Generalization bounds and algorithms for estimating conditional average treatment effect of dosage
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Abstract

We investigate the task of estimating the conditional average causal effect of treatment-dosage pairs from a combination of observational data and assumptions on the causal relationships in the underlying system. This has been a longstanding challenge for fields of study such as epidemiology or economics that require a treatment-dosage pair to make decisions but may not be able to run randomized trials to precisely quantify their effect and heterogeneity across individuals. In this paper, we extend (Shalit et al, 2017) to give new bounds on the counterfactual generalization error in the context of a continuous dosage parameter which relies on a different approach to defining counterfactuals and assignment bias adjustment. This result then guides the definition of new learning objectives that can be used to train representation learning algorithms for which we show empirically new state-of-the-art performance results across several benchmark datasets for this problem, including in comparison to doubly-robust estimation methods.

1 Introduction

This paper deals with the estimation of the effect of different dosages (i.e. continuous-valued treatments) on an outcome of interest from a combination of non-experimental (i.e. observational) data and assumptions on the underlying causal graph [17]. This problem is important for decision-making in applied domains where intervening involves not only the choice of treatment type but also the choice of dosage or amount of treatment to be administered. Examples are frequent in medicine where, for instance in the context of chemotherapy treatment, the consequences of a sub-optimal choice of dosage can range from having only a muted effect on tumor growth to toxic effects on the body, as described by [5]. In this case, while admissible dosage intervals for medical treatments are often determined from clinical trials, these trials often have a small number of patients and evaluate average effects over a restricted population instead of effects conditional on patient characteristics that account for patient heterogeneity, i.e. differences in effects within a patient population [24]. Fortunately, there is a wealth of observational data available in the medical domain from electronic health records that include wider patient groups. Similar observations can be made for other domains such as economics and sociology, see for example [10, 9].

As a learning problem, the observed dosage in data may depend on confounding variables associated with its assignment. For instance, not all cancer patients are equally likely to be offered the same chemotherapy regimen. This introduces bias in causal effects without adjusting for confounders and variance in the estimation of counterfactuals due to the systematic differences in the distribution of confounding variables between any two dosage levels. In the literature, this challenge has mostly been studied in the binary treatment regime [28, 20, 21, 12] where two natural treatment groups emerge and two distributions of data may be compared to analyse bias in treatment assignment and difference in treatment outcomes. The challenge in the context of a continuous dosage parameter is that we must account for differences in confounding variable distributions over an
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infinite set of counterfactuals, one for each potential dosage level, instead of over a discrete set of treatment groups. There is no notion of treatment group as each individual gets assigned a potentially different and unique treatment value, and definitions and interpretation of a counterfactual and counterfactual errors can be quite different which makes the theoretical extension from binary to continuous dosages non-trivial. Previous works have focused mainly on extending binary treatment neural network architectures [20] to continuous treatments [19, 16, 1]. As theoretical contributions for continuous dosages have focused on estimators of population level treatment effects [21, 16], there are no theoretically motivated loss functions for the estimation of heterogeneous treatment effects.

This paper revisits regularization techniques with an eye towards extending the family of representation learning-based algorithms for predicting conditional average treatment effects (CATE) in the context of a continuous dosage parameter (first proposed by [20] in the binary setting). We show that the expected error in counterfactual estimation is bounded by the factual error plus a term that quantifies the statistical dependence between the assigned dosage and confounding variables which includes known bounds as a special case. This bound also suggests a new training objective for this problem that we implement in combination with recently developed neural network architectures [16, 19] and thus generalizes several previous proposals to the problem of predicting the effect of dosage. Our contributions may be summarized as follows:

1. Theoretical bounds. Following [20], we prove a new bound on the expected error in counterfactual estimation over all possible dosage choices that is composed by the factual error plus a term that quantifies the statistical dependence between the assigned dosage and confounding variables.

2. Algorithms. We demonstrate that this bound may guide the definition of new training objectives for which we establish new state-of-the-art performance results on several benchmark datasets used for this problem. And finally, using these results we make one of the first broad comparisons between representation learning techniques using doubly-robust regularization strategies [21, 16] designed for optimal (population) average causal effects, and methods optimizing for the generalization error of conditional average causal effects (the proposed approach).

2 Preliminaries

We start by introducing the notation and definitions used throughout the paper. In particular, we use capital letters for random variables \((X)\), small letters for their values \((x)\), bold letters for sets of variables \((X)\) and their values \((x)\), and calligraphic letters for the spaces where they are defined \((\mathcal{X})\) if not explicitly stated. To simplify notation, we consistently use the shorthand \(p(x)\) to represent probabilities or densities \(p(X = x)\). For three sets of variables \(X, Y, Z\) the conditional independence statement "\(X\) is conditionally independent of \(Y\) given \(Z\)" is written as \(X \perp \! \! \! \perp Y|Z\).

We use the semantics of the Rubin-Neyman potential outcomes framework, see e.g. Section 2 in [18]. We assume that for a unit (or individual) with observed covariates \(x \in \mathcal{X}\), and tuple \(t = (w, s)\) defining the treatment type out of \(k\) distinct treatments \(w \in \mathcal{W} = \{w_1, \ldots, w_k\}\) and dosage parameter \(s \in \mathbb{R}\), there is a corresponding potential outcome \(Y(t)\) that would have been observed had the assigned treatment been \(t\).

The goal is to derive unbiased estimates of the expected potential outcomes for a given set of input covariates: \(\mathbb{E}[Y(t)|x]\), for any value of \(t\) and \(x\). However, with observational data only one of these potential outcomes is observed for each unit depending on the treatment assignment. Let \(Y\) denote the observed outcome. We will refer to the unobserved potential outcomes as counterfactuals. Let \(T = \{(w, s) : w \in \mathcal{W}, s \in \mathbb{R}\}\) denote the set of all treatment options. Under the following standard assumptions, it is well understood that the treatment effect between two selected treatment options \(t_1\) and \(t_2\) reduces to a contrast of conditional distributions, presented in Lemma 1 below.

**Assumption 1** (Unconfoundedness). The treatment assignment, \(t = (w, s) \in \mathcal{T}\), and potential outcomes, \(Y(t)\), are conditionally independent given the covariates \(x\), i.e. \(Y(t) \perp \! \! \! \perp t|x\).

**Assumption 2** (Overlap). For any \(x \in \mathcal{X}\) such that \(p(x) > 0\), we have \(1 > p(t|x) > 0\) for each \(t \in \mathcal{T}\).

**Assumption 3** (Consistency). The observed outcome is the potential outcome, as a function of treatment, when the treatment is set to the observed exposure, i.e. \(Y = Y(t)\) if \(T = t\) for any \(t \in \mathcal{T}\).

**Lemma 1** (Identifiability of the treatment effect). Under assumptions 1 and 3, and any \(t_1, t_2 \in \mathcal{T}\),

\[
\mathbb{E}[Y(t_1) - Y(t_2)|x] = \mathbb{E}[Y|x, t_1] - \mathbb{E}[Y|x, t_2],
\]

which is composed entirely of observable quantities and can be estimated from data given Assumption 2 on overlap. We refer to the quantity \(\mathbb{E}[Y(t_1) - Y(t_2)|x]\) as the conditional (or individual if the conditioning set
identifies a unit) treatment effect (CATE), and the $E[Y(t_1) - Y(t_2)]$ as the average, or population, treatment effect (ATE).

2.1 Related work

In the literature on treatment effect estimation, a substantial amount of work has considered learning representations that correct for assignment bias, most prominently in the binary treatment case, see e.g. [11, 20, 27, 12, 22, 28, 3]. Prediction in the context of binary treatments involves building a separate regression model for each treatment; an approach that does not generalise to the dosage setting due to the now infinite number of possible treatments available. One attempt, however, was made by [19] with their proposed Dose Response networks (DRNets) that consist of multi-task layers for dosage sub-intervals defined on top of a common representation – the dosage interval being subdivided into equally sized sub-intervals and a multi-task head added for each sub-interval. As a consequence however, the mapping learned by [19] does not account for heterogeneity within dosage sub-intervals and misses the expectation of continuously varying predictions as a function of dosage. [16] instead develop a Varying Coefficient network (VCNet) that overcomes the need to define sub-intervals resulting in smooth dose-response curves. Other modelling approaches include generative models such as SCIGAN [1] using GAN architectures and propensity weighting using generalized propensity scores, see e.g. [10, 9].

Propensity scores are also used to design doubly robust\(^1\) estimators for the estimation of population average counterfactuals $E_X E[Y(t) | x]$ (which is typically the target quantity in randomized trials), see e.g. [25, 2] for details. In this line of research, [21] and [16] for binary and continuous treatments respectively, propose to use a modified training objective to encourage solutions that have non-parametrically optimal asymptotic properties for the average treatment effect. Both, however, rely on (approximately) task-agnostic fitted models for counterfactuals $E[Y(t) | x]$ without (explicit) consideration for the imbalance between dosage levels or broader generalization guarantees which suggests that optimal average causal effects, $E_X E[Y(t) | x]$, do not necessarily imply optimal conditional average causal effects, $E[Y(t) | x]$.

In this paper, we propose for the first time training objectives with generalization guarantees for the prediction of conditional average treatment effects in the context of a continuously-valued dosage parameter that may be used with any differentiable architecture. This extends previous proposals for this problem but also provides an interesting contrast with doubly-robust methods which target a different quantity that may not necessarily be optimal for more individualized predictions, as we discuss in Section 3.3 and in our experiments.

3 Representation learning for counterfactual dosage prediction

This section aims at establishing generalization guarantees and algorithms for the counterfactual estimation of the effect of treatment-dosage pairs.

3.1 Preliminary definitions and bounds on counterfactual error

We will discuss representation functions of the form $\phi : X \rightarrow R$, where $R$ is the representation space, and $h : R \times T \rightarrow Y$ is a prediction function defined over $R$. We make the following assumption about $\phi$.

**Assumption 4.** The representation $\phi$ is a twice differentiable, one-to-one function. Without loss of generality we will assume that $R$ is the image of $X$ under $\phi$. Define $p_\phi$ to be the distribution induced by $\phi$ over $R^2$.

Consider an arbitrary measure of error $L : Y \times Y \rightarrow \mathbb{R}^+$. We define two complimentary loss functions: one is the standard machine learning loss, which we will call the factual error on the estimation at the observed treatment type and dosage tuple, and the other is the counterfactual error, as an average error over all other treatment assignment options, made on the estimation at a selected treatment type and dosage tuple.

**Definition 1 (Expected loss).** The expected loss for the unit and treatment tuple $(x, t)$ is:

$$l_{h, \phi}(x, t) = \int_Y L(Y(t), h(\phi(x), t)) p(Y(t) | x) dY(t).$$

\(^1\)Doubly robust, in the sense that estimators are consistent if either the propensity score or the prediction function is well-specified and even if one of them is inconsistent.

\(^2\)The remark has been made that the invertibility of representation is difficult to enforce [28]. An algorithmic solution, discussed in [28], is to include a decoder from the representation to the input domain and reconstruction loss in the training objective to encourage solutions with invertible latent representations.
The expected factual and counterfactual losses of $h$ and $\phi$ at treatment $t \in T$ are:

$$\epsilon_F(t) = \int_X l_{h,\phi}(x, t)p(x|t)dx,$$

$$\epsilon_{CF}(t) = \mathbb{E}_{p(t')} \int_X l_{h,\phi}(x,t)p(x|t')dx = \int_X l_{h,\phi}(x,t)p(x)dx,$$

where the last equality follows from the definition of expectations and conditional probability.

The counterfactual error in this definition has a different interpretation than in the binary treatment case. The counterfactual error defines the error made at a chosen treatment tuple $t = (w, s)$ on all populations of units $p(x|t')$ for which the observed treatment $t' = (w', s')$ is different than the tuple $t$. For our analysis, it will be of interest to define the average factual and counterfactual error over all treatment options.

**Definition 2** (Average losses). The average factual and counterfactual error over all treatment options are defined,

$$\epsilon_F = \int_T \epsilon_F(t)dt,$$

$$\epsilon_{CF} = \int_T \epsilon_{CF}(t)dt,$$

respectively.

**Theorem 1** (Generalization bound for the average counterfactual error). Assume that the unit expected loss functions $l_{h,\phi}(x, t)/B_{\phi} \in G$ for $B_{\phi} > 0$ for all $x \in X$ and $t \in T$, where $G$ is a family of functions $g : R \times T \rightarrow R$. Then,

$$\epsilon_{CF} \leq \epsilon_F + B_{\phi} \cdot \sup_{g \in G} \left| \int_T \int_{\mathbb{R}} g(r, t) \cdot (p_\phi(r)p_\phi(t) - p_\phi(r, t))dxdt \right|.$$

This theorem states that the average counterfactual error is upper-bounded by the factual error plus a term that quantifies the dependence between treatment tuple $T$ and covariates $X$. If $G$ is a rich enough space of function, the supremum induces an integral probability metric (IPM) such that it equals zero if and only if the random variables induced by the representation is independent of treatment assignment, $\phi(X) \parallel T$. For example, if $G$ is the space of functions in a universal reproducing kernel Hilbert space with norm bounded by 1, then the regularization term recovers the Hilbert Schmidt Independence Criterion $\text{HSIC}(\phi(X), T)$ [4]. And, for characteristic kernels: $\text{HSIC}(\phi(X), T) = 0$ if and only if $\phi(X) \parallel T$ [23]. Alternatively, if $G$ is the space of Lipschitz functions with Lipschitz constant bounded by 1 the supremum is defined as the Wasserstein distance between the joint distributions and the product of its marginals [26].

Such a term is necessary to characterize generalization error because, while counterfactual estimation is unbiased by Assumption 3, the variance of estimating counterfactual outcomes for dosage values that are not heavily represented in observational data may be high. This contributes to higher generalization error by a factor that effectively measures this imbalance using distributional distances. In words, to improve average error one may reduce variance in estimation by minimizing spurious correlations induced by the observational assignment of treatments and dosages, which are responsible for the under-representation of certain dosage values for some sub-populations in the data.

These spurious correlations in the context of a continuous dosage parameter take the form of high statistical dependence between random variables which generalizes differences in distributions between treatment groups in the binary treatment case. By setting $T = \{0, 1\}$, that is each individual has two treatment options and counterfactuals are defined by the outcome had one been assigned the alternative treatment, we recover Lemma 1 from [20]. We show next a similar argument for deriving generalization bounds for the treatment effect comparing two specific treatment options that may be of interest in some applications. We need first to define the error made on the estimation of a counterfactual contrast for a given pair of treatments.

**Definition 3** (Treatment effect and error for selected treatment pairs $t_1$ and $t_2$). Define the treatment effect between two different treatments tuples $t_1, t_2 \in T$ as,

$$\tau_{(t_1, t_2)}(x) = m(t_1, x) - m(t_2, x),$$

The integral "$\int_T dt$" over the product $T = W \times S$ (where $W$ is the set of distinct treatments under consideration and $S$ is the interval of the real line where dosages are defined) is used as a shorthand for "$\sum_{W} \int_S ds$".
where we have written \( m(t, x) := \mathbb{E}[Y(t) | x] \). Define its estimate given a prediction function \( f \) by,

\[
\hat{\tau}_{(t_1, t_2)}(x) = f(t_1, x) - f(t_2, x).
\]

The error in treatment effect estimation is then defined as,

\[
\epsilon_{(t_1, t_2)}(f) := \int_x (\hat{\tau}_{(t_1, t_2)}(x) - \tau_{(t_1, t_2)}(x))^2 p(x) dx.
\]

**Theorem 2** (Generalization bound for selected treatment tuples \( t_1 \) and \( t_2 \)). With the notation introduced above, it holds that,

\[
\epsilon_{(t_1, t_2)}(f)/2 \leq \epsilon_F(t_1) + \sup_{g \in G} \left| \int_{\mathcal{R}} g(r) \cdot (p_\theta(r) - p_\theta(r|t_1)) dr \right| + \epsilon_F(t_2)
\]

\[
+ \sup_{g \in G} \left| \int_{\mathcal{R}} g(r) \cdot (p_\theta(r) - p_\theta(r|t_2)) dr \right| - \sigma_{Y(t_1)} - \sigma_{Y(t_2)},
\]

where \( \sigma_{Y(t_1)} \) and \( \sigma_{Y(t_2)} \) stand for the variance of the random variables \( Y(t_1) \) and \( Y(t_2) \), respectively, under the distribution \( p(x) \).

### 3.2 Algorithms inspired by bounds on generalization error

This section discusses the architectures of the representation and prediction functions used, as well as training objectives to leverage the generalization bound in Theorem 1.

The training objective that we define in this work can be used with any neural network architecture that parametrizes a representation and a separate prediction function. In this paper, we mainly use architectures of types introduced in [20, 19, 27, 28]. These include a representation function \( \phi_\eta : \mathcal{X} \to \mathcal{R} \) and a corresponding prediction function \( h_\theta : \mathcal{R} \times \mathcal{T} \to \mathbb{R} \), parameterized by sets of parameters \( \theta \) and \( \eta \) respectively. These architectures have inductive biases that allow the prediction function to take any changes in treatment types or dosage levels into account. Without this, the effects of any changes in the treatment or dosage can be diluted in the high dimensional representation. In [20], each treatment type \( w \in \mathcal{W} \) has a separate prediction function \( h_\theta^{(w)} : \mathcal{R} \times \mathbb{R} \to \mathbb{R} \). We use the following architectures that extend this for continuous dosages. Dose Response Networks (DRNet) [19] divide the dosage values into bins with a separate prediction function for each bin. To allow for more accurate learning of continuous response functions, Varying Coefficient Networks (VCNet) [16] parametrize the parameters of the prediction head as functions of the dosage \( \theta(s) = (\theta_1(s), \ldots, \theta_{d_\theta}(s)) \), where \( d_\theta \) is the total number of parameters. Each scalar parameter is approximated by linear combinations \( \theta_i(s) = \sum_{l=1}^L \alpha_{i,l} \psi_l(s) \) of basis polynomial functions \( \{\psi_l\}_{l=1}^L \) defined on the space of dosage values \( S \). The coefficients \( \{\alpha_{i,l} : i = 1, \ldots, d_\theta, l = 1, \ldots, L\} \) are to be optimized such that each prediction function defines a trainable map,

\[
h_\theta^{(w)}(z, s) := h_\theta^{(w)}(z, s).
\]

Our algorithmic contribution is to explicitly account and adjust for the bias induced by treatment group and dosage level dependence on covariates. Following the discussion in section 3.1, we wish to learn a representation \( \phi \) and prediction function \( h \) that minimize a trade-off between predictive accuracy and imbalance in the representation space using the following objective:

\[
\min_{\theta, \eta} \sum_{i=1}^n (y_i - h_\theta(\phi_\eta(x_i), t_i))^2 + \gamma \cdot \text{IPM}([\phi_\eta(x_i), \{t_j^i \}_{j \neq i}], \{\phi_\eta(x_i), t_i\}),
\]

where \( \gamma \geq 0 \) is a hyperparameter. If we choose HSIC as the IPM, we can directly minimize \( \text{HSIC}(\phi_\eta(x_i), t_i) \).

For other metrics like Wasserstein, we can force independence by permuting the observed treatment-dosage pair across individuals. The representation and the permuted treatments will then form approximate samples from the factorised distribution of the representation and the treatments. Minimizing the Wasserstein distance between this and the observed joint is then equivalent to forcing independence between the distribution of the treatments and the representation.

We train our models with this objective using stochastic gradient descent, where we backpropagate the error through both the prediction and representation networks, noting that each sample is used to update only the prediction network corresponding to the observed treatment; for example, an observation \( (x_i, t_i = (w_i, s_i), y_i) \) is only used to update \( h^{(w_i)} \), while all samples are used to update \( \phi \). A sketch of this training routine is given in Figure 1.
3.3 Contrast with doubly robust estimation of the average treatment effect

Theorem 1 suggests that the imbalance in the distribution of $X$ across treatment dosage pairs is relevant for the expected generalization error of fitted models. Estimators inspired from semi-parametric literature, known as doubly robust estimators [25, 2], instead follows a different philosophy to optimizing for average treatment effects (ATE), e.g. $E_{X}E[Y(1)|X] - E_{X}E[Y(0)|X]$, by constructing a prediction function $h_{1} : \mathcal{X} \times \mathbb{R} \rightarrow \mathbb{R}$, propensity score function $h_{2} : \mathcal{X} \rightarrow \mathbb{R}$, and perturbation terms $\epsilon$, satisfying the non-parametric estimating equation,

$$\frac{1}{n} \sum_{i=1}^{n} \eta(y_{i}, t_{i}, x_{i}; h_{1}, h_{2}, \epsilon) = 0, \quad (14)$$

where (in the binary treatment case for simplicity),

$$\eta(y_{i}, t_{i}, x_{i}; h_{1}, h_{2}, \epsilon) = h_{1}(x_{i}, 0) - h_{1}(x_{i}, 0) + \left( \frac{t_{i}}{h_{2}(x_{i})} - \frac{1 - t_{i}}{1 - h_{2}(x_{i})} \right) \cdot (y_{i} - h_{1}(t_{i}, x_{i})) - \epsilon. \quad (15)$$

$h_{1}(t, x)$ is an estimator of $E[Y(t)|x]$, $h_{2}(x)$ is an estimator of the probability of treatment $P(t|x)$ and $\epsilon \in \mathbb{R}$ is a perturbation term that is optimized. In the literature, a common estimation approach is to rely on (task-agnostic) fitted models $\hat{h}_{1}$ and $\hat{h}_{2}$, and then choose $\epsilon$ so that this equation is satisfied. If $h_{1}$ and $h_{2}$ are consistent estimators of the outcome and propensity scores respectively, as well as satisfy equation $14$, the resulting estimator of the ATE will have desirable asymptotic properties [21, 13]. However, as these guarantees are on the average treatment effects, they do not necessarily guarantee accurate estimates of conditional treatment effects.

In the context of neural networks, [21, 16] propose to learn a joint representation $\phi(x)$ that is conducive to both counterfactual $h_{1} : \mathcal{R} \times \mathbb{R} \rightarrow \mathbb{R}$ and propensity score estimation $h_{2} : \mathcal{R} \rightarrow \mathbb{R}$ by using a loss function that trades-off the two objectives, e.g.,

$$\frac{1}{n} \sum_{i=1}^{n} (y_{i} - h_{1}(\phi(x_{i})), t_{i}))^{2} + \alpha \cdot \text{CrossEntropy}(h_{2}(\phi(x_{i})), t_{i}), \quad (16)$$

as in [16, Eq. (1)] or [21, Eq. (2.2)]. The motivation is that: "If the average treatment effect is identifiable on the propensity score [...] it suffices to adjust for only the information in $x$ that is relevant for predicting the treatment", see [21, Theorem 2.1]. Intuitively, the cross entropy term in equation $16$ encourages the representation to retain information that is predictive of the treatment. Hence, it encourages the discarding of information that is predictive of the outcome but not the treatment, which is simply noise when predicting the treatment.

Variables that affect the outcome and not treatment are referred to as effect modifiers in the literature, see e.g. [6]. By definition, the treatment effect varies across different conditioning sets of these effect modifiers. As effect modifiers are responsible for the heterogeneity of treatment effects, it is necessary to condition on them to obtain accurate conditional treatment effects. Thus, to compute conditional average or "individualized" treatment effects such representations may be too restrictive because they tend to ignore effect modifiers.

In contrast, our regularizer penalizes the dependence between the representation and the treatment distributions explicitly. Loosely speaking we discard covariate information predictive of treatment but outcome information is retained. Hence, our regularizer should preserve these effect modifiers leading to more accurate estimates of conditional treatment effects. We conclude that, in general, optimal average treatment effects does not necessarily imply optimal conditional average treatment effects as measured by expected losses in Definitions $1$ and $2^{4}$. We verify this intuition in our experiments.

---

4Definitions $1$ and $2$ also involve averages but makes a head to head comparisons between observed outcomes and predicted outcomes for each individual in the term $h_{\theta, \phi}(x, t)$ (which are then averaged across individuals) instead of averaging predicted counterfactuals across the whole population before comparison with average true outcomes across different dosage levels.
Table 1: Performance comparisons in terms of MISE and AMSE on Synthetic, IHDP-continuous, and News datasets.

| Method      | Synthetic | IHDP-continuous | News |
|-------------|-----------|-----------------|------|
|             | √MISE     | √AMSE           | √MISE| √AMSE | √MISE | √AMSE |
| GPS         | 2.80 (0.51)| 2.75 (0.52)     | 4.91 (0.87)| 4.88 (0.88)| -     | -     |
| MLP         | 0.72 (0.09)| 0.62 (0.11)     | 0.74 (0.07)| 0.59 (0.05) | 1.05 (0.07)| 0.66 (0.15)|
| DRNet       | 0.43 (0.07)| 0.25 (0.06)     | 0.66 (0.15)| 0.43 (0.12)| 0.84 (0.04)| 0.37 (0.09)|
| DRNet-PS    | 0.41 (0.03)| 0.17 (0.02)     | 2.07 (3.54)| 0.68 (0.70)| 0.82 (0.05)| 0.30 (0.10)|
| DRNet-TR    | 0.39 (0.06)| 0.22 (0.02)     | 0.52 (0.05)| 0.35 (0.06)| 0.87 (0.04)| 0.44 (0.07)|
| DRNet-HSIC  | 0.38 (0.07)| 0.21 (0.02)     | 0.51 (0.08)| 0.34 (0.08)| 0.86 (0.04)| 0.43 (0.07)|
| DRNet-Wass  | 0.33 (0.03)| 0.13 (0.06)     | 0.56 (0.09)| 0.33 (0.09)| 0.85 (0.05)| 0.31 (0.11)|
| VCNet       | 0.62 (0.42)| 0.32 (0.30)     | 0.59 (0.11)| 0.31 (0.12)| 0.98 (0.09)| 0.25 (0.13)|
| VCNet-PS    | 0.42 (0.12)| 0.19 (0.11)     | 0.64 (0.39)| 0.31 (0.13)| 0.99 (0.06)| 0.4 (0.08)|
| VCNet-TR    | 0.28 (0.04)| 0.10 (0.03)     | 0.56 (0.09)| 0.33 (0.08)| 0.87 (0.05)| 0.35 (0.11)|
| VCNet-HSIC  | 0.38 (0.03)| 0.11 (0.03)     | 0.55 (0.10)| 0.33 (0.08)| 0.81 (0.05)| 0.29 (0.1)|
| VCNet-Wass  | 0.33 (0.03)| 0.13 (0.06)     | 0.56 (0.09)| 0.33 (0.09)| 0.85 (0.05)| 0.31 (0.11)|

4 Experiments

We conduct controlled experiments on synthetic and semi-synthetic datasets previously used by [19, 1, 16]. Overall, we found that simulation results support our generalization guarantees with different architectures benefiting from the proposed regularization strategy using both the HSIC and Wasserstein distances. Moreover, the empirical comparison with doubly-robust estimation methods highlights the contrast we outlined in Section 3.3 showing that optimization for average treatment effects is not necessarily adequate for conditional average treatment effect estimation.

Comparisons As a baseline for comparison, we evaluate different neural network architectures without regularization that have been used for this problem, including a standard multilayer perceptron (MLP) that optimises the squared error loss objective to learn the weights of the network, a standard VCNet [16], and DRNet [19]. We also consider the two doubly-robust proposals made by [16, 21]: VCNet and DRNet that only optimises for minimum values of equation 16 are denoted VCNet-PS, DRNet-PS, and VCNet and DRNet that minimizes both equations 16 and 14 are written as VCNet-TR, DRNet-TR. Finally, we consider Generalized Propensity Scores (GPS) [10, 9] as a linear alternative. The proposed methods are labeled DRNet-HSIC, DRNet-Wass, VCNet-HSIC, and VCNet-Wass, which combine existing architectures with regularization methods. We include the details of the network and hyperparameter optimisation in Appendix C.

Datasets. The nature of the treatment-effects estimation problem does not allow for meaningful evaluation on real-world datasets. This is simply because we never observe a counterfactual for a given unit. There are, however, established synthetic and semi-synthetic datasets (i.e. with constructed outcome functions but covariates from real-world experiments, see details in the Appendix) that have been used by [19, 1, 16]. Following these proposals we use,

- **Fully synthetic.** A dataset with a total of 6 randomly generated covariates and a single treatment with dosage ranging from 0 to 1 that involve complex functions for both treatment assignment and outcome function, as defined by [16].

- **IHDP-continuous.** The original semi-synthetic IHDP dataset from [7] contains binary treatments with 747 observations on 25 covariates. We adapt this dataset to the continuous dosage context by changing the treatment assignment and outcome function. We generate these in a similar way to [16].

- **News.** The News dataset consists of 3000 randomly sampled news items from the NY Times corpus [15], which was originally introduced as a benchmark in the binary treatment setting. We generate the treatment and outcome in a similar way as [1].
**Metrics.** For performance comparisons, we consider the Mean Integrated Squared Error (MISE) and Average Mean Squared Error (AMSE) metrics:

\[
\text{MISE} = \frac{1}{N} \frac{1}{|W|} \sum_{n=1}^{N} \sum_{w \in W} \mathbb{E}_S \left[ (y_n(w, s) - \hat{y}_n(w, s))^2 \right],
\]

\[
\text{AMSE} = \frac{1}{|W|} \sum_{w \in W} \mathbb{E}_S \left[ \left( \frac{1}{N} \sum_{n=1}^{N} (y_n(w, s) - \hat{y}_n(w, s)) \right)^2 \right],
\]

where \(y_n(w, s)\) and \(\hat{y}_n(w, s)\) stand for the true and predicted outcome for individual \(n\) given treatment-dosage pairs \((w, s) \in T\), and \(\mathbb{E}_S g(s) = \int g(s)p(s)ds\). Intuitively, MISE calculates how well an algorithm is at estimating individual level dose response and accounts for the heterogeneity in treatment response. Whereas AMSE calculates the accuracy of the population level dose response. As the doubly robust methods get rid of effect modifiers, that are useful for accurate predictions, but have theoretical guarantees for the average treatment effects, we expect these methods to get a better AMSE. However, as the regularizers proposed in this work provide guarantees on the counterfactual error, we expect models trained with these to achieve a better MISE score.

4.1 Testing the effectiveness of regularisation for treatment effect estimation

We start our experiments by testing the effectiveness of our proposed regulariser by computing performance as a function of \(\gamma\), that determines the influence of the independence constraint in feature space in equation (13). For this experiment we use the VCNET model with the HSIC and compare MISE results for varying values of \(\gamma\) relative to \(\gamma = 0\) (without regularisation). We see in Figure 2 that the presence of treatment assignment bias due to the influence of confounding in both IHDP continuous and Synthetic datasets confers an advantage to using the proposed regularization term (with increasing \(\gamma > 0\)) relative to \(\gamma = 0\). Across different data generating mechanisms, some value of \(\gamma > 0\) gives a significant gain which illustrates our generalization guarantees but also shows that some form of regularisation may broadly be applicable in practice across different data generating mechanisms.

4.2 Performance comparisons

Next, in this section we make wide-ranging comparisons against the benchmark prediction algorithms on our 3 datasets. Table 1 reports mean performance and standard deviations on 50 separately generated samples for each of the three datasets\(^5\). Overall, and especially in terms of MISE, the proposed regularization technique, using either the HSIC or Wasserstein distances between distributions, outperform on average all other regularization techniques on both choices of neural network architecture. Several trends are interesting to discuss in more detail.

It is interesting to see also that, across all datasets, there is a clear trend showing that regularizing for optimal generalization performance in terms of the MISE with the HSIC leads to good population average performance as well, as measured by AMSE. By looking at the performance of methods using regularization inspired by doubly-robust optimality results, we see that the reverse does not always hold: optimizing for optimal population average counterfactuals does not always lead to similarly good individual level performance in terms of MISE. For instance on News, in terms of AMSE, the doubly robust method VCNet-PS ranks among the best performing methods but have only average performance in terms of MISE. On IHDP-continuous as well, the doubly robust methods get the best AMSE (VCNet-PS, VCNET-TR), however their performance on MISE is not anywhere near the best performing model. In contrast, the HSIC and Wass algorithms get the best MISE as expected but they are not too far off in terms of AMSE performance. We believe that this discrepancy is due to the doubly robust methods discarding information that helps predict the outcome, resulting in a worse MISE performance. This also emphasizes the fact that estimating average counterfactuals and individual counterfactuals can require different objectives.

\(^5\)GPS requires matrix inversion which was not feasible to compute on the high-dimensional News dataset.
5 Conclusion

In this paper, we investigate the task of estimating the conditional average causal effect of dosage from a combination of observational data and assumptions on the causal relationships in the underlying system. When these assumptions hold, we give new bounds on the counterfactual generalization error in the context of a continuous dosage parameter that subsume generalization guarantees from the binary treatment case [20]. Using this result, we provide new learning objectives that can be used to guide the training of representation learning algorithms. We show empirically new state-of-the-art performance results across several benchmark datasets for this problem. To our knowledge, this is the first paper exploring representation learning and regularization for conditional average counterfactual estimation in the context of continuous-valued treatments in a principled manner.
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Appendix

This Appendix is outlined as follows.

- Appendix A contains proofs of all theoretical claims.
- Appendix B contains data generating mechanisms for synthetic and semi-synthetic datasets used in experiments.
- Appendix C contains details on the implementation and training routines of all algorithms.

A Proofs

Theorem 1 (Generalization bound for the average counterfactual error). Assume that the unit expected loss functions \( l_{h,\phi}(x, t)/B_\phi \in G \) for \( B_\phi > 0 \) for all \( x \in \mathcal{X} \) and \( t \in \mathcal{T} \), where \( G \) is a family of functions \( g : \mathcal{R} \times \mathcal{T} \to \mathcal{R} \). Then,

\[
\epsilon_{CF} \leq \epsilon_F + \mathop{\sup}_{g \in G} \int_{ \mathcal{T} } \int_{ \mathcal{X} } g(r, t) \cdot (p_\phi(r)p_\phi(t) - p_\phi(r, t)) dr dt.
\] (17)

Proof. Let \( \psi : \mathcal{R} \to \mathcal{X} \) be the inverse of \( \phi \). Similarly to the proof technique of [20], the following derivations shows the result:

\[
\epsilon_{CF} - \epsilon_F = \int_{ \mathcal{T} } \int_{ \mathcal{X} } l_{h,\phi}(x, t) \cdot (p(x)p(t) - p(x, t)) dx dt
\]

\[
= \int_{ \mathcal{T} } \int_{ \mathcal{R} } l_{h,\phi}(\psi(r), t) \cdot (p(\psi(r))p(t) - p(\psi(r), t)) d\psi(r) dt
\]

\[
= \int_{ \mathcal{T} } \int_{ \mathcal{R} } l_{h,\phi}(\psi(r), t) \cdot (p_\phi(r)p_\phi(t) - p_\phi(r, t)) J_\phi J_\psi^{-1} dr dt
\]

\[
\leq B_\phi \cdot \mathop{\sup}_{g \in G} \int_{ \mathcal{T} } \int_{ \mathcal{R} } g(r, t) \cdot (p_\phi(r)p_\phi(t) - p_\phi(r, t)) dr dt.
\]

For the 2nd equality, the distribution \( p_\phi \) over \( \mathcal{R} \times \mathcal{T} \) can be obtained by the standard change of variables formula, using the determinant of the Jacobian of \( \psi(r) \), denoted \( J_\psi \), giving \( p(\psi(r), t) = p_\phi(r, t)J_\psi \) (which cancels with the inverse Jacobian that appears after the change of variables in the differential term). The last inequality comes from the assumption that \( l_{h,\phi}(x, t)/B_\phi \in G \), which is justified and extensively discussed in [20].

Theorem 2 (Generalization bound for selected treatment tuples \( t_1 \) and \( t_2 \)). With the notation introduced above, it holds that,

\[
\epsilon(t_1, t_2)(f) / 2 \leq \epsilon_F(t_1) + \mathop{\sup}_{g \in G} \left| \int_{ \mathcal{R} } g(r) \cdot (p_\phi(r) - p_\phi(r|t_1)) dr \right| + \epsilon_F(t_2)
\]

\[
+ \mathop{\sup}_{g \in G} \left| \int_{ \mathcal{R} } g(r) \cdot (p_\phi(r) - p_\phi(r|t_2)) dr \right| - \sigma_{Y(t_1)} - \sigma_{Y(t_2)},
\] (18)

(19)

where \( \sigma_{Y(t_1)} \) and \( \sigma_{Y(t_2)} \) stand for the variance of the random variables \( Y(t_1) \) and \( Y(t_2) \), respectively, under the distribution \( p(x) \).

Proof.

\[
\epsilon(t_1, t_2)(f) = \int_{ \mathcal{X} } (f(t_1, x) - m(t_1, x) + m(t_2, x) - f(t_2, x))^2 p(x) dx
\]

\[
\leq 2 \int_{ \mathcal{X} } (f(t_1, x) - m(t_1, x))^2 p(x) dx + 2 \int_{ \mathcal{X} } (f(t_2, x) - m(t_2, x))^2 p(x) dx
\]

\[
= 2(\epsilon_{CF}(t_1) - \sigma_{Y(t_1)}(p(x))) + 2(\epsilon_{CF}(t_2) - \sigma_{Y(t_2)}(p(x)))
\]

\[
\leq 2(\epsilon_F(t_1) + \mathop{\sup}_{g \in G} \left| \int_{ \mathcal{R} } g(r) \cdot (p_\phi(r) - p_\phi(r|t_1)) dr \right| - \sigma_{Y(t_1)}(p(x)))
\]

\[
+ 2(\epsilon_F(t_2) + \mathop{\sup}_{g \in G} \left| \int_{ \mathcal{R} } g(r) \cdot (p_\phi(r) - p_\phi(r|t_2)) dr \right| - \sigma_{Y(t_2)}(p(x)))
\]

(20)

(21)

(22)

(23)

(24)
The first inequality holds by the fact that \((a + b)^2 \leq 2a^2 + 2b^2\) for any \(a, b \in \mathbb{R}\). The second equality holds by Lemma 2, given below, and the last inequality holds by the same arguments as those used in Theorem 1.

**Lemma 2.** The following derivation holds.

\[
\epsilon_{CF}(t) = \int_X l_h(x, t)p(x)dx \\
= \int_X \int_Y (Y(t) - f(x, t))^2 p(Y(t)|x)p(x)dY(t)dx \\
= \int_X \int_Y (f(x, t) - m(x, t))^2 p(Y(t)|x)p(x)dY(t)dx \\
+ \int_X \int_Y (m(x, t) - Y(t))^2 p(Y(t)|x)p(x)dY(t)dx \\
+ 2\int_X \int_Y (f(x, t) - m(x, t))(m(x, t) - Y(t))p(Y(t)|x)p(x)dY(t)dx \\
= \int_X (f(x, t) - m(x, t))^2 p(x)dx + \sigma_{Y(t)}(p(x)).
\]  

The third term in the third equality evaluates to zero because \(m(x, t) := \int_Y Y(t)p(Y(t)|x)\) and we have defined the variance of \(Y(t)\) with respect to the distribution \(p(x)\) as \(\sigma_{Y(t)}(p(x)) := \int_X \int_Y (m(x, t) - Y(t))^2 p(Y(t)|x)p(x)dY(t)dx\).

**B Data generating functions for experiments**

This section describes the data generating mechanisms used in our experiments.

**Synthetic.** We generate synthetic data similar to [16]. With covariates \(x \in \mathbb{R}^6\) all drawn from a uniform distribution between 0 and 1, we generate the continuous dosages and outcomes as follows,

\[
\tilde{s}|x = \frac{10 \sin(\max(x_1, x_2, x_3)) + \max(x_3, x_4, x_5)^3}{1 + (x_1 + x_5)^2} + \sin(0.5x_3)(1 + \exp(x_4 - 0.5x_3)) + x_3^2 + 2\sin(x_4) + 2x_5 - 6.5 + \mathcal{N}(0, 0.25), \\
y|x, s = \cos(2\pi(s - 0.5)) \left( s^2 + \frac{4 \max(x_1, x_6)^3}{1 + 2x_3^2} \sin(x_4) \right) + \mathcal{N}(0, 0.25),
\]

where \(s = (1 + \exp(-\tilde{s}))^{-1}\).

**IHDP Continuous.** The IHDP dataset contains 25 covariates with binary treatments and continuous outcomes [7]. Disregarding the treatments and outcomes, we use the covariates to generate continuous dosages and treatments to test our method. We follow the data generating procedure of [16]. The dosages are generated according to,

\[
\tilde{s}|x = \frac{2x_1}{1 + x_2} + \frac{2 \max(x_3, x_5, x_6)}{0.2 + \min(x_3, x_5, x_6)} + 2 \tanh\left( \frac{5 \sum_{i \in I} x_i - c_2}{|I|} \right) - 4 + \mathcal{N}(0, 0.25), \\
y|x, s = \frac{\sin(3\pi s)}{1.2 - s} \left( \tanh\left( \frac{5 \sum_{i \in J} x_i - c_1}{|J|} \right) + \exp\left( \frac{0.2(x_1 - x_6)}{0.5 + \min(x_2, x_3, x_5)} \right) \right) + \mathcal{N}(0, 0.25), \\
c_1 = \mathbb{E}_{p(x)} \left[ \frac{\sum_{i \in J} x_i}{|J|} \right], \\
c_2 = \mathbb{E}_{p(x)} \left[ \frac{\sum_{i \in I} x_i}{|I|} \right],
\]

where \(s = (1 + \exp(-\tilde{s}))^{-1}\), \(I = \{16, 17, 18, 19, 20, 21, 22, 23, 24, 25\}\), and \(J = \{4, 7, 8, 9, 10, 11, 12, 13, 14, 15\}\).
We use grid-search to tune the hyper-parameters. Namely, we generate a dataset for each hyperparameters setting, where $\epsilon$ is treated as a hyperparameter and chosen within the set $\{0.01, 0.005, 0.001, 0.0005, 0.0001, 0.00005\}$ using the procedure outlined in C.2. Each data set is split into a train/validation/test set with ratios 0.6/0.2/0.2. To avoid overfitting, we stop the training if the validation loss did not improve after 50 epochs.

### Propensity score regularization (PS methods)

In addition to the representation net $\phi : \mathcal{X} \rightarrow \mathbb{R}$ and to the prediction net $h_1 : \mathcal{R} \times \mathbb{R} \rightarrow \mathcal{Y}$, propensity score regularized methods also include a separate head $h_2 : \mathcal{R} \rightarrow \mathcal{T}$. Parameters are tuned by minimizing the loss

$$L_{PS}(\phi, h_1, h_2) = \frac{1}{n} \sum_{i=1}^{n} (y_i - h_1(\phi(x_i), t_i))^2 + \alpha \cdot \text{CrossEntropy}(h_2(\phi(x_i)), t_i).$$

### Targeted regularization (TR methods)

Methods labeled -TR use the functional targeted regularization approach presented in [16] which optimizes the loss function

$$L_{TR}(\phi, h_1, h_2, \epsilon_n) = L_{PS}(\phi, h_1, h_2) + \frac{\beta}{n} \sum_{i=1}^{n} \left( y_i - h_1(\phi(x_i), t_i) - \frac{\epsilon_n(t_i)}{h_2(\phi(x_i))} \right)^2$$

where $\epsilon_n(\cdot) = \sum_{k=1}^{K_n} a_k \psi_k(\cdot)$ is modelled through $K_n$ spline basis functions $\psi_k$ of degree 2. Following [16], we select the learning rate for $\epsilon_n(\cdot)$, $\beta$ and the number of spline knots within the sets $\{0.001, 0.0001\}$, $\{20, 10, 5\}/\sqrt{n}$ and $\{5, 10, 20\}$, respectively. Again, the implementation in practice follows the publicly available code of [16].

### IPM regularization (HSIC and Wass methods)

IPM regularized methods minimize the proposed loss in Equation (13) in the main body of this paper, where the $\gamma$ is selected within the set $\{10^{i/6}, i = -18, -17, \cdots, 9, 10\}$ using the procedure in C.2.

### Generalised Propensity Score (GPS)

We use the linear implementation from [8].

### Hyper-parameters tuning

We use grid-search to tune the hyper-parameters. Namely, we generate a dataset for each hyperparameters setting, randomly splitting it into a train/test set with a ratio of 0.8/0.2 and we choose the hyperparameters values giving the best MISE test score.