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This article concludes our critical analysis on the role of non-commutativity in quantum theory. After a brief introduction of the necessary notions on point processes, we re-analyse model B proposed in On non-commutativity in quantum theory (II): toy models for non-commutative kinematics, using the point process theory. This viewpoint allows to generalize and modify the space process of model B in a simple manner, obtaining a new model (model C). This new model allows the recovery of non-relativistic quantum mechanics in a suitable limit.
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I. INTRODUCTION

In [1], we started to develop a series of models with the scope of deriving the commutation relations between position and momentum of non-relativistic quantum mechanics. The most promising attempt is model B. There, space is represented by a random distribution of points on \(\mathbb{R}\), each of which evolves in times as a Wiener process. The position of the particle is simply the coordinate of the point of space where the particle is, while the velocity is the ratio between the space covered by the particle in a given time interval, and the duration of such time interval. We showed that when we remove space from the model the probability theory describing the particle is non-commutative. In particular, the operators associated to the position and the velocity of the particle, over a common Hilbert space do not commute. Despite this nice feature, a direct comparison with non-relativistic quantum mechanics cannot be done. The essential problem in model B is that the Hilbert space obtained is not separable in general, while in ordinary non-relativistic quantum mechanics the Hilbert space is always separable. The goal of this paper is to show that we can suitably modify model B in order to solve this separability problem. This will be done by exploiting our freedom in the choice of the space process used in the model. A comparison with non-relativistic quantum mechanics will then be possible and, in particular, we will be able to derive the commutation relations between position and momentum operators.

The article is organised as follows. In section II we review some basic concepts about point processes, which enable to give a better description of the space process. We also introduce a particular kind of point process: the determinantal point process. We will conclude this section briefly describing a diffusion process which can be constructed from a determinantal point process. In section III we re-analyze model B using the notions and structures introduced in section II. This enables us to generalize such a model from 1-D to 3-D in a straightforward manner. Finally, in section IV, thanks to the point process structure found, a new model is proposed, model C, where we will use as space process a determinantal point process. This model allows a direct comparison...
II. POINT PROCESSES

The goal of this section is to make the reader familiar with the notion of point process. We will introduce the general notions and basic objects used to describe a point processes. Then we focus our attention on a particular class of point process which exhibit very interesting features for the solution of the separability problem.

A. General structure

A simple introduction to the general theory of point processes can be found in [2], while a more systematic approach is presented in [3]. These two are the main references for the concepts introduced here.

Before starting with the formal mathematical description, let us first explain what point processes are and how they are described. Let \( X \) be a \( d \)-dimensional space and let \( \xi \) label a point process on it. Loosely speaking, \( \xi \) can be thought as a collection points of \( X \) randomly chosen according to some probability distribution. To describe it, on a \( d \)-dimensional space, the most natural way is by counting the number of points that fall in a given subset of \( X \). Let \( B \subset X \) and let \( N_\xi(B) \) be the number of points of \( \xi \) inside \( B \). It is not difficult to imagine that we can completely describe the point process \( \xi \) by knowing \( N_\xi(B) \) for any subset \( B \) of \( X \), i.e. by knowing the collection \( \{N_\xi(B)\}_{B \subset X} \). More precisely, we can say that \( \{N_\xi(B)\}_{B \subset X} \) contains enough information to recover the position of all points of \( \xi \). Note that this is true only if the points of \( \xi \) are not too dense: if \( N_\xi(B) = \infty \) for any \( B \subset X \) we are not able to reconstruct the single points locations by a counting technique. Let us now formalise this idea.

Definition 1. Let \( X \) be a locally-compact second countable Hausdorff space and let \( B(X) \) be the Borel \( \sigma \)-algebra on it. Let \( N : B(X) \rightarrow \mathbb{N} \) be a non-negative integer valued counting measure on \( X \). When \( N(B) < \infty \) for any \( B \in B(X) \) bounded, we say that the counting measure is boundedly finite. The set

\[
N_X := \{N(\cdot) | N(B) < \infty \text{ for all bounded } B \in B(X)\},
\]

is called space of all the boundedly finite counting measures on \( X \).

The space \( N_X \) can be equipped with the vague topology, which allows to define open sets that can be used to construct a Borel \( \sigma \)-algebra \( B(N_X) \).

Definition 2. Let \( (\Omega, \mathcal{E}, P) \) be a probability space, \( X \) be a locally-compact second countable Hausdorff space and \( N_X \) be the space of all the boundedly finite counting measure on it. The \( P \)-measurable map \( \xi : (\Omega, \mathcal{E}, P) \rightarrow (N_X, B(N_X)) \) defined as

\[
\xi : \omega \mapsto \{N_\xi(B; \omega)\}_{B \in B(X)},
\]

is called point process over \( X \).

Let us explain better how this definition fits with the idea explained in the beginning. Given \( \omega \in \Omega \) the realisation \( \xi(\omega) \) of the point process is fixed. Then the number of points of \( \xi(\omega) \) that fall in \( B \) is \( N_\xi(B; \omega) = N_\xi(B; \omega) \). Since we have this information for any Borel set \( B \subset X \) we can reconstruct the whole collection of points of \( \xi(\omega) \). If no confusion arises, we will in general omit the dependence of \( \xi \) on \( \omega \). Note that in general, such a collection of points cannot be regarded as a discrete random subset of \( X \). Indeed, there can be point processes whose points may overlap, namely \( N_\xi(x) = m > 1 \) for some \( x \in X \), and others where this does not happens.

Definition 3. A point process \( \xi \) on \( X \) is said simple if \( N_\xi(x) \leq 1 \) for all \( x \in X \).

In case of simple point processes, \( \xi \) can be represented as the (random) subset \( \xi := \{x_1, x_2, \ldots \} \subset X \) without losing any information. Such collection of points is also called configuration of \( \xi \). In general we may always represent the point process \( \xi \) as a collection of points, i.e. \( \xi := \{x_1, x_2, \ldots \} \), but when the process is not simple they do not form a subset of \( X \) because there can be \( x_i = x_j \) for some \( i,j \): this information is lost if \( \xi \) is thought as a set.

Definition 4. Let \( \xi \) be a point process on \( X \). If \( N_\xi(X) = M < \infty \) then \( \xi \) is said finite, while if \( N_\xi(X) = \infty \) the point process is said locally-finite.

Note that any point process which is locally finite on \( X \) induces a finite point process on any compact subset \( A \subset X \) by construction.

Let us now explain how a point process is described from the statistical point of view. Consider a finite point process \( \xi \) on \( X \), and the probability distribution \( \mu_\xi := \mathbb{P} \circ \xi^{-1} \) induced on \( (N_X, B(N_X)) \). When the distribution \( \mu_\xi \) is used to compute the probabilities of events like

\[
\{N(A_1) = n_1\} \cap \cdots \cap \{N(A_r) = n_r\},
\]

with \( A_i \in B(X) \) and \( n_i \in \mathbb{N} \) for all \( i = 1, \ldots , r \), \( \mu_\xi \) takes a special name.

Definition 5. Let \( \xi : (\Omega, \mathcal{E}, P) \rightarrow (N_X, B(N_X)) \) be a point process, the probability distributions

\[
\mu_\xi(A_1, n_1; \cdots ; A_r, n_r) := P[N_\xi(A_1) = n_1, \cdots , N_\xi(A_r) = n_r],
\]

where \( A_i \in B(X) \) and \( n_i \in \mathbb{N} \) for all \( i = 1, \cdots , r \), are called finite-dimensional distributions (or fids) of the point processes \( \xi \).
The importance of the fidis for the description of a point process is encoded in the following theorem[2].

**Theorem 1.** Let $\xi : (\Omega, \mathcal{E}, P) \rightarrow (\mathcal{N}_X, \mathcal{B}(\mathcal{N}_X))$ and $\eta : (\Omega, \mathcal{E}, P) \rightarrow (\mathcal{N}_X, \mathcal{B}(\mathcal{N}_X))$ be two point process on $X$. If all the fidis of $\xi$ and $\eta$ coincide, then $\xi$ and $\eta$ have the same distribution.

This means that, if the fidis of two point processes are the same then they are equal in distribution, namely $\xi \overset{d}{=} \eta$. Typically point processes are not described in terms of fidis directly, but by using two quantities, the Janossy measure and the moment measure, from which the fidis can be derived. Let us introduce the Janossy measure. Consider the event (1), used to compute the Janossy measure and the moment measure, from which the fidis can be derived. Let us introduce the Janossy measure and the moment measure, from which the fidis can be derived.

Let $\pi_n$ be a probability distribution on $X^{(n)}$, i.e. the $n$-fold product space $X \times \cdots \times X$, which can be interpreted as the probability distribution of the position of the points of $\xi$, given that their number is exactly $n$.

To implement indistinguishability of the points of $\xi$, the joint probability distribution $\pi_n$ should assign equal weight to any permutation of the coordinates $(x_1, \ldots, x_n)$. If $\pi_n$ is not so, we can always implement indistinguishability by introducing the symmetrised form $\pi_n^{sym}(A_1 \times \cdots \times A_n) = \frac{1}{n!} \sum_{\sigma \in P_n} \pi_n(A_{\sigma(1)} \times \cdots \times A_{\sigma(n)})$ where $P_n$ is the set of all the permutations of $n$ elements and $A_1, \ldots, A_r \in \mathcal{B}(X)$ form a finite partition of $X$.

**Definition 6.** Let $\xi : (\Omega, \mathcal{E}, P) \rightarrow (\mathcal{N}_X, \mathcal{B}(\mathcal{N}_X))$ be a point process on $X$. Take a finite partition $A_1, \ldots, A_n \in \mathcal{B}(X)$ of the $(n$-th) Janossy measure of $\xi$ is defined as

$$J_n(A_1 \times \cdots \times A_n) = p_n \sum_{\sigma \in P_n} \pi_n(A_{\sigma(1)} \times \cdots \times A_{\sigma(n)}) = n!p_n \pi_n^{sym}(A_1 \times \cdots \times A_n).$$

From the normalisation condition (2) we can see that $J_n$ is not a probability measure. In fact, observing that $\pi_n(X^{(n)}) = 1$, we can write

$$\sum_{n=0}^{\infty} \frac{J_n(X^{(n)})}{n!} = 1,$$

where we interpret $J_0(X^{(0)}) = p_0$. For any $n \geq 1$ we have

$$J_n(X^{(n)}) = p_n n!$$

It is clear that any family of symmetric measures fulfilling the normalisation condition (3), can be used to construct the probability distribution $\{p_n\}_{n=0}^{\infty}$ using (4), and so also the sets of symmetric probability distributions $\{\pi_n^{sym}\}_{n=0}^{\infty}$. Now we want to show explicitly how to construct the fidis of the point process from the Janossy measures. In order to do that, we recall that the multinomial coefficient

$$\binom{n}{n_1, \ldots, n_r} = \frac{n!}{n_1! \cdots n_r!}$$

counts the number of ways we may arrange $n = n_1 + \cdots + n_r$ objects in $r$ different boxes putting $n_1$ objects in the 1-th box, $\ldots$, $n_r$ objects in the $r$-th box. This implies that

$$\mu_{\xi}(A_1, n_1; \ldots; A_r, n_r) = p_n \binom{n}{n_1, \ldots, n_r} \pi_n^{sym}(A_1^{(n_1)} \times \cdots \times A_r^{(n_r)}) = \frac{J_n(A_1^{(n_1)} \times \cdots \times A_r^{(n_r)})}{n_1! \cdots n_r!},$$

is a partition of $X$ and the previous formula applies. Let $n = n_1 + \cdots + n_r$ and $s \in \mathbb{N}$, we can write that

$$\mu_{\xi}(A_1, n_1; \ldots; A_r, n_r; C, s) = \frac{J_n+s(A_1^{(n_1)} \times \cdots \times A_r^{(n_r)} \times C^{(s)})}{n_1! \cdots n_r! s!},$$

where $A_1, \ldots, A_r$ form a finite partition on $X$. In general, the sets on which the fidis can be evaluated do not form a partition of $X$, however we can still find them by the Janossy measure. Suppose that $A_1, \ldots, A_r$ are disjoint sets but they do not form a partition. Hence there exists a set $C = (A_1 \cup \cdots \cup A_r)^c$ such that $X = A_1 \cup \cdots \cup A_r \cup C$ and clearly $A_i \cap C = \emptyset$. Thus $A_1, \ldots, A_r, C$
Using the law of total probability, we have
\[
\mu_\xi(A_1, n_1; \ldots; A_r, n_r) = \sum_{s=0}^\infty \mu_\xi(A_1, n_1; \ldots; A_r, n_r; C, s)
\]
and so
\[
\mu_\xi(A_1, n_1; \ldots; A_r, n_r) = \frac{1}{n_1! \cdots n_r!} \sum_{s=0}^\infty J_{n+s}(A_1^{(n_1)} \times \cdots \times A_r^{(n_r)} \times C(s)),
\]
(6)

At this point is should be clear that Janossy measures are an important tool to describe a point process. However nothing was said about its meaning. We already observed that they are not probability measures, thus a statistical interpretation is not available in general. By the way, in some particular case such interpretation is available.

**Definition 7.** Let \(\xi : (\Omega, \mathcal{E}, P) \rightarrow (\mathcal{N}_X, \mathcal{B}(\mathcal{N}_X))\) be a point process on \(X\) and let \(j_n(A_1 \times \cdots \times A_n)\) be a \(n\)-th Janossy measure of the process. Let \(\mu\) be a Borel measure on \(X\). The function \(j_n(x_1, \ldots, x_n)\) such that
\[
J_n(A_1 \times \cdots \times A_n) = \int_{A_1} \cdots \int_{A_n} j_n(x_1, \ldots, x_n) \mu(dx_1) \cdots \mu(dx_n)
\]
is called \((n\text{-th})\) Janossy density of the point process \(\xi\) with respect to \(\mu\).

The Janossy densities have a particularly simple interpretation, in fact \(j_n(x_1, \ldots, x_n)\mu(dx_1) \cdots \mu(dx_n)\) represent the probability that there are exactly \(n\) points in the process \(\xi\), one in each of the \(n\) distinct infinitesimal regions \((x_i, x_i + dx_i)\). The notion of Janossy measure (or density, if it exist) can be extended to the case of locally finite point processes by restricting the point process \(\xi\) on some compact region \(\Lambda \subset X\). Everything remains the same except that the normalisation condition (3) and (4) are not computed with \(X^{(m)}\) but by using \(\Lambda^{(m)}\). Similarly in the equation (6), \(A_1, \ldots, A_r\) are a partition of \(\Lambda\) not of \(X\). For this reason, it is typical to make this \(\Lambda\)-dependence explicit by adding a label in the symbol of the Janossy measure (or density), i.e. \(J_n(A_1 \times \cdots \times A_n|\Lambda)\) and \(j_n(x_1, \ldots, x_n|\Lambda)\) which are called local Janossy measure and density, respectively. The existence of a the Janossy density when \(X = \mathbb{R}^d\) and the measure \(\mu\) is the ordinary Lebesgue measure, can be used to define an important class of point processes.

**Definition 8.** Let \(\xi\) be a point process on \(X \subseteq \mathbb{R}^d\). If, for all \(n \geq 1\) and some bounded \(A \in \mathcal{B}(\mathbb{R}^d)\), the local Janossy measures \(J_n(dx_1 \times \cdots \times dx_n|A)\) exist and are absolutely continuous with respect to the Lebesgue measure, the point process is said regular on \(A\). If this happens for any bounded \(A \in \mathcal{B}(\mathbb{R}^d)\), then \(\xi\) is said regular point process.

Regularity is important because it implies simplicity: more precisely, if a point process \(\xi\) on \(\mathbb{R}^d\) has Janossy measure admitting Janossy densities with respect to the Lebesgue measure, then \(\xi\) is simple (see Prop. 5.4 V in [3]). Let us now describe the second quantity which is typically used to describe a point process: the moment measure. By definition, a point process is described by using random measures, i.e. measure-valued random variables. Moment measures are just the moments of these random variables, which are measure-valued. This description of a point process \(\xi\) on \(X\), is clearly related to the description via the Janossy density. Let us start with the simplest case: the intensity measure or 1st-moment measure. The intensity measure of a locally finite point process \(\xi\) in \(X\) is defined as the measure
\[
M_1(A) := E\left[ \sum_{x \in \xi} \chi_A(x) \right],
\]
where \(\chi_A\) is the indicator function of the set \(A \in \mathcal{B}(X)\). The intensity measure is by definition the expectation value of the counting measure on \(A\), i.e. \(M_1(A) = E[N_\xi(A)]\), and so it can be interpreted as the expected number of points of \(\xi\) in \(A\). Similarly one can define the 2nd-moment measure as
\[
M_2(A_1 \times A_2) := E\left[ \sum_{x,y \in \xi \atop x \neq y} \chi_{A_1 \times A_2}(x,y) \right].
\]
(8)

Also in this case, we can conclude that \(M_2(A_1 \times A_2) = E[N_\xi(A_1)N_\xi(A_2)]\). Recognising that \(N_\xi(A_1)N_\xi(A_2)\) is the number of elements of the set \(\{(x,y) \in A_1 \times A_2, x,y \in \xi\}\), we can interpret the 2-th moment measure as the intensity measure of a point process on \(X \times X\). In this definition of \(M_2\), two contributions can be distinguished:

\[
M_2(A_1 \times A_2) = E\left[ \sum_{x,y \in \xi \atop x \neq y} \chi_{A_1 \times A_2}(x,y) \right] = E\left[ \sum_{x \in \xi \atop x \neq y} \chi_{A_1 \times A_2}(x,y) \right] + E\left[ \sum_{x \in \xi} \chi_{A_1 \times A_2}(x,x) \right] + M_1(A_1 \cap A_2).
\]
The moment measures defined by (7), (8) and (9) can be interpreted as

\[ M[2](A \times A) := \mathbb{E} \left[ \sum_{x \neq y} \chi_{A_1 \times A_2}(x, y) \right] \]  

(9)

is called the 2nd-order factorial moment. Like for the 2nd moment measure, the 2nd factorial moment measure can be seen as the intensity measure of a point process consisting of all the 2-tuples of distinct points of the original process \( \xi \). Note that

\[ M[2](A \times A) = M_2(A \times A) - M_1(A) = \mathbb{E}[N_\xi(A)^2] - \mathbb{E}[N_\xi(A)] - \mathbb{E}[N_\xi(A)(N_\xi(A) - 1)]. \]

The moment measures defined by (7), (8) and (9) can be generalised as follows.

**Definition 9.** Let \( \xi \) be a point process on \( \mathbb{X} \), \( n \in \mathbb{N} \) and \( A_1, \cdots, A_n \in \mathcal{B}(\mathbb{X}) \). The measure

\[ M_n(A_1 \times \cdots \times A_n) := \mathbb{E} \left[ \sum_{x_1, \cdots, x_n \in \xi} \chi_{A_1 \times \cdots \times A_n}(x_1, \cdots, x_n) \right] \]

is said \( n \)-th moment measure of the process \( \xi \), while the measure

\[ M[n](A_1 \times \cdots \times A_n) := \mathbb{E} \left[ \sum_{x_1, \cdots, x_n \in \xi} \chi_{A_1 \times \cdots \times A_n}(x_1, \cdots, x_n) \right] \]

is said \( n \)-th factorial moment measure of the process \( \xi \).

In general, these measures may not exist for any \( n \) (they can be infinite sometimes). The \( n \)-th moment measure can be written as the expectation of a product of counting measures. More precisely, let \( A_1, \cdots, A_r \in \mathcal{B}(\mathbb{X}) \) with \( r \leq n \), then

\[ M_n(A_1^{(n_1)} \times \cdots \times A_r^{(n_r)}) := \mathbb{E}[(N_\xi(A_1))^{n_1} \cdots (N_\xi(A_r))^{n_r}] \]

where \( n_i \in \mathbb{N} \) for all \( i = 1, \cdots, r \) and \( n_1 + \cdots + n_r = n \). A similar formula for the \( n \)-th factorial moment is not available in general, but a similar result holds for disjoint sets. Indeed, introducing the \( r \)-th factorial power of \( x \)

\[ x[r] := \begin{cases} x(x-1) \cdots (x-r+1) & \text{for } r \leq x \\ 0 & \text{otherwise} \end{cases}, \]

where \( x \in \mathbb{R} \) and \( r \in \mathbb{N} \), if \( A_1, \cdots, A_r \in \mathcal{B}(\mathbb{X}) \) with \( r \leq n \) are disjoint sets, one can write that

\[ M[n](A_1^{(n_1)} \times \cdots \times A_r^{(n_r)}) := \mathbb{E}[(N_\xi(A_1))^{[n_1]} \cdots (N_\xi(A_r))^{[n_r]}] \]

(10)

where again \( n_i \in \mathbb{N} \) for all \( i = 1, \cdots, r \) and \( n_1 + \cdots + n_r = n \).

Moment measures and the Janossy measures are related. In particular, we can pass from the Janossy measures to the moment measures using

\[ M[n](A_1^{(n_1)} \times \cdots \times A_r^{(n_r)}) = \sum_{s=0}^{\infty} \frac{J_n(A_1^{(n_1)} \times \cdots \times A_r^{(n_r)} \times x(s))}{s!} \]  

(11)

This relation can be inverted provided that all the moments exist (i.e. \( M[n](\xi^{(n)}) < \infty \) for any \( n \in \mathbb{N} \)), getting

\[ J_n(A_1^{(n_1)} \times \cdots \times A_r^{(n_r)}) = \sum_{s=0}^{\infty} \frac{(-1)^s M[n+s](A_1^{(n_1)} \times \cdots \times A_r^{(n_r)} \times x(s))}{s!} \]  

(12)

Also in this case it is not necessary that the sets \( A_1, \cdots, A_r \) form a partition of \( \mathbb{X} \). If the point process is not finite, these last two equations may still be used by replacing \( \mathbb{X} \) with some subset \( \Lambda \subset \mathbb{X} \) and by using the local Janossy measures on \( \Lambda \). Also in this case these measures, \( M_n \) or \( M[n] \), may admit densities with respect to some measure \( \mu \) on \( \mathbb{X} \).

**Definition 10.** Consider a point process \( \xi \) and a measure \( \mu \), both defined on \( \mathbb{X} \). If, given \( A_1, \cdots, A_r \in \mathcal{B}(\mathbb{X}) \) disjoint subsets of \( \mathbb{X} \) and \( n_i \in \mathbb{N} \) for all \( i = 1, \cdots, r \) such that \( n_1 + \cdots + n_r = n \), we can write

\[ M[n](A_1^{(n_1)} \times \cdots \times A_r^{(n_r)}) = \int_{A_1^{(n_1)} \times \cdots \times A_r^{(n_r)}} \rho_n(x_1, \cdots, x_n) \mu(dx_1) \cdots \mu(dx_n) \]

the function \( \rho(x_1, \cdots, x_n) \) is said \( n \)-th correlation function of the process \( \xi \).

It is not difficult to see that the relations (11) and (12) can be used to relate these densities with the Janossy densities and vice versa. Also in this case we have an interpretation of the quantity \( \rho(x_1, \cdots, x_n) \mu(dx_1) \cdots \mu(dx_n) \): it represents the probability to find at least \( n \) points of the process \( \xi \), one in each of the \( n \) distinct infinitesimal regions \( (x_i, x_i + dx_i) \). In contrast with the Janossy densities, in this case the number of points in the intervals is not fixed (for \( j_n(x_1, \cdots, x_n) \) the number is exactly \( n \)). Note that (12) and (11) can be used to pass from Janossy to moment densities and vice versa.

**B. Marked point processes**

A very useful extension of the notion of point process is the one of marked point process, whose main features will be briefly presented here. The main references for this section remain [2] and [3].
There can be situations where the point process is not the principal object that one wants to analyse, like for example, when the point process is just a component of a more complex model. In such situations, it is sometimes useful to associate to each point $x_i$ of the point process, an additional variable $m_i$ belonging to some set $M$. Such variables are called marks and can be anything: for example they can be a label (e.g. the time at which an event happened), a random variable or a set. The set $M$ containing all marks is said mark space. The resulting point process, whose generic points are represented by the couple $(x_i, m_i)$, is said marked point process.

Definition 11. A marked point process on $X$ is a point process on $X \times M$ having points $\xi = \{(x_1, m_1), (x_2, m_2), \cdots \}$, such that $N_\varphi(A) := N_\xi(A \times M) < \infty$ for any $A \in \mathcal{B}(X)$. The point process $\xi$ defined with the measures $\{N_\varphi(A)\}_{A \in \mathcal{B}(X)}$ is said ground process.

Not all point processes on the product space $X \times M$ are marked point processes, but only those for which the ground process is still a point process. A rather simple case when this is always possible is when the mark space is a finite set, i.e. $M := \{1, \cdots, k\}$ for some $k \in \mathbb{N}$. The marked point process in this case is said multivariate, and the finiteness condition of the marked point process is always satisfied. In fact, we have

$$N_\varphi(A) = N_\xi(A \times \{1, \cdots, k\}) = \sum_{i=1}^{m} N_\xi(A \times \{i\}),$$

which follows from the additivity of counting measures between disjoint sets (note that $(A \times \{i\}) \cap (A \times \{j\}) = \emptyset$ for $i \neq j$). Since $N_\xi(A \times \{i\}) < \infty$ for all $A \in \mathcal{B}(X)$ then also $N_\xi(A) < \infty$ for all $A \in \mathcal{B}(X)$, showing that if the space of marks is a finite set, then any point process on $X \times M$ is marked. The counting measures $N_i(A) := N_\xi(A \times \{i\})$ define point processes on $X \times \{i\}$, for any $i \in M$, which are sometimes called component processes of $\xi$.

C. Determinantal point processes

Here we want to describe an interesting class of point processes: the determinantal point processes. Our interest in this particular class of processes is mainly due to the fact that the whole statistical properties are determined by the kernel of a (locally) trace-class operator over a separable infinite-dimensional Hilbert space. The main references are [4–9], while a brief explanation of the main mathematical notions used (like integral kernels, locally trace-class operators and Fredholm’s determinants) is given in appendix A.

From now on, we assume $X = \mathbb{R}^d$ for simplicity. Let $\hat{K}$ be an operator acting on $L_2(\mathbb{R}^d)$ such that

As1) $\hat{K} \in B^{loc}_1(L_2(\mathbb{R}^d)) \cap B_2(L_2(\mathbb{R}^d))$, namely $\hat{K}$ admits kernel $K(x, y)$ and

$$\text{Tr}(\hat{P}_\Lambda \hat{K} \hat{P}_\Lambda) < \infty$$

where $\Lambda \subset \mathbb{R}^d$ is compact and $\hat{P}_\Lambda : L_2(\mathbb{R}^d) \rightarrow L_2(\mathbb{R}^d)$ is a projector;

As2) $\hat{\Omega} \leq \hat{K} < \hat{1}$, namely the spectrum of $\hat{K}$ is in $[0, 1)$;

As3) $\hat{K}$ is a self-adjoint operator, which implies that the associated kernel $K(x, y) : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{C}$ is hermitian, namely such that

$$K(x, y) = [K(y, x)]^*$$

for any $x, y \in \mathbb{R}^d$.

Given such operator $\hat{K}$, consider its local version on $\Lambda \subset \mathbb{R}^d$, i.e. $\hat{K}_\Lambda := \hat{P}_\Lambda \hat{K} \hat{P}_\Lambda$. By the Mercer theorem (see Th. 8 in appendix A) the kernel associated to $\hat{K}_\Lambda$ can be written as

$$K_\Lambda(x, y) = \sum_{\mu} \mu_\Lambda \varphi_{\mu, \Lambda}(x) \varphi_{\mu, \Lambda}^*(y)$$

(14)

where $\mu_\Lambda \in \mathbb{R}$ are eigenvalues and $\varphi_{\mu, \Lambda} \in L_2(\Lambda)$ are the corresponding eigenvectors of $\hat{K}_\Lambda$. Note that, in any case, $K_\Lambda(x, y) = \chi_\Lambda(x)K(y, x)\chi_\Lambda(y)$. Now we are ready to define the point process we are interested in.

Definition 12. Let $\xi$ be a locally-finite simple point process on $\mathbb{R}^d$ having, for any $n \in \mathbb{N}$, $n$-th factorial moment density given by

$$\rho_n(x_1, \cdots, x_n) = \text{det}([K(x_i, x_j)]_{i,j=1\cdots n}),$$

where $x_1, \cdots, x_n \in \mathbb{R}^d$ and $K(x, y)$ is the kernel of an operator $\hat{K}$ on $L_2(\mathbb{R}^d)$ fulfilling As1) – As3). The point process $\xi$ is said determinantal point process (DPP) on $\mathbb{R}^d$.

In the above definition, the writing $[K(x_i, x_j)]_{i,j=1\cdots n}$ is a short hand notation for the $n \times n$ matrix whose $(i, j)$-th element is $K(x_i, x_j)$. By construction, in a DPP all the moment densities are well defined. This implies that all the (local) Janossy densities exist, are well defined and can be found using (11). Following [7], we derive the Janossy density in a different way. Given $\hat{K}$ in $L_2(\mathbb{R}^d)$, operator whose kernel define a DPP on $\mathbb{R}^d$, let us define

$$\hat{J}_\Lambda := (\hat{1} - \hat{K}_\Lambda)^{-1}\hat{K}_\Lambda.$$

This operator is usually called local interaction operator. It can be proved that $\hat{J}_\Lambda \in B_1(L_2(\mathbb{R}^d))$, hence it admits kernel, denoted by the symbol $J_\Lambda(x, y)$, and in particular from (14), we can write that

$$J_\Lambda(x, y) = \sum_{\mu} \frac{\mu_\Lambda}{1 - \mu_\Lambda} \varphi_{\mu, \Lambda}(x) \varphi_{\mu, \Lambda}^*(y).$$
Given a configuration of the DPP, say \( \{x_1, \cdots, x_n\} \), define the function
\[
\eta_A(x_1, \cdots, x_n) := \det((J_A(x_i, x_j))_{i,j=1,\ldots,n}).
\] (15)

Then the Janossy densities can be computed using the following result \([7, 9]\).

**Proposition 1.** Let \( \tilde{K} \) be an operator on \( L_2(\mathbb{R}^d) \) fulfilling As1) – As3) and \( K(x, y) \) its associated kernel. Let \( \xi \) be a DPP on \( \mathbb{R}^d \) with kernel \( K(x, y) \). Then for all compact subset \( \Lambda \subset \mathbb{R}^d \) and \( n \in \mathbb{N}/\{0\} \), the local Janossy density of the process \( \xi \) is
\[
j_n(x_1, \cdots, x_n|A) = \det(\mathbb{I} - \tilde{K}_\Lambda)\eta_A(x_1, \cdots, x_n)
\]
while \( j_0(A) = \det(\mathbb{I} - \tilde{K}_\Lambda) \).

In the above proposition, \( \det(\mathbb{I} - \tilde{K}_\Lambda) \) must be interpreted as Fredholm determinant (see appendix A). Recalling the discussion done in the section II A, the kernel \( K(x, y) \) of a DPP \( \xi \) contains all the information needed to completely characterise the process. Indeed, it allows to compute all the fidis of \( \xi \), but we may also deduce other properties. Moreover, from the 1st moment measure, for any \( A \subset \mathbb{R}^d \) we have that
\[
E[N_\xi(A)] = \int_A K(x, x)dx
\]
\[
= \int_{\mathbb{R}^d} \chi_A(x)K(x, x)dx
\]
\[
= \text{Tr}(\tilde{P}_A\tilde{K}) = \text{Tr}(\tilde{K}_\Lambda)
\]
where \( \tilde{P}_A : L_2(\mathbb{R}^d) \to L_2(A) \) is an orthogonal projector. Setting \( A = \mathbb{R}^d \), we can see that the expected number of points is nothing but that trace of \( \tilde{K} \). This suggests that directly from \( K \), we can obtain information on the finiteness of the DPP. This theorem formalise exactly this idea \([7, 8]\).

**Theorem 2.** Let \( \tilde{K} \) be an operator on \( L_2(\mathbb{R}^d) \) fulfilling As1) – As3) and let \( \xi \) the DPP generated by the associated kernel. We have

i) If \( \text{Tr}(\tilde{K}) < \infty \), i.e. \( \tilde{K} \in B_1(L_2(\mathbb{R}^d)) \) then \( P[N_\xi(\mathbb{R}^d) < \infty] = 1 \) which means that the point process is finite with probability 1, while when \( \text{Tr}(\tilde{K}) = \infty \) the point process is only locally-finite, namely \( P[N_\xi(\mathbb{R}^d) < \infty] = 0 \);

ii) \( P[N_\xi(\mathbb{R}^d) < m] = 1 \) for some \( m \in \mathbb{N}/\{0\} \) if and only if \( \tilde{K} \) has finite rank and \( \text{Rank}(\tilde{K}) \leq m \);

iii) The number of points of the process is exactly \( m \in \mathbb{N}/\{0\} \) if and only if \( \tilde{K} \) is an orthogonal projector having \( \text{Rank}(\tilde{K}) = m \).

A DPP whose kernel is an orthogonal projector is said **orthogonal**. Finally, we conclude by explaining what happens to a DPP when we remove a point. For a point process, this operation is called **thinning**. DPPs are closed under thinning in the sense that the new point process obtained after this operation is still a DPP. More formally, given a DPP \( \xi \) on \( \mathbb{R}^d \) we may form a new point process as follows. Given a point \( z \in \mathbb{R}^d \), we condition the DPP on the event \( z \in \xi \) and then remove this point. With this procedure a new point process is obtained, say \( \xi/\{z\} \), which is the DPP \( \xi \) without the point \( z \). For the DPP obtained with this procedure the following theorem holds \([9, 10]\).

**Theorem 3.** Let \( \xi \) be a DPP with kernel \( K(x, y) \) and \( z \in \mathbb{R}^d \) such that \( 0 < K(z, z) < \infty \). Then the point process obtained by removing \( z \) from \( \xi \) as described above is again a DPP with kernel \( \tilde{K}(x, y) \) given by
\[
\tilde{K}(x, y) = K(x, y) - \frac{K(x, z)K(z, y)}{K(z, z)}.
\]

This theorem can be extended also to points \( z \in \mathbb{R}^d \) for which \( K(z, z) = 0 \) or \( K(z, z) = \infty \), if we can approximate \( z \) with points \( s \) all having \( 0 < K(s, s) < \infty \). Also in this case the process \( \xi/\{z\} \) is still a DPP with kernel given by
\[
\tilde{K}(x, y) = K(x, y) - \lim_{s \to z} \frac{K(x, s)K(s, y)}{K(s, s)}.
\]

**D. DPP diffusion**

In the description of the DPP done in section II C, we did not mention time at any level. In this sense the DPP (as any point process) can be considered as a “spatial process”, i.e. a collection of random variables parametrised by space (see definition 2). In ordinary stochastic processes, the parameter is typically assumed to be the time and time-evolution is stochastic. Here we want to describe, at a very qualitative level, how it is possible to implement a stochastic time-evolution for a DPP. In particular, we will describe how to implement a diffusive time-evolution: this will be done by using suitable **Dirichlet forms**.

Let us start with an analogy. The diffusion process we are going to describe can be imagined as follows. A DPP can be thought as a classical gas of fermions* and the diffusion process we want to describe is the diffusion of such a gas. Note that, because of the fermionic character, the gas cannot be thought as non-interacting: even by neglecting all the possible interactions between particles two fermions cannot be found in the same place, i.e. there is an exchange-correlation interaction to be taken into account. Such interaction prevents the formation

* The word “classical” in this context should be interpreted as follows: a gas of **classical** fermion is a gas of particles having \( n \)-point correlation functions equal to the one of a quantum gas of fermions. However, no quantum description of these particles is needed for the definition of such a gas \([11, 12]\).
of clusters in the process: in this sense, it is a repulsive interaction between particles. A possible approach to describe this diffusion process can be the following. Given a DPP configuration $\xi$ one marks each point with a label $t \in \mathbb{R}^+$. The $t$-components of marked point process thus obtained, $\xi_t = \xi \times \{t\}$, is made of couples $(x_i, t)$, with $x_i \in \xi$ and $t \in \mathbb{R}^+$, representing the spatial and temporal location of the point. Then we can imagine that each point in $\xi_t$ evolves in time according to some stochastic differential equation (SDE), one for each point. Since we have an infinite number of points (in general), we have an infinite number of SDEs. In addition, to model the repulsiveness due to the fermionic character of the gas, the SDEs describing the trajectories of each particle should have a drift term which depends on the locations of all the other particles. Thus, if we want to find the configuration of this gas (the position of each particle) at a given time $t$, the set of all the $t$-components of marked point process is briefly reviewed.

The Dirichlet forms approach for the diffusion of a DPP is used in [12] for a particular class of DPP, those having translational invariant kernels. The application of the same method to more general cases, can be found in [7] and [13]; here we report the main steps explained in these works, for the construction of such a diffusion. By definition of point process, a DPP is a random variable taking values on the space $(\Lambda, \mathcal{B}(\Lambda))$. Let $\mu_{dpp}$ be the probability distribution for such a process. If $\xi$ is a configuration of the DPP, take its restriction to $\Lambda$, compact subset of $\mathbb{R}^d$, i.e. $\xi_{\Lambda} := \xi \cap \Lambda$. Then define $N_{\Lambda}^d$ as the subset of $\Lambda$ such that

$$N_{\Lambda}^d := \{ N' \in \mathbb{R}^d | N'(\Lambda) < \infty \}$$

i.e. the set of all the finite simple counting measures on $\Lambda$, which is the set on which $\xi_{\Lambda}$ takes values. To the restricted DPP $\xi_{\Lambda}$, one can associate an Hilbert space $L_2(N_{\Lambda}^d, \mu_{dpp})$. Consider the set of real valued functions $F : N_{\Lambda}^d \rightarrow \mathbb{R}$, which can be written as

$$F(\xi_{\Lambda}) = f_0 \chi_{\{N_\xi(\Lambda)=0\}} + \sum_{i=1}^{n} \chi_{\{N_i(\Lambda)=i\}} f_i(x_1, \ldots, x_i)$$

where $x_1, \ldots, x_n \in \xi_{\Lambda}$, $n \geq 1$ is an integer, $f_0$ a constant and $f_i$ are smooth symmetric functions. This set $\mathcal{S}_\Lambda$. It can be proved that $\mathcal{S}_\Lambda$ is dense in $L_2(N_{\Lambda}^d, \mu_{dpp})$, hence $F(\xi_{\Lambda})$ can be taken as the typical element of $L_2(N_{\Lambda}^d, \mu_{dpp})$. On $\mathcal{S}_\Lambda$, one can define a gradient

$$\nabla_{\Lambda} F(\xi) := \sum_{k=1}^{n} \sum_{y \in \xi} \chi_{\{N_{\xi}(\Lambda)=k\}} \chi_{\{y=x\}} \nabla_x f_k(x_1, \ldots, x_k)$$

where $\nabla_x$ is the ordinary gradient in $\mathbb{R}^d$. This last definition allows to introduce the following symmetric real bilinear form on $\mathcal{S}(\Lambda)$

$$\varepsilon_{\Lambda}(F,G) = \mathbb{E} \left[ \sum_{y \in \xi_{\Lambda}} \nabla_{\Lambda} f_y \cdot \nabla_{\Lambda} G(y) \right],$$

where $\cdot$ denotes the ordinary scalar product in $\mathbb{R}^d$. This form can be extended to the whole $L_2(N_{\Lambda}^d, \mu_{dpp})$ and, under suitable conditions, can be rewritten as (see lemma 4.2, [13])

$$\mathbb{E} \left[ \sum_{y \in \xi_{\Lambda}} \nabla_{\Lambda} f_y \cdot \nabla_{\Lambda} G(y) \right] = \mathbb{E}[F(\xi_{\Lambda}) \hat{H}_{\Lambda} G(\xi_{\Lambda})],$$

where $\hat{H}_{\Lambda}$ is a symmetric non-negative definite operator acting on $L_2(N_{\Lambda}^d, \mu_{dpp})$. Considering the closure of such operator, one obtains the from

$$\tilde{\varepsilon}_{\Lambda}(F,G) = \mathbb{E}[F(\xi_{\Lambda}) \tilde{H}_{\Lambda} G(\xi_{\Lambda})].$$

Then $(\tilde{\varepsilon}_{\Lambda}, \text{Dom}(\tilde{H}_{\Lambda}^{1/2}))$ is a Dirichlet form on $L_2(N_{\Lambda}^d, \mu_{dpp})$ (see Th. 4.1, [13]). This Dirichlet form, which is defined on the space $N_{\Lambda}^d$ on which the DPP $\xi_{\Lambda}$ takes values, can be used to construct a stochastic time-evolution for $\xi_{\Lambda}$ which is a diffusion. In particular the following theorem holds (Th. 5.1, [13]).

**Theorem 4.** Let $\xi$ be a DPP on $\mathbb{R}^d$ with kernel $K(x,y)$ and probability distribution $\mu_{dpp}$. Let $\hat{K}$ the locally trace-class integrable operator associated to this kernel from which one can construct the function $\eta_{\Lambda}(x_1, \ldots, x_n)$ as in (15), where $\Lambda$ is a compact subset of $\mathbb{R}^d$. Assuming that

a) $(x_1, \ldots, x_n) \mapsto \eta_{\Lambda}(x_1, \ldots, x_n)$ is continuously differentiable on $\Lambda^d$;

b) for any $n \in \mathbb{N}$, $1 \leq i, j \leq n$ and $1 \leq h, k \leq d$,

$$\int_{\Lambda^n} \left| \frac{\partial^i}{\partial x_i} \eta_{\Lambda}(x_1, \ldots, x_n) \frac{\partial^j}{\partial x_j} \eta_{\Lambda}(x_1, \ldots, x_n) \right| \chi_{\{\eta_{\Lambda}(x_1, \ldots, x_n)>0\}}(x_1, \ldots, x_n)dx_1 \cdots dx_n < \infty,$$

where $\partial^i$ is the derivative with respect to the h-th component of $x_i \in \xi$.

Then there exists a Markov process $\{\xi_t\}_{t \in \mathbb{R}^+}$ on $N_{\Lambda}^d$ such that

i) $\{\xi_t\}_{t \in \mathbb{R}^+}$ is a diffusion (i.e. the trajectories are continuous with probability one);

ii) The transition probabilities of $\{\xi_t\}_{t \in \mathbb{R}^+}$ can be calculated using the semigroup $T_t$ associated to the Dirichlet form $(\tilde{\varepsilon}_{\Lambda}, \text{Dom}(\tilde{H}_{\Lambda}^{1/2}))$ defined in (16);

iii) $\{\xi_t\}_{t \in \mathbb{R}^+}$ is unique up to $\mu_{dpp}$-null sets;

iv) $\{\xi_t\}_{t \in \mathbb{R}^+}$ has $\mu_{dpp}$ invariant measure.
Let us explain a bit further the content of this theorem. Given a DPP $\xi$ and taking its restriction on some compact subset $\Lambda$, one can construct a diffusion process from the Dirichlet form (16). If $H_{\Lambda}$ is the generator of the Dirichlet form and $A \in \mathcal{B}(\mathbb{N}_{\geq 0})$ is an event at time $t_0$ with probability $\mu_{dpp}(A, t_0)$, then the probability of the event $A$ at time $t + t_0$, $p(A, t + t_0)$ can be computed as

$$p(A, t + t_0) = e^{-tH_{\Lambda}}\mu_{dpp}(A, t_0).$$

The theorem ensures that such diffusion process is unique and also that the stochastic process at time $t + t_0$ is still determinantal, namely

$$p(A, t + t_0) = \mu_{dpp}(A, t + t_0).$$

Hence, such time-evolution preserves the determinality of the process. Since the determinantal point process is simple, the trajectories of the single points of $\xi$ do not collide during this evolution. In fact, we have the following theorem (see Th. 5.3, [13])

**Theorem 5.** Under the assumptions of theorem 4, for $d \geq 2$ the diffusion is non-colliding.

### III. AGAIN MODEL B: 3-D GENERALISATION AND POINT PROCESS STRUCTURE

In this section, we consider model B, introduced in [1], under a different point of view. In particular, we describe such a model, using the general theory of point processes described in section II. This enables us to generalize model B from 1-D to 3-D in a quite straightforward way. The structure of such 3-D generalization will be used later, in section IV, to modify model B and solve the separability problem.

#### A. Model B: underlying point process structure and generalization to 3D case

In model B, two are the main ingredients: the space process $\mathbb{S}^B_t$ and the particle process $\mathcal{P}_t = (X_t, V_t(t'))$. Let us start from the space process $\mathbb{S}^B_t$. Since $\mathbb{S}^B_t$ is a random distribution of points over the real line, we should be able to describe it with the theory of point processes presented in the previous section. Suppose we have a collection of $M$ independent Wiener processes taking values on $\mathbb{R}$. At a given time $t$, the subset of $\mathbb{R}$ formed by all positions of each Wiener process defines a point process. Call $\xi_t$ such point process, without assuming distinguishability we can easily conclude that the fidis density of such process are given by

$$\rho_{\xi_t}(x_1, \cdots, x_M) = \frac{1}{M!} \sum_{\sigma \in P_M} \prod_{i=1}^M \rho_{W_{i}^{\sigma(i)}}(x_i).$$

where $\sigma$ is a permutation of $\{1, \cdots, M\}$, $P_M$ is the set of all the permutations over this set, and $\rho_{W_{i}^{\sigma(i)}}(x)$ is the probability density of the $i$-th 1-D Wiener process at time $t$. One may note that, if we assume that the Wiener processes are identically distributed, we recover the probability distribution used in model B for $\mathbb{S}^B_t$ for this particular case. However, without this assumption, this formula does not coincide with the one used in model B: the difference lies in the fact that here we are not assuming the distinguishability of the Wiener process. We will come back on this fact soon, but for the moment we observe that, at this level, we are describing only the random pattern formed by these points. Given the expression above, one can immediately realise that the $M$-th Janossy density is

$$j_M(x_1, \cdots, x_M; t) = \sum_{\sigma \in P_M} \prod_{i=1}^M \rho_{W_{i}^{\sigma(i)}}(x_i).$$

This holds for any time $t \in \mathbb{R}^+$ hence, the time evolution of the Wiener processes, can be used to obtain the fidis and Janossy densities at any time. Now consider the particle process of model B, and in particular the position random variable $X_t$. In [1], we defined it as

$$X_t(\omega) := \bar{\pi}_{t,\omega}(\mathbb{S}^B_t(\omega)) - W^{\omega}_t$$

where $\pi_t(\omega)$ is the projector on the $i$-th coordinate of the $M$-tuple $\omega$ and $I_t$ is a random variable taking values on $\{1, \cdots, M\}$, while $W^{\omega}_t$ is the position a origin of the reference frame chosen. The position random variable selects one of the points of $\mathbb{S}^B_t(\omega)$, and takes the value of the difference between the point selected and the origin of the reference frame. To express this selection procedure with this writing, the point of the space process must be distinguishable: only in this way one can choose the $i$-th point. Thus, in order to use the definition above starting for the point process $\xi_t$ with fidis given by (17), we need to distinguish their points. This can be done introducing by an additional label, say $i$, attached to each point and considering the marked point process obtained in this way. More precisely, consider the point process $\xi_t$, call $x_t^{(i)}$ its $i$-th point according to some arbitrary ordering, and consider the set of points

$$\xi_t = \{(x_t^{(1)}, 1), \cdots, (x_t^{(M)}, M)\}.$$ 

It is a multivariate marked point process on $\mathbb{R}$ (by construction, the ground process is exactly $\xi_t$). Using the marked point process $\xi_t$ we can really select a point of $\xi_t$, thus the definition of $X_t$ used makes sense. More precisely we can say that the point process of model B can be described by using the marked point process $\xi_t$: the fidis densities of $\xi_t$ corresponds to the probability densities of $\mathbb{S}^B_t$ given in [1]. In this sense $\mathbb{S}^B_t$ is a particular case of the point process described here. Using (13) we can write

$$N_{\xi_t}(A) = \sum_{i=1}^M N_{\xi_t}(A \times \{i\})$$
where $A \in \mathcal{B}(\mathbb{R})$. Each component $N_{\xi_t}(A \times \{i\})$ is a point process consisting of a single point. The selection procedure, due to the random variable $I_t$, can be represented considering the $I_t$-th component of $\xi_t$, i.e. $N_{\xi_t}(A \times \{I_t\})$.

Defining $N_{\xi_t}(A) := N_{\xi_t}(A \times \{I_t\})$, the point process $\xi_{t_1} := \{N_{\xi_t}(A)\}_{A \in \mathcal{B}(\mathbb{R}^3)}$ represents the position of the particle at time $t$. We can use the counting measure $N_{\xi_t}(A)$ to determine where the particle is: $N_{\xi_t}(A) \neq 0$ only for those $A$ containing the point $X_t = \pi_{I_t}(\xi_t)$, and this can be used to determine the position of the particle.

Compared with (18), we can see that the origin is assumed to be in 0 at time $t$. This can be done without loss of generality, since to have a non-zero origin one can always perform a suitable translation. From now on we consider the origin always in 0. Also the distribution of $X_t$ can be derived from such a measure. In order to see it, let us define the intensity measure

$$\mu_{X_t}(A) := M_1(A) = \mathbb{E}_{\xi_{t}}[N_{\xi_{t}}(A)]. \quad (19)$$

Since $\xi_{t}$ consists of a single point, clearly $N_{\xi_{t}}(\mathbb{R}^3) = N_{\xi_{t}}(\mathbb{R}^3 \times \{I_t\}) = 1$, which implies that $\mu_{X_t}(\mathbb{R}^3) = 1$, i.e. it is a probability measure. This is the probability distribution of the random variable $X_t$, in fact $\mu_{X_t}(A)$ is the expected number of times we find the particle in the set $A \in \mathcal{B}(\mathbb{R})$, i.e. its probability to be found in $A$.

Note that in (19) the expectation is taken with respect to the point process $\xi_{t}$, which depends both on the ground process $\xi_{t}$ (thus on the marked point process $\tilde{\xi}_{t}$) and the selection random variable $I_t$. Hence we can write

$$\mu_{X_t}(A) = \int_{A} \mu_{X_{t}}(dx)$$

$$= \int_{A} \int_{N_{\mathbb{R}^3}} \nu_{X_{t}|\xi_{t}=\xi}(dx) \mu_{\xi_{t}}(d\xi)$$

$$= \int_{A} \int_{N_{\mathbb{R}^3}} \mu_{X_{t}|\xi_{t}=\xi} = \mathbb{S}_{t}(dx) \mu_{\xi_{t}}(d\xi)$$

Thus the position random variable of model B can be described by using suitable components of the multivariate marked point process constructed from a suitable point process. Before going on, let us discuss the relation between the indistinguishability of the points, the need of a labeling, and the arbitrariness of this labeling. We have seen that the point process $\xi_{t}$ describes the random pattern of the space process but, in order to define the position random variable, we need to introduce an arbitrary labeling among the points (i.e. we need to consider the marked point process $\tilde{\xi}_{t}$). The arbitrariness of this labeling, needed to define $\tilde{\xi}_{t}$, may sound strange. However, this situation is a quite common situation. In fact, suppose we have a point $P \in \mathbb{R}$. In order to describe it we need a reference frame, namely, we need to specify an origin $O$ and a way to measure the distance between $O$ and $P$. The choice of these two objects is completely arbitrary. The relation between $\xi_{t}$, $\tilde{\xi}_{t}$ and the labeling is similar to the one just described. In particular, to define this ordering one may choose an arbitrary point in $\xi_{t}$, the origin, and use an arbitrary distance function (for example the ones given in appendix B of [1]) to label all the other points: the label $i$ of a point $x \in \xi_{t}$ contains the information needed to describe the point in the correct way with respect to the chosen origin (which is automatically in 0). Thus changing the distance function (which is arbitrary) changes the labeling. In this sense $\xi_{t}$ can be thought as $\mathbb{R}$ without specifying a distance function, while $\tilde{\xi}_{t}$ can be thought as $\mathbb{R}$ equipped with a particular distance function. In this sense, the need and the arbitrariness of the labeling introduced above should not be considered as a strange thing.

The generalization to the 3-D case is straightforward: one can replace the densities $\rho_{W_{10}}(x_t)$ associated to the 1-D Wiener process at time $t$ with the corresponding densities associated to the 3-D Wiener process. The $M$-th joint Janossy densities (and so the fidi densities) obtained in this way are associated to a point process in $\mathbb{R}^3$, and this holds at any time $t$. In the 3-D case, the particle position is a 3-vector, namely

$$X_t := (X_t^1, X_t^2, X_t^3). \quad (20)$$

As for the 1-D case, equation (19) gives us the distribution $\mu_{X_t}(A)$ for some $A \in \mathcal{B}(\mathbb{R}^3)$. The velocity random variable can be obtained by using (20) in the definition given for model B. Thus, the velocity random variable is the 3-vector

$$V_t(t') := \frac{X_{t'} - X_t}{t' - t}. \quad (21)$$

Then one can proceed as in [1] to prove that, after the removal of the space process, when we represent these random variables on a common Hilbert space, the operators associated to each component do not commute, i.e.

$$[\tilde{X}_t^i, \tilde{V}_t^j(t')] \neq 0, \quad (22)$$

where $i = 1, 2, 3$. Since we want to compare it with ordinary quantum mechanics, we also need to check if the components of $X_t$ commute among them. If it is not so, there is no hope to re-obtain ordinary non-relativistic quantum mechanics from any modification of this model. We recall that the non-commutativity is deduced by means of an entropic uncertainty relation, obtained after conditioning on the point process. The strategy used to derive the bound between the sum of $H_{S_t}(\tilde{X}_t)$ and $H_{S_t}(V_t(t'))$, is based on the fact that the transition probabilities depend on the point process at different times (say $t$ and $t'$). Indeed, we condition the position and velocity random variables to a given realisation $\mathbb{S}_t$ but $V_t(t')$ depends also on $\mathbb{S}_{t'}$ (since it depends on $X_t$ and $X_{t'}$). Thus the conditioning on $\mathbb{S}_t$ is not sufficient to have a delta-like probability distribution for $V_t(t')$ when this happens for $X_t$: the minimal uncertainty on $V_t(t')$ is bounded by the uncertainty of $\mathbb{S}_{t'}$ given $\mathbb{S}_t$, and this is the origin of the bound in the sum of the two entropies.
If we apply this idea to the 3-D generalisation, we cannot derive any bound between the components of \( X_t \). In fact given \( X^i_t \) and \( X^j_t \), with \( i \neq j \), their probability distributions can be derived as marginal of \( \mu_{X_t} \), and so we can always define a conditional probability like \( \mu_{X^i_t|X^j_t} \). However \( \mu_{X^i_t|X^j_t} \) may depend only to a single \( S_t \), hence after conditioning on such point process configuration, we can always shrink the transition probabilities \( \mu_{X^i_t|X^j_t} \), to delta-like measures, which implies that

\[
H_{S_t}(X^i_t) + H_{S_t}(X^j_t) \geq 0.
\]

Thus

\[
[X^i_t, \hat{X}^j_t] = 0,
\]

for all \( i, j = 1, 2, 3 \). However, using this commutation relation together with (20) and (21), we have to conclude that

\[
[X^i_t, \hat{V}^j_t(t')] = \frac{1}{t' - t}[X^i_t, \hat{X}^j_t],
\]

(note the time indices) and

\[
[X^i_t, \hat{V}^j_t(t')] = -\frac{1}{(t' - t)^2}\left\{ [\hat{X}^i_t, \hat{X}^j_t] + [\hat{X}^i_{t'}, \hat{X}^j_{t'}] \right\},
\]

for all \( i \neq j \). Notice that in general \([\hat{X}^i_t, \hat{X}^j_t] \neq 0\), and \([\hat{X}^i_{t'}, \hat{X}^j_{t'}] \neq 0\). This concludes the 3-D generalisation of model B presented in \[1\].

B. The role of separability in the 3-D generalization of model B

The commutators (22) and (23) suggest that the operator representing the position random variable in model B, \( \hat{X} \), resemble the ordinary position operator of non-relativistic quantum mechanics (such operator will be labeled by \( Q_t \), to avoid ambiguities). In section III E and section IV F of \[1\], the construction of the Hilbert space representation of the position operator was explained in detail. Since in the 3-D generalization we replace the position random variable with a vector-valued random variable, the Hilbert space on which the operator representing the position random variable acts, is

\[
\mathcal{H}(X_t) = \mathcal{H}(X^{(1)}_t) \otimes \mathcal{H}(X^{(2)}_t) \otimes \mathcal{H}(X^{(3)}_t),
\]

where \( \mathcal{H}(X^{(i)}_t) \) is the Hilbert space on which the operator representing the \( i \)-th component of \( X_t \) is defined. Clearly \( \mathcal{H}(X_t) \) is infinite-dimensional and non-separable in general, because each \( \mathcal{H}(X^{(i)}_t) \) is not. We recall that on this Hilbert space we can describe also the operator \( \hat{V}_t(t') \), but it is not diagonalisable on the same basis of \( \hat{X}_t \) (which is diagonal by construction in \( \mathcal{H}(X_t) \), see section IV F in \[1\]). The importance of the separability was already recognised in section IV G of \[1\] where we showed that, assuming the separability of the infinite dimensional Hilbert space on which the operators are represented, we can relate the velocity random variable of the model to the ordinary momentum operator of non-relativistic quantum mechanics \( \hat{P}_t \). The same argument can be used also in the 3-D generalisation: assuming the separability of \( \mathcal{H}(X_t) \), and the existence of a suitable operator \( \hat{H} \), by the Ehrenfest theorem we can prove that

\[
\lim_{t' \to t} \hat{V}^{(i)}_t(t') = \frac{1}{m} \hat{P}^{(i)}_t
\]

in weak sense for any \( i = 1, 2, 3 \), where \( m \) is a constant with the dimension of a mass, and \( \hat{P}^{(i)}_t \) is the \( i \)-th component of \( \hat{P}_t \). Summarising, as observed at the end of \[1\], if we can justify separability then a direct correspondence between the particle in model B and a quantum particle seems to be possible.

IV. MODEL C: RECOVERING QUANTUM MECHANICS

In this section, we modify model B in order derive the right commutation relations between position and momentum and establish a correspondence between this new model and non-relativistic quantum mechanics. The model we will obtain will be called model C. Before starting let us point out that the proposed model does not take into account the spin of a quantum particle: this model was not conceived for such a scope. This does not mean that we cannot describe a particle with spin, but simply that the description is done exactly as in ordinary non-relativistic quantum mechanics (hence this model does not add anything to the ordinary description).

The idea behind model C is the following. In this model, we use as space process a DPP, since it is described by using a separable infinite-dimensional Hilbert space. The analysis done in section III, where we recognize the underlying point process structure of model B, allows to replace the point process used for model B with a DPP in a quite straightforward way. Closure under thinning of the DPP allows to derive the right separable Hilbert space structure for the particle process. Since separability is not enough to establish a correspondence between the velocity operator \( \hat{V}_t(t') \) and the quantum momentum operator \( \hat{P}_t \), one needs also to introduce a suitable operator \( \hat{H} \). This can be done by imposing the correct symmetry group for a non-relativistic system, i.e. the Galilean group.

A. The space process

We start the description of this model from the space process. At a given time, say \( t = 0 \), the space process is represented by a DPP on \( \mathbb{R}^3 \) with locally trace-class operator \( \hat{K} \) on \( L_2(\mathbb{R}^3) \). The number of points of the DPP is assumed to be infinite which means, by the theorem 2, that \( \text{Rank}(\hat{K}) = \infty \). The space process evolves via diffusion, as briefly explained in section II D. Such a diffusion
preserves the determinantality of the process: this means that if at time \( t = 0 \) the space process is determinantal it remains so for any \( t > 0 \), as theorem 4 shows.

**Definition 13.** At a given time \( t \) the space process of model \( C \), call it \( \mathcal{S}_t^C \), is a DPP on \( \mathbb{R}^3 \) with locally trace-class operator \( \hat{K} \) on \( L_2(\mathbb{R}^3) \) having \( \text{Rank}(\hat{K}) = \infty \). The time evolution of \( \mathcal{S}_t^C \), i.e., \( t \mapsto \mathcal{S}_t^C \), is a DPP diffusion. The stochastic process \( \mathcal{S}^C = \{\mathcal{S}_t^C\}_{t \in \mathbb{R}^+} \) is the space process of model \( C \).

A possible realisation of the space process \( \mathcal{S}^C \) is given in figure 1.

**FIG. 1.** A pictorial representation of a realization of the space process of model \( C \). Note that in model \( C \), the point process at different times is a collection of points in a 3-D space, which here is represented by the 2-D planes in light-blue. The coloured points belonging to the same plane represent a configuration of the DPP at a given time. The trajectories of the DPP diffusion are also drawn in the back.

### B. The particle process

Let us turn our attention to the particle process at a given time \( t \). We have already seen in section III A how we can describe the particle process using a marked point process, whose ground process is the point process of the model. Thus we consider the marked point process

\[
\tilde{\mathcal{S}}_t^C := \{(x_t^{(1)}, 1), (x_t^{(2)}, 2), \cdots \},
\]

defined exactly as in section III A. According with the discussion done in that section, this can be considered as the physical space equipped with a particular distance function. By (13),

\[
N_{\mathcal{S}^C_t}(A) = \sum_{i=0}^{\infty} N_{\mathcal{S}^C_t}(A \times \{i\})
\]

which is finite since the ground process is a DPP. This means that, by construction, the sum on the RHS is convergent and so each member of the sum is a point process too. The point process \( \{N_{\mathcal{S}^C_t}(A \times \{i\})\}_{A \in \mathcal{B}(\mathbb{R}^3)} \) has only a single point and is obtained from the initial DPP, \( \mathcal{S}_t^C \), by deleting all the points having mark \( j \neq i \). Hence, applying repeatedly theorem 3, we can conclude that \( \{N_{\mathcal{S}^C_t}(A \times \{i\})\}_{A \in \mathcal{B}(\mathbb{R}^3)} \) is a DPP. Call \( \hat{\rho} \) the locally trace-class operator on \( L_2(\mathbb{R}^3) \) of this DPP. Since it has a single point, we have to conclude that \( \text{Rank}(\hat{\rho}) = 1 \) (see theorem 2), which means that the kernel of \( \hat{\rho} \) can be written as

\[
\rho(x, y) = \psi(x)\psi^*(y),
\]

where \( \psi(x) \in L_2(\mathbb{R}^3) \). We introduce a selection random variable, i.e., the positive integer valued random variable \( I_i : \Omega_I \to \mathbb{N} \), which allows to define the position of the particle at time \( t \) as the point described by the DPP \( \xi_{X_i} := \{N_{\mathcal{S}^C_t}(A \times \{I_i\})\}_{A \in \mathcal{B}(\mathbb{R}^3)} \).

**Definition 14.** Let \( \tilde{\mathcal{S}}_t^C \) be the marked point process defined above with ground process \( \mathcal{S}_t^C \) and \( I_i \) be an \( \mathbb{N} \)-valued random variable. The position of the particle at time \( t \) in model \( C \) is described by the point process on \( \mathbb{R}^3 \) defined as

\[
\xi_{X_i} := \{N_{X_i}(A)\}_{A \in \mathcal{B}(\mathbb{R}^3)},
\]

where \( N_{X_i}(A) := N_{\mathcal{S}^C_t}(A \times \{I_i\}) \) for any \( A \in \mathcal{B}(\mathbb{R}^3) \).

Let us label by \( X_i \) the (single) point of \( \xi_{X_i} \): this is the position random variable at time \( t \). Again the origin is assumed to be in \( 0 \), without loss of generality.

**Definition 15.** Let \( X_i \) and \( X_i' \) be the position random variables at time \( t \) and \( t' \) obtained from \( \xi_{X_i} \) and \( \xi_{X_i'} \), respectively. The velocity random variable \( V_i(t') \) is defined as

\[
V_i(t') := \frac{X_{i'} - X_i}{t' - t}.
\]

As for model B, \( V_i(t') \) should be interpreted as the average velocity of the particle in the time interval \([t, t']\). Also in this case one can introduce the transition probabilities \( \alpha(v, x) \). The whole analysis done in section IV B of [1] on the relation between the probability distributions of the velocity and position random variables holds also here and we will not repeat it.

As already explained, theorem 3 implies that \( \xi_{X_i} \) is a DPP with a rank-1 kernel. This means that the intensity measure of this process, is

\[
M_1(A) = \int_A \rho(x, x)dx = \int_A |\psi(x)|^2dx.
\]
Since $\mu_{X_t}(A) := M_t(A)$ is the expected number of times one finds the point of $\xi_t$ in $A$, we can conclude that $X_t$ has probability density $|\psi(x)|^2$ for some $\psi(x) \in L^2(\mathbb{R}^3)$. However, as in model A and model B, we are not interested in the probability $P[X_t \in A] = \mu_{X_t}(A)$, but rather in the conditional probability with respect to some configuration of the space process. Let $S_t$ label a possible configuration of the marked point process $S_t^C$ with fidis density $\mu(S_t)$, namely we can write

$$
\mu(A_1, n_1; \ldots; A_r, n_r) = \int_{A^{(n_1)}_1 \times \cdots \times A^{(n_r)}_r} \mu(S_t) dS_t.
$$

As explained in section II A, the fidis can be expressed in terms of the Janossy measure, thus the fidis density expressed above can be obtained from the Janossy densities (which always exist for a DPP). We note that once $S_t$ is fixed, the position random variable can vary only over a discrete set of points, i.e. over the set $\Lambda_{S_t} := \{ x | x \in S_t \}$ which is a subset of $\mathbb{R}^3$. Thus we can write

$$
\mu_{X_t}(A) = \int_A |\psi(x)|^2 dx = \int_{N^C_{S_t}} \int_{\Lambda_{S_t}} |\psi(y, S_t)|^2 dS_t dy,
$$

where $\Lambda_{S_t}$ is the subset of $\Lambda_{S_t}$ compatible with the event $\{ X_t \in A \}$. As a matter of fact the integral with respect to $y$ is actually a sum over discrete values. As already observed in the conclusion of [1], in order to deal with probability measures absolute continuous with respect to Lebesgue we need to take the dense-point limit. In this limit, the point of space gets denser and denser till the continuum ($\mathbb{R}^3$) is reached. Let us describe more formally how this limit may be taken. The (local) density of the space process $S_t^C$, can be measured by counting the number of points in an arbitrary set $A \subset \mathbb{R}^3$, namely with $n := N_{S_t}^C(A)$. The dense point limit is obtained for $n \to \infty$ for any $A \subset \mathbb{R}^3$ (when $n = \infty$ for any $A \subset \mathbb{R}^3$ the point process structure of the space is replaced by the continuum). The density $n$ parametrises also the marked point process $S_t^C$ (we write $S_t^C[n]$). The function $y \mapsto \psi(y, S_t)$ is in $L^2(\Lambda_{S_t}[n])$ for any $n$ finite. Since $n = \infty$ corresponds to the continuum $\mathbb{R}^3$ and $L^2(A) \subset L^2(B)$ if $A \subset B$, in the dense point limit we have $y \mapsto \psi(y, S_t) \in L^2(\mathbb{R}^3)$. From now on, we assume to work in the dense-point limit of the space process. In this case we write

$$
\mu_{X_t}(A) = \int_{N^C_{S_t}} \int_A |\psi(y, S_t)|^2 dS_t dy
$$

$$
= \int_{N^C_{S_t}} \int_A |\psi_{S_t}(y)|^2 \mu(S_t) dS_t dy
$$

where

$$
\psi_{S_t}(y) := \frac{\psi(y, S_t)}{\sqrt{\mu(S_t)}},
$$

The conditional probability density $\mu_{X_t|S_t}(x) = |\psi_{S_t}(x)|^2$ is the probability measure that we can use, repeating the arguments used for model B (see section IV E and section IV F in [1]), to represent the random variable $X_t$ with an operator on an Hilbert space $H(X_t)$. After conditioning on $S_t$, since $\psi(x, S_t) \in L^2(\mathbb{R}^3)$ as function of $x$, then also $\psi_{S_t}(x)$ is a square integrable function on $\mathbb{R}^3$, i.e. $\psi_{S_t}(x) \in L^2(\mathbb{R}^3)$, namely we have

$$
\mathbb{E}[X_t|S_t] = \int_{\mathbb{R}^3} x |\psi_{S_t}(x)|^2 dx
$$

$$
= \int_{\mathbb{R}^3} \psi_{S_t}^*(x) x \psi_{S_t}(x) dx (27)
$$

$$
= \langle \psi_{S_t}, \hat{X}_t \psi_{S_t} \rangle,
$$

where $\hat{X}_t$ is a self-adjoint multiplicative operator on $L^2(\mathbb{R}^3)|_{S_t}$ whose action is

$$
\hat{X}_t \psi_{S_t}(x) = x \psi_{S_t}(x),
$$

and with domain given by

$$
D(\hat{X}_t) := \{ \phi \in L^2(\mathbb{R}^3)|_{S_t} \mid \hat{X}_t \phi \in L^2(\mathbb{R}^3)|_{S_t} \}.
$$

The domain is defined such that $\hat{X}_t$ is a well defined operator on $L^2(\mathbb{R}^3)|_{S_t}$. This is exactly the operator representing $X_t$ on an Hilbert space, when we follow the procedure explained in [14] and [1]. Thus we can conclude that the DPP process induces the separability of the Hilbert space $H(X_t)$ of model C. It is not difficult to note that $\hat{X}_t$ coincides with the ordinary position operator $\hat{Q}_t$ in non-relativistic quantum mechanics. Finally, also the velocity random variable can be represented on the same Hilbert space, i.e. $\hat{V}_t(t')$ is an operator acting on $L^2(\mathbb{R}^3)|_{S_t}$, as in the case of model B. Separability ensures that starting from the velocity random variable and constructing the Hilbert space $H(\hat{V}_t)$, the operators representing the particle process on this Hilbert space coincide with the position and velocity operators defined on $H(X_t)$. Summarising, on $L^2(\mathbb{R}^3)|_{S_t}$ the two operators associated to the particle process are defined. In particular, the position of the particle process coincides with the quantum mechanical operator. Nothing, for the moment, can be said about the relation between $\hat{V}_t(t')$ and the momentum operator of non-relativistic quantum mechanics.

C. Recovering the momentum operator

In the previous section, we showed that when the space process is a DPP, the position and velocity random variables, after conditioning, are represented by operators on

\footnote{It is worth to note that $\psi_{S_t}(x)$ is a square integrable function on $\mathbb{R}^3$, thus an element of $L^2(\mathbb{R}^3)$. However, to emphasise the dependence on the configuration of the DPP and distinguish such Hilbert space from the $L^2(\mathbb{R}^3)$ space of the DPP, we choose to use the symbol $L^2(\mathbb{R}^3)|_{S_t}$.}
a separable infinite-dimensional Hilbert space. In section IV G of [1], we argue that separability, together with the existence of a suitable operator \( \hat{H} \), implies that for \( t' \to t \), the operator representing the velocity random variable, reduces to the momentum operator of ordinary non-relativistic quantum mechanics. Here we repeat the argument in a more systematic way, and we introduce the required \( \hat{H} \) operator via symmetry group considerations.

We want to show that the operator representing the velocity random variable \( \hat{V}_t(t') \), reduces to the ordinary momentum operator of non-relativistic quantum mechanics \( \hat{P}_t \). In order to do that, we can use the Ehrenfest theorem. We will not state it in its whole generality, but we consider only the part of this theorem regarding the position operator in quantum mechanics (see Cor 1.2 and Th 1.3 [15]).

**Theorem 6.** Let \( \hat{H} \) be an operator on an Hilbert space \( L_2(\mathbb{R}^d) \) of the from

\[
\hat{H} = -\sum_{i=1}^{d} \frac{1}{2m_i} \partial^2_{q_i} + V(q)
\]

with domain \( D(\hat{H}) = H_2(\mathbb{R}^d) \) where \( m_1, \ldots, m_d > 0 \), \( V: \mathbb{R}^d \to \mathbb{R} \) is a real valued, locally integrable function fulfilling the Kato-Rellich condition. Let \( \psi_t \) be a solution of the Schrödinger equation having hamiltonian \( \hat{H} \) written in the \( Q^t \)-representation, where \( Q^t \) the \( i \)-th component of the position operator in non-relativistic quantum mechanics. Then \( \langle Q^t \psi \rangle \) is continuously differentiable with respect to \( t \) for any \( \psi_t \in D(\hat{H}) \cap D(\hat{Q}^t) \) and satisfies the equation

\[
\frac{d}{dt} \langle Q^t \psi \rangle = i \left( \langle H \psi_t | Q^t \psi_t \rangle - \langle Q^t \psi_t | H \psi_t \rangle \right).
\]

Moreover, if \( V: \mathbb{R}^d \to \mathbb{R} \) has also locally weak derivative which is integrable, and also \( \sqrt{\nabla V} \) satisfies the Kato-Rellich condition, the equation above reduces to

\[
\frac{d}{dt} \langle Q^t \psi \rangle = \frac{1}{m_i} \langle \hat{P}^t \psi \rangle.
\tag{29}
\]

First we observe that in model C, \( \mu_{X_t|S_i}(x) = |\psi_{S_t}(x)|^2 \) depends on time (it represents the probability distribution of the position of the particle at time \( t \)), thus one should write \( \psi_{S_t}(x, t) \) instead of \( \psi_{S_t}(x) \); such time dependence was omitted in section IVB. However, the operator \( \hat{X}_t \) associated to the random variable \( X_t \) always fulfills (27), for any time \( t \). In this sense, it does not evolve in time. Now, computing the expectation value of the velocity random variable, we can write

\[
\mathbb{E}[V_t(t')|S_t] = \frac{\mathbb{E}[X_v|S_t] - \mathbb{E}[X_t|S_t]}{v' - t} = \frac{\langle \hat{X}_v \psi_t - \langle X_t \psi_t \rangle}{v' - t},
\]

where we used (27) and we omitted the \( S_t \) label in the last line. As already observed at the end of [1], the expectation values used in the first line of the above formula are defined on different probability spaces: the three random variables cannot be defined on the same probability space after the space process \( (S_t^C \text{ in this case}) \) is removed. Taking the limit \( t' \to t \), we get

\[
\lim_{t' \to t} \mathbb{E}[V_t(t')|S_t] = \lim_{t' \to t} \frac{\langle \hat{X}_v \psi_t - \langle X_t \psi_t \rangle}{v' - t} = \frac{d}{dt} \langle X_t \psi_t \rangle.
\]

Since \( \hat{X}_t = \hat{X}_t \), equation (29) suggests that

\[
\lim_{t' \to t} \mathbb{E}[V_t(t')|S_t] = \lim_{t' \to t} \langle \hat{V}_t(t') \rangle \psi_t = \frac{1}{m} \langle \hat{P} \rangle \psi_t.
\]

At the level of operators, if the relation above holds, we can say that \( \lim_{t' \to t} \hat{V}_t(t') = \hat{P}/m \) weakly. In order to state that, we need to introduce an operator \( \hat{H} \) on \( L_2(\mathbb{R}^d) \), fulfilling the conditions in theorem 6.

To introduce \( \hat{H} \) in a physically meaningful manner, we can proceed using the symmetry group. In particular, since the symmetry group of non-relativistic quantum mechanics is the (central extension) of the Galilean group (see [16], or Ch. 12 of [17]), we may impose that the probabilities in our model are invariant under this symmetry group. A subgroup of the Galilean group is the abelian additive group \( (\mathbb{R}, +) \) of time translations. The operator \( \hat{H} \) can be introduced, via Stone’s theorem, as the generator of the time translation of the Galilean group. In particular, for a single particle, it is

\[
\hat{H} = \frac{1}{2m} \hat{P}^2
\tag{30}
\]

where \( \hat{P} \) is the momentum operator in non-relativistic quantum mechanics and such operator fulfills the requirements of theorem 6. This is nothing but the kinetic term for a non-relativistic free quantum particle. This means that, if we demand that the probabilistic interpretation of the model remains invariant under the Galilean subgroup of time translations, then \( \psi_{S_t}(x, t) \in L_2(\mathbb{R}^d) \), evolves in time as

\[
\psi_{S_t}(x, t') = e^{-it\hat{H}} \psi_{S_t}(x, t),
\]
or equivalently
\[ \frac{d}{dt} \psi_{S_i}(x, t) = \hat{H} \psi_{S_i}(x, t), \]
which is the usual Schrödinger equation for a free non-relativistic quantum particle. Clearly this time evolution for the probability of \( X_t \) is not a consequence of model C only, but is a general feature of the Galilean group. In addition by, representing the Galilean group on \( L_2(\mathbb{R}^3) \mid S_i \), we also obtain the operator representation of other physical observables like, for example, the angular momentum. Summarising, by using considerations on the symmetry group of non-relativistic systems one can introduce the operator \( \hat{H} \) with the correct properties in a physically meaningfull way. This justifies the conclusion that for a non-relativistic particle,
\[ \lim_{t \to \infty} \hat{V}_i(t') \sim \frac{P_i}{m} \]
weakly, for some constant \( m > 0 \) having the dimension of a mass. In this way, we may recover the quantum mechanical momentum operator in model C. Note that this is not a consequence of the Ehrenfest theorem and Galilean group only: model C is capable to reproduce the correct Hilbert space structure, without postulating in advance. Because of this we can conclude that model C together with the Galilean group is capable to reproduce the non-relativistic quantum mechanics of a free particle.

D. \( n \)-particle generalization

In the previous section, we arrived at the conclusion that we can use model C to describe a free single quantum particle. Here we want to extend the discussion to the \( n \)-particle case. In particular, we want to understand if we can derive from model C the tensor product postulate of non-relativistic quantum mechanics, namely the fact that the Hilbert space associated to two distinguishable particles is the tensor product of the single-particle Hilbert spaces. Here we will consider the 2-particle case only, since considerations to the case \( n > 2 \) can be straightforwardly generalized. As we will see, despite model C is capable to describe two or more particles, we cannot fully derive the tensor product postulate without adding further conditions (or at least the author was not able to do so).

Following the idea explained in section IVB, where we discussed the position random variable for a single particle, we generalize the description to the case of two particles in the following natural way. Given the space process \( S_i^C \) on \( \mathbb{R}^3 \) at a given time \( t \), let us consider two marked DPPs \( \tilde{S}_i^C(a) \) and \( \tilde{S}_i^C(b) \), one for each particle, having both as ground process \( S_i^C \). Then we consider the point process obtained from the cartesian product of \( S_i^C(a) \) and \( S_i^C(b) \), namely
\[ \tilde{S}_i^C := \{ (x_i^{(1)}, 1) \times (y_i^{(1)}, 1), (x_i^{(1)}, 1) \times (y_i^{(2)}, 2), \ldots \} \]
where \( x_i^{(i)} \) and \( y_i^{(j)} \) are points of \( S_i^C \). The ground process of \( \tilde{S}_i^C \) has counting measure
\[ N_g(A \times B) = \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} N_{S_i^C}(A \times \{i\} \times B \times \{j\}), \]
which is finite, because \( N_g(A \times B) \) is just the number of points of \( S_i^C \times S_i^C \) in \( A \times B \), and \( S_i^C \) is a DPP. Thus each component must be \( N_{S_i^C}(A \times \{i\} \times B \times \{j\}) < \infty \), and so it defines a point process. Such process can be obtained from the original point process \( S_i^C \) by removing all the points having labelling different from \( i \) and \( j \). By theorem 3, the thinned point process is again a DPP and has at least two points. However, we can always say that the point process has just a single point if we consider, as ground process of \( \tilde{S}_i^C \), the cartesian product of two copies of \( S_i^C \). This is the same observation done in section II A which allows to interpret the moment measure \( M_2 \) for a point process \( \xi \) as the intensity measure \( M_1 \) of the point process \( \xi \times \xi \). This means that for \( i \) and \( j \) fixed, the counting measure \( N_{S_i^C}(A \times \{i\} \times B \times \{j\}) \) can define a point process on \( \mathbb{R}^3 \times \mathbb{R}^3 = \mathbb{R}^6 \) having a single point. Now, we introduce two selection random variables, \( I_1 : \Omega \to \mathbb{N} \) and \( I_2 : \Omega \to \mathbb{N} \), which may depend on each other, and we define the point process on \( \mathbb{R}^6 \)
\[ \xi_{(I_1, I_2)} := \{ N_{S_i^C}(A \times \{I_1\} \times B \times \{J_1\}) \}_{A \times B \in \mathcal{B}(\mathbb{R}^6)}, \]
as done in section IVB. The joint probability distribution for the positions of two particles at a given time \( t \) will be
\[ \mu_{(X_t, X_t')} \mid A \times B = \int_{A \times B} \rho_1(x, y)\, dx\, dy, \]
where \( \rho_1(x, y) \) is the intensity measure density of the point process \( \xi_{(I_1, I_2)} \). At this point a difficulty arises: we are not able to deduce the that \( \rho_1(x, y) = |\psi(x, y)|^2 \) with \( \psi(x, y) \in L_2(\mathbb{R}^6) = L_2(\mathbb{R}^3) \otimes L_2(\mathbb{R}^3) \). The reason for this difficulty lies in the fact that, if a point process \( \xi \) is a DPP, then the point process \( \xi \times \xi \) is not in general a DPP. As consequence, we cannot define the Hilbert space \( L_2(\mathbb{R}^6) \mid \xi \), and so in general the Hilbert space on which the operators associated to the two position random variables are defined, may be non-separable. More precisely, we can have two cases:

a) The point process \( \tilde{S}_i^C \) is determinantal. If so, as in the single particle case, we know that there exist \( \psi(x, y) \in L_2(\mathbb{R}^6) = L_2(\mathbb{R}^3) \otimes L_2(\mathbb{R}^3) \) such that
\[ \mu_{(X_t, X_t')} \mid A \times B = \int_{A} \int_{B} |\psi(x, y)|^2\, dx\, dy. \]
In this case, using (26), we obtain that the (conditional on \( S_i \)) probability density of the position of the two particles, \( \mu_{(X_t, X_t')} \mid S_i \), is given by the square modulus of a function in \( L_2(\mathbb{R}^3) \otimes L_2(\mathbb{R}^3) \). At this point depending on whether \( \mu_{(X_t, X_t')} \mid S_i \) factorise,
i.e. $\mu_{(X^a_t, X^b_t)}|S_a = \mu_{X^a_t|S_a} \mu_{X^b_t|S_a}$, or not, one can describe particles which are uncorrelated or entangled.

b) The point process $\mathcal{S}^C_t$ is not determinantal. In this case we are in a situation which is similar to the one of model B. Once we choose to represent the position random variables with operators, the Hilbert space on which both these operators acts, $\mathcal{H}(X^a_t, X^b_t)$, is in general non-separable, which implies that $\mathcal{H}(X^a_t, X^b_t) \supset L_2(\mathbb{R}^3) \otimes L_2(\mathbb{R}^3)$. However, also in this case we can describe uncorrelated or entangled-like particles depending on whether the probability distribution $\mu_{(X^a_t, X^b_t)}(A \times B)$ after conditioning on $S_a$ (which, in any case, defines a state on the algebra describing two particles in model C) factorise or not.

We have to admit that the case a) seems to be very rare. Thus, we conclude that using the natural generalization of the procedure showed in section IV B, we cannot say that the Hilbert space on which we can describe particles is always the tensor product of the single-particle Hilbert spaces. To overcome this difficulty we suggest the following approach. Instead of deriving the tensor product structure from the point process structure of space, one may solve this difficulty “probabilistically”, as explained below. For a single particle, the ordinary quantum mechanical description of probability applies. This means that the whole machinery of quantum logic and its propositional calculus can be used to describe a single particle in model C. This is almost sufficient to derive the tensor product postulate. In fact, following the work of D. Aerts and I. Daubechies [18], within the quantum logic framework, given two quantum systems and requiring that 1) the structure of the two systems is preserved; 2) a measurement on one system does not disturb the other (in the sense that operators associated to the two systems commute); 3) maximal information obtained on both system separately gives the maximal information on the joint system; one can conclude that the Hilbert space of the joint quantum system is the tensor product of the single particle Hilbert space. Summarizing, by adding these assumptions, the tensor product postulate of quantum mechanics can be used within the framework of model C.

E. Does the Bell and PBR no-go theorems apply to model C?

The work done till now shows that model C can be put in correspondence with ordinary non-relativistic quantum mechanics. However, the models proposed in [1] and model C use essentially classical probability theory (more precisely, the Kolmogorov’s axiom of probability theory), a possibility which seems to be excluded by various no-go theorems. Here we will argue why Bell’s theorem [19] and PBR theorem [20] do not rule out the models proposed and in particular model C.

In [14] we described the general probabilistic framework in which the three models were elaborated. In particular we introduce the notion contextual probabilistic model elaborated in [21] and [22]. In [1] and also here, each random variable is considered on its own probability space. The position $X_t$ and the velocity $V_t(t')$ are defined initially on a common probability space however, we describe them only when the space is removed. This changes the probability space on which these random variables are considered. $X_t$ is defined on a probability space obtained by conditioning on $S_t$. Also the velocity $V_t(t')$ can be defined on a probability space obtained conditioning on $S_t$, but is not the same of $X_t$ because the Bayes theorem does not hold (we use the unconditional transition probabilities). Thus each random variable is considered on its own probability space: this is a consequence of the removal of the space process. The entropic uncertainty relations that we found in the models enforce exactly this conclusion: the position and the velocity random variable must be in two different probability spaces. Both Bell’s and PBR theorem assume that all the observables can be represented as random variables acting on the same probability space (where the Bayes theorem holds): this is the reason why the two theorems cannot be applied directly. For the analysis of the probabilistic arguments used in the Bell’s theorem we refer to [21, 23]. There it is explained how fundamental is the assumption of a single probability space for the validity of the Bell’s argument. A direct application of the PBR argument to model C is not possible at the moment. However since in model C each observable is in its own probability space, the PBR theorem does not seem to be applicable in this case.

V. SUMMARY AND CRITICS

In this section we list and criticize some of the assumptions used in the models presented in [1] and in model C.

Let us start with an informal summary of the work done. In [1], we declare our intention to explore the possibility that the commutation relations $[\hat{Q}^i, \hat{P}^j] = i\hbar$, are not due to an irreducible disturbance generated by the interaction of the quantum system with the measurement apparatus, but rather are consequence of an intrinsic stochasticity of the physical space on which the particle exists. Possible arguments to support this idea were given by using the quantum ruler, i.e. an attempt to describe at the quantum level a ruler. Assumed that, we started with the description of the space which was thought as a random process (in the sense of D. Aerts and I. Daubechies [18]), the Kolmogorov’s axiom of probability theory), a possibility which seems to be excluded by various no-go theorems. Here we will argue why Bell’s theorem [19] and PBR theorem [20] do not rule out the models proposed and in particular model C.

In [14] we described the general probabilistic framework in which the three models were elaborated. In particular we introduce the notion contextual probabilistic model elaborated in [21] and [22]. In [1] and also here, each random variable is considered on its own probability space. The position $X_t$ and the velocity $V_t(t')$ are defined initially on a common probability space however, we describe them only when the space is removed. This changes the probability space on which these random variables are considered. $X_t$ is defined on a probability space obtained by conditioning on $S_t$. Also the velocity $V_t(t')$ can be defined on a probability space obtained conditioning on $S_t$, but is not the same of $X_t$ because the Bayes theorem does not hold (we use the unconditional transition probabilities). Thus each random variable is considered on its own probability space: this is a consequence of the removal of the space process. The entropic uncertainty relations that we found in the models enforce exactly this conclusion: the position and the velocity random variable must be in two different probability spaces. Both Bell’s and PBR theorem assume that all the observables can be represented as random variables acting on the same probability space (where the Bayes theorem holds): this is the reason why the two theorems cannot be applied directly. For the analysis of the probabilistic arguments used in the Bell’s theorem we refer to [21, 23]. There it is explained how fundamental is the assumption of a single probability space for the validity of the Bell’s argument. A direct application of the PBR argument to model C is not possible at the moment. However since in model C each observable is in its own probability space, the PBR theorem does not seem to be applicable in this case.

V. SUMMARY AND CRITICS

In this section we list and criticize some of the assumptions used in the models presented in [1] and in model C. Let us start with an informal summary of the work done. In [1], we declare our intention to explore the possibility that the commutation relations $[\hat{Q}^i, \hat{P}^j] = i\hbar$, are not due to an irreducible disturbance generated by the interaction of the quantum system with the measurement apparatus, but rather are consequence of an intrinsic stochasticity of the physical space on which the particle exists. Possible arguments to support this idea were given by using the quantum ruler, i.e. an attempt to describe at the quantum level a ruler. Assumed that, we started with the description of the space which was thought as a random process (in the sense of D. Aerts and I. Daubechies [18]), the Kolmogorov’s axiom of probability theory), a possibility which seems to be excluded by various no-go theorems. Here we will argue why Bell’s theorem [19] and PBR theorem [20] do not rule out the models proposed and in particular model C.

In [14] we described the general probabilistic framework in which the three models were elaborated. In particular we introduce the notion contextual probabilistic model elaborated in [21] and [22]. In [1] and also here, each random variable is considered on its own probability space. The position $X_t$ and the velocity $V_t(t')$ are defined initially on a common probability space however, we describe them only when the space is removed. This changes the probability space on which these random variables are considered. $X_t$ is defined on a probability space obtained by conditioning on $S_t$. Also the velocity $V_t(t')$ can be defined on a probability space obtained conditioning on $S_t$, but is not the same of $X_t$ because the Bayes theorem does not hold (we use the unconditional transition probabilities). Thus each random variable is considered on its own probability space: this is a consequence of the removal of the space process. The entropic uncertainty relations that we found in the models enforce exactly this conclusion: the position and the velocity random variable must be in two different probability spaces. Both Bell’s and PBR theorem assume that all the observables can be represented as random variables acting on the same probability space (where the Bayes theorem holds): this is the reason why the two theorems cannot be applied directly. For the analysis of the probabilistic arguments used in the Bell’s theorem we refer to [21, 23]. There it is explained how fundamental is the assumption of a single probability space for the validity of the Bell’s argument. A direct application of the PBR argument to model C is not possible at the moment. However since in model C each observable is in its own probability space, the PBR theorem does not seem to be applicable in this case.
is always an external parameter). This particle moves by jumps from one point of the physical space to the other. Once the physical space is not taken into account in the probabilistic description of the particle (operation that was implemented by conditioning on a space configuration, and not averaging over all the space configurations), the mathematical model that we can to use to describe the particle is a non-commutative probability theory (we can no longer use the ordinary measure-theoretic description consisting in a single probability space). Imposing conditions on the space process (requiring to be a DPP) and on the group of symmetry under which the particle is invariant (the symmetry group is the Galilean one), we showed that the description of the particle in this framework coincides with that of a non-relativistic quantum particle. Below we list and discuss some possible critics on the proposed model.

i) **Space process.** We chose to model space with a random distribution of points over a $\mathbb{R}^3$. Nothing forbid to start from some kind of “stochastic manifold”, in the sense of a manifold on which the distance between points changes at random. For an interesting work in this direction, one may consult [24, 25]. Other interesting structures can be graphs, namely a collection of points (called vertices) and relations between two points which can be visualized with a straight line linking the two related points (called edge). To implement the intrinsic randomness of space, one can imagine to have a probability distribution over the set of all edges, describing the probability that an edge, linking point $a$ to point $b$, exists. This last approach is particularly interesting since it leaves open the possibility to recover the underlying mathematical space $\mathbb{R}^3$ with some limiting procedure [26]. We also note the following curious fact: the dimensionality of the problem is dictated by the dimensionality of the underlying mathematical space and not of the physical space. The use of graphs for the description of the space process may also help to remove this unpleasant feature of the model, for example, using techniques similar to those used for causal sets [27–29].

ii) **Hilbert space representation.** As already discussed in [14] and [1], the Hilbert space representation of the random variables of the model is obtained via algebraic methods. Only in some cases, we can represent explicitly the probability distribution with vectors of the Hilbert space, i.e. in all the cases where QRLA applies. However, only for dichotomic random variables, QRLA is fully developed, while for trichotomic random variables QRLA is only partially developed. In [30] an interesting possibility of how to represent a probability distribution with vectors in $L_2(\mathbb{R})$ (hence a possible starting point to generalise QRLA to continuous random variables) is presented: there a vector in $L_2(\mathbb{R}^3)$ from a probability distribution is constructed but nothing is said about a change of basis. This means that, in principle, given a probability distribution of the position, we can construct $\psi(x)$, but we do not know how to change basis and derive the probability distribution of the velocity. In the limit where the velocity of the model coincides with the quantum mechanical momentum, we know how a change of basis can be performed, but in the general case, the algorithm is not available.

iii) **Determinantal point process.** In order to induce the correct Hilbert space structure, i.e. an infinite dimensional separable Hilbert space, we used a specific point process: the DPP. Thanks to this structure we were able to derive the correct description of a free quantum particle. However, since space is “removed” from the models, it seems strange that space still plays such a fundamental role. For example, there are other point processes, like the permanental or more generally $\alpha$-determinantal point process [31], which use kernels of locally trace-class operators in $L_2(\mathbb{R}^3)$. Thus one may expect to obtain the quantum description of a single particle also using these processes. However, results which hold for a DPP do not hold anymore for these processes and so technical difficulties may arise. Moreover, also the necessity of special classes of point processes to induce the $L_2$ structure seems to be a rather artificial condition: probably solving the Hilbert space representation problem explained in ii) or some algebraic consideration, may remove this constraint leaving us free to choose any point process we like.

iv) **Tensor product postulate.** As observed in section IV D, model C has difficulties in justifying the tensor product postulate. This is not surprising since we use DPP, to induce the correct Hilbert space structure: when we cannot use anymore the DPP, the problem of the correct Hilbert space structure appears. The way out proposed uses results of quantum logic to justify such a postulate [18]. Because quantum logic can be considered as the background logic of probability theory describing a quantum system, this solution has a “probabilistic flavour”. Note that the necessity to appeal to a more detailed analysis of the probabilistic structure of the models, is in agreement with the observations done in ii) and iii) on the $L_2$ structure.

v) **Dependence of the Hilbert space on the space configuration.** When we constructed the Hilbert space associated to a single particle in section IV B, we obtained a $\mathbb{S}_t$-dependent object. If such dependence is relevant for the evolution of the state vector associated to the probabilities of the model more general time evolution of $\psi_{\mathbb{S}_t}$ are possible, for example a stochastic unitary time-evolution.
VI. CONCLUSION AND FUTURE OUTLOOKS

The critical points recognized in the previous sections are of two kinds: geometric and probabilistic. From the probabilistic side, a general version of QRLA (which can be applied to any couple of random variables) may solve the criticality ii), iii) and v). On the other hand, the geometric problem mentioned in i) strays in the active research field of quantum gravity. The models proposed are interesting because despite space is removed to get the quantum description, it is an active player of the whole model. Space possesses its own dynamics, something which resembles the situation we have in general relativity (despite the space dynamics used here was not chosen to mimic any general relativistic effect). Moreover, starting from a manifold equipped with a stochastic metric, the stochastic mechanics [32–34] can be obtained (see [25] for an overview). It is interesting to observe that a similar picture, of a particle jumping at random on the space, emerge in stochastic mechanics from a careful analysis of the stochastic trajectories of a quantum particle [33, 35]. To conclude, we think that an interesting part of the new description presented here is the particle [33, 35]. To conclude, we think that an interesting part of the new description presented here is the particle

\[ \sum_{i \in I} \| \hat{A}u_i \|^2 < \infty. \]

The set of all Hilbert-Schmidt operators on \( \mathcal{H} \) will be labeled by \( \mathcal{B}_2(\mathcal{H}) \). One can prove that \( \mathcal{B}_2(\mathcal{H}) \subset \mathcal{B}_\infty(\mathcal{H}) \subset \mathcal{B}(\mathcal{H}) \). On \( \mathcal{B}_2(\mathcal{H}) \) a norm can be defined

\[ \| \hat{A} \|_2 := \left( \sum_{i \in I} \| \hat{A}u_i \|^2 \right)^{1/2}, \]

and is called Hilbert-Schmidt norm. It does not depend on the chosen basis \( \{u_i\}_{i \in I} \). Such norm makes \( \mathcal{B}_2(\mathcal{H}) \) a Banach space. More generally, on \( \mathcal{B}_2(\mathcal{H}) \) one can show that

\[ \langle \hat{A}, \hat{B} \rangle_2 := \left( \sum_{i \in I} \langle \hat{A}u_i, \hat{B}u_i \rangle \right)^{1/2} \]

is an inner product. It induces the Hilbert-Schmidt norm and so \( \mathcal{B}_2(\mathcal{H}) \) is an Hilbert space when equipped with such inner product. Hilbert-Schmidt operators are important because of the following theorem.

**Theorem 7.** If \( \mu \) is a positive \( \sigma \)-additive separable measure over a locally compact second countable Hausdorff space \( X \), the space \( \mathcal{B}_2(L_2(X, \mu)) \) consists of the operators \( \hat{A}_K \) defined as

\[ (\hat{A}_K f)(x) := \int_X K(x, y) f(y) \mu(dy), \]

for any \( f(x) \in L_2(X, \mu) \), where \( K : X \times X \to \mathbb{C} \) is in \( L_2(X \times X, \mu \otimes \mu) \). Moreover

\[ \| \hat{A}_K \|_2 = \| K \|_{L_2(X \times X, \mu \otimes \mu)}. \]

In particular, if \( \hat{A} \in \mathcal{B}_2(L_2(X, \mu)) \) and \( \{u_i\}_{i \in I} \) is a basis of \( L_2(X, \mu) \), then \( \hat{A} = \hat{A}_K \) for

\[ K(x, y) = \sum_{i, j \in I} (u_i(x) | \hat{A}u_j(y) \rangle u_i^*(x) u_j(y), \]

(31)

and the convergence is in \( L_2(X \times X, \mu \times \mu) \). The map \( K \mapsto \hat{A}_K \) is an isomorphism between the Hilbert spaces \( L_2(X \times X, \mu \times \mu) \) and \( \mathcal{B}_2(L_2(X, \mu)) \).

From now on, we assume that \( \mathcal{H} = L_2(X, \mu) \) (hence it is separable), where \( X \) and \( \mu \) are as in theorem 7. Since if \( \hat{A} \in \mathcal{B}_2(\mathcal{H}) \), we can write it as

\[ \hat{A} f(x) = \int_X K(x, y) f(y) \mu(dy). \]

Hilbert-Schmidt operators are also called integral operators. The function \( K(x, y) : X \times X \to \mathbb{C} \) defined as in theorem 7 is said Kernel of the operator \( \hat{A} \).
Proposition 2. If \( \hat{A} \in B_2(\mathcal{H}) \) is self-adjoint, then the associated kernel \( K : X \times X \to \mathbb{C} \) satisfies
\[
K(x, y) = K(y, x)^* 
\]
for any \( x, y \in X \).

When we deal with the space \( X \) which is also compact, a useful theorem is the Mercer theorem, which simplify further equation 31.

**Theorem 8.** Let \( \mu \) be a positive, separable Borel measure on a compact Hausdorff space \( X \) such that \( \mu(X) < \infty \) and \( \mu(B) > 0 \) for any open \( B \subset X \), \( B \neq \emptyset \). If \( \hat{A} \in B(\mathcal{H}) \) is positive (i.e. \( \langle u|\hat{A}u \rangle \geq 0 \) for all \( u \in \mathcal{H} = L_2(\mu) \)) and the associated kernel \( K : X \times X \to \mathbb{C} \) is continuous, then
\[
K(x, y) = \sum_{\lambda \in \sigma(A)} \sum_{i=1}^{m_\lambda} \lambda u_{\lambda,i}(x)u_{\lambda,i}^*(y), \tag{32}
\]
where the convergence of the series on \( X \times X \) is in the superior norm (i.e. \( \|f\|_\infty := \sup_{x \in X} \|f(x)\|_2 \)), \( \lambda \) is an eigenvalue of \( A \), \( m_\lambda \) is the multiplicity of the eigenvalue \( \lambda \) and \( \{u_{\lambda,i}\}_{i=1}^{m_\lambda} \) is a basis of eigenvectors of \( \hat{A} \).

Note that this theorem does not hold if \( X = \mathbb{R}^d \) and \( \mu(dx) = dx \), since \( \mu(\mathbb{R}^d) = \int_{\mathbb{R}^d} dx = \infty \). For this reason when \( X = \mathbb{R}^d \), we shall often consider operators acting on \( L_2(\Lambda) \), with \( \Lambda \subset \mathbb{R}^d \) a compact set. More formally, defining the projector \( \hat{P}_\Lambda : L_2(\mathbb{R}^d) \to L_2(\Lambda) \), given an operator \( \hat{A} \in B_2(L_2(\mathbb{R}^d)) \) we can always consider its local version
\[
\hat{A}_\Lambda := \hat{P}_\Lambda \hat{A} \hat{P}_\Lambda,
\]
for which the Mercer theorem can be always applied. Note that in this case \( K_\Lambda(x, y) = \chi_\Lambda(x)K(x, y)\chi_\Lambda(y) \) is the kernel of \( A_\Lambda \). Among all the Hilbert-Schmidt operators, an important subclass is the following.

**Definition 17.** Let \( \mathcal{H} \) be a separable (possibly infinite-dimensional) Hilbert space. An operator \( \hat{A} \in B(\mathcal{H}) \) is called trace-class operator if it satisfies one of the following equivalent conditions

i) There exist a basis \( \{u_i\}_{i \in I} \) of \( \mathcal{H} \) such that
\[
\sum_{i \in I} \langle u_i|\hat{A}u_i \rangle < \infty;
\]

ii) \( \sqrt{|\hat{A}|} \in B_2(\mathcal{H}) \);

iii) \( \hat{A} \in B_\infty(\mathcal{H}) \) and \( \sum_{\lambda \in \sigma(\hat{A})} \lambda < \infty \).

Note that here the Hilbert space must be separable (cfr. with Hilbert-Schmidt operator case). It can be proved that for \( \mathcal{H} \) separable \( B_1(\mathcal{H}) \subset B_2(\mathcal{H}) \subset B_\infty(\mathcal{H}) \subset B(\mathcal{H}) \). As done for Hilbert-Schmidt operators, we can define a norm
\[
\|\hat{A}\|_1 := \left[ \sum_{\lambda \in \sigma(\hat{A})} \lambda \right]^{\frac{1}{2}}
\]
which makes \( B_1(\mathcal{H}) \) a Banach space. In this construction, however, it is not an Hilbert space (there is no inner product on \( B_1(\mathcal{H}) \) inducing \( \| \cdot \|_1 \)). We can see that \( \| \cdot \|_1 \) generalise the notion of trace to operators. In particular, the trace operation
\[
Tr(\hat{A}) := \sum_{i \in I} \langle u_i|\hat{A}u_i \rangle,
\]
where \( \{u_i\}_{i \in I} \) is a basis of \( \mathcal{H} \), is a well defined operation for every \( \hat{A} \in B_1(\mathcal{H}) \). In addition one can prove that \( Tr(\hat{A}) \) does not depend on the basis chosen to compute it. Since \( B_1(\mathcal{H}) \subset B_2(\mathcal{H}) \), we can use the Mercer theorem to compute the trace also in this case. In particular we have the following theorem [37].

**Theorem 9.** Let \( K(x, y) \in L_2(\mathcal{H}) \) be a continuous trace-class kernel on a \( \sigma \)-compact, locally compact space \( X \) and \( \mu \) be a Radon measure. Then if \( \hat{A} \) is the corresponding operator acting on \( L_2(\mu) \) we have
\[
Tr(\hat{A}) = \int_X K(x, x) \mu(dx).
\]

The most common case is when \( X = \mathbb{R}^d \) (which is \( \sigma \)-compact and locally compact) and \( \mu(dx) = dx \) (which is a Radon measure), then if \( \hat{A} \) is of trace-class, we have
\[
Tr(\hat{A}) = \int_{\mathbb{R}^d} K(x, x) dx.
\]

This theorem can be extended even to the case of non-continuous kernels, if they satisfy suitable conditions [38].

**Definition 18.** Let \( \mathcal{H} = L_2(X, \mu) \) be a separable Hilbert space and consider an operator \( \hat{A} : \mathcal{H} \to \mathcal{H} \). If for any compact \( \Lambda \subset X \), \( Tr(A_\Lambda) < \infty \) we say that \( A \) is a locally trace-class operator.

The set of all locally trace-class operators on \( \mathcal{H} \) will be labeled by \( B_1^{loc}(\mathcal{H}) \). It is not difficult to see that \( B_1(\mathcal{H}) \subset B_1^{loc}(\mathcal{H}) \) and that in general \( B_1^{loc}(\mathcal{H}) \not\subset B_2(\mathcal{H}) \), since the existence of the trace of an operator on a compact subset of \( X \) implies that the operator is Hilbert-Schmidt only locally. If \( X = \mathbb{R}^d \) and \( \hat{A} \in B_1^{loc}(L_2(\mathbb{R}^d)) \), then the Mercer theorem always applies and the kernel of \( \hat{A} \) on \( \Lambda \subset \mathbb{R}^d \) is
\[
K_\Lambda(x, y) = \sum_{\mu_\Lambda} \mu_\Lambda u_{\mu_\Lambda}(x)u_{\mu_\Lambda}^*(y),
\]
where \( \mu_\Lambda \) and \( u_{\mu_\Lambda}(x) \) are eigenvalues and eigenvectors of \( A_\Lambda = \hat{P}_\Lambda \hat{A} \hat{P}_\Lambda \) and the sum must be understood over the eigenvalues and their multiplicities (as in the statement of the Mercer theorem). However, when a locally trace-class operator is also an Hilbert-Schmidt operator (globally not only when restricted to some compact \( \Lambda \subset X \)) the following theorem holds [17].
Theorem 10. Let $A \in B_{2}^{loc}(L_{2}(X, \mu)) \cap B_{2}(L_{2}(X, \mu))$ be a non-negative operator, i.e. $A > 0$. Then one can choose its kernel $K(x, y)$ (defined everywhere, not only on $\Lambda \subset X$ compact) such that

i) $K(x, y)$ is non-negative, i.e. $\sum_{i, j=1}^{n} z_{i}^{*} K(x_{i}, x_{j}) z_{j} > 0$, $\mu$-a.s., for any $x_{1}, \ldots, x_{n} \in X$ and any $z_{1}, \ldots, z_{n} \in C$;

ii) $y \mapsto K_{y}(x) := K(y, x) \in L_{2}(X, \mu)$, $\mu$-a.s., for any $x \in X$ fixed;

iii) For any compact $\Lambda \subset X$, then

\[
\text{Tr}(\hat{P}_{\Lambda} A \hat{P}_{\Lambda}) = \int_{\Lambda} K(x, x) \mu(dx)
\]

and

\[
\text{Tr}(\hat{P}_{\Lambda} A^{n} \hat{P}_{\Lambda}) = \int_{\Lambda} \langle K_{x}, A^{n-2} K_{x} \rangle_{L_{2}(\Lambda, \mu)} \mu(dx)
\]

for $k \geq 2$.

The notion of trace-class operator allows to define the so called Fredholm determinant, namely the determinant of an operator which differs from the identity by a trace-class operator. Before giving the general definition for this object, let us explain the motivation of this definition. Let $H$ be a finite dimensional Hilbert space with $\dim H = N < \infty$ and consider the tensor product Hilbert space

$H^{\otimes m} := \text{span}_{\{1, \ldots, m\}} \{ u_{k_{1}}^{1} \otimes \cdots \otimes u_{k_{m}}^{m} \}$

where $H = \text{span}_{j} \{ u_{j}^{j} \}$ for all $j = 1, \ldots, m$. On the tensor product Hilbert space, the scalar product is defined as

$\langle \Phi | \Psi \rangle_{H^{\otimes m}} = \sum_{i=1}^{m} \langle \psi_{i} | \phi_{i} \rangle_{H}$

where $\Psi = \psi_{1} \otimes \cdots \otimes \psi_{m}$, $\Phi = \phi_{1} \otimes \cdots \otimes \phi_{m} \in H^{\otimes m}$. If $A$ is an operator acting on $H$, it can be extended to $H^{\otimes m}$ by simply setting

$A^{\otimes m} : \psi_{1} \otimes \cdots \otimes \psi_{m} \mapsto \hat{A} \psi_{1} \otimes \cdots \otimes \hat{A} \psi_{m}$

A natural subspace of $H^{\otimes m}$ is the Hilbert space of the alternating power (exterior) Hilbert space $H^{\wedge m}$, which is the subspace of $H^{\otimes m}$ of all the elements $\psi_{1} \wedge \cdots \wedge \psi_{m}$ defined as

$\psi_{1} \wedge \cdots \wedge \psi_{m} := \frac{1}{\sqrt{m!}} \sum_{\sigma \in S_{m}} \text{sign}(\sigma) \psi_{\sigma(1)} \otimes \cdots \otimes \psi_{\sigma(m)}$.

The inner product on $H^{\wedge m}$ can be used to induce an inner product on $H^{\wedge m}$, and it turns out to be

$\langle \psi_{1} \wedge \cdots \wedge \psi_{m} | \phi_{1} \wedge \cdots \wedge \phi_{m} \rangle_{H^{\wedge m}} = \text{det}(\langle \psi_{i} | \phi_{j} \rangle_{i,j=1,\ldots,m})$.

The action of an operator $\hat{A}$ can be extended on $H^{\wedge m}$ by simply restricting $A^{\otimes m}$ on $H^{\wedge m}$, namely

$\hat{A}^{\wedge m} : \psi_{1} \otimes \cdots \otimes \psi_{m} \mapsto \hat{A} \psi_{1} \wedge \cdots \wedge \hat{A} \psi_{m}$.

Let $\hat{A} \in B_{1}(H)$, then it is not difficult to see that $\hat{A}^{\wedge m} \in B_{1}(H^{\wedge m})$, thus the trace is well defined. After some combinatorics, one obtains

$\text{Tr}(\hat{A}^{\wedge m}) = \sum_{i_{1} < \cdots < i_{m}} \lambda_{i_{1}} \cdots \lambda_{i_{m}}$

where $\lambda_{i_{k}}$ the $i$-th eigenvalue of $A$ in the $k$-th position of $\hat{A} \psi_{1} \wedge \cdots \wedge \hat{A} \psi_{m}$. Now, summing over $m$, one obtains the following relation

$\sum_{m=0}^{N} \text{Tr}(\hat{A}^{\wedge m}) = \sum_{m=0}^{N} \sum_{i_{1} < \cdots < i_{m}} \lambda_{i_{1}} \cdots \lambda_{i_{m}} = \prod_{i=1}^{N}(1 + \lambda_{i})$.

On the other hand, since the determinant of a matrix does not depend on the basis, we have that

$\text{det}(\hat{1} + \hat{A}) = \prod_{i=1}^{N}(1 + \lambda_{i})$,

which suggests that we can define the determinant of $\hat{1} + \hat{A}$ as

$\text{det}(\hat{1} + \hat{A}) := \sum_{m=0}^{\dim H} \text{Tr}(\hat{A}^{\wedge m})$.

The discussion done till here should justify the following definition.

Definition 19. Let $\hat{A} \in B_{1}(H)$, then

$\text{det}(\hat{1} + \hat{A}) := \sum_{m=0}^{\dim H} \text{Tr}(\hat{A}^{\wedge m})$.

where $H$ is a (possibly infinite-dimensional) Hilbert space.

The determinant defined above is called Fredholm determinant of $\hat{1} + \hat{A}$. An equivalent formula is the following. Given $\hat{A} \in B_{1}(H)$ and $z \in C$, then

$\text{det}(\hat{1} + z \hat{A}) = \exp\left(\sum_{m=0}^{\dim H} \frac{(-1)^{m-1} z^{m}}{m} \text{Tr}(\hat{A}^{\wedge m})\right)$

which is known as Plemelj’s formula. Note that the above expression converges if $\text{Tr}(|\hat{A}|) < 1$. Finally, an important result is the following.

Theorem 11. If $\hat{A} \in B_{1}(L_{2}(\mathbb{R}^{d}))$ and $K(x, y)$ is the associated kernel, then if $K(x, y) : \mathbb{R}^{d} \times \mathbb{R}^{d} \to C$ is continuous on $\mathbb{R}^{d} \times \mathbb{R}^{d}$, we have

$\text{Tr}(\hat{A}^{\wedge m}) = \frac{1}{m!} \int_{\mathbb{R}^{d}} \cdots \int_{\mathbb{R}^{d}} \text{det}([K(\xi, \xi')]_{i,j=1,\ldots,m}) d\xi_{1} \cdots d\xi_{m}$. 

Thus
\[
\det(\hat{1} + \hat{A}) = 1 + \sum_{m=0}^{\infty} \frac{1}{m!} \int_{\mathbb{R}^d} \cdots \int_{\mathbb{R}^d} \det([K(\xi_i, \xi_j)]_{i,j=1,\ldots,m}) d\xi_1 \cdots d\xi_m.
\]

In this last theorem, also called Frelholms series expansion, the writing \([K(\xi_i, \xi_j)]_{i,j=1,\ldots,m}\) is a short hand notation for the \(m \times m\) matrix whose \((i,j)\)-th entry is \(K(\xi_i, \xi_j)\).

### B. Dirichlet forms and Markov processes

Let \(\mathcal{H}\) be an Hilbert space and consider a dense subspace \(\mathcal{D} \subset \mathcal{H}\). A map \(\varepsilon : \mathcal{D} \times \mathcal{D} \to \mathbb{R}\) is said real bilinear form if \(\varepsilon(\alpha u + \beta v, z) = \alpha \varepsilon(u, z) + \beta \varepsilon(v, z)\), for any \(u, v, z \in \mathcal{D}\), and \(\alpha, \beta \in \mathbb{R}\). A real bilinear form is said positive if \(\varepsilon(u, u) \geq 0\), for any \(u \in \mathcal{D}\), and symmetric if \(\varepsilon(u, v) = \varepsilon(v, u)\) for any \(u, v \in \mathcal{D}\). Let \(\langle \cdot | \cdot \rangle\) denote the scalar product on \(\mathcal{H}\), and consider the bilinear form \(\varepsilon(\cdot, \cdot) := \langle \cdot | \cdot \rangle + \langle \cdot | \cdot \rangle\) which is defined for all \(u, v \in \mathcal{D}\). When \(\varepsilon\) is symmetric and positive, the bilinear form \((\cdot, \cdot)\) is an inner product on \(\mathcal{D}\). We say that the real symmetric positive bilinear form \(\varepsilon\) is closed if \(\mathcal{D}\) is an Hilbert space, when equipped with the inner product \((\cdot, \cdot)\) defined above.

**Definition 20.** Let \((X, \mathcal{X}, \mu)\) be a \(\sigma\)-finite measure space and set \(\mathcal{H} = L_2(X, \mu)\). Consider a real symmetric bilinear form \(\varepsilon : \mathcal{D} \times \mathcal{D} \to \mathbb{R}\), where \(\mathcal{D} \subset \mathcal{H}\) is dense, which is also closed. If for any \(\varepsilon > 0\), there exists a real function \(\phi_\varepsilon(x), x \in \mathbb{R}\) with the following features

1. \(\phi_\varepsilon(x) = x\) for \(x \in [0, 1]\),
2. \(\phi_\varepsilon(x) \in [-\varepsilon, 1 + \varepsilon]\) for any \(x \in \mathbb{R}\),
3. \(\phi_\varepsilon(x) - \phi_\varepsilon(x') \in [0, x - x']\) whenever \(x' < x\),

for which \(\varepsilon(\phi_\varepsilon(u), \phi_\varepsilon(u)) \leq \varepsilon(u, u)\),

the couple \((\varepsilon, \mathcal{D})\) is said Dirichlet form on \(L_2(X, \mu)\).

For the rest of this appendix, we assume that \(X\) is a locally compact second countable metric space and \(\mu\) is a Borel measure having support on the whole \(X\). This abstract object is important because of the following theorem (Th 1.3.1, [31])

**Theorem 12.** There is a one to one correspondence between a Dirichlet form \((\varepsilon, \mathcal{D})\) on \(L_2(X, \mu)\) and the family of non-positive definite self-adjoint operators on \(L_2(X, \mu)\). The correspondence is the following

\[\varepsilon(u, v) = \langle [-\hat{H}]^{1/2} u | [-\hat{H}]^{1/2} v \rangle\]

and \(D([-\hat{H}]^{1/2}) = \mathcal{D}\), where \(D(\hat{H})\) is the domain of the operator \(\hat{H}\).

The operator \(\hat{H}\) is called generator of the Dirichlet form. Note that, because it is self-adjoint we can write

\[\varepsilon(u, v) = -\langle u | \hat{H} v \rangle\]

but note that \(\text{Dom}(\hat{H}) \subset \mathcal{D}\). Using such a generator, one can define the operator

\[\hat{T}_t := \exp(-t \hat{H})\]

acting on \(L_2(X, \mu)\). Since \(-\hat{H}\) is non-negative, \(\hat{T}_t\) is always bounded. It also has the semigroup property, i.e. \(\hat{T}_{t+s} = \hat{T}_t \hat{T}_s\), and it can be proved that it is also strongly continuous on \(L_2(X, \mu)\). The link between these objects and stochastic processes is encoded in the following theorem (Th. 1.4.1, [31]).

**Theorem 13.** Let \(\varepsilon\) be a Dirichlet form on \(L_2(X, \mu)\) with generator \(\hat{H}\). Then the operator \((33)\) is a strongly continuous semigroup such that

\[0 \leq \hat{T}_t \mu \leq 1 \quad \mu\text{-a.s.}\]

whenever \(0 \leq u \leq 1, \mu\text{-a.s.}, \text{with } u \in L_2(X, \mu)\).

At this point the connection with stochastic processes starts to appear. Given a Markov process, \(\{X_t\}_{t \in \mathbb{R}^+}\) taking values on \(X\) with distribution \(\mu_X\), consider its transition probability density \(p(x, t|s, y)\). Note that we are implicitly assuming that the transition probability admits a density, however the whole argument remains valid even in the general case. Given \(p(x, t|s, y)\), we can define the following integral operator

\[\hat{S}_t f(x) := \int_X f(y) p(x, t|s, y) dy,\]

where \(f(x)\) is a bounded measurable function. More generally this operator is well defined any for \(f \in L_2(X, \mu_X)\). From the Markov property, the semigroup property follows, i.e. \(\hat{S}_{t+s} = \hat{S}_t \hat{S}_s\). We note that \(0 < \hat{S}_t f(x) < 1\) for all \(x \in X\) whenever \(0 < f(x) < 1\) for all \(x \in X\), i.e. when \(f(x)\) is a probability density. In addition \(\hat{S}_1 1 = 1\), which is a consequence of the fact that \(p(x, t|s, y)\) are transition probability densities. Finally, one can prove that \(\hat{S}_t\) is strongly continuous in \(t\) when thought as a linear operator on \(L_2(X, \mu_X)\). Taking the generator of \(\hat{S}_t\), i.e. the operator

\[\hat{-H}' := \lim_{t \to 0} \frac{\hat{S}_t f(x) - f(x)}{t}\]

where \(f(x) \in L_2(X, \mu_X)\), one can define a Dirichlet form \(\varepsilon'(f, g) = -\langle f | \hat{-H}' g \rangle\) on \(L_2(X, \mu_X)\). Thus one can study the properties of the Markov process \(\{X_t\}_{t \in \mathbb{R}^+}\) using Dirichlet forms. Note that the opposite is not always true: for example in theorem 13, nothing is said on the condition \(\hat{T}_t 1 = 1\) which clearly holds for a Markov process. Among the properties of \(\{X_t\}_{t \in \mathbb{R}^+}\) that can studied using Dirichlet forms, there are also the path properties.
In particular one can verify if the process is a diffusion or not. We conclude by saying that to be sure to obtain a Markov process, one needs to add other conditions on the Dirichlet form $(\varepsilon, D)$: for example, to obtain $T_11 = 1$, one has to require that $1 \in D$ and $\varepsilon(1,1) = 0$. For a detailed and complete discussion on the general relation between Dirichlet forms and Markov processes we refer to [31].
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