Feature Super-Resolution Based Facial Expression Recognition for Multi-scale Low-Resolution Faces
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Abstract. Facial Expressions Recognition (FER) on low-resolution images is necessary for applications like group expression recognition in crowd scenarios (station, classroom etc.). Classifying a small size facial image into the right expression category is still a challenging task. The main cause of this problem is the loss of discriminative feature due to reduced resolution. Super-resolution method is often used to enhance low-resolution images, but the performance on FER task is limited on images of very low resolution. In this work, inspired by feature super-resolution methods for object detection, we proposed a novel generative adversary network-based feature level super-resolution method for robust facial expression recognition (FSR-FER). In particular, a pre-trained FER model was employed as a feature extractor, and a generator network G and a discriminator network D are trained with features extracted from low-resolution and original high-resolution images. Generator network G tries to transform features of low-resolution images to more discriminative ones by making them closer to the ones of corresponding high-resolution images. For better classification performance, we also proposed an effective classification-aware loss re-weighting strategy based on the classification probability calculated by a fixed FER model to make our model focus more on samples that are prone to misclassify. Experimental results on Real-World Affective Faces (RAF) Database demonstrate that our method achieves satisfying results on various down-sample factors with a single model and has better performance on low-resolution images compared with methods using image super-resolution and expression recognition separately.
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1 Introduction

Expression recognition is of great significance for some practical applications of education and healthcare, etc. For example, by identifying student expressions from classroom records, it can help educators to better understanding of the teaching effect. Automatic pain recognition in the medical field has also received more and more attention.

Recent expression recognition methods include CNN-based backbone networks for feature extraction, and expression classification results are obtained through fully connected layers or using SVM and other methods. Thanks to the powerful feature extraction capabilities of ResNet, Inception network and other networks, it can usually achieve a satisfactory result on most data sets. In real-world scenarios, especially in crowded scenes, facial pictures come from different low resolutions. For example, in the classroom review system, as shown in Figure 1, most of the students’ facial images are less than 50x50 pixels, and the smaller images are less than 20x20 pixels, which is much smaller than the commonly used data sets. Reduced image resolution will not only make tasks such as object detection difficult, but also result in accuracy decreasing of facial expression recognition according to our experiment results in section 4.

Image super-resolution (ISR) technology can recover high-resolution images with rich details from low-resolution images. In recent years, a large number of image super-resolution algorithms have been proposed. They can help restore image details and have extraordinary performances on PSNR, SSIM and other indicators. Some studies utilize image super-resolution methods to enhance low-resolution images to obtain better results. It is indicated that feature information loss due to reduced image resolution leads to performance degradation on specific tasks, and feature-level super-resolution has achieved satisfactory results on small object detection. Inspired by feature-level
super-resolution works \cite{28,20,21}, we propose a feature super-resolution framework for facial expression recognition, and compared it with the methods of directly using popular image super-resolution. In which, firstly, we use a pre-trained CovPoolFER \cite{1} model as a feature extractor to extract expression features from high-resolution images and downsample low-resolution images. Next, as a GAN-based model, a generator network G takes the features of low-resolution images as input and generate highly discriminative features. Different from most GAN models, here discriminator network D does not estimate the probabilities that feature coming from high-resolution images but measures the difference between high and low-resolution image features. Through alternative training, G tries to narrow this gap so that the generated features are closer to the real ones in distribution. Besides, considering that the ultimate goal is to perform correct classification, we propose a perceptual loss and a simple but effective classification-aware loss re-weighting strategy to make the model on samples that are difficult to be correctly classified.

In summary, the main contributions of this work are: (1) We propose a facial expression recognition method based on feature super-resolution that can be used for various low-resolution inputs. (2) We introduced a new class-aware loss re-weighting strategy for GAN training, helping our model focus on samples not only with large loss but hard to be classified into corresponding category. (3) Experiments are conducted to compare our method with methods using ISR and FER separately. Results show that our method has better performance on low-resolution images.

2 Related Work

Facial Expression Recognition has been investigated for a long time, numerous methods \cite{22,6,33,35} have been studied. Studies on low-resolution facial expression recognition are few. Some researches utilize image super-resolution method to restore high-resolution images or carry ISR and FER jointly. Here we focus on static images FER and super-resolution methods.

2.1 Static Image Facial Expression Recognition

To achieve good expression recognition performance, most of recent facial expression recognition methods employ standard CNN-based networks such as Residual networks, Inception networks and VGG networks to extract representative features \cite{10,6,38}. Generally, these networks are often pre-trained on standard datasets related to FER or face recognition, such as FER-2013 and LFW \cite{14} etc. After feature extraction, supervised classifier(e.g SVM \cite{12}, softmax \cite{17}) are trained to classify extracted feature into right categories. In some recent researches \cite{15,6,15}, second-order feature statistics show its benefits on different image tasks. In \cite{1}, authors introduced covariance pooling operation to extract second-order statistics and reported a state-of-the-art performance on RAF-DB. When it come to low-resolution FER, super-resolution methods are often used...
to increase resolution and achieve better performance. In [4], authors proposed an encoder-decoder framework to do ISR and FER jointly. In [25], authors proposed a graph convolution networks based super-resolution framework for facial expression restoration.

### 2.2 Super-Resolution

For single-image super-resolution (SISR), the goal is to recover high-resolution images from low-resolution images. SRCNN [7] model is a fully convolutional network model that directly learns the mapping of low-resolution images to high-resolution images through end-to-end training. Following this pioneering work, a large number of methods are proposed with improvements on network structure [23, 37] and popular attention mechanism [36, 5]. Different from most existing works that train a specific model for each scale factor which, in [13], authors proposed a magnification-arbitrary method.

Image super-resolution helps to increase resolution and restore details in images, and has a certain degree of contribution to the performance improvement in some works [24, 1]. However, image super-resolution itself is time consuming and its hard for image super-resolution to recover the details at very low resolution, which means it cannot guarantee to recovered features that are discriminative enough for specific tasks (e.g. object detection, expression classification, etc.). For small objection detection, Li et al. [21] proposed perceptual GAN to generate super-resolved features for a small instance, which utilizes high-resolution target features as supervision signals and learn the residual between high and low-resolution image features. The work of authors [28] demonstrate that FSR performs better than ISR on recovery of task-relative features and a feature-level L2 loss can help generator produce more discriminative features with faster convergence. However, method in [28] has limited improvement of classification accuracy on FER task.

### 3 Proposed Methods

Our main goal is to improve the expression recognition effect on low-resolution face images. In this section, we first introduce the network architecture of the proposed methods. And then, we discuss the loss functions of the feature generator. At last we describe the classification-aware loss re-weighting strategy.

#### 3.1 Network Architecture

Our model consists of three main parts, i.e., a baseline FER model which is further divided into two parts for feature extraction and perceptual loss calculation, feature generator network and discriminator. The architecture of our model is shown in Figure 2. The input high-resolution image and low-resolution image are denoted by $I^{hr}$ and $I^{lr}$ respectively, and the corresponding extracted facial features are $F^{hr}$ and $F^{lr}$. In our approach, we employ the CovPoolFER [1]
model, $F_{hr}$ and $F_{lr}$ are the obtained second-order features, which can be written as follow:

$$F_{hr} = SPD(F(I_{hr}))$$  \hspace{1cm} (1) \\
$$F_{lr} = SPD(F(I_{lr}))$$  \hspace{1cm} (2) \\

where $F()$ denotes the CNN network and $SPD()$ refers to the operations of covariance pooling and SPDNet layers. Covariance pooling is for capturing second-order information. SPDNet layers further flatten second-order features to be able to apply standard loss functions. Operation details can be found in [15,34].

After feature extraction, similar to [28], the feature generator G tries to transform $F_{lr}$ to a more discriminative new feature $F_{sr}$, which can be defined as follow:

$$F_{sr} = G(F_{lr})$$  \hspace{1cm} (3) \\

G aims is to make generated $F_{sr}$ more discriminative, which means that G needs to learn the mapping from $F_{lr}$ to corresponding $F_{hr}$ from high-resolution images. According to the idea of GAN, the discriminator is trained to distinguish $F_{sr}$ and $F_{hr}$. We observe that simply training a pair of G and D has a limited improvement on the final expression classification accuracy. Only feature-wise L2 loss [28] is not sufficient for facial expression recognition, so we employ CovPoolFER model again as an extra supervisor to cast a stronger constrain on the training of G. To achieve this, we propose a perceptual loss for generator. Besides, inspired by PISA loss [3], we propose a simple but effective classification-aware loss re-weighting strategy. This re-weighting strategy can improve the performance of proposed model by making it focus more on the easily misclassified samples.

### 3.2 Loss Functions for Feature Generator

Generative adversarial networks (GAN) has been widely used in the areas of image restoration super-resolution. In the idea of GAN, adversarial training is
performed between a generator $G$ and a discriminator $D$. Through this process, $G$ learns to transform a given input or noise into target output distribution. This process can be formally defined as follows:

$$
\min_G \max_D V(D, G) = \mathbb{E}_{x \sim \mathcal{P}_r} [\log D(x)] + \mathbb{E}_{\tilde{x} \sim \mathcal{P}_g} [1 - \log D(\tilde{x})] \tag{4}
$$

However, training GAN following the original loss function is unstable in practical. For better training effect, we follow the idea of WGAN-div\cite{WGAN-div}. Similar to WGAN\cite{WGAN}, here discriminator $D$ does not output the probability that the input feature belonging to the real high-resolution distribution. Instead, Wasserstein distance is utilized to measure the difference between the two diversities. The loss function of the generator and discriminator can be written as follows:

$$
L(G) = -\mathbb{E}_{\tilde{x} \sim \mathcal{P}_g} [D(\tilde{x})] \tag{5}
$$

$$
L(D) = \mathbb{E}_{\tilde{x} \sim \mathcal{P}_g} [D(\tilde{x})] - \mathbb{E}_{x \sim \mathcal{P}_r} [D(x)] \tag{6}
$$

In order to meet the k-Lipschitz constraint required by WGAN, methods such as gradient punishment and spectral normalization are often used in training process. However WGAN-div\cite{WGAN-div} further proposed Wasserstein divergence where the k-Lipschitz constraint is not required. Finally the adversary loss of our $G$ and $D$ can be written as follows:

$$
L_{gan}(G) = \mathbb{E}_{\tilde{x} \sim \mathcal{P}_g} [D(\tilde{x})] \tag{7}
$$

$$
L_{gan}(D) = \mathbb{E}_{x \sim \mathcal{P}_r} [D(x)] - \mathbb{E}_{\tilde{x} \sim \mathcal{P}_g} [D(\tilde{x})] + k\mathbb{E}_{\hat{x} \sim \mathcal{P}_u} [||\nabla_{\hat{x}} D(\hat{x})||^p] \tag{8}
$$

where $x$ is the real data of $F_{hr}$, and $\tilde{x}$ is generated data of $F_{sr}$. $\hat{x}$ is sampled as a linear combination of $F_{hr}$ and $F_{sr}$.

Perceptual loss\cite{Perceptual} is often used in super-resolution researches to recover high-frequency features and convergence fast to satisfactory results. In this paper, we propose a new method to calculate the perceptual loss, which is defined as follows:

$$
L_p(G) = \frac{1}{m} \sum_{i=1}^{m} ||C(F_{sr}^i) - C(F_{hr}^i)||^2_2 \tag{9}
$$

where $C()$ refers to the part of CovPoolFER model after SPDNet layers, and its output is a 128-dimensional vector. Compared with the original perceptual loss, this loss equivalent to calculating the perceptual loss of the two features in a deeper feature space. The total loss function of generator $G$ can be written as follow:

$$
L(G) = L_{gan} + L_p + L_2 \tag{10}
$$

where $L_2$ refers to feature-wise $L_2$ loss.
3.3 Classification-Aware Loss Re-Weighting Strategy

Some research suggests that different samples do not contribute equally to the training process of a model. Focal loss\cite{24} modified the cross-entropy loss to make the model focus on hard examples. In PISA\cite{3}, classification probability is utilized to re-weight the regression loss, which makes the model pay more attention to prime samples with higher probability to classify correctly. In our task, samples that are easily misclassified contribute more in the training process. To this end, we propose a loss re-weighting strategy, which is defined as follow:

\[ w_i = (\sigma - p_i)^r \]  

\[ L_{re} = \sum_{i=1}^{m} w_i L(x_i, x_i) \]

where \( p_i \) denotes the predicted probability of the corresponding ground truth expression category. We set \( \sigma \) and \( r \) as positive parameters larger than 1. This re-weighting strategy, utilizing the supervised information provided by the pre-trained expression recognition model, will lead the model to pay more attention to samples that are difficult to classify correctly. In the training process, this re-weighting strategy applies on loss functions of generator.

3.4 Implementation Details

For GAN training, we employ the residual-in-residual dense block (RRDB) of ESRGAN\cite{30} as basic blocks. We modified RRDB by reducing its internal channels, and build our G with 6 blocks. We follow the discriminator network architecture of ESRGAN but batch-normalization operation is removed for it may result in gradient explosion in our experiments. The parameter k and p are set to 2 and 6 respectively. \( \sigma \) and \( r \) are set to 1.5 and 1. Our model is trained by Adam optimizer\cite{19}, and \( \beta_1 \) is set to 0 for the stability of GAN training. The learning rate is set to \( 2 \times 10^{-4} \) and halved at [20k, 50k, 100k, 200k] iterations. Our models are implemented with TensorFlow framework and trained on one NVIDIA Tesla V100 GPU.

4 Experiments

4.1 Dataset

To evaluate the expression recognition performance on low-resolution images, RAF-DB\cite{22} is used in our experiment. RAF-DB was gathered with various search engines, and each image has been independently labelled by about 40 annotators. It contains 15339 images labelled with seven basic emotion categories of which 12271 are for training and the other 3068 are for validation. Like most super-resolution studies, we downsample high-resolution images with MATLAB
bicubic kernel function to obtain low-resolution images. The original input size is 100x100 pixels, and we obtain low-resolution images by applying Integer down-sampling factors from x2 to x8, which means total pixels reduce to 1/4 to 1/64. Figure 3 shows a few examples after down-sampling.

**Fig. 3.** A HR image (resolution: 100x100) from RAF-DB and down-sample results with different down-sampling factors from x2 to x8.

### 4.2 Experiment Setup

To compare the performance of ISR and FSR, we choose image super-resolution model Meta-SR\[13\] and RCAN\[36\] to compare with our method to evaluate the results with total accuracy. Note that for RCAN model, only results on x2, x3, x4, x8 are reported. Since Meta-SR model can generate high-resolution images at any size, we directly set the output size to 100x100. For RCAN, we use a different model for its corresponding down-sample factor, but for Meta-SR and our FSR-FER, we can use one model for all down-sample factors.

### 4.3 Facial Expression Recognition Results

Since our FSR-FER does not output high-resolution images, we compare directly on the total accuracy of facial expression recognition, and the results show in Figure 4 ISR methods has slightly better performance when resolution is relatively high. As the resolution decreases further, more image information is lost, and the performance of ISR methods has a significant decrease. Our proposed FSR-FER has better performance on down-sample factors larger than x4, which means feature-level super-resolution can better narrow the gap between features of high-resolution images and generated features. Details are shown in Table 1.

The approach of [28] utilizes feature-wise L2 loss as a stronger constraint to enable the generator to focus more on samples with larger loss. According to the idea of Focal loss\[24\], the samples, which are easily misclassified, contributing
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Fig. 4. Facial expression recognition accuracy comparisons at different down-sample scales.

Table 1. Results of total accuracy on RAF-DB. Best results are highlighted

| Method                  | Scale | x2  | x3  | x4  | x5  | x6  | x7  | x8  |
|-------------------------|-------|-----|-----|-----|-----|-----|-----|-----|
| Bicubic                 |       | 84.518 | 78.357 | 72.686 | 67.177 | 60.495 | 52.771 | 40.264 |
| RCAN                    |       | 85.756 | 83.051 | 80.932 | -   | -   | -   | -   |
| Meta-SR                 |       | 86.832 | 83.703 | 81.305 | 61.408 | 48.506 | 43.544 | 57.562 |
| Meta-SR (re-trained)    |       | 86.408 | **83.963** | **82.464** | 65.971 | 55.052 | 49.153 | 64.003 |
| our FSR-FER             |       | 83.214 | 81.226 | 78.031 | **75.196** | **71.675** | **68.872** | **64.244** |
more in the training process. So, we re-weight loss functions using the classification probability obtained by supervisor CovPoolFER model. The results in Table 2 shows that FSR-FER with classification-aware loss re-weighting has a slightly better performance. It is worth noting that it takes more than 400k iterations to achieve convergence without the introduction of loss re-weighting. But it takes about 150k iterations to achieve the same performance with proposed classification-aware loss re-weighting, which is about 3 times faster.

| Method                  | Total acc | Scale x2 | Scale x3 | Scale x4 | Scale x5 | Scale x6 | Scale x7 | Scale x8 | avg     |
|-------------------------|-----------|----------|----------|----------|----------|----------|----------|----------|---------|
| w/o re-weighting        | 83.246    | 81.169   | 78.196   | 74.739   | 71.675   | 68.774   | 64.211   | 74.573   |         |
| w/ re-weighting         | 83.214    | 81.224   | 78.031   | 75.196   | 71.675   | 68.872   | 64.244   | 74.637   |         |

5 Discussion

In this section, we discuss some details about performance difference between ISR methods and our FSR-FER. When the image resolution does not decrease much, ISR methods have better performance than FSR. A possible reason is that different from most ISR methods train each model for a single down-sample factor, FSR-FER is a one-for-all model, it is likely to focus on samples with more feature information loss. The resulting images of Meta-SR[13] shown in Figure 5, it has excellent effects on down-sample factors of x2, x3 and x4, but not so good on x5, x6 and x7. We did not modify RCAN model to produce super-resolved images on x5, x6 and x7, but similar results were reported in [28] on VDSR[18] model and SRCNN model.

![Fig. 5. Images in line 1 are the obtained by bicubic interpolation and line 2 are results of Meta-SR.](image)
6 Conclusion

In this work, we proposed a novel feature super-resolution approach for facial expression recognition on images of various low resolutions. The main reason for the lower accuracy of low-resolution expression recognition is the loss of image feature information. Experiment results show our feature level super-resolution approach has a significant improvement on the accuracy of facial expression recognition on low-resolution images. Comparison with image super-resolution method suggests that our approach has better performance when image resolution is reduced at a relatively large ratio.
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