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ABSTRACT

Evolution of binary objects under the influence of tides drastically affects the expected observational properties of the system. With the discovery of a large number of close-in hot Jupiter systems and eclipsing binaries from missions such as Kepler and TESS, it has become imperative to understand the extent of tidal influence on their formation and observed properties. In the case of binary systems, an efficient tidal dissipation can lead to either spin up or spin down of the stars and/or spin-orbit synchronization, depending upon the exchange of angular momentum between the star and the orbit. We combine the eclipsing binary systems from the Kepler mission with stellar and orbital parameters available in the literature to create a catalog of 41 eclipsing binaries suitable for analysis of tidal dissipation. Empirically, the efficiency of tidal dissipation is parameterized using a modified Tidal Quality Factor ($Q'_*\text{}\text{\textsuperscript{\textprime}}$). We find constraints on $Q'_*$ using the observed rotation period of the primary star in the eclipsing binary systems. We calculate detailed evolutions of binary systems under the combined influence of tides, stellar evolution, and loss of stellar angular momentum to magnetic winds, and perform Markov Chain Monte Carlo simulations to account for the uncertainties in the observed data. Our analysis shows that $\log_{10} Q'_* = 7.818 \pm 0.035$ can reproduce the observed primary star spin in almost all systems in our sample.
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1 INTRODUCTION

Tidal interactions in binary systems play a pivotal role in determining the observed orbital and stellar properties. The discoveries of hot-Jupiters with tight orbits have rekindled the interest in understanding the dissipation of energy in stars through tidal interactions (Dawson & Johnson (2018)). While some studies suggest that the physical mechanism responsible for the tidal dissipation is the turbulent cascade of energy from large to small scales (Zahn (1989); Zahn & Bouchet (1989); Goldreich & Keeley (1977); Penev et al. (2009)), other suggest the damping of internal waves inside the star (Goodman & Dickson (1998); Essick & Weinberg (2016); Ogilvie (2013); Rieutord & Valdettaro (2010)). With several flavors of each type of mechanism suggested, the exact dissipation mechanisms are still under debate, leading to inconsistencies among various models (Ogilvie & Lesur (2012); Vidal & Barker (2020); Preece et al. (2019)). The efficiency of the tidal dissipation has also been studied empirically, often parameterized as a dimensionless parameter: tidal quality factor $Q_* = Q_*/k_2$ (Goldreich & Soter (1966)), where $1/Q_*$ is the energy lost over one tidal period normalized by the energy stored in the tidal deformation; $k_2$ is the ratio between the linear perturbation of the self-gravitation potential induced by the presence of the companion and the perturbing tidal potential evaluated at the stellar surface. Since many of the binary parameters (orbital period, eccentricity, obliquity, stellar/planetary rotation period) depend upon the efficiency of tidal dissipation, the parameters of the $Q_*$ model can be inferred using observations alone.

Observational studies using different methods for constraining $Q_*$ have shown significant inconsistencies among themselves. Meibom et al. (2006) used the tidal circularization method on solar-type binaries in open clusters to find the tidal circularization period. Their work gives an approximate constraint of $Q_* \sim 10^{5.0}$. Jackson et al. (2007) assumed that close-in exoplanets started with similar eccentricity distribution as longer period ones. The authors integrated the tidal evolution equations backward in time to obtain initial eccentricity and orbital period. The best fit for their model gives a $Q_* \sim 10^{5.5}$. On the other hand, Hansen (2010) adopted a simplified tidal evolution model and an alternative dissipation parameterization to obtain constraints between $10^{7.5} - 10^{8.5}$. Bonomo et al. (2017) analyzed 231 transiting giant planets and used a model similar to the one described in Goldreich & Soter (1966) to obtain lower limits on $Q_*$ between $10^{4} - 10^{8}$. Penev et al. (2018) used rotation periods of stars hosting hot Jupiters to obtain $Q_*$ changing gradually with tidal period in the range $10^{5} - 10^{7}$. Although most of these studies have been conducted mainly on star-planet systems, robust constraints
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on $Q_*$ can also be obtained by studying the tidal effects in star-star systems.

There are multiple physical mechanisms proposed for tidal dissipation throughout the literature, each predicting different $Q_*$. Zahn (1966); Zahn (1989); Goldreich & Keeley (1977) first gave the theory of equilibrium tide under which the gradient of gravitational potential over the stars in binary system gives rise to physical deformation, perturbing the hydrostatic equilibrium in the star. This creates a large-scale fluid displacement and the dissipation is through the friction applied by turbulence in the star (Zahn 1989; Zahn 2008; Duguid et al. 2020). On the other hand, under the dynamical tidal theory, the tidal forces can also give rise to inertial and gravity waves with Coriolis force and buoyancy as the restoring forces inside the stars. For low mass stars with convective envelope and radiative core, the inertial waves can reflect by the radiative core and stellar surface resulting in enhanced dissipation (Ogilvie 2013).

The internal gravity waves generated in the radiative zone of the stars contribute to the tidal dissipation depending upon the internal structure of the star. In low mass stars with radiative core and convective envelopes, the internal gravity waves launched at the boundary of radiative and convective zones, propagate inwards through the radiative core. The resonance between the stellar oscillation modes and the tidal frequencies can enhance the tidal dissipation. Fuller (2017) explores the theory of resonance locking, based on linear analysis of the dynamical tides. Resonance locking predicts $Q_* \propto P_{\text{tide}}^{-13/3}$ (Ma & Fuller 2021). On the other hand, the damping of non-linear g mode waves can also lead to the dissipation in the radiative zone of the star. Waves get excited at the boundary of convective and radiative zones and propagate inwards towards the center, where their amplitude is amplified. If the waves are highly non-linear, instead of resonance locking, wave breaking occurs near the center of the star. This results in formation of travelling g mode waves, instead of standing g modes and resonance locking cannot occur (Barker & Ogilvie 2011) and the tidal quality factor has a dependence $Q_* \propto P_{\text{tide}}^{2.6}$ Essick & Weinberg (2016) has also examined non-linear damping of g modes excited by hot Jupiters. According to the authors, in case of weak non-linearity, these g waves would not break but further lead to excitation of daughter and grand-daughter modes that dissipate energy. The authors provide best fit to their model with $Q \propto P_{\text{tide}}^{2.4}$. For current analysis, we assumed a constant value for the $Q_*$, we will explore the dependencies with detailed frequency dependent formulation of $Q_*$ in future.

This paper derives tight constraints on $Q_*$ using the observed rotation periods of the primary stars in eclipsing binaries. A simplified explanation of the method is as follows. Under the equilibrium tide theory, the gradient of gravitational potential over the extended objects in a binary system gives rise to deformation in these objects. The deformed body either lags behind or ahead of the gravitational potential of the secondary due to tidal dissipation, giving rise to angular momentum exchange between the stars and the orbit. Depending upon the exchange of angular momentum, the stars can either spin up or spin down. For instance, if the primary star (more massive star in the binary) is rotating slower than the orbit, the tides spin up the star while the orbital period goes down and vice-versa. This continues until a state of synchronization is achieved where the rotation period of the star is equal to the orbital period. Further evolution is very slow and only happens because of the loss of angular momentum due to magnetic winds, assuming the binary system is isolated. Hence, we can say that the observed rotation periods result from a long history of tidal interaction in binary systems and can be used as a tool to derive constraints on tidal dissipation or $Q_*$. 

In order to simulate the combined spin-orbit evolution under different assumptions about tides, we use the module Planetary Orbital Evolution due to Tides (POET hereafter) (Penev et al. 2014) for details. POET uses dynamically adjusted eccentricity expansion for the rate of tidal spin-orbit coupling, allowing precise calculations of the evolution even if the eccentricity is high. Furthermore, POET uses a stellar evolutionary model that accounts for evolving stellar structure, spin down of stars driven by magnetic coupling to mass lost via stellar winds, and exchange of angular momentum between the radiative core and the convective envelope. In order to fully account for the uncertainties in the observational data for stellar and orbital properties of binary systems, we use detailed Markov Chain Monte Carlo simulations (MCMC) to obtain final constraints on $Q_*$. The paper is organized as follows: in Section 2 we describe how the input dataset used for our analysis was constructed. Section 3 describes the model POET uses for binary evolution with tides. Section 4 gives the details of our methodology for calculating the likelihood in MCMC. Section 5 reports the constraints obtained. In Section 6 we discuss the implication of our results and the assumptions made in our calculations. We conclude in Section 7

2 DATA COLLECTION

2.1 Orbital Parameters and Stellar Parameters

We start with the 2165 eclipsing binaries recorded in the second data release of the Kepler Mission (Slawson et al. 2011). We restrict our sample to binaries with an orbital period of $P_{\text{orb}} < 45$ days as tidal dissipation effects become negligible at large orbital periods. Kjurkchieva et al. (2017) searched for detached eclipsing binaries with eccentric orbits from Kepler EB catalog (Slawson et al. 2011) and used the code PHOEBE (Präsa & Zwitter 2005) to generate synthetic light-curves to find best fit estimates for eccentricity and periastroan angle. The authors also use the empirical relationship for stellar parameters calculated in Ivanov et al. (2010) to obtain: effective temperature ratio: $T_2/T_1 = (d_2/d_1)^{1/4}$ and mass ratio: $q = (T_2/T_1)^{1.7} = (d_2/d_1)^{0.425}$. We adopted their calculated values for eclipse depths. Since depth measurements using the light-curves from Kepler missions are extremely precise, we ignore the uncertainty in the mass ratio in our analysis. For eccentricities, we used the precision levels reported in their paper as uncertainties, for $e > 0.1$: $\sigma = 0.001$; $e < 0.1$: $\sigma = 0.01$; and $e < 0.01$ $\sigma = 0.1$. Note that Kjurkchieva et al. (2017) specifically selected eccentric binaries for their analysis. Hence, our dataset is also limited to binaries having eccentric orbits even at low orbital periods. During the time of this analysis, POET could only handle binary evolution for systems with eccentricities $e < 0.45$, hence we discarded systems with higher eccentricities from the catalog.

Although we would require stellar masses and ages of the
binary system to carry out binary evolution, it was difficult to obtain consistently determined mass and age distribution for the eclipsing binaries we selected. Instead, we searched through literature to get distributions for the stellar properties: effective temperature, surface gravity and metallicity of the selected systems and infer mass and age directly from them. Mathur et al. (2017) published stellar properties of 197,096 Kepler targets observed between Quarters 1-17. We cross-matched this catalog with our filtered data set to obtain complete stellar and orbital parameters for our systems of interest. POET handles stellar structure evolution by interpolating among a grid of models generated using Modules for Experiments in Stellar Astrophysics (MESA Paxton et al. (2011)). Currently this grid is limited to masses: 0.4M< M<1.2M and metallicities: -1.014< Z <0.537. We also take into account these limits and further reduce our dataset.

2.2 Spin Period

Our likelihood calculation requires rotation period measurements for the primary star. Lurie et al. (2017) performed an extensive study of the light-curves for Kepler eclipsing binaries to obtain rotation periods. The authors identified 816 Kepler eclipsing binary systems with starspot modulations and performed Lomb-Scargle Periodogram (Lomb 1976; Scargle 1982) analysis to identify multiple peaks of periodic variability in out-of-eclipse light-curves. The multiple peaks in the periodograms come from solar-like differential rotation of the stars. They also used Auto-Correlation function, following the procedure of McQuillan et al. (2013), for validating that the peaks obtained from the periodograms corresponds to periodic variation due to starspots. Following the Lomb-Scargle Periodogram method, they identified two significant peaks (peaks with height >30% of the highest peak) in their periodograms and classify them into two groups. In each group they then select a subpeak with the largest frequency separation in the neighborhood of the dominant peak. As the authors themselves mentioned, the rotation period corresponding to the highest peak obtained in the first group (P1min in Table 2 of Lurie et al. (2017)) will be the closest to the equatorial rotation period, we adopt this value as the nominal value of rotation period of the primary star in our analysis. To obtain the uncertainty on the rotation period, we select the rotation period corresponding to the subpeak in the same group (P1max in Table 2 of Lurie et al. (2017)) and calculate the difference between P1max and P1min. After selecting the binaries for which we have the orbital and stellar parameters (Section 2.1), we were left with 41 systems. Table 1 shows the full combined catalog used for our analysis.

3 BINARY EVOLUTION USING POET

Planetary Orbital Evolution due to Tides (POET) is a module developed by Penev et al. (2014) to simulate the evolution of binary systems (star-planet and star-star) incorporating both angular momentum changes in stars due to tides and stellar structure changes. As presented in Penev et al. (2014), POET only supported circular star-planet systems. With recent developments, it can now also simulate tidal evolution of eccentric exoplanet systems and binary star systems with a very general prescription for the tidal quality factor (Q1) in the form of a frequency-dependent lag (See Section 6.3.1). There exists numerous tidal models proposed throughout the literature for evaluating the evolution of binary systems under the influence of tides.

Bolmont & Mathis (2016) presented an evolutionary model, accounting for both stellar and orbital changes through time, to study orbital dynamic of close-in planets. The authors simplified the evolution by assuming aligned circular orbits for exoplanet and averaging over the frequency (Ogilvie 2013). To take into account the effects of dynamical tide (enhanced dissipation due to inertial waves for their case), they use a constant time lag model to calculate the dissipation factor. Benbakoura et al. (2019) evaluates an effective tidal quality factor as a sum of quality factors corresponding to equilibrium tides and dynamical tides (1/Q = 1/Qeq + 1/Qdyn). The authors in their case again assumes aligned circular orbit and follows the frequency averaged formalism of Ogilvie (2013) to calculate Qdyn. Both of the models are effective in calculating the orbital evolution of close-in planets but are restricted to circular aligned orbits.

Ahuir et al. (2021a) provides model which takes both tidal and magnetic interactions into account to study evolution of star-planet systems. The authors use numerical model called ESPEM (French acronym for Evolution of Planetary Systems and Magnetism; see Benbakoura et al. (2019)), which assumes a coplanar and circular orbits for the binary system. Similar to POET, this model assumes the star to be divided into two zones: a convective envelope and a radiative core and the authors considers the tidal dissipation only in the stellar envelope. For equilibrium tide, EPSEM rely on constant value for tidal dissipation parameter throughout the evolution (similar to this work) and for dynamical tide the authors perform frequency average of the dissipation following the prescription of Ogilvie (2013), Mathis (2015), and Barker (2020). This gives the total quality factor as 1/Q = 1/Qeq + 1/Qdyn. Attia et al. (2021) developed a detailed module, JADE, which calculates evolution of exoplanets which takes into account the photo-evaporation due to the star, the effects of tides on orbital dynamics, presence of a distant pertubator and post-Newtonian relativistic corrections. JADE is relatively detailed model for orbital evolution of exoplanets than POET. In our case, the main focus is the primary star in a binary star system, for which POET is sufficiently adequate.

POET uses a generalised framework for tidal dissipation and thus the tidal quality factor(Q1) to improve upon the already existing models for tidal dissipation including high eccentricities and obliquities. In order to handle eccentric and/or inclined orbits using secular orbital evolution, POET expands the tidal potential each object in the binary experiences in a Fourier series. Each zone of each object then calculates the tidal torque and power of each term in the Fourier series separately, using an effective Q′ specific to that zone and term. This allows POET to correctly handle arbitrary frequency/amplitude/spin dependent dissipation, for each zone, making it possible to correctly follow the orbital evolution even for dynamical tide models, including effects like resonance locking or g-mode wave breaking even for significantly eccentric or inclined orbits.
Table 1. $T_{\text{eff}}$: Effective temperature of primary star. [Fe/H]: Metallicity of the primary star. $P_{\text{orb}}$: Orbital Period. $e$: eccentricity. log $g$: Surface gravity of primary star. q: Mass ratio. $P_{\text{star}}$: Rotation period of primary star.

| KIC | $T_{\text{eff}}$ (K) | $\sigma_{T_{\text{eff}}}$ | [Fe/H] | $\sigma_{[\text{Fe/H}]}$ | $P_{\text{orb}}$ (days) | $\sigma_{P_{\text{orb}}}$ | $\sigma_e$ | $\sigma_{\log g}$ | $\sigma_{\log g}$ | q | $P_{\text{star}}$ (days) | $\sigma_{P_{\text{star}}}$ |
|-----|---------------------|-----------------|-----|-----------------|------------------------|------------------------|--------|---------------|-----------------|----|------------------------|-----------------|
| 1026032 | 5951.0 | 0.10 | 0.30 | 8.460 | 0.0000230 | 0.042 | 0.010 | 4.638 | 0.032 | 0.6630 | 10.778 | 0.384 |
| 3098194 | 5527.0 | -0.02 | 0.25 | 30.477 | 0.0001451 | 0.306 | 0.001 | 4.315 | 0.205 | 1.0149 | 26.521 | 6.749 |
| 3323289 | 5427.0 | -0.10 | 0.35 | 33.693 | 0.0001642 | 0.255 | 0.001 | 4.448 | 0.117 | 0.8326 | 29.317 | 8.070 |
| 3348093 | 4788.0 | 0.16 | 0.25 | 7.964 | 0.0000629 | 0.124 | 0.001 | 4.578 | 0.060 | 0.8000 | 8.185 | 0.272 |
| 4149684 | 6988.0 | 0.13 | 0.35 | 8.299 | 0.0000914 | 0.051 | 0.010 | 4.384 | 0.009 | 0.7582 | 20.896 | 0.916 |

... (Continued)
the following formalism to take these effects into account: (1987); Kawaler (1988); Barnes & Sofia (1996), POET adopts Schatzman (1962); Soderblom (2010); Gallet, F. & Bouvier, timescale as 5Myr.

We use the analysis of Gallet & Bouvier (2015) to fix this estimation on the core-envelope coupling timescale (see Table 2).

The grid of tracks is then interpolated to provide values of the stellar quantities of interest (stellar radii, moment of inertia, effective temperature, surface gravity or stellar density) and the moment of inertia of each zone separately over time. The tracks provide the evolution of radius, mass and the radiative core, with the spin of each zone tracked separately. The tracks can be used to compute the evolution of the core-envelope coupling timescale (see Table 2).

In addition to the tidal torque, the convective envelope of the star also experiences torque due to magnetic winds. (cf. Schatzman (1962); Soderblom (2010); Gallet, F. & Bouvier, J. (2013)). Combining the efforts of Stauffer & Hartmann (1987); Kawaler (1988); Barnes & Sofia (1996), POET adopts the following formalism to take these effects into account:

\[
\dot{L}_{\text{wind}} = -K\omega_{\text{surf}} \min(\omega_{\text{surf}}, \omega_{\text{sat}}) ^2 \left( \frac{R_s}{R} \right)^{1/2} \left( \frac{M_s}{M} \right)^{-1/2}
\]

(1)

Here K is the parameterized wind strength, \( \omega_{\text{surf}} \) is the frequency of stellar surface and \( \omega_{\text{sat}} \) is the frequency above which the magnetic braking saturates. We fix these values to be constant in our analysis and adopt the wind parameters derived in Irwin et al. (2007). There also exist more generalised models for angular momentum changes in star due to stellar winds. Matt et al. (2015) explores a parametric model which include the dependence of magnetic field strength on stellar surface and global mass outflow rate of the torque experienced by the star due to stellar winds.

Table 2 reports the values of all the magnetic braking parameters we assumed to be constant during the evolution. The disk dissipation age is the age at which the initial disk around the primary star dissipation (Irwin et al. 2007; Gallet & Bouvier 2015). The spin frequency of the stellar envelope is held constant until this initial disk dissipates, after which the star evolves according to magnetic torque governed by equation 1, combined with the tidal and core-envelope coupling torques.

3.1 Stellar Evolution

POET uses stellar evolution tracks generated using MESA ( Paxton et al. 2011) calculated at a grid of masses and metallicities. A distinction is made between the surface convective zone and the radiative core, with the spin of each zone tracked separately. The tracks provide the evolution of radius, mass and the moment of inertia of each zone separately over time. The grid of tracks is then interpolated to provide values of the stellar quantities of interest (stellar radii, moment of inertia, effective temperature, surface gravity or stellar density) at arbitrary mass, age and metallicity. POET also tracks the exchange of angular momentum between the core and the envelope, assuming the two zones’ spins approach solid body rotation.

In addition to the tidal torque, the convective envelope of the star also experiences torque due to magnetic winds. Matt et al. (2015) explores a parametric model which includes the dependence of magnetic field strength on stellar surface and global mass outflow rate of the torque experienced by the star due to stellar winds.

3.2 Orbital Evolution

POET expands upon the prescription described by Lai (2012) to calculate the tidal potential for eccentric orbits. POET extends this formalism using a Taylor expansion in eccentricity, dynamically adjusting the order of the expansion as eccentricity changes during the evolution. This introduces additional Fourier terms in the tidal potential beyond the 7 identified in Lai (2012) for circular orbits. Each tidal term is allowed to have its own prescription for the phase lag between the tidal potential and the distortion in the object it produces. This allows the phase lags to smoothly depend on tidal frequency (\( \omega_m,s = s\Omega - m\Omega_s \)) and spin frequency (\( \Omega_s \)). Here, \( \Omega \) is the orbital frequency.

Following the prescription described in Lai (2012), consider a binary system of stars with masses \( M \) and \( M' \). Let the spin angular momentum \( \mathbf{S} = \mathbf{S} \) and orbital angular momentum \( \mathbf{L} = \mathbf{L} - \mathbf{L}' \). The tidal potential at a point \( \mathbf{r} \) is given by:

\[
U(\mathbf{r}, t) = \frac{GM'}{r'} \left( \frac{r \cdot \mathbf{r}'}{r'^2} - \frac{|\mathbf{r}'|^2}{r - \mathbf{r}'} \right)
\]

(2)

where \( \mathbf{r}'(t) \) is the vector from centers of \( M \) to \( M' \).

Using a coordinate system where z-axis is along \( \hat{S} \) and the y-axis is along \( \hat{S} \times \hat{L} \), the tidal potential to the lowest order of ratio of size of the object and semi-major axis in spherical coordinates with \( r = (\zeta, \theta, \phi) \), where \( \zeta \) is the radial component, \( \theta \) is the polar angle and \( \phi \) is azimuthal angle, is given as:

\[
U(\mathbf{r}, t) = -\sum_{m,m'} U_{m,m'} \frac{\zeta^2 Y_{2,m}(\theta, \phi)}{r^3(t)} \exp[-im\Delta \phi(t)]
\]

(3)

where \( \Delta \phi(t) \) is the angle between the line joining from center of \( M \) to center of \( M' \) and x-axis in the coordinate system where \( \tilde{z} = \hat{L} \) and \( \tilde{y} = \hat{S} \times \hat{L} \). Note that \( \Delta \phi(t) = \Omega t \) for circular orbits with angular velocity \( \Omega \).

To take into account elliptical orbits, each term in the potential is further expanded as a Fourier series and are given as:

\[
\frac{a^3}{r^3(t)} \exp[-im' \Delta \phi(t)] = \sum_s p_{m',s} \exp(-is\Omega t)
\]

(4)

The tidal potential is now a series of spherical harmonic waves, each with its own frequency term. The \( p_{m',s} \) allows POET to calculate higher order eccentricity and obliquity terms. For circular orbits \( p_{m',s} = \delta_{m',s} \).

Each \((m,s)\)-component of tidal potential has its own tidal frequency \( \omega_m,s \) which drives the fluid displacement in the star. These perturbations can be defined using Lagrangian displacement \( \xi_m,s(r, t) \) and Eulerian density perturbation \( \delta \rho_{m,s}(r, t) \):

\[
\xi_m,s(r, t) = U_{m,s} \frac{\partial}{\partial t} \exp(-is\Omega t + i\Delta m,s)
\]

(5)

\[
\delta \rho(r, t) = U_{m,s} \delta \rho_{m,s} \exp(-is\Omega t + i\Delta m,s)
\]

(6)

with \( \delta \rho_{m,s} = -\nabla \cdot (\rho \xi_{m,s}) \), \( \omega_{m,s} = s\Omega - m\Omega_s \) and \( \omega_0 = \sqrt{GM/R^3} \) is the dynamical frequency of \( M \).

The torque on the star and energy dissipation rate can then

| Disk Dissipation Age | \( t_{\text{disk}} \) | 5Myr |
|----------------------|----------------|------|
| Wind Saturation Frequency | \( \omega_{\text{sat}} \) | 2.54 rad/day |
| Wind Strength | \( K \frac{\omega_{\text{surf}}^2}{M_s R_s^2} \) | \( 1.26 \times 10^9 \text{Gyr}^{-1} \) |
| Core-Envelope Coupling Timescale | \( t_{\text{coup}} \) | 5Myr |
be calculated as:
\[ T = \int d^3 x \rho(r, t) \nabla U^*(r, t) \]  
(7)
\[ E = \int d^3 x \rho(r, t) \frac{\partial^2 \phi(r, t)}{\partial t^2} \nabla U^*(r, t) \]  
(8)

Although Equations 5 and 6 are inspired by the equilibrium tide model, POET is capable of including the dynamical tide effects with a suitable prescription of \( \Delta_{m,s} \). POET converts \( Q_s \) to \( \Delta_{m,s} \) using \( \Delta_{m,s} = \frac{15}{16\pi} Q_s \). POET allows \( Q_s \) to be defined for each zone in the star separately and can have a general dependence on tidal frequency (\( \omega_{m,s} \)) or spin frequency (\( \Omega_s \)) (See Section 6.3.1) allowing for various the dynamical tide models discussed in Section 1.

The orbital evolution equations are:
\[ \dot{a} = a \frac{-\dot{E}}{E} \]  
(9)
\[ \dot{E} = \frac{2(\dot{E}L + 2\dot{EL}L(M + M'))}{G(MM')^3} \]  
(10)
\[ \dot{\theta} = \frac{(T_x + T_y) \sin \theta}{L} - \frac{(T_x + T_y) \cos \theta}{S} - \frac{T_x + T_y}{S} \]  
(11)
\[ \dot{\omega} = \frac{(T_x + T_y) \cos \theta}{L \sin \theta} + \frac{T_y}{S \sin \theta} \]  
(12)

For the analysis presented here, we assume all terms have the same modified phase lag (phase lag divided by the love number, \( k_2 \)). We parameterize this phase lag in terms of the modified tidal quality factor \( (Q_s = Q_s/k_2) \).

Fig. 1a and Fig. 1b shows the evolution of the spin frequency of one of the star in a binary system of two solar mass stars with \( \log_{10} Q_s = 6.0 \) and \( \log_{10} Q_s = 10.0 \) respectively. Since the secondary is identical to the primary, its evolution is also the same as shown. During the initial stages, the stellar spin is dominated by the changes in stellar structure. The initial rise in spin frequency is due to the shrinking of stellar radius and hence decreasing moment of inertia as the star approaches the main sequence. On the main sequence the shrinking comes to a halt and the spin of the convective zone of the star evolve on longer timescales of the two torques, due to tides and stellar winds. This leads to the spinning down of the star, bringing spin frequency closer to the orbital frequency. As the core-envelope coupling timescale is assumed to be several Myrs, the core of the star also experiences the same spin down. If tidal dissipation is highly efficient (\( \log_{10} \Omega_s = 6 \) in Fig. 1a), the star will be locked into a spin-orbit synchronous spin. On the other hand, if tidal dissipation is low (\( \log_{10} \Omega_s = 10 \) in Fig. 1b), the star evolves as isolated main sequence stars. Note that, in the case of high tidal dissipation, both stars and the orbit exchange angular momentum. Hence, if the stars spin down, the orbital frequency decreases as a result. However, in the case of a binary star system, due to the high mass of the secondary companion (in this case, a solar mass star), the change in orbital frequency is small as compared to the changes in spin frequency.

4 METHODOLOGY
We use Markov Chain Monte Carlo (MCMC) simulations for systems listed in Table 1 to take into account the impact of observational uncertainties on the inferred value of \( Q_s \). The likelihood is calculated using the observed rotation period of the primary star and the corresponding 1-\( \sigma \) error listed in columns 13 and 14 of Table 1. Although we allow dissipation in both stars, the value of \( Q_s \) is assumed to be constant in time and the same for both the stars. Before running the MCMC, we find a maximum likelihood estimate for \( \log_{10} Q_s \) by using the nominal values of each parameter and solving for \( \log_{10} Q_s \) value which reproduces the nominal value of the spin period. The main steps for calculating the likelihood are summarized as follows:

(i) Using effective temperature and surface gravity, infer samples for mass, age and metallicity.
(ii) Draw random samples for the sampling parameters described in Section 4.1.

(iii) Draw a random value of $\log_{10} Q'$, from a uniform distribution.

(iv) Find the initial orbital period and initial eccentricity, which when evolved to the sampled age of the system matches the orbital period and eccentricity sampled in step (ii). The initial conditions thus found also gives the evolution that predicts a particular value for the present day spin of the star.

(v) Get the likelihood assigned to the sampled parameters from a Gaussian distribution based on the observed orbital period and its uncertainties, evaluated at the predicted stellar spin in step (iv)

4.1 Sampling Parameters

We sample from a set of 7 parameters.

- **Orbital Period ($P_{orb}$) and Eccentricity ($e$):** These are the present day orbital period and eccentricity reported in Table 1. We assume Gaussian priors for both the parameters based on the observational error bars.

- **Initial Disk Frequency ($W_{disk}$):** POET calculates the evolution of the stars in binary system, under the influence of tides, after the disk dissipation age, fixed at 5Myrs (as mentioned in Section 2.2). Before this age, both the stars evolve as isolated stars with an initial disk around them. Before the disk dissipates and the binary forms, the spin angular frequency of the convective zone of the star is held equal to the disk frequency, while the spin of the core is allowed to evolve under moment of inertia changes and core-envelope coupling. The final rotation period will not be influenced by this initial period if the age of the binary system is large enough (Gallet & Bouvier 2015). We assume uniform prior for the disk frequency:

$$ \Pi(W_{disk}) = U(1.4 \text{ rad/day}, 4.4 \text{ rad/day}) $$

where $W_{disk}$ is the disk frequency, and the limits are selected from Gallet & Bouvier (2015).

- **Mass, Age, and Metallicity:** We assume that both the stars in the binary system were formed at the same time from the same molecular cloud. Hence, we use the distribution of metallicity of the primary star reported in Table 1 and assume both stars have exactly the same metallicity. Furthermore, the values of the mass of the primary star and the age of the system were inferred from other parameters as explained in Section 4.2.

- **$\log_{10} Q'$:** We select uniform priors on $\log_{10} Q'$,

$$ \Pi(\log_{10} Q') = U(5.0, 12.0) $$

4.2 Sampling Mass, Age and Metallicity

The mass of the primary star and age of the binary system are inferred from primary star’s effective temperature ($T_{eff}$) and surface gravity ($\log_{10} g$). We run separate MCMC simulations for each system to directly obtain marginalized samples for mass, age and metallicity. The priors on these parameters are:

$$ \Pi(M) = U(0.4M_\odot, 1.2M_\odot) $$

$$ \Pi(\log_{10} g, \log_{10} T_{eff}) = U(\log_{10} 4K, \log_{10} 10K) $$

$$ \Pi(\log_{10} g, \log_{10} T_{eff}) = U(-4, -1) $$

5 RESULTS

5.1 Constraints Obtained for Tidal Quality Factor

The probability density function for $\log_{10} Q'$ is calculated using a Gaussian kernel density estimator:

$$ P_S(q) = \frac{1}{nh} \sum_{i=1}^{n} K(\frac{q - q_i}{h}) $$

where $q_i$ are the posterior samples, $n$ is total number of samples for each system, $h$ is kernel bandwidth given as:

$$ h = \frac{0.9n^{0.2}}{\max|q_i - q_j|} $$

where $i,j$ are the samples for each system.
Figure 2. Geweke convergence test for convergence of MCMC chains for all binary systems. Each plot shows z-value calculated by breaking the last 50% of $\log_{10} Q_*$ chain into 20 parts. The 2-σ values from zero are taken as our criteria for convergence.
Figure 3. $\log_{10} Q'_\star$ constraints obtained for the binary systems listed in Table 1. Each curve shows normalized probability distribution of $\log_{10} Q'_\star$ where $\log_{10} Q'_\star \in [5,12]$. The blue curves are the individual probability density functions constructed using a Gaussian kernel density estimator on the $\log_{10} Q'_\star$ samples obtained from MCMC. The orange curve is a joint distribution obtained by multiplying all of the individual curves together. The joint distribution can provide common $\log_{10} Q'_\star$ constraints, valid for all the binary systems in our analysis. This can be confirmed by quantifying the overlap between these two curves for each system using the expectation of p-values calculated over the whole $\log_{10} Q'_\star$ range.
\[ h = 3.5n^{-1/3} \] and \( K(x) = (1/\sqrt{2\pi}) \exp(-x^2/2). \) Most of the systems in our analysis produced a one-sided limit for \( \log_{10} Q. \) In order to find an overlapping range of \( \log_{10} Q. \) values for all the systems we calculate a combined joint distribution for \( \log_{10} Q. \) by multiplying the individual probability density functions of each systems:

\[
J(q) = \Pi_{i=1}^{11} P_i(q)
\]

The functions defined by equations 14 and 15 are shown in Fig. 3. We find \( \log_{10} Q_c = 7.818 \pm 0.035 \) from this joint distribution.

6 DISCUSSION

6.1 Common constraints obtained from joint distribution

If our tidal dissipation and orbital evolution models are valid, the combined \( \log_{10} Q. \) value reported in Section 5.1 should fall within the \( \log_{10} Q. \) posteriors of all the binary systems. In order to confirm this, we can quantify the overlap between the individual probability distribution functions and the combined distribution of \( \log_{10} Q. \) using the following procedure:

(i) First, calculate the p-value for each system from the distribution \( P_s \) (Equation 14) at a certain \( q = \log_{10} Q. \). This gives the probability of finding \( q \) at the tail end of the distribution given in Equation 14:

\[
p_s(q) = 2\min(CDF_s(q), 1 - CDF_s(q))
\]

(ii) Next, calculate the expectation of the p-value calculated in Equation 16, assuming \( q \) is drawn from combined distribution (J). This is related to the probability of the individual distribution \( P_s \) and \( J \) probing the same region of \( \log_{10} Q. \)-parameter space:

\[
E[p(q)]_s = \int_{-818}^{818} p_s(q)J(q)
\]

Although equation 17 has integration limits from \( \log_{10} Q \) = 5.0 to \( \log_{10} Q \) = 12.0, the 1-\( \sigma \) error for \( J(q) \) is so small (= 0.035) that we can think of \( J(q) \) as a delta function at \( \log_{10} Q \) = 7.818. Under this assumption Equation 17 then calculates the standard p-value for each individual distribution. With this context we can interpret values reported in Fig. 4 as the probability of a value \( \log_{10} Q \) = 7.818 belonging to the probability distribution (14) of each system we selected. In other words, the p-values tells us whether \( \log_{10} Q \) = 7.818 is a good enough value for \( \log_{10} Q \) such that it can reproduce the distribution of rotation period for each system.

Out of the 41 systems, 30 systems have \( p \)-values well above 10%. There are three systems which have extremely low \( p \)-values (<1%): KIC 8938628 \( \approx 10^{-7} \), KIC 3348093 \( \approx 7 \times 10^{-4} \) and KIC 9509207 \( \approx 10^{-3} \). We flag these systems as outliers in our analysis. We inspect if these outliers are present because of the enhancement in tidal dissipation due to inertial waves (Ogilvie & Lin 2007). If the tidal frequency is less than twice the spin frequency of the star, i.e \( 2(\omega_{\mathrm{orb}} - \omega_s) < 2\omega_s \), the system falls within the inertial mode enhancement region. All of our systems fall within the regime except one of our outlier: KIC 8938628

Figure 4. Expected \( p \)-values for 41 binary systems used in the analysis. The \( \log_{10} E(p) \) values are calculated using Equation 17. The values quantifies the overlap between individual probability distribution (Equation 14) and the common joint distribution (Equation 15)

6.2 Upper and Lower limits on \( \log_{10} Q. \)

From the results in Fig. 3, we see that most systems either have an upper limit or a lower limit on \( \log_{10} Q. \). To explain this, we categorize the systems into synchronized and non-synchronized systems based on the observational data from Table 1. Systems for which the orbital frequency (\( \omega_{\mathrm{orb}} \)) is within the 1-\( \sigma \) error of the primary star’s spin frequency (\( \omega_{\mathrm{star}} \)) are labeled as synchronized systems. Out of 41 systems, 16 are synchronized and 25 are non-synchronized.

In the case of non-synchronized systems, small values of \( \log_{10} Q \) (large tidal dissipation) can be rejected because they would cause the spin of the primary star to synchronize to the orbit. This is shown for KIC 6579806 in Fig. 5. Since the dissipation does not need to be very efficient to reproduce the spin period, there is no upper limit imposed on \( \log_{10} Q. \).

For the systems which are synchronized, an upper limit on \( \log_{10} Q. \) is imposed because at higher values of \( \log_{10} Q \) dissipation would not be sufficient to synchronize the primary star with the orbit. There are also few non-synchronized systems in our analysis that shows both a lower limit and an upper limit on \( \log_{10} Q. \). As explained earlier, the lower limit is imposed because of the synchronization of the primary star with the orbit. On the other hand, a possible explanation for the upper limit is that even though the primary star is not synchronized with the orbit, its spin period is still very different from the spin expected of isolated stars with similar properties, ruling out the high \( \log_{10} Q. \) (low dissipation) regime.

6.3 Caveats

6.3.1 Frequency Dependent \( \log_{10} Q. \)

We have assumed a constant \( \log_{10} Q. \) for both stars in our analysis. For non-synchronized circular systems, it is reasonable to assume that the tidal frequency term, \( \omega_{\mathrm{tide}} = 2(\omega_{\mathrm{star}} - \omega_{\mathrm{orb}}) \), is the most dominant term for tidal dissipation in the star. On the other hand, for non-synchronized
6.3.2 Stalling Spin-Down of K Dwarfs

Although we account for the differential core-envelope coupling for the angular momentum evolution in our stellar model, we do not account for the stalled spin-down for K stars (Curtis et al. 2019). The authors expanded the rotation periods of single stars in the open cluster NGC 6811 from Meibom et al. (2006) to include lower mass stars (up to 0.6 solar masses). They adopt a gyrochronology model constructed by Douglas et al. (2019) for young open cluster Praesepe (670 Myr) and project their fit from 670 Myr to 1 Gyr for NGC 6811. As shown in fig. 5 of Curtis et al. (2019), by plotting the color-period distribution of the stars in NGC 6811 over the two models: Praesepe (670 Myr) and NGC 6811 (1 Gyr) it can be observed that while stars with $T_{\text{eff}} > 5400 K$ have all spun down relative to Praesepe, stars with cooler temperature have not spun down enough and still have rotation period lying on the 670 Myr Praesepe. However, this stalled spin-down disappears for stars with $T_{\text{eff}} < 4800 K$. This is interpreted as stalling of spin down in lower mass stars (K dwarfs), where the rotation period of the low mass stars stops spinning down and continues after a pause. In our stellar evolution model we do not account for this stalling, which may result in inaccurate calculation of the rotation period of primary star when MCMC samples an age where this stalling happens. Of the 41 systems we analyzed, only 5 systems, KIC4352168, KIC8543278, KIC8559863, KIC9468296 and KIC9896435, have nominal temperatures in range 4800K-5400K which could exhibit such behaviour.

6.3.3 Dependence of Tidal Quality Factor on stellar properties

The tidal dissipation is also sensitive to the stellar properties such as mass, age, radius, temperature and metallicity. Ahuir et al. (2021b) formulates the dissipation in stellar radiative zones through internal gravity waves. Their study expands through the PMS to the RGB phases of the F-,G- and K-type stars. Mathis (2015) evaluated the dependence of mass, age and rotation of the star using a simplified two-layer model (Ogilvie 2013) to compute frequency-averaged tidal dissipation in the convective envelope of low mass stars (from M to F type stars). The authors showed that, for a fixed angular velocity of the star, during the Pre-Main Sequence phase, the dissipation increases with age and reaches a maximum value. During the Main Sequence phase of the stars, the dissipation decreases and achieves a constant value for the rest of the evolution. Gallet, F. et al. (2017) used the frequency averaged formalism of Ogilvie (2013) to generalise the work of Mathis (2015) to include Red Giant Branch of stellar evolution. The authors uses grid of stellar evolution models of rotating stars with initial masses between 0.3 - 1.4 $M_{\odot}$ to evaluate evolution of star from Pre-Main Sequence(PMS) to Red Giant Branch(RGB) phase, to study the effects of tidal dissipation due to dynamical tides in the stellar convective envelopes combined with stellar evolution dude to stuctural changes. Similar to POET, the authors also take into account the star-disc interactions during early-PMS phase and the stellar rotation is held a constant value upto a certain timescale. Following Matt et al. (2015) prescription, they assume convective region to be in solid body rotation and the magnetic braking is extended from PMS to RGB phase.
mont et al. (2017) demonstrated the dependence of metallicity on tidal dissipation and Bolton & Mathis (2016) investigated the dependence of stellar rotation on tidal dissipation. Mathis (2015) showed during the pre-main sequence of the stellar evolution, low-mass stars have increased dissipation for a fixed angular velocity. Barker (2020) computed the dependence of the tidal quality factor on stellar mass, age, rotation, tidal frequency and amplitude, combining the effects of inertial modes, gravity modes and turbulent friction. The authors conclude that the depending on the stellar properties, $\log_{10} Q^*$, varies significantly depending on the stellar mass and age. For our analysis we assumed a constant value of $\log_{10} Q^*$ for all the stars throughout the evolution. For the binary systems in our sample, we are only sensitive to the dissipation in the primary star. It can be seen from Table 1, the spread between effective temperature and metallicity of the primary star is not huge. This means the variability in mass and age derived from these parameters (Section 4.2) for our analysis is not diverse enough to explore the dependence of $Q^*$ on stellar parameters. We reserve this analysis for future work once we have a larger sample of binary stars.

7 CONCLUSION

We analyzed 41 eccentric low-mass eclipsing binary systems to find constraints on tidal quality factor ($Q^*$). Our main objective was to use the observed rotation period of the primary star to derive tight constraints on $\log_{10} Q^*$. We used Markov chain Monte Carlo simulations to account for the uncertainties in the observed stellar and orbital parameters available in the literature. By using the module POET (Penev et al. (2014)), we relaxed numerous assumptions usually made while calculating the evolution of binary systems under the influence of tides.

Combining the individual constraints from all systems, we constructed a joint constraint, finding a common $Q^*$ values viable for almost all the binary systems reported in Table 1. We report $\log_{10} Q^* = 7.818 \pm 0.035$ should be a valid distribution for $Q^*$ that can reproduce the rotation period distribution of primary star for all systems. To quantify this, we calculate expected p-values for each system using the joint distribution. These values are reported in Fig. 4. We find the p-values are reasonable for all systems except KIC 8938628, KIC 3348093 and KIC 9509207. Some theoretical models suggest that the tidal dissipation may be much larger if the tidal frequency is in the range where interaction with inertial waves may occur (Ogilvie & Lin 2007). All systems in our sample, except KIC 8938628 fall in that range.

We assumed $Q^*$ to be constant in time in our binary evolution model. However, for more detailed analysis this limitation can be relaxed by assuming a frequency-dependent $Q^*$, in the form of a power-law or a broken power-law in tidal frequency. Our stellar evolutionary model did not account for the stalling of spin-down in low-mass stars (K-dwarfs) (Curtis et al. 2019). More accurate measurement of tidal dissipation can be obtained by incorporating the recent development in the understanding of stellar spin-down. POET is also restricted to main sequence stars in binary systems. Beck et al. (2018) investigate effects of tides on stars on red giant branch in case of both equilibrium and dynamical tide models.
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APPENDIX A: ADJUSTMENTS IN SAMPLING PROCESS

A1 Sampling from Discrete Distribution

One caveat of using MCMC is that the proposal function with a user-defined step size could prolong the time taken for the starting distribution to converge to the target distribution. The proposal function for the orbital period, eccentricity, initial disk period and $\log_{10} Q^*$ was assumed to be a Gaussian distribution with a mean equal to the last proposed value and standard deviation equal to the step size. For the samples obtained in Section 4, for most of the systems, the distribution in age is almost uniform and extends over the respective prior distribution. To avoid sampling uniformly from the samples of mass, age, and metallicity, and make sure that at each iteration the new proposed samples remain in the vicinity of previously accepted samples, we decided to impose a Gaussian step function for these parameters too. This ultimately leads to an increase in the rate of acceptance and eventually a faster convergence for the MCMC chains.

Since for mass, age and metallicity we now have a set of discrete samples obtained from a different MCMC run (see Section 4), we can distinguish between the two types of parameters by considering a discrete set of parameters $\phi$: (mass, age, metallicity) and a continuous set of parameters $\theta$: (orbital period, eccentricity, initial disk period, $\log_{10} Q^*$).

Let $\phi_k$ and $m_k$ be the current parameter set at an iteration $N$ in MCMC and its respective multiplicity in the chain of $n$ samples. Here, multiplicity is defined as the number of times each sample point is repeated (because of rejected MCMC proposals) such that the ratio $\frac{m_k}{\sum_{i=1}^{n} m_i}$ is the probability of sampling a point $\phi_k$ from the distribution. Let $\sigma$ be the proposed step size. The modification to the proposal function for $\phi_k$ parameters is as follows:

(i) The multiplicity for each sample point is modified by multiplying it by a Gaussian centered around the present state with width $\sigma_k$:

$$m_i' = m_i \frac{\exp \left( - \frac{(\phi_k - \phi_i)^2}{2 \sigma_k^2} \right)}{N_\phi}$$

where $N_\phi$ is a normalization factor given by:

$$N_\phi = \sum_{i=1}^{n} m_i \exp \left( - \frac{(\phi_k - \phi_i)^2}{2 \sigma^2} \right)$$

(ii) A random sample can now be selected using the following algorithm:

$$U = U(0, 1)$$
for $i = 1$ to $n$
  if $m_i' < U$
    return $\phi_i'$
  else
    $U = U - m_i'$
  end if
end for

where $U$ is a random number between 0 and 1.

(iii) Since there is no correlation between the $\theta$ and $\phi$ parameters, the posterior probability is calculated as:

$$p = \frac{P(D|\theta^N, \phi^N) \times \Pi(\theta^N) \times \Pi(\phi^N)}{S(\theta^N|\theta^{N-1}) \times S(\phi^N|\phi^{N-1})}$$

(A2)

Here:

• $N$ is the current state of MCMC and N-1 is the previous state.
• $P$ is the probability of data given model. In our case, it is the probability of obtaining the calculated spin period given the sampled parameters.
• $\Pi$ is prior probability.
• $S$ is transition probability or the stepping function for transitioning from state N-1 to N.

(iv) Using the following simplifications:

$$\Pi(\phi^N) = m_N / \sum_{i=1}^{n} m_{N_i}$$

(A3)

$$S(\phi^N|\phi^{N+1}) = \frac{m_{N_{i}} \exp \left( \frac{\phi^N + 1 - \phi^{N+1}}{\sqrt{2} \phi} \right)}{\sum_{i=1}^{n} m_i \exp \left( \frac{\phi^N + 1 - \phi_i}{\sqrt{2} \phi} \right)}$$

(A4)

, the acceptance ratio reduces to:

$$R = \frac{P(D|\theta^{N+1}, \phi^N)}{P(D|\theta^N, \phi^N)} \frac{\Pi(\theta^{N+1}) \times \sum_{i=1}^{n} m_i \exp \left( \frac{\phi^N + 1 - \phi_i}{\sqrt{2} \phi} \right)}{\Pi(\theta^N) \times \sum_{i=1}^{n} m_i \exp \left( \frac{\phi^N + 1 - \phi_i}{\sqrt{2} \phi} \right)}$$

(A5)

A2 Modified MCMC for Fast Convergence

Fast convergence of MCMC chains to the target distribution requires fine-tuning of the step size for each parameter. After running MCMC for several days, we noticed for some of the systems the acceptance rate (i.e., the ratio of the number of accepted steps to the rejected steps after combining all chains) is as low as 1%. For these systems, the computation time for each MCMC iteration is quite large (for some cases, it can go as high as 1 hour). To increase the acceptance rates, we use the modification to MCMC following the adaptive tuning idea described in Shaby & Wells (2010). Appendix A summarized the concept and mathematics of this modification. We apply this to 16 out of 41 binary systems.

To summarize Shaby & Wells (2010), a covariance matrix is calculated after a certain number of steps to find correlations among the parameters. This covariance matrix then serves as a stepping function for the next set of iterations. The covariance matrix keeps updating until an ideal acceptance rate (0.24) is achieved. They proved that this method preserves the Markov property while improving the run time to allow a fast convergence. For our case we apply this method once (instead of periodically updating) for the 16 binary systems with extremely low acceptance rates.
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The data underlying this article are available in the article and in its online supplementary material.
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