Photovoltaic lifetime forecast model based on degradation patterns
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Abstract

The ever-growing secondary market of photovoltaic (PV) systems (i.e., the transaction of solar plants ownership) calls for reliable and high-quality long-term PV degradation forecasts to mitigate the financial risks. However, when long-term PV performance degradation forecasts are required after a short time with limited degradation history, the existing physical and data-driven methods often provide unrealistic degradation scenarios. Therefore, we present a new data-driven method to forecast PV lifetime after a small performance degradation of only 3%. To achieve an accurate and reliable forecast, the developed method addresses the fundamental challenges that usually affect long-term degradation evaluation such as data treatment, choosing a good degradation model, and understanding the different degradation patterns. In the paper, we propose and describe an algorithm for degradation trend evaluation, a new concept of multiple “time- and degradation pattern-dependent” degradation factors. The proposed method has been calibrated and validated using different PV modules and systems data of 5 to 35 years of field exposure. The model has been benchmarked against existing statistical models evaluating 11 experimental PV systems with different technologies. The key advantage of our model over statistical ones is the ability to perform more reliable forecasts with limited degradation history. With an average relative uncertainty of 7.0%, our model is outstanding in consistency for different forecasting time horizons. Moreover, the model is applicable to all PV technologies. The proposed method will aid in making reliable financial decisions and also in adequately planning operation and maintenance activities.
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1 INTRODUCTION

Knowing the time period photovoltaic (PV) modules and systems will last, or the remaining useful lifetime (RUL) for operational systems, is of great importance for making good financial decisions as well as planning operation and maintenance activities on PV systems. Despite its importance, it is still a challenge to accurately determine how long a PV module or system will last in real-life operation. Indeed, the lifetime of a PV module or system is influenced by multiple factors such as the local climate, technology, bill of materials and varying
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manufacturing, as well as installation quality. In order to accurately determine the lifetime of a PV module or system, it would require monitoring the evolution of power in real-life operation. However, this might require waiting for a significant amount of time. To answer these constraints and needs, mathematical models are utilized to determine the lifetime of PV modules and systems in shorter periods.

On one hand, physical models are used to predict the lifetime of PV modules based on degradation rates evaluated using local climatic stresses or based on degradation rates reported from literature. Physical models, especially those based on local climatic stresses, are very helpful to understand the correlation of the predicted performance degradation to different climatic variables. They also aid in analyzing the dominating degradation mechanisms based on local climatic conditions and can be used to map global degradation risk areas, as recently reported in our study. The main challenges of such models are their associated uncertainties and generalizations. The uncertainties could originate from input climatic data, calibration data, model assumptions, and simplifications, which highly effect the prediction accuracy. Currently, there is no standardized way to calculate degradation rates for PV systems. That is why reported values of degradation rates show variations depending on the chosen model and executing research group. The inconsistency between methods and analysts increases the uncertainties in degradation rates evaluation and hence lifetime prediction based on reported values. Moreover, the aforementioned models cannot be easily generalized. They are usually limited to specific module technologies and bills of materials (BOMs). The model parameters need to be re-extracted whenever the modules’ BOMs change. The uncertainties associated with technology and geography-specific degradation rates make it difficult to calculate the leveled cost of energy and thus the economic viability of solar energy.

On the other hand, data-driven techniques that utilize monitored operational data related to system's performance are used in many fields, for example, in the aircraft industry to forecast the future trend or the RUL. They are normally applied to complex systems, where developing a physical model could be more complex and expensive. Data-driven techniques can be divided into two categories: statistical techniques (regression methods, autoregressive moving average (ARMA) models, etc.) and artificial intelligence (AI) techniques (neural networks (NNs), fuzzy systems (FSs), etc.).

For PV applications, a few authors have proposed data-driven prognosis models to evaluate the RUL of PV modules. For example, Laayouj et al. proposed a smart prognostic method for PV module health degradation and RUL prediction. The model is based on two approaches: the online diagnosis and the data-driven prognosis. Also, Sheng et al. proposed an ARMA model-filtered hidden Markov model to predict the residual life for complex systems with multiphase degradation. They applied the model to predict the residual life of a specific PV module system. Although both methods are reported to provide good predictions, the main drawback of these methods is that their performances are not rigorously validated or analyzed with different degradation datasets. Both methods are calibrated, validated, and applied based on a single PV module or system dataset. Moreover, for the latter, the methodology was applied to simulated performance measurements for its reliability evaluation and residual life prediction. PV modules can exhibit different degradation scenarios, especially due to different technologies, different failure modes, as well as different operating local climates. Therefore, it is very unlikely that a model calibrated and validated on a single dataset can be generalized to be applicable to other degradation scenarios. In this regard, we propose a model based on a rigorous analysis of degradation data of several PV modules as well as systems of different technologies and installed in different locations. Hence, the proposed model is aimed to be generalized to the different degradation scenarios. Rizzo et al. proposed another algorithm for lifetime extrapolation, prediction, and estimation. However, their algorithm is intended only for emerging PV technologies and for shorter time forecasts.

Generally, in spite of the recognized potential of empirical data-driven techniques for time series forecast, limitations still exist for their application in long-term PV degradation evaluation. Different factors such as outliers in the dataset, seasonal variations, and many other reducing factors (e.g., soiling) should be separated from long-term non-reversible degradation. The lack of a systematic and flexible approach to select parameters of these techniques and their black box character limit the understanding and control of their performance. We address this issue by proposing a systematic and flexible approach with adjustable model parameters to evaluate the degradation trend based on the nature of the dataset under evaluation. The proposed method aims to evaluate the irreversible long-term degradation of PV modules and systems. To achieve this, we propose an iterative algorithm for degradation trends evaluation that allows to separate seasonal variations and other reversible performance reducing effects from irreversible degradation.

Another drawback of the available data-driven techniques is their accuracy when long-term predictions are required after a short time interval and with limited data points. For example, Taylor and Letham performed a comparison of the forecasting accuracy of different statistical models at different time horizons. In their study, most models displayed large uncertainties when applied after shorter time intervals. Indeed, the available techniques are based on fitting the available systems degradation data using regression models and then applying a simple extrapolation to forecast the lifetime. However, in practice, the system’s degradation history available may be short and incomplete, and a simple extrapolation could lead to large uncertainties, hence degrading the reliability of the forecasts. To address this challenge, the proposed model is aimed at improving the long-term forecasting accuracy using a small degradation history and few data points. To achieve this, we propose a new concept using time-dependent degradation factors for degradation extrapolation instead of using a simple extrapolation for lifetime forecast. To further improve the accuracy and generalize the model, the concept of multiple degradation factor models, dependent on degradation patterns, is proposed.

The structure of the paper is as follows: in Section 2, the failure time (FT) and the RUL are defined, as well as the proposed modeling approach. While developing a model or an algorithm for lifetime
forecast, the treatment of data is of very high importance to avoid an erroneous lifetime forecasts. Therefore, a significant part in this section is dedicated to data treatment, namely, data filtering, data decomposition, and degradation trend evaluation. As mentioned, it is a fundamental step while developing a model to avoid an erroneous lifetime forecast. The experimental data and methods used in the statistical error analysis are explained as well. In Section 3, the results of the time and degradation pattern model are evaluated. Furthermore, model calibration and validation procedures are presented. Finally, the comparisons of the proposed model with statistical ones as well as its limits, uncertainties, and the prospects of the study are discussed. Finally, the study conclusions are discussed in Section 4.

2 | PROPOSED PV DEGRADATION FORECAST MODEL

2.1 | FT and RUL definitions

Chen Xiongzi et al.\(^5\) defined the RUL of a system or a component as the length from the current time (CT) to the end of its useful life. The question is how to define the "useful life." In this study, the useful life is defined as the non-reversible performance loss, such that the module or system power decreases by 20% of the "maximum stable power" measured in the field. The notion of a maximum stable power is introduced to separate long-term degradation from early stage degradation events such as light-induced degradation (LID) for p-type crystalline silicon modules\(^13\) or light- and elevated temperature-induced degradation for multicrystalline silicon and passivated emitter and rear cell (PERC)\(^16,17\) modules. It also helps to separate other reversible effects reducing module performance such as soiling\(^18\) and seasonal variations.\(^19\) Moreover, due to these effects and variation of the outdoor conditions, the power printed on the PV module label substantially deviates from the initial PV module power outdoors. From our point of view, the maximum stable power can be easily compared among systems and is describing the system performance well, which is not necessarily the case for the nominal power. The nominal power of a PV module/system may deviate substantially from the real power because it is recorded under standard test conditions (STCs). These well-defined conditions of 1000 W/m\(^2\) and 25 °C are almost never prevalent as shown in the histogram in Figure 1B.

In this study, we therefore define the FT as a reduction in the module or system performance by 20% of the maximum stable power (indicated by the green dotted line in Figure 1). The 20% loss is purely arbitrary, and it is used in this case because of its consistence with the warranties given by manufacturers. It might be interesting to predict the module or system performance for its entire lifetime (until the module stops working); however, such a prediction could be more unreliable and unrealistic because certain future events are unpredictable. Moreover, the longer a module stays in the field, the more sensitive it becomes to different degradation modes. That might lead to a dramatic increase in the degradation rate, which cannot be easily modeled. According to FT definition, the RUL is the length between the CT to the FT and can be expressed as

\[
RUL = FT - CT. \tag{1}
\]

2.2 | Power degradation model

Usually, a linear-shaped power loss model with a constant degradation rate throughout the module lifetime is assumed for degradation analysis and lifetime predictions. However, as reported by Jordan et al.\(^20\) non-linearity of power loss is usually observed in the field depending on the module technology and degradation pattern. In their study, the effect of different degradation curves, observed (approximately) in field performance, on the levelized cost of energy (LCOE) was quantified using Monte Carlo simulation. Köntges et al.\(^13\) also reported that the loss in power can take different shapes, for example, exponential-shaped, linear-shaped, step degradation, and saturating power loss over time. In our previous study,\(^3\) a simplified non-linear power degradation function was proposed. This degradation function is selected because of its ability to fit various degradation shapes (DSs) by varying the shape parameter \(\mu\) as shown in Figure 2A (shapes 1–7

**FIGURE 1**  A, Illustration of the stable power (red line) used in this study. The green dotted line is "maximum stable power" (reference power) and the green dotted is the failure time threshold. B, Histogram of the data distribution throughout the 8.5 years. Power has been normalized to the maximum value of the degradation trend [Colour figure can be viewed at wileyonlinelibrary.com]
corresponding to different values of $\mu = 0.2, 0.3, 0.4, 0.5, 0.6, 0.8, \text{ and } 1.0$, respectively). Moreover, the energy yield could highly depend on the DS even for the same FT as shown in Figure 2B. In this study, the function has been adopted with some modification. It is therefore rewritten as

$$P(t = t) = \frac{P_{\text{Norm}}}{1 - \exp\left(-\left(\frac{1}{k_{\text{cal}}}t\right)^{\mu}\right)}, \quad (2)$$

where $P_{\text{Norm}}$ is the maximum power of the degradation trend and $k_{\text{cal}}$ is the degradation factor $[\text{a}^{-1}]$ at calibration. In this case, the degradation factor is preferred for use instead of the degradation rate because of non-linearity and a non-constant degradation.

### 2.2.1 “Time- and degradation pattern-dependent” models

When evaluating performance degradation of systems with multi-dimensional degradation modes such as a PV system, it is unlikely that a single model holds throughout. On one hand, we assume that different degradation modes and other influencing factors, such as PV module manufacturing defects or defects due to transportation and installation, might cause differences in degradation patterns even for the same BOM and operating conditions. This means that it is unlikely that a single model can represent all expected failure patterns. On the other hand, we assume that some degradation modes might be triggered by other degradation modes and might appear at certain stages of a module’s lifetime. This means that using a constant degradation rate extracted at a given stage of PV operation to represent the entire lifetime could affect the forecast accuracy. Taking the aforementioned assumptions into consideration, we propose different degradation factor models dependent on time and degradation pattern. The degradation factor models are expressed as

$$k_1 = k_{\text{cal}} \left(1 + A_1, \right.$$

$$k_2 = k_{\text{cal}} \left(1 + A_2, k_{\text{cal}} \left(\frac{1}{\tau_1}\right)^{y_1} \cdot t\right) \quad (3)$$

$$k_3 = k_{\text{cal}} \left(1 + A_2, \right.$$

$$k_4 = k_{\text{cal}} \left(1 + A_2, k_{\text{cal}} \left(1 - \frac{1}{\tau_1}\right) \cdot t\right). \quad (4)$$

| Coefficients and parameters | Definitions |
|-----------------------------|-------------|
| $t_{\text{cal}}$            | Time at calibration threshold |
| $P_{\text{cal}}$           | Power at $t_{\text{cal}}$ |
| $SD_{P_{\text{cal}}}$      | Standard deviation of calibrated data |
| $\tau_1$                   | $\max(t_{\text{cal}})$ |
| $\tau_2$                   | $|\ln(t_{\text{cal}} - t_{\text{cal-1}})|$ |
| $\rho$                     | $\ln\left(\frac{1}{SD_{P_{\text{cal}}}}\right)$ |
| $A_1, A_2, A_3$            | Proportionality constants $[\text{year}^{-3/2}], [\text{year}^{-1/2}]$ and $[\text{year}^{-1/2}]$ |
| $y_1, z_1$ and $x_1$       | Optimization parameters |

**FIGURE 2** A. Optimization of power degradation shapes by altering the shape parameter $\mu$. B. Relative energy yield corresponding to different values of $\mu$ [Colour figure can be viewed at wileyonlinelibrary.com]

**FIGURE 3** Illustration of the different degradation pattern parameters extracted during calibration and the remaining useful lifetime (RUL) [Colour figure can be viewed at wileyonlinelibrary.com]
The model coefficients and parameters are defined in Table 1. It should be noted that these models are purely empirical without any physical implication; they are derived from degradation pattern parameters shown in Figure 3, as they describe well the specific degradation patterns. It is also important to note that the model parameters are extracted after an initial 3% performance degradation threshold. The 3% optimization threshold is calculated from the degradation trend that excludes early degradation effects. The reasoning for using a 3% threshold is further described and demonstrated in Section 3.

2.3 Modeling approach

The proposed model has three main steps: data treatment, model calibration, as well as FT and RUL evaluation. These are further divided into seven substeps (see Figure 4).

2.3.1 Data filtering

The first filter applied to the input dataset is an irradiance filter. The upper limit for irradiance was set and fixed at 1200 W/m², and the lower limit was chosen flexible between 600–900 W/m², depending on the location under evaluation. This clear sky filter is used as a way to separate low performances due to low irradiance from degradation and also due to its consistence in degradation analysis based on our previous work,21 where different filters are compared. The filtered power is then corrected to STC of irradiance by applying a linear correction of power to 1000 W/m² irradiance. The second step is performed to remove outliers. Because of the stochastic behavior of outdoor conditions and anomalies in the measuring equipment, data measured from outdoor PV modules and systems are usually subject to outliers. When not treated well, outliers might lead to large uncertainties, especially in degradation trend evaluation. The outliers are removed by computing the standard deviation (SD) around the mean value of the entire dataset, whereby all points that are out of the range of (mean ±2× SD) are eliminated. For LID or LeTID sensitive systems, it is a crucial step to analyze the degradation pattern during the first year of operation. These degradation modes are characterized by strong non-linear trends in the initial phase, which might either stabilize gradually or undergo a regeneration phase.16,17 If a regeneration phase is detected, we recommend to eliminate the data until the onset of this phase.

2.3.2 Data decomposition

Time series data are characterized by four major components: level, trend, seasonality, and noise. There are two models that are used to model the effects of these components: additive (linear) and multiplicative (non-linear).22 In our case, a multiplicative model is used. The model suggests that the components are multiplied together as follows:

\[ y(t) = \text{Level} \times \text{Trend} \times \text{Seasonality} \times \text{Noise} \]  

This function is implemented and available for free use in Python. The function uses a moving average (MA) method to extract a degradation trend in the time series data. The averaging depends on the required resolution (weekly, monthly, or yearly) of one’s interest, and it determines the extracted degradation trend in this case.

In outdoor conditions, seasonal and other different effects can reduce the performance of a PV module or system. For non-reversible performance degradation evaluation, it is crucial to choose a good
averaging temporal interval that eliminates seasonality and other reversible effects. It has been reported that reversible effects, such as inverter failures and soiling of PV modules, have a higher impact on performance loss rates than the actual performance degradation, which is non-reversible.23 These effects could be module technology dependent, for example, Virtuani et al.24 reported that amorphous silicon (a-Si) systems are more affected by variations in the incident spectrum than crystalline silicon (c-Si) systems because of their narrower spectral sensitivity. Therefore, it is important to separate these performance reducing effects from long-term degradation by choosing a good averaging temporal interval. The selection of a good temporal interval could be very tedious if one has to do it manually. An iterative algorithm has been implemented to assist in determining a proper interval for degradation trend evaluation depending on the dataset being evaluated.

2.3.3 | Iterative algorithm for degradation trend evaluation

One way to completely remove any variation in the degradation trend will be to apply a strict constraint, which removes the difference between each nth and (n+1)th value of the trend that is greater or equal to zero, that is, \(|\text{trend}(n) - \text{trend}(n+1)| \leq 0\). However, according to the stochastic behavior of outdoor conditions, outdoor measurements usually contain unavoidable outliers that can appear even after applying certain filters. This implies that applying such a strict condition to outdoor dataset is quite unrealistic; in most cases, this condition is not fulfilled or might require a considerable amount of computation time to converge depending on the nature of the dataset. Therefore, a tolerance (tol) is introduced and the condition is applied as

\[
\text{trend}\left[\frac{\max(\text{dn}) - \min(\text{dn})}{\min(\text{dn})}\right] \leq \text{tol}, \text{ for: } \text{dn} = n - (n + 1). \quad (7)
\]

The process begins by initializing the temporal interval as 2% of the total length of the time series (the 2% is used in this study, but it is adjustable depending on the distribution of the data under evaluation). Afterwards, the iterative loop is repeated until the condition in Equation (7) is fulfilled. The tol depends on the nature of the dataset under investigation, for example, it can be correlated with the resolution of the data or the magnitude of outliers in the datasets. This makes the process of temporal interval selection a quasi-automated process. By analyzing a number of datasets, a range of tol values can be set, granting the flexibility for application on broad datasets of different distributions.

2.4 | Experimental part

Different datasets for PV modules and systems that have been exposed for quite a long period of time with considerable degradation were used in this study. The datasets are from three different sources.

2.4.1 | Ticino SOLare modules

The first set of data are those of the Ticino SOLare (TISO)-10-kW PV plant in Lugano (Switzerland).25,26 The TISO-10 PV system has been connected to the grid since 1982 and is the oldest installation of this kind in Europe (we shall refer to them as “TISO modules” hereafter). The performance (i.e., current–voltage curves) of 18 selected reference modules was measured at regular intervals between 1982 and 2017. After 35 years in the field, these modules show a degradation rate ranging from ~0.2% to ~0.7% per year considering a ±3% measurement uncertainty. In this study, 10 of the 18 modules with a considerable degradation have been used in module calibration and validation stages.

2.4.2 | Bolzano systems

Another source of data is a PV plant installed at the airport of Bolzano/Italy (position −46.46N, 11.33E, elevation: 262 m), which includes 11 experimental PV systems, which are in operation for 8.5 years during the time period from 01 February 2011 until 31 July 2019. They are referred to as “Bolzano systems.” Most major PV system technologies are included, namely, one- and three-junction amorphous silicon (a-Si), cadmium telluride (CdTe), copper indium gallium selenide (CIGS), silicon solar cells made out of a heterojunction with an Intrinsic thin layer (HIT), monocrystalline silicon (mc-Si), polycrystalline silicon (pc-Si), and polycrystalline silicon string ribbon (ribbon). All systems are part of one experimental PV plant; they are ground mounted with an orientation of 8.5° southwest and a fixed tilt of 30°. The installed nominal power for the systems range from 1 to 4 kWp per individual installation. According to a new PV sensitive climate classification, proposed by Ascencio-Vazquez et al.27 the climate in Bolzano is categorized as a temperature climate with medium irradiation. The irradiance is measured with a Kipp & Zonen CMP11 pyranometer. Calibrations are performed in regular intervals, and the measurement uncertainty is between 2% and 4%. Additionally, climate data were taken from a ground-based meteo-station installed in close proximity to the test side.

2.4.3 | Desert Knowledge Australia systems

Finally, data from the Desert Knowledge Australia Solar Centre (DKA Solar Centre),28 named hereafter as "DKA systems," are used. The datasets used in this study are given as monthly yield in kWh of three different systems; Kyocera-5.4kW-Poly-Si Dual (2008), eco-Kinetics-26.5kW-mono-Si-Dual (2010), and Trina-23.4kw-mono-dual (2009). For the first system (Kyocera), data from 01 January 2009 to 01 December 2018 were used in the analysis; for the eco-Kinetics system, data from 01 January 2011 to 01 December 2018;
and for the Trina system, data from 01 January 2014 to 01 June 2019 were used. More information about these systems and datasets are available on the DKA Solar Centre website. It should be noted that the data plotted here have been normalized to the maximum power and were subject to the outlier filters described in the previous section.

2.5 Statistical errors analysis

The error measurement employed for the performance evaluation of the proposed forecasting method is the root mean square error (RMSE). Given a measured \( m \) and a predicted \( p \) value for a given quantity and number of observations \( n \), the RMSE is expressed as

\[
\sqrt{\frac{\sum_{i=1}^{n} (p_i - m_i)^2}{n}}.
\]  

(8)

The metric deployed to compare the performance of the proposed method with other methods is the relative difference. This is a relative comparison of the FT forecasted after a 3% interval and on the full dataset. It is expressed as

\[
R_{\text{diff}} = \frac{|FT_{3\%} - FT_{\text{full}}|}{\max(|FT_{3\%}|, |FT_{\text{full}}|)},
\]  

(9)

where \( R_{\text{diff}} \) is the relative difference and \( FT_{3\%} \) and \( FT_{\text{full}} \) are the FT evaluated after a 3% degradation and using the entire dataset, respectively.

3 RESULTS

3.1 Time- and degradation pattern-dependent degradation factors and 3% threshold

The power degradation function (Equation 2) was calibrated at different performance degradation intervals (at \( P = -1\% \), \( P = -2\% \), and \( P = -3\% \)). At each interval, extrapolation with a constant degradation factor \( (k_{\text{cal}}) \) was performed and FT was evaluated on two of the TISO modules, namely, TEA5 and TEA6, as shown in Figure 5.

It is clearly visible that although the model fits the data very well at all calibration intervals, the evaluated FT is very different at each calibration interval. This effect is observed for both TEA5 and TEA6 modules. This result demonstrates three aspects: one, a perfectly fitting model does not guarantee better forecast or prediction; two, a model that assumes a constant degradation factor/rate is not appropriate for long-term PV performance degradation forecast; and three, the model forecast accuracy might highly depend on a specific degradation pattern. This effect is visible in the two modules, for example, high discrepancies are visible for the TEA6 module compared with TEA5 module even at similar calibration intervals. Therefore, based on these three observations, the concept of time- and degradation pattern-dependent degradation factor was introduced.

It is also clear that the forecasting accuracy improves as the calibration interval or performance degradation increases, which seems like an obvious observation. However, because the objective is to perform the prediction at the early stages of the module’s operation, a 3% threshold was selected. This threshold was found optimal because it provided good forecasts compared with values less than 3% loss. Moreover, another reason is that in situations where the degradation trend is not monotonically decreasing as in many outdoor datasets, using performance degradation of less than 3% might lead to misinterpretation of degradation with seasonal variation or other performance, reducing factors that are reversible. For example, the TEA5 module in Figure 5 shows that prediction after only 1% performance degradation resulted in underestimations compared with the measured degradation trend, which is attributed to the variations in the degradation trend due to reversible effects.

3.2 Model calibration

The power degradation model (Equation 2) is fitted on measured datasets until 3% loss threshold to extract the model parameters \( k_{\text{cal}} \) and \( \mu \). At the same time, the degradation pattern parameters \( \Delta P \), \( \Delta t \), and \( t_{\text{cal}} \) are evaluated. To extract the optimization parameters \((x_1, y_1, \ldots)\),
TABLE 2 Logical conditions for model selection and the corresponding extracted optimization model parameters

| Logical conditions | Model | Parameter ($y_j$) | Parameter ($x_j$) | Parameter ($z_j$) |
|--------------------|-------|-------------------|-------------------|-------------------|
| $C_1: \mu \leq 0.35 & \Delta P \leq 1.0 \times 10^{-4} & t_{cal} \leq 5$ | $k_{2c1}$ | - | - | 3.5 |
| $C_2: \mu \leq 0.45 & \Delta P \leq 1.0 \times 10^{-4} & k_{cal} \leq 0.009$ | $k_{3a2}$ | - | 0.1 | 1.0 |
| $C_3: k_{cal} \leq 0.013 & \Delta P \geq 9.5 \times 10^{-6} & \mu \geq 0.43$ | $k_{3a3}$ | 0.1 | - | 0.5 |
| $C_4: k_{cal} \geq 0.01 & \Delta P \leq 5.0 \times 10^{-5} & \mu \geq 0.75$ | $k_{oa} = k_{cal}$ | - | - | - |
| $C_5: \mu \geq 0.45 & k_{cal} \geq 9.0 \times 10^{-4}$ | $k_{1a4}$ | 2.0 | 1.0 | 1.0 |
| $C_6: \mu \geq 0.3 & \Delta P \geq 0.01$ | $k_{3a6}$ | 1.0 | 0.1 | 1.0 |
| $C_7: \mu \geq 0.45 & \Delta P \geq 0.01$ | $k_{3a7}$ | 1.0 | 1.5 | 1.0 |
| $C_8: \mu \geq 0.45 & k_{cal} \geq 0.01$ | $k_{3a8}$ | 1.0 | 0.1 | 1.0 |
| $C_9: \mu \geq 0.55 & k_{cal} \leq 0.005$ | $k_{3a9}$ | - | 4.0 | 1.0 |
| $C_{10}: \mu \leq 0.4 & \Delta P \leq 0.01 & k_{cal} \leq 0.005$ | $k_{3c10}$ | - | 4.5 | 1.0 |
| $C_{11}: \text{If none of the logical condition are true}$ | $k_{3c11}$ | 0.0 | 2.5 | 1.0 |

*Note. C refers to condition, and the subscripts 1–11 are the number and order of the logical conditions as used in the simulation. $k_{ji}$ means calibrate degradation factor model $j$ given condition $i$. $x_1$, $y_1$, and $z_1$ are the extracted parameters.*

and $z_1$), the power degradation model is fitted on the extended degradation trend from 3% loss using the degradation factor models ($k_1$, $k_2$, and $k_3$). The proportionality constants ($A_1$, $A_2$, and $A_3$) are all set to one. The extracted power model and degradation pattern parameters are used as the basis to set logical conditions to select which degradation factor model represents a given degradation pattern better. Over 10 logical conditions were created to represent the different degradation patterns as presented in Table 2. These conditions were optimized based on a total of seven TISO modules and two DKA systems. From these modules and systems, different failure patterns were extracted by altering the tol (which changes the degradation trend).

Figure 6 shows an example of one of the TISO modules (TEA1) with annual measurements for 35 years and one of the DKA systems (Kyocera system) with monthly average values for 9 years, used for model calibration. It should be noted that despite the strong degradation and huge variations in the data points observed for the DKA systems, they are selected for the calibration process because the objective of the proposed methodology is to be applicable on a wide set of data distribution.

Figure 7A shows the degradation trends of the seven TISO modules used in this study during model calibration. Because an MA smoothening is used to extract the degradation trends, the extracted trends have missing values at the beginning and at the end, because there are no observations on either side. The window of the MA determines the missing values as well as the smoothness of the extracted trend. Generally, the larger the window, the smoother the trend. Figure 7B shows the corresponding change of the degradation factors over time for the seven modules.

It is clearly visible that the rate of degradation factor variation is dependent on the degradation patterns. This is evident for TEA1 module, which displays a strong degradation but with a low rate of change of the degradation factor over time. Furthermore, for some degradation patterns like the one of TEA10, a constant degradation factor ($k_{cal}$) was sufficient to evaluate the long-term degradation. Hence, for such a degradation pattern, it is enough to forecast the lifetime by using only the simplified power degradation model (e.g., Equation 2).

### 3.3 Validation

The most important and challenging part of all predictive models is the validation process of the models, which usually requires different sets of measured data than the ones used in the calibration process. In this study, PV modules and systems with a considerable performance degradation were used to validate the performance of the model. At this stage, the raw data are entered in the developed script and the substeps 1 to 7 of Figure 4 are automatically executed. In Figure 8, an elaborative flowchart of steps 6 to 7 is presented. The outcomes are the FT and RUL, as well as a figure. An example is shown in Figure 9 for a Trina and a CIGS system. By comparing the measured trend line and the prediction line, the accuracy of the model was verified.

### 3.4 Model application and comparison with ARIMA and Facebook prophet models

The performance of the proposed method is benchmarked against those of two statistical forecasting methods, namely, autoregressive integrated moving average (ARIMA) and Facebook prophet (FP). The reasons for selecting these methods are based on a study by Taylor and Letham, where the performance of the different statistical models in long-term forecast was compared. In their study, FP was found to be outstanding in comparison with other models. The ARIMA model was characterized with the highest uncertainties. We selected the best and the least performing models to compare the accuracy of the proposed model and to investigate whether the nature of the data under evaluation could affect the models' performance. Moreover, both methodologies are simple to apply and commonly used in

---

*Note: C refers to condition, and the subscripts 1–11 are the number and order of the logical conditions as used in the simulation. $k_{ji}$ means calibrate degradation factor model $j$ given condition $i$. $x_1$, $y_1$, and $z_1$ are the extracted parameters.*
different fields. For example, the FP algorithm is implemented in common programming languages such as Python and R. The methodology was created as a flexible time series model that is configurable by non-experts. It is based on a decomposable time series model including trend, seasonality, holidays (not important for our application), and an error term. The model gives the opportunity to choose linear and logistic time series evolution, the second being suited for the non-linear behavior of PV performance. Furthermore, among the seasonality settings for different time resolutions, yearly seasonality was selected to detect yearly variations in power production due to the seasons of a year. The ARIMA model has free online packages. In this study, an auto-ARIMA function that uses the Akaike information criterion (AIC) to get the optimal model was used.

\[ k(t) = \begin{cases} k_{c1} & \text{if any } C_{c1[t-10]} = \text{True} \\ k(t) = k_{c10} & \text{otherwise} \end{cases} \]

This figure is an elaborative part of steps 6 and 7 of Figure 4 [Colour figure can be viewed at wileyonlinelibrary.com]
The performance evaluation is carried out using the 11 Bolzano system datasets. The comparison of the three models is twofold: first, the models are compared on the lifetime forecast after a small performance degradation interval and second, on the consistency of the forecast at two different forecasting intervals. In the first attempt, the same system input data (normalized and STC irradiance corrected power time series with 3% performance degradation as training data) were tested on ARIMA and FP models. Unfortunately, no meaningful predictions were achieved because the number of calculated change points is greater than the number of observations in the dataset. Instead, the monthly performance ratio (PR) was used as the input parameter. The PR sets the actual yield of a PV system in relation with the expected yield at STC conditions. For model comparison, the models are calibrated at two different intervals: first, at an interval corresponding to the 3% performance degradation and second, using the entire datasets corresponding to the 8.5-year interval. The respective lifetime and RUL forecasts are shown in Table 3.

Table 3: Comparison of ARIMA, Facebook prophet, and the proposed model at two prediction intervals

| System | HIT1 | mc-Si1 | mc-Si2 | pc1 | pc2 | pc3 | 1j | 3j | ribbon1 | CdTe1 | CIGS1 |
|--------|------|--------|--------|-----|-----|-----|-----|----|---------|-------|-------|
| ARIMA  |      |        |        |     |     |     |     |    |         |       |       |
| FT 3% (years) | 19.5 | NA | 16.8 | 9.1 | 12.2 | 16.0 | 15.3 | NA | 12.2 | 14.4 | NA |
| RUL 3% (years) | 11.0 | NA | 8.3 | 0.6 | 3.8 | 7.5 | 6.8 | NA | 5.3 | 5.9 | NA |
| FT full (years) | 19.3 | NA | 13.2 | NA | 19.1 | 22.9 | 14.0 | NA | 19.1 | 11.1 | 2.1 |
| RUL full (years) | 10.8 | NA | 4.8 | NA | 10.6 | 14.4 | 5.5 | NA | 10.6 | 2.6 | −6.4 |
| Rel diff (%) | 1.0 | − | 21.4 | NA | 36.1 | 30.1 | 8.5 | − | 36.1 | 22.9 | NA |

| Facebook prophet |      |        |        |     |     |     |     |    |         |       |       |
| FT 3% (years) | 32.1 | 34.5 | 12.8 | 8.9 | 8.7 | 13.9 | 14.3 | 18.6 | 8.7 | 13.4 | NA |
| RUL 3% (years) | 23.6 | 26.0 | 4.3 | 0.4 | 0.2 | 5.4 | 5.8 | 10.1 | 0.2 | 4.9 | NA |
| FT full (years) | 15.6 | 34.5 | 13.6 | 27.2 | 21.1 | 16.8 | 14.0 | 18.6 | 21.5 | 11.5 | 3.0 |
| RUL full (years) | 7.1 | 26.0 | 5.1 | 18.8 | 12.6 | 8.2 | 5.5 | 10.1 | 13.0 | 3.0 | −5.4 |
| Rel diff (%) | 51.4 | − | 5.8 | 67.3 | 58.8 | 17.3 | 2.1 | − | 59.5 | 22.9 | NA |

| Proposed |      |        |        |     |     |     |     |    |         |       |       |
| FT 3% | 15.9 | 74.3 | 16.5 | 15.5 | 21.6 | 23.8 | 16.7 | 23.7 | 21.2 | 14.0 | 5.0 |
| RUL 3% (years) | 7.4 | 65.7 | 8.0 | 7.0 | 13.1 | 15.3 | 8.2 | 15.2 | 12.7 | 5.5 | −3.5 |
| FT full (years) | 15.2 | 74.3 | 16.5 | 14.1 | 21.1 | 17.8 | 18.8 | 23.7 | 20.5 | 13.9 | 5.6 |
| RUL full (years) | 8.3 | 65.7 | 8.0 | 5.6 | 12.2 | 9.3 | 10.3 | 15.2 | 12.0 | 5.4 | −2.9 |
| Rel diff (%) | 4.4 | − | 0 | 9.2 | 2.3 | 24.8 | 7.2 | − | 3.3 | 0.7 | 10.7 |

Note. FT 3% & FT full are failure times calculated using 3% degradation and the complete datasets, respectively. 1j is 1j-a-Si1, 3j is 3j-a-Si1, pc1 is pc-Si1, pc2 is pc-Si2, and pc3 is pc-Si3.

Abbreviations: ARIMA, autoregressive integrated moving average; CdTe, cadmium telluride; FT, failure time; HIT, heterojunction with an intrinsic thin layer; mc-Si, mono-crystalline silicon; pc, polycrystalline silicon; ribbon, polycrystalline silicon string ribbon; RUL, remaining useful lifetime.
underestimated for the ARIMA and FP models. The overestimations and underestimations can be correlated with the evaluated degradation trend, which is influenced by the nature of the dataset and the number of data points. Considering the calibration using the entire dataset, the FP and the proposed model show good agreement in the FT forecast for most of the systems. This excludes the mc-Si1 system that appeared to be very stable with a performance degradation of less than 2% after 8.5 years. For this system, the proposed model shows an overestimation of the FT because the evaluated degradation is too small to achieve optimal calibrations. Comparing the variations in predictions at different calibration intervals, it can be seen that the proposed model displays a good consistency (on average, 7% relative difference) compared with the other two models that displayed unrealistic scenarios. Although the FP showed a good agreement with the proposed model when calibrated using the entire dataset, it displayed big variations in lifetime forecast between the two calibration intervals. Considering both intervals, the ARIMA model does not perform well in this study because it failed to converge for four systems. The model also tends to overfit the data, hence making it more sensitive to reversible performance reducing events. This is visible when looking at the pc-Si1 system (Figure 10) where the model failed to converge when calibrated on the entire dataset. This implies that such a model is not useful for performance degradation forecast.

3.5 Model limits and uncertainties

Although the proposed model has displayed a good performance on a number of PV modules and systems, it is bound to some limits and uncertainties that could deteriorate the prediction accuracy. The model limits and uncertainties are identified as follows.

The model works well when the degradation is gradual and continuous. It cannot forecast events that might lead to dramatic or sudden power losses, such as breakage, fire, or catastrophic failures. For example, Figure 11 shows one of the DKASC Alice Spring systems; eco-Kinetics-26.5kW-mono-Si-Dual (2010), which experiences a sudden drop in performance. According to the information from the DKA website, this sharp drop in performance was attributed to one PV module in the array being subject to damage during a windstorm. The cause is identified as a partial failure of one array string in which this damaged module is connected.

The model is based on degradation patterns; hence, it is influenced by the extracted degradation trends. The degradation trend is extracted from time series data by applying the condition in Equation (7). Changing the tol value affects the extracted degradation trend as shown in Figure 12A. Figure 12B shows how the calibration and the forecast error vary with tol. The RMSE was calculated using Equation (8) and is converted to percentage.

According to the evaluated datasets in this study, the value of tol and the extracted degradation trend highly depend on the resolution and the outliers in a given dataset. For datasets with a monthly or yearly resolution, the values of tol ranged from 0.9 to 1.25, whereas for datasets with high resolution of 15 min, the values were between...
1.4 and 1.65. The tol factor is very useful as it provides a parameter for optimization adapted to the dataset variability unlike the black box automated algorithms.

### 3.6 | Prospects

After optimizing, testing, and further validating our model under different data scenarios, the overall objective is to embed the approach into a simplified user interface for PV lifetime forecast. The interface will be applicable by any user, even without deep knowledge in data analysis. The next step will be to interpret the derived model parameters dependent on the degradation patterns to the degradation modes. We believe that with enough PV modules and systems data, it is possible to correlate the degradation patterns with degradation modes based on PV technologies, operating local climate, and BOM. Meanwhile, this paper will serve as a guideline for anyone willing to go through and apply the presented modeling approach and algorithms. Moreover, it can trigger ideas to build new or modify available algorithms to achieve the highest accuracy in PV lifetime predictions and forecasting.

### 4 | CONCLUSION

Degradation rate models based on local climatic stresses and data-driven models based on the existing monitored degradation to forecast the lifetime of PV modules have already been proposed. However, climatic-based models are characterized by too many sources of uncertainties due to many input variables and the available data-driven forecast models are characterized by high uncertainty when long-term forecasts are required after a shorter time and with few data points. If only an insufficient number of data points is available, data-driven models are not able to capture the real trend of the dataset and will be dominated by short-term effects in the dataset, which might not represent the actual performance evolution of a PV system. In this paper, we provide a solution to these key challenges by proposing a simplified model that requires less input variables and aims at improving the accuracy of long-term forecasts after a shorter operation time and with fewer data points. The proposed approach is based on multiple time- and degradation pattern-dependent models to evaluate the long-term performance degradation.

The proposed model has been calibrated and validated using different PV module and system datasets with observed long-term degradation. The performance of the proposed model is benchmarked against two statistical methods, namely, ARIMA and FP, using the time series of 11 experimental PV plants (with different PV technologies). The proposed model displays outstanding performance when forecasts are made after a shorter time compared with the two statistical models that displayed unrealistic forecasts. The model also displays consistent results with a 7.0% average relative uncertainty of the evaluated FT when forecasts are made at different intervals, which is not the case for the two statistical models. Therefore, the obvious advantage of the proposed model over other data-driven models is that it is applicable after a small performance degradation of only 3%, which usually can be observed after a short operation time. Furthermore, it is applicable on fewer data points. Another advantage of the proposed approach is that it is based on a systematic strategy as well as for selecting the data and parameters of the models, making it applicable for degradation evaluation on a wide range of data distributions. The models’ performance can be well understood and a correlation of different parameters can be achieved, which is not the case for many empirical, data-driven techniques, especially those with a black box character. Moreover, the model is also applicable to all PV technologies.

The paper also highlights the pitfalls of assuming a single constant degradation factor/rate for long-term PV performance degradation forecast/prediction. It has been shown that using a constant degradation factor/rate might lead to either overestimation or underestimation of the FT and that this depends on the degradation patterns.
believe that accurate PV lifetime forecast/prediction is of great importance in the ever-growing secondary market of PV systems (i.e., the transaction of ownership of solar plants), as a metric to evaluate financial figures and mitigate risk.
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