SCALING LIMITS OF EXTERNAL MULTI-PARTICLE DLA ON THE PLANE AND THE SUPERCOOLED STEFAN PROBLEM

SERGEY NADTOCHIY, MYKHAYLO SHKOLNIKOV, AND XILING ZHANG

Abstract. We consider (a variant of) the external multi-particle diffusion-limited aggregation (MDLA) process of Rosenstock and Marquardt on the plane. Based on the recent findings of [11], [10] in one space dimension it is natural to conjecture that the scaling limit of the growing aggregate in such a model is given by the growing solid phase in a suitable “probabilistic” formulation of the single-phase supercooled Stefan problem for the heat equation. To address this conjecture, we extend the probabilistic formulation from [10] to multiple space dimensions. We then show that the equation that characterizes the growth rate of the solid phase in the supercooled Stefan problem is satisfied by the scaling limit of the external MDLA process with an inequality, which can be strict in general. In the course of the proof, we establish two additional results interesting in their own right: (i) the stability of a “crossing property” of planar Brownian motion and (ii) a rigorous connection between the probabilistic solutions to the supercooled Stefan problem and its classical and weak solutions.

1. INTRODUCTION AND MAIN RESULTS

Growth processes of diffusion-limited aggregation (DLA) type have attracted much attention since their introduction by Rosenstock and Marquardt in [41] and by Witten and Sander in [61, 60]. The former let an aggregate grow in $\mathbb{Z}^d$ by starting with $\{0\}$ and attaching a neighboring site whenever a particle from a system evolving outside of the aggregate attempts to enter the aggregate from that site, which is referred to as the multi-particle DLA (MDLA). In [61, 60], the aggregate grows by the same rule, except that the particles do not evolve simultaneously: each particle is generated according to a chosen distribution at the moment when the previous one is absorbed by the aggregate. The immediate interest in the DLA type processes stemmed from the dendritic nature of the growing aggregates therein which, at least qualitatively, agrees with the shapes observed experimentally in crystallization, electrodeposition, and bacteria colony growth among many others (see [41] for more details and pointers to the experimental literature). This has led to many numerical simulation studies of the aggregates resulting from DLA, including [57, 58, 85] where the fractal dimension of the aggregate is estimated as $\approx 1.7$ in two ambient space dimensions, [34, 20] where the same is discussed for somewhat modified growth mechanisms, and [54, 3] where parallels and contrasts to Laplacian growth models (such as the Hele-Shaw process of [43]) are drawn. We refer to the books [25] and [36] for a placement of DLA into the broader context of random growth processes.

Despite the considerable interest in DLA type processes their mathematical theory in multiple ambient space dimensions remains in its infancy, to the extent that Sander

---

1S. Nadtochiy is partially supported by the NSF CAREER grant DMS-1855309.
2M. Shkolnikov is partially supported by the NSF grant DMS-1811723.
3The authors are grateful to A. Negron for conducting the numerical experiment which, in particular, produced Figure [1]
characterizes the DLA process of \([61, 60]\) as a “devilishly difficult model to solve, even approximately” in \([44]\). For the aggregate of \([61, 60]\), only an upper bound of the order \(n^{\frac{d}{d+1}}\) on its radius upon the attachment of \(n\) sites has been established (see \([28]\, and also \([27]\)), as well as the almost sure convergence to infinity of the number of holes in it when \(d = 2\) (see \([15]\)). For the aggregate in the MDLA process of \([41]\), only the linear growth of the radius when the initial particle density is sufficiently high has been shown (see \([48]\) and, for \(d = 2\), also \([46]\)). Meanwhile, much more detailed results have been proved for various simplifications of the original DLA processes from \([61, 60]\) and \([41]\): e.g., for the DLA process of \([61, 60]\) in regular trees (see \([2]\), and also \([39]\, \([12]\, \([1]\))\), the DLA process of \([61, 60]\) in infinite cylinders (see \([4]\)), the DLA process of \([61, 60]\) in the hyperbolic plane (see \([17]\)), the directed DLA process in the plane (see \([32]\)), and the Hastings-Levitov aggregation process of \([20]\) (see \([6]\, \([38]\, \([55]\, \([47]\)).

Moreover, the MDLA process in one ambient space dimension, where the aggregate amounts to a set of consecutive integers, has been analyzed rigorously in the recent works \([29]\, \([48]\, \([16]\). Specifically, consider a system of particles that are placed at the sites of \(\mathbb{Z}\setminus\{0\}\) initially as the atoms of a Poisson random measure with a mean measure that assigns mass \(p\) to each element of \(\mathbb{Z}\setminus\{0\}\), and each particle performs an independent continuous time symmetric random walk (SSRW). Then, as time \(t\) goes to infinity, the endpoints of the aggregate have the order \(t^\frac{1}{2}\) for \(p < 1\) (see \([29]\)), the order \(t^\frac{2}{3}\) for \(p = 1\) (see \([16]\)), and the order \(t\) for \(p > 1\) (see \([48]\)). Prior to \([16]\), the work \([11]\) has studied such a version of the MDLA process in one ambient space dimension, with \(p = 1\) and with the additional modification that the aggregate advances according to the number of particles it absorbs, so that the location of its right endpoint always gives the number of particles absorbed thus far. The paper \([7]\) considers a version of the one-dimensional MDLA where the initial locations of the particles are drawn from an arbitrary symmetric distribution that puts at most one particle at each site of \(\mathbb{Z}\setminus\{0\}\), and the particles evolve according to a symmetric continuous time bond exclusion process (described in detail below), so that no two particles ever occupy the same site. It is shown in \([11]\) that the path of the right endpoint of the aggregate on the \(t^{2/3}\) scale tends to the free boundary \(\Lambda\) in the single-phase supercooled Stefan problem (1SSP) for the heat equation. A similar connection to the supercooled Stefan equation is established in \([7]\).

The 1SSP for the heat equation refers to a choice of signs in the traditional Stefan problem for the heat equation (see \([49]\, \([50]\, \([51]\, \([52]\), and also \([5]\)) which physically corresponds to the freezing of a supercooled liquid (i.e., a liquid cooled below its equilibrium freezing temperature while kept liquid). In the supercooled regime, the Stefan problem for the heat equation develops singularities already in one space dimension, in the sense that the velocity of the free boundary diverges in finite time for generic initial conditions (see \([45]\)). Qualitatively, this is in line with the rapid freezing of supercooled liquids noted experimentally. Despite the singularities, for the appropriate notion of a solution of the 1SSP, referred to as the “probabilistic solution”, the global well-posedness has been recently established in \([10]\). Specifically, for appropriate initial conditions, the free boundary \(\Lambda : [0, \infty) \rightarrow [0, \infty)\) satisfying the probabilistic formulation of the 1SSP

\begin{equation}
\Lambda_t = \mathbb{P}(\tau \leq t), \quad t \geq 0 \quad \text{for} \quad \tau := \inf\{t \geq 0 : X_0 + B_t \leq \Lambda_t\},
\end{equation}

where \(X_0 > 0\) is a random variable of prescribed distribution (representing the initial temperature distribution in the liquid phase) and \(B_t\) is a standard Brownian motion.
independent thereof, exists and is unique under the minimality condition
\begin{equation}
(1.2) \quad \Lambda_t - \Lambda_\iota := \Lambda_t - \lim_{s \uparrow t} \Lambda_s = \inf \{ x > 0 : \mathbb{P}(\tau \geq t, X_0 + B_t \in (\Lambda_{\iota}, \Lambda_t + x]) < x \}.
\end{equation}

Motivated by the connection between the MDLA and the 1SSP, established by [7] and [11] in one space dimension, we investigate herein the connection between a natural version of MDLA and the 1SSP for the heat equation in two space dimensions. To this end, we take \( N \in \mathbb{N} \) and start with an initial aggregate \( \Gamma_0^- \subset \mathbb{R}^d \) given by a union of translates of \([-N^{-\frac{1}{2}}, N^{-\frac{1}{2}}/2]^d\) centered at elements of \( \mathbb{Z}^d/N^\frac{1}{2} \). In addition, we place \( N \) particles at distinct points in \((\mathbb{Z}^d/N^\frac{1}{2})\cap(\mathbb{R}^d/\Gamma_0^-)\) according to an initial distribution that is symmetric across particles. Regarding \( \mathbb{Z}^d/N^\frac{1}{2} \) as a hypercubic lattice, we let the particles perform a symmetric continuous time bond exclusion process. That is, we assign i.i.d. Poisson processes of rate \( N^\frac{1}{2}/2 \) to the bonds, and at the arrival times of these processes, any particles located at the endpoints of the respective bond jump to the other endpoint of the bond. When a particle finds itself at distance \( N^{-\frac{1}{2}}/2 \) from the aggregate, it is absorbed and the \( N^{-\frac{1}{2}} \times \cdots \times N^{-\frac{1}{2}} \) hypercube around it is attached to the aggregate. If additional particles are at distance \( N^{-\frac{1}{2}}/2 \) from the aggregate upon the attachment of the new hypercube, they are absorbed and the \( N^{-\frac{1}{2}} \times \cdots \times N^{-\frac{1}{2}} \) hypercubes around them are attached to the aggregate as well. This procedure continues until all non-absorbed particles are further than \( N^{-\frac{1}{2}}/2 \) from the aggregate. The non-absorbed particles resume the continuous time bond exclusion process on \( \mathbb{Z}^d/N^\frac{1}{2} \), etc. Figure 1 depicts snapshots of the growing aggregate for \( d = 2 \) and two values of \( N \). In fact, our results hold for more general growth processes, whose (slightly technical) definition is deferred to Section 2.

In view of the findings of [7] and [11] in one space dimension, it is natural to conjecture that, in the \( N \to \infty \) scaling limit, the growing aggregate \( \Gamma_N \) described in the preceding paragraph tends to the growing solid phase in the 1SSP for the heat equation in any space dimension. To address this conjecture we introduce herein a probabilistic formulation of the 1SSP for the heat equation in multiple space dimensions. In the latter, one seeks a non-decreasing family \((\Gamma_t)_{t \geq 0}\) of closed subsets of \( \mathbb{R}^d \) such that \( \Gamma_0^- \subset \Gamma_0 \) for a given closed \( \Gamma_0^- \subset \mathbb{R}^d \), one has \( \Gamma_t = \bigcap_{s > t} \Gamma_s \) for all \( t \geq 0 \), and
\begin{equation}
(1.3) \quad \int_{\mathbb{R}^d} \left( \chi(t, x) - 1_{\Gamma_0^-}(x) \right) \varphi(x) \, dx = \mathbb{E} \left[ \varphi \left( X_0 + B_t \right) 1_{\{ t \leq \tau \}} \right] \quad \forall \varphi \in C_c^\infty(\mathbb{R}^d, \mathbb{R}), \ t \geq 0,
\end{equation}
for \( \tau := \inf \{ t \geq 0 : X_0 + B_t \in \Gamma_t \} \),
where \( X_0 \in \mathbb{R}^d/\Gamma_0^- \) is a random variable of prescribed distribution (representing the initial temperature distribution in the liquid phase), \( B \) is a standard Brownian motion independent thereof, and \( \chi \) is a “phase” function satisfying
\begin{equation}
(1.4) \quad \chi(t, x) 1_{\mathbb{R}^d \setminus \cup_{s \leq t} \Delta \Gamma_s}(x) = 1_{\Gamma_0 \setminus \cup_{s \leq t} \Delta \Gamma_s}(x), \quad \int_{\Delta \Gamma_s} \chi(t, x) \, dx = \text{Leb}(\Delta \Gamma_s), \ s \in [0, t],
\end{equation}
where \( \Delta \Gamma_s := \Gamma_s \setminus \cup_{t \leq r < s} \Gamma_r \) and the union \( \bigcup_{s \leq t} \Delta \Gamma_s \) is taken over all \( s \in [0, t] \) such that \( \text{Leb}(\Delta \Gamma_s) > 0 \) (the set of such \( s \) is at most countable). Note that if the function \( t \mapsto \text{Leb}(\Gamma_t) \) is continuous, the condition \( \Delta \Gamma_s \) amounts to \( \chi(t, x) = 1_{\Gamma_t}(x) \).

For \( d = 1 \), \( \Gamma_0^- = (-\infty, 0] \) and \( \Gamma_t = (-\infty, \Lambda_t] \), \( t \geq 0 \), the formulation \( (\ref{eq:1SSP}) \)–\( \ref{eq:1SSP} \) implies \( \ref{eq:phase} \)–\( \ref{eq:phase} \), with \( \chi(t, \cdot) \) defined as 0 on \( (\Lambda_t, \infty) \), as 1 on \( (-\infty, 0] \), and as the density of the restriction of the distribution of \( X_0 + B_t \) to \( (0, \Lambda_t] \) on the latter set.
Indeed, condition (1.3) can be verified directly from the definition of $\chi$. To check (1.4), on any sub-interval of $\{t \geq 0 : \Lambda_t = \Lambda_t\}^\uparrow$ we use the first equation in (1.1) to get

$$\Lambda_t - \Lambda_s = \mathbb{P}(\tau \in (s, t]) = \mathbb{P}(X_\tau \in (\Lambda_s, \Lambda_t)), \quad s \in [0, t),$$

which yields the first equation in (1.4). For the second equation in (1.4), we compute

$$\mathbb{P}(\tau \geq s, X_0 + B_s \in (\Lambda_{s-}, \Lambda_{s-} + x)] = \int_{\Lambda_{s-}}^{\Lambda_{s-} + x} \chi(t, y) \, dy, \quad s \in [0, t), \quad x \in [0, \Delta \Lambda_s]$$

and apply (1.2). In Subsection 5.2 we discuss the probabilistic formulation (1.3)–(1.4) in detail and show that it leads to solutions of the 1SSP for the heat equation which are weaker than the classical solutions but stronger than the weak solutions.
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In the main result (Theorem 1.2), we fix a $T \in (0, \infty)$ and encode the paths of the particles in (our version of) MDLA on $[0, T]$ by their empirical measure $\mu_{X,N}^t$, viewed as a random element of $\mathcal{P}(\mathcal{D}([0, T + 1], \mathbb{R}^d))$. The latter denotes the space of probability measures on $\mathcal{D}([0, T + 1], \mathbb{R}^d)$, the set of càdlàg paths $[0, T + 1] \to \mathbb{R}^d$ carrying the Skorokhod M1 metric, endowed with the topology of weak convergence. Here, for technical reasons, we need to consider the dynamics of the particles and of the aggregate on the extended interval $[-1, T + 1]$, assuming that the particle paths are constant on $[-1, 0]$ and the aggregate is equal to $\Gamma_{0-}^N$ on $[-1, 0)$. The growing aggregate $\Gamma_N$ is captured by the Euclidean distance function $D_N^t(x) := \min_{y \in \Gamma_N} |x - y|$, regarded as a random element of $C(\mathbb{R}^d, \mathcal{D}([-1, T + 1], \mathbb{R}))$, the space of continuous functions $\mathbb{R}^d \to \mathcal{D}([-1, T + 1], \mathbb{R})$ with the topology of uniform convergence. Finally, we introduce the following assumption.

**Assumption 1.1.** (a) The empirical measures $(\mu_{0,N}^X)_{N \in \mathbb{N}}$ of the initial particle locations converge in distribution on $\mathcal{P}(\mathbb{R}^d)$ as $N \to \infty$ to a deterministic limit $\mu_0^X$.
(b) The deterministic distance functions $D_{0-}^N(\cdot) := \min_{y \in \Gamma_{0-}^N} |\cdot - y|$, $N \in \mathbb{N}$ converge in $C(\mathbb{R}^d, \mathbb{R})$ to a limit $D_{0-}(\cdot)$ as $N \to \infty$.
(c) The diameters of all connected components of all $\Gamma_{0-}^N$, $N \in \mathbb{N}$ are bounded below by a positive constant.
(d) For the closed set $\Gamma_{0-} := \{x \in \mathbb{R}^d : D_{0-}(x) = 0\}$, the Lebesgue measure of the symmetric difference $\Gamma_{0-} \Delta \Gamma_{0-}^N$ tends to 0 as $N \to \infty$.

Our main result, Theorem 1.2, follows from Propositions 3.2, 5.7, A.1 Theorem 4.1.

**Theorem 1.2.** (a) Any subsequence of $(\mu_{X,N}^X, D_N^N)_{N \in \mathbb{N}}$ has a further subsequence converging in distribution on $\mathcal{P}(\mathcal{D}([0, T + 1], \mathbb{R}^d)) \times C(\mathbb{R}^d, \mathcal{D}([-1, T + 1], \mathbb{R}))$ under Assumption 1.1(a)–(b). Moreover, for almost every realization $(\mu^X(\omega), D(\omega))$ of a weak limit point of $(\mu_{X,N}^X, D_N^N)_{N \in \mathbb{N}}$, the non-decreasing family $(\Gamma(\omega))_{t \in [0, T]} := (\{x \in \mathbb{R}^d : D_t(x) = 0\})_{t \in [0, T]}$ of closed subsets of $\mathbb{R}^d$ satisfies $\Gamma_{0-} \subset \Gamma(\omega)$ and $\Gamma_t(\omega) = \bigcap_{t \leq s \leq T} \Gamma_s(\omega)$, $t \in [0, T]$.
(b) For $d = 2$ and for almost every realization $(\mu^X(\omega), D(\omega))$ of a limit point,
(b.1) under Assumption 1.1(a)–(c), the canonical process under $\mu^X(\omega)$ has the form $X_0 + B_{t \wedge \tau}$, $t \in [0, T]$, where $\tau := \inf\{t \geq 0 : X_0 + B_t \in \Gamma (\omega)\}$, $B$ is a Brownian motion, and $X_0$ is an independent random variable with the distribution $\mu_0^X$,
(b.2) under Assumption 1.1(a)–(d), $|\Gamma_t(\omega)|_{\Gamma_{0-}} \varphi(x) \, dx \geq \mathbb{E} [\varphi(X_0 + B_\tau) \mathbf{1}_{\{\tau \leq t\}}]$ for all $\varphi \in C^\infty_c(\mathbb{R}^2, [0, \infty))$, $t \in [0, T]$.

**Remark 1.3.** Theorem 1.2(b) says that, for $d = 2$ and under Assumption 1.1(a)–(d), the growing aggregate $\Gamma(\omega)$ associated with almost every realization $(\mu^X(\omega), D(\omega))$ satisfies the probabilistic formulation of the 1SSP for the heat equation, where $\chi(t, x) = \mathbf{1}_{\Gamma_t}(x)$, except that (1.3) holds with an inequality instead of an equality. In Subsection 5.3, we give an example which illustrates that, for a general limit point of MDLA, one cannot expect to find a $\chi$ satisfying (1.4) and such that (1.3) holds with an equality, even for densities of $X_0$ that are uniformly close to 0. In such cases, the density of absorbed particles in the aggregate is too low, which is due to the multitude of microscopic holes formed when the $N^{-\frac{1}{2}} \times N^{-\frac{1}{2}}$ squares are attached to the aggregate in a “disorderly” fashion. The density of the resulting “solid” crystal is lower and its enthalpy is higher than normal. The resulting object is sometimes referred to as a “mushy region” (see, e.g., [50]).
The rest of the paper is structured as follows. In Section 2, we define the general growth processes studied herein. Sections 3, 4, and 5 then provide the proofs of Theorem 1.2(a), (b.1), and (b.2), respectively, for these processes. One of the main technical contributions of the paper is Proposition 4.11, which shows the stability of a certain “crossing property” of planar Brownian motion, interesting on its own and explaining why Theorem 1.2(b) is restricted to $d = 2$. Another result, interesting in its own right, is stated in Propositions 5.5 and 5.6, which show that a classical solution to the single-phase supercooled Stefan problem must be a probabilistic solution and that a probabilistic solution must be a weak solution (in the PDE sense). The example mentioned in Remark 2.2 is described at the end of Subsection 5.3. We close with an appendix, which contains the verification that the version of MDLA described in this introduction falls into the framework of Section 2.

2. Preliminaries on a class of external MDLA processes

In the definition of our class of external MDLA processes we use the following notations. We fix a $d \in \mathbb{N}$, take for each $N \in \mathbb{N}$ the hypercubic lattice $\mathbb{Z}_N := \mathbb{Z}^d/N^\frac{1}{2}$, and write $C_N$ for the set of translates of the hypercube $[-N^{-\frac{1}{2}}/2, N^{-\frac{1}{2}}/2]^d$ by elements of $\mathbb{Z}_N$. Clearly, the union of all elements of $C_N$ is $\mathbb{R}^d$, and the intersection of any two elements of $C_N$ is a Lebesgue null set. Consider now an initial aggregate $\Gamma^N_0$ (“seed”) which is a union of elements of $C_N$. Without loss of generality we assume that the Lebesgue measure of $\mathbb{R}^d \setminus \Gamma^N_0$ is at least 1. Finally, for a fixed $T \in (0, \infty)$, we let

$$(\tilde{X}^{1,N}_t, \tilde{X}^{2,N}_t, \ldots, \tilde{X}^{N,N}_t)_{t \in [0,T+1]}$$

be a $(\mathbb{Z}_N)^N$-valued càdlàg process. We refer to it as the underlying particle system.

**Definition 2.1.** For a given underlying particle system and seed $\Gamma^N_0 \subset \mathbb{R}^d$ which is a union of hypercubes from $C_N$, the associated external MDLA process consists of the $(\mathbb{Z}_N)^N$-valued stochastic (“particles”) process

$$(X^{1,N}_t, X^{2,N}_t, \ldots, X^{N,N}_t)_{t \in [0,T]}$$

and a random non-decreasing family $\{\Gamma^N_t\}_{t \in [-1,T]}$ of closed subsets of $\mathbb{R}^d$ (“aggregate”) such that

- $X^{i,N}_t = \tilde{X}^{i,N}_{\tau^{i,N}_t}$, $t \in [0,T]$, $i = 1, 2, \ldots, N$, where

$$\tau^{i,N}_t := \inf\{s \geq 0 : \text{dist}(\tilde{X}^{i,N}_s, \Gamma^N_{s^-}) \leq N^{-\frac{1}{2}}/2\}, \quad i = 1, 2, \ldots, N$$

and $\Gamma^N = \bigcup_{0 \leq s < t} \Gamma^N_s$,

- $\Gamma^N_0 = \Gamma^N_T$, $t \in [-1,0]$, and at every hitting time $\tau^{i,N}_t$, the set $\Gamma^N_{\tau^{i,N}_t}$ is given by the union of $\Gamma^N_{\tau^{i,N}_t}$ with all sets $C$, such that $C$ is a connected union of cubes in $C_N$ whose centers belong to $\{X^{1,N}_{\tau^{1,N}_t}, X^{2,N}_{\tau^{2,N}_t}, \ldots, X^{N,N}_{\tau^{N,N}_t}\}$ and $C \cap \Gamma^N_{\tau^{i,N}_t} \neq \emptyset$, and the set $\Gamma^N_T$ remains unchanged between these hitting times.

**Remark 2.2.** One could let $\tau^{i,N}_t := \inf\{t \geq 0 : \text{dist}(\tilde{X}^{i,N}_t, \Gamma^N_{t^-}) = 0\}$ in Definition 2.1 and, at any such hitting time, grow the aggregate by only adding the hypercube from which the hitting particle entered it. This would not affect our results, except that Example 5.8 would be more difficult to analyze.

**Remark 2.3.** One could also study an internal MDLA process in which particles are absorbed upon exiting the aggregate: $\tau^{i,N}_t := \inf\{t \geq 0 : \text{dist}(\tilde{X}^{i,N}_t, \Gamma^N_{t^-}) \geq N^{-\frac{1}{2}}/2\}$.
The main results of Sections 3 and 4 hold for internal MDLA processes (as well as for other growth processes, see Remarks 3.3 and 4.2). However, the results of Section 5 would change. The limit points of internal MDLA processes are associated with the regular, rather than supercooled, version of the Stefan problem. The former is much better understood than the latter and, naturally, much more is known about scaling limits of internal MDLA processes, so we focus on external MDLA processes herein.

It is clear that for any given underlying particle system and seed, Definition 2.1 uniquely determines the aggregate \( \Gamma^N \) on \([-1, T] \). Informally speaking, whenever a particle finds itself in a hypercube adjacent to the aggregate, the hypercube is instantaneously added to the aggregate. The choice of hypercubes as the “building blocks” of the aggregate is made for convenience – we expect our results to apply for any other natural family of partitions of \( \mathbb{R}^d \), provided the diameters of the partition elements decay at the rate of \( N^{-\frac{1}{d}} \). It is clear as well that the sets \( \{ \Gamma^N_t \}_{t \in [-1, T]} \) increase by jumps only, with a total of at most \( N \) jumps, and that the right-continuity \( \Gamma^N_t = \bigcap_{t < s < T} \Gamma^N_s \), \( t \in [-1, T] \) holds. The domain of the time index of \( \Gamma^N \) is extended from \([0, T]\) to \([-1, T]\) in order to yield a precise meaning to \( \Gamma^N_0 \). Also for technical reasons, we consider the underlying particle system on the extended time interval \([0, T + 1]\).

While Definition 2.1 amounts to a very general class of external MDLA processes, our results require further assumptions. To state the first assumption, we introduce the empirical measure of the particle paths:

\[
\mu^{\tilde{X}, N} := \frac{1}{N} \sum_{i=1}^{N} \delta_{\tilde{X}_{i,N}},
\]

which is a random probability measure on the Skorokhod space \( D([0, T + 1], \mathbb{R}^d) \) of càdlàg functions \( [0, T + 1] \to \mathbb{R}^d \). As stated in Section 1 we equip \( D([0, T + 1], \mathbb{R}^d) \) with the Skorokhod M1 metric, making it a complete separable metric space (see, e.g., \([59], [24]\)), and denote by \( \mathcal{P}(D([0, T + 1], \mathbb{R}^d)) \) the space of probability measures on \( D([0, T + 1], \mathbb{R}^d) \) endowed with the topology of weak convergence. Thus, \( \mu^{\tilde{X}, N} \) is a random element of \( \mathcal{P}(D([0, T + 1], \mathbb{R}^d)) \). Our first assumption says that the input of the external MDLA process, encoded by \( \mu^{\tilde{X}, N} \) and \( \Gamma^N_0 \), converges as \( N \to \infty \). This is the minimal assumption (up to the distinction between the full sequence and its subsequences) needed for the existence of limit points of external MDLA (Section 3).

**Assumption 2.4.** The seed \( \Gamma^N_0 \) tends to a closed set \( \Gamma_0 \subset \mathbb{R}^d \) in the distance sense:

\[
\lim_{N \to \infty} \text{dist}(x, \Gamma^N_0) = \text{dist}(x, \Gamma_0), \quad x \in \mathbb{R}^d.
\]

The empirical measure \( \mu^{\tilde{X}, N} \) converges in distribution as a random element of \( \mathcal{P}(D([0, T + 1], \mathbb{R}^d)) \).

An example of a particle system satisfying Assumption 2.4 is the system of i.i.d. continuous time simple symmetric random walks with jump rates \( N^\frac{d}{2} \). More generally, if the underlying particle system \( \{ \tilde{X}^{i,N} \}_{i=1}^{N} \) has a symmetric distribution and satisfies certain regularity conditions, then the propagation of chaos holds, i.e., the convergence of the empirical measure of \( \{ \tilde{X}_{0,N}^{i} \}_{i=1}^{N} \) to a deterministic limit implies the convergence of \( \mu^{\tilde{X}, N} \). We refer to \([33]\) for a detailed study of the chaoticity property.

---

2Such a convergence is also known as the Painlevé-Kuratowski convergence, see \([40], \text{Corollary 4.7}\).
The next assumption ensures that the underlying particles make only nearest neighbor jumps and that their empirical measure converges to a Wiener measure. It is crucial for our description of the limiting particles as absorbed Brownian motions (Section 4).

**Assumption 2.5.** For any large enough $N \in \mathbb{N}$, with probability one, we have
\[ (2.4) \quad \lim_{s \uparrow t} \tilde{X}_{i,N}^t \in \{0, N^{-\frac{1}{2}}\}, \quad t \in [0, T + 1], \quad i = 1, 2, \ldots, N, \]
and the diameters of all connected components of all $\Gamma_{0-}^N$, $N \in \mathbb{N}$ are bounded below by a positive constant. In addition, Assumption 2.4 holds, and $\mu^{\tilde{X}} := \lim_{N \to \infty} \mu^{\tilde{X},N}$ almost surely equals to the distribution of the process $(\xi + B_t)_{t \in [0,T+1]}$, where $\xi$ is an $\mathbb{R}^d$-valued random variable and $B$ is a standard Brownian motion independent of $\xi$.

**Remark 2.6.** Assumption 2.5 can, in fact, be relaxed by replacing $B$ with $(B_{L_t})_{t \in [0,T+1]}$, for any strictly increasing stochastic process $L$.

An example of a particle system fulfilling Assumption 2.5 is the system of i.i.d. continuous time simple symmetric random walks with jump rates $N^{-\frac{1}{2}}$.

**Remark 2.7.** As the volume of the aggregate grows by $N^{-1}$ every time a particle is absorbed, it makes sense to refer to $N^{-1}$ as the size of a particle. Thus, the scaling of an MDLA process is determined by the asymptotic behavior of: (i) the size of the particles, (ii) the size of their jumps (“space scaling”), and (iii) their speed (“time scaling”). We scale these quantities as $N^{-1}$, $N^{-\frac{1}{2}}$, and $N^{\frac{1}{2}}$, respectively. This choice is motivated by our goal to study the connection between the scaling limits of MDLA processes and the Stefan problem (Section 5). The latter is a parabolic problem, which explains the parabolic space-time scaling, and the size of the particles is scaled to ensure that their total size is of order 1. However, other scaling choices are possible, e.g., the choice of $N^{-2}$, $N^{-\frac{1}{2}}$, and $N^{1+\frac{1}{2}}$, with the additional assumption that the particles are generated from a remote source at a rate of order $N$, is more natural for connecting the scaling limits to the (elliptic) Hele-Shaw problem, which has been oftentimes alluded to (implicitly and heuristically) in the physics literature.

The following assumption is used in Section 5 to establish a connection between the limit points of external MDLA processes and the supercooled Stefan problem.

**Assumption 2.8.** As $N \to \infty$, the Lebesgue measure of the symmetric difference $\Gamma_{0-} \Delta \Gamma_{0-}^N$ tends to 0. In addition, for any large enough $N \in \mathbb{N}$, with probability one,
\[ (2.5) \quad \tilde{X}_{i,N}^0 \notin \Gamma_{0-}^N, \quad i = 1, 2, \ldots, N, \]
\[ (2.6) \quad \tilde{X}_{t,N}^i \neq \tilde{X}_{t,N}^j, \quad t \in [0,T + 1], \quad i \neq j. \]

Assumption 2.8 guarantees that the particles start outside of the seed and that no two particles can occupy the same site (“exclusion rule”). Together with (2.4), it implies that, at any given time, the number of particles absorbed by the aggregate coincides with the number of hypercubes from $C_N$ added to the aggregate at that time. The latter can be interpreted as an energy (or, density) conservation property and is discussed in more detail in connection with the Stefan problem, in Subsection 5.3.

Note that systems of i.i.d. continuous time simple symmetric random walks violate Assumption 2.8. Nonetheless, there are particle systems that satisfy Assumptions 2.5 and 2.8. An example is provided by the “bond exclusion process”, which is described briefly in Section 1. Below we provide its detailed description (see also [53, Chapter I, Section 3], Example d)).
Consider $N$ particles that, at time 0, are placed at distinct locations in $\mathbb{Z}^n \cap (\mathbb{R}^d \setminus \Gamma_0^N)$ according to an initial distribution that is symmetric across particles. A bond of $\mathbb{Z}^n$ is a pair of sites $x,y \in \mathbb{Z}^n$ such that all coordinates of $x$ and $y$ are equal, except for one which differs by exactly $N-1$ between the two sites. To each bond we associate an independent Poisson process of rate $N^2/2$. Every particle $\tilde{X}_{i,N}$, located at a site $x$, remains there until the first of the $2d$ Poisson processes associated with the $2d$ bonds emanating from $x$ jumps, at which time the particle jumps across the corresponding bond. The particle at the other end of the bond, if present, is forced to also traverse the bond, and, therefore, no two particles can occupy the same site. Thus, this underlying particle system satisfies Assumption 2.8, provided the seed $\Gamma_0^N$ is approximated with sufficient precision by $\Gamma_0^N - \Gamma_0^N$. It is shown in Proposition A.1 that the bond exclusion process fulfills Assumption 2.5 as well, provided that $\mu_{\tilde{X}} := \frac{1}{N} \sum_{i=1}^{N} \delta_{\tilde{X}_{i,N}}$ tends to a deterministic limit.

We note that the physically relevant quantities in an external MDLA process are given by the empirical measure of the particle paths
\begin{equation}
\mu^{X,N} := \frac{1}{N} \sum_{i=1}^{N} \delta_{X_{i,N}}
\end{equation}
and by the aggregate $\Gamma^N$. Herein, we establish the existence of limit points (in law) of the pair $(\mu^{X,N}, \Gamma^N)$ as $N \to \infty$, and describe several important properties of those. In particular, we analyze the relationship between the particles and the aggregate in a limiting process, and their connection to the supercooled Stefan problem.

Remark 2.9. One can, of course, encode an external MDLA process by $(\mu^{X,N}, \Gamma^N)$, as the absorption times $\{\tau_{i,N}\}_{i=1}^{N}$ and the empirical measure of the particle paths $\mu^{X,N}$ can then be reconstructed. However, a priori, the functional dependence of $\mu^{X,N}$ on $(\mu^{X,N}, \Gamma^N)$ may be lost when we pass to the $N \to \infty$ limit (in law). In fact, one of the main conclusions of our work (Theorem 4.1) is that, under Assumption 2.5 and for $d \in \{1, 2\}$, this functional dependence is not lost in the limit, so that almost every realization of $\mu^{X} := \lim_{N \to \infty} \mu^{X,N}$ is the distribution of the canonical process under $\mu^{\tilde{X}} := \lim_{N \to \infty} \mu^{\tilde{X},N}$ stopped upon hitting the aggregate. The latter follows from the convergence of the absorption times which, in turn, relies on Assumption 2.5 and on the stability of a “crossing property” of Brownian motion, known before for $d=1$ and shown in Subsection 4.1 of this paper for $d=2$.

3. Existence of limit points

In this section, we prove that, under Assumption 2.4, any sequence of external MDLA processes has a limit point in distribution. Before proceeding to the result we discuss the topology used to define the convergence in distribution of MDLA processes. First, we recall that, for $a_1 < a_2 \in \mathbb{R}$ and $d \in \mathbb{N}$, the space $D([a_1, a_2], \mathbb{R}^d)$ of right-continuous functions $[a_1, a_2] \to \mathbb{R}^d$ with left limits is equipped with the Skorokhod M1 metric. For technical reasons, we extend the particle paths to $(T, T+1]$ constantly and make their empirical measure $\mu^{X,N}$ a random element of $P(D([0, T+1], \mathbb{R}^d))$, the space of probability measures on $D([0, T+1], \mathbb{R}^d)$ with the topology of weak convergence.

Next, again for technical reasons, we allow the time index of the aggregate $\Gamma^N$ to vary in $[-1, T+1]$ by setting
\begin{equation}
\Gamma^N_t = \Gamma^N_T, \quad t \in (T, T+1].
\end{equation}
We also notice that, at any time $t \in [-1, T+1]$, the aggregate $\Gamma_t^N$ is uniquely characterized by the associated distance function

$$D_t^N(x) := \text{dist}(x, \Gamma_t^N) = \min_{y \in \Gamma_t^N} |x - y|, \ x \in \mathbb{R}^d.$$  

(3.2)

The non-decreasing nature of the family $\{\Gamma_t^N\}_{t \in [-1, T+1]}$ and its right-continuity imply that the functions $t \mapsto D_t^N(x), \ x \in \mathbb{R}^d$ are elements of $\mathcal{D}([-1, T+1], \mathbb{R})$. On the other hand, the triangle inequality yields the 1-Lipschitz property of $x \mapsto D_t^N(x), \ t \in [-1, T+1]$. Thus, the random field

$$[-1, T+1] \times \mathbb{R}^d \to \mathbb{R}, \ (t, x) \mapsto D_t^N(x)$$

(3.3)

can be viewed as a random element of $C(\mathbb{R}^d, \mathcal{D}([-1, T+1], \mathbb{R}))$. We equip the latter space with the topology of uniform convergence on compacts induced by the $\text{M}_1$ metric on $\mathcal{D}([-1, T+1], \mathbb{R})$. This, in turn, induces a topology on the space of paths of $\Gamma^N$. With this choice of the topology, the limit points of $\{\Gamma^N\}_{N \in \mathbb{N}}$ correspond to the limit points of $\{(\mathcal{D})\}_{N \in \mathbb{N}}$. As it is more convenient to work with distance functions, we analyze the limit points (in distribution) of external MDLA processes directly as the limit points of $\{\Gamma^N\}_{N \in \mathbb{N}}$. Hereby, each $(\mu^X, D^N)$ is regarded as a random element of $\mathcal{P}(\mathcal{D}([0, T+1], \mathbb{R}^d)) \times C(\mathbb{R}^d, \mathcal{D}([-1, T+1], \mathbb{R}))$, and we put the product topology thereon.

**Remark 3.1.** The criterion for $\text{M}_1$ convergence of monotone functions (see, e.g., [9, Theorem 4.2]) and the 1-Lipschitz property of every $x \mapsto D_t^N(x)$ imply the following. For any subsequence of $\{(\mathcal{D})\}_{N \in \mathbb{N}}$ converging almost surely in $C(\mathbb{R}^d, \mathcal{D}([-1, T+1], \mathbb{R}))$, there almost surely exists a set of times $\mathbb{T} \subset [-1, T+1]$ of full Lebesgue measure such that $x \mapsto D_t^N(x)$ converges pointwise for all $t \in \mathbb{T}$. This shows the convergence of the corresponding subsequence of $\{\Gamma^N\}_{N \in \mathbb{N}}$ in the distance sense (or, equivalently, in the Painlevé-Kuratowski topology) for all $t \in \mathbb{T}$ almost surely.

Proposition 3.2 is the main result of this section. It states that every subsequence of $(\mu^X, D^N)_{N \in \mathbb{N}}$ admits a further subsequence converging in distribution.

**Proposition 3.2.** Under Assumption 2.4, any increasing infinite sequence in $\mathbb{N}$ has a subsequence along which $(\mu^X, D^N)$ has a limit $(\mu^X, D)$ in distribution. Moreover, if $\lim_{N \to \infty} \mu_{\tilde{X}, N}$ assigns probability one to $C([0, T+1], \mathbb{R}^d)$ almost surely, then $\mu^X$ assigns probability one to $C([0, T+1], \mathbb{R}^d)$ almost surely.

**Proof.** Due to Prokhorov’s Theorem, it suffices to prove that the sequence of the respective laws of $(\mu^X, D^N)_{N \in \mathbb{N}}$ is tight, i.e., that for any $\varepsilon > 0$, there exist compact sets $K_1 \subset \mathcal{P}(\mathcal{D}([0, T+1], \mathbb{R}^d))$ and $K_2 \subset C(\mathbb{R}^d, \mathcal{D}([-1, T+1], \mathbb{R}))$ with the property

$$\mathbb{P}(\mu^X \in K_1, D^N \in K_2) \geq 1 - \varepsilon, \ N \in \mathbb{N}. \quad (3.4)$$

To construct $K_1$, we first infer from Assumption 2.4 that the respective laws of $(\mu^X, D^N)_{N \in \mathbb{N}}$ form a tight sequence. Consequently, for any $\varepsilon > 0$, there exists a compact set $\tilde{K}_1 \subset \mathcal{P}(\mathcal{D}([0, T+1], \mathbb{R}^d))$ such that

$$\mathbb{P}(\mu^X \in \tilde{K}_1) \geq 1 - \varepsilon/2, \ N \in \mathbb{N}.$$  

Let $\Omega^N := \{\omega \in \Omega : \mu_{\tilde{X}, N}(\omega) \in \tilde{K}_1\}$. Then, Prokhorov’s Theorem implies that, for any $\varepsilon' > 0$, there exists a compact set $K_1' \subset \mathcal{D}([0, T+1], \mathbb{R}^d)$ for which

$$\mu_{\tilde{X}, N}(\omega)(K_1') \geq 1 - \varepsilon', \ \omega \in \Omega^N_0, \ N \in \mathbb{N}.$$
Due to the characterization of compactness in $D([0, T+1], \mathbb{R}^d)$ of \cite[Theorem 12.12.2]{FK}, the latter gives a uniform boundedness and a uniform oscillation estimate on at least $N(1 - \varepsilon')$ paths of the underlying particles $\{\tilde{X}^i,N(\omega)\}_{i=1}^N$, for all $\omega \in \Omega_0^N$ and all $N \in \mathbb{N}$. Clearly, the corresponding stopped particle paths $X^i,N(\omega)$ satisfy the same uniform boundedness and uniform oscillation estimates. Applying the reverse direction of Prokhorov’s Theorem we conclude that there is a compact $K_1 \subset \mathcal{P}(D([0, T+1], \mathbb{R}^d))$ such that $\mu^{X,N}(\omega) \in K_1$ for all $\omega \in \Omega_0^N$ and all $N \in \mathbb{N}$. This finishes the construction of $K_1$, as we recall that $\mathbb{P}(\Omega_0^N) \geq 1 - \varepsilon/2, N \in \mathbb{N}$.

It remains to show that, for any $\varepsilon > 0$, we can select a compact set $K_2 \subset C(\mathbb{R}^d, D([-1, T+1], \mathbb{R}))$ so that $\mathbb{P}(D^N \in K_2) \geq 1 - \varepsilon/2, N \in \mathbb{N}$. Since the space $C(\mathbb{R}^d, D([-1, T+1], \mathbb{R}))$ is equipped with the topology of uniform convergence on compacts, it suffices to verify that, for any compact set $K \subset \mathbb{R}^d$ and any $\tilde{\varepsilon} > 0$, we can find a compact set $\hat{K}_2 \subset C(K, D([-1, T+1], \mathbb{R}))$ such that $\mathbb{P}(D^N|K \in \hat{K}_2) \geq 1 - \tilde{\varepsilon}, N \in \mathbb{N}$. We claim that the closure of $\{D^N(\omega)|K : \omega \in \Omega, N \in \mathbb{N}\}$ in $C(K, D([-1, T+1], \mathbb{R}))$ can serve as $\hat{K}_2$ for any $\tilde{\varepsilon} > 0$. By the Arzelà-Ascoli Theorem for general topological spaces (see, e.g., \cite[Chapter 7, Theorem 17]{Rudin}), it is enough to check that the functions $x \mapsto D^N(\omega)(x)$ from $K$ to $D([-1, T+1], \mathbb{R})$ are equicontinuous and that the set $\{D^N(\omega) : \omega \in \Omega, N \in \mathbb{N}\}$ is precompact in $D([-1, T+1], \mathbb{R})$ for every $x \in K$. The former is a consequence of the fact that the M1-distance between any $D^N(\omega)(x), D^N(\omega)(x')$ is at most $|x-x'|$, as can be inferred by choosing synchronous parametrizations for the two functions and noticing that they differ by at most $|x-x'|$ pointwise. On the other hand, the precompactness of the set $\{D^N(\omega) : \omega \in \Omega, N \in \mathbb{N}\}$, for every $x \in K$, follows from the constancy on $[-1, 0], [T, T+1]$ and the monotonicity of this set’s elements, $\sup_{N \in \mathbb{N}, \omega \in \Omega} D^N_1(\omega)(x) = \sup_{N \in \mathbb{N}} \text{dist}(x, \Gamma^N_0) < \infty$ (cf. (2.3)), and the precompactness criterion for $D([-1, T+1], \mathbb{R})$ of \cite[Theorem 12.12.2]{FK}.

Thus far, we have shown that the sequence of the respective laws of $(\mu^{X,N}, D^N)_{N \in \mathbb{N}}$ is tight. Now, suppose that $\lim_{N \to \infty} \mu^{X,N}$ assigns probability one to $C([0, T+1], \mathbb{R}^d)$ almost surely. Thanks to the tightness of the respective laws of $(\mu^{X,N}, \mu^{X,N})_{N \in \mathbb{N}}$ and to the Skorokhod Representation Theorem (see \cite[Chapter 3, Theorem 5.1]{W}), we may assume that there exists an $\Omega_1 \subset \Omega$ such that $\mathbb{P}(\Omega_1) = 1$ and for all $\omega \in \Omega_1$, the limits $\lim_{N \to \infty} \mu^{X,N}(\omega), \mu^X(\omega) = \lim_{N \to \infty} \mu^{X,N}(\omega)$ exist and the former assigns probability one to $C([0, T+1], \mathbb{R}^d)$. Here, to simplify notation, we have relabeled the convergent subsequence of $(\mu^{X,N}, \mu^{X,N})_{N \in \mathbb{N}}$. Since the M1-convergence to a continuous limit implies the uniform convergence to that limit (see, e.g., \cite[Theorem 4.2]{D}), it is easy to check (e.g., by an application of the Skorokhod Representation Theorem for $D([0, T+1], \mathbb{R}^d)$) that the sequence $(\mu^{X,N}(\omega))_{N \in \mathbb{N}}$ is $C$-tight in the sense of \cite[Chapter VI, Definition 3.25]{K} for all $\omega \in \Omega_1$. As the oscillations and the absolute values of a stopped path do not exceed those of the original path, we deduce that the sequence $(\mu^{X,N}(\omega))_{N \in \mathbb{N}}$ is also $C$-tight for all $\omega \in \Omega_1$. (Formally, the latter follows from \cite[Chapter VI, Theorem 3.21 and Proposition 3.26, (i)⇔(iii)].) In particular, its limit $\mu^X(\omega)$ assigns probability one to $C([0, T+1], \mathbb{R}^d)$ for all $\omega \in \Omega_1$.

**Remark 3.3.** The proof of Proposition 3.2 reveals that Assumption 2.4 can be slightly relaxed. Instead of requiring that $\text{dist}(\cdot, \Gamma^N_{\cdot-})$ and $\mu^{X,N}$ converge, it is enough to require that the sequence $(\text{dist}(x, \Gamma^N_{\cdot-}))_{N \in \mathbb{N}}$ is bounded for each $x \in \mathbb{R}^d$ and that any subsequence of $(\mu^{X,N})_{N \in \mathbb{N}}$ has a limit point. Moreover, the proof of Proposition 3.2 does not fully utilize the structure of an external MDLA process. Namely, as long as
Assumption 2.4 (or the relaxation just mentioned) holds for \( \{ X^{i,N}_t \}_{i=1}^N \), Proposition 3.2 applies to any family of processes \( \{ X^{i,N}_t \}_{i=1}^N \) whose paths are constructed by stopping the respective paths of \( \{ X^{i,N}_t \}_{i=1}^N \) in some manner (possibly not even at stopping times) and to any non-decreasing right-continuous family \( \{ \Gamma_t^N \}_{t \in [0,T]} \) of closed subsets of \( \mathbb{R}^d \).

Note that every limit point \( D \) of \( (D^N)_{N \in \mathbb{N}} \) defines a limiting aggregate:

\[
\Gamma_t := \{ x \in \mathbb{R}^d : D_t(x) = 0 \}, \quad t \in [-1, T + 1].
\]

The Skorokhod Representation Theorem for \( \mathcal{C}(\mathbb{R}^d, \mathcal{D}([-1, T + 1], \mathbb{R})) \) and the characterization of M1 convergence for monotone functions in [9, Theorem 4.2] yield that, with probability one, all functions \( t \mapsto D_t(x), x \in \mathbb{R}^d \) are non-increasing and all functions \( x \mapsto D_t(x), t \in [-1, T + 1] \) are 1-Lipschitz. This observation implies that, with probability one, the family \( \{ \Gamma_t \}_{t \in [-1, T + 1]} \) consists of closed subsets of \( \mathbb{R}^d \) and is non-decreasing. It is also clear that \( \Gamma \) is constant on \([-1, 0) \) and on \([T, T + 1] \). Finally, we claim that \( \{ \Gamma_t \}_{t \in [-1, T + 1]} \) is right-continuous, in the sense that \( \Gamma_t = \bigcap_{t < s \leq T + 1} \Gamma_s, \) \( t \in [-1, T + 1] \). Indeed, \( \Gamma_t \subset \bigcap_{t < s \leq T + 1} \Gamma_s, \) \( t \in [-1, T + 1] \). Moreover, if there existed an \( x \in \bigcap_{t < s \leq T + 1} \Gamma_s \) such that \( x \notin \Gamma_t \), then \( D_t(x) > 0 \) while \( D_s(x) = 0, t < s \leq T + 1 \), contradicting the right-continuity of \( D(x) \).

Remark 3.4. We point out that, with probability one, the union of the discontinuity times of \( t \mapsto D_t(x) \) over all \( x \in \mathbb{R}^d \) is countable. This is due to the 1-Lipschitz property of \( x \mapsto D_t(x), t \in [-1, T + 1] \) which lets us take the union over all \( x \in \mathbb{Q}^d \) only. We refer to the complement of that union as the set of continuity times of \( D \). If a subsequence of \( (D^N)_{N \in \mathbb{N}} \) converges to \( D \) in distribution (as in Proposition 3.2), then the Skorokhod Representation Theorem allows us to find realizations of the random variables involved such that, with probability one, for all compact sets \( K \subset \mathbb{R}^d \) and all continuity times \( t \) of \( D \), it holds \( \sup_{x \in K} |D_t^N(x) - D_t(x)| \to 0 \) along the subsequence in consideration.

(Here, we use the 1-Lipschitz property of \( x \mapsto D_t^N(x) \).)

4. Limit points as absorbed Brownian motions

Pick a limit point \( (\mu^X, D) \) in distribution of a sequence of external MDLA processes, as in Proposition 3.2 and define \( \Gamma \) as the aggregate associated with \( D \) via (3.5). Recall that, under Assumption 2.5, the empirical measure of the underlying particle paths converges to the law of a standard Brownian motion with an independent initial condition \( \xi \). The goal of this section is to show that, under Assumption 2.5 and with \( d \in \{1, 2\} \), almost every realization of \( \mu^X \) is the distribution of a standard Brownian motion started from \( \xi \) and absorbed upon hitting the aggregate \( \Gamma \). Theorem 4.1 gives the formal statement.

Theorem 4.1. For \( d \in \{1, 2\} \) and under Assumption 2.5, let \( (\mu^X, D) \), defined on a probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \), be a limit point in distribution of a sequence of MDLA processes as in Proposition 3.2. Then, for \( \mathbb{P} \)-almost every \( \omega \in \Omega \), the projection of \( \mu^X(\omega) \) onto \( \mathcal{P}(C([0,T],\mathbb{R}^d)) \), i.e., the restriction of this measure to shorter paths, coincides with the distribution of the stochastic process

\[
\tilde{\omega} \mapsto (\xi(\tilde{\omega}) + B_{t \in [0,T]}(\tilde{\omega}))(\tilde{\omega}));
\]

where \( \xi \) and \( B \) are instances of the random objects in Assumption 2.5, defined on another probability space \( (\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}}) \), and

\[
\tau(\omega, \tilde{\omega}) := \inf \{ t \in [0,T] : D_t(\omega)(\xi(\tilde{\omega}) + B_t(\tilde{\omega})) = 0 \}.
\]
The proof of Theorem 4.1 is provided in Subsection 4.2. It relies on the convergence of the absorption times involved, which, in turn, follows from the stability of a "crossing property" of Brownian motion in dimensions one and two, shown in Subsection 4.1. The latter result is well-known in dimension one, but its analogue for a planar Brownian motion is new and constitutes the main technical contribution of this paper, interesting on its own. The proof of the stability of the crossing property explains why we restrict the scope of Theorem 4.1 to \( d \in \{1, 2\} \) and to Brownian limit points.

**Remark 4.2.** As alluded to in Remark 2.6, Theorem 4.1 and its proof hold also for limiting particles that are time-changed Brownian motions, since the findings of Subsection 4.1 hold for such processes. Moreover, similarly to the case of Proposition 3.2, the proof of Theorem 4.1 does not utilize the full structure of external MDLA processes (cf. Remark 3.3). In particular, provided the underlying particle system \( \{\tilde{X}_{i,N}\}_{i=1}^{N} \) satisfies Assumption 2.5 (or its aforementioned relaxation), Theorem 4.1 applies to any non-decreasing right-continuous family \( \{\Gamma_{N}\}_{t \in [0,T]} \) of closed subsets of \( \mathbb{R}^d \), in which all points of every \( \Gamma_{t} \) can be connected to \( \Gamma_{0} \) by a continuous curve in \( \Gamma_{t} \), and to any family of processes \( \{X_{i,N}\}_{i=1}^{N} \) whose paths are obtained from the respective paths of \( \{\tilde{X}_{i,N}\}_{i=1}^{N} \) by stopping them upon hitting \( \Gamma_{N} \).

Among other things, Theorem 4.1 allows us to describe the limit points of external MDLA processes in terms of the associated PDEs. To this end, we fix an \( \omega \in \Omega \) and consider the time-\( t \) distributions of the canonical process on \( C([0,T], \mathbb{R}^d) \) under \( \mu^X(\omega) \). By Theorem 4.1, those equal the time-\( t \) distributions of a Brownian motion absorbed upon hitting \( \Gamma(\omega) \), for \( \mathbb{P} \)-almost every \( \omega \). A comparison with the unabsorbed Brownian motion reveals that the restrictions of the latter time-\( t \) distributions to \( \mathbb{R}^d \setminus \Gamma_{t}(\omega) \) admit density functions, which we denote by \( u(t, \cdot) \), dropping the dependence on \( \omega \) for brevity. A straightforward application of Itô’s formula then shows that \( u \) is a weak solution (in the PDE sense) of the heat equation

\[
\frac{\partial u}{\partial t} = \frac{1}{2} \Delta u \quad \text{on} \quad Q_T := \{(t,x) \in (0,T] \times \mathbb{R}^d : x \notin \Gamma_{t}(\omega)\}
\]

with the restriction of the law of \( \xi \) to \( \mathbb{R}^d \setminus \Gamma_0(\omega) \) as the initial condition and a zero lateral boundary condition. In fact, Weyl’s Lemma (see, e.g., [33, p. 90, step 4]) yields \( u \in C^\infty(Q_T(\omega), \mathbb{R}) \) and that it fulfills (4.3) pointwise. We can also ensure that the initial condition holds classically. However, in general, the zero lateral boundary condition only holds in a weak sense. The described Cauchy-Dirichlet problem (or, equivalently, its probabilistic formulation in terms of an absorbed Brownian motion) uniquely determines \( u \) for each \( \Gamma(\omega) \). One might conjecture that, in addition, the limit points of external MDLA processes satisfy the Stefan free-boundary condition which uniquely determines \( \Gamma(\omega) \), as in the case \( d = 1 \) (see [10]). We address this conjecture in Subsection 5.3.

### 4.1. Crossing property and its stability.

Subsection 4.1 is devoted to the stability of the crossing property of Brownian motion, employed in the proof of Theorem 4.1 and valuable by itself. The precise result is provided below, in Proposition 4.11 and Corollary 4.13. Since its proof is trivial for \( d = 1 \), we focus on the case \( d = 2 \) in most of the subsequent statements.
We begin with the notion of the winding number and its connection to the first enclosing time of a point by a continuous curve on the plane.\footnote{The upcoming preliminaries on the winding number are essentially known. However, the authors are unaware of a reference containing the exact facts needed herein, and thus give detailed proofs.} To this end, for $x, y, z \in \mathbb{R}^2$, with $x \neq z \neq y$, we write $\arg(z, x; y) \in [-\pi, \pi)$ for the angular coordinate of $y$ in the polar coordinate system centered at $z$ and rotated so that $\arg(z, x; x) = 0$.

**Definition 4.3.** For a point $z = (z_1, z_2) \in \mathbb{R}^2$, a continuous curve $\gamma : [a_1, a_2] \to \mathbb{R}^2$, and times $a_1 \leq t_1 < t_2 \leq a_2$ such that $z \notin \gamma_{[t_1,t_2]} := \{\gamma(t) : t \in [t_1, t_2]\}$, the winding number with respect to $z$ of the arc of $\gamma$ over $[t_1, t_2]$ is defined by

$$
\text{Wnd}(z, \gamma; t_1, t_2) = \sum_{n=1}^{\infty} \theta^{(n)},
$$
where $\theta^{(n)} := \arg(z, \gamma(\tau^{(n-1)}), \gamma(\tau^{(n)})$, $n \geq 1$; $\tau^{(0)} := t_1$; and, for $n \geq 1$,

$$
\tau^{(n)} := \inf \left\{ t \in [\tau^{(n-1)}, t_2] : \arg(z, (z_1 + 1, z_2); \gamma(t)) \leq \frac{\pi}{2}, \arg(z, \gamma(\tau^{(n-1)}), \gamma(t) \neq 0 \right\} \wedge t_2.
$$

The uniform continuity of $\gamma$ and $z \notin \gamma_{[t_1,t_2]}$ imply that the terms of the sequence $(\tau^{(n)})_{n \in \mathbb{N}}$ equal $t_2$ from some $n_0 \in \mathbb{N}$ on, and the series in (4.4) has a finite number of non-zero summands. It is also clear from the definition that $\text{Wnd}(z, \gamma; t_1, t_2) = \text{Wnd}(z, \gamma \circ \lambda^{\alpha}; \lambda(t_1), \lambda(t_2))$ for any continuous increasing function $\lambda$ on $[t_1, t_2]$, i.e., the winding number is stable with respect to reparametrizations that preserve the curve orientation. In addition, the winding number with respect to 0 of a curve $\gamma$ does not change if $\gamma$ is scaled by a positive multiple, i.e., the winding number is stable with respect to space scaling. Lastly, we note that, for any $\alpha \in (0, 2\pi)$, the winding number $\text{Wnd}(z, \gamma; t_1, t_2)$ belongs to $[-\alpha, \alpha]$ when $\gamma_{[t_1,t_2]}$ is contained in a cone of angle $\alpha$ centered at $z$. We use these observations repeatedly.

Next, we recall that the winding number of a piecewise smooth closed curve on the plane can be defined in terms of a contour integral. The following lemma shows, in particular, that Definition 4.3 is consistent with the contour integral definition, and, in some sense, can be reduced to it even if $\gamma$ is not piecewise smooth, provided $\gamma_{|[t_1,t_2]}$ is closed. To state this result, we identify $\mathbb{R}^2$ with the complex plane $\mathbb{C}$.

**Lemma 4.4.** Let $\gamma : [a_1, a_2] \to \mathbb{C}$ be a continuous curve whose arc over $[t_1, t_2]$ is closed, i.e., $\gamma(t_1) = \gamma(t_2)$, and let $z \in \mathbb{C}$ be such that $z \notin \gamma_{[t_1,t_2]}$. Write $\{\tau^{(n)}\}_{n=0}^{\infty}$ for the stopping times associated with $(z, \gamma; t_1, t_2)$, as in Definition 4.3. Then, there exists an $\varepsilon_0 > 0$, which can be chosen as a non-decreasing function of $\min_{t \in [t_1, t_2]}|\gamma(t) - z|$ such that, for any $\varepsilon \in (0, \varepsilon_0)$ and any piecewise smooth curve $\zeta : [t_1, t_2] \to \mathbb{C}$ satisfying $\zeta(\tau^{(n)}) = \gamma(\tau^{(n)})$, $n \geq 0$ and $\max_{t \in [t_1, t_2]}|\zeta(t) - \gamma(t)| < \varepsilon$, we have

$$
\text{Wnd}(z, \gamma; t_1, t_2) = \frac{1}{i} \int_{\zeta} \frac{1}{w - z} \, dw.
$$

**Proof.** We assume without loss of generality that $z = 0$, set $\varepsilon_0 = \min_{t \in [t_1, t_2]}|\gamma(t)|/2 > 0$, and denote by $\partial O(\varepsilon_0)$ the circle of radius $\varepsilon_0$ around 0. We then claim that, for any $\varepsilon \in (0, \varepsilon_0)$ and any $\zeta$ satisfying the conditions in the lemma, it holds

$$
\int_{\tau^{(n)} - \varepsilon}^{\tau^{(n)}} \frac{1}{\zeta(t)} \, dt \theta^{(n)} + \int_{\tau^{(n)} - \varepsilon}^{\tau^{(n)}} \frac{1}{w} \, dw - \int_{\tau^{(n)} - \varepsilon}^{\tau^{(n)}} \frac{1}{w} \, dw, \quad n \geq 1,
$$
where each $\ell^{(n)}$ is the oriented segment of the line going through $\gamma(\tau^{(n)}) - \zeta(\tau^{(n)})$ and 0 that connects the former point to $\partial O(\varepsilon_0)$. The claim is readily verified by considering
the contour obtained by the orientation reversal of $\ell^{(n-1)}$ and its concatenation with $\zeta_{\ell^{(n-1)}}, \ell^{(n)}$ and the appropriate arc of $O(\varepsilon_0)$. Indeed, Cauchy’s Integral Theorem implies that the integral of $w \mapsto \frac{1}{w}$ along this contour vanishes (because 0 lies on the outside of the contour by the definition of $\tau^{(n)}$ and the choice of $\zeta$).

Summing (4.6) over $n = 1, 2, \ldots, n_0$, where $n_0$ is the smallest index such that $\tau^{(n)} = \tau^{(n_0)} = \ell_2$, $n \geq n_0$, and observing that $\ell(0)$ and $\ell^{(n_0)}$ refer to the same oriented segment due to $\gamma(\tau^{(0)}) = \gamma(t_1) = \gamma(t_2) = \gamma(\tau^{(n_0)})$, we deduce

$$\int_{t_1}^{t_2} \frac{1}{\zeta(t)} \, d\zeta(t) = i \sum_{n=1}^{n_0} \theta^{(n)} = i \text{Wnd}(0, \gamma; t_1, t_2),$$

from which (4.5) follows immediately. □

The right-hand side of (4.5) belongs to $2\pi \mathbb{Z}$ (see, e.g., [42, Theorem 10.10]). Hence, since every closed arc of a continuous curve $\gamma$ admits a piecewise smooth approximation $\zeta$ as described in Lemma 4.4, we conclude that the winding number of a closed arc of a continuous curve with respect to a point not on this arc is also an element of $2\pi \mathbb{Z}$.

Next, we show the continuity of the winding number, used in the subsequent analysis.

**Lemma 4.5.** Let $\gamma : [a_1, a_2] \to \mathbb{C}$ be a continuous curve and let $z \in \mathbb{C} \setminus [a_1, a_2]$. Then, the function $s \mapsto \text{Wnd}(z, \gamma; s, t)$ (resp. $t \mapsto \text{Wnd}(z, \gamma; s, t)$) is continuous on $[a_1, t]$ (resp. $(s, a_2]$) for every $t \in (a_1, a_2]$ (resp. $s \in [a_1, a_2]$). In addition, $\zeta \mapsto \text{Wnd}(z, \zeta; a_2)$ is continuous on the set $\{ \zeta \in C([a_1, a_2], \mathbb{C}) : \zeta(a_1) = \zeta(a_2), z \notin \gamma_{[a_1, a_2]} \}$ in the topology of uniform convergence.

**Proof.** The first statement follows from the additivity of the winding number:

$$(4.7) \quad \text{Wnd}(z, \gamma; t_1, t_2) + \text{Wnd}(z, \gamma; t_2, t_3) = \text{Wnd}(z, \gamma; t_1, t_3), \quad a_1 \leq t_1 < t_2 < t_3 \leq a_2.$$ 

The above additivity is verified directly from Definition 4.3 for sufficiently small $t_3 - t_2$, such that $\gamma_{[t_2, t_3]}$ is contained in a cone of angle $\pi/2$ centered at $z$. The general case, then, follows by partitioning $[t_1, t_3]$ into sufficiently small intervals.

The continuity of $\text{Wnd}(z, \cdot; a_1, a_2)$ results from Lemma 4.4. Indeed, take $(\gamma^{(k)})_{k \in \mathbb{N}}$, $\gamma^{(\infty)}$ in $\{ \zeta \in C([a_1, a_2], \mathbb{C}) : \zeta(a_1) = \zeta(a_2), z \notin \gamma_{[a_1, a_2]} \}$ with $\max_{[a_1, a_2]} |\gamma^{(k)} - \gamma^{(\infty)}| \to 0$ as $k \to \infty$. For every $k \in \mathbb{N}$, we choose a finite interval partition $\Pi^{(k)}$ of $[a_1, a_2]$ whose break points include the stopping times $\{ \tau^{(k, n)} \}_{n=0}^{\infty}$ associated with $\gamma^{(k)}$ per Definition 4.3 as well as the corresponding partition $\Pi^{(k)}$ of $[a_1, a_2]$ whose break points include the stopping times $\{ \tau^{(\infty, n)} \}_{n=0}^{\infty}$ associated with $\gamma^{(\infty)}$. Moreover, let $\zeta^{(k)}$ be the closed continuous curve interpolating linearly, on the intervals of $\Pi^{(k)}$, between the values of $\gamma^{(k)}$. We can ensure that the mesh of $\Pi^{(k)}$ tends to 0 as $k \to \infty$ and that it holds

$$(4.8) \quad \text{Wnd}(z, \gamma^{(k)}; a_1, a_2) = \frac{1}{i} \int_{\zeta^{(k)}} \frac{1}{w - z} \, dw, \quad k \in \mathbb{N}$$

(see Lemma 4.4). If needed, we refine $\Pi^{(k)}$ without altering $\zeta^{(k)}$, so that there exists a break point of $\Pi^{(k)}$ between any two neighboring $\tau^{(\infty, n)}$ and $\tau^{(\infty, n')}$). Hereby, since all curves involved are closed, we treat the time domain $[a_1, a_2]$ as a circle (after identifying $a_1$ with $a_2$) when determining which break points of $\Pi^{(k)}$ are neighboring.

Further, for every $k \in \mathbb{N}$, we define $\zeta^{(k)}$ by interpolating linearly between the values of $\gamma^{(\infty)}$ at the points $\{ \tau^{(\infty, n)} \}_{n=0}^{\infty}$ and the values of $\zeta^{(k)}$ at the other break points of $\Pi^{(k)}$. 


Lemma 4.4 shows that, if the winding number with respect to the question of whether a point is enclosed by a curve, the following corollary of Corollary 4.6.

Let \( \gamma \), \( \gamma \) connecting \( n \) connected component of \( R \) for all \( k \in \mathbb{N} \) large enough, implying the same for the left-hand sides.

\[
\text{Wnd}(z, \gamma; a_1, a_2) = \frac{1}{i} \oint_{\zeta^{(k)}} \frac{1}{w - z} \, dw
\]

by Lemma 4.4. Note that \( \zeta^{(k)} \) and \( \tilde{\zeta}^{(k)} \) differ only on the time intervals bounded by a \( \gamma^{(\infty,n)} \) and a neighboring break point of \( \Pi^{(k)} \). We write \( I_{-}^{(k,n)} \) and \( I_{+}^{(k,n)} \) for these intervals. The concatenation of the arc of \( \zeta^{(k)} \) over \( I_{-}^{(k,n)} \cup I_{+}^{(k,n)} \) with the orientation-reversed arc of \( \tilde{\zeta}^{(k)} \) over \( I_{-}^{(k,n)} \cup I_{+}^{(k,n)} \) leads to a closed contour along which the function \( w \mapsto \frac{1}{w - z} \) integrates to 0, for all \( k \in \mathbb{N} \) large enough, by Cauchy's Integral Theorem (recall that \( z \notin \gamma^{(\infty,a) \gamma} \)). Thus, the right-hand sides of (4.8) and (4.9) coincide for all \( k \in \mathbb{N} \) large enough, implying the same for the left-hand sides.

The additivity property (4.9) reveals that the winding number with respect to \( z \) of a continuous curve \( \gamma \) does not change if \( \gamma \) is rotated around \( z \). This can be seen by splitting \( \gamma \) into arcs, each contained in a cone of angle less than \( \pi \) centered at \( z \), and obtaining the rotational invariance of the winding numbers of these arcs directly from Definition 4.3. It is also worth recording that the continuous functional \( \text{Wnd}(z, \cdot; a_1, a_2) \) with values in \( 2\pi \mathbb{Z} \) must be constant in a neighborhood of every closed continuous curve on \( [a_1, a_2] \) that does not pass through \( z \).

We can now turn our attention to the connection between the winding number and the question of whether a point is enclosed by a curve. The following corollary of Lemma 4.4 shows that, if the winding number with respect to \( z \) of a closed arc of a continuous curve is non-zero, then \( z \) is enclosed by this arc.

**Corollary 4.6.** Let \( \gamma : [a_1, a_2] \to \mathbb{R}^2 \) be a continuous curve whose arc over \([t_1, t_2]\) is closed, i.e., \( \gamma(t_1) = \gamma(t_2) \), and let \( z \in \mathbb{R}^2 \) be so that \( z \notin \gamma[T_1,T_2] \). If \( \text{Wnd}(z, \gamma; t_1, t_2) \neq 0 \), then \( z \) belongs to a bounded connected component of \( \mathbb{R}^2 \setminus \gamma[T_1,T_2] \).

**Proof.** We argue by contradiction and assume that \( z \) belongs to the unbounded connected component of \( \mathbb{R}^2 \setminus \gamma[T_1,T_2] \). Then, there exists a semi-infinite continuous path \( \lambda \) connecting \( z \) to infinity without intersecting \( \gamma[T_1,T_2] \). Next, we consider any \( \zeta \) satisfying the conditions of Lemma 4.4 that is sufficiently close to \( \gamma \), so that \( \zeta[T_1,T_2] \) does not intersect \( \lambda \). Then, \( z \) is in the unbounded connected component of \( \mathbb{R}^2 \setminus \zeta[T_1,T_2] \), and the right-hand side of (4.5) vanishes by \[ \text{Theorem 10.10} \]. Therefore, \( \text{Wnd}(z, \gamma; t_1, t_2) = 0 \) by Lemma 4.4, which gives us the desired contradiction.

Motivated by Corollary 4.6, we introduce the following definition.

**Definition 4.7.** The first enclosing time of a point \( z \in \mathbb{R}^2 \) by the arc over \([t_1, t_2]\) of a continuous curve \( \gamma : [a_1, a_2] \to \mathbb{R}^2 \), with \( z \notin \gamma[T_1,T_2] \), is defined by

\[
T_e(z, \gamma; t_1, t_2) := \inf \{ t \in [t_1, t_2] : \exists s \in [t_1, t) \text{ with } \gamma(s) = \gamma(t) \text{ and } \text{Wnd}(z, \gamma; s, t) \neq 0 \}.
\]

The continuity of \( \gamma \) and \( \text{Wnd}(z, \gamma; \cdot, \cdot) \) (cf. (4.7)) implies that, if \( T_e(z, \gamma; t_1, t_2) < \infty \) (as usual, we set \( \inf \varnothing = \infty \)), then

\[ \exists s \in [t_1, T_e(z, \gamma; t_1, t_2)) : \gamma(s) = \gamma(T_e(z, \gamma; t_1, t_2)) \text{ and } \text{Wnd}(z, \gamma; s, T_e(z, \gamma; t_1, t_2)) \neq 0. \]

**Remark 4.8.** The latter observation together with Corollary 4.6 reveal that, whenever \( T_e := T_e(z, \gamma; t_1, t_2) < \infty \), there is an \( s \in [t_1, T_e) \) such that \( \gamma(s) = \gamma(T_e) \) and \( z \) lies in a bounded connected component of \( \mathbb{R}^2 \setminus \gamma[s,T_e] \).
Figure 2. The left panel visualizes the proof of Lemma 4.9: $z = 0$, the blue circle is $\overline{\gamma}_{[0,1]}$, the orange arc is $\overline{\gamma}_{[2,3]}$, the green circle is $\partial O_1$, the red circle is $\partial O_2$, the purple circle is $\partial O_3$, and the brown circle is $\partial O_4$. The right panel visualizes the proof of Lemma 4.12: $z = 0$, $B^z_{t_0} = B^z_{\tau} = (1,0)$, $B^z_{t_1} = B^z_{t_2} = (11/8,0)$, the blue circle represents $B^z_{[t_0,\tau]}$ (not actually a circle in the proof), the orange circle represents $B^z_{[t_1,t_2]}$ (not actually a circle in the proof), the green circle is $\partial O_1$, the red circle is $\partial O_2$, and the purple circle is $\partial O_3$.

We can now proceed to the crossing property of planar Brownian motion and to the stability of this property. The next lemma is similar to [2, Section VII.1, Lemma 1]. It shows that almost every path of a planar Brownian motion immediately encloses its initial point. The main difference between our lemma and [2, Section VII.1, Lemma 1] is in the definition of the first enclosing time. Herein, we require a non-zero winding number to declare that a point is enclosed (see Definition 4.7), while [2, Section VII.1, Lemma 1] labels a point as enclosed when it lies in a bounded connected component of the complement of the curve. The former implies the latter by Corollary 4.6. In the remainder of this subsection, we denote by $B^z$ the planar Brownian motion started from $z \in \mathbb{R}^2$, constructed on a probability space with a probability measure $P$, and let

$$\tau^z := \inf\{t \geq 0 : |B^z_t - z| = r\}, \quad r > 0.$$  

We also regard the realizations of $B^z$ as curves in $\mathbb{R}^2$ whenever needed.

**Lemma 4.9.** For all $z \in \mathbb{R}^2$ and $\delta > 0$, it holds:

$$\lim_{\delta' \downarrow 0} P(T_c(z,B^z;\tau^z_\delta,\tau^z_\delta) < \infty) = 1.$$  

**Proof.** By the translation invariance of Brownian motion we may assume that $z = 0$. Further, the strong Markov property and the scale invariance of Brownian motion yield

\[
P(T_c(0,B^0;\tau^0_{\delta/2n},\tau^0_{\delta}) = \infty) \leq \left( \prod_{m=0}^{n-1} \mathbb{P}(T_c(0,B^0;\tau^0_{\delta/2m+1},\tau^0_{\delta/2m}) = \infty) \right)
\]

\[
= \mathbb{P}(T_c(0,B^0;\tau^0_1,\tau^0_2) = \infty)^n, \quad n \geq 1.
\]

Thus, it suffices to prove that $\mathbb{P}(T_c(0,B^0;\tau^0_1,\tau^0_2) = \infty) < 1$.  

\footnote{The measurability of the event $\{T_c(z,B^z;\tau^z_\delta,\tau^z_\delta) < \infty\}$ follows from the measurability of the winding number, which, in turn, can be verified directly from Definition 4.3.}
A visualization of the remainder of the proof is given by the left panel of Figure 2. For convenience, we take $B^0_{r_1} = (1, 0) \in \mathbb{R}^2$. We further introduce a continuously differentiable curve $\gamma : [0, 3] \to \mathbb{R}^2$ obtained by the concatenation of $\gamma : [0, 1] \to \mathbb{R}^2$ and $\gamma : [1, 3] \to \mathbb{R}^2$, where

- $\gamma(t) = (\cos(2\pi t), \sin(2\pi t)), t \in [0, 1]$,
- $\gamma(1, 2) \subset O_1$, with $O_1$ being the open ball of radius 3/8 around $(9/8, 0)$,
- $\gamma(t) = (9/8 + \cos(\pi(t - 1)/2)/4, \sin(\pi(t - 1)/2)/4), t \in [2, 3]$.

We note that $\gamma(2) = (9/8, 1/4); \gamma(3) = (7/8, 0); \gamma_{[2,3]} \cap O_2 = \emptyset$, where $O_2$ is the open ball of radius 1/6 around $(1, 0)$; and $\gamma_{[1,3]} \subset O_1$.

Let us show that $\gamma$ admits a neighborhood in the topology of uniform convergence such that any curve therein encloses $0$. To this end, we consider the curve $\gamma$ given by the constant extension of $\gamma$ to the time interval $[0, 2]$, i.e., $\gamma(t) = \gamma(t), t \in [0, 1]$ and $\gamma(t) = \gamma(1), t \in (1, 2]$. Lemma 1.5 yields the existence of an $\varepsilon_1 > 0$ such that $\text{Wnd}(0, \gamma; 0, 2) = \text{Wnd}(0, \gamma; 0, 2) = 2\pi$ for any closed continuous curve $\tilde{\gamma} : [0, 2] \to \mathbb{R}^2$ with max$_{t \in [0,2]} |\tilde{\gamma}(t) - \gamma(t)| < \varepsilon_1$. Then, for all $\varepsilon_2 \in (0, \varepsilon_1 \wedge (1/16))$ small enough and any continuous curve $\zeta : [0, 3] \to \mathbb{R}^2$ with max$_{t \in [0,3]} |\zeta(t) - \gamma(t)| < \varepsilon_2$, we have:

- $\zeta(2) \notin O_3$, where $O_3$ is the open ball of radius 17/16 around 0;
- $\zeta(3) < 15/16$;
- $\zeta_{[2,3]} \cap O_2 = \emptyset$;
- $\zeta_{[1,3]} \subset O_1$;
- $\zeta(0), \zeta(1) \in O_2$;
- $\zeta_{[0,1]} \cap O_4 = \emptyset$, where $O_4$ is the open ball of radius 15/16 around 0;
- $\zeta_{[1/4,1]} \cap \zeta_{[2,3]} = \emptyset$; and
- $\zeta_{[0,1/4]}$ and $\zeta_{[1,3]}$ are each contained in a cone of angle $5\pi/8$ centered at 0.

For any $\zeta$ as described, we let $\tilde{\zeta} : [0, 2] \to \mathbb{R}^2$ be an extension of the arc of $\zeta$ over $[0, 1]$ which linearly interpolates between $\zeta(1)$ and $\zeta(0)$ on the time interval $[1, 2]$. Note that $\tilde{\zeta}$ is a closed continuous curve in the $\varepsilon_1$-neighborhood of $\gamma$, thus, $\text{Wnd}(0, \tilde{\zeta}; 0, 2) = 2\pi$, and 0 lies in a bounded connected component of $\mathbb{R}^2 \setminus \tilde{\zeta}_{[0,2]}$ by Corollary 4.6. Moreover, the line segment connecting 0 and $\zeta(3)$ belongs to $O_4$ and, hence, cannot intersect $\tilde{\zeta}_{[0,2]}$, so that $\zeta(3)$ lies in a bounded connected component of $\mathbb{R}^2 \setminus \tilde{\zeta}_{[0,2]}$ as well. On the other hand, $\zeta(2) \notin O_3$ while $\tilde{\zeta}_{[0,2]} \subset O_4$, which implies that $\zeta(2)$ lies in the unbounded connected component of $\mathbb{R}^2 \setminus \tilde{\zeta}_{[0,2]}$. Thus, $\zeta_{[2,3]}$ intersects $\tilde{\zeta}_{[0,2]}$. As $\zeta(0), \zeta(1) \in O_2$ and $\zeta_{[2,3]} \cap O_2 = \emptyset$, we deduce that $\zeta_{[2,3]} \cap \tilde{\zeta}_{[1,2]} = \emptyset$. Consequently, $\zeta_{[2,3]}$ intersects $\tilde{\zeta}_{[0,1]} = \zeta_{[0,1]}$. Recalling $\tilde{\zeta}_{[1/4,1]} \cap \zeta_{[2,3]} = \emptyset$, we conclude that $\zeta_{[2,3]}$ intersects $\zeta_{[0,1/4]}$. We write $u_2 \in [2, 3]$ and $u_1 \in [0, 1/4]$ for two time coordinates of the aforementioned intersection point. Since $\text{Wnd}(0, \tilde{\zeta}; 0, 2) = 2\pi$, the additivity of the winding number (see (4.7)) and the fact that $\tilde{\zeta}_{[1,2]}$ is contained in a cone of angle $\pi/2$ centered at 0 yield $\text{Wnd}(0, \zeta; 0, 1) = \text{Wnd}(0, \tilde{\zeta}; 0, 1) \geq 3\pi/2$. Finally, $\zeta_{[0,u_1]}$ and $\zeta_{[1,u_2]}$ are each contained in a cone of angle $5\pi/8$ centered at 0, and we infer that $\text{Wnd}(0, \zeta; u_1, u_2) \geq \pi/4$. This proves $T_1(0, \zeta; 0, 3) < \infty$ for any continuous curve $\zeta$ in the $\varepsilon_2$-neighborhood of $\gamma$.

More generally, for $z' \in \mathbb{R}^2$ with $|z'| = 1$, we rotate $\gamma$ by $\text{arg}(0, (1, 0); z')$ to get $\gamma'$. Then, conditionally on $B^0_{r_1} = z'$, the curve $[0, 3] \to \mathbb{R}^2$, $t \mapsto B^0_{r_{1+z'}}$ falls into the $\varepsilon_2$-neighborhood of $\gamma'$ with a positive probability independent of $z'$, as can be seen from Girsanov's Theorem and the rotational invariance of Brownian motion. Hence, the conditional probability of $\{T_1(0, B^0_{r_1}; r^0_{1+3}) = T_1(0, B^0_{r_{1+z'}}; 0, 3) < \infty \} \cap \{r^0_2 > r^0_{1+3}\}$
given \( B_0^0 = z' \) admits a positive lower bound independent of \( z' \). We conclude that
\[
\mathbb{P} ( T_c (0, B_0^0; \tau_0^1, \tau_0^2) = \infty ) < 1, \quad \text{as desired.}
\]
\[\square\]

Lemma 4.9 has a simple but useful corollary.

**Corollary 4.10.** Fix any \( z \in \mathbb{R}^2 \), \( \delta > 0 \). Then, for almost every Brownian path \( B^z \), there is a bounded open neighborhood \( U = U (\delta, B^z) \) of \( z \) such that \( \partial U \subset B^-_{[0,\tau_0^3]} \).

**Proof.** Lemma 4.9 implies that, for almost every Brownian path \( B^z \), there exists a bounded open neighborhood \( U \). Fix any \( P \)

For almost every Brownian path \( \eta \),

**Claim.** By Remark 4.8, it is enough to establish the subsequent claim.

**Proof.**

there exists a bounded open neighborhood \( V \) of \( z \) such that \( \partial U \subset B^-_{[0,\tau_0^3]} \).

The fact that each point of any \( \Gamma_t \) can be connected to some other point in \( \Gamma_t \) by a continuous curve, the strong Markov property of Brownian motion and Corollary 4.10 reveal that almost every path of a planar Brownian motion intersects \( \Gamma_t \) infinitely often in each open right neighborhood of its first hitting time. The proof of Corollary 4.13 shows how to obtain the same conclusion with \( \Gamma \) in place of \( \Gamma_t \). We therefore refer to Corollary 4.10 as the crossing property of planar Brownian motion, in analogy to the terminology of [8, Lemma 5.6] in the one-dimensional setting. To prove Theorem 4.1, we need to additionally verify that the crossing property is stable, i.e., that it holds for any continuous path close to a Brownian path, as captured by the following proposition.

**Proposition 4.11.** Fix any \( z \in \mathbb{R}^2 \), \( \delta > 0 \). Then, for almost every Brownian path \( B^z \), there is an \( \varepsilon = \varepsilon (\delta, B^z) > 0 \) such that, for all \( b \in C ([0, \tau_0^3], \mathbb{R}^2) \) with \( \max \tau \in [0,\tau_0^3] | b (t) - B^z_t | < \varepsilon \), there exists a \( \delta' \in (0, \delta) \) such that \( T_c (z, b; \tau_0^3, \tau_0^3) < \infty \).

**Proof.** By Remark 4.8 it is enough to establish the subsequent claim.

**Claim.** For almost every Brownian path \( B^z \), there is an \( \varepsilon = \varepsilon (\delta, B^z) > 0 \) such that, for all \( b \in C ([0, \tau_0^3], \mathbb{R}^2) \) with \( \max \tau \in [0,\tau_0^3] | b (t) - B^z_t | < \varepsilon \), there exists a \( \delta' \in (0, \delta) \) such that \( T_c (z, b; \tau_0^3, \tau_0^3) < \infty \).

**Step 1.** For \( \delta_0 \in (0, \delta) \), let
\[
E_{\delta_0} := \{ T_c (z, B^z; \tau_0^3, \tau_0^3) < \infty \} \cap \{ z \notin B^-_{[0,\tau_0^3]} \}.
\]

The non-increasing family \( \{ E_{\delta_0} \}_{\delta_0 \in (0, \delta)} \) tends to an event of probability one as \( \delta_0 \downarrow 0 \), thanks to Lemma 4.9. Thus, it suffices to prove the claim on \( E_{\delta_0} \), for an arbitrary fixed \( \delta_0 \in (0, \delta) \). To ease the notation, we set
\[
\tau = \lim_{n \to \infty} T_c (z, B^z; \tau_0^3, n).
\]

The latter limit is well-defined and almost surely finite, due to the scale invariance of Brownian motion and Lemma 4.9. We also remark that \( \tau_0^3 < \tau < \tau_0^3 \) on \( E_{\delta_0} \). (Observe that, by definition, \( \tau_0^3 \) cannot be a self-intersection time of a Brownian path.) Further, we decrease \( E_{\delta_0} \) by a zero probability event according to
\[
E'_{\delta_0} := E_{\delta_0} \cap \{ B^z \notin B^-_{[\tau, \infty]} \}.
\]

Next, we take a \( \delta_1 > 0 \), expand the underlying probability space so it supports a uniform \((0,1)\)-valued random variable \( \eta \) independent of \( B^z \), and let
\[
\sigma_1 := \inf \{ t \geq 0 : | B^z_{\tau+t} - B^z_t | \geq \delta_1 \eta \},
\]
\[
\tau := \lim_{n \to \infty} T_c (B^z_{\tau}, B^z_{\tau+\sigma_1}; \sigma_1, n).
\]

The strong Markov property of Brownian motion, its scale invariance and Lemma 4.9 show that \( \tau \) is well-defined and almost surely finite.
We claim that, almost surely, the conditional distribution of \( B_{z+t}^z \), given \( B_{[0,\tau]}^z \), is absolutely continuous with respect to the Lebesgue measure. The latter follows from the strong Markov property of Brownian motion and the observation that, for any \( z' \in \mathbb{R}^d \) and with \( B^{z'} := B^z + z + z' \), the pairs

\[
(\eta, \hat{B}^{z'}) := (\eta + (B^{z'})^a - z') \quad \text{and} \quad (\eta, B^{z'})
\]

have the same distribution. Indeed, the conditional distribution of \( (\hat{B}^{z'}, \bar{\tau}) \) given \( B_{[0,\tau]}^z \) almost surely coincides with the distribution of \( (\hat{B}^{z'}, \bar{\tau}) \) evaluated at \( z' = B_t^z \), where

\[
\hat{\tau} := \lim_{n \to \infty} \tau_n(z', \tilde{B}^{z'}; \tilde{\sigma}^z_1, n) = \lim_{n \to \infty} \tau_n(z', B^{z'}_{\eta^2}; \tilde{\sigma}^z_1, n) = \eta^2 \lim_{n \to \infty} \tau_n(z', B^{z'}_{\eta^2}; \tilde{\sigma}^z_1, n),
\]

\[
\tilde{\sigma}^z_1 := \inf \{ t \geq 0 : |\hat{B}^{z'}_t - z'| \geq \delta_1 \eta \} = \inf \{ t \geq 0 : |B^{z'}_{t/\eta^2} - z'| \geq \delta_1 \}
\]

\[
= \eta^2 \inf \{ t \geq 0 : |B^{z'}_t - z'| \geq \delta_1 \}.
\]

These imply \( \tau' = \eta^2 \tau \), with

\[
\hat{\tau}' := \lim_{n \to \infty} \tau_n(z', B^{z'}; \tilde{\sigma}^z_1, n) \quad \text{and} \quad \tilde{\sigma}^z_1 := \inf \{ t \geq 0 : |B^{z'}_t - z'| \geq \delta_1 \}.
\]

Thus, the conditional distribution of \( B_{z+t}^z \), given \( B_{[0,\tau]}^z \), almost surely coincides with the distribution of \( z' + \eta(B^{z'}_{\bar{\tau}} - z') \) evaluated at \( z' = B_t^z \). It is only left to notice that the distribution of \( B^{z'}_{\bar{\tau}} \) is invariant with respect to rotations around \( z' \) and that \( \eta \) is independent of \( B^{z'}_{\bar{\tau}} \), to conclude that, almost surely, the conditional distribution of \( B_{z+t}^z \), given \( B_{[0,\tau]}^z \), is absolutely continuous with respect to the Lebesgue measure.

**Step 2.** We proceed by letting

\[
\sigma_2 := \inf \{ t \geq 0 : |B^{z'}_{\bar{\tau}+t} - B^{z'}_{\bar{\tau}}| \geq (|B^{z'}_{\bar{\tau}} - z| \wedge (\delta - |B^{z'}_{\bar{\tau}} - z|))/2 \},
\]

\[
E_{\delta_0, \delta_1} := E_{\delta_0} \cap \{ t < \sigma_2 \}.
\]

Using the strong Markov property of Brownian motion and Lemma 1.9, we deduce that the non-increasing family \( \{E_{\delta_0, \delta_1}\}_{\delta_1 > 0} \) tends to \( E_{\delta_0} \) as \( \delta_1 \downarrow 0 \), up to a zero probability event. It follows that

\[
\mathbb{P} \left( \bigcup_{n=1}^{\infty} \bigcup_{m=1}^{\infty} E_{1/n, 1/m} \right) = 1.
\]

Recall also that, almost surely, the set \( B_{[0,\tau]}^z \), has zero Lebesgue measure. Combining this with the conclusion of Step 1 we infer that, almost surely, \( B_{z+t}^z \notin B_{[0,\tau]}^z \). Putting these together with the observation made after Definition 4.7, we see that, almost surely, there exist \( \delta_0, \delta_1 > 0 \) such that \( \tau_{\delta_0}^z < \tau < \tau + \delta_2 < \tau_{\delta_2}^z \), and \( t < \sigma_2 \), as well as \( t_0, s_0, t_1, t_2 \) satisfying \( \tau_{\delta_0}^z < t_0 < s_0 < t < t_1 < t_2 < \tau + \delta_2 \) and

\[
(4.12) \quad B_{t_0}^z = B_{t_2}^z, \quad \text{Wnd}(z, B^z; t_0, \tau) \neq 0,
\]

\[
(4.13) \quad |B_{t_0}^z - z|/2 < |B_{s_0}^z - B_{t_0}^z| < \frac{7}{8}|B_{t_0}^z - z|, \quad |B_{t_0}^z - B_{t_0}^z| < \frac{7}{8}|B_{t_0}^z - z|, \quad t \in [t_0, s_0],
\]

\[
(4.14) \quad B_{t_1}^z = B_{t_2}^z, \quad \text{Wnd}(B_{t_2}^z, B^z; t_1, t_2) \neq 0,
\]

\[
(4.15) \quad |B_{t_2}^z - B_{t_2}^z| < |B_{t_2}^z - z|/2, \quad t \in [t_1, t_2],
\]

\[
(4.16) \quad B_{\tau}^z \notin [B_{t_1,t_2}], \quad B_{\tau}^z \notin [B_{[0,\tau]}^z].
\]

Indeed, a \( t_0 \in (\tau_{\delta_0}^z, \tau) \) fulfilling (4.12) exists by the definition of \( \tau \). The time \( s_0 \in (t_0, \tau) \) can be chosen as \( \inf \{ t > t_0 : |B_{t_0}^z - B_{t_0}^z| = 3|B_{t_0}^z - z|/4 \} \), which is strictly less than \( \tau \) because \( B_{[t_0,s_0]}^z \) is then contained in a cone of angle \( \pi \) centered at \( z \). The time \( t_2 \) can
Lemma 4.12. There exists an $\varepsilon_1 > 0$ such that, for any continuous $b: [\tau_{\delta_0}, \tau_{\delta}] \to \mathbb{R}^2$ with $\max_{t \in [\tau_{\delta_0}, \tau_{\delta}]} |b(t) - B_t^z| < \varepsilon_1$, it holds $b_{[t_0, s_0]} \cap b_{[t_1, t_2]} \neq \emptyset$.

Let us show how Lemma 4.12 yields the claim at the beginning of the proof. Denote by $\gamma$ the extension of $B^z$ from $[t_0, \tau]$ to $[t_0, \tau + 1]$ defined by $\gamma(t) = B^z_t$, $t \in (\tau, \tau + 1]$. Then, $\gamma$ is a closed continuous curve and $\text{Wnd}(\gamma, \tau; t_0, \tau + 1) = \text{Wnd}(\tau, B^z; t_0, \tau) \neq 0$. By Lemma 4.5, there exists an $\varepsilon_2 > 0$ such that $\text{Wnd}(\gamma, \tau; t_0, \tau + 1) \neq 0$ for any closed continuous curve $\gamma$ in the $\varepsilon_2$-neighborhood of $\gamma$. Fixing such an $\varepsilon_2 > 0$, for any continuous $b: [\tau_{\delta_0}, \tau_{\delta}] \to \mathbb{R}^2$ with $\max_{t \in [\tau_{\delta_0}, \tau_{\delta}]} |b(t) - B_t^z| < \varepsilon_1 \wedge \varepsilon_2 \wedge (|B_{t_0}^z - z|/8)$, we extend $b$ from $[t_0, \tau]$ to $[t_0, \tau + 1]$ by linearly interpolating between $b(\tau)$ and $b(t_0)$ on $[\tau, \tau + 1]$. We write $\tilde{b}$ for the resulting extension. Then, $\tilde{b}$ is a closed continuous curve which belongs to the $\varepsilon_2$-neighborhood of $\gamma$ and, hence, $\text{Wnd}(\tilde{b}, \tau; t_0, \tau + 1) \neq 0$.

Since the winding number is additive (see (4.7)) and $\tilde{b}_{[\tau, \tau + 1]}$ is contained in a cone of angle $\pi/2$ centered at $z$, we conclude that $\text{Wnd}(\tilde{b}, \tau; t_0, \tau) \neq [-3\pi/2, 3\pi/2]$. Next, we apply Lemma 4.12 and denote by $u_1 \in [t_0, s_0]$ and $u_2 \in [t_1, t_2]$ two time coordinates of the intersection point of $b_{[t_0, s_0]}$ and $b_{[t_1, t_2]}$. Using the additivity of the winding number again and that $b_{[t_0, u_1]}$, $b_{[\tau, u_2]}$ are each contained in a cone of angle $\pi$ centered at $z$ (recall (4.13), (4.15)), we infer that $\text{Wnd}(z, b; u_1, u_2) \neq [-\pi/2, \pi/2]$. As the arc of $b$ over $[u_1, u_2]$ is closed, $\text{Wnd}(z, b; u_1, u_2) \neq 0$ shows the claim at the beginning of the proof. \qed

Proof of Lemma 4.12. The idea of this proof is somewhat similar to that of the proof of Lemma 4.9. For a visualization, please refer to the right panel of Figure 2. Relying on (4.16), we pick a sufficiently small $r > 0$ such that the distance between $B_{t_0, s_0}^z$ and the open ball $O_1$ of radius $r$ around $B_{t_0}^z = B_{t_1}^z$ is greater than $r$. Decreasing $r > 0$ if necessary, we also ensure that the distance between $B_{t_1, t_2}^z$ and the open ball $O_2$ of radius $r$ around $B_{t_2}^z = B_{t_1}^z$ is greater than $r$. In addition, notice that the arc of $B^z$ over the time interval $[t_1, t_2]$ is closed and that $B_{t_1, t_2}^z$ is contained in $O_3$, the open ball of radius $|B_{t_2}^z - z|/2$ around $B_{t_2}^z$. Let $\varepsilon_3 > 0$ be the distance between $B_{t_1, t_2}^z$ and $\partial O_3$. Further, $B_{s_0}^z \notin O_3 \cup \partial O_3$ by (4.13). Put $\varepsilon_4 > 0$ for the distance between $B_{s_0}^z$ and $\partial O_3$.

Write $\gamma$ for the extension of $B^z$ from $[t_1, t_2]$ to $[t_1, t_2 + 1]$ defined by $\gamma(t) = B_{t_2}^z$, $t \in (t_2, t_2 + 1]$. Then, $\gamma$ is a closed continuous curve with $\text{Wnd}(B_{t_2}^z, \gamma; t_1, t_2 + 1) = \text{Wnd}(B_{t_2}^z, B^z; t_1, t_2) \neq 0$. Thus, Lemma 4.5 yields the existence of an $\varepsilon_5 > 0$ such that $\text{Wnd}(B_{t_2}^z, \gamma; t_1, t_2 + 1) \neq 0$ for any closed continuous curve $\gamma$ in the $\varepsilon_5$-neighborhood of $\gamma$. Choosing $\varepsilon_1 = r \wedge \varepsilon_3 \wedge \varepsilon_4 \wedge \varepsilon_5 > 0$, we have for any continuous $b: [\tau_{\delta_0}, \tau_{\delta}] \to \mathbb{R}^2$ which belongs to the $\varepsilon_1$-neighborhood of $B_{t_0, s_0}^z$:

- $b(t_1), b(t_2) \in O_1$ and $b_{[t_0, s_0]} \cap O_1 = \emptyset$,
- $b(t_0), b(\tau) \in O_2$ and $b_{[t_1, t_2]} \cap O_2 = \emptyset$,
- $b_{[t_1, t_2]} \subset O_3$ and $b(s_0) \notin O_3$.

Finally, we introduce the extension $\tilde{b}$ of the arc of $b$ over the time interval $[t_1, t_2]$ by a linear interpolation between $b(t_2)$ and $b(t_1)$ on $[t_2, t_2 + 1]$. Then, $\tilde{b}$ is a closed continuous curve in the $\varepsilon_5$-neighborhood of $\gamma$ and, hence, $\text{Wnd}(\tilde{b}, \tau; t_1, t_2 + 1) \neq 0$. It follows from Corollary 4.6 that $B_{t_2}^z$ is contained in a bounded connected component of $\mathbb{R}^2 \setminus \tilde{b}_{[t_1, t_2 + 1]}$. In addition, the line segment $\ell$ connecting $B_{t_1}^z$ and $b(t_0)$ is contained in $O_2$, which shows that $\ell$ does not intersect $\tilde{b}_{[t_1, t_2]} = b_{[t_1, t_2]}$. Since $\tilde{b}_{[t_2, t_2 + 1]} \subset O_1$ and
that for all $b$ satisfying $\min b$ imply that, for almost every standard Brownian path $\partial V$ and $D$.

The main claim in the proof of Proposition 4.11 shows that, in fact, there is a desired inequality holds for all $\partial V$ and $D$. Therefore, $b_{[t_0,s_0]}$ and $b_{[t_1,s_2]}$ admit an intersection point. It only remains to observe that this intersection point cannot lie on $\tilde{b}_{[t_2,s_2]}$, as $\tilde{b}_{[t_2,s_2]} \subset O_1$ and $b_{[t_0,s_0]} \cap O_1 = \emptyset$. We infer that $\emptyset \neq b_{[t_0,s_0]} \cap \tilde{b}_{[t_1,s_2]} = b_{[t_0,s_0]} \cap b_{[t_1,s_2]}$, as desired. $\square$

Applying Proposition 4.11 in the setting of Theorem 4.1 we obtain the following corollary, which is used in the proof of Theorem 4.1.

**Corollary 4.13.** For $d \in \{1, 2\}$ and under Assumption 2.5, let $(\mu^X, D)$ be a limit point in distribution of a sequence of MDLA processes (cf. Proposition 3.2), constructed on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Then, for $\mathbb{P}$-a.e. $\omega \in \Omega$, the set

$$\{b \in C([0, T + 1], \mathbb{R}^d) : \forall \delta > 0 \exists \varepsilon > 0 \forall b' \in C([0, T + 1], \mathbb{R}^d) \max_{[0,T+1]} |b' - b| < \varepsilon$$

$$\implies \inf \{t \in [0, T + 1] : D_t(\omega; b'(t)) = 0\} \leq \delta + \inf \{t \in [0, T] : D_t(\omega; b(t)) = 0\}$$

with the convention $\inf \emptyset = \infty$, has probability one under $\mu^\tilde{X}$, where the latter measure is defined in Assumption 2.5.

**Proof.** By conditioning on $\xi = z$ for $z \in \mathbb{R}^2$ and subsequently shifting the coordinate system, the corollary can be reduced to the case $\xi \equiv 0$, so we only consider that case. For $d = 1$, the corollary results from $D_t(b(\tau)) = 0$ for $\tau := \inf \{t \in [0, T] : D_t(b(t)) = 0\}$, the strong Markov property of Brownian motion and $\max_{[0,\delta]} b > 0$, $\min_{[0,\delta]} b < 0$ for all $\delta > 0$ and almost every standard Brownian path $b$. From here on, we take $d = 2$.

In view of the Skorokhod Representation Theorem, we may pick a sequence of MDLA processes, which we denote by $(\mu^{N,D})_{N \in \mathbb{N}}$ for convenience, that converges to the limit $(\mu^X, D)$ almost surely. Moreover, if $\inf \{t \in [0, T] : D_t(b(t)) = 0\} = \infty$, then the desired inequality holds for all $b'$ automatically, and we only need to analyze the paths $b$ with $\min_{[0,T]} D_t(b(t)) = 0$. The strong Markov property of Brownian motion and Proposition 4.11 imply that, for almost every standard Brownian path $b$ on $[0, T + 1]$ satisfying $\min_{[0,T]} D_t(b(t)) = 0$ and all $\delta > 0$, there exists an $\varepsilon = \varepsilon(\delta, b) > 0$ such that for all $b' \in C([0, T + 1], \mathbb{R}^2)$ with $\max_{[0,T+1]} |b' - b| < \varepsilon$, there exists a bounded open neighborhood $V = V(\delta, b, b')$ of $b(\tau)$ fulfilling

$$\partial V \subset b'_{[\tau, \tau + \delta]}, \text{ where } \tau := \inf \{t \in [0, T] : D_t(b(t)) = 0\} \leq T.$$

The main claim in the proof of Proposition 4.11 shows that, in fact, there is a $\delta_0(0, \delta)$ with $\partial V \subset b'_{[\tau + \delta_0, \tau + \delta]}$. Further, we can choose $\delta_0 \in (0, \delta)$ so that $\tau + \delta$ is a continuity point of $D$ (recall Remark 3.4). Note also that $D_{\tau + \delta_0}(b(\tau)) = 0$. The convergence of $D_{\tau + \delta_0}(b(\tau))$ to $D_{\tau + \delta_0}(b(\tau)) = 0$ then yields $V \cap \Gamma^N_{\tau + \delta_0} \neq \emptyset$ for all $N \in \mathbb{N}$ large enough.

Next, we use Assumption 2.5 to deduce the existence of a universal constant $\delta_1 > 0$ such that, for all $N \geq 1$, $t \in [0, T + 1]$ and $x \in \Gamma^N_t$, with $|y - x| \geq \delta_1$, that can be connected to $x$ by a continuous curve in $\Gamma^N_t$. In addition, we deduce from Proposition 4.11 that we can pick $V$ to be contained in the open ball of radius $\delta_1$ around $b(\tau)$ (by possibly decreasing $\delta_0 \in (0, \delta)$). It follows that, for all $N \in \mathbb{N}$ large enough, one can find an $x_N \in \partial V \cap \Gamma^N_{\tau + \delta_0}$. Taking $N \to \infty$, we find a limit point $x_\infty \in \partial V \subset b'_{[\tau + \delta_0, \tau + \delta]}$. The 1-Lipschitz property of $x \mapsto D^N_{\tau + \delta_0}(x)$ and the convergence of $D^N_{\tau + \delta_0}(x_\infty)$ to $D_{\tau + \delta_0}(x_\infty)$ then imply $D_{\tau + \delta}(x_\infty) = 0$ and, since $x_\infty \in b'_{[\tau + \delta_0, \tau + \delta]}$, also

$$\inf \{t \in [0, T + 1] : D_t(b'(t)) = 0\} \leq \tau + \delta,$$ as desired. $\square$
4.2. Proof of Theorem 4.1

Denote by \((\mu_{X,N}, D_N)_{N \in \mathbb{N}}\) a sequence of MDLA processes that converges to \((\mu_X, D)\) in distribution along a subsequence. Using this fact and the convergence of \((\mu_{\tilde{X},N})_{N \in \mathbb{N}}\), we conclude that the joint distributions of the triplets \((\mu_{X,N}, D_N, \mu_{\tilde{X},N})_{N \in \mathbb{N}}\) (along the same subsequence) are tight, and, hence, the latter triplets converge to \((\mu_X, D, \mu_{\tilde{X}})\) in distribution along a possibly different subsequence (recall that \(\mu_{\tilde{X}}\) is a deterministic measure). To simplify notation, we assume that the latter subsequence coincides with the original sequence. Further, in view of the Skorokhod Representation Theorem, we may assume that the convergence \((\mu_{X,N}, D_N, \mu_{\tilde{X},N}) \rightarrow (\mu_X, D, \mu_{\tilde{X}})\) occurs almost surely on \((\Omega, \mathcal{F}, \mathbb{P})\). Our goal is then to show that, for any bounded and uniformly continuous function \(f: D([0, T], \mathbb{R}^d) \rightarrow \mathbb{R}\),

\[
\frac{1}{N} \sum_{i=1}^{N} f\left(\tilde{X}^{i,N}_{\tau,\pi,i,N}\right) \xrightarrow{N \to \infty} \int_{\hat{\omega}} f(\xi(\hat{\omega}) + B_{\lambda, \tau}(\hat{\omega})(\hat{\omega})) \, d\hat{\mathbb{P}}(\hat{\omega})
\]

for \(\mathbb{P}\)-almost every \(\omega \in \Omega\), where \(\{\tilde{X}^{i,N}\}_{i=1}^{N}\) are the atoms of \(\mu_{\tilde{X},N}\) (i.e., the underlying particle system of the \(N\)-th MDLA process), \(\{\tau^{i,N}\}_{i=1}^{N}\) are the corresponding absorption times (see (4.21)), and \(\xi, B, \tau\) are as in the statement of the theorem\(^5\). Indeed, the left-hand side of (4.18) tends \(\mathbb{P}\)-almost surely to the integral of \(f\) with respect to \(\mu_{\tilde{X}}\), so that (4.18) proves the theorem.

To invoke the stability of the crossing property (Corollary 4.13) below, we define, for each \(N \in \mathbb{N}\), a continuous version \(\{Y^{i,N}\}_{i=1}^{N}\) of the underlying particle system \(\{\tilde{X}^{i,N}\}_{i=1}^{N}\). For this purpose, we denote by \(\rho_0^{i,N} < \rho_1^{i,N} < \cdots < \rho_{J_{i,N}}^{i,N}\) the ordered elements of the set which consists of 0, \(T + 1\) and the jump times of \(\tilde{X}^{i,N}\) on \([0, T + 1]\). We then let

\[
Y^{i,N}_t := \tilde{X}^{i,N}_0, \quad t \in [\rho_0^{i,N}, \rho_1^{i,N}), \quad Y^{i,N}_{T+1} := \tilde{X}^{i,N}_{\rho_{J_{i,N}}^{i,N}},
\]

\[
Y^{i,N}_t := \tilde{X}^{i,N}_{\rho_j^{i,N}}, \quad t \in [\rho_j^{i,N}, \rho_{j+1}^{i,N}), \quad Y^{i,N}_{T+1} := \tilde{X}^{i,N}_{\rho_{J_{i,N}}^{i,N}}, \quad j = 0, 1, \ldots, J_{i,N} - 2
\]

and introduce

\[
\sigma^{i,N} := \inf\{t \geq 0 : D_t^{N}(Y^{i,N}_t) < N^{-\frac{3}{2}}/2\}
\]

By Assumption 2.5, the range of each \(Y^{i,N}\) is comprised of segments connecting the neighboring sites of \(\mathbb{Z}^d/N^\frac{1}{2}\) visited by \(\tilde{X}^{i,N}\), which allows us to deduce

\[
\tau^{i,N} \land T = \sigma^{i,N} \land T \quad \text{and} \quad \sup_{t \in [0, T]} |\tilde{X}^{i,N}_{\tau^{i,N},t} - Y^{i,N}_{\tau^{i,N},t}| \leq N^{-\frac{1}{2}}
\]

by direct verification. Thus, the M1 distance from \(\tilde{X}^{i,N}_{\tau^{i,N},t}\) to \(Y^{i,N}_{\tau^{i,N},t}\) is at most \(N^{-\frac{1}{2}}\). Putting this together with the uniform continuity of \(f\) we obtain

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} f\left(\tilde{X}^{i,N}_{\tau,\pi,i,N}\right) - \frac{1}{N} \sum_{i=1}^{N} f\left(Y^{i,N}_{\tau,\sigma^{i,N}}\right) = 0.
\]

Consequently, to prove (4.18), it is enough to show the almost sure convergence

\[
\frac{1}{N} \sum_{i=1}^{N} f\left(Y^{i,N}_{\tau,\sigma^{i,N}}\right) = \frac{1}{N} \sum_{i=1}^{N} f\left(\pi_{\Gamma^N}(Y^{i,N})\right) \xrightarrow{N \to \infty} \int_{C([0, T+1], \mathbb{R}^d)} f \circ \pi_T \, d\mu_{\tilde{X}},
\]

\(^5\)Strictly speaking, each underlying particle path \(\tilde{X}^{i,N}\) is defined on \([0, T + 1]\). With a minor abuse of notation, we let \(f\) act on the restrictions of the stopped paths to \([0, T]\) on the left-hand side of (4.18).
with the absorption mappings \( \pi_{T^N}, \pi_T : C([0, T + 1], \mathbb{R}^d) \to C([0, T], \mathbb{R}^d) \) given by
\[
(4.22) \quad \pi_{T^N}(b) = b(\cdot \land \beta^N(b))|_{[0, T]}, \quad \beta^N(b) = \inf\{t \in [0, T + 1] : D_t^N(b(t)) < N^{-\frac{1}{2}}/2\},
\]
\[
(4.23) \quad \pi_T(b) = b(\cdot \land \beta(b))|_{[0, T]}, \quad \beta(b) = \inf\{t \in [0, T + 1] : D_t(b(t)) = 0\}.
\]
The main challenge in establishing [4.21] stems from the fact that, in general, \( \pi_T(b) \) is discontinuous in both \( \Gamma \) and \( b \). The remainder of the proof relies on the stability of the crossing property (Corollary 4.13) to verify the desired continuity of \( \pi_T(b) \) at almost every limiting growing aggregate \( \Gamma(\omega) \) and Brownian path \( b \).

First, we aim to demonstrate the almost sure convergence
\[
(4.24) \quad \frac{1}{N} \sum_{i=1}^N f(\pi_T(Y^{i,N})) \xrightarrow[N \to \infty]{} \int_{C([0,T+1],\mathbb{R}^d)} f \circ \pi_T \, d\mu^{\tilde{X}}.
\]
To ease the notation, for any path \( b \in C([0, T + 1], \mathbb{R}^d) \) and \( r > 0 \), we let
\[
O_C(b, r) := \{b' \in C([0, T + 1], \mathbb{R}^d) : \max_{[0,T+1]} |b' - b| < r\}.
\]
If \( \beta(b) > T \), we consider
\[
(4.25) \quad \epsilon_1 := \inf_{t \in [0, T]} D_t(b(t)) = \min_{t \in [0, T]} D_t(b(t)) > 0.
\]
Since the functions \( D_t(\cdot), t \in [0, T] \) are 1-Lipschitz, we have
\[
\inf_{t \in [0, T]} D_t(b'(t)) = \min_{t \in [0, T]} D_t(b'(t)) > 0 \quad \text{and} \quad \beta(b') > T, \quad \text{for all} \quad b' \in O_C(b, \epsilon_1).
\]
Thus, near the elements of \( \{b \in C([0, T + 1], \mathbb{R}^d) : \beta(b) > T\} \) the mapping \( \pi_T \) just restricts paths to \([0, T]\) and is therefore continuous on this set.

To tackle the case \( \beta(b) \leq T \), we recall from Corollary 4.13 that, almost surely, for \( \mu^{\tilde{X}} \)-almost every \( b \) and all \( \delta > 0 \), there exists an \( \epsilon = \epsilon(b, \delta) > 0 \) such that
\[
\inf\{t \in [0, T + 1] : D_t(b'(t)) = 0\} \leq \delta + \inf\{t \in [0, T] : D_t(b(t)) = 0\}, \quad b' \in O_C(b, \epsilon).
\]
On the other hand, the 1-Lipschitz property of the functions \( D_t(\cdot), t \in [0, T] \) and the lower semicontinuity of \( t \mapsto D_t(b(t)) \) reveal that, for any path \( b \in C([0, T + 1], \mathbb{R}^d) \) with \( \beta(b) \leq T \), and for any \( \delta > 0 \), there exists an \( \epsilon' = \epsilon'(b, \delta) > 0 \) for which
\[
(4.26) \quad \inf\{t \in [0, T + 1] : D_t(b'(t)) = 0\} \geq \inf\{t \in [0, T + 1] : D_t(b(t)) = 0\} - \delta, \quad b' \in O_C(b, \epsilon').
\]
Hence, almost surely, for \( \mu^{\tilde{X}} \)-almost every \( b \) and all \( \delta > 0 \), the bound \( \beta(b) \leq T \) implies \( |\beta(b') - \beta(b)| \leq \delta, \quad b' \in O_C(b, \epsilon \land \epsilon') \). Combining this with the triangle inequality
\[
\max_{[0,T]} |\pi_T(b') - \pi_T(b)| \leq \max_{[0,T]} |b(\cdot \land \beta(b')) - b(\cdot \land \beta(b))| + \max_{[0,T]} |b' - b|,
\]
we see that, almost surely, the mapping \( \pi_T \) is continuous at \( \mu^{\tilde{X}} \)-almost every \( b \).

The Continuous Mapping Theorem now reduces (4.24) to the almost sure weak convergence of the empirical measure \( \mu^{Y,N} \) of \( \{Y^{i,N}\}_{i=1}^N \) to \( \mu^{\tilde{X}} \) in \( C([0, T + 1], \mathbb{R}^d) \). Since \( Y^{i,N} - \tilde{X}^{i,N} \leq N^{-\frac{1}{2}} \), we have \( \mu^{Y,N} \to \mu^{\tilde{X}} \) weakly in \( D([0, T + 1], \mathbb{R}^d) \) almost surely, so it suffices to check the almost sure tightness of \( \{\mu^{Y,N}\}_{N \in \mathbb{N}} \) on \( C([0, T + 1], \mathbb{R}^d) \).

In view of the Arzelà-Ascoli Theorem, the latter is a consequence of the almost sure \( C \)-tightness of \( \{\mu^{\tilde{X},N}\}_{N \in \mathbb{N}} \) (see the last paragraph in the proof of Proposition 3.2), the implication [21] Chapter VI, Proposition 3.26, (i) \( \Rightarrow \) (ii) and \( |Y^{i,N} - \tilde{X}^{i,N}| \leq N^{-\frac{1}{2}} \).
To finish the proof we show the almost sure convergence
\[
\frac{1}{N} \sum_{i=1}^{N} f(\pi_{i,N}(Y^{i,N})) - \frac{1}{N} \sum_{i=1}^{N} f(\pi_{T}(Y^{i,N})) \xrightarrow{N \to \infty} 0.
\]
The Skorokhod Representation Theorem yields, almost surely, \(C([0, T + 1], \mathbb{R}^d)\)-valued \(\{Y^{0,N}\}_{N \in \mathbb{N}}\) and \(\widetilde{X}\), living on some \((\Omega', \mathcal{F}', \mathbb{P}')\), such that the law of \(Y^{0,N}\) is \(\mu^{Y,N}\), \(N \in \mathbb{N}\), the law of \(\widetilde{X}\) is \(\mu^{\tilde{X}}\), and \(\lim_{N \to \infty} Y^{0,N} = \widetilde{X}\) almost surely. Then, \(\mathbb{P}'\)-almost surely,
\[
\max_{[0,T+1]} |Y^{0,N}_{\cdot \wedge \beta(Y^{0,N})} - \widetilde{X}_{\cdot \wedge \beta(Y^{0,N})}| \xrightarrow{N \to \infty} 0\quad \text{and} \quad \max_{[0,T+1]} |Y^{0,N}_{\cdot \wedge \beta(Y^{0,N})} - \widetilde{X}_{\cdot \wedge \beta(Y^{0,N})}| \xrightarrow{N \to \infty} 0.
\]
The above, the uniform continuity of \(f\), and the boundedness of \(f\) reduce (4.27) to
\[
\lim_{N \to \infty} \mathbb{E} \left[ \left( f(\widetilde{X}_{\cdot \wedge \beta(Y^{0,N})}[0,T]) - f(\widetilde{X}_{\cdot \wedge \beta(Y^{0,N})}[0,T]) \right) 1_{A_1} \right] = 0,
\]
\[
\lim_{N \to \infty} \mathbb{E} \left[ \left( f(\widetilde{X}_{\cdot \wedge \beta(Y^{0,N})}[0,T]) - f(\widetilde{X}_{\cdot \wedge \beta(Y^{0,N})}[0,T]) \right) 1_{A_2} \right] = 0,
\]
where we have partitioned \(\Omega\) into
\[A_1 := \{\beta(\widetilde{X}) > T\} \quad \text{and} \quad A_2 := \{\beta(\widetilde{X}) \leq T\}.
\]
Recalling the argument following (4.25) we see that on \(A_1\) it holds \(\beta(Y^{0,N}) > T\) for all \(N \in \mathbb{N}\) large enough. Next, we claim that, for \(\mathbb{P}'\)-almost every outcome in \(A_1\),
\[
\liminf_{N \to \infty} \inf_{t \in [0,T]} D_{\ast,N}^{N}(Y^{0,N}_{t}) > 0.
\]
This implies \(\beta(N(Y^{0,N}) > T\) for large enough \(N \in \mathbb{N}\), yielding (4.28). To show (4.30), we argue by contradiction and let \(A_0 \subset A_1\) be an event with \(\mathbb{P}'(A_0) > 0\) on which
\[
\inf_{t \in [0,T]} D_{\ast,N}^{N}(Y^{0,N}_{t}) \to 0
\]
along a subsequence of \(N \in \mathbb{N}\). Then, for all \(\omega \in A_0\), there exists a sequence \((t_{N_k})_{k \in \mathbb{N}}\) in \([0,T]\) such that \(\lim_{k \to \infty} D_{\ast,N_k}^{N_k}(Y^{0,N_k}_{t_{N_k}}) = 0\) and \(t_{\infty} := \lim_{k \to \infty} t_{N_k} \in [0,T]\). Further, by Remark 3.4, there exists a decreasing sequence \((s_j)_{j \in \mathbb{N}}\) of continuity points of \(D\) with \(s_j \downarrow \infty\) as \(j \to \infty\). For any \(j \in \mathbb{N}\) and all large enough \(k \in \mathbb{N}\) (so that \(t_{N_k} \geq s_j\)),
\[
D_{s_j,N_k}(\widetilde{X}_{t_{\infty}}) \leq D_{s_j,N_k}(\widetilde{X}_{t_{\infty}}) \leq D_{t_{N_k}}^{N_k}(Y^{0,N_k}_{t_{N_k}}) + |Y^{0,N_k}_{t_{N_k}} - \widetilde{X}_{t_{N_k}}| + |\widetilde{X}_{t_{N_k}} - \widetilde{X}_{t_{\infty}}| \xrightarrow{k \to \infty} 0.
\]
Hence, the right-continuity of \(D(\widetilde{X}_{t_{\infty}})\) and the convergences \(D_{s_j}(\widetilde{X}_{t_{\infty}}) \to D_{s_j}(\widetilde{X}_{t_{\infty}})\) as \(k \to \infty\) for \(j \in \mathbb{N}\) lead to
\[
D_{t_{\infty}}(\widetilde{X}_{t_{\infty}}) = \lim_{j \to \infty} D_{s_j}(\widetilde{X}_{t_{\infty}}) = \lim_{j \to \infty} D_{s_j}(\widetilde{X}_{t_{\infty}}) = 0.
\]
This contradicts \(\beta(\widetilde{X}) > T\), showing that (4.30) must hold \(\mathbb{P}'\)-almost surely on \(A_1\).

For \(\mathbb{P}'\)-almost every outcome in \(A_2\), Corollary 4.13 reveals that, for any \(\delta \in (0, 1)\),
\[
\beta(Y^{0,N}) \leq \delta + \beta(\widetilde{X})
\]
for all large enough \(N \in \mathbb{N}\). Moreover, the construction of \(x_N\) in the proof of Corollary 4.13 results in
\[
\beta(N(Y^{0,N}) \leq \inf\{t \in [0,T + 1] : D_{t}^{N}(Y^{0,N}_{t}) = 0\} \leq \beta(\widetilde{X}) + \delta\text{ for all large enough }N \in \mathbb{N}.
\]
On the other hand, by the argument leading to (4.26), for \(\delta \in (0, \beta(\widetilde{X}))\),
\[
\beta(Y^{0,N}) > \beta(\widetilde{X}) - \delta\text{ for all large enough }N \in \mathbb{N}.
\]
Further, by repeating the proof of (4.30), we obtain, for \( \delta \in (0, \beta(\widetilde{X})) \),

\[
\liminf_{N \to \infty} \inf_{t \in [0, \beta(\widetilde{X}) - \delta]} D_t^N (Y_{t,0,N}^N) > 0, \text{ thus } \beta^N (Y_{0,N}^N) > \beta(\widetilde{X}) - \delta \text{ for all large enough } N \in \mathbb{N}.
\]

By collecting (4.31)-(4.34), we get \( \beta(\widetilde{X}) - \delta < \beta^N(Y_{0,N}^N), \beta(Y_{0,N}^N) \leq \beta(\widetilde{X}) + \delta \leq T + \delta \) for all large enough \( N \in \mathbb{N} \). This, the uniform continuity of \( f \), and the boundedness of \( f \) lead to (4.29), completing the proof of Theorem 4.1. \( \square \)

**Remark 4.14.** The proof of (4.27) presented above has another corollary that we use below. Namely, the proof of (4.27) also reveals that it holds \( \sup_{[0,T]} |Y_{0,N}^N - \widetilde{X}| \to 0 \) and \( \beta^N(Y_{0,N}^N) \land T, \beta(Y_{0,N}^N) \land T \to \beta(\widetilde{X}) \land T \), as \( N \to \infty \), \( \mathbb{P} \)-almost surely. These, in turn, imply that, \( \mathbb{P} \)-almost surely, as \( N \to \infty \),

\[
\mu_{Y,N} \circ (\pi_{T,N}(\cdot), \beta^N(\cdot) \land T)^{-1}, \mu_{Y,N} \circ (\pi_{T,N}(\cdot), \beta(\cdot) \land T)^{-1} \to \mu_X \circ (\cdot, \beta(\cdot) \land T)^{-1},
\]

in the topology of weak convergence on \( \mathcal{P}(C([0,T], \mathbb{R}^d) \times \mathbb{R}) \).

**5. Connection with the supercooled Stefan problem**

In this section, we prove Theorem 1.2(b.2), by investigating the relationship between the scaling limits of (external) MDLA processes and the single-phase supercooled Stefan problem (1SSP) for the heat equation under Assumptions 2.5, 2.8. Our analysis is motivated by the findings in [7], [9], [37], [11], [31], [10], [8], which ultimately show that, for \( d = 1 \), any limit point (\( \mu_X, D \)) of a sequence of MDLA processes is given by the unique (in the appropriate sense) solution of the 1SSP for the heat equation. It turns out that, already for \( d = 2 \), the limit points of MDLA processes may not solve the 1SSP for the heat equation. Nevertheless, there does exist a connection between the limit points of MDLA processes and the 1SSP for the heat equation. In the remainder of the section, we illustrate this connection and provide an example in which the limit of a sequence of MDLA processes fails to solve the 1SSP for the heat equation.

**5.1. Single-phase Stefan problem for the heat equation.** We start with the single-phase Stefan problem for the heat equation in its classical formulation. For a closed subset \( \Gamma_0 \) of \( \mathbb{R}^d \) and a function \( u_0 \in C(\mathbb{R}^d, \mathbb{R}) \) supported in \( \mathbb{R}^d \setminus \Gamma_0 \), find a family \( \{\Gamma_t\}_{t \in [0,T]} \) of closed subsets of \( \mathbb{R}^d \) and a function \( w \in C^{1,2}(Q_T, \mathbb{R}) \cap C(\overline{Q_T}, \mathbb{R}) \), with

\[
Q_T = \{(t,x) \in (0,T) \times \mathbb{R}^d : x \notin \Gamma_t\},
\]

such that \( \nabla_x w \in C(Q_T \setminus \{(0) \times \mathbb{R}^d \setminus \Gamma_0, \mathbb{R}^d) \) and

\[
\begin{align*}
\partial_t w &= \Delta w/2 & \text{on } Q_T, \\
V &= -\langle \nabla_x w, \nu \rangle/2 & \text{on } \{(t,x) \in (0,T] \times \mathbb{R}^d : x \in \partial \Gamma_t\}, \\
w &= 0 & \text{on } \{(t,x) \in (0,T] \times \mathbb{R}^d : x \in \partial \Gamma_t\}, \\
w(0, \cdot) &= u_0 & \text{on } \mathbb{R}^d \setminus \Gamma_0,
\end{align*}
\]

\footnote{Strictly speaking, most of the growth processes studied in these references do not fit Definition 2.1 of an MDLA process, as the associated underlying particle systems do not take values in a discrete space, and the dynamics of the aggregates involve additional non-linear transformations. Nonetheless, it is not hard to see that, up to minor adjustments, the arguments in the aforementioned papers also apply to the MDLA processes considered herein, for \( d = 1 \).}
where $\nu$ is the outward unit normal vector field on $\partial \Gamma_t$, $t \in (0, T]$, and $V$ is the normal growth speed on that same set.\footnote{In \cite{5}, we have taken the ratios of the thermal conductivity to the heat capacity per unit volume and of the density of latent heat to the thermal conductivity as $1/2$. This is done only to reduce the number of constants – it is easy to see how these constants can be brought back by a time and space rescaling, both in \cite{5} and in the MDLA process. We also choose to consider the problem on the entire $\mathbb{R}^d$, to avoid additional conditions at an external boundary.} In \cite{5}, $\Gamma_t$ represents the region occupied by the solid phase (e.g., ice) at time $t$, and $\mathbb{R}^d \setminus \Gamma_t$ is occupied by the liquid phase (e.g., water). The function $w(t, \cdot)$ stands for the temperature distribution in the liquid phase at time $t$. We assume that $0$ is the temperature at which the phase transition occurs in equilibrium (hence the third line in \cite{5}). The temperature in the solid phase is assumed to always equal 0, leading to a single-phase problem. The second line in \cite{5} constitutes a growth condition, saying that the speed at which the solid phase grows/shrinks is proportional to the rate of decrease/increase in the temperature of the liquid in the direction normal to the phase boundary.

In many important applications, e.g., in models of the freezing process in a supercooled liquid, and also in models of crystal growth, it is necessary to consider the Stefan problem \cite{5} with $w_0 < 0$. Such a situation is referred to as the supercooled regime, since then the liquid phase is cooled below its equilibrium freezing temperature initially. Note that the classical formulation of the Stefan problem does not change in this regime. Indeed, there is no a priori constraint on the sign of $w_0$ in \cite{5}.

The downside of the classical formulation is its assumption of substantial regularity on the solution. For example, we need $\partial \Gamma_t$ to be sufficiently smooth to define $\nu$ and for $V$ to make sense.\footnote{More specifically, in order for $V$ to be well-defined, one may assume $\Gamma_t = \{ x \in \mathbb{R}^d : \Phi(t, x) \leq 0 \}$, for $\Phi \in C^1((0, T] \times \mathbb{R}^d, \mathbb{R})$ with $|\nabla_x \Phi| > 0$. In this case, $V = -\partial_t \Phi / |\nabla_x \Phi|$.} Establishing such a regularity is an issue in general (to date, there exist no general well-posedness results for the classical formulation \cite{5} when $d > 1$), but it becomes a particular concern in the supercooled regime, where the solutions of the Stefan problem are known to exhibit singularities (see, e.g., \cite{1, 22, 13, 21}). To avoid the regularity assumptions on the solution, a weak formulation of the Stefan problem was proposed: see, e.g., \cite{22, 7, 56}. Herein, we provide a modification of this definition that is well-suited for the supercooled Stefan problem. Namely, for a closed $\Gamma_{0-} \subset \mathbb{R}^d$ and a locally integrable $w_0 : \mathbb{R}^d \to (-\infty, 0]$ essentially supported in $\mathbb{R}^d \setminus \Gamma_{0-}$, find a non-decreasing family $\{ \Gamma_t \}_{t \in [0,T]}$ of closed subsets of $\mathbb{R}^d$ containing $\Gamma_{0-}$ and locally integrable $w : [0, T] \times \mathbb{R}^d \to \mathbb{R}$, $\chi : [0, T] \times \mathbb{R}^d \to [0, \infty)$ with (5.3)

$$\forall t \in [0, T], \varphi \in C_c^\infty([0, t] \times \mathbb{R}^d) : \int_{\mathbb{R}^d} \varphi(t, x) \left( w(t, x) - \chi(t, x) \right) dx = \int_0^t \int_{\mathbb{R}^d} \partial_t \varphi(s, x) \left( w(s, x) - \chi(s, x) \right) dx ds$$

$$+ \frac{1}{2} \Delta \varphi(s, x) w(s, x) dx ds,$$

(5.4)

$$\chi(t, x) 1_{\mathbb{R}^d \setminus \bigcup_{0 \leq s \leq t} \Delta \Gamma_s} = 1_{\mathbb{R}^d \setminus \bigcup_{0 \leq s \leq t} \Delta \Gamma_s}(x), \int_{\Delta \Gamma_s} \chi(t, x) dx = \text{Leb}(\Delta \Gamma_s), \quad s \in [0, t],$$

where $\Delta \Gamma_s = \Gamma_s \setminus \Gamma_{s-}$ and the union $\bigcup_{0 \leq s \leq t} \Delta \Gamma_s$ is taken over all $s \in [0, t]$ such that $\text{Leb}(\Delta \Gamma_s) > 0$ (the set of such $s$ is at most countable),

(5.5) \hfill $1_{\Gamma_t}(x) w(t, x) = 0$ for almost every $(t, x) \in [0, T] \times \mathbb{R}^d$. \hfill \hfill
The displays (5.3), (5.4) are a weak form of the first two and the last line in (5.2). They ensure that the temperature in the liquid phase starts from the prescribed initial condition and evolves according to the heat equation, that the solid phase starts from the prescribed initial condition and grows with the correct speed (in a weak sense) at the continuity times, and that the energy is preserved at the jump times (i.e., the total enthalpy of a solid block that is attached at a jump time does not change at that time). The third display, (5.5), is a substitute for the boundary condition (the third line in (5.2)) – it enforces that the temperature equals to 0 in the solid phase. We note that, if $\text{Leb}(\Gamma_t \setminus \Gamma_{t^-}) = 0$, $t \in [0, T]$, the display (5.4) reduces to $\chi(t, \cdot) = 1_{\Gamma_t}$, $t \in [0, T]$.

The boundary condition (5.5) is often strengthened (see, e.g., [23], [7], [56]) to

(5.6) \ $1_{\Gamma_t}(x) \ w(t, x) = 0$, $1_{R^d \setminus \Gamma_t}(x) \ 1_{\{w(t,x) \leq 0\}} = 0$ for almost every $(t, x) \in [0, T] \times \mathbb{R}^d$

in the context of a general (not necessarily supercooled) single-phase Stefan problem. The equations in (5.6) imply that the phase is determined by the temperature. If the temperature at a point is above freezing, the point is in the liquid phase; and if a point is at the freezing temperature, the point belongs to the solid phase. As a consequence, the phase $1_{\Gamma_t}(x)$ depends on the temperature $w(t, x)$ in a monotone way. Using this monotonicity, a comparison principle for weak solutions of the Stefan problem, which yields its well-posedness, is established in [23] (see also [30], where the same monotonicity is used to develop a viscosity theory for the Stefan problem). However, as noted in [7], [56], the stronger version of the boundary condition, (5.6), and its implication that the phase is almost everywhere determined by the temperature, excludes the supercooled regime. Indeed, if the temperature of the liquid is below freezing, the second equation in (5.6) is violated. For this reason, we impose the weaker boundary condition (5.5).

Remark 5.1. The weak formulation (5.3)–(5.5) is too weak to pin down the solution of the ISSP for the heat equation uniquely. In fact, for a fixed $w_0$, adding a Lebesgue null set to $\Gamma_0$ and all $\Gamma_t$, $t \in [0, T]$, and adjusting $\chi(t, \cdot)$, $t \in [0, T]$ on Lebesgue null sets via the first equation in (5.4), results in another solution of (5.3)–(5.5). At the same time, an extended initial aggregate, even if it is extended by a Lebesgue null set, can produce a different weak solution, with the difference between the aggregates having a positive Lebesgue measure at positive times. This is particularly clear in the case $d = 1$, with $\Gamma_0 = (-\infty, 0]$ and $w_0$ being the negative of a “nice” positive probability density on $(0, \infty)$, where the probabilistic approach of [9], [37], [31], [8], [10] shows the existence of a weak solution $(w, \Gamma, \chi)$ with $\Gamma = (-\infty, \Lambda]$ for a non-decreasing $\Lambda$ satisfying $\Lambda_0 = 0$, and with $\chi(t, \cdot) = 1_{\Gamma_t}$. Concurrently, for a constant $C > 0$ with $\int_0^C w_0(x) \ dx > -C$, using the probabilistic approach, one can construct a solution $(\hat{w}, \hat{\Gamma}, \hat{\chi})$ of (5.3)–(5.5) with the initial condition $(\hat{\Gamma}_0 := (-\infty, 0] \cup \{C\}, w_0)$, with $\hat{\Gamma}_t = (-\infty, \hat{\Lambda}_t^{(1)} \cup [C - \hat{\Lambda}_t^{(2)}, C + \hat{\Lambda}_t^{(2)}] \cup \hat{\Lambda}_t^{(3)}$, and with $\hat{\chi}(t, \cdot) = 1_{\hat{\Gamma}_t}$, for non-decreasing non-negative $\hat{\Lambda}_t^{(1)}$, $\hat{\Lambda}_t^{(2)}$, $\hat{\Lambda}_t^{(3)}$ that are strictly positive on $(0, \infty)$. As $\hat{\Gamma}_0$ coincides with $\Gamma_0$, up to a Lebesgue null set, we see that $(\hat{w}, \hat{\Gamma}, \hat{\chi})$ is also a weak solution of (5.3)–(5.5) with the initial condition $(\Gamma_0, w_0)$. The solution $(\hat{\Gamma}, \hat{w}, \hat{\chi})$ describes the situation when an instantaneous (homogeneous) nucleation occurs at the point $C$, upon which the initially infinitesimal solid crystal at $C$ starts to grow. Both solutions $(\hat{w}, \hat{\Gamma}, \hat{\chi})$ and $(w, \Gamma, \chi)$ obey the equations (5.3)–(5.5) with the same initial condition. Such a non-uniqueness is the reason why the ISSP is often referred to as ill-posed. However, the non-uniqueness can be resolved by imposing a natural minimality constraint on
the solutions of (5.3)–(5.5). To illustrate this, we note that, in the above example of non-uniqueness, the aggregate $\Gamma$ has the property that there exists no $t \geq 0$ such that $\hat{\Gamma}_s$ is included in $\Gamma_s$ for all $s \in [0, t]$, with a strict inclusion for at least one $s \in [0, t]$. On the other hand, $\hat{\Gamma}$ does not satisfy this property as $\Gamma_0$ is strictly included in $\hat{\Gamma}_0$. The existing well-posedness results for the supercooled Stefan problem, all of which are restricted to $d = 1$ and $\Gamma_{0-} = (-\infty, 0]$ (see [18], [7], [10]), make additional structural assumptions on $\Gamma$, ultimately ensuring that $\Gamma$ takes its minimal form $\Gamma = (-\infty, \Lambda]$, with the smallest possible function $\Lambda$ (see the discussion of minimality in [10]). Thus, in order to achieve uniqueness for (5.3)–(5.5), this system needs to be equipped with an additional “minimality” condition. Of course, to date, the existence of a minimal solution to (5.3)–(5.5), or of any solution at all, is not known except for the cases with sufficiently strong symmetry which are reducible to one-dimensional 1SSPs.

5.2. Probabilistic solutions of the 1SSP for the heat equation. In this subsection, we introduce the notion of a probabilistic solution for the 1SSP and prove that it strikes a middle ground between the classical and the weak solutions. Such a notion is especially well-suited for the study of the connection between the 1SSP and the scaling limits of external MDLA processes, and for $d = 1$ it has already appeared in [10], where the uniqueness and regularity of the one-dimensional probabilistic solution are shown (under an additional minimality assumption on $\Gamma$). It is also worth mentioning that the probabilistic solutions obtained in [9], [37], [31], [8] for $d = 1$ do satisfy the desired minimality property, necessary for their uniqueness. This observation provides another reason for the use of probabilistic solutions. Herein, we extend the notion of a probabilistic solution for the 1SSP to arbitrary $d \geq 1$.

Definition 5.2. Let $\Gamma_{0-} \subset \mathbb{R}^d$ be non-empty and closed, and let $u_0$ be a probability density essentially supported in $\mathbb{R}^d \setminus \Gamma_{0-}$. A triplet $(\mu, \Gamma, \chi)$, with a non-decreasing right-continuous family $\Gamma = \{\Gamma_t\}_{t \in [0, T]}$ of closed subsets of $\mathbb{R}^d$, with $\mu \in \mathcal{P}(C([0, T], \mathbb{R}^d))$, and with a function $\chi$ satisfying (5.4), is called a probabilistic solution of the 1SSP (5.2) with the initial condition $(u_0, \Gamma_{0-})$ if

- $\Gamma_{0-} \subset \Gamma_t$, $t \in [0, T]$;
- $\mu$ equals to the distribution of the stochastic process $(\xi + B_{t, \tau})_{t \in [0, T]}$, with a random vector $\xi \sim u_0(x) \, dx$, an independent standard Brownian motion $B$, and $\tau := \inf\{t \in [0, T] : \xi + B_t \in \Gamma_t\}$;
- for the canonical process $X$ on $C([0, T], \mathbb{R}^d)$ and $\tau := \inf\{t \in [0, T] : X_t \in \Gamma_t\}$,

\[
\int_{\mathbb{R}^d} \varphi(x) (\chi(t, x) - 1_{\Gamma_{0-}(x)}) \, dx = \mathbb{E}^\mu \left[ \varphi(X_\tau) \mathbf{1}_{\{\tau \leq 0\}} \right], \quad \varphi \in C_c^\infty(\mathbb{R}^d, \mathbb{R}), \quad t \in [0, T],
\]

where $\mathbb{E}^\mu$ stands for the expectation under $\mu$.

Remark 5.3. The inclusion $\Gamma_{0-} \subset \Gamma_0$ may be strict, as emphasized by the subscript $0-$.

Remark 4.5. The local growth condition (5.7) is equivalent to saying that, on each event $\{\tau \leq t\}$, the distribution of the (representative) absorbed particle $X_t$ is given by $(\chi(t, x) - 1_{\Gamma_{0-}}(x)) \, dx$. Recall also that, if the function $t \mapsto \text{Leb}(\Gamma_t)$ is continuous, the condition (5.4) yields $\chi(t, \cdot) = 1_{\Gamma_t}$, which, in turn, implies that the particles absorbed by time $t$ are distributed uniformly in $\Gamma_t \setminus \Gamma_{0-}$. Physically, the latter corresponds to a constant enthalpy in the solid phase.

The next two propositions show that our notion of a probabilistic solution is natural. The first one shows how classical solutions lead to probabilistic solutions.
Proposition 5.5. Let \((w, \Gamma := \{\Gamma_t\}_{t \in [0,T]})\) be a classical solution of the single-phase Stefan problem \((5.2)\), such that \(w\) is bounded, \(w_0 := w(0, \cdot) \leq 0\) integrates to \(-1\) and vanishes at infinity, and

\[
(5.8) \quad \Gamma_t = \{x \in \mathbb{R}^d : \Phi(t, x) \leq 0\}, \quad t \in [0, T],
\]

with a function \(\Phi \in C^1((0, T) \times \mathbb{R}^d, \mathbb{R}) \cap C([0, T] \times \mathbb{R}^d, \mathbb{R})\) satisfying \(\partial_1 \Phi \leq 0\) and \(|\nabla_x \Phi| > 0\) on \((0, T) \times \mathbb{R}^d\). Then, for any stochastic process \(X = (\xi + B_{1\alpha})_{\epsilon \in [0,T]}\) constructed under a probability measure \(\mathbb{P}\), with \(\xi\) being \(-w_0(x)\) \(\mathcal{d}x\)-distributed, with \(B\) being an independent standard Brownian motion, and with \(\hat{\tau} := \inf\{t \in [0, T] : \xi + B_t \in \Gamma_t \}\), the triplet \((\mathbb{P} \circ X^{-1}, \Gamma, 1_\Gamma)\) is a probabilistic solution of \((5.2)\) with the initial condition \((-w_0, \Gamma_0)\).

Proof. The family \(\Gamma\) is non-decreasing and right-continuous by \(\partial_1 \Phi \leq 0\) on \((0, T) \times \mathbb{R}^d\) and by the continuity of \(\Phi\). Since the first two bullet points in Definition 5.2 hold by construction, it remains to show the probabilistic local growth condition \((5.7)\). As a preparation, we record the Feynman-Kac formula for \(w\):

\[
(5.9) \quad w(t, x) = \mathbb{E}[w_0(x + B_t) \mathbf{1}_{\{x + B_t \notin \Gamma_\tau, s \in [0, t]\}}], \quad (t, x) \in Q_T,
\]

resulting from the first, third and fourth lines in \((5.2)\), as well as \((5.8)\), the continuity of \(\Phi\) and \(w\), and the inequality \(|\nabla_x \Phi| > 0\) on \((0, T) \times \mathbb{R}^d\). On the other hand, multiplying both sides of \((5.9)\) by test functions of \(x\) and integrating, we conclude that \(-w(t, \cdot)\) is the density of the restriction of the distribution of \(X_t\) to \(\mathbb{R}^d \setminus \Gamma_t\).

Next, let us prove that, for all \(\varphi \in C_0^2(\mathbb{R}^d, \mathbb{R})\) and almost every \(t \in (0, T)\),

\[
(5.10) \quad \frac{d}{dt} \int_{\Gamma_t \setminus \Gamma_0} \varphi(x) \, dx = \int_{\partial \Gamma_t} V(t, x) \varphi(x) \sigma_t(dx),
\]

where \(\sigma_t\) denotes the surface measure on the boundary \(\partial \Gamma_t\); and \(V = -\partial_1 \Phi/|\nabla_x \Phi|\). As the support of \(\varphi\) is compact and both sides in \((5.10)\) are linear in \(\varphi\), we only need to prove \((5.10)\) for \(\varphi\) supported in a sufficiently small open cube \(R\), centered at an arbitrary point in \(\mathbb{R}^d\). Once the center of \(R\) is fixed, we choose its side length and \(\varepsilon > 0\) to be small enough, so that, for \((s, x) \in (t-\varepsilon, t+\varepsilon) \times R\), the equality \(\Phi(s, x_1, \ldots, x_d) = 0\) holds iff \(x_i = \kappa(s, x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_d)\) and \((x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_d) \in U\), with \(i \in \{1, \ldots, d\}\), \(\kappa \in C^1((t-\varepsilon, t+\varepsilon) \times U, \mathbb{R})\) and an open \(U \subset \mathbb{R}^{d-1}\) (the same for all \((s, x) \in (t-\varepsilon, t+\varepsilon) \times R\)). The existence of such a choice follows from \(|\nabla_x \Phi| > 0\) and the Implicit Function Theorem. Assuming \(i=1\) without loss of generality, we find

\[
\partial_\alpha \kappa(s, x_2, \ldots, x_d) = -\frac{\partial_{x_1} \Phi}{\partial_{x_1} \Phi}(s, \kappa(s, x_2, \ldots, x_d), x_2, \ldots, x_d), \quad \alpha = s, x_2, \ldots, x_d.
\]

The map \((s, x_2, \ldots, x_d) \mapsto (\kappa(s, x_2, \ldots, x_d), x_2, \ldots, x_d)\) is of class \(C^1((t-\varepsilon, t+\varepsilon) \times U, R)\), with a Jacobian determinant \(\partial_s \kappa\) non-negative or non-positive everywhere (note that \(\partial_s \Phi \leq 0\) and \(\partial_{x_1} \Phi \neq 0\) in \((t-\varepsilon, t+\varepsilon) \times R\)), and consequently an injection on the set \(((t-\varepsilon, t+\varepsilon) \times U) \setminus \{\partial_\alpha \kappa \neq 0\}\). Further, for any \(t-\varepsilon < t_1 < t_2 < t+\varepsilon\), the image of \(((t_1, t_2) \times U) \cap \{\partial_\alpha \kappa \neq 0\}\) under this map is contained in \((\Gamma_{t_1} \setminus \Gamma_{t_1}) \cap R\) which, in turn, is contained in the image of \((t_1, t_2) \times U\). Then, by Sard’s Theorem, the image of
Moreover, for any $\kappa$ we now derive (5.10), using that
\[
\frac{\partial}{\partial \kappa} \Phi(s, \kappa, x_2, \ldots, x_d) \mid \varphi(\kappa, x_2, \ldots, x_d) \, ds \, dx_2 \ldots dx_d
\]
\[
= \int_{\{(t_1, t_2) \neq \varnothing\}} \partial \Phi(\kappa, x_2, \ldots, x_d) \mid \varphi(\kappa, x_2, \ldots, x_d) \, ds \, dx_2 \ldots dx_d.
\]
Moreover, for any $s \in [t_1, t_2]$, the map $(x_2, \ldots, x_d) \mapsto (\kappa(s, x_2, \ldots, x_d), x_2, \ldots, x_d)$ is a bijection between $U$ and $\partial \Gamma_s$. Denoting its Jacobian by $J$, we recall that the associated metric tensor is given by $J^\top J$,
\[
\text{det}(J^\top J) = 1 + |\nabla_x \kappa|^2 = \left(\frac{\nabla_x \Phi}{\partial_{x_1} \Phi}\right)^2 \text{ and } \sigma_s(dx) = \left|\nabla_x \Phi(s, \kappa, x_2, \ldots, x_d)\right| \, dx_2 \ldots dx_d.
\]
We now derive (5.10), using that $\partial_s \Phi \leq 0$
\[
\int_{\Gamma_{t_2} \setminus \Gamma_{t_1}} \varphi(x) \, dx = \int_{t_1}^{t_2} \int_U \frac{\partial \Phi}{\partial_{x_1} \Phi}(s, \kappa, x_2, \ldots, x_d) \mid \varphi(\kappa, x_2, \ldots, x_d) \, dx_2 \ldots dx_d \, ds
\]
\[
= \int_{t_1}^{t_2} \int_{\partial \Gamma_s} -\frac{\partial \Phi}{\nabla_x \Phi}(s, x) \varphi(x) \sigma_s(dx) \, ds.
\]
Next, from (5.10) and the second line in (5.2) we obtain
\[
(5.11) \quad \frac{d}{dt} \int_{\Gamma_t \setminus \Gamma_0} \varphi(x) \, dx = \int_{\partial \Gamma_t} V(t, x) \varphi(x) \sigma_t(dx) = -\frac{1}{2} \int_{\partial \Gamma_t} (\nabla_x w \cdot \nu)(t, x) \varphi(x) \sigma_t(dx)
\]
\[
= -\frac{1}{2} \lim_{\varepsilon \downarrow 0} \int_{\partial \Gamma_t^\varepsilon} (\nabla_x w \cdot \nu^\varepsilon)(t, x) \varphi(x) \sigma_t^\varepsilon(dx),
\]
where $\Gamma_t^\varepsilon := \{x \in \mathbb{R}^d : \Phi(t, x) \leq \varepsilon\}$, while $\nu^\varepsilon$ and $\sigma_t^\varepsilon$ denote, respectively, the outward unit normal vector field and the surface measure on the boundary $\partial \Gamma_t^\varepsilon$. Indeed, for a local parameterization of $\partial \Gamma_t^\varepsilon$, without loss of generality given by $(x_2, \ldots, x_d) \mapsto (\kappa^\varepsilon(t, x_2, \ldots, x_d), x_2, \ldots, x_d)$ with $\kappa^\varepsilon$ of class $C^1$, it holds
\[
\sigma_t^\varepsilon(dx) = \left|\frac{\nabla_x \Phi}{\partial_{x_1} \Phi}(t, \kappa^\varepsilon, x_2, \ldots, x_d)\right| \, dx_2 \ldots dx_d.
\]
The last equality in (5.11) is due to $\kappa^\varepsilon \to \kappa$ as $\varepsilon \downarrow 0$ and the continuity of $\nabla_x w$, $\nabla \Phi$. By Green’s first identity, the first line in (5.2), and the analogue of (5.10) for $\Gamma_t^\varepsilon$, we have
\[
(5.12) \quad -\frac{1}{2} \int_{\partial \Gamma_t^\varepsilon} (\nabla_x w \cdot \nu^\varepsilon)(t, x) \varphi(x) \sigma_t^\varepsilon(dx)
\]
\[
= \frac{1}{2} \int_{\mathbb{R}^d \setminus \Gamma_t^\varepsilon} \Delta w(t, x) \varphi(x) \, dx + \frac{1}{2} \int_{\mathbb{R}^d \setminus \Gamma_t^\varepsilon} (\nabla_x w \cdot \nabla \varphi)(t, x) \, dx
\]
\[
= \int_{\mathbb{R}^d \setminus \Gamma_t^\varepsilon} \partial_t w(t, x) \varphi(x) \, dx + \frac{1}{2} \int_{\mathbb{R}^d \setminus \Gamma_t^\varepsilon} (\nabla_x w \cdot \nabla \varphi)(t, x) \, dx
\]
\[
= \frac{d}{dt} \int_{\mathbb{R}^d \setminus \Gamma_t^\varepsilon} w(t, x) \varphi(x) \, dx + \int_{\partial \Gamma_t^\varepsilon} V^\varepsilon(t, x) w(t, x) \varphi(x) \sigma_t^\varepsilon(dx) + \frac{1}{2} \int_{\mathbb{R}^d \setminus \Gamma_t^\varepsilon} (\nabla_x w \cdot \nabla \varphi)(t, x) \, dx.
\]
Using (5.11), (5.12), the third line in (5.2), and Green’s first identity, we continue:

\[
\begin{align*}
\frac{d}{dt} \int_{\Gamma_t \setminus \Gamma_0} \varphi(x) \, dx &= \lim_{\varepsilon \downarrow 0} \left( \frac{d}{dt} \int_{\mathbb{R}^d \setminus \Gamma_0^t} w(t, x) \varphi(x) \, dx + \frac{1}{2} \int_{\mathbb{R}^d \setminus \Gamma_0^t} \nabla_x w(t, x) \cdot \nabla \varphi(x) \, dx \right) \\
&= \lim_{\varepsilon \downarrow 0} \left( \frac{d}{dt} \int_{\mathbb{R}^d \setminus \Gamma_0^t} w(t, x) \varphi(x) \, dx - \frac{1}{2} \int_{\mathbb{R}^d \setminus \Gamma_0^t} w(t, x) \Delta \varphi(x) \, dx \right) \\
&= \frac{d}{dt} \int_{\mathbb{R}^d \setminus \Gamma_0^t} w(t, x) \varphi(x) \, dx - \frac{1}{2} \int_{\mathbb{R}^d \setminus \Gamma_0^t} w(t, x) \Delta \varphi(x) \, dx,
\end{align*}
\]

where we have relied on the Dominated Convergence Theorem to interchange \( \lim_{\varepsilon \downarrow 0} \) and \( \frac{d}{dt} \) in the last equality (hence, we obtain it for almost every \( t \in (0, T) \)). The application of the Dominated Convergence Theorem is justified by the fact that the term on the first line in (5.12) and the last two summands on the last line in (5.12) are absolutely bounded uniformly in \( \varepsilon \). Recalling that \( -w(t, \cdot) \) is the density of the restriction of the distribution of \( X_t \) to \( \mathbb{R}^d \setminus \Gamma_t \), we obtain, for almost every \( t \in (0, T) \),

\[
\begin{align*}
\frac{d}{dt} \int_{\Gamma_t \setminus \Gamma_0} \varphi(x) \, dx &= -\frac{d}{dt} \mathbb{E} \left[ \varphi(X_t) 1_{\{\tau > t\}} \right] + \frac{1}{2} \mathbb{E} \left[ \Delta \varphi(X_t) 1_{\{\tau > t\}} \right].
\end{align*}
\]

On the other hand, for almost every \( t \in (0, T) \), it holds

\[
\begin{align*}
\frac{d}{dt} \mathbb{E} \left[ \varphi(X_t) 1_{\{\tau \leq t\}} \right] &= \frac{d}{dt} \mathbb{E} \left[ \varphi(X_{t \wedge \tau}) \right] - \frac{d}{dt} \mathbb{E} \left[ \varphi(X_t) 1_{\{\tau > t\}} \right] \\
&= \frac{1}{2} \mathbb{E} \left[ \Delta \varphi(X_t) 1_{\{\tau > t\}} \right] - \frac{d}{dt} \mathbb{E} \left[ \varphi(X_t) 1_{\{\tau > t\}} \right],
\end{align*}
\]

where the second equality follows by taking the expectation and then the derivative with respect to \( t \) on both sides of Itô’s formula

\[\varphi(X_{t \wedge \tau}) = \varphi(\xi) + \frac{1}{2} \int_0^t \Delta \varphi(X_s) \, ds + \int_0^t 1_{\{\tau > s\}} \nabla \varphi(X_s) \cdot dB_s.\]

By equating the left-hand sides of (5.13) and (5.14) one reaches (5.7) with \( \chi(t, \cdot) := 1_{\Gamma_t} \), \( t \in [0, T] \) via \( \int_{\Gamma_t \setminus \Gamma_0} \varphi(x) \, dx = 0 = \mathbb{E}[\varphi(X_T) 1_{\{\tau \leq T\}}] \).

The next proposition shows how probabilistic solutions translate into weak solutions.

**Proposition 5.6.** Let \((\mu, \Gamma, \chi)\) be a probabilistic solution of the single-phase supercooled Stefan problem (see Definition 5.2) for \( t \in [0, T] \), with an initial condition \((u_0, \Gamma_{-\cdot})\). Let \( X \) denote the canonical process on \( C([0, T], \mathbb{R}^d) \) and let the density \( u(t, \cdot) \) of the restriction of \( \mu \circ X_t^{-1} \) to \( \mathbb{R}^d \setminus \Gamma_t \) be extended into \( \Gamma_t \) by 0. Then, \((-u, \Gamma, \chi)\) is a weak solution of the single-phase supercooled Stefan problem with the initial condition \((-u_0, \Gamma_{-\cdot})\) in the sense of (5.3)–(5.5).

**Proof.** Note that (5.4) is a part of Definition 5.2 and that \( \Gamma \) and \( w := -u \) satisfy (5.5) by the construction of \( u \). Thus, it remains to prove (5.3). We rewrite (5.3) for a test function \( \varphi(s, x) = \phi(s) \psi(x) \), with \( \phi \in C^\infty([0, T], \mathbb{R}) \) and \( \psi \in C_0^\infty(\mathbb{R}^d, \mathbb{R}) \):

\[
\begin{align*}
\int_{\mathbb{R}} \int_{\mathbb{R}^d} \psi(x) \left( \tilde{u}(s, x) + \chi(s, x) \right) \, dx \, d\phi(s) + \frac{1}{2} \int_{\mathbb{R}} \int_{\mathbb{R}^d} \phi(s) \Delta \psi(x) \, u(s, x) \, dx \, ds = 0,
\end{align*}
\]

where \( \tilde{u}(s, \cdot) := u_0 1_{[0, T]}(s) + u(s, \cdot) 1_{[0, T]}(s) \), \( \chi(s, \cdot) := 1_{\Gamma_0} 1_{[0, T]}(s) + \chi(s, \cdot) 1_{[0, T]}(s) \), and we have taken \( \phi \equiv 0 \) on \( \mathbb{R} \setminus [0, T) \). Observe that, once (5.3) is established for the test functions of the form \( \varphi(s, x) = \phi(s) \psi(x) \), a standard approximation argument shows that (5.3) holds for all \( \varphi \in C_0^\infty([0, T] \times \mathbb{R}^d, \mathbb{R}) \). Hence, it suffices to prove (5.15).
To verify (5.15), we record that, for \(0 < s_1 < s_2 < t\),

\[
\left| \int_{\mathbb{R}^d} \psi(x) \left( u(s_2, x) - u(s_1, x) \right) \, dx \right| = \left| \mathbb{E}^{\mu}[\psi(X_{s_2}) \mathbf{1}_{\{\tau > s_2\}} - \psi(X_{s_1}) \mathbf{1}_{\{\tau > s_1\}}] \right| \\
\leq \mathbb{E}^{\mu}[\psi(X_{s_1}) | \mathbf{1}_{\{\tau > s_1\}}] + \mathbb{E}^{\mu}[|\psi(X_{s_2}) - \psi(X_{s_1})|].
\]

The limit of the latter expression as \(s_1 \uparrow s_2\) does not exceed the \((\sup_{\mathbb{R}^d} |\psi|)\)-multiple of the jump in \(s \mapsto \mu(\tau \leq s)\) at \(s_2\). By invoking (5.7), we conclude that the jumps of

\[
(0, t) \to \mathbb{R}, \quad s \mapsto \int_{\mathbb{R}^d} \psi(x) \left( \hat{u}(s, x) + \hat{\chi}(s, x) \right) \, dx
\]
do not exceed the \((2 \sup_{\mathbb{R}^d} |\psi|)\)-multiples of the jumps in \(s \mapsto \mu(\tau \leq s)\). For any \(\varepsilon > 0\), the latter function has at most a finite number of jumps that exceed \(\varepsilon\). Then, the Continuous Mapping Theorem implies that the left-hand side in (5.15) can be approximated to any precision by replacing \(\phi\) with an appropriately chosen function of the form \(\sum_{j=1}^{J} \phi(jt/J) \mathbf{1}_{(j-1)t/J, jt/J)}\). Thus, it suffices to check (5.15) for \(\phi = 1_{[s_1, s_2]}\) with arbitrary \(0 \leq s_1 < s_2 \leq t\). For such \(\phi\), (5.15) becomes

\[
\int_{\mathbb{R}^d} \psi(x) \left( u(s_2, x) + \chi(s_2, x) - \hat{u}(s_1, x) - \hat{\chi}(s_1, x) \right) \, dx = \frac{1}{2} \int_{s_1}^{s_2} \int_{\mathbb{R}^d} \Delta \psi(x) \, u(s, x) \, dx \, ds.
\]

In view of the connection between \(u\) and \(X\), the last equation is equivalent to

\[
\int_{\mathbb{R}^d} \psi(x) \left( \chi(s_2, x) - \hat{\chi}(s_1, x) \right) \, dx \tag{5.16}
\]

\[
= -\mathbb{E}[\psi(X_{s_2}) \mathbf{1}_{\{\tau > s_2\}}] + \mathbb{E}[\psi(X_{s_1}) \mathbf{1}_{\{\tau > s_1\}}] + \frac{1}{2} \int_{s_1}^{s_2} \mathbb{E}[\Delta \psi(X_{s}) \mathbf{1}_{\{\tau > s\}}] \, ds,
\]

where \(\hat{s}_1 := s_1\) for \(s_1 > 0\), \(\hat{s}_1 := 0\) for \(s_1 = 0\), and we take \(0 > 0\). By (5.7),

\[
\int_{\mathbb{R}^d} \psi(x) \left( \chi(s_2, x) - \hat{\chi}(s_1, x) \right) \, dx = \mathbb{E}[\psi(X_{\tau}) \mathbf{1}_{\{\tau \leq s_2\}}] - \mathbb{E}[\psi(X_{\tau}) \mathbf{1}_{\{\tau \leq s_1\}}], \tag{5.17}
\]

so it is enough to verify that the right-hand sides in (5.16) and (5.17) coincide. For this purpose, we calculate their difference to

\[
\mathbb{E}[\psi(X_{s_2 \wedge \tau})] - \mathbb{E}[\psi(X_{s_1 \wedge \tau})] - \frac{1}{2} \int_{s_1}^{s_2} \mathbb{E}[\Delta \psi(X_{s}) \mathbf{1}_{\{\tau > s\}}] \, ds,
\]

which evaluates to 0 thanks to Itô’s formula for \(\psi(X_{\wedge \tau})\). \(\square\)

5.3. Limit points of MDLA processes and probabilistic solutions of 1SSP.

The analysis of this subsection is restricted to \(d \in \{1, 2\}\). Consider a limit point \((\mu^X, D)\) of a sequence of external MDLA processes fulfilling Assumption 2.5 and the associated \(\mu^0, \Gamma_0\). Assume that \(\mu^X(dx) = u_0(x) \, dx\) for a probability density \(u_0\) essentially supported in \(\mathbb{R}^d \setminus \Gamma_0\). Then, by Theorem 4.1, almost every realization of \((\mu^X, D)\) results in a pair \((\mu^X, \Gamma)\) (with \(\Gamma := (\Gamma_t)_{t \in [0,T]}\) and \(\Gamma_0 := \{x \in \mathbb{R}^d : D_t(x) = 0\}\)) satisfying all properties of a probabilistic solution of the 1SSP (5.2) with the initial condition \((u_0, \Gamma_0\cdot)\) and with \(\chi(t, \cdot) = 1_{\Gamma_t}, t \in [0, T]\), possibly except for the growth condition (5.7). The next proposition shows that, under the additional Assumption 2.8, a version of (5.7) with an inequality holds for \((\mu^X, \Gamma)\) almost surely.
Proposition 5.7. For $d \in \{1, 2\}$ and under Assumptions 2.5 and 2.8 let $(\mu^X, D)$ be a limit point of a sequence of external MDLA processes and $\Gamma_t := \{x \in \mathbb{R}^d : D_t(x) = 0\}$, $t \in [0, T]$. Then, for almost every realization of $(\mu^X, D)$,

$$
\int_{\Gamma_t \setminus \Gamma_0} \varphi(x) \, dx \geq \mathbb{E}^{\mu^X} [\varphi(X_t) \, 1_{\{\tau \leq t\}}], \quad \varphi \in C^\infty_c(\mathbb{R}^d, [0, \infty)), \quad t \in [0, T),
$$

where $X$ is the canonical process on $C([0, T], \mathbb{R}^d)$, and $\tau := \inf\{t \in [0, T] : X_t \in \Gamma_t\}$.

Proof. As at the beginning of Subsection 4.2, we use the Skorokhod Representation Theorem to assume that $(\mu^X, D, \mu^{X\ast})$ is the almost sure limit of $(\mu^{X,N}, D^N, \mu^{X,N})_{N \in \mathbb{N}}$ on $(\Omega, \mathcal{F}, \mathbb{P})$. Moreover, we extend $X$ to be the canonical process on $\mathcal{D}([0, T], \mathbb{R}^d)$, which does not change (5.18) as $\mu^X$ is $\mathbb{P}$-almost surely supported in $C([0, T], \mathbb{R}^d)$. Next, we notice that, for any $N \in \mathbb{N}$, under Assumption 2.8, the number of cubes from $\mathcal{C}_N$ that are added to $\Gamma_0$ by a time $t \in [0, T]$ equals the number of particles absorbed by time $t$, and every added cube contains exactly one absorbed particle. Recalling $\Gamma_t^N = \{x \in \mathbb{R}^d : D_t^N(x) = 0\}$, one has $\mathbb{P}$-almost surely,

$$
\int_{\Gamma_t^N \setminus \Gamma_0^N} \varphi(x) \, dx = \frac{1}{N} \sum_{i=1}^N \varphi(X_t^{i,N}) \, 1_{\{\tau^{i,N} \leq t\}} + (\sup_{\mathbb{R}^d} |\nabla \varphi|) O(N^{-\frac{1}{2}})
$$

for all $t \in [0, T]$ and $\varphi \in C^\infty_c(\mathbb{R}^d, [0, \infty))$. Now, we employ the continuous interpolations $Y^{i,N}$ of $\tilde{X}^{i,N}$, constructed via (4.19). We first use (4.20), i.e., $t^{i,N} \wedge T = \beta^N(Y^{i,N}) \wedge T$ and $\sup_{t \in [0, T]} \|X_t^{i,N} - \frac{1}{N} \pi_N(Y^{i,N})\| \leq N^{-\frac{1}{2}}$. Then, writing $\mu^{Y,N}$ for the empirical measure of $\{Y^{i,N}\}_{i=1}$, we deduce from (5.19) that, $\mathbb{P}$-almost surely,

$$
\int_{\Gamma_t^N \setminus \Gamma_0^N} \varphi(x) \, dx = \mathbb{E}^{\mu^{Y,N}} [\varphi(\frac{1}{N} \pi_N(X_t)) \, 1_{\{\beta^{N}(X) \leq t\}}] + (\sup_{\mathbb{R}^d} |\nabla \varphi|) O(N^{-\frac{1}{2}})
$$

for all $t \in [0, T)$ and $\varphi \in C^\infty_c(\mathbb{R}^d, [0, \infty))$. Remark 4.14 and the Continuous Mapping Theorem demonstrate further that, $\mathbb{P}$-almost surely, for every continuity point of the function $t \mapsto \mu^X(\beta(X) \leq t)$ in $[0, T)$,

$$
\lim_{N \to \infty} \int_{\Gamma_t^N \setminus \Gamma_0^N} \varphi(x) \, dx = \mathbb{E}^{\mu^X} [\varphi(X_t) \, 1_{\{\beta(X) \leq t\}}], \quad \varphi \in C^\infty_c(\mathbb{R}^d, [0, \infty)).
$$

Note that $1_{\{\beta(X) \leq t\}} = 1_{\{\tau \leq t\}}$ since $\beta(X) \wedge T = \tau \wedge T$.

Next, to analyze the behavior of the left-hand side in (5.20), we derive

$$
\lim_{N \to \infty} \sup_{t \in [0, T]} \int_{\mathbb{R}^d} \varphi(x) \, 1_{\Gamma_t^N}(x) \, dx \leq \int_{\mathbb{R}^d} \varphi(x) \, 1_{\Gamma_t}(x) \, dx, \quad t \in [0, T], \quad \varepsilon > 0,
$$

$\mathbb{P}$-almost surely, with the open $\varepsilon$-neighborhood $\Gamma_{t,\varepsilon}$ of $\Gamma_t$. The above is first obtained for (a countable subset of) the continuity times $t$ of $D$ in $[0, T)$, and then for all $t \in [0, T)$ by an approximation with continuity times from the right. Passing to the limit $\varepsilon \downarrow 0$, we get, $\mathbb{P}$-almost surely,

$$
\lim_{N \to \infty} \sup_{t \in [0, T]} \int_{\mathbb{R}^d} \varphi(x) \, 1_{\Gamma_t^N}(x) \, dx \leq \int_{\mathbb{R}^d} \varphi(x) \, 1_{\Gamma_t}(x) \, dx, \quad t \in [0, T).
$$

In addition, the first part of Assumption 2.8 implies

$$
\lim_{N \to \infty} \int_{\mathbb{R}^d} \varphi(x) \, 1_{\Gamma_0^N}(x) \, dx = \int_{\mathbb{R}^d} \varphi(x) \, 1_{\Gamma_0}(x) \, dx.
$$
Upon subtracting the above equation from (5.21), we infer from (5.20) that
\begin{equation}
\int_{\Gamma \setminus P_{0-}} \varphi(x) \, dx \geq \mathbb{E}^{\mu^X}[\varphi(X_\tau) \mathbf{1}_{\{\tau \leq 0\}}], \quad \varphi \in C^\infty_c(\mathbb{R}^d, [0, \infty)),
\end{equation}
for (a countable subset of) the continuity points of \( t \mapsto \mu^X(\beta(X) \leq t) \) in \([0, T)\), \( \mathbb{P} \)-almost surely. Approximating any \( t \in [0, T) \) from the right by such continuity points and taking the limit on both sides in (5.22) we establish (5.18) for all \( t \in [0, T) \). \( \square \)

We note that equation (5.19) in the latter proof gives a version of (5.18) with an equality for the external MDLA process \((\mu^{X, N}, D^N)\), and that the error term in (5.19) even vanishes for functions \( \varphi \) which are constant on the interiors of the cubes in \( C_N \). Nonetheless, it turns out that, when \( d = 2 \), the local growth condition (5.7) may indeed hold with a strict inequality, for all admissible choices of \( \chi \), see Example 5.8 below. This means that, in general, the limit points of external MDLA processes do not solve the 1SSP. It is important to record the physical interpretation of a strict inequality in (5.7): it indicates that the density of the absorbed particles in the aggregate is too low, which occurs because of the accumulation of microscopic holes created when cubes get attached to the aggregate in a “disorderly” fashion. Thus, the density of the aggregate is lower and its enthalpy is higher than normal. Such an object is sometimes referred to as a “mushy region” (see, e.g., [56]).

Example 5.8. In this example, we construct a limit point \((\mu^X, D)\) of a sequence of MDLA processes, such that, for any \( \chi \) satisfying (5.4), the growth condition (5.7) holds with an inequality for all admissible test functions \( \varphi \) and this inequality is strict for some \( \varphi \). To construct the desired example, we take \( d = 2 \) and consider the initial aggregates \( \Gamma^N_0 := \mathbb{R}^2 \setminus (-N^{-\frac{1}{2}}/2, -N^{-\frac{1}{2}}/2 + R)^2 \), for an arbitrary (fixed) integer \( R > 1 \) and \( N = n^2, n \in \mathbb{N} \) (so that each \( \Gamma^N_0 \) is a union of squares from \( C_N \)). Clearly,

\[ \Gamma^{n^2}_{0-} \underset{n \to \infty}{\longrightarrow} \mathbb{R}^2 \setminus (0, R)^2 =: \Gamma_{0-}, \quad \text{Leb}(\Gamma^{n^2}_{0-} \Delta \Gamma_{0-}) \underset{n \to \infty}{\longrightarrow} 0. \]

The distribution of the initial particle locations \( (\tilde{X}^{1,n}_0, \ldots, \tilde{X}^{n^2,n}_0) \), denoted by \( v^2_0 \), is chosen as follows. First, we define

\[ P^n := \{(x, y) \in \mathbb{Z}_{n^2} \setminus \Gamma^{n^2}_{0-} : x \text{ mod } R^2 = 0\} \]

and \( C^n \) as the union of all cubes in \( C_{n^2} \) whose centers belong to \( P^n \). We then have

\[ |P^n| = R n \lfloor n/R \rfloor \in [n^2 - Rn, n^2], \quad \text{Leb}(C^n) = (R/n) \lceil n/R \rceil \in [1 - R/n, 1]. \]

The distribution \( v^2_0 \) is obtained by assigning \( |P^n| \) particles, selected uniformly at random from the total of \( n^2 \) particles, to distinct elements of \( P^n \) uniformly at random, and subsequently assigning the remaining \( n^2 - |P^n| \) particles uniformly at random to distinct elements of \( \mathbb{Z}_{n^2} \setminus (\Gamma^{n^2}_{0-} \cup C^n) \) (so that no two particles occupy the same site).

It is clear that \( v^2_0 \) is symmetric. Using \((n^2 - |P^n|)/n^2 \leq R/n\) and the convergence of Riemann sums to the corresponding integral, we deduce, for any bounded continuous function \( f: \mathbb{R}^2 \to \mathbb{R} \),

\[ \frac{1}{n^2} \sum_{i=1}^{n^2} f(\tilde{X}^{i,n^2}_0) \underset{n \to \infty}{\longrightarrow} \frac{1}{R^2} \int_{(0,R)^2} f(x) \, dx \quad \text{almost surely.} \]

Hence, [53, Remark 2.3] yields that \((v^{n^2}_0)_{n \in \mathbb{N}}\) is \( u_0(x) \) dx-chaotic, where \( u_0 := \frac{1}{R^2} \mathbf{1}_{(0,R)^2} \), in the sense that the first \((\mathbb{R}^2)^k\)-marginal of \( v^{n^2}_0 \) tends to \((u_0(x) \, dx)^{\otimes k}\) for every \( k \in \mathbb{N} \). We let the underlying particle system \((\tilde{X}^{1,n^2}, \ldots, \tilde{X}^{n^2,n^2})\) perform a bond exclusion
process, so that Assumptions 2.5 and 2.8 are satisfied with \( \xi \sim u_0(x) \, dx \) (see the discussion after Assumption 2.8 and Proposition A.1).

Consider a limit point \((\mu^X, D)\) of the proposed sequence of MDLA processes (which exists by Proposition 3.2), the canonical process \(X\) on \(C([0, T], \mathbb{R}^2)\), and its absorption time \(\tau := \inf\{t \in [0, T] : X_t \in \Gamma_t\}\). Then, for \(t = 0\), the right-hand side in (5.7) reads

\[
\mathbb{E}^\mu_X [\varphi(X_t) \, 1_{\{t \leq 0\}}] = \mathbb{E}^\mu_X [\varphi(X_0) \, 1_{\{t = 0\}}] = \frac{1}{R^2} \int_{\Gamma_0 \setminus \Gamma_0} \varphi(x) \, dx,
\]

where the second equality is due to Theorem 4.1. We claim that \(\Gamma_0 = \mathbb{R}^2\), so that the right-hand side of the above equation equals \(\int_{(0, R)^2} \varphi(x) \, dx / R^2\). Indeed, each particle initially located in \(P^n\) is immediately absorbed, and hence \((\Gamma_0^2 \cup C^n) \subset \Gamma_t^2\), \(t \in [0, T]\). Consequently, the distance from any point in \(\mathbb{R}^2\) to \(\Gamma_t^2\) does not exceed \(R^2 / n\). Since \(\Gamma_0 = \bigcap_{0 < t < T} \Gamma_t\) and \(\Gamma_t^2 \rightarrow \Gamma_t\) in the sense of the distance function for all continuity times \(t\) of \(D\), we infer that \(\Gamma_0 = \mathbb{R}^2\). Finally, we can make \(\int_{(0, R)^2} \varphi(x) \, dx / R^2\) arbitrarily close to 1 by picking a non-decreasing sequence of \(\varphi\) in \(C_c^\infty(\mathbb{R}^2, [0, \infty))\) tending to 1 pointwise. However, for such a sequence, the left-hand side in (5.7) converges to

\[
\int_{\mathbb{R}^2} \chi(0, x) - 1_{\Gamma_0^-}(x) \, dx = \int_{\Gamma_0 \setminus \Gamma_0^-} \chi(0, x) \, dx = \text{Leb}(\Gamma_0 \setminus \Gamma_0^-) = R^2 > 1
\]

by (5.4). So, (5.7) eventually holds with the inequality “\(\geq\)” for the \(\varphi\)’s in our sequence.

**Remark 5.9.** In Example 5.8, put \(u(t, \cdot)\) for the density of the restriction of the distribution of \(X_t\) to \(\mathbb{R}^2 \setminus \Gamma_t\) under \(\mu^X\), extended into \(\Gamma_t\) by 0. Then, there is no locally integrable \(\chi : [0, T] \times \mathbb{R}^2 \rightarrow [0, \infty)\) that would render \((-u, \Gamma, \chi)\) a weak solution of the 1SSP with the initial condition \((-u_0, \Gamma_0^-)\), in the sense of (5.3) and (5.5). Indeed, since \(\Gamma_t = \mathbb{R}^2, t \in [0, T]\) almost surely under \(\mu^X\), we have \(u(t, \cdot) \equiv 0, t \in [0, T]\). For \(t = 0\) and \(\varphi \in C_c^\infty(\mathbb{R}^2, \mathbb{R})\) with \(\varphi = 1\) on \(\Gamma_0 \setminus \Gamma_0^-\), the condition (5.3) thus becomes

\[
\int_{\mathbb{R}^2} -\varphi(x) \chi(0, x) + \varphi(x) (u_0(x) + 1_{\Gamma_0^-}(x)) \, dx = 0,
\]

which under the condition (5.4) amounts to

\[
\int_{\Gamma_0 \setminus \Gamma_0^-} u_0(x) \, dx = \text{Leb}(\Gamma_0 \setminus \Gamma_0^-).
\]

This is false, as the left-hand side equals to 1, while the right-hand side is \(R^2 > 1\).

**APPENDIX A.**

The appendix is concerned with the behavior of the underlying particle system \((\tilde{X}_{t}^{1,N}, \tilde{X}_{t}^{2,N}, \ldots, \tilde{X}_{t}^{N,N})_{t \in [0, T+1]}\) that follows the bond exclusion process described after Assumption 2.8 and Proposition A.1 is a \(d\)-dimensional generalization of [53, Theorem 3.3]. Although the proof therein can be adapted to any \(d > 1\) with only a few changes, we give here an alternative, somewhat more direct, proof.

**Proposition A.1.** Let the joint distribution \(v_0^N\) of \((\tilde{X}_0^{1,N}, \ldots, \tilde{X}_0^{N,N})\) be symmetric and the empirical measure of the initial locations \(\{\tilde{X}_i^{1,N}\}_{i=1}^N\) converge to an \(v_0 \in \mathcal{P}(\mathbb{R}^d)\) weakly in probability as \(N \rightarrow \infty\). Then, as \(N \rightarrow \infty\), the empirical measure \(\mu^N\) of the paths \(\{\tilde{X}_i^{1,N}\}_{i=1}^N\) converges to \(\mu^\infty\), the distribution on \(\mathcal{D}([0, T+1], \mathbb{R}^d)\) of a Brownian motion with the initial law \(v_0\), weakly in probability.
Proof. Note that the first particle \( \tilde{X}^{1,N} \) is a simple symmetric random walk on \( \mathbb{Z}_N \) with the jump rate \( \frac{N^2}{d} \). Since the first marginal of \( \nu_0^N \) converges to \( \nu_0 \) as \( N \to \infty \) (see [53, Remark 2.3]), the law of \( \tilde{X}^{1,N} \) on \( \mathcal{D}([0, T + 1], \mathbb{R}^d) \) tends to the Wiener measure with the initial distribution \( \nu_0 \). In addition, [53, Proposition 2.2 ii] yields the tightness of the sequence \( (\mu_{\tilde{X}_{N}^{1,N}})_{N \in \mathbb{N}} \) in \( \mathcal{P}(\mathcal{D}([0, T + 1], \mathbb{R}^d)) \). Upon restricting \( N \) to a subsequence along which \( \mu_{\tilde{X}_{N}^{1,N}} \) converges in distribution to a random element \( \tilde{\mu} \) of \( \mathcal{P}(\mathcal{D}([0, T + 1], \mathbb{R}^d)) \), we use the Skorokhod Representation Theorem to assume, without loss of generality, that this convergence holds almost surely. Our goal is then to show that \( \tilde{\mu} = \mu_{\tilde{X}} \) almost surely.

By the symmetry of the joint distribution of \( \{\tilde{X}_{N}^{i,N}\}_{i=1}^N \) we have, for all bounded and uniformly continuous functions \( f: \mathcal{D}([0, T + 1], \mathbb{R}^d) \to \mathbb{R} \),

\[
\mathbb{E} \left[ \int_{\mathcal{D}([0, T + 1], \mathbb{R}^d)} f \, \text{d}\mu_{\tilde{X},N} \right] = \mathbb{E} \left[ \frac{1}{N} \sum_{i=1}^{N} f(\tilde{X}_{i,N}) \right] = \mathbb{E} \left[ f(\tilde{X}_{1,N}) \right] \xrightarrow{N \to \infty} \int_{\mathcal{D}([0, T + 1], \mathbb{R}^d)} f \, \text{d}\mu_{\tilde{X}}.
\]

On the other hand, the leftmost expression in this display tends to the expectation of

\[
\int_{\mathcal{D}([0, T + 1], \mathbb{R}^d)} f \, \text{d}\tilde{\mu}
\]

along the subsequence in consideration. Thus, it suffices to prove that the variance of the above random variable is 0, which can be reduced further, via the Dominated Convergence Theorem, to the convergence to 0 of the variances of the integrals of \( f \) with respect to \( \mu_{\tilde{X}_{N}^{1,N}} \), \( N \in \mathbb{N} \). Using symmetry again, we find that

\[
\text{Var} \left( \int_{\mathcal{D}([0, T + 1], \mathbb{R}^d)} f \, \text{d}\mu_{\tilde{X},N} \right) = \frac{1}{N^2} \sum_{i,j=1}^{N} \text{Cov} \left( f(\tilde{X}_{i,N}), f(\tilde{X}_{j,N}) \right) = \text{Cov} \left( f(\tilde{X}_{1,N}), f(\tilde{X}_{2,N}) \right).
\]

To prove that the obtained covariance tends to 0 as \( N \to \infty \), it is enough to verify that the joint law of \( (\tilde{X}_{1,N}, \tilde{X}_{2,N}) \) converges to \( \mu_{\tilde{X}} \otimes \mu_{\tilde{X}} \) as \( N \to \infty \).

To this end, we introduce the rescaled basis vectors \( \tilde{e}_k := N^{-\frac{1}{2}} e_k \), \( k = 1, \ldots, d \), in \( \mathbb{R}^d \), and notice that the Markov process \( (\tilde{X}_{1,N}, \tilde{X}_{2,N}) \) on \( (\mathbb{Z}_N)^2 \) has the generator

\[
(\mathcal{L}_N g)(x^1, x^2) = \frac{N^2}{2} \sum_{k=1}^{d} \left( g(x^1 + \tilde{e}_k, x^2) + g(x^1 - \tilde{e}_k, x^2) - 2g(x^1, x^2) \right) + g(x^1, x^2 + \tilde{e}_k) + g(x^1, x^2 - \tilde{e}_k) - 2g(x^1, x^2)
\]

\[
- \frac{N^2}{2} \mathbf{1}_{|x| = N^{-\frac{1}{2}}}(x^1, x^2) \left( g(x^1, x^1) - g(x^1, x^2) - g(x^2, x^1) + g(x^2, x^2) \right)
\]

\[
=: \frac{1}{2} (\Delta_N g + \Delta^2_N g)(x^1, x^2) - \frac{N^2}{2} \mathbf{1}_{|x| = N^{-\frac{1}{2}}}(x^1, x^2) \Theta g(x^1, x^2)
\]

for all \( g \in C^2_c(\mathbb{R}^{2d}, \mathbb{R}) \), with \( |x| := \sum_{k=1}^{d} |x_k| \). In particular, for such \( g \), the process

\[
g(\tilde{X}_{t}^{1,N}, \tilde{X}_{t}^{2,N}) - g(\tilde{X}_{0}^{1,N}, \tilde{X}_{0}^{2,N}) - \int_{0}^{t} (\mathcal{L}_N g)(\tilde{X}_{s}^{1,N}, \tilde{X}_{s}^{2,N}) \, ds, \ t \in [0, T + 1]
\]

is a martingale. As the laws of \( \tilde{X}_{1,N}, \tilde{X}_{2,N} \) tend to \( \mu_{\tilde{X}} \), the sequence \( (\tilde{X}_{1,N}, \tilde{X}_{2,N})_{N \in \mathbb{N}} \) is \( C \)-tight. To identify the limit points with \( \mu_{\tilde{X}} \otimes \mu_{\tilde{X}} \), we recall the martingale problem.
on $C([0, T + 1], \mathbb{R}^{2d})$ characterizing $\mu X \otimes \mu X$, and thus aim to check that, for all $k \in \mathbb{N}$, $0 \leq t_1 < \cdots < t_k \leq T_1 < T_2 \leq T + 1$ and $h_1, \ldots, h_k \in C_c(\mathbb{R}^{2d}, \mathbb{R})$,

$$
E \left[ \left( g(\tilde{X}_{t_2}^1, \tilde{X}_{t_2}^2) - g(\tilde{X}_{t_1}^1, \tilde{X}_{t_1}^2) \right) \prod_{l=1}^{k} h_l(\tilde{X}_{t_l}^1, \tilde{X}_{t_l}^2) \right]
$$

converges to 0 as $N \to \infty$. This statement is equivalent to

$$
E \left[ \left( \int_{T_1}^{T_2} (L_N g)(\tilde{X}_{t}^1, \tilde{X}_{t}^2) dt \right) \prod_{l=1}^{k} h_l(\tilde{X}_{t_l}^1, \tilde{X}_{t_l}^2) \right] \to 0 \quad \text{as } N \to \infty.
$$

Moreover, the Lagrange form of Taylor’s Theorem reveals that

$$
\Delta_N^k g + \Delta_N^k g \to \Delta g \quad \text{uniformly, sup } N \in \mathbb{N}, x^1, x^2 \in \mathbb{Z}_N: |x^1 - x^2| = N^{-\frac{3}{2}}.
$$

Therefore, it is enough to show that

$$
(A.1) \quad I_{T_1}^{T_2} := E \left[ \int_{T_1}^{T_2} 1_{\{|\tilde{X}_{t}^1 - \tilde{X}_{t}^2| = \frac{N^{-\frac{1}{2}}}{d} \}} dt \right] \to 0 \quad \text{as } N \to \infty.
$$

In order to establish (A.1), we consider the process

$$
Y_t^N := N^{\frac{3}{2}} |\tilde{X}_{t}^1 - \tilde{X}_{t}^2| \quad t \in [0, T + 1],
$$
on the set $\{0, 1, \ldots\}$. Note that, when $Y_t^N = n \geq 1$, it jumps to $(n + 1)$ at the rate $(d + m)N^{\frac{3}{2}}$ and at $(n - 1)$ at the rate $(d - m)N^{\frac{3}{2}}$, where $(d - m)$ is the Hamming distance between $\tilde{X}_{t}^1$ and $\tilde{X}_{t}^2$. When $Y_t^N = 0$, it jumps to 1 at the rate $(2d - 1/2)N^{\frac{3}{2}}$. Next, we construct a Markov process $Y_N \leq Y^N$ on $\{0, 1, \ldots\}$ with the generator

$$
(A.2) \quad 1_{\{n \geq 1\}} dN^{\frac{3}{2}} \left( g(n + 1) + g(n - 1) - 2g(n) \right) + 1_{\{n = 0\}} (2d - 1/2)N^{\frac{3}{2}} \left( g(1) - g(0) \right).
$$

Specifically, $Y_0^N := Y_0^N$; whenever $\tilde{Y}_{t}^N = Y_{t}^N = n \geq 1$ and $Y_{t}^N = n - 1$, we set $\tilde{Y}_{t}^N = n - 1$; whenever $\tilde{Y}_{t}^N = Y_{t}^N = n \geq 1$ and $Y_{t}^N = n + 1$, we set $\tilde{Y}_{t}^N = n - 1$ with the probability $m/(d + m)$ and $\tilde{Y}_{t}^N = n + 1$ with the probability $d/(d + m)$, where $(d - m)$ is the Hamming distance between $\tilde{X}_{t}^1$ and $\tilde{X}_{t}^2$; whenever $\tilde{Y}_{t}^N = Y_{t}^N = 0$ and $Y_{t}^N = 1$, we set $\tilde{Y}_{t}^N = 1$; and whenever $\tilde{Y}_{t}^N < Y_{t}^N$, the process $Y_N$ evolves independently of $Y^N$ (according to its generator). Finally, we let $S_N$ be a simple symmetric random walk on $\mathbb{Z}$ with the jump rate $dN^{\frac{3}{2}}$ and

$$
r(t) := \int_{0}^{t} 1_{\{S_{N}^{*} > 0\}} + \frac{2d - 1/2}{2d} 1_{\{S_{N}^{*} = 0\}} dr', \quad t \geq 0.
$$

Then, $|S_{N}^{(t)}|$ is a Markov process on $\{0, 1, \ldots\}$ with the generator (A.2). Hence,

$$
I_{T_1}^{T_2} = E \left[ \int_{T_1}^{T_2} 1_{\{Y_{t}^N = 0\}} dt \right] \leq E \left[ \int_{T_1}^{T_2} 1_{\{S_{N}^{(t)} = 0\}} dt \right] \leq \frac{2d}{2d - 1/2} E \left[ \int_{0}^{T_2} 1_{\{S_{N}^{*} = 0\}} dr \right].
$$

Moreover, for any $\varepsilon > 0$,

$$
E \left[ \int_{0}^{T_2} 1_{\{S_{N}^{*} = 0\}} dr \right] \leq \int_{0}^{T_2} P(N^{-\frac{3}{2}} S_{N}^{*} \in [-\varepsilon, \varepsilon]) \, dr \to \int_{0}^{T_2} P(\sqrt{d} B \in [-\varepsilon, \varepsilon]) \, dr, \quad \text{as } N \to \infty,
$$

where $B$ is a standard Brownian motion. Taking $\varepsilon \downarrow 0$, we complete the proof. \(\Box\)
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