ARTICLE

Standard models of perceptual decision-making postulate that a response is triggered in reaction to stimulus presentation when the accumulated stimulus evidence reaches a decision threshold. This framework excludes however the possibility that informed responses are generated proactively at a time independent of stimulus. Here, we find that, in a free reaction time auditory task in rats, reactive and proactive responses coexist, suggesting that choice selection and motor initiation, commonly viewed as serial processes, are decoupled in general. We capture this behavior by a novel model in which proactive and reactive responses are triggered whenever either of two competing processes, respectively Action Initiation or Evidence Accumulation, reaches a bound. In both types of response, the choice is ultimately informed by the Evidence Accumulation process. The Action Initiation process readily explains premature responses, contributes to urgency effects at long reaction times and mediates the slowing of the responses as animals get satiated and tired during sessions. Moreover, it successfully predicts reaction time distributions when the stimulus was either delayed, advanced or omitted. Overall, these results fundamentally extend standard models of evidence accumulation in decision making by showing that proactive and reactive processes compete for the generation of responses.
Our brains must constantly make perceptual decisions in the face of ambiguous and noisy stimuli. A very successful framework in cognitive psychology and neuroscience suggests that, under free-response conditions, these perceptual decisions follow an accumulation to bound policy: sensory evidence is integrated over time until a given decision criterion is met.\(^1\)\(^-\)\(^3\) Computational models implementing this idea, such as the drift-diffusion model (DDM) and race models, provide a good quantitative account for reaction times (RTs) and choices in humans, non-human primates, and rodents.\(^4\)\(^-\)\(^10\) A common assumption of the standard DDM and other accumulation models is that perceptual decision-making is essentially a serial process where the motor response is initiated reactively, only once the evidence accumulation has reached the decision boundary. Hence, choices and RTs are intrinsically coupled.

In real life, however, motor actions are not always triggered by a stimulus or external event. Proactive responses are at play in self-paced actions in the absence of stimuli,\(^11\)\(^-\)\(^13\) like in foraging decisions,\(^14\) but they can also be particularly prevalent in sensory-driven decisions when the stimulus onset can be anticipated\(^15\) or under strong time pressure.\(^16\)\(^-\)\(^19\) Proactive responses could also be a convenient strategy if the response can be updated after it is initiated to incorporate new sensory information. Moreover, even when subjects accumulate a fixed amount of sensory evidence before eliciting a response, reaching this criterion may at times take too long.\(^20\)\(^-\)\(^22\) In those circumstances, subjects may need to proactively terminate the accumulation process and trigger a response independently of the accumulated evidence. Therefore, although previous studies characterizing proactive and reactive responses have implicitly assumed that they represent distinct response modes deployed in different contexts, the two may actually coexist. The possible coexistence of proactive and reactive processes remains unknown, and so are the mechanisms describing their possible interactions.

To address these questions, we analyzed the RTs and choices of rats in an auditory discrimination task.\(^23\) Our results show that, in addition to reactive responses triggered by sensory evidence accumulation, animals exhibit informed proactive responses whose timing is independent of the stimulus. This coexistence was captured by a perceptual decision-making model where responses can be triggered by either of two parallel dynamical processes: Action Initiation, yielding proactive responses; or Evidence Accumulation, yielding reactive responses. The model correctly captured reaction times distributions and choices, and their dependence on both stimulus characteristics as well as internal variables such as satiety and fatigue. Overall, these results extend standard models of decision-making by showing that, in freely-timed paradigms, both evidence accumulation and action initiation run in parallel and compete with each other to be the triggers of our actions.

Results

Reaction time auditory task. We trained rats in two variants of a reaction-time auditory discrimination task (Fig. 1). On each variant, an acoustic stimulus was played after a 300 ms fixation period at the center port, and interrupted once the animal withdrew from the center port to make a response by poking at one of the two side ports. Since the fixation period was constant, animals could predict the time of the stimulus onset. Withdrawal of the center port before stimulus onset, i.e., fixation breaks (FB), led to trial abortion. The stimulus was a superposition of two amplitude-modulated (AM) sounds and the animals were rewarded for correctly discriminating the sound with the higher average intensity. The two sounds were either two pure tones with different frequency (frequency discrimination task, Group 1, \(n = 10\)) or two noise bursts coming from the left and the right speaker (laterality discrimination task, for Groups 2–4, \(n = 16\)). The discrimination difficulty of each stimulus (i.e., stimulus strength) set the relative amplitude of each sound. Stimulus sequences included serial correlations to study expectation-mediated choice biases (see Supp. Methods). For our current analysis, we focus however on trials following an error, where we have previously shown that animals do not leverage on the serial correlations to bias their choices (unbiased trials)\(^23\) (Supplementary Fig. 1). The results obtained in this condition also held for expectation-biased trials (see below).

Decoupling of reaction times and choices. Standard models of evidence-to-bound integration predict that, as the stimulus strength increases, accuracy also increases, while reaction time (RT) decreases.\(^8\)\(^-\)\(^10\) As expected, in the frequency discrimination task, RTs did indeed decrease with stimulus strength \(s\), indicating that at least a fraction of responses were reactive, although the overall mean modulation was weak (~2% FOV explained). Surprisingly, however, RTs shorter than ~90 ms were independent of stimulus strength (Fig. 2a). To assess more precisely how stimulus strength modulates RTs, we computed time delay curves, which measured the advancement as stimulus strength increased of responses below a given RT (Fig. 2b; “Methods” and Supplementary Fig. 2).\(^24\) The time beyond which RTs showed a significant modulation with \(s\) was consistent across rats (mean stimulus modulation onset \(M = 95\) ms, SD = 20 ms; vertical line in Fig. 2b). We called express responses the...
responses occurring between stimulus onset and this modulation onset, which accounted for 35% (SD = 25%) of all responses (Note that the express responses in our task are not equivalent to express saccades in oculomotor tasks25; see the “Discussion” section). We wondered whether express responses corresponded to rushed responses in which rats did not have time to process the stimulus, and made a guess choice based on stimulus-independent factors. We found, however, that categorization accuracy for express responses was well above chance and increased with stimulus strength in all animals, demonstrating that rats used the stimulus to determine their choice even in express responses (Fig. 2c). This dependence was well illustrated by the tachometric curve, representing how choice accuracy varies with RT (Fig. 2d)16. During the interval of express responses, accuracy increased, starting at RTs < 10 ms, until it reached a maximum and a relative plateau for non-express responses. These results also hold for both expectation-biased trials and for the laterality version of the task (Supplementary Figs. 3 and 10).

Overall, the timing of rat responses seemed to follow two modes: express responses, where the timing was independent of evidence accumulation but the choice did depend on the stimulus; and slower responses, where both the timing and the choice accuracy depend on the stimulus. Express responses are incompatible with standard models of evidence accumulation and their extensions because these models inherently rely on evidence bounding to trigger the response, and therefore they invariably predict (1) that if the stimulus impacts the choice, it should also impact reaction times20,21,26, and (2) that the stimulus can only impact the choice after the non-decision time, which includes sensory and motor delays. Slower responses in contrast, could in principle be triggered by the same evidence accumulation process giving rise to choice selection, and thus seem compatible with standard models of evidence accumulation. Because of this dichotomy, we next developed a general model for perceptual decision-making that could account for the full spectrum of rats’ responses found in our task.

A parallel model of action initiation and sensory evidence integration captures rats responses. To capture express responses, we introduced the Parallel Sensory Integration and Action Model (PSIAM) composed of: (1) a standard Evidence Accumulation process (EA) that integrates stimulus evidence over time and that is bounded by left and right decision bounds, i.e., a standard DDM (Fig. 3b, top)8–10; (2) an independent Action Initiation process (AI) which reflects the preparation of a response. Because the fixation period preceding the stimulus was fixed, rats could prepare the motor action during this period in order to respond rapidly after stimulus onset, while maintaining a reasonable accuracy. The AI process represented this proactive timing signal27, and was implemented as a single-bounded
diffusive process that ramped until it reached the Go bound, independently of stimulus. The PSIAM can generate two types of responses, proactive or reactive, depending on which of the two processes, the AI or the EA, reaches a bound first. If the AI process hits the Go bound first (proactive response; Fig. 3a, bottom) a response is triggered, and the choice is given by the sign of the final accumulated evidence, i.e., the sign of the EA process after the stimulus, which is interrupted when the rat withdraws from the center port, is fully integrated (Fig. 3a, top). This procedure is equivalent to an instantaneous collapse of EA bounds (Fig. 3a). In proactive responses, the timing of the response is thus completely independent of the stimulus strength. Conversely, if EA reaches a decision bound first (reactive response), it sets both RT and choice, and AI plays no role, as in a standard DDM (Fig. 3b). In this framework, express responses correspond to proactive responses that took place before the EA could start triggering any response: this time corresponds to the sum of EA latency \( t_{E} \) and the minimal EA integration-to-bound time (Fig. 3a).

We assessed the capacity of the PSIAM to quantitatively capture rat behavior by fitting the model to the RTs. The model nicely captured the shape of the RT distributions for each animal.
by identifying the two underlying components, i.e., the proactive and reactive responses (Fig. 3c; Supplementary Fig. 4). This separation allowed the model to readily account for the fixation breaks (FBs), interpreted as proactive responses occurring before stimulus onset (Fig. 3c). The model also captured how the upward deflection in the RT distributions, reflecting the earliest reactive responses, increased with stimulus strength (Supplementary Fig. 4, last column). The agreement between data and model in the RT pdfs is also visible in the time delay curves, which, as previously shown for the data (Fig. 2b), were all collapsed at zero for express RTs, and displayed increasing modulation by stimulus strength afterward (Fig. 3d). Furthermore, the model also captured the shape of the experimental tachometric curves (Fig. 3e). Note that animal choices were not used to estimate the parameters of the model, so the tachometric curves are direct predictions from the model (see “Methods”). The model captured the increase in accuracy for fast RTs (RT < 100 ms), followed by a relatively flat plateau for intermediate RTs (from 100 to 300 ms). More importantly, the model provided an explanation for the shape of the tachometric curves: for express responses, where the time of integration of the EA process is set by the AI process, longer RTs allow for longer integration of stimulus evidence, leading to higher accuracy. Intermediate RTs were dominated on the other hand by reactive responses caused by the EA reaching a decision bound. For such responses, the PSIAM is equivalent to the other hand by reactive responses caused by the EA reaching a decision bound. For such responses, the PSIAM is equivalent to the standard DDM with constant bounds, where the accuracy is independent of RT8–10. This accounts for the relatively flat tachometric curves at each stimulus strength s for these intermediate RTs. Of note, the PSIAM also captured the RT distributions and reproduced the time delay and tachometric curves for biased trials (Supplementary Figs. 5 and 6a-b). Overall, the PSIAM successfully captured rats’ complex patterns of RTs and choices by stipulating that response times were controlled by parallel, independent evidence accumulation and action initiation processes.

The existence of stimulus-informed express responses is incompatible with a decision mechanism where the timing of the response relies only on the accumulated evidence reaching a decision boundary. Although such a mechanism can generate noise-triggered express responses, choices are only influenced by the stimulus for RTs larger than the non-decision time, which is typically at least 50 ms. We confirmed this by fitting an extended DDM (eDDM), featuring integration of internal noise prior to stimulus onset28, to individual rat RTs. Pre-stimulus noise integration produced anticipatory responses as those seen in rats, although a formal model comparison showed that the PSIAM captured the overall RT distribution much better (ΔBIC > 100 for any rat in Groups 1 and 2, n = 16; Supplementary Figs. 7j-k and 12a; see Supp. Methods). Crucially, the eDDM consistently predicted chance performance for express responses (< 50 ms, Fig. 3f-h, Supplementary Fig. 7f), unlike what we observed in animals. The limitation to generate informed choices earlier than sensorimotor delays is general to the joint RT-and-choice decision mechanism: it also applies if the DDM bounds change in time20 or in the accelerated race-to-threshold model16, where the stimulus modulates a race-to-threshold between anticipatory signals (Supplementary Fig. 7g-h; see Supp. Methods). In conclusion, the influence of stimulus on choice in express responses was very well captured by the PSIAM but was fundamentally at odds with standard models of decision-making relying on a single boundary mechanism for response initiation and choice selection.

Proactive responses prevent longer reaction times. While our AI process can be thought of as an independent urgency signal, urgency signals have been mostly hypothesized to play a role in avoiding very long reaction times, rather than promoting very fast responses20–22. We thus wondered whether the AI could play a role beyond express responses, at long RTs. By construction, PSIAM responses are faster when both EA and AI processes are taken into account than when EA is considered in isolation (Fig. 4a, blue and green curves, respectively; Supplementary Fig. 8). Proactive responses dominated fast RTs, whereas reactive responses took over for intermediate RTs; however, proactive responses contributed as much as reactive responses at long RTs (Fig. 4b; Supplementary Fig. 9). These long proactive responses imply that, in those trials, the EA process had still not reached the decision bound, and thus the AI process acted as an urgency signal that prevented very slow reactive responses. Moreover, because in those trials the evidence level is lower than the decision bound, their associated accuracy should also be lower than for proactive choices with the same RT. Contaminant responses, included in the model as rare responses that occur at an approximately constant rate independently of the AI or EA processes, also increase in relative frequency at long RTs (black lines in Fig. 4a, b; Supplementary Figs. 8 and 9; see “Methods”); and because they yield random choices, their occurrence also predicts lower accuracy. Hence, the increase in the fraction of both proactive and contaminant responses should thus be accompanied by a reduction in categorization accuracy. We tested this prediction by examining tachometric curves at these very long, infrequent RTs and found a significant decrease in accuracy for long RTs (Fig. 4c, d). Although contaminants alone could also produce a decay of the tachometric curves at long RTs, proactive responses in the PSIAM contributed significantly to accentuate and advance this decrease (Fig. 4d). In sum, AI did not only promote express responses but it also shaped slow responses, hindering their occurrence at the expense of reduced accuracy for long RTs.

Manipulating stimulus presentation uncovers proactive and reactive responses. The PSIAM core hypothesis is that, on each trial, animals prepare a proactive response which is initiated independently of the presentation of the stimulus, unless a reactive response is triggered first. The model then predicts that, if the stimulus is removed, animal responses should all be proactive responses triggered by the AI process. We tested this in a second group of rats (Group 2, n = 6; laterality discrimination task) where we omitted the presentation of the stimulus in a subset of trials but still rewarded one of the two responses (silent catch trials, 10%). In such trials, animals made choices using internal estimates instead of the stimuli. The stimulus was normally played in the rest of the trials of the session (standard trials, 90%) (Fig. 5a, middle and top). The RT distributions for standard trials were very similar to those observed in Group 1 (Fig. 5b; Supplementary Figs. 11 and 12a). Crucially, the distribution of RTs in silent trials was accurately predicted by the distribution of proactive responses alone obtained from fitting the full PSIAM in standard trials (Fig. 5c; Supplementary Figs. 11 and 12b). By contrast, the extended DDM failed to capture the distribution of RTs in silent trials (ALLH < −25 for all rats; Supplementary Fig. 12b; see Supplementary Methods). Hence, removing the stimulus fully unveiled the RT distribution of proactive responses that was mixed with RTs from reactive responses in standard trials, providing evidence that within each trial the AI process evolves independently of the presentation of the stimulus.

The second basic hypothesis of the PSIAM is that proactive responses are triggered by a process initiated with fixation onset, while reactive responses are triggered by a process locked to stimulus onset. The model predicts that varying the interval
between fixation onset and stimulus onset should affect response timings by favoring one process over the other. In a second set of experiments, the stimulus was either advanced (advanced stimulus trials, $\Delta = -250$ or $-150$ ms for Groups 2 or 3, respectively; 5% of trials), or delayed (delayed stimulus trials, $\Delta = +50$ or $+150$ ms, Groups 2 or 3; 5% of trials) with respect to the standard condition ($\Delta = 0$, standard trials, 90% of trials) (Fig. 5a, bottom). We tested whether, in advanced and delayed stimulus trials, the RT distributions could be simply derived from the model fitted to standard trials but only shifting the onset of the EA process by the same amount $\Delta$. For delayed stimulus trials, the model with a shifted EA captured the RT distribution well: most responses were proactive, and the late stimulus onset caused a small bump of reactive responses at the tail of the RT distribution (Fig. 5e; Supplementary Figs. 13 and 14, right columns). This small impact of delayed stimulus was clearly visualized in the experimental time delay curves which showed that the RTs in delayed stimulus trials were significantly advanced with respect to silent trials as predicted by shifting the time delay curve of standard trials by 150 ms (Fig. 5f; $p$-value = 0.007 for delayed vs silent time delay curves at $RT = 300$ ms, one-sided $t$-test, Group 2). In contrast, for advanced stimulus trials, simply advancing the EA by $\Delta$ predicted faster responses than those observed in the rats (Fig. 5d, solid blue curve; Supplementary Figs. 13 and 14, left columns). This suggests that, when stimulus is presented ahead of the expected time, the EA process takes longer to reach the decision bounds than in standard trials. Indeed, simply allowing the latency $t_E$ to be longer in these advanced trials provided a much better fit of the RT distribution (Fig. 5d, dashed blue curve; Supplementary Figs. 13 and 14, left columns). This additional delay, which increased with the magnitude of the advancement $\Delta$ (Fig. 5g), could reflect attentional delays related to the unexpected timing of the stimulus onset$^{29,30}$, or a signature of more complex interactions between AI and EA (see “Discussion”). Finally, adjusting the EA’s drift $v_E$ instead of $t_E$ did not provide a better fit, and adjusting the two parameters together only caused a marginal average improvement (Fig. 5h; Supplementary Fig. 15). Overall, these experiments revealed that the PSIAM could account for how RT distributions are affected by changes in stimulus timing, and showed that EA latency is increased when stimulus timing is unexpected.

**Slowing of the responses along the session is mediated by a decrease in AI speed.** The existence of the dual mechanism for response timing in the PSIAM offers two possible mechanisms to account for changes in response speed: by a change in the
Fig. 5 Reaction times in experiments with perturbed stimulus onset. a In silent sessions, the stimulus was absent in 10% of trials (silent trial; Group 2, n = 6). In advanced/delayed stimulus sessions, the stimulus was advanced in 5% of trials (Δ = –150 ms for Group 2 and –250 ms for Group 3, n = 8) and delayed in other 5% of trials (Δ = +150 ms in Group 2 and +50 ms in Group 3) with respect to the standard onset time. b RT distribution for an example rat (gray bars; rat #43) and model fit (PSIAM, blue line) for maximum stimulus strength (s = 1) in standard trials in silent sessions. Red/green lines: RT distributions generated by the AI/EA processes in isolation. Vertical dashed line: stimulus onset. c RT distribution in silent trials from the same rat (gray bars). Model prediction corresponds to advancing the reactive alone density (PSIAM, blue line) for maximum stimulus strength (s = 1) versus silent trials (reference, pink), averaged across rats. Dotted black line represents the standard condition shifted +150 ms for comparison. Vertical line: onset of the delayed stimulus. Shaded areas: s.e.m. d Same as in panel b but for a different example rat in advanced trials (Δ = –150 ms; rat #44). Model prediction corresponds to advancing the reactive alone density from standard trials by 150 ms (green line) while keeping AI density (red line) unchanged (solid blue curve). Dashed blue curve shows model fit, where the EA latency parameter tE was fitted while keeping other parameters unchanged. e Same as in panel d for delayed stimulus trials, but delaying the isolated EA density by 150 ms in the model prediction. Time delay curves in standard (yellow) and delayed (Δ = +150 ms, purple) trials for maximum stimulus strength (s = 1) versus silent trials (reference, pink), averaged across rats. Fitted black line represents the standard condition shifted +150 ms for comparison. Vertical line: onset of the delayed stimulus. Shaded areas: s.e.m. f g h Same as in panel d for advanced/delayed stimulus trials, but with AI modulation. Changes in the fitted values for tE (g) and vE (h) at each stimulus onset delay Δ. Line: average across animals; error bars: s.e.m.; diamonds (Group 2, n = 6) and circles (Group 3, n = 8); individual rats. Source data are provided as a Source data file.

decision bounds of the EA process, as classically reported\[31\]; or by a modulation of the speed of the AI process, taking place independently of evidence accumulation. We assessed whether the systematic slowing of the RTs observed within each session in almost every animal (Fig. 6a) was mediated by the modulation of AI, at odds with the classical account of slowing based on changes in the evidence accumulation process. Cumulative RT distributions sorted by trial index showed that there were fewer fixation breaks and fewer express responses at the end compared with the beginning of the session (Fig. 6b). In other words, the slowing already occurred for responses triggered even before any reactive response could be performed (Fig. 6c). This suggested that the slowing was due at least in part to changes in the AI. We thus incorporated within-session slowing in the model by allowing the drift of the AI to decrease linearly with trial number within each session, while keeping the EA parameters constant across the session. Remarkably, this simple modification captured quantitatively the change in time delay curves observed within the session (Fig. 6d). The model reproduced the non-monotonicity of the curves with a dip around 130 ms, indicating that the slowing in RTs was not as severe in that range of reaction times. In the

Fatigue and satiety cause within session slowing by modulating AI speed. The observed slowing of responses along the session could be linked to a change in two distinct internal variables of the animal\[32-33\] that increased as the session progressed: physical fatigue and satiety (Fig. 7a, center and right). The number of completed trials and the amount of consumed reward since the beginning of the session provided proxies for fatigue and satiety, respectively. In order to disentangle the contribution of each of these factors, we performed additional experiments where the size of the reward was varied across sessions (Group 4, n = 4; laterality discrimination task; see “Methods”). The proportion of fast proactive responses (RT < 50 ms) steadily decreased with trial index for all reward conditions, but the impact of reward size on RTs switched gradually along the session: while at the start of the
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The express responses exhibited by our rats should not be confused with the so-called express saccades. Express saccades occur at least 80 ms after stimulus onset, around 50 ms before the standard saccades, in conditions when subjects are pre-cued about the onset of the target stimulus (e.g., the gap paradigm). Despite strong debate about their underlying nature, it is generally accepted that they are triggered by the onset of the target stimulus and hence they are reactive responses. The express responses made by our rats are what in psychophysics is
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mechanisms underlying the timing and choices of rats’ perceptual
decisions. We found that the pattern of responses could not be

solely explained by traditional models of perceptual decision making whereby responses are triggered in reaction to the accumulated evidence crossing the bound. In addition to such reactive responses, animals generated proactive responses in which the timing was stimulus-independent but the choice was stimulus-dependent (Fig. 2). We developed the PSIAM, a model proposing that each response type is triggered by one of two parallel processes: the Action Initiation (AI), a proactive timing process that starts in anticipation of stimulus onset and ramps up until reaching a Go bound; and the Evidence Accumulation (EA), a process initiated by the stimulus presentation that integrates sensory evidence until reaching one of the decision bounds (Fig. 3). The two processes run in parallel and race to induce a response, which is triggered as soon as one of the two reaches its respective bound. The Action Initiation process not only mediates premature responses but also generated slow responses, effectively implementing an urgency to respond when the EA process took too long to hit a decision bound (Fig. 4). As predicted by the model, proactive and reactive responses, which are locked respectively on the fixation onset and the stimulus onset, were dissociated in a second set of experiments where stimulus onset was perturbed (Fig. 5).

Fig. 6 Within session slowing of responses. a Mean RT as a function of trial position within the session. Thick black line: group average (Group 1, n = 10), thin gray lines: individual rats. Trials were grouped in 50 trial blocks. Error bars: s.e.m. b RT cumulative distribution for different trial blocks for an example animal (rat #14). Color code in panels (b–d) indicates trial block. Vertical dashed line in (b–d) indicates stimulus onset. c Time delay curves averaged across rats. Trial block 351–400 was taken as reference (i.e., corresponded to time delay Δt = 0). d Time delay curves simulated using the PSIAM fitted to the RTs for each animal, averaged across rats. Top inset: proportion of proactive vs reactive responses with RT as estimated by PSIAM for each animal, averaged across rats; shaded area: s.e.m. Left inset: sketch of the impact of trial index on AI’s drift. Source data are provided as a Source data file.
called anticipatory responses, i.e., responses which are too fast to be triggered by the stimulus (see e.g., ref. 28). They are usually considered as random responses and removed from subsequent analysis. Here we showed compelling evidence that, in our task, those anticipatory responses represented the lower tail of a wide distribution of proactive responses, whose timing was independent of the stimulus but whose choices were not random. For intermediate RTs, these proactive responses were present but they were mingled with reactive responses (Fig. 3c), as confirmed by experiments in which we omitted or shifted stimulus onset (Fig. 5).

Three factors in our task could be promoting the anticipation of the Action Initiation process leading to a large fraction of proactive responses. First, the stimulus onset occurred at a fixed time interval after fixation onset (i.e., a fixed foreperiod), so that the rats could reliably time their withdrawal from the central port 15. A random fixation period would probably lead to a more conservative strategy where the proactive process is slowed to avoid too early responses. Of note, temporal expectations also led to a reduction of the non-decision time of the EA process when the stimulus appeared at the predicted time in comparison to when it appeared earlier or later (Fig. 5).

**Fig. 7 Internal factors impacting RTs.**

- **a** Reward size (left), fatigue (center), and satiety (right) as a function of trial position within session for low (green), middle (light blue), and high (strong blue) reward size sessions. Color code is shared for all panels (a–d). Top equation illustrates the implementation in the model of these three features as linear regressors in Al drift, with \( w_r \) the weight for reward size, \( w_f \) for fatigue, \( w_s \) for satiety, and \( w_0 \) for the intercept. B Proportion of rat’s fast responses (faster than 50 ms after stimulus onset, or fixation break) as a function of trial position within session and reward size, for an example animal (rat #54). Dashed lines: linear fits. Insets: RT cumulative distribution for trial block 51–100 (bottom left) and 451–500 (top right); vertical dashed line: stimulus onset. C Proportion of fast responses simulated using PSIAM fit to the RTs of the example rat in panel (b). Insets: same as in (b), but simulated using PSIAM. D Estimated weight for reward size (left), trial index (center), and reward consumption (right) regressors in Al drift. Bars: mean across animals (Group 4, \( n = 4 \)); symbols: individual rats; error bars: s.e.m. Source data are provided as a Source data file.
extension of the DDM, RTs always depend on the evidence accumulation since all responses are triggered after reaching a decision bound, so these models cannot explain express responses, where RT is independent of stimulus strength whereas choice is contingent on stimuli (35% of all responses in our dataset, SD = 25%; Fig. 2). Extensions to the DDM where the integration process starts prior to stimulus onset can produce anticipatory responses (Supplementary Fig. 7). However, they inherently predict that if the RT is faster than the non-decision time, and thus independent of the stimulus evidence, then choice should also be independent of the stimuli (Fig. 3f–h and Supplementary Fig. 7e, f).

By contrast, the PSIAM provides an alternative approach where a single mechanism, i.e., proactive responses, can (1) account for express responses yielding stimulus-independent RTs and stimulus-dependent choices (Fig. 3d, e), and (2) contribute to the decrease of the probability of very slow responses (Fig. 4a). The PSIAM captured rat RT distributions better than an extended DDM (Supplementary Figs. 9–k and 12a), and it parsimoniously predicted rat RTs in silent trials with remarkable accuracy (Fig. 5e and Supplementary Figs. 11 and 12b). In the PSIAM, AI sets a stimulus-independent internal deadline for triggering the response, avoiding long accumulation-to-bound processes in EA. As such, the action of the AI can be viewed as provoking the instantaneous collapse of decision bounds on the EA at a stochastic time defined by the AI bound crossing. While in our task the AI most often reached the Go bound shortly after stimulus onset, under other circumstances, a slower AI drift could be used to trigger proactive responses after a longer stimulus duration. Indeed, a slower and more precise AI process can shift the timing of proactive responses, from early to late responses, i.e., from causing express responses to ensuring an upper bound on integration time (Fig. 8a). Such a change also leads to a larger drop in accuracy associated with long RTs (Fig. 8b), an effect that is commonly observed in the decay of tachometric curves but is usually attributed to either the variability in the drift of the evidence accumulation process or the gradual collapse of the decision bounds. Adjusting AI parameters in the PSIAM provided a more flexible way to set the speed-accuracy trade-off compared to modulating the decision bounds of the EA process. Hence, while rats may lay on the impatient side of AI, AI in humans and non-humans primates performing classical perceptual tasks may primarily be used to prevent very long reactive responses.

Indeed, a model very similar to PSIAM (featuring a race between a timing process and an evidence accumulation process) was recently and independently proposed, providing a better account of human behavior than generalized DDMs in a variety of decision-making tasks. This convergence of findings between species provided compelling evidence overall in favor of parallel proactive and reactive processes in the mammal brain.

The PSIAM is also related to previous models of sensory guided responses with a proactive component. In a classic mechanistic model of saccade initiation, Trappenberg and colleagues presented a circuit model of the superior colliculus where exogenous visual signals and endogenous preparatory signals are combined to generate target-directed saccades with variable RTs. The model elegantly reproduces the impact of distractors and target location biases on saccade RTs, and generates express saccades when the target onset is cued (see above). However, despite the parallelism between proactive/reactive and endogenous/exogenous processes, this model exclusively generates either reactive responses or proactive random guesses. Reactive responses’ latency can indeed be modulated by endogenous signals, but they are ultimately triggered by the visual input. In a different study, human subjects were forced to respond “earlier-than-normal” in a visually guided reaching task. A simple agreement with a recent observation. Second, because of sensory delays, and because the response involves an orienting body movement lasting around 300 ms, the rat had time for finishing stimulus integration between leaving the central port (which interrupts the stimulus) and poking at one of the lateral ports. This makes express responses a viable strategy in which subjects leave the port right after stimulus onset, before stimulus can influence the motor plan, and integrate the sensory information while executing the orienting movement. Preliminary analysis of the orienting trajectories reveals that the integration of the stimulus information is extremely fast, with the trajectories being updated in less than 90 ms after stimulus onset. The same type of online updating strategy could be applied for responses performed by arm or body movements, which can be swiftly adjusted en route to the target point, but perhaps not for more ballistic responses such as saccades or button presses (but see ref. 43). And third, the structure of the trial sequence allowed rats to partially predict the category of the upcoming stimulus based on previous trials’ responses and rewards. This partial predictability allowed animals to reach ~65% accuracy for minimal stimulus durations in biased trials (Supplementary Fig. 3; note however that most of our analyses were performed on unbiased analyses, where rats did not use trial history to predict the next stimulus category). These features allow achieving both very fast and accurate responses, especially for high stimulus strength where short stimuli provide enough evidence to reach high levels of accuracy (Fig. 2d). In other words, animals are fooling the speed-accuracy trade-off.

The AI process allows modulating RTs not only based on the structure of the task, but also depending on motivational factors. We found that RTs slowed down within the session in all our animals (Fig. 6). Previous literature has investigated whether the impact of session time on RTs reflects the accumulated fatigue (physical and/or cognitive) or the increase of satiety. One study found that, in a delay discounting task, the increase in uncom-
model separating the when and what decisions into two separate processes could nicely explain RTs and choices: the Action Initiation process always determined the timing of response, whereas a second stimulus-dependent Action Preparation process determined the choice but never the timing. While this model, like the PSIAM, can generate proactive responses where the choice is informed by the Evidence Accumulation process, it cannot explain that some reaction times depend on stimulus evidence, a clear signature of reactive responses present in our data (Figs. 3 and 5) and in many other studies.

An alternative model, based on data from monkeys performing an oculomotor visually-guided task under strong external time pressure, proposes a race between choice-selective Action Initiation processes which are accelerated or decelerated by the presence of a stimulus. By combining proactive and reactive processes into a single stimulus-dependent race-to-bound process, the model can capture the existence, like in our data, of two underlying components of the RT distribution: responses that are time-locked to the onset of the foreperiod (the fixation onset in our task) and responses that are time-locked to the stimulus onset. The PSIAM differs however from this model in two important aspects. First, the PSIAM incorporates the classical mechanisms of Evidence Accumulation, which captures the dependency of RTs on stimulus strength in standard free-response paradigms, something not present in the accelerated race model of ref. 16. Second, the PSIAM grounds on separate accumulation-to-bound EA and AI processes, whereas the accelerated race model features proactive and reactive mechanisms in a single accumulation-to-bound process. A single accumulation-to-bound process is incompatible with responses where the stimulus impacts choice but not RT, such as express responses in our rats. Thus, our data support that reactive responses are mediated by a separate accumulation-to-bound process independent from the proactive AI process. As expected, the accelerated race model displayed chance-level performance for responses faster than non-decision time, which contradicts the observed behavior for rats (Supplementary Fig. 7g–h.1 and Supplementary Methods). A direct extension of the PSIAM, inspired by the accelerated race model, is to assume that EA does not trigger responses when reaching bound but rather accelerates the ongoing AI process toward the Go bound. This extension of PSIAM would reconcile the two models, and could account for the increased EA latency found in advanced trials (Fig. 5d, g).

Based on the large body of existing mechanistic network models, an implementation of the PSIAM can be readily foreseen. The network would consist of two circuits: a standard circuit carrying out Evidence Accumulation based on inhibition-mediated competition between excitatory populations representing each of the alternatives; and a circuit generating stochastic ramping activity which performs the motor timing part of the task. Coupling between the two circuits could implement the instantaneous collapse of the bounds in the EA circuit when the AI circuit reaches a certain level of activity. Various modulations of the EA circuit may affect the speed of the decision dynamics, such as stronger external feedforward excitation, increased top-down modulatory inputs, a change in the balance between recurrent excitation and inhibition, or the impact of different neuromodulators. A sudden and large acceleration of the winner-take-all dynamics through either of these mechanisms could terminate the accumulation and categorize the evidence accumulated so far: for example, an all-or-none population burst generated by the AI circuit upon threshold-crossing could generate a strong and fast boost to the competition that would cause the population with higher firing to rapidly increase its rate until reaching the decision threshold. Hence, the rate of the winning population would always be reaching the same decision threshold, as consistently found across multiple brain areas, both in proactive and reactive responses.

Where in the brain could these circuits be located? Activity in several brain areas shows correlates of processes like the IA or EA of the PSIAM. Neurons showing slow ramping activity preceding proactive responses have been found in several brain areas such as the cortical supplementary motor area, the frontal eye field, the secondary motor cortex, the lateral intraparietal area, and the basal ganglia. Interestingly, some neurons showed ramping activity specifically before proactive but not reactive responses. Similarly, a large number of cortical and subcortical areas has been suggested to encode accumulated stimulus evidence. There is conflicting evidence regarding whether neural markers of accumulated evidence are influenced by...
the level of urgency\textsuperscript{22,77,80,81}. Thus, despite being a phenomenonological model aimed to describe behavioral responses, by postulating the existence of race dynamics between proactive and reactive processes, the PSIAM model may become an instrumental tool to identify the underlying mechanisms of neural ramping dynamics during perceptual decisions.

In conclusion, our analyses support a model where decision-making is mediated by two separate processes, Action Initiation and Evidence Accumulation, which race to trigger a behavioral response. They also point to the AI process as a flexible mechanism allowing strategic and idiosyncratic adjustments of the action timing to multiple factors, such as temporal and choice predictability, motivation, and urgency.

Methods

This study complies with all relevant ethical regulations for animal testing and research. All experimental procedures were approved by the local ethics committee (Comité d’Experimentació Animal, Universitat de Barcelona, Spain, Ref 390/14).

Animal subjects.

Animals were male Long-Evans rats (n = 26, 350–560 g; Charles River), pair-housed during behavioral training and kept on stable conditions of temperature (23 °C) and humidity (60%) with a constant light-dark cycle (12 h:12 h, experiments were conducted during the light phase). Rats had free access to food, but water was restricted to behavioral sessions. Free access to water was provided on days with no experimental sessions.

Task description.

Rats in Group 1 (n = 10) performed an auditory reaction-time two-alternative forced-choice task. Specifically, this group of rats performed a frequency discrimination version of the task\textsuperscript{22}. Briefly, at each trial, an LED on the center port indicated that the rat could start the trial by poking in (Fig. 1). After a fixation period of 300 ms, the LED switched off and an acoustic stimulus consisting of a superposition of two amplitude-modulated frequencies was presented (see details below). Each frequency was associated with a specific side and reward was available at one of the two lateral ports, depending on the dominant frequency. Stimulus durations were structured in trial blocks with either a Repeating tendency (prob. repeat previous stimulus category = 0.7−0.8) or an Alternating tendency (prob. repeat = 0.2) (see Supp. Methods). Animals developed expectation-mediated choice biases reflecting this structure but only after correct trials (biased trials).

After error trials (unbiased trials), their choices were not in (either at 450 or at 350 ms). For rats in Group 2, which participated in silent and superposition trials of a superposition of two amplitude-modulated frequencies was presented (see details below). Each frequency was associated with a specific side and reward was available at one of the two lateral ports, depending on the dominant frequency. Stimulus durations were structured in trial blocks with either a Repeating tendency (prob. repeat previous stimulus category = 0.7−0.8) or an Alternating tendency (prob. repeat = 0.2) (see Supp. Methods). Animals developed expectation-mediated choice biases reflecting this structure but only after correct trials (biased trials).

After error trials (unbiased trials), their choices were not in (either at 450 or at 350 ms). For rats in Group 3 (delayed stimulus trials) or Group 4 (alternating trials), their choices were not in (either at 450 or at 350 ms). For rats in Group 2, which participated in silent and superposition trials. In this task, two speakers emitted sounds, either at 450 or at 350 ms. For rats in Group 2, which participated in silent and superposition trials. In this task, two speakers emitted sounds, either at 450 or at 350 ms. For rats in Group 2, which participated in silent and superposition trials. In this task, two speakers emitted sounds, either at 450 or at 350 ms. For rats in Group 2, which participated in silent and superposition trials. In this task, two speakers emitted sounds, either at 450 or at 350 ms. For rats in Group 2, which participated in silent and superposition trials. In this task, two speakers emitted sounds, either at 450 or at 350 ms.

RT-evidence modulation onset. The onset times for the modulation of the RT distributions by the stimulus strength (Fig. 2a, b) were computed similarly as in Supplementary Fig. 2b of\textsuperscript{24}. For each time point, we computed a one-tailed Kolmogorov–Smirnov test comparing the RT cumulative distributions for trials with strongest and weakest stimulus evidence (stimulus strength s = 1 versus stimulus strength s = 0), including both biased and unbiased trials, and excluding all reaction times larger than t. For each rat, we defined the modulation onset as the minimal value of t at which this comparison became significant (p < 0.05).

Time delay curves. Time delay curves assess how fast or slower is a given stochastic time variable with respect to a reference distribution; see Supplementary Fig. 3 of ref. \textsuperscript{24}. Intuitively, it represents the horizontal distance at any time point between a given cumulative distribution and a reference cumulative distribution (Supplementary Fig. 2). At a given time point T, the time delay value is defined as the time difference T − T, where T is the time at which the value of the reference cumulative distribution matches the value C(T) at T, i.e., C(T) = C(T)

Parallel Sensory Integration and Action Model (PSIAM).

In order to characterize the patterns of rat RTs and choices, we built the PSEAM by combining a standard DDM with constant bounds\textsuperscript{10} (i.e., Evidence Accumulation process or EA process) with a second drift diffusion process modeling the timing of proactive responses (Action Initiation process or AI process; Fig. 3a, b, bottom red traces).

EA is a Wiener process which integrates the evidence provided by the stimulus over time, following:

\[
\frac{dx(t)}{dt} = x(t) + \sigma \cdot \xi(t), \quad x(0) = 0, \quad \text{for } x \leq \theta_e
\]

where \(x(t)\) is the EA process representing the instantaneous accumulated evidence. The parameter \(V_e\) is the drift which only depends on the stimulus evidence (see below); \(\sigma^2\) is the noise variance, set to 1 to make the model identifiable; and \(\xi(t)\) is a white noise stochastic process which represents the stimulus temporal fluctuations as well as the internal noise associated with the accumulation process. The EA process is initiated up value \(x = x_s\) (starting offset) with a delay of \(\theta_e\), with respect to stimulus onset \(t_{on}\) (aff erent latency): \(x = x_s\) are the two symmetric decision bounds (Fig. 3a, b, and see below). The model did not include variability in the starting offset when capturing the distribution of RTs for analytical tractability. To predict choices, however, we included a small initial variability in biased trials to capture the fact that the magnitude of the bias was not fixed across all the trials within a block (i.e., the repeating bias fluctuated in magnitude across trials of the Repeating block; see “Model prediction of choice data” section below).
Action initiation represents the preparation of a commitment to take a decision; it is modeled as an independent, one-bound DDM:

\[
\frac{dT(t)}{dt} = V_A + \sigma_A \cdot \xi(t), \quad \text{for} \quad y < \theta_A
\]

\[
\frac{dT(t)}{dt} = 0, \quad \text{for} \quad y = \theta_A
\]

where the parameter \( V_A \) is the drift of the AI, \( \sigma_A^2 \) is the noise variance (set to 1); and \( \xi(t) \) is a white noise stochastic process representing the internal variability associated with the precise timing of the GO action. The AI process is initiated at fixation onset with a delay of \( t_0 \) (afferent latency), and \( \theta_A \) is the action bound (Fig. 3a, b).

The PSIAM model distinguishes two types of responses, proactive and reactive, depending on the outcome of the race between the AI and the EA processes, i.e., depending on which process reaches the bound first. Reactive responses are generated when either of the two EA boundaries is reached first; the choice is then defined by which bound is hit (by convention, the upper bound corresponds to the rightwards choice, and the lower bound to the leftwards choice). Proactive responses are generated when the AI threshold is reached first; the choice is then defined as a direct read-out of the sign of the EA process \( x(t) \) after the interrupted stimulus is integrated. This is equivalent to an instantaneous collapse of both WA decision thresholds, i.e., a vertical bound in the EA (Fig. 3a). The RT at each trial is thus set by the first of the two processes to reach the bound, and corresponds to the time elapsed from stimulus onset to first bound hit, with an additional efficient delay \( t_{\text{mature}} \), representing motor latency. The probability density function (pdf) \( p(t) \) and the cumulative distribution function (cdf) \( F(t) \) of the RTs depend on the pdf and cdf of the RTs that would be generated by either the AI (\( p_A(t) \) and \( c_A(t) \)) or by the EA (\( p_E(t) \) and \( c_E(t) \)) in isolation, through:

\[
p = p_A \cdot (1 - c_A) + p_E \cdot (1 - c_E)\)

\[
c = c_A + c_E - c_A \cdot c_E\)

where we have dropped the dependence on \( t \) to ease the notation. The distribution of the RTs generated in isolation by the AI is an inverse Gaussian (IG) distribution (a.k.a. Wald distribution), so that the pdf and cdf for AI\(^{3,4} \) are:

\[
p_A(t|V_A, \theta_A, t_{\text{go}}) = \frac{1}{\sqrt{2\pi}(t - t_{\text{go}})} \exp\left(-\frac{V_A^2}{2(t - t_{\text{go}})^2}\right)\)

\[
c_A(t|V_A, \theta_A, t_{\text{go}}) = \Phi\left(-\frac{V_A}{\sqrt{2(t - t_{\text{go}})}}\right) + \exp\left(-2 \cdot \frac{V_A^2}{2(t - t_{\text{go}})}\right) \cdot \Phi\left(-\frac{V_A}{\sqrt{2(t - t_{\text{go}})}}\right)\)

where the parameter \( V_A \) is the reduced single-threshold height from the starting value of the AI process; and \( t_{\text{go}} = t_{\text{mature}} + t_{\text{aff}} \) is the total AI latency, summing afferent and motor latencies. The independent RT pdf for the EA alone corresponds to that of the standard DDM with two constant bounds\(^{3,4} \):

\[
p_E(t|V_E, \theta_E, t_{\text{go}}) = p_E^+ + p_E^- = p_E^+(t-V_E, \theta_E, t_{\text{go}}) + p_E^-(t-V_E, \theta_E, t_{\text{go}})\)

\[
p_E(t|V_E, \theta_E, t_{\text{go}}) = \frac{\pi}{(2\theta_E^2)^{3/2}} \exp\left(-\frac{(t - t_{\text{go}})^2}{2\theta_E^2}\right) \cdot \left[ \sin\left(\frac{\pi}{2} \frac{t_{\text{go}}}{\theta_E}\right) \cdot \exp\left(-\frac{k^2\pi^2}{2\theta_E^2}\right) \right] - \frac{\pi}{(2\theta_E^2)^{3/2}} \exp\left(-\frac{(t - t_{\text{go}})^2}{2\theta_E^2}\right) \cdot \left[ \sin\left(\frac{\pi}{2} \frac{t_{\text{go}}}{\theta_E}\right) \cdot \exp\left(-\frac{k^2\pi^2}{2\theta_E^2}\right) \right]\)

Model prediction for choice data. The PSIAM choice (Right/Left) corresponds to the sign of the final value of the EA process (Fig. 3a, b). For each rat, we computed the choice prediction (Figs. 3e and 4d) by simulating the PSIAM (Eqs. 1–2) using MEA parameter values. It should be stressed that parameter MEA values were obtained using RTs data only, and not choices. We also included a small trial-to-trial variability in the EA starting offset when predicting choices in biased trials only (see Supplementary Methods). Had we not included this initial variability, choices at very short RT would always be determined by the side of \( Z_0 \), i.e., the expectation, without any choice variability (i.e., in a Repeating block, the model would always repeat its previous choice). This is at odds with rats’ behavior which at very short RTs shows choice variability independently of their expectation bias. For unbiased trials after error responses, because \( Z_0 = 0 \), there was no need to include variability in the EA starting offset to generate choice variability at any RT. Similarly, choices were randomly drawn by differential equations (1–2) with Euler method with a time step of 0.1 ms. We performed a total of 10^7 trial simulations per rat.

Model prediction for reaction times in catch trials with manipulated stimuli. The density \( p_{\text{real}} \) of RTs in silent catch trials was predicted from the PSIAM using parameters fitted to the standard trials from the same sessions (Fig. 5b; Supplementary Figs. 11, left column and 12a, blue lines). Since no stimulus was presented in silent trials, the prediction was that \( p_{\text{real}} = p_E \) (Eq. 5), because responses were all proactive, i.e., were generated from the AI process operating in isolation (AI alone in Fig. 5b; red lines in Supplementary Fig. 11 and blue lines in Supplementary Fig. 12b).

For advanced/delayed trials, where the stimulus onset was advanced or delayed by \( \Delta \), we first tested the prediction obtained from simply advancing or delaying the EA onset time \( t_{\text{go}} \) by \( \Delta \). In a second analysis we fitted the value of the latency time \( t_0 \) and/or EA drift \( \theta_E \) separately for each delay condition, leaving other parameters unchanged (Fig. 5d, e, g, h; Supplementary Figs. 13 and 14, dashed blue curves, and 15).

Extended drift-diffusion model. We constructed an extended version of the classic DDM where the integration of evidence started before stimulus onset, in order to account for very fast reaction times and fixation breaks\(^{28} \). The eDDM is initiated at fixation onset with an afferent delay \( t_0 \) and integrates internal noise of variance \( \sigma_0^2 \) with drift zero prior to stimulus onset. Following stimulus onset with an afferent delay \( t_{\text{art}} \), eDDM is driven by stimulus evidence: the drift changes to \( V_E \) while noise variance changes to \( \sigma_t^2 \) as both external and internal sources contribute to the accumulation noise. The integration continues until the decision variable reaches a bound at \( \pm \theta \). The choice is then defined by which bound is hit, and the response is initiated after an afferent delay \( t_{\text{mature}} \) representing motor latency. Additionally, we incorporate the same structure of contaminant responses as in PSIAM (see Eqs. 9 and 10) to avoid biases in parameter estimation and improve model comparison.
The model was fit to individual rat RTs in unbiased trials using the PyDDM package\textsuperscript{30}, under the method of differential evolution. We fitted a total of 8 parameters: pre-stimulus internal noise variance \( \sigma^2_n \) and response latency threshold \( \nu_t \), drift stimulus weight \( \nu_s \), non-decision time \( t_d = t_d^{\text{diff}} + t_d^{\text{motion}} \), proportion of contaminants \( c \), contaminant exponential-uniform mixture parameter \( d \), and the inverse of the exponential time constant \( \beta \). \( \sigma_n^2 \) is set to 1 to make the model identifiable.

**Reporting summary.** Further information on research design is available in the Nature Research Reporting Summary linked to this article.
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