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In order to use motion video image processing technology to better guide and evaluate athletes’ technical and tactical ability, this paper first constructed a motion video image acquisition system. Secondly, a fuzzy kernel estimation method for uniform linear motion based on cepstrum property is proposed. Then, the motion blur areas to be processed are selected, and only these areas are deblurred. Finally, the effective removal of local motion blur is realized, and a clear scene image is obtained. Then, the maximum value of the total entropy of the image is calculated by using the information entropy theory, and the particle swarm optimization algorithm is introduced to find the maximum threshold of image segmentation. Finally, small wave optical flow estimation algorithm and rectangular window scanning algorithm across scales of motion image target detection algorithm are proposed, to not only solve the traditional optical flow estimation for fast moving object detection accuracy but also improve the efficiency of the optical flow computation. Compared to many kinds of algorithms, this paper proposed an algorithm that can improve the accuracy of moving target detection and measurement accuracy. And, the detection accuracy of the proposed algorithm is up to 86.5%. The estimated accuracy was as high as 65%. The segmentation accuracy is up to 95%.

1. Introduction

In order to create ideal competition results, athletes must have good competitive ability and state. Competitive ability is the key factor and fundamental reason for athletes to achieve ideal results [1, 2]. Competitive ability refers to the special ability that athletes must possess in training and competition, which is mainly composed of four basic abilities: physical ability, skill, tactical ability and psychological ability. The application of sports video image multiple processing technology [3, 4] in the field of track and field scientific research is to monitor, analyse, study, and evaluate athletes’ physical ability, skill status, and tactical ability, which is an important comprehensive research method and means of physical ability, skill, and combat ability research.

In a broad sense, video image processing technology refers to all kinds of technologies related to video image processing, including physical video image processing technology and related video image processing software and hardware development and application [5, 6]. At present, video image multiple processing technology [7, 8] is used to detect the characters and actions in the movement images collected, which can provide more effective information. Local motion blur in a moving image is caused by the motion of a target object in the shooting scene. The existing image blur processing technology is devoted to solve the problem of blind and nonblind deblur. Zhu et al. [9] used a statistical distribution model to fit the image blur kernel. Ren et al. [10] pointed out that some strong blurred edges contain rich information, which can be used to assist the estimation of fuzzy kernel and image reconstruction. Feng et al. [11] pointed out that in image reconstruction, normalization constraint on fuzzy kernel can ensure fast convergence of regular optimization model. Gong et al. [12] pointed out that the structural information in the image can be used to estimate the fuzzy kernel. However, these algorithms
can only perform global uniform fuzzy kernel estimation and image deblurring but cannot effectively deblur local motion blurred images. This will cause some difficulties to the subsequent image segmentation. Video image segmentation methods are mainly divided into three categories: video image segmentation methods based on edge [13], region [14], and Canny operator [15]. Moving object detection uses the differences of moving objects in colour, edge, texture, and other aspects in moving image sequence to detect the trajectory of moving objects, extract the contour shape of moving objects, and obtain the position, size, speed, and other moving state information of moving objects. Moving target detection includes identifying whether each moving beacon exists in a specific scene and estimating the motion posture of the moving target. The optical flow method based on differentiation proposed by Tu et al. [16] calculates grayscale differentiation between adjacent image frames, which is relatively simple to achieve and reduce the computational complexity. The disadvantage is that detection errors may occur when the moving target has a large offset. The optical flow method based on matching proposed by Hui et al. [17] can determine the optical flow vector through feature matching of moving targets. This processing method can solve the problem of large difference between adjacent frames, but it cannot solve the problem that the matching algorithm is sensitive to detection noise. The pyramid optical flow method proposed by Zhai et al. [18] can solve the problem that differential optical flow method is only applicable to detection of small moving targets. The main improvement idea of this method is to construct an optical flow pyramid in the existing moving image sequence, and the upper layer is used as the downsampling form of the lower layer after smoothing. However, when the image is decomposed to a certain level, the variation of optical flow of moving objects between adjacent frames becomes very small, which cannot meet the basic requirements of optical flow calculation. A lot of related papers have achieved good results, but detection errors will occur when moving target offset is large. And when the image is decomposed to a certain level, the variation of optical flow of the moving target between adjacent frames will become too small to meet the basic requirements of optical flow calculation.

Based on the above analysis, this paper first constructs a motion video image acquisition system based on sensor technology. Secondly, a detection algorithm for local motion fuzzy region is proposed. The algorithm can detect the fuzzy region and clear region accurately from the local motion blurred image and mark the fuzzy region, so as to deblur the local motion blurred image. Then, in order to meet the needs of computer vision and find the best threshold, a video image segmentation method based on maximum entropy threshold processing algorithm is proposed. The algorithm is based on the image entropy maximization after segmentation to determine the optimal threshold, which meets the requirements of video image segmentation and can improve the accuracy of image segmentation. Finally, the wavelet optical flow estimation algorithm is proposed, and the cross-scale analysis method is applied to the moving target estimation. This algorithm can accurately estimate the moving targets with different rates in the same moving scene and solves the problem that the detection accuracy of the fast moving targets is reduced by the traditional optical flow estimation.

2. Motion Video Image Acquisition System

Figure 1 shows the overall architecture of the motion video image acquisition system designed in this paper. Through video acquisition and storage technology, the most basic video image information source is processed without disturbing the sports scene, and then, different technical methods are adopted to analyze and evaluate the technical and tactical abilities of athletes in different events. The principle and process of video image processing technology are complex and diverse. In the field of track and field scientific research, we only need to understand and master its functions and application methods. Video image processing system consists of video image acquisition equipment, video image transmission equipment, video image storage equipment, video image processing equipment, video image demonstration equipment, and a series of software and hardware. Only when the basic configuration of video image processing technology is satisfied, the corresponding video image processing and analysis can be carried out.

The system is mainly composed of ARM core processor, video acquisition equipment, PC, and other parts. ARM microprocessor controls the collection and transmission of video data, and the PC displays the collected data as the client and builds the human-computer interaction interface. Meanwhile, the image processing module is developed on the computer platform.

According to the software and hardware configuration requirements of the video image, the Linux operating platform is adopted, and the random RAM is 1 GB with CPU frequency PIII of 8500 MHz or more. The resolution is set to 1024 × 768 and is 24-bit (or 32-bit) true colour. High-speed video image acquisition with built-in IEEE1394 interface.

Video capture device uses USB camera, and ARM processor directly uses USB bus communication for plug and play, which simple and convenient. ARM processor is the data acquisition server and the core module of the whole embedded system. It completes the configuration of server hardware with power management module, memory module, SDRAM, and network interface. The video server collects data and transmits it to the PC client browser through twisted-pair cable. The client develops on the PC and connects the system to the network on Linux. This allows each node in the network to access the server. At the same time, a processing application based on VC++ was developed, and the image processing interface of the system was designed, including opening the image, image deblurring, and target detection.

System hardware includes embedded processor and peripheral devices. Embedded microcontroller processor is the core component of embedded system; it has the biggest difference between embedded processor in the field specially designed for specific occasions and special system. The most in common processor by the board to complete
the task of integration to the interior of the processor chip; it can meet the requirements of miniaturization, high efficiency, reliability, and real time of embedded system. In different application fields and different development stages of embedded system, the embedded system software is not completely the same. In many fields, the embedded system software does not use the same structure as the general computer.

The running flow chart of the data acquisition process is shown in Figure 2.

3. Multiprocessing Algorithm for Moving Video Images

3.1. Motion Image Deblurring Algorithm (DA). Generally, image processing methods are divided into spatial domain method and frequency domain method. The spatial domain method has a large amount of data in image processing, which is difficult to achieve, especially for fuzzy image deblurring. Frequency domain method uses positive and negative Fourier transform for image processing, which reduces the amount of data and improves the processing accuracy.

Spatial domain method processing fuzzy image has a large amount of data and is difficult to meet the basic requirements of edge feature extraction. However, in the frequency domain, there are significant differences between the clear image and the moving image. For example, the texture features of the clear image are clear and relatively smooth, and some special zeros appear in the moving blurred image in the frequency domain, which are associated with the features of the moving blurred image.

This section makes use of the spectrum feature to analyse the frequency domain feature of motion blur image. In a linear time-invariant system, the time-domain expression of point diffusion function of uniformly linear moving images is

\[
\text{lin}(a, b) = \frac{1}{L} \quad \text{if} \left( a^2 + b^2 < \frac{L}{2} \right) \quad \frac{a}{b} = -\tan \theta. \tag{1}
\]

Assuming that the fuzzy image moves horizontally and the size is \( M \times N \), according to the expression \( g(x, y) = f(x, y) * h(x, y) + n(x, y) \), it can be known that the point diffusion function \( M \times N \) is also \( M \times M \) matrix, and the zero-filling expansion is carried out. The \( c \) matrix expression is

\[
\text{lin}(a', b') = \begin{bmatrix}
1/L & 1/L & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & 0
\end{bmatrix}. \tag{2}
\]

Two-dimensional Fourier transform is applied to it, and the expression of point diffusion function in frequency domain of uniformly linear motion image can be obtained:

\[
\text{lin}(a', b') = \sum \text{lin}(a, b) e^{-j\left((a'x/N)+(b'y/M)\right)} \cdot \tag{3}
\]

By quantitative analysis of \( a' \) and \( b' \), respectively, it can be seen that the two-dimensional Fourier transform spectrum of motion fuzzy image contains the direction and length characteristics of fuzzy kernel. Therefore, spectrum characteristics can be extracted and analysed, and the fuzzy angle and fuzzy scale can be estimated by mathematical method.
The cepstrum definition of motion blur image \( \text{blu}(x, y) \) is described mathematically as follows:

\[
\text{blu}(u, v) = F^{-1} \ast \left( \log \left| \text{blu}(x, y) \right| \right),
\]

where \( F^{-1} \) is the two-dimensional inverse Fourier transform.

In order to extract fuzzy information and estimate fuzzy kernel more accurately based on cepstrum characteristics, Canny operator is used to detect the precise edge of cepstrum. Canny operator uses the derivative characteristics of Gaussian function to detect the optimal edge. It has the characteristics of antinoise, fast operation, and high-precision edge detection.

Canny believes that Gaussian filtering is optimal for edge detection. The mathematical expression of Gaussian operator is

\[
G(a, b, \sigma) = e^{-\frac{(x^2 + y^2)}{2\sigma^2}}. \tag{5}
\]

After differential treatment, it can be expressed as

\[
dG(a, b, \sigma) = \frac{dG(a, b, \sigma)}{da} U_a + \frac{dG(a, b, \sigma)}{db} U_b, \tag{6}
\]

where \( U_a \) and \( U_b \) are unit vectors.

The specific steps of the fuzzy kernel estimation algorithm based on cepstrum characteristics are as follows:
Two-dimensional Fourier transform is performed on the motion blurred image $\text{blu}(x, y)$ to obtain the spectrum $\text{blu}(u, v)$.

The spectral graph $\text{blu}(u, v)$ is logarithmically processed, and then, the two-dimensional inverse Fourier transform is performed to obtain $\text{blu}(u', v')$, which migrates $u = 0$ and $v = 0$ to the centre to obtain $\text{blu}(u', v')$.

For cepstrum $\text{blu}(u', v')$, Canny edge detection was carried out by using the above method, and the cepstrum edge detection graph was obtained.

Using cepstrum symmetry, set the grey value of the left half plane of the cepstrum graph to 0 to obtain a maximum negative peak $p$.

Set the grey value of the right half plane of the cepstrum graph to 0 to obtain another maximum negative peak $q$.

Using the distance between the maximum negative peak points to be two times of the fuzzy scale,

$$L = \frac{1}{2} \sqrt{(p_1 - p_2)^2 + (q_1 - q_2)^2}$$

Using the angle between the maximum negative peak points to find the fuzzy angle,

$$\theta = 180/\pi \cdot \arctan((p_1 - p_2)/(q_1 - q_2))$$

### 3.2. Maximum Entropy Processing Segmentation Algorithm for Video Images (MEPSA)

Based on the above deblurred video image, the unknown threshold is set as $k$, and the total entropy of the image $s$ is calculated. Assume that there are $M$ pixel values in the video image. According to the concept of information entropy, the information entropy corresponding to each pixel is expressed as

$$H = -\sum p_x \log p_x,$$

$$p_x = \frac{q_x}{M}.$$

In the above formula, $H$ represents the information entropy corresponding to pixel point; $p_x$ represents the probability of each grey level $x$ appearing in the video image. $q_x$ represents the number of pixels with a grey value of $x$. Probability distribution of each pixel in each region is shown.
can be obtained, which is expressed as
\[
H_A(k) = \log \frac{p_k}{p_1} + \frac{H(k)}{p_k} + \frac{H - H(k)}{1 - p_k}.
\] (13)

Through the above process, the total entropy of the video image is calculated.

Taking the maximum value of the total entropy \(H(k)\) of the image as the target, the threshold \(k\) solved is the optimal threshold of video image character segmentation. It can be seen that the solution process of the optimal threshold is equivalent to the function optimization problem, and the calculation process is complicated. In order to simplify the solution process of the optimal threshold, particle swarm optimization algorithm is introduced to solve the optimal threshold of video image segmentation. It is found that particle swarm optimization algorithm can solve the continuous optimization problem which has high accuracy and efficiency, which can greatly reduce the time consumed in calculating the optimal threshold value and improve the performance of video image segmentation method.

### 3.3. Target Detection of Cross-Scale Moving Images

In this section, the target detection algorithm of cross-scale moving image is integrated with wavelet optical flow estimation algorithm and linear and rectangular window scanning algorithm. The wavelet optical flow estimation algorithm can accurately estimate the moving targets with different moving rates in the same moving scene, which solves the problem that the traditional optical flow estimation has low detection accuracy for fast moving targets, reduces the complexity of optical flow calculation, and improves the efficiency of optical flow estimation. The rectangular window scanning algorithm realizes the adaptive adjustment of target detection and can realize continuous cross-scale moving image target detection between moving image interval frames. The framework structure of the algorithm is shown in Figure 3.

\(I(x, y, k)\) represents the brightness value of pixel point \((x, y)\) at time point \(k\). Brightness constancy assumes that image sequence \(I(x, y, k)\) will not change significantly in a short period of time. \(I_x, I_y\), and \(I_t\) are partial derivatives of \(I(x, y, k)\) with respect to \(x, y, k\), and \((v_x, v_y)\) are velocity vectors of optical flow term \(I(x, y, k)\). According to the brightness constancy hypothesis, \(v\) such as \(y\) is set to be constant in a small range, so the optical flow equation can be defined as
\[
I(x, y, k) = \Delta I(x + u, y + v, k).
\] (14)

Wavelet optical flow estimation algorithm (WOF) adaptively determines the parameter \(r\) by the optical flow amplitude. By applying wavelet transform to the optical flow estimation algorithm, the optical flow equation can be rewritten as
\[
\text{WOF} = \int \left\{ I_x^2 a^2 + I_y^2 b^2 + I_t^2 + 2I_x a + 2I_y b \right\} dx dy.
\] (15)
In order to accurately detect the moving target from the image, the moving target detection algorithm needs to determine the rectangular window with the scale of $M \times N$. Existing moving target detection algorithm according to the characteristics of the moving targets using sequential scan mode. But in the process of sequential scan, moving target area detection cannot adaptive adjustment. In addition, between different frames, moving object detection will appear. The same moving target may be detected as different moving target regions, and these defects will affect the final moving target detection results.

In this section, a rectangle window scan (RWS) algorithm is proposed. RWS algorithm can realize adaptive adjustment of moving object detection and can realize...
continuous moving object detection between moving image interval frames. RWS algorithm through the whole scan determines the moving target detection results; in the process of scanning, RW of each translation \( n \) pixels in every direction, in order to detect moving targets of different size and overall scanning, will join a rectangular window scanning algorithm testing factor \( r \); \( r \) can adaptively adjust according to the size of the moving target. The whole scanning process is repeated on the moving image until the size of RW is less than its corresponding \( r \).

For the remaining overall scanning area of concern, the final detection area of the moving target is

\[
RWS = \sum \left( H_{F(i,j)} - G_{F(i,j)} + L_{F(i,j)} \right).
\]

4. Results and Discussion

The experiment in this paper is carried out on Windows platform, using Matlab2015B simulation platform. The computer has an Intel CPU, 16 GB memory, and 512 GB storage. The range of the experimental fuzzy scale \( L \) is set to [5, 60], and the range of the fuzzy angle \( \theta \) is set to [0, 180].

The data sets used in this paper are all videos of open competitions, which are downloaded from the Internet using Python crawler technology.

4.1. Performance Analysis of Deblurring Algorithm. Firstly, the motion fuzzy of fuzzy scale \( 5 \leq L \leq 60 \) and fuzzy angle \( 0^\circ \leq \theta \leq 180^\circ \) without noise were quantitatively analysed, and the absolute error results are shown in Figure 4. In Figure 4(a), fuzzy scale remains unchanged and absolute error of fuzzy angle. In Figure 4(b), fuzzy scale remains unchanged and fuzzy angle absolute error.

In order to further verify the reliability of DA algorithm, motion blur of different fuzzy scale \( 5 \leq L \leq 30 \) and different fuzzy angle \( 0^\circ \leq \theta \leq 90^\circ \) was performed on three kinds of images. Gaussian noise with no noise and with noise (mean average = 0, mean variance = 0.001, Gaussian noise with mean variance = 0.00001) was quantitatively analysed, and fuzzy kernel and absolute error results were obtained, as shown in Tables 1–3.

Combined with the results of Figure 4 and Tables 1–3, the DA algorithm shows that without noise, the absolute error range of fuzzy angle is about 0-1.3, and the fuzzy scale is about 0-0.8. In the case of noise (Gaussian noise with mean value of 0 and mean square error of 0.001), the absolute error range of fuzzy angle is about 0-9.5, and the fuzzy scale is about 0-1.1. In the case of noise (Gaussian noise with mean value of 0 and mean square error of 0.00001), the absolute error range of fuzzy angle is about 0-1.3, and the fuzzy scale is about 0-0.8. It can be seen that the larger the fuzzy angle and fuzzy scale, the higher the accuracy of fuzzy kernel estimation. Therefore, the fuzzy kernel estimation algorithm based on spectrum characteristics has certain feasibility and relatively high accuracy.

4.2. Performance Analysis of Segmentation Algorithm. In order to measure the advantages and disadvantages of the video image character segmentation method, 100 video image character segmentation experiments were carried out, respectively, under the condition of no noise and added noise, and the obtained intraregion consistency measurement results are shown in Figure 5.

Figure 5 shows that the measure value deviating from the mean curve of consistency measure in the region is the abnormal measure value, which needs to be deleted in the calculation process. Through comparative study, it is found that the average value of intraregion consistency measure in the case of no noise is higher than that in the case of adding noise and generally higher than the standard value of 4.00, indicating the intraregion consistency measure result of this method. Therefore, it can be seen that the proposed algorithm has certain feasibility and good robustness.

This section compares the MEPSA algorithm with the classical segmentation algorithm. Among them, classical segmentation algorithms include pulse-coupled neural network (PCNN) [19], fuzzy neural network (FNN) [20], Gaussian SVM [21], and linear discriminant analysis (LDA) [22]. The specific comparison of segmentation results is shown in Figure 6.
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The experimental results show that the difference between different segmentation algorithms is obvious, and the neural network algorithm (PCNN and FNN) uses the grey entropy and threshold characteristics to calculate, which will cause diffusion at the edge of the moving target and result in large deviation. The GVSM algorithm does not use PCA to perform segmentation calculation directly, and the segmentation effect is better. The normalized value of MEPSA is obviously better than that of LDA. Compared with PCNN and FNN, MEPSA improved the segmentation accuracy by 20.6% and the normalized value by 15.1%. Compared with GVSM, MEPSA improves the normalization value by more than 5.19% and the segmentation accuracy by 4.91%. Compared with LDA, MEPSA improves the normalization value of more than 2.59% and the segmentation accuracy of 2.77%.

4.3. Performance Analysis of Detection Algorithm. In this section, the motion estimation performance of WOF was compared with the Lucas-Kanade (LK) [23], Horn-Schunck (HS) [24], and occlusion-aware optical flow (OAOF) [25].

The experimental results in Figure 7(a) show that compared with LK, WOF can improve the estimation accuracy by more than 10.4%. Compared with HS, the estimation accuracy can be improved by 13.6%. Compared with OAOF, it can improve the estimation accuracy by 12.7%. WOF makes use of the cross-scale property of wavelet transform to estimate the moving target continuously between different moving image sequences. WOF can adjust the moving target estimation adaptively according to the speed of the moving target, and the use of fuzzy features is helpful to improve the accuracy of the moving target estimation between different moving image sequences. Compared with LK, HS, and
OAOF, the moving object estimation result obtained by WOF is closer to the real moving object trajectory.

Figure 7(b) compares the efficiency of the four algorithms. Due to the similar motion estimation process, the time difference between LK algorithm and HS algorithm is almost the same. OAOF will perform iterative optimization on the results of optical flow estimation in a specific interval, which takes longer time. WOF proposed in this paper can perform optical flow calculation at different frequencies in parallel. Compared with LK and HS, WOF can shorten the calculation time by 5-7 seconds, and compared with OAOF, WOF can shorten the calculation time by 10-14 seconds.

RWS proposed in this paper was also verified and compared on moving images. Figure 8 shows the experimental results of the rectangular window scanning algorithm. Among them, the comparison algorithm includes SIFT [26], background subtraction (BS) [27], and Hough forests (HF) [28].

It can be seen from the experimental results that the RWS proposed in this paper can detect the moving target with large volume in the close view and the moving target with small volume in the long view simultaneously, while SIFT, BS, and HF can only detect the moving target with large volume in the close view. This is mainly because after the iterative processing of the whole scanning of RWS, the basic loss of moving image has been made up, and the contrast of the detection result of moving target has been improved compared with the original moving image frame. SIFT detection results will deviate with the change of moving target speed. The experimental results of BS and HF also have some visual errors. RWS can automatically compensate the error generated in the recursive process.

In this section, three different objective indicators are used to evaluate the moving target detection performance of RWS, SIFT, BS, and HF. The experimental results are shown in Figure 9.

Compared with SIFT, RWS can improve the accuracy of target detection by 3.41%. Compared with BS, RWS can improve the target detection accuracy by 17.5%. Compared with HF, RWS can improve the target detection accuracy.

![Figure 9: Experimental results of moving target detection.](image-url)
by 4.97%. If the moving target detection results in different scenes are considered, RWS also has good universality. According to the experimental results of moving image sequence target detection, if the moving target activity region in the foreground is large, then the compensation region that can be improved in algorithm detection is also large. For moving objects in small areas, the detection results of moving objects after image compensation reconstruction will not be greatly affected. The objective evaluation experiment results of moving target detection can confirm that the RWS proposed in this paper has good moving target detection performance and can provide accurate moving target detection results.

5. Conclusion

To better serve track and field practice of the scientific and to utilize the motion video image processing technology to better guide and evaluate technique ability, a motion video image acquisition system is constructed. Secondly, a fuzzy kernel estimation method for uniform linear motion based on cepstrum property is proposed. The algorithm can detect the fuzzy region and clear region accurately from the local motion blurred image and mark the fuzzy region, so as to deblur the local motion blurred image. Then, the motion blur areas to be processed are selected, and only these areas are deblurred. Finally, the effective removal of local motion blur is realized, and a clear scene image is obtained. Then, a video image segmentation method based on maximum entropy threshold processing algorithm is proposed. The maximum value of the total entropy of the image is calculated by using the information entropy theory, and the particle swarm optimization algorithm is introduced to find the maximum threshold of image segmentation. Finally, a multi-scale moving image target detection algorithm based on WOF and RWS is proposed, which solves the problem that the detection accuracy of fast moving targets is reduced by traditional optical flow estimation and improves the efficiency of optical flow calculation. Compared with other algorithms, the algorithm can improve the accuracy and precision of moving target detection.

In order to further improve the accuracy of target detection, timing information is considered in the next step of this paper. By adding timing information, the target is tracked, and the same target can be detected in multiple videos.
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