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Abstract—We present a new method for multi-agent planning involving human drivers and autonomous vehicles (AVs) in unsignaled intersections, roundabouts, and during merging. In multi-agent planning, the main challenge is to predict the actions of other agents, especially human drivers, as their intentions are hidden from other agents. Our algorithm uses game theory to develop a new auction, called GAMEPLAN, that directly determines the optimal action for each agent based on their driving style (which is observable via commonly available sensors). GAMEPLAN assigns a higher priority to more aggressive or impatient drivers and a lower priority to more conservative or patient drivers; we theoretically prove that such an approach is game-theoretically optimal prevents collisions and deadlocks. We compare our approach with prior state-of-the-art auction techniques including economic auctions, time-based auctions (first-in first-out), and random bidding and show that each of these methods result in collisions among agents when taking into account driver behavior. We compare with methods based on DRL, deep learning, and game theory and present our benefits over these approaches. Finally, we show that our approach can be implemented in the real-world with human drivers.

I. INTRODUCTION

Navigating unsignaled intersections, roundabouts, and merging scenarios is a challenging problem for autonomous vehicles (AVs). 40% of all crashes, 50% of serious collisions, and 20% of fatalities occur at intersections [11]. Planning in such scenarios is difficult since agents do not know the objective functions of other agents and therefore may not be able to coordinate their actions. For instance, consider a commonly occurring scenario consisting of two human drivers (green and blue agent) arriving at a four-way, unsignaled intersection at approximately the same time (Figure 1). Both drivers may decide to take the initiative and move first, at the same time, potentially resulting in a collision (Figure 1a).

The current methods for navigating unsignaled intersections, roundabouts, or merging scenarios use deep reinforcement learning [17], [12], [2], game theory [15], [29], recurrent neural networks [22], and auctions [3], [25], [20]. While these methods successfully perform multi-agent planning, they however do not guarantee collision- and deadlock-free navigation. However, certain auctions that are game-theoretically optimal can navigate unsignaled intersections, roundabouts, or merging scenarios [3], [25], [20] that are collision- and deadlock-free. In a traffic auction, each driver (bidder) bids whether to move or wait based on a specific bidding strategy. A centralized auction program collects the bids and allocates each agent a position (goods) that determines when they should move. Such a determination is meant to be acceptable to each agent.

(a) Without GAMEPLAN: Imminent (b) With GAMEPLAN: the green agent to pass first.

Figure 1: GAMEPLAN: We present the first approach of using driver behavior to compute a collision- and deadlock-free turn-based ordering for non-communicating agents at unsignaled intersections, roundabouts, and during merging. Figure 1a shows that two impatient agents arriving at the intersection at the same time are more likely to collide due to their implicit nature of moving first. With GAMEPLAN, we compute a turn-based ordering in which more aggressive agents are allowed to pass first. Thus, in Figure 1b, the more aggressive of the two agents (blue agent) crosses the intersection followed by the green agent, thereby preventing a collision.

Furthermore, the agents make their bid without the knowledge of the objective functions of the other agents. The most common auction observed in most regions is the first-in-first-out (FIFO) [1] in which the bidding strategy is based on the agents’ arrival times; but more sophisticated and demonstrably better economic auctions utilizing monetary-based bidding strategies have also been proposed.

Game-theoretically optimal auctions are hard to design. Without these optimality guarantees, agents may be incentivized to change their bids to increase their utility; but changing bids mid-navigation results in collisions and deadlocks. The state-of-the-art optimal auctions currently available are economic auctions [3], [25], [20] wherein agents are assigned wallets with monetary budgets. The issue with these auctions is that they are biased towards wealthier agents [1] and disregard social preferences of human drivers. For instance, consider impatient agents wanting to move first that have smaller budgets. Such agents despite being outbid by more conservative agents with higher budgets may be incentivized to falsify their bids—unbeknownst to other agents—in order to move first. This may result in a collision with an agent that was originally chosen to move before the aggressive agent. Therefore, new auction designs for navigation must be developed in which the bidding, allocation, and payment rules would be based, not only on the monetary budget of an agent but on other aspects as well. In this work, we design a new robotics-based auction framework for navigating
unsigned intersections, roundabouts, and merging scenarios with multiple human drivers based on their driving behavior.

**Main contributions:** We propose the following contributions.

1) We propose GAMEPLAN, a robotics-based game-theoretically optimal auction, in which vehicle trajectories and velocities are used to directly estimate a driver’s aggressiveness or impatience. GAMEPLAN uses driver behavior to define the bidding strategy. The output of the auction is an optimal turn-based ordering in which more aggressive or impatient drivers move first.

2) We show that GAMEPLAN outperforms other multiagent planning methods with significantly reduced collisions and deadlocks in unsigned intersections, roundabouts, and merging scenarios.

Compared to methods based on deep reinforcement learning, game theory, and recurrent neural networks, GAMEPLAN achieves on average, at least 10 – 20% decrease in the rate of collisions and deadlocks. We also compare GAMEPLAN with economic auctions, random bidding strategies (for e.g. using a driver’s height or weight as the bidding strategy), and the FIFO principle, and outperforms the current state-of-the-art economic auctions by approximately 3.5%. Finally, we demonstrate GAMEPLAN works successfully in two real-world merging scenarios involving real human drivers.

II. PRIOR WORK

In Table I, we compare our approach with the current state-of-the-art in navigating unsigned intersections, roundabouts, and merging scenarios on the basis of optimality guarantees, multi-agent versus single-agent planning (MAP), action space (AS), incentive compatibility (IC), and real-world applicability.

1) **Deep reinforcement learning (DRL):** DRL-based methods [2, 12, 13, 17, 18] learn a navigation policy using the notion of expected reward received by an agent from taking a particular action in a particular state. This policy is learned from trajectories obtained via traffic simulators using Q-learning [19] and is very hard as well as expensive to train. In practice, DRL-based planning methods often do not generalize well to different environments and it is hard to provide any guarantees. Furthermore, these methods discussed so far are intended for single-agent navigation. However, Capasso et al. [2] use additional signals such as traffic signs (stop, yield, none) to regulate the movement and actions of multiple agents. In terms of real world applications, Kai et al. [13] learn a unified policy for multiple tasks and also demonstrate their approach on a real robot.

2) **Game theory:** Game-theoretic approaches [15, 29], by their very nature, perform multi-agent planning. However, these methods restrict the actions and objectives of active agents. For example, Li et al. [15] formulate traffic intersection planning as a stackelberg leader-follower game in which one agent is assumed to act first (leader) and the other agent (follower) will react accordingly. The leader is decided by a first-in first-out (FIFO) principle. Tian et al. [29] use a recursive $k$-level game-theoretic approach in which complex strategies for agents at each level are derived from previous levels. However, all agents except the ego-agent at the first level are assumed to be static.

3) **Recurrent neural networks (RNNs):** Deep learning-based methods [22] train a recurrent neural network for trajectory prediction and are also susceptible to complex environments or different behavior of drivers. In contrast to all of the above, GAMEPLAN do not require an objective function; instead, successful application of this approach requires minimizing a loss function that depends on the distribution of the data.

4) **Auctions:** A very basic principle to regulate traffic at intersections is the FIFO principle which basically states that agents move in the order in which they arrive at the intersection. The main concern with such an approach is that aggressive or impatient drivers are incentivised to break form and move out of turn. Additionally, in situations when drivers arrive at an intersection at the same time, oftentimes deadlocks occur as a result of ensuing confusion among the drivers. Therefore, FIFO is not guaranteed to be optimal. Buckman et al. [1] integrate a driver behavior model [28] within the basic FIFO framework to incorporate human social preference to address some of the above limitations of FIFO. But the model does not estimate the social preferences in real time; instead, it chooses a fixed preference parameter for each agent.

Vasirani and Ossowski [30] proposed a combinatorial auction for assigning turns at intersections. Censi et al. [4] introduced a karma-based auction and Lin and Jabari [16] proposed a mechanism for pricing intersection priority based on transferable utility games. However, these auctions are not incentive-compatible. Incentive-compatible auctions such as Sayin et al. [25] propose a mechanism in which agents are assigned turns based on their distance from the intersection and the number of passengers in the vehicle. Carlino et al. [3] and Rey et al. [20] propose a similar mechanism but use a monetary-based bidding strategy. These methods are, however, biased towards wealthier agents disregarding human preference, limiting their use in the real-world applications.

III. BACKGROUND AND PROBLEM FORMULATION

In this section, we begin by defining several key terms and stating the problem statement and assumptions made in our approach (Section III-A). We briefly summarize the CMetric algorithm [5] for behavior modeling and prediction that we use in GAMEPLAN in Section III-B. Finally, we provide an overview on sponsored search auctions [24] in Section III-C which forms the basis of the auction used in GAMEPLAN.

**A. Problem Formulation**

We frame navigating unsigned intersections, roundabouts, and merging scenarios as a multi-agent game-theoretic
non-sequential decision-making problem. We consider three unsignaled and uncontrolled traffic scenarios or environments – intersections, merging, and roundabouts with multiple non-communicating human drivers and AVs. In each of the three scenarios, we refer to a traffic-agent as “active” if they participate in the decision-making process for navigating the scenario. For example, the lead traffic-agents in each service lane of a four-way intersection are active vehicles, while agents waiting in line behind their respective lead vehicle are non-active agents. We denote the active agents as a set \( \mathcal{A} = \{a_1, a_2, \ldots, a_n\} \) where each \( a_i \) participates in the GAMEPLAN auction. The action space for each active agent is a discrete set consisting of finite acceleration values. The state space consists of the position \( x_t \in \mathcal{X} \) and velocity \( v_t \) of each agent measured in a global coordinate frame (e.g., GPS coordinates or 3D points obtained using GPS and lidars).

**Problem Statement:** To prevent collisions and deadlocks, it is necessary to determine the order in which agents take turns to navigate the traffic scenario [3], [9], [16], [25], [26], [30]. Thus, the goal of this paper is to compute an optimal turn-based ordering which is defined as follows,

**Definition III.1. Turn-based Orderings (\( \sigma \))**: A turn-based ordering is a permutation \( \sigma : \mathcal{A} \to [1, n] \) over the set \( \mathcal{A} \). For any \( i, j \in [1, n] \), \( \sigma(a_i) = j \), equivalently \( \sigma_i = j \), indicates that \( a_i \) with driving behavior \( \zeta \) will move on the \( j \)-th turn.

There may be multiple turn-based orderings that may apply in a given scenario. However, many of them could be suboptimal and may result in collisions and deadlocks. An optimal turn-based ordering prevents collisions and resolves deadlock conflicts.

**Definition III.2. Optimal Turn-based Ordering (\( \sigma_{opt} \))**: A turn-based ordering, \( \sigma_{opt} \), over a given set \( \mathcal{A} \) is game-theoretically optimal if it is incentive compatible, welfare maximizing, and can be computed in polynomial time\(^1\).

We are now ready to formally state our goal in this paper.

**Problem III.1.** In a traffic scenario (which could be an intersection, roundabout, or merging) with \( n \) active road-agents, given the behavior profile \( \zeta_i \) of each agent, the goal is to compute the optimal turn-based ordering \( \sigma_{opt} = \sigma_1 \sigma_2 \ldots \sigma_n \).

**Assumptions:** We assume agents (AVs and human drivers) are rational and strive to maximize their own utility which can be independent of other agents. Further, agents are non-ideal (in contrast to ideal agents in [7], [6], [31]) in that they do not have access to the actions, objectives, or utility functions of other agents. We make no assumptions on the motion or dynamics of traffic-agents. The state-space is fully observable by all agents (active and non-active). We assume the availability of a behavior modeling and prediction algorithm such as CMetric [5] that models driving behavior as being either aggressive or conservative. This information is provided to an auction program. We assume that agents navigate through the environment one at a time and do not use traffic signals, employ right-of-way rules, or communicate with other agents.

**B. Modeling human driver behavior**

Each active agent is characterized by a behavior profile, \( \zeta_i \), which can be obtained via recent behavior modeling algorithms such as the SVO [28] and CMetric [5]. In this work, we use CMetric to quantify the aggressiveness or conservativeness of a traffic-agent. This model provides an objective measure of aggressiveness based on driving maneuvers such as overspeeding, overtaking and so on. We briefly summarize the CMetric algorithm. To determine if an agent is aggressive or conservative, the algorithm begins by reading the trajectories of the ego-agent and surrounding vehicles via cameras or lidars during any time-period \( \Delta t \). The trajectory of an agent is represented by

\[
\Xi_{\Delta t} = \{x_t \mid t = t_0, t_1, \ldots, t_0 + \Delta t\}.
\]

In CMetric, these trajectories are represented via weighted undirected graphs \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) in which the vertices denote the positions for each agent and the edges correspond to the distances between agents. The algorithm proceeds by using these graphs to model the likelihood and intensity of driving behavior indicators like overspeeding, overtaking, sudden “zig-zagging” and lane-changes via centrality functions [21] represented by \( \Phi : \mathcal{G} \to \mathbb{R} \). These behavior indicators determine whether an agent is aggressive or conservative. The behavior profile for \( a_i \) is denoted by \( \zeta_i \) and is computed as,

\[
\zeta_i(\Xi_{\Delta t}) = \Phi^i(\mathcal{G})[t],
\]

where \( \mathcal{G}(\mathcal{V}, \mathcal{E}) \) is constructed using \( \Xi_{\Delta t} \). The original definition of centrality, however, does not take into account temporal memory since the centrality value changes with time. In order to model driver behavior during a time period \( \Delta T \), we must keep track of all the neighbors the vehicle has interacted with during that period. \( \Phi(\mathcal{G})[t] \) is defined as follows,

**Definition III.3. Temporal memory for \( \Phi(\mathcal{G}) \)**: In a connected traffic-graph \( \mathcal{G} \) at time \( t \) with associated adjacency matrix \( A_t \), let \( N_t(i) = \{v_j \in \mathcal{V}(t) \mid A_t(i, j) \neq 0, v_j \leq v_i\} \) denote the set of vehicles in the neighborhood of the \( i \)-th vehicle with radius \( \mu \), then the discrete degree centrality function of the \( i \)-th vehicle at time \( t \) is defined as,

\[
\Phi^i[t] = \Phi^i(\{v_j \in N_t(i)\}) + \Phi^i[t-1]
\]

such that \( (v_i, v_j) \notin \mathcal{E}(\mathcal{G}), t = 0, \ldots, t-1 \)

where \(|\cdot|\) denotes the cardinality of a set and \( v_i, v_j \) denote the velocities of the \( i \)-th and \( j \)-th vehicles, respectively.

In this work, we use CMetric to compute the behavior profiles of traffic-agents, represented by an \( n \)-dimensional vector \( \zeta \), that is provided to the auction program.

**C. Sponsored search auctions (SSAs)**

Sponsored search auctions (SSAs) are a game-theoretic mechanism that are used extensively in internet search engines for the purpose of internet advertising [24]. In an SSA, there are \( K \) items to be allocated among \( n \) agents. Each agent \( a_i \) has a private valuation \( v_i \) and submits a bid \( b_i \) to receive at most one item of value \( \alpha_i \). A strategy is defined as an \( n \) dimensional vector, \( b = (b_1 \cup b_{-i}) \), representing the bids made by every agent. \( b_{-i} \) denotes the bids made by all agents except \( a_i \). Furthermore, \( b_1 > b_2 > \ldots > b_{K} \) and \( \alpha_1 > \alpha_2 > \ldots > \alpha_K \). The allocation rule is that the agent with the \( i \)-th highest bid is allocated the \( i \)-th most valuable item, \( \alpha_i \). The utility \( u_i \) [24] incurred by \( a_i \) is given as follows,

\[
u_i(b_i) = v_i\alpha_i - \sum_{j=i}^{k} b_{j+1}(\alpha_j - \alpha_{j+1}).\]
In the equation above, the quantity on the left represents the total utility for \( a_i \), which is equal to value of the allocated goods \( \alpha_i \) minus a payment term. The first term on the right is the value of the item obtained by \( a_i \), as a function of bids \( b_{j>i} \), and their allocated item values \( \alpha_i \). We refer the reader to Chapter 3 in [24] for a derivation and detailed analysis of Equation 3.

In our approach, we re-cast Equation 3 through the lens of a human driver. More specifically, the term \( v_i \alpha_i \) denotes the time reward gained by driver \( a_i \) by moving on her turn. The payment term represents a notion of risk [31] associated with moving on that turn. It follows that an allocation of a conservative agent to a later turn (smaller \( \alpha \) also presents the lowest risk and vice-versa.

IV. OUR ALGORITHM: GAMEPLAN

Choosing an optimal ordering, in which agents navigate unsignaled and uncontrolled traffic scenarios, can be cast as an allocation problem where the goal is to allocate each agent, \( a_i \), a position in the optimal turn-based ordering (\( \sigma_i \)). Deciding such an allocation depends heavily on the incentives of the agents which, in the case of non-ideal agents, is a hard problem. Prior planning methods model non-ideal agents by estimating the objective functions of the agents from noisy data using statistical methods [10], [27], [29] or by assuming a fixed behavior for surrounding agents (static or constant velocity) [29], [15]. These methods are not guaranteed to be optimal and result in collisions and deadlocks in unsignaled traffic scenarios, as shown in Table III.

Algorithm-based methods, on the other hand, model non-ideal agents in unsignaled traffic scenarios effectively albeit using a monetary-based bidding strategy that is not realizable in real-world scenarios [3], [25], [16], [30]. Our formulation, GAMEPLAN, differs in this regard wherein we use a novel online driving behavior-based bidding strategy using the CMetric model [5]. In the rest of this section, we present the main algorithm followed by an analysis of its optimality.

A. Algorithm

Our goal is to solve Problem III.1 and compute the optimal turn-based ordering \( \sigma_{opt} = \sigma_1 \sigma_2 \ldots \sigma_n \), which shall determine the order in which agents will navigate unsignaled intersections, roundabouts, or merging. Our GAMEPLAN algorithm proceeds in two stages: the behavior modeling phase and the planning phase.

During the planning phase, we use CMetric to compute the behavior profiles \( \zeta_i \) for every agent (active or non-active) using Equation 1 during an observation period of 5 seconds. However, alternative behavior models such as SVO [28] may be used. This is followed by the planning phase which runs a sponsored search auction (SSA) scheme. In the auction scheme, each active agent has a private valuation \( v_i \). Each agent \( a_i \) submits a bid \( b_i \in \mathbb{R}^{>0} \) and obtains a time reward of \( \frac{1}{t_i} \) for completing the navigation task in \( t_i \) seconds, measured from the time the first agent begins to move. Note that moving earlier corresponds to a higher time reward.

To summarize the algorithm, the agent with the highest bid \( i.e. \) most aggressive behavior is allocated the highest priority and is allowed to navigate the scenario first, followed by the second-most aggressive, and so on. Therefore,

\[
(\sigma_{opt})_k = j^*,
\]

where \( j^* \) is the index of \( \zeta_j^* \) in the sequence \( \zeta_1 > \zeta_2 > \ldots > \zeta_j > \ldots > \zeta_K \).

B. Game-theoretic optimality and efficiency analysis

In this section, we show that our approach is incentive compatible, welfare maximizing, and can be computed in polynomial time.

1) Incentive compatibility: The goal of any optimal auction should be such that no agent is incentivized to “cheat” or, more simply, when the dominant strategy for each agent is to bid their true valuation \( v_i \). We define a dominant strategy as,

\( \text{Definition IV.1. Dominant Strategy: Bidding } b_i \text{ is a dominant strategy for } a_i \text{ if } u_i(b_i, b_{-i}) > u_i(b_i', b_{-i}) \text{ for all } b_i' \neq b_i. \)

Ensuring fair allocations is crucial for auctions applied to traffic scenarios since unfair allocations could result in collisions and deadlocks. Incentivising traffic-agents to bid their true value as a dominant strategy is known as incentive compatibility [25], [20], [24], [3] which is defined as follows,

\( \text{Definition IV.2. Incentive Compatibility: An auction is said to be incentive compatible if for each agent, bidding } b_i = v_i \text{ is the dominant strategy.} \)

In our formulation, we set the true valuation \( (v_i) \) for a traffic-agent to be equal to its behavior profile \( \zeta_i \). We justify this decision in Section V-A. Hence,

\[ v_i = \zeta_i. \]

And so to show that our auction is incentive-compatible, we show the following,

\( \text{Theorem IV.1. For each active agent } a_i \in A \text{ at a traffic intersection, roundabout, or during merging, bidding } b_i = \zeta_i \text{ is the dominant strategy.} \)

\( \text{Proof: Recall that the } k^{th} \text{ highest bidder } (k^{th} \text{ most aggressive agent}) \text{ receives a time reward } \alpha_k = \frac{1}{t_k}. \text{ Then according to Equation 3, the overall utility achieved by the } k^{th} \text{ most aggressive traffic-agent is,} \)

\[ u_k(b_k) = \zeta_k \left( \frac{1}{t_k} \right) - \sum_{j=1}^{K} b_{j+1} \left( \frac{1}{t_j} - \frac{1}{t_{j+1}} \right). \]

We sort the \( K \) highest bids received in the following order: \( b_1 > b_2 > \ldots > b_K \). In order to show that \( b_k = \zeta_k \) is the dominant strategy, it is sufficient to show that over-bidding \( (b_k > \zeta_k) \) and under-bidding \( (b_k < \zeta_k) \) both result in a lower utility than \( u_k \). We proceed by analyzing both cases.

Case 1: Over-bidding \( (b_k = b_{k-1} > b_k) \): In this case, the new utility for \( a_k \) is \( \bar{u}_k(b_k) \) which is equal to,

\[ \zeta_k \left( \frac{1}{t_k} \right) - b_k \left( \frac{1}{t_k - 1} - \frac{1}{t_k} \right) - \sum_{j=k}^{K} b_{j+1} \left( \frac{1}{t_j} - \frac{1}{t_{j+1}} \right). \]

From Equation 3 and Equation 5, the net increase in utility is,

\[ \bar{u}_k(b_k) - u_k(b_k) = \zeta_k - b_k \left( \frac{1}{t_k - 1} - \frac{1}{t_k} \right). \]

Therefore, bidding \( b_k > \zeta_k \implies \bar{u}_k(b_k) - u_k(b_k) < 0 \) since \( t_{k-1} < t_k \). In other words, overbidding yields negative utility for agent \( a_k \).

Case 2: Under-bidding \( (b_k = b_{k+1} < b_k) \): The new utility in this case is given by,
\[ u_k(b_k) - \bar{u}_k(\bar{b}_k) = (\zeta_k + b_{k+1}) \left( \frac{1}{t_k} - \frac{1}{t_{k+1}} \right) \]  

(8)

Note that Equation 8 is always positive since \( \zeta_k > 0 \) and \( t_k < t_{k+1} \). This implies that under-bidding always results in a decrease in utility as well.

2) Welfare maximization: The next desired property in an optimal auction is welfare maximization [24], [25] which maximizes the total utility earned by every active agent.

Theorem IV.2. Welfare maximization: Social welfare of an auction is defined as \( \sum \tilde{v}_i \alpha_i \). Welfare maximization involves finding the strategy \( b \) that maximizes \( \sum \tilde{v}_i \alpha_i \). For each active agent \( a_i \in A \), bidding \( b_i = \zeta_i \) maximizes social welfare.

Proof: Our proof is based on induction. We begin with the base case with the most aggressive agent (highest bidder). Recall that after sorting, we have agents in decreasing order of aggressiveness i.e. \( \zeta_1 > \zeta_2 > \ldots > \zeta_n \) and \( \frac{1}{t_1} > \frac{1}{t_2} > \ldots > \frac{1}{t_K} \). Therefore, we have that \( \zeta_1 \) is maximum. Next, consider the hypothesis that the sum \( \sum_{j=1}^{k} \frac{\zeta_j}{t_j} \) is maximum up to the \( k \)-th highest bidder. Then the inductive step is to prove that \( \sum_{j=1}^{k+1} \frac{\zeta_j}{t_j} \) is maximum. Observe that

\[ \sum_{j=1}^{k+1} \left( \frac{\zeta_j}{t_j} \right) = \sum_{j=1}^{k} \left( \frac{\zeta_j}{t_j} \right) + \frac{\zeta_{k+1}}{t_{k+1}} \]

Note that the first term on the RHS is maximum from hypothesis. Then,

\[ \zeta_{k+1} > \zeta_{k+2} > \zeta_{k+3} > \ldots > \zeta_n \]

and

\[ \frac{1}{t_{k+1}} > \frac{1}{t_{k+2}} > \frac{1}{t_{k+3}} > \ldots > \frac{1}{t_K} \]

implies that \( \zeta_{k+1} \) is maximum.

3) Polynomial time computation: Finally, in terms of planning and auction design [24], it is important to show that the underlying auction is computationally efficient and can handle a large number of agents. We show that our approach runs in polynomial time via the following theorem.

Theorem IV.3. Polynomial Runtime: GAMEPLAN runs in polynomial time.

Proof: The main computation in our algorithm is dominated by sorting the agent’s CMetric values; it is known that sorting algorithms run in polynomial time [8].

C. Using \( \sigma_{OPT} \) for collision prevention and deadlock resolution

We identify a deadlock as a situation when two or more active traffic-agents remain stationary for an extended period of time due to the uncertainty in the actions of other active traffic-agents. Deadlocks may arise in traffic scenarios consisting of multiple conservative and/or aggressive agents and are resolved when one of the agents opts to move based on some heuristic. Via \( \sigma_{OPT} \), agents automatically know when each agent is supposed to move thereby eliminating any confusion or uncertainty in the actions of other agents.

GAMEPLAN can also prevent collisions in a similar manner. The number of collisions, or the likelihood thereof, increases when two or more aggressive agents decide to \textit{move} first, simultaneously, despite the uncertainty in the actions of the other agents. \( \sigma_{OPT} \) can break ties between multiple aggressive drivers since \( \zeta_i \neq \zeta_j \) for \( i, j \in [1, n] \). Using the turn-based ordering determined by \( \sigma_{OPT} \), less aggressive agents can let more aggressive agents pass first (as shown in Figure 1).

V. ANALYSIS OF DIFFERENT BIDDING STRATEGIES

At this point, there are two concerns that may come to the mind of the reader:

1) Justification of using driver behavior as the bidding strategy as opposed to using monetary budgets, arrival times, or any random driver-specific property, e.g. height.

2) Since the optimal solution in GAMEPLAN is to reward more aggressive drivers, conservative agents may be motivated to act aggressively.

In the following, we formally address both issues.

A. Justifying behavior-based bidding for human drivers with social preferences

The key insight to achieving an optimal auction is that agents’ bidding strategy (b) should be correlated with their social preferences or private valuations (v). That is,

\[ b_1 > b_2 > \ldots > b_K \]

\[ \iff \]

\[ v_1 > v_2 > \ldots > v_K \]

where \( \iff \) denotes equivalency and with optimality occurring when \( b_i = v_i = \zeta_i \). In the case of behavior-based bidding, we explicitly enforce the above constraints via GAMEPLAN. Economic auctions, random bidding, and FIFO-based strategies, on the other hand, disregard the aspect of human social preference (v). A simple analysis reveals that ignoring private valuations can result in auctions where agents are encouraged to falsify their bids.

Consider any economic auction [3]. Let the cash bids made by agents be \( b_1 > b_2 > \ldots > b_K \) with associated time rewards, \( \alpha_1 > \alpha_2 > \ldots > \alpha_K \). Now assume a single agent \( a_k \) is an impatient driver with a budget \( B_k \) and bid \( b_k \leq B_k \) (\( B_k < B_m \) where \( m \) indexes those agents whose bid \( b_m > b_k \)). Since economic auctions do not take social preferences or private valuations into account, it can be shown that \( v_k > b_k \) for the impatient agent \( a_k \). To see how, recall that \( a_k \)'s private valuation \( v_k \) is much higher than the agents before them. That is, \( \exists m < k \) such that \( v_k > v_m \). Without loss of generality, assume \( m = k - 1 \). Then we have that \( v_1 > \ldots > v_k > v_{k-1} > \ldots > v_K \). Since \( v_k > v_{k-1} \) but \( b_{k-1} > b_k \) and \( v_{k-1} = b_{k-1} \), \( v_k > b_k \) and \( a_k \) can decide to increase her bid to \( \bar{b}_k = b_{k-1} + \epsilon > b_{k-1} \). The updated utility for \( a_k \) is,

\[ \bar{u}_k(\bar{b}_k) = v_k \left( \frac{1}{t_{k-1}} - \sum_{j=k-1}^{K} b_{j+1} \left( \frac{1}{t_j} - \frac{1}{t_{j+1}} \right) \right) \]
Table II: Using different bidding strategies: We compare the rate of collisions by replacing the CMetric bidding strategy with economic auctions, first-in-first-out (FIFO), and random bidding in a range of simulation settings that include changing the traffic density, number of aggressive drivers, likelihood of a driver being aggressive, and speed limit.

| Strategy    | % Aggressive | # Agg. Agents | # Agents (w. 1 agg. agent) | Max. Speed |
|-------------|--------------|---------------|---------------------------|------------|
|             | 20%  | 25%  | 33%  | 50% | 1 | 2 | 4 | 6 | 8 | 10 |
| Economic    | 2.48 | 2.99 | 6.55 | 8.29 | 2.81 | 6.18 | 3.07 | 3.27 | 3.58 | 3.62 | 2.99 | 3.07 |
| FIFO        | 7.18 | 8.69 | 10.20 | 15.87 | 7.65 | 15.06 | 7.59 | 8.36 | 8.65 | 8.91 | 7.72 | 7.47 |
| Random      | 14.79 | 18.67 | 25.24 | 37.77 | 15.01 | 28.91 | 14.82 | 16.69 | 17.59 | 17.90 | 15.01 | 15.01 |
| GAMEPLAN    | 0.33 | 0.37 | 0.63 | 0.79 | 0.29 | 0.66 | 0.12 | 0.24 | 0.37 | 0.64 | 0.44 | 0.53 |

Table III: Comparing with other approaches: We compare the percentage (%) of collisions (C), deadlocks (D), and overall success rate (S) with state-of-the-art planning methods designed for uncontrolled and unsignalized intersections. The symbol indicates that results for that setting were not provided by the method.

| Methods     | 2 Vehicles | 3 Vehicles | 4 Vehicles |
|-------------|------------|------------|------------|
| Capasso et al. [2] | ✘ ✘ ✘ ✘ | ✘ ✘ ✘ ✘ | ✘ ✘ ✘ ✘ |
| Liu et al. [17] | ✘ ✘ ✘ ✘ ✘ ✘ | ✘ ✘ ✘ ✘ | ✘ ✘ ✘ ✘ |
| Issele et al. [12] | ✘ ✘ ✘ ✘ ✘ | ✘ ✘ ✘ ✘ | ✘ ✘ ✘ ✘ |
| Kai et al. [13] | 0 0 100 0 | ✘ ✘ ✘ ✘ | ✘ ✘ ✘ ✘ |
| Li et al. [15] | 0 0 100 0 | ✘ ✘ ✘ ✘ | ✘ ✘ ✘ ✘ |
| Roh et al. [22] | 20 98 2 98 | 30 ✘ 70 | ✘ ✘ ✘ ✘ |
| Tian et al. [29] | 0 0 100 0 | 100 0.1 100 0.1 | 99.8 |

| Methods     | 6 Vehicles | 8 Vehicles | 10 Vehicles |
|-------------|------------|------------|-------------|
| Capasso et al. [2] | ✘ ✘ ✘ ✘ ✘ | ✘ ✘ ✘ ✘ | ✘ ✘ ✘ ✘ |
| Li et al. [15] | 0 0 100 0 | 20 20 80 20 | 20 20 80 |
| Tian et al. [29] | 10 10 80 10 | 10 10 80 20 | 20 20 80 |

GAMEPLAN 0.3 0.1 99.6 0.4 0.1 99.5 0.6 0.2 99.2

The difference from original utility is,

\[ d = (v_k - b_k) \left( \frac{1}{t_{k-1}} - \frac{1}{t_k} \right). \]

(11)

Since \( v_k > b_k \) and \( t_{k-1} < t_k \), the net change is positive. Therefore, agents gain utility by over-bidding. This implies that economic and FIFO-based auctions are not optimal. We present empirical evidence in Section VI-B.

B. Behavior-based bidding does not encourage conservative agents to act aggressively

At first glance, it may seem that a similar argument can be made against our approach wherein it is biased towards aggressive drivers by rewarding them with higher priority, thereby encouraging conservative drivers to be more aggressive (over-bidding). However, this is not the case since in the case of behavior-based bidding, acting aggressively and therefore, over-bidding \( b_k > v_k \implies d < 0 \) by Equation 11.

In other words, conservative drivers lose utility by acting aggressively. This is because in the event of an overbid, the gain in time reward, \( c_k \left( \frac{1}{t_{k-1}} - \frac{1}{t_k} \right) \) is less than the risk penalty, \( b_k \left( \frac{1}{t_{k-1}} - \frac{1}{t_k} \right) \). Special cases include when two or more agents decide to over bid at the same time. The driver behavior modeling algorithm, CMetric, automatically takes care of these issues as it outputs a real number (R). In the unlikely event that the CMetric output for multiple vehicles be identical, we choose to break ties randomly.

VI. EXPERIMENTS AND RESULTS

We compare our approach with state-of-the-art planning methods designed for unsignalized traffic scenarios. We also demonstrate GAMEPLAN in two real-world merging scenarios involving human drivers. Additional results from roundabouts and merging can be found in the supplementary report [23].

A. Experiment setup

We apply GAMEPLAN in three scenarios—intersection, merging, and roundabout. We use the OpenAI traffic simulator [14] for computing the behavior profiles using CMetric during an observation period of 5 seconds with a traffic density of 20 vehicles in a 4800m² area. We average the number of collisions and deadlocks over the total number of simulations.

We compare GAMEPLAN with a wide range of techniques developed for navigating unsignalized intersections, roundabouts, and merging scenarios which were discussed in Section II and Table I. The methods based on deep learning, game theory, and DRL do not have publicly available open-sourced code; we compared our approach by matching their configuration using the exact same motion models and dynamic parameters (using the IDM model with identical velocity and acceleration constraints, equal number of lanes, similar traffic density etc.). We implemented the methods based on FIFO, economic auctions, and random bidding within our own simulation framework; these methods were easily reproducible due to their similarity to our approach.

B. Comparison with prior methods

1) Auctions: In Table II, we compare our method in terms of collision rate with three auction formats using different bidding strategies—monetary or economic bidding, time-based bidding (FIFO), and random bidding. Our scenario consists of a 4-way multi-lane intersection consisting of 4 – 10 vehicles. Using the OpenAI simulator [14], we program agents to assume a particular behavior (conservative versus aggressive). We test in a wide range of configurations including the likelihood of a driver being aggressive, number of aggressive drivers (one versus two), total traffic density, and maximum speed (MS). The central argument we make in Section V-A is that economic and FIFO-based auctions as well as random bidding strategies result in collisions when taking human preference or valuation (v) into account. In Table II, we show that our behavior-based auction significantly outperforms prior auctions when considering human preference.

We infer some additional results from Table II. The “% Aggressive” column corresponds to the likelihood of an instantiated driver being aggressive. For example, 25% aggressiveness implies that 1 in 4 agents created by the simulator will...
be programmed as an aggressive agent. It is not surprising to observe that the rate of collision increases with the likelihood of aggressiveness. A similar reasoning can be made for the number of aggressive agents simulated, number of total agents, and the maximum speed allowed. Regarding the last factor, we program an agent to be aggressive if their speed exceeds the maximum speed at the moment it reaches an intersection. However, variation in the speed limits do not impact the collision-rate. Finally, we observe that economic auctions outperform FIFO and random bidding strategies.

2) DRL, game theory, RNNs: To thoroughly evaluate our approach with respect to the state-of-the-art, we also compare GAMEPLAN with alternatives to auctions namely approaches based on deep learning, DRL, and game theory in terms of collision rate (C), deadlock rate (D), and success rate (S) in Table III. Again, the scenario used for evaluation is a 4-way multi-lane intersection because all the baselines use 4-way intersections in their experiments as well. In order to convey a fair and uniform comparison, we identify a common configuration across all baselines. This configuration includes static environment features such as traffic density, speed limits, and number of lanes along with dynamic parameters such as velocity and acceleration constraints, lane-changing model, and motion and braking models. A few consequences of maintaining such a uniform configuration is that results for many settings are unavailable (marked with $\ast$).

One caveat is that since these baselines do not guarantee collision-free navigation, the results in Table III are not surprising. The key benefit of our approach over these methods is that our results are game-theoretically optimal for $n$ agents in a 4-way traffic interactions. That is, as $n$ increases, our approach can scale accordingly and we can still guarantee 0 collisions and deadlocks from a planning standpoint. We observe that the number of collisions increases for the approaches of Li et al. [15] and Roh et al. [22] as the number of agents and service lanes in the intersections increase.

3) Computational time comparison: In terms of computational time [30], [4], [16] are not game-theoretically optimal and therefore do not operate in polynomial time (Theorem IV.3). However, auctions such as [3], [20], [25] are both incentive compatible and run in polynomial time. For these last three works, despite having a similar computational time cost as our approach, our approach results in fewer collisions and deadlocks with aggressive and impatient drivers. Furthermore, we also compare our method with Kai et al. [13] in terms of computational time in real-world application. Kai et al. [13] use multi-task deep reinforcement learning which takes on average 12 seconds to turn at an intersection. Our method, in comparison, takes 7 seconds to turn at the intersection.

C. Demonstrating GAMEPLAN with human drivers

A major distinction of our work from prior methods is the ease with which it can be applied in real-world scenarios. We demonstrate GAMEPLAN in a merging scenario where one vehicle merges onto the road from a driveway (Figure 2). In this experiment, we recruit three participants driving a white, silver, and black vehicle, respectively. Each participant was given a goal and a set of actions. For example, the white vehicle is asked to drive straight and reach a final destination. The black and silver vehicles are asked to merge onto the road and turn right. Recall that each participant is uninformed about the actions of other agents. In fact, we do not tell participants that other participants are involved in the scenario. In other words, each participant is made aware of the other only after the interaction has started.

We assume that the behavior profiles of all participants are given or we can compute them using their trajectories. Each participant is asked to drive a fixed path with other traffic agents. We use the CMetric algorithm to compute the $\zeta$ values for each participant and ask them to privately verify the value obtained by the CMetric algorithm. Post verification, we recorded the drivers of the white, black, and silver vehicles to be aggressive, conservative, and neutral, respectively. The scenario consists of the white vehicle approaching from the left towards the end of the driveway while the black and silver
vehicles exit the driveway and merge onto the road. We record the interactions and time-to-goal (TTG) of the three agents with and without using GAMEPLAN. The white and black agents participate in the former, while the white and the silver agent participate in the latter.

When agents using GAMEPLAN to plan their strategies, the white agent is aggressive and knows that the black agent is conservative. Therefore, the white agent is incentivised to continue moving forward and the black agent yields as expected. Next, we compare the interaction between the white and the silver agents without GAMEPLAN. Recall that the white agent does not know the strategy of the silver agent and in this case, is also unaware of the behavior profile of the silver agent, and vice-versa. Therefore, both agents stop at the intersection, entering into a deadlock. This is sub-optimal as it leads to a TTG delay of 8 seconds. Note that since the white agent is inherently a more aggressive driver, they are first to resume moving after the delay.

VII. CONCLUSION, LIMITATIONS, AND FUTURE WORK

We present a novel multi-agent game-theoretic planning algorithm called GAMEPLAN in intersections, roundabouts, and during merging with human drivers and autonomous vehicles. GAMEPLAN uses the behavior profiles of all traffic-agents, combines with sponsored search auctions, and produces an optimal turn-based ordering. We show that GAMEPLAN is incentive compatible, welfare maximizing, and operates in polynomial time. We reduce the number of collisions and deadlocks by at least $10-20\%$ on average over prior methods. Moreover, we demonstrate GAMEPLAN in two merging scenarios involving real human drivers and show that our game-theoretic model is applicable in real-world scenarios.

There are a few limitations of our work. Our approach is primarily designed for moderately to highly dense traffic as CMetric [5] may not work as well in sparse traffic conditions. In such cases, data-driven behavior models such as SVO [28] may be used. There are many interesting directions for future work. For example, our method currently does not plan beyond computing turn-based orderings, i.e. local navigation. Next steps may include integrating GAMEPLAN with global motion planning methods to achieve an end-to-end navigation approach for non-communicating multi-agent traffic scenarios. In addition, we have currently demonstrated real world application with 2–3 vehicles. In the future, we plan to conduct further evaluation in denser and more comprehensive real world settings with more vehicles.
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