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ABSTRACT Despite the proliferation of multi-agent deep reinforcement learning (MADRL), most existing typical methods do not scale well to the dynamics of agent populations. And as the population increases, the dimensional explosion of joint state-action and the complex interaction between agents make learning extremely cumbersome, which poses the scalability challenge for MADRL. This paper focuses on the scalability issue of MADRL with homogeneous agents. In a natural population, local interaction is a more feasible mode of interplay rather than global interaction. And inspired by the strategic interaction model in economics, we decompose the value function of each agent into the sum of the expected cumulative rewards of the interaction between the agent and each neighbor. This novel value function is decentralized and decomposable, which enables it to scale well to the dynamic changes in the number of large-scale agents. Hereby, the corresponding strategic interaction reinforcement learning algorithm (SIQ), is proposed to learn the optimal policy of each agent, wherein a neural network is employed to estimate the expected cumulative reward for the interaction between the agent and one of its neighbors. We test the validity of the proposed method in a mixed cooperative-competitive confrontation game through numerical experiments. Furthermore, the scalability comparison experiments illustrate that the scalability of the SIQ algorithm outperforms the independent learning and mean field reinforcement learning algorithms in multiple scenarios with different and dynamically changing numbers.

INDEX TERMS Multi-agent deep reinforcement learning, scalability, local interaction, large scale.

I. INTRODUCTION
Multi-agent reinforcement learning (MARL) sophisticatedly combines the game theory, multi-agent system and reinforcement learning (RL). Recently, with the introduction of deep neural networks, the performances of multi-agent deep reinforcement learning (MADRL) in many tasks are impressive, such as learning communication protocol [1], [2], playing computer games [3]–[5], motion planning and control [6]–[8] and trajectory prediction [9], [10].

The research scope of MADRL includes training schemes [11], collaborative relationships [12], multi-task learning [13] and scalability [14], [15]. Here, the scalability is defined as the ability to adapt to dynamic changes in the number of agents during training and execution while ensuring effective interactions. It is a basic capability required by MADRL (or MARL) in practical applications where a large number of agents may be involved, or the number may change dynamically due to possible contingencies and confrontations.

In MARL, agents not only interact with the environment, but also interact with each other. The interactions of agents are bidirectional, such that their action decision processes are coupled: each agent is affected by the others, and vice versa [11]. Some works directly or indirectly integrate the states of all agents into a joint state to make a joint action decision [16], [17] for all agent. Although this method takes all the interactions into consideration, it would cause dimension explosion since the joint state-action space exponentially increases with the growth in the number of agents, as well as their potential interactions. Moreover, when the number of agents changes (increases or decreases), their joint dimensions also change accordingly, but these methods do not support dynamic changes in the input and output dimensions. So the learned policy can only be applied to the scenarios that the number of agents is identical to that of the training one.

As a result, most methods for MADRL are just appropriate for the scenarios with a small and fixed number of agents,
and the scalability is a bottleneck that MADRL needs to address. This work tries to explore a solution to the scalability problem of MADRL, which not only enables MADRL to actively adapt to dynamic changes in the number of agents, but also enables the learned policy to be applied to scenarios with abundant agents. Especially, we restrict the agents to be homogeneous and partially observable, the observation and communication scopes are limited, so each agent cannot obtain perfect global information except its own private state, local observation or communication. And, each agent’s policy should be irrelevant with the permutation of its neighbors.

A. RELATED WORKS

Although several works have been published recently summarizing the development and current status of MADRL, including MADDPG [11], QMIX [17], COMA [18], value-decomposition networks [19], QTran [20], there is little research on the scalability of MADRL in scenarios with a large number of agents, so here we summarize and compare the existing scalable methods from the perspective of whether to consider the interaction of agents, while some other MARL methods are detailed in [21]–[25].

First, the simplest scalable MADRL method is independent learning (IL), which simplifies the problem by assuming no interactions among agents. Independent learning can handle the scalability problem naturally because it just takes private perception into consideration when making a decision without any interaction, so the input and output dimensions of the neural network have nothing to do with other agents [8]. Fan et al. [7] and Long et al. [6] proposed collision avoidance algorithms based on independent Q learning for multi-robot. Each robot used a radar to sense the surrounding environment to construct its input variable of the network. An independent Q learning algorithm was embedded in the multi-agent platform to make action decisions for large-scale agents. Although IL may work for MADRL, it is challenged by the greedy resulting from treating each other as part of the domain. It has been proved that the initiative interaction in MADRL is conducive to improving cooperation or competition faster [26], [27].

Then, some methods based on interaction are presented. Khan et al. [14] proposed a scalable centralized algorithm for homogeneous agents, which collects the policy network parameters of all agents to update the global parameters, and the global parameters are used to initialize the policy network of all agents in the next round of training. This algorithm can handle the scalability problem of MADRL to some extent, but ignores the fact that the others’ policies are also being updated synchronously during the training process. Everett et al. [28] proposed a method to encode the joint state of finite agents as a fixed-length vector by utilizing the temporal association ability of Long Short-Term Memory (LSTM) to solve the scalability problem of MADRL. Zhang et al. [29] proposed two decentralized actor-critic algorithms for networked agents, which are applicable to large-scale MARL problems. But the global state and joint actions of all agents are required to train the critic networks, so the algorithms may fail when the global state or joint actions are not available, which is often the case in large-scale agents. However, the dimensions of the neural network must be broad enough to formulate the relationship of all agents and the order of the joint state is fixed, which indicates that this method is not efficient and flexible in practical application. The mean field reinforcement learning (MFQ) algorithm [15] solved the scalability problem by modeling the agents’ interactions as those between each agent and the mean action from its neighbors, which extremely simplifies the multi-agent interaction problem. This algorithm also provides an idea to solve the scalability problem of MADRL from the perspective of modeling the interactions of agents.

B. CONTRIBUTION

This paper studies the scalability issue of MADRL with abundant homogeneous agents whose scale varies dynamically. Our solution is a value-based method that can be executed in a decentralized fashion, and the learned policy can be shared to homogeneous agents.

Generally, local interaction is a natural and practical interplay way for natural swarms, such as ants, bees, and birds, rather than global interaction. We introduce the strategic interaction model of economics to formulate the MARL problem. Inspired by this model, the behavior of an agent selecting an action in response to the play of a neighbor is called an interaction pair between them. The interaction function is defined to evaluate the expected cumulative reward of the interaction pair between each agent and one of its neighbors. Since the interaction function cannot be easily and analytically formulated, we design a deep neural network to approximate it. And the sum of the interaction functions between the agent and all its neighbors is defined as the agent’s state-action value (Q) function. The purpose of calculating the Q function is to establish a learning algorithm to learn the optimal policy from the data to maximize the reward of the agent. Accordingly, following centralized training and decentralized execution paradigm, a corresponding strategic interaction reinforcement learning algorithm (SIQ) based on double Q networks is proposed, wherein a policy is learned from the experiences of all homogeneous agents and shared by all these agents. Hereby, each agent makes its action decision to interplay with others based on the learned policy to maximize its expected cumulative reward.

The major contribution in this paper are: A decentralized and scalable MARL formulation based on strategic interaction model is presented to handle the scalability issue of MADRL by approximately decomposing each agent’s complex interactions with others into the sum of interaction pairs between the agent and every neighbor. In particular, this novel Q function applies not only to traditional MARL but also to MADRL. Experiments illustrate that the scalability of the corresponding SIQ algorithm is better than the existing IL and MFQ algorithms in scenarios with different numbers of agents and dynamic changes in agents’ population.
This paper is organized as follows. Section II briefly introduces some basic knowledge of MARL. Section III details the scalable MADRL formulation and the deductive process of the SIQ algorithm. In Section IV, the experimental details and results are presented and analyzed. Finally, we conclude the paper and consider avenues for future research in Section V.

II. PRELIMINARIES AND NOTATION

In this section we introduce the relevant background and notations that we build on in the remainder of the paper. The mathematical model of MARL can be formulated as a Markov Decision Process with the tuple:

\[(n, S, A_1, \ldots, A_n, P, r_1, \ldots, r_n, \gamma)\]

Assuming there are \(n\) agents in the multi-agent system, where

- \(S\) is the state space, and \(s \in S\) is a state. Specifically, \(s\) could be a joint state formed by all agents’ local states or a panorama of the environment.
- \(A_i\) denotes the action space of agent \(i, i \in [1, \ldots, n]\), and \(a_i \in A_i\) represents its action. The dimension of action space \(A_i\) is assumed to be \(m_i\), \(a \equiv (a_1, \ldots, a_n)\) is defined as the joint action of all agents, so \(a \in (A_1 \times \ldots \times A_n)\).
- \(P: S \times (A_1, \ldots, A_n) \times S \rightarrow [0, 1]\) is the transition function that characterizes the probability distribution of the next state given the current state and joint action.
- \(r_i\) is the immediate reward of agent \(i\), which is related to the reward space, such as \((r_1, \ldots, r_n) \equiv (r(s))\) or \((r_1, \ldots, r_n) \equiv (r(s, a))\). The reward space describes the relationship between agents, including cooperation (team-games, where agents receive an identical reward at each time step), competition (zero-sum games) and mixed cooperation-competition (general-sum games).
- \(\gamma\) is a constant discount factor for emphasizing the extent to which the system considers the short and long term consequences.

Without loss of generality, this paper assumes that the agents in the environment are homogeneous, so they can share a common action space as well as a policy. For each agent, the others who are within its communication range are called its neighbors, and the agent can directly communicate with its neighbors without delay.

In MARL, the joint policy of all agents can be defined as \(\pi \equiv \pi(a|s) = (\pi_1, \ldots, \pi_n)\). For agent \(i\), its policy \(\pi_i\) is defined as a conditional probability distribution from joint state \(s\) and other agents’ actions to its action \(a_i\) at time \(t\):

\[
\pi_i(a_i|s, a_{-i}) = P[a_i(t) = a_i|s(t) = s, a_{-i}(t) = a_{-i}],
\]

where \(a_{-i} \equiv (a_i, \ldots, a_{i-1}, a_{i+1}, \ldots, a_n)\). Policy \(\pi_i\) is determined by the joint state and other agents’ actions, which indicates that action \(a_i\) is affected by other agents, and vice versa.

Following the joint policy \(\pi\), the long term expected cumulative reward of agent \(i\) when starting in the joint state \(s\) at time \(t\) is defined as the state value function (V function):

\[
V_i(s) = E_\pi \left[ \sum_{k=0}^{\infty} \gamma^k r_i(t + k + 1)|s(t) = s, a(t) = a_i \right].
\]

where \(k \in [0, \ldots, \infty)\) is the discrete time sequence. Furthermore, the expected cumulative reward of agent \(i\) when starting in the joint state \(s\) and taking the joint action \(a\) is defined as state-action value function (Q function):

\[
Q_i(s, a) = E_\pi \left[ \sum_{k=0}^{\infty} \gamma^k r_i(t + k + 1)|s(t) = s, a(t) = a \right].
\]

Following the joint policy \(\pi\), \(V_i(s)\) can also be decomposed as:

\[
V_i(s) = \sum_a \pi(a|s)Q_i(s, a).
\]

So (3) can be rewritten as:

\[
Q_i(s, a) = r_i(t + 1) + \gamma \sum_{s_+} P_{s_+|s, a_+} \pi_i(a_+|s_+)Q(s_+, a_+).
\]

And for each agent \(i\), the optimal action \(a^*_i\) is satisfied with:

\[
a^*_i = \arg \max P_{s_+|s, a_+} Q^*_i(s, a, a^*_i)
\]

where \(a^*_i \equiv (a^*_1, \ldots, a^*_i, a^*_{i+1}, \ldots, a^*_n)\). It is obvious that the action of each agent in a multi-agent environment will affect others’ action decisions and also be affected by others’, so the optimal action solutions for all agents are coupled. As the number of agents increases, the computational complexity of optimal actions increases exponentially, so that there is almost no stable equilibrium that all agents can satisfy (7) [11].

III. STRATEGIC INTERACTION MADRL

Existing centralized MARL methods suffer from the curse of dimensionality with regards to the joint state-action space. Furthermore, due to the action decisions of all agents being highly coupled, calculating a global equilibrium for all agents is currently intractable. Thus we resort to the strategic interaction model [30], which is a local interaction game model broadly used in coordinate game and economics.

The strategic interaction model is shown in Figure 1. On a vertex, each player is directly connected to finite neighbors, and those neighbors are collected by a nonempty set \(N\). Each player makes action decision in response to its neighbors’ plays. When a player takes an action, it would receive instant payoff from each of its interacting neighbors, and each payoff is determined by the actions of the player itself and the corresponding neighbor. If the player chooses action \(\omega\) while a neighbor \(k\) takes \(v_k\), the immediate payoff is formulated by \(G(\omega, v_k)\), and the total payoff of primary player is the sum of
The major difference between (9) and others decomposition methods, such as QMIX [17], value-decomposition networks [19], QTran [20], is that it decomposes the value function of each agent into the sum of the expected cumulative rewards of the interaction between the agent and each neighbor, while the latter ones decompose the global value function into the sum of individual functions. Compared with IL in [6]–[8], [31], (9) not only formulates a novel Q function that considers the local interactions, but also enables agents to achieve a high degree of scalability on the basis of maintaining decentralized collaboration. So the MARL methods based on this formulation are able to adapt to the dynamic change of the number of agents, and then the learned policy can be flexibly applied to scenarios with different numbers of homogeneous agents.

Specifically, in order to collaborate effectively with neighbors, it is necessary to know the intentions of its neighbors [8]. For example, in a collision avoidance scenario, it is necessary to know the position and action of its neighbors. In this paper, to calculate the interaction function \( Q^i(s_i, c^i, a^i) \), the local state and current action of neighbor \( j \) are required. Since all agents make action decisions synchronously and the neighborhood relationships of agents are symmetric, the action of agent \( i \) is also required for calculating \( Q^i_j \), which makes the action solving process of all agents coupled with each other. So it is impossible to obtain the current actions of the neighbors.

However, since the last actions of agents have been executing from the last time stamp till now, we can utilize the last action of neighbor \( j \) to indicate its intention by telling the agent what neighbor \( j \) just did. Then the communication information of agent \( i \) from neighbor \( j \) is redeclared as \( c^j = (s^j, a^j) \), where \( s^j \) is the motional state of neighbor \( j \) and \( a^j \) is its last action. Note that \( s^j \neq s^j \). Thus we calculate the Q function for agent \( i \) as follows:

\[
Q^i(s_i, c^i, a^i) = \sum_{j \in N_i} Q^j(s_i, s^j, a^j, a^i). \tag{10}
\]

In action space \( A^i \), agent \( i \) can obtain its action decision by using the \( \varepsilon - \text{greedy} \) policy to balance the exploitation and exploration during the training process. Given the local state \( s_i \) and communication information \( c_i \), the policy of agent \( i \)
with strategic interactions could be defined as follows:

\[ \pi(a_i|s_i, c_i) = \begin{cases} 1 - \epsilon + \frac{\epsilon}{|A_i|} & a_i = \arg\max_{a_i} Q_i(s_i, c_i, a_i) \\ \epsilon/|A_i| & \text{otherwise}. \end{cases} \]  

(11)

Although this novel Q function applies not only to traditional MARL but also to MADRL, it is difficult to explicitly formulate \( Q_i(s_i, a_i, c_i) \) with an explicit formulation or several eigenvectors, so we appeal to the deep neural network to approximate the interaction function, which has powerful fitting ability [32]. The structure of the designed neural network is shown in Figure 3. In deep RL, a neural network is usually trained with the experience replay mechanism that is widely used to stabilize and converge the training process [4]. An experience is usually formed by tuple \((s, a, r, s')\) that includes state, action, immediate reward and the next state. In the interaction function, communication information is added to the input variables, so the experience of agent \( i \) is reformed as: \((s_i, c_i, a_i, r_i, s_{j-}, c_{j-})\), where \( c_i \) and \( c_{j-} \) are the current and next communication informations from neighbors. The dimension of each communication information is determined by the number of neighbors interacting with the agent at that moment, not the number of all agents, which breaks the dimensional curse.

In an environment with large scale homogeneous agents, all agents share identical state space and action space. If they perform a cooperative mission, their policies are similar, so all agents can share a single interaction function to calculate their own Q functions respectively, which significantly improves the diversity of training data and is beneficial to improving the training efficiency [4]. Similar to [33], all agents’ experiences are collected into a buffer to train the neural network of the interaction function in a centralized paradigm, and the trained network is distributed to each agent for solving their actions respectively.

However, the original deep Q learning may overestimate the Q value. In order to overcome this disadvantage, double Q networks algorithm is proposed by [4], and its validation is also verified by [3], [34]. So we opt for this algorithm to train the designed neural network. This algorithm employs an evaluation network \( Q_e \) and a target network \( Q_t \), which are the instantiations of \( Q_i \) in (10) using parameters \( \phi_e \) and \( \phi_t \) respectively. Thus, the two networks have the same architecture and similar parameters.

To train the double Q networks with experience \( e_i = (s_i, c_i, a_i, r_i, s_{j-}, c_{j-}) \), the loss function is defined as:

\[ L_i(\phi_e) = \frac{1}{2}(y_i - Q_e(s_i, c_i, a_i, \phi_e))^2, \]  

(12)

where \( y_i = r_i + \gamma Q_t(s_{j-}, c_{j-}, a_{j-}, \phi_t) \) and \( y_i \) is called as Temporal-Difference target.

After that, the derivative of the loss function \( L_i(\phi_e) \) with respect to the parameters \( \phi_e \) can be obtained by:

\[ \nabla_{\phi_e} L_i(\phi_e) = -(y_i - Q_e(s_i, c_i, a_i, \phi_e)) \nabla_{\phi_e} Q_e(s_i, c_i, a_i, \phi_e). \]  

(13)

The derivative term \( \nabla_{\phi_e} L_i(\phi_e) \) is used to update the evaluation network parameters \( \phi_e \):

\[ \phi_e = \phi_e - \alpha \nabla_{\phi_e} L_i(\phi_e) \]

\[ = \phi_e + \alpha(y_i - Q_e(s_i, c_i, a_i, \phi_e)) \nabla_{\phi_e} Q_e(s_i, c_i, \phi_e), \]  

(14)

where \( \alpha \) is interpreted as the learning rate.

And the target network parameters \( \phi_t \) can be updated with \( \phi_e \) as follows:

\[ \phi_t = \tau \phi_e + (1 - \tau) \phi_t \]  

(15)

where \( \tau \) is the target update rate.

All agents’ experiences are stored and randomly sampled to update the network parameters iteratively until the loss function and the network parameters converge. Basing on the above deduction, we propose the scalable Multi-agent Q learning (SIQ) algorithm to learn a decentralized policy for a group of agents. More details about the algorithm can be found in Algorithm 1.

IV. NUMERICAL EXPERIMENTS

We train and evaluate the proposed method on a multi-agent confrontation platform that contains a mixed cooperative-competitive confrontation game [31]. In the following experiments, we firstly verify and analyze the proposed SIQ algorithm, and then compare the scalability of SIQ algorithm with independent learning and mean field reinforcement learning algorithms in several scenarios with different numbers of agents.

A. MULTI-AGENT ENVIRONMENT

A multi-agent environment that supports large-scale agent simulation and allows a wide variety of agents is essential for training and evaluating the proposed algorithm. MA2 is developed by Geek.AI organization and popularly used in...
**Algorithm 1 Strategic Interaction Q Learning (SIQ)**

- Initialize networks $Q_e$ and $Q_t$, with parameters $\phi_e$ and $\phi_t$
- Initialize the experience replay buffer $D$
- Setup configuration: max training round $n_{round}$, max step $n_{step}$, minibatch size $d$

**for** $k = 1 \ldots n_{round}$ **do**

**for** $m = 1 \ldots n_{step}$ **do**

**for** $i = 1 \ldots n$ **do**

- For each agent $i$, obtain its local state $s_i$ and communication information $c_i$.

- Calculate $Q_i$ with $Q_e(\phi_e)$ as:

$$Q_i(s_i, c_i, a_i) = \sum_{j \in N_i} Q_j(s_j, s_i^c, a_j, a_i).$$

- Opt for the optimal action $a_i$ to maximize $Q_i$.

**end for**

**Step** with the actions $(a_1, \ldots, a_n)$ or exploration operations to obtain rewards $(r_1, \ldots, r_n)$

**for** $i = 1 \ldots n$ **do**

- For each agent $i$, obtain the next local state $s_{i_{\text{next}}}$ and new communication information $c_{i_{\text{next}}}$ from the updated environment.

- Form the experience $(s_i, c_i, a_i, r_i, s_{i_{\text{next}}}, c_{i_{\text{next}}})$, then store it into $D$.

**end for**

**Sample** a minibatch randomly from $D$

**for** $j = 1 \ldots d$ **do**

- For experience $e_j$, calculate $Q_{e,j}$, next action decision $a_{j\text{'}}$ and the Temporal-Difference target $y_j$, then the loss function is:

$$L_j(\phi_e) = (y_j - Q_{e,j})^2.$$

**end for**

**Average** the loss functions:

$$L(\phi_e) = \frac{1}{d} \sum_{j=1}^{d} L_j(\phi_e)$$

**Update** the parameters $\phi_e$ by minimizing the average loss function $L(\phi_e)$

**if** update target network **then**

- Update parameters $\phi_t$ with $\phi_e$:

$$\phi_t = \tau \phi_e + (1 - \tau)\phi_t$$

**end if**

**end for**

**end for**

We can easily adapt the environment to train and test the proposed algorithms. As far as we know, this platform is the only one for now satisfying the requirements of large-scale quantity and scalability.

Here we choose the confrontation scenario and modify it according to our requirement. The modified scenario contains abundant homogeneous agents with identical state spaces and action spaces. The agents in the environment are divided into the red and blue teams, and each team is supposed to learn a cooperative policy to eliminate its enemy. Different algorithms can be respectively embedded into the two teams to make the action decisions for their members. With different algorithms and settings, the agents can learn skills such as attack, pursuit, escape, etc.

**B. MODEL AND PARAMETERS SETTING**

To calculate the Q function of each agent for making its action decision, the input variable should include the agent’s local state and the received motional states and actions from its neighbors. In the neural network shown in Figure 3, the Convolutional Neural layer is used to handle its local state input. Multilayer Perceptrons are used to process its communication information and hidden layers, and ReLu functions are used as the activation functions.

The basic rewards of the confrontation scenario are shaped as follows: -0.005 for each movement, which encourages agents to accomplish task as soon as possible, 5 for diminishing an opponent and 0.2 for a valid attack. The hyper-parameters of the SIQ algorithm are given in Table 1.

Specially, the exploration probability $\epsilon$ in (11) is set to be 1 at the beginning of the training, which will encourage agents to make action decisions randomly to exploit the environment. Then the exploration probability gradually decreases to 0.05 as the training goes on, and the agents could exploit the trained neural networks to make action decisions to maximize their cumulative rewards.

| Hyper-parameter            | Value  |
|----------------------------|--------|
| Max Step                   | 300    |
| Exploration Probability    | $1 \sim 0.05$ |
| Experience Buffer Size     | $2^{10}$ |
| Minibatch Size             | 64     |
| Target Network Update Rate | 0.95   |
| Learning Rate              | 1e-4   |
| Discount Factor            | 0.95   |

**TABLE 1. Hyper-parameters configuration.**

**C. RESULTS AND DISCUSSIONS**

1) **VALIDITY VERIFICATION OF SIQ ALGORITHM**

This experiment is supposed to verify the validity of the proposed SIQ algorithm. In the environment initialization, both red team and blue team consist of 64 agents and the map size is $40 \times 40$. The number of agents here far exceeds that in [11], [28]. Here, the number of agents in the training scenario is low, because we want to learn a policy that can be learned at a lower cost (including time and computing...
resources) in an environment with fewer agents, but it can be well applied to those scenarios with more agents. And if realized, this also could prove that the proposed algorithm can address the MADRL scalability challenge.

Both teams use the SIQ algorithm to train their own neural networks, and each team shares its own neural network with all members to calculate their Q functions. The parameters of the neural networks for two teams are initialized randomly. Each training round would be terminated if the simulation step arrives the maximal or one team is annihilated.

One of the many trials is randomly chosen to illustrate the training process. There are four sub-figures in Figure 4, which are the results of simulation when the training terminates at round $n_{round} = 1, 100, 200, 300$ respectively. And the two curves in Figure 5 show the changes in single-step average rewards of the agents in both teams.

During the preliminary training, due to the high exploration probability and the random initialization of neural networks’ parameters, the actions of both teams are conducted from random sampling. So both teams do not aggressively combat against each other, which is proved by their survivors’ numbers in sub-figure 4(a) when the training process reaches the maximum step. When $n_{round} = 100$, the comparison of their survivors displays that the red team has more survivors than the blue one, which indicates that the red team has learned better network parameters temporarily. At round $n_{round} = 200$, the blue team wins the match, while the red team wins when $n_{round} = 300$. It is obvious that both teams have gradually learned how to combat against their opponents, but the winning and losing between them is alternate, which can also be seen from the alternating rise between the two curves in Figure 5. As the training progresses, both the two teams can win the match before reaching the maximum step limit, and their single-step average rewards are getting higher and higher, so their neural networks are constantly evolving and their policies are gradually improving.

The results of this experiment show that although the number of agents in the training process is varying, the novel Q function can be competent for handling the scalability issue, and the corresponding SIQ algorithm can learn an effective policy to accomplish the cooperative confrontation task. More tests of the performance of the proposed method in the scenarios with agents in different scales will be carried out in subsection IV-C2.

2) SCALABILITY COMPARISONS

SIQ is a scalable MARL algorithm based on value function, we compare it with two other scalable baselines, IL and MFQ algorithms, on the MAgent platform. On the one hand, agents are partially observable and they may die due to the attack from their opponents, so we exclude algorithms that require global information and input variables with fixed dimension, such as QMIX [17] and QTran [20], etc. One the other hand, one may concatenate all agents’ local information to replace the global information, such as MADDPG [11]. However, when the number of agents is large or the dimension of local information is very high, the joint dimension would be extremely high, which would be cursed by dimensionality. And the concatenation cannot avoid the permutation irrelevant issue. Also, Yang et al. [15] have proved that on the MAgent platform, MFQ outperforms IL, and the latter performs far better than the actor-critic and mean-filed actor-critic algorithms. Therefore, we exclude algorithms that are only applicable to a small number of agents and the number is fixed as well as those perform poorly.

Firstly, in the environment where its configuration is same as one in subsection IV-C1, we respectively train the SIQ, IL, and MFQ algorithms multiple times. The single-step average rewards of the three algorithms during training are shown in Figure 6. Obviously, as the training progresses, the average reward of the SIQ algorithm increases faster than the ones of IL and MFQ algorithms. It is reasonable since the SIQ
algorithm takes a more complicated interaction model into consideration and uses a more complex network to formulate agents’ interactions.

Qualitatively, the SIQ algorithm is the highest computational complexity, while the IL algorithm is the lowest one. Theoretical analysis is not easy, so we indirectly analyze it based on the training time of the algorithms. The average training time of the three algorithms is compared experimentally in Table 2. However, from the statistic results, we find that the MFQ algorithm spends the least time, and the SIQ algorithm spends the most but there is only a small increase. The possible reason is that in each training episode, if agents follow a better policy, they could complete the task faster and win the game, and their rewards would be higher, which is also illustrated by the average individual rewards in Figure 6.

Furthermore, we also compare the scalability of the three algorithms in different confrontational scenarios, wherein the population of each team varies from 12 to 576 in different scenarios. In each confrontation scenario, the red and blue teams select two different ones of the three algorithms to make action decisions for all of their members. So the crosswise tests cover three antagonistic relations, including MFQ vs IL, SIQ vs IL, and SIQ vs MFQ. And the network structures and parameters are loaded from the training results without modification or retraining. In all scenarios, each test is carried out for 100 rounds, and then we calculate the win-rates to evaluate the algorithms’ performances. If there is a dead heat, the game will be declared a draw. The final win-rates of the crosswise comparisons are presented in Figure 7.

It can be seen roughly from Figure 7 that the comprehensive performance of the IL algorithm is the worst, while the SIQ algorithm performs best. However, the win-rate of MFQ vs IL is not stable in all the scenarios. Specifically, in the scenario with 12 agents, the win-rate is 0.215; in the other cases, it exceeds 0.5. This may imply that the scalability of the MFQ algorithm is not always superior to the IL algorithm in all scenarios. Therefore, the interaction with average actions of neighbors does not always promote cooperation.

In all these scenarios, the win-rates of SIQ vs IL and SIQ vs MFQ exceed 0.5, and when the number of agents is greater than 12, they are close to or equal to 1. This implies that the introduction of the strategic interaction model can significantly promote the collaboration of agents, thereby improving their ability to perform complex tasks. It is because the SIQ algorithm takes into account the more complex interactions between agents. And our method more accurately models the interaction between the agent and each of its neighbors, and can fully consider the potential cooperation or competition between the agents, so that the agent can make more reasonable decisions. In particular, this advantage can be maintained when the number of agents changes dramatically, because each agent only takes into account interactions with its neighbors who are directly determined by the local communication topology. Conversely, the MFQ algorithm simply considers the mean action of each agent’s neighbors, which may ignore the intents of the neighbors in some complex situations. For example, in a collision avoidance mission, two neighbors moving in opposite directions may be mistaken for a fixed obstacle. Furthermore, when the number of neighbors is large enough, the mean action would be equal to a constant according to Law of Large Numbers, \( \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} a_i = E(a_i) = \text{constant} \). Then the mean action would be meaningless and the MFQ algorithm would degenerate into the IL algorithm. In addition to these tests, we further test the win-rate of the SIQ algorithm in other scenarios, and the comparison results are similar.

In general, the outstanding performance of the SIQ algorithm demonstrates its scalability in different scenarios, and
a well-trained SIQ network can be used in the scenarios with hundreds and even more agents.

**V. CONCLUSION**

This paper focuses on scalability issues of MADRL for homogeneous agents. We define the interaction pair to describe the local interplay of an agent with one of its neighbors. A novel MARL formulation based on the strategic interaction model of economics is presented, which approximates the Q function of each agent with the sum of the expected cumulative rewards of related interaction pairs. By transforming the multi-body decentralized interaction into the sum of multiple two-body local interactions, the novel Q function is scalable to the dynamic changes in the number of large-scale agents. Then the corresponding SIQ algorithm is proposed to train a neural network that is used to estimate the expected cumulative rewards of an interaction pair. The empirical experiments testify that the proposed method can learn a effective and sharing policy for homogeneous agents in cooperative tasks. Furthermore, the crosswise comparison experiment justifies the outstanding scalability of the proposed SIQ algorithm. This offers an effective solution for the scalability issue of MADRL, especially in scenarios that the population of agents is abundant and dynamic.

However, due to the design of a more complex interaction model, the computational complexity of our method is higher than the baselines, which should be further analyzed and simplified in future work. In the training process, we note that the performance of the neural network is sensitive to its hyper-parameters configuration, and at the same time the tuning work of the hyper-parameters is time-consuming and requires a lot of experience. We will further improve the performance of the SIQ algorithm via Population Based Training [35] that could be used to learn the hyper-parameters of the neural network and even to tune its structure.
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