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Abstract—Gas-fired generators, with their ability to quickly ramp up and down their electricity production, play an important role in managing renewable energy variability. However, these changes in electricity production translate into variability in the consumption of natural gas, and propagate uncertainty from the electric grid to the natural gas system. To ensure that both systems are operating safely, there is an increasing need for coordination and uncertainty management among the electricity and gas networks. A challenging aspect of this coordination is the consideration of natural gas dynamics, which play an important role at the time scale of interest, but give rise to a set of non-linear and non-convex equations that are hard to optimize over even in the deterministic case. Many conventional methods for stochastic optimization cannot be used because they either incorporate a large number of scenarios directly or require the underlying problem to be convex. To address these challenges, we propose using a Stochastic Hybrid Approximation algorithm to more efficiently solve these problems and investigate several different variants of this algorithm. In a case study, we demonstrate that the proposed technique is able to quickly obtain high quality solutions and outperforms existing benchmarks such as Generalized Benders Decomposition. We demonstrate that coordinated uncertainty management that accounts for the gas system can significantly reduce both electric and gas system load shed in stressed conditions.

I. INTRODUCTION

Natural gas fired power plants (GFPP) have become an increasingly important generation source due to low carbon emissions, low cost and high flexibility [1], and play an important role in managing variability and uncertainty from renewable energy resources. However, adapting GFPP output to balance variable RES leads to variations in the natural gas withdrawals from the gas pipeline system, thus propagating the uncertainty and variability associated with RES generation to the gas network. Failure to consider this interdependence, particularly if coupled with generally high gas demand and significant level of uncertainty, can lead to sub-optimal performance or undesirable outages. Some electrical system operators include simplified representations of the gas network in their operational models [2]. However, accounting for the interdependence through simplified or sequential models may overly restrict operation [3]. Furthermore, not accounting for the impact of uncertainty in both electric and natural gas systems can cause safety violations or disruption in gas supply to generators [4]. To address these issues, this paper develops a method for scheduling interconnected gas electric systems under uncertainty.

Coordination between gas and electric systems is particularly challenging because they operate on very different time scales. While electric systems almost immediately settle into a new steady state, the gas system typically operates in a transient dynamic state and operational decisions need to account for the slowly evolving system state through the use of predictive models [5]. On the other hand, natural gas pipelines have a lot of inherent storage, frequently referred to as linepack, which allows the system to operate in a temporarily unbalanced state and helps buffer against uncertainty from the GFPP gas demand [6]. To assess the impact of RES uncertainty and gas-electric interdependency on intra-day operations, it is therefore necessary to model the natural gas dynamics. The equations that govern the gas flow in pipelines are a set of partial differential equations [7] which can be discretized to give a non-convex optimization problem. This problem can be solved with local solvers [8], [9], but remains computationally challenging. A common way of simplifying the problems is to use a steady state approximation based on the Weymouth equations, which is also non-linear and non convex, but can be approximated using piecewise linear approximations [10] or sequential linear programming [11], [12]. A number of convex relaxations have also been proposed for the steady state problem, including linear cutting planes [13], second order cone constraints [14], [15] or semi-definite programming [16]. The resulting solutions provide a bound on the objective function, but not necessarily a solution that is feasible for the original model and thus, does not imply that the transient dynamic gas model will be feasible. Therefore, this paper considers the full transient dynamic model.

However, considering the gas system dynamics introduces some challenges, particularly in combination with consideration of uncertainty. The transient dynamic equations are both non-convex, meaning that many approaches for stochastic programming cannot be applied, and computationally intensive to include in an optimization problem, which effectively limits the number of scenarios that can be considered simultaneously. Techniques for stochastic problems can be applied to the convexified gas problem such as sample average approximation (SAA) methods [17] which has good in-sample performance but can have a poor out of sample performance [18]. Other methods include bound tightening via back off constraints [19], adding a safety margin [20] or chance constrained optimization [21]. Distributionally robust optimization has also been applied [22] typically with affine approximations and iterative strategies [23], [24]. These methods do not require solving the problem for a large scenario set but require linear approximations of a non-linear system. This linearization is applied to all realizations in an uncertainty set, which may be inaccurate. The literature on optimization of dynamic natural gas systems under uncertainty is very limited. In [25], an SAA problem featuring the non-convex natural gas problem (without the electric system) is successfully solved for a small system and sample set, however the scalability of this problem is identified as an issue. In [4], a monotonic property of dynamic gas networks from [26] was leveraged to formulate a robust gas-electric optimization problem based on two worst-
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case scenarios. An important challenge to this method is
conservativeness, which arises from the limited conditions
under which the monotonicity property holds.

In this paper, we overcome these drawbacks by applying
a stochastic approximation method. Related algorithms have
previously been used for online optimization of reactive power
in distribution grids [27], in two stage stochastic problems
with affine control policies [28] and for power generation
dispatch [29]. Specifically, we propose to use a stochastic
hybrid approximation (SHA) [30] which starts with a simple
approximation that is iteratively updated using stochastic
subgradients from a limited sample set. This allows us to
solve the gas-electric problem for one scenario at a time,
thus greatly improving computational tractability. In [29], it
is shown that the certainty equivalent problem, which replaces
the uncertain variables with their expected values, provides a
good initial approximation for power system dispatch. This
choice of initial approximation is equivalent to the proximal
stochastic gradient method [31], but with a non-euclidean
norm. The main contribution of this paper is as follows. First,
we formulate the gas-electric problem under uncertainty as a
two-stage stochastic optimization problem, where the second
stage corresponds to operation under different wind generation
scenarios. Second, we discuss the application of stochastic
approximation algorithms to this problem. This includes a
standard convex approximation, an approximation based on
the certainty equivalent and a new algorithm based on what
we refer to as the extrema equivalent (which incorporates
the scenarios with highest and lowest wind generation). The
advantages compared to previous approaches is the tractability
for large scenario sets and the use of the true model for the
gas network dynamics without any relaxations. The require-
ments for practical implementation such as suitable stopping
criteria and parameter choices are also investigated. Third, we
demonstrate the performance of the SHA algorithm relative to
benchmark algorithms on the non-convex gas and electricity
problem, and demonstrate the importance of accounting for
the gas system in dispatching decisions.

The remainder of this paper is divided as follows. In section
II, the two-stage optimization model of the gas-electricity
network is presented. In section III, we discuss the differ-
ent solution algorithms, while Section IV presents numerical
results. Section V summarizes and concludes.

II. MODELING

We next present our formulation for electric grid scheduling
with consideration of (i) wind generation uncertainty (though
other types of renewable generation or load, as well as
uncertainty in the gas loads could easily be incorporated) and
(ii) availability of natural gas for gas-fired power plants. While
renewable energy uncertainty is treated as a random variable,
the availability of natural gas is determined by whether or
not the natural gas system is operating in a secure state. The
electric grid operator thus aims to determine a generation
dispatch which provides sufficient flexibility to respond to
wind power uncertainty, while keeping the gas network safe
and minimizing the expected cost of operation. We model this
problem as a two-stage stochastic program, where the first
stage problem chooses a generation dispatch schedule and
the second stage problem redispatches generation to meet a
particular wind power realization. The two stage optimization
problem can be expressed as

\[
\min_{x \in X} f(x) + \mathbb{E}_{\omega \in \Omega} \left[ g(x, \omega) \right]
\]

where \( x \) is the first stage variables, i.e. the nominal generation
dispatch, that belongs to a feasible set \( X \) and \( f(x) \) is the costs
associated with the first stage. The second part of the objec-
tive represents the expected cost of second stage operation
\( \mathbb{E}_{\omega \in \Omega} [g(x, \omega)] \), where the operator decides on adjus-
tments to generation, gas supply and load to satisfy system constraints
given a realization of the wind power generation \( \omega \) that comes
from a set of i.i.d. scenarios \( \Omega \), each of which describes
the output for each wind farm across the time horizon of
the problem. The second stage cost \( g(x, \omega) \) depend on
the first stage variables \( x \) and the realization of the wind power
generation \( \omega \), and can be expressed as

\[
g(x, \omega) = \min_{y \in Y(x, \omega)} h(y).
\]

Here, \( y \) is the second stage variables representing real-time
operation of the electric and gas systems, and the set \( Y(x, \omega) \)
represents the system constraints which are a function of \( x \)
and \( \omega \). The cost function \( h(y) \) is the cost associated with the
second stage. Next we provide details of the first and second
stage models, including a detailed description of the electrical
and gas network modeling.

A. First stage problem

In the first stage problem, the system operator determines
a nominal schedule for the generators, denoted by \( p_{g,t} \) for
all generators \( g \in G \) and timesteps \( t \in T \). The generation output
is bounded by the minimum \( p_{g,t} \) and maximum \( r_{g,t} \) operating
limits and a ramping limit \( r_{g} \).

\[
\begin{align*}
p_{g,t} & \leq p_{g,t} \leq r_{g,t}, & \forall g \in G, t. \\
|p_{g,t} - p_{g,t-1}| & \leq r_{g}, & \forall g \in G, t \in \{t_2, \ldots, T\}.
\end{align*}
\]

The first stage objective minimizes the cost of the initial
generator dispatch,

\[
f(x) = \sum_{t \in T} \sum_{g \in G} C_{g} p_{g,t}
\]

where \( C_{g} \) is the marginal cost of generation. In summary, the
first stage variables comprise \( x = \{p_{g,t}\} \) and are constrained
by \( X = \{3 \} - \{4\} \). Note that the first stage problem
does not enforce load balance or network constraints because
the available wind is still unknown. The system constraints,
including both the physical system models (power and gas
flow) as well as technical limits (line flows and pressure
limits), are enforced in the second stage.
B. Second stage problem

The second stage optimizes the system operation, given the first stage decision \( x \) and a wind power realization \( \omega \). All variables associated with specific wind power realization are denoted by the subscript \( \omega \). The second stage includes models for the electric and gas networks along with coupling constraints that link the two networks (i.e., through the gas consumption of GFPPs). We first describe the electric network, then the gas system and then the coupling constraints.

C. Electric Network Modelling

In the following, we present the multi-period DC optimal power flow (OPF) problem that models the electric system. This model is standard in the literature \([11], [12], [14]\), though we extend it by introducing a load adding variable to ensure relative complete recourse in the presence of ramping constraints.

1) Generation constraints: In the second stage, we obtain a realization of the wind generation scenario and redispatch the generators to balance the net load. Denoting the scheduled generation by \( p_{g,t,\omega} \), the first and second stages are linked by

\[
p_{g,t,\omega} = p_{g,t} \quad \forall g \in G, t, \omega
\]

(6a)

The generation redispatch is represented by the non-negative variables \( p_{g,t,\omega}^+ \geq 0 \) and \( p_{g,t,\omega}^- \geq 0 \). The total generation after redispatch must respect the generation and ramping limits,

\[
p_g \leq p_{g,t,\omega}^+ - p_{g,t,\omega}^- \leq P_g, \quad \forall g \in G, t, \omega, \quad (6b)
\]

\[
0 \leq p_{g,t,\omega}^+ \leq r_g - (p_{g,t,\omega}^- - p_{g,t-1,\omega}^-), \quad \forall g \in G, t, \omega, \quad (6c)
\]

\[
0 \leq p_{g,t,\omega}^- \leq r_g + (p_{g,t,\omega}^+ - p_{g,t-1,\omega}^+), \quad \forall g \in G, t, \omega, \quad (6d)
\]

The last term in (6c) and (6d) represent the reduction in ramping capability due to ramping in the first stage.

2) Power flow constraints: The power flow for each line in the network \( l \in L \) is modelled with the DC approximation and is denoted \( f_{l,t,\omega} \). The flow is expressed as

\[
f_{l,t,\omega} = B_l \sum_b A(\ell, b) \theta_{b,t,\omega}, \quad \forall \ell \in L, t, \omega,
\]

(6e)

where \( B_l \) is the line susceptance, \( A(\ell, b) \) is the incidence matrix of the network and \( \theta_{b,t,\omega} \) represents the phase angles at each node. The power flow is limited according to the thermal limits \( \mathcal{T}_\ell \) of the line, and a reference angle \( \theta_{b,t,\omega} \) is fixed to avoid degeneracy.

\[
-f_{l,\omega} \leq f_{l,t,\omega} \leq f_{l,\omega}, \quad \forall \ell \in L, t, \omega, \quad (6f)
\]

\[
\theta_{b,t,\omega} = 0, \quad \forall t, \omega, \quad (6g)
\]

3) Nodal power balance: The net load comprises a fixed load \( L_{b,t} \) at each bus \( b \in B \) and the output \( W_{j,t,\omega} \) of the wind farms \( j \in \mathcal{W} \), which takes on a different value in each scenario. We also include variables which allow the system operator to spill wind power \( w_{j,t,\omega}^{\text{spill}} \) or shed load \( l_{b,t,\omega}^{\text{shed}} \) at a high cost. The load shedding and wind spill are constrained by the total available load and total available wind power,

\[
0 \leq l_{b,t,\omega}^{\text{shed}} \leq L_{b,t}, \quad \forall b \in B, t, \omega, \quad (6h)
\]

\[
0 \leq w_{j,t,\omega}^{\text{spill}} \leq W_{j,t,\omega}, \quad \forall j \in \mathcal{W}, t, \omega, \quad (6i)
\]

In addition to the variables for wind spill and load shed, we include an auxiliary variable \( l_{b,t,\omega}^{\text{add}} \) which represents load adding (i.e., an increase in the load at a node). This variable (along with \( w_{j,t,\omega}^{\text{spill}} \) and \( l_{b,t,\omega}^{\text{shed}} \)) allows us to ensure relative complete recourse for the electric system, i.e., that the second stage model admits a feasible solution regardless of the first stage decision. This characteristic is a necessary feature for our iterative solution algorithm presented below, and is not satisfied without \( l_{b,t,\omega}^{\text{add}} \) due to the presence of ramping constraints and non-zero minimum generation limits. We note that \( l_{b,t,\omega}^{\text{add}} \) is only non-zero at intermediate iterations, and always is expected to become zero in the final solution. We also enforce that the load adding is non-negative and does not exceed a sufficiently large upper bound \( L_{b,t}^{\text{add}} \) which guarantees that any excess generation can be absorbed,

\[
0 \leq l_{b,t,\omega}^{\text{add}} \leq L_{b,t}^{\text{add}}, \quad \forall b \in B, t, \omega, \quad (6j)
\]

Given these definitions, the power balance for each node is expressed as

\[
\sum_{g \in A_t^{vL}} (p_{g,t,\omega}^+ + p_{g,t,\omega}^-) + \sum_{j \in A_t^{vL}} (W_{j,t,\omega} - w_{j,t,\omega}^{\text{spill}}) = L_{b,t} - l_{b,t,\omega}^{\text{shed}} + l_{b,t,\omega}^{\text{add}} + \sum_{\ell} A(\ell, b) f_{\ell,t,\omega}, \quad \forall b \in B, t, \omega, \quad (6k)
\]

where \( A_t^{vL} \) maps the elements of \( \cdot \) to bus \( b \).

4) Electric network objective: The second stage objective of the electricity network minimizes cost of generation redispatch. We assume that redispatch decisions are more costly than the nominal dispatch, i.e., \( C_g^- \leq C_g^+ \). We also assume a high penalty for both load shedding \( C_{\text{shed}} \) and load adding \( C_{\text{add}} \), giving the following objective function

\[
h_{\text{elec}}(y_{\text{elec}}) = \sum_{t} \left[ \sum_{g} \left( C_g^+ p_{g,t,\omega}^+ - C_g^- p_{g,t,\omega}^- \right) + \sum_{b} (C_{\text{VolL}} l_{b,t,\omega}^{\text{shed}} + C_{\text{add}} l_{b,t,\omega}^{\text{add}}) \right]
\]

(7)

where \( y_{\text{elec}} \) represents the second stage electrical variables for scenario \( \omega \). These variables include \( y_{\text{elec}} = \{ p_{g,t,\omega}^+, p_{g,t,\omega}^-, W_{j,t,\omega}, w_{j,t,\omega}^{\text{spill}}, l_{b,t,\omega}^{\text{shed}}, f_{\ell,t,\omega}, \theta_{b,t,\omega} \} \) and are constrained by \( y_{\text{elec}} \) in \([6a],[6m]\).

D. Gas Network Modeling

The second stage gas flow problem is similar to the models in \([3], [4]\), and identifies gas supply and compressor setpoints to satisfy the demand and network constraints while minimizing the expected cost. The demand includes consumption of normal loads and GFPPs, which in turn depends on the wind scenario \( \omega \). We assume that there are no ramping constraints on the compressors or supply points limiting their ability to adjust their dispatch points. Because the system is able to fully adjust to the wind power realization, the natural gas system only appears in the second stage. We further assume that the gas system problem satisfies relatively complete recourse if we include load shedding of the non-GFPP load in the network (i.e., the system is able to sustain all possible GFPP demands if all other gas load is shed).
1) Gas Network Dynamics: The isothermal transient flow of gas in a pipeline network is governed by the partial differential equations (PDEs) that describes the relationship between the varying pressure \( \pi \) and mass flow rate \( m \). The constants \( V_m, V_p, V_f \) are determined based on the pipe geometry.

\[
\frac{\partial \pi}{\partial t} + V_m \frac{\partial m}{\partial t} = 0 \quad (8a)
\]

\[
\frac{\partial m}{\partial t} + V_f \frac{\partial \pi}{\partial x} = -V_f \frac{m[m]}{\pi} \quad (8b)
\]

To model the gas flow equations, we adopt a discretize-then-optimize approach whereby the PDEs are approximated in space and time using finite difference methods and the resulting equations are included as constraints in the optimization problem. First the gas network is described as a directed graph comprising an original set of nodes \( N_0 \) and pipes \( P_0 \). A spatial discretization of the pipelines is performed by introducing auxiliary nodes, denoted by \( N_a \), between the original nodes \( N_0 \) that subdivides the original pipe into subpipes, denoted by \( P \). The discretized gas network therefore comprises the set of the subpipes \( P \), and set of all nodes \( N = N_0 \cup N_a \). The time discretization of the gas problem is chosen to match the time discretization in the OPF problem.

The state variables at each time step \( t \) and scenario \( \omega \) of the gas network are the pressure \( \pi_{i,t,\omega} \) and the mass flows in and out of each subpipe \( m_{i,t,\omega} \) which are defined at each node \( i \in N \). Each subpipe has an associated mass flow \( m_{ij,t,\omega} \) and a pressure \( \pi_{ij,t,\omega} \), expressed as the average of the values at each end of the pipe

\[
m_{ij,t,\omega} = 0.5(m_{i,t,\omega} + m_{j,t,\omega}) \quad \forall (i, j) \in P, t, \omega, \quad (9a)
\]

\[
\pi_{ij,t,\omega} = 0.5(\pi_{i,t,\omega} + \pi_{j,t,\omega}) \quad \forall (i, j) \in P, t, \omega. \quad (9b)
\]

Applying the finite difference methods to the PDEs for each pipe subsection \( \forall (i, j) \in P, t, T, \omega \) results in

\[
u_t \left( \frac{\pi_{i,t,\omega} - \pi_{i,t,\omega}}{\Delta t} \right) + V_m \frac{m_{i,t,\omega} - m_{i,t,\omega}}{\Delta x} = 0 \quad (9c)
\]

\[
u_t \left( \frac{m_{i,t,\omega} - m_{i,t,\omega}}{\Delta t} \right) + V_f \frac{m_{i,t,\omega} - m_{i,t,\omega}}{\Delta x} = 0 \quad (9d)
\]

where \( \Delta x \) is the spatial discretization, i.e. the length of the subpipe, and \( \Delta t \) is the temporal discretization. The parameter \( \nu_t = 1 \) for all time, except for \( t_1 \) where \( \nu_t = 0 \) to remove the temporal derivative. This implies that the gas network starts from steady state operation at \( t_1 \).

2) Pressure and compressor constraints: These pressure constraints can be expressed as

\[
\underbar{\pi}_{i,t,\omega} \leq \pi_{i,t,\omega} \leq \overbar{\pi}_{i,t,\omega} \quad \forall i \in N, t, \omega \quad (9e)
\]

\[
\pi_{i,t,\omega} = \overbar{\pi}_{i,t,\omega} \quad \forall t, \omega \quad (9f)
\]

where the lower and upper limits on the pressure \( \pi_{i,t,\omega} \), \( \overbar{\pi}_{i,t,\omega} \), represents contractual and safety limits on the gas pressure and \( \underbar{\pi}_{i,t,\omega} \) defines a reference pressure \( \overbar{\pi}_{i,t,\omega} \) to remove degeneracy. The gas network also contains a set of compressors \( C \) which increase the output pressure by a multiplicative factor of \( \kappa_{ij,t,\omega} \), giving rise to the following constraints

\[
\pi_{j,t,\omega} = \kappa_{ij,t,\omega} \pi_{i,t,\omega} \quad \forall (i, j) \in C, t, \omega \quad (9g)
\]

\[
\underbar{\kappa}_{ij,t,\omega} \leq \kappa_{ij,t,\omega} \leq \overbar{\kappa}_{ij,t,\omega} \quad \forall (i, j) \in C, t, \omega \quad (9h)
\]

where \( \underbar{\kappa}_{ij,t,\omega} \) and \( \overbar{\kappa}_{ij,t,\omega} \) are compressor upper and lower bounds. Compressors consume either gas or electricity in order to provide the compression. However, the amount of gas or electricity consumed is negligible relative to the overall system consumption, and is omitted in the network model. To incentivize low energy compression, we instead penalize the compressor use directly in the objective function.

3) Gas supply constraints: The natural gas supply is denoted by \( s_{s,t,\omega} \) for each of the supply points \( s \in S \), and is limited according to

\[
s_s \leq s_{s,t,\omega} \leq \overbar{s}_s, \quad \forall s \in S, t, \omega \quad (9i)
\]

where \( s_s \) and \( \overbar{s}_s \) represent the minimum and maximum supply.

4) Gas balance constraints: The load in the natural gas network comprises the nodal non-GFPP demand \( D_{n,t,\omega} \) and the nodal GFPP demand \( d_{g,t,\omega} \) for each GFPP \( g \in G_f \subseteq G \). Similar to the electric network, we allow for shedding of gas load \( d_{g,shed} \). Given these definitions, the mass balance for each node \( \forall n \in N, t, \omega \) is expressed as

\[
\sum_{s \in M_n^s} s_{s,t,\omega} - D_{n,t,\omega} - d_{g,shed} + \sum_{g \in M_n^g} d_{g,t,\omega} + \sum_{i \in M_n^m} m_{i,t,\omega} - \sum_{i \in M_n^m} m_{i,t,\omega} = 0 \quad (9j)
\]

Here, \( M_n^s \), \( M_n^m \) represent the set of pipes with mass flows in and out of the node \( n \), \( m_{i,t,\omega} \) is the mass flow through compressor \( i \) and \( M_n^m, M_n^c, M_n^out \) represent the set of flows into and out of node \( n \) through the compressors.

The natural gas within the pipelines, typically referred to as the linepack, act as an inherent storage buffer and allows the network to operate in an unbalanced state for a period of time. The optimization problem could reduce the cost of supplying gas by fully depleting the linepack, which is a bad starting point for operation beyond the considered optimization horizon. To avoid this unwanted depletion of the linepack, we enforce that the total supply over the duration of the optimization horizon is balancing the total demand in that same time period,

\[
\sum_t \left[ \sum_s s_{s,t,\omega} \right] D_{n,t,\omega} - d_{g,shed} + \sum_{g \in M_n^g} d_{g,t,\omega} = 0, \forall \omega \quad (9k)
\]

5) Gas network objective: The gas network objective minimizes the cost of the gas supplied, while penalizing any load shedding and compressor usage. This is expressed as

\[
h_{gas}(y_{gas}) = \sum_t \left[ \sum_s C_s s_{s,t,\omega} + \sum_{(i,j) \in C} C_{ij} \kappa_{ij,t,\omega} + \sum_n C_{shed} d_{g,shed}^{n,\omega} \right] \quad (10)
\]

where \( C_s \) is the marginal cost of supply, \( C_{shed} \) is the cost of gas load shedding and \( C_{ij} \) is the cost of compression. The second stage gas variables for scenario \( \omega \) comprises \( y_{gas}^{\omega} = \{ s_{s,t,\omega}, \kappa_{ij,t,\omega}, m_{ij,t,\omega}, s_{s,t,\omega}, \pi_{i,t,\omega}, \pi_{t,\omega}, d_{g,t,\omega}, d_{g,shed}^{n,\omega}, m_{i,t,\omega} \} \) and are constrained by \( Y_{gas}^{\omega} = (9a)-(9k) \).
E. Network Coupling

The electrical and gas network are coupled by the constraints that link the GFPP power in the electrical network to its gas demand in the gas network. This relationship is described by the heat rate curve,

\[ d_{g,t,\omega} = \eta_g \left( p_{g,t,\omega} + p_{\lambda,t,\omega} - p_{g,t,\omega} \right) \forall g \in G_p, t, \omega \]  

(11)

where the heat rate \( \eta_g \) determines how much gas is needed to produce one unit of electricity. The electric system cost implicitly includes the cost of natural gas to the GFPPs, which is also included in the gas network cost. To avoid double counting in the combined problem, we subtract the cost of the GFPPs from the gas network cost (10). To avoid double counting in the combined problem, we subtract the cost of the GFPPs from the gas network cost (10). To avoid double counting in the combined problem, we subtract the cost of the GFPPs from the gas network cost (10). To avoid double counting in the combined problem, we subtract the cost of the GFPPs from the gas network cost (10). To avoid double counting in the combined problem, we subtract the cost of the GFPPs from the gas network cost (10). To avoid double counting in the combined problem, we subtract the cost of the GFPPs from the gas network cost (10). To avoid double counting in the combined problem, we subtract the cost of the GFPPs from the gas network cost (10). To avoid double counting in the combined problem, we subtract the cost of the GFPPs from the gas network cost (10). To avoid double counting in the combined problem, we subtract the cost of the GFPPs from the gas network cost (10).

The two-stage problem formulation described in the previous sections is a non-convex optimization problem which can be solved as a single optimization problem for small scenario sets and networks. However, as the scenario set or network increases in size, the required computational effort or time may become impractical. In this section we describe how to solve problem (11) using the Stochastic Hybrid Approximation method, a decomposition method which breaks the problem into subproblems that are easier to solve.

A. Stochastic Hybrid Approximation

Stochastic Hybrid Approximation (SHA) is an iterative algorithm that approximates the second stage cost, or the so-called the recourse function, \( E[g(x,\omega)] \) by the combination of an initial function \( Q_0(x) \) and an independent linear correction term with coefficient \( \lambda_i^{(v)} \) for each value of \( x_i \). The coefficients \( \lambda_i^{(v)} \) are initially set to zero and is updated at each iteration \( v \). The approximation at any iteration is:

\[ E_{\omega \in \Omega}[g(x,\omega)] \approx Q_0(x) + \sum_i \lambda_i^{(v)} x_i \]  

(14)

leading to the overall problem approximation

\[ S^{(v)}(x) = \min_{x \in \mathcal{X}} \{ f(x) + \hat{Q}_0(x) + \sum_i \lambda_i^{(v)} x_i \} \]  

(15)

In each iteration, we solve the approximation problem to produce a solution for the first stage variable \( x \).

\[ x = \arg\min_x S^{(v)}(x) \]  

(16)

The second stage approximation is then updated by solving the second stage problem \( g(x,\omega) \) for a set of scenarios \( \omega \), each of which can be solved independently and in parallel. In this paper, we will only use a single scenario in each iteration.

The linear correction term \( \lambda_i \) for each first stage variable is updated using the stochastic subgradient \( \lambda_i \). The value of \( \lambda_i \) is the dual of (16), which represents the sensitivity of the second stage objective value to the first stage variable. The overall update is expressed as

\[ \lambda_i^{(v+1)} = \lambda_i^{(v)} + \alpha^{(v)} \left( g(x_i^{(v)}) - g(x_i^{(0)}) - \lambda_i^{(v)} \right) \]  

(17)

where \( g(x_i^{(v)}) \) is the derivative of the approximation \( \partial Q_0(x)/\partial x_i \) evaluated at \( x_i^{(v)} \) and the parameter \( \alpha^{(v)} \) is a step size.

The step size impacts the speed of convergence, but there is no agreed procedure for choosing the step size apart from the guideline that it should decrease as the iterations increase, but not too rapidly. A common approach is a step size \( \alpha^{(v)} = \rho/\sqrt{v} \) where \( \rho \) is a parameter that can be tuned to improve performance and we adopt this approach.

In addition to choosing a step size, we need to choose an initial approximation function \( Q_0(x) \). Simple approximations can lower the computation burden when solving the overall approximation (15), but may require more iterations. Conversely, more accurate approximations can be improved with less iterations, but result in more challenging overall approximation problem. In the following, we present three different alternatives for the approximation function.

1) Convex approximation: In convex approximation, a convex quadratic function is suggested as an approximation and can also be used in this problem. The approximation is expressed as

\[ \hat{Q}_0(x) = \sum_i a_i x_i^2 + b_i x_i \]  

(18)

and the gradient \( \hat{q}_0^{(v)} \) is given by \( \hat{q}_0^{(v)} = 2a_i x^{(v)} + b_i \). This approximation requires an initial choice of \( a_i \) and \( b_i \). Choosing good values for \( a_i \) and \( b_i \) is non-trivial and can significantly impact convergence and the quality of the final result. Our approach is to choose a value for \( a_i \) and calculate a corresponding value for \( b_i \) such that the algorithm produces the dispatch that would occur if a single average wind scenario is used. We refer to this approximation as the stochastic hybrid approximation with convex approximation (SHACV).

2) Adaptive Certainty Equivalent Approximation: In the first iterations, the convex approximation often provides solutions that are very far away from optimal. The algorithm is improved upon in (29) by observing that the certainty equivalent, i.e. dispatching the power systems assuming the expected values of the uncertain variables, can serve as a good initial approximation of the recourse function. The certainty equivalent approximation is the second stage problem for the average wind scenario and is expressed as

\[ Q_0(x) = E_{\omega \in \Omega}[g(x,\omega)] = g(x,E[\omega]) \]  

(19)
with $\Omega^\text{CE} = \{E[\omega]\}$. The problem solved at each iteration is

$$S^{(\nu)}(x) = \min_{x \in X} f(x) + \mathbb{E}_{\omega \in \Omega^\text{CE}} \left[ h(y) \right] + \sum_i \lambda^i \nu \qquad \text{s.t.} \quad \text{Eq. (11)} \forall \omega \in \Omega^\text{CE}$$

We will refer to this approximation as the stochastic hybrid approximation with adaptive certainty equivalent (SHAXE).

We therefore propose to incorporate two scenarios that represent the extremal of the uncertainty in the first stage problem, namely the scenarios with the most and least total wind energy denoted by $\omega^\text{max}$ and $\omega^\text{min}$. By including these scenarios and their respective constraints, the need for flexibility is evident already in the first stage problem. The flexibility requirement is then tuned through the iterations of the algorithm. With this adjustment, the approximation becomes

$$\hat{Q}_0(x) = \mathbb{E}_{\omega \in \Omega^\text{EE}} \left[ g(x, \omega) \right] = \frac{1}{2} \left( g(x, \omega^\text{max}) + g(x, \omega^\text{min}) \right)$$

where $\Omega^\text{EE} = \{\omega^\text{max}, \omega^\text{min}\}$. The problem solved at each iteration is similar to (20), but with $\Omega^\text{CE}$ replaced by $\Omega^\text{EE}$. We define $\hat{q}_0^{(\nu)} = \frac{1}{2} (\lambda^\text{max} + \lambda^\text{min})$ where $\lambda^\text{max}$ and $\lambda^\text{min}$ are the duals of constraint (6a) in the subproblems of the respective wind scenarios $\omega^\text{max}$, $\omega^\text{min}$.

Including the two extreme scenarios can further reduce the required number of iterations, however it also increases the computational time per iteration. This is because we must solve the subproblem three times, once for the randomly selected scenario $\omega$ and once for each of the extreme scenarios $\omega^\text{max}$, $\omega^\text{min}$. This approximation will be referred to as the stochastic hybrid approximation with adaptive extrema equivalent (SHAXE).

4) Stopping criteria and algorithm output: The SHA algorithms produce a sequence of solutions $x^{(\nu)}$, which converges as $\nu$ goes to $\infty$ for convex problems. However, we solve a non-convex problem and use only a finite number of iterations. We therefore need to determine (i) a stopping criterion for the algorithm and (ii) what to return as the final solution.

The true objective value for a given solution $x$ is obtained by solving the the second stage problem for all second stage scenarios. This is computationally costly and thus not practical to evaluate at each iteration. The objective value of the SHA algorithm is not a good indicator, as the SHA algorithm is trying to match the gradient of the approximation to the gradient of the original objective function rather than matching the objective value. Therefore, the objective value (and changes in the objective value) of the approximation (21) may not correlate with the objective value of the original problem (11). Furthermore, because the algorithm is stochastic in nature, the true objective value is not monotonically decreasing as the number of iterations increase (i.e., $x^{(\nu+1)}$ is not necessarily a better solution than $x^{(\nu)}$).

We therefore suggest to use a weighted average of $x^{(\nu)}$ to determine an average solution $\bar{x}_n^{(\nu)}$, as proposed in [31] and used in [34]. The average is based on a sliding window of length $n$, where the window length determines the level of variability of the objective. We also use a weighting factor $1/\alpha^{(\nu)}$ to emphasize results from recent iterations. The weighted average value $\bar{x}_n^{(\nu)}$ at each iteration is defined as

$$\bar{x}_n^{(\nu)} = \frac{\sum_{i=0}^{n-1} x_i^{(\nu)} / \alpha_i^{(\nu)}}{\sum_{i=0}^{n-1} 1 / \alpha_i^{(\nu)}}$$

where $i_0 = \max(1, \nu - n + 1)$ to account for iterations shorter than the window length.

We formulate a stopping criteria based on changes in this weighted average value $\bar{x}_n^{(\nu)}$, as smaller changes in $\bar{x}_n$ typically correlate with smaller changes in the original objective value. The stopping criteria is defined as when the average solution update $\Delta_n^{(\nu)}$ is less than a specified tolerance $\epsilon_{\text{tol}}$.

$$\Delta_n^{(\nu)} = \frac{\|\bar{x}_n^{(\nu)} - \bar{x}_{n-1}^{(\nu)}\|}{\|\bar{x}_n^{(\nu)}\|} \leq \epsilon_{\text{tol}}$$

Another option for terminating the algorithm is to set an iteration limit or a time limit. This approach can be beneficial in time critical applications but gives little insight on the progress of the algorithm.

B. Benchmarking Algorithms

We compare our proposed solution algorithm against two other methods for solving the problem.

1) One Shot Solution: For small problems and sample sizes the problem can be solved as a single optimization problem which incorporates all the scenarios $\omega \in \Omega$ and expresses the expected second stage cost as $E_{\omega \in \Omega} g(x, \omega) = \frac{1}{|\Omega|} \sum_{\omega \in \Omega} g(x, \omega)$.

2) Generalized Benders Decomposition: The Generalized Benders Decomposition approximates the recourse function by successively adding cutting planes at the current solution of $x$, which leads to a piece-wise approximation of $E[g(x, \omega)]$. Using a multi-cut approach, which adds multiple cutting planes at each iteration, the first stage problem becomes:

$$\min_{x \in X} f(x) + \sum_{\omega} \eta_\omega \qquad \text{s.t.} \quad \eta_\omega \geq g(\rho^{(\nu)}(x), \omega) + \sum_i \lambda^i (x_i - x_i^{(\nu)}) \quad \forall \omega, v \qquad (24b)$$

where $\eta_\omega$ is an auxiliary variable that represents the piece-wise approximation of the objective function from scenario $\omega$, while $g^{(\nu)}(\omega)$ is the true second stage objective from iteration $\nu$ which was obtained with the first stage variables $x^{(\nu)}$ and scenario $\omega$. 

There are several drawbacks to the Generalized Benders Algorithm. First, it does not guarantee convergence for non-convex problems, as a non-convex problem can result in adding cuts that exclude part of the solution space [35]. Secondly, when the problem is non-convex there is no guarantee the upper and lower bounds calculated in the algorithm (which are typically used as a stopping criterion) are true upper and lower bounds. The termination criteria for the algorithm is therefore chosen to be when the changes in both of the bounds is less than a pre-specified tolerance $\varepsilon$.

Third, this algorithm requires solving the second stage problem for every scenario $\omega$ at each iteration, as it is not known a priori which of the scenarios will provide cuts that improve the approximation. There exists variations on the algorithm that can merge cuts to make the first stage problem more efficient [36] or identify subproblems that provide improving cuts [37] if the subproblems are convex. However, here we only consider the basic algorithm.

C. Evaluating Performance

We evaluate the performance of the algorithms by evaluating solution time and total solution cost. The total solution cost is evaluated by fixing the first stage variables and evaluating the first stage cost $f(x)$ and the expected value of the recourse function for a set of scenarios $\Omega^{\text{eval}}$. The solution quality is denoted as $V(x)$ and is expressed as

$$V(x) = f(x) + \mathbb{E}_{\omega \in \Omega^{\text{eval}}} [g(x, \omega)]$$ (25)

The solution quality $V(x)$ can be evaluated both for the set of scenarios used in the optimization (which we will refer to as the training scenario set) and on previously unseen scenarios (referred to as the testing scenario set).

IV. CASE STUDY

In this section we investigate the performance of the proposed SHA algorithm for the coupled gas-electric problem. First, we introduce the test case and perform initial analysis on the algorithm performance and parameter choices. We then demonstrate the advantages of the proposed algorithm compared to Benders, and show why it is important to incorporate gas system constraints in the electric scheduling algorithm.

The algorithms are implemented in the Julia language [38] using the JuMP package for optimization [39]. The non-linear problems are solved using Ipopt [40]. However, to reliably obtain high quality dual values, each problem is subsequently linearized at the solution and solved again with Gurobi [41].

A. Test Case

As a basis for our case study, we use the gas and electricity network that has previously been analysed in [8]. [4] and is available at [42]. The cost of electrical load shedding is 1000 USD/MWh, gas load shedding is set to 5 USD/kg and the compression cost is set 1 USD. The generation quadratic cost functions is converted to a linear function with same total costs. The upwards and downwards redispatch costs are $C_g^+ = 1.05C_g$ and $C_g^- = 0.94C_g$ respectively. The total wind farm capacity is set to half of the nominal load and uniformly distributed among the possible locations. We use 100 wind scenarios from [43], available at [44], to produce a wind generation profile that is used by all the windfarms (i.e., we assume full spatial correlation). These scenarios are divided into a training set with 80 scenarios and a testing set with 20 scenarios to verify the result via an out-of-sample evaluation. If the SHA algorithms require more than 80 iterations, we reuse the same training scenarios but in a different (randomly assigned) order.

We solve the problem for the first 12 hours of the day, as this time horizon allows us to solve the problem as a one shot optimization problem, which is useful for benchmarking. This solution of the one shot problem will be denoted as $x^{OS}$.

B. Algorithm parameter tuning

First, we investigate the impact of the parameters on the performance of the SHA algorithm.

1) Window Length: The choice of a window length $n$ for the averaging of the solution determines how we obtain a final solution from the solution sequence produced by the SHA algorithm. We run the SHACV algorithm with $\alpha = 1000$ and $\rho = 1$ for different sliding window lengths $n = \{1, 100, \nu/2, \infty\}$. The top plot also shows the objective at each iteration (in grey). The results are shown in Fig. 1a. The solution update criterion (bottom) for SHACV (with $\alpha = 1000$, $\rho = 1$) for different sliding window lengths $n = \{1, 100, \infty\}$.

We observe that all averages converge to the objective values that the one shot optimization problem $V(x^{OS})$, regardless of the window length $n$. Fig. 1a shows that a window length...
of \( n = 1 \) (i.e. no averaging) exhibits the most variability in solution quality between iterations, making it difficult to choose a solution from the sequence produced from the SHA algorithm. Window lengths of \( n > 1 \) reduce the variability and result in more stable improvement in solution quality. The differences in solution quality for \( n = \{100, \infty, \nu/2\} \) are minor in this case.

2) Stopping Criteria: Fig. 1a on the preceding page also shows the objective value of the SHA problem \( S(x^v) \) in each iteration. This value is independent of the averaging and is increasing with the number of iterations. This clearly demonstrates that changes in \( S(x^v) \) do not correlate well with the actual solution quality and is not a good stopping criteria. We therefore investigate the proposed stopping criterion \( \Delta_n^{(v)} \), which is based on change in the solution update \( x_n^{(v)} \). For each window length \( n \), the solution update \( \Delta_n^{(v)} \) is calculated according to (23) and shown in Fig. 1b on the previous page.

The solution update metric \( \Delta_n^{(v)} \) shows a decreasing trend in all cases. When the window length is \( n = 1 \), the decrease is relatively slow and there is more variation in the update. For larger window lengths there is a more pronounced decrease, and less variability. In all cases, the decreasing trend becomes less pronounced over time, but the solutions obtained with larger averaging reach smaller values.

The decrease in this metric is expected due to the decreasing step size in the algorithm, and when the update becomes small, it can indicate that the solution is reaching convergence. The metric can however also saturate when the sliding window length is not long enough to sufficiently smooth the solution and for this reason a value of \( n = \infty \) gives the most consistent correlation between the update metric and the solution quality. We use \( n = \infty \) for the remainder of this paper.

3) Other parameters: In addition to the choices of window length \( n \) and stopping criteria, the other algorithmic parameters that must be chosen are values for stepsize \( \rho \) and coefficient \( a \) (for the convex approximation only). A smaller value for \( \rho \) can better leverage a good initial approximation, but can slow convergence in the later iterations. A large value initially induces large variations in the solution quality until enough samples have been collected. We found that \( \rho = 1 \) typically provides good results. The choice of \( a \) is most dependent on the problem, and can influence the speed of convergence, but is only necessary for the convex approximation. For the sake of brevity, the parameter sweep analysis has been omitted.

C. Benchmarking

Next we compare the different SHA algorithms to the Generalized Benders Decomposition and the one shot optimization, and compare solutions in terms of both solution quality and computational time. The SHA algorithms use a step size parameter \( \rho = 1 \) and are run for a fixed number of iterations (4800 for SHA and 3200 for SHACE and SHAXE). The SHACV uses a coefficient \( a = 1000 \). The Benders algorithm is run until there is a 1% gap between the second stage approximation and the true second stage objective. Figure 2 shows the solution quality of each algorithm against the time taken to achieve that solution quality. In this plot, the solution quality for the training set is shown in the top plot while the solution quality for the previously unseen testing set is shown in the bottom plot. The solution quality is normalized against the objective values of the one shot optimization \( V(x^{OS}) \). A lower value (i.e., closer to 1) indicates a better solution.

In fig. 2 the one-shot optimization problem takes 11.7 hours to obtain a solution, as indicated by the horizontal dotted line. In comparison to this, the Benders algorithm took 0.5 hours to reach a 1% gap. The SHACV, SHACE and SHAXE approximations reach a 1% gap in 0.02 0.04 and 0.06 hours, and continue to improve after that. The results are consistent between both the training and testing scenario sets, indicating the robustness of this solution to unseen scenarios.

The SHA algorithms clearly need much less time to provide a solution of similar quality as compared with the benchmark algorithms. When comparing the SHA approximations to each other, it is not surprising that SHACV is faster than the other two. The SHACV only requires the solution of one the second stage problem, while the the certainty equivalent (SHACE) and extrema equivalent (SHAXE) approximations require the solution of two and three subproblems, respectively.

While all the SHA algorithms converge to the same value, there are some differences in the initial iterations. For SHACV, the solutions in the initial iterations are bad, then quickly improves. The other approximations contain a more detailed model of the problem and the initial iterations already produce solutions that are quite close to the optimal. Overall the SHACV has the best performance, but this was only achieved after extensive tuning of the parameters. Meanwhile, the SHACE and SHAXE algorithms are relatively insensitive to the tuning and still fast. We conclude that SHACE may provide the best trade-off between tuning and computational performance in many situations.
D. Impact of gas network on power system operations.

Finally, we assess the importance of coordinated gas-electric dispatch under uncertainty. We solve the two-stage optimal gas and power flow (OGPF) problem \(^1\) using the SHACV algorithm. To emphasize the gas generation, the gas supply cost and GFFP costs are reduced to 25 % of their original values while the non-GFFP costs are doubled. We compare the result with the solution of a two-stage OPF problem that represents the same electric system model, but does not include gas system constraints. This model is linear and can be solved directly using Gurobi. Both of these problems are solved using a 24 h time horizon and 80 training scenarios. The results are based on evaluating the same 80 training scenarios.

The temporal evolution of the electrical load and the range wind generation across all scenarios is shown in Fig. 3. This figure also shows the first stage generation dispatch that results from the OPF and from the OPGF problem. The total generation in each case is similar, however the amount of gas generation (indicated by the dashed lines) is reduced when the gas constraints are considered. Notice that there is a difference between the total electric load and the first-stage generation dispatch. This difference is due to the fact that we do not require the total amount of generation to match the total load, because we do not know how much wind generation will be available. This difference is however made up for in the second stage, ensuring a balanced system.

To compare the quality of first stage decisions obtained with and without considering the gas systems, we fix the first variables to the results from the OPF and OPGF problems and solve the second stage problem including both the electric and the gas network constraints. Generators can be redispached in response to different realizations of the wind generation, but it may also be necessary to spill wind and shed load (both in the electrical and gas systems) to obtain a feasible solution. A summary of the wind spill and load shed values is given in Table I (top). The OPGF is able to avoid any gas load shed and only incurs a maximum electric load shed of 0.52%. In contrast, the OPF sheds up to 5% of the electric load, and more than 15% of the gas load to maintain feasible operations. Figure 4 shows the average mitigation actions at each time step (expressed as a percentage of total load and wind availability). We observe that the wind spill is concentrated in the early hours of the day, when the load is low and the wind availability is high. The OPF solution causes electric and gas load shed in periods with low wind spill. The OPGF solution manages to keep feasible operations with almost no load shed (i.e., both gas and electric load shed are very close to zero throughout the day).

A breakdown of the first and second stage costs is given in Table I (bottom). We see that while the first stage costs are lower for the OPF than the OPGF, this is outweighed by a much higher second stage costs. When comparing the second stage cost for the OPF and the OPGF, we see that the electric system cost is higher for the OPGF, both on average and when considering the maximum and minimum values. However, the real difference is for the gas system cost, which is an order of magnitude larger for the OPF than the OPGF. This is because the first stage solution obtained with the OPF (i.e., without consideration of limitations in the gas system) leads to a large amount of non-GFPP load shedding in the second stage.

V. Conclusion

Gas-fired generation is a valuable source of flexibility in electric systems, and essential in managing variability and uncertainty from RES. However, this propagates RES uncertainty from the electric system into the gas system, and leads to an increased interdependence between the two infrastructures. In this paper, we formulate the gas-electric dispatch problem as a two-stage stochastic program with uncertain wind generation. The formulation accounts for the transient dynamic nature of natural gas system operations, which is important to accurately reflect the impact of uncertainty and short-term unbalanced gas operations. The drawback is that the resulting stochastic optimization problem is computationally challenging to solve. To address this challenge, we used a...
stochastic hybrid approximation algorithm. We proposed three different versions, based on different initial approximations. While all three formulations provide good results after tuning, we conclude that the approximation based on the certainty equivalent (SHACE) provides the best balance between ease of use (i.e., minimum tuning) and computational cost at each iteration. However, when appropriately tuned, the algorithm based on a simple convex approximation (SHACV) is faster and provides similarly good results. For the gas-electric scheduling problem, we were able to obtain solution times that is orders of magnitude faster than the benchmark approaches. Furthermore, we demonstrated that our algorithms achieve minimal load shed even in very challenging operational situations where scheduling without consideration of the natural gas system leads to significant load shed. In future work, we would like to pursue extended benchmarking and application of similar algorithms to other problems arising in coupled energy infrastructures.
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