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Abstract

In this paper, we consider a multi-access coded caching system with decentralized prefetching, where a server hosts $N$ files, each of size $F$ bits, and is connected to $K$ users through a shared link. There are $c$ caches distributed across the network and each of the $K$ users connects to a random set of $r \leq c$ caches. Initially, we consider the model in which each of the cache subsets is accessed by exactly a specific number of users. For this model, a novel linear delivery scheme is introduced, using which the closed-form expression for the per-user delivery rate is computed. Furthermore, using techniques from index coding, the optimality of the proposed linear delivery scheme among all linear delivery schemes is proved. The results of the decentralized shared caching and conventional decentralized caching schemes are recovered as special cases of the proposed model. The model is further generalized by allowing each cache subset to serve any number of users. This enhances the flexibility of the system, enabling it to accommodate any arbitrary number of users. A delivery scheme is proposed for the generalized model and is shown to be optimal for certain user-to-cache associations.
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I. INTRODUCTION

In this era of new-generation networks, internet and wireless networks are faced with the challenge of handling exponentially increasing data traffic due to the increasing use of multimedia sharing platforms. The nature of the distribution of such traffic shows strong temporal variability. As a result, the network encounters congestion during peak traffic hours while remains relatively under-utilized during off-peak hours. Coded caching is an effective strategy for mitigating network congestion, especially during peak hours by storing portions of data in the cache memories during off-peak hours [1].
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There are two phases in a caching problem: the prefetching phase and the delivery phase. The prefetching phase could either be centralized wherein a central server supervises the prefetching process [1], or decentralized where the files are randomly cached by the users without the involvement of the central server [2]. During the delivery phase, the demands of the users are revealed following which, the server devises transmissions such that the users are able to decode their demanded files from these transmissions and the cached contents.

Over recent years, there have been several reported extensions on the coded caching problem [3]–[12]. The focus of this paper is on multi-access coded caching, which allows a user to access multiple caches. Specifically, each user can access a set of $r$ caches in the network, where $r$ is called the cache access degree. The multi-access coded caching was motivated by the heterogeneous cellular architecture for a 5G cellular network with multiple Access Points (APs) [13]. Each AP can cache certain contents and has overlapping coverage areas, which enable each user to access multiple cache contents.

Various existing literature on multi-access coded caching largely focus on centralized prefetching. In this setting, [14]–[17] have incorporated multi-access coded caching framework with cyclic wrap-around cache access, where each user is allowed to access a distinct set of consecutive caches. It is to be noted that in cyclic wrap-around cache access, the number of users is equal to the number of caches in the network. In order to make the system flexible in terms of the number of users in the network, a centralized multi-access coded caching system is considered in [3], [4], [18], where each user can access an exclusive set of $r$ caches. In this framework, a set of $r$ caches is allowed to serve one user, which allows the number of users in the network to be $\binom{c}{r}$. Further, [19] considers the same system model as in [18] and utilizes techniques from index coding to derive a lower bound on transmission rates and to prove the optimality of the delivery scheme in [18]. Furthermore, in another multi-access coded caching model under centralized setting, the cache access degree $r$ can vary across different users and each cache subset of cardinality $r$ is allowed to serve equal number of users [20].

Several studies in the literature have also investigated multi-access coded caching with decentralized prefetching. Decentralized prefetching in multi-access coded caching is desirable since the centralized schemes require the knowledge of the exact number of caches during the prefetching phase. The current network scenario encounters a large number of routers and access points which can act as caches. This makes it difficult to know the exact number of caches that take part in the delivery phase during the prefetching phase since it is highly improbable that all of them will be simultaneously active. A prior
work in multi-access coded caching system with decentralized prefetching considers cyclic wrap-around cache access \cite{13}. Further, \cite{13} divides the demanded contents into discrete levels based on popularity and proposes a corresponding delivery algorithm. Additionally, the scheme in \cite{21} considers decentralized prefetching with cyclic wrap-around cache access and derives both upper and lower bounds on the per user delivery rate. However, similar system models, considering the scenario in \cite{20} for a specific $r$ or relaxing the constraint on the number of users in the system model of \cite{13, 21}, have not been considered in the decentralized prefetching setup which motivates us for this study.

To address the research gap outlined above, a multi-access coded caching model is considered in this paper wherein an arbitrary user is capable of accessing any set of $r$ caches instead of a distinct set of $r$ consecutive caches, as outlined in \cite{21}. Further, each set of $r$ caches is considered to serve $L$ users in contrary to the model outlined in \cite{13}, where each cache subset serves only one user. Here-forth, in this paper, such caching system is referred to as \textit{decentralized multi-access coded caching system with cache access degree $r$ and user association $L$}. This framework is further extended to a more general setting, where each of these subset of $r$ caches is accessed by any arbitrary number of users. This generalization removes all constraints on the number of users in the network. Such caching system is referred to as \textit{decentralized multi-access coded caching system with cache access degree $r$}.

The novel contributions of this paper are summarized as follows:

- A linear delivery scheme is proposed for the decentralized multi-access coded caching system with cache access degree $r$ and user association $L$, and a closed-form expression for the delivery rate of the proposed scheme is derived.
- The proposed scheme is demonstrated to be a generalization of the delivery schemes in \cite{2}, and \cite{22}. Specifically, the rate expressions in \cite{2} and \cite{22} are shown to be special cases of the proposed rate expression.
- Motivated by \cite{22}–\cite{24}, using techniques from index coding, the optimality of the proposed linear delivery scheme is proved among all linear delivery schemes for the decentralized multi-access coded caching setup with cache access degree $r$ and user association $L$.
- A linear delivery scheme is proposed for the decentralized multi-access coded caching system with cache access degree $r$. The optimality of the proposed delivery scheme for this general setting is proved for certain system parameters.

The remainder of this paper is organized as follows. In Section \ref{sec:sys_model} we present a system model for
the multi-access coded caching and provide a review on index coding. Section III provides a detailed description of the proposed linear delivery scheme for the considered framework along with the computation of transmission rate. The results pertaining to the optimality of the proposed delivery scheme are presented in Section IV. In Section V a generalized multi-access coded caching model is proposed and the corresponding delivery scheme is provided. This is followed by concluding remarks in Section VI.

Notations: For any positive integer \( k \), \([k]\) denotes the set of integers \( \{1, 2, \ldots, k\} \). For a set \( S \), \(|S|\) denotes its cardinality. For any set \( \mathcal{A} \), the set difference is represented as \( S \backslash \mathcal{A} \), where the elements in set \( \mathcal{A} \) are removed from set \( S \). For any binary vector \( \underline{b} \) of a certain length, the support of \( \underline{b} \) denoted as supp\((\underline{b})\) is the set of coordinates corresponding to the non-zero entries in \( \underline{b} \).

II. SYSTEM MODEL AND PRELIMINARIES

The client-server architecture considered in this paper comprises of a single server possessing \( N \) files \( W^1, W^2, \ldots, W^N \) each of size \( F \) bits. The system comprises of \( K \) users \( 1, 2, \ldots, K \) and \( c \) caches \( C_1, C_2, \ldots, C_c \), each having normalized size \( M \), with \( 0 \leq M \leq N \) capable of storing \( MF \) bits. In multi-access coded caching, each user is allowed to access \( r \leq c \) cache subsets, making \( r \) the cache access degree. Consequently, there are in total \( \binom{c}{r} \) subsets of cache indices with cardinality \( r \). Each of these cache subsets is allowed to serve \( L \) users. An instance of this system model is illustrated in Fig. 1 where \( N = K = 12, c = 4, L = 2, \) and \( r = 2 \).

A multi-access coded caching system with cache access degree \( r \) and user association \( L \) typically operates in three phases: the prefetching phase, the user-to-cache association phase, and the delivery phase. In the prefetching phase, decentralized prefetching, as outlined in [2], is utilized. Here, each cache independently stores a subset of \( \frac{MF}{N} \) bits from each of the \( N \) files, chosen uniformly at random. Accordingly, each bit of a file is equally likely of being cached in a cache with a probability of \( \gamma = M/N \). Thus, we can say that each cache stores \( \gamma F \) bits of each of the \( N \) files at random. Considering \( N \) files, the total size of the subfiles stored in one cache is given by \( MF \) bits which is same as the size of each normalized cache memory. After the prefetching phase, each file \( W^i \), \( i \in [N] \) is viewed to be split into \( W^i_S, \forall S \subseteq [c] \), where \( W^i_S \) denotes the set of bits of the file \( W^i \) present in every cache having their indices in \( S \) and absent from all other caches. There are \( 2^c \) such subfiles per file. For sufficiently large file size \( F \), by the law of large numbers,

\[
|W^i_S| \approx \gamma^{|S|}(1 - \gamma)^{c-|S|}F. \quad (1)
\]
Fig. 1: System model of the multi-access coded caching scheme for $N = K = 12$, $c = 4$, $L = 2$, and $r = 2$.

For the instance of the multi-access coded caching system considered in Fig. 1, the $N$ files are $W^1, W^2, \ldots, W^N$. Following the decentralized prefetching scheme, each file $W^i$ is viewed to be split into $2^4 = 16$ subfiles $W^i_S$, $\forall S \subseteq \{1, 2, 3, 4\}$.

After the prefetching phase in which the caches are filled, each user gets associated to a group of caches in the user-to-cache association phase. Specifically, each user is randomly allowed to access a set of $r$ caches, with the constraint that each cache subset can serve only $L$ users. Let $\mathcal{C}_i, i \in \binom{\ell}{c}$ denote the subsets of cache indices each having cardinality $r$. These subsets of cache indices are arranged in a specific order by mapping each subset to a binary vector of length $c$. For each of these binary vectors, the numbering of the coordinates begins from the least significant bit. Consider an arbitrary subset of cache indices $\mathcal{C}_z = \{z_1, z_2, \ldots, z_r\}$. The set $\mathcal{C}_z$ is mapped to a binary vector $\mathbf{b}_z$ such that $supp(\mathbf{b}_z)$ is equal to $\mathcal{C}_z$. The sets $\mathcal{C}_1, \mathcal{C}_2, \ldots, \mathcal{C}_{\binom{\ell}{c}}$ are ordered such that the decimal equivalent of its corresponding mapped binary vectors are in ascending order. Initially, we consider the multi-access coded caching model with each set of $r$ caches accessed by $L$ number of users. Since $L$ users access each set of $r$ caches, the decentralized multi-access coded caching system with cache access degree $r$ and user association $L$ can support a total of $K = L \binom{\ell}{c}$ users. The users associated to the set of cache indices $\mathcal{C}_i$ is denoted as $\mathcal{U}_i$. The $\ell$-th user in the set $\mathcal{U}_i$ is indicated as $u_i(\ell)$, where $\ell \in [L]$. The $K$ users are arranged as $u_1(1), u_1(2), \ldots, u_1(L), \ldots, u_i(\ell), \ldots, u_{\binom{\ell}{c}}(1), \ldots, u_{\binom{\ell}{c}}(L)$. In the decentralized multi-access coded caching system considered in Fig. 1, each user set of $L = 2$ users is associated with $r = 2$ caches, resulting in an edge degree of two for each user set. The total number of cache-to-user edges is equal to $r \binom{\ell}{c} = 12$. As shown in Fig. 1, the users in the user sets are arranged as $u_1(1) = 1, u_1(2) = 2, \ldots, u_6(2) = 12$.

During the delivery phase, each user reveals its demand to the server. The demands of all the users
in the system are described by a demand vector \( \mathbf{d} = \left( d(u_1(1)), \ldots, d(u_1(L)), \ldots, d(u_j(L)) \right) \), where \( d(u_i(\ell)) \) is the index of the file demanded by the user \( u_i(\ell) \). The server has to ensure that each user can decode the demanded file from its transmissions and the cache contents of \( r \) caches accessed by the user. A rate \( R \) is said to be achievable if the server can deliver the demands of all the users without any error using \( RF \) transmissions. Since the number of users served may be different for various schemes, rate per user or per user rate \( \frac{R}{K} \) is the metric used for comparison between various schemes as in [25], [26]. The focus of the paper is on the set of achievable per user rates considering distinct demands for the decentralized multi-access coded caching problem with cache access degree \( r \) and user association \( L \), which is denoted as \( \mathcal{R}_D(M, r, L) \). The optimal achievable per user rate \( R_D^*(M, r, L) \) is the minimum among \( \mathcal{R}_D(M, r, L) \) achieved using linear delivery schemes. In this paper, we obtain this optimal rate \( R_D^*(M, r, L) \).

We use techniques from index coding to prove the optimality of the proposed linear delivery scheme. In the remaining part of the section we review index coding and its connection with coded caching.

A. Review of Index Coding

The problem of index coding was introduced in [27]. An instance \( I \) of an index coding problem consists of a source possessing \( n \) messages \( x_1, x_2, \ldots, x_n \), and \( k \) receivers \( R_1, R_2, \ldots, R_k \). Each message \( x_i \in \mathbb{F}_q \), \( \forall i \in [n] \), where \( \mathbb{F}_q \) is a finite field with cardinality \( q \). A subset of messages with indices \( X_i \) is available with each receiver and is referred to as the side information. Each receiver \( R_i \) demands a message with index \( f(i) \) such that \( f(i) \not\in X_i \). A linear index code is a set of linear combinations of messages transmitted by the source to deliver all the demands of the receivers. The minimum number of linear transmissions which the source has to make to deliver the demands is the length of an optimal linear index code denoted by \( \kappa(I) \). Another quantity of interest in an index coding problem \( I \) is the generalized independence number \( \alpha(I) \). For every receiver \( R_i, i \in [k] \), a set \( \mathcal{B}_i = [n] \setminus (\{f(i)\} \cup X_i) \) is considered. From sets \( \mathcal{B}_i, i \in [k] \), the set \( \mathcal{J}(I) \triangleq \bigcup_{i \in [k]} \{\{f(i)\} \cup B_i : B_i \subseteq \mathcal{B}_i\} \) is obtained. A subset \( \mathcal{H} \subseteq [n] \) is called a generalized independent set of \( I \) if every subset of \( \mathcal{H} \) belongs to the set \( \mathcal{J}(I) \). The generalized independence number \( \alpha(I) \) is the size of the largest generalized independent set of \( I \). In [28], it is shown that the generalized independence number is a lower bound on the length of an optimal linear index code. Hence for any index coding problem \( I \), we have

\[
\alpha(I) \leq \kappa(I).
\]
B. Index Coding and Coded Caching

The delivery phase of a multi-access coded caching system can be modelled as an instance of an index coding problem. During the prefetching phase the cache contents are filled and these can be accessed by the users. These cached contents therefore act as side information in the corresponding index coding problem. Observe that there are $N^K$ possible demand vectors in a coded caching problem. Each of these $N^K$ possible demand vectors will result in a distinct index coding problem. Hence, a coded caching scheme consists of $N^K$ parallel index coding problems, each corresponding to one of the $N^K$ possible demand vectors. The work carried out in [22]–[24], [29] and [30] have utilized the link between index coding and coded caching to obtain a lower bound on delivery rates. Following a similar idea, in this paper, a lower bound on transmission rates is derived, which is further utilized to prove the optimality of the proposed scheme.

III. Delivery Scheme

In this section, we propose an algorithm to deliver the demands of all the users for a decentralized multi-access coded caching system with cache access degree $r$ and user association $L$. The proposed algorithm uses a partitioning of subsets of cache indices with cardinality greater than or equal to $r$, for describing the transmissions made by the server. This description is required to prove the optimality of the proposed scheme in Section IV and further generalization in Section V. Hence, we first define certain sets and obtain a partition of subsets of cache indices with cardinality greater than or equal to $r$, before describing the algorithm.

A. Partitioning of Subsets of Cache Indices

For any $i \in \left[\binom{c}{r}\right]$, we first define the set $C_i \triangleq \bigcup_{z \in [i]} C_z$. Let $P_i$ denote the power set of $[c] \setminus C_i$. We define $A_i$ which is a collection of subsets of cache indices with cardinality greater than or equal to $r$ as

$$A_i \triangleq \left\{C_i \cup P_{(i,k)} : \forall P_{(i,k)} \in P_i, k \in \left[|P_i|\right]\right\}.$$  

There are $|P_i|$ sets in $A_i$. The $k$-th set in $A_i$ is denoted as $A_{(i,k)}$ for $k \in \left[|P_i|\right]$. Note that every set $A_{(i,k)}$ has cardinality greater than or equal to $r$ since it is $C_i \cup P_{(i,k)}$ and $|C_i| = r$. We show that the sets $A_i, i \in \left[\binom{c}{r}\right]$ forms a partition of subsets of cache indices with cardinality greater than or equal to $r$.

Lemma 1: For any $k \in \left[\binom{c}{r}\right]$, the set $C_k = [m]$, where $m = \max_{i \in C_k} \{i\}$.


Proof: Recall that each $\mathcal{C}_i$ is mapped to a binary vector $b_i$, and these binary vectors $b_1, b_2, \ldots, b_\binom{s}{r}$, are such that the decimal equivalent of $b_i$ is less than the decimal equivalent of $b_j$ for $i < j$. Consider the set $\mathcal{C}_k$ having $m = \max\{i\}$. From the mapping of $\mathcal{C}_i$ to the binary vectors, it can be observed that every $r$ element subset of $[m-1]$ will correspond to a $\mathcal{C}_i$ with $i < k$. Hence, the set $\mathcal{C}_k = \bigcup_{z\in[k]}\mathcal{C}_z$ has all the indices from 1 to $m$.

Lemma 2: Any subset $S \subseteq [c]$ having cardinality greater than or equal to $r$ belongs to the set $\bigcup_{\forall i \in \binom{c}{r}} \mathcal{A}_i$.

Proof: Consider $S \subseteq [c]$ to be an arbitrary subset of cache indices with $|S| = s$ and $s \geq r$. There are $\binom{s}{r}$ subsets of set $S$ each having cardinality $r$. Let these $\binom{s}{r}$ subsets be $\mathcal{C}_{k_1}, \mathcal{C}_{k_2}, \ldots, \mathcal{C}_{k_{\binom{s}{r}}}$, with $k_1 \leq k_2 \leq \ldots \leq k_{\binom{s}{r}}$. The set $S$ can be viewed as $S = \mathcal{C}_{k_1} \cup X$, where $\mathcal{C}_{k_1} \cap X = \emptyset$. We now show that every element of $X$ belongs to the set $[c]\\{m_{k_1}\}$ where $m_{k_1} = \max\{i\}$. Towards this, assume that there exists an element $p \in X$, such that $p < m_{k_1}$. Construct the set $\mathcal{C}_{k_j} = (\mathcal{C}_{k_1} \cup \{p\}) \setminus \{m_{k_1}\}$. Note that $|\mathcal{C}_{k_j}| = r$ and $k_j \leq k_1$. This contradicts our assumption that $k_1 \leq k_2 \leq \ldots \leq k_{\binom{s}{r}}$. Hence, $X \subseteq [c]\\{m_{k_1}\}$. This implies that $X \subseteq \mathcal{P}_{k_1}$ from Lemma 1. Hence, $S \subseteq \mathcal{A}_{k_1}$. Since $S$ is arbitrarily chosen, any subset of $[c]$ having cardinality greater than or equal to $r$ is also available in $\bigcup_{\forall i \in \binom{c}{r}} \mathcal{A}_i$.

Lemma 3: For $\mathcal{A}_i$ and $\mathcal{A}_j$, where $i \neq j$ and $i, j \in \binom{c}{r}$, we have $\mathcal{A}_i \cap \mathcal{A}_j = \emptyset$.

Proof: Without loss of generality, let us consider $i < j$ for the following proof. Let us assume that $\mathcal{A}_i \cap \mathcal{A}_j \neq \emptyset$ which implies that there exists at least a set $S \subseteq \mathcal{A}_i \cap \mathcal{A}_j$ such that $S = \mathcal{P}_{(i,m)} \cup \mathcal{C}_i$ and $S = \mathcal{P}_{(j,n)} \cup \mathcal{C}_j$. Since, $\mathcal{C}_i \neq \mathcal{C}_j$, there exists at least one $x$ such that $x \in \mathcal{C}_i$ and $x \notin \mathcal{C}_j$. For $\mathcal{P}_{(i,m)} \cup \mathcal{C}_i = \mathcal{P}_{(j,n)} \cup \mathcal{C}_j$ to be true, $x$ must belong to $\mathcal{P}_{(j,n)}$. However, this is not possible as $\mathcal{P}_{(j,n)} \subseteq [c]\\{m_j\}$ (since $C_j = \{m_j\}$ from Lemma 1). $\mathcal{C}_i \in [m_i]$, and $m_j > m_i$, where $m_j = \max\{z\}$ and $m_i = \max\{z\}$. This contradicts our assumption that $\mathcal{A}_i \cap \mathcal{A}_j \neq \emptyset$, which completes the proof.

Using Lemmas 2 and 3, we assert that every subset of $[c]$ with cardinality greater than or equal to $r$ occurs once in $\bigcup_{\forall i \in \binom{c}{r}} \mathcal{A}_i$. We now illustrate the above-defined sets through an example below.

Example 1: Consider the decentralized multi-access coded caching system in Fig 1. There are $N$ files, $c = 4$ number of caches, and cache access degree $r = 2$. The set of cache indices $\{1, 2, 3, 4\}$ is partitioned into $\binom{4}{2} = 6$ subsets $\mathcal{C}_1, \mathcal{C}_2, \ldots, \mathcal{C}_6$. The sets $\mathcal{P}_i$ and $\mathcal{A}_i$, $\forall i \in \binom{c}{r}$, are provided in Table I. We can see from Table I that $\mathcal{A}_i, i \in \forall i \in \binom{c}{r}$ partitions all subsets of cache indices having cardinality greater than or equal to two. We want to highlight that the sets $\mathcal{A}_i, i \in \forall i \in \binom{c}{r}$ can be generated with the
TABLE I: The set $\mathcal{P}_i$ and its corresponding $\mathcal{A}_i, \forall i \in \binom{4}{r}$ for Example 1

| $i$ | $\mathcal{P}_i$ | $\mathcal{A}_i$ |
|-----|---------------|----------------|
| 1   | $\{(3,4), \{3\}, \{4\}, \emptyset\}$ | $\{(1,2,3,4), \{1,2,4\}, \{1,2,3\}, \{1,2\}\}$ |
| 2   | $\{\{4\}, \emptyset\}$ | $\{\{1,3\}, \{1,3\}\}$ |
| 3   | $\{\{4\}, \emptyset\}$ | $\{\{2,3\}, \{2,3\}\}$ |
| 4   | $\{\emptyset\}$ | $\{\{1,4\}\}$ |
| 5   | $\{\emptyset\}$ | $\{\{2,4\}\}$ |
| 6   | $\{\emptyset\}$ | $\{\{3,4\}\}$ |

knowledge of cache access degree $r$ and the total number of caches $c$. The partitioning is independent of $L$ and the demands of the users.

B. Delivery Algorithm

In this subsection, we present our delivery scheme which utilizes the grouping of subsets of cache indices outlined in Section III-A. The transmissions performed by the server are described in Algorithm 1. For all $i \in \binom{4}{r}$, the server performs transmissions corresponding to every $A_{(i,k)} \in \mathcal{A}_i$, where $k \in \{|\mathcal{A}_i|\}$. For each $A_{(i,k)}$, the steps 5 through 7 in Algorithm 1 iterates $L$ times, implying that the server makes $L$ transmissions corresponding to the set $A_{(i,k)}$. The $\ell$-th transmission, $\ell \in \{L\}$, is of the form $\bigoplus_{z \in \binom{4}{r}} W_{A_{(i,k)} \setminus \mathcal{C}_{z}}^{d(\mu_{r}(f))}$, which is shown in step 6.

Algorithm 1 Proposed algorithm

1: procedure DELIVERY
2: for $i = 1, 2, \ldots, \binom{4}{r}$ do
3:   for $k = 1, 2, \ldots, \{|\mathcal{A}_i|\}$ do
4:     for $A_{(i,k)} \in \mathcal{A}_i$ do
5:       for all $\ell \in \{L\}$ do
6:         server transmits $\bigoplus_{z \in \binom{4}{r}} W_{A_{(i,k)} \setminus \mathcal{C}_{z}}^{d(\mu_{r}(f))}$
7:       end for
8:     end for
9:   end for
10: end for
11: end procedure

In Algorithm 1 the transmissions are done corresponding to every $A_{(i,k)} \in \mathcal{A}_i$, where $k \in \{|\mathcal{A}_i|\}$. Recall that from Lemmas 2 and 3 we assert that $\bigcup_{i \in \binom{4}{r}} \mathcal{A}_i$ correspond to all the subsets of $\{c\}$ having cardinality greater than or equal to $r$. Hence the server makes transmissions for every $S \subseteq \{c\}$ having cardinality greater than or equal to $r$. For such a subset $S$, the server makes $L$ transmissions. The $\ell$-th
transmission is of the form $\bigoplus_{S \subseteq \mathcal{C}_z} W_{d(u_2(\ell))}^{d(S \setminus S_z)}$, where $\ell \in [L]$. Hence, Algorithm I can also be described by considering all such subsets $S \subseteq [c]$ having cardinality greater than or equal to $r$. However, we have chosen to describe our delivery scheme as outlined in Algorithm I so that the optimality of the proposed scheme can be proved in Section V and our description could be extended to a more general setting in Section V.

Example 2: Consider the instance of the decentralized multi-access coded caching setting described in Example 1. After the user-to-cache association phase, each of the 12 users reveals its demands. Let the demands of these users be represented by a demand vector $d = (1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12)$. The server makes transmissions corresponding to every subset of cache indices having cardinality greater than or equal to $r = 2$. All such subsets are provided in Table II. As an example, we explicitly illustrate the transmissions made for the set $A_{(1,3)} = \{1, 2, 3\}$ belonging to $\mathcal{A}_1$. The steps 5 through 7 of Algorithm 1 iterate $L = 2$ times, implying that corresponding to the subset $\{1, 2, 3\}$, the server transmits twice. The first transmission as per step 6 of Algorithm 1 for $\ell = 1$, is $W_{\{3\}}^{d(u_1(1))} \ominus W_{\{2\}}^{d(u_2(1))} \ominus W_{\{1\}}^{d(u_3(1))}$. For the considered demand vector $d$, the above transmission is $W_{\{3\}}^{1} \ominus W_{\{2\}}^{3} \ominus W_{\{1\}}^{5}$. Similarly, the second transmission for $\ell = 2$, is $W_{\{3\}}^{d(u_1(2))} \ominus W_{\{2\}}^{d(u_2(2))} \ominus W_{\{1\}}^{d(u_3(2))}$ which is same as $W_{\{3\}}^{2} \ominus W_{\{2\}}^{4} \ominus W_{\{1\}}^{6}$. All the transmissions made by the server in step 6 of the algorithm, for each set in every cache partition $\mathcal{A}_i$, are explicitly provided in Table II. We now show how the demand of user $u_1(1)$ gets delivered using the proposed transmissions. User $u_1(1)$ requires the subfiles $W_{\emptyset}^{1}$, $W_{\{3\}}^{1}$, $W_{\{4\}}^{1}$ and $W_{\{3,4\}}^{1}$ of the demanded file $W^{1}$. The remaining subfiles of $W^{1}$ are available in the caches accessed by $u_1(1)$. The subfile $W_{\{3,4\}}^{1}$ is decoded from the XORed transmission corresponding to the subset $\{1, 2, 3, 4\}$ since except $W_{\{3,4\}}^{1}$ all the files in the XORed transmission are available at the caches accessed by the user $u_1(1)$. The files $W_{\{3\}}^{1}$ and $W_{\{4\}}^{1}$ are decoded from the transmissions corresponding to the subsets $\{1, 2, 3\}$ and $\{1, 2, 4\}$ respectively. The subfile $W_{\emptyset}^{1}$ is directly obtained from the transmission corresponding to the subset $\{1, 2\}$. Hence, the demand of the user $u_1(1)$ is delivered. Similarly, it can be verified using Table III that the demands of all the users are met using the transmissions from the server and the cache contents accessible to the respective users.

In Theorem I below, we prove that the proposed algorithm delivers the demands of all the users in general.

Theorem 1: For a decentralized multi-access coded caching system with cache access degree $r$ and user association $L$, Algorithm 1 delivers the demands of all the users.
Proof: Consider an arbitrary user \( u_a(\ell) \) demanding a file \( W^d(u_a(\ell)) \), where \( a \in \binom{c}{c} \). The bits in the demanded file \( W^d(u_a(\ell)) \) can be written as \( \bigcup_{D \subseteq [c]} W^d_D(u_a(\ell)) \). All the subfiles \( W^d_D(u_a(\ell)) \) with \( \mathcal{C}_a \cap D \neq \emptyset \) are available with the caches associated to user \( u_a(\ell) \). The server needs to deliver the bits \( \bigcup_{D \subseteq [c]} W^d_D(u_a(\ell)) \), with \( \mathcal{C}_a \cap D = \emptyset \). For any such set \( D_1 \), where \( \mathcal{C}_a \cap D_1 = \emptyset \), consider the set \( S = D_1 \cup \mathcal{C}_a \). Since \( S \subseteq [c] \) has cardinality greater than or equal to \( r \), from Lemmas 2 and 3 we have \( S \) occurring exactly once in \( \bigcup_{i \in \binom{c}{c}} \mathcal{A}_i \). Accordingly, there exist exactly one \( A_{i,k} \) that is mapped to \( S \), for some \( i \in \binom{c}{c} \) and \( k \in [\vert \mathcal{A}_i \vert] \). Thus, according to the proposed delivery scheme, the transmission

\[
\bigoplus_{z \in \binom{c}{c}} W^d_{A_{i,k}\setminus \mathcal{C}_z}(\ell) \text{ XORed with terms comprising the bits available in at least one cache having its index belonging to } \mathcal{C}_a.
\]

is made by the server. Note that since \( D_1 = S \setminus \mathcal{C}_a = A_{i,k}\setminus \mathcal{C}_a \), the above transmission includes a term \( W^d_{D_1}(u_a(\ell)) \) XORed with other terms comprising the bits available in at least one cache having its index belonging to \( \mathcal{C}_a \). Thus, the user \( u_a(\ell) \) is able to decode \( W^d_{D_1}(u_a(\ell)) \) from the above transmission as all other XORed terms are available in its cache. Since \( D_1 \) is arbitrarily chosen, any file \( W^d_D(u_a(\ell)) \) with \( \mathcal{C}_a \cap D = \emptyset \) can be decoded by the user \( u_a(\ell) \). Furthermore, since the user \( u_a(\ell) \) is arbitrarily chosen, the proposed scheme delivers all the demands of all the users.

C. Per user transmission rate

For the proposed delivery scheme, Theorem 2 below computes the per user transmission rate.

Theorem 2: For \( N \geq K, r \in [c] \), and \( 0 \leq M \leq N \), the per user transmission rate of the delivery scheme described in Algorithm 1 is

\[
\frac{L }{K} \sum_{s=r}^{c} \binom{c}{s} y^{s-r} (1 - \gamma)^{c-s+r}.
\]

(4)
Proof: From Algorithm 1 corresponding to a set \( A_{(i,k)} \in A_i \), the server makes \( L \) transmissions. The \( \ell \)-th transmission is of the form

\[
\bigoplus_{z \in \binom{[c]}{s}} W^{d(u_z(\ell))}_{A_{(i,k)} \setminus z^*},
\]

where \( i \in \binom{[c]}{k} \), \( k \in |A_i| \), and \( \ell \in [L] \). The size of each of these \( L \) transmissions is

\[
\gamma^{|A_{(i,k)}|} (1 - \gamma)^{|A_{(i,k)}| + r} F
\]

bits. The server makes such transmissions for all \( A_{(i,k)} \). As per Lemmas 2 and 3 there is one-to-one mapping between the subsets of \([c]\) having cardinality greater than or equal to \( r \) and the sets in \( \bigcup_{i \in \binom{[c]}{k}} A_i \). This implies that the server makes transmissions for all subsets of \([c]\) having cardinality greater than or equal to \( r \). Hence \(|A_{(i,k)}|\) takes values from \( r \) to \( c \). For an arbitrary \( s \geq r \), the number of \( A_{(i,k)} \) having cardinality \( s \) is \( \binom{c}{s} \). The total number of bits transmitted made by the server corresponding to \( \binom{c}{s} \) subsets of \([c]\) having cardinality \( s \) is

\[
L \binom{c}{s} \gamma^{s-r} (1 - \gamma)^{c-s+r} F.
\]

As \( s \) ranges from \( r \) to \( c \), the total number of transmitted bits is

\[
L \sum_{s=r}^{c} \binom{c}{s} \gamma^{s-r} (1 - \gamma)^{c-s+r} F.
\]

Upon normalizing over \( F \) and \( K \), we obtain the per user transmission rate. This completes the proof.

Remark 1: The problem considered in [22] for the scenario of each cache being accessed by an equal number of users is a special case of our proposed model with \( r = 1 \). Observe that when \( r = 1 \), the per user rate expression in (4) reduces to

\[
\frac{L}{K} \sum_{s=1}^{c} \binom{c}{s} \gamma^{s-1} (1 - \gamma)^{c-s+1} = \frac{L(1 - \gamma)}{K\gamma} \sum_{s=1}^{c} \binom{c}{s} \gamma^{s} (1 - \gamma)^{c-s}
\]

\[
= \sum_{i=1}^{c} \frac{L}{K} (1 - \gamma)^i (1 - (1 - \gamma)^c)]
\]

\[
= \frac{L}{K} \sum_{i=1}^{c} (1 - \gamma)^i.
\]
The step (b) in (5) is obtained by viewing \( \frac{L (1 - \gamma)}{K \gamma} [1 - (1 - \gamma)^c] \) as the sum of geometric progression \( \frac{L}{K} \sum_{i=1}^{c} (1 - \gamma)^i \). The total transmission rate \( L \sum_{i=1}^{c} (1 - \gamma)^i \) is same as that presented in [22] for the decentralized shared caching scenario with each cache serving equal number of users. On further substituting \( L = 1, \forall i \in [c] \) in step (a) of (5), the total rate

\[
\frac{1}{\gamma} (1 - \gamma)(1 - (1 - \gamma)^c)
\]

is obtained, which is the rate expression derived in [2] for the classical decentralized coded caching.

The per user transmission rates of our proposed scheme \( \forall r \in \{2, 3, 4\} \) considering \( c = 4 \) and \( N = K = 12 \), and the per user transmission rate presented in [2] for \( c = 4 \) and \( N = K = 4 \) are illustrated in Fig. 2. It is observed that the per user transmission rates reduce with the increase in the cache access degree \( r \) as expected.

![Fig. 2: Per user transmission rates of our proposed scheme \( \forall r \in \{2, 3, 4\} \) considering \( c = 4 \) and \( N = K = 12 \), and the per user transmission rate in [2] for \( c = 4 \) and \( N = K = 4 \) are plotted against \( \frac{M}{N} \).](image)

**Remark 2:** An alternate expression for the per user transmission rate, obtained in Theorem 2, is computed using the delivery scheme outlined in Algorithm 1. Recall that for an arbitrary set \( A_{(i,k)} \in A_i, \forall i \in \binom{[c]}{r} \), the server makes \( L \) transmissions, each of size \( \gamma^{\binom{c}{r} - r} (1 - \gamma)^{c - \binom{c}{r} + r} F \) bits. Therefore, the total number of bits transmitted corresponding to \( \bigcup_{i \in \binom{[c]}{r}} A_i \) is

\[
L \sum_{i=1}^{\binom{[c]}{r}} \sum_{k=1}^{\binom{c}{r}} \gamma^{\binom{c}{r} - r} (1 - \gamma)^{c - \binom{c}{r} + r} F.
\]
Upon normalizing over $F$ and $K$, we get per user transmission rate. From Lemmas 2 and 3 we can say that the rate obtained in (6) is same as that computed in (4). This alternate expression for the per user transmission rate obtained above is utilized in Sections IV and V.

D. Comparison with centralized scheme

For $L = 1$, the proposed system model in this paper becomes the model considered in [18]. However, this paper considers decentralized prefetching whereas the prefetching is centralized in [18]. We compare the per user transmission rate for both the schemes considering an instance of the caching problem having $c = 7, r = 3$, and $N = K = 35$ in Fig. 3. As expected centralized prefetching outperforms decentralized prefetching. Nevertheless, decentralized prefetching is more preferable, especially in large networks.

![Fig. 3: Per user transmission rates of our proposed scheme and the scheme in [18] considering $c = 7, r = 3$, and $N = K = 35$ are plotted against $M$.](image)

IV. Optimality of the Delivery Scheme

In this section, we prove the optimality of the proposed delivery scheme by using techniques from index coding. As mentioned in Section II, the delivery phase of every coded caching problem can be viewed as an instance of an index coding problem. For the decentralized multi-access coded caching with cache access degree $r$ and user association $L$, let the delivery phase correspond to an instance of an index coding problem $I_{DM}$. Each bit of a file of size $F$ bits in the multi-access caching system corresponds to a distinct message in $I_{DM}$. Each user in a decentralized multi-access coded caching system is equivalent to a collection of maximum of $F$ receivers, each demanding a single bit of the message,
in $I_{DM}$. Hence, the index coding problem $I_{DM}$ has a maximum of $NF$ messages and $KF$ receivers.

The contents cached during the prefetching phase behave as the side information. Every receiver of the index coding problem can be denoted by $u_i(\ell, y)$ which demands the $y$-th bit of the file demanded by the user $u_i(\ell)$ of the multi-access decentralized caching system, where $y \in [F], \ell \in [L]$ and $i \in \binom{c}{r}$. For the receiver $u_i(\ell, y)$, let $X_i$ denote the set of bits in $C_i$ and $d(u_i(\ell, y))$ denote the demanded bit. We define the set $B_{u_i(\ell, y)} = [NF] \setminus \{d(u_i(\ell, y))\} \cup X_i$, using which we define the set $\mathcal{J}(I_{DM})$ as $\mathcal{J}(I_{DM}) = \bigcup_{i \in \binom{c}{r}} \bigcup_{\ell \in [L]} \bigcup_{y \in [F]} \{d(u_i(\ell, y))\} \cup B_{u_i(\ell, y)} : B_{u_i(\ell, y)} \subseteq B_{u_i(\ell, y)}$. We aim to determine the generalized independence number $\alpha(I_{DM})$. Consequently, we give an explicit construction of an independent set. Recall that $C_i = \bigcup_{z \in [r]} C_z, \forall i \in \binom{c}{r}$ and $P_i$ denote the power set of $[c] \setminus C_i, \forall i \in \binom{c}{r}$. This grouping of sets assists in the construction of an independent set.

A lower bound on the generalized independence number $\alpha(I_{DM})$ is obtained in Lemma 4 below.

**Lemma 4:** For the index coding problem $I_{DM}$ corresponding to the delivery phase of a decentralized multi-access coded caching system with cache access degree $r$ and user association $L$, we have

$$\alpha(I_{DM}) \geq L \left[ \sum_{i=1}^{\binom{c}{r}} \sum_{k=1}^{\lvert P_{i}(k) \rvert} \gamma^{\lvert P_{i}(k) \rvert} (1 - \gamma)^{c - \lvert P_{i}(k) \rvert} \right] F. \quad (7)$$

**Proof:** This statement is proved by explicitly constructing an independent set of $I_{DM}$. We consider the set of bits

$$\mathcal{Y}(I_{DM}) = \bigcup_{i \in \binom{c}{r}, \ell \in [L], S \in P_i} W^{u_i(\ell)}_{S} \quad (8)$$

and subsequently show that the set $\mathcal{Y}(I_{DM})$ is an independent set by proving that every subset of $\mathcal{Y}(I_{DM})$ belongs to the set $\mathcal{J}(I_{DM})$. Since each set of bits in the set $\mathcal{Y}(I_{DM})$ is demanded by a set of receivers, this confirms that these set of bits are present as singletons in the set $\mathcal{J}(I_{DM})$. Consider the set of bits in any $J$ subfiles in $\mathcal{Y}(I_{DM})$ as

$$D = \{W^{u_{z_1}(\ell_1)}_{S_1}, W^{u_{z_2}(\ell_2)}_{S_2}, \ldots, W^{u_{z_J}(\ell_J)}_{S_J} \} \subseteq \mathcal{Y}(I_{DM}),$$

where $z_1 \leq z_2 \leq \ldots \leq z_J, S_j \in P_{z_j}, z_j \in \binom{c}{r}, \ell_j \in [L], \text{ and } j \in [J]$. To show that the set $D$ belongs to $\mathcal{J}(I_{DM})$, it is enough to show that the set of receivers, each demanding a bit in $W^{u_{z_1}(\ell_1)}_{S_1}$, which are associated to the user $u_{z_1}(\ell_1)$ do not have any bits in $D$ as their side information. To prove this, let
us consider an arbitrary \( z_j \) such that \( z_j \geq z_1 \). Recall that \( C_{z_j} = \bigcup_{p \in [c] \setminus C_{z_j}} P_{z_j} \) and \( P_{z_j} \) is the power set of \([c] \setminus C_{z_j}\). This implies that \( C_{z_j} \cap S_j = \phi \) as \( S_j \in P_{z_j} \) and \( z_j \geq z_1 \). Since \( z_j \) is arbitrarily chosen and \( z_1 \leq z_2 \leq \ldots \leq z_J \), the set of receivers, each demanding a bit in \( W_{u_{z_j}(\ell_1)} \), which are associated to the user \( u_{z_1}(\ell_1) \) do not have any bits in \( D \) as their side information. This implies that \( D \in \mathcal{F}(I_{DM}) \). Since \( D \) is arbitrarily chosen, this proves that all the subsets of \( \mathcal{Y}(I_{DM}) \) are in the set \( \mathcal{F}(I_{DM}) \).

We now calculate the cardinality of the set \( \mathcal{Y}(I_{DM}) \). Consider the set \( P_i \). For the \( k \)-th set \( P_{(i,k)} \), the number of bits in \( W_{P_{(i,k)}}^{u_{(i,k)}} \) is equal to

\[
\gamma|P_{(i,k)}|(1 - \gamma)^{c - |P_{(i,k)}|} F.
\]

Considering all sets in \( P_i \) we obtain the number of bits for a particular \( \ell \) and \( i \) as

\[
\sum_{k=1}^{|P_i|} \gamma|P_{(i,k)}|(1 - \gamma)^{c - |P_{(i,k)}|} F.
\]

Since, \( \ell \in [L] \) and \( i \in [L]\), the cardinality of \( \mathcal{Y}(I_{DM}) \) is equal to

\[
\left[ \sum_{i=1}^{L} \sum_{k=1}^{P_i} \gamma|P_{(i,k)}|(1 - \gamma)^{c - |P_{(i,k)}|} \right] F.
\]

Since \( \mathcal{Y}(I_{DM}) \) is a generalized independent set and \( \alpha(I_{DM}) \) is the size of the largest generalized independent set, the statement of this lemma is proved.

**Lemma 5:** For the index coding problem \( I_{DM} \) corresponding to the delivery phase of a decentralized multi-access coded caching system with cache access degree \( r \) and user association \( L \), we have

\[
\kappa(I_{DM}) = \left[ L \sum_{i=1}^{L} \sum_{k=1}^{\mathcal{A}_j} \gamma^{|A_{(i,k)}| - r} (1 - \gamma)^{c - |A_{(i,k)}| + r} \right] F. \tag{9}
\]

**Proof:** For the index coding problem \( I_{DM} \), we have \( \kappa(I_{DM}) \) as the optimal solution. Since our delivery phase corresponds to an instance of \( I_{DM} \), the number of bits transmitted by our proposed scheme is a solution to this index coding problem. As \( \kappa(I_{DM}) \) represents the best possible solution, the total number of bits transmitted by our proposed delivery scheme serves as an upper bound on \( \kappa(I_{DM}) \). Therefore, utilizing (9), we get \( \kappa(I_{DM}) \leq \left[ L \sum_{i=1}^{L} \sum_{k=1}^{\mathcal{A}_j} \gamma^{|A_{(i,k)}| - r} (1 - \gamma)^{c - |A_{(i,k)}| + r} \right] F. \) From the definition of the sets \( P_i \) and \( \mathcal{A}_j \), observe that \( |P_i| = |\mathcal{A}_j| \) and \( |P_{(i,k)}| = |A_{(i,k)}| - r \). Substituting these in (9), we get

\[
\alpha(I_{DM}) \geq \left[ L \sum_{i=1}^{L} \sum_{k=1}^{\mathcal{A}_j} \gamma^{|A_{(i,k)}| - r} (1 - \gamma)^{c - |A_{(i,k)}| + r} \right] F. \]

Utilizing the relation \( \alpha(I_{DM}) \leq \kappa(I_{DM}) \) from
we conclude that the upper and lower bounds on $\kappa(I_{DM})$ are tight. This completes the proof.

In the theorem below, we obtain the optimal per user transmission rate for the proposed multi-access caching model.

**Theorem 3:** For $r \in [c]$, $N \geq K$ and $0 \leq M \leq N$, the optimal per user transmission rate of the decentralized multi-access coded caching with cache access degree $r$ and user association $L$ is equal to

$$R_D^*(M, r) = \frac{L}{K} \sum_{s=r}^c \binom{c}{s} \gamma^{s-r} (1 - \gamma)^{c-s+r}.$$  \hspace{1cm} (10)

**Proof:** Note that any delivery scheme transmits a minimum of $\kappa(I_{DM})$ bits to deliver all the demands. Using Lemma 5, the minimum transmitted bits required to satisfy all the demands is $\kappa(I_{DM}) = \left[ L \sum_{i=1}^{c} \sum_{k=1}^{A_i} \gamma^{A_{i,k}} - r \right] F$. Upon normalizing over $F$ and $K$, it exactly matches with (6). As outlined in Remark 2, (6) is an alternate expression for (4). Hence, the per user transmission rate of the proposed scheme is optimal among all possible linear delivery schemes for multi-access coded caching system with cache access degree $r$ and user association $L$. This completes the proof.

Further, we present an example to elucidate the generalized independent set $\mathcal{Y}(I_{DM})$ along with Theorem 3.

**Example 3:** Consider the decentralized multi-access coded caching setup of Example 1. Following (8) we construct the set $\mathcal{Y}(I_{DM})$ as the union of the sets of bits $W^{\mu_i(\ell)}_S$ for every $S \in \mathcal{P}_i$, $\forall i \in [6]$ and $\ell \in [L]$. All such $W^{\mu_i(\ell)}_S$ are provided in Table III. We obtain $|\mathcal{Y}(I_{DM})|$ as $\left[ 12(1 - \gamma)^4 + 8\gamma(1 - \gamma)^3 + 2\gamma^2(1 - \gamma)^2 \right] F$, which reduces to $\left[ 2(1 - \gamma)^2 + 4(1 - \gamma)^3 + 6(1 - \gamma)^4 \right] F$. Upon normalizing over $F$ and averaging over $K = 12$ users, it matches with the per user transmission rate $\frac{1}{6} \sum_{s=2}^{4} \binom{4}{s} \gamma^{s-2} (1 - \gamma)^{6-s} = \frac{1}{6} (1 - \gamma)^2 + \frac{1}{3} \gamma (1 - \gamma)^3 + \frac{1}{2} (1 - \gamma)^4$. This is also illustrated in Fig. 4. Additionally, in Fig. 4 the per user delivery rates and the corresponding lower bounds are shown to be matching for remaining $r \in \{1, 2, 3, 4\}$ and corresponding $L = \frac{12}{(\gamma)^r}$.

**V. Extension to a more general setting**

A restriction of the system model considered in Section II is that each subset of $r$ caches is allowed to serve equal number of users thereby, fixing the number of users in the network to $L(\binom{c}{r})$. We now extend this idea to a more generalized setting wherein each subset of $r$ caches is capable of serving any arbitrary
TABLE III: The sets of bits $\mathcal{Y}(I_{DM})$ for $c = 4$, $r = 2$, and $L = 2$, $\forall i \in \{1, 2, \ldots, 6\}$.

| $i$ | $\mathcal{P}_i$ | $\mathcal{Y}(I_{DM})$ |
|-----|-----------------|------------------------|
| 1   | $\{3, 4\}$, $\{3\}$, $\{4\}$, $\phi$ | $W_{\phi}^1$, $W_{\phi}^2$, $W_{\phi}^3$, $W_{\phi}^4$, $W_{\phi}^5$, $W_{\phi}^6$, $W_{\phi}^7$, $W_{\phi}^8$, $W_{\phi}^9$, $W_{\phi}^{10}$, $W_{\phi}^{11}$, $W_{\phi}^{12}$ |
| 2   | $\{3\}$, $\phi$ | $W_{\phi}^3$, $W_{\phi}^4$, $W_{\phi}^5$, $W_{\phi}^6$ |
| 3   | $\{4\}$, $\phi$ | $W_{\phi}^7$, $W_{\phi}^8$ |
| 4   | $\phi$ | $W_{\phi}^9$, $W_{\phi}^{10}$ |
| 5   | $\phi$ | $W_{\phi}^{11}$, $W_{\phi}^{12}$ |
| 6   | $\phi$ | $W_{\phi}^{11}$, $W_{\phi}^{12}$ |

Fig. 4: Proposed per user transmission rate and lower bound for the decentralized multi-access coded caching system with $N = K = 12$ and $c = 4$ for all $r \in \{1, 2, 3, 4\}$, versus $M$.

number of users. This is accomplished by replacing $L$ with a user to cache association profile vector $L = \langle L_1, L_2, \ldots, L_{(c)} \rangle$, where $L_i$ is the number of users associated to the cache subset $\mathcal{C}_i$. Hence, the total number of users is $K = \sum_{i=1}^{(c)} L_i$. This generalized system model, also referred to as the decentralized multi-access coded caching system with cache access degree $r$, is novel and to the best of our knowledge has not been studied before in either centralized or decentralized settings.

A. Delivery Scheme

In this subsection, we present a delivery scheme for the proposed decentralized multi-access coded caching system with cache access degree $r$ by modifying Algorithm 1 outlined in Section III-B. Recall that in Algorithm 1, the server makes $L$ transmissions for every $A(i, k), i \in \binom{(c)}{r}, k \in [\mathcal{A}_i]$. This is possible because all subsets of $A(i, k)$ having cardinality $r$ are accessed by the same number of users. However, this is no longer true for the generalized setting. Hence, for each $A(i, k)$ the server has to make
\(L^*_{A(i,k)} = \max_{\mathcal{C}_z \subseteq A(i,k)} (L_z)\) transmissions. This modification is integrated in steps 4 – 8 of Algorithm 2.

**Algorithm 2** Proposed algorithm

1: procedure DELIVERY
2: for \(i = 1, 2, \ldots, \binom{\ell}{r}\) do
3:     for \(k = 1, 2, \ldots, |\mathcal{A}_i|\) do
4:         for \(A(i,k) \in \mathcal{A}_i\) do
5:             \(L^*_{A(i,k)} = \max_{\mathcal{C}_z \subseteq A(i,k)} (L_z)\);
6:                 for all \(\ell \in \binom{\binom{\ell}{r}}{A(i,k)}\) do
7:                     server transmits \(\oplus_{\mathcal{C}_z \subseteq A(i,k)} W^{d}(u_\ell)\);
8:                 end for
9:         end for
10:     end for
11: end for
12: end procedure

We now show that Algorithm 2 delivers the demands of all the users. Consider an arbitrary user \(u_a(\ell)\) demanding a file \(W^{d}(u_a(\ell))\), where \(a \in \binom{\ell}{r}\) and \(\ell \in [L_i]\). The user \(u_a(\ell)\) requires the subfiles \(W^{d}(u_a(\ell))\) with \(\mathcal{C}_a \cap \mathcal{D} = \emptyset\) to fulfill its demands. For such an arbitrary \(\mathcal{D}\), the set \(S = \mathcal{D} \cup \mathcal{C}_a\) is of cardinality greater than or equal to \(r\). From Lemmas 2 and 3, we can say that there exist one \(A(i,k)\) which is mapped to \(S\) for some \(i \in \binom{\ell}{r}\) and \(k \in [|\mathcal{A}_i|]\). Accordingly, the server transmits

\[
\oplus_{\mathcal{C}_z \subseteq S} W^{d}(u_\ell)\]

As \(\mathcal{D} = S \setminus \mathcal{C}_a = A(i,k) \setminus \mathcal{C}_a\), the above transmission can be viewed as \(W^{d}(u_a(\ell))\) XORed with other terms, which are available in the caches accessed by \(u_a(\ell)\). Thus, \(u_a(\ell)\) is able to decode \(W^{d}(u_a(\ell))\) from this transmission. Since, \(\mathcal{D}\) is arbitrarily chosen, any file \(W^{d}(u_a(\ell))\) with \(\mathcal{C}_a \cap \mathcal{D} = \emptyset\) can be decoded by the user \(u_a(\ell)\). Additionally, as \(u_a(\ell)\) is arbitrarily chosen, the proposed Algorithm 2 delivers the demands of all the users. We now compute the per user transmission rate of this delivery algorithm. Note that for arbitrary \(i \in \binom{\ell}{r}\) and \(k \in [|\mathcal{A}_i|]\), the server makes \(L^*_{A(i,k)}\) transmissions corresponding to a set \(A(i,k)\). For each transmission, the number of bits transmitted is \(\gamma^{|A(i,k)|-r}(1-\gamma)^c-|A(i,k)|+r F\). Consequently, the number of bits transmitted for the total \(L^*_{A(i,k)}\) transmissions is \(L^*_{A(i,k)} \gamma^{|A(i,k)|-r}(1-\gamma)^c-|A(i,k)|+r F\). As \(k\) ranges from 1 to \(|\mathcal{A}_i|\) and \(i\) ranges from 1 to \(\binom{\ell}{r}\), the total bits transmitted is \(\sum_{i=1}^{\binom{\ell}{r}} \sum_{k=1}^{|\mathcal{A}_i|} L^*_{A(i,k)} \gamma^{|A(i,k)|-r}(1-\gamma)^c-|A(i,k)|+r F\).
Upon normalizing over $F$ and $K$ we obtain the per user transmission rate as

$$\frac{\sum_{i=1}^{\binom{r}{i}} \sum_{k=1}^{\mathcal{P}_i} L^*_{A_{i,k}} \gamma^{|A_{i,k}|} (1 - \gamma)^c - |A_{i,k}| + r}{K}.$$ (11)

B. Lower Bound

Recall that in the proof of Lemma 4, $\mathcal{Y}(I_{DM}) = \bigcup_{i \in [\binom{r}{i}], \ell \in [L], S' \in \mathcal{P}_i} W_{S'}^{u_i(\ell)}$ is a generalized independent set as every subset of $\mathcal{Y}(I_{DM})$ belongs to the set $\mathcal{F}(I_{DM})$. By replacing $L$ with $L_i$, $\mathcal{Y}(I_{DM})$ is modified to

$$\bigcup_{i \in [\binom{r}{i}], \ell \in [L_i], S' \in \mathcal{P}_i} W_{S'}^{u_i(\ell)}.$$ Following the same logic, to prove that $\bigcup_{i \in [\binom{r}{i}], \ell \in [L_i], S' \in \mathcal{P}_i} W_{S'}^{u_i(\ell)}$ is a generalized independent set for the index coding problem considering decentralized multi-access coded caching system with cache access degree $r$, it is sufficient to show that every subset of $\bigcup_{i \in [\binom{r}{i}], \ell \in [L_i], S' \in \mathcal{P}_i} W_{S'}^{u_i(\ell)}$ lies in the set

$$\bigcup_{i \in [\binom{r}{i}], \ell \in [L_i]} \bigcup_{y \in [F]} \{\{d(u_i(\ell,y))\} \cup B_{u_i(\ell,y)} : B_{u_i(\ell,y)} \subseteq \mathcal{B}_{u_i(\ell,y)}\},$$ where $\mathcal{B}_{u_i(\ell,y)} = [NF] \setminus \{\{d(u_i(\ell,y))\} \cup X_i\}$. Taking motivation from the proof of Lemma 4, consider an arbitrary set of bits

$$D = \left\{ W_{S_1}^{u_1(\ell_1)}, W_{S_2}^{u_2(\ell_2)}, \ldots, W_{S_J}^{u_J(\ell_J)} \right\} \subseteq \bigcup_{i \in [\binom{r}{i}], \ell \in [L_i], S' \in \mathcal{P}_i} W_{S'}^{u_i(\ell)}$$

where $z_1 \leq z_2 \leq \ldots \leq z_J$, $S_j \in \mathcal{P}_{z_j}$, $z_j \in \left[\binom{r}{j}\right]$, $\ell_j \in [L_i]$, and $j \in [J]$. Recall that $\mathcal{C}_{z_1} \cap S_j = \emptyset$ as $S_j \in \mathcal{P}_{z_j}$ and $z_j \geq z_1, \forall j \in [J]$. Therefore, the set of receivers, each demanding a bit in $W_{S_1}^{u_1(\ell_1)}$, which are associated to the user $u_{z_1}(\ell_1)$ do not have any bits in $D$ as their side information. This implies that $D \in \bigcup_{i \in [\binom{r}{i}], \ell \in [L_i]} \bigcup_{y \in [F]} \{\{d(u_i(\ell,y))\} \cup B_{u_i(\ell,y)} : B_{u_i(\ell,y)} \subseteq \mathcal{B}_{u_i(\ell,y)}\}$. The same can be said for every subset of $\bigcup_{i \in [\binom{r}{i}], \ell \in [L_i], S' \in \mathcal{P}_i} W_{S'}^{u_i(\ell)}$ since $D$ is arbitrarily chosen. This proves that $\bigcup_{i \in [\binom{r}{i}], \ell \in [L_i], S' \in \mathcal{P}_i} W_{S'}^{u_i(\ell)}$ is a generalized independent set. We now compute the size of this set. Consider a arbitrary set $\mathcal{P}_i$, for $i \in [\binom{r}{i}]$. The set $S'$ will correspond to some $k$-th set $P_{i,k} \in \mathcal{P}_i$. Each $W_{P_{i,k}}^{u_i(\ell)}$ is of size $\gamma^{|P_{i,k}|} (1 - \gamma)^c - |P_{i,k}| F$ bits, where $\ell \in [L_i]$. As $k$ ranges from 1 to $|\mathcal{P}_i|$ and $i$ ranges from 1 to $\binom{r}{i}$, we compute

$$\sum_{i=1}^{\binom{r}{i}} L_i \sum_{k=1}^{\mathcal{P}_i} \gamma^{|P_{i,k}|} (1 - \gamma)^c - |P_{i,k}| F$$

as the size of the generalized independent set. Using (2) we can say that the size of the largest generalized independent set forms a lower bound on an optimal linear index code, this implies that

$$\sum_{i=1}^{\binom{r}{i}} L_i \sum_{k=1}^{\mathcal{P}_i} \gamma^{|P_{i,k}|} (1 - \gamma)^c - |P_{i,k}| F.$$ (12)
caching scheme with cache access degree \( r \) obtained in (11), we get an upper bound on the optimal linear index code as
\[
\sum_{i=1}^{(j)} L_{A(i,k)}^* \sum_{k=1}^{1} \gamma^{A(i,k) - r} (1 - \gamma)^{c - |A(i,k)| + r} F.
\]
It is to be noted that as \( |\mathcal{P}| = |\mathcal{A}| \) and \( |P(i,k)| = |A(i,k)| - r \), (12) and (13) share almost identical structures, differing only in the terms \( L_i \) and \( L_{A(i,k)}^* \) respectively. Hence, they are not equal. This motivates us to study the conditions for which \( L_{A(i,k)}^* = L_i \). The following lemma is utilized to find a condition under which \( L_{A(i,k)}^* = L_i \).

**Lemma 6:** For any set \( A(i,k) \in \mathcal{A}_i \), every \( r \) element subset of \( A(i,k) \) will be equal to a set \( \mathcal{C}_z \) with \( z \geq i \).

**Proof:** Any set \( A(i,k) \) is of the form \( \mathcal{C}_i \cup P(i,k) \) where \( P(i,k) \in \mathcal{P}_i \). Hence, every element in \( A(i,k) \) belongs either to \( \mathcal{C}_i \) or to \([c]\setminus[m]\) (using Lemma 1), where \( m = \max \{j\} \). Consider any \( \mathcal{C}_z \) which is an \( r \) element subset of \( A(i,k) \). Either all the entries of \( \mathcal{C}_z \) will be from \( \mathcal{C}_i \) which implies that \( z = i \) or there will be at least one element in \( \mathcal{C}_z \) from the set \([c]\setminus[m]\). From the mapping of \( \mathcal{C}_z \) to the binary vectors, we can conclude that \( z > i \). This completes the proof.

**Theorem 4:** If \( L_1 \geq L_2 \geq \ldots \geq L_{(j)} \), the proposed delivery scheme is optimal and
\[
\frac{\sum_{i=1}^{(j)} L_i \sum_{k=1}^{1} \gamma^{A(i,k) - r} (1 - \gamma)^{c - |A(i,k)| + r}}{K}
\]
is the optimal per user transmission rate.

**Proof:** Using Lemma 6 we have \( L_{A(i,k)}^* = \max_{\mathcal{C}_z \subseteq A(i,k)} (L_z) \). If \( L_1 \geq L_2 \geq \ldots \geq L_{(j)} \), we obtain \( L_{A(i,k)}^* = L_i \). Therefore, we can say that (12) and (13) are equal, implying that the upper and the lower bounds on the optimal linear index code is tight and is equal to \( \sum_{i=1}^{(j)} L_i \sum_{k=1}^{1} \gamma^{A(i,k) - r} (1 - \gamma)^{c - |A(i,k)| + r} F \).

Upon normalizing over \( F \) and \( K \) we obtain the optimal per user transmission rate. This proves the optimality of our proposed scheme among all possible linear delivery schemes for the decentralized multi-access coded caching system with cache access degree \( r \) having \( L_1 \geq L_2 \geq \ldots \geq L_{(j)} \).

**Remark 3:** Note that the condition \( L_1 \geq L_2 \geq \ldots \geq L_{(j)} \) imposed on the user-to-cache association profile is sufficient to prove the optimality but is not a necessary condition. Alternate conditions may be explored to establish the optimality of the delivery scheme.

For the decentralized multi-access coded caching system with cache access degree \( r \), we verify Theorem 4 for various user-to-cache association profiles. In Fig. 5 the per user transmission rates for four different user-to-cache association profiles, along with their corresponding lower bounds, for the parameters \( N = \).
$K = 12$, $c = 4$, and $r = 2$ are shown. Observe that in Fig. 5, the per user transmission rate and the corresponding lower bound for $L = (1, 1, 1, 3, 3, 3)$ do not match as this profile does not satisfy the condition $L_1 \geq L_2 \geq \ldots \geq L_6$. For the remaining user-to-cache association profiles, which satisfy this condition, the per user transmission rates align tightly with their respective lower bounds.

![Graph](image_url)

Fig. 5: Performance analysis of the generalized decentralized multi-access coded caching problem with $N = K = 12$, $c = 4$, and $r = 2$ for various user-to-cache association profiles.

VI. Conclusion

This paper introduces a system model for a decentralized multi-access coded caching network with cache access degree $r$ and user association $L$. A novel linear delivery scheme is presented for this model and a closed-form expression of per user transmission rate is computed. Using index coding techniques, the proposed scheme is shown to be optimal. Furthermore, it demonstrates that existing frameworks [18], [2], and [22] are special cases of the proposed model. Additionally, a more general multi-access coded caching setting is proposed, eliminating all constraints on the number of users and optimal delivery scheme is proposed for the user-to-cache association profiles satisfying $L_1 \geq L_2 \geq \ldots \geq L^{(c)}$. Future work may focus on devising an optimal delivery scheme for the generalized decentralized multi-access coded caching problem with arbitrary user-to-cache associations.
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