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Abstract
Acoustic metamaterials are engineered microstructures with special mechanical and acoustic properties enabling exotic effects such as wave steering, focusing and cloaking. The design of acoustic cloaks using scattering cancellation has traditionally involved the optimization of metamaterial structure based on direct computer simulations of the total scattering cross section (TSCS) for a large number of configurations. Here, we work with sets of cylindrical objects confined in a region of space and use machine learning methods to streamline the design of 2D configurations of scatterers with minimal TSCS demonstrating cloaking effect at discrete sets of wavenumbers. After establishing that artificial neural networks are capable of learning the TSCS based on the location of cylinders, we develop an inverse design algorithm, combining variational autoencoders and the Gaussian process, for predicting optimal arrangements of scatterers given the TSCS. We show results for up to eight cylinders and discuss the efficiency and other advantages of the machine learning approach.
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Introduction
Acoustic metamaterials are engineered microstructures with special mechanical and acoustic properties such as negative effective mass density, bulk modulus, and refractive index [1–4]. The unique arrangement of components in metamaterials gives rise to exotic interactions with acoustic waves at large wavelengths. This has many applications such as wave steering [5], cloaking [6, 7], and focusing [3, 8, 9]. The traditional method of designing acoustic cloaking devices involves direct computer simulation [10], topology optimization [11], stochastic optimization [12,13], and gradient based optimization [7,14] of the acoustic response based on the structure. The direct forward methods require the iterative process of trial and error, leading to sub-optimal performance of metadevices. The computational costs for non-convex optimization problem in a high-dimensional space including stochastic optimization, adjoint based design and gradient based optimization are high and present an immense computational challenge [15, 16]. While these approaches have shown improvement in efficiency and performance over the years, they are still ineffective in the inverse design of broadband metamaterials and metadevices, specifically in predicting the structure parameters given the acoustic response at different values of frequencies or incident angles.

The last decade has witnessed a surge of scientific publications in which deep learning, reinforcement learning and generative modelling were applied in different
areas of science and engineering [17–20]. Recent advances in the field of machine learning have enabled a new, data driven, approach with a great promise to solve problems such as the inverse design in acoustic metamaterials [21–25]. Early machine learning applications in acoustic forward design date back to the late 90s when Jenison first used spherical basis function of fully-connected neural networks (FC) for approximating the acoustic scattering of a rigid scatterer [26,27]. Hesham and El-Gamal [28,29] later solved an integral equation of acoustic scattering using wavelet basis and FC.

More recent works have proven that machine learning is much more efficient than numerical methods in both forward and inverse design of metamaterials. For example, Gnecco et al. [30] employed principal component analysis (PCA) to gradient fields in spectral design of acoustic metamaterials, solving constrained nonlinear optimization problems. Fan et al. [31] formulated acoustic scattering by a single scatterer as a 2D image-to-image regression problem using convolutional neural networks (CNN). In their model, the inputs were the images of convex prism objects, including circular and ellipsoidal cylinders, and square bars; the outputs were the loudness fields computed using the Triton system that employs the fast adaptive rectangular decomposition pseudo-spectral wave solver. Fan et al. [32] developed a CNN to predict the object geometry from acoustic scattering given the images of total acoustic field as inputs to CNN. Meng et al. [33] investigated the inverse acoustic scattering problem that reconstructs the obstacle shape with far-field information using fully connected neural network (FC). Shah et al. [22] employed deep reinforcement learning algorithms to design acoustic cloaks by adjusting positions and radii of cylindrical structures; these reinforcement learning models are capable of predicting better results than the-state-of-the-art gradient based optimization algorithms. Wu et al. [23] proposed machine learning framework for the design of one-dimensional periodic and non-periodic acoustic metamaterials using deep learning and reinforcement learning algorithms. Alternative machine learning methods such as powerful deep generative models, including generative adversarial networks [21,34], autoencoders [24,25], and variational autoencoders (VAE) [25,35,36] are also able to produce synthetic structures after being trained on real examples.

Most of the studies mentioned above succeed with predicting the acoustic response based on the structures. However, the challenge of finding a streamlined approach in designing structures with a desired acoustic response is still in its infancy. In this study, we continue tackling this inverse design problem by proposing a promising new method. First we show that FC and convolutional neural networks can be trained to predict the acoustic response based on the locations of cylindrical structures (forward design). We then implement a VAE to convert the structures into a latent space and train it together with a regressor that is capable of yielding the total scattering cross section (TSCS) given the latent variables. By performing Bayesian optimization using the Gaussian process (GP) in the continuous latent space, we demonstrate that one can quickly find new configurations with minimal TSCS. Our method, which is straightforward to implement and computationally cheap to operate after training, has great implications for metamaterials design with on-demand properties.
Method

Multiple Scattering Theory

In order to analyze how sound is scattered in acoustic media, we use the multiple scattering theory [37]. We consider multiple scattering in the context of the acoustic time harmonic wave equation in two dimensions. The total acoustic pressure field \( p(\mathbf{x}), \mathbf{x} \in \mathbb{R}^2 \) is defined as the sum of incident \( p_{\text{inc}} \) and scattered \( p_{\text{sc}} \) pressure fields:

\[
p = p_{\text{inc}} + p_{\text{sc}},
\]

which satisfies the Helmholtz equation:

\[
\nabla^2 p + k^2 p = 0,
\]

where \( k = \omega/c \) is the wavenumber, \( c \) is the acoustic speed, and \( \omega \) is the frequency. As a measure of the scattering, we use the TSCS which is denoted by \( \sigma \). We use the optical theorem [38] to relate the TSCS to the scattering amplitude in the forward direction, i.e. the direction of propagation of the incident plane wave, here assumed to be the positive \( x \)-direction [7]:

\[
\sigma = -2\Re f(0),
\]

where the far-field amplitude form function, \( f = f(\theta, \mathbf{r}_1, \mathbf{r}_2, \ldots, \mathbf{r}_M), \theta = \arg(\mathbf{x}) \), is the angular part of the scattered pressure \( p_{\text{sc}} \) in the far-field in terms of position vector, and \( \mathbf{r}_1, \mathbf{r}_2, \ldots, \mathbf{r}_M \) denote the positions of each scatterer. Here, \( f(0) = f(\theta = 0) \). A more detailed description of multiple scattering problem formulation can be found in Refs. [7, 22, 37, 39]. Our goal in this study is to find an efficient way to obtain scatterer locations that minimize \( \sigma \) at certain wavenumbers (inverse design), and hence, pave the way for the creation of acoustic cloaks.

Data Generation

Datasets for TSCS of different configurations of rigid cylinders are generated using the multiple scattering solver [7,39] implemented in MATLAB. For a given configuration of scatterers, \( \sigma \) is evaluated at discrete values of the normalized wavenumber \( ka \). We first randomly position \( M \) uniform cylinders of radius \( a \) inside an artificial circular region of radius \( R = 6a \) as depicted in Fig. 1 (a) and (b). We keep the minimum distance between the cylinder centers as \( |\mathbf{r}_i - \mathbf{r}_j| = 2a + \delta \) where \( \delta = 0.1a \) [7]. The images contain 28 \( \times \) 28 binary pixels; taking the value 1 for the area of rigid cylinders, denoted by the color white, and 0 for the exterior fluid, denoted by the color black. Then \( \sigma(k_a) \) is evaluated at 11 discrete values of wavenumber \( ka \in [0.35, 0.45] \) and \( ka \in [1.35, 1.45] \) using Eq. (3). Fig. 1(a)-(d) show sample configurations for \( M = 2 \) and \( M = 6 \) along with their corresponding \( \sigma \)’s as functions of the wavenumber. Figs. 1(e)-(h) show histograms of \( \sigma \) over the entire data at select \( ka \)’s within two different intervals that we have considered in this study.
Figure 1 Random configurations generated in binary images, (a) and (b), and their corresponding total scattering cross section $\sigma$. (c) and (d) show the TSCS values as a function of $ka$ for 4 different $28 \times 28$ images of $M = 2$ and $M = 6$ from panel (a) and (b). The white dots represent the rigid cylindrical scatterers of radii $a$. The scatterers in (a) and (b) are confined to an artificial circle of radius $R = 6a$ with minimum distance between the cylinder centers $|r_i - r_j| = 2a + \delta$, where $\delta = 0.1a$. (e)-(h) show the normalized count of the total scattering cross section used for training. The three sample wavenumbers shown in each plot belong to two different regions, $ka \in [0.35, 0.45]$ and $ka \in [1.35, 1.45]$. In the smaller $ka$ region, distributions gradually shift to the right for larger wavenumbers while they mostly overlap in the larger $ka$ region.

Forward Design

We employ both FC and CNN in our forward design. The goal is for the feed-forward artificial neural network to predict the TSCS (learn the nonlinear function of $ka$) given the scatterer positions. We provide the networks with binary images of scatterer configuration as input for the training. The dataset for each $M$ is split into 54,000 (90%) samples for training and 6,000 (10%) samples for unbiased validation during training. Experimenting with different image sizes ranging from a few hundreds to thousands of pixels, we find that the image resolution does not affect the outcome significantly, and therefore, we have chosen $28 \times 28$ images for training to avoid unnecessary computational costs.

For the FC, we design a 3-hidden-layer network with 100 nodes each. In that case, the $28 \times 28$ input image is flattened into a one-dimensional vector of length 784 before feeding it into the fully connected layers. Since all of the pixel values are used for training, the neural network is highly susceptible to overfitting when training with $M \geq 6$. Hence, a dropout layer with rate of 0.2 is added after the third hidden layer.

The CNN is our primary focus because of its ability to leverage spatial correlations in an image, which would otherwise be lost during image flattening step of a FC. Fig. 2 illustrates an example of our CNN architecture. In contrast to the FC, the
CNN passes an image through a series of convolution and pooling layers for feature extraction. Specifically, in the first convolution layer a $3 \times 3$ kernel matrix slides across the image, convolving with portions of it, and passing the information to later layers. In the first pooling layer, only maximum pixel values in $2 \times 2$ blocks of feature maps are selected, reducing the resolution and removing redundant information in order to mitigate overfitting. Finally, the output of the last pooling layer is flattened and fed into one layer of fully connected nodes before decision making in the output layer. Overall, the network learns to make prediction by optimizing its weights and biases. These parameters are continually adjusted during the training process until the mean squared error between its output and the exact TSCS saturates (see Appendix).

![Diagram of forward design used for TSCS regression](image)

| Layer | Type     | Kernel size | # of filters |
|-------|----------|-------------|--------------|
| 1     | Conv     | $3 \times 3$ | 16           |
| 2     | Pooling  | $2 \times 2$ | -            |
| 3     | Conv     | $3 \times 3$ | 8            |
| 4     | Pooling  | $2 \times 2$ | -            |
| 5     | Conv     | $3 \times 3$ | 8            |
| 6     | Pooling  | $2 \times 2$ | -            |

**Figure 2** A diagram of forward design used for TSCS regression. The input image is first passed through a series of convolutional and pooling layers in which the kernel, depicted by the small blue square, sweeps through the input image to extract features and reduce the dimensions. The table below shows the details of each layer. Next, the resulting output is flattened and fed into a fully connected neural network. The input layer $x_i$ no longer represents the pixel values from the original image but rather abstract image attributes. The activation function of perceptrons is $f = \text{ReLU}$ (rectified linear unit). The output layer comprising of 11 perceptrons for the TSCS values, which are compared to the true values during training by the loss function of mean squared error.

**Inverse Design**

VAE is a probabilistic generative model that uses Bayesian inference combined with a neural network to approximate the distribution of data [40]. The model learns from examples and compresses the original data into a low dimensional and continuous representation called latent space, characterized by a latent vector $z = (z_1, z_2, \ldots)$. The number of latent variables generally determines the amount of information or relevant features that can be encoded into the latent space. We apply VAE to our datasets of images of different cylindrical configurations. After training the model, sampling from the latent space allows us to generate new, unseen images. However, in addition to the plain VAE, which simply approximates the input image data, we condition the VAE with TSCS, so that the latent space does not only reflect the positional characteristics of the scatterers but also their corresponding TSCS. We perform this conditioning procedure within two different methods: supervised VAE
(SVAE) [41] and conditional VAE (CVAE) [42]. We then examine the statistics of the latent variables from the two modified VAE models and search for new configurations with minimum TSCS. Figure 3 shows the details of the VAEs architecture and layers used to train the models in our study.

The goal of VAEs is to estimate the true distribution of input images $P_\theta(x)$ using a neural network:

$$ P_\theta(x) = \int P_\theta(x|z)P(z)dz = \int P_\theta(z|x)P(x)dz, $$

where $x$ is the input data, $z$ is the latent variable drawn from a predefined distribution $P(z)$, and $\theta$ are the model parameters. The problem with maximizing the likelihood of obtaining $z$ given $x$ is that the above integral is intractable due to the large number of parameters $\theta$ produced by the neural network. Instead, VAEs
approximate $P_\theta(z|x)$ with an encoder $Q_\phi(z|x)$, which is often chosen to be a multivariate Gaussian distribution:

$$Q_\phi(z|x) = \mathcal{N}(z; \mu(x), \text{diag}(s(x)))$$

(5)

The above equation implies that each latent variable, after being trained on data, should follow a normal distribution with mean $\mu(x)$ and standard deviation $s(x)$, independently of one another. The inference model $Q_\phi$ takes in the input image and generates the latent variable $z$ while the decoder $P_\theta(x|z)$ reconstructs the original input based on $z$, as depicted in Fig. 3. The difference between the two conditional distributions is determined by the Kullback-Leibler (KL) divergence:

$$D_{KL}(Q_\phi(z|x)||P_\theta(z|x)) = \mathbb{E}_{z \sim Q}[\log Q_\phi(z|x) \, - \, \log P_\theta(z|x)].$$

(6)

Using Bayes theorem, $P_\theta(z|x) = P_\theta(x|z)P(z)/P_\theta(x)$, we replace $P_\theta(z|x)$ in Eq. (6) to obtain

$$\log P_\theta(x) - D_{KL}(Q_\phi(z|x)||P_\theta(z|x)) = \mathbb{E}_{z \sim Q}[\log P_\theta(x|z)] - D_{KL}(Q_\phi(z|x)||P(z))$$

(7)

Maximizing the left side of Eq. (7), also known as finding the variational lower bound or evidence lower bound, means optimizing the model parameters $\phi$ and $\theta$ of the neural network via backpropagation. As the model is trained, the encoder $Q_\phi(z|x)$ and the decoder $P_\theta(x|z)$ will become better at encoding the attributes $z$ given data $x$ and reconstructing the data $x$ given the latent vector $z$. In other words, we want to minimize the KL divergence on the left hand side of Eq. (7), which translates to maximizing the term $\mathbb{E}_{z \sim Q}[\log P_\theta(x|z)]$, or minimizing the reconstruction loss ($L_R$), and minimizing the KL divergence loss ($L_{KL}$) in the right hand side of Eq. (7). The former is simply the mean squared error between the input and the reconstructed image, and the latter is accomplished by adjusting the network parameters in the encoder ($\phi$) during training to match the network distribution for $z$ given the images and the desired normal distribution.

This training of the VAE requires reparameterization of the encoded sample $z$ drawn from the predefined normal distribution as:

$$z = \mu + \epsilon s$$

(8)

where $\epsilon \sim \mathcal{N}(0, 1)$ [40]. This ensures backpropagation gradients passing through all layers.

In the next step, in order to implement a SVAE and bring in the physical property of interest, we add another neural network regression model that takes in the encoded latent variables $z$ as input and predicts the TSCS. The TSCS regression model loss ($L_{TSCS}$) is minimized simultaneously along with KL and reconstruction loss during training:

$$L_{SVAE} = L_R + L_{KL} + L_{TSCS}$$

(9)
In addition, we also experimented with CVAE by directly embedding the TSCS into the input data used for training. In that case, Eq. (7) becomes:

\[
\log P_\theta(x|c) - D_{KL}(Q_\phi(z|x,c)\|P_\theta(z|x,c)) = \mathbb{E}_{z \sim Q}[\log P_\theta(x|z,c)] - D_{KL}(Q_\phi(z|x,c)\|P_\theta(z|c)),
\]

where \(c\) is the conditional vector, in our case the TSCS corresponding to each input image, that we concatenate with \(z\). The TSCS regressor, which was used as the objective function to minimize in the SVAE, is substituted in this case by the combination of the decoder part of the VAE and the trained CNN model from forward design, which takes as input the images produced by the decoder.

After acquiring a continuous representation of the data through the latent variable, we perform global optimization in the latent space using a Gaussian process [43]. The Gaussian process is extremely robust in predicting any smooth and nonlinear function based on data. First, we obtain a surrogate function by training a GP model to approximate the TSCS regressor given the latent variables as input. Then, we minimize this surrogate function through Bayesian optimization to search for \(z\)'s that correspond to configurations with the lowest TSCS. In the next step, we decode those \(z\)'s back to images using the trained decoder from our VAE models. Finally, the suggested positions of the cylinders in the decoded image are converted back into physical coordinates to compute the TSCS with our analytical solution for comparison.

Optimizing the probabilistic GP model, as opposed to working with the trained fully connected neural network regressor, is the key step here that allows us to perform the inverse design. Moreover, it provides a smoother search space and the function is cheaper to evaluate too. The advantage of including the regressor in the SVAE, or concatenating \(z\) with TSCS in the CVAE, is that we are conditioning the latent variables to reflect TSCS, and hence, forcing the neural network model to encode the physics of the problem as opposed to simply the whereabouts of the scatterers.

**Results**

We used Tensorflow [44] python libraries with Keras application programming interface, the open source machine learning framework, to build, train, and test our models. We first discuss the performance and limitations of FC and CNN in forward design. Next, we report the outcome of VAEs in inverse design followed by the optimization results of the TSCS with respect to the latent variable.

**Convolutional Neural Networks and the Forward Design**

Figure 4 shows the training results with the top row plotting the TSCS when \(M = 2\) as a function of the wavenumber for three random sample images, and the bottom row displaying the output when \(M = 6\) at two different wavenumbers across many samples. We experimented with both FC and CNN in forward design. Fig. 4(a) and 4(b) show results for each of the two wavenumber regions highlighted in Fig. 1(c). Each color in those panels represents results for a different binary image of the scatterer configurations, and different lines distinguish the exact results from
Figure 4 The exact total scattering cross section (TSCS) plotted along with deep learning model predictions. The top row shows the TSCS for three samples with $M = 2$, evaluated across 11 wavenumbers in two regions: (a) $k_a \in [0.35, 0.45]$ and (b) $k_a \in [1.35, 1.45]$, where $i = 1, 11$.

The bottom row shows the TSCS of 25 samples with $M = 6$, evaluated at single wavenumbers (c) $k_a = 0.35$ and (d) $k_a = 1.35$. Note that these are separate models trained in two different regions of wavenumbers, and in general the lower $k_a$ region tend to produce more accurate approximation.

As can be seen, the network performs worse in the larger wavenumber region [e.g., in Fig. 4(b)]. The decrease in the prediction accuracy can be explained by the relatively small variation in TSCS, both from a configuration to another and also across $k_a$ in that region, making it harder for the network that now has to learn subtle differences. This fact can be inferred from the distributions shown in Figs. 1(c)-(h). In the large wavenumber region [Figs. 1(f) and 1(h)], the distributions of TSCS in $k_a$ are narrower, and also more similar at different $k_a$ than in the smaller wavenumber region [Figs. 1(e) and 1(g)]. We also observe that for these small $M$, FC and CNN have more or less the same level of performance.

Similar trends are seen in Figs. 4(c) and 4(d) across 25 different input configurations with $M = 6$ and at a select $k_a$ in each of the wavenumber regions. These plots make it clear that as $M$ increases, the CNN generally outperforms FC, as we expected.

In general, the training accuracy decreases as the number of cylinders increases. This can be seen in Fig. 5, where the average mean squared error, $\frac{1}{N} \sum_i (y_i^{predicted} - y_i^{exact})^2$, where $N = 6,000$ is the total number of testing samples, is shown. As expected, the difference in error between CNN and FC is slightly greater in the larger $k_a$ region. In training the neural network, we have noticed that the network is prone to overfitting when $M \geq 6$, so in those cases we have added
Figure 5 The average mean squared error between exact and predicted TSCS, computed over the testing set of 6,000 samples in two regions of wavenumber. Note that the error is greater when training with larger wavenumber and with greater numbers of cylinders. This figure also clearly shows that the CNN generally outperforms the FC neural network.

Figure 6 Change of scatterer configurations upon changing each of the latent variables $z_{i}$ of a trained VAE. We have used the trained decoder to generate new images for the $M = 2$ case by sampling from the $z_{i}$ distributions. The first row of panel (a) shows what happens to the two cylinders when $z_{1}$ increases while the other three latent variables remain unchanged. The next three rows correspond to varying $z_{2}$, $z_{3}$ and $z_{4}$. The distance between the two cylinders changes as we vary each latent variable, along with the angle of the line connecting them. Panels (b)-(e) show the histograms of each latent variable, which follow the normal distribution as expected.

Variational Autoencoders and the Inverse Design

While it is difficult to interpret what exactly each latent variable represents after training a VAE, Fig. 6(a) attempts to illustrate what attributes of the image the
network has learned for the case of $M = 2$, in which the latent space has only 4 elements. For example, the first row shows what happens to the location of the two cylinders as the value of $z_1$ changes while other latent values remain fixed. The second row demonstrates the change of locations as only $z_2$ varies, and so on. Even though varying any of the latent values results in a slight difference in location of the scatterers, we find that, for example, $z_2$ values are mostly associated with the distance between the two cylinders. Increasing negative $z_2$ values decreases this distance. Then, upon the change of sign of $z_2$, the orientation of two cylinders changes suddenly before the distance between them increasing slightly again with further increasing $z_2$. $z_3$ appears to be responsible for a simultaneous change of distance between the cylinders and their rotation while increasing $z_4$ seems to increase that distance and uniformly translate the cylinders at the same time.

Figure 6(b)-(e) are the distributions of the encoded latent variables of 6,000 testing samples. Each latent variable follows roughly a normal distribution with mean and variance close to zero and one as expected, since the values of $z$ were sampled from a multivariate normal distribution during training. Whereas only 4 latent variables were needed to achieve a high training accuracy for $M = 2$, the length of the latent vector must be at least 40 to reach a reasonable accuracy for $M \geq 8$. In general, the more latent variables, the better the accuracy. However, optimization with a large number of variables could be time consuming.

After obtaining the continuous representation of the images through the latent space, we use a Gaussian process to search for optimized configurations within the latent space. The optimal set of latent variables must reflect both a high probability of being drawn from the normal distribution and a low TSCS.

In designing the architecture for SVAE, we find that the TSCS regressor, when trained to predict the TSCS of more than one wavenumber, surprisingly performed better than when trained to predict only the TSCS of a single wavenumber. This is a promising sign because it suggests that expanding our region of interest in $ka$ [see Fig. 1(c)] in future studies can potentially improve the performance of our approach.

Figures 7(a) and 7(b) show the optimization results for 4 different $M$‘s using the SVAE. The Gaussian process generated many samples with low TSCS, but here we showcase only one representative sample. The numbers of latent variables used for the optimization are $l_z = 4, 8, 12, 50$ for $M = 2, 4, 6, 8$, respectively. The optimal latent values are decoded into images shown in Fig. 7(a) by the SVAE’s trained decoder. As shown in Fig. 7(b), while the average TSCS over all the training images (green curve) generally increases with $ka$, the SVAE is able to produce new configurations with constant or slightly decreasing TSCS, as indicated by the red curve.

To ensure the SVAE did not simply memorize the training data, we searched for similar configurations from the 60,000 samples used to train our models. We compared the generated images and observed that the majority of generated configurations, except for the case of $M = 2$, were indeed distinct variations of the existing training data. We note that a small change in position of only one cylinder could result in a drastic change in the TSCS output.
The locations of the cylinders in generated images, marked by the red dots, are estimated by thresholding each image within an appropriate pixel range and calculating the center of mass of the pixel values. The centroid positions are then used to compute the analytical solution of the TSCS. As can be seen in Fig. 7(b), the SVAE output is in good agreement with the semi-analytical solution.

Fig. 7(c) and (d) show optimization results for CVAE. To prompt the decoder to generate images with TSCS close to zero, we input 11 zeros as the conditional vector \( c \) of Eq. (10). However, we find that the CVAE does not independently produce images with low TSCS this way; the additional minimization step through a surrogate model is required. Therefore, similarly to the case of SVAE, we use GP to search for possible latent values (excluding the conditional vector) with the lowest TSCS. The only difference is that the TSCS regressor in SVAE is replaced by the combination of the decoder and the trained CNN from forward design. As can be seen in Fig. 7(c) and (d), the results are encouraging and comparable to those obtained through the SVAE.

We observe that generally, optimizing the objective function with larger numbers of latent variables can result in clearer and more realistic samples but also takes a longer time. This can be inferred from sample images in Fig. 7(a) and (c), where those corresponding to \( M = 8 \) seem to be sharper than the images for \( M = 6 \).
despite having more cylinders. This is at least partly due to the fact that the VAE models for $M = 8$ were trained with greater number of latent variables ($l_z = 50$) compared to $l_z = 12$ for $M = 6$. For $l_z \leq 50$, the objective function converges to a minimum value within a few minutes using the Gaussian process optimization.

In analyzing the resolution of the generated images, we noticed that some of the cylinders, represented by the white regions, are blurry or have lower pixel values, suggesting that these cylinders might not be as important as others. This is interesting since it shows that the machines might be able to predict different size cylinders for optimum results. We also computed the TSCS of these images with the blurry discs removed, and found that sometimes the semi-analytical solutions were more consistent with the CNN and the regressor output. This proves that the VAEs could even generate optimal configurations with different numbers of cylinders, even though the models are trained with data of only one specific $M$ value.

**Conclusions**

We have demonstrated a new method for inverse design of planar configurations of rigid cylinders with specific scattering properties at different wavenumbers. Our method, which is based on a combination of VAE and supervised learning approaches, indicate that it is possible to eliminate the traditional, time consuming, gradient based optimizations in acoustic metamaterial design. Our goal here has been to design scatterer configurations that produce minimal TSCS.

The continuous encoded representation of the scatterers via VAEs permits Gaussian process optimization within a few minutes to search for configurations with the lowest TSCS. Many of such generated samples have low, and sometimes decreasing, TSCS, which is seen as a different trend when compared to the average of existing training data. We observed that, at least in the case of two scatterers, our SVAE model was able to learn the TSCS dependency on the relative position vectors $r_{ij} = r_i - r_j$ [7].

We find that the training accuracy of the CNN regressor decreases with increasing the number of scatterers and wavenumbers. To further improve the training accuracy, the training data needs to be carefully selected to maximize the variance of the TSCS across all wavenumbers. Considering nonuniform sets of cylinders with different radii can provide another possible way to decrease TSCS. Working with such nonuniform cylinders may also produce higher variance in the TSCS.

We also find that the TSCS regressor in our SVAE performs better when trained at more than one value of $ka$, a behavior that is the opposite of what we observe for the CNN model in our forward design. It is unclear why there is such peculiarity in the predictive power between the forward and inverse designs. Nevertheless, the difference suggests that training the model with more $ka$ values might result in a more robust and comprehensive generative model, which should be further explored in future studies.

**List of abbreviations**

TSCS - total scattering cross section;
FC - fully connected;
CNN - convolutional neural network;
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Appendix
Figure 8 shows the training progression of CNN in the forward design. The training and validation loss converge after about 40 epochs. An epoch is the time it takes for the network to go over the entire training data, 10% of which was set aside to validate the network’s performance on unseen data during training. The loss at each epoch is greater when training with larger M values. Further optimization of the network architecture and hyperparameters could improve training accuracy for large M.

Figure 9 shows training progression of SVAE for \( M = 8 \) using two different lengths of the latent vector \( z = 16 \) and 50. The losses for both reconstruction task and TSCS regression task are much lower for \( z = 50 \). Note that the regression loss for \( z = 16 \) in Fig. 9(b) exhibits signs of overfitting since the validation loss stops decreasing with the training loss after epoch 20 to 30. Meanwhile, the losses for the reconstruction task are still declining. The overfitting effect of the TSCS regressor could be reduced...
Figure 8 The CNN training progression for (a) $M = 2$ (b) $M = 4$ (c) $M = 6$ (d) $M = 8$ in region $k \alpha \in [0.35, 0.45]$. We used the Adam optimizer with a 0.001 learning rate and mean squared error as the loss function. Each epoch was trained on a small batch of the data with size of either 128 or 256 samples, depending on the numbers of cylinders, larger batch size and smaller learning rate is necessary to prevent over fitting. The top two curves show the training and validation accuracy, along with the losses at the bottom two curves.

Figure 9 SAVE losses for (a) the reconstruction task and (b) the TSCS regression task for training in the region $k \alpha \in [0.35, 0.45]$ when $M = 8$. The TSCS regression loss tends to converge faster than the reconstruction loss, however, it shows signs of overfitting. Both losses are much lower when training with a larger $l_z$.

by training with more latent variables, a smaller learning rate or a larger drop out rate.
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