A Hybrid Deep Random Neural Network for Cyberattack Detection in the Industrial Internet of Things
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ABSTRACT The Industrial Internet of Things (IIoT) refers to the use of traditional Internet of Things (IoT) concepts in industrial sectors and applications. IIoT has several applications in smart homes, smart cities, smart grids, connected cars, and supply chain management. However, these systems are being more frequently targeted by cybercriminals. Deep learning and big data analytics have great potential in designing and developing robust security mechanisms for IIoT networks. In this paper, a novel hybrid deep random neural network (HDRaNN) for cyberattack detection in the IIoT is presented. The HDRaNN combines a deep random neural network and a multilayer perceptron with dropout regularization. The proposed technique is evaluated using two IIoT security-related datasets: (i) DS2OS and (ii) UNSW-NB15. The performance of the proposed scheme is analyzed through a number of performance metrics such as accuracy, precision, recall, F1 score, log loss, Region of Convergence (ROC), and Area Under the Curve (AUC). The HDRaNN classified 16 different types of cyberattacks using with higher accuracy of 98% and 99% for DS2OS and UNSW-NB15, respectively. To measure the effectiveness of the proposed scheme, the performance metrics are also compared with several state-of-the-art attack detection algorithms. The findings of HDRaNN proved its superior performance over other DL-based schemes. The deployment perspective of the proposed work is also highlighted in this work.

INDEX TERMS Attack detection, cybersecurity, deep learning, Industrial Internet of Things, random neural network.

I. INTRODUCTION

The Industrial Internet of things (IIoT) brought a great revolution in the industrial sector [1]. The term IIoT can be closely related to the concept of Industry 4.0. This concept is rapidly introducing new trends in the development of business ideas, industrial processes, logistic services, and many other strategic initiatives to boost national industries. IIoT networks contain thousands of IoT devices, intelligent communication protocols, and advanced security mechanisms [2]. The integration of all these devices and technologies with the global internet provides great management flexibility in industrial operations [3]. It also enhances the quality and productivity of an industry with resource efficiency. Multiple industries including manufacturing, food processing, agriculture, and security surveillance have adopted IIoT in recent years. The diverse nature of sensors, controllers, and actuators enables modern industries for making intelligent business decisions...
by collecting and analyzing a vast amount of data. It also spots the inefficiencies and detects anomalies in smart industrial environments. However, IoT enabled devices and sensors are considered as resource-constrained devices which have limited power, memory and communication resource. Therefore, edge devices including desktops, routers, laptops, small servers, smartphones, and hand-held devices are used as intermediaries between the cloud servers and sensors. These devices gather information from sensors and transmit it to the local servers after necessary preprocessing.

However, with the rapid increase in the number of IoT edge devices in the industry, several security and privacy problems have arisen that are a great challenge to the security and trustworthiness of the IIoT [4]. These edge devices can be a point of exploitation for intruders. A compromised IoT device can be a cause of transmitting false information to the cloud servers or lead to unauthorized access to valuable industrial documents, business plans, and corporate information. This may lead to operational inefficiencies, financial and reputational loss. Ensuring cybersecurity in the IIoT is one of the major challenges in modern industrial environments. It includes the protection of edge devices from malware, unauthorized access, and ensuring communication and physical privacy. The security, privacy, and trustworthiness of the IIoT can be improved by deploying advanced and robust security mechanisms. In the context of IIoT/IIoT security, an intrusion detection system (IDS) is one of the widely adopted techniques. IDS is used to monitor networks for malicious activities or policy violations [5]. IDSs can be categorized into two types: signature-based and anomaly-based. Signature-based IDS detects possible attacks by looking for specific patterns [6]. Signature-based IDS can effectively detect known types of attacks, but it can detect new types of attacks. Anomaly-based IDS has a great capability to detect new and unknown attacks. This detection model uses machine/deep learning classifiers to detect new and diverse nature attacks [7]. In recent years, the use of deep learning (DL) schemes to design and develop cybersecurity solutions has received great attention from academia and industry. DL schemes have great potential to produce better results from the big data of industrial systems [8]. However, the design of robust and more effective attack detection schemes for the IIoT is still an open challenge.

A. MOTIVATION AND CONTRIBUTIONS
An IIoT network contains resource-constrained IoT devices that demand low cost, low power, and low storage cybersecurity solutions. Therefore, the main motivation of this research is to introduce a lightweight DL-based attack detection scheme that can classify several types of attacks in an IIoT network with great accuracy and a higher detection rate. The main contributions of this research are listed as follows.

- This paper assesses the potential of DL-based schemes for cybersecurity in IoT and IIoT networks.
- A novel deep learning-based scheme (HDRA NN) is proposed for cyberattack detection and classification in the IIoT.
- The proposed algorithm is evaluated by using the two latest IIoT security datasets, DS2OS and UNSW-NB15.
- Several performance metrics such as the accuracy, precision, recall, F1 score, log loss, and AUC-ROC are utilized to evaluate the performance of the proposed scheme.
- The results of the proposed HDRA NN are compared with several state-of-the-art attack detection algorithms.

The remainder of the article is organized as follows. Section 2 presents the overview of related DL-based attack detection schemes for IoT and IIoT networks and the limitations of existing research. Section 3 briefly describes materials and methods. Section 4 presents results and discussions and finally, section 5 concludes this research.

II. RELATED WORK
This section presents some of the latest state-of-the-art attack detection algorithms proposed by several researchers. These schemes are categorized based on the utilized DL algorithms, used datasets, and their performances. Li et al. [9] proposed a multi convolutional neural network fusion method for anomaly detection in the IoT. The NSL-KDD dataset is used to evaluate the proposed scheme. Their experimental results demonstrated that the proposed scheme successfully classified attacks with high accuracy and low complexity. Hassan et al. [10] introduced a hybrid deep learning model. They presented a convolutional neural network and weight dropped long short-term memory (WDLSTM) network. In the proposed technique, a CNN is used to extract the features from IDS big data and the WDLSTM is used for attack classification. The proposed approach proved its superior performance in comparison with state-of-the-art schemes. Zolanvari et al. [11] presented a machine learning-based scheme for the detection of vulnerabilities in an IIoT network. Researchers successfully classified backdoor, common injection, and structured query language injection attacks by using a real-world testbed. Li et al. [12] introduced a deep migration learning-based scheme for attack detection in IoT enabled smart cities. The authors analyzed the model’s performance by using the KDD CUP 99 dataset. The experimental results proved the higher accuracy and short detection time. Self-adaptive attack detection schemes are very important to identifying new and diverse nature attacks. Zhang et al. [13] proposed a deep belief network (DBN) and an improved genetic algorithm (GA)-based hybrid scheme. The GA is used to select the optimal number of hidden layer neurons and the DBN classified the attacks with a higher accuracy and detection rate. Researchers utilized NSL-KDD dataset to evaluate the proposed scheme. In another latest work, Arshad et al. [14] presented an intrusion detection framework for energy-constrained IoT devices.
Researchers implemented their proposed scheme with Contiki operating system and conducted extensive experimentation to evaluate potential performance trade-offs. The obtained results proved the effectiveness of the proposed approach for intrusion detection in the IIoT system. Vasan et al. [15] developed a robust cross-architecture IoT malware threat hunting model. They efficiently optimized convolutional neural networks (CNN) and recurrent neural networks with higher accuracy on different IoT architectures. The proposed technique is evaluated by using a large IoT cross-architecture dataset.

Hassan et al. [16] proposed a novel cyberattack detection model for the SCADA system. Researchers combined random subspace learning with a random tree. The proposed scheme is evaluated over 15 datasets of the SCADA network. The experimental results proved the effectiveness of the scheme for the IIoT platform’s security. Lee et al. [17] developed a lightweight machine learning-based attack detection model. In the proposed scheme, a support vector machine algorithm is deployed on IoT devices for feature extraction and attacks are classified by using a deep autoencoder. The proposed model is evaluated using the AWID dataset and achieved an accuracy of 98%. The detection of new cyberattacks is an open challenge for IIoT platforms. In this context, Saharkhizian et al. [18] proposed an advanced deep learning model for attack detection. Researchers integrated LSTM modules into an ensemble of detectors. They evaluated the effectiveness of the proposed scheme by using the Modbus network traffic dataset and obtained an accuracy of 99%. Souza et al. [19] proposed an attack detection scheme that operates in the fog computing layer of the IIoT network. They presented a hybrid binary classification method that contains a deep neural network (DNN) and the k-Nearest Neighbors (kNN). The researchers evaluated their model by using the CICIDS and NSL-KDD datasets. Huang et al. [20] proposed a novel fault detection scheme for the IIoT network. The authors introduced the Gaussian Bernoulli Restricted Boltzmann Machine (GBRBM)-based deep neural network (DNN). This scheme transformed fault detection into a classification problem. The authors also compared their model with state-of-the-art methods and the experimental results demonstrated the superior performance of the proposed model. In today’s world, the huge amount of IIoT malware is one of the most serious security threats. Taheri et al. [21] presented a robust Featured Learning-based architecture for android malware detection in IIoT. Researchers evaluated their proposed scheme by conducting extensive experiments on three IoT datasets. The obtained results confirmed the higher attack detection accuracy of the proposed algorithm. In another research, Khoda et al. [22] proposed two novel techniques for the selection of adversarial samples to retrain a classifier. One technique is based on probability measures derived from kernel-based learning and the second is based on the distance from the malware cluster center. The experimental results indicate that proposed schemes improved the attack detection accuracy by 6%. The outcomes of this research can be very helpful for the designing of robust security systems for IIoT applications.

Several researchers have done great jobs by proposing efficient attack detection schemes for IoT and IIoT platforms. However, the existing studies have a few limitations. First, the majority of the researchers used the old generation NSL-KDD and KDD CUP 99 datasets, which have not been updated according to modern industrial requirements. Second, in recent studies, most of the researchers evaluated their schemes by defining a few performance matrices that don’t provide in-depth analysis. Third, the feasibility of the proposed schemes for resource-constrained devices is not deeply considered. To address the aforementioned challenges, we propose a lightweight HDRaNN-based attack detection scheme for IIoT networks, which is an extension of our previous work [23]. We use two latest IIoT security-related datasets and define several performance parameters for the performance evaluation. Finally, we discuss the feasibility of the implementation of the proposed scheme on resource-constrained devices.

**III. MATERIALS AND METHODS**

In this section, we present the details about the IIoT security datasets, the mathematical background of the proposed neural network, and the implementation model.

**A. INDUSTRIAL IoT DATASETS**

We use two new generation IIoT security datasets, DS2OS and UNSW-NB15. The detailed descriptions of these datasets are given in the following.

1) **DS2OS DATASET**

Pahl and Aubet [24], [25] provided this open-source, new generation IIoT security dataset for study and research purposes. This dataset is very helpful for evaluating the effectiveness of ML/DL-based cybersecurity algorithms for smart cities, smart factories architectures, etc. The dataset contains a total of 357952 samples with 10017 anomalous and 347935 normal values. It contains 13 features and seven different types of attacks such as denial of service, malicious operation, malicious control, wrong setup, spying, scan, and data type probing attacks. All the classes of this dataset are termed anomalous.

- **Normal**: If data do not contain any anomalous values, then they are called normal data.
- **Denial of Service**: In this attack, the attacker can suspend the machine and network resources for users. The attacker overloads the network by sending too much ambiguous traffic.
- **Malicious Control**: This attack provides unauthorized access to system devices or networks. This attack is launched with the malicious intent to access valuable information.
4) **Malicious Operation:** In this attack system, the performance is badly affected by distracting the system from the original operation.

5) **Spying:** In spying, an attacker can get access to the secret information through a backdoor channel by exploiting the vulnerabilities of the system.

6) **Wrong Setup:** In this attack, an intruder can access the confidential and valuable information about customers or the industry by exploiting the wrong system setup.

7) **Scan:** The attacker scans the network devices and collects the information of the client’s IP addresses and server port addresses.

8) **Data Type Probing:** In this attack, the attacker determines the weaknesses or vulnerabilities of a machine by scanning it.

2) **UNSW-NB15 Dataset**

The second dataset is the UNSWNB15 dataset. It is generated by the Cyber Range Lab of the Australian Centre for Cyber Security [26]. This is one of the new generation IIoT datasets that is extensively used for the efficiency evaluation of machine learning-based cybersecurity applications. This dataset consists of total 257673 samples in which 164673 are anomalous and 93000 are normal values. This dataset contains 49 features and 9 types of attacks. These attacks include fuzzers, backdoor, analysis, reconnaissance, exploit, generic, DoS, shellcode, and worm attacks. All the classes of this dataset are shortly described in the following.

1) **Fuzzers:** In this attack, the intruder attempts to crash a program, operating system, or network by inputting a massive amount of random data.

2) **Backdoor:** It is a type of malware in which cybercriminals can get unauthorized access to websites. Attackers spread the malware in the complete system by targeting unsecured entry points.

3) **Analysis:** This attack focuses on malware events and computer intrusions in which attackers get access to the system by using their technical capabilities.

4) **Reconnaissance:** The attacker collects the information about system vulnerabilities that can exploit the system control.

5) **Exploit:** This is a code that takes advantage of software vulnerabilities and security flaws. In this attack, an intruder can get unauthorized access.

6) **Generic:** This attack works against all the block ciphers without determining the structure of the block cipher.

7) **DoS:** In this attack, the attacker can suspend the machine and network resources for users. The attacker overloads the network by sending too much ambiguous traffic.

8) **Shellcode:** It is a set of instructions that execute commands in software to exploit a machine.

9) **Worm:** It contains malicious codes that attack the host computer and spread through the network. It can exploit the security vulnerabilities of different applications.

**B. Mathematics of a Random Neural Network**

E. Gelenbe introduced the random neural network (RaNN) in 1989 [27]. This model mimics the signal transmission process of the human brain. The RaNN is preferred due to better generalization capabilities. Moreover, RaNN is highly suitable for deployment on resource-constrained IoT devices or neuromorphic hardware because of lower computational requirements and highly distributed nature [28].

In an RaNN, the state of a neuron is represented by its potential. A neuron exchanges excitatory and inhibitory spikes probabilistically in RaNN layers. An inhibitory spike can only cancel the positive signal and it does not affect its potential. A neuron exchanges excitatory and inhibitory signal with probabilities \( p_+ \) and \( p_- \), respectively. The signal may also leave the network with probability \( d(x) \).

\[
\sum_{y=1}^{X} \left[ p_+(y, x) + p_-(y, x) \right] + d(x) = 1, \quad \forall x
\] (1)

Here, \( X \) is the total number of neurons. According to the arrival rates of excitation \( \varepsilon(x) \) and exhibition \( \mu(x) \), the probability of neuron \( x \) firing can be described as [29]:

\[
a_x = \frac{\mu_+(x)}{f(x) + \mu_-(x)}
\] (2)

Here,

\[
\mu_+(x) = \sum_{y=1}^{X} a_y f(y) p_+(y, x) + \varepsilon(x)
\] (3)

\[
\mu_-(x) = \sum_{y=1}^{X} a_y f(y) p_-(y, x) + \mu(x)
\] (4)

The output \( a_x \) is an activation function of excitatory inputs \( \mu_+(x) \) divided by the sum of inhibitory inputs \( \mu_-(x) \) and a firing rate \( f(x) \). \( w^+(x, y) \) and \( w^-(x, y) \) are defined as follows.

\[
w^+(x, y) = f(x) p^+(x, y) \geq 0
\] (5)

\[
w^-(x, y) = f(x) p^-(x, y) \geq 0
\] (6)

By using Equations 1, 5, and 6, the firing rate’s expression \( f(x) \) can be derived as:

\[
f(x) = (1 - d(x))^{-1} \sum_{y=1}^{X} [w^+(x, y) + w^-(x, y)]
\] (7)

\[
\mu_+(x) < [f(x) + \mu_-(x)]
\] (8)

Here, Eq. 8 is a necessary condition for the existence of a unique solution in an RaNN. The values \( w^+(x, y) \) and \( w^-(x, y) \) are equivalent to weights of the neural network and can be trained with traditional learning algorithms such as gradient descent.
1) GRADIENT DESCENT ALGORITHM

In this section, the standard gradient descent (GD) for the training of the RaNN is described. Let the training set \((A, B)\) contain \(K\) input-output pairs. Here, \(A = \{a_1, \ldots, a_K\}\) are inputs and \(B = \{b_1, \ldots, b_K\}\) are output vectors.

\[
\begin{align*}
&v \left( x \right) > 0, \mu \left( x \right) = 0 \quad \text{if} \quad a_{sk} > 0 \\
&v \left( x \right) > 0, \mu \left( x \right) > 0 \quad \text{if} \quad a_{sk} \leq 0
\end{align*}
\] (9)

The error cost function \(E_k\) of \(k^{th}\) input-output pair for the GD is:

\[
E_k = \frac{1}{2} \sum_{x=1}^{X} a_{x}(q_{x} - b_{sk})^2, \quad a_x \geq 0
\] (10)

Here, \(a_x \in [0, 1]\) decides whether neuron \(x\) is an output neuron, where \(q_x\) is a differentiable function and \(b_{sk}\) is the desired value. The GD minimizes the error cost function. Suppose two random neurons \(u\) and \(v\) are connected. Then, \(w^+\(u, v\)\) and \(w^−\(u, v\)\) can be updated according to the expressions

\[
\begin{align*}
&\alpha_u (u, v) = \alpha_{u-1}(u, v) - \delta \sum_{x=1}^{X} \alpha_{x}(d_{x} - b_{sk}) \left[ \frac{\partial d_{x}}{\partial w^+(u, v)} \right]_{u-1} \\
&w^−(u, v) = \alpha_{v-1}(u, v) - \delta \sum_{x=1}^{X} \alpha_{x}(d_{x} - b_{sk}) \left[ \frac{\partial d_{x}}{\partial w^-(u, v)} \right]_{v-1}
\end{align*}
\] (11)

Here, \(\delta\) is the learning rate and \(\partial d_{x}/\partial w^+(u, v)\) and \(\partial d_{x}/\partial w^-(u, v)\) are the derivatives of the activation functions with respect to the weights. The partial derivative of Eq. 11 and Eq. 12 can be calculated by defining a vector \(j = (j_1, \ldots, j_X)\) and a matrix \(W\) of size \(X \times X\).

Here \(W\) is

\[
W = \begin{bmatrix}
w^+(x, y) - w^−(x, y)j_y \\
\mu_j + j_y
\end{bmatrix}
\] (13)

The defining vectors are \(\gamma^+(u, v)\) and \(\gamma^−(u, v)\) with \(X\) entries, where each entry \(x\) is defined as:

\[
\begin{align*}
\gamma^+_{x}(u, v) &= \begin{cases}
-1 & \text{if } u = x, v \neq x \\
\frac{1}{f(x) + \mu−(x)} & \text{if } u \neq x, v = x \\
0 & \text{otherwise}
\end{cases} \\
\gamma^-_{x}(u, v) &= \begin{cases}
-1 + j_x & \text{if } u = x, v = x \\
\frac{1}{f(x) + \mu−(x)} & \text{if } u = x, v \neq x \\
\frac{j_x}{f(x) + \mu−(x)} & \text{if } u \neq x, v = x \\
0 & \text{otherwise}
\end{cases}
\end{align*}
\] (14)

\] (15)

The above notation can be used to derive the vector equation from Eq. 2.

\[
\frac{\partial j}{\partial w^+(u, v)} = \frac{\partial j}{\partial w^{-}(u, v)} W + \gamma^+(u, v) j_u
\] (16)

The training algorithm stops its execution when the desired criteria is achieved or the program reaches its maximum number of iterations.

C. PROPOSED HYBRID DEEP RANDOM NEURAL NETWORK

The architecture of the proposed cyberattack detection is presented in Figure 1. The HDRaNN consists of a deep random neural network (DrAAN) and a multilayer perceptron (MLP). This model contains one input layer, three RNN layers, three MLP layers, and one output layer. The proposed architecture is implemented with dropout regularization to avoid overfitting the model. This architecture gave us the best optimum results through hit and trial method. Since we used two different datasets, DS2OS and UNSW-NB15, that have different features, we adjust the model according to the requirements of each dataset. The implementation of the HDRaNN for both datasets is described in the following.

1) IMPLEMENTATION WITH DS2OS DATASET

The DS2OS dataset contains 13 features and 8 classes. Preprocessing is an essential requirement to make the data the most compatible with a neural network. This dataset consists of some missing data in two feature columns. The “Access Node Type” consists of 148 “NaN” values that are replaced by some malicious values in preprocessing. In the “Value” column, some data are unassigned. “Twenty”, “nan”, “True” and “False” are replaced with 20.0, 0.0, 1.0, and 0.0, respectively. The features of the dataset contain numerical and categorical values. Label encoding is used to convert the categorical values into nominal values. For DS2OS, 11 features are used as input. Therefore, all the parameters of the neural network are adjusted according to input requirements for optimum processing.

2) IMPLEMENTATION WITH UNSW-NB15 DATASET

The UNSW-NB15 dataset contains a total of 49 features and 10 classes. Two techniques, data conversion and data normalization, are used for the preprocessing of this dataset. All the nominal data are converted into numerical data using data conversion. This process assures the complete processing of numerical data. Data normalization is used reduce the large variance of features. All the null values of the dataset are removed during normalization. Min-max scaling is used to normalize the large values to a range from zero to one. Feature selection is performed by using an Association Rule Mining (ARM). ARM is a data mining technique that estimate the correlation of two or more than two features in a dataset. We selected forty-one most prominent features of the dataset based on confidence score. Therefore, all the parameters of the neural network are adjusted according to the input requirements for optimum processing.
D. PERFORMANCE EVALUATION METRICS

Several performance parameters are considered for the performance evaluation of the proposed technique.

1) ACCURACY
   The accuracy describes the percentage of correct predictions.
   \[
   \text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \quad (18)
   \]

2) PRECISION
   The precision describes the ratio of correctly predicted positive outcomes with the total number of positive predictions.
   \[
   \text{Precision} = \frac{TP}{TP + FP} \quad (19)
   \]

3) RECALL
   The recall is the ratio between the correctly predicted positive outcomes and the total outcomes in a given class.
   \[
   \text{Recall} = \frac{TP}{TP + FN} \quad (20)
   \]

4) F1 SCORE
   The F1 score is described as a weighted average of the precision and recall, and it produces a result that ranges from 0 to 1.
   \[
   F1 \text{ Score} = \frac{2 \times (\text{recall} \times \text{precision})}{\text{recall} + \text{precision}} \quad (21)
   \]

5) LOG LOSS
   The log loss measures the performance of the model by using the probability of expected outcomes. If the actual class probability is high, then the log loss will be high. A lower score indicates a better performing model.
   \[
   - \sum_{c=1}^{M} y_{o,c} \log(p_{o,c}) \quad (22)
   \]

IV. EXPERIMENTS AND RESULTS

In this section, we describe the implementation of the proposed scheme and evaluate the potential of the HDRaNN using the preprocessed datasets. The comparative analysis of the HDRaNN with other state-of-the-art DL schemes is also presented.

A. IMPLEMENTATION PLATFORM

The implementation and results analysis of the proposed algorithm is performed on a Dell Alienware Aurora R11 desktop computer. The system is equipped with a 10th Gen Intel Core i7-10700KF processor and 16GB of Dual Channel HyperX™ FURY DDR4 XMP RAM™. An NVIDIA GeForce RTX™ 2070 Super 8GB GDDR6 graphics card ensures the smooth execution of the deep learning algorithm. The software of the proposed algorithm is written and executed in “Anaconda Navigator” with “Keras” and “TensorFlow”.

B. SIMULATIONS AND RESULTS DISCUSSION

The proposed HDRaNN is implemented using the DS2OS and UNSW-NB15 datasets. Several performance metrics were calculated for the performance evaluation. In the deep learning model, the learning rate regulates the learning speed of the DL algorithm. The model achieves its best performance for a specific number of epochs with the optimum learning rate. At a very low learning rate, the model will be learning better, but the training time will be high and the model can fall into the local optimum. Conversely, a high
TABLE 1. Attacks distribution in the DS2OS dataset.

| Class Name         | Total  | Training | Testing |
|--------------------|--------|----------|---------|
| Normal             | 347935 | 260951   | 86984   |
| Denial of service  | 5780   | 4335     | 1445    |
| Malicious control  | 889    | 667      | 222     |
| Malicious operation| 805    | 604      | 201     |
| Spying             | 532    | 399      | 133     |
| Wrong setup        | 122    | 92       | 31      |
| Scan               | 1547   | 1160     | 387     |
| Data type probing  | 342    | 257      | 86      |

TABLE 2. Performance evaluation of the proposed algorithm with the DS2OS dataset.

| Performance Parameters | 0.005 | 0.01 | 0.75 | 1.00 | 1.50 |
|------------------------|-------|------|------|------|------|
| Accuracy               | 0.9789| 0.9856| 0.9812| 0.9634| 0.9630|
| Precision              | 0.9773| 0.9825| 0.9808| 0.9222| 0.9598|
| Recall                 | 0.9745| 0.9836| 0.9797| 0.9733| 0.9602|
| F1 Score               | 0.9759| 0.9830| 0.9802| 0.9741| 0.9600|
| Log Loss               | 0.4523| 0.3624| 0.4102| 0.5682| 0.7125|
| AUC-ROC                | 0.8025| 0.9128| 0.8834| 0.7422| 0.6653|

learning rate allows for fast learning but it can also the cause a high output error. Therefore, the optimum performance of the model can be ensured with the selection of an accurate learning rate. The number of neurons in the hidden layers is the second factor can also affect the performance of the model. There is no typical rule for the exact determination of the number of neurons in the hidden layer; therefore, we can determine it according to the number of input features. Ten-fold cross-validation was performed on the both dataset for detailed analysis. All the results are generated and analyzed by simulating the HDRaNN model for 150 epochs.

1) PERFORMANCE ANALYSIS WITH THE DS2OS DATASET

The DS2OS dataset is split into training and testing sets at rates of 75% and 25%, respectively. The distribution of the attacks is presented in Table 1. 11 features of the dataset are selected as the input. We selected the number of neurons in the RaNN layers and MLP layers as 11. The simulation is executed on the five learning rates of 0.005, 0.01, 0.75, 1.00 and 1.50. A detailed performance comparison is presented in Table 2. Figure 2 presents the accuracy comparison with different learning rates after ten-fold cross-validation for DS2OS dataset. According to the results, the overall performance for the learning rates of 0.005, 1.00, and 1.50 is less than 98%. The model performed better with learning rates of 0.001 and 0.75. The best performance is achieved at 0.01, as shown in the accuracy comparison graph in Figure 3. According to the results, the best training and testing accuracies are achieved as 98.75% and 98.56% respectively. The other performance scores of the precision, recall, and F1 score are 98.25%, 98.36%, and 98.30%, respectively. The log loss score is low as 0.3624, which indicates the optimum performance. The overall AUC-ROC is higher than 0.9128, which represents that the model achieved high detection results. This dataset contains 7 types of attacks. The attack classification is represented by the confusion matrix, as shown in Table 5. According to the confusion matrix, the proposed HDRaNN model more accurately classified “Malicious Control”, “Data Type Probing”, “Spying”, and “Malicious Operation”. In the “Normal” class, 657 samples are misclassified as anomalous data. In the “DoS”, “Scan” and “Wrong Setup”, 320, 98, and 5 samples are misclassified, respectively. The overall performance of the HDRaNN for DS2OS is very good and satisfactory.

2) PERFORMANCE ANALYSIS WITH THE UNSW-NB15 DATASET

UNSW-NB15 dataset is also split into training and testing set at rate of 75% and 25%, respectively. The attacks distribution is presented in Table 3. The 41 most significant features are used as the input. We selected 41 neurons for the RaNN layers and 30 for the MLP layers. The simulation is executed for the same five learning rates that we used in the previous experiment. A detailed performance comparison is presented in Table 4. The accuracy comparison with different learning rates after ten-fold cross-validation for UNSW-NB15 dataset is presented in Figure 4. According to the results, the overall performance on the learning rates of 0.005, 1.00, and 1.50 is less than 98%. The best performance is achieved at a learning
3) PERFORMANCE COMPARISON WITH STATE-OF-THE-ART ATTACK DETECTION ALGORITHMS

We tested four state-of-the-art deep learning algorithms, including the recurrent neural network (RNN), deep belief network (DBN), deep autoencoder (DAE), and restricted Boltzmann machine (RBM), on our preprocessed datasets using open source Python codes. For a better comparison with the HDRaNN, we maintained the test and training data split rates for both datasets and selected a moderate learning rate. A detailed performance comparison is presented in Table 7. For the DS2OS dataset, the DBN and DAE performed well, and the attack detection accuracies achieved were 97.89% and 98.13%, respectively. The attack detection accuracy and other performance scores of the RNN and RMB are less than 97% for the DS2OS dataset. The DAE achieved good performance for the UNSW-NB15 dataset with an attack detection accuracy of 98.75% and its other scores were also greater than 98%. The RNN, DBN, and RNN achieved overall scores ranging from 95% to 97%. To summarize this comparison, the performance of the proposed HDRaNN is superior for both datasets compared to the performances of other deep learning classifiers.

C. DEPLOYMENT PERSPECTIVE IN AN IIoT NETWORK

Different IoT applications such as smart factories, smart cities, and smart transportation etc. communicate with the network layer using different communication technologies. The network layer facilitates users’ requests and provides internet services to individuals and industrial applications. The proposed attack detection approach can be deployed in the network layer to secure incoming and outgoing traffic. Our model is flexible and does not require any specific topology for its implementation. It can be integrated with an IIoT network according to the user’s requirement. Since the proposed scheme consists of a lightweight deep learning algorithm, it can be easily implemented on a single board computer such as Raspberry Pi with a Neural Computing Stick (NCS) or low power ARM Cortex M4 processor-based development board. However, the HDRaNN cannot be directly trained on low-performance devices. Therefore, we train the model by using a high-power computing device.
TABLE 5. Confusion matrix of the attack classification of the DS2OS dataset.

| Classes          | Normal | DoS     | Malicious Control | Malicious Operation | Spying | Wrong Setup | Scan | Data Type Probing |
|------------------|--------|---------|-------------------|--------------------|--------|-------------|------|-------------------|
| Normal           | 86327  | 589     | 0                 | 2                  | 4      | 1           | 61   | 0                 |
| DoS              | 300    | 1125    | 2                 | 2                  | 0      | 1           | 15   | 0                 |
| Malicious Control| 2      | 218     | 0                 | 0                  | 0      | 2           | 2    | 0                 |
| Malicious Operation| 3     | 4       | 188               | 0                  | 3      | 3           | 0    | 0                 |
| Spying           | 2      | 0       | 0                 | 1                  | 127    | 0           | 0    | 3                 |
| Wrong Setup      | 1      | 2       | 1                 | 0                  | 26     | 0           | 2    | 0                 |
| Scan             | 65     | 32      | 0                 | 0                  | 0      | 0           | 289  | 1                 |
| Data Type Probing| 2      | 0       | 0                 | 0                  | 0      | 0           | 0    | 84                |

TABLE 6. Confusion matrix of the attack classification with the UNSW-NB15 dataset.

| Classes          | Normal | Fuzzers | Backdoor | Analysis | Reconnaissance | Exploits | Generic | DoS | Shellcode | Worms |
|------------------|--------|---------|----------|----------|----------------|----------|---------|-----|-----------|-------|
| Normal           | 22465  | 412     | 3        | 2        | 0              | 4        | 1       | 106 | 2         | 0     |
| Fuzzers          | 160    | 5849    | 0        | 1        | 19             | 15       | 5       | 4   | 8         | 1     |
| Backdoor         | 4      | 2       | 560      | 0        | 6              | 0        | 1       | 0   | 9         | 0     |
| Analysis         | 8      | 0       | 3        | 652      | 0              | 0        | 1       | 3   | 0         | 2     |
| Reconnaissance   | 16     | 7       | 0        | 3459     | 0              | 2        | 12      | 0   | 1         | 0     |
| Exploits         | 12     | 793     | 1        | 0        | 8              | 9844     | 1       | 472 | 0         | 0     |
| Generic          | 6      | 17      | 0        | 0        | 6              | 22       | 14673   | 0   | 0         | 0     |
| DoS              | 220    | 63      | 4        | 2        | 0              | 78       | 0       | 3720| 0         | 1     |
| Shellcode        | 4      | 11      | 0        | 2        | 0              | 5        | 0       | 0   | 356       | 0     |
| Worms            | 3      | 0       | 0        | 0        | 0              | 0        | 0       | 0   | 41        |       |

TABLE 7. Performance comparison with the state-of-the-art schemes.

| DL Classifier | Accuracy | Precision | Recall | F1 Score | Log Loss | Accuracy | Precision | Recall | F1 Score | Log Loss |
|---------------|----------|-----------|--------|----------|----------|----------|-----------|--------|----------|----------|
| RNN           | 0.9593   | 0.9562    | 0.9544 | 0.9553   | 0.8512   | 0.9535   | 0.9548   | 0.9545 | 0.9546   | 0.9876   |
| DBN           | 0.9789   | 0.9792    | 0.9774 | 0.9783   | 0.7221   | 0.9710   | 0.9699   | 0.9701 | 0.9700   | 0.5827   |
| DAE           | 0.9813   | 0.9826    | 0.9818 | 0.9822   | 0.4226   | 0.9875   | 0.9881   | 0.9869 | 0.9875   | 0.4322   |
| RBM           | 0.9661   | 0.9643    | 0.9657 | 0.9650   | 0.5779   | 0.9725   | 0.9782   | 0.9755 | 0.9768   | 0.5674   |
| HDRaNN        | 0.9856   | 0.9825    | 0.9836 | 0.9830   | 0.3624   | 0.9919   | 0.9907   | 0.9898 | 0.9902   | 0.1223   |

such as the Dell Alienware desktop computer used here. Then, the trained model is converted in a deployable graph file using some suitable software application. Finally, this graph file can be implemented in a Raspberry Pi or ARM Cortex M4 process using Python script.

V. CONCLUSION

IIoT cybersecurity is critical due to increasing number of IoT devices that generate a huge amount of data on insecure networks. DL-based schemes have great potential to address the security problems in IoT networks. In this paper, we presented a novel HDRaNN-based approach for cyberattack detection in IIoT. The proposed HDRaNN exploit the applications of a deep random neural network and multi-layer perceptron. The proposed scheme is evaluated using IIoT security-related datasets i.e., DS2OS and UNSW-NB15. Several performance metrics such as the accuracy, recall, precision, F1 score, and log loss prove the superiority of the proposed scheme. The proposed HDRaNN classified 16 different types of attacks with an accuracy of more than 98% and 99% for DS2OS and UNSW-NB15 datasets, respectively. When compared with other DL-based scheme, all performance metrics were favour of the proposed scheme.
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