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Fig. 1. The main window of our MultiSegVA platform for the visual-interactive multi-scale segmentation of biologging time series. After arranging scale-wise segmentation techniques by a new visual query language, the analyst can explore results in tailored visualizations and refine parameters. Here the tree relies on segmentation by geographical area, then recursively by acceleration change points.

Abstract—Segmenting biologging time series of animals on multiple temporal scales is an essential step that requires complex techniques with careful parameterization and possibly cross-domain expertise. Yet, there is a lack of visual-interactive tools that strongly support such multi-scale segmentation. To close this gap, we present our MultiSegVA platform for interactively defining segmentation techniques and parameters on multiple temporal scales. MultiSegVA primarily contributes tailored, visual-interactive means and visual analytics paradigms for segmenting unlabeled time series on multiple scales. Further, to flexibly compose the multi-scale segmentation, the platform contributes a new visual query language that links a variety of segmentation techniques. To illustrate our approach, we present a domain-oriented set of segmentation techniques derived in collaboration with movement ecologists. We demonstrate the applicability and usefulness of MultiSegVA in two real-world use cases from movement ecology, related to behavior analysis after environment-aware segmentation, and after progressive clustering. Expert feedback from movement ecologists shows the effectiveness of tailored visual-interactive means and visual analytics paradigms at segmenting multi-scale data, enabling them to perform semantically meaningful analyses. A third use case demonstrates that MultiSegVA is generalizable to other domains.
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1 INTRODUCTION

Time series often include patterns and semantics on very different temporal scales, but a majority of segmentation techniques is applied on a single scale with global parameters. More complex multi-scale techniques commonly imply careful parameterization and possibly the need for cross-domain expertise, yet there are no visual-interactive tools with strong support for segmenting time series on multiple scales.

We present the MultiSegVA platform that facilitates multi-scale time series segmentation by tailored visual-interactive features, established VA principles, and a new visual query language. In this publication, we focus on biologging time series of moving animals: these time series have prototypical multi-scale character and include widely unexplored behaviors, which are hidden in high resolutions and cardinalities. Additionally, biologging-driven movement ecology is an emerging field [10, 59, 76, 77], triggered by technical advances that enable academia to address open questions in innovative ways. The biologging time series stem from miniaturized tags and give high-resolution information about, e.g., an animal’s location, tri-axial acceleration, and heart rate. Here, semantics are typically distributed on diverse temporal scales, including life stages, seasons, days, day times, and (micro)movement frames. These temporal scales are complemented by spatial scales concerning, e.g., the overall migration range, migration stops, and foraging ranges. There are complex scale- and context-specific conditions [6, 44, 65], implying different energy expenditures, driving factors, and decisions for behavior. Hence, segmenting such
time series on a single scale with global parameters does not sufficiently address their multi-scale character.

The relevance of multi-scale segmentation can be further motivated by three reasons. First, analysts can deepen their understanding of how scales relate to each other: e.g., in terms of nesting relations, next to relative scale sizes and types. A multi-scale perspective can even enable “to gain an insight on an entire knowledge domain or a relevant sub-part” [51]. Second, even without labeled data or thoroughly parameterized single-scale techniques, it is possible to identify fine-grained patterns that are wrapped by lower-scale, context-yielding patterns. Such fine-grained and context-aware patterns are crucial to enrich existing classification and prediction models. Third, demands for more multi-scale analyses originate from domain literature. Such demands can be found in movement ecology and analysis [1, 20, 36, 44], but also in, e.g., medical sciences [1] and social sciences [15].

However, in practice, segmenting time series on multiple scales is often impeded by several factors. First, multi-scale techniques rely on more in-depth, theoretical foundations and inherent parameters that need to be carefully adapted. Therefore analysts (e.g., movement ecologists) might require cross-domain expertise in statistical multi-scale time series analysis. Second, even with such expertise, it is difficult to decide on scale properties (e.g., size, dimension, number of scales) and further parameters. Third, we observe a lack of suitable visual-interactive approaches in related works (Section 3.2) that could strongly support and promote segmenting time series on multiple scales.

To close this gap, we present our web-based MultiSegVA platform that allows analysts to visually explore and refine a multi-scale segmentation, which results from a simple way of setting segmentation techniques on multiple scales. In the context of multi-scale segmentation, MultiSegVA primarily contributes the use of tailored visual-interactive features and established VA paradigms (contribution C1). To flexibly configure segmentation techniques and parameters, MultiSegVA includes a new visual query language (VQL, C2) that links a variety of segmentation techniques across multiple scales. These techniques stem in the present case from a set (C3) that was derived together with movement ecologists and covers typical domain use cases.

Section 2 outlines typical tasks and requirements from movement ecology that are contextualized and backed up by the related work Section 4 Then Section 3 shows how we address the first requirements, namely by describing and justifying the platform design. Further requirements are fulfilled by the VQL and its specification in Section 5. Three real-world use cases and domain expert feedback from movement ecologists compose Section 6 before discussing several aspects.

In the following, we assume single, discrete, and unlabeled time series, denoted as pair \((t, v)\) and with \(n\) records. Let the array \(t = [t_1, \ldots, t_n]\) specify timestamps \(\subset \mathbb{R}\) with \(\forall v \in \{2, \ldots, n\} : t[i] < t[i+1]\). Then \(v[i]\) is the (multi-dimensional) value record for timestamp \(t[i]\).

In general, segmentation shall be the problem of finding a set of index intervals \([t_m, t_n]\) such that each index \(i \in \{1, \ldots, n\}\) is included in exactly one of these index intervals.

2 DOMAIN BACKGROUND, TASKS, AND REQUIREMENTS

The MultiSegVA platform was developed in close collaboration with domain experts from movement ecology who are working with biologging time series on a day-to-day basis.

Our domain experts are researchers from the Max Planck Institute of Animal Behavior that is one of the major driving forces for the biologging-based, in-depth understanding of animal movements. Hence, the institute coordinates Movebank [77], an online repository for biologging time series, and the ICARUS initiative [75], where an ISS antenna gathers signals of global animal movements from space. Likewise, recent advances in biologging technology are opening up a new era in understanding the dynamics and specifics of animal movements. Biologging tags “have and will become smaller, cheaper and more accessible, new satellite tracking technologies are introduced, data download methodologies become more efficient, battery life increases” [20]. The domain experts work with resulting time series with GPS and acceleration dimensions, for contributing to subdomains such as animal migration, animal societies, or computational ecology.

Such contributions help in better understanding some of today’s most urgent issues: e.g., climate change [53, 58], species decline (cf. [61, 64]), disease transmission [52]. Thus the movement ecologists are highly experienced in data acquisition, ecological modeling, and corresponding hypothesis testing, while multi-scale time series statistics and advanced machine learning are often less focal points. By interviewing our experts, we could extract the following tasks and related challenges.

Tasks. In a typical workflow, our experts mostly follow the KDD pipeline [24]: they begin with sampling, cleaning, standardizing sensor data, before deriving new dimensions (e.g., pitch, ODBA [30]) and plotting GPS as well as acceleration dimensions. The workflow continues by the main tasks of visual exploration (T1), segmentation (T2) and annotation with behavior labels (T3). For these tasks, the experts often sequentially apply R and Python scripts, whose adaptation and chaining are tedious. Also, their tools in use do not consider the multi-scale nature of a biologging time series, and they often lack in visual-interactive features, automated techniques, and scalability. Consequently, the existing analysis means cannot sufficiently explore the true potential and information hidden in the enormous amounts of accruing data [76, 77]. For instance, the experts use a tool that shows tri-axial acceleration data in a zoomable and multivariate time series plot; see the schematic in Figure 2.

The experts interact with the plot, consider contextual data sources, and often try to project themselves into the animal with its motion and movements. To identify and annotate segments of the time series, the experts have to follow a manual process: segments have to be defined by a rectangle selection, before predefined behavior labels are individually assigned. At millions of records, this process can take, as reported, several months. To handle T1–T3 while strongly reflecting the multi-scale nature of the time series, the following requirements evolved.

Requirements. Through regular meetings with the movement ecologists, we derived requirements for the MultiSegVA platform by means of semi-structured interviews. Initially, we proposed a set of requirements, based on literature research and supported by interface sketches. These requirements were discussed and refined together with the domain experts. In the following, we describe a high-level set of requirements as result of our discussions. This set complements the requirements in [7] with the aim of satisfying multi-scale aspects.

R1 Integrating Approach. Insights in time series analysis are typically hidden on different temporal scales: e.g., daily foraging versus bi-annual migration. At the same time, each scale comes with scale-specific segmentation objectives, data distributions, patterns, and semantics. To handle these aspects, the experts now tediously combine techniques from different scripts and tools. For improving the situation, an integrating approach that incorporates various techniques into one scheme is needed.

R2 Multi-Scale Structure & Specifics. A temporal scale is typically surrounded by larger temporal scales that have context-yielding patterns, events, anomalies, and semantics. For segmentation, the analyst requires a mean to cover the specifics of surrounding temporal scales and to extract the multi-scale structures of a time series. Current tools in use support only one temporal scale at a time.

R3 Flexible Parameterization. Time series can be based on several possible multi-scale structures and often the analyst has to explore which structure is most adequate to answer a specific question. Using scripts for this exploration tends to be inflexible and error-prone as code has to be re-arranged. Hence, the analyst requires means for the flexible and effortless parameterization of a segmentation task.

R4 Visual-Interactive Features. To facilitate configuration and reasoning, the analyst needs extensive visual-interactive features that clearly go beyond colored line plots. The methods shall strongly support result exploration, parameter refinement, and segment annotation.
3 RELATED WORK

This section backs up the elicited requirements, contextualizes, and further motivates our work. We initially overview techniques for time series segmentation, before depicting VA approaches for a visual-interactive segmentation process and outlining related VQLs.

3.1 Techniques for Time Series Segmentation

Many segmentation techniques are applied on a single scale with global parameters and return a simple segment alignment. Keogh et al. present a survey on geometric segmentation: with bottom-up, top-down, sliding-window algorithms, next to the efficient hybrid SWAB, that try to meet segmentation criteria concerning piecewise linear approximations. Also change point detection is often applied to split a time series into homogeneous units, see the surveys in [40, 46]. The detection is usually steered by a cost function (e.g., maximum likelihood-based), a search function (e.g., optimal PELT), and additional constraints. With usually more complex foundations in probability theory, Hidden Markov Models (HMMs), [14, 55, 74], Hidden Semi-Markov Models, and State Space Models (SSMs) are options that tend to capture inherent semantics better than previous techniques.

Next to these generic techniques, there are more domain- or data-specific variants and developments. For example, techniques specifically for (time-annotated) trajectories are depicted in [20] and are part of the framework [11, 12] by Buchin et al. Additionally, techniques with relatively novel ways of functioning have recently emerged, e.g., semantic segmentation based on matrix profiles [29].

Though a common aspect of the above techniques is that their default variants do not emphasize the multi-scale character of time series, as they are often applied on a single temporal scale with global parameters. Such an emphasis can be obtained by more complex variants, e.g., by hierarchical HMMs, multi-level SSMs, or multi-scale change point detection [21, 22]. So, [13] depicts a non-parametric Wavelet model to identify change points in periodograms of multiple scales. In general, alternative approaches can emerge from the field of multi-scale time series modeling [23, 26]. Hence to identify multi-scale structures, Vamos et al. proposes a technique [67] based on a time series’ monotony spectrum: i.e., “the variation of the mean amplitude of the monotonic segments with respect to the mean local time scale during successive averagings of the time series” [67]. Such techniques have strong theoretical foundations and their overall value is certainly inquestive. Yet, their increased complexity demands stronger efforts at parameterization and possibly cross-domain expertise. With these impeding factors, the next subsection section to which extent visual-interactive approaches could support the analyst at multi-scale segmentation.

3.2 VA Approaches for Time Series Segmentation

![Table 1. Comparison of related approaches. No related approach fulfills all of the necessary requirements R1–R4.](image)

The following VA approaches shall enable interactive time series segmentation, where “humans and machines cooperate using their respective distinct capabilities for the most effective results” [35]. Several of these approaches are intended for movement and motion analyses.

Spreetke et al. present their VA tool AnimalEcologyExplorer [2], while emphasizing that VA can help to empower the animal tracking community and to foster new insight into the ecology and movement of tracked animals [62]. Their tool is intended for the iterative enrichment and segmentation of biologging time series. The outcomes are communicated in trajectory views, horizon graphs, and line charts, and can be refined by a feedback loop. However, AnimalEcologyExplorer enables only value range segmentation that is applied on a single scale.

Alsallakh et al. describe an approach [2] where the user decides between various segmentation techniques and parameters. The user specifies intervals for their local application, observes outcomes in interactive visualizations, and can follow a feedback loop. In principle, the local application allows segmentation on multiple nested temporal scales, but the proposed one-dimensional color stripe visualization does not promote multi-scale analyses. In contrast, the KronoMiner [72] system of Zhao et al. has many visual-interactive features for the multi-scale exploration of segments, which are arranged in a hierarchical circular layout. However, defining these segments is a fully manual task without an automated segmentation technique involved.

Röhlig et al. [57] enable the analysis of the impact of different parameter configurations in an interactive prototype. Here, a time series is segmented multiple times with differently parameterized SSMs. The segmentation results are encoded by aligned color stripes, having several possible color encodings, aggregations, and interaction techniques. A related approach by Bernad et al. aligns color stripes from various segmentation techniques. Though these approaches lack algorithmic and visual multi-scale support.

Further approaches do not consider typical segmentation techniques inherently, but still help to structure the time series. The TimeClassifier tool [65] of Walker et al. structures time series via template matching and visually encodes confidence of matched segments. A tool [22] of Gao et al. identifies and annotates segments based on a hierarchical support vector machine (SVM). This tool distinguishes between high- and low-level motion patterns but has few visual-interactive features.

The above VA approaches can be compared to MultiSegVA directly, see Table 1. Besides the requirements from Section 2 we also compare support for heterogeneous data and geographical context, as well as generalizability to other domains and diverse kinds of time series. There are several gaps inside the table, and in particular, no related approach fulfills all of the necessary R1–R4. This aspect can be traced back to different overall research objectives.

Further distinction would be possible by comparing the scalability in terms of temporal resolution, duration, and amount of different time series to be analyzed in context. Yet, these properties are not depicted in all compared works. The range for the amount of displayable time series goes from 1 with high temporal resolution and duration of a few hours [68] to many, but with lower temporal resolution [62]. We have found no tool that scales to multiple time series with high temporal resolutions (> 1 Hz) over durations longer than a few hours.

To conclude, to the best of the authors’ knowledge, there is no VA approach that simultaneously puts a strong emphasis on intelligent multi-scale time series segmentation and the additional support by tailored visualizations and interactions. To fill this gap and address further properties, this publication describes a comprehensive VA system with tailored visual-interactive features and a new visual query language for multi-scale time series segmentation.

3.3 Related Visual Query Languages

Visual query languages (VQLs) allow a wide range of users to search databases by replacing textual queries with visual abstractions, thus offloading the complexity of query building from the user to the system. Despite many existing VQLs, there is a need for further research at VQLs for temporal domains [19]. The main focus of current research about VQLs for temporal domains lies on event sequences. Deci- sionflow [31] is a VA solution for high-dimensional temporal event sequence data that provides a VQL to find event sequences by entering preconditions, episodes, and outcomes. A related approach by Kraus et al. [41] includes the visual-interactive segmentation and filtering of event sequences. Another approach, Segmentifier [22], iteratively applies filter operations to subdivide click-stream sequence data into smaller segments by imposing constraints for further detail inspection. Though, these aforementioned approaches focus on event sequences and not unlabeled time series data. In contrast, Stein et al. [63] consider time-annotated trajectories and present a VQL for the hierarchical definition of events. However, their approach only focuses on movement data and does not entail multi-scale segmentation.
4 THE MULTISEGVA PLATFORM

With MultiSegVA, the analyst uses tailored visual-interactive features to explore and refine the result of a time series’ multi-scale segmentation (R2, R4). This result is a segment tree and stems from a new visual query language (Section 5) that enables to specify the hierarchical application order of diverse segmentation techniques. Section 4.1 gives an overview on MultiSegVA and its workflow. Section 4.2 describes and justifies visualization and interaction choices in the platform’s main window, while detail windows are focused in Section 4.3.

4.1 System Overview and Feedback-based Workflow

MultiSegVA has one main window where the analyst builds visual queries and analyzes segmentation results inside a hierarchy visualization, closely linked to uni- and multivariate time series plots. The platform includes two additional windows for detail analysis of interesting segments. See Figures 1 and 3 for an overview on this scheme.

Fig. 3. The main window (with its segment tree visualization and time series plots) that enables to send segments to n + m detail windows.

One of these additional windows focuses on temporal details and local anomalies. In presence of geographical dimensions, the analyst can open the other additional window that has an interactive trajectory map and gives the spatial context. MultiSegVA ensures a close linking between these windows, even when the analyst opens them on different computers. The intended workflow with MultiSegVA contains the following six steps, also shown in Figure 4. The workflow involves a feedback loop for iterative analysis and refinement.

1. Series Selection. In the main window, the analyst initially decides on a time series: there are four options. (A) The analyst imports a biologging time series from Movebank [2], which is enabled by a Movebank-MultiSegVA linkage. In principle, the analyst can select a time series out of a set of more than 7,320 studies, with > 2.2 billion locations in total. (B) The analyst imports an arbitrary time series from a curated set that MultiSegVA offers. (C) Or else, the analyst uploads a .csv file to analyze an own time series. (D) With multiple series imported, it is possible to switch between the series by a select menu.

2. Browse Dimensions. Now the selected series’ first numerical dimension is shown in a univariate time series plot. The plot’s y-domain matches to the dimension’s minimum and maximum value. To contextualize, all dimensions are shown in a multivariate time series plot. At both plots, the analyst can flexibly select the dimension (subset) to show, followed by interactive zooming and panning. Thereby the analyst can develop an initial understanding of dimension-specific properties and can already identify (ir)relevant dimensions and intervals.

3. Query Building. The analyst arranges segmentation techniques on multiple scales, see the VQL in Section 5. Step 2 is helpful again.

4. Query Processing. This step is not seecrable for the analyst.

5. Overview + Detail Visualizations. By a hierarchy visualization, the main window provides an overview on the segmentation result, see Figure 1 and Section 4.2. This visualization encodes, e.g., a segment’s start index, stop index, and segment tree level. By color encoding a domain the main window provides an overview on MultiSegVA and its workflow. Section 4.2 describes and justifies visualization and interaction choices in the platform’s main window, while detail windows are focused in Section 4.3. Here the analyst inspects already zoomed-in data values, point-based anomalies, and the spatial context of even very short segments. Simultaneously, the main window shows the overview, and steadily enables to select segments for detail analysis.

6. Reasoning. The analyst gets an intuition for scale properties, specific segment lengths and distributions, temporal subtleties, anomalies, spatial context, and corresponding influences. A reasoning step follows, especially in case of domain expertise. Thus in the main window, the analyst can label segments or refine the query. The platform enables such actions by a strong feedback loop: the analyst can dynamically trace back to step 1, 2, 3, or 5. Alternatively, the analyst can export the segment tree to a .csv file and continue externally by own analysis methods or extrapolations.

Other Workflow Mappings. This workflow also has smaller loops, e.g., between steps 2 and 3. Furthermore, like in [2], it is possible to map Keim’s VA mantra onto the workflow: “analyze first - show the important - zoom, filter, analyze further - details on demand” [39]. Finally, the entire workflow can be also integrated into higher-order workflows, e.g., where the analyst starts with a straightforward segmentation query and iteratively increases the complexity after step 6.

4.2 Main Window: Visualization and Interaction

Besides the query building dialog, the main window’s centerpiece is an icicle visualization [20] that encodes the segment tree for a time series with n records. While there are additional time series plots, the focus of this section is on describing and justifying the icicle visualization design and then the interaction with it.

Visualization. The icicle visualization recursively partitions display space along the x-axis and aligns child stripes below their parent stripe. In MultiSegVA, a stripe’s vertical position encodes the respective segment tree level. The stripe height is constant, except for the root stripe that is visually less prominent as it covers all n records. A stripe’s x-position is given by the linear $xPos(\text{from})$ with $xPos([i, n] \rightarrow [\text{min}, \text{max}])$ in the simplest case. It is $xPos(\text{from}) < xPos(\text{from} + 1)$, and $xPos(\text{from} + 1) - xPos(\text{from})$ yields stripe width. By using record indices for position and size, a compact view is ensured even for time series with large temporal gaps.

The icicle technique is an adequate choice for two reasons. First, the technique provides an intuitive mapping of segment start index and length onto x-position and width. Segment start index and length are attributes that asked ecologists emphasized. Second, the icicle technique tends to be space-filling. Here, the icicle technique outperforms competing node-link diagrams that imply often unusable white-space between nodes. While node-link diagrams usually yield less intuitive mappings for a segment’s start index and length, these diagrams could be more usable at very large-scale time series.

To guide the analyst to pattern and anomaly segments, a stripe’s fill color encodes a similarity value: the segment’s mean sibling distance $\bar{d}$ in a given dimension (set). Siblings of a segment $a$ with $[\text{from}, \text{to}]$ on level $i$ are those other segments on level $i$ that share with $a$ their parent segment $[\text{from}', \text{to}']$ on level $i - 1$. It is $\text{from}' = \text{min(\text{from})}$ and $\text{to}' = \text{max(\text{to})}$. Then MultiSegVA calculates $\bar{d}$ between each segment and its siblings. For this, segments are normalized and then compared by dynamic time warping [15]. A relatively low, respectively high, $\bar{d}$ can indicate a segment-based repeating pattern, respectively anomaly.

A linear color scale $c : D \rightarrow R$ maps $\bar{d}$ to an corresponding fill color. The color scale’s range is given by ColorBrewer’s [33] diverging red-white-blue scheme. A blue stripe can point to a repeating pattern, a red stripe to an anomaly. There are four reasons for choosing this color scheme. (1) The diverging scheme reflects the natural break point $(\text{dmin} + \text{dmax})/2$: a whitish stripe indicates a relatively neutral segment. (2) The color scheme can intuitively encode the semantics of $\bar{d}$, especially for anomalies and neutral segments. (3) The colors are well distinguishable, and (4) the scheme is colorblind friendly.

MultiSegVA applies the color-encoding for a hovered stripe and its siblings, while colors for other stripes are faded out. The color scale’s domain $D$ is given by the sibling-based minimum and maximum of $\bar{d}$. This choice optimally ensures valid segment comparisons due to relatively similar segment lengths and contextual semantics. Deciding on $D$ was an enduring process where variants were tested and discussed.
with domain experts: e.g., global color scale domain and mapping, as well as multiple level-wise color scales and legends (see Section 7).

Two kinds of labels support understanding and analyzing the icicle visualization. First, labels at the visualization’s left denote segment tree levels. Second, labels inside the stripes refer to the start index, stop index, and further annotations. While MultiSegVA derives annotations automatically (e.g., “inside value range $[r_{\min}, r_{\max}]$”), cf. T3), the analyst can also assign own labels. In both cases an uncluttered view is ensured, as a label only appears if it horizontally fits into its stripe.

**Interaction.** Next to manual labeling, manifold features for interacting with the icicle visualization are described in a thorough documentation, tutorial videos, and the following lines.

The used zooming and panning behavior ensures quick interaction with the icicle visualization. A left-click moves the clicked stripe into the focus and excludes potentially irrelevant stripes. Then the clicked stripe consumes much space, but the stripe’s parent, its direct neighbors, and children are still available for zooming and panning. This behavior involves animated transitions that aid at constructing a mental map and “maintaining object constancy” [5]. Note that panning is also doable by arrow keys, thus not needing pointing precision at thin stripes.

Next, hovering over stripes triggers two functions. First, there is subtree highlighting where the hovered stripe and each of its wrapping ancestor stripes obtain a green border. Second, hovering links the colored stripes to actual data values: namely, it triggers visual cues inside the aligned time series plots. The visual cues encode start and stop indices of hovered stripes and possible child stripes. Vice versa, hovering the time series plots triggers subtree highlighting. Besides these features, double-clicking a stripe synchronizes the below times series plots to the respective time domain.

Another interaction feature relates to placing bookmark icons on stripes by a mouse and keyboard interaction. These bookmarks are intended for three uses: (1) Bookmarks enable the icicle’s partial growth (Section 5.2). (2) With bookmarks it is trivial to remember stripes of interest, even after zooming, panning, or segmenting other time series. (3) By an additional button click, the analyst triggers local and ad-hoc anomaly detection for the bookmarked stripes. Section 4.3 describes the anomalies’ visual mappings in the temporal detail window.

Lastly, right-clicking a stripe triggers that the segment is sent to, and directly focused within, the temporal and geographical detail windows. There the analyst can effortlessly inspect, e.g., zoomed-in values and local anomalies, while retaining the overview in the main window.

**4.3 Detail Windows: Visualization and Interaction**

By visiting session-based URLs, the analyst opens additional windows for inspecting (a) temporal details and anomalies, as well as (b) the trajectory and spatial context of a forwarded segment. The scheme enables to retain the overview, extend display space, and do group-based analyses at multiple computers. This subsection describes and justifies the design of first the temporal then geographical detail window.

**Temporal Detail Window.** This window has by default one enriched time series plot and a linked stacked bar chart, both referring to one dimension of a forwarded segment, cf. Figure 4. The analyst can dynamically select previously forwarded segments, respectively dimensions. When the analyst triggers local anomaly detection in the main window, the enriched time series plot shows visual mappings of, e.g., point-based anomalies. The stacked bar chart aggregates these anomalies and shows their distribution over time.

The time series plot is an interactive line chart that offers several interpolation options and can hide line segments at temporal gaps. These properties hold also for the main window’s time series plots. In addition, the enriched time series plot attaches squares to individual data points, for showing point-based anomalies. A square’s categorical fill color encodes the anomaly type: e.g., density-based local outlier [9], global outlier by MAD [15] or $S-H-ESD$ [34], innovative outlier or temporary change by [17]. The square size is density-dependent to avoid visual overlap. To still guide the viewer to suspicious intervals and allow their cognitive processing [49]. 7 equal-size rectangles are placed above the line chart. There, ColorBrewer’s reds scheme encodes the overlaid number of anomalies that are in a $\frac{1}{3}$ interval of the current time domain. Lastly, bars in the top are used for encoding motifs in events [37].

For zooming and panning the plots, the analyst can decide whether the y-domain should adjust to local extrema. To improve perception, the lines become thicker if data density is below a threshold. Details (i.e., concrete data values, timestamps) are part of line-snapping tooltips that are density-dependent to avoid flickering effects. Further, the analyst can open an expert mode where two enriched time series plots are aligned. Here it is possible to automatically synchronize time domains and compare two different dimensions of a segment. The zoomed-in time domain is then indicated in the following stacked bar chart.

The stacked bar chart partitions the global time domain of the selected segment into equal-width bins. The bar heights encode normalized anomaly counts per bin $b$ and anomaly type $a$. Again, fill color encodes anomaly type $a$. Beside absolute anomaly counts, various normalizations can address the following questions. Given bin $b$, how many % of the contained anomalies are of type $a$? Given anomaly type $a$, how many % of type $a$ anomalies occur in bin $b$?

For inspecting small bars, the chart allows zooming in the y-direction. In x-direction, we prevent this interaction to retain the global time domain and yield the context for the (zoomed-in) enriched time series plot(s). By sorting items in an attached legend, the analyst changes the bars’ vertical order to inspect another anomaly type’s distribution at the baseline. Clicking a bar synchronizes the enriched time series plot(s).

**Geographical Detail Window.** In presence of geographical dimensions, the analyst can also forward a segment to the geographical detail window, inspect the directly zoomed-in segment on an interactive map, and observe the spatial context. Thereby a segment can be enriched by information about, e.g., land use, driving and disturbing factors. Again, it is at any time possible to select and thereby directly zoom-in two different, previously forwarded, segments.

A dark blue, respectively red, polyline encodes (lat, long) tuples of a focused segment. For understanding how a focused segment relates to

---

**Fig. 4. Feedback-based MultiSegVA workflow, as described in Section 4.1.**

**Fig. 5. The temporal detail window in its expert mode with two enriched time series plots (top, middle) for comparing segments, and a stacked bar chart for showing anomaly distributions in forwarded segments.**
the overall movement, another polyline encodes all (lat, long) tuples of the time series, wrapping the focused segment. This polyline has a lower z-index and paler hue to avoid overlap and make it less prominent. To get a better feel for movement direction, polylines are enriched by equidistant arrows that rely on geographical headings.

Another of these arrows snaps to the (lat[i], long[i]) that is closest to the mouse cursor’s location. Details for the i-th record are to the left of the map. To ensure a strong linkage to the main window, a map marker is placed at the location of a record that is hovered in previous time series plots. Also, on the interactive map the analyst can use Google Maps utilities to draw markers, circles, rectangles, and custom polygons. Their geometry coordinates can be copied to the clipboard and inserted at the following VQL to segment a time series by a custom geographical area. Finally, it is possible to vary polyline width, toggle map labels, select tile lightness and layout.

5 VQL for Multi-Scale Segmentation

This section answers how to obtain the main window’s segment tree. To model different multi-scale structures and allow flexible parameterization (R3), MultiSegVA includes a new visual query language that links various segmentation techniques (R1) across multiple scales. Here the analyst defines the hierarchical application order (R2) of techniques by a simple play with building blocks. So, technique B shall locally operate on the segments resulted from technique A. As a major strength, the VQL avoids drawbacks that come with textual queries and code snippets. While the exact multi-scale structure is often unknown a priori, changing the nesting of a text query or code can be error-prone, relatively tedious, and commonly does not entail a compact visual representation. Further strengths (e.g., technique variability, query expressiveness) are depicted within this section.

While in principle the VQL can consume any indices-serving technique, we exemplify a domain-oriented set of segmentation techniques that was derived in close collaboration with movement ecologists: see the overview with domain-specific use cases in Table 2. Besides, the VQL also has operators to consider important relations between segments on the same scale. A multi-scale segmentation query, including techniques and possibly operators, becomes recursively parsed and evaluated in MultiSegV A’s Java backend. The resulting segment tree references a segment’s start and stop record index, next to child nodes.

Section 5.1 specifies preceditions and the VQL’s elementary concept. To make concepts more tangible, the section also depicts query building. Section 5.2 specifies one VQL selector and several operators.

5.1 Hierarchical Application and Query Building

Preconditions. An array element m[i] shall describe technique type and parameters (e.g., relevant dimension, k) for applying a segmentation technique, such as from Table 2. Then the method call getSplitIndices(m[i], (t, v), from, to) shall locally apply m[i] at the index interval [from, to]. The outcome shall be a list l with unique, local, and sorted split indices \( \{0, \ldots, t − \text{from} + 1\} \subset \mathbb{N} \). The list head shall be padded by 0 and the list tail by \( t − \text{from} + 1 \).

Concept: Hierarchical Application. The VQL’s underlying concept is to iterate over segmentation techniques, and use split indices resulting from m[i − 1] to get the application ranges for the next m[i]. So, assume that list l contains a split indices of the globally applied technique m[1]; it is \( [\text{from}, \text{to}] = [l.\text{length}] \). To obtain split indices of a subsequent technique m[2], one calls getSplitIndices(m[2], \ldots) exactly \( (a − 1) \) times. Here one iterates over new application ranges, i.e., \( [\text{from}, \text{to}] = [l[i] + o, j + 1 + o − 1] \). The offset o is relevant for projecting from local to global indices. Obviously one can apply this concept recursively and develop hierarchies with many levels.

This way of specifying hierarchical application has two benefits. First, technique and dimension variability is ensured. Various segmentation techniques can operate in different dimensions, but the techniques’ results are still assimilable into one tree. Second, when segmenting with m[i] there is only one external dependence: the application range \([\text{from}, \text{to}]\) given by m[i − 1]. Apart from this, m[i] is fully independent of other segmentation steps from any tree level. This independence can be exploited for subquery caching and parallelization.

Interaction: Query Building. Before providing further formalization, the remaining subsection shall make the VQL’s fundamental concept even more tangible. To this end, Figure 6 shows the query building dialog. The query in the figure’s right segments a time series initially by temporal gaps, then recursively by changes in categorical values, and finally calls a fuzzy operator on tree level 3. Building such a query relies on three simple and effortless interactions.

(1) Initialy the analyst decides on a segmentation technique, see Figure 6 left. The techniques are grouped into meaningful categories, and their documentation is linked by question mark icons. (2) Now the analyst parameterizes the chosen technique. The number of required parameters is kept low, partly given with optional settings and suggested values (e.g., number of motifs). Also, MultiSegVA automatically suggests dimensions with suitable data type for the chosen technique. Longitude and latitude dimensions are internally identified by column headers. Invalid input is caught before backend query processing. (3) Lastly the analyst places the parameterized technique in the query hierarchy (Figure 6 right). Here the technique is represented by a building block, whose position is steered by a blinking rectangle. Clicking on an existing building block triggers its blinking and enables to change parameters or replace the technique. Besides, building blocks can be removed via right-click and hierarchy levels are interactively sortable along the y-axis.

With this base, the specification of further query language features, e.g., of the red AFTER operator in Figure 6 follows.

5.2 Selector and Operators

This section describes the intuition and relevance of one query language selector and several operators.

Bookmark Selector. This selector enables a tree’s partial growth. Given k indices from getSplitIndices(m[i − 1], (t, v), from, to), this selector ensures that the next level’s technique m[i] does not perform on each of the k − 1 new application ranges [from, to]. With this selector it is possible to exclude application ranges that are irrelevant for further analysis, and thereby, to reduce processing times.

Operators. The VQL has operators (OR, AND, AFTER, NEAR, NOT) that enable to link techniques also on a single tree level (i.e., “horizontal” linking). The operators are implemented by the template in Algorithm 1 that consumes the array \( m^i \) of techniques to link, as well as the time series and application range. The template iterates over \( m^i \), extracts split indices \( [\text{from}, \text{to}] \), and aggregates them by the operator-dependent function \( f \). In the following we focus on the intuition and relevance of OR, AND, AFTER, before referring to further (conceivable) operators.

OR Operator. This operator merges split indices from multiple techniques and parameterizations. So one could, e.g., segment a series by manually specifying multiple geographical areas, apply pattern matching with multiple query patterns (in various dimensions), segment by anomalously high or low value ranges (in various dimensions). At OR, the template’s \( f \) is responsible for list concatenation.

After this first example, it is evident that an operator description can serve as the first parameter at getSplitIndices(...), just like the description for a common technique from Table 2. This property enables nested queries on a single tree level: e.g., a \( m^i \) could relate to a second OR operator. Thus highly complex and expressive queries are possible, also with the following template-based operators.
Algorithm 1 Operator Template

1: procedure Operator($m^r$, $(t, v)$, from, to)
2:   outIndices ← initEmptyList()
3:   for each $m^r[i]$ in $m^r$ do
4:     newIndices ← getSplitIndices($m^r[i]$, $(t, v)$, from, to)
5:     outIndices ← f(newIndices, outIndices)
6: end for
7: return UniqueAndSort(outIndices)
8: end procedure

AND Operator. This operator retains only those split indices that are returned by all specified techniques in $m^r$. Thus this operator is useful for obtaining exact co-occurrences of split indices, given different techniques or parameterizations. At AND, the template’s f corresponds to list intersection.

AFTER Operator. This operator also focuses on co-occurrences but it is order-dependent and not as restrictive as AND. Namely, AFTER allows co-occurrences with a temporal tolerance $\theta \geq 0$. Given the techniques $m^r[1]$ and $m^r[2]$, this operator returns a split index $a$ from $m^r[1]$ if there exists a split index $b$ from $m^r[2]$ with $b \geq a$ and $a - b < \theta$. Here, $f$ is used to build and extend $\theta$-chains, starting at indices from $m^r[1]$ and ending at the indices from the last $m^r[i]$.

Further Operators. NEAR is similar to AFTER but allows also $b \leq a$. NOT is to be combined with other operators: here, $f$ removes indices from $U = \{1, \ldots, t \to \}$ from $m$. We focused on the integration of above operators to avoid overwhelming interaction choices; still, further (e.g., density-based) operators can be well realized by the template.

6 Use Cases and Domain Expert Feedback

MultiSegVA has been developed in close collaboration with movement ecologists and fulfills our audience’s requirements (Section 2). We show MultiSegVA’s usefulness and applicability by two extensive real-world use cases that were discussed with our domain experts. The use cases originate from live sessions where the domain experts and we were together using MultiSegVA. A third use case from power systems was not to flexibly define segmentation by the orographic uplift’s value range on tree level 2.

6.1 Use Case: Environment-Aware Behavior Analysis

This use case shows how MultiSegVA helps movement ecologists at identifying environment-aware behaviors in multivariate time series. While behavior is the response to complex environments with many temporal and spatial scales, our experts currently do not have a tool to identify highly specific, environment-aware behaviors. Instead, they apply script chaining that is inflexible at complex environments. Meanwhile, MultiSegVA enables the seamless multi-scale exploration and identification of such behaviors.

Himalayan vultures belong to the heaviest flying birds [60] and have their main habitat on “the Roof of the World”, the Tibetan Plateau. Especially juvenile Himalayan vultures perform outstanding altitudinal migrations as part of post-breeding dispersal. Here, the juveniles migrate to warmer regions of Northern India and back to the heights of the Himalaya and Tibetan Plateau. Partly the vultures reach altitudes up to 9,000 m AMSL. Such altitudinal migrations come with a bandwidth of different environmental conditions: including air densities, wind speeds, temperatures, and resource availability. Movement ecologists are interested in how vultures migrate through these conditions by minimum energy expenditure. Are beneficial environmental conditions always exploited? Are there context-specific differences in acceleration?

The used time series [78] stems from Movebank, covers one year, and has 798,120 records. Each record has two GPS dimensions, one altitude dimension, three acceleration dimensions, and several environmental dimensions. The acceleration data are given on average every 16.16 minutes ($\sigma = 52.19$) by a burst of usually 40 records at a frequency of $f$ Hz $\in \{10.54, 18.74\}$. “By recording at high resolution [...] this strategy aims to sample just one behavior type and avoid behavioral transitions that could complicate automated classification statistics” [10]. Movebank’s Env-DATA service [23] was used to derive environmental dimensions (e.g., orographic uplift).

The analyst imports such a time series by uploading a .csv file. Then in the geographical detail window, the analyst visually explores the trajectory that shows the altitudinal migration from the Tibetan Plateau to India, and vice versa. To distinguish migration stages in 798,120 records, the analyst starts query building in the main window: change point detection at the altitude dimension. Provided time series plots help in determining the number of change points $k = 2$ (i.e., three segments). Visual exploration in the third segment shows that the vulture ascended approximately 5,000 meters within less than four days.

The analyst wants to see how the ascent and high-altitude flight correlate with beneficial environmental conditions. Eastward wind speed, thermal uplift, and in particular orographic uplift have a strong influence during the ascent, shown in the plots and indicating possible migration aids (Figure 7 left). Still, there are intervals with adverse uplift conditions and behaviors on high altitudes. To identify these intervals, the analyst places a bookmark on the high-altitude segment and applies segmentation by the orographic uplift’s value range on tree level 2.

Fig. 7. From 798,120 to 40 records: the query and scale-wise specifics at our first use case.

As the vulture could also rest on high altitudes, the analyst needs to distinguish between different behaviors, such as fly, rest, or restless. Therefore, segmenting by the $y$-acceleration’s value range on level 3 is sufficient, as earlier quantitative experiments could indicate. Adequate value ranges can be determined by visual exploration, some available ground-truth annotations, and domain expertise.

Visual exploration also points out temporal gaps due to burst-wise sampling; thus fully-automated segmentation by temporal gaps is applied to facilitate upcoming analyses. For continuing with statistical tests, the analyst exports the resulted 4-level segment tree to a .csv file. Finally, MultiSegVA returns bursts of flight patterns on high altitudes during adverse weather conditions, and besides, the platform can yield the time series’ full multi-scale structures, cf. Figure 8 a).

MultiSegVA facilitates answering questions as before for several reasons. (1) Without chains of scripts or complex models, MultiSegVA enables high flexibility and multivariate, environment-aware analyses by scale- and dimension-specific segmentation techniques and parameters. (2) Visualizations and interactions are supportive at query building and their scalability is ensured at 798,120 records. (3) MultiSegVA has strong I/O abilities and can be integrated into other analysis workflows.

6.2 Use Case: Clustering and Behavior Analysis

For our experts, analyzing spatial density clusters is essential as these regions can point to eating and hence hunting behaviors. Yet, the experts’ current analysis means do not enable (1) to flexibly define intervals relevant for the clustering, and (2) to directly apply further intra-cluster analyses. MultiSegVA handles (1) and (2) by progressive clustering: specifically, the analyst recursively chooses relevant intervals on multiple scales, applies one or more spatial clustering steps, and analyzes the intra-cluster segmentation. For this use case, a time series of a free-ranging domestic cat is focused, with data about GPS location and acceleration in more than 1.2 million records. An intermediate outcome of a 3-level segmentation is given by Figure 8 b).

Free-ranging cats have considerable ecological effects on wildlife. For instance, cats interfere in the habitats of wild predators [42], and in
### Table 2. Domain-oriented set of techniques for structuring biologging time series. Value-independent techniques consider only timestamps or indices.

| Segmentation by          | Category                      | Description/Reference                                  | Movement Ecology Application Cases                                                                 |
|-------------------------|-------------------------------|--------------------------------------------------------|------------------------------------------------------------------------------------------------------|
| **Temporal Gaps**       | Value-Independent             | Split at anomalous time difference between records.    | Bursts, different recording sessions, changes in sampling rate.                                      |
|                         | Generic Value-Based           | Equal or varying depth bins.                          | Comparisons, splitting by calendar units, discarding irrelevant segments, adding offsets.            |
|                         |                               | See Section 6.1 and 6.2.                               |                                                                                                     |
| **Bins**                | Value-Independent             | Split when entering or leaving the value range \(r_{\text{min}}/r_{\text{max}}\). | Fright altitudes or weather conditions, patterns regular in overall shape but elongated.              |
|                         | Generic Value-Based           | Split when the categorical value changes.              | Validating automated or manual annotations, see the Movebank\[77\] attribute dictionary.             |
| **Change Points**       | Generic Value-Based           | Split when a motif representative (see \[70\]) begins or ends. |                                                                                                     |
| **Numerical Value Range** | Categorical Values            | Split when entering or leaving the value range \(r_{\text{min}}/r_{\text{max}}\). | Fright altitudes or weather conditions, patterns regular in overall shape but elongated.              |
|                         | Generic Value-Based           | Split when the categorical value changes.              | Validating automated or manual annotations, see the Movebank\[77\] attribute dictionary.             |
| **Motif Representatives** | Generic Value-Based           | Split when a motif representative (see \[70\]) begins or ends. |                                                                                                     |
| **Spatial Patterns**    | Atomic Value-Based            | Based on power-maximizing frequency in periodogram.    | Irregular short-time patterns (e.g., flapping), daily fluctuations, latent seasonalities.            |
|                         | Generic Value-Based           | Split when the motif representative (see \[70\]) begins or ends. |                                                                                                     |
| **Local Maxima of First- | GPS-Based                     | Split when a matched pattern instance (see \[76\]) begins or ends. | Follow-up after finding interesting patterns or anomalies, analyzing temporal distribution of matching instances as well as their influence on temporal context. |
| Passage-Time**          |                               | Split when entering or leaving the specified polygon.  | A priori estimated home ranges, analyzing relations to specific objects in space, exclude areas with high GPS error. |
| **Density Clusters**    | GPS-Based                     | Split when entering or leaving a DBSCAN\[43\] cluster. | Automated identification of migration habitats, home ranges, regions with high resource availability. Excluding noise regions. |
| **Geographical Area**   |                               |                                                         |                                                                                                     |
| **Pattern Matches**     | Generic Value-Based           | Split when a matched pattern instance (see \[76\]) begins or ends. | Follow-up after finding interesting patterns or anomalies, analyzing temporal distribution of matching instances as well as their influence on temporal context. |

Some techniques are inherently no typical segmentation techniques, still their output can be mapped to the definition in Section 1.

6.3 Use Case: Power Systems

To outline MultiSegVA's value even beyond movement ecology, we briefly present a use case from the power systems domain. For this, we focus on time series that stem from ENTSO-E\[75\] and give country-wide total power loads. The time series are sampled by every 15 minutes and have a time range of several years, up to near real-time. At visual exploration with MultiSegVA, seasonal patterns become evident on various scales: annual (e.g., summer valleys), weekly (e.g., weekend valleys), and daily (e.g., lunch break). To cope with such patterns, MultiSegVA and its VQL already include techniques such as seasonality detection or binning (Table 2). MultiSegVA shows the nestedness of seasonal patterns and ensures the structured and guided multi-scale exploration. Also, MultiSegVA provides features for in-depth segment comparisons and local anomaly detection (e.g., Christmas trend) in the temporal detail window. Referring to only two segmentation techniques, this use case already indicates that MultiSegVA variants for other domains are well conceivable. Hereeto, specifically tailoring domain-oriented sets of techniques in collaboration with domain experts (e.g., grid operators) is a promising way for most insightful analyses.

6.4 Domain Expert Feedback

Iterative feedback by reputable experts in movement ecology allowed us to tailor MultiSegVA for several months and fulfill the elicited requirements. Now, the use cases become complemented by excerpts of this iterative feedback and summarizing opinions.

The project began by eliciting requirements, their implementation was reviewed and refined by weekly meetings with the movement ecologists. Here one could discuss relevant segmentation techniques, their parameters, categorization, and application cases in movement ecology. For the main visualization, the ecologists emphasized attributes that appear most important to encode: segment duration, position, and similarity. After prototyping, it was even possible to decide together on the subtleties of visualization and interaction.

After the main development phase, structured live demos of Multi-

---

**Fig. 8.** a) Full multi-scale segmentation at splitting the vulture’s time series by altitude change points and uplift value range. b) Segmenting the cat’s time series by temporal gaps, then locally by area and finally by clusters. Bookmarks allow partial growth and can be automatically attached to labels.
SegVA were given to more than ten movement ecologists who had not been involved until this point. Here we could gather informal feedback that was distinctly positive but still included requests for improvements.

The movement ecologists showed much interest, highlighted the usefulness of given multi-scale segmentation, next to the ease of query building. The query building dialog was denoted as comprehensive and well ordered. The experts liked the close linkage between the segmentations, task and visual-interactive features, as well as the linkage between visualizations across computers. Several experts were surprised about MultiSegVA’s scalability and short processing times. According to them, MultiSegVA could have saved much time at a recent project.

However, the movement ecologists depicted the need for more multivariate functions, especially for tri-axial acceleration data. Hence the multivariate plot was added to the main window. While VQL operators already supported multivariate analyses, several segmentation techniques were extended to inherently handle multivariate cases. Anyhow, time series with reduced or projected dimensions can be uploaded. Also, the movement ecologists asked how to know, which interaction features are given and how to use all of them. Thus video tutorials, an overview sheet, and extensive documentation were added. Moreover, the experts asked for export functions that were then added for segment trees and figures. Lastly, the icicle’s initially global color scheme appeared difficult to understand, thus leading to the sibling-based scheme.

After these improvements, three movement ecologists tested MultiSegVA at their own computers without further guidance. Their feedback can give a first intuition on how simple or difficult the independent use is. The domain experts share the opinion that it is straightforward to build queries and segment time series. Still, the experts agree that at least basic prior knowledge about time series segmentation is needed.

We conclude this section by informal feedback that was gathered throughout the entire project: about (a) possible application cases and (b) perceived novelty. Regarding (a), the movement ecologists see MultiSegVA with its current techniques as a very useful tool for multi-scale exploration and segmentation. One domain expert sees the platform’s use for modeling an individual’s life history. In general, analyzing populations or with further techniques shall follow after exporting results. One expert would be interested in synchronizing video recordings with the platform, another expert would use MultiSegVA for validation. The experts were also asked (b) to assess the platform’s novelty, based on their perspective and domain experiences. Certainly, such opinions depend on the exact background and sub-domain specializations, but still, they give another intuition on the platform’s value. The easy segmentation with the emphasis on the multi-scale setting and the strong linkage to visual-interactive methods were seen as most novel.

Several movement ecologists agree that MultiSegVA is a progress to what is currently available to them and that it allows them to do more semantically meaningful multi-scale analyses.

7 Discussion

MultiSegVA enables comprehensive exploration and refining of multi-scale segmentations by tailored visual-interactive features and VA paradigms. MultiSegVA includes segment tree encoding, subtree highlighting, guidance, density-dependent features, adapted navigation, multi-window support, and a feedback-based workflow. The VQL facilitates exploring and parameterizing different multi-scale structures. Still, few aspects remain for further reflection.

Our icicle visualization meets expert requests and has several benefits. Yet, guiding the user by color to interesting parts of the segment tree is a challenging task. We tested global, level-based, and sibling-based guidance variants and according color fills. We chose sibling-based guidance (i.e., all siblings of one hovered segment are colored) that optimally captures local similarities, while requiring more navigation effort across levels and nodes. Upcoming works will include an even more effective variant, i.e., guidance to local similarities with little interaction and one fixed color scale.

Our VQL makes it trivial to build a multi-scale segmentation. Query building is a play with building blocks that benefits from strong abstraction and simple interactions. Rather it is difficult to decide which multi-scale structure and building blocks are most appropriate: a decision that depends on data, analyst, and tasks. MultiSegVA facilitates this decision by extensive documentation, technique categorization, few technique parameters, and short processing times in a compact workflow. For further support, we plan predefined queries, instant responses at query building, next to parameter and technique suggestions.

For suggesting parameters, we will apply estimators [19, 69] for the number of change points as well as the elbow method for km-searches. While motif length and HDBSCAN’s minPts [13] optimally benefit from domain expertise, suggesting other parameters will simplify the interaction and can address another limitation. Now, a technique processes each segment of one scale with the same parameters; thus slight data-dependent parameter modifications will be examined. For technique suggestions, we envision for each technique a scale-wise relevance score that reflects data properties and is part of a rule-based prioritization, shaped by domain expertise and meaningful hierarchies.

It is essential to depict the semantics into which MultiSegVA can give insights. First of all, MultiSegVA illuminates diverse multi-scale structures and gives insights on how scales relate to each other. Coarse behaviors can be distinguished by relatively simple techniques, motifs show repetitive behaviors, and km-searches allow the matching with already explored segments. Segment lengths and similarities can be explored, next to local anomalies and spatial contexts. However, with the current techniques it is difficult to broadly capture deeper, behavioral semantics (e.g., chew, scratch). Hereto more complex or learning techniques (e.g., HMMs, SVMs) will be needed that neither overfill the interface nor delimit generalizability due to the lack of learned patterns.

The latter point goes hand in hand with our major limitation and the corresponding implication for upcoming work: integrating even more intelligent methods and automatisms. These plans all relate to aspects from above, i.e., better guidance, technique and more parameter suggestions, as well as techniques for deeper behavioral semantics.

MultiSegVA relies on requirements by movement ecology experts and stands for an iterative, extensively collaborative and interdisciplinary process. We could gather domain feedback on several stages, derive a domain-oriented set of techniques, and even link MultiSegVA to Movebank with > 2.2 billion animal locations. With this application domain focused, MultiSegVA underpins the value of multi-scale analyses and is certainly another step forward “to empower the animal tracking community and to foster new insight into the ecology and movement of tracked animals” [62]. Meanwhile, our third use case shows that MultiSegVA variants for other domains are conceivable, especially with tailored domain-oriented technique sets. This generalizability is promoted by the platform’s I/O features and its ability to handle heterogeneous time series with > 1.2 million records.

8 Conclusion

We presented the web-based MultiSegVA platform that facilitates multi-scale segmentation of biologging time series and enables various semantic analyses. To explore results and refine parameters, MultiSegVA primarily contributes the use of visual-interactive features and VA paradigms that are specifically tailored for multi-scale segmentation. To flexibly model multi-scale segmentations, our VQL is a simple play with building blocks and the second contribution. As an input, the VQL takes techniques out of a domain-oriented set (third contribution) that can fulfill various segmentation objectives, specifically for scale and dimension. MultiSegVA is shaped by a fruitful collaboration and movement ecology experts see MultiSegVA as a very useful approach for semantically meaningful multi-scale analyses. We are looking forward to integrating even more intelligent methods where interdisciplinary collaboration builds again the basis for effectiveness and quality.
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