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Abstract

Dramatic texts are a highly structured literary text type. Their quantitative analysis so far has relied on analysing structural properties (e.g., in the form of networks). Resolving coreferences is crucial for an analysis of the content of the character speech, but developing automatic coreference resolution (CR) systems depends on the existence of annotated corpora. In this paper, we present an annotated corpus of German dramatic texts, a preliminary analysis of the corpus as well as some baseline experiments on automatic CR. The analysis shows that with respect to the reference structure, dramatic texts are very different from news texts, but more similar to other dialogue text types such as interviews. Baseline experiments show a performance of 28.8 CoNLL score achieved by the rule-based CR system CorZu. In the future, we plan to integrate the (partial) information given in the dramatis personae dialogical text types such as interviews. Baseline experiments show a performance of 28.8 CoNLL score achieved by the rule-based CR system CorZu. In the future, we plan to integrate the (partial) information given in the dramatis personae into the CR model.
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1. Introduction

This paper introduces a new annotated corpus. A selection of (parts of) German dramatic texts (1730-1920 CE) has been annotated manually with coreference information, to be used as a gold standard for experiments on automatic coreference resolution (CR). Coreference occurs when entities are referenced multiple times in a text, to be seen in Figure 1. All occurrences of the name Romeo refer to the same character, and the same is true for Juliet. Additionally, the phrases a window, yonder window and It refer to the same window; the sun and fair sun refer to the sun.

Next to prose and poetry, drama is one of the three major literary genres, and an interesting text type with respect to both its linguistic and literary properties. Dramatic texts are highly structured: Speakers and stage directions are clearly marked (by typography or in machine-readable XML, see Fig. 1) and separated from the text characters utter. Spoken text is (most of the time) clearly associated with the character who utters it, and the entire text is hierarchically segmented into acts, scenes, and, sometimes, appearances. While dramatic texts can be considered as the ‘template’ for theatrical productions, not all dramatic texts have been written with the intention of being produced on stage, and not all theatre plays are based on dramatic texts. Due to the strong structure, and the fact that this structure has been encoded in TEI/XML, it is straightforward to access some properties of the texts, without any language analysis per se. For instance, extracting character networks that are based on co-presence is a major research trend within the computational literary studies community (e.g., Trilcke et al. (2015)). This can be (and has been) combined with an analysis of linguistic properties of characters’ voices with various goals (e.g., Bullard and Oved-dotter Alm (2014), Vishnubhotla et al. (2019)). This, however, only allows partial insight, as these analyses only access the language material uttered actively by a character. Both readers and audience perceive dramatic characters also indirectly, through what other characters say about them. Some characters are mentioned a lot more than they are actively speaking. In addition, analysing characters’ speech acts does only take characters into account, and misses entities such as persons without an active role or important objects relevant to the plot.

CR is therefore the key task to address for an adept analysis. Annotated coreference chains in dramatic texts would allow to extract how characters are depicted by other characters, e.g., in the form they are addressed (‘the serpent’) or in the propositional content that is said about them (‘Juliet is the sun’). CR on dramatic texts can be expected to be easier than for prose texts: It is known who is speaking and potentially listening, which restricts the antecedents of pronouns in first and second person. The dramatis personae contains information about the main characters, such as familial association, gender information, etc. At the same time, dramas are literary texts, and not written to purely convey information. Some ways of mentioning entities are aesthetically motivated and the texts in general have multiple levels of meaning, which are more or less well studied and/or explicit. The texts are also heterogeneous, as many aspects are era-, epoch-, or author-dependent. This makes an application of existing coreference resolvers not straightforward.

This paper is structured as follows: We will review related work on coreference resolution for German and/or literary texts in Section 2. Section 3 describes the data set that we release. Section 4 gives insights into the annotation process, including highlighting some interesting phenomena and inter-annotator agreement. Section 5 presents a quantitative analysis of the annotated corpus and compares it with...
existing German coreference corpora. Section 6 describes baseline experiments for the automatic resolution of coreferences, and Section 7 shows its potential for the analysis within computational literary studies. Section 8 concludes by highlighting our next planned research steps.

2. Related Work

CR has received a lot of attention, mostly focused on the English language and evaluated on news texts (Raghunathan et al., 2010; Björkelund and Kuhn, 2014; Clark and Manning, 2016; Matschat, 2017). The two published CR systems for German are CorZu and IMS HotCoref DE. CorZu (Tuggener, 2016) is a rule-based system that iteratively eliminates possible mention pairs by checking a number of linguistic features. It achieves 64.79 MELA F-Score (Pradhan et al., 2012) on TuBa-D/Z, an annotated corpus of German news texts. IMS HotCoref DE (Rössiger and Kuhn, 2016) is a machine learning system that is based on the multi-language IMS HotCoref system by Björkelund and Kuhn (2014). HotCoref searches for possible antecedents based on latent search trees and uses global features to train a perceptron for classification. HotCoref DE modifies HotCoref by adding language-specific properties such as morphological information and making use of GermaNet (Hamp and Feldweg, 1997). The system is considered to be the state of the art for German CR, evaluated on the SemEval Shared Task 2010 evaluation data.

There are only few publications that focus on CR for literary texts. BookNLP (Bamman et al., 2014) is a full NLP pipeline optimised for (English) long texts. To resolve coreferential links, noun phrases are clustered, following Davis et al. (2003) (w/o evaluation). The resolution of anaphora is based on linguistically motivated features and a classifier and achieves an accuracy of 82%, evaluated on under 900 mention pairs from three literary novels. Krug et al. (2015) describe a CR system that only resolves references to literary characters. The system is an adaptation of Raghunathan et al. (2010) and achieves a performance of about 56 B^3 F-Score (outperforming CorZu). No system has been published that is tailored to dramatic or dialogical texts. Only a few publications deal explicitly with domain adaptation for CR systems (Yang et al., 2012; Zhao and Ng, 2014).

TuBa-D/Z is the largest available German data set with coreference annotation (Naumann, 2007). It consists of newspaper texts annotated on various levels. More recently, two more news-related corpora for German have been published: DIRNDL (Björkelund et al., 2014) provides transcribed and annotated radio news and GRAIN (Schweitzer et al., 2018) transcribed and annotated radio interviews. Structurally, interview data is somewhat similar to dramatic texts. Only a few publications deal explicitly with domain adaptation for CR systems (Yang et al., 2012; Zhao and Ng, 2014).

3. Annotated Data

The data set we release with this paper consists of 31 plays, which can be found in Table 8. The plays were written between 1730 and 1920 CE. At least one play is taken from each decade in this time frame.

The plays have been digitised and enriched with structural TEI/XML markup in the TextGrid repository in three formats: (i) CoNLL, for development of automatic coreference resolution systems (we follow the GRAIN idea and added a speaker column), (ii) XMI, used in the Apache UIMA framework because this is the ‘original’ annotation format, and (iii) TEI/XML for allowing reintegration into other drama analysis tools or corpora.

The annotation was conducted by 8 annotators in total, who used the CorefAnnotator annotation tool (Reiter, 2018). All annotators are native speakers of German, and undergraduate students of literature. Each annotator was trained on text #6 (see Appendix), and regular meetings were held to discuss difficult cases. The annotation guidelines are based on the insights from Rössiger et al. (2018), which in turn use the TuBa-D/Z guidelines as a basis.

Annotation Challenges and Phenomena. Annotating coreference chains regularly entails a number of challenges. We will focus on challenges and observations specific to this data set. One specific challenge is the text length. Coreference annotation is usually done on relatively short documents. An entire dramatic text may fill a book, and is thus much longer (see below for some statistics). At the same time, coreference chains may span the entire text, and characters or objects mentioned at the beginning can easily re-appear at the very end. We therefore asked the annotators to first read the entire text in print, to get an overview of the plot and the involved entities. Many plays, in particular comedies, build their plot on mix-ups of characters. In non-comedic plays, characters often wear disguises, and are (initially) not recognized by the others. Our annotation is done from the reader’s perspective, i.e., disguised characters are linked to the ‘real’ ones, but this is not entirely satisfactory, as it creates coreference chains that violate agreement constraints (if a character is addressed as one of another gender, for instance). In addition, it is only a partial representation of the mental model of a reader, because they are usually aware that other characters perceive the entity differently. A related issue is the development of
GerDraCor-Coref S provides splits into scenes, which will henceforth be called documents as one can find in TübA-D/Z or DIRNDL, we also include entity groupings, for which it is not clear who exactly belongs to the group and who does not. In combination with the length of the texts, in which members join and leave the group, groupings proved difficult to annotate. As can be expected, the somewhat colourful language also impacts the reference structure, as references may be paraphrased instead of repeated.

**Inter-Annotator Agreement** was determined on a subset of three acts\(^6\) and was found to be 62.3 CoNLL score on average (MUC F-Score: 78.7). This is slightly lower than the 83 MUC F-Score reported by Versley (2006) for TübA-D/Z, but quite reasonable given the literary nature of the texts.

### 4. Corpus Analysis

To get an insight into how this corpus differs from existing CR corpora, we provide several statistics about the distribution of the annotations and highlight interesting properties. We compare the annotations with three other corpora:

- **TübA-D/Z** which is a large corpus based on German newspaper texts, and next to coreference (Naumann, 2007) also includes other manual annotations such as parts-of-speech, named entities and syntax trees (Telljohann et al., 2004). We make use of version 10.0.
- **DIRNDL.** A corpus of German broadcast news, annotated (among others) for information status and prosodic features (Baumann and Riester, 2012; Björkelund et al., 2014).
- **GRAIN.** Based on 30-minutes broadcast interviews in German, covering topical topics and, as DIRNDL, annotated for information status (Riester and Baumann, 2017; Schweitzer et al., 2018).

As discussed, our annotations comprise single acts of most plays. In order to compare our annotations to shorter documents as one can find in TübA-D/Z or DIRNDL, we also provide splits into scenes, which will henceforth be called GerDraCor-Coref S(*scenes*). Plays which only have acts and no scenes are filtered out. Each scene is treated as a single document and coreference chains spanning multiple scenes are cut.

#### 4.1. General Statistics

Table [1] shows the number of documents for each corpus. TübA-D/Z is clearly the largest of the corpora, followed by GerDraCor-Coref S.

**Tokens.** TübA-D/Z also provides the highest number of tokens (Tab. [2]), followed by the dramatic acts with the second most tokens. It should be noted that the dramatic acts supply very large documents, as seen with the mean tokens value based on the documents. Both splitting by scene and by act yields a very high variation in document length, shown by the standard deviation. GerDraCor-Coref S has fewer tokens than GerDraCor-Coref, since the acts that do not have any scenes are not included in GerDraCor-Coref S.

**Mentions.** We also compare the number of mentions (Tab. [3]), once again, TübA-D/Z has the highest number in total, but on a per document basis, the plays have much more mentions, and thus potentially a higher chance to trigger mistakes in an automatic resolution. As the ‘documents’ vary considerably in size, we also calculate mention density (i.e., number of mentions divided by number of tokens). Interestingly, mention density in the plays is also substantially higher than for all other corpora. Since GRAIN also has a comparatively higher mention density than TübA-D/Z or DIRNDL, we assume this is an effect of the dialogical nature of GRAIN and GerDraCor-Coref. In order to get an idea about the size of the mentions, we compute the average length of mentions (AML) measured in tokens. This reveals that for GerDraCor-Coref, the mentions are much shorter on average than for the other corpora. A plausible explanation is the higher use of pronouns in GerDraCor-Coref, which will be explored further in Section 4.2.

**Entities.** Table [4] shows a similar overview, but for entities, i.e., distinct coreference chains. Again, we see that the number of entities is higher in GerDraCor-Coref compared

---

\(^6\)Only some acts have been annotated in parallel by multiple annotators. In particular, these are: Three annotators for the first act of text #9 and two annotators for act I and II of text #6. In order to include these acts into the gold standard, disagreements have been resolved by an additional annotator.
to the newspaper texts. The density for entities is much lower compared to the other corpora, though. This might be due to the fact that in dramatic texts, entities are mainly characters, which are introduced once and remain present for the rest of the text.

**Longest coreference chains.** As a final table in this section, we show the number of mentions in a chain, and in particular in the long chains. The result can be seen in Table 5 and shows that plays contain very long chains, going up to 543 mentions in one of the documents. This is very different from the other corpora, which have much shorter chains. Interestingly, when comparing a normalized value that shows the number of mentions in a longest chain against the total number of mentions in a corpus, GRAIN shows that it has the longest chains considering its number of mentions. However, the plays follow shortly after.

Summing up these observations, dramatic texts clearly diverge from other corpora in these properties. Although they are essentially written texts, in some statistics they are closer to the GRAIN corpus than the others (e.g., mention density). This is likely a consequence of the dialogical structure of both.

### 4.2. Parts of Speech

Figure 2 shows the distribution of some frequently occurring parts-of-speech within mention annotations (adjectives, punctuation, articles, common nouns, proper names and pronouns) for the different corpora. The remaining parts-of-speech are subsumed into the *Other* category. This gives some insight into how entities are commonly referred to.

For GerDraCor-Coref, the part-of-speech annotations were generated automatically, using the implementation of the Stanford POS tagger (Toutanova et al., 2003) by the DKPro NLP project.

In GerDraCor-Coref, pronouns are by far the most common way of referring to entities (40%), followed by noun and name mentions, which are on par (17% and 16%). These findings are in line with Krug et al. (2018), who also found pronoun references to highly outnumber other references for their annotation of characters in German novels. Punctuation is occurring relatively commonly (7%) since speaker designations often contain a final full stop (compare ‘ROMEO.’ in Figure 1). In GerDraCor, the speaker tags including dots are already marked as mentions, which we adopted.

In comparison to the other corpora, some interesting observations can be made. Firstly, both ‘spoken’ language corpora, GRAIN and GerDraCor-Coref, make more use of pronouns compared to the other corpora, and less use of common nouns. Apart from GRAIN, all corpora make approximately the same use of names. For the news domain, this is not surprising, since in a news setting reporting about people is quite common, whereas in the interview setting in GRAIN, the participants are given by context. For the plays, names are also a common way of referring to people. Slightly surprising is the small percentage of adjectives in GerDraCor-Coref (4%), while the other corpora make equal use of adjectives. One could assume that the literary language of the plays also induces a higher rate of adjectives to more eloquently describe entities; this is apparently not the case.

![Figure 2: Barplot showing the counts of certain parts-of-speech in all the mentions. *Other* is the sum of the remaining parts-of-speech.](https://dkpro.github.io)
Table 6: Overview of the distribution of certain entity and mention properties: Generic entities, abstract antecedents and anaphora, ambiguous mentions. Total counts apply for the whole corpus. Mean value and standard deviation are calculated over the complete dramas (not for single acts or scenes).

|                        | Total | Mean | Sd |
|------------------------|-------|------|----|
| Generic Entities       | 113   | 3.65 | 4.83 |
| Ambiguous Mentions     | 32    | 1.03 | 2.68 |
| Abstract Antecedents   | 115   | 3.71 | 6.91 |
| Abstract Anaphora      | 309   | 30.90| 41.64|

4.3. Abstract Anaphora, Generic Entities & Ambiguous Mentions

We also annotated generic entities and ambiguous mentions. Abstract anaphora and antecedents (see e.g. Kolhatkar et al. (2018)) have been annotated for a part of the corpus. We did not annotate predicates.

For the generic entities, some general observations can be made: Generics in GerDraCor-Coref mostly consist of pronouns like man (one) or wir (we). Other common themes are gender: der Mann (the man), das Weib (the woman, archaic); nationality: die Schweden (the Swedes), die Sarazenen (the Saracens); or humans in general: die Menschen (humans). Sometimes, characters make use of generics to talk about other characters in an indirect way. In Der sterbende Cato by Gottsched (Table 8, #1), the character Cato is talking about einen Tyrann (a tyrant) in a general way and how such a person will always punish the ones who helped in ascending the throne. However, from context it is very clear that he is actually referring to the character Cäsar (cf. Rösiger et al. (2018, p. 131)), which we also annotated accordingly.

An overview of the total amount of occurrences in the corpus can be found in Table 6. The high standard deviation suggests that the findings are very diverse and dependent on the text.

5. Baseline Experiments

In addition to the statistics of the annotated data, we carried out baseline experiments with an automatic CR system. The results are setting an orientation for further experiments on the corpus and showcase several challenges when dealing with coreference resolution in literary data. We opted to make use of CorZu (Tuggener, 2016) for all experiments, as it is a readily usable rule-based system, and decisions about training setup and the like do not need to be made. Krug et al. (2015)’s system would have been another plausible alternative, as it was developed on the literary domain; however, it only resolves mentions of characters, and is thus not completely suited for our needs.

Table 7 shows the results of applying CorZu on the same data sets as used in Section 4. We report MUC, B$^3$ and CEAF$_e$ scores (Pradhan et al., 2014), as well as the average of these three scores, often referred to as CoNLL score. The performance is highest for TüBa-D/Z, which is not surprising, as CorZu has been developed mainly on this resource (Tuggener, 2016, p. 74). The performance for GerDraCor-Coref is on par with the performance on DIRNDL (CoNLL score); the performance is considerably lower for B$^3$ and CEAF$_e$ scores, though. The same can be said about GRAIN, on which the overall performance is also the lowest.

CR generally works better for GerDraCor-Coref S than for GerDraCor-Coref, which can be explained by the shorter average document length of GerDraCor-Coref S.

When looking at the distribution of CoNLL scores across documents, as can be seen in Figure 3, it becomes clear that coreference resolution is very dependent on the document in question. Especially for the scenes, there is a lot of variation and outliers. Please note that the number of ‘documents’ in GerDraCor-Coref S is much higher, which explains the higher number of potential outliers shown in the plot. The same is also true for TüBa-D/Z when compared to the other corpora.
6. Applications

Combining coreference annotations with the strong structure of plays allows for a number of interesting analyses. In this section, we showcase a few of these analyses to demonstrate possible applications of coreference on dramatic texts. All showcases are based on manual annotations. Since the speaker of an utterance is directly accessible, it is straightforward to analyse which character mentions which other character how often. This is shown in Figure 3 for the play *Miß Sara Sampson* by Lessing. In the play, the male protagonist Mellefont is torn between his long-time mistress Marwood, with whom he has an illegitimate child called Arabella, and the young Sara. Both Sara and Marwood are mentioned by him roughly 300 times in the play. Of interest in this plot is the difference in the fourth column: Marwood mentions Sara much more often than vice versa, which gives a hint as to the characterisation of both. Arabella only makes a brief appearance on stage. Since Sara learns about Arabella’s existence only during the play, she mentions her much less often than Marwood or Mellefont do. Arabella does not know about Sara, so she never mentions her. Finding out which characters are never mentioned by other characters can give insights into the character constellation of a play in general.

Figure 4 shows all individual utterances and mentions of characters over the course of the play. The plot shows that Sara is mentioned continuously in the entire play, even when she is not on stage at all. This ‘passive presence’ of a character (being mentioned without being on stage) is also relevant for Marwood in the last act, and Sir William (father of Sara) in the third and fourth act. In the last act, Marwood has poisoned Sara and left the country, but is still very present in the characters’ mentions. In the third act, Sara receives a letter by her father Sir William, who writes that he is forgiving her for eloping with Mellefont. With some right it can be said that Sir William is the main topic of the act, without being present for the most part of it, which can be visualised by using the coreference annotations.

As, in contrast to other corpora, our annotations aim at full coreference, they include reference relations for objects and abstract entities. Figure 6 shows their distribution over the text. The plot shows that some entities are used throughout the entire text (‘Tugend’, e.g. virtue), while others only have local relevance (‘Brief Sir William’, e.g. letter by Sir William). About one half of the frequently referred things are abstract concepts like virtue or the love someone experiences.

7. Conclusions

In this paper, we have presented an annotated corpus of full coreference chains for German dramatic texts. We also presented an analysis of the coreference phenomenon in dramatic texts and how it behaves differently than in news texts. The availability of an annotated corpus is a starting point for developments of automatic CR systems, we therefore have also made first baseline experiments using the rule-based CR system CorZu. Finally, we have described some of the applications that will be made possible with coreference annotation on dramatic texts.

Based on our analysis of the data and the baseline performance, we see three avenues for improving automatic CR systems: i) Domain adaptation using similar documents: The most gain in combining data sets can be expected when the documents in the data sets are similar. We will therefore explore the use of GRAIN data to support a machine learning CR system. ii) In the baseline experiment, no additional information is taken into account, despite the fact that more information is available: Plays feature a *dramatis personae*, from which names, professions, personal relations of the literary characters can be extracted. To exploit this knowledge for CR, the model needs to handle knowledge that is only present for a subset of the entities in the text. iii) Lastly, the influence of different writing styles on the referential systems still needs to be investigated more thoroughly.

Even though CR remains a challenging task for the time being, it is clear that coreference chains are an important component for the analysis of character-driven texts such as theatre plays. In particular, they allow insight into indirect presentations of characters, e.g., through the speech of other characters. This creates new options for analysing the way character (proto)types are introduced and represented.

8. Acknowledgements

The work described here has been conducted in the QuaDramA project[^2], funded by Volkswagen foundation. We thank the foundation for making this possible. We also thank our annotators for their work, and our colleagues and collaboration partners Benjamin Krautter and Marcus Wiland for theirs.

Appendix

On overview of all texts used in the corpus with detailed information of author, time of creation and size can be found in Table 8.

[^2]: https://quadrama.github.io
| Author                     | Title                                                   | Year | Acts | Scenes | Characters | Annotated Tokens |
|----------------------------|---------------------------------------------------------|------|------|--------|------------|------------------|
| Gottsched, Johann Christoph | Der sterbende Cato                                      | 1732 | 5    | 31     | 11         | 559398           |
| Quistorp, Theodor Johann    | Der Hypochondrist                                       | 1745 | 5    | 32     | 7          | 719936           |
| Kirch, Johann Christian     | Die Candidaten oder Die Maler zu einem Ame zu gelangen | 1748 | 5    | 50     | 10         | 1399580          |
| Lessing, Gotthold Ephraim   | Der Feigenwald                                          | 1749 | 5    | 30     | 8          | 849215           |
| Lessing, Gotthold Ephraim   | Der Feigenwald                                          | 1755 | 5    | 35     | 11         | 1372608          |
| Lessing, Gotthold Ephraim   | Der Feigenwald                                          | 1762 | 5    | 35     | 7          | 1023608          |
| Lessing, Gotthold Ephraim   | Der Feigenwald                                          | 1772 | 5    | 43     | 13         | 1000695          |
| Lessing, Gotthold Ephraim   | Der Feigenwald                                          | 1775 | 5    | 46     | 16         | 621683           |
| Lessing, Gotthold Ephraim   | Der Feigenwald                                          | 1777 | 5    | 37     | 13         | 608027           |
| Lessing, Gotthold Ephraim   | Der Feigenwald                                          | 1778 | 5    | 30     | 17         | 486060           |
| Lessing, Gotthold Ephraim   | Der Feigenwald                                          | 1781 | 5    | 15     | 25         | 687010           |
| Lessing, Gotthold Ephraim   | Der Feigenwald                                          | 1788 | 5    | 5      | 23         | 146320           |
| Lessing, Gotthold Ephraim   | Der Feigenwald                                          | 1790 | 5    | 43     | 14         | 1076419          |
| Lessing, Gotthold Ephraim   | Der Feigenwald                                          | 1798 | 5    | 31     | 23         | 608027           |
| Lessing, Gotthold Ephraim   | Der Feigenwald                                          | 1799 | 4    | 58     | 33         | 960016           |
| Lessing, Gotthold Ephraim   | Der Feigenwald                                          | 1803 | 5    | 23     | 6          | 451060           |
| Lessing, Gotthold Ephraim   | Der Feigenwald                                          | 1807 | 5    | 34     | 15         | 758880           |
| Lessing, Gotthold Ephraim   | Der Feigenwald                                          | 1817 | 5    | 5      | 33         | 104120           |
| Lessing, Gotthold Ephraim   | Der Feigenwald                                          | 1830 | 5    | 5      | 35         | 101610           |
| Lessing, Gotthold Ephraim   | Der Feigenwald                                          | 1835 | 5    | 5      | 35         | 695              |
| Lessing, Gotthold Ephraim   | Der Feigenwald                                          | 1850 | 5    | 7      | 18         | 128300           |
| Lessing, Gotthold Ephraim   | Der Feigenwald                                          | 1854 | 5    | 5      | 18         | 128300           |
| Lessing, Gotthold Ephraim   | Der Feigenwald                                          | 1859 | 5    | 5      | 32         | 738172           |
| Lessing, Gotthold Ephraim   | Der Feigenwald                                          | 1871 | 3    | 26     | 23         | 738172           |
| Lessing, Gotthold Ephraim   | Der Feigenwald                                          | 1888 | 4    | 72     | 56         | 215784           |
| Lessing, Gotthold Ephraim   | Der Feigenwald                                          | 1890 | 5    | 35     | 28         | 824906           |
| Lessing, Gotthold Ephraim   | Der Feigenwald                                          | 1900 | 5    | 35     | 33         | 772841           |
| Lessing, Gotthold Ephraim   | Der Feigenwald                                          | 1902 | 4    | 3     | 23         | 5065             |
| Lessing, Gotthold Ephraim   | Der Feigenwald                                          | 1904 | 4    | 69     | 33         | 194004          |
| Lessing, Gotthold Ephraim   | Der Feigenwald                                          | 1910 | 4    | 33     | 33         | 6058             |
| Lessing, Gotthold Ephraim   | Der Feigenwald                                          | 1919 | 5    | 5      | 33         | 171815           |
| Lessing, Gotthold Ephraim   | Der Feigenwald                                          | 1921 | 5    | 5      | 33         | 6904             |

Table 8: Overview of the texts used for the corpus. Character Speech is measured in tokens. Year is the year of creation or the year of publication or first performance, if not available. Annotated Tokens denotes the totality of tokens in the annotated act or acts, not only the tokens that are part of a mention. If a drama has no scenes and only acts, the values for Acts and Scenes are identical.
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