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ABSTRACT

Smartphone-based approaches for Human Activity Recognition have become prevalent in recent years. Despite the amount of research undertaken in the field, issues such as cross-subject variability are still posing an obstacle to the deployment of solutions in large scale, free-living settings. Personalized methods (i.e., aiming to adapt a generic classifier to a specific target user) attempt to solve this problem. The lack of labeled data for training purposes, however, represents a major barrier. This is especially the case when taking into consideration that personalization generally requires labeled data to be user-specific. This paper presents a novel personalization method combining a semi-population based approach with user adaptation. Personalization is achieved through the following. Firstly, the proposed method identifies a subset of users from the available population as best candidates for initializing the classifier to the target user. Subsequently, a semi-population Neural Network classifier is trained using data from this subset of users. The classifier's network weights are then updated using a small amount of labeled data from the target user subsequently implementing personalization. This approach was validated on a large publicly available dataset collected in a free-living scenario. The personalized approach using the proposed method has shown to improve the overall F-score to 74.4% compared to 70.9% when using a generic non-personalized approach. Results obtained, with statistical significance being confirmed on a set of 57 users, indicate that model initialization using the semi-population approach can reduce the amount of labeled data required for personalization. As such, the proposed method for model initialization could facilitate the real-world deployment of systems implementing personalization by reducing the amount of data needed for personalization.
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I. INTRODUCTION

Human Activity Recognition (HAR) finds several potential applications in pervasive systems, varying from Ambient Assisted Living (AAL) to generic home automation scenarios. Recently, smartphone-based solutions for HAR have become prevalent [1]–[5]. Smartphones are perceived as unobtrusive from the user perspective, facilitating activity monitoring in free-living contexts, avoiding the use of more invasive devices [6]. Moreover, they provide a convenient source, both generating and logging data since most users will keep the phone with them almost all day. Despite recent progress in HAR, there are still important challenges hindering the deployment of solutions in a free-living context [7]–[9]. Among these, inter-person (or cross-subject) variability represents a major hurdle for current solutions [7]. This issue is further compounded by the fact that experiments are primarily conducted using data collected, on a relatively small scale, and in controlled environments [1], [10]. To date, accuracy of smartphone-based HAR solutions, has been reported as ranging between 85% and 95% for detection of simple activities (such as sitting, walking, running and cycling), whereas lower accuracies have been reported for more complex activities (e.g., Activities of Daily Living (ADL)) [2], [10]. Moving solutions to a free-living context has shown to result in accuracy rates decreasing by up to 17% [11].
Consequently, researchers have been highlighting the importance of validating solutions with larger datasets collected in free-living scenarios, rather than controlled environments [6], [10]. Furthermore, the conventional approach, has so far been to adopt the ‘one-size-fits-all’ concept: also known as population based approach [12]. A generic classifier is trained offline on the data from the available population, and then used to perform real-time detection on new, unseen subjects. Accuracy for unseen subjects (i.e. not used for training), however, has been observed to decrease to between 63% and 86% [10]. Consequently, in recent years, more effort has been targeted towards methods attempting to personalize classifiers (i.e. adapting a generic classifier to a specific user). Personalized solutions (i.e. trained on data belonging to the specific user) have shown to improve performance for new subjects [7]. Similarly, semi-population based approaches have been proposed [12], aiming at personalizing models by identifying a subset of users having characteristics that are similar to the target user. Their deployment in a free-living context, however, inherently requires methods to implement online training. Approaching the problem using supervised methods requires availability of a large amount of high-quality labeled data, that must also be user specific. Availability of such datasets therefore represents a significant obstacle. In particular, the annotation phase is a burden that cannot be easily automated. While recent automated Machine Learning (ML) approaches have been proposed [12], (automating part of training process in presence of labeled data) [1], [13], human supervision/intervention is still required to generate reliable labeled datasets [8], [14]–[16]. In the case of smartphone-based solutions, crowd labeling approaches based on experience sampling have been proposed: where the target user directly annotates data points by means of prompts delivered through a mobile app [6], [17], [18]. This approach, however, introduces the problem of reliability of such datasets in terms of label noise [14]. Uncontrolled labeling can introduce label noise (for instance users misinterpreting the meaning of labels or simply as a consequence of distraction) [14], [15]. In this scenario, our approach to personalization is based on a semi-population method identifying similar users in the population dataset. Similarity is measured on a small amount of labeled data from the target user. The same labeled data are then used to complete the model training, performing further adaptation of the semi-population model. This work presents the following contributions: (i) a semi-population based method is proposed to identify a subset of users (from the available training population) as good candidates to initialize the parameters of a personalized model, (ii) an online training mechanism is then proposed to further adapt the model to the target user, and (iii) the results are evaluated using Vaizman’s publicly available dataset [6] which provides data collected in free-living and unconstrained conditions using a smartphone.

The remainder of the paper is structured as follows. Section II describes related works and current limitations. Section III describes the proposed approach. Section IV and V describes the experiment and the evaluation methodology. Sections VI and VII report results and discussion, respectively. Finally, Conclusions are drawn in Section VIII.

II. BACKGROUND

Since the early attempts of sensor-based HAR, the most common approach has been the ‘one-size-fits-all’ or ‘population’ based approach; i.e., a method aiming at building a generic model trained on the available population data [12]. The need of personalization has long been debated in the research community, with supporters of generic approaches believing that models should be able to generalize, and therefore also to make good predictions on new users [19]. Nonetheless, several studies have highlighted how a population based approach can lower the accuracy rate by a substantial amount, when dealing with unknown users (i.e. not used for training) [9], [12]. Consequently, several studies explored possible solutions to adapt a generic classifier to a new user (a process also referred to as calibration [12]). Three main macro categories addressing personalization can be distinguished. The first consists in training a fully personalized model. This method, however, is limited in terms of scalability and therefore is not applicable to a real-world scenario, since it relies on the presence of a substantial amount of labeled data belonging to each target user [12], [16]. An alternative approach is the calibration (or adaptation) of a generic classifier, performed by updating the parameters of a pre-trained model, using a portion of data belonging to the new target user [20], [21]. This approach reduces, at least partially, the amount of labeled data required from the target user for adaptation. Alternatively, semi-population approaches attempt to build a model using the available pre-existing population, however, restricting it to users that present similar characteristics to the target users, as presented in [12]. This Section initially provides an overview of relevant work on personalization, which is followed by a discussion on main common limitations of such an approach.

A. OVERVIEW OF RELATED WORK

Among early personalization attempts, in [20] Zhao et al. proposed a transfer learning approach to adapt a Decision Tree (DT) classifier by updating its parameters. In their approach, a DT trained on subject A is adapted to subject B using unlabeled data belonging to this new user. The update of parameters is realized through an iterative algorithm using k-means clustering [22]. The original DT of subject A is used to make predictions. K-means clustering is used to identify the centroids for each class on the new data. Finally, selected samples corresponding to high confidence predictions are used to update the parameters of the DT. High confidence samples are selected as the k-nearest samples to the centroid. The process is repeated until convergence is obtained. The approach targeted simple activities (‘stationary’, ‘walking’, ‘downstairs’, ‘upstairs’ and ‘running’) using 12 features extracted from accelerometry data. Evaluation was performed on an ad-hoc collected dataset consisting
of 10 users. In [23], classification was performed through a weighted majority voting process, combining predictions produced by a set of expert classifiers. The approach, in this case, requires presence of labeled data belonging to the target user in order to identify the optimal weights that will be used to perform the calibration. On average, results obtained were 89.4% F-score for simple activities and 74.4% for an extended set including a number of complex activities. The approach outperformed the accuracy obtained when using the population based approach. For the worst subject, however, results scored 76.9% and 56.1% F-score, respectively for simple and complex activities sets, indicating that the set of expert classifiers may not be representative for all users.

In [21], a transfer learning algorithm was proposed for adaptation of models based on Reduced Kernel Extreme Learning Machine (RKELM). Similar to [20], the generic model is used to make predictions on new user’s unlabeled data. Data points corresponding to predictions with higher confidence are then used to update the model. The approach was evaluated on the UCI-HAR [24], a dataset consisting of 30 users targeting simple activities. In [12], a semi-population approach was proposed. This approach relies on the existence of a set of personalized models, and aims at reusing those models rather than adapting them. Models belonging to users that are similar to the new one, will be re-used to make predictions on the new user. Similarity between users is based on the fitness score of the model itself, measured on accuracy of predictions for new labeled data belonging to the final user. In [7], an online active learning solution based on Random Forests (RF) was proposed for adaptation. The solution allowed to update an RF model based upon availability of new labeled data-points. In this case, when new data points were acquired, the system asks for user-feedback to obtain new labels for the ones classified with lower confidence. User-labeled data points are then used to update the model. The approach has been evaluated over a dataset with 15 participants in realistic contexts, however, controlled conditions (e.g. users were asked to stand still for a few seconds between activities). In [25], k-means algorithm was used to label new data points, then samples with high confidence were used to train a classifier based on Multivariate Gaussian Distribution (MGD). Compared to other studies, the set of targeted activities was rather limited in this case, aiming only at distinguishing between light, moderate and vigorous intensity activity, plus fall detection. Results obtained scored 97.9% F-score for the personalized approach vs 95.4% of the generic approach, although evaluation was performed on a rather limited dataset (10 users) and with the sensor’s location constrained to the user’s waist. In [26], incremental learning was used to perform adaptation of a generic model when new labeled data became available. User adapted models lead to a 4.6% increase in accuracy compared to the conventional generic approach. Results have been evaluated over a dataset limited to 10 subjects. In [27], similar to [21], the authors used an online learning approach based on RKELM. Adaptation of the models was performed using newly available labeled data belonging to the target user. Data points corresponding to misclassified predictions are used to update the model. Evaluation was performed on a dataset of 8 subjects, including 19 daily and sport activities with 5 minutes of accelerometer and gyroscope data for each activity. In [28], an online personalization strategy was proposed based on a Support Vector Machines (SVM) model. Similar to [7], predictions with high uncertainty are used to solicit users requesting them to provide new labels. The approach was evaluated using two datasets with characteristics: 33 adults in the first, and 22 youths in the second.

Table 1 provides an overview of these studies, and the nature of the datasets used for evaluation. More recently, in [29], the authors tested a personalization approach, comparing its results with a subject independent model. The experiment also analysed results of an adapted version of the model obtained considering physical and sensor similarities with other users. The approach was tested on three datasets, however, mostly on data collected under controlled conditions.

### B. COMMON LIMITATIONS

No matter what strategy is used for adaptation, a common method to evaluate performance of personalized approaches is to compare obtained results with the Leave-One-Subject-Out (LOSO) validation [12]. It must be observed, however, that in many cases the sample size of datasets used for evaluation is rather limited (10 subjects or less) [7], [20], [23], [26], and/or data have been collected under controlled conditions [7], [20], [21], [23], [25]–[27].

In some cases, user interaction is not required, since adaptation is performed using samples whose prediction correspond to high confidence [20], [21], [25], this approach however, assumes the initial model is able to produce reasonably good predictions for all target classes. This problem was addressed in [7] by asking user feedback for low confidence samples. On the other hand, this approach assumes that high confidence predictions are mostly correct. In [12], [23], the semi-population approach presents the advantage of not requiring a second (personalized) training phase.

---

**Table 1.** Overview of studies on personalisation: Adaptation method and dataset used for evaluation.

| Ref.          | Method Approach | Num. of Subjects | Data Acquired |
|---------------|-----------------|------------------|---------------|
| Zhao et al. 2011 [20] | A              | 10               | C             |
| Reiss et al. 2013 [23] | SP             | 9                | C             |
| Deng et al. 2014 [21] | A              | 30               | C             |
| Hong et al. 2016 [22] | SP             | 28               | U             |
| Sztyler et al. 2017 [7] | A              | 15               | S             |
| Zhao et al. 2018 [25] | P              | 10               | C             |
| Sütöia et al. 2018 [26] | A              | 9                | C             |
| Ha et al. 2018 [27] | A              | 8                | C             |
| Mannini et al. 2018 [28] | A              | 33–22            | C             |
| Our experiment | SP/A           | 57               | U             |

*Data Acquisition: (C) Controlled, (U) Uncontrolled, (S) Simulated Naturalistic.

+ Approach: (P) Personalized, (A) Adapted or (SP) Semi-Population.
since available models are reused. This approach, however, assumes that available population is universally representative for any user. This limitation can be observed for instance in [23], where for the worst subject, obtained results are significantly lower, indicating that some new users may not be well represented by the available population only. Adaptation using final user labeled data addresses this limitation, introducing, however, at the same time, the problem of reliability of newly obtained labels. Comparison of performances between studies is not an easy task, since dataset nature, sample size and target activities vary significantly. For instance, in many studies the cycling class was not targeted, although it represents a challenging example that has often been reported as conflicting class, e.g., with the walking class [10].

In this work, a novel approach is presented, aiming at combining advantages of the semi-population approach, with the adaptation to the target user. Initialization of the model based on the semi-population approach aims at obtaining a faster convergence on the adaptation phase, thus reducing the amount of labelled data required for adaptation. Results are evaluated over a publicly available dataset of 57 users [6] collected in free-living and uncontrolled conditions.

III. IMPLEMENTATION

Personalization of classifiers requires a framework supporting online training. As in [16], we propose an architecture where the training/adaptation phase is performed remotely on a server. Final classification is performed in real-time and locally on the smartphone, using features extracted from the on-board accelerometer and gyroscope sensors.

Fig. 1 depicts the initial training phase (where a semi-population model is trained using a subset of users from the available population); the personalization phase (in which model parameters are updated using data belonging to the target user); and finally real-time classification of activities on the smartphone using the personalized model. The semi-population model initialization aims at reducing the amount of data required for the latter personalization phase. Personalization aims over time to reduce classification errors due to cross-subject variability, for which the semi-population approach is not able to generalize to properly. The process relies on collecting new labeled data points. Labeling can be performed directly by the target user by means of prompts. Raw-data fragments from the smartphone accelerometer and gyroscope are sent to the server, together with user-provided labels. These new data points belonging to the final user are firstly used to identify similar users from the available population dataset, allowing training the semi-population model. The same data points are then used to update the classifier’s parameters (e.g., updating network weights of the Neural Network (NN)) finalizing the model’s personalization. A generic model can be used at the outset, when no target user data are available. Parameters of the personalized classifier can then be passed onto a user’s mobile app, deploying an adapted and personalized classifier for each user.

Personalization of the model is realized by performing online learning on the server side. Labeled data points (belonging to the specific target user) are then used to update the network’s weights. Summarizing, the proposed online architecture is implemented as two steps procedure. First, the semi-population approach is used to initialize the the proposed classifier. The second step consists in further adapting the model, updating its weights using data from the target user. The following Section provides a detailed description of the proposed semi-population based method.

A. SEMI-POPULATION BASED APPROACH

This method aims at identifying a subset of users, out of the available population, exhibiting characteristics similar to the target user. This subset is identified based on similarity between users, which is measured on the feature space, using a clustering procedure.

As presented in Fig. 2, for each user and for each activity, data points labeled with the same class are clustered. Mean shift clustering [30] was used to identify clusters within the set of data points of each activity. Mean shift was chosen considering the algorithm’s flexibility, being a non-parametric cluster selecting procedure. It does not require the number of expected clusters as input (compared to other algorithms such as k-means), and the required bandwidth parameter can be estimated automatically. Clusters obtained are ordered based on the number of samples they contain. The majority cluster (i.e., containing the largest number of points) is used as a reference, and its centroid defines a user’s activity vector. This is used to measure similarity between users. In this approach, a user is represented by a set of vectors (one for
includes the following three steps:

1. For each activity label the set data points with same label are clustered.
2. The centroid of the majority cluster is detected.
3. Finally, the centroids identified are stored as the set of user’s activity vectors.

Offline, all activity vectors for the available training population are computed and stored server side.

Algorithm 1 Compute User Vector

1: Input: target activity labels: $A = [a_1, a_2, \ldots, a_M]$ 
2: user data: $\text{user}_data_i$ 
3: Output: user vectors: $uv_i$ 
4: procedure $\text{computeUserVector}(A, \text{USER}_\text{DATA})$ 
5: for all $a_k \in A$ do 
6: $data = \{ p \in \text{user}_\text{data} | label(p) = a_k \}$ 
7: $clusters = \{c_1, \ldots, c_l\} = \text{meanShift}(data)$ 
8: $\max\_cluster = \max_i(|c_i|)$ 
9: $uv_{ik} = \text{centroid}(\max\_cluster)$ 
10: return $uv_i = [uv_{i1}, uv_{i2}, \ldots, uv_{iM}]$

As presented in Fig. 3, when data from a new user have been collected, user provided labels are used to make the partition of data points into the set of target activities. The clustering process is repeated to calculate the activity vectors describing the new target user. Then the $n$ users (for each activity class) with the closest activity vector are considered as the candidate population to train the initial classifier. Considering that for each activity $n$ users will be identified, in total the training dataset will include data from a number $n'$ of distinct users, with $n \leq n' \leq M \times n$. The rationale of this approach, is that initializing weights on a training dataset (composed of data belonging to users having similar characteristics) can potentially help to converge more rapidly towards an improved personalized solution. The classifier trained on this subset of the population is then adapted for personalization using available data points belonging to the target user.

In principle, the approach can be applied to any supervised learning scenario. Nonetheless, it is important to consider the number of dimensions of the examined feature space. When using Euclidean distance in high dimensional spaces, the relative minimum and maximum distances will tend to converge with the increase of space dimensions [31], [32]. This effect, however, also depends on the nature of the distribution and the number of available samples. Normally distributed datasets for instance are more subject to this phenomenon [32]. On the other hand, the availability of a large number of samples alleviates the effect [32]. Considering our dataset and target activities such as cycling, we want the method to be able to identify macro-cross-subject variabilities, for instance users cycling with their phone in the pockets, as opposed to subjects carrying it on their bag.

Another factor to consider is the number $n$, defining how many of the nearest subjects will be considered. High values of $n$ in high dimensional spaces will tend to include subjects with much more diverse characteristics. Techniques to reduce the number of dimensions such as Principal Component Analysis (PCA) can also be considered, allowing to compute user vectors in a reduced dimension space.

IV. EXPERIMENT

This Section presents the publicly available dataset used to evaluate the proposed method and the classification approach used in the experiment.
A. EVALUATION DATASET

Evaluation of the proposed approach was conducted using the Extrasensory dataset [6]. The dataset contains data from 60 users (34 females and 26 males) and was collected in free-living using the smartphone, with up to 28 days and an average of 7 days of data collected per user. The dataset includes activity labels provided through user prompts, and includes raw data measurement from the smartphone inertial sensors (accelerometer and gyroscope), watch accelerometer, GPS and microphone. Raw-data from the smartphone inertial sensors were sampled at 40 Hz and consist of a total of 308,306 labeled fragments of recording of 1 minute (with 20 seconds of raw data collected in each fragment) [6] with more than 200,000 labeled fragments for physical activities. Annotations includes in some cases also the phone location (e.g. ‘in pocket’, ‘on table’ or ‘in bag’). Participants used their own smartphones for data collection, consequently the dataset also covers various smartphone models and platforms with 34 iPhone users and 26 Android users. For the experiment, data from the smartphone accelerometer and gyroscope were used. The set of users was therefore restricted to 57 out of the 60 participants as some of the user’s gyroscope data were not available. The dataset presents typical characteristics of free-living scenarios, i.e. smartphone location is not constrained to a specific consistent location, data samples are not collected following a script and therefore are usually highly imbalanced. The majority classes (lying and sitting) provide on average up to 80% of the entire set of data points, followed by the walking class (on average 10-15%), with the cycling or running class normally being the minority class. Class imbalance makes the problem more challenging, an aspect that potentially affects both the training and the evaluation process (implemented strategies to deal with class imbalance will be described in Section V).

As data are collected under uncontrolled labeling, the dataset may potentially include some label noise. Results in [6] show better performance on the running and walking class when using the smartphone and the watch accelerometer (possibly due to situations in which the user labeled a fragment as walking/running activity, however, was not carrying the smartphone). For this reason, from the original datasets some data points were excluded because of the inconsistency between the user selected label and observed signal. In particular, some fragments labeled as running or walking corresponding to a flat signal with no variations measured on the accelerometer signals were excluded, since they potentially correspond to situations where the participants were not carrying the device with them. Analysis of the data also exhibits a significant cross-subject variability. Step cadence for each fragment was calculated using a simple step detector as in [16]. Typical walking pattern can be expected to be in the order of 90-110 steps per minute (spm), whereas values around 160-180 spm are expected for a running pace [16]. Fig. 4 illustrates an example of two users with a statistically significant difference in the step cadence, particularly for the running activity. The figure illustrates a gaussian distribution obtained using the average cadence and standard deviation observed for two different users.

B. CLASSIFICATION APPROACH

Similar to our previous study [16], a NN based on a Multi-Layer Perceptron (MLP) was used, taking as input features data extracted from the accelerometer and gyroscope. NNs offer good support for online training, which is required for personalization purposes. Adaptation of the model can be performed by means of updating network weights on newly available user specific data points. A set of time and frequency domain features (as presented in Table 2) were extracted using a windowing approach with a window size of 3 seconds and a 25% overlap. The set includes features commonly used for this type of classification problem using inertial signals; similarly, a window size between 1-4 seconds is commonly used for segmentation [2], [33]. Time domain features included statistical moments of the magnitude of the acceleration signal (mean, standard deviation, kurtosis, skewness), min and max values, range (max-min) and signal energy. Frequency domain features (also extracted from the 3D magnitude of acceleration) included the number of peaks in the Power Spectral Density (PSD) and location of the highest peak in the 0-20 Hz frequency band. The set of features also included features at single channel level (mean, standard deviation and range of the x, y and z axes). Finally, additional features have been obtained measuring cross-correlation between channels measured using the Pearson coefficient between the pair of axes XY, YZ and XZ. The selected set of features is an extension of the feature set used in our previous experiment [16], with the addition of the cross-correlation features.

The resulting feature set consists of 44 features; 22 for the accelerometer and 22 for the gyroscope signal.
TABLE 2. The set of time and frequency domain features set used in experiment.

| Domain   | Signal          | Table Column Head                     |
|----------|-----------------|---------------------------------------|
| Time     | 3D magnitude    | mean, variance, min, max, range, skewness, kurtosis, energy |
| Time     | X,Y,Z axes      | mean, variance, range, cross-corr(X,Y) cross-corr(Y,Z), cross-corr(X,Z)* |
| Frequency| 3D magnitude    | number of peaks in PSD, location of highest peak |

*cross-correlation is measured using Pearson’s coefficient.

An initial partial optimization of hyper-parameters was performed using the 5-fold partition provided with the dataset (48 participants for training, and 12 for validation). The goal was to identify a valid candidate topology and to estimate the average number of epochs before the model’s performance starts deteriorating due to overfitting phenomena. The identified NN model consisted of 4 dense hidden layers using Rectified Linear Unit (ReLU) as activation function (128 × 256 × 128 × 64), with a dropout layer as the input layer (dropout set to 0.2), using Adam optimizer [34], and softmax as activation for the output layer.

Class imbalance was addressed using Balanced Batch Learning (BBL), ensuring the model is trained on the same number samples for each target activities. At each step, the training samples are extracted taking one random fragment for each target class from the available training data. Training data can be obtained as a random selection of n users from the available population, or using the n closest semi-population approach. The number of steps per epoch was identified based on average data availability (considering the cardinality of minority classes), since days of recording per user vary from 3-4 to 28 days. The approach allows to train using all available training samples from minority classes, preserving availability of larger number samples randomly selected from the majority classes. The model was implemented using Keras [35] with a TensorFlow back-end [36]. For the experiment the default learning rate (0.001) was used.

V. EVALUATION METHODOLOGY

Evaluation of the method was performed using LOSO procedure in two steps. For each user, the first step consisted in training a semi-population model and its comparison with the average of 4 random selections of users. In the second step, some data belonging to the target user are used to update the weights of the classifiers, both for the case of an n-random initialized model, and the proposed n-closest.

Since the dataset is highly imbalanced, common evaluation metrics such as simple accuracy (ratio between correct/wrong predictions) can be misleading. A common metric for imbalanced datasets of this nature is balanced accuracy [6], [37]. Similarly, macro averages (average of precision, recall and F-score for each individual class) can be used to deal with imbalanced datasets, for instance macro-average recall is used as balanced accuracy in [38]. Macro-averages were used to evaluate the approach in the experiment.

The set of target activities was defined as lying, sitting, walking, running and cycling. This set allows to compare results with a generic approach using the same input sensors as in [6].

A. EVALUATION SEMI-POPULATION APPROACH

The first step aimed at evaluating the semi-population approach described in Section III-A. The validation routine iterates on the set of 57 users comparing the random selections of users (average of 4 random selections of n users out of the remaining 56), with the semi-population based approach (i.e. using data belonging to the n closest users as described in Section III-A) to train a generic and a semi-population model. Regarding the choice of n, it must be considered that low values of n could result in the risk of generating small training datasets. On the other hand, large values of n increase probability of intersection between the two sets (n random and n closest), thereby increasing the risk of making the comparison inconclusive. Consequently, for the experiment the values of n = 5 and n = 10 have been used.

In the Extrasensory dataset labels are provided per fragment. At verification stage each fragment is segmented, and features are extracted producing multiple samples. The average prediction on the overall fragment is taken as the prediction of the fragment and is compared with the original label.

As aforementioned BBL was used for training. An ad-hoc batch generator was implemented. Batch generators allow to load training data on-the-fly, reducing the amount of memory required during training, and therefore allowing to train multiple models in parallel. Feature extraction during training, was performed starting from a random index (between 0 and 20) instead of a fixed start from position 0 inside the data fragment. The random entry point was introduced since at each epoch, fragments corresponding to minority classes will most likely have already been examined, as opposed to the case of majority classes for which a much larger number of samples is available. The random entry point was introduced as an additional measure to deal with the class imbalance, allowing to reproduce small variations of samples from minority classes.

B. EVALUATION OF ADAPTATION

The second step of evaluation aimed at measuring performance of adapted models, obtained by updating weights of the network using some data of the target user. For the adaptation step, samples of each class have been sorted based on their timestamp. An increasing number of training samples were provided taking the first 10, 20 and 30 fragments of data for each class, and using the remaining fragments as test data. This approach ensures there is no overlap between training and test data during the adaptation, and also allows to simulate a realistic scenario in which the model would evolve in a real-world experiment over time.

VI. RESULTS

The experiment and produced results are divided in two parts. The first part focused on evaluating the proposed semi-population approach. The second focused on evaluating the performance of adaptation: comparing adaptation of
TABLE 3. Precision, Recall and F1 score obtained with a generic model trained on \(n\) random users (a), on \(n\) closest users (b), and the personalized version of the classifiers initialized using \(n\) random users (c), and using \(n\) closest (d). Values are reported for each target class and as macro-average.

| Activity       | Precision | Recall | F-Score |
|---------------|-----------|--------|---------|
| Lying         | 0.6135    | 0.6375 | 0.5789  |
| Lying         | 0.6360    | 0.5823 | 0.5740  |
| Lying         | 0.6004    | 0.5949 | 0.5705  |
| Lying         | 0.5960    | 0.5973 | 0.5536  |
| Lying         | 0.5629    | 0.5773 | 0.5536  |
| Sitting       | 0.5280    | 0.5492 | 0.5819  |
| Sitting       | 0.5354    | 0.5778 | 0.5759  |
| Sitting       | 0.5782    | 0.5782 | 0.5782  |
| Sitting       | 0.5526    | 0.5759 | 0.5213  |
| Sitting       | 0.2947    | 0.2316 | 0.2947  |
| Walking       | 0.7651    | 0.7921 | 0.7549  |
| Walking       | 0.7872    | 0.7872 | 0.7872  |
| Walking       | 0.7599    | 0.7599 | 0.7599  |
| Walking       | 0.2947    | 0.2316 | 0.2947  |
| Running       | 0.1435    | 0.1905 | 0.6003  |
| Running       | 0.6111    | 0.6611 | 0.7236  |
| Running       | 0.2947    | 0.2316 | 0.2947  |
| Running       | 0.2947    | 0.2316 | 0.2947  |
| Cycling       | 0.4083    | 0.4392 | 0.1676  |
| Cycling       | 0.6626    | 0.5214 | 0.5283  |
| Cycling       | 0.3455    | 0.3455 | 0.3455  |
| Average       | 0.4927    | 0.5217 | 0.6168  |
| Average       | 0.6056    | 0.6168 | 0.6168  |

(a) generic model trained using \(n\) random users

(b) generic model trained using \(n\) closest users

(c) personalized with initialization on \(n\) random users

(d) personalized with initialization on \(n\) closest users

models initialized using the semi-population approach, vs models initialized on a random subset of users.

A. EVALUATION OF SEMI-POPULATION APPROACH

This part of the experiment compared different initialization strategies of the classifier, comparing a random selection of users from the population, with the proposed semi-population approach. The random selection of \(n\) users was repeated 4 times and the average result was compared with the selection of the \(n\) closest users. Finally, the personalization phase was repeated on the models obtained with these two approaches. Results obtained based on the clustering approach to initialize the weights of a semi-population based classifier are reported in Table 3. Specifically, Table 3-a reports macro-average values for precision, recall and F-score; obtained initializing the weights of the generic classifier using a random selection of users. Table 3-b shows obtained values training the semi-population model obtained using the \(n\) closest users criterion in the feature space. Finally, Table 3-c and 3-d report metrics obtained performing adaptation starting from random selection of users, and the \(n\) closest approaches respectively.

B. EVALUATION OF ADAPTATION

Fig. 5 summarizes macro-average F-score values obtained with an increasing number of fragments for adaptation; both for the semi-population and the random selection approach.

The average normalized confusion matrices were calculated on the set of users with the four approaches. Fig. 6 depicts normalized confusion matrices obtained with (a) 5-random users, (b) 5-closest users, (c) 5-random adapted, and (d) 5-closest adapted.

Finally, statistical analysis was performed comparing balanced accuracies obtained with semi-population (\(n\)-closest) and random selection (\(n\)-random). Fig. 7 illustrates the box-plot summarizing the analysis and provides a comparison between the proposed semi-population and worst, average and best case for random selection.

The significance of results was also tested by performing a t-test analysis on the 57 subjects. The t-test compared balanced accuracy obtained using the semi-population to the worst, average, and best case of random selection using a threshold of \(p = 0.05\) for the null hypothesis. Results are shown in Table 4 confirming that values for the \(n\)-closest
are distributed across classes. In particular, walking, running
and cycling classes show a significant gap between the
semi-population and the random approach. The gap slightly
decreases after adaptation.

We can distinguish two parts of the matrix concerning
static classes (sitting, lying) and active classes (walking, run-
ning and cycling).

A high conflict was observed between the sitting and lying
class. This phenomenon could be related with a phone-off
scenario that could happen when leaving the phone on the
desk while sitting or lying. This situation is often addressed
by considering a combined ‘idle’ class including lying and
sitting, however, in the experiment we kept the classes sepa-
rated to allow comparison of results in [6]. The cycling class
is a problematic class since it can be conflicting with either
the sitting or walking class depending on the smartphone
location (e.g. in trouser pocket vs. in the bag). The dataset
contains only a few labels indicating smartphone location that
could help to investigate the confusion, however, the semi-
population strategy appears to reduce the conflict both in
the adapted and non-adapted case. Semi-population helps to
isolate users presumably having a similar consistent behavior
in terms of phone location.

Active classes (walking, running, and cycling) appear
to benefit more from both semi-population and adaptation,
as they could be expected also to be the classes with higher
cross-subject variability. For minority classes (running and
cycling), classification was more challenging. It must be
considered that there were less samples for these activities,
and only 25 and 26 users had samples for the running and
cycling classes respectively. Therefore these classes suffered
also the fact that they were statistically less represented in the
population.

Finally, Fig. 7 presents the statistical analysis of balanced
accuracy measured in the set of 57 users. The boxplot shows
how the semi-population method helps to improve balanced
accuracy with respect to the worst and average case of n-
random selection, confirming that the criterion helps to obtain
results in line with the best case.

VII. DISCUSSION

Results in Table 3 show how the semi-population model
trained on \( n = 5 \) and \( n = 10 \) nearest users scored similar
results, both in terms of macro-average precision and recall.
After the adaptation step, however, the model initialized on
10 users scored better results, indicating that on average
a dataset including more diverse data could be beneficial.
For the adapted model obtained from random initialization
instead, similar performances were observed for the cases of
\( n = 5 \) and \( n = 10 \). Adaptation reduces the gap between
random selection and proposed semi-population from 7-10% to
2-4% F-score following adaptation. We can expect the two
initialization strategies (semi-population and random selec-
tion) to converge by increasing the number of new sam-
plings to consider. Of the 57 users only a subset had either
running or cycling samples. Meaning that cross-subject vari-
ability is potentially less represented for these two classes.
Nonetheless, this evaluation was performed in a significantly
larger dataset, compared to other studies, and in the challeng-
ing context of free-living naturalistic conditions. The set of
target activities allows to compare results with [6]. On the
other hand, a limitation of this target set is that there is no
null class considered in the experiment.

Performed hyperparameter optimization was not exhaus-
tive. For instance, learning rate was kept fixed to allow fair
comparison between the n-random and n-closest. Nonethe-
less, different strategies concerning the learning rate could
be investigated in the future. Similarly, the experiment
evaluated only the Adam optimizer. A comparison with

semi-population method are comparable to the best case of
random selection, outperforming the worst and average ran-
don choice for both \( n = 5 \) and \( n = 10 \).

\[
\begin{array}{|c|c|c|}
\hline
\text{Comparison} & \text{p-value} & \text{NULL Hypothesis} \\
\hline
5\text{-worst vs. 5-closest} & 1.09731e-11 & \text{Rejected} \\
5\text{-average vs. 5-closest} & 0.000013 & \text{Rejected} \\
5\text{-best vs. 5-closest} & 0.39825 & \text{Fail to reject} \\
\hline
10\text{-worst vs. 10-closest} & 1.02969e-9 & \text{Rejected} \\
10\text{-average vs. 10-closest} & 0.000156 & \text{Rejected} \\
10\text{-best vs. 10-closest} & 0.38411 & \text{Fail to reject} \\
\hline
\end{array}
\]

A. LIMITATIONS

Despite the large size of the dataset there are some limita-
tions to consider. Of the 57 users only a subset had either
running or cycling samples. Meaning that cross-subject vari-
ability is potentially less represented for these two classes.
Nonetheless, this evaluation was performed in a significantly
larger dataset, compared to other studies, and in the challeng-
ing context of free-living naturalistic conditions. The set of
target activities allows to compare results with [6]. On the
other hand, a limitation of this target set is that there is no
null class considered in the experiment.

Results in Table 3 show how the semi-population model
trained on \( n = 5 \) and \( n = 10 \) nearest users scored similar
results, both in terms of macro-average precision and recall.
After the adaptation step, however, the model initialized on
10 users scored better results, indicating that on average
a dataset including more diverse data could be beneficial.
For the adapted model obtained from random initialization
instead, similar performances were observed for the cases of
\( n = 5 \) and \( n = 10 \). Adaptation reduces the gap between
random selection and proposed semi-population from 7-10% to
2-4% F-score following adaptation. We can expect the two
initialization strategies (semi-population and random selec-
tion) to converge by increasing the number of new sam-
plings to consider. Of the 57 users only a subset had either
running or cycling samples. Meaning that cross-subject vari-
ability is potentially less represented for these two classes.
Nonetheless, this evaluation was performed in a significantly
larger dataset, compared to other studies, and in the challeng-
ing context of free-living naturalistic conditions. The set of
target activities allows to compare results with [6]. On the
other hand, a limitation of this target set is that there is no
null class considered in the experiment.

Performed hyperparameter optimization was not exhaus-
tive. For instance, learning rate was kept fixed to allow fair
comparison between the n-random and n-closest. Nonethe-
less, different strategies concerning the learning rate could
be investigated in the future. Similarly, the experiment
evaluated only the Adam optimizer. A comparison with
Stochastic Gradient Descent (SGD) could be also considered in the future, since in some cases SGD has been reported to provide better generalization with respect to Adam [39].

VIII. CONCLUSION

As other studies have highlighted in the past, working with a dataset collected in free-living is a necessary step before deploying solutions in the wild. Working with such datasets, however, introduces the challenge of dealing with the multiple factors contributing to cross-subject variability. To date, ability to deal with this challenge using a generic approach (i.e., ‘one-size-fits-all’ approach) represents a severe obstacle for real-world deployment of models. Personalization of models aims at addressing this challenge adapting classifiers to the target subject. Alas, adaptation usually requires large amounts of user-specific labeled data to solve the problem.

In this work, a novel semi-population based method was proposed. The conducted experiments suggest that a semi-population approach for model initialization can reduce the amount of data required for personalization. The experiment evaluated the proposed method against a conventional approach over a large real-world dataset, simulating the application of an online personalization architecture on a real-world case with 57 subjects. Results obtained confirm that such a method can help reducing the amount data needed for model adaptation, thus paving the way to the deployment of systems implementing incremental personalisation, reducing the time needed for adaptation, while minimizing the required amount of interaction from the end user.
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