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Abstract

The scattering transform is a multilayered, wavelet-based transform initially introduced as a mathematical model of convolutional neural networks (CNNs) that has played a foundational role in our understanding of these networks’ stability and invariance properties. In subsequent years, there has been widespread interest in extending the success of CNNs to data sets with non-Euclidean structure, such as graphs and manifolds, leading to the emerging field of geometric deep learning. In order to improve our understanding of the architectures used in this new field, several papers have proposed generalizations of the scattering transform for non-Euclidean data structures such as undirected graphs and compact Riemannian manifolds without boundary. Analogous to the original scattering transform, these works prove that these variants of the scattering transform have desirable stability and invariance properties and aim to improve our understanding of the neural networks used in geometric deep learning.

In this paper, we introduce a general, unified model for geometric scattering on measure spaces. Our proposed framework includes previous work on compact Riemannian manifolds without boundary and undirected graphs as special cases but also applies to more general settings such as directed graphs, signed graphs, and manifolds with boundary. We propose a new criterion that identifies to which groups a useful representation should be invariant and show that this criterion is sufficient to guarantee that the scattering transform has desirable stability and invariance properties. Additionally, we consider finite measure spaces that are obtained from randomly sampling an unknown manifold. We propose two methods for constructing a data-driven graph on which the associated graph scattering transform approximates the scattering transform on the underlying manifold. Moreover, we use a diffusion-maps based approach to prove quantitative estimates on the rate of convergence of one of these approximations as the number of sample points tends to infinity. Lastly, we showcase the utility of our method on spherical images, a directed graph stochastic block model, and on high-dimensional single-cell data.

1 Introduction

Many popular machine learning algorithms and architectures either explicitly or implicitly rely on producing a hidden, or transformed, representation of the input
data. For example, popular algorithms such as word2vec\cite{mikolov2013efficient}, node2vec\cite{grover2016node2vec}, and graph2vec\cite{monti2015geometric} explicitly associate each input in a text corpus, network, or collection of networks to a point in a high-dimensional vector space. This transformed representation can then be used for a variety of tasks such as clustering or classification. Deep neural networks, on the other hand, use multilayered architectures to classify an input signal. In this case, the early layers of the network may be viewed as producing a transformed representation of the input and the final layer may be viewed as a classifier acting on the transformed data. In either case, there is a fundamental question. What properties should these hidden representations satisfy in order to be useful for downstream tasks?

In order to help answer this question, Mallat introduced the scattering transform\cite{mallat2012group}, a wavelet-based architecture which models the hidden representation produced by the early layers of a convolutional neural network (CNN). Given a function \( f \in L^2(\mathbb{R}^N) \) and a scale parameter \( J \), the windowed scattering transform of\cite{mallat2012group} is a countable collection of functions

\[
S_J f = \{S_J[p]f : p = (j_1, \ldots, j_m), j_i \leq J, m \geq 0 \}, \tag{1}
\]

where the scattering coefficients \( S_J[p]f \) are defined through an alternating sequence of \( m \) wavelet convolutions (at scales \( j_i \)) and nonlinear activations followed by a final convolution against a low-pass averaging filter at scale \( 2^J \). If one is interested in classifying many signals \( \{f_i\}_{i=1}^N \), they may first transform the input data by computing \( S_J f_i \) for each \( i \) and then use these transformed representations as input to a classification model such as a support vector machine.

One of the key insights of\cite{mallat2012group} is that convolutional architectures naturally have desirable invariance and equivariance properties with respect to the action of the translation group. Specifically, if \( \tau_c \) is the translation operator \( \tau_c f(x) = f(x - c) \), we have the equivariance relationship

\[
S_J[p](\tau_c f) = \tau_c S_J[p]f, \tag{2}
\]

where on the right-hand side \( \tau_c \) is applied term by term. Moreover, when the scale parameter \( J \) tends to infinity, we have the approximate invariance relationship

\[
S_J[p](\tau_c f) \approx S_J[p]f. \tag{3}
\]

Furthermore, Mallat also shows that the scattering transform is stable to the perturbations of the form \( f(x - c(x)) \) where \( c(x) \) is a function with bounded gradient and Hessian.

In addition to being a theoretical model, the scattering transform has also proven to be a practical object. A notable difference between the scattering transform and other CNN-like architectures is that it uses predesigned wavelet filters, rather than filters learned from training data. In settings where labeled data is abundant, this may be viewed as a limitation on the expressive power of the scattering transform. However, in the context of unsupervised learning, or limited data environments, it may be difficult or impossible to train a traditional neural network. In these settings, the lack of trainable filters increases the practical utility of the scattering transform\cite{mallat2016group}. For instance,\cite{mallat2011understanding} applied the scattering transform to Sonar data to detect unexploded bombs on the ocean floor despite there only being 14 objects in the data set. Additionally, the scattering transform can also be used for a variety of other tasks in addition to classification. For example,\cite{bruna2014invariant} applied it
1.1 Contributions and Main Results

In this work, we extend the scattering transform to a general class of measure spaces \( \mathcal{X} = (X, \mathcal{F}, \mu) \). Our framework applies both to the settings considered in previous work on geometric scattering, i.e., compact Riemannian manifolds without boundary and unweighted, unsigned graphs, and also to other interesting examples such as signed or directed graphs, which have not been previously considered in the literature about the scattering transform. The generality of our construction is motivated in part by the recent book [7] which laments “there is a veritable zoo of neural network architectures for various kinds of data, but few unifying principles.” In the same spirit, we look for the general themes that unite spectral networks on different domains and formulate a general theory of scattering networks on measure spaces.
1.1 Contributions and Main Results

Analogous to, e.g., [58] and [59], we will construct two versions of the scattering transform on $\mathcal{X}$. For both of these transforms, we will assume that we are given a signal $f$ defined on $\mathcal{X}$ and analogous to (1) will represent $f$ via a sequence of scattering coefficients obtained through alternating sequences of convolutions and pointwise nonlinearities followed by a final aggregation. In the first version, which we refer to as the windowed scattering transform, the aggregation step is given by convolution against a low-pass filter that can be viewed as a local-averaging operator. We also define a non-windowed scattering transform where the final aggregation is computed via a global integration. Importantly, we note that the windowed scattering transform outputs a sequence of functions whereas the non-windowed scattering transform outputs a sequence of scalars.

We will examine the invariance and equivariance properties of these representations and establish results analogous to (2) and (3). Towards this end, we let $\mathcal{G}$ be a group of bijections from $\mathcal{X}$ to $\mathcal{X}$ with proper structure. We let $\mathcal{G}$ act on $L^2(\mathcal{X})$ by composition and on a Laplacian-type operator $\mathcal{L}$ by conjugation. Specifically, for $\zeta \in \mathcal{G}$ we define

$$V_\zeta f(x) = f(\zeta^{-1}(x)) \quad \text{and} \quad \mathcal{L}_\zeta = V_\zeta \circ \mathcal{L} \circ V_\zeta^{-1}.$$  

In the case where $\mathcal{X}$ is a graph or a manifold, it is natural to take $\mathcal{G}$ to be the permutation group or the isometry group respectively. However, on an arbitrary measure space, it is not obvious what groups our representation should be invariant to.

Perhaps the most natural idea would be the group of all bijections that preserves measures in the sense that $\mu(\zeta^{-1}(B)) = \mu(B)$ for all $\zeta \in \mathcal{G}$ and $B \in \mathcal{F}$. Indeed, for the windowed scattering transform, our analysis will show that this condition is needed prove a result analogous to (2) establishing invariance in the limit as the scale parameter tends to infinity. However, it will not be needed in order to establish our other primary invariance and equivariance results. This is fortunate because conservation of measure is actually a stronger condition than it appears at first glance. For example, it does not hold when $\mathcal{X}$ is a graph, $\mathcal{G}$ is the permutation group, and different vertices are assigned different weights. Instead, our other invariance and equivariance results will only require the weaker assumption that $V_\zeta$ is an isometry on $L^2(\mathcal{X})$, i.e.

$$\langle V_\zeta f_1, V_\zeta f_2 \rangle_{L^2(\mathcal{X})} = \langle f_1, f_2 \rangle_{L^2(\mathcal{X})}.$$  

One may verify that this condition holds for the permutation group on graphs for arbitrary choices of the measure.

In addition to significantly generalizing previous constructions of the geometric scattering transform, we also use the methods based on diffusion maps [19] and Laplacian Eigenmaps [1, 2] to show that the scattering transform on manifolds can be interpreted as the limit of the scattering transform on data-driven graphs. In short, if we have a collection of points $\{x_i\}_{i=0}^{N-1} \subseteq \mathbb{R}^D$ that lie on a $d$-dimensional manifold for some $d \ll D$, we will use a kernel to construct an affinity matrix $W$ which can be interpreted as the adjacency matrix of a weighted graph. We use this affinity matrix to construct a data-driven approximation of the Laplace Beltrami operator which we then use to construct an approximation of the windowed and non-windowed manifold scattering transforms. We will then prove theorems guaranteeing the rates of convergence of these methods as the number of sample points tends to infinity. To the best of our knowledge, this is the first attempt to prove
1.2 Notation and Organization

Throughout, we will let $\mathcal{X} = (X, \mathcal{F}, \mu)$ be a measure space with set $X$, $\sigma$-algebra $\mathcal{F}$, and measure $\mu$. We let $\mathcal{H} = L^2(\mathcal{X})$ denote the Hilbert space of functions which are square integrable on $\mathcal{X}$ and for $f \in \mathcal{H}$ we will denote its norm by either $\|f\|_{\mathcal{H}}$ or $\|f\|_{L^2(\mathcal{X})}$. Similarly, for $f, g \in \mathcal{H}$, we will denote their inner product by $\langle f, g \rangle_{\mathcal{H}}$ or $\langle f, g \rangle_{L^2(\mathcal{X})}$. If $\mathcal{T}$ is an operator on $\mathcal{H}$, we will let $\|\mathcal{T}\|_{\mathcal{H}}$ denote its operator norm. If $x$ and $y \in \mathbb{R}^N$ are vectors, we shall use $\|x\|_2$ and $\langle x, y \rangle_2$ to denote their $\ell^2$-norm and inner product. Similarly, if $A$ is a matrix, we will let $\|A\|_2$ denote its operator norm on $\ell^2$. We shall let $\mathcal{L}$ be a positive semidefinite, self-adjoint operator on $\mathcal{H}$ and denote its eigenfunctions and eigenvalues by $\varphi_k$ and $\lambda_k$ for $k$ in some at most countable indexing set. If $\{f_j\}_{j \in J}$ is an at most countable collection of elements in $\mathcal{H}$, we shall define $\|\{f_j\}_{j \in J}\|_{\mathcal{L}(\mathcal{H})}$ by

$$
\|\{f_j\}_{j \in J}\|_{\mathcal{L}(\mathcal{H})}^2 = \sum_{j \in J} \|f_j\|_{\mathcal{H}}^2.
$$

We shall let $\mathcal{G}$ denote a group of bijections $X \to X$, and for $\zeta \in \mathcal{G}$, we shall let $V_\zeta$ denote the operator defined by $V_\zeta f(x) = f(\zeta^{-1}(x))$.

Our construction of the scattering transform will be based on a collection of wavelets $\mathcal{W} = \{W_j\}_{j \in J} \cup \{\mathcal{A}\}$ where $J$ is an at most countable indexing set. We will let $p = (j_1, \ldots, j_m)$ denote a scattering path of length $m$, and for $f \in \mathcal{H}$ let $S[p]f$ and $\overline{S}[p]f$ denote corresponding windowed and non-windowed scattering coefficients. We shall let $\{H_t\}_{t \geq 0}$ denote a semigroup of operators defined on $\mathcal{H}$ defined in terms of a spectral function $g : [0, \infty) \to [0, \infty)$. When notationally convenient, we will write $H^1$ instead of $H_t$. In Section 6, we will consider finite subsets $X_N \subseteq X$ of cardinality $N$ and let $\mathcal{X}_N$ be a corresponding measure space. In this setting, we will denote objects corresponding to $X_N$ with either a subscript or superscript $N$.

The rest of this paper is organized as follows. In Section 2, we will define convolution, the wavelet transform, and the scattering transform on a measure space $\mathcal{X}$. In Section 3, we will discuss examples of measure spaces included in our framework, some of which have been considered in previous work on the scattering transform and some which have not. In Section 4, we will establish fundamental continuity and invariance properties of the measure space scattering transform and in Section 5 we will consider stability to perturbations. In Section 6, we will introduce numerical methods for implementing the scattering transform in the case where $\mathcal{X}$ is a manifold, but one only has access to $\mathcal{X}$ through a finite number of samples. We will also prove the convergence of these methods as the number of sample points tends to infinity. In Section 7 we will present numerical experiments such convergence guarantees for any neural-network-like architecture constructed from the Laplace Beltrami operator.

In summary, we provide a theoretically justified model for understanding spectral neural networks on measure spaces paralleling the role of the original scattering transform [52] in understanding CNNs. Towards this end, we note that equivariance results similar to ours can likely be obtained for other networks such as the ones considered in [72] or [78] constructed through the spectrum of the appropriate Laplace operator. Similarly, our methods can likely be adapted to study the convergence of other spectral manifold neural networks.
on both synthetic data and on real-world biomedical data before providing a brief conclusion in Section 8.

## 2 Definitions

In this section, we first define convolution and wavelets on a measure space $X$ and then use these wavelets to define the measure space scattering transform.

Let $X = (X, \mathcal{F}, \mu)$ be a measure space with set $X$, $\sigma$-algebra $\mathcal{F}$, and measure $\mu$. Let $\text{vol}(X) := \mu(X)$, and let $H = L^2(X)$ denote the Hilbert space of measurable functions such that

$$
\|f\|_H^2 := \|f\|_{L^2(X)}^2 := \int_X |f|^2 d\mu < \infty.
$$

Let $L$ be a self-adjoint and positive semidefinite operator on $H$, and let $I$ be an at most countable set of nonnegative integers. Without loss of generality, we assume either $I$ is the natural numbers $\mathbb{N} \cup \{0\}$ or that $I = \{0, \ldots, N - 1\}$ for some $N \in \mathbb{N}$. We assume that there is a collection of functions $\{\varphi_k\}_{k \in I} \subset H$ such that $L \varphi_k = \lambda_k \varphi_k$, with $\lambda_0 = 0 < \lambda_1$ and $\lambda_k \leq \lambda_{k+1}$ for $k \geq 1$. We also assume that $\{\varphi_k\}_{k \in I}$ forms an orthonormal basis for $H$.

### 2.1 Convolution and Wavelet Transforms

For $f \in H$, we define its generalized Fourier coefficients $\hat{f}(k), k \in I$, by

$$
\hat{f}(k) := (f, \varphi_k)_H.
$$

Since $\{\varphi_k\}_{k \in I}$ is an orthonormal basis, we obtain the generalized Fourier series

$$
f = \sum_{k \in I} \hat{f}(k) \varphi_k,
$$

where the convergence is in the $L^2(X)$ sense if $I$ is infinite. In the case when $X$ is the unit circle, it is well known that convolution corresponds to multiplication in the Fourier domain. Therefore, for any $h \in H$, we define a convolution operator $T_h$ by

$$
T_h f := h \ast f := \sum_{k \in I} \hat{h}(k) \hat{f}(k) \varphi_k. \quad (4)
$$

One may verify that for any $n \geq 0$ we have

$$
(T_h)^n f = \sum_{k \in I} \hat{h}(k)^n \hat{f}(k) \varphi_k. \quad (5)
$$

Therefore, if $\hat{h}(k)$ is nonnegative for all $k$ we may define, for $t \in \mathbb{R}$, $T_h^t$ by

$$
T_h^t f := \sum_{k \in I} \hat{h}(k)^t \hat{f}(k) \varphi_k. \quad (6)
$$

In the case where $t = 1/2$, we note that we have $T_h^{1/2} T_h^{1/2} = T_h$. Therefore, we will refer to $T_h^{1/2}$ as the square root of $T_h$. 
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We will use this notion of spectral convolution to construct a diffusion operator $H$. To do this, we let $g : [0, \infty) \to [0, \infty)$ be a nonnegative and nonincreasing function with 
\begin{equation}
g(0) = 1 \quad \text{and} \quad g(t) < 1 \quad \text{for all} \quad t > 0.
\end{equation}

For $t \geq 0$, we define $H^t$ to be the operator corresponding to convolution against 
\begin{equation}
\sum_{k \in \mathcal{I}} g(\lambda_k)^t \varphi_k,
\end{equation}

\begin{equation}
H^t f = \sum_{k \in \mathcal{I}} g(\lambda_k)^t \hat{f}(k) \varphi_k.
\end{equation}

We note that by construction, $\{H^t\}_{t \geq 0}$ forms a semigroup since $H^t H^s = H^{t+s}$ and $H^0 = \text{Id}$ is the identity operator. We also note that $H^t = (H^1)^t$, where the exponents are interpreted as in (5) and (6). Motivated by the interpretation of $t$ as an exponent, we will occasionally write $H^t$ in place of $H^1$ when convenient.

As our primary example, we will take $g(\lambda) = e^{-\lambda}$, in which case, one may verify that, for sufficiently well-behaved functions, $u_f(x,t) := H^t f(x)$ satisfies the heat equation 
\begin{equation}
\partial_t u_f = -\mathcal{L}_x u_f, \quad \lim_{t \to 0} u(t,x) = f(x),
\end{equation}

since we may compute 
\begin{align*}
\partial_t H^t f(x) &= \partial_t \sum_{k \in \mathcal{I}} e^{-\lambda_k t} \hat{f}(k) \varphi_k(x) \\
&= \sum_{k \in \mathcal{I}} -\lambda_k e^{-\lambda_k t} \hat{f}(k) \varphi_k(x) \\
&= -\mathcal{L}_x H^t f(x).
\end{align*}

Therefore, in this case, $\{H^t\}_{t \geq 0}$ is referred to as the heat semigroup and $t$ is referred to as the diffusion time.

Remark 1. The definition of $H$ does not depend on the choice of eigenbasis, even when some eigenvalues have multiplicity greater than one. To see this, let $\Lambda$ be the set of distinct eigenvalues of $\mathcal{L}$ and note that 
\begin{equation}
H f = \sum_{k \in \mathcal{I}} g(\lambda_k) \hat{f}(k) \varphi_k = \sum_{\lambda \in \Lambda} g(\lambda) \sum_{k : \lambda_k = \lambda} \hat{f}(k) \varphi_k = \sum_{\lambda \in \Lambda} g(\lambda) \pi_\lambda(f),
\end{equation}

where, for $\lambda \in \Lambda$, $\pi_\lambda$ is the operator which projects a function onto the eigenspace corresponding to $\lambda$.

Given this diffusion operator we define the wavelet transform 
\begin{equation}
W_J f := \{W_j f\}_{j=0}^J \cup \{A_J f\},
\end{equation}

where $W_0 := \text{Id} - H^1$, $A_J := H^{2^J}$, and for $1 \leq j \leq J$ 
\begin{equation}
W_j := H^{2^{j-1}} - H^{2^j}.
\end{equation}

The wavelets aim to capture the geometry of $\mathcal{X}$ at different scales. In particular, the $W_j$ track changes between the geometry at different diffusion times. The operator $A_J$ performs a localized averaging operation and may be interpreted as a low-pass filter. Our construction uses a minimal time scale of 1 for simplicity and notational
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convenience. However, if one wishes to obtain wavelets which are sensitive to smaller time scales, they may simply change the spectral function \( g \). For example, if \( g_1(\lambda) = e^{-\lambda} \) and \( g_2(\lambda) = e^{-\lambda/2} \) then the associated diffusion operators would satisfy \( H_2^1 = H_1^{1/2} \).

The following result shows that \( \mathcal{W}_J \) is a nonexpansive frame on \( \mathcal{H} \). Its proof is identical to the proof of Proposition 2.2 of [58]. For completeness, we give full details in Appendix A.

**Proposition 1.** There exists a universal constant \( c > 0 \) such that for all \( f \in \mathcal{H} \)

\[
\|f\|_\mathcal{H} \leq \|\mathcal{W}_J f\|_{l^2(\mathcal{H})}^2 := \sum_{j=0}^{J} \|W_j f\|_{\mathcal{H}}^2 + \|\mathcal{A}_J f\|_{\mathcal{H}}^2 \leq \|f\|_{\mathcal{H}}.
\]

**Remark 2.** If we instead define our wavelets by

\[
W_0' = \sqrt{\text{Id} - H}, \quad W_j' = \sqrt{H^{2j} - 1 - H^{2j}}, \quad \mathcal{A}_J' = \sqrt{H^{2J}}
\]

for \( 1 \leq j \leq J \), and \( A_j' = \sqrt{H^{2j}} \), we can obtain a similar result for \( \mathcal{W}_J' f = \{W_j' f\} \cup \{A_J' f\} \) but with \( c = 1 \), so that the wavelet transform is norm-preserving, i.e.

\[
\sum_{j=0}^{J} \|W_j' f\|_{\mathcal{H}}^2 + \|A_J' f\|_{\mathcal{H}}^2 = \|f\|_{\mathcal{H}}.
\]

The proof is identical to the proof of Proposition 2.1 of [58].

### 2.2 The Scattering Transform

In this section, we will construct the scattering transform as a multilayered architecture built off of a filter bank \( \mathcal{W} \). For the sake of generality, we will not require our \( \mathcal{W} \) to be the diffusion wavelets constructed in the previous subsection. Instead, we let \( J \) be an arbitrary countable indexing set and assume

\[
\mathcal{W} = \{W_j\}_{j \in J} \cup \{A\}
\]

is any collection of operators such that

\[
c\|f\|_{\mathcal{H}}^2 \leq \|W_J f\|_{l^2(\mathcal{H})}^2 := \sum_{j \in J} \|W_j f\|_{\mathcal{H}}^2 + \|A f\|_{\mathcal{H}}^2 \leq \|f\|_{\mathcal{H}}^2
\]

for some \( c > 0 \). This generality is motivated both by the fact that several different versions of the graph scattering transform [80, 33, 34] have used different wavelet constructions and also by various works which have constructed versions of the Euclidean scattering transform using generalized, non-wavelet filter banks [22, 35, 75, 76]. Here, we note that the letter of \( A \) is chosen because we typically interpret \( A \) as an averaging operator analogous to the low-pass operator \( A_J \) considered in (10). However, we emphasize that this is merely suggestive notation.

The scattering transform consists of an alternating sequence of linear filterings (typically wavelet transforms) and nonlinear activations. Towards this end, we let \( \sigma \) be a nonlinear function defined on either \( \mathbb{R} \) or \( \mathbb{C} \) such that the real part of \( \sigma(x) \) is nonnegative and \( \sigma \) is non-expansive in the sense that \( |\sigma(x) - \sigma(y)| \leq |x - y| \).

In a slight abuse of notation let \( \sigma : \mathcal{H} \to \mathcal{H} \) also denote the operator defined by \( (\sigma f)(x) = \sigma(f(x)) \). We note that in the case where admissible choices of \( \sigma \) include the absolute value function which is commonly used in papers concerning the scattering transform, the rectified linear unit (ReLU) which is commonly used
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in other neural network architectures, and the complex version of ReLU considered in [78].

Given \( \mathcal{W}_J \) and \( \sigma \), we define the windowed scattering transform \( S : \mathcal{H} \to \ell^2(\mathcal{H}) \) by

\[
Sf = \{ S[p]f : m \geq 0, p = (j_1, \ldots, j_m) \in \mathcal{J}^m \},
\]

where \( \mathcal{J}^m \) is the \( m \)-fold Cartesian product of \( \mathcal{J} \), and the windowed scattering coefficients \( S[p] \) corresponding to the path \( p = (j_1, \ldots, j_m) \in \mathcal{J}^m \) are defined by

\[
S[p]f = AU[p]f, \quad U[p]f = \sigma W_{j_m} \ldots \sigma W_{j_1} f
\]

for \( m \geq 1 \), and when \( m = 0 \) and \( p_0 \) is the “empty path”, we declare that

\[
S[p_0]f = Af.
\]

We also define an operator \( U \) by

\[
Uf = \{ U[p]f : m \geq 0, p = (j_1, \ldots, j_m) \in \mathcal{J}^m \}
\]

and a non-windowed scattering transform by

\[
\mathcal{S}f = \{ \mathcal{S}[p]f : m \geq 0, p = (j_1, \ldots, j_m) \in \mathcal{J}^m \},
\]

where the non-windowed scattering coefficients are given by

\[
\mathcal{S}[p]f = \left| \int_X (U[p]f) \varphi_0 d\mu \right| = |\langle (U[p]f), \varphi_0 \rangle|_H|.
\]

In the case where \( \mathcal{J} = \{0, \ldots, J\} \) and \( S \) is constructed from the diffusion wavelets \( \mathcal{W}_J \) defined in (10), we will occasionally write \( S_J[p]f \) in place of \( S[p]f \) if we want to emphasize the dependency of the parameter \( J \). We note that the primary difference between the windowed and non-windowed scattering transform is the use of the localized averaging operator \( A \) rather than a global integration against \( \varphi_0 \). Indeed, the term “windowed” refers to the idea that an average is computed within a neighborhood of each point. In particular, the windowed scattering transform should not be confused with constructions, such as those appearing in [23], which construct scattering transforms (on \( \mathbb{R}^n \)) using Gabor filters.

The following result relates the non-windowed scattering transform \( \mathcal{S} \) to the limit of the windowed scattering transform \( S_J \) as \( J \to \infty \). In particular, if \( \mathcal{L} \) is either the Laplace Beltrami operator on a manifold or the unnormalized Laplacian on a graph, then \( \varphi_0 \) is constant. Therefore, the following result shows that the windowed scattering coefficients \( S_J[p]f(x) \) converge to a constant multiple of \( \mathcal{S}[p]f \). Please see Appendix B for a proof.

**Proposition 2.** Let \( S_J \) be the windowed scattering transform built on top of the diffusion wavelet frame \( \mathcal{W}_J \) defined in (10) and assume \( \lambda_1 > 0 \). Then for all \( f \in \mathcal{H} \), and every path \( p \) we have

\[
\lim_{J \to \infty} \| |S_J[p]f| - (\mathcal{S}[p]f)|\varphi_0||_H = 0.
\]

**Remark 3.** In the case where \( \mathcal{L} = -\nabla \cdot \nabla \) is the Laplace Beltrami operator on a manifold or the unnormalized graph Laplacian, one may take \( \varphi_0 \) to be the constant function \( \varphi_0(x) = \text{vol}(\mathcal{X})^{1/2} \) and it is known that the associated heat semigroup \( \{e^{-t\mathcal{L}}\}_{t \geq 0} \) is positivity preserving (see e.g. [24, 42]). Therefore \( S_J[p]f \) will be nonnegative, and (14) implies

\[
\frac{1}{\text{vol}(\mathcal{X})^{1/2}} \lim_{J \to \infty} S_J[p]f = (\mathcal{S}[p]f).
\]
3 Examples and Relationship to prior work

Several versions of the scattering transform for graphs [34, 33, 80] and smooth Riemannian manifolds without boundary [59, 54] have been introduced in previous work. In this section, we will discuss how these constructions relate to our framework. Most of the techniques used to prove our theoretical results in Sections 2, 4, and 5 are natural generalizations of the techniques used in these previous works on geometric (and even Euclidean) scattering. Indeed, our definitions were developed by carefully examining these papers and designing our framework in such a way that these techniques could be extended to more general settings. Additionally, we note that our convergence results (Theorems 10, 11, 12, 13, and 14 stated in Section 6), do not, to the best of our knowledge, have direct analogs in any previous work on the scattering transform.

3.1 Undirected, Unsigned Graphs

Several works have introduced different definitions of the graph scattering transform. These works differ primarily in two respects, i) the definition of the wavelets and ii) whether they use a windowed or unwindowed version of the graph scattering transform. Below, we explain how these constructions are related to our framework. Throughout this subsection, we let $G = (V, E, W)$ be a weighted graph with weighted adjacency matrix $A$ and weighted degree matrix $D = \text{diag}(d)$, where $d$ denotes the degree vector. Notably, all of the work discussed in this subsection focuses on undirected, unsigned graphs, i.e., graphs for which $A$ is symmetric and has nonnegative entries.

In [33], the authors define wavelets of the form $T^{2j-1} - T^{2j}$, where $T := \frac{1}{2}(I + D^{-1/2}AD^{-1/2})$, for $1 \leq j \leq J$ for some maximal scale $J$. In order to obtain these wavelets from our framework, we may choose $\mu$ to be the uniform measure which gives weight 1 to each vertex, let $L$ be the symmetric normalized Laplacian $L_{\text{sym}} = I - D^{-1/2}AD^{-1/2}$ and choose

$$g(\lambda) = \begin{cases} 1 - \lambda/2 & \text{if } 0 \leq \lambda \leq 2 \\ 0 & \text{otherwise} \end{cases}$$

in (8). The authors of [33] are primarily concerned with graph level tasks and therefore use a nonwindowed version of the scattering transform.

In [34], the authors use wavelets of the form $P^{2j-1} - P^{2j}$ where

$$P = \frac{1}{2}(I + AD^{-1}) = D^{1/2}TD^{-1/2}$$

is the lazy random walk matrix, i.e., the matrix whose entries describe the transition probabilities of a lazy random walk on the graph. In order to incorporate these wavelets into our framework, we define $\mu$ by the rule $\mu(\{v_i\}) = \frac{1}{d_i}$, where $v_i \in V$ and $d_i$ is the $i$-th entry of $d$, and choose $L$ to be the random walk normalized Laplacian $L_{\text{RW}} = I - AD^{-1} = D^{1/2}L_{\text{sym}}D^{-1/2}$. Using the fact that $L_{\text{RW}}$ is similar to $L_{\text{sym}}$, one may imitate the proof of Lemma 1.1 of [58] to verify that

---

[33] also uses a wavelet $I - T$ for when $j = 0$. 
3.2 Signed Graphs, Directed Graphs and Hypergraphs

$L_{\text{RW}}$ is self adjoint for this choice of $\mu$. Therefore, one can recover the wavelets from [34] by again choosing $g$ as in (15). Similar to [33], the authors of [34] are primarily concerned with graph level tasks and therefore also use a nonwindowed version of the scattering transform.

The wavelets used in [33] and [34] are based on [20]. By contrast, [80] uses a different wavelet construction based on [38]. Rather than using a single spectral function $g$, a family of wavelets $\{\psi_j\}_{j \in \mathbb{Z}}$ is constructed on the real line and used to define wavelet convolution with respect to the spectral decomposition of the unnormalized Laplacian $L_{\text{un}} = D - A$. In our framework, this corresponds to defining

$$W_j f = \sum_{k=0}^{N} \psi_j(\lambda_k) \hat{f}(k) \varphi_k,$$

where $N$ is the number of vertices and $\{(\lambda_k, \varphi_k)\}_{k=0}^{N}$ are eigenpairs of $L_{\text{un}}$. We note that in Theorem 1 and in Section 5.2 we do not assume that our wavelets are constructed as in (10) and therefore some of our results may be applied to the scattering transform constructed from these wavelets as well. We also note that analogs of many of our other results were previously established in [80] in this case.

3.2 Signed Graphs, Directed Graphs and Hypergraphs

A directed graph is a graph where the adjacency matrix is not symmetric. This makes it non-obvious how to apply spectral methods since naive extensions of the (unnormalized or normalized) graph Laplacian are in general not diagonalizable on the standard unweighted inner product space. Nevertheless, directed graphs are a natural model for many phenomena such as email networks or traffic networks, and so there have been several attempts to define directed graph Laplacians which are either real symmetric or complex Hermitian.

In [16], the author defines a directed Laplacian via a non-reversible Markov chain and provides an extensive analysis of these matrices’ spectral properties. This matrix was later used as the basis for spectral directed graph neural networks in [31] and [69]. An alternative approach, dating back to at least [48], is to construct a complex Hermitian adjacency matrix known as the magnetic Laplacian, which may be viewed as a special case of the graph connection Laplacian (see, e.g., [64, 65]). This matrix represents the undirected geometry of the graph in the magnitude of its entries and incorporates directional information in the phases. It has been studied by the graph signal processing community [32] and also applied to numerous data science applications such as clustering and community detection [29, 18, 27, 28]. Recently, [78] showed that the Magnetic Laplacian could be effectively incorporated into a graph neural network. Analogously, there has also been work [21] using spectral clustering methods on signed graphs, i.e., graphs with both positive “friend” edges and negative “enemy” edges using methods based on signed Laplacians. Very recently, [31] proposes a signed magnetic Laplacian and uses this matrix to construct a signed and directed graph neural network. Similarly, [30] has proposed a neural network on hypergraphs (graphs where generalized edges may consist of more than two nodes) based on a generalized Laplacian.

In this paper, we are agnostic to the question of which Laplacian is the best for signed and/or directed graphs. We merely note that our theory applies to all of the Laplacians discussed here and any of these Laplacians can be used to define
scattering transforms on signed and/or directed graphs. Additionally, we note that there has been work developing spectral clustering methods on hypergraphs using matrices which do not fit within our framework because they are not self-adjoint (see [15] and the references within). Developing variants of our theory which utilize these operators would be an interesting direction of future work.

3.3 Manifolds

In [59], the authors constructed a scattering transform for smooth and compact manifolds without boundary via the spectral decomposition of the Laplace Beltrami operator. If we choose \( g(\lambda) = e^{-\lambda} \), the wavelets proposed in Section 2.1 are a minor variation of those considered there. Indeed, if we add an additional square root term as discussed in Remark 2, then the wavelets from Section 2.1 will exactly coincide with those considered in [59]. We also note [54] which replaced with wavelets optimized for fast computation on the sphere. As with the wavelets considered in [80], these wavelets are not a special case of the wavelets constructed in Section 2.1. However, it is likely that one could derive analogs of most of our results for this version of the scattering transform as well.

Our framework can also be applied to other interesting setups not considered in previous work on the scattering transform. For example, when the Laplace Beltrami operator is equipped with suitable boundary conditions, our methods may also be applied to manifolds with boundary. Moreover, it may also be applied to weighted Laplacians such as those considered in [39] or [40] or anisotropic Laplacians such as those applied to two-dimensional surfaces in [6].

4 Continuity and Invariance

In this section, we establish the fundamental continuity and invariance properties of the windowed and nonwindowed scattering transform. In Section 4.1, we show that both the windowed and nonwindowed scattering transforms are Lipschitz continuous with respect to additive noise, and then, in Section 4.2, we establish invariance and equivariance properties for the scattering transforms under certain group actions.

4.1 Lipschitz Continuity with Respect to Additive Noise

The following two theorems show that the windowed and non-windowed scattering transforms are Lipschitz continuous on \( \mathcal{H} \). Our first result, Theorem 1, shows that the windowed scattering is nonexpansive. Its proof is based on analogous theorems in works such as [52], [59], [58], and [80] which consider specific measure spaces.

**Theorem 1.** Let \( S \) be the scattering transform built on top of the wavelet frame \( \mathcal{W} \). Then the scattering transform is a nonexpansive operator from \( \mathcal{H} \to l^2(\mathcal{H}) \), i.e., for all \( f_1, f_2 \in \mathcal{H} \),

\[
\|Sf_1 - Sf_2\|_{l^2(\mathcal{H})} \leq \|f_1 - f_2\|_\mathcal{H}.
\]

Theorem 2 shows that the non-windowed scattering transform is Lipschitz continuous on \( \mathcal{H} \). Its proof is a generalization of Theorem 3.2 of [58]. Notably, unlike Theorem 1, Theorem 2 requires that we use the wavelets defined in (10).
4.2 Invariance and Equivariance

**Theorem 2.** Let $S_J$ be the scattering transform built on top of diffusion wavelets $W_J$ defined in (10). Assume that $\inf_x |\varphi_0(x)| > 0$ and $\lambda_1 > 0$. Then

$$\|Sf_1 - Sf_2\|_2^2 \leq \frac{1}{\min_x |\varphi_0(x)|^2 \text{vol}(X)} \|f_1 - f_2\|_H.$$

For proofs of Theorems 1 and 2, please see Appendix C.

**Remark 4.** In many cases of interest such as when either i) $X$ is a compact Riemannian manifold without boundary and $L$ is the Laplace Beltrami operator or ii) $X$ is an unweighted and undirected graph and $L$ is the unnormalized graph Laplacian, we have that $\varphi_0(x)$ is constant and therefore $\frac{1}{\min_x |\varphi_0(x)|^2 \text{vol}(X)} = 1$.

**Remark 5.** Inspecting the proof, we see that results analogous to Theorem 2 can be derived for the non-windowed scattering transform built upon other frames as long as one is able to establish a result similar to Proposition 2.

4.2 Invariance and Equivariance

Let $G$ be a collection of bijections $\zeta : X \to X$ which form a group under composition. For $\zeta \in G$, let

$$X_\zeta := (X, \mathcal{F}_\zeta, \mu_\zeta)$$

be the measure space with $\sigma$-algebra $\mathcal{F}_\zeta$ and measure $\mu_\zeta$ given by

$$\mathcal{F}_\zeta := \{\zeta^{-1}(B) : B \in \mathcal{F}\}, \quad \mu_\zeta(B) := \mu(\zeta^{-1}(B)).$$

We let $G$ act on $H$ by function composition and we let it act on the set of linear operators by conjugation. Let $H(\zeta)$ be the Hilbert space of functions on $X_\zeta$ which are square integrable with respect to $\mu_\zeta$. Let $V_\zeta : H \to H(\zeta)$ denote the operator $V_\zeta f := f \circ \zeta^{-1}$ and let $L_\zeta$ denote the operator on $H(\zeta)$ defined by

$$L_\zeta = V_\zeta \circ L \circ V_\zeta^{-1}.$$

The following lemma relates the eigenfunctions of $L$ and $L_\zeta$.

**Lemma 1.** If $\varphi$ is an eigenfunction of $L$ with $L\varphi = \lambda \varphi$, then $V_\zeta \varphi$ is an eigenfunction of $L_\zeta$ and $L_\zeta V_\zeta \varphi = \lambda V_\zeta \varphi$.

**Proof.** The proof is immediate from the definition:

$$L_\zeta V_\zeta \varphi = V_\zeta L V_\zeta^{-1} V_\zeta \varphi = V_\zeta L \varphi = V_\zeta \lambda \varphi = \lambda V_\zeta \varphi. \quad \Box$$

In the case where $X$ is a graph or a manifold, the standard choice of $G$ is the permutation group or the isometry group. The key desired property of this group is that the associated group action is an isometry from $H$ to $H(\zeta)$. This motivates the following definition.

**Definition 1.** We say that $G$ preserves inner products on $H$ if for all $\zeta \in G$ and all $f_1, f_2 \in H$ we have

$$\langle V_\zeta f_1, V_\zeta f_2 \rangle_{H(\zeta)} = \langle f_1, f_2 \rangle_H.$$

Importantly, we note that Definition 1 is satisfied both when $X$ is a compact Riemannian manifold, $G$ is the isometry group, and $\mu$ is the Riemannian volume and also when $X$ is a graph, $G$ is the permutation group, and $\mu$ is any measure, including both the uniform measure and measures which assign different weights to vertices depending upon their degrees.
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**Lemma 2.** Suppose \( \mathcal{G} \) preserves inner products on \( \mathcal{H} \). Then, for all \( \zeta \in \mathcal{G} \), \( \mathcal{L}_\zeta \) is self-adjoint on \( \mathcal{H}^{(\zeta)} \).

**Proof.** Using the definition of \( \mathcal{L}_\zeta \), the fact that \( \mathcal{L} \) is self-adjoint on \( \mathcal{H} \), and the assumption that \( \mathcal{G} \) preserves inner products implies

\[
\langle \mathcal{L}_\zeta f_1, f_2 \rangle_{\mathcal{H}^{(\zeta)}} = \langle \mathcal{L}_\zeta \mathcal{G}^{-1} f_1, \mathcal{G}^{-1} f_2 \rangle_{\mathcal{H}^{(\zeta)}} = \langle \mathcal{L} \mathcal{G}^{-1} f_1, \mathcal{G}^{-1} f_2 \rangle_{\mathcal{H}} = \langle \mathcal{L}^{-1} f_1, \mathcal{G}^{-1} \mathcal{L}^{-1} f_2 \rangle_{\mathcal{H}} = \langle \mathcal{L}^{-1} f_1, \mathcal{G}^{-1} \mathcal{L}^{-1} f_2 \rangle_{\mathcal{H}} = \langle f_1, \mathcal{L}^{-1} f_2 \rangle_{\mathcal{H}}.
\]

Recall the operators \( H^j : \mathcal{H} \to \mathcal{H} \)

\[
H^j f = \sum_{k \in I} g(\lambda_k)^j \hat{f}(k) \varphi_k = \sum_{k \in I} g(\lambda_k)^j \langle f, \varphi_k \rangle_{\mathcal{H}} \varphi_k,
\]

and define

\[
H^j_\zeta f = \sum_{k \in I} g(\lambda_k)^j \langle f, \varphi_k^{(\zeta)} \rangle_{\mathcal{H}^{(\zeta)}} \varphi_k^{(\zeta)}
\]

to be the corresponding operator on \( \mathcal{H}^{(\zeta)} \), where \( \{ \varphi_k^{(\zeta)} \}_{k \in I} \) is an orthonormal basis of eigenfunctions for \( \mathcal{L}_\zeta \). Let \( W_j^{(\zeta)} \) and \( A_j^{(\zeta)} \) denote wavelets and averaging operators on \( \mathcal{H}^{(\zeta)} \), and let \( U^{(\zeta)}, S^{(\zeta)} \), and \( \mathcal{S}^{(\zeta)} \) be the analogs of \( U, S \), and \( \mathcal{S} \) on \( \mathcal{H}^{(\zeta)} \).

We observe that by Remark 1, the definition of \( H^j_\zeta \) does not depend on the choice of eigenbasis. Therefore, by Lemma 1, we may assume without loss of generality that \( \varphi_k^{(\zeta)} = \zeta \varphi_k \) and therefore that

\[
H^j_\zeta f = \sum_{k \in I} g(\lambda_k)^j \langle f, \zeta \varphi_k \rangle_{\mathcal{H}^{(\zeta)}} \zeta \varphi_k.
\]

In light of (17), if \( \mathcal{G} \) preserves inner products, we see that \( H^j \) commutes with \( \mathcal{L}_\zeta \) in the sense that

\[
H^j_\zeta \mathcal{L}_\zeta f = \mathcal{L}_\zeta H^j f \text{ for all } t \geq 0
\]

since we may compute

\[
H^j_\zeta \mathcal{L}_\zeta f = \sum_{k \in I} g(\lambda_k)^j \langle \mathcal{L}_\zeta f, \zeta \varphi_k \rangle_{\mathcal{H}^{(\zeta)}} \zeta \varphi_k = \sum_{k \in I} g(\lambda_k)^j \langle f, \varphi_k \rangle_{\mathcal{H}} \zeta \varphi_k = \mathcal{L}_\zeta H^j f.
\]

This readily leads to the following theorem which shows that the condition that \( \mathcal{G} \) preserves inner products on \( \mathcal{H} \) is sufficient to produce equivariance results for the wavelet transform and the windowed scattering transform analogous to (2) mentioned in the introduction. For a proof, please see Appendix D.

**Theorem 3.** Let \( \mathcal{J} = \{0, \ldots, J\} \), and let \( \mathcal{W} = \mathcal{W}_J \) be the diffusion wavelets constructed in (10) and assume \( \lambda_1 > 0 \). Then, if \( \mathcal{G} \) preserves inner products, then \( \mathcal{G} \) commutes with both the wavelet transform, the operator \( U \) defined in (13) and the scattering transform. That is, for all \( \zeta \in \mathcal{G} \), \( f \in \mathcal{H} \) and \( 0 \leq j \leq J \), we have

\[
W_f^{(\zeta)} = \mathcal{W}_f^{(\zeta)} f, \quad A_f^{(\zeta)} = \mathcal{A}_f^{(\zeta)} f, \quad U_f^{(\zeta)} = \mathcal{U}_f^{(\zeta)} f, \quad S_f^{(\zeta)} = \mathcal{S}_f^{(\zeta)} f.
\]


4.2 Invariance and Equivariance

Remark 6. Equations analogous to (18) hold for any spectral filter of the form (4), as long as \( h(k) \) is a function of \( \lambda_k \), i.e., \( \tilde{h}(k) = \tilde{h}(\lambda_k) \) for some function \( \tilde{h} \). Therefore, results similar to Theorem 3 can be derived for any network constructed from such filters and pointwise nonlinearities \( \sigma \). Additionally, analogous results can also be derived for the scattering transform built upon other geometric wavelet constructions. For example, the conclusions of Proposition 4.1 of [80] are similar to those of Theorem 3 above.

Our next result shows that the non-windowed scattering transform \( \mathcal{S} \) is fully invariant under the assumption that \( \mathcal{G} \) preserves inner products on \( \mathcal{H} \). Importantly, we note that the windowed scattering transform is not in general invariant. Intuitively, this distinction arises from the fact that \( \mathcal{S} \) is the composition of an equivariant operator \( U \) together with a final global aggregation operator whereas \( \mathcal{S} \) uses a localized averaging operator \( A \).

Theorem 4. Let \( \mathcal{J} = \{0, \ldots, J\} \), and let \( \mathcal{W} = \mathcal{W}_J \) be the diffusion wavelets constructed in (10). Assume \( \mathcal{L} \) has a spectral gap, i.e., \( \lambda_1 > 0 \). Then, if \( \mathcal{G} \) preserves inner products, the non-windowed scattering transform is invariant to the action of \( \mathcal{G} \), i.e.,

\[
\mathcal{S}(\mathcal{G}) V_\zeta f = \mathcal{S} f \quad \text{for all } \zeta \in \mathcal{G} \text{ and all } f \in \mathcal{H}.
\]

Proof. Since \( \lambda_1 > 0 \), the eigenspace corresponding to \( \lambda = 0 \) has dimension one. Therefore, \( \phi_0^{(\zeta)} = c V_\zeta \phi_0 \), for some constant \( c \) with \( |c| = 1 \), and so

\[
\mathcal{S}(\mathcal{G})[p] V_\zeta f = |\langle U^{(\zeta)}[p] V_\zeta f, c V_\zeta \phi_0 \rangle_{\mathcal{H}(\zeta)}| = |\langle V_\zeta U[p] f, V_\zeta \phi_0 \rangle_{\mathcal{H}(\zeta)}| = |\langle U[p] f, \phi_0 \rangle_{\mathcal{H}}| = \mathcal{S}[p] f. \quad \square
\]

Unlike the non-windowed scattering transform, \( \mathcal{S} \), the windowed scattering transform \( S_J \) is not in general permutation invariant, even in the limit as \( J \to \infty \). If one wishes the windowed-scattering transform to be invariant to the action of \( \mathcal{G} \), then one must also require that \( \mathcal{G} \) preserves the measure \( \mu \) as defined below.

Definition 2. We say that \( \mathcal{G} \) preserves the measure \( \mu \) if \( \mathcal{F}_\zeta = \mathcal{F} \) and \( \mu_\zeta(B) = \mu(B) \) for all \( \zeta \in \mathcal{G} \) and all \( B \in \mathcal{F} \).

To better understand this definition, we note that if \( \mathcal{X} \) is a Riemannian manifold, then the isometry group preserves \( \mu \) when \( \mu \) is the Riemannian measure, but not if a general \( \mu \) is chosen. Similarly, if \( \mathcal{X} \) is a graph, the permutation group will preserve \( \mu \) if it gives equal weight to each vertex, but not if, for example, \( \mu \) gives different weights to vertices depending on their degrees.

Under the assumption that \( \mathcal{G} \) preserves the measure \( \mu \), we are able to show that the non-windowed scattering transform is invariant to the action of \( \mathcal{G} \) in the limit as \( J \to \infty \) at an exponential rate.

Theorem 5. Let \( \mathcal{J} = \{0, \ldots, J\} \), and let \( \mathcal{W} = \mathcal{W}_J \) be the diffusion wavelets constructed in (10). Suppose that \( \phi_0(x) \) is constant and assume \( \mathcal{G} \) preserves both measures and inner products. Then for all \( \zeta \in \mathcal{G} \), we have

\[
\|S_J f - S^{(\zeta)}_J V_\zeta f\|_{\mathcal{H}(\zeta)} \leq 2 g(\lambda_1)^2 \|U f\|_{\mathcal{H}(\zeta)}.
\]

The proof of Theorem 5 is based on Lemma 3 as well as the observation that \( \lim_{J \to \infty} \|A_J \zeta - A_J\|_{\mathcal{H}} = 0 \). We note that while Theorem 5 assumes that the \( \mathcal{W} = \mathcal{W}_J \) are the diffusion wavelets constructed in (10), Lemma 3 does not. (Note
that other geometric wavelet constructions such as the one utilized in [80] also lead to versions of the scattering transform where the (19) condition is satisfied.) For a proof of both Theorem 5 and Lemma 3, please see Appendix E.

**Lemma 3.** Assume $G$ preserves both measures and inner products and that $S$ is equivariant with respect to the action of $G$ in the sense that

$$S(\zeta) V_\zeta f = V_\zeta S f.$$  

(19)

Then for all $\zeta \in G$, we have

$$\|S f - S(\zeta) V_\zeta f\|_{L^2(H)} \leq \|V_\zeta A - A\|_{L^2(H)} \|U f\|_{L^2(H)}.$$

**Remark 7.** One limitation of Theorem 5 is that the right-hand side is given in terms of $\|U f\|_{L^2(H)}$ instead of $\|f\|_H$. This is a common issue with many asymptotic invariance results for the windowed scattering transform. However, as first noted in [52], one may use (11) and the fact that $\sigma$ is nonexpansive to see

$$\sum_{j \leq m} \|U[p]f\|_H^2 \leq \sum_{j \leq m-1} \|U[p]f\|_H^2 \leq \ldots \leq \sum_{j \leq 1} \|U[p]f\|_H^2 \leq \|f\|_H^2$$

for any $m \geq 1$. Therefore,

$$\sum_{p \in J^m} \|U[p]f\|_H^2 \leq \sum_{p \in J^{m-1}} \|U[p]f\|_H^2 \leq \ldots \leq \sum_{p \in J} \|U[p]f\|_H^2 \leq \|f\|_H^2$$

(20)

and so, if one only uses $M$ scattering layers, the total energy of $U f$ may be bounded by

$$\sum_{m \leq M} \left( \sum_{p \in J^m} \|U[p]f\|_H^2 \right) \leq (M + 1) \|f\|_H^2.$$

Therefore, if one only uses finitely many scattering layers, the right-hand side of Theorem 5 may be controlled in terms of $\|f\|_H$. Moreover, in the case where $X$ is a graph, for certain classes of wavelets we have

$$\sum_{p \in J^m} \|U[p]f\|_H^2 \leq r \sum_{p \in J^{m-1}} \|U[p]f\|_H^2$$

(21)

for some $r < 1$ (see, e.g., Proposition 3.3 of [80] or Theorem 3.4 of [58]). Therefore, in this case, one has

$$\|U f\|_{L^2(H)}^2 = \sum_{m=0}^\infty \left( \sum_{p \in J^m} \|U[p]f\|_H^2 \right) \leq \sum_{m=0}^\infty r^m \|f\|_H^2 = \frac{1}{1 - r} \|f\|_H^2$$

independent of the number of layers used.

The main results of this section, Theorems 3, 4, and 5, can be summarized as follows: If $G$ preserves inner products, and the scattering transform is constructed using the diffusion wavelets defined in Section 2.1, then the windowed scattering transform is equivariant and the nonwindowed scattering transform is invariant to the action of $G$. If we further assume that $G$ preserves measure and that $\varphi_0$ is constant, then we also have that the windowed scattering transform is invariant in the limit as $J \to \infty$. 

4.2 Invariance and Equivariance
5 Stability

As alluded to in the introduction, these invariance and equivariance results show that the scattering transform respects the intrinsic structure of the data and therefore is well-suited for a variety of machine learning tasks. In particular, the equivariance result, Theorem 3, shows that it is well-suited for point-level tasks such as the node classification task which we will consider in Section 7.3. Similarly, the invariance results Theorems 4 and 5, show that it is well-equipped to handle shape-level tasks such as the manifold classification tasks considered in Sections 7.1 and 7.2.

We also note that the assumption that \( \mathcal{G} \) preserves inner products is quite natural. It is satisfied both when \( \mu \) is the Riemannian measure on a manifold and \( \mathcal{G} \) is the isometry group and when \( \mathcal{X} \) is a (possibly signed, possibly directed) graph, \( \mathcal{G} \) is the permutation group, and \( \mu \) is any measure. The conditions that \( \mathcal{G} \) preserves volumes and \( \varphi_0 \) is constant are a bit stronger. For example, when \( \mathcal{X} \) is a graph, permutations do not preserve measure if the \( \mu \) gives different vertices different weights. Moreover, if we take \( \mathcal{L} \) to be the symmetric normalized graph Laplacian (on an undirected, unsigned graph), then \( \varphi_0 \) is given by \( \varphi_0(x) \sim \text{degree}(x)^{1/2} \), and therefore is not constant unless the graph is regular.

5 Stability

In this section, we show that the measure space scattering transform is robust to small perturbations to the measure \( \mu \) and the diffusion operator \( \mathcal{H} \). In particular, we consider a measure space \( \mathcal{X} = (X, \mathcal{F}, \mu) \) and another measure space \( \mathcal{X}' = (X', \mathcal{F}', \mu') \) which we interpret as a perturbed version of \( \mathcal{X} \). We assume that these two spaces have the same underlying sets and \( \sigma \)-algebras and that measures are mutually absolutely continuous with bounded Radon-Nikodym derivatives, i.e., we have \( X = X', \mathcal{F} = \mathcal{F}' \) and that there exist Radon-Nikodym derivatives such that

\[
\frac{d\mu}{d\mu'} = \frac{d\mu'}{d\mu} \quad \text{and} \quad \frac{d\mu}{d\mu'} = \frac{d\mu'}{d\mu}.
\]

To quantify the distortion between measures, we let \( \mathcal{H} = L^2(\mathcal{X}) \) and \( \mathcal{H}' = L^2(\mathcal{X}') \), and we introduce two quantities, \( R = R(\mathcal{H}, \mathcal{H}') \) and \( \kappa = \kappa(\mathcal{H}, \mathcal{H}') \), defined by

\[
R := R(\mathcal{H}, \mathcal{H}') := \max \left\{ \left\| \frac{d\mu'}{d\mu} \right\|_{\infty}, \left\| \frac{d\mu}{d\mu'} \right\|_{\infty} \right\}
\]

and

\[
\kappa(\mathcal{H}, \mathcal{H}') = \max \left\{ \left\| 1 - \frac{d\mu}{d\mu'} \right\|_{\infty}, \left\| 1 - \frac{d\mu'}{d\mu} \right\|_{\infty} \right\}.
\]

We note that these two quantities are closely related to their analogs in [58] which focused on the special case where \( \mathcal{X} \) was an undirected, unsigned graph. In the case where \( \mu = \mu' \), we have \( R(\mathcal{H}, \mathcal{H}') = 1 \) and \( \kappa(\mathcal{H}, \mathcal{H}') = 0 \). Therefore, we will consider \( \mu \) and \( \mu' \) to be close to one another if \( R \approx 1 \) and \( \kappa \approx 0 \).

To further understand these definitions, consider the case where \( \mathcal{X} \) and \( \mathcal{X}' \) are two (possibly signed, possibly directed) graphs with \( N \) vertices and identify both vertex sets with \( \{0, 1, \ldots, N-1\} \). If \( \mu \) and \( \mu' \) are both the uniform measure, then we automatically have \( R(\mathcal{H}, \mathcal{H}') = 1 \) and \( \kappa(\mathcal{H}, \mathcal{H}') = 0 \). In this case, bounds produced in Theorem 6 will simplify considerably as discussed below. Another natural choice of measure in the graph setting is to let \( \mu(i) = d_i^{-1} = \text{degree}(i)^{-1} \), since this is the measure needed in order to make the random-walk Laplacian \( I - AD^{-1} \).
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self-adjoint. In this case, we have $R(H, H') = \max_{0 \leq \ell \leq N-1} \max \left\{ \frac{d_\ell}{d_{\ell}'} \right\}$. In particular, if both $d$ and $d'$ satisfy the entrywise bound $0 < m \leq d \leq d' \leq M < \infty$, we have $R(H, H') \leq \frac{M}{m}$.

Observe that the assumption $R(H, H') < \infty$ implies that the sets with measure zero with respect to $\mu$ are the same as those with measure zero with respect to $\mu'$. Therefore, each function $f \in H$ can be uniquely identified with an element of $H' = L^2(\mathcal{X}')$ (and vice-versa) and so we may regard the Hilbert spaces $H$ and $H'$ as having the same elements. Therefore, if $f \in H$ and $\tilde{f} \in H'$, the subtraction $f - \tilde{f}$ is well defined. We also note that

$$\|f\|_H^2 = \int_X |f|^2 \, d\mu = \int_X |f|^2 \frac{d\mu}{d\mu'} \, d\mu' \leq R(H, H') \|f\|_{H'}^2,$$

and similarly, $\|f\|_{H'}^2 \leq R(H, H') \|f\|_H^2$. We also observe that

$$|\langle f, g \rangle_H - \langle f, g \rangle_{H'}| = \left| \int_X fg \left( 1 - \frac{d\mu'}{d\mu} \right) \, d\mu \right| \leq \kappa(H, H') \|f\|_H \|g\|_{H'}.$$

Let $\mathcal{L}$ and $\mathcal{L}'$ be self-adjoint positive semidefinite operators on $H$ and $H'$ respectively, and let $\{\varphi_k\}_{k=0}^\infty$, $\{\varphi'_k\}_{k=0}^\infty$ be the associated eigenbases. Let $g$ be a spectral function satisfying the same assumptions as described in Section 2.1 and let $H$ and $H'$ be the associated operators defined as in (8). Importantly, we note that we use the same function $g$ when constructing both $H$ and $H'$, so we may interpret $H$ and $H'$ as being analogous operators on different spaces. For example, in the case where $\mathcal{X}$ and $\mathcal{X}'$ are manifolds and $g(\lambda) = e^{-\lambda}$, one may check that $\{H^t\}_{t \geq 0}$ is the heat semigroup on $\mathcal{X}$ and $\{(H')^t\}_{t \geq 0}$ is the heat semigroup on $\mathcal{X}'$.

Below, we prove a stability result for the wavelet transform. Our result will give bounds in terms of $R(H, H')$ and $\kappa(H, H')$, which measure how much $\mu$ differs from $\mu'$. However, these terms are not by themselves necessarily sufficient to characterize how different $\mathcal{X}$ is from $\mathcal{X}'$. For example, consider the case where $\mathcal{X}$ is a complete graph with $N$ vertices, $\mathcal{X}'$ is a cycle graph of $N$ vertices, and $\mathcal{L}$ and $\mathcal{L}'$ are the unnormalized graph Laplacians on $\mathcal{X}$ and $\mathcal{X}'$. In both of these cases, the natural choice of measure is to assign equal mass to each vertex, and so we will have $\mu(\{x\}) = \mu'(\{x\})$ for every vertex $x \in X = X'$. It follows, that $\frac{d\mu'}{d\mu} = 1$ uniformly, and therefore, we have $R(H, H') = 1$ and $\kappa(H, H') = 0$. However, a complete graph and a cycle graph are clearly very far from being isomorphic as graphs in any reasonable sense. In particular, one way in which these graphs differ is that heat will diffuse much more rapidly through a fully connected graph than through a directed cycle. This motivates us to follow the lead of [33] (see also [19] and [56]) and consider the term

$$\|H - H'\|_H.$$ 

We note that since we assume that $R(H, H')$ is finite, the operator $H'$ is well-defined on $H$. We also note that unlike [33], (25) does not take the infimum over the orbits of $\mathcal{G}$. This is because the wavelet transform is not invariant to the action of $\mathcal{G}$, but is merely equivariant. Therefore, no infimum will appear in Theorem 6 stated below which establishes the stability of the wavelet transform. The scattering transform, by contrast, is invariant to the action of $\mathcal{G}$ and therefore such infimums will emerge in Theorems 7 and 8 which establish stability for the windowed and non-windowed scattering transforms.
5.1 Stability of the Wavelet Transform

We will decompose \( H \) and \( H' \) by

\[
H = \tilde{H} + \Pi, \quad H' = \tilde{H}' + \Pi'
\]

where

\[
\tilde{H} f = \tilde{f}(0) \varphi_0, \quad \Pi f = \sum_{k \geq 1} g(\lambda_k) \tilde{f}(k) \varphi_k,
\]

and \( \tilde{H}' \) and \( \Pi' \) are defined similarly.

Our stability result will require that \( \beta := \max\{\|\Pi\|_\mathcal{H}, \|\Pi'\|_\mathcal{H}\} < 1 \). As noted above, the assumption that \( R(\mathcal{H}, \mathcal{H}') < \infty \) implies that we may regard \( \mathcal{H} \) and \( \mathcal{H}' \) as having the same elements and therefore \( H' \) can be identified with operator defined on \( \mathcal{H} \). By Plancherel’s theorem and the fact that \( g \) is decreasing, we have

\[
\|\Pi f\|_\mathcal{H}^2 = \sum_{k \geq 1} g(\lambda_k)^2 \tilde{f}(k) \varphi_k \leq g(\lambda_1)^2 \|f\|_\mathcal{H}^2. \tag{27}
\]

Moreover, combining (27) with (23) implies

\[
\|\tilde{H}'\|_\mathcal{H} \leq g(\lambda_1) R(\mathcal{H}, \mathcal{H}').
\]

Therefore,

\[
\beta \leq \max\{g(\lambda_1), g(\lambda_1) R(\mathcal{H}, \mathcal{H}')\}. \tag{28}
\]

In light of (28), in order for the requirement that \( \beta < 1 \) to hold it suffices for \( \mu \) and \( \mu' \) to be well-aligned enough so that \( R(\mathcal{H}, \mathcal{H}') < g(\lambda_1)^{-1} \). Therefore, Theorem 6 stated below can be interpreted as a local stability result where the radius of convergence depends on the spectral gap \( \lambda_1 \).

**Theorem 6.** Let \( \mathcal{W}_J \) be the diffusion wavelets on \( \mathcal{X} \) defined as in (10), and let \( \mathcal{W}_J' \) be the analogous wavelets on \( \mathcal{X}' \). Let \( \beta = \max\{\|\Pi\|_\mathcal{H}, \|\Pi'\|_\mathcal{H}\} \) and assume that \( \beta < 1 \). Then,

\[
\|\mathcal{W}_J - \mathcal{W}_J'\|_{L^2(\mathcal{H})} \leq C(\beta) \left[ \|\varphi_0 - \varphi_0'\|_\mathcal{H}^2 R(\mathcal{H}, \mathcal{H}') + R(\mathcal{H}, \mathcal{H}')^2 \kappa(\mathcal{H}, \mathcal{H}')^2 + \|H - H'\|_{\mathcal{H}}^2 \right]
\]

where \( C(\beta) = C \frac{\beta^2 + 1}{(1 - \beta^2)^{1/2}} \) for some absolute constant \( C > 0 \).

For a proof of Theorem 6, please see Appendix F. As noted above, in the case where \( \mathcal{X} \) is a graph and \( \mu \) is the uniform measure, we have \( R(\mathcal{H}, \mathcal{H}') = 1 \) and \( \kappa(\mathcal{H}, \mathcal{H}') = 0 \). Therefore, the result of Theorem 6 simplifies to

\[
\|\mathcal{W}_J - \mathcal{W}_J'\|_{L^2(\mathcal{H})} \leq C(\beta) \left[ \|\varphi_0 - \varphi_0'\|_\mathcal{H}^2 + \|H - H'\|_{\mathcal{H}}^2 \right].
\]

Furthermore, if \( \mathcal{L} \) is the unnormalized graph Laplacian, we have \( \varphi_0 = \varphi_0' \), and the result further simplifies to

\[
\|\mathcal{W}_J - \mathcal{W}_J'\|_{L^2(\mathcal{H})} \leq C(\beta) \|H - H'\|_{\mathcal{H}}^2.
\]

5.2 Stability of the Scattering Transform

In this section, we prove the stability of the windowed and nonwindowed scattering transforms. As in Section 4.1, and following the lead of [58], in this section, we will not assume that the scattering transform is constructed using the diffusion
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wavelets constructed in Section 2.1. Instead, as in Section 2.2, we will let \( \mathcal{J} \) be an arbitrary countable indexing set and assume that
\[
\mathcal{W} = \{W_j, A\}_{j \in \mathcal{J}} \quad \text{and} \quad \mathcal{W}' = \{W'_j, A'_j\}_{j \in \mathcal{J}}
\]
are any frames on \( \mathcal{H} \) and \( \mathcal{H}' \) such that (11) holds. We do this because, for any given measure space, there may be many possible ways to construct wavelets, or more generally frames satisfying (11) and in the Euclidean setting there have been various works defining the scattering transform using more general non-wavelet frames [22, 35, 75, 76]. Therefore, we will show that the stability of the underlying frame directly implies the stability of the resulting scattering transforms. Throughout this section, we will let \( S^\ell \) denote the set of all \( \ell \)-th order scattering coefficients, on \( X \) i.e.
\[
S^\ell f = \{S[p]f : p = (j_1, \ldots, j_\ell)\},
\]
and let \((S^\ell)'\) denote the corresponding set of scattering coefficients on \( X' \). We will also continue to assume that the sets \( X \) and \( X' \) and the \( \sigma \)-algebras \( \mathcal{F} \) and \( \mathcal{F}' \) are the same and also that \( R(\mathcal{H}, \mathcal{H}') \) and \( \kappa(\mathcal{H}, \mathcal{H}') \) are finite. We recall that, as noted prior to (23), this means that \( \mathcal{H} \) and \( \mathcal{H}' \) can be regarded as having the same elements and so the subtraction of elements \( \mathcal{H}' \) from elements of \( \mathcal{H} \) is well defined.

**Theorem 7** (Stability for the Windowed Scattering Transform). Let \( X = (X, \mathcal{F}, \mu) \) and \( X' = (X', \mathcal{F}', \mu') \) be measure spaces with \( X = X' \) and \( \mathcal{F} = \mathcal{F}' \). Let \( \mathcal{H} = L^2(X) \), \( \mathcal{H}' = L^2(X') \) and let \( \mathcal{J} \) be a countable indexing set. Let \( \mathcal{W} = \{W_j, A\}_{j \in \mathcal{J}} \) and \( \mathcal{W}' = \{W'_j, A'_j\}_{j \in \mathcal{J}} \) be frames on \( \mathcal{H} \) and \( \mathcal{H}' \) such that (11) holds. Let \( S^\ell \) and \((S^\ell)'\) be the \( \ell \)-th layers of the windowed scattering transforms on \( X \) and \( X' \) constructed from \( \mathcal{W} \) and \( \mathcal{W}' \). Further assume that \( S^\ell \) is equivariant to the action of \( \mathcal{G} \) and also invariant up to a factor of \( \mathcal{B} \) in the sense that
\[
V_\zeta S^\ell f = S^\ell(\zeta f), \quad \text{and} \quad \|V_\zeta S^\ell f - S^\ell f\|_{L^2(\mathcal{H})} \leq \mathcal{B}\|f\|_\mathcal{H} \tag{29}
\]
for all \( f \in \mathcal{H} \) and \( \zeta \in \mathcal{G} \). Then for all \( f \in \mathcal{H} \) and \( \tilde{f} \in \mathcal{H}' \), we have
\[
\|S^\ell f - (S^\ell)' \tilde{f}\|_{L^2(\mathcal{H})} \leq \mathcal{B}\|f\|_\mathcal{H} + \inf_{\zeta \in \mathcal{G}} \mathcal{B}(f, \mathcal{H}, \mathcal{H}', \mathcal{G}) \|V_\zeta f - \tilde{f}\|_\mathcal{H} \tag{30}
\]
\[
\leq \inf_{\zeta \in \mathcal{G}} \mathcal{B}(f, \mathcal{H}, \mathcal{H}', \mathcal{G}) \|V_\zeta f - \tilde{f}\|_\mathcal{H} + \left(\sqrt{2}R(\mathcal{H}, \mathcal{H}', \mathcal{G}) \|W_{\ell}^{(\zeta)} - W'_{\ell}\|_{L^2(\mathcal{H}, \mathcal{H}', \mathcal{G})} \left(\sum_{k=0}^{\ell} \|W'_k\|_{L^2(\mathcal{H})}^2\right)\right) \|\tilde{f}\|_\mathcal{H} \tag{31}
\]

For a proof of Theorem 7, please see Appendix G. We note that if \( \mathcal{W} \) are the diffusion wavelets constructed in Section 2.1, \( \mathcal{G} \) preserves measures, and \( \varphi_0 \) is constant, then Theorem 5 and Remark 7 imply condition (29) holds with \( \mathcal{B} = \sqrt{\ell + 1}|g(\Lambda_1)|\) (which converges to zero as \( J \to \infty \)). In particular, these conditions are satisfied both when \( X \) is a Riemannian manifold, \( \mathcal{L} \) is the Laplace Beltrami operator, and \( \mu \) is the Riemannian volume form and when \( X \) is a graph, \( \mu \) is the uniform measure, and \( \mathcal{L} \) is the unnormalized graph Laplacian.

We also note that we can interpret each of the terms on the right-hand side of (30). We are looking for a bijection \( \zeta \in \mathcal{G} \) which will simultaneously align both
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The wavelets $\mathcal{W}$ (which are typically constructed from the operators $\mathcal{L}$ of $\mathcal{X}$), the Hilbert spaces $\mathcal{H}$, and the signal $f$. Therefore, the term $R(\mathcal{H}, \mathcal{H}(c))$ measures how well aligned the Hilbert spaces are, the term $\|\mathcal{W}(c) - \mathcal{W}'\|_{\mathcal{H}(c)}$ measures how well aligned the wavelets are, and the term $\|\mathcal{V}_c f - \tilde{f}\|_{\mathcal{H}}$ measures how well aligned the signals are. We also note that in the case where $\mathcal{W}$ are the diffusion wavelets constructed in Section 2.1, we can control the term $\|\mathcal{W}(c) - \mathcal{W}'\|_{\mathcal{H}(c)}$ by applying Theorem 6.

The next result is the analogue of Theorem 7 for the non-windowed scattering transform. We note that the terms on the right-hand side of (33) have similar interpretations as those in Theorem 7. Additionally, by Theorems 2 and 4, we note that the condition (32) is satisfied whenever $\inf_j |\varphi_0(x)| > 0$, $\lambda_1 > 0$, $G$ preserves inner products and $\mathcal{W} = \mathcal{W}_J$ are the diffusion wavelets constructed in (10).

**Theorem 8** (Stability for the Non-windowed Scattering Transform). Let $\mathcal{X} = (\mathcal{X}, \mathcal{F}, \mu)$ and $\mathcal{X}' = (\mathcal{X}', \mathcal{F}', \mu')$ be measure spaces with $\mathcal{X} = \mathcal{X}'$ and $\mathcal{F} = \mathcal{F}'$. Let $\mathcal{H} = \mathcal{L}^2(\mathcal{X})$, $\mathcal{H}' = \mathcal{L}^2(\mathcal{X}')$ and let $J$ be a countable indexing set. Let $\mathcal{W} = \{W_j, A_j\}_{j \in J}$ and $\mathcal{W}' = \{W'_j, A'_j\}_{j \in J}$ be frames on $\mathcal{H}$ and $\mathcal{H}'$ such that (11) holds. Let $\overline{S}$ and $(\overline{S}')$ be the $t$-th layers of the non-windowed scattering transforms on $\mathcal{X}$ and $\mathcal{X}'$ constructed from $\mathcal{W}$ and $\mathcal{W}'$. Assume that $\overline{S}$ is fully invariant to the action of $G$ and also Lipschitz continuous on $\mathcal{H}$ with constant $C_L$ in the sense that

$$\|\overline{S}f_1 - \overline{S}f_2\|_2^2 \leq C_L \|f_1 - f_2\|_{\mathcal{H}} \quad \text{and} \quad \overline{S}(\mathcal{V}_c f_1) = \overline{S}f_1$$

(32)

Then for all $f \in \mathcal{H}$ and $\tilde{f} \in \mathcal{H}'$, we have

$$\|\overline{S}f - (\overline{S})'\tilde{f}\|_2^2 \leq 3 \inf_{c \in \mathcal{G}} \left[ 2C_L \|\mathcal{V}_c f - \tilde{f}\|_{\mathcal{H}(c)}^2 + R(\mathcal{H}(c), \mathcal{H}')(\|\varphi_0(c)\|_{\mathcal{H}(c)}^2 - \varphi_0'(c)\|_{\mathcal{H}'}^2) \|\tilde{f}\|_{\mathcal{H}'}^2 \right. \right. \left. \left. + 2\|\mathcal{W}(c) - \mathcal{W}'\|_{\mathcal{H}(c)}^2 \left( \sum_{k=0}^{t-1} \|\mathcal{W}'\|_{\mathcal{H}(c)}^k \right) \|\tilde{f}\|_{\mathcal{H}(c)}^2 \right]$$

(33)

For a proof of Theorem 8, please see Appendix H.

6 Implementing the Manifold Scattering Transform from Point-Cloud Data

In [59], the authors showed that the manifold scattering transform was effective for classification tasks on known two-dimensional surfaces with predefined meshes. However, in many applications of interest, one is not given a predefined manifold. Instead, one is given a collection of points $\{x_i\}_{i=1}^{N-1}$ embedded in some high-dimensional Euclidean space $\mathbb{R}^D$ and one makes a modeling assumption that these points lie on (or near) a comparatively low-dimensional manifold. Thus, in this section, we will assume that $\mathcal{X}$ is a smooth $d$-dimensional Riemannian manifold without boundary which is embedded in $\mathbb{R}^D$ for some $D \gg d$ and that $\{x_i\}_{i=1}^{N-1}$ is a discrete subset randomly and independently sampled from $\mathcal{X}$. We will use the
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... $x_i$ to construct a weighted graph $X_N$ and present two methods which use $X_N$ to implement an approximation of the manifold scattering transform when one only has access to these sample points.

Both of these methods rely on an affinity kernel $K(\cdot, \cdot)$ to construct a data-driven graph $X_N$ with weighted adjacency matrix $W^{(N)}$. In our first method, we simply define an approximate heat semigroup at time $t = 1$ by $H_{N, \epsilon}^{1} = (D^{(N)})^{-1}W^{(N)}$, where $D^{(N)} = W^{(N)}1$ is the degree matrix associated to $W^{(N)}$.

One may then approximate $H_{N, \epsilon}^{2j}$ by, e.g., matrix multiplication. We note that while in principle, $H_{N, \epsilon}^{1}$ is a dense matrix, most of its entries will typically be small and therefore one may apply a threshold operator and use sparse matrix multiplications to implement an approximation of the wavelet transform. (Notably, if one imitates the method used in [68], there is no need to ever form a dense matrix after the initial thresholding.) In our second method, we use $W^{(N)}$ to construct a data-driven graph Laplacian $L_{N, \epsilon}$. We then define a discrete approximation of the heat semigroup using the eigenvectors and eigenvalues of $L_{N, \epsilon}$.

In either case, once we have our approximations of $H_t$, it is then straightforward to implement the wavelet transform and therefore the scattering transform. The advantage of the second, eigenvector-based method is that we will be able to use results from [26, 14] to prove a quantitative rate of convergence for the scattering transform. The first method, on the other hand, is more computationally efficient for large $N$ (if one uses a thresholding operator to promote sparsity as discussed above) since it does not require one to compute an eigendecomposition. We are not able to prove a convergence rate for the scattering transform computed using this method, but we note that the approximation $H_1 \approx H_{N, \epsilon}^{1} = (D^{(N)})^{-1}W^{(N)}$ was shown to converge pointwise [19], albeit without a rate.

In order to avoid confusion, we will typically denote objects corresponding to $X_N$ with a subscript or superscript $N$ and objects corresponding to $X$ without such subscript or subscript. For example, we will let $W_j$ denote a wavelet on $X$ at scale $2^j$ and $W_{j,N}$ denote the corresponding wavelet on $X_N$. Throughout the section, we will choose $\mathcal{L} = -\nabla \cdot \nabla$ to be the Laplace Beltrami operator on $X$, where $\nabla$ is the intrinsic gradient. We will also choose $g(\lambda) = e^{-\lambda}$, in which case $\{H_t\}_{t \geq 0}$ is the heat semigroup (see Equation (9)). We will let $h_t(x,y)$ denote the heat kernel so that $H_t f(x) = \int_X h_t(x,y) f(y) d\mu(y)$, where $d\mu$ is the Riemannian measure, normalized so that

$$\mu(X) = 1. \quad (34)$$

It is well known that

$$\int_X h_t(x,y) d\mu(y) = 1 \quad (35)$$

for all $x \in X$ and all $t > 0$, and

$$h_t(x,y) = \sum_{k=0}^{\infty} e^{-\mu_k t} \varphi_k(x) \varphi_k(y), \quad (36)$$

where in (36), and throughout this section, we will use $\mu_k$ to denote eigenvalues of the Laplace Beltrami operator $\mathcal{L} = -\nabla \cdot \nabla$ and will reserve $\lambda_k$ (sometimes with additional superscripts) for eigenvalues of the data-driven graph Laplacian which we will define below.

We now construct a weighted graph. We let $K(\cdot, \cdot)$ be an affinitiy kernel such
as
\[ K(x, x') = K_\epsilon(x, x') = e^{-d/2} \exp \left( -\frac{\|x - x'\|^2}{\epsilon} \right), \quad \epsilon > 0 \] (37)
where in the above equation \(\|x - x'\|_2\) refers to the Euclidean distance between two points in \(\mathbb{R}^D\) and \(\epsilon\) is a bandwidth parameter. Given this kernel, we define an affinity matrix \(W^{(N)}\) and a diagonal degree matrix \(D^{(N)}\) by
\[ W^{(N)}_{i,j} = K(x_i, x_j) \quad \text{and} \quad D^{(N)}_{i,i} = \sum_{j=0}^{N-1} W^{(N)}_{i,j}. \]
Given \(W^{(N)}\) and \(D^{(N)}\), one may then approximate \(H_1\) by
\[ H_{N,\epsilon}^1 = (D^{(N)})^{-1} W^{(N)}. \] (38)
While the primary motivation of this method is to avoid computing eigenvectors and eigenvalues, we do note that (38) may also be equivalently obtained from (8) by choosing \(L\) to be the Markov normalized Graph Laplacian \(I^{(N)} - (D^{(N)})^{-1} W^{(N)}\) on \(\mathcal{X}_{\epsilon}\) and choosing \(g(\lambda) = 1 - \lambda\).

Our second method constructs approximations of \(H_t\) based on (36). In our implementation, we may only use finitely many eigenvalues. This motivates us to define the truncated heat semigroup by
\[ H_t^\kappa f(x) = \int_{\mathcal{X}} h_t^\kappa(x, y) f(y) d\mu(y), \quad \text{where} \quad h_t^\kappa(x, y) := \sum_{k=0}^{\kappa} e^{-t\mu_k} \varphi_k(x) \varphi_k(y), \]
where \(\kappa\) is chosen by the user. Our goal is to construct a good discrete approximation of \(L\). This will require controlling the two sources of error: (i) that we only use the first \(\kappa + 1\) eigenvalues and (ii) that we do not know the eigenvalues or eigenfunctions of the Laplace Beltrami operator \(L\) and must instead use the eigenvalues and the eigenvectors of the data-driven Laplacian defined below. The following lemma addresses (i) by bounding the error induced by only using finitely many eigenvalues. For a proof please see Appendix I.

**Lemma 4.** For \(\kappa \geq 0\) and \(f \in L^2(\mathcal{X})\), we have
\[ \|H_t^\kappa f - H_t f\|_{L^2(\mathcal{X})} \leq e^{-t\mu_{\kappa+1}} \|f\|_{L^2(\mathcal{X})} \] (39)
and also
\[ \|H_t^\kappa f - H_t f\|_\infty \leq C_X \|f\|_\infty, \] (40)
where \(C_X\) is a constant which depends on the geometry of \(\mathcal{X}\) but does not depend on \(\kappa, t, \) or \(f\).

Next, we construct an unnormalized data-driven graph Laplacian by
\[ L_{N,\epsilon} = \frac{1}{\epsilon N} (D^{(N)} - W^{(N)}). \]
We will interpret \(W^{(N)}\) and \(L_{N,\epsilon}\) as the adjacency matrix and Laplacian matrix of a data-driven graph \(\mathcal{X}_{N}\). We will denote the eigenvectors and eigenvalues of \(L_{N,\epsilon}\) by \(\lambda_k^{N,\epsilon}\) and \(u_k^{N,\epsilon}\) so that
\[ L_{N,\epsilon} u_k^{N,\epsilon} = \lambda_k^{N,\epsilon} u_k^{N,\epsilon}. \] (41)
When convenient, we make the dependence on $N$ and $\epsilon$ implicit and simply write $u_k$ and $\lambda_k$ in place of $u_k^{N,\epsilon}$ and $\lambda_k^{N,\epsilon}$. We define the discrete truncated heat-kernel matrix by

$$H_{N,\epsilon,\kappa,t} = \sum_{k=0}^{\kappa} e^{-\lambda_k^{N,\epsilon} t} u_k^{N,\epsilon}(u_k^{N,\epsilon})^T. \quad (42)$$

To accomplish goal (ii), we will need discrete approximations of our eigenfunctions $\varphi_k$ of the Laplace Beltrami operator, which motivates us to introduce the normalized evaluation operator $\rho : C(\mathcal{X}) \to \mathbb{R}^N$ given by

$$\rho f = \frac{1}{\sqrt{N}} (f(x_0), \ldots, f(x_{N-1})).$$

We then define

$$v_k := \rho \varphi_k.$$

We note these definitions differ slightly from [14]. There, the authors do not include the normalization term $1/\sqrt{N}$ in the definition of the evaluation operator $\rho$ but instead include it in the definition of the vector $v_k$. Importantly, we note that in either case the definition of $v_k$ is ultimately the same, i.e., $(v_k)_i = \frac{1}{\sqrt{N}} \varphi_k(x_i)$ (although [14] uses the letter $\phi$ instead of $v$). Our convention is chosen so that $E\|\rho f\|^2 = \|f\|^2_{L^2(\mathcal{X})}$. Additionally, we may also use Hoeffding’s inequality to derive the following lemma which shows that $\|\rho f\|_2^2 \approx \|f\|_{L^2(\mathcal{X})}^2$ with high probability as $N \to \infty$. For a proof please see Appendix J.

**Lemma 5.** Assume that the points $\{x_i\}_{i=0}^{N-1}$ are drawn i.i.d uniformly at random, and let $f, g \in C(\mathcal{X})$. Then, with probability at least $1 - \frac{2}{N^9}$ we have

$$| (\rho f, \rho g)_{L^2(\mathcal{X})} - (f, g)_{L^2(\mathcal{X})} | \leq \sqrt{\frac{18 \log N}{N}} \|fg\|_{L^2(\mathcal{X})}.$$

Our goal is to show that for a large fixed $\kappa$, in the limit as $N \to \infty$ and $\epsilon \to 0$, we have $H_{N,\epsilon,\kappa,t} \rho f \approx \rho H_0 f$ in the sense that $\kappa$ is large enough so that $\|\rho H_0 f - \rho H_0^\kappa f\|_2$ is negligible, which follows for large $\kappa$ from Lemmas 4 and 5, and

$$\|H_{N,\epsilon,\kappa,t} \rho f - \rho H_0 f\|_2 \to 0 \quad \text{as } N \to \infty.$$

In order to do this, we need the following result that shows that $\lambda_k^{N,\epsilon}$ and $u_k^{N,\epsilon}$ are good approximations of $\mu_k$ and $v_k$. It is a special case of Theorem 5.4 from [14], which follows by setting $\epsilon \sim N^{-2/(d+6)}$.

**Theorem 9** (Theorem 5.4 of [14]). Assume that the points $\{x_i\}_{i=0}^{N-1}$ are drawn i.i.d uniformly at random and that the first $\kappa + 2$ eigenvalues of $\mathcal{L}$, $\mu_0, \ldots, \mu_{\kappa+1}$, all have single multiplicity. As in (41), let $u_k^{N,\epsilon}$ and $\lambda_k^{N,\epsilon}$ be the eigenvectors and eigenvalues of the data-driven Laplacian constructed via the Gaussian affinity kernel $K_\epsilon$ defined as in (37), and let $\kappa > 0$ be fixed. Assume that $\epsilon \to 0$ and $N \to \infty$ at a rate where $\epsilon \sim N^{-2/(d+6)}$. Then, with probability at least $1 - O\left(\frac{1}{N^{10}}\right)$, there exist scalars $\alpha_k$ with

$$|\alpha_k| = 1 + o(1)$$

such that for all $0 \leq k \leq \kappa$

$$|\mu_k - \lambda_k^{N,\epsilon}| = O\left(N^{-\frac{2}{d+6}}\right), \quad \|u_k^{N,\epsilon} - \alpha_k v_k\|_2 = O\left(N^{-\frac{2}{d+6}} \sqrt{\log N}\right),$$

where the constants implied by the big-$O$ notation depend on $\kappa$ and the geometry of $\mathcal{X}$. 
Remark 8. Inspecting the proofs of Theorem 5.4 of [14] and the related results in that paper shows that when \( \epsilon \sim N^{-2/(d+6)} \), we have
\[
\max \left\{ \| \alpha_k - 1 \|, \left| \frac{1}{|\alpha_k|} - 1 \right| \right\} \leq O \left( \sqrt{\frac{\log N}{N}} \right) + O \left( \frac{\log(N)}{N^{4/(d+6)}} \right).
\]
Please see Appendix K for details.

Given Theorem 9, we may use Lemma 5 to derive the following result which shows that \( H_{N, \kappa, \epsilon, t} \rho f \) converges to \( \rho H_\kappa t f \) as \( N \to \infty \). Moreover, the rate of the convergence for \( H_{N, \kappa, \epsilon, t} \rho f \), is the same (up to logarithmic factors) as the convergence rate for the eigenvectors and eigenvalues provided in Theorem 9.

Theorem 10. Let \( f \in C(\mathcal{X}) \). Then, under the assumptions of Theorem 9 we have
\[
\| H_{N, \kappa, \epsilon, t} \rho f - \rho H_\kappa t f \|_2^2 \leq \max\{t^2, 1\} \left( \frac{\log N}{N^{4/7}} \right) \| f \|_{L^2(\mathcal{X})}^2 + \log \left( \frac{N}{N^4} \right) \| f \|_\infty^2
\]
with probability at least \( 1 - O \left( \frac{1}{N^9} \right) \) if \( d \geq 2 \). In the case where \( d = 1 \), if the assumptions of Theorem 9 hold, then we have
\[
\| H_{N, \kappa, \epsilon, t} \rho f - \rho H_\kappa t f \|_2^2 \leq \max\{t^2, 1\} \left( \frac{\log N}{N^{4/7}} \right) \| f \|_{L^2(\mathcal{X})}^2 + O \left( \frac{\log N}{N^{4/7}} \right) \| f \|_\infty^2
\]
In both cases, the implied constants depend both on \( \kappa \) and on the geometry of \( \mathcal{X} \).

If we combine Theorem 10 with Lemma 4, we may then obtain the following corollary.

Corollary 1. Let \( f \in C(\mathcal{X}) \). Then, under the assumptions of Theorem 9, we have
\[
\| H_{N, \kappa, \epsilon, t} \rho f - \rho H_\kappa t f \|_2^2 \leq \max\{t^2, 1\} \left( \frac{\log N}{N^{4/7}} + 2e^{-2t\mu_{\kappa+1}} \right) \| f \|_{L^2(\mathcal{X})}^2 + \log \left( \frac{N}{N^4} \right) \| f \|_\infty^2
\]
with probability at least \( 1 - O \left( \frac{1}{N^9} \right) \), where the constants implied by the \( O \) notation depend both on \( \kappa \) and the geometry of \( \mathcal{X} \).

For proofs of Theorem 10 and Corollary 1, please see Appendix L.

In our eigenvector based method, where we approximate the heat semigroup via (42), we next define a data-driven wavelet transform
\[
W_{J,N} x := \left\{ W_{j,N} x, A_{J,N} x \right\}_{j=0}^J,
\]
where \( W_{0,N} x = (I_N - H_{N, \kappa, \epsilon, 1}) x, A_{J,N} x = H_{N, \kappa, \epsilon, 2J} x \) and for \( 1 \leq j \leq J \),
\[
W_{j,N} x = H_{N, \kappa, \epsilon, 2j-1} x - H_{N, \kappa, \epsilon, 2j} x.
\]
We note that these wavelets implicitly depend on both \( \kappa \) and \( \epsilon \) in addition to \( N \), but we suppress these dependencies in order to avoid cumbersome notation. Analogously to Section 2.2, for a path \( p = (j_1, \ldots, j_m) \) we define
\[
U_N[p] x = \sigma W_{j_m,N} \cdots \sigma W_{j_1,N} x
\]
and define data-driven scattering coefficients by
\[ S_{J,N}[p]x = A_{J,N}U_N[p]x \quad \text{and} \quad \tilde{S}_N[p]x = \|U_N[p]x, u_0\|_2. \]

In the case where we approximate the heat semigroup via (38) rather than (42), we define \( W_{J,N}, U_N[p], \) and \( S_{J,N} \) similarly, but with \( H_{N,e}^{2j} \) in place of \( H_{N,e}^{2j} \) and we define the non-windowed scattering transform by \( \tilde{S}_N[p]x = \|U_N[p]x\|_1 \) in order to avoid needing to compute any eigenvalues.

The following theorem uses Corollary 1 to bound the discretization error of the wavelets.

**Theorem 11.** Let \( f \in C(X) \) and assume that the heat semigroup is approximated as in (42). Then, under the assumptions of Theorem 9, we have that
\[
\|W_{J,N}pf - \rho W_jf\|_2^2 \\
\leq 2^{2j} \left[ \left( \mathcal{O} \left( \frac{\log N}{N^{\frac{1}{2m}}} \right) + \mathcal{O} \left( e^{-2^j \rho_{e_* + 1}} \right) \right) \|f\|^2_{L^2(X)} + \mathcal{O} \left( \sqrt{\frac{\log N}{N}} \right) \|f\|^2_{\infty} \right],
\]
with probability at least \( 1 - \mathcal{O} \left( \frac{1}{N^{\kappa}} \right) \), where the constants implied by the big-\( \mathcal{O} \) notation depend both on \( \kappa \) and on the geometry of \( X \).

**Proof.** For \( j \geq 1 \),
\[
\|W_{J,N}pf - \rho W_jf\|_2^2 \leq \|H_{N,e,K,2j}^{-1}pf - H_{N,e,K,2j}pf\|_2^2 - \rho H^{2j-1}f - \rho H^{2j}f \|_2^2 \\
\leq 2\|H_{N,e,K,2j}^{-1}pf - \rho H^{2j-1}f\|_2^2 + 2\|H_{N,e,K,2j}pf - \rho H^{2j}f\|_2^2.
\]

Therefore, the result follows from Corollary 1. For the case where \( j = 0 \), we note that \( I_N pf = \rho df \). Therefore,
\[ W_{J,N}pf - \rho W_jf = H_{N,e,K,1}pf - \rho H^1f \]
and we may again conclude by applying Corollary 1.

Iteratively applying Theorem 11, one may obtain the following bound for the discretization error of \( U_N[p]pf \). For a proof, please see Appendix M.

**Theorem 12.** Let \( f \in C(X) \) and assume that the heat semigroup is approximated as in (42). Let \( p = (j_1, \ldots, j_m) \) be a path of length \( m \) for some \( m \geq 1 \), and let \( j_{\max} = \max_{1 \leq i \leq m} j_i \). Then, under the assumptions of Theorem 9, we have that
\[
\|U_N[p]pf - \rho U[p]f\|_2^2 \\
\leq 2^{2j_{\max}} \left[ \left( \mathcal{O} \left( \frac{\log N}{N^{\frac{1}{2m}}} \right) + \mathcal{O} \left( e^{-\rho_{e_* + 1}} \right) \right) \|f\|^2_{L^2(X)} + \mathcal{O} \left( \sqrt{\frac{\log N}{N}} \right) \|f\|^2_{\infty} \right],
\]
where the constants implied by the \( \mathcal{O} \) notation depend on \( m, \kappa, \) and the geometry of \( X \).

Inspecting the proof of Theorem 12, one may observe that the constants implied by the big-\( \mathcal{O} \) notation increase exponentially with respect to \( m \). However, in practice, one typically only uses two or three scattering layers, so we do not view this as a major limitation. We also note that a similar exponential dependence on
the number of layers was observed for the generalization bounds for message passing networks arising from the discretization of graphons in [53]. Additionally, we note that, by inspecting the proof, it is clear that the implied constants in the term $O\left(e^{-\mu\kappa+1}\right)$ do not depend on $\kappa$. A similar remark holds for the analogous terms in our subsequent results.

The next two results establish convergence of the windowed and non-windowed scattering coefficients as $N \to \infty$. For proofs, please see Appendix N.

**Theorem 13.** Let $f \in \mathcal{C}(X)$ and assume that the heat semigroup is approximated as in (42). Let $p = (j_1, \ldots, j_m)$ be a path of length $m$ for some $m \geq 1$. Then, under the assumptions of Theorem 9, we have

$$\|S_{J,N}[p]f - \rho S_{J}[p]f\|_2^2 \leq 2^{2J} \left[ O\left(\frac{\log N}{N^{\frac{2}{\kappa}}}ight) + O\left(e^{-\mu\kappa+1}\right)\right] \|f\|_{L^2(X)}^2 + O\left(\frac{\log N}{N} \|f\|_{L^\infty}^2\right),$$

with probability at least $1 - O\left(\frac{1}{N^{\frac{1}{2}}}\right)$, where the constants implied by the big-O notation depend on $m, \kappa$, and the geometry of $X$.

The following is the analog of Theorem 13 for the non-windowed scattering transform.

**Theorem 14.** Let $f \in \mathcal{C}(X)$ and assume that the heat semigroup is approximated as in (42). Let $p = (j_1, \ldots, j_m)$ be a path of length $m$ for some $m \geq 1$. Then, under the assumptions of Theorem 9, we have

$$|\mathcal{S}_N[p]f - \mathcal{S}[p]f| \leq 2^J \left[ O\left(\frac{\sqrt{\log N}}{N^{\frac{1}{2}\kappa}}\right) + O\left(e^{-\mu\kappa+1/2}\right)\right] \|f\|_{L^2(X)} \leq O\left(\frac{\log N}{N} \right)^{1/4} \|f\|_{L^\infty}$$

with probability at least $1 - O\left(\frac{1}{N^{\frac{1}{2}}}\right)$, where the constants implied by the big-O notation depend on $m, \kappa$, and the geometry of $X$.

The convergence guarantees presented in this section may be summarized as follows. Theorem 9 is a result from [14] which provides convergence rates for the eigenvectors and eigenvalues of $L_{N,\epsilon}$. We then use this result to obtain convergence rates for our discretization of the heat semigroup, the wavelet transform, and the scattering transform. In all of these results, both the assumptions on the manifold and the convergence rate with respect to $N$ are the same as in Theorem 9. Moreover, inspecting the proofs, one will observe that any future work which builds upon Theorem 9 by, e.g. relaxing the assumption that the $\lambda_k$ have single multiplicity, will readily lead to improved versions of our convergence results for the scattering transform. We also note that, given a point cloud, there are many possible ways to construct a graph Laplacian which approximates the Laplace Beltrami operator. For example, [12] proves a result analogous to Theorem 9 for nearest neighbor graphs and $\epsilon$ graphs. One could readily modify our method to define approximations of the manifold scattering transform using these graphs, and it is likely that one could imitate the methods presented here in order to obtain convergence results as $N \to \infty$. Additionally, we note that under certain assumptions on the generation of data points $\{x_i\}_{i=0}^{N-1}$, for example, when the
sampling is not uniform, the users could add additional terms which account for the density of the data (see e.g. the \( \alpha \)-normalization approach \([19, 26, 49]\)) when constructing \( W^{(N)} \) or to implement methods based on other data-driven Laplacians such as the longest-leg path distance Laplacian considered in \([50]\).

7 Numerical Results

The numerical effectiveness of the graph scattering transform for tasks such as node classification, graph classification, and even graph synthesis has been demonstrated in numerous works such as \([34, 33, 80, 74, 79]\) and \([3]\). However, the numerical effectiveness of the manifold scattering transform is much less well established. Indeed, the initial work \([59]\) only provided numerical experiments on two-dimensional surfaces with predefined meshes. Here, in Sections 7.1 and 7.2, we will show that the methods proposed in Section 6 are effective for both synthetic and real-world data. As in Section 6, we assume that we may only access the manifold through a finite collection of random samples \( \{x_i\}_{i=0}^{N-1} \) in both Sections 7.1 and 7.2. Additionally, in Section 7.3, we will show that our proposed method is effective for node classifications on directed graphs.

First, in Section 7.1 we will show that the manifold scattering transform is effective for learning on two-dimensional surfaces, even without a mesh. In particular, we will consider the same toy data sets that were analyzed with a mesh-based approach in \([59]\). These experiments aim to provide validation for our methods and show that the manifold scattering transform can still produce good results in the more challenging setting where one does not have access to the entire manifold. Having established proof of concept on toy data sets, in Section 7.2 we apply the manifold scattering transform to high-dimensional biomedical data where one models the data as lying upon some unknown manifold. In both of these settings, we will follow the lead of \([34]\) and \([3]\) and augment the expressive power of the scattering transform by considering higher \( q \)-th order scattering moments for \( 1 \leq q \leq Q \) defined by

\[
S[p,q] \rho f = \frac{1}{N} \| U_N[p] \rho f \|_q^q.
\]

Using these higher-order moments instead of the standard nonwindowed scattering transform increases the expressive power of our representation and helps compensate for the lack of global knowledge of the manifold. Notably, these scattering moments are invariant to the ordering of the data points, since by Theorem 3 each \( U_N[p] \) is equivariant to permutations (i.e., reorderings) and each \( S[p,q] \) is defined via a global summation. Additionally, we note that if the kernel \( K(x_i, x_j) \) is a function of the Euclidean distance between \( x_i \) and \( x_j \), then the \( S_N[p,q] \) will be invariant to rigid motions in the embedded space. Throughout this section, we shall report all accuracies as mean ± standard deviation.

7.1 Two-dimensional surfaces without a mesh

When implementing convolutional networks on a two-dimensional surfaces, it is standard, e.g., \([5, 6]\) to use triangular meshes. In this section, we show that mesh-free methods can also work well in this setting. Importantly, note that we are not claiming that mesh-free methods are better for two-dimensional surfaces. Instead,
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Figure 1: The MNIST dataset projected onto the sphere.

Table 1: Classification accuracies for spherical MNIST averaged over 10 realizations.

| DATA TYPE   | N   | κ  | Q | ACCURACY (%) |
|-------------|-----|----|---|--------------|
| POINT CLOUD | 1200| 200| 4 | 79 ± 0.9     |
| POINT CLOUD | 1200| 400| 4 | 88 ± 0.2     |
| POINT CLOUD | 1200| 642| 4 | 84 ± 0.7     |
| MESH        | 642 | 642| 1 | 91 ± 0.2     |

we aim to show that these methods can work relatively well thereby justifying their use in higher-dimensional settings.

We conduct experiments using both mesh-based and mesh-free methods on a spherical version of MNIST and on the FAUST dataset which were previously considered in [59]. In both methods, we use the wavelets defined in Section 2.1 with \( J = 8 \) and use a radial basis function (RBF) kernel support vector machine (SVM) with cross-validated hyperparameters as our classifier. For the mesh-based methods, we use the same discretization scheme as in [59] and set \( Q = 1 \) which was the setting implicitly assumed there. For our mesh-free experiments, we use the eigenvector-based method discussed in Section 6 and set \( Q = 4 \). We show that the information captured by the higher-order moments can help compensate for the structure lost by not using a mesh. For all of our experiments on spherical MNIST and FAUST, we used an 80/20 train-test split with 10-fold cross-validation.

We first study the MNIST dataset projected onto the sphere as visualized in Figure 1. We uniformly sampled \( N \) points from the unit two-dimensional sphere, and then applied random rotations to the MNIST dataset and projected each digit onto the spherical point cloud to generate a collection of signals \( \{ f_i \} \) on the sphere. Table 1 shows that for properly chosen \( \kappa \), the mesh-free method can achieve similar performance to the mesh-based method. As noted in Section 6, the implied constants in our theoretical results depend on \( \kappa \). By inspecting the proof of Theorem 5.4 of [14] we see that for larger values of \( \kappa \), more sample points are needed to ensure the convergence of the first \( \kappa \) eigenvectors in Theorem 9. Thus, we want \( \kappa \) to be large enough to get a good approximation of \( H^2 \), but also not too large.

Figure 2: Wavelets on the FAUST dataset with \( g(\lambda) = e^{-0.0005\lambda}, j = 1, 3, 5 \) from left to right. Positive values are red, while negative values are blue.
Next, we consider the FAUST dataset, a collection of surfaces corresponding to scans of ten people in ten different poses [4] as shown in Figure 2. As in [59], we use 352 SHOT descriptors [67] as our signals. We use the first $\kappa = 80$ eigenvectors and eigenvalues of the approximate Laplace-Beltrami operator of each point cloud to generate scattering moments. We achieved $94 \pm 3.7\%$ classification accuracy over 10 realizations for the task of classifying different poses. This is comparable with the 95% accuracy obtained with meshes in [59].

7.2 Single-cell datasets

In this section, we present two experiments showing the utility of manifold scattering in analyzing single-cell data. We will formulate these experiments as manifold classification tasks, where each patient will correspond to a different manifold and the goal is to predict patient outcomes. In particular, each patient will correspond to a collection of cells, and each cell will correspond to a point in high-dimensional space. Therefore, each patient will be described by a high-dimensional point cloud which we model as lying upon a low-dimensional manifold. In order to classify the patients, we compute the scattering transform on each manifold with signals corresponding to protein expression and then feed this representation into a decision tree classifier. For both of the experiments described in this section, we used a 75/25 train-test split. Notably, in both of the data sets we consider, the number of patients is fairly small. Therefore, the fact that the scattering transform uses predesigned filters is particularly advantageous in this setting.

On these datasets, it is not realistic to assume that the points are sampled i.i.d. from the manifold. Therefore, to account for non-uniform sampling, we deviate slightly from our theory and use a Gaussian kernel with an adaptive bandwidth determined by the $k$ nearest neighbors (k-nn) defined by

$$K_{k-nn}(x, x') = \frac{1}{2} \left( \exp \left( -\frac{\| x - x' \|^2}{\sigma_k(x)^2} \right) + \exp \left( -\frac{\| x - x' \|^2}{\sigma_k(x')^2} \right) \right),$$

where $\sigma_k(x)$ is the distance from $x$ to its $k$-th nearest neighbor. We then approximate $H^1$ via (38). For both of these experiments, we set $k = 3$, and three scattering layers with $J = 8$ and $Q = 4$. We then apply principal component analysis (PCA) to the scattering features and train a decision tree classifier on the top 10 principal components. As a baseline comparison, we compare our scattering-based method against a method which first preprocesses the data by using a $k$-means clustering based approach to extract features and then applies a decision tree classifier. For details on this baseline method, please see Appendix O.

We first consider data collected in [60] on patients with various stages of melanoma. All patients received checkpoint blockade immunotherapy, a treatment that licenses patient T cells to kill tumor cells. (For details on this therapy, see [41].) In this dataset, 11,862 T lymphocytes from core tissue sections were taken from each of 54 patients diagnosed with melanoma, and 30 proteins were measured per cell. Therefore, we model our data as consisting of 54 manifolds embedded in 30-dimensional space (with one dimension corresponding to each of the proteins) with 11,862 points per manifold. We achieved 82% accuracy when using scat-
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Table 2: Classification accuracies for patient outcome prediction.

| DATA SET   | N\_PATIENTS | BASELINE | SCATTERING |
|------------|--------------|----------|------------|
| MELANOMA   | 54           | 46.0 ± 7.1% | 82.7 ± 5.3% |
| COVID      | 148          | 40.1 ± 2.2% | 47.7 ± 0.5% |

...tering moments based on protein expression feature signals\(^3\) with a decision tree classifier compared to 46\% accuracy using our baseline method.

We next consider data previously studied in [45] comprised of 209 blood samples from 148 people\(^4\). Of the 209 samples, 61 were taken from healthy controls, 123 were taken from patients who were COVID+ but recovered, and 25 were taken from patients who were COVID+ and died. Here, our goal is to predict whether the person corresponding to each blood sample died of COVID, recovered from COVID, or was a control. This task is particularly challenging because COVID outcome depends on a wide variety of known and unknown immunoregulatory pathways, unlike response to checkpoint blockade immunotherapy which targets a specific known immunoregulatory axis (T-cell inhibition). We focus on innate immune (myeloid) cells, a population that has previously been shown to be predictive of patient mortality [45]. Fourteen proteins were measured on 1,502,334 total cells, approximately 10,000 cells per patient. To accommodate the size of these data sets lying in \(\mathbb{R}^{14}\), we first aggregate data points for each patient into less than 500 clusters via the diffusion condensation algorithm [45]. We treat the centroids (with respect to Euclidean distance) of each cluster as single data points in the high-dimensional immune state space when implementing the manifold scattering transform. As with our melanoma experiments, we used signals related to protein expression, averaged across cells in each cluster. For the baseline method, \(k\)-means clustering, we set \(k = 3\) based on expected monocyte subtypes (classical, non-classical, intermediate). We achieved 48\% accuracy with scattering and a decision tree classifier compared to 40\% via the baseline method. See Table 2 for a summary of the results for both of the data sets discussed in this subsection.

7.3 Directed graphs

Next, we apply our framework to weighted and directed graphs \(G = (V, E, W)\) with vertices \(V\), edges \(E\), and edge weights \(W\). We turn \(G\) into a measure space \(\mathcal{X} = (X, \mathcal{F}, \mu)\) by setting \(X = V\), letting \(\mathcal{F}\) be the set of all subsets of \(V\), and letting \(\mu\) be the uniform measure such that \(\mu(\{v\}) = 1\) for all \(v \in V\). In our experiments in this section, we will take \(\mathcal{L}\) to be the normalized magnetic Laplacian described in detail below.

We let \(A\) denote the asymmetric, weighted adjacency matrix of \(G\), and let \(A^{(s)} = \frac{1}{2}(A + A^T)\) be its symmetric counterpart. Next, we define the symmetric, diagonal degree matrix \(D^{(s)}\) by \(D^{(s)}_{i,i} = \sum_{j=0}^{N-1} A^{(s)}_{i,j}\), where \(N = |V|\), and

---

\(^3\) Proteins were selected on the basis of having a known functional role in T cell regulation and included CD4, CD8, CD45RO, CD56, FOXP3, Granelyze B, Ki-67, LAG3, PD-1, and TIM-3.

\(^4\) In [45] the data was taken from 168 patients. However, here we focus on the 148 patients for whom sufficient monocyte data was available.
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Figure 3: Meta-graphs for synthetic datasets (Reproduced from [78]).

\[ D_{i,j}^{(s)} = 0 \text{ if } i \neq j. \]

We then let \( \Theta = A - A^T \) and define the Hermitian adjacency matrix by

\[ H^{(q)} = A^{(s)} \odot \exp(2\pi i q \Theta), \]

where \( i = \sqrt{-1} \), \( \odot \) denotes Hadamard product (componentwise multiplication), \( q \) is a “charge” parameter\(^5\), and exponentiation is defined componentwisely, i.e.,

\[ \exp(2\pi i q \Theta)_{i,j} = \exp(2\pi i q \Theta_{i,j}). \]

Notably, \( H^{(q)} \) encodes the undirected geometry of the graph in the magnitude of its entries and directional information via its phases. The charge parameter \( q \) allows one to balance the relationship between directed and undirected information as desired.

Given \( H^{(q)} \), we define the unnormalized and normalized magnetic Laplacians by

\[ L_U^{(q)} = D^{(s)} - H^{(q)} \]

and

\[ L_N^{(q)} = (D^{(s)})^{-1/2} L_U^{(q)} (D^{(s)})^{-1/2} = I - (D^{(s)})^{-1/2} H^{(q)} (D^{(s)})^{-1/2}. \]

By construction, both \( L_U^{(q)} \) and \( L_N^{(q)} \) are Hermitian and one may check (see e.g., Theorem 1 of [78]) that they are positive semidefinite. Therefore, both of these matrices fit within our framework as admissible choices of \( L \) and can be used to define scattering transforms on directed graphs.

In our experiments, we will choose \( L = L_N^{(q)} \) and consider the task of node classification on the following directed stochastic block model considered in [78]. We first divide the \( N \) vertices into \( n_c \) equally-sized clusters \( C_1, \ldots, C_{n_c} \) for some \( n_c \) which divides \( N \). We let \( \{\alpha_{i,j}\}_{1 \leq i,j \leq n_c} \) to be a collection of probabilities, with \( \alpha_{i,j} = \alpha_{j,i} \) and \( 0 < \alpha_{i,j} \leq 1 \). For an unordered pair of vertices, \( u, v \in V \), \( u \neq v \) we create an undirected edge between \( u \) and \( v \) with probability \( \alpha_{i,j} \) if \( u \in C_i, v \in C_j \). We then define \( \{\beta_{i,j}\}_{1 \leq i,j \leq n_c} \) to be a collection of probabilities such that \( \beta_{i,j} + \beta_{j,i} = 1 \) and \( 0 \leq \beta_{i,j} \leq 1 \). We then replace each undirected

---

\(^5\)This term, as well as the name Magnetic Laplacian originates from the Magnetic Laplacian serving as the quantum mechanical Hamiltonian of a particle under magnetic flux\([48]\).
edge \{u, v\}, with a directed edge which points from \(u\) to \(v\) with probability \(\beta_{i,j}\) if \(u \in C_i\) and \(v \in C_j\), and otherwise points from \(v\) to \(u\). Notably, if \(\alpha_{i,j}\) is constant, then the only way to determine the clusters will be from the directional information.

For our experiments, we set \(n_c = 5\) and consider three meta-graphs: ordered, cyclic, and noisy cyclic. For all meta-graphs, we set \(\beta_{i,i} = 0.5\). For the ordered meta-graph (Figure 3a), we set \(\alpha_{i,j} = 0.1\) for all \(i, j\) and set \(\beta_{i,j} = 0.95\) for \(i < j\).

For the cyclic meta-graph (Figure 3b, but without the dashed grey edges), we set \(\alpha_{i,j} = \begin{cases} 0.1 & i = j \\ 0.1 & i = (j \pm 1) \mod 5 \\ 0 & \text{otherwise} \end{cases}\) and \(\beta_{i,j} = \begin{cases} 0.5 & i = j \\ 0.95 & i = (j - 1) \mod 5 \\ 0.05 & j = (i - 1) \mod 5 \\ 0 & \text{otherwise} \end{cases}\).

Finally, for the noisy cyclic meta-graph (Figure 3b), we set \(\alpha_{i,j} = 0.1\) for all \(i, j\) and set the edge direction probabilities as \(\beta_{i,j} = \begin{cases} 0.95 & i = (j - 1) \mod 5 \\ 0.05 & j = (i - 1) \mod 5 \\ 0.5 & \text{otherwise} \end{cases}\).

Motivated by the so-called residual convolution operators used in [74], for improved numerical performance, we use a modified version of the windowed scattering transform given by \(S_{\text{res}}^J[p] = H^1 U[p]\) in our experiments. We used paths of length \(m = 0, 1, 2\), and use i.i.d. standard Gaussian random vectors as our input signals. Following the settings used in [78], we used 2%, 10%, and 60% of the nodes in each cluster for training for the ordered, cyclic, and noisy cyclic meta-graphs, respectively. On all three data sets, we used 20% of the nodes for validation and the remaining nodes were used for testing. Details on our validation procedure are provided in Appendix P. After computing the scattering transform, we used an SVM with an RBF kernel for classification. In Table 3, we report our results for each meta-graph along with the maximum scale \(J\) used to compute the scattering coefficients and parameter \(q\) used to compute the magnetic Laplacian\(^6\). As we can see, scattering performs well on all three versions of the stochastic block model and is the top-performing method on the noisy cyclic stochastic block model\(^7\).

8 Conclusion

In this work, we have extended the geometric scattering transform to a broad class of measure spaces. In particular, our construction extends several previous works defining the scattering transform on undirected, unsigned graphs and smooth compact Riemannian manifolds without boundary as special cases and also includes many other examples as discussed extensively in Section 3. Our invariance and equivariance results help clarify the relationship between the invariance / equivariance of the scattering transform and the group of bijections to which it is invariant or equivariant. Namely, they show that the critical property for \(G\) to possess is that

---

\(^6\) All baseline results taken from [78].

\(^7\) For methods not designed for di-graphs, the reported accuracies are the maximum of those obtained by a) symmetrizing the adjacency matrix as a preprocessing step and b) running the algorithm as is.
for every $\zeta \in \mathcal{G}$, the operator $V_{\zeta}$, defined by $V_{\zeta} f(x) = f(\zeta^{-1}(x))$, is an isometry on $L^2(\mathcal{X})$. Additionally, we provide two numerical schemes for implementing the manifold scattering transform when one only has access to finite point clouds and provide quantitative convergence rates for one of these schemes as the number of sample points grows to infinity. The proof of this convergence result utilizes previous work showing the convergence of the eigenvectors and eigenvalues of the Laplace Beltrami operator. While we do not know whether or not our convergence rate is optimal, we do note that both the assumptions of our convergence theorems and our convergence rates are the same as for the previous work on the convergence of the eigenvectors and eigenvalues. Therefore, our convergence results should be interpreted as showing that the number of sample points needed to apply scattering to high-dimensional point cloud data is the same as other manifold learning based methods.

We believe our work opens up several new exciting avenues for future research. The framework presented here provides a theoretical foundation for defining neural networks on manifolds from point-cloud data, a relatively unexplored topic except in the setting of two-dimensional surfaces. Additionally, it would be interesting to extend our methods to higher-order operators such as the connection Laplacian or to implement versions of our method that utilize anisotropic diffusions. Lastly, it would be interesting to improve on our convergence results by relaxing the assumptions on the data generation or developing quantitative convergence guarantees that do not require the explicit computation of eigenvectors or eigenvalues.

| METHOD/META-GRAph | ORDERED       | CYCLIC        | NOISY CYCLIC |
|-------------------|---------------|---------------|--------------|
| MAGNET [78]       | 99.6 ± 0.2    | 100.0 ± 0.0   | 80.5 ± 1.0   |
| ChebNet [25]      | 19.9 ± 0.7    | 74.7 ± 16.5   | 18.3 ± 3.1   |
| GCN [43]          | 68.6 ± 2.2    | 78.87 ± 30.0  | 24.2 ± 6.8   |
| APPNP [44]        | 97.4 ± 1.8    | 19.6 ± 0.5    | 17.4 ± 1.8   |
| SAGE [37]         | 20.2 ± 1.2    | 88.6 ± 8.3    | 26.4 ± 7.7   |
| GIN [77]          | 57.9 ± 6.3    | 75.3 ± 21.5   | 24.7 ± 6.4   |
| GAT [71]          | 42.0 ± 4.8    | 98.3 ± 2.2    | 27.4 ± 6.9   |
| DGCN [70]         | 81.4 ± 1.1    | 83.7 ± 23.1   | 37.3 ± 6.1   |
| DiGRAPH [69]      | 82.5 ± 1.4    | 39.1 ± 33.6   | 18.0 ± 1.8   |
| DiGRAPHIB [69]    | 99.2 ± 0.4    | 84.8 ± 17.0   | 43.4 ± 10.1  |
| Scattering        | 97.8 ± 1.2    | 99.8 ± 0.2    | 88.5 ± 4.0   |

Table 3: Node classification accuracy on our directed stochastic block model with different meta-graph structures (ordered, cyclic, or noisy cyclic) and different graph methods.
A The Proof of Proposition 1

Proof. To prove the upper bound, we note,
\[
\sum_{j=0}^{J} \|W_j f\|_{H_t}^2 + \|A_j f\|_{H_t}^2
\]
\[
= \sum_{k \in \mathbb{Z}} \sum_{j=0}^{J} (|\hat{W}_j f(k)|^2 + |\hat{A}_j f(k)|^2)
\]
\[
= \sum_{k \in \mathbb{Z}} \left( |1 - g(\lambda_k)|^2 + \sum_{j=1}^{J} \left| g(\lambda_k)2^{j-1} - g(\lambda_k)2^j \right|^2 + \left| g(\lambda_k)2^j \right|^2 \right) |\hat{f}(k)|^2
\]
\[
\leq \sum_{k \in \mathbb{Z}} \left( |1 - g(\lambda_k)|^2 + \sum_{j=1}^{J} \left( g(\lambda_k)2^{j-1} - g(\lambda_k)2^j + g(\lambda_k)2^j \right) \right)^2 |\hat{f}(k)|^2
\]
\[
= \sum_{k \in \mathbb{Z}} |\hat{f}(k)|^2
\]
\[
= \|f\|_{H_t}^2,
\]
where in (46), we used the fact that $g$ is nonnegative and decreasing.

In order to prove the lower bound, we define $p_0(t) := (1 - t)$, $p_j(t) := (t2^{j-1} - t^{2^j})$ if $1 \leq j \leq J$, and $p_{J+1}(t) := t^{2^{J+1}}$ and observe that since $g$ is positive and decreasing we have
\[
\sum_{j=0}^{J} \|W_j f\|_{H_t}^2 + \|A_j f\|_{H_t}^2
\]
\[
= \sum_{k \in \mathbb{Z}} \left( |1 - g(\lambda_k)|^2 + \sum_{j=1}^{J} \left| g(\lambda_k)2^{j-1} - g(\lambda_k)2^j \right|^2 + \left| g(\lambda_k)2^j \right|^2 \right) |\hat{f}(k)|^2
\]
\[
= \sum_{k \in \mathbb{Z}} \left( p_0(g(\lambda_k))^2 + \sum_{j=1}^{J} p_j(g(\lambda_k))^2 + p_{J+1}(g(\lambda_k))^2 \right) |\hat{f}(k)|^2
\]
\[
\geq \min_{0 \leq t \leq 1} \sum_{j=0}^{J+1} p_j(t)^2 \|f\|_{H_t}^2,
\]
where in the final inequality we use Plancherel’s identity and the fact that $0 \leq g(\lambda_k) \leq g(0) = 1$.

Therefore it suffices to show that $\min_{0 \leq t \leq 1} \sum_{j=0}^{J+1} p_j(t)^2 \geq c > 0$. To do so, we let $0 \leq t \leq 1$ and consider three cases. First, if $0 \leq t \leq 1/2$, then
\[
\sum_{j=0}^{J+1} p_j(t)^2 \geq p_0(t)^2 = (1 - t)^2 \geq \left(1 - \frac{1}{2}\right)^2 = 1/4.
\]
Secondly, if $t2^J \geq 1/2$,
\[
\sum_{j=0}^{J+1} p_j(t)^2 \geq p_{J+1}(t)^2 = \left(t2^J\right)^2 \geq \left(\frac{1}{2}\right)^2 = 1/4.
\]
In the final case where $t^{2^j} < \frac{1}{2} < t$, there exists a unique $j_0$, $1 \leq j_0 \leq J$, such that $t^{2^{j_0}} < 1/2 \leq t^{2^{j_0}-1}$. Since $t^{2^{j_0}-1} \geq 1/2$ and $t^{2^{j_0}-1} t^{2^{j_0}-1} = t^{2^{j_0}}$ it follows that $1/4 \leq t^{2^{j_0}} < 1/2$ and thus $1/2 \leq t^{2^{j_0}-1} < 1/\sqrt{2}$. Therefore, in this case we have

$$
\sum_{j=0}^{J+1} p_j(t)^2 \geq p_{j_0}(t)^2 = (t^{2^{j_0}-1} - t^{2^{j_0}})^2 \geq \inf_{x \in [1/2, 1]} (x - x^2)^2 := c > 0.
$$

\[ \square \]

**B  The Proof of Proposition 2**

*Proof.* Using the definition on the scattering transform as well as the fact that $g(0) = 1$, one may compute

$$
||S_J[p]f(x)| - \|S[p]f||_g^2(x)||_H = \left| \sum_{k \geq 0} g(\lambda_k)^{2^j} \langle U[p]f, \varphi_k \rangle_H \varphi_k(x) \right| - |\langle U[p]f, \varphi_0 \rangle_H||_g(x)||_H
\leq \sum_{k \geq 1} g(\lambda_k)^{2^j} \langle U[p]f, \varphi_k \rangle_H \varphi_k(x).
$$

Therefore, Parseval’s identity implies that

$$
\left| ||S_J[p]f(x)| - \|S[p]f||_g^2(x)||_H \right|^2 \leq \sum_{k \geq 1} g(\lambda_k)^{2^j} \left| \langle U[p]f, \varphi_k \rangle_H \right|^2
\leq g(\lambda_1)^{2^{j+1}} \sum_{k \geq 1} |\langle U[p]f, \varphi_k \rangle_H|^2
\leq g(\lambda_1)^{2^{j+1}} \|U[p]f\|_H^2.
$$

Since $\lambda_1 > 0$, (7) implies $g(\lambda_1) < 1$, and so the right-hand side converges to zero as $J \to \infty$.

\[ \square \]

**C  The Proof of Theorems 1 and 2**

The proof of Theorem 1 is based on the following lemma.

**Lemma 6.** *For all $f_1, f_2 \in H$, we have*

$$
\sum_{p \in J^m} ||U[p]f_1 - U[p]f_2||_H^2 \geq \sum_{p \in J^m+1} ||U[p]f_1 - U[p]f_2||_H^2 + \sum_{p \in J^m} ||S[p]f_1 - S[p]f_2||_H^2.
$$

Moreover, for all $f \in H$

$$
\sum_{p \in J^m} ||U[p]f||_H^2 \geq \sum_{p \in J^m+1} ||U[p]f||_H^2 + \sum_{p \in J^m} ||S[p]f||_H^2.
$$
The Proof of Lemma 6. The assumption (11) implies that for all \( p \in \mathcal{J}^m \) we have that
\[
\|U[p]f_1 - U[p]f_2\|^2_{\mathcal{H}} \geq \sum_{j_{m+1} \in \mathcal{J}} \|W_j f_{j_{m+1}} (U[p]f_1 - U[p]f_2)\|^2_{\mathcal{H}} + \|A(U[p]f_1 - U[p]f_2)\|^2_{\mathcal{H}}.
\]
Therefore,
\[
\sum_{p \in \mathcal{J}^m} \|U[p]f_1 - U[p]f_2\|^2_{\mathcal{H}}
\geq \sum_{p \in \mathcal{J}^m} \left( \sum_{j_{m+1} \in \mathcal{J}} \|W_j f_{j_{m+1}} (U[p]f_1 - U[p]f_2)\|^2_{\mathcal{H}} + \|A(U[p]f_1 - U[p]f_2)\|^2_{\mathcal{H}} \right)
\geq \sum_{p \in \mathcal{J}^m} \left( \sum_{j_{m+1} \in \mathcal{J}} \|W_j f_{j_{m+1}} (U[p]f_1 - U[p]f_2)\|^2_{\mathcal{H}} + \|A(U[p]f_1 - U[p]f_2)\|^2_{\mathcal{H}} \right)
\geq \sum_{p \in \mathcal{J}^m} \left( \sum_{j_{m+1} \in \mathcal{J}} \|W_j f_{j_{m+1}} (U[p]f_1 - U[p]f_2)\|^2_{\mathcal{H}} + \|A(U[p]f_1 - U[p]f_2)\|^2_{\mathcal{H}} \right)
\geq \sum_{p \in \mathcal{J}^m} \|U[p]f_1 - U[p]f_2\|^2_{\mathcal{H}} + \sum_{p \in \mathcal{J}^m} \|S[p]f_1 - S[p]f_2\|^2_{\mathcal{H}}.
\]
This completes the proof of (47). (48) follows from setting \( f_2 = 0 \) and noting that in this case equality holds in (49) and (50).

Proof of Theorem 1. Applying Lemma 6, and recalling that \( U[p_n]f = f \), we see
\[
\|Sf_1 - Sf_2\|^2_{\mathcal{H}}(f) = \lim_{N \to \infty} \sum_{m=0}^{N} \sum_{p \in \mathcal{J}^m} \|S[p]f_1 - S[p]f_2\|^2_{\mathcal{H}}
\leq \lim_{N \to \infty} \sum_{m=0}^{N} \left( \sum_{p \in \mathcal{J}^m} \|U[p]f_1 - U[p]f_2\|^2_{\mathcal{H}} - \sum_{p \in \mathcal{J}^{m+1}} \|U[p]f_1 - U[p]f_2\|^2_{\mathcal{H}} \right)
\leq \|f_1 - f_2\|^2_{\mathcal{H}} - \limsup_{N \to \infty} \sum_{p \in \mathcal{J}^{m+1}} \|U[p]f_1 - U[p]f_2\|^2_{\mathcal{H}}
\leq \|f_1 - f_2\|^2_{\mathcal{H}}.
\]

The Proof of Theorem 2. Note that
\[
\left\| \frac{Sf_1}{\varphi_0} - \bar{f} f_1 \right\|_{\mathcal{H}} \leq \frac{1}{\min_x \varphi_0(x)} \|Sf_1 - \bar{f} f_1\|_{\mathcal{H}}.
\]
Therefore, by Proposition 2,
\[
\lim_{J \to \infty} \left\| \frac{|S_J[p]|}{\varphi_0} - \mathcal{S}[p]f_i \right\|_{\mathcal{H}} = 0
\]
which in turn implies that
\[
\lim_{J \to \infty} \left\| \frac{|S_J[p]|}{\varphi_0} \right\|_{\mathcal{H}} = \mathcal{S}[p]f_i \text{vol}(\mathcal{X})^{1/2}.
\]
Thus, using Fatou’s lemma, we have
\[
\| \mathcal{S}f_1 - \mathcal{S}f_2 \|_2^2 = \sum_p \| \mathcal{S}[p]f_1 - \mathcal{S}[p]f_2 \|^2
\]
\[
= \frac{1}{\text{vol}(\mathcal{X})} \sum_p \lim_{J \to \infty} \left( \left\| \frac{|S_J[p]|}{\varphi_0} \right\|_{\mathcal{H}} - \left\| \frac{|S_J[p]|}{\varphi_0} \right\|_{\mathcal{H}} \right)^2
\]
\[
\leq \frac{1}{\text{vol}(\mathcal{X})} \liminf_{J \to \infty} \sum_p \left( \left\| S_J[p]f_1 - S_J[p]f_2 \right\|_{\mathcal{H}} \right)^2
\]
\[
\leq \frac{1}{\min_x |\varphi_0(x)|^{2}\text{vol}(\mathcal{X})} \liminf_{J \to \infty} \sum_p \| S_J[p]f_1 - S_J[p]f_2 \|^2_{\mathcal{H}}
\]
where in the last line we applied Theorem 1.

**D The Proof of Theorem 3**

**Proof.** Since \( A_j = H^{2j} \) and \( W_j = H^{2j-1} - H^{2j} \) it follows from (18) that
\[
A^{(C)} V_\zeta f = V_\zeta A f \quad \text{and} \quad W_j^{(C)} V_\zeta f = V_\zeta W_j f.
\]
(51)

By definition, for all \( \zeta \in \mathcal{G} \), we have that \( V_\zeta \) commutes with \( \sigma \) since
\[
(V_\zeta \sigma f)(x) = \sigma f(\zeta^{-1}(x)) = \sigma f(\zeta^{-1}(x)) = \sigma (V_\zeta f(x)) = (\sigma V_\zeta f)(x).
\]
Therefore, since by definition, \( U[p]f = \sigma W_{j_m} f \ldots \sigma W_{j_1} f \) it follows that \( U^{(C)} V_\zeta f = V_\zeta U f \). Lastly since \( S = AU \), we have
\[
S^{(C)} V_\zeta f = A^{(C)} U^{(C)} V_\zeta f = A^{(C)} V_\zeta U f = V_\zeta AU f = V_\zeta S f.
\]

**E The Proof of Theorem 5**

In this Section, we prove both Theorem 5 and Lemma 3.
Proof of Lemma 3. We first note that, under the assumption that $G$ preserves the measure $\mu$, the Hilbert spaces $H$ and $H^{(\zeta)}$ have the same elements and so the subtraction $Sf - SV_\zeta f$ is well defined. Similarly, we may identify $V_\zeta$ with an operator mapping $H$ into itself. Therefore, by the assumption (19), we have

$$
\|Sf - SV_\zeta f\|_{\ell^2(H)} = \|AUf - V_\zeta AU f\|_{\ell^2(H)} 
\leq \|V_\zeta A - A\|_H \|Uf\|_{\ell^2(H)}.
$$

Proof of Theorem 5. Let $\zeta \in G$. The assumption that $\varphi_0$ is constant implies that $V_\zeta \varphi_0 - \varphi_0 = 0$. Therefore,

$$
\|V_\zeta Af - AJf\|_H = \left\| \sum_{k \in I} g(\lambda_k)^{2^j} \langle f, \varphi_k \rangle_H (V_\zeta \varphi_k - \varphi_k) \right\|_H 
\leq \sum_{k \geq 1} g(\lambda_k)^{2^j} \|V_\zeta \varphi_k\|_H + \sum_{k \geq 1} g(\lambda_k)^{2^j} \|\varphi_k\|_H.
$$

The assumption that $G$ preserves inner products together with the assumption that $g$ is decreasing implies

$$
\langle V_\zeta f, V_\zeta g \rangle_H = \int_X V_\zeta f V_\zeta g d\mu = \int_X V_\zeta f V_\zeta g d\mu^{(\zeta)} = \langle V_\zeta f, V_\zeta g \rangle_{H^{(\zeta)}} = \langle f, g \rangle_H.
$$

Thus, $\{V_\zeta \varphi_k\}_{k \in I}$ forms an orthonormal basis for $H$, and so applying Parseval’s identity together with the assumption that $g$ is decreasing implies

$$
\|V_\zeta Af - AJf\|_H \leq 2\|g(\lambda_1)^{2^j}\|_H \|f\|_H.
$$

Therefore, the result now follows from Lemma 3.

Proof. Recall, from (26) the decomposition

$$
H = \tilde{H} + \Pi, \quad H' = \tilde{H}' + \Pi'.
$$

The operator $\tilde{H}$ projects a function onto the zero eigenspace $\mathrm{span}(\varphi_0)$ and the operator $\Pi$ maps a function into its orthogonal complement $\mathrm{span}(\varphi_0)^\perp$. Therefore, we have $\tilde{H}\Pi = \Pi\tilde{H} = 0$, and we also have $\tilde{H}^{2^j} = \tilde{H}$ for all $j \geq 0$. Therefore,

$$
H^{2^j} = \tilde{H} + \Pi^{2^j},
$$

which implies

$$
H^{2^{j+1}} - H^{2^j} = \Pi^{2^{j+1}} - \Pi^{2^j}.
$$
(with similar equations holding for $H'$ and $\overline{H}'$). Therefore,

\[
\|W_j - W_j'\|^2_{\mathcal{H}(\mathcal{H})} \\
\leq \|H^{2j} - (H')^{2j}\|^2_{\mathcal{H}} + \sum_{j=0}^{J-1} \|H^{2j} - H^{2j+1}\|^2_{\mathcal{H}} - \left(\left((H')^{2j} - (H')^{2j+1}\right)\right)\|H\|^2_{\mathcal{H}} + \|H - H'\|^2_{\mathcal{H}} \\
= \|\tilde{H} - \tilde{H}' + (\overline{H})^{2j} - (\overline{H}')^{2j}\|^2_{\mathcal{H}} + \sum_{j=0}^{J-1} \|((\overline{H})^{2j} - (\overline{H}')^{2j}) - (\overline{H})^{2j+1} - (\overline{H}')^{2j+1}\|^2_{\mathcal{H}} \\
+ \|\tilde{H} - \tilde{H}' + \overline{H} - \overline{H}'\|^2_{\mathcal{H}} \\
\leq 4\|\tilde{H} - \tilde{H}'\|^2_{\mathcal{H}} + 2\|((\overline{H})^{2j} - (\overline{H}')^{2j})\|^2_{\mathcal{H}} \\
+ 2\sum_{j=0}^{J-1} \|((\overline{H})^{2j} - (\overline{H}')^{2j})\|^2_{\mathcal{H}} + 2\sum_{j=0}^{J-1} \|((\overline{H})^{2j+1} - (\overline{H}')^{2j+1})\|^2_{\mathcal{H}} + 2\|\overline{H} - \overline{H}'\|^2_{\mathcal{H}} \\
\leq 4 \left(\|\tilde{H} - \tilde{H}'\|^2_{\mathcal{H}} + \sum_{j=0}^{J} \|((\overline{H})^{2j} - (\overline{H}')^{2j})\|^2_{\mathcal{H}}\right).
\]

The following Lemma is a variant of Eq. (23) in [33] (see also Lemma L.1 of [58]).

**Lemma 7.** Let $\beta = \max \left\{ \|\overline{H}\|_{\mathcal{H}}, \|\overline{H}'\|_{\mathcal{H}} \right\}$ and assume that $\beta < 1$. Then

\[
\sum_{j=0}^{J} \left\|\overline{H}^{2j} - (\overline{H}')^{2j}\right\|^2_{\mathcal{H}} \leq C_0(\beta) \left\|\overline{H} - \overline{H}'\right\|^2_{\mathcal{H}},
\]

where $C_0(\beta) := \frac{\beta^2 + 1}{(1 - \beta)^2}$.

**Proof.** Letting $A_j(t) = (t\overline{H} + (1 - t)\overline{H}')^{2j}$, we may check that

\[
\left\|\overline{H}^{2j} - (\overline{H}')^{2j}\right\|_{\mathcal{H}} = \|A_j(1) - A_j(0)\|_{\mathcal{H}} \leq \int_{0}^{1} \|A_j'(t)\|_{\mathcal{H}} dt \leq \sup_{0 \leq t \leq 1} \|A_j'(t)\|_{\mathcal{H}} dt.
\]

Since,

\[
A_j'(t) = \sum_{t=0}^{2j-1} \left(\overline{H} + (1 - t)\overline{H}'\right)^t \left(\overline{H} - \overline{H}'\right) \left(\overline{H} + (1 - t)\overline{H}'\right)^{2j-t-1},
\]

and $\|\overline{H}\|_{\mathcal{H}}, \|\overline{H}'\|_{\mathcal{H}} \leq \beta$, this implies

\[
\|A_j'(t)\|_2 \leq 2^{j+1} \beta^{2j-1} \|\overline{H} - \overline{H}'\|_{\mathcal{H}}.
\]

Therefore,

\[
\sum_{j=0}^{J+1} \left\|\overline{H}^{2j} - (\overline{H}')^{2j}\right\|^2_{\mathcal{H}} \leq \sum_{j=0}^{\infty} (2^j \beta^{2j-1})^2 \left\|\overline{H} - \overline{H}'\right\|^2_{\mathcal{H}} =: C_0(\beta) \left\|\overline{H} - \overline{H}'\right\|^2_{\mathcal{H}}.
\]
Lastly, one may compute

\[ C_0(\beta) = \sum_{j=0}^{\infty} (2^j \beta^{2j-1})^2 = \beta^{-2} \sum_{j=0}^{\infty} (2^j \beta^{2j})^2 \leq \beta^{-2} \sum_{n=0}^{\infty} n^2 \beta^{2n} = \beta^{-2} \frac{\beta^2 + 1}{(1 - \beta^2)^3} \]

where we used the Taylor expansion \[ \frac{2^x (x^2 + 1)}{(1 - x^2)^2} = \sum_{n=0}^{\infty} n^2 x^{2n} \].

Returning to the proof of the theorem, we note that by the triangle inequality we have

\[ \|H - H'\|_\mathcal{H} \leq \|H - H'\|_\mathcal{H} + \|H - H'\|_\mathcal{H} \]

Therefore, combining (52) with Lemma 7, and using the fact that \((a + b)^2 \leq 2(a^2 + b^2)\) for all \(a, b \in \mathcal{R}\), we have

\[ \|W_j - W_j'\|^2_{\mathcal{L}^2(\mathcal{H})} \leq C(\beta) \left( \|H - H'\|^2_{\mathcal{H}} + \|H - H'\|^2_{\mathcal{H}} \right) \]

where \(C(\beta) = CC_0(\beta)\) for some absolute constant \(C\).

To estimate \(\|H - H'\|^2_{\mathcal{H}}\), we note that for all \(f \in \mathcal{H}\) we have

\[ \|HF - HF'\|_{\mathcal{H}} = \|\langle f, \varphi_0 \rangle_\mathcal{H} \varphi_0 - \langle f, \varphi'_0 \rangle_\mathcal{H} \varphi'_0 \|_{\mathcal{H}} \leq \|\langle f, \varphi_0 - \varphi'_0 \rangle_\mathcal{H} \varphi_0 \|_{\mathcal{H}} + \|\langle f, \varphi'_0 \rangle_\mathcal{H} \varphi_0 - \varphi_0 \|_{\mathcal{H}} + \|\langle f, \varphi'_0 \rangle_\mathcal{H} \varphi_0 - \varphi'_0 \|_{\mathcal{H}} \|f\|_{\mathcal{H}} + \|\varphi_0 - \varphi'_0 \|_{\mathcal{H}} \|\langle f, \varphi'_0 \rangle_\mathcal{H} \varphi_0 - \varphi'_0 \|_{\mathcal{H}} \|f\|_{\mathcal{H}} + \|\varphi_0 - \varphi'_0 \|_{\mathcal{H}} \|\langle f, \varphi'_0 \rangle_\mathcal{H} \varphi_0 - \varphi'_0 \|_{\mathcal{H}} \|f\|_{\mathcal{H}} \]

By (23) and by (24)

\[ \|\varphi_0\|_{\mathcal{H}} \leq R(\mathcal{H}, \mathcal{H'})^{1/2} \quad \text{and} \quad |\langle f, \varphi_0 \rangle_\mathcal{H} - \langle f, \varphi'_0 \rangle_\mathcal{H}| \leq \kappa(\mathcal{H}, \mathcal{H'}) R(\mathcal{H}, \mathcal{H'})^{1/2} \|f\|_{\mathcal{H}} \]

Therefore, we have

\[ \|H - H'\|_{\mathcal{H}} \leq \|\varphi_0 - \varphi'_0\|_{\mathcal{H}} (1 + R(\mathcal{H}, \mathcal{H'})^{1/2}) + R(\mathcal{H}, \mathcal{H'}) \kappa(\mathcal{H}, \mathcal{H'}) \]

Thus,

\[ \|W_j - W_j'\|^2_{\mathcal{L}^2(\mathcal{H})} \leq C(\beta) \left[ \|\varphi_0 - \varphi'_0\|^2_{\mathcal{H}} R(\mathcal{H}, \mathcal{H'}) + R(\mathcal{H}, \mathcal{H'})^2 \kappa(\mathcal{H}, \mathcal{H'})^2 + \|H - H'\|^2_{\mathcal{H}} \right] \]

as desired. \(\square\)

## G The Proof of Theorem 7

In order to prove Theorem 7, we will need the following Lemma.

**Lemma 8.** Under the assumptions of Theorem 7, we have

\[ \left\| S^j f - (S^j)' f \right\|_{\mathcal{L}^2(\mathcal{H})} \leq \sqrt{2} \|W - W'\|_{\mathcal{H}} \left( \sum_{k=0}^{\infty} \|W\|_{\mathcal{H}}^k \right) \|f\|_{\mathcal{H}} \quad \text{for all} \quad f \in \mathcal{H}. \]

(54)

Before proving Lemma 8, we will show how it is used to prove Theorem 7.
Proof of Theorem 7. Let \( \zeta \in \mathcal{G} \), and let \( \mathcal{V}_i \) be defined as in (16). By (29), we have \( V_\zeta S^f = S^{\ell, (G)} G f \). Therefore, the triangle inequality implies

\[
\| S^f - (S^f)' \|_{\ell^2(\mathcal{H})} \leq \| S^f - V_\zeta S^f \|_{\ell^2(\mathcal{H})} + \| S^{\ell, (G)} V_\zeta f - S^{\ell, (G)} f \|_{\ell^2(\mathcal{H})} + \| S^{\ell, (G)} f - (S^f)' f \|_{\ell^2(\mathcal{H})}.
\]

The assumption (29) also implies that

\[
\| S^f - V_\zeta S^f \|_{\ell^2(\mathcal{H})} \leq B \| f \|_{\mathcal{H}}.
\]

Similarly, by Theorem 1 and (23), we have that

\[
\| S^{\ell, (G)} V_\zeta f - S^{\ell, (G)} f \|_{\ell^2(\mathcal{H})} \leq R \left( \| \mathcal{H}, \mathcal{H}(\zeta) \|^{1/2} \right) \| S^{\ell, (G)} f - S^{\ell, (G)} f \|_{\ell^2(\mathcal{H})} \leq R \left( \| \mathcal{H}, \mathcal{H}(\zeta) \|^{1/2} \right) \| V_\zeta f - f \|_{\mathcal{H}}.
\]

Applying Lemma 8 and (23) yields

\[
\| S^{\ell, (G)} f - (S^f)' f \|_{\ell^2(\mathcal{H})} \leq \sqrt{2} R \left( \| \mathcal{H}, \mathcal{H}(\zeta) \|^{1/2} \right) \| \mathcal{W}(\zeta) - W' \|_{\mathcal{H}} \left( \sum_{k=0}^{\ell} \| \mathcal{W}^k \|_{\mathcal{H}(\zeta)}^k \right) \| f \|_{\mathcal{H}}.
\]

Thus, infimizing over \( \zeta \) completes the proof.

The Proof of Lemma 8. Let \( A := \| \mathcal{W} - W' \|_{\mathcal{H}} \) and \( C := \| \mathcal{W}' \|_{\mathcal{H}} \).

To prove (54), we need to show

\[
\sum_{p \in J^\ell} \| S[p] f - S'[p] f \|_{\mathcal{H}}^2 \leq 4 A^2 \cdot \left( \sum_{k=0}^{\ell} C^k \right)^2 \| f \|_{\mathcal{H}}^2.
\]

For \( \ell = 0 \), we recall from (12) that the zeroth-order windowed scattering coefficient of \( f \) is given by \( S[p_0] f = Af \), where \( p_0 \) is the empty-index. Therefore, by the definition of \( A \) we have

\[
\sum_{p \in J^0} \| S[p] f - S'[p] f \|_{\mathcal{H}}^2 = \| Af - A' f \|_{\mathcal{H}}^2 \leq \| W f - W' f \|_{\mathcal{H}}^2 \leq A^2 \| f \|_{\mathcal{H}}^2,
\]

and so (58) holds when \( \ell = 0 \). For the case where \( \ell \geq 1 \), we note that for all \( p \in J^\ell \), we have

\[
\| S[p] f - S'[p] f \|_{\mathcal{H}} = \| A U[p] f - A' U'[p] f \|_{\mathcal{H}} \leq \| (A - A') U[p] f \|_{\mathcal{H}} + \| A' U[p] f - A' U'[p] f \|_{\mathcal{H}} \leq 2 A \| A \|_{\mathcal{H}} \| U[p] f \|_{\mathcal{H}} + 2 A' \| A' \|_{\mathcal{H}} \| U[p] f - U'[p] f \|_{\mathcal{H}},
\]

and so using the fact that \( (a + b)^2 \leq 2a^2 + 2b^2 \) and summing over \( p \) implies

\[
\sum_{p \in J^\ell} \| S[p] f - S'[p] f \|_{\mathcal{H}}^2 \leq 2 A - A' \| \sum_{p \in J^\ell} \| U[p] f \|_{\mathcal{H}}^2 + 2 A' \| \sum_{p \in J^\ell} \| U[p] f - U'[p] f \|_{\mathcal{H}}^2.
\]
Therefore, (58) and thus (54), follow from applying Lemma 9 stated below, noting that \( \| A - A' \|_H^2 \leq A^2 \) and \( \| A' \|_H^2 \leq C^2 \), and using the fact that \( a^2 + b^2 \leq (a + b)^2 \) when \( a, b \geq 0 \).

**Lemma 9.** Let \( A := \| W - W' \|_H \) and \( C := \| W' \|_H \). Then, for all \( \ell \geq 1 \),

\[
\sum_{p \in J^\ell} \| U[p] f \|_H^2 \leq \| f \|_H^2, \quad \text{and} \quad \sum_{p \in J^\ell} \| U[p] f - U'[p] f \|_H^2 \leq A^2 \left( \sum_{k=0}^{\ell-1} C^k \right)^2 \| f \|_H^2.
\]

**Proof.** When \( \ell = 1 \), the first inequality follows immediately from (11) and the fact that \( \sigma \) is nonexpansive. Now, suppose by induction that the first inequality holds for \( \ell \). Let \( f \in H \). Then

\[
\sum_{p \in J^{\ell+1}} \| U[p] f \|_H^2 = \sum_{p \in J^{\ell+1}} \| \sigma W_{j_{\ell+1}} \cdots \sigma W_{j_1} f \|_H^2
\]

\[
= \sum_{p \in J^{\ell}} \left( \sum_{j_{\ell+1} \in J} \| \sigma W_{j_{\ell+1}} (\sigma W_{j_\ell} \cdots \sigma W_{j_1} f) \|_H^2 \right)
\]

\[
\leq \sum_{p \in J^{\ell}} \| \sigma W_{j_{\ell}} \cdots \sigma W_{j_1} f \|_H^2
\]

\[
\leq \| f \|_H^2,
\]

with the last inequality following from the inductive assumption.

To prove the second inequality, let \( t_1 := \left( \sum_{p \in J^{\ell}} \| U[p] f - U'[p] f \|_H^2 \right)^{1/2} \). Since \( \sigma \) is nonexpansive, the definition of \( A \) implies \( t_1 \leq A \| f \|_H \). Now, by induction, suppose the result holds for \( \ell \). Then, recalling that \( U[p] = \sigma W_{j_{\ell}} \cdots \sigma W_{j_1} \), we have

\[
t_{\ell+1} = \left( \sum_{p \in J^{\ell+1}} \| \sigma W_{j_{\ell+1}} \cdots \sigma W_{j_1} f - \sigma W'_{j_{\ell+1}} \cdots \sigma W'_{j_1} f \|_H^2 \right)^{1/2}
\]

\[
\leq \left( \sum_{p \in J^{\ell+1}} \| (W_{j_{\ell+1}} - W'_{j_{\ell+1}}) \sigma W_{j_\ell} \cdots \sigma W_{j_1} f \|_H^2 \right)^{1/2}
\]

\[
+ \left( \sum_{p \in J^{\ell+1}} \| W'_{j_{\ell+1}} (\sigma W_{j_\ell} \cdots \sigma W_{j_1} f - \sigma W'_{j_\ell} \cdots \sigma W'_{j_1} f) \|_H^2 \right)^{1/2}
\]

\[
\leq A \left( \sum_{p \in J^{\ell+1}} \| \sigma W_{j_{\ell}} \cdots \sigma W_{j_1} f \|_H^2 \right)^{1/2}
\]

\[+ C \left( \sum_{p \in J^{\ell+1}} \| \sigma W_{j_{\ell}} \cdots \sigma W_{j_1} f - \sigma W'_{j_{\ell}} \cdots \sigma W'_{j_1} f \|_H^2 \right)^{1/2}
\]

\[
\leq A \| f \|_H + t_1 C \| f \|_H
\]
Therefore, applying (32) and Lemma 9 yields
\[ t_\ell \leq A \sum_{k=0}^{\ell-1} C^k \|f\|_H. \]

Therefore,
\[ t_{\ell+1} \leq A \|f\|_H + A \sum_{k=0}^{\ell-1} C^{k+1} \|f\|_H = A \sum_{k=0}^{\ell} C^k \|f\|_H. \]

Squaring both sides completes the proof of the second inequality. \(\square\)

## H The Proof of Theorem 8

**Proof.** Let \( \zeta \in G \), and let \( X_\zeta \) be as in (16). By (32), we have \( \overline{S} \|f\| = \overline{S} f \).

Therefore, we may use the definitions of the nonwindowed scattering transform to see that for each path \( p \) we have
\[
|\overline{S}[p] f - \overline{S}[p] \tilde{f}| = |\overline{S}(\zeta)| [p] V_\zeta f - \overline{S}[p] \tilde{f} | \
\leq |\langle f, \varphi_0^{(c)} \rangle_H| - |\langle U'[p] \tilde{f}, \varphi_0^{(c)} \rangle_H| \leq |\langle f, \varphi_0^{(c)} \rangle_H| - |\langle U'[p] \tilde{f}, \varphi_0^{(c)} \rangle_H| \leq |\langle f, \varphi_0^{(c)} \rangle_H| - |\langle U'[p] \tilde{f}, \varphi_0^{(c)} \rangle_H| \leq I[p] + II[p] + III[p].
\]

To bound I[p], we use the Cauchy Schwarz inequality to observe
\[
|\langle f, \varphi_0^{(c)} \rangle_H| - |\langle U'[p] \tilde{f}, \varphi_0^{(c)} \rangle_H| \leq \langle f, \varphi_0^{(c)} \rangle_H - |\langle U'[p] \tilde{f}, \varphi_0^{(c)} \rangle_H| \leq |\langle f, \varphi_0^{(c)} \rangle_H| - |\langle U'[p] \tilde{f}, \varphi_0^{(c)} \rangle_H| \leq I[p] + II[p] + III[p].
\]

Therefore, applying (32) and Lemma 9 yields
\[
\sum_{p \in J^*} I[p]^2 \leq 2C\zeta \|f - \tilde{f}\|^2_H + 2\|W^{(f)} - W^{(\tilde{f})}\|^2_H \left( \sum_{k=0}^{\ell-1} \|W^{(k)}\|^2_H \right)^2 \|\tilde{f}\|^2_H. \tag{60}
\]

For II[p], we again use the Cauchy Schwarz inequality and (23) to see
\[
|\langle U'[p] \tilde{f}, \varphi_0^{(c)} \rangle_H| \leq R(H^{(f)}, H') \|f\|^2_H \|U'[p] \tilde{f}\|_H.
\]

Therefore, again applying Lemma 9 implies
\[
\sum_{p \in J^*} II[p]^2 \leq R(H^{(f)}, H')^2 \|f\|^2_H \|\tilde{f}\|^2_H. \tag{61}
\]

Lastly, to bound III[p], we note that by (24) and the Cauchy Schwarz inequality, we have
\[
|\langle U'[p] \tilde{f}, \varphi_0^{(c)} \rangle_H| \leq \kappa(H', H^{(c)}) \|U'[p] \tilde{f}\|_H \|\varphi_0^{(c)}\|_H \leq \kappa(H', H^{(c)}) \|U'[p] \tilde{f}\|_H.
\]
and so summing over $p$ and once more applying Lemma 9 gives

$$\sum_{p \in J^I} III[p]^2 \leq \kappa(\mathcal{H}', \mathcal{H}^{(c)}) \|\tilde{f}\|_{\mathcal{H}'}.$$ 

Therefore, combining this with (60) and (61) yields

$$\sum_{p \in J^I} |S[p]f - \tilde{S}[p]\tilde{f}|^2 \leq 3 \left(2C_L\|Vc - \tilde{f}\|_{\mathcal{H}^{(c)}}^2 + R(\mathcal{H}^{(c)}, \mathcal{H}')^2\|\phi_0\|_{\mathcal{H}'}^2\|\tilde{f}\|_{\mathcal{H}'}^2 + 2\|W^{(c)} - W'\|_{\mathcal{H}^{(c)}}^2 \left(\sum_{k=0}^{\ell-1} \|W'\|_{\mathcal{H}^{(c)}}^k\right)^2 \|\tilde{f}\|_{\mathcal{H}^{(c)}}^2 + \kappa(\mathcal{H}', \mathcal{H}^{(c)}) \|\tilde{f}\|_{\mathcal{H}'}^2 \right).$$

The result follows by taking the infimum over $\zeta \in \mathcal{G}$. \qed

# I The Proof of Lemma 4

**Proof.** By definition, we have

$$H_t f(x) - H^c_t f(x)$$

$$= \int_X h_t(x, y)f(y)d\mu(y) - \int_X h_t^c(x, y)f(y)d\mu(y)$$

$$= \int_X \sum_{k=0}^{\infty} e^{-t\mu_k} \phi_k(x)f(y)d\mu(y) - \int_X \sum_{k=0}^{\kappa} e^{-t\mu_k} \phi_k(x)f(y)d\mu(y)$$

$$= \int_X \sum_{k=\kappa+1}^{\infty} e^{-t\mu_k} \phi_k(x)f(y)d\mu(y)$$

$$= \sum_{k=\kappa+1}^{\infty} e^{-t\mu_k} \langle \phi_k, f \rangle_{L^2(X)} \phi_k(x).$$

Therefore, since the $\phi_k$ form an orthonormal basis, twice applying Plancherel’s theorem implies that

$$\|H^c_t f(x) - H_t f(x)\|_{L^2(X)}^2 = \sum_{k=\kappa+1}^{\infty} e^{-2t\mu_k} |\langle \phi_k, f \rangle_{L^2(X)}|^2$$

$$\leq e^{-2t\mu_{\kappa+1}} \sum_{k=\kappa+1}^{\infty} |\langle \phi_k, f \rangle_{L^2(X)}|^2$$

$$\leq e^{-2t\mu_{\kappa+1}} \|f\|_{L^2(X)}^2.$$ 

This completes the proof of (39). To prove (40), we note that (62) implies

$$\|H^c_t f - H_t f\|_{L^\infty} \leq \sup_{x, y \in X} \sum_{k=\kappa+1}^{\infty} e^{-t\mu_k} \phi_k(x)\phi_k(y) \|f\|_{L^\infty}.$$
In [26], the proof of Theorem 3, it is shown that
\[
\sup_{x, y \in \mathcal{X}} \left| \sum_{k = -1}^{\infty} e^{-t\|x\|_{\infty}} \varphi_k(x) \varphi_k(y) \right| \leq C \xi e^{-C\xi t} \leq C
\]
and so the result follows. \( \square \)

J The Proof of Lemma 5

Proof. Let \( f, g \in C(\mathcal{X}) \), and define random variables \( X_i = f(x_i)g(x_i) \). Since the \( x_i \) are sampled i.i.d. uniformly at random, we have
\[
\langle \rho f, \rho g \rangle_2 = \frac{1}{N} \sum_{i=0}^{N-1} X_i
\]
and (34) implies
\[
\mathbb{E} \left( \frac{1}{N} \sum_{i=0}^{N-1} X_i \right) = \langle f, g \rangle_{L^2(\mathcal{X})}.
\]
Therefore, by Hoeffding’s inequality, we have
\[
P \left( \left| \langle \rho f, \rho g \rangle_2 - \langle f, g \rangle_{L^2(\mathcal{X})} \right| > \eta \right) = \mathbb{P} \left( \left| \frac{1}{N} \left( \sum_{i=0}^{N-1} X_i - \mathbb{E} \sum_{i=0}^{N-1} X_i \right) \right| > \eta \right)
\leq \mathbb{P} \left( \left| \sum_{i=0}^{N-1} X_i - \mathbb{E} \sum_{i=0}^{N-1} X_i \right| > N\eta \right)
\leq 2 \exp \left( -\frac{2N^2\eta^2}{4N \|fg\|_{\infty}^2} \right)
= 2 \exp \left( -\frac{N\eta^2}{2\|fg\|_{\infty}^2} \right).
\]
The result now follows by setting \( \eta = \sqrt{\frac{18\log N}{N \|fg\|_{\infty}}} \). \( \square \)

K The Proof of Remark 8

To see this we note that the term \( \alpha_k \) in Theorem 5.4 of [14] is first introduced in Proposition 5.2. We observe, by Equation (42), that
\[
\left| \left( u_k^{N,\epsilon} \right)^T v_k - 1 \right| = \frac{1}{|\alpha_k|} - 1 = O(|\text{Err}_{\text{norm}}| + \text{Err}_{\text{pt}}^2).
\]
(Please see [14] for the definitions of \( \text{Err}_{\text{norm}} \) and \( \text{Err}_{\text{pt}}^2 \).) Since \( |\alpha_k| \) converges to 1, for sufficiently large \( N \), we have
\[
\frac{1}{2} |\alpha_k| - 1 \leq \left| \frac{1}{|\alpha_k|} - 1 \right| \leq 2 |\alpha_k| - 1
\]
and therefore, we also have that
\[
|\alpha_k| - 1 = O(|\text{Err}_{\text{norm}}| + \text{Err}_{\text{pt}}^2).
\]
Immediately prior to Equation 42, the authors note
\[ \text{Err}_{\text{norm}} = O\left(\sqrt{\frac{\log(N)}{N}}\right), \]
and Equation 40 shows that
\[ \text{Err}_{\text{pt}} = O(\epsilon) + O\left(\sqrt{\frac{\log(N)}{N^{d/2+1}}}\right). \]
In particular, if we set \( \epsilon \sim N^{-2/(d+6)} \) we have
\[ \text{Err}_{\text{pt}} = O(N^{-2/(d+6)}) + O\left(\sqrt{\frac{\log(N)}{N^{4/(d+6)}}}\right) = O\left(\sqrt{\frac{\log(N)}{N^{4/(d+6)}}}\right). \]

\textbf{L} \hspace{1em} \text{The Proof of Theorem 10 and Corollary 1}

\textit{Proof of Theorem 10.} To avoid cumbersome notation, within this proof we will drop explicit dependence on \( N \) and \( \epsilon \) and simply write \( \lambda_k \) in place of \( \lambda_{N,\epsilon}^k \).

Let \( \tilde{u}_k = \text{sgn}(\alpha_k)u_k \) where \( \text{sgn} \) is the standard signum function. Then,
\[
H_{N,\epsilon,\kappa,t}(\rho f) - \rho H_{\kappa}^t f
\]
\[
= \sum_{k=0}^{\kappa} e^{-\lambda_k t} u_k u_k^T \rho f - \rho \sum_{k=0}^{\kappa} e^{-\mu_k t} \langle f, \varphi_k \rangle_{L^2(X)} \varphi_k
\]
\[
= \sum_{k=0}^{\kappa} e^{-\lambda_k t} \tilde{u}_k \tilde{u}_k^T \rho f - \rho \sum_{k=0}^{\kappa} e^{-\mu_k t} \langle f, \varphi_k \rangle_{L^2(X)} \varphi_k
\]
\[
= \sum_{k=0}^{\kappa} e^{-\lambda_k t} \langle \tilde{u}_k, \rho f \rangle_2 \tilde{u}_k - \sum_{k=0}^{\kappa} e^{-\mu_k t} \langle f, \varphi_k \rangle_{L^2(X)} v_k
\]
\[
= \sum_{k=0}^{\kappa} (e^{-\lambda_k t} - e^{-\mu_k t}) \langle \tilde{u}_k, \rho f \rangle_2 \tilde{u}_k
\]
\[
+ \sum_{k=0}^{\kappa} e^{-\mu_k t} \left( \langle \tilde{u}_k, \rho f \rangle_2 - \langle f, \varphi_k \rangle_{L^2(X)} \right) \tilde{u}_k
\]
\[
+ \sum_{k=0}^{\kappa} e^{-\mu_k t} \langle f, \varphi_k \rangle_{L^2(X)} (\tilde{u}_k - v_k). \tag{63}
\]

Since \( |\text{sgn}(\alpha_k)| = 1 \), \( \{\tilde{u}_k\}_{k=0}^{\kappa} \) is an orthonormal basis for the span of \( \{u_k\}_{k=0}^{\kappa} \). Therefore, to bound the first of the above terms, we may apply Parseval’s theorem.
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To see
\[
\| \sum_{k=0}^{\kappa} (e^{-\lambda_k t} - e^{-\mu_k t}) (\tilde{u}_k, \rho f) \|_2^2
\]
\[
= \sum_{k=0}^{\kappa} |e^{-\lambda_k t} - e^{-\mu_k t}|^2 |(\tilde{u}_k, \rho f)|_2^2
\]
\[
\leq \max_{0 \leq k \leq \kappa} |e^{-\lambda_k t} - e^{-\mu_k t}|^2 \sum_{k=0}^{\kappa} |(\tilde{u}_k, \rho f)|_2^2
\]
\[
\leq \max_{0 \leq k \leq \kappa} |e^{-\lambda_k t} - e^{-\mu_k t}|^2 \| \rho f \|_2^2.
\] (64)

By Theorem 9, we have
\[
\max_{0 \leq k \leq \kappa} |e^{-\lambda_k t} - e^{-\mu_k t}| \leq t \max_{0 \leq k \leq \kappa} |\lambda_k - \mu_k|
\]
\[
= tO(N^{-2/(d+6)})
\] (65)
with probability at least \(1 - O(N^{-9})\).

By Lemma 5 we have
\[
\| \rho f \|_2^2 \leq \| f \|_{L^2(X)}^2 + \sqrt{\frac{18 \log N}{N}} \| f \|_\infty
\]
with probability at least \(1 - 2/\sqrt{N}\). Therefore, combining (64) and (65), yields
\[
\left\| \sum_{k=0}^{\kappa} (e^{-\lambda_k t} - e^{-\mu_k t}) (\tilde{u}_k, \rho f) \right\|_2^2
\]
\[
\leq \max_{0 \leq k \leq \kappa} |e^{-\lambda_k t} - e^{-\mu_k t}|^2 \| \rho f \|_2^2
\]
\[
\leq t^2 \left( \| f \|_{L^2(X)}^2 + \sqrt{\frac{18 \log N}{N}} \| f \|_\infty \right) \mathcal{O}(N^{-4/(d+6)})
\] (66)
with probability at least \(1 - \mathcal{O}\left(\frac{1}{\sqrt{N}}\right)\).

To bound the second term from (63), we use Parseval’s Identity to see
\[
\left\| \sum_{k=0}^{\kappa} e^{-\mu_k t} (\langle \tilde{u}_k, \rho f \rangle - \langle f, \varphi_k \rangle_{L^2(X)}) \tilde{u}_k \right\|_2^2
\]
\[
\leq \sum_{k=0}^{\kappa} |\langle \tilde{u}_k, \rho f \rangle - \langle f, \varphi_k \rangle_{L^2(X)}|^2
\]
\[
\leq 2 \sum_{k=0}^{\kappa} (|\langle \tilde{u}_k, \rho f \rangle|^2 + |\langle \varphi_k, \rho f \rangle|^2 + |\langle f, \varphi_k \rangle_{L^2(X)}|^2)
\]
\[
\leq 2 \sum_{k=0}^{\kappa} (\| \tilde{u}_k - v_k \|_2^2 + \| \rho \varphi_k, \rho f \|_2^2 + |\langle f, \varphi_k \rangle_{L^2(X)}|^2).
\] (67)

By Remark 8,
\[
\max \left\{ \left| \alpha_k \right| - 1, \left| \frac{1}{\alpha_k} - 1 \right| \right\} \leq O \left( \sqrt{\frac{\log N}{N}} \right) + O \left( \frac{\log(N)}{N^{\gamma/(d+\delta)}} \right).
\]

Therefore,
\[
\left( \frac{\left| \alpha_k \right| - 1}{\alpha_k} \right)^2 \leq O \left( \frac{\log N}{N} \right) + O \left( \frac{\log(N)^2}{N^{\gamma/(d+\delta)}} \right),
\]

and so we may recall the definition of \( \tilde{u}_k \), and use Theorem 9 to see
\[
\| \tilde{u}_k - v_k \|_2 = \| \text{sgn}(\alpha_k)u_k - v_k \|_2 \\
= \frac{1}{\alpha_k^2} \|\alpha_k |u_k - \alpha_k v_k| \|_2^2 \\
\leq 2 \left( \frac{\left| \alpha_k \right| - 1}{\alpha_k} \right)^2 + \left( \frac{2}{\alpha_k^2} \|u_k - \alpha_k v_k \|_2^2 \right) \\
\leq O \left( \frac{\log N}{N} \right) + O \left( \frac{\log(N)^2}{N^{\gamma/(d+\delta)}} \right) + O(\lambda^4 \log(N)) \\
= O(N^{-\frac{4}{d}} \log N). \tag{68}
\]

As noted earlier, by Lemma 5, we have
\[
\| \rho f \|_2^2 \leq \| f \|_{L^2(X)}^2 + \sqrt{18 \log \frac{N}{N}} \| f \|_\infty^2
\]
with probability at least \( 1 - \frac{2}{N^\eta} \) and again applying Lemma 5 we have
\[
\| \langle \rho \varphi_k, \rho f \rangle \|_2^2 - \| \langle f, \varphi_k \rangle \|_{L^2(X)} \| \leq \sqrt{18 \log \frac{N}{N}} \| f \varphi_k \|_\infty
\]
with probability at least \( 1 - \frac{2}{N^\eta} \).

It is known (see, e.g., [62]) that \( \| \varphi_k \|_\infty \leq C \lambda_k^{(d-1)/4} \). Weyl’s asymptotic formula (see e.g. [13] Theorem 72) implies that \( \lambda_k \leq C \lambda_k^{2/d} \). Therefore,
\[
\| \varphi_k \|_\infty \leq C \lambda_k^{\frac{d-1}{2}} = C \lambda_k^{(d-1)/2d} = O(1),
\]
where the final equality uses the fact that the implied constants depend on \( \kappa \) and
the geometry of $X$. Therefore, by (67),

$$
\| \sum_{k=0}^{\kappa} e^{-\mu_k t} \left( (\tilde{u}_k, \rho f)_{L^2(X)} - (f, \varphi_k)_{L^2(X)} \right) \tilde{u}_k \|^2_2
\leq 2 \sum_{k=0}^{\kappa} (\| \tilde{u}_k - v_k \|^2_2 \| \rho f \|^2_2 + (\rho \varphi_k, \rho f)_{L^2(X)} - (f, \varphi_k)_{L^2(X)}^2)
\leq \kappa \left( O(N^{-\frac{4}{3\pi}} \log N) \left( \| f \|^2_{L^2(X)} + \sqrt{\frac{18 \log N}{N}} \| f \|^2_{\infty} \right) + O \left( \frac{\log N}{N} \right) \max_{0 \leq k \leq \kappa} \| f \varphi_k \|^2_{\infty} \right)
\leq \kappa \left( O(N^{-\frac{4}{3\pi}} \log N) \left( \| f \|^2_{L^2(X)} + \sqrt{\frac{\log N}{N}} \| f \|^2_{\infty} \right) + O \left( \frac{\log N}{N} \right) \kappa^{(d-1)/d} \| f \|^2_{\infty} \right)
\leq O \left( \frac{\log N}{N} \right) \| f \|^2_{L^2(X)} + \left( O \left( \frac{(\log N)^{3/2}}{N^{\frac{4}{3\pi} + \frac{1}{2}}} \right) + O \left( \frac{\log N}{N} \right) \right) \| f \|^2_{\infty}.
$$

(69)

Finally, to bound the third term in (63), we use (68) to see

$$
\| \sum_{k=0}^{\kappa} e^{-\mu_k t} (f, \varphi_k)_{L^2(X)} (\tilde{u}_k - v_k) \|^2_2
\leq \kappa \sum_{k=0}^{\kappa} |(f, \varphi_k)_{L^2(X)}|^2 \| \tilde{u}_k - v_k \|^2_2
\leq \kappa \max_{0 \leq k \leq \kappa} \| \tilde{u}_k - v_k \|^2_2 \| f \|^2_{L^2(X)}
\leq O(N^{-\frac{4}{3\pi}} \log(N)) \| f \|^2_{L^2(X)}.
$$

(70)

Combining (66), (69), and (70) with (63) implies that in the case $d \geq 2$ we have
\[ ||H_{N, \kappa, t} f - \rho H_t^\kappa f||_2^2 \leq 3 \sum_{k=0}^{\infty} (e^{-\lambda_k^N t} - e^{-\mu_k t}) (\tilde{u}_k, \rho f)_2 \tilde{u}_k^2 \]
\[ + 3 \sum_{k=0}^{\infty} e^{-\mu_k t} (\tilde{u}_k, \rho f)_2 - (f, \varphi_k)_{L^2(X)} \tilde{u}_k^2 \]
\[ + 3 \sum_{k=0}^{\infty} e^{-\mu_k t} (f, \varphi_k)_{L^2(X)} (\tilde{u}_k - v_k)^2 \]
\[ \leq t^2 \left( ||f||_{L^2(X)}^2 + \sqrt{\frac{\log N}{N}} ||f||_\infty^2 \right) O(N^{-4/(d+6)}) \]
\[ + O\left( \frac{\log N}{N^{\frac{d}{d+6}}} ||f||_{L^2(X)}^2 + O\left( \frac{(\log N)^{3/2}}{N^{\frac{d}{d+6}} + \frac{1}{2}} \right) ||f||_\infty^2 \right) \]
\[ + O(N^{\frac{d}{d+6}} \log(N)) ||f||_{L^2(X)}^2 \]
\[ \leq \max\{t^2, 1\} \left( O\left( \frac{\log N}{N^{\frac{d}{d+6}}} ||f||_{L^2(X)}^2 + O\left( \frac{(\log N)^{3/2}}{N^{\frac{d}{d+6}} + \frac{1}{2}} \right) ||f||_\infty^2 \right) \right) \]
\[ = \max\{t^2, 1\} O\left( \frac{\log N}{N^{\frac{d}{d+6}}} \right) \left( ||f||_{L^2(X)}^2 + \sqrt{\frac{\log N}{N}} ||f||_\infty^2 \right) \]  \hspace{1cm} (71)

where in (71) we used the fact that \( d \geq 2 \). Repeating the final string of inequalities in the case where \( d = 1 \), we instead obtain
\[ ||H_{N, \kappa, t} f - \rho H_t^\kappa f||_2^2 \leq \max\{t^2, 1\} \left( O\left( \frac{\log N}{N^{\frac{d}{d+6}}} \right) ||f||_{L^2(X)}^2 + O\left( \frac{\log N}{N} \right) ||f||_\infty^2 \right) \]
as desired. \( \square \)

**Proof of Corollary 1.** We first note that
\[ ||H_{N, \kappa, t} f - \rho H_t^\kappa f||_2^2 \leq 2||H_{N, \kappa, t} f - \rho H_t^\kappa f||_2^2 + 2||\rho H_t f - \rho H_t^\kappa f||_2^2. \]
Lemma 5 implies that with probability at least \( 1 - O\left( \frac{1}{N^\eta} \right) \)
\[ ||\rho(H_t f - H_t^\kappa f)||_2^2 \leq ||H_t f - H_t^\kappa f||_{L^2(X)}^2 + ||H_t f - H_t^\kappa f||_\infty^2 \sqrt{\frac{18 \log N}{N}}. \]
Therefore, applying Lemma 4 implies
\[ ||\rho(H_t f - H_t^\kappa f)||_2^2 \leq e^{-2\mu_{\alpha+1}} ||f||_{L^2(X)}^2 + O\left( \sqrt{\frac{\log N}{N}} \right) ||f||_\infty^2. \]
Applying Theorem 10 thus completes the proof. \( \square \)

**M The Proof of Theorem 12**

In order to prove Theorem 12, we will need two lemmas.
Lemma 10. Let \( f \in L^2(X) \), and let \( p = (j_1, \ldots, j_m) \) be a path of length \( m \), then
\[
\|U[p]f\|_\infty \leq 2^m \|f\|_\infty.
\]

Proof of Lemma 10. Young’s inequality and (35) implies that for all \( t > 0 \) we have
\[
\|H_t f\|_\infty \leq \|f\|_\infty.
\]
Therefore, the case where \( m = 1 \) follows from the triangle inequality and the fact that \( \sigma \) is non-expansive. The general case follows from the fact that \( \|U[j_1, \ldots, j_m] = U[j_m] \ldots U[j_1] \). \( \square \)

Lemma 11. For all \( x, y \in \mathbb{R}^N \) and all \( 0 \leq j \leq J \) we have
\[
\|A_{j,N}x - A_{j,N}y\|_2 \leq \|x - y\|_2
\]
and
\[
\|U_N[j]x - U_N[j]y\|_2 \leq \|W_{j,N}x - W_{j,N}y\|_2 \leq \|x - y\|_2.
\]

Proof. By construction we have, for \( 1 \leq j \leq J \)
\[
W_{j,N}x - W_{j,N}y = (H_{N,\epsilon,\kappa,2j-1} - H_{N,\epsilon,\kappa,2j})(x - y)
\]
\[
= \sum_{k=0}^{K} (e^{-\lambda_k^{N,\epsilon}2^{j-1}} - e^{-\lambda_k^{N,\epsilon}2^{j}}) u_k u_k^T (x - y).
\]
Therefore, the fact that \( \|W_{j,N}x - W_{j,N}y\|_2 \leq \|x - y\|_2 \) follows from the fact that the vectors \( \{u_k\}_{k=0}^{K} \) are an orthonormal basis for their span and the fact that
\[
|e^{-\lambda_k^{N,\epsilon}2^{j-1}} - e^{-\lambda_k^{N,\epsilon}2^{j}}| \leq 1.
\]
The bounds for \( W_{0,N} \) and \( A_{j,N} \) follow similarly and the bound for \( U_N[j] \) follows from the fact that \( \sigma \) is non-expansive. \( \square \)

Proof of Theorem 12. We argue by induction on \( m \). To establish the base case, we let \( p = (j_1) \) and observe that \( \sigma \) commutes with \( \rho \). Therefore, we have
\[
\|U_N[j_1] \rho f - \rho U_N[j_1] f\|_2^2 = \|\sigma W_{j_1,N} \rho f - \rho \sigma W_{j_1} f\|_2^2
\]
\[
= \|\sigma W_{j_1,N} \rho f - \sigma \rho W_{j_1} f\|_2^2 \leq \|W_{j_1,N} \rho f - \rho W_{j_1} f\|_2^2,
\]
where the final inequality follows from the fact that \( \sigma \) is non-expansive. Therefore, the case where \( m = 1 \) now follows from from Theorem 11.

Now suppose the theorem is true for \( m - 1 \). Let \( p = (j_1, \ldots, j_m) \) be a path of length \( m \). Let \( p_{m-1} = (j_1, \ldots, j_{m-1}) \) so that \( U[p] = U[j_m]U[p_{m-1}] \) and \( U_N[p] = U_N[j_m]U_N[p_{m-1}] \). Then,
\[
\|U_N[p] \rho f - \rho U[p] f\|_2^2
= \|U_N[j_m]U_N[p_{m-1}] \rho f - \rho U_N[j_m]U_N[p_{m-1}] f\|_2^2
\]
\[
= \|U_N[j_m]U_N[p_{m-1}] \rho f - U_N[j_m] \rho U[p_{m-1}] f + U_N[j_m] \rho U[p_{m-1}] f - \rho U[j_m]U_N[p_{m-1}] f\|_2^2
\]
\[
\leq 2 \|U_N[j_m] \rho U[p_{m-1}] f - \rho U[j_m]U_N[p_{m-1}] f\|_2^2 + 2 \|U_N[j_m] \rho U[p_{m-1}] f - \rho U[j_m]U_N[p_{m-1}] f\|_2^2
\]
\[
\leq 2 \|U_N[p_{m-1}] \rho f - \rho U[p_{m-1}] f\|_2^2 + 2 \|U_N[j_m] \rho U[p_{m-1}] f - \rho U[j_m]U_N[p_{m-1}] f\|_2^2,
\]
where in the final inequality we used Lemma 11. The term \( \| U_N[j_{m-1}] \rho f - \rho U_N[j_{m-1}] f \|_2 \) may be immediately bounded by the inductive hypothesis. Moreover, we may also apply the inductive hypothesis with \( U[j_{m-1}] f \) in place of \( f \) to see
\[
\| U_N[j_{m}] \rho U[j_{m-1}] f - \rho U[j_{m}] U[j_{m-1}] f \|_2^2 \\
\leq 2^{2^t} \left( O \left( \frac{\log N}{N^{\frac{3}{2n}}} \right) + O(e^{-m^{n+1}}) \right) \| U[j_{m-1}] f \|_{L^2(X)}^2 + O \left( \sqrt{\frac{\log N}{N}} \right) \| U[j_{m-1}] f \|_\infty^2
\]
Iteratively applying Proposition 1 implies that \( \| U[j_{m-1}] f \|_{L^2(X)} \leq \| f \|_{L^2(X)} \) and Lemma 10 implies \( \| U[j_{m-1}] f \|_\infty \leq 2^{m-1} \| f \|_\infty \). Therefore, the result follows.

\[ \square \]

N The Proofs of Theorems 13 and 14

The Proof of Theorem 13.

\[
\| S_{J,N}[p] \rho f - \rho S_{J}[p] f \|_2^2 \\
= \| A_{J,N} U_{J,N}[p] \rho f - \rho A_{J} U[p] f \|_2^2 \\
\leq 2 \| A_{J,N} U_{J,N}[p] \rho f - A_{J,N} \rho U[p] f \|_2^2 + 2 \| A_{J,N} \rho U[p] f - \rho A_{J} U[p] f \|_2^2 \\
\leq 2 \| A_{J,N} \|_2 \| U_{J,N}[p] \rho f - \rho U[p] f \|_2^2 + 2 \| A_{J,N} \rho U[p] f - \rho A_{J} U[p] f \|_2^2 \\
\leq 2 \| U_{J,N}[p] \rho f - \rho U[p] f \|_2^2 + 2 \| A_{J,N} \rho U[p] f - \rho A_{J} U[p] f \|_2^2,
\]
where the last inequality uses Lemma 11. To bound \( \| A_{J,N} \|_2 \| U_{J,N}[p] \rho f - \rho U[p] f \|_2^2 \), we may apply Theorem 12. To bound the second term, we apply Corollary 1 with \( t = 2^J \) to obtain
\[
\| A_{J,N} \rho U[p] f - \rho A_{J} U[p] f \|_2^2 \\
\leq 2^{2^J} \left( O \left( \frac{\log N}{N^{\frac{3}{2n}}} \right) + O(e^{-2^{2^J} + 1}m^{n+1}) \right) \| f \|_{L^2(X)}^2 + O \left( \sqrt{\frac{\log N}{N}} \right) \| f \|_\infty^2.
\]
Iteratively applying Proposition 1 implies that \( \| U[j_{m-1}] f \|_{L^2(X)} \leq \| f \|_{L^2(X)} \) and Lemma 10 implies \( \| U[j_{m-1}] f \|_\infty \leq 2^{m-1} \| f \|_\infty \). Therefore, the result follows.

\[ \square \]

The Proof of Theorem 14. Let \( \alpha_0 \) be the scalar from Theorem 9 with \( k = 0 \). By Remark 1, and the definition of the non-windowed scattering coefficients, we may assume without loss of generality that \( \alpha_0 \) is non-negative (since \( -\phi_0 \) is also an eigenfunction). Thus, recalling that \( \phi_0 = \rho \phi_0 \), we see that by the definition of the non-windowed scattering coefficients, the triangle inequality, and the Cauchy-
Schwarz inequality we have
\[
|\langle S_N p f - S p f \rangle| \leq \langle (U_N p p f, v_0)_{L^2(\mathcal{H})} \rangle
\]
\[
\leq \langle (U_N p p f, u_0) - \langle (U p [p] f, v_0)_{L^2(\mathcal{H})} \rangle \rangle - \langle (\rho U [p] f, v_0)_{L^2(\mathcal{H})} \rangle
\]
\[
= \langle (U p [p] f, u_0) - \langle \frac{1}{\alpha_0} \rho U [p] f, v_0 \rangle_{L^2(\mathcal{H})} \rangle - \langle (\rho U [p] f, v_0)_{L^2(\mathcal{H})} \rangle
\]
\[
\leq \langle (U_N p p f, u_0 - \alpha_0 v_0)_{L^2(\mathcal{H})} \rangle + \langle (\rho U [p] f, v_0)_{L^2(\mathcal{H})} \rangle
\]
\[
\leq \|U_N p f\|_2 \|u_0 - \alpha_0 v_0\|_2 + \|U_N p p f - \frac{1}{\alpha_0} \rho U [p] f\|_2 \|\alpha_0 v_0\|_2 + \langle (\rho U [p] f, v_0)_{L^2(\mathcal{H})} \rangle
\]
\[
(73)
\]

Lemmas 5 and 11 together with the inequality \(\sqrt{a^2 + b^2} \leq |a| + |b|\) imply

\[
\|U_N p f\|_2 \leq \|p f\|_2 \leq \|f\|_{L^2(\mathcal{H})} + \left( \frac{18 \log N}{N} \right)^{1/4} \|f\|_{\infty}
\]

with probability at least \(1 - O \left( \frac{1}{N^{1/4}} \right)\) and Theorem 9 implies that

\[
\|u_0 - \alpha_0 v_0\|_2 = O \left( N^{-1/4} \sqrt{\log N} \right),
\]

again with probability at least \(1 - O \left( \frac{1}{N^{1/4}} \right)\). Therefore,

\[
\|U_N p f\|_2 \|u_0 - \alpha_0 v_0\|_2 \leq O \left( N^{-1/4} \sqrt{\log N} \right) \|f\|_{L^2(\mathcal{H})} + O \left( N^{-1/4} \frac{\log N}{N} \right)^{3/4} \|f\|_{\infty}.
\]

(74)

Theorem 9 shows that \(|\alpha_0| = 1 + o(1)\), and (34) implies that \(\|\varphi_0\|_{L^2(\mathcal{H})} = \|\varphi_0\|_{\infty} = 1\). Therefore, Lemma 5 implies

\[
\|\alpha_0 v_0\|_2 \leq (1 + o(1)) \|\rho \varphi_0\|_2 \leq (1 + o(1)) \left( \|\varphi_0\|_{L^2(\mathcal{H})}^2 + \sqrt{\frac{\log N}{N}} \|\varphi_0\|_{\infty}^2 \right) = O(1).
\]

(75)

Proposition 1 and a simple induction argument implies \(\|U[p] f\|_{L^2(\mathcal{H})} \leq \|f\|_{L^2(\mathcal{H})}\).

and Remark 8 implies

\[
\left| \frac{1}{\alpha_k} - 1 \right| \leq O \left( \sqrt{\frac{\log N}{N}} \right) + O \left( \frac{\log N}{N^{1/4} \alpha_k} \right).
\]
Therefore, by Theorem 12, Lemma 5, and Lemma 10, we have

\[
\|U_N[p] \rho f - \frac{1}{\alpha_0} \rho U[p] f\|_2 \leq \|U_N[p] \rho f - \rho U[p] f\|_2 + \left| \frac{1}{\alpha_0} - 1 \right| \|\rho U[p] f\|_2 \\
\leq 2^J \left[ (\mathcal{O} \left( \frac{\sqrt{\log N}}{N^{\frac{1}{2} + \frac{1}{4}}} \right) + \mathcal{O}(e^{-\mu \kappa + \frac{1}{2}}) \right) \|f\|_{L^2(\mathcal{X})} + \mathcal{O} \left( \left( \frac{\log N}{N} \right)^{1/4} \right) \|f\|_{\infty} \\
+ \left( \mathcal{O} \left( \sqrt{\frac{\log N}{N}} \right) \right) \|f\|_{L^2(\mathcal{X})} \\
+ \left( \mathcal{O} \left( \frac{\log N}{N} \right)^{3/4} \right) \|f\|_{\infty} \\
+ \left( \mathcal{O} \left( \frac{\log N}{N} \right)^{1/4} \right) \|f\|_{\infty} \cdot \left( \frac{\log N}{N} \right)^{1/4} \|f\|_{\infty} \right].
\]

Lastly, we again apply Lemma 5 and Lemma 10 to see that

\[
|\langle \rho U[p] f, \rho \varphi_0 \rangle_2 - \langle U[p] f, \varphi_0 \rangle_{L^2(\mathcal{X})}| = \mathcal{O} \left( \sqrt{\frac{\log N}{N}} \right) \|U[p] f \varphi_0\|_{\infty}
\]

\[
= \mathcal{O} \left( \sqrt{\frac{\log N}{N}} \right) \|f\|_{\infty}
\]

with probability at least \(1 - \mathcal{O} \left( \frac{1}{N^{8/7}} \right)\). Combining (73) with (74), (75), (76), and (77) yields

\[
|S_N[p] \rho f - S[p] f| \\
\leq \|U_N \rho f\|_{2} \|u_0 - \alpha_0 v_0\|_{2} + \|U_N[p] \rho f - \frac{1}{\alpha_0} \rho U[p] f\|_{2} \|\alpha_0 v_0\|_{2} + |\langle \rho U[p] f, \rho \varphi_0 \rangle_2 - \langle U[p] f, \varphi_0 \rangle_{L^2(\mathcal{X})}| \\
\leq \mathcal{O} \left( N^{-\frac{3}{2} + \frac{1}{4}} \right) \|f\|_{L^2(\mathcal{X})} + \mathcal{O} \left( N^{-\frac{3}{2} + \frac{1}{4}} (\log N)^{3/4} \right) \|f\|_{\infty}
\]

\[
+ \left( \mathcal{O} \left( \frac{\sqrt{\log N}}{N^{\frac{1}{2} + \frac{1}{4}}} \right) \right) 2^J \|f\|_{L^2(\mathcal{X})} \\
+ \left( \mathcal{O} \left( \frac{\log N}{N} \right)^{3/4} \right) 2^J \|f\|_{\infty} \|f\|_{\infty} \\
+ \mathcal{O} \left( \frac{\log N}{N} \right)^{1/4} \|f\|_{\infty} \right].
\]

\(\square\)

## Details on the Baseline Method

For both biomedical datasets, in our baseline classification method, we first performed \(k\)-means clustering on all cells from all patients (modeled as points in either
The value of $k$ was based on expected subsets of immune cells: for the melanoma data we set $k = 3$ based on expected subsets of CD4$^+$ T helper cells, CD8$^+$ killer T cells, and FOXP3$^+$ T regulatory cells, and in COVID data we again set $k = 3$ based on expected subsets of CD14$^+$CD16$^{++}$ non-classical monocytes, CD14$^+$CD16$^{++}$ intermediate monocytes, and CD14$^+$CD16$^{-}$ classical monocytes. Then, for each patient, we identified the proportion of cells corresponding to that patient lying within each cluster. We then used these features as input to a decision tree classifier.

### P Training Details for Section 7.3

The results for baseline methods presented in Table 3 are taken directly from [78]. Therefore, for a fair comparison, we use the same validation procedure when training our method as was used in [78]. For each of the three meta-graphs, we independently, randomly generated 5 realizations of the DSBM. For each of these realizations, we randomly generated 10 training/test/validation splits. To tune our hyperparameters, $J$, $q$, $c$ and $\gamma$ (the latter two of which are hyperparameters of the SVM), we picked a single realization of each model and performed a grid search, choosing the parameters with the best average validation accuracy over the 10 splits. We then used these hyperparameters for all five realizations of each model (following the standard procedure of training on the training set and testing on the test set, holding out the validation set). The results reported in Table 3 are the test accuracies averaged over both the 5 realizations of each model and the 10 training/test/validation splits (i.e. over all 50 of the test sets). In our search, we selected $J$ from a pool of $\{2, 3, \ldots, 12\}$, magnetic Laplacian charge parameter $q$ from a pool of $\{0, 0.05, 0.10, 0.15, 0.20, 0.25\}$, and SVM parameters from pools of $c \in \{25, 100, 250, 500, 1000\}$ and $\gamma \in \{10^{-5}, 10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}\}$.
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