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Abstract

As a solution towards the numerical sign problem, we propose a novel Hybrid Monte Carlo algorithm, in which molecular dynamics is performed on a continuum set of integration surfaces foliated by the antiholomorphic gradient flow ("the worldvolume of an integration surface"). This is an extension of the tempered Lefschetz thimble method (TLTM), and solves the sign and multimodal problems simultaneously as the original TLTM does. Furthermore, in this new algorithm, one no longer needs to compute the Jacobian of the gradient flow in generating a configuration, and only needs to evaluate its phase upon measurement. To demonstrate that this algorithm works correctly, we apply the algorithm to a chiral random matrix model, for which the complex Langevin method is known not to work.
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1. Introduction

The sign problem is one of the major obstacles to numerical computation in various areas of physics, including finite density QCD [1], quantum Monte Carlo simulations of statistical systems [2], and the numerical simulations of real-time quantum field theories.
There have been proposed many Monte Carlo algorithms towards solving the sign problem, such as those based on the complex Langevin equation \cite{3, 4, 5, 6, 7, 8, 9} and those on Lefschetz thimbles \cite{10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20}, each of which has its own advantage and disadvantage. The advantage to use the Complex Langevin equation is its cheap computational cost, but such algorithms are known to suffer from a notorious problem called the “wrong convergence problem” (giving incorrect results with small statistical errors) for physically important ranges of parameters \cite{6, 7, 9}. On the other hand, although computationally expensive, the algorithms based on Lefschetz thimbles are basically free from the wrong convergence. However, this is the case when and only when a single Lefschetz thimble is relevant for the estimation of observables, because otherwise there can appear another problem of multimodality due to infinitely high potential barriers between different thimbles.

The tempered Lefschetz thimble method (TLTM) \cite{16} is a Lefschetz thimble method that avoids the sign and multimodal problems simultaneously, by introducing a discrete set of integration surfaces (replicas of integration surface) and exchanging configurations between replicas. The TLTM has proved effective and versatile when applied to various models, including \((0 + 1)\)-dimensional massive Thirring model \cite{16}, the two-dimensional Hubbard model away from half filling. The disadvantage of the original TLTM is its computational cost, the cost coming from the computation of the Jacobian and from the additional cost due to the introduction of replicas.

In this paper, as an extension of the TLTM, we propose a novel Hybrid Monte Carlo (HMC) algorithm, where molecular dynamics is performed on a continuum set of replicas, not on each replica as was done in \cite{20} (see also \cite{13, 21}). This algorithm no longer requires the computation of the Jacobian in generating a configuration, which is expensive for large systems. To overview this new algorithm, we first review the basics of the sign problem, and then introduce our algorithm.

Let us consider a system of an \(N\)-dimensional dynamical variable \(x \in \mathbb{R}^N\) with an action \(S(x)\). Our aim is to evaluate the expectation value of an operator \(\mathcal{O}(x)\),

\[
\langle \mathcal{O}(x) \rangle \equiv \frac{1}{Z} \int_{\mathbb{R}^N} dx \, e^{-S(x)} \mathcal{O}(x), \quad Z \equiv \int_{\mathbb{R}^N} dx \, e^{-S(x)},
\]

where \(dx \equiv dx^1 \cdots dx^N\). When the action takes complex values, the Boltzmann weight \(e^{-S(x)}/Z\) can no longer be interpreted as a probability distribution, which invalidates a direct application of the Markov chain Monte Carlo (MCMC) method. The simplest workaround is the so-called reweighting method, where a positive weight is constructed from the real part of the action, \(e^{-\text{Re}\, S(x)}/ \int_{\mathbb{R}^N} dx \, e^{-\text{Re}\, S(x)}\), and \(\langle \mathcal{O}(x) \rangle\) is estimated by a ratio of reweighted
averages,

\[ \langle \mathcal{O}(x) \rangle = \frac{\langle e^{-i \text{Im} S(x)} \mathcal{O}(x) \rangle_{\text{rewt}}}{\langle e^{-i \text{Im} S(x)} \rangle_{\text{rewt}}} , \tag{1.2} \]

where

\[ \langle f(x) \rangle_{\text{rewt}} \equiv \frac{\int_{\mathbb{R}^N} dx \, e^{-\text{Re} S(x)} f(x)}{\int_{\mathbb{R}^N} dx \, e^{-\text{Re} S(x)}}. \tag{1.3} \]

For large degrees of freedom (DOF), however, the phase factor \( e^{-i \text{Im} S(x)} \) in reweighted averages makes the integrals highly oscillatory, so that (1.2) becomes a ratio of exponentially small quantities of \( e^{-O(N)} \) even when the ratio should give a quantity of \( O(1) \). Since the reweighting is a mathematically equivalent rewriting, it should not give any problems if one can obtain the values of the reweighted averages precisely both in the numerator and the denominator. However, in the Monte Carlo calculations, they are evaluated separately as sample averages, which should be accompanied by statistical errors of \( O(1/\sqrt{N_{\text{conf}}}) \), where \( N_{\text{conf}} \) is the size of the sample. Thus, for the naive reweighting method, the expectation value is estimated in the form

\[ \langle \mathcal{O}(x) \rangle \approx e^{-O(N)} \pm O(1/\sqrt{N_{\text{conf}}}) e^{-O(N)} \pm O(1/\sqrt{N_{\text{conf}}}) , \tag{1.4} \]

which means that we need an exponentially large sample size, \( N_{\text{conf}} = e^{O(N)} \), in order to make the statistical errors relatively small compared to the exponentially small mean values. This enormous computational time makes the MCMC computations impractical. This is the sign problem.

Lefschetz thimble methods are a class of algorithms towards solving the sign problem. In these methods, we complexify the integration variables, \( x \in \mathbb{R}^N \to z \in \mathbb{C}^N \), with the assumption that \( e^{-S(z)} \) and \( e^{-S(z)} \mathcal{O}(z) \) are entire functions over \( \mathbb{C}^N \). Then, from Cauchy’s theorem, the integrals do not change under continuous deformations of the integration surface from \( \mathbb{R}^N \) to \( \Sigma \subset \mathbb{C}^N \), as long as the boundary at infinity (\( |x| \to \infty \)) is kept fixed under the deformations:

\[ \langle \mathcal{O}(x) \rangle = \frac{\int_{\Sigma} dz \, e^{-S(z)} \mathcal{O}(z)}{\int_{\Sigma} dz \, e^{-S(z)}} , \tag{1.5} \]

where \( dz \equiv dz^1 \cdots dz^N \). We expect that the sign problem is reduced if we can find an integration surface \( \Sigma \) on which \( e^{-i \text{Im} S(z)} \) is almost constant.

Such surfaces are obtained from the following antiholomorphic gradient flow \( z_t(x) \) at large flow times:

\[ \frac{dz^i_t}{dt} = [\partial_i S(z_t)]^*, \quad z^i_{t=0} = x^i . \tag{1.6} \]
In fact, this flow defines a map from the original integration surface \( \Sigma_0 \equiv \mathbb{R}^N \) to a real \( N \)-dimensional submanifold \( \Sigma_t \equiv \{ z_t(x) \mid x \in \mathbb{R}^N \} \) in \( \mathbb{C}^N = \mathbb{R}^{2N} \):

\[
\begin{align*}
z_t : \Sigma_0 \ni x &\mapsto z_t(x) \in \Sigma_t, \\
\end{align*}
\]

and the flowed surface \( \Sigma_t \) approaches in the limit \( t \to \infty \) a union of Lefschetz thimbles, on each of which \( \text{Im} \, S(z) \) is constant\(^1\). We thus expect that the sign problem is substantially remedied on \( \Sigma_t \) for sufficiently large \( t \). The expectation value is then expressed in the form\(^2\)

\[
\langle \mathcal{O}(x) \rangle = \frac{\langle e^{-i \text{Im} \, S(z)+i\varphi(z)} \mathcal{O}(z) \rangle_{\Sigma_t}}{\langle e^{-i \text{Im} \, S(z)+i\varphi(z)} \rangle_{\Sigma_t}}
\]

with

\[
\langle f(z) \rangle_{\Sigma_t} = \frac{\int_{\Sigma_t} |dz_t| \, e^{-\Re S(z_t)} f(z_t)}{\int_{\Sigma} |dz_t| \, e^{-\Re S(z_t)}}.
\]

Here, \(|dz_t|\) is the invariant volume element of \( \Sigma_t \), and can be expressed with the Jacobian of the flow, \( J_t(x) \equiv \partial z_t(x)/\partial x \), as

\[
dz_t = \det J_t \, dx, \quad |dz_t| = |\det J_t| \, dx.
\]

The phase factor \( e^{i\varphi(z)} \) in (1.8) is then given by

\[
e^{i\varphi(z)} \equiv \frac{dz_t}{|dz_t|} = \frac{\det J_t}{|\det J_t|}.
\]

The Jacobian \( J_t(x) \) can be computed by solving the second flow equation\(^3\)

\[
\frac{dJ_t}{dt} = [H(z_t) J_t]^*, \quad J_{t=0} = 1,
\]

where \( H(z) \equiv (\partial_i \partial_j S(z)) \).

When \( \Sigma_t \) approaches more than one Lefschetz thimble, \( \Sigma_t \) gets decomposed into separate regions as \( t \) increases, each region being surrounded by infinitely high potential barriers. This causes a multimodal problem in MCMC calculations\(^4\). The tempered Lefschetz thimble method (TLTM) was proposed in \( [16] \) to solve this multimodality by implementing the

---

1. Since \( (d/dt) \, S(z_t) = |S(z_t)|^2 \geq 0 \), \( \text{Im} \, S(z_t) \) is constant along the flow, and \( \text{Re} \, S(z_t) \) increases except at critical points \( z_\sigma \) [at which \( \partial_i S(z_\sigma) = 0 \)]. For each critical point \( z_\sigma \), the Lefschetz thimble \( \mathcal{J}_\sigma \) is defined as \( \mathcal{J}_\sigma \equiv \{ z \in \mathbb{C}^N \mid \lim_{t \to -\infty} z_t(z) = z_\sigma \} \), on which \( \text{Im}(S(z)) \) is constant [\( = \text{Im} \, S(z_\sigma) \)].

2. The original reweighting [eqs. (1.2) and (1.3)] corresponds to the \( t = 0 \) case. When only a single Lefschetz thimble is relevant, one can argue that the exponentially small part in the estimation (1.4) increases as \( e^{-c \cdot O(N)} \), where \( c \) is the minimum singular value of \( H(z) = (\partial_i \partial_j S(z)) \) at the critical point. We thus expect that the sign problem is removed for the flow time \( t \geq O(\ln N) \).

3. This can be shown as \( (d/dt)(J_t(x))_a^* = (\partial/\partial t)(\partial z_t^a(x)/\partial x) = \partial(\partial z_t^a(x)/\partial t)/\partial x = \partial(\partial_i S(z_t(x)))+(\partial_j S(z_t(x)))(\partial z_t^a(x)/\partial x) = [H_{ij}(z_t(x)) (J_t(x))_a^*] \).

4. In the following discussions, we assume that there is no multimodal problem on the original integration surface \( \Sigma_{t=0} = \mathbb{R}^N \). If this is not the case, we implement an extra algorithm to resolve the multimodality (such as the tempering with respect to the overall coefficient of the action) or make a shift of the starting integration surface from \( \mathbb{R}^N \).
parallel tempering algorithm \cite{22, 23, 24} with the flow time \( t \) used as the tempering parameter. Namely, we prepare a finite set of flow times, \( \{ t_\alpha \} \), and introduce copies (replicas) of the corresponding configuration spaces, \( \{ \Sigma_{t_\alpha} \} \). The set \( \{ t_\alpha \} \) is chosen so as to include large enough flow times to resolve the sign problem, as well as small enough flow times to resolve the multimodality. Then, in addition to Monte Carlo updates on each \( \Sigma_t \), we swap configurations between adjacent replicas, which enables easy communications between configurations around different modes, and thus accelerates the relaxation to global equilibrium. Thus, the TLTM is an algorithm that solves the sign and multimodal problems simultaneously, and has proved effective for various models \cite{16, 19, 20}, as mentioned before. However, in this original TLTM, we need to increase the number of replicas as we increase DOF in order to keep sufficient acceptance rates in the swapping process. Furthermore, we have to compute the Jacobian \( J_t(x) \) every time in the swapping process, which is expensive because the second flow equation (1.12) involves a matrix multiplication, whose cost is of \( O(N^3) \).

In this paper, we propose a novel Hybrid Monte Carlo (HMC) algorithm, where molecular dynamics is performed on a continuum set of integration surfaces, \( \bigcup_t \Sigma_t \). This algorithm solves the multimodal problem without preparing replicas. Furthermore, the Jacobian of the gradient flow no longer needs to be computed in generating a configuration, and only its phase needs to be evaluated upon measurement.

This algorithm is based on the observation that, since integrals on \( \Sigma_t \) do not depend on \( t \) due to Cauchy’s theorem, the values do not change even when we average them over \( t \) in a range \([T_0, T_1]\) with an arbitrary weight \( e^{-W(t)} \):\n
\[
\langle \mathcal{O}(x) \rangle = \frac{\int_{T_0}^{T_1} dt \, e^{-W(t)} \int_{\Sigma_t} dz_t \, e^{-S(z_t)} \mathcal{O}(z_t)}{\int_{T_0}^{T_1} dt \, e^{-W(t)} \int_{\Sigma_t} dz_t \, e^{-S(z_t)}}. \tag{1.13}
\]

We denote the new integration region by \( \mathcal{R} \) (see Fig. 1):\n
\[
\mathcal{R} = \bigcup_{t=T_0}^{T_1} \Sigma_t = \{ z_t(x) \in \mathbb{C}^N \mid t \in [T_0, T_1], x \in \mathbb{R}^N \}, \tag{1.14}
\]

which we regard as the worldvolume of an integration surface moving in the “target space” \( \mathbb{C}^N = \mathbb{R}^{2N} \). We abbreviate the TLTM based on (1.13) as the WV-TLTM. Although the weight function \( e^{-W(t)} \) can be chosen arbitrarily, a practically good choice is the one which gives an almost uniform distribution with respect to \( t \) (see subsection 3.4 for details).

\footnote{Note that \( \Sigma_t \) is not necessarily homeomorphic to \( \Sigma_0 = \mathbb{R}^N \) because we remove zeros of \( e^{-S(z)} \) from \( \Sigma_t \) (see \cite{20}).}

\footnote{See \cite{25, 26} for a geometrical optimization of the values \( t_\alpha \) based on the distance between configurations introduced in \cite{27}.}
Figure 1: The worldvolume $\mathcal{R}$ (shaded region) embedded in $\mathbb{C}^N = \mathbb{R}^{2N}$.

The expectation value is now expressed as a ratio of reweighted averages over $\mathcal{R}$:

$$\langle \mathcal{O}(x) \rangle = \frac{\int_{\mathcal{R}} Dz \ e^{-V(z)} \ A(z) \ \mathcal{O}(z)}{\int_{\mathcal{R}} Dz \ e^{-V(z)} \ A(z)} = \frac{\langle A(z) \ \mathcal{O}(z) \rangle_{\mathcal{R}}}{\langle A(z) \rangle_{\mathcal{R}}}. \quad (1.15)$$

Here, the reweighted average

$$\langle f(z) \rangle_{\mathcal{R}} \equiv \frac{\int_{\mathcal{R}} Dz \ e^{-V(z)} \ f(z)}{\int_{\mathcal{R}} Dz \ e^{-V(z)}} \quad (1.16)$$

is defined with respect to the (real-valued) invariant volume element $Dz$ on the $(N + 1)$-dimensional region $\mathcal{R}$ and to the new weight

$$e^{-V(z)} \equiv e^{-\text{Re} S(z) - W(t(z))}. \quad (1.17)$$

The accompanying reweighting factor $A(z)$ is then given by

$$A(z) \equiv \frac{e^{-S(z) - W(t(z))} dt \ dz}{e^{-V(z)} Dz} = e^{-i \text{Im} S(z)} \frac{dt \ dz}{Dz}. \quad (1.18)$$

The aim of this paper is to establish a HMC algorithm for the reweighted average $(1.16)$ on the worldvolume $\mathcal{R}$. To demonstrate that this algorithm works correctly, we apply the algorithm to a chiral random matrix model (the Stephanov model) $[28, 29]$, for which the complex Langevin method is known not to work $[30]$.

This paper is organized as follows. In section 2, we review the basics of the HMC algorithm on a general constrained space $\mathcal{R}$. In section 3, we deepen the argument for the case where the constrained surface $\mathcal{R}$ is the worldvolume of an integration surface. We first study the geometry of the worldvolume $\mathcal{R}$ by using the Arnowitt-Deser-Misner parametrization of the metric. We then construct molecular dynamics on $\mathcal{R}$, with a prescription to determine

---

7The function $t = t(z)$ is given by $t$ in $z = z_t(x)$. Later we will extend the defining region from $\mathcal{R}$ to the vicinity of $\mathcal{R}$ in order to define the gradient $\partial_i t(z)$ on $\mathcal{R}$ (see subsection 3.2).
the weight $e^{-W(t)}$. After summarizing the HMC algorithm on the worldvolume $\mathcal{R}$, we give an algorithm to estimate observables. In section 4 we apply this algorithm to the Stephanov model, and show that our algorithm correctly reproduces exact results, solving both sign and multimodal problems. Section 5 is devoted to conclusion and outlook.

2. HMC algorithm on a constrained space (review)

In this section, we briefly review the basics of the RATTLE algorithm [31, 32], which is a HMC algorithm on a constrained space such as our worldvolume $\mathcal{R}$. A detailed discussion is given in appendix A with more geometrical terms.

2.1. Stochastic process on a constrained space

Let $\mathcal{R}$ be an $m$-dimensional manifold embedded in the flat space $\mathbb{R}^M = \{z = (z^I)\}$ ($I = 1, \ldots, M$). We assume that $\mathcal{R}$ is characterized by $M - m$ independent constraint equations $\phi^r(z) = 0$ ($r = 1, \ldots, M - m$). When $\mathcal{R}$ is the worldvolume of an integration surface, we set $M = 2N$ and $m = N + 1$, treating $C^N$ as a real space $\mathbb{R}^{2N}$.

Denoting the coordinates on $\mathcal{R}$ by $\xi = (\xi^\mu)$ ($\mu = 1, \ldots, m$), the embedding is expressed by functions $z^I = z^I(\xi)$, and the induced metric on $\mathcal{R}$ is given by

$$ds^2 = (dz^I(\xi))^2 \equiv g_{\mu\nu}(\xi) d\xi^\mu d\xi^\nu \quad \text{with} \quad g_{\mu\nu}(\xi) = \partial_\mu z^I(\xi) \partial_\nu z^I(\xi),$$

which defines the invariant volume element as

$$Dz \equiv \sqrt{g(\xi)} d\xi,$$

where $d\xi = d\xi^1 \cdots d\xi^m$.

The probability distribution $p(z)$ on $\mathcal{R}$ is defined with respect to $Dz$, and thus is normalized as $\int_{\mathcal{R}} Dz \, p(z) = 1$. The transition matrix is also defined for $Dz$, so that a transition from a probability distribution $p(z)$ to $p'(z)$ ($z \in \mathcal{R}$) is expressed with a transition matrix $P(z'|z)$ as

$$p'(z') = \int_{\mathcal{R}} Dz \, P(z'|z) \, p(z) \quad (z' \in \mathcal{R}).$$

For the equilibrium distribution on $\mathcal{R}$ with respect to a potential $V(z)$,

$$p_{eq}(z) \equiv e^{-V(z)}/Z_{\mathcal{R}} \quad (Z_{\mathcal{R}} = \int_{\mathcal{R}} Dz \, e^{-V(z)}),$$

the detailed balance condition is given by

$$P(z'|z) \, e^{-V(z')} = P(z|z') \, e^{-V(z')} \quad (z, z' \in \mathcal{R}).$$
Throughout this paper, we denote a function on $\mathcal{R}$ by $f(z)$ and $f(\xi)$, interchangeably, with the understanding that $z = z(\xi)$. The transition matrix on $\mathcal{R}$ is also written as $P(z'|z)$ and $P(\xi'|\xi)$ for $z = z(\xi)$, $z' = z(\xi') \in \mathcal{R}$.

### 2.2. HMC on a constrained space

Denoting by $\pi = (\pi^I)$ the conjugate momentum to $z = (z^I) \in \mathcal{R}$, we consider the Hamiltonian dynamics on $\mathcal{R}$ with the Hamiltonian

$$H(z, \pi) = \frac{1}{2} (\pi^I)^2 + V(z),$$

which can be expressed as a set of first-order differential equations in time $s$ with Lagrange multipliers $\lambda_r$:

$$\partial_s z = \pi,$$
$$\partial_s \pi = -\partial V(z) - \lambda_r \partial \phi^r(z),$$
$$\phi^r(z) = 0,$$
$$\pi \cdot \partial \phi^r(z) = 0.$$

Here, $\partial \equiv (\partial z^I)$ is the gradient in $\mathbb{R}^M$. Equations (2.7)–(2.10) can be discretized such that the symplecticity and the reversibility still hold after the discretization (below $\Delta s$ is the step size) [31, 32]:

$$\pi_{1/2} = \pi - \frac{\Delta s}{2} \partial V(z) - \lambda_r \partial \phi^r(z),$$
$$z' = z + \Delta s \pi_{1/2},$$
$$\pi' = \pi - \frac{\Delta s}{2} \partial V(z') - \lambda'_r \partial \phi^r(z'),$$

where $\lambda_r$ and $\lambda'_r$ are determined, respectively, so that the following constraints are satisfied:

$$z' \in \mathcal{R} \quad (\text{i.e. } \phi^r(z') = 0),$$
$$\pi' \in Tz' \mathcal{R}.$$

One can easily show that the map $\Phi_{\Delta s} : (z, \pi) \to (z', \pi')$ actually satisfies the symplecticity and the reversibility (with $\lambda_r$ and $\lambda'_r$ interchanged):

$$\omega(z', \pi') = \omega(z, \pi),$$
$$z', \pi') = \Phi_{\Delta s}(z, \pi) \Rightarrow (z, -\pi) = \Phi_{\Delta s}(z', -\pi').$$

---

8We regard the tangent bundle $T\mathcal{R} = \bigcup_z T_z \mathcal{R}$ (not the cotangent bundle $T^*\mathcal{R}$) as the phase space for motions on $\mathcal{R}$ [31, 32]. See appendix [A] for details.

9$\omega(z, \pi) \equiv d\pi^I \wedge dz^I|_{T\mathcal{R}}$ is the induced symplectic form for the embedding of the phase space $T\mathcal{R}$ into $T\mathbb{R}^M$ (see appendix [A]).
The Hamiltonian is conserved to the order of \( \Delta s^2 \), i.e., \( H(z', \pi') - H(z, \pi) = O(\Delta s^3) \).

The HMC algorithm on \( \mathcal{R} \) then consists of the following three steps for a given initial configuration \( z \in \mathcal{R} \):

**Step 1.** Generate a vector \( \tilde{\pi} = (\tilde{\pi}^I) \in T_z \mathbb{R}^M \) from the Gaussian distribution

\[
\frac{1}{(2\pi)^{M/2}} e^{-\tilde{\pi}^2/2}, \tag{2.18}
\]

and project it onto \( T_z \mathcal{R} \) to obtain an initial momentum \( \pi = (\pi^I) \in T_z \mathcal{R} \).

**Step 2.** Calculate \( \Phi_{\Delta s}(z, \pi) \) from (2.11)–(2.15). We repeat this step \( n \) times to obtain \( (z', \pi') = \Phi_{\Delta s}^n(z, \pi) \).

**Step 3.** Update the configuration \( z \) to \( z' \) with a probability

\[
\min \left( 1, e^{-H(z', \pi') + H(z, \pi)} \right). \tag{2.19}
\]

The above process defines a stochastic process on \( \mathcal{R} \). One can show that its transition matrix \( P(z'|z) \) satisfies the detailed balance condition (see appendix A):

\[
P(z'|z) e^{-V(z)} = P(z|z') e^{-V(z')}, \tag{2.20}
\]

### 3. HMC on the worldvolume

In this section, we apply the general formalism in the previous section to the case where \( \mathcal{R} \) is the worldvolume of an integration surface. We first clarify the geometry of the worldvolume \( \mathcal{R} \) and then construct the HMC algorithm on \( \mathcal{R} \).

#### 3.1. Geometry of the worldvolume \( \mathcal{R} \)

Recall that our worldvolume \( \mathcal{R} \) is an \( N+1 \)-dimensional submanifold embedded in \( \mathbb{C}^N = \mathbb{R}^{2N} \). As in the previous section, we again assume that \( \mathcal{R} \subset \mathbb{R}^{2N} \) is characterized by a set of independent constraint equations: \( \phi^r(z) = 0 \) (\( r = 1, \ldots, N-1 \)). We will often write a point \( z = (z^i) \in \mathbb{C}^N \) (\( i = 1, \ldots, N \)) with real coordinates as\(^\text{10}\)

\[
z = (z^I) = \begin{pmatrix} \text{Re} z^I \\ \text{Im} z^I \end{pmatrix} \in \mathbb{R}^{2N} \quad (I = 1, \ldots, 2N). \tag{3.1}
\]

\(^{10}\)We use the same symbol for both complex and real coordinates to avoid a mess of many symbols. We will notify when one needs to specify which coordinates are implied.
Since $\xi = (\xi^\mu) \equiv (t, x^\alpha)$ specifies a point $z(\xi) = (z^I(\xi)) \equiv (z^I(x))$ in $\mathcal{R}$, we can use $\xi$ as coordinates of $\mathcal{R}$. The flow equation (1.6) then takes the form

$$\frac{\partial z^I}{\partial t} = \partial z^I \text{Re} S(z), \quad (z^I)|_{t=0} = \begin{pmatrix} x^i \\ 0 \end{pmatrix}. \quad (3.2)$$

Similarly, we write an $N$-dimensional complex vector $v = (v^i) \in \mathbb{C}^N$ $(i = 1, \ldots, N)$ as a real vector

$$v = (v^I) = \begin{pmatrix} \text{Re} v^i \\ \text{Im} v^i \end{pmatrix} \in \mathbb{R}^{2N} \quad (I = 1, \ldots, 2N). \quad (3.3)$$

The vectors $E_\mu = (E^I_\mu = \partial z^I / \partial \xi^\mu)$ form a basis of $T_z \mathcal{R}$ (see Fig. 2), from which the induced metric $g_{\mu\nu}$ on $\mathcal{R}$ is given by

$$g_{\mu\nu} = E_\mu \cdot E_\nu. \quad (3.4)$$

Figure 2: A basis of $T_z \mathcal{R}$, $\{E_\mu\} = \{E_0, E_a\}$. $\mathcal{R}$ is drawn one dimension less than in Fig. 1.

Since our worldvolume $\mathcal{R} = \bigcup \Sigma_t$ is foliated by the antiholomorphic gradient flow, its intrinsic geometry should be best described (at least for physicists) by the Arnowitt-Deser-Misner (ADM) parametrization, for which the metric is expressed in the form

$$ds^2 = g_{\mu\nu}(\xi) \, d\xi^\mu d\xi^\nu = \alpha^2(\xi) \, dt^2 + \gamma_{ab}(\xi) \, (dx^a + \beta^a(\xi) dt)(dx^b + \beta^b(\xi) dt). \quad (3.5)$$

\textbf{Note:} We define the inner product of two real vectors $u = (u^i), v = (v^i) \in \mathbb{R}^{2N}$ by $u \cdot v \equiv u^T v = u^i v^i$. In terms of complex vectors $u = (u^i), v = (v^i) \in \mathbb{C}^N$, the inner product is expressed as $\text{Re} (u^i v)$. We do not distinguish the upper and lower indices for $I$. 
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Here, $\gamma_{ab}$ is the induced metric on $\Sigma_t$ (with its inverse matrix $\gamma^{ab}$), $\beta^a$ is the shift vector, and $\alpha$ is the lapse function,

\[
\begin{align*}
\gamma_{ab} &\equiv E_a \cdot E_b, \\
\beta^a &\equiv \gamma^{ab} \beta_b \equiv \gamma^{ab} E_0 \cdot E_b, \\
\alpha^2 &\equiv E_0 \cdot E_0 - \gamma^{ab} \beta_a \beta_b = E_0 \cdot (1 - \gamma^{ab} E_a E_b^T) E_0.
\end{align*}
\]

The inverse matrix of $(g_{\mu\nu})$ can be easily calculated to be

\[
(g^{\mu\nu}) = \left( \begin{array}{cc} 1/\alpha^2 & -\beta^b/\alpha^2 \\ -\beta^a/\alpha^2 & \beta^a \beta^b/\alpha^2 + \gamma^{ab} \end{array} \right). \tag{3.9}
\]

The geometrical meaning of the ADM parametrization is explained in Fig. 3.

Figure 3: Geometrical meaning of the ADM parametrization. $\alpha dt$ is the geodesic distance from a point $\xi = (t, x^a)$ on $\Sigma_t$ to the surface $\Sigma_{t+dt}$. $\beta^a dt$ shows that the time axis $t$ is tilted with respect to the normal of $\Sigma_t$ by this amount in $x$-coordinates. $\gamma_{ab}$ is the induced metric on $\Sigma_t$. The geodesic distance $ds$ between two points $\xi = (t, x^a)$ and $\xi + d\xi = (t + dt, x^a + dx^a)$ is then obtained from Pythagorean theorem as in (3.5).

Since the flowed surfaces $\Sigma_t$ are determined by the flow equation, we can write down the explicit form of the basis $E_\mu = (E^I_\mu = \partial z^I / \partial \xi^\mu)$ of $T_z \mathcal{R}$ as

\[
E^I_0 = \partial_z \text{Re} S(z), \quad E^I_a = \begin{pmatrix} \text{Re} J^I_a \\ \text{Im} J^I_a \end{pmatrix}, \tag{3.10}
\]

where we have defined $J(z) = J(t, x) \equiv J_t(x)$. Thus, the induced metric $\gamma_{ab}$ can be directly expressed in terms of the Jacobian as

\[
\gamma_{ab} = \text{Re} (J^I J)_{ab} = (J^I J)_{ab}. \tag{3.11}
\]

---

12 The second equality is a direct consequence of the identity $\text{Im} (J^I J) = 0$, which can be proved by a differential equation $(d/dt) \text{Im} (J^I J) = 0$ [as can be shown from (1.12)] with the initial condition $\text{Im} (J^I J)|_{t=0} = 0$. 
The lapse function $\alpha$ can be expressed as the length of the normal component of $E_0$:

$$\alpha^2 = E_0^\perp \cdot E_0^\perp = (E_0^\perp)^2.$$ (3.12)

Here, the decomposition of $E_0$ to the tangential and normal components is given by

$$E_0 = E_0^\parallel + E_0^\perp,$$ (3.13)

$$E_0^\parallel \equiv \Pi_{\Sigma_t} E_0, \quad E_0^\perp \equiv (1 - \Pi_{\Sigma_t}) E_0,$$ (3.14)

where $\Pi_{\Sigma_t}$ is the projector onto $T_z \Sigma_t$.

Note that the following relation holds:

$$\beta^a E_a = E_0^\perp.$$ (3.16)

Then, by using (3.12), (3.15) and (3.16), we see that the projector from $T_z \mathbb{R}^{2N}$ onto $T_z \mathcal{R}$ is given by

$$\Pi_{\mathcal{R}} \equiv g^{\mu\nu} E_\mu E_\nu^T = \frac{1}{(E_0^\perp)^2} E_0^\perp (E_0^\perp)^T + \Pi_{\Sigma_t}.\quad (3.17)$$

In the ADM parametrization, the volume element of $\mathcal{R}$ is given by (see Fig. 4)

$$Dz = \sqrt{g} d\xi = \alpha |\det J| dt dx.$$ (3.18)

Since the complex measure on $\Sigma_t$ is given by $dz_t = |\det J| dx$, we find that the reweighting factor (1.18) takes the form

$$A(z) = \frac{dt}{Dz} e^{-i \text{Im} S(z)} = \alpha^{-1}(z) e^{i \varphi(z) - i \text{Im} S(z)} \left( e^{i \varphi(z)} \equiv \frac{|\det J|}{\det J} \right). \quad (3.19)$$

\[13\] In actual calculations, we do not need the explicit form of $\Pi_{\Sigma_t}$ in projecting vectors in $T_z \mathbb{R}^{2N}$ onto $T_z \mathcal{R}$ (see subsection 3.2), and thus do not have to calculate the Jacobian $J$. A similar statement can be applied to the expressions below.
Note that the inverse lapse, $\alpha^{-1}(z)$, plays the role of the radius of $A(z)$.

In appendix B in order to show the typical behaviors of various geometrical quantities near critical points at large flow times, we give explicit expressions of these quantities for the Gaussian case with the action

$$S(x) = \frac{\beta}{2} \sum_{k=1}^{N} (x^k - i)^2.$$  \hspace{1cm} (3.20)

There, we find that $\alpha^{-1}(z)$ increases exponentially in flow time $t$ as $z^k = z^k(t, x)$ approaches the Lefschetz thimble at $\text{Im} z^k = 1$.

### 3.2. Molecular dynamics on the worldvolume

We first rewrite the Lagrange multiplier term $\lambda_r \partial \phi^r$ in (2.8) in a more convenient form. Note that $\lambda_r \partial \phi^r$ is normal to $R$, and thus it satisfies

$$(\lambda_r \partial \phi^r) \cdot E_0 = 0, \quad (\lambda_r \partial \phi^r) \cdot E_a = 0.$$  \hspace{1cm} (3.21)

Since the vectors

$$F_a \equiv \begin{pmatrix} \text{Im} J^i_a \\ -\text{Re} J^i_a \end{pmatrix} \quad (a = 1, \ldots, N)$$  \hspace{1cm} (3.22)

span the normal vector space $N_z \Sigma_t$ at $z \in \Sigma_t$, the second equation in (3.21) means that $\lambda_r \partial \phi^r$ can be written as a linear combination of $F_a$ with new Lagrange multipliers $\lambda^a \in \mathbb{R}$ ($a = 1, \ldots, N$):

$$\sum_{r=1}^{N-1} \lambda_r \partial \phi^r = \sum_{a=1}^{N} \lambda^a F_a.$$  \hspace{1cm} (3.23)

The first equation in (3.21) is then treated as a constraint on $\lambda^a F_a$:

$$\lambda^a F_a \cdot E_0 = 0.$$  \hspace{1cm} (3.24)

From the above argument, we find that the RATTLE algorithm (2.11) – (2.15) can be
written as
\[
\begin{align*}
\pi_{1/2} &= \pi - \Delta s \frac{1}{2} \partial V(z) - \lambda^a F_a(z), \\
\pi' &= \pi - \Delta s \frac{1}{2} \partial V(z') - \lambda'^a F_a(z'),
\end{align*}
\]
where \(\lambda^a\) and \(\lambda'^a\) are determined, respectively, so that the following constraints are satisfied:
\[
\begin{align*}
z' &\in \mathcal{R} \quad \text{and} \quad \lambda^a F_a(z) \cdot E_0(z) = 0, \\
\pi' &\in T_z \mathcal{R} \quad \text{and} \quad \lambda'^a F_a(z') \cdot E_0(z') = 0.
\end{align*}
\]

The gradient of the potential, \(\partial V(z)\), now takes the form
\[
\partial V(z) = \partial \text{Re} S(z) + W'(t(z)) \partial t(z).
\]

In order to define the gradient \(\partial t(z)\) at \(z \in \mathcal{R}\), we regard \((\phi^r)\) as coordinates in the extra dimensions and construct \(2N\) coordinates \((\xi^\mu, \phi^r)\) in the vicinity of \(\mathcal{R}\) in \(\mathbb{R}^{2N}\). Then, one can show (see appendix C) that the gradient \(\partial t(z)\) is given by
\[
\partial t(z) = \frac{1}{(E_0^\perp)^2} E_0^\perp - \frac{E_r \cdot E_0^\perp}{(E_0^\perp)^2} \partial \phi^r (z) \quad (z \in \mathcal{R}).
\]

Since the last term is a linear combination of the gradients \(\partial \phi^r (z)\) and thus can be absorbed into the Lagrange multiplier terms in (3.25) and (3.27), we can (and will) set \(\partial t(z)\) to the form
\[
\partial t(z) = \frac{1}{(E_0^\perp)^2} E_0^\perp \quad (z \in \mathcal{R}).
\]

**3.3. Solving the constraints in molecular dynamics**

In this subsection, we present numerical algorithms to solve the constraints (3.28) and (3.29).

**Solving (3.28)**

The condition \(z' \in \mathcal{R}\) for a given \(z = z(\xi) \in \mathcal{R}\) is equivalent to the existence of an \(N + 1\)-dimensional vector \(\varepsilon = (\varepsilon^\mu) = (h, u^a)\) such that \(z' = z(\xi + \varepsilon) = z_{t+h}(x+u)\). Thus, (3.28) can be solved by finding a solution to \(2N + 1\) equations
\[
f^P (w) = 0 \quad (P = 0, 1, \ldots, 2N)
\]
for \(2N + 1\) unknowns \(w = (w^P) = (\varepsilon^\mu, \lambda^a) \in \mathbb{R}^{2N+1}\) (see Fig. 5), where
\[
\begin{align*}
f^0 (w) &\equiv \lambda^a F_a(\xi) \cdot E_0(\xi) = -\lambda^a \text{Im} \left[ \partial \varepsilon, S(z(\xi)) J^I_a(\xi) \right], \\
f^I (w) &\equiv z^I(\xi + \varepsilon) - z^I(\xi) - \Delta z^I + \lambda^a F^I_a(\xi) \quad (I = 1, \ldots, 2N)
\end{align*}
\]
with

\[ \Delta z \equiv \Delta s \pi - \frac{\Delta s^2}{2} \partial V(z). \]  

(3.36)

Adopting Newton’s method to find a solution, we iteratively update the vector \( w = (w^P) = (w^P) = (w^P) = \)

\[ (\varepsilon^\mu, \lambda^a) \text{ as } w \rightarrow w + \Delta w, \text{ where } \Delta w \text{ is a solution of the linear equation} \]

\[ \frac{\partial f^P(w)}{\partial w^Q} \Delta w^Q = -f^P(w). \]  

(3.37)

The matrix elements \( \frac{\partial f^P}{\partial w^Q} \) are easily found to be

\[
\left( \frac{\partial f^P(w)}{\partial w^Q} \right) = \begin{bmatrix}
0 & 0 & F_\alpha(\xi) \cdot E_0(\xi) \\
E_0^I(\xi + \varepsilon) & E_\alpha^I(\xi + \varepsilon) & F_\alpha^I(\xi) \\
0 & 0 & -\text{Im} \left[ \partial z^i, S(z(\xi)) J^i_a(\xi) \right]
\end{bmatrix}
= \begin{bmatrix}
0 & 0 & -\text{Im} \left[ \partial z^i, S(z(\xi)) J^i_a(\xi) \right] \\
\text{Re} \left[ \partial z^i, S(z(\xi + \varepsilon)) \right] & \text{Re} J^i_a(\xi + \varepsilon) & \text{Re} J^i_a(\xi) \\
-\text{Im} \left[ \partial z^i, S(z(\xi + \varepsilon)) \right] & \text{Im} J^i_a(\xi + \varepsilon) & \text{Im} J^i_a(\xi)
\end{bmatrix}.
\]  

(3.38)

When the DOF (= N) is small, (3.37) can be solved by a direct method such as the LU decomposition of (3.38), for which we integrate the second flow equation (1.12) to know the value of \( J \). When the DOF is large, the computation of \( J \) becomes expensive, and we can instead use an iterative method such as GMRES [33] or BiCGStab [34], for which we do not need to compute the matrix elements of \( J \) as in [18]. To see this, we first note that the right hand side of (3.37) can be written in terms of complex vectors as

\[ f^0(w) = -\text{Im} \left[ \partial z^i, S(z(\xi)) J^i_a(\xi) \lambda^a \right], \]  

(3.39)

\[ f^i(w) = z^i(\xi + \varepsilon) - z^i(\xi) - \Delta z^i + iJ^i_a(\xi) \lambda^a. \]  

(3.40)
The left hand side of (3.37) can also be written as
\[
\frac{\partial f^0(w)}{\partial w} \Delta w^N = -\text{Im} \left[ \partial_z S(z(\xi)) J^i_a(\xi) \Delta \lambda^a \right],
\]
(3.41)
\[
\frac{\partial f^i(w)}{\partial w} \Delta w^N = [\partial_z S(z(\xi + \varepsilon))]^* + J^i_a(\xi + \varepsilon) \Delta a^a + iJ^i_a(\xi) \Delta \lambda^a.
\]
(3.42)

We thus see that in the above equations, \( J \) appears only in the form \( J^i_a(\xi) v^a \) or \( J^i_a(\xi + \varepsilon) v^a \) with a real vector \( v = (v^a) \in \mathbb{R}^N \). The former can be evaluated from the solution to the flow equation (1.6) and the following equation [see (1.12)]:
\[
\tilde{v}^i_t = [H_{ij}(z_t) v^j_t]^*, \quad v^i_{t=0} = v^i,
\]
(3.43)
by setting \( J^i_a(\xi) v^a = v^i_t \). The latter is obtained in a similar way, by replacing \( t \to t + h \) and \( x^a \to x^a + a^a \). We thus find that the both hand sides of (3.37) can be calculated without computing the matrix elements of \( J \).

**Solving (3.29)**

We first note that solving the constraint (3.29) is equivalent to projecting the vector
\[
\tilde{\pi}' \equiv \pi - \frac{\Delta s}{2} \partial V(z')
\]
onto \( T_z \mathcal{R} \) [see (3.17)]:
\[
\pi' \equiv \Pi_{\mathcal{R}}(z') \tilde{\pi}' = E^\perp_0(z') \cdot \tilde{\pi}' \frac{E^\perp_0(z')}{(E^\perp_0(z'))^2} E^\perp_0(z') + \Pi_{\Sigma_t}(z') \tilde{\pi}'.
\]
(3.45)

Here, \( E^\perp_0(z') \) can be computed as a complex vector to be
\[
E^\perp_0(z') = iJ(z') \text{Im} \left[ J^{-1}(z') [\partial S(z')]^* \right].
\]
(3.46)

The second term in (3.45) can also be computed as
\[
\Pi_{\Sigma_t}(z') \tilde{\pi}' = J(z') \text{Re} \left[ J^{-1}(z') \tilde{\pi}' \right].
\]
(3.47)

The expressions (3.46) and (3.47) can again be evaluated either by a direct method with the computation of \( J(z') \), or by an iterative method without computing \( J(z') \) as in [18].

When the iterative method is used, the inversion \( J^{-1}(z') \) is obtained for a given complex vector \( c = (c^j) \in \mathbb{C}^N \) by looking for vectors \( a = (a^a), b = (b^a) \in \mathbb{R}^N \) iteratively such that
\[
c = J(z') a + iJ(z') b,
\]
(3.48)

where \( J(z') a \) and \( J(z') b \) are evaluated by integrating the flow equation (3.43) with the initial condition \( v_t=0 = a \) and \( v_t=0 = b \), respectively. The multiplication \( J(z') v \) are again calculated by integrating (3.43). Therefore, the projection (3.45) can be performed without computing \( J(z') \).

Note that every time we evaluate \( \partial V(z) \) [eq. (3.30)], we need \( \partial t(z) \) and thus \( E^\perp_0(z) \) [see (3.32)]. \( E^\perp_0(z) \) can be calculated from (3.46) by replacing \( z' \) with \( z \).
3.4. Construction of $W(t)$

In this subsection, we present a prescription to construct a weight function $e^{-W(t)}$ in (1.13) [or in (1.17)] so that it gives an almost uniform distribution with respect to $t$. The key is that, for a given weight $e^{-W(t)}$, the probability to find a configuration at $t$ is proportional to

$$Z(t; W) \equiv e^{-W(t)} \int_{\mathbb{R}^N} dx \alpha(t, x) |\det J(t, x)| e^{-\text{Re}S(z(t, x))}.$$  

(3.49)

Thus, when a weight $e^{-W(t)}$ does not give a uniform distribution of $t$, the desired weight can be obtained by (see e.g., [35])

$$W^{(\text{new})}(t) = W(t) + \ln Z(t; W) + \text{const},$$  

(3.50)

because then $Z(t; W^{(\text{new})})$ becomes constant in $t$:

$$Z(t; W^{(\text{new})}) = e^{-W^{(\text{new})}(t)} \int_{\mathbb{R}^N} dx \alpha(t, x) |\det J(t, x)| e^{-\text{Re}S(z(t, x))}$$

$$= \text{const} \frac{e^{-W(t)}}{Z(t; W)} \cdot e^{W(t)} Z(t; W) = \text{const}. $$  

(3.51)

Of course, the above procedure is possible only when we know the values of $Z(t; W)$ explicitly, which is usually not the case. However, we can estimate $Z(t; W)$ from the histogram of flow times $\{t\}$. To be more specific, we first divide the interval $[T_0, T_1]$ into $p + 1$ bins, $I_{\ell} \equiv [\ell h, (\ell + 1)h]$ ($\ell = 0, \ldots, p$) with $h \equiv (T_1 - T_0)/(p + 1)$, and generate a certain number ($\equiv n_{\text{time}}$) of configurations by using $V(z) = \text{Re}S(z) + W(t(z))$ as the potential. The numbers $h_{\ell}$ of configurations inside the bins $I_{\ell}$ give a rough estimate of the functional form of $Z(t; W)$ up to a normalization factor (see Fig. 6). Then, from the histogram $h_{\ell}$

Figure 6: Estimating $Z(t; W)$ from $\{h_{\ell}\}$.

($\ell = 0, \ldots, p$), we calculate

$$W^{(\text{new})}_{\ell} = W(a_{\ell}) + \ln h_{\ell},$$  

(3.52)
and construct a function $W^{(\text{new})}(t)$ to be approximated by a polynomial satisfying $W^{(\text{new})}(a_\ell) = W^{(\text{new})}_\ell$ with $a_\ell \equiv (\ell + 1/2)h$.

In general, the minimum-order polynomial that have values $b_\ell$ at $a_\ell = (\ell + 1/2)h$ is given by the Lagrange interpolation of the form

$$L(t; \{b_\ell\}) = \sum_{\ell=0}^p \prod_{m \not= \ell} \frac{(t - a_m)}{(a_\ell - a_m)} b_\ell = \sum_{\ell=0}^p \left[ \prod_{m < \ell} (t - a_\ell) \right] \frac{\Delta^\ell b_0}{\ell! h^\ell},$$  \hspace{1cm} (3.53)

where, for an array $\{v_0, v_1, v_2, \ldots\}$, we define $\Delta^\ell v_\ell \equiv v_{\ell+1} - v_\ell$, so that

$$\Delta^\ell v_0 = \sum_{k=0}^{\ell} (-1)^k \binom{\ell}{k} v_{\ell-k}. \hspace{1cm} (3.54)$$

Using this polynomial, we define\textsuperscript{17}

$$W^{(\text{new})}(t) = L(t; \{W^{(\text{new})}_\ell\}). \hspace{1cm} (3.55)$$

Since the estimate of $Z(t; W)$ from the histogram $\{h_\ell\}$ includes statistical errors, we use an iterative algorithm to update $\{W_\ell\}$ until an almost uniform distribution is obtained:

- Initialize $\{W_\ell\}$ with appropriate values (e.g., $W^{(0)}_\ell = 0$).
- From an array $\{W^{(k)}_\ell\}$, construct an order-$(p + 1)$ polynomial $L(t; \{W^{(k)}_\ell\})$, and set $W^{(k)}(t) = L(t; \{W^{(k)}_\ell\})$.
- Generate $n_{\text{tune}}$ configurations with the potential $V(z) = \text{Re} S(z) + W^{(k)}(t(z))$, and record the numbers $h^{(k)}_\ell$ of configurations in the intervals $I_\ell$.
- Update $\{W_\ell\}$ as $W^{(k+1)}_\ell = W^{(k)}_\ell + \ln(h^{(k)}_\ell + \epsilon_c)$. Here, $\epsilon_c$ is a cutoff to avoid the divergence arising when $h^{(k)}_\ell = 0$.
- Terminate the iteration when the histogram becomes almost flat. We use the following stopping condition:

$$\frac{1}{p} \sum_{\ell=0}^{p-1} \left[ \frac{h_{\ell+1} - h_\ell}{(h_{\ell+1} + h_\ell)/2} \right]^2 < \delta^2. \hspace{1cm} (3.56)$$

In the calculation below, we set $p = 7$, $n_{\text{tune}} = (p+1) \times 200 = 1,600$, $\epsilon_c = 0.01$, and $\delta^2 = 0.2$.

\textsuperscript{17}In the calculation below, we put two additional terms in (3.53) to prevent the function from changing drastically near boundaries. The above $L(t; \{b_\ell\})$ is then replaced by

$$L(t; \{b_\ell\}) \equiv (\text{const.} \times c_0 + \text{const.}) \prod_{\ell=0}^p (t - a_\ell) + \sum_{\ell=0}^p \left[ \prod_{m < \ell} (t - a_\ell) \right] \frac{\Delta^\ell b_0}{\ell! h^\ell}.$$  

The constants are determined by the conditions $L'(T_0; \{W_\ell\}) = c_0$ and $L'(T_1; \{W_\ell\}) = c_1$. We set $c_0 = 1.2 \times \min_{\ell}(0, \Delta W_\ell/h)$ and $c_1 = 0.01$ in the calculation below.
3.5. Summary of the HMC algorithm on the worldvolume

We summarize the HMC algorithm for a given initial configuration $z \in \mathcal{R}$.

**Step 1.** Generate $\tilde{\pi} = (\tilde{\pi}^I)$ from the Gaussian distribution, and project it onto $T_z \mathcal{R}$ to obtain an initial momentum $\pi = (\pi^I)$: $\pi = \Pi_{\mathcal{R}}(z) \tilde{\pi}$.

**Step 2.** Calculate $(z,\pi) \to \Phi_{\Delta s}(z,\pi)$ with (3.25)–(3.29). The gradient $\partial V(z)$ takes the form (3.30), where $\partial t(z)$ is given by (3.32) and $W(t)$ is determined from test runs by using the iterative algorithm given in subsection 3.4. The first constraint (3.28) is solved by finding a root of the functions (3.34) and (3.35), and the second constraint (3.29) is solved by calculating (3.44) and (3.45). We repeat this process $n$ times to obtain $(z',\pi') = \Phi^n_{\Delta s}(z,\pi)$.

**Step 3.** Update the configuration $z$ to $z'$ with a probability

$$\min \left( 1, e^{-H(z',\pi')+H(z,\pi)} \right).$$  \hspace{1cm} (3.57)

Upon measurement, we further compute the reweighting factor $A(z)$ [see (3.19)], which requires the phase $e^{i\varphi(z)} = \det J(z)/|\det J(z)|$, that is evaluated by first solving (1.12) to get $J(z)$ and then computing its determinant. The lapse function $\alpha(z) = |E^+_{\Sigma}(z)|$ is already obtained in the preceding molecular dynamics step (Step 2).

In the course of molecular dynamics (Step 2), it sometimes happens that the equation $(z',\pi') = \Phi_{\Delta s}(z,\pi)$ does not have a solution because $z + \Delta z$ passes over the boundary of $\mathcal{R}$ (see Fig. 7). Here, the boundary in the $t$ direction is given by $T_0$, $T_1$, while that in the $x$

![Figure 7: A transition passing over the boundary at $T_1$.](image)

direction by zeros of $e^{-S(z)}$. When a solution is not found near a boundary, we replace the
operator $\Phi_{\Delta s}$ by the *momentum reflection* $T$:

$$\mathcal{T}(z, \pi) \equiv (z, \pi'),$$

(3.58)

where for $\pi$ which is expanded with $E^\mu \equiv g^{\mu\nu}E_\nu$ as $\pi = \eta_0 E^0 + \eta_a E^a$, the reflected momentum $\pi'$ is defined by $\pi' \equiv -\eta_0 E^0 + \eta_a E^a = \pi - 2\eta_0 E^0$, i.e.,

$$\pi' \equiv \pi - 2 \frac{E_0 \cdot \pi}{E_0^\perp} E_0^\perp.$$  

(3.59)

This preserves the reversibility and the phase-space volume element because the induced symplectic form is given by $\omega = d\eta_\mu \wedge d\xi^\mu = d\eta_0 \wedge dE^0 + d\eta_a \wedge dE^a$ (see appendix A). However, this can change the value of the Hamiltonian. The change comes only from the difference between the norms of momenta $\pi$ and $\pi'$, and its effect is absorbed in the probability at the Metropolis test in Step 3 above, so that the detailed balance condition (2.20) still holds. If the change is larger than a prescribed value (e.g., if $e^{-|\Delta H|} = e^{-|\pi'^2 - \pi^2|/2} < 0.8$), we instead use the *momentum flip* $\Psi$:

$$\Psi(z, \pi) \equiv (z, -\pi).$$

(3.60)

Since the replacement of $\Phi_{\Delta s}$ by $\mathcal{T}$ or $\Psi$ preserves the phase-space volume element and the reversibility, the detailed balance condition (2.20) still holds.

### 3.6. Estimation of observables

We first recall that the boundary flow times ($T_0$ and $T_1$) can be chosen arbitrarily due to Cauchy’s theorem. In practice, $T_0$ must be set sufficiently small in order to keep in $\mathcal{R}$ a region that is free from multimodality (to be set to $T_0 = 0$ when the multimodal problem is absent there). On the other hand, $T_1$ must be taken sufficiently large in order to keep a region where the sign problem is resolved, but, at the same time, $T_1$ should not be set too large in order to avoid introducing an unnecessarily large computational time.

When estimating observables, we take a subinterval in $[T_0, T_1]$ (to be denoted by $[\hat{T}_0, \hat{T}_1]$). Namely, for a sample of configurations that are generated in the range $[T_0, T_1]$ (with sample size $N_{\text{conf}}$), we construct a subsample $\{z^{(k)}\}$ ($k = 1, \ldots, \hat{N}_{\text{conf}}$) taking configurations from the interval $[\hat{T}_0, \hat{T}_1]$ ($T_0 \leq \hat{T}_0 < \hat{T}_1 \leq T_1$), and take a ratio of sample averages over this

---

18In practice, we check the reversibility at every step of molecular dynamics, $(z, \pi) \to (z', \pi') = \Phi_{\Delta s}(z, \pi)$, by monitoring that the time-reversed process $(\tilde{z}, -\tilde{\pi}) \equiv \Phi_{\Delta s}(z', -\pi') (= \Phi_{\Delta s} \circ \Psi \circ \Phi_{\Delta s}(z, \pi))$ correctly gives $(z, -\pi)$. In the calculation below, we require that $|\tilde{z} - z|/\sqrt{N} < 10^{-5}$. If this condition is not met, we replace $\Phi_{\Delta s}$ by $\mathcal{T}$ or $\Psi$ as in the case where a transition passes over a boundary.
\( \hat{O}(\hat{T}_0, \hat{T}_1) \equiv \frac{(1/N_{\text{conf}}) \sum_k A(z^{(k)}) O(z^{(k)})}{(1/N_{\text{conf}}) \sum_k A(z^{(k)})} \). \hspace{1cm} (3.61)

\( \hat{T}_0 \) now should be set sufficiently large in order to exclude a region that is contaminated by the sign problem. Note that \( \hat{T}_0 \) and \( \hat{T}_1 \) should be set enough apart in order to maintain a sufficient size for the subsample. Then, if the original range \([T_0, T_1]\) is properly chosen as above, and if the system is well close to global equilibrium, there must be a region in two-parameter space \((\hat{T}_0, \hat{T}_1)\) such that the estimations \(\hat{O}(\hat{T}_0, \hat{T}_1)\) are stable against the variation of the estimation ranges (i.e., estimates change only within statistical errors).

The whole process of the WV-TLTM thus proceeds as follows:

1. Choose a sufficiently small \(T_0\) and a sufficiently large \(T_1\) to tame both sign and multimodal problems.

2. Construct a weight function \(e^{-W(t)}\) such that the distribution of \(t\) becomes almost uniform (see subsection 3.4 for more details).

3. Use the HMC algorithm in subsection 3.5 to generate configurations in the range \([T_0, T_1]\) from the distribution \(\propto e^{-V(z)}\) with \(V(z) = \text{Re} S(z) + W(t(z))\).

4. For the obtained full sample, vary the estimation range \([\hat{T}_0, \hat{T}_1]\), looking for a stable region (plateau) in the two-parameter space \((\hat{T}_0, \hat{T}_1)\) that give the same estimate \(\hat{O}(\hat{T}_0, \hat{T}_1)\) within statistical errors.

5. Choose a point \((\hat{T}_0, \hat{T}_1)\) from the plateau and take the corresponding \(\hat{O}(\hat{T}_0, \hat{T}_1)\) as the estimate of \(\langle O(x) \rangle\). The error of estimation is read from the statistical error for the chosen subsample.

4. Application to a chiral random matrix model

In this section, to confirm that the WV-TLTM works correctly, we apply the WV-TLTM to a chiral random matrix model, the Stephanov model \cite{28, 29}. We show that the algorithm correctly reproduces exact results, solving both sign and multimodal problems.

\(N_{\text{conf}}(\hat{T}_0, \hat{T}_1)\) is the number of configurations in \([\hat{T}_0, \hat{T}_1]\). The total number of configurations corresponds to \(N_{\text{conf}} = N_{\text{conf}}(T_0, T_1)\).
4.1. The model

The Stephanov model is a large $N$ matrix model that approximates QCD at finite density. For $N_f$ quarks with equal mass $m$, the partition function is given by the following integral over $n \times n$ complex matrices $X = (X_{ij} = x_{ij} + i y_{ij})$:

$$Z_n^{N_f} = e^{n \mu^2} \int d^2 X e^{-S(X,X')} \equiv e^{n \mu^2} \int d^2 X e^{-n \text{tr} X' X} \det^{N_f}(D + m). \quad (4.1)$$

Here, $D + m$ represents the Dirac operator in the chiral representation and takes the form

$$D + m \equiv \left( \begin{array}{cc} m & 1_n \\ i (X^\dagger + C) & m \\ \end{array} \right), \quad (4.2)$$

where

$$i C \equiv \left( \begin{array}{cc} (\mu + i \tau) & 1_{n/2} \\ 0 & (\mu - i \tau) \end{array} \right). \quad (4.3)$$

The parameters $\mu$ and $\tau$ correspond to the chemical potential and the temperature, respectively \[28, 29\]. The number of DOF is $N = 2 n^2$, which may be compared with the DOF of the $SU(N_c)$ gauge field on the lattice of linear size $L$ as $N = 4(N_c^2 - 1)L^4$.

For the case $N_f = 1$, the partition function at finite $n$ can be written as an integral over a single variable:

$$Z_n^{N_f=1} = n e^{n(\mu^2 - m^2)} \int_0^\infty d\rho e^{-\rho \mu} I_0 (2nm\sqrt{\rho}) \left[ (\rho - \mu^2 + \tau^2)^2 + (2\mu\tau)^2 \right]^{n/2}, \quad (4.4)$$

where $I_k(x)$ ($k = 0, 1, 2, \cdots$) are the modified Bessel functions of the first kind. Then, the chiral condensate is expressed as

$$\langle \bar{\psi} \psi \rangle \equiv \frac{1}{2n} \frac{\partial}{\partial m} \ln Z_n^{N_f=1} = -m + \frac{\int_0^\infty d\rho e^{-\rho \mu} I_1 (2nm\sqrt{\rho}) \sqrt{\rho} \left[ (\rho - \mu^2 + \tau^2)^2 + (2\mu\tau)^2 \right]^{n/2}}{\int_0^\infty d\rho e^{-\rho \mu} I_0 (2nm\sqrt{\rho}) \left[ (\rho - \mu^2 + \tau^2)^2 + (2\mu\tau)^2 \right]^{n/2}}. \quad (4.5)$$

Similarly, the number density is expressed as

$$\langle \psi^\dagger \psi \rangle \equiv \frac{1}{2n} \frac{\partial}{\partial \mu} \ln Z_n^{N_f=1} = \mu - \mu \frac{\int_0^\infty d\rho e^{-\rho \mu} I_0 (2nm\sqrt{\rho}) \left[ (\rho - \mu^2 + \tau^2)^2 + (2\mu\tau)^2 \right]^{n/2-1} (\rho - \mu^2 - \tau^2)}{\int_0^\infty d\rho e^{-\rho \mu} I_0 (2nm\sqrt{\rho}) \left[ (\rho - \mu^2 + \tau^2)^2 + (2\mu\tau)^2 \right]^{n/2}}. \quad (4.6)$$

We apply the WV-TLTM to this model, by complexifying the real and imaginary parts ($x_{ij}$ and $y_{ij}$) separately, and by considering the antiholomorphic gradient flow with respect
to the action given in (4.1). We estimate the chiral condensate and the number density using the formulas
\[
\langle \bar{\psi} \psi \rangle = \frac{1}{2n} \langle \text{tr} (D + m)^{-1} \rangle, \tag{4.7}
\]
\[
\langle \psi^\dagger \psi \rangle = \mu + \frac{1}{2n} \langle \text{tr} \left[ (D + m)^{-1} \begin{pmatrix} 0 & 1_n \\ 1_n & 0 \end{pmatrix} \right] \rangle. \tag{4.8}
\]
It is convenient to introduce the matrices
\[
A \equiv X + C, \quad B \equiv X^\dagger + C, \quad K \equiv (BA + m^2)^{-1}, \tag{4.9}
\]
with which \(D + m\) and \((D + m)^{-1}\) are expressed as
\[
D + m = \begin{pmatrix} m & iA \\ iB & m \end{pmatrix}, \tag{4.10}
\]
\[
(D + m)^{-1} = \begin{pmatrix} m(AB + m^2)^{-1} & -iA(BA + m^2)^{-1} \\ -i(AB + m^2)^{-1}B & m(AB + m^2)^{-1} \end{pmatrix} = \begin{pmatrix} mAKA^{-1} & -iAK \\ -iKB & mK \end{pmatrix} = \begin{pmatrix} mAKA^{-1} & -iAK \\ -iKB & mK \end{pmatrix}. \tag{4.11}
\]
The flow equation is then written only with \(A, B, K\), and the expectation values (4.7) and (4.8) are estimated from the expressions
\[
\langle \bar{\psi} \psi \rangle = \frac{m}{n} \langle \text{tr} K \rangle, \tag{4.12}
\]
\[
\langle \psi^\dagger \psi \rangle = \mu - i \frac{1}{2n} \langle \text{tr} K(A + B) \rangle. \tag{4.13}
\]

4.2. Setup in the simulation

We summarize the setup in the simulation. We set \(n = 10, m = 0.004, \tau = 0\), and estimate the chiral condensate \(\langle \bar{\psi} \psi \rangle\) and the number density \(\langle \psi^\dagger \psi \rangle\) as functions of \(\mu = 0.4, \ldots, 0.8\).

We set \(T_0 = 0\) while we choose \(T_1\) depending on \(\mu\) as in Table 1. Other simulation parameters are also given in Table 1. There, \(N_{\text{init}}\) is the number of initial configurations, and \(N_{\text{conf}}\) is the number of configurations in the simulation range \([T_0, T_1]\), while \(N_{\text{conf}}(\hat{T}_0, \hat{T}_1)\) is that in the estimation range \([\hat{T}_0, \hat{T}_1]\), corresponding to the point \((\hat{T}_0, \hat{T}_1)\) chosen from a plateau. Note that \(\hat{T}_0\) and \(T_1\) depend on the choice of observables. We set the initial configuration to the final configuration in the test run determining \(W(t)\). The tuning of \(W(t)\) turns out to take two iterations to realize the condition (3.56). In Fig. 8, we show the final form of \(W(t)\) at \(\mu = 0.625\) and the resulting histogram of \(t\).

\footnote{Note that \((AB + m^2)^{-1} = AKA^{-1} = B^{-1}KB = (1/m^2) (1 - AKB)\).}

\footnote{Since the lattice size is small, we adopt the direct method in the HMC algorithm; we compute \(J\) by integrating the flow equation (1.12) and use the LU decomposition in the inversion processes. The computation of \(J\) is not necessary if we adopt the iterative method (see subsection 3.3).}
It sometimes happens that $\mathcal{R} = \bigcup_t \Sigma_t$ is not well explored for large $t$ because of the complicated geometrical structure there. To facilitate transitions, at every start of the HMC algorithm we change the step size $\Delta s$ and the step number $n$ by randomly taking them from a set $\mathcal{C} = \{(\Delta s_c, n_c) \mid c = 1, \ldots, c_{\text{max}}\}$. In the calculation below, we set $c_{\text{max}} = 3$ and choose $\mathcal{C}$ as in Table 2.

| $\mu$ | 0.4 | 0.45 | 0.5 | 0.55 | 0.575 | 0.6 |
|-------|-----|------|-----|------|-------|-----|
| $T_0$ | 0   | 0    | 0   | 0    | 0     | 0   |
| $T_1$ | 0.025 | 0.048 | 0.056 | 0.068 | 0.068 | 0.068 |
| $N_{\text{init}}$ | 80 | 60 | 40 | 100 | 100 | 50 |
| $N_{\text{conf}}$ | 4,000 | 4,000 | 4,000 | 12,000 | 10,000 | 6,000 |
| $\hat{T}_0 (\langle \psi \psi \rangle)$ | 0.0145 | 0.02784 | 0.028 | 0.04352 | 0.04216 | 0.0272 |
| $\hat{T}_1 (\langle \psi \psi \rangle)$ | 0.025 | 0.048 | 0.056 | 0.068 | 0.068 | 0.06664 |
| $N_{\text{conf}}(\hat{T}_0, \hat{T}_1) (\langle \psi \psi \rangle)$ | 1,600 | 1,600 | 1,800 | 4,400 | 4,400 | 3,600 |
| $\hat{T}_0 (\langle \psi \dagger \psi \rangle)$ | 0.0095 | 0.02112 | 0.03472 | 0.04624 | 0.03128 | 0.04352 |
| $\hat{T}_1 (\langle \psi \dagger \psi \rangle)$ | 0.025 | 0.048 | 0.056 | 0.068 | 0.068 | 0.068 |
| $N_{\text{conf}}(\hat{T}_0, \hat{T}_1) (\langle \psi \dagger \psi \rangle)$ | 2,400 | 2,400 | 1,250 | 3,500 | 6,000 | 2,200 |

Table 1: Simulation parameters.

We comment that, if we use the original TLTM based on the parallel tempering, we need about 70 replicas for $n = 10$. We list in Table 3 the numbers of replicas at $\mu = 0.6$ for various $n$. Here, we first determine the maximum flow time $T$ so that the sign problem is

Table 2: HMC parameters.

| index $c$ | 0 | 1 | 2 | 3 |
|-----------|---|---|---|---|
| $\Delta s_c$ | 0.01 | 0.005 | 0.001 | 0.00025 |
| $n_c$ | 25 | 50 | 50 | 100 |

We comment that, if we use the original TLTM based on the parallel tempering, we need about 70 replicas for $n = 10$. We list in Table 3 the numbers of replicas at $\mu = 0.6$ for various $n$. Here, we first determine the maximum flow time $T$ so that the sign problem is

---

\[ \text{This prescription is justified by noticing that this gives a Markov chain on an extended space } \mathcal{R} \times \mathcal{C}. \]
Figure 8: (Left) Final $\{W_{\ell}\}$ and its polynomial fit $W(t)$. (Right) Final histogram of $t$.

Table 3: Maximum flow time $T$ and the number of replicas at $\mu = 0.6$.

| $n$ | $4$ | $6$ | $8$ | $10$ |
|-----|-----|-----|-----|------|
| $T$ | 0.02 | 0.06 | 0.068 | $\sim 33$ | $\sim 70$ |
| #replicas | 1 | 4 | $\sim 33$ | $\sim 70$ |

well resolved there, and then determine the number of replicas so that the acceptance rate of the swapping is in the range 0.2–0.5.

4.3. Results and analysis

Figure 9 shows the average reweighting factors from the naive reweighting method (blue) and from the WV-TLTM (orange), the former exhibiting the existence of the sign problem around $\mu = 0.6$. Figure 10 gives the estimates of $\langle \bar{\psi}\psi \rangle$ from the WV-TLTM at $\mu = 0.625$

Figure 9: Average phase factors $\langle A \rangle = \langle e^{-i\text{Im } S(z)} \rangle_{\text{rewt}}$ from the naive reweighting method (blue) and the average reweighting factors $\langle A \rangle = \langle A(z) \rangle_{R}$ from the WV-TLTM (orange). The estimation range $[\hat{T}_0, \hat{T}_1]$ in the WV-TLTM is set to that for the chiral condensate (see Table 1).

with various estimation ranges $[\hat{T}_0, \hat{T}_1]$. We see a plateau with a value close to the exact one
Figure 10: Estimates of $\langle \bar{\psi}\psi \rangle$ at $\mu = 0.625$ with various $\hat{T}_0$ and $\hat{T}_1$. The red filled circle is the point taken from a plateau to be used for the estimation of $\langle \bar{\psi}\psi \rangle$, and the horizontal dashed line is the estimate.

0.012. Figure 11 exhibits the estimated values thus obtained for the chiral condensate $\langle \bar{\psi}\psi \rangle$ and the number density $\langle \psi^\dagger\psi \rangle$. As a comparison, we also display in the same figure the results from the naive reweighting method and the complex Langevin method, both with the sample size $N_{\text{conf}} = 10,000$. We see that the WV-TLTM correctly reproduces exact values, while the complex Langevin method suffers from the wrong convergence even for a parameter region free from the sign problem.

One may find it strange that correct estimates are still obtained from the WV-TLTM even for such parameters that give small average reweighting factors $\langle A(z) \rangle_R$ (see Fig. 9). To understand this, let us see Figs. 12 and 13 which show the histogram of $A(z) = \alpha^{-1}(z) e^{-i \text{Im} S(z) + i \varphi(z)}$, and those of its modulus and phase, in the estimation range $[\hat{T}_0, \hat{T}_1]$ at $\mu = 0.625$. We observe that the distribution of $\alpha^{-1}(z)$ has a peak around $\alpha^{-1}(z) = 0.12$. The point is that this small value reduces not only the mean value of $A$, but also the statistical errors. This is in sharp contrast to the situation in the naive reweighting (see the right panel of Fig. 12). In fact, in the latter (the naive reweighting), the reweighting factor is actually a phase factor, and is distributed uniformly on a unit circle, giving a vanishingly small average phase factor. The statistical errors are then of $O(1/\sqrt{N_{\text{conf}}})$, because the standard deviation of phase factors for uniformly distributed phases is of $O(1)$. One thus needs a huge sample size of $e^{O(N)}$ to make the statistical errors relatively small to the mean value. In the WV-TLTM, in contrast, the reweighting factor $A(z)$ is distributed in a two-dimensional way (not on a circle), and the contributions of the radius $\alpha^{-1}$ enter both the mean value and the statistical errors, and also both the numerator and the denominator. Thus, the effect of small radius cancels out in a ratio of reweighted averages. Therefore, no additional problem is caused by the smallness of the reweighting factor, and the extent of the sign problem is still governed by the phase factor, which is reduced by taking sufficiently large flow times.
5. Conclusion and outlook

In this paper, we proposed a HMC algorithm on the worldvolume $\mathcal{R}$ of an integration surface $\Sigma_t$, where the flow time $t$ changes in the course of molecular dynamics, and thus the multimodal problem is resolved without introducing replicas. Furthermore, the computation of the Jacobian is not necessary in generating a configuration. We applied this algorithm to a chiral random matrix model (the Stephanov model) and confirmed that it reproduces correct results, solving both sign and multimodal problems simultaneously.

The validity of this algorithm should be further investigated by applying it to other systems that also have the sign problem, including finite density QCD, strongly correlated electron systems and real-time quantum field theories as well as frustrated spin systems like the antiferromagnetic Heisenberg model on the triangular lattice and the Kitaev model on the honeycomb lattice.

It is important to keep developing the algorithm as well in order to perform large scale calculations for such systems listed above with less computational cost. For example, it should be nice if we can find a more efficient algorithm to tune $W(t)$. Machine learning may be one of the possible tools.

---

Machine learning may be one of the possible tools.
Figure 12: (Left) Histogram of $A(z) = \alpha^{-1}(z) e^{i\phi(z) - i\text{Im}S(z)}$ obtained from the WV-TLTM. (Right) Histogram of the phase factor $e^{i\phi(z) - i\text{Im}S(z)}$ obtained from the reweighting. Both figures are at $\mu = 0.625$.

happens when one switches from the simulated tempering \cite{36} to the parallel tempering \cite{22,23,24}. It is also desirable if one can construct an algorithm to evaluate the phase $e^{i\phi} = \det J/|\det J|$ without computing the matrix elements of $J$ explicitly. Furthermore, in order to make a more accurate statistical analysis, it is important to develop a systematic method to estimate numerical errors that are necessarily introduced in integrating the anti-holomorphic gradient flow and in solving Newton’s method iteratively (Step 2 in subsection 3.5).

The modification of the flow equation (1.6) should also deserve intensive investigation for various reasons. To see this, note that (1.6) is not the only possible equation deforming the original integration surface $\mathbb{R}^N$ so as to approach a union of Lefschetz thimbles. For example, it can be modified with a positive hermitian matrix $G_{ij}(z, z^*)$ to the form

$$\frac{dz_i}{dt} = G_{ij}(z, z^*) \left[ \partial_j S(z_t) \right]^*, \quad (5.1)$$

without changing the structure of thimbles. However, this modification changes flows of configurations off the thimbles, and can be designed so that flowed configurations approach zeros of $e^{-S(z)}$ only very slowly (see, e.g., \cite{37}). We have investigated this type of modification, proposing to take $G_{ij}$ of the following simple form \cite{38}:

$$G_{ij}(z, z^*) = \frac{\delta_{ij}}{1 + (|\partial S(z)|/\Lambda)^\alpha} \quad (\alpha \geq 2). \quad (5.2)$$

This actually removes zeros from $\mathcal{R}$ for finite flow times, and sometimes is helpful in iteratively solving the constraint (3.28). However, it seems that the obtained gain does not
exceed the increased complexity of the algorithm, and also that the functional form of $G_{ij}$ needs to be fine-tuned, depending on parameters on each model. This is the reason why we did not pursue this possibility in this paper. However, it will be essentially important when one develops a Metropolis-Hastings algorithm described in appendix D because the configuration space $\tilde{\mathcal{R}} = \{\xi = (t,x^a) \mid T_0 \leq t \leq T_1\}$ comes to have a simple structure if points to be mapped to zeros do not exist in the region.

Another possible application of modifying the flow equation is to provide a mechanism to solve the so-called global sign problem (cancellation among contributions from different thimbles). In fact, since $\alpha^{-1}(z)$ increases exponentially in the vicinity of a Lefschetz thimble [see a comment below (B.8)], a change of flows caused by the modification may significantly shift the distribution of $A(z)$ and distort the balanced contributions from different thimbles, that was the origin of the global sign problem.

A study along these lines is now in progress and will be reported elsewhere.
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A. Geometry of the RATTLE algorithm

In this appendix, we clarify the geometrical aspects of the RATTLE algorithm and prove a few statements necessary for discussions in the main text.

As in the main text, let $\mathcal{R}$ be an $m$-dimensional manifold embedded in the flat space $\mathbb{R}^M = \{ z = (z^I) \} \quad (I = 1, \ldots, M)$ supposing $R$ is the worldvolume of a D-brane in $\mathcal{C}^N = \mathbb{R}^{2N}$, we set $M = 2N$ and $m = N + 1$. With local coordinates $\xi = (\xi^\mu) \quad (\mu = 1, \ldots, m)$ of $\mathcal{R}$, the embedding is expressed by functions $z^I = z^I(\xi)$. The vectors $E_\mu = (E^I_\mu = \partial z^I / \partial \xi^\mu)$ (A.1)

form a basis of the tangent space $T_z \mathcal{R}$ at $z \in \mathcal{R}$, and give the induced metric $ds^2 = g_{\mu\nu}(\xi) \, d\xi^\mu d\xi^\nu$ as $g_{\mu\nu} = E_\mu \cdot E_\nu$. (A.2)

Furthermore, denoting the inverse of $(g_{\mu\nu})$ by $(g^{\mu\nu})$, and defining another basis of $T_z \mathcal{R}$ by $E^\mu \equiv g^{\mu\nu} E_\nu$, (A.3)

we also introduce local coordinates $\eta = (\eta_\mu)$ on $T_z \mathcal{R}$ as coefficients in an expansion with respect to $E^\mu$. Namely, for $\pi \in T_z \mathcal{R}$, its coordinates $\eta = (\eta_\mu)$ are defined through the relation $\pi = \eta_\mu E^\mu$, (A.4)

whose explicit forms are given by $\eta_\mu = E_\mu \cdot \pi$. (A.5)

---

24 When $\mathcal{R}$ is the worldvolume of an integration surface in $\mathcal{C}^N = \mathbb{R}^{2N}$, we set $M = 2N$ and $m = N + 1$.

25 Note that $E^\mu \cdot E^\nu = g^{\mu\nu}$.

26 As in the main text, we denote a function on $\mathcal{R}$ by $f(z)$ and $f(\xi)$, interchangeably, with the understanding that $z = z(\xi)$. The transition matrix is also written as $P(z'|z)$ and $P(\xi'|\xi)$ for $z = z(\xi)$, $z' = z'(\xi') \in \mathcal{R}$. Similarly, a function on $T\mathcal{R}$ is written as $f(z, \pi)$ and $f(\xi, \eta)$, interchangeably.
The line element on $T_z \mathcal{R}$ then takes the form
\[(d\pi^I)^2 |_{T_z \mathcal{R}} = g^{\mu\nu}(\xi) \, d\eta^\mu \, d\eta^\nu,\] \hfill (A.6)
and thus the volume elements of $T \mathcal{R}$ is given by
\[dV_{T \mathcal{R}} = Dz \, D\pi = D\xi \, D\eta \] \hfill (A.7)
with
\[Dz \equiv D\xi \equiv \sqrt{g} \, d\xi, \quad D\pi \equiv D\eta \equiv d\eta/\sqrt{g}. \] \hfill (A.8)

We think of the tangent bundle $T \mathbb{R}^M = \{(z^I, \pi^I)\}$ (not the cotangent bundle) as the phase space of motions in $\mathbb{R}^M$ with a symplectic form $\Omega = d\pi^I \wedge dz^I$. The sub-bundle $T \mathcal{R} = \{(z^I, \pi^I) | z \in \mathcal{R}, \pi \in T_z \mathcal{R}\}$ is then regarded as the phase space of constrained motions on $\mathcal{R}$. Its symplectic form is given by
\[\omega \equiv \Omega|_{T \mathcal{R}} = d\eta^\mu \wedge d\xi^\mu, \] \hfill (A.9)
which defines the Poisson bracket as $\{\xi^\mu, \eta^\nu\} = \delta^\mu_\nu$, $\{\xi^\mu, \xi^\nu\} = \{\eta^\mu, \eta^\nu\} = 0$. The volume element (A.7) agrees with the phase-space volume element associated with $\omega$:
\[dV_{T \mathcal{R}} = \omega^m/m!, \] \hfill (A.10)
because $\omega^m/m! = d\xi \, d\eta = (\sqrt{g} \, d\xi) \, (d\eta/\sqrt{g}) = D\xi \, D\eta$.

We now consider molecular dynamics on $T \mathcal{R}$ with a Hamiltonian
\[H(\xi, \eta) = \frac{1}{2} \, (\pi^I)^2 + V(z) |_{T \mathcal{R}} = \frac{1}{2} \, g^{\mu\nu}(\xi) \, \eta^\mu \eta^\nu + V(z(\xi)), \] \hfill (A.11)
with which the time evolution of $(\xi, \eta)$ is given by
\[\partial_s \xi^\mu = \{\xi^\mu, H\} = \partial_{\eta^\mu} H(\xi, \eta), \quad \partial_s \eta^\mu = \{\eta^\mu, H\} = \partial_{\xi^\nu} H(\xi, \eta). \] \hfill (A.12)
It is easy to see that this evolution preserves the Hamiltonian $H$, the symplectic form $\omega$, and thus also the phase-space volume element $dV_{T \mathcal{R}}$:
\[\partial_s H = 0, \quad \partial_s \omega = 0, \quad \partial_s (dV_{T \mathcal{R}}) = 0. \] \hfill (A.13)
We write the motion from $(\xi, \eta)$ to $(\xi', \eta')$ with time interval $s$ as a map $\Phi_s$:
\[(\xi, \eta) \rightarrow (\xi', \eta') = \Phi_s(\xi, \eta) \equiv (\xi_s(\xi, \eta), \eta_s(\xi, \eta)). \] \hfill (A.14)

\footnote{This can be proved as follows: $\omega = d\pi^I \wedge dz^I|_{T \mathcal{R}} = [d\pi^I|_{T_z \mathcal{R}}] \wedge dz^I(\xi) = [d\pi^I|_{T_z \mathcal{R}}] \wedge E^I_\mu(\xi) \, d\xi^\mu = d[\pi^I|_{T_z \mathcal{R}} \, E^I_\mu(\xi)] \wedge d\xi^\mu = d\eta^\mu \wedge d\xi^\mu$, where we have used $d[E^I_\mu(\xi)] \wedge d\xi^\mu = (\partial^2 z^I/\partial \xi^\nu \partial \xi^\mu) \, d\xi^\nu \wedge d\xi^\mu = 0.$}
Since the Hamiltonian satisfies the relation $H(\xi, -\eta) = H(\xi, \eta)$, the map $\Phi_s$ preserves the reversibility. Namely, if $(\xi', \eta') = \Phi_s(\xi, \eta)$ is a motion, we have $(\xi, -\eta) = \Phi_s(\xi', -\eta')$. Furthermore, due to the volume preservation, the kernel

$$
\Phi_s(\xi', \eta' | \xi, \eta) \equiv \delta(\xi' - \xi_s(\xi, \eta)) \delta(\eta' - \eta_s(\xi, \eta))
$$

(A.15)
satisfies the relation

$$
\Phi_s(\xi', \eta' | \xi, \eta) = \Phi_s(\xi, -\eta | \xi', -\eta').
$$

(A.16)

For stochastic processes on $\mathcal{R}$, we define the probability density $p(z(\xi)) = p(\xi)$ on $\mathcal{R}$ with respect to the volume element $Dz = D\xi = \sqrt{g} d\xi$, which is thus normalized as

$$
\int_{\mathcal{R}} D\xi p(\xi) = 1.
$$

(A.17)

One then can easily show that the transition matrix

$$
P_s(\xi' | \xi) \equiv \int_{T_z \mathcal{R}} D\eta' \int_{T_z \mathcal{R}} D\eta \Phi_s(\xi', \eta' | \xi, \eta) \frac{1}{(2\pi)^{m/2}} e^{-g^{\mu\nu}(\xi, \eta) \eta_{\mu} \eta_{\nu}/2}
$$

(A.18)
satisfies the detailed balance condition\(^{28}\)

$$
P_s(\xi' | \xi) e^{-V(z(\xi))} = P_s(\xi | \xi') e^{-V(z(\xi'))}
$$

(A.19)

and the normalization condition

$$
\int_{\mathcal{R}} D\xi' P_s(\xi' | \xi) = 1.
$$

(A.20)

The Gaussian distribution $e^{-g^{\mu\nu}(\xi, \eta) \eta_{\mu} \eta_{\nu}/2}/(2\pi)^{m/2}$ in (A.18) can be obtained by first generating $\tilde{\pi} = (\tilde{\pi}^I) \in T_z \mathbb{R}^M$ from the Gaussian distribution $e^{-\tilde{\pi}^2/2}/(2\pi)^{M/2}$ and then projecting it onto $T_z \mathcal{R}$. In fact, for the orthogonal decomposition $\tilde{\pi} = \pi + \pi_{\perp}$, $\tilde{\pi}^2$ is written as $\tilde{\pi}^2 = \pi^2 + \pi_{\perp}^2$, and the integration measure of $T_z \mathbb{R}^M$ is factorized as $d^M \tilde{\pi} \equiv d\tilde{\pi}^1 \cdots d\tilde{\pi}^M = D\pi D\pi_{\perp}$. By integrating out only the normal component, the distribution of $\pi \in T_z \mathcal{R}$ is left in the desired form:

$$
\int_{N_z \mathcal{R}} d^M \tilde{\pi} \frac{1}{(2\pi)^{M/2}} e^{-\tilde{\pi}^2/2} = D\pi \int_{N_z \mathcal{R}} D\pi_{\perp} \frac{1}{(2\pi)^{M/2}} e^{-(\pi^2 + \pi_{\perp}^2)/2} = \frac{1}{(2\pi)^{m/2}} e^{-\pi^2/2} D\pi.
$$

(A.21)

Note that the projector $\Pi_R$ from $\tilde{\pi} \in T_z \mathbb{R}^M$ to $\pi = \Pi_R \tilde{\pi} \in T_z \mathcal{R}$ is given by

$$
\Pi_R = E_\mu (E^\mu)^T = g^{\mu\nu} E_\mu E^\nu_T.
$$

(A.22)

\(^{28}\)This will be proved for a more complicated case in (A.39).
We now assume that $\mathcal{R}$ is characterized by $M - m$ independent constraint equations, $\phi^r(z) = 0$ ($r = 1, \ldots, M - m$). Then, Hamilton’s equations (A.12) can be expressed as constrained motions in $\mathbb{R}^M$ by using Lagrange multipliers $\lambda_r$:

$$\partial_s z = \pi,$$
$$\partial_s \pi = -\partial V(z) - \lambda_r \partial \phi^r(z),$$
$$\phi^r(z) = 0,$$
$$\pi \cdot \partial \phi^r(z) = 0.$$  (A.23-26)

Here, $\partial \equiv (\partial / \partial z^I)$ is the gradient in $\mathbb{R}^M$.

The RATTLE algorithm [31, 32] is an algorithm which discretizes (A.23)-(A.26) preserving the symplecticity and the reversibility (below $\Delta s$ is the step size):

$$\pi_{1/2} = \pi - \frac{\Delta s}{2} \partial V(z) - \lambda_r \partial \phi^r(z),$$
$$z' = z + \Delta s \pi_{1/2},$$
$$\pi' = \pi - \frac{\Delta s}{2} \partial V(z') - \lambda'_r \partial \phi^r(z').$$  (A.27-29)

Here, $\lambda_r$ and $\lambda'_r$ are determined, respectively, so that the following constraints are satisfied:

$$z' \in \mathcal{R} \quad (\text{i.e. } \phi^r(z') = 0),$$
$$\pi' \in T_{z'} \mathcal{R}.\quad$$  (A.30)

One can easily show that the map $\Phi_{\Delta s} : (z, \pi) \rightarrow (z', \pi')$ actually satisfies the symplecticity and the reversibility (with $\lambda_r$ and $\lambda'_r$ interchanged):

- $\omega(z', \pi') = \omega(z, \pi),\quad$  (A.32)
- $(z', \pi') = \Phi_{\Delta s}(z, \pi) \Rightarrow (z, -\pi) = \Phi_{\Delta s}(z', -\pi'),\quad$  (A.33)

which means that

$$\Phi_{\Delta s}(z', \pi'|z, \pi) = \Phi_{\Delta s}(z, -\pi|z', -\pi').$$  (A.34)

The Hamiltonian is conserved to the order of $\Delta s^2$, i.e., $H(z', \pi') - H(z, \pi) = O(\Delta s^3)$.

The HMC algorithm then consists of the following three steps for a given initial configuration $z \in \mathcal{R}$:

**Step 1.** Generate a vector $\tilde{\pi} = (\tilde{\pi}^I) \in T_z \mathbb{R}^M$ from the Gaussian distribution

$$\frac{1}{(2\pi)^{M/2}} e^{-\tilde{\pi}^2 / 2},$$

and project it onto $T_z \mathcal{R}$ to obtain an initial momentum $\pi = (\pi^I) \in T_z \mathcal{R}$.  (A.35)
Step 2. Calculate $\Phi_{\Delta s}(z, \pi)$ from (A.27)–(A.31). We repeat this step $n$ times to obtain $(z', \pi') = \Phi^n_{\Delta s}(z, \pi)$.

Step 3. Update the configuration $z$ to $z'$ with a probability
\[
\min \left(1, e^{-H(z', \pi') + H(z, \pi)} \right).
\] (A.36)

The above process defines a stochastic process on $\mathcal{R}$ with the following transition matrix for $z' \neq z$:
\[
P(z'|z) \equiv \int_{T_z \mathcal{R}} D\pi' \int_{T_z \mathcal{R}} D\pi \min \left(1, e^{-H(z', \pi') + H(z, \pi)} \right) \Phi^n_{\Delta s}(z', \pi'|z, \pi) \frac{e^{-\pi'^2/2}}{(2\pi)^{m/2}}.
\] (A.37)

The diagonal ($z' = z$) components are determined from the probability conservation. $P(z'|z)$ can be shown to satisfy the detailed balance condition
\[
P(z'|z) e^{-V(z)} = P(z|z') e^{-V(z')}
\] (z, z' \in \mathcal{R})
(A.38)
as follows:
\[
P(z'|z) e^{-V(z)} = \int_{T_z \mathcal{R}} D\pi' \int_{T_z \mathcal{R}} D\pi \min \left(1, e^{-H(z', \pi') + H(z, \pi)} \right) \Phi^n_{\Delta s}(z', \pi'|z, \pi) \frac{e^{-H(z, \pi)}}{(2\pi)^{m/2}}
= \frac{1}{(2\pi)^{m/2}} \int_{T_z \mathcal{R}} D\pi' \int_{T_z \mathcal{R}} D\pi \min \left(e^{-H(z, \pi)}, e^{-H(z', \pi')} \right) \Phi^n_{\Delta s}(z, -\pi|z', -\pi')
= P(z|z') e^{-V(z')},
\] (A.39)
where we have used (A.34) $n$ times to get the second line, and have made the change of integration variables, $\pi \to -\pi$ and $\pi' \to -\pi'$, with the relation $H(z, -\pi) = H(z, \pi)$ to obtain the third line.

**B. Analytical expressions for the Gaussian case**

We present the analytical expressions for some geometrical quantities defined in subsection 3.1 for the action
\[
S(x) = \frac{\beta}{2} \sum_{k=1}^{N} (x^k - i)^2.
\] (B.1)

This has a single critical point at $z_\sigma = (z^k_\sigma = i)$, and the corresponding Lefschetz thimble is given by $\mathcal{J}_\sigma = \{z = (z^k) \in \mathbb{C}^k \mid \text{Im } z^k = 1 \ (\forall k)\}$. Complex vectors will be used throughout this appendix.
The solution of the antiholomorphic flow equation (1.6) takes the form
\[ z^k(t, x) = x^k e^\beta t + i(1 - e^{-\beta t}). \]  
(B.2)

The Jacobian \( J(t, x) \) is thus given by
\[ J^k_a(t, x) = \frac{\partial z^k(t, x)}{\partial x^a} = e^{\beta t} \delta^k_a. \]  
(B.3)

The tangent vectors \( E_0 \) and \( E_a \) are
\[ E_0^k = \beta (z^k - i)^* = \beta (x^k e^{\beta t} + i e^{-\beta t}), \quad E_a^k = e^{\beta t} \delta_a^k. \]  
(B.4)

Using (3.46), we have
\[ (E_0^\perp)^k = -i\beta (\text{Im} z^k - 1) = i\beta e^{-\beta t}. \]  
(B.5)

The components of \( g_{\mu\nu} \) are then given in the ADM parametrization (3.5) by
\[ \gamma_{ab} = (J^\dagger J)_{ab} = e^{2\beta t} \delta_{ab}, \]  
\[ \beta^a = \gamma_{ab} \text{Re}(E_0^b)(E_0^b) = \beta x^a, \]  
\[ \alpha = |E_0^\perp| = \beta \sqrt{N} e^{-\beta t}. \]  
(B.6) (B.7) (B.8)

We see that the inverse lapse is given by \( \alpha^{-1} = e^{\beta t}/(\beta \sqrt{N}) \) and increases exponentially in flow time \( t \) as \( z(t, x) \) approaches the Lefschetz thimble.

The ideal weight function \( e^{-W(t)} \) giving a uniform distribution of \( t \) is given by [see (3.49)]
\[ e^{+W(t)} = \int_{\mathbb{R}^N} dx \alpha(t, x) |\det J(t, x)| e^{-\text{Re} S(z(t, x))} = \beta \sqrt{N} \left( \frac{2\pi}{\beta} \right)^{N/2} e^{-\beta t + (\beta N/2)e^{-2\beta t}}, \]  
(B.9)

and thus we have
\[ W(t) = -\beta t + \frac{\beta N}{2} e^{-2\beta t}. \]  
(B.10)

We have ignored \( t \)-independent constants. We see that the weight factor also increases exponentially, \( e^{-W(t)} \simeq e^{\beta t} \), at large flow times.

C. Proof of eq. (3.31)

In this appendix, we prove the equality (3.31). First, we construct \( 2N \) coordinates \( (\zeta^A) \equiv (\xi^I, \phi^r) \) in the vicinity of \( \mathcal{R} \) in \( \mathbb{R}^{2N} \), by regarding \( (\phi^r) \) as coordinates in the extra dimensions, and introduce at each point \( z \in \mathcal{R} \) a basis \( \{ E_A \} \) of the tangent space \( T_z \mathbb{R}^{2N} \) as
\[ E_A = (E_A^I \equiv \partial z^I / \partial \zeta^A). \]  
(C.1)
We further introduce the dual basis \{\hat{E}^A\} to \{E_A\} by
\[ \hat{E}^A = (\hat{E}^{A} \equiv \partial \zeta^A / \partial z^I), \] (C.2)
which satisfy
\[ \hat{E}^A \cdot E_B = \delta^A_B. \] (C.3)
Note that \( \hat{E}^0 \) and \( \hat{E}^r \) equal the gradients \( \partial t(z) \) and \( \partial \phi^r(z) \), respectively. Then, since the vectors \( E^\perp_0, \hat{E}^a \) and \( \hat{E}^r \) also form a basis of \( T_z \mathbb{R}^{2N} \), \( \hat{E}^0 \) can be expanded in the form
\[ \hat{E}^0 = c_\perp E^\perp_0 + c_a \hat{E}^a + c_r \hat{E}^r. \] (C.4)
The coefficients can be calculated by using the relations (C.3) and \( E^\perp_0 \cdot E^\perp_0 = (E^\perp_0)^2 \) to be
\[ c_\perp = \frac{1}{(E^\perp_0)^2}, \quad c_a = 0, \quad c_r = -(E_r \cdot E^\perp_0) \times c_\perp = -\frac{E_r \cdot E^\perp_0}{(E^\perp_0)^2}, \] (C.5)
and thus we find that \( \hat{E}^0 = \partial t(z) \) takes the form
\begin{equation}
\partial t(z) = \frac{1}{(E^\perp_0)^2} E^\perp_0 - \frac{E_r \cdot E^\perp_0}{(E^\perp_0)^2} \partial \phi^r(z). \tag{C.6}
\end{equation}

D. Another version of WV-TLTM with Metropolis-Hastings algorithm

In this appendix, we give another version of WV-TLTM, which also does not require the computation of the Jacobian in generating a configuration. This is a Metropolis-Hastings algorithm on a subspace in the parameter space (not in the target space), \( \tilde{R} \equiv \{ \xi = (t, x^a) | T_0 \leq t \leq T_1 \} \).

We first rewrite \[(1.13)\] to the form
\begin{equation}
\langle O(x) \rangle = \frac{\int d\xi \det J(\xi) e^{-S(z(\xi)) - W(t)} O(z(\xi))}{\int d\xi \det J(\xi) e^{-S(z(\xi)) - W(t)}}, \tag{D.1}
\end{equation}
where \( d\xi \equiv dt \, dx \equiv dt \, dx^1 \cdots dx^N \). Then, by introducing a new positive weight and a new reweighting factor as
\[ e^{-\tilde{V}(\xi)} \equiv e^{-\Re S(z(\xi)) - W(t)}, \tag{D.2} \]
\[ \hat{A}(\xi) \equiv \det J(\xi) e^{-i \Im S(z(\xi))}, \tag{D.3} \]
we can rewrite \[(D.1)\] as a ratio of new reweighted averages,
\begin{equation}
\langle O(x) \rangle = \frac{\langle \hat{A}(\xi) O(z(\xi)) \rangle_{\tilde{R}}}{\langle \hat{A}(\xi) \rangle_{\tilde{R}}}, \tag{D.4}
\end{equation}
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where
\[
\langle f(z) \rangle_{\hat{R}} \equiv \frac{\int_{\hat{R}} d\xi e^{-\hat{V}(\xi)} f(\xi)}{\int_{\hat{R}} d\xi e^{-\hat{V}(\xi)}}. \tag{D.5}
\]
The weight \(e^{-W(t)}\) is determined so that the function
\[
\hat{Z}(t; W) \equiv e^{-W(t)} \int_{R^N} dx e^{-ReS(z(t,x))} \tag{D.6}
\]
is almost independent of \(t\), as in subsection 3.4.

The distribution \(e^{-\hat{V}(\xi)}/Z_{\hat{R}} \ (Z_{\hat{R}} = \int_{\hat{R}} d\xi e^{-\hat{V}(\xi)})\) can be obtained from a Markov chain without evaluating \(J\) explicitly, if one uses the Metropolis-Hastings algorithm to update a configuration [30]. Namely, from a configuration \(\xi\) we first propose a new configuration \(\xi'\) with a probability
\[
\text{Prop}(\xi'|\xi) \equiv \frac{1}{\sqrt{2\pi\sigma_t^2}} e^{-(t'-t)^2/2\sigma_t^2} \frac{1}{(2\pi\sigma^2)^{N/2}} e^{-(x'-x)^2/2\sigma^2}, \tag{D.7}
\]
where we have treated \(t\) and \(x\) anisotropically. We then accept \(\xi'\) with a probability
\[
\min \left\{ 1, \frac{\text{Prop}(\xi'|\xi) e^{-\hat{V}(\xi')}}{\text{Prop}(\xi'\xi) e^{-\hat{V}(\xi)}} \right\}. \tag{D.8}
\]
This algorithm gives a stochastic process with the transition matrix [30]
\[
\tilde{P}(\xi'|\xi) \equiv \min \left\{ 1, \frac{\text{Prop}(\xi'|\xi) e^{-\hat{V}(\xi')}}{\text{Prop}(\xi'|\xi) e^{-\hat{V}(\xi)}} \right\} \text{Prop}(\xi'|\xi) \quad (\xi' \neq \xi), \tag{D.9}
\]
and one can easily show that this satisfies the detailed balance condition:
\[
\tilde{P}(\xi'|\xi) e^{-\hat{V}(\xi)} = \tilde{P}(\xi|\xi') e^{-\hat{V}(\xi')}. \tag{D.10}
\]

In a generic case, \(ReS(z(t,x))\) changes rapidly at large flow times \(t\), and thus we should better change the proposal depending on \(\xi = (t,x^a)\). One way is to change \((\sigma_t^2, \sigma_x^2)\) by randomly taking them from a set \(\tilde{C} = \{(\sigma_{1,c}^2, \sigma_{2,c}^2)\} \ (c = 1, \ldots, c_{\text{max}})\) as in subsection 4.2.

Another way is to use an asymmetric proposal \(\text{Prop}(\xi'|\xi)\) by making \(\sigma_t^2\) and \(\sigma_x^2\) \(t\)-dependent functions:
\[
\text{Prop}(\xi'|\xi) = \frac{1}{\sqrt{2\pi\sigma_t^2(t)}} e^{-(t'-t)^2/2\sigma_t^2(t)} \frac{1}{(2\pi\sigma^2(t))^{N/2}} e^{-(x'-x)^2/2\sigma^2(t)}. \tag{D.11}
\]
In the latter case, the functional form of \(\sigma_t^2(t)\) and \(\sigma_x^2(t)\) are fixed manually or adaptively from test runs.

After a sample is obtained for the region \([T_0, T_1]\), we consider subsamples for various estimation ranges \([\hat{T}_0, \hat{T}_1]\), and estimate an observable by looking at a plateau in the two-dimensional parameter space \(\{[\hat{T}_0, \hat{T}_1]\}\), as in subsection 3.6.

---

[30] One can also use the HMC algorithm in principle, but this requires the computation of the Jacobian \(J = (J_{ij}(\xi))\) because Hamilton’s equation in molecular dynamics involves the gradient \(\partial_xS(z(\xi)) = \partial_{x^i}S(z)J_{ij}(\xi)\).

[30] The diagonal components are determined by the probability conservation, \(\int d\xi' \tilde{P}(\xi'|\xi) = 1\).
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