A Reference Model Assisted Adaptive Control Structure for Maglev Transportation System
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Abstract: Maglev transportation system is become a hot topic for researchers because of the distinctive advantages, such as frictionless motion, low power consumption, less noise, and being environmentally friendly. The maglev transportation system’s performance gets sufficiently influenced by the control method and the magnetic levitation system’s dynamic performance, which is a critical component of the maglev transportation system. The Magnetic Levitation System (MLS) is a group of unstable, nonlinear, uncertain, and electromagnetically coupled practical application. Control objective of this study is to design a position stabilizing control strategy for Magnetic Levitation system under extreme uncertain parametric conditions using a reference model governed by a reference stabilizer and nonlinear adaptive control structure. After successful tuning the reference stabilizer with and without time-varying payload disturbance, the tracking-error dynamics are obtained in the presence of both matched and mismatched types of parametric uncertainties. Next, the close-loop stability theorem is formulated for Lyapunov stability analysis to get the design constraints, parameter update laws, and adaptive control law. Numerical simulations performed for a high range of parametric violations check the control design’s efficacy. The performance robustness gets confirmed by comparing the results with the nonlinear control approach. The MLS gets performance recovery and settles within safe limits in few seconds using the proposed methodology. However, the nonlinear controller faces permanent failure in stabilizing the MLS.
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1. Introduction

The demand for a compact and convenient, environment-friendly, reduced maintenance of public transportation is rising [1]. The body position control in magnetic levitation systems takes place through an electromagnetic force [2]. The Magnetic Levitation (Maglev) based train is an efficient and frictionless transport system that fulfills such demands. Such systems have many outstanding attributes, like less noise, larger climbing slope ability, all-weather suitability, and longer life compared to a conventional wheel-rail transportation system [3]. Due to a considerable load mass variation, the suspension control system deployed in maglev trains needs to be robust to system parameter variations [4]. The detailed design aspects, advantages, types, and developed structures of the Maglev trains are described in References [5–7]. Barring Maglev trains, the Magnetic Levitation Systems (MLS) find interest in many applications, like wind turbines, magnetic suspensions, space launching stations, Maglev fans, Maglev heart pumps, magnetic bearings, and many more [8,9]. To achieve the contact-free stable levitation, the phase-lead compensators and the PID controllers are the primary control structures [10,11]. However, the usage of fixed operating conditions based on linear structure raises many questions over these
controllers’ applicability. The Structural modifications have been carried out to improve the performance, like fuzzy-PID [12], fractional PID [13], PSO-PID [14], and many more. With such modifications, the control problems, like stabilizing control and tracking control under regular load variations, get rectified for the MLS.

We encounter specific problems not seen in laboratory-level tests of magnetic levitation systems when employed in long-duration passenger services. Such issues, primarily linked to performance, can affect the maglev system’s stability and reliability, cause failure at a partial suspension point, diminished riding experience, and potentially delay the widespread implementation of commercial variants of these transport systems. A dynamic surface control is proposed [15] to compensate for the modeling error due to uncertain parameters. A multi-surface sliding-mode control (SMC) approach [16] handles the mismatched type of parametric uncertainties due to external disturbance. Similarly, the performance robustness of MLS is improved by control approaches, like robust control [17,18], SMC [19], Takagi-Sugeno fuzzy control [20], feedback linearizing control [21], etc. In most of the MLS, the position ($x$) of moving object and current ($i$) passing from the coil are measurable variables. While the vertical velocity ($dx/dt$) of a moving object can be easily estimated using the available information of $x$ and $i$ using the reduced-order dynamics [22], or tracking-differentiator [23]. In the past decade, the Disturbance Observer-Based Control (DOBC) methodologies have gained wide acceptance for estimating and rejecting the disturbances, uncertainties, unmodeled dynamics as a single lumped disturbance [24,25]. However, the design constraints, robustness issues, and unavailability of estimating the individual component may reduce the applicability of DOBC for the MLS.

In such scenarios, the adaptive mechanisms are utilized to update the controller gains or to modify the control law [26] for compensating the nonlinearities and parametric uncertainties. Various structures of such controllers (e.g., adaptive back-stepping control, MRAC, self-tuning control) are used to deal with the uncertain weight (payload) and the unmodeled dynamics [16,27]. The adaptive control approach for the MLS regulates and tracks the position of a suspended object against nonlinearities, track irregularities and uncertain external disturbances [28]. To compensate for the multiple parametric uncertainties, the adaptive back-stepping control with or without optimization [29] and cognitive nonlinear control [30] are used for tracking operation. Inherent deficiencies are identified: (i) aggressive control action causes sticking or falling of levitated object [19], and (ii) usage of the linearized MLS model leads to loss of higher-order nonlinear dynamics [31]. Such methods are ineffective when both matched and mismatched uncertainties are present. In this work, a new adaptive controller for a nonlinear uncertain and unstable MLS model is designed. The proposed structure has these features:

- a nonlinear reference model for the MLS inspired from the adaptive framework for the aerospace and type-1 diabetic patients in References [32–35], to deal with higher-order uncertain dynamics (electromagnetic force) in terms of model parameters (e.g., coil resistance, coil inductance, magnetic constant, etc.),
- the adaptive laws (control law and parameter update laws) are obtained without a cost function,
- different from References [32–35], here, a novel reference stabilizer based nonlinear and unstable reference model is considered,
- sudden change or fault in the matched and mismatched uncertainties, up to $\pm 30\%$ are compensated online,
- the state-transformation utilized in various control methods [30–35] is not utilized in this study. It may not always be feasible to obtain the transformed dynamics for all the systems.

The paper is structured in the following way: We formulate the problem statements and the control objectives for our nonlinear, unstable, and uncertain MLS. The model-assisted adaptive control structure with the foundation of the Lyapunov stability analysis is then formulated. The simulation results obtained using the proposed methodology
with the performance robustness and constraint validations are discussed, followed by the concluding remarks.

2. Problem Formulation

Let us consider the load (or passengers) positioned inside the wagon backed by an air spring fixed through an electromagnet, as shown in Figure 1. We place a displacement sensor at the upper section of the electromagnet to determine its relative distance from the rail. A voltage and current sensor measure the voltage across and the current through the electromagnet, respectively. The displacement sensor value determines and controls the current through the coil. The electromagnetic force between the rail and the magnet enables it to overcome its gravity and that of the load mass and maintain a fixed relative displacement [4].

![Figure 1. Suspension system of a displacement, current, and voltage sensor configured electromagnetic system for a Magnetic Levitation (Maglev) train.](image)

We simulate the proposed algorithm for the prototype structure of the voltage-controlled MLS as shown in Figure 2 based on the levitation of a steel ball in which its position \(x(t)\) is detected by the position detector and controlled by regulating the coil voltage \(V_c(t)\). The electromagnet is presented by a series combination of coil resistance \(R_c\) and coil position-dependent inductance \(L(x)\).

The MLS has two sub-systems: (a) mechanical and (b) electrical [20], given as

\[
\dot{x}(t) = g + \frac{d}{M_b} - \frac{F_c(x(t), i(t))}{M_b}, \quad (1)
\]

\[
V_c(t) = (R_c + R_s)i(t) + \frac{d\phi(x(t), i(t))}{dt}, \quad (2)
\]

where electromagnetic force \(F_c(x(t))\) and flux \(\phi(x(t), i(t))\), developed by coil voltage regulation, are the nonlinear function of ball position \(x(t)\) and coil current \(i(t)\), and \(d\) is the vertical load disturbance. The nominal values of the physical parameters for the MLS are presented in Table 1 [36].
Figure 2. Diagram illustrates dynamics of the Magnetic Levitation (Maglev) system.

Table 1. Nominal values of simulation parameters.

| Parameter                     | Symbol | Value   | Unit  |
|-------------------------------|--------|---------|-------|
| Coil resistance               | $R_c$  | $1 \times 10^1$ | Ω     |
| Current sensor resistance     | $R_s$  | 1       | Ω     |
| Ball mass                     | $M_b$  | $6.8 \times 10^{-2}$ | Kg    |
| Electromagnetic constant      | $C_m$  | $6.5308 \times 10^{-5}$ | H/m   |
| Gravitational constant        | $g$    | 9.81    | m/s$^2$ |

2.1. Problem Statements

In this research, some critical problems, along with the fundamental issues, like the high-order nonlinearity, open-loop instability, parameter variation, and electromechanical coupling, associated with the MLS, are addressed herein:

1. The nonlinear and uncertain dynamics of mechanical and electrical subsystems are

$$F_c(x(t), i(t)) = -\frac{1}{2}i^2(t)L(x)x,$$

$$\phi(x(t), i(t)) = L(x)i(t).$$

The coil inductance $L(x)$ is presented as a function of the ball position using different approximations. $L_0$ is an incremental inductance due to the ball at $x = 0$, $a$ is a length constant, and $\alpha > 0$ and $\beta \neq 0$ are mathematical constants. Some of the widely used approximations are described in Table 2.

Table 2. Approximations for coil inductance.

| Sr. No | Approximation       | Formula ($L(x)$)                          |
|--------|---------------------|------------------------------------------|
| 1      | Wong [37]           | $L_c + \frac{L_0x}{a}$                   |
| 2      | Woodson [38]        | $L_c + \frac{L_0}{(1 + \frac{x}{a})}$    |
| 3      | Hurley [39]         | $L_c + L_0e^{-x/a}$                      |
| 4      | Gandhi [40]         | $L_c + \frac{\alpha}{(1 + \frac{x}{a})}$|
2. Using the Wong approximation for the mechanical sub-system, neglecting the coupling inductance, and considering the constant self-inductance \( L_c \) for the electrical sub-system, the nominal mathematical model of MLS is expressed as

\[
\begin{align*}
\dot{x}_1(t) &= x_2(t) \\
\dot{x}_2(t) &= g - p_1 \left( \frac{x_3(t)}{x_1(t)} \right)^2 \\
\dot{x}_3(t) &= -p_2 x_3(t) + p_3 u(t),
\end{align*}
\]

where \( p_i, i = 1, 2, 3 \) are the operating constant parameters of MLS, \( u(t) \) is the adaptive coil voltage that is to be developed by an adaptive control structure, and \( x_i, i = 1, 2, 3 \) are the state variables that represent the steel ball position, vertical velocity, and coil current, respectively.

3. The nominal algebraic equations for the parameters associated with the nonlinear model in Equation (5) are given as

\[
\begin{align*}
p_1 &= \frac{C_m}{2M_p}, C_m = f(L_o, x_o) \\
p_2 &= \frac{R_c + R_S}{L_c} \\
p_3 &= \frac{1}{L_c}.
\end{align*}
\]

These parameters are valid only around the operating conditions (i.e., \( L_o, x_o, L_c, R_c \)) [41]. It is reported in Reference [42] that the MLS possesses a high level of parametric uncertainties. Variation in \( p_1 \) may cause sticking of the steel ball to the electromagnet or falling, and drift in \( p_1 \) or \( p_2 \) from the operating values may cause the burning of coil or actuator saturation.

2.2. Control Objectives

The primary objective in a maglev train is to keep the gap separating the rail and the electromagnet within safe bounds, despite parameter variations. In the prototype MLS, the main control objective is to regulate the steel ball position within the upper and lower safe limits by directing the controller to follow the reference position \( r(t) \). The designed controller needs to drive the coil voltage \( V_c(t) \) within specified constraints to avoid damage to the electromagnet. The following control objectives are needed to be satisfied:

1. The steel ball should stay within the safe bounds of \( r(t) \pm 0.001 \) m [1]. In this simulation study, \( r(t) = 0.009 \) m is considered. Hence, the ball must stay within 0.008–0.010 m under all circumstances.
2. The electrical signals, like coil voltage and coil current, should not cross the upper safe limits of +24 V and +2.5 A, respectively, to avoid actuator saturation. The same signals must be maintained positive to avoid the falling of the steel ball, (i.e., \( 0 < x_3(t) < 2.5, 0 < u(t) < 24, t \geq 0 \)).
3. The steel ball should stay within the safe limits specified earlier even during the sudden change in the matched (i.e., \( p_2, p_3 \)) or mismatched (i.e., \( p_1 \)) parameters.

3. Model-Assisted Adaptive Control Design

The fundamental structure of the proposed algorithm contains (a) a reference model, (b) reference model stabilizer, (c) parameter adaption laws, and (d) adaptive control signals, as presented in Figure 3.
Let us consider an appropriate reference model regulated by the stabilizer as

\[
\begin{align*}
\dot{\hat{x}}_1(t) &= \hat{x}_2(t) \\
\dot{\hat{x}}_2(t) &= g - \hat{p}_1 \left( \frac{\hat{x}_3(t)}{\hat{x}_1(t)} \right)^2 \\
\dot{\hat{x}}_3(t) &= -\hat{p}_2 \hat{x}_3(t) + \hat{p}_3 \hat{u}(t),
\end{align*}
\]

(7)

where \( \hat{p}_i, i = 1, 2, 3 \) are the parameter estimates, \( \hat{u}(t) \) is the control action taken by the reference stabilizer described later in Equation (20), and \( \hat{x}_i, i = 1, 2, 3 \) are the reference states.

Subtracting Equation (5) from Equation (7), the tracking-error dynamics with \( e_i = \hat{x}_i - x_i, i = 1, 2, 3 \), are given as

\[
\begin{align*}
\dot{e}_1(t) &= e_2(t) \\
\dot{e}_2(t) &= -\hat{p}_1 \hat{\phi}(\hat{x}, x) - \hat{p}_1 \phi(x) \\
\dot{e}_3(t) &= -\hat{p}_2 e_3(t) - \hat{p}_3 (u(t) - \hat{u}(t)) - \hat{p}_2 x_3(t) + \hat{p}_3 u(t),
\end{align*}
\]

(8)

where \( \hat{p}_i = \hat{p}_i - p_i \) are the parameter error terms, \( \phi(x) = \left( \frac{x_3(t)}{x_1(t)} \right)^2 \) is the square ratio of coil current and ball position, and \( \hat{\phi}(\hat{x}, x) = \hat{\phi}(\hat{x}) - \phi(x) \) is the square ratio error. Next, we formulate model-assisted adaptive estimates for appropriate estimation of the reference model parameters in Equation (7):

\[
\begin{align*}
\dot{\hat{p}}_1 &= a_2 \beta_1^{-1} \phi(x) e_2(t) \\
\dot{\hat{p}}_2 &= a_3 \beta_2^{-1} x_3(t) e_3(t) \\
\dot{\hat{p}}_3 &= -a_3 \beta_3^{-1} u(t) e_3(t),
\end{align*}
\]

(9)

where \( \beta_i > 0, i = 1, 2, 3 \) are adaptation gains to provide desired control authority over the transient behavior of the error dynamics. Coefficients \( a_2, a_3 > 0 \) are also chosen to provide a constrained solution, in such a way that the suffix pertains to the error dynamics Equation (8) in which the parameter error term appears. The adaptive control law is chosen as

\[
u(t) = \hat{u}(t) - a_\alpha a_3^{-1} e_3(t),
\]

(10)

where \( a_\alpha > 0 \) is a tunable control gain parameter. The adaptive update and adaptive control law in Equations (9) and (10) are formulated based on the Lyapunov stability theorem.

**Theorem 1** (Stability Analysis [32,34]). The model-assisted adaptive structure with control signal \( u(t) \) in Equation (10) along with the update laws in Equation (9), when utilized for the nonlinear and uncertain MLS, ensure closed-loop signals boundedness and tracking errors in Equation (8), \( e_i(\infty) = 0 \), for \( i = 1, 2, 3 \).
Proof. Choosing an appropriate positive definite candidate function that encompasses all the tracking and parameter errors, expressed as

$$V = \frac{1}{2} \left( \sum_{i=1}^{3} \alpha_i e_i^2 + \sum_{i=1}^{3} \beta_i p_i^2 \right),$$  \hspace{1cm} (11)

where $\alpha_i, \beta_i > 0$, $i = 1, 2, 3$. By differentiating, we obtain

$$\dot{V} = \sum_{i=1}^{3} \alpha_i \dot{e}_i e_i + \sum_{i=1}^{3} \beta_i \dot{p}_i p_i,$$  \hspace{1cm} (12)

where $\dot{p}_i = \dot{p}_1 - p_i$, and so $\dot{\hat{p}}_i = \dot{\hat{p}}_1 - \dot{p}_i$, $i = 1, 2, 3$. The time-derivative $\dot{p}$ vanishes because of the constant magnitude.

Now, substituting $\dot{e}_i$ and $\dot{\hat{p}}_i$ from Equations (8) and (9) into Equation (12), by canceling the terms containing $\dot{p}_i$, $i = 1, 2, 3$, and by simplifying $\dot{V}$, we get

$$\dot{V} = a_1 e_1 e_2 - a_2 \dot{p}_1 e_2 \phi(\dot{x}, x) - a_3 \dot{p}_2 e_3^2 + a_3 \dot{p}_3 e_3 (\ddot{a} - u).$$  \hspace{1cm} (13)

The first two terms of Equation (13) are then expressed as $V_1$ and $V_2$ which represent negative squared terms and other terms that remain after completing the square, given as

$$V_1 = a_1 e_1 e_2 = -(e_1 - \frac{a_1}{2} e_2)^2 + e_2^2 + \frac{1}{4} a_1^2 e_2^2,$$

$$V_2 = -a_2 \dot{p}_1 e_2 \phi(\dot{x}, x) = -a_2 \dot{p}_1^2 e_2^2 - \frac{\dot{\phi}^2(\dot{x}, x)}{4} + \left( a_2 \dot{p}_1 e_2 - \frac{\dot{\phi}(\dot{x}, x)}{2} \right)^2.$$  \hspace{1cm} (14)

Substituting $V_1$, $V_2$ and the adaptive control law $u$ from Equation (10) into Equation (13), we get

$$\dot{V} = V_n + V_p,$$  \hspace{1cm} (15)

where $V_n$ and $V_p$ represent terms with negative and positive signed coefficients, respectively, given as

$$V_n = -(a_2 \dot{p}_1^2 - \frac{1}{4} a_1^2 e_2^2 - \frac{\dot{\phi}^2(\dot{x}, x)}{4} - (e_1 - \frac{a_1}{2} e_2)^2 - (a_3 \dot{p}_2 - a_u \dot{p}_3) e_3^2,$$

$$V_p = (a_2 \dot{p}_1 e_2 - \frac{\dot{\phi}(\dot{x}, x)}{2})^2 + e_1^2.$$  \hspace{1cm} (16)

To ensure that $\dot{V} \leq 0$ in Equation (15), one of the ways is to obtain $|V_p| < |V_n|$ under a combination of parametric constraints (i.e., $\dot{p}_1$, $\dot{p}_2$ and $\dot{p}_3$) $\forall t \geq 0$. Since there are two squared negative terms in $V_n$, namely $-\frac{\dot{\phi}^2(\dot{x}, x)}{4} - (e_1 - \frac{a_1}{2} e_2)^2$, with the following constraints in place, the remaining two terms would also be negative semi-definite such that $V_n \leq 0$:

$$a_2^2 \dot{p}_1^2 - \frac{1}{4} a_1^2 > 0 \Rightarrow \frac{a_1}{a_2} < 2 \dot{p}_1, a_3 \dot{p}_2 - a_u \dot{p}_3 > 0 \Rightarrow \frac{a_u}{a_3} < \frac{\dot{p}_2}{\dot{p}_3}. $$  \hspace{1cm} (17)

However, to ensure $|V_p| < |V_n|$, we define the upper and lower bound of $a_2$ such that $\left| \left( a_2 \dot{p}_1 e_2 - \frac{\dot{\phi}(\dot{x}, x)}{2} \right)^2 + e_1^2 \right|$ is small compared to $|V_n|$, and $V_n + V_p \leq 0$ $\forall t \geq 0$. Therefore, we have

$$\left( a_2 \dot{p}_1 e_2 - \frac{\dot{\phi}(\dot{x}, x)}{2} \right)^2 + e_1^2 < \epsilon.$$  \hspace{1cm} (18)
In Equation (18), when \( e_2 = 0 \), then all the positive signed terms (i.e., \( r^2 \) and \( \frac{\dot{\phi}(\dot{x}, x)}{t} \)) of \( \dot{V}_p \) are cancelled with similar terms in \( V_n \), and \( \dot{V} < 0 \). However, when \( e_2 \neq 0 \), it is possible to obtain a small positive constant \( \in (i.e., 0 < \in < 1) \), which satisfies the following bounds for \( a_2 \):

\[
\frac{\Phi(\dot{x}, x) - 4|e| - r^2} {2p} < a_2 < \frac{\Phi(\dot{x}, x) + 4|e| - r^2} {2p}.
\] (19)

Thus, the proposed adaptive control structure with the constraints derived in Equations (17) and (19) guarantees \( \dot{V} \leq 0 \), and so \( V \in L_\infty \) which from Equation (11) implies that \( e_i = \hat{x}_i - x_i, \hat{p}_i = \hat{p}_i - p_i \in L_\infty \) and so \( x_i, \hat{p}_i \in L_\infty \). The control signal \( u(t) \) as given by Equation (10) is also bounded, that is \( u \in L_\infty \). Next, from Equations (8) and (9), we get that \( \hat{e}_i, \hat{p}_i \in L_\infty \) because all the signals which are part of those equations are bounded. Additionally, since \( \dot{V}(t) \) is lower bounded by the negative of the squared error signals, the error signals also satisfy the following property, \( e_i \in L_2 \). Note that such a property is not applicable to the parameter error signals \( \hat{p}_i \) in general. In conclusion, since \( e_i \in L_\infty \cap L_2 \) and \( \hat{e}_i \in L_\infty \), the corollary of the Barbalet lemma implies that \( e_i(\infty) = 0, i = 1, 2, 3 \). □

4. Results and Discussion

Next, we carry out simulation for the proposed adaptive control environment in the MLS (5) with matched (i.e., \( p_2, p_3 \)) and mismatched (i.e., \( p_1 \)) parametric uncertainties using MATLAB/SIMULINK platform. It is reported in various sources [43,44] that the level of uncertainty in \( p_1, p_2, \) and \( p_3 \) may be \( \pm 15\%, \pm 30\%, \) and \( \pm 30\% \), respectively. The nominal values and the safe bounded values (i.e., maximum and minimum) due to change in operating conditions (i.e., \( L_o, x_0, L_e, R_e \)) are mentioned in Table 3. For this study, the uncertainties are introduced simultaneously in all the parameters (i.e., \( p_1, p_2, \) and \( p_3 \)) with the magnitude of \( +10\%, +30\%, \) and \( +30\% \), respectively, at \( t = 4 \) s.

4.1. Design of Reference Model Stabilizer

Since the MLS is a set of nonlinear and unstable open-loop dynamic system, the reference model in Equation (7) is first stabilized around operating reference position \( (x_0 = 0.009 \) m). For this regulation, the reference model stabilizer is designed with the following control law(\( \tilde{u}(t) \)), given by

\[
\tilde{u}(t) = -\sum_{i=1}^{3} \hat{K}_i x_i(t) + \hat{K}_r r(t).
\] (20)

In Equation (20), the state control gain and the reference control gain (i.e., \( \hat{K}_r, \hat{K}_i \), \( i = 1, 2, 3 \)) are chosen, such that (a) the reference model ball position (\( \hat{x}_1 \)) is stabilized around \( r(t) = 0.009 \pm 0.001 \) m with the constant values of \( \hat{p}_i, i = 1, 2, 3 \) in less than 2 s, (b) all the state signals and the control signal stay within the safe operative limits in the presence of nominal payload disturbance (\( d(t) \)) of 10%. Using the widely used LQR control technique, the reference stabilizer is designed with the gains mentioned in Table 3. The response of state variables and the control variable at the initial ball position of 0.014 m with above gains and without payload disturbance is shown in Figure 4.

Table 3. Nominal values of parameters and feedback gains.

| Parameter | Nominal Value | Bounds |
|-----------|--------------|--------|
| \( p_1 \) | \( 4.802 \times 10^{-4} \) | \([3.84164 \times 10^{-4}, 5.7624 \times 10^{-4}]\) |
| \( p_2 \) | \( 2.6666 \times 10^{1} \) | \([17.33, 36]\) |
| \( p_3 \) | \( 2.4242 \) | \([1.5757, 3.2727]\) |
| \( \hat{K}_r \) | \(-4.77 \times 10^{4}\) | - |
| \( \hat{K}_1 \) | \(-1.02 \times 10^{5}\) | - |
| \( \hat{K}_2 \) | \(-1.79 \times 10^{3}\) | - |
| \( \hat{K}_3 \) | \(3.70 \times 10^{2}\) | - |
The mathematical model of the MLS is valid only if the change in the parameters are in between the bound shown in Table 3. In physical systems, it is a reasonable assumption to make that the parameters will lie within certain bounds. However, the values of the parameters may change within those bounds.

Figure 4. Response of reference model variables driven by the stabilizer without disturbance.

The estimated ball position $\hat{x}_1(t)$ smoothly tracks the reference signal $r(t)$. The resulting outputs of the signals associated with the reference system lies within a safe region (i.e., $r(t) - 0.001 \leq \hat{x}_1(t) \leq r(t) + 0.001, 0 < \hat{x}_3(t) < 2.5, 0 < u(t) < 24, t \geq 0$). For the Maglev trains, the track irregularities, as well as the payload disturbance, is expressed by the slow-varying sinusoidal pattern. Next, the mismatched type of external payload variation in the (0–10)% range with the sinusoidal pattern is chosen as $d(t)$. The response of $\hat{x}_1(t)$ and the control variable ($\hat{u}(t)$) in the presence of (0–10)% sinusoidal payload disturbance from $t \geq 6$ s using the reference stabilizer with above gains, is provided in Figure 5.

Figure 5. Response of reference model driven by the stabilizer in the presence of sinusoidal payload disturbance.

From $t \geq 6$ s, the ball position has been shifted from $r(t)$. Due to change in the stable position, the reference stabilizer has manipulated the coil voltage such that the ball should stay within (0.008–0.010) m and coil voltage should stay within 0–24 V. Hence, the designed stabilizer is capable to achieve the control objectives of the MLS with or without external mismatched disturbances. When sudden change occurs in ball mass, the curves of the coil current and voltage and ball position are depicted in Figures 6 and 7. The sudden change
in ball mass up to ±15%, ball position, coil current, and coil voltage are still sustained in between its safe bounds. While it is true that sudden change in the mass of the ball is not practically observable in a laboratory setup, like the Quanser Magnetic Levitation systems, we consider such a situation in this simulation study as an extreme condition. The challenge of meeting the control objective is most challenging in such conditions of transience. The simulation results show that the controller design presented is robust to such extreme conditions, as well.

Figure 6. Response of coil voltage, coil current with sudden increment of 15% in mass of steel ball.

Figure 7. Response of coil voltage, coil current with sudden drop of 15% in mass of steel ball.
4.2. Design of Parameter Adaptation Mechanism

As stated earlier, in a long duration service or due to fault in MLS, the parameters may change. Once the reference system is stabilized around \( r(t) \) with or without disturbances, the next task is to develop the parameter adaptation laws. This mechanism consists of (a) tracking-error dynamics \( (\dot{e}_i) \), (b) parameter estimation dynamics \( (\dot{\hat{p}}_i) \) and (c) adaptive control law \( (u(t)) \) for \( i = 1, 2, 3 \) as described in Equations (8)–(10), respectively.

This mechanism is designed such that all the tracking-errors converge to zero asymptotically. In addition, the parameter estimates \( (\hat{p}_i, i = 1, 2, 3) \) converge to the steady-state values within the bounds mentioned in Table 3 and satisfy the constraints obtained in Equations (17) and (19). The Lyapunov stability analysis (Theorem 1) is utilized to obtain the parameter constraints and to choose the tuning parameters (i.e., \( \alpha_i, \beta_i > 0, i = 1, 2, 3 \)). The chosen values of such tuning parameters are presented in Table 4. Using these values, the tracking-error dynamics are stabilized around zero as shown in Figure 8. There are periodic oscillations and damping in the response of \( e_1 \) and \( e_3 \) in the initial phase for 2 to 3 s from \( t = 4 \). This phenomenon can be co-related with the nonlinear second-order under-damped nature of the mechanical sub-system of the MLS [20]. The proposed controller can adapt to the change, which is introduced at 4 s and ensures convergence of the error between the two responses to zero within a short time of 2 s. The error, which was already zero before the change in parameters, re-converges to zero after short transience, thereby demonstrating the controller’s robustness, as shown in Figure 8. That is, the tracking error is dynamically stable around the 0, and it is at zero except for a brief period of transience immediately following the change in parameters.

| Parameter | Value     | Parameter | Value     |
|-----------|-----------|-----------|-----------|
| \( \alpha_1 \) | \( 1.25 \times 10^{-5} \) | \( \beta_1 \) | \( 1.1 \times 10^3 \) |
| \( \alpha_2 \) | 2.1       | \( \beta_2 \) | \( 7.75 \times 10^{-2} \) |
| \( \alpha_3 \) | \( 3.3 \times 10^2 \) | \( \beta_3 \) | \( 1.025 \times 10^2 \) |
| \( \alpha_u \) | \( 2.55 \times 10^3 \) | -         | -         |

Figure 8. Response of tracking-errors under parametric uncertainties \( (e_i(t), i = 1, 2, 3) \).

It is equally important to get the bounded steady-state response of the estimated parameters \( (\hat{p}_i(t), i = 1, 2, 3) \) of the reference model. Hence, using the heuristic approach and the knowledge of the MLS, the parametric update laws in Equation (9) and the control law in Equation (10) have been tuned. The response of estimated parameters are shown in Figure 9.
The oscillations and damping are observed in the response of $\hat{p}_i(t), i = 1, 2, 3$ due to the presence of tracking-errors in the dynamics of parameter update laws in Equation (9). It is necessary to obtain the regulatory response of the MLS in the presence of parametric violation. During this process, the gains (i.e., $\alpha_3 = 3.3 \times 10^2, \alpha_u = 2.55 \times 10^3$) of adaptive control law($u(t)$) in Equation (10) are required to tune around their optimal values to satisfy the constraint in Equation (17).

The responses of state-variables and control action around $r(t) = 0.009$ under parametric uncertainties introduced from $t = 4$ are shown in Figure 10. Note that all the variables are asymptotically stabilized within their respective safe limits prescribed as per the control objectives. The steel-ball has shown under-damped velocity response for 2 s after introducing the uncertainties which may be the prime source of oscillatory behaviour of estimated parameters and tracking-error dynamics. However, it is damped out at around $t = 8.5$ s by the control action $u(t)$ of designed adaptive mechanism. The constraints in Figure 11 for the estimated parameters derived in Theorem are satisfied to obtain $\dot{V} \leq 0$ as shown in Figure 12 using the obtained values of $\alpha_i, i = 1, 2, 3, u$, and $\varepsilon < 0.1$ for $t \geq 0$. 

Figure 9. Response of $\hat{p}_i, i = 1, 2, 3$ satisfying the bounds mentioned in Table 3.

Figure 10. Response of state-variables of MLS under parametric uncertainties ($\chi_i(t), i = 1, 2, 3$).
Figure 11. Satisfaction of the constraints in Equation (17): (a) $2\hat{\rho}_1 - \frac{\alpha_1}{\alpha_2} > 0$, (b) $\frac{\hat{\rho}_2}{\rho_3} - \frac{\alpha_2}{\alpha_3} > 0$.

Figure 12. Response of $\dot{V}$, control action $u(t)$, and ball position $x_1(t)$ with parametric uncertainties.

Finally, the system (5) is tuned with one of the widely used Feedback Linearizing Control (FLC) approach for the nonlinear dynamical MLS with the lumped parametric uncertainties. The nonlinear controller (i.e., FLC) fails to regulate the MLS. The comparative response of the steel-ball position ($x_1$) and control action ($u$) using the adaptive mechanism and the nonlinear control are shown in Figure 12. The nonlinear control approach has shown permanent failure in regulating the MLS via coil-voltage. However, the proposed adaptive mechanism has retrieved the ball’s stable levitation around the reference position ($r = 0.009$ m) by manipulating the coil-voltage, in the presence of uncertainties (including abrupt ones) shown in Figure 10.

5. Concluding Remarks

Significant parameter variations result in performance degradation in MLS. Therefore, we present the design and implementation framework of a model-assisted adaptive controller for MLS. The proposed design compensates both the matched and mismatched lumped parametric uncertainties up to $\pm 30\%$. This study introduces a nonlinear reference model governed by a reference stabilizer appropriately tuned against time-varying payload disturbance. We then derive the tracking-error dynamics. The Lyapunov stability analysis is formulated for the closed-loop MLS to obtain the adaptive parameter update estimations and the control signals. The design constraints associated with the physical structure
are fully satisfied by the proposed framework such that the required convergence for the tracking-errors and the estimated parameters are attainable. The adaptive mechanism is confirmed to be effective under uncertain parametric conditions. The MLS retrieves the stable levitation in less than 2 s using the proposed framework. However, the nonlinear controller results in permanent failure with the ball falling from the post, thereby validating that the proposed adaptive control strategy significantly increases the MLS’ robust performance and aids in control parameter monitoring in maglev transportation systems.

A typical MLS system in a laboratory does not account for abrupt changes in parameters. As a future work, validation though an appropriate experimentation that can account for abrupt changes will require extensive hardware development in the laboratory. This subsequent work with experimental results can be reported to this journal in a separate manuscript when ready.
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