Intelligent Starting Current-Based Fault Identification of an Induction Motor Operating under Various Power Quality Issues
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Abstract: Since most of our industries use induction motors, it is essential to develop condition monitoring systems. Nowadays, industries have power quality issues such as sag, swell, harmonics, and transients. Thus, a condition monitoring system should have the ability to detect various faults, even in the presence of power quality issues. Most of the fault diagnosis and condition monitoring methods proposed earlier misidentified the faults and caused the condition monitoring system to fail because of misclassification due to power quality. The proposed method uses power quality data along with starting current data to identify the broken rotor bar and bearing fault in induction motors. The discrete wavelet transform (DWT) is used to decompose the current waveform, and then different features such as mean, standard deviation, entropy, and norm are calculated. The neural network (NN) classifier is used for classifying the faults and for analyzing the classification accuracy for various cases. The classification accuracy is 96.7% while considering power quality issues, whereas in a typical case, it is 93.3%. The proposed methodology is suitable for hardware implementation, which merges mean, standard deviation, entropy, and norm with the consideration of power quality issues, and the trained NN proves stable in the detection of the rotor and bearing faults.

Keywords: discrete wavelet transform (DWT); power quality issues; induction motor; motor faults

1. Introduction

The squirrel cage induction motor has a wide range of applications such as pumping, cooling, compressing, etc., in the industrial area because of its simple construction, low cost, and high reliability. The quality and shape of the industrial product mostly depends on motor performance. Generally, the performance of the motor is measured in terms of speed and torque. Different kinds of motors have been constructed with two main parts, namely the rotor (a rotating part) and stator (a stationary part) [1]. These motor parts can be damaged due to unbalanced current regulation and stress. This motor damage, especially in squirrel cage induction motors, can be classified into three major faults, including rotor fault, winding fault, and bearing faults, as well as some minor faults. Among the various kinds of faults, the occurrence of a broken rotor fault is measured as 10%, and the event of a bearing fault is measured as 40–50%, which is shown in Figure 1 [1].
The occurrence of a broken rotor fault mostly happens due to unavoidable stress associated with the motor application. Rotor bars may crack, completely or partially, during operation of the motor. Once the rotor bar breaks down, it affects the production of the operation and puts stress on the neighboring rotor, which leads to progressive deteriorates of rotors. Thus, early detection of a broken rotor fault is essential for the whole system as well as for production [2,3]. Thermal magnetic stress, dynamic rotor unbalance, and mechanical stress are some of the main factors for broken rotor faults. This leads to unbalanced current and torque pulsations that result in a decrease in average torque. Motor current signature analysis (MCSA) is one of the methods for detecting braking rotor faults. The start-up current and the steady-state current are the parameters considered for fault detection in the MCSA method. However, this method fails to detect the fault when the motor operates using variable frequency drives. The use of variable frequency drives (VFD) causes harmonics in the supply, and this is the major drawback of using the MCSA method [4].

On the other hand, the majority of the faults in electrical machines are mechanical imbalance and bearing faults [5]. Rolling bearings are used in reciprocating and rotating machinery. Bearing are critical mechanical components, because proper functioning of the equipment depends on the smooth running of the bearings [6]. If bearing faults are not detected in time, this may cause malfunctions and reductions in efficiency and may also lead to catastrophic failure. Recent research has mainly focused on the detection of bearing fault using MCSA [7–9].

Mechanical signals cannot be directly acquired, since the application is in a noisy environment with shocks and vibrations. Under such situations, electric signal measurements are preferable, since they are more immune to mechanical disturbances. Although thermal and vibration analysis has been carried out decades for condition monitoring of an induction motor, most research has been online monitoring of induction motors, which is based on stator current analysis [10] and is suitable for non-intrusive condition monitoring [11,12]. Stator current data collected from faulty motors are different from healthy motors. The stator current monitoring method is considered a vital fault detection method, since it does not require any special access to a motor [12]. Recently, a neural network-based soft computation approach has been used in fault detection of an induction motor. The output of an induction motor for detection of faults is compared with the neural network. Several neural network types, such as self-organizing maps and modified backpropagation models, were proposed [13,14]. An approach based on the Bayesian network has been used to evaluate the residuals. The approach was applied to fault detection in a three-phase induction motor [15]. The condition of an induction machine was monitored using neural network modelling, which is explained in [16], and fault detection and diagnosis were also made by an artificial neural network [17], and even incipient fault detection was done.
using a multi back propagation (MBP) algorithm [18]. None of the existing fault detection methods considered power quality issues present in the supply of an induction motor.

In this paper, an effective fault detection scheme is proposed to find the bearing and rotor faults of an induction motor during the presence of various power quality issues (sag, swell, harmonics, and transients) in the supply. This is different than in existing methods, in which power quality issues are not considered during fault detection, which results in low accuracy. The decomposition level of the motor with healthy, rotor fault, and bearing fault is analyzed in Section 2. The neural network-based fault detection algorithm modulated with and without power quality issues is introduced in Section 3. In Section 4, the output, such as mean, standard deviation, entropy, and norm, from the existing and proposed method are discussed and analyzed with accuracy. The best fault detection method is analyzed based on the accuracy level that is represented as the confusion matrix.

2. Theoretical Background, Materials and Methods

The main objective of this proposed work is to detect rotor and bearing fault, and a neural network is used to quantify the fault. An experimental study was performed to evaluate the performance of the fault diagnosis method on a 70 W, 230 V, 0.35 A, and 50 Hz squirrel cage induction motor, as shown in Table 1. The methods proposed earlier did not consider power quality (PQ) issues in the rotating machine, but in this proposed novel method, all the PQ issues were considered, and the fault was detected accurately. In this proposed work, a total of three squirrel cage induction motors were tested. One of the induction motors was in a healthy condition, which was used for comparison purposes, whereas the remaining was faulted, as shown in Figure 2.

Table 1. Specifications of induction motor used.

| S. No | Name of the Parameters       | Value  |
|-------|------------------------------|--------|
| 1     | Rated power                  | 70 W   |
| 2     | Rated current                | 0.34 A |
| 3     | No of poles                  | 4      |
| 4     | No of slots                  | 36     |

![Figure 2. (a) Healthy motor, (b) motor with rotor fault, (c) motor with bearing fault.]

The block diagram of the existing method and the proposed NN-based fault classification method is shown in Figure 3. In this section, the procedure for acquiring data signals from the motor and for making a decision for fault detection is explained.
A variable is used to start the induction motor in a smooth manner. An experimental setup of an induction motor connected with a controller is used to collect the current signal. A database consisting of current signals obtained from real-time experimental data is used for fault identification and diagnosis. In order to validate the given data, the samples are collected repeatedly up to 3 times. The stator currents are measured using DAQ, and the data from DAQ are stored in the computer through the network. Unfiltered stator current equivalent to 0.2 s only undergoes wavelet decomposition. Figure 4 shows the various steps in the proposed method considering with PQ issues, such as voltage sag, swell, harmonics, and transients, and without PQ issues.

Based on the above specifications, the starting current signal was sampled, and the sampled data were input to the wavelet tool in MATLAB. Wavelet h-parameters for five-level coefficients were determined for healthy rotor fault and bearing fault conditions. A healthy and faulty motor show different values for the decomposition level. Figure 5 shows the five-level decomposition, namely dB1, dB2, dB3, dB4, and dB5 of the healthy rotor fault and the bearing fault of the induction motor. Mean, standard deviation, entropy, and norm values were found for the wavelet parameters. While considering input, the power quality issues like the voltage, sag, swell, harmonics, and transient conditions were also considered. Then the neural network controller trained by the given range of data
(considering power quality issues without considering power quality issues), and results were compared. The target values were set for healthy, rotor fault, and bearing faults as 1, 2, and 3 respectively.

An artificial neural network (ANN) is an information processing architecture inspired by the biological nervous system. The key element of this processing system is the neurons that are interconnected in large numbers. ANN’s can be used to solve specific problems like pattern recognition and data classification. The process structure of a feedforward NN is shown in Figure 5. ANN learns by example, and learning in biological systems involves adjustments to the synaptic connections that exist between the neurons.

In this proposed work, without considering power quality issues, current samples like mean, standard deviation, entropy, and norm were used to train the neural network. A neural network is a group of connected input/output units and has associated weight with computer programs. The feed forward back propagation network type was selected. Backpropagation is a method of fine-tuning the neural network based on the error rate obtained from the previous iteration. Nodes never form a cycle in a feedforward network. Recurrent backpropagation is fed forward until fixed. This method helps to calculate the gradient of a loss function with respect to all weights in the neural network. The Levenberg-Marquardt algorithm is used as an adaptation learning function, and the performance function has the form of a sum of squares. The Hessian matrix is approximated as

\[ H = J^T J \]  

(1)

and the gradient can be computed as

\[ G = J^T e \]  

(2)

where \( H \) is the Hessian matrix, \( J \) is the Jacobian matrix, and \( e \) is the vector of errors. The performance function measures network performance according to the mean of squared errors. The TANSIG transfer function is used to calculate layers output from its net input. For training purposes, 10 neurons and 2 layers were selected.

Wavelet transform is applied in various branches of engineering because of its characteristic of detailing signal specific points [19,20]. For applications that require very high precision frequency analysis of stator current, the traditional Fast Fourier transform FFT does not yield satisfying results, and it does not have the ability to pinpoint the region of interest from the signal. The startup current method is useful for detecting rotor and bearing faults in squirrel cage induction motors. In wavelet analysis, signals with short duration energy functions are analyzed, in which the considered signal is transformed into a useful form. A signal \( f(t) \) is assessed, and it can be written as

\[ f(t) = \sum al\phi l(t) \]  

(3)
where \( l \) is an integer index for finite or infinite sum, and \( a_l \) and \( \psi_l(t) \) are the real value expansion coefficient and expansion set, respectively. If (1) is unique, then the set is a basis for the class of functions, which can be expressed as

\[
(\psi_l(t)\psi_k(t) = \int \psi_l(t)\psi_k(t) \, dt = 0 \quad \text{where} \quad k \neq l. \quad (4)
\]

Then, the coefficients can be calculated by the inner product and can be given as

\[
f(t)\psi_k(t) = \int f(t)\psi_k(t). \quad (5)
\]

A dual basis set \( \psi_k(t) \) exists using (3) only if the basis set is not orthogonal. For wavelet expansion, (1) becomes

\[
f(t) = \sum \sum a_{lj} \psi_{jk}(t) \quad (6)
\]

where \( j \) and \( k \) both are integer indices and \( \psi_{jk} \) are wavelet expansion functions that form an orthogonal basis. There are various wavelet expansion functions available for useful analysis of signals, and the choice of wavelet depends on a particular type of application. If the wavelet matches the shape of the signal at a particular scale and location, then higher transform values are obtained. The ability to modify the frequency resolution makes it possible to detect the features of the disturbance system. The capability of wavelets to spotlight a short time interval of high-frequency components helps to analyze the signals with localized oscillations in the presence of fundamental and lower order harmonic signals more accurately. Wavelet is a powerful time–frequency method to analyze a signal within different frequency ranges by means of dilating and translating a function and is implemented using a multi-resolution signal decomposition algorithm for decomposing a signal into scales with different time and frequency resolutions [21]. The sampled signal is decomposed into its smoothened version containing lower frequency components and a detailed version containing high-frequency components using filters such as \( g(n) \) and \( h(n) \), respectively, a pictorial representation of which is shown in Figure 6. Next level decomposition is based on the previous component, and the five-level decomposition of healthy, rotor fault, and bearing fault is shown in Figure 7.

![Figure 6. Feed forward neural network.](image-url)
3. Results

Table 2 lists the percent accuracy of results obtained during the training stage by the feedforward backpropagation technique. Without considering power quality issues in norm-based analysis percent, accuracy was 94.7, whereas entropy-based analysis accuracy was 92.8%. Percent accuracy of mean and standard deviation was 91.7%. Out of 1500 samples, only 79 samples were wrongly classified, but 125 samples in mean and standard deviation. During the training of the same 1500 data with the consideration of power quality issues, the percent accuracy of the norm-based analysis increased to 98.3; only 28 samples were wrongly classified, whereas entropy-based analysis was 95%, and 75 samples were wrongly classified. During training, 50 samples of mean were misclassified as healthy instead of rotor fault, and 40 samples of standard deviation were misclassified as healthy. Fifty samples of the mean were misclassified as healthy instead of bearing fault.
Table 2. Comparison of various classifiers during the training stage.

| Parameters                  | Without PQ       | With PQ        |
|-----------------------------|------------------|----------------|
|                             | Mean  | Std  | Entropy | Norm  | Mean  | Std  | Entropy | Norm  |
| Total No of samples         | 1500  | 1500 | 1500    | 1500  | 1500  | 1500 | 1500    | 1500  |
| Correctly Classified        | 1375  | 1375 | 1392    | 1421  | 1365  | 1435 | 1425    | 1474  |
| Total No of 1               | 500   | 500  | 500     | 500   | 500   | 500  | 500     | 500   |
| Total No of 2               | 500   | 500  | 500     | 500   | 500   | 500  | 500     | 500   |
| Total No of 3               | 500   | 500  | 500     | 500   | 500   | 500  | 500     | 500   |
| Total No of 1               | 565   | 433  | 508     | 519   | 575   | 541  | 501     | 487   |
| Total No of 2               | 455   | 561  | 421     | 431   | 445   | 466  | 437     | 494   |
| Total No of 3               | 480   | 506  | 571     | 550   | 480   | 493  | 562     | 519   |
| Wrongly Classified          | 125   | 125  | 108     | 79    | 115   | 65   | 75      | 26    |
| 1 as 2                     | 15    | 91   | 4       | 0     | 0     | 10   | 0       | 7     |
| 1 as 3                     | 10    | 0    | 21      | 10    | 10    | 0    | 12      | 6     |
| 2 as 1                     | 50    | 20   | 33      | 29    | 35    | 40   | 13      | 0     |
| 2 as 3                     | 10    | 10   | 50      | 40    | 20    | 4    | 50      | 13    |
| 3 as 1                     | 40    | 4    | 0       | 0     | 50    | 11   | 0       | 0     |
| 3 as 2                     | 0     | 0    | 0       | 0     | 0     | 0    | 0       | 0     |
| Total % Accuracy           | 91.7% | 91.7% | 92.8%  | 94.7% | 92.3% | 95.7% | 95.0%   | 98.3% |

Exactly 450 samples were used to test the same network, and performance parameters were noted. Similarly, considering power quality issues, 1500 current samples’ mean, standard deviation, entropy, and norm were used to train the neural network, and 450 samples were used to test the same network. Performance parameters were noted, and results were compared with the results for which power quality issues were not considered. Table 3 lists the percent accuracy of results obtained during the testing stage. Without considering power quality issues in norm-based analysis, percent accuracy was 93.3%, whereas entropy-based analysis accuracy was 91.6%. Percent accuracy of mean and standard deviation was 87.8% and 90%, respectively. Out of 450 samples, only 14 samples were wrongly classified, but 55 samples in mean and standard deviation. During testing of the same 450 data with the consideration of power quality issues, the percent accuracy of the norm-based analysis increased to 96.9; only 14 samples were wrongly classified, whereas entropy-based analysis was 94.7%; 24 samples were wrongly classified. During testing, 30 samples of mean is misclassified as healthy instead of rotor fault, and 6 samples of standard deviation are misclassified as healthy. Fifty samples of mean were misclassified as healthy instead of bearing fault. Figures 8 and 9 show the training and testing data confusion matrix considering with and without PQ of mean, STD, entropy, and norm.

Table 3. Comparison of various classifiers during testing stage.

| Parameters                  | Without PQ       | With PQ        |
|-----------------------------|------------------|----------------|
|                             | Mean  | Std  | Entropy | Norm  | Mean  | Std  | Entropy | Norm  |
| Total No of samples         | 450   | 450  | 450     | 450   | 450   | 450  | 450     | 450   |
| Correctly Classified        | 395   | 405  | 412     | 420   | 413   | 425  | 426     | 436   |
| Total No of 1               | 150   | 150  | 150     | 150   | 150   | 150  | 150     | 150   |
| Total No of 2               | 150   | 150  | 150     | 150   | 150   | 150  | 150     | 150   |
| Total No of 3               | 150   | 150  | 150     | 150   | 150   | 150  | 150     | 150   |
| Total No of 1               | 181   | 143  | 148     | 147   | 151   | 128  | 150     | 143   |
| Total No of 2               | 126   | 144  | 145     | 148   | 149   | 163  | 141     | 154   |
| Total No of 3               | 143   | 166  | 161     | 157   | 158   | 162  | 161     | 155   |
| Wrongly Classified          | 55    | 45   | 38      | 30    | 37    | 25   | 24      | 14    |
| 1 as 2                     | 10    | 3    | 5       | 9     | 3     | 10   | 1       | 5     |
| 1 as 3                     | 0     | 20   | 9       | 3     | 8     | 12   | 7       | 3     |
| 2 as 1                     | 30    | 9    | 6       | 6     | 6     | 0    | 6       | 0     |
| 2 as 3                     | 4     | 3    | 8       | 7     | 6     | 0    | 6       | 3     |
| 3 as 1                     | 11    | 7    | 6       | 3     | 6     | 0    | 2       | 1     |
| 3 as 2                     | 0     | 3    | 4       | 2     | 3     | 2    | 2       | 2     |
| Total % Accuracy           | 87.8% | 90.0% | 91.6%  | 93.3% | 91.8% | 94.4% | 94.7%   | 96.9% |
Figure 8. Cont.
Figure 8. Confusion matrix of training data with and without power quality for (a) mean, (b) standard deviation, (c) entropy, and (d) norm.
The comparisons of the existing methods, such as time–domain methods, frequency–domain methods, hybrid time–frequency–domain analysis algorithms, and park transform with the MFN method [22,23], with the proposed method, are shown in Table 4. From Table 4, it is clear that the proposed methodology gave better results than the existing methodologies.

Table 4. Comparison between the proposed technique and the existing techniques.

| S.No. | Techniques                                | Accuracy (%) |
|-------|------------------------------------------|--------------|
|       |                                          | Without PQ   | With PQ     |
| 1     | Proposed technique                       | 94.7         | 98.3        |
| 2     | Feed forward neural network (FNN) method [21] | 93.3         | 94          |
| 3     | Component analysis method [22]           | 66.6         | -           |
| 4     | Smart sensor method [23]                 | 85.8         | 88.8        |
| 5     | Field programmable gate array (FPGA)-based method | 89           | 90.4        |

4. Conclusions

The existing methods for the fault detection of an induction motor did not consider the power quality issues present in the supply, which result in poor accuracy. In this paper, an effective fault detection scheme is proposed to find the bearing and rotor faults of an induction motor during the presence of various power quality issues (sag, swell, harmonics, and transients) in the supply. The DWT is used to decompose the current waveform, and
a neural network is used to classify the faults. Mean, standard, deviation, entropy, and norm-based classifications are analyzed for various cases with and without PQ issues. A comparison of the proposed work with existing techniques is made with and without consideration of power quality issues. Analysis of stator current data with power quality consideration allows for the detection of faults at an early stage with more accuracy when compared to other MCSA methods. In the proposed method, the operations involved in each stage were of low complexity, which implies fewer resources required for hardware implementation and real-time applications. These considerations are especially useful for industrial applications. The proposed method’s classification accuracy considers a power quality issue of 96.9%, whereas in the normal case, it is 93.3%.
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