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Abstract – In this study, hybrid surrogate and nonlinear autoregressive with exogenous inputs (NARX) model is developed and presented as data-driven based predictive model for efficient fatigue life assessment of composite materials. Surrogate modeling based upon wavelet neural networks (WNN) is employed to efficiently unveil mathematical pattern in S-N data, but costly to get from experiments. Moreover, the NARX architecture is chosen in order to enable multi-step ahead prediction in fatigue life assessment of multivariable amplitude loadings. By observing fatigue data as dynamic data of stress ratio series, it is shown that the hybrid model produces reasonably accurate fatigue life prediction by using fatigue data from two stress ratio values only. The use of two stress ratio values also allows usage of more limited fatigue data in the lifetime prediction. The WNN-NARX surrogate model is tested with well-known fatigue data in literature. Several composite materials examined in this study show the efficacy and robustness of the proposed model.
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1. Introduction

Together with increasing use of composite materials in various important and critical engineering applications, there has been also increasing needs for more reliable evaluation and assessment of their lifetime in services and operations. To that end, several fatigue life models for composite materials have been introduced and proposed in the last decades (Reifsnider, 1991; Harris, 2003). Fatigue life models concerning with composite materials may be categorized into several types: laminate modeling based on damage evolution (Lian and Yao, 2010), multiaxial fatigue damage model (Kennedy et al., 2013), fatigue damage accumulation based on stiffness degradation (Shiri et al., 2015), phenomenological approach accounting for mean stress effect (Flore and Wegener, 2016), residual strength degradation modeling (Stojković et al., 2017) as well as multiaxial fatigue life prediction based on fiber-scale unit model (Weng et al., 2017). Due to the fact that many fatigue life models are relying on fatigue data in the form of stress-life/cycle or S-N data as a key ingredient of the model, efficient evaluation of the fatigue data therefore still becomes main concern and interest. On the other hand, driven by needs to deal with more dynamic and challenging operating conditions, interests in fatigue life assessment for a
component or structure under spectrum loadings (Vassilopoulos et al., 2008; Yaich et al., 2017) are greatly increasing in recent years. In this regard, constant life diagrams (CLD) has been shown to be a useful tool for such lifetime assessment (Sendeckyj, 2001; Freire Junior et al., 2005). As the CLD is essentially another representation of S-N data, it is obvious that efficient inquiry of S-N data is noteworthy for efficient fatigue life assessment of composite materials, in particular for multivariable amplitude or spectrum loadings.

In recent years, attempts have been made so that S-N data can be obtained more efficiently within reasonable time and cost (Durodola et al., 2017; Kalombo et al., 2020). For composite materials, the effort is more challenging. It is costly to collect all fatigue data experimentally by taking all variables into account including fiber orientation, laminate/lay-ups design, loading conditions (Kang et al, 2006; Chen and Shang, 2011), mean stress effect (Al-Assadi et al., 2011; Durodola et al., 2018) as well as types of fiber/matrix, including manufacturing process (Yang et al., 2020; Shammugam et al., 2021). Recently, many researchers also route to machine learning approaches to address the problems efficiently. The approaches range from neural networks (NN), polynomial classifiers and recurrent NN, modular networks, NN with Bayesian regularization, cumulative distribution function model and genetic programming (Bucar et al., 2006; Bezazi et al., 2007; Vassilopoulos et al., 2008; Pujol and Pinto, 2011). See more recent reviews on fatigue modelling using soft computing methods (Kalayci et al., 2020; Chen and Liu, 2021). Advantages from the approaches seem to be promising. For instance, reduced number of fatigue tests could be reasonably achieved without sacrificing or impairing accuracy in the assessment process. It also appears that the route has been opening possibilities for further exploration of other advantages, especially for building efficient data-driven based predictive models (Pais et al., 2012; Zhu et al., 2019; Song et al., 2019) which are able to capture important information behind the underlying physical mechanisms from the observed data, while having statistical justification at the same time. This research work is motivated by the previous works and particularly in order to achieve more robust and efficient fatigue life assessment of composite materials.

In the present work, hybrid surrogate and nonlinear autoregressive with exogenous inputs (NARX) model is developed and presented as data-driven based predictive model for efficient fatigue life assessment of composite materials. Surrogate modeling based upon wavelet neural networks (WNN) is employed to efficiently unveil mathematical pattern in S-N data, but costly to get from experiments. Moreover, the NARX architecture is chosen in order to enable multi-step ahead prediction in fatigue life assessment of multivariable amplitude loadings. The fatigue life assessment presented in this study highlights the following key aspects: (i) stable data-driven based predictive models with regression inputs which allow the use of limited fatigue data i.e. those belong to two stress ratio values. As a result, the experimentation cost for collecting fatigue data can be reduced significantly, (ii) the predictive models are robust i.e. less preference is needed to select the available fatigue data to be used as basis/training data. This allows quick fatigue life prediction based upon available limited data in hands, (iii) the assessment is able to cover multivariable amplitude fatigue loadings of tension-tension (T-T), tension-compression (T-C) and compression-compression (C-C). It therefore constitutes to wide spectrum of fatigue loadings and leading to an efficient way to perform fatigue life assessment of composite materials under multivariable amplitude loadings (thus suitable for building constant life diagrams (CLD) efficiently as well), and (iv) the assessment provides lower and upper bounds of prediction, giving prediction interval integrated with the assessment and scattered nature of S-N data (Schjive, 2009; Klemenc and Fajdiga, 2012).

In this study, the WNN (Zhang and Benveniste, 1992) has been employed in combination with NARX structure to yield an integrated surrogate model and enabling more enhanced generalization ability in the light of limited training data (Hidayat and Yusoff, 2009; Hidayat, 2015). To the present author’s best knowledge, the advantage of using NARX as an integrated approach in fatigue life assessment of materials is still less explored and limited in literature. It is worth to note that by observing the fatigue data as dynamic data, the present study leads to multi-step ahead prediction, which is shown to be an effective and efficient approach for fatigue life assessment of composite materials. The WNN-NARX surrogate model is tested with well-known fatigue data in literature. The simulation results show that the proposed surrogate model is robust with good accuracies for efficient fatigue life assessment of composite materials under multivariable amplitude loadings.

This paper is organized as follows: surrogate modeling and the WNN as the surrogate model are presented in section 2. In addition, the observation as basis for treating fatigue data as dynamic data leading to the use of NARX structure in combination with the WNN is also given in this section. It is followed by section 3 of materials and methods, including the steps of preprocessing, initialization of networks as well as processing and prediction using the WNN. Results are presented in section 4, followed by conclusions in section 5.
2. Surrogate Modelling

Surrogate modelling is a technique of approximating a function which is expensive to evaluate with another one which is cheaper or more convenient to evaluate (Kleijnen, 2009; Martin and Simpson, 2005; Han et al., 2010). A surrogate model is also known as a meta-model i.e. the model of an underlying model of function. For optimization problems, it can be considered as an approximation model for cost function/state function and built from sample data obtained by randomly probing or sampling the design space of interest. In contrast to deterministic models, the surrogate models take bias produced from the approximation of underlying model into account. The meta-model is thus containing of stochastic part of the approximation, in addition to its deterministic one, as follows (Prebeg et al., 2014):

\[ y(x) = \hat{y}(x) + \varepsilon(x) \]  

where: \( y(x) \) is a function or response of interest observed at a set of \( p \) data points/observations called experimental design, \( \hat{y}(x) \) is a surrogate model of response \( y(x) \), \( \varepsilon(x) \) is the model error or bias. The error represents both the error of approximation due to lack of fit of the surrogate model and the random error due to intrinsic noises, and \( x \) is a vector of input variables.

The process for constructing the model based upon available data in hands is called as fitting or training process and the dataset is called as sampling points or training points/patterns (Hwang and Martins, 2018; Tripathy and Bilionis, 2018). Through the fitting/training process, the objective of a surrogate model is to compute weight parameters \( w \) so that:

\[ \hat{y}_i = f(x_i, w), \quad 1 \leq i \leq p \]  

by minimizing a cost function of residuals/mismatch between the prediction \( \hat{y}_i \) and the correct output \( y_i \) or optimizing the likelihood function (Scheuerer et al., 2013). The commonly used cost or objective function to be minimized is:

\[ E = \frac{1}{2} \sum_{i=1}^{n} [y_i - \hat{y}_i]^2 \]  

with \( n \) the number of training data or samples. In this work, WNN is employed as surrogate models through which the modelling of fatigue life assessment of composite materials is carried out. efficiently The WNN is explained in what follows.

2.1. Wavelet Neural Networks

Neural networks (NN) have been established as a general approximation tool for fitting nonlinear models from input/output data. WNN is a class of feedforward NN having multidimensional wavelets \( \psi \) constructed from a mother wavelet.

The hidden neuron in WNN is called as wavelon. In contrast to NN, rather than fitting weights only, all parameters of weights, dilations and translations will be jointly fitted from the training data by the WNN. The approximation by the WNN to realize (2) is expressed as:

\[ \hat{f}(x) = \sum_{i=1}^{N} w \psi [D, R, (x - t_i)] + \bar{g} \]  

where: \( t \) translation parameter, \( D \) the dilation matrices built from the dilation vectors, \( R \) the rotation matrices, \( \bar{g} \) the additional parameter (bias) at the output layer and \( N \) the number of hidden neurons (wavelons). As more parameters in the WNN need to be adjusted compared to those in NN, a stochastic gradient algorithm with projections is preferred than usual gradient based or Newton algorithms for computational saving when proceeding with the minimization of objective function (3). The choice of training algorithm keeps the computation efficient while preserving the accuracy of prediction. In addition, as the mother wavelet, the following wavelet function is chosen:

\[ \psi(x) = -xe^{-\frac{1}{2}x^2} \]
Different with other types of NN like multilayer perceptron (MLP) NN which uses discriminatory functions (sigmoid functions) and radial basis functions (RBF) NN which uses distance/radial functions in their approximations, the WNN uses multiresolution analysis based on wavelet transform (Mallat, 1989; Daubechies, 1992). For clarity of presentation, Fig. 1 depicts schematic of a WNN.

\[ y(n+1) = f[y(n); u(n)] \quad (6a) \]
\[ y(n+1) = f[y(n), \ldots, y(n-d_n+1); u(n), u(n-1), \ldots, u(n-d_u+1)] \quad (6b) \]

where: \( u(n) \) and \( y(n) \) state respectively the input and output of the NARX model at discrete time \( n \) and \( u(n), y(n) \in \mathbb{R} \). Also, \( d_u \) and \( d_y \) are the output-memory and input-memory orders. \( d_y \) represents the number of lagged output values, which is often referred to as the order of the model, \( d_u \) represents the number of lagged input values \((d_u, d_y \geq 1 \text{ and } d_u \leq d_y)\). The vectors \( y(n) \) and \( u(n) \) form the output and input regressors, respectively.

The NARX model is commonly trained using two basic modes i.e. parallel (P) mode and series-parallel (SP) mode. In the P mode, the regressors employs the estimated outputs which are fed back to the regressor, as follows:

\[ \hat{y}(n+1) = \hat{f}[\hat{y}(n), \ldots, \hat{y}(n-d_y+1); \hat{u}(n), \hat{u}(n-1), \ldots, \hat{u}(n-d_u+1)] \quad (7) \]

On the other hand, the regressors use the actual output values in the SP mode, given as:
Based on the description, the P and SP architectures are hence suitable for online and offline modes of learning, respectively. The NARX structures with input and output tapped delay lines (TDL) in P and SP modes (Neural Network Toolbox™ User’s Guide, 2017) are illustrated in Fig. 3.

Fig. 2. Schematic of CLD for fatigue life assessment and analysis tool. The fatigue data may be now seen as stress ratio series.

Fig. 3. P and SP modes of NARX model [47].

It is also noted here that in contrast to the previous studies (Hidayat and Yusoff, 2009; Hidayat, 2015) in which the standard feedforward NN or the MLP-NARX models were employed with the gradient based training algorithms: (i) there is no need to use explicit form of regularization for the objective function with the present hybrid WNN-NARX model for handling the noise in data, (ii) it is not necessary to determine the number of hidden nodes/neurons in advance, as the number of wavelons is started, adjusted and fixed during the networks running based upon the training data/samples given, and (iii) the present hybrid model allows multi-step ahead
prediction of fatigue data at other different stress ratio values based upon limited fatigue data coming from two stress ratios as training data. The use of limited fatigue data as the training data is justified by looking at the whole fatigue data of different stress ratio values as the stress ratio series, mentioned previously.

3. Materials and Methods

3.1. Materials

Fatigue data from three different composite materials are assessed in the present study. The composite materials are E-glass/polyester [90/0/±45/0]s, E-glass fabrics/epoxy [±45/0/±45/0/4] and E-glass/polyester [0/(±45)2/0], commonly used in wind turbine blade applications. They are denoted as materials 1, 2 and 3, respectively, where their fatigue data are available online (Mandell and Samborsky, 2010; Vassilopoulos and Philippidis, 2002). From the available fatigue data, a set of fatigue data from two stress ratios is used as the training samples, while the remaining fatigue data of other stress ratios are predicted with the present hybrid WNN-NARX model. Furthermore, in order to be consistent all the remaining stress ratios are arranged in sequence from that is lying in T-T region to that is lying in CC-region of the CLD.

In literature, material 1 is called as DD16 [48]. Its database is consisting of fatigue data of various $R$ values ($R = 0.1, 0.5, 0.7, 0.8, 0.9, -0.5, -1, -2$ and 10) with on-axis orientation only. Having 5 stress levels for each stress ratio, the material has 45 fatigue data. On the other hand, material 2 has on-axis (0°) and off-axis (90°) orientations, from cutting by diamond saw wheel. Material 2 is also known as material QQ1 (Mandell and Samborsky, 2010). For material 3, the axis orientations are 0° and 45° (Vassilopoulos and Philippidis, 2002). Materials 2 and 3 are denoted as on-axis and off-axis for different loading orientations. By noting that number of stress levels for each stress ratio to be 8 and 5 for materials 2 and 3, respectively, the materials have 96 and 40 fatigue data in total, respectively.

Apart from the fact that materials 1, 2 and 3 have different on-and off-axis orientations, the simulation procedure for all materials is the same i.e. by separating fatigue data from two stress ratio values as the training data set. Moreover, the number of fatigue data used as the training data/samples for material 1 is 22.22%, material 2 on-axis and material 2 off-axis are 33.33%, respectively, and material 3 on-axis and material 3 off-axis are also 50%, respectively, from their respective total fatigue data.

All training and testing sets for the materials are given in Tables 1-3 below. From Tables 1-3, it is obvious that the stress ratios of $R = 0.1$ and 10 are in strategic positions as they represent opposite sectors in the CLD. Nonetheless, this option of training set is not mandatory. Other set of stress ratios can be chosen as well and not too restrictive, as will be shown in the next section.

**Table 1.** Material 1 along with the training and testing sets employed for its fatigue life assessment

| Material                      | Angle orientation | Fatigue data as training set from $R$ values | Fatigue data as testing set from $R$ values |
|-------------------------------|-------------------|---------------------------------------------|--------------------------------------------|
| E-glass/polyester [90/0/±45/0]s [48] | On-axis           | $R = 0.1$ and 10                            | $R = 0.9, 0.8, 0.7, 0.5, -0.5, -1$ and -2   |

**Table 2a.** Material 2 (on-axis) along with the training and testing sets employed for its fatigue life assessment

| Material                      | Angle orientation | Fatigue data as training set from $R$ values | Fatigue data as testing set from $R$ values |
|-------------------------------|-------------------|---------------------------------------------|--------------------------------------------|
| E-glass fabrics/epoxy [±45/0/±45/] [48] | On-axis           | $R = 0.1$ and 10                            | $R = 0.5, -0.5, -1$ and -2                 |
Table 2b. Material 2 (off-axis) along with the training and testing sets employed for its fatigue life assessment

| Material                        | Angle orientation | Fatigue data as training set from $R$ values | Fatigue data as testing set from $R$ values |
|--------------------------------|-------------------|---------------------------------------------|-------------------------------------------|
| E-glass fabrics/epoxy [±45/0±45/][48] | Off-axis (90°)    | $R = 0.1$ and 10                           | $R = 0.5, -0.5, -1$ and -2                |

Table 3a. Material 3 (on-axis) along with the training and testing sets employed for its fatigue life assessment

| Material                        | Angle orientation | Fatigue data as training set from $R$ values | Fatigue data as testing set from $R$ values |
|--------------------------------|-------------------|---------------------------------------------|-------------------------------------------|
| E-glass/polyester [0/(±45)2/0][49] | On-axis           | $R = 0.1$ and 10                           | $R = 0.5$ and -1                          |

Table 3b. Material 3 (off-axis) along with the training and testing sets employed for its fatigue life assessment

| Material                        | Angle orientation | Fatigue data as training set from $R$ values | Fatigue data as testing set from $R$ values |
|--------------------------------|-------------------|---------------------------------------------|-------------------------------------------|
| E-glass/polyester [0/(±45)2/0][49] | Off-axis (45°)    | $R = 0.1$ and 10                           | $R = 0.5$ and -1                          |

3.2. Preprocessing

Data pre-processing is an important step for successful regression and prediction using NN in order to get better scalability of data. In this stage, all fatigue data are normalized so that the data fall in the range of -1 to 1 using the following normalization formula:

$$x_n = \frac{2x - x_{\text{max}} - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}}$$  \hspace{1cm} (9)

where: $x_n$ is the normalized value of the input/output variables, $x$ is the original data and $x_{\text{min}}, x_{\text{max}}$ are the minimum and maximum values of the variables, respectively.

Stress ratio $R$, maximum stress ($S_{\text{max}}$) and minimum stress ($S_{\text{min}}$) are used as the input variables for fatigue life prediction of the materials. The inputs are chosen as they are essential to describe fatigue and other stresses such as mean stress ($S_m$) and amplitude stress ($S_a$). The fatigue cycles in logarithmic (log $N$) corresponding to the input sets are used as the prediction target. The used value of fatigue cycle is the mean value of fatigue cycles for a stress level.

3.3. Initialization of networks

Network parameters of weights (including bias), dilation, rotation and translation need to be initialized for the WNN. For weights, they are initially set to be zero, while the estimated mean of the function to be approximated is used as the initial value for bias $G$. For the dilation, rotation and translation parameters, the advantage of using WNN is that initialization of the parameters is proceeded based upon the given samples of noisy input/output observations $\{x, f(x)\}$. It means that the parameters initialization and adjustment are driven by
the inputted samples to the networks, hence requiring less intervention from user by fixing parameters much in advance like other types of feed-forward NN. In addition, the WNN can naturally handle noisy data without any form of regularization parameters like other feed-forward NN. The robustness of wavelet transform/compression for noise removal has been known in signal processing (Mallat, 1989; Daubechies, 1992).

Furthermore, another advantage of using the WNN is that the number of wavelons needed for the prediction task is adjusted or reduced automatically based upon the training samples fed to the network. One just needs to supply initial number of wavelons at the beginning. In this study, initial number of wavelons of 10 is used. Moreover, performance/error goal for the objective function (3) is by default set to be zero. That is the error is forced to be as small as possible within a given number of iterations. Lastly, maximum number of epochs or iterations needs to be set by the user. It is set to be 10 epochs as termination for stopping the iterations.

3.4. Processing and prediction

Given the training samples, the network will try to keep its structure/architecture as simple as possible with respect to the number of neurons/wavelons in order to do the prediction task. By keeping the number of wavelons in minimum, the iteration process for adjusting the network parameters will be kept simpler and easier as well. The way also keeps the robustness of prediction while saving the computational cost. There are three approaches which can be used by the WNN to maintain the model complexity i.e. residual based regressor selection, stepwise regressor selection by orthogonalization and backward elimination of regressor. In general, variables are added in sequence in the forward selection until no more improvement in the prediction and a number of regressors is obtained. On the other hand, all variables are chosen initially in the backward selection and then variables with less significance to the prediction are removed from the model. While, the stepwise selection is in between the forward and backward selection to produce an efficient acceleration of variables selection. Using the algorithm, variables can be brought into or removed from the model without affecting the other variable estimates. It is achieved by making the regressors orthogonal to eliminate their interactions. In this study, the second approach is chosen.

After the model selection process, the WNN continues to minimize the objective function (3). Suppose that all the parameters \( w_i, g_i, l, f_i, D_i \) and \( R_i \) are collected into the parameter vector \( \theta \), then the parameter vector \( \theta \) is modified to minimize the objective function following the stochastic gradient with projections algorithm. In the algorithm, the parameter vector is updated in the opposite/negative direction of the gradient of following error functional:

\[
c(\theta, x_k, y_k) = \frac{1}{2} \left[ g_\theta(x_k) - y_k \right]^2
\]

It proceeds as:

\[
\overline{\theta}_k = \theta_{k-1} - \gamma_k \text{grad } c(\theta_k, x_k, y_k)
\]

with \( \gamma \) is the gradient learning parameter, commonly a small number \( 0 < \gamma < 1 \) and constraints \( c \in C \) are set on the adjusted parameters (dilation, rotation and translation parameters). The intermediate parameter vector \( \overline{\theta}_k \) is then projected to the parameter space \( C \), which is convex, through the projection operator \( P \) as follows:

\[
\theta_k = P(\overline{\theta}_k)
\]

In contrast to common gradient descent algorithm, the stochastic gradient with projections algorithm improves the iteration in order to avoid to be trapped in local minimum. Once the prediction outputs are produced through the WNN, one needs to do un-normalization to the network outputs. The accuracy of prediction is then assessed with respect to the real fatigue lives (\( \log N \)) from the experimental data.

4. Results and Discussion

Fatigue life predictions of the aforementioned composite materials with the proposed hybrid WNN-NARX model are carried out in MATLAB environment. The results are presented in the form of S-N curve for more clarity of presentation. The closeness between the fatigue lives as predicted by the present model and those from experiments is given in term of the coefficient of determination \( R^2 \).
4.1. Fatigue life prediction of material 1

Fatigue life prediction results on the testing set for material 1 are presented accordingly in Figs. 4-7. The $S$-$N$ curves are plotted by using the amplitude stress values to show the variability of loading amplitudes.

![Fatigue life prediction results](image)

**Fig. 4.** Fatigue life prediction on the testing set of $R = 0.9$ and 0.8 for material 1.

![Fatigue life prediction results](image)

**Fig. 5.** Fatigue life prediction on the testing set of $R = 0.7$ and 0.5 for material 1.
It is seen that the present hybrid WNN-NARX model produces fatigue life prediction results with good accuracies. The values of $R^2$ range between 0.8549 and 0.9823, where the lowest and highest $R^2$ values are associated to the stress ratios $R = -0.5$ and $R = 0.7$, respectively. For the fatigue life prediction results of the stress ratio $R = -0.5$, one can indeed observe larger discrepancies between the actual fatigue lives and the predicted ones. Nonetheless, in general the present hybrid WNN-NARX model shows its efficacy and capability for the fatigue life prediction of multivariable amplitude loadings.
4.2. Fatigue life prediction of material 2 (on-axis and off-axis)

Figs. 8-11 depict fatigue life prediction results on the testing sets for material 2 of on-axis and off-axis, respectively.

Fig. 8. Fatigue life prediction on the testing set of $R = 0.5$ and -0.5 for material 2 (on-axis).

Fig. 9. Fatigue life prediction on the testing set of $R = -1$ and -2 for material 2 (on-axis).
Fig. 10. Fatigue life prediction on the testing set of \( R = 0.5 \) and -0.5 for material 2 (off-axis).

It can be observed the present hybrid WNN-NARX model also produces fatigue life prediction results with good accuracies for the material. For material 2 on-axis, the values of \( R^2 \) range from 0.9381 to 0.9562. Moreover, the values range from 0.8861 to 0.9912 for material 2 off-axis. The lowest \( R^2 \) value is associated to the stress ratio \( R = -2 \) for the material 2 off-axis. In general, the present hybrid WNN-NARX model is also suitable for the composite fatigue life prediction under variable amplitude loadings.
4.3. Fatigue life prediction of material 3 (on-axis and off-axis)

Fatigue life prediction results on the testing sets for material 3 are depicted in Figs. 12 and 13.

![Fatigue life prediction results for material 3](image)

**Fig. 12.** Fatigue life prediction on the testing set of $R = 0.5$ and -1 for material 3 (on-axis).

![Fatigue life prediction results for material 3](image)

**Fig. 13.** Fatigue life prediction on the testing set of $R = 0.5$ and -1 for material 3 (off-axis).

It can be seen that good accuracies are also obtained for the composite fatigue life prediction. High accuracy is even obtained for fatigue life prediction of the material 3 on-axis of $R = -1$. The values of $R^2$ range from 0.8886 to 0.9961 and from 0.9446 to 0.965 for material 3 on-axis and material 3 off-axis, respectively. Larger discrepancies between the actual fatigue lives and the predicted ones are observed for the fatigue life prediction of material 3 on-axis at the stress ratio $R = 0.5$. 
4.4. Prediction interval of the composite fatigue life assessment

Having the fatigue life assessment using NN, the prediction interval can be always obtained accordingly. In this section, the prediction intervals are only focused on and given for the fatigue life prediction results with lower R\textsuperscript{2} values. In Figs. 14-16, the prediction intervals are respectively shown for the prediction results on fatigue lives of material 1 at \( R = -0.5 \) (\( R^2 = 0.8549 \)), material 2 off-axis at \( R = -2 \) (\( R^2 = 0.8861 \)) and material 3 on-axis at \( R = 0.5 \) (\( R^2 = 0.8886 \)).

![Fig. 14. Prediction interval of the WNN-NARX model for fatigue life assessment of material 1 of \( R = -0.5 \).](image1)

![Fig. 15. Prediction interval of the WNN-NARX model for fatigue life assessment of material 2 off-axis of \( R = -2 \).](image2)
The bounds of prediction shown in Figs. 14-16 are simply obtained from standard deviation of the prediction $\sigma$ given by:

$$\sigma = \sqrt{\frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{n-1}}$$  \hspace{1cm} (13)

with $n$ the number of data of interest.

It can be seen clearly that scatter of the fatigue lives of material 3 on-axis at $R = 0.5$ is more pronounced or larger than that of the fatigue lives of material 1 at $R = -0.5$ and material 2 off-axis at $R = -2$, respectively. As a result, the fatigue lives of material 3 on-axis at $R = 0.5$ are less contained within its bounds of prediction. On the other hand, the fatigue lives of material 1 at $R = -0.5$ and material 2 off-axis at $R = -2$ are more contained within their respective bounds of prediction. Scatter of the fatigue lives of material 1 at $R = -0.5$ is closer to its lower bound of prediction, while scatter of the fatigue lives of material 2 off-axis at $R = -2$ is closer to its upper bound of prediction. It appears that the scatter of fatigue lives would affect the accuracy of fatigue life prediction, considering that the fatigue life assessment is based upon mean lifetime values. Another factor seems to affect the fatigue life prediction accuracy is the position of stress ratio within the CLD. The aforementioned aspects are further discussed in the following section.

### 4.5. Efficiency and accuracy of the composite fatigue life prediction

The accuracy of prediction is measured by using the following error norm:

$$\text{MSE} = \frac{\sum_{i=1}^{n} [y_i - \hat{y}_i]^2}{n}$$  \hspace{1cm} (14)

with $n$ is the number of data used in the prediction. To show the measure of prediction quality in overall, the MSE values for fatigue life prediction of composite materials by the present hybrid WNN-NARX model are shown in Table 4.
Table 4. MSE of the fatigue life prediction by using the hybrid WNN-NARX predictive model

| Materials | Training sets | Testing sets | Range of $S_m$ (MPa) | Range of $S_a$ (MPa) | MSE of prediction in testing sets |
|-----------|---------------|--------------|----------------------|----------------------|----------------------------------|
| 1         | $R = 0.1$ and 10 | $R = 0.9, 0.8, 0.7, 0.5, -0.5, -1$ and -2 | -103.50 to 491.15 | 17.25 to 310.50 | 0.270 |
| 2 (on-axis) | $R = 0.1$ and 10 | $R = 0.5, -0.5, -1$ and -2 | -155.25 to 568.50 | 51.75 to 552.00 | 0.125 |
| 2 (off-axis) | $R = 0.1$ and 10 | $R = 0.5, -0.5, -1$ and -2 | -47.40 to 93.00 | 12.93 to 142.20 | 0.229 |
| 3 (on-axis) | $R = 0.1$ and 10 | $R = 0.5$ and -1 | 0 to 180.00 | 47.5 to 100.00 | 0.194 |
| 3 (off-axis) | $R = 0.1$ and 10 | $R = 0.5$ and -1 | 0 to 71.25 | 16.25 to 70.00 | 0.079 |

From the presented results, it can be observed that the present hybrid WNN-NARX model produces reasonably accurate fatigue life prediction results by using fatigue data from two stress ratios. It is worth to note that the results improve the efficiency of fatigue life prediction of composite materials further. It is highlighted in the previous studies that accurate fatigue life prediction of composite materials can be achieved by employing 40-50% of the available data [9] or by employing training set of fatigue data from three $S$-$N$ curves/stress ratios or more [13]. Improvement in the prediction is hence achieved in this study by using more limited stress ratio values, while the use of fatigue data from two stress ratios is justified profoundly, as already explained in the previous section. On the other hand, the use of two stress ratios also justifies the use of more limited fatigue data as training data i.e. 22.22%, 33.33% and 50% of the total fatigue data for the materials 1, 2 and 3 respectively. In term of the percentage number of training data, the results are also consistent with those revealed in the previous study i.e. 40-50% of the available data [9], even though the previous study selected the training data directly from the available total data to get its percentage.

Therefore, the efficiency of fatigue life prediction is shown in the present study i.e. time and effort for collecting fatigue data of just two stress ratios can be more experimentally efficient and not too time consuming. In addition, having fatigue data from two $S$-$N$ curves in hands, one can proceed with the analysis and assessment for other fatigue lives. This in turn can give insights into other related aspects in design and speed up the design process of composite structures/components.

It is also shown that choosing two stress ratios to be used as the training data set is not too restrictive. Hence, there is a flexibility in choosing and collecting the fatigue data as training set, which further shows the robustness of the present fatigue life prediction. For more clarity of presentation, comparison of MSE values for the composite fatigue life prediction by using the present WNN-NARX model with different training data sets is further given in Table 5.

Table 5. Comparison of MSE values for the composite fatigue life prediction by using the present WNN-NARX model with different training data sets

| Materials | Training sets | MSE of prediction in testing sets | Training sets | MSE of prediction in testing sets | Training sets | MSE of prediction in testing sets |
|-----------|---------------|----------------------------------|--------------|----------------------------------|--------------|----------------------------------|
| 1         | $R = 0.1$ and 10 | 0.270 | $R = 0.1$ and 0.5 | 0.264 | $R = 0.1$ and -2 | 0.367 |
| 2 (on-axis) | $R = 0.1$ and 10 | 0.125 | $R = 0.1$ and -2 | 0.211 | $R = 0.1$ and -0.5 | 0.192 |
| 2 (off-axis) | $R = 0.1$ and 10 | 0.229 | $R = 0.1$ and -2 | 0.241 | $R = 0.1$ and -0.5 | 0.258 |
| 3 (on-axis) | $R = 0.1$ and 10 | 0.194 | $R = 0.1$ and -1 | 0.294 | $R = 0.1$ and 0.5 | 0.117 |
| 3 (off-axis) | $R = 0.1$ and 10 | 0.079 | $R = 0.1$ and -1 | 0.115 | $R = 0.1$ and 0.5 | 0.098 |
Apart from the reasonably accurate fatigue life prediction results presented above, it is also important to notice the prediction results with larger discrepancies from the actual fatigue lives (lower R² values). In general, it is observed that the larger discrepancies of prediction are associated to the stress ratio values which belong to tensile-compressive (T-C) and compressive-tensile (C-T) sectors in the CLD i.e. \( R = -0.5 \) and \(-2\). On the other hand, the composite fatigue life prediction for other stress ratios belong to tensile-tensile (T-T) and compressive-compressive (C-C) sectors are in general producing more accurate results.

It is interesting to also note that making stress ratios \( R = -0.5, -1 \) and \(-2\) to be training data set seems not giving improvement on the prediction accuracy as well, as shown in Table 5. From the observation, it may be important to remark that further attention needs to be given to the corresponding fatigue life prediction results at the stress ratio values of tensile-compressive (T-C) and compressive-tensile (C-T) sectors in the CLD. In addition, attention also needs to be given to the fatigue life prediction results at the stress ratio \( R \) with fatigue data exhibiting large scatter of fatigue lives, such as shown in Fig. 16 for material 3 on-axis of \( R = 0.5 \). In short, larger discrepancies in fatigue life prediction of composite materials may be produced for those stress ratios. Although further exploration is still needed, to the present author’s best knowledge this observation is still not highlighted and discussed in the previous research works on composite fatigue life prediction using NN. Moreover, it is hence necessary to refer to the prediction interval or bounds of prediction as discussed in the previous section so that comprehensive fatigue life assessment can be proceeded accordingly in such cases.

Further, the results show that fatigue life assessment of composite materials is still a challenging task. Further efforts are still required to get more comprehensive understanding on the relationship which might exist between failure mechanisms taking place in the composite materials at both micro and macro scales and the way of such mechanisms may be manifested in the corresponding fatigue data (such as the fatigue scatter), which might be possible to be captured further by some NN models. In addition, another interesting extension of study is that how to handle multivariable amplitude loadings, including multiaxial fatigue loadings, in a more integrated way in the fatigue life assessment using NN, other surrogate as well as combined forward (Hidayat et al., 2016; Hidayat et al., 2017; Hidayat et al., 2020) and inverse modelling techniques. These may be interesting as subjects of further study.

5. Conclusions
In this paper, hybrid WNN-NARX model has been developed and presented as data-driven based predictive model for efficient fatigue life assessment of composite materials under multivariable amplitude loadings. By observing fatigue data as dynamic data of stress ratio series, it is shown that the present hybrid WNN-NARX model produces reasonably accurate fatigue life prediction results by using fatigue data from two stress ratio values. In particular, the efficiency of composite fatigue life prediction by using 22.22% of total fatigue data can be achieved by using the hybrid WNN-NARX model. Several composite materials examined in this study show the efficacy and robustness of the proposed model. In addition, corresponding aspect of larger discrepancies between the actual fatigue lives and predicted ones in the composite fatigue life prediction which may be associated to certain stress ratio values have been also discussed. Such observation, still not explored in the previous research works, has given useful and integrated perspectives on fatigue life assessment of composite materials using NN. A more integrated way in the fatigue life assessment of composite materials using NN or other surrogate modelling techniques would be interesting as subject of further research study.
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