A Phenomenological Study of Lab-Scale Tidal Turbine Loading under Combined Irregular Wave and Shear Flow Conditions
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Abstract: Tidal devices are likely to be faced with shear flows and subjected to various wave climates. The paper presents an experimental study of the combined impacts of shear profile and irregular waves on the loading of a 1/20th scale device operating at peak power extraction. The experiments presented were conducted at various depths to facilitate analysis of the effects of the shear flow and wave impact on the device at various positions in the water column. The fluid field was measured at three different upstream positions and at three depths (top, middle and bottom of the rotor) for each experiment; in doing so, data from the device were captured three times. The fluid measurements were of a high quality and were analysed to present the structure flow upstream of the device, which contained velocity and turbulence profiles. The upstream measurement was utilised to understand the development of flow structures in the approach to the device, and the impact of the flow structures measured was confirmed via cross-covariance calculations. The long datasets gathered were used to produce full rotational probability density functions for the blade-root-bending moments for three blades. The spectral characteristics were also considered, and showed that rotor loading quantities are less reactive to smaller scale flow structures.
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1. Introduction

There have been exciting developments in recent years which show promising signs that the tidal stream sector is approaching commercialisation. The breakthrough project known as MeyGen is underway at the Pentland Firth, where the first 6 MW array of Horizontal Axis Tidal Turbines (HATTs) was installed in 2017. The four 1.5 MW turbines had by 2018 generated more than 17 GWh of electricity for the grid [1]. Phase 1B will see the deployment of an additional two turbines and a sub-sea hub which will allow multiple turbines to be connected to a single power cable and thus reducing costs. Phase 1c involves the construction and deployment of 49 new turbines at an estimated cost of £420m. Atlantis Energy believe that this will be a transformative phase for the industry as economies of scale become significant with increased production of turbines [2]. The cost of turbine construction and the associated cost of deploying turbines need to be reduced if the technology is to become economically viable.

Commercialisation relies upon the continuation of research into improving HATT design and survivability. Nova Innovation, who successfully delivered the first grid connected off-shore array of tidal turbines near the Shetlands in Scotland, have been awarded with
two European grants projects to bring down the cost of tidal energy. The EnFAIT project has already reported a reduction in operational costs of 15% and are aiming for a 40% reduction by 2022. The second project called ELEMENT started in June 2019 with the aim of reducing the overall lifetime cost of TS energy by 17% [3]. As the industry develops, certain needs are growing: being able to understand and describe the loading faced by HATTs, which should aid in improved design, and understating a device’s fatigue life and reliability.

It is known that real sea conditions are comprised of a combination of irregular waves and currents. These wave–current interactions may have a direct impact on a HATT performance; for example, rotor thrust and power have been shown to decrease as the turbulence intensity (TI) levels increase [4–7], and wave-induced rotor load fluctuations can be up to three times the average loads [7–12]. A further aspect of the sea conditions faced by tidal devices is the presence of shear in the flow, which can arise due to seabed interactions or due to the wake of upstream bathymetric features or devices [6,13–18]. The combination of wave and current shear effects in the tidal resource will generate complex loading patterns with extremes loads, oscillatory components and stochastic components.

There have been many laboratory studies into differing aspects of the three flow artefacts discussed above. There have been many articles focused on quantifying and modelling HATT power production under turbulent flow cases with a focus on spectral characterisation and modelling of loading and power production [6,14,15,18–26]. Many laboratory-scale experiments detail the effects of upstream devices both in low turbulence and high turbulence scenarios with results presented in a phenomenological sense [6,14,15,17,27,28]. There has also been significant research into combined wave and current effects with both regular and irregular waves [8,9,25,29,30]. There have been studies considering combine turbulence and velocity shear flows [11,12,16,29,31–33].

The research presented herein seeks to build on current research activities by providing a detailed phenomenological study of HATT performance under combined wave–current shear flows. This work details an experimental campaign for which a turbine was installed in various positions within a complex flow field with and without irregular waves. The approach aimed to develop statistical and spectral descriptions of the device’s operation under these complex conditions. Our paper is arranged as follows. The next section, Section 2 presents an overview of the experimental methodology and test setup. This is followed by a relatively detailed description of the flow field upstream of the laboratory-scale device in Section 3. The turbine results section comprises of two parts: the first presents a statistical description of blade loading, Section 4; and finally, spectral analysis which utilises power spectral density estimates and spectral coherence measurements to help describe the HATT response, is presented in Section 5.

2. Methodology and Experimental Setup

To study the effects of combined wave–current shear flows, laboratory-scale testing of a 1/20th scale HATT was undertaken. Figure 1a shows the setup as a plan view schematic and Figure 1b show a photograph of the experimental apparatus. Figure 1c shows a side view schematic. The turbine was mounted on a 0.105 m in diameter stanchion connected to a supporting structure above the 4 × 2 × 18 m wave and current flume of IFREMER [34], as seen in Figure 1b. The turbine was mounted at three different depths (1, 0.825 and 0.65 m) below the water’s surface (Figure 2), and centred in the cross-stream direction, 2 m from each of the side walls (Figure 1a).

The flow speed was measured with a Laser Doppler Velocimeter (LDV) mounted at three different distances upstream of the turbine (1, 2 and 3 m) as shown in Figure 1a. For each of the rotor depths, flow measurements at the top of the rotor, at hub height and at the bottom of the rotor were taken (Figure 2). The wave height was measured with a resistive wave gauge placed in line with the rotor plane 0.78 m from the centre of the rotor (Figure 1a). The resistive wave gauges were calibrated to measure the distance from water’s surface to the still water line (SWL) via zeroing prior to tank operation. An extra set of flow characterisation
tests were performed once the turbine was removed from the tank. In this case, the LDV position was moved to the rotor plane.

The turbine was subjected to current-only, CO, and current with irregular waves, JSP, for each of the depth cases outlined in Figure 2—referred to in future as D1, D2 and D3, respectively. The parameters used for each of the conditions are presented in Table 1. The irregular waves’ parameters are the significant wave height $H_s$ and the peak frequency $F_p$.

The shear flow for these test cases was generated via the blockage posed by the wake maker, which was installed at a depth of 500 mm (Figure 1c). The wave marker was installed 4 m upstream of the device, and testing at the differing depths gave an opportunity to consider the exposure of the device to wave loading and to differing portions of the flow profile generated in the wake of the wave marker. For context, Table 1 shows the wave parameters at full scale when considering sites of 25–40 m depth, calculated by scaling the wave characteristics to maintain relative depth (0.63), wave steepness (0.05) and Froude number (0.82). Froude number is defined in Equation (1), where $\bar{u}$ is the mean stream-wise velocity in m s$^{-1}$, $g$ is acceleration due to gravity in m s$^{-2}$ and $H_s$ is the significant wave height in m.

$$Fr = \frac{\bar{u}}{\sqrt{g \times H_s}}$$  (1)

The data were captured whilst the HATT operated at peak power, which, for the instrumented device tested, coincided with a tip-speed ratio of $\lambda = 4$ relative to the mean inlet velocity of $\bar{u} = 1$ m s$^{-1}$. The testing was undertaken with a constant rotational velocity of 85 RPM with standard deviation $\sigma_{RPM} < 2\%$. Here, tip-speed ratio is defined in the usual way, as shown in Equation (2), where $R$ is the turbine radius in m and $\omega$ is the turbine rotational speed in rads$^{-1}$.

$$\lambda = \frac{\omega R}{\bar{u}}$$  (2)

Table 1. Flow velocity and wave conditions utilised during the test campaign with full-scale equivalent wave characteristics defined.

| Case | Wave Type | Water Depth $h$ [m] | Flow Speed $\bar{u}$ [m/s] | Wave Height $H_s$ [m] | Wave Frequency $F_p$ [Hz] | Wave Length $L$ [m] |
|------|-----------|---------------------|--------------------------|-----------------------|---------------------------|-------------------|
| CO   | Current Only | 2                   | 1.0                      | -                      | -                         | -                 |
| JSP  | JONSWAP   | 2                   | 1.0                      | 0.15                  | 0.70                     | 3.19              |
| JSP  | JONSWAP   | 25                  | 3.53                    | 1.88                  | 0.20                     | 39.83             |
| JSP  | JONSWAP   | 40                  | 4.47                    | 3.00                  | 0.16                     | 63.73             |

1. Full scale wave characteristics for * 25 m and ** 40 m depth at consistent relative depth (0.63), wave steepness (0.05) and wave height-based Froude number (0.82).

2.1. Turbine Model

The turbine used in the experiments was a three-bladed HATT with a 0.9 m diameter at a 1:20 Froude scale. This scales geometrically to a typical 18 m full-scale tidal turbine. Details on the development of this model can be found in [35]. A Bosch Rexroth permanent magnet synchronous machine and drive system was used to control the turbine using an encoder feedback for servo-control [35]. The encoder feedback value was logged and stored by the Bosch Rexroth system at 200 Hz. The encoder was an ECN 113 encoder, manufactured by Heidenhain, Germany, with an accuracy of 20″. The blade profile design was based on a Wortmann FX 63-137 profile. Further information on the blade profile and design can be found in [31,35,36].

Turbine Measurement Instrumentation

Rotor torque and thrust signals were measured via an Applied Measurements combined torque/thrust transducer. The transducer was fitted between directly behind the
rotor hub to avoid recording friction forces from the dynamic seals and bearings. The transducer was factory calibrated and the associated calibration values were used to infer torque $\tau$ and thrust $T$ values. The out-of-plane ($M_{XY}$) and in-plane ($M_Z$) blade root bending moments (BRBM) were measured with strain gauges mounted in two independent full-bridge configurations on each of the blade roots. Calibration details for these measurements can be found in [35]. The strain gauges sets were fitted by Applied Measurements. Tests where the turbine was stationary and the water was still were performed regularly to record any offset or drift in the instruments readings. The data were logged via an NI Compact RIO at 200 Hz.

Figure 1. Schematics and photographs of the experimental setup. (a) Plan view schematic of the experimental setup showing the upstream LDV positions. (b) Photograph of the setup showing the instrumented turbine and the wave probe. (c) Side view of the setup showing the wave marker submersion depth, with the depth labelling convention defined.
3. Flow Characterisation

This section presents a review of the flow characteristics observed for the CO and JSP cases. Comparisons between the flow measurements made at each of the three upstream LDV positions and the supplementary measurements taken at the turbine rotor plane were made to confirm the nature of flow development approaching the turbine. Figure 3 shows an example time series of the LDV and wave probe data captured; the LDV data shown were captured for the D3 depth inline with the rotor hub.

Figure 4 shows the mean flow velocity recorded at differing depths and differing upstream measurement positions. Figure 4 presents an upper x-axis indicating the chord length based Reynolds number, defined as: \( Re = \frac{\rho u_{chord}}{\mu} \) —where \( L_{chord} \) is the chord length of the blade at 0.7 of the radius, \( L_{chord} = 83.6 \text{ mm} \), \( \rho \) is the density of water in kg m^{-3} and \( \mu \) is the dynamic viscosity of water in Pa s. Immediately apparent is the drastic inverse profile created by the presence of the wave maker. A large blockage impinging on the flow arising from the submerged wave maker (as illustrated in Figure 1c) generated a clear shear layer which dominated the flow profile up to and presumably passed the turbine rotor plane. Evidence of flow recovery can be observed in the upper part of the water column as distance from the wave maker increases. The results indicate little difference in the observed mean flow velocities with the wave maker in action or stationary, i.e., with and without the waves. The profile developed, whilst inverted, shows similar flow velocity values to those observed in [24], albeit over a smaller depth.

The presence of the wave maker inducing shear in the flow will generate turbulence in its wake; as a result, a turbulent profile was expected. To observe the structure of the turbulence profile, the 2-dimensional turbulence intensity \( T_{I2D} \) was calculated for each depth and LDV position. Figure 5 shows the results of this exercise. The \( T_{I2D} \) was calculated in the usual way via Equation (3).

\[
T_{I2D} = 100 \times \sqrt{\frac{\frac{1}{2}(\sigma_u^2 + \sigma_v^2)}{u'^2 + v'^2}}
\]  

Figure 5 confirms that a significant turbulence profile exists with average \( T_{I2D} \) values of 5–8% observed in the lower portion of the water column and values ranging from 23% to 15% observed in the upper portion of the water column, when moving from 3.3D upstream to the turbine rotor plane. Two-dimensional turbulent kinetic energy \( TKE_{2D} \), defined as \( TKE_{2D} = \frac{1}{2}(\sigma_u^2 + \sigma_v^2) \), was calculated for the same datasets, yielding similar trends as exhibited in Figure 5 for \( T_{I2D} \). Mean \( TKE \) values of 0.02 m^2 s^{-2} at the 3.3D and 0.01 m^2 s^{-1} at the turbine rotor plane were observed, which are consistent with field measurements or similar mean velocity values [37]. Moving away from the blockage posed by the wave maker (toward the rotor plane), in the upper portion of the water column, a decrease in

---

**Figure 2.** Front view of the rotor indicating the three rotor depths D1, D2 and D3. Blue markers indicate the LDV positions relative to the rotor depth: top, middle, bottom.
TI\textsubscript{2D} and TKE\textsubscript{2D} was observed, which is consistent with localised turbulence generation in the wake of some obstruction [4], confirming the cause of the higher TI\textsubscript{2D} values as the result of the wave maker. The localised blockage of the wave marker in diverting and distorting the flow was a source of turbulent energy generation which was not sustained past the blockage, and as such the level of turbulence dissipated as one moved downstream from the blockage. This is corroborated by the turbulent dissipation rate at the highest point in the water column, which was higher in the vicinity of the wave marker (≈0.2 m\textsuperscript{2} s\textsuperscript{-3}) and lower at the rotor plane (≈0.002 m\textsuperscript{2} s\textsuperscript{-3}).

Figure 3. Time series of the stream-wise fluid velocity measured via the LDV and wave height measured via the wave probes. The measurements were made at the rotor plane for the D3 depth with the LDV aligned with the turbine rotor centre. Wave height here is defined as the deviation from the SWL with positive values above the SWL.

Figure 4. Mean stream-wise fluid velocity, \(\bar{u}\), against depth. Each chart presents the results for differing LDV positions; shaded regions highlight the turbine rotor span at each of the depths tested—D1, D2 and D3.
The CO cases generally exhibited marginally higher TI values than the JSP cases; however, the TI levels from both cases became almost equal in measurements taken at 1.1D and at the rotor plane. Interestingly, at 1.1D and the rotor plane for the highest point measured (0.8 m), a higher TI value was observed for the JSP case than for the CO case. Although very similar $T_{2D}$ values were observed in both cases, these findings could be consistent with turbulent effects predominating over wave effects as the driver of fluid velocity fluctuations. As the downstream distance from the wave maker increased, the turbulence energy decayed, and the orbital effects from the wave became more significant, relative to turbulence, in creating fluid velocity fluctuations. Presumably, the motion of the wave maker reduced the turbulence observed, as it was not present as a constant blockage, as in the CO case, which meant the blockage would be reduced at times (due to the motion of the paddle out of the water) and would have been moving with the fluid flow at other times. Lower down the water column, in the region $-0.45 \, \text{m} < \text{depth} < -0.2 \, \text{m}$, consistent TI values were observed for all upstream positions.

Figure 5. Mean 2-D TI against depth. Each chart presents the results for differing LDV positions; shaded regions highlight the turbine rotor span at each of the depths tested—D1, D2 and D3.

An estimate of the integral length scale, $\mathcal{L}$, associated with stream-wise velocity fluctuations, was calculated for each of the measurement positions to develop an understanding of how the large scale turbulent structures changed with depth and approaching the rotor plane. An estimate of the integral time scale, $\mathcal{T}$, can be developed via integration of the auto-correlation function with respect to time between $0 < t' < T_0$, where $T_0$ is the time lag associated with the first zero-crossing of the auto-correlation function [4]. The integral length scale can then be found by using $\mathcal{L} = \pi \cdot \mathcal{T}$. The auto-correlation and the integral used to develop an estimate of $\mathcal{T}$ are defined as follows:

$$\mathcal{T} = \int_0^{T_0} R(t') \cdot dt'$$

where

$$R(t') = \frac{\bar{u}'(t)\bar{u}'(t-t')}{\sigma_u^2}$$

For the CO case a slightly larger $\mathcal{L} (\approx 0.6 \, \text{m})$ was observed in the centre of the water column ($-0.2 < \text{depth} < 0.45$) relative to $\mathcal{L} \approx 0.4 \, \text{m}$ at the upper and lower extremes of the water column. This effect was not observed in the JSP cases, which yielded a more consistent $\mathcal{L} \approx 0.5 \, \text{m}$ throughout the water column. In both cases the integral length scale observed was of the order of the submergence depth of the wave maker.
A common method of analysing flow measurements is to study the power spectral density (PSD) of flow measurement time series. Spectral analysis of fluid velocity measurements was undertaken in detail by Taylor [38] and is utilised frequently, as it provides a clear depiction of the turbulent energy cascade over varying scales which resulted in the well known $-5/3$ law—developed by Kolmogorov via dimensional analysis. Here, the power spectral densities were calculated for each flow velocity time series captured, in wave number space, as defined in Equations (6) and (7). The spectral shape was considered at each of the differing upstream locations and at the turbine rotor plane, with and without the wave maker in action.

$$E(K) = \int_{-\infty}^{\infty} R(t')e^{-iKt'}dt'$$

(6)

where

$$K = \frac{2\pi f}{u}$$

(7)

Figure 6 shows the resulting PSDs plotted at differing positions, with the upper charts showing the CO case and the lower charts showing the JSP case. The findings are consistent with observations made above: essentially, a reduction in energy at low $K$ can be observed approaching the turbine rotor plane, and a more substantial reduction can be observed with depth—these findings can be observed for both the CO and JSP cases. Each plot generally tends towards the $f^{-5/3}$ slope indicating that in general the measurements captured a portion of the inertial sub-range. At greater depths, where lower TI and higher Reynolds number were observed, some deviation from the $f^{-5/3}$ slope can be observed—this is common to all traces but was seen to be most remarkable closer to the wave maker (at 3.3D). A difference in peak spectral energy for the highest point in the water column measured of 0.031 m$^2$ s$^{-1}$ was observed between the 3.3D upstream case and the measurements made in the rotor plane.

Figure 6 shows that the inclusion of the irregular wave in the JSP case led to the spectral peak at the wave number corresponding to the peak frequency $F_P$, but had had little broadband effect. Interestingly, the relative contribution of turbulent energy to wave energy in flow transients can be observed in the lower charts. This was done qualitatively by considering the relative amplitudes at low wave numbers ($K < 1$) and at the peak frequency, $F_P$ (in turbulent wave number space, $K \approx 5.5$). All traces show that the turbulent energy generating region is dominant over wave contributions to fluid velocity fluctuations—which is in agreement with the findings of Figure 5. This shows that for the given wave maker submersion depth, turbine positioning and wave characteristics utilised, the waves’ contribution to fluid velocity fluctuations was smaller than the contributions of the larger turbulent structures developed by the blockage of the wave maker.

Figure 7 shows the spectral energy observed at the average wave frequency with the same amplitude plotted for the CO case for comparison. As expected, energy at this frequency is a function of depth. The greatest amplitudes were observed closer to the surface. The presence of the wave, whilst greater in the upper portion of the water column, did not show any discernible trends across LDV positions from 3.3D upstream to the turbine rotor plane.

The data analysis presented shows clearly the shear layer created in the flow by the wave maker producing both flow and turbulence profiles. The analysis also showed the impact of the irregular waves was clearly visible in the flow spectra and seemed to have an impact on mixing in the shear layer, but the wave effects by no means dominated over the turbulence effects produced by the presence of the wave maker.
Figure 6. PSD plot for each fluid velocity time series captured. Upper plots show the CO cases, whereas lower plots show the JSP cases. The colour bars to the right of the charts indicate the corresponding depths.

Figure 7. Plots showing the amplitude observed at the average wave frequency at differing depths and upstream LDV positions for the CO and JSP cases.

4. Turbine Performance

4.1. Mean Rotor Performance

In this Section, the bulk statistics of the operational loads measured for each case are compared, facilitating a comparison of the rotor performance at different rotor depths, with and without the superimposed irregular waves. Figure 8 presents the box plots of the data recorded for torque, thrust and out-of-plane BRBM, $M_{XY}$. The horizontal line within each box indicates the median values of the dataset; the upper and lower bounds of the boxes show the upper and lower quartiles of the dataset, whereas the error bars indicate the maximum and minimum values observed—(note: data points a distance of 1.5 times the interquartile range away from the upper or lower bounds of the box have been omitted as outliers to aid presentation). The circles indicate the mean values for the datasets recorded; repeat cases are shown individually.

The upper chart in Figure 8 shows that the average values (mean and median) of the torque measured decreased with decreasing rotor depth, which is consistent with the flow profiles observed in the findings presented in Section 3. The mean values closer to the
water’s surface (D3) were 20% lower than at 1 m depth (D1). An increasing spread of the torque data was observed with decreased rotor depth—again inline with the findings of Section 3, where greater turbulence intensity was observed closer to the water’s surface. Values of $\sigma_{\tau}$ closer to the surface were found to be higher than the values at mid-depth by a factor of almost two. These general trends were consistent for both the CO and JSP cases—however, a slightly higher spread in the data was observed for the JSP cases due to the additional wave induced velocity fluctuations. All datasets showed a tendency towards negative skew; however, this tendency was stronger in the CO cases and in greater rotor submersion cases, with the greatest skew being observed in D1 and the least skew being observed in D3 cases.

As the rotor got closer to the water’s surface (D3), the average thrust reduced by $\sim 12\%$ of the values at depth D1. The reduction in the average thrust with decreasing rotor depth was due to the flow velocity deficit that was present towards the water’s surface (Figure 4). The difference in average thrust between CO and JSP cases was negligible ($\sim 1\%$ maximum). However, the scatter between repeat runs was higher for the current-only cases than for the irregular wave cases by a factor of around 1.5. The relative standard deviation $\sigma_T$ bars indicate that $\sigma_T$ increased as the rotor depth decreased. Closer to the water’s surface, $\sigma_T$ was larger than at mid-depth by a factor of 1.5.

The average BRBM, $M_{XY}$, decreased by a factor or 0.9 closer to the water’s surface, and the relative $\sigma_{M_{XY}}$ at the rotor’s top position was almost double the mid-depth values.

Figure 8. Box plots of turbine loading for every case undertaken, including repeats. Upper charts show torque, central charts thrust and lower charts BRBM. Left charts show the CO cases and right charts show JSP cases.

Figure 9 shows an example of the loading time series captured for an instance of the D1 depth case for both CO (left) and JSP (right) scenarios. The figure shows the development of the statistics with running mean and standard deviations plotted. Horizontal lines demarcating $\pm \sigma$ are also plotted. To consider aspects of processing the data, the results of processing the data through 10 s averages and smoothing the data via convolution with a 5 s window have also been presented. The upper and lower bounds of the y-axis for each plot have been set to the 5th and 95th percentiles of the plotted datasets, respectively.

Figure 9 shows that the mean and standard deviation converge to fixed values within a relatively short amount of time—a length of time far shorter than the length of the datasets gathered, giving us confidence in the statistics presented. In the rotor measurements, torque and thrust, the effect of the wave is relatively pronounced, and oscillatory behaviour arising from the wave can be seen in the right plots for torque and thrust. The effect of the wave is less clear in the blade BRBM plots, which exhibit a significant oscillation in
both the CO and the JSP cases, which was presumably due to the rotation of the device through profiled flow. These plots starkly highlight effect of the phase deconstruction when summing blade loading over the rotor, as detailed in [39].

The 10 s mean values were found to be incredibly stable; this approach to processing the data has removed all transients from the datasets, which highlights the obvious requirement for compromise between data resolution versus data storage. The 5 s smooth data, generated via convolution with a simple uniform window function of 5 s length, showed good performance in reducing the spread of data whilst representing the effects of large flow structured on device loading. The following section addresses the cross-correlation between the measured LDV results and the loading quantities presented in this section.

Figure 9. Example plots showing the rotor loading time series obtained for the rotor submerged to depth D3. The left plots show the CO cases and the right plots show the JSP cases. The top, middle and bottom plots show rotor torque, rotor thrust and blade 1 out-of-plane ($M_{XY}$) blade root bending moments, respectively. The upper and lower bounds of the y-axis for each plot have been set to the 5th and 95th percentiles of the plotted datasets, respectively.

4.2. Analysis of Cross-Covariance

To investigate the development of flow structures from measurement to impact on the scale model HATT, the cross-covariance between the measured LDV data and the device loading data was calculated via Equation (8), where $X$ and $Y$ are differing signals which are made explicit within the Figures 10–13.

$$R_{XY}(t') = \frac{X'(t)Y'(t-t')}{\sigma_X\sigma_Y}$$  (8)

The development of the cross-covariance between the LDV measurements and the thrust (upper charts) and BRBM (lower charts) measurements is presented in Figure 10 for the depth D2 case and the range of upstream LDV positions undertaken. The charts show that for thrust and BRBM, a clear peak cross-covariance coefficient for each of the middle and upper LDV positions and all three upstream locations was found. The cross-covariance coefficient in these cases was significantly higher for the thrust cases rather than the BRBM cases, suggesting that structures in the flow (as characterised by the LDV measurements) impacted only partially the turbine rotor, thereby generating a smaller correlation between LDV measurements and blade loading. The lowest LDV position, aligned with the bottom dead centre of the blades, yielded far less clear results in the cross-covariance function, which was likely due to the effect of having the LDV located in a region where the flow perturbations measured were not representative of the characteristics of the flow experienced by the majority of rotor. The greatest cross-covariance coefficients
were found when the LDV position was centred with respect to the rotor, whilst moderate agreement was found for the case where the LDV was positioned at the top dead centre of the rotor. Small periodic perturbations in the cross-correlation coefficients were observed and are potentially related to subsequent “eddies” passing through the LDV whilst previous “eddies” impacted the device.

Figure 10. Development of the cross-covariance coefficient at differing lag values between LDV measurements and rotor torque measurements. Upper charts show the thrust, whereas the lower charts show out-of-plane ($M_{XY}$) BRBM correlations with the fluid velocity measurements. Figure 11 shows a summary of the time values observed for the peak cross-covariance coefficients calculated between the LDV and the rotor thrust signals ($u/T$) and between the LDV and the wave probe signals ($u/W$). The figure is supplemented by dashed lines representing the theoretical time lag values estimated utilising Taylor’s frozen hypothesis, which states that, for relatively small levels of turbulence, the turbulence structures are carried with the mean flow. As such, the theoretical time lags were calculated via $t_{lag} = \frac{x_{LDV}}{u}$. Within Figure 11, the horizontal axis is divided into three sections, one for each of the upstream distances between the LDV position and the rotor positions $x_{LDV}$ (1.1D, 2.2D and 3.3D). For the CO case in Figure 11, it seems that when the horizontal position of the LDV probe was closer to the rotor and the vertical position was in line with the centre of the rotor, the calculated lag $t_{lag}$ had the best match between the theory and the cross-covariance function. For all $x_{LDV}$, when the LDV is positioned at the top of the rotor, $t_{lag}$ was higher than the theory and when it is positioned at the bottom of the rotor it is lower than the theory. This behaviour is consistent with the velocity depth profiles shown in Figure 4 in which the flow slows down as it gets closer to the water’s surface.

Figure 12 shows the cross-covariance coefficient against time lag for JSP cases for LDV vs. thrust measurements and LDV vs. BRBM measurements. Similar overall trends can be observed in Figure 12 as in Figure 10; however, the introduction of the irregular wave has created greater complexity, and as such, lower cross-covariance coefficient values were observed in the JSP case. The singular peaks observed in the upper and middle cases for the CO conditions are replaced with double peaks, which were created by the loose periodicity of the wave—this is further seen in the higher frequency cyclic nature of the background co-variance generated by the similarity between wave structures. To check this notion, the spectra of the plots were calculated to identify the peak frequency in the cross-covariance function, which was found to be $\approx 0.7$ Hz, which coincides with the reciprocal of the average wave period of $\approx 1.4$ s.
The cross-covariance function for the JSP case in Figure 13 has two distinctive \( t_{\text{lag}} \) values: one associated with the current velocity and Taylor’s hypothesis (solid lines) and a second one associated with the waves’ group velocity \( v_p \) (dashed lines) as given by Equation (A12) in Appendix A. Compared with the CO case (Figure 11), the \( u/T \) correlation behaves in a similar manner. The difference in the calculated \( t_{\text{lag}} \) was due to the wave orbitals in the water column, which are also believed to have caused the double peaks in Figure 12. On the other hand, \( t_{\text{lag}} \) calculated with the \( u/W \) correlation has an almost exact match with the theory (dashed lines) regardless of the LDV position relative to the rotor. In the presence of waves, R values of the \( u/W \) cases are higher than in the CO case.

**Figure 11.** Comparison of lag between LDV, wave probe and thrust transducer signals obtained from cross-correlation for current-only cases. The size of a marker is relative to the R value of the cross-correlation function ranging from 0.2 to 0.8.

**Figure 12.** Development of the cross-covariance coefficient at lag values differing between LDV measurements and rotor torque measurements. Upper charts show the thrust, whereas the lower charts show out-of-plane (\( M_{XY} \)) BRBM correlations with the fluid velocity measurements.
4.3. Variation of Blade Root Bending Moments

A statistical analysis of the variation of the out-of-plane BRBM, $M_{XY}$, with turbine positions, is presented for each blade. The approach here is to characterise the effects of operating with differing portions of rotor in the shear layer developed, as detailed in Section 3, by analysing the device’s operation at the different depths, with and without the presence of the irregular waves. The positional analysis was utilised to observe periodicity in the loading statistics due to the rotation of each blade through the shear layer and profiles (both velocity and turbulent) observed in the flow. To undertake this analysis, time synchronous averaging (TSA), as detailed in [40], was utilised. This involved re-sampling the $M_{XY}$ data for each case onto specified rotor positions, which was achieved by utilising the synchronised encoder measurements. The relatively long datasets facilitated a statistical description of the BRBM for each of the re-sampling positions, as the data from the three experiments conducted for any particular depth and wave cases were combined, giving approximately 3700 and 5200 rotations over which the statistics were developed for the CO and JSP cases, respectively.

Figure 14 shows, for the CO case, the probability density function for $M_{XY}$ against rotational position plotted as a surface for each turbine depth. Overlaid onto the plots are the mean, median and modal averages. The figures show clearly that the TSA process can be used to develop and understanding of the “average” cyclic load on the blade root and can be used to characterise the effects of both the flow profile and the turbulence profile in terms of the probability of the blade generating a particular value of $M_{XY}$ given the blade position.

Within Figures 14 and 15 the 120° phase shift between blades can be easily observed—we note that the device was set up such that the 0° reference was set when blade 3 was vertically upwards. It can be seen that each blade produced a smaller $M_{XY}$ as it swept upwards through shear layer created in the wake of the wave marker, resulting in the cyclic
drop in bending moment per revolution. This reduction in $M_{XY}$ towards the upper portion of the rotation was reduced with increasing depth; conversely, the average traces generally increased in magnitude as greater portions of the rotor moved out of the wake of the wave maker and into the accelerated flow in the bypass region lower down the water column, i.e., moving from D3 to D1.

Figure 14. The probability density of $M_{XY}$, as distributed with rotational position, with mean, median and mode averages overlaid for the CO cases. Position reference: $0^\circ$ is the rotor position when blade 3 is at the top, dead centre or pointing upward toward the water’s surface.

The PDFs suggest that there is a greater spread of the data towards the top of the water column (D3), which is more evenly spread throughout the rotation, whereas at D1, the greatest installation depth, the spread of data is reduced but has become more position dependent—a smaller spread can be seen for when the blade was in the lower portion of the rotor sweep compared to when the blade was at the top of the rotation. This can be further observed in Figure 15, where the development of the periodicity of the standard deviation with depth is very clear, along with the increase in overall magnitude of the standard deviation as one moves further into the wake of the wave maker, i.e., from D1 to D3. The periodicity developed with increasing depth can be seen to be $180^\circ$ out of phase with the mean loading oscillations, which arose due to the inverse mean flow and TI profiles generated by the setup; see Section 3.

Figure 15 also presents the variation in the skewness of $M_{XY}$ with position and depth. As with the standard deviation, oscillations in the skewness increased with increasing depth. The periodicity was found to be in-phase with the mean loading and generally negative. Inception of the PDF surfaces in Figure 14 suggests the periodic structure of the skewness may in part have arisen due to the spreading, and the potential bi-modality in some cases, of the PDF when each blade was at the top, dead centre—i.e., at $0^\circ$ for Blade 1. This notion is supported by the more chaotic nature of the mode average trace in the regions of lower average $M_{XY}$. 
Figure 15. Plots showing the positional variation statistically of the out-of-plane BRBM measurements taken at differing submersion depths. Leftmost charts show mean BRBM, central charts show standard deviation and rightmost charts show skewness. Upper, middle and lower charts show submersion depths D3, D2 and D1, respectively. The data shown are for the CO cases.

Figure 16 shows, for the JSP case, the probability density function for $M_{XY}$ against rotational position plotted as a surface for each turbine depth again with the mean, median and modal averages overlaid. The figures again show clearly that the TSA process can be used to develop and understand of the “average” cyclic load on the blade root and can be used to characterise the underlying periodicity in the presence of the irregular waves.

Within Figures 16 and 17, as with the CO case, the 120° phase shift between blades can be easily observed—again, we note that the device was set up such that the 0° reference was set when blade 3 was vertically upwards. Again, each blade produced a smaller $M_{XY}$ as it swept upwards into the wake of the wave marker, resulting in the cyclic drop in bending moment once per revolution. This reduction in $M_{XY}$ towards the upper portion of the rotation was again reduced with increasing depth. The average traces generally increased in magnitude as greater portions of the rotor moved out of the wake of the wave maker and into the accelerated flow in the bypass region lower down the water column, i.e., moving from D3 to D1.

The PDFs suggest that a there is a greater spread of the data towards the top of the water column (D3). The extent of the spread of BRBM is more notable for the JSP cases, particularly at the upper portion of the water column where the effect of the wave was greater. The spread of the data appears to be more consistent with position, and as such the development of positional dependency on the spread of data is not as clear in Figure 16 as in Figure 14. An increase in overall magnitude of the standard deviation as one moves from depth D1 to D3 is still relatively pronounced, again, following the turbulence profiles, and in this case due to the impact of superimposed waves. Furthermore, the effect of depth with respect to the periodicity of the spread of data is not clear. The reduced oscillations in standard deviation can be seen to be 180° out of phase with the mean loading oscillations—again arising due to the inverse mean flow and TI profiles generated by the setup; see Section 3.

Figure 17 also shows the relationship between depth and level of Skewness does not hold in JSP case and the amplitude of the periodic variation in skewness is reduced greatly. This was reflected in Figure 16 where agreement between the three average measures (mode, median and mean) is generally better with all three representing the centre of the PDFs which was not the case in Figure 14.
Figure 16. The probability density of $M_{XY}$, as distributed with rotational position, with mean, median and mode averages overlaid for the JSP cases. Position reference: 0° is the rotor position when blade 3 at top, dead centre or pointing upward toward the water’s surface.

Figure 17. Plots showing the positional variation statistically of the out-of-plane BRBM measurements taken at different submersion depths. Leftmost charts show mean BRBM, central charts show standard deviation and rightmost charts show skewness. Upper, middle and lower charts show submersion depths D3, D2 and D1, respectively. The data shown are for the JSP cases.

5. Spectral Analysis

5.1. Power Spectral Density

To observe the distribution of load fluctuations with respect to frequency, the PSDs of the rotor loads were calculated. Specifically, PSDs were calculated using normalised rotor thrust, rotor torque and in-plane and out-of-plane BRBM signals, where, for a given signal $X$, the normalising was achieved via Equation (9). Figure 18 shows the PSDs calculated for test cases where the LDA was at the hub centre, depth 1.1 D; and upstream of the turbine rotor for rotor depth D1. The PSDs calculated were then averaged over repeated tests for
similar cases to improve the stability and statistical significance of the spectra shown in Figure 18.

\[ Z = \frac{x - \bar{x}}{\sigma_x} \]  

Firstly, Figure 18 shows that low frequency energy, prior to the inertial sub-range, contributes a significant portion of the transient energy within the measured rotor and BRBM signals—reflected in the larger amplitudes and spectral shapes observed in the \( \frac{2\pi f}{\omega} < 0.1 \) region. Interestingly, the BRBM quantities, both in-plane and out-of-plane, showed lower energy at the lower frequencies when compared with the rotor quantities, suggesting a smaller effect on individual blades arising from larger turbulent structures—although this finding is likely to be length-scale dependant.

At the dominant wave frequency, \( \frac{2\pi f}{\omega} \approx 0.5 \), clear contributions to the load variability from the waves can be observed for the JSP cases. Unsurprisingly, no contribution can be observed at the wave frequency for the CO case, and the level of this peak for the JSP was similar for all cases, suggesting that the relative contribution of the wave energy to load oscillations was consistent across all tests. The effect of the wave was found to be more pronounced in the overall rotor loading (torque and thrust) rather than the in the BRBM measurements. Furthermore, the relative effect of the wave was slightly smaller in both the rotor and BRBM quantities in comparison with the low frequency energy developed due to the turbulent flow fluctuations associated with larger turbulent flow structures. The observed relative contributions of low frequency turbulent energy and wave energy to the loading transients will clearly differ depending on the parameters of the turbulence and the waves being considered [41].

The next region discussed, and of major importance in defining load transients, is the region \( 1 < \frac{2\pi f}{\omega} < 10 \), as it characterises loads associated with the rotational movement of the device. Between the first and third harmonic of the rotational speed of the HATT, both the rotor torque and thrust traces deviate significantly from the fluid velocity gradient \( (f^{-\frac{5}{3}}) \) traces and the BRBM traces. This shows that the thrust and torque spectra do not exhibit the \( f^{-\frac{5}{3}} \) properties inherent in the fluid velocity spectra. The steeper nature of the curve in the inertial sub-range region for the rotor load traces suggests that large turbulent structures have greater impact on the rotor loading than mid to smaller sized turbulence structures. Indeed, this effect was captured in a model proposed in [21], which through energy balance considerations leads to a modified spectral gradient for rotor quantities of \( f^{-\frac{7}{3}} \). To illustrate the agreement a \( f^{-\frac{7}{3}} \) trace has been included in Figure 18.

Both the in-plane and out-of-plane BRBM traces showed prominent peak amplitudes at the rotational frequency of the turbine, followed by a less prominent peak at two times the rotational frequency of the turbine. This was expected due to the profiled flow the turbine was subjected to: clearly each blade will experience a full load cycle moving from the faster to slower flow regions and returning, as shown in Section 4.3. The phase relationship between the three blades ensures that the effect of the profile is negated at this frequency in the combined rotor load measurements—however, the effect of the profile can be observed in rotor quantities at the third harmonic of the rotational speed. This agrees with the findings of Section 4.3 and the findings of [19,39]. Given the effect of the profile on generating the dominant amplitude within the BRBM structures, it was expected that discrepancies between the amplitudes measured at the differing depths (and hence differing positions within the profiled flow) would be observed—however, this was not the case, suggesting that a more drastic profile is required before such significant changes in the BRBM spectra occur.

Peaks of various size, generally decaying in amplitude from the third harmonic for rotor quantities or first harmonic for BRBM quantities, can be observed at integer multiples of the rotational speed of the turbine. For torque and in-plane BRBM (left plots), a significant amplitude can be observed at the 10th harmonics of the rotational speed, which arose due
to the cogging torque of permanent magnet synchronous machine used for power take off which had 10 pole pairs.

In terms of understanding the loading experienced by a HATT, the analysis above suggested that utilising fluid velocity measurements can inform developers of the transient loading likely to have been experienced by a device—in this way fluid velocity spectra taken from prior resource surveys could possibly be utilised to understand the survivability of a device within a given flow regime. This appears to be particularly consistent for lower frequencies prior to the inertial sub-range where the spectral energy is associated with turbulent energy generation and with dominant wave frequencies (or wave energy). To study this notion in more depth, the spectral cohesion between load quantities and the LDV measurements taken at differing distances upstream was compared.

**Figure 18.** Mean power spectral density plots for torque-wise loading (Left) and thrust-wise loading (Right) for all three datasets gathered at the D1 case for both CO and JSP experiments.

### 5.2. Spectral Cohesion Analysis

The spectral coherence between two signals is defined as the magnitude squared cross-spectral density of the two signals normalised by the product of the power spectral densities of each of the signals. The definition of the spectral coherence is defined in Equations (10) and (11), where \( \rho_{xy}(t) \) is the cross-correlation function for the two variables.

\[
C_{xy}(f) = \frac{|G_{xy}(f)|}{G_{xx}(f)G_{yy}(f)} 
\]  
\[
G_{xy}(f) = \int_{-\infty}^{\infty} \rho_{xy}(t) \cdot e^{-i\omega t} \cdot dt 
\]  

Spectral coherence can be used to understand dependencies between specific quantities as they arise at differing frequencies. In linear systems, coherence can be used to define causality between differing input and output quantities; specifically, for a single input to output system, the coherence will be equal to unity for all frequencies. Figure 19 shows the spectral coherence between the stream-wise fluid velocity signals captured at differing positions downstream and the corresponding rotor and BRBM loads measured.
As suggested above and immediately observable is that the greatest coherence observed was generally at lower frequencies, which either correspond to the turbulence or wave characteristics—for the latter a distinct peak at 0.7 Hz can be observed. The coherence between turbulent structures (f < 0.5 Hz) in the fluid velocity measurements and the load measurements was improved for LDV measurements taken closer to the HATT, ranging from 0.82 at 1.1 D to 0.58 at 3.3D. The coherence at the dominant wave frequency increased with distance way from the HATT and increased proximity to the wave maker. For frequencies above 1 Hz, the coherence reduced till negligible, which suggests smaller flow structures are not manifested as load oscillations in the same way as larger flow structures—this was consistent for all cases. For the JSP cases, a small peak in coherence was observed at the reciprocal of the given time lag between LDA measurement of a flow feature, and it reached the turbine as defined by Taylor’s hypothesis; i.e., the peak was observed at just under 0.5 Hz for an LDV upstream distance of 2 m (2.2 D). The sizes of these peaks were not significant for coherence, but increased from 0.25 to 0.42 with increasing upstream distance.

Figure 19. Spectral cohesion between rotor and blade loading quantities and the fluid velocity measurements taken at differing upstream positions for the D3 case. The upper charts show torque-wise loading and the lower charts show thrust-wise loading.

The results are closed by consideration of the spectral cohesion between blades. Figure 20 shows the spectral cohesion between blades for $M_z$ (left) and $M_{XY}$ (right)—note that due to a transducer error, only the cohesion between blades 1 and 2 is available for the $M_z$ measurements. Immediately apparent in Figure 20 is the strong cohesion between blade loads at lower frequencies, again due to the large scale turbulent structures. Coherence in loading caused by such structures again is likely to be dependent on the sizes of the turbulent structures hitting the rotor, and indeed this notion seems to be corroborated by the lack of coherence at non-harmonics of the rotational frequency of the device in the inertial sub-range as the turbulent structures break down. In the JSP cases there is strong cohesion at the wave frequency, as expected, showing the penetration of the wave induce orbitals through the water column. Observable in all traces is the strong cohesion for the rotational frequency of the devices with lesser peaks observed at harmonics of this fundamental frequency. In the left trace, strong cohesion can be observed at $\frac{2\pi f}{2\pi f} = 10$, which shows the effect of the motor pole pairs reflecting through the drive shaft onto the
blade loads. An unexpected cohesion in $M_{XY}$ can be observed at $\frac{2\pi f}{\omega} \approx 13.5$: this was likely due to natural resonance in the device, as small commensurate peak can be observed within Figure 18.

Figure 20. Spectral cohesion between blade loading quantities for the D1 case. The left chart shows torque-wise loading and the right chart shows thrust-wise loading.

6. Conclusions

This paper presents an experimental study of a 1/20th scale HATT, at differing positions in the water column, subjected to combined irregular wave and shear flows. The experiments presented were conducted at differing depths to facilitate analysis of the effects of the shear flow and wave impact on the device.

Cross-covariance calculations confirmed that flow structure could be detected in load measurements with a time lag defined by Taylor’s hypothesis in the CO case. In the JSP case a more complex situation was uncovered, where time lags associated with both the mean flow and the wave packet velocity were detected. The ability to measure flow structures upstream of the device and relate these measurements to loading transients is highly dependent on the positions of the upstream measurements relative to the flow field and tidal device.

Full rotational PDFs for the BRBM, $M_{XY}$, for each of the three blades showed that the PDF of BRBM is dependent on the angular position of the rotor with respect to the upstream flow field. The angular position of the rotor was also shown to have an impact on higher-order statistics, such as the skewness of the data, such that the degree of variation was dependent on the rotor position in the water column. This approach shows promise as a potential monitoring technique which after normalising could be utilised to develop a model of the rotor behaviour under stochastic loading, including both irregular waves and flow shear.

The spectral characteristics show that rotor quantities, within the inertia sub-range, adhere to a $f^{-1.1}$ gradient—showing that the rotor loading become less reactive to smaller scale flow structures. Adherence to this gradient in the blade loading spectra was not observed, which means that individual blade loading is impacted more by smaller flow structures. Spectral coherence was found to be strongest between fluid velocity measurements and loading at lower frequencies. The degree of cohesion was highly dependent on the flow measurement position. Loading cohesion between blades also exhibited strong alignment at lower frequencies. Throughout the observed spectra and spectral cohesion, rotational artefacts of the rotor were observed. This highlighted the levels of load oscillation due to rotation through the shear layer, but also showed the phase decomposition between blades resulting in the destruction of $1 \cdot \omega$ harmonic in the rotor developed spectra.
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Appendix A. Time Lag Calculation—Combined Wave and Current

In the case of waves travelling in a current, it is possible to calculate the time lag when the upstream LDV detects a wave-induced flow perturbation and the time when the perturbation reaches the rotor using linear wave theory; e.g., see [42]. According to [43], waves superimposed on a mean current experience a Doppler shift. This shift is the change in angular frequency of a wave from the reference frame of an observer who is moving relative to the wave source. This change in frequency is defined as:

\[ \sigma = \omega - kU \]  \hspace{1cm} (A1)

where \( \sigma \) is the rotational frequency of the waves seen from a reference frame in which \( U = 0 \) (i.e., the viewer is moving with the current), \( \omega \) is the rotational frequency of the waves seen from a reference frame in which \( U \) is the current velocity, \( k \) is the wavenumber and \( U \) is the stream-wise flow velocity.

Free propagating waves only exist when the wave angular frequency \( \omega \) and wavenumber \( k \) satisfy the frequency dispersion relation—e.g., [44]. The dispersion relation describes how waves propagate in a medium. For deep water waves the dispersion relation is described as:

\[ \Omega = \sqrt{gk} \]  \hspace{1cm} (A2)

and:

\[ \Omega^2 = \sigma^2 \]  \hspace{1cm} (A3)

where \( \Omega \) is the dispersion relation and \( g \) the acceleration due to gravity.

The dispersion relation for waves following a current is given by combing Equations (A1) and (A3):

\[ \Omega^2 = (\omega - kU)^2 \]  \hspace{1cm} (A4)

Combining Equations (A2) and (A4) gives:

\[ (\sqrt{gk})^2 = (\omega - kU)^2 \]  \hspace{1cm} (A5)

Solving for the wave angular frequency \( \omega \):

\[ \omega = kU + \sqrt{gk} \]  \hspace{1cm} (A6)
The velocity at which the phase of the wave propagates in terms of the wave angular frequency $\omega$ is given by:

$$c_p = \frac{\omega}{k} \quad (A7)$$

where $c_p$ is the phase velocity.

The wavenumber $k$ and wavelength $L$ are given by:

$$k = \frac{2\pi}{L} \quad (A8)$$

$$L = \frac{gT^2}{2\pi} \quad (A9)$$

where $T$ is the wave period.

Combining Equations (A6)–(A9) gives:

$$c_p = U + \frac{gT}{2\pi} \quad (A10)$$

The common definitions of speed $U = \frac{d}{t}$, can be modified with the time lag $t_{\text{lag}}$, the phase velocity $c_p$ from Equation (A10) and the known distance between the LDV stream-wise position and the rotor $x_{\text{LDV}}$, giving:

$$c_p = \frac{x_{\text{LDV}}}{t_{\text{lag}}} \quad (A11)$$

replacing $c_p$ with Equation (A10) and solving for $t_{\text{lag}}$ gives:

$$t_{\text{lag}} = \frac{x_{\text{LDV}}}{U + \frac{gT}{2\pi}} \quad (A12)$$

As there are two different velocities in combined wave and current conditions ($c_p$ and $u$), it is anticipated that there will be two different time lags. One associated with the evolution of large turbulent flow structures ($u$) and another one associated with waves propagation ($c_p$).
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