Abstract

In this article, we introduce a new family of groups, called Chambord groups and constructed from braided strand diagrams associated to specific semigroup presentations. It includes the asymptotically rigid mapping class groups previously studied by the authors such as the braided Higman-Thompson groups and the braided Houghton groups. Our main result shows that polycyclic subgroups in Chambord groups are virtually abelian and undistorted.
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1 Introduction

The groups $F$, $T$, and $V$ introduced by R. Thompson in the 1960s have a particular place in the history of group theory. First, $T$ and $V$ are the first examples of infinite finitely presented simple groups, and $F$ is the first example of a torsion-free group of type $F_\infty$ that is not of type $F$. But, since then, many groups have been constructed by varying the constructions of $F$, $T$, and $V$: see for instance \cite{Hig74, Ste92, GS97, Röv99, Nek04, Bri04, FK04, Deb06, Bri07, FK08, Hug09, Mon13, NSJG18, BF19}. Although all these groups turn out to share similar properties, axiomatising the family of “Thompson-like groups” seems difficult; see \cite{Thu17, WZ18} for attempts in this direction. Nowadays, the investigation of Thompson-like groups is a subject on its own. Recent successes include the construction of new examples of non-amenable groups without non-abelian free subgroups \cite{Mon13, LM16} and the construction of simple groups distinguished by finiteness properties \cite{SWZ19, BZ22}.

In this article, we pursue the study initiated in \cite{GLU22} of a particular family of braided Thompson-like groups. Our framework, largely inspired by \cite{FK08} (see the survey \cite{FKS12} and the references therein for more background), is the following. Fix a locally finite tree $A$ embedded into the plane in such a way that its vertex-set is closed and discrete. The arboreal surface $S(A)$ is the oriented planar surface with boundary obtained by thickening $A$ in the plane. We denote by $S\#(A)$ the punctured arboreal surface obtained from $S(A)$ by adding a puncture for each vertex of the tree. Now we fix a rigid structure on $S\#(A)$, i.e. a decomposition into polygons by means of a family of pairwise non-intersecting arcs whose endpoints are on the boundary of $S(A)$ such that each polygon contains exactly one vertex of the underlying tree in its interior and such that each arc crosses once and transversely a unique edge of the tree. See for instance Figure 8. We are interested in a specific subgroup $\text{mod}(A)$ of the big mapping class group of $S\#(A)$, corresponding to the (isotopy classes of the) homeomorphisms that send every polygon of the rigid structure to another polygon up to finitely many exceptions (loosely speaking, they preserve the rigid structure “almost everywhere”).

The main problem addressed in this article is the structure of the subgroups in asymptotically rigid mapping class groups. Our main result in this direction is the following statement:

**Theorem 1.1.** Let $A$ be a locally finite planar tree. A polycyclic subgroup in $\text{mod}(A)$ is virtually abelian and undistorted in every finitely generated subgroup containing it.

This prevents many groups from belonging to our family of asymptotically rigid mapping groups, and even from embedding into one of them. It is worth mentioning that Theorem 1.1 is essentially sharp since there are many examples containing distorted metabelian subgroups (namely, the lamplighter group $\mathbb{Z} \wr \mathbb{Z}$), see Proposition 7.1.

Along the road towards the proof of Theorem 1.1, we find a few other restrictions on the possible subgroups in asymptotically rigid mapping class groups. Our first by-product is the following statement:

**Theorem 1.2.** Let $A$ be a locally finite planar tree. Every subgroup in $\text{mod}(A)$ satisfying the property $(FW_\omega)$ must be finite. In particular, this applies to finitely generated torsion groups and to groups satisfying Kazhdan’s property $(T)$.

Here, $(FW_\omega)$ denotes the following fixed-point property: a group $G$ satisfies the property $(FW_\omega)$ if every action by automorphisms of $G$ on a CAT(0) cube complex with no infinite cube necessarily has bounded orbits. This is a particular case of the property $(FW)$ introduced in \cite{BC08}, the latter encompassing Kazhdan’s property $(T)$ according to \cite{NR98}, but, interestingly, finitely generated torsion groups satisfy the property $(FW_\omega)$.
(see Lemma 6.11 below) but not necessarily the property (FW) (including the Grigorchuk group, because it admits Schreier graphs with at least two ends \cite{BG00, GK12}, and some Burnside groups \cite{Osa18}).

Our second by-product, which is also a key step in the proof of Theorem 1.1 shows that the natural copies of braid groups in asymptotically rigid mapping class groups are undistorted.

**Theorem 1.3.** Let $A$ be a locally finite planar tree. For every admissible subsurface $\Sigma \subset \mathcal{S}(A)$, the braid group $\text{Mod}(\Sigma) \leq \text{mod}(A)$ is undistorted in every finitely generated subgroup containing it.

In the rest of the introduction, we describe in more details the strategy followed in order to prove Theorem 1.1.

**Chambord groups.** First of all, inspired by the description of Thompson’s groups as pairs of trees (see Section 2.1), we develop a diagrammatic description of asymptotically rigid mapping class groups. More precisely, to every arboreal semigroup presentation $P = \langle A \mid R \rangle$ and to every baseword $w \in A^+$, we construct the Chambord group $C(P, w)$ in terms of braided strand diagrams. Then, we prove that asymptotically rigid mapping class groups are Chambord groups:

**Theorem 1.4.** For every locally finite planar tree $A$, there exist an arboreal semigroup presentation $P = \langle A \mid R \rangle$ and a letter $w \in A$ such that the asymptotically rigid mapping class group $\text{mod}(A)$ is isomorphic to the Chambord group $C(P, w)$.

Our proof of Theorem 1.1 is fundamentally based on this description of asymptotically rigid mapping class groups. But the interest of the formalism we introduce goes beyond Theorem 1.1 and we expect this point of view to be as fruitful as the diagrammatic representation of classical Thompson’s groups. In our opinion, Theorem 1.4 is the main contribution of the article: the introduction of a compact, two-dimensional, computable representation of asymptotically rigid mapping class groups.

This contrasts drastically with the braided Thompson group $brV$, introduced in \cite{Bri07, Deh06}, whose definition already makes use of a diagrammatic representation. Asymptotically rigid mapping class groups are different in nature, and far from any obvious diagrammatic framework, which explains why Theorem 1.4 is surprising.

**Cube complexes.** Inspired by the cubulation of diagram groups \cite{Far03, Far05}, a family of groups also constructed from an extension of the representations of Thompson’s groups in terms of pairs of trees \cite{Ki97, GS97}, we construct CAT(0) cube complexes on which Chambord groups act with stabilisers isomorphic to finite extensions of braid groups.

**Theorem 1.5.** Let $P = \langle A \mid R \rangle$ be an arboreal semigroup presentation and $w \in A^+$ a baseword. There exists a locally finite-dimensional CAT(0) cube complex $M(P, w)$ on which the Chambord group $C(P, w)$ acts with cube-stabilisers isomorphic to finite extensions of finitely generated braid groups.

Observe that Theorem 1.2 follows almost immediately from Theorem 1.5. Nevertheless, we emphasize that the key point in Theorem 1.5 is the actual construction of the cube complex. It is because its structure is tightly connected to the structure of the

\footnote{The terminology refers to the château de Chambord, a famous castle in France with a double-spiral staircase, similar to the wires turning around their cylinders in our diagrams.}
corresponding Chambord group that we are able to deduce valuable information on the structure of subgroups.

It is worth noticing that, in our previous work [GLU22], we already constructed contractible cube complexes on which asymptotically rigid mapping class groups act. However, it may or may not be CAT(0). For instance, it turns out to be CAT(0) for the braided Ptolemy-Thompson groups \( \text{brT}_n \), but it turns out not to be CAT(0) for the braided Houghton groups (as shown in [GLU22, Section 3.3]) or some braided Higman-Thompson groups. The main obstruction comes from the absence of polygons with no puncture in the rigid structure. In the particular case of the braided Houghton and Higman-Thompson groups, one can overcome the difficulty by modifying artificially the planar trees and adding a “ghost vertex” that does not contribute to the puncture of the planar surface. Then, the construction of [GLU22] can adapted in a straightforward way, leading to a CAT(0) cube complex. Unfortunately, it seems unlikely that such a trick can be applied in full generality. For instance, difficulties already appear with the tree obtained from the right tree given by Figure 12 by subdividing all the horizontal edges. This is why a new approach was needed, and why the formalism of braided strand diagrams is fundamental in our work.

**Sketch of proof.** Let \( A \) be a locally finite planar tree. Given an admissible subsurface \( \Sigma \subset \mathcal{X}(A) \), we exploit the description of \( \text{mod}(A) \) as a Chambord group in order to define a natural projection \( \text{mod}(A) \to \text{Mod}(\Sigma) \). It turns out that the restriction of this projection to any finitely generated subgroup in \( \text{mod}(A) \) induces a quasi-retraction, proving that \( \text{Mod}(\Sigma) \) is undistorted in \( \text{mod}(A) \), as claimed by Theorem 1.3. Thus, \( \text{mod}(A) \) acts on a CAT(0) cube complex with undistorted vertex-stabilisers. Because we know that abelian subgroups are undistorted in braid groups, we conclude from a general argument (see Proposition 6.3) that finitely generated abelian subgroups in \( \text{mod}(A) \) are undistorted, proving the second part of Theorem 1.1.

Next, let \( H \leq \text{mod}(A) \) be a polycyclic subgroup. As a consequence of [Gen22], we know that, as soon as a polycyclic group acts on a CAT(0) cube complex, necessarily the action factorises (more or less) through an abelian quotient. By exploiting the structure of vertex-stabilisers in our cube complex and by using the fact that polycyclic subgroups in braid groups are virtually abelian, we manage to prove that \( H \) must be nilpotent. Because a finitely generated nilpotent group that is not virtually abelian must contain distorted cyclic subgroups, we deduce from the previous paragraph that \( H \) must be virtually abelian, concluding the proof of Theorem 1.1.

**Organisation of the article.** The formalism of braided strand diagrams is developed in Section 2 where Chambord groups are defined. Section 3 is dedicated to the proof of Theorem 1.3. The construction of the cube complex from Theorem 1.5 is described in Section 4, where it is also proved to be CAT(0). A few direct applications of this construction, including Theorem 1.2, are presented in Section 5. Theorem 1.1 is finally proved in Section 6. We conclude the article with a short discussion and a few open questions in Section 7.
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2 Chambord groups

2.1 Warm up: Thompson’s groups

A dyadic decomposition of \([0, 1]\) is a collection of intervals \((I_k)\) of the form \([j/2^m, j+1/2^m]\) covering \([0, 1]\) such that the intersection between any two intervals contains at most one point. Given two dyadic decompositions \(A, B\) of \([0, 1]\) and a bijection \(\sigma : A \to B\), the map \(C \to C\) defined on the Cantor set \(C \subset [0, 1]\) by sending \(A \cap C\) to \(\sigma(A) \cap C\) through an affine map induces a homeomorphism of \(C\). Thompson’s group \(V\) is the group of the homeomorphisms of \(C\) that decompose in this way. By adding the restriction that \(\sigma\) has to preserve the left-right (resp. cyclic) order of \([0, 1]\), one obtains Thompson’s group \(F\) (resp. \(T\)).

Because a dyadic decomposition can be encoded as a rooted binary tree, in such a way that its leaves correspond the pieces of the decomposition (see Figure 1), an element of \(V\) can be written as a triple \((R, \sigma, S)\) where \(R, S\) are two rooted binary trees with the same number of vertices and where \(\sigma\) is a bijection from the leaves of \(R\) to the leaves of \(S\). Following [GS97, Be04], it is convenient to think of \((R, \sigma, S)\) as a unique object, a strand diagram, obtained by placing a reversed copy of \(S\) below \(R\) and by connecting with strands the leaves of \(R\) to the leaves of \(S\) according to \(\sigma\). See Figure 1.

An element of \(V\) can be represented by different strand diagrams. This is clear from the topological point of view: the identity coincides with the homeomorphism \((C \cap [0, 1/2]) \cup (C \cap [1/2, 1]) \to (C \cap [0, 1/2]) \cup (C \cap [1/2, 1])\) that sends the left interval to the left interval and the right interval to the right interval. In terms of diagrams, such a phenomenon corresponds to a dipole, i.e. there exist a vertex \(r\) in the top tree and a vertex \(s\) in the bottom tree such that the children of \(r\) are connected with strands to the children of \(s\) from left to right. A dipole can be reduced by removing the children of \(r\) and \(s\) from the top and bottom trees, and by connecting \(r\) and \(s\) with a strand. See the first equality of Figure 2. Now, an element of \(V\) is represented by a unique reduced diagram, i.e. a diagram without any dipole.

The group law of \(V\) can be described in terms of diagrams. Let \(a, b \in V\) be two elements respectively represented by \((R, \mu, S), (U, \nu, V)\). By adding dipoles, we can represent \(a, b\) by \((R', \mu', S'), (U', \nu', V')\) in such a way that \(S' = U'\). Then, it is clear that \((R', \nu' \mu', V')\) represents the product \(ab\). See Figure 2. In other words, we add dipoles to the two diagrams until the bottom tree of the first diagram coincides with the top tree of the second diagram, then we remove these two trees, and we glue the second diagram below the first one.

In the rest of the section, our goal is to introduce a new kind of strand diagrams and to construct groups by mimicking what happens for Thompson’s groups as described above.
2.2 Arboreal semigroup presentations

Recall that a semigroup presentation \( \langle A \mid R \rangle \) is the data of an alphabet \( A \) and a collection \( R \) of relations of the form \( u = v \) where \( u, v \) are non-empty words written over \( A \), i.e. elements of \( A^+ \). This section is dedicated to a specific family of semigroup presentations, which will be central in the construction of our groups.

**Definition 2.1.** A semigroup presentation \( P = \langle A \mid R \rangle \) is arboreal if the following conditions hold:

- for every relation \( u = v \) in \( R \), \( u \) has length one;
- for all relations \( u_1 = v_1 \) and \( u_2 = v_2 \) in \( R \), \( u_1 \) and \( u_2 \) coincide if and only if so do \( v_1 \) and \( v_2 \).

The terminology is justified by a tight connection between arboreal semigroup presentations and planar labelled forests. More precisely, let \( P = \langle A \mid R \rangle \) be an arboreal semigroup presentation. Given a word \( w \in A^+ \), we define a \( A \)-labelled planar rooted forest \( T(P, w) \) as follows:

- \( T(P, w) \) has \( |w| \) roots, labelled from left to right by the letters of \( w \);
- if \( x \) is a vertex of \( T(P, w) \) labelled by \( u \in A \) and if the relation \( u = v \) belongs to \( R \), then \( x \) has \( |v| \) children labelled from left to right by the letters of \( v \).

See Figure 3 for an example. Notice that \( T(P, w) \) is a tree if and only if \( w \) has length one. Conversely, let \( A \) be an alphabet and let \( T \) be a \( A \)-labelled planar locally finite rooted forest such that

- the colour of a vertex depends only on the colours of its children (ordered from left to right);
- and, conversely, the colours of the children of a vertex \( x \) (ordered from left to right) depend only on the colour of \( x \).

Then \( T \) coincides with \( T(\langle A \mid R \rangle, w) \) where \( w \) is the word obtained by reading from left to right the colours of the roots of \( T \) and where \( R \) is the set of relations of the form \( u = v \) where \( u \) is the colour of a vertex \( x \) and where \( v \) is the word obtained by reading from left to right the colours of the children of \( x \). Observe that \( \langle A \mid R \rangle \) is an arboreal semigroup presentation as a consequence of our assumptions on the \( A \)-colouring of \( T \). For instance, the coloured tree given by Figure 3 coincides with \( T(P, a) \) where \( P = \langle a, b, c, d \mid a = bc, \ c = cc, \ b = bd \rangle \).

It is worth noticing that, for every planar locally finite rooted forest \( F \), there exists an arboreal semigroup presentation \( P = \langle A \mid R \rangle \) and a word \( w \in A^+ \) such that \( F \) is...
isomorphic to $T(\mathcal{P}, w)$. Indeed, let our alphabet $\mathcal{A}$ be the vertex-set $V(F)$ of $F$; let $w$ be the word obtained by reading the roots of $F$ from left to right; and let $\mathcal{R}$ be the set of relations of the form $u = u_1 \cdots u_k$ where $u$ is a vertex of $F$ that is not a leaf and where $u_1, \ldots, u_k$ are its children ordered from left to right. Then map $F \to T(\mathcal{P}, w)$ that sends every vertex $u$ of $F$ to the unique vertex of $T(\mathcal{P}, w)$ labelled by the letter $u \in \mathcal{A}$ induces a graph isomorphism.

In the next sections, we will be interested in finite pieces of $T(\mathcal{P}, w)$, as formalised by the following definition:

**Definition 2.2.** Let $\mathcal{P} = (\mathcal{A} \mid \mathcal{R})$ be an arboreal semigroup presentation. A $\mathcal{P}$-forest is a finite planar $\mathcal{A}$-labelled rooted forest $F$ such that, if $x \in F$ is a vertex labelled by a letter $u \in \mathcal{A}$, if $x$ is not a leaf of $F$, and if $u = v$ is a relation in $\mathcal{R}$, then $x$ has $|v|$ children labelled from left to right by the letters of $v$. If $w \in \mathcal{A}^+$ is the word obtained by reading from left to right the labels of the roots of $F$, then $F$ is a $(\mathcal{P}, w)$-forest.

In other words, a $\mathcal{P}$-forest $F$ is a rooted subforest of $T(\mathcal{P}, w)$ such that, if $x$ is a vertex in $F$ having one child in $F$, then all its children in $T(\mathcal{P}, w)$ lie in $F$. There is a natural partial order on the $(\mathcal{P}, w)$-forests: given two such forests $F_1$ and $F_2$, $F_1$ is a prefix of $F_2$ if $F_2$ can be obtained from $F_1$ by adding all the children to leaves iteratively. It may be useful to keep in mind that $(\mathcal{P}, w)$-forests are rooted subforests of $T(\mathcal{P}, w)$ containing the roots. In particular, the union $F_1 \cup F_2$ of two $(\mathcal{P}, w)$-forest $F_1$ and $F_2$ makes sense. Formally, it coincides with the smallest prefix of $T(\mathcal{P}, w)$ admitting $F_1$ and $F_2$ as prefixes.

**Left-right orders on planar trees.** In all the article, vertices of planar rooted trees are ordered by left-right orders in the following way. First, up to isomorphism (in the category of planar rooted trees), we can always assume that our tree $T$ is drawn on the plane in such a way that, for every vertex $x$ of $T$, the vertical line passing through $x$ separates the leftmost child of $x$ and its descendants from the other children of $x$ and their descendants. Then, we order the vertices of $T$ through the obvious left-right order on the vertical lines of the plane.

### 2.3 Braided strand diagrams and dipole reduction

Before describing the braided strand diagrams we are interested in, we begin with a general discussion about punctured discs.

For all $p, q \geq 0$, let $\mathcal{D}_{p,q}$ be a closed disc with $p$ punctures in its interior and $q$ marked points on its boundary; and let $\mathcal{B}_{p,q}$ denote the group of the orientation-preserving
homeomorphisms of \( D_{p,q} \) that preserve (setwise) the punctures and marked points up to isotopy fixing pointwise the punctures and the marked points. As usual, any element of \( B_{p,q} \) can be represented by the data, in the cylinder \( D_{p,q} \times [0,1] \), of \( p \) strands in \( \text{int}(D_{p,q}) \times [0,1] \) connecting the punctures of \( D_{p,q} \times \{0\} \) to the punctures of \( D_{p,q} \times \{1\} \) and \( q \) wires in \( \partial D_{p,q} \times [0,1] \) connecting the marked points of \( D_{p,q} \times \{0\} \) to the marked points of \( D_{p,q} \times \{1\} \) preserving the cyclic order on the wires. See Figure 4 for an example. We emphasize that, in \( B_{p,q} \), a full twist along the boundary coincides with a full twist of the punctures, as represented by Figure 4. Algebraically speaking, this amounts to saying that \( B_{p,q} \) satisfies the short exact sequence

\[
1 \to B_p \to B_{p,q} \to \mathbb{Z}_{q} \to 1
\]

where \( B_p \) denotes the subgroup of \( B_{p,q} \) corresponding to the homeomorphisms fixing pointwise the boundary, and which coincides with the usual braid group on \( p \) strands, and where the morphism \( B_{p,q} \to \mathbb{Z}_{q} \) is given by the action by cyclic permutations on the marked points.

**Convention:** In all the article, the punctures of \( D_{p,q} \) will be thought of as lying on the same horizontal line and its marked points as lying below this line; see Figure 4.

We are now ready to define our braided strand diagrams. In the rest of this section, we fix an arboreal semigroup presentation \( \mathcal{P} = (A \mid R) \) and a baseword \( w \in A^+ \).

**Definition 2.3.** A braided strand diagram over \((\mathcal{P}, w)\) is a triple \((A, \beta, B)\) where \( A, B \) are two \((\mathcal{P}, w)\)-forests, with the same numbers of \( \mathcal{P} \)-leaves \( q \) (i.e. vertices that are leaves in \( A, B \) but not in \( T(\mathcal{P}, w) \)) and \( \mathcal{P} \)-interior vertices \( p \) (i.e. vertices that are not \( \mathcal{P} \)-leaves), and where \( \beta \in B_{p,q} \) is a braid that induces a bijection from the \( \mathcal{P} \)-leaves of \( A \) to the \( \mathcal{P} \)-leaves of \( B \) preserving the \( \mathcal{P} \)-labelling.

In this definition, we think of the marked points of \( D_{p,q} \) as being indexed from left to right by the \( \mathcal{P} \)-leaves of both \( A \) and \( B \). Therefore, a braid \( \beta \in B_{p,q} \), which induces a permutation of the marked points, naturally defines a bijection from the \( \mathcal{P} \)-leaves of \( A \) to the \( \mathcal{P} \)-leaves of \( B \). In our definition, we require this bijection to preserve the \( A \)-labelling.

Graphically, a braided strand diagram \((A, \beta, B)\) can be thought of as follows. Draw a copy of \( A \) above a cylinder \( D_{p,q} \times [0,1] \) and connect its \( \mathcal{P} \)-leaves (resp. its \( \mathcal{P} \)-interior vertices) to the marked points (resp. the punctures) of \( D_{p,q} \times \{0\} \) from left to right; similarly, draw an inverted copy of \( B \) below the cylinder and connect its \( \mathcal{P} \)-leaves (resp. its \( \mathcal{P} \)-interior vertices) to the marked points (resp. the punctures) of \( D_{p,q} \times \{1\} \) from left to right. Now, following the given braid \( \beta \), connect the marked points of \( D_{p,q} \times \{0\} \) to the marked points of \( D_{p,q} \times \{1\} \) with wires in \( \partial D_{p,q} \times [0,1] \) and connect the punctures of \( D_{p,q} \times \{0\} \) to the punctures in \( D_{p,q} \times \{1\} \) with strands in the interior of the cylinder \( D_{p,q} \times [0,1] \). See Figure 5.
A trivial example of a braided strand diagram over $(\mathcal{P}, w)$ is $\epsilon(w) := (\eta(w), \text{id}, \eta(w))$ where $\eta(w)$ denotes the $(\mathcal{P}, w)$-forest with no edges. Graphically, it has no strands. This diagram will play a central role in the sequel since it will yield the neutral element of our group.

**Definition 2.4.** In a braided strand diagram $(A, \beta, B)$, a strand $\mu$ is parallel to a wire $\nu$ if the latter is homotopic to the arc $\mu'$ in the cylinder $\mathcal{D}_{p,q} \times [0,1]$ minus the strands distinct from $\mu$, where $\mu'$ is obtained by following a straight line in $\mathcal{D}_{p,q} \times \{0\}$ from the starting point of $\nu$ to the starting point of $\mu$, then $\mu$, and finally a straight line in $\mathcal{D}_{p,q} \times \{1\}$ from the ending point of $\mu$ to the starting point of $\nu$.

The right part of Figure 5 illustrates a dipole reduction. In the left diagram, the blue strand is parallel to the back wire. Roughly speaking, this is because it can be “pushed” to the back wire without crossing the red and green strands. But the blue strand is not parallel to the other wires.

**Definition 2.5.** In a braided strand diagram $(A, \beta, B)$, a dipole is the data of two $\mathcal{P}$-interior vertices $a \in A, b \in B$ such that:

1. the children of $a$ and $b$ are $\mathcal{P}$-leaves;
2. if $\ell_1, \ldots, \ell_k$ denote the children of $a$ written from left to right, then the children of $b$ are $\beta(\ell_1), \ldots, \beta(\ell_k)$ from left to right;
3. the strand starting from $a$ ends at $b$ and is parallel to the wires connecting the children of $a$ to the children of $b$.

The diagram $(A', \beta', B')$ is obtained from $(A, \beta, B)$ by reducing the dipole if $A' = A \setminus \{\text{children of } a\}$, if $B' = B \setminus \{\text{children of } b\}$, and if $\beta' \in \mathcal{B}_{p-1,q-k+1}$ is obtained from $\beta$ by replacing the strand connecting $a, b$ and the wires connecting their children with a single wire. A diagram is reduced if it does not contain any dipole.

See Figure 5 for an example of a dipole reduction. Observe that the fact that the green strand passes in front of the blue strand is primordial: if we modify the crossing, letting the blue strand pass in front of the green strand, then the dipole does not exist anymore and the diagram becomes reduced.
Definition 2.6. Two braided strand diagrams $\Phi, \Psi$ are equipotent if there exists a sequence of diagrams

$$\Delta_1 = \Phi, \Delta_2, \ldots, \Delta_{k-1}, \Delta_k = \Psi$$

such that, for every $1 \leq i \leq k-1$, one of $\Delta_i, \Delta_{i+1}$ is obtained from the other by reducing a dipole.

In the rest of this section, our goal is to show the following statement:

Proposition 2.7. A braided strand diagram is equipotent to a unique reduced diagram. Consequently, it makes sense to refer to the reduced form of a diagram. The proof of Proposition 2.7 relies on the following observation:

Lemma 2.8 ([New42]). If a directed graph is terminating and locally confluent, then it must be confluent.

Recall that a directed graph $X$ is terminating if it has no infinite directed path; it is confluent if, for all vertices $a, b, c$ such that $X$ contains directed paths from $a$ to $b$ and $c$, there exists a fourth vertex $d$ such that $X$ contains directed paths from $b$ and $c$ to $d$; and it is locally confluent if, for all vertices $a, b, c$ such that $X$ contains oriented edges from $a$ to $b$ and $c$, there exists a fourth vertex $d$ such that $X$ contains directed paths from $b$ and $c$ to $d$.

Proof of Proposition 2.7. Fix a diagram $\Delta$ and consider the directed graph $X$ whose vertices are all the diagrams equipotent to $\Delta$ and whose oriented edges connect two diagrams when we can pass from one to the other by reducing a dipole. In order to conclude that there exists a unique reduced diagram equipotent to $\Delta$, it suffices to show that $X$ is confluent. First, notice that $X$ is clearly terminating since reducing a dipole makes the total number of vertices in the forests decrease. Next, let $\Phi, \Psi_1, \Psi_2$ be diagrams equipotent to $\Delta$ such that $\Psi_1, \Psi_2$ are obtained from $\Phi$ by reducing two distinct dipoles. We claim that one can reduce simultaneously these two dipoles, producing a new diagram $\Psi$ that is the terminal vertex in $X$ of two oriented edges starting from $\Psi_1$ and $\Psi_2$. This will show that $X$ is locally confluent. Concretely, we can write $\Phi = (A, \beta, B)$, for some $(P, w)$-forests $A, B$ and some braid $\beta \in B_{p, q}$, and we can find two $P$-interior vertices $a_1, a_2$ in $A$ (resp. $b_1, b_2$ in $B$) such that:

- the children of $a_1, a_2, b_1, b_2$ are $P$-leaves;
- if $m_1, \ldots, m_r$ denote the children of $a_1$ written from left to right, then the children of $b_1$ are $\beta(m_1), \ldots, \beta(m_r)$;
- the strand starting from $a_1$ ends at $b_1$ and is parallel to the wires connecting the children of $a_1$ to the children of $b_1$;
- $\Psi_1 = (A_1, \beta_1, B_1)$ where $A_1 := A \setminus \{\text{children of } a_1\}$, where $B_1 := B \setminus \{\text{children of } b_1\}$, and where $\beta_1 \in B_{p-1, q-r+1}$ is obtained from $\beta$ by replacing the strand connecting $a_1, b_1$ and the wires connecting their children with a single wire;
- if $n_1, \ldots, n_s$ denote the children of $a_2$ written from left to right, then the children of $b_2$ are $\beta(n_1), \ldots, \beta(n_s)$;
- the strand starting from $a_2$ ends at $b_2$ and is parallel to the wires connecting the children of $a_2$ to the children of $b_2$;
- $\Psi_2 = (A_2, \beta_2, B_2)$ where $A_2 := A \setminus \{\text{children of } a_2\}$, where $B_2 := B \setminus \{\text{children of } b_2\}$, and where $\beta_2 \in B_{p-2, q-r+2}$ is obtained from $\beta$ by replacing the strand connecting $a_2, b_2$ and the wires connecting their children with a single wire.
Then, set the diagram \( \Psi := (A', \beta', B') \) where \( A' := A \{ \text{children of } a_1, a_2 \} \), where \( B' := B \{ \text{children of } b_1, b_2 \} \), and where \( \beta' \) is obtained from \( \beta \) by replacing the strand connecting \( a_1, b_1 \) (resp. \( a_2, b_2 \)) and the wires connecting their children with a single wire.

In other words, \( \Psi \) is obtained from \( \Phi \) by reducing our two dipoles simultaneously and independently. Then, by construction, \( \Psi \) can be obtained from both \( \Psi_1, \Psi_2 \) by reducing a dipole, i.e. there exist two oriented edges in our directed graph from \( \Psi_1 \) and \( \Psi_2 \) to \( \Psi \).

Thus, we have shown that \( X \) is locally confluent, and we conclude that \( X \) is confluent thanks to Lemma 2.8, as desired.

\[ \square \]

**Notation:** In the rest of the article, given two diagrams \( \Delta_1 = (A_1, \beta_1, B_1) \) and \( \Delta_2 = (A_2, \beta_2, B_2) \), we write \( \Delta_1 \equiv \Delta_2 \) if \( A_1 = A_2, B_1 = B_2 \) and \( \beta_1 = \beta_2 \); and we write \( \Delta_1 \equiv \Delta_2 \) if \( \Delta_1 \) and \( \Delta_2 \) are equipotent, which amounts to saying, according to Proposition 2.7, that they have the same reduction.

### 2.4 Group structure on braided strand diagrams

In this section, we fix an arboreal semigroup presentation \( \mathcal{P} = \langle A \mid \mathcal{R} \rangle \) and a baseword \( w \in A^+ \). Our goal is to define a group law on the set of braided strand diagrams over \( (\mathcal{P}, w) \) up to equipotence. We mimic the group law defined on Thompson’s groups as described in Section 2.1. For this purpose, the following lemma will be needed:

**Lemma 2.9.** Let \( \Delta = (A, \beta, B) \) be a diagram. For every \( (\mathcal{P}, w) \)-forest \( B' \) containing \( B \) as a prefix, there exist \( A' \) and \( \beta' \) such that \( \Delta \) is equipotent to \( (A', \beta', B') \). Similarly, for every \( (\mathcal{P}, w) \)-forest \( A'' \) containing \( A \) as a prefix, there exist \( \beta'' \) and \( B'' \) such that \( \Delta \) is equipotent to \( (A'', \beta'', B'') \).

Roughly speaking, the lemma and its proof explain how to add dipoles in diagrams, instead of reducing them. This construction will be often used in the sequel.

**Proof of Lemma 2.9.** Let \( A'' \) be a \( (\mathcal{P}, w) \)-forest obtained from \( A \) by adding all the children of a \( \mathcal{P} \)-leaf \( a \). In the diagram \( (A, \beta, B) \), to the \( \mathcal{P} \)-leaf \( a \) of \( A \) is associated a wire \( \mu \), which ends at some \( \mathcal{P} \)-leaf \( b \in B \). Define the diagram \( (A'', \beta'', B'') \) where \( B'' := B \cup \{ \text{children of } b \} \) and where \( \beta'' \) is obtained from \( \beta \) by replacing the single wire \( \mu \) with a collection of wires of size the common number of children of \( a, b \) (indeed, they have the same number of children since they have the same \( A \)-label) and by adding a strand parallel to these wires connecting \( a, b \) (which are \( \mathcal{P} \)-interior vertices respectively in \( A, B \)). See Figure 6. The second assertion of our lemma follows by iteration.
Observe that the map \((R, \tau, S) \mapsto (S, \tau^{-1}, R)\), which turns upside down a diagram, sends equipotent diagrams to equipotent diagrams. Therefore, the first assertion of our lemma follows from the second one. \(\square\)

We are now ready to define our product between reduced braided strand diagrams:

**Definition 2.10.** Let \(\Delta_1, \Delta_2\) be two braided strand diagrams over \((\mathcal{P}, w)\). As a consequence of Lemma 2.9, there exist \(A, B, C\) and \(\beta_1, \beta_2\) such that \(\Delta_1 \equiv (A, \beta_1, B)\) and \(\Delta_2 \equiv (B, \beta_2, C)\). The *concatenation* \(\Delta_1 \circ \Delta_2\) is the reduced form of \((A, \beta_2\beta_1, C)\).

Of course, it is not clear that our definition does not depend on the choices made in the construction. The next statement shows that this is indeed the case, and, moreover, that the operation we get is a group law.

**Proposition 2.11.** The concatenation \(\circ\) defines a group law on the set of reduced braided strand diagrams over \((\mathcal{P}, w)\).

We begin by proving the following observation:

**Lemma 2.12.** If two diagrams \((A, \beta, B)\) and \((A', \beta', B')\) are equipotent, then \(A = A'\) and \(\beta = \beta'\). Similarly, if two diagrams \((A, \beta, B)\) and \((A', \beta', B')\) are equipotent, then \(\beta = \beta'\) and \(B = B'\).

**Proof.** Fix two equipotent diagrams \((A, \beta, B)\) and \((A', \beta', B')\). Let \((R, \alpha, S)\) denote their common reduction. Observe that \(S\) is a prefix of \(B\). Because one can obtain \((R, \alpha, S)\) from \((A, \beta, B)\) and \((A', \beta', B')\) by reducing dipoles, it follows that \((A, \beta, B)\) and \((A', \beta', B')\) can be obtained from \((R, \alpha, S)\) by adding dipoles. Adding such dipoles amounts to adding all the children to some \(\mathcal{P}\)-leaves of \(S\). After finitely many iterations we obtain \(B\). But, in the two processes, we add the vertices in different orders. Therefore, in order to conclude that \((A, \beta, B)\) and \((A', \beta', B')\) coincide, it suffices to notice that adding two dipoles in one order or another yields the same diagram, which is clear.

The second assertion of our lemma is symmetric to the first one. \(\square\)

**Proof of Proposition 2.11.** Let \(\Delta_1 = (A_1, \beta_1, B_2)\) and \(\Delta_2 = (A_2, \beta_2, B_2)\) be two reduced diagrams. As a consequence of Lemma 2.9, there exist \(A_1, \beta_1, B_2\) such that \(\Delta_1 \equiv (A_1', \beta_1', A_2 \cup B_2)\) and \(\Delta_2 \equiv (A_2 \cup B_2, \beta_2', B_2')\). Given \(A'', \beta_1'', B'', \beta_2'', C''\) such that \(\Delta_1 \equiv (A'', \beta_1'', B'')\) and \(\Delta_2 \equiv (B'', \beta_2'', C'')\), we want to prove that \((A_1', \beta_1'' \beta_1', B_2') \equiv (A'', \beta_2'' \beta_1', C'')\). This will prove that our product is well-defined.

Because \(\Delta_1\) can be obtained from \((A'', \beta_1'', B'')\) by reducing dipoles, necessarily \(B''\) contains \(B_2\) as a prefix. Similarly, because \(\Delta_2\) can be obtained from \((B'', \beta_2'', A'')\) by reducing dipoles, \(B''\) has to contain \(A_2\) as a prefix. Thus, \(B''\) contains the union \(A_2 \cup B_2\) as a prefix.

**Claim 2.13.** Let \((R, \alpha, S), (S, \beta, T)\) and \((U, \mu, V), (V, \nu, W)\) be four diagrams such that \((R, \alpha, S) \equiv (U, \mu, V),\) such that \((S, \beta, T) \equiv (V, \nu, W),\) and such that \(V\) contains \(S\) as a prefix. Then \((R, \beta \alpha, T) \equiv (U, \nu \mu, V)\).

We assume that \(V\) is obtained from \(S\) by adding all the children of a \(\mathcal{P}\)-leaf \(v \in S\), the general case following by iteration. As \(v\) is a \(\mathcal{P}\)-leaf of \(S\), it indexes a wire in \((R, \alpha, S)\), which is also labeled by a \(\mathcal{P}\)-leaf \(r\) of \(R\). By adding a dipole like in the proof of Lemma 2.9, we obtain a diagram \((R \cup \{\text{children of } r\}, \alpha', V)\) equipotent to \((R, \alpha, S)\). It follows from Lemma 2.12 that this new diagram must coincide with \((U, \beta, V)\). Similarly, as \(v\) is a \(\mathcal{P}\)-leaf of \(S\), it indexes a wire in \((S, \beta, T)\), which is also labeled by a \(\mathcal{P}\)-leaf \(t\) of \(T\). By adding a dipole like in the proof of Lemma 2.9, we obtain a diagram \((V, \beta', T \cup \{\text{children of } t\})\) equipotent to \((S, \beta, T)\). It follows from Lemma 2.12 that this
new diagram must coincide with \((V, \nu, W)\). So \((U, \nu \mu, V) = (R \cup \{\text{children of } r\}, \beta' \alpha', T \cup \{\text{children of } t\})\). In this diagram, the strand connecting \(r\) and \(t\) belongs to a dipole (coming from the two dipoles added in \((R, \alpha, S)\) and \((S, \beta, T)\)), and reducing this dipole yields \((R, \beta \alpha, T)\). See Figure 7 for an illustration. Thus, our claim is proved.

Now, we know that our product is well-defined and that we can choose representatives of diagrams at our best convenience without modifying the result. It remains to show that the concatenation is a group law.

It is clear that \(\epsilon(w) := (\eta(w), \text{id}, \eta(w))\) is a neutral element. (Recall that \(\eta(w)\) denotes the \((P, w)\)-forest that has no edges.) Moreover, for every reduced diagram \((A, \beta, B)\), we have

\[
(A, \beta, B) \circ (B, \beta^{-1}, A) = (A, \text{id}, A) \equiv (\eta(w), \text{id}, \eta(w)) = \epsilon(w),
\]

so every reduced diagram has an inverse (which amounts to reversing upside down the diagram). Finally, let \(\Delta_1, \Delta_2, \Delta_3\) be three reduced diagrams. As a consequence of Lemma 2.9, there exist \(A, B, C, D\) and \(\beta_1, \beta_2, \beta_3\) such that \(\Delta_1 \equiv (A, \beta_1, B), \Delta_2 \equiv (B, \beta_2, C),\) and \(\Delta_3 \equiv (C, \beta_3, D)\). Then

\[
\Delta_1 \circ (\Delta_2 \circ \Delta_3) \equiv (A, (\beta_3 \beta_2) \beta_1, D) = (A, \beta_3 (\beta_2 \beta_1), D) \equiv (\Delta_1 \circ \Delta_2) \circ \Delta_3.
\]

Thus, the concatenation is associative, concluding the proof of our proposition.

Proposition 2.11 allows us to give the following definition:

**Definition 2.14.** Given an arboreal semigroup presentation \(P = \langle A \mid R \rangle\) and a base-word \(w \in A^+\), the Chambord group \(C(P, w)\) is the set of reduced braided strand diagrams endowed with the concatenation.

For all \(p, q \geq 0\), we say that a braid in \(B_{p,q}\) is pure if it can be represented by a homeomorphism fixing pointwise the punctures and the marked points. In other words, every strand (resp. wire) in \(\mathcal{D}_{p,q} \times [0,1]\) connects a puncture (resp. marked point) in \(\mathcal{D}_{p,q} \times \{0\}\) to the same puncture (resp. marked point) in \(\mathcal{D}_{p,q} \times \{1\}\). Observe that, if \((A, \beta, B)\) and \((A', \beta', B')\) are two diagrams such that one is obtained from the other by adding or reducing a dipole, then \(\beta\) is pure if and only if \(\beta'\) is pure. As a consequence,

\[
PC(P, w) := \{(A, \beta, B) \in C(P, w) \mid \beta \text{ pure}\} \leq C(P, w)
\]
defines a subgroup, which we refer to as the pure subgroup of \(C(P, w)\).
2.5 Diagram groups and the forgetful short exact sequence

In the same way that that the Chambord group \( C(\mathcal{P}, w) \) is defined from triples \((A, \beta, B)\), it is possible to define the annular diagram group \( D_a(\mathcal{P}, w) \) from triples \((A, \sigma, B)\) where \( \sigma \) is a cyclic permutation from the \( \mathcal{P} \)-leaves of \( A \) to the \( \mathcal{P} \)-leaves of \( B \). This group will not be used in the rest of the article, so we leave the details to the reader. The point is that there is a forgetful map

\[
\hat{\mathfrak{j}} : \begin{cases} 
C(\mathcal{P}, w) & \to D_a(\mathcal{P}, w) \\
(A, \beta, B) & \mapsto (A, \varsigma(\beta), B)
\end{cases}
\]

where, for all \( p, q \geq 0 \), \( \varsigma \) sends every element of \( \mathcal{B}_{p,q} \) to the cyclic permutation it induces on the marked points on \( \partial_2^p \). This morphism may not be surjective. In fact, a triple \((A, \sigma, B)\) belongs to the image of \( \hat{\mathfrak{j}} \) if and only if it is balanced, i.e. \( A \) and \( B \) have the same number of vertices. Let \( D^b_a(\mathcal{P}, w) \) denote the subgroup of \( D_a(\mathcal{P}, w) \) consisting of balanced triples. Then we have a short exact sequence

\[
1 \to B_\infty \to C(\mathcal{P}, w) \overset{\hat{\mathfrak{j}}}{\to} D^b_a(\mathcal{P}, w) \to 1,
\]

(1)

where \( B_\infty \) denotes the subgroup in \( C(\mathcal{P}, w) \) consisting of the triples of the form \((A, \beta, A)\), which is isomorphic to the group of finitely supported braids on infinitely many strands.

The annular diagram group \( D_a(\mathcal{P}, w) \) contains the planar diagram group \( D_p(\mathcal{P}, w) \), consisting of the triples \((A, \text{id}, B)\).

It is worth noticing that \( D_a(\mathcal{P}, w) \) can be described as a group of partial isometries of \( T(\mathcal{P}, w) \). More precisely, if \((A, \sigma, B)\) represents an element of \( D_a(\mathcal{P}, w) \), then it yields an isometry from the complement of the prefix \( A \leq T(\mathcal{P}, w) \) to the complement of the prefix \( B \leq T(\mathcal{P}, w) \) by permuting the components according to \( \sigma \) via translations of the ambient plane.

In case \( \mathcal{R} \) does not contain relations of the form \( u = u \), then \( D_p(\mathcal{P}, w) \) coincides with the diagram groups studied in [Ki97, GS97]; and \( D_a(\mathcal{P}, w) \) coincides with the picture groups introduced in [GS97] and studied in more details in [Far05]. For instance, if \( \mathcal{P} = \{x \mid x = x^2\} \), then \( D_p(\mathcal{P}, x) \) is isomorphic to Thompson’s group \( F \) and \( D_a(\mathcal{P}, x) \) is isomorphic to Thompson’s group \( T \). However, these diagram groups are well-defined even if the semigroup presentation \( \mathcal{P} \) is not arboreal, providing a larger class of groups.

As we will show, for every locally finite planar tree \( A \), the asymptotically rigid mapping class group \( \text{mod}(A) \), whose definition is recalled in Section 3.1 below, is isomorphic to some Chambord group \( C(\mathcal{P}, w) \). Interestingly, this isomorphism induces an isomorphism between \( D_a(\mathcal{P}, w) \) and \( \text{mod}(\mathcal{F}(A)) \), sending \( D^b_a(\mathcal{P}, w) \) to \( \text{mod}_f(A) \), and the short exact sequence mentioned above turns out to coincide with the forgetful exact sequence satisfied by \( \text{mod}(A) \) (see Section 3.1 below). More precisely, there exists a commutative diagram

\[
\begin{array}{cccccc}
1 & \to & B_\infty & \to & C(\mathcal{P}, w) & \to & D^b_a(\mathcal{P}, w) & \to & 1 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
1 & \to & B_\infty & \to & \text{mod}(A) & \to & \text{mod}_f(A) & \to & 1
\end{array}
\]
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where vertical arrows are all isomorphisms.

Finally, notice that the short exact sequence \( 1 \) splits over \( D_p(\mathcal{P}, w) \cap D^b(\mathcal{P}, w) \), generalising the observation \([FK08\text{, Propositions 2.8 and 2.11}]\).

### 3 Links with asymptotically rigid mapping class groups

#### 3.1 Asymptotically rigid mapping class groups...

Fix a locally finite tree \( A \) embedded into the plane in such a way that its vertex-set is closed and discrete. The *arboreal surface* \( \mathcal{A}(A) \) is the oriented planar surface with boundary obtained by thickening \( A \) in the plane. We denote by \( \mathcal{A}^\sharp(A) \) the punctured arboreal surface obtained from \( \mathcal{A}(A) \) by adding a puncture for each vertex of the tree. Following \([FK08]\), we fix a *rigid structure* on \( \mathcal{A}^\sharp(A) \), i.e. a decomposition into polygons by means of a family of pairwise non-intersecting arcs whose endpoints are on the boundary of \( \mathcal{A}(A) \) such that each polygon contains exactly one vertex of the underlying tree in its interior and such that each arc crosses once and transversely a unique edge of the tree. See for instance Figure 8.

A subsurface of \( \mathcal{A}^\sharp(A) \) is *admissible* if it is a non-empty connected finite union of polygons belonging to the rigid structure. A homeomorphism \( \varphi : \mathcal{A}^\sharp(A) \to \mathcal{A}^\sharp(A) \) is *asymptotically rigid* if the following conditions are satisfied:

- there exists an admissible subsurface \( \Sigma \subset \mathcal{A}^\sharp(A) \) such that \( \varphi(\Sigma) \) is also admissible;
- the homeomorphism \( \varphi \) is *rigid outside* \( \Sigma \), i.e. the restriction

\[
\varphi : \mathcal{A}^\sharp(A) \setminus \Sigma \to \mathcal{A}^\sharp(A) \setminus \varphi(\Sigma)
\]

respects the rigid structure, mapping polygons to polygons. Such a surface \( \Sigma \) is called a *support* for \( \varphi \).

We denote by \( \text{mod}(A) \) the group of isotopy classes of orientation-preserving asymptotically rigid homeomorphisms of \( \mathcal{A}^\sharp(A) \). We emphasize that isotopies have to fix each puncture.

In the sequel, we refer to the *frontier* \( \text{Fr}(\Sigma) \) of an admissible subsurface \( \Sigma \) as the union of the arcs defining the rigid structure that are contained in the boundary. Also, a polygon is called *adjacent* to \( \Sigma \) if it is not contained in \( \Sigma \) but shares an arc with the frontier of \( \Sigma \).

Similarly, one can define asymptotically rigid homeomorphisms of \( \mathcal{A}(A) \) and the group \( \text{mod}(\mathcal{A}(A)) \). Then, there exists a natural *forgetful map* \( \text{mod}(A) \to \text{mod}(\mathcal{A}(A)) \), which
“forgets” the punctures of $\mathcal{S}(A)$. We denote by $\text{mod}_f(A)$ the image of $\text{mod}(A)$ in $\text{mod}(\mathcal{R}(A))$. The kernel of the forgetful map corresponds to the homeomorphisms $\mathcal{S}(A) \rightarrow \mathcal{S}(A)$ that are the identity outside an admissible subsurface. In other words, we have a short exact sequence

$$1 \rightarrow B_\infty \rightarrow \text{mod}(A) \rightarrow \text{mod}_f(A) \rightarrow 1,$$

where $B_\infty$ denotes the limit $\bigcup_{\Sigma \text{ admissible}} \text{Mod}(\Sigma)$. Notice that $B_\infty$ is isomorphic to the group of finitely supported braids with infinitely many strands. We refer to the previous exact sequence as the \textit{forgetful short exact sequence} satisfied by $\text{mod}(A)$.

Another short exact sequence satisfied by $\text{mod}(A)$, not needed here and referred to as the \textit{arboreal short exact sequence}, is described in [GLU22, Section 2]. Some of these exact sequences are given in Section 3.3.

3.2 \ldots as Chambord groups

This section is dedicated to the proof of the following statement, which shows that the asymptotically rigid mapping class groups of our surfaces and the Chambord groups are closely related (see also Remark 3.9 below):

**Theorem 3.1.** For every infinite locally finite planar tree $A$, there exist an arboreal semigroup presentation $P = \langle A \mid R \rangle$, a letter $w \in A$, and an isomorphism $\Phi : C(P, w) \rightarrow \text{mod}(A)$. Moreover, there exists a vertex $x_0 \in A$ such that $\Phi$ induces a bijection

$$\left\{ \left\{ g \in C(P, w) \mid g \equiv (R, \beta, R) \text{ a braid} \right\} , \right. \left. R \text{ a } (P, w)\text{-forest} \right\} \uparrow \right. \left. \text{Mod}(\Sigma, \partial \Sigma) \mid \Sigma \subset \mathcal{S}(A) \text{ admissible containing the puncture } x_0 \right\}$$

between braid subgroups in $C(P, w)$ and in $\text{mod}(A)$, where $\text{Mod}(\Sigma, \partial \Sigma)$ describes the mapping class group of $\Sigma$ preserving setwise the frontier.

Fix a planar infinite locally finite tree $A$ and a root $x_0 \in A$. For every vertex $x \in A$, let $A(x)$ denote the isomorphism type of the rooted planar tree containing $x$ and all its descendants. Our alphabet is $A := \{ A(x) \mid x \in A \}$ and our set of relations $R$ is

$$\{ A(x) = A(x_1) \cdots A(x_k) \mid x \in A, \text{ the children of } x \text{ are } x_1, \ldots, x_k \text{ from left to right} \}.$$

We emphasize that, if $x \in A$ is a leaf, then there is no relation of the form “$A(x) =$ something” in $R$. The semigroup presentation $P := \langle A \mid R \rangle$ is clearly arboreal. Finally, set $w := A(x_0)$. Now, Theorem 3.1 is a direct consequence of the following statement:

**Proposition 3.2.** The groups $\text{mod}(A)$ and $C(P, w)$ are isomorphic.

**Proof.** We begin by noticing that the planar rooted trees $A$ and $T(P, w)$ are isomorphic.

**Claim 3.3.** There exists an isomorphism $\varphi : A \rightarrow T(P, w)$ that sends $x_0$ to the root of $T(P, w)$, that preserves the left-right order, and such that, for every vertex $x \in A$, the label of $\varphi(x)$ is $A(x)$.

We construct the isomorphism inductively by following the instructions below:

- First, send $x_0$ to the root of $T(P, w)$. 


Given a diagram $\Phi(\Sigma)$ to the inferior half-disc of passing through the punctures in
By construction, $\varphi$ defines an isomorphism $A \to T(\mathcal{P}, w)$ satisfying the desired properties. In the sequel, we identify $A$ and $T(\mathcal{P}, w)$ for convenience. As a consequence, a $(\mathcal{P}, w)$-forest, which can be thought of as a prefix of $T(\mathcal{P}, w)$, can also be thought of as a subtree of $A$ (containing the root $x_0$).

From now on, we assume that $A$ and $\mathcal{I}^\#(A)$ are drawn on the plane in such a way that, for every vertex $x \in A$, the vertical line passing through $x$ has connected intersection with $\mathcal{I}^\#(A)$ and separates the leftmost child of $x$ and its descendants from its other children and their descendants. Also, for each disc $\mathcal{D}_{p,q}$, we assume that each marked point has a fixed small closed neighbourhood in the boundary such that all these arcs are pairwise disjoint and do not meet the horizontal line passing through the punctures.

Given an admissible subsurface $\Sigma \subset \mathcal{I}^\#(A)$ with $p$ punctures and $q$ arcs in its frontier, we define a homeomorphism $\psi_\Sigma : \Sigma \to \mathcal{D}_{p,q}$ as follows: first, draw a line $L_\Sigma$ in $\Sigma$ that starts from the left of the leftmost arc in $\text{Fr}(\Sigma)$, that visits all the punctures in $\Sigma$ in the left-right order, that is monotonic in the horizontal direction, and that ends to the right of the rightmost arc in $\text{Fr}(\Sigma)$; next, define $\psi_\Sigma$ by sending $L_\Sigma$ to the horizontal line passing through the punctures in $\mathcal{D}_{p,q}$, by sending the component of $\Sigma \setminus L_\Sigma$ containing $\text{Fr}(\Sigma)$ to the inferior half-disc of $\mathcal{D}_{p,q}$ in such a way that the midpoints of the arcs in $\text{Fr}(\Sigma)$ are sent to the marked points of $\mathcal{D}_{p,q}$ and that the arcs in $\text{Fr}(\Sigma)$ are sent to the corresponding neighbourhoods of marked points, and by the sending the other component of $\Sigma \setminus L_\Sigma$ to the superior half-disc of $\mathcal{D}_{p,q}$. See Figure 9.

As a consequence of Claim 3.3 a $(\mathcal{P}, w)$-tree $T$ provides a subtree in $A$. We denote by $\Sigma(T)$ the admissible subsurface in $\mathcal{I}^\#(A)$ corresponding to this subtree. Observe that the number of punctures in $\Sigma(T)$ coincides with the number of $\mathcal{P}$-interior vertices in $T$ and that the number of arcs in the frontier of $\Sigma(T)$ coincides with the number of $\mathcal{P}$-leaves in $T$. In the sequel, we denote by $\psi_T$ the homeomorphism $\psi_{\Sigma(T)}$.

Given a diagram $(R, \beta, S)$ distinct from $\epsilon(w)$ (which amounts to requiring that $R$ and $S$ are not single vertices), we define an element $\Phi(R, \beta, S)$ of $\mathfrak{Mod}(A)$ as the rigid extension of $\psi_{\mathcal{R}}^{-1} \circ \beta^{-1} \circ \psi_{\mathcal{S}} : \Sigma(S) \to \Sigma(R)$. Two remarks are necessary here:

- In the expression $\psi_{\mathcal{R}}^{-1} \circ \beta^{-1} \circ \psi_{\mathcal{S}}$, $\beta$ is identified with one of its representatives that sends $\psi_{\mathcal{R}}(\text{Fr}(\Sigma(R)))$ to $\psi_{\mathcal{S}}(\text{Fr}(\Sigma(S)))$. Since our goal is to define an element of $\mathfrak{Mod}(A)$, this abuse of notation is justified.

- The rigid extension of $\psi_{\mathcal{R}}^{-1} \circ \beta^{-1} \circ \psi_{\mathcal{S}}$ is possible since the fact that $\beta$ permutes the marked points of $\mathcal{D}_{p,q}$ by preserving the $\mathcal{A}$-labels induced by $R, S$ implies that,
if \( \psi^{-1}_R \circ \beta^{-1} \circ \psi_S \) sends an arc \( \zeta \subset \text{Fr}(\Sigma(S)) \) to an arc \( \xi \subset \text{Fr}(\Sigma(R)) \), then the components of \( \mathcal{R}(A) \setminus \Sigma(S) \) and \( \mathcal{R}(A) \setminus \Sigma(S) \) respectively delimited by \( \zeta, \xi \) are homeomorphic as planar surfaces.

The key observation is the following:

**Claim 3.4.** If \((R, \beta, S)\) and \((R', \beta', S')\) are two equipotent diagrams, then \( \Phi(R, \beta, S) \) and \( \Phi(R', \beta', S') \) coincide in \( \text{mod}(A) \).

Before turning to the proof of this claim, we need to introduce some vocabulary. Given a puncture \( a \) and a set of marked points \( M \) in \( \mathcal{D}_{p,q} \), an extremal disc in \( \mathcal{D}_{p,q} \) spanned by \( a \) and \( M \) is a topological closed disc \( D \subset \mathcal{D}_{p,q} \) such that:

- \( D \cap \partial \mathcal{D}_{p,q} \) is connected, contains the neighbourhoods of the points in \( M \) in its interior but does not meet any other neighbour;
- \( a \) is the only puncture in \( D \), and it belongs to its interior;
- \( \partial D \setminus \partial \mathcal{D}_{p,q} \) is an arc that intersects at most twice the horizontal line passing through the punctures.

The point is that extremal discs can be used in order to recover extremal polygons in admissible subsurfaces, where a polygon in an admissible subsurface is referred to as extremal if it is adjacent to at most one other polygon. More precisely:

**Fact 3.5.** Let \( \Sigma \) be an admissible subsurface with \( p \) punctures and \( q \) arcs in its frontier, and let \( H \subset \Sigma \) be an extremal polygon. If \( D \subset \mathcal{D}_{p,q} \) is an extremal disc spanned by \( \psi_\Sigma \) (puncture of \( \Sigma \)) and \( \psi_\Sigma \) (midpoints of arcs in \( H \cap \text{Fr}(\Sigma) \)), then \( \psi_\Sigma^{-1}(D) \) is homotopic to \( H \) in \( \Sigma \).

The statement is clear by construction of \( \psi_\Sigma \). We leave the details to the reader and turn to the proof of Claim 3.4.

Assume that \((R', \beta', S')\) is obtained from \((R, \beta, S)\) by reducing a dipole, the general case follows by iteration. So there exist two \( \mathcal{P} \)-interior vertices \( r \in R \) and \( s \in S \) such that:

- the children of \( r, s \) are leaves;
- if \( \ell_1, \ldots, \ell_k \) denote the children of \( r \) written from left to right, then the children of \( s \) are \( \beta(\ell_1), \ldots, \beta(\ell_k) \) from left to right;
- the strand starting from \( r \) ends at \( s \) and is parallel to the wires connecting the children of \( r \) to the children of \( s \);
- \( R' = R \setminus \{ \text{children of } r \}, \ S' = S \setminus \{ \text{children of } s \} \), and \( \beta' \in \mathcal{B}_{p-1,q-k+1} \) is obtained by replacing the strand connecting \( a,b \) and the wires connecting their children with a single wire.

Necessarily, there exists an extremal disc \( D \subset \mathcal{D}_{p,q} \) spanned by the puncture indexed by \( r \) and the marked points indexed by the children of \( r \) such that \( \beta(D) \) is an extremal disc of \( \mathcal{D}_{p,q} \) spanned by the puncture indexed by \( s \) and the marked points indexed by the children of \( s \). See Figure 10. As a consequence of Fact 3.5, \( \psi^{-1}_R(D) \) is homotopic to an extremal polygon \( H_R \) of \( \Sigma(R) \) and \( \psi^{-1}_S(D) \) to an extremal polygon \( H_S \) of \( \Sigma(S) \). Up to modifying \( \beta \) up to isotopy, we assume that \( \psi^{-1}_S \circ \beta \circ \psi_R \) sends \( H_R \) to \( H_S \).

Thus, we have proved that \( \psi^{-1}_S \circ \beta \circ \psi_R \) sends \( \Sigma(R) \setminus H_R \) to \( \Sigma(S) \setminus H_S \) and is rigid outside. Observe that \( \Sigma(R') = \Sigma(R) \setminus H_R \), that \( \Sigma(S') = \Sigma(S) \setminus H_S \), and that the homeomorphisms \( \psi^{-1}_S \circ \beta' \circ \psi_{R'} \) and \( \psi^{-1}_S \circ \beta \circ \psi_R \) agree on \( \Sigma(R') \). See Figure 11. Since \( \psi^{-1}_S \circ \beta' \circ \psi_{R'} \)
Figure 10: Extremal discs associated to a dipole.

Figure 11: Stability of $\Phi$ under dipole reduction.
sends $\Sigma(R')$ to $\Sigma(S')$ and is rigid outside, we conclude that $\Phi(R, \beta, S) = \Phi(R', \beta', S')$ as desired. The proof of Claim 3.4 is complete.

From now on, we can forget the specific construction of our homeomorphisms $\psi_T$: knowing that Claim 3.4 holds will be sufficient in order to deduce that $\Phi$ is an isomorphism.

**Claim 3.6.** $\Phi$ is a morphism.

Let $\Delta_1, \Delta_2$ be two diagrams. Write $\Delta_1 \equiv (R, \beta_1, S)$ and $\Delta_2 \equiv (S, \beta_2, T)$. Then

- $\Phi(\Delta_1)$ sends $\Sigma(S)$ to $\Sigma(R)$ via $\psi_R^{-1} \circ \beta_1^{-1} \circ \psi_S$ and is rigid outside;
- $\Phi(\Delta_2)$ sends $\Sigma(T)$ to $\Sigma(S)$ via $\psi_S^{-1} \circ \beta_2^{-1} \circ \psi_T$ and is rigid outside,

so $\Phi(\Delta_1) \circ \Phi(\Delta_2)$ sends $\Sigma(T)$ to $\Sigma(R)$ via $\psi_R^{-1} \circ \beta_1^{-1} \circ \beta_2^{-1} \circ \psi_T$ and is rigid outside. Therefore, $\Phi(\Delta_1) \circ \Phi(\Delta_2) = \Phi((R, \beta_2 \beta_1, T)) = \Phi(\Delta_1 \circ \Delta_2)$. Since $\Phi(e(w)) = 1$, we conclude that $\Phi$ is a morphism.

**Claim 3.7.** $\Phi$ is surjective.

Let $\varphi$ be an asymptotically rigid homeomorphism. So it sends an admissible subsurface $\Sigma_1$ to some admissible subsurface $\Sigma_2$ and it is rigid outside. Without loss of generality, we assume that $\Sigma_1$ and $\Sigma_2$ contain the polygon associated to the root $x_0 \in A$. Let $T_1, T_2$ be $(P, w)$-trees such that $\Sigma_1 = \Sigma(T_1)$ and $\Sigma_2 = \Sigma(T_2)$. Set $\beta := \psi_{T_2} \circ \varphi|_{\Sigma_1} \circ \psi_{T_1}^{-1}$ and $\Delta := (T_2, \beta^{-1}, T_1)$. Then $\Phi(\Delta)$ sends $\Sigma(T_1) = \Sigma_1$ to $\Sigma(T_2) = \Sigma_2$ via $\psi_{T_2}^{-1} \circ \beta \circ \psi_{T_1} = \varphi|_{\Sigma_1}$ and is rigid outside. We conclude that $\Phi(\Delta) = \varphi$.

**Claim 3.8.** $\Phi$ is injective.

Let $\Delta = (R, \beta, S)$ be a reduced diagram in the kernel of $\Phi$. We know that $\Phi(\Delta)$ sends $\Sigma(S)$ to $\Sigma(R)$ and is rigid outside. Since $\Phi(\Delta)$ is trivial in $\text{mod}(A)$, we must have $\Sigma(S) = \Sigma(R)$, hence $R = S$. So $\Phi(\Delta)$ sends $\Sigma(R)$ to $\Sigma(R)$ through $\psi_R^{-1} \circ \beta^{-1} \circ \psi_R$ and is rigid outside. We must have $\beta = 1$, hence $\Delta = (R, 1, R) \equiv e(w)$, as desired.

**Remark 3.9.** For every arboreal semigroup presentation $P = \langle A \mid R \rangle$ and every letter $w \in A^+$, one can reproduce the construction of the morphism $\Phi$ from the proof of Proposition 3.2 in order to get an injective morphism $\Psi : C(P, w) \rightarrow \text{mod}(T(P, w))$. The justifications are the same. However, $\Psi$ may not be surjective. The main obstruction comes from the fact that the punctures of $\mathcal{A}(T(P, w))$ (which correspond to the vertices of $T(P, w)$) are indexed by $A$ and that a homeomorphism in the image of $\Psi$ has to preserve this colouring for all but finitely many punctures. For instance, if $P = \langle a, b, c \mid a = bc, b = b, c = c \rangle$ and $w = w$, then $T(P, w)$ is a bi-infinite line but the image of $\Psi$ does not contain a homeomorphism permuting the two ends of $\mathcal{A}(T(P, w))$. If $w$ is not a letter but a word of arbitrary length, observe that $C(P, w)$ is isomorphic to $C(P', \epsilon)$ where $\epsilon$ is a new letter that does not belong to $A$ and where $P' = \langle A \cup \{\epsilon\} \mid R \cup \{\epsilon = w\} \rangle$.

It follows that every Chambord group embeds into some asymptotically rigid mapping class group.

### 3.3 Examples

In this section, we record some examples of interest of asymptotically rigid mapping class groups and we apply Proposition 3.2 in order to describe them as Chambord groups.
Braided Higman-Thompson groups. Let $A_{n,m}$ denote the tree having one vertex of degree $m$ while all its other vertices have degree $n+1$, where $m \geq 1$ and $n \geq 2$. In [GLU22], we refer to $\text{br}T_{n,m} := \mod(A_{n,m})$ as the braided Higman-Thompson group, the terminology being justified by the short exact sequence

$$1 \to B_\infty \to \text{br}T_{n,m} \to T_{n,m} \to 1$$

satisfied by $\text{br}T_{n,m}$, where $B_\infty$ denotes the group of finitely supported braids on infinitely many strands and where $T_{n,m}$ denotes Higman’s generalisation of Thompson’s group $T$. This family generalises the Ptolemy-Thompson group $\text{br}T_{2,3}$ introduced in [FK08]. By applying Proposition 3.2, one sees that $\text{br}T_{n,m}$ is isomorphic to the Chambord group $C(\mathcal{P}_{n,m}, a)$ where $\mathcal{P}_{n,m} = \langle a, b \mid a = b^m, b = b^m \rangle$ if $m \neq n + 1$ and $\mathcal{P}_{n,n+1} = \langle a \mid a = a^n \rangle$ otherwise.

Braided Houghton groups. Let $R_n$ denote the tree that is the union of $n$ infinite rays sharing a common origin. Following [Deg00, Fun07], we refer to the finite-index subgroup $\text{br}H_n \leq \mod(R_n)$ that preserves the ends at infinity of $S^1(R_n)$ as the braided Houghton group, the terminology being justified by the short exact sequence

$$1 \to PB_\infty \to \text{br}H_n \to H_n \to 1$$

satisfied by $\text{br}H_n$, where $PB_\infty$ is the pure subgroup of $B_\infty$ and where $H_n$ is the Houghton group introduced in [Hou79]. By applying Proposition 3.2, one sees that $\mod(R_n)$ is isomorphic to the Chambord group $C(\mathcal{P}_n, a)$ where $\mathcal{P}_n := \langle a, b \mid a = b^n, b = b \rangle$. The image of $\text{br}H_n$ in $C(\mathcal{P}_n, a)$ corresponds to the diagrams in which the wires are not twisted around the cylinder. As a consequence, $\text{br}H_n$ itself can be described as a Chambord group, namely $C(Q_n, a)$ where $Q_n := \langle a, b_1, \ldots, b_n \mid a = b_1 \cdots b_n, b_1 = b_1, \ldots, b_n = b_n \rangle$.

Greenberg-Sergiescu group. Let $A$ denote the tree obtained from the rooted binary tree by gluing an infinite descending ray at each vertex. See Figure 12. The group $\mod(A)$ was introduced in [GS91], where it is proved that it satisfies the short exact sequence

$$1 \to B_\infty \to \mod(A) \to F' \to 1,$$

where $F'$ denotes the derived subgroup of $F$. Observe that, as a consequence, $\mod(A)$ is not finitely generated. By applying Proposition 3.2, one sees that $\mod(A)$ is isomorphic to the Chambord group $C(\mathcal{P}, a)$ where $\mathcal{P} = \langle a, b \mid a = aba, b = b \rangle$.

Braided lamplighter group. Let $A$ denote the tree obtained from a bi-infinite horizontal line by gluing an infinite descending ray at each vertex. See Figure 12. In [GLU22], we refer to $\text{br}L := \mod(A)$ as the braided lamplighter group, the terminology being justified by the short exact sequence

$$1 \to B_\infty \to \text{br}L \to L := \mathbb{Z} \wr \mathbb{Z} \to 1$$
Figure 13: On the left, the cancellations in the groupoid; on the right, illustration of the generators.

Figure 14: A product between two open diagrams.

satisfied by \( \text{brL} \), where \( \mathcal{L} \) is a lamplighter group, defined as the wreath product \( \mathbb{Z} \wr (\mathbb{Z} \wr \mathbb{Z}) \times \mathbb{Z} \) where \( \mathbb{Z} \) acts on the direct product by shifting the coordinates. As proved below by Proposition 5.5, \( \text{brL} \) is finitely generated but not finitely presented. By applying Proposition 3.2, one sees that \( \text{brL} \) is isomorphic to the Chambord group \( C(\mathcal{P}, a) \) where \( \mathcal{P} = \langle a, b, c, p \mid a = bpc, b = bp, c = pc, p = p \rangle \).

4 Nonpositive curvature

4.1 Warm up: cubulation of Thompson’s group \( V \)

As described in Section 2.1, the elements of Thompson’s groups \( F \leq T \leq V \) can be represented by strand diagrams, a formalism we adapted in order to define our Chambord groups. It is worth noticing that strand diagrams can be similarly defined when rooted binary trees are replaced with rooted binary forests. We refer to such an open diagram as an \((m, n)\)-diagram if its top forest has \( m \) trees and its bottom forest \( n \) trees. So the elements of Thompson’s groups are represented by \((1, 1)\)-diagrams.

This more general family of diagrams is naturally endowed with a groupoid structure. Indeed, given a \((p, q)\)-diagram \( A \) and \((q, r)\)-diagram \( B \), we define the \((p, r)\)-diagram \( A \circ B \) by gluing \( B \) below \( A \) and by applying the cancellations illustrated by Figure 13 as much as possible. See Figure 14. Then, the corresponding Thompson group coincides with an isotropy group of the groupoid.

For Thompson’s group \( F \) (i.e. when the strands are not permuted), the groupoid of open
diagrams is generated by diagrams with no edges in their bottom forests and with top forests that are unions of isolated vertices with a single caret. See the right hand side of Figure 13. In the Cayley graph of our groupoid constructed from this generating set, the 

(1, *)-diagrams define a connected component $X(F)$ on which $F$ naturally acts freely by left-multiplication. In other words, the vertices of $X(F)$ are the (1, *)-diagrams and one passes from one vertex to another by adding or removing a caret in the diagram. The key observation is that this graph is a median graph, i.e. the one-skeleton of a CAT(0) cube complex (sometimes referred to as the Stein-Farley complex).

For Thompson’s group $V$, the groupoid is generated by the previous generators plus the diagrams with no edges in their top and bottom forests (so, roughly speaking, they just permute the strands), referred to as permutation diagrams. See Figure 13. The Cayley graph of the groupoid with respect to this generating set is not a median graph. This is because right-multiplying a given diagram with permutation diagrams produces pairwise adjacent vertices, but there is no complete subgraphs of size $\geq 3$ in median graphs. Nevertheless, one can “collapse” these complete subgraphs to vertices in order to get a median graph; which amounts to considering, instead of the Cayley graph, the (connected component containing the (1, *)-diagrams of the) Schreier graph $X(V)$ with respect to the subgroups given by the permutation diagrams. Concretely, the vertices of $X(V)$ are the classes of (1, *)-diagrams up to right-multiplication by permutation diagrams and the edges connect two classes whenever there are two representatives such that one can be obtained from the other by right-multiplying by a generator that is not a permutation diagram (i.e. we essentially add or remove a caret at the bottom of the diagram). See Figure 15.

Thus, one obtains an action of Thompson’s group $V$ on some CAT(0) cube complex. Details of the construction can be found in [Far03, Far05]. Our goal, in the rest of the section, is to adapt this strategy to our Chambord groups. Unfortunately, there does not seem to be a natural groupoid structure here, but (1, *)-diagrams can be defined as well as a left product by diagrams representing elements of our Chambord group.
4.2 Open braided strand diagrams

In all this section, we fix an arboreal semigroup presentation \( \mathcal{P} = \langle A \mid R \rangle \) and a baseword \( w \in A^+ \). Given a \( \mathcal{P} \)-forest \( F \), we denote by \( \iota(F) \) its set of \( \mathcal{P} \)-interior points, \( \lambda(F) \) its set of \( \mathcal{P} \)-leaves, and \( i(F) := |\iota(F)|, \ell(F) := |\lambda(F)| \).

**Definition 4.1.** An *open braided strand diagram* \((A, \beta, \sigma, B)\) is the data of

- two \( \mathcal{P} \)-forests \( A, B \) satisfying \( i(A) \geq i(B) \) and \( \ell(A) = \ell(B) \);
- a braid \( \beta \in B_{\iota(A), \ell(A)} \) that induces a bijection \( \lambda(A) \to \lambda(B) \) preserving the \( A \)-labelling;
- an injective map \( \sigma : \iota(B) \hookrightarrow \iota(A) \) preserving the left-right-orders.

If \( u \in A^+ \) (resp. \( v \in A^+ \)) denotes the word obtained by reading the labels of the roots of \( A \) (resp. \( B \)) from left to right, one says that \((A, \beta, \sigma, B)\) is a \((u,v)\)-*diagram*. If we do not want to specify \( v \), one says that it is a \((u,\ast)\)-*diagram*.

Similarly to braided strand diagrams (see Definition [2,3]), here we think of the marked points of \( \mathcal{D}_{\ell(A)} \) as being indexed from left to right by the \( \mathcal{P} \)-leaves of both \( A \) and \( B \). Therefore, the braid \( \beta \in B_{\iota(A), \ell(A)} \), which induces a permutation on the marked points, naturally defines a bijection from the \( \mathcal{P} \)-leaves of \( A \) to the \( \mathcal{P} \)-leaves of \( B \), and we require this bijection to preserve the \( A \)-labelling.

Graphically, we think of \((A, \beta, \sigma, B)\) as follows. We draw a copy of \( A \) above a cylinder \( \mathcal{D}_{\ell(A)} \times [0, 1] \) and we connect its \( \mathcal{P} \)-leaves (resp. its \( \mathcal{P} \)-interior vertices) to the marked points (resp. the punctures) of \( \mathcal{D}_{\ell(A)} \times \{0\} \) from left to right; similarly, we draw an inverted copy of \( B \) below the cylinder, we connect its \( \mathcal{P} \)-leaves to the marked points of \( \mathcal{D}_{\ell(A)} \times \{1\} \) from left to right, and we connect its \( \mathcal{P} \)-interior vertices to the punctures of \( \mathcal{D}_{\ell(A)} \times \{1\} \) according to \( \sigma \). Now, following the given braid \( \beta \), we connect the marked points of \( \mathcal{D}_{\ell(A)} \times \{0\} \) to the marked points of \( \mathcal{D}_{\ell(A)} \times \{1\} \) with *wires* in \( \partial \mathcal{D}_{\ell(A)} \times [0, 1] \) and we connect the punctures of \( \mathcal{D}_{\ell(A)} \times \{0\} \) to the punctures in \( \mathcal{D}_{\ell(A)} \times \{1\} \) with *strands* in the interior of the cylinder \( \mathcal{D}_{\ell(A)} \times [0, 1] \). See Figure [16]

The major difference with (closed) braided strand diagrams is that a strand starting from a \( \mathcal{P} \)-interior vertex of the top forest may not be connected to a vertex of the bottom tree. We refer to such a strand as a *free strand*. We also refer to a wire that ends at a vertex of the bottom tree without ancestors as a *free wire*. By extension, we
Definition 4.2. Let $\Delta_1 = (A, \beta, \sigma, B)$ be an open braided strand diagram. A second diagram $\Delta_2$ is isocephalese to $\Delta_1$, written $\Delta_1 \approx \Delta_2$, if $\Delta_2 = (A, \beta', \sigma, B)$ for some $\beta'$ represented by a strand diagram such that the non-free strands are vertical and always in front of the free strands. Equivalently, $\beta'$ fixes (up to isotopy) a collection of straight arcs in the disc starting from the non-free punctures and ending on the lower part of the boundary.

Figure 16 gives two examples of isocephalese open diagrams. Observe that, on open diagrams, being isocephalese defines an equivalence relation.

Dipoles, dipole reductions, and equipotence are defined in the same way as for braided strand diagrams. See Definitions 2.5 and 2.6. By reproducing the proof of Proposition 2.7 word by word, one also shows that an open braided strand diagram is equipotent to a unique reduced diagram, allowing us to define the reduction of an open diagram. Note that free strands and free wires are never part of a dipole.

In the rest of the article, we are not interested in all the open diagrams but only in those that come from closed diagrams. More formally:

Definition 4.3. A closable open $(\mathcal{P}, w)$-diagram, or clopen for short, is an open $(w, \ast)$-diagram $(A, \beta, \sigma, B)$ such that there exists a $(\mathcal{P}, w)$-diagram $(A, \beta, B')$ - which we consider as an open $(\mathcal{P}, w)$-diagram $(A, \beta, \sigma', B')$ by letting $\sigma'$ be the bijection induced by $\beta$ - such that $B$ can be obtained from $B'$ by removing $\mathcal{P}$-interior vertices and where $\sigma, \sigma'$ agree on the $\mathcal{P}$-interior vertices of $B$.

Graphically, a clopen $(\mathcal{P}, w)$-diagram is just a (closed) $(\mathcal{P}, w)$-diagram from which one removes $\mathcal{P}$-interior vertices in the bottom forest. Figure 17 provides examples of open diagrams that are not closable. Observe that an open diagram obtained from a clopen diagram by adding or removing dipoles is still closable. Also, if two open diagrams are isocephalese and if one of them is closable, then the other one must be closable as well.
4.3 Cube complex and action

In all this section, we fix an arboreal semigroup presentation $\mathcal{P} = \langle A \mid R \rangle$ and a baseword $w \in A^+$. Our goal is to construct a cube complex on which the Chambord group acts naturally.

**Definition 4.4.** Let $M(\mathcal{P}, w)$ be the cube complex

- whose vertices are the classes of clopen $(\mathcal{P}, w)$-diagrams given by the equivalence relation generated by being equipotent or isocephalese;
- whose edges link two diagrams $(A, \beta, \sigma, B)$ and $(A, \beta, \sigma', B')$ when $B'$ is obtained from $B$ by removing a root and when $\sigma, \sigma'$ agree on the $\mathcal{P}$-interior vertices of $B'$;
- whose $k$-cubes fill in all the subgraphs in the one-skeleton isomorphic to the one-skeleton of a $k$-cube, $k \geq 2$.

If $(A, \beta, \sigma, B)$ is an open $(\mathcal{P}, w)$-diagram, we denote by $[A, \beta, \sigma, B]$ the corresponding vertex of the cube complex $M(\mathcal{P}, w)$.

Definition 4.4 gives a short description of our cube complex, but we need more precise characterisations of its vertices and edges. First, we observe that two open diagrams $\Phi$ and $\Psi$ are isocephalese if and only if their reductions are isocephalese.

**Lemma 4.5.** Let $\Phi, \Psi$ be two clopen $(\mathcal{P}, w)$-diagrams. If $[\Phi] = [\Psi]$ then there exist two isocephalese diagrams $\Phi', \Psi'$ respectively obtained from $\Phi, \Psi$ by reducing dipoles.

**Proof.** Our lemma is a straightforward consequence of the following observation, where the arrow $\rightarrow$ means that the right diagram is obtained from the left diagram by reducing a dipole. The first two points give us information on the commutation between the reduction operations and being isocephalese, and the last two show local confluence properties.

**Fact 4.6.** Let $A, B, C$ be three clopen $(\mathcal{P}, w)$-diagrams. The following assertions hold:

- If $A \approx B \rightarrow C$, then there exists some $B'$ such that $A \rightarrow B' \approx C$.
- If $A \leftarrow B \approx C$, then there exists some $B'$ such that $A \approx B' \leftarrow C$.
- If $A \neq C$ and $A \rightarrow B \leftarrow C$, then there exists some $B'$ such that $A \leftarrow B' \rightarrow C$.
- If $A \neq C$ and $A \leftarrow B \rightarrow C$, then there exists some $B'$ such that $A \rightarrow B' \leftarrow C$.

Indeed, if $[\Phi] = [\Psi]$, then there exists a sequence $\Delta_0 = \Phi, \Delta_1, \ldots, \Delta_k = \Psi$ such that, for every $0 \leq i \leq k - 1$, $\Delta_i \approx \Delta_{i+1}$ or $\Delta_i \rightarrow \Delta_{i+1}$ or $\Delta_i \leftarrow \Delta_{i+1}$. By applying the commutation rules given by Fact 1.6, we find a new sequence $\Xi_0 = \Phi, \Xi_1, \ldots, \Xi_r, \Xi_r = \Psi$ and two indices $0 \leq p \leq q \leq r$ such that $\Delta_i \rightarrow \Delta_{i+1}$ for every $0 \leq i \leq p - 1$, $\Delta_i \approx \Delta_{i+1}$ for every $p \leq i \leq q - 1$, and $\Delta_i \leftarrow \Delta_{i+1}$ for every $q \leq i \leq r - 1$. Setting $\Phi' := \Xi_p$ and $\Psi' := \Xi_q$, yields the desired diagrams.

**Corollary 4.7.** Let $\Phi, \Psi$ be two clopen $(\mathcal{P}, w)$-diagrams. Then $[\Phi] = [\Psi]$ if and only if the reductions of $\Phi$ and $\Psi$ are isocephalese.

**Proof.** If $[\Phi] = [\Psi]$ then, according to Lemma 4.5, there exist two isocephalese diagrams $\Phi', \Psi'$ respectively obtained from $\Phi, \Psi$ by reducing dipoles, i.e. $\Phi \rightarrow \cdots \rightarrow \Phi' \approx \Psi' \leftarrow \cdots \leftarrow \Psi$. Let $\Phi''$ denote the reduction of $\Phi'$. Because $\Phi'' \leftarrow \cdots \leftarrow \Phi' \approx \Psi'$, it follows from Fact 4.6 that there exists some $\Psi''$ such that $\Phi'' \approx \Psi'' \leftarrow \cdots \leftarrow \Psi'$. Observe that if, among two isocephalese diagrams, one of them is reduced, then the other must be reduced as well. Consequently, $\Psi''$ has to be reduced. But we know that $\Psi''$ can be...
obtained from $\Psi$ by reducing dipoles, so $\Psi''$ coincides with the reduction of $\Psi$. Thus, we have proved that the reductions $\Phi'', \Psi''$ of $\Phi, \Psi$ are isocephalese. The converse is clear.

Next, we identify a few elementary operations on open diagrams that allow us to pass from one vertex to one of its neighbours. Given an open $(\mathcal{P}, w)$-diagram $\Phi = (A, \beta, \sigma, B)$, we say that a diagram $\Psi$ is:

- a top expansion of $\Phi$ if there exist a $\mathcal{P}$-leaf $a \in A$, corresponding to a free wire, such that $\Psi$ is obtained by adding the $k$ children of $a$ to $A$, by replacing the isolated vertex $b$ of $B$ attached by a wire to $a$ with a collection of $k$ isolated vertices, by replacing the wire connecting $a$ and $b$ with $k$ wires connecting the children of $a$ to the $k$ new isolated vertices of $B$ from left to right, and by adding a free strand starting from $a$ parallel to the previous wires;

- a bottom expansion of $\Phi$ if $\Psi = (A, \beta, \sigma', B')$ such that $B$ can be obtained from $B'$ by removing a $\mathcal{P}$-interior vertex and such that $\sigma, \sigma'$ agree on the $\mathcal{P}$-interior vertices of $B$;

- a top contraction of $\Phi$ if $\Phi$ is a top expansion of $\Psi$;

- a bottom contraction of $\Phi$ if $\Phi$ is a top expansion of $\Psi$.

We refer to Figure 18 for an illustration of these elementary operations. Notice that an open diagram obtained from a clopen diagram by a top expansion or a bottom contraction is necessarily closable. However, the same observation may not hold for top contractions and bottom expansions. Note also that a top contraction can be obtained as a reduction of a suitable bottom extension.

**Lemma 4.8.** Let $\Phi, \Psi$ be two reduced clopen $(\mathcal{P}, w)$-diagrams. Assume that $[\Phi]$ and $[\Psi]$ are adjacent vertices in $M(\mathcal{P}, w)$. Then exactly one of the following assertions occurs:

- $\Psi$ is isocephalese to a top expansion of $\Phi$;
- $\Psi$ is isocephalese to a top contraction of $\Phi'$ for some $\Phi'$ isocephalese to $\Phi$;
- $\Psi$ is isocephalese to a bottom contraction of $\Phi$;
- $\Psi$ is isocephalese to a bottom expansion of $\Phi'$ for some $\Phi'$ isocephalese to $\Phi$.

**Proof.** First, assume that there exist clopen $(\mathcal{P}, w)$-diagrams $(A, \beta, \sigma, B)$ and $(A, \beta, \sigma', B')$ such that $B'$ is obtained from $B$ by removing a $\mathcal{P}$-interior vertex and such that $[\Phi] = \Psi$ is isocephalese to a top expansion of $\Phi$;

- $\Psi$ is isocephalese to a top contraction of $\Phi'$ for some $\Phi'$ isocephalese to $\Phi$;
- $\Psi$ is isocephalese to a bottom contraction of $\Phi$;
- $\Psi$ is isocephalese to a bottom expansion of $\Phi'$ for some $\Phi'$ isocephalese to $\Phi$.
$[A, \beta, \sigma, B]$ and $[\Psi] = [A, \beta, \sigma', B']$. As a consequence of Corollary 4.7 there exists some $\Phi'$ (resp. $\Psi'$) isocephalese to $\Phi$ (resp. $\Psi$) that is the reduction of $(A, \beta, \sigma, B)$ (resp. $(A, \beta, \sigma', B')$). Let $b \in B$ denote the vertex that does not belong to $B'$ and write $\Phi' = (R, \alpha, \varepsilon, S)$. We distinguish two cases.

Assume that $b \in S$. In other words, we add dipoles to $\Phi'$ to get $(A, \beta, \sigma, B)$, we remove the vertex $b$ (which does not belong to these dipoles), and we reduce the diagram to get $\Psi'$. Clearly, the reduction kills all the dipoles added to $\Phi'$, so $\Psi' = (R, \alpha, \varepsilon, S \setminus \{b\})$. In other words, $\Psi'$ is the bottom contraction of $\Phi'$ over $b$.

Assume that $b \notin S$. In other words, we add dipoles to $\Phi'$ to get $(A, \beta, \sigma, B)$, we remove the bottom vertex $b$ of a dipole, and we reduce the diagram to get $\Psi'$. Clearly, the reduction kills all the dipoles added to $\Phi'$ but the one containing $b$. So passing from $\Phi'$ to $\Psi'$ amounts to adding a single dipole and removing its bottom vertex, i.e. $\Psi'$ is a top expansion of $\Phi'$.

Thus, we have proved that $\Psi$ is isocephalese to $\Psi'$, which is either a bottom contraction or a top expansion of $\Phi' \approx \Phi$. By symmetry, it follows that, if our clopen $(P, w)$-diagrams $(A, \beta, \sigma, B)$ and $(A, \beta, \sigma', B')$ are such that $[\Phi] = [A, \beta, \sigma', B']$ and $[\Psi] = [A, \beta, \sigma, B]$, then $\Phi$ is isocephalese to $\Psi'$, which is either a bottom expansion or a top contraction of $\Phi' \approx \Phi$.

In order to conclude the proof of our lemma, it suffices to observe that applying a top expansion or a bottom contraction commutes with the relation of being isocephalese. More precisely, if $\Theta$ is an open diagram, if $p$ (resp. $q$) is a vertex in its top forest (resp. bottom forest), and if $\Theta'$ is a diagram isocephalese to $\Theta$, then the diagrams obtained from $\Theta$ and $\Theta'$ by applying a top expansion over $p$ (resp. a bottom contraction over $q$) are isocephalese.

Now, we want to describe how the Chambord group $C(P, w)$ acts on $M(P, w)$. Let $(R, \alpha, S) \in C(P, w)$ be an element and $[A, \beta, \sigma, B] \in M(P, w)$ a vertex. By adding dipoles, we find two diagrams $(R', \alpha', S') \equiv (R, \alpha, S)$ and $(A', \beta', \sigma', B') \equiv (A, \beta, \sigma, B)$ such that $S' = A'$. Then we set

$$(R, \alpha, S) \cdot [A, \beta, \sigma, B] = [R', \beta' \alpha', \sigma', B'].$$

Of course, we need to justify that the vertex thus defined does not depend on the choices we made and we need to verify that such a definition yields an action of $C(P, w)$ on $M(P, w)$ by automorphisms. This can be done by following almost word for word the arguments from Section 2.4 where we showed that the concatenation between elements of $C(P, w)$ is well-defined and yields a group law. Some explanation is given below, but we refer to Section 2.4 when the arguments are identical.

A well-defined... First, given our group element $(R, \alpha, S) \in C(P, w)$ and our vertex $[A, \beta, \sigma, B] \in M(P, w)$, the diagrams $(R', \alpha', S')$ and $(A', \beta', \sigma', B')$ can be constructed by adding dipoles like in Lemma 2.9. By following Claim 2.13 we know that adding more dipoles than needed leads to dipoles in $(R', \beta' \alpha', \sigma, B')$ so that it does not modify the result up to equipotence. Moreover, because $(A', \beta', \sigma', B')$ is closable, $(R', \beta', \alpha', \sigma', B')$ must be a clopen $(P, w)$-diagram. Finally, it is clear that replacing $(A, \beta, \sigma, B)$ with a diagram isocephalese to it yields a diagram isocephalese to our result $(R', \beta' \alpha', \sigma', B')$. Thus, the vertex $[R', \beta' \alpha', \sigma', B']$ is well-defined and it does not depend on the choices we made.

...action... Given two elements $a, b \in C(P, w)$ and a vertex $x \in M(P, w)$, we can write $a \equiv (A, \alpha, B)$, $b \equiv (B, \beta, C)$, and $x = [C, \gamma, \sigma, D]$, and we have

$$a \cdot (b \cdot x) = [A, (\gamma \cdot \beta) \cdot \alpha, \sigma, D] = [A, \gamma \cdot (\beta \alpha), \sigma, D] = (ab) \cdot x.$$
Moreover, the neutral element $e(w)$ of $C(P, w)$ acts trivially since
\[e(w) \cdot x = (C, \text{id}, C) \cdot [C, \gamma, \sigma, D] = [C, \gamma, \sigma, D] = x.\]
Thus, we have defined an action by permutations on the vertices of $M(P, w)$.

**by automorphisms.** In order to show that our action on the vertices of $M(P, w)$
extends to an action on the whole cube complex by automorphisms, it suffices to verify
that adjacency between vertices is preserved. So let $x, y \in M(P, w)$ be two adjacent
vertices and let $g \in C(P, w)$ be an element. By construction of $M(P, w)$, we can write,
up to switching $x$ and $y$, $x = [A, \beta, \mu, P]$ and $y = [A, \beta, \nu, Q]$ where $Q$ is obtained from
$P$ by removing a $P$-interior vertex (which has to be a root). By adding dipoles, we can
write $g \equiv (R, \alpha, A')$, $x = [A', \beta', \mu', P']$, and $y = [A', \beta', \nu', Q']$; and the key observation
is that $Q'$ can still be obtained from $P'$ by removing a $P$-interior vertex. We have
$g \cdot x = [R, \beta'\alpha, \mu', P']$ and $g \cdot y = [R, \beta'\alpha, \nu', Q']$, so $g \cdot x$ and $g \cdot y$ are still adjacent in
$M(P, w)$, as desired.

Thus, we have constructed an action of the Chambord group $C(P, w)$ on the cube
complex $M(P, w)$ by automorphisms. We conclude this section by recording a few
properties of this action.

**Lemma 4.9.** Every vertex $x$ in $M(P, w)$ admits a $C(P, w)$-translate that is of the form
$[T, \text{id}, \emptyset, \eta(m)]$, where $\emptyset$ is the empty map and where $m$ is the word obtained by reading
the $A$-labels from left to right of the roots of the bottom forest in any representative of $x$.

We recall that, given a word $m \in A^+$, $\eta(m)$ denotes the $(P, m)$-forest with no edges. In
other words, $\eta(m)$ is a collection of isolated vertices such that the word $m$ is obtained by reading their $A$-labels from left to right. Lemma [4.9] will be often used in the next
section in order to simplify the proofs. It justifies why we defined vertices of $M(P, w)$
as classes of clopen diagrams instead of more general open diagrams.

**Proof of Lemma 4.9.** Let $x \in M(P, w)$ be a vertex. Write $x$ as $[A, \beta, \sigma, B]$ for some
clopen $(P, w)$-diagram $(A, \beta, \sigma, B)$. By definition of being closable, there must exist a
(closed) $(P, w)$-diagram $(A, \beta, B^+) = (A, \beta, \sigma^+, B^+)$ such that $B$ can be obtained from
$B^+$ by removing $P$-interior vertices and such that $\sigma, \sigma^+$ agree on the $P$-interior vertices
of $B$. Then the reduction $g$ of $(B^+, \beta^{-1}, A)$ is an element of $C(P, w)$ and we have
\[g \cdot x = (B^+, \beta^{-1}, A) \cdot [A, \beta, \sigma, B] = [B^+, \text{id}, \sigma, B].\]
Observe that $(B^+, \text{id}, \sigma, B)$ can be obtained from $(B^+, \text{id}, B^+)$ by removing $P$-interior vertices in the bottom forest. Because $(B^+, \text{id}, B^+)$ has reduction $e(w)$, this shows that the $P$-interior vertices of $B$ in $(B^+, \text{id}, \sigma, B)$ disappear in the reduction, i.e. there exists a $(P, w)$-forest $T$ such that $(T, \text{id}, \emptyset, \eta(m))$ is the reduction of $(B^+, \text{id}, \sigma, B)$, where $m$ denotes the word obtained by reading from left to right the $A$-labels of the roots of $B$. We conclude that $g \cdot x = [T, \text{id}, \emptyset, \eta(m)]$, as desired. \qed

As it will be observed later, it turns out that the stabiliser in $C(P, w)$ of a cube in
$M(P, w)$ must fix a vertex. Consequently, in order to understand cube-complexes it is
sufficient to understand vertex-stabilisers. This is done by our next lemma (combined with
Lemma 4.9).

**Lemma 4.10.** Let $x \in M(P, w)$ be a vertex of the form $[A, \text{id}, \emptyset, \eta(m)]$. Then, with
respect to the action $C(P, w) \curvearrowright M(P, w)$,
\[\text{stab}(x) = \{g \in C(P, w) \mid g \equiv (A, \beta, A), \beta \text{ arbitrary}\} .\]
As a consequence, $\text{stab}(x)$ is isomorphic to the braid group $B_{\text{cl}(A), \ell(A)}$. 29
Proof. Let $g \in C(P, w)$ be an element stabilising $x$. By adding dipoles to $g$, we know that $g$ is equipotent to a diagram whose bottom forest contains $A$ as a prefix, i.e. we can write $g \equiv (R, \alpha, A \otimes P)$. Here, the notation $A \otimes P$ refers to a $P$-forest obtained from $A$ and another $P$-forest $P$, such that the word obtained by reading from left to right the $A$-labels of the roots of $P$ coincides with the word obtained by reading from left to right the $A$-labels of the $P$-leaves of $A$, by identifying the roots of $P$ with the $P$-leaves of $A$ from left to right (so by gluing $P$ below $A$). Observe that, by adding dipoles to $(A, \text{id}, \emptyset, \eta(m))$, we can write $x$ as $[A \otimes P, \text{id}, \sigma, P]$. In $(A \otimes P, \text{id}, \sigma, P)$, the braid connected to a $P$-interior vertex $p \in P$ in the bottom forest must be connected to the same $p$ in the top forest $A \otimes P$ (identifying $P$ with its image in $A \otimes P$). Consequently, $(\ast) \sigma : \iota(P) \hookrightarrow \iota(A \otimes P)$ is induced by the obvious embedding $P \hookrightarrow A \otimes P$.

Because $g$ stabilises $x$, we have

$$[A, \text{id}, \emptyset, \eta(m)] = x = g \cdot x = [R, \alpha, \sigma, P],$$

which implies, according to Corollary 4.7, that the reduction of $(R, \alpha, \sigma, P)$ is isocophalese to $(A, \text{id}, \emptyset, \eta(m))$, or, equivalently, is of the form $(A, \beta, \emptyset, \eta(m))$. Thus, there exists a sequence of dipole reductions transforming $(R, \alpha, \sigma, P)$ into $(A, \beta, \emptyset, \eta(m))$. As a consequence of the observation $(\ast)$ above, it is possible to add vertices to the bottom forest of $(R, \alpha, \sigma, P)$ in order to get the closed diagram $(R, \alpha, A \otimes P)$. The previous sequence of dipole reductions applied to $(R, \alpha, A \otimes P)$ then leads to the diagram $(A, \beta, A)$. We conclude that $g \equiv (R, \alpha, A \otimes P)$ must be equipotent to $(A, \beta, A)$. Conversely, every element of $C(P, w)$ equipotent to a diagram of this form clearly stabilises $x$. 

\[ 4.4 \text{ CAT(0)ness} \]

From now on, we fix an arboreal semigroup presentation $P = \langle A \mid R \rangle$ and a baseword $w \in A^+$. This section is dedicated to the proof of the following statement:

**Theorem 4.11.** $M(P, w)$ is a CAT(0) cube complex.

Recall that a cube complex is CAT(0) if it is simply connected and if the links of its vertices are simplicial flag complexes. An alternative description is given by the proposition below. In its statement, given a graph $X$, we refer to the **cube-completion** $X^{\Box}$ as the cube complex obtained from $X$ by filling in every subgraph isomorphic to the one-skeleton of a cube with cube of the corresponding dimension.

**Proposition 4.12.** Let $X$ be a connected graph. Assume that

- the cube-completion $X^{\Box}$ is simply connected;
- $X^{\Box}$ satisfies the 3-cube condition (i.e. three pairwise distinct squares that share a vertex and that pairwise share an edge must span a 3-cube);
- $X$ does not contain copy of the complete bipartite graph $K_{3,2}$.

Then $X^{\Box}$ is a CAT(0) cube complex.

The converse of the proposition also holds, but this observation will not be used in the sequel. Although not stated explicitly, Proposition 4.12 is contained in the proof of [Che00, Theorem 6.1].

Our goal below is to verify that Proposition 4.12 applies to the cube complex $M(P, w)$. We begin by proving that our cube complex is connected.
Proposition 4.13. Let $(A, \beta, \sigma, B)$ be a $(w, *)$-diagram. The distance between $[A, \beta, \sigma, B]$ and $[\varepsilon(w)]$ in $M(\mathcal{P}, w)$ is equal to $i(A) + i(B)$. As a consequence, $M(\mathcal{P}, w)$ is connected.

Proof. By removing all the $\mathcal{P}$-interior vertices in $B$, we construct a path in $M(\mathcal{P}, w)$ of length $i(B)$ from $[A, \beta, \sigma, B]$ to $[A, \beta, 0, \eta(m)]$ for some word $m$. (Recall that $\eta(m)$ denotes the $(\mathcal{P}, w)$-forest with no edges.) Observe that $[A, \beta, 0, \eta(m)] = [A, \text{id}, \emptyset, \eta(m)]$. Now, by adding $\mathcal{P}$-interior vertices to $\eta(m)$ we obtain in order to create dipoles with the $\mathcal{P}$-interior vertices in $A$, we construct a path in $M(\mathcal{P}, w)$ of length $i(A)$ from $[A, \text{id}, \emptyset, \eta(m)]$ to $[A, \text{id}, \text{id}, A] = [\varepsilon(w)]$. Our path from $[A, \beta, \sigma, B]$ to $[\varepsilon(w)]$ has total length $i(A) + i(B)$ as desired. Conversely, it is clear from Lemma 4.8 that a path from $[A, \beta, \sigma, B]$ to $[\varepsilon(w)]$ must have length at least $i(A) + i(B)$.

The second step towards the proof of Theorem 4.11 is to show that our cube complex is simply connected.

Proposition 4.14. $M(\mathcal{P}, w)$ is simply connected.

In order to prove our proposition, we need to introduce a convenient height function: given a $(w, *)$-diagram $\Delta = (A, \beta, \sigma, B)$, we set $h(\Delta) := i(A) - i(B)$. Observe that the height remains the same after reduction of a dipole and that it is constant on a class of isocephalese diagrams. As a consequence, it makes sense to refer to the height of a vertex of $M(\mathcal{P}, w)$. Observe that the heights of any two adjacent vertices always differ by one. Also, notice that the height of a vertex is preserved by the action of $C(\mathcal{P}, w)$. Indeed, given a vertex $x \in M(\mathcal{P}, w)$ and an element $g \in C(\mathcal{P}, w)$, fix two representatives $(A, \alpha, B)$ and $(B, \beta, \sigma, C)$ of $g$ and $x$ respectively. Then $(A, \beta \alpha, \sigma, C)$ represents $gx$. Hence

$$h(gx) = i(A) - i(C) = i(B) - i(C) = h(x),$$

proving the desired assertion.

Proof of Proposition 4.14. Given a loop $\gamma$ in the one-skeleton of $M(\mathcal{P}, w)$, we define its support in the following way. Let $[\Phi_0], \ldots, [\Phi_{n-1}]$ denote the vertices of $\gamma$, where each $\Phi_i$ is reduced. For every $0 \leq i \leq n - 1$, write $\Phi_i$ as $(A_i, \beta_i, \sigma_i, B_i)$. Now, define supp$(\gamma)$ as the forest that is the union of all the $A_i$. Of course, $\Phi_i$ is not the unique reduced diagram representing the vertex $[\Phi_i]$, but, according to Corollary 4.7, the $(\mathcal{P}, w)$-forest $A_i$ does not depend on this choice. Thus, the support of $\gamma$ is well-defined.

Our goal is to show that $\gamma$ can be modified, up to homotopy, in order to get a single vertex.

If $\gamma$ backtracks along an edge, then the modification just consists in removing this backtrack. Now, assume that $\gamma$ does not backtrack along an edge and is not reduced to a single vertex. Then there exists some $i \in \mathbb{Z}_n$ such that $h(\Phi_i) < h(\Phi_{i-1}), h(\Phi_{i+1})$. As a consequence of Lemma 4.8, $\Phi_{i-1}$ and $\Phi_{i+1}$ are isocephalese (in fact, without loss of generality, equal) to either a top expansion or a bottom contraction of $\Phi_i$. So four cases may happen.

- $\Phi_{i-1}$ and $\Phi_{i+1}$ are two top expansions of $\Phi_i$, i.e. there exist two distinct $\mathcal{P}$-leaves $a_{i-1}, a_{i+1} \in A_i$ such that $\Phi_{i-1}, \Phi_{i+1}$ are respectively the top expansions of $\Phi_i$ over $a_{i-1}, a_{i+1}$. Let $\Phi'_i$ denote the diagram obtained by applying simultaneously the top expansions over $a_{i-1}, a_{i+1}$. Observe that the top $(\mathcal{P}, w)$-forest of $\Phi'_i$ coincides with $A_{i-1} \cup A_{i+1}$, that $h(\Phi'_i) > h(\Phi_i)$, and that $[\Phi_{i-1}], [\Phi_i], [\Phi_{i+1}]$, and $[\Phi'_i]$ are the vertices of a square in $M(\mathcal{P}, w)$.

- $\Phi_{i-1}$ and $\Phi_{i+1}$ are two bottom contractions of $\Phi_i$, i.e. there exist two distinct roots $b_{i-1}, b_{i+1} \in B_i$ such that $\Phi_{i-1}, \Phi_{i+1}$ are respectively the bottom contractions of $\Phi_i$.
Let \( \Phi'_i \) denote the diagram obtained by applying simultaneously the bottom contractions over \( a_{i-1}, a_{i+1} \). Observe that the top \((\mathcal{P}, w)\)-forest of \( \Phi'_i \) coincides with \( A_i \), and that \([\Phi_{i-1}], [\Phi_i], [\Phi_{i+1}]\), that \( h(\Phi'_i) > h(\Phi_i) \), and \([\Phi'_i]\) are the vertices of a square in \( M(\mathcal{P}, w) \).

- \( \Phi_{i-1} \) is a top expansion of \( \Phi_i \) and \( \Phi_{i+1} \) is a bottom contraction of \( \Phi_i \), i.e. there exist a \( \mathcal{P} \)-leaf \( a \in A_i \) (resp. a root \( b \in B_i \)) such that \( \Phi_{i-1} \) (resp. \( \Phi_{i+1} \)) is the top expansion of \( \Phi_i \) over \( a \) (resp. the bottom contraction of \( \Phi_i \) over \( b \)). Let \( \Phi' \) denote the diagram obtained by applying simultaneously our top expansion and bottom contraction. Observe that the top \((\mathcal{P}, w)\)-forest of \( \Phi' \) coincides with \( A_i \), that \( h(\Phi'_i) > h(\Phi_i) \), and that \([\Phi_{i-1}], [\Phi_i], [\Phi_{i+1}]\), and \([\Phi'_i]\) are the vertices of a square in \( M(\mathcal{P}, w) \).

- The remaining case is symmetric to the previous one, switching the indices \( i \) and \( i + 1 \).

The key observation is that, by replacing \([\Phi_i]\) with \([\Phi'_i]\) along \( \gamma \), one obtains a new loop \( \gamma' \) that is homotopy equivalent to \( \gamma \), whose length is equal to that of \( \gamma \), whose support lies in \( \text{supp}(\gamma) \), and such that the sum of the heights of its vertices is larger than the same sum for \( \gamma \).

We iterate the process, creating a sequence of loops \( \gamma, \gamma', \gamma'', \ldots \) that are all homotopy equivalent. Observe that this sequence must be finite because the total height of each loop (i.e. the sum of the heights of all the vertices) is bounded above by \( \text{length}(\gamma) \cdot |\text{supp}(\gamma)| \). But the only possibility for our sequence to stop is that one of the loops is reduced to a single vertex.

The third step towards the proof of Theorem \[4.1\] is to verify that the one-skeleton of \( M(\mathcal{P}, w) \) is \( K_{3,2} \)-free.

**Proposition 4.15.** The one-skeleton of \( M(\mathcal{P}, w) \) does not contain a copy of the complete bipartite graph \( K_{3,2} \).

We begin by proving a preliminary lemma. But before even stating it, let us observe that the vertices of \( M(\mathcal{P}, w) \) are naturally labelled by pairs of \( \mathcal{P} \)-forests. Indeed, if \( x \in M(\mathcal{P}, w) \) is a vertex, then there exists a reduced diagram \((A, \beta, \sigma, \sigma, B)\) such that \( x = [A, \beta, \sigma, B] \). As a consequence of Corollary \[4.7\] the pair \((A, B)\) does not depend on the reduced diagram we chose. Therefore, the pair \((A, B)\) naturally labels the vertex \( x \).

Of course, distinct vertices may be labelled by the same pair. It follows from Lemma \[4.8\] that, when passing from a vertex to one of its neighbours, one adds/removes all the children of a \( \mathcal{P} \)-leaf to/from the top forest \( A \) (for convenience, we denote by \( c(a) \) the collection of all the children of such a \( \mathcal{P} \)-leaf \( a \in A \)) or one adds/removes a \( \mathcal{P} \)-interior vertex to/from the bottom forest \( B \). Such a labelling of the vertices of \( M(\mathcal{P}, w) \) will be quite useful in the next proofs.

**Lemma 4.16.** Let \((p, q, r, s)\) be a simple 4-cycle in the one-skeleton of \( M(\mathcal{P}, w) \). If \( h(p) < h(q) \) then \( h(s) < h(r) \).

**Proof.** Assume for contradiction that \( h(p) < h(q) \) and \( h(s) > h(r) \). By orienting the edges in our cycle from low height to high height, four orientations are possible, as illustrated by Figure \[19\]. Three of them are clearly impossible:

- if \( h(p) > h(s) \) and \( h(q) > h(r) \), then we must have \( h(q) = h(r) + 1 \) but also \( h(q) = h(p) + 1 = h(s) + 2 = h(r) + 3 \), a contradiction;
- if \( h(s) > h(p) \) and \( h(r) > h(q) \), the configuration is symmetric to the previous one;
Thus, we have found the contradiction $\Phi$ can be applied in order to get children of $\Psi$ strands in $\Phi$ and $p$ representative of $\Psi$.

Because we cannot have $p$ in such a way that the sequence of bottom forests is of the form $a$, necessarily $\Phi$, proving that $\Psi$ and $\Phi$ are isocephalese. Thus, we have found the contradiction $p = [\Phi'] = [\Psi'] = r$. Otherwise, assume that $a = a'''$. Here, the situation is simpler because we know from Lemma 4.8 that diagrams representing $q$ and $s$ can be obtained from a fixed representative of $p$ by applying top expansions over $a$ and $a'''$. (We do not need to consider diagrams isocephalese to our representative of $p$.) The equality $a = a'''$ immediately implies that $p = q$, again a contradiction.

Cases (ii) and (iii). Following the cycle clockwisely starting from $s$ in case (ii), and anticlockwisely starting from $q$ in case (iii), the vertices are labelled by pairs of $P$-forests in such a way that the sequence of bottom forests is of the form $B, B, B, B, B \{b\}$. Because we cannot have $B = B \{b\}$, we get a contradiction.

Case (iv). Following the cycle clockwisely starting from $q$, the vertices are labelled by pairs of $P$-forests in such a way that the sequence of top forests is of the form $A, A, A, A \{c(a), (A \cup c(a)) \cup c(a') \}$. Because we must have $A = (A \setminus c(a)) \cup c(a')$, necessarily $a = a'$. But this implies that $q = s$, a contradiction.

Figure 19: On the left, the four possible orientations of our square; on the right, the four possible colourings of our square (the top edges are black, the bottom edges grey).

- if $h(p) > h(s)$ and $h(r) > h(q)$, then $h(p) = h(s)+1 = h(r)+2 = h(q)+3 = h(p)+4$, a contradiction.
Figure 20: On the left, the four possible colourings of our square; on the right, our colouring of $K_{3,2}$. (The top edges are black, the bottom edges grey.)

Proof of Proposition 4.15. As a consequence of Lemma 4.8, the edges of $M(\mathcal{P}, w)$ can be naturally labelled as top and bottom, depending on whether they correspond to a top or bottom expansion/contraction. We begin by proving the following general observation:

Claim 4.17. Two opposite edges in a square are either both top or both bottom.

Assume for contradiction that there exists a square in $M(\mathcal{P}, w)$ with two opposite edges one of them being top and the other bottom. Then one of the configurations illustrated by Figure 20 occurs.

- In the first configuration, the sequence of bottom forests indexing the vertices of our cycle is of the form $B, B, B, B, B\{b\}$. Since $B$ cannot coincide with $B\{b\}$, we get a contradiction.

- In the second configuration, the sequence of top forests indexing the vertices of our cycle is of the form $A, A, A, A, A\{a\}$. Since $A$ cannot coincide with $A\{a\}$, we get a contradiction.

- In the third configuration, the sequence of top forests indexing the vertices of our cycle, starting from bottom left vertex $v$, is of the form $A, A, A, A\cup c(a), A\cup c(a), (A\cup c(a))\setminus c(a')$. Because $A$ must agree with $(A\cup c(a))\setminus c(a')$, necessarily $a = a'$. It follows that the two edges starting from $v$ coincide, a contradiction.

- In the fourth configuration, the sequence of top forests indexing the vertices of our cycle is of the form $A, A, A, A\cup c(a), A\cup c(a)\cup c(a')$. Since $A$ cannot coincide with $A\cup c(a)\cup c(a')$, we get a contradiction.

This concludes the proof of our claim.

Now assume that $M(\mathcal{P}, w)$ contains a copy of $K_{3,2}$. Let $a$ and $b$ denote the two vertices of degree 3 in $K_{3,2}$. As a consequence of Lemma 4.9 we can assume without loss of generality that the three oriented edges containing $a$ are top and go away from $a$. Indeed, Lemma 4.9 shows that we can assume that $a$ is represented by a diagram whose bottom forest is trivial, and the only way to increase the height of such a vertex is to perform a top contraction. It follows from Lemma 4.16 and Claim 4.17 that our configuration is all illustrated by Figure 20. Then we can find a $\mathcal{P}$-forest $A$ and vertices $u_1, u_2, v_1, v_2, w_1, w_2$ such that $a$ is indexed by the top forest $A$, $b$ by the top forest

$$A\cup c(u_1)\cup c(u_2) = A\cup c(v_1)\cup c(v_2) = A\cup c(w_1)\cup c(w_2),$$

while the three other vertices are indexed by the top forests $A\cup c(u_1)$, $A\cup c(v_1)$, and $A\cup c(w_1)$. Necessarily, $\{u_1, u_2\} = \{v_1, v_2\} = \{w_1, w_2\}$. So $u_1 = v_1$ or $v_1 = w_1$ or $u_1 = w_1$. In each case, we deduce that, in our copy of $K_{3,2}$, two vertices of degree 2 coincide, a contradiction. This completes the proof of our lemma.
Finally, we prove that our cube complex $M(P, w)$ satisfies the 3-cube condition.

**Proposition 4.18.** $M(P, w)$ satisfies the 3-cube condition.

**Proof.** Let us consider three squares pairwise intersecting along an edge with a vertex common to all of them. As a consequence of Lemma 4.16, the edges of these squares can be oriented by the height function (from low to high height) in four ways, as illustrated by Figure 21. In the three first configurations, there is a unique vertex $x$ that is of minimal height. As a consequence of Lemma 4.9, we can assume without loss of generality that $x$ is of the form $[A, \text{id}, \emptyset, \eta(m)]$. Then, it follows from Lemma 4.8 that our configurations are as described by Figure 22. In the three cases, the missing vertex of our 3-cube is respectively, $[A \cup \mathcal{c}(a_1) \cup \mathcal{c}(a_2) \cup \mathcal{c}(a_3), \text{id}, \emptyset, \eta(m)]$, $[A \cup \mathcal{c}(a_1) \cup \mathcal{c}(a_3), \text{id}, \emptyset, \eta(m)]$, and $[A \cup \mathcal{c}(a_2), \text{id}, \emptyset, \eta(m)]$.

From now on, we focus on the fourth configuration of Figure 21. Let $x$ denote the bottom vertex. As a consequence of Lemma 4.9, we can assume without loss of generality that $x$ is of the form $[A, \text{id}, \emptyset, \eta(m)]$. We deduce from Lemma 4.8 that the vertices of the lower square are as given by Figure 23. According to Claim 4.17, two cases may happen, depending on whether the three vertical edges are all top or all bottom. In the former case, the remaining vertices of our three squares are given by the left configuration of Figure 23 and $[A \setminus \mathcal{c}(a_3), \text{id}, \emptyset, \eta(m)]$ is the missing vertex of our 3-cube. In the latter case, the remaining vertices of our three squares are given by the right configuration of Figure 23, where $B$ is a forest with a single $P$-interior vertex and where $(A \cup \mathcal{c}(a_1), \alpha, \sigma, B)$ (resp. $(A \cup \mathcal{c}(a_2), \alpha_2, B)$, $(A \cup \mathcal{c}(a_1) \cup \mathcal{c}(a_2), \alpha_12, \sigma_{12}, B)$) is a diagram obtained from $(A \cup \mathcal{c}(a_1), \text{id}, \emptyset, \eta(m))$ (resp. $(A \cup \mathcal{c}(a_2), \text{id}, \emptyset, \eta(m))$, $(A \cup \mathcal{c}(a_1) \cup \mathcal{c}(a_2), \text{id}, \emptyset, \eta(m)))$ by a bottom expansion. If $(A, \alpha_1, B)$ denote the diagram obtained from $(A \cup \mathcal{c}(a_1), \alpha, \sigma, B)$ by a top contraction over $a_1$, we claim that $[A, \alpha_1, \sigma_1, B]$ is the missing vertex of our
3-cube. It is clearly adjacent to \([A, \text{id}, \emptyset, \eta(m)]\) and \([A \cup c(a_1), \alpha, \sigma, B]\), but it remains to show that it is also adjacent to \([A \cup c(a_2), \alpha_2, \sigma_2, B]\). We know that

- from \((A, \alpha_1, \sigma_1, B)\), applying a top expansion over \(a_1\) yields \((A \cup c(a_1), \alpha, \sigma, B)\);
- from \((A \cup c(a_1), \alpha, \sigma, B)\), applying a bottom contraction over the \(P\)-interior vertex of \(B\) yields \((A \cup c(a_1), \text{id}, \emptyset, \eta(m))\);
- from \((A \cup c(a_1), \text{id}, \emptyset, \eta(m))\), applying a top contraction over \(a_1\) yields \((A, \text{id}, \emptyset, \eta(m))\);
- from \((A, \text{id}, \emptyset, \eta(m))\), applying a top expansion over \(a_2\) yields \((A \cup c(a_2), \text{id}, \emptyset, \eta(m))\);
- from \((A \cup c(a_2), \text{id}, \emptyset, \eta(m))\), applying a bottom expansion yields \((A \cup c(a_2), \alpha_2, \sigma_2, B)\).

Along this sequence of transformations of diagrams, the two top expansion and contraction over \(a_1\) cancel out, as well as the two bottom expansion and contraction, showing that \((A \cup c(a_2), \alpha_2, \sigma_2, B)\) can be obtained from \((A, \alpha_1, \sigma_2, B)\) by a top expansion over \(a_2\). Thus, the vertices \([A, \alpha_1, \sigma_1, B]\) and \([A \cup c(a_2), \alpha_2, \sigma_2, B]\) are adjacent, as desired.

\[\square\]

**Proof of Theorem 4.11.** As a consequence of Propositions 4.13, 4.14, 4.15, and 4.18 we know that Proposition 4.12 applies, proving that \(M(P, w)\) is a CAT(0) cube complex, as desired.

\[\square\]

**Remark 4.19.** The construction of our CAT(0) cube complex can be adapted in order to construct a CAT(0) cube complex \(Q_a(P, w)\) (resp. \(Q_p(P, w)\)) on which the annular diagram group \(D_a(P, w)\) (resp. the planar diagram group \(D_p(P, w)\)) described in Section 2.5 acts. Such a cube complex coincides with the complex constructed in [Far03, Far05], illustrated in Section 4.1 for Thompson’s group \(V\). Then, the labelling of the vertices of \(M(P, w)\) by pairs of forests actually comes from a natural projection \(M(P, w) \rightarrow Q_p(P, w)\), which turns out to be equivariant with respect to the canonical epimorphism \(C(P, w) \rightarrow D_p(P, w)\). It can be shown that the quotients \(M(P, w)/C(P, w)\) and \(Q_p(P, w)/D_p(P, w)\) are isomorphic, providing a complex of braid groups whose fundamental group is \(C(P, w)\) and whose underlying complex has fundamental group \(D_p(P, w)\). Then, the previous projection \(M(P, w) \rightarrow Q_p(P, w)\) turns out to be a development (see [BH99] Chapter II.12).

5 A few applications

In this section, we record a few direct applications of the actions of Chambord groups on the CAT(0) cube complexes constructed in Section 4.
Fixed-point properties. First, we turn to the proof of Theorem 1.2, which states that the only groups satisfying the property \((FW_\omega)\) that can be embedded into Chambord groups must be finite. Recall that a group satisfies the property \((FW_\omega)\) if all its actions on CAT(0) cube complexes without infinite cubes are elliptic. Let us observe that a group with property \((FW_\omega)\) in particular does not surject onto \(\mathbb{Z}\). We begin by proving the theorem for braid groups.

Lemma 5.1. For all \(p,q \geq 0\), every infinite subgroup in \(B_{p,q}\) virtually surjects onto \(\mathbb{Z}\).

Proof. Because the pure subgroup \(PB_p \leq B_{p,q}\) has finite index \(q \cdot p!\), it suffices to show that every non-trivial subgroup \(H \leq PB_p\) surjects onto \(\mathbb{Z}\). We argue by induction over \(p\). If \(p \leq 1\), then \(PB_p\) is trivial and there is nothing to prove. If \(p \geq 2\), then we know thanks to a famous theorem due to Artin that the morphism \(PB_p \to PB_{p-1}\) that forgets the last strand has a free kernel. Either \(H\) has a non-trivial image under this morphism, and our induction hypothesis implies that \(H\) surjects onto \(\mathbb{Z}\), or \(H\) lies in the free kernel, and the conclusion is clear.

Corollary 5.2. For all \(p,q \geq 0\), every subgroup in \(B_{p,q}\) satisfying the property \((FW_\omega)\) must be finite and hence in particular cyclic.

Proof. It is well-known that, if a group \(G\) contains a finite-index subgroup \(K\) acting on a cell complex \(X\), then \(G\) itself naturally acts on the Cartesian product \(X^{[G:K]}\). This implies that the property \((FW_\omega)\) passes from a group to its finite-index subgroups. Our corollary follows from this observation and from Lemma 5.1. Using the exact sequence from Section 2.3 we see that finite subgroups of \(B_{p,q}\) have to be cyclic.

Proof of Theorem 1.2. Let \(P = (A \mid R)\) be an arboreal semigroup presentation, \(w \in A^+\) a baseword, and \(H \leq C(P,w)\) a subgroup satisfying the property \((FW_\omega)\). Because a group acting on a median graph with bounded orbits has to stabilise a cube, necessarily \(H\) stabilises a cube with respect to the action of \(C(P,w)\) on \(M(P,w)\). In fact, it has to fix a vertex:

Claim 5.3. The stabiliser in \(C(P,w)\) of a cube of \(M(P,w)\) must fix a vertex.

Indeed, it follows from Lemma 4.16 that a cube contains a unique vertex of minimal height. Since the height function is preserved by the action of \(C(P,w)\), our claim follows. Therefore, we deduce from Lemmas 4.10 and 4.9 that \(H\) embeds into \(B_{p,q}\) for some \(p,q \geq 0\). We conclude from Lemma 5.2 that \(H\) must be finite.

Torsion elements. Following the lines of [GLU22, Theorem 4.3], one can exploit the CAT(0) cube complexes we constructed in order to show that finite subgroups in Chambord groups are necessarily cyclic and to classify the possible orders of finite-order elements (depending on the arboreal semigroup presentation and the baseword). Because this is already done for asymptotically rigid mapping class groups in [GLU22], we do not pursue this direction further and leave the details to the reader. In this article, we restrict ourselves to the following observation about pure subgroups, as defined at the end of Section 2.4:

Proposition 5.4. Pure subgroups in Chambord groups are torsion-free.

Proof. Let \(P = (A \mid R)\) be an arboreal semigroup presentation and \(w \in A^+\) a baseword. As a consequence of Claim 5.3, a finite-order element in \(C(P,w)\) must fix a vertex of the cube complex \(M(P,w)\). But it follows from Lemmas 4.10 and 4.9 that \(PC(P,w)\) acts on \(M(P,w)\) with torsion free vertex-stabilisers. The desired conclusion follows.
Finite presentability. Following [WZ19], an action on a CAT(0) cube complex can be used in order to prove that some group is not finitely presented. For instance, such a strategy applies to the braided lamplighter group $\text{br} \mathcal{L}$ briefly discussed in Section 3.3. In fact, thanks to [GT21], it can be proved that the lamplighter group $\mathbb{Z} \wr \mathbb{Z}$ (as well as many other wreath products) does not admit a finitely presented braided version. More precisely:

**Proposition 5.5.** Let $A$ be a non-trivial group and $H$ an infinite group. Assume that they do not contain non-abelian free subgroups. If a group $G$ satisfies a short exact sequence

$$1 \longrightarrow B_\infty \longrightarrow G \longrightarrow A \wr H \longrightarrow 1,$$

where $B_\infty$ denotes the group of finitely supported braids on infinitely many strands, then $G$ is not finitely presented.

**Proof.** Assume for contradiction that $G$ is finitely presented. As a consequence of [GT21], the quotient map $G \twoheadrightarrow A \wr H$ factors through a quotient $\bar{G}$ that is acylindrically hyperbolic. Let $B$ denote the image of $B_\infty$ in $\bar{G}$. Observe that $B$ is a normal subgroup in $\bar{G}$. We distinguish two cases.

Assume first that $B$ is finite. Then $G/B_\infty$, which is isomorphic to $A \wr H$, surjects onto $\bar{G}/B$. Because $\bar{G}$ contains a non-abelian free subgroup, as any acylindrically hyperbolic group, so does $G/B$ since $B$ is finite. It follows that $A \wr H$, and a fortiori $A$ or $H$, contains a non-abelian free subgroup, contradicting our assumptions.

Next, assume that $B$ is infinite. Let $X$ be a hyperbolic space on which $\bar{G}$ acts non-elementarily and acylindrically. As an infinite normal subgroup, the induced action of $B$ on $X$ must be non-elementary [Osi16, Lemma 7.2], which implies that there exist two loxodromic elements $a, b \in B$ generating a free group. Let $\alpha, \beta \in B_\infty$ be two pre-images respectively of $a, b$. If $\gamma \in B_\infty$ is a braid that sends the supports of $\alpha, \beta$ sufficiently far away, then $\gamma \alpha \gamma^{-1}$ commutes with $\alpha$ and $\beta$. A fortiori, if $g$ denotes the image of $\gamma$ in $B$, then so does $gag^{-1}$ with $a$ and $b$. Since $gag^{-1}$ must stabilise quasi-axes of $a$ and $b$, it follows that $gag^{-1}$ is elliptic. We conclude that $a$ is elliptic, a contradiction. $\square$

6 Polycyclic subgroups

This last section is dedicated to the main application of the CAT(0) cube complexes constructed in Section 4. Namely, we want to prove that, in Chambord groups, polycyclic groups are virtually abelian and undistorted. For this purpose, the following statement, which shows that every action of a polycyclic group on a CAT(0) cube complex essentially factorises through an abelian quotient, will be central.

**Theorem 6.1 ([Gen22]).** Let $G$ be a polycyclic group acting on a CAT(0) cube complex $X$. Then $G$ contains a finite-index subgroup $H$ such that

$$E := \{ g \in H \mid g \text{ is elliptic in } X \}$$

defines a normal subgroup of $H$ with $H/E$ free abelian.

Observe that replacing $G$ with the finite-index subgroup $H$ is necessary because the product of two elliptic isometries may not be elliptic. For instance, consider the usual action of the infinite dihedral group $D_\infty$ on a bi-infinite line. However, the product of two commuting elliptic isometries is again elliptic, making the conclusion of Theorem 6.1 clear when $G$ is abelian.
6.1 Abelian subgroups are undistorted

In this section, we focus on the distortion of specific subgroups in Chambord groups. Recall that, given a group \( G \) and a finitely generated subgroup \( H \leq G \), \( H \) is undistorted if, for every finitely generated subgroup \( K \leq G \) containing \( H \), the inclusion \( H \to K \) is a quasi-isometric embedding. The section is dedicated to the proof of the following statement:

**Theorem 6.2.** Let \( \mathcal{P} = \langle A \mid R \rangle \) be an arboreal semigroup presentation and \( w \in A^+ \) a baseword. Finitely generated abelian subgroups in \( C(\mathcal{P}, w) \) are undistorted.

The strategy is to apply the following general observation, which is of independent interest:

**Proposition 6.3.** Let \( G \) be a group acting on a \( \text{CAT}(0) \) cube complex. Assume that vertex-stabilisers are undistorted in \( G \) and have their finitely generated abelian subgroups undistorted. Then finitely generated abelian subgroups in \( G \) are undistorted.

In order to prove Proposition 6.3, we need the next preliminary lemma. Given a \( \text{CAT}(0) \) cube complex \( X \), we denote by \( \| \cdot \| \) the corresponding translation length function, defined by

\[
\|g\| := \lim_{n \to +\infty} \frac{1}{n} d(x_0, g^n \cdot x_0), \quad g \in \text{Isom}(X), \quad x_0 \in X \text{ basepoint}.
\]

It is well-known that the limit exists and does not depend on the basepoint \( x_0 \) we choose.

**Lemma 6.4.** Let \( A \) be a finitely generated abelian group acting properly on a \( \text{CAT}(0) \) cube complex. There exists some \( C > 0 \) such that \( \|a\| \geq C \cdot |a|_A \) for every \( a \in A \), where \( |\cdot|_A \) denotes the word length with respect to \( A \).

**Proof.** As a consequence of [Woo17], \( A \) stabilises a subcomplex \( Y \) that is \( \text{CAT}(0) \) and finite-dimensional, and it follows from the flat torus theorem [BH99, Theorem II.7.1] that \( Y \) contains a \( \text{CAT}(0) \)-convex flat \( F \) on which \( A \) acts properly and cocompactly. Fix a point \( x_0 \in F \). As a consequence of the Milnor-Švarc lemma, there exist constants \( C_1, C_2 > 0 \) such that \( d_2(a \cdot x_0, b \cdot x_0) \geq C_1 \cdot |a^{-1}b|_A - C_2 \) for all \( a, b \in A \), where \( d_2 \) denotes the \( \text{CAT}(0) \) metric. Because \( Y \) is finite-dimensional, we also know that the metrics \( d \) and \( d_2 \) are biLipschitz equivalent on \( Y \). In particular, there exists a constant \( C_3 > 0 \) such that \( d(x, y) \geq C_3 d_2(x, y) \) for all vertices \( x, y \in Y \). Then

\[
\|a\| \geq C_3 \lim_{n \to +\infty} \frac{1}{n} d_2(x_0, a^n \cdot x_0) \geq C_1 C_3 \lim_{n \to +\infty} \frac{1}{n} \left( |a^n|_A - C_2 / C_3 \right)
\]

for all \( a \in A \). This concludes the proof of our lemma. \qed

**Proof of Proposition 6.3** Assume for contradiction that \( G \) contains a distorted finitely generated abelian subgroup \( A \). Up to replacing \( G \) with a finitely generated subgroup containing \( A \), we assume that \( G \) is finitely generated. The fact that \( A \) is distorted in \( G \) precisely means that there exist elements \( g_n \in A \) such that \( |g_n|_G / |g_n|_A \to 0 \) as \( n \to +\infty \).

As a consequence of Proposition 6.1, up to replacing \( A \) by a finite index subgroup, we can assume that \( A \) is a direct product \( A_1 \oplus A_2 \) where \( A_1 \) is elliptic and \( A_2 \) purely loxodromic. (This can also be shown directly without using Proposition 6.1). Again up to replacing \( A \) with a finite-index subgroup, we assume without loss of generality that \( A_1 \) fixes a vertex. For every \( n \geq 0 \), fix \( a_n \in A_1 \) and \( b_n \in A_2 \) such that \( g_n = a_n b_n \). We distinguish two cases.
First, assume that there exists some \( C > 0 \) such that \( |b_n|_A \geq C \cdot |g_n|_A \) for every \( n \geq 0 \). Because \( \| \cdot \| \) satisfies a triangle inequality, we have \( \|g_n\| \leq C_1 \cdot |g_n|_G \) for every \( n \geq 0 \), where \( C_1 \) is the maximum of \( \|s\| \) where \( s \) is one of our generators of \( G \). Also, observe that, since \( A_1 \) is elliptic, the equality \( \|g_n\| = \|b_n\| \) holds for every \( n \geq 0 \). By combining these two observations with Lemma 6.4, we find some constant \( C_2 > 0 \) such that

\[
C_2 \cdot |g_n|_A \leq C_2 \cdot |b_n|_A \leq \|b_n\| = C_1 \cdot |g_n|_G
\]

for every \( n \geq 0 \). We obtain a contradiction by dividing by \( |g_n|_A \) and by letting \( n \) go to infinity.

Next, assume that \( |b_n|_A/|g_n|_A \to 0 \) as \( n \to +\infty \). Up to extracting a subsequence, this amounts to assuming the previous case does not happen. Because vertex-stabilisers are undistorted in \( G \) and have their finitely generated abelian subgroups undistorted, there exists some \( C > 0 \) such that \( |a_n|_G \geq C \cdot |a_n|_A \) for every \( n \geq 0 \). We have

\[
|g_n|_G \geq |a_n|_G - |b_n|_G \geq C \cdot |a_n|_A - |b_n|_A
\]

\[
\geq C (|a_n|_A + |b_n|_A) - (C + 1) \cdot |b_n|_A = C \cdot |g_n|_A - (C + 1) \cdot |b_n|_A
\]

for every \( n \geq 0 \). We obtain a contradiction by dividing by \( |g_n|_A \) and by letting \( n \) go to infinity. 

Thus, in order to prove Theorem 6.2, it remains to verify that the vertex-stabilisers characterised by Lemma 4.10 are undistorted in the Chambord group under consideration. This is done by our next proposition.

**Proposition 6.5.** Let \( P = \langle A \mid R \rangle \) be an arboreal semigroup presentation, \( w \in A^+ \) a baseword, and \( A \) a \((P,w)\)-forest. The braid subgroup

\[
B_A := \{ g \in C(P, w) \mid g \equiv (A, \alpha, A) \text{ for some braid } \alpha \in B_{i(A), \ell(A)} \}
\]

is undistorted in \( C(P, w) \).

**Proof.** Recall that, for all \( p, q \geq 0 \), the subgroup \( B_p \) of \( B_{p,q} \) is given by the braids that fix each marked point on the boundary \( \partial \mathcal{P}_{p,q} \) (or, in other words, whose wires are vertical straight lines). In the sequel, denote the “true” braid associated to an \( \alpha \in B_p \), namely the braid obtained from \( \alpha \) by keeping its strands but removing its wires, as \( \alpha^o \).

First, we define a projection \( \pi_A : C(P, w) \to B_A^- \), where

\[
B_A^- := \{ g \in C(P, w) \mid g \equiv (A, \alpha, A) \text{ for some } \alpha \in B_{i(A), \ell(A)} \}
\]

as follows. Given a reduced diagram \( g \in C(P, w) \), we add dipoles in order to write \( g \equiv (R, \alpha, S) \) where \( R \) contains \( A \) as a prefix. Next, we set \( \pi_A(g) := (A, \hat{\alpha}, A) \) where \( \hat{\alpha} \in B_{i(A)} \) is the braid such that \( \hat{\alpha}^o \) is obtained from \( \alpha^o \) by removing the strands that are not connected to a \( P \)-interior vertex of the prefix \( A \) in the top forest \( R \). It is worth noticing that \( \hat{\alpha} \) does not depend on the representative \( (R, \alpha, S) \) we chose, because strands connected to possible extra dipoles are removed anyway, so \( \pi_A \) is well-defined. Also observe that \( \pi_A \) restricts to the identity on \( B_A^+ \).

Next, given an element \( g \in C(P, w) \) and an integer \( k \geq 0 \), we set

\[
\mathcal{B}_k(g) := \{ \alpha \in B_k \mid \alpha^o \text{ subbraid of } \beta^o \text{ of size } k, \ g \equiv (R, \beta, S) \}
\]

where \( \alpha^o \) being a subbraid of \( \beta^o \) of size \( k \) means that \( \alpha^o \) is obtained from \( \beta^o \) by removing all but \( k \) strands. Observe that:
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Claim 6.6. For all $a, b \in C(P, w)$, there exists some $\beta \in \mathcal{B}_l(A)(b)$ such that the equality $\pi_A(ab) = \pi_A(a) \cdot (A, \beta, A)$ holds.

Write $a \equiv (R, \mu, S)$ and $b \equiv (S, \nu, T)$ where $R$ contains $A$ as a prefix. Let $\hat{\mu} \in \mathcal{B}_l(A)$ be such that $\hat{\mu}^\circ$ is the subbraid of $\mu^\circ$ containing the strands connected to the $P$-interior vertices of $A$ in $R$, and let $\hat{\nu} \in \mathcal{B}_l(A)$ be such that $\hat{\nu}^\circ$ is the subbraid of $\nu^\circ$ containing the strands connected to the $P$-interior vertices of $S$ that are the endpoints of the strands in $\hat{\mu}$. Then we have

$$\pi_A(ab) = (A, \hat{\nu}\hat{\mu}, A) = (A, \hat{\mu}, A) \cdot (A, \hat{\nu}, A) = \pi_A(a) \cdot (A, \hat{\nu}, A)$$

where $\hat{\nu} \in \mathcal{B}_l(A)(b)$. This concludes the proof of our claim.

Our next observation is the key point of the argument:

Claim 6.7. For all $g \in C(P, w)$ and $k \geq 0$, the set $\mathcal{B}_k(g)$ is finite.

During the proof of the claim, the following terminology will be needed. For all $p, q \geq 0$, let us say that two strands $s_1, s_2$ in a braid $\alpha \in \mathcal{B}_{p,q}$ are parallel if there exist two arcs $a_1 \subset \mathcal{D}_{p,q} \times \{0\}$, resp. $a_2 \subset \mathcal{D}_{p,q} \times \{1\}$, connecting the endpoints of $s_1, s_2$ in $\mathcal{D}_{p,q} \times \{0\}$, resp. in $\mathcal{D}_{p,q} \times \{1\}$, and lying in the lower part of the disc such that $a_1 \cup s_2 \cup a_2$ and $s_1$ are homotopic (with fixed endpoints) in the complement of the strands distinct from $s_1, s_2$ in $\mathcal{D}_{p,q} \times [0,1]$. (This amounts to saying, up to isotopy, there exists a ribbon in $(\text{lower part of } \mathcal{D}_{p,q}) \times [0,1]$ disjoint from the strands different from $s_1, s_2$ such that two of its opposite sides are delimited by $s_1, s_2$ while its two remaining sides connect the endpoints of $s_1, s_2$ respectively in $\mathcal{D}_{p,q} \times \{0\}, \mathcal{D}_{p,q} \times \{1\}$.)

Now, fix some $g \in C(P, w)$, some $k \geq 0$, and some finite subset $\mathcal{B} \subset \mathcal{B}_k(g)$. Write $g = (R, \alpha, S)$. By adding dipoles, we then write $g \equiv (U, \beta, V)$ such that all the braids in $\mathcal{B}$ are given by subbraids of $\beta^\circ$. Observe that $U$ has to contain $R$ as a prefix. As a consequence of the following three observations, we know that, if $r$ is a $P$-leaf of $R$ and if $u \in U$ is one of its descendants, then the strands in $\beta$ starting from $r$ and $u$ are parallel.

- In a diagram, if a strand is parallel to a wire and if we expand this wire to get a dipole, then, in the new diagram, the previous strand is parallel to the new wires.
- In a diagram, if a strand is parallel to a wire and if we expand a distinct wire to get a dipole, then, in the new diagram, the previous strand is still parallel to the wire.
- In a diagram, if two strands are parallel to the same wire, then they are parallel.

Indeed, it follows from the first two points that, in $(U, \beta, V)$, a strand that is connected to a vertex $v$ not $P$-interior in $R \leq U$ must be parallel to the wires indexed by the $P$-leaves of $U$ that are descendants of $v$. Next, we deduce from the third point that, for every vertex $v$ not $P$-interior in $R \leq U$, the strand connected to $v$ must be parallel to the strand connected to the $P$-leaf of $R$ that is a parent of $v$, as desired. Thus, up to parallelism, the number of strands in $\beta$ is at most the number of vertices $\# R$ of $R$.

Let $\mathcal{C}$ denote the parallel classes of strands in $\beta$, and define a map $\xi : \mathcal{B} \to \mathcal{C}^k$ that sends a subbraid of $\beta$ of size $k$ to the sequence of parallel classes of its $k$ strands (from left to right, seeing strands of an element in $\mathcal{B}$ as strands of $\beta$). Observe that, given an element of $\mathcal{B}$, replacing a strand with a parallel strand in $\beta$ may only modify the braid we get by a pre- and post-composition with an elementary twist that permutes two punctures along an arc in the lower half-disc. So, for every $\mu \in \mathcal{B}$, there exist at most $(k - 1)^2$ braids $\nu \in \mathcal{B}$ such that $\nu$ is obtained from $\mu$ by replacing a fixed strand
with another parallel strand. It follows that the pre-image of a single point under \( \xi \) has cardinality at most \((k-1)^2k\). We conclude that

\[ |\mathcal{B}| \leq k(k-1)^2k \cdot |\mathcal{S}| \leq k(k-1)^2k \cdot \#R. \]

Because our upper bound does not depend on \( \mathcal{B} \), we deduce that \( \mathcal{B}_k(g) \) must be finite. This completes the proof of Claim 6.7.

We are now ready to conclude the proof of our proposition. So let \( G \leq C(P, w) \) be a finitely generated subgroup containing \( \mathcal{B}_A \). Because \( \mathcal{B}_A \) has finite index in \( \mathcal{B}_A \), it suffices to show that \( \mathcal{B}_A \) is quasi-isometrically embedded in \( G \). Fix a finite symmetric generating set \( S \subset G \) and a finite generating set \( R \subset \mathcal{B}_A \) containing \( \bigcup_{s \in S} \{ g \in C(P, w) \mid g \equiv (A, \alpha, A) \text{ for some } \alpha \in \mathcal{B}_i(A)(s) \} \), which is possible thanks to Claim 6.7. Let \( \rho : G \rightarrow \mathcal{B}_A \) denote the restriction of \( \pi_A \) to \( G \). As a consequence of Claim 6.6 for every \( g \in G \) and every \( s \in S \), there exists some \( \varsigma \in \mathcal{B}_i(A)(s) \) such that \( \rho(g) = \rho(g) \cdot (A, \varsigma, A) \); observe that \( (A, \varsigma, A) \) represents an element of \( R \). Thus, \( \rho \) defines a Lipschitz quasi-retraction of \( G \) onto \( \mathcal{B}_A \), which implies that \( \mathcal{B}_A \) is quasi-isometrically embedded in \( G \).

**Proof of Theorem 6.2.** As biautomatic groups, braid groups have their (finitely generated) abelian subgroups undistorted (see for instance [BH99, Theorem III.Γ.4.10] and [ECH+92, Theorem 9.3.4]). As a consequence, the combination of Lemmas 4.9 and 4.10 with Proposition 6.5 shows that Proposition 6.3 applies, proving our theorem.

6.2 Polycyclic subgroups are virtually abelian

This section is dedicated to the proof of the following statement:

**Theorem 6.8.** For every locally finite planar tree \( A \), polycyclic subgroups in \( \text{mod}(A) \) are virtually abelian.

The theorem is stated for asymptotically rigid mapping class groups instead of more general Chambord groups because the proof is much easier and because our study deals with asymptotically rigid mapping class groups anyway. However, it is worth noticing that, since Remark 3.9 shows that a Chambord group always embeds into an asymptotically rigid mapping class group, the conclusion of Theorem 6.8 automatically holds for Chambord groups.

The three following preliminary lemmas will be needed in the proof of Theorem 6.8.

**Lemma 6.9.** Let \( G \) be a group all of whose infinite cyclic subgroups are undistorted. Then every finitely generated nilpotent subgroup in \( G \) must be virtually abelian.

**Proof.** Every finitely generated nilpotent subgroup that is not virtually abelian contains distorted cyclic subgroups, see for instance [Osi01].

**Lemma 6.10.** For every \( p \geq 0 \), the centraliser of an abelian subgroup in the braid group \( B_p \) has finite index in its normaliser.

**Proof.** Let \( H \leq B_p \) be an abelian subgroup. Observe that, necessarily, \( H \) must be finitely generated. Because \( B_p \) is biautomatic [ECH+92, Theorem 9.3.4], it follows from [DL16, Propositions 4.2 and 4.4] that, given a Cayley graph \( X \) of \( B_p \), there exists a vertex \( x \in X \) such that, for every \( h \in H \), \( h \) acts as a translation of some length \( \ell(h) \).
on a bi-infinite geodesic passing through $x$. Fix some $R \geq 1$ sufficiently large such that $S := \{ h \in H \mid \ell(h) \leq R \}$ generates $H$. Observe that $S$ is finite, since it lies in $\{ h \in H \mid d(x, h \cdot x) \leq R \}$, and that the action by conjugation on $H$ of the normaliser of $H$ in $\mathcal{B}_p$ stabilises $S$, since $\ell(\cdot)$ is conjugacy-invariant. By considering the kernel of this action, we conclude that the centraliser of $H$ in $\mathcal{B}_p$ has finite index in its normaliser, as desired.

\begin{lemma}[(GLU21)] Let $G$ be a finitely generated group acting on a CAT(0) cube complex without infinite cube. If the action is purely elliptic then it must be elliptic.
\end{lemma}

\begin{proof}[Proof of Theorem 6.8] Let $P \leq \text{mod}(A)$ be a polycyclic subgroup. According to Theorem 3.1, \text{mod}(A) is isomorphic to some Chambord group $C(P, w)$; so it acts on the CAT(0) cube complex $M(P, w)$. Then, we deduce from Theorem 3.1 that there exists a finite-index subgroup $\hat{P} \leq P$ such that $\mathcal{E} := \{ g \in \hat{P} \mid \text{ell}(g) \in M(P, w) \}$ is a normal subgroup in $\hat{P}$ and such that $\hat{P}/\mathcal{E}$ is free abelian.

It follows from the fact that $\hat{P}$ is polycyclic that $\mathcal{E}$ must be finitely generated. As a consequence of Lemma 6.11 and Claim 5.3, $\mathcal{E}$ fixes a vertex in $M(P, w)$. It follows from the characterisation of vertex-stabilisers given by Lemmas 4.9 and 4.10 (combined with Theorem 3.1) that $\mathcal{E}$ lies in $\text{Mod}(\Sigma)$ for some admissible subsurface $\Sigma$. From now on, we assume that $\Sigma$ is the unique admissible subsurface that is minimal with respect to the inclusion among the admissible subsurfaces $\Xi$ satisfying $\mathcal{E} \subset \text{Mod}(\Xi)$.

Because $\hat{P}$ normalises $\mathcal{E}$, it must stabilise $\Sigma$. (More precisely, every element in $\hat{P}$ can be represented by a homeomorphism $g$ satisfying $g\Sigma = \Sigma$.) Consequently, the morphism $\hat{P} \to \text{Aut}(\mathcal{E})$ given by the action of $\hat{P}$ on $\mathcal{E}$ by conjugation factorises through the inner automorphism group of $\text{Mod}(\Sigma)$, i.e. for every $g \in \hat{P}$ there exists some $h \in \text{Mod}(\Sigma)$ such that $g^\beta g^{-1} = h^\beta h^{-1}$ for every $\beta \in \text{Mod}(\Sigma)$. Let $\hat{P}$ denote the pre-image under this morphism of the inner automorphism group of $\text{Mod}(\Sigma, \partial \Sigma)$.

So far, we have a finite-index subgroup $\hat{P} \leq P$ that contains the normal subgroup $\hat{\mathcal{E}} := \mathcal{E} \cap \hat{P} \leq \text{Mod}(\Sigma, \partial \Sigma)$ such that $\hat{P}/\hat{\mathcal{E}}$ is free abelian and such that the action by conjugation of $\hat{P}$ on $\hat{\mathcal{E}}$ factorises through the inner automorphism group of $\text{Mod}(\Sigma, \partial \Sigma)$. But we know that, in $\text{Mod}(\Sigma, \partial \Sigma)$, solvable subgroups are virtually abelian [BLM83], so $\hat{\mathcal{E}}$ must be virtually abelian. Because polycyclic groups are subgroup separable [Mal58], there exists a finite-index subgroup $\hat{P} \leq \hat{P}$ such that $\hat{\mathcal{E}} := \hat{E} \cap \hat{P}$ is abelian. As a consequence of Lemma 6.10, $P$ virtually centralises $\mathcal{E}$, i.e. there exists a finite-index subgroup $\hat{P} \leq \hat{P}$ containing $\mathcal{E}$ in its center.

Now, $\hat{P}$ is nilpotent and it follows from Lemma 6.9 (which applies thanks to Theorems 6.2 and 3.1) that it must be virtually abelian, concluding the proof of our theorem.
\end{proof}

\section{Concluding remarks and open questions}

Let us summarise what we know about the structure of subgroups in asymptotically rigid mapping class groups.

**Finitely generated solvable subgroups.** Our main result shows that polycyclic subgroups must be virtually abelian and undistorted, so it is natural to ask if the conclusion holds for a more general family of finitely generated solvable groups. However, our next statement shows that this does not happen even for metabelian groups.

**Proposition 7.1.** Let $A$ be a locally finite planar tree. If $A$ admits a loxodromic isometry, then, for every $d \geq 1$, $\text{mod}(A)$ contains a copy of $\mathbb{Z} \wr \mathbb{Z}$ that has distortion at least polynomial of degree $d$.
The proposition applies for instance to the braided lamplighter group \( brL \) and the braided Ptolemy-Thompson groups \( brT_n := brT_{n,n+1} \) (see Section 3.3 for definitions).

Proof of Proposition 7.1. Let \( g \in \mathfrak{mod}(A) \) be a rigid homeomorphism induced by aloxodromic isometry of \( A \) and let \( \tau \) be a braid twisting some pair of punctures represented by two consecutive vertices along the axis of the previous isometry. Then \( \{ g^{2k} \tau g^{-2k} \mid k \in \mathbb{Z} \} \) is a collection of braids with pairwise disjoint supports, so it defines the basis of a free abelian subgroup of infinite rank. Moreover, \( \langle g^2 \rangle \) acts on it by conjugation: it shifts the generators of the free basis. It is clear that the subgroup \( \langle \tau, g \rangle \leq \mathfrak{mod}(A) \) is isomorphic to \( \mathbb{Z} \rtimes \mathbb{Z} \).

It is proved in [DO11] that, for every \( d \geq 1 \), \( \mathbb{Z}/\mathbb{Z} \) contains a copy of itself with distortion at least polynomial of degree \( d \). This concludes the proof of our proposition.

Also, observe that, in the conclusion of our main result, virtually abelian subgroups cannot be replaced with abelian subgroups since braid groups themselves contain virtually abelian subgroups that are not abelian. For instance, if \( \alpha, \beta \) are two braids having disjoint supports \( A,B \) and if \( \gamma \) is a twist that permutes \( A,B \), then \( \langle \alpha, \beta, \gamma \rangle \) decomposes as \( \mathbb{Z}^2 \rtimes \mathbb{Z} \) where \( \mathbb{Z} \) acts on \( \mathbb{Z}^2 \) by permuting the two direct factors. Clearly, \( \langle \alpha, \beta, \gamma \rangle \) is not abelian (indeed, \( \gamma \alpha \gamma^{-1} = \beta \)) but \( \langle \alpha, \beta, \gamma^2 \rangle \) is a free abelian subgroup of index two.

Large abelian subgroups. As shown by Proposition 7.1, asymptotically rigid mapping class groups may contain free abelian subgroups of infinite rank. It is natural to ask what kind of abelian subgroups can be found.

Question 7.2. Let \( A \) be a locally finite planar tree. Is an abelian subgroup in \( \mathfrak{mod}(A) \) necessarily a direct sum of cyclic groups? Can it contain \( \mathbb{Q} \) for instance?

The question about \( \mathbb{Q} \) is particularly intriguing. If we compare with other Thompson-like groups, close to our Chambord groups, we know that every abelian subgroup in a diagram group must be free [GS99, Theorem 16] but, on the other hand, the cyclic extension \( \hat{T} \) of Thompson’s group \( T \) contains \( \mathbb{Q} \) [BHM22].

Torsion subgroups. Finite subgroups in asymptotically rigid mapping class groups have been classified in [GLU22], and Theorem 1.2 proves that finitely generated torsion subgroups must be finite. This is sufficient to show that, in some cases, torsion subgroups are always finite.

Proposition 7.3. For all \( m \geq 1 \), \( n \geq 2 \) satisfying \( m \neq n-1 \), every torsion subgroup in \( brT_{n,m} \) must be finite.

Proof. As a consequence of Theorem 1.2 every finitely generated torsion subgroup in \( brT_{n,m} \) must be finite. Therefore, any torsion subgroup in \( brT_{n,m} \) must be a union of finite subgroups. However, we know from [GLU22, Theorem 4.7] that a finite subgroup in \( brT_{n,m} \) cannot be arbitrarily large, so the desired conclusion follows.

The case \( m = n-1 \) is less clear because \( brT_{n,n-1} \) contains finite-order elements of arbitrarily large order. Proposition 7.3 contrasts with the fact that Thompson’s group \( T \) contains infinite torsion subgroups such as \( \mathbb{Q}/\mathbb{Z} \) (see for instance [BKM11]). This leads naturally to the question:

Question 7.4. Does there exist a locally finite planar tree \( A \) such that \( \mathfrak{mod}(A) \) contains an infinite torsion subgroup?
Co-hopfian groups. The diagrammatic representations of Thompson’s groups $F, T, V$ can be used in order to prove that these groups are not co-hopfian, i.e. they contain proper copies of themselves. Following the terminology introduced in Section 4.1, this can be done by replacing the $(1, 2)$-diagram from the generating set of the groupoid with an arbitrary $(1, 2)$-diagram. However, as mentioned earlier, our braided diagrams are not naturally endowed with the structure of a groupoid, and a similar argument fails. Hence the question: when are asymptotically rigid mapping class groups co-hopfian? As a particular case:

**Question 7.5.** Are the braided Higman-Thompson groups $\text{br}T_{n,m}$ co-hopfian?
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