DISCRETE AND CONTINUOUS FRACTIONAL PERSISTENCE PROBLEMS – THE POSITIVITY PROPERTY AND APPLICATIONS

by

Jacky Cresson and Anna Szafrańska

Abstract. — In this article, we study the continuous and discrete fractional persistence problem which looks for the persistence of properties of a given classical (\(\alpha = 1\)) differential equation in the fractional case (here using fractional Caputo’s derivatives) and the numerical scheme which are associated (here with discrete Grünwald-Letnikov derivatives). Our main concerns are positivity, order preserving, equilibrium points and stability of these points. We formulate explicit conditions under which a fractional system preserves positivity. We deduce also sufficient conditions to ensure order preserving. We deduce from these results a fractional persistence theorem which ensures that positivity, order preserving, equilibrium points and stability is preserved under a Caputo fractional embedding of a given differential equation. At the discrete level, the problem is more complicated. Following a strategy initiated by R. Mickens dealing with non local approximations, we define a non standard finite difference scheme for fractional differential equations based on discrete Grünwald-Letnikov derivatives, which preserves positivity unconditionally on the discretization increment. We deduce a discrete version of the fractional persistence theorem for what concerns positivity and equilibrium points. We then apply our results to study a fractional prey-predator model introduced by Javidi and al.
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PART I

INTRODUCTION

In recent years, many models describing biology and epidemiology phenomena concerning population dynamics, dynamical behaviour of epidemic diseases, etc make use of fractional derivatives. These systems are most of the time fractional generalization of classical models, meaning that the classical derivative is directly replaced by a chosen notion of fractional derivative (Riemann-Liouville, Caputo, etc). Such kind of generalization can be described using the fractional embeddings formalism for ordinary differential equations introduced for example in [17, 13, 16]. Informally, let us consider a differential equation of the form

\[ \frac{dx}{dt} = f(x), \quad x \in \mathbb{R}^n, \quad n \in \mathbb{N}. \]  

We denote by \( D^\alpha \) a given choice of a fractional derivative (Riemann-Liouville, Caputo, etc). The fractional embedding of equation (1) is given by

\[ D^{\tilde{\alpha}} x = f(x), \quad x \in \mathbb{R}^n, \quad n \in \mathbb{N}, \]

where \( \tilde{\alpha} = (\alpha_1, \ldots, \alpha_n) \), \( x = (x_1, ts, x_n) \) and \( D^{\tilde{\alpha}} x = (D^{\alpha_1} x_1, \ldots, D^{\alpha_n} x_n) \).

In such a context, many natural questions arise which all deal with the persistence of some properties of the initial classical system under a fractional embedding. Even if the problem is first formulated in the continuous setting, the need for a numerical exploration of these generalizations will also produce a discrete analogue of this persistence problem.

1. Fractional persistence problem: the continuous case

The need for a fractional generalization of a given classical model is often due to new behaviors which can not be taken into account by the model. It is the case for example, for the mathematical model used for the dynamics of a dengue fever epidemic (see [36, 19]). In this situation, it can be useful to look for a fractional deformation of the initial system, trying to fit the fractional exponent of differentiation in order to catch properly the data (see for example [19], §3.2, p.617). During this procedure however, one must be very careful. Indeed, the initial system possess specific properties (range of value for the variables, symmetries, first integrals, variational structures, etc) which come from the phenomenon itself and have nothing to do with the underlying mathematical framework used to model it. This is in particular the case in biology and more specifically in population dynamics when dealing with densities of populations: each variable must remain between 0 and 1. As a consequence, we are lead to the following problem:

**Fractional persistence problem:** Assume that the underlying classical ODE (i.e. \( \alpha = 1 \)) satisfies a set of properties \( \mathcal{P} \). Under which conditions the fractional version satisfies also properties \( \mathcal{P} \)?
Previous results on this problem was derived for the persistence of symmetries and Noether type theorem (see [17], [9]) and also the persistence of a variational structure and more precisely a Lagrangian or Hamiltonian one (see [13], [14]).

In this paper, we answer the persistence problem under fractional embedding for what concerns the positivity property and the stability in the Caputo setting. Our result is limited to a large class of differential equations which arises naturally from the necessary and sufficient conditions for positivity of the classical underlying differential equation. We recover in particular under natural assumptions a class introduced by Dimitrov and Kojouharov in [18] and containing a large class of population dynamics models.

Previous results in this direction have been obtained and discussed by numerous authors but up to our knowledge, none of these works cover our result. Precisely, we have found two kind of works related to different strategies of proof.

- The first series of articles by Vasundgara Devi et al. in [45] and Girejko et al. [23] deal with a generalization of the classical proof of the Nagumo-Brezis theorem in the classical Viability theory. The article by Girejko et al. [23] provide explicit conditions for positivity (see Corollary 10, p.16) which reduce to the classical one. However, it seems that unfortunately the proof of their result is not complete (see [11]). The reason is that the generalization of the tangency condition in the fractional case is not correct. The result is corrected in [11] but no explicit conditions which can be easily check from the data of the fractional systems are given. Then, our result is not a consequence of these results and even our explicit conditions seems to be very difficult to deduce from the abstract tangency condition obtained in [11].

- More specific results exist in the literature, but the proofs which are given, in particular the one related to a generalized version of the mean value theorem [44] in the fractional case (see [33], §.4, Theorem 4.2 p. 2221 or [24], Property ii) p.4), ([39], Theorem 6 p.4 and Remark 3 p.2), ([4], Theorem 2 p.541)) are incomplete. In fact, these results always assume that solution of the fractional differential equations are such that the solution is continuous as well as the fractional derivative of this solution. This point is never proved or discussed in the previously cited article.

2. Fractional persistence problem: the discrete case

Having constructed a viable fractional system satisfying the basic properties, the basic problem is to study its dynamical behavior. However, as in the classical case and even more difficult, it is usually not possible to solve the fractional differential equations and to provide explicit solutions. As a consequence, we are leaded to a numerical study of these equations. There exists already some numerical scheme in the literature. The most popular is the famous Grünwald-Letnikov scheme (see for example [42] or [35]). When no fundamental properties of the fractional model need to be satisfied, then the classical Grünwald-Letnikov scheme gives, for a sufficiently small h, results which are in good agreement with the expected behavior of the system (see [42]).

In general, simulations are used to validate a given continuous model. When this model satisfies fundamental properties like positivity, stability, etc, then one must be sure that
the numerical scheme preserves these properties. The problem is that the convergence of a given numerical scheme is not sufficient to ensure the persistence of these properties at the discrete level. For example, the classical Grünwald-Letnikov scheme does not preserve positivity. So, the simulations that we obtain in this case can be completely unrealistic or producing artifacts with respect to the continuous model. We then formulate the following discrete version of the fractional persistence problem:

**Discrete fractional persistence problem**: Assume that the underlying classical ODE (i.e. $\alpha = 1$) satisfies a set of properties $\mathcal{P}$ and that these properties are preserved under the fractional embedding of the equation. Can we construct a discrete numerical scheme for the fractional equation such that the discrete analogue of the properties $\mathcal{P}$ are satisfied?

This problem is already known in the study of classical differential equations and is an active field of research. We refer in particular to the work of Ronald E. Mickens (see for example [32]) which has designed during the 80’s new finite differences scheme to preserve dynamical properties of classical differential equations which he called *non-standard methods*.

In this paper, we adapt the strategy of R. Mickens to the fractional case in the context of the positivity property. We define a non standard finite difference scheme for our class of fractional differential systems which preserves positivity. In particular, we prove the convergence of our scheme and give a comparison with results obtain by the classical Grünwald-Letnikov scheme.

Several authors have proposed numerical scheme for fractional differential equations. For example, and the list is not exhaustive, we refer to [42], [35], [37], [5], [6], etc. However, most of these schemes are not proved to be convergent. Moreover, up to our knowledge, none of these numerical schemes preserve positivity or stability.

### 3. Application: a fractional predator-prey model

In [25], the authors introduce a fractional predator-prey model and provide some numerical simulations. Numerous problems appears during this study.

- The fractional predator-prey model is a fractional embedding of a classical predator-prey model defined by S. Chakraborty and al. in [12] which generalizes H. Freedman’s two dimensional model with one carrying capacity (see [22], Chap.7, §7.3,p.147). The two models, classical and fractional, are not proved to satisfy the positivity property. However, as these models deal with population densities, they need to satisfy the positivity property in order to be viable.
- In [25], the authors use a particular numerical scheme due to Atanackovic and Stankovich in ([5], [6]). This method is not proved to be convergent and deserves more study as already pointed out in [6].
- Even assuming the convergence of the method, the numerical scheme produces for small value of the time step increment, numerical results which are not in accordance with the expected theoretical behaviour. In particular, the stability of the equilibrium points and positivity of the solutions are not preserved.
In this paper, using our results, we prove that the fractional predator-prey model satisfies the positivity property, allowing us to ensure the viability of the model. Moreover, applying our numerical scheme, we obtain a very good agreement with the expected theoretical behavior. We also perform several simulations in order to study the robustness of our scheme. We obtain numerical evidences that our numerical scheme produce simulations equivalent to the one obtained via the Grünwald-Letnikov method but with a time step increment at least ten times bigger.

4. Organization of the paper

The plan of the paper is the following. In Section 1 we remind some classical definition about the Caputo fractional derivatives and the discrete Grünwald-Letnikov fractional derivatives. We also recall classical results about existence and unicity of solutions for the Caputo Cauchy problem. In Section 3.3 we introduce our class of fractional differential systems generalizing classical models in biology and medicine. We prove in particular that these systems satisfy the positivity property. In Section III we define a non standard finite difference scheme for our class of fractional differential systems and prove its convergence as well as the fact that its preserves positivity. We also gives a comparison with the results obtain using a classical Grünwald Letnikov method on a toy model. The last Section is devoted to the numerical study of the fractional prey-predator model introduced in [25]. We focus on some specific problems related to the simulation provided in [25] using the numerical scheme of Atanackovic and Stankovich in [6]. In particular, we prove that in all these case, our numerical scheme behaves very nicely and for a time step increment at least ten times bigger as what is need in their computations.
PART II
CONTINUOUS FRACTIONAL PERSISTENCE PROBLEMS - THE
POSITIVITY PROPERTY

1. Reminder about fractional differential equations

This section contains the basic definitions and properties in the theory of the fractional
calculus.

1.1. Caputo’s fractional derivatives. — In first introduce the following notations. Let
\((a, b) \in \mathbb{R}^2\) such that \(a < b\). We denote by \(L^1\) the usual Lebesgue space and by \(AC := AC([a, b], \mathbb{R}^n)\) the space of absolutely continuous functions on \([a, b]\).

The left fractional Riemann-Liouville integrals of order \(\alpha > 0\) of \(x \in L^1\) is defined by

\[
I^\alpha_a[x](t) := \frac{1}{\Gamma(\alpha)} \int_a^t \frac{x(s)}{(t-s)^{1-\alpha}} ds, \quad t \in [a, b] \text{ q.e.}
\]

Recall that a function \(x \in AC\) if and only if there exists a couple \((c, \phi) \in \mathbb{R}^n \times L^1\) such
that

\[
x(t) = c + I^1_a[\phi](t), \quad t \in [a, b].
\]

In this case, we have \(c = x(a)\) and \(\phi(t) = \dot{x}(t), t \in [a, b]\) a.e.

**Definition 1.** — The Caputo differential operator of order \(\alpha > 0\) is given by

\[
^{c}D^\alpha_a x(t) = \frac{1}{\Gamma(m-\alpha)} \int_a^t \frac{d^m x(s)}{dt^m} (t-s)^{m-\alpha-1} ds,
\]

where \(\Gamma(\cdot)\) is the Euler gamma function and \(m = \lceil \alpha \rceil\) defines the smallest integer larger then \(\alpha\).

The Caputo derivative exists if and only if \(x \in AC\). In that case, one obtain the following representation

\[
^{c}D^\alpha_a x(t) = I^{1-\alpha}_a[\phi],
\]

where \(x\) is identified with a couple \((x(a), \phi)\) satisfying (4).

1.2. Existence and regularity of solutions. — Let us consider the general fractional
autonomous differential equation with Caputo derivative

\[
^{c}D^\alpha_a x = f(x),
\]

where \(f : \mathbb{R}^n \to \mathbb{R}^n\). This class of equation covers most of the known fractional models used
in applications to biology.

A local solution to the Cauchy problem is the data of a function \(x\) such that \(^cD^\alpha_a[x]\) exists
and satisfies equation (7).

A result from K. Diethlem gives some conditions which ensure the existence of local solutions for the Cauchy problem.
Theorem 1. — Let \( f \) be locally Lipschitz. Then there exists a unique local solution to the Cauchy problem \([7]\).

The condition on \( f \) to be locally Lipschitz is certainly not optimal. However, all the examples that we have in the following are satisfying this property. For more general class of functions in the context of weak solutions, we refer to the work of L. Bourdin \([7]\).

A useful regularity property of the solutions is :

Theorem 2. — Let \( f \) be locally Lipschitz and \( x \) be a local solution of the Cauchy problem. Then, we have \( x \in AC \) and \( \mathcal{D}^{\alpha}_{a^+}[x] \in C^0 \).

Proof. — If \( x \) is a solution of the fractional differential equation then it possesses a fractional Caputo derivative \( \mathcal{D}^{\alpha}_{a^+}[x] \). This implies that \( x \in AC \) and in particular that \( x \in C^0 \). As \( f \) is locally Lipschitz, we deduce that \( f(x) \in C^0 \) and as a consequence \( \mathcal{D}^{\alpha}_{a^+}[x] \in C^0 \).

This Theorem is precisely the missing argument in all the proofs that we have found using the generalized mean value theorem stated in \([44]\) (see below).

2. Linear stability and equilibrium points

2.1. Equilibrium points. — A useful property of the Caputo fractional embedding of differential equations is that it preserves exactly the set of equilibrium points. Indeed, we have :

Definition 2. — A point \( x_0 \) is an equilibrium point of \([7]\) if and only if the solution of of the Cauchy problem with \( x(0) = x_0 \) is such that \( x(t) = x_0 \) for all \( t \geq 0 \).

A useful characterization of equilibrium points is given by :

Lemma 1. — A point \( x_0 \) is an equilibrium point of \([7]\) if and only if \( f(t, x_0) = 0 \) for all \( t \geq 0 \).

As this characterization is not related to the left-hand side of the equation, we deduce :

Lemma 2. — The set of equilibrium points is exactly preserved under a Caputo fractional embedding.

2.2. Linear stability. — Usually, the dynamics of the classical differential equation is well studied for what concerns the equilibrium points and their stability. A natural question is then to see if the stability nature of a given equilibrium point is preserved under a Caputo fractional embedding. In the following, we restrict ourself to linear stability.

We use the definition of Lyapounov stability or simply stability of an equilibrium point. In the following, we denote by \( B(x, r) \) the open ball centered at \( x \) of radius \( r \), that is the set \( \{ y \in \mathbb{R}^n, \| y - x \| < r \} \) where \( \| \cdot \| \) denotes the canonical norm on \( \mathbb{R}^n \).

Definition 3. — An equilibrium point \( x_0 \) is said to be stable if for all \( \epsilon > 0 \), there exists a \( \delta > 0 \) such that for all \( x \in B(x_0, \delta) \) the solution \( \phi(t, x) \) stays in \( B(x_0, \epsilon) \) for all \( t \geq 0 \). If moreover, we have \( \lim_{t \to +\infty} \phi(t, x) = x_0 \) the equilibrium point is said to be asymptotically stable.
The problem of the stability of an equilibrium point for a non-linear Caputo fractional differential equation is difficult. We refer to [35] for some results in this direction. For linear systems however, the situation is simple and well understood. In particular, we have the following well known result due to D. Matignon [29].

**Theorem 3.** — Let us consider a linear Caputo fractional differential equation

\[ cD^\alpha_a [x] = A.x, \]

where \( A \) is a square matrix of dimension \( n \). The origin is stable if and only if the eigenvalues of \( A \), denoted by \( \lambda_i, i = 1, \ldots, n \) satisfy the condition

\[ | \arg(\lambda_i) | > \frac{\alpha \pi}{2}, \quad (S)_\alpha \]

where \( \arg(\lambda) \) denotes the argument of \( \lambda \in \mathbb{C} \).

It must be noted that for \( \alpha = 1 \), one recovers the classical result.

The concept of linear stability for an equilibrium point used the notion of *linearized equation* at a given equilibrium point \( x_0 \).

**Definition 4.** — Let \( x_0 \) be an equilibrium point of the Caputo fractional equation (7). The linearized equation associated to (7) at the equilibrium point \( x_0 \) is defined as

\[ cD^\alpha_{a+} [x] = Df(t, x_0).x, \]

where \( Df(x_0) \) is the differential of \( f \) at \( x_0 \).

We have :

**Definition 5 (Linear stability).** — Let \( x_0 \) be an equilibrium point of the Caputo fractional equation (7). The point \( x_0 \) is said to be linearly stable (resp. unstable) if the origin is a stable (resp. unstable) equilibrium point of the associated linearized equation at \( x_0 \).

The previous Theorem gives a necessary and sufficient condition for an equilibrium point to be linear stable or unstable. Moreover, as we are considering the case \( 0 < \alpha < 1 \), we have :

**Theorem 4.** — The Caputo fractional embedding of a differential equation preserves the linear stability nature of the equilibrium points.

The information about the stability/instability of the equilibrium points for the classical system is usually known. As a consequence, one can directly deduce from Theorem 4 the corresponding result in the fractional case.

**Remark 1.** — In many articles, there exists some confusion between linear stability and local stability. The local stability deals with the stability of the solution in a neighborhood of the equilibrium point. In [40], for example, the authors assert that the equilibrium of their model are locally stable. They use a result of Tavazoei and al. [43] about local stability of Caputo fractional differential equations. However, the notion of stability used in [43] is the linear one. The same is true for other articles (see in particular [4]).
3. The positivity problem for Caputo fractional differential equations

In this Section, we discuss the positivity problem and we give an explicit criterion which ensures that a given Caputo fractional differential equation satisfies the positivity property.

3.1. The positivity property. — As already discussed in the Introduction, many models are dealing with quantities which must remain positive during the time evolution of the system. This is the case for example in population dynamics where the variable are associated to densities of population.

**Positivity property**: A fractional differential system of the form (7) satisfies the positivity property is for all initial conditions \( x_0 \in \mathbb{R}^m_+ \), the solution \( \phi_t(x_0) \) passing through \( x_0 \) at time \( t = 0 \) remains positive for all \( t > 0 \).

The positivity problem is to find explicit necessary and sufficient conditions \((P)_\alpha\) under which a system satisfies the positivity property. When \( \alpha = 1 \), the positivity problem is completely solved. We have (see [34, 46]):

**Theorem 5.** — A system of the form (7) with \( \alpha = 1 \) satisfies the positivity property if and only if for all \( i = 1, \ldots, m \), \( f_i(x) \geq 0 \) for all \( x \in \mathbb{R}^m_+ \) such that \( x_i = 0 \) \((P)_1\).

For \( 0 < \alpha < 1 \), the problem seems to be more difficult. Up to our knowledge, this problem was studied first in Vasundgara Devi et al. in [45] and Girejko et al. [23] in which some explicit sufficient (but a priori also necessary) conditions very similar to conditions \((P)\) are obtained (see [23], Corollary 10). However, it seems that the proof of these results are incomplete as pointed out in [11]. These authors obtain sufficient abstract conditions ensuring positivity and more generally viability. However, it seems not easy to deduce from their conditions an explicit one.

Another approach used the generalized mean value Theorem proved in [44] as for example in ([33], §4, Theorem 4.2 p. 2221) or ([24], Property ii) p.4), ([39], Theorem 6 p.4 and Remark 3 p.2), ([4], Theorem 2 p.541)). However, all these proofs are incomplete. They proved that under some assumptions on the solution and its fractional derivative, then one can prove the positivity. They never prove that these assumptions are satisfied by their model. Following the same strategy, and completing the argument, we prove that:

**Theorem 6.** — Let \( f \) be locally Lipschitz. Assume that \( f \) satisfies condition \((P)_1\) then the fractional differential equation satisfies the positivity property.

**Proof.** — The proof is based on the following result of J.J. Trujillo and al. [44] called the generalized mean value theorem:

**Theorem 7 (Generalized mean value theorem).** — Let \( 0 < \alpha \leq 1, \ x \in C^0 \) and \( cD^\alpha_{a^+}[x] \in C^0 \). Then, we have

\[
(10) \quad x(t) = x(a) + \frac{1}{\Gamma(\alpha)} cD^\alpha_{a^+}[x](s)(t - a)^\alpha,
\]

where \( a \leq s \leq t \) and for all \( t \in [a, b] \).
Let us consider a solution of the Caputo fractional differential equation \( x \). By the regularity result obtained in Theorem 2, we deduce that the assumptions of Theorem 7 are satisfied.

Assume that there exists \( t_1 \) such that \( x(t_1) < 0 \). We denote by \( t_2 \) the minimal value of \( 0 < t < t_2 \) such that \( x(t_2) < 0 \) and \( x(t) \geq 0 \) for \( t < t_2 \). By the generalized mean value Theorem, we have for \( t \leq t_2 \), that

\[
(11) \quad x(t) = x(0) + \frac{1}{\Gamma(\alpha)} f(x(s)) t^\alpha,
\]

with \( x(0) \geq 0 \) and \( f(x(s)) \geq 0 \) by assumption \((P)_1\) as \( x(s) \geq 0 \). We deduce that \( x(t_2) \geq 0 \) in contradiction with our assumption. This concludes the proof.

3.2. A fractional comparison theorem. — As usual with a positivity Theorem, one can deduce sufficient conditions in order to ensure a comparison Theorem. In the classical case, a necessary and sufficient condition is known.

A function \( f : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}^n \) is said to be quasi-monotone if and only if for all \( i = 1, \ldots, n \) and \( (x, y) \in \mathbb{R}^n \) such that \( x_j \geq y_j \), \( j = 1, \ldots, n \), \( j \neq i \) and \( x_i = y_i \) we have

\[
(12) \quad f_i(x, t) \geq f_i(y, t).
\]

We have the classical result:

Theorem 8. — The classical differential equation \([14]\) with \( \alpha = 1 \) satisfies a comparison principle if and only if \( f \) is quasi-monotone.

We then consider \( x \) and \( y \) two solution of a fractional Caputo differential equation. Let us assume that \( x(a) \geq y(a) \). We denote by \( w = x - y \) then

\[
(13) \quad cD^{\alpha}_{a+}[w] = f(x, t) - f(y, t),
\]

with \( w(a) = x(a) - y(a) \geq 0 \). In order for the fractional system \([13]\) to be order preserving, we must ensure that the fractional system \([13]\) preserves the positivity, i.e. that if \( w(a) \geq 0 \) then \( w(t) \geq 0 \) for \( t > 0 \). By Theorem 8 this is the case if the function \( g(w, t) = f(x, t) - f(y, t) \) satisfies conditions \((P)_1\). Then, for all \( i = 1, \ldots, n \) and \( w \geq 0 \) such that \( w_i = 0 \), we must have \( g(w, t) \geq 0 \). As \( w = x - y \), this condition reduces exactly to the quasi-monotonicity of \( f \). We then have proved:

Theorem 9 (Fractional comparison theorem). — Let \( f \) be locally Lipschitz and \( f \) quasi-monotone, then the fractional system \([13]\) satisfies the comparison principle.

The interesting fact is that the conditions ensuring the positivity or the comparison principle are similar in the fractional and classical setting.

3.3. A class of fractional differential equations. — In this Section, we introduce a class of fractional differential equations which is in fact generic when one is dealing with systems preserving positivity. Precisely, we have:

Theorem 10 (Representation theorem). — Caputo fractional differential equations of the form \([4]\) with \( f \in C^1 \) and satisfying condition \((P)_1\) can be written as

\[
(14) \quad cD^\alpha_{a+}[x] = f_+(x) - f_-(x),
\]

where \( f_+ \) and \( f_- \) are two applications from \( \mathbb{R}^m \) to \( \mathbb{R}^m \) which are positive when \( x \geq 0 \) and Lipschitz continuous.
The previous Theorem implies that we can restrict our attention to fractional differential equations of the form (14) when one is dealing with a Caputo fractional embedding of a classical equation satisfying the positivity property. Indeed, in this case, the condition \((P)_1\) is a necessary and sufficient condition for positivity so that the associated fractional equation directly satisfies the conditions of Theorem 10.

When \(\alpha = 1\) and \(m = 2\), equations of the form (14) correspond to models studied by Dimitrov and Kojouharov [18] which contains classical examples like the general Rozenzweig-MacArthur predator-prey model (see [10], p.182). When \(0 < \alpha < 1\), this contains the fractional predator-prey model studied by Javidi and Nyamoradi in [25].

**Proof.** — As \(f = (f_1, \ldots, f_n)\) is \(C^1\), we can represent each \(f_i, i = 1, \ldots, n\) as
\[
    f_i(x) = f_i(x_1, \ldots, 0, \ldots, x_n) + x_i \int_0^1 \frac{\partial f_i}{\partial x_i}(x_1, \ldots, sx_i, \ldots, x_n) \, ds,
\]
that is
\[
    f_i(x) = f_i(x_1, \ldots, 0, \ldots, x_n) + x_i g_i(x),
\]
with a bounded function \(g_i : \mathbb{R}^n \to \mathbb{R}\).

Let us denote by \(g_+ (x) = \max(g(x), 0)\) and \(g_-(x) = -\min(g(x), 0)\) so that \(g(x) = g_+(x) - g_-(x)\). Using this decomposition, we obtain
\[
    f_i(x) = (f_i(x_1, \ldots, 0, \ldots, x_n) + x_i g_{+i}(x)) - x_i g_{-i}(x).
\]
Denoting by \(f_{+,i}(x) = f_i(x_1, \ldots, 0, \ldots, x_n) + x_i g_{+i}(x)\) and \(f_{-,i}(x) = g_{-i}(x)\), we obtain the required form of the equation. Moreover, as \(f\) satisfies condition \((P)_1\), we have that \(f_i(x_1, \ldots, 0, \ldots, x_n) \geq 0\) for \(x \geq 0\) and as a consequence \(f_{+,i}(x)\) is a positive function for \(x \geq 0\).

The max and min functions preserve Lipschitz continuity. As \(f\) is assume to be \(C^1\), we deduce that \(f_+\) and \(f_-\) are at least Lipschitz continuous functions.

4. The continuous persistence problem

All the previous results can be summarized in a unique theorem about persistence of some properties of a classical differential equation under a Caputo fractional embedding. Precisely, we have:

**Theorem 11 (Fractional persistence theorem).** — The Caputo fractional embedding of an ordinary differential equation preserves the following properties:

- Exactly the set of of equilibrium points.
- The linear stability of the equilibrium points.
- Positivity.
- Order preserving.

As a consequence, studying some fractional version of a well-known differential equations, one can reduce the number of computations to minimal using already known properties of the classical system.
PART III
DISCRETE FRACTIONAL PERSISTENCE PROBLEMS - A NSFD POSITIVITY PRESERVING SCHEME

In this Part, we introduce a non standard finite difference scheme for Caputo fractional differential equations of the form

\[ cD^\alpha_{a+} [x] = f_+(x) - x f_-(x), \]

where \( f_+ \) and \( f_- \) are two applications from \( \mathbb{R}^n \) to \( \mathbb{R}^n \) which are positive when \( x \geq 0 \) and Lipschitz continuous. As proved in Theorem 10, this class of fractional systems is generic when dealing with systems preserving positivity.

1. Grünwald-Letnikov (GL) fractional derivatives and the GL scheme

1.1. Discrete Grünwald-Letnikov fractional derivative. — Let \( \alpha > 0 \), we denote by \( \alpha_0 \) the quantities defined by

\[ \alpha_0 = 1, \quad \alpha_j = \prod_{k=0}^{j-1} \frac{k - \alpha}{k + 1}. \]

The Grünwald-Letnikov fractional derivative is defined as:

\[ \alpha_0 = 0, \quad \alpha_j = \alpha \cdot (\alpha - 1) \cdots (\alpha - r + 1)/r!, \quad r \in \mathbb{N}^*, \]

where \( \mathbb{N}^* \) is a set of all natural numbers larger than zero. The Grünwald-Letnikov fractional derivative is defined as:

**Definition 6.** — Let \( x : [a, b] \to \mathbb{R}^m \). The left fractional derivative of Grünwald-Letnikov with inferior limit \( a \) of order \( \alpha > 0 \) of \( x \) is defined by

\[ \forall t \in [a, b], \quad GD^\alpha_{a+} [x](t) = \lim_{h \to 0^+} \frac{h^\alpha}{r!} \alpha^{|\alpha|}_r [x(t) - x(t - h)], \]

provided that the right-hand side is well defined.

The Grünwald-Letnikov and Riemann-Liouville derivatives coincide for \( x \in C([a]+1([a, b], \mathbb{R}^m) \) where \( [\alpha] \) denotes the floor of \( \alpha > 0 \). This leads to the following discrete approximation of the Caputo derivative :

**Definition 7.** — Let \( x \in C(T, \mathbb{R}^m) \), when \( T \) is a fixed time scale, i.e. subinterval of \( \mathbb{R} \). The left discrete fractional derivative of Caputo-Grünwald-Letnikov of inferior limit \( a \) of order \( 0 < \alpha < 1 \) is defined by

\[ \forall k + 1, \ldots, N - 1, \quad c\Delta_{a+} [x](t_k) = \frac{1}{h^{\alpha}} \sum_{r=0}^{k} \frac{(-1)^r}{r!} \alpha^{|\alpha|}_r [x(t_k) - x(t_{k-r})]. \]

In order to prove the convergence of our numerical scheme, we need the following well known result about the order of approximation of the discrete Caputo-Grünwald-Letnikov derivative :
Theorem 12. — Let $x$ be a $C^1$ function and $0 < \alpha < 1$. We have the following inequality

$$cD_0^\alpha x(t) = \frac{1}{h^\alpha} \sum_{k=0}^{n} \alpha_k^{[\alpha]} (x(t-kh) - x(0)) + \mathcal{O}(h).$$

As a consequence the discrete Caputo-Grünwald-Letnikov fractional derivative is an approximation of order 1 of the Caputo fractional derivative.

1.2. The Grünwald-Letnikov scheme. — Let $N \in \mathbb{N}^*$, and $X = (x_1, \ldots, x_n)$. We denote by $\Delta_{a+}[X]$ the quantity defined by

$$\Delta_{a+}[X]_i = \frac{1}{h^\alpha} \sum_{r=0}^{i} \frac{(-1)^r}{r!} \alpha_r^{[\alpha]} [x_{i-r} - x_0], \quad i = 0, \ldots, N-1.$$

The Grünwald-Letnikov scheme is then defined by

$$\Delta_{a+}[X] = f(X),$$

meaning that for all $i = 0, \ldots, N-1$, we have $\Delta_{a+}[X]_i = f(X_i)$.

For $\alpha = 1$ we recover the classical Euler scheme.

2. Classical problems related to the Grünwald-Letnikov scheme

In this Section we illustrate some problems which are related to the use of the Grünwald-Letnikov numerical scheme. This scheme is currently used in many applications about population dynamics or medicine like epidemiology. In all these applications, most of the variables must remain positive and sometimes bounded in some domains. Moreover, the existence of equilibrium points as well as the stability of these points is of course essential for the understanding of the model. The Grünwald-Letnikov scheme does not respect most of them and one must be very careful by choosing the time step of integration in order to be sure that we observe the correct behavior. Here, we give several examples of these problems for which our scheme will provide a better answer.

We study a class of toy model given by

$$cD^\alpha x = bx(1-x) - a\frac{xy}{1+x},$$
$$cD^\alpha y = \frac{xy}{1+x} - cy,$$

where $a, b, c$ are real constants.

We use two particular sets of values for our simulations:

- **Model 1**: $a = 2, b = 1, c = 6$.
- **Model 2**: $a = 2, b = 1, c = 0.2$.

Expected dynamical behavior for the above models is presented on Figure 1.

It can be also interesting to test the numerical method for a fixed $\alpha$, i.e. $\alpha = 0.8$ in the following directly looking for a solution of the fractional system, results can be seen on Figure 2.
It is important to observe that the solutions are remaining positive all over the time.

2.1. Lost of positivity of solutions. — We take under consideration the Grünwald-Letnikov difference method for model 1 and 2 with appropriate initial conditions. Results can be seen on Figure 3, and we observe that un-physical negative values of densities are produced.

2.2. Lost of stability for equilibrium points. — We analyze numerically model 1 and 2 using Grünwald-Letnikov difference method. As can be seen on the Figure 1, we are waiting for a convergence to the equilibrium point. However, what can be observed on Figure 4, the Grünwald-Letnikov method induces a break of stability for model 1. The analysis of model 2 shows that even for small value of the time increment we obtain a large oscillations which are not existing.
3. Definition of the NSFD for fractional systems

For discretization of (14) we assume that the integration is over the interval \([0, T]\) and we consider the equidistance partition of this interval with \(t_i = t_0 + ih, \ i = 1, \ldots, N = \frac{T}{h}\), as nodal points with the time step \(h > 0\).

We discretize the Caputo derivative by the Grünwald-Letnikov difference operator.

To ensure the positivity of the NSFD scheme we split the right hand sides of equations of the model on the positive and negative part. The positive part we discretize using the previous time level and for the negative part we use the nonlocal discretization, to provide linearity with respect to the actual time level.
Definition 8 (NSFD for fractional systems). — The Non Standard finite difference scheme for fractional systems of the form [14] is given by

\[ \Delta_{\alpha^+} X_n = f^+(x_{n-1}) - x_n f^-(x_{n-1}), n = 0, \ldots, N - 1. \]

We have tried to produce an abstract definition of a NSFD scheme for a general fractional systems in the spirit of [1, 2] but it can be easily done replacing the classical assumption on the approximation of the derivative by an adapted one on the fractional derivative.

4. Positivity of the fractional NSFD scheme

Our class of systems contains classical models for population dynamics dealing with densities which must remain positive. In order to be able to use numerical simulations to give insights on the model, we need to be sure that the positivity of each variable is preserved in order to avoid un-physical data. Our first theorem give a positive answer for our scheme:

Theorem 13. — The fractional NSFD scheme (27) preserves positivity.

Proof. — According to (27) we obtain

\[ x_n [1 + h^\alpha f^-(x_{n-1})] = h^\alpha f^+(x_{n-1}) + x_0 \sum_{k=0}^{n-1} \alpha_k \alpha_k^{[\alpha]} - \sum_{k=1}^{n-1} \alpha_k^{[\alpha]} x_{n-k}, \]

which gives, reindexing the last term

\[ x_n [1 + h^\alpha f^-(x_{n-1})] = h^\alpha f^+(x_{n-1}) + x_0 \sum_{k=0}^{n-1} \alpha_k^{[\alpha]} - \sum_{k=0}^{n-2} \alpha_k^{[\alpha]} x_{n-1-k}. \]

As \( \sum_{k=0}^{n-1} \alpha_k^{[\alpha]} > 0 \), we only have to prove that the last term is negative when the \( x_j \geq 0 \) for \( j \leq n - 1 \) in order to obtain positivity of the scheme for all \( h > 0 \).

The main observation is that for \( k \geq 1 \), we have \( \alpha_k^{[\alpha]} \leq 0 \) as long as \( 0 < \alpha \leq 1 \). As for \( j \leq n - 1 \), we assume that all \( x_j \geq 0 \), we deduce that \( \sum_{k=0}^{n-2} \alpha_k^{[\alpha]} x_{n-1-k} \leq 0 \). This concludes the proof.

5. Preservation of the set of equilibrium points

A classical problem in numerical analysis is that some methods produce "ghost" or "fake" equilibrium points. We refer to [15] for some examples dealing with the Runge-Kutta (RK) method of order 2. If we denote by \( \mathcal{E} \) the set of equilibrium points of the differential equation and by \( \mathcal{F}_h \) the set of fixed point for the numerical scheme, we have in general \( \mathcal{E} \subseteq \mathcal{F} \). One easily prove that the set of equilibrium is exactly preserved by the GL scheme, meaning that we have \( \mathcal{F} = \mathcal{E} \).

Theorem 14. — The GL scheme preserves exactly the set of equilibrium points.
Proof. — If \( x_0 \) is a fixed point of our numerical scheme, i.e. \( x_n = x_0 \) for \( n \in \mathbb{N} \), then the Grunwald-Letnikov derivative is zero. Replacing in the GL scheme, we then obtain
\[
f(x_0) = 0,
\]
which corresponds exactly to the characterization of equilibrium points for the differential equation.

The same argument can be used to prove that the NSFD scheme preserves also exactly the set of equilibrium points. Indeed, the Grunwald-Letnikov derivative will be also zero, and the shift in the right-end side does not make any difference as \( x_n = x_0 \) for all \( n \in \mathbb{N} \). We then have :

**Theorem 15.** — The NSFD scheme preserves exactly the set of equilibrium points.

### 6. Convergence of the fractional NSFD scheme

Let us denote by \( x(t) \) an exact solution of the fractional differential systems \((14)\) with initial condition \( x_0 \in \mathbb{R}^m \). The associated numerical solution is denoted by \( x_n \), \( n \geq 0 \) and defined by Definition \(8\). We denote by \( \phi_n(x_0, \ldots, x_{n-1}) \) the application defined by equation \((27)\).

We introduce the following error terms for all \( n \geq 0 \):

\[
\begin{align*}
  e_n &= x_n - x(t_n), \\
  \tau_n &= \phi_n(x(t_0), x(t_1), \ldots, x(t_{n-1})) - x(t_n), \\
  \mu_{n,l} &= \phi_n(x_0, \ldots, x_{n-l}, x(t_{n-l+1}), \ldots, x(t_{n-1})) - \phi_n(x_0, \ldots, x(t_{n-l}), x(t_{n-l+1}), \ldots, x(t_{n-1})), \\
  l &= 1, \ldots, n.
\end{align*}
\]

called the global error, local truncation error and computational error respectively. By assumption, the application \( \phi_n \) is defined by
\[
\phi_n(z_0, \ldots, z_{n-1}) = \frac{1}{1 + h^n f_-(z_{n-1})} \left( h^n f_+(z_{n-1}) + z_0 \sum_{k=0}^{n-1} \alpha_k^{[\alpha]} - \sum_{k=1}^{n-1} \alpha_k^{[\alpha]} z_{n-k} \right).
\]

We have for all \( n \geq 0 \):

\[
e_n = \phi_n(x_0, \ldots, x_{n-1}) - \phi_n(x(t_0), \ldots, x(t_{n-1})) + \tau_n = \sum_{l=1}^{n} \mu_{n,l} + \tau_n.
\]

This Section is devoted to the proof of the following convergence result :

**Theorem 16.** — Let \( f_- \) and \( f_+ \) are lipschitz functions with constants \( L_- \) and \( L_+ \) respectively and the analytical solution \( x \in C^1([0, T], \mathbb{R}^m) \), then the numerical scheme is convergent with order \( O(h^\alpha) \).

In fact we present numerical evidence that the order of convergence is often better than \( \alpha \). We consider the model \((51)\) which is discussed in the next section. Since we do not know the analytical solution of the model, we take as an exact solution the approximation computed with a sufficiently small time step \( h^* \). In order to compare we take \( h^* = 2^{-12} \). Let \( x^h \) defines the approximated solution computed with a step \( h \) and by \( x^{h^*} \) we denote the approximation obtained with \( h^* \) on the interval \([0, T]\). We compare the solution \( x^h \) with \( x^{h^*} \) on a grid.
corresponding to the larger step $h$. The same nomenclature we use for the numerical solution $y$. We define the maximum errors

$$\varepsilon_x(h) = \max\{|x_n^h - x_n^{h^*}| : n = 0, \ldots, N\}$$

$$\varepsilon_y(h) = \max\{|y_n^h - y_n^{h^*}| : n = 0, \ldots, N\}$$

and the standard rate of convergence

$$\rho_\alpha = \log_2 \left( \frac{\varepsilon(2^{\alpha}h^\alpha)}{\varepsilon(h^\alpha)} \right).$$

Table 1 presents the errors of the approximations computed by the applications of NFDS scheme with different step sizes and the order of convergence with respect to the different values of $\alpha$.

| $\alpha$ | $2^{-3}$   | $2^{-4}$   | $2^{-5}$   | $2^{-6}$   | $2^{-7}$   |
|---------|------------|------------|------------|------------|------------|
| 0.5     | $\xi$     | 2.093e-3   | 1.462e-3   | 1.007e-3   | 6.884e-4   |
|         | $\rho_\alpha$ | 0.5170     | 0.5374     | 0.5499     | 0.5619     |
| 0.6     | $\xi$     | 1.758e-3   | 1.104e-3   | 6.883e-4   | 4.289e-4   |
|         | $\rho_\alpha$ | 0.6709     | 0.6819     | 0.6821     | 0.6829     |
| 0.7     | $\xi$     | 1.366e-3   | 7.618e-4   | 4.269e-4   | 2.423e-4   |
|         | $\rho_\alpha$ | 0.8426     | 0.8355     | 0.8168     | 0.8025     |
| 0.8     | $\xi$     | 1.094e-3   | 5.751e-4   | 2.965e-4   | 1.492e-4   |
|         | $\rho_\alpha$ | 0.9284     | 0.9558     | 0.9899     | 1.0147     |
| 0.9     | $\xi$     | 8.261e-4   | 4.355e-4   | 2.315e-4   | 1.185e-4   |
|         | $\rho_\alpha$ | 0.9300     | 0.9050     | 0.9657     | 1.0142     |

Table 1. Initial condition (0.05, 0.05), time interval [0, 1].
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(a) $\alpha = 0.5$  
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(b) $\alpha = 0.8$

Figure 5. Order of convergence in a log scale for initial condition (0.05, 0.05) and time interval [0, 1].
According to definition of the local truncation error we eliminate identical parts and group appropriate terms together and we obtain (37)

Based on (23) we have

We examine the error of the method on the step \( n \) therefore we assume that there is no local errors for \( i = 0, 1, \ldots, n - 1 \), i.e. \( x_j = x(t_j) \). It follows

We eliminate identical parts and group appropriate terms together and we obtain

According to definition of the local truncation error \( \tau_n \) we deduce

It follows from assumption \( x_j = x(t_j) \), for \( j = 0, \ldots, n - 1 \), that

\[ \tau_n = x_n - x(t_n). \]
Adding and subtracting components to above and taking (40) into account, we have

\[
\tau_n = \frac{1}{1 + h^\alpha f_-(x(t_n-1))} \left[ h^\alpha \left( f_+(z(t_{n-1})) - f_+(z(t_n)) \right) + h^\alpha z(t_n) \left( f_-(z(t_n)) - f_-(z(t_{n-1})) \right) + O(h^{1+\alpha}) \right].
\]

(41)

Let the constants \(L, C, D > 0\) be defined as follows

\[
(42) \quad L = \max \{L_-, L_+\}, \quad C_2 = \max \{\|z(t)\| : t \in [0, T]\}, \quad D = \max \{\|z'(t)\| : t \in [0, T]\}.
\]

As \(1 + h^\alpha f_-(x) \geq 1\) for all \(x \geq 0\) then \(\frac{1}{1 + h^\alpha f_-(x)} \leq 1\) and from assumptions of lemma we obtain

\[
\|\tau_n\| \leq h^\alpha LhD + h^\alpha C_2 hD + O(h^{1+\alpha}) = h^{1+\alpha} \hat{C} + O(h^{1+\alpha}).
\]

Therefore, for sufficiently small step \(h\) we conclude the thesis of the lemma.

6.2. Computational error. — We have \(\mu_{n,l} = \phi_n(x_0, \ldots, x_{n-l}, x(t_{n-l+1}), \ldots, x(t_{n-1})) - \phi_n(x_0, \ldots, x(t_{n-l}), x(t_{n-l+1}), \ldots, x(t_{n-1}))\). For \(l = 2, \ldots, n - 1\) we have

\[
\mu_{n,l} = \frac{1}{(1 + h^\alpha f_-(x(t_{n-l+1}))]} \left( h^\alpha f_+(x(t_{n-1})) + x_0 \sum_{k=0}^{n-1} a_k^{(\alpha)} - \sum_{k=1}^{l} \alpha_k^{(\alpha)} x_{n-k} - \sum_{k=l+1}^{n-1} \alpha_k^{(\alpha)} x(t_{n-k}) \right)
\]

\[
- \frac{1}{(1 + h^\alpha f_-(x(t_{n-l+1}))]} \left( h^\alpha f_+(x(t_{n-1})) + x_0 \sum_{k=0}^{n-1} a_k^{(\alpha)} - \sum_{k=1}^{l-1} \alpha_k^{(\alpha)} x_{n-k} - \sum_{k=l}^{n-1} \alpha_k^{(\alpha)} x(t_{n-k}) \right)
\]

\[
= \frac{1}{(1 + h^\alpha f_-(x(t_{n-l+1}))]} \alpha_l^{(\alpha)} (x(t_{n-l}) - x_{n-l}).
\]

For \(l = n\) and \(l = 1\) we obtain respectively

\[
\mu_{n,n} = \frac{1}{(1 + h^\alpha f_-(x(n-1))]} \left( x_0 - x(t_0) \right) \sum_{k=0}^{n-1} a_k^{(\alpha)} ,
\]

\[
\mu_{n,1} = \frac{h^\alpha f_+(x(n-1)) - \alpha_1^{(\alpha)} x_{n-1} - h^\alpha f_+(x(n-1)) - \alpha_1^{(\alpha)} x(t_{n-1})}{(1 + h^\alpha f_-(x(n-1))]}.
\]

According to this, the sum of computational errors equals

\[
\sum_{l=0}^{n-1} \mu_{n,l} = \frac{1}{(1 + h^\alpha f_-(x(t_{n-l+1}))]} \left( x_0 - x(t_0) \right) \sum_{k=0}^{n-1} a_k^{(\alpha)} + \sum_{l=2}^{n-1} \alpha_l^{(\alpha)} (x(t_{n-l}) - x_{n-l})
\]

\[
+ \frac{h^\alpha (f_+(x_{n-1}) - f_+(x(t_{n-1})))}{(1 + h^\alpha f_-(x_{n-1})]} + \frac{h^{2\alpha} f_+(x(t_{n-1})) (f_-(x(t_{n-1})) - f_-(x_{n-1}))}{(1 + h^\alpha f_-(x(t_{n-1}))]} \left[ x_{n-1} - x(t_{n-1}) \right]
\]

\[
+ \frac{h^\alpha (x_{n-1} - x(t_{n-1})) f_-(x(t_{n-1}))}{(1 + h^\alpha f_-(x(t_{n-1}))]} + \frac{h^\alpha x(t_{n-1})(f_-(x(t_{n-1})) - f_-(x_{n-1}))}{(1 + h^\alpha f_-(x(t_{n-1}))]}
\]

\[
(45)
\]
In pursuance to the definition of $e_n$ (31) we have
\begin{equation}
\xi_n \leq |\varepsilon_0| \sum_{k=0}^{n-1} \alpha_k + \sum_{l=1}^{n-1} (-\alpha_l^{[\alpha]} |e_{n-l}| + h^\alpha |f_+(x_{n-1}) - f_+(x(t_{n-1}))| + h^{2\alpha} |f_+(x(t_{n-1}))-f_-(x(t_{n-1}))| + h^\alpha |e_{n-1}||f_-(x(t_{n-1}))|)
\end{equation}

(46)

where constant $M$ is defined as follows: $|f_{\pm,i}(x)| \leq M$ for all $i = 1, \ldots, M$ and constants $L$ and $C_z$ are defined as in (12).

6.3. Proof of Theorem 16 — Once we already receive the information about the order of the local truncation error and estimated the computational error, we are able to obtain the final result for the convergence of the method (27). Define $\xi_n = \max \{|\varepsilon_n|: 1 \leq i \leq m\}$. It follows from Lemma 3 and (10) that $\xi_n$ satisfies the following difference inequality

$$\xi_n \leq h^\alpha (L + M + C_z L) \xi_{n-1} + h^{2\alpha} M L \xi_{n-1} + \sum_{k=1}^{n} (\alpha_k) \xi_{n-k} + \xi_0 \alpha_n^{[\alpha-1]} + \|\tau_n\|.$$

As $(-\alpha_i^{[\alpha]}) \leq 1$ for $i = 1, \ldots, n$ and $\alpha_n^{[\alpha-1]} \leq 1$ then without losing of generality we can write

$$\xi_n \leq h^\alpha (L + M + C_z L + h^\alpha M L) \xi_{n-1} + \sum_{k=0}^{n-1} \xi_k + \xi_0 + \|\tau_n\|.$$

Summing above inequality with respect to $n$ we get

$$\xi_j \leq [h^\alpha (L + M + C_z L + h^\alpha M L) - 1] \sum_{n=0}^{j-1} \xi_n + \sum_{n=0}^{j-1} (j - n) \xi_n + (j + 1) \xi_0 + \sum_{n=0}^{j-1} \|\tau_n\|.$$

and then

$$\xi_j \leq \sum_{n=0}^{j-1} [h^\alpha (L + M + C_z L + h^\alpha M L) - 1 + j - n] \xi_n + j \xi_0 + \sum_{n=0}^{j-1} \|\tau_n\| + \xi_0.$$

We denote the constants $w_n$ as follows

$$w_0 = h^\alpha (L + M + C_z L + h^\alpha M L) - 1 + 2j;$$

$$w_n = h^\alpha (L + M + C_z L + h^\alpha M L) - 1 + j - n, \quad n = 1, 2, \ldots, j - 1.$$

From definition $w_n > 0$ for all $0 \leq n \leq j - 1$. Finally we get the following recurrence inequality

\begin{equation}
\xi_j \leq \sum_{n=0}^{j-1} w_n \xi_n + \sum_{n=0}^{j-1} \|\tau_n\| + \xi_0.
\end{equation}

Moreover, we have the following discrete version of the Gronwall Lemma:
Lemma 4. — (Discrete Gronwall lemma) Assume that \( \{w_n\}_{n \geq 0} \) is a non-negative sequence, and that the sequence \( \{\phi_n\}_{n \geq 0} \) satisfies

\[
\phi_0 \leq g_0,
\]

\[
\phi_n \leq g_0 + \sum_{k=0}^{n-1} p_k + \sum_{k=0}^{n-1} w_k \phi_k, \quad n \geq 1,
\]

then if \( g_0 \geq 0 \) and \( p_k \geq 0 \) for all \( k \geq 0 \), \( \phi_n \) satisfies

\[
\phi_n \leq \left( g_0 + \sum_{k=0}^{n-1} p_k \right) \exp \left( \sum_{k=0}^{n-1} w_k \right), \quad n \geq 1.
\]

Applying this Lemma to inequality (47), we obtain

\[
\xi_j \leq \left( \xi_0 + \sum_{n=0}^{j-1} \|\tau_n\| \right) \exp \left[ \sum_{n=1}^{j-1} \left( h^\alpha (L + M + Cz L + h^\alpha ML) - 1 + j - n \right) \right] + h^\alpha (L + M + Cz L + h^\alpha ML) - 1 + 2j.
\]

From Lemma 3 there exists a constant \( C > 0 \) such that \( \|\tau_n\| \leq Ch^{1+\alpha} \). Therefore we have

\[
\xi_j \leq (\xi_0 + TCh^\alpha) \exp \left[ TL(L + M + Cz L + TML) + \frac{1}{2} j(j - 1) \right] \leq O(\xi_0) + O(h^\alpha).
\]

We conclude the convergence of numerical solution \( x \) with order of convergence equals \( O(\xi_0) + O(h^\alpha) \).

7. Numerical example and comparison with the GL scheme

In the comparison to classical GL scheme we introduce the results obtained by application of NSFD method to the same test model (26).

7.1. Positivity of solutions. — We apply NSFD method for the set of parameters fixed in model 1 and model 2.

We observe that unlike the GL scheme (Figure 3) the nonstandard finite difference method preserves positivity even for large step size.

7.2. Stability for equilibrium points. — Similarly as in the case of positivity, we can observe that the behavior of numerical solutions obtained by the application of NSFD scheme is consistent with behavior of analytical solutions of model (26).
The complexity of the schemes are connected with the number of terms appearing in the discrete fractional GL derivative used for discretization of the fractional Caputo derivative. The number of terms is fixed by the value of the time step $h$. As a consequence it is important from the computational point of view to choose the time step $h$ as large as possible to obtain a good agreement with dynamical behavior of the system. From this point of view the NSFD scheme seems to be competitive with GL scheme. Indeed, for all the examples we present in this paper we can observe that there is a factor of 10 for the time step $h$ in order to obtain comparable results for both methods. More concretely, it means that we need to evaluate $\frac{9}{10}$ more quantities in the GL case to obtain a similar results as in the NSFD one. For example, for $\alpha = 0.8$ on initial condition $(15, 0.1)$ and time interval $[0, 5]$ to obtain more or less comparable results with the NSFD scheme with $h = 0.01$, which takes 0.36 seconds, we need to consider the GL scheme with $h = 0.001$ and in this case it takes 34.16 seconds. This feature of NSFD methods gives possibility for numerical analysis of fractional differential problems on the large integration time, which is important due to the fact that the speed of convergence depends on
the $\alpha$. It means that by reducing the value of $\alpha$ we need longer time to reach an equilibrium point.

Figure 7. Comparison of GL (a) and NSFD (b) method for numerical parameters $x_0 = 15$, $y_0 = 0.1$, $h = 0.001$. 
PART IV
APPLICATION - A FRACTIONAL PREDATOR-PREY MODEL

In this Section, we give some applications of our numerical scheme to the fractional prey-predator model introduced by M. Javidi and al. [25]. In that paper, the authors generalize a classical prey-predator model replacing classical derivatives by Caputo fractional derivatives. Their system enters in our class of fractional systems and, as a consequence, preserves positivity (see Section 1). In order to illustrate some theoretical results included in the paper, the authors use a numerical method introduced by Atanackovic and Stankovich in ([5], [6]). This method consists in transforming first the fractional system into a classical one using some approximation formula for the fractional derivative. Second, to use a classical numerical method to integrate the differential system. In their paper, the authors use a Runge-Kutta method of $4-th$ order. It must be pointed out that there exists no convergence proof of this numerical method and that it deserves further studies as noticed in [6]. This method is however effective, i.e. can be effectively implemented, but it can produce some dynamical artefact when the time step increment is not sufficiently small, in particular concerning the positivity property and the stability of the equilibrium point. To be more precise, the following numerical results of [25] do not correspond to the expected behavior of the solutions:

- In (Fig. 5, p. 8954) the positivity is not preserved.
- In (Fig. 5, p. 8954) and (Fig. 3, p. 8952) the stability of the equilibrium point is not respected.
- In (Fig. 1, p. 8950 and Fig. 3, p. 8952) the unicity of solutions is not satisfied.

In this part of the paper, we show that our method reproduces correctly the expected behavior of the solutions in all these cases for a lower computational demand. Indeed, the numerical method used in [25] uses the Runger-Kutta of order 4 and some transformations which demand the numerical calculation of more quantities.

1. Model introduction

We consider the predator-prey interaction model with harvesting introduced in [25] and defined by

$$\begin{align*}
cD_0^\alpha x(t) &= sx(t)\left(1 - \frac{x(t)}{K}\right) - q\frac{x(t)y(t)}{1 + q_1x(t)}, \\
cD_0^\alpha y(t) &= \beta\frac{x(t)y(t)}{1 + q_1x(t)} - (s_0 + E)y(t),
\end{align*}$$

(51)

where $0 < \alpha \leq 1$. This model is a fractional generalization of the classical predator-prey model with Holling type-II interaction and nonconstant predator harvesting

$$\begin{align*}
\frac{dx(t)}{dt} &= sx(t)\left(1 - \frac{x(t)}{K}\right) - q\frac{x(t)y(t)}{1 + q_1x(t)}, \\
\frac{dy(t)}{dt} &= \beta\frac{x(t)y(t)}{1 + q_1x(t)} - s_0y(t) - Ey(t),
\end{align*}$$

(52)

where $x(t)$ and $y(t)$ denote the prey and predator population densities, respectively. The harvesting policy in the above model involves a linear harvesting rate in terms of the predator
species: $Ey(t)$, where $E \geq 0$ represents a constant harvesting effort for the predator. In other words, when the abundance of the predator species increases, then the number of predator harvested will increase linearly. The average per predator death rate is denoted as a constant $s_0$ and the positive parameter $\beta$ is the conversion factor denoting the number of newly born predators for each captured prey.

The model assumes that a predator spends its time searching for prey or prey handling (chasing, killing, eating and digesting), i.e. that the consumption of prey is limited because of the time that predator needs to capture, consume, and digest every particular prey. This limitations are covered in the model by the Holling type-II functional response: $q_x(t) = \frac{qx(t)}{1 + q_1x(t)}$, where positive constants $q$ and $q_1$ denote the maximal predator consumption rate (unit: 1/time) and handling time (unit: 1/prey), respectively [22]. In the case when the handling time $q_1$ is equal zero, which is equivalent to the situation that individual predators have an unlimited ability to catch and consume prey, we obtain the Holling type-I functional response appearing in the well known Lotka-Volterra model.

Moreover, in the absence of predation, the prey host population satisfies logistic growth, i.e. $dx(t) = s x(t) \left(1 - \frac{x(t)}{K}\right)$, where $K$ is carrying capacity of the prey in some closed community in the absence of predator and harvesting, the constant $s$ denotes the intrinsic growth rate for prey population.

The construction of model (51) allows to consider it as an example of our general class of fractional differential equations (14) and, as a consequence, based on Theorem 11, we have:

**Theorem 17.** — The fractional prey-predator system (51) preserves positivity.

As in [25], we study the equilibrium points of the system (51) in order to compare with the results obtained in [25]. We will observe how the solutions behave near the equilibrium points in terms of positivity, stability or unicity.

The equilibrium points of (51) are solutions of the system (see II,2,2.1):

\[
\begin{align*}
  f_1(x, y) &= sx(t) \left(1 - \frac{x(t)}{K}\right) - q_x(t) y(t) = 0, \\
  f_2(x, y) &= \beta y(t) - s_0 y(t) - Ey(t) = 0.
\end{align*}
\]

We deduce that there exists the trivial and semi-trivial intersection points for any choice of positive values of parameters: the origin point $P_0 = (0, 0)$ and the predator extinction point $P_1 = (K, 0)$. The interior equilibrium point

\[
P_2 = \left(\frac{K}{R_0 + q_1K(R_0 - 1)}, \frac{sR_0(1 + q_1K)^2(R_0 - 1)}{q(R_0 + q_1K(R_0 - 1))^2}\right) = (x_*, y_*)
\]

where $R_0 = \frac{\beta K}{(1 + q_1K)(s_0 + E)}$, exists if $R_0 > 1$ and $x_* \leq K$. It means that at the point $P_2$ the predator and prey coexist under certain conditions.

The results of the stability analysis of fixed points presented in [25] are summarized in the statement below.

**Theorem 18.** — The equilibrium point

- $P_0$ is a saddle point,
- $P_1$ is locally asymptotically stable if $R_0 < 1$ and unstable if $R_0 > 1$,
- $P_2$ is locally asymptotically stable if $\alpha < \tilde{\alpha}$ and unstable if $\alpha > \tilde{\alpha}$, where $\tilde{\alpha}$ is a marginal value equals $\frac{\pi}{2} |\arg(\lambda_i)|$, $i = 1, 2$. 

In above $\lambda_i, i=1,2$ are eigenvalues of the Jacobian matrix

$$J(P_2) = \begin{bmatrix} \frac{\partial f_1}{\partial x} & \frac{\partial f_1}{\partial y} \\ \frac{\partial f_2}{\partial x} & \frac{\partial f_2}{\partial y} \end{bmatrix}_{(x,y)=(x_s,y_s)}.$$

In the following, we will use this Theorem in order to provide for each numerical simulations the conditions for stability.

2. The NSFD scheme for prey-predator model

According to the Theorem 13 we are able to construct for the problem (51) the nonstandard finite difference scheme of fractional order which preserves positivity. The method has the following form

$$\frac{1}{h^\alpha} \sum_{j=0}^{n} \alpha_j^{[\alpha]}(x_{n-j} - x_0) = sx_{n-1} - \left( \frac{s}{K} x_{n-1} + \frac{qy_{n-1}}{1 + q_1x_{n-1}} \right)x_n,$$

$$\frac{1}{h^\alpha} \sum_{j=0}^{n} \alpha_j^{[\alpha]}(y_{n-j} - y_0) = \beta y_{n-1} - \left( \frac{\beta x_{n-1}}{1 + q_1x_{n-1}} \right)y_n,$$

where $\alpha_0^{[\alpha]}, \alpha_j^{[\alpha]}$ are given by (19). Left hand sides of system (53) can be rewritten as follows

$$x_n + \sum_{j=1}^{n} \alpha_j^{[\alpha]}x_{n-j} - x_0 \sum_{j=0}^{n} \alpha_j^{[\alpha]} = h^\alpha sx_{n-1} - h^\alpha \left( \frac{s}{K} x_{n-1} + \frac{qy_{n-1}}{1 + q_1x_{n-1}} \right)x_n,$$

$$y_n + \sum_{j=1}^{n} \alpha_j^{[\alpha]}y_{n-j} - y_0 \sum_{j=0}^{n} \alpha_j^{[\alpha]} = h^\alpha \beta y_{n-1} - h^\alpha (s_0 + E)y_n.$$

According to definition (19) of $\alpha_j^{[\alpha]}$ it is easily seen that the sum of this coefficient is positive, i.e.

$$\sum_{j=0}^{n} \alpha_j^{[\alpha]} = (1 - \alpha)(2 - \alpha) \cdots (n - 1 - \alpha) \frac{n - \alpha}{n!} > 0.$$

and

$$(1 - \alpha)(2 - \alpha) \cdots (n - 1 - \alpha) \frac{n - \alpha}{n!} = \frac{1}{n!} \prod_{k=0}^{n-1} (k - (\alpha - 1)) = \alpha_{[\alpha-1]}^{[\alpha]}.$$

This leads to the explicit formula for the approximate values of prey and predator

$$x_n = \frac{K u_{n-1} \left[ h^\alpha sx_{n-1} - \sum_{j=1}^{n} \alpha_j^{[\alpha]} x_{n-j} + x_0 \alpha_{[\alpha-1]}^{[\alpha-1]} \right]}{K u_{n-1} + h^\alpha \left( su_{n-1} - qk y_{n-1} \right)},$$

$$y_n = \frac{h^\alpha \beta x_{n-1} y_{n-1} - u_{n-1} \sum_{j=1}^{n} \alpha_j^{[\alpha]} y_{n-j} + u_{n-1} y_0 \alpha_{[\alpha-1]}^{[\alpha-1]}}{(1 + h^\alpha (s_0 + E)) u_{n-1}},$$

where $u_n = 1 + q_1x_n$. 
3. Numerical simulations

In this section, using our numerical scheme we provide simulations and compare it with the corresponding one provided in [25]. The time step is chosen to be \( h = 0.01 \) as in [25, Section 5, p. 8954] or higher (for example \( h = 0.1 \)) when the numerical result is already better than the one obtained in [25].

3.1. Lost of unicity. — Numerical scheme often loose unicity of solution when the time step increment is too big. This is the case in the examples of simulations provided by Javidi and al. in [25] (Fig. 1, p. 8950 and Fig. 3, p. 8952) with a time step increment \( h = 0.01 \). Using nonstandard finite difference scheme, we observe similar patterns but respecting unicity of solutions. Moreover, the results are already concordant for at least ten times higher time step.

3.2. Lost of positivity. — The property of positivity for numerical solutions obtained by standard discretization can be disturbed. This occurrence can be observed in the example presented in [25, Fig. 5, \( \alpha = 0.65 \)] with parameters \( s = 0.2, K = 25, q = 1, q_1 = 0.1, \beta = 2, s_0 = 0.5, E = 1.3 \). For this set of parameters the threshold for the stability of the equilibrium point \( P_2 = (0.9890, 0.2111) \) is given by \( R_0 = 7.9365 \). The marginal value is \( \bar{\alpha} = 0.9947 \) and initial conditions \( (6.5, 5.4), (8, 5.5), (4.5, 4.3), (8.7, 2.3) \). In front of results presented in [25] we give ones obtained by the nonstandard numerical method [27] with the same parameters. For comparison purposes we put in our calculations the same time step (\( h = 0.01 \)) and ten times larger (\( h = 0.1 \)) than in [25]. Nevertheless, we receive results which are compatible with the expected dynamical behavior.

3.3. Lost of stability. — In the results presented in [25, Fig. 3(a)] for model [51] with parameters \( s = 0.1, K = 25, q = 1, q_1 = 2, \beta = 5, s_0 = 0.7, E = 0.3 \) we can observe a lost of stability of the numerical solutions. In this case the threshold for the stability of
the equilibrium point \( P_2 = (0.3333, 0.1644) \) is given by \( R_0 = 2.4510 \). The marginal value is \( \bar{\alpha} = 0.9501 \) and the initial condition is \((0.5, 0.4)\).

By Theorem 18, the fixed point \( P_2 \) is stable for values of \( \alpha \) less than the marginal value \( \bar{\alpha} \). However, the figure 3(a) in [25] shows an unstable behavior which is not coherent with the theoretical result. Using our scheme, we obtain for all values of \( \alpha \) a simulation which is coherent with the expected dynamical behavior according to Theorem 18.

3.4. More numerical results. — The previous numerical simulations are given in order to show that our numerical scheme solve many numerical problems arising in simulations of fractional systems. In this last Section, we provide more simulations which can be directly compared with the corresponding one in [25] but with \( \alpha \) at least ten times bigger time increment, proving the efficiency of our scheme. As we can observe, all presented simulations
confirm compliance with the theoretical analysis of the dynamical behavior of solutions of the model.

3.4.1. Behavior near the equilibrium point $P_1$. — We provide numerical simulations for the behavior of the fractional system near the equilibrium point $P_1$ which is always stable. Different values of $\alpha$ are tested. We provide first the phase portrait as well as the individual behavior of each variables. The set of parameters: $s = 0.5$, $K = 5$, $q = 1$, $q_1 = 2$, $\beta = 0.02$, $s_0 = 0.7$, $E = 0.3$. The threshold for the stability of the equilibrium point $P_1 = (5, 0)$ is given by $R_0 = 0.0091$. The time step increment is $h = 0.5$, the integration time is $T = 500$ and as the initial point we take $(0.5, 0.4)$.

![Phase portrait](image1.png)

![Density of prey](image2.png)

![Density of predator](image3.png)

**Figure 11.** Numerical simulations for different values of order $\alpha$.

3.4.1.1. Dynamical behavior of each variables near the equilibrium point $P_2$. — In [25], Javidi and al, the authors provide the dynamical behavior of each variables (p. 8953, Fig. 4). Due to the change of stability produced by the numerical method, they observe densities for predator and prey which do not converge to the equilibrium point. In our case, with a bigger time step, we obtain a very good agreement with the theoretical expected behavior.
In order to observe the dynamical behavior of the numerical solutions obtained by implementing the NSFD scheme, we consider the set of parameters: $s = 0.1$, $K = 5$, $q = 1$, $q_1 = 2$, $\beta = 5$, $s_0 = 0.7$, $E = 0.3$. The threshold for the stability of equilibrium point $P_2 = (0.3333, 0.1556)$ is given by $R_0 = 2.2727$. The marginal value is $\bar{\alpha} = 0.9587$. The time step is $h = 0.5$ and the integration time is $T = 500$. The initial point is $(0.5, 0.4)$.

![Figure 12](image.png)

**Figure 12.** Densities of prey and predator respectively, for different values of order $\alpha$.

We provide also the simulations with parameters given by $s = 5$, $K = 5$, $q = 0.1$, $q_1 = 2$, $\beta = 4$, $s_0 = 0.5$, $E = 0.3$ in order to compare with the figure presented in ([25], Fig. 2, p. 8951). In this case, the threshold for the stability of the equilibrium point $P_2 = (0.3333, 77.7778)$ is given by $R_0 = 2.2727$. The marginal value is $\bar{\alpha} = 0.6576$. The time step is $h = 0.5$ and the integration time is $T = 300$. We take the initial point $(2.5, 4.4)$.

The phase portrait possesses a good agreement with the theoretical result even if the time step increment is very big ($h = 0.5$).

We have also tested what is the behavior of the fractional system when the predation is very high. We observe the following behavior starting with two species having almost the same density: the predator eat most of the prey at the beginning and then we have a rapid decreasing of the predator to an equilibrium level which is compatible with the survival of enough prey to ensure the existence of predators. The results are presented on Figure 17. Numerical simulations are provided for different values of order $\alpha$ with parameters $s = 0.1$, $K = 5$, $q = 1$, $q_1 = 2$, $\beta = 15$, $s_0 = 0.7$, $E = 0.3$. The threshold for equilibrium point $P_2 = (0.0769, 0.1136)$ is given by $R_0 = 6.8182$. The marginal value is $\bar{\alpha} = 0.9874$. The time step is $h = 0.2$ and the integration time is $T = 300$. The initial point is $(0.5, 0.4)$.

### 3.4.2. Robustness of the NSFD for big time step increment.

We have made some numerical simulations for the parameters studied in the last case of Section 3.4.1.1. The following results show that the NSFD scheme gives very good agreement with the expected behavior even for very big values of the time step $h$ and a very long integration time. The set of parameters is: $s = 0.1$, $K = 5$, $q = 1$, $q_1 = 2$, $\beta = 15$, $s_0 = 0.7$, $E = 0.3$, $R_0 = 6.8182$. We take as initial conditions $(0.5, 0.4), (0.4, 0.1), (0.5, 1), (0.3, 5)$. 
Figure 13. Numerical simulations for different values of order $\alpha$. 
Figure 14. Numerical simulations for different values of order $\alpha$.
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