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ABSTRACT

Objective: This paper introduces the computationally efficient, low power, high speed partial reconfigurable Finite impulse response (FIR) filter design using multiple constant multiplication technique (MCM). The complexity of many digital signal processing (DSP) systems is reduced by multiple constant multiplication operation.

Methods: Multiple constant multiplications (MCM) along with methods like common sub expression elimination (CSE) is used for the better performance of digital signal processing systems. This paper introduces a CSE operation of finite Impulse response filter design which is solved with decreased number of operators.

Results: Using these techniques shows that the area efficiency is increased when compared with designs based on direct form implementation of FIR filters.

Conclusion: This method has achieved minimum area and delay with a high process rate. The future work will be for using CSE for 0-1 ILP.
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INTRODUCTION

Finite impulse response (FIR) filters are very most important in digital signal processing (DSP) systems since their linear characteristic implementations make them very useful for building stable, high-performance filters. The direct form and transposed form FIR filter implementations are as shown in Fig. 1a and b, respectively. Although hardware wise both architectures have similar complexity but the transposed form is generally preferred because of its better performance and power efficiency [1].

The multiplier block of the digital FIR filter in its transposed form Fig. 1b, where the multiplication of the filter coefficients with the filter input is multiple constant multiplication (MCM) is defined as the process of finding the minimum number of addition/subtraction operations. It is arithmetic operation that multiplies a set of fixed point constants with the same fixed-point variable x.

MCM TECHNIQUE

MCM is a simple way of realizing the constant multiplications using a shift-adds architecture [2]. It is first to define the constants under a particular number representation, and second, for the non-zero digits in the representation of the constant, is to shift the input variable according to the digit positions and add or subtract the shifted variable with respect to the digit values. As simple example, consider the constant multiplications 22x and 44x. Their decompositions are in MCM are listed as follows as shown in Fig. 2 [3].

22x = (10110) bin x = x>>1+x>>2+x>>4
44x = (101100) bin x = x>>2+x>>3+x>>5

COMMON SUB-EXPRESSION ELIMINATION (CSE) TECHNIQUE

To reduce the number of operators, first use a CSE algorithm with a based on the canonical signed digit (CSD) representation of filter coefficients for implementing low complexity FIR filters [4]. In CSDs, it is difficult to deal with “+” and “−” [5]. The observation is that the number of unpaired bits is considerably few for binary coefficients compared to CSD coefficients, particularly for higher order FIR filters.

The binary CSE (BCSE) algorithm deals with elimination of unnecessary BCSE that occurs within the coefficients. The BCSE technique focuses on eliminating unnecessary computations in coefficient multipliers by reusing the most common binary bit patterns (binary common sub-expressions [BCSs]) present in coefficients [6]. The number of BCSs that can be formed in an n-bit binary number is 2^n - (n+1).

For example, 3-bit binary representation can form four BCSs, which are [0 1 1], [1 0 1], [1 1 0], and [1 1 1]. These BCSs can be expressed as:

\[ [0 1 1] = x_3 \cdot x_2 + 2 \cdot x_1 \cdot x \] (1)
\[ [1 0 1] = x_3 \cdot x_2 + 2 \cdot x_1 \] (2)
\[ [1 1 0] = x_3 \cdot x_2 + 2 \cdot x_1 \cdot x \] (3)
\[ [1 1 1] = x_3 \cdot x_2 + 2 \cdot x_1 \cdot x + 2 \cdot x \] (4)

Where, x is the input signal.

Note that other BCSs such as [0 0 1], [0 1 0], and [1 0 0] do not require any adder for implementation as they have only one nonzero bit. A simple realization of above BCSs would require five adders.

However, x2 can be obtained from x4 by right shift operation:

\[ x_2 = 2 \cdot x_1 + 2 \cdot x_3 = 2 \cdot (x_2 + 2 \cdot x_1) = 2 \cdot x_1 \] (5)
Also \( x_i \) can be obtained from \( x_{i-1} \) using an adder:

\[
X_i = x_i + 2^{-1}x_{i-1} + 2^{-2}x_{i-2}
\]  

Thus, only three adders are required to perceive the BCs \( x_2 - x_5 \).

**Greedy CSE algorithm**

The new CSE algorithm combines three techniques, binary horizontal sub-expression elimination, binary vertical sub-expression elimination and hardwiring of the final stages, which reduces the number of adders. This technique focuses on eliminating redundancy in coefficient multiplier [7]. For example, \( x_3 - x_6 \) are formed from the binary representation of coefficient as follows:

\[
\begin{align*}
[0\ 1\ 1] & = x_3 + 2^{-1}x_1 + 2^{-2}x_0 \\
[1\ 0\ 1] & = x_4 + 2^{-1}x_1 \\
[1\ 1\ 0] & = x_5 + 2^{-1}x_1 + 2^{-2}x_0 \\
[1\ 1\ 1] & = x_6 + 2^{-1}x_1 + 2^{-2}x_0 + 2^{-3}x_{-1}
\end{align*}
\]  

A direct realization of the binary HCSs (BHCSs) Equations 7 to 10 would require 5 adders. However, as \( x_i \) can be obtained from \( x_{i-1} \) by a shift operation and \( x_{i-1} \) from \( x_i \) using an adder, only three adders are required to obtain the BHCSs.

**Table 1: Design utilization of summary using FIR direct form**

| Logic utilization                      | Used | Available | Utilization (%) |
|----------------------------------------|------|-----------|-----------------|
| Number of slice flip flops             | 66   | 4,896     | 1               |
| Number of 4 input LUTs                 | 64   | 4,896     | 1               |
| Number of occupied Slices              | 41   | 2,448     | 1               |
| Number of slices containing only related logic | 41   | 41        | 100             |
| Number of slices containing unrelated logic | 41   | 41        | 0               |
| Total number of 4 input LUTs           | 71   | 4,896     | 1               |
| Number used as logic                   | 62   |           |                 |
| Number used as a route-thru            | 6    |           |                 |
| Number used as shift registers         | 2    |           |                 |
| Number of bonded IOBs                  | 25   | 108       | 23              |
| Number of BUFGRUX                      | 1    | 24        | 4               |
| Number of MULT118X18S10s               | 3    | 12        | 25              |
| Average fanout of non-clock nets       | 1.49 |           |                 |

FIR: Finite impulse response, LUT: Look up table, IOBs: Input output blocks

**Table 2: Design utilization of summary using MCM and CSE**

| Logic utilization                      | Used | Available | Utilization (%) |
|----------------------------------------|------|-----------|-----------------|
| Number of slice flip flops             | 38   | 2,448     | 1               |
| Number of slice flip flops             | 66   | 4,896     | 1               |
| Number of 4 input LUTs                 | 66   | 4,896     | 1               |
| Number of bonded IOBs                  | 25   | 108       | 23              |
| Number of MULT118X18S10s               | 3    | 12        | 25              |
| Number of GCLKs                        | 1    | 21        | 4               |

MCM: Multiple constant multiplication, CSE: Common sub-expression elimination, GCLKs: Global clock, LUTs: Look up tables, IOBs: Input output blocks

**Table 3: Detailed dimensions of direct form MCM and CSE**

| Techniques used                      | Delay (ns) | Number of operators |
|--------------------------------------|------------|--------------------|
| Direct form                          | 16.147     | 381                |
| MCM and CSE                          | 9.892      | 192                |

| Techniques used                      | Delay (ns) | Number of operators |
|--------------------------------------|------------|--------------------|
| Direct form                          | 16.147     | 381                |
| MCM and CSE                          | 9.892      | 192                |

MCM: Multiple constant multiplication, CSE: Common sub-expression elimination, ns: Not significant

\[
\begin{align*}
X_3 &= 2^{-1}x_3 + 2^{-2}x_2 + 2^{-3}x_1 \\
X_4 &= x_4 + 2^{-1}x_1 + 2^{-2}x_0 \\
X_5 &= x_5 + 2^{-1}x_1 + 2^{-2}x_0 + 2^{-3}x_{-1} \\
X_6 &= x_6 + 2^{-1}x_1 + 2^{-2}x_0 + 2^{-3}x_{-1} + 2^{-4}x_{-2} \\
\end{align*}
\]  

**LITERATURE SURVEY**

There is a lot of work has been done in this field using different techniques and motives to provide the best system. The literature survey of different researchers has been given below:

Soderstrand et al. [4] proposed a hardware optimization technique based on minimum adder CSD multiplier blocks is combined with a technique for trading adders to reduce hardware requirements for FIR filter coefficients. Noise free filters can only be achieved using FIR filters because FIR filters can always designed using a sufficient number of bits in the multipliers that rounding or truncation after multiple is not necessary. Thus, an idea is carried out by increasing the filter order and decreasing the bits to minimize the hardware.

![Fig. 1: Finite impulse response implementation (a) direct form (b) transposed form with generic multipliers obtained and has significant impact on the complexity and performance of the design because it requires large number of multiplier constant](image1)

![Fig. 2: Multiple constant multiplication six adders](image2)
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coefficient multipliers. A CSE algorithm with a based on the CSD representation of coefficients of filter for implementing low complexity FIR filters. In CSE, first, write the expression in binary form. According to bit position, shift the variable and added up the shifted variable. The next step is to maximize the groups of the sub expressions for the reduction of operators. CSDs used where there is the occurrence of consecutive non-zero digits. Steps of converting a binary number into canonical digits repeated again and again until there are no consecutive non-zero digits. Thus, it is very difficult to deal with CSDs.

Aksoy et al. [8] have represented an exact CSE for sharing terms in MCM. This algorithm deals with the Boolean networks to cover all terms which generate the set of coefficients in MCM. Linear programming is used to reduce the number of gates used in it. This algorithm handles the binary and CSD representations for the coefficients. This paper results the reducing in delay, but area of filter is increased. Hence, this algorithm is not efficient to decrease the number of operators.

Aksoy et al. [9] have represented the design of low complexity using bit-parallel MCM operation which reduces the complexity of many DSP systems. In digital-serial design, input data are divided into the number of bits. Then, it processed the data serially bit by bit but applies each bit in parallel. Digital-serial computation plays an important role when bit serial implementations cannot meet the delay requirements, then bits sends in parallel need more hardware. FIR filters which are under the shifts-adds architecture having significant area reduction as compared to that filter design which is implemented using digital serial constant multiplier. Some attention had been given to the digit-serial MCM design which offers low complexity MCM operation at the cost of an increased delay. Thus, it was a tradeoff between time and area of the filter.

Al-Hasani et al. [10] have represented CSE algorithm which is used to minimize the complexity of the MCM operation. MCM used binary signed digit (BSD) number system to design the coefficients. The BSD used in this paper which gives a better performance over CSD. BSD representation is used to find the possible decompositions which results the possibility of finding MCM realizations with minimum logic depth is increased because the sub expression space becomes large. In BSD, first, a decimal number is converted into binary digits. Each digit associated with a sign, positive, or negative. Hence, a decimal number can be represented in many ways using BSDs. Thus, BSD show redundancy.

Aksoy et al. [11] have represented MCM which realizes the multiplication of constants by a variable. It can be implemented using generic multipliers and adders/subtractors. This algorithm is implemented by FPGA using linear programming formulation and graph based algorithm. The use of MCM design leads to FIR filter design requiring less number of operators, having less delay, and consuming less power with respect to those include only adders/subtractors. However, due to the further use of a large number of algorithms, this becomes more complex.

IMPLEMENTATION

In this, FIR filter is implemented using direct form. FIR filters direct form uses a large number of operators which increases the area of filters. In this different parameters such as area, delay is described using Xilinx. The proposed CSE method can be explained using the example of a 5-tap FIR filter coefficient (Figs. 3-5).

RESULTS

Table 1 shows the design utilization of summary using FIR direct form. Table 2 shows the design utilization of summary using MCM and CSE techniques. It shows the number of slices, LUTs (Look up Tables), flip-flops and IOBs (Input-Output Blocks) are used. GCLK refers to...
Global Clock.

The comparison table for MCM and CSE techniques with respect to delay and number of operators is shown in Table 3.

CONCLUSION

The digital communication industry has grown at a very fast rate. With the fast development of digital communication system, different techniques used to optimize the FIR filters. They are commonly used in DSP system. Due to these reasons, the demand for FIR filters has increased. In communication devices, such as telephones, in which more noise is present, thus a large number of filters to be used in such devices to remove the noise. Thus, the purpose of this paper is to analyze and design the optimization techniques to reduce the area of filter and delay. So that, signal can process at fast rate. A direct form, MCM, and CSE techniques for the optimization of FIR filters are presented. Compare to many techniques, these techniques are designed based on a simple structure and suitable for optimization of FIR filters. The proposed techniques are considered to achieve minimum area and delay of filter using less number of operators, so it can give fast rate to process a signal. Future enhancement of this paper is to design MCM architecture using 0-1 ILP CSE logic.
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