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Abstract

Graph-based clustering plays an important role in clustering tasks. As graph convolution network (GCN), a variant of neural networks on graph-type data, has achieved impressive performance, it is attractive to find whether GCNs can be used to augment the graph-based clustering methods on non-graph data, i.e., general data. However, given $n$ samples, the graph-based clustering methods usually need at least $O(n^2)$ time to build graphs and the graph convolution requires nearly $O(n^2)$ for a dense graph and $O(|E|)$ for a sparse one with $|E|$ edges. In other words, both graph-based clustering and GCNs suffer from severe inefficiency problems. To tackle this problem and further employ GCN to promote the capacity of graph-based clustering, we propose a novel clustering method, AnchorGAE. As the graph structure is not provided in general clustering scenarios, we first show how to convert a non-graph dataset into a graph by introducing the generative graph model, which is used to build GCNs. Anchors are generated from the original data to construct a bipartite graph such that the computational complexity of graph convolution is reduced from $O(n^2)$ and $O(|E|)$ to $O(n)$. The succeeding steps for clustering can be easily designed as $O(n)$ operations. Interestingly, the anchors naturally lead to a siamese GCN architecture. The bipartite graph constructed by anchors is updated dynamically to exploit the high-level information behind data. Eventually, we theoretically prove that the simple update will lead to degeneration and a specific strategy is accordingly designed.

1. Introduction

Graph-based clustering methods [14,24,25,29,30,36] are important in the clustering field since they can group data points non-linearly via constructing a graph. For instance, spectral clustering [29] originates from a relaxed graph-cut problem, e.g., Ratio Cut [14], Normalized Cut [36], Balanced Cut [6], etc. Given $n$ data points, the graph-based clustering methods suffer the severe inefficiency in practice due to the construction of graphs, which usually needs $O(n^2)$ time without any acceleration tricks. For some methods such as spectral clustering [29], the eigen-value decomposition, an $O(n^3)$ operation, is required. To alleviate the phenomenon, plenty of variants of spectral clustering have been developed [12,37,45]. An important variant is to introduce some representative points [27] to accelerate both graph construction and optimization [3,7]. However, the graph constructed by original features may only contain low-level information. With the rise of deep learning, the utilization of deep neural networks (DNN) is widely regarded as an important way to exploit deep information of data [44]. Although some deep clustering models [13,34,46,47] have been proposed, few models focus on how to extend graph-based methods into deep version. Moreover, some models based on convolution neural networks (CNN) have achieved impressive improvement on clustering, but CNN can not be applied on irregular data, such as social networks, recommendation systems, signals, data mining data, etc. Compared with the regular data (e.g., images, videos, etc.), the most difference of irregular data is that features of irregular data are not relevant to the neighboring features. In other words, the features are disordered, which indicates that the classical convolution operation is unapplicable.

Graph convolution networks (GCN) [2,10,22], which attempt to extend the classical convolution operation into irregular data, have attracted much attention. GCN is designed for graph-type data, such as social networks, recommendation systems, citation networks, etc. According to the practical scenarios, links between two samples are cheap to obtain and thus graphs are provided as prior information. Several works [21,32,33,39,40] aim to utilize GCN for node clustering on graph-type data. As GCNs have shown impressive capacity on graph-type data, it is attractive to employ GCN to promote the capacity of graph-based clustering methods. Nevertheless, in the most scenarios (e.g., text, signals, etc.), graphs are not provided as the prior information, which indicates that the existing GCN-based models for node clustering are unavailable.
on these non-graph data without artificial construction of graphs. Meanwhile, inefficiency is also a well-known problem for GCNs [4, 15]. Forward propagation of each node in a GCN layer relies on neighboring samples such that the computation complexity of the graph convolution increases exponentially with the growth of layers. For a dense graph, the complexity of one GCN layer is almost $O(n^2)$ time. For a sparse one, the computational cost becomes $O(|E|)$ where $|E|$ represents the amount of edges. Accordingly, each training step approximately depends on all data points and the training is quite time-consuming. It also results in the unavailability of batch gradient descent. To accelerate GCNs, some works focus on how to apply batch gradient descent [4, 5, 8, 41].

Although SDCN [1] aims to extend GCNs into the data clustering task, it fails to exploit the high-level information of data and neglect the practicability in the real applications. In this paper, we propose a novel-based GCN clustering model, namely AnchorGAE. The contributions of this paper are concluded as follows

- Since no graph is provided for general data, we aim to estimate the connectivity distribution for each sample from a generative model perspective. Anchors are introduced to accelerate the construction and apply GCNs to the practical applications. With the produced anchors and connectivity distributions, we obtain a bipartite graph and its one-step probability transition graph to reduce the computational complexity of each forward propagation from $O(n^2)$ or $O(|E|)$ to $O(n)$.

- Furthermore, a siamese architecture is naturally designed to transform anchors into the embedding space. The distributions are rectified dynamically during training to exploit the high-level information via GCN.

Meanwhile, we devise a specific strategy to update the graph to avoid the collapse that is proved theoretically.

**Notations** Let $G = (V, E, W)$ be a graph where $V$, $E$, and $W$ represent nodes, edges, and weights respectively. For an unweighted matrix, $W$ can be ignored since weights of edges are all regarded as 1. All matrices and vectors are represented by upper-case words and bold lower-case words respectively. $|·|$ represents the size of set. $(·)_+ = \max(·, 0)$. For a real number $x$, $\lfloor x \rfloor$ represents the maximum integer that is not larger than $x$. $\mathbf{1}_n$ denotes an $n$-dimension vector whose all entries equal 1. The theoretical proof and details of experiments are shown in the supplementary.

## 2. Related Work

In this section, we introduce the existing work about graph convolution networks and fast clustering algorithms.

**Graph Convolution Networks** In recent years, how to effectively extract features of graphs has attracted a lot of attention [22, 42]. Although GCN has achieved outstanding performance [16, 22], it requires too much memory and time. Some methods [5, 8, 41] for accelerating training and reducing consumption of memory are proposed. For instance, SGC [41] attempts to accelerate by removing non-linear activations in GCN, which reduces the number of parameters. More importantly, it compresses multiple layers into one layer such that stochastic gradient descent can be used. ClusterGCN [8] tries to find an approximate graph with multiple connected components via METIS [19] to employ batch gradient descent. To extend GCN [22] into unsupervised learning, graph auto-encoders [21, 26, 32, 33, 48], based on auto-encoder [17, 20], are developed. Different from traditional auto-encoders, GCN is...
used as an encoder and decoder calculates inner-products of embedding to reconstruct graphs.

**Efficient Clustering** In traditional clustering, k-means [28] works efficiently on large scale data but it can only deal with spherical data, which limits the application of k-means. For graph-based clustering methods [14, 29, 36], both computational complexity and space complexity of graph construction are $O(n^2)$. In particular, solving spectral clustering needs eigen-value decomposition, which is also time-consuming. To apply spectral clustering on large scale data, a lot of variants [12, 27, 37, 45] have been developed. Anchor-based methods [3, 7, 27] are important extensions of spectral clustering. The anchor-based methods implicitly via some representative points, which are usually named as anchors. By constructing a bipartite graph between samples and anchors, they only need to perform singular value decomposition on a small matrix. The anchor-based spectral clustering provides an elegant scheme to improve the efficiency of graph-based models.

**Remark 1.** Although several CNN-based clustering methods [13, 46] have achieved good performance, they focus on vision data and the main improvement is caused by the classical convolution operator, such that they are unavailable on irregular data, e.g., signals, word vectors, data mining data, etc. Therefore, the CNN-based methods will not be discussed in the following part.

3. Methodology

In this section, we first show how to construct a bipartite graph on the non-graph data. Then, the core idea of AnchorGAE and its efficiency are elaborated. Finally, the rigorous analysis of the degeneration is provided. The core idea of AnchorGAE is illustrated in Figure 1.

3.1. Inefficiency of GCN Revisit

In computer science, the adjacency matrix, which is denoted by $A$ in this paper, is a common way to represent the edges of a graph. Specifically, for an unweighted graph $G = (V, E)$, $A_{ij} = 1$ if $(v_i, v_j) \in E$ and $A_{ij} = 0$ otherwise. In GCNs, a popular definition of the graph convolution layer is accordingly formulated as [22]

$$H = \varphi(\bar{A}XW),$$

where $\varphi(\cdot)$ is an activation function, $X \in \mathbb{R}^{n \times d}$ is the representation of data points, $W \in \mathbb{R}^{d \times d}$ denotes the coefficients to learn, $A = D^{-\frac{1}{2}}(A + I)D^{-\frac{1}{2}}$ is often viewed as a variant of the normalized Laplacian matrix, and $D$ is the degree matrix of $(A + I)$. Specifically, $D$ is a diagonal matrix where $D_{ii} = \sum_{j=1}^{n}(a_{ij} + 1)$.

In the forward propagation, it requires $O(|E|d)$ time to compute $\bar{A}X$. If $G$ is sparse enough, the computational complexity is acceptable. If there are plenty of edges in $G$, the computational complexity can be roughly regarded as $O(n^2d)$, such that GCNs are unavailable in this case.

3.2. Generative Perspective for Bipartite Graphs

**Generative Perspective for Graphs** For a graph $G = (V, E)$, an edge, $(v_i, v_j) \in E$, can be regarded as a sampling from an underlying connectivity distribution $p(\cdot|v_i)$ for $v_i$, where $v_i$ denotes the $i$-th node. Note that $\sum_{j=1}^{n} p(v_j|v_i) = 1$ where $n = |V|$. Therefore, a graph can be viewed as multiple samplings regarding connectivity distributions $\{p(\cdot|v_i)\}_{i=1}^{n}$. Specially, for a weighted graph $G = (V, E, W)$ where $W$ represents the weights on edges, $W$ can be viewed as an estimation of the underlying connectivity distributions. From the generative perspective, the underlying connectivity distributions can be supposed to exist in any dataset. Different from the graph data, the sampling is not performed on non-graph data. However, no matter which type of data is, it will not affect the existence of connectivity distributions. The vital idea that leads AnchorGAE to be applied to non-graph data is to estimate the distributions. Besides, they are also the target to reconstruct by our unsupervised model. The following assumption helps to estimate the connectivity distributions.

**Assumption 1.** Given an ideal metric of difference between two nodes $d(v_i, v_j)$, $p(v_j|v_i)$ is negatively related to $d(v_i, v_j)$.

In this paper, each node is described by a $d$-dimension vector, i.e., $x_i \in \mathbb{R}^{d}$. Therefore, the metric can be reformulated as

$$d(v_i, v_j) = \|f(x_i) - f(x_j)\|_2^2, \quad (2)$$

where $f(\cdot)$ represents an ideal mapping of the raw features.

**Bipartite Graph Simplification with Anchors** To efficiently apply graph convolution, we attempt to simplify the graph via some representative points, which are named anchors or landmarks. Let $U$ denote anchors where $|U| = m$ and the $i$-th anchor is also described by a $d$-dimension vector $c_i$. Then, we can get a new bipartite graph with anchors, $G_a = (V_a, E_a, W_a)$. Specifically, $V_a = V \cup U$. The bipartite property means that only edges between $V$ and $U$ are allowed in $E_a$. This bipartite property is from the following assumption.

**Assumption 2.** Given an ideal set of anchors $U$, $p(v_j|v_i)$ can be constructed by $\{p(u_i|v_i)\}_{i=1}^{n}$ and $\{p(v_j|u_i)\}_{i=1}^{n}$.

Since both connectivity distributions and anchors are unknown in general data, we need to estimate them. First, we intend to estimate anchors and $p(u_i|v_i)$ alternatively by

$$\min_{U, p(\cdot|v_i)} \sum_{i=1}^{n} \sum_{j=1}^{n} E_{u_j \sim p(\cdot|v_i)} d(v_i, u_j), \quad (3)$$
according to Assumption 1. Note that we only focus on the estimation of \( p(u_j|v_i) \) and overlook \( p(v_i|u_j) \) for now. However, the above problem has a trivial solution,

\[
p_0(u_j|v_i) = \begin{cases} 1, & j = \text{arg min}_j (d(u_j, v_i)) \\ 0, & \text{else} \end{cases}
\]

(4)

To avoid the ill anchor graph, we turn to the following regularized problem,

\[
\min_{u, \pi(\cdot|v_i)} \mathbb{E}_{u_j \sim p(\cdot|v_i)} d(v_i, u_j) + g(p(\cdot|v_i), \pi(\cdot|v_i)),
\]

(5)

where \( \pi(\cdot|v_i) \) represents the uniform distribution and \( g(\cdot, \cdot) \) is a metric of two discrete distributions. Intuitively, \( p(u_j|v_i) \) should be sparse such that anchors far from \( v_i \) are ignored. In practice, Kullback-Leibler divergence (KL-divergence) is usually used as \( g(\cdot, \cdot) \) to measure the divergence of two probability distributions. However, it will return a dense solution of \( p(\cdot|v_i) \). Instead, we employ a simple measure as follows

\[
\min_{u, \pi(\cdot|v_i)} \mathbb{E}_{u_j \sim p(\cdot|v_i)} d(v_i, u_j) + \gamma_i \sum_{j=1}^m (p(u_j|v_i) - \pi(u_j|v_i))^2.
\]

(6)

Let \( d_k(v_i, \cdot) \) be the \( k \)-th smallest value of \( \{d(v_i, u_j)\}_{j=1}^n \), and if \( \gamma_i = \frac{1}{2} (kd_k(v_i, \cdot) - \sum_{l=1}^k d_l(v_i, \cdot)) \), \( p(\cdot|v_i) \) will be \( k \)-sparse (only \( k \) entries are non-zero). Meanwhile, it can be transformed into [30] and solved by

\[
p(u_j|v_i) = \left( \frac{d_k(v_i, \cdot) - d(v_i, u_j)}{\sum_{l=1}^k d_l(v_i, \cdot) - d_l(v_i, u_j)} \right)_{+}.
\]

(7)

The detailed derivations can be found in supplementary.

When \( p(u_j|v_i) \) is fixed, anchors are computed by solving the following problem,

\[
\min_{f(c_j)} \mathbb{E}_{u_j \sim p(\cdot|v_i)} \|f(x_i) - f(c_j)\|^2_2,
\]

(8)

where \( c_j \) is representation of anchor \( u_j \) in the original space. If we take the derivative of the above equation regarding \( f(c_j) \) and set it to 0, then we have

\[
f(c_j) = \frac{\sum_{i=1}^n p(u_j|v_i) f(x_i)}{\sum_{i=1}^n p(u_j|v_i)}.
\]

(9)

In sum, problem (24) can be solved iteratively through Eq. (7) and (9). More details can be found in supplementary.

Then we turn to model \( p(v_i|u_j) \), which is used to compute \( p(v_j|v_i) \), the probability between two raw nodes. Rather than solving a problem like problem (24), \( p(v_i|u_j) \) is set by a simple normalized step,

\[
p(v_i|u_j) = \frac{p(u_j|v_i)}{\sum_{l=1}^n p(u_j|v_l)},
\]

(10)

via utilizing \( p(u_j|v_i) \) calculated by Eq. (7). To show how the above formulations construct a bipartite graph and simplify the succeeding discussion about the fast convolution, we further reformulate \( p(u_j|v_i) \) and \( p(v_i|u_j) \) via matrix form. Let \( B \in \mathbb{R}^{n \times m} \) be a matrix where \( b_{ij} = p(u_j|v_i) \). Then

\[
T = \begin{bmatrix} 0 & B \\ 0 & 0 \end{bmatrix} \text{ and } D_a = \begin{bmatrix} I & 0 \\ 0 & \Delta \end{bmatrix}
\]

(11)

represent an unnormalized bipartite graph and its degree matrix, respectively. Note that \( T \) does not conform to the generative perspective for graphs, though it is a bipartite graph. According to Eq. (10), the generative bipartite graph can be defined as

\[
P = D_a^{-1} T = \begin{bmatrix} 0 & B \\ \Delta^{-1} B^T & 0 \end{bmatrix} \in \mathbb{R}^{(n+m) \times (n+m)},
\]

(12)

which can be also regarded as a probability transfer matrix.

### 3.3. \( O(n) \) Bipartite Graph Convolution with Anchors

Since the above discussion is based on graph models, a multi-layer GCN is a rational scheme to implement \( f(x_i) \) which is defined in Eq. (2). We utilize the bipartite graph, defined in Eq. (11), to accelerate the graph convolution. In virtue of the Markov process [38], \( p(v_j|v_i) \) can be obtained by the one-step transition probability, i.e.,

\[
p(v_j|v_i) = \sum_{l=1}^m p(v_l|v_i) p(u_l|v_i).
\]

Similarly, \( p(u_j|u_i) = \sum_{l=1}^m p(u_j|u_i) p(u_l|u_i) \). Formally, the constructed graphs of \( \mathcal{V} \) and \( \mathcal{U} \) are defined as

\[
A_a = P^2 = \begin{bmatrix} B \Delta^{-1} B^T & 0 \\ 0 & \Delta^{-1} B^T B \end{bmatrix} = \begin{bmatrix} A & 0 \\ 0 & A_t \end{bmatrix}.
\]

(13)
Algorithm 1 Optimization of AnchorGAE.

Input: Raw features $X$, initial sparsity $k_0$, the estimated upper-bound of sparsity $k_m$, maximum epochs $T$.

1: Initialize $B$ and $C$ via solving problem (24).
2: Initialize $A_u$ by Eq. (13).
3: $k \leftarrow k_0$.
4: for $i = 1, 2, \cdots, T$ do
5: \hspace{0.5cm} Update parameters of GCN layers by gradient descent. \hspace{0.5cm} // Obtain the mapping $f(\cdot)$.
6: \hspace{0.5cm} Update $B$ and $f(c_j)$ on $Z$ and $Z_t$ via problem (24).
7: \hspace{0.5cm} Update anchors in the original space for the bipartite graph convolution: $c_j = f^{-1}(f(c_j)) = X^T b_j$.
8: \hspace{0.5cm} Update $A_u$ by Eq. (13).
9: \hspace{0.5cm} $k \leftarrow k + \lceil \frac{k_m - k_u}{k_m} \rceil$.
10: end for
11: Perform fast clustering on $Z$.

Output: Clustering assignments and embedding $Z$.

Accordingly, $A$ is the adjacency matrix constructed by anchors, of $n$ samples, and $A_t$ is the adjacency of $m$ anchors.

Remark 2. In GCNs, the graph is conventionally preprocessed by adding self-loops as shown in Eq. (1). The graph constructed by Eq. (13) is equivalent to be assigned with adaptive self-loops, since $A_{ii}$ and $(A_t)_{ii}$ are non-zero in most cases.

Therefore, $A$ can be directly used as a part of the graph convolution operator. Since $A_1 = B \Delta^{-1} B^T 1 = B 1 = 1$, the degree matrix of $A$ is the identity matrix, i.e., $A = A$. Therefore, the output of GCN is formulated as

$$H = \varphi(B \Delta^{-1} B^T X W). \quad (14)$$

Here, we explain why the above equation accelerates the operation. It should be emphasized that $A$ is not required to be computed explicitly. The core is to design the order of matrix multiplications as follows

$$T_1 = B^T X \Rightarrow T_2 = \Delta^{-1} T_1$$
$$\Rightarrow T_3 = T_2 W \Rightarrow H = \varphi(B T_3). \quad (15)$$

According to the above order of computation, the computational complexity is reduced to $O(nmd + m^2d + mdd')$. Since $d, d'$, and $m$ are usually much smaller than $n$, the complexity can be regarded as $O(nm)$. Moreover, if the amount of anchors is small enough, the required time of each forward propagation of a GCN layer is $O(n)$.

3.4. Siamese Architecture

As the task is unsupervised, the whole architecture is based on graph auto-encoder (GAE). The encoder consists of multiple bipartite GCN layers defined in Eq. (14),

$$Z = f(X) = \varphi_L(A \varphi_{L-1}(\cdots \varphi_1(A X W_1) \cdots) W_L), \quad (16)$$

where $L$ denotes the amount of layers. The embedding (denoted by $Z$), which is produced by the encoder, is a non-linear mapping for the raw representation of $V$.

However, the mentioned encoder just transforms $V$ and there is no edge between $V$ and $U$. In other words, $U$ can not be projected via the network with the adjacency $A$. Meanwhile, GCN layers suffer from the out-of-sample problem. Accordingly, $U$ can not be directly projected into the deep feature space by the encoder. To map anchors into the same feature space, a siamese [9] encoder is thus designed. The encoder for anchors should share the same parameters but has its own graph structure. Surprisingly, the one-step probability transition matrix defined in Eq. (13) gives us a graph that is only composed of anchors, $A_t = \Delta^{-1} B^T B$. As $A_1 = \Delta^{-1} B^T B 1 = \Delta^{-1} B^T 1 = 1$, the corresponding degree matrix, $D_t$, is also the identity matrix, i.e.,

$$\tilde{A}_t = D_t^{-\frac{1}{2}} A_t D_t^{-\frac{1}{2}} = A_t. \quad (17)$$

Accordingly, the embedding of anchors is formulated as

$$Z_t = f(C) = \varphi_L(A_t \varphi_{L-1}(\cdots \varphi_1(A_t C W_1) \cdots) W_L), \quad (18)$$

where $C \in \mathbb{R}^{m \times d}$ represents $m$ anchors.

Loss: As the underlying connectivity distributions have been estimated, we use them, rather than the adjacency in the existing GAEs, as the target for the decoder to rebuild. According to Assumption 1, the connectivity probability should be reconstructed according to Euclidean distances between $V$ and $U$. Formally speaking, the decoder is

$$q(u_j | v_i) = \frac{\exp(-d(v_i, u_j))}{\sum_{i=1}^m \exp(-d(v_i, u_i))}. \quad (19)$$

Instead of using mean-square error (MSE) to reconstruct $A$, AnchorGAE intends to reconstruct the underlying connectivity distribution and employ the cross-entropy to measure the divergence,

$$\mathcal{L} = \sum_{i=1}^n \sum_{j=1}^m p(u_j | v_i) \log \frac{1}{q(u_j | v_i)}. \quad (20)$$

The GCN part of AnchorGAE is trained via minimizing $\mathcal{L}$.

So far, how to get anchors at the beginning is ignored. In deep learning, a common manner is to pretrain a neural network. Nevertheless, the pretrain of raw graph auto-encoders will result in nearly $O(n^2)$ time, which violates the motivation of our model. Therefore, we first compute anchors and transition probability on the raw features. Then anchors and transition probability will be rectified dynamically, which will be elaborated in the next subsection.

3.5. Adaptive Update to Avoid Degeneration

Since the initialized anchors and transition probability is calculated from the original features, the information hid-
AnchorGAE approximation of the inverse mapping of the encoder. To
the raw input from the embedding can be regarded as an
auto-encoders since the decoder that tries to reconstruct
an invertible mapping. A scheme is to utilize the classi-
cators under the deep representations,
are two problems to address.

Firstly, according to Eq. (7) and (9), we can obtain an-
chains under the learned embedding. There
are two problems to address.

Lastly, according to Eq. (7) and (9), we can obtain an-
chains under the deep representations, \{f(e_j)\}_{j=1}^n. How-
however, the input of our model requires anchors under the
raw features. In other words, it is necessary to compute
\(c_j = f^{-1}(f(e_j))\). Unfortunately, it is hard to ensure \(f(\cdot)
invertible mapping. A scheme is to utilize the clas-
cal auto-encoders since the decoder that tries to reconstruct the
raw input from the embedding can be regarded as an
approximation of the inverse mapping of the encoder.

To simplify the discussion in this paper, we simply set
\(c_j = f^{-1}(f(e_j)) = X^T b_j\),
\(c_j = f^{-1}(f(e_j)) = X^T b_j\),
\(c_j = f^{-1}(f(e_j)) = X^T b_j\)...

to estimate \(c_j\) under the original feature space.

Secondly, the simple update of anchors and transition
probability is unavailable. The performance of AnchorGAE
will become worse and worse after several updates of an-
chors. An interesting phenomenon is that a better recon-
struction indicates a more severe degeneration.

**Theorem 1.** Let \(p_k(\cdot|v_i)\) be the \(k\)-largest one of
\{\(p(u_j|v_i)\)\}_{j=1}^m and \{\(\hat{p}(u_j|v_i)\)\}_{j=1}^m be the updated distribu-
tion with the same \(k\) after step 6 of Algorithm 1. Suppose
that there exists a constant \(s\) such that \(\|f(c_j) - f(x_i)\|_2 \leq s\)
for any \(v_i\) in a cluster with \(\hat{p}(\cdot|v_i)\). If \(|q(\cdot|v_i) - p(\cdot|v_i)| \leq \varepsilon\), then there exists a con-
stant \(c\), which is irrelevant to \(\varepsilon\), such that when \(\varepsilon \leq c\),

\[ |\hat{p}(\cdot|v_i) - \frac{1}{k}| \leq h(\varepsilon) \text{ holds for any } j \leq k \text{ where } h(\cdot) \text{ is a continuous function that satisfies } \lim_{\varepsilon \to 0} h(\varepsilon) = 0. \]

The above conclusion means that \(\hat{p}(\cdot|v_i)\) is a sparse and
uniform distribution. In other words, the constructed graph
degenerates into an unweighted graph, which is usually
unexpected in clustering. The degeneration is caused by
projecting samples from the identical cluster into multiple
tiny and cohesive clusters as shown in Figure 3. These tiny
clusters have no connection with each other and they scatter
randomly in the representation space, such that the clus-
tering result is disturbed. To avoid this collapse, we propose
two strategies: (1) increase \(k\) which represents the sparsity of
neighbors; (2) decrease the amount of anchors, \(m\). In
this paper, we increase \(k\) dynamically for simplicity. Since
the amount of samples in each cluster is unknown, an esti-
ated upper-bound of \(k\) is required. Suppose that there are
\(c\) clusters and the number of samples in the smallest cluster
is represented by \(n_s\). Then we can define the upper-bound of \(k\) as
\(k_m = \left\lfloor m \times \frac{n_s}{m} \right\rfloor.\)

![Figure 3. Illustration of the strategy to avoid degeneration on MNIST-test: The left one is from AnchorGAE with fixed \(k\) while the right one is from AnchorGAE with dynamically increasing \(k\).](image-url)
Let $k_0$ denote the sparsity of the initialized anchor graph and $T$ be the number of iterations to update anchors. Then $k$ can be set adaptively by

$$k \leftarrow k + \left\lfloor \frac{k_m - k_0}{T} \right\rfloor.$$  

(23)

If we have no prior information of $n_s, n_a$ can be simply set as $\lfloor n/c \rfloor$ or $\lfloor n/(2c) \rfloor$. When AnchorGAE is trained, we can perform some fast clustering algorithms on $B$ or $Z$, which is elaborated in supplementary. The optimization of AnchorGAE is summarized in Algorithm 1.

### 4. Experiment

#### 4.1. Datasets and Comparative Methods

The performance of the AnchorGAE is evaluated on 6 non-graph datasets, including 2 UCI datasets (ISOLET [11] and SEGMENT [11]) and four image datasets (USPS [18], MNIST-test [23], MNIST-full [23], and Fashion-MNIST [43]). Note that Fashion-MNIST is denoted by Fashion in Table 2. The details of these datasets are shown in Table 2.

AnchorGAE is compared with 9 methods, including 5 anchor-based methods (Nystrom [12], CSC [37], KASP [45], LSC [3], and SNC [7]), 3 GAE-based methods (SGC [41], GAE [21] and ClusterGCN [8]), 2 deep methods (DEC [44] and SpectralNet [35]), and classical K-Means [28]. All codes are downloaded from the homepages of authors.

Figure 4. The influence of number of anchors to ACC, NMI, and TIME on SEGMENT, USPS, and MNIST-full.

![Graphs showing the influence of number of anchors on ACC, NMI, and TIME for SEGMENT, USPS, and MNIST-full datasets.](image)

Figure 5. Consuming time of AnchorGAE, SGC, GAE, ClusterGCN-L2, and ClusterGNC-L4.

![Bar chart showing consuming time for different datasets and methods.](image)

#### 4.2. Experimental Setup

There are three clustering evaluation criteria used in our experiments, including the clustering accuracy (ACC), normalized mutual information (NMI), and running time. In our experiments, the number of anchor points is set from 100 to 1000 and the increasing step is 100. The best results are reported in Table 1. The activation function of the last layer is set to linear, while the other layers use the ReLU function. Particularly, ClusterGCN recommends 4 layers convolution. To ensure the convolutional structure of ClusterGCN the same as others, we modify the 4 layers of convolutional structure (denoted by ClusterGCN-L4) to 2 layers (denoted by ClusterGCN-L2) and remain 4 layers of the convolutional structure as a competitor. To test the scalability of AnchorGAE in a deeper network, we design 2 layers (denoted by AnchorGAE-L2) and 4 layers (denoted by AnchorGAE-L4) convolutional structure separately. The 2 layers neurons are designed as 128 and 64 or 256 and 32. For the 4 layers neurons, we set the first three layers as 16 and set the last layer as $L+1$. $L$ is the number of labels. The maximum iterations to update network are 200, while the maximum epochs to update anchors are set as 5. The initial sparsity $k_0$ is set as 3.

To investigate the impact of anchors, we run AnchorGAE with diverse amount of anchors and initial sparsity, i.e., $m$ and $k_0$. We also conduct two ablation experiments.
Figure 6. The influence of number of anchors to ACC, NMI, and TIME on ISOLET, MNIST-test, and Fashion-MNIST.

Figure 7. The influence of $k_0$ to ACC and NMI on SEGMENT and MNIST-test.

based on AnchorGAE-L2 to study the impact of different parts. On the one hand, we fix anchors and transition probability during training, which is denoted by Ours-A. On the other hand, we fix the sparsity $k$, which is denoted by Ours-B. All methods are run 10 times and the average results are reported. All experiments are conducted on a PC with an NVIDIA GeForce GTX 1660 GPU SUPER.

4.3. Experimental Results

ACC and NMI are shown in Table 1 while the consuming time is reported in Figure 5. For ACC and NMI, the best results are bolded and suboptimal results are underlined. Especially, some methods either spend too much memory to run on MNIST-full and Fashion-MNIST, or the codes provided by authors fail to run on them. So they are denoted by a horizontal line in Table 1. Similarly, they are represented as $\infty$ in Figure 5. Besides, the visualization of SEGMENT is shown in Figure 2. More experimental figures are shown in supplementary. Figures 4 and 6 show the impact of the number of anchors while the effect of the initial sparsity is illustrated in Figure 7.

From the experimental results, we can conclude that: (1) On almost all datasets, AnchorGAE-L2 obtains the best results in all metrics. On MNIST-full, AnchorGAE obtains the suboptimal NMI, while DEC, which consists of much more layers, outperforms AnchorGAE. Meanwhile, AnchorGAE, with only 2 layers, achieves better ACC than DEC. AnchorGAE needs to compute anchors such that it requires more time. (2) On MNIST-full, normal GAE-based methods fail to run due to out-of-memory since these methods need to save the graph structure in each convolution. AnchorGAE can convolute without constructing a graph explicitly, which not only needs less memory but also reduce consuming time. (3) When sparsity $k$ is fixed or anchors and transition probability (i.e., $B$) is not updated, AnchorGAE usually gets poor results on many datasets. For instance, Ours-B shrinks about 55% in ACC and 55% in NMI on MNIST-full, while Ours-A reduces about 40% in ACC and reduces about 15% in NMI. (4) To ensure fair competition and distinguish between anchor-based methods and GAE-based methods, we set the same number of anchors for AnchorGAE-L4 and other anchor-based methods. Note that the first two layers of AnchorGAE-L4 are same as AnchorGAE-L2. Through observing the results of experiments, AnchorGAE-L4 obtains the acceptable performance in most of the datasets but not the best results. It may be caused by the too small dimension of the final embedding. (5) If the initial sparsity, $k_0$, is set as a too large number, then it results in dense connections. As a result, a great quantity of wrong information is captured.

5. Conclusion

In this paper, we propose an anchor-siamese GCN clustering with adaptive $O(n)$ bipartite convolution (AnchorGAE). The generative perspective for weighted graph helps us to build the relationship between the non-graph-type data and the graph-type data. Since the anchor-based bipartite graph factorizes the adjacency matrix, we can change the order of matrix multiplications to accelerate the graph convolution. Experiments show that AnchorGAE consumes less time especially on MNIST-full and obtains impressive performance. Ablation experiments also support the necessity of updating anchors, transition probability, and sparsity dynamically.
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A. Derivation of Equation (7) in Main Paper

Specifically, the problem regarding \( p(\cdot|v_i) \) can be separated into \( n \) subproblems,

\[
\min_{p(\cdot|v_i)} \mathbb{E}_{u_j \sim p(\cdot|v_i)} d(v_i, u_j) + \gamma \sum_{j=1}^{m} (p(u_j|v_i) - \frac{1}{m})^2, \tag{24}
\]

where \( \pi(u_j|v_i) = \frac{1}{m} \). To simply the discussion, the subscript \( i \) is neglected. Let \( p = \{p(u_1|v), p(u_2|v), \ldots, p(u_m|v)\} \) and \( d = [d(v, u_1), d(v, u_2), \ldots, d(v, u_m)] \) Accordingly, the above problem is formulated as

\[
\min_{p^T \mathbf{1} = 1} p^T \mathbf{d} + \gamma \sum_{j=1}^{m} (p_j - \frac{1}{m})^2. \tag{25}
\]

Note that

\[
\sum_{j=1}^{m} (p_j - \frac{1}{m})^2 = \|p\|^2 + \frac{1}{m} - 2 \sum_{j=1}^{m} \frac{p_j}{m} = \|p\|^2 - \frac{1}{m}. \tag{26}
\]

Therefore, problem (25) is equivalent to [30]

\[
\min_{p^T \mathbf{1} = 1} p^T \mathbf{d} + \gamma \|p\|^2. \tag{27}
\]

The Lagrangian of the above problem is

\[
\mathcal{L} = p^T \mathbf{d} + \gamma \|p\|^2 + \xi (1 - \sum_{i=1}^{n} \alpha_i) - \sum_{i=1}^{n} \beta_i \alpha_i, \tag{28}
\]

where \( \xi \) and \( \beta_i \) are Lagrangian variables. The KKT conditions are given as

\[
\begin{cases}
\frac{\partial \mathcal{L}}{\partial p_j} = d_j + 2 \gamma p_j - \xi - \beta_i = 0 \\
\beta_j p_j = 0 \\
\sum_{j=1}^{n} p_j = 1, \beta_j \geq 0, p_j \geq 0.
\end{cases} \tag{29}
\]

Then we consider the following cases

\[
\begin{cases}
p_j = 0 \Rightarrow \xi - d_j = -\beta_j \leq 0 \\
p_j \geq 0 \Rightarrow p_j = \frac{1}{2\gamma} (\xi - d_j) \tag{30}
\end{cases}
\]

which means

\[
p_j = \frac{(\xi - d_j)_+}{2\gamma}. \tag{31}
\]

Without loss of generality, assume that \( d_1 \leq d_2 \leq \cdots \leq d_m \). If \( \xi - d_{k+1} \leq 0 < \xi - d_k \), then \( \alpha \) is \( k \)-sparse. Due to \( \sum_{j=1}^{m} p_j = 1 \), we have

\[
\sum_{j=1}^{n} p_j = \frac{1}{2\gamma} (k\xi - \sum_{i=1}^{k} d_j) = 1, \tag{32}
\]

which means

\[
\xi = \frac{1}{k} \sum_{i=1}^{k} f_i + \frac{2\gamma}{k}. \tag{33}
\]

Combine with our assumption and we have

\[
\frac{1}{k} \sum_{j=1}^{k} d_j + \frac{2\gamma}{k} - d_{k+1} \leq 0 < \frac{1}{k} \sum_{i=1}^{k} d_j + \frac{2\gamma}{k} - d_k \\
\Rightarrow d_k < \frac{1}{k} \sum_{j=1}^{k} d_j + \frac{2\gamma}{k} \leq d_{k+1} \\
\Rightarrow \frac{kd_k}{2} - \frac{1}{2} \sum_{j=1}^{k} d_j < \gamma \leq \frac{kd_{k+1}}{2} - \frac{1}{2} \sum_{j=1}^{k} d_j. \tag{34}
\]

Hence, if \( \gamma \) is set within the above range, then \( \alpha \) will be \( k \)-sparse. In other words, \( \lambda \) is converted into the amount of neighbors \( k \).

If we simply set \( \lambda \) as its upper bound, i.e.,

\[
\gamma = \frac{kd_{k+1}}{2} - \frac{1}{2} \sum_{j=1}^{k} d_j, \tag{35}
\]

we have

\[
p_j = \left( \frac{\sum_{i=1}^{k} d_j + 2\gamma}{2k\gamma} - \frac{d_j}{2\gamma} \right)_+ = \left( \frac{d_{k+1} - d_j}{kd_{k+1} - \sum_{i=1}^{k} d_i} \right)_+. \tag{36}
\]

The main body of the derivation is from [30].

B. Explanation of Equation (9) in Main Paper

Take the derivative of Eq. (8) regarding \( f(c_j) \) and we have

\[
\nabla f(c_j) \mathbb{E}_{u_j \sim p(\cdot|v_i)} f(x_i) - f(c_j) \|^2 \\
= 2\left( \sum_{i=1}^{m} p(u_j|v_i) f(c_j) - p(u_j|v_i) f(x_i) \right). \tag{37}
\]

Set it to 0,

\[
f(c_j) = \frac{\sum_{i=1}^{m} p(u_j|v_i) f(x_i)}{\sum_{i=1}^{m} p(u_j|v_i)}. \tag{38}
\]

C. How to Solve Problem (7)

Problem (7) can be solved by the alternative method. Algorithm 2 summarizes the process.

D. Proof of Theorem 2

For an arbitrary probability distribution \( \{p(u_j|v_i)\}_{j=1}^{m} \), let \( p_k(\cdot|v_i) \) be the \( k \)-largest one. For simplicity, let \( d_{ij} =
Algorithm 2 Iterative update of the connectivity distribution and anchors, i.e., details of Step 6 of Algorithm 1 in main paper.

Input: \( \{f(x_i)\}_{i=1}^m, \{f(c_j)\}_{j=1}^m \), sparsity \( k \).

\( t = 0, f^{(0)}(u_j) = f(c_j), d^{(0)}(v_i, u_j) = \|f(x_i) - f^{(0)}(u_j)\|_2^2 \).

repeat

\( t = t + 1 \).

\[
p^{(t)}(u_j|v_i) = \left( \frac{d^{(t-1)}(v_i, c_j) - d^{(t-1)}(v_i, u_j)}{\sum_{j'=1}^m d^{(t-1)}(v_i, c_j) - d^{(t-1)}(v_i, u_{j'}))} \right)^+.\]

\[
f^{(t)}(c_j) = \frac{\sum_{i=1}^m p^{(t)}(u_j|v_i) f(x_i)}{\sum_{i=1}^m p^{(t)}(u_j|v_i)}.
\]

\[
d^{(t)}(v_i, u_j) = \|f(x_i) - f^{(t)}(u_j)\|_2^2.
\]

until convergence.

Output: \( f^{(t)}(c_j) \) and \( p^{(t)}(\cdot|v_i) \).

\[
d(u_j, v_i) = \|f(x_i) - f(c_j)\|_2^2 \] where \( f(\cdot) \) represents the mapping function implemented by the trained GCN encoder. Note that the connectivity distribution is estimated through the current representations, i.e.,

\[
p^{(0)}(\cdot|v_i) = \arg\min_{p(\cdot|v_i)} \mathbb{E}_{u_i \sim p(\cdot|v_i)} \hat{d}_{ij} + \gamma_1 \sum_{j=1}^m (p(u_j|v_i) - \frac{1}{m})^2.
\]

(39)

where \( \hat{d}_{ij} = \|\hat{f}(x_i) - f(c_j)\|_2^2 \) and \( \hat{f}(\cdot) \) denotes the mapping function before the new training of GCN encoders.

We define \( p^{(t)}(u_j|v_i) \) and \( f^{(t)}(c_j) \) as the solutions at the \( t \)-th iteration. To prove the theorem clearly, the iterative update of \( p(\cdot|v_i) \) and anchors is shown in Algorithm 2. The following lemma aims to depict the first estimated connectivity distribution after one perfect training of GCNs.

Lemma 1. Suppose that \( p^{(1)}(\cdot|v_i) = \arg\min_{p(\cdot|v_i)} \mathbb{E}_{u_i \sim p(\cdot|v_i)} d_{ij} + \gamma_1 \sum_{j=1}^m (p(u_j|v_i) - \frac{1}{m})^2 \) where \( \gamma_1 \) ensures the sparsity as \( k \). If \( |p^{(0)}(\cdot|v_i) - q_j(\cdot|v_i)| \leq \varepsilon \) and \( p_k(\cdot|v_i) \geq \sqrt{\varepsilon} \) for any \( i \), then for any \( j \),

\[
|p^{(1)}_j(\cdot|v_i) - \frac{1}{k}| \leq \frac{1}{k} \cdot \frac{1}{\log(\sqrt{\varepsilon} - 1)} - 1.
\]

(40)

Proof. Without loss of generality, we focus on the connectivity distribution of \( u \) and suppose that \( p^{(0)}(u_1|v) \geq p^{(0)}(u_2|v) \geq \cdots \geq p^{(0)}(u_k|v) \geq 0 = p^{(0)}(u_{k+1}|v) = \cdots = p^{(0)}(u_m|v) \). Let \( p_i = p^{(0)}(u_i|v) \) and \( q_i = q(u_i|v) \). According to the definitions,

\[
q_i = \frac{\exp(-d_j)}{\sum_{j=1}^m \exp(-d_j)}.
\]

(41)

If for any \( i \), we have \( |p_i - q_i| \leq \varepsilon \). Clearly, \( p_{k+1} = 0 \). Suppose that \( q_{k+1} = \tau \leq \varepsilon \). Therefore, we have

\[
\frac{\exp(-d_{k+1})}{\sum_{j=1}^m \exp(-d_j)} = \tau \Leftrightarrow d_{k+1} = \log \frac{1}{\tau} - \log C.
\]

(42)

where \( C = \sum_{j=1}^m \exp(-d_j) \). Combine with the condition, \( p_k \geq \sqrt{\varepsilon} \), and we have

\[
\frac{\exp(-d_k)}{\sum_{j=1}^m \exp(-d_j)} \geq p_k - \varepsilon \geq \sqrt{\varepsilon} - \varepsilon \Rightarrow d_k \leq -\log C - \log(\sqrt{\varepsilon} - \varepsilon).
\]

(43)

Similarly, since \( p_1 \geq \frac{1}{k} \),

\[
\frac{\exp(-d_1)}{\sum_{j=1}^m \exp(-d_j)} \leq 1 \Rightarrow d_1 \geq -\log C.
\]

(44)

If we update the connectivity distribution based on \( d^{(t)}(\cdot|v_i) \), then for any \( i \leq k \),

\[
p^{(1)}_i = \frac{d_{k+1} - d_i}{\sum_{j=1}^k (d_{k+1} - d_j)}.
\]

(45)

Furthermore, for any \( i, j \leq k \),

\[
|p^{(1)}_i - p^{(1)}_j| = \frac{|d_j - d_i|}{\sum_{j=1}^k (d_{k+1} - d_j)} \leq \frac{|d_k - d_i|}{\sum_{j=1}^k (d_{k+1} - d_j)} \leq \frac{-\log(\sqrt{\varepsilon} - \varepsilon)}{\sum_{j=1}^k (\log \frac{1}{t} - \log C - d_j)} \leq \frac{-\log(\sqrt{\varepsilon} - \varepsilon)}{\sum_{j=1}^k (\log \frac{1}{t} - \log C - d_k)} \leq \frac{1}{k} \cdot \frac{1}{\log(\sqrt{\varepsilon} - \varepsilon)} - 1 \leq \frac{1}{k} \cdot \frac{1}{\log(\sqrt{\varepsilon} - \varepsilon)} - 1.
\]

(46)

With \( \varepsilon \to 0 \), \( |p^{(1)}_i - p^{(1)}_j| \to 0 \).

The proof is easy to extend to other nodes. Hence, the theorem is proved.

The following lemma shows that the updated anchors will approximate the mean vectors of the connected nodes if \( p^{(t)}(u_j|v_i) \) approaches the sparse and uniform distribution.

Lemma 2. Let \( N_j \) denote the nodes that connect the anchor \( u_j \) and \( p(u_j|v_i) \) represent a \( k \)-sparse solution given by Theorem 1. If \( |p_j(\cdot|v_i) - \frac{1}{k}| \leq \varepsilon \) for any \( j \leq k \), then there exists a function \( h(\cdot) \) such that

\[
\|\sum_{i=1}^n \frac{p(u_j|v_i) f(x_i)}{\sum_{i=1}^n p(u_j|v_i)} - \frac{1}{n_j} \sum_{i \in N_j} f(x_i)\|_2^2 \leq h(\varepsilon),
\]

(47)

where \( n_j = |N_j| \) and \( h(\cdot) \) satisfies that \( \lim_{\varepsilon \to 0} h(\varepsilon) = 0 \).
Proof. To keep the notation uncluttered, let \( f_i = f(x_i) \) and
\[
\mathbf{h}_j = \sum_{i=1}^{n_j} p(u_j|v_i) f(x_i) \frac{p(u_j|v_i)}{\sum_{i=1}^{n_j} p(u_j|v_i)}. \tag{48}
\]
Note that \( \sum_{i=1}^{n_j} p(u_j|v_i) f(x_i) = \sum_{i\in\mathcal{N}_j} p(u_j|v_i) f(x_i) \).

Therefore, we have
\[
\|\mathbf{h}_j - \frac{1}{n_j} \sum_{i\in\mathcal{N}_j} \mathbf{f}_i\|_2 = \frac{1}{n_j} \sum_{i\in\mathcal{N}_j} \|p(u_j|v_i) - \frac{s_j}{n_j}\|_2, \tag{49}
\]
where \( s_j = \sum_{i=1}^{n_j} p(u_j|v_i) \). According to the condition, we have
\[
\frac{1}{k} - \varepsilon \leq p(u_j|v_i) \leq \frac{1}{k} + \varepsilon
\]
\[
\Rightarrow \frac{n_j}{k} - n_j \cdot \varepsilon \leq s_j \leq \frac{n_j}{k} + n_j \cdot \varepsilon. \tag{50}
\]

Accordingly, we have
\[
\|\mathbf{h}_j - \frac{1}{n_j} \sum_{i\in\mathcal{N}_j} \mathbf{f}_i\|_2
\]
\[
\leq \sum_{i\in\mathcal{N}_j} \frac{1}{s_j} |p(u_j|v_i) - \frac{s_j}{n_j}| \cdot \|\mathbf{f}_i\|_2
\]
\[
\leq \sum_{i\in\mathcal{N}_j} \frac{\|\mathbf{f}_i\|_2}{s_j} \max\{|p(u_j|v_i) - \frac{1}{k} + \varepsilon|, |p(u_j|v_i) - \frac{1}{k} - \varepsilon|\}
\]
\[
\leq \sum_{i\in\mathcal{N}_j} \frac{\|\mathbf{f}_i\|_2}{s_j} (|p(u_j|v_i) - \frac{1}{k}| + |\varepsilon|)
\]
\[
\leq \sum_{i\in\mathcal{N}_j} \frac{2\|\mathbf{f}_i\|_2}{s_j} \varepsilon. \tag{51}
\]

Hence, the theorem is proved. \( \square \)

With the following lemma, we can prove Theorem 2 via mathematical induction method.

Lemma 3. Suppose that \( q_j(\cdot|v_i) \leq \varepsilon \) for \( j > k \), and \( d(v_i, u_j) \leq s \). Then there exists \( c \) such that if \( \varepsilon \leq c \) and \( v_i \) does not connect with \( u_j \), then for any \( v' \in \mathcal{N}_j \), \( v_i \) and \( v' \) share no anchors.

Proof. At first, let \( \varepsilon' \leq \min[p_k(\cdot|v_i)]^2 \). Hence, \( p_k(\cdot|v_i) \geq \frac{\varepsilon}{\varepsilon'} \). For an arbitrary node \( v_i \) connected with \( u_a \) and \( u_b \) and an anchor \( u_c \) which disconnects with \( v_i \), suppose that there exists a node \( v_j \) such that \( v_j \) connects with \( u_b \) and \( u_c \) but disconnects with \( u_a \). According to the triangular inequality, we have
\[
\frac{\exp(-d(u_a, u_c))}{\exp(-d(v_i, u_a))} \leq \frac{\exp(-d(u_b, u_c))}{\exp(-d(v_i, u_a))}
\]
\[
= \frac{\exp(-d(v_i, u_a))}{\exp(-2d(v_i, u_a))}
\]
\[
= \frac{q(u_c|v_i)}{q(u_a|v_i) \exp(-d(v_i, u_a))}
\]
\[
\leq \frac{\varepsilon}{\varepsilon' + \varepsilon^s}. \tag{52}
\]

Let \( g(\varepsilon) = \frac{\varepsilon}{\varepsilon' + \varepsilon^s} \). According to the triangular inequality,
\[
d(v_i, u_a) + \log \frac{1}{g(\varepsilon)} - L
\]
\[
\leq d(v_a, u_c) < d(u_a, u_b) + d(u_b, u_c)
\]
\[
< d(v_i, u_a) + d(v_i, u_b) + d(v_j, u_c) + d(v_j, u_b)
\]

Therefore,
\[
\log \frac{1}{g(\varepsilon)} < 4s \tag{53}
\]

If we define \( c \) as
\[
c = \min\{g^{-1}(\exp(-4s)), c'\}, \tag{55}
\]
the Ineq. (54) results in a contradiction when \( \varepsilon \leq c \). \( \square \)

Proof of Theorem 2. The proof is to analyze each iteration of step 6. Ensure \( c \leq \min[p_k(\cdot|v_i)]^2 \) and we can obtain that \( |p_j^{(1)}(\cdot|v_i) - \frac{1}{k}| \leq h_1(\varepsilon) \) according to Lemma 1. Certainly, the conclusion construct the preconditions of Lemma 2.

Let \( \mu_j = \frac{1}{|\mathcal{N}_j|} \sum_{x_i \in \mathcal{N}_j} f(x_i) \). According to Lemma 2, we have \( \|f^{(1)}(c_j) - \mu_j\|_2^2 \leq h_2(\varepsilon) \) and we can further derive that
\[
\|f(x_i) - f^{(1)}(c_j)\|_2^2 \leq \|f(x_i) - \mu_j\|_2^2 + \|f^{(1)}(c_j) - \mu_j\|_2^2
\]
\[
\leq \|f(x_i) - \mu_j\|_2^2 + \sqrt{h_2(\varepsilon)}, \tag{56}
\]

and
\[
\|f(x_i) - f^{(1)}(c_j)\|_2^2 \geq \|f(x_i) - \mu_j\|_2^2 - \|f^{(1)}(c_j) - \mu_j\|_2^2
\]
\[
\geq \|f(x_i) - \mu_j\|_2^2 - \sqrt{h_2(\varepsilon)}. \tag{57}
\]

Therefore, for \( d^{(1)}(v_i, u_j) \), we have
\[
h_2(\varepsilon) - 2\sqrt{h_2(\varepsilon)} \||f(x_i) - \mu_j\|_2
\]
\[
\leq d^{(1)}(v_i, u_j) - \|f(x_i) - \mu_j\|_2^2 \tag{58}
\]
\[
\leq h_2(\varepsilon) + 2\sqrt{h_2(\varepsilon)} \|f(x_i) - \mu_j\|_2.
\]

Again, the above conclusions are provided as the preconditions of Lemma 3. Based on Lemma 2 and 3, we know that for any \( l \leq k \),
\[
d^{(1)}_{k+1}(v_i, \cdot) - d^{(1)}_{k+1}(v_i, \cdot) \leq d^{(1)}_{k+1}(v_i, \cdot) - c_1^2
\]
\[
- h_2(\varepsilon) + 2\sqrt{h_2(\varepsilon)c_1}, \tag{59}
\]

here \( c_1 \) is the minimum value of the function \( g(\varepsilon) = \frac{\varepsilon}{\varepsilon' + \varepsilon^s} \) for \( \varepsilon \leq c \).
and
\[ d_{k+1}^{(1)}(v_i, \cdot) - d_{l}^{(1)}(v_i, \cdot) \geq d_{k+1}^{(1)}(v_i, \cdot) - c_1^2 - h_2(\varepsilon) - 2\sqrt{h_2(\varepsilon)}c_1 \quad (60) \]

Furthermore, as
\[ p^{(2)}(u_j | v_i) = \frac{(d_{k+1}^{(1)}(v_i, \cdot) - d_{l}^{(1)}(v_i, \cdot))_+}{\sum_{i=1}^{k}(d_{k+1}^{(1)}(v_i, \cdot) - d_{l}^{(1)}(v_i, \cdot))} \]
\[ \leq \frac{d_{k+1}^{(1)}(v_i, \cdot) - c_1^2 - h_2(\varepsilon) + 2\sqrt{h_2(\varepsilon)}c_1}{\sum_{i=1}^{k}[d_{k+1}^{(1)}(v_i, \cdot) - c_1^2] - kh_2(\varepsilon) - 2kc_1\sqrt{h_2(\varepsilon)}} \quad (61) \]

we have
\[ p^{(2)}(u_j | v_i) \leq \frac{4c_1\sqrt{h_2(\varepsilon)}}{k[d_{k+1}^{(1)}(v_i, \cdot) - c_1^2 - h_2(\varepsilon) - 2c_1\sqrt{h_2(\varepsilon)}]} \quad (62) \]

Similarly, we can also infer that
\[ p^{(2)}(u_j | v_i) \geq \frac{-4c_1\sqrt{h_2(\varepsilon)}}{k[d_{k+1}^{(1)}(v_i, \cdot) - c_1^2 - h_2(\varepsilon) + 2c_1\sqrt{h_2(\varepsilon)}]} \quad (63) \]

Let
\[ h_3(\varepsilon) = \frac{4c_1\sqrt{h_2(\varepsilon)}}{k[d_{k+1}^{(1)}(v_i, \cdot) - c_1^2 - h_2(\varepsilon) - 2c_1\sqrt{h_2(\varepsilon)}]} \quad (64) \]
then there exists a constant \( c \) such that when \( \varepsilon \leq c \),
\[ p^{(2)}(u_j | v_i) \] approximate the sparse and uniform distribution,
\[ |p^{(2)}(u_j | v_i) - \frac{1}{k}| \leq h_3(\varepsilon) \quad (65) \]
We can repeat the above proof for every iteration to update \( p^{(1)}(u_j | v_i) \) and \( f^{(1)}(c_j) \), and therefore, the theorem is proved.

E. Obtain Clustering Assignments

After training AnchorGAE, we can simply run \( k \)-means on the learned embedding. Due to Assumption 1, Euclidean distances of similar points will be small such that it is appropriate to use \( k \)-means on the deep representations.

Another method is to perform spectral clustering on the constructed graph, which is same as anchor-based spectral clustering. Let
\[ L = I - D^{-\frac{1}{2}}A D^{-\frac{1}{2}} = I - A = I - B \Delta^{-\frac{1}{2}}B^T \quad (66) \]
be the normalized Laplacian matrix. It should be emphasized that \( L \) is also the unnormalized Laplacian matrix. Accordingly, the objective of spectral clustering is
\[ \max_{F^T F = I} \text{tr}(F^T B \Delta^{-\frac{1}{2}}B^T F), \quad (67) \]
where \( F \in \mathbb{R}^{n \times c} \) is the soft indicator matrix. Let \( \hat{B} = B \Delta^{-\frac{1}{2}} \). Then the eigen-value decomposition of \( A \) can be transformed into the singular value decomposition of \( B \).

Finally, one can perform clustering on the bipartite graph directly rather than the constructed graph. Let the bipartite graph be
\[ W = \left[ \begin{array}{cc} 0 & B^T \\ B & 0 \end{array} \right] \in \mathbb{R}^{(n+m) \times (n+m)}. \quad (68) \]
The degree matrix is represented as
\[ D = \left[ \begin{array}{cc} D_v & 0 \\ 0 & D_u \end{array} \right]. \quad (69) \]
Then the normalized cut used spectral clustering is to optimize
\[ \max_{F^T F = I} \text{tr}(F^T D^{-\frac{1}{2}}W D^{-\frac{1}{2}}F^T), \quad (70) \]
where
\[ F = \left[ \begin{array}{c} V \\ U \end{array} \right]. \quad (71) \]
Since \( D_v = I \), the above problem can be further reformulated as
\[ \max_{U^T U + V^T V = I} \text{tr}(V^T B D_u^{-\frac{1}{2}}U). \quad (72) \]
The closed-form solution can be calculated by
\[ \left\{ \begin{array}{l} V = \frac{1}{\sqrt{2}} \tilde{V} \\ U = \frac{1}{\sqrt{2}} \tilde{U} \end{array} \right. \quad (73) \]
where \( \tilde{V} \) and \( \tilde{U} \) are \( c \) leading left and right singular vectors of \( B D_u^{-\frac{1}{2}} \). The details can be found in [31].

F. Limitations

In AnchorGAE, the original images of anchors are estimated roughly. In other words, it may be imprecise to use \( f^{-1}(f(c_j)) = X^T b_j \) to estimate \( f^{-1}(\cdot) \). It may result in the performance bottleneck of AnchorGAE. Therefore, we will focus on how to exactly compute the original images from the embedding space in future work. To further speed up the model, it is worthy to develop stochastic gradient descent for AnchorGAE in the future.