Quantitative transfer of regularity of the incompressible Navier-Stokes equations from $\mathbb{R}^3$ to the case of a bounded domain
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Abstract

Let $u_0 \in C_0^5(B_{R_0})$ be divergence-free and suppose that $u$ is a strong solution of the three-dimensional incompressible Navier-Stokes equations on $[0,T]$ in the whole space $\mathbb{R}^3$ such that $\|u\|_{L^\infty([0,T);H^5(\mathbb{R}^3))} + \|u\|_{L^\infty([0,T);W^{5,\infty}(\mathbb{R}^3))} \leq M < \infty$. We show that then there exists a unique strong solution $w$ to the problem posed on $B_R$ with the homogeneous Dirichlet boundary conditions, with the same initial data and on the same time interval for $R \geq \max(1 + R_0, C(a)C(M)/a \exp(CM^4T/a))$ for any $a \in [0,3/2)$, and we give quantitative estimates on $u - w$ and the corresponding pressure functions.

1 Introduction

We are concerned with the three-dimensional incompressible Navier-Stokes equations

$$\begin{align*}
\partial_t u - \nu \Delta u + (u \cdot \nabla)u + \nabla p &= 0, \\
\text{div } u &= 0
\end{align*}$$

in $\mathbb{R}^3$, where $\nu > 0$ is the viscosity coefficient, $u$ is the velocity of a fluid, and $p$ is the pressure function. The equations are equipped with an initial condition $u(0) = u_0$. The study of the equations goes back to the work of Leray [26] and Hopf [18], who showed the global-in-time existence of weak solutions in the case of $\mathbb{R}^3$ (Leray) and the case of a bounded, smooth domain $\Omega \subset \mathbb{R}^3$ (Hopf). These are usually referred to as Leray-Hopf weak solutions. We refer the reader to the recent comprehensive review article [29] of Leray’s work and to [33] for a general background of the mathematical theory of the Navier-Stokes equations [1]. We note that the fundamental question of global-in-time existence of strong solutions remains open in each of these settings.

Heywood [17] was the first to study the connections between the Navier-Stokes equations posed on different domains, and he showed that a Leray-Hopf weak solution on $\mathbb{R}^3$ can be obtained as a limit of weak solutions on $B_R$. In the two-dimensional case Kelliher [19] proved that weak solutions on large domains converge strongly, in the energy space, to a weak solution on $\mathbb{R}^2$, provided the latter exists on the same time interval. Some connections regarding existence of smooth solutions on in various setting were explored from a different point of view by Tao [38].

A more direct link regarding well-posedness question between the case of the whole space and the torus has been recently shown by Robinson [32], who used a compactness method to show that for a localized initial data, given the solution remains strong in $\mathbb{R}^3$ until time $T$, the same is true in the case of sufficiently large periodic torus. This is the problem of “transfer of regularity” that we are concerned with in this note. It is closely related to numerical analysis of problems of fluid mechanics (see [20], for example), where often an infinite domain must be approximated by a bounded domain.
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Some related problems of transfer of regularity have been studied in the context of vanishing viscosity limits, where the existence of smooth solution to the Euler equations implies the existence of a smooth solution to the Navier-Stokes equations with a sufficiently small viscosity \[10\]. Another related phenomenon is that sufficiently smooth solution of the Navier-Stokes equations on a time interval \([0, T]\) gives similar regularity of some numerical schemes \[9\]. Some other works \[31, 14\] deduce regularity of 3D flows that are, in some sense, “sufficiently two-dimensional.” We refer the reader to \[32\] for a further discussion. We note that it can be verified that the considerations of Robinson \[32\] translate to the case of a bounded, smooth domain \(\Omega \subset \mathbb{R}^3\). This gives a transfer of regularity from \(\mathbb{R}^3\) to a sufficiently large \(\Omega\). However, due to the use of the compactness method, it is not clear from this approach how large the approximating domain would need to be. We address this issue here.

Our main theorem gives the first quantitative result regarding the size of the domain \(\Omega\) on which the problem \[11\], equipped with the homogeneous Dirichlet boundary conditions, has a unique strong solution on the same time interval and with the same initial data.

**Theorem 1** (Main result). Let \(R_0 > 0\) and \(M \geq 1\), \(a \in [0, 3/2]\) and assume that \(u_0 \in C^5_0(B_{R_0})\) is divergence free. Suppose that \((u, \pi)\) is a strong solution of \[11\] with the initial condition \(u(0) = u_0\) on \(\mathbb{R}^3\) for \(t \in [0, T]\), such that

\[
\|u(t)\|_{H^5} + \|u(t)\|_{W^{5, \infty}} \leq M
\]

for all \(t \in [0, T]\). Then for every \(R \geq R_0 + 1\) such that

\[
R > a, M, u_0 e^{CM^4 T/a},
\]

(2)

where \(a \in [0, 3/2]\), there exists a unique strong solution \((w, \tilde{\pi})\) to the problem \[11\] posed on \(B_R\) with the homogeneous boundary condition, \(u|_{\partial B_R} = 0\), and the same initial condition \(w(0) = u_0\) (see Definition \[3\] below), where \(C > 1\) is a universal constant. Moreover

\[
\|\nabla (u - w)(t)\|_{L^2(B_R)} \lesssim_{a, M, u_0} e^{CM^4 t} R^{-a}
\]

and

\[
\|\nabla (\pi - \tilde{\pi})(t)\|_{L^p((0, t); L^2(B_R))} \lesssim_{a, M, u_0} t^{\frac{1}{p}} e^{CM^4 t} R^{-a}
\]

for all \(t \in [0, T]\), \(a \in [0, 3/2]\) and \(p \in (1, \infty)\).

In the above theorem and below we use subscripts to articulate any dependencies of implicit constants. For example, the symbol \(\lesssim_{a, M, u_0}\) denotes \(\leq C(a, M, u_0)\)” for some implicit constant \(C(a, M, u_0) > 0\) dependent on \(a, M, u_0\) only.

In fact, in the particular case of \[2\] the constant can be made more precise,

\[
C(a, M, u_0) := C(a) \left( \frac{D^2}{M^3} \right)^{\frac{4}{a}}
\]

where

\[
D := e^{CM^4}(4R_0^{2a+8}\|u_0\|_{H^5}^2 + M).
\]

(4)

Similarly the implicit constants in \[3\] can be taken of the form \(C(a, M, u_0) = C(a)MD^2\). These quantified constants are clear from the proof below.

We note that the assumptions of the above theorem hold if \(u \in L^\infty((0, T); L^\infty)\) or \(\nabla u \in L^\infty((0, T); H^1)\) (as shown by Leray \[28\], see also \[29\] Section 6.3]). In fact in that case \(M \leq C(\|u\|_{L^\infty((0, T); L^\infty)}, \|u_0\|_{H^5}, \|u_0\|_{W^{5, \infty}})\), which can be shown by an iteration (with respect to the order of the derivatives) of Gronwall inequalities (see \[12\] or \[33\] Theorem 7.1 for details). There are a number of well-known sufficient conditions that guarantee that a given Leray weak solution is
in fact strong [8, 11, 22, 23, 28, 30, 33, 34, 35, 40]. One of them is the Ladyzhenskaya-Prodi-Serrin [25, 30, 34] condition, \( u \in L_p((0,T); L_q(\mathbb{R}^3)) \), where \( p \in [2, \infty) \), \( q \in (3, \infty] \) are such that
\[
\frac{2}{p} + \frac{3}{q} = 1.
\]
Then in fact
\[
\| \nabla u \|_{L^\infty((0,T);L^2)} \leq \| \nabla u_0 \|_2^2 \exp \left( \| u \|_{L^p((0,T); L^q(\mathbb{R}^3))}^p \right),
\]
see [33, p. 173], for example.

The above theorem is also valid with \( B_R \) replaced by any bounded and smooth domain of the form \( R\Omega \), where \( B_1 \subset \Omega \).

Since Theorem 1 can be proved using a straightforward procedure, we present it now, including some quantitative bounds that will be verified in detail in Sections 2.2–2.4 below. We use the notation \( \| \cdot \|_p \equiv \| \cdot \|_{L^p(\mathbb{R}^3)} \) for brevity.

**Proof of Theorem 1.** Let \( \phi \in C_0^\infty(\mathbb{R}^3; [0,1]) \) be such that \( \phi = 1 \) on \( B_R-1 \), and \( \phi = 0 \) outside \( B_R \).

Then \( u\phi \) is a solution to the problem
\[
\partial_t (u\phi) - \Delta(u\phi) + \nabla(\phi \pi) + ((u\phi) \cdot \nabla) (u\phi) = F_1
\]
\[
(\phi\pi)_{\partial B_R} = 0,
\]
\[
\operatorname{div} (u\phi) = \nabla \phi \cdot u,
\]
\[
(\phi\pi)(0) = u_0
\]
in \( \mathbb{R}^3 \times (0,T) \), where
\[
F_1 := -\phi(1-\phi)(u \cdot \nabla)u + (\phi u \cdot \nabla \phi)u + \pi \nabla \phi - u \Delta \phi - 2 \nabla u \cdot \nabla \phi.
\]

In Section 2.2 we study the spatial decay of strong solutions of (1) to deduce that at each time \( t \in [0,T] \)
\[
\| \nabla u - \nabla(u\phi) \|_2 \lesssim_a D R^{-a}
\]
and
\[
\| \nabla((1-\phi)\pi) \|_2 \lesssim_a D^2 R^{-a}
\]
and
\[
\| F_1 \|_2 \lesssim_a D^2 R^{-a},
\]
where \( a \in [0,3/2) \).

Since \( \operatorname{div}(u\phi) \neq 0 \), we can use a Bogovskiĭ-type correction \( u_c \) (see Section 2.3) such that
\[
\| \nabla u_c \|_2 + \| u_c \|_\infty \lesssim_a D R^{-a},
\]
\[
\| F_2 \|_2 \lesssim_a D^2 R^{-a}
\]
for all \( t \in [0,T] \) and \( a \in [0,3/2) \), where
\[
F_2 := (u_c \cdot \nabla)(u\phi) + (u\phi \cdot \nabla) u_c + (u_c \cdot \nabla) u_c - \Delta u_c + \partial_t u_c,
\]
and such that the “corrected velocity field”
\[
r := u\phi + u_c
\]
is divergence free and vanishes on \( \partial B_R \).

Letting
\[
F := F_1 + F_2.
\]
we deduce from \((3), (8)\) (in Section 2.4) that for \(R\) satisfying \((2)\) the problem
\[
\begin{align*}
\partial_t v - \Delta v + (v \cdot \nabla)v + \nabla \pi &= F - (v \cdot \nabla)r - (r \cdot \nabla)v & \text{in } B_R \times (0, T), \\
\operatorname{div} v &= 0 & \text{in } B_R \times [0, T], \\
v(t)|_{\partial B_R} &= 0 & \text{for } t \in [0, T]
\end{align*}
\]
has a unique strong solution \(v\) on \([0, T]\) with \(v(0) = 0\) (see Definition \((3)\) and Lemma \((3)\), such that
\[
\|\nabla v(t)\|_{L^2(B_R)} \lesssim a \frac{D^2 R^{-\alpha}}{M^2} e^{CM^4 t} \quad \text{and} \quad \|\nabla \pi\|_{L^p((0,t);L^2(B_R))} \lesssim a, p \ t^{1/2} MD^2 R^{-\alpha} e^{CM_1^4 t},
\]
for every \(t \in [0, T], p \in (1, \infty), a \in [0, 3/2]\), where \(C > 1\) is an absolute constant. It follows that then
\[
w := r + v, \quad \tilde{\pi} := \pi \phi + \pi
\]
satisfies the claim of Theorem \((1)\) (i.e., satisfies \((10)\) with vanishing right-hand side and initial condition \(w(0) = u_0\)). The estimates \((3)\) follow directly from \((3)\) and \((11)\).

The most difficult part of the above procedure are the decay estimates \((5), (6)\), for which we employ the machinery developed by Kukavica and Torres \((23, 24)\). Inspired by \((24)\) we consider the vorticity equation (on the whole space \(\mathbb{R}^3\)), and we observe that, given spatial derivatives of \(u\) are bounded, all spatial derivatives of vorticity \(\omega\) are well-localized. This allows us to control \(\|x|D^a \omega\|_2\) for all \(a \geq 1\) and \(a \in [0, 3/2]\), where \(a \geq 1\) denotes the dual exponent of \(p\), and \(l \geq 1\) denotes the order of the spatial derivatives of \(u\). Using the Caffarelli-Kohn-Nirenberg inequality (see \((25)\) below), we can also handle the case \(l = 0\) (see \((34)\)). Using weighted pressure inequalities \((28)\) and \((29)\), we can then obtain \((3)\), see Section 2.2. The reason for the restriction \(a \in [0, 3/2]\) comes from the lowest order terms \(\pi \nabla \phi\) and \(u \Delta \phi\) appearing in \(F_1\), as then taking \(p := 2\) gives \(a \in [0, 3/2]\).

The main feature of the Bogovskiĭ correction \(u_\phi\) is that it is supported on the set \(B_R \setminus B_{R-1}\), which is not star-shaped. Such extensions of the Bogovskiĭ lemma are well-known (see \((5)\) or \((13)\) Section III.3, for example). In our case the divergence structure of \(\operatorname{div}(u\phi) = \nabla \phi \cdot u\) make such extension easier by using a partition of identity to decompose \(\phi\) into a number of cutoff functions supported on star-shaped domains. We discuss this and show the resulting estimates \((17)\) and \((3)\) in Section 2.3.

Finally, the well-posedness of the system \((10)\) can be verified using classical arguments. We discuss it in Section 2.4 in order to expose the required smallness of \(F\) and to verify \((11)\).

We note that the required order 5 of derivatives that must be under control in the assumptions in Theorem \((1)\) come from the fact that the highest order derivative of \(u\) whose spatial decay must be under control is 2 (see term “\(\Delta u_\phi\)” in \(F_2\)). Due to our Fourier method in Lemma \((1)\) this translates into decay estimate on \(D^4 \omega\) (see \((34)\)), which in turn requires boundedness of \(\|u\|_{H^5} + \|u\|_{W^{5, \infty}}\) (see \((30)\)).

We also note that the proof of Theorem \((1)\) can also be performed with the cutoff function \(\phi\) replaced by a cutoff with a different transition rate, such as \(\phi_1 \in C_0^\infty(B_{R_2}; [0, 1])\) with \(\phi_1 = 1\) on \(B_{R_1}\), where \(R_2 > 0, R_1 \in (0, R_2)\). In such case some additional factors of \((R_2 - R_1)^{-1}\) can be obtained from the terms involving derivatives of \(\phi_1\). Thus the main estimate \((2)\) would become weaker as \(|R_2 - R_1| \to 0\). On the other hand it would not improve as \(|R_2 - R_1| \to \infty\) in the sense that we would still need \(R_1\) bounded below as in \((2)\). For example, we use the inequality \(|x| > R_1\) whenever \((1 - \phi) \neq 0\) (e.g. in \((35)\) below), which would make the decay estimates \((5)-(11)\) at least of order \(R_1^{-a}\).

It will become clear from the proof (see \((30)\)) that one can replace \((11)\) with
\[
D := e^{CMT}(A + M),
\]
(12)
where $C > 1$ is a universal constant, and $A > 1$ is such that
\[
\| |x|^{a+1} D^l \omega_0 \|_2 \leq A
\]
for $l = 0, \ldots, 4$, where $\omega_0 := \text{curl } u_0$ denotes the initial vorticity (see (30) below).

Thus the requirements $u_0 \in C_0^\infty(B_{R_0})$ and $R \geq R_0 + 1$ are not necessary in Theorem 1, and we obtain the following.

**Corollary 2** (Non-compactly supported $u_0$). Let $a \in [0, 3/2)$. Suppose that $u_0 \in H^5(\mathbb{R}^3) \cap W^{5, \infty}(\mathbb{R}^3)$ is such that (13) holds for some $A > 1$. Then the claim of Theorem 1 remains valid for
\[
R \geq C(a) \left( \frac{D^2}{M^3} e^{CM^4T} \right)^{\frac{1}{a}},
\]
where $D$ is from (12), with the initial condition on $w(0)$ replaced by $w(0) = u\phi + u_c$ (see (9) above).

## 2 Proof of the main result

As sketched above, Theorem 1 follows from (5)–(11). We first introduce some concepts and inequalities.

### 2.1 Preliminaries

We use standard conventions regarding the Lebesgue spaces $L^p(\Omega)$, Sobolev spaces $W^{k,p}(\Omega)$, $H^k(\Omega)$, $H^1_0(\Omega)$, and we denote by $C_0^\infty(\Omega)$ the space of smooth functions with compact support in $\Omega$. We write $\| \cdot \|_p \equiv \| \cdot \|_{L^p}$. In the case $\Omega = \mathbb{R}^3$ we omit the domain to simply write $L^p \equiv L^p(\mathbb{R}^3)$ and $H^k \equiv H^k(\mathbb{R}^3)$. We denote by $V$ the closure of the set of divergence-free functions $\phi \in C_0^\infty(\Omega)$ in the $H^1$ norm. We denote by $\Omega^c := \mathbb{R}^3 \setminus \Omega$ the complement of a set $\Omega$. We denote by $C \geq 1$ any universal constant that may change value from line to line.

We denote by
\[
\hat{f}(\xi) := \int_{\mathbb{R}^3} f(x) e^{-2\pi i x \cdot \xi} dx
\]
the Fourier transform of $f$, and by $R_j f$, $\hat{R}_j f(\xi) := R_j(\xi) \hat{f}(\xi) \equiv \frac{\xi_j}{|\xi|} \hat{f}(\xi)$, the Riesz transform with respect to the $j$-th variable, for $j = 1, 2, 3$. We let $\eta \in C_0^\infty(B_2; [0, 1])$ be such that $\eta = 1$ on $B_1$, and let $\overline{\eta} := 1 - \eta$. We recall that
\[
\| \Lambda^a(\mathcal{R}(\xi) \overline{\eta}(\xi)) \|_\infty < \infty
\]
for every $a \geq 0$, see [24, Lemma 2.6] for a proof.

Given $T > 0$ and a smooth and bounded domain $\Omega \subset \mathbb{R}^3$, we consider the Navier-Stokes initial boundary value problem,
\[
\begin{aligned}
\partial_t v - \Delta v + (v \cdot \nabla)v + \nabla p &= F - (v \cdot \nabla)r - (r \cdot \nabla)v \quad \text{in } \Omega \times (0, T), \\
\text{div } v &= 0, \\
v|_{\partial \Omega} &= 0, \\
v(0) &= v_0,
\end{aligned}
\]
(15)
where $v_0 \in C_0^\infty(\Omega)$, $F \in L^\infty((0, T); L^2)$ and $r \in L^2([0, T]; H^1)$.  

Definition 3 (Strong solution to (15)). We say that \( v \) is a strong solution to (15) if \( v \in L^\infty((0,T);V) \cap L^2((0,T);H^2(\Omega)) \) and

\[
\int_0^t \int_{\Omega} (-v \cdot \partial_t \varphi + \nabla v : \nabla \varphi + ((v \cdot \nabla)v + (v \cdot \nabla)r + (r \cdot \nabla)v - F) \cdot \varphi) = \int_\Omega v_0 \cdot \varphi(0) - \int_\Omega v(t) \cdot \varphi(t)
\]

(16)

for all divergence-free \( \varphi \in C_0^\infty([0,\infty) \times \Omega) \) and almost all \( s \in (0,T) \).

We note that for every strong solution \( v \) to (15), there exists a unique (up to a function of time) pressure function \( \pi \) (see [29, (6.47)] or [33, Section 5.1]). In the case of \( \Omega = \mathbb{R}^3 \)

\[
\pi = \sum_{i,j=1}^3 \mathcal{R}_i \mathcal{R}_j (u_j u_i),
\]

(17)

see [29] (6.47) or [33] Section 5.1 for details. Moreover,

\[
\|\nabla \pi\|_{L^p((0,t),L^q(\Omega))} \lesssim_{p,q} \|F - (v \cdot \nabla)r - (r \cdot \nabla)v\|_{L^p((0,t);L^q(\Omega))}
\]

(18)

for \( p, q \in (1,\infty) \), see [36] Theorem 2.12. We note that for \( \Omega = B_R \) the implicit constant in (18) does not depend on \( R \), which can be verified by a scaling argument.

Given \( R > 0 \) we denote by \( \mathbb{P} : L^2(B_R) \rightarrow L^2(B_R) \) the standard Leray projection, i.e.

\[
\mathbb{P} v := v - \nabla \phi,
\]

where \( \phi \in H^1_0(B_R) \) is the unique weak solution of the Poisson equation \( \Delta \phi = \text{div} u \) with the homogeneous boundary condition \( \phi |_{\partial B_R} = 0 \). Then \( \|\mathbb{P} v\|_{L^2(B_R)} \leq \|v\|_{L^2(B_R)} \). It follows from the uniqueness of weak solutions of the Poisson equation that, if \( v_\lambda(x) := v(\lambda x) \), then

\[
(\mathbb{P} v)_\lambda = \mathbb{P} v_\lambda \quad \text{and} \quad \|(\mathbb{P} v)_\lambda\|_{L^2(B_R/\lambda)} = \lambda^{-3/2} \|\mathbb{P} v\|_{L^2(B_R)}.
\]

(19)

Given \( R > 0 \) we also set

\[
D(A) := H^1_0(B_R) \cap H^2(B_R), \quad \text{and} \quad A u := \mathbb{P} \Delta u \quad \text{for} \ u \in D(A).
\]

(20)

Now recall the homogeneous Agmon’s inequality

\[
\|u\|_{L^\infty(B_R)} \leq C \|\nabla u\|_{L^2(B_R)}^{\frac{1}{2}} \|A u\|_{L^2(B_R)}^{\frac{1}{2}}
\]

(21)

for \( u \in D(A) \), where \( C > 0 \) is a constant that does not depend on \( R \). Indeed, in the case \( R = 1 \) the inequality follows by \( \|u\|_{L^\infty} \leq \tilde{C} \|u\|_{H^1} \|u\|_{H^2} \) (see, for example, Theorem 1.20 in [33]) by applying the Poincaré inequality to replace \( \|u\|_{H^1} \) by \( \|\nabla u\|_{L^2} \) and by applying a Stokes estimate to replace the last norm by \( \|A u\| \) (see, for example, Proposition 2.2 in Temam [33]). The case of \( R \neq 1 \) follows by rescaling and observing (19). Another application of the Stokes estimate and an observation of the scaling gives that

\[
\|D^2 u\|_{L^2(B_R)} \sim \|A u\|_{L^2(B_R)},
\]

(22)

for all \( u \in H^1_0(B_R) \cap H^2(B_R) \), where the symbol \( \sim \) means “\( \lesssim \) and \( \gtrsim \)”, and the implicit constants are independent of \( R > 0 \). In a similar way we obtain

\[
\|u\|_{L^4(B_R)} \leq C \|u\|_{L^2(B_R)}^{\frac{1}{2}} \|\nabla u\|_{L^2(B_R)}^{\frac{3}{2}}
\]

(23)

for all \( u \in H^1_0(B_R) \), where \( C > 0 \) does not depend on \( R \).
We recall the weighted inequality for singular integrals (see [37] or [24, (2.15)]),
\[
||| x^a \nabla u ||_2 \lesssim_a ||| x^a \omega ||_2
\]
for \( a \in [0, 3/2) \), as well as the Caffarelli-Kohn-Nirenberg inequality (see [6]),
\[
||| x^{a-1} u ||_p \lesssim_{a,p} ||| x^a \nabla u ||_p,
\]
where \( a \in [0, \infty) \). We will also use the inequality of Grujć and Kukavica [15]
\[
|| f ||_1 \leq C || f ||_{3/2} || x^3 f ||_{1/2},
\]
as well as the inequality due to Chae [7],
\[
|| \Lambda^a (fg) ||_p \lesssim p || f ||_{p_1} || \Lambda^a g ||_{p_2} + || \Lambda^a f ||_{q_1} || g ||_{q_2},
\]
where \( a > 0 \), \( p \in (1, \infty) \) and \( p_1, p_2, q_1, q_2 \in [1, \infty] \) are such that \( 1/p_1 + 1/p_2 = 1/q_1 + 1/q_2 = 1/p \). Moreover, for \( p \in (1, \infty) \),
\[
||| x^a \pi ||_p \lesssim_{p,a} ||| x^a |u|^{2} ||_p
\]
for \( a \in [0, n/p') \), and
\[
||| x^a \nabla \pi ||_p \lesssim_{p,a} ||| x^a |u| |\nabla u||_p + ||| x^{a-1}|u|^{2} ||_p
\]
for \( a \in [0, n/p' + 1) \), where the last term can be omitted if \( a < n/p' \), see [21] Lemma 4.1 and Lemma 4.2 for a proof.

2.2 Spatial decay of strong solutions in \( \mathbb{R}^3 \)

In this section we are concerned with the decay properties of strong solutions to (1) on the whole space \( \mathbb{R}^3 \), and we prove 55 and (6).

To this end we note that the vorticity \( \omega := \text{curl} u \) satisfies
\[
\partial_t \omega - \Delta \omega + (u \cdot \nabla) \omega - (\omega \cdot \nabla) u = 0.
\]
Since \( D^l u \) is bounded in time in any \( L^p \) we see that, considering \( u \) as given, the vorticity equation is local, which enables us to control any spatial decay of any spatial derivative of \( \omega \). To be more precise, we let
\[
G_l(t) := ||| x^a D^l \omega ||^2_2,
\]
and we observe that, for each multiindex \( \alpha \) with \( |\alpha| = l \),
\[
\frac{d}{dt} \left( \int |x|^{2a} |D^a \omega|^2 \right) = 2 \int |x|^{2a} D^a \omega_j \partial_t D^a \omega_j
\]
\[
= 2 \int |x|^{2a} D^a \omega_j \Delta D^a \omega_j - 2 \int |x|^{2a} D^a \omega_j D^a \partial_k (u_k \omega_j - \omega_k u_j)
\]
\[
\leq - \int |x|^{2a} |\nabla D^a \omega|^2 - 4a \int |x|^{2a-2} \partial_k D^a \omega_j D^a \omega_j + ||u||_{W^{l+1, \infty}} G_1(t)^{\frac{a}{2}} G_{l+1}(t)^{\frac{1}{2}}
\]
\[
\leq - \frac{1}{2} \int |x|^{2a} |\nabla D^a \omega|^2 + C \int |x|^{2a-2} |D^a \omega|^2 + ||u||_{W^{l+1, \infty}} G_1(t)^{\frac{a}{2}} G_{l+1}(t)^{\frac{1}{2}}
\]
\[
\leq - \frac{1}{2} \int |x|^{2a} |\nabla D^a \omega|^2 + C ||D^a \omega||^2_2 G_1(t)^{\frac{a}{2}} G_{l+1}(t)^{\frac{1}{2}} + ||u||_{W^{l+1, \infty}} G_1(t)^{\frac{a}{2}} G_{l+1}(t)^{\frac{1}{2}},
\]
where, in the third line, we integrated the first term by parts, and, in the fourth line, we noted that \( a \leq 10 \) and applied the Young inequality \( cb \leq c^2 + C_b^2 \) to absorb a part of the second term.
by the first term. We also applied Hölder’s inequality in the last line. Thus, summing in $|\alpha| = l$, for $l = 1, \ldots, 4$,
\[
G_i'(t) \lesssim -G_{i+1}(t) + \|\omega\|^2 \|G_i(t)\|_\infty \|u\|_{W^{l+1,\infty}} \|G_i(t)\|_\infty \lesssim M + (1 + M)G_i(t),
\]
where we have also applied the Young inequality. By the Gronwall inequality we obtain that
\[
G_i(t) \lesssim e^{CMt}(G_i(0) + M) \leq D
\]
for $t \in [0, T]$, $l = 0, \ldots, 4$, where we have recalled (4) for the definition of $D_l$ and noted that $\|u(t)\|_{H^l}, \|u(t)\|_{W^{l,\infty}} \leq M_l$ for all $t \in [0, T]$ (recall Theorem 1). Moreover we used the assumption that $M \geq 1$.

In order to translate this estimate into decay of the velocity field $u$ in $L^p$ for $p \geq 2$, we need the following lemma, which is concerned with homogeneous Fourier multipliers $M$ of the form $M = R_j \hat{R}_j \hat{\partial}^\beta$, where $R_j$ stands for the Riesz transform with respect to the $j$-th variable (recall Section 2.1) and $\beta$ is a multiindex. In other words
\[
\hat{\mathcal{M}}f(\xi) = m(\xi)\hat{f}(\xi) \equiv \frac{\xi_i \xi_j}{|\xi|^2} \hat{\epsilon}^\beta \hat{f}(\xi) \equiv \mathcal{R}(\xi)\hat{\epsilon}^\beta \hat{f}(\xi),
\]
where $\beta \in \mathbb{N}^l$ for some $l \in \mathbb{N}$.

**Lemma 4.** Suppose that $\int g = 0$ and that $\|x^\alpha \partial^\alpha g\|_2 \lesssim_{a} M_k$ for every $a \geq 0$ and every multiindex $\alpha$ with $|\alpha| \leq k$. Then
\[
\|x^\alpha \mathcal{M}g\|_p \lesssim_{a,p} M_{l+3}
\]
for every $p \in [2, \infty)$, $a \in [0, 3/p' + l + 1]$, where $\mathcal{M}$ is a multiplier of the form (31) with $|\beta| = l$.

**Proof.** The proof is inspired by Lemma 2.8 in [24]. Recall (from Section 2.1) that $\eta \in C_0^\infty(\mathbb{R}^3; [0, 1])$ is such that $\eta = 1$ on $B(1)$ and $\eta = 0$ outside $B(2)$, and $\tilde{\eta} := 1 - \eta$.

By the Hausdorff-Young inequality (see [2, Theorem 1]),
\[
\|x^\alpha \mathcal{M}g\|_p \leq \|\Lambda^\alpha(m(\xi)\hat{g}(\xi))\|_{p'} \leq \|\Lambda^\alpha(m(\xi)\eta(\xi)\hat{\eta}(\xi))\|_{p'} + \|\Lambda^\alpha(m(\xi)\hat{\eta}(\xi)\hat{g}(\xi))\|_{p'}.
\]
Using (27) and recalling the form of $m$ (31) we can estimate the second term on the right-hand side by a constant multiple of
\[
\|\xi^\beta \hat{g}(\xi)\|_{p'} \|\Lambda^\alpha(\mathcal{R}(\xi)\hat{\eta}(\xi))\|_{\infty} + \|\mathcal{R}(\xi)\hat{\eta}(\xi)\|_{\infty} \|\Lambda^\alpha(\xi^\beta \hat{g}(\xi))\|_{p'} \lesssim_{a} \|\xi^\beta \hat{g}(\xi)\|_{p'} + \|\Lambda^\alpha(\xi^\beta \hat{g}(\xi))\|_{p'},
\]
where we used (14) in the last step. In order to estimate the resulting terms, we first replace $\Lambda^\alpha$ by a classical derivative $\partial^\gamma$, for $\gamma \in \mathbb{N}$, and observe that, since $p' \in (1, 2]$, we can use Lebesgue interpolation and the inequality (26) of Grujić and Kukavica to get
\[
\|\partial^\gamma_x (\xi^\beta \hat{g}(\xi))\|_{p'} \lesssim \sum_{\beta + \gamma = \beta' + \gamma} \|\xi^{\beta'} \partial^\gamma_x \hat{g}(\xi)\|_{p'} \leq \sum_{\beta + \gamma = \beta' + \gamma} \|\xi^{\beta'} \partial^\gamma_x \hat{g}(\xi)\|_{2} \|\xi^{3|\beta'|} \partial^\gamma_x \hat{g}(\xi)\|_{2} \lesssim_{a} M_{l+3},
\]
where in the last step we used the Plancherel identity and the assumption to note that
\[
\|\xi^b \partial^\gamma_x \hat{g}(\xi)\|_2 \leq \sup_{|x| = b} \|\partial^\gamma_x (x^\gamma g)\|_2 \lesssim_{b} M_b
\]
for every $b \geq 0$, and every multiindex $\gamma'$. Thus also
\[
\|\Lambda^\alpha(\xi^\beta \hat{g}(\xi))\|_{p'} \lesssim_{p,a} M_{l+3},
\]
by interpolation.

It remains to estimate the first term on the right-hand side of (32),

$$\|\Lambda^a(m(\xi)\eta(\xi)\hat{g}(\xi))\|_{p'}.$$  

To this end we note that by assumption \(\hat{g}(0) = 0\), and so the Fundamental Theorem of Calculus gives

$$\hat{g}(\xi) = \xi \cdot \int_0^1 \nabla \xi \hat{g}(s\xi)(1-s)ds.$$  

This and (27) gives that

$$\|\Lambda^a(m(\xi)\eta(\xi)\hat{g}(\xi))\|_{p'} \leq \|m(\xi)\eta(\xi)\|_{p'} \left\|\Lambda^a \int_0^1 (1-s)\nabla \hat{g}(s\xi)ds\right\|_{\infty} + \|\Lambda^a(m(\xi)\eta(\xi))\|_{p'} \left\|\int_0^1 (1-s)\nabla \hat{g}(s\xi)ds\right\|_{\infty} \lesssim_a \|\Lambda^a \nabla \hat{g}\|_\infty + \|\nabla \hat{g}\|_\infty \lesssim \|x|^{a+1}g\|_1 + \|x|g\|_1 \lesssim_a M_0,$$

where we used the fact that \(a \in [0, 3/p' + l + 1)\) to deduce that \(\|\Lambda^a(m(\xi)\eta(\xi))\|_{p'} \lesssim_a 1\) in the second inequality as well as the Grujić-Kukavica inequality (26) in the last step.

Noting that \(\text{curl} \omega = \text{curl} \text{curl} u = \nabla (\text{div} u) - \Delta u = -\Delta u\), we obtain

$$\partial_m u_i = \partial_m (\Delta)^{-1}(\text{curl} \omega)_i = \partial_m (\Delta)^{-1} \sum_{j,k=1}^3 \epsilon_{ijk} \partial_j \omega_k = \sum_{j,k=1}^3 \epsilon_{ijk} R_m R_j \omega_k,$$

where \(\epsilon_{ijk}\) denote the Levi-Civita tensor, that is \(\epsilon_{ijk} = 1\) if \(ijk\) is an even permutation of 123, \(-1\) if odd, and 0 otherwise. Thus we can apply the above lemma with \(g := \omega_k, M := R_m c R_j \partial^2\), where \(\beta \in \mathbb{N}^{l-1}, j, k, m \in \{1, 2, 3\}\), and obtain

$$\| |x|^{a} D^l u\|_p \lesssim_{p,a} D$$ \hspace{1cm} (34)

for \(t \in [0, T]\) (which we omit in our notation), \(p \in [2, \infty), l = 1, 2\) and \(a \in [0, 3/p' + l)\). The case \(l = 0\) follows by the Caffarelli-Kohn-Nirenberg inequality (25). In particular we obtain the first claim in (5) as

$$\|\nabla u - \nabla (u \phi)\|_2 \leq \|(1 - \phi) \nabla u\|_2 + \|\nabla \phi u\|_2 \lesssim R^{-a} (\| |x|^{a} \nabla u\|_2 + \| |x|^a u\|_2) \lesssim_a DR^{-a}$$ \hspace{1cm} (35)

for \(a \in [0, 3/2)\). Another consequence of (34) is that

$$\| |x|^{a_1} (u \cdot \nabla) u\|_2 \leq \| |x|^{a_1} u\|_4 \| |x|^{a_1} \nabla u\|_4 \lesssim_a D^2,$$

for \(a \in [0, 11/2)\), where \(a_1 \in [0, 9/4), a_2 \in [0, 13/4)\) are such that \(a = a_1 + a_2\). Moreover, (28) gives

$$\| |x|^{a_0} \pi\|_p \lesssim_{p,a} \|u\|_2 \| |x|^{a_0} u\|_p \lesssim_{p,a} D^2$$ \hspace{1cm} (36)

for \(p > 1, a \in [0, 3/p')\), while (29) implies

$$\| |x|^{a_0} \nabla \pi\|_p \lesssim_{p,a} \|u\|_2 \| \nabla u\|_2 \| |x|^{a_0} u\|_p + \| |u| \| |x|^{a_0} \pi\|_p \lesssim \|u\|_\infty (\|\nabla u\|_p + \| |u|^{a_0} \|_p) \lesssim_a D^2$$

for \(p > 1, a \in [0, n/p' + 1)\). Thus in particular

$$\| \nabla ((1 - \phi) \pi)\|_2 \lesssim \|\pi\|_{L^2(B_{R-1})} + \|\nabla \pi\|_{L^2(B_{R-1}^e)} \lesssim_a D^2 R^{-a}$$
for $a \in [0, 3/2)$, which gives the second claim in (5).

The above estimates also imply (3), as
\[
\|F_1\|_2 \leq \|(u \cdot \nabla)u + |u|^2 + |p| + |u| + |\nabla u|\|_{L^2(B_{R+1} \setminus B_R)} \leq R^{-a}\|x|^a((u \cdot \nabla)u + |u|^2 + |\pi| + |u| + |\nabla u|)\|_2 \lesssim_a D^2 R^{-a}
\]
for every $a < 3/2$.

Moreover, we can also use the Navier-Stokes equations (1) to estimate the decay of $u_t$ as
\[
\|x|^a \partial_t u\|_2 \leq \|x|^a \Delta u\|_2 + \|x|^a (u \cdot \nabla)u\|_2 + \|x|^a \nabla \pi\|_2 \lesssim_a D^2
\]
for $a \in [0, 5/2)$.

### 2.3 The Bogovski˘ı-type correction

In this section we consider the correction $u_c$ that makes $r := u \phi + u_c$ divergence free, recall (7), (8). We first recall the Bogovski˘ı lemma.

**Lemma 5** (Bogovski˘ı lemma). Let $\Omega \subset \mathbb{R}^3$ be a star-shaped domain with respect to $B_1$ (namely that the line segment $[x, y]$ joining any $x \in \Omega$ with any $y \in B_1$ is contained in $\Omega$). Then given $f \in C^\infty_0(\Omega)$ with $\int f = 0$ there exists $v \in C^\infty_0(\Omega; \mathbb{R}^3)$ such that $\text{div} \ v = f$ and
\[
\|v\|_{W^{k,p}(\Omega)} \lesssim_{k,p} \|f\|_{W^{k-1,p}(\Omega)}.
\]

The Bogovski˘ı lemma is a well-known result (see [3, 4] or [13, Lemma III.3.1], for example). In fact, letting $h \in C^\infty_0(B_1)$ be such that $\int h = 1$, the vector field
\[
v(x) := \int_\Omega f(y) \left( \frac{x - y}{|x - y|^2} \right) \int_0^\infty h \left( y + z \frac{x - y}{|x - y|} \right) z^2 \, dz \, dy
\]
(38)

satisfies the claim of the lemma.

We note that our domain, $B_R \setminus B_{R-1}$, is not star-shaped, and so we need to decompose the domain as well as $f = \nabla \phi \cdot u$ into a number of pieces that would allow us to construct the correction $u_c$. Some decompositions of this form can be found in [13, Lemma III.3.2 and Lemma III.3.4], where one of the main difficulties is to guarantee that each of the pieces still have compact support as well as vanishing integral. In our case, this issue simplifies, as $\text{div} \ v$ is compactly supported and has vanishing mean for each $l = 1, \ldots, L$ and so we can use Lemma 5 (i.e. by (58) with $\Omega := G_l$, $f := \text{div} (\psi_l u))$ to obtain $v_l \in C^\infty_0(G_l)$ such that $\|v_l\|_{W^{2,\infty}} \leq C$ for some universal constant $C > 0$ and $v_1 + \ldots + v_L = 1$ on supp $\phi$. We can assume that each $G_l$ intersects at most 10 other $G_l$’s.

Note that $\text{div} (\psi_l \phi u)$ is compactly supported and has vanishing mean for each $l = 1, \ldots, L$ and so we can use Lemma 5 (i.e. by (58) with $\Omega := G_l$, $f := \text{div} (\psi_l \phi u)$) to obtain $v_l \in C^\infty_0(G_l)$ such that $\|v_l\|_{W^{k,p}} \lesssim \|\psi_l \phi u\|_{W^{k,p}}$ for all $k \geq 0$, $p \in (1, \infty)$, where the implicit constant can be chosen independent of $l, R$.

This gives that
\[
u_c := \sum_{l=1}^L v_l
\]
belongs to $C^\infty_0(B_R \setminus B_{R-1})$ and
\[
u_c^p \lesssim \sum_{l=1}^L \|v_l\|_{W^{k,p}}^p \lesssim \sum_{l=1}^L \|\psi_l \phi u\|_{W^{k,p}}^p \lesssim \|\phi u\|_{W^{k,p}(B_R \setminus B_{R-1})}^p
\]
for \( p \in (1, \infty) \). Thus

\[
\| u_c \|_{W^{1,p}} \lesssim \| u \|_{W^{1,p}(B_R \setminus B_{R^{-1}})} \lesssim_a \| D \|^{-a} \quad \text{for } a \in \left[0, \frac{3}{p'}\right), p \in (1, \infty)
\]

\[
\| \Delta u_c \|_2 \lesssim \| u \|_{H^2(B_R \setminus B_{R^{-1}})} \lesssim_a \| D \|^{-a} \quad \text{for } a \in \left[0, \frac{3}{2}\right),
\]

and

\[
\| \partial_t u_c \|_2 \lesssim \| \partial_t u \|_{L^2(B_R \setminus B_{R^{-1}})} \lesssim_a \| D^2 \|^{-a} \quad \text{for } a \in \left[0, \frac{5}{2}\right),
\]

where we used (33), (37) and the last inequality follows from the form of (38), which allows differentiation inside the integral.

This and the embedding \( H^2 \subset L^\infty \) gives (7). Moreover

\[
\| F_2 \|_2 = \| (u_c \cdot \nabla)(u \phi) + (u \phi \cdot \nabla) u_c + (u_c \cdot \nabla) u_c - \Delta u_c + \partial_t u_c \|_2 \leqslant \| u_c \|_{W^{1,4}} \| u \|_{W^{1,4}(B_R \setminus B_{R^{-1}})} + \| u_c \|_{L^4(B_R \setminus B_{R^{-1}})}^2 + \| \Delta u_c \|_2 + \| \partial_t u_c \|_2 \lesssim_a \| D^2 \|^{-a}
\]

for \( a \in [0, 3/2) \), where we also used (34). This gives (8), as required.

### 2.4 The Navier-Stokes equations on \( B_R \) with small forcing

In this section we discuss well-posedness of (15) with small small forcing \( F \), and we prove (11).

**Lemma 6** (Strong solution to (15) for small forcing). Let \( T > 0 \) and \( r : [0, T] \to D(A) \), and suppose that there exists \( N \geq 1 \) such that \( \| \nabla r(t) \|_{L^2(B_R)} + \| \nabla^2 r(t) \|_{L^2(B_R)} + \| D^2 r(t) \|_{L^2(B_R)} \leq N \) for all \( t \in [0, T] \). Then there exists a unique strong solution \( v \) to (15) above if \( \| F \|_{L^\infty(0,T);L^2(B_R)} \leq \varepsilon \) for some

\[
\varepsilon \in \left(0, CN^3 e^{-2N^4C^2T}\right),
\]

where \( C > 1 \) is a universal constant. Moreover,

\[
\| \nabla v(t) \|_{L^2(B_R)} \leq \frac{\varepsilon}{N^2C} \left( e^{4N^4C^2t} - 1 \right)^{\frac{3}{2}}, \quad \| \nabla^2 v(t) \|_{L^p((0,t); L^2(B_R))} \lesssim_p t^\frac{1}{2} \varepsilon e^{2N^4C^2t} \quad (39)
\]

for all \( t \in [0, T] \) and \( p \in (1, \infty) \).

Recall (20) for the definition of the Stokes operator \( A \), and note that the assumption on \( r \) implies that

\[
\| r(t) \|_{L^\infty(B_R)} \leq C \| \nabla r \|_{L^2(B_R)}^\frac{1}{2} \| D^2 r \|_{L^2(B_R)}^\frac{1}{2},
\]

\[
(40)
\]

due to (21) and (22).

We note that taking \( \varepsilon := B(a)D^2 R^{-a} \), and \( R \) as in (2), the lemma implies (11), as required.

The lemma can be proved using a standard Galerkin procedure, and we provide a sketch of the proof (inspired by [33] Theorem 4.4 and Theorem 6.8]) to keep track of the quantitative estimates.

**Proof.** We first note that uniqueness follows in the same way as uniqueness of local-in-time strong solutions to the homogeneous Navier-Stokes equations (see Theorem 6.10 in [33], for example).

For existence, let \( \mathcal{N} := \text{span} \{ a_1, \ldots, a_n \} \) denote the linear space spanned by the first \( n \) eigenvalues of the Stokes operator \( A \) (recall (20) on \( B_R \), that is for all \( k \) \( a_k \in D(A) \) and \( Aa_k = \lambda_k a_k \) for some \( \lambda_k > 0 \) such that \( 0 < \lambda_k \leq \lambda_{k+1} \).

We first show that for each \( n \) there exist \( c_1, c_2, \ldots, c_n \in C^1([0,T]) \) such that

\[
w := \sum_{k=1}^n c_k(t) a_k \in \mathcal{N}
\]
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is a weak solution of the Galerkin approximation of
\[
\begin{align*}
\partial_t w + Aw + P_n ((w \cdot \nabla)w) &= P_n F - P_n ((w \cdot \nabla)v + (v \cdot \nabla)w) \\
\text{div } w &= 0, \\
w(0) &= 0,
\end{align*}
\] (41)
where \(P_n : L^2 \to \mathcal{N} \subset L^2\) is the orthogonal projection onto \(\mathcal{N}\), i.e. that \(w \in L^\infty((0,T); L^2) \cap L^2((0,T); H^1)\) satisfies (16) for \(\phi \in \mathcal{N}\).

Indeed taking the inner product of the above equation with \(a_k\) \((k = 1, \ldots, n)\) we have
\[
c_k + \sum_{j=1}^n c_j \int Aa_j a_k + \sum_{i,j=1}^n c_i c_j \int (a_i \cdot \nabla)a_j \cdot a_k = -\sum_{j=1}^n c_j \int ((a_j \cdot \nabla)r \cdot a_k) + (r \cdot \nabla)a_j \cdot a_k + \int F \cdot a_k,
\]
and so using the facts that \(Aa_j = \lambda_j a_j\), that \(a_j\)'s are orthonormal in \(L^2\) (see [33, Theorem 2.24]) and setting
\[
B_{ij}^{(k)} := \int (a_i \cdot \nabla)a_j \cdot a_k, \quad D_j^{(k)} := \int ((a_j \cdot \nabla)r \cdot a_k) + (r \cdot \nabla)a_j \cdot a_k, \quad C^{(k)} := \int F \cdot a_k,
\]
we obtain a system of \(n\) differential equations for \(c_1, \ldots, c_n\),
\[
c_k' = -\sum_{j=1}^n c_i c_j B_{ij}^{(k)} - \sum_{j=1}^n (c_j D_j^{(k)} + \lambda_k) + C^{(k)},
\]
with initial conditions \(c_k(0) = 0\) for \(k = 1, \ldots, n\). Since the right-hand side is locally Lipschitz, we obtain local in time well-posedness of the system (see Hartman [16]). That the \(c_k\)'s exist for all times can be observed by testing (41) by \(w \in \mathcal{N}\), which gives that
\[
\frac{1}{2} \frac{d}{dt} \|w\|^2 + \|\nabla w\|^2 = -\int ((w \cdot \nabla)r) \cdot w - \int Fw \leq \frac{1}{2} \|\nabla w\|^2 + c \|w\|^2 (1 + \|r\|_{\infty}^2) + \frac{1}{2} \|F\|^2,
\]
where we used the cancellations \(\int ((w \cdot \nabla)w) \cdot w = \int ((r \cdot \nabla)w) \cdot w = 0\), as well as integrated the term \(\int ((w \cdot \nabla)r) \cdot w\) by parts and applied Young’s inequality. For brevity, we also used the notation \(\| \cdot \| \equiv \| \cdot \|_{L^2(B_R)}\) and \(\| \cdot \|_p \equiv \| \cdot \|_{L^p(B_R)}\), which we continue for the rest of the proof.

The Gronwall inequality gives that
\[
\sum_{k=1}^n c_k^2 = \|w\|^2 \leq \int_0^t \|F(s)\|^2 e^{2N^2(t-s)}ds \leq \varepsilon^2 e^{N^2 t}
\] (42)
for \(t \geq 0\), which shows global existence of \(c_k\)'s, and also implies that \(\int_0^T \|\nabla w\|^2 \leq \int_0^T \|F(t)\|^2 dt + N^2 \int_0^T \|F(t)\|^2 e^{N^2 t} dt < \infty\).

Moreover \(w\) is bounded in \(L^\infty((0,T); V)\) and in \(L^2((0,T); H^2)\), uniformly in \(n\). Indeed, multiplying the equation by \(Aw\) we obtain
\[
\frac{1}{2} \frac{d}{dt} \|\nabla w\|^2 + \|Aw\|^2 = \int (((w \cdot \nabla)w)Aw - (w \cdot \nabla)r)Aw - ((w \cdot \nabla)r)Aw - (r \cdot \nabla)wAw)
\leq \|w\|_{\infty} \|\nabla w\| \|Aw\| + \|F\| \|\nabla w\| \|Aw\| + \|w\|_{\infty} \|\nabla r\| \|Aw\| + \|r\|_{\infty} \|\nabla w\| \|Aw\|
\leq \|\nabla w\| \|Aw\| + \|F\| \|\nabla w\| \|Aw\| + \|\nabla r\| \|\nabla w\|^2 + \|F\| \|\nabla w\| \|Aw\| + \|r\|_{\infty} \|\nabla w\| \|Aw\|,
\]
where we used (21) in the third inequality. Thus using Young’s inequality we can absorb \(\|Aw\|^2\) on the left-hand side to obtain
\[
\frac{d}{dt} \|\nabla w\|^2 + \|Aw\|^2 \leq C^2 \|\nabla w\|^6 + C^2 \|\nabla w\|^2 (\|\nabla r\|^4 + \|r\|_{\infty}^2) + \|F\|^2
\leq C^2 \|\nabla w\|^6 + C^2 N^4 \|\nabla w\|^2 + \varepsilon^2
\]
for some $C > \max\{1, c\}$, where $c$ is from (12). Thus, since
\[
g(t) := \frac{\varepsilon^2}{N^4 C^2} \left(e^{4N^4 C^2 t} - 1\right)
\]
satisfies
\[
g'(t) \geq C^2 g(t)^3 + C^2 N^4 g(t) + \varepsilon^2
\]
for $t \in [0, T]$, we have that
\[
\|\nabla w\|^2 \leq g(t) \quad \text{for } t \in [0, T],
\]
which also implies that $\|D^2 w\|^2_{L^2((0, T) \times B_R)} \leq \|Aw\|^2_{L^2((0, T) \times B_R)} \leq g(T) - g(0) = \varepsilon (NC)^{-1} (e^{4NCT} - 1),$
where we also used (22).

Finally (41) shows that $\|\partial_t w\|_{L^4((0, T); V^*)}$ is bounded uniformly in $n$ (recall that $w \equiv w_n$ is the Galerkin approximation for given $n$), which can be shown by a standard argument, using Hölder’s inequality, Lebesgue interpolation and Sobolev embedding $H^1_0 \subset L^6$, see for example [33, Theorem 4.4, Step 3].

This estimate on the time derivative lets us use the Aubin-Lions lemma (see [1, 27] or [39, Theorem 2.1 in Chapter I]) to extract a subsequence $\{w_{nk}\}$ such that
\[
w_{nk} \to v \quad \text{in } L^3((0, T) \times B_R),
\]
\[
w_{nk} * v \to v \quad \text{in } L^\infty((0, T); V),
\]
\[
D^2 w_{nk} \to D^2 v \quad \text{in } L^2((0, T) \times B_R)
\]
for some $v \in L^\infty((0, T); V) \cap L^2((0, T); H^2)$. This mode of convergence enables us to take the limit in the weak formulation of the equation for $w_{nk}$, and so shows that $v$ is the required solution.

The estimate for $\nabla v$ in (39) follows from (13). As for the estimate for $\nabla \pi$ in (39) we have
\[
\|(v \cdot \nabla)r + (r \cdot \nabla)v\|_2 \leq \|v\|_4 \|\nabla r\|_4 + \|r\|_\infty \|\nabla v\|_2 \lesssim N \left(\|v\|_2^\frac{1}{2} \|\nabla v\|_2^\frac{3}{2} + \|\nabla v\|_2\right) \lesssim N \varepsilon e^{2N^4 C^2 t}
\]
at each time, where we used (10) and (23) in the second inequality, as well as (12) and (13) in the last. Thus (18) gives
\[
\|\nabla \pi\|_{L^p((0, t); L^2(B_R))} \lesssim_p \|F - (v \cdot \nabla)r - (r \cdot \nabla)v\|_{L^p((0, t); L^2(B_R))} \lesssim N \varepsilon e^{2N^4 C^2 t}
\]
for every $p \in (1, \infty)$, as required.
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