A New Feature Selection Scheme for Emotion Recognition from Text
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Abstract: This paper presents a new scheme for term selection in the field of emotion recognition from text. The proposed framework is based on utilizing moderately frequent terms during term selection. More specifically, all terms are evaluated by considering their relevance scores, based on the idea that moderately frequent terms may carry valuable information for discrimination as well. The proposed feature selection scheme performs better than conventional filter-based feature selection measures Chi-Square and Gini-Text in numerous cases. The bag-of-words approach is used to construct the vectors for document representation where each selected term is assigned the weight 1 if it exists or assigned the weight 0 if it does not exist in the document. The proposed scheme includes the terms that are not selected by Chi-Square and Gini-Text. Experiments conducted on a benchmark dataset show that moderately frequent terms boost the representation power of the term subsets as noticeable improvements are observed in terms of Accuracies.
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1. Introduction

Emotion recognition has become a challenging problem in the field of natural language processing since there is a large amount of data stored on the Internet. Different methods have been developed and applied to recognize emotions in various applications such as image [1], speech [2], video [3], and text [4]. Moreover, understanding emotions may increase the success of robots in the applications where there is an interaction between humans and machines [5]. However, it is computationally expensive and hard to recognize emotions in images and videos. Therefore, in this paper, we focus on emotion recognition from text as it has become significantly important while the quantity of text documents has increased dramatically on the Internet after the arrival of the new millennium.

Social networks via Internet based applications have become very popular where people convey their emotions through text [6–8]. Text classification is the task of classifying documents or data into predefined categories based on the context of content [9]. Classifiers perform the objective of classifying the document under labels close to the meaning of the content for easy recognition. They simply emulate human ability to classify a document, but it is done faster and accurately on massive information. Similarly, human emotion can be deduced from text through the application of text classification since the emotion expressed by humans can be categorized into different classes such as anger, joy, disgust, sadness, fear, and surprise [4]. This is not an exhaustive list [10]. Other emotions can be classified as secondary or tertiary forms of the six-basic forms [11]. Anger is considered as an undesirable (negative) emotion while Joy can be considered as a desirable (positive) emotion [12]. According to Lovheim [13],
there are three major monoamine systems which are serotonin, dopamine, and noradrenaline that have a great impact on emotions. Silvan Tomkins developed a comprehensive theory of fundamental emotions and classified eight different emotions [10,14,15]. Tomkins described them as basic emotions which stand for the strictly biological portion of emotion [10,14]. These basic or fundamental emotions are enjoyment/joy, interest/excitement, surprise, anger/rage, disgust, distress/anguish, fear, and shame/humiliation. Note that, several of these emotions are created based on the character or personality of the individual whereas the rest of them are formed essentially related to the social interactions. Further details of psychological effects (interior and exterior) for the individual's emotions can be found in [10,16–18]. In this work, seven basic emotion categories have been used for emotion recognition from text, which are described by the International Survey on Emotion Antecedents and Reaction [19]. These emotions are anger, disgust, fear, guilt, joy, shame, and sadness.

1.1. Related Work

Before text classification takes place, the document set should go through several procedures. Firstly, the bag-of-words (BOW) representation allows each unique word in the document set to be handled as a distinct feature (or, term) [24]. Secondly, term scoring is applied in two critical areas which are term selection and term weighting. Term selection aims to select a subset of terms from the initial document collection to represent documents. Thus, it regards some terms as relevant and keeps them whereas it regards other terms as unnecessary and eliminates them by setting a threshold using numerous approaches [25,26]. The reason is twofold. Firstly, using thousands of unique terms will lead to a very high dimensional feature space [26]. This will require extra storage, memory space, and computational power [27]. Secondly, the existence of non-informative words might produce a negative impact on the decision of the automatic categorization systems. After selecting a subset of words, quantification of the relative influence of the selected words is named as term weighting.

In the field of emotion recognition from text, the BOW representation produces extremely sparse vectors due to small document lengths because text documents are made of a few number of sentences. This is named as the feature sparseness problem. The feature sparseness problem reduces the performance of the classifiers [28,29].

A previous study constructed feature space using both single words and term sets and introduced a new term weighting method to weight term sets by utilizing feature similarities to solve the feature sparseness problem [30]. In a recent study, the BOW representation has been enriched using semantic and syntactic relations between words to enhance classification performance [26]. This enrichment has improved the recall of several classifiers by reducing sparseness. The authors state that short text documents are made of a few words which turn into high dimensional sparse vectors due to the excessive number of distinct terms as a result of a high number of training samples in many domains [28]. Another related research work concluded that rare words are significant and cannot be ignored because they produce better Accuracy scores as compared to the frequent terms if used in the classifiers [31]. The authors made their experiments in the field of patent classification and technical terms that are rare improved the performance [31].

Alm et al. [32] proposed a supervised machine learning approach to classify emotions from text. The method uses a variation of Winnow update rule with different configurations of features. The authors state that it is significantly important to select the best feature set to increase the classification Accuracy score of emotion recognition. Liu et al. [33] proposed an approach using large-scale real-world knowledge for emotion classification from text. The method has been applied to classify six different
emotions which are happy, disgust, sad, fear, angry, and surprise. In [34], a hierarchical method is developed for emotion recognition from text. In order to achieve good results, authors used two different categories to classify the emotions which are positive (which represents the happiness emotion) and negative (which represents the other five emotions sadness, fear, anger, surprise, and disgust). The obtained results demonstrate that the approach performs better than the other classifiers. Moreover, in [35], another hierarchical approach is presented for emotion classification which is applied to Chinese micro-blog posts. Zhang et al. [36] developed a new feature extraction technique which is a knowledge-based topic model (KTM) to classify implicit emotion features. The SVM classifier has been applied to the extracted features to classify 19 different emotions from text. Experimental results show that authors achieved good results. Bandhakavi et al. [37] proposed a new feature extraction technique named the unigram mixture model (UMM) and compared it with the BOW. The results demonstrate that the UMM extracts features for emotion classification efficiently and outperforms the BOW. In [38], an emotion recognition model is created and applied to Indonesian text to recognize emotions. The model consists of several pre-processing stages which are normalization, stemming, term frequency–inverse document frequency weighting, and feature extraction. In the post-processing part of the model, four different classifiers which are naïve Bayes, J48, k-nearest neighbor (KNN), and SVM have been applied to the extracted features. The results show that the best result has been obtained using SVM. Moreover, an emotion recognition framework is presented for multilingual English–Hindi text. Two different classifiers which are naïve Bayes and SVM are compared and SVM performs better than the naïve Bayes classifier [39]. Other emotion recognition frameworks have been proposed and developed to classify the emotions from text using different machine learning methods such as Naïve Bayes (NB) [40], random forest (RF) [41,42], logistic regression (LR) [43] and others [21,44].

1.2. Contribution

To the best of our knowledge, the effect of moderately frequent terms in emotion recognition remains open to question. The BOW model represents the text document in the term vector where each feature is a different term. Due to this, feature selection and subsequent term weighting to compute the entries of the vectors becomes vital prior to classification. In general, feature selection methods tend to rank highly frequent terms above moderately frequent terms [45]. As a result, moderately frequent terms that may be prominent are eliminated in feature selection. In the term weighting stage, some term weighting schemes take rarity into account and give greater weights to terms that exist in a small number of documents in the training corpus [46]. In fact, the opted methods in term selection and term weighting may possibly be in conflict with each other. The proposed selection scheme is based on utilizing the moderately frequent terms using the relevance factor and the absolute value of the term occurrence probability difference to boost the representation power of the documents without increasing the dimensionality of the feature space. The scheme makes use of moderately frequent terms in the training corpus to set the entries of both training vectors and test vectors. Experiments conducted on the benchmark dataset have shown that the proposed scheme is superior in terms of Accuracy in most categories compared to the baseline methods.

2. Feature Selection and Term Weighting Schemes

This section details the well-known term selection and term weighting schemes used in the proposed framework where A is the number of documents having the term t in the positive class, B is the number of documents not having the term t in the positive class, C is the number of documents having the term t in the negative class, and D is the number of documents not having the term t in the negative class. N is the sum of all the training documents in the dataset where $N = A + B + C + D$. 
2.1. Chi-Square

Chi-Square is a feature selection scheme based on filtering. It measures the dependency between a term and its class. It is used for both feature selection and term weighting. Equation (1) is used to compute the Chi-Square score of each term [47,48].

$$\text{Chi-Square}(t) = \frac{N(AD - BC)^2}{(A + C)(B + D)(A + B)(C + D)}$$ (1)

2.2. Gini-Text

The initial design of the Gini Index measured the impurity of term for classification. The smaller the value, lesser the impurity, the better the attribute. Gini Index is improved for feature selection and named as Gini-Text as seen in Equation (2) [49–51].

$$\text{Gini-Text}(t) = \left( \frac{A}{A + B} \right)^2 \left( \frac{A}{A + C} \right)^2 + \left( \frac{C}{C + D} \right)^2 \left( \frac{C}{A + C} \right)^2$$ (2)

2.3. Relevance Frequency

The relevance frequency term weighting scheme claims that the terms with the same A/C values have the same contribution to the classification problem regardless of what the B and D values are as presented in Equation (3) [52].

$$\text{Relevance Frequency}(t) = \log(2 + \frac{A}{C})$$ (3)

2.4. Binary Term Weighting

Binary term weighting scheme is a traditional strategy that is utilized for term weighting and it considers a single occurrence of terms and ignores re-occurrence of terms in a document [51]. Let us assume that D is a dataset containing various documents D = \{d_1, \dots, d_r, \dots, d_m\} and m is the total number of documents. The weight of feature t_i is W(t_i). W(t_i) is 1 if t_i exists in and W(t_i) is 0 if t_i does not exist in d_i. V is the list of features containing various unique terms where V = \{t_j, \dots, t_y, \dots, t_n\} and n is the total number of unique features. For the short documents, the binary term weighting scheme is nearly as informative as other term weighting schemes which consider the re-occurrence of terms [53]. Moreover, it yields great savings in terms of computational resources [53].

3. Proposed Scheme

We propose a new scheme where the relevance frequency factor is the primary focus of interest. The authors in a previous study suggest that two terms with equal A/C factor contribute to the same extent regardless of what their B and D values are [52]. They use the relevance frequency factor for term weighting where the terms that occur mostly in the negative class receive lower weights due to high C values. The relevance frequency factor favors terms that are indicative of positive membership.

In the proposed scheme, the relevance scores of terms can be formulated as follows:

$$\text{Relevance Score}[t_i] = \begin{cases} \frac{A[t_i]}{A[t_i] + B[t_i]} \times \frac{A[t_i]}{A[t_i] + C[t_i]} - \frac{C[t_i]}{C[t_i] + D[t_i]} & \text{If } \frac{A[t_i]}{A[t_i] + B[t_i]} > \frac{C[t_i]}{C[t_i] + D[t_i]} \\ \frac{C[t_i]}{A[t_i] + C[t_i]} \times \frac{A[t_i]}{A[t_i] + B[t_i]} - \frac{C[t_i]}{C[t_i] + D[t_i]} & \text{Else} \end{cases}$$ (4)

In the proposed formula, the relevance factor (or, the first multiplier) is either \(\frac{A[t_i]}{A[t_i] + C[t_i]}\) or \(\frac{C[t_i]}{A[t_i] + C[t_i]}\). If the A and C values of a given term \(t_i\) are equal to each other, the value of the first multiplier (or, relevance factor) is 0.5. If the term occurs only in the positive class when \(C[t_i] = 0\) or in the
negative class when $A[t_i] = 0$, the value of the first multiplier is 1.0. The first multiplier does not make any discrimination against rare terms as a result of its scoring logic. If the given term $t_i$ occurs in one document in the positive class and does not occur in the negative class, the value of the first multiplier is 1.0 for that term. Similarly, if another term $t_j$ occurs in ten documents in the positive class and does not occur in the negative class, the value of the first multiplier will be 1.0 for that term as well. In supervised term weighting, the weight of a given term can be computed in terms of its occurrence probabilities using the training documents of positive and negative classes [53,54]. The second multiplicand in the proposed scheme is the absolute value of the term occurrence probability difference between the positive class and negative class for feature $t_i$. This multiplicand has been named as \( \Delta \) (Delta) or ACC2 in the previous studies [51,55]. If the magnitude of the difference is high, this suggests that it is a significant term because it occurs highly in only one of the classes. Different from the weighting logic of the relevance frequency scheme, the proposed scheme favors both positive class indicative terms and negative class indicative terms in the process of selection and this is reflected in both relevance factor and Delta where the final Relevance Scores of terms are obtained by their multiplication.

The proposed scheme computes the Relevance Scores of all the unique terms in the training set and then the feature set is reduced to the topmost 1000, 900, 800, 700, 600, 500, 400, 300, 200, 150, 100, 75, and 50 terms. Similarly, Chi-Square, Gini-Text, and Delta scoring functions are used to reduce the feature set. Secondly, in a given training vector with reduced features, the entry of the selected feature is set to one if it is present and zero if it is absent in the text. After training the model, the same procedure is applied to the test vectors using the selected terms obtained from the training corpus.

3.1. Construction of Training Vectors
- Sort the terms in descending order using a scoring function by utilizing the training documents.
- Obtain binary-valued feature vectors with $n$ terms where $n$ is the total number of distinct terms and the first entry is the entry for the highest-ranking term.
- Set $s$ to the selected number of features.

3.2. Construction of Test Vectors
- Use the sorted terms that are obtained using the training documents.
- Using the test vectors, obtain binary-valued feature vectors with $n$ terms where $n$ is the total number of distinct terms and the first entry is the entry for the highest-ranking term.
- Set $s$ to the selected number of features.

The classification results of the proposed scheme are compared with the results of the conventional feature selection approaches.

4. Results and Discussion

In the experiments, the classifier performance is assessed using the test data to gauge Accuracy. Accuracy is the ratio of the predictions that the model made correctly. TP, FP, FN, and TN are the number of true positives, false positives, false negatives, and true negatives as presented in Equation (5).

$$\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN} \tag{5}$$

4.1. Dataset

The widely used dataset ISEAR is employed for evaluating the proposed framework. The ISEAR (International Survey on Emotion Antecedents and Reaction) has seven basic emotion categories. They are anger, disgust, fear, guilt, joy, shame, and sadness. Each sentence has one category label while the quantity of sentences is 7666, annotated by 1096 people who filled the questionnaires [19,37,56].
One sample sentence from the anger category is provided in Table 1 before and after stemming. It can be said that the terms that imply the anger emotion are elusive. Moreover, they are limited in quantities.

| Table 1. Sample sentence from the anger category before and after stemming. |
|---------------------------------------------------------------|
| When I was driving home after several days of hard work, there was a motorist ahead of me who was driving at 50 km/hour and a refused, despite his low speed to let me overtake. |
| When wa drive home after sever dai of hard work there wa motorist ahead of me who wa drive at km hour and refus despit hi low speed to let me overtak |

4.2. Experimental Setup

SVM has been used in Urdu, Hindi, English, and Chinese emotion classification systems and compared with various machine learning methods such as naïve Bayes, k-nearest neighbor, random forest classifiers [35,39,57]. The best results have been achieved using the SVM classifier. SVM has been well crafted to tackle binary classification while in emotion classification there are several categories [56]. For example, joy, anger, and shame are some of them. This circumstance can be unraveled by the one against all (OAA) approach where one category samples form the positive class and samples from all other categories form the negative class [57]. We can use the OAA approach in multi-label datasets as well because we are creating a binary SVM classifier for each emotion. As a result, a new sample can be classified into more than one emotion category depending on the decision of each classifier. In our simulations, the SVMlight toolbox with a linear kernel is utilized since it performs better than the nonlinear models [58].

All documents are pre-processed before training the classifiers. The Porter stemmer is applied [59]. In the experiments, four-fold cross validation is used. The dataset is split into four equal folds. Three folds are utilized for training and one fold is used for testing the model. Documents are converted into document vectors by implementing the binary weighting scheme, where the weight of the term is either one or zero depending on its presence or absence and reoccurrence of terms is not considered.

In the first set of experiments, the number of features is reduced to 1000, 900, 800, 700, 600, 500, 400, 300, 200, 150, 100, 75, and 50 terms using Chi-Square, Gini-Text, Relevance Score, and Delta filter methods to measure Accuracy due to the fact that the top 1000 features are believed to contain most of the useful terms [52,60]. The main goal of this work is to improve the classifier’s performance by selecting a better subset of features.

4.3. Results

Plots report results from the experiments. Each plot in Figure 1 has four curves. They depict the experimental results obtained by the feature selection schemes.

The first set of results reflects the Accuracy performances of Chi-Square, Gini-Text, Delta feature selection schemes, and the new scheme Relevance Score in the ISEAR dataset as seen in Figure 1. Relevance Score achieved the best accuracies compared to the other schemes in three categories as depicted in Table 2. Similarly, Delta achieved the best accuracies compared to others in three categories. Chi-Square performed better than others in two categories. Gini-Text has not shown superior results in any of the categories.

Additionally, most selection schemes are producing improved results in disgust, fear, joy, and sadness when the numbers of features are increased. In contrast, Accuracy results are not increasing dramatically in anger, guilt, and joy. This suggests that there is a limited number of discriminative terms in those categories. The performance of Gini-Text decreases consistently in all categories as the number of selected terms decreases. On the contrary, Relevance Score shows consistently better performances when there are small numbers of features.
To further evaluate the results using the proposed scheme, a comparison of the best scores and second best scores obtained using the conventional feature selection approaches and the new scheme is presented in Table 2 where the bold figures and the underlined figures reflect the best and the second best Accuracy obtained in each row and the figure in brackets is the number of the selected features. The new scheme produced the best performances in three categories. Nevertheless, the number of features to obtain the best performance varies. The best performances of Chi-Square are obtained using 800 and 1000 features in joy and disgust categories. The best scores recorded in anger and shame categories are obtained using Relevance Score with only 50 and 200 features. The best performances of Delta are obtained using 1000 features in fear and guilt categories.

Figure 1. Cont.
The proposed Relevance Score chooses features with a moderate number of occurrences. Nevertheless, because it selects frequent terms initially. More specifically, the terms that it selects are located nearby the C axis and they are comparatively more common than the terms that are selected by Chi-Square Gini-Text Delta Relevance Score.

Table 2. Best and second best accuracies and the number of terms used in ISEAR.

|              | Chi-Square | Gini-Text | Delta | Relevance Score |
|--------------|------------|-----------|-------|-----------------|
| Anger        | 87.85(200) | 87.45(50) | 87.93(50) | 87.99(50) |
| Disgust      | 89.72(1000) | 89.25(1000) | 89.38(600) | 89.47(700) |
| Fear         | 91.32(1000) | 91.50(1000) | 91.57(1000) | 91.47(600) |
| Guilt        | 88.40(200) | 88.45(900) | 88.50(1000) | 88.46(50) |
| Joy          | 90.48(800) | 90.00(1000) | 90.06(1000) | 90.02(400) |
| Sadness      | 90.07(1000) | 90.07(1000) | 90.11(500) | 90.11(800) |
| Shame        | 88.73(1000) | 88.76(50) | 88.76(50) | 88.77(200) |

In order to investigate the impact of binary term weighting, the average number of terms in ISEAR dataset is computed as seen in Table 3. The first rows in the table show the average number of terms per document where the local term frequencies of existing terms are summed up. The second row in the table shows the average number of distinct terms per document where each term is counted once, and its re-occurrence is neglected. The numbers are very close. This suggests that many terms occur only one time in the documents they exist in. Binary term weighting can be considered as the most suitable choice due to the low number of re-occurrences of terms in the documents.

Table 3. Average number of terms and distinct terms per document in ISEAR.

|              | Anger | Disgust | Fear | Guilt | Joy | Sad | Shame |
|--------------|-------|---------|------|-------|-----|-----|-------|
| Average Number of Terms | 22    | 20      | 21   | 21    | 18  | 18  | 20    |
| Average Number of Distinct Terms | 19    | 19      | 18   | 18    | 15  | 16  | 17    |

Moreover, Table 3 indicates that emotion documents are considerably shorter than documents used in other domains due to the fact that emotions are usually expressed in a single sentence.

In ISEAR, when the topmost fifty features are considered, Chi-Square tends to select terms with a low number of occurrences whereas Gini-Text tends to pick highly frequent terms in the dataset as shown in Figure 2 and Table 4 where A + C is the number of documents that a term exists in. The proposed Relevance Score chooses features with a moderate number of occurrences. Nevertheless, these features occur mostly in the negative class due to the fact that they reside close to the vertical axis with greater C values and relatively smaller A values. Their contribution has been effective in five categories out of seven. It can be argued that the proposed selection scheme is more effective than Chi-Square because it selects frequent terms initially. More specifically, the terms that it selects are...
more common than the terms that are selected by Chi-Square owing to the greater A and C values as presented in Figure 2 and Table 4. Moreover, it makes a better selection than Gini-Text since most of the terms that it selects are located nearby the C axis and they are comparatively more discriminative than the terms that are selected by Gini-Text. As a result, Relevance Score selections may create better document representations during training and testing when a low number of topmost terms are utilized by providing a better trade-off between occurrence frequencies of terms and class distributions of terms in selecting features compared to Chi-Square and Gini-Text.

![Figure 2](image)

**Figure 2.** The topmost 50 terms in Chi-Square, Relevance Score, and Gini-Text selections. (a) Anger category, (b) disgust category.

**Table 4.** Average (A), average (C), and average (A)/average (C) in the anger category using the topmost 50 terms.

|               | Gini-Text | Relevance Score | Chi-Square |
|---------------|-----------|-----------------|------------|
| Average (A)   | 137.28    | 59.18           | 35.54      |
| Average (C)   | 718.90    | 343.30          | 132.76     |
| Average (A)/Average (C) | 0.19 | 0.17 | 0.27 |

The negative class is made of a large number of documents from diverse categories in the ISEAR dataset due to the nature of OAA approach. Authors in a previous study argue that negative class indicative terms can never reach the same maximum Chi-Square score as positive class indicative terms due to the nature of the class imbalance problem [61]. Their remarks agree with plots in Figure 2 and numbers in Table 4. The topmost 50 terms in the Chi-Square selection are commonly positive class indicative terms as they are closer to the horizontal axis. As a result, this will lead to a limited number of negative class indicative terms since many terms that are not selected are negative class indicative terms and this may lead to poor performance results for Chi-Square at extreme filtering levels.

In a previous study, the authors show that Gini-Text scores of rare features are low irrespective of their distribution among positive class and negative class [49]. Their observations agree with our findings. In six categories out of seven, Chi-Square performs better than Gini-Text when the topmost 50 terms are considered. Therefore, comparatively rare features that are not selected (or, excluded) by Gini-Text but distributed asymmetrically between positive class and negative class contribute to the classification performance. Moreover, when additional terms are selected, Chi-Square selects more balanced feature subsets in terms of document frequencies (A + C) and asymmetric class distributions compared to other schemes. In the categories disgust and joy, the Accuracy performances of Chi-Square is superior to other schemes.
To summarize, the numbers in Table 4 imply that Chi-Square is favoring positive class indicative terms because it has the highest average (A)/average (C) ratio. Gini-Text and Relevance Score are favoring negative class indicative terms to a greater extent due to lower average (A)/average (C) ratios. Average (A) and average (C) obtained using Gini-Text selection is significantly larger than average (A) and average (C) obtained using other schemes. This suggests that Gini-Text selections are flooded with common and highly repeated terms in small term sets irrespective of term class distributions in the dataset. Average (A) obtained using Relevance Score selection is slightly larger than average (A) obtained using Chi-Square selection whereas average (C) obtained using Relevance Score selection is considerably larger than average (C) obtained using Chi-Square selection. Relevance Score tends to select terms that indicate a negative class membership to a greater extent whereas Chi-Square is inclined towards terms that indicate a positive class membership at the cost of low frequency (or, occurrence).

5. Conclusions

A new feature selection scheme is proposed to investigate the effect of the selected features in emotion recognition from text. In the course of this experimentation, one emotion dataset is experimented on, using Chi-Square, Gini-Text, Delta, and Relevance Score selection schemes for feature reduction. The OAA approach is adapted for binary classification using linear SVM as the classifier. It has been shown that the selected terms by Relevance Score improved the classification performance in numerous categories. Relevance Score provides a better trade-off between occurrence frequencies of terms and class distribution of terms in selecting features.

There are several areas that need to be further investigated. In particular, another term weighting scheme can replace binary term weighting. Moreover, other feature selection methods can be further explored for improved results. Lastly, the proposed scheme uses the multiplication of the relevance factor and the Delta factor to compute the Relevance Scores of the terms. The proposed Relevance Scoring can be used in conjunction with other selection schemes to obtain improved results owing to the fact that each selection scheme has pros and cons when the number of filtered terms change. As a result, better subsets of terms that are more informative can be obtained for improved results.
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