Gradient Statistics Aware Power Control for Over-the-Air Federated Learning in Fading Channels

Naifu Zhang and Meixia Tao
Dept. of Electronic Engineering, Shanghai Jiao Tong University, Shanghai, China
Emails: {arthaslery, mxtao}@sjtu.edu.cn

Abstract—To enable communication-efficient federated learning, fast model aggregation can be designed using over-the-air computation (AirComp). In order to implement a reliable and high-performance AirComp over fading channels, power control at edge devices is crucial. Existing works assume that the signal to be aggregated from each device is identically distributed, and normalized with zero mean and unit variance. This assumption, however, does not hold for gradient aggregation in machine learning because gradient statistics are unknown for each device. In this paper, we study the optimal power control problem for efficient over-the-air FL by taking gradient statistics into account. Our goal is to minimize the model aggregation error measured by mean square error (MSE) by jointly optimizing the transmit power of each device and the denoising factor at the edge server. We first derive the optimal solution in closed form where the gradient first-order and second-order statistics are known. We then propose a method to estimate the gradient statistics based on the historical aggregated gradients and then dynamically adjust the transmit power on devices over each training iteration. Experiment results show that our proposed power control is better than existing full power transmission and threshold-based power control in both model accuracy and convergence rate.

I. INTRODUCTION

Federated learning (FL) [1]–[3] is a new edge learning framework that enables many edge devices to collaboratively train a machine learning model without exchanging datasets under the coordination of an edge server in wireless networks. Compared with traditional learning at a centralized data center, FL offers several distinct advantages, such as preserving privacy, reducing network congestion, and leveraging distributed on-device computation. In FL, each edge device downloads a shared model from the edge server, computes an update to the current model by learning from its own local dataset, then sends this update to the edge server. Therein, the updates are averaged to improve the shared model.

The communication cost is the main bottleneck in FL since a large number of participating edge devices send their updates to the edge server at each round of the model training. Existing methods to obtain communication-efficient FL can be mainly divided into three categories, model parameter compression [4], [5], gradient sparsification [6], [7], and infrequent local update [1], [8]. Recently, a fast model aggregation approach is proposed for FL by applying over-the-air computation (AirComp) principle [9], such as in [10]–[12]. Such AirComp-based FL, referred to as over-the-air FL in this work, can dramatically save the uplink communication bandwidth compared with existing approaches.

Due to the channel fading, device selection and power control are crucial to achieve a reliable and high-performance over-the-air FL. In [13], the authors jointly optimize the transmit power at edge devices and the receive scaling factor (known as denoising factor) at the edge server. It is shown that the optimal power control in static channels exhibits a threshold-based structure. Namely, each device applies channel-inversion power control if its quality indicator exceeds the optimal threshold, and applies full power transmission otherwise. For AirComp-based gradient aggregation in FL, the work [10] introduces a truncation-based approach for excluding the edge devices with deep fading channels to strike a good balance between learning performance and aggregation error. The work [11] proposes a joint device selection and receiver beamforming design method to find the maximum selected devices with MSE requirements to improve the learning performance. These works [10], [11], [13] assume that the signal (i.e., the gradient) to be aggregated from each device is IID, and normalized with zero mean and unit variance. By exploiting the sparsity pattern in gradient vectors, the work [12] projects the gradient estimate in each device into a low-dimensional vector and transmits only the important gradient entries while accumulating the error from previous iterations. Therein, a channel-inversion like power control scheme, similar to those in [10], [11], [13] is designed so that the gradient vectors sent from selected devices are aligned at the edge server.

Note that all the exiting works on power control for over-the-air FL have overlooked the following statistical characteristics of gradients. The gradient distribution over each iteration is independent but not necessarily identically distributed, and even in the same iteration, the distribution of each element of the gradient vector can be non-identical. A general observation is that the gradient distribution changes over iterations and is different in each feature dimension. In addition, if the gradient statistics are unknown for each device, normalizing the gradient to a distribution with zero mean and unit variance is unrealistic. As such, due to the neglect of gradient statistics, the existing power control methods for over-the-air FL would...
perform poorly in practice.

Motivated by the above issue, in this paper we study the optimal power control problem for over-the-air FL over fading channels by taking gradient statistics into account. Our goal is to minimize the model aggregation error measured by MSE, and hence improve the convergence rate of FL, through the joint optimization of the transmit power of each device and the denoising factor at the edge server. The main contributions of this work are outlined below:

- **Optimal power control with known gradient statistics:** We first derive the MSE expression of gradient aggregation at each training round when the first- and second-order statistics of the gradient vectors are known. We then formulate a joint optimization problem of transmit power and denoising factor for MSE minimization subject to individual peak power constraints at edge devices. By decomposing this non-convex problem into subproblems defined on different subregions, we obtain the optimal power control strategy in closed form. It is found that there is an optimal index threshold, below which the equivalent weight of their gradients for aggregation are equalized.

- **Adaptive power control with unknown gradient statistics:** We propose an adaptive power control algorithm that estimates the gradient statistics based on the historical aggregated gradients and then dynamically adjusts power values in each iteration. The communication cost consumed by estimating the gradient statistics are negligible compared to the transmission of the entire gradient vector.

Experiment results show that the over-the-air FL with the proposed adaptive power control obtains a much faster convergence rate than that with existing power control methods (full power transmission and threshold-based power control).

**II. System Model**

**A. Federated Learning Over Wireless Networks**

We consider an FL setting over a wireless network where a shared AI model (e.g., a classifier) is trained collaboratively across $K$ edge devices via the coordination of an edge server as shown in Fig. 1. Let $\mathcal{K} = \{1, \ldots, K\}$ denote the set of edge devices. Each device $k \in \mathcal{K}$ collects a fraction of labelled training data via interaction with its own users, constituting a local dataset, denote as $\mathcal{D}_k$. The loss function measuring the model error is defined as

$$L(w) = \sum_{k \in \mathcal{K}} \frac{|\mathcal{D}_k|}{|\mathcal{D}|} L_k(w),$$  

where $w \in \mathbb{R}^D$ denotes the $D$-dimensional model parameter to be learned, $L_k(w) = \frac{1}{|\mathcal{D}_k|} \sum_{i \in \mathcal{D}_k} l_i(w)$ is the loss function of device $k$ with $l_i(w)$ being the sample-wise loss function, and $\mathcal{D} = \bigcup_{k} \mathcal{D}_k$ is the global dataset. The minimization of $L(w)$ is typically carried out through stochastic gradient descent (SGD) algorithm, where device $k$’s local dataset $\mathcal{D}_k$ is split into mini-batches of size $B$ and at each iteration $t = 1, 2, \ldots$, we draw one mini-batch $B_k(t)$ randomly, and update the model parameter as

$$w(t + 1) = w(t) - \gamma \frac{1}{K} \sum_{k \in \mathcal{K}} \nabla L_{k,t}^{SGD}(w(t)), \quad (2)$$  

with $\gamma$ being the learning rate and $L_{k,t}^{SGD}(w) = \frac{1}{|B_k(t)|} \sum_{i \in B_k(t)} l_i(w)$. The mean of the gradient $\nabla L_{k,t}^{SGD}(w(t))$ in SGD is equal to the gradient $\nabla L(w(t))$ in GD while the variance depends on the mini-batch size and distribution of data (IID or non-IID).

**B. Over-The-Air Computation for Gradient Aggregation**

We consider block fading channels, where the wireless channels remain unchanged within the duration of each iteration in FL but may change independently from one iteration to another. We define the duration of one iteration as one time block, indexed by $t \in \mathbb{N}$. It is assumed that the channel coefficients over different time blocks are generated from a stationary and ergodic process. Let $g_{k}(t) : \nabla L_{k,t}^{SGD}(w(t)) \in \mathbb{R}^D$ denote the gradient vector computed on device $k$ at time block $t$. The following are key assumptions on the distribution of each entry, $g_{k,d}(t)$, of $g_{k}(t)$:

- The gradient elements $\{g_{k,d}(t)\}, \forall k \in \mathcal{K}$, are independent and identically distributed over devices $k$’s. This is a default assumption since the distributions of the local datasets are unknown to the edge server and thus are treated equally.
- The gradient elements $\{g_{k,d}(t)\}, \forall t \in \mathbb{N}$, are independent but not identically distributed over iterations $t$’s. The non-identical distribution is valid since the gradient values in general change dynamically at the beginning, then gradually approach to zero as the training goes on.
- The gradient elements $\{g_{k,d}(t)\}, \forall d \in \{1, 2, \ldots, D\}$, are independent but not identically distributed over gradient vector dimension $d$’s. This assumption is valid as long as the features in a data sample are independent but not identically distributed.
The gradient of interest at the edge server at time block $t$ is given by

$$ g(t) = \frac{1}{K} \sum_{k \in K} g_k(t). \quad (3) $$

At each time block $t$, all the devices transmit their gradient vectors $g_k(t)$ concurrently in an analog manner, following the AirComP principle. Each transmission block takes a duration of $D$ slots, one slot for one entry in the $D$-dimensional gradient vector. Each gradient vector $g_k(t)$ is multiplied with a pre-process factor, denoted as $b_k(t)$. The received signal vector at the edge server is given by

$$ y(t) = \sum_{k \in K} b_k(t) h_k(t) g_k(t) + n(t), \quad (4) $$

where $h_k(t)$ denotes the channel coefficient from device $k$ to the edge server and $n(t)$ denotes the additive white Gaussian noise (AWGN) vector with each element having zero mean and variance of $\sigma_n^2$. To compensate the channel phase offset and control the actual transmit power at each device, we let

$$ b_k(t) = \frac{\sqrt{p_k(t)} e^{-j \theta_k(t)}}{B_k(t)}, \quad \text{where } p_k(t) \geq 0 $$

denotes the transmit power at device $k \in K$ at each time block $t$, $\theta_k(t)$ is the phase of $h_k(t)$, and $B_k(t) \triangleq |g_k(t)| = \sqrt{\sum_{d=1}^D g_{k,d}^2(t)}$ denotes the norm of the gradient $g_k(t)$. Here, we have assumed that each device $k$ can estimate perfectly the channel phase $\theta_k(t)$. By such design of $b_k(t)$, we can rewrite (4) as

$$ y(t) = \sum_{k \in K} \sqrt{\frac{p_k(t)}{B_k(t)}} |h_k(t)| g_k(t) + n(t). \quad (5) $$

Each device $k \in K$ has a peak power budget $P_k$, i.e.,

$$ p_k(t) \leq P_k, \forall k \in K, \forall t \in \mathbb{N}. \quad (6) $$

Upon receiving $y(t)$, the edge server applies a denoising factor, denoted by $\eta(t)$, to recover the gradient of interest as

$$ \hat{g}(t) = \frac{y(t)}{K \sqrt{\eta(t)}}, \quad (7) $$

where the factor $1/K$ is employed for the averaging purpose.

### C. Performance Measure

We are interested in minimizing the distortion of the recovered gradient $\hat{g}(t)$, with respect to (w.r.t.) the ground truth gradient $g(t)$. The distortion at a given iteration $t$ is measured by the instantaneous MSE defined as

$$ \mathbb{E}[\|\hat{g}(t) - g(t)\|^2] = \frac{1}{K^2} \mathbb{E} \left[ \left\| \frac{y(t)}{\sqrt{\eta(t)}} - \sum_{k \in K} g_k(t) \right\|^2 \right] $$

$$ = \frac{1}{K^2} \mathbb{E} \left[ \left\| \frac{y(t)}{\sqrt{\eta(t)}} - \sum_{k \in K} \frac{\sqrt{p_k(t)} |h_k(t)|}{B_k(t)} g_k(t) \right\|^2 \right] $$

$$ = \frac{1}{K^2} \sum_{d=1}^D \sigma_d^2(t) \left( \sum_{k \in K} \frac{\sqrt{p_k(t)} |h_k(t)|}{\sqrt{\eta(t)} B_k(t)} - 1 \right)^2 $$

$$ + \sum_{d=1}^D m_d^2(t) \left( \frac{1}{\sqrt{\eta(t)}} \sum_{k \in K} \sqrt{p_k(t)} |h_k(t)| B_k(t) - K \right)^2 + \frac{D \sigma_n^2}{\eta(t)}, \quad (8) $$

where the expectation is over the distribution of the transmitted gradients $g_k(t)$ and the received noise $n(t)$. Note that the gradient norm $B_k(t)$ of each device $k$ can be transmitted to the edge server with negligible communication cost, thus $B_k(t)$ is considered as a known value. In (8), $m_d(t)$ and $\sigma_d^2(t)$ denote the mean (first-order statistics) and variance (second-order statistics) of $g_d(t)$, the $d$-th entry of gradient $g(t)$ at iteration $t$, respectively.

### D. Gradient Statistics

To facilitate the estimation of gradient statistics to be presented in Section IV, we introduce two alternative parameters. Let $\alpha(t)$ denote the mean squared norm (MSN) of $g(t)$, i.e., $\mathbb{E}[\|g(t)\|^2]$, which is given by

$$ \alpha(t) = \sum_{d=1}^D \left( \sigma_d^2(t) + m_d^2(t) \right), \quad (9) $$

and let $\beta(t)$ denote the squared multivariate coefficient of variation (SMCV) of $g(t)$, which is given by

$$ \beta(t) = \frac{\sum_{d=1}^D \sigma_d^2(t)}{\sum_{d=1}^D m_d^2(t)}. \quad (10) $$

Then the MSE in (8) can be rewritten as:

$$ \frac{1}{K^2} \left[ \beta(t) \alpha(t) + 1 \sum_{k \in K} \left( \sqrt{p_k(t)} |h_k(t)| - 1 \right)^2 \right] $$

$$ + \frac{\alpha(t)}{\beta(t) + 1} \left( \sum_{k \in K} \frac{\sqrt{p_k(t)} |h_k(t)|}{B_k(t)} - K \right)^2 + \frac{D \sigma_n^2}{\eta(t)} \right]. \quad (11) $$

### III. Optimal Power Control with Known Gradient Statistics

In this section, we formulate and solve the optimal power control problem for minimizing MSE when the gradient statistics $\alpha(t)$ and $\beta(t)$ are known. Due to page limit, the proofs of all the lemmas and theorems in this section are omitted. They can be found in the extended version [14].

For convenience, we omit iteration index $t$ in this section. For each device $k \in K$, we define its gain level with peak power $P_k$ and denoising factor $\eta$ as

$$ G_k(p, \eta) = \sqrt{\frac{p |h_k|}{\eta B_k}}, \quad (12) $$

which indicates the weight of the gradient from device $k$ in the global gradient aggregation (7). Furthermore, we define capability of device $k$ as its gain level with peak power $P_k$ and unit denoising factor $\eta = 1$, i.e., $C_k = \sqrt{\frac{p |h_k|}{B_k}}$. Then we rank each device according to its capability as:

$$ C_1 \leq \ldots \leq C_k \leq \ldots \leq C_K. \quad (13) $$

The optimal power control problem is formulated as

$$ \text{P1:} \quad \min_{\beta \geq 1} \frac{\beta \alpha}{\beta + 1} \sum_{k \in K} \left( G_k(p_k, \eta) - 1 \right)^2 $$

$$ + \frac{\alpha}{\beta + 1} \left( \sum_{k \in K} G_k(p_k, \eta) - K \right)^2 + \frac{D \sigma_n^2}{\eta} \quad (14) $$

$$ \text{s.t.} \quad 0 \leq p_k \leq P_k, \quad \forall k \in K, \quad \eta \geq 0. \quad (15) $$

(16)
Different from the power control problem in [13], the objective function in our P1 contains not only the individual misalignment error \( \sum_{k \in K} (G_k(p_k, \eta) - 1)^2 \), but also the composite misalignment error \( \left( \sum_{k \in K} G_k(p_k, \eta) - K \right)^2 \) and the two errors cannot be minimized simultaneously. Problem P1 is non-convex in general. Even if the denoising factor \( \eta \) is given, problem P1 is still hard to solve due to the coupling of each power control \( p_k \). In the following, we derive some properties of the optimal solution.

**Lemma 1:** Let \( \eta^* \) denote the optimal denoising factor for problem P1. It must satisfy \( \eta^* \geq C_1^2 \).

Lemma 1 reduces the range of denoising factor. Based on Lemma 1, we have the following lemma.

**Lemma 2:** The optimal power control policy satisfies \( p_k^* = P_k, \forall k \in \{1, ..., l\} \), \( p_k^* < P_k, \forall k \in \{l + 1, ..., K\} \) for some \( l \in K \).

Lemma 2 shows that solving problem P1 is equivalent to minimizing the objective function in the following \( K \) subregions, denoted as \( M_l \), for \( l = 1, ..., K \), and comparing their corresponding optimal values to obtain the minimum one.

\[
M_l = \left\{ p \in \mathbb{R}^K | p_k^* = P_k, \forall k \in \{1, ..., l\} \right\}, \forall l \in K.
\]

To facilitate the derivation, we denote \( \tilde{M}_l \) as a relaxed version of \( M_l \) by removing the condition \( p_k < P_k \) for \( k \in \{l + 1, ..., K\} \), which is given by

\[
\tilde{M}_l = \left\{ p \in \mathbb{R}^K | p_k^* = P_k, \forall k \in \{1, ..., l\} \right\}, \forall l \in K.
\]

Taking the derivative of the objective function (14) w.r.t. \( p_k \) equating it to zero for all \( k \in \{1, ..., K\} \), we obtain the optimal power control \( \tilde{p}_k(l) \) in the \( l \)-th relaxed subregion at any given \( \eta \) as

\[
\tilde{p}_k(l) = \left[ \frac{\beta + K - \sum_{i=1}^l G_i(P_i, \eta)}{\beta + K - l} \right]^2 \frac{B_k^2}{|h_k|^2}, k \in \{l + 1, ..., K\}.
\]

Note that by such power control in (19) the gain level \( G_k(\tilde{p}_k(l), \eta) \) of each device \( k \in \{1, ..., K\} \) is same. Substituting (19) back to (14), and letting the derivative of the objective function (14) w.r.t. \( \eta \) be zero, we can derive a closed-form optimal solution for denoising factor \( \eta \) in the \( l \)-th relaxed subregion, given by

\[
\sqrt{\eta(l)} = \frac{\beta_2}{\beta + 1} \sum_{k=1}^l C_k^2 + \frac{\beta_2}{(\beta + K - l)(\beta + 1)} \left( \sum_{k=1}^l C_k \right)^2 + D \sigma_n^2.
\]

Note that \( \tilde{p}_k(l) \) may be not less than its power constraint \( P_k \) for some \( k \in \{l + 1, ..., K\} \), and thus the corresponding \( \tilde{p}(l) \) does not lie in the subregion \( M_l \).

**Lemma 3:** For the problem defined in the \( l \)-th relaxed subregion \( M_l \), if \( \forall k \in \{l + 1, ..., K\} \), \( \tilde{p}_k(l) \geq P_k \), the optimal power \( p^* \) of Problem P1 must not be in \( M_l \).

Lemma 3 shows that only the power control \( \tilde{p}(l) \)'s with \( \forall k \in \{l + 1, ..., K\} \), \( \tilde{p}_k(l) < P_k \) are legal candidates of Problem P1. Let \( L \) denote the index set of relaxed subregions with legal candidate power control. Note that \( L \) is non-empty because \( \tilde{p}(K) \) is always a legal power control candidate. Then, we only need to compare the legal candidate values to obtain the minimum MSE:

\[
l^* = \arg \min_{l \in L} V_l,
\]

where \( V_l \) is the optimal value of (14) in subregion \( M_l \). The optimal solution to problem P1 is derived as follows.

**Theorem 1:** The optimal transmit power at each device that solves problem P1 is given by

\[
p_k^* = \begin{cases} P_k, & \forall k \in \{1, ..., l\} \\ \left[ \frac{\beta + K - \sum_{i=l+1}^l G_i(P_i, \eta^*)}{\beta + K - l} \right]^2 \frac{B_k^2}{|h_k|^2}, & \forall k \in \{l + 1, ..., K\}, \end{cases}
\]

and the optimal denoising factor at the edge server is given by

\[
\sqrt{\eta_l^*} = \frac{\beta_2}{\beta + 1} \sum_{k=1}^l C_k^2 + \frac{\beta_2}{(\beta + K - l)(\beta + 1)} \left( \sum_{k=1}^l C_k \right)^2 + D \sigma_n^2.
\]

where \( l^* \) is given in (21).

**Remark 1:** Theorem 1 shows that devices \( k \in \{1, ..., l^*\} \) with capability not higher than device \( l^* \) transmit their gradients with full power, i.e., \( p_k = P_k \), while devices \( k \in \{l^* + 1, ..., K\} \) with capability higher than device \( l^* \) transmit gradients with the power so that they have the same gain level \( G_k(p^*_k, \eta^*) \). In the subregion \( M_l \), the optimal \( \eta^* \) is analogous to channel inversion.

IV. ADAPTIVE POWER CONTROL DESIGN WITH UNKNOWN GRADIENT STATISTICS

In this section, we consider practical scenarios where \( \alpha(t) \) and \( \beta(t) \) are unknown and may vary over time. We propose a method to estimate \( \alpha(t) \) and \( \beta(t) \) in each time block and then perform adaptive power control based on the estimated results.

A. Parameters Estimation

1) Estimation of \( \alpha(t) \): Since we assume that the instantaneous gradient norm of each device, \( B_k(t) \), is known at the edge server, then by definition (9), we can estimate the gradient MSN as

\[
\hat{\alpha}(t) = \frac{1}{K} \sum_{k \in K} B_k^2(t).
\]
Algorithm 1 FL Process with Adaptive Power Control
1: Initialize \( \mathbf{w}(0) \) in edge server, \( \beta(1) \);
2: \textbf{for} time block \( t = 1, \ldots, T \) \textbf{do}
3: \quad Edge server broadcasts the global model \( \mathbf{w}(t) \) to all edge devices \( k \in K \);
4: \quad \textbf{for} each device \( k \in K \) in parallel \textbf{do}
5: \quad \quad \mathbf{g}_k(t) = \nabla \mathcal{F}_{S,gd}^k(\mathbf{w}(t)) ;
6: \quad \quad \hat{B}_k(t) = \sqrt{\sum_d g^2_{k,d}(t)} ;
7: \quad \quad Upload \( \hat{B}_k(t) \) to edge server;
8: \quad \textbf{end for}
9: \quad Edge server estimates \( \hat{\alpha}(t) \) based on (24);
10: \quad Edge server obtains the optimal power control \( \mathbf{p}^*(t) \) based on (22) and the optimal denoising factor \( \eta^*(t) \) based on (23);
11: \quad \text{Edge server sends} \( \mathbf{p}^*_k(t) \) to device \( k \) for all \( k \in K \);
12: \quad \textbf{for} each device \( k \in K \) in parallel \textbf{do}
13: \quad \quad Transmit gradient \( \mathbf{g}_k(t) \) with power \( \mathbf{p}^*_k(t) \) to edge server using AirComp;
14: \quad \textbf{end for}
15: \quad Edge server receives \( \mathbf{y}(t) \) and recovers \( \hat{\mathbf{g}}(t) \) based on (7);
16: \quad Edge server estimates \( \hat{\beta}(t+1) \) based on (25);
17: \quad Edge server updates global model \( \mathbf{w}(t+1) = \mathbf{w}(t) - \gamma \hat{\mathbf{g}}(t) \);
18: \textbf{end for}
19: \quad \text{Edge server returns} \( \mathbf{w}(T+1) \);

2) Estimation of \( \hat{\beta}(t) \): By definition in (10), the gradient SMCV \( \hat{\beta}(t) \) depends on \( m_d(t) \) and \( \sigma_d(t) \). Knowing \( m_d(t) \) of each dimension \( d \) is equivalent to recovering the gradient of interest in (7) at the edge server. Thus we cannot estimate \( \hat{\beta}(t) \) in advance before each device sending its gradient at time block \( t \). As can be verified by simulation, \( \hat{\beta}(t) \) changes slowly over iteration \( t \). Thus we propose to estimate \( \hat{\beta}(t) \) based on the aggregated gradient at time block \( t-1 \) as below:

\[
\hat{\beta}(t) = \frac{\hat{\alpha}(t-1) - \sum_{d=1}^D \hat{g}_d^2(t-1)}{\sum_{d=1}^D \hat{g}_d^2(t-1)},
\]

(25)

where \( \hat{\alpha}(t-1) \) estimates \( \sum_{d=1}^D \sigma_d^2(t-1) + m_d^2(t-1) \) and \( \sum_{d} \hat{g}_d^2(t-1) \) estimates \( \sum_{d} m_d^2(t-1) \).

B. FL with adaptive power control

In this subsection, we propose the FL process with adaptive power control, which is presented in Algorithm 1. The algorithm has three steps. First, each device locally takes one step of SGD on the current model using its local dataset (line 5). After that each device calculates the norm of its local gradient and uploads it to the edge server with conventional digital transmission (line 6 and line 7). Second, the edge server estimates parameters \( \alpha(t) \) and \( \beta(t) \) (line 9 and line 16). Then the optimal power control and denoising factor are obtained based on (22) and (23), respectively (line 10). Third, the edge server informs the optimal power control to each device and each device transmits local gradient with the assigned power simultaneously using AirComp to the edge server in an analog manner (line 12-14).

V. EXPERIMENT RESULTS

A. Experiment Setup

We conducted experiments on a simulated environment with 100 edge devices, where \( K = 10 \) devices are selected at random at each iteration to participate in the model training. The wireless channels from each device to the edge server follow IID Rayleigh fading, such that \( h_k \)'s are modeled as IID complex Gaussian variables with zero mean and unit variance. For each device \( k \in K \), we define \( SNR_k = \mathbb{E} \left[ \frac{P_k |h_k|^2}{D \sigma^2} \right] = \frac{P_k}{D \sigma^2} \) as the average received SNR.

1) Baselines: We compare the proposed power control scheme with the following baseline approaches:

- **Error-free transmission**: the aggregated gradient is updated without any transmission error, which is equivalent to the centralized SGD algorithm.
- **Threshold-based power control in [13]**: this is the power control scheme given in [13], which assumed that signals are normalized. Note that it is actually the special case of our proposed power control scheme with \( \beta \to \infty \) by considering the individual mis-alignment error only in Problem P1.
- **Full power transmission**: all devices transmit with full power \( P_k \) and the edge server applies the optimal denoising factor in (23), where \( l^* = K \).

2) Datasets: We evaluate the training of convolutional neural networks on the MNIST dataset. It consists of 10 categories ranging from digit 0 to 9 and a total of 60000 labeled data samples (we use 50000 samples for training and 10000 samples for testing).

3) Data Distribution: We simulate two types of data partitions among the mobile devices, i.e., the IID setting and non-IID one. For the former, we randomly partition the training samples into 100 equal shards, each of which is assigned to one particular device. While for the latter, we first sort the data by digit label, divide it into 200 shards of 300 images, and randomly assign 2 shards to each device.

B. Experiment Results

The test accuracy over different iterations is shown in Fig. 2 and Fig. 3 with IID and non-IID datasets, respectively, where the average received SNR is set as 10dB and is equal for all devices. It is observed that the proposed adaptive power control scheme outperforms the threshold-based power control scheme and full power transmission scheme in both IID and non-IID dataset partitions. In particular, the threshold-based power control scheme has a much lower accuracy compared to our adaptive power control scheme in the IID partition. This is because in this case, the gradient SMCV is small and thus the MSE is dominated by the composite misalignment error. As a result, the threshold-based power control that considers the individual misalignment error only is much inferior. The full power transmission scheme has a much lower accuracy in
the non-IID partition. This is because the gradient SMCV is large and therefore the full power transmission scheme fails to minimize the individual misalignment error that dominates the MSE in this case.

Fig. 4 shows the test accuracy with SNR=5dB for all devices and non-IID data partition. It is observed that proposed adaptive power control scheme outperforms both the threshold-based power control and the full power transmission schemes throughout the iterations. This indicates that exploiting the gradient statistics for power control is particularly beneficial in the low SNR region for boosting the learning performance.

VI. CONCLUSION

This work studied the power control optimization problem for the over-the-air federated learning over fading channels by taking the gradient distribution into account. The structure of the optimal power control for SGD learning mainly depends on the multivariate coefficient of variation of the gradient $\beta$ as well the mean squared value of the gradient $\alpha$. We propose an adaptive power control scheme based on the estimated parameter $\hat{\alpha}$ and $\hat{\beta}$. Experiment results confirm that the accuracy of the over-the-air FL with our proposed adaptive power control outperforms the existing works, especially at low SNR region and with non IID data distribution.
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