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Abstract—In an overloaded FaaS cluster, individual worker nodes strain under lengthening queues of requests. Although the cluster might be eventually horizontally-scaled, adding a new node takes dozens of seconds. As serving applications are tuned for tail serving latencies, and these greatly increase under heavier loads, the current workaround is resource over-provisioning. In fact, even though a service can withstand a steady load of, e.g., 70% CPU utilization, the autoscaler is triggered at, e.g., 30-40% (thus the service uses twice as many nodes as it would be needed). We propose an alternative: a worker-level method handling heavy load without increasing the number of nodes.

FaaS executions are not interactive, compared to, e.g., text editors: end-users do not benefit from the CPU allocated to processes often, yet for short periods. Inspired by scheduling methods for High Performance Computing, we take a radical step of replacing the classic OS preemption by (1) queuing requests based on their historical characteristics; (2) once a request is being processed, setting its CPU limit to exactly one core (with no CPU over-subscription).

We extend OpenWhisk and measure the efficiency of the proposed solutions using the SeBS benchmark. In a loaded system, our method decreases the average response time by a factor of 4. The improvement is even higher for shorter requests, as the average stretch is decreased by a factor of 18. This leads us to show that we can provide better response-time statistics with 3 machines compared to a 4-machine baseline.

Index Terms—scheduling, Function as a Service, FaaS, serverless, OpenWhisk, cloud, response time, stretch

I. INTRODUCTION

With serverless computing [1], cloud customers execute their code without configuring or maintaining the production environment and the software stack. One of the most popular classes of serverless products is called Function-as-a-Service (FaaS) [2]. In FaaS, code snippets prepared by the customer define stateless functions. Major cloud providers offer FaaS, e.g., Google Cloud Functions, AWS Lambda or Microsoft Azure Serverless. Open-source software (e.g. Apache OpenWhisk) allows hosting FaaS infrastructure on-premises.

A recent study of the Azure Functions trace [3], a major public provider of FaaS, shows that the rate of requests is uneven, with peaks of short duration. Even though these peak loads are short (minutes rather than hours), the performance of the service undergoing the peak load drives resource allocation in the steady state, because end-user serving workloads are often optimized for the tail (95th or 99th percentile) response latency [4]. Adding a new worker node to a FaaS cluster (horizontal autoscaling) does not address this problem, as it takes at least dozens of seconds [5]. Thus, currently the only way to handle peak loads without compromising the tail latency is to heavily over-provision: to run the services at low average CPU utilization (20%-50%), so that any peak can be handled gracefully on nodes. As the uneven load is common in end-user-serving systems (rather than specific to FaaS), studies of cloud (IaaS/PaaS) traces confirm low average CPU utilization: [6] shows that more than half of Azure VMs have average CPU utilization below 20%; in the Google’s internal cloud, [7] shows under-40% CPU utilization for serving workloads; while [8] shows the CPU utilization of the median machine between 40% and 50%.

Our approach reduces the response latency in loaded FaaS systems by optimizing the ordering of requests on a single worker node. A worker node simultaneously serves multiple functions. In FaaS workloads, functions are short-lived (seconds), but called repeatedly. Thus, scheduling strategies can rely on estimates of frequency and execution time of a call — estimates based on local, node-level historical data. In a loaded system, our node scheduler uses this information to prioritize short and infrequent calls. We are also confident enough not to rely on OS-level preemption: instead, we set each executing container’s CPU limit to a single core (and we don’t oversubscribe the CPU). As our experiments show, this approach improves response-related metrics from the perspectives of both a single node, as well as of a multi-node infrastructure.

Our approach has two main advantages. First, with our node-level scheduling strategies, each worker node handles higher loads with significantly lower response time than the baseline method. Thus, our approach does not require so much CPU buffer to handle peak loads, so the amount of resources in the steady state can be reduced, resulting in lower infrastructure costs without compromising the latency.

Second, we do not modify the other two resource managers of a typical FaaS infrastructure: the controller (managing workers) and the load balancer (allocating individual invocations). Our method is thus orthogonal to — and can be applied in addition to — the recent optimization efforts that concentrated on these elements of FaaS infrastructure: function placement [9], load balancing [10], autoscaling [11], or choosing the repertoire of warm containers by predicting future calls and setting up containers in advance [3].

The contributions of this paper are as follows:
• We propose a new method of node-level container management that benefits from patience and (theoretically more optimal) non-preemptive strategies. This method reduces the number of preemptions (compared to interactive systems) and cold starts (compared to the baseline OpenWhisk).

• Within this general method, we introduce a number of node-level scheduling policies that are based on locally-gathered historical data on function calls (Sec. IV).

• We implement our policies in OpenWhisk. We conduct experiments on a FaaS benchmark SeBS [12], that we extend to handle OpenWhisk (Sec. V).

• We show experimentally that our policies improve response time metrics on the node (Sec. VII) and infrastructure (Sec. VIII) levels. In particular, compared to the baseline using 4 machines, our solution produces shorter response latencies running on just 3 machines.

II. PROBLEM DEFINITION

Our node-level scheduling problem can be formalized as follows. A node (e.g. an OpenWhisk invoker) is capable of executing \( n_f \) different functions (we use the terms function and action interchangeably), \( f_1, f_2, \ldots, f_{n_f} \). Each of these functions can be called multiple times in response to various events. In this paper, we focus on medium to heavy loads, i.e. we assume that in a short time-window, the total number of function calls, \(|I|\), is close to or exceeds the steady-state throughput of the node.

The \( i \)-th action call (we use terms action call and request interchangeably) is described by the moment the request was generated by the end-user, \( r(i) \), the requested function index, \( f(i) \), the actual time spent by the node on executing the call, \( p(i) \), and the moment when the results were obtained by the end-client, \( c(i) \). The system is on-line and non-clairvoyant: a call is unknown until \( r(i) \) when it is generated; and its processing time \( p(i) \) is known only when the execution ends.

Our goal is to minimize performance metrics related to response time in such an uncertain environment. A single call’s response time is \( R(i) = c(i) - r(i) \). This takes into account that both the request and the response are transferred through a potentially latent network (as opposed to measuring the flow time just at the node level). We additionally measure the stretch defined as \( S(i) = R(i)/p(i) \), i.e., response time expressed in units of the processing time. The stretch captures the intuitive expectation that a one-second delay of a 50-second call is less noticeable than that of a 50-millisecond call. Measuring both the response time and the stretch is especially important for workloads with highly diverse functions.

To measure the system performance, we aggregate \( R(i) \) across all the calls. We report the standard statistics: the average response time \( \sum_i R(i)/|I| \), a metric widely used in operational research and systems [13]: the average stretch \( \sum_i S(i)/|I| \); as well as order statistics: medians and quartiles.

Additionally, as the processing time \( p(i) \) depends on (although it is not fully determined by) the function \( f(i) \) being called, we will show aggregations of response time across all calls of the function \( f(i) \). We do so to make sure that our methods do not discriminate against a certain class of function — short, long, often- or rarely-called.

III. RESOURCE MANAGEMENT IN OPENWHISK

Apache OpenWhisk [14] is an open-source serverless platform. OpenWhisk executes stateless functions (also called actions) in response to events triggered by HTTP requests, fixed alarms or other functions. The functions can be developed using numerous programming languages. OpenWhisk isolates functions by invoking a call in a Docker container initialized with a runtime environment specific to a programming language in which the function was defined (a function can also request a customized Docker [15] image). All the processing done in OpenWhisk is asynchronous (following standard Scala [16] practices). One of the key roles of OpenWhisk is to manage the calls and the containers as the load of the deployed functions dynamically changes.

OpenWhisk operates on three types of components: controllers, invokers and action containers. A controller manages other entities and routes actions invocations to invokers, acting as a load balancer if multiple invokers are available. With multiple invokers, the communication requires an intermediate event streaming system, such as Apache Kafka. A single invoker manages a single worker node acting as its node-level resource manager. A node hosts multiple action containers, which in turn execute function calls and return the results. The invoker is also responsible for assigning a function call, routed by the controller, to a specific action container. In a standard configuration, a single container does not execute multiple function calls in parallel. We now focus on the current algorithm used by the invoker to choose an action container, as this is what our method modifies.

When an invoker receives a new request and there are pending requests, the request is added to the queue; otherwise, the invoker tries to arrange a container on which the request can be executed immediately. First, the invoker tries to locate a free pool container matching the request. A free pool container is a container that is initialized with the execution environment and the requested function. Such containers can be usually found if a particular function is executed repeatedly. If a free pool container is not available, the invoker tries to find a prewarm pool container. A prewarm pool container is initialized with the execution environment suitable for a group of functions (e.g. all the Python functions), but the specific function has not yet been initialized. If no free or prewarm containers match the request, the invoker tries to create a new container. This may be impossible if there is not enough free memory. In such a case, some non-matching free pool containers may be removed (evicted). If there are not enough free pool containers to be evicted, the action call is queued.

In the standard OpenWhisk, the controller assigns a request to an invoker (that then executes the above algorithm). Although simple to implement, balancing the load in this method is more static, as the decision to execute a request at a certain invoker cannot be easily reversed (and, if the invoker fails,
the assigned requests are lost). To counteract that, OpenWhisk is currently gradually switching to a new action assignment model [17] based on global queues. In this new model, the controller does not decide which invokers will be responsible for executing actions. Instead, each invoker pulls requests from common Kafka queues: each function has its own global queue, and the invoker pulls requests from queues matching its free pool containers. However, the controller still decides what kinds of containers will be created by specific invokers. Thus, this new action assignment model is orthogonal to the node-level scheduling policies we present later in our paper — our policies can be still used once this new model is fully implemented.

IV. NODE-LEVEL SCHEDULING POLICIES

Our main goal is to improve the performance of a single FaaS node, and thus — by the rule of scaling — of a whole FaaS cluster. We replace the current approach (that uses free pool containers and FIFO queues) with more sophisticated — yet still greedy — scheduling policies, which are implemented using priority queues. The priority of an incoming action call depends on factors such as the actual processing times of similar actions performed in the past. In fact, we estimate the expected processing time of an action by the average processing time of at most 10 recent executions of the same action. It has been proven empirically that such a number is sufficient [18]. Moreover, the processing time is estimated on the node-level and thus is not affected by network latency. To simplify implementation, once a priority of a particular action call is computed, it does not change.

Using the expected processing time as the action priority can starve some actions (if there is always a longer/shorter request waiting to be processed). It is not crucial for our strategies to be starvation-free, as we consider only a short interval in which the system is overloaded. However, some of our strategies explicitly prevent starvation, because we determine the priorities based on the expected completion time or the total processing time from the past. In particular, we introduce the five following strategies:

- **First-In, First-Out (FIFO)**, the baseline, in which the action priority is the time \( r'(i) \geq r(i) \) the action call is received by the invoker (pulled from a queue);
- **Shortest Expected Processing Time (SEPT)**, in which the action priority is the expected processing time of the action, \( E(p(i)) \). As in [18], we estimate \( E(p(i)) \) as the average processing time \( \bar{p}(j) \) over last 10 finished calls of the same function \( f(i) \);
- **Earliest Expected Completion Time (EECT)**, in which the action priority is \( r'(i) + \bar{E}(p(i)) \); this corresponds to the expected completion time of an action if a processor is immediately available;
- **Recent Expected Completion Time (RECT)**, in which the priority is \( \bar{r}(i) + \bar{E}(p(i)) \), where \( \bar{r}(i) \) is the moment when the previous call of function \( f(i) \) was received;
- **Fair-Choice (FC)**, in which we prioritize actions based on the estimation of the total processing time of the recently concluded calls of the same function. Namely, we define the priority of the \( i \)-th action as \( \#(f(i), -T) \cdot \bar{E}(p(i)) \), where \( \#(f(i), -T) \) is the number of calls of function \( f(i) \) during last \( T \) seconds, for \( T \) being a long time interval, e.g. 60 seconds. FC is related to FCP [18].

EECT and RECT strategies prevent starvation. For EECT, consider two actions, \( i \)-th and \( j \)-th. If \( r'(j) > r'(i) + \bar{E}(p(i)) \), then the \( j \)-th call will be executed after the \( i \)-th one. For this reason, it is impossible for the \( i \)-th call to wait infinitely long for being executed. The same reasoning can be applied to RECT, as the value of \( \bar{r}(i) \) is increasing in time.

We stress that our scheduler dynamically estimates the expected processing time \( \bar{E}(p(i)) \) based on at most 10 most recent processing times of the same function \( f(i) \) on the worker node. To present the results on stretch, we also use the run-time estimates based on off-line benchmarking of \( f(i) \) (which we present in Table I), but these off-line results are never used to make any scheduling decisions. This way, our approach remains valid for other functions, with processing times known a posteriori.

A. Replacing memory-based scheduling with CPU-based scheduling

OpenWhisk limits the number of busy containers (action containers that execute actions at any given moment), run by a single node, by the amount of available operational memory. One large container can be exchanged for a few smaller ones. By default, OpenWhisk assigns to each container a share of CPU that is nearly linearly proportional to its memory requirement. Thus, some containers are assumed to use less than 1 CPU core, while others can be assigned more (however, these are soft, rather than hard limits).

This policy leads to OS-level preemption. If the number of concurrently executed actions is greater than the number of CPU cores, then multiple context switches might be performed by the OS. Such context switching can have a significant negative impact on the response time.

As the theoretical variants of the strategies listed earlier are non-preemptive, we want to discourage the operating system from preempting currently executed actions. To achieve that, we drastically change the default approach:

- We limit the number of busy containers with the number of available CPU cores.
- We replace CPU limits based on memory requirements with fixed ones: a single container is always assigned a CPU limit of exactly one core.

As a direct consequence of such a change, we can state what follows. If the limit of busy containers is less or equal to the number of available CPU cores, we get close to a non-preemptive model. If the limit of busy containers is greater than the number of available CPU cores, then preemption is introduced by the operating system natively.

Using a limit on busy containers equal to the number of CPU cores seems more reasonable when one assumes that the executed actions are CPU-intensive. Otherwise, i.e. for I/O-intensive actions, some CPU cores may stay idle, although they
could execute another function. As in the SeBS benchmark [12] we find both CPU- and I/O-intensive functions, we will verify the impact of that experimentally.

B. Implementation overview

We modified the source code of Apache OpenWhisk in order to implement the changes described above. We stress that these modifications are orthogonal to the currently-developed changes in the action scheduling model [17].

Our policies need data on recent invocations of action calls. We gather this data by extending the invoker’s processing pipeline. We log the moment a request is pulled from Kafka by the invoker to calculate \( r^*(i) \) (required by FC, EECT, and RECT). Then, when the invoker gets the response from the action container, we store the processing time in a per-function fixed-size buffer (if a function has never been executed, we set its estimated execution time to 0). We also replace the invoker’s simple queue by a priority queue. The priorities are computed based on the scheduling policy selected at the start of each experiment (based on a new configuration option we added to OpenWhisk).

To implement the CPU limits (Sect. IV-A), we changed the parameters of the docker run command used to create each action container. In our implementation, each container is always assigned a whole CPU core. Moreover, we modified the invoker’s behavior, so there are no more concurrent calls than the number of available CPU cores.

V. EXPERIMENTAL SETUP

The goal of our experiments is to quantify the impact of the improved node-level scheduling policies. We thus use at least two separate OpenWhisk machines (physical in the on-premises experiments; virtual in the multi-machine experiments) — one for the controller, and at least one for the invoker with its action containers. Fig. 1 shows a flow of a single request in our setup, for a single invoker.

We use functions from the SeBS [12] benchmark. Roughly half of these functions are computationally-intensive, while others strain I/O and network. SeBS is designed to measure commercial cloud services providers such as AWS Lambda or Microsoft Azure Serverless. We extend SeBS by designing and implementing wrappers allowing us to deploy SeBS on OpenWhisk.

We simulate end-clients by generating requests with the Gatling [19] load testing tool (to reduce network noise, Gatling is deployed on the same node as the OpenWhisk controller). We define test scenarios as sequences of function requests (see Sect. V-A). Gatling executes such scenarios in a controlled and monitored manner. In contrast to other load testing tools, like Apache JMeter [20], Gatling allows us to use Scala to create, manage and execute multiple tests.

Our on-premises experiments use two machines: each machine has 256 GB of RAM and two Intel Xeon Silver 4210R CPUs @ 2.40GHz with 20 hyper-threaded cores. Our setup runs Ubuntu 20.04 (Linux kernel 5.11.0-34-generic) with Docker 20.10.7. We changed the default CPU frequency governors of both machines to performance to avoid CPU frequency scaling during experiments. We store Docker images and containers on NVMe. Our preliminary experiments used SSDs and the default 5.4.0-88-generic kernel, but we noticed Docker stability issues, especially for the OpenWhisk baseline, high load and 128 GB of OpenWhisk memory pool.

All FaaS requests are considered to be blocking, i.e. the request is sent over an HTTP connection which remains open until the result is returned to the client. If the system is overloaded, this time may increase significantly — by default OpenWhisk will return an error if it takes more than approx. 60s to execute the action. Thus, in an overloaded node with standard time limits, the “result” of a scheduling strategy is a tuple — response times and the number of failed requests. However, to be able to directly compare strategies, we strongly prefer to have a single measure. We thus decided to increase the time limits high enough to have zero timeouts. We claim this is fair as these increased limits have the same influence on all the measured strategies. Additionally, different FaaS providers set different timeouts on function duration (9 minutes in GCP and 15 minutes in AWS, while Azure Premium and Azure AppService allows arbitrary large timeouts). Moreover, not every function has to produce a response that is directly delivered to the end-user — in which case short timeouts are pointless.

A. The structure of an experiment

Our goal is to measure and compare the effectiveness of different scheduling policies fairly. The general structure of a single experiment is as follows.

First, we warm up the action containers by issuing a certain number of function calls. These calls initialize the action containers, thus reducing the influence of cold starts on the results (see Sect. VI for a detailed discussion). If the number of available CPU cores is equal to \( c \), then at most \( c \) containers for each function can be used simultaneously. This is so as the number of busy containers is limited by the number of available CPU cores (c.f. Sect. IV-A). Thus, we issue \( c \) parallel calls for each function. Note that we do not measure the
response times of these warm-up calls. After the containers are warmed-up, we are ready to start the actual experiment.

We generate the measured load as a burst of requests that are all uniformly issued in a 60-second time window. These 60 seconds simulate a “difficult” overload scenario. With shorter (e.g. 10-second) bursts, scheduling inefficiencies will have a short-term influence on the response time and thus will not be noticeable by the end-user. Conversely, longer bursts are best handled by a horizontal autoscaler adding more nodes. However, it takes at least dozens of seconds to set up a new, cold worker node — and then seconds to warm up the action containers.

After 60 seconds, no new requests are issued. Otherwise, e.g., if the intensity decreased gradually, it would be harder to measure the influence of the precise load intensity on the performance of the scheduling strategies.

After sending the last call, Gatling waits until all the responses are returned. We report response times as measured by Gatling. We monitor the response errors to make sure that no (or very few) response errors are generated. In our initial experiments, such errors generally hinted to various system-level problems (e.g.: I/O bottlenecks on an SSD or Docker’s inability to maintain many containers).

We use functions from SeBS [12], Table I. We considered all the functions defined in the benchmark except the 3 Node.js implementations (we use their Python alternatives) and the network microbenchmarks (as they measure network latency). For each function, we defined a separate address of the HTTP endpoint used to invoke it, and specified its call parameters. To approximate function’s processing time \( p(i) \) for stretch-related metrics, we benchmarked each function in an idle on-premises setup: we warmed up the corresponding containers, and then we called this function 50 times. In our experiments, we do not want to measure the latency of the network, but the capacity of the FaaS node. On the other hand, we are unable to directly measure the duration of the execution of an action call on the invoker level. Thus, in our stretch metrics, instead of the processing time (denoted earlier by \( p(i) \)), we use the median response time measured on the level of the Gatling client (see Table I). Although it lets us compare the performance of the system in the context of different functions, such a change may result in stretch values that are less than 1.

### B. Hyperparameters: load intensity and CPU cores

Two configuration options significantly influence the results: (1) the available resources — in our case, the number of available CPU cores; (2) the load — in our case, the amount of requests issued during the 60-second window. Roughly, by doubling the amount of resources (e.g., increasing the number of cores from 10 to 20), the system should double the load it can handle. Thus, to meaningfully compare the impact of increased resources with constant load — or increased load with constant resources — we introduce the notion of intensity of a scenario: a multiplicative factor regulating the load (keeping the available resources constant).

Our experiments are designed so that each action is called the same number of times in a 60-second window. As we consider 11 functions, in a scenario of intensity \( v \), denoting as \( c \) the number of CPU cores for action containers, we generate exactly \( 1.1 \cdot c \cdot v \) requests (to simplify notation, we only consider intensities that are multiples of 10). For example, if there are 20 CPU cores and the intensity is 30, we generate a total of 660 requests distributed uniformly in the 60-second window.

The average response time for the function selected uniformly from Table I is \( \sim 1.042 \text{s} \). Thus, we state that for intensity 30, the CPU executes the function calls for roughly 50% of the time. Consequently, higher intensities correspond to higher actual utilization, and progressively more overloaded systems. Intensity 40 should make the processor execute the functions for 65% of time, and we additionally consider the intensity of 60 (and, in the appendix [21], intensities 90 and 120). Our estimations of CPU utilization do not take into account overheads of container creation and management. In fact, intensity 30 may result in full utilization of the processor, if managing container executing the function requires more time, on average per call, than executing the function itself.

Even with the same intensity, the number of CPU cores may still impact the performance. For example, some strategies may behave more flexibly when 660 requests are executed on 20 cores compared to when 330 requests are executed on 10 cores, although in both cases the intensity is equal to 30. With the increasing number of cores, we observe the effects of the regression to the mean utilization on a single core, i.e. the load can be balanced between cores more efficiently. For this reason, we perform our experiments on 10 and 20 cores. In the appendix [21], we also present the results on 5 cores.

For each pair of hyperparameters: numbers of CPUs and intensity, we generate 5 different random sequences of calls.

As the baseline, we use OpenWhisk with a single configuration change, the extended time limit. We set the same CPU and memory limits on the baseline workers as on our variants.

| Table I: Functions from the SeBS benchmark tool measured on the client side, on-premises setup. The measurements include ca. 10 ms Kafka overhead. |
| --- |
| Function name | 5th perc. | Median | 95th perc. |
| dna-visualisation | 8 415 ms | 8 552 ms | 8 847 ms |
| sleep (1000 ms) | 1 020 ms | 1 022 ms | 1 026 ms |
| compression | 793 ms | 807 ms | 832 ms |
| video-processing | 586 ms | 593 ms | 605 ms |
| uploader | 184 ms | 192 ms | 405 ms |
| image-recognition | 117 ms | 121 ms | 237 ms |
| thumbnailer | 112 ms | 118 ms | 124 ms |
| dynamic-html | 18 ms | 19 ms | 22 ms |
| graph-pagerank | 11 ms | 12 ms | 15 ms |
| graph-bfs | 11 ms | 12 ms | 13 ms |
| graph-mst | 11 ms | 12 ms | 13 ms |
VI. COLD STARTS, EVICTIONS AND THE IMPACT ON THE RESPONSE TIME

Theoretical considerations on scheduling policies often assume that the functions can be executed exactly when needed (cf. [18]). Unfortunately, this is not always a case in practice. Although some requests are processed by idle containers that were already initialized (warm start), others may — and sometimes even must — be served by a new container (cold start). It takes 500 ms on the average [22] (and, in our measurements, up to 2 s) to fully initialize a new container, and thus the response time of a cold started request is always longer than a warm started one. On the other hand, reducing the total processing time by maintaining an unlimited number of containers is impossible due to limited memory, so it is profitable to evict (remove) unused containers.

Decisions on which containers to create and which to remove significantly impact the response time. However, these are orthogonal to what we measure in this paper — the impact of the scheduling policy on the response times of individual requests. With evictions, even small, quasi-random changes in the scheduling policies can be randomly amplified by evictions, which would introduce noise to our results. We decided to diminish this effect by reducing the number of evictions (and thus, cold starts) to zero or almost zero.

Our policies upper-bound the maximum number of containers in use by the number of functions and the CPU cores. Thus, we expect that with increasing memory capacity, the number of evictions will eventually approach zero, and thus the number of measured cold starts will be almost zero (as we warm the containers before the measurement starts). On the other hand, OpenWhisk is greedy: a pending request that has no free, warm container will trigger initialization of a new container. Thus, we expect that with increasing memory capacity, the number of cold starts will decrease, but only slowly.

We verified these intuitions experimentally. We measured the number of cold starts for different load intensities and for increasing memory (following the setup as in Sect. V-A). The results are presented in Fig. 2. For the original approach, Fig. 2(a), the number of cold starts strongly depends on the intensity, but less so on the memory. In fact, for load intensity 120, the node processes 1 320 requests, and the number of cold starts exceeds 1 100 with almost no dependency on the amount of available memory. This means that over 80% of requests were processed on newly-created containers, each with the cold start overhead of almost 2 seconds. Moreover, for 128 GB of RAM, the number of concurrently-running containers was so large that Docker had problems running them — and OpenWhisk responded with a barrage of errors.

In contrast, in our FIFO policy, Fig. 2(b), starting from 32 GB, the number of cold starts does not change — which suggests that RAM is no longer a constraint and thus almost no evictions happen.

Our goal was to determine the memory threshold starting from which evictions can be neglected — and then run the rest of our experiments with this setup. Based on the above, we perform all further experiments with the OpenWhisk memory pool restricted to 32 GB.

VII. INFLUENCE OF SCHEDULING POLICIES

We start with an aggregated view over all considered load intensities and CPU cores count (Sect. VII-A). We then analyze the influence of the increasing load intensities (Sect. VII-B) and CPU cores (Sect. VII-C). Finally, we change the relative call frequencies to highlight the fairness provided by the Fair-Choice (FC) strategy (Sect. VII-D). Results presented here and in the following section aggregate over 5 repetitions with different call sequences (the variance between repetitions is small); our on-line appendix [21] shows results for each of the 5 experiments, as well as additional aggregates and comparisons.

Figures 3 and 4 aggregate response times and stretches from all 5 experiments related to each combination of CPU cores and load intensity. Each row shows results for the same number of cores; each column — for the same intensity. To calculate stretch, we used the median response time of an idle system (Table I). Thus, the stretch can be smaller than 1.

A. Influence of our strategies

We start by comparing the five proposed scheduling strategies against each other and against the baseline approach of OpenWhisk by computing the baseline-to-us ratio, i.e., the relative improvement of a given metric (response time, stretch or the completion time) that comes from applying a given strategy — and this over all considered CPU counts and load intensities (unless otherwise noted).

We start by analyzing our FIFO policy. In FIFO, the sequencing of calls is similar to the baseline OpenWhisk — but our FIFO effectively eliminates preemption (see Sect. IV-A for details) and limits cold starts (Sect. VI). This impact can be best measured by comparing the time needed to process all the requests. Each test case processes exactly the same (base) load — thus, the differences in observed completion time are mostly caused by context switches and cold starts.

Table II shows that our FIFO always reduces the completion time when there are 20 CPU cores involved; the improvement varies from 22% (intensity 30) to 45% (intensity 120). For 10 CPU cores, the improvement varies from -28% (which is actually a deterioration) to 34%.

We continue by aggregating the response time statistics of Figures 3 and 4.

TABLE II: Maximum request completion times. For each pair of parameters (CPU cores/intensity) we show FIFO to baseline ratios (over 5 experiments). Configurations for which our method improves upon FIFO in each experiment in bold.

| int. | cores | 30  | 40  | 60  | 90  | 120 |
|------|-------|-----|-----|-----|-----|-----|
| 5    | 1.14–1.20 | 1.10–1.13 | 0.98–1.05 | 0.97–1.02 | 0.90–0.98 |
| 10   | 1.11–1.28 | 0.76–0.90 | 0.74–0.90 | 0.92–1.04 | 0.66–0.70 |
| 20   | 0.67–0.78 | 0.59–0.66 | 0.60–0.64 | 0.57–0.60 | 0.55–0.58 |
However, this improvement strongly depends on both the number of cores and load intensity, increasing with both parameters — with 10 CPUs, the improvement factor varies from 0.41 for intensity of 30 (i.e., an increase of the response time by the factor of over 2), to 1.21 for intensity of 60. With 20 CPUs, however, the improvement ranges from 1.79 to 1.98. For stretch, the relative improvements are almost the same (ranging from 0.26 to 1.22 for 10 CPUs, and from 1.82 to 2.05 for 20 CPUs). When it comes to the response time tails, these values are also decreased — the improvement factor for 10 CPUs varies between 1.02 and 1.41 for the 95th percentile of the response time, and between 0.98 and 1.44 for the 99th percentile. In case of 20 CPUs, these values range between 1.85 and 2.02, and 1.70 and 1.90, respectively.

Our remaining strategies show the additional benefit of smarter queuing. Overall, both SEPT and Fair-Choice improve upon FIFO in all experiments: the average relative response time improvement of SEPT is 3.59 and of FC is 4.10; while the average relative stretch improvement of SEPT is 14.89 and of FC is 18.02. Although one can see a relative degradation of the 99th percentile of response time compared to FIFO, there is still a visible improvement compared to the baseline: the average improvement factor for SEPT is 1.16, and FC is 1.40. EECT and RECT also show an advantage over FIFO (with the average relative response time improvement of 2.88). However, both these strategies prevent calls from starving.

B. Influence of the intensity

With the same number of CPU cores available for action containers, when load intensity increases, the queue of action calls waiting to be processed gets longer. Thus, the choice of the sequencing strategy is expected to have a more significant impact. We thus anticipate that the advantage of SEPT and FC over FIFO will increase with increasing load intensity.

Even with intensity 30, the advantage of SEPT and FC over FIFO, EECT and RECT can be clearly seen both for response time and for stretch. SEPT, FC, EECT and RECT perform better than FIFO in terms of the average response time (with
the ratio of FIFO-to-other varying from 2.5 to 4.8) and the stretch (ratio from 3.9 to 22.6). Improvements further increase for intensities above 60 [21].

Consider the case of 10 CPU cores. For the intensity of 30, the average response time from our FIFO and SEPT strategies is 36.42 s and 12.52 s (with a ratio of 2.9). For intensity 40, these values are equal to 58.29 s and 17.01 s (with a ratio of 3.4); and for intensity 60, to 101.76 s and 25.14 s (with a ratio of 4.0). At the same time, the FIFO-to-SEPT ratio of the median response time varies from 22.0, through 38.7, to 95.9. This quick growth can be explained as follows: for large load intensity, we may almost freely choose short functions from the queue. This drastically reduces the median response time. Similarly, when it comes to stretch and intensity 30, the averages provided by our FIFO and SEPT strategies are 1000 and 104 (with a ratio of 9.6). For intensity 40, it is 1647 and 130 (with a ratio of 12.6), and for intensity 60, it is 2959 and 164 (with a ratio of 18.0), respectively. At the same time, the FIFO-to-SEPT ratio of median stretch increases from 19.3, through 33.7, to 68.0. This phenomenon can be explained in the same way.

The significant influence of the scheduling strategy can be concluded from the fact that the difference between the baseline approach and our approaches remains stable in terms of the order of magnitude. For 20 CPU cores and for intensities 30, 40, 60, 90 and 120, the ratio of average response time obtained for the baseline and for our FIFO implementation is 1.8, 2.0, 1.8, 1.8 and 1.9, respectively. Similarly, the ratio of average stretch obtained for the baseline and for our FIFO implementation is 1.9, 2.0, 1.8, 1.8 and 1.9.

C. Influence of the number of CPU cores

When the number of CPU cores available for action containers increases while the intensity remains the same, the load — although the same, on average, for each core — can be better balanced between cores. On the other hand, higher load is processed on more cores that share parts of their caches. Thus, we expect that with the increase of CPU cores, the improvements of our strategies will change slowly. On the other hand, we expect the baseline approach to behave worse for a higher number of CPU cores due to its container management policies. Our results confirm this intuition, especially for higher intensities.

Consider the intermediate load intensity 40. If 10 CPU cores are used, the average response times for our FIFO and SEPT implementations are 58.29 s and 17.01 s, with their ratio equal to 3.4. When the number of CPU is 20, however, the average values for FIFO and SEPT are 123.64 s and 33.92 s, with their ratio equal to 3.6. At the same time, the baseline-to-FIFO ratio of the average response time increases, from 1.1 to 2.0.

The same observations can be made for stretch. For 10 CPU cores, the average stretches for our FIFO and SEPT implementations are 1647.40 and 130.87, with their ratio equal to 12.6. When the number of CPU cores is 20, these values are 3538.65 and 220.89. As expected, the ratio of the average stretch for the baseline and for our FIFO implementation increases, from 1.1 to 2.0.

For FIFO and with fixed intensity (40 or more), the median response time (and thus, also stretch) increases almost linearly with the increase of the number of CPU cores (we confirmed that by analyzing additional results for 5 CPU cores [21]). If we increase the number of cores twice, the median response time and stretch will double. Our experiments thus show that the system overheads (related to container management) have a significant impact on the overall performance. At the same time, in the case of the baseline, doubling the number of cores triples the medians. Surprisingly, for the same core-level intensity, the best performance is presented by nodes that have lower numbers of cores.
D. Function-level metrics

The SEPT strategy will always prioritize short calls, independently of how often corresponding functions are called. As a consequence, if a long function is called relatively rare, it will be discriminated against. Our Fair-Choice (FC) strategy (Sect. IV) prioritizes calls based on the total resource consumption in a moving window. In order to quantify the fairness of the FC strategy, we performed 5 additional groups of experiments for the intermediate configuration with 10 CPU cores and intensity 90. In these experiments, exactly 10 calls corresponded to the relatively-long dna-visualisation function. Other calls were uniformly distributed among other functions, including a very short graph-bfs function. In contrast to our previous experiments, this time we made no assumptions on partial-uniformity of the call distribution. Fig. 5 presents the aggregated stretch.

In Fig. 5(a) we observe the distribution of stretch among all the calls. Although the call frequencies differ, Fig. 5(a) is almost identical to Fig. 4(c). The fairness of FC is apparent when we show just the results of the infrequent, long dna-visualisation function, Fig. 5(b). FC reduces the average stretch from 5.3 (SEPT) to 2.1; the median stretch is reduced from 5.2 (SEPT) to 1.6, which hints that often the call is started almost immediately. These gains are not for free, though, Fig. 5(c): FC increases the average stretch for a short, often-called graph-bfs function to 25.8 (compared with SEPT’s 22.2).

VIII. Multiple worker nodes

Encouraged by our single-node results, we evaluate our approach in a multi-node environment. We measure the performance of a setup in which up to 4 workers operate in parallel. To do so, we created 5 virtual machines in our on-premises cloud running under Proxmox 7.1 [23] on physical machines equipped with AMD EPYC 7402P CPUs @ 2.80GHz with 24 hyper-threaded cores and 128 GB or RAM. Our controller is running on a VM limited to 4 CPU cores and 16 GB of RAM. Each of the four VMs executing OpenWhisk workers were assigned 20 CPU cores and 40 GB of RAM. The software setup of these workers is similar to the on-premises setup: two cores are reserved for system and invoker processes, while 18 were reserved for the action containers.

In each multi-node experiment, we send the same sequence of 2376 requests uniformly during a 60-second time-window. With 4 workers, 18-CPU nodes, 2376 corresponds to the core-level intensity of 30. We test the baseline and FC, but in different runs we reduce the number of available worker nodes from 4 up to 1. With 3 workers operating in parallel, 2376 requests correspond to the core-level intensity of 40; 2 workers correspond to the intensity of 60; and 1 worker to 120. As in the previous section, we repeated the experiment 5 times with different request sequences. Fig. 6 shows the results.

With 3 machines, our FC strategy provides better quality of service than the baseline using 4 machines. For the baseline on 4 VMs, the average response time is 240 seconds (with the 75th percentile of 406 seconds, the 95th percentile of 600 seconds, and the 99th percentile of 649 seconds). Although our FC strategy processed the same load on just 3 VMs, we reduce the average response time to 68 seconds (71% less than the baseline on 4 VMs), its 75th percentile of 54 seconds (97% less), the 95th percentile of 443 seconds (26% less), and even the 99th percentile of 638 seconds (2% less).

Surprisingly, even on 2 VMs, some metrics are still better for our FC strategy compared to the baseline operating on 4 VMs. FC reduces the average response time by 58% and its 75th percentile by 93%. Although FC worsens the 95th percentile by 21% and the 99th percentile by 32%, we argue that 95th percentile response time during a load peak corresponds to a much higher percentile in a longer time window.

IX. Related work

Serverless computing is a rapidly evolving cloud computing model. Recent overviews are [1, 24]; a recent survey is [25]. Below, we focus on papers that optimize resource management; we propose a classification based on the core problem they focus on. The first three groups (optimizing assignments of calls to nodes, reducing cold starts, and reducing resource requirements) are largely orthogonal to our contribution; while the node level problems are directly related.

Assigning calls to nodes. In [9], a central scheduler assigns requests to individual cores (rather than nodes, as in standard OpenWhisk). FaaSRank [26] optimizes the assignment of the invoker to a function call through a neural-network approach. Further optimizations are possible for complex FaaS invocations (in which a function calls another function forming a chain of invocations). Fifer [27] optimizes execution of such chains while avoiding cold starts by reactive scaling. [28, 29] schedule chain and DAG invocations taking into account future preparation of the environment. [30] analyzes DAGs and shows a decentralized scheduler reducing DAG processing time. Faastlane [31] speeds up processing of workflows by executing multiple steps within a single executor in parallel, while providing isolation between steps through Intel Memory Protection Keys (MPK). Executed functions may interact with the environment by modifying shared state. In current FaaS platforms, interruption of a function call may result in inconsistent state. [32] presents shim enabling fault-tolerance and benchmarks its impact on the performance.

Reducing cold starts. [33] reduces cold start time by restoring a function instance from a predefined state (with an implementation on Google gVisior [34] sandbox). SEUSS [35] uses unikernel snapshots to reduce time of initialization by over an order of magnitude and additionally saves memory by sharing pages between instances. [36] decouples libraries and other dependencies from function packages; libraries are cached on worker nodes, and call scheduling is aware of the packages available on a node. [37] analyzes functions with similar dependencies — this allows a function call to use an environment dedicated for another, related function. [38] uses reinforcement learning to identify function call patterns and starting containers in advance. All these approaches require
Fig. 5: Comparison of aggregated stretch for different scheduling approaches and functions, 10 CPU cores and intensity 90. The graph-bfs function is short (12 ms) and thus we expect larger values of stretch compared to the long (8,552 ms) dna-visualisation function.

Fig. 6: Response times in a multi-node environment. Each configuration processes the same sequence of 2376 requests. △ is the average; ◊ the 95th percentile; ▽ the 99th percentile.

provider-side modifications. In contrast, [39] proposes middleware to be deployed with function code that can trigger container creation in advance.

Reducing resource requirements. Photons [40] share context (runtime, libraries, etc.) between multiple concurrent calls, thus reducing the memory footprint. OFC [41] uses ML to predict the true memory usage of an invocation; and then overcommits the rest to act as a cache for remote data stores. SAND [42] distinguishes between applications and functions; multiple functions of the same application share a common container. [43] extends FaaS to handle stateful functions natively, rather than through a remote data store.

Node-level scheduling. Our paper focuses on node-level scheduling policies. Two recently-published papers are [18] and ETAS [44]. In [18], a number of scheduling strategies is proposed, including SEPT and theoretical variants of Fair-Choice. These strategies are evaluated based on the Azure function trace [3]; it is demonstrated, among others, that reliable estimates of execution times can be obtained from just the 10 most recent invocations. In contrast to these theoretical considerations, we implement these strategies in OpenWhisk and evaluate them with a standard benchmark. We additionally propose EECT and RECT policies, and discuss the impact of cold starts on the performance of the system. ETAS [44] proposes a queuing policy similar to our EECT. Although this policy is also implemented in OpenWhisk, the impact of OS-level preemption is not discussed, and thus the potential of reducing their number is untapped. In contrast, we propose container-management methods that address preemption. In [44], the policy is tested in an underloaded system against a set of 4 custom functions (with no I/O-intensive functions), rather than a standard benchmark we use. Also, no fairness of function executions is considered (in contrast to our FC policy).

X. Conclusions

In this paper, we introduce new methods of allocating computational resources on a single FaaS node. Our aim is to reduce the response time and the stretch in a temporarily overloaded system. We modify OpenWhisk and introduce a number of sequencing policies. We take advantage of the fact that in FaaS each function is usually called repeatedly. This way, we are able to implement strategies that make use of historical data on the executions of a specific function. These strategies include adaptations of FIFO and SEPT, together with three new policies: EECT, RECT and FC. These new policies use both the expected processing time of a function call and the frequency of calls of the same function in the recent past.

Compared to a baseline approach, the current version of OpenWhisk, our proposed algorithms show general advantages. Moreover, compared to other analyzed strategies, SEPT and FC significantly decrease the response time — median, average and the tail percentiles. At the same time, the FC strategy prioritizes jobs based on their previous usage, introducing inter-function fairness in the system. We also show that all the response-time metrics for our implementation of the FC strategy are better on 3 VMs compared to the baseline running on 4 VMs. This means that our solution allows us to reduce the number of machines by a factor of at least 25% without decreasing the quality of the service. In general, we expect this improvement to remain stable even for larger production clusters.
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