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Abstract—For autonomous driving, radar is an important sensor type. On the one hand, radar offers a direct measurement of the radial velocity of targets in the environment. On the other hand, in literature, radar sensors are known for their robustness against several kinds of adverse weather conditions. However, on the downside, radar is susceptible to ghost targets or clutter which can be caused by several different causes, e.g., reflective surfaces in the environment. Ghost targets, for instance, can result in erroneous object detections. To this end, it is desirable to identify anomalous targets as early as possible in radar data. In this work, we present an approach based on PointNets to detect anomalous radar targets. Modifying the PointNet-architecture driven by our task, we developed a novel grouping variant which contributes to a multi-form grouping module. Our method is evaluated on a real-world dataset in urban scenarios and shows promising results for the detection of anomalous radar targets.

I. INTRODUCTION

Nowadays, radar sensors are widely used for modern advanced driver assistance systems. In contrast to other used sensor types such as camera and lidar, radar is known for its robustness regarding adverse weather conditions because of its comparatively large wavelength of about 4 mm for a 77 GHz radar. Moreover, radar is able to directly measure the radial velocity of an object through the Doppler effect. Other sensors usually need at least measurements from two time steps to provide a velocity estimation. On the downside, radar data are sparse and prone to aspects like ghost targets. Some more challenges that radar has to deal with are noise, interference between radar sensors, measurement ambiguities, and multi-path propagation.

These challenging aspects in radar have gained more and more attention in literature in recent years. In [1], Kraus et al. present a method to segment radar targets into real and ghost objects. However, only anomalies caused by multi-path propagation are considered with a focus on related certain situations in their dataset. In addition to that, they examined only vulnerable road users, such as bicyclists and pedestrians, for ghost objects detection. For the evaluation, a dual-sensor setup is used where measurements are combined and accumulated over 200 ms. A similar task is approached in [2].
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Fig. 1. Exemplary illustration of anomalous radar targets. Radar data are visualized below the corresponding camera image. The red points display the anomalous radar targets, which show a significant Doppler velocity, although no moving objects are perceivable. The ego-motion compensated Doppler velocity is visualized by the length of the arrows. The gray bounding box sketches the preceding vehicle.

where the authors propose a model-based detection algorithm for anomalies. This method needs two radar sensors and is limited to the detection of multi-path-related anomalies which cause ghost objects. In [3], a detection algorithm consisting of three consecutive steps using handcrafted features is presented in order to detect anomalies. The used dataset is limited to targets whose Doppler velocity is within the unambiguously measurable range. However, all of these works have at least one of the following restrictions: focusing solely on multi-path anomalies, accumulating multiple sensors and measurements over time, detecting anomalies at object level and not at target level, and using handcrafted features where expert knowledge is needed. Although handcrafted features are easier to interpret in general, our radar sensor is a black box where expert knowledge is missing.

In this work, we present a single-shot approach to identify anomalous radar targets using deep learning methods. We consider the radar data of a single measurement cycle as a point cloud, which we call target list. Each radar target consists of two spatial coordinates in combination with the ego-motion compensated and uncompensated Doppler velocity and the radar cross section (RCS) as input features. In
Fig. 1 exemplary radar data including some anomalous radar targets are visualized. Since radar targets are represented as point cloud, we leverage PointNets [4], [5] which are able to directly process point clouds. We modify the PointNet-architecture by a novel grouping variant which is tailor-made for the anomaly detection task and contributes to a multi-form grouping module.

Our main contributions are:

- a characterization of sensor-specific anomalies in radar in Section II
- a single-shot anomaly detector in radar data in Section V
- a novel multi-form grouping module driven by radar anomaly characteristics in Section V-B
- an extensive evaluation on real-world data in Section VII

II. SENSOR SETUP

In this work, we use the ARS 408-21 Long Range Radar 77 GHz Premium (ARS 408-21) sensor, which is an industrial sensor developed by Continental AG. The ARS 400 series of radar sensors was initially developed for the automotive industry and is widely used for automotive applications such as advanced driver assistance systems [6]. As already mentioned, we consider radar data as a point cloud consisting of many radar targets. Exactly these data are supplied by the interface of the ARS 408-21. Thus, we consider the sensor as a black box because we are not able to get insights into the signal processing of the raw radar data. After the non-transparent signal processing, the sensor outputs resolved radar reflections which we call radar targets.

Fig. 2 provides a visualization of a radar measurement with five anomalous targets. These targets are either highlighted in orange or red to distinguish two different kinds of anomalies. To give the reader an intuition about what can be seen in the radar data, cars are marked with gray boxes. However, these boxes are only meant for highlighting the radar targets on cars and do not claim to represent their exact bounding box. The length of the arrows visualizes the ego-motion compensated Doppler velocity of the target. For clarity purposes, arrows are only drawn for a compensated Doppler velocity greater than 1 m/s. Finally, the size of the points represents the RCS value.

Due to the unknown sensor-specific signal processing procedure, some of the hereby considered anomalies are claimed to be ARS 408-21 specific. Hence, we claim that the sensor is not always able to filter out all anomalies in its signal processing. Moreover, some hypotheses, stating the reasons of the sensor-specific anomalies, are developed in the following. The anomalies colored in red in Fig. 2 are targets that are quite similar to car targets within the same range bin. Here, the ego-motion compensated Doppler velocity may vary compared to car targets on the same range. This is caused by the ego-motion compensation itself which takes the azimuth angle into account and, thus, motivates the additional consideration of the uncompensated Doppler velocity. The high similarities in both the measured range and Doppler velocity of the anomalous targets lead to the hypothesis that the anomalies are caused by errors in the direction of arrival estimation. Whereas anomalies colored in orange are probably related to the multi-path propagation effect or possibly to Doppler velocity ambiguities. The gray bounding boxes sketch vehicles in the environment.

Furthermore, anomalies may also be related to multi-path propagation effects. Multi-path propagation describes a phenomenon, where the radar sensor receives echo signals which do not propagate along the direct line of sight between sensor and object. Instead, the propagation paths include reflections on other surfaces. The anomalies colored in orange in Fig. 2 characterizes a high Doppler velocity surrounded by mostly stationary targets. These anomalies are probably related to multi-path propagation effects. In this case, a possible propagation path leading to the high measured Doppler velocity may include multiple bounces on the test vehicle. Due to the ego-motion of this vehicle, these bounces increase the frequency of the reflected wave and thus the measured Doppler velocity. However, this is just one possible explanation of the anomaly and, based on the measurement visualized in Fig. 2 we can neither prove nor debunk this hypothesis. This means that other influences are conceivable that lead to anomalies in radar data such as Doppler velocity ambiguities.

Throughout this work, we focus on these kinds of anomalies, since they can be comprehensibly identified based on a single radar point cloud using a camera image for verification purposes.
III. RELATED WORK

As already mentioned in Section [1] multiple effects have to be considered for our presented anomalies. Hence, approaches proposed in literature are diverse, aiming at different stages of the processing chain for radar data. In [7] a novel signal processing algorithm for an enhancement of the ambiguity range of the Doppler velocity measurement is proposed. In this way, anomalies resulting from measurement ambiguities are reduced. However, this does not affect the anomalies caused by multi-path propagation effects, which are, e.g., analyzed in [2], [8]. The authors of [2] additionally propose a model-based detection algorithm for the anomalies. This algorithm relies on a comparison of the current motion state and the estimated bounding box of a target vehicle. It is worth mentioning that the estimation of the motion state requires the usage of two radar sensors. Moreover, to estimate the bounding box correctly the vehicle has to be represented by multiple radar targets. Finally, the algorithm is limited to the detection of multi-path related anomalies that cause ghost objects and cannot detect single anomalous targets caused by factors such as measurement ambiguities.

Other approaches for anomaly detection involve the usage of machine learning techniques, especially of deep learning. As presented in [9], these techniques have been applied to many different anomaly detection tasks. However, most of the works focusing on the detection of radar anomalies consider this task as a semantic segmentation problem. Hence, we adopt this approach for our investigation. The authors of [3] present a detection algorithm suitable for the usage of a single measurement of one radar sensor. The algorithm is structured in three consecutive steps. First, moving targets are identified. In the second step, handcrafted features for the identified moving targets are calculated. These features are then passed to a random forest classifier in the final step. In contrast to the detection algorithm described in [2], this algorithm is capable of detecting anomalies regardless of their causes. Furthermore, it shows promising results on the task of classifying targets in the radar point cloud into infrastructure, real moving targets, and anomalies. However, it is necessary to note that the used dataset is limited to targets whose Doppler velocity is within the unambiguously measurable range. Hence, errors in the first algorithm step are limited to the rare case of purely tangential moving targets. As a modification of this approach, [10] presents a detection algorithm based on deep learning. Instead of handcrafted features, the algorithm uses an occupancy grid map and a map of moving targets as input. The latter incorporates the concept of the first stage of the algorithm presented in [3]. Moreover, the random forest classifier is replaced by a convolutional neural network (CNN), which performs a segmentation of the input data. Considering only targets with a maximum longitudinal distance of 30 m, the algorithm shows promising results. However, to use the radar point cloud in the algorithm described above, an occupancy grid map has to be calculated. As the authors of [11] show, this step can be omitted. Instead, the task of semantic segmentation can be applied directly to radar point clouds using the PointNet++ architecture [5]. In order to overcome the sparsity of radar measurements, the point clouds provided by multiple radar sensors are combined and accumulated over 500 ms. Using this accumulated point cloud as input, the PointNet++ segmentation architecture is used to classify different classes of road users. In [12], the PointNet-architecture is used to detect ghost targets in 3D radar point clouds. In their work, ghost targets are referred to as multi-path reflections. It is noteworthy that highly dense radar data are used, which consist of around 1000 3D points per measurement, as opposed to around 200 2D points from our used radar sensor. Based on the contribution of [11], Kraus et al. present in [1] an application of the PointNet++ architecture to the task of segmenting radar targets into real and ghost objects. Although this task is similar to our considered task, there are also fundamental differences. The authors of [1] use a dual-sensor setup, in which measurements are combined and accumulated over 200 ms to increase the density of the radar point cloud. In addition to that, only vulnerable road users, such as bicyclists and pedestrians, and their corresponding ghost objects caused by multi-path propagation effects are considered. In contrast to that, our detector is able to derive information about anomalies from only a single radar point cloud. Moreover, we primarily consider vehicles and aim on detecting even single anomalous targets. The causes of the anomalies are also not restricted to multi-path propagation effects.

To summarize this section, to the best of our knowledge, we propose the first anomaly detector in 2D sparse radar data using deep learning methods which combines all of the following aspects, i.e., single-shot detection, consideration of various kinds of anomalies, and approaching the task on a target level.

IV. PROBLEM STATEMENT

The goal of our proposed method is to detect anomalies in radar data. In this work, anomalies are defined as radar targets with significant Doppler velocities which apparently do not correspond to real-world moving objects. To identify these anomalous radar targets, radar data is given as point clouds. In detail, the radar point cloud $P$ consists of a set of five-dimensional points $P = \{ p_i \in \mathbb{R}^5 | i = 1, \ldots, n \}$ with $n \in \mathbb{N}, n \leq 250$ the number of points per time step $k = 1, \ldots, m$. Each point represents a radar target which is obtained by some sensor-processing of raw radar data. Each target can be described by $p_i = (x, y, v_D, \sigma, v_D)$ where $(x, y)$ denotes the 2D-position, $v_D$ and $v_D$ the ego-motion compensated and uncompensated Doppler velocity, and $\sigma$ the RCS of the target. For our anomaly detection task, radar data of only one single measurement cycle of one radar sensor are used. This means that our radar data are augmented neither by accumulating measurements over time nor by using data from multiple sensors. Moreover, the output of our anomaly detection method is a binary segmentation of the radar point cloud where each target is classified either as normal (non-anomalous) or as anomalous.
V. ANOMALY DETECTION IN RADAR DATA

In this section, we present our proposed method for the detection of anomalies in radar data. After explaining the used architecture variants of PointNets, we focus on our developed multi-form grouping module.

A. PointNets

We investigate four different forms of PointNets [4], [5] for the previously described anomaly segmentation task. Namely, we evaluate one PointNet architecture and three PointNet++ variations. These variations differ in the grouping module used inside the set abstraction (SA) layer. Besides the single-scale grouping (SSG) and multi-scale grouping (MSG) modules proposed by Qi et al. in [5], we developed and evaluated a so-called multi-form grouping (MFG) module which is introduced later in this section.

All of our PointNet models have been adapted for the usage with radar point clouds in terms of dimensions, i.e., two spatial and multiple feature dimensions. Moreover, we omitted sampling in the first SA layer of our PointNet++ models because the radar measurements are already sparse.

B. Multi-Form Grouping

The multi-form grouping module is mainly motivated by [13] and [14]. In [13] annularly CNNs are proposed on 3D point clouds where each point is utilized as center of annular convolutions. Moreover, in [14] the authors investigate the benefits of using ellipsoids instead of ball spheres for queried regions in PointNet++. Rather than using an ellipsoid, we propose the usage of a ring with the origin as center. To the best of our knowledge, this approach has not been investigated for PointNet++ architectures so far.

The reason for our choice is indicated in Fig. 3(b), as some of the considered anomalies occur in a ring-shaped region around the sensor origin within the same range as car targets. The ring grouping is exemplarily illustrated for the targets of the preceding vehicle in Fig. 3(b). In contrast to elliptical and circular regions, the ring-shaped querying can be easily realized by filtering the range of each target, especially if the spatial information of the radar data is represented using polar coordinates \((r, \phi)\). Besides that, a circular region that includes both the anomalous targets as well as the car targets covers a larger area than the corresponding ring, see Fig. 3(a).

Because of that, the ring contains fewer targets than the circle and is thus more memory efficient. Nevertheless, we expect circular neighborhoods to be beneficial, e.g., for the kind of anomalies in Fig. 2 which is assumed to be mainly related to the multi-path propagation effect. Thus, we incorporate both querying forms into a single module, which leads to the naming of MFG. In addition to that, our module also includes the idea of using the neighborhood information of multiple different scales for both querying forms, as introduced with MSG. The components of the multi-form grouping module are depicted in Fig. 3.

VI. DATASET

For training and testing of our anomaly detection methods, we created a hand-labeled dataset consisting of real-world radar data. The dataset has been recorded with the test vehicle of Ulm University [15]. The test vehicle is equipped with three front-facing ARS 408-21 radar sensors. One sensor is mounted on the center of the front bumper; the other two radars are mounted on the front corners of the vehicle. Since our objective is to use solely data of a single radar sensor for the detection of anomalies, this enables us to effectively create three datasets, one for each radar sensor. The recorded sequence has a length of approximately 3.5 min and represents a drive along an urban scenario in Ulm, Germany. More precisely, the chosen route includes a roundabout and several intersections. The sequence contains measurements of all three front radar sensors and images of the front camera. The measurements include both the ego-motion compensated and uncompensated Doppler velocity, as well as information about the ego-motion itself.

Furthermore, we limit the maximum range of the considered targets to 70 m. This is necessary to ensure a correct ground truth labeling of radar anomalies based on the available camera images. Moreover, we only label anomalous targets with a significant Doppler velocity, although some of the
effects discussed in Section II, e.g., multi-path propagation, also apply to stationary targets. This is mainly motivated by the sparsity of the radar point clouds, which makes it almost impossible to distinguish between stationary anomalies and, for instance, a correct measurement of the ground.

In addition, it should also be noted that anomalies represent only approximately 2% of the total radar targets. Hence, our dataset is highly unbalanced, which affects the training process. We additionally investigated the distribution of anomalies across the measurements of the dataset. Thereby, we observed that approximately 75% of the radar point clouds contain at least one anomaly. Nevertheless, we also include measurements without any anomalies in our dataset.

VII. EXPERIMENTS

In this section, we evaluate the proposed architectures on our real-world dataset.

A. Training

The training process has been performed solely using a main data part of the radar on the front center of the vehicle. This enables assessments of the generalization ability of our method when testing on data of the other two radars.

To obtain batches for the training process, we randomly duplicate some of the radar targets during training in order to reach the same size of 250 involved measurements in a batch. Furthermore, training of the models is performed with the Adam optimizer. We use a batch size of 48 and learning rate scheduling. This schedule starts with a learning rate of $2 \times 10^{-4}$, which is halved every ten epochs. We train the models for 100 epochs. Moreover, we apply data augmentation to avoid overfitting of our models. A challenging aspect for the training process is the unbalanced dataset. We address this problem by artificially increasing the number of anomalies in a radar measurement by combining them with the anomalies of consecutive measurements. To be more precise, for each measurement we consider the anomalies of the three measurements before and after. Each of these anomalies is inserted into the measurement with a probability of 75%. Both, the number of considered measurements and the probability are empirically chosen. Besides increasing the number of anomalies, we also scale the contribution of a target to the loss based on its class. More specifically, anomalies contribute nine times more to the loss than normal targets. This ratio is chosen empirically but was initially oriented at the ratio of normal targets and anomalies in the dataset. By increasing this ratio, we can increase the penalty of false negatives, i.e., non-detected anomalies. But it must be noted that this also decreases the penalty for false positives, which represent normal targets that have been classified as anomalies. Thus, a trade-off is necessary.

B. Quantitative Results

For the evaluation of our anomaly detection method, the $F_1$ score is used as metric. The $F_1$ score is the harmonic mean between precision $P$ and recall $R$ and is defined by

$$ F_1 = \frac{2PR}{P + R}. \quad (1) $$

Table I shows the results of the four variations of the anomaly detection method in radar data. First, we split the whole test dataset for evaluation purposes in data of the center, left, and right radar sensor. As already mentioned, we solely trained with data of the radar at the front center. For this reason, the test data of the center radar are rather small. For a more comprehensive evaluation and also the investigation of the generalization ability, data of the left and right sensor are used for testing. We notice that the PointNet model performs similar to the PointNet++ SSG model except for the right sensor data where the PointNet model is even better. This indicates that the information gained from a single neighborhood by the SSG does not bring a notable benefit. Nevertheless, the PointNet++ MSG and MFG models, which consider the neighborhood of multiple scales, outperform the PointNet model. More precisely, the PointNet++ MFG model performs best. This indicates that our modification of MSG with adapted grouping regions, which leads to the MFG module, is beneficial. Beyond that, we observe for all models that the $F_1$ score on data of the front left radar is lower than on data of the front right radar. This might be caused by the fact that the front left radar sensor is slightly oriented towards oncoming traffic, whereas the front right radar sensor is rotated into the other direction (right-hand traffic). As a result of that, an oncoming vehicle, which may cause anomalies, is longer visible for the front left radar. Thereby, the number of anomalies is higher in the dataset of the front left and lower in the dataset of the front right radar sensor. As a result of that, the number of anomalies, which are challenging for the models, may also differ, leading to the differences observed in the results.

Second, we split the test data of the left and right radar in one part only with intersection scenarios and another part with everything else. This is done because we hypothesize that the characteristics of the anomalies of our radar sensor in intersection scenarios, which are associated with slow ego-velocities, differ relevantly. On closer inspection, we observed that the ego-velocity affects the characteristics of the anomalies significantly which is possibly caused by a transition of range gates and thus velocity ambiguities. The general comparison results of the four different models are still similar. However, the results support our hypothesis because the performance on intersection data is significantly
TABLE II
MEAN INFERENCE TIME OF THE DIFFERENT MODELS FOR PROCESSING THE ANOMALY DETECTION METHOD.

| model | PointNet | PointNet++ SSG | PointNet++ MSG | PointNet++ MFG |
|-------|----------|----------------|----------------|----------------|
| measure |          |                |                |                |
| inference time | 1.6 ms | 13.4 ms | 26.7 ms | 23.4 ms |

In general, the results of the anomaly detector in radar data are promising. When taking inference time and $F_1$ score into account, the PointNet model is a good balance between these two aspects and also a suitable choice for systems with limited computational capacity. The PointNet++ MFG model provides significantly higher performance which is accompanied by higher computational requirements. However, the inference time of our PointNet++ MFG model is lower than the original MSG model.

Certainly, it is important to note that the used dataset is limited in several aspects. Firstly, the amount of data and variety of situations is limited. More precisely, only urban scenarios are covered in the dataset so far. Besides, the three subdatasets, one for every sensor, are correlated because, although the data are from different sensors, they still cover the same driving sequence. In addition, the variety of objects is limited, e.g., trucks are highly underrepresented. However, these limitations can be overcome by extending the dataset.

Moreover, we restricted ourselves to use only a single radar measurement for the anomaly detection. In this way, the anomalies can be neither detected using the temporal information of multiple consecutive measurements nor by the fusion of overlapping point clouds obtained from different radars. However, this enables us to use a classical centralized fusion approach where temporal information is not taken into account until the tracking stage. In addition, this approach facilitates us to combine our proposed anomaly detection with a single-shot object detector operating also on single radar measurements such as [16].

C. Qualitative Examples

Qualitative examples of the anomaly detection prediction are visualized in Fig. 4. An exemplary measurement which leads to wrong predictions is visualized in Fig. 4(a). The vehicles highlighted in this measurement are driving towards an intersection and therefore slowing down. Moreover, the measurement contains five anomalies. Thereby, two of these anomalies have a significantly lower ego-motion compensated Doppler velocity than the remaining ones. It is worth mentioning that the anomalies with low ego-motion compensated Doppler velocities are not detected, whereas our model correctly classifies the remaining ones as anomalies. This also indicates that scenarios in which traffic slows down are challenging for our detector. Thus, the bad performance of our detector may be caused by the fact that scenarios with a significantly slower velocity of the ego-vehicle and other road users are underrepresented in our dataset. Nevertheless, the quantitative evaluation already showed that our model is capable of detecting the majority of the anomalies. As a result of that, Fig. 4(b) displays an exemplary measurement in which our model performs well. It is worth mentioning that the anomalies, which are probably related to multi-path propagation effects involving the ego-vehicle, tend to cluster in this measurement. As a consequence, the direct neighborhood of these anomalies contains more anomalous than normal targets. Although this makes the detection of anomalies more challenging, our model detects all of these and the other anomalies correctly.

D. Discussion

In general, the results of the anomaly detector in radar data are promising. When taking inference time and $F_1$ score into account, the PointNet model is a good balance between these two aspects and also a suitable choice for systems with limited computational capacity. The PointNet++ MFG model provides significantly higher performance which is accompanied by higher computational requirements. However, the inference time of our PointNet++ MFG model is lower than the original MSG model.

Certainly, it is important to note that the used dataset is limited in several aspects. Firstly, the amount of data and variety of situations is limited. More precisely, only urban scenarios are covered in the dataset so far. Besides, the three subdatasets, one for every sensor, are correlated because, although the data are from different sensors, they still cover the same driving sequence. In addition, the variety of objects is limited, e.g., trucks are highly underrepresented. However, these limitations can be overcome by extending the dataset.

Moreover, we restricted ourselves to use only a single radar measurement for the anomaly detection. In this way, the anomalies can be neither detected using the temporal information of multiple consecutive measurements nor by the fusion of overlapping point clouds obtained from different radars. However, this enables us to use a classical centralized fusion approach where temporal information is not taken into account until the tracking stage. In addition, this approach facilitates us to combine our proposed anomaly detection with a single-shot object detector operating also on single radar measurements such as [16].

VIII. CONCLUSION

In this work, we tackle the problem of anomaly detection in radar data using a single radar measurement. We first described and defined the anomalies which we want to detect in our real-word data and hypothesize the reasons for these anomalies. In doing so, we observed that approximately 75% of the radar point clouds in our dataset contain at least one anomaly. For the anomaly detection, we used the PointNet architecture family as a base. Thereby, we proposed a novel grouping algorithm for the PointNet++ architecture, the multi-form grouping. In contrast to classical circular grouping, our approach takes the characteristics of anomalous radar targets into account. This enables us to outperform the reference implementation with circular grouping both in terms of the $F_1$ score as well as the inference time. Overall, our approach shows promising results for detecting anomalies in radar data.

In our future work, we aim to extend this approach also for other kind of anomalies occurring in radar measurements. To this end, the dataset should be increased in size and various additional real-world scenarios should be included, e.g., non-urban scenarios with a speed limit higher than 50 km h$^{-1}$. Besides that, the combination and interaction of our proposed anomaly detection with a single-shot object detector operating on radar measurements such as [16] should be further investigated. Additionally, generative adversarial
networks (GANs) seem suitable for further investigations of anomaly detection in radar data. Finally, a comparison to other radar sensors regarding anomalies and its detection should be explored.
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