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Abstract—Content delivery networks (CDNs) provide efficient content distribution over the Internet. CDNs improve the connectivity and efficiency of global communications, but their caching mechanisms may be breached by cyber-attackers. Among the security mechanisms, effective anomaly detection forms an important part of CDN security enhancement. In this work, we propose a multi-perspective unsupervised learning framework for anomaly detection in CDNs. In the proposed framework, a multi-perspective feature engineering approach, an optimized unsupervised anomaly detection model that utilizes an isolation forest and a Gaussian mixture model, and a multi-perspective validation method, are developed to detect abnormal behaviors in CDNs mainly from the client Internet Protocol (IP) and node perspectives, therefore to identify the denial of service (DoS) and cache pollution attack (CPA) patterns. Experimental results are presented based on the analytics of eight days of real-world CDN log data provided by a major CDN operator. Through experiments, the abnormal contents, compromised nodes, malicious IPs, as well as their corresponding attack types, are identified effectively by the proposed framework and validated by multiple cybersecurity experts. This shows the effectiveness of the proposed method when applied to real-world CDN data.

Index Terms—Cache Pollution Attacks; DoS Attacks; Anomaly Detection; Content Delivery Networks; Gaussian Mixture Model; Bayesian Optimization.

I. INTRODUCTION

With the increasing popularity of caching techniques in Internet communications, it is estimated that 71% of Internet traffic will be delivered through content delivery networks (CDNs) by 2021 [1]. A CDN is a geographically distributed network of servers that work together to provide fast communications of Internet contents, including hypertext markup language (HTML) pages, JavaScript files, images, audios, videos, etc. [2]. CDNs are developed to improve the process of content delivery through caching mechanisms and multiple edge servers [3]. As a large-scale CDN service provider, Akamai accounts for approximately 20% of all web traffic [4]. CDNs improve the connectivity and efficiency of global communications, but also introduce vulnerabilities to the connected networks. Caching mechanisms become a major target of cyber-attacks since open proxy caches may be exploited by attackers to transmit malicious traffic and perform various harmful activities, which causes network congestion, unavailability, or other severe consequences [5].

Cache pollution attacks (CPAs) and denial of service (DoS) attacks are the two major types of cyber-attacks launched on CDNs to cause service unavailability or to degrade the caching service by reducing the cache hit rate and increasing latency [6] [7]. In high-rate networks, even a moderate degradation of the cache hit rate, or a moderate increase of latency may result in severe network congestion or a massive amount of additional data transmissions [5]. CPAs are launched by polluting the cache space with a large number of unpopular or illegitimate contents; therefore, legitimate clients will get many cache misses for popular files, making the caching mechanism ineffective [6]. Similarly, DoS attacks are launched by sending a sudden burst of requests to exhaust the network resources of certain targeted nodes. However, DoS attacks are not necessarily launched by sending requests for unpopular files [7].

To protect a CDN against DoS and CPAs, an effective method is to explore and analyze network access logs for the purpose of abnormal behavior analysis and attack pattern detection in CDNs [8]. Machine learning (ML) algorithms have been widely used in many anomaly detection problems [9]-[12]. In this paper, we focus on anomaly detection in CDNs by analyzing 169 gigabytes (GB) of unlabeled real-world CDN access log data provided by a major CDN operator. This work aims to detect DoS attacks and CPAs based on the behaviors of abnormal network entities, including the malicious Internet Protocol (IP) addresses, abnormal contents, and compromised nodes, through the analysis of access logs. The proposed anomaly detection framework consists of a multi-perspective feature engineering, an unsupervised ML model built with optimized isolation forest (iForest) [13] and Gaussian mixture models (GMM) [14], and a multi-perspective result validation method. The proposed work can be considered a labeling technique on unlabeled CDN log data for anomaly detection use cases.

On the other hand, as the data is completely unlabeled, multiple experts from Ericsson Inc. were involved in the learning phase to help construct effective ML models, which is a standard data learning process named human-in-the-loop
(HITL). HITL is the process of creating ML models by leveraging the power of both machine and human intelligence [15] [16]. Labeling massive amounts of data usually need HITL to obtain accurate labels for unlabeled data in the unsupervised learning process, as ML models themselves are often unable to determine true labels by themselves [16]. Therefore, the HITL process is included in the proposed framework to ensure accurate anomaly detection on the unlabeled dataset. HITL in the proposed framework mainly includes the attack pattern & feature analysis, ML result analysis, and final result validation.

Detecting potential cyber-attacks and affected abnormal network entities can also trigger other network defense and mitigation mechanisms, such as blacklisting malicious client IPs, isolating compromised nodes, and removing abnormal cached contents out of the cache space [5]. Thus, CDNs can recover from cyber-attacks or be prevented from potential attacks with the help of effective network anomaly detection techniques.

This paper makes the following contributions:

1) It summarizes the potential patterns and characteristics of DoS and CPA attacks to assist with anomaly detection in CDNs;
2) It proposes a comprehensive network feature engineering model that generates features from multiple perspectives, including content, client IP, service provider, and account-offering perspectives;
3) It proposes an optimized unsupervised anomaly detection model utilizing iForest, GMM, and Bayesian optimization (BO), to detect cyber-attacks and affected network entities effectively;
4) It proposes a multi-perspective result validation technique that can effectively reduce the false alarm rate and improve the detection rate of unsupervised CDN anomaly detection models.

This paper is organized as follows: Section II provides an overview of CDNs and potential cyber-attacks. Section III presents the related works regarding network anomaly detection. Section IV discusses the proposed anomaly detection model in detail, including the model framework, feature engineering, utilized algorithms, and validation procedures. Section V presents and discusses the experimental results. Section VI discusses the open issues and practical usage of the proposed framework. Section VI concludes the paper.

II. PROBLEM STATEMENT

A. CDN Overview

In traditional Internet, the same contents are required to be transmitted from servers to clients repeatedly. With the rapidly increasing demand for large-scale content distribution, content networks, or caching networks, have been developed to improve content delivery efficiency [17] [18]. In content networks, contents can be cached in servers to serve future requests [19]. As a common type of content network and an effective solution for large-scale content delivery, content delivery networks (CDNs) have been widely deployed in modern networks [19]. As the most important strategy of caching networks and CDNs, caching is the process of storing copies of content in temporary storage locations or named caches, which can largely reduce latency, enabling fast access to websites or applications [11] [18]. Through caching mechanisms, CDNs can cache content in edge servers that are closer to end-users than the central server, making it more efficient to deliver web contents [2]. An overview of CDN is shown in Fig. [1].

CDN works in the following procedures [2]:

1) When a CDN receives a request for a content from a client, this request is routed to the closest edge server to the client.
2) The closest edge server will fetch the content from the central server that has this content.
3) The edge server responds to the client with the requested content.
4) A copy of the requested content is stored in the edge server as the caching process for future requests. The cached content will be retained in the cache space if the end-users keep requesting the same content.

If the content requested by an end-user has been saved in the cache space of the edge server, the content will be loaded at a fast speed, so-called a cache hit. In contrast, if the content has not been saved in the cache space, a cache miss will occur, and the edge server will pass the request to the central server to fetch the content and save it in the cache space to reduce the future request processing speed. Thus, CDNs can handle the rapidly growing volumes of network traffic and Internet content with low latency through edge servers and caching mechanisms. Moreover, CDNs can mitigate DDoS attacks because the traffic can be dispersed to multiple edge servers to keep responding to users’ requests, making it difficult for cyber-attackers to paralyze the entire network [20].

On the other hand, the research works for CDN anomaly detection are very limited, because CDN operators (e.g., Akamai, Limelight) often keep CDN traffic data private due to liability implications [21]. Most research works of anomaly detection in caching networks are for information-centric networks (ICNs) [22]. Information-Centric Networking (ICN), alternatively known as Named Data Networking (NDN) or Content-Centric Networking (CCN), is a future Internet architecture that can be regarded as an improved version of CDNs to provide large-scale content delivery with less resource footprint and system complexity [19] [23]. Caching is an essential component in both ICNs and CDNs, since they both aim to provide efficient content delivery through caching mechanisms [1] [19]. Thus, ICNs and CDNs are both vulnerable to the cyber-attacks that aim to disrupt caching services, like DoS attacks and CPAs. The main difference between ICNs and CDNs is that ICNs assign a unique name for each content as its identifier to replace IP addresses for content delivery, while IP address information is required in CDNs [19] [24].

B. Service Targeting Attacks in CDN

However, the use of caching mechanisms introduces several vulnerabilities to caching networks, especially CDNs [18]. Several service targeting attacks can be carried out on CDNs
to disrupt their services by exploiting the caching mechanisms of CDNs.

Firstly, if a cache misses occurs, even though the content can be an unpopular or illegitimate file, the edge server close to the end-user will fetch this content from the central server and store it in the cache space. However, due to the memory constraints of server machines, a cache can only save a limited number of contents [25]. Based on this caching strategy, cyber-attackers can send a large or moderate number of requests for unpopular contents to occupy the cache space of certain edge servers. This attack is called a cache pollution attack (CPA) that aims to pollute the cache space of certain edge servers [17]. CPAs are one of the most severe threats on emerging content networks, including ICNs and CDNs, because the caching mechanisms have made it easier for cyber-attackers to corrupt cache by requesting unpopular or invalid contents [6] [23]. The performance and services of caching networks can be significantly degraded by CPAs. After being attacked by CPAs, the cache of compromised nodes is filled with unpopular contents, resulting in a high cache miss rate and latency for popular contents requested by legitimate users [17]. Due to the latency issues caused by CPAs, CPAs are especially damaging for the transmission of latency-sensitive contents, like live-streaming contents [20]. A CPA scenario for CDNs is shown in Fig. 1.

CPAs can be classified as locality-disruption attacks (LDAs) and false-locality attacks (FLAs) based on their behaviors [5]. LDAs are launched by sending a moderate number of requests for a large number of low-popularity contents to occupy the cache space that should belong to popular contents, therefore degrading the locality of cache files and cache efficiency. On the other hand, FLAs are launched by repeatedly sending a large number of requests for a few targeted low-popularity contents to constantly refresh these polluted contents and occupy certain areas of the cache space, thereby degrading the cache hit rate of legitimate requests.

Secondly, since CDNs respond to every incoming request with Internet content in chronological order, cyber-attackers can send a sudden burst of requests to certain nodes to overwhelm these edge servers, named denial of service (DoS) attacks [7]. DoS attacks are the most common attack that can stop the entire network from functioning shortly or indefinitely to prevent legitimate clients from accessing content [7].

Unlike ICNs that are vulnerable to a special type of DoS attack, named Interest flooding attacks (IFAs), due to its Pending Interest Table (PIT) strategy for content caching, common DoS attacks launched in CDNs are conventional Hypertext Transfer Protocol (HTTP) flooding attacks [27]. These DoS attacks intend to exhaust the network and memory resources of CDN nodes, so that the requests from legitimate users may be delayed or their requested contents cannot be cached by these affected nodes, causing cache misses or late responses [20]. A DoS scenario for CDNs is shown in Fig. 1.

As a special case of DoS attacks, distributed DoS (DDoS) attacks are carried out by utilizing multiple compromised devices, named bots, to send a sudden burst of requests together to certain nodes, while DoS attacks can be launched by a single machine. It is more difficult to detect DDoS attacks than DoS attacks since they are carried out from multiple locations instead of a single origin [3] [7].

As CPAs and DoS attacks are two common types of service targeting attacks that pose severe threats to CDNs to make caching mechanisms, the core of CDNs, unavailable to legitimate users, the major purpose of this work is to protect CDNs against these two attacks.

C. Anomaly Detection in CDN

CDNs themselves can mitigate DoS and DDoS attacks, since they use highly distributed edge servers that can disperse the traffic to avoid the entire system breakdown [20]. However, latency will still be increased due to the unavailability of edge nodes caused by attacks. Additionally, if DoS attacks cannot be detected and compromised nodes cannot recover, more CDN edge servers and clients will be affected by the attacks, and the entire system will fail eventually. Certain conventional mechanisms, like firewalls and filtering techniques, can mitigate DoS attacks by limiting the amount of traffic entering the CDN. However, DoS attacks and crowd events have similar patterns, making it difficult for conventional mechanisms to filter only the attacks [3]. Thus, there is a need to develop an anomaly
detection system to distinguish them. On the other hand, compared to DoS attacks, CPAs are more flexible, stealthy, and challenging. CPAs can be launched by sending a moderate number of requests for certain unpopular contents to retain them in the cache through the normal content delivery process, making it difficult for conventional mechanisms to defend against CPAs. This emphasizes the importance of anomaly detection system development.

CDNs usually have firewalls and authentication mechanisms as their first layer of defense. Anomaly detection systems can be incorporated into CDNs as the second layer of defense to identify attacks that have breached the first layer of defense. Identifying those attacks is crucial because they may be more malicious than the attacks that are blocked by the first layer of defense [28]. Additionally, anomaly detection systems can adapt to the changing patterns of cyber-attacks by analyzing the continuously-generated CDN log data that reflect the current network states. Thus, the work aims to propose an anomaly detection system to detect service targeting attacks (i.e., CPAs and DoS attacks) and abnormal network entities from multiple perspectives to secure CDNs.

III. RELATED WORK

A. CPA & DoS Attack Detection

Service targeting attacks, including CPAs and DoS attacks, pose a severe threat to caching networks, such as CDNs and ICNs [5] [18]. As the leading CDN service provider, Akamai Technologies reported in 2019 that more than 800 types of DoS attacks were found in financial services industries [29]. These DoS attacks can exploit vulnerabilities towards the websites and disturb the financial services, causing severe financial losses. Due to the lack of serious scrutiny for cached contents, real-world CDNs are vulnerable to multiple caching-related attacks, like CPAs, which have been recorded in the “Vulnerability Notes Database” [30]. Moreover, Nguyen et al. [25] proposed a new caching attack, Cache-Poisoned Denial-of-Service (CPDoS), that targets CDNs and other vulnerable caching systems. CPDoS attacks combine the ideas of CPA and DoS attacks by sending a large number of requests with malicious headers to pollute cache space and paralyze victim websites.

Several research works have focused on CPA detection. Conti et al. [22] conducted experiments to prove that CPAs are a realistic threat to caching networks and proposed a lightweight detection technique to detect CPAs accurately. However, the experiments were conducted on a simulated network instead of a real-world network. Xie et al. [31] proposed a novel method named CacheShield to avoid storing the low-popularity contents (less than the popularity threshold) in servers’ caches. However, this strategy can also reject certain legitimate contents, and is inefficient for gradually enhanced attacks. Karami et al. [32] proposed an Adaptive Neuro-Fuzzy Inference System (ANFIS) to mitigate CPAs in ICNs. In ANFIS, every content will be given a grade to measure its goodness, and the system will replace low-grade contents in caches with high-grade contents based on a goodness threshold to mitigate cache pollution. However, it has high overhead costs. On the other hand, the above CPA detection methods are all based on threshold mechanisms, but they lack adaptability to complex and changeable network environments.

Many recent research works have considered DoS attack prevention and detection. Rahman et al. [7] proposed a distributed virtual honeypot method to mitigate DoS attacks in CDNs. This method can maintain smooth content delivery in CDN edge servers, but cannot protect the main server. Moubayed et al. [33] proposed an ensemble learning classifier to effectively detect several types of domain name system (DNS) attacks, including cache poisoning and DoS attacks. The proposed method achieves high accuracy but does not analyze the detection results with related features to summarize attack patterns for future anomaly detection. Kumar et al. [35] [36] proposed a security framework based on the software-defined perimeter (SDP) to protect modern networks from being breached by DoS attacks. Certain DoS attacks can be effectively defended or prevented by the proposed method, but it lacks the capacity to detect the malicious attacks that have already breached the networks.

B. Abnormal IP & Node Detection

Detecting abnormal network entities, including abnormal client IP addresses and nodes, is important for CDN protection. Several recent works have extracted network features from the client IP point of view for anomaly detection. Lee et al. [27] proposed CDN request routing and site allocation algorithms to distinguish between the requests from DoS attackers and legitimate users in CDNs, but they did not consider other attack types. Chiba et al. [37] proposed a novel method that can effectively extract features from the structures of IP addresses and applied the support vector machine (SVM) model to detect malicious websites. Pinto et al. [38] presented and utilized SVM on the network traffic data to identify malicious IP addresses and achieved the cross-validation accuracy of 83% to 95%. Fiadino et al. [39] used the HTTP flow data collected from a primary European Internet service provider to detect traffic anomalies in CDNs. However, only detecting numerically abnormal traffic is insufficient to identify cyber-attacks accurately.

Detecting compromised nodes is also a critical process to ensure a quick recovery and reliable functioning of networks. La et al. [40] proposed a misbehavior node detection algorithm using a weighted-link method to secure a hierarchical sensor network. Berjab et al. [41] proposed a novel framework based on observed spatiotemporal (ST) and multivariate-attribute (MVA) sensor correlations to detect abnormal nodes in wireless sensor networks (WSNs). Pandey et al. [42] proposed an innovative method that uses intrusion detection system (IDS) agents to identify compromised nodes in WSNs according to their behavior, and the proposed method shows efficiency in small networks. However, the above methods lack a root cause analysis to find what caused the abnormal nodes for the purpose of future intrusion prevention.
C. Research Contributions

Many of the research works presented in this section are promising and have achieved good outcomes. However, most of them use software like the network simulator version 3 (NS-3) to build a simulated network for data collection, which may be biased or noisy. In our work, a recent real-world CDN access log dataset collected from a major operator is used to show the effectiveness of applying our proposed anomaly detection model to real-world networks.

On the other hand, most existing research works only detect anomalies from a single perspective, like the client IP or the service provider perspective. This is often insufficient to validate whether the detected abnormal network behavior is due to malicious cyber-attacks or legitimate network events. Thus, many false alarms may be returned. Caltagirone et al. [43] proposed a pivoting intrusion analysis model named “diamond” that uses the communication information between compromised nodes and malicious IP addresses to reveal the detail of attackers, but it is only a theoretical model. On the other hand, our proposed method extracts more CDN attributes/features and conducts anomaly detection from several different perspectives, and then performs a multi-perspective analysis to validate anomaly detection results for the purpose of false alarm reduction.

Moreover, many recent research works treat ML models as black-box methods and do not analyze how the detected anomalies and corresponding features can reflect a specific type of cyber-attack. In our proposed method, the behaviors and characteristics of CPA and DoS attacks from multiple perspectives are summarized and analyzed together with the ML-based anomaly detection results to perform a root cause analysis and find which type of cyber-attack or event causes the anomalies. Ultimately, both the abnormal network entities and their corresponding cyber-attack types will be detected effectively.

IV. Proposed Anomaly Detection Framework

A. System Overview and Deployment

The proposed method aims to characterize abnormal events and separate them from normal network events based on the analytics of CDN access log data from different perspectives, including content, client IP, account-offering, and node perspectives. Fig. 2 depicts the framework of the proposed anomaly detection model. The overall architecture of the proposed system is divided into four parts: data pre-processing, feature engineering, anomaly detection, and data labeling. At the first stage, the raw access log data is pre-processed and cleaned to generate a sanitized dataset. A comprehensive feature engineering method is then implemented to extract the datasets that can effectively reflect the behaviors of network attacks from different perspectives. Next, the extracted datasets are trained by an optimized unsupervised anomaly detection model based on GMM, iForest, and BO to discern between abnormal and normal data patterns. At the last stage, a multi-perspective validation analysis is conducted to reduce the errors in the anomaly detection results. Ultimately, abnormal network entities, including malicious IPs, abnormal contents, and compromised nodes, as well as their corresponding cyber-attack types, can be effectively detected to secure CDNs.

For the deployment in CDNs, the proposed anomaly detection system can be placed in both the central server and edge servers, as shown in Fig. 3. In edge servers, the proposed system can keep monitoring the network traffic to detect abnormal network entities and send alarms to the central server as soon as an attack occurs; hence, the central server can notice other edge servers and make corresponding countermeasures. When placed in the central server, the proposed system can have a comprehensive view of the operation of the entire network, and can protect the central server when certain edge servers have been exploited by attackers to breach the central server. Specifically, in each edge or cloud server, all the network traffic that is not stopped by the first layer of defense (e.g., firewalls) will be captured by network taps or sniffers, and then analyzed by the proposed anomaly detection system [44]. The large traffic can also be stored in a database for comprehensive analysis by the proposed anomaly detection system. If an attack is detected in an edge or cloud server, all the edge and cloud servers will receive an alarm. As such, the network administrators in the central server and edge servers can make corresponding countermeasures to stop current attacks and prevent future attacks.

V. Problem Statement

A. Data Acquisition and Preprocessing

For the purpose of network anomaly detection, data acquisition is the first phase of any ML-based model framework. Due to the complexity of modern network configurations, numerous network fields are often recorded in network log data to reflect network states and characteristics. For instance, the authors in [45] provided 248 unique network features that can be collected from the network packets transmitted between clients and servers. However, considering hundreds of network features for anomaly detection is often unrealistic due to limited budgets and resources. Additionally, a large number of features that include many irrelevant features may introduce noises, which have an adverse impact on the performance of ML models.

In this paper, we focus on anomaly detection in CDN access logs. In network communications, access logs record the information of all requests for the contents that users have requested from web servers. The information includes client IP addresses, timestamps, protocol, user-agent information, uniform resource locator (URL) of content, etc. [46]. Analyzing access logs can help us recognize the states and behaviors of a network in various time periods. Access logs are often recorded in a combined log format that contains multiple network fields for each request, as described in [46]. The following is an example of a record in general access logs:

```
127.0.0.1 - - [12/Dec/2016:04:54:20 -4000] “GET /support.html HTTP/1.1” 200 11719 -
"Mozilla/5.0(compatible;Googlebot/2.1;+http://www.google.com/bot.html)“ . . .
```

The access log data used in our paper is a general network access log acquired from real-world web servers. In this 169
GB access log data provided by the CDN operator, there are more than 0.4 billion requests/samples and 30 fields that characterize the behavior of each request. This CDN log data contains data samples with various characteristics and probability distributions, enabling the detection of different types of cyber-attacks.

Although 30 network fields are available in the CDN access logs, only part of them are useful for anomaly detection, and other fields are irrelevant or for other uses. After preliminary analysis on the CDN dataset and potential abnormal behaviors, 12 fields that might be helpful for anomaly detection are selected, including IP address, timestamp, HTTP method, status code, bytes returned, request delivery time, service type, cache hit indicator, node name, account-offering, content-URL, and content type. These features are also the standard access log features described in [46]. The description of the preliminarily selected network fields is shown in Table I. Other fields that do not have a direct impact on cyber-attack detection, such as protocol, network name, referrer string, are removed from the feature set, because they have either the same values or empty values for almost all the requests. To ensure accurate feature selection, HITL is used for feature validation. Thus, this preliminary feature selection process is validated by multiple cybersecurity experts and industrial partner security network engineers. The experts are from multiple organizations, including third and disinterested parties. All the experts involved in this work can guarantee their professionalism, objectivity, and impartiality in the analysis procedures.

After obtaining the reduced raw data, several steps are completed to clean and pre-process the data.

In the first step, apparent noise or error data, mainly the request samples with many empty fields, are discarded. Then, certain features, like the timestamp, are formatted for easier
comparison or calculation. Moreover, string features, like the service category (dynamic or static) and cache hit indicator (hit or miss), are converted to binary or numerical features for easier calculation.

Data cleaning is then followed by data normalization. Data normalization is beneficial when features have different ranges since features with larger ranges are often considered more important than smaller range features in ML model training, which can cause misleading results. Therefore, the datasets are normalized by the min-max normalization method to be in the range of 0 to 1 [28]. The normalized value of each feature value, \( x_n \), is denoted by,

\[
\frac{x - \min}{\max - \min}
\]

where \( x \) is the original feature value, \( \min \) and \( \max \) are the minimum and maximum values of each original feature.

Min-max normalization is chosen in the proposed framework due to two main reasons [47]:

1) Min-max scaling can transform all the features to have the same range of \([0, 1]\), making it easier for ML models to process the dataset and for people to compare the results; while many other normalization methods cannot obtain the exact same range of features;

2) Compared to other methods, like standard scaler and power transformer, the min-max scaler is more sensitive to outliers, enabling the ML algorithms to detect anomalies more accurately, as the purpose of this work is to identify anomalies and attacks.

The use of min-max normalization can improve the accuracy of ML models and reduce the difficulty of result analysis. Nevertheless, the performance of using different normalization methods is often very similar [47]. Additionally, as normalization is a small part of ML pipelines, it does not have a significant impact on the final anomaly detection results. Other procedures, including feature engineering, unsupervised learning model development, and multi-perspective validation, are more important.

B. Feature Engineering

Although there are 12 features for each request in the initial dataset, it is difficult to identify abnormal network entities and cyber-attacks using only the original request dataset since a single request is often insufficient to reflect network anomalies or attacks. Thus, other features that can effectively reflect abnormal network behaviors should be extracted or generated for the purpose of anomaly detection.

Feature engineering aims to obtain useful features from the log traces collected from CDN deployment based on domain knowledge [3]. In this paper, a multi-perspective feature engineering method that extracts features from four main perspectives: content, client IP, service provider (node), and account-offering, is proposed to obtain the dedicated datasets for different purposes. The generated datasets extracted from different perspectives can be processed separately and then analyzed together to detect abnormal network events more accurately than any single perspective. In the proposed framework, detecting malicious client IPs and compromised nodes is the main objective; the information collected from the content and account-offering perspectives is the supporting information for more accurate abnormal IP and node detection. To detect CPAs and DoS attacks, their main characteristics reflected from the four considered perspectives are summarized below.

The content perspective is to monitor the properties of the requested and cached contents. From the content perspective, it is beneficial to identify the abnormal contents that might be used by attackers to launch cyber-attacks. The abnormal traffic that characterizes a CPA is a sudden burst or a periodic sending of requests for low popularity contents. Additionally, most CPAs are used to breach a few targeted nodes, so for each abnormal content, the number of requests sent to each targeted node should also be large. On the other hand, if a content gets a large number of requests from many different IPs, there might be a crowd event or a distributed denial of service (DDoS) attack.

The service provider perspective is meant to monitor the edge servers or nodes that receive requests and transmit contents through CDNs. The cache hit rates and data transfer rates of compromised nodes are often degraded due to uncached legitimate contents and network unavailability/congestion caused by CPAs or DoS attacks. The average content popularity of each compromised node is also reduced by CPAs since the node’s cache space will be occupied by unpopular files. The affected nodes should be identified and isolated as soon as an intrusion occurs so that other legitimate nodes can avoid communicating with the compromised nodes until recovery.

The client IP perspective is meant to monitor clients that send requests for the contents provided by servers. Considering the client IP perspective enables us to detect potential malicious clients, allowing us to stop or prevent cyber-attacks by blocking the requests from these malicious IP addresses. Detecting abnormal client IPs is crucial because these IP addresses represent the origins of cyber-attackers. Attackers that are launching different types of attacks exhibit different behaviors. For CPA attackers, they send high-frequency requests for low popularity contents, while DoS attackers may send a sudden burst of requests for files with any popularity. Additionally, for the two types of CPA attackers, LDA attackers send requests for a large number of unpopular contents, while FLA attackers only send requests for a few targeted contents, but the number of requests sent for each content (request per content ratio) is often large.

The account-offering (AO) perspective indicates the streaming source that provides a specific type of service, such as static, live streaming, and progressive download content distribution. An AO’s configuration also determines the behavior of its serviced client IPs. If certain IPs behave abnormally and do not match the AO configuration patterns, they have a high probability of being anomalies. Thus, the analysis from the AO perspective can help us validate whether the anomaly detection results are real attacks or false alarms.

The extracted features from four perspectives are summarized in Tables III - V. After attack pattern analysis in Section II-B, we found that only some of the features have a direct
The popularity of per content, represented by the normalized number of IPs that sent requests to per content.

Cache hit rate The number of cache hits divided by the total number of requests for per content.

Request per IP ratio The ratio of the total number of requests sent to per content to the total number of IPs which sent requests for per content.

Request per node ratio The ratio of the total number of requests sent to per content to the total number of nodes which received requests for per content.

TABLE III
DESCRIPTION OF EXTRACTED FEATURES FROM THE NODE PERSPECTIVE

| Perspective | Feature | Description |
|-------------|---------|-------------|
| Node        | Cache hit rate | The number of cache hits divided by the total number of requests received by per node |
|             | Cache hit rate of legitimate IPs | Average cache hit rate of IPs which only requested for popular contents on per node |
|             | Data transfer rate (MB/s) | The total bytes returned divided by the total delivery time for per node |
|             | Request error rate | The percentage of requests with errors (4xx/5xx status code) received by per node |
|             | Average request popularity | Average content popularity of requests received by per node |
|             | Account-offering request rate | The percentage of requests sent through per account-offering for per node, e.g., “account1: 80%, account2: 20%” |

TABLE IV
DESCRIPTION OF EXTRACTED FEATURES FROM THE CLIENT IP PERSPECTIVE

| Perspective | Feature | Description |
|-------------|---------|-------------|
| Client IP   | Number of requests | The total number of requests sent by per IP |
|             | Average request interval | The average time interval between consecutive requests sent by per IP |
|             | Number of nodes | The total number of unique nodes that received requests from per IP |
|             | Number of contents | The total number of unique contents requested by per IP |
|             | Request per content ratio | The ratio of the total number of requests sent by per IP to the total number of contents requested by per IP |
|             | Request per node ratio | The ratio of the total number of requests sent by per IP to the total number of nodes which received requests from per IP |
|             | Average request popularity | Average content popularity of requests sent by per IP |
|             | Cache hit rate | The number of cache hits divided by the total number of requests sent by per IP |
|             | Request error rate | The percentage of requests with errors (4xx/5xx status code) sent by per IP |
|             | Account-offering request rate | The percentage of requests are sent through per account-offering for per IP, e.g., “account1: 80%, account2: 20%” |

TABLE V
DESCRIPTION OF EXTRACTED FEATURES FROM THE ACCOUNT-OFFERING PERSPECTIVE

| Perspective | Feature | Description |
|-------------|---------|-------------|
| Account-offering (AO) | Number of requests | The total number of requests through per AO |
|             | Number of nodes | The total number of unique nodes that received requests sent through per AO |
|             | Service type | The type of service provided by per AO, e.g., static, live streaming, progressive download, etc. |
|             | Content type | The type of content provided by per AO, e.g., image, video, audio, text, etc. |
|             | Cache hit rate | The number of cache hits divided by the total number of requests sent through per AO |
|             | Request popularity | Average content popularity of requests sent through per AO |

impact on the detection of CPAs and DoS attacks. Considering more features may cause misleading results or additional computational time. Thus, the most important features that can directly reflect the attack patterns are selected in the proposed method, based on the potential feature patterns/characteristics of CPAs and DoS attacks summarized in Tables VI and VII. The selected features can reflect most scenarios of a CDN that is under CPA or DoS attacks.

Considering the original features in Table I, except for the HTTP method, all other raw features in Table II have been used to create the final features in Tables V - VII. Specifically, “IP”, “Node”, and “Content-URL” are used to extract datasets from the IP, node, and content perspectives, “Timestamp” is used to calculate the average request interval of client IPs, “Status code” is used to calculate the request error rate of nodes, “Bytes” and “Delivery time” are used to calculate the data transfer rate, “Cache hit indicator” is used to calculate the cache hit rate of IPs and nodes, “Account-offering”, “Service type”, and “Content type” are used to determine the behaviors of account offerings for result validation purposes. Therefore, the fields selected by the cybersecurity experts do not include any noise. “HTTP method” is removed because DoS and CPAs can be launched using any HTTP method, whether they use GET, POST, or any other HTTP methods; hence, it is irrelevant for DoS & CPA detection. Although the “HTTP method” is irrelevant for CPA & DoS attack detection, it can still be used for other tasks, like the detection of other types of attacks.

This feature extraction and selection process can be automated as a general feature engineering method by summarizing the potential patterns of certain types of cyber-attacks and selecting the features that can reflect the attack patterns, as discussed in this subsection. Through this process, the proposed multi-perspective feature engineering method can extract and select the core features to reflect CPA and DoS attacks for the anomaly detection model development presented in the next subsection.

C. Unsupervised Anomaly Detection

1) Compromised Node Detection: The extracted node-based dataset contains the information about 50 different nodes. To detect abnormal or compromised nodes, isolation forest (iForest) [13], an unsupervised outlier detection algorithm that aims to separate isolated data samples (anomalies)
The proposed abnormal node detection method has two main steps:

1) Use iForest, an outlier detection algorithm, to separate numerically abnormal samples from normal samples.
2) Analyze the behaviors of each numerically abnormal node, and label the nodes that match the summarized patterns/characteristics of different types of attacks.

iForest is an ensemble learning algorithm constructed with multiple binary search trees, named isolation trees (iTrees) [48]. Each iTree is constructed by splitting the samples based on feature values. The number of splittings required to isolate a sample indicates its path length (i.e., the number of edges from an iTree’s root node to its leaf node). The path length of anomalies is often shorter than normal samples. This is because normal samples are often the majority and in dense areas, making it unlikely for an iTree to isolate them from each other, while anomalies are the opposite. A score is given to each sample based on the path length, so that the outliers that are sparsely distributed and distant from the dense normal samples can be detected [48].

iForest is chosen for abnormal node detection due to the following reasons [13] [48]:

1) Unlike many other ML algorithms, iForest performs well on small-scale data to which the node-based dataset belong. This is because iForest uses the short path length of data samples to indicate the anomalies, which can be obtained regardless of data size.
2) Unlike clustering algorithms, iForest does not require anomalies to have similar characteristics to detect them since it discerns outliers from normal samples based on data density.
3) iForest is computationally efficient because it has a linear time complexity of $O(N)$, a low memory requirement, and parallel execution support.
4) iForest has good interpretability since it uses a tree-structure to make decisions and split data samples.

To develop an effective ML model for a specific task, hyper-parameter tuning should be implemented to detect the hyper-parameter configuration that can return the optimal architecture of the ML model [49]-[52]. As an important hyper-parameter of iForest, the contamination level determines the proportion of data samples that will be detected as outliers. To build an optimized iForest model, the contamination level is tuned using Bayesian optimization (BO).

BO algorithms are a set of efficient hyper-parameter optimization (HPO) methods that detect the optimal hyper-parameter based on the currently-evaluated results [53]. In BO, a surrogate model is used to fit all the currently-tested samples into the objective function; an acquisition function is then used to locate the next points by considering both the unexplored regions and currently-promising regions in the search space [54].

Gaussian process (GP) is a common surrogate model for BO. In GP surrogate models, any finite combination of the random variables follows a Gaussian distribution [55]:

$$p(y|x, D) = N(y|\hat{\mu}, \hat{\sigma}^2),$$

where $D$ is the hyper-parameter configuration space, $y = f(x)$ is the objective function value for each hyper-parameter configuration with its mean as $\hat{\mu}$ and covariance as $\hat{\sigma}^2$.

The BO method using GP (BO-GP) has a time complexity of $O(N^3)$ and a space complexity of $O(N^2)$ [55]. BO-GP is inefficient for a large hyper-parameter search space but exhibits great performance on optimizing a small number of continuous or discrete hyper-parameters. Thus, BO-GP is used to optimize the contamination level of the iForest model. The silhouette coefficient [56] [57], a distance-based metric that can measure the similarity of normal samples and the difference between numerically normal and anomalous samples, is chosen to be the metric of the iForest model and used as the objective function to be optimized by BO-GP.

After using the optimized iForest model to detect abnormal nodes, many false positives will be returned since many of the detected compromised nodes do not match the cyber-attack patterns. Mainly, the cache hit rate of the compromised nodes and their serviced legitimate client IPs should be reduced due to attacks. The data transfer rate and average popularity of the abnormal nodes should also be low due to network congestions and the filled cache space occupied by unpopular files, respectively. On the other hand, although certain other isolated data points, like the nodes that received a very small number of requests or returned a very high data transfer rate, are numerically different from most normal nodes, they are unlikely to be under CPA or DoS attacks. Therefore, the patterns of the detected anomalous nodes are compared with the behaviors of potentially compromised nodes summarized from normal samples, is utilized in the proposed framework.

**TABLE VI**

| Attack Type | Perspective | Feature                  | Abnormal Patterns |
|-------------|-------------|--------------------------|-------------------|
| CPA         | Node        | Cache hit rate           | Low               |
|             |             | Cache hit rate of legitimate IPs | Low               |
|             |             | Data transfer rate (MB/s) | Low               |
|             |             | Average request popularity | Low               |
| Client IP   |             | Number of requests       | Large             |
|             |             | Average request interval  | Short             |
|             |             | Number of nodes          | Small             |
|             |             | Request per content ratio | LDA: Low           |
|             |             | Request popularity       | Low               |
| Content     |             | Popularity               | Low               |
|             |             | Request per IP ratio     | FLA: High         |
|             |             | Request per node ratio   | High              |
| AO          |             | Request popularity       | Low               |

**TABLE VII**

| Attack Type | Perspective | Feature                  | Abnormal Patterns |
|-------------|-------------|--------------------------|-------------------|
| DoS         | Node        | Cache hit rate           | Low               |
|             |             | Cache hit rate of legitimate IPs | Low               |
|             |             | Data transfer rate (MB/s) | Low               |
|             |             | Request error rate       | High              |
| Client IP   |             | Number of requests       | Large             |
|             |             | Average request interval  | Short             |
|             |             | Number of nodes          | Small             |
|             |             | Request hit rate         | Low               |
|             |             | Request error rate       | High              |
| AO          |             | Request hit rate         | Low               |
in Tables VI & VII. Ultimately, the affected nodes that match the abnormal patterns are preliminarily labeled abnormal.

2) Abnormal Content & Client IP Detection: Unlike the node-based dataset that only contains 50 unique nodes, both the content-based datasets and IP-based datasets have more than one million unique contents or unique IPs. For large-scale data, only using a binary outlier detection method (e.g., iForest) is insufficient to identify attack samples, because using only two categories cannot describe various normal and abnormal patterns, and numerical anomalies may not be the true attack samples since cyber-attacks have their own specific patterns or characteristics, as described in Section IV-C.

For large-sized data, clustering algorithms would be more effective in identifying abnormal contents and IP addresses since they can obtain multiple numerically abnormal clusters, enabling us to determine the true anomalies by comparing the characteristics of the abnormal clusters with the specific attack patterns. Clustering algorithms are a set of unsupervised learning models that aim to group data points into different clusters. Data samples in the same cluster should have similar patterns or properties, while those in different clusters should have different patterns [58].

The proposed abnormal IP and content detection method has two main steps:

1) Use a clustering algorithm to group the client IPs or contents into a sufficient number of clusters.
2) Analyze the characteristics of each cluster, and label the IPs or contents in this cluster as “normal” or “abnormal” based on the summarized patterns of different types of attacks.

Gaussian mixture model (GMM) is a distribution-based clustering constructed with multiple Gaussian distribution components and a probability density function [14]. GMM models data points by utilizing Gaussian distribution models with parameters estimated by the expectation-maximization (EM) algorithms. In GMM, each Gaussian component can be denoted by a multivariate Gaussian distribution [14]:

\[ G(x \mid \mu, \Sigma) = \frac{1}{(2\pi)^{D/2} |\Sigma|^{1/2}} e^{-\frac{1}{2}(x-\mu)^T \Sigma^{-1} (x-\mu)} \]  

where \( x \) is the data points, \( \mu \) is the mean or the expectation of the Gaussian distribution, \( \Sigma \) is the covariance, and \( D \) is the dimensionality of the dataset.

A GMM with \( K \) Gaussian components models the data by the following probability density function [14]:

\[ p(x \mid \theta) = \sum_{i=1}^{K} \pi_i G(x \mid \mu_i, \Sigma_i) \]  

where \( \theta = \{ \pi_i, \mu_i, \Sigma_i \} \) are the parameters of GMM, \( \pi_i \) is the weight of each Gaussian component, and \( \sum_{i=1}^{K} \pi_i = 1 \).

The GMM parameters are obtained by the EM algorithm that repeats two main steps until convergence: the E-step calculates the expectation of each Gaussian component, and the M-step maximizes the calculated expectations to update the parameters of Gaussian distributions [14]. The time complexity of training a GMM is \( O(NKD^2) \) for \( N \) data instances, \( K \) Gaussian components, and \( D \) features or dimensions [59].

The main reasons for choosing GMM for the content-based and IP-based datasets are:

1) Based on the visualization of the probability density functions, most of the extracted features on the content and client IP sides follow Gaussian or near-Gaussian distributions. Additionally, GMM considers feature covariance and can model more flexible cluster shapes than many other clustering methods, like k-means, which can only return globular cluster shapes. Therefore, GMM can fit the datasets effectively.

2) Unlike many other clustering algorithms, like k-means and hierarchical clustering, which can only return a cluster label or identity number, GMM is able to give a confidence value to each test sample, indicating the probability of belonging to each cluster. The probability can be used to find uncertain samples and take further actions to reduce errors.

3) Although k-means has a training time complexity of \( O(NKD) \) [60] that is lower than GMM, the training time of GMM is still low because the proposed feature engineering method has effectively reduced the dimensionality of the data. On the other hand, the runtime complexity of a GMM is also \( O(NKD) \), so the execution time of running an trained GMM is low.

For the GMM applied to the CDN datasets, it has a major hyper-parameter that requires tuning, which is \( K \), the number of clusters or Gaussian components [55]. Identifying an optimal value of \( K \) is crucial since it determines whether a sufficient number of Gaussian components are constructed to describe and distinguish normal and abnormal data patterns. On the other hand, a too-large \( K \) will lead to additional model training time.

Since GMMs only have a discrete hyper-parameter, the number of Gaussian components, that requires tuning in most cases, BO-GP serves as an effective HPO method for GMMs [55]. The silhouette coefficient is also selected as the metric of the GMM model since it measures how similar a data sample is to other data samples within the same cluster and how different a data sample is from the samples in other clusters.

After grouping the contents and IPs into optimized numbers of clusters using GMM and BO-GP, the characteristics of each cluster will be analyzed based on the DoS & CPA patterns, and the clusters that match the abnormal content and IP patterns summarized in Tables VI & VII are deemed to have passed the initial detection. The IPs and contents in these clusters are preliminarily labeled “abnormal” at this stage.

D. Multi-perspective Result Validation

Using unsupervised machine learning algorithms, including GMM and iForest, enables us to distinguish numerically abnormal content, nodes, and IPs from normal ones. However, certain legitimate events, like misconfigurations and crowd events, may perform similar behaviors as cyber-attacks and be misclassified as anomalies. Therefore, a multi-perspective result validation analysis is performed to eliminate the false alarms and improve the detection rate, so as to identify the real network entities affected by CPAs and DoS attacks.
1) Time-series Analysis: At the first stage of result validation, time series analysis is conducted by analyzing the changes of certain features in periods (e.g., hourly and daily changes) to find the abnormal events and potential attacks.

The major feature changes to be monitored in general CDN access log data for DoS & CPA detection include follows:

1) The changes in the hourly number of requests can help us to find potential crowd events and DoS attacks when there is a sudden burst of requests in certain time periods;
2) The changes in the hourly cache hit rate can help us to detect potential DoS attacks when there is a sudden burst of error requests that aim to exhaust network resources;
3) The changes in the hourly request popularity can be used to identify potential CPAs when certain IPs start to send a large number of requests for unpopular contents, or certain nodes get many requests for unpopular contents.

The general process of time-series validation is shown in Fig. 4. After we find the time periods in which certain features change abnormally, they will be compared with the information about the known legitimate events provided by the CDN operator. If known legitimate events did not occur in these abnormal periods, there is a high probability that cyber-attack occurred. Thus, the active IPs, nodes, and contents in these abnormal periods will be analyzed using the proposed optimized iForest or GMM methods to detect the abnormal network entities affected in potential cyber-attacks. In most real-world applications, legitimate event information should be recorded for network maintenance purposes. In case of no information about legitimate events, expert intervention can be involved in the validation process as a HITL procedure to help determine the real attacks. Moreover, network administrators can still use authentication mechanisms to confirm the identities of all these suspicious entities to identify real attacks.

The cross-perspective analysis is also utilized in the time-series validation process to help validate the real abnormal network entities. To perform the cross-perspective analysis, the results from each perspective are used to validate the results from the other two perspectives. To be specific, the information about the detected compromised nodes can help us to validate the potential malicious IPs which try to attack these nodes and the potential abnormal contents which are used to pollute these nodes. For the abnormal IPs and contents detected from their own perspectives, these results can be used to validate which nodes are targeted by the attackers who utilized these abnormal IPs and contents. Through this process, the true abnormal entities that are affected by attacks can be identified effectively.

In conclusion, time series analysis enables us to locate the specific days or time periods of potential attacks and legitimate events (e.g., crowd events), thus validating the results by analyzing the nodes, IPs, and contents affected during these periods.

2) Account-Offering Analysis: The account-offering (AO) analysis is to analyze anomaly detection results based on the AO configurations and behaviors to distinguish true attacks from legitimate outliers. The potential behavior of an AO can often be estimated based on its configuration. If cyber-attacks occur, the characteristics of the affected AOs can change to abnormal, which can help us to validate the abnormal network entities serviced by these AOs. For example, if an AO that is configured to be the major stream of static content services gets numerous requests for non-existent live streaming contents, DoS attacks might be launched through this AO to overwhelm certain nodes. On the other hand, if an AO is used for the legitimate tests of old progressive download videos, it may be misclassified as anomalies by the proposed unsupervised models because, similar to CPAs, there will also be a large number of requests for low-popularity contents; thus, the affected nodes, IPs, and contents can be false alarms. AO analysis requires the configuration information of AOs to determine whether the AOs’ behaviors match their configurations. The general process of account-offering analysis is shown in Fig. 5. Through this process, the false alarms from legitimate events will be removed to improve the anomaly detection accuracy.

After implementing the optimized unsupervised anomaly detection method and performing the multi-perspective result analysis, the abnormal contents, compromised nodes, and...

Fig. 4. The flow chart of time-series analysis
malicious IPs with their potential attack types can be identified effectively.

VI. EXPERIMENTAL RESULTS & DISCUSSION

A. Experiments Setup

The experiments are conducted on a machine with a 6 Core i7-8700 processor and 16 GB of memory. The dataset used for experiments is 169 GB of 8 days web access logs collected by a major CDN operator from December 12th to 19th, 2016, including 452,264,816 unique requests/samples. Through the proposed multi-perspective feature engineering, we have obtained the IP-based dataset (1,268,027 unique IPs) and the node-based dataset (50 unique nodes) for abnormal IP and node detection. Additionally, the content-based dataset (1,867,584 unique contents) and the account-offering dataset (70 unique AOs) are also generated to support anomaly detection result validation. On the other hand, the dates of crowd events are provided by the CDN operator, including 12th, 14th, and 15th, December 2016 (days 1, 3, and 4). Additionally, the CDN operator has used many conventional security mechanisms as the first layer of defense, including firewalls with filtering mechanisms, authentication, hashing, and load balancers, to mitigate cyber-attacks. Our proposed anomaly detection system serves as the second layer of defense to detect anomalies that are not stopped by the first layer of defense.

At the first stage of the experiments, the anomaly detection model based on iForest and GMM is implemented on the obtained content-based, client IP-based, and node-based datasets individually to preliminarily detect abnormal contents, malicious IPs, and compromised nodes. Once the numerically abnormal network entities are separated from normal entities by the proposed optimized unsupervised learning model, a multi-perspective analysis is then performed to validate the results as the second stage of the experiments. The validation process includes the time-series analysis based on the known legitimate events periods, and the account-offering analysis based on the account-offering configuration information and their practical behaviors. As such, false alarms can be reduced, and real abnormal network entities can be identified effectively.

B. Unsupervised Anomaly Detection Results

1) Compromised Node Detection Results: Based on the extracted node-based datasets, there are 50 unique nodes that have received requests in the 8 days dataset. Through the optimized iForest method that returns the contamination level of 0.22, as well as the comparison between node behaviors and cyber-attack patterns, 11 nodes that have behaved abnormally at least on one day are preliminarily identified as compromised nodes, including the nodes number (No.) 0, 3, 4, 5, 7, 8, 9, 25, 36, 39, and 47. Among the detected abnormal nodes, nodes No. 0, 5, 7, and 25 had a low cache hit rate (less than 0.5), while other abnormal nodes had a relatively high request error rate.

The mean value of each feature for normal and abnormal nodes is shown in Table VIII. It is shown that the compromised nodes have lower cache hit rates and data transfer rates while having higher request error rates than the normal nodes, which is due to potential network congestion and unavailability caused by the attacks. Additionally, the cache hit rates of the legitimate IPs serviced by the abnormal nodes are much lower than the IPs serviced by the normal nodes. A multi-perspective validation will be conducted at the next stage to evaluate the detected abnormal nodes and reduce errors.

2) Abnormal Content Detection Results: 1,867,584 unique contents have been requested in the 8 days dataset. A GMM optimized by BO-GP is trained on the content-based dataset to detect potential abnormal contents that might be used by attackers to launch attacks. As the major hyper-parameter of GMM, the optimal number of Gaussian components is found to be 28, which returns the highest silhouette score of 0.96. As shown in Table IX, the 169 low-popularity contents in cluster...
No. 28 have got a large number of requests on a couple of target nodes. Therefore, these unpopular contents might have been requested many times by CPA attackers to occupy the cache space, making the legitimate and popular contents get cache misses. Therefore, the 169 contents in cluster No. 28 are preliminarily identified as potential abnormal contents. The clusters No. 1-27 are classified as normal clusters based on the comparison with cyber-attack patterns, and the behaviors of the clusters No. 3-27 are omitted in Table IX.

3) Malicious Client IP Detection Results: There are 1,268,027 unique IP addresses in the extracted IP-based datasets. For abnormal IP detection, two GMMs are trained on two different feature sets separately to detect CPA and DoS attacks, respectively.

For DoS attack detection, the major considered features are the number of requests, requests per node ratio, and average request interval. By using BO-GP to optimize the GMM, the optimal number of clusters is found to be 47 with the highest silhouette score (0.55). As shown in Table X, the 310 IPs in cluster No. 47 are detected as potential DoS attack IPs, since they have sent a large number of requests to several target nodes at a very high frequency. Their request popularity is very high (99.8%), so they are unlikely to be CPA IPs.

On the other hand, for CPA detection, the major considered features are the number of requests, request per content ratio, and request popularity. 34 clusters are found to be able to effectively distinguish potential CPA IPs, returning an optimized GMM with the silhouette score of 0.47. The behavior of each cluster is compared with the FLA and LDA patterns summarized in Section IV-C. As shown in Table XI, the 21 IPs in cluster No. 33 are detected as the potential FLA IPs since they have sent a large number of requests to a couple of target nodes for several unpopular contents. Similarly, the 33 IPs in cluster No. 34 are detected as the potential LDA IPs since they have sent a large number of total requests to many unpopular contents to occupy the cache space. Thus, 54 unique IPs are preliminarily identified as potential CPA IPs.

C. Multi-perspective Results Validation

Although ML algorithms can identify the numerically abnormal IPs and nodes, many false alarms may occur, and some real abnormal IPs and nodes may also be ignored. Thus, multi-perspective validation is done based on the in-depth analysis of the datasets, including time series analysis and account-offering analysis.

1) Time Series Analysis: Since only the date information about the crowd events is provided by the CDN operator, the hourly number of requests is calculated to find the specific crowd event time periods, as shown in Fig. 5. According to the hourly number of requests changes, the legitimate event time periods are found to be 00:00-05:00 on day 1, 00:00-02:00 on day 3, and 00:00-03:00 on day 4. By extracting and analyzing the IP-based dataset in these time periods, 250 IPs that have only sent requests in the crowd events have been detected. The daily behavior of these 250 IPs is shown in Table XII. Although they have sent a large number of requests at a very high frequency, since they have only sent requests in the crowd events, and other legitimate IPs in the crowd events got more than 99% cache hit rates, these 250 IPs should belong to legitimate IPs. After checking the 310 IPs that are preliminarily detected as DoS attack IPs by the GMM and described in the last subsection, these 250 legitimate event IPs are removed from the abnormal IP list and labeled normal. Thus, 250 false alarms are removed, and the number of potential DoS attack IPs is reduced to 60 after the first stage of time-series analysis.

At the next stage, in order to find the potential cyber-attack time periods, the hourly cache hit rate changes are calculated
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| Node Labels | Cache hit rate | Legitimate IP cache hit rate | Data transfer rate (MB/s) | Request error rate | Request popularity |
|-------------|----------------|----------------------------|--------------------------|-------------------|-------------------|
| Normal      | 0.886          | 0.928                      | 0.696                    | 0.003             | 0.925             |
| Abnormal    | 0.286          | 0.299                      | 0.374                    | 0.052             | 0.961             |
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| Content cluster No. | Avg. number of requests | Avg. request per node ratio | Avg. request per IP ratio | Avg. cache hit rate | Avg. popularity |
|---------------------|-------------------------|-----------------------------|--------------------------|---------------------|----------------|
| 1                   | 1.0                     | 1.0                         | 1.0                      | 0.134               | 0.0             |
| 2                   | 225.7                   | 8.2                         | 8.2                      | 0.857               | 1.0             |
| ...                 | ...                     | ...                         | ...                      | ...                 | ...             |
| 28                  | 1021.4                  | 601.2                       | 580.8                    | 0.835               | 0.254           |
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| IP cluster No. | Avg. number of requests | Avg. number of nodes | Avg. request interval (s) | Avg. cache hit rate | Avg. request error rate | Avg. request popularity |
|----------------|-------------------------|----------------------|--------------------------|---------------------|------------------------|-------------------------|
| 1              | 4.2                     | 1422                 | 1.44                     | 0.935               | 0.976                  | 0.976                   |
| 2              | 116.4                   | 412                  | 355.8                    | 0.908               | 0.011                  | 0.957                   |
| ...            | ...                     | ...                  | ...                      | ...                 | ...                    | ...                     |
| 47             | 405607.1                | 15.6                 | 0.673                    | 0.868               | 0.124                  | 0.998                   |
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| IP cluster No. | Avg. number of requests | Avg. number of nodes | Avg. request per content ratio | Avg. cache hit rate | Avg. request error rate | Avg. request popularity |
|----------------|-------------------------|----------------------|-----------------------------|---------------------|------------------------|-------------------------|
| 1              | 1.3                     | 1.14                 | 1.0                         | 0.057               | 0.019                  | 0.998                   |
| 2              | 200.4                   | 28.4                 | 1.0                         | 0.699               | 0.007                  | 0.627                   |
| ...            | ...                     | ...                  | ...                         | ...                 | ...                    | ...                     |
| 33             | 4426.6                  | 1.90                 | 769.8                      | 0.856               | 0.040                  | 0.186                   |
| 34             | 16628.4                 | 5.18                 | 1.1                        | 0.077               | 0.019                  | 0.359                   |
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| Day | Avg. number of requests | Avg. number of nodes | Avg. request interval (s) | Avg. cache hit rate | Avg. request popularity |
|-----|-------------------------|----------------------|--------------------------|---------------------|-------------------------|
| 1   | 501600.6                | 21.5                 | 0.021                    | 0.997               | 1.0                     |
| 3   | 459155.2                | 10.5                 | 0.061                    | 0.996               | 1.0                     |
| 4   | 491830.9                | 26.0                 | 0.014                    | 0.997               | 1.0                     |
Fig. 6. The hourly number of requests change in 8 days dataset.

Fig. 7. The hourly cache hit rate change in 8 days dataset.

since the reduced cache hit rate is the most representative behavior of a CDN node that is under a CPA or DoS attack. As shown in Fig. 7, the hourly cache hit rate remains stationary during the eight days except for 13:00-15:00, day 4. An abnormal event might occur in this time period, so this time period is labeled as an abnormal event period.

To determine the root cause of the significant cache hit rate drop, we have analyzed the requests, nodes, and client IPs in this abnormal period. Firstly, most of the requests in this abnormal period have got the status code 404, indicating resource-not-found errors. Thus, attackers have sent many requests for non-existing contents to cause many cache misses. A large number of 404-error requests will exhaust the network resources and cause network unavailability or congestion, so a DoS attack might occur during this abnormal period.

In the next step, we have explored the compromised nodes in this abnormal period. It is found that most of the 404-error requests have been sent to node No. 25, so it is the major target of the attack. Additionally, 10 other nodes are found to be the secondary targets since they also got many 404-error requests during the abnormal period, but not as many as node No. 25. As shown in Table XIII, node No. 25 had a very low cache hit rate (0.21) and a very high request error rate (0.61) on day 4. The other 10 compromised nodes’ cache hit rates are also slightly reduced on day 4, and their request error rates on day 4 are much higher than their error rates on other days. By comparing the compromised nodes in this abnormal event period with the abnormal nodes detected by iForest in Section V-B, three more abnormal nodes missed by the iForest but detected by the time-series validation process, nodes No. 28, 33, and 42, are added to the detected abnormal node list. Although these three nodes’ cache hit rates are not very low (more than 76%), they have also been affected by the potential cyber-attacks on day 4. Thus, 14 unique nodes are labeled as abnormal nodes at this stage.

After that, the 11,834 client IPs that have sent requests in the abnormal event period are also analyzed. An optimized GMM is utilized to cluster these 11,834 IPs into 10 clusters, which has the highest silhouette score of 0.73. As shown in Table XIV, among the 10 clusters, the 103 IPs in the cluster No. 10 are found to be the malicious IPs since they have sent a large number of 404-error requests to an average of 2.39 target nodes at a high frequency. Thus, these 103 IPs are likely to have launched a distributed DoS (DDoS) attack in the abnormal period 13:00-15:00, day 4. By comparing these 103 IPs with the 60 potential DoS attack IPs detected by the optimized GMM and crowd event analysis, 41 IPs are the overlaps, and the total number of DoS attack IPs is increased to 122.

Lastly, it can be seen that this DDoS attack cannot be found by only considering the number of requests shown in Fig. 6. This is because this DDoS attack mainly targeted node No. 25. Although node No. 25 received a large number of

TABLE XIII
MAIN FEATURE VALUES FOR COMPROMISED NODES UNDER POTENTIAL DDoS ATTACKS

| Node No. | Cache hit rate on day 4 | Avg cache hit rate on other days | Request error rate on day 4 | Avg request error rate on other days | Number of requests on day 4 |
|----------|-------------------------|---------------------------------|-----------------------------|--------------------------------------|-----------------------------|
| 3        | 0.65                    | 0.70                            | 0.11                        | 0.0099                               | 13,922                      |
| 4        | 0.64                    | 0.74                            | 0.02                        | 0.0006                               | 30,947                      |
| 8        | 0.62                    | 0.78                            | 0.10                        | 0.0048                               | 16,054                      |
| 9        | 0.73                    | 0.79                            | 0.03                        | 0.0099                               | 15,057                      |
| 25       | 0.21                    | -                               | 0.61                        | -                                    | 531,044                     |
| 28       | 0.76                    | 0.89                            | 0.08                        | 0.0014                               | 52,690                      |
| 33       | 0.78                    | 0.86                            | 0.04                        | 0.0013                               | 59,415                      |
| 36       | 0.54                    | 0.75                            | 0.13                        | 0.0014                               | 10,873                      |
| 39       | 0.70                    | 0.75                            | 0.04                        | 0.0016                               | 11,893                      |
| 42       | 0.76                    | 0.87                            | 0.09                        | 0.0023                               | 46,475                      |
| 47       | 0.62                    | 0.85                            | 0.19                        | 0.0023                               | 93,482                      |

TABLE XIV
AVERAGE FEATURE VALUES OF IP CLUSTERS IN DDoS ATTACK DETECTION USING GMM

| Cluster No. | Avg number of requests | Avg number of nodes | Avg request interval (s) | Avg cache hit rate | Avg request error rate | Avg request popularity |
|-------------|------------------------|---------------------|--------------------------|-------------------|------------------------|------------------------|
| 1           | 1,09                   | 1.08                | 24.9                     | 0.850             | 0.0                     | 0.941                  |
| 2           | 354.6                  | 3.78                | 6.16                     | 0.579             | 0.0004                 | 0.810                  |
| .           |                        |                     |                          |                   |                        |                        |
| 10          | 3039.9                 | 2.39                | 0.6                      | 0.026             | 0.972                  | 0.947                  |
malicious requests in this DDoS attack period, this number of requests is still small compared to the total number of requests received by all nodes or in the crowd events. This emphasizes the reasons for monitoring the changes in different features instead of only one feature for time-series analysis; otherwise, real anomalies may be missed.

2) Account-offering (AO) Analysis: In the final stage of result validation, account-offering analysis is performed on the current anomaly detection results to remove false alarms.

There are 70 unique AOs in the 8 days dataset. To analyze each AO, its number of requests, number of nodes, cache hit rate, service type, and request popularity are calculated and analyzed together with their configuration information provided by the CDN operator. The AO of suspicious AOs is shown in Table XV. Firstly, the AOs No. 1-4 are the major AOs that provide services during crowd events since they have received a large number of requests for high-popularity contents with more than 99% cache hit rate during the crowd event periods. The 250 detected crowd event IPs mainly used these 4 AOs, which further proves that they are the legitimate IPs instead of DoS attack IPs. Thus, these 250 IPs are the false positives of the proposed unsupervised model.

For the detected abnormal IPs and nodes, the AOs No. 5-8 shown in Table XV are the four suspicious AOs since almost all the requests of the detected potential abnormal IPs and nodes were sent through these 4 AOs. It is found in the configuration information that the node No. 5 is the major progressive download content source, and certain unpopular contents might have been requested by an IP many times for being progressively downloaded. The AOs No. 6 & 7 are the major live streaming content sources and have relatively high cache hit rates and request popularity, about 75%. Thus, certain IPs that have used any of these two AOs but got a very low cache hit rate or request popularity are likely to be abnormal. Moreover, the AO No. 8 is the major static content source. It can be seen in the last row of Table XV that other static AOs have got a more than 99% cache hit rate and request popularity, much higher than the AO No. 8, so the AO No. 8 might be used by certain IPs to launch attacks. Further result validation is done through the AO analysis. Firstly, among the 14 detected abnormal nodes, the 11 compromised nodes under potential DDoS attacks listed in Table XIII are validated to be the real compromised nodes since their major AOs belong to the abnormal AOs No. 6-8. For the other three detected abnormal nodes (nodes No. 0, 5, 7) shown in Table XVI since their AOs are legitimate AOs and they have not received many requests (less than 2,500), so they might have been breached before day 1, so any new legitimate requests were unable to get cache hits. Additionally, nodes No. 5 & 7 were attacked by CPAs since they have much lower request popularities than normal nodes (0.905 & 0.881 versus 0.978). Therefore, a total of 14 compromised nodes, including 3 nodes that have already been attacked before day 1, and 11 nodes that were under attack on day 4, have been identified and illustrated in Tables XIII and XVI and their average feature values are shown in Table XVII.

According to the configuration information provided by the CDN operator, it is known that as a major source for progressive download videos, the AO No. 5 was used for the tests of old videos, most of which have low popularity. Thus, AO No. 5 has some similar characteristics to CPAs since it is also used to request for low popularity files many times, but it was used by legitimate users to do tests. Therefore, for the detected abnormal contents and CPA IPs, those using the AO

### Table XV

**The Behaviors of Suspicious Account-offerings**

| AO No. | Number of requests | Number of nodes | Cache hit rate | Service type | Request popularity |
|--------|--------------------|----------------|---------------|--------------|--------------------|
| 1      | 44,985,524         | 27             | 0.999         | Static       | 1.0                |
| 2      | 78,505,897         | 28             | 0.999         | Static       | 1.0                |
| 3      | 57,276,415         | 34             | 0.997         | Static       | 1.0                |
| 4      | 63,444,994         | 25             | 0.997         | Static       | 1.0                |
| 5      | 184,294            | 34             | 0.809         | Progressive | 0.262              |
| 6      | 1,487,089         | 47             | 0.747         | Live streaming | 0.762         |
| 7      | 7,557,320          | 48             | 0.783         | Live streaming | 0.751         |
| 8      | 127,665,987        | 49             | 0.907         | Static       | 0.985              |

| Other static AOs | 6,501,377 | 5.06 | 0.992 | Static | 0.999 |

### Table XVI

**Mean Values of Each Feature for All Days for Three Abnormal Nodes**

| Node No. | Avg cache hit rate | Avg legitimate IP cache hit rate | Avg data transfer rate (MB/s) | Avg request error rate | Avg number of requests | Avg request popularity |
|----------|--------------------|---------------------------------|------------------------------|------------------------|------------------------|------------------------|
| 0        | 0.49               | 0.00                            | 0.09                         | 0.0                    | 544                    | 0.935                  |
| 5        | 0.06               | 0.08                            | 0.13                         | 0.0                    | 2383.8                 | 0.905                  |
| 7        | 0.0002             | 0.00                            | 0.0009                       | 0.0002                 | 531.6                  | 0.881                  |

### Table XVII

**Mean Values of Each Feature for Normal and Detected Abnormal Nodes**

| Node label | Cache hit rate | Legitimate IP cache hit rate | Data transfer rate (MB/s) | Request error rate | Request popularity |
|------------|----------------|------------------------------|----------------------------|-------------------|--------------------|
| Normal     | 0.936          | 0.928                        | 0.805                      | 0.004             | 0.978              |
| Abnormal   | 0.405          | 0.416                        | 0.506                      | 0.049             | 0.936              |

### Table XVIII

**Mean Values of Each Feature for Normal and Detected Abnormal Contents**

| Content label | Avg number of requests | Avg number of nodes | Avg request per node ratio | Avg request per IP ratio | Avg cache hit rate | Avg popularity |
|---------------|------------------------|---------------------|----------------------------|-------------------------|--------------------|----------------|
| Normal        | 15.7                   | 2.1                 | 1.5                        | 0.925                   | 0.006              | 0.977          |
| Abnormal      | 229.9                  | 284.3               | 0.852                      | 0.333                   | 0.69               | 0.0002         |

### Table XIX

**Mean Values of Each Feature for Normal and Detected Potential CPA IPs**

| IP label | Avg number of requests | Avg number of nodes | Avg request per content ratio | Avg cache hit rate | Avg request error rate | Avg request popularity |
|----------|------------------------|---------------------|-------------------------------|--------------------|------------------------|------------------------|
| Normal   | 161.3                  | 2.1                 | 1.5                           | 0.925              | 0.006                  | 0.977                  |
| LDA      | 9482.1                 | 3.76                | 1.13                          | 0.111              | 0.0006                 | 0.316                  |
| FLA      | 9418.8                 | 5.5                 | 84.74                         | 0.491              | 0.006                  | 0.478                  |
| CPA      | 9358.8                 | 3.87                | 63.54                         | 0.147              | 0.001                 | 0.326                  |
No. 5 as the major AO are found to be legitimate entities and removed from the abnormal content and IP list. After removing the false positives (113 contents and 21 IPs), the behaviors of the detected 56 real abnormal contents and 33 real CPA IPs are shown in Tables XVIII and XIX respectively. For the two types of CPAs, 30 IPs are labeled as LDA IPs, and 3 other IPs are labeled as FLA IPs.

Lastly, through AO analysis, all the detected DoS IPs have used the AOs No. 6-8 to make requests, and they are labeled real DoS IPs. Among these 122 DoS IPs, 103 of them are the DDoS attack IPs that have launched a DDoS attack together on day 4, from 13:00 to 15:00. The other 19 abnormal IPs may have tried to launch a DoS attack individually during different time periods. Their behaviors are shown in Table XX.

### D. Results Summary

In summary, 14 compromised nodes, 56 abnormal contents, 33 CPA IPs, and 122 DoS attack IPs were detected by the proposed anomaly detection model, as shown in Table XXI. Among the detected abnormal network entities, 12 nodes and 122 IPs were affected by DoS attacks, while 2 nodes, 33 IPs, and 56 contents were affected by CPAs. Additionally, 384 false positives (FPs) and 65 false negatives (FNs) were removed through the multi-perspective validation process. As the utilized datasets are completely unlabeled, all these anomaly detection results have been analyzed and verified to be 100% accurate by multiple cybersecurity experts and industrial partner security network engineers. This verification process is a necessary HITL procedure in real-world applications, as the experts and engineers have in-depth knowledge of the dataset, legitimate events, and cyber-attack patterns. This process also validates the effectiveness of the proposed framework.

Lastly, the performance of the proposed framework is compared with several data analytics and anomaly detection techniques. As discussed in Section IV-D, binary outlier detection algorithms are more suitable for the node-based dataset that only has 50 samples, so two standard binary outlier detection algorithms, iForest [13] and one-class support vector machine (OC-SVM) [61], are used for the comparison of abnormal node detection. On the other hand, clustering algorithms are suitable for IP & content-based datasets that have more than 1 million samples, so two common clustering algorithms, k-means [62] and GMM [14], are used for the comparison of abnormal IP & content detection. For the performance metrics, since the datasets are highly imbalanced, precision (Pre), Recall (Rec), and F1-score are used with accuracy (Acc) for model evaluation. By calculating the harmonic mean of the precision and recall, F1-score is a reliable metric to measure the classification performance on imbalanced datasets [28].

The model performance comparison is shown in Table XXII. The accuracy of most methods are larger than 99%, but this is mainly due to the imbalanced dataset (more than 99% of data samples are normal data). The iForest and GMM models used for the result comparison are only themselves without the proposed validation procedures; hence, many FPs and FNs occurred, which reduced the F1-scores of iForest and GMM to 88.0%, 35.8%, and 49.8% on the node, IP, and content-based datasets, respectively. This emphasizes the importance of implementing the proposed multi-perspective validation method. Moreover, the F1-scores of OC-SVM and k-means algorithms are lower than the iForest and GMM models from all three perspectives, which justifies the rationale for choosing iForest and GMM in our proposed framework.

As the CDN requests/traffic are continuously generated and we aim to detect abnormal network entities (i.e., node, IP, content) and corresponding attacks, the node, IP, and content-based datasets need to be continuously updated by implementing the proposed feature engineering method on the new CDN traffic data. Then, the proposed unsupervised learning models continuously detect anomalies on the updated datasets. These are the major procedures that take time. The reason for the reaction or detection time is because the proposed system needs to process a number of requests to update the

### TABLE XX

| IP label | Avg number of requests | Avg number of nodes | Avg request interval (s) | Avg cache hit rate | Avg request error rate | Avg request popularity |
|----------|------------------------|---------------------|-------------------------|--------------------|-----------------------|------------------------|
| Normal   | 181.3                  | 2.1                 | 1775.6                  | 0.925              | 0.977                 | 0.977                  |
| DoS      | 3039.9                 | 2.39                | 0.6                     | 0.026              | 0.975                 | 0.947                  |
| Other DoS| 59789.5                | 4.6                 | 1.97                    | 0.708              | 0.264                 | 0.983                  |
| All DoS  | 14465.3                | 2.98                | 1.44                    | 0.16               | 0.821                 | 0.943                  |

### TABLE XXI

| Method | Detection perspective | Acc (%) | Pre (%) | Rec (%) | F1 (%) |
|--------|-----------------------|---------|---------|---------|--------|
| Proposed All | 100.0 | 100.0 | 100.0 | 100.0 |
| iForest [13] | Node | 94.0 | 100.0 | 78.6 | 88.0 |
| OC-SVM [61] | IP | 86.0 | 73.3 | 78.6 | 75.9 |
| GMM [14] | Content | 99.97 | 25.6 | 60.0 | 33.8 |
| K-means [62] | | 99.96 | 21.1 | 69.7 | 32.3 |

### TABLE XXII

| Method | Detection perspective | Acc (%) | Pre (%) | Rec (%) | F1 (%) |
|--------|-----------------------|---------|---------|---------|--------|
| Proposed All | 100.0 | 100.0 | 100.0 | 100.0 |

### TABLE XXIII

| Detection Perspective | Method | Detection Time of Each Anomaly (s) |
|-----------------------|--------|----------------------------------|
| Feature Engineering   |        | Avg | Max | Avg | Max |
| Node                  | Proposed | 9.8 | 29.6 | 0.1 | 9.9 |
| OC-SVM [61]           | Proposed | 6.6 | 25.6 | 0.5 | 10.3 |
| IP                    | K-means [62] | 12.4 | 32.9 | 3.3 | 15.3 |
| Content               | Proposed | 5.8 | 12.8 | 4.5 | 10.4 |
| K-means [62]          |        | 2.3 | 7.7 | 2.3 | 7.7 |

For model evaluation. By calculating the harmonic mean of the precision and recall, F1-score is a reliable metric to measure the classification performance on imbalanced datasets [28].
behaviors of nodes, IPs, and contents; thus, the anomalies can be identified. To protect CDNs against DoS and CPA, the anomalies should be detected in time. Hence, assuming the traffic is continuously generated, we have evaluated the detection speed of the proposed system by measuring the total execution time from the time each abnormal entity is affected by an attack to the time the proposed method detects this anomaly. This anomaly detection time has been further divided into the feature engineering time and the unsupervised model detection time. Moreover, as different anomalies/attacks show different patterns and need different detection time, we have measured the average (Avg) and maximum (Max) execution time of all abnormal nodes, IPs, and contents in seconds.

The anomaly detection time of the proposed method and the two compared methods (OC-SVM and k-means) is shown in Table [XXII]. From the node perspective, the proposed method can detect the abnormal nodes in the average time of 9.9s and the maximum time of 29.9s, which is slightly faster than OC-SVM. The unsupervised detection time for abnormal node detection is low, because the small number of nodes (50) has made it faster for the proposed method to detect the abnormal nodes than the abnormal IPs or contents. From the IP and content perspectives, the proposed method can detect abnormal IPs and contents in the average time of 19.2s and 10.3s, and in the maximum time of 58.5s and 22.9s, respectively. The detection time of the abnormal IPs is higher than the time of the abnormal contents, because detecting certain DoS IP needs to analyze a large number of requests. Nevertheless, the maximum abnormal IP detection time is still at a low level (58.5s). This shows that the proposed solution can detect anomalies at the early stages of attacks, which can help CDNs stop current attacks in time and prevent future attacks. Although the anomaly detection time of k-means is lower than the proposed method, the proposed method can achieve much higher performance than k-means, as shown in Table [XXII]. Therefore, our proposed method still performs the best among the comparisons by considering both detection accuracy and speed.

VII. PRACTICAL USAGE AND OPEN ISSUES

Given that the proposed framework is working with unlabeled data, the framework can be used as the first level of the anomaly detection process. Unlike traditional anomaly detection processes for unlabeled data, which requires massive manual analysis and expert knowledge, the proposed framework can reduce much overhead using the automatically-tuned ML algorithms and a systematic multi-perspective result validation process proposed in Section IV. Additionally, the high performance of the proposed framework has been verified by multiple security experts.

One open issue with this work is that it only considers two common service targeting attacks, i.e., CPAs and DoS attacks. Nevertheless, the proposed framework can be extended to new attacks based on the same procedures:

1) Collect sufficient network log data that contains the new attack samples;

2) Analyze the new attack, summarize the attack patterns, and select appropriate features that can reflect the new attack patterns;

3) Utilize the proposed unsupervised anomaly detection model to detect suspicious activities and compare them with the summarized characteristics of new attacks to determine the real attacks;

4) Utilize the proposed multi-perspective result validation method to remove false alarms and false negatives.

Through this process, any new attacks that can be reflected from CDN log data can be effectively detected by the proposed method.

On the other hand, although the proposed framework can reduce much manual analysis and labeling process, certain expert knowledge and legitimate event information are still required in the proposed framework to achieve accurate anomaly detection. This is because certain numerical anomalies identified by unsupervised ML algorithms are not true anomalies and require further analysis to distinguish between certain legitimate abnormal events and cyber-attacks.

Lastly, several procedures in addition to our work should be implemented for real-world CDN applications. Since this research work can be considered a pseudo labeling process on an unlabeled raw CDN log dataset, the labeled content, client IP, and node-based datasets can be used to train reliable supervised classifiers. Through this procedure, human efforts will not be required in the future anomaly detection process, and the system can automatically detect anomalies by continuously processing the incoming data. Thus, supervised model development is one direction for future work.

Moreover, corresponding countermeasures should be made along with attack detection to stop or prevent cyber-attacks. The proposed multi-perspective anomaly detection framework enables the implementation of countermeasures on both attacker and victim sides.

Firstly, on the client or attacker side, traffic filtering and blacklisting are potential response mechanisms to prevent the detected malicious clients from sending requests to CDN servers [63]. Detecting abnormal IPs enables network administrators to locate the origins of cyber-attacks [64]. Additionally, the domains and specific geographic locations can be found based on the detected malicious client IP addresses. To make countermeasures, the detected malicious IPs, as well as the IPs from the same domains and locations, can be added to the blacklist to block or limit the traffic from these IPs until the identities of these suspicious clients are verified. Hence, the current attacks can be stopped, and future attacks can be prevented by blacklisting the detected malicious IPs [7].

Secondly, on the victim side, countermeasures can be made from both content and node perspectives. Blacklisting can also be used for detected abnormal contents [63]. The contents in the blacklist will be deleted from the cache space of any edge servers. Additionally, the edge servers can reject the requests sent for these abnormal contents or never cache them. Through this process, CPAs can be stopped because the detected normal contents cannot be used by CPA attackers to pollute the cache space of CDN servers. On the other hand, the compromised nodes can be isolated until they recover. Specif-
ically, the compromised node information will be notified to other nodes, so that other nodes can avoid communicating with the affected nodes that are under attack [63]. The nodes can recover by limiting the requests sent to them or implementing the blacklisting strategies from the client IP and content perspectives. Once recovered, the nodes can be removed from the isolation list and continue communications.

In conclusion, as the proposed anomaly detection can continuously detect anomalies, any new malicious or compromised network entities can be identified, and corresponding countermeasures can be made to defend against cyber-attacks when they occur. Moreover, the multi-perspective countermeasures enhance the defense capabilities of CDNs. For example, an attacker cannot continue an attack by simply changing IP addresses, because the countermeasures from other perspectives, like isolating nodes and blacklisting contents, can still stop the attack.

Since the development of supervised models and countermeasures is outside the scope of this work, it will be our future work.

VIII. CONCLUSION

CDNs have become a major content distribution technology in modern networks. However, their caching mechanism introduces additional vulnerabilities. In this paper, we proposed a multi-perspective anomaly detection approach based on a real-world general CDN access log dataset to identify abnormal network entities and cyber-attacks. To detect DoS and cache pollution attacks, we first summarized their patterns and then extracted features from four main perspectives: content, client IP, account-offering, and node perspectives. After obtaining the extracted datasets from multiple perspectives, the anomalies were identified using the optimized unsupervised learning model constructed with the optimized isolation forest and Gaussian mixture models. A comprehensive validation method, including multi-perspective analysis, time-series analysis, and account-offering analysis, was implemented to validate the detected abnormal network entities and the corresponding cyber-attacks. Thus, detection errors can be effectively reduced. Ultimately, the abnormal contents, compromised nodes, and malicious IPs were detected and labeled. In future work, the labeled anomaly detection results can be used for classifier development so that an automated process can be developed to detect new attacks and abnormal network entities effectively. Certain security mechanisms, such as isolating and blacklisting the detected abnormal network entities, can be utilized after anomaly detection to secure CDNs.
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