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ABSTRACT:

Crime continues to cast a shadow over citizen well-being in big cities today, while also imposing huge economic and social costs. Timely understanding of how criminality emerges and how crime patterns evolve is crucial to anticipating crime, dealing with it when it occurs and developing public confidence in the police service. Every day, about 10,000 crime incidents are reported by citizens, recorded and geo-referenced in the London Metropolitan Police Service Computer Aided Dispatch (CAD) database. The unique nature of this dataset allows the patterns to be explored at particularly fine temporal granularity and at multiple spatial resolutions. This study provides a framework for the exploratory spatio-temporal analysis of crime patterns that combines visual inquiry tools (interactive animations, space-time cubes and map matrices) with cluster analysis (spatial-temporal scan statistics and the self-organizing map). This framework is tested on the CAD dataset for the London Borough of Camden in March 2010. Patterns of crime through space and time are discovered and the clustering methods were evaluated on their ability to facilitate the discovery and interpretation of these patterns.

1. INTRODUCTION

Crime and criminality impose large economic and social costs. Citizens, particularly in big cities, are negatively affected. In the past, crime analysis has suffered from abstracting the spatial aspect of crime from its temporal aspects. Better understanding of the distribution of crime incidents over time, termed the temporal signature of crime (Ratcliffe 2010), has potential to further the understanding of crime patterns and the prevention of crime and criminality in general (Ratcliffe 2010; Nakaya and Yano 2010; Brunsdon et al. 2007; Roth, et al. 2010). Spatio-Temporal Data Mining is the extraction of latent knowledge, relationships or patterns from spatial-temporal datasets (Yao 2003). By extension, Exploratory Spatio-Temporal Data Mining (ESTDM) is the extraction of latent knowledge, relationships or patterns from spatial-temporal datasets through analysis not governed by a particular hypothesis or aim. ESTDA is inherently challenging due to the complex nature of spatio-temporal data, data types and structures as well as the lack of efficient methods for exploring it (Yao 2003).

Geographic Visualization or Geovisualization (GeoViz) is the branch of visualization that may be applied to every problem solving step of geospatial analysis - from hypothesis generation to knowledge discovery to the final presentation (Gibin, et al. 2008). Exploratory Spatio-Temporal Data Analysis (ESTDA) coupled with geovisualization tools has the potential to facilitate the exploration of crime patterns required to create intelligence and improving the efficiency of policing. This study intends to investigate a framework for the exploratory spatio-temporal analysis of crime patterns which combines geovisualization tools with cluster analysis. This framework will then be applied to a complex, real-time CAD police dataset of crime incidents for the London Borough of Camden.

2. METHODOLOGY

ESTDA and Geovisualization shall be applied through a general methodology which features a visual inquiry tools and cluster detection. The methods and visualization tools used in this study may be seen in figure 1 and are categorized according to their use for purely spatial, purely temporal or spatio-temporal analysis.

Figure 1. Visual inquiry and cluster detection tools to be used in this study.

A progressive deepening approach to the STDM (Han 2003) shall be applied to ESTDA in this context, to allow analysis through the continuum from micro to macro scales: spatially - from a crime point cloud to crime aggregated to Lower Super Output Area (LSOA) geography and temporally – from crime incidents per second, to hourly, daily, weekly and monthly temporal aggregation. This methodology can be applied to different datasets and processes by changing the tools and the spatial and temporal resolutions used.
2.1 ESTDA - Visual Inquiry

Cartograms, scatter plots, Choropleth maps, histograms, parallel coordinate plots, area graphs, a custom animation and a 2.5/3D scatter plot in a space-time cube were all be used at varying spatial and temporal resolutions.

2.1.1 Animation: The potential of an animation to illuminate spatio-temporal trends has been widely noted in research (Brunsdon et al. 2007; Li 2005; Ratcliffe, 2010). Animations are relatively underutilized in crime analysis (Brunsdon et al. 2007) due to lack of sophisticated, easy to use products and training and tools to produce them (Ratcliffe, 2010). The open source code library published by Roth, et al. (2010) will be employed in this project to create a custom animation with advanced features such as the interactive temporal histogram in addition to the requisite VCR controls (R. E. Roth 2009). This code library extends the Google Flash API and was formed from the code used to make the GEOVISTA CrimeViz application.

2.1.2 STC Scatter Plot: Animations and scatter plots in space-time cubes (Kristensson, et al. 2009) are suitable for representing point clouds in time and space. Scatter plot in space-time cubes are suitable for small point clouds, <2000 points, as over plotting degrades the display (Klemelä 2009). A STC scatterplot will be used here; bar lines will be added and colour will be manipulated for clarity.

2.2 ESTDA - Cluster Analysis

The planar and network kernel density estimation (KDE), spatio-temporal scan statistics (STSS) and self-organised map (SOM) technique will be used for cluster analysis.

2.2.1 Kernel Density Estimation: Kernel Density Estimation is a commonly applied interpolation and hotspot technique (Hagenuer et al. 2011). A statistical function, based on an empirical probability function by Silverman (1986), is used to convert a point set in geographic space into a density surface. KDE has been cited in literature as exaggerating high density areas and the results of KDE are well known to be highly dependent upon the values selected for the cell size and bandwidth parameters (Nakaya and Yano 2010). Setting the bandwidth equal to the average distance between the kth nearest neighbour is common in crime science practice (Nakaya and Yano 2010). While k=20 is often chosen for conventional 2D mapping of city wide crime (Harada and Shimada 2000), the choosing of k is somewhat subjective. A larger k value provides a smoother density surface which is suitable for analysis over a wide area whereas a smaller kernel bandwidth can identify hotspots at specific street corners (Chainey and Ratcliffe 2005). A heuristic for choosing the cell size parameter is set the value to the result of dividing the length of the shortest side of the minimum bounding rectangle of the study area by 150.

KDE has been extended to analyse crime rates by an isosurface approach (Brunsdon et al. 2007) or a volume rendering approach (Nakaya and Yano 2010) may be taken to approximately represent it.

Crime incidents are affected and constrained by the built environment, road networks, alleyways within buildings etc (Meyer 2010). Spatial network analysis is based on the proposition that because of this constraint, analysis in a strictly standard planar sense is likely to lead to false conclusions (Okabe et al. 2006). Planar and network analysis share basically the same model of a network located in a plane with incidents represented as points but for network analysis the distance between points is taken as the shortest path distance along the network.

Research is required to determine whether the use of network spatial analysis provides any significant benefit over planar spatial analysis (Meyer 2010). Yamada and Thrill (2004) found an overall benefit to using the network K Function over the planar K Function which they found exaggerated accident clusters. While, Spooner et al. (2004) found the combination of network spatial analysis with a planar kernel density for visualization of the network patterns extremely informative, the planar kernel exaggerated the importance of the patterns which the network K Function found statistically insignificant. Nakaya and Yano (2010) have identified the need to combine network spatial analysis and statistics with the space-time cube especially in focused analysis of crime patterns in small geographic areas (Nakaya and Yano 2010).

2.2.2 Spatial Scan Statistics: Spatial Scan Statistics may be used to determine the location of spatio-temporal hotspots. The crime incident positions and the times at which they occurred are input into the model. As the analysis algorithm is initiated, the cylindrical scan window moves throughout the study areas and continuously changes its dimensions: base radius refers to the spatial dimension and height controls the temporal dimension. The result is a multitude of overlapping cylinders of various sizes. The number of crimes actually observed is compared to the number of crimes that would be expected from the calculations of a Poisson distribution model or a space-time permutation model. A hotspot or cluster is a cylinder whose number of observed crimes is significantly larger, statistically, to the expected value. Statistical significance in this case, is determined by a Monte Carlo simulation of 999 repetitions. The maximum percentage of population at risk is the most subjective criteria to be specified. Most users use the default value of 50% as it is recommended by the user guide and because SatScan™ automatically searches for small and large clusters (Pfeiffer, et al. 2008). Boscoe et al noted that the most significant cluster is often times a large, relatively low risk cluster with low prevalence (Pfeiffer, et al. 2008). Nakaya and Yano (2010) presented the clusters in three dimensions within a space-time cube by representing them as space time cylinders. These cylinders were created in the ESRI ArcScene™ 3D Extension.

2.2.3 Self Organizing Maps: The Self Organizing Map (SOM) is an unsupervised learning neural network (Hagenuer et al. 2011). It allows simple, geometric relationships to be produced from vector quantization analysis of complex multi-dimensional datasets (Kohonen, et al. 1996). It facilitates multivariate analysis through a combination of clustering and dimension reduction (Guo, et al. 2006) while preserving topology (Kohonen, et al. 1996).

The recursive, regressive algorithm conducts several training phases during which the units move from being roughly configured to being finely tuned (Andrienko et al. 2010). The SOM method assumes a two dimensional rectangular or hexagonal grid (Kohonen et al. 1996) and therefore produces a 2D grid of the output data which may be used to create static visualizations (Andrienko et al. 2010) such as U, distance or similarity matrices, 3D SOM surfaces and SOM component plans (Koua et al. 2006).
The SOM method is an improvement over spatial scan statistics and STKDE because it allows the attributes of the geographic space to be modelled along with the spatio-temporal data and was used to assess spatio-temporal crime patterns in Houston, Texas (Hagenaier et al. 2011). While Hagenaier et al. used distance matrices presented as a series of interactive linked views, one for each timeframe and spatially, Andrrienko et al. (2010) used two SOMs (one for spatial distributions and one for temporal variations) and combined these linked views with interactive visualization tools such as time series graphs, time arrangements and periodic pattern displays. Colour-coding was used to allow the viewer to connect data across different visualizations and allowed the patterns to be recognized in both time and space. An approach similar to Andreincko et al. (2010) shall be taken using the open source program VIS-STAMP (Guo et al. 2006).

3. CASE STUDY

3.1 Study Area & Dataset

The methodology was applied to data from the borough of Camden, London, UK. Camden is a central, inner London borough which is approximately 22 kilometres squared in area. A dataset of nine thousand five hundred and ninety-two (9592) geo-coded incident reports, recorded for March 2010, from the Computer Aided Dispatch (CAD) System of the Camden Borough Police was obtained. The unedited dataset contained over 100 distinct classes of offences. A list of class codes and titles were used to identify the relevant offences such as ‘violence against person’, ‘sexual offence’, ‘burglary dwelling’, ‘robbery’, ‘etc. Not all calls that are made result in an incident being “crimed” i.e. a CRIS number being assigned and the incident being featured on a crime map as all incidents do not lead to criminal prosecution (Ratcliffe and McCullagh 1999).

The details of what constitutes criminal activity which warrants an incident being “crimed” is not within the domain of this study; the incidents assigned a CRIS number were identified as crimes and were isolated for further investigation. Two thousand two hundred and ninety (2290) criminal offences were recorded; broken down by type in the table below. The most frequently occurring offence was “Other Theft” followed by ‘burglary dwelling’, ‘theft from person’, ‘theft from the home’, ‘theft from the vehicle’, ‘theft from the bicycle’, ‘theft from the motor vehicle’, ‘theft from the shop’, ‘theft from the post office’, ‘theft from the bank’, ‘theft from the bank vault’ etc. Not all calls that are made result in an incident being “crimed” i.e. a CRIS number being assigned and the incident being featured on a crime map as all incidents do not lead to criminal prosecution (Ratcliffe and McCullagh 1999).

Although police call out data is plagued by over and under reporting (Sherman et al. 1989) it is still a useful indicator of criminal activity (Brunsdon et al. 2007). This confidential dataset has extremely fine temporal granularity as the date and time to the nearest second are recorded, while the most detailed spatial granularity available; the crime points have been aggregated automatically to a 250m x 250m grid. However, an increase detail does not necessarily translate into an increase in accuracy due to the uncertainty in when the crime actually occurred and when the report was made especially for reports of residential burglaries and vehicle thefts. Due to the fact that temporal windows for these occurrences are not provided in the dataset, aoristic analysis of the dataset is infeasible and the time of the phone call will be assumed to be the time of the criminal incident. Nevertheless, meaningful results about the crime fluxes over the hours, days and weeks of the study period can be obtained.

3.2 Visual Inquiry

The visual inquiry was conducted on data aggregated to the entire month to get a general overview. Initial visual inspections of the data aggregated for the entire month revealed clustering in space, time and in together space-time. A scatter plot of the incident coordinates was used to assess the spatial distribution of the incidents. Crime incidents were present throughout the entire study region but potential clusters were highlighted near Holborn, Camden Town and south Swiss Cottage.

3.2.1 Spatial: Histograms, 2D scatter plots, cartograms, parallel coordinate plots and box maps indicated the presence of spatial clustering of high crime counts outliers in the Holborn and Camden regions. The highest crime rate, or 101.18 incidents per 1000 persons, was found in LSOA 28D in Holborn. These visualizations were simple to create and easy to interpret, with the exception of the scatter plot which suffered from over plotting. While the over plotting made highlighted the clusters, it marred the aesthetic of the diagram (not shown).

3.2.2 Temporal: An area graph (figure 2) of the incidents against the time of occurrence revealed that crime was more likely to occur between the hours of 9 am and 9pm, with 2 pm and 5pm being the most likely times. Crime incidents were least likely to occur from 3am to 7am. This holds to the tenants of crime pattern, routine activity and temporal constraint theories – crime occurs during the regular activities of life whenever the right combination of offenders and targets occurs in space.

Figure 2. Graph of crime incidents and thefts against time of day in hours

The temporal variation of thefts as opposed to all crime types was very similar except the thefts had only one peak, at around 3pm, and a longer trough from 2 am to 10 am. This warrants further investigation. This visualization was simple to create and easy to interpret. However, some manual processing was required to create hourly and daily counts.

Spatio-Temporal: The interactive animation showed crime incidents dispersed over the study area. The animation was intuitive to use and relatively simple to build. It could be made more useful by including a search feature and by allowing different levels of temporal aggregations. No distinct trends were found, but a few stable crime spots were identified. The space-time cube scatter plot allowed general trends to be seen more clearly. The incidents of each week were symbolized in a different colour. It was apparent that the points were aggregated to a 250m x 250m grid and that the southern regions, particularly Holborn and Camden had more crime incidents than the northern region. The navigation of the 3D cube is not intuitive. However, it provided a succinct overall picture which allowed a few spatial abnormalities to be found.
3.3 Cluster Analysis

The Global and Local Moran’s I tests of global spatial autocorrelation indicated a moderate positive autocorrelation for all crime incidents and for the largest occurring crime type “Other Theft”. This suggests a clustering of high crime values in space for all crimes. These values was tested and deemed to be statistically significant after 999 permutations. The results agreed to three significant figures when either the queen’s case or rook’s case contiguity models were used. The Local Moran’s I statistic identified high-high clusters were identified in parts of Bloomsbury, Holborn & Covent Garden and Camden Town and low-low clusters were identified in LSOAs 4B, 2C, 5D.

Planar and Network KDE revealed hotspots in the vicinity of Holborn and Camden Town. KDE was conducted using the bandwidth and cell size parameters chosen by Ratcliffe and Chainey in a case study of ‘theft of vehicle’ incidents for the borough of Camden (Chainey and Ratcliffe 2005) to ensure that this KDE application would be comparable to theirs. The Bloomsbury, Holborn & Covent Garden regions feature seven intense hotspots and thirteen supplementary hotspots in a dispersed pattern throughout the neighbourhood. In stark contrast, the Camden Town features two hotpoints: a primary hotspot in the vicinity of the Camden Town tube station and a secondary hotspot in the vicinity of the popular shopping centre Camden Lock.

Both the planar and network KDE were useful in identifying the clusters though the network KDE algorithm appeared to be less dependent on input parameters. A prototype wall map was created which demonstrated that such maps could be very useful in displaying spatio-temporal crime along the road network although potential interpretability problems may arise with more a complex road network.

3.3.1 Spatial Scan Statistics: SatScan™ was used to identify statistically significant clusters in space and time. First, the raw point cloud was analyzed using the space-time permutation model. Then, a space-time Poisson model was used on the points aggregated to the population centre of each LSOA with the population counts per LSOA from the 2002 census data being used as an estimate of the population at risk. A clusters were deemed statistically significant when \( p \leq 0.01 \) for both methods. The space time permutation algorithm found no significant clusters for the entire period when tested against a significance level of 1% i.e. \( p=0.05 \). The test was repeated while varying the maximum spatial cluster size, maximum temporal window size and the spatial cluster shape parameters. The \( p \) values responded to the changes in parameters but no change resulted in a statistically significant cluster. The clusters that were found, albeit insignificant, followed the finding of who reported the space-time permutation model producing large, low risk, statistically significant clusters (Pfeiffer, et al. 2008). However, the space-time Poisson model was more useful and provided two highly significant (\( p \approx 0 \)) clusters.

As expected the clusters were found in the Holborn/Bloomsbury area and the Camden Town Area. Both clusters had duration of 14 days but the start and end dates differed. The Camden area cluster had a smaller radius and a greater relative risk, than the wider cluster in the Holborn, Bloomsbury area. This corroborates the earlier picture of Camden Town being a hotspot and the Holborn, Bloomsbury Covent Garden area being a comprised of multiple hotspots. Alternate views of the hotspots can be seen in figures 3 and 4.

This visualization technique is extremely effective and useful with the results being clear and easy to interpret. It may be improved by adding a labelling the bar lines and shadow beneath the cylinders so that when the map is rotated the user can still know exactly where the cluster is centred.

3.3.2 Self Organizing Map: The visual analytics mantra (Keim et al. 2006) was applied to analyze the temporal variation of patterns of crime in space (Space-in-Time) and the distribution of the temporal patterns in space (Time-in-Space) (Andrienko et al. 2010) using open source software package VIS-STAMP (Guo, et al. 2006). This package implements the Self-Organizing Map method to produce a customized U Distance matrix which it pairs via interactive, linked plots to a Parallel Coordinate plot, which also acts as a legend, a matrix of maps for each study period and a reorderable matrix which categorizes each area under display into a cluster for the periods under investigation. The SOM method was computed using a network of 7x7 nodes for a dataset of crime rates for 133 LSOAs for all 17 crime types for each of the 4 weeks of the study period.

For the Space-In-Time Analysis the training of the 7x7 matrix produced 48 clusters of multivariate crime profiles. The VIS-STAMP program displays them using a U-Matrix (fig 43) with a traditional hexagonal layout but with the clusters represented as coloured circles. The size of the circle is linearly proportional to the number of data items it is comprised of while the greyscale of the nodes represents the multivariate dissimilarity between the node and its neighbour. There is the greatest dissimilarity between blue clusters, e.g. 43 and 42 or 38, while the large purple and orange clusters are relatively similar to their neighbours e.g. 48 and 41 or 11 and 6. The most common cluster, 11, (the largest coloured circle in the U Matrix and the thickest line on the PCP) featured LSOAs with a crime rates of <1 “other thehs” and rates of <0.2 violence against a person and <0.1 “shoplifting” per 1000 persons.

![Figure 3. Profile view of Crime cluster cylinders visualized in a Space-Time Cube.](image)

![Figure 4. Bird’s eye view of clusters in Space-Time Cube.](image)
Figure 5. U Matrix of SOM clusters of multivariate crime pattern profiles

The map matrix is useful to allow the spatial variation to be examined with the topology of the clusters in geographic space retained. The map matrix revealed that approximately 17% of the LSOAs had no crimes reported for at least one week in the study period. Additionally, apart from the LSOA’s in the Hampstead area which were predominately in the blue or green clusters there were no strong trends in spatial variation in the clusters.

For the “Time-in-Space” analysis thirty-eight (38) temporal profile clusters are discovered with the medium blue cluster (33) dominating the visualization. This cluster represents a constant temporal profile of value approximately equal to zero i.e. no change in crime rate for the study period and a crime rate of zero for a particular crime type for the study period. Therefore, for this study it is very common for no crimes to be reported in an LSOA for one specific crime for the entire study period. There was at least one crime reported for all LSOA’s for the study period. Apart from the prevalence of the blue cluster, the crime type with the most striking trend is “Other Thefts”. The space-variable matrix shows a strong grouping of LSOA’s belonging to the dark red cluster (7) with 15% of LSOA’s having a similar temporal variation for the “Other Thefts” crime type.

The SOM method is extremely effective and very useful particularly for the visualization and analysis of the attribute space. The clusters are clear and distinct and with the linked views of the PCP, reorderable matrix and map matrix, the trends can be clearly interpreted.

4. CONCLUSIONS

Analysis of crime patterns in time and space is very complex. The use of a Police CAD dataset made this study particularly complex because each crime incident was referenced to a small temporal granularity (seconds), a small spatial unit (a point) and had a multidimensional attribute space. The use of a CAD dataset for the study of crime patterns in the UK was not found in Literature. This paper shows the use of numerous techniques for visualizing crime incident patterns at varying, complimentary, spatial and temporal scales. Distinct visualizations support different tasks and the representation of data at certain spatial and temporal scales. Spatial scan statistics best supports the identification and description of spatio-temporal clusters when the attribute space need not be studied/visualized in great detail. It is suitable at all levels of spatial and temporal aggregation. The results of this method are effectively and usefully displayed using space-time cylinders in a space-time cube. The self organizing map method may be used at varying spatial and temporal scales for spatio-temporal analysis of crime patterns particularly where detailed exploration of the crime attributes or the socio-economic context of the crime patterns is required. While the SOM package used here (VIS-STAMP) (Guo, et al. 2006), does not support the analysis of raw point data, the SOM-PAK package (Kohonen, et al. 1996) for Matlab may be used for that purpose.

ACKNOWLEDGEMENTS

This research is part of the CPC Project (Crime, Policing and Citizens) supported by UK ESPRC (EP/J004197/1).

REFERENCES

Andrienko, G., Andrienko, N., Brem, S., Schrec, T., von Landesberger, T., Bak, P., et al., 2010. Space-in-Time and Time-in-Space Self-Organizing Maps for Exploring Spatiotemporal Patterns. In: Eurographics/ IEEE-VGTC Symposium on Visualization, 29 (3), 1-10.
Brunsdon, C., Corcoran, J., & Higgs, G., 2007. Visualising space and time in crime patterns: A comparison of methods. Computers, Environment and Urban Systems, 31 (1), pp. 52-75.
Chainey, S., & Ratcliffe, J., 2005. GIS and Crime Analysis. John Wiley & Sons Ltd, Chicester.
Gibin, Maurizio, Alex Singleton, Richard Milton, Pablo Mateos, and Paul Longley, 2008. An Exploratory Cartographic Visualisation of London through the Google Maps API. In: Applied Spatial Analysis & Policy, Springer, Netherlands, pp 85-97.
Guo, D., Chen, J., MacEachren, A. M., & Liao, K., 2006. A Visual Inquiry System for Space-Time and Multivariate Patterns (VIS-STAMP). IEEE Transactions on Visualization and Computer Graphics, 12 (6), pp. 1461-1474.
Hagenauer, J., Helbich, M., & Leitner, M., 2011. Visualization of Crime Trajectories with Self-Organizing Maps: A Case Study on Evaluating the Impact of Hurricanes on Spatio-Temporal Crime Hotspots. In: International Cartographic
Conference ICC 2011, International Cartographic Association (ICA), Paris.

Han, Jiawei., 2003. "Mining Spatiotemporal Knowledge: Methodologies and Research Issues." Geospatial Visualization and Knowledge Discovery Workshop. University Consortium for Geographic Information Science, Virginia.

Harada, Y, Shimada, T, 2000. Attempt To Identify Crime Hot Spots Using Kernel Density Estimation. Reports of the National Research Institute of Police Science, Chiba, 40(2), pp. 30-41.

Kelm, D. A., et al, 2006. Challenges in Visual Data Analysis. In Proceedings of the Conference on Information Visualization IV ’06. IEEE Computer Society, Washington DC.

Klemelä, Jussi., 2009. Smoothing of Multivariate Data. Density Estimation and Visualization. John Wiley & Sons, Hoboken.

Kohonen, T., Hynninen, J., Kangas, J., & Laaksonen, J., 1996. SOM_PAK: The Self-Organizing Map Program Package. Helsinki University of Technology, Otaniemi.

Kristensson, P.O., et al., 2009. An Evaluation of Space Time Cube Representation of Spatiotemporal Patterns." IEEE Transactions on Visualization and Computer Graphics 15, no. 4, pp. 696-702.

Li, X., 2005. New Methods of Visualization of Multivariable Spatio-Temporal Data:PCP-Time-Cube and Multivariable-Time-Cube. International Institute for Geo-Information Science and Earth Observation, Enschede.

Meyer, W. D., 2010. Analyzing Crime on Street Networks: A Comparison of Network and Euclidean Voronoi Methods, University of Illinois at Urbana-Champaign, Urbana.

Nakaya, T., & Yano, K., 2010. Visualising Crime Clusters in a Space-time Cube: An Exploratory Data-analysis Approach Using Space-time Kernel Density Estimation and Scan Statistics. Transactions in GIS , 14 (3), pp. 223–239.

Okabe, A., Okunuki, K.-I., & Shiode, S., 2006. The SANET Toolbox: New Methods for Network Spatial Analysis. Transactions in GIS , 10 (4), pp. 535–550.

Pfeiffer, D. U., Robinson, T. P., Stevenson, M., Stevens, K. B., Rogers, D. J., & Clements, A. C., 2008. Spatial Analysis in Epidemiology. Oxford University Press, Oxford.

Ratcliffe, J., 2010. Crime Mapping: Spatial and Temporal Challenges. In: Handbook of Quantitative Criminology. Springer Science + Business Media, pp. 5-25.

Roth, R. E., 2009. Extending the Google Maps API for Event Animation Mashups. Cartographic Perspectives, pp. 21-40.

Roth, R. E. Et al., 2010. A user-centered approach for designing and developing spatiotemporal crime analysis tools. In: Proceedings of GIScience, Zurich.

Sherman, L. W., Gartin, P. R., & Buerger, M. E., 1989. Hot Spots of Predatory Crime. Criminology, 27 (1), pp. 27-56.

Spooner, P. G., Lunt, I. D., Okabe, A., & Shiode, S., 2004. Spatial Analysis of roadside Acacia populations on a road network using the Network K Function. Landscape Ecology , 19, pp. 491-499.

Yamada, I., & Thill, J.-C., 2004. Comparison of planar and network K-functions in traffic accident analysis. Journal of Transport Geography, pp. 149–158.

Yao, X., 2003. Research Issues in Spatio-temporal Data Mining. Workshop on Geospatial Visualization and Knowledge Discovery. University Consortium for Geographic Information Science (UCGIS), Virginia.