Weak formulation for singular diffusion equation with dynamic boundary condition
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Introduction

Let $\varepsilon > 0$, $0 < T < \infty$ and $1 < N \in \mathbb{N}$ be fixed constants. Let $\Omega \subset \mathbb{R}^N$ be a bounded domain with a smooth boundary $\Gamma := \partial \Omega$, and let $n_\Gamma$ be the unit outer normal to $\Gamma$. Besides, let us denote by $Q := (0, T) \times \Omega$ the product space of the time interval $(0, T)$ and the spatial domain $\Omega$, and let us set $\Sigma := (0, T) \times \Gamma$.

In this paper, we consider the following initial-boundary value problem of parabolic type:

$$\partial_t u - \text{div} \left( \frac{Du}{|Du|} \right) = \theta(t, x), \quad (t, x) \in Q,$$  
(0.1)

$$\partial_t u_\Gamma - \varepsilon^2 \Delta_\Gamma u_\Gamma + (\frac{Du}{|Du|})_\Gamma \cdot n_\Gamma = \theta_\Gamma(t, x_\Gamma), \quad (t, x_\Gamma) \in \Sigma,$$  
(0.2)

$$u_\Gamma = u_\Gamma(t, x_\Gamma), \quad (t, x_\Gamma) \in \Sigma,$$  
(0.3)

$$u(0, x) = u_0(x), \quad x \in \Omega,$$  
(0.4)

including the singular diffusion $-\text{div}(\frac{Du}{|Du|})$ with the normal derivative $(\frac{Du}{|Du|})_\Gamma \cdot n_\Gamma$. Here, $\theta \in L^2(0, T; L^2(\Omega))$ and $\theta_\Gamma \in L^2(0, T; L^2(\Gamma))$ are given source terms, and $u_0 \in L^2(\Omega)$ and $u_{\Gamma,0} \in L^2(\Gamma)$ are given initial data. $\Delta_\Gamma$ denotes the Laplace–Beltrami operator on the surface $\Gamma$, and “$|_\Gamma$” denotes the trace of a function on $\Omega$. In particular, the boundary conditions (0.2)–(0.3) are collectively called dynamic boundary condition, and it consists of the part of PDE (0.2) on the surface $\Gamma$, and the part of transmission condition (0.3) between the PDEs (0.1)–(0.2).

The representative characteristics of $\{(0.1)–(0.4)\}$ is in the point that this problem can be regarded as a type of transmission system, containing the Dirichlet type boundary-value problem of singular diffusion equation $\{(0.1),(0.3)\}$. So, referring to the previous works $[2, 22]$, one can remark that:

($\star$) the expressions of the singular terms in (0.1)–(0.2) and the transmission condition (0.3) are practically meaningless, and for the treatments in rigorous mathematics, these must be prescribed in a weak variational sense, based on the spatial regularity in the space $BV(\Omega)$ of functions of bounded variations.

To answer the remark ($\star$), we here adopt an idea to put:

$$\left\{ \begin{array}{l} U_0 := [u_0, u_{\Gamma,0}] \text{ in } \mathcal{H} := L^2(\Omega) \times L^2(\Gamma), \\ U := [u, u_\Gamma] \text{ and } \Theta := [\theta, \theta_\Gamma] \text{ in } L^2(0, T; \mathcal{H}), \end{array} \right.$$  

and to reformulate the transmission system $\{(0.1)–(0.4)\}$ to the Cauchy problem of an evolution equation:

$$\left\{ \begin{array}{l} U'(t) + \partial \Phi_\ast(\Theta(t)) \ni \Theta(t) \text{ in } \mathcal{H}, \quad t \in (0, T), \\
U(0) = U_0 \text{ in } \mathcal{H}; \end{array} \right.$$  
(0.5)
which is governed by the subdifferential $\partial \Phi_*$ of the following convex function $\Phi_*$ on $\mathcal{H}$:

$$W = [w, w_T] \in \mathcal{H} \mapsto \Phi_*(W) = \Phi_*(w, w_T)$$

$$:= \begin{cases} 
\int_{\Omega} |Dw| + \int_{\Gamma} |w_{lr} - w_T| d\Gamma + \frac{\varepsilon^2}{2} \int_{\Gamma} |\nabla_{\Gamma} w_T|^2 d\Gamma, \\
\infty, \quad \text{otherwise;}
\end{cases}$$ (0.6)

where $\int_{\Omega} |Dw|$ denotes the total variation of $w \in BV(\Omega) \cap L^2(\Omega)$, and $\nabla_{\Gamma}$ and $d\Gamma$ denote the surface gradient and the area element on $\Gamma$, respectively. Besides, we simply denote by $\mathcal{W}$ the effective domain of $\Phi_*$, i.e.

$$\mathcal{W} := (BV(\Omega) \cap L^2(\Omega)) \times H^1(\Gamma),$$

and we propose to define a weak solution, i.e. the solution to a weak formulation to the system $\{(0.1) - (0.4)\}$, as follows.

**Definition 1** A pair of functions $[u, u_T] \in L^2(0, T; \mathcal{H})$ is called a weak solution to $\{(0.1) - (0.4)\}$, iff.

$$\int_{\Omega} \partial_t u(t)(u(t) - z) \, dx + \int_{\Omega} |Du(t)| + \int_{\Gamma} |u_{lr}(t) - u_T(t)| \, d\Gamma$$

$$+ \int_{\Gamma} \partial_t u_T(t)(u_T(t) - z_T) \, d\Gamma + \varepsilon^2 \int_{\Gamma} \nabla_{\Gamma} u_T(t) \cdot \nabla_{\Gamma}(u_T(t) - z_T) \, d\Gamma$$

$$\leq \int_{\Omega} |Dz| + \int_{\Gamma} |z_{lr} - z_T| \, d\Gamma, \quad \text{for any } [z, z_T] \in \mathcal{W}. \quad (0.7)$$

As a natural consequence, the above Definition 1 will raise some issues concerned with:

**(q1)** the adequacy of Definition 1 as the variational characterization for the singular transmission system $\{(0.1) - (0.4)\}$;

**(q2)** the exemplification of fine properties which sustain common properties between our weak solutions and the solutions to regular transmission systems via the standard dynamic boundary conditions.

In the issue (q1), it will be essential to ensure that:

**(⋆⋆)** the Cauchy problem (0.5) can be said as an invariant formulation to define the weak solution, i.e. the finding formulation is well-established, if various approximation approaches are applied by using many kinds of relaxation methods, with any convergent orders of the relaxation arguments.

Then, it will be recommended that some of such relaxation methods are involved in the numerical approaches to our singular system.
In view of this, we consider the following regular transmission system via the standard dynamic boundary condition:

\[
\partial_t u - \text{div} (\nabla f_\delta (\nabla u) + \kappa^2 \nabla u) = \theta(t, x), \quad (t, x) \in Q,
\]

\[
\partial_t u_\Gamma - \varepsilon^2 \Delta u_\Gamma + (\nabla f_\delta (\nabla u) + \kappa^2 \nabla u)_{|\Gamma} \cdot n_\Gamma = \theta_\Gamma (t, x_\Gamma), \quad (t, x_\Gamma) \in \Sigma,
\]

\[
u(t, x_\Gamma) = \nu(t, x_\Gamma), \quad (t, x_\Gamma) \in \Sigma,
\]

\[
u(0, x) = u_0 (x), \quad x \in \Omega, \quad \text{and} \quad u_\Gamma (0, x_\Gamma) = u_{\Gamma,0} (x_\Gamma), \quad x_\Gamma \in \Gamma;
\]

as relaxed versions of \{(0.1)–(0.4)\}. Here, \(\kappa > 0\) and \(\delta > 0\) are given constants, and \(\nabla f_\delta \in L^\infty (\mathbb{R}^N, N)\) is the differential (gradient) of a convex function \(f_\delta \in W^{1,\infty}(\mathbb{R}^N)\). Besides, the sequence \(\{f_\delta\}_{\delta>0}\) is supposed to converge to the Euclidean norm \(| \cdot |\), appropriately on \(\mathbb{R}^N\), as \(\delta \to 0\).

Now, by changing the setting of \(\{f_\delta\}_{\delta>0}\) in many ways, we can make various approximating problems that approach to \{(0.1)–(0.4)\} as \(\kappa, \delta \to 0\). Also, we note that the variety of \(\{f_\delta\}_{\delta>0}\) can cover typical numerical regularizations for singular diffusions, such as regularization by hyperbola:

\[
\omega \in \mathbb{R}^N \mapsto f_\delta (\omega) := \sqrt{|\omega|^2 + \delta^2}, \quad \text{for} \quad \delta > 0,
\]

and the Yosida-regularization of Euclidean norm \(| \cdot |\), e.t.c., even if the convergence of \(\{f_\delta\}_{\delta>0}\) is restricted to the uniform sense. Incidentally, we can take any convergent order of the coupling \((\kappa, \delta) \to (0, 0)\), up to the choices of sequences \(\{\kappa_n\}_{n=1}^\infty \subset \{\kappa\}\) and \(\{\delta_n\}_{n=1}^\infty \subset \{\delta\}\). Such wide flexibility will be reasonable to authorize our weak formulation, and this is the principal reason why we settle the relaxation system as stated in (0.8)–(0.11).

In addition, referring to the previous relevant works, e.g. \[8, 9, 10, 11, 14\], we can see that each approximating problem \{(0.8)–(0.11)\} is equivalent to the Cauchy problem of an evolution equation:

\[
\begin{cases}
U'(t) + \partial \Phi^\delta_\Theta (U(t)) \ni \Theta(t) \text{ in } \mathcal{H}, \quad t \in (0, T), \\
U(0) = U_0 \text{ in } \mathcal{H},
\end{cases}
\]

which is governed by the subdifferential \(\partial \Phi^\delta_\Theta\) of a convex function \(\Phi^\delta_\Theta : \mathcal{H} \to [0, \infty]\) defined as:

\[
\Phi^\delta_\Theta (V) = \begin{cases}
\int_{\Omega} \left( f_\delta (\nabla v) + \frac{\kappa^2}{2} |\nabla v|^2 \right) dx + \frac{\varepsilon^2}{2} \int_{\Gamma} |\nabla v_\Gamma|^2 d\Gamma, \\
\infty, \quad \text{if } v \in H^1(\Omega), \quad v_\Gamma \in H^1(\Gamma) \text{ and } v_\Gamma = v_\Gamma \text{ in } L^2(\Gamma),
\end{cases}
\]

Hence, for the verification of (q1), it would be effective to observe the continuous dependence between the Cauchy problems (0.5) and (0.12), as \(\kappa, \delta \to 0\), for every regularizations \(\{f_\delta\}_{\delta>0}\). Furthermore, on account of the general theories of nonlinear evolution equations and their variational convergence \[4, 6, 7, 20\], the essence of (q1) can be reduced as follows.
An issue to verify that the convex function $\Phi^\ast$ on $\mathcal{H}$, given in (0.6), is a limit of various sequences of relaxed convex functions $\{\Phi^\ast_{\kappa, \delta}\}_{\kappa, \delta > 0}$ on $\mathcal{H}$, in the sense of Mosco [24], as $\kappa, \delta \to 0$.

In the meantime, for the issue (q2), we focus on the comparison principle for the weak solutions to $\{(0.1)-(0.4)\}$, stated as follows.

If $[u^k_0, u^k_{\Gamma, 0}] \in \mathcal{W}$ and $[\theta^k, \theta^k_{\Gamma}] \in L^2(0, T; \mathcal{H})$, for $k = 1, 2$, and
\[
\begin{align*}
  u^1_0 &\leq u^2_0 \text{ a.e. in } \Omega, \theta^1 \leq \theta^2 \text{ a.e. in } Q, \\
  u^1_{\Gamma, 0} &\leq u^2_{\Gamma, 0} \text{ a.e. on } \Gamma, \theta^1_{\Gamma} \leq \theta^2_{\Gamma} \text{ a.e. on } \Sigma,
\end{align*}
\]
then, it holds that:
\[
u^1 \leq u^2 \text{ a.e. in } Q, \text{ and } u^1_{\Gamma} \leq u^2_{\Gamma} \text{ a.e. on } \Sigma,
\]
where for every $k = 1, 2$, $[u^k, u^k_{\Gamma}] \in L^2(0, T; \mathcal{H})$ is a solution to $\{(0.1)-(0.4)\}$ in the case when $[u_0, u_{\Gamma, 0}] = [u^k_0, u^k_{\Gamma, 0}]$ and $[\theta, \theta_{\Gamma}] = [\theta^k, \theta^k_{\Gamma}]$.

Indeed, in regular systems like $\{(0.8)-(0.11)\}$, the property kindred to (B) can be verified, immediately, by applying usual methods as in [2, 6, 7, 20, 22]. But in our study, the issue of comparison principle (B) will be delicate, because the boundary integral $\int_{\Gamma} |w|_{\Gamma} - w_{\Gamma} | d\Gamma$ as in (0.6) will bring non-trivial interaction between the unknowns $u$ and $u_{\Gamma}$ in the transmission system $\{(0.1)-(0.4)\}$.

In view of these, the discussions for the above (A) and (B) are developed in accordance with the following contents. In Section 1, we prepare preliminaries of this study, and in Section 2, we state the results of this paper. The principal part of our results are stated as Main Theorems A and B, and these correspond to the issues (A) and (B), respectively. Then, the continuous dependence between Cauchy problems (0.5) and (0.12) will be mentioned as a Corollary of Main Theorem A. The results are proved through the following Sections 3 and 4, which are assigned to the preparation of Key-Lemmas, and to the body of the proofs of Main Theorems and the corollary, respectively. Furthermore, in the final Section 5, we mention about an advanced issue as the future prospective of this study.

1 Preliminaries

In this section, we outline some basic matters, as preliminaries of our study.

Notation 1 (Notations in real analysis) For arbitrary $a, b \in [-\infty, \infty]$, we define:
\[
a \lor b := \max\{a, b\} \quad \text{and} \quad a \land b := \min\{a, b\};
\]
and in particular, we write $[a]^+ := a \lor 0$ and $[b]^- := -(0 \land b)$. 

Let $d \in \mathbb{N}$ be any fixed dimension. Then, we simply denote by $|x|$ and $x \cdot y$ the Euclidean norm of $x \in \mathbb{R}^d$ and the standard scalar product of $x, y \in \mathbb{R}^d$, respectively. Also, we denote by $\mathbb{B}^d$ and $\mathbb{S}^{d-1}$ the $d$-dimensional unit open ball centered at the origin, and its boundary, respectively, i.e.: 

$$\mathbb{B}^d := \{ x \in \mathbb{R}^d \mid |x| < 1 \} \text{ and } \mathbb{S}^{d-1} := \{ x \in \mathbb{R}^d \mid |x| = 1 \}.$$ 

In particular, when $d > 1$, we let:

$$\begin{align*}
\{x \vee y := [x_1 \vee y_1, \ldots, x_d \vee y_d], x \wedge y := [x_1 \wedge y_1, \ldots, x_d \wedge y_d],
\{x_1^+, \ldots, [x_d^+] \text{ and } [y]^+ := [y_1^+, \ldots, [y_d]^+] \text{, for all } x, y \in \mathbb{R}^d.
\end{align*}$$

Besides, we often describe a $d$-dimensional vector $x = [x_1, \ldots, x_d] \in \mathbb{R}^d$ as $x = [\hat{x}, x_d]$ by putting $\hat{x} = [x_1, \ldots, x_{d-1}] \in \mathbb{R}^{d-1}$. As well as, we describe the gradient $\nabla = [\partial_1, \ldots, \partial_d]$ as $\nabla = [\partial_1, \ldots, \partial_{d-1}]$, and additionally, we describe $\nabla_x, \partial_1, \partial_x, i = 1, \ldots, d,$ and so on, when we need to specify the variables of differentials.

**Notation 2 (Notations of functional analysis)** For an abstract Banach space $X$, we denote by $| \cdot |$ the norm of $X$, and denote by $X \cdot \langle \cdot, \cdot \rangle_X$ the duality pairing between $X$ and the dual space $X^*$ of $X$. In particular, when $X$ is a Hilbert space, we denote by $(\cdot, \cdot)_X$ the inner product in $X$.

**Notation 3 (Notations in convex analysis)** Let $X$ be an abstract real Hilbert space.

For any closed and convex set $C \subset X$, we denote by $\pi_C : X \to C$ the orthogonal projection onto $C$.

For any proper lower semi-continuous (l.s.c. from now on) and convex function $\Psi$ defined on $X$, we denote by $D(\Psi)$ its effective domain, and denote by $\partial \Psi$ its subdifferential.

The subdifferential $\partial \Psi$ is a set-valued map corresponding to a weak differential of $\Psi$, and it has a maximal monotone graph in the product space $X \times X$. More precisely, for each $z_0 \in X$, the value $\partial \Psi(z_0)$ is defined as a set of all elements $z^*_0 \in X$ which satisfy the following variational inequality:

$$(z^*_0, z - z_0)_X \leq \Psi(z) - \Psi(z_0), \text{ for any } z \in D(\Psi).$$

The set $D(\partial \Psi) := \{ z \in X \mid \partial \Psi(z) \neq \emptyset \}$ is called the domain of $\partial \Psi$, and the notation $\\{z_0, z^*_0\} \in \partial \Psi$ in $X \times X$” is often rephrased as “$z^*_0 \in \partial \Psi(z_0)$ in $X$ with $z_0 \in D(\partial \Psi)$”, by identifying the operator $\partial \Psi$ with its graph in $X \times X$.

On this basis, we here recall the notion of Mosco-convergence for sequences of convex functions.

**Definition 2 (Mosco-convergence: cf. [24])** Let $X$ be an abstract Hilbert space. Let $\Psi : X \to (-\infty, \infty]$ be a proper l.s.c. and convex function, and let $\{\Psi_n\}_{n=1}^\infty$ be a sequence of proper l.s.c. and convex functions $\Psi_n : X \to (-\infty, \infty]$, $n \in \mathbb{N}$. Then, it is said that $\Psi_n \to \Psi$ on $X$, in the sense of Mosco [24], as $n \to \infty$, iff. the following two conditions are fulfilled.

**(M1) Lower-bound condition:** $\lim_{n \to \infty} \Psi_n(\check{z}_n) \geq \Psi(\check{z})$, if $\check{z} \in X$, $\{\check{z}_n\}_{n=1}^\infty \subset X$, and $\check{z}_n \to \check{z}$ weakly in $X$ as $n \to \infty$. 

(M2) Optimality condition: for any \( \hat{z} \in D(\Psi) \), there exists a sequence \( \{\hat{z}_n\}_{n=1}^\infty \subset X \) such that \( \hat{z}_n \to \hat{z} \) in \( X \) and \( \Psi_n(\hat{z}_n) \to \Psi(\hat{z}) \), as \( n \to \infty \).

Notation 4 (Notations in basic measure theory: cf. [1, 5]) For any \( d \in \mathbb{N} \), the \( d \)-dimensional Lebesgue measure is denoted by \( \mathcal{L}^d \), and unless otherwise specified, the measure theoretical phrases, such as “a.e.”, “\( dt \)”, “\( dx \)”, and so on, are with respect to the Lebesgue measure in each corresponding dimension. Also, in the observations on a \( C^1 \)-surface \( S \), the phrase “a.e.” is with respect to the Hausdorff measure in each corresponding Hausdorff dimension, and the area element on \( S \) is denoted by \( dS \).

Let \( d \in \mathbb{N} \) be any dimension, and let \( A \subset \mathbb{R}^d \) be any open set. We denote by \( \mathcal{M}(A) \) (resp. \( \mathcal{M}_{\text{loc}}(A) \)) the space of all finite Radon measures (resp. the space of all Radon measures) on \( A \). In general, the space \( \mathcal{M}(A) \) (resp. \( \mathcal{M}_{\text{loc}}(A) \)) is known as the dual of the Banach space \( C^0(A) \) (resp. dual of the locally convex space \( C_c(A) \)).

Notation 5 (Notations in BV-theory: cf. [1, 5, 12, 15]) Let \( d \in \mathbb{N} \) be a dimension of the Euclidean space \( \mathbb{R}^d \), and let \( A \subset \mathbb{R}^d \) be an open set. A function \( u \in L^1(A) \) (resp. \( u \in L^1_{\text{loc}}(A) \)) is called a function of bounded variation, or a BV-function (resp. a function of locally bounded variation, or a BV-function) on \( A \), iff. its distributional differential \( Du \) is a finite Radon measure on \( A \) (resp. a Radon measure on \( A \)), namely \( Du \in \mathcal{M}(A) \) (resp. \( Du \in \mathcal{M}_{\text{loc}}(A) \)). We denote by \( BV(A) \) (resp. \( BV_{\text{loc}}(A) \)) the space of all BV-functions (resp. all BV_{\text{loc}}-functions) on \( A \). For any \( u \in BV(A) \), the Radon measure \( Du \) is called the variation measure of \( u \), and its total variation \( |Du| \) is called the total variation measure of \( u \). Additionally, the value \( |Du|(A) \), for any \( u \in BV(A) \), can be calculated as follows:

\[
|Du|(A) = \sup \left\{ \int_A u \, \text{div} \varphi \, dy \mid \varphi \in C^1_c(A)^d \text{ and } |\varphi| \leq 1 \text{ on } A \right\}.
\]

The space \( BV(A) \) is a Banach space, endowed with the following norm:

\[
|u|_{BV(A)} := |u|_{L^1(A)} + |Du|(A), \text{ for any } u \in BV(A).
\]

Also, \( BV(A) \) is a metric space, endowed with the following distance:

\[
[u, v] \in BV(A)^2 \mapsto |u - v|_{L^1(A)} + \left| \int_A |Du| - \int_A |Dv| \right|.
\]

The topology provided by this distance is called the strict topology of \( BV(A) \) and the convergence of sequence in the strict topology is often phrased as “strictly in \( BV(A) \)”.

In particular, if \( d > 1 \), if the open set \( A \) is bounded, and if the boundary \( \partial A \) is Lipschitz, then the space \( BV(A) \) is continuously embedded into \( L^q(\partial A) \) for any \( 1 \leq q < d/(d-1) \) (cf. [1, Corollary 3.49] or [5, Theorem 10.1.3–10.1.4]). Besides, there exists a (unique) bounded linear operator \( T_{\partial A} : BV(A) \to L^1(\partial A) \), called trace, such that \( T_{\partial A} \varphi = \varphi|_{\partial A} \) on \( \partial A \) for any \( \varphi \in C^1(\overline{A}) \). Hence, in this paper, we shall denote the value of trace \( T_{\partial A} u \) by \( u|_{\partial A} \). Additionally, if \( 1 \leq r < \infty \), then the space \( C^\infty(\overline{A}) \) is dense in \( BV(A) \cap L^r(A) \) for the intermediate convergence (cf. [5, Definition 10.1.3. and Theorem 10.1.2]), i.e. for any \( u \in BV(A) \cap L^r(A) \), there exists a sequence \( \{u_n\}_{n=1}^\infty \subset C^\infty(\overline{A}) \) such that \( u_n \to u \) in \( L^r(A) \) and \( \int_A |\nabla u_n|dx \to |Du|(A) \) as \( n \to \infty \).
Remark 1.1 (cf. [1, Theorem 3.88]) Let \(1 < d \in \mathbb{N}\), and let \(A \subset \mathbb{R}^d\) be a bounded open set with a Lipschitz boundary \(\partial A\). Then, it holds that:
\[
\int_{\partial A} u|_{\partial A} (\psi \cdot n_{\partial A}) \, d\mathcal{H}^{d-1} = \int_A u \, \text{div} \, \psi \, dx + \int_A \psi \cdot Du, \quad \text{for any } \psi \in C^1_c(\mathbb{R}^d)^d,
\]
where \(n_{\partial A}\) denotes the unit outer normal on \(\partial A\). Moreover, the trace \(\mathcal{T}_{\partial A} : BV(A) \to L^1(\partial A)\) is continuous with respect to the strict topology of \(BV(A)\). Namely, the convergence of continuous dependence holds:
\[
\mathcal{T}_{\partial A}u_n \to \mathcal{T}_{\partial A}u \quad \text{as } n \to \infty, \quad \text{for } u \in BV(A) \text{ and } \{u_n\}_{n=1}^\infty \subset BV(A),
\]
in the topology of \(L^1(\partial A)\), if \(u_n \to u\) strictly in \(BV(A)\). However, in contrast with the traces on Sobolev spaces, it must be noted that the convergence (1.1) is not guaranteed, if \(u_n \to u\) weakly-* in \(BV(A)\), and even if we adopt any weak topology for (1.1) (including the distributional one).

Notation 6 (Extensions of functions: cf. [1, 5]) Let \(d \in \mathbb{N}\), let \(\mu\) be a positive measure on \(\mathbb{R}^d\), and let \(B \subset \mathbb{R}^d\) be a \(\mu\)-measurable Borel set. For any \(\mu\)-measurable function \(u : B \to \mathbb{R}\), we denote by \([u]^\text{ex}\) an extension of \(u\) over \(\mathbb{R}^d\). More precisely, \([u]^\text{ex} : \mathbb{R}^d \to \mathbb{R}\) is a Lebesgue measurable function such that \([u]^\text{ex}\) has an expression as a \(\mu\)-measurable function on \(B\), and \([u]^\text{ex} = u\) \(\mu\)-a.e. in \(B\). In general, the extension of \([u]^\text{ex} : \mathbb{R}^d \to \mathbb{R}\) is not unique, for each \(u : B \to \mathbb{R}\).

Remark 1.2 Let \(1 < d \in \mathbb{N}\), and let \(A \subset \mathbb{R}^d\) be a bounded open set with a \(C^1\)-boundary \(\partial A\). Then, for the extensions of functions in \(BV(A)\) and \(H^{\frac{d}{2}}(\partial A)\), we can check the following facts.

(Fact 1) (cf. [1, Proposition 3.21]) There exists a bounded linear operator \(\mathcal{E}_A : BV(A) \to BV(\mathbb{R}^d)\), such that:
- \(\mathcal{E}_A\) maps any function \(u \in BV(A)\) to an extension \([u]^\text{ex} \in BV(\mathbb{R}^d)\);
- for any \(1 \leq q < \infty\), \(\mathcal{E}_A(W^{1,q}(A)) \subset W^{1,q}(\mathbb{R}^d)\), and the restriction \(\mathcal{E}_A|_{W^{1,q}(A)} : W^{1,q}(A) \to W^{1,q}(\mathbb{R}^d)\) forms a bounded and linear operator with respect to the (strong-)topologies of the restricted Sobolev spaces.

(Fact 2) (cf. [5, Theorem 5.4.1 and Proposition 5.6.3]) There exists a bounded linear operator \(\mathcal{E}_{\partial A} : H^{\frac{d}{2}}(\partial A) \to H^1(\mathbb{R}^d)\), which maps any function \(\varphi \in H^{\frac{d}{2}}(\partial A)\) to an extension \([\varphi]^\text{ex} \in H^1(\mathbb{R}^d)\).

Next, we prepare the notations for the spatial domain \(\Omega\) and functions and measures on this domain.

Notation 7 (Notations for the spatial domain) Throughout this paper, let \(1 < N \in \mathbb{N}\), let \(\Omega \subset \mathbb{R}^N\) be a bounded domain with a \(C^\infty\)-boundary \(\Gamma := \partial\Omega\) and the unit outer normal \(n_\Gamma \in C^\infty(\Gamma)^N\). Besides, we suppose that \(\Omega\) and \(\Gamma\) fulfill the following two conditions.
(Ω0) There exists a small constant $r_\Gamma > 0$, and the mapping
\[ d_\Gamma : x \in \Omega \mapsto \inf_{y \in \Gamma} |x - y| \in [0, \infty), \]
forms a smooth function on the neighborhoods of $\Gamma$:
\[ \Gamma(r) := \{ x \in \Omega \mid d_\Gamma(x) < r \}, \text{ for every } r \in (0, r_\Gamma]. \]

(Ω1) There exists a small constant $r_* \in (0, r_\Gamma]$, and for any $x_\Gamma \in \Gamma$ and arbitrary $\rho, r \in (0, r_*]$, the neighborhood:
\[ G_{x_\Gamma}(\rho, r) := \{ y + x_\Gamma + \tau n_\Gamma \mid \tau \in (-r, r), y \in \Gamma - x_\Gamma, \text{ and } \tau (y \cdot n_\Gamma(x_\Gamma)) + n_\Gamma(x_\Gamma) < \rho \}, \]
is transformed to a cylinder:
\[ \Pi_0(\rho, r) := \{ \xi = \{ \hat{\xi}, \xi_N \} \in \mathbb{R}^N \mid \hat{\xi} \in \rho \mathbb{B}^{N-1} \text{ and } \xi_N \in (-r, r) \}, \]
by using a uniform $C^\infty$-diffeomorphism $\Xi_{x_\Gamma} : G_{x_\Gamma}(r_*, r_*) \to \Pi_0(r_*, r_*)$. Additionally, for any $x_\Gamma \in \Gamma$, there exists a function $\gamma_{x_\Gamma} \in C^\infty(r_* \mathbb{B}^{N-1})$, a congruence transform $\Lambda_{x_\Gamma} : \mathbb{R}^N \to \mathbb{R}^N$ and a $C^\infty$-diffeomorphism $H_{x_\Gamma} : \Lambda_{x_\Gamma} G_{x_\Gamma}(r_*, r_*) \to \Pi_0(r_*, r_*)$ such that:

(ω0) $\Xi_{x_\Gamma} = H_{x_\Gamma} \circ \Lambda_{x_\Gamma}$ as a mapping from $G_{x_\Gamma}(r_*, r_*)$ onto $\Pi_0(r_*, r_*)$;

(ω1) $\gamma_{x_\Gamma}(0) = 0$, and $\nabla \gamma_{x_\Gamma}(0) = 0$ in $\mathbb{R}^{N-1}$;

(ω2) for every $\rho, r \in (0, r_*]$, 
\[ \Lambda_{x_\Gamma} G_{x_\Gamma}(\rho, r) = Y_{x_\Gamma}(\rho, r) := \{ y = [\hat{y}, y_N] \in \mathbb{R}^N \mid [\hat{y}, y_N - \gamma_{x_\Gamma}(\hat{y})] \in \Pi_0(\rho, r) \}, \]
and in particular,
\[ \Lambda_{x_\Gamma}(\Gamma \cap G_{x_\Gamma}(\rho, r)) = \{ y = [\hat{y}, \gamma_{x_\Gamma}(\hat{y})] \in \mathbb{R}^N \mid \hat{y} \in \rho \mathbb{B}^{N-1} \} ; \]

(ω3) for every $\rho, r \in (0, r_*]$, 
\[ H_{x_\Gamma} : y = [\hat{y}, y_N] \in Y_{x_\Gamma}(\rho, r) \mapsto \xi = H_{x_\Gamma} y := [\hat{y}, y_N - \gamma_{x_\Gamma}(\hat{y})] \in \Pi_0(\rho, r). \]

Remark 1.3 From (Ω0), we may further suppose the following condition.

(Ω2) For any $\sigma > 0$, there exists a constant $\rho_*^\sigma \in (0, r_*]$ such that:
\[ \rho_*^\sigma \leq \sigma, \ |\gamma_{x_\Gamma}|_{C^1(\rho \mathbb{B}^{N-1})} \leq \sigma \text{ and } \]
\[ \{ \Xi_{x_\Gamma}^{-1} [\hat{\xi}, \gamma_{x_\Gamma}(\hat{\xi}) + r_*] \mid \hat{\xi} \in \rho \mathbb{B}^{N-1} \} \cap \Gamma(\sigma/2) = \emptyset, \]
for any $x_\Gamma \in \Gamma$ and any $\rho \in (0, \rho_*^\sigma].$
Notation 8 (Notations of surface-differentials) Under the assumption \((Ω_0)\) in Notation 7, we can define the Laplacian \(Δ_Γ\) on the surface \(Γ\), i.e. the so-called Laplace–Beltrami operator, as the composition \(Δ_Γ := \text{div}_Γ \circ \nabla_Γ : C^∞(Γ) → C^∞(Γ)\) of the surface gradient:

\[
Δ_Γ φ := \nabla[φ]^{\text{ex}} - (\nabla d_Γ \otimes \nabla d_Γ) \nabla[φ]^{\text{ex}}, \text{ for any } φ ∈ C^∞(Γ),
\]

and the surface-divergence:

\[
\text{div}_Γ ω := \text{div}[ω]^{\text{ex}} - (\nabla[d_Γ]^{\text{ex}} \cdot \nabla[d_Γ]) \cdot \nabla[d_Γ], \text{ for any } ω = [ω_1, ..., ω_N] ∈ C^∞(Γ)^N.
\]

As is well-known (cf. [25]), the values \(Δ_Γ φ\) and \(\text{div}_Γ ω\) are determined independently with respect to the choices of the extensions \([φ]^{\text{ex}} ∈ C^∞(\mathbb{R}^N)\) and \([ω]^{\text{ex}} = [ω_1]^{\text{ex}}, ..., [ω_N]^{\text{ex}} \in C^∞(\mathbb{R})^N\), and moreover, the operator \(-Δ_Γ\) can be extended to a duality map between \(H^1(Γ)\) and \(H^{-1}(Γ)\), via the following variational identity:

\[
u^{-1}(Γ) ⟨ -Δ_Γ φ, ψ ⟩_{H^1(Γ)} = (Δ_Γ φ, ψ)^{L^2(Γ)^N}, \text{ for all } [φ, ψ] ∈ H^1(Γ)^2.
\]

Finally, we prescribe some specific notations.

Notation 9 Let \(R_Ω > 0\) be a sufficiently large constant, such that \(B_Ω := R_Ω\mathbb{B}^N ⊃ \overline{Ω}\).

Besides, for any \(u ∈ BV(Ω)\) and any \(g ∈ H^{\frac{1}{2}}(Γ)\), we denote by \([u]^{\text{ex}}_g ∈ BV(B_Ω) \cap H^1(B_Ω \setminus \overline{Ω})\) an extension of \(u\), provided as:

\[
x ∈ \mathbb{R}^N ↦ [u]^{\text{ex}}_g(x) := \begin{cases} u(x), & \text{if } x ∈ Ω, \\ g^{\text{ex}}(x), & \text{if } x ∈ B_Ω \setminus \overline{Ω},\end{cases}
\]

with the use of an extension \([g]^{\text{ex}} ∈ H^1(\mathbb{R}^N)\) of \(g\).

Remark 1.4 As consequences of BV-theory (cf. [1, Corollary 3.89], [5, Example 10.2.1] and [12, Theorem 5.8]) and Remark 1.2, we can verify the following facts.

(Fact 3) For any \(u ∈ BV(Ω)\) and any \(g ∈ H^{\frac{1}{2}}(Γ)\), it holds that:

\[
|D[u]^{\text{ex}}_g(B) = \int_{B ∩ Ω} |Du| + \int_{B ∩ Γ} |u_{Γ} - g| dΓ + \int_{B ∩ \overline{Ω}} |∇[g]^{\text{ex}}| dx,
\]

for any Borel set \(B ⊆ B_Ω\), and any extension \([g]^{\text{ex}} ∈ H^1(\mathbb{R}^N)\) of \(g\).

(Fact 4) For any \(g ∈ H^{\frac{1}{2}}(Γ)\), the functional:

\[
u ∈ L^1(Ω) ↦ |D[u]^{\text{ex}}_g| (\overline{Ω})
\]

\[
:= \begin{cases} \int_Ω |Du| + \int_Γ |u_{Γ} - g| dΓ = |D[u]^{\text{ex}}_g(Ω)| - |D[g]^{\text{ex}}(Ω \setminus \overline{Ω})|, & \text{if } u ∈ BV(Ω), \\ \infty, & \text{otherwise},\end{cases}
\]

forms a single-valued proper l.s.c. and convex function on \(L^1(Ω)\).
(Fact 5) (cf. [2, 3, 28]) \( |D[u_n]|_{g}^{|\Omega|} \to |D[u]|_{g}^{|\Omega|} \) as \( n \to \infty \), whenever \( \{u_n\}_{n=1}^{\infty} \subset BV(\Omega) \cap L^2(\Omega), u \in BV(\Omega) \cap L^2(\Omega) \) and \( u_n \to u \) in \( L^2(\Omega) \) and strictly in \( BV(\Omega) \) as \( n \to \infty \).

**Remark 1.5** From the definition (0.6), we easily see that \( \Phi_* \) is proper and convex. Also, the above Remark 1.4 (Fact 4)–(Fact 5) lead to the lower semi-continuity of this \( \Phi_* \). In fact, taking arbitrary \( W = [w, w_T] \in \mathcal{H} \) and \( \{W_n = [w_n, w_{T,n}]\}_{n=1}^{\infty} \subset \mathcal{W} \), such that:

\[
W_n = [w_n, w_{T,n}] \to W = [w, w_T] \quad \text{in} \quad \mathcal{H}, \quad \text{as} \quad n \to \infty,
\]

we immediately see from Remark 1.4 (Fact 5) that:

\[
\lim_{n \to \infty} \Phi_*(W_n) \geq \lim_{n \to \infty} |D[w_n]|_{\mathcal{W}}^{|\Omega|} - \lim_{n \to \infty} \int_{\Gamma} |w_{T,n} - w_T| d\Gamma
\]

\[
+ \frac{\varepsilon^2}{2} \lim_{n \to \infty} \int_{\Gamma} |\nabla w_{T,n}|^2 d\Gamma
\]

\[
\geq |D[w]|_{\mathcal{W}}^{|\Omega|} + \frac{\varepsilon^2}{2} \int_{\Gamma} |\nabla w_T| d\Gamma = \Phi_*(W).
\]

### 2 The results of this paper

First, we prescribe, anew, the product Hilbert space \( \mathcal{H} := L^2(\Omega) \times L^2(\Gamma) \), with the inner product:

\[
([z^1, z_{T}^1], [z^2, z_{T}^2])_{\mathcal{H}} := (z^1, z^2)_{L^2(\Omega)} + (z_{T}^1, z_{T}^2)_{L^2(\Gamma)},
\]

for all \( [z^k, z_{T}^k], k = 1, 2 \).

As is mentioned in Introduction, the Hilbert space \( \mathcal{H} \) is to be the base-space of the convex functions as in (0.6) and (0.13), and the Cauchy problems (0.5) and (0.12). Also, let \( \mathcal{W} := (BV(\Omega) \cap L^2(\Omega)) \times H^1(\Gamma) \) be the effective domain of the convex function \( \Phi_* \), given in (0.6), and let \( \mathcal{V} \) be a closed linear subspace in the product Hilbert space \( H^1(\Omega) \times H^1(\Gamma) \), defined as:

\[
\mathcal{V} := \left\{ [v, v_T] \in \mathcal{H} \right\mid v \in H^1(\Omega), v_T \in H^1(\Gamma) \quad \text{and} \quad v_T = v_T \quad \text{a.e. on} \quad \Gamma \right\}.
\]

Next, we prescribe the assumptions in our study.

(A0) \( \varepsilon > 0 \) is a fixed constant, and \( \delta > 0 \) and \( \kappa > 0 \) are given constants. Besides, \( 1 < N \in \mathbb{N} \) is a fixed constant, and \( \Omega \subset \mathbb{R}^N \) is a bounded domain with a smooth boundary \( \Gamma := \partial \Omega \) and the unit outer normal \( n_T \), that fulfills the conditions (\(\Omega_0\))–(\(\Omega_1\)) in Notation 7.

(A1) \( \{f_\delta\}_{0<\delta \leq 1} \subset W^{1,\infty}(\mathbb{R}^N) \) is a sequence of convex functions such that

\[
f_\delta(0) = 0 \quad \text{and} \quad f_\delta(\omega) \geq 0, \quad \text{for any} \quad 0 < \delta \leq 1 \quad \text{and} \quad \omega \in \mathbb{R}^N,
\]

and \( f_\delta \to | \cdot |(= | \cdot |_{\mathbb{R}^N}), \) uniformly on \( \mathbb{R}^N \), as \( \delta \to 0 \).

**Remark 2.1** The assumptions (A0)–(A1) cover the setting of \( \{f_\delta\}_{\delta > 0} = \{| \cdot |\}, \) and this setting is just the case that was mainly dealt with in the previous work [9].

Now, the results of this paper are stated as follows.
Main Theorem A (Mosco-convergence). Under (A1)-(A0), let $\Phi_* : \mathcal{H} \to [0, \infty]$ be the functional given in (0.6), and for every $\delta > 0$ and $\kappa > 0$, let $\Phi^\delta_{\kappa} : \mathcal{H} \to [0, \infty]$ be the proper l.s.c. and convex function given in (0.13). Then, for every sequences $\{\delta_n\}_{n=1}^\infty \subset (0, 1]$ and $\{\kappa_n\}_{n=1}^\infty \subset (0, 1]$, such that:

$$\delta_n \to 0 \text{ and } \kappa_n \to 0, \text{ as } n \to \infty,$$

the sequence $\{\Phi_n\}_{n=1}^\infty$ of convex functions $\Phi_n := \Phi^\delta_{\kappa_n} : \mathcal{H} \to [0, \infty]$, $n \in \mathbb{N}$, converges to the convex function $\Phi_*$ on $\mathcal{H}$, in the sense of Mosco, as $n \to \infty$.

Corollary 2.1 (Continuous dependence of Cauchy problems) Let $0 < T < \infty$, and for every $U_0 = [u_0, u_{1,0}] \in \mathcal{W}$ and $\Theta = [\theta, \theta_T] \in L^2(0, T; \mathcal{H})$, let $U = [u, u_T] \in L^2(0, T; \mathcal{H})$ be the solution to (0.5). Also, for every $n \in \mathbb{N}$, $U^n_0 := [u^n_0, u^n_{1,0}] \in \mathcal{W}$, and $\Theta^n := [\theta^n, \theta^n_T] \in L^2(0, T; \mathcal{H})$, let $U^n := [u^n, u^n_T] \in W^{1,2}(0, T; \mathcal{H}) \cap L^\infty(0, T; \mathcal{V})$ be the solution to (0.12) in the case when $\delta = n$ and $\kappa = n$, i.e.:

$$\begin{cases}
(U^n)'(t) + \partial \Phi_n(U^n(t)) \geq \Theta^n(t) \text{ in } \mathcal{H}, \text{ a.e. } t \in (0, T), \\
U^n(0) = U^n_0 \text{ in } \mathcal{H}.
\end{cases}$$

On this basis, let us assume that:

$$U^n_0 \to U_0 \text{ in } \mathcal{H} \text{ and } \Theta^n \to \Theta \text{ in } L^2(0, T; \mathcal{H}), \text{ with (2.1)}.\]$$

Then, the sequence $\{U^n = [u^n, u^n_T]\}_{n=1}^\infty$ converges to $U = [u, u_T]$ in the sense that:

$$U^n \to U \text{ in } C([0, T]; \mathcal{H}),$$

weakly in $W^{1,2}(0, T; \mathcal{H})$, as $n \to \infty$,

$$\int_0^T \Phi_n(U^n(t)) \, dt \to \int_0^T \Phi_*(U(t)) \, dt, \text{ as } n \to \infty.$$\]

Main Theorem B (Comparison principle). For every $k = 1, 2$, let $[u^k_0, u^k_{1,0}] \in \mathcal{W}$ be given initial data, let $[\theta^k, \theta^k_T] \in L^2(0, T; \mathcal{H})$ be a given source term, and let $[u^k, u^k_T] \in L^2(0, T; \mathcal{H})$ be a weak solution to $\{(0.8)-(0.11)\}$ in the case when $[u_0, u_{1,0}] = [u^k_0, u^k_{1,0}]$ and $[\theta, \theta_T] = [\theta^k, \theta^k_T]$. Then, it holds that:

$$\begin{align*}
&\left|\left[u^1 - u^2\right]^+(t)\right|_{L^2(\Omega)}^2 + \left|\left[u^1_T - u^2_T\right]^+(t)\right|_{L^2(\Gamma)}^2 \\
&\leq e^\tau \left|\left[u^1 - u^2\right]^+(t)\right|_{L^2(\Omega)}^2 + \left|\left[u^1_T - u^2_T\right]^+(t)\right|_{L^2(\Gamma)}^2 + \int_0^t e^{\tau - \tau} \left[\left|\theta^1 - \theta^2\right|^+(\tau)\right]_{L^2(\Omega)}^2 + \left[\left|\theta^1_T - \theta^2_T\right|^+(\tau)\right]_{L^2(\Gamma)}^2 \, d\tau,
\end{align*}$$

for all $t \in [0, T]$.

Remark 2.2 In Main Theorem B, we can suppose the well-posedness for the weak formulation (0.7), because the Definition 1 lets the well-posedness be just a straightforward consequence of the general theory of nonlinear evolution equations [6, 7, 20]. Also, we note that the comparison principle (B), mentioned in Introduction, is immediately deduced from the inequality (2.2).
3 Key-Lemmas

In Main Theorem A, the keypoint is in the construction method of approximating sequences for BV-functions, which is stated in the following Key-Lemma A.

**Key-Lemma A.** For any \( [\hat{u}, \hat{u}_\Gamma] \in \mathcal{W} \), there exists a sequence \( \{\hat{u}_\ell\}_{\ell=1}^\infty \subset H^1(\Omega) \), such that:

\[
\hat{u}_\ell|_\Gamma = \hat{u}_\Gamma \text{ in } H^\sharp(\Gamma), \quad \text{for any } \ell \in \mathbb{N},
\]

\[
\hat{u}_\ell \to \hat{u} \text{ in } L^2(\Omega) \text{ and } \int_\Omega |\nabla \hat{u}_\ell| \, dx \to \int_\Omega |\nabla \hat{u}| \, dx + \int_\Gamma |\hat{u}_\Gamma| \, d\Gamma,
\]

as \( \ell \to \infty \).

Meanwhile, the keypoint of Main Theorem B is in the so-called \( T \)-monotonicity of the subdifferential \( \partial \Phi_* \), which is stated in the following Key-Lemma B.

**Key-Lemma B.** Let \( \Phi_* \) be the convex function given in (0.6). Then, the subdifferential \( \partial \Phi_* \) fulfills the following inequality of \( T \)-monotonicity:

\[
(U^{*1} - U^{*2}, [U^1 - U^2]^+)_{\mathcal{W}} = (u^{*1} - u^{*2}, [u^1 - u^2]^+)_{L^2(\Omega)}
\]

\[
+ (u^{*1}_\Gamma - u^{*2}_\Gamma, [u^1_\Gamma - u^2_\Gamma]^+)_{L^2(\Gamma)} \geq 0,
\]

for all \( [U^k, U^{*k}] = [u^k, u^{*k}], [u^{*k}_\Gamma, u^{*k}_\Gamma] \in \partial \Phi_* \text{ in } \mathcal{H} \times \mathcal{H}, k = 1, 2 \).

Now, before the proofs of these Key-Lemmas, we prepare some auxiliary lemmas and remarks.

**Lemma 3.1** Let \( \mathbb{R}^N_+ \) be the upper half-space of \( \mathbb{R}^N \), i.e.:

\[
\mathbb{R}^N_+ := \{ [\tilde{\xi}, \xi_N] \in \mathbb{R}^N \mid \tilde{\xi} \in \mathbb{R}^{N-1} \text{ and } \xi_N > 0 \}.
\]

Then, for any \( \omega \in H^1(\mathbb{R}^{N-1}) \cap BV(\mathbb{R}^{N-1}) \), there exists a sequence \( \{[\omega]^{\infty}_{r}\}_{r>0} \subset H^1(\mathbb{R}^N_+) \cap BV(\mathbb{R}^N_+) \), and for any \( \tau > 0 \), there exists a small constant \( r^\tau_\omega \in (0, r_\omega) \), such that:

\[
r^\tau_\omega \leq \tau \quad \text{and} \quad [\omega]^{\infty}_{r_\omega}([\tilde{\xi}, \xi_N]) = 0, \quad \text{for any } r \in (0, r^\tau_\omega]
\]

and a.e. \( [\tilde{\xi}, \xi_N] \in \mathbb{R}^N_+ \), satisfying \( \xi_N > r \),

\[
[\omega]^{\infty}_{r}|_{\mathbb{R}^{N-1}} = \omega \in H^\frac{1}{2}(\mathbb{R}^{N-1}), \quad \text{for any } r \in (0, r^\tau_\omega],
\]

and

\[
|[\omega]^{\infty}_{r}|_{L^2(\mathbb{R}^N_+)} \leq \tau \quad \text{and} \quad |D[\omega]^{\infty}_{r}([\mathbb{R}^N_+])| \leq |\omega|_{L^1(\mathbb{R}^{N-1})} + \tau,
\]

for any \( r \in (0, r^\tau_\omega] \).

**Proof of Lemma 3.1.** Let us define:

\[
[\omega]^{\infty}_{r}(\xi) = [\omega]^{\infty}_{r}([\tilde{\xi}, \xi_N]) := [1 - r^{-1}\xi_N]^+ \omega([\tilde{\xi}]),
\]

for a.e. \( \tilde{\xi} \in \mathbb{R}^{N-1} \), a.e. \( \xi_N \geq 0 \) and any \( r > 0 \).
Then, from the assumption \( \varpi \in H^1(\mathbb{R}^{N-1}) \cap BV(\mathbb{R}^{N-1}) \), we immediately check that \( \{\|\varpi\|_{r}^{2}\}_{r>0} \subset H^1(\mathbb{R}^{N}) \cap BV(\mathbb{R}^{N}) \).

On this basis, for any \( \tau > 0 \), let us take a small constant \( r_{*}^{\varpi} \in (0, r_{*}) \), such that:

\[
r_{*}^{\varpi} \in (0, \tau], \quad \frac{r_{*}^{\varpi}}{3} \|\varpi\|_{L^2(\mathbb{R}^{N-1})} < \tau \quad \text{and} \quad \frac{r_{*}^{\varpi}}{2} \int_{\mathbb{R}^{N-1}} |\nabla \varpi| \, d\xi < \tau.
\]  

Then, we can see the conditions (3.4)–(3.5) by means of (3.7)–(3.8) and a standard argument of the trace. Additionally, with (3.7)–(3.8) in mind, we can verify the remaining (3.6) as follows.

\[
|\varpi|_{L^2(\mathbb{R}^{N-1})}^{\varpi} = \int_{\mathbb{R}^{N}} \left| \left[ 1 - r_{*}^{-1} \xi_{N} \right]^{\varpi} \varpi(\xi) \right|^2 \, d\xi
= \left( \int_{0}^{r_{*}^{\varpi}} \left( 1 - r_{*}^{-1} \xi_{N} \right)^2 \, d\xi \right) \left( \int_{\mathbb{R}^{N-1}} \varpi(\xi)^2 \, d\xi \right)
= \frac{r_{*}^{\varpi}}{3} \left| \varpi \right|_{L^2(\mathbb{R}^{N-1})}^2 \leq \tau^2, \quad \text{for any} \ r \in (0, r_{*}^{\varpi}].
\]

\[
|D[\varpi]^{\varpi}|_{L^1(\mathbb{R}^{N})} = \int_{\mathbb{R}^{N}} \left| \nabla [\varpi]^{\varpi}(\xi) \right| \, d\xi
\leq \int_{\mathbb{R}^{N}} \left| \nabla [\varpi]^{\varpi}(\xi) \right| \, d\xi + \int_{\mathbb{R}^{N}} \left| (\partial_{N} [\varpi]^{\varpi}(\xi) \right| \, d\xi
= \int_{\mathbb{R}^{N}} \left| \left[ 1 - r_{*}^{-1} \xi_{N} \right]^{\varpi} \nabla \varpi(\xi) \right| \, d\xi + \int_{\mathbb{R}^{N}} \left| \nabla \varpi(\xi) \right| \, d\xi
= \frac{r_{*}^{\varpi}}{2} \int_{\mathbb{R}^{N-1}} \left| \nabla \varpi \right| \, d\xi + \left| \varpi \right|_{L^1(\mathbb{R}^{N-1})}
= \left| \varpi \right|_{L^1(\mathbb{R}^{N-1})} + \tau, \quad \text{for any} \ r \in (0, r_{*}^{\varpi}].
\]

\( \square \)

**Lemma 3.2** For any \( \hat{v}_{\Gamma} \in H^1(\Gamma) \) and any \( \ell \in \mathbb{N} \), there exists a function \( \hat{v}_{\ell} \in H^1(\Omega) \) such that

\[
\hat{v}_{\ell}|_{\Gamma} = \hat{v}_{\Gamma} \quad \text{in} \ H^\frac{1}{2}(\Gamma), \quad \text{for} \ \ell = 1, 2, 3, \ldots,
\]

(3.9)

\[
\hat{v}_{\ell}(x) = 0, \quad \text{for a.e.} \ x \in \Omega \setminus \Gamma(2^{-\ell}) \quad \text{and} \quad \ell = 1, 2, 3, \ldots,
\]

(3.10)

and

\[
|\hat{v}_{\ell}|_{L^2(\Omega)} \leq 2^{-\ell} \quad \text{and} \quad |D\hat{v}_{\ell}|(\Omega) \leq |\hat{v}_{\Gamma}|_{L^1(\Gamma)} + 2^{-\ell}, \quad \text{for} \ \ell = 1, 2, 3, \ldots.
\]

(3.11)

**Proof of Lemma 3.2.** Let \( \sigma > 0 \) be arbitrary, and let \( \rho_{*}^{\sigma} \) be the constant as in (Ω2). Since \( \Gamma \subset \mathbb{R}^{N-1} \) is compact, we can take a large number \( m_{\Omega}^{\sigma} \in \mathbb{N} \) and a finite sequence \( \{x_{1}^{\sigma}, \ldots, x_{m_{\Omega}^{\sigma}}^{\sigma}\} \subset \Gamma \), such that:

\[
\Gamma(r_{*}^{\sigma}/2) \subset G_{*}^{\sigma} := \bigcup_{i=1}^{m_{\Omega}^{\sigma}} G_{i}^{\sigma}, \quad \text{with the neighborhoods}
\]

(3.12)

\[
G_{i}^{\sigma} := G_{x_{i}^{\sigma}, \rho_{*}^{\sigma}, r_{*}^{\sigma}}, \quad i = 1, \ldots, m_{\Omega}^{\sigma}, \quad \text{as in} \ (\Omega1);
\]
and then, we can take the partition of unity \( \{ \eta_i^\sigma \}_{i=1}^{m_{\Omega}^\sigma} \subset C_c^{\infty}(\mathbb{R}^N) \) for the covering \( G_i^\sigma \), such that:

\[
0 \leq \eta_i^\sigma \in C_c^{\infty}(G_i^\sigma) \quad \text{for } i = 1, \ldots, m_{\Omega}^\sigma, \quad \text{and} \quad \sum_{i=1}^{m_{\Omega}^\sigma} \eta_i^\sigma = 1 \text{ on } \Gamma(r*/2). \quad (3.13)
\]

Next, let us take any \( \tau > 0 \), and with (\( \Omega_1 \)) and Lemma 3.1 in mind, let us set:

\[
\Xi_i^\sigma := \Xi_{\varphi_i^\sigma}, \quad \text{with} \quad \Lambda_i^\sigma := \Lambda_{\varphi_i^\sigma}, \quad \text{and} \quad H_i^\sigma := H_{\varphi_i^\sigma}, \quad i = 1, \ldots, m_{\Omega}^\sigma.
\]

\[
\varpi_i^\sigma(\tilde{\xi}) := \begin{cases} (\eta_i^\sigma \varphi_{\Gamma})(\Xi_i^\sigma)^{-1} \tilde{\xi}, & \text{if } \tilde{\xi} \in \rho_{\sigma}^\ast \mathbb{B}^{N-1} \text{ and } i = 1, \ldots, m_{\Omega}^\sigma, \text{ for a.e. } \tilde{\xi} \in \mathbb{R}^{N-1}, \\ 0, & \text{otherwise}, \end{cases}
\]

and

\[
\tilde{r}_{\sigma}^\ast := \min \{ r_{\varpi_i^\sigma}^\ast \mid i = 1, \ldots, m_{\Omega}^\sigma \}.
\]

Based on these, we define a class of functions \( \{ \hat{v}_\sigma \mid \sigma, \tau > 0 \} \), as follows:

\[
\hat{v}_\sigma(x) := \begin{cases} \sum_{i=1}^{m_{\Omega}^\sigma} [\varpi_i^\sigma]_{1/2}^{ex}(\Xi_i^\sigma x), & \text{if } x \in G_i^\sigma, \text{ for some } i \in \{1, \ldots, m_{\Omega}^\sigma\}, \\ 0, & \text{otherwise}, \end{cases}
\]

for a.e. \( x \in \Omega \) and all \( \sigma, \tau > 0 \).

Then, as direct consequences of (3.12)–(3.17) and Lemma 3.1, it is inferred that:

\[
\hat{v}_\sigma \in H^1(\Omega), \quad \hat{v}_\sigma \mid_{\Gamma} = \hat{v}_{\Gamma} \text{ in } H^{1/2}(\Gamma),
\]

and \( \hat{v}_\sigma = 0 \text{ a.e. on } \Omega \setminus \Gamma(\tau) \), for all \( \sigma, \tau > 0 \).

Also, in the light of (3.6), (\( \Omega_2 \)) and Lemma 3.1, we compute that:

\[
|\hat{v}_\sigma|_{L^2(\Omega)}^2 = \left[ \int_{\Omega} \left| \sum_{i=1}^{m_{\Omega}^\sigma} [\varpi_i^\sigma]_{1/2}^{ex}(\Xi_i^\sigma x) \right|^2 dx \right]^{1/2} \leq \sum_{i=1}^{m_{\Omega}^\sigma} \left[ \int_{\mathbb{R}^N} |[\varpi_i^\sigma]_{1/2}^{ex}(\xi)|^2 d\xi \right]^{1/2} \leq m_{\Omega}^\sigma \tau, \text{ for all } \sigma, \tau > 0,
\]

(3.19)
and

\[
\int_{\Omega} |\nabla x \hat{v}_a^\ell(x)| \, dx \leq \sum_{i=1}^{m_i^\ell} \int_{G_i^\ell \cap \Omega} |\nabla x [\mathcal{W}_i^\ell]_{\ell}^{\mathcal{E}}(\Xi_i^\ell x)| \, dx
\]

\[
= \sum_{i=1}^{m_i^\ell} \int_{Y_i^\ell \cap (\Lambda_i^\ell \Omega)} |\nabla y [\mathcal{W}_i^\ell]_{\ell}^{\mathcal{E}}(H_i^\ell y)| \, dy
\]

\[
\leq \sum_{i=1}^{m_i^\ell} \left(1 + |\nabla x_{T_x}|_{C(\Omega_{R_0}^{N-1})}\right) \int_{\mathbb{R}^N} |\nabla \xi [\mathcal{W}_i^\ell]_{\ell}^{{\mathcal{E}}} (\xi)| \, d\xi
\]

\[
\leq (1 + \sigma) \sum_{i=1}^{m_i^\ell} \left( \int_{\mathbb{R}^{N-1}} |\mathcal{W}_i^\ell (\hat{\xi})| \, d\hat{\xi} + \tau \right)
\]

\[
\leq (1 + \sigma) \sum_{i=1}^{m_i^\ell} \left( \int_{G_i^\ell \cap \Gamma} \eta_i^\ell |\hat{v}_T| \, d\Gamma + \tau \right)
\]

\[
\leq (1 + \sigma) |\hat{v}_T|_{L^1(\Gamma)} + m_i^\ell \tau (1 + \sigma), \text{ for all } \sigma, \tau > 0. \quad (3.20)
\]

Now, for any \( \ell \in \mathbb{N} \), let us take two constants \( \sigma_\ell, \tau_\ell \in (0, 1] \), such that:

\[
\begin{cases}
(1 + \sigma_\ell)|\hat{v}_T|_{L^1(\Gamma)} \leq |\hat{v}_T|_{L^1(\Gamma)} + 2^{-\ell-1}, \\
\tau_\ell + m_i^\ell \tau (1 + \sigma_\ell) \leq 2^{-\ell-1},
\end{cases} \quad \text{for } \ell = 1, 2, 3, \ldots \quad (3.21)
\]

Then, on account of (3.18)–(3.21), we will conclude that the function \( \hat{v}_\ell := \hat{v}_{\sigma_\ell}^\ell \in H^1(\Omega) \), for each \( \ell \in \mathbb{N} \), will fulfill the required condition (3.9)–(3.11). \( \square \)

**Proof of Key-Lemma A.** The proof is a modified version of [22, Theorem 6]. Let \( u \in BV(\Omega) \cap L^2(\Omega) \) be arbitrary. Then, by the smoothness of \( \Gamma \) as in (\( \Omega_1 \))–(\( \Omega_2 \)), we can apply the standard regularization method of BV-functions (cf. [5, Theorem 10.1.2]), and can find a sequence \( \{\hat{\varphi}_\ell\}_{\ell=1}^\infty \subset C^\infty(\overline{\Omega}) \), such that:

\[
\hat{\varphi}_\ell \to \hat{u} \text{ in } L^2(\Omega) \text{ and strictly in } BV(\Omega), \text{ as } \ell \to \infty. \quad (3.22)
\]

Besides, from Remark 1.1, it follows that:

\[
\hat{\varphi}_{\ell|_\Gamma} \to \hat{u}_{\Gamma|_\Gamma} \text{ in } L^1(\Gamma), \text{ as } \ell \to \infty. \quad (3.23)
\]

Next, for any \( \ell \in \mathbb{N} \), we apply Lemma 3.2 as the case when \( \hat{v}_T := \hat{u}_{\Gamma|_\Gamma} - \hat{\varphi}_{\ell|_\Gamma} \in H^\frac{1}{2}(\Gamma) \), and then, we can take a function \( \hat{\psi}_\ell \in H^1(\Omega) \), such that:

\[
\begin{cases}
\hat{\psi}_{\ell|_\Gamma} = \hat{u}_{\Gamma|_\Gamma} - \hat{\varphi}_{\ell|_\Gamma} \text{ in } H^\frac{1}{2}(\Gamma), \\
|\hat{\psi}_\ell|_{L^2(\Omega)} \leq 2^{-\ell} \text{ and } \int_{\Omega} |\nabla \hat{\psi}_\ell| \, dx \leq \int_{\Gamma} |\hat{u}_{\Gamma|_\Gamma} - \hat{\varphi}_{\ell|_\Gamma}| \, d\Gamma + 2^{-\ell}. \quad (3.24)
\end{cases}
\]

Based on these, let us define:

\[
\hat{u}_\ell := \hat{\varphi}_\ell + \hat{\psi}_\ell \text{ in } L^2(\Omega), \text{ for } \ell = 1, 2, 3, \ldots. \quad (3.25)
\]
Then, in the light of (3.22)–(3.24), it is computed that:

$$
\hat{u}_\ell = \hat{\varphi}_\ell + \hat{\psi}_\ell \quad \text{in } H^\frac{1}{2}(\Gamma), \text{ for } \ell = 1, 2, 3, \ldots,
$$

(3.26)

$$
|\hat{u}_\ell - \hat{u}|_{L^2(\Omega)} = |(\hat{\varphi}_\ell - \hat{u}) + \hat{\psi}_\ell|_{L^2(\Omega)} \\
\leq |\hat{\varphi}_\ell - \hat{u}|_{L^2(\Omega)} + 2^{-\ell} \rightarrow 0 \text{ as } \ell \rightarrow \infty,
$$

(3.27)

and

$$
\lim_{\ell \rightarrow \infty} \int_{\Omega} |\nabla \hat{u}_\ell| \, dx \leq \lim_{\ell \rightarrow \infty} \int_{\Omega} |\nabla \hat{\varphi}_\ell| \, dx + \lim_{\ell \rightarrow \infty} \int_{\Gamma} |\nabla \hat{\psi}_\ell| \, d\Gamma \\
\leq \int_{\Omega} |D\hat{u}| + \lim_{\ell \rightarrow \infty} \left( \int_{\Gamma} |\hat{u}_\ell - \hat{\varphi}_\ell| \, d\Gamma + 2^{-\ell} \right) \\
= \int_{\Omega} |D\hat{u}| + \int_{\Gamma} |\hat{u}_\ell - \hat{u}| \, d\Gamma.
$$

(3.28)

Additionally, having in mind Remark 1.4 (Fact 4) and (3.26)–(3.27), one can also see that:

$$
\lim_{\ell \rightarrow \infty} \int_{\Omega} |\nabla \hat{u}_\ell| \, dx = \lim_{\ell \rightarrow \infty} \left( \int_{\Omega} |\nabla \hat{u}_\ell| \, dx + \int_{\Gamma} |\hat{u}_\ell - \hat{u}| \, d\Gamma \right) \\
\geq \int_{\Omega} |D\hat{u}| + \int_{\Gamma} |\hat{u}_\ell - \hat{u}| \, d\Gamma.
$$

(3.29)

On account of (3.26)–(3.29), we conclude that the sequence $\{\hat{u}_\ell\}_{\ell=1}^\infty \subset H^1(\Omega)$, given by (3.25), is the required sequence, fulfilling (3.1)–(3.2).

Proof of Key-Lemma B. Let us set:

$$
\mathcal{K}_0 := \left\{ W = [w, w_\Gamma] \in \mathcal{H} \mid \begin{array}{l}
w \leq 0, \text{ a.e. in } \Omega \text{ and } w_\Gamma \leq 0, \\
\text{a.e. on } \Gamma \end{array} \right\}.
$$

Then, by using the orthogonal projection $\pi_{\mathcal{K}_0} : \mathcal{H} \rightarrow \mathcal{K}_0$, we can reformulate the conclusion (3.3) to the following equivalent form:

$$
(U^{*,1} - U^{*,2}, (U^1 - U^2) - \pi_{\mathcal{K}_0}(U^1 - U^2))_{\mathcal{H}} \geq 0, \\
\text{for all } [U^k, U^{*,k}] \in \partial \Phi_\ast \text{ in } \mathcal{H} \times \mathcal{H}, \; k = 1, 2.
$$

(3.30)

Here, according to the general theory of T-monotonicity [21], the above (3.30) is equivalent to:

$$
\Phi_\ast(W^1 - \pi_{\mathcal{K}_0}(W^1 - W^2)) + \Phi_\ast(W^2 + \pi_{\mathcal{K}_0}(W^1 - W^2)) \\
\leq \Phi_\ast(W^1) + \Phi_\ast(W^2), \text{ for all } W^k \in \mathcal{W}, \; k = 1, 2.
$$

Additionally, from the definition of $\mathcal{K}_0$, one can easily check that:

$$
\begin{cases}
W^1 - \pi_{\mathcal{K}_0}(W^1 - W^2) = W^1 \lor W^2, \\
W^2 + \pi_{\mathcal{K}_0}(W^1 - W^2) = W^1 \land W^2,
\end{cases}
\text{ for all } W^k \in \mathcal{W}, \; k = 1, 2.
$$
Based on these, our goal can be reduced to the verification of:

$$\Phi^*(W^1 \lor W^2) + \Phi^*(W^1 \land W^2) \leq \Phi^*(W^1) + \Phi^*(W^2),$$

for all $W^k \in D(\Phi^*)$, $k = 1, 2$. (3.31)

Now, to verify (3.31), we apply Key-Lemma A, and we can prepare two sequences $\{V^k = [v^k_\ell, v^k_\Gamma]\}_{\ell=1}^\infty \subset \mathcal{V}$, $k = 1, 2$, such that:

$$v^k_\ell = v^k_{\Gamma,\ell} = w^k_\Gamma \text{ in } H^\frac{1}{2}(\Gamma), \text{ for every } \ell \in \mathbb{N} \text{ and } k = 1, 2,$$

$$v^k_\ell \rightharpoonup w^k \text{ in } L^2(\Omega) \text{ and } \int_\Omega |\nabla v^k_\ell| \, dx \to \int_\Omega |\nabla w^k| + \int_\Gamma |w^k_\Gamma - w^k_\Gamma| \, d\Gamma,$$

as $\ell \to \infty$, for every $k = 1, 2$. (3.32)

Next, we compute that:

$$\Phi^*(V^1_\ell \lor V^2_\ell) + \Phi^*(V^1_\ell \land V^2_\ell)$$

$$= \int_\Omega |\nabla v^1_\ell| \, dx + \int_\Omega |\nabla v^2_\ell| \, dx + \frac{\epsilon^2}{2} \int_\Gamma |\nabla w^1_\Gamma|^2 \, d\Gamma + \frac{\epsilon^2}{2} \int_\Gamma |\nabla w^2_\Gamma|^2 \, d\Gamma,$$

for any $\ell \in \mathbb{N}$. (3.33)

Subsequently, we compute that:

$$\Phi^*(W^1 \lor W^2) + \Phi^*(W^1 \land W^2)$$

$$\leq \lim_{\ell \to \infty} \left( \int_\Omega |\nabla v^1_\ell| \, dx + \int_\Omega |\nabla v^2_\ell| \, dx \right) + \frac{\epsilon^2}{2} \int_\Gamma |\nabla w^1_\Gamma|^2 \, d\Gamma + \frac{\epsilon^2}{2} \int_\Gamma |\nabla w^2_\Gamma|^2 \, d\Gamma$$

$$= \Phi^*(W^1) + \Phi^*(W^2).$$

\[\square\]

### 4 Proofs of the results

In this section, we prove the results by means of the lemmas and remarks prepared in previous sections.

**Proof of Main Theorem A.** We begin with the verification of the part of lower-bound condition of Mosco-convergence.

Let us take any $\tilde{W} = [\tilde{w}, \tilde{w}_\Gamma] \in \mathcal{H}$ and any sequence $\{\tilde{W}_n = [\tilde{w}_n, \tilde{w}_{\Gamma,n}]\}_{n=1}^\infty \subset \mathcal{V}$ such that

$$\tilde{W}_n = [\tilde{w}_n, \tilde{w}_{\Gamma,n}] \to \tilde{W} = [\tilde{w}, \tilde{w}_\Gamma] \text{ weakly in } \mathcal{H}, \text{ as } n \to \infty.$$

Then, for the verification of the inequality of lower-bound condition:

$$\lim_{n \to \infty} \Phi_n(\tilde{W}_n) \geq \Phi_n(\tilde{W}),$$

(4.1)
the situation can be restricted to the case that:

$$\lim_{\ell \to \infty} \Phi_{n\ell}(V_{\ell}) = \lim_{n \to \infty} \Phi_n(W_n) < \infty,$$

for some subsequences \(\{n_\ell\}_{\ell=1}^\infty \subset \{n\}\), and \(\{V_{\ell} = [v_{\ell}, \bar{v}_{\ell}]\}_{\ell=1}^\infty := \{W_{n\ell} = [\bar{w}_{n\ell}, \bar{w}_{T,n\ell}]\}_{\ell=1}^\infty \subset \{W_n\}\), because the other ones can be said as trivial. Also, from (A1), we can see that:

$$\Phi_x(V_{\ell}) \leq \int_\Omega |\nabla \bar{v}_{\ell}| \, dx + \frac{\kappa_n^2}{2} \int_\Omega |\nabla \bar{v}_{\ell}|^2 \, dx + \frac{\varepsilon^2}{2} \int_\Gamma |\nabla_T \bar{v}_{T,\ell}|^2 \, d\Gamma$$

$$\leq \Phi_{n\ell}(V_{\ell}) + L^N(\Omega) \sup_{\omega \in \mathbb{R}^N} |f_{\delta n\ell}(\omega) - |\omega||\quad \text{for } \ell = 1, 2, 3, \ldots$$

The conditions (4.2)–(4.3) imply the boundedness of the sequence \(\{V_{\ell}\}_{\ell=1}^\infty \subset \mathcal{Y}\) in \(\mathcal{W}\), and in addition, the assumption (A1) and the lower semi-continuity of \(\Phi_x\) leads to the inequality (4.1) of lower-bound condition, via the following calculation:

$$\lim_{n \to \infty} \Phi_n(W_n) = \lim_{\ell \to \infty} \Phi_{n\ell}(V_{\ell})$$

$$\geq \lim_{\ell \to \infty} \Phi_x(V_{\ell}) - L^N(\Omega) \lim_{\ell \to \infty} \sup_{\omega \in \mathbb{R}^N} |f_{\delta n\ell}(\omega) - |\omega|| \geq \Phi_x(\bar{W}).$$

Next, we show the part of optimality condition. This part can be obtained by applying (A1), Key-Lemma A and the diagonal argument.

Let us fix any function \(\tilde{W} = [\tilde{w}, \tilde{w}_T] \in \mathcal{W}\). Then, Key-Lemma A enables us to take a sequence \(\{V_{\ell} = [\tilde{v}_{\ell}, \bar{v}_{T,\ell}]\}_{\ell=1}^\infty \subset \mathcal{Y}\), such that:

$$\tilde{v}_{\ell,\ell} = \tilde{v}_{\ell,\ell} = \tilde{w} \quad \text{in } H^1(\Gamma), \quad \text{for } \ell = 1, 2, 3, \ldots$$

$$\tilde{V}_{\ell} = [\tilde{v}_{\ell, \bar{v}_{T,\ell}}] \to \tilde{W} = [\tilde{w}, \tilde{w}_T] \quad \text{in } \mathcal{W},$$

$$\int_\Omega |\nabla \tilde{v}_{\ell}| \, dx \to \int_\Omega |\bar{D}\tilde{w}| + \int_\Gamma |\bar{w}_T| - \tilde{w}_T| \, d\Gamma,$$

as \(\ell \to \infty\). (4.5)

Here, for any \(\ell \in \mathbb{N}\), let us take a large number \(\hat{n}_\ell \in \mathbb{N}\) such that:

$$\frac{\kappa_n^2}{2} \int_\Omega |\nabla \tilde{v}_{\ell}|^2 \, dx \leq 2^{-\ell}, \quad \text{for any } n \geq \hat{n}_\ell.$$ (4.6)

Besides, we define a sequence \(\{\tilde{W}_n = [\tilde{w}_n, \tilde{w}_{T,n}]\}_{n=1}^\infty \subset \mathcal{Y}\), by letting

$$\tilde{V}_n = [\tilde{v}_n, \tilde{v}_{T,n}] \quad \text{in } \mathcal{Y},$$

$$\tilde{V}_1 = [\tilde{v}_1, \tilde{v}_{T,1}] \quad \text{in } \mathcal{Y},$$

for \(n = 1, 2, 3, \ldots \) (4.7)
Then, on account of the (4.4)–(4.7), it is inferred that
\[
\left| \Phi_n(\hat{W}_n) - \Phi_*(\hat{W}) \right|
\leq \left| \int_\Omega \left( f_{\delta_n}(\nabla \hat{w}_n) + \frac{\kappa_n}{2} |\nabla \hat{w}_n|^2 \right) \, dx - \left( \int_\Omega |D \hat{w}| + \int_\Gamma |\hat{w}_\Gamma - \hat{w}_\Gamma| \, d\Gamma \right) \right|
+ \frac{\varepsilon^2}{2} \left( \int_\Gamma \left( |\nabla \Gamma \hat{w}_\Gamma,n|^2 - |\nabla \Gamma \hat{w}_\Gamma|^2 \right) \, d\Gamma \right)
\leq \left| \int_\Omega |\nabla \hat{w}_n| \, dx - \left( \int_\Omega |D \hat{w}| + \int_\Gamma |\hat{w}_\Gamma - \hat{w}_\Gamma| \, d\Gamma \right) \right|
+ L^N(\Omega) \sup_{\omega \in \mathbb{R}^N} \left| f_{\delta_n}(\omega) - \omega \right| + 2^{-\ell},
\]
for any \( \hat{n}_\ell \leq n < \hat{n}_{\ell+1}, \ell = 1, 2, 3, \ldots \),
and it implies the convergence \( \lim_{n \to \infty} \Phi_n(\hat{W}_n) = \Phi_*(\hat{W}) \), required in optimality condition.

Thus, we conclude Main Theorem A. \( \square \)

**Remark 4.1** Let us simply denote by \( \Phi_0 := \Phi_*|_{\mathcal{V}} \) the restriction of \( \Phi_* \) onto \( \mathcal{V} \), more precisely:
\[
\mathcal{V} = [v, v\Gamma] \in \mathcal{V} \mapsto \Phi_0(v) = \Phi_0(v, v\Gamma) := \int_\Omega |\nabla v| \, dx + \frac{\varepsilon^2}{2} \int_\Gamma |\nabla \Gamma v|^2 \, d\Gamma.
\]

Then, as a consequence of Main Theorem A, one can observe that \( \Phi_* \) coincides with the lower semi-continuous envelope \( \Phi_0 \) of the restriction \( \Phi_0 \), i.e.:
\[
\Phi_*(W) = \Phi_0(W) := \inf \left\{ \lim_{n \to \infty} \Phi_0(V_n) \left| \begin{array}{c} \{V_n\}_{n=1}^\infty \subset \mathcal{V} \text{ and } V_n \to W \text{ in } \mathcal{H} \text{ as } n \to \infty \end{array} \right. \right\}, \tag{4.8}
\]
for any \( W \in \mathcal{H} \).

In fact, from (4.8) of \( \Phi_0 \), we see that the lower semi-continuous envelope \( \Phi_0 \) is a maximal l.s.c. function supporting \( \Phi_0 \) on \( \mathcal{V} \). So, we immediately have:
\[
\Phi_* \leq \Phi_0 \text{ on } \mathcal{H}, \text{ and } D(\Phi_0) \subset D(\Phi_*) = \mathcal{W}. \tag{4.9}
\]

Meanwhile, for any \( \hat{W} = [\hat{w}, \hat{w}_\Gamma] \in D(\Phi_0) \), taking the sequence \( \{\hat{V}_\ell = [\hat{v}_\ell, \hat{v}_\Gamma, \ell]\}_{\ell=1}^\infty \subset \mathcal{V} \), as in (4.4)–(4.5), enables us to deduce that:
\[
\Phi_0(\hat{W}) \leq \lim_{\ell \to \infty} \Phi_0(\hat{V}_\ell) = \Phi_*(\hat{W}). \tag{4.10}
\]

(4.9) and (4.10) imply the coincidence \( \Phi_* = \Phi_0 \) on \( \mathcal{H} \).

**Proof of Corollary 2.1** This corollary will be obtained as straightforward consequences of Main Theorem A and the general theories of abstract evolution equations and their variational convergences, e.g. \( [4, 6, 7, 20] \), and so on. \( \square \)
Proof of Main Theorem B. By the assumption, we find two functions \( U^{*,k} \in L^2(0,T;H) \), \( k = 1,2 \), such that:

\[
U^{*,k}(t) \in \partial\Phi_*(U^k(t)) \quad \text{and} \quad (U^k)'(t) + U^{*,k}(t) = \Theta^k(t) \quad \text{in} \ H, 
\]

for a.e. \( t \in (0,T), k = 1,2 \).

(4.11)

Here, taking the difference between the equations in (4.11) and multiplying the both sides by \([U^1 - U^2]^+(t)\), one can see that:

\[
\frac{1}{2} \frac{d}{dt} \big[ [U^1 - U^2]^+(t) \big]^2_H + \left( (U^{*,1} - U^{*,2})(t), [U^1 - U^2]^+(t) \right)_H \geq \left( (\Theta^1 - \Theta^2)(t), [U^1 - U^2]^+(t) \right)_H, \quad \text{a.e.} \ t \in (0,T). 
\]

(4.12)

Also, from Key-Lemma B, it immediately follows that:

\[
\left( (U^{*,1} - U^{*,2})(t), [U^1 - U^2]^+(t) \right)_H \geq 0. 
\]

(4.13)

Thus, Main Theorem B will be concluded by using the standard method, i.e. by applying (4.13), Young’s inequality and Gronwall’s lemma to (4.12).

\[ \square \]

Remark 4.2 In the proofs of Main Theorems A and B, the essentials will be in the fixed-situations of boundary data for approximating functions, as in (3.1), (3.32) and (4.4). Then, the auxiliary Lemmas 3.1–3.2 are to support the presence of such approximations, and proofs of these can be said as some simplified version of the regularization method developed by Gagliardo [13]. But, the original method by [13] would be available just for the regularizations of BV-functions by \( W^{1,1} \)-functions, and it would not support the regularizations by other kinds of functions, so immediately. Hence, for the \( H^1 \)-regularizations required in this study, the simplified construction (3.4)–(3.6) would be essential, and then, the \( H^1 \)-regularity of the boundary data would be needed to be the assumptions, as in Key-Lemma A and Lemmas 3.1–3.2.

5 Future prospective

One of the possible prospectives is to apply our theory to the phase-field system of grain boundary motion, known as “Kobayashi–Warren–Carter model”, cf. [18, 19]. Indeed, the Kobayashi–Warren–Carter model is derived as a gradient system of a governing energy, including a generalized (unknown-dependent) total variation. In this light, the objective of this issue will be in the enhancement of the mathematical method for grain boundary phenomena, if we can combine our results and the line of relevant works to the Kobayashi–Warren–Carter model, e.g. [16, 17, 18, 19, 23, 26, 27].
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