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ABSTRACT
The Locally Competitive Algorithm (LCA) uses local competition between non-spiking leaky integrator neurons to infer sparse representations, allowing for potentially real-time execution on massively parallel neuromorphic architectures such as Intel’s Loihi processor. Here, we focus on the problem of inferring sparse representations from streaming video using dictionaries of spatiotemporal features optimized in an unsupervised manner for sparse reconstruction. Non-spiking LCA has previously been used to achieve unsupervised learning of spatiotemporal dictionaries composed of convolutional kernels from raw, unlabeled video. We demonstrate how unsupervised dictionary learning with spiking LCA (S-LCA) can be efficiently implemented using accumulator neurons, which combine a conventional leaky-integrate-and-fire (LIF) spike generator with an additional state variable that is used to minimize the difference between the integrated input and the spiking output. We demonstrate dictionary learning across a wide range of dynamical regimes, from graded to intermittent spiking, for inferring sparse representations of both static images drawn from the CIFAR database as well as video frames captured from a DVS camera. On a classification task that requires identification of the suite from a deck of cards being rapidly flipped through as viewed by a DVS camera, we find essentially no degradation in performance as the LCA model used to infer sparse spatiotemporal representations migrates from graded to spiking. We conclude that accumulator neurons are likely to provide a powerful enabling component of future neuromorphic hardware for implementing online unsupervised learning of spatiotemporal dictionaries optimized for sparse reconstruction of streaming video from event based DVS cameras.

CCS CONCEPTS
• Theory of computation → Unsupervised learning and clustering
• Computer systems organization → Real-time systems, Sensors and actuators.
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1 INTRODUCTION
Spiking neural networks (SNNs) are computational models that mimic discrete binary output of biological neural networks. Compared with artificial neural networks (ANN), SNNs incorporate leaky-integrate-and-fire (LIF) dynamics that increases both algorithmic and computational complexity. Whereas the individual neurons in ANNs are often implemented as simple ReLU transfer functions that require no adjustment of free parameters, SNNs often utilize LIF neurons whose time constants and firing thresholds must be carefully adjusted, traditionally by hand, to achieve the desired input/output behavior.

The justification for such increased complexity is two fold. First, by using dedicated, potentially analog, circuit elements to instantiate individual neurons and by exploiting the low-bandwidth of event-based communication enabled by SNNs, such networks can be implemented in extremely low-power neuromorphic hardware...
Sparse coding accounts for a variety of experimentally measured linear and non-linear response properties of V1 simple cells [25] [16] [14] [20] and can be implemented in a biologically-plausible manner in terms of local competition using the Locally Competitive Algorithm [16]. Algorithmically, sparse coding employs an overcomplete set of non-orthogonal basis functions (feature vectors) to infer a sparse combination of non-zero activation coefficients that most accurately reconstruct each input image. Most relevant for the present study, sparse coding provides a powerful and robust technique for the unsupervised learning of both static and spatiotemporal dictionaries for image and video classification, respectively. Importantly, sparse coding can be readily extended to the processing of streaming event data from DVS cameras by neuromorphic processors [11] [10] [24] [23] [7]. Given that DVS camera data is typically noisy and sparse coding is a powerful denoising tool [24] [23], we hypothesize that sparse coding may be ideal for inferring discriminative and robust representations from noisy event training.

This paper demonstrates an efficient procedure based on accumulator neurons [22] to greatly facilitate the interpolation between non-spiking and spiking neural networks (i.e. ANNs to SNNs). Accumulator neurons combine a conventional leaky-integrate-and-fire (LIF) spike generator with an additional state variable that is used to minimize the difference between the integrated input and the spiking output. Unlike conventional LIF models, accumulator neurons can produce multiple spikes on a single time step. Qualitatively, the behavior of an accumulator neuron is determined by an adjustable spike height. When the spike height is small in comparison to the change in the membrane potential produced by the synaptic input on a given time step, an accumulator neuron will fire multiple spikes so as to achieve maximum fidelity between input and output on that time step. When the spike height is large compared to the change in the membrane potential on a given time step, the difference between input and output "accumulates" until a single spike can approximately make up the difference. Accumulator neurons, thus, ensure that the input/output relationship remains approximately satisfied over time and that the overall dynamics of the neural system remains approximately unchanged even as the output of the individual neurons shift from graded to intermittent spiking.

Starting with LCA models employing non-spiking neurons, whose implementation has been extensively studied, we swap in accumulator neurons and increase the spike height so as to achieve progressively more realistic spiking behavior. Remarkably, we find that the resulting models remain able to learn spatial and spatiotemporal dictionaries, respectively, that support high-quality reconstructions as well as classification performance using a linear classifier that is competitive with what is achieved by a fully supervised deep CNN classifier. Our results suggest that accumulator neurons can be an important enabling strategy for the online acquisiton of adaptive behaviors by intelligent autonomous systems equipped with event-driven DVS cameras that provide sensory input to ultra-lightweight and low-power neuromorphic processors.

2 DATASETS

2.1 CIFAR-10

The CIFAR-10 [8] is a standard dataset of labeled, thumbnail sized images used for benchmarking computer vision algorithms in the field of machine learning. The dataset is comprised of 60,000 32x32 RGB images from 10 classes. In this work, we center cropped the 16x16 images from the original images to reduce processing time.

2.2 Poker-DVS

The silicon retina of Dynamic Vision Sensor (DVS) camera is a form of imaging technology inspired by biological vision [9]. A DVS camera only measures and transmits signed event data when the absolute value of a pixel’s intensity changes beyond a predefined threshold. The resulting video resembles images run through an edge detection algorithm because light intensity changes tend to mostly occur at the edges (figure 1). This sensitivity to object boundaries allows the silicon retina camera to capture very fast dynamic events with relatively small bandwidth.

The Poker-DVS dataset was obtained by fast browsing of a specially made poker card decks in front of a DVS camera for approximately two seconds [18]. It includes extremely high-speed and noisy events across 35x35 pixels with 4 classes: clubs, diamonds, hearts and spades. For 48 training samples and 20 validation samples in this database, each card appeared on a DVS camera for about 20–30 ms. In this work, we accumulated the events for each card into 1 ms frames. Example frames for each class illustrated are in figure 1.

3 APPROACH

3.1 Sparse Coding

Given an overcomplete basis, sparse coding algorithms seek to identify the minimal set of generators that most accurately reconstruct each input image. In neural terms, each neuron is a generator that adds its associated feature vector to the reconstructed image with an amplitude equal to its activation. For any particular input image, the optimal sparse representation is given by the vector of neural activations that minimizes both image reconstruction error and the number of neurons with non-zero activity. Formally, finding a sparse representation involves finding a minimum of the following:
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Figure 2: A LCA model that supports unsupervised dictionary learning via a residual or sparse reconstruction error layer.

The core idea is to think of spiking as a discretization process, which then accumulates the error due to each discretization (i.e. the rounding error) onto the next time step. For example, consider a non-spiking neuron whose output varies between 0 and 1 (such as a sigmoid neuron). If we discretize the output to steps of size 1, then the only outputs will be 0 or 1. If the sigmoid neuron would output 0.5, then the discretized version could output a 0 on the first timestep, and a 1 on the next timestep, and then continue alternating. In this way the average output continues to be 0.5, even though it is now a spiking neuron.

The way constancy of output is achieved is to take the error in the output (i.e. the difference between the original neuron’s output and the actual discretized output) and add it to the target output on the next timestep. Importantly, we can adjust the size of the discretization steps, using a parameter $s$ in the next timestep. For example, if $s = 0.2$, then the only outputs will be 0 or 1. If the sigmoid neuron would output 0.2, then the discretized version could output a 0 on the first timestep, and a 1 on the next timestep, and then continue alternating. In this way the average output continues to be 0.5, even though it is now a spiking neuron.

For non-spiking LCA, online unsupervised dictionary learning is achieved via a two step process: First, a sparse representation for a given input is obtained by integrating Eq. (3), after which Eq. (4) is evaluated to slightly reduce the reconstruction error given the sparse representation of the current input.

As illustrated in Figure 2, the weight update (4) resembles a local Hebbian learning rule for $\Phi$ with pre- and post-synaptic activities $a$ and $R$ respectively. However, the computation of $\Phi^T$ as well as the normalization constraint renders the overall dictionary learning process a non-local operation.

3.2 Accumulator Neurons

Accumulator neurons allow for a gradual transition from non-spiking to spiking regimes [22]. Accumulator neurons were originally developed so that one could train a standard non-spiking ANN using backprop and then gradually adjust the network towards a spiking domain using the trained weights. Importantly, throughout the transition from non-spiking to spiking output, the average output of the accumulator neurons stays constant.

The way constancy of output is achieved is to take the error in the output (i.e. the difference between the original neuron’s output and the actual discretized output) and add it to the target output on the next timestep. Importantly, we can adjust the size of the discretization steps, using a parameter $s$ in the next timestep. For example, if $s = 0.2$, then the only outputs will be 0 or 1. If the sigmoid neuron would output 0.2, then the discretized version could output a 0 on the first timestep, and a 1 on the next timestep, and then continue alternating. In this way the average output continues to be 0.5, even though it is now a spiking neuron.

This simple mechanism has a few features worth pointing out. First, as $s$ approaches 0, the behaviour approaches that of whatever original non-spiking neuron model we started from. Second, if $s$ is the maximum output value from the original neuron (and if the neuron always outputs a non-negative number), then we will have a neuron that will only spike at most once per timestep (i.e. a standard spiking neuron). For values in-between, we can either think of the neuron spiking multiple times per timestep, or we can think of it as a single spike but the magnitude of that spike takes on a few different discrete values. Third, if $s$ is much larger than the maximum output, then the neuron will still only spike at most once per timestep, but will also have much more temporal sparsity (for example, if $s = 10$ for a sigmoid neuron, the neuron will spike at most once every 10 timesteps). The $s$ parameter thus allows for trading off sparsity and accuracy, while still always maintaining the same average output from the neuron. Examples showing this
Figure 3: Top to bottom. spike height discretization factor ($s$) = 0.01, 0.1, 0.5, 1, 5. The example shows a gradual transition from non-spiking to intermittent spiking output using accumulator neurons with corresponding spike heights given by $s$.

gradual tradeoff as spike height discretization factor $s$ is adjusted are shown in Figure 3.

Some neuromorphic hardware platforms such as SpiNNaker [13] and Loihi 2 [12] offer direct support for discretized spike magnitudes, so elements functionally similar to accumulator neurons may be efficiently supported even with intermediate $s$ values where multiple spikes occur per timestep.

4 RESULTS

We evaluated unsupervised dictionary learning for sparse reconstruction and classification performance using both non-spiking and spiking LCA models, employing rate-coded and accumulator neurons, respectively, on both CIFAR10 static images and video frame captured from Poker-DVS events. We implemented both LCA and S-LCA in Nengo [2], an open source neural simulation toolbox for building large-scale functional brain models, as well as in PyTorch [15]. By gradually transitioning from a non-spiking to a spiking LCA model, we demonstrate that dictionary learning supports both sparse reconstruction and classification performance that remains approximately constant despite the enormous range of dynamical regimes considered. For large spike heights, corresponding to more spike-based output, we applied a low pass filter to the sparse latent representations to temporally average over individual spike events.

4.1 CIFAR-10

4.1.1 Unsupervised Dictionary Learning.

We demonstrate how unsupervised dictionary learning using spiking LCA (S-LCA) can be accomplished by starting with rate-coded non-spiking neurons and employing accumulator neurons to transition the model to a spiking regime. LCA allows for both unsupervised dictionary learning and inference to be performed in a manner compatible with the constraints of recent architectures, such as the Intel Loihi research chip [12].

Non-spiking LCA was implemented using leaky integrator neurons with a ReLU-like transfer function with a finite threshold. S-LCA models were implemented using accumulator neurons with spike height of 4. Both LCA and S-LCA models consisted of a single inference layer containing 3840 features ($\approx 5$ times overcomplete). We initialized both models’ dictionaries by sampling from a normal distribution with mean 0 and variance 0.01, and then rescaled each dictionary element to have unit L2 norm. We used center cropped 16 × 16 pixels CIFAR-10 images as input, where the input spike firing rate for each pixel is proportional to the pixel value.

The evolution of the dictionary learning using rate-coded neurons over one epoch is illustrated in Figure 4. The evolution of the dictionary learning using accumulator neurons with spike height set to 4 over one epoch is illustrated in Figure 5. Despite the enormous differences in dynamics between the two models, dictionary learning was largely unaffected.

Figure 4: Top 256 most active dictionary elements using rate-coded neurons.

Figure 5: Top 256 most active dictionary elements using accumulator neurons with $s = 4$. 
threshold at the beginning of the display period. On the other hand, the most active representative neurons were present with gradually increased activation over the display period. Note the different activity scales on the y-axis. Figure 6 shows representative activations in the S-LCA models using accumulator neurons with spike height = 4 over one display period. At spike height of 4, the least active accumulator neuron fires less than one spike per time step on average. In contrast, the most active accumulator neuron fires up to three spikes per time step.

![Activation of representative neurons in the LCA model over one display period.](image)

Figure 6: Activation of representative neurons in the LCA model over one display period.

4.1.2 Sparse Reconstructions.

We measured the quality of the center cropped 16x16 CIFAR10 reconstructions by using the root mean square error (RMSE) metric with image data between 0 and 1. Figure 8 shows examples of original and reconstructed images based on the trained dictionaries from the non-spiking LCA using rate-coded neurons to the S-LCA model using accumulator neurons with spike height of 4. Over 500 images, the two models had similar sparsity values of 1.82% and 2.17%, respectively, as measured by average number non-zero coefficient per image. After normalizing both the original and reconstructed images between 0 and 1, sparse reconstructions generated by non-spiking LCA had an RMSE of 0.0195 whereas sparse reconstructions generated by S-LCA using accumulator neurons had an RMSE of 0.0779, which was reduced to an RMSE of 0.0167 after applying a 100ms low-pass filter to the sparse latent representations to temporally average over individual spike events. Our results indicate that S-LCA using accumulator neurons with spike height of 4 and a 100ms first-order low pass filter yields lower values of RMSE compared to the non-spiking LCA using rate-coded neurons. The origin of this improvement could be related to the slightly lower sparsity of the S-LCA model.

![Sparse reconstructions for LCA and S-LCA models.](image)

Figure 8: The original 16x16 RGB CIFAR10 images (top row), the reconstructions by LCA (1st middle row), the reconstructions by S-LCA model using accumulator neurons with $s = 4$ (2nd middle row) and the reconstructions by S-LCA model using accumulator neurons with $s$ of 4 and 100ms low-pass filter (bottom row).

4.2 Silicon Retina DVS Camera Events

4.2.1 Unsupervised Spatiotemporal Feature Learning.

To evaluate the performance of S-LCA using accumulator neurons on silicon retina DVS camera events, we trained spatiotemporal features in an unsupervised manner on the Poker-DVS dataset. The Poker-DVS dataset [18] is made by fast browsing of a poker deck in front of a DVS event camera. The dataset consists of 4 card types: spades, hearts, diamonds, and clubs. For this work, we created each video frame by accumulating over 1 ms events per card, as illustrated in figure 1.

We created video sequences of frames using a 5 frame window within the same Poker-DVS class. By requiring both LCA and S-LCA to optimize features for sparse reconstruction of all 5 frames, we anticipated the dictionary would learn spatiotemporal features corresponding to the the target classes even though learning was unsupervised. We measure the performance of both LCA and S-LCA by the root mean squared error (RMSE) of the sparse reconstruction on holdout test images. Additionally, we train a perceptron classifier on the sparse latent representations inferred by the two LCA models on the training set. We then capture the corresponding
latent representations on the 5-frame validation video sequences and evaluate classification accuracy.

For non-spiking LCA, we trained the model for 30 epochs until the dictionary was roughly stable, showing each image for 100ms, with the input set to zero for 100ms before each image. We tuned the LCA threshold across the range 0.4 to 1. For S-LCA implemented with accumulator neurons, we used the best threshold value from the non-spiking LCA model, and trained the S-LCA model for 10 epochs at various spike heights. As the spike height increases, the maximum number of spikes per time-step decreases from 70 at $s = 1$ to 1 at $s = 20$. At the maximum spike height of 20, the accumulator neurons behave close to LIF neurons, typically firing less than 1 time per time-step. We also implemented a moving average to smooth the sparse latent representations inferred by S-LCA. We use the moving average for calculating updates to the dictionary, computing sparse reconstructions for comparison with non-spiking LCA, and for training the linear perceptron classifier. The dynamics of the S-LCA algorithm other than dictionary updates employed no low-pass filtering and used only the spiking output of accumulator neurons.

The evolution of the dictionary learning over 30 epochs using non-spiking LCA is illustrated in Figure 9. The evolution of the dictionary learning using accumulator neurons with spike height set to 10 over 30 epochs is illustrated in Figure 10.

4.2.2 Spatiotemporal Sparse Reconstructions.

The LCA model was able to learn a dictionary effectively on the DVS frames, with the most used elements shown in Figure 9. The most used elements converged towards classes over time. Figure 12 shows the reconstructions for various spike heights and RMSE is detailed in Table 1 with image data between -1 and 1. Similar to CIFAR10, as the spike height increased, the reconstruction accuracy decreased but returned to the performance of non-spiking LCA with the inclusion of a low-pass filter.

4.2.3 Classification.

We focused on the Poker-DVS dataset for classification due to its smaller size and complexity relative to CIFAR10. To evaluate the impact of the LCA threshold and dictionary size on classification performance, we passed the sparse latent representations inferred by non-spiking LCA to a linear perceptron. LCA thresholds ranged...
Figure 12: The original Poker-DVS frames (top row), the reconstructions by LCA (second row), the reconstructions by S-LCA using accumulator neurons with $s = 10$ (third row), and using $s = 10$ with a 40 ms moving average applied (bottom row). The x-axis on each of the rows discretizes between each input while the y-axis shows every individual frame that forms part of the input window.

Table 1: Validation RMSE for various spike heights with image data between -1 and 1. All runs with a v1 threshold of 0.6 and a dictionary size of 1/2.

| $s$  | No Averaging | 40ms Moving Avg. | Sparsity of 40ms Avg. |
|------|--------------|------------------|----------------------|
| 1    | 0.3788       | 0.4012           | 90.23%               |
| 5    | 0.4810       | 0.3629           | 86.62%               |
| 10   | 0.6405       | 0.3592           | 87.40%               |
| 20   | 0.9958       | 0.3558           | 85.51%               |

Figure 13: Average validation accuracy for LCA with various threshold. Averages are across 10 runs with 95% confidence intervals shown.

5 CONCLUSION

In this work, we demonstrate efficient interpolation from non-spiking to spiking LCA models using accumulator neurons and find essentially no degradation in both sparse reconstruction quality and classification performance. First, we demonstrate how unsupervised dictionary learning using a locally competitive algorithm LCA can shift from rate-coded neurons to accumulator neurons from 0.4 to 1 for dictionary sizes of 1/8 and 1/16 times under-complete. As a baseline, we compared classification performance obtained using a single hidden layer of sparse latent representations passed to a linear perceptron to the classification performance achieved by a 3-Layer CNN using identical training and validation splits. Each layer consists of a 3D convolution with kernel size 3, 3D batch normalization, ReLu activation, and a 3D max pooling with kernel size 2. The results are shown in Figure 13. We observed that the accuracy fluctuated substantially (± 2%) with different initial weights and so we averaged results across 10 runs. Overall LCA thresholds between 0.6 to 0.8 had higher accuracy on average. Increasing the dictionary size from 1/16 to 1/8 also improved accuracy slightly, but further increasing it to 1/2 with an LCA threshold of 0.6 did not impact accuracy (92.2% ± 0.8).

Classification results for S-LCA based on accumulator neurons are depicted in Figure 14. Overall accuracy dropped substantially as spike height increased, but adding a moving average to the sparse latent representations inferred by S-LCA dramatically mitigated this impact. At a spike height of 20, where accumulator neurons behave much like a “single spike” LIF neuron, the accuracy is still comparable to non-spiking LCA.
on both CIFAR10 static images and Poker-DVS video frames with essentially no hand tuning of parameters during the interpolation. Second, we find that sparse reconstruction remains at the same quality level when interpolating from non-sensing to spiking S-LCA models employing accumulator neurons whether employing static or spatiotemporal dictionaries. Furthermore, we observe no degradation in classification performance when migrating from a non-sensing to a spiking LCA model. Moreover, the classification performance of a single unsupervised hidden layer based on a sparse latent representation passed to a linear perceptron is competitive with a moderately deep, fully-supervised CNN classifier. Importantly, a classifier based on LCA followed by a linear perceptron requires no backprop and allows for unsupervised dictionary learning, reconstruction, and classification to be performed in a manner compatible with neuromorphic architectures, such as the Intel Loihi research chip.

Unsupervised dictionary learning via sparse coding accounts for many aspects of cortical development. Our results suggest accumulator neurons provide a powerful enabling strategy for endowing future neuromorphic processors with the ability to achieve online unsupervised learning of spatial temporal dictionaries and object recognition and sparse reconstructions of streaming DVS events. Future investigations might explore how to process video frames captured from shorter windows that consist of fewer DVS events, in order to utilize the spatiotemporal information available on very short time scales. Future investigations might additionally explore how over-complete dictionaries might permit the learning of more discriminative spatiotemporal features. The effect on classification performance of using higher spike heights and replacing accumulator neurons with simpler LIF neurons, which can generate only single-bit spikes per time step, is also a promising direction future research.

In summary, our results suggest that accumulator neurons can be an important enabling component for online unsupervised learning with event based DVS cameras that provide streaming video to ultra-lightweight and low-power neuromorphic processors.

6 ACKNOWLEDGMENTS
We gratefully acknowledge support from the Advanced Scientific Computing Research (ASCR) program office in the Department of Energy’s (DOE) Office of Science, award no.77902.

REFERENCES
[1] Filipp Akopyan, Jun Sawada, Andrew Cassidy, Rodrigo Alvarez-Icaza, John Arthur, Paul Merolla, Nabil Imam, Yutaka Nakamura, Pallab Dutta, Gi-Joon Nam, et al. 2015. TrueNorth: Design and tool flow of a 65 mw 1 million neuron programmable neuromorphic chip. IEEE Transactions on Computer-Aided Design of Integrated Circuits and Systems 34, 10 (2015), 1537–1557.
[2] Trevor Bekolay, James Bergstra, Eric Hunsberger, Travis DeWoll, Terrence Steward, Daniel Rasmussen, Xuan Choo, Aaron Voelker, and Chris Elia. 2014. Nengo: a Python tool for building large-scale functional brain models. Frontiers in Neuroinformatics 7, 4 (2014), 1–13. https://doi.org/10.3389/fninf.2014.00048
[3] E. Boahen. 2017. A neuron’s morphosper: Computing in Science Engineering 19, 2 (March 2017), 14–28. https://doi.org/10.1109/MCSE.2017.33
[4] Richard G. Baranikuph Christoopher J. Rozell, Don H. Johnson and Bruno A. Olshausen. 2008. Sparse coding via thresholding and local competition in neural circuits. Neural Computation 20, 10 (2008), 2526–2563.
[5] Mike Davies, Narayan Sitivasa, Tsung-Han Lin, Gasthain Chiniya, Yongqiang Cao, Sri Harsha Chodar, Georgios Dimou, Prasad Joshi, Nabil Imam, Shweta Jain, et al. 2018. Loihi: A neuromorphic manycore processor with on-chip learning. IEEE Micro 38, 1 (2018), 82–99.
[6] Garrett T Kenyon. 2010. Extreme synergy: Spatiotemporal correlations enable rapid image reconstruction from computer-generated spike trains. Journal of vision 10, 3 (2010), 21–21.
[7] Edward Kim, Darryl Hannan, and Garrett T Kenyon. 2017. Deep Sparse Coding for Invariant Multimodal Halle Berry Neurons. CoRR abs/1711.07998 (2017). arXiv:1711.07998 http://arxiv.org/abs/1711.07998
[8] Alex Krizhevsky. 2009. Learning multiple layers of features from tiny images. Technical Report.
[9] Delbruck T Lichtsteiner P., Posch C. 2008. A 128 X 128 120 dB 15 us Latency Asynchronous Temporal Contrast Vision Sensor. IEEE Journal of Solid State Circuits 43, 2 (2008), 566–575.
[10] Sheng Y Lundquist, Melanie Mitchell, and Garrett T Kenyon. 2017. Sparse Coding on Stereo Video for Object Detection. In workshop on Learning, with Limited Labeled Data: Weak Supervision and Beyond, NIPS 2017. NIPS.
[11] Sheng Y Lundquist, Dylan M Paiton, Peter F Schultz, and Garrett T Kenyon. 2016. Sparse encoding of binocular images for depth inference. In Image Analysis and Interpretation (SSIAI), 2016 IEEE Southwest Symposium on. IEEE, 121–124.
[12] Garrick Orchard, Edward Paxon Frady, Daniel Ben Dayan Rubin, Sophia Sanborn, Sumit Bham Shrestha, Friedrich T. Sommer, and Mike Davies. 2021. Efficient Neuromorphic Signal Processing with Loihi 2. CoRR abs/2111.03746 (2021) arXiv:2111.03746 https://arxiv.org/abs/2111.03746
[13] E. Painkras, L. A. Plana, J. Garside, S. Temple, S. Davidson, J. Pepper, D. Clark, C. Patterson, and S. Purber. 2012. SpinNNaker: A multi-core System-on-Chip for massively-parallel neural net simulation. In Proceedings of the IEEE 2012 Custom Integrated Circuits Conference. 1–4. https://doi.org/10.1109/CICC.2012.6330636
[14] Dylan M Paiton, Charles G Frye, Sheng Y Lundquist, Joel D Bowen, Ryan Zarcenko, and Bruno A Olshausen. 2020. Selectivity and robustness of sparse coding networks. Journal of vision 20, 12 (2020), 10–10.
[15] Adam Paszke, Sam Gross, Francisco Massa, Adam Lerer, James Bradbury, Gregory Chanan, Trevor Killeen, Zeming Lin, Natalia Gimelshein, Luca Antiga, Alban Desmaison, Andreas Kopf, Edward Yang, Zachary DeVito, Martin Raison, Alykhan Tejani, Sasank Chilamkurthy, Benoit Steiner, Lu Fang, Junjie Bai, and Soumith Chintala. 2019. PyTorch: An Imperative Style, High-Performance Deep Learning Library. In Advances in Neural Information Processing Systems 32, H. Wallach, H. Larochelle, A. Beygelzimer, F. d Alchberg, E. Fox, and R. Garnett (Eds.). Curran Associates, Inc., 8024–8035. http://papers.neurips.cc/paper/9015-pytorch-an-imperative-style-high-performance-deep-learning-library.pdf
[16] Christopher J Rozell, Don H Johnson, Richard G Baranikuph and Bruno A Olshausen. 2008. Sparse coding via thresholding and local competition in neural circuits. Neural Computation 20, 10 (2008), 2526–2563.
[17] Rufin Van Rullen and Simon J Thorpe. 2001. Rate coding versus temporal order coding: what the retinal ganglion cells tell the visual cortex. Neural Computation 13, 6 (2001), 1255–1283.

Figure 14: Single run validation accuracy for LCA and S-LCA based on accumulator neurons with and without a moving average that smoothed over individual spike events. All models used a dictionary size of 1/2 under-complete and an LCA threshold of 0.6.
[18] Teresa Serrano-Gotarredona and Bernabé Linares-Barranco. 2015. Poker-DVS and MNIST-DVS. Their history, how they were made, and other details. *Frontiers in neuroscience* 9 (2015), 481.

[19] Greg J Stephens, Sergio Neuenschwander, John S George, Wolf Singer, and Garrett T Kenyon. 2006. See globally, spike locally: oscillations in a retinal model encode large visual features. *Biological cybernetics* 95, 4 (2006), 327–348.

[20] Michael Teti, Emily Meyer, and Garrett Kenyon. 2020. Can Lateral Inhibition for Sparse Coding Help Explain V1 Neuronal Responses To Natural Stimuli? In 2020 *IEEE Southwest Symposium on Image Analysis and Interpretation (SSIAI)*. IEEE, 120–124.

[21] Simon Thorpe, Arnaud Delorme, and Rufin Van Rullen. 2001. Spike-based strategies for rapid processing. *Neural networks* 14, 6-7 (2001), 715–725.

[22] Aaron R. Voelker, Daniel Rasmussen, and Chris Eliasmith. 2020. A Spike in Performance: Training Hybrid-Spiking Neural Networks with Quantized Activation Functions. *CoRR* abs/2002.03553 (2020). arXiv:2002.03553 https://arxiv.org/abs/2002.03553

[23] Yijing Watkins, Austin Thresher, David Mascarenas, and Garrett T. Kenyon. 2018. Sparse Coding Enables the Reconstruction of High-Fidelity Images and Video from Retinal Spike Trains. In *Proceedings of the International Conference on Neuromorphic Systems* (Knoxville, TN, USA) (ICONS ’18). ACM, New York, NY, USA, Article 8, 5 pages. https://doi.org/10.1145/3229884.3229892

[24] Yijing Watkins, Austin Thresher, Peter F. Schultz, Andreas Wild, Andrew Sornborger, and Garrett T. Kenyon. 2019. Unsupervised Dictionary Learning via a Spiking Locally Competitive Algorithm. In *Proceedings of the International Conference on Neuromorphic Systems* (Knoxville, TN, USA) (ICONS ’19). Association for Computing Machinery, New York, NY, USA, Article 11, 5 pages. https://doi.org/10.1145/3354265.3354276

[25] Mengchen Zhu and Christopher J. Rozell. 2013. Visual Nonclassical Receptive Field Effects Emerge from Sparse Coding in a Dynamical System. *PLOS Computational Biology* 9, 8 (08 2013), 1–15. https://doi.org/10.1371/journal.pcbi.1003191