PatentNet: A Large-Scale Incomplete Multiview, Multimodal, Multilabel Industrial Goods Image Database
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Abstract In deep learning area, large-scale image datasets bring a breakthrough in the success of object recognition and retrieval. Nowadays, as the embodiment of innovation, the diversity of the industrial goods is significantly larger, in which the incomplete multiview, multimodal and multilabel are different from the traditional dataset. In this paper, we introduce an industrial goods dataset, namely PatentNet, with numerous highly diverse, accurate and detailed annotations of industrial goods images, and corresponding texts. In PatentNet, the images and texts are sourced from design patent. Within over 6M images and corresponding texts of industrial goods labeled manually checked by professionals, PatentNet is the first ongoing industrial goods image database whose varieties are wider than industrial goods datasets used previously for benchmarking. PatentNet organizes millions of images into 32 classes and 219 subclasses based on the Locarno Classification Agreement. Through extensive experiments on image classification, image retrieval and incomplete multiview clustering, we demonstrate that our PatentNet is much more diverse, complex, and challenging, enjoying higher potentials than existing industrial image datasets. Furthermore, the characteristics of incomplete multiview, multimodal and multilabel in PatentNet are able to offer unparalleled opportunities in the artificial intelligence community and beyond.

1. Introduction

The emergence of deep learning has made breakthrough achievements brought in the context of image object recognition and retrieval\textsuperscript{[1, 2]}. To reach high performance, during training most deep learning models optimize all parameters with the number of labeled images. The availability and quality of the dataset are key factors to affect the performance in many deep learning models.

According to the purpose of image dataset establishment, some datasets are comprehensive, for example the ImageNet\textsuperscript{[3]}, COCO \textsuperscript{[4]}, and some datasets concentrate on special fields, for example, fashion\textsuperscript{[5, 6]}, 3D CAD models\textsuperscript{[7-9]}, fault detection\textsuperscript{[10]}, face detection\textsuperscript{[11, 12]}. Industrial goods as the embodiment of innovation, there are many varieties. However, the current dataset contains fewer kinds of industrial goods, and does not reflect the diversity of industrial products.

Industrial goods with huge potential value are a symbol of high-quality, convenient, well balanced products. To be successful, the innovative industrial goods are expected to possess desirable characteristics that set them apart from others in a particular branch of industrial. The appearance images are the most direct and vivid way to identify industrial goods. From the perspective of innovation, industrial goods are the fulfillment of creative concepts. And these shapes and structural information constitute the main design elements of the characteristics of its industrial products. For
consumers, industrial goods are visually distinguished and identified through shape, texture, structure. However, understanding industrial goods images remains a challenge in real-world applications, because of incomplete view, ambiguity, and discrepancies of industrial goods across domains in a large scale of similar material object and its images.

In general, the appearance characteristics of the industrial goods can be reflected by six views (front view, back view, left side view, right side view, top view, bottom view) and perspective view, as Fig. 1 shown. In practice, view missing often occurs in these seven standard views, as the second row in Fig.1 shown. To the best of our knowledge, most of the existing publicly available benchmark databases for industrial goods object detection, classification and retrieval limit in: 1) fewer categories industrial goods; 2) single-modal industrial goods; 2) single-label image annotation; and 3) complete views data. However, multi-view and multi-modal images associated with the same industrial goods allow for sufficient features of images and thus can better improve image object recognition performance. In addition, industrial goods images usually contain crossing industrial field that must be marked by multiple labels.

![Fig.1 The example of industrial goods. In general, an industrial goods has seven views, i.e., front, back, left side, right side, top, bottom and perspective views. Note that the gray denotes the view missing. The first row is chairs in furnishing; the second row is the kettles in household goods; the third row and the fourth row are the helmets and dresses in articles of clothing and haberdashery respectively; the fifth row is the watches in clocks and watches; and the last row is the cuddly toys in toys.](image)

To address above issues, we propose PatentNet as a large-scale incomplete multiview, multimodal and multilabel benchmark database for industrial goods image recognition, classification, and retrieval. The target of PatentNet is the ImageNet of industrial goods. PatentNet contains 6M images belongs to 32 classes and 219 subclasses, which labeled with multilabel based on Locarno Classification. Fig.2 shows a snapshot of three subclass of garment and furniture. The database will be publicly available at [http://iplab.gpnu.edu.cn](http://iplab.gpnu.edu.cn) and GitHub.

The rest of the paper is organized as follows. In section 2, we briefly review the related works on large-scale image datasets. Section 3 describes in detail the collection and setting of the PatentNet database. Section 4 shows the properties of PatentNet. Finally, we conclude the work in Section 5.

2. **Related works**

In this section, we review the large-scale annotated image datasets, which partially or completely contain industrial goods images.

2.1 **ImageNet**
The ImageNet\cite{4} is a large-scale visual database designed for image classification, object localization, visual object detection, scene classification. ImageNet contains more than 20,000 categories in common scenes. With hierarchical structure WordNet, more than 14 million images have been quality-controlled and human-annotated by the project to indicate what objects are pictured and in at least one million of the images, bounding boxes are also provided. ImageNet is an ongoing research effort designed to provide an easily accessible image database for researchers around the world.

2.2 COCO dataset

COCO (Common Objects in Context) \cite{4} is a large-scale object detection, segmentation, and captioning dataset. The 2017 version of COCO contains 164K images including 118K for train, 5K for validation, and 20K for test. The images in the dataset are from natural context, which contains common objects in everyday scenes. The dataset contains 80 labeled object categories where the objects are labeled for the precise object localization.

2.3 3D dataset

3D ShapeNet\cite{8} is a richly labeled large-scale point cloud dataset for computer graphics, computer vision, robotics. ShapeNet contains 55 common item categories and 513,000 3D models. ModelNet\cite{5} is a 3D CAD dataset for computer vision, computer graphics, robotics and cognitive science. ModelNet contains 127915 3D CAD models from 662 categories, and the ModelNet40 are the uniformly orientated images, which has 12311 models from 40 categories. Although the 3D model can simulate industrial products, they are not a formal industrial goods. PartNet\cite{13} is a large-scale 3D objects dataset for evaluating 3D part recognition. Stanford Cars\cite{14} is a large-scale set of 197 car types for 2D object representations to 3D.

2.4 Fashion dataset

Fashion clothing is one of the very important industrial goods, which are specially related with daily life. Clothing research covers many tasks such as clothing analysis, clothing classification, clothing retrieval, clothing attribute recognition, and clothing understanding. Fashionista\cite{15} is a large-scale annotations dataset for fashion image analysis. The DeepFashion\cite{5} dataset contains 800K annotations fashion image in comprehensive scenes for fashion recognition. For clothing detection, pose estimation and retrieval, DeepFashion2\cite{6} with 873K cloth images is the alternative of DeepFashion. FashionAI\cite{16} is hierarchical dataset with 245 attribute labels, 41 categories, and a total of 357K clothing images. The Fashion-MNIST\cite{17} dataset is a benchmark with 70K 28*28 pixels black and white fashion images.

To summarize, there are some related works on the classification and retrieval of partial industrial goods, as well as the clothing dataset. However, to the best of our knowledge, by far, none of the existing benchmark datasets have established large-scale incomplete multiview, multimodal, multilabel industrial goods images.

3. Constructing PatentNet

PatentNet is an ambitious ongoing industrial goods image database. So far, we have constructed 32 class which divide into 219 subclasses containing 6 million industrial goods images. Our goal is to continue to construct around 60 million industrial goods images in the next five years. In this section, we describe the method we use to construct PatentNet.

3.1 Data collection

As we all know, the image label is very important for a dataset. To avoid the ambiguity problem caused by random labels, when constructing the industrial image database, we adopt the internationally common classification labels of the design images of industrial products. Therefore, the candidate industrial product images in our database are the design patent images which follow international
standard Locarno Classification Agree. The labeling information can be found in the Classifications of the patent document.

The text records the registered information of patent application and legal events, such as publication number, classification number, patent claims. Different multi-view images are the main component of a design patent. The patent right mainly determines the scope of protection through images that reflect the appearance characteristics of the goods.

The candidate industrial data of PatentNet sources from Guangdong Intellectual Property Protection Center of China in 2007 to 2020. We collect candidate data from the Internet by some search engines. The original candidate data is the design patent that has been public published. This candidate data includes bibliographic text and images. The text information contains the category information to which the patent belongs, and the image information reflects the appearance of the industrial goods that the patent applicant wants to protect, as Fig. 2 shown.

| 申请(专利)号 | CN202030101382.3 |
|---|---|
| 申请日 | 2020. 03. 23 |
| 公开(公告)号 | CN202030667886 |
| 公开(公告)日 | 2021. 05. 28 |
| 当前专利权人 | 太仓和派家居用品有限公司 |
| 申请(专利权)人 | [江苏] 太仓和派家居用品有限公司 |
| 发明(设计)人 | 郭中庆 |
| 主IPC/LOC | 0601(12) |

1. 本外观设计产品的名称：日式迷你沙发椅。
2. 本外观设计产品的用途：用于可坐、可躺的懒人沙发。
3. 本外观设计产品的设计要点：在于形状、图案与色彩的结合。
4. 最能表明设计要点的图片或照片：立体图。
5. 请将保护的外观设计包含色彩。

Fig. 2. The candidate data include bibliographic text and images.

3.2 Data labeling

Data labeling constitutes of hierarchy text and multiview image. In PatentNet, all the information is checked and corrected by patent examiner of the China Intellectual Property Administrator. In this sense, the dataset labeling will be highly accurate.

In the design patent text, field and function information denote the hierarchy class of the industrial goods. Precisely, the field divides into 32 categories, and the function divides into 219 subcategories in total. In some case, the industrial goods may have multiple functions, and this characteristic also obtain from the text. Therefore, the multilabel comprises the multiple function information. The view information of industrial goods images can be extracted from the image through OCR technology.

The naming rules of the image are as follows: AB-CD-EF-GH, where AB represents the field of industrial goods, the value is 0–31. CD is the function of the industrial goods. The range of the CD value is a corresponding relationship between AB, and CD may have multiple value. EF is a unique label, which represents the application number of an industrial goods is assigned by the system of Guangdong Intellectual Property Protection Center of China. GH denotes the view information of an industrial product.

4. Properties of PatentNet

PatentNet is constructed upon the hierarchical structure based on Locarno Classification Agreement by World Intellectual Property Organization (WIPO). In the future, PatentNet target is to contain in the order of 50 million cleanly labeled industrial goods images (500-1000 per category). At the time this paper is written, PatentNet consists of 32 classes and 219 categories. Most analysis will be
based on the garment class and furniture subclass.

**Scale** PatenNet aims to provide the most comprehensive and diverse coverage of the industrial goods image in the world. The current 32 fields consist of a total of 5 million cleanly labeled images spread over 219 categories. For each category, we already collect on average over 200 kinds of industrial goods, and over 800 images. Fig.3 shows some distribution of the PatenNet. To the best of our knowledge, PatenNet is already the largest industrial goods database public available for science research, as regards the total number of industrial goods, as well the number of images in each category.

Table 1. Comparison of some of the properties of PatenNet versus other existing datasets

| Dataset          | Scale  | Categories | large-scale | Multi-view | Multi-model | Multi-label | Incomplete | Hierarchy |
|------------------|--------|------------|-------------|------------|-------------|-------------|------------|-----------|
| ImageNet [3]     | 14,197,122 | 21,841     | Y           | ✘          | ✘           | Y           | ✘          | Y         |
| ShapeNet [8]     | 3,000,000  | 3,135      | Y           | Y          | ✘           | ✘           | ✘          | Y         |
| ModelNet [7]     | 127,915    | 662        | Y           | Y          | ✘           | ✘           | ✘          | Y         |
| FashionMNIST [17]| 70,000     | 10         | ✘           | ✘          | ✘           | ✘           | ✘          | Y         |
| DeepFashion [5]  | 289,222    | 50         | Y           | ✘          | ✘           | ✘           | ✘          | Y         |
| Fashion10000 [14]| 1,000,000  | 14         | Y           | ✘          | ✘           | ✘           | ✘          | Y         |
| PartNet [13]     | 573,585    | 24         | Y           | Y          | ✘           | ✘           | ✘          | Y         |
| Fashion-Gen [19] | 325,536    | 48         | Y           | Y          | ✘           | ✘           | ✘          | X         |
| PatenNet (our)   | 6,000,000  | 219        | Y           | Y          | Y           | Y           | Y          | Y         |

Fig.3. Some examples of PatenNet. The first row is UNDERGARMENTS, LINGERIE, CORSETS, BRASSIÈRES, NIGHTWEAR. The second row is GARMENTS. The third row is HEADWEAR. The fourth row is FOOTWEAR, SOCKS AND STOCKINGS. The fifth row is NECKTIES, SCARVES, NECKERCHIEFS AND HANDKERCHIEFS. The sixth row is GLOVES. The seven row is HABERDASHERY AND CLOTHING ACCESSORIES. The last row is MISCELLANEOUS.

**Hierarchy** PatenNet organizes the different kinds of industrial goods based on the Locarno Classification standard. The Locarno Classification (LOC) standard consists of three levels, where the top level is the field, and the middle is the function, the last one is the goods name. In most country,
only the field and function level are used. Therefore, currently PatentNet has two levels, as Fig. 4 shown. In future, PatentNet will extend to goods name levels.

Fig. 4. The hierarchy structure of PatentNet. The PatentNet is divided into two levels. The top level is the field which contains 32 classes, and the second level is the function which total has 219 subclasses. The different field may have different quantity function.

Fig. 5. Some examples of incomplete multiview of chair in furniture. The red block represents the missing views. From top to bottom, each row denotes one kind of chair, i.e., bowChair, chairWithoutArmrests, foldingChair, massageChair, multiPersonSofa, singleSofa, swivelChairNonSlipSofa, swivelChairWithSofa, respectively.

**Incomplete Multiview** The image of an industrial goods contains multiple views that reflect the characteristics of the industrial product. These multi-views usually include seven images, which are front view, back view, left side view, right side view, top view, bottom view, and perspective view. The viewing angle gap between these views is more than 90 degrees. As such, there is a weak correlation between the views. In addition, according to the different characteristics of industrial goods, some perspective views are naturally missing. For example, flat objects such as clothing only need a front view and a back view to express the characteristics. Some industrial goods miss certain perspective information that will not affect the characteristics of the industrial products. Consequently, the corresponding view information is also missing. For example, it is similar to the symmetrical goods
such as furniture. Fig. 5 shows the incomplete multiview of furniture.

**Multilabel** PatentNet is organized based on LOC. Some industrial goods have multiple function, therefore the multilabel are provided. In Fig.6, there are some examples of industrial goods with multilabel. One can see that the first row is the lamps with multiple function, which contains bracket lamps, alarm clocks, and recorders. Thus, the industrial goods tend to have three labels: bracket lamps, alarm clocks, and recorders.

![Fig.6. Some examples of multilabel.](image)

The labels of the first row are bracket lamps, alarm clocks, and recorders. The second row are the charging apparatus, bracket lamps, and alarm clocks. The third row are fans and supports for telephones. The fourth are fans, alarm clocks, and recorders. The fifth are beds and tables. The last row are fans, mirrors, and lamps.

**Multimodal** As Fig.2 show, PatentNet not only contains images but also contains texts. The texts are sourced from the registered information of design patent. The text consists of abstract and specification or short specification in the patent. The name and characteristics of the industrial goods are also contained.

5. **PatentNet Application**

In the section, two applications of PatentNet are shown. The first group experiment is the industrial goods image classification and retrieval. The last experiment is the goods image clustering, which focus on the effect of the incomplete multiview data.

5.1 **Industrial goods classification and retrieval**

In these experiments, we use the fashion images which belong to a subset of the PatentNet. The fashion subset has 8 subclasses, and total 48000 images, as Fig. 3 shown.

In the classification task, we use 40000 images for training, and 8000 images for testing. The top-1 accuracy of classification is listed in Table 2. To evaluate the performance of our PatentNet in classification task, we conduct classification experiment by using some classical classification methods, including VGG19[20], GoogLeNet[21], Resnet50[22], Densenet121[23] and Efficientnet-B0[24]. As in Table 2, the experimental results show that the Top-1 classification accuracy is lower. Meanwhile, in the ImageNet the Efficientnet-B0 achieves 76.3%[24], which is almost 14% over than in PatentNet. Therefore, the PatentNet is more challenging.

In this retrieval task, we use the pre-training VGG19[20] and Resnet152[22] models for images feature extraction. Euclidean distance is then leveraged as a similarity measure to get the similar industrial goods images in the querying. On the dataset split setting, we utilize 40000 images to build the feature database and the rest 8000 images for the querying testing.

We select some retrieval methods such as CSQ[25] and HashNet[26], which work well on other
datasets in retrieval tasks. In the evaluation, we adopt the mean average precision(mAP) denoted the average of AP on all queries as the evaluation metrics, which are widely used in retrieval tasks. Table 3 presents the top-10 mAP of the retrieval, and the category level experimental result shows in Fig.7. The retrieval task indicate that the category imbalance will affect the retrieval accuracy. The retrieval task also demonstrates that the proposed database PatentNet is more challenging, and the corresponding algorithms need to be improved and developed.

| Table 2. Top-1 Accuracy of Classification |
| Models                | ACC     |
| Resnet-50[22]         | 63.25%  |
| VGG-19[20]            | 72.95%  |
| Densenet-121[23]      | 71.57%  |
| GoogLeNet[21]         | 69.60%  |
| Efficientnet-B0[24]   | 62.92%  |

| Table 3. Top-10 mAP of Retrieval Task |
| Models                | mAP     |
| Resnet-152[22]        | 72.05%  |
| VGG-19[20]            | 66.96%  |
| CSQ[25]               | 54.00%  |
| HashNet[26]           | 26.10%  |

Fig 7. The Top-10 mAP of retrieval on category level

5.2 Clustering on incomplete multiview

Compared to other available datasets, PatentNet provides image data with incomplete multiview. In general, one industrial goods can be described by at most 7 views that represent images, which are front view, back view, left side view, right side view, top view, bottom view, and perspective view, but they are often missing. Many possible methods could be applied to employ the missing information.

We collect 400 chairs with 2159 images, which are categorized into eight subclasses: bowChair, chairWithoutArmrests, foldingChair, massageChair, multiPersonSofa, singleSofa, swivelChairNonSlipSofa, swivelChairWithSofa, as Fig.5 shown. Each subclass has 50 chairs, and some of them belongs incomplete multiview. We utilize VGG16[20] to obtain 4096 dimension deep feature for each image. Table 4 shows the statistical characteristic of incomplete multiview dataset.

In this experiment, we demonstrate the usefulness of the PatentNet multi-view against some state-of-the-art incomplete multi-view clustering methods. Thus, we choose Spectral Clustering (SC) [27], IMG[28], DAIMC[29], IMSC_AGL[30] and APMC[31], where Spectral Clustering are performed on each view. To further prove the rational use of multi-view data can improve clustering performance, we concatenate all views into a single view with long dimensions, and then run SC to obtain the clustering results. Since SC cannot directly deal with incomplete multi-view data, we first fill the missing information with average feature values in the corresponding view, and then perform SC. Empirically, the number of nearest neighbors is accounted for 10% of the dataset size for SC. We select the best two views from the industrial goods dataset as the input of IMG, because it cannot work on more than two-view scenario. Since it is very complicated to adjust the order of multi-view data for APMC when processing more than 3 views, we select the best three views. What’s more, in order to make the
experiments fair enough, we set the parameters of each method just as reported in the corresponding papers. To randomize the experiment, we run each method for 20 times to record the mean performance as well as the standard deviations for every method.

Table 4. Statistical characteristic of incomplete multiview datasets

| Dataset     | Samples | Clusters | Views | Observed Samples          | Features Dimension |
|-------------|---------|----------|-------|----------------------------|--------------------|
| chair subset| 400     | 8        | 7     | 400, 340, 325, 339, 296, 71, 388 | 4096, 4096, ..., 4096 |

There are many criterions to evaluate the clustering performances\(^3\_2\). In our experiments, we choose three most widely used evaluation metrics, namely, clustering accuracy (ACC), normalized mutual information (NMI), and Purity to conduct comprehensively evaluation. These criterions can be calculated by comparing the obtained clustering labels of each sample with the ground-truth labels provided by the dataset. For the three kind of evaluation metrics, a higher value indicates the better performances. The readers can refer to this paper\(^3\_3\) to get more details about their definitions.

Table 5. ACC (%), NMI (%), Purity (%) of different incomplete multiview clustering methods on the chair subset of PatentNet. In SC(i), the parameter i denotes the views number.

| Method               | ACC (%)  | NMI (%)  | Purity (%) |
|----------------------|----------|----------|------------|
| SC(1)                | 74.01±0.40 | 70.06±0.31 | 74.01±0.40 |
| SC(2)                | 28.16±2.12 | 15.37±1.77 | 29.61±2.42 |
| SC(3)                | 36.83±2.04 | 24.32±1.40 | 38.04±1.68 |
| SC(4)                | 29.29±2.80 | 16.81±2.16 | 30.60±2.71 |
| SC(5)                | 20.82±1.71 | 9.55±3.07  | 21.47±1.73 |
| SC(6)                | 23.31±0.45 | 7.67±0.28  | 24.70±0.52 |
| SC(7)                | 78.71±0.17 | 68.98±0.24 | 78.71±0.17 |
| SC(concate)          | 83.49±0.06 | 77.36±0.04 | 83.49±0.06 |
| IMG(V1-V7)           | 70.60±3.71 | 70.58±1.26 | 73.49±1.55 |
| DAIMC                | 83.58±0.12 | 79.55±0.11 | 83.58±0.12 |
| APMC(V1-V3-V7)       | 84.74±0.06 | 79.22±0.12 | 84.74±0.06 |
| IMSC_AGL             | 83.60±0.17 | 81.08±0.28 | 83.60±0.17 |

The ACC, NMI and Purity of above different methods on the chair subset of PatentNet are enumerated in Table 5. Analysis of the data, we can get some observations as following: (1) the clustering performances are quite different in single view. This is mainly because each view has difference in the feature scales and distributions. (2) Most of the above incomplete multi-view clustering methods can achieve much better performance than the Single-View. Therefore, it is worthy to study how to appropriately combine multiple views to improve the clustering performance. Moreover, this experiment proves that the PatentNet can be used to evaluate the incomplete multi-view clustering algorithms.

6. Conclusions and Future Work

6.1 Ongoing PatentNet

The current PatentNet contains various industrial goods sourced from Guangdong Intellectual Property Protection Center of China in 2007 to 2020. As we know, the number of industrial goods increases 700k per year. Therefore, extending the quantity of the PatentNet is our first goal. In future, we also want to enlarge the PatentNet to coverage more country and region, such as Japanese, U.S, Hong Kong. Meanwhile, the PatentNet covers industrial goods only from the Intellectual Property Administration. We further plan to extend the industrial goods images of PatentNet from an e-commerce platform in the future.

6.2 Exploiting PatentNet

We have the purpose to make the PatentNet be one of main dataset for a broad of range of artificial
intelligence related research. In the further, we will build more potential application scenarios related to PatentNet, and will take one step forward to explore more applications in future.

**A benchmark dataset.** Deep learning has become the universal technique in computer vision, nature language process, etc. Deep learning models possess excellent performance in target identification and image classification. The large-scale datasets play critical role in model training of AI, especially in deep learning, such as ImageNet, MS COCO. As a large-scale industrial goods dataset, PatentNet will be a new alternative and more challenging benchmark dataset for future research.

**Incomplete multiview dataset.** The incompleteness of data and the imbalance between data categories are common problems. In the PatentNet database, the lack of view data of industrial goods and the difference quantity among the industrial goods categories provide a concrete real sample case for this type of research. PatentNet is the first large-scale dataset with weak correlations between perspectives. It shows that the gap between the perspectives of industrial goods is large, and the correlation between the views is relatively weak. With this kind of association, traditional machine learning methods cannot effectively discover the large-span weakly associations. It is necessary to develop a novel algorithm to solve such problems.

**Multimodal knowledge graph.** In the PatentNet dataset, the image represents given industrial goods, and the corresponding text contains the description information of the industrial goods and related legal events. There is a potential correlation between the images of industrial products. Therefore, it worth constructing a multimodal knowledge graph centered on industrial products. The cognitive intelligence technique will introduce to find the relationship within the multimodal knowledge graph of industrial goods.

**Semantic concepts and computer vision research.** PatentNet has hierarchical structure and full coverage of the industrial goods image may help advance the understanding between 3-D projection of computer and the human vision. For example, it is a very complicated process to full query the multiview images of the industrial goods by the name of given industrial goods. It is worthy to explore the corresponding between the conceptual level of the product name and the actual product. At the same time, further automatic fined classification of industrial product images according to names is an area that needs further exploration.

**A bridge between innovation and protection.** In PatentNet, it is deserving of paying attention to assigning new industrial goods images to corresponding categories. Furthermore, partial design patent protection law will implement, and comparing the differences of the partial features of images will have practical significance. Promoting innovation is very important to construct the cross-modal relationship between industrial goods and the actual products selling on the e-commerce platform.
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