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Abstract

The reliability of information transmission has a significant influence on network performance, so it has attracted extensive attention from researchers. Many error control mechanisms have been designed and proposed in order to improve the reliability of transmission. However, during transmission in wireless networks, high bit error rate and burst errors often occur, which poses great challenges in the design of error control mechanisms. The existing mechanisms suffer from a problem of either poor error correction ability or waste of network resources. The primary aim of this study is to develop an error control mechanism based on Reed-Solomon (RS) codes, which encodes packets using RS codes, and a re-encoding algorithm is designed for reducing the coded packet length. The proposed error control mechanism can not only reduce the number of redundant bits in the transmission process but also improve the error correction ability as much as possible when burst errors occur. Therefore, both the error correction ability and the network utility are considered in this work. The proposed mechanism was verified through theoretic analysis and by experiments using the NS2 simulator. The experimental results verified the error control ability and throughput performance of the proposed mechanism.
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1 INTRODUCTION

1.1 Background and motivation

Wireless networks have been widely used in people’s everyday life, allowing easy, efficient, and reliable data transmission. However, these networks have certain disadvantages, such as high bit error rate and burst errors. Thus, how to overcome these disadvantages has become an important topic in the data transmission field.

In recent studies, error control coding has been preferred as a solution to overcome the influence of a high bit error rate in order to improve the transmission reliability of wireless networks. Error control coding represents an error control technique that mainly serves to ensure accurate transfer of data packets by appending the redundant bits during the transmission process. The error control coding model is presented in Figure 1. Admittedly, according to [1,2], in wireless networks, the distribution of congestion events as well as errors is scattered, which affects network performance to a great extent making it vary with the bit error rate. When wireless networks are in good transmission channel conditions, the bit error rate is low, and introducing many redundant bits can result in a large waste of network resources. In contrast, when wireless networks are in bad transmission channel conditions, especially when burst errors occur, the bit error rate is very high, and it is very likely that errors will not be found and corrected in spite of using the redundant bits. In other words, the number of check bits often does not match the bit error rate.

In this work, improved re-encoding Reed Solomon codes are used to find out a feasible solution in order to solve the above-mentioned limitations.

Fig. 1 Error control coding model
1.2 Our contribution

In this paper, an improved error control mechanism is proposed to improve the error correction ability in burst channel and reduce check redundancy. The main principle of the proposed mechanism is to re-encode the check bits of the Reed-Solomon (RS) code by XOR operation and cross-check the received packets, which means that the check bits of a data packet are used to check not only the current data packet but also the two adjacent data packets.

The main contributions of this paper follow.

- An improved RS re-encoding algorithm is developed which considers the network packet loss characters. Using the proposed mechanism, the coding redundancy is reduced, and the error correction ability is improved when burst errors occur; thus the overall network performance is improved.

- Based on the proposed RS re-encoding algorithm, the packet retransmitted mechanism is designed, thus the successful transmission of data packets is guaranteed.

- The validity of the algorithm is proved through both theory and experiment.

Consequently, the proposed mechanism provides a modified and practical solution for improving the error correction ability and saving network resources. It can be used in the dynamically changing wireless network channels to ensure reliable transmission, especially in channels with frequent burst errors.

1.3 Organization of the paper

The remainder of this paper is organized as follows. Section II presents the recent related work. Section III introduces the proposed error control mechanism. Section IV evaluates the performance of the proposed mechanism by comparing it with the currently proposed mechanism. Finally, Section V presents conclusions.

2 RELATED WORK

In recent years, much effort has been directed toward improving the accuracy of data transmission in wireless networks using different schemes. According to error control methods and transmission mechanisms, the existing error control mechanisms can be divided into three categories: automatic repeat request (ARQ) error control mechanisms, forward error correction (FEC) error control mechanisms, and ARQ & FEC hybrid error control mechanisms.

ARQ

The ARQ control-based algorithms have the ability of error checking. Namely, a receiver recovers from errors by requesting the sender to resend incorrect data packets until all the packets are received correctly. The ARQ flowchart is presented in Figure 2.
In [3], a cumulative feedback-based ARQ (CF ARQ) protocol was introduced. This protocol performs well in dealing with burst errors. Namely, it has significantly less average delay under bursty feedback and a throughput gain of up to approximately 20%. In [4], the authors proposed a unified architecture that is capable of correcting burst errors, as well as random errors and erasures. The experiment results showed that this architecture could significantly improve the error correction ability compared to the traditional decoding design. In [5], three novel burst error-correcting algorithms for Reed-Solomon codes were developed. The simulation results verified that the miscorrection probability of the three algorithms decreased exponentially, but there was still the problem of network resource waste in [4,5].

Farkas et al. proposed an ARQ mechanism inspired by source coding and error correction coding, which compresses and rearranges the source code utilizing the correlation with the error correction code [6]. The main advantage of their mechanism is that it can reduce the transmission length. One example based on the exploitation of the Hamming code showed that this ARQ mechanism had a higher throughput rate than traditional ARQ methods. However, its major shortcoming is that the data packet decoding process is time-consuming, so it is not the best choice for packets with a large number of errors. Furthermore, an improved ARQ mechanism was presented in [7]. Their mechanism can obtain accurate time and position of errors, which makes it different from the previously reported solutions, and can be used for timely and accurate message transmission. However, their scheme does not perform well in reducing the length of data packets; also, it does not consider message transmission.

Fig. 2 The ARQ error control flowchart
FEC

The FEC mechanism automatically corrects errors that occurred in the process of data transmission by adding more redundant codes, thus avoiding the retransmission process. After redundant coding, the initial message bits are appended with check bits. There are five possible scenarios in the transmission process: (1) there is no error, (2) errors occurred but can be successfully corrected, (3) errors occurred and cannot be successfully corrected, (4) part of the message is lost but can be successfully corrected, (5) part of the message is lost and cannot be successfully corrected. The flowchart of the FEC error control mechanism is shown in Figure 3.

As indicated in [8], in burst loss transmission channels, a receiver may not accumulate a sufficient number of packets in the FEC-encoded blocks, so it will be unable to reconstruct the complete original data, which yields to ineffective transmission in the FEC mechanism. Taghikhaki et al. [9] proposed a reliable data transmission protocol (RAFEC*), which can evaluate the link quality by counting the numbers of failures and successes in a certain period. The main advantage of this protocol is that it can adjust the error control mechanism
automatically after several successes (or failures) rather than after only one success (or failure). Hence, the obvious benefit of this mechanism is that it can dynamically adjust the strength and complexity of the code according to the current requirements. However, this mechanism yields to the waste of wireless network resources and does not consider the reduction of packet length.

In [10], a new error control mechanism with the adaptive-performance sender and receiver was proposed. This mechanism takes full advantage of the characteristics of the FEC, allowing different FEC methods to be used in different network parts. Therefore, this mechanism not only provides flexible support to wireless networks but also reduces the resource consumption of wireless networks. Furthermore, this mechanism chooses between iterative and non-iterative codes according to the particular requirements, thus providing larger flexibility and reducing coding redundancy. In [11], a new adaptive error control (AEC) algorithm was proposed. The AEC algorithm adaptively changes error correction code (ECC) based on the channel behavior in recent previous transmissions. Simulation results showed that the AEC algorithm achieved better error correction performances than the traditional techniques, but network resources were wasted due to the existence of redundant bits.

In [12], an error correction scheme for burst-noise channels, which includes several procedures such as segmentation, error detection, and assessment, was proposed. The experimental results showed that the proposed scheme achieved the recovery ratio of over 40% for corrupted packets in practice. In [13], a linear error detection and correction scheme for wireless networks was proposed. This scheme improves network performance in terms of the bit error rate and throughput. However, the reduction of coding redundancy has not been considered in [12,13].

In [14], an adaptive cross-layer error control protocol for wireless networks was proposed. This protocol achieves significant improvements over the existing error control schemes by dynamically determining suitable redundancy for the source packet in the wireless link layer, but the error correction ability does not show a significant advantage. In [15], in order to solve the problem of 4-bit bursts, two effective solutions were presented. One of them uses two interleaved single and double adjacent error correction codes, which can reduce the decoding complexity and delay at the cost of having more check bits.

In [16], an application layer FEC method for wireless network communication was proposed. The adaptability and efficiency of FEC technology in wireless networks have been significantly improved by constantly altering the redundancy in FEC blocks and attaching the most appropriate redundancy amount. It was inadequate to cope with the drastic changes in network status. Similarly, in [17], another application layer FEC method is proposed based on small block low-density parity-check (LDPC) codes to protect real-time packetized multimedia streams in bursty channels. Although the scheme considers the wireless channel characters, it can only be used at the application layer for video file.
In [18], a modified FEC mechanism that uses the interleaving-coding-sequential-transmission (ICST) FEC, which rearranges the FEC coding sequence in an interleaved manner, and transmits packets sequentially according to their generation order, was introduced. This mechanism reduces both the burst loss impact and the delay time. In [19], the authors proposed an interleaved coding mechanism for wireless channel, it consider the impact of difference packet size, but ignore the wireless channel characters. Therefore in both [18] and [19], the reduction of packet redundancy has not been considered.

**Hybrid ARQ and FEC**

The ARQ and FEC mechanisms are two basic error control techniques, and both of them have advantages and disadvantages. The principle of the ARQ is simple, but the usage rate of the communication channel is low due to the need for retransmission. In contrast, the FEC encoding is complex, and a larger bandwidth is required due to the appending bits. However, the hybrid ARQ&FEC combines the advantages of both methods to improve the overall performance. Specifically, in the hybrid ARQ&FEC, the FEC corrects errors, and the ARQ compensates for errors that the FEC cannot correct, achieving the lowest bit error rate. The workflow of a hybrid ARQ&FEC error correction method is presented in Figure 4. 

![Fig. 4 The workflow of a hybrid ARQ&FEC error correction mechanism](image)

In [20], based on the IEEE802.15.4 protocol, several ARQ and FEC energy efficiency mechanisms were modeled, and an error control scheme that adaptively selects ARQ or FEC based on the received signal strength of a wireless link is proposed. In this scheme, the ARQ mechanism is used when the channel quality is good, and the FEC technology is used when the channel quality is poor. Hence, this scheme can adapt to different channel qualities by combining the advantages of ARQ and FEC mechanisms. This scheme jointly considers the requirements for low transmission loss and different qualities of links between nodes in order to maximize energy efficiency. The experimental results show that this scheme achieves better performance in error correction than standard ARQ and FEC mechanisms separately. However, since the FEC
method is used, most messages can be checked successfully, which causes high coding redundancy and a waste of network resources.

In [21], a scheme that extends the notion of current hybrid ARQ was proposed. Unlike other hybrid ARQ&FEC mechanisms, in this mechanism, when packet retransmission is required, the retransmission scheme jointly embeds the original information from the first packet and additional information from the second packet, providing a significant increase in coding gain of the first packet. The main disadvantage of this mechanism is a large usage of network resources due to the increased length of retransmitted packets.

As presented above, many schemes have been proposed to solve the problem of unreliable transmission. However, most of them do not consider the packet loss character in the wireless networks, thus they can not guarantee low redundancy and high error correction ability simultaneously.

Although the error correction ability has been enhanced in the existing work, a large amount of network resources have been wasted in the transmission process due to inappropriate check bits. In order to address this problem, this paper proposes a mechanism that can reduce the length checking redundancy bits by one-third using the XOR operation and thus improve the network utilization significantly. Besides, though most of the mechanisms or algorithms have tried to reduce the checking redundancy by some operations, such as adjusting redundant bits dynamically, they have not been focused on the improvement of error correction ability. In order to overcome this problem, the proposed work considers the improvement of error correction ability using the relationship between adjacent packets to provide checking help.

With the aim to solve the problem of burst errors, which is the major cause of transmission unreliability, the RS code is adopted in the proposed mechanism. In this way, burst errors are checked and corrected more easily and effectively. The goal of this study is to save network resources and improve error correction ability simultaneously and thus enhance network throughput.

3 METHODS

In this section, an error control mechanism based on RS codes is proposed to deal with burst errors in wireless networks. The basic idea of the proposed mechanism is to construct a relationship between consecutive packets, which is named the cross-relationship. Using this relationship, the error correction ability of packets can be increased, while packet length can be reduced. In addition, packets that cannot be checked successfully at the improved error correction ability will be retransmitted. The proposed mechanism can be divided into three parts: RS re-encoding, error checking, and packet retransmission, which are explained in the following.

A RS re-encoding

In this section, RS coding and the re-encoding method based on RS code are described.

1. RS coding
The RS code is a special non-binary error correction code. In [22], the author evaluates the performance of RS code in some wireless channels, and points out some design factors to optimize the performance. This further illustrates that we need to design RS-based error control mechanisms according to our practical environment. For a positive integer , the corresponding base-q BCH code with a code length

\[ n = q^{s-1} \]  

is constructed, where \( q \) denotes a power of a prime number. The base-q BCH code is called the RS code, and

\[ n = q - 1 \]  

\[ s = 1 \]

where \( q < 2 \), when

\[ q = 2^m (m > 1) \]

the binary RS code constructed over \( GF(2^m) \)[23] can be used to correct burst errors, which is the most common RS code.

The RS codes are often expressed as \( RS(n,k) \), where \( n \) denotes the length of a data packet, and \( k \) denotes the length of the message segment. In addition,

\[ n - k = 3t \]

where \( 3t \) represents the whole length of the checking segment. Furthermore, assume the message segment is expressed as \( \{ x_1, \ldots, x_k \} \), then the RS code can be expressed as

\[ \{ x_1, x_2, \ldots, x_k, x_{k+1}, \ldots, x_{k+t}, x_{k+t+1}, \ldots, x_{k+2t}, x_{k+2t+1}, \ldots, x_{k+3t} \} \]

where the message segment is from the first bit to the \( k \)th bit. The proposed mechanism defines that the message segment can be expressed as \( (x_1, \ldots, x_k) \). In addition, bits from \((k + 1)\) to \((k + 3t)\) represent checking bits, and they can be expressed as \( (x_{k+1}, \ldots, x_{k+t}) \), \( (x_{k+t+1}, \ldots, x_{k+2t}) \), and \( (x_{k+2t+1}, \ldots, x_{k+3t}) \), respectively. The coding structure of an RS coding packet is presented in Figure 5.

2. Re-encoding

Re-encoding is the process of recombining the RS checking code by XOR operation. During the re-encoding process, the cross-relationship is constructed by performing XOR operation on adjacent packets. The re-encoding process is as follows.

(1) Message segment and the first RS checking segment remain the same; copy the \( k \)-bit message segment and the first \( t \)-bit checking segment to the beginning of a packet to be sent.

(2) The XOR operation is performed on the second RS checking segment of the current packet and the third RS checking segment of the previous
Fig. 5 The coding structure of an RS coding packet

packet, appending the result to the first checking segment as the second checking segment of the sending packet.

(3) The XOR operation is performed on the third RS checking segment of the current packet and the second RS checking segment of the next packet, and the result is added to the second RS checking segment of the next packet, which is then sent.

In this way, it can be guaranteed that the information of the current packet is contained in the next packet, and the message segment with only two checking segments containing \((k + 2t)\) bits in total represents the data to be sent. As a result, the packet length is reduced, and the cross-relationship is constructed. The re-encoding process of the RS code is presented in Figure 6.

Fig. 6 The re-encoding process of the RS code

The sending data can be expressed as follows:

\[
\{ x_{i,1}, x_{i,2}, \ldots, x_{i,k}, x_{i,k+1}, \ldots, x_{i,k+t}, x_{i,k+t+1}, \ldots, x_{i,k+2t} \}
\]

where the first index of \(x\) represents the sequence number of a data packet, and the second index denotes the number of RS code position of the data packet; for instance, \(x_{i,2}\) refers to the second bit of packet \(i\). The coding structure of a re-encoding packet is presented in Figure 7.
Fig. 7 The coding structure of a re-encoding packet

The structures of consecutive RS coding packets and consecutive re-encoding packets are displayed in Figure 8. In Figure 8, it can be seen that the checking segment 3 does not need to be sent, but the checking segment 3 is XOR-subjected with the checking segment 2 of the next packet, and the XOR result becomes the new checking segment 2 that is then sent. Therefore, a re-encoded packet has three parts to be sent: message segment, checking segment 1, and the result of the XOR operation of checking segments 2 and 3.

Fig. 8 The structures of RS coding packet and re-encoded packet

Therefore, a message segment needs to go through two steps from the initial data packet to the packet to be sent. The first step is to generate an RS-coding packet by the RS coding process, and in the second step, the generated RS-coding packet undergoes the re-encoding process to generate a re-encoded packet. The data structure of a re-encoding packet is presented in Figure 9.

B Error Checking

Based on the re-encoding mechanism performed at the sender side, a checking mechanism named the cross-checking mechanism is performed at the receiver side. The cross-checking means that packets are checked using the cross-relationship. Specifically, when a packet is received at the receiver, the checking segment 1 is used to check the current packet. The cross-checking method is employed to help to check the packet only when the current packet
cannot be recovered successfully by its own error correction ability of the checking segment 1.

In order to guarantee the cross-checking performance, the receiver buffers the newly received packet, which is then used in the packet checking process of the next packet which may need the checking assistance. Moreover, there is an intact t-bit calculated checking segment in each packet, which means that each packet has the t/2 error correction ability to correct errors. If two adjacent packets of a particular packet have been checked successfully, then the packet can have up to 3t-bit checking segments.

Assume packet (i - 1) has been successfully checked and stored in the receiver buffer. The next step is to receive packet i and check it by its own error correction ability. The cross-checking process after the reception of packet i is discussed in the following.

1. The packet i can be checked successfully by its own error correction ability. Store packet i into the receive buffer and clear all packets whose sequence numbers are lower than i from the buffer.
2. The packet i cannot be checked successfully by its own error correction ability.

The packet i is checked using the increased error correction ability provided by the previous packet. The error checking process is as follows. First, the message segment of packet (i - 1) is encoded based on the generated RS code, and the check bits are divided into three t-bit checking segments. After that, XOR operation is conducted on the third segment of packet (i - 1) and the second segment of packet i, obtaining the second checking segment of packet i. At this time, packet i has 2t-bit error correction ability. The error checking process with the improved error correction ability of packet i is presented in Figure 10, where it can be seen that with the help of packet (i - 1), the error correction ability of packet i is increased from t-bit to 2t-bit.
Fig. 10  The error checking process with the improved error correction ability of a packet

In the following, checking results of packet i obtained with the help of packet (i - 1) are discussed.

(1) The packet i can be checked successfully with the help of packet (i - 1)

This case is the same as Case 1 provided above. Therefore, store the packet i into the receiver buffer and clear packet (i - 1) from the buffer.

(2) The packet i cannot be checked successfully even with the help of packet (i - 1)

In this case, the receiver waits for the results of the next packet. The flowchart of obtaining the results of packet i with the help of packet (i - 1) is presented in Figure 11.

Fig. 11  The flowchart of the checking results of packet i with the help of packet (i - 1)

The checking results of packet (i + 1) are discussed below.
a) The packet \((i + 1)\) can be checked successfully by its own error correction ability

In this case, the first step is re-encoding the message segment of packet \((i + 1)\) according to the generated RS code, obtaining the calculated check bits of packet \((i + 1)\). Next, these check bits are divided into three \(t\)-bit segments. After that, XOR operation is performed on the calculated and received second checking segments of packet \((i + 1)\), obtaining a \(t\)-bit checking segment as the third checking segment of packet \(i\). Then, packet \(i\) is checked with the help of the newly obtained \(t\)-bit error correction ability. If the check process is successful, the \(i\)th packet will be cleared from the receiver buffer, while the \((i + 1)\)th packet will be stored in the buffer; otherwise, the \(i\)th packet will be retransmitted. The retransmission mechanism will be introduced in Section C: Packet Retransmission.

b) The packet \((i + 1)\) cannot be checked successfully by its own error correction ability

In this case, the mechanism waits for the \((i + 2)\)th packet. Similarly, if packet \((i + 2)\) can be successfully checked, packet \((i + 1)\) is checked with the help of packet \((i + 2)\). If packet \((i + 1)\) can be checked successfully, this case will become case a); otherwise, packet \(i\) will be retransmitted. The checking process of cases a) and b) is illustrated in Figure 12.

![Flowchart of the packet checking process](image)

**Fig. 12** The flowchart of the packet checking process

C Packet Retransmission

If packet \(i\) cannot be checked successfully, even with the help of two adjacent packets, it will be retransmitted. The sender side retransmits a packet until either the packet can be checked successfully or the maximum number of retransmissions is reached.

In the proposed mechanism, the maximum retransmission number is set to three in order to prevent excessive network resources waste under the condition of bad channel status. Compared to the maximum number of retransmissions
of the traditional ARQ mechanism, which is equal to seven, the proposed mechanism provides a stronger checking capability by adopting the cross-checking mechanism. Therefore, the transmission channel status is considered very bad after three retransmission failures.

A packet can have the error correction ability of up to $3t$, of which $2t$ is from two adjacent packets. As shown in Table 1, there are three cases in which packet $i$ needs to be retransmitted. Assume packet $(i - 1)$ can be successfully checked, and packet $i$ cannot be successfully checked even with the help of packet $(i - 1)$. Three cases are discussed below.

| Table 1 | Three cases in which packet $i$ needs to be retransmitted. |
|---------|----------------------------------------------------------|
|         | case 1 | case 2 | case 3 |
| packet $(i-1)$ | ✓      | ✓      | ✓      |
| packet $i$   | X      | X      | X      |
| packet $(i+1)$ | ✓      | X      | X      |
| packet $(i+2)$ | ✓      | X      |        |

Note: X represents decoding failure, and ✓ represents decoding success.

Case 1: The packet $(i + 1)$ can be successfully checked, but packet $i$ cannot be successfully checked even with the help of packet $(i + 1)$. In this case, packet $i$ needs to be retransmitted, and it does not need to wait for the checking result of packet $(i + 2)$ because packet $i$ cannot be successfully checked even with the error correction ability of $3t$.

Case 2: The packet $(i + 1)$ cannot be successfully checked, but packet $(i + 2)$ can be successfully checked. However, packet $(i + 1)$ cannot be successfully checked even with the help of packet $(i + 2)$. In this case, packet $i$ needs to be retransmitted because its error correction ability of $2t$ cannot be increased, and packet $i$ cannot be successfully checked with its current error correction ability of $2t$.

Case 3: Packets $(i + 1)$ and $(i + 2)$ cannot be successfully checked. This paper stipulates that when there are three consecutive packets that cannot be successfully checked, the first packet needs to be retransmitted because the error correction ability of the first packet of $2t$ cannot be increased by other packets.

For each retransmission, there are three possible situations: (1) packet $i$ can be successfully checked by its own error correction ability after retransmission; (2) packet $i$ cannot be successfully checked by its own error correction ability after retransmission; or (3) the maximum number of retransmissions is reached. Each situation is discussed in the following.

1. Packet $i$ can be successfully checked by its own error correction ability after retransmission. In this situation, packet $i$ can be successfully checked by its own error correction ability after retransmission, so the subsequent checking processes of Cases 1–3 in Table 1 are as follows. Case 1: Since
packet \((i + 1)\) has been successfully checked, then only the message of packet \((i + 1)\) will be stored in the receiver buffer, it is set that

\[ i = i + 2 \] (6)

and the retransmission process returns to the transmission process. The subsequent checking processes of Case 1 after successful self-check of packet \(i\) is shown in Figure 13.

Case 2: Check packet \((i + 1)\) with the help of packet \(i\). If the checking process is successful since the packet \((i + 2)\) has been successfully checked, then only the message of packet \((i + 2)\) will be stored in the receiver buffer, it is set that

\[ i = i + 3 \] (7)

and the retransmission process returns to the transmission process; otherwise, the sender side retransmits packet \((i + 1)\), and the receiver side checks it. The subsequent checking processes of Case 2 after successful self-check of packet \(i\) is shown in Figure 14.

Case 3: Check packet \((i + 1)\) with the help of packet \(i\). If the checking process is successful, check packet \((i + 2)\) with the help of packet \((i + 1)\).
If the checking process is successful, then only the message of packet \((i + 2)\) will be stored in the receiver buffer, it is set that

\[ i = i + 3 \quad (8) \]

and the retransmission process returns to the transmission process; otherwise, the sender side retransmits packet \((i + 2)\), and the receiver side checks it. However, if packet \((i + 1)\) cannot be checked successfully with the help of packet \(i\), the sender side retransmits packet \((i + 1)\). The subsequent checking processes of Case 3 after successful self-check of packet \(i\) is shown in Figure 15.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig15.png}
\caption{Subsequent checking processes of Case 3 after successful self-check of packet \(i\)}
\end{figure}

(2) Packet \(i\) cannot be successfully checked by its own error correction ability after retransmission.

In this situation, if packet \(i\) cannot be successfully checked by its own error correction ability after retransmission, the subsequent checking processes of Cases 1–3 are as follows.

Case 1: check retransmitted packet \(i\) with the help of packet \((i - 1)\) and packet \((i + 1)\). If the checking process is successful, then only the message of packet \((i + 1)\) will be stored in the receiver buffer, it is set that

\[ i = i + 2 \quad (9) \]

and the retransmission process returns to the transmission process; otherwise, continue to retransmit packet \(i\).

Case 2: check retransmitted packet \(i\) with the help of packet \((i - 1)\). If the checking process is successful, check packet \((i + 1)\) with the help of packet \(i\) and packet \((i + 2)\); otherwise, the sender side retransmits packet \(i\).
Case 3: check retransmitted packet i with the help of packet (i - 1). If the checking process is successful, check packet (i + 1) with the help of packet i; otherwise, the sender side retransmits packet i.

(3) The maximum number of retransmissions is reached

When the maximum number of retransmissions has been reached, and the packet has not been successfully checked, the packet will be discarded. The specific processes of Cases 1–3 are as follows.

Case 1: The sender side discards packet i, and receiver buffer discards packet (i + 1), it is set that

\[ i = i + 1 \]  

and the retransmission process returns to the transmission process.

Case 2: The sender side discards packet i, and receiver buffer discards packets (i + 1) and (i + 2), it is set that

\[ i = i + 1 \]  

and the retransmission process returns to the transmission process.

Case 3: This case is the same as Case 2.

D Theoretical Analysis

In this part, a simple wireless channel model will be constructed for analyzing the effect of our mechanism. Packet retransmission if of great influence on the network performance, so we will compare the packet retransmission probability of RS code and our improved RS re-coding method with the same number of check bits.

In the wireless channel model, we suppose the channel will be in one of the two states: bad state (B) and good state (G)[17], as shown in Figure 16. The bit error rate is low in good state, so both the RS code and our improved RS code can correct the error bits. While in bad state, the bit error rate is high, the number of error bits may exceed the ability of the check bits, so the packet needs to be retransmitted.

![Fig. 16 Wireless channel model](image_url)
Based on this model, we can get the steady state probability of bad state ($\pi(B)$):

$$\pi(B) = \frac{p}{q + q}$$  \hspace{1cm} (12)

the probability of two continuous bad states ($\pi^2(B)$):

$$\pi^2(B) = \frac{(1 - p)q}{p + q}$$  \hspace{1cm} (13)

and the probability of two continuous bad states ($\pi^3(B)$):

$$\pi^3(B) = \frac{(1 - p)^2q}{p + q}$$  \hspace{1cm} (14)

where $p, q$ are the transition probabilities.

The error correction ability of RS code with $2t$ check bits is $t$. This means when the number of error bits is larger than $t$, the packet cannot be corrected and needs to be retransmitted. So its packet retransmission probability is

$$\pi(B) \cdot P(ne > t)$$  \hspace{1cm} (15)

In our improved RS re-coding mechanism, the packet retransmission is corresponding to the three cases shown in Table1.

In case1 the packet will be retransmitted when the number of error bits ($ne$) is larger than $\frac{3}{2}t$. Its probability is:

$$\pi(B) \cdot P(ne > \frac{3}{2}t)$$  \hspace{1cm} (16)

In case2, retransmission means the number of error bits in two continuous are both larger than $\frac{1}{2}t$. Its probability is:

$$\pi^2(B) \cdot P(ne > t)$$  \hspace{1cm} (17)

In case3, retransmission happens when the number of error bits in one packet is larger than , while for the other two followed packets are larger than . Its probability is:

$$\pi^3(B) \cdot P(ne > \frac{1}{2}t)$$  \hspace{1cm} (18)

So the packet retransmission probability of our mechanism is

We assume that when the channel is in a bad state, the number of error bits follows the distribution of . The value of $p$ and $q$ depends on the practical network states, we let equal to 0.1, equal to 16, and vary from 0.9 to 0.4, then the packet retransmission probability can be computed as shown in Figure 17.

From Figure 17, one can see that our mechanism outperforms the RS code with smaller packet retransmission probability.

In this model, we only compare the performance with RS code. The error correction ability of CRC is weaker than RS code, so its packet retransmission
probability should be much higher. We make some assumptions for the distribution of the number of error bits, this will not affect the comparison results, we can get similar results for other distribution.

4 RESULTS AND DISCUSSION

The performance of our mechanism was evaluated by the NS2 simulation software [24] using the IEEE 802.11 protocol. The proposed mechanism was compared with the default error control mechanism, i.e., the Cyclic Redundancy Check (CRC) [25]. We also implemented the error control mechanism based on RS with 2t (RS\textsubscript{32}) check bits and 3t check bits (RS\textsubscript{48}) [22].

In the experiments, message segment $k$ was set to 255 bits, and $(n-k)$ was 32 bits, this means $t$ is set to 16. During the experiments, the sizes of the uplink and downlink buffers were the same. The following parameters were unchanged. At the link layer, the packet length was 255+32 bits, of which 32 bits were the checking bits. Furthermore, the wireless bandwidth was 11 Mbps, the wired bandwidth was 10 Mbps, the simulation time was 300 s, and the default buffer size was 100 packets. The experimental parameters are given in Table 2.

| Simulation parameter            | Value          | Simulation parameter          | Value          |
|---------------------------------|----------------|-------------------------------|----------------|
| Packet size                     | 1500 bytes     | Default buffer size           | 100 packets    |
| Packet length                   | 287 bits       | Default simulation time       | 300 s          |
| Number of message bits          | 255 bits       | Wireless bandwidth            | 11 Mbps        |
| Number of check bits            | 32 bits        | Wired bandwidth               | 10 Mbps        |

![Fig. 17 Packet retransmission probability](image-url)
First, the performance of the packet loss and the continuous number of lost packets of the proposed method were analyzed under different network topology scenarios. The probability distribution function (PDF) curve is shown in Figure 18.

![PDF curve](image1)

**Fig. 18** The PDF curve

As presented in Figure 16, in most cases, only one packet was lost, so the packet loss rate was very low. The possibility of losing three or more packets in the sequence was very low, so it was ignored. These results prove the rationality and feasibility of the proposed cross-checking method.

The number of retransmissions as a function of the bit error rate is shown in Figure 19. As displayed in Figure 19, under good transmission channel conditions, the CRC method and our proposed method performed similarly, but when the bit error rate exceeded a value of 0.08, our mechanism was significantly superior to another scheme because our mechanism could reduce the number of transmissions by improving the error correction ability.

RS_48 performs the best while CRC32 is the worst, this is due to their error correction ability and the number of check bits. Our mechanism can get almost the same effect as RS_48, this illustrates the fact our cross-checking mechanism is effective. When the error rate is very high, RS 48 has a better effect. Because at this time, the channel becomes worse, and we cannot obtain the same result as RS 48 through cross-checking processes.

![Number of retransmissions dependence](image2)

**Fig. 19** The number of retransmissions dependence on the bit error rate
The network throughput of the proposed mechanism was analyzed by experiments under two different scenarios, ad-hoc scenario and multi-hop wireless scenarios, which are the most common scenarios.

In the first experiment, the proposed scheme was compared with the CRC in the ad-hoc wireless network, where some of the nodes were placed randomly in a given domain, and the traffic pattern was random. The random networks containing from 50 nodes to 100 nodes were simulated using the protocol 802.11 and our proposed mechanism successively.

The throughput as a function of node number is presented in Figure 20, where it can be seen that both mechanisms showed similar decreasing trends when the number of nodes increased. However, with the increase in the number of nodes, the transmission conflicts between nodes increased, so the bit error rate also increased. Therefore, the decreasing trend of simulation results indicated that the bit error rate increased when the density of the network increased.

When the bit error rate is low, the result of RS\(_{32}\) and RS\(_{48}\) is worse than that of CRC, because the computational complexity of RS code is high, and the redundancy of RS\(_{48}\) will waste the bandwidth. However, the coding proposed in this paper only needs to use 16-bit check bit when the error rate is low, which speeds up the computation process. When the error rate is high, our algorithm can obtain the error correction performance close to that of RS\(_{48}\), so the network performance is improved. Its throughput performance was better by about 25% than the performance of the CRC.

![Fig. 20 The throughput](image)

The percentage of failed packet checks as a function of node number is presented in Figure 21, where it can be seen that all the mechanisms showed similar increasing trends as the number of nodes increased. This was because, with the increase in the number of nodes, transmission conflicts between nodes increased, so the percentage of failed packet checking also increased.
In the case of checking failed packets, we also achieve similar results as RS\textsubscript{48}. This further demonstrates the validity of our algorithm and the rationality of our design. The retransmission probability of RS\textsubscript{48} is better than that of our algorithm only when the number of nodes exceeds 90, i.e. when the packet loss rate increases due to collisions.

![The percentage of failed packet checks](image)

**Fig. 21** The percentage of failed packet checks

In the second experiment, a chain topology with the cross-traffic was used, as shown in Figure 22. As presented in Figure 20, there were 10 senders (S1–S10) and 10 receivers (R1–R10) in total.

![The experimental topology](image)

**Fig. 22** The experimental topology

The throughput was analyzed as a function of the bit error rate. The obtained results are presented in Figure 23 where it can be seen that when the bit error rate was low, the throughput performance of the proposed mechanism slightly differed from that of the traditional error control mechanism(CRC).
However, with the increase in the bit error rate, the throughput of the proposed mechanism was better than that of the traditional mechanism. This was because, due to improved error correction ability, the proposed mechanism could reduce the number of retransmissions, thus improving the throughput capacity. As the bit error rate continued to increase, in some cases, the proposed mechanism could not correct the errors, resulting in a waste of error correction time, which further slightly reduced the error control performance of the proposed mechanism.

Compared with RS_32 and RS_48, they suffer from the high computational complexity and redundancy, so their throughput degrades especially when the bit error rate is low.

The percentage of failed packet checks as a function of the bit error rate is presented in Figure 24. As presented in Figure 24, the proposed mechanism achieved a lower percentage of failed packet checks than the CRC. When the bit error rate was about 0.01 and 0.08, the proposed mechanism and CRC had similar performances. When the bit error rate was between 0.02 and 0.07, the percentage of failed packet checks of the proposed mechanism was obviously lower than that of the CRC. The performance of our mechanism is similar as RS_48 and is better than RS_32.

According to the experimental results, when the bit error rate was between 0.02 and 0.07, the proposed mechanism performed better in terms of the throughput and percentage of failed packet checks. When the bit error rate exceeded the value of 0.08, the proposed mechanism required fewer retransmissions. Furthermore, with the increase in the number of nodes, the proposed mechanism could achieve a 25% better throughput performance than the CRC. Especially when the number of nodes exceeded the value of 80, the percentage of failed packet checks of the proposed mechanism was obviously lower than that of the CRC.

However, when the bit error rate was extremely high or extremely low, the proposed mechanism showed similar performance as the CRC in terms
of the throughput, percentage of failed packet checks, and the number of retransmissions.

In summary, the decoding cost and redundancy of RS code will consume the network resource. Our algorithm provides three flexible decoding length $(t, 2t, 3t)$ methods according to different networks, so it can well adapt to the network state, thus improving the network performance.

5 CONCLUSIONS

In this study, an error control mechanism based on the RS code is proposed, and its performance is compared with the traditional error control mechanism. The proposed cross-checking mechanism is based on the re-encoding of RS code, and it utilizes the cross-relationship of check bits in adjacent packets to increase the error correction ability. Compared with the traditional error correction mechanism, our solution can reduce the coding redundancy, thus saving the wireless network resources. In addition, our solution is particularly applicable for burst errors in wireless networks. The proposed mechanism was compared with the traditional mechanism by experiments using NS2 simulation software. The experimental results showed that the proposed mechanism showed obvious superiority over the traditional mechanism regarding both correction ability and throughput capability.

Although the proposed error control mechanism based on RS code for wireless networks can achieve good results in error control and correction, there are certain limitations. Namely, in this work, there is no time limit, but in practice, there is often a time limit in error control mechanisms. Therefore, the proposed mechanism would not be the best choice for error detection and correction for packets with a very high bit error rate. The proposed mechanism can be further improved, which will be part of our future research.
Table 3  List of abbreviations

| words                                           | abbreviations |
|-------------------------------------------------|---------------|
| Reed-Solomon                                    | RS            |
| automatic repeat request                        | ARQ           |
| forward error correction                        | FEC           |
| cumulative feedback-based ARQ                   | CF ARQ        |
| automatic repeat request                        | ARQ           |
| adaptive error control                          | AEC           |
| error correction code                           | ECC           |
| interleaving-coding-sequential-transmission    | ICST          |
| Bose–Chaudhuri–Hocquenghem codes                | BCH           |
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