1. Introduction
Automated driving will significantly influence our future mobility to make it cleaner, more comfortable and safer. According to [6], it is assumed that vehicles are fully automated by 2050. To achieve a full automation of vehicles, the authors in [19] identified a number of research challenges, two of them are separately discussed in this paper: 1) availability, reliability and robustness and 2) constraint computational power.

In terms of end-user acceptance and passenger safety, a high availability [2], reliability and robustness [19] of (highly) automated systems is mandatory even under adverse environmental conditions. To achieve these requirements, failures need to be detected entirely as well as properly handled and a redundancy of all involved components has to be provided. This leads to a fail-operational behavior, where the automated driving function operates even when faults occur [9]. At the moment, fail-operational concepts exist for X-by-wire systems (e.g. [15]) but not for automated driving functions and their active safety systems, which we discuss here.

For a successful implementation of automated vehicles three building blocks are mandatory [19]: i) sensing, ii) processing and decision making and iii) vehicle control. Based on this functional architecture, an autonomous driving function represents a control system. A classical control system consists of sensors, actuators, a controller and a plant. One example is the cruise control, where the vehicle represents the plant, the actual speed is measured and the difference between required and measured speed is controlled to be zero by continuously adjusting the vehicle’s acceleration. In the future such control systems consist of complex algorithms, rich software component interfaces and have to process amounts of data [11]. Thus, the higher the level of automation, the more computational power is required by the control function implemented on an Electronic Control Unit (ECU). A conservative implementation approach is the one function per ECU, which leads to a decentralized architecture and a high number of ECUs [13] especially when a fail-operational behavior is required. Consequently, the vehicle’s power consumption will significantly increase. To solve this problem, multi-core ECUs are considered to replace single-core platforms in automotive domains [13]. The deployment of multi-core ECUs will improve the computing performance by parallel computation of different driving functions [11]. To further increase the computing performance, a distribution of the computational workload of one control function on a number of processor cores can be implemented. This idea is inspired by software development, where one task is parti-
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When we consider automated driving functions, the control function is implemented on an ECU. Per definition in fault-tolerant control systems, failures are detected in sensors, actuators and the plant which lead to a reconfiguration of the controller [16]. But the controller itself is not fail-operational. To change it, the ECU and the controller implementation itself need to meet a number of requirements. The authors in [10] differentiate between fail-operational concepts on ECU and on MCU level, where the MCU represents the central component of the ECU. On ECU level the following concepts are presented: (i) Triple modular redundancy. (ii) Symmetric two-out-of-two diagnosis fail safe (2oo2DFS), where the whole system is designed either as fully redundant system or as a system consisting of a primary ECU with a backup ECU. Both are fail-safe, detect their own errors and monitor the other. (iii) Asymmetric 2oo2DFS: where the architecture works as a master-slave strategy similar to the dynamic redundancy including a cold standby ECU with degraded functionality.

Depending on the performance and implementation, the MCU hosts safety related and comfort functions. According to [10], a fail-operational MCU provide fault tolerance, fault containment and fault diagnosis on register level such as the multi-core MCU presented in the paper.

But not only the hardware also the software need to be redundant. Software redundancy concepts cover fault-tolerance on bit and code level. On bit level, checksums detect errors in data (e.g. bit flips) [17]. On code level different redundancy strategies exist. One static redundancy is the repeated execution of code segments [17]. The most popular static redundancy concept is N-version programming. The algorithms are developed and implemented independently, provide the same functionality, run in parallel and the output is provided by a majority voting [8]. The recovery block concept is a dynamic redundancy structure. The safety critical code has got alternative implementations which are executed subsequently. If an error in a code is detected, the previous states will be restored and an alternative will be executed [8].

3. Parallelism of control functions

Section 2 proposes the deployment of special multi-core ECUs in order to increase the availability of driving functions. Here the deployment of multi-core ECUs is discussed to increase the computational performance and to discover new opportunities for computing especially in relation to automated driving. According to [1], parallel computing is defined as the concurrent usage of a number of processors to solve one computational problem. Therefore, the problem is decomposed in chunks of work and then allocated into smaller sub-tasks and allocated to different computing resources [1, 13].

In this work dynamic control systems are considered. A decomposition of the controller state-space model and parallel computation may lead to instabilities of the closed-loop system. Thus, to address this issue an appropriate analysis method is needed which requires a model of the actual closed-loop system. In this paper we present a first idea for a modeling approach for parallel computation of controllers which is the basis for further stability analysis in the future.

First we discuss the fail-operational concepts in Sect. 2. In Sect. 3 parallel computing and the modeling framework is presented. Finally, the future work and conclusions are given.

2. Fail-operability in automated driving

This section presents fail-operational strategies on hardware and software level and shows the importance of fault-tolerant systems in automated driving, especially for active safety systems.

A system is called fail-operational, when after one internal failure it still operates with full or degraded functionality until the system enters a safe state [9]. For example, if an error is detected and the vehicle is brought to a safe standstill by the remaining active system, the controller itself is not fail-operational. To change it, the ECU and the controller implementation itself need to meet a number of requirements.

Different fault-tolerant concepts for hardware, such as sensors, actuators, ECUs etc., exist and are presented in [9]. One is the static redundancy structure, where the system is implemented redundantly including a majority voter. In Fig. 1(a) is shown a triple modular redundancy, where the 2-out-of-3 voting allows one system to fail.

This hardware concept leads to a high number of systems as well as system components. Consequently the weight of the vehicle may increase.

A dynamic redundancy reduces the amount of systems, but a raise in data processing may be expected. It mainly consists of a primary and backup system which may have a degraded functionality. In case of a failure detected by the fault detection module, the primary system transfers to a safe state and the backup system takes over control. According to [9], faults are either detected by model-based or signal-based methods.

In Fig. 1(b) two dynamic redundancies for a duplex system are presented. In solid lines a hot standby of the backup system is depicted where both systems run in parallel. If a failure in System 1 is detected, then System 2 is ready to take over without any reconfiguration. But the wear out rate is higher. A cold standby (including dashed lines) represents a backup system which is initially deactivated. In case of a failure in System 1 and after reconfiguration System 2 takes over.

For example, for a fail-operational 360° environmental awareness designed for nearly all weather conditions, the field of view of different sensors should overlap. This leads to the deployment of a static redundancy. On the other hand, for actuators such as braking systems, a dynamic redundancy is appropriate including duo duplex systems consisting of two duplex systems with fault detection.


to several computing resources. The processor communication architecture, the partitioning, the communication schedule between processors and finally the modeling of such problems is described in this section.

3.1 Processing structure and essentials
A parallel computing system consists of several processors (cores) which are located in small distance of each other and therefore the exchange of data between them is reliable and predictable [4]. Different processor interconnection architectures exist. One possibility is to exchange data via a shared memory. Another option is a message-passing architecture, where the network can either consist of directly connected links or of a shared bus. A combination of message-passing architecture, where the network can either consist of directly connected links or of a shared bus. A combination of both architectures is called a hybrid architecture. For a first modeling approach and the sake of simplicity we assume to have a simplified architecture, the partitioning, the communication schedule between processors and finally the modeling of such problems is described in this section.

Fig. 2. Processor communication architecture

Fig. 3. (a) Closed-loop control system; (b) Closed-loop control system including a parallel computed controller

\[
x_{p} = f_{p}(x_{p}, u), \quad y = g_{p}(x_{p}) \tag{1}
\]

\[
x_{c} = f_{c}(x_{c}, y), \quad u = g_{c}(x_{c}) \tag{2}
\]

where the plant state is \( x_{p} \in \mathbb{R}^{n_{p}} \), the controller state is \( x_{c} \in \mathbb{R}^{n_{c}} \), the control input is \( u \in \mathbb{R}^{n_{u}} \) and the plant output is \( y \in \mathbb{R}^{n_{y}} \), where the dimensions \( n_{c}, n_{p}, n_{y} \) and \( n_{p} \) are positive real numbers. The functions \( f_{p}, g_{p}, f_{c} \) and \( g_{p} \) are assumed to be continuous and sufficiently smooth. The time sequence \( t_{k} \) is defined by \( t_{0} < t_{1} < \ldots \) with \( T = t_{k+1} - t_{k} \) and satisfies \( T > 0 \). The interval \( T \) is referred to as one computational interval and \( T_{c} \) with \( T_{c} \geq T \) to the computing cycle. \( T_{c} \) is discretized in \( N_{\text{stages}} \) time instants with \( N_{\text{stages}} \in \mathbb{Z}_{>0} \) and \( T_{c} = t_{k+1} - t_{k} = T \).

Figure 3(b) shows a closed-loop system including a controller which is distributed over several processors. The controller is decomposed into \( n \) subsystems \( x_{c} = [x_{c1}^{T}, \ldots, x_{cn}^{T}]^{T} \) and allocated to \( n \) different processor cores. On the \( i \)-th core the differential equations of \( x_{c} \) are solved sufficiently fast to be considered as a continuous time system. The variables \( \hat{\hat{u}}, \hat{y} \) and \( \hat{y}_{c} \) indicate buffer states containing the values of \( u, y \) and \( x_{c} \) at the latest update time instants. These buffers operate as Zero-Order-Hold (ZOH) equivalents and satisfies \( \hat{y} = 0, \hat{\hat{u}} = 0 \) and \( \hat{y}_{c} = 0 \) between update time instants. Inputs \( u \) and outputs \( y \) are periodically sampled every \( T_{s} \) and subsequently stored in \( \hat{\hat{u}} \) and \( \hat{y} \); \( \hat{y}_{c} \) are the states of exchanged with other processors at certain time instants. This leads to the following system for times \( t \in [t_{k}, t_{k+1}] \)

\[
\hat{x}_{p} = f_{p}(x_{p}, \hat{\hat{u}}), \quad y = g_{p}(x_{p})
\]

\[
\hat{x}_{c1} = f_{c1}(x_{c1}, \hat{\hat{y}}_{c1})
\]

\[
\vdots
\]

\[
\hat{x}_{cn} = f_{cn}(x_{c1}, \ldots, x_{cn-1}, x_{cn}, \hat{\hat{y}}_{c})
\]

\[
u = g_{c}(x_{c1}, \ldots, x_{cn}) \tag{3}
\]

To keep it simple \( g_{c} \) has unlimited access to \( x_{c} \).
3.2.1 Task and inter-processor communication scheduling

Important for that approach is when and how processors exchange data. This partly depends on the task scheduling. Here a static task scheduling as Round Robin [18] is considered. The communication schedule policy itself is inspired by methods of parallel numerical computation of Ordinary Differential Equation (ODEs), especially by the parallelism across the system [3]. It is a way of decoupling the system’s state equations to allow a parallel numerical integration [7]. Several methods were introduced over the years. Important for our work is the Waveform Relaxation (WR) [12]. The system of ODEs is decomposed into coupled subsystems and each subsystem is iteratively solved by its own numerical integration method for a given time interval. The solution of each subsystem for one iteration is called wave. After one iteration the waves are exchanged and the solver starts again until the numerical solution close enough to the unique solution [3].

Two iterative methods are distinguishable: Jacobi WR and Gauss–Seidel WR [4]. For the Jacobi WR waves generated an iteration before are used for the current integration. Therefore, values of the waves at specified time instants are exchanged and need to be stored for the whole integration time. On the other hand, for the Gauss–Seidel WR the waves of different subsystems are sequentially generated and exchanged. To implement a WR, multiple buffers for all controller states and specified exchange time instants would be necessary.

Hence, the scheduling policies used here are motivated by Jacobi WR and Gauss–Seidel WR. First we assume that after one integration the waves are close enough to the unique solutions and numerical integration effects can be ignored. Furthermore, the buffers \( \hat{x}_{ci} \) contain the values of \( x_{ci} \) at the latest exchange time instant.

The resulting parallel computing scheme shown in Fig. 4(a) is inspired by the Jacobi WR, where \( x_{c1} \) and \( x_{c2} \) are exchanged simultaneously after every computational period \( T \) and instantaneously stored in the buffers \( \hat{x}_{c1} \) and \( \hat{x}_{c2} \). The processor cores are busy with computing all the time. It is assumed that read and write actions on the buffers are sufficiently fast, so that the caused delays can be ignored. After every \( T_i = T \), \( u \) and \( y \) are sampled and stored in the buffers \( \hat{u} \) and \( \hat{y} \).

The sequential computing scheme given in Fig. 4(b) is inspired by the Gauss–Seidel WR. Within one computing cycle \( T_i \), \( \hat{x}_{c1} \) and \( \hat{x}_{c2} \) are updated sequentially. This leads to the definition of computational nodes. If the subsystems update their buffers in parallel, then they are assigned to the same computational node and \( N_{tasks} = 1 \). Otherwise, the subsystems are assigned to different computational nodes and \( N_{tasks} = n \), where \( n \) is the number of subsystems updated sequentially.

Consequently, each scheduling policy discussed before can be expressed similar to the update function defined in [18]. Based on the considerations before, an impulsive system similar to that one presented in [14] can be introduced. In a follow-up paper we will describe the model and stability analysis of this approach.

4. Conclusions

Ideas to improve availability and computation performance in automated vehicles are discussed here.

Fail-operational concepts from system level to component level are presented. These concepts include software as well as hardware. Fail-operability is a main driver for user acceptance of highly automated driving functions due to the increase availability, reliability and robustness.

To increase the computational performance and decrease the number of ECUs in a vehicle, a method for parallel computation of the driving functions and its inherent modeling approach was presented here. The method and the model depend on the processors architecture, the decomposition of the workload and the scheduling of the tasks and processor communication. For a first consideration, a simplified processor and communication architecture is assumed. At this stage of the work, a static scheduling is considered, where the scheduling order relies on specific realisations of WR. The main outcome is an impulsive model of the closed-loop system including a parallel computed controller. That model can be considered in further stability analysis to find an upper bound on \( T \) which guarantees stability.

5. Future work

Currently we are working on a specification for a fail-operational active safety systems for SAE level 3 and higher. Our specific use case is an automated emergency brake assistant that works under adverse weather conditions. It includes the fail-operational field of view of the sensors, sensor fusion and decision making. The goal is to demonstrate a fail-operational behavior of the active safety system under real road conditions.

The second part of the future work involves the parallel computing of control functions. The decomposition and allocation of the controller may lead to instabilities. Therefore a stability analysis is under investigation at the moment. It will provide a maximum allowable computational interval for each task so that the closed-loop system is uniformly asymptotically stable. It is further planned to integrate idle states of the processors in the model which will also cause an extension of the stability analysis. Besides, only static scheduling is considered here. It would be beneficial to investigate the deployment of dynamic scheduling in such parallel control systems.
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