Trajectory-based Reinforcement Learning of Non-prehensile Manipulation Skills for Semi-Autonomous Teleoperation
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Abstract—In this paper, we present a semi-autonomous teleoperation framework for a pick-and-place task using an RGB-D sensor. In particular, we assume that the target object is located in a cluttered environment where both prehensile grasping and non-prehensile manipulation are combined for efficient teleoperation. A trajectory-based reinforcement learning is utilized for learning the non-prehensile manipulation to rearrange the objects for enabling direct grasping. From the depth image of the cluttered environment and the location of the goal object, the learned policy can provide multiple options of non-prehensile manipulation to the human operator. We carefully design a reward function for the rearranging task where the policy is trained in a simulational environment. Then, the trained policy is transferred to a real-world and evaluated in a number of real-world experiments with the varying number of objects where we show that the proposed method outperforms manual keyboard control in terms of the time duration for the grasping.

I. INTRODUCTION

Autonomous robots, such as robot cleaners, have been gradually permeating into our everyday lives. However, when it comes to performing more complex tasks (e.g., picking up a specific object in a cluttered environment), fully autonomous robots may not be a preferable option due to their inability in perception and reasoning. In this regard, teleoperation may be a desirable choice.

However, it is not straightforward to teleoperate a high degree-of-freedom robot (e.g., a mobile manipulator) using a limited control interface such as a keyboard or a mouse. Furthermore, if the operators are not familiar with the kinematics of a robot, they might have troublesome consequences. For example, when teleoperating a manipulator by sending the end-effector poses, the inexperienced operator may not anticipate how other linkages of the manipulator move.

To resolve this issue, a number of researches focus on shared autonomy for effective teleoperation. Shared autonomy addresses the problem of mediating different levels of autonomy and aims to find the appropriate level for the task. In [1], the levels of autonomy are divided into intentions, plans, and selection of means. In the context of pick-and-place tasks using a manipulator in a cluttered environment, intentions may correspond to picking up a specific object, plans may correspond to removing the blocking objects first and then picking up the target object, and selection of means may correspond to controlling each joint of the robot, manually. In this work, we focus on providing the second level of shared autonomy (i.e., plans) in the context of pick-and-place tasks by letting operators to select high-level trajectories.

In this paper, we focus on picking up a specific target object using a robotic manipulator in a cluttered environment where directly picking up the target object may not be feasible due to the presence of blocking objects. In particular, we design the whole teleoperation system to iterate between two different modes, a prehensile grasping mode and a non-prehensile rearranging mode, where the users get to select the appropriate mode based on the sensory observation. For the grasping mode, we implement a simple yet effective interface for the users to select the target object within clusters of objects from the RGB-D image. For the non-prehensile mode, we leverage trajectory-based reinforcement learning to train a policy that can provide multiple rearranging motions based on the current sensory observation and the location of the target object. This allows the teleoperators to select their preferred option which plays a crucial role in our semi-autonomous teleoperation.

Our main contributions of this work are twofold: We first present a semi-autonomous teleoperation framework that can provide high-level options through the appropriate level of shared autonomy. The other is to demonstrate our framework, which focused on plans level using simulated and real-world experiments. Following the user study, we show that our framework mitigate user difficulty to control manipulator and more effective in non-prehensile task.

The remainder of this paper is structured as follows. Related work regarding teleoperation and shared autonomy is introduced in Section II. Our problem formulation and the proposed method are presented in Section III and IV respectively. The simulation results, as well as the real-world experiments, are provided in Section V.

II. RELATED WORK

A. Shared Autonomy with Latent Models

The recent work on teleoperation has proposed how to make a simple user interface using a latent space. In [2], Losey et al. have investigated reducing the dimensionality of control inputs for efficient control of high dimensional robots. While the method proposed in [2] effectively learns a low dimensional latent action space and provides a low dimensional control interface, e.g., 1-DoF latent action, however, the method excessively restricts the freedom of user where the participants do not clearly prefer the proposed method over the conventional teleoperation method due to the limited freedom in control. In [3], Jeon et al. have focused
Fig. 1: An overview of the proposed teleoperation framework where the blue colored boxes and arrow indicate the user’s command. Given the current scene, the operator first selects the target object to grasp. Then, the operator decides whether to directly grasp the target or rearrange other objects. When the rearranging mode is selected, the user chooses the non-prehensile manipulation trajectories from the learned policy.

on learning and reflecting the human preferences in the low-dimensional latent action spaces. In [4], this method has been further extended into learning a context-based latent model that can provide a 1-DoF control interface conditioned on a visual context. While previous researches have advantages in learning a low-dimensional latent space, but they have the disadvantage of restricting theuser’s freedom. In particular, since most existing studies have focused on mapping the robot’s configuration to a latent space, it is difficult to visualize the entire sequence of the robot’s behavior. Such unseen and unpredictable interfaces make it uncomfortable for the user to teleoperate with high-dimensional robots. For this reason, our framework proposes that the operator can decide a preferable trajectory considering the goal of the target during the task.

B. Non-prehensile Manipulation

Most previous studies of rearranging objects to picking up a target object in cluttered environments have considered the non-prehensile planning method. In [5], Lee et al. have proposed the planning algorithm for rearranging the objects to grasp a target. Furthermore, in [6], Lee et al. have focused on relocating the minimum number of objects based on tree search. While several pieces of research have been conducted to reduce the planning time for rearranging blocking objects, the full non-prehensile manipulation might take excessive time for planning [7]–[9]. However, it is essential to reduce a computational delay for real-time teleoperation. Hence, we employ learning-based sweeping motion to rearrange blocking obstacles instead of finding non-prehensile plans.

C. Trajectory-based Reinforcement Learning

While reinforcement learning (RL) methods deal with a sequential decision-making problem, the policy of existing RL approaches [10]–[12] is often modeled to output an instantaneous action per each state observation. This approach will be referred to as instance-based reinforcement learning [13]. On the other hand, trajectory-based reinforcement learning directly models the high-dimensional trajectories of an agent given current context information. Deep latent policy gradient [14] utilizes the conditional variational autoencoder structure to accurately model the high-dimensional trajectory space where it has greatly shown its strength in terms of the sample efficiency with respect to the locomotion tasks. The main objective of utilizing reinforcement learning is not only to learn how to successfully rearrange objects without falling down but also has to provide appropriate and comprehensible joint trajectory candidates of the manipulator to the operating user. Hence, we utilize a trajectory-based RL algorithm.

III. PROBLEM FORMULATION

The main objective of our work is to present an effective teleoperation method for picking a target object in a cluttered environment. In particular, we assume that the target object is blocked by obstacles where directly picking up the target may not be feasible. Traditionally, the blocking objects are removed by another pick-and-place task. However, we aim to use non-prehensile manipulation to rearrange the obstacles to speed up the picking up objective. The overall framework of the proposed method is illustrated in Figure 1.

In terms of shared autonomy, there exist multiple ways to formulate this problem. Perhaps, the most straightforward way of doing this would be manually controlling all the revolute joints of a manipulator, which corresponds to the undermost level of the shared autonomy (i.e., selection of means). However, [14] tells us that it would take an excessive amount of time to accomplish the picking task.

On the other extreme, one might fully rely on the autonomous system where the planning module undertakes the picking tasks (i.e., task and motion planning (TAMP)) [15]. While this approach could alleviate the burden of the teleoperator, possibly due to the cognitive limitation [16], an accurate physics-based simulation and perception modules are often necessary to successfully utilize TAMP in a real-world environment. Furthermore, the user preferences may not be reflected in the planned results. This may correspond to the uppermost level of shared autonomy (i.e., intention).

In this paper, we utilize the intermediate level of shared autonomy, plans, where the users first get to choose whether
To this end, we utilize a trajectory-based RL method named (but plausible) trajectories as options to the teleoperator. To simply output a single trajectory but rather provide multiple picking task better. Furthermore, we do not want the policy to successfully rearrange the blocking objects to accomplish the up with the joint trajectories of a manipulator that can.

**IV. PROPOSED METHOD**

Our proposed teleoperation system consists of two modules, a learning-based non-prehensile rearranging module in Section IV-A and a simple-yet-effective rule-based grasping module in Section IV-B. In particular, we utilize reinforcement learning to learn the former rearranging module for two main reasons. First is related to the cognitive limitations (e.g., lack of depth information in visualization) of the human operator when using a 2D screen to teleoperation. Furthermore, the contact-rich nature of the pushing task makes it hard to utilize the automated planning framework (e.g., TAMP [15]).

**A. Trajectory-based RL for Non-prehensile Rearranging Task**

Intuitively speaking, we want the learned policy to come up with the joint trajectories of a manipulator that can successfully rearrange the blocking objects to accomplish the picking task better. Furthermore, we do not want the policy to simply output a single trajectory but rather provide multiple (but plausible) trajectories as options to the teleoperator. To this end, we utilize a trajectory-based RL method named DLPG [13] instead of instance-based RL such as PPO [11] or Soft actor-critic [12]. While with the presence of an accurate simulator and stochastic policy (e.g., a Gaussian policy), instance-based RL may provide multiple trajectories. However, this assumption does not hold anymore when executing in the real world, where the trajectory-based RL method can still be used in this scenario. Furthermore, DLPG has shown its strength in sample efficiency in locomotion domains [13].

The state-space consists of two pieces of information: the location of the target object in a 2-dimensional XY space and the depth information of the current scene. Specifically, we pretrain a convolutional autoencoder which maps a $38 \times 64$ depth image to a 12-dimensional feature space with 10,000 images sampled with random object placements. The output of the policy (i.e., action space) of DLPG defines a probability distribution over continuous end-effector trajectories using Gaussian random paths (GRPs) [17] in a 2-dimensional XY space. GRPs parametrize the distribution with anchor points where we use 3 anchor points. Once the end-effector trajectories are sampled, we solve inverse kinematics to compute the joint trajectories.

In particular, DLPG defines the distribution over trajectories by $p(x|z,s)$ where $x$ is a set of anchor points, $z$ is a latent vector usually modeled by a Gaussian distribution, and $s$ is a state vector consists of scene representation $c$ and the target object position $g$. In other words, by sampling $z$ from $p(z)$, one can sample multiple trajectories even with a fixed scene which allows us to give multiple candidates to the user in the context of teleoperation. The overall network architecture is shown in Figure 2.

We carefully design two different reward functions. The first reward is related to how much the current non-prehensile rearrangement improves the direct grasping success rate. In other words, given $n$ obstacles in the scene, the line segment connecting the initial end-effector position of the manipulator and the target object. Then, we compute the minimum distances between the object and the line segment and compute the penalty of each object:

$$r_{\text{margin}} = \begin{cases} 
100d - 30, & \text{if } d \leq 0.1m \\
100d - 25, & \text{if } 0.1m < d \leq 0.2m \\
100d - 22.5, & \text{if } 0.2m < d \leq 0.25m \\
+15, & \text{otherwise} 
\end{cases}$$

where $d$ is the minimum distance from the line segment...
to the center of the object. Once, $r_{\text{margin}}$ per each object is computed, we simply sum them to compute the total margin reward. Figure 3 illustrates how this margin reward is computed.

The second term is the safety reward that is to penalize the falling down of external objects. Since we are rearranging objects to better grasp the target object, it is prohibitive to aggressively sweep other objects.

$$r_{\text{safe}} = \begin{cases} -30, & \text{if at least one object falls down} \\ +10, & \text{if otherwise} \end{cases} \quad (2)$$

The total reward is computed by simply adding two reward functions in (1) and (2).

For the learned policy to generalize better to an unseen environment, we randomly place a random number of objects in the workspace [18]. Specifically, we place 2 to 6 objects in the scene at random locations within the table. The objects include thin ones that are more likely to fall when touched by a manipulator. Since we are utilizing the depth image as an input and penalize the reward when any object falls down, the learned motion for the non-prehensile mode will likely to rearrange objects that do not fall.

B. Picking up the object

We implement a simple yet effective grasping algorithm from scratch. We utilize a DBSCAN algorithm [19] for clustering objects using point cloud data obtained from an RGB-D camera. Once objects are clustered, we publish them on a ROS visualization tool named RViz. Then, the teleoperator can choose one of the objects as the target object among clusters by using the point stamp function of RViz. The main advantage of the approach is that even when the user does not precisely select the center of the target object, the center of the object is selected as the target position using the clustered data.

Once the target object to grasp is selected by the user, the algorithm first draws a line segment from the initial position of the end-effector to the center of the object. From this line segment, the grasp pose is estimated, and the intermediate end-effector positions are also computed by linear interpolation. The sequence of joint position of a manipulator is computed by solving inverse kinematics, where we report the user if the inverse kinematics does not have a solution or may have interference with other objects in the scene using a collision checker.

V. EXPERIMENT

In this section, we introduce our experimental results regarding the proposed semi-autonomous teleoperation framework. The implementation detail and the simulational results are depicted in Section V-A and V-B respectively. Real-world experiments and user study results are shown in Section V-C.

A. Implementation Detail

In both simulations and real-world experiments, a 6-DoF UR5e manipulator with an OnRobot RG2 gripper equipped with an Intel RealSense D435 sensor is utilized. For control and simulation purposes, we use Robot Operating System (ROS) with a Gazebo simulator mainly due to simulating the RGB-D sensor. For the sake of efficient rollout during the reinforcement learning, Ray [20], a well-known package for a distributed system, is further utilized.

The publishing rate of the joint positions is set to 500HZ, a default setting for a UR5 manipulator. Once the end-effector trajectory is computed from either the learning-based non-prehensile manipulation module in Section IV-A or grasping module in Section IV-B, the timestamps are recomputed and interpolated so that the velocity of the end-effector is fixed to 0.1m/s. We observe that this simple time-rescaling increases the safety and stability of the control in real-world experiments.

B. Simulational Results

Figure 4 shows the rewards of the proposed method during the training phase, where we can see that the proposed method successfully trained the policy for the non-prehensile manipulation task. We would like to emphasize that the policy should be able to provide multiple trajectory candidates for the user to select. Figure 5 shows two different rearranging trajectories of a manipulator given the same scene by changing the latent vector in DLPiG. While the different latent vectors provide different behaviors, the results of the non-prehensile manipulation are all effective in terms of performing grasping.

C. Real-world Experiments and User Study

We use the trained policy in Section IV-A directly in the real-world experiments without retraining (i.e., sim2real). However, there exists some level of discrepancies between the perception performances of the simulation environment (i.e., Gazebo) and real-world sensing. To mitigate this gap, we utilize the depth image post-processing method for Intel RealSense SDK using PyRealSense. Figure 6 shows the depth images obtained from the simulation environment, real-world, and post-processing, respectively. The snapshots of both sweeping motion and pick-and-place motion are shown in Figure 8.

We conduct user studies to evaluate the effectiveness of the proposed semi-autonomous teleoperation framework in terms of time efficiencies and user preferences with five participants. We assume that the target object is blocked by a number of other objects varying from 3 to 6. In particular,
Fig. 5: Different trajectories from the learned policy using trajectory-based reinforcement learning. Note that despite each trajectory is different and the resulting final scenes are more suitable for grasping than the start scene.

Fig. 6: Different depth images obtained from (a) the simulation environment, (b) real-world environment, and (c) the post-processed depth image.

The proposed method is compared with a manual control proposed in [14] using a keyboard where the user can move the end-effector into four different directions (i.e., forward, backward, right, and left).

Figure 7(a) shows the time duration to grasp the target object while varying the number of blocking objects. In all different cases, our proposed method outperforms the baseline manual control in terms of time efficiency. We would like to emphasize that while the time duration using the baseline method increases as the number of objects increases, our proposed method is less affected by the number of obstacles in that we leverage sweep-like motions generated from the learned policy.

Furthermore, we conduct other user studies regarding six different factors in terms of the predictability, controllability, easiness, enjoyment, preferences, and naturalness of the teleoperation process. Note that these factors are selected from [2]. Figure 7(b) illustrates the comparative results of the size different factors. First, the manual control shows its strength in terms of predictability as the users can directly control the end-effector to their desired direction. However, our proposed method shows superior performances in the remaining factors. Specifically, it outperforms the baseline in terms of easiness which is related to the time duration for
Fig. 8: Snapshots of (a-f) the non-prehensile manipulation mode where the red box is selected as the target object to grasp and (g-l) the grasping mode. Note that the generated joint trajectories from the learned policy successfully rearranged other objects so that direct grasping becomes possible. The RViz interface for selecting the sweeping trajectory is shown in (a), where different sampled trajectories are shown with different colors.

picking the target objects.

VI. Conclusion

In this paper, we have proposed a semi-autonomous teleoperation framework that effectively combines a learning-based non-prehensile manipulation task and a prehensile grasping task. In particular, we assume that the target object is located in a cluttered environment where an RGB-D image is observed during the teleoperation. To effectively generated the sweeping motion, we utilize trajectory-based reinforcement learning where the learned policy can generate multiple trajectories by sampling the latent vector. Then, the user selects a preferred trajectory. The proposed method has been evaluated in both simulations and real-world environments, where it has shown its strength in time efficiency. The user study tells us that the users can not only pick up the target object in a shorter duration but also are more satisfied
with our framework in terms of controllability, easiness, and naturalness of the motion. We believe that this is due to our semi-autonomous framework that can provide multiple high-level options to the user.
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