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Abstract

Popular matchings have been intensively studied recently as a relaxed concept of stable matchings. By applying the concept of popular matchings to branchings in directed graphs, Kavitha et al. introduced popular branchings. In a directed graph $G = (V_G, E_G)$, each vertex has preferences over its incoming edges. For branchings $B_1$ and $B_2$ in $G$, a vertex $v \in V_G$ prefers $B_1$ to $B_2$ if $v$ prefers its incoming edge of $B_1$ to that of $B_2$, where having an arbitrary incoming edge is preferred to having none, and $B_1$ is more popular than $B_2$ if the number of vertices that prefer $B_1$ is greater than the number of vertices that prefer $B_2$. A branching $B$ is called a popular branching if there is no branching more popular than $B$. Kavitha et al. proposed an algorithm for finding a popular branching when the preferences of each vertex are given by a strict partial order. The validity of this algorithm is proved by utilizing classical theorems on the duality of weighted arborescences. In this paper, we generalize popular branchings to weighted popular branchings in vertex-weighted directed graphs in the same manner as weighted popular matchings by Mestre. We give an algorithm for finding a weighted popular branching, which extends the algorithm of Kavitha et al., when the preferences of each vertex are given by a total preorder and the weights satisfy certain conditions. Our algorithm includes elaborated procedures resulting from the vertex-weights, and its validity is proved by extending the argument of the duality of weighted arborescences.

1 Introduction

Popular matchings provide a relaxed concept of stable matchings. Popular matchings were introduced by Gärdenfors [9], and have been attracting intensive attention recently since Abraham et al. [1] started studying their algorithmic
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aspects. In a bipartite graph, each vertex has preferences over its adjacent vertices, and a matching \(M\) is more popular than another matching \(N\) if the number of vertices that prefer the adjacent vertex in \(M\) to that in \(N\) is greater than the number of vertices that prefer the adjacent vertex in \(N\) to that in \(M\). A matching \(M\) is called a popular matching if no matching is more popular than \(M\). For popular matchings, several algorithms are known. Abraham et al. \[1\] were the first to give an efficient algorithm determining whether a popular matching exists and finding one if exists.

There have been various other studies on popular matching in recent years, including \[2, 3, 4, 8, 10\]. Among those, Mestre \[12\] provided an algorithm for weighted popular matching. In the weighted popular matching problem, weights are attached to the vertices and, instead of the number of vertices, the popularity of matchings is defined by the sum of the weights of the corresponding vertices. The algorithm \[12\] runs in polynomial time regardless of whether ties are allowed or not.

By applying the concept of popular matchings to branchings in directed graphs, Kavitha, Király, Matuschke, Schlotter, and Schmidt-Kraepelin \[11\] introduced popular branchings. In a directed graph \(G = (V_G, E_G)\), each vertex has preferences over its incoming edges. Let \(B\) and \(B'\) be branchings in \(G\). We say that a vertex \(v \in V\) prefers \(B\) to \(B'\) if \(v\) prefers the incoming edge in \(B\) to that in \(B'\), where having an arbitrary incoming edge is preferred to having none. We say that \(B\) is more popular than \(B'\) if the number of vertices that prefer \(B\) is greater than the number of vertices that prefer \(B'\). A branching \(B\) is called a popular branching if there is no other branching more popular than \(B\).

Kavitha et al. \[11\] proposed an algorithm for finding a popular branching when the preferences of the vertices are given by a strict partial order. This algorithm determines whether a popular branching exists, and if so, outputs one. Its validity is proved by a characterization of popular branchings which utilizes the duality of weighted arborescences. The algorithm constructs a directed graph \(D\) from \(G\) by adding a dummy vertex \(r\) as a root and an edge \((r, v)\) for each \(v \in V_G\). Each branching \(B\) in \(G\) is extended to an \(r\)-arborescence in \(D\) by adding an edge \((r, v)\) for every vertex \(v \in V_G\) with no incoming edge in \(B\). They proved that an \(r\)-arborescence \(A\) in \(D\) is a popular arborescence if and only if it is a minimum cost arborescence with respect to edge weights defined in a certain manner.

For these edge weights, they further proved that, for an integral optimal solution \(y \in \mathbb{R}^{2^{V_G}}\) of the dual problem, the laminar structure of the support \(\mathcal{F}(y) = \{X \subseteq V_G : y(X) > 0\}\) has at most two layers. This structure leads to a one-to-one correspondence between the support \(\mathcal{F}(y)\) and the vertex set \(V_G\), and the concept of safe edges, which are candidates of the edges in a popular arborescence. The algorithm of Kavitha et al. \[11\] essentially relies on this structure.

In this paper, we generalize popular branchings to weighted popular branchings in the same manner as weighted popular matchings \[12\]. Each vertex
$v \in V_G$ is assigned a positive integer weight $w(v)$. For an $r$-arborescence $A$ in $D$ and a vertex $v \in V_G$, let $A(v)$ denote the edge in $A$ entering $v$. For two $r$-arborescences $A$ and $A'$ in $D$, we define an integer $\Delta_w(A, A')$ by

$$\Delta_w(A, A') = \sum_{v: A(v) \succ_v A'(v)} w(v) - \sum_{v: A'(v) \succ_v A(v)} w(v),$$

where $e \succ_v f$ denotes that $v$ prefers $e$ to $f$. If $\Delta_w(A, A') > 0$, we say that $A$ is more popular than $A'$. An $r$-arborescence $A$ in $D$ is a popular arborescence if no arborescence is more popular than $A$.

The main contribution of this paper is an algorithm for finding a popular arborescence in vertex-weighted directed graphs, which extends the algorithm of Kavitha et al. [11]. Its validity builds upon a characterization of weighted popular arborescences, which extends that of popular branchings [11], and our algorithm includes elaborated procedures resulting from the vertex-weights.

The following two points are specific to our algorithm. The first is that the preferences of each vertex are given by a total preorder, while they are given by a strict partial order in [11]. The second is that it requires an assumption on the vertex weights:

for any vertex $s, t, u \in V_G$,

$$w(s) + w(t) > w(u)$$

holds.

Under this assumption, we can derive that the laminar structure of the support of an integer dual optimal solution $y$ has at most two layers. By virtue of this laminar structure, we can define the one-to-one correspondence between $F(y)$ and $V_G$, and safe edges in the same manner as [11], which are essential in designing the algorithm.

Let us mention an application of popular branchings in the context of a voting system, and what is offered by the generalized model of weighted popular branchings. Kavitha et al. [11] suggested an application in a voting system called liquid democracy. This is a new voting system that lies between representative democracy and direct democracy. In liquid democracy, voters can choose to vote themselves or to delegate their votes to the judgment of others who they believe in, and their votes flow over a network, constructing a fluid voting system. In this system, a popular branching amounts to a reasonable delegation process. Here, if we take vertex weights into account, it represents a situation where there is a difference in voting power. That is, weighted popular branchings are of help when each voter has distinct voting power, and we want to make a decision based on the total voting power rather than the number of votes.

This paper is organized as follows. Section 2 formally defines weighted popular branchings. In Section 3, in preparation for algorithm design, we analyze some properties of weighted popular branchings and introduce safe edges. In Section 4, we present our algorithm for finding a weighted popular branching and prove its correctness.
2 Definition of weighted popular branchings

Let $G = (V_G, E_G)$ be a directed graph, where every vertex has a positive integer weight $w(v)$ and preferences over its incoming edges. The preferences of each vertex $v$ are given by a total preorder $\preceq_v$ on the set of edges that enter $v$.

Recall that a total preorder is defined in the following way. Let $S$ be a finite set. A binary relation $R$ on $S$ is transitive if, for all $a, b, c \in S$, $aRb$ and $bRc$ imply $a Rc$. Also, $R$ is reflexive if $aRa$ holds for all $a \in S$. A relation $R$ is called a preorder if $R$ is transitive and reflexive. In addition, $R$ is a total relation if $aRb$ or $bRa$ holds for all $a, b \in S$. That is, a total preorder is a relation which is transitive, reflexive, and total. Note that a partial order is a preorder, whereas it is not necessarily a total preorder, and a total preorder is not necessarily a partial order.

Let $e$ and $f$ be two edges entering the same vertex $v$. Then, $e \preceq_v f$ means that $f$ has more or the same priority than $e$. If both $e \preceq_v f$ and $f \preceq_v e$ holds, we denote it by $e \sim_v f$, indicating that $v$ is indifferent between $e$ and $f$. Note that $\sim_v$ is an equivalence relation. Furthermore, if $e \preceq_v f$ holds but $f \preceq_v e$ does not, we denote it by $e \prec_v f$. This indicates that vertex $v$ strictly prefers $f$ to $e$. If an edge $f$ is strictly preferred to $e$, then we say that $f$ dominates $e$.

Instead of discussing branchings in $G$, we mainly handle arborescences in an auxiliary directed graph $D$. Recall that the directed graph $D$ is constructed from $G$ by adding a dummy vertex $r$ as a root and an edge $(r, v)$ for each $v \in V_G$. That is, $D$ is represented as $D = (V, E)$, where $V = V_G \cup \{r\}$, $E = E_G \cup \{(r, v) : v \in V_G\}$.

For each vertex $v \in V_G$, let $\delta^-(v) \subseteq E$ be the set of edges in $D$ that enter $v$, and make $(r, v)$ the least preferred incoming edge in $\delta^-(v)$. That is, every edge in $E_G \cap \delta^-(v)$ dominates $(r, v)$ for each $v \in V_G$.

An $r$-arborescence in $D$ is an out-tree with root $r$. Recall the following notation and definition mentioned in Section 1. For an $r$-arborescence $A$ in $D$ and $v \in V_G$, let $A(v)$ denote the edge in $A$ entering $v$. For $r$-arborescences $A$ and $A'$ in $D$, we define $\Delta_w(A, A')$ by

$$\Delta_w(A, A') = \sum_{v : A(v) \prec_r A'(v)} w(v) - \sum_{v : A'(v) \prec_r A(v)} w(v).$$  \hspace{1cm} (1)

An $r$-arborescence $A$ is more popular than $A'$ if $\Delta_w(A, A') > 0$. If no $r$-arborescence is more popular than $A$, then we say that $A$ is a popular arborescence. Our primary goal is to find a popular arborescence in $D$.

3 Properties of weighted popular branchings

3.1 Characterizing weighted popular arborescences

In this subsection, by extending the argument in [11], we give a characterization of popular arborescences (Proposition 3) by utilizing the duality theory.
of weighted arborescences. We then investigate the structure of dual optimal solutions with a certain property (Proposition 8). Let $A$ be an $r$-arborescence in $D$. For each edge $e = (u, v)$ in $D$, we define the cost $c_A(e)$ as follows:

$$c_A(e) = \begin{cases} 0 & (e \succ_v A(v)), \\ w(v) & (e \sim_v A(v)), \\ 2w(v) & (e \prec_v A(v)). \end{cases} \quad (2)$$

Since $c_A(e) = w(v)$ for every $e \in A$, we have $c_A(A) = w(V_G)$. For an arbitrary $r$-arborescence $A'$ in $D$, the following holds:

$$c_A(A') = \sum_{v : A(v) \succ_v A'(v)} 2w(v) + \sum_{v : A(v) \sim_v A'(v)} w(v) + \sum_{v : A(v) \prec_v A'(v)} 0 = w(V_G) + \sum_{v : A(v) \succ_v A'(v)} w(v) - \sum_{v : A(v) \prec_v A'(v)} w(v) = c_A(A) + \Delta_w(A, A').$$

We thus obtain the following proposition. An $r$-arborescence is called a min-cost $r$-arborescence if the sum of the costs of all edges is the smallest among the $r$-arborescences.

**Proposition 1.** An $r$-arborescence $A$ is popular if and only if it is a min-cost $r$-arborescence in $D$ with respect to the edge costs $c_A$.

Based on Proposition 1, consider the following linear program (LP1), which describes the min-cost $r$-arborescence problem, and its dual (LP2). For any non-empty set $X \subseteq V_G$, let $\delta^-(X) \subseteq E$ be the set of edges in $D$ that enter $X$.

$$(\text{LP1}) \quad \text{minimize} \quad \sum_{e \in E} c_A(e) \cdot x(e) \quad (3)$$

subject to

$$\sum_{e \in \delta^-(X)} x(e) \geq 1 \quad (X \subseteq V_G, X \neq \emptyset), \quad (4)$$

$$x(e) \geq 0 \quad (e \in E). \quad (5)$$

$$(\text{LP2}) \quad \text{maximize} \quad \sum_{X \subseteq V_G, X \neq \emptyset} y(X) \quad (6)$$

subject to

$$\sum_{X : e \in \delta^-(X)} y(X) \leq c_A(e) \quad (e \in E), \quad (7)$$

$$y(X) \geq 0 \quad (X \subseteq V_G, X \neq \emptyset). \quad (8)$$

For any feasible solution $y$ to (LP2), let $\mathcal{F}(y) = \{X \subseteq V_G : y(X) > 0\}$ be the support of $y$.

The following proposition is a direct consequence of the definition 2 of the costs $c_A$. 5
Proposition 2. For an \( r \)-arborescence \( A \) and a feasible solution \( y \) to (LP2), we have that
\[
\sum_{X: v \in X} y(X) \leq 2w(v) \quad (v \in V_G).
\]

Proof. For every vertex \( v \in V_G \), it holds that
\[
\sum_{X: v \in X} y(X) = \sum_{X: (r, v) \in \delta^-(X)} y(X) \leq c_A(r, v) \leq 2w(v).
\]
(9)

Furthermore, the following proposition can be derived by the duality of weighted arborescences, as described in [11].

Proposition 3. For an \( r \)-arborescence \( A \), and an optimal solution \( y^*_A \) to (LP2) the following statements are equivalent.

(i) \( A \) is a popular arborescence.

(ii) \( \sum_{X \subseteq V_G} y^*_A(X) = w(V_G). \)

(iii) \( |A \cap \delta^-(X)| = 1 \) for all \( X \in \mathcal{F}(y^*_A) \) and \( \sum_{X \ni \delta^-(X)} y^*_A(X) = w(v) \) for all \( e = (u, v) \in A \).

From now on, we deal with an optimal solution \( y \) with certain properties. The first property is described in the following lemma. A set family \( \mathcal{F} \) is called laminar if for any two sets \( X, Y \in \mathcal{F} \), at least one of the three sets \( X \setminus Y, Y \setminus X, X \cap Y \) is empty.

Lemma 4 ([5, 6, 7]). If the costs \( c_A \) are integers, there exists an integral optimal solution \( y^*_A \) to (LP2) such that \( \mathcal{F}(y^*) \) is laminar.

Since the costs \( c_A(e) \in \{0, w(v), 2w(v)\} \) are integers, it follows from Lemma 4 that there exists an integral optimal solution \( y^*_A \) to (LP2) such that \( \mathcal{F}(y^*_A) \) is laminar.

Let \( A \subseteq E \) be an \( r \)-arborescence and \( y^*_A \) be an optimal solution for (LP2). Here, we consider the properties of \( y^*_A \) and \( F(y^*_A) \). Let \( E^0 \) be the set of edges \( e \in E \) satisfying \( \sum_{X: e \in \delta^-(X)} y^*_A(X) = c_A(e) \) and let \( D^0 = (V, E^0) \). For a directed graph \( D' = (V', E') \) and its vertex subset \( X \subseteq V' \), the subgraph induced by \( X \) is denoted by \( D'[X] = (X, E'[X]) \). Similarly, for an edge subset \( A' \subseteq E' \), the set of edges in \( A' \) induced by \( X \) is denoted by \( A'[X] \). The following lemma applies to general weighted arborescences.

Lemma 5. For an \( r \)-arborescence \( A \subseteq E \), there exists an integral optimal solution \( y^*_A \) to (LP2) such that \( \mathcal{F}(y^*_A) \) is laminar and \( D^0[Y] \) is strongly connected for every \( Y \in \mathcal{F}(y^*_A) \).
Proof. Let \( y_A^* \) be an optimal integral solution to (LP2) whose support is laminar. Among those, choose \( y_A^* \) such that \( \sum_{Y \in \mathcal{F}(y_A^*)} |Y| \cdot y_A^*(Y) \) is minimal. Assume to the contrary that \( D^o[Y] \) is not strongly connected for some \( Y \in \mathcal{F}(y_A^*) \). Then there exists a strongly connected component \( Z \) of \( D^o[Y] \) such that \( \delta^-(Z) \cap E^o[Y] = \emptyset \), that is, for all edges \( e \) in \( \delta^-(Z) \), \( \sum_{X: e \in \delta^-(X)} y(X) < c_A(e) \) holds. Define \( y' \in \mathbb{R}^{2^n \setminus \emptyset} \) by

\[
y'(X) = \begin{cases} 
y_A^*(X) + 1 & (X = Z), 
y_A^*(X) - 1 & (X = Y), 
y_A^*(X) & \text{(otherwise)}. \end{cases}
\] (10)

Then, \( \sum_{X: e \in \delta^-(X)} y'(X) \leq c_A(e) \) for all edges in \( \delta^-(Z) \). Thus \( y' \) is a feasible solution to (LP2) and since the objective function values for \( y_A^* \) and \( y' \) are equal, \( y' \) is also an optimal solution to (LP2). Since \( \sum_{Y \in \mathcal{F}(y')} |Y| \cdot y'(Y) < \sum_{Y \in \mathcal{F}(y_A^*)} |Y| \cdot y_A^*(Y) \), this contradicts the minimality of \( \sum_{Y \in \mathcal{F}(y_A^*)} |Y| \cdot y_A^*(Y) \). Therefore we conclude that \( D^o[Y] \) is strongly connected for each \( Y \in \mathcal{F}(y_A^*) \). \( \square \)

In what follows, we denote by \( y_A^* \) the integer optimal solution to (LP2) described in Lemma 5. In addition to Lemma 5 if \( A \) is a popular arborescence, we can impose a stronger condition on \( y_A^* \).

Lemma 6. For a popular arborescence \( A \), there exist an integral optimal solution \( y_A^* \) to (LP2) such that \( \mathcal{F}(y_A^*) \) is laminar, \( D^o[Y] \) is strongly connected for every \( Y \in \mathcal{F}(y_A^*) \), and the following is satisfied.

For \( Y \in \mathcal{F}(y_A^*) \), let \( Y_1, \ldots, Y_k \) be the sets in \( \mathcal{F}(y_A^*) \) that are maximal proper subsets of \( Y \). Then,

\[
|Y \setminus (Y_1 \cup \cdots \cup Y_k)| = 1. \tag{11}
\]

Proof. Among \( y_A^* \) described in Lemma 5 consider \( y_A^* \) for which \( |\mathcal{F}(y_A^*)| \) is minimal. Let \( Y \in \mathcal{F}(y_A^*) \) and \( Y' = Y \setminus (Y_1 \cup \cdots \cup Y_k) \). We first show that \( |Y'| \leq 1 \). Since \( c_A(e) = w(v) > 0 \) for \( e = (u, v) \in A \), it follows from Proposition 3(iii) that \( |A[Y']| = 0 \) and \( |A \cap \delta^-(Y') \cap \left( \bigcup_{i=1,\ldots,k} \delta^+(Y_i) \right) | = 0 \). It is also derived from Lemma 3(iii) that \( |A \cap \delta^-(Y)| = 1 \), and thus

\[
|Y'| = |A \cap \delta^-(Y) \cap \delta^-(Y')| + |A[Y']| + \left| A \cap \delta^-(Y') \cap \left( \bigcup_{i=1,\ldots,k} \delta^+(Y_i) \right) \right|
\]

\[
= |A \cap \delta^-(Y) \cap \delta^-(Y')| + |A \cap \delta^-(Y) \cap \left( \bigcup_{i=1,\ldots,k} \delta^-(Y_i) \right) |
\]

\[
\leq |A \cap \delta^-(Y) \cap \delta^-(Y')| + |A \cap \delta^-(Y) | + \left| \bigcup_{i=1,\ldots,k} \delta^-(Y_i) \right|
\]

\[
= |A \cap \delta^-(Y)| = 1. \tag{12}
\]
Suppose to the contrary that $Y' = \emptyset$. Let $e = (u, v) \in A \cap \delta^-(Y)$. First, we consider the case where $\{v\} \in \mathcal{F}(y^*_A)$. It follows from $e \in A$ that $c_A(e) = w(v)$. For any edge $(u', v) \in \delta^-(v)$, it holds that $c_A(u', v) \geq y^*_A(\{v\}) > 0$ from the constraint (7). We know that $c_A(u', v) \in \{2w(v), w(v), 0\}$, and hence $c_A(u', v) \geq w(v)$ holds. Let $y^*_A(Y) = \alpha$ and $y^*_A(\{v\}) = \beta$. Then $w(v) = c_A(e) \geq y^*_A(Y) + y^*_A(\{v\}) = \alpha + \beta$. Thus, if we replace these two values with $y^*_A(Y) = 0$ and $y^*_A(\{v\}) = \alpha + \beta$, we can construct $y^*_A$ with a smaller value of $|\mathcal{F}(y^*_A)|$ while satisfying the constraints of (LP2). This contradicts the minimality of $|\mathcal{F}(y^*_A)|$.

Next, consider the case where $\{v\}$ is not included in $\mathcal{F}(y^*_A)$. In this case, $|Y| \geq 2$ holds. It then follows from Lemma 7 that $Y$ is not minimal in $\mathcal{F}(y^*_A)$, that is, $Y_1, \ldots, Y_k \in \mathcal{F}(y^*_A)$ always exist. Since $Y' = \emptyset$, without loss of generality we can assume that $v \in Y_1 \in \mathcal{F}(y^*_A)$. Note that $|Y_1| \geq 2$ since $\{v\} \notin \mathcal{F}(y^*_A)$. Now, since we have chosen $y^*_A$ described in Lemma 7 $D^0[Y]$ is strongly connected. Therefore, there exists $e' = (u', v') \in E^0[Y] \cap \delta^-(Y_1)$. Similarly, $D^0[Y_1]$ is also strongly connected, and hence there exists $e'' = (w', v') \in E^0[Y_1] \cap \delta^-(w')$. Then, we have $X \in \mathcal{F}(y^*_A) : e''(X) \subseteq \{X \in \mathcal{F}(y^*_A) : e'(X) \subseteq X\}$. If $e' \neq v$, since $r \notin X$ and each edge $e \in E^0$ satisfies $\sum_{x \in \delta^-(X)} y(X) = c_A(e)$, it holds that $c_A(e'') < c_A(e') < c_A(r, v')$, which implies $c_A(e'') = 0$ and $c_A(e') = w(v')$. Now, since $e'' \in E^0$, there is no edge $e^* \in E^0[Y_1] \cap \delta^-(w')$ such that $c_A(e^*) = w(v')$. Therefore $A(v')$ cannot be taken from $E^0[Y_1]$, contradicting that $|Y_1| \geq 2$ and $|A \cap \delta^-(Y_1)| = 1$. If $v' = v$, it follows from $e = (u, v) \in \delta^-(Y)$ that $c_A(e'') < c_A(e') < c_A(e) = w(v)$ as in the previous discussion. However, this contradicts the definition of cost $c_A(e)$, $c_A(e'') \in \{0, w(v), 2w(v)\}$.

From the above, there is no such $X \in \mathcal{F}(y^*_A)$ for which $Y' = \emptyset$, and from (11), we conclude that $|Y'| = 1$.

Furthermore, we can derive the following lemma holds.

**Lemma 7.** If $A$ is a popular arborescence and a set $Y \in \mathcal{F}(y^*_A)$ is minimal in $\mathcal{F}(y^*_A)$, then $|Y| = 1$.

**Proof.** Suppose to the contrary that $|Y| \geq 2$ for a minimal set $Y$ in $\mathcal{F}(y^*_A)$. Since $Y \in \mathcal{F}(y^*_A)$, by Proposition 7(iii), we have $|A \cap \delta^-(Y)| = 1$. Also, since $A$ is an $r$-arborescence, it holds that $|A \cap (\bigcup_{Y \in Y} \delta^-(Y))| = |Y|$, and hence $|A[Y]| = |A \cap (\bigcup_{Y \in Y} \delta^-(Y))| - |A \cap \delta^-(Y)| = |Y| - 1 \geq 1$. It then follows that $|A[Y]| \neq \emptyset$, and let $e$ be an edge in $A[Y]$. Now $Y$ is a minimal set in $\mathcal{F}(y^*_A)$, implying that $e \notin \delta^-(Y')$ for any $Y' \in \mathcal{F}(y^*_A)$. This contradicts Proposition 7(iii). 

From Lemmas 6 and 7, the next proposition follows.

**Proposition 8.** Let $A$ be a popular arborescence. Then, there exists a one-to-one correspondence between the sets in $\mathcal{F}(y^*_A)$ satisfying (11) and the vertices in $V_G$. Moreover, for each $X \in \mathcal{F}(y^*_A)$ and the terminal vertex $v$ of the edge $(u, v) \in A \cap \delta^-(X)$, we have $y_A(X) = w(v)$.

Denote by $Y_v$ the unique set in $\mathcal{F}(y^*_A)$ that is in correspondence with $v$ in the sense of Proposition 8. Note that $\mathcal{F}(y^*_A) = \{Y_v : v \in V_G\}$ and the unique
edge in $A$ entering $Y_v$ is $A(v)$. We thus refer to $v$ as the entry-point of $Y_v$. An example of these correspondences is shown in Figure 1.

3.2 Weight assumption and safe edges

In Kavitha et al.’s algorithm for finding popular branching \cite{11}, the laminar structure of $\mathcal{F}(y^*_A)$ has at most two layers:

$$|\{X \in \mathcal{F}(y^*_A) \mid v \in X\}| \leq 2 \quad (v \in V_G). \quad (13)$$

This structure plays an important role in the algorithm. By (13), we can construct the vertex set corresponding to $X \in \mathcal{F}(y^*_A)$ in the algorithm using the concept of safe edge. This can be utilized to prove the validity of the algorithm.

In the unweighted case, (13) follows from Proposition 2. However, when the weights $w(v)$ can be more than one, Proposition 2 alone does not rule out the case where $|\{X \in \mathcal{F}(y^*_A) \mid v \in X\}| \geq 3$. In order to maintain (13), as mentioned in Section 1, we impose an assumption on the vertex weights. Recall that the assumption is:

$$w(s) + w(t) > w(u) \quad (s, t, u \in V_G). \quad (14)$$

From this assumption, we can derive the following proposition.
Figure 2: An example of Corollary 10. For each \( u \in Y_v \setminus \{v\} \), it holds that \( Y_u = \{u\} \).

**Proposition 9.** Let \( A \) be a popular arborescence and let \( y^*_A \) satisfy (11). If the condition (14) holds for any three vertices \( s, t, u \in V_G \), then \( |\{X \in F(y^*_A) \mid v \in X\}| \leq 2 \) holds for every vertex \( v \in V_G \).

**Proof.** Assume to the contrary that \( |\{X \in F(y^*_A) \mid v \in X\}| \geq 3 \) for some \( v \in V_G \). In this case, there exist two vertices \( a, b \in V_G \setminus \{v\} \) such that \( v \in Y_a \cap Y_b \cap Y_v \). Since \( y^*_A(Y_a) = w(a), y^*_A(Y_b) = w(b), y^*_A(Y_v) = w(v) \) from Proposition 8 and \( w(v) < w(a) + w(b) \) from assumption (14), we have \( c_A(r, v) \leq 2w(v) < y^*_A(Y_a) + y^*_A(Y_b) + y^*_A(Y_v) \), which contradicts the constraint (7) in (LP2). Therefore, under assumption (14), \( |\{X \in F(y^*_A) \mid v \in X\}| \leq 2 \) holds for every \( v \in V_G \).

From Propositions 8 and 9 and the laminarity of \( F(y^*_A) \), the following corollary can be derived. An example of this corollary is shown in Figure 2.

**Corollary 10.** Under assumption (14), for \( y^*_A \) satisfying (11) and \( v \in V_G \) with \( |Y_v| \geq 2 \), it holds that \( Y_u = \{u\} \) for each \( u \in Y_v \setminus \{v\} \).

The safe edges used in our algorithm are defined in the same way as (11), described below. For \( X \subseteq V_G \), an edge \((u, v) \in E[X]\) satisfying the following two conditions is called a safe edge in \( X \), and the set of safe edges in \( X \) is denoted by \( S(X) \):

1. \((u, v)\) is not dominated by any edges \( E[X] \), i.e., \((u, v) \not\succeq_v (u', v)\) for all \((u', v) \in E[X] \); and
2. \((u, v)\) dominates each \((t, v)\) with \( t \notin X \), i.e., \((u, v) \succeq_v (t, v)\) for all \((t, v) \in \delta^-(X) \).
Recall that the preferences of each vertex are given by the total preorder. Hence, if there exists $e \in \delta^-(v) \cap \delta^-(X)$ such that $e$ is one of the most preferred edges in $\delta^-(v)$, it holds that $S(X) \cap \delta^-(v) = \emptyset$. Otherwise, $S(X) \cap \delta^-(v)$ is the set of the most preferred edges in $\delta^-(v)$.

The edges in a popular arborescence are basically chosen from safe edges, as shown in the next proposition.

**Proposition 11.** For any popular arborescence $A$ and $X \in F(y^*_A)$ satisfying (7), it holds that $A \cap E[X] \subseteq S(X)$.

**Proof.** Assume to the contrary that there exists an edge $(u, v) \in (A \cap E[X]) \setminus S(X)$. It follows from $(u, v) \in A$ that $c_A(u, v) = w(v)$. Also, $(u, v) \notin S(X)$ implies that there exists an edge $(u', v) \in E[X]$ that dominates $(u, v)$ or an edge $(t, v) \in \delta^-(X)$ that is not dominated by $(u, v)$.

Suppose that there exists an edge $(u', v) \in E[X]$ dominating $(u, v)$. In this case, $c_A(u', v) = 0$. Here $v \in X$ is not an entry-point of $X$, and thus $Y_v = \{v\} \in F(y^*_A)$ follows from Corollary 10 which does not satisfy the constraint (7) for $(u', v)$.

Suppose that there exists an edge $(t, v) \in \delta^-(X)$ not dominated by $(u, v)$. Since $(u, v) \not\sim_v (t, v)$, we have $c_A(t, v) \in \{0, w(v)\}$. Also, since $|A \cap \delta^-(X)| = 1$ and $(u, v) \in A \cap E[X]$, there exist an edge in $A \cap \delta^-(X)$ whose terminal vertex $s \in X \setminus \{v\}$ is the entry-point for $X$. Then, by Proposition 3, $y^*_A(X) = w(s)$ holds. Now, $(t, v)$ enters the two sets $\{v\}$ and $X$ in $F(y^*_A)$. It thus follows that $y^*_A(X) + y^*_A(\{v\}) = w(s) + w(v) > w(v) \geq c_A(t, v)$, which contradicts the constraint (7) for $(t, v)$. Therefore, we conclude that $A \cap E[X] \subseteq S(X)$ for any popular arborescence $A$ and $X \in F(y^*_A)$.

### 4 Weighted popular branching algorithm

We are now ready to describe our algorithm for finding a weighted popular arborescence and prove its validity. The algorithm is described in Algorithm 1.

A major difference from the algorithm without the vertex-weights [11] appears in Line 10. If the condition shown in Line 10 is satisfied, there exists no popular arborescence (see Lemma 15).

The running time of the algorithm is $O(mn^2)$, which is the same as the algorithm without the vertex-weights [11]. Lines 1–6 take $O(mn^2)$ time and it is the bottleneck. Lines 10–11 and 12–16 can be executed in $O(m)$ time, since they can be implemented to search each edge at most once.

We now prove the validity of the algorithm described above by showing that

- if the algorithm returns an edge set $A^\ast$, then $A^\ast$ is a popular arborescence in $D$ (Theorem 13), and
- if $D$ admits a popular arborescence, then the algorithm returns an edge set $A^\ast$ (Theorem 19).

The following lemma in [11] is useful in our proof as well.
Algorithm 1 Finding popular branching algorithm

1: for each $v \in V_G$ do
2: \hspace{1em} $X_v^0 = V_G, i = 0$
3: while $v$ does not reach all vertices in the graph $D_v = (X_v^i, S(X_v^i))$ do
4: \hspace{1em} $X_{v}^{i+1} = \text{the set of vertices reachable from } v \text{ in } D_v$
5: \hspace{1em} $i = i + 1$
6: \hspace{1em} $X_v = X_v^i, D_v = D_v^i$
7: $\mathcal{X} = \{X_v : v \in V_G\}$, $\mathcal{X}' = \{X_v \in \mathcal{X} : X_v \text{ is maximal in } \mathcal{X}\}$, $E' = \emptyset$, and $D' = (\mathcal{X}' \cup \{r\}, E')$
8: for each $X_v \in \mathcal{X}'$ do
9: \hspace{1em} let $\bar{X}_v$ be the strongly connected component of $D_v$ such that no edge in $S(X_v)$ enters.
10: \hspace{1em} if every $v' \in \bar{X}_v$ which has minimum weight in $\bar{X}_v$ satisfies the following condition
11: \hspace{2em} There exist a vertex $s \in X_v \setminus \bar{X}_v$ and an edge $f \in (E[X_v] \setminus S(X_v)) \cap \delta^-(v')$ such that
12: \hspace{3em} 1. $w(s) < w(v')$
13: \hspace{3em} 2. $v'$ is reachable from $s$ by the edges in $S(X_v) \cup \{f\}$,
14: \hspace{3em} 3. $f \succ_v e$ holds for all $e \in \delta^-(v') \cap \delta^-(X_v)$.
15: \hspace{1em} then
16: \hspace{2em} return “No popular arborescence in $D.$”
17: \hspace{1em} else
18: \hspace{2em} for every $v' \in \bar{X}_v$ which has minimum weight in $\bar{X}_v$ do
19: \hspace{3em} if $e = (u, v')$ is not dominated by an edge in $\delta^-(X_v)$ for every $u \notin X_v$
20: \hspace{4em} then
21: \hspace{5em} define an edge $e'$ in $D'$ by
22: \hspace{6em} $e' = \begin{cases} (U, X_u) & (u \in U, U \in \mathcal{X}), \\ (r, X_v) & (u = r), \end{cases}$ \hspace{1em} (15)
23: \hspace{4em} end if
24: \hspace{3em} end if
25: \hspace{2em} end for
26: \hspace{1em} $E' := E' \cup \{e'\}$
27: if $D' = (\mathcal{X}' \cup \{r\}, E')$ does not contain an $r$-arborescence $A'$ then
28: \hspace{1em} go to Line 25.
29: \hspace{1em} else
30: \hspace{2em} $\hat{A} = \{e : e' \in A'\}$
31: \hspace{2em} $R = \{v \in V_G : |X_v| \geq 2, \delta^-(v) \cap \hat{A} \neq \emptyset\}$
32: \hspace{2em} for each $v \in R$ do
33: \hspace{3em} let $A_v$ be an $v$-arborescence in $(X_v, S(X_v))$
34: \hspace{3em} end for
35: \hspace{2em} return $A^* = \hat{A} \cup \bigcup_{v \in R} A_v$
36: \hspace{1em} end if
37: \hspace{1em} return “No popular arborescence in $D.$”
Lemma 12 ([11]). For each \( v \in V_G \), let \( X_v \) be the set defined in Lines 1–6 in Algorithm 1. Then, \( X_v \) is laminar, and \( u \in X_v \) implies \( X_u \subseteq X_v \).

Theorem 13. If the algorithm returns an edge set \( A^* \), then \( A^* \) is a popular arborescence.

Proof. First, we can show that \( A^* \) is an \( r \)-arborescence in \( D \) in the same manner as [11].

Next, we show that \( A^* \) is a popular arborescence. For \( X \in \mathcal{X}' \) such that \( |X| \geq 2 \), let \( v_X \in R \) be the terminal vertex of the edge in \( A^* \cap \delta^-(X) \). Let \( Y_{v_X} \subseteq X \) be a strongly connected component of the subgraph induced by \( S(X) \cup \{ e \in \delta^-(v_X) : e \not\in \mathcal{Y}_v, A^*(v_X) \} \) that contains \( v_X \). For a vertex \( t \in V_G \) such that \( t \in X \setminus \{ v_X \} \) for some \( X \in \mathcal{X} \) with \( |X| \geq 2 \) or \( \{ t \} \in \mathcal{X}' \), let \( Y_t = \{ t \} \). Here, based on Proposition 8, we define

\[
y(Y) = \begin{cases} 
  w(v) & (Y = Y_v \text{ for some } v \in V_G) \\
  0 & \text{(otherwise).}
\end{cases}
\]  

It is clear that \( \sum_{Y \subseteq V_G} y(Y) = w(V_G) \). By Proposition 8, the proof completes by showing that \( y \) is a feasible solution to (LP2) determined by \( A^* \).

We show that \( y \) satisfies the constraint \( \mathcal{Y} \) of (LP2) for all edges. First, we consider the edges in \( \delta^-(v_X) \) for each \( X \in \mathcal{X}' \) with \( |X| \geq 2 \). The edges in \( \delta^-(v_X) \cap E[Y_{v_X}] \) do not enter any set in \( \mathcal{F}(y) \). For \( e' \in \delta^-(v_X) \cap \delta^-(X) \), since \( A^*(v_X) \) is not dominated by \( e' \) from Lines 14–15 in Algorithm 1, it follows that \( c_A(e') \in \{ w(v_X), 2w(v_X) \} \) holds. Since \( Y_{v_X} \) is the only set in \( \mathcal{F}(y) \) that \( e' \) enters and \( y(Y_{v_X}) = w(v_X) \), \( y \) satisfies the constraint \( \mathcal{Y} \) for \( e' \) in (LP2). Consider an edge \( f' \in \delta^-(v_X) \cap \delta^-(Y_{v_X}) \cap E[X] \). By construction of \( Y_{v_X} \), it must hold that \( A^*(v_X) \succ_{v_X} f' \), and hence \( c_A(f') \in \{ w(v_X), 2w(v_X) \} \). Since \( Y_{v_X} \) is the only set in \( \mathcal{F}(y) \) that \( f' \) enters, it follows that \( y \) satisfies the constraint \( \mathcal{Y} \) for \( f' \) in (LP2).

Next, for \( t \in Y_{v_X} \setminus \{ v_X \} \), consider the edges in \( \delta^-(t) \). By our algorithm, \( A^*(t) \in S(X) \). By the definition of safe edges, for \( g \in \delta^-(t) \cap E[Y_{v_X}] \), it holds that \( g \not\succeq_t A^*(t) \), and hence \( c_A(g) = \{ w(t), 2w(t) \} \). Since \( Y_t \) is the only set in \( \mathcal{F}(y) \) that \( g \) enters and \( y(Y_t) = w(t) \), \( y \) satisfies the constraint \( \mathcal{Y} \) for \( g \) in (LP2).

Then, consider an edge \( g' \in \delta^-(t) \cap \delta^-(Y_{v_X}) \). Let \( g' = (t_0, t) \). If \( t_0 \not\in X \), then \( A^*(t) \succ_t g' \) holds by the definition of \( S(X) \). If \( t_0 \in X \), then \( g' \not\in S(X) \) holds by the definition of \( Y_{v_X} \). Since \( A^*(t) \in S(X) \) and the preferences are given by a total preorder, it follows that

\[
A^*(t) \succ_t g'
\]  

for any \( g' \in \delta^-(t) \cap \delta^-(Y_{v_X}) \), and thus \( c_{A^*}(g') = 2w(t) \). An illustration is shown in Figure 8.

If \( t \in X \), then \( w(v_X) \leq w(t) \) follows from the fact that \( v_X \) is minimum weight in \( X \) by Line 13 of the algorithm. Suppose that \( t \in Y_{v_X} \setminus X \). Since \( t \not\in X \), \( v_X \) is unreachable by safe edges from \( t \). Furthermore, by construction of \( Y_{v_X} \), there exists a path \( P \) from \( t \) to \( v_X \) consisting of safe edges and the edges in \( \delta^-(v_X) \).
preferred to $A^*(v_X)$. In this path $P$, let $(t', v_X)$ be the edge in $\delta^-(v_X)$. From our algorithm, $v_X$ is a vertex which does not satisfy at least one condition 1, 2, or 3 in Line 10, and $v_X$ satisfies the condition 2 from $(t', s) \succ_{v_X} A^*(v_X)$. Also, since the path $P \subseteq S(X) \cap (t', s)$, the condition 3 holds for $v_X$ and $(t', v_X)$. Thus, it follows that $v_X$ does not satisfy the condition 1, and hence $w(v_X) \leq w(t)$. From the above, $c_{A^*}(g') = 2w(t) \geq w(v_X) + w(t) = y(Y_{v_X}) + y(Y_t)$ holds. Thus, $y$ satisfies the constraint (7) for $g'$ in (LP2).

Lastly, for $u \in X \setminus Y_{v_X}$, consider the edges in $\delta^-(u)$. By our algorithm, $A^*(u) \in S(X)$. For an arbitrary edge $h \in \delta^-(u)$, $A^*(u)$ is not dominated by $h$ by the definition of safe edges, and therefore $c_{A^*}(h) \in \{w(u), 2w(u)\}$. Since $Y_u$ is the only set in $\mathcal{F}(y)$ that $h$ enters and $y(Y_u) = w(u)$, it follows that $y$ satisfies the constraint (7) for $h$ in (LP2).

Therefore we have proved that $y$ defined by (16) satisfies the constraints in (LP2) for all edges. 

We remark that Theorem 13 does not hold if the preferences are given by a partial order. In the case of partial orders, (17) cannot be derived from $A^*(t) \in S(X)$ and $g' \notin S(X)$, because it allows for incomparable edges. This is the reason why we assume throughout the paper that the preferences are given by a total preorder.

Next, we prove that when a directed graph $D$ has a popular arborescence, the algorithm always finds one of them. Lemmas needed for the proof are given below.
Lemma 14 is shown similarly as Lemma 17 in [11], while our proof involves the vertex weights.

Lemma 14. Let A be a popular arborescence, let $y_A^* = \{Y_v \mid v \in V\}$ be the dual optimal solution determined by A satisfying (17), and let $\mathcal{A'} = \{X_v : v \in V_G\}$ be the family of sets defined in Lines 1–7 in Algorithm 1. Then, $Y_v \subseteq X_v$ for each $v \in V_G$.

Proof. If $Y_v = \{v\}$, $Y_v \subseteq X_v$ is trivial. Consider the case where $|Y_v| \geq 2$.

From Lemma 6 and Corollary 10 for $s \in Y_v \setminus \{v\}$, it follows that $Y_s = \{s\}$ and $y(\{s\}) = w(s)$. Furthermore, for the initial vertex $u$ of $A(s)$, we have that $c_{A}(u, s) = w(s)$, which implies $u \in Y_v$.

We assume to the contrary that $Y_v \setminus X_v \neq \emptyset$. Let $i^*$ be the largest index satisfying $Y_v \subseteq X_{i^*}^{\delta}$ in Lines 3–5 of the algorithm for $v$. Then, there exists a vertex in $Y_v \setminus X_{i^*}^{\delta+1}$, which cannot be reached from $v$ by the edges in $S(X_{i^*}^{\delta})$. Meanwhile, any $v' \in Y_v \setminus \{v\}$ is reachable from $v$ by the edges in $A[Y_v]$. Therefore, the vertex in $Y_v \setminus X_{i^*}^{\delta+1}$ can be reached by an edge in $A$ from $v$, and $A$ must contain at least one edge in $(\delta^-(Y_v \setminus X_{i^*}^{\delta+1}) \cap \delta^+(X_{i^*}^{\delta+1})) \setminus S(X_{i^*}^{\delta})$. Denote this edge by $(u, t) \in A$. Note that $Y_t = \{t\} \in \mathcal{F}(y_A^*)$ follows from Corollary 10. By construction of the sets $X_{i^*}^{\delta}$ and $X_{i^*}^{\delta+1}$, either one of the following two holds.

1. There exists an edge $(x_1, t) \in E[X_{i^*}^{\delta}]$ that dominates the edge $(u, t)$. In this case, we have that $c_{A}(u, t) = w(t)$ and hence $c_{A}(x_1, t) = 0$. Since we have $\{t\} \in \mathcal{F}(y_A^*)$, this violates the constraint (7) in (LP2).

2. There exists an edge $(x_2, t) \in \delta^-(X_{i^*}^{\delta})$ that is not dominated by the edge $(u, t)$. Then, $c_{A}(x_2, t) \in \{0, w(t)\}$. It follows from $(x_2, t) \in \delta^-(X_{i^*}^{\delta})$ that $(x_2, t)$ enter two sets $Y_v, Y_t \in \mathcal{F}(y_A^*)$. Now, since $y(Y_v) = w(v)$ and $y(Y_t) = w(t)$, it follows that $y(Y_v) + y(Y_t) > c_{A}(x_2, t)$. This violates the constraint (7) in (LP2).

From the above, we have shown that $Y_v \subseteq X_v$ for any $v$.

Lemma 15. Let $A$ be a popular arborescence in $D$ and let $X \in \mathcal{X}'$. Then, $A \cap \delta^-(X)$ contains only one edge, and $X = X_v$ holds for the terminal vertex $v$ of that edge.

Proof. Clearly, $A \cap \delta^-(X) \neq \emptyset$. Let $(u, v) \in A \cap \delta^-(X)$. For each $X \in \mathcal{X}'$, let $\bar{X}$ be the strongly connected component of $(X, S(X))$ such that an edge in $S(X)$ does not enter. Note that $X_s = X$ for each $s \in \bar{X}$. Let $y_A^*$ be the dual optimal solution determined by $A$ satisfying (11), and let $\mathcal{F}(y_A^*) = \{Y_v \mid v \in V\}$.

First, we will show that $\bar{X} \subseteq Y_v$. We assume to the contrary that there exists a vertex $s \in \bar{X} \setminus Y_v$. Since $\bar{X}$ is strongly connected, there exists a path $P \subseteq S(X)$ from $s$ to each vertex in $X$ by the edges in $S(X)$. Let $e$ be an edge in $P$ that enters $Y_v$. If the terminal vertex of $e$ is $v$, since $e \in S(X)$ and $(u, v) \in A \cap \delta^-(X)$, it must hold that $e \succ_v (u, v)$, which implies $0 = c_{A}(e) < c_{A}(u, v) = w(v)$. However, it also holds that $c_{A}(e) \geq y_A^*(Y_v) = w(v)$, a contradiction. If the terminal vertex of $e$ is not $v$, let $t$ be the terminal vertex.
that is, \( e \in \delta^-(Y_v) \cap \delta^-(\{t\}) \). Since \( e \in S(X) \), \( e \) is not dominated by any edge in \( \delta^-(t) \), and hence, \( c_A(e) \leq w(t) \). Recall that \( y_A^*(Y_v) = w(v) \) and \( y(Y_t) = w(t) \) (Proposition 8). Therefore we have \( c_A(e) < w(t) + w(v) = y_A^*(Y_t) + y_A^*(Y_v) \), violating the constraint (7) in (LP2). We thus conclude that \( X \subseteq Y_v \).

Next, we show that \( v \in X \). By the definition of \( X \), the edges in \( S(X) \) does not enter \( X \). Thus, for vertex \( s \) such that \( X = X_s \), it holds that \( t \in X \). We show that \( v \in X \), by deriving \( X = X_v \). For each \( s \in X \), from \( X \subseteq Y_v \) shown above and Lemma 17 we obtain \( s \in X_v \). Thus, by Lemma 17 we have \( X = X_v \subseteq X_v \).

Since \( X \in \mathcal{X}' \) is maximal in \( \mathcal{X} \), it holds that \( X = X_v \) and thus, \( v \in X \).

Finally, we show that \( |A \cap \delta^-(X)| = 1 \). Assume to the contrary that there exist two different edges \( (u, v), (u', v') \in A \cap \delta^-(X) \). Note that \( v \neq v' \). Now, from the above argument, it follows that \( X \subseteq Y_v \cap Y_{v'} \). Thus, by the laminarity of \( \mathcal{F}(y_A^*) \), w.l.o.g. we assume \( Y_v \subseteq Y_{v'} \). Then, from \((u, v) \in A \cap \delta^-(X) \), and \( Y_v \subseteq Y_{v'} \subseteq X \), we derive \((u, v) \in \delta^-(Y_v) \cap \delta^-(Y_{v'}) \). However, this violates the constraint (7) of (LP2), because \( c_A(u, v) = w(v) \), and \( y_A^*(Y_v) = w(v) \) and \( y_A^*(Y_{v'}) = w(v') \) by Proposition 8. Therefore we conclude that \( |A \cap \delta^-(X)| = 1 \).

**Lemma 16.** Let \( A \) be an \( r \)-arborescence in \( D \) and let \( X \in \mathcal{X}' \). If there exists an edge in \( A[X] \setminus S(X) \), then there is an \( r \)-arborescence more popular than \( A \).

**Proof.** By Lemma 15 if \( |A \cap \delta^-(X)| \neq 1 \), then there is an \( r \)-arborescence more popular than \( A \). We thus assume that \( |A \cap \delta^-(X)| = 1 \). Let \( v \in X \) be the terminal vertex of the edge in \( A \cap \delta^-(X) \). Again by Lemma 15, \( X \neq X_v \) implies that there is an \( r \)-arborescence more popular than \( A \), and hence we further assume that \( X = X_v \).

Denote the edge in \( A[X] \setminus S(X) \) by \( f = (s, t) \). Then, it follows from \( A(v) \in \delta^-(X) \) that \( t \neq v \). Since \( X = X_v \), we can construct a \( r \)-arborescence in a subgraph \((X, S(X))\). Define an \( r \)-arborescence \( A' \) in \( D \) by replacing the edges in \( A \) entering each vertex in \( X \setminus \{v\} \) with this \( v \)-arborescence. Now, since \( A'(t) \in S(X) \) and \( f \notin S(X) \), we have \( A'(t) \supseteq f \). Also, observe that \( A'(t') \supseteq A(t') \) if \( t' \in X \setminus \{t\} \) and \( A'(t') = A(t') \) if \( t' \in V \setminus X \). Thus, \( \Delta_w(A', A) \geq w(t) > 0 \), implying that \( A' \) is more popular than \( A \).

**Lemma 17.** For a popular arborescence \( A \) and \( X \in \mathcal{X}' \), let \( X \) be the strongly connected component in the subgraph \((X, S(X))\) that an edge in \( S(X) \) does not enter. Then the terminal vertex \( v \) of the edge in \( A \cap \delta^-(X) \) belongs to \( X \) and has minimum weight in \( X \).

**Proof.** It follows from Lemma 15 that \( A \cap \delta^-(X) \) contains only one edge, and denote it by \((t, v) \). Again by Lemma 15 we have \( X = X_v \), and therefore, \( v \in X \).

Let \( y_A^* \) be the dual solution satisfying (11). First, in the proof of Lemma 15 we have shown that \( X \subseteq Y_v \). Next, we show that \( v \) has the minimum weight in \( Y_v \).

Let \( u \in Y_v \setminus \{v\} \). Then, from Corollary 10 we have \( Y_v = \{u\} \). By Proposition 8 we have that \( y_A^*(Y_v) = w(v) \) and \( y_A^*(Y_u) = w(u) \). Since \((r, u) \) enters \( Y_v \) and
Thus, it is shown that \( v \) has minimum weight in \( Y_v \) and therefore it follows from \( X \subseteq Y_v \) that \( v \) has the minimum weight in \( X \).

**Lemma 18.** For some \( v \in V_G \), if all the vertices of minimum weight in \( X_v \) satisfy the condition of Line 10 in Algorithm 1, then there is no popular arborescence.

**Proof.** Let \( v \in V_G \) and \( M_v \) be the set of the vertices with the minimum weight in \( X_v \). Assume to the contrary that every vertex \( v' \in M_v \) satisfies the condition of Line 10, i.e., there exist \( s_{v'} \in X_v \setminus X_v \) and \( f_{v'} \in (E[X_v] \setminus S(X_v)) \cap \delta^-(v') \) satisfying the three conditions, and there exists a popular arborescence \( A \).

First, consider the case when \( |X_v| = 1 \) i.e., \( v = v' \). By the definition of \( X_v \), there is no safe edge that enters \( v' \) since all vertices in \( X_v \) are reachable by safe edges from \( v' \). In this case, however, it follows from condition 3 that the most preferred edge in \( \delta^-(v) \cap E[X_v] \) satisfies the definition of safe edges, a contradiction.

Next, suppose that \( |X_v| \geq 2 \). Note that \( A[X_v] \subseteq S(X_v) \) by Lemma 16. Let \( u \) be the entry-point of \( X_v \) for \( A \). By Lemma 17, we have \( u \in M_v \) and hence it follows that there exist \( s_u \in X_v \setminus X_v \) and \( f_u \in (E[X_v] \setminus S(X_v)) \cap \delta^-(u) \) satisfying the three conditions in Line 10. Let \( B \) be the \( r \)-arborescence obtained from \( A \) by replacing the edges in \( A[X_v] \cup A(u) \) with \( (r, s_u) \) and \( s_u \)-arborescence in \((X_v, S(X_v)) \cup \{f_u\}) \). It then follows from \( \Delta_w(B, A) = w(u) - w(s_u) > 0 \) that \( B \) is more popular than \( A \), which contradicts that \( A \) is a popular arborescence.

**Theorem 19.** If \( D \) admits a popular arborescence, then our algorithm finds one.

**Proof.** Let \( A \) be a popular arborescence and let \( y_A^* \) be the dual optimal solution satisfying (11). By Lemma 13, for each \( X \in \mathcal{X'} \), it holds that \( |A \cap \delta^-(X)| = 1 \). Let \( e_X = (u, v) \in A \cap \delta^-(X) \). Then \( X = X_v \) holds by Lemma 15 and thus, we have \( v \in X \).

First, we show that \( e_X = (u, v) \) is not dominated by any edge \( (u', v) \in \delta^-(X) \). By Lemma 14, we have \( Y_v \subseteq X_v = X \). If \( (u', v) \in \delta^-(X) \) dominates \((u, v)\), then \( c_A(u', v) = 0 \). However, since \( (u', v) \in \delta^-(Y_v) \) holds, this violates the constraint (7) in (LP2). Thus, \( e_X = (u, v) \) is not dominated by an edge in \( \delta^-(X) \cap \delta^-(v') \).

From Lemma 17, the vertex \( v \) has the minimum weight in \( X \). Furthermore, from Lemma 19, when \( D \) admits a popular arborescence, there exists a vertex that has minimum weight in \( X \) which does not satisfy conditions of Line 10 in Algorithm 1. For such a vertex \( v' \), our algorithm adds to \( E' \) an edge in \( \delta^-(X) \cap \delta^-(v') \) that is not dominated by any edge in \( \delta^-(X) \). Thus, we have
Since there exists an $r$-arborescence in $D$ and $e_X \in E'$ holds, for the graph $D'$ constructed in Line 17 of the algorithm, each $X \in X'$ is reachable from $r$ using the edges in $E'$. Hence $E'$ contains an $r$-arborescence $A'$ in $D'$. Therefore, the algorithm returns an edge set $A^*$, which is a popular arborescence in $D$ by Theorem 13.

5 Conclusion

In this paper, we have provided an algorithm for finding a weighted popular branching, which extends the algorithm of Kavitha et al., when the weights of each vertex satisfy condition (14) and the preferences of each vertex are given by a total preorder.

An apparent future work is to analyze the computational complexity of the weighted popular branching problem in which the vertex weights do not necessarily satisfy condition (14) and the preferences are given by a partial order. It is also of interest to extend the arguments for unpopularity margin, unpopularity factor, and popular branching polytope in [11] to weighted popular branchings.
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