Study of Linear Discriminant Analysis to Identify Baby Cry Based on DWT and MFCC
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Abstract. Baby crying is a common behavior among babies and is a means of verbal communication for babies who express their needs and desires. A baby's cry identification system is needed because it makes it easy for adults to find out the meaning of a baby's cry. This study proposes a system for classifying infant crying sounds using Linear Discriminant Analysis (LDA) with Discrete Wavelet Transform (DWT) and Mel-frequency Cepstral Coefficient (MFCC) as a feature extraction method. Based on experiments, the system can identify the sound of crying babies grouped into 5 (five) classes, namely discomfort, hunger, colds, burp, and drowsiness. The system achieves an accuracy of 94% and an average computing time of 1.5506 seconds. The performance of Linear Discriminant Analysis (LDA) outperformed Principal Component Analysis (LDA) in the identification of crying babies.

1. Introduction

In newborns, communication is done through crying, movement or certain cues. Infants over the age of 9 months will develop the ability to mimic the sounds of adults [1]. After the baby is born, the baby cry has a function of responses such as changes in temperature, pain, hunger, or discomfort [2]. The research carried out by Dunstan Baby Language (DBL) explains that the sound of a baby cry has meanings. For example, "HEH" means feeling uncomfortable, usually occurs when a baby wants her diaper or clothes to be replaced because she feels hot and dirty. Other examples, there are "NEH" that means hungry, "EAIRH" that means the baby is sick and depressed in the abdomen or caught cold, "EH" that means to belch, and "OWH" that means tired and sleepy [3].

Related research conducted by [1], identified baby cry using MFCC and the Linear Predictive Coding classification. The number of baby cry data is 25 sound samples through which there are 5 classes of data identified such as uncomfortableness, hunger, cold, belching and drowsiness. It reported achieving an accuracy of 76%. Welly et al. [4] using MFCC and K-Nearest Neighbor classification. The number of their baby cry data is 139 samples through which there are 4 classes of data identified such as 'Eairh', 'Heh', 'Neh', 'Owh'. They reported yielding an accuracy of 96.57%. Another study is also carried out by Bhagatpatil and Sardar [5] using LFCC and VQ codebook classification. The number of baby crying data is 120 samples. The system is divided into 5 classes: discomfort, hunger, cold, belching and drowsiness, and reach an accuracy of 92.45%. Bhagatpatil also tested MFCC performance and the code book method. Their system yielded an accuracy of 83.75%. Meanwhile, [6] used MFCC and Reservoir Network (RN). The number of their baby cry data is 132 samples through which there are 5 classes of data identified such as uncomfortableness, hunger, cold, belching and drowsiness, with an accuracy of 94.5%. Another study was reported by [7]. They use DWT and extreme as their method.
The MFCC method is a feature extraction method using a mel calculation that can equate with the human voice. Hence, MFCC will easily recognize the sound of crying babies by extracting traits through the mel scale [6-8]. Meanwhile, DWT is a feature extraction method of decomposing a signal that separates between a low signal and a high signal. This is very useful and makes it efficient when a signal can be separated according to its frequency and can distinguish the desired frequency signal [9-10]. The LDA is a classification method to discriminate data according to linear analysis. LDA maximizes the covariance matrix between classes and minimizes the covariance matrix with classes. More class members spread and ultimately, can increase the success of the introduction [11].

2. Methodology

2.1. Discrete Wavelet Transform (DWT)
DWT is a signal decomposition at a frequency, and a sub-band wavelet component is produced by decreasing the decomposition level. Implementation of DWT can be done by passing the signal into two DWT filters, i.e. Low Pass Filter (LPF) and High Pass Filter (HPF) [10]. DWT serves as pre-processing aim for decomposing the sound signals so that the signals can conform to required specifications. The general formula of LDA is represented by the following equation [12-14],

\[ x[n] = \sum_{k} (y_{\text{high}}[k] \cdot g[-n + 2k]) + (y_{\text{low}}[k] \cdot h[-n + 2k]) \]  

(1)

2.2. MFCC
MFCC is a signal feature extraction method with a Mel frequency scale which is known to approach the human hearing response of 20-20,000 Hz [6]. MFCC adheres to the workings of the human ear where the human ear is a linear filter at low frequencies and works logarithmically at high frequencies. Before entering the MFCC process, a pre-processing process will be carried out aiming for incoming sound signals by the required specifications. The pre-processing process is DC removal and pre-emphasize filtering [15-16].

2.3. Linear Discriminant Analysis (LDA)
LDA is a method with a combination of arithmetic operations and statistics that perform separate statistical tests for each object. The general formula of LDA is represented as follows [17],

\[ SW = \frac{1}{2} \sum_{s=1}^{S} \frac{1}{T_s} \sum_{x=1}^{T_s} (X_s + \bar{\Theta})(X_s + \bar{\Theta})^T \]  

(2)

The SW covariance matrix is minimized, and SB is maximized, then eigenvalue and equation are searched. The formula is defined as follows.

\[ SB = SW \cdot V \]  

(3)

\[ cov = SB \cdot SW \]  

(4)

3. Proposed Method
This system is divided into three stages of the process, namely the acquisition of baby crying sound, feature extraction with DWT and MFCC, and classification with LDA. The system identifies the sound of crying babies into 5 classes, namely discomfort, hunger, colds, belching, and drowsiness. Figure 1 shows the block diagram of system design—total records 200 sound of crying babies, consisting of 150 training data and test data 50 [12]. Figure 2 is an example of a baby crying signal with five classes.
3.1. Pre Processing
Pre-processing is conducted so that the incoming sound matches the required specifications. DC removal is done by reducing the value of each sampled sound with the average value of the data. The function of pre-emphasis filtering is to balance or stabilize the signal spectrum. Figure 3 shows the block diagram of Pre-Processing.

3.2. Feature Extraction
The filtering process is done until it finds the desired level. Feature extraction with Mel-frequency Cepstral Coefficient (MFCC) is performed to find out the special traits that are in the sound signal taken.
3.3. Classification
The classification process aims to classify data based on class. Feature vectors that have been obtained through the feature extraction process are classified using LDA according to their baby’s cry identification class. The type of class, which is uncomfortable, hungry, catching cold, burping and sleepy. Figure 5 displays the flowchart of classification using LDA.

4. Result and Discussion
4.1. MFCC coefficients and DWT level decomposition
This scenario evaluates the effect of changing the number of MFCC coefficients and the DWT level decomposition on accuracy. The accuracy parameter is calculated based on the amount of data classified correctly divided by the total data. Figure 6 displays the effect of the number of coefficients and the level of DWT decomposition on accuracy. The system shows 100% accuracy when the MFCC coefficient value is 20, and the DWT Level 1. The more MFCC coefficient numbers are tested, the more features are produced for testing by the system. The MFCC coefficient is greater the degree of impact of decomposition on system accuracy. This occurs because an indication that the level of additional decomposition causes information to appear more detailed. More information can contribute
to better model performance, but we suspect it can reduce system stability. In the end, we decided that the baby cry detection system used level 1 DWT.
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**Figure 6.** The effect of MFCC coefficient and DWT level on accuracy

### 4.2. Frame Numbers

This scenario observes the effect of the number of frames on system accuracy. Figure 7 displays the effect of the number of frames on system accuracy.
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**Figure 7.** Effect of frame number on accuracy

The best results are achieved when the number of frames is 256, with 100% system accuracy. Signal cuts per frame into smaller parts, making the signal diameter more stable. It was observed that the number of frames tested resulted in fluctuating system accuracy. The results of our system show the number of frames 256 to be the best barometer.

### 5. Conclusion

In this study, the proposed baby cry classification system uses the DWT, MFCC and LDA methods. The baby's crying is separated into 5 classes, namely discomfort, hungry, catching a cold, burp and drowsiness. This system has an accuracy of 94% and a computing time of around 1.5506 seconds. The
best parameters obtained during training are DWT level 1, DB 8, C 20, and the number of frames is 256. The more coefficient numbers are used, the more features are produced from the crying baby. When compared with previous studies, with the same feature method (MFCC) but different classification methods using PCA [12], this LDA method has better system accuracy. When using LFCC feature extraction, and the KNN classification method [18], which only reaches 90% accuracy, this system still has better accuracy.
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