Identification of mild cognitive impairment subtypes predicting conversion to Alzheimer’s disease using multimodal data
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Abstract
Mild cognitive impairment (MCI) is a high-risk condition for conversion to Alzheimer’s disease (AD) dementia. However, individuals with MCI show heterogeneous patterns of pathology and conversion to AD dementia. Thus, detailed subtyping of MCI subjects and accurate prediction of the patients in whom MCI will convert to AD dementia is critical for identifying at-risk populations and the underlying biological features. To this end, we developed a model that simultaneously subtypes MCI subjects and predicts conversion to AD and performed an analysis of the underlying biological characteristics of each subtype. In particular, a heterogeneous mixture learning (HML) method was used to build a decision tree-based model based on multimodal data, including cerebrospinal fluid (CSF) biomarker data, structural magnetic resonance imaging (MRI) data, APOE genotype data, and age at examination. The HML model showed an average F1 score of 0.721, which was comparable to the random forest method and had significantly more predictive accuracy than the CART method. The HML-generated decision tree was also used to classify five subtypes of MCI. Each MCI subtype was characterized in terms of the degree of abnormality in CSF biomarkers, brain atrophy, and cognitive decline. The five subtypes of MCI were further categorized into three groups: one subtype with low conversion rates (similar to cognitively normal subjects); three subtypes with moderate conversion rates; and one subtype with high conversion rates (similar to AD dementia patients). The subtypes with moderate conversion rates were subsequently separated into a group with CSF biomarker abnormalities and a group with brain atrophy. The subtypes identified in this study exhibited varying MCI-to-AD conversion rates and differing biological profiles.

1. Background
Worldwide, 55 million people are affected by dementias, including Alzheimer’s disease (AD) dementia, which is characterized by the deposition of amyloid-beta (Aβ) protein and tau protein within the brain, and the number of affected individuals continues to increase [1]. Experimental drugs for AD have failed to prevent or slow cognitive decline in people with AD in clinical trials [2].
Although these drugs do not demonstrate excellent clinical efficacy in patients with late-stage AD, they could potentially be effective for the treatment of patients with early-stage AD or mild cognitive impairment (MCI), which makes it critical to identify the population of patients who will progress to late-stage AD. However, individuals with MCI show heterogeneity in patterns of pathology, and MCI does not always convert to AD dementia. Detailed subtyping of MCI can reduce heterogeneity in the individuals and increase statistical power for accurate prediction of the patients in whom MCI will convert to AD dementia. This may support new trial designs and enable the efficacy of drugs to be evaluated with small numbers of patients in clinical trials.

Petersen and Morris, who focused on the heterogeneity of MCI in early times, classified MCI into four clinical subtypes based on memory impairment [3]. This classification system divides MCI into amnestic and nonamnestic MCI, each further divided into a group with impairment in a single cognitive domain (single-domain MCI) and a group with impairments in multiple cognitive domains (multiple-domain MCI). It has been reported that amnestic MCI, regardless of whether it is single- or multiple-domain MCI, comparatively highly converts to dementia, mainly AD dementia, at a rate of 10% to 15% per year [4]. Recent studies based on neuropsychological tests or brain imaging data identified other MCI subtype classification systems in which different subtypes of MCI have different conversion rates to AD [5–9]. However, these classification systems are based on a single feature. Subtyping using data with multiple features (i.e., multimodal data) may provide a more detailed classification system, which may predict conversion to AD more accurately.

Machine learning approaches help to generate models for prediction and classification (e.g., subtyping) using multimodal data. In particular, nonlinear models such as deep learning have been shown to be useful for prediction and classification with high accuracy in various fields, including the medical field [10,11]. However, it is difficult to interpret which criteria serve as the basis for predictions made by applied nonlinear models. This is because there is a trade-off between the predictive accuracy and the interpretability of the model [12]. Linear models based on a single decision tree allow the criteria for prediction or classification to be visualized, contributing to interpretability. However, due to the trade-off mentioned above, while linear models are superior in interpretability, they generally have lower prediction accuracy than nonlinear models.

To overcome these problems, we introduced a heterogeneous mixture learning (HML) method. HML is a type of hierarchical mixture of experts [13–15] that integrates multiple learners using a single decision tree. HML divides individuals into similar groups based on various features of the individuals and generates appropriate predictive models for each group. Using HML has several advantages, including the following: (1) the decision tree facilitates an understanding of how individuals are classified into their subtypes, (2) HML naturally prunes more complex branches of a decision tree, and (3) HML shows predictive accuracy comparable to that of nonlinear models [16], providing a more compact decision tree than those produced by other decision-tree-based methods. In this study, we applied the HML method to construct a versatile classification system of MCI based on multimodal data, namely, five brain region volumes, cerebrospinal fluid (CSF) biomarkers, including Aβ and tau, and genomic data on the apolipoprotein E (APOE) gene. Our HML model produced more interpretable and higher or comparable predictive accuracy than other decision-tree-based methods. We also characterized the subtypes of MCI identified by HML, including their conversion to AD dementia over time.

2. Materials and methods

2.1. ADNI dataset

The data used in this study were obtained from the Alzheimer’s Disease Neuroimaging Initiative (ADNI) [17]. The ADNI was launched in 2003 as a public–private partnership led by Principal Investigator Michael W. Weiner, MD. The primary goal of the ADNI is to test whether serial magnetic resonance imaging (MRI) and positron emission tomography (PET) data and the analysis of other biological markers and clinical and neuropsychological assessments can be combined to characterize the progression of MCI and early AD. The ADNI dataset contains data from a large number of cognitively normal (CN), MCI, and AD dementia patients recruited from over 50 different centres in the US and Canada, with follow-up assessments performed every 6 months. Institutional review boards approved the study procedures for the institutions involved in the establishment of the ADNI dataset, and written informed consent was obtained from all participants whose data were used in the ADNI dataset.

This study considered data from 941 subjects (at baseline), comprising 305 CN subjects, 480 MCI subjects, and 156 AD dementia patients, that were included in a publicly available dataset of the ADNI called ADNIMERGE. The dataset included 309 participants (97 CN individuals, 144 MCI subjects, 68 AD dementia patients) from the ADNI 1 project and 632 participants (208 CN individuals, 336 MCI subjects, 88 AD dementia patients) from the ADNI GO/2 project. All subjects had records of CSF biomarker data, structural MRI data, APOE genotype data, and age at examination. The AD dementia patients and the MCI subjects were diagnosed mainly by neuropsychological tests (Mini–Mental State Examination (MMSE), Clinical Dementia Rating–Sum of Boxes (CDR-SB), and Wechsler Memory Scale Logical Memory II). The AD dementia patients who were analysed in this study had AD dementia or Alzheimer’s clinical syndrome diagnosed based on clinical diagnostic and neuropsychological test outcomes without assessments of the levels of pathological markers such as Aβ or tau protein. Table 1 shows a summary of each group.

2.2. ADNI measures

We generated models using the following five CSF biomarkers, five brain volumes, APOE genotype, and age at examination (sections 2.2.1–3). The other data shown in sections 2.2.4–6 were used to characterize each subtype.

2.2.1. CSF biomarkers

The CSF biomarkers comprised the following five measures: Aβ (1–42) peptide levels, total tau (tTau) protein levels, phosphorylated tau (pTau) protein levels, the tTau/Aβ(1–42) ratio, and the pTau/Aβ(1–42) ratio. The levels of Aβ(1–42), tTau, and pTau were obtained from the ADNI; these data were initially acquired using Roche Elecsys APOE (Roche Diagnostics GmbH, Penzberg, Germany). We calculated the tTau/Aβ(1–42) ratio and pTau/ Aβ(1–42) ratio based on the levels of these three CSF biomarkers. The CSF biomarkers were obtained as quantitative variables, but the level of each was often represented by a string containing an inequality sign when the biomarker level reached the upper limit or was below the detection limit of the immunoassays. In these cases, we treated “>1700” for Aβ(1–42) as 1,700 pg/mL and “>1300” for tTau as 1,300 pg/mL. Similarly, “<8” and “>120” for pTau were treated as 8 pg/mL and 120 pg/mL, respectively.
2.2.2. Structural MRI

Structural MRI data were obtained from the ADNI dataset for the following five markers: whole-brain volume, brain-ventricular volume, hippocampal volume, entorhinal cortex volume, and white matter hyperintensity (WMH) volume. We normalized these volumes as fractions of the intracranial volume (ICV). WMH volumes were calculated based on coregistered T1-weighted and proton density-weighted structural MRI images. The ADNIMERGE dataset included results from a 1.5 T MRI scan in the ADNI1 and a 3.0 T MRI scan in the ADNI GO/2. Cortical reconstruction and volumetric segmentation were performed by the University of California San Francisco with FreeSurfer image analysis suite (version 4.3 for 1.5 T MRI scans and version 5.1 for 3.0 T MRI scans). The scan data were processed cross-sectionally using the 2010 Desikan-Killiany atlas. The acquisition parameters were as follows: an inversion time of 1,000 ms (1.5 T MRI) and 2,000 or 3,000 ms (3.0 T MRI); flip angle of 8°; in-plane resolution of 192 × 192 (1.25 × 1.25 mm2) (1.5 T MRI) or 256 × 256 (0.94 × 0.94 mm2) (3.0 T MRI); and slice thickness of 1.2 mm [18]. We combined these data because the difference between 1.5 T and 3.0 T did not significantly affect the prediction of AD conversion (p = 0.970, likelihood ratio test; Supplemental information).

2.2.3. APOE genotype

APOE genotyping data were obtained from blood DNA samples from each individual using an APOE genotyping kit. APOE has 2 alleles (ε2, ε3, and ε4) and 6 genotypes (ε2ε2, ε2ε3, ε2ε4, ε3ε3, ε3ε4, and ε4ε4). We focused our analysis on the number of ε4 alleles, as the ε4 allele is broadly known to be a risk factor for AD.

2.2.4. Composite scores of cognitive domains

We obtained the composite scores of four cognitive domains (memory, executive function, language, and visuospatial function) from the ADNI dataset. These scores were constructed based on a bifactor model [19,20]. Detailed protocols for these composite scores are available for download at https://ida.loni.ucla.edu/.

- The composite score for memory was calculated based on the following tests: the category fluency tests for animals and vegetables, the Trail Making Test (parts A and B), the Digit Span Backwards test, the Wechsler Adult Intelligence Scale–Revised (WAIS-R) Digit Symbol Substitution Test, and five clock-drawing items (circle, symbol, numbers, hands, time). The composite score for language was calculated based on the following tests: a neuropsychological battery (including three language-related tests), the MMSE (including eight language tasks), the ADAS-Cog (including three different language tasks), and the Montreal Cognitive Assessment (MoCA) (including six language items).
- The composite score for visuospatial function was calculated based on the following tests: a neuropsychological battery including five tests related to copying a clock, the constructional praxis test from the ADAS-Cog, and the copy design test in the MMSE.

2.2.5. CSF markers of neuronal injury and the inflammatory response

We obtained data on the CSF levels of the following markers from the ADNI dataset: the neuronal injury marker Visinin-like protein-1 (VILIP-1); the synaptic dysfunction markers Synaptosomal-associated protein, 25 kDa (SNAP-25) and Neurogranin (NGRN); and the inflammation marker YKL-40. The levels of VILIP-1, SNAP-25 and NGRN were obtained using the Erenna immunoassay system (Singulex Inc., Alameda, CA, USA). The levels of YKL-40 were obtained using a MicroVue YKL-40 ELISA (Quidel, San Diego, CA, USA). We analysed the marker levels at baseline in 62 MCI subjects with data on all four markers.

2.3. Prediction model and subtyping

2.3.1. HML model

We applied HML to subtype MCI subjects. HML constructs a decision tree and generates a predictive model at each leaf node, and each leaf node can be regarded as a subgroup (i.e., subtype) with similar characteristics [14,15]. As described in section 2.3.3, HML simultaneously estimates the parameters for a decision tree and the prediction models using the expectation–maximization (EM) algorithm based on the factorized information criterion (FIC), which is an estimator specific to HML (Supplemental information). A program for HML was provided by NEC Corporation (Tokyo, Japan).
2.3.2. Decision tree in the HML model

We had observation data \( x^N = x^{(1)}, \ldots, x^{(N)} \), where \( x \in \mathbb{R}^D \); \( N \) is the number of individuals; and \( D \) is the number of dimensions in \( x \) (variables considered in the study), which, for this study, was equal to 12 (i.e., 5 CSF biomarkers, 5 brain volumes, APOE genotype, and age at examination). HML was used to create a decision tree in which the gating nodes were nonleaf nodes and the expert nodes were leaf nodes (Figure S1). The \( i \)-th gating node \( g_i \) assigns an individual as input data \( x^{(n)} \) to an appropriate expert node for prediction based on the rule \( x_{c_i} < t_i \), where \( c_i \) and \( t_i \) are the index of a variable and a threshold, respectively, in a gating node \( g_i \). A binary logistic regression model was used in the expert nodes. The prediction model in the \( j \)-th expert node is presented in the following equation:

\[
p(y^N | x^N, \phi_j) = \frac{1}{1 + \exp(-\phi_j^T x^N)}
\]

Let us denote the classification target as \( y^N = y^{(1)}, \ldots, y^{(N)} \), where \( y^{(n)} \) corresponds to \( x^{(n)} \) and \( \phi_j \) indicates a weight vector of parameters in the \( j \)-th expert node.

2.3.3. Estimation of parameters by EM-like iterative optimization

To obtain a decision tree model via HML, we needed the parameters for the gating nodes (i.e., \( g, c, \) and \( t \)) and the expert nodes (i.e., \( \phi \)). These parameters were estimated by EM-like iterative optimization (Algorithm 1 in Supplemental information). In the E-step, the variational distribution, which was derived from the FIC, has a regularizing effect and penalizes the expert nodes that contribute to the formation of a complex tree structure that has more variables with small effects (Supplemental information). In this manner, HML automatically selects an optimal decision tree and optimal model parameters to maximize the FIC [14,15].

2.3.4. Test performance of the HML model

To test the performance of the HML model, we tested two approaches based on the HML method. Approach 1 used the baseline datasets from MCI subjects who converted to AD within 3 years (\( n = 139 \)) and MCI subjects who did not convert to AD (\( n = 257 \)) as training, validation, and test datasets (Fig. 1). Approach 2 used the baseline datasets from all 156 AD dementia patients and 305 CN subjects as training and validation data and used the baseline datasets from MCI subjects as test data. The difference between
Approach 1 and 2 is whether MCI subjects or AD and CN subjects were used as training and validation data. On the other hand, both approaches used MCI subjects as test data. In Approach 2, we randomly sampled AD and CN subjects to match the sample size of Approach 1 and repeated 5 independent rounds of random sampling to avoid sampling bias. Each of these approaches was used to determine a decision tree and model parameters via HML. In the training and validation data, the classification target was $y^{(o)} = 1$ when a subject was an MCI subject who converted to AD dementia within three years (Approach 1) or was an AD dementia patient (Approach 2). On the other hand, the classification target was $y^{(o)} = 0$ when a subject was an MCI subject who did not convert to AD dementia within three years (Approach 1) or was a CN individual (Approach 2). Among all MCI subjects, 74.6% were followed up for more than 3 years (Figure S2). Then, only data from MCI subjects who were followed for more than 3 years or who converted to AD within 3 years were used in this test (396 of 480 MCI subjects). In the test data for both approaches, the classification target was $y^{(o)} = 1$ when MCI converted to AD dementia within three years and $y^{(o)} = 0$ when there was no conversion to AD dementia. Approach 2 assumed that MCI subjects classified as AD would convert to AD in the future since they had already started to exhibit AD pathology.

Using the training dataset, we first set the tree depth $d$ to a value ranging from two to six. Then, we estimated parameters via HML. As mentioned above, HML optimizes the parameters based on EM-like iterative optimization. It is well known that EM-like iterative optimization generally converges to a local optimum depending on an initial value and is not guaranteed to converge to the global optimum. To avoid convergence to a local optimum, we generated 500 models with different initial values at each depth. We next applied the validation dataset to the 2,500 models ($= 5 \times 500$ models) generated from the training data and adopted the decision tree model with the highest $F1$ in the validation dataset as the model with optimal parameters (Figure 1). We finally calculated the test performance of the model using the test data. These procedures were repeated using a 5-fold cross-validation (CV) approach. (A) The procedure for Approach 1 used subjects with mild cognitive impairment (MCI) that converted to Alzheimer’s disease (AD) within 3 years ($n = 139$) and subjects with MCI that did not convert to AD ($n = 257$). (B) The procedure for Approach 2 used AD dementia patients ($n = 156$) and cognitively normal (CN) subjects ($n = 305$). Approach 2 was repeated 5 times. Blue, orange, and yellow boxes indicate training, validation, and test data, respectively.

An HML decision tree model generated from the training data classified $\hat{y}^{(o)} = 1$ (positive) or $\hat{y}^{(o)} = 0$ (negative). For test performance, the individuals with $y^{(o)} = 1$ who were predicted to be positive were defined as true positives (TPs). The individuals with $y^{(o)} = 1$ who were predicted to be negative were defined as false negatives (FNs). In the same way, the individuals with $y^{(o)} = 0$ who were predicted to be positive or negative were defined as false positives (FPs) and true negatives (TNs), respectively. We calculated sensitivity, specificity, precision, accuracy, and $F1$ using these four outcomes as follows:

- Sensitivity $= \frac{TP}{TP + FN}$
- Specificity $= \frac{TN}{TN + FP}$
- Precision $= \frac{TP}{TP + FP}$
- Accuracy $= \frac{TP + TN}{TP + TN + FP + FN}$
- $F1 = 2 \times \frac{\text{Precision} \times \text{Sensitivity}}{\text{Precision} + \text{Sensitivity}}$ (2)

The conversion from MCI to AD dementia in each subject is presented as a time-to-event value, that is, the number of days from age at baseline to age at onset. In this study, we defined the data for the MCI subjects in whom MCI did not convert to AD dementia during the follow-up period as censored data. The log-rank test was performed to evaluate the differences in conversion among the MCI subtypes. The conversion rate at time $t$ ($CR_t$) was calculated by the following equation:

$$CR_t = 1 - \left( \frac{n_t - c_t}{n_t} \right)$$

where $n_t$ is the number at risk (the number of MCI subjects) at time $t$ and $c_t$ is the number of individuals with MCI who converted to AD dementia during the period from time $t-1$ to time $t$.

2.3.5. CART and random forest

We compared the prediction performance of HML with two different methods based on the decision tree: CART [21] and random forest [22] methods. The test performances by each method were calculated using the same training, validation, and test datasets used for the HML assessment based on Approach 2 (Figure 1B). For the CART method, we set the tree depth $d$ to a value ranging from two to six. The GridSearchCV function from the Python scikit-learn package [23] optimized the following parameters in CART: the maximum depth of the tree (2, 3, 4, 5, and 6); the criterion (the “Gini impurity” or the “information gain”); the minimum number of samples required to be at a leaf node (1,...,11); the minimum number of samples required to split an internal node (2,...,11); the random state (0,...,101); and the strategy used to choose the split at each node (“best” or “random”). For the CART method, classification rather than regression was used for binary classification to discriminate between AD or CN. For the random forest method, we used the RandomForestClassifier function from the Python scikit-learn package to implement the random forest method. We adopted the model with the highest $F1$ score on a validation data set and calculated the test performance of the adopted model on the test dataset.

2.3.6. MCI subtyping

For MCI subtyping, we focused on a decision tree generated by HML. As will be described in section 3.1, we found that the test performances of Approach 2, which trained AD and CN subjects, were better than Approach 1, which trained MCI subjects, in predicting conversion from MCI to AD. Therefore, a decision tree for MCI subtyping was generated using all AD and CN subjects according to Approach 2. We adopted the decision tree model with the highest $F1$ among the 2,500 models ($= 5 \times 500$ models with different initial values) generated from AD and CN subjects. The $F1$ score was calculated as the predictive accuracy of AD conversion using all MCI subjects.

2.4. Analyses of composite scores for cognitive domains

Multiple pairwise comparisons were performed with Tukey’s honest significant difference (HSD) test to verify the difference between the baseline scores across different subtypes. We performed linear mixed model (LMM) analyses to compare the associations between MCI subtype and cognitive function with increasing follow-up times. Subtype 2, which is mentioned in the following subsections, was used as the reference. The independent variables included MCI subtype, follow-up time, and the interactions between subtype and follow-up time. The covariates included age, sex, and years of education. The composite scores for cognitive function were used as dependent variables. The random factors included the intercept and follow-up time. Separate models were run for the four domains of cognitive function. We used the false discovery rate (FDR) method to correct for multiple testing.
3. Results

3.1. Test performance of a decision tree model obtained by HML

All test performances of Approach 2, which trained AD and CN subjects, were higher than those of Approach 1, which trained MCI subjects (Table 2) (see 2.3.4 in Materials and methods). These results suggested that a clear discrimination between AD and CN subjects (i.e., Approach 2) led to a more accurate prediction of conversion to AD than the discrimination of a subtle difference between subjects with MCI that converted to AD and those with MCI that did not convert (i.e., Approach 1).

To compare the prediction performance of HML with the other methods, we next evaluated the test performance of the CART and random forest methods, which are recognized as traditional decision tree methods. All test performances except for the specificity of the HML model (Approach 2) were significantly higher than those of the CART model (Table 2). On the other hand, the HML model showed comparable performance with the random forest method. In addition, the comparison of model complexities showed that the HML method resulted in significantly fewer leaf nodes (expert nodes in HML) than the CART method; thus, the HML method provided a more compact decision tree, improving part of the interpretability. We did not compare the number of leaf nodes based on the HML and random forest methods because random forest is a method that uses multiple decision trees. These analyses showed that HML is able to predict conversion to AD with a decision tree that is more interpretable than conventional methods and with the same or better performance than conventional methods.

3.2. Characteristics of each subtype

We next examined the subtype of patients with MCI using a decision tree generated by HML and characterized the identified subtypes. The decision tree generated using Approach 2 (with all data from 156 AD dementia patients and 305 CN individuals in this section) had five expert nodes (Fig. 2A). This decision tree divided subjects based on the presence or absence of APOE ε4 alleles, and subjects without APOE ε4 alleles were further divided into two groups based on entorhinal cortex volume. Subjects with APOE ε4 alleles were then divided into two groups: those with one APOE ε4 allele and those with two APOE ε4 alleles. Subjects with two APOE ε4 alleles were subsequently divided into two groups based on brain-ventricular volume. Individuals included in a particular expert node on a decision tree constitute a group of individuals with similar features. We then used this decision tree to classify the MCI individuals in our dataset into one of the five expert nodes. The 480 MCI subjects were divided as follows: 68 subjects were in subtype 1, 173 were in subtype 2, 188 were in subtype 3, 14 were in subtype 4, and 37 were in subtype 5 (Table 3). We compared the conversion rates of MCI to AD dementia in the subjects in each subtype to characterize each subtype (Fig. 2B and 2C). The Kaplan–Meier curves showed different conversion patterns across subtypes. Notably, 67.9 % of the MCI subjects in subtype 5 progressed to AD dementia within three years. On the other hand, the conversion rates in subtypes 1, 3, and 4 were moderate at approximately 40 %. Subtype 2 had a comparatively low conversion rate of 10.5 %.

To provide a more detailed characterization of each subtype, we compared the levels of 12 features used in the HML model among the subtypes (Fig. 3). Subtype 2 showed high levels of CSF Aβ(1–42) (Fig. 3A), suggesting low deposition of Aβ in the brain. In general, in AD dementia patients, there is the abnormal accumulation of Aβ produced in the brain resulting in senile plaques, which suppresses the efflux of Aβ from the brain to the CSF, and the amount of Aβ in the CSF decreases. On the other hand, Aβ does not accumulate in the brain in normal subjects; thus, the level of CSF Aβ appears to be higher in normal subjects than in AD dementia patients. The levels of CSF tau (CSF tTau, CSF pTau, tTau/Aβ(1–42) ratio, and pTau/Aβ(1–42) ratio), which indicate the degree of Aβ-dependent neurofibrillary tangles, were high in subtypes 4 and 5 (Fig. 3B–E). These biomarker patterns suggest that individuals classified into subtypes 4 and 5 have AD pathology in the brain. Subtype 1 had a high brain-ventricular volume (Fig. 3F), suggesting brain atrophy. This subtype also had low hippocampal, whole-brain and entorhinal cortex volumes, which is consistent with enlargement of the ventricles (Fig. 3G–H). Low hippocampal and entorhinal cortex volumes were also observed in subtype 5 (Fig. 3G and 3I). Regarding WMH volumes, which reflect white matter lesions caused by cerebral ischaemia, there were no differences across the subtypes (Fig. 3), implying that most MCI subjects in this study did not present with vascular dementia. A comparison of ages showed that subtypes 1 and 4 included older and younger MCI subjects, respectively (Fig. 3K).

Because the decision tree had gating nodes based on APOE ε4 allele numbers, the MCI subjects in subtypes 1 and 2 did not have any APOE ε4 alleles, which is a genetic risk factor, while the individuals in subtype 3 and those in subtypes 4 and 5 had one and two APOE ε4 alleles, respectively (Fig. 3L).

The overall trend is summarized in the spot matrix in Fig. 3M. Here, we considered features with a majority of MCI over the cut-off value to be abnormal in that subtype (yellow spots in Fig. 3M). The spot matrix characterized biological features of the subtypes that had the conversion rates shown in Fig. 2B and 2C: subtype 2, with no abnormalities (i.e., no yellow spots in

| Table 2 |

Test performance of each method.

| Method             | HML (Approach 1) | HML (Approach 2) | CART       | Random forest |
|--------------------|------------------|------------------|------------|---------------|
| Sensitivity        | 0.574 ± 0.079    | 0.765 ± 0.011    | 0.682 ± 0.024 (p=0.003) | 0.725 ± 0.012 (p=0.23) |
| Specificity        | 0.848 ± 0.036    | 0.825 ± 0.008    | 0.906 ± 0.011 (p=0.221) | 0.834 ± 0.005 (p=0.685) |
| Precision          | 0.694 ± 0.055    | 0.695 ± 0.010    | 0.658 ± 0.011 (p=0.014) | 0.705 ± 0.005 (p=0.710) |
| Accuracy           | 0.760 ± 0.037    | 0.792 ± 0.006    | 0.760 ± 0.008 (p=0.002) | 0.795 ± 0.003 (p=0.956) |
| F1                 | 0.610 ± 0.039    | 0.721 ± 0.008    | 0.636 ± 0.015 (p=0.001) | 0.713 ± 0.006 (p=0.853) |
| # of leaf nodes    | 3.8 ± 1.095      | 4.2 ± 0.236      | 26.2 ± 2.145 (p=0.001) | – |

Each value shows mean ± SE of performances obtained from 5-fold CV.

1Tukey's HSD tests were performed on three groups: HML (Approach 2), CART, and random forest, and the p-value between HML and the corresponding algorithm is shown.

2The p-value between HML (Approach 2) and CART by Student's t-test is shown.
had a low conversion rate; subtype 1, with some brain atrophy, and subtypes 3 and 4, with abnormalities in CSF biomarkers, had moderate conversion rates; and subtype 5, with both CSF biomarker abnormalities and brain atrophy, had a high conversion rate.

3.3. Cognitive function in each subtype

To examine the differences in cognitive function among the subtypes identified in the previous section and their changes over time, we first compared the four composite scores for memory, Fig. 2. The HML-based decision tree classifies the MCI subjects into five subtypes. (A) Decision tree model generated by HML. The dotted lines in each gating node represent each threshold. The numbers in yellow and green areas of each pie chart indicate the number of subjects with CN and AD, respectively. (B) Conversion rates over time for each MCI subtype (p = 4.62e-15 in the log-rank test). (C) Conversion rates within three years for each MCI subtype. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
executive function, language, and visuospatial function at baseline among the subtypes. Comparisons among the subtypes showed that the three scores (the memory, executive function, and language scores) other than the visuospatial function scores were significantly higher in subjects with subtype 2 than in subjects with the other subtypes (Fig. 4A, 4D, 4G, and 4J). We next examined the trajectories of these scores during the follow-up time. We used subject 2 (no abnormalities) as the reference to compare the association between the follow-up time and each score. The memory and executive function scores in subtypes 1, 3, 4, and 5 declined significantly more steeply over time than those in subtype 2 (Fig. 4C, 4F, 4I, and 4L; Figures S2 and S3). The relative decline in subtype 5 consistently showed the most rapid decreases in all scores. In addition, subtype 1 exhibited slower declines than subtypes 3, 4, and 5, particularly for memory and executive function scores. These results show that the rate of exacerbation of cognitive decline differs depending on the subtype.

3.4. Neuronal dysfunction and the inflammatory response in each subtype

To investigate the phenomena occurring in the brains of individuals belonging to each subtype, we next examined the levels of CSF proteins reflecting neuronal injury, synaptic dysfunction, and inflammation within the brain. CSF markers were measured in the following subjects: 10 subjects in subtype 1, 18 in subtype 2, 26 in subtype 3, and 8 in subtype 5. These CSF markers were not measured in any of the subjects in subtype 4. Levels of the neuronal injury marker VILIP-1 and the synaptic dysfunction markers SNAP-25 and NGRN increased across subtypes in the following order (from lowest to highest levels): 1, 2, 3, and 5 (Fig. 5A-C). VILIP-1 and SNAP-25 levels in subtypes 3 and 5 were significantly higher than those in subtypes 1 or 2 (Fig. 5A and 5B). On the other hand, the level of the inflammation marker YKL-40 was highest in subtype 5 (Fig. 5D). These findings suggest that the accumulation of Aβ and tau proteins within the brain leads to neuronal dysfunction followed by an inflammatory response. Additionally, as we will mention in the Discussion, CSF markers such as VILIP-1 reflect Aβ- and tau-induced neuronal cell death. Therefore, these markers might not have been elevated in subtype 1.

4. Discussion

We classified MCI subjects into subtypes using a highly interpretable decision tree. Our decision tree model predicted the MCI subjects in whom MCI converted to AD dementia with predictive accuracy comparable to that of the random forest method. Furthermore, the decision tree model divided the MCI subjects into five subtypes based on the characteristics reflected in their multimodal data. Detailed analysis showed a relationship between the speed of conversion to AD for each subtype and its biological characteristics, including CSF biomarkers and indicators of brain atrophy and inflammation.

Our final decision tree model was explained by only three features: brain-ventricular volume, entorhinal cortex volume, and dosage of APOE e4 alleles, even though we used various biological data, including CSF biomarkers, brain imaging, and genomic data (Fig. 2A). This means that we can classify MCI subjects into subtypes by only MRI data and APOE e4 alleles genotyped from blood without the need for lumbar puncture spinal fluid collection, which is associated with the risk of headache and nausea. This is due to the benefit that HML provides a sophisticated classification system by automatically performing dimensionality reduction from multimodal data. In addition, the decision tree divided the subjects into three groups based on the dosage of APOE e4 alleles: the APOE e4 noncarrier group, heterozygous carrier group, and homocarrier group. HML was able to naturally classify subjects according to their genetic background, suggesting that HML can apply to other genetic diseases.

The MCI subjects were categorized into three main groups in terms of AD conversion: MCI subjects with low conversion rates (subtype 2), who appeared similar to CN subjects; MCI subjects with moderate conversion rates (subtypes 1, 3, and 4); and MCI subjects with high conversion rates (subtype 5), who appeared similar to AD dementia patients. Our decision tree classified the MCI subjects with two copies of APOE e4 alleles and more than 0.01575 of the normalized brain-ventricular volume into subtype 5 and predicted a high AD conversion risk. MCI subjects in subtype 5 may benefit from early intervention.

Furthermore, the group with moderate conversion rates was separated into two groups based on the presence of CSF biomarker abnormalities (subtypes 3 and 4) or brain atrophy (subtype 1). One of the differences among these subtypes was the presence or absence of APOE e4 alleles (Fig. 3L). APOE e4 alleles have been found to lead to Aβ and tau accumulation in the brain [24–27], consistent with our results. Nettiksimmons et al. classified 139 cases of amnestic MCI in the ADNI into four subtypes using MRI data, CSF biomarker data, and serum biomarker data [28]. These subtypes included a CN-like subtype and an AD-like subtype. In addition, the remaining two subtypes showed moderate AD conversion rates. Of these two subtypes with moderate conversion rates, one
subtype showed abnormal Aβ and tau levels and had typical AD features. However, the other subtype showed abnormal Aβ levels and brain atrophy but normal tau. This subtype deviates from typical AD and is similar to the subtype 1 we identified. Our results support that MCI has heterogeneity and does not always show consistent ordering to AD.

Recently, the AT(N) system has been proposed to elucidate the heterogeneity of AD by subdividing the pathological condition from the viewpoint of amyloid (A), tau (T), and neurodegeneration (N) [29]. A cohort study in Amsterdam showed that cognitive function varied across different AT(N) profiles [30]. Based on the AT(N) system, the MCI subjects in subtype 1 were A-T-N+, the subjects in...
Fig. 4. Cognitive function in each subtype. (A, D, G, J) Comparison of the cognitive function at baseline among subtypes. Higher composite scores in each cognitive domain were indicative of higher cognitive function. Multiple pairwise comparisons were performed with Tukey’s HSD tests to verify the differences in scores between subtypes. (B, E, H, K) Longitudinal changes in cognitive function by subtype. Each trajectory is indicated by a linear regression line. The error bars represent the 95% confidence intervals. (C, F, I, L) Cognitive decline over time compared with cognitive function in subtype 2. The bar plots represent the interactions between subtypes and follow-up time, as estimated by the linear mixed model (LMM) with subtype 2 as the reference. *p < 0.05, **p < 0.01, ***p < 0.001.
Comparisons were performed with Tukey’s HSD tests to verify the differences in CSF levels between subtypes. *p < 0.05, **p < 0.01, ***p < 0.001.

Subtypes 3 and 4 showed high levels of CSF markers for neuronal and synaptic injury, namely, VILIP-1 and SNAP-25 (Fig. 5A and 5B). The levels of these markers gradually increased with the dosages of APOE ε4 alleles, consistent with the findings of recent studies reporting associations between these markers and APOE ε4 [37,38]. On the other hand, CSF levels of the inflammation marker YKL-40 were increased only in subtype 5 (levels were not assessed in subtype 4) (Fig. 5D).

In summary, our results suggest that stratification by APOE ε4 may be helpful in the design of clinical trials for MCI subjects. MCI subjects without the APOE ε4 allele and with progressive brain atrophy should be excluded from clinical trials because they may progress to neurodegenerative diseases other than AD in the future. One type of SNAP associated with the A-T-N+ classification that should be considered is limbic-predominant age-related TDP-43 encephalopathy (LATE) [33]. Validation using other biomarkers of neurodegenerative diseases, including the TDP-43 protein, will reveal the pathology of subtype 1 more clearly.

In this study, we succeeded in classifying MCI subjects into subtypes using highly interpretable decision trees (i.e., few leaf nodes) generated by the HML approach. Our study identified subtypes with characteristics similar to those of typical AD and identified one subtype in which MCI was likely to convert to other neurodegenerative diseases. These findings imply that the inclusion of additional pathological information can enable a more precise prediction of the onset or progression of a wide variety of neurodegenerative diseases. Moreover, we developed a decision tree model to predict conversion to AD dementia. Although the overall performance of the model can potentially be improved, focusing on

**Fig. 5.** Levels of the CSF neuronal and synaptic injury markers VILIP-1 (A), SNAP-25 (B), and NGRN (C) and the inflammatory response marker YKL-40 (D). Multiple pairwise comparisons were performed with Tukey’s HSD tests to verify the differences in CSF levels between subtypes. *p < 0.05, **p < 0.01, ***p < 0.001.
specific subtypes in which conversion to AD dementia can be predicted with the most accuracy, e.g., subtype 5, in which the prediction was made with high precision) could enable more efficient clinical trials to be conducted.
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