Abstract—Federated learning (FL) is an emerging paradigm for training machine learning models using possibly private data available at edge devices. The distributed operation of FL gives rise to challenges that are not encountered in centralized machine learning, including the need to preserve the privacy of the local datasets, and the communication load due to the repeated exchange of updated models. These challenges are often tackled individually via techniques that induce some distortion on the updated models, e.g., local differential privacy (LDP) mechanisms and lossy compression. In this work we propose a method coined joint privacy enhancement and quantization (JoPEQ), which jointly implements lossy compression and privacy enhancement in FL settings. In particular, JoPEQ utilizes vector quantization based on random lattice, a universal compression technique whose byproduct distortion is statistically equivalent to additive noise. This distortion is leveraged to enhance privacy by augmenting the model updates with dedicated multivariate privacy preserving noise. We show that JoPEQ simultaneously quantizes data according to a required bit-rate while holding a desired privacy level, without notably affecting the utility of the learned model. This is shown via analytical LDP guarantees, distortion and convergence bounds derivation, and numerical studies. Finally, we empirically assert that JoPEQ demolishes common attacks known to exploit privacy leakage.
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I. INTRODUCTION

The unprecedented success of deep learning highly relies on the availability of data, often gathered by edge devices such as mobile phones, sensors, and vehicles. As such, data may be private, and there is a growing need to avoid leakage of private data while still being able to use it for training neural networks. Federated learning (FL) [2], [3], [4], [5] is an emerging paradigm for training on edge devices, exploiting their computational capabilities [6]. FL avoids sharing the users’ data, as training is performed locally with periodic centralized aggregations of the models orchestrated by a server.

Learning in a federated manner is subject to several core challenges that are not encountered in traditional centralized machine learning [4], [5]. These include a repeated exchange of highly parameterized models between the server and the devices, possibly over rate-limited channels, notably loading the communication infrastructure and often resulting in considerable delays [7]. An additional challenge stems from the need to guarantee that the exchanged models preserve privacy with respect to the local datasets. It was recently shown that while learning on the edge does not involve data sharing, one can still extract private information, or even reconstruct the raw data, from the exchanged models updates, if these are not properly protected [8], [9], [10], [11].

Various methods have been proposed to tackle the above challenges: The communication overhead is often relaxed by reducing the volume of the model updates via lossy compression. This can be achieved by having each user transmit only part of its model updates by sparsifying or sub-sampling [12], [13], [14], [15], [16], [17]. An alternative approach discretizes the model updates via quantization, such that it is conveyed using a small number of bits [18], [19], [20], [21], [22], [23].

As for privacy preservation, the LDP framework is commonly adopted. LDP quantifies privacy leakage of a single data sample when some function of the local datasets, e.g., a trained model, is publicly available [24]. LDP can be boosted by corrupting the model updates with privacy preserving noise (PPN) [25], via splitting/shuffling [26] or dimension selection [27], and by exploiting the noise induced when communicating over a shared wireless channel [28], [29]. In [30] a user-level differential privacy framework is proposed, and a theoretical convergence upper-bound is further constructed, revealing the existence of an optimal number of communication rounds to achieve the best learning performance. Prior works also studied the trade-offs between user privacy, utility, and transmission rate; providing utility [24] and convergence [31] bounds, while [32] provides a comprehensive, re-usable measurement methodology to quantify the trade-offs between robustness/privacy and utility in differentially private FL.

Several recent studies consider both challenges of compression and privacy in FL. The works [33], [34] quantize the local gradient with a differentially private 1-bit compressor. That is, the probability of each coordinate of the gradients to be encoded into one of two possible dictionary words is designed to satisfy the Gaussian mechanism; thus the communication burden is reduced while differential privacy (DP) is simultaneously guaranteed. However, these methods utilize fixed 1-bit quantizers, and cannot be configured into adaptable communication budget once available. In [35], the authors combine privacy and compression...
by converting the distortion induced by random lattice coding into a Gaussian noise which holds DP. To do so, they perturb the gradient by Gaussian noise prior to quantization, and the overall procedure then holds DP according to composition theorem of DP. The above works consider DP enhancements, providing users with privacy guarantees from untruthful adversaries, but fail to do so for a potential untrusted FL third-party server; as can be guaranteed by LDP.

The recent work [36] proposed a compression method that holds LDP. This scheme, referred to in [36] as Minimum Variance Unbiased (MVU), utilizes dithered quantization to first transform the model updates into discrete-valued representations, that are subsequently perturbated to hold LDP. Yet, this scheme does not leverage the distortion already induced by quantization to enhance privacy via a joint design, but rather tackles each challenge separately in a cascaded fashion. Furthermore, the existing methods all individually perturb each sample of the model updates, thus not leveraging inter-sample correlations to enhance privacy. The fact that both compression and LDP enhancement typically involve the addition of some distortion to the model updates vector via, e.g., quantization or PPN, motivates the study of unified multivariate schemes for jointly boosting LDP and compression while maintaining the system utility in FL.

In this work we propose a dual-function mechanism for enhancing privacy while compressing the model updates in FL. Our proposed JoPEQ utilizes universal vector quantization techniques [37], [38], building upon their ability to transform the quantization distortion into an additive noise term with controllable variance regardless of the quantized data. We harness the resulting distortion as means to contribute to LDP enhancement, combining it with a dedicated additive PPN mechanism. For the latter, we specifically employ the highly useful yet less common approach of multivariate PPN [39], which can be naturally incorporated into established low-distortion vector quantization techniques. JoPEQ results in the local models recovered by the server simultaneously satisfying both desired LDP guarantees as well as bit-rate constraints, and does so without notably affecting the utility of the learned model. This is theoretically validated by both analytical LDP guarantees and convergence bound derivation. These findings are also consistently observed in our numerical study, which considers the federated training of different model architectures.

We design JoPEQ by extending the recently proposed FL quantization method of [21], which employs subtractive dithered quantization (SDQ) using randomized lattices for the local model weights. JoPEQ combines SDQ with a low-power PPN, carefully designed to yield an output that realizes an established LDP mechanism. We consider the multivariate multivariate t-distribution mechanism as well as the common scalar Laplace mechanism; both result in the local models being simultaneously quantized and private. We prove that the information recovered at the server side rigorously satisfies LDP guarantees, and characterize the regimes for which privacy can be achieved based solely on SDQ, i.e., while adding only a negligible level of artificial noise. Our numerical results demonstrate that JoPEQ achieves a lower level of overall distortion and yields more accurate models compared to using separate independent mechanisms for achieving compression and privacy, as well as to the scheme of [36]. Furthermore, we empirically demonstrate that JoPEQ is privacy preserving by demolishing the deep leakage from gradients (DLG) [8] and improved deep leakage from gradients (iDLG) [9] model inversion attacks, known to exploit privacy leakage and recover data samples from model updates.

The rest of this paper is organized as follows: Section II briefly reviews the FL system model and related preliminaries in quantization and privacy. Section III presents JoPEQ, theoretically analyzes its LDP guarantees and compression properties, deriving its distortion and convergence bounds. JoPEQ is numerically evaluated in Section IV, while Section V provides concluding remarks.

Throughout this paper, we use boldface lower-case letters for vectors, e.g., \( \mathbf{x} \), boldface upper-case letters for matrices, e.g., \( \mathbf{X} \), and calligraphic letters for sets, e.g., \( \mathcal{X} \). The stochastic expectation, trace, variance, and \( \ell_1, \ell_2 \) norms are denoted by \( \mathbb{E}\{\cdot\}, \text{tr}(\cdot), \text{Var}(\cdot) \) and \( \| \cdot \|_1, \| \cdot \|_2 \) respectively, while \( \mathbb{C} \) and \( \mathbb{R} \) are the sets of complex and real numbers, respectively.

## II. SYSTEM MODEL AND PRELIMINARIES

In this section we present the system model of FL with quantization and LDP constraints. We begin by recalling some relevant basics in FL and quantization in Subsections II-A-II-B respectively, after which we provide LDP preliminaries in Section II-C, and formulate our problem in Section II-D.

### A. Federated Learning

In FL, a server trains a model parameterized by \( \mathbf{w} \in \mathbb{R}^m \) using available data at a group of \( K \) users indexed by \( 1, \ldots, K \). These datasets, denoted by \( \mathcal{D}_1, \ldots, \mathcal{D}_K \), are assumed to be private. Thus, as opposed to conventional centralized learning where the server can use \( \mathcal{D} = \bigcup_{k=1}^K \mathcal{D}_k \) to train \( \mathbf{w} \), in FL the users cannot share their data with the server. Let \( F_k(\mathbf{w}) \) be the empirical risk of a model \( \mathbf{w} \) evaluated over the dataset \( \mathcal{D}_k \). The training goal is to recover the \( m \times 1 \) optimal weights vector \( \mathbf{w}^{\text{opt}} \) satisfying

\[
\mathbf{w}^{\text{opt}} = \arg \min_{\mathbf{w}} \left\{ F(\mathbf{w}) = \sum_{k=1}^K \alpha_k F_k(\mathbf{w}) \right\},
\]

where the averaging coefficients are typically set to \( \alpha_k = \frac{|\mathcal{D}_k|}{|\mathcal{D}|} \).

Generally speaking, FL involves the distribution of a global model to the users. Each user locally trains this global model using its own data, and sends back the model update [5]. The users thus do not directly expose their private data as training is performed locally. The server then aggregates the models into an updated global model and the procedure repeats iteratively.

Arguably the most common FL scheme is federated averaging (FedAvg) [2], where the server updates the global model by averaging the local models. Letting \( \mathbf{w}_t \) denote the global parameters vector available at the server at time step \( t \), the server shares \( \mathbf{w}_t \) with the users, who each performs \( \tau \) training iterations using its local \( \mathcal{D}_k \) to update \( \mathbf{w}_t \) into \( \mathbf{w}_t^{k,\tau} \). The user then shares with the server the model update, i.e., \( \mathbf{h}_t^{k,\tau} = \mathbf{w}_t^{k,\tau} - \mathbf{w}_t \). The server
in turn sets the global model to be
\[ w_{t+1} \triangleq w_t + \sum_{k=1}^{K} \alpha_k h_{i_t}^k = \sum_{k=1}^{K} \alpha_k w_{t+1}, \]  
where it is assumed for simplicity that all users participate in each FL round. The updated global model is again distributed to the users and the learning procedure continues.

When the local optimization at the users side is carried out using stochastic gradient descent (SGD), then FedAvg specializes the local SGD method [40]. In this case, each user of index \( k \) sets \( w_t^k = w_t \), and updates its local model via
\[ w_{t+1}^k = w_t^k - \eta_k \nabla F_k^t (w_t^k), \]
where \( i_t^k \) is the sample index chosen uniformly from \( \mathcal{D}_k \), and \( \eta_k \) is the step-size. The fact that FL involves the users sharing their updated local models \( w_{t+1}^k \) with the server gives rise to the core challenges in terms of communication overload and privacy considerations. This motivates the incorporation of quantization and privacy enhancement techniques, discussed in the following subsections.

B. Quantization Preliminaries

Vector quantization is the encoding of a set of continuous-amplitude quantities into a finite-bit representation [41]. The design of vector quantizers often relies on statistical modelling of the vector to be quantized [42, Ch. 23], which is likely to be unavailable in FL [21]. Vector quantizers which are invariant of the underlying distribution are referred to as \textit{universal vector quantizers}; a leading approach to implement such quantizers is based on lattice quantization [37].

\textbf{Definition II.1 (Lattice Quantizer):} A lattice quantizer of dimension \( L \in \mathbb{Z}^+ \) and generator matrix \( G \in \mathbb{R}^{L \times L} \) maps \( x \in \mathbb{R}^L \) into a discrete representation \( Q_L(x) \) by selecting the nearest point in the lattice \( L \triangleq \{ G l : l \in \mathbb{Z}^L \} \), i.e.,
\[ Q_L(x) = \arg \min_{z \in L} \| x - z \|_2. \]

To apply \( Q_L \) to a vector \( x \in \mathbb{R}^{ML} \), it is divided into \( [x_1, \ldots, x_M]^T \), and each sub-vector is quantized separately. A lattice \( L \) partitions \( \mathbb{R}^L \) into cells centered around the lattice points, where the basic cell is \( \mathcal{P}_0 = \{ x : Q_L(x) = 0 \} \). The number of lattice points in \( L \) is countable but infinite. Thus, to obtain a finite-bit representation, it is common to restrict \( L \) to include only points in a given sphere of radius \( \gamma \), and the number of lattice points dictates the number of bits per sample \( R \). An event in which the input does not reside in this sphere is referred to as \textit{overloading}, and quantizers are typically designed to avoid this [41]. In the special case of \( L = 1 \) with \( G = \Delta_Q > 0 \), \( Q_L(\cdot) \) specializes conventional scalar uniform quantization \( Q(\cdot) \).

\textbf{Definition II.2 (Uniform Quantizer):} A mid-tread scalar uniform quantizer with support \( \gamma \) and spacing \( \Delta_Q \) is defined as
\[ Q(x) = \begin{cases} \frac{x + \frac{1}{2}}{\Delta_Q} & \text{if } x < \gamma \, \text{sign}(x) \cdot \gamma & \text{else}, \end{cases} \]
where \( R = \log_2(2\gamma/\Delta_Q) \) bits are used to represent \( x \).

The straightforward application of lattice quantization yields a distortion term \( e \triangleq Q_L(x) - x \) that is deterministically determined by \( x \). It is thus often combined with \textit{probabilistic quantization} techniques, and particularly with dithered quantization (DQ) and SDQ [43, 44], defined below:

\textbf{Definition II.3 (DQ):} The dithered lattice quantization of \( x \in \mathbb{R}^L \) is given by
\[ Q_L^D(x) = Q_L(x + d), \]
where \( d \) denotes the dither signal, which is independent of \( x \) and is uniformly distributed over the basic lattice cell \( \mathcal{P}_0 \).

\textbf{Definition II.4 (SDQ):} The subtractive dithered lattice quantization of \( x \in \mathbb{R}^L \) is given by
\[ Q_L^{SDQ}(x) = Q_L^D(x) - d = Q_L(x + d) - d. \]

A key property of SDQ stems from the fact that its resulting distortion can be made independent of the quantized value. This arises from the following theorem, stated in [38, 44]:

\textbf{Theorem II.5:} For a set of \( L \times 1 \) vectors \( \{ x_i \}_{i=1}^M \) within the lattice support, i.e., \( \Pr(||x_i|| \leq \gamma) = 1 \), the distortions \( e_i \triangleq Q_L^D(x_i) - x_i \) are i.i.d., uniformly distributed over \( \mathcal{P}_0 \) and mutually independent of \( \{ x_i \}_{i=1}^M \).

Theorem II.5 implies that when the quantizer is not overloaded, the distortion induced by SDQ can be effectively modeled as white noise uniformly distributed over \( \mathcal{P}_0 \). It also indicates that, for any input distribution satisfying \( \Pr(||x_i|| \leq \gamma) = 1 \), SDQ with multivariate lattice quantization yields distortion with lesser variance compared to uniform scalar quantizers with the same number of bits per sample [38].

C. Local Differential Privacy Preliminaries

One of the main motivations for FL is the need to preserve the privacy of the users’ data. Nonetheless, the concealment of the dataset of the \( k \)th user, \( \mathcal{D}_k \), in favor of sharing the weights trained using this data \( w_t^k \) was shown to be potentially leaky [8, 9, 10, 11]. Therefore, to satisfy the privacy requirements of FL, initiated privacy mechanisms are necessary [33].

Considering a users-server setting, privacy is commonly quantified in terms of DP [45, 46] and LDP [47, 48]. While both provide users with privacy guarantees from untruthful adversaries, the former further assumes a trusted third-party server. As this assumption does not necessarily hold for FL, to alleviate the privacy concerns of each user, the widely accepted and highly adopted framework in the private FL area of study is that of LDP [24, 26, 27, 28, 32, 48, 49, 50, 51]. Therefore, LDP is also considered in this work, and defined as follows:

\textbf{Definition II.6 (ε-LDP [49]):} A randomized mechanism \( M \) satisfies ε-LDP if for any pairs of input values \( v, v' \) in the domain of \( M \) and for any possible output \( y \) in it, it holds that
\[ \Pr[M(v) = y] \leq e^\varepsilon \Pr[M(v') = y]. \]

Definition II.6 can be interpreted as a bundle between stochasticity and privacy: if two different inputs are probable (up to some margin or privacy budget) to be associated with the same algorithm output, then privacy is preserved as each data sample is
not uniquely distinguishable. A smaller $\epsilon$ means stronger privacy protection, and vice versa. A common mechanism to achieve $\epsilon$-LDP is based on Laplacian PPN. By letting Laplace($\mu$, $b$) be the Laplace distribution with location $\mu$ and scale $b$, the Laplace mechanism is defined as follows:

**Theorem II.7 ([52]):** Given any function $f : D \rightarrow \mathbb{R}^d$ where $D$ is a domain of datasets, the Laplace mechanism defined as

$$
\mathcal{M}_{\text{Laplace}}(f(x), \epsilon) = f(x) + [z_1, \ldots, z_d]^T,
$$

(9)

is $\epsilon$-LDP. In (9), $z_i \sim \text{Lap}(0, \Delta f/\epsilon)$, i.e., its probability density function evaluated at a realization $x \in \mathbb{R}$ given by

$$
\text{Laplace}(x \mid 0, \Delta f/\epsilon) = \frac{1}{2\Delta f/\epsilon} \exp\left(-\frac{|x|}{\Delta f/\epsilon}\right),
$$

while

$$
\Delta f \triangleq \max_{x,y \in D} \|f(x) - f(y)\|_1.
$$

Theorem II.7 concerns multivariate data, yet uses i.i.d. univariate Laplace random perturbations applied to each entry separately. However, one can achieve LDP guarantees using statistically correlated PPN distributions, which further lower the overall added distortion while keeping the privacy budget unchanged [39], [53], [54], [55]. This is achieved using high-dimensional privacy preserving mechanisms, engaging multivariate PPNs. While the straightforward multivariate Laplacian PPN fails to satisfy $\epsilon$-LDP when $d > 1$ [39], one can guarantee privacy by introducing multivariate perturbations obeying the $t$-distribution. In particular, letting $t^d_\nu((\mu, \Sigma))$ denote the $d$-dimensional $t$-distribution with location, scale matrix, and degrees-of-freedom $\mu$, $\Sigma$, and $\nu$ respectively, such a PPN satisfies LDP guarantees as stated in the following theorem:

**Theorem II.8 ([39]):** Given any function $f : D \rightarrow \mathbb{R}^d$, define

$$
\mathcal{M}^{\text{t-dist}}(f(x), \epsilon) = f(x) + t; \quad t \sim t^d_\nu((\mu, \Sigma)).
$$

(10)

Then, $\mathcal{M}^{\text{t-dist}}$ satisfies $\epsilon$-LDP, for

$$
\exp(\epsilon) = \left[ \frac{1+c^2/\nu}{1+(c-\Delta)^2/\nu} \right]^{(v+d)/2}; \quad c \triangleq \frac{(\Delta + \sqrt{\Delta^2 + 4\nu})}{2},
$$

(11)

where here

$$
\Delta \triangleq \max_{x,y \in D} \|\Sigma^{-1/2}(f(x) - f(y))\|; \quad \nu > 2.
$$

In (10), the multivariate $t$-distribution is defined by its probability density function, which for a realization $x \in \mathbb{R}^d$ is evaluated as

$$
t^d_\nu(x \mid \mu, \Sigma) = \frac{\Gamma((\nu + d)/2)}{\Gamma(\nu/2)\nu^{d/2}\pi^{d/2}|\Sigma|^{1/2}} \times \left[1 + \frac{1}{\nu}(x - \mu)^T \Sigma^{-1} (x - \mu)\right]^{-(\nu+d)/2},
$$

in which $\Gamma(\cdot)$ denotes the Gamma function.

The mapping (10) is referred to as multivariate $t$-distribution mechanism. Both Laplace and multivariate $t$-distribution mechanisms use PPN to guarantee privacy. While the former is more commonly used in FL, e.g., [50], the latter further leverages the ability to jointly process multivariate data to enable privacy enhancement with both lower $\ell_2$-norm sensitivity (Laplace mechanism employs the higher $\ell_1$-norm sensitivity) and lower power perturbations [39].

**D. Problem Formulation**

Our goal is to design a mechanism which jointly meets both quantization and privacy constraints in FL. Since users are unlikely to have prior knowledge of the model parameters distribution, we are interested in methods which are universal. Such schemes can be formulated as mappings of the local updates $h^k_t \in \mathbb{R}^d$ at the $k$th user into $h^k_t \in \mathbb{R}^d$ available at the server, while meeting the following requirements:

- **R1 Privacy:** the mapping of $h^k_t$ into $h^k_t$ must be $\epsilon$-LDP with respect to $D_k$ for a given privacy budget $\epsilon$.
- **R2 Compression:** the conveying of $h^k_t$ from the user to the server should involve at most $R$ bits per sample.
- **R3 Universality:** the scheme must be invariant to the distribution of $h^k_t$.

Notice that in R1 we are focusing on achieving LDP in each communication round. In principle, one can use a per-round privacy level to formulate an overall privacy guarantee after a given amount of rounds via the composition theorem [56, Thm. III.1.], which implies that the overall privacy level after $T$ rounds would be at most $T \cdot \epsilon$. Nonetheless, recent works have shown that by additional processing, one can translate per-round privacy into an overall multi-round privacy level, obtaining an overall privacy budget depending on $\epsilon$ which does not linearly grow with the number of rounds [26]. For these reasons we formulate our privacy budget as in R1.

Evidently, requirements R1–R3 can be satisfied by first adding PPN to meet R1, followed by universal quantization to satisfy R2–R3, as both techniques are invariant to the distribution of $h^k_t$. However, these FL quantization and privacy boosting schemes can be modelled as corrupting the weights with some random noise (e.g., Thm. II.5 for SDQ, Thm. II.7 for Laplace mechanism, and Thm. II.8 for multivariate $t$-distribution mechanism). Thus, using separate mechanisms may result in an overall noise which degrades the accuracy of the trained model beyond that needed to meet R1–R3. Based on these observations, in the sequel we study a joint design.

**III. JOINT PRIVACY ENHANCEMENT AND QUANTIZATION**

In this section we introduce JoPEQ, deriving its steps in Section III-A, after which we provide an analysis and discuss its properties in Subsections III-B–III-C, respectively.

**A. JoPEQ**

We design JoPEQ to exploit the inherent stochasticity of probabilistic quantized FL to enhance privacy, relaxing the need to manually introduce possibly dominant PPN separately. We employ lattice quantization as our compression method due to its universality, as required by R3, and the ability to
translate its distortion into noise that can contribute to privacy enhancement via SDQ. We thus tackle both FL challenges of communication overload and privacy consideration simultaneously by employing the unique distortion properties of SDQ for implementing established privacy enhancing mechanisms. This is achieved by first corrupting the model updates $h^k_t$ with a low-power PPN followed by compressing via SDQ. The PPN is carefully designed such that the local model available at the server holds a desirable LDP preserving mechanism, e.g., multivariate $t$-distribution mechanism or Laplace mechanism, yielding an output that is both quantized and privacy preserving.

JoPEQ is divided into two main stages of encoding and decoding, carried out by the user and the server, respectively, with a preliminary initialization stage conducted when the FL procedure commences. These steps are detailed below and illustrated in Fig. 1. As the mechanism description is identical for each of the local users participating in the FL process, we henceforth focus only on the $k$th user.

1) Initialization: The first step sets of the privacy budget $\epsilon$, dictated by the application requirements, and the compression scheme parameters, that are based on [21]. The latter includes sharing a common seed $s_k$ between each user and the server, that serves as a source of common randomness; fixing the lattice dimension $L$ and its radius $\gamma$; and forming the generator matrix $G$ (that dictates the lattice $\mathcal{L}$ and its basic cell $\mathcal{B}_0$), which is determined by the bit-rate $R$ [57, Ch. 2].

2) Encoding: The encoding stage takes place at the user sides when the round of local training is finished and the model updates $h^k_t$ are ready to be transmitted. The updates are encoded into finite bit representations using a combination of SDQ and the addition of a carefully designed PPN to result with an $\epsilon$-LDP mechanism.

Quantization: JoPEQ builds upon the compression scheme of [21], which is implemented via scaling followed by SDQ (Def. II.4) with lattice quantization (Def. II.1). In particular, this operation involves the scaling of $h^k_t$ by a coefficient $\zeta^k_t$ and its division into $M \triangleq \left[ \frac{2^L}{\gamma^L} \right]$ distinct $L \times 1$ sub-vectors, applying the $L$-dimensional lattice quantizer on each $\langle \zeta^k_t h_{t,i}^k \rangle_{i=1}^M$. The scaling coefficient $\zeta^k_t$ guarantees that the quantizer is unlikely to be overloaded, i.e., that the sub-vectors lie inside the unit $L$-ball with high probability. A candidate setting is thus $\zeta^k_t = \left( \frac{1}{\sqrt{M} \cdot ||h^k_t||} \right)^{-1}$, approaching three times the standard deviation of the sub-vectors when they are zero-mean and i.i.d., thus assuring no overloading with probability of over 88% by Chebyshev’s inequality [58].

To implement SDQ, the user randomizes the dither signals $d^k_t \in \mathbb{R}^L$ independently of $h^k_t,i$ for each $i \in \{1, \ldots, M\}$, where $d^k_t$ is uniformly distributed over $\mathcal{B}_0$. Unlike [21], which considers solely compression, JoPEQ does not directly quantize $h^k_{t,i}$, but rather first distorts it with PPN $n^k_i$ for enhancing privacy. The vectors which are conveyed from the $k$th user to the server are thus $\{Q_c(\zeta^k_t h_{t,i}^k + d^k_t + n^k_i)\}_{i=1}^M$ at a bit-rate of at most $R$ bits per sample due the lattice quantizer $Q_c(\cdot)$; the associated overhead in conveying the scalar $\zeta^k_t$ is assumed to be negligible compared to conveying $h^k_t$.

Privacy enhancement: The PPN signals $\{n^k_i\}_{i=1}^M$ are randomized by the $k$th user. Unlike the dither, which the server can also generate with the shared seed, the PPN uses a local seed and thus cannot be recreated by the server. The PPN $n^k_i$ is generated for each $i \in \{1, \ldots, M\}$ in an i.i.d. fashion from a multivariate distribution with the characteristic function $\Phi_n : \mathbb{R}^L \mapsto \mathbb{C}$. We propose two settings for $\Phi_n$ in Theorems III.1–III.2, for which JoPEQ realizes a multivariate $t$-distribution mechanism and a Laplace mechanism, respectively.

3) Decoding: The server receives the DQ of $\{\zeta^k_t h_{t,i}^k + n^k_i\}_{i=1}^M$, which can be modeled as a distorted scaled version of $\{h_{t,i}^k\}_{i=1}^M$. Since the server has access to the shared seed $s_k$ used to generate the dither and also to the scaling coefficient $\zeta^k_t$, this distortion can reduced by implementing SDQ [44] and re-scaling. This results in the server obtaining $\hat{h}^k_{t,i}$ as the scaling of $\{h_{t,i}^k\}_{i=1}^M$ given by

$$\hat{h}^k_{t,i} = (\zeta^k_t)^{-1} \cdot (Q_c(\zeta^k_t h_{t,i}^k + n^k_i + d^k_t) - d^k_t)$$

$$= (\zeta^k_t)^{-1} \cdot Q_c^{SDQ}(\zeta^k_t h_{t,i}^k + n^k_i).$$

The decoding procedure of JoPEQ is carried out at the server side, from whom privacy should be preserved. Decoding involves dither subtraction and inverse scaling. Dither subtraction is known to reduce the variance of the overall distortion [44], and is thus beneficial in terms of improving the accuracy of the global model aggregated via FedAvg [21]. Yet, since (12) is less distorted, and thus potentially more leaky than $\{(\zeta^k_t)^{-1} \cdot Q_c(\zeta^k_t h_{t,i}^k + n^k_i + d^k_t)\}_{i=1}^M$ due to dither subtraction, we focus our privacy enhancement and analysis on $h^k_t$. The overall algorithm is summarized below as Algorithm 1.
Algorithm 1: JoPEQ.

**Initialization:**
1. Share seed $s_k$, lattice $L$, and privacy budget $\epsilon$;
2. Encode (at the $k$th user side, for each $i$):
   1. Randomize the dither signal $d_{t,i}^k$, uniformly distributed over $P_0$, using seed $s_k$;
   2. Randomize the PPN signal $\eta_{t,i}^k$, obeying the characteristic function $\Phi_{n}$;
   3. Convey $Q_L(\zeta_{t,i}^k h_{t,i}^k + d_{t,i}^k + \eta_{t,i}^k)$ and $\zeta_{t,i}^k$ to server;
3. Decode (at the server side, for each $i$):
   1. Recreate the dither signal $d_{t,i}^k$ using seed $s_k$;
   2. Compute $h_{t,i}^k$ using (13);

B. Analysis

Next, we analyze the performance of JoPEQ, characterizing its privacy and compression guarantees, after which we study its associated distortion and convergence properties.

1) Privacy: The encoding procedure of JoPEQ is designed to jointly support privacy by adding PPN and compression via lattice quantization. When scaling by $\zeta_{t,i}^k$ yields vanishing overloading probability, the setting of the PPN characteristic function can guarantee that $h_{t,i}^k$ is equivalent to the model updates $h_{t,i}^k$ corrupted by a desired distortion profile. This is stated in the following theorem:

**Theorem III.1:** Given a fixed $\zeta_{t,i}^k$ that yields vanishing overloading probability, let the PPN be generated with the characteristic function $\Phi_{n}(t)$, for which all $t \in \mathbb{R}$ is defined as:

$$
\Phi_{n}(t) = \left( \int_{P_0} \frac{\cos(t^T e)}{|P_0|} de \right)^{-1} \prod_{l=1}^{L} \frac{1}{1+(2t_l/e)^2}.
$$

(15)

Then, the distortion at the output of JoPEQ, $h_{t,i}^k - h_{t,i}^k$, is mutually independent of $h_{t,i}^k$ and its entries obey an i.i.d. Laplace($0, 2/\epsilon$) distribution.

**Proof:** The proof is given in Appendix B.

As shown in Appendices A and B, the characteristic functions in (14) and (15) are respectively obtained by exploiting the mutual independence of the SDQ error and the quantized value. Hence, our ability to rigorously support privacy is a direct consequence of using universal dithered quantization.

Theorems III.1–III.2 imply that the unified effect of the PPN and SDQ in JoPEQ can implement established LDP mechanisms, achieved in addition to compressing $h_{t,i}^k$. Theorems III.1–III.2 imply that the unified effect of the PPN and SDQ in JoPEQ can implement established LDP mechanisms, achieved in addition to compressing $h_{t,i}^k$. It further reveals that given a certain privacy budget $\epsilon$, JoPEQ can be shown to save the total number of bits used for communication, compared to the disjoint approach holding both $R_1$–$R_2$. Opposed to the latter, JoPEQ jointly designs the PPN along with the compression scheme, which reduces its overall induces distortion and results with a model that converges faster and attains higher performance (systematically observed in our numerical evaluations in Section IV-A, and particularly in Figs. 2 and 3, respectively). This in turn is directly translated into less communication rounds, i.e., saving the total number of bits used for communication.

Finally, combining Theorems III.1–III.2 with Theorems II.7–II.8 guarantees privacy as stated in the following corollary:

**Corollary 1:** JoPEQ with multivariate PPN randomized via either (14) or (15) is $\epsilon$-LDP with respect to $D_k$.

2) Compression: While Corollary 1 focuses on the privacy guarantees of JoPEQ, Algorithm 1 also implements compression. In particular, JoPEQ is designed to exploit the distortion induced by quantization, which is dictated by the bit-rate $R$, for privacy enhancement, such that PPN is only added to complement the remaining level of perturbation needed for a desired privacy budget $\epsilon$ to be obtained. In fact, in some settings one can meet the privacy guarantees based almost solely on the distortion induced by SDQ, while using PPN with infinitesimally small variance, as stated below:

**Theorem III.3:** When the lattice generator matrix $G$ equals the $L \times L$ identity matrix (up to some scalar factor), then JoPEQ with bit-rate $R$ and with PPN of an infinitesimally small variance randomized from (15) is $\epsilon$-LDP when

$$
5 \approx \sqrt{\frac{24}{\gamma^2}} \leq \frac{\gamma}{2} R.
$$

(16)

**Proof:** The proof is given in Appendix C.
The setting for which Theorem III.3 is formulated, i.e., that $G$ is the scaled identity matrix, implies that it uses uniform scalar quantizers, as in, e.g., [18], [19]. While Theorem III.3 rigorously holds for a specific family of quantizers, it reveals how JoPEQ jointly balances its privacy and compression requirements $R1-R2$: the stronger the privacy requirement is (smaller $\epsilon$), the more coarse the quantization (smaller $R$) that can support it without effectively injecting PPN.

It is emphasized that while Theorem III.3 indicates that there are regimes in which one can effectively achieve privacy using the distortion induced by SDQ, the PPN term $n^k_t$, even with infinitesimally small variance, is still needed for LDP to rigorously hold. This is a byproduct of the stringent definition of differential privacy of $\epsilon$-LDP, stated in Definition II.6. In particular, Definition II.6 cannot be satisfied by mechanisms inducing a PPN of bounded support, i.e., whose support does not overlap with that of its input. Since the distortion induced by SDQ takes values in $\mathcal{P}_0$, then it cannot rigorously meet Definition II.6 on its own, and the introduction of $n^k_t$ is required for JoPEQ to hold $\epsilon$-LDP.

3) Weights Distortion: In the end of its pipeline, JoPEQ results with an $\epsilon$-LDP mechanism applied to the model updates. Consequently, it inherently induces some distortion, being introduced in the FL training process, namely, the model update $h^k_t$ is transformed into the distorted version $\tilde{h}^k_t$. Accordingly, the global model of (2), $\tilde{w}_{t+\tau}$, which is the desired objective of FedAvg, is changed into

$$\tilde{w}_{t+\tau} \triangleq \tilde{w}_t + \sum_{k=1}^K \alpha_k \tilde{h}^k_{t+\tau}. \quad (17)$$

We next show that, under common assumptions used in FL analysis, the effect of the distortion in Theorems III.1–III.2 can be mitigated while recovering the desired $w_{t+\tau}$ as $\tilde{w}_{t+\tau}$. Thus, the accuracy of the global learned model can be maintained, despite the excessive distortion induced by JoPEQ.

To begin, set the scaling factor to $\zeta^k = (\frac{1}{\nu} \mathbb{E}[\|h^k_t\|^2])^{-1}$ and define $\sigma^2$ as the second-order moment of the LDP mechanism, e.g., $\sigma^2 = \nu \mathbb{E}[\xi^2]$, for the multivariate $t$-distribution mechanism. In the remainder of this analysis we focus on settings in which applying JoPEQ with a given compression rate $R$ and a desired privacy level $\epsilon$ does not yield PPN $n^k_t$ with infinitesimally small variance, e.g., Theorem III.3 does not hold and one must introduce additional PPN on top of compression via SDQ to meet the desired privacy budget. Next, we adopt the following assumptions on the local datasets and on the stochastic gradient vector $\nabla F^i_k(w)$:

**AS1:** Each dataset $D^i_k$ is comprised i.i.d. samples. However, different datasets can be statistically heterogeneous, i.e., arise from different distributions.

**AS2:** The expected squared $\ell_2$-norm of the vector $\nabla F^i_k(w)$ in (3) is bounded by some $\xi^k > 0$ for all $w \in \mathbb{R}^m$.

The statistical heterogeneity in Assumption AS1 is a common characteristic of FL [3], [4], [59]. It is consistent with Requirement R3, which does not impose any specific distribution structure on the underlying statistics of the training data. Such heterogeneity implies that the loss surfaces can differ between users, hence the dependence on $k$ in Assumption AS2, often employed in distributed learning studies [21], [40], [60], [61].

We can now bound the distance between the recovered model $\tilde{w}_{t+\tau}$ of (17) and the desired one $w_{t+\tau}$, as stated next:

**Theorem III.4:** When AS2 holds, the mean-squared distance between $\tilde{w}_{t+\tau}$ and $w_{t+\tau}$ satisfies

$$E \{ \| \tilde{w}_{t+\tau} - w_{t+\tau} \|^2 \} \leq 9\sigma^2 \left( \sum_{t=1}^{t+\tau-1} \eta^2_t \right) \sum_{k=1}^K \alpha_k^2 \xi^2_k, \quad (18)$$

**Proof:** The proof is given in Appendix D.

Theorem III.4 implicitly suggests that when the aggregation is fairly balanced, the recovered model can be made arbitrarily close to the desired one by increasing the number of edge users participating in the FL training procedure. Taking conventional averaging as an example, where each $\alpha_k = 1/K$, we get that (18) decreases as $1/K$. Furthermore, if $\max \alpha_k \propto 1/K^c$ for some $c > 1/2$, which essentially means that the updated model is dominated by a small part of the participating users, then the distortion vanishes in the aggregation process as $K$ grows. Besides, when the step-size $\eta_t$ gradually decreases, which is known to contribute to the convergence of FL [40], [60], it follows from Theorem III.4 that the distortion decreases accordingly, further revealing its effect as the FL iterations progress, discussed next.

4) Federated Learning Convergence: To study the convergence of FedAvg with JoPEQ, we further introduce the following assumptions, inspired by FL convergence studies in, e.g., [21], [40], [60]:

**AS3:** The local objective functions $\{F^i_k(.)\}_{k=1}^K$ are all $\rho_s$-smooth, i.e., for all $w_1, w_2 \in \mathbb{R}^m$ it holds that

$$F^i_k(w_1) - F^i_k(w_2) \leq (w_1 - w_2)^T \nabla F^i_k(w_2) + \frac{1}{2\rho_s} \|w_1 - w_2\|^2.$$  

**AS4:** The local objective functions $\{F^i_k(.)\}_{k=1}^K$ are all $\rho_c$-strongly convex, i.e., for all $w_1, w_2 \in \mathbb{R}^m$ it holds that

$$F^i_k(w_1) - F^i_k(w_2) \geq (w_1 - w_2)^T \nabla F^i_k(w_2) + \frac{1}{2\rho_c} \|w_1 - w_2\|^2.$$  

Assumptions 1–2 hold for a range of objective functions used in FL, including $\ell_2$-norm regularized linear regression and logistic regression [21]. To proceed, following AS1 and as in [21], [60], we define the heterogeneity gap,

$$\psi \triangleq F(w^{\text{opt}}) - \sum_{k=1}^K \alpha_k \min_w F^i_k(w), \quad (19)$$

where $w^{\text{opt}}$ is defined in (1). Notice that (19) quantifies the degree of heterogeneity: if the training data originates from the same distribution, $\psi$ tends to zero as the training size grows, and is positive otherwise.

The following theorem characterizes JoPEQ convergence in conventional FL with local SGD training:

**Theorem III.5:** Set $\varphi \triangleq \tau \max(1, 4\rho_s/\rho_c)$ and consider JoPEQ-aided FL satisfying AS1–2. Under this setting, local SGD
with step-size \( \eta_t = \frac{\tau}{\rho_t + \varphi} \) for each \( t \in \mathbb{N} \) satisfies

\[
E \{ F(\hat{w}_t) \} - F(w^{\text{opt}}) \leq \frac{\rho_s}{2(t + \varphi)} \max \left( \frac{\rho_s^2 + \tau^2 \varphi}{\tau \rho_c^2}, \varphi \right) \| w_0 - w^{\text{opt}} \|^2 \quad ; (20)
\]

where \( w^{\text{opt}}, \psi \) are defined in (1), (19) respectively.

**Proof:** The proof is given in Appendix E.

Theorem III.5 rigorously characterizes a bound on the objective value of the model learned via JoPEQ with local SGD and that of the optimal model \( w^{\text{opt}} \) for any finite iteration index \( t \). As such, it also reveals the asymptotic convergence profile, i.e., the behavior of the bound in (20) for arbitrarily large \( t \). According to Theorem III.5, JoPEQ with local SGD converges at a rate \( \mathcal{O}(1/t) \). This asymptotic rate implies that as the number of iterations \( t \) progresses, the learned model converges to \( w^{\text{opt}} \) with a difference decaying at the same order of convergence as FL with neither privacy nor compression constraints [40], [60]. Theorem III.5 thus indicates that JoPEQ allows the incorporation of privacy and compression considerations to be done in a manner which does not increase the order of the asymptotic convergence profile.

Nonetheless, while the convergence rate is still of order \( \mathcal{O}(1/t) \), the need to compress the model updates and enhance their privacy does affect the convergence of the model. This is revealed in Theorem III.5 via the coefficient \( b \). In particular, this coefficient includes several additive terms, with each stemming from a different consideration affecting the learning profile. For instance, the term depending on \( \psi \) indicates that statistical heterogeneity makes convergence slower, as noted in [60]. The number of local iterations per round \( \tau \) acts as a tunable knob balancing the communication load and the convergence of the learned model [40], [60]. The need to preserve privacy via JoPEQ is revealed via the additive term depending on \( \sigma^2 \), which in turn is dictated by the privacy level \( \epsilon \) and the selected LDP mechanism. This implies that FL typically converges slower when stricter privacy constraints are imposed.

Theorem III.5 can be shown to specialize [21, Thm. 3], which characterizes the convergence profile of FL with SDQ-based compression and without privacy considerations. In particular, by replacing the second-order moment of the LDP mechanism \( \sigma^2 \) with the lattice moment and setting the scaling coefficient \( \xi_t^k = \left( \frac{1}{\sqrt{M}} \| h_t^k \| \right)^{-1} \), it can be shown that (20) coincides with the corresponding bound in [21]. Nonetheless, Theorem III.5 characterizes the convergence bound in terms of the desired level of privacy \( \epsilon \), which dictates \( \sigma^2 \) and represents the perturbations induced by JoPEQ. Similarly, the weights error bound in Theorem III.4 is also expressed in terms of \( \sigma^2 \). This indicates that the second order moment of the PPN satisfying a specific LDP mechanism captures the distinction between the theoretical bounds achieved with the different considered LDP mechanisms.

**C. Discussion**

The proposed JoPEQ is a dual-function mechanism for enhancing privacy while quantizing the model updates in FL. It builds upon the usage of randomized lattices as an effective quantization method which results in a distortion acting as additive noise independent of the input to be quantized. Not only is this perturbation mitigated by averaging in FedAvg, as shown in Theorems III.4–III.5, but it can also be harnessed for privacy enhancement, as proved in Corollary 1. JoPEQ exploits this property and the inherent high-dimensional structure of the model updates to transform probabilistic compression into a multivariate privacy enhancement mechanism. It does so such that beyond the imposed quantization distortion, the excess perturbation exhibited due to privacy considerations (the artificial addition of the PPN) is relatively minor, particularly when the quantization distortion is dominant, as indicated by Theorem III.3. Altogether, JoPEQ satisfies R1–R3 without notably affecting the utility of the learned model, compared with using separate privacy enhancement and quantization, as numerically demonstrated in Section IV.

JoPEQ is designed to result in \( h_t^k \) being the updates \( h_t^k \) corrupted by i.i.d. perturbations which implement a conventional LDP mechanism, i.e., multivariate \( t \)-distribution mechanism or Laplace mechanism. These mechanisms are specifically employed as they are both rigorously satisfy our adopted LDP measure (stated in Def. II.6) while being relatively simple to realize. Nonetheless, one can consider extending our methodology to alternative high-dimensional privacy mechanisms, such as those based on \( \ell_2 \)-mechanisms [39], [53], [54], [55]. Alternatively, JoPEQ can be extended to other univariate privacy mechanisms, such as those based on the common Gaussian noise [33] (which rely on a slightly less restrictive definition of LDP compared with Def. II.6), can also be studied. These are all left for future work.

The setting for which we design JoPEQ has all users share the same privacy requirement \( \epsilon \) by R1. Nonetheless, the fact that the encoding and decoding procedures of JoPEQ are implemented separately for each user indicates that it can also be employed when all the users have privacy budgets imposed, but these budgets can vary between users. In this case, the theoretical bounds in Theorems III.4–III.5 can be shown to still hold by setting \( \sigma^2 \) to be the maximal second order moment among all utilized LDP mechanism, i.e., the one corresponding to the user with the most strict privacy requirements. Considering diverse privacy budgets gives rise to other settings involving a mixture of private and non-private data. This can take the form of only some of the users have private data, as well as having the same user possessing some data that is private and some that is not. Studying cases with such heterogeneous privacy requirements is left for future investigation.

Furthermore, the considered privacy requirement in JoPEQ is imposed on each communication round by R1. Traditionally, this requirement can be related to an upper bound on the privacy budget in FL over a fixed number of global training rounds by the composition theorem [56, Thm. III.1]. Alternatively, one can consider the incorporation of additional mechanisms.
to avoid the accumulation of privacy leakage over multiple rounds characterized by the composition theorem [26]. The combination of JoPEQ with such mechanisms is left for future study.

In addition, JoPEQ is expected to enhance privacy also from external adversaries, due to LDP post-processing property [51]. Since adversaries cannot reduce the local updates distortion via subtractive dithering (as they do not share the users’ seeds), JoPEQ is likely to provide higher privacy protection from them. Still, since FL is motivated by the need to avoid sharing local data with a centralized server, characterizing LDP guarantees from external adversaries is left for future work.

JoPEQ is backed by rigorous LDP guarantees, and is also empirically demonstrated in Section IV to demolish attacks designed to exploit privacy leakage. Nonetheless, we can still identify possible privacy-related aspects which one has to account for. First, the distortion induced by SDQ relies on the use of a shared seed between the server and each user. When the seed is generated by the server, one can envision a scenario in which the seed is maliciously designed to affect the procedure, motivating having the seed $s_k$ generated by the $k$th user rather than by the server. Moreover, our privacy guarantees are characterized assuming vanishing overloading probability, where in practice one may wish to quantize with some small level of overloading. Finally, JoPEQ involves sharing a scaling coefficient, whose purpose is to achieve non-overloaded quantization. A candidate setting of this coefficient depends on the norm of the complete model update vector (i.e., the norm computed over $M$ sub-vectors, where $M$ can be very large, particularly when training deep networks). Under such a setting, while the SDQ output is proved to be privacy preserving, the server may still know the norm of the model updates from the scaling coefficient. The above can possibly be addressed by applying some non-scaled fixed truncation to the model updates at the users’ side, thus achieving non-overloaded quantization without sharing the norm of the model updates; with a probable effect on the overall utility. We leave the study of these settings for future investigation.

IV. EXPERIMENTAL STUDY

In this section we numerically evaluate JoPEQ and compare it to other approaches realize quantization and privacy in FL in Section IV-A. Afterwards, we empirically validate the ability of JoPEQ to mitigate privacy leakage upon model inversion mechanism in Section IV-B. The source code used in our experimental study, including all the hyper-parameters, is available online at https://github.com/langnatalie/JoPEQ.

A. JoPEQ Evaluation Performance

1) MNIST Dataset: We first consider the federated training of a handwritten digit classification model using the MNIST dataset [62]. The data, comprised of $28 \times 28$ gray-scale images divided into 60,000 training examples and 10,000 test examples, is uniformly distributed among $K = 10$ users. In each FL iteration, the users train their models using local SGD with learning rate 0.1.

We evaluate our framework using three different architectures: a linear regression model; a multi-layer perceptron (MLP) with two hidden layers and intermediate ReLU activations; and a convolutional neural network (CNN) composed of two convolutional layers followed by two fully-connected ones, with intermediate ReLU activations and max-pooling layers. All three models use a softmax output layer.

We compare JoPEQ with five other baselines:

- $FL$: vanilla FL, without privacy or compression constraints.
- $FL+SDQ$: FL with SDQ-based compression without privacy.
- $FL+Lap$: FL with Laplace mechanism, without compression.
- $FL+Lap+SDQ$: the separate application of Laplace mechanism and SDQ.
- $MVU$: the scheme of [36], which introduces discrete-valued LDP-preserving perturbation to the quantized representation of the model update.

We use scalar quantizers, i.e., the lattice dimension is $L = 1$. For SDQ, we set $\gamma = 2R + 1/\epsilon$ which numerically assures non-overloaded quantizers with high probability.

We begin by numerically validating that JoPEQ indeed minimizes the excess distortion compared to individual compression and privacy enhancement operating with the same $R1$–$R2$. To that aim, we evaluate the average SNR observed at the server before FedAvg, which we compute as the estimated variance of the model weights and divide it by the estimated variance of the distortion, i.e.,

$$\text{SNR} = \frac{1}{K} \sum_{k=1}^{K} \frac{\text{Var}(h_k^k)}{\text{Var}(h_k^k - \hat{h}_k^k)}.$$ 

The resulting SNR values of JoPEQ are compared with $FL+SDQ+Lap$ for different privacy budgets $\epsilon \in \{3, 3.5, 4\}$ in Fig. 2. We observe that JoPEQ yields excess distortion which hardly grows when the bit-rate is decreased, as opposed to separate quantization and Laplace mechanism. The gains of JoPEQ in excess distortion are thus dominant in the low bit
Fig. 3. Convergence profile of different scalar FL schemes.

### Table I

| Scheme          | Linear | MLP    | CNN    |
|-----------------|--------|--------|--------|
| FL              | 0.84   | 0.75   | 0.79   |
| FL+SDQ          | 0.84   | 0.76   | 0.84   |
| FL+Lap          | 0.85   | 0.70   | 0.77   |
| FL+Lap+SDQ      | 0.78   | 0.55   | 0.75   |
| JoPEQ           | 0.68   | 0.71   | 0.79   |

### Table II

| R, ε | FL | FL+SDQ | FL+Lap | FL+Lap+SDQ | JoPEQ |
|------|----|--------|--------|------------|-------|
| 2, 2 | 0.73 | 0.72   | 0.67   | 0.67        | 0.68   |
| 2, 3 | 0.73 | 0.72   | 0.67   | 0.67        | 0.68   |
| 1, 3 | 0.73 | 0.72   | 0.67   | 0.67        | 0.68   |

While MNIST was used to validate scalar encoders ($L = 1$), here we consider multivariate approaches as baselines:

- **FL**: vanilla FL, without privacy or compression constraints.
- **FL+SDQ** ($L = 2$): SDQ-based compression is now used with lattice dimension $L = 2$.
- **FL+t-dist**: denotes the integration of multivariate $t$-distribution mechanism in FL and replaces FL+Lap.
- **FL+t-dist+SDQ** ($L = 2$): the separated application of multivariate $t$-distribution mechanism and SDQ ($L = 2$).

We set the multivariate $t$-distribution parameters to $\mu = 0$ and $\Sigma = s^2 I_2$ where $I_2$ denotes the $2 \times 2$ identity matrix, and $s^2, \nu$ are extracted using (11) once $\epsilon$ is given. For $SDQ(L = 2)$, we set $\gamma = 1.5 \times (1 + s^2/\nu/(\nu - 2))$, numerically assuring low overloading probability.

Table II reports the test accuracy and SNR results of the converged baselines for $R \in \{1, 2\}$ and $\epsilon \in \{2, 3\}$. Comparing the columns of $R = 2, \epsilon = 2$ and $R = 2, \epsilon = 3$ demonstrates the privacy budget influence. As expected, higher $\epsilon$ results with less distortion and consequently higher SNR. FL+SDQ ($L = 2$) is invariant to changes in $\epsilon$ values and is the second best, in terms of both accuracy and SNR, after FL without compression and privacy considerations, which suffers from no excess distortion.

The two rightmost columns in Table II highlight the bit-rate effect. Except for FL and FL+t-dist, that are bit-rate invariant, all baselines show an improvement for $R = 2$ compared to $R = 1$. For $R = 1, \epsilon = 3$ JoPEQ shows the most notable gains compared to the disjoint approach. At the same time, in this extremest bit-rate of $R = 1$, the saving in data traffic is the most prominent: in the considered CNN architecture for instance, there are $1.7 \cdot 10^5$ learnable weights, that are also the amount of bits need to be transmitted in each iteration, instead of $\approx 10^7$ bits as in the conventional way where each model parameter is represented with double precision.

### B. Privacy Leakage Mitigation Evaluation

To empirically validate the ability of JoPEQ to enhance privacy and limit the ability of data leakage attacks, we next assess JoPEQ’s defense performance against model inversion attacks. We consider attacks based on the DLG attack mechanism proposed in [8] applied to invert model updates of neural networks into data samples. In particular, the original DLG generates dummy gradients from dummy inputs, and optimizes the latter to minimize the distance between the former and the real gradients, to yield a successful reconstruction of the training data from the model calculated gradients. This approach was enhanced in [9], which proposed iDLG, that extends DLG to...
separately reconstruct the label beforehand. In order to examine JoPEQ abilities versus challenging attacks, we use iDLG and take another step further by supplying the attacker with the ground truth label as part of the input.

To that aim, our setup is the one used in [9] and includes the same task (image classification), dataset (CIFAR-10), model architecture (LeNet [66]), and optimizer (L-BFGS [67]). In order to evaluate the results and the quality of the reconstructed images compared to the ground truth, we use structural similarity index measure (SSIM) [68], which is known to reflect image similarity, in addition to mean squared error (MSE). We note that the privacy leakage exploited by DLG can be applied to a general training procedure involving gradients, regardless of whether or not the latter is conducted in a federated manner. Therefore, to focus solely on the ability of JoPEQ to guarantee privacy, we consider a single user. Specifically, the raw gradients are either forwarded directly to the iDLG mechanism, or processed beforehand by JoPEQ. Similarly to Section IV-A, we also apply iDLG to gradients distorted by SDQ-based compression and by Laplace mechanism.

We first validate that the ability of JoPEQ to defend from model inversion attacks does not depend on the model training stage, i.e., it can be activated in any given iteration or epoch number. Fig. 4 reports the SSIM score achieved by iDLG applied directly to the gradients (coined vanilla DLG), through 30 epochs of training, averaged upon the first 70 CIFAR-10 images; and the results with the incorporation of JoPEQ, for $\epsilon = 3$ and $R = 8$. Evidently, vanilla DLG struggles more as the training progresses since the gradients tend to be sparser and less informative. However, JoPEQ manages to preserve the privacy from the first iteration, having its associated SSIM metric consistently approaches zero. Next, we evaluate the impact of JoPEQ’s bit-rate budget, given a specific privacy budget $\epsilon$, on its privacy preservation performance under DLG attack, and also compared that to the reference performance of Laplace mechanism. The resulting tradeoff between DLG reconstruction MSE and $2/\epsilon$ are shown in Fig. 5. For fairly loose privacy guarantees, i.e., high $\epsilon$ values, JoPEQ achieves better privacy enhancement compared to Laplace mechanism, i.e., better than that specified by $\epsilon$, as it leads to inferior reconstruction reflected from the high MSE values. For very strong privacy guarantees, JoPEQ with all examined bit-rates as well as Laplace mechanism successfully demolish the input reconstruction, and result with the highest MSE value. Furthermore, an interesting interpretation can be given to the curve describing JoPEQ with $R = 4$, which saturates even in the regime of high $\epsilon$ values. According to Theorem III.3, the associated privacy enhancement here is effectively achieved by JoPEQ based solely on its compression-induced distortion, and thus does not involve the introduction of additional PPN. Finally,
we visually compare between the baselines performances for several representative images in Fig. 6. As expected, vanilla DLG results in perfect reconstruction and fails under Laplace mechanism integration, for privacy budget of $\epsilon = 10$. As for SDQ-based compression, refined quantization holds no privacy defence while a crude one degrades the ability of DLG to reconstruct the image used for training. For quantization with $R = 8$, the reconstruction is only damaged up to some extent, but JoPEQ with this same bit-rate can finish up the task, and systematically achieves the same ability to demolish model inversion attacks as the Laplace mechanism. This further assures that JoPEQ, in addition to its being a compression mechanism, is also associated with privacy enhancements.

V. CONCLUSION

We proposed JoPEQ, a unified scheme for jointly compressing and enhancing privacy in FL. JoPEQ utilizes the stochastic nature of SDQ to boost privacy, combining it with a dedicated PPN to yield an exact desired level of distortion satisfying privacy. We proved that JoPEQ can realize different LDP mechanisms, and analyzed its associated distortion and convergence, showing that (under some common assumptions) it achieves similar asymptotic convergence profile as FL without privacy and compression considerations. We applied JoPEQ for the federated training of different models. We numerically demonstrated that it outcomes with less distorted and more reliable models compared with other applications of compression and privacy in FL. While approaching the performance achieved without these constraints, and demolishing common model inversion attacks aim at leaking private data.

APPENDIX

A. Proof of Theorem III.1

To prove the theorem, we first note that by (13) and Theorem II.5, it holds that

$$h_{i,i}^k = (\zeta_i^k)^{-1} \cdot Q_S^{SDQ}(\zeta_t^k h_{t,i}^k + n_i^k)$$

$$= (\zeta_i^k)^{-1} \cdot (\zeta_t^k h_{t,i}^k + n_i^k + e_i^k)$$

$$= h_{t,i}^k + (\zeta_i^k)^{-1}(n_i^k + e_i^k).$$

(A.1)

(A.2)

Observeing (A.1), the private scaled updates $\zeta_i^k h_{t,i}^k$ lie in the unit $L$-ball, thus the sensitivity ($\Delta \triangleq \max_{x,y \in B} \|f(x) - f(y)\|_2$) is upper bounded by $\sqrt{2}$. This motivates a specific design of $n_i^k$ resulting in $n_i^k + e_i^k$ representing a multivariate $t$-distribution mechanism (Thm. II.8). Following LDP post-processing property [51], this also implies $\epsilon$-LDP for the non-scaled weights of (A.2). To do so, we first note the following lemma which follows from Thm. II.5.

**Lemma A.1:** For each $i$ and $k$ it holds that $e_i^k$ and $n_i^k$ are mutually independent.

**Proof:** Assume on the contrary that $e_i^k \notin n_i^k$ for some setting $\zeta_i^k h_{t,i}^k = c$. Since the quantizer is not overloaded, we get from Theorem II.5 that $e_i^k \perp c + n_i^k \iff e_i^k \perp n_i^k$, resulting with a contradiction. $\square$

Next we observe the characteristic function of the overall distortion term. Letting $t = [t_1, \ldots, t_L]^T \in \mathbb{R}^L$, the characteristic function is given by

$$\Phi_{n_i^k + e_i^k}(t) = E \left[ \exp \left( j t^T (n_i^k + e_i^k) \right) \right]$$

$$\stackrel{(a)}{=} E \left[ \exp \left( j t^T n_i^k \right) \right] E \left[ \exp \left( j t^T e_i^k \right) \right]$$

$$= \Phi_{n_i^k}(t) \Phi_{e_i^k}(t),$$

(A.3)

where $(a)$ follows from Lemma A.1. Recall that $e_i^k$ distributes uniformly over the basic lattice cell $P_0$, which is also symmetric. Consequently, we can write

$$\Phi_{e_i^k}(t) = \int_{P_0} \cos \left( t^T e_i^k \right) + j \sin \left( t^T e_i^k \right) \frac{1}{|P_0|} \, d e_i^k$$

$$= \int_{P_0} \frac{\cos \left( t^T e_i^k \right)}{|P_0|} \, d e_i^k.$$  

(A.4)

For (A.1) to satisfy the multivariate $t$-distribution mechanism, the overall distortion $n_i^k + e_i^k$ must obey the multivariate $t$-distribution $t^k_\delta(\mu, \Sigma)$ which holds (11). Therefore, by [69], for $t \in \mathbb{R}^d$ and $\nu > 0$ the characteristic function of $n_i^k + e_i^k$ satisfies

$$\Phi_{n_i^k + e_i^k}(t) = \exp(i t^T \mu) \left( \sqrt{\nu} \Sigma^{1/2} t \right)^{\nu/2} K_{\nu/2} \left( \frac{\sqrt{\nu} \Sigma^{1/2} t}{2^{\nu/2} - 1} \right).$$

(A.5)

Finally, combining (A.3), (A.4) and (A.5), we obtain (14).

B. Proof of Theorem III.2

The proof outline is identical to that of Appendix A with the a single difference in the definition of $\Phi_{n_i^k + e_i^k}(t)$. For (A.1) to satisfy Laplace mechanism, the entries of $n_i^k + e_i^k \triangleq [n_{i,1}^k, e_{i,1}^k, \ldots, n_{i,L}^k, e_{i,L}^k]^T$ must obey an i.i.d. Laplace$(0,2/\epsilon)$ distribution. Therefore, the characteristic function of $n_i^k + e_i^k$ satisfies

$$\Phi_{n_i^k + e_i^k}(t) = E \left[ \exp \left( j t^T (n_i^k + e_i^k) \right) \right]$$

$$= E \left[ \prod_{l=1}^L \exp \left( j t_l (n_{i,l}^k + e_{i,l}^k) \right) \right]$$

$$= L \prod_{l=1}^L E \left[ \exp \left( j t_l (n_{i,l}^k + e_{i,l}^k) \right) \right]$$

$$= L \prod_{l=1}^L \Phi_{n_{i,l}^k + e_{i,l}^k} \left( j t_l (n_{i,l}^k + e_{i,l}^k) \right)$$

$$= L \prod_{l=1}^L \frac{1}{1 + (2 \nu/\epsilon)^2},$$

proving the theorem.
C. Proof of Theorem III.3

Assuming JoPEQ operates with a lattice quantizer of dimension \( L = 1 \) and holds the Laplace mechanism, the \( i \)th entry of \( n^k_i + e^k_i \) satisfies
\[
\text{Var}[n^k_{i,t} + e^k_{i,t}] = \text{Var}[\text{Laplace} (\mu = 0, b = 2/\epsilon)] = 2b^2.
\]
On the other hand, using Lemma A.1,
\[
\text{Var}[n^k_{i,t} + e^k_{i,t}] = \text{Var}[n^k_{i,t} + e^k_{i,t}],
\]
That is, for infinitely small variance PPN, JoPEQ with dynamic rage \( \gamma \) and bit-rate \( R \) holds \( \epsilon \)-LDP as long as
\[
2b^2 \leq \text{Var}[e^k_{i,t}] = \text{Var}\left[U\left(\frac{-\Delta Q}{2}, \frac{\Delta Q}{2}\right)\right] = \Delta_Q^2/12,
\]
where (a) follows from Theorem II.5 using \( L = 1 \), and \( U(\cdot) \) denotes the continuous uniform distribution. Substituting the fact that \( \Delta Q = 2\gamma/2^R \) and \( b = 2/\epsilon \) we obtain
\[
2(2/\epsilon)^2 \leq \left(2\gamma/2^R\right)^2/12,
\]
which is equivalent to \( \sqrt{24} \leq \gamma/2^R \), concluding the proof.

D. Proof of Theorem III.4

Our proof follows a similar outline to that used in [21], with the introduction of additional arguments for handling privacy constraints, in addition to those of quantization. The unique characteristics of JoPEQ’s error, yield from the subtractive dithered strategy presented in Section III, allow us to rigorously incorporate its contribution into the overall proof flow.

In order to bound \( \text{E}\{||w_{t+\tau} - w_{t+\tau}||^2\} \) let us first express the weights distortion term \( \bar{w}_{t+\tau} - w_{t+\tau} \), where \( w_{t+\tau} \) are defined in (17), (2) respectively. Similarly to Section III-A2, we denote by \( \{v_j\}_{j=1}^M \) the decomposition of a vector \( v \) into \( M \) distinct \( L \times 1 \) sub-vectors. We have
\[
\bar{w}_{t+\tau,i} = w_{t,i} + \sum_{k=1}^K \alpha_k h^k_{t+\tau,i}
= w_{t,i} + \sum_{k=1}^K \alpha_k h^k_{t+\tau,i} + \sum_{k=1}^K \alpha_k \left(h^k_{t+\tau,i} - h^k_{t+\tau,i}\right)
= w_{t+\tau,i} + \sum_{k=1}^K \alpha_k \left(h^k_{t+\tau,i} - h^k_{t+\tau,i}\right).
\]

Since \( \zeta^2_k = (\frac{1}{\Delta Q} ||h^k||)^{-1} \), according to Appendix A each element in the sum of (D.1) holds
\[
\frac{h^k_{t+\tau,i} - h^k_{t+\tau,i}}{\zeta^2_k} = \frac{n^k_i + e^k_i}{\zeta^2_k} = \frac{3 ||h^k||}{\sqrt{M}} (n^k_i + e^k_i),
\]
and consequently
\[
\text{E}\{||\bar{w}_{t+\tau} - w_{t+\tau}||^2\}
= \text{E}\left\{\left|\sum_{k=1}^K \alpha_k \left(h^k_{t+\tau,i} - h^k_{t+\tau,i}\right)\right|^2\right\}
= \text{E}\left\{\left|\sum_{k=1}^K \alpha_k \left(h^k_{t+\tau,i} - h^k_{t+\tau,i}\right)\right|^2\right\},
\]
\[
(D.2) = \text{E}\left\{\left|\sum_{k=1}^K \alpha_k \left(h^k_{t+\tau,i} - h^k_{t+\tau,i}\right)\right|^2\right\}
= \text{E}\left\{\left|\sum_{k=1}^K \alpha_k \left(h^k_{t+\tau,i} - h^k_{t+\tau,i}\right)\right|^2\right\},
\]
where (a) follows from the law of total expectation. According to either Theorem II.8 or II.7, \( \{n^k_i + e^k_i\} \) are i.i.d. with \( \text{E}\{||n^k_i + e^k_i||^2\}\) = \( \sigma^2 \). Therefore, (b) holds by the triangle equality. Next, if we iterate recursively over (3), the model update \( h^k_{t+\tau} = w^k_{t+\tau} - w_t \) can be written as the sum of the stochastic gradients \( h^k_{t+\tau} = -\sum_{t'=t}^{t+\tau-1} \eta_{t'} \nabla F^k_{\ell} (w^k_{t'}); \) where stochasticity stems from the uniformly distributed random indexes \( i^k \). To utilize this, we first apply the law of total expectation to (D.3) to yield
\[
\text{E}\{||\bar{w}_{t+\tau} - w_{t+\tau}||^2\}
= \text{E}\left\{9\sigma^2 \sum_{k=1}^K \alpha_k^2 \text{E}\{||h^k_{t+\tau}||^2\}\right\}
= \text{E}\left\{9\sigma^2 \sum_{k=1}^K \alpha_k^2 \text{E}\{||h^k_{t+\tau}||^2\}\right\}
\]
\[
\leq \text{E}\left\{9\sigma^2 \sum_{k=1}^K \alpha_k^2 \sum_{t'=t}^{t+\tau-1} \eta_{t'}^2 \text{E}\{||\nabla F^k_{\ell} (w^k_{t'})||^2\}\right\}
\]
\[
\leq 9\tau\sigma^2 \sum_{t'=t}^{t+\tau-1} \eta_{t'}^2 \sum_{k=1}^K \alpha_k^2 \zeta^2_k,
\]
where (a) follows from Jensen’s inequality \( \|\sum_{t'=t}^{t+\tau-1} v_{t'}\|^2 \leq \tau \sum_{t'=t}^{t+\tau-1} \|v_{t'}\|^2 \), viewing the \( \ell_2 \)-norm as a real convex function; and (b) holds since \( \text{E}\{||\nabla F^k_{\ell} (w^k_{t'})||^2\}\) \( \leq \xi_k^2 \) by AS2. Finally, (D.4) proves the theorem.

E. Proof of Theorem III.5

The proof follows similar derivations to those used in [21], which did not consider privacy guarantees. The main difference lies in the effect of the privacy constraint \( \epsilon \) on the additive convergence term, i.e., the quantity \( b \) in (20). Next, we briefly go over the proof main steps for completeness, while deferring the detailed proofs of some of the intermediate lemmas to [21]; deriving a recursive bound on the weights error first, from which the FL convergence bound is then concluded.

1) Recursive Bound on Weights Error: We first formulate the model update expression, after which we modify that according to the incorporation of JoPEQ. The local model update is an \( m \times 1 \) vector given by \( h^k_{t+1} = w^k_{t+1} - w^k_t \), which, by (3), can
be written using the stochastic gradient $h_t^k = -\eta_t \nabla F_{\mathbf{w}}(w_t^k)$. On the other hand, every $\tau$ local SGD iterations, the $k$th user performs a transmission; that once done with JoPEQ integration, its effect can be modeled as additional noise via $\hat{h}_t^k = h_t^k + \varepsilon_t^k$. Thus $\varepsilon_t^k = 0$ when $t$ is an integer multiple of $\tau$ and otherwise.

By Appendix A1, each $L \times 1$ sub-vector of $\varepsilon_t^k$ scaled by $c_t^k$ obeys the multivariate $t$-distribution $t_t^\nu(\mu, \Sigma)$ which holds (11). The server then sets the new global model as the aggregation of the the edge users updates via (2), and send it back to the users who start over the local SGD. The overall procedure can be compactly written as

$$w_{t+1} = \begin{cases}
v_t - \eta_t \nabla F_{\mathbf{w}}^k(w_t^k) + \varepsilon_t^k \quad & \text{if } t + 1 \neq n \cdot \tau, n \in \mathbb{N}, \\
\sum_{k=1}^K \alpha_k \cdot (w_t^k - \eta_t \nabla F_{\mathbf{w}}^k(w_t^k) + \varepsilon_t^k) \quad & \text{else}
\end{cases}$$

As in [21], we next define a virtual sequence $\{v_t\}$ from $\{w_t^k\}$ which can be shown to behave almost like mini-batch SGD with batch size $\tau$, while being within a bounded distance of the FL model weights $\{w_t^k\}$, by properly setting the step-size $\eta_t$. That is, the virtual sequence is given by

$$v_t \triangleq \sum_{k=1}^K \alpha_k w_t^k,$$  

(E.1)

which coincides with $w_t^k$ when $t$ is an integer multiple of $\tau$. We further define the averaged noisy stochastic gradients and the averaged full gradients as

$$\tilde{g}_t \triangleq \sum_{k=1}^K \alpha_k \left( \nabla F_{\mathbf{w}}^k(w_t^k) - \frac{1}{\eta_t} \varepsilon_t^k \right),$$

(E.2)

$$g_t \triangleq \sum_{k=1}^K \alpha_k \nabla F_k(w_t^k),$$

(E.3)

respectively. Note that for the specific choice of $t_t^\nu(0, \Sigma)$ JoPEQ’s error is zero-mean, and as the sample indexes $\{c_t^k\}$ are independent and uniformly distributed, it holds that $\mathbb{E}(\tilde{g}_t) = g_t$. Additionally, the virtual sequence (E.1) satisfies $v_{t+1} = v_t - \eta_t \tilde{g}_t$.

The resulting model is thus equivalent to that used in [21, App. C], and therefore, by Assumptions 1–2 it follows that if $\eta_t \leq \frac{\phi}{4\rho_c}$, then

$$\mathbb{E}\left\{\|v_{t+1} - w_{opt}\|^2\right\} \leq (1 - \eta_t \rho_c)\mathbb{E}\left\{\|v_t - w_{opt}\|^2\right\} + 6\rho_c \eta_t^2 \psi + 8\eta_t^2 \mathbb{E}\left\{\|\tilde{g}_t - g_t\|^2\right\} + 2\mathbb{E}\left\{\sum_{k=1}^K \alpha_k \|v_t - w_t^k\|^2\right\},$$

(E.4)

where $w_{opt}$ is defined in (1), (19) respectively. The expression in (E.4) bounds the expected distance between the virtual sequence $\{v_t\}$ and the optimal weights $w_{opt}$ in a recursive manner. We further bound the summands in (E.4), using the following lemmas:

**Lemma E.1:** If the step-size $\eta_t$ is non-increasing and satisfies $\eta_t \leq 2\eta_t + \tau$ for each $t \geq 0$, then, when Assumption AS2 is satisfied, it holds that

$$\eta_t^2 \mathbb{E}\left\{\|\tilde{g}_t - g_t\|^2\right\} \leq (1 + 36\tau^2\sigma^2) \eta_t \sum_{k=1}^K \alpha_k^2 \xi_k^2.$$  

(E.5)

**Lemma E.2:** If the step-size $\eta_t$ is non-increasing and satisfies $\eta_t \leq 2\eta_t + \tau$ for each $t \geq 0$, then, when Assumption AS2, it holds that

$$\mathbb{E}\left\{\sum_{k=1}^K \alpha_k \|v_t - w_t^k\|^2\right\} \leq 4(\tau - 1)^2 \eta_t \sum_{k=1}^K \alpha_k^2 \xi_k^2.$$  

(E.6)

The proof of Lemma E.2 is given in [21, App. C], and so that of Lemma E.1, with $\xi^2 = 9/M$ and $\sigma^2 = \sigma^2$.

Next, we define $\delta_t \triangleq \mathbb{E}\{|v_t - w_{opt}\|^2\}$. When $t = n \cdot \tau$, $\tau, n \in \mathbb{N}$, the term $\delta_t$ represents the $\ell_2$-norm of the error in the weights of the global model. Using Lemmas E.1-E.2, while integrating (E.5) and (E.6) into (E.4), we obtain the following recursive relationship on the weights error:

$$\delta_{t+1} \leq (1 - \eta_t \rho_c)\delta_t + \eta_t^2 b,$$

where

$$b \triangleq (1 + 36\tau^2\sigma^2) \sum_{k=1}^K \alpha_k^2 \xi_k^2 + 6\rho_c \psi + 8(\tau - 1)^2 \sum_{k=1}^K \alpha_k^2 \xi_k^2.$$  

(E.7)

The relationship in (E.7) is used in the sequel to prove the FL convergence bound stated in Theorem III.5.

2) **FL Convergence Bound:** Here, we prove Theorem III.5 based on the recursive relationship in (E.7). This is achieved by properly setting the step-size and the FL systems parameters in (E.7) to bound $\delta_t : \mathbb{E}\{|v_t - w_{opt}\|^2\}$, and combining the resulting bound with the strong convexity of the objective 2 to prove (20).

In particular, we set the step-size $\eta_t$ to take the form $\eta_t = \frac{\beta}{1 + \phi}$ for some $\beta > 0$ and $\phi \geq \max(4\rho_c \beta, \tau)$, for which $\eta_t \leq \frac{1}{4\rho_c}$ and $\eta_t \leq 2\eta_t + \tau$, implying that (E.4), (E.5) and (E.6) hold. Under such settings, in [21, App. C] it is proved by induction that for $\lambda \geq \max(\frac{1 + 36\tau^2\sigma^2}{4\rho_c}, \phi \delta_0)$ is holds that $\delta_t \leq \frac{\delta_0}{1 + \phi}$ for all integer $t \geq 0$. Finally, the smoothness of the objective 1 implies that

$$\mathbb{E}\{F(w_t) - F(w_{opt})\} \leq \frac{\rho_c \lambda}{2(1 + \phi)}.$$  

(E.8)

Setting $\beta = \frac{\lambda}{\rho_c}$ results in $\varphi \geq \tau \max(1, 4\rho_c / \rho_c)$ and $\lambda \geq \max(\frac{1 + 36\tau^2\sigma^2}{4\rho_c}, \phi \delta_0)$, once substituted into (E.8), proves (20).
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