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SUMMARY A desired property of large distributed systems is self adaptability against the faults that occur more frequently as the size of the distributed system grows. Self-stabilizing protocols provide autonomous recovery from finite number of transient faults. Fault-containing self-stabilizing protocols promise not only self-stabilization but also containment of faults (quick recovery and small effect) against small number of faults. However, existing composition techniques for self-stabilizing protocols (e.g. fair composition) cannot preserve the fault-containment property when composing fault-containing self-stabilizing protocols. In this paper, we present Recovery Waiting Fault-containing Composition (RWFC) framework that provides a composition of multiple fault-containing self-stabilizing protocols while preserving the fault-containment property of the source protocols.
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1. Introduction

Large scale networks that consist of a large number of processes communicating with each other have been developed in recent years. In large scale networks such as the Internet, it is desirable that the system recovers from small scale faults without the effect of faults spreading over the entire network. In dynamic networks such as sensor networks and inter-vehicle networks, it is expected that the system recovers quickly after a fault so that it can adapt to the dynamic changes. A distributed system consists of processes that communicate with each other by communication links. It is necessary to take measures against faults when we design distributed protocols because faults often occur in these networks (e.g. memory crash at processes, topology change) and the effect of faults may affect the entire network. There exist many fault-tolerant distributed protocols that provide autonomous recovery from faults or prevent the effect of faults from spreading over the network. A self-stabilizing protocol [8] converges to a legitimate configuration from any arbitrary initial configuration. This property provides autonomous adaptability against any number of transient faults. In practice, the adaptability to small scale faults is important because catastrophic faults rarely occur. However, self-stabilization does not promise efficient recovery from small scale faults and sometimes the effect of a fault spreads over the entire network.

Researchers have tried to add adaptive fault-tolerance by conditioning the fault scenario, e.g. the severity of a fault. The severity of a fault is measured by the number of the processes corrupted by the fault. When the states of f processes are corrupted in a legitimate configuration, we call the obtained configuration an f-faulty configuration.

An f-fault-containing self-stabilizing protocol promises self-stabilization and fault-containment [15]–[17], [21]: from any f'-faulty configuration (f' ≤ f), it reaches a legitimate configuration in the time and in the space depending on f or less. (We call it f-fault-containing protocol.) Many f-fault-containing protocols bound the time to recover and the number of processes affected by the fault with polynomial in f or some constant.

Executing two different self-stabilizing protocols in parallel is known as fair composition [9], [10]. Fair composition provides hierarchical composition of two (or more) protocols such that a protocol (called the upper protocol) utilizes as its input the output of the other (called the lower protocol), and guarantees self-stabilization of the obtained protocol. However, a fair composition does not preserve the fault-containment property when composing fault-containing protocols.

In this paper, we present a simple framework for composition of fault-containing protocols that preserves the fault-containment property of source protocols. This composition framework is important both theoretically and practically. Our strategy is to control the execution of source protocols so that the upper protocol waits until the lower protocol recovers. Our framework suggests the possibility of a uniform framework for composition of fault-containing protocols and a novel design technique for fault-containing protocols. However the proposed framework currently puts several assumptions on source protocols. So, we examine the sufficient conditions for the proposed framework.

Related work. Self-stabilization was first introduced by Dijkstra [8]. Since then, many self-stabilizing protocols have been designed for many problems e.g. spanning tree construction [6], [10], leader election [24] and token circulation [20].
Various types of adaptive self-stabilization have been studied to improve the recovery of self-stabilizing protocols from faults: fault-containment [15], [16], time-adaptive stabilization [23], superstabilization [12], local stabilization [1], and time-to-fault adaptive stabilization [14]. The main issue is the time complexity for recovery. Their aim is to guarantee the recovery time bounded by the number of corrupted processes in an initial configuration. Fault-containing protocols were presented by Ghosh et al. [15], [16]. Many fault-containing protocols can be obtained by adding the property of fault-containment to existing self-stabilizing protocols. Ghosh et al. introduced fault-containment using priority scheduler in [18]. Priority scheduler provides a weak priority rule that makes the recovery actions of faulty processes precede the actions of correct processes. There exist such fault-containing protocols obtained by composing multiple layers of protocols where each protocol is not fault-containing by itself [2], [3].

Composition of self-stabilizing protocols is expected to ease the design of new protocols and to extend usability of existing protocols. The fair composition of self-stabilizing protocols was introduced by Dolev et al. [9], [10]. Beauquier et al. introduced a cross-over composition in [4] which uses the lower protocol as a filter to the execution of the upper protocol and improves the adaptability to scheduler. Dolev et al. proposed parallel composition in [13], that enables parallel search and accelerates the stabilization by executing multiple self-stabilizing protocols in parallel. The synthesis technique is also used in [14]. However a composition of fault-containing protocols has not been proposed and we first present such a composition.

**Contribution.** In this paper, we present a framework for composition of fault-containing protocols that guarantees the obtained protocol is also fault-containing. We call this composition fault-containing composition. Our strategy is to stop the upper protocol until the lower protocol recovers so that the upper protocol executes on the correct output of the lower protocol. This framework can be applied to a large subclass of fault-containing protocols but the constraint seems to be reasonable.

2. Preliminary

2.1 Network and Processes

A system is a network which is represented by an undirected graph \(G = (V, E)\) where the vertex set \(V\) is a set of processes and the edge set \(E\) is a set of bidirectional communication links. Each process has a unique identity. Process \(p\) is a neighbor of process \(q\) iff there exists a communication link \((p, q) \in E\). A set of neighbors of \(p\) is denoted by \(N_p\). Let \(N_p^0 = \{p\}\), and for each \(i \geq 1\), \(N_p^i = \bigcup_{q \in N_{p}^{i-1}} N_q \setminus \{p\} \cup \bigcup_{q \in N_p^i} N_q^i\). The set of processes denoted by \(N_p^i\) is called \(i\)-neighbor of \(p\). The distance between \(p\) and \(q\) \((p \neq q)\) is denoted by \(dist(p, q) = j\) iff \(q \notin N_p^{j-1}\) \& \(q \in N_p^j\). The \(i\)-neighbor of \(p\) denotes the set of processes such that their distances from \(p\) are smaller than or equal to \(i\) but except \(p\).

Each process \(p\) maintains local variables and the values of all local variables at \(p\) define the local state of \(p\). Local variables are classified into three classes: input, output, and inner. The input variables indicate the input to the system and they are not changed by processes. The output variables are the output of the system for external observers. The inner variables are other internal working variables.

We adopt **locally shared memory model** as a communication model: each process \(p\) can read the values of the local variables at \(q \in N_p \cup \{p\}\). Each process changes the value of its local variables by executing a protocol. A protocol at each process \(p\) consists of a finite number of guarded actions in the form of \((\text{guard}) \rightarrow (\text{action})\). A (guard) is a boolean expression involving the local variables of \(p\) and \(N_p\) and an (action) is a statement that changes the values of \(p\)'s local variables (except input variables). A process with a guard evaluated true is called enabled. In a computation step, a distributed daemon selects a nonempty subset of enabled processes and these processes execute the corresponding actions. The evaluation of guards and the execution of the corresponding action at a process is atomic; these computations are done without any interruption. A configuration of a system is represented by a tuple of local states of all processes. An execution is a maximal sequence of configurations \(E = \sigma_0, \sigma_1, \sigma_2, \cdots\) that satisfies (i) \(\sigma_i\) is a statement that changes the values of \(p\)'s local variables (except input variables). A process with a guard evaluated true is called enabled. In a computation step, a distributed daemon selects a nonempty subset of enabled processes and these processes execute the corresponding actions. The evaluation of guards and the execution of the corresponding action at a process is atomic; these computations are done without any interruption. A configuration of a system is represented by a tuple of local states of all processes. An execution is a maximal sequence of configurations \(E = \sigma_0, \sigma_1, \sigma_2, \cdots\) that satisfies (i) \(\sigma_i+1\) is obtained by applying one computation step to \(\sigma_i\) or (ii) \(\sigma_i\) is the final configuration. Maximality means that the sequence is either infinite, or it is finite and no process is enabled in the final configuration.

Distributed daemon allows asynchronous executions. In an asynchronous execution, the time is measured by computation steps or rounds. Let \(E = \sigma_0, \sigma_1, \sigma_2, \cdots\) be an asynchronous execution. The first round \(\sigma_0, \sigma_1, \sigma_2, \cdots, \sigma_i\) is the minimum prefix of \(E\) such that for each process \(p \in V\) if \(p\) is enabled in \(\sigma_0\), either \(p\)'s guard becomes disabled or \(p\) executes at least one step in \(\sigma_0, \sigma_1, \sigma_2, \cdots, \sigma_i\). The second and latter rounds are defined recursively by applying the definition of the first round to the remaining suffix of the execution \(E' = \sigma_{i+1}, \sigma_{i+2}, \cdots\).

A problem (task) \(T\) is defined by a legitimate predicate on configurations. A configuration \(c\) is legitimate iff \(c\) satisfies the legitimate predicate. A non-reactive problem is a problem such that no process changes the values of its output variables after the system reaches a legitimate configuration, e.g. spanning tree construction, leader election. A reactive problem is a problem such that processes change
the values of their output variables after the system reaches a legitimate configuration, e.g. token circulation. In this paper we consider non-reactive problems. We say a distributed protocol \( P(T) \) has solved \( T \) in a configuration iff the configuration satisfies the legitimate predicate \( L(P(T)) \). The input (output) of \( P(T) \) is represented by the conjunction of input (output, respectively) variables at each process. We omit \( T \) if \( T \) is clear. The input variables to the protocol are not changed during the execution of the protocol.

For non-reactive problems, self-stabilizing protocols are defined as follows.

**Definition 1: Non-reactive self-stabilization**

A distributed protocol \( P \) is self-stabilizing iff it satisfies the following two properties:

**Stabilization:** starting from any arbitrary initial configuration, it reaches a legitimate configuration.

**Closure:** once it reaches a legitimate configuration, it remains in legitimate configurations thereafter.

A transient fault corrupts some processes by changing the values of their local variables arbitrarily. A self-stabilizing protocol autonomously recovers from any initial configuration corrupted by any number of faults.

A configuration is \( f \)-faulty\(^1\) iff the minimum number of processes such that we have to change their local states (except input variables) to make the configuration legitimate is \( f \). So, an \( f \)-faulty configuration is the configuration just after a fault corrupts \( f \) processes. We say process \( p \) is faulty iff we have to change \( p \)'s local state to make the configuration legitimate and otherwise correct.

An \( f \)-fault-containing protocol autonomously reaches a legitimate configuration from any \( f' \)-faulty configuration \( (f' \leq f) \) in a polynomial time in \( f \), and the number of processes affected is bounded by a polynomial in \( f \), e.g. \( f^2 \) (not \( |V| \)). We say a processes is contaminated iff the process changes its variables during the recovery from an \( f' \)-faulty configuration \( (f' \leq f) \).

**Definition 2: \( f \)-fault-containment**

A self-stabilizing protocol is \( f \)-fault-containing iff it reaches a legitimate configuration from any \( f' \)-faulty configuration \( (f' \leq f) \) with the number of contaminated processes and the number of rounds to reach a legitimate configuration bounded by some polynomial in \( f \) (not \( |V| \)).

We simply denote an \( f \)-fault-containing self-stabilizing protocol as \( f \)-fault containing protocol.

The performance of an \( f \)-fault-containing protocol is measured by stabilization time, recovery time, and contamination number.

**Stabilization time:** the maximum (worst) number of rounds to reach a legitimate configuration from an arbitrary initial configuration.

**Recovery time:** the maximum (worst) number of rounds to reach a legitimate configuration from any arbitrary \( f' \)-faulty configuration \( (f' \leq f) \).

**Contamination number:** the maximum (worst) number of contaminated processes from any arbitrary \( f' \)-faulty configuration \( (f' \leq f) \).

A hierarchical composition of two protocols \( P_1 \) and \( P_2 \) is denoted by \((P_1 \ast P_2)\) where the variables of \( P_1 \) and those of \( P_2 \) are disjoint except that the input to \( P_2 \) is the output of \( P_1 \). We define the output variables of \((P_1 \ast P_2)\) as the output variables of \( P_2 \). A legitimate configuration of \((P_1 \ast P_2)\) is defined by \( L((P_1 \ast P_2)) \equiv L(P_1) \wedge L(P_2) \).

In a legitimate configuration of the composite protocol, each source protocol should be in a legitimate configuration.

**Definition 3: Fault-containing composition**

Let \( P_1 \) be an \( f_1 \)-fault-containing protocol and \( P_2 \) be an \( f_2 \)-fault-containing protocol. A hierarchical composition \((P_1 \ast P_2)\) is a fault-containing composition of \( P_1 \) and \( P_2 \) iff \((P_1 \ast P_2)\) is an \( f_{1,2} \)-fault-containing protocol for some \( f_{1,2} \) such that \( 0 < f_{1,2} \leq \min(f_1, f_2) \).

In a hierarchical composition, the input to \( P_2 \) can be corrupted by a fault when the fault corrupts the output variables of \( P_1 \). For the corruption of input to \( P_1 \), we make the following assumption.

**Assumption 1: Corruption by faults**

For a hierarchical composition \((P_1 \ast P_2)\), the input to \( P_1 \) is not corrupted by any fault.

A fault can change the states of processes but cannot change their input variables. The input to \( P_1 \) can be seen as system parameters, e.g. topology, ID of each process.

In this paper, we put some assumptions on the source protocols of fault-containing compositions. We consider a subclass of fault-containing protocols \( \Pi \) such that each \( f \)-fault-containing protocol \( P \in \Pi \) satisfies Assumption 2, 3, 4, and 5. Many existing fault-containing protocols satisfy Assumption 2, 3, 4, and 5,[15],[17],[18],[21].

**Assumption 2: Unique legitimate configuration**

The legitimate configuration of \( P \) is uniquely defined by the input variables.

Consider a fault-containing composition \((P_1 \ast P_2)\). Starting from an \( f' \)-faulty configuration \( (f' \leq \min(f_1, f_2)) \), if the output of \( P_1 \) is different from what it was before the fault, then the input to \( P_2 \) changes and the output of \( P_2 \) may change drastically to adopt it. Then, \( P_2 \) cannot guarantee fault-containment though the original fault is small enough for \( P_2 \) to guarantee fault-containment. Assumption 2 promises the possibility of fault-containment of not only \( P_2 \) but also the entire protocol \((P_1 \ast P_2)\). Because the input to \( P_1 \) is not changed by any fault (Assumption 1), this assumption guarantees that \( P_1 \) recovers to the unique legitimate configuration and ensures the possibility of fault-containment of \( P_2 \) in the composite protocol.

---

\(^1\)In general, the legitimate configuration obtained by changing the local states of \( f \) processes is not always unique. However, in this paper we assume the corresponding legitimate configuration is unique because we assume later that the legitimate configuration of the protocol is uniquely defined by the input and the input is not corrupted by faults.
**Assumption 3: Legitimate predicate**

The legitimate predicate $L(P)$ for $P$ is represented in the form $L(P) \equiv \forall p \in V : cons_p(P)$. The predicate $cons_p(P)$ involves the local variables at $p$ and its neighbors, and it is defined over the values of output, inner, and input variables.

We say process $p$ is inconsistent iff $cons_p(P)$ is false, otherwise consistent. Because we work on non-reactive problems, process $p$ is enabled if the predicate $cons_p(P)$ is evaluated false.

**Assumption 4: Inconsistency detection**

In an $f'$-faulty configuration ($f' \leq f$), if faulty process $p$ is a neighbor of correct process(es), at least one correct process $q \in N_p$, or $p$ itself evaluates $cons_q(P)$ (or $cons_p(P)$) false.

Many fault-containing protocols satisfies Assumption 4: for a faulty process $p$ and a neighboring correct process $q$, the predicate $cons_p(P)$ ($cons_q(P)$, respectively) involves the local variables at $q$ ($p$, respectively). Because $p$ is faulty, there can be some inconsistency between the local state of $p$ and that of $q$.

Note that if $p$ and all its neighbors are faulty, $cons_p(P) = true$ may hold at $p$. This is because $cons_p(P)$ involves the local variables at $p$ and its neighbors and the values of these corrupted variables happen to seem consistent. In this case, $p$ cannot determine whether it is faulty or not.

The inconsistency range of $P$ is the maximum (worst) distance from any faulty process to the process $q$ that evaluates $cons_q(P)$ false because of the faulty process during the recovery from an $f'$-faulty configuration ($f' \leq f$).

**Assumption 5: Inconsistency range**

Let $k$ be the inconsistency range of $P$. Starting from any $f'$-faulty configuration ($f' \leq f$), for each faulty process $p$, in every configuration there exists at least one process $q \in N_p^k \cup \{p\}$ such that $cons_q(P)$ is evaluated false until the local variables at $p$ takes the values that they take in the legitimate configuration.

The upper bound of the inconsistency range of a protocol is obtained by its contamination number or recovery time that are always larger than or equals to the inconsistency range. We can obtain a more accurate value of the inconsistency range by analyzing the behavior of the protocol. In many $1$-fault-containing protocols [15], [17], [18], [21], inconsistency range is $1$: in these protocols, in a $1$-faulty configuration the faulty process or its neighbors may suspect it is faulty and exchange the local information with neighbors. If a correct process finds the faulty process, the process waits until the faulty process changes its variables.

### Table 1: Notations for the source protocols and the composite protocol.

| Protocol | Number of maximum faults | Recovery time | Contamination number | Inconsistency range |
|----------|--------------------------|---------------|----------------------|---------------------|
| $P_1$    | $f_1$                    | $t_1$         | $c_1$                | $k_1$              |
| $P_2$    | $f_2$                    | $t_2$         | $c_2$                | $k_2$              |
| $(P_1 \ast P_2)$ | $f_{1,2} = \min(f_1, f_2)$ | $t_{1,2}$ | $c_{1,2}$ | $k_{1,2}$ |

3. Fault-Containing Composition

Let $P_1$ be an $f_1$-fault-containing protocol and $P_2$ be an $f_2$-fault-containing protocol. Our goal is to produce $f_{1,2}$-fault-containing protocol $(P_1 \ast P_2)$ for $f_{1,2} = \min(f_1, f_2)$. In the rest of the paper, we use the notations shown in Table 1.

Fair composition of fault-containing protocols cannot preserve the fault-containment property. This is because the parallel execution of the source protocols allows the upper protocol $P_2$ to execute on an incorrect output of the lower protocol $P_1$. When a fault corrupts the output variables of $P_1$ at $t$ processes ($t \leq f_{1,2}$), during the recovery of $P_1$, $P_2$ can be executed in parallel to adapt to the changes in the output variables of $P_1$. During the recovery of $P_1$, at most $c_1$ processes change their output of $P_1$ and the changes in the input to $P_2$ appear as corruptions by fault(s) in $P_2$. If $c_1$ is greater than $f_2$, $P_2$ cannot guarantee fault-containment. Additionally, even if $c_1$ is not greater than $f_2$, if these processes change their output in $P_1$ repeatedly, the repeated change of the output of $P_1$ is considered as multiple changes in the input for $P_2$, hence it is considered as multiple faults for $P_2$ in the context of fault-containment. In this case, $P_2$ cannot guarantee fault-containment because it is necessary to provide fault-containment that no more fault occurs during the recovery from an $f$-faulty configuration (See Definition 2).

We can avoid these problems by executing $P_2$ after $P_1$ reaches the legitimate configuration. We call this approach Recovery Waiting Fault-containing Composition (RWFC). Our strategy is to stop the execution of $P_2$ until $P_1$ recovers. Thus, starting from an $f$-faulty configuration ($f \leq f_{1,2}$), when $P_1$ reaches its unique legitimate configuration, there are at most $f$ faulty processes in $P_2$. Then $P_2$ can recover with its fault-containment property and the whole composite protocol succeeds in containing the effect of faults.

We can allow faulty processes to execute $P_2$ before $P_1$ reaches the legitimate configuration because in an $f$-faulty configuration, even if faulty processes executes $P_2$ before $P_1$ recovers, the number of faulty processes in $P_2$ is still no larger than $f$ ($f \leq f_{1,2}$). What is important is that no correct process executes $P_2$ before $P_1$ recovers. If some correct process executes $P_2$ before the recovery of $P_1$, the number of faulty processes in $P_2$ may exceed $f_2$.

A corruption at process $p$ in $P_1$ can change the evaluation of guards of $P_1$ and $P_2$ only at $p$ and its neighbors. This is because the guards of each process involve the local variables at the process itself and its neighbors. So, it is possible that $cons_s(P_2)$ is evaluated false at some process $s \in N_p$. If

$^†$A fault cannot change the input variables of $P_1$ (Assumption 1) and $P_1$ reaches the unique legitimate configuration (Assumption 2).
s executes \( P_2 \), the effect of the corruption at \( p \) spreads in \( P_2 \). To prevent this, it is necessary that each process in \( N_p \) does not execute \( P_2 \) until the variables at \( p \) takes the values that they take in the legitimate configuration. By forcing all processes in \( N_p \) to stop the execution of \( P_2 \) during the recovery of \( P_1 \), we can prevent the effect of the fault from spreading in \( P_2 \). From Assumption 5, there exists at least one process \( r \) in \( N^k_1 \) for \( p \) and in \( N^k_s+1 \) for \( s \) such that \( \text{cons}_s(P_1) \) is evaluated false during the recovery of \( P_1 \) (See Fig. 1). We force \( P_2 \) to stop by using this property.

We force each process \( p \) to check the inconsistency of each \( q \in N^k_1 \). For simplicity, we first assume that each process can evaluate \( \text{cons}_s(P_1) \) for each \( q \in N^k_1 \) with the inconsistency detector. The inconsistency detector guarantees that starting from any \( f \)-faulty configuration \( (f \leq f_{1,2}) \), it provides \( \land_{q \in N^k_1} \text{cons}_q(P_1) \) to \( p \) in \( O(|N^k_1|) \) rounds. We just define the specification and the interface of the inconsistency detector in Sect. 3.1, because our focus is not on the implementation of the inconsistency detector but on the fault-containing composition. We show an implementation of the inconsistency detector in Sect. 4.

3.1 Specification of the Inconsistency Detector

The inconsistency detector provides the evaluation of \( \land_{q \in N^k_1} \text{cons}_q(P_1) \) to each process \( p \in V \). Each process \( p \) has two variables, \( \text{req}_p \) and \( \text{res}_p \), when \( p \) requests the inconsistency detector to evaluate \( \land_{q \in N^k_1} \text{cons}_q(P_1) \), \( p \) sets \( \text{req}_p = 1 \), otherwise 0. The inconsistency detector stores the result \( \text{res}_p \) that takes a value in \{true,false,⊥\} and \( p \) receives the result by reading \( \text{res}_p \). (Note that \( p \) cannot change the value of \( \text{res}_p \).)

Assumption 6: Specification of the inconsistency detector

(i) In a legitimate configuration, \( \text{req}_p = 0 \land \text{res}_p = \bot \) holds at each process \( p \in V \).

(ii) If process \( p \in V \) changes \( \text{req}_p \) from 0 to 1 when \( \text{res}_p = \bot, \text{res}_p \) takes true or false in \( \alpha \) rounds with changing the state of only the processes in \( N^k_p \):

- if \( \land_{q \in N^k_q} \text{cons}_q(P_1) = \text{false} \) holds when the inconsistency detector changes \( \text{res}_p \) from \( \bot, \text{res}_p \) takes false.

(iii) \( p \) and \( q \) are bounded by some polynomial in \( k_1 \).

(iv) When \( \text{req}_p = 0 \land \text{res}_p \neq \bot \) holds at process \( p \in V \), the inconsistency detector sets \( \text{res}_p = \bot \) in \( O(1) \) rounds.

After \( p \) requests the evaluation to the inconsistency detector, if \( \text{req}_p = 1 \land \text{res}_p = \text{true} \) holds, process \( p \) can determine that \( \land_{q \in N^k_1} \text{cons}_q(P_1) = \text{true} \) holds at each \( q \in N^k_1 \).

3.2 Framework for Fault-Containing Composition

RWFC framework checks the consistency of \( P_1 \) by using the inconsistency detector whenever the upper protocol needs to be executed.

Figure 2 shows RWFC for \((P_1 \ast P_2)\) at process \( p \) that provides \( f_{1,2}\)-fault-containing protocol. For each \( i \in \{1,2\} \), \( G(P_i) \) is the disjunction of all guards of protocol \( P_i \) at \( p \), and \( A(P_i) \) indicates the corresponding action of one of the enabled guards of \( G(P_i) \).

Starting from an \( f \)-faulty configuration \( (f \leq f_{1,2}) \), process \( p \) can execute \( P_1 \) whenever it has an enabled guard of \( P_1 \) by executing S1. However, when \( p \) has an enabled guard of \( P_2 \), \( p \) should check the inconsistency of \( P_1 \) among \( N^k_1 \). Process \( p \) requests the evaluation to the inconsistency detector by executing S2 and checks the result with S3 and S4. If there is no process \( q \in N^k_q \) that finds inconsistency in \( P_1 \), then \( p \) executes \( P_2 \) by executing S4. Otherwise, \( p \) waits the recovery of \( P_1 \) by executing S3.

3.3 Correctness Proof

First, we show the stabilization of RWFC. Starting from an arbitrary initial configuration, each process can execute \( P_1 \) whenever it has an enabled guard of \( P_1 \). Thus, it is obvious that eventually \( P_1 \) reaches the legitimate configuration and the output of \( P_1 \) (the input to \( P_2 \)) eventually becomes unchanged. After that, if process \( p \) requests the inconsistency detector to evaluate \( \land_{q \in N^k_q} \text{cons}_q(P_1) \), \( p \) always receives \( \text{res}_p = \text{true} \). Thus, the execution of \((P_1 \ast P_2)\) is that of \( P_2 \). So, it is obvious that \((P_1 \ast P_2)\) eventually reaches the legitimate configuration. The following lemma holds clearly.

Lemma 1: Starting from an arbitrary initial configuration,
**Lemma 2:** Starting from any \( f \)-faulty configuration \((f \leq f_{1,2})\), \(P_1\) reaches the legitimate configuration with its recovery time and contamination number. During the recovery of \(P_1\), each correct process that is a neighbor of a faulty process cannot execute \(P_2\). However, a faulty process may execute \(P_2\) before \(P_1\) reaches the legitimate configuration, e.g., if \(\text{req}_p = 1\) \& \(\text{res}_p = \text{true}\) holds at a faulty process \(p\) in an \(f\)-faulty configuration \((f \leq f_{1,2})\), then \(p\) can execute \(P_2\). Though \(p\) executes \(P_2\) before \(P_1\) recovers, the number of faulty processes in the resulting configuration of \(P_2\) is still no larger than \(f_2\). Thus, after \(P_1\) reaches the legitimate configuration, \(P_2\) can reach the legitimate configuration with its fault-containment property.

The composite protocol \((P_1 \ast P_2)\) via \(RWFC\) preserves the fault-containment property of the source protocols (Theorem 1). The performance of the obtained protocol depends on those of \(P_1\), \(P_2\), and the inconsistency detector.

Starting from an \(f\)-faulty configuration \((f \leq f_{1,2})\), \(P_1\) first reaches the legitimate configuration with its fault-containment property.

**Proof:** Starting from an \(f\)-faulty configuration \((f \leq f_{1,2})\), \(P_1\) reaches the legitimate configuration with its recovery time and contamination number. During the recovery of \(P_1\), each correct process that is a neighbor of a faulty process cannot execute \(P_2\).

From Assumption 5, if \(P_1\) is not in the legitimate configuration, \(q\) receives \(\text{res}_q = \text{false}\). So, correct processes neighboring some faulty process(es) do not execute \(P_2\) with incorrect output from \(P_1\).

**Lemma 3:** After \(P_1\) reaches the legitimate configuration, \(P_2\) reaches the legitimate configuration with the recovery time of \(t_2\alpha\) and the contamination number of \(c_2\Delta^f\), where \(\Delta\) is the maximum degree in \(G\).

**Proof:** From Lemma 2, there exist at most \(f \leq f_{1,2}\) faulty processes in \(P_2\) when \(P_1\) reaches the legitimate configuration. Thus, \(P_2\) reaches the legitimate configuration with its fault-containment property: for the variables of \(P_2\), the recovery time and the contamination number is still \(t_2\alpha\) and \(c_2\).

However, each process \(p\) should check the consistency of \(P_1\) with the inconsistency detector whenever \(p\) has an enabled guard of \(P_2\). From Assumption 6, this forces each \(q \in N^P_p\) to change their states and imposes \(\alpha\) rounds for \(p\) to obtain the result. Thus, in \(RWFC\), it takes \(t_2\alpha\) rounds for \(P_2\) to reach the legitimate configuration with the number of \(c_2\Delta^f\) processes changing their local states.

From Assumption 6, \(\alpha\) and \(\beta\) are bounded by some polynomial in \(k_1\).

**Theorem 1:** \(RWFC\) provides an \(f_{1,2}\)-fault-containing protocol \((P_1 \ast P_2)\) for \(f_{1,2} = \min\{f_1, f_2\}\). The recovery time is \((t_1 + t_2\alpha)\) and the contamination number is \(\max\{c_1, c_2\Delta^f\}\).

**Proof:** From Lemma 2 and 3, \(RWFC\) executes \(P_1\) and \(P_2\) in the coordinated order and each protocol executes its own recovery actions. So the maximum number of faults that the obtained protocol guarantees fault-containment is \(f_{1,2} = \min\{f_1, f_2\}\). From Lemma 3, the recovery time is \((t_1 + t_2\alpha)\) and the contamination number is \(\max\{c_1, c_2\Delta^f\}\).

### 4. The Inconsistency Detector

In this section, we show an implementation of the inconsistency detector.

The inconsistency detector should provide the communication between process \(p\) and each \(q \in N^P_p\) to evaluate \(\bigwedge_{q \in N^P_p} \text{cons}_q(P_1)\) whenever \(p\) changes \(\text{req}_p\) from 0 to 1. In the locally shared memory model, process \(p\) can read only the local variables at its direct neighbors. Thus, it is necessary to broadcast the request to each process \(q \in N^P_p\) and each \(q \in N^P_{p+1}\) should return the evaluation of \(\text{cons}_q(P_1)\) to \(p\).

Recall that the legitimate predicate \(L(P_1) \equiv \forall p \in V: \text{cons}_p(P_1)\) is a stable predicate on configurations in \(P_1\). Thus, starting from a target faulty configuration, once \(L(P_1) = \text{true}\) holds, \(L(P_1)\) remains \(\text{true}\) thereafter. However, the fault-containment property guarantees that only the processes in the inconsistency range of each faulty process \(p\) change their states during the recovery. So, starting from a target faulty configuration, once \(\text{cons}_q(P_1)\) holds for each \(q \in N^P_{p+1}\) for a faulty process \(p\), \(\text{cons}_q(P_1)\) remains \(\text{true}\) at all \(q \in N^P_{p+1}\) thereafter. Consequently, the inconsistency detector should answer whether there is a configuration where \(\bigwedge_{q \in N^P_{p+1}} \text{cons}_q(P_1)\) holds between the time when \(p\) requests by changing \(\text{req}_p\) from 0 to 1 and the time the inconsistency detector answers to \(p\) by changing \(\text{res}_p\) from \(\text{false}\) to a value in \(\{\text{true}, \text{false}\}\).

One simple solution for evaluating a stable predicate is to use PIF (Propagation of Information with Feedback) protocols that take a snapshot of global configurations by broadcasting a request to all processes and gathering feedbacks from all processes.

However, we do not need any global detection but the local detection among \(N^P_{p+1}\) for process \(p\). One way to involve \(N^P_{p+1}\) into some task is to use the breadth first tree of height \((k_1 + 1)\) rooted at \(p\). Whenever process \(p\) changes \(\text{req}_p\) to 1, \(p\) constructs the breadth first tree and by using a PIF protocol on the breadth first tree, \(p\) broadcasts the request to each \(q \in N^P_{p+1}\) and \(q\) feeds back the evaluation of \(\text{cons}_q(P_1)\) to \(p\). We can use the breadth first tree construc-
tion protocol in [19] by setting the height of the tree $k_1 + 1$.

However, this simple implementation cannot provide the correct evaluation of $\bigwedge_{q \in N_{p}^{k_1+1}} \text{cons}_q(P_1)$ to $p$. Because each process executes $P_1$ during the request and feedback of a PIF protocol, the evaluation of $\text{cons}_q(P_1)$ at $q \in N_{p}^{k_1+1}$ may change during the feedback: e.g. after $q$ sends $\text{cons}_q(P_1) = \text{true}$ as a feedback, if the evaluation of $\text{cons}_q(P_1)$ changes from $\text{true}$ to $\text{false}$ (it may be caused by some state change of the processes in $N_q$), $p$ cannot obtain the correct evaluation of $\bigwedge_{q \in N_{p}^{k_1+1}} \text{cons}_q(P_1)$.

Generally, to evaluate a stable predicate among processes, PIF is used twice. The first PIF propagates the request to each process and each process starts to observe the stable predicate. The second PIF gathers the result of observation at each process via the feedback of PIF. In this way, one can evaluate a stable predicate on configurations.

Cournier et al. proposed a snap-stabilizing PIF protocol for arbitrary networks [7]. Their protocol PIF guarantees that each process returns the feedback after all processes in $V$ received the request. Thus, by using PIF, we can collect the observation of the stable predicate with a single PIF execution.

We allow each process $p$ to execute PIF independently in parallel so that each process $q \in N_{p}^{k_1+1}$ can evaluate $\bigwedge_{r \in N_{q}^{k_1+1}} \text{cons}_r(P_1)$ when $q$ changes $\text{req}_q$ from $0$ to $1$. This is done, for example, by attaching the ID of $q$ to the broadcast and feedback. This imposes additional memory of size of $O(|N_{p}^{k_1+1}| \log n)$ at $p$ to manage different trees while this does not impose additional time complexity.

We modify PIF as follows:

(i) process $p$ constructs the breadth first tree of height $(k_1 + 1)$ rooted at $p$ when it changes $\text{req}_p$ from $0$ to $1$.

(ii) process $q$ starts to observe $\text{cons}_q(P_1)$ when it receives the request of the PIF protocol. If $\text{cons}_q(P_1) = \text{true}$ holds during the observation, $q$ records it.

(iii) $q$ returns the result of the observation to $p$ with the feedback of PIF.

The snap-stabilization property of PIF guarantees that starting from an arbitrary initial configuration, whenever the root process begins the broadcast, every process receives the broadcast and the root process receives feedback from every process in $O(N)$ rounds. Thus, in our implementation, the broadcast and feedback take $O(N_{p}^{k_1+1})$ rounds. The breadth-first tree is constructed in $O(k_1 + 1)$ rounds. Thus, $p$ receives feedback from all processes in $N_{p}^{k_1+1}$ in $O(|N_{p}^{k_1+1}|)$ rounds. Consequently, the value of $\alpha$ in Assumption 6 is a polynomial in $k_1$. Because only the processes in $N_{p}^{k_1+1}$ change their states, the value of $\beta$ in Assumption 6 is $k_1 + 1$. So, the condition (iii) of Assumption 6 is satisfied.

To satisfy the condition (iv) of Assumption 6, the inconsistency detector should check $\text{req}_p$ and $\text{res}_p$, and whenever $\text{req}_p = 0 \land \text{res}_p \neq \bot$ holds at $p$, it should change $\text{res}_p$ to $\bot$.

5. Conclusion

We present RWFC framework that provides hierarchical composition of two fault-containing protocols with preserving the fault-containment property of source protocols. Our strategy is to stop the execution of the upper protocol until the lower protocol recovers. We can compose more than two fault-containing protocols with RWFC by applying RWFC repeatedly to the source protocols. Though the strategy is very simple, it provides significant improvement on composing fault-containing protocols. Furthermore, this framework helps designing new fault-containing protocols: we can easily build new fault-containing protocols on top of existing fault-containing protocols.

We defined and implemented the inconsistency detector that enables each process to communicate with the processes in its inconsistency range of the lower protocol. Our implementation is based on an existing snap-stabilizing PIF protocol that is executed among the processes in the inconsistency range of the lower protocol. The performance of the obtained protocol depends on the inconsistency detector. Though the PIF protocol imposes additional communication overhead and execution time, the effect is contained around faulty processes in the inconsistency range of the lower protocol. The inconsistency range of the lower protocol is small because the lower protocol is fault-containing. Thus, the overhead imposed by the PIF protocol is small and do not spread over the entire network.

To accelerate the composite protocol by RWFC, we can use the legitimacy of output variables of the lower protocol (called output legitimacy) instead of overall legitimacy. This is because the upper protocol just uses the output variables of the lower protocol as its input. However, to adopt output legitimacy, it is necessary that when the system starts from a target faulty configuration, once the lower protocol reaches the output legitimate configuration, it remains in the output legitimate configuration(s) thereafter. Note that not all the fault-containing protocols provide this property for output legitimacy.

Future work. RWFC puts several assumptions on the source protocols, e.g. the unique legitimate configuration, inconsistency detection. It is necessary to relax these assumptions to extend the application of fault-containing composition. So it is necessary to consider a framework for fault-containing protocols such that the recovery scenario is more complicated. There may be other keys to check the configuration of the lower protocol to control the execution of the upper protocol.
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