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Abstract
Motivated by the recent interest in the study of the spacetimes that are asymptotically Lifshitz and in order to extend some previous results, we calculate exactly the quasinormal frequencies of the electromagnetic field in a $D$-dimensional asymptotically Lifshitz black hole. Based on the values obtained for the quasinormal frequencies we discuss the classical stability of the quasinormal modes. We also study whether the electromagnetic field possesses unstable modes in the $D$-dimensional Lifshitz spacetime.
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1 Introduction

The oscillations of perturbation fields in gravitational systems have been studied for a long time. In particular for the black holes we know that a perturbation oscillates with damped oscillations called quasinormal modes (QNM) when we impose the appropriate conditions at the boundaries (the event horizon and the asymptotic region) [1]–[4]. The study of the QNM is useful to analyze the classical stability of the black holes, to calculate relevant quantities in the AdS-CFT correspondence, and to test the proposals that determine the size of the entropy quantum for the event horizon from the asymptotic value of the quasinormal frequencies (QNF) [1]–[4].

Usually it is considered that the more relevant perturbation to be analyzed is the gravitational one, but we also study the QNM of test fields as the electromagnetic, Dirac, or Klein-Gordon perturbations. We believe that it is useful to study the QNM of these test fields since the analysis is easier than for the gravitational perturbations and the results can indicate the existence of possible issues.

It is known that in many condensed matter systems at the critical points (the Lifshitz fixed points) the space and time scale in the form

$$t \to \lambda^{2z} t, \quad x_i \to \lambda^2 x_i,$$

where $z > 1$ is the dynamical critical exponent. To generalize the AdS-CFT correspondence to condensed matter systems with the anisotropic scale invariance [1], recently there is interest in determining the properties of spacetimes with metrics that at large $r$ asymptote to the so called $D$-dimensional Lifshitz metric [5], [6], [7]

$$ds^2 = \frac{r^{2z}}{l^2} dt^2 + \frac{l^2}{r^2} dr^2 + r^2 d\vec{x} \cdot d\vec{x},$$  

(2)
where \( l \) is a positive constant and \( d\vec{x} \cdot d\vec{x} \) is the line element of the \((D - 2)\)-dimensional Euclidean plane \( \mathbb{R}^{D-2} \). In the spacetime (2) the parameter \( z \) coincides with the dynamical critical exponent of the condensed matter theory that we try to describe in a holographic way.

At present time we know several black holes that asymptote to the spacetime (2). For \( z = 2 \) a widely studied \( D \)-dimensional asymptotically Lifshitz black hole has a metric given by [6, 7]

\[
ds^2 = -\frac{r^4}{l^4} \left( 1 - \frac{r_+^2}{r^2} \right) dt^2 + \frac{l^2 dr^2}{r^2 - r_+^2} + r^2 d\vec{x} \cdot d\vec{x}. \tag{3}
\]

This asymptotically Lifshitz black hole is a solution to the equations of motion for a Lagrangian with scalar and gauge fields [6] or for a Lagrangian with higher-curvature terms [7]. In order to study the classical stability of the asymptotically Lifshitz black hole [3] under small perturbations, Giacomini, et al. [7] calculate exactly the QNF of a test Klein-Gordon field propagating in this background. Based on the values of the QNF and using a similar method to that proposed by Horowitz and Hubeny [5] for asymptotically anti-de Sitter black holes, they show that the QNM of the Klein-Gordon field are stable. See Refs. [9]-[16] for related works in which the QNF of asymptotically Lifshitz black holes are determined. We call attention to Refs. [17]-[27] where the QNF of higher dimensional backgrounds are calculated exactly.

Furthermore in the study of gravity duals for non-relativistic condensed matter systems we expect that the QNM of the asymptotically Lifshitz black holes play a role similar to that of the QNM for asymptotically anti-de Sitter black holes in the analysis of the AdS-CFT correspondence [28]. Therefore we believe that it is a valuable exercise to calculate the QNF of the asymptotically Lifshitz spacetimes as the \( D \)-dimensional black hole [4].

Based on the results by Kodama and Ishibashi [29] for the coupled electromagnetic and gravitational perturbations of maximally symmetric spacetimes, in the \( D \)-dimensional Lifshitz black hole [3] we simplify the equations of motion for a test electromagnetic field to a pair of radial differential equations. It is convenient to comment that, as in Ref. [6], we consider the Lifshitz black hole [3] as a solution to the equations of motion derived from a Lagrangian with higher curvature terms in order to consider the electromagnetic field in a consistent way as a test field. Using the pair of radial equations for the test electromagnetic field we extend the results by Giacomini, et al. [7] and calculate exactly its QNF when it propagates in the asymptotically Lifshitz black hole [3]. We think that this calculation is a step towards establishing its classical stability under small perturbations.

We organize this paper as follows. In Sect. 2 following Kodama and Ishibashi, we write the equations that satisfy the vector type and scalar type electromagnetic test fields in a \( D \)-dimensional maximally symmetric spacetime. In Sects. 3, 4, and 5 we calculate exactly the QNF of the vector type and scalar type electromagnetic fields in the \( D \)-dimensional asymptotically Lifshitz black hole [8]. We discuss our main results in Sect. 6. In the Appendix we determine whether the test electromagnetic field possesses unstable modes in the \( D \)-dimensional Lifshitz spacetime (2).

## 2 Electromagnetic fields

Consider a \( D \)-dimensional spacetime \((D = n + 2)\) with a line element of the form [29]

\[
ds^2 = g_{ab}(y) dy^a dy^b + r^2(y) d\Omega_n^2, \tag{4}
\]

where \( g_{ab}(y) \) is the metric of a bidimensional spacetime, \( a, b = 1, 2 \), and \( d\Omega_n^2 = \hat{\gamma}_{ij}(\hat{z}) d\hat{z}^i d\hat{z}^j \), \( i, j = 1, 2, \ldots, n \), is the line element of a \( n \)-dimensional maximally symmetric Einstein manifold whose Ricci tensor satisfies \( R_{ij} = (n - 1) K \hat{\gamma}_{ij} \), where \( K \) is a constant related to its sectional curvature. In what follows we assume that \( n \geq 2 \) \((D \geq 4)\).

The free Maxwell equations are the two equations

\[
\nabla_{\nu} F^{\nu\nu} = 0, \tag{5}
\]

\[
dF = 0,
\]

\footnote{We put a hat on the quantities defined on the base manifold \( d\Omega_n^2 \), for example, we denote the covariant derivative by \( \hat{D}_j \).}
where $\mathbf{F} = F_{\mu\nu}dx^\mu \wedge dx^\nu/2$ is the electromagnetic field strength. As is well known, the first equation in (5) implies that we can describe the electromagnetic field in terms of a vector potential, and therefore it decomposes into a vector type and a scalar type perturbation. From the results of Ref. [29] we get that in the uncharged spacetime (1) the Maxwell equations (5) simplify to two decoupled equations when we decompose the electromagnetic field into different tensorial types on the $n$-dimensional manifold $d\Omega^2_n$.

Following Kodama and Ishibashi we deduce that in the uncharged spacetime of the form (4) the free Maxwell equations for the vector type electromagnetic field simplify to (see Eq. (4.23) of Ref. [29])

$$\frac{1}{r^{n-2}}D_a(r^{n-2}D^a\hat{A}_V) - \frac{\hat{k}_V^2}{r^2}\hat{A}_V = 0,$$

(6)

where $D_a$ is the covariant derivative on the bidimensional spacetime with metric $g_{ab}(y)$ and the function $\hat{A}_V$ depends on the coordinates $y^a$ of the bidimensional manifold. If $\hat{\nabla}_i$ denotes the vector harmonics on the manifold $d\Omega^2_n$, that is,

$$\nabla_i (\hat{D}_i \hat{V}_j + \hat{k}_V^2)\hat{V}_i = 0, \quad \nabla_j \hat{V}_j = 0,$$

(7)

then $\hat{k}_V^2$ are the eigenvalues of the vector harmonics on the base manifold $d\Omega^2_n$. From the definitions (7) it is possible to show that the vector harmonics satisfy (29)

$$\nabla_i (\hat{D}_i \hat{V}_j - \hat{D}_j \hat{V}_i) = (\hat{k}_V^2 + (n-1)\hat{K})\hat{V}_i,$$

(8)

For the scalar type electromagnetic field propagating in an uncharged spacetime of the form (4) the free Maxwell equations simplify to (see Eq. (5.20) of Ref. [29])

$$r^{n-2}D_a \left( \frac{D^a\hat{A}_S}{r^{n-2}} \right) - \frac{\hat{k}_S^2}{r^2}\hat{A}_S = 0,$$

(9)

where $\hat{A}_S$ is a function of the coordinates $y^a$, and $\hat{k}_S^2$ are the eigenvalues of the Laplacian on the $n$-dimensional manifold $d\Omega^2_n$, that is,

$$\nabla_i (\hat{D}_i \hat{V}_j + \hat{k}_V^2)\hat{S} = 0,$$

(10)

with $\hat{S}$ denoting the scalar harmonics on the base manifold $d\Omega^2_n$.

Since for the $D$-dimensional Lifshitz black hole (3) we are assuming that the base manifold $d\Omega^2_n$ is $\mathbb{R}^n = \mathbb{R}^{D-2}$, then $\hat{K} = 0$ and the eigenvalues $\hat{k}_V^2$ and $\hat{k}_S^2$ have the properties: $\hat{k}_V^2$ ($\hat{k}_S^2$) is continuous with $\hat{k}_V^2 > 0$ ($\hat{k}_S^2 > 0$) [29]. In contrast to Kodama and Ishibashi [29], based on the form of the black hole metric (3), we consider that the line element of the bidimensional spacetime in the formula (4) takes the form

$$ds^2 = g_{ab}dy^a dy^b = -F dt^2 + \frac{dr^2}{G},$$

(11)

with $F$ and $G$ functions of the coordinate $r$.

Taking

$$\hat{A}_V = \frac{\Phi_V}{r^{n/2-1}}, \quad \hat{A}_S = \frac{\Phi_S}{r^{n/2-1}},$$

(12)

we find that Eq. (10) for the vector type electromagnetic field simplifies to

$$D_a D^a \Phi_V - \frac{n-2}{4r} \frac{dG}{dr} \Phi_V - \frac{(n-2)(n-4)G}{4r^2} \Phi_V - \frac{n-2}{4r} \frac{G}{F} \frac{dF}{dr} \Phi_V - \frac{\hat{k}_V^2}{r^2} \Phi_V = 0,$$

(13)

and Eq. (11) for the scalar type electromagnetic field becomes

$$D_a D^a \Phi_S - \frac{(n-2)nG}{4r^2} \Phi_S + \frac{dG}{dr} \frac{n-2}{4r} \Phi_S + \frac{G}{r^2} \frac{dF}{dr} \frac{n-2}{4r} \Phi_S - \frac{\hat{k}_S^2}{r^2} \Phi_S = 0.$$

(14)

Equations (13) and (14) are the basis for the rest of our work.

A similar simplification of the Maxwell equations appears in Ref. [30], but we point out that Crispino, et al. only consider $D$-dimensional spherically symmetric spacetimes.
3 Quasinormal frequencies of the vector type electromagnetic field

As in Ref. [7] we define the QNM of the electromagnetic field in the asymptotically Lifshitz the black hole \[3\] as the modes satisfying the boundary conditions (see also [9]–[16] and Sect. 5 below)

a) They are purely ingoing near the horizon.

b) They go to zero at the asymptotic region.

Considering that for the bidimensional metric \([11]\) we get

\[
D_a D^a f = -\frac{1}{F^2} \partial_t^2 f + \frac{\sqrt{G}}{F} \partial_r (\sqrt{FG} \partial_r f),
\]

and taking

\[
\Phi_V = e^{-i\omega t} R_V(r),
\]

we find that Eq. (13) simplifies to the ordinary differential equation for the radial function \(R_V\)

\[
r(r^2 - r_+^2) \frac{d}{dr} \left( r(r^2 - r_+^2) \frac{dR_V}{dr} \right) + (\omega l^2) R_V - \left( \frac{n-2}{2} (r^2 - r_+^2)^2 + r^2 (r^2 - r_+^2) \right) \]

\[
+ \frac{(n-2)(n-4)}{4} (r^2 - r_+^2)^2 + \frac{n-2}{2} r^2 (r^2 - r_+^2) + \frac{\kappa_V l^2}{r_+} (r^2 - r_+^2) \right) \right) R_V = 0.
\]

As in Ref. [7], to solve the previous differential equation we make the change of variable

\[
y = 1 - \frac{r_+^2}{r^2},
\]

to obtain that the radial function \(R_V\) must be a solution of the differential equation

\[
\frac{d^2 R_V}{dy^2} + \frac{1}{y} \frac{dR_V}{dy} + \left( \frac{\tilde{\omega}^2}{y^2} - \frac{n^2 - 4}{16} \left( \frac{1}{1-y} - \frac{1}{y(1-y)} \right) \right) R_V = 0,
\]

where

\[
\tilde{\omega} = \frac{\omega l^2}{2r_+^2}, \quad \tilde{k}_V = \frac{\kappa_V l}{2r_+}.
\]

Notice that for \(r > r_+\) we obtain that \(y \in (0, 1)\).

Proposing that the radial function \(R_V\) takes the form

\[
R_V = (1-y)^{B_V} y^{A_V} \tilde{R}_V,
\]

we find that if the parameters \(B_V\) and \(A_V\) are solutions of the equations

\[
B_V^2 - B_V - \frac{n^2 - 4}{16} = 0, \quad A_V^2 + \tilde{\omega}^2 = 0,
\]

then the function \(\tilde{R}_V\) must be a solution of the differential equation

\[
y(1-y) \frac{d^2 \tilde{R}_V}{dy^2} + (2A_V + 1 - (2A_V + 2B_V + 1)y) \frac{d\tilde{R}_V}{dy} - \left( \tilde{k}_V^2 + \frac{n-2}{4} + B_V + 2A_V B_V \right) \tilde{R}_V = 0,
\]

which is a hypergeometric differential equation

\[
y(1-y) \frac{d^2 \tilde{R}_V}{dy^2} + (c_V - (a_V + b_V + 1)y) \frac{d\tilde{R}_V}{dy} - a_V b_V \tilde{R}_V = 0,
\]
with the parameters $a_V$, $b_V$, and $c_V$ given by

\[ a_V = A_V + B_V + \frac{1}{2} \sqrt{-4\omega^2 + \frac{(n-2)^2}{4} - 4k_V^2}, \quad c_V = 2A_V + 1, \]
\[ b_V = A_V + B_V - \frac{1}{2} \sqrt{-4\omega^2 + \frac{(n-2)^2}{4} - 4k_V^2}. \quad (25) \]

In what follows we take the parameters $A_V$ and $B_V$ as

\[ B_V = \frac{1}{2} + \frac{n}{4}, \quad A_V = i\omega. \quad (26) \]

Therefore, assuming that the quantity $c_V$ is not an integer, we see that the radial function $R_V$ takes the form

\[ R_V = (1 - y)^{1/2 + n/4} y^{i\omega} (C_1 2F_1(a_V, b_V; c_V; y) + C_2 y^{1-c_V} 2F_1(a_V - c_V + 1, b_V - c_V + 1; 2 - c_V; y)), \quad (27) \]

where $2F_1(a_V, b_V; c_V; y)$ denotes the hypergeometric function, and $C_1$, $C_2$ are constants.\(^2\)

To calculate the QNF we first impose the boundary condition a) near the horizon. We notice that the horizon is located at $y = 0$, hence we find that near the horizon the radial function $R_V$ behaves as

\[ R_V \approx C_1 y^{i\omega} + C_2 y^{-i\omega} \approx C_1 e^{i\omega r_*} + C_2 e^{-i\omega r_*}, \quad (28) \]

where $r_*$ denotes the tortoise coordinate and for the Lifshitz black hole \(^3\) it is equal to

\[ r_* = \frac{3}{2r_+^3} \ln \left( 1 - \frac{r_+^2}{r^2} \right) = \frac{3}{2r_+^3} \ln(y). \quad (29) \]

Note that $r_* \in (-\infty, 0)$ for $r > r_+$.

As we choose a harmonic time dependence $\exp(-i\omega t)$ we get that in the expression (28) the term proportional to $C_1$ is an outgoing wave near the horizon and the term proportional to $C_2$ is an ingoing wave. Therefore to satisfy the boundary condition a) of the QNM we must take $C_1 = 0$, and the radial function $R_V$ simplifies to

\[ R_V = C_2 y^{-i\omega} (1 - y)^{1/2 + n/4} 2F_1(a_V - c_V + 1, b_V - c_V + 1; 2 - c_V; y) \]
\[ = C_2 y^{-i\omega} (1 - y)^{1/2 + n/4} 2F_1(\alpha_V, \beta_V; \gamma_V; y), \quad (30) \]

that is, we define the quantities $\alpha_V$, $\beta_V$, and $\gamma_V$ by

\[ \alpha_V = a_V - c_V + 1, \quad \beta_V = b_V - c_V + 1, \quad \gamma_V = 2 - c_V. \quad (31) \]

To impose the boundary condition b) of the QNM at the asymptotic region we must study the behavior of the radial function \(^4\) near $y = 1$. It is convenient to note that the parameters $\alpha_V$, $\beta_V$, and $\gamma_V$ satisfy

\[ \gamma_V - \alpha_V - \beta_V = -\frac{n}{2}. \quad (32) \]

that is, $\gamma_V - \alpha_V - \beta_V$ is a negative integer for $n = 2, 4, 6, \ldots$, and a negative half-integer for $n = 3, 5, 7, \ldots$.

To study the behavior of the radial function near $y = 1$ for $\gamma - \alpha - \beta$ different from an integer we exploit Kummer’s formula \(^5\), \(^6\)

\[ 2F_1(\alpha, \beta; \gamma; y) = \frac{\Gamma(\gamma)\Gamma(\gamma - \alpha - \beta)}{\Gamma(\gamma - \alpha)\Gamma(\gamma - \beta)} 2F_1(\alpha, \beta; \alpha + \beta + 1 - \gamma; 1 - y) \]
\[ + \frac{\Gamma(\gamma)\Gamma(\alpha + \beta - \gamma)}{\Gamma(\alpha)\Gamma(\beta)} (1 - y)^{\gamma - \alpha - \beta} 2F_1(\gamma - \alpha, \gamma - \beta; \gamma + 1 - \alpha - \beta; 1 - y), \quad (33) \]

\(^2\) We must notice that in the distinct formulas where they appear, the values of the constants $C_1$ and $C_2$ may be different.
whereas for $\gamma - \alpha - \beta = -m$, with $m$ a nonnegative integer, we must use $^{[31],[32]}$

$$
\begin{align*}
2F_1(\alpha, \beta; \gamma; y) &= \frac{\Gamma(\gamma)\Gamma(m)}{\Gamma(\alpha)\Gamma(\beta)} (1-y)^{-m} \sum_{q=0}^{m-1} \frac{(\alpha-m)_q(\beta-m)_q}{q!(1-m)_q} (1-y)^q \\
&+ \frac{(-1)^{m+1}\Gamma(\gamma)}{\Gamma(\alpha-m)\Gamma(\beta-m)} \sum_{q=0}^{\infty} \frac{(\alpha)_q(\beta)_q}{q!(m+q)_q} (1-y)^q \\
&\times [\ln(1-y) - \psi(q+1) - \psi(q+m+1) + \psi(\alpha+q) + \psi(\beta+q)],
\end{align*}
$$

where $\psi(y) = d\ln \Gamma(y)/dy$, $(\alpha)_0 = 1$, $(\alpha)_q = (\alpha+1)\cdots(\alpha+q-1)$ for $q \geq 1$, and for $m = 0$ the term containing the sum with a finite number of terms does not appear. We must notice that this property of the hypergeometric function is valid for $\alpha, \beta \neq 0, -1, -2, \ldots$, $^{[32]}$

For $n = 3, 5, \ldots$, the quantity $\gamma_V - \alpha_V - \beta_V$ is a half-integer, thus, using Kummer’s formula $^{[33]}$ we obtain that near $y = 1$ the radial function $R_V$ behaves as

$$
R_V \approx (1-y)^{1/2+n/4}\frac{\Gamma(\gamma_V)\Gamma(\gamma_V-\alpha_V-\beta_V)}{\Gamma(\gamma_V-\alpha_V)\Gamma(\gamma_V-\beta_V)} + (1-y)^{1/2-n/4}\frac{\Gamma(\gamma_V)\Gamma(\alpha_V+\beta_V-\gamma_V)}{\Gamma(\alpha_V)\Gamma(\beta_V)}.
$$

From this expression we point out that, as $y \to 1$, the first term fulfills the boundary condition b), but the second term diverges in this limit. Therefore to satisfy this boundary condition we must impose the condition

$$
\alpha_V = \alpha_V - c_V + 1 = -p, \quad \text{or} \quad \beta_V = \beta_V - c_V + 1 = -p, \quad p = 0, 1, 2, 3, \ldots
$$

From these equations we get that for $n = 3, 5, \ldots$, the QNF of the vector type electromagnetic field are equal to

$$
\omega_V = -i\frac{1}{4} \frac{1}{p+\frac{1}{2}+\frac{n}{4}} \left[ (p+\frac{1}{2})^2 + \frac{n}{2} (p+\frac{1}{2}) + \frac{n-1}{4} + k_V^2 \right].
$$

Notice that these QNF are purely imaginary, as the QNF of the Klein-Gordon field found in Ref. $^{[7]}$. For $n = 2, 4, 6, \ldots$, we define $n = 2N$, with $N$ a positive integer $(N \geq 1)$ $^{[3]}$. Hence we find that

$$
\gamma_V - \alpha_V - \beta_V = -N,
$$

and therefore, for $\alpha_V, \beta_V \neq 0, -1, -2, \ldots$, from the property $^{[34]}$, we get that at the asymptotic region the radial function $^{[30]}$ behaves as

$$
R_V \approx (1-y)^{1/2-N/2}\frac{\Gamma(\gamma_V)\Gamma(\gamma_V)}{\Gamma(\alpha_V)\Gamma(\beta_V)} \frac{1}{2!} \sum_{q=0}^{N-1} \frac{(\alpha_V-N)_q(\beta_V-N)_q}{q!(1-N)_q} (1-y)^q,
$$

since the other term goes to zero as $y \to 1$. Thus to impose the boundary condition b) we must satisfy Eqs. $^{[36]}$, but it contradicts one assumption of the property $^{[34]}$. Hence using this property of the hypergeometric function to transform the radial function $^{[30]}$ we can not fulfill the boundary condition b) of the QNM.

The remaining option is to consider that the hypergeometric function of the radial function $^{[30]}$ is a polynomial, that is, $\alpha_V = -p$, (or $\beta_V = -p$), with $p = 0, 1, 2, 3, \ldots$, $^{[32],[34]}$. Owing to the symmetry in the parameters $\alpha_V$ and $\beta_V$ of the hypergeometric function $2F_1(\alpha_V, \beta_V; \gamma_V; y)$ we consider only $\alpha_V = -p$, (we shall obtain similar results for $\beta_V = -p$). Thus we assume that the radial function $^{[30]}$ takes the form

$$
R_V = C_2 y^{-\tilde{\omega}} (1-y)^{1/2+n/4} 2F_1(\alpha_V, \beta_V; \gamma_V; y),
$$

and we analyze whether it satisfies the boundary condition b) of the QNM. From the expressions $^{[25]}$ and $^{[31]}$ we notice that if $\alpha_V$ is an non-positive integer, then $\beta_V$ and $\gamma_V$ are not integers.

Taking into account that for $p$ a nonnegative integer the hypergeometric function fulfills $^{[32],[33]}$

$$
2F_1(-p, \beta; \gamma; z) = \frac{(\gamma - \beta)_p}{(\gamma)_p} 2F_1(-p, \beta; \beta - \gamma - p + 1; 1 - z),
$$

$\text{Notice that the parameter } N \text{ can take different values in the Appendix and in Sects. } ^{[3],[4]}$
and that \((-\gamma)_p\) is equal to
\[( -1)^p(-\gamma)_p = (\gamma - p + 1)_p, \tag{42}\]
we get that the radial function \([10]\) transforms into
\[R_V = C_2 \frac{(N + 1)_p}{(-1)^p(\gamma)_p} y^{-i\omega}(1 - y)^{1/2 + n/4}F_1(-p, \beta_V; \beta_V - \gamma_V - p + 1; 1 - y). \tag{43}\]

Therefore near \(y = 1\) the radial function \([13]\) behaves as
\[R_V \approx (1 - y)^{1/2 + n/4}, \tag{44}\]
that fulfills the boundary condition b) of the QNM. Thus for \(\alpha_V = -p\) (or \(\beta_V = -p\)) the radial function \([13]\) satisfies the boundary condition b) and hence for \(n = 2, 4, 6, \ldots\), we also get the QNF \([37]\) for the vector type electromagnetic field propagating in the \(D\)-dimensional Lifshitz black hole \([3]\).

Finally we note that for the QNF \([37]\) of the vector type electromagnetic field the quantity \(c_V\) is not an integer, as we assumed previously.

4 Quasinormal frequencies of the scalar type electromagnetic field

Here we calculate the QNF of the scalar type electromagnetic field propagating in the asymptotically Lifshitz black hole \([3]\). Taking
\[\Phi_S = e^{-i\omega t} R_S(r), \tag{45}\]
we find that Eq. \([14]\) reduces to the ordinary differential equation for the radial function \(R_S\)
\[r(r^2 - r_+^2) \frac{d}{dr} \left( r(r^2 - r_+^2) \frac{dR_S}{dr} \right) + (\omega^2)R_S + \left( n - \frac{2}{2}(r^2 - r_+^2) + r^2(r^2 - r_+^2) \right)
- \frac{(n - 2)n}{4}(r^2 - r_+^2) + \frac{n - 2}{2}r^2(r^2 - r_+^2) - \hat{k}^2l^2(r^2 - r_+^2))^2 R_S = 0. \tag{46}\]

Making the change of variable \([18]\) and taking the radial function \(R_S\) as
\[R_S = (1 - y)^{B_S} y^{A_S} \tilde{R}_S, \tag{47}\]
where the parameters \(B_S\) and \(A_S\) must be solutions to the equations
\[B_S^2 - B_S - \frac{(n - 2)(n - 6)}{16} = 0, \quad A_S^2 + \tilde{\omega}^2 = 0, \tag{48}\]
we find that the function \(\tilde{R}_S\) is a solution of the hypergeometric type differential equation \([21]\) with parameters
\[a_S = A_S + B_S + \frac{1}{2}\sqrt{-4\tilde{\omega}^2 + \frac{(n - 2)^2}{4} - 4\hat{k}_S^2}, \quad c_S = 2A_S + 1, \]
\[b_S = A_S + B_S - \frac{1}{2}\sqrt{-4\tilde{\omega}^2 + \frac{(n - 2)^2}{4} - 4\hat{k}_S^2}, \tag{49}\]
where \(\hat{k}_S = \hat{k}l/(2r_+)\). In what follows we take
\[B_S = \frac{1}{2} + \frac{|n - 4|}{4}, \quad A_S = i\tilde{\omega}. \tag{50}\]

Therefore, assuming that the parameter \(c_S\) is not an integer, we see that the radial function \(R_S\) is equal to
\[R_S = (1 - y)^{1/2 + |n - 4|/4} y^{i\omega} (C_1 F_1(a_S, b_S; c_S; y)
+ C_2 y^{1-c_S} F_1(a_S - cs + 1, b_S - cs + 1; 2 - cs; y)). \tag{51}\]
with $C_1$ and $C_2$ constants.

As for the vector type electromagnetic field, to obtain a purely ingoing field near the horizon we must take $C_1 = 0$ in the expression (51) and hence the radial function $R_S$ that satisfies the boundary condition a) near the horizon is

$$R_S = C_2 y^{-i\tilde{\omega}}(1 - y)^{1/2 + |n-4|/4} F_1(\alpha_S, \beta_S; \gamma_S; y),$$

with $\alpha_S = a_S - c_S + 1$, $\beta_S = b_S - c_S + 1$, and $\gamma_S = 2 - c_S$. We notice that the parameters $\alpha_S$, $\beta_S$, and $\gamma_S$ fulfill

$$\gamma_S - \alpha_S - \beta_S = \frac{|n-4|}{2},$$

that is, it is a negative half-integer for $n = 3, 5, 7, \ldots$, and a non-positive integer for $n = 2, 4, 6, \ldots$.

We first study the odd values of $n$ for which $\gamma_S - \alpha_S - \beta_S$ is a negative half-integer and we can use the Kummer formula (53) to get

$$R_S = C_2 y^{-i\tilde{\omega}} \left[(1 - y)^{1/2 + |n-4|/4} \frac{\Gamma(\gamma_S) \Gamma(\gamma_S - \alpha_S - \beta_S)}{\Gamma(\gamma_S - \alpha_S) \Gamma(\gamma_S - \beta_S)} F_1(\alpha_S, \beta_S; \gamma_S + 1 - \gamma_S; 1 - y) + \frac{\Gamma(\alpha_S) \Gamma(\beta_S)}{\Gamma(\gamma_S) \Gamma(\gamma_S - \alpha_S - \beta_S)} (1 - y)^{1/2 - |n-4|/4} F_1(\gamma_S, \alpha_S, \beta_S; \gamma_S; \gamma_S + 1 - \gamma_S - \beta_S; 1 - y) \right].$$

Since we are considering $n$ odd, with $n \geq 3$, we see that the term proportional to $(1 - y)^{1/2 + |n-4|/4}$ goes to zero as $y \to 1$, thus, this term satisfies the boundary condition b) of the QNM. For the other term of the formula (54) we note the following facts. For $n = 3, 5$, the factor

$$(1 - y)^{1/2 - |n-4|/4}$$

goes to zero as $y \to 1$. Thus for these two values of $n$ the purely ingoing radial function $R_S$ of the formula (52) satisfies automatically the boundary condition b) at the asymptotic region. Hence for $n = 3, 5$, we may conclude that for any value of the frequency $\omega$ we can fulfill the boundary conditions of the QNF, but this result is not easily acceptable, since it implies the existence of unstable QNM. We think that it is necessary a more careful study and analyze in more detail the behavior of the radial functions for these two values of the spacetime dimension. (See Sect. 5 below.)

For $n = 7, 9, \ldots$, we get that the factor (55) diverges as $y \to 1$, and therefore to satisfy the boundary condition b) we must impose the condition

$$\alpha_S = a_S - c_S + 1 = -p, \quad \text{or} \quad \beta_S = b_S - c_S + 1 = -p, \quad p = 0, 1, 2, 3, \ldots,$$

from which we get that the QNF of the scalar type electromagnetic field are equal to

$$\omega_S = -i \frac{r^2_S}{\ell^2} \frac{1}{p + \frac{n-2}{4}} \left[p^2 + \frac{n-2}{2} p + k^2_S \right].$$

Now we consider $n$ even. From the expression (53) we obtain that for $n = 2$, $\gamma_S - \alpha_S - \beta_S = -1$, and for $n = 4, 6, \ldots$, we get that $\gamma_S - \alpha_S - \beta_S = -(n/2 - 2) = -(N-2)$, with $n = 2N$ as previously, but now $N$ is a positive integer satisfying $N \geq 2$. Notice that for $n = 4$ we find that $\gamma_S - \alpha_S - \beta_S = 0$. For $\gamma_S - \alpha_S - \beta_S \neq 0$ ($n \neq 4$), if we exploit the property (34) of the hypergeometric function to transform the radial function (52), then we can not fulfill the boundary condition b) of the QNM. As for the vector type electromagnetic field, by taking $\alpha_S = -p$, (or $\beta_S = -p$), $p = 0, 1, 2, \ldots$, we seek to impose the boundary condition b) of the QNM. Thus we assume that the radial function (52) takes the form

$$R_S = C_2 y^{-i\tilde{\omega}}(1 - y)^{1/2 + |n-4|/4} F_1(-p, \beta_S; \gamma_S; y).$$

From the formulas (19) and (52), we infer that if $\alpha_S$ is an integer, then $\beta_S$ and $\gamma_S$ are not integers. Considering the properties (31) and (52) we obtain that for $n$ even, $n \neq 4$, at the asymptotic region the radial function $R_S$ of the formula (56) behaves as

$$R_S \approx (1 - y)^{1/2 + |n-4|/4},$$

(59)
that satisfies the boundary condition b) of the QNM. As we impose the condition \( \alpha_S = -p \) (or \( \beta_S = -p \)) to get the behavior \([59]\), for \( n = 6, 8, \ldots \), we also get the QNF \([57]\) for the scalar type electromagnetic field.

To obtain the expression \([57]\) for the QNF we assume that \( |n - 4| = n - 4 \), but it is not true for \( n = 2 \). Taking into account that for \( n = 2 \), \( |n - 4| = -(n - 4) \), from the conditions \([56]\) we get that for \( n = 2 \) the QNF of the scalar type electromagnetic field are equal to (see also Sect. 5 below)

\[
\omega_S = -i \frac{r^2}{l^2} \frac{1}{p+1} \left[ p^2 + 2p + 1 + k_S^2 \right].
\]

Notice that for the scalar type electromagnetic field the QNF \([57]\) and \([60]\) are purely imaginary as the QNF \([57]\) of the vector type electromagnetic field and those given in Ref. \([7]\) for the Klein-Gordon field.

For \( n = 4 \) we get that \( \gamma_S - \alpha_S - \beta_S = 0 \) and from the property \([54]\) with \( m = 0 \) we find that the radial function \( R_S \) takes the form

\[
R_S = C_2 y^{-i\omega} (-1) \frac{\Gamma(\gamma_S)}{\Gamma(\alpha_S)\Gamma(\beta_S)} \sum_{q=0}^{\infty} \frac{(\alpha_S)_{q+1}(\beta_S)_q}{(q!)^2} (1 - y)^{1/2+q} \times (\psi(\alpha_S + q) + \psi(\beta_S + q) - 2\psi(1 + q) + \ln(1 - y)),
\]

that goes to zero as \( y \to 1 \), that is, this radial function fulfills the boundary condition b) of the QNM without additional conditions on the frequency. Therefore, in a similar way to \( n = 3, 5 \), for \( n = 4 \) we must make a more careful analysis of the radial function behavior as \( r \to \infty \).

Finally, in a straightforward way we can verify that for the QNF \([57]\) and \([60]\) of the scalar type electromagnetic field the quantity \( c_S \) is not an integer, as we assumed previously.

### 5 Quasinormal frequencies for \( n = 3, 4, 5 \)

Up to this point we follow closely to Refs. \([7]\), \([9]-[16]\), and impose the boundary conditions a) and b) to determine the QNF of the asymptotically Lifshitz black hole \([3]\). Nevertheless the possibility of obtaining a continuous QNF spectrum for the scalar type electromagnetic field in \( n = 3, 4, 5 \), as we comment in the previous section, calls us for a more careful analysis of the boundary conditions that have been imposed.

It is well known that in asymptotically anti-de Sitter black holes we can impose different boundary conditions at the asymptotic region, (see for example Refs. \([3]\), \([4]\), \([34]-[37]\)). Thus in a similar way to the asymptotically anti-de Sitter black holes we study in detail the boundary conditions that we can impose on the electromagnetic field at the asymptotic region of the \( D \)-dimensional Lifshitz black hole \([3]\).

Although for the vector type electromagnetic field we get well defined QNF in the Lifshitz black hole \([3]\) with \( n \geq 2 \), we begin analyzing this perturbation type. From Eq. \([17]\) we obtain that as \( r \to \infty \) the radial function \( R_V \) is a solution to

\[
\frac{d^2 R_V}{dr^2} + \frac{3}{r} \frac{dR_V}{dr} - \frac{n^2 - 4}{4} \frac{1}{r^2} R_V = 0,
\]

that is a Euler type differential equation. Hence as \( r \to \infty \) the radial function behaves as

\[
R_V \approx C_1 r^{n/2-1} + C_2 r^{-(n/2+1)},
\]

where \( C_1 \) and \( C_2 \) are constants (as before). For \( n > 2 \) we find that the first term of the formula \([63]\) diverges as \( r \to \infty \) and the second term goes to zero in the same limit. For these values of \( n \) it is natural that we impose the boundary conditions a) and b) of Sect. 3. In the same limit, from the expression \([63]\), for \( n = 2 \) we obtain that \( R_V \) behaves as

\[
R_V \approx C_1 + \frac{C_2}{r^2},
\]

that is, both solutions are well behaved as \( r \to \infty \).
In Sect. 3 we find that for \( n \) even and for the vector type electromagnetic field, the radial function of the QNM takes the form (43). For \( n = 2 \) this radial function behaves in the form

\[
R_V \approx (1 - y) \, _2F_1(-p, \beta_V; \beta_V - \gamma_V - p + 1; 1 - y) \\
\approx \frac{C_2}{r^2},
\]

as \( r \to \infty \), where \( C_2 \) is a constant. Comparing the formulas (64) and (65) we find that for \( n = 2 \) we determine the QNF of the vector type electromagnetic field by canceling the leading term of the expression (64) \((C_1 = 0)\), although both solutions are well behaved as \( r \to \infty \). Motivated by this observation, for the previous puzzling cases of the scalar type electromagnetic field \((n = 3, 4, 5)\), it is convenient to study if we obtain well defined QNF when we cancel the leading term of the asymptotic behavior.

From Eq. (46), in the limit \( r \to \infty \), we find that the function \( R_S \) satisfies the differential equation

\[
\frac{d^2R_S}{dr^2} + \frac{3}{r} \frac{dR_S}{dr} - \frac{(n - 2)(n - 6)}{4} \frac{1}{r^2} R_S = 0,
\]

whose solutions behave as (recall the formulas (62) and (63))

\[
R_S \approx C_1 r^{(n-4)/2-1} + C_2 r^{-(n-4)/2+1}.
\]

For \( n \geq 7 \) in the limit \( r \to \infty \) the first term diverges, and the second goes to zero. Thus for these values of \( n \) we can impose the boundary conditions a) and b) without a problem, but for \( n = 2, 6 \), we find

\[
R_S \approx C_1 + \frac{C_2}{r^2},
\]

in a similar way to the vector type electromagnetic field for \( n = 2 \) (see the expression (64)). In the same limit, when \( n = 3, 5 \), we find that

\[
R_S \approx \frac{C_1}{r^{1/2}} + \frac{C_2}{r^{3/2}},
\]

and for \( n = 4 \)

\[
R_S \approx \frac{C_1}{r} + \frac{C_2}{r} \ln(r).
\]

Thus for \( n = 2, 3, 4, 5, 6 \), we see that both solutions are well behaved and for \( n = 3, 4, 5 \), both solutions go to zero as \( r \to \infty \). In the previous section for \( n = 2 \) and \( n = 6 \) we find well defined QNF for the scalar type electromagnetic field in the Lifshitz black hole (3). Thus for these two values of \( n \) we examine how the radial function of the QNM behaves as \( r \to \infty \). In both cases this radial function is equal to (see the expression (58))

\[
R_S = C_2 y^{-i\omega} (1 - y) _2F_1(-p, \beta_S; \gamma_S; y),
\]

and we notice that as \( r \to \infty \) this radial function behaves in the form

\[
R_S \approx \frac{C_2}{r^2}.
\]

Comparing with the formula (58), we notice that its leading term is fixed, as for the vector type electromagnetic field when \( n = 2 \). Thus for the scalar type electromagnetic field propagating in the 3-dimensional Lifshitz black hole (3) with \( n = 3, 4, 5 \), in what follows we determine the frequencies of the modes that are purely ingoing at the horizon and that as \( r \to \infty \) its leading term is equal to zero.

From the expression (62) for the radial function that satisfies the boundary condition of the QNM near the horizon, we get that for \( n = 3, 5 \), the purely ingoing radial function takes the form

\[
R_S = C_2 y^{-i\omega} (1 - y)^{3/4} _2F_1(\alpha_S, \beta_S; \gamma_S; y),
\]

Using the Kummer formula (53), since \( \gamma_S - \alpha_S - \beta_S \) is not an integer, we obtain that for \( n = 3, 5 \), in the limit \( r \to \infty \) the radial function \( R_S \) behaves as

\[
R_S \approx \frac{\Gamma(\gamma_S)\Gamma(\gamma_S - \alpha_S - \beta_S) r_+^{3/2}}{\Gamma(\gamma_S - \alpha_S)\Gamma(\gamma_S - \beta_S)} + \frac{\Gamma(\gamma_S)\Gamma(\alpha_S + \beta_S - \gamma_S) r_+^{1/2}}{\Gamma(\alpha_S)\Gamma(\beta_S)}.
\]
In this expression we see that the first term is subleading and the second term is leading. Hence to cancel the leading term we must impose the conditions (56) and therefore when we cancel the leading term of the radial function for the scalar type electromagnetic field propagating in the Lifshitz black hole (3) with \( n = 5 \) we get the QNF (57) and for \( n = 3 \) the QNF are equal to

\[
\omega = -i \frac{r^2}{l^3} \left[ \frac{1}{p + \frac{3}{4}} \left( p + \frac{1}{2} \right) (p + 1) + \tilde{k}_S^2 \right],
\]

(75)

(see the QNF (60) for the scalar type electromagnetic field when \( n = 2 \)).

In a similar way to the previous examples with \( n \) even, for \( n = 4 \) we know that the radial function satisfying the boundary conditions of the QNM near the horizon is

\[
R_S = C_2 y^{-i\omega} (1 - y)^{1/2} _2 F_1 (-p, \beta_S; \gamma_S; y),
\]

(76)

where we take \( \alpha_S = -p \) as previously (see the expression (58)). Taking into account the property (41) of the hypergeometric function we deduce that in the limit \( r \to \infty \) the radial function (76) behaves as

\[
R_S \approx \frac{C}{r},
\]

(77)

that is, in the expression (76) the leading term is fixed. Therefore for \( n = 4 \) the QNF of the scalar type electromagnetic field are determined by the expression (57) with \( n = 4 \), when we fix the leading part of the radial function.

Thus if for the Lifshitz black hole (3) with \( n = 3, 4, 5 \), and the scalar type electromagnetic field we change the boundary condition imposed at the asymptotic region of the black hole, (that is, imposing that the leading term of the radial function is fixed, instead forcing to zero the radial function), then we obtain a well defined discrete spectrum of QNF. We believe that this result is more acceptable than our previous suggestion of a continuous QNF spectrum for the scalar type electromagnetic field.

It is known that for calculating the QNF of anti-de Sitter black holes have been imposed different boundary conditions at their asymptotic regions [3], [4], [34]–[37]. Since for the scalar type electromagnetic field propagating in the Lifshitz black hole (3) with \( n = 2, 3, 4, 5, 6 \), the two solutions of the radial equation are finite as \( r \to \infty \), it is convenient to explore whether we can impose alternative boundary conditions in its asymptotic region. For example, for the scalar type electromagnetic field and these values of \( n \) we ask for the values of the frequencies for which the waves are purely ingoing near the horizon and the subleading term is fixed as \( r \to \infty \), that is, now the leading term is different from zero. For \( n = 3, 5 \), from the formula (74), we see that to cancel the subleading term we must impose the condition

\[
\gamma_S - \alpha_S = -p, \quad \text{or} \quad \gamma_S - \beta_S = -p, \quad p = 0, 1, 2, 3, \ldots,
\]

(78)

from which we get that the frequencies are equal to

\[
\omega_L = \frac{r^2}{l^3} \left[ \frac{(n - 2)^2/16 - \tilde{k}_S^2}{p + \frac{3}{4}} \right] \left( p + \frac{1}{4} \right).
\]

(79)

We notice that in the previous expression for \( n = 5 \) and \( \tilde{k}_S^2 < 1/2 \) the fundamental mode \( (p = 0) \) is unstable since for these values of the parameters the imaginary parts of the frequencies (79) satisfy \( \text{Im}(\omega_L) > 0 \), and we have a mode whose amplitude increases with time. Thus for some values of the parameters, when we fix the subleading term of the radial function, we obtain unstable modes. Hence in contrast to anti-de Sitter black holes, to calculate the QNF for the Lifshitz black hole (3) at its asymptotic region we can not impose the boundary condition that cancels the subleading term, but other boundary conditions (more complicated) can be used. Doubtless for Lifshitz black holes the calculation of the QNF for other boundary conditions at the asymptotic region is a problem that deserves additional study.
6 Discussion

In the $D$-dimensional asymptotically Lifshitz black hole (3) with $n \geq 2$ for the vector type electromagnetic field we find the QNF (37). For the scalar type electromagnetic field moving in the black hole (3) with $n \geq 4$ we obtain the QNF (57), for $n = 2$ the QNF (60), and the QNF (75) for $n = 3$. Notice that for $n = 3, 4, 5$, we must modify the boundary condition b) of the QNM in the asymptotic region, and fix the leading term in the expansion of the radial function as $r \to \infty$. From the expressions (37), (57), (60), and (75) for the QNF of the electromagnetic field in the Lifshitz black hole (3) we find that the imaginary parts of the QNF satisfy $\text{Im}(\omega) < 0$, and since we choose a harmonic time dependence $\exp(-i\omega t)$, we assert that these QNM are stable because their amplitudes decay in time. We consider this result as a step towards establishing the classical stability of the Lifshitz black hole (3) under small perturbations.

We also find that in the $D$-dimensional Lifshitz black hole (3) with $n = 3, 4, 5$, the calculation of the QNF for the scalar type electromagnetic field requires a careful analysis. We find that for these values of $n$ this perturbation type has a discrete and stable spectrum of QNF if we impose a slightly different boundary condition at the asymptotic region. We show that fixing the leading term of the radial function as $r \to \infty$ we obtain well defined QNF, in contrast to the continuous spectrum of QNF that we may get when the boundary condition b) is imposed. Nevertheless, see Ref. [38] for a two-dimensional black hole with a continuous spectrum of QNF for the Klein-Gordon and Dirac fields.

Taking into account that the Hawking temperature for the asymptotically Lifshitz black hole (3) is equal to $[6], [7]

$$T_H = \frac{r^2}{2\pi l^3},$$

we can write the QNF (37) for the vector type electromagnetic field in the form

$$\omega_V = -i\frac{2\pi T_H}{p + \frac{1}{2} + \frac{n}{4}} \left[ (p + \frac{1}{2})^2 + \frac{n}{2}(p + \frac{1}{2}) + \frac{n - 1}{4} + \hat{k}_V^2 \right].$$

and similarly for the QNF (57), (60), and (75) of the scalar type electromagnetic field.

For the scalar type electromagnetic field propagating in the Lifshitz black hole (3) with $n \geq 4$, from the QNF (57) we find that the frequency of the fundamental ($p = 0$) QNM takes the form

$$\omega_F = -i\frac{r_+^2}{l^3} \frac{1}{n - 2} \left( \frac{\hat{k}_V}{r_+} \right)^2.$$

As we know, when the base manifold is $\mathbb{R}^n$ the eigenvalue $\hat{k}$ is continuous and satisfies $\hat{k}^2 > 0$. Thus, as $\hat{k} \to 0$, for the scalar type electromagnetic field we get that $|\text{Im}(\omega_F)| \to 0$ and therefore we have a long lived fundamental QNM, that is, for this QNM its characteristic decay time $\tau = 1/|\text{Im}(\omega_F)|$ is very large.

In contrast, for the scalar type electromagnetic field propagating in the Lifshitz black hole (3) with $n = 2$, from the QNF (60) we note that as $\hat{k} \to 0$ the frequency of the fundamental QNM goes to the value

$$\omega_F = -\frac{4r_+^2}{3l^3},$$

and the characteristic decay time is equal to

$$\tau = \frac{3l^3}{4r_+^2},$$

which is finite. Something similar happens with the QNF (75) of the scalar type electromagnetic field in the Lifshitz black hole (3) with $n = 3$. For the QNM of the vector type electromagnetic field, in the limit $\hat{k}_V \to 0$, for its fundamental mode we also get that its characteristic decay time is finite.

We notice that in the $D$-dimensional Lifshitz black hole (3) the QNF (37), (57), (60), and (75) of the electromagnetic field are purely imaginary. This fact indicates that in this black hole, the electromagnetic QNM do not oscillate, they only decay, reminding us to a critically damped or overdamped classical system. This behavior is similar to that already found for some QNM, since at present time we know several spacetimes
that possess purely imaginary QNF \cite{17, 18, 21, 38, 41}, and some of these black holes are asymptotically anti de Sitter, see for example Refs. \cite{39, 40, 43}. Furthermore several black holes are poor oscillators in comparison with other natural systems, for example, for the Schwarzschild black hole its quality factor \[ Q = \frac{1}{2} \frac{\text{Re}(\omega)}{\text{Im}(\omega)} \] is approximately equal to the angular momentum number \( K \), but for an atom \( Q \approx 10^6 \).\cite{45}

Recently Emparan and Tanabe \cite{46} show that in the limit \( D \to \infty \) a large class of spherically symmetric black holes have a universal set of QNM whose frequencies take the form

\[
\omega_D = \left[ \frac{D}{2} + K - \left( \frac{e^{i\pi}}{2} \left( \frac{D}{2} + K \right) \right)^{1/3} a_p \right] \frac{1}{r_+},
\]

where \( r_+ \) is the horizon radius, as before \( K \) is the angular momentum number, and \(-a_p\) are the zeroes of the Airy function \cite{46}. To compare with the results by Emparan and Tanabe we take the limit \( D \to \infty \) \((n \to \infty)\) of our expressions for the QNF of the electromagnetic field and of the formula \( (33) \) in Ref. \cite{7} that gives the QNF of the Klein-Gordon field.

Thus from our expressions \( (37), (57) \), and from the formula \( (33) \) of Ref. \cite{7}, we get that in the limit \( D \to \infty \) the QNF of the \( D \)-dimensional Lifshitz black hole \cite{3} simplify to

\[
\omega_V = -i\frac{r_+^2}{l^2}(2p + 3), \\
\omega_S = -i\frac{r_+^2}{l^2}(2p), \\
\omega_{KG} = -i\frac{r_+^2}{l^2}(2p + 2).
\]

Comparing the previous formulas with the expression \( (85) \), we note some differences. Our expressions \( (86) \) are purely damped (purely imaginary), as our QNF \( (37), (57) \), and the QNF \( (33) \) in Ref. \cite{7}. Also they do not depend on the spacetime dimension \( D \), in contrast to the result by Emparan and Tanabe \cite{46} whose frequencies are slowly damped and depend on the spacetime dimension \( D \). Furthermore the limit \( D \to \infty \) of the QNF of the \( D \)-dimensional Lifshitz black hole, that is the expressions \( (86) \) depend on the horizon radius as \( r_+^2 \), whereas the QNF \( (85) \) show a dependence \( 1/r_+ \).

We do not know the source of these differences between the expressions \( (86) \) for the QNF of the Lifshitz black hole \cite{3} and the suggested behavior by Emparan and Tanabe of the formula \( (85) \), but we note that to calculate the QNF \( (85) \) in Ref. \cite{46} is analyzed in detail the near horizon behavior of the field, and in this work to determine the QNF of the Lifshitz black hole \cite{3} it is relevant to consider the behavior of the field as \( r \to \infty \) (as we showed in the previous sections).
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A Modes of the electromagnetic field in the Lifshitz spacetime

To extend our previous results we determine the modes of the electromagnetic field in the Lifshitz spacetime \cite{2}. We are looking for possible unstable solutions that satisfy the boundary conditions

i) They are regular at \( r = 0 \).

ii) They go to zero as \( r \to \infty \).

For the vector type electromagnetic field propagating in the Lifshitz spacetime \cite{2}, Eq. \( (13) \) simplifies to the radial differential equation

\[
\frac{d^2 R_V}{dr^2} + \frac{z + 1}{r} \frac{dR_V}{dr} + \left( \frac{(\omega t^{z+1})^2}{r^{2z+2}} - \frac{n-2}{2} \left( 1 + z + \frac{n-4}{2} \right) \frac{1}{r^2} - \frac{(k_V t)^2}{r^4} \right) R_V = 0,
\]

\( (87) \)
when we take \( \Phi_V \) as in the formula \([16]\). As previously we take \( z = 2 \). For this value of the critical exponent \( z \) the previous differential equation transforms into

\[
\frac{d^2 R_V}{dr^2} + \frac{3}{r} \frac{dR_V}{dr} + \left( \frac{\omega^2}{r^6} - \frac{n^2 - 4}{4} \frac{1}{r^2} - \frac{\hat{k}_V^2}{r^4} \right) R_V = 0,
\]

where we define the quantities \( \hat{\omega} \) and \( \hat{k}_V \) by \( \hat{\omega} = \omega l^3 \) and \( \hat{k}_V = \hat{k} l \).

For the scalar type electromagnetic field propagating in the Lifshitz spacetime \([2]\), Eq. \([14]\) simplifies to the ordinary differential equation

\[
\frac{d^2 S}{dz^2} + z + 1 \frac{dS}{dz} + \left( \frac{\omega'^2}{r^{2z+2}} - \frac{n-2}{2} \left( \frac{n}{2} - 1 - z \right) \frac{1}{r^2} - \frac{(\hat{k} l)^2}{r^4} \right) S = 0,
\]

when \( \Phi_S = \exp(-i\omega t)R_S \) as in the expression \([15]\). Taking \( z = 2 \) we get that the previous differential equation becomes

\[
\frac{d^2 S}{dz^2} + \frac{3}{r} \frac{dS}{dr} + \left( \frac{\omega'^2}{r^{2z+2}} - (n-2)(n-6) \frac{1}{4} \frac{1}{r^2} - \frac{\hat{k}_S^2}{r^4} \right) S = 0,
\]

where \( \hat{k}_S = \hat{k} l \). Notice that for \( n \geq 2 \) the factor multiplying \( 1/r^2 \) in Eq. \([88]\) is greater or equal to zero, whereas in Eq. \([90]\) it is negative for \( n = 3, 4, 5 \).

To solve the ordinary differential equation \([88]\) we make the change of variable \([4]\)

\[
u = \frac{1}{r},
\]

to get that the function \( R_V \) is a solution of the differential equation

\[
\frac{d^2 R_V}{du^2} - \frac{1}{u} \frac{dR_V}{du} + \left( \omega^2 u^2 - \hat{k}_V^2 - \frac{n^2 - 4}{4} \frac{1}{u^2} \right) R_V = 0.
\]

Taking the radial function \( R_V \) as

\[
R_V = e^{i\omega u^2/2} R_{V1},
\]

and defining the new variable \( v \) by

\[
v = -i\hat{\omega} u^2,
\]

we find that the function \( R_{V1} \) satisfies the differential equation

\[
\frac{d^2 R_{V1}}{dv^2} - \frac{1}{v} \frac{dR_{V1}}{dv} + \left( \frac{\hat{k}_V^2}{4\omega' v} - \frac{n^2 - 4}{16} \frac{1}{v^2} \right) R_{V1} = 0.
\]

Proposing that the function \( R_{V1} \) takes the form

\[
R_{V1} = v^{A_V} R_{V2},
\]

with the parameter \( A_V \) being a solution to the equation

\[
A_V^2 - A_V - \frac{n^2 - 4}{16} = 0,
\]

we obtain that the function \( R_{V2} \) must be a solution of the ordinary differential equation

\[
v \frac{d^2 R_{V2}}{dv^2} + (2A_V - v) \frac{dR_{V2}}{dv} - \left( A_V + \frac{i\hat{k}_V^2}{4\omega} \right) R_{V2} = 0,
\]

that is, of the confluent hypergeometric differential equation \([32], [33]\)

\[
v \frac{d^2 R_{V2}}{dv^2} + (b_V - v) \frac{dR_{V2}}{dv} - a_V R_{V2} = 0,
\]

\[^{4}\text{We notice that this method also works for the differential equation \([50]\) of the scalar type electromagnetic field.}\]
with the parameters $a_V$ and $b_V$ equal to

$$a_V = A_V + \frac{i k^2}{4 \omega}, \quad b_V = 2A_V. \quad (100)$$

In what follows we choose

$$A_V = \frac{1}{2} + \frac{n}{4}, \quad (101)$$

that is,

$$a_V = \frac{1}{2} + \frac{n}{4} + \frac{i k^2}{4 \omega}, \quad b_V = 1 + \frac{n}{2}. \quad (102)$$

We notice that the parameter $b_V$ of the previous formula is a positive half-integer for $n$ odd and a positive integer for $n$ even.

From these facts, for the vector type electromagnetic field we find that the radial function takes the form

$$R_V = e^{-v/2}v^{b_V/2}\left\{C_1 U(a_V, b_V; v) + C_2 e^v U(b_V - a_V, b_V; e^{-\pi v})\right\}, \quad (103)$$

where $C_1, C_2$ are constants and $U(a_V, b_V; v)$ is the Tricomi solution of the confluent hypergeometric differential equation. Since we choose a time dependence of the form $\exp(-i\omega t)$, and we are looking for unstable solutions, in what follows we assume that $\Im(\omega) > 0$. From this assumption we obtain that the variable $v$ defined in the formula (104) fulfills $\Re(v) > 0$ and therefore the function satisfying the boundary condition i) at the origin ($v \to \infty$) is

$$R_V = C_1 e^{-v/2}v^{b_V/2}U(a_V, b_V; v), \quad (104)$$

due to the another solution diverges as $r \to 0$.

First we take $n$ odd for the dimension of the base manifold. We point out that for $b$ different from an integer the Tricomi function $U(a, b; z)$ satisfies

$$U(a, b; z) = \frac{\Gamma(1 - b)}{\Gamma(a - b + 1)}F_1(a, b; z) + \frac{\Gamma(b - 1)}{\Gamma(a)}z^{1-b}F_1(a - b + 1, 2 - b; z), \quad (105)$$

where $\Gamma_1(a, b; z)$ denotes the confluent hypergeometric function, hence, as $r \to \infty$ ($v \to 0$) we find that the radial function (104) behaves as

$$R_V \approx \frac{\Gamma(1 - b_V)}{\Gamma(a_V - b_V + 1)}v^{b_V/2} + \frac{\Gamma(b_V - 1)}{\Gamma(a_V)}v^{1-b_V/2}. \quad (106)$$

Since we are considering $n$ odd ($n = 3, 5, 7, \ldots$), we see that $b_V \geq 5/2$, thus, the first term of the expression (106) goes to zero as $v \to 0$, whereas the second term diverges in this limit. Therefore to fulfill the boundary condition ii) we must impose the condition

$$a_V = -p, \quad p = 0, 1, 2, \ldots, \quad (107)$$

from which we get the frequencies

$$\tilde{\omega}_V = -\frac{k^2}{4} + \frac{1}{\frac{4}{3} + \frac{1}{2}}. \quad (108)$$

We notice that for these frequencies $\Im(\tilde{\omega}) < 0$, and hence we contradict our assumption $\Im(\tilde{\omega}) > 0$. Thus we assert that in the Lifshitz spacetime with $z = 2$ and $n$ odd, for the vector type electromagnetic field there is no unstable modes satisfying the boundary conditions i) and ii).

For $n$ even we can not use the property (105) since the quantity $b_V$ is a positive integer greater than 1, that is, $b_V = 1 + N$ with $N = 1, 2, \ldots$. Thus based on our previous results for $n$ odd, we take $a_V = -p$, with $p$ a nonnegative integer as in the formula (107) and we search whether the radial function (104) fulfills the boundary condition ii) for this value of the parameter $a_V$. For $b_V$ a positive integer and $a_V$ a non-positive integer, the Tricomi function is equal to

$$U(-p, 1 + N; v) = (-1)^{-p} \sum_{s=0}^{p} \binom{p}{s} (N + s + 1)(-v)^s. \quad (109)$$
From this expression we find that, as \( v \to 0 \), for \( n \) even the radial function (104) behaves in the form

\[
R_v \approx v^{b_v/2}.
\]  

(110)

Thus the radial function satisfies the boundary condition ii) and therefore for \( n \) even we get again the frequencies (108) with \( \text{Im}(\hat{\omega}) < 0 \). As for \( n \) odd, this fact contradicts our assumption on the imaginary part of the frequencies. Hence in the Lifshitz spacetime (2) with \( n \) integer, \( n \geq 2 \), for the vector type electromagnetic field we do not obtain unstable modes that fulfill the boundary conditions i) and ii).

In a similar way, for the scalar type electromagnetic field propagating in the Lifshitz spacetime (2) we find that the solutions of the radial differential equation (90) take the form [32], [33]

\[
R_S = e^{-v^2/2} v^{b_S/2} \left\{ C_1 U(a_S, b_S; v) + C_2 e^{v} U(b_S - a_S, b_S; e^{-i\pi} v) \right\},
\]

(111)

with \( C_1, C_2 \) constants, and the parameters \( a_S, b_S \) are equal to

\[
a_S = \frac{1}{2} + \frac{|n-4|}{4} + \frac{i k_S^2}{4 \omega}, \quad b_S = 1 + \frac{|n-4|}{2}.
\]

(112)

We see that the quantity \( b_S \) is a positive half-integer for \( n \) odd and a positive integer for \( n \) even. Assuming that \( \text{Im}(\hat{\omega}) > 0 \), as for the vector type electromagnetic field, we see that the regular solution as \( v \to \infty \) is

\[
R_S = C_1 e^{-v^2/2} v^{b_S/2} U(a_S, b_S; v).
\]

(113)

When \( n \) is odd \((b_S \) a half-integer) and considering the property (105) we obtain that for \( v \to 0 \) the previous radial function behaves as

\[
R_S \approx \frac{\Gamma(1 - b_S)}{\Gamma(a_S - b_S + 1)} v^{b_S/2} + \frac{\Gamma(b_S - 1)}{\Gamma(a_S)} v^{1 - b_S/2}.
\]

(114)

For \( n = 7, 9, 11, \ldots \), we obtain that the previous formula takes the form

\[
R_S \approx \frac{\Gamma(1 - b_S)}{\Gamma(a_S - b_S + 1)} v^{1/2 + |n-4|/4} + \frac{\Gamma(b_S - 1)}{\Gamma(a_S)} v^{1/2 - |n-4|/4}.
\]

(115)

We note that the first term of the previous expression goes to zero as \( v \to 0 \) and the second term diverges in this limit. Hence to obtain that \( R_S \to 0 \) as \( v \to 0 \) we must impose the condition

\[
a_S = -p, \quad p = 0, 1, 2, \ldots,
\]

(116)

from which we obtain the frequencies

\[
\hat{\omega}_S = -\frac{i k_S^2}{4} \frac{1}{p + \frac{1}{2} + \frac{|n-4|}{4}}.
\]

(117)

Owing to the frequencies (117) fulfill \( \text{Im}(\hat{\omega}) < 0 \), we contradict our assumption on the imaginary parts of the frequencies and in the Lifshitz spacetime (2) with \( n \) odd, \( n \geq 7 \), we do not find unstable modes for the scalar type electromagnetic field.

From the expression for \( b_S \) of the formulas (112), we find that for \( n = 3, 5 \), the formula (116) for \( R_S \) simplifies to

\[
R_S \approx v^{1/4} \left\{ \frac{\Gamma(1 - b_S)}{\Gamma(a_S - b_S + 1)} v^{1/2} + \frac{\Gamma(b_S - 1)}{\Gamma(a_S)} \right\}.
\]

(118)

For these two values of \( n \), from the previous expression we assert that for any value of the frequency \( \hat{\omega} \) the radial function fulfills \( R_S \to 0 \) as \( v \to 0 \), and hence it satisfies the boundary condition ii) without any additional condition on the frequencies \( \hat{\omega} \) when \( \text{Im}(\hat{\omega}) > 0 \), suggesting the existence of unstable modes. Thus for the scalar type electromagnetic field propagating in the Lifshitz spacetime (2) with \( n = 3, 5 \), we find that it is necessary a more careful analysis of the boundary condition that we impose at the asymptotic region.
As previously in Sect. 5, for \( n = 3, 5 \), here we study in detail the behavior of the radial function \( R_S \) at the asymptotic region of the Lifshitz spacetime \(^{(2)}\). We find that the differential equation \(^{(10)}\) simplifies to Eq. \(^{(66)}\) in the limit \( r \to \infty \). Furthermore from the formula \(^{(118)}\) we see that the radial \( R_S \) behaves in the form

\[
R_S \approx \left( -i \tilde{\omega} \right)^{3/4} \frac{1}{\Gamma(a_S - b_S + 1)} \frac{1}{r^{3/2}} + \left( -i \tilde{\omega} \right)^{1/4} \frac{1}{\Gamma(a_S)} \frac{1}{r^{1/2}},
\]

in this limit. (Compare with the expected behavior given in the formula \(^{(69)}\).) That is, both solutions go to zero at the asymptotic region. In a similar way to the Lifshitz black hole \(^{(3)}\) to get an acceptable result we modify the boundary condition that we impose at the asymptotic region and we cancel the leading term of the expression \(^{(119)}\) taking \( a_S = -p \) as in the formula \(^{(116)}\). Therefore for \( n = 3, 5 \), we get again the frequencies \(^{(117)}\) that fulfill \( \text{Im}(\tilde{\omega}_S) < 0 \). Hence we do not find unstable modes of the scalar type electromagnetic field when it propagates in the Lifshitz spacetime \(^{(2)}\) with \( n = 3, 5 \), if we modify the boundary condition to be satisfied at the asymptotic region.

For \( n \) even (\( b_S \) a positive integer), from our previous results for \( n \) odd, we take \( a_S = -p \) as in the formula \(^{(116)}\), and considering the property \(^{(109)}\) of the Tricomi function we get that near \( v = 0 \) the radial function \( R_S \) of the formula \(^{(113)}\) behaves as

\[
R_S \approx v^{1/2 + |n - 4|/4},
\]

that goes to zero as \( v \to 0 \) for \( n = 2, 4, 6, \ldots \). Thus for \( n \) even we obtain the frequencies \(^{(117)}\) with \( \text{Im}(\tilde{\omega}) < 0 \), and therefore for the scalar type electromagnetic field propagating in the Lifshitz spacetime \(^{(2)}\) with \( z = 2 \) and \( n \) even, we do not find unstable modes that fulfill the boundary conditions i) and ii).

In brief, for \( n = 3, 5 \) we do not obtain unstable modes for the scalar type electromagnetic field if the boundary condition that we impose at the asymptotic region is slightly different from ii), that is, in a similar way to the Lifshitz black hole \(^{(3)}\), as \( r \to \infty \) we fix the leading term of the radial function to get well defined frequencies whose associated modes are stable. Thus for the vector and scalar type electromagnetic field propagating in the \( D \)-dimensional Lifshitz spacetime \(^{(2)}\) we do not find unstable modes.
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