ENumeration of Diagonally Colored Young Diagrams

Ádám Gyenge

Abstract. In this note we give a new proof of a closed formula for the multivariable generating series of diagonally colored Young diagrams. This series also describes the Euler characteristics of certain Nakajima quiver varieties. Our proof is a direct combinatorial argument, based on Andrews’ work on generalized Frobenius partitions. We also obtain representations of these series in some particular cases as infinite products.

1. Introduction

Young diagrams are important combinatorial objects appearing in many areas of mathematics including representation theory, algebraic geometry and mathematical physics. As it is well known, Young diagrams correspond to partitions of natural numbers. Let us denote by $P(k)$ the number of partitions of the natural number $k$. Then the generating series of the numbers $P(k)$ is given by the classic result of Euler:

$$
\sum_{k=0}^{\infty} P(k)q^k = \prod_{m=1}^{\infty} \frac{1}{1 - q^m}.
$$

Many problems in representation theory and algebraic geometry require the enumeration of colored Young diagrams. These are Young diagrams such that the boxes are labelled by numbers according to some specific rule.

In this note, we restrict our attention to diagonally colored Young diagrams. Theorem 1.7 below gives their multivariable generating function in a closed form, giving a direct generalization of (1). This generating series can be computed in different ways, for example using ideas related to representation theory [2]. Here we present a simple and elementary calculation based purely on combinatorics, following the ideas of Andrews [1]. Moreover, we obtain representations of these generating series in some particular cases as infinite products.

1.1. Diagonally colored Young diagrams. A partition of a natural number $k \in \mathbb{N}$ is a sequence of non-increasing natural numbers $\lambda_1 \geq \cdots \geq \lambda_m > 0$ such that $\sum_i \lambda_i = k$. The Young diagram corresponding to a partition $\lambda = (\lambda_1, \ldots, \lambda_m)$ is a collection of columns of square blocks with $\lambda_i$ boxes in the $i$-th column for $i = 1, \ldots, m$, such that the blocks in a column form a consecutive series without a hole. We identify partitions with the corresponding Young diagrams. For a general reference on Young diagrams and on many of their numerous applications we refer the reader to [3, 5].

The weight $|Y|$ of a Young diagram $Y$ is the number of blocks in $Y$. In particular, if $Y$ corresponds to a partition $\lambda$, then $|Y| = \sum_i \lambda_i$, the number of which $\lambda$ is a general Frobenius partition.
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partition of. The set of all Young diagrams will be denoted as $\mathcal{P}$. It decomposes into a disjoint union

$$\mathcal{P} = \bigsqcup_{k \geq 0} \mathcal{P}(k),$$

where $\mathcal{P}(k) = \{Y \in \mathcal{P} : |Y| = k\}$.

The block $s \in Y$ at the $i$-th row and $j$-th column is called the $(i, j)$-component of $Y$. Let $C$ be a set. A coloring (or labeling) of a Young diagram $Y$ with $C$ is a function assigning an element of $C$ to each box of $Y$.

In the rest of this section we fix an integer $n \geq 2$, the modulus, and let $C = \mathbb{Z}/n\mathbb{Z}$.

**Definition 1.1.** Let $Y \in \mathcal{P}$, and suppose we are given an $a \in C$. The *diagonal $a$-coloring* (or, shortly, *$a$-coloring*) of $Y$ is defined by associating to the $(i, j)$-component $s$ of $Y$ the residue

$$\text{res}(s) = a - i + j + n\mathbb{Z} \in C.$$

For any $a, c \in C$ and any diagram $Y \in \mathcal{P}$ we will denote by $\text{wt}_c(a, Y)$, the *$c$-weight* of $Y$, which is the number of boxes in $Y$, whose color according to the $a$-coloring is $c$. Clearly, $\sum_{c \in C} \text{wt}_c(a, Y) = |Y|$ for any $a \in C$.

These notions can be extended to tuples of Young diagrams. Let $\mathbf{Y} = (Y_1, \ldots, Y_l)$ be an $l$-tuple of Young diagrams. The *total weight* of $\mathbf{Y}$ is defined as $|\mathbf{Y}| = \sum_{i=1}^l |Y_i|$. The set $\mathcal{P}_l$ of all $l$-tuples of Young diagrams decomposes as

$$\mathcal{P}_l = \bigsqcup_{k \geq 0} \mathcal{P}_l(k),$$

where $\mathcal{P}_l(k) = \{\mathbf{Y} \in \mathcal{P}_l : |\mathbf{Y}| = k\}$.

**Definition 1.2.** Let $\mathbf{Y} \in \mathcal{P}_l$, and suppose we are given $a_m \in C$ for each $1 \leq m \leq l$, which are collected in a vector $\mathbf{a} = (a_1, \ldots, a_l)$. The *diagonal $\mathbf{a}$-coloring* (or, shortly, *$\mathbf{a}$-coloring*) of $\mathbf{Y}$ is defined by associating to the $(i, j)$-component $s$ of $Y_m$ the residue

$$\text{res}(s) = a_m - i + j + n\mathbb{Z} \in C.$$

**Example 1.3.** For $n = 3$ the diagonal $(2, 1)$-coloring on the Young diagrams corresponding to the pair of partitions $((4, 3, 2), (2, 1, 1, 1))$ is the following:

$$\begin{pmatrix}
2 & 1 & 0 & 0 & 0 & 0 \\
1 & 2 & 0 & 0 & 0 & 0 \\
2 & 0 & 1 & 1 & 2 & 0 \\
2 & 0 & 1 & 1 & 2 & 0 \\
\end{pmatrix}.$$

Naturally, for any $\mathbf{a} \in C^l$, $c \in C$ and any $l$-tuple of Young diagrams $\mathbf{Y} \in \mathcal{P}_l$ we will denote by $\text{wt}_c(\mathbf{a}, \mathbf{Y})$, the *$c$-weight* of $\mathbf{Y}$, which is the number of boxes in $\mathbf{Y}$, whose color according to the $\mathbf{a}$-coloring is $c$. Clearly, $\sum_{c \in C} \text{wt}_c(\mathbf{a}, \mathbf{Y}) = |\mathbf{Y}|$ for any $\mathbf{a} \in C^l$.

We arrange the $c$-weights into a vector $\text{wt}(\mathbf{a}, \mathbf{Y}) = (\text{wt}_0(\mathbf{a}, \mathbf{Y}), \ldots, \text{wt}_{n-1}(\mathbf{a}, \mathbf{Y})) \in (\mathbb{Z}_{\geq 0})^n$.

Using these notations for any fixed $\mathbf{a} \in C^l$ the set $\mathcal{P}_l(k)$ decomposes as

$$\mathcal{P}_l(k) = \bigsqcup_{|\mathbf{a}| = k} \mathcal{P}_l(\mathbf{a}),$$

where $\mathbf{a} \in (\mathbb{Z}_{\geq 0})^n$, $|\mathbf{a}| = \sum_c a_c$ and

$$\mathcal{P}_l(\mathbf{a}) = \{\mathbf{Y} \in \mathcal{P}_l(k) : \text{wt}(\mathbf{a}, \mathbf{Y}) = \mathbf{a}\}.$$
1.2. Generating series. Let us introduce formal variables \( q_c \) associated to each color \( c \in C \). These will be collected into a vector \( q = (q_0, \ldots, q_{n-1}) \). The indices are always meant as elements in \( C \). We introduce the notation \( q^k = \prod_{c \in C} q_c^{k_c} \) for any vector \( k \) whose components are indexed by \( C \). In particular, \( \frac{Z(q)}{Z(1)} = \prod_{c \in C} q_c^{wt_c(Y)} \) and \( \frac{Z^{l}(q_1, Y)}{Z(1)} = \prod_{c \in C} q_c^{wt_c(Y)} \). Throughout the article we always assume that, when evaluated, \( |q_c| = 1 \) for all \( c \in C \).

The colored (multivariable) generating series of colored Young diagrams is defined as

\[
Z_a(q) = \sum_{Y \in P} q^{wt(Y)}.
\]

Similarly, the colored (multivariable) generating series of \( l \)-tuples of colored Young diagrams is defined as

\[
Z_a(q) = \sum_{Y \in P_l} q^{wt(Y)}.
\]

Since \( P_l = P^l \), and the coloring function is independent on the individual components, one immediately obtains

\[
Z_a(q) = \prod_{m=1}^{l} Z_{a_m}(q).
\]

In particular, the calculation of \( Z_a(q) \) is easily reduced to that of \( Z_a(q) \).

1.3. Euler characteristics of quiver varieties. We now make a digression, which emphasizes the importance of the series \( Z_a(q) \).

Let \((I, H)\) be a quiver. More precisely, \( I \) is a set of vertices and \( H \) is a set of oriented edges. Let \( \overline{H} = H \cup H^* \), where \( H^* \) is the set of edges in \( H \) with the reversed orientation. For dimension vectors \( v, w \in \mathbb{Z}_{\geq 0}^I \) we define a Nakajima quiver variety as follows. See [6] and references therein for the details, here we follow the notations of [7].

Fix \( I \)-graded vector spaces \( V, W \) such that \( \dim V_i = v_i, \dim W_i = w_i \). Let

\[
M(v, w) = \left( \bigoplus_{h \in \overline{H}} \text{Hom}(V_{s(h)}, V_{t(h)}) \right) \oplus \left( \bigoplus_{i \in I} \text{Hom}(W_i, V_i) \oplus \text{Hom}(V_i, W_i) \right),
\]

where \( h \in \overline{H} \) is an oriented edge from \( s(h) \) to \( t(h) \). Note that \( GL(V) = \prod GL(V_i) \) acts on \( M(v, w) \) by

\[
(g_i) \cdot (B_h, a_i, b_i) = (g_{t(h)}^{-1} B_h g_{s(h)}, a_i, b_i g_i^{-1}),
\]

for any \( g_i \in GL(V_i), B_h \in \text{Hom}(V_{s(h)}, V_{t(h)}) \), \( a_i \in \text{Hom}(W_i, V_i) \) and \( b_i \in \text{Hom}(V_i, W_i) \). Elements in \( M(v, w) \) can be shortly denoted as a triple \((B, a, b)\). Here \( B \) is a representation of the path algebra of the quiver on \( V \), while \( a : W \to V \) and \( b : V \to W \) are maps of \( I \)-graded vector spaces.

The moment map \( \mu \) for the \( GL(V) \)-action on \( M(v, w) \) is given by

\[
\mu(B, a, b) = \bigoplus_{i \in I} \left( \sum_{h, t(h) = i} \epsilon(h) B_h B_h^* + a_i b_i \right) \in \bigoplus_{i \in I} \mathfrak{gl}(V_i) = \mathfrak{gl}(V),
\]
where $\epsilon(h) = 1$ and $\epsilon(h^*) = -1$ for $h \in H$. A triple $(B, a, b) \in M(\underline{v}, \underline{w})$ is called \textit{stable} if $\text{im}(a)$ generates $V$ under the action of $B$. The subset of stable triples in $M(\underline{v}, \underline{w})$ is denoted as $M(\underline{v}, \underline{w})^{st}$.

The quiver variety associated to the dimension vectors $\underline{v}, \underline{w}$ is

$$M(\underline{v}, \underline{w}) = \{ (B, a, b) \in M(\underline{v}, \underline{w})^{st} \mid \mu(B, a, b) = 0 \} / GL(V).$$

This is well defined only up to a (non-canonical) isomorphism, but since we are only interested in its topological properties we do not consider its dependence on the vector spaces $V$ and $W$ here.

Let $(I, H)$ be the affine Dynkin quiver $A^{(1)}_{n-1}$ with the cyclic orientation of the edges, hence $I$ can be identified with $C = \mathbb{Z}/n\mathbb{Z}$:

$$0 \to 1 \to 2 \to \cdots \to n-1 \to 0.$$

It can be shown that there is a $T = (C^*)^{[w]+2}$-action on the associated quiver variety $M(\underline{v}, \underline{w})$, whose fixed points are isolated. Let $a = (0, \ldots, 0, \ldots, n-1, \ldots, n-1)$, where for each $c \in C$ the number of $c$'s in $a$ is $w_c$. Elements of $a$ correspond in turn to basis vectors of $W$. The exact order of the entries is not important for us since a permutation of them corresponds to an automorphism of $W$ on which, as mentioned above, the topology of $M(\underline{v}, \underline{w})$ does not depend.

**Proposition 1.5.** [2, Proposition 5.7] The $T$-fixed points of $M(\underline{v}, \underline{w})$ are indexed by $[w]$-tuples of diagonally colored Young diagrams $\underline{Y}$ such that $|\underline{Y}| = |\underline{v}|$, the $i$-th diagram $Y_i$ in $\underline{Y}$ is given the $a_i$-coloring, and $\text{wt}(a, \underline{Y}) = \underline{v}$.

**Corollary 1.6.** For any $w$ fixed, and $a$ as above,

$$\sum_{\underline{Y}} \chi(M(\underline{v}, \underline{w})) q^w = Z_a(q) .$$

1.4. The results. For the sequel we will assume that $l = 1$, hence we work only with partitions. In Section 2 we generalize some results of Andrews on F-partitions developed in [1]. Using these in Section 3 we present an elementary proof of the following fact, which can also be read off from the results of [2] or , proved there by a completely different method based on abacus combinatorics:

**Theorem 1.7.**

$$Z_a(q) = \left( \prod_{m=1}^{\infty} (1 - q^m)^{-1} \right)^n \cdot \sum_{m=(m_1, \ldots, m_{n-1}) \in \mathbb{Z}^{n-1}} q_{1+a_1}^{m_1} \cdots q_{n-1+a_n}^{m_{n-1}} (q^{1/2})^m \cdot C \cdot m ,$$

where $q = \prod_{i=0}^{n-1} q_i$, and $C$ is the Cartan matrix of finite type $A_{n-1}$.

Finally, in Section 4 we obtain the following representations:

**Corollary 1.8.** (1) For $n = 2$ and $a = 0$,

$$Z_0(q) = \prod_{m=1}^{\infty} \frac{(1 + q_1 q^{2m-1})(1 + q_0 q^{2m-2})}{(1 - q^m)(1 - q^{2m-1})} .$$
(2) For \( n = 3 \) and \( a = 0 \),

\[
Z_0(q) = \prod_{m=1}^{\infty} \frac{(1 - q^{6m})(1 + q_1^2 q_2^{6m-3})(1 + q_0^2 q_1 q_2^{6m-5})(1 + q_1 q_2^{2m-1})(1 + q_0 q_2^{2m-2})}{(1 - q^m)^2(1 - q^{2m-1})} + q_0.
\]

(3) \[ Z_0(q) = \prod_{m=1}^{\infty} \frac{(1 - q^{6m})(1 + q_1^2 q_2^{6m-6})(1 + q_0^2 q_1 q_2^{6m-1})(1 + q_1 q_2^{2m-2})(1 + q_0 q_2^{2m-1})}{(1 - q^m)^2(1 - q^{2m-1})} \]

2. Generalized Frobenius partitions

2.1. Uncolored case.

Definition 2.1. Two rows of nonnegative integers

\[
(f_1 \ f_2 \ldots \ f_d \\
g_1 \ g_2 \ldots \ g_d)
\]

are called a generalized Frobenius partition or F-partition of \( k \) if

\[
k = d + \sum_{i=1}^{d} (f_i + g_i).
\]

Remark 2.2. A generalized Frobenius partition is a classical Frobenius partition if moreover \( f_1 > f_2 > \cdots > f_d \geq 0 \) and \( g_1 > g_2 > \cdots > g_d \geq 0 \). In this case, we can associate to the F-partition a Young diagram from which if we delete the \( d \) long diagonal then the lengths of the rows below it are \( f_1, f_2, \ldots \) and the length of the columns above the diagonal are \( g_1, g_2, \ldots \). This correspondence between Young diagrams and classical F-partitions is bijective.

Let \( H \) be an arbitrary set consisting of finite sequences of nonnegative integer. For arbitrary integers \( d \) and \( k \) let \( P_H(k, d) \) denote the sequences in \( H \) of length \( d \) which sum to \( k \). For any pair of such sets \( H_1 \) and \( H_2 \), let moreover \( P_{H_1,H_2}(k) \) be the number of generalized Frobenius partitions of \( k \) with elements in the first row \((f_1, \ldots, f_d)\) from \( H_1 \) and with elements in the second row \((g_1, \ldots, g_d)\) from \( H_2 \). Then the very useful result of Andrews says the following

Theorem 2.3 ([1], Section 3).

\[
\sum_{k=0}^{\infty} P_{H_1,H_2}(k)q^k = [z^0] \sum_{k,m} P_{H_1}(k,d)q^k(zq)^d \sum_{k,d} P_{H_2}(k,d)q^k z^{-d},
\]

where \([z^m] \sum A_k z^k = A_m \).

The term \( q^d \) in the first term of the right hand side corresponds to the contribution of the diagonals. To have a more symmetric formula we will slightly change the notions. Transform each generalized Frobenius partition

\[
\begin{pmatrix}
  f_1 & f_2 & \ldots & f_d \\
  g_1 & g_2 & \ldots & g_d
\end{pmatrix}
\]

into

\[
\begin{pmatrix}
  f_1 + 1 & f_2 + 1 & \ldots & f_d + 1 \\
  g_1 & g_2 & \ldots & g_d
\end{pmatrix}.
\]
\[
\sum_{k=0}^{\infty} P_{H_1, H_2}(k) q^k = [z^0] \sum_{k,d} P_{H_1}(k,d) z^d q^k \sum_{k,d} P_{H_2}(k,d) z^{-d} q^k.
\]

The advantage of (4) is that it can be used in a more general context. Namely, elements of \( H_1' \) and \( H_2 \) can be both arbitrary sequences of nonnegative entries.

2.2. Colored case. We aim for a multivariable generalization of Theorem 2.3. Consider first an arbitrary finite coloring set \( C \) and let \( k \) be a vector of nonnegative integers indexed by the elements of \( C \).

**Definition 2.4.** Two series of vectors consisting of integers and arranged into two rows as

\[
\begin{pmatrix} f_1 \\ g_1 \\ f_2 \\ g_2 \\ \cdots \\ f_d \\ g_d \end{pmatrix}
\]

are called a **colored generalized Frobenius partition** or **colored F-partition** of \( k \) if

1. the elements in \( f_i \) and \( g_i \) are indexed by the elements \( c \in C \) for each \( 1 \leq i \leq d \);
2. \( f_{i,c} \geq 0 \) and \( g_{i,c} \geq 0 \) for every \( 1 \leq i \leq d \) and \( c \in C \);
3. \( \sum_{i=1}^{d} (f_{i,c} + g_{i,c}) = k_c \) for each \( c \in C \).

We will call \( k = \sum_{c \in C} k_c = \sum_{c \in C} \sum_{i=1}^{d} (f_{i,c} + g_{i,c}) \) the **total weight** of such a colored F-partition.

At the moment we do not require any further relations between the elements \( f_{i,c} \) and \( g_{i,c} \) but see section 3 and particularly Theorem 3.1 below, where we apply this general construction to the enumeration of diagonally colored Young diagrams.

Let \( H \) be an arbitrary set consisting of tuples of vectors, each of which is indexed by elements of \( C \). For an arbitrary vector \( k \) indexed by the elements of \( C \) and consisting of nonnegative integers let \( P_H(k,d) \) be the number of \( d \)-tuples of vectors \( (f_1, \ldots, f_d) \in H \) which satisfy conditions (1) and (2) such that \( \sum_{i=1}^{d} f_{i,c} = k_c \). If both \( H_1 \) and \( H_2 \) are sets consisting of tuples of vectors, each element of which is indexed by elements of \( C \), then let \( P_{H_1, H_2}(k) \) be the number of colored F-partition of \( k \) in which the top row is in \( H_1 \) and the bottom row is in \( H_2 \).

Then the same ideas as that of Theorem 2.3 imply the following multivariable analogue of (4).

**Theorem 2.5.**

\[
\sum_{k} P_{H_1, H_2}(k) q^k = [z^0] \sum_{k,d} P_{H_1}(k,d) z^d q^k \sum_{k,d} P_{H_2}(k,d) z^{-d} q^k.
\]
3. Proof of Theorem 1.7

We return to the setting of Section 1. We let \( C = \mathbb{Z}/n\mathbb{Z} \) and fix an \( a \in C \). To be able to apply Theorem 2.5, we first associate to each Young diagram \( Y \in \mathcal{P} \) a colored F-partition of \( k = \{ \text{wt}_c(a, Y) \} \) for every \( c \in C \) which uniquely describes the diagonal \( a \)-coloring on \( Y \). Assume that the main diagonal of \( Y \) consists of \( d \) blocks. Then the associated colored F-partition is

\[
\left( \frac{f_1}{g_1}, \frac{f_2}{g_2}, \ldots, \frac{f_d}{g_d} \right),
\]

where \( f_{i,c} \) is the number of blocks of color \( c \) in the \( i \)-th row below and including the main diagonal, and \( g_{i,c} \) is the number of blocks of color \( c \) in the \( i \)-th column above the main diagonal for every \( 1 \leq i \leq d \).

**Example 3.1.** The colored F-partition associated to the first diagram in Example 1.3 is

\[
\left( \frac{(1, 1, 1)}{(1, 1, 1)}, \frac{(1, 0, 1)}{(1, 1, 1)}, \frac{(0, 1, 0)}{(0, 1, 0)} \right),
\]

where each \( f_i = (f_{i,0}, f_{i,1}, f_{i,2}) \) and each \( g_i = (g_{i,0}, g_{i,1}, g_{i,2}) \).

For \( i = 1, 2 \) let \( H_i \) be the set of tuples of vectors which can appear as the \( i \)-th row of a colored F-partition associated to a diagonally \( a \)-colored Young diagram in the above construction. We omitted from the notation the dependence on \( a \in C \). Then

\[
Z_a(q) = \sum_k P_{H_1, H_2}(k) q^k.
\]

**Example 3.2.** For \( a = 0 \), consider the following linearly ordered set of vectors:

\[
\{ (1, 0, \ldots, 0) < (1, 1, 0, \ldots, 0) < \cdots < (1, \ldots, 1) < (2, 1, \ldots, 1) < \ldots \}.
\]

The elements of each vector are indexed by the set \( C = \{0, \ldots, n-1\} \). Then, in our setting \( H_1 \) consists of finite, decreasing sequences with elements from this ordered set. Similarly, \( H_2 \) consists of finite, decreasing sequences with elements from the ordered set

\[
\{ (0, \ldots, 0, 0) < (0, \ldots, 0, 1) < \cdots < (1, \ldots, 1, 1) < (1, \ldots, 1, 2) < \ldots \}.
\]

**Lemma 3.3.**

\[
\sum_k P_{H_1}(k, d) z^d q^k = \prod_{k=0}^{\infty} \prod_{i=0}^{n-1} (1 + z q_{0+i} a \cdots q_{i+a} q^k).
\]

\[
\sum_k P_{H_2}(k, d) z^d q^k = \prod_{k=0}^{\infty} \prod_{i=0}^{n-1} (1 + z^{-1} q_{i+1+a} a \cdots q_{n-1+i+a} q^k).
\]

**Proof.** (1) It is clear that each term \( z q_{0+i} a \cdots q_{i+a} q^k \) corresponds to a part of a column above and including the main diagonal which has length \( nk + i \). Conversely, the decomposition of each nonnegative number as \( nk + i \) is unique.

The proof of (2) is similar. \( \square \)
The product of the two generating series in Lemma 3.3 is
\[
\sum_k P_{H_1}(k, d) z^d k^k \cdot \sum_k P_{H_2}(k, d) z^d k^k
\]
\[
= \prod_{k=0}^\infty \prod_{i=0}^{n-1} (1 + z q_{0+a} \ldots q_{i+a} q^k) (1 + z^{-1} q_{i+1+a} \ldots q_{n-1+a} q^k)
\]
(6)
\[
= \prod_{k=1}^\infty \prod_{i=0}^{n-1} (1 + z q_{i+1+a}^{-1} \ldots q_{n-1+a}^{-1} q^k) (1 + (z q_{i+1+a}^{-1} \ldots q_{n-1+a}^{-1})^{-1} q^{k-1})
\]
\[
= \left( \prod_{m=1}^\infty (1 - q^m)^{-1} \right) \prod_{i=0}^{n-1} \left( \sum_{j_i = -\infty}^{\infty} (z q_{i+1+a}^{-1} \ldots q_{n-1+a}^{-1})^{j_i} q^{(j_i + 1)^2} \right)
\]
where at the last equality we have used the following form of the Jacobi triple product formula:
\[
\prod_{n=1}^\infty (1 + z q^n) (1 + z^{-1} q^{n-1}) = \left( \prod_{n=1}^\infty (1 - q^n)^{-1} \right) \sum_{j = -\infty}^\infty z^j q^{(j + 1)^2}.
\]
By (5) and Theorem 2.5 to obtain \( Z_a(q) \) we have to calculate the coefficient of \( z^0 \) in (6).

\[
Z_a(q) = \left[ z^0 \right] \left( \prod_{m=1}^\infty (1 - q^m)^{-1} \right)^n.
\]
(7)
\[
= \prod_{i=0}^{n-1} \left( \sum_{j_i = -\infty}^{\infty} (z q_{i+1+a}^{-1} \ldots q_{n-1+a}^{-1})^{j_i} q^{(j_i + 1)^2} \right)
\]
\[
= \sum_{j = (j_0, \ldots, j_{n-1}) \in \mathbb{Z}^n} q_{j_0}^{-1} \ldots q_{j_{n-1}^{-1}} \sum_{i=0}^{n-1} q^{(i+1)^2}.
\]
Let us introduce the following series of integers:
\[
m_1 = -j_0 ,
m_2 = -j_0 - j_1 ,
\]
\[
\vdots
\]
\[
m_{n-1} = -j_0 - j_1 - \cdots - j_{n-2}.
\]
(8)
It is obvious that the map
\[
\{ (j_0, \ldots, j_{n-1}) \in \mathbb{Z}^n : \sum_i j_i = 0 \} \rightarrow \mathbb{Z}^{n-1}
\]
\[
(j_0, \ldots, j_{n-1}) \mapsto (m_1, \ldots, m_{n-1})
\]
is a bijection. The inverse of it is
\[
\begin{align*}
    j_0 &= -m_1 , \\
    j_1 &= -m_2 + m_1 , \\
    \vdots \\
    j_{n-2} &= -m_{n-1} + m_{n-2} , \\
    j_{n-1} &= m_{n-1} .
\end{align*}
\]
If \( n = 2 \), then
\[
\sum_{i=0}^{1} \binom{j_i + 1}{2} = \binom{-m_1 + 1}{2} + \binom{m_1 + 1}{2} = m_1^2 = \frac{1}{2} (m^T \cdot C \cdot m) ,
\]
(9)
where $C = (2)$ is the Cartan matrix of type $A_1$.

If $n > 2$, then

$$
\sum_{i=0}^{n-1} \binom{j_i + 1}{2} = \binom{-m_1 + 1}{2} + \sum_{i=1}^{n-2} \binom{-m_{i+1} + m_i + 1}{2} + \binom{m_{n-1} + 1}{2}
$$

$$
= m_1^2 + \cdots + m_{n-1}^2 - \sum_{i=1}^{n-2} m_i m_{i+1}
$$

$$
= \frac{1}{2} (m^\top \cdot C \cdot m)
$$

where

$$
C = \begin{pmatrix}
2 & -1 & & \\
-1 & 2 & -1 & \\
-1 & 2 & \ddots & \\
& & & -1 & 2
\end{pmatrix}
$$

is the Cartan matrix of type $A_{n-1}$.

Equations (7), (9) and (10) together immediately imply Theorem 1.7 for all $n > 1$.

4. Proof of Corollary 1.8

4.1. Proof of (2). For $n = 2$ and $a = 0$,

$$
Z_0(1/2) = \sum_{m_1=-\infty}^{\infty} \prod_{m=1}^{\infty} (1 - q^{m})^2
$$

$$
= \prod_{m=1}^{\infty} \frac{(1 - q^{2m})(1 + q^{2m-1})(1 + q^{-1} q^{2m-1})}{(1 - q^{m})^2}
$$

$$
= \prod_{m=1}^{\infty} \frac{(1 + q^{-1} q^{2m-1})(1 + q^{2m-2})}{(1 - q^{m})(1 - q^{2m-1})},
$$

where at the second equality we have used the following form of the Jacobi triple product identity:

$$
\prod_{n=1}^{\infty} (1 - q^{2n})(1 + z q^{2n-1})(1 + z^{-1} q^{2n-1}) = \sum_{j=-\infty}^{\infty} z^j q^{j^2}.
$$

4.2. Proof of (3). For $n = 3$ and $a = 0$, the numerator of the generating series can be written as the sum

$$
\sum_{m_1, m_2=-\infty}^{\infty} q_1^{m_1} q_2^{m_2} q_1^{m_1^2 + m_2^2 - m_1 m_2} =
$$
\[ \prod_{m_1, m_2 = -\infty}^{\infty} q_1^{m_1} q_2^{2m_2} q_1^{m_1^2 + (2m_2)^2 - 2m_1 m_2} + \sum_{m_1, m_2 = -\infty}^{\infty} q_1^{m_1} q_2^{2m_2 - 1} q_1^{m_1^2 + (2m_2 - 1)^2 - m_1(2m_2 - 1)} \]

\[ = \sum_{m_2 = -\infty}^{\infty} q_1^{m_2} q_2^{2m_2} q_1^{m_1 m_2} \sum_{m_1 = -\infty}^{\infty} q_1^{m_1} q_2^{(m_1 - m_2)^2} + \sum_{m_2 = -\infty}^{\infty} q_1^{m_2} q_2^{2m_2 - 1} q_1^{3m_2 - 3m_2 + 1} \sum_{m_1 = -\infty}^{\infty} q_1^{m_1 - m_2} q_2^{(m_1 - m_2)^2 + m_1 - m_2} \]

\[ = \sum_{m_2 = -\infty}^{\infty} q_1^{m_2} q_2^{2m_2} q_1^{m_1 m_2} \sum_{m_1 = -\infty}^{\infty} q_1^{m_1} q_2^{m_1^2} + \sum_{m_2 = -\infty}^{\infty} q_1^{m_2} q_2^{2m_2 - 1} q_1^{3m_2 - 3m_2 + 1} \sum_{m_1 = -\infty}^{\infty} q_1^{m_1} q_2^{m_1^2 + m_1} \]

\[ = \sum_{m_2 = -\infty}^{\infty} q_1^{m_2} q_2^{2m_2} q_1^{m_1 m_2} \sum_{m_1 = -\infty}^{\infty} q_1^{m_1} q_2^{m_1^2} + q_2^{-1} q \sum_{m_2 = -\infty}^{\infty} q_1^{m_2} q_2^{2m_2} q^{3m_2} (q^3)^{m_2} \sum_{m_1 = -\infty}^{\infty} q_1^{m_1} q_2^{m_1^2} q^{m_1^2} \]

\[ = \prod_{m=1}^{\infty} (1 - (q^3)^{2m})(1 + q_1 q_2^2 (q^3)^{2m-1})(1 + (q_1 q_2^2)^{-1}(q^3)^{2m-1}). \]

\[ \prod_{m=1}^{\infty} (1 - q^{2m})(1 + q_1 q_2^{2m-1})(1 + q_1^{-1} q^{2m-1}) + q_2^{-1} q \prod_{m=1}^{\infty} (1 - (q^3)^{2m})(1 + q_1 q_2^2 (q^3)^{2m-2})(1 + (q_1 q_2^2)^{-1}(q^3)^{2m}). \]

\[ \prod_{m=1}^{\infty} (1 - q^{2m})(1 + q_1 q_2^{2m})(1 + q_1^{-1} q^{2m-2}) , \]

where at the last equality we have used (11) again.

Dividing this with \( \prod_{m=1}^{\infty} (1 - q^m)^3 \) and using that

\[ q_1 (1 + q_0 q_2 q^{-1}) = (1 + q_1) \]

gives (11) after cancellations.

5. Final comments

The proof of Theorem 4.7 in [2] is based on the decomposition of Young diagrams into cores and quotients as developed in [4, Section 2.7]. The \( n \)-core of a diagonally colored Young diagram is the diagonally colored Young diagram obtained by successively removing border strips of length \( n \), until this is no longer possible. Here a \( \text{border strip} \) is a skew Young diagram which does not contain \( 2 \times 2 \) blocks and which contains exactly one \( c \)-labelled block for all labels \( c \in C \). The removal of border strips from a diagonally colored Young diagram can be traced on another
combinatorial object, the *abacus*. The abacus for \( n \) colors consists of *rulers* corresponding to the residue classes in \( C = \mathbb{Z}/n\mathbb{Z} \). The \( i \)-th ruler consists of integers in the \( i \)-th residue class modulo \( n \) in increasing order from top to bottom. Several *beads* are placed on these rulers, at most one on each integer. In particular, to a Young diagram corresponding to the partition \( \lambda = (\lambda_1, \ldots, \lambda_k) \) place a bead in position \( \lambda_i - i + 1 \) for all \( i \), interpreting \( \lambda_i \) as 0 for \( i > k \). The removal of a border strip from the Young diagram corresponds to moving a bead up on one of the rulers. It turns out that shifting of beads on different rulers is independent from each other.

In this way, the core of a partition corresponds to the bead configuration in which all the beads are shifted up as much as possible. Let us denote by \( C \) the set of \( n \)-core partitions. It can be shown that the configuration of the beads on a ruler is described by a partition. The collection of these is called the *\( n \)-quotient*. Hence, we get a bijection

\[
\mathcal{P} \leftrightarrow C \times \mathcal{P}^n,
\]

compatible with the diagonal coloring.

Given an \( n \)-core, one can read the \( n \) runners of its abacus representation separately. The lowest bead on the \( i \)-th ruler will have the position \( j_i \), which is negative if the shift is toward the negative positions (upwards), and positive otherwise. These numbers are the same that appear in our proof in (7), and they have to satisfy \( \sum_{i=0}^{n-1} j_i = 0 \). The set \( \{j_0, \ldots, j_{n-1}\} \) completely determines the core Young diagram, so we get a bijection

\[
C \leftrightarrow \left\{ \sum_{i=0}^{n-1} j_i = 0 \right\} \subset \mathbb{Z}^n.
\]

The decomposition (12) reveals the structure of the formula of Theorem 1.7: the first term is the generating series of \( n \)-tuples of (uncolored) partitions, whereas the second term is exactly a sum over \( j = (j_0, \ldots, j_{n-1}) \in C \), i.e. the multi variable generating series of the \( n \)-core Young diagrams (see the correspondence (8) below).

All these, and our new proof for Theorem 1.7 also imply that the colored F-partitions introduced in 2.2 above as one of our main tools may have a deeper connection to the core/quotient decomposition (12). This connection can be the subject of further investigations.
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