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In nonuniform Larkin-Ovchinnikov-Fulde-Ferrell (LOFF) superconductors, both the gauge symmetry and the continuous translational symmetry of the normal state are spontaneously broken. This leads to additional bosonic excitations, or Goldstone modes, corresponding to the deformations of the order parameter amplitude modulation in real space. We derive general expressions for the energy of the phase and elastic Goldstone modes. As an example, the superfluid density and the elastic modulus of a one-dimensional LOFF superconductor are calculated at low temperatures.
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I. INTRODUCTION

In most superconductors, the Cooper pairing is suppressed by the coupling of the orbital motion of electrons with a magnetic field. In some cases, however, the orbital suppression is ineffective and the dominant mechanism of the magnetic pair breaking is spin-related, caused by either the Zeeman coupling with the external field, or the exchange interaction with the localized spins in a magnetic crystal. The superconductivity is then said to be paramagnetically limited. It was shown by Larkin and Ovchinnikov (LO) and Fulde and Ferrell (FF) that the competition between the paramagnetic pair breaking and the condensation energy results in the formation of a peculiar nonuniform superconducting state – the LOFF state – in which the Cooper pairs have nonzero center-of-mass momenta. In the simplest cases, the order parameter is described by either a single plane wave: \( \Delta(r) = \Delta_0 e^{iQr} \) (FF state), or a superposition of two plane waves: \( \Delta(r) = \Delta_0 \cos Qr \) (LO state). In general, minimization of the free energy yields more complicated structures.

The experimental detection of the LOFF state requires both the orbital effects and disorder to be sufficiently weak. This can be achieved in the superconductors with a short coherence length and heavy effective mass of quasiparticles, which increases the orbital upper critical field \( H_{c2} \), and can be particularly favored in the systems with low-dimensional geometry, either in real space (superconductivity in films or at interfaces, in a parallel field) or in momentum space (quasi-one-dimensional and quasi-two-dimensional band structures). For a review of the LOFF state in superconductors, see Ref. [4]. A different route to the experimental realization of the LOFF state is offered by cold atomic Fermi gases. In these systems the role of the Zeeman field is played by the mismatch between the Fermi surfaces, which is controlled by the difference between the numbers of atoms in two different hyperfine states, see Ref. [3] for a review. Further afield, states similar to the LOFF state have been discussed recently in high-energy physics, in the context of “color superconducting” quark matter. While most theoretical studies have focused on the equilibrium properties of the LOFF systems, in particular, the phase diagram and the most stable order parameter, a number of recent works have looked at deviations from a perfectly periodic order, including thermal and quantum fluctuations and topological defects, such as vortices and dislocations.

In addition to the \( U(1) \) phase rotation symmetry, the LOFF state can break the continuous translational symmetry, which leads to a richer spectrum of low-energy bosonic excitations, or Goldstone modes. Since neither global phase rotations nor uniform translations of the order parameter cost any energy, the Goldstone modes in the LOFF state are associated with slow gradients of the order parameter phase, as well as with weakly nonuniform displacements of the order parameter amplitude modulation. In the lowest order, the energy is quadratic in both the phase and the displacement gradients. For instance, one can expect that the energy of long-wavelength static phase fluctuations has the usual form \( \rho_s v_s^2/2 \), where the superfluid velocity \( v_s \) is proportional to the gradient of the fluctuating phase, and \( \rho_s \) is the superfluid density, which characterizes the phase stiffness of the superconducting state.

In this paper, we present a microscopic derivation of the free energy of the Goldstone modes in a LOFF superconductor. Recently, a similar problem has been considered using the Ginzburg-Landau expansion near the critical temperature in the isotropic case, which is applicable to either a Fermi gas with a population imbalance or the quark matter. In Ref. [13], the elastic moduli of a LOFF vortex lattice were calculated. In contrast to these works, which used the free energy expansion in powers of the order parameter, we employ a transformation of the slow deformations of the LOFF order parameter into small perturbations in the effective bosonic action. General expressions for the effective action of the static Goldstone modes, both in the FF and LO states, are derived in Sec. [II]. In Sec. [III] we illustrate how the formalism works using as an example the LO phase in a one-dimensional superconductor at low temperatures, for which the order parameter and the spectrum of excitations in the mean-field state are known exactly. Throughout the paper we use the units in which \( \hbar = k_B = 1 \).
II. EFFECTIVE BOSONIC ACTION IN THE LOFF STATE

We consider a spin-singlet superconductor without disorder, in an external magnetic field $B$. The orbital pair breaking is neglected, so that the superconductivity is affected by the field only through the Zeeman splitting of the electron bands. The Hamiltonian is given by

$$H = \int dr \, \bar{\psi}_\alpha(r)(\xi_{\delta\alpha\beta} + \hbar \sigma_{3,\alpha\beta})\psi_\beta(r) - V \int dr \, \bar{\psi}_\alpha(r)\psi_\beta(r)\psi_\gamma(r).$$  \hspace{1cm} (1)

In the first term, $\xi = \xi(\hat{k})$ is the effective band Hamiltonian (which includes the chemical potential $\mu$), $\hat{k} = -i\nabla$, $\alpha,\beta = \uparrow, \downarrow$ is the spin projection on the quantization axis along $B$, $h = (g/2)\mu_B B$ is the Zeeman field (the electron charge is equal to $-e$), $\mu_B$ is the Bohr magneton, $g$ is the Landé factor, and $\sigma_\beta$ is the Pauli matrix. The electron wavefunctions are assumed to satisfy the periodic boundary conditions in a cubic box of side $L$ and volume $V = L^3$.

The second term in Eq. (1) is the Bardeen-Cooper-Schrieffer (BCS) pairing interaction with the coupling constant $V > 0$. The Hamiltonian (1) can also be applied to a ferromagnetic superconductor in zero applied field, in which the electron bands are split due to the exchange interaction with the magnetically ordered localized spins, or to an imbalanced atomic Fermi gas.

We derive the free energy of our superconductor starting with the standard expression for the partition function in terms of the Grassmann functional integral:

$$Z = \int D\psi \, e^{-S_{\text{eff}}},$$

see, e.g. Ref. [16]. Here $\psi_\alpha(r,\tau)$ and $\bar{\psi}_\alpha(r,\tau)$ are fermionic fields, $S = \int_0^\beta d\tau \left[ \int dr \, \bar{\psi}_\alpha \partial_\tau \psi_\alpha + H(r) \right]$ is the action associated with the Hamiltonian (1), and $\beta = 1/T$. Decoupling the interaction term by the Hubbard-Stratonovich transformation, the partition function can be written as a functional integral over a complex bosonic field $\Delta(r,\tau)$ which has the meaning of a fluctuating superconducting order parameter:

$$Z = \int D\Delta D\Delta^* e^{-S_{\text{eff}}[\Delta]}.$$

where $S_{\text{eff}}$ is the effective bosonic action. Focusing on the static fluctuations, the effective action takes the following form:

$$S_{\text{eff}} = \beta \mathcal{F}[\Delta],$$

where

$$\mathcal{F} = -T \sum_n \text{Tr} \ln \hat{\mathcal{G}}^{-1} + \frac{1}{V} \int d^3r \left| \Delta(r) \right|^2$$

is the free energy, $\hat{\mathcal{G}}^{-1} = i\omega_n - \hat{\mathcal{H}}$, $\omega_n = (2n + 1)\pi T$ is the fermionic Matsubara frequency, and

$$\hat{\mathcal{H}} = \begin{pmatrix} \hat{\xi} + \hbar & \Delta(r) \\ \Delta^*(r) & -\hat{\xi} + \hbar \end{pmatrix}$$

is the Bogoliubov-de Gennes (BdG) Hamiltonian. The trace in the first term in Eq. (2) is taken in both the coordinate and the electron-hole spaces and can be formally written as follows: $\text{Tr} \ln \hat{\mathcal{G}}^{-1} = \sum_a \ln(i\omega_n - E_a)$, where $E_a$ are the eigenvalues of $\hat{\mathcal{H}}$, labelled by quantum numbers $a$. The sum over $a$ formally diverges and should be regularized by subtracting the corresponding expression in the normal state (in the spirit of the BCS model, we assume that only a finite number of the electron states in a narrow energy interval near the Fermi energy are affected by superconductivity). Since we are interested in the energy of fluctuations, which vanishes in the normal state, we will not write the regularizing terms explicitly.

The mean-field order parameter, denoted by $\Delta_0(r)$, corresponds to a saddle point of the effective action, which is found from the equation $\delta \mathcal{F} / \delta \Delta^* = 0$. The solution is sensitive to the electronic band structure and the pairing symmetry. The problem of finding the most stable LOFF state at all $T$ and $h$ has not been solved even in the simplest cases, apart from an exact solution in one dimension, see Refs. [17] and [18]. In a fully isotropic three-dimensional system, it was argued in Ref. [19] that the phase transition between the normal and the LOFF states is always first order, and that the order parameter is represented by a sum of one, two, or three cosines, as the temperature is lowered. In this work, we consider only the phases with a one-dimensional (1D) periodicity, see Appendix A the FF phase with

$$\Delta_{0,FF}(r) = \Delta_0 e^{iQz},$$

and the LO phase with

$$\Delta_{0,LO}(r) = \Delta_0 f(z),$$

where $f(z)$ is a real periodic function with the period $d$. In the vicinity of a second-order normal metal-LOFF superconductor phase transition, one can put $f(z) = \cos Qz$, where $Q = 2\pi/d$. Away from the critical temperature, nonlinear effects add higher Fourier harmonics to the order parameter:

$$f(z) = \sum_{p=-\infty}^{\infty} f_p e^{ipQz}, \quad f_{-p} = f_p^*,$$

where $f(z)$ is a real periodic function with the period $d$. In the vicinity of a second-order normal metal-LOFF superconductor phase transition, one can put $f(z) = \cos Qz$, where $Q = 2\pi/d$. Away from the critical temperature, nonlinear effects add higher Fourier harmonics to the order parameter.
The sum here does not include the $p = 0$ harmonic, so that the spatial average of the order parameter is zero. Thus, the nonuniform superconducting state resembles a periodic array of domain walls separating the regions where the order parameter is almost uniform.

A. FF phase

The mean-field solutions described above are not unique. While one can uniformly rotate the overall phase of the order parameter without any energy penalty, a nonuniform phase rotation corresponds to a Goldstone mode, whose energy is small in the long-wavelength limit. In contrast, even uniform deviations of the order parameter amplitude $\Delta_0$ from its mean-field value cost energy and can be neglected. Thus, the low-energy fluctuations of the order parameter in the FF phase are described by the following expression:

$$\Delta_{FF}(r) = \Delta_0 e^{i\theta(r)} e^{iQz},$$

(7)

where $\theta$ varies slowly on the scale of the LOFF period $d$. The fluctuating phase $\theta$ can be removed from the off-diagonal elements of the BdG Hamiltonian $\mathcal{H}$ by the unitary transformation $\mathcal{H} \rightarrow \hat{\mathcal{H}} = \exp(-i\theta\hat{\sigma}_3/2)\mathcal{H}\exp(i\theta\hat{\sigma}_3/2)$, and we obtain:

$$\hat{\mathcal{H}} = \left( \begin{array}{cc} \xi + h & \Delta_0 e^{iQz} \\ \Delta_0 e^{-iQz} & -\xi + h \end{array} \right),$$

(8)

where $\hat{\pi}_\pm = \hat{k} \pm m\mathbf{v}_s$, $\mathbf{v}_s = \nabla \theta/2m$ is the superfluid velocity, and $m$ is the electron mass.

For slow fluctuations, one can use a constant superfluid velocity and expand the BdG Hamiltonian $\mathcal{H}$ in powers of $\mathbf{v}_s$. For the lowest two orders in the perturbation series we obtain: $\hat{\mathcal{H}} = \hat{\mathcal{H}}_{0,FF} + \delta\hat{\mathcal{H}}$, where

$$\hat{\mathcal{H}}_{0,FF} = \left( \begin{array}{cc} \hat{\xi} + h & \Delta_0 e^{iQz} \\ \Delta_0 e^{-iQz} & -\hat{\xi} + h \end{array} \right),$$

(9)

is the mean-field Hamiltonian,

$$\delta\hat{\mathcal{H}} = m\mathbf{v}_s,i\hat{v}_i(\hat{k})\hat{\sigma}_0 + \frac{1}{2}m^2 v_{s,i}v_{s,j}m_{ij}^{-1}(\hat{k})\hat{\sigma}_3, $$

(10)

$v = \partial \xi/\partial k$ is the quasiparticle velocity, and $m_{ij}^{-1} = \partial^2 \xi/\partial k_i \partial k_j$ is the inverse tensor of effective masses.

Using Eq. (10), the phase fluctuation contribution to the free energy can be written as follows:

$$\delta F_{FF} = -T \sum_n \left[ \text{Tr} \ln(\hat{G}_0^{-1} - \delta\hat{\mathcal{H}}) - \text{Tr} \ln \hat{G}_0^{-1} \right] = T \sum_n \left[ \text{Tr} \left( \hat{G}_0 \delta\hat{\mathcal{H}} \right) + \frac{1}{2} \text{Tr} \left( \hat{G}_0 \delta\hat{\mathcal{H}} \hat{G}_0 \delta\hat{\mathcal{H}} \right) + \ldots \right],$$

where $\hat{G}_0 = (i\omega_n - \hat{\mathcal{H}}_{0,FF})^{-1}$ is the $2 \times 2$ matrix Green’s function in the undeformed FF state. Keeping only the quadratic terms in $\mathbf{v}_s$ (the first order terms vanish at the saddle point), we obtain the energy of the phase Goldstone modes per unit volume:

$$\frac{\delta F_{FF}}{V} = \frac{1}{2} \rho_{s,ij} v_{s,i} v_{s,j},$$

(11)

where

$$\rho_{s,ij} = m \frac{1}{2} T \sum_n \left[ \text{Tr} \left( \hat{v}_i \hat{G}_0 \hat{v}_j \hat{G}_0 \right) + \text{Tr} \left( \hat{m}_{ij}^{-1} \hat{\sigma}_3 \hat{G}_0 \right) \right]$$

(12)

is the superfluid mass density tensor. In the normal state, the Green’s function is electron-hole diagonal, translationally-invariant, and satisfies the identity

$$\frac{\partial \hat{G}_0(\mathbf{k},\omega_n)}{\partial \mathbf{k}} = \mathbf{v}(\mathbf{k}) \hat{\sigma}_3 \hat{G}_0^2(\mathbf{k},\omega_n).$$

(13)

Using $m_{ij}^{-1} = \partial v_i/\partial k_j$ and integrating the second term in Eq. (12) by parts, one can verify that in the normal state the superfluid density vanishes.
B. LO phase

In addition to the phase rotation symmetry, the LOFF order parameter can also break continuous translational symmetry, leading to the existence of additional Goldstone modes, see Appendix A. In the LO phase, these additional modes correspond to weakly nonuniform deformations of the amplitude modulation.

Suppose a Cooper pair that was at a point \( r' \) in the undeformed state is found at a point \( r \) after the deformation characterized by the displacement \( u(r') = r - r' \) (we assume that the relation between \( r \) and \( r' \) is unique and invertible). As a result, the pair wavefunction \( \Delta_0(r') \) is transported to the new location, leading to the order parameter at the point \( r \) being transformed from \( \Delta_0(r) \) into \( \Delta(r) = \Delta_0(r'(r)) \). For the LO phase with a 1D periodicity, described by Eq. (5), the deformed order parameter has the following form:

\[
\Delta_{LO}(r) = \Delta_0 e^{i\theta(r'(r))} f(z'(r)),
\]

where \( \theta \) parameter is not deformed. This can be achieved by changing coordinates from \( \theta \) to \( \theta' \) (invertible). As a result, the pair wavefunction \( \Delta_0 \) parameter at the point \( r \) is transformed from \( \Delta_0(r') \) into \( \Delta(r) = \Delta_0(r'(r)) \). For the LO phase with a 1D periodicity, described by Eq. (5), the deformed order parameter has the following form:

\[
\Delta_{LO}(r) = \Delta_0 e^{i\theta(r'(r))} f(z'(r)),
\]

where \( \theta \) parameter is not deformed. Indeed, using Eqs. (5) and (6), we obtain:

\[
\Delta_{LO}(r) = \Delta_0 e^{i\theta(r'(r))} f(z'(r)),
\]

where \( \theta \) parameter is not deformed. This can be achieved by changing coordinates from \( \theta \) to \( \theta' \) (invertible). As a result, the pair wavefunction \( \Delta_0 \) parameter at the point \( r \) is transformed from \( \Delta_0(r') \) into \( \Delta(r) = \Delta_0(r'(r)) \). For the LO phase with a 1D periodicity, described by Eq. (5), the deformed order parameter has the following form:

\[
\Delta_{LO}(r) = \Delta_0 e^{i\theta(r'(r))} f(z'(r)),
\]

where \( \theta \) parameter is not deformed. Indeed, using Eqs. (5) and (6), we obtain:

\[
\Delta_{LO}(r) = \Delta_0 e^{i\theta(r'(r))} f(z'(r)),
\]

while the components of the metric tensor become

\[
g_{ij}(r') = \left( \delta_{ki} + \frac{\partial u}{\partial x^i} \right) \left( \delta_{kj} + \frac{\partial u}{\partial x^j} \right),
\]

where we introduced the notations \((x^1, x^2, x^3) \equiv (x, y, z)\) and \((x'^1, x'^2, x'^3) \equiv (x', y', z')\), and the repeated indices are summed over. In order to find how the band Hamiltonian is transformed, we assume that it can be represented as a series expansion:

\[
\hat{\psi} = \sum_{even} N A^{i_1...i_N} \hat{k}_{i_1}...\hat{k}_{i_N} - \mu,
\]

where \( A^{i_1...i_N} \) are determined by the crystal symmetry and completely symmetric with respect to the permutation of \( i_1, ..., i_N = 1, 2, 3 \). Under the change of coordinates \( r \rightarrow r' \), this is transformed into

\[
\hat{\psi}' = \sum_{even} N A^{i_1...i_N} e^{i_1}_{N} \hat{k}'_{i_1}...e^{i_N}_{N} \hat{k}'_{i_N} - \mu,
\]

where \( \hat{k}'_i = -i \nabla_i' \) and \( e^{i}_{j}(r') = \partial x'^j / \partial x^i \). For instance, if the band dispersion can be treated in the effective mass approximation, i.e. \( \xi(k) = k^2/2m^* - \mu \), then \( \hat{k}'_i = -\Delta_{LB}/2m^* - \mu \), where \( \Delta_{LB} = g^{-1/2} \nabla_i' g^{1/2} g^{ij} \nabla_j' \) is the Laplace-Beltrami operator (Ref. 22), \( g = (1 + \partial u/\partial z)^2 \) is the determinant of the metric tensor, and \( g^{ij} \) are the components of the inverse of the metric tensor.

The partition function can be written as follows: \( Z \propto \int \mathcal{D}\Delta \mathcal{D}^* \ e^{-\beta(F_1 + F_2)} \), where

\[
e^{-\beta F_1} = \int \mathcal{D}\bar{\Psi} \mathcal{D}\Psi \ e^{\text{Tr}(\bar{\Psi} g^{-1} \Psi)} ,
\]

\( \Psi = (\psi_\uparrow, \psi_\downarrow)^T \) and \( \bar{\Psi} = (\bar{\psi}_\uparrow, \bar{\psi}_\downarrow) \) are the Nambu Grassmann fields, \( F_2 = V^{-1} \int d^3r |\Delta_{LO}(r)|^2 \), and \( \Delta_{LO} \) is given by Eq. (17). One can show that \( F_2 \) does not depend on the deformation. Indeed, using Eqs. (10) and (18), we obtain:

\[
F_2 = \frac{1}{V} \int d^3r' \sqrt{g} |\Delta_{0,LO}(r')|^2 = \frac{\Delta_0^2}{V} \sum_{p_1p_2} I_{p_1p_2} f_{p_1} f_{p_2} .
\]
The matrix elements of the inverse Green’s operator are given by
\[ c_{n,a} \text{ with } \phi \text{ the basis Nambu spinors labelled by } V. \]
The effective band Hamiltonian (17) is Eulerian coordinates \( r \). Therefore, \( F_2 = (\mathcal{V} \Delta_{a} / V) \sum_{n} |f_{p}|^{2} \), i.e. all the effects of the order parameter deformation are contained in \( F_1 \).

Since the transformation from \( r \) to \( r' \) changes the scalar product in the functional space, one should be careful calculating the integral in Eq. (15). Let us introduce a complete and orthonormal set of wavefunctions in \( R \), using the Eulerian coordinates \( r \). One can use, for instance, the eigenfunctions of \( \hat{G} \), i.e. the normalized plane waves \( \chi_{k}(r) = \mathcal{V}^{-1/2} e^{i k \mathbf{r}} \), where \( k = (2\pi/L)(m_{1}, m_{2}, m_{3}) \), and \( m_{i} \) take integer values due to the periodicity conditions. We construct the basis Nambu spinors labelled by \( a = (k, s) \) (\( s = 1, 2 \) is the electron-hole index), as follows: \( \varphi_{k,1} = (\chi_{k}, 0)^{T} \) and \( \varphi_{k,2} = (0, \chi_{k})^{T} \), and represent the Nambu fields in the form
\[ \Psi(r, \tau) = T \sum_{n} \sum_{a} c_{n,a} \varphi_{a}(r) e^{-i \omega_{n} \tau}, \quad \tilde{\Psi}(r, \tau) = T \sum_{n} \sum_{a} \tilde{c}_{n,a} \varphi_{a}^{\dagger}(r) e^{i \omega_{n} \tau}, \]
where \( c_{n,a} \) and \( \tilde{c}_{n,a} \) are elements of the Grassmann algebra. From Eq. (15) we obtain:
\[ e^{-\beta F_1} = \left( \prod_{n} \prod_{a} d c_{n,a} d \tilde{c}_{n,a} e^{-\sum_{n,a} G_{ab}^{-1}(\omega_{n}) \tilde{c}_{n,a} c_{n,b}} = \prod_{n} \det \tilde{G}^{-1}. \] (19)

The matrix elements of the inverse Green’s operator are given by
\[ G_{ab}^{-1}(\omega_{n}) = \int d^{3}r \text{tr} \varphi_{a}^{\dagger}(r)(\omega_{n} - \hat{H}) \varphi_{b}(r) = \int d^{3}r' \text{tr} \varphi_{a}^{\dagger}(r')(\omega_{n} - \hat{H}') \varphi_{b}(r'), \]
where “tr” denotes a \( 2 \times 2 \) matrix trace and \( \hat{H}' \) is given by Eq. (15). Introducing the new Nambu wavefunctions
\[ \tilde{\varphi}_{a}(r') = g^{1/4} e^{-i \theta(r')/2} \varphi_{a}(r'), \] (20)
we obtain:
\[ G_{ab}^{-1}(\omega_{n}) = \int d^{3}r' \text{tr} \tilde{\varphi}_{a}^{\dagger}(r')(\omega_{n} - \hat{\tilde{H}}) \tilde{\varphi}_{b}(r'), \] (21)
where
\[ \hat{\tilde{H}} = \left( \begin{array}{cc} \hat{\xi}_{\pm} + \mu & \Delta_{0} f(z') \\ \Delta_{0} f(z') & -\hat{\xi}_{\pm} + \mu \end{array} \right), \] (22)
and
\[ \hat{\xi}_{\pm} = e^{\pi i / 2} g^{1/4} \xi_{\pm} g^{-1/4} e^{i \theta / 2} = g^{1/4} \sum_{N} A_{\pm}^{1} \ldots e_{\pm}^{N} \left( k_{N}^{\prime} \pm m \nu_{s,j_{N}} \right) \ldots e_{\pm}^{N} \left( k_{N}^{\prime} \pm m \nu_{s,j_{N}} \right) g^{-1/4} - \mu. \] (23)
The last expression follows from Eq. (17).

The functions (20) form a complete and orthonormal set in \( R \). Since the factors \( g^{1/4} \) have been absorbed into the definitions of \( \tilde{\varphi}_{a} \), the integral in Eq. (21) is formally the same as for fermions with the metric tensor given by a unit matrix. Now one can drop the primes and write \( \tilde{\varphi}_{a}(r) = \sum_{b} \bar{U}_{ab} \varphi_{b}(r) \), where \( U_{ba} = \int d^{3}r \text{tr} \varphi_{b}^{\dagger}(r) \tilde{\varphi}_{a}(r) \) form a unitary matrix. Therefore, using Eq. (19), we obtain: \( \det \tilde{G}^{-1} = \det [U^{\dagger}(\omega_{n} - \hat{H})U] = \det(i\omega_{n} - \hat{H}) \), and
\[ F_1 = -T \sum_{n} \text{Tr} \ln(i\omega_{n} - \hat{H}). \] (24)
The advantage of using the transformed Hamiltonian \( \hat{\tilde{H}} \) is that, in contrast to \( \hat{H} \), it contains only the gradients of the fluctuating fields, which are small and can be treated perturbatively.

We consider only the limit of a slow deformation, when the gradient of the displacement can be set to a constant: \( \nabla u = \varepsilon \). Different components of \( \varepsilon \) play different roles: while \( \varepsilon_{x,y} \) correspond to a uniform tilting, \( \varepsilon_{z} \) describes a uniform compression or stretching of the order parameter modulation. The effective band Hamiltonian (17) is transformed into \( \hat{\xi} = \xi(k - \varepsilon k_{s}/(1 + \varepsilon_{z})) \), while Eq. (23) takes the form \( \hat{\xi}_{\pm} = \xi(\hat{\pi}_{\pm} - \varepsilon \hat{n}_{\pm,z}/(1 + \varepsilon_{z})) \), where \( \hat{\pi}_{\pm} = \hat{k} \pm m \nu_{s} \) (recall that the primes denoting the Lagrangian coordinates have been dropped). Although the
assumption of a constant strain is not consistent with the global periodicity conditions, it is legitimate if the scale of variation of $u$ is much greater than $d$, the period of the LOFF structure. This “local limit” fails when $d$ diverges, which happens, e.g., near the tricritical point on the $T - h$ phase diagram, where the Ginzburg-Landau gradient term changes sign. Similarly to the FF case, we also assume that the superfluid velocity $v_s$ is uniform and small.

For slow fluctuations, we expand the Hamiltonian \eqref{eq:22} in powers of $v_s$ and $\epsilon$, and obtain: \( \hat{\mathcal{H}} = \hat{\mathcal{H}}_{0,LO} + \delta \hat{\mathcal{H}} \), where

\[
\hat{\mathcal{H}}_{0,LO} = \begin{pmatrix}
\xi + h & \Delta_0 f(z) \\
\Delta_0 f(z) & -\xi + h
\end{pmatrix},
\]

is the mean-field part, while

\[
\delta \hat{\mathcal{H}} = (\hat{\omega}_i - \epsilon_i \hat{\omega}_z) v_i(\hat{k}) \hat{\sigma}_0 + \frac{1}{2} \hat{\omega}_i \hat{\omega}_j m_{ij}^{-1}(\hat{k}) \hat{\sigma}_3,
\]

with $\hat{\omega} = mv_s \hat{\sigma}_0 - \hat{\varepsilon} k_z \hat{\sigma}_3$, can be treated as a small perturbation. We keep only the lowest two orders in $v_s$ and $\epsilon$. The higher orders can be easily obtained from Eq. \eqref{eq:23}, if needed.

The energy of the Goldstone modes follows from Eq. \eqref{eq:24}:

\[
\delta F_{LO} = T \sum_n \left[ \text{Tr} (\hat{G}_0 \delta \hat{\mathcal{H}}) + \frac{1}{2} \text{Tr} (\hat{G}_0 \delta \hat{\mathcal{H}} \hat{G}_0 \delta \hat{\mathcal{H}}) + \ldots \right],
\]

where $\hat{G}_0 = (i\omega_n - \hat{\mathcal{H}}_{0,LO})^{-1}$ the $2 \times 2$ matrix Green’s function in the undeformed LO state. Retaining only the quadratic terms, we arrive at the following expression:

\[
\frac{\delta F_{LO}}{V} = \frac{1}{2} \rho_{s,ij} v_s v_{s,j} + \frac{1}{2} K_{ij} \epsilon_i \epsilon_j + K_{ij} v_s \epsilon_j.
\]

Here the superfluid density tensor is given by

\[
\rho_{s,ij} = m v_s^2 T \sum_n \left[ \text{Tr} (\hat{v}_i \hat{G}_0 \hat{v}_j \hat{G}_0) + \text{Tr} (\hat{m}_{ij}^{-1} \hat{\sigma}_3 \hat{G}_0) \right],
\]

which has the same form as in the FF state, see Eq. \eqref{eq:12}, but with a different Green’s function,

\[
K_{ij} = \frac{1}{V} T \sum_n \left[ \text{Tr} (\hat{v}_i \hat{k}_z \hat{\sigma}_3 \hat{G}_0 \hat{v}_j \hat{k}_z \hat{\sigma}_3 \hat{G}_0) + \text{Tr} (\hat{m}_{ij}^{-1} \hat{k}_z \hat{\sigma}_3 \hat{G}_0) + 2 \delta_{iz} \text{Tr} (\hat{v}_j \hat{k}_z \hat{\sigma}_3 \hat{G}_0) \right]
\]

is the tensor of elastic moduli, and

\[
\hat{K}_{ij} = -m \frac{1}{V} T \sum_n \left[ \text{Tr} (\hat{v}_i \hat{G}_0 \hat{v}_j \hat{k}_z \hat{\sigma}_3 \hat{G}_0) + \text{Tr} (\hat{m}_{ij}^{-1} \hat{k}_z \hat{G}_0) + \delta_{iz} \text{Tr} (\hat{v}_j \hat{G}_0) \right].
\]

It is straightforward to show, using the identity \eqref{eq:13}, that all the stiffness coefficients, Eqs. \eqref{eq:28}, \eqref{eq:29}, and \eqref{eq:30}, vanish in the normal state.

If the order parameter has a center of inversion, i.e. $\Delta(-\mathbf{r}) = \Delta(\mathbf{r})$, then the Green’s function satisfies $\hat{G}_0(-\mathbf{r}_1, -\mathbf{r}_2; \omega_n) = \hat{G}_0(\mathbf{r}_1, \mathbf{r}_2; \omega_n)$, and Eq. \eqref{eq:30} yields $K_{ij} = 0$. Therefore, the Goldstone modes corresponding to the phase fluctuations and elastic deformations are decoupled. This can also be understood using the following symmetry argument. Assuming a general three-dimensional displacement $\mathbf{u} = (u^1, u^2, u^3)$, one can introduce the displacement gradient tensor $\hat{\varepsilon}_i^j = \partial u^i / \partial x^j$ (the usual strain tensor of the elasticity theory is the symmetric part of $\hat{\varepsilon}_i^j$). For a uniform deformation of the LO phase, we have $u^1 = u^2 = 0$, $u^3 = \hat{\varepsilon}_3^i x^i$, where $\varepsilon = (\hat{\varepsilon}_1^1, \hat{\varepsilon}_2^2, \hat{\varepsilon}_3^3)$ does not transform like a vector. In particular, $\varepsilon$ remains invariant under inversion, while $v_s$ changes sign, therefore the free energy cannot contain quadratic terms mixing $\varepsilon$ and $v_s$.

### III. LO Phase in One Dimension

As an application of the general formalism developed in the previous section, we consider the LO phase in a superconductor with a 1D band dispersion $\xi(k_z) = (k_z^2 - k_F^2)/2m^*$, where $k_F$ is the Fermi wavevector and $m^*$ is the
FIG. 1: The order parameter (solid line) and the quasiparticle wavefunctions (dashed line) in the 1D LO phase.

effective mass. In this case, the mean-field gap equations can be solved exactly, see Refs. 17 and 18, using the formal similarity with the 1D Peierls problem considered in Ref. 23.

Let us briefly summarize the relevant properties of the exact solution. Although the critical temperature decreases with the Zeeman field \( h \), the superconductivity is not completely suppressed even at strong fields. The order parameter is described by the following expression:

\[
\Delta(z) = \Delta_1 \, \text{cd} \left( \frac{\Delta_1}{v_F k_1} z, k_1 \right),
\]

where “cd” is a Jacobian elliptic function (Ref. 24), \( v_F = k_F / m^* \) is the Fermi velocity, and \( \Delta_1 \) and \( k_1 \) are parameters that depend on \( T \) and \( h \). The period of the LO structure is given by

\[
d = \frac{4k_1 K(\gamma)}{1 + k_1 \Delta_1},
\]

where \( \gamma = 2 \sqrt{k_1} / (1 + k_1) \), and \( K(\gamma) \) is the complete elliptic integral of the first kind. At low temperatures, the LO structure resembles a soliton lattice, sketched in Fig. 1. Note that our expression for the LO order parameter, Eq. (31), is shifted by a quarter-period compared to those in Refs. 17 and 18, to make explicit the inversion symmetry \( \Delta(-z) = \Delta(z) \). At zero temperature, one has \( \Delta_1 = \sqrt{k_1} \Delta_0 \), where \( \Delta_0 \) is the BCS gap at \( T = h = 0 \), while the parameter \( \gamma \) as a function of \( h \) is found from the equation \( E(\gamma) / \gamma = \pi h / 2 \Delta_0 \), where \( E(\gamma) \) is the complete elliptic integral of the second kind.

The energy density of the Goldstone modes, Eq. (27), takes the following form:

\[
\frac{\delta F_{LO}}{V} = \frac{1}{2} \rho_s v_{s,z}^2 + \frac{1}{2} K \varepsilon_z^2,
\]

with the coefficients in the first and second terms characterizing the stiffness of the LO phase against the phase fluctuations and the deformations of the amplitude modulation, respectively. We have \( \rho_s = \rho_1 + \rho_2 \), where

\[
\rho_1 = \frac{m^2}{m^*} T \sum_n \frac{1}{L} \text{Tr} (\hat{\sigma}_3 \hat{G}_0), \quad \rho_2 = \frac{m^2}{m^*} T \sum_n \frac{1}{L} \text{Tr} (\hat{k}_z \hat{G}_0 \hat{k}_z \hat{G}_0),
\]

and \( K = K_1 + K_2 \), where

\[
K_1 = \frac{3}{m^*} T \sum_n \frac{1}{L} \text{Tr} (\hat{k}_z \hat{\sigma}_3 \hat{G}_0), \quad K_2 = \frac{1}{m^*} T \sum_n \frac{1}{L} \text{Tr} (\hat{k}_z^2 \hat{\sigma}_3 \hat{G}_0 \hat{k}_z^2 \hat{\sigma}_3 \hat{G}_0)
\]

(\( L \) is the system length).

Since the order parameter varies slowly compared to the Fermi wavelength \( k_F^{-1} \), one can use the quasiclassical, or Andreev, approximation. The wavefunctions can be represented in the form \( e^{i st k_F z} \psi(z) \), where \( s = \pm \) is the direction.
FIG. 2: The quasiparticle excitation spectrum in the 1D LO phase, shown in the extended zone scheme (from Ref. 23). The Zeeman field $h$ is located inside the energy gap.

index, which labels the roots of the equation $\xi(k_z) = 0$, and the slowly varying factors $\psi(z)$ are the eigenfunctions of the Andreev Hamiltonian:

$$\hat{H}_s = -i s v_F \frac{d}{dz} + \Delta(z) \hat{\sigma}_3.$$  \hfill (36)

Due to the periodicity of $\Delta(z)$, the wavefunctions satisfy $\psi(z + d) = e^{i q d} \psi(z)$ and are characterized by the wavevector $q$. At given $s$ and $q$, the spectrum consists of two branches, labelled by the branch index $\nu = 1, 2$, with $E^s_{q, \nu} = -E^s_{q,1}$, see Fig. 2. There are two energy gaps, located at $q = \pm \pi/d$, with the gap edges given by $\pm \epsilon_+ = \Delta_0/\gamma$ (at $T = 0$). It is easy to show that the Zeeman field is located inside the gap, i.e. $\epsilon_- < h < \epsilon_+$, and that $\epsilon_+ - h < h < \epsilon_-$. The matrix Green’s function can be written as follows:

$$\hat{G}_0(z, z'; \omega_n) = \sum_s e^{i k_F s (z-z')} \sum_q \frac{\psi^s_{q,\nu}(z) \psi^{s\dagger}_{q,\nu}(z')}{i \omega_n - E^s_{q,\nu} - h}.$$ \hfill (37)

The quasiclassical approximation cannot be directly applied to $\rho_1$, see Eq. (34), because of the contributions of the states far from the Fermi energy. To get around this difficulty, we subtract from and add to $\rho_1$ the corresponding expression in the normal state:

$$\rho_1 = \frac{m^2}{m^* T} \sum_n \text{Tr} (\hat{\sigma}_3 \hat{G}_0) + \delta \rho_1,$$

while

$$\delta \rho_1 = \frac{m^2}{m^* T} \sum_n \frac{1}{L} \left[ \text{Tr} (\hat{\sigma}_3 \hat{G}_0) - \text{Tr} (\hat{\sigma}_3 \hat{G}_0) \right]$$

can be calculated quasiclassically. If the asymmetry of the quasiparticle density of states near the Fermi energy is neglected, then $\delta \rho_1 = 0$. The remaining expression is entirely determined by the normal-state properties and yields

$$\rho_1 = \frac{(m^2/m^*) n}{\rho},$$

where $n$ is the concentration of electrons.

The second contribution to the superfluid density, $\rho_2$, comes from the states in the vicinity of the Fermi energy and can therefore be calculated in the quasiclassical approximation. Substituting the Green’s function (37) in Eq. (34), differentiating only the fast exponentials, neglecting the integrals of functions that oscillate on the scale of $k_F^{-1}$, and using the orthonormality of the Andreev eigenstates, we obtain:

$$\rho_2 = -m^2 v_F^2 \int dE N(E) \left[ -\frac{\partial f(E+h)}{\partial E} \right],$$ \hfill (38)
where \( f(E) = (e^{\beta E} + 1)^{-1} \) is the Fermi distribution function, and \( N(E) = L^{-1} \sum_{q,\nu} \delta(E - E_{q,\nu}^s) \) is the density of states of the Bogoliubov quasiparticles. At zero temperature, we have \( \rho_2 = -m^2 v_F^2 N(-h) = 0 \), because \(-h\) is located inside the gap, see Fig. 2. At low temperatures, the corrections are exponentially small: \( \rho_2(T) \propto e^{-E_s/T} \), where \( E_g(h) = \epsilon_+ - h = \Delta_0 [1 - 2E(\gamma)/\pi]/\gamma \). Putting all the pieces together, we find

\[
\rho_s(T) = \frac{m^2}{m^* n} - \mathcal{O}(e^{-E_s/T}).
\]

Thus the superfluid density at \( T = 0 \) is the same as in a uniform BCS superconductor. At nonzero temperatures, it is reduced due to the thermally excited Bogoliubov quasiparticles, characterized by the energy gap \( E_g \).

Let us now turn to the calculation of the elastic modulus, see Eq. (35). As in the case of \( \rho_1 \), the quasiclassical approximation cannot be applied directly to \( K_1 \), but one can write \( K_1 = (3/m^* L) T \sum_n \text{Tr} (k^2 \delta g_{0,n}) + \delta K_1 \), where \( \delta K_1 = (3k^2_F/m^2) \delta \rho_1 = 0 \). Therefore,

\[
K_1 = \frac{3}{m^* T} \sum_n \frac{1}{L} \sum_{k_z} k_z^2 \text{tr} [\delta g_{0,n}(k_z, \omega_n)] = \frac{2k^3_F}{\pi m^*},
\]

at zero temperature. Here we neglected the corrections of the order of \( h/\epsilon_F \), where \( \epsilon_F = k^2_F/2m^* \). The quasiclassical expression for \( K_2 \) reads

\[
K_2 = \frac{k^4_F}{m^*^2} \sum_s \frac{1}{L} \sum_{q_1, q_2, v_1, v_2} |I^s_{q_1 v_1 q_2 v_2}|^2 \frac{f(E^s_{q_1 v_1} + h) - f(E^s_{q_2 v_2} + h)}{E^s_{q_1 v_1} - E^s_{q_2 v_2}},
\]

where the matrix element is given by \( I^s_{q_1 v_1 q_2 v_2} = \int_0^L dz \psi^*_{q_1 v_1}(z) \delta g^s_{q_2 v_2}(z) \). The interband contribution is dominated by the “vertical” transitions near the gap edges at \( q = \pm \pi/d \), where the matrix element vanishes for symmetry reasons. Keeping only the intraband terms in Eq. (41), we obtain:

\[
K_2 = -\frac{k^4_F}{m^*^2} \int dE \tilde{N}(E) \left[ \frac{-\partial f(E + h)}{\partial E} \right],
\]

where \( \tilde{N}(E) = L^{-1} \sum_{q,\nu} |I^s_{q v, \nu}|^2 \delta(E - E_{q,\nu}^s) \). At zero temperature, we have \( K_2 \propto \tilde{N}(-h) = 0 \), while the low-temperature corrections are exponentially small and proportional to \( e^{-E_s/T} \). Thus, the elastic modulus of the 1D LO state at low temperatures has the following form:

\[
K(T) = \frac{2k^3_F}{\pi m^*} - \mathcal{O}(e^{-E_s/T}).
\]

Similarly to the superfluid density, it is reduced by the thermally activated Bogoliubov quasiparticles, until both \( \rho_s \) and \( K \) vanish at the critical temperature \( T_c(h) \).

To conclude this section we note that the nonvanishing superfluid density \( \rho_s \) implies that a uniform supercurrent can flow across the zeros of the order parameter amplitude. This can be understood using a simple phenomenological argument based on the Ginzburg-Landau theory for the LOFF state. Near the critical temperature, the lowest order terms in the gradient energy can be written as follows: \( F_{\text{grad}} = \int dz (\tilde{K}_2 |D_z \Delta|^2 + \tilde{K}_4 |D_z^2 \Delta|^2) \), where \( D_z = -i
\nabla_z \) and \( \tilde{K}_2 < 0, \tilde{K}_4 > 0 \), in order for the superconducting instability with a finite wavevector to occur. The supercurrent can be calculated in the usual way: \( j_{s,z} = -e(\delta F_{\text{grad}}/\delta A_z) \), after making the replacement \( D_z \rightarrow -i \nabla_z + (2e/c) A_z \) in \( F_{\text{grad}} \), where \( A_z \) is the vector potential and \( e \) is the absolute value of the electron charge. We obtain:

\[
j_{s,z} = -4e \tilde{K}_2 \text{Im}(\Delta^* \nabla_z \Delta) - 4e \tilde{K}_4 \text{Im} [(\nabla_z \Delta^*) \nabla_z^2 \Delta - \Delta^* \nabla_z^3 \Delta].
\]

Using the amplitude-phase representation of the order parameter: \( \Delta(z) = |\Delta(z)|e^{i\theta(z)} \), and keeping only the lowest order terms in the superfluid velocity, we obtain:

\[
j_{s,z} = -8e m \left[ \tilde{K}_2 |\Delta|^2 + 2 \tilde{K}_4 (|\nabla_z |\Delta|)^2 - 2|\Delta| \nabla_z^2 |\Delta| \right] v_{s,z}.
\]

Thus, the supercurrent is not just proportional to \( |\Delta|^2 \) and, therefore, does not vanish at the points where the order parameter amplitude has zeros.
IV. CONCLUSIONS

We have derived general expressions for the energy of the Goldstone modes in the LOFF phases with one-dimensional periodicity, see Eq. (11) for the FF phase and Eq. (27) for the LO phase. While there is only one Goldstone mode in the FF state, corresponding to the fluctuations of the order parameter phase, there are additional, “elastic”, modes in the LO state, corresponding to the compression and tilting of the order parameter amplitude modulation. Our approach, which is based on the transformation of slow deformations of the order parameter into small corrections to the Bogoliubov-de Gennes Hamiltonian, allows one to treat the fluctuation effects perturbatively. It can be easily generalized to more complicated LOFF structures.

Using the exact solution for the excitation spectrum in a one-dimensional LO phase, we calculated the stiffness coefficients for the phase and elastic Goldstone modes. At $T = 0$ the phase stiffness (the superfluid density) has the same form as in a uniform superconductor, while at low temperatures the corrections are exponential, with a field-dependent energy gap.

This work was supported by a Discovery Grant from the Natural Sciences and Engineering Research Council of Canada.

Appendix A: Counting Goldstone modes in the LOFF state

In the vicinity of the critical temperature $T_c(h)$, the mean-field free energy of a LOFF superconductor can be expanded in powers of the order parameter as follows:

$$\mathcal{F} = \sum_q A(q) \Delta_q^* \Delta_q + \sum_{q_1, 2, 3, 4} B(q_1, q_2, q_3, q_4) \Delta_{q_1}^* \Delta_{q_2} \Delta_{q_3} \Delta_{q_4} \delta_{q_1+q_2+q_3+q_4}. \quad (A1)$$

Since the full momentum dependence of $A$ and $B$ is retained, Eq. (A1) can be used close to the second-order phase transition line at all $h$. The coefficient $A(q)$ changes sign at the critical temperature of the superconducting instability with the wave vector $q$. The explicit form of the functions $A$ and $B$ depends on the microscopic details.

The order parameter in the LOFF state close to the critical temperature can be represented in the following form:

$$\Delta(r) = \sum_{i=1}^{N_Q} \Delta_i e^{iQ_ir}, \quad (A2)$$

where $\Delta_i = |\Delta_i|e^{i\phi_i}$ are complex coefficients, $Q_i$ are the positions of the degenerate minima of $A(q)$, and $N_Q$ is the number of the minima. In order to find the order parameter components $\Delta_i$, which determine the spatial structure of the LOFF phase, one needs to evaluate the free energy (A1) for the order parameter (A2). We obtain: $\mathcal{F}/\mathcal{V} = F_2 + F_4$, where $F_2 = A_0 \sum_i |\Delta_i|^2$, with $A_0 = A(Q_i)$ (same for all $i$), and

$$F_4 = \sum_{ijkl} B_{ijkl} \Delta_i^* \Delta_j^* \Delta_k \Delta_l, \quad (A3)$$

with $B_{ijkl} = B(Q_i, Q_j, Q_k, Q_l)$ and $B_{ijkl} = B_{ijlk}$. The general case is clearly untreatable, so we consider just two simplest cases: $N_Q = 2$, in which the deepest minima of $A$ are located at $Q_{1,2} = \pm Q$, where $Q = Q \hat{z}$; and $N_Q = 4$, in which the minima occupy four high-symmetry points in the basal plane: $Q_{1,2} = \pm Q \hat{x}$, $Q_{3,4} = \pm Q \hat{y}$. The nonzero coefficients in Eq. (A3) are $B_{1111} = B(Q, Q, Q, Q)$, $B_{1212} = B_{2112} = B_{2121} = B_{2212} = B(Q, -Q, Q, -Q)$, and $B_{2222} = B(-Q, -Q, -Q, -Q)$. Since the inversion operation interchanges $\Delta_1$ and $\Delta_2$, we have $B_{1111} = B_{2222}$, and Eq. (A3) takes the following form:

$$F_4 = \beta_1 (|\Delta_1|^4 + |\Delta_2|^4) + \beta_2 |\Delta_1|^2 |\Delta_2|^2, \quad (A4)$$
where \( \beta_1 = B_{1111} \) and \( \beta_2 = 4B_{2112} \). The free energy does not depend on the phases of \( \Delta_{1,2} \), therefore there might be up to two Goldstone modes in the LOFF state, corresponding to the fluctuations of either the overall phase of the superconducting order parameter or the relative phase of \( \Delta_{1,2} \). Expression (A1) is positive definite if \( \beta_1 > 0 \), \( \beta_2 > -2\beta_1 \). If \( \beta_2 < 2\beta_1 \), then the minimum energy is achieved for \( |\Delta_1| = |\Delta_2| = \Delta_0 \), which corresponds to the LO phase with \( \Delta(r) = \Delta_0 e^{i\theta} \cos(Qz + \phi) \). The relative phase of \( \Delta_{1,2} \) describes a uniform translation of the order parameter. On the other hand, if \( \beta_2 > 2\beta_1 \), then \( |\Delta_2| = 0 \) or \( |\Delta_1| = 0 \), corresponding to one of the two degenerate FF phases, \( \Delta(r) = \Delta_0 e^{i\theta} e^{iQz} \), or \( \Delta(r) = \Delta_0 e^{i\theta} e^{-iQz} \).

\( N_Q = 4 \). The order parameter has the form \( \Delta(r) = \Delta_1 e^{iQx} + \Delta_2 e^{-iQx} + \Delta_3 e^{iQy} + \Delta_4 e^{-iQy} \). Under \( C_{12} \), we have \( \Delta_{1,2,3,4} \leftrightarrow \Delta_{3,4,2,1} \), while under \( C_{2x} \) and \( J \), \( \Delta_1 \leftrightarrow \Delta_2 \) and \( \Delta_3 \leftrightarrow \Delta_4 \). The nonzero coefficients in Eq. (A3) are as follows: \( B_{1111} = B_{2222} = B_{3333} = B_{4444} = \beta_1, B_{1212} = B_{3434} = \beta_2/4, B_{1313} = B_{1414} = B_{2323} = B_{2424} = \beta_3/4, B_{1234} = B_{3412} = \beta_4/4 \), therefore,

\[
F_1 = \beta_1 (|\Delta_1|^4 + |\Delta_2|^4 + |\Delta_3|^4 + |\Delta_4|^4) + \beta_2 (|\Delta_1|^2|\Delta_2|^2 + |\Delta_3|^2|\Delta_4|^2)
+ \beta_3 (|\Delta_1|^2 + |\Delta_2|^2)(|\Delta_3|^2 + |\Delta_4|^2)
+ \beta_4 (\Delta_1^*\Delta_2^*\Delta_3\Delta_4 + \Delta_1\Delta_2\Delta_3^*\Delta_4^*).
\]  

The last term leads to a phase locking of the order parameter components: at the energy minimum the phases of \( \Delta_i \) are subject to the constraint \( \phi_1 + \phi_2 - \phi_3 - \phi_4 = 0 \) or \( \pi \), depending on the sign of \( \beta_4 \). Therefore, there can be up to three Goldstone modes, one of which corresponds to the fluctuations of the overall phase of \( \Delta(r) \).
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