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Abstract

We study two-sided matching markets in which one side of the market (the players) does not have a priori knowledge about its preferences for the other side (the arms) and is required to learn its preferences from experience. Also, we assume the players have no direct means of communication. This model extends the standard stochastic multi-armed bandit framework to a decentralized multiple player setting with competition. We introduce a new algorithm for this setting that, over a time horizon $T$, attains $O(\log(T))$ stable regret when preferences of the arms over players are shared, and $O(\log(T)^2)$ regret when there are no assumptions on the preferences on either side. Moreover, in the setting where a single player may deviate, we show that the algorithm is incentive compatible whenever the arms’ preferences are shared, but not necessarily so when preferences are fully general.
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1. Introduction

A fundamental question at the intersection of learning theory and game theory is as follows: how should individually rational agents act when they have to learn about the consequences of their actions in the same uncertain environment? While there has been a long line of work on learning in games (Fudenberg and Levine, 1998; Hu et al., 1998; Littman, 1994), recent developments in statistical learning theory and online learning have opened the door to a new line of work that aims to quantify precisely the amount of data players require to achieve good performance in games with stochasticity. The problems studied are motivated by a broad range of modern applications, from modeling competition among firms (Mansour et al., 2018; Aridor et al. 2019) to implementing protocols for wireless networks (Liu and Zhao, 2010; Cesa-Bianchi et al., 2016; Shahrampour et al., 2017). A particularly salient application is the online marketplace\(^1\), where two sides of a market need to be matched and market participants have uncertainty about their preferences, leading to a concomitant need for exploration and statistical learning.

---

\(^1\) Examples include online labor markets (Upwork, TaskRabbit, Handy), online crowdsourcing platforms (Amazon Mechanical Turk), online dating services (Match.com) and peer-to-peer sharing platforms (Airbnb).
The multi-armed bandit is a core learning problem that models decision-making under uncertainty: a player is faced with a choice among $K$ actions—"arms"—each of which is associated with a reward distribution, and the goal is to learn which action has the highest reward, doing so as quickly as possible so as to be able to reap rewards even while the learning process is underway. Even in the more complex setting involving multiple players participating in a two-sided matching market, the bandit problem can be extended to model how players simultaneously learn and acquire information about their preferences, while satisfying economic constraints imposed by the need to realize a matching. Such a blend of bandit learning with two-sided matching markets was introduced by Das and Kamenica (2005), who formulated a problem in which the players and the arms form the two sides of the market, and each side has preferences over the other side. Das and Kamenica (2005) explored possible algorithms via numerical simulations. Liu et al. (2020) studied a refinement of this problem setting and proposed the first algorithm with theoretical guarantees. In contradistinction to the classical formulation of matching markets, the preferences of the players are assumed to be unknown a priori and must be learned from the rewards that are received when arms are pulled successfully. Compared to prior work studying multi-player bandits, the problem formulation we consider introduces an aspect of scarcity and competition—when multiple players attempt to pull the same arm, there is a conflict, and only the player that is most preferred by that arm receives a reward.

Liu et al. (2020) focused on a centralized setting in which the players are able to communicate with a central platform that computes matchings for the entire market. They defined a notion of regret called stable regret, which is the average reward a player obtains less the rewards achieved under a stable matching with respect to the true preferences of the market. It was shown in this setting that an algorithm that combines the upper confidence bound principle from the bandit literature (Lai and Robbins, 1985) with the Gale-Shapley algorithm from the matching market literature (Gale and Shapley, 1962) can achieve low stable regret.

While Liu et al. (2020) discussed a decentralized version of the problem, where the actions of the players cannot be coordinated by a central platform, and studied a simple explore-then-commit algorithm for this setting, finding a viable algorithm for the decentralized case was left as an open problem. The decentralized setting is arguably a more useful formulation in practice. Indeed, most online marketplaces are decentralized, that is, there is no central clearinghouse and players are unable to coordinate their actions with each other directly. However, players may observe limited information about past matchings, such as their own conflicts.

New theoretical challenges arise in the decentralized setting, in both the design and the analysis of algorithms. Given that players may use past matchings to inform their current play (e.g., to avoid conflicts), a player who has statistical uncertainty about their preferences over arms may impose externalities on other players not only at the current time step but also into the future. In essence, the decentralized formulation more fully exposes the challenges of the economic and learning aspects of the problem.

We propose a solution for the decentralized version of the two-sided matching bandit problem. Our primary contribution is a new multiplayer bandit algorithm, Decentralized Conflict-Avoiding Upper Confidence Bound (CA-UCB), that is guaranteed to yield for all players a stable regret that grows polylogarithmically with the number of rounds of interaction.
tion between players and arms, also known as the time horizon, $T$. In particular, to prove this regret guarantee we roughly showed that the market converges to a stable matching at a polylogarithmic rate. When the arms have the same preferences over players we offer a better guarantee. In this case we prove that the stable regret grows at most logarithmically with the time horizon. Informally, we can state our results as follows.

**Theorem 1 (Informal main results)** Suppose we have a market with $N$ players and $L$ arms, with arbitrary preferences, and let $\Delta$ be the minimum absolute gap between the mean rewards of different arms. Then, if all players run the CA-UCB algorithm for $T$ steps, the probability that the market is unstable at time $T$ is $O(\log(T)^2/T)$ (see Theorem 6). Moreover, the players’ stable regret satisfies

$$R(T) = O\left(\frac{N^4 \log(T)^2}{\Delta^2}\right)$$

for some $\rho > 1$. (Corollary 7)

When the arms have the same preferences over players, the players’ stable regret satisfies

$$R(T) = O\left(\frac{N^2 L \log(T)}{\Delta^2}\right).$$

(Theorem 2)

Moreover, if $N - 1$ players implement the CA-UCB algorithm, the remaining player cannot significantly improve their regret by running a different algorithm (Proposition 16).

The CA-UCB algorithm is simple and does not require communication between players. There are two features of this algorithm that enable players to avoid conflicts. Firstly, when implementing this algorithm a player observes the actions of other players in the previous round and avoids attempting an arm if that arm was previously pulled by a better player for it. Secondly, players randomly decide whether to choose the same arm as at the previous time step or to make a new decision. When players implement our method conflicts can still occur, but our analysis shows that the expected number of conflicts would be small.

The rest of the paper is organized as follows: In Section 2, we review the matching bandits problem, following the presentation in Liu et al. (2020), and fully specify the decentralized setting that is our focus. In Section 3, we motivate and introduce the algorithm that is the subject of our regret analyses in Sections 4 and 5. In Section 6, we discuss the incentive compatibility of this algorithm, showing one positive and one negative result. Our theoretical guarantee on the performance of CA-UCB exhibits an exponential dependence on the size of the market. In Section 7 we show empirically that this dependence is an artifact of our analysis; CA-UCB performs much better in practice than these results suggest. In Section 8, we survey the related literatures, and in Section 9, we present a thorough discussion of our results, as well as avenues for future work.

### 2. Problem Setting

We consider a multiplayer multi-armed bandit problem with $N$ players and $L$ stochastic arms, with $N \leq L$. We denote the set of players by $\mathcal{N} = \{p_1, p_2, \ldots, p_N\}$ and the set of arms by $\mathcal{K} = \{a_1, a_2, \ldots, a_L\}$. At time step $t$, each player $p_i$ attempts to pull an arm $m_t(i) \in \mathcal{K}$.

When multiple players attempt to pull the same arm, only one player will successfully pull the arm, according to the arm’s preferences via a mechanism we detail shortly. Then,
if player $p_i$ successfully pulls arm $m_t(i)$ at time $t$, they are said to be matched to $m_t(i)$ at time $t$ and they receive a stochastic reward, $X_{m_t(i)}^{(i)}(t)$, sampled from a 1-sub-Gaussian distribution with mean $\mu_{m_t(i)}^{(i)} > 0$.

For each player $p_i$ we assume $\mu_j^{(i)} \neq \mu_j^{(i)}$ for all distinct arms, $a_j$ and $a_{j'}$. If $\mu_j^{(i)} > \mu_j^{(i)}$, we say that player $p_i$ truly prefers $a_j$ to $a_{j'}$, and denote this as $a_j \succ p_i a_{j'}$.

Each arm $a_j$ has a fixed, known, and strict preference ordering over all the players, $\succ a_j$. In other words, $p_i \succ_{a_j} p_{j'}$ indicates that arm $a_j$ prefers player $p_i$ to player $p_{j'}$. If two or more players attempt to pull the same arm $a_j$, there is a conflict and only the most preferred player successfully pulls the arm to receive a reward; the other player(s) $p_{j'}$ is said to be unmatched and does not receive any reward, that is, $X_{m_t(i)}^{(j')} (t) = 0$.

A stable matching (Gale and Shapley, 1962) of players and arms is one where no pair of player and arm would prefer to be matched with each other over their respective matches. Given the full preferences of the arms and players, arm $a_j$ is called an achievable match of player $p_i$ if there exists a stable matching according to those preferences such that $a_j$ and $p_i$ are matched. We say $a_j$ is the optimal match of player $p_i$ if it is the most preferred achievable match. Similarly, we say $a_j$ is the pessimal match of player $p_i$ if it is the least preferred achievable match. We denote by $\overline{m}$ and $m$ the functions from $\mathcal{N}$ to $\mathcal{K}$ that define the optimal and pessimal matches of a player according to the true preferences of the players and arms.

In the decentralized matching setting, a notion of stable regret, as introduced in Liu et al. (2020), is useful for analyzing the performance of learning algorithms. We consider a player’s player-pessimal stable regret, where the baseline for comparison is the mean reward of the arm that is the player’s pessimal match.\footnote{We can define analogously the player-optimal stable regret corresponding to the player’s optimal match, denoted $\overline{R}_i(T)$. The player-pessimal stable regret and player-optimal stable regret tend to coincide in many real-world markets, such as in unbalanced random matching markets (Ashlagi et al., 2017b) where the stable matching is essential unique. This is as well the case when players are globally ranked. In this work, we focus on the player-pessimal stable regret.} It is defined as follows for player $p_i$:

$$R_i(T) := T \mu_{\overline{m}(i)}^{(i)} - \sum_{t=1}^T \mathbb{E}X_{\overline{m}(i)}^{(i)}(t). \quad (1)$$

The above notion of stable regret considers regret from the perspective of the players only, that is, we are primarily interested in how the players perform with respect to their stable arms over time. Focusing on the welfare of one side of the market is consistent with the stable matching literature, in particular that on school choice, where one side of the market (the schools) are said to have “priorities”, rather than “preferences”, for the other side of the market (the students), and it is the students’ welfare that is of primary interest (Abdulkadiroğlu and Sönmez, 2003; Abdulkadiroğlu et al., 2006).\footnote{We thank a reviewer for pointing out this connection to the economics literature.} Recently, (Cen and Shah, 2021) studied fairness and social welfare in the context of matching markets.

In order to fully specify the problem we need to clarify what information the players have access to. We consider the following decentralized setting:

**Decentralized with Conflict Information** At each round, each player attempts to pull an arm, with the choice of arm based on only their rewards and observations from previous rounds.
rounds. At the end of the round, all players can observe the winning player for each arm. They can see their own rewards only if they successfully pull an arm. They cannot see the rewards of other players. We also assume that all players know, for each arm, which players are ranked higher than themselves.\footnote{This assumption allows for a cleaner analysis of our algorithm. Our results can be generalized to the setting where players do not know this information initially because the arms know their own preferences and the conflicts between players are resolved deterministically. It is sufficient for each player to assume in the beginning that they are the most preferred player by every arm. Then, each lost conflict reveals which players are more preferred by which arms. This procedure would introduce at most $LN^2$ conflicts.}

3. Algorithm: Decentralized Conflict-Avoiding UCB

In the single-player multi-armed bandit (MAB) the player must explore different arms in order to identify the arms with the highest mean payoff. At the same time, the player must keep selecting arms that seem to give high payoff in order to accumulate a large reward over time. The upper confidence bounds (UCB) algorithm offers an elegant solution to this exploration-exploitation dilemma. As the name suggests, UCB maintains upper confidence bounds on the arms’ mean payoffs and selects the arm with the largest upper confidence bound. Then, the UCB algorithm updates the upper confidence bound corresponding to the selected arm according to the reward observed.

In the aforementioned decentralized model, however, a player cannot implement UCB obliviously of other players’ actions given the possibility of conflicts. Let us discuss this issue from the perspective of player $p_1$. Suppose $p_1$ chooses arm $a_1$, and suppose player $p_2$ chooses $a_1$ at the same time. Then, if $a_1$ prefers $p_2$ over $p_1$, a conflict arises and player $p_1$ receives no reward. In addition to not receiving a reward, in this case, player $p_1$ does not learn anything new about the distribution of rewards offered by arm $a_1$. Therefore, in the decentralized case players must balance exploration and exploitation while avoiding conflicts that they would lose.

To see intuitively how $p_1$ can achieve such conflict avoidance let us assume that there are only two players and that all arms prefer $p_2$. Then, from the perspective of $p_2$, the problem is identical with the single-player MAB problem and therefore $p_2$ can achieve small regret by using the standard UCB method. Since $p_2$ aims to minimize their own regret, $p_2$ will sample the arm that gives them the highest mean payoff most of the time. More precisely, there can be at most $O(\log(T))$ time steps when $p_2$ does not sample the best arm for themselves.

On the other hand, $p_1$ must minimize the number of times they select the same arm as $p_2$ because they would lose the conflicts with $p_2$. Because most of the time player $p_2$ chooses the best arm for themselves, the following simple heuristic allows player $p_1$ to avoid choosing the same arm as $p_2$ most of the time: player $p_1$ should not select the arm $p_2$ chose at the previous time step.

It turns out that this conflict-avoidance heuristic, combined with the UCB method, gives rise to an algorithm that provably achieves small regret for all players. We call this method Decentralized Conflict-Avoiding Upper Confidence Bound, or CA-UCB for short, and detail it in Algorithm 1. Before introducing our algorithm, let us first introduce some notation for the players’ actions. We use $A^{(i)}(t)$ to denote the player $p_i$’s attempted arm at time $t$,
Algorithm 1 CA-UCB with random delays

Input: \( \lambda \in [0, 1) \)

1: for \( t = 1, \ldots, T \) do
2: for \( i = 1, \ldots, N \) do
3: if \( t = 1 \) then
4: Set upper confidence bound to \( \infty \) for all arms.
5: Sample an index \( j \sim 1, \ldots, L \) uniformly at random. Sets \( A_t^{(i)} \leftarrow a_j \).
6: else
7: Draw \( D_t^{(i)} \sim \text{Ber}(\lambda) \) independently.
8: if \( D_t^{(i)} = 0 \) then
9: Update plausible set \( S_t^{(i)} \) for player \( p_i \):
10: \[ S_t^{(i)} := \{a : p_i \succ a, p_k \neq a, \text{ where } \bar{A}_k(t-1) = a\} \]
11: Pulls \( a \in S_t^{(i)} \) with maximum upper confidence bound. Sets \( A_t^{(i)} \leftarrow a \).
12: else
13: Pulls \( A_{t-1}^{(i)} \). Sets \( A_t^{(i)} \leftarrow A_{t-1}^{(i)} \).
14: if \( p_i \) wins conflict then
15: Update upper confidence bound for arm \( A_t^{(i)} \).

and \( \bar{A}_t^{(i)} \) to denote the player \( i \)'s successfully pulled arm at time \( t \). When the player fails to pull an arm successfully because of a lost conflict, we have \( \bar{A}_t^{(i)} = \emptyset \).

According to Algorithm 1, at each time step \( t \) each player \( p_i \) independently samples a biased Bernoulli random variable \( D_t^{(i)} \) with mean \( \lambda \in [0, 1) \). When \( D_t^{(i)} \) comes up 1, the player chooses the same arm as they did at the previous time step. We will soon return to explain the rationale behind staying on the same arm as the previous time step with some probability. For now, let us focus on the case where \( D_t^{(i)} \) comes up 0.

When the Bernoulli random variable \( D_t^{(i)} \) comes up 0, the player constructs a plausible set of arms that includes all arms except those that the player would not have been able to pull successfully at the previous time step. In other words, the player \( p_i \) will consider an arm plausible, only if in the previous time step \( t-1 \), the arm was not pulled by a player that the arm strictly prefers to \( p_i \). Then, the player chooses the arm in the plausible set with the highest upper confidence bound, which is updated as in the single-player UCB method. We formally define the upper confidence bound in Equation 12 of Section 4.

We refer to the parameter \( \lambda \) as the delay probability. When \( \lambda = 0 \) the actions of the players that implement CA-UCB are deterministic functions of the history up to that point. This property has no impact on the algorithm’s convergence when the players are globally ranked (i.e., all arms have the same preferences), as shown in Section 4. However, for more general preference structures, if all players implement CA-UCB with delay probability zero, they can enter into infinite loops. The following simple example showcases this failure mode.
Example 1 (2-player globally ranked arms) Consider the following setting with two players and two arms:

\[ p_1 : a_1 \succ a_2 \quad a_1 : p_1 \succ p_2 \]
\[ p_2 : a_1 \succ a_2 \quad a_2 : p_2 \succ p_1. \]

In this case the unique stable matching is \((p_1, a_1), (p_2, a_2)\).

Suppose both players in Example 1 implement CA-UCB with zero probability of delay. Through a random initialization of CA-UCB it is possible that both players select arm \(a_1\) at the first time step. Then, \(p_2\) loses the conflict and at the next step will choose \(a_2\), which is the only arm in their plausible set. On the other hand, the UCB of player \(p_1\) for arm \(a_2\) is positive infinity at this point because they have not pulled it yet. Hence, \(p_1\) attempts to pull \(a_2\) at the second time step. Since \(a_2\) prefers \(p_2\), \(p_1\) loses the conflict and their UCB for arm \(a_2\) remains infinite. The same argument shows that both players will keep choosing the same arm, alternating between \(a_1\) and \(a_2\). As long as they stay in this cycle, both players experience a constant stable regret. We showcase another example of when deterministic conflict-avoiding might fail in Appendix A.

To break such cycles CA-UCB incorporates randomness via the delay probability. As we will see, for arbitrary preferences and delay probability \(\lambda \in (0, 1)\), the CA-UCB algorithm achieves \(O(\log(T)^2)\) regret, with the hidden constant depending on \(\lambda\), the gap between mean rewards, and the number of players and arms. On the other hand, the size of the regret that we obtain depends exponentially on the number of players, regardless of the choice of \(\lambda\). We can obtain stronger results by making additional assumptions on the structure of preferences. In particular, if the players are globally ranked, then we obtain a polynomial dependence on the number of players; moreover, we obtain \(O(\log(T))\) regret. We begin with this specialized setting in Section 4 and turn to the general case in Section 5.

4. Globally Ranked Players

In this section, we prove regret bounds for the CA-UCB algorithm, Algorithm 1, without random delays (i.e., with \(\lambda = 0\)). We assume all arms have the same preferences over players, whereas each player may have arbitrary preferences over arms. This preference structure is made precise in the following assumption.

Assumption A1 (Globally ranked players) We assume the players are globally ranked: for any \(p_i, p_{i'}\) where \(i < i'\), and any arm \(a_j\), we have \(p_i \succeq_{a_j} p_{i'}\).

In other words, more preferred players have lower indices. Under this assumption, there is a unique stable matching in the market. By re-indexing the arms we can assume without loss of generality that the stable player-arm pairs are \(\{(p_i, a_i)\}_{i=1}^N\). Under such an indexing, the following critical property holds: for any player \(p_i\) and any arm \(a_j\) with \(j > i\), \(p_i\) must prefer \(a_i\) over \(a_j\); that is, \(a_i \succeq_{p_i} a_j\). Also, since the stable matching is unique, there is a single notion of stable regret, that is, for any player \(p_k\), we have \(R_k(T) := R_k(T) = R_k(T)\).

Our goal in this section is to prove an upper bound on the stable regret of a player, taking into account their ranking in the market. We use the following notation to denote
the gaps in mean rewards of arms for players $p_i, p_j$:

$$
\Delta_j^{(i)} := \mu_i^{(i)} - \mu_j^{(i)} \quad \text{and} \quad \Delta_\emptyset^{(i)} := \mu_i^{(i)}.
$$

We use $\Delta^2 := \min_{i<j} |\Delta_j^{(i)}|^2$ to denote the minimum squared gap.

**Theorem 2 (Stable regret under globally ranked players)** Suppose each player runs Algorithm 1 with $\lambda = 0$. The following regret bound holds for any player $p_k$ and any horizon $T \geq 2$:

$$
R_k(T) \leq 6k^2 \left( \frac{\log T}{\Delta^2} + 1 \right) \cdot \left( (L - k)\Delta_\emptyset^{(k)} + k \cdot \sum_{i:a_k \succ p_k a_i} \Delta_i^{(k)} \right).
$$

This result shows that the stable regret of any player in the market is logarithmic in the horizon $T$, matching the known lower bound for single-player stochastic bandits (Lai and Robbins, 1985). Moreover, the regret scales cubically with the rank of the player and linearly with the number of arms. It is useful to compare this result to the corresponding stable regret obtained by Liu et al. (2020) in the centralized setting, also under Assumption A1:

$$
R_k(T) \leq 6k \sum_{l=k+1}^{L} \left( \frac{1}{\Delta_i^{(k)}} + \frac{\log T}{\Delta_i^{(k)}} \right).
$$

We see that in the centralized setting, the dependence on the rank $k$ is linear instead of cubic. Moreover, the dependence on the reward gap is reduced to $\sum_{i>k} 1/\Delta_i^{(k)}$, which matches the optimal dependence on the reward gaps in the classical single-player bandit problem (Lai and Robbins, 1985). In the decentralized setting where players are globally ranked, Sankararaman et al. (2020) showed an instance dependent lower bound suggesting that the dependence on $1/\Delta^2$ cannot be improved upon in general. We further discuss lower bounds in Section 9.

Before we proceed to the proof of Theorem 2, we introduce the following notation, and establish two technical lemmas.

- $A^{(k)}(t) \in [L]$ is the arm attempted by $p_k$ at time $t$;
- $\tilde{A}^{(k)}(t) \in [L] \cup \{\emptyset\}$ is outcome of $p_k$’s attempt at time $t$;
- $T_i^{(k)}(t)$ is the total number of attempts by $p_k$ of $a_i$ up to time $t$;
- $\tilde{T}_i^{(k)}(t)$ is the total number of successful attempts by $p_k$ of $a_i$ up to time $t$.

The following events are central to our analysis:

$$
\Lambda^{(j)}_t = \left\{ \tilde{A}^{(j)}(t) = a_l, a_j \in S^{(j)}(t) \right\}.
$$

In plain language, $\Lambda^{(j)}_t$ denotes the event in which a player $p_j$ chooses to pull an arm $a_l$ over a stable matching arm $a_j$ that belongs to the plausible set at time $t$.

The next lemma shows that if a player $p_k$ pulls a suboptimal arm $a_i$ (with $i > k$) at time $t$, then there must be some same or better-ranked player $p_j$ (with $j \leq k$), who, though having its matching arm $a_j$ in their plausible set, chose to pull a suboptimal arm $a_l$ (with $l > j$) at some time $t'$ between times $t - k$ and $t$. 
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Lemma 3 (Suboptimal pulls) For any player $p_k$ and arm $a_i$ such that $a_k \succ_p a_i$,

$$\{ \bar{A}^{(k)}(t) = a_i \} \subseteq \Lambda_i^{(k)}[t] \bigcup \bigcup_{1 \leq i \leq k} \bigcup_{t - k \leq t' < t} \Lambda_i^{(j)}[t'] \bigcup \bigcup_{u < k} \{ \bar{A}^{(u)}(t - 1) = a_k \}. \quad (6)$$

**Proof** The key to the proof is the following observation. Suppose the event $\{ \bar{A}^{(k)}(t) = a_i \}$ takes place. Then, one of the two things must happen:

- $a_k \in S^{(k)}(t)$, in which case the event $\Lambda_i^{(k)}[t]$ occurs by definition.
- $a_k \notin S^{(k)}(t)$, in which case some better-ranked player, say $p_u$ with $u < k$, must have pulled the arm $a_k$ at time $t - 1$ according to the definition of Algorithm 1.

This observation translates to the following assertion: for any player $p_k$ and arm $a_i$ where $i \neq k$, we have

$$\{ \bar{A}^{(k)}(t) = a_i \} \subseteq \Lambda_i^{(k)}[t] \bigcup \bigcup_{u < k} \{ \bar{A}^{(u)}(t - 1) = a_k \}. \quad (7)$$

We can now prove the lemma by induction on $k$.

**Base case $k = 1$:** This is trivially true, due to the fact that the top-ranked player $p_1$ has all the arms in their plausible set at all times $t$, and thus, for any arm $a_i$,

$$\{ \bar{A}^{(1)}(t) = a_i \} = \{ \bar{A}^{(1)}(t) = a_i, a_i \in S^{(1)}(t) \} = \Lambda_i^{(1)}[t].$$

**Induction step:** We assume (6) for all $k < m$ and prove it also holds for $k = m$. Let arm $a_i$ be such that $a_m \succ_p a_i$. By equation (7), we have

$$\{ \bar{A}^{(m)}(t) = a_i \} \subseteq \Lambda_i^{(m)}[t] \bigcup \bigcup_{u < m} \{ \bar{A}^{(u)}(t - 1) = a_m \}. \quad (8)$$

By our assumptions we know that $a_u \succ_p a_m$ when $u < m$. Consequently, we can apply the induction hypothesis for player $p_u$, with $u < m$, and arm $a_m$ and time $t - 1$, to obtain that

$$\{ \bar{A}^{(u)}(t - 1) = a_m \} \subseteq \Lambda_m^{(u)}[t - 1] \bigcup \bigcup_{1 \leq j \leq u} \bigcup_{t - u \leq t' < t - 1} \Lambda_i^{(j)}[t'].$$

Taking the union over $u < m$ on both sides yields the inclusion

$$\bigcup_{u < m} \{ \bar{A}^{(u)}(t - 1) = a_m \} \subseteq \bigcup_{1 \leq j \leq t - m} \bigcup_{t - m \leq t' < t} \Lambda_i^{(j)}[t']. \quad (9)$$

By substituting equation (9) into equation (8), we obtain the conclusion. □

The next lemma tells a similar story as Lemma 3; it shows that when $p_k$ has a conflict, there must be some better player $p_j$, with $j < k$, who chooses to pull a suboptimal arm $a_l$ at some time $t'$ between times $t - k$ and $t$ although they have the matching arm $a_j$ in their plausible set.
Lemma 4 (Conflicts) For any player \( p_k \), we have the inclusion
\[
\{ \bar{A}(k)(t) = \emptyset \} \subseteq \bigcup_{1 \leq j < k, t \leq t' \leq t} \bigcup_{j < l \leq L} \Lambda_{j}^{(j)}[t'].
\] (10)

Proof Player \( p_k \) can have a conflict on any of the arms \( a_1, a_2, \ldots, a_L \). We have
\[
\{ \bar{A}(k)(t) = \emptyset \} = \bigcup_{t = 1}^{L} \{ \bar{A}(k)(t) = \emptyset, A(k)(t) = a_l \}.
\]

For all \( m \geq k \) we observe that \( p_k \) can have a conflict on \( a_l \) only if there is a player \( p_j \) with \( j < k \) who successfully pulls arm \( a_m \) at time \( t \). In this case we have
\[
\{ \bar{A}(k)(t) = \emptyset, A(k)(t) = a_m \} \subseteq \bigcup_{j < k} \{ \bar{A}(j)(t) = a_m \}.
\]

We can then apply Lemma 3 to each event \( \{ \bar{A}(j)(t) = a_m \} \).

We now have to analyze the events \( \{ \bar{A}(k)(t) = \emptyset, A(k)(t) = a_m \} \) with \( m < k \). Since
\[
\{ \bar{A}(k)(t) = \emptyset, A(k)(t) = a_m \} \subseteq \{ A(k)(t) = a_m \},
\]

it suffices to prove by induction that
\[
\bigcup_{m=1}^{k-1} \{ A(k)(t) = a_m \} \subseteq \bigcup_{1 \leq j < k, t \leq t' \leq t} \bigcup_{j < l \leq L} \Lambda_{j}^{(j)}[t'].
\] (11)

The base case \( k = 1 \) is obvious since the left-hand side is the empty set. Now, we assume the induction hypothesis holds for all \( k < k' \) and we prove it for \( k = k' \). If \( \{ A(k')(t) = a_m \} \) holds, we know that \( p_m \) at time \( t - 1 \) did not attempt to pull \( a_m \). They either attempted to pull an arm \( a_{m'} \) with \( m' > m \) or with \( m' < m \). In the former case, the induction step follows from Lemma 3. In the latter case, we can apply our induction hypothesis. The result follows.

The final ingredient we need to prove Theorem 2 is the UCB argument for a single player. This is given in the following display. For completeness, we provide an elementary proof in Appendix B.

Lemma 5 (UCB bound) Suppose we use the following upper confidence bounds in Algorithm 1:
\[
UCB_{j}^{(i)}(t) = \begin{cases} 
\infty & \text{if } T_{j}^{(i)}(t) = 0, \\
\hat{\mu}_{j}^{(i)}(t) + \sqrt{\frac{3 \log t}{2 T_{j}^{(i)}(t-1)}} & \text{otherwise.}
\end{cases}
\] (12)

Then, for any player \( p_i \), arms \( a_j, a_k \), such that \( a_j \prec_i a_k \), we have, for \( T > 0 \):
\[
\sum_{t=1}^{T} \mathbb{P} \left( \left\{ UCB_{j}^{(i)}(t) > UCB_{k}^{(i)}(t) \right\} \cap \left\{ \bar{A}^{(i)}(t) = j \right\} \right) \leq \frac{6}{\Delta^2} \log(T) + 6.
\]
Therefore, using Lemma 5, we can show that the following upper bound holds:

\[ R_k(T) \leq \Delta_0^{(k)} \cdot \mathbb{E} \left[ \tilde{T}_0^{(k)}(T) \right] + \sum_{i: a_k \neq p_k a_i} \Delta_i^{(k)} \cdot \mathbb{E} \left[ \tilde{T}_i^{(k)}(T) \right], \]  

(13)

where, because of our assumption on the indexing of arms, the last summation can also be written simply as a sum over all \( i \in \{ k+1, \ldots, L \} \).

**Proof** [Proof of Theorem 2] We bound the regret of player \( p_k \). By definition, their regret is

\[ R_k(T) \leq \Delta_0^{(k)} \cdot \mathbb{E} \left[ \tilde{T}_0^{(k)}(T) \right] + \sum_{i: a_k \neq p_k a_i} \Delta_i^{(k)} \cdot \mathbb{E} \left[ \tilde{T}_i^{(k)}(T) \right], \]

(13)

for each \( k \). To upper bound \( \mathbb{E} \left[ \tilde{T}_i^{(k)}(T) \right] \), we need to

\[ \mathbb{E} \left[ \tilde{T}_i^{(k)}(T) \right] = \sum_{t=1}^{T} \mathbb{P} \left( \tilde{A}^{(k)}(t) = a_i \right). \]

(14)

We now bound the probability \( \mathbb{P} \left( \tilde{A}^{(k)}(t) = a_i \right) \) for each \( t \). Lemma 3 yields

\[ \mathbb{P} \left( \tilde{A}^{(k)}(t) = a_i \right) \leq \mathbb{P} \left( \Lambda_t^{(k)}(t) \right) + \sum_{1 \leq j < l \leq k} \sum_{t-k \leq t' < t} \mathbb{P} \left( \Lambda_t^{(j)}(t') \right). \]

(15)

Summing from \( t = 1 \) to \( T \), and using equation (14), we obtain the bound

\[ \mathbb{E} \left[ \tilde{T}_i^{(k)}(T) \right] \leq \sum_{1 \leq t \leq T} \mathbb{P} \left( \Lambda_t^{(k)}(t) \right) + \sum_{1 \leq t \leq T} \sum_{1 \leq j < l \leq k} \sum_{t-k \leq t' < t} \mathbb{P} \left( \Lambda_t^{(j)}(t') \right) \]

\[ \leq \sum_{1 \leq t \leq T} \mathbb{P} \left( \Lambda_t^{(k)}(t) \right) + (k+1) \sum_{1 \leq j < l \leq k} \sum_{1 \leq t \leq T} \mathbb{P} \left( \Lambda_t^{(j)}(t) \right). \]

(16)

Recall that for all players \( p_j \) and arms \( a_l \) with \( l > j \), and time \( t > 0 \),

\[ \Lambda_t^{(j)}(t) \leq \{ \text{UCB}^{(j)}_i(t) > \text{UCB}^{(j)}_i(t) \} \cap \{ \tilde{A}^{(j)}(t) = i \}. \]

Therefore, using Lemma 5, we can show that the following upper bound holds:

\[ \sum_{1 \leq t' \leq T} \mathbb{P} \left( \Lambda_{t'}^{(j)}(t') \right) \leq 6 \left( \frac{\log T}{|\Delta_t^{(j)}|^2} + 1 \right). \]

(17)

Substituting equation (17) into equation (16) yields the bound

\[ \mathbb{E} \left[ \tilde{T}_i^{(k)}(T) \right] \leq 6 \left( \frac{\log T}{|\Delta_t^{(k)}|^2} + 1 \right) + 6(k+1) \sum_{1 \leq j < l \leq k} \left( \frac{\log T}{|\Delta_t^{(j)}|^2} + 1 \right) \leq 6k^3 \left( \frac{\log T}{\Delta^2} + 1 \right). \]

(18)

Recall that \( \Delta^2 = \min_{i \neq j} |\Delta_i^{(i)}|^2 \).

**Upper bounding** \( \mathbb{E} \left[ \tilde{T}_0^{(k)}(T) \right] \). By definition,

\[ \mathbb{E} \left[ \tilde{T}_0^{(k)}(T) \right] = \sum_{t=1}^{T} \mathbb{P} \left( A^{(k)}(t) = \emptyset \right) \cdot \mathbb{E} \left[ \tilde{T}_0^{(k)}(T) \right] \]

(19)
Lemma 4 and a derivation mutatis mutandis to the argument from equation (15) to (18) yields
\[
E\left[\tilde{T}_i^{(0)}(T)\right] \leq 6(k + 1) \sum_{\substack{1 \leq j < k \\
j < l \leq L}} \left(\frac{\log T}{|\Delta_{ij}|^2} + 1\right) \leq 6k^2(L - k)\left(\frac{\log T}{\Delta^2} + 1\right).
\]
(20)

Substitute (18) and (20) into (13) to complete the proof of the theorem.

5. Arbitrary Preferences on Both Sides of the Market

In this section, we analyze the convergence of Algorithm 1 under arbitrary preference lists for both sides of the market. Note that in this setting, the stable matching may not be unique. We consider throughout the randomized version of Algorithm 1, with delay probability \(\lambda > 0\).

Without the assumption of shared preferences among the arms, the analysis of the convergence of Algorithm 1 becomes more challenging. In fact, it is not obvious that Algorithm 1, or any other algorithm, can achieve sublinear player regret against the pessimal stable matching for any set of preferences. As seen in Example 2 in Appendix A, decentralized coordination among players can be difficult even in small markets with only three players. In order to prove the regret bound in Section 4, we relied heavily on the structure conferred by the global ranking of players. Without this particular structure, we have to appeal to more general results about stable matching. This generality also comes at a cost: the regret bound we prove in this section is polylogarithmic in the horizon and has an exponential dependence on the number of players.

Before introducing the main result, we first present some essential notation. Recall that \(\mathcal{N} = \{p_i\}_{i=1}^N\) denotes the set of players, and \(\mathcal{K} = \{a_i\}_{i=1}^L\) denotes the set of arms. We denote the attempted actions (i.e., arms) at time \(t\) as
\[
m_t : \mathcal{N} \rightarrow \mathcal{K}, \text{ where } m_t(p_i) := A^{(i)}(t).
\]
We note that \(m_t\) in general does not have to be a matching between players and arms, because two or more players may attempt to pull the same arm. However, whenever there are no conflicts, \(m_t\) is indeed a matching (an injective map) between players and arms, so we can distinguish the set of attempted actions that coincide with a stable matching. We thus refer to \(m : \mathcal{N} \rightarrow \mathcal{K}\) as stable if \(m\) indeed coincides with a stable matching between players and arms.

We denote the set of stable attempted actions as
\[
M^* := \{M \mid M : \mathcal{N} \rightarrow \mathcal{K}, M \text{ is stable}\}.
\]
Let \(\Delta = \min_{i,j,k} |\mu_j^{(i)}(t) - \mu_k^{(i)}(t)|\) denote the minimum reward gap between any two arms for any player. We also define the constant \(\varepsilon := (1 - \lambda)\lambda^{N-1}\), which depends on the delay probability \(\lambda\).

Our goal in this section is to prove the following upper bound on the probability that the market is in an unstable configuration when running the algorithm. More formally,
we bound the sum, over $t$, of probabilities that the attempted actions at time $t$ yield an unstable matching. Understanding how this quantity depends on the horizon and various problem parameters enables us to provide a general regret bound for Algorithm 1.

**Theorem 6 (Convergence to stability of Algorithm 1 for arbitrary preferences)**

Let $N, L \geq 2$, $T \geq 2$, and suppose we run Algorithm 1 with delay probability $\lambda \in (0, 1)$. Then,

$$
\sum_{t=1}^{T} \Pr(m_t \neq M^*) \leq 24 \cdot \frac{N^5 L^2}{\varepsilon N^4 + 1} \log(T) \left( \frac{1}{\Delta^2} \log(T) + 3 \right).
$$

(21)

As a corollary of Theorem 6, we have the following upper bound on the pessimal stable regret of any player.

**Corollary 7 (Pessimal stable regret of Algorithm 1 for arbitrary preferences)** The following inequality holds for the agent-pessimal regret of player $p_k$ up to time $T$:

$$
R_k(T) \leq 24 \cdot \max_{a \in K} \Delta_{k,a} \left( \frac{N^5 L^2}{\varepsilon N^4 + 1} \log(T) \left( \frac{1}{\Delta^2} \log(T) + 3 \right) \right),
$$

where $\Delta_{k,a} = \max \{\mu_{m(k)}^{(k)} - \mu_{a}^{(k)}, \mu_{a}^{(k)} - \mu_{m(k)}^{(k)}\}$.

In short, we find that the stable regret of Algorithm 1 is $O((\log T)^2)$. Unlike in previous sections where we derived player-specific stable regret bounds that depended on the ranking of the player, or the ranking of their stable arm, in the current setting the players have no particular ranking. Corollary 7 is derived from a general bound on the probabilities that the matching of the entire market is unstable.

**Proof sketch** We begin by sketching the main ideas in the proof of Theorem 6. There are two main technical ingredients that are new to the current section: the first is the observation that in the event that each player’s UCB rankings of the arms in their plausible set are correct (colloquially we refer to this event as “no statistical mistakes”), and the previous matching was stable, then running one step of Algorithm 1 will preserve the stability of the matching with probability one. This is established in Lemma 8. Therefore, if the matching at time $t$ is unstable, it must be either be that some player had incorrect UCB rankings, or there were no statistical ranking mistakes but the matching at time $t - 1$ was unstable.

In Lemma 9, we generalize this statement to consider histories of arbitrary length. That is, if a matching at time $t$ is unstable, it must either be that some player had incorrect UCB rankings over the last $h$ time steps, or there were no ranking mistakes in all the last $h$ time steps but the matchings reached were unstable.

As in Section 5, we know how to upper bound the probability that a player had incorrect UCB rankings when running Algorithm 1 with $\lambda > 1$. Recall that this entailed a simple adaptation of the single-player UCB argument (Lemma 5). The new problem we face is that of controlling the probability that there were no ranking mistakes but the matchings in all the last $h$ time steps were unstable. It turns out that a classical result from the stable matching literature (Abeledo and Rothblum, 1995) gives us a way to argue that this probability is exponentially small in the length of the history considered (Lemma 14). Intuitively,
we are using the fact that Algorithm 1, when there are no ranking mistakes, is essentially resolving *blocking pairs*—pairs of players and arms that would prefer to be matched with each other over their current matches—in a randomized fashion, but following an order that is consistent with player preferences (Lemma 13). This is crucial for establishing that Algorithm 1 will always reach a stable matching with enough steps, as long as there are no ranking mistakes.

Finally, our analysis needs to balance the tradeoff inherent in the choice of the length of history considered, \( h \). If we consider a longer history length, there can be many ranking mistakes made in this window, hence contributing to a higher probability of an unstable matching. On the other hand, a longer history length with no ranking mistakes means that there is a higher probability that a stable matching can be reached. By choosing \( h \) to depend on the time step \( t \), we are able to achieve a \( \log(T)^2 \) dependence on the horizon \( T \) in the final bound (21).

Before presenting the technical lemmas, we first rigorously define the events of interest that were alluded to in the proof sketch.

1. Let \( E_t \) denote the event that, for every player, the arm that has the highest mean reward in their plausible set coincides with the arm with the highest UCB in their plausible set at time \( t \):

\[
E_t := \bigcap_{p_i \in \mathcal{N}} \left\{ \operatorname{argmax}_{a_j \in S^{(i)}(t)} \mu^{(i)}_j = \operatorname{argmax}_{a_j \in S^{(i)}(t)} \operatorname{UCB}^{(i)}_j(t) \right\}. \tag{22}
\]

Let \( E^c_t \) denote the complement of this event.

2. Let \( F^{(i)}_{j,k}(t) \) denote the event that player \( p_i \)'s UCB for arm \( a_j \) is greater than their UCB for arm \( a_k \) at time \( t \):

\[
F^{(i)}_{j,k}(t) = \left\{ \operatorname{UCB}^{(i)}_j(t) > \operatorname{UCB}^{(i)}_k(t) \right\}.
\]

The following lemma shows that if the current matching is stable, then one step of Algorithm 1 under the event defined in (22) preserves the stability of the current matching.

**Lemma 8 (Preservation of Stability)** Assume \( m_t \in M^* \). Then \( m_{t+1} \in M^* \) on the event \( E_{t+1} \).

**Proof** We show \( m_{t+1} = m_t \) on event \( E_{t+1} \). Let \( m = m_t \). Assume \( E_{t+1} \) happens. Suppose, for a contradiction, that some player \( p \) attempts an arm \( a \neq m(p) \) at time \( t + 1 \). Let \( p' \) be the player that \( a \) is matched to at time \( t \), that is, \( M(a) = p' \), if \( a \) is matched at time \( t \), and let \( p' = \emptyset \), otherwise. Note that since \( p \) is matched with \( m(p) \) at time \( t \), \( m(p) \) must belong to the plausible set of \( p \) at time \( t + 1 \) by definition of the algorithm. Since \( p \) attempts \( a \neq m(p) \) at time \( t + 1 \), this implies that (i) \( p \) truly prefers \( a \) over \( m(p) \) by definition of \( E_{t+1} \) and (ii) \( a \) truly prefers \( p \) over \( p' \), since \( a \) must be in the plausible set of \( p \) at time \( t + 1 \). Thus \( (p,a) \) are a blocking pair for the matching \( m \), contradicting the assumption that \( m \in M^* \). Thus we have shown \( m_{t+1} = m_t = m \in M^* \).
In the next lemma, we apply Lemma 8 repeatedly to show that the event that the current matching is unstable can be decomposed into prior events that occurred up to $K$ steps in the past. Specifically, if the current matching is unstable, then either the UCB ranking of arms were wrong at some point in the history of length $K$ (that is, (22) was false), or the matching was unstable for $K$ consecutive steps even though (22) was true in all $K$ steps.

**Lemma 9 (Inclusion for unstable matching event)** We have the following inclusion that holds for any $0 \leq K < t - 1$:

$$\{m_t \not\in M^*\} \subseteq \left(\bigcup_{s=0}^{K} E_{t-s}^c\right) \cup \left(\bigcap_{s=0}^{K} (E_{t-s} \cap \{m_{t-s-1} \not\in M^*\})\right).$$

**Proof** This is an immediate consequence of Lemma 8. In fact, Lemma 8 shows

$$\{m_t \not\in M^*\} \subseteq E_t^c \cup (E_t \cap \{m_{t-1} \not\in M^*\}).$$

This shows Lemma 9 holds for $K = 0$. A simple induction argument shows that Lemma 9 holds for general $K > 0$, $K < t - 1$. ■

Lemma 9 suggests that in order to derive an upper bound on the probability that $m_t$ is unstable, we can separately bound the probabilities of the event that the UCB ranking of arms has an error, and the event that the matching was unstable for $K$ consecutive steps even though UCB rankings were correct in all $K$ steps. The following lemma addresses the former.

**Lemma 10 (Probability of ranking error event)** The following inequality holds for any $t > 0$:

$$\mathbb{P}(E_t^c) \leq \varepsilon^{-1} \cdot \sum_{(i,j,k): a_j \prec_i a_k} \mathbb{P}(F_{j,k}^{(i)}(t) \cap \bar{A}^{(i)}(t) = j).$$

**Proof** The key is the following observation. That $E_t^c$ happens implies the existence of some player $p_i$ and arms $a_j, a_k$ in their plausible set at time $t$, such that while the arm $a_j$ achieves the highest UCB with respect to player $p_i$, the player truly prefers arm $a_k$ over $a_j$. Hence, this implies

$$\mathbb{P}(E_t^c) \leq \sum_{(i,j,k): a_j \prec_i a_k} \mathbb{P}(\text{UCB}^{(i)}_{j,k}(t) > \text{UCB}^{(i)}_{j'}(t) \cap \{j = \text{argmax}_{j'} \text{UCB}^{(i)}_{j'}(t)\}).$$

Recall $F_{j,k}^{(i)}(t) = \{\text{UCB}^{(i)}_{j}(t) > \text{UCB}^{(i)}_{j'}(t)\}$. Lemma 10 now follows if we can show

$$\mathbb{P}(F_{j,k}^{(i)}(t) \cap \{j = \text{argmax}_{j'} \text{UCB}^{(i)}_{j'}(t)\}) \leq \varepsilon^{-1} \cdot \mathbb{P}(F_{j,k}^{(i)}(t) \cap \bar{A}^{(i)}(t) = j).$$

To see this, note that the player $p_i$ will successfully pull $a_j$ if player $p_i$ doesn’t draw a random delay and all the rest of the players draw the random delay (meaning they all attempt the same arm as they attempted in the last round). By independence of the random draws, this event happens with probability at least $\varepsilon = (1 - \lambda)\lambda^{N-1}$. ■
Having established this lemma, we can now easily apply the UCB argument as given in Lemma 5 to bound the relevant quantity, $\sum_{t=1}^{T} \mathbb{P}(E_t^c)$.

We proceed to analyze the probability of the event that the matching was unstable for $K$ consecutive steps even though UCB rankings were correct in all $K$ steps. Essentially, this requires us to establish how quickly the decentralized conflict-avoiding procedure converges to a stable matching when there are no statistical errors in the rankings of arms. To do so, we invoke a result from the stable matching literature (Abeledo and Rothblum, 1995).

First, we introduce the notion of a blocking pair that is player-consistent.

**Definition 11 (Player-consistent blocking pair)** A blocking pair $(p_i, a_j)$ in a matching $\mu$ is player-consistent if

$$a_j \succ_p a_k \text{ for any } k \text{ such that } (p_i, a_k) \text{ is a blocking pair in } \mu.$$  \hfill (24)

In other words, if player $p_i$ most prefers the $a_j$ out of all the arms that prefer $p_i$ over the player that they are matched to in $\mu$, then the blocking pair $(p_i, a_j)$ is player-consistent. Notice that in Algorithm 1, at time $t$, if the UCB rankings are accurate, then each player $p_i$ (who did not draw a random delay) will attempt precisely the arm $a_j$ where $(p_i, a_j)$ is a player-consistent blocking pair in the matching $\mu$ induced by the previous attempted actions $m_{t-1}$, by the definition of the plausible set.

We also require the following definition of resolving a blocking pair, in the context of running one step of Algorithm 1.

**Definition 12 (Resolution of blocking pair)** Given attempted actions $m_t \notin M^*$ and a blocking pair $(p_i, a_j)$ in the matching induced by $m_t$, we say that $m_{t+1}$ is obtained by resolving $(p_i, a_j)$, if $m_{t+1}(p_i) = a_j$ and $m_{t+1}(p) = m_t(p)$ for all $p \in \mathcal{N}, p \neq p_i$.

We are ready to establish a key result—that there is a strictly positive probability that a single player-consistent blocking pair is resolved in one step of Algorithm 1.

**Lemma 13 (Positive probability of resolving a single blocking pair)** Assume $m_{t-1}$ is unstable. Let $(p_i, a_j)$ be a blocking pair in $m_{t-1}$ that is player-consistent. Condition on the event $E_t$. Then, with probability at least $\varepsilon = (1 - \lambda)\lambda^{N-1}$, $(p_i, a_j)$ is the only blocking pair to be resolved at time $t$, i.e.,

$$\mathbb{P}(m_t(p_i) = a_j, m_t(p) = m_{t-1}(p) \ \forall p \in \mathcal{N}, p \neq p_i \mid E_t) \geq \varepsilon.$$ \hfill (25)

**Proof** Assume $E_t$ holds. Let $(p_i, a_j)$ be any blocking pair that is player-consistent. First, we show $p_i$ has probability at least $\lambda$ of pulling the arm $a_j$ conditioned on all of the other players attempting the same arm as they pulled at time $t$. Indeed, since $(p_i, a_j)$ is a blocking pair of $m_{t-1}$, it means that $a_j$ is in the plausible set of $p_i$ at time $t$. As $E_t$ occurs, and $a_j$ is the top choice among all the arms in $p_i$’s plausible set, the player $p_i$ has probability at least $\lambda$ of attempting $a_j$, and will be successful if all other players stay on the same arm as they pulled at time $t$. Second, independently, each of the rest of the $N - 1$ players have probability at least $(1 - \lambda)$ of attempting the same arm that they attempted at time $t - 1$. Together, this proves equation (25).
Now we can finally show that the event that the matching was unstable for $K$ consecutive steps even though UCB rankings were correct in all $K$ steps happens with a probability that is exponentially small in $K$, as stated formally in the lemma below.

**Lemma 14 (Probability of not reaching a stable matching)** For any $0 \leq K < t - 1$, the following inequality holds:

$$
P\left(\bigcap_{s=0}^{K} \left(\{m_{t-s-1} \notin M^*\} \cap E_{t-s}\right)\right) \leq (1 - \varepsilon N^4)^{\lfloor K/N^4 \rfloor}.
$$

**Proof** The result is a direct consequence of Lemma 13 and the theorem below.

**Theorem 15 (Theorem 4.2 in Abeledo and Rothblum (1995))** Given any unstable matching $\mu_0$, there exists a sequence of blocking pairs of length at most $N^4$ such that resolving the sequence of blocking pairs reaches a stable matching. Moreover, this sequence of blocking pairs results from resolving blocking pairs in a player-consistent order, that is, any blocking pair $(p_i, a_j)$ resolved in the current matching $\mu$ is player-consistent with respect to the matching $\mu$.

We now prove Lemma 14 using Lemma 13 and Theorem 15.

1. We first show Lemma 14 holds when $K = N^4$. Let $E = \bigcap_{s=0}^{K} E_{t-s}$. Condition on the event that $E$ happens. Condition on the matching $\mu = m_{t-K-1}$. By Theorem 15 and Lemma 13, we know that with probability at least $\varepsilon N^4$, a stable matching will be reached within $N^4$ steps of the algorithm. Since this holds for arbitrary $\mu = m_{t-K-1}$, we obtain

$$
P\left(\bigcap_{s=0}^{K} \{m_{t-s-1} \notin M^*\} \mid E\right) \leq 1 - \varepsilon N^4.
$$

Thus, we have

$$
P\left(\bigcap_{s=0}^{K} (\{m_{t-s-1} \notin M^*\} \cap E_{t-s})\right) \leq P\left(\bigcap_{s=0}^{K} \{m_{t-s-1} \notin M^*\} \mid E\right) \leq 1 - \varepsilon N^4.
$$

2. We next generalize the result to $K > N^4$. This is straightforward, as the random seeds $x$ in Algorithm 1 are mutually independent for any non-overlapping blocks of $N^4$ steps.

Note that in order for this bound to be meaningful, we require $K \gg \varepsilon^{-N^4} N^4$.

Finally, we are now fully equipped to prove the main result of this section.

**Proof of Theorem 6** Let $0 \leq h_t < t$ be a time window that we are free to choose in a way that depends on the time $t$. By Lemma 9 and the union bound, we have

$$
P(m_t \notin M^*) \leq P\left(\bigcap_{s=0}^{h_t} (E_{t-s} \cap \{m_{t-s-1} \notin M^*\})\right) + \sum_{s=0}^{h_t} P(E_{t-s}^c).
$$
Let $g_t = [h_t/N^4]$. Lemmas 10 and 14 immediately yield the following:

$$\mathbb{P}(m_t \notin M^*) \leq (1 - \varepsilon N^4)^{g_t} + \varepsilon^{-1} \sum_{s=0}^{h_t} \sum_{(i,j,k), a_j \prec_i a_k} \mathbb{P}(F_{j,k}^{(i)}(t-s) \cap A^{(i)}(t-s) = j).$$

Summing these inequalities over $t$ up to $T$, we obtain

$$\sum_{t=1}^{T} \mathbb{P}(m_t \notin M^*) \leq \sum_{t=1}^{T} (1 - \varepsilon N^4)^{g_t} + \varepsilon^{-1} \sum_{s=0}^{h_t} \sum_{(i,j,k), a_j \prec_i a_k} \mathbb{P}(F_{j,k}^{(i)}(t-s) \cap A^{(i)}(t-s) = j)$$

$$= \sum_{t=1}^{T} (1 - \varepsilon N^4)^{g_t} + \varepsilon^{-1} \sum_{(i,j,k), a_j \prec_i a_k} \sum_{s=0}^{h_T} \sum_{1 \leq t \leq T} \mathbb{P}(F_{j,k}^{(i)}(t-s) \cap A^{(i)}(t-s) = j).$$

(27)

We seek upper bounds for the terms on the right-hand side. Focus on the second term in equation (28). Recall the standard UCB Lemma (e.g., Lemma 5):

$$\sum_{t:s \leq h_t, 1 \leq t \leq T} \mathbb{P}(F_{j,k}^{(i)}(t-s) \cap A^{(i)}(t-s) = j) \leq 6 \cdot \left( \frac{1}{\Delta^2} \log(T) + 1 \right), \text{ for each } s.$$

Substituting this bound into equation (27) yields

$$\sum_{t=1}^{T} \mathbb{P}(m_t \notin M^*) \leq \sum_{t=1}^{T} (1 - \varepsilon N^4)^{g_t} + 6\varepsilon^{-1}NL^2(h_T + 1) \left( \frac{1}{\Delta^2} \log(T) + 1 \right),$$

(28)

where we have used the fact that there are at most $NL^2$ triplets $(i, j, k)$ such that $a_j \prec_i a_k$. We now choose a specific sequence $(h_t)$ to optimize the upper bound. Let $B \geq 1$ be determined later. Set $h_t = \min\{t, B\} - 1$. With this choice of $h_t$, and after some elementary computations, we can bound the first term in equation (28) by

$$\sum_{t=1}^{T} (1 - \varepsilon N^4)^{g_t} \leq 3 \cdot \sum_{t=1}^{T} \exp(-h_t \varepsilon N^4/N^4) \leq 6 \cdot T \exp \left( -\frac{B \varepsilon N^4}{2N^4} \right) + \frac{N^4}{\varepsilon^2 N^4}.$$

The second term in equation (28) is bounded by $6\varepsilon^{-1}BNL^2 \left( \frac{1}{\Delta^2} \log(T) + 1 \right)$, since $h_T < B$ by definition. Consequently, these two bounds lead to the following (that holds for all $B$)

$$\sum_{t=1}^{T} \mathbb{P}(m_t \notin M^*) \leq 6 \cdot \left( T \exp \left( -\frac{B \varepsilon N^4}{2N^4} \right) + \frac{N^4}{\varepsilon^2 N^4} + \frac{1}{\varepsilon} NL^2B \left( \frac{1}{\Delta^2} \log(T) + 1 \right) \right).$$

By carefully setting $B = 2 \left[ \frac{N^4}{\varepsilon^2 N^4} \log(T) \right]$, we obtain the final bound as desired

$$\sum_{t=1}^{T} \mathbb{P}(m_t \notin M^*) \leq 24 \cdot \frac{N^5L^2}{\varepsilon^2 N^4 + 1} \log(T) \cdot \left( \frac{1}{\Delta^2} \log(T) + 3 \right).$$
6. Strategy and Incentive Compatibility

In this section, we examine the CA-UCB algorithm from the perspective of incentive compatibility.

Thus far we have given stable regret guarantees for each player, when all players follow the same algorithm, whether assuming a global ranking of players (Theorem 2), or without making assumptions on the market’s preferences (Theorem 6). Given these results, a natural question to consider, in the decentralized setting, is whether the players are indeed incentivized to run the same algorithm as everyone else. In other words, could any single player benefit from running a different algorithm, when all other players are running Algorithm 1?

6.1 A positive result for globally ranked players

In the setting of Section 4, when players are globally ranked, we can show that the gains from deviating are limited. The following proposition gives an lower bound on the stable regret of the deviating player that scales logarithmically in the horizon $T$, for any algorithm that they run. This implies that the time-averaged gains from deviating must vanish quickly as learning progresses.

**Proposition 16 (Incentive compatibility under globally ranked players)** Under Assumption A1, suppose that all players other than player $p_k$ run Algorithm 1 with $\lambda = 0$, and $p_k$ can run any algorithm. The following lower bound on player $p_k$’s stable regret holds:

$$R_k(T) \geq 6k^2(L - k) \left( \log \frac{T}{\Delta^2} + 1 \right) \left( \min_{j: \Delta_j^{(k)} < 0} \Delta_j^{(k)} \right).$$

(29)

This result follows from a simple application of the same arguments that we developed to prove Theorem 2. The key idea is as follows. A deviating player that is rank $k$ in the market can successfully pull an arm $a_i$ that they prefer to their stable arm, only if the better-ranked player $p_i$ is not pulling their stable arm $a_i$ in the same round. This can only happen if $p_i$ or a better-ranked player had a mistake in their UCB rankings and pulled a suboptimal arm within the last $k$ rounds, since all players other than $p_k$ are indeed following the CA-UCB algorithm. The gains to deviating are limited for player $p_k$ when all the arms have the same preferences, precisely because $p_k$ cannot affect the actions of better ranked players. A complete proof can be found in Appendix C.

6.2 A negative result

Given that we have a general stable regret guarantee for arbitrary preferences, established in Section 5, one might ask if there also exists a general incentive compatibility result for Algorithm 1. Unfortunately, the answer is a negative one. The following proposition shows, by way of counterexample, that there can be no blanket incentive compatibility guarantee for Algorithm 1 without making additional assumptions, such as on the preference structure.

**Proposition 17** Consider the market of three players and three arms with preferences as given in Example 3. When two players $p_1$ and $p_2$ run Algorithm 1 with any $\lambda \in (0, 1/4)$,
there exists a sequence of actions $\{A^{(3)}(t)\}_{t=1}^{T}$ for player $p_3$ such that $p_3$’s stable regret can be upper bounded as:

$$R_3(T) \leq -C_1 \cdot T + C_2 \left( \frac{1}{\Delta^2} \log(T) + 1 \right), \tag{30}$$

where $C_1$ and $C_2$ are constants that depend only on $\lambda, \Delta^{(3)}_1, \Delta^{(3)}_0$. Moreover, there exists $\Delta^{(3)}_1, \Delta^{(3)}_0$ such that $C_1$ is strictly positive.

The above upper bound on the deviating player $p_3$’s stable regret shows that there exists a set of preferences and arm reward gaps such that a player could make significant gains over their stable arm by not running Algorithm 1. We defer the full description of Example 3 and the proof of Proposition 17 to Appendix D. In this example, $p_3$ has stable arm $a_3$ but prefers $a_1$. Because the arms have idiosyncratic preferences (as opposed to shared preferences), $p_3$ could pull a suboptimal arm in order to ‘trick’ $p_1$ into not attempting $a_1$ two rounds later, by exploiting the conflict avoidance mechanism; $p_3$ can then successfully pull $a_1$ for one round, with some probability. As long as the reward for $p_3$ from $a_1$ is large enough, $p_3$ is guaranteed a strictly negative stable regret that is linear in the horizon $T$.

We have shown that Algorithm 1 is not incentive compatible in the fully general setting. It therefore remains an open question whether there exists an algorithm with low stable regret, under arbitrary preferences, that also has an incentive compatibility guarantee under the same.

7. Simulation experiments for random preferences

In our theoretical analysis we considered two cases: markets in which the players are globally ranked (i.e. all arms have the same preferences over players) and markets with arbitrary preferences. For the first case Theorem 2 we were able to prove a regret upper bound that resembles the guarantee derived by Liu et al. (2020) in the centralized case. However, in the case of general markets our guarantee (Theorem 6) has an exponential dependence on the size of the market.

In this section, through empirical evaluations we show that the true performance of our proposed method is likely better than our guarantee suggests for markets with randomly drawn preferences. More precisely, we perform two sets of simulations. In the first set, we investigate how the average regret and market stability depend on the size of the market in balanced markets—markets with an equal number of players and arms—with preferences drawn from a distribution that will be specified later. We find that empirically the algorithm converges more slowly for larger number of players as expected, though the dependence on the number of players, $N$, appears to be significantly better than the exponential dependence appearing in Theorem 6.

In the second set of experiments, we vary the heterogeneity of the players’ preferences. We perform this experiment because one might expect that in markets in which different players have the same preferences there would be more conflicts (since different players have an incentive to attempt the same arms). Despite this intuition, our simulations show that CA-UCB performs equally well in markets with different level of heterogeneity. To sum
up, our simulations show that not only is Theorem 6 overly pessimistic, but that CA-UCB avoids conflicts equally well in different markets.

For all experiments we use Algorithm 1 with delay probability $\lambda = 0.1$. We now present the details of our simulations.

**Varying the size of the market.** We examine balanced markets of size $N \in \{5, 10, 15, 20\}$, and sample each player’s and arm’s ordinal preferences uniformly at random. For all players the reward gaps between consecutively ranked arms are chosen to be equal to $\Delta = 1$, regardless of the market size. The rewards are normally distributed with unit variance. We sampled ten markets as such, and run Algorithm 1 once on each market.

For each market size $N$, we plot the mean, over ten markets, of the following two quantities: (i) the maximum average regret among players, $\max_{k \in N} R_k(T)$, and (ii) the averaged market stability $\sum_{t=1}^{T} \mathbb{P}(m_t \not\in M^*)$ for horizon $T$ up to 5000. As can be seen in Figure 1, both the average regret and the market stability converge more slowly for larger markets. However, the dependence on $N$ appears to be much better than exponential.

**Varying the heterogeneity of the players’ preferences.** We examine balanced markets of size 10, and sample each arm’s ordinal preferences uniformly at random. To sample the mean rewards $\mu_i^{(k)}$ of arm $a_i$ for player $p_k$ we rely on random utility model used by Ashlagi et al. (2017b), with a slight modification:

$$x_i \overset{i.i.d.}\sim \text{Uniform}([0,1])$$

$$\varepsilon_{i,k} \overset{i.i.d.}\sim \text{Logistic}(0,1)$$

$$\overline{\mu}_i^{(k)} = \beta x_i + \varepsilon_{i,k}$$

$$\mu_i^{(k)} = \# \{ j : \overline{\mu}_j^{(k)} \leq \overline{\mu}_i^{(k)} \}$$

The intermediate utilities $\overline{\mu}_i^{(k)}$ are sampled according to random utility model used by Ashlagi et al. (2017b). We map these random utilities to $\mu_i^{(k)}$ so that the reward gaps between consecutively ranked arms are kept constant at $\Delta = 1$. The parameter $\beta > 0$ determines the degree of correlation between the players’ preferences. As $\beta$ increases the correlation between the players’ preferences also increases. In fact, in the limit as $\beta \to \infty$, all the players share the same preferences with probability 1.

As before, the rewards are normally distributed with unit variance. We sample ten markets for each $\beta$ value, and plot the maximum average regret among players as well as the averaged market stability for horizon $T$ up to 5000 in Figure 2. As can be seen, there is no discernible difference in the convergence of Algorithm 1 in terms of regret or market stability, for markets with different levels of preference heterogeneity.

### 8. Related Work

There has been significant recent interest in stochastic multi-armed bandits problems with multiple, interacting players (Cesa-Bianchi et al., 2016; Shahrampour et al., 2017). In one formulation, known as *bandits with collision*, multiple players choose from the same set of arms, and if two or more players choose the same arm, no reward is received by any player (Liu and Zhao, 2010; Anandkumar et al., 2011; Avner and Mannor, 2014; Bistritz...
Figure 1: Varying the number of players. The plot on the left shows the maximum average regret among players and the plot on the right shows the averaged market stability.

Figure 2: Varying the heterogeneity of the players’ preferences. The plot on the left shows the maximum average regret among players and the plot on the right shows the averaged market stability. The larger the $\beta$ parameter, the more correlated the players’ preferences are on average.

et al., 2020; Bubeck et al., 2020a, b; Kalathil et al., 2014; Rosenski et al., 2016; Lugosi and Mehrabian, 2018). In this setting, players are typically assumed to be cooperative, that is, their goal is to maximize the collective reward. Bistritz and Leshem (2018) and Boursier
Bandit Learning in Decentralized Matching Markets

and Perchet (2020) consider the setting where agents have heterogeneous preferences over arms, and the latter work also analyzes the effect of selfish players whose goal is to maximize individual rewards. Avner and Mannor (2016) and Darak and Hanawal (2019) considered a “stable configuration” as a solution concept in the heterogeneous player preference setting; however, because the arms do not have preferences in their setting, their notion of “stability” is distinct from that of two-sided stable matching. Bubeck et al. (2020b) also delineated the optimal rates for the non-stochastic version of the cooperative problem.

Liu et al. (2020) introduced a multi-player stochastic multi-armed bandits problem motivated by two-sided matching markets, where arms also have preferences, and in case of collision only the most preferred player receives a reward. Unlike in the aforementioned line of work, where the natural goal is to find a maximum matching between players and arms, a more appropriate goal here is to find a stable matching. In the centralized setting, where a platform can coordinate the actions of players at each round, Liu et al. (2020)'s algorithm combining the upper confidence bound method and the deferred acceptance algorithm attains $O(\log(T)/\Delta^2)$ stable regret, which is order-optimal. A suboptimal algorithm based on explore-then-commit was proposed for the decentralized setting. Follow-up work by Sankararaman et al. (2020) on the decentralized setting analyzed an order-optimal algorithm for globally ranked players. A more detailed discussion of this work is in Section 9.

The two-sided stable matching problem with preference learning has been studied in other dynamic settings under different assumptions. Given the large space of modeling choices, there has been a flowering of research on two-sided matching models that highlight different challenges introduced by uncertainty and decentralization. One modeling choice is to define arrival and departure processes for market participants, as opposed to analyzing a fixed set of players and arms. Johari et al. (2017) studied a sequential matching problem in which the market participants satisfy certain arrival processes, and the participants on the demand side of the market have a ‘type’ that is learned through bandit feedback.

Another choice is how one formulates the cost of preference learning. Ashlagi et al. (2017a), which studies the costs of communication and learning for stable matching, formulates preference learning as querying a costly but noiseless choice function. Different players can query their choice functions independently; thus there is no congestion in the preference learning process. Many models studied in the literature on information acquisition in two sided matching (see Lee and Schwarz, 2009; Immorlica et al., 2020, and references therein) also do not capture congestion in the information acquisition stage. In some markets, however, obtaining information about the other side of the market itself could lead to congestion and thus the need for strategic decisions. For example, Roth and Sotomayor (1990, chap. 10) note that graduating medical students go to interviews to ascertain their own preferences for hospitals, but the collection of interviews that a student can schedule is limited. In the model that is studied in the current work, congestion in preference learning is captured by conflicts when two or more players attempt to pull the same arm.

Other models of uncertainty in two-sided matching that do not explicitly consider preference learning have also been studied. In this setting, there has been much interest in decentralized models. For example, Niederle and Yariv (2009) studied a decentralized market game in which firms make directed offers to workers, agents have aligned preferences, and equilibrium outcomes under preference uncertainty are analyzed. Arnosti et al. (2014) employed mean field modeling to analyze the welfare costs of not knowing the availability
of agents, as opposed to preferences. Ashlagi et al. (2019) considered providing match recommendations to participants in markets for which both sides of the market propose with some probability, and a successful match occurs only in the case of a mutual proposal. Dai and Jordan (2020) study a single-stage matching problem with uncertain preferences where players learn from historical data and act in a decentralized manner.

Lastly, the empirical aspects of stable matching in decentralized settings have also garnered significant research interest (Das and Kamenica, 2005; Echenique and Yariv, 2012; Pais et al., 2012).

9. Discussion

In this section, we discuss the strengths and limitations of Algorithm 1, in the context of broader themes in decentralized matching and multiplayer bandit learning. We also suggest future research directions motivated by our current findings.

Single-phase algorithm One advantage of Algorithm 1 is its simplicity, specifically the fact that it does not involve separate phases or subroutines. Recent work by Sankararaman et al. (2020) studied an algorithm (‘UCB-D3’) for decentralized matching bandits, assuming globally ranked players, that proceeds in phases of exponentially increasing length; each phase comprises of a learning stage, where players choose arms according to their own UCBs, followed by a communication subroutine, where players broadcast their preferred arms to other players. In contrast, our algorithm does not require players to keep track of which phase they are in, or when to begin a subroutine. Not having separate algorithmic phases is desirable because multiple phases requires players to synchronize their transition from one phase to the next. In ‘more decentralized’ situations this may not be possible. For example, players may enter the market at different times, or leave the market for a number of rounds only to return later (see e.g., Akbarpour et al., 2020). The CA-UCB algorithm can be run in such cases without modification and is still guaranteed to have small regret.

Dependence of stable regret on market size While both UCB-D3 and our method are guaranteed to achieve $O(\log(T)/\Delta^2)$ stable regret for globally ranked players, the regret guarantee for UCB-D3 has a better dependence on the number of arms (which upper bounds the number of players). In the worst case, the guarantee on the regret of UCB-D3 depends on the square of the number of arms while the guarantee on the regret of our method depends on the cube of the number of arms. The optimal order-dependence on the rank $k$ and the number of arms $L$ is still an open question, since the lower bound (e.g., Corollary 6 in Sankararaman et al., 2020) and upper bounds currently do not match. Another interesting question is whether UCB-D3’s better regret guarantee under these assumptions translates to better performance in practice; an in-depth empirical comparison of UCB-D3 and CA-UCB will be needed and is beyond the scope of the current work.

Random delays Another important feature of Algorithm 1 is the injection of additional randomness through each player’s independently drawn random delays. Randomization is key for this algorithm to achieve a $O(\log(T)^2)$ regret guarantee in the case of arbitrary two-sided preferences. Intuitively, the added randomness allows players to escape conflict cycles, as illustrated in Examples 1 and 2. Technically, it allows us to leverage a result from Abeledo and Rothblum (1995)) to show that the players must converge to a stable matching.
(which may not be unique), in a low-regret sense. Nevertheless, repeating one’s previous action with a constant probability at every step could be considered wasteful. Are there other, more efficient ways of utilizing randomness as an implicit coordination mechanism than random delays?

**Improving the stable regret under arbitrary preferences** While Algorithm 1 is the first method to provably achieve polylogarithmic regret in markets with arbitrary preferences, we believe there is a significant room for the development of better algorithms. In particular, for markets with arbitrary preferences, the regret guarantee for our method depends exponentially on the number of players. This dependence arises because our regret analysis hinges on a reduction to the convergence rate of the corresponding randomized decentralized matching dynamics under known preferences. As shown in Ackermann et al. (2008) and Hoffman et al. (2013), existing randomized dynamics for decentralized matching under known preferences have worst-case convergence time that is exponential in the number of market participants. While this may suggest that there is indeed a real computational barrier in the arbitrary preferences setting, it might be possible to improve upon the exponential dependence by considering sub-classes of two-sided preferences or randomly drawn preferences. For example, Algorithm 1 has improved rates if we assume that the players are globally ranked.

It is also not clear that the $O((\log T)^2)$ dependence on the horizon is optimal in this setting, even though it is unavoidable given our analysis strategy and our algorithm. Obtaining a regret bound that depends polynomially on the number of players and arms and has an optimal order dependence on the horizon may require a new algorithm.

**Information available to players** A player that implements CA-UCB must observe the successful arm pulls of all other players. On one hand, by leveraging this information, our algorithm ensures that players avoid conflicts most of the time. On the other hand, it is not clear that such information is absolutely necessary for achieving sublinear regret in general markets. For example, UCB-D3 (Sankararaman et al. 2020), which achieves sublinear regret in the setting of globally ranked players, does not require players to see the actions of other players. However, players must participate in a rank estimation routine, which relies on the assumption that the players are ranked globally.

**Conclusion and open questions** In this work we have made progress on the problem of stochastic bandits in decentralized matching markets. Still, many open questions remain. We conclude by highlighting the most intriguing directions for future inquiry:

1. **Better algorithms and matching lower bounds.** Even though algorithms such as UCB-D3 (Sankararaman et al. 2020) and CA-UCB have stable regret that is almost order-optimal in the setting of globally ranked players, there is still a lot of room for improvement in the setting of arbitrary preferences. Is there a large class of preferences for which one can show matching upper and lower regret bounds, in terms of the dependence on the horizon, the reward gap, and size of the market?

2. **Incentive compatibility in the decentralized setting.** Unlike in the centralized setting, where a single algorithm was shown to be incentive compatible given any set of preferences (Liu et al. 2020), decentralization appears to pose more challenges for incentive
compatibility. As seen in Section 6, the randomized conflict avoidance mechanism of Algorithm 1 can be strategically exploited by a deviating player when arm preferences are uncorrelated. How fundamental is this difficulty to the decentralized setting, and can it be overcome by a better algorithm?
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Appendix A. Example 2

In this section, we present a second counterexample in which CA-UCB without random delays (i.e., $\lambda = 0$) would fail to converge to a stable matching and the players can enter into a conflict cycle. In this example, neither the arms nor the players are globally ranked. In contrast to Example 1, the type of coordination failure seen in Example 2 is unrelated to the failure of the players to learn their rewards. In fact, they can enter into such a cycle even after they have acquired perfect information on all the arms.

Example 2 (3-player market with non-unique stable matching) Let the set of players be $\mathcal{N} = \{p_1, p_2, p_3\}$ and the set of arms be $\mathcal{K} = \{a_1, a_2, a_3\}$, with true preferences given by:

- $p_1 : a_3 > a_2 > a_1$
- $p_2 : a_1 > a_3 > a_2$
- $p_3 : a_2 > a_1 > a_3$
- $a_1 : p_3 > p_2 > p_1$
- $a_2 : p_1 > p_3 > p_2$
- $a_3 : p_2 > p_1 > p_3$.

Then the conflict-avoiding algorithm cycles even when the preferences of the players are known. Suppose the players are following Algorithm 1, and their UCB rankings for the arms always coincide with their true preferences. The cycle it enters is as follows:

- **Time $t$**: $p_1$ and $p_3$ conflict on $a_2$, $p_1$ wins.
  - $p_2$ pulls $a_1$.

- **Time $t+1$**: $p_3$ attempts $a_1$ because $a_2$ is not in its plausible set. $p_2$ and $p_3$ conflict on $a_1$, $p_3$ wins.
  - $p_1$ pulls $a_3$ because $a_3$ was not pulled by any player at time $t$.

- **Time $t+2$**: $p_2$ attempts $a_3$ because $a_1$ is not in its plausible set. $p_1$ and $p_2$ conflict on $a_3$, $p_2$ wins.
  - $p_3$ pulls $a_2$ because $a_2$ was not pulled by any player at time $t+1$.

At time $t+3$, the players attempt the same actions as they did at time $t$, entering into a cycle where there is a conflict at every round henceforth.

Previous work has found other examples where sequentially resolving blocking pairs in an unstable matching leads to cycling (Knuth, 1997; Roth and Vande Vate, 1990; Abeledo and Rothblum, 1995). Example 2 shows that players following the decentralized conflict-avoiding protocol (where more than one blocking pair may be resolved at every time step) can also enter into cycles.

These examples highlight the failure modes of decentralized conflict-avoiding algorithms. One way to escape these failure modes is by introducing randomness, such that the probability of coordination failures becomes exponentially small. This is the motivation for incorporating random delays into Algorithm 1.
Appendix B. Proof of Lemma 5

Proof Our proof is essentially identical to the single-agent UCB analysis in Section 2.2 of Bubeck and Cesa-Bianchi (2012). Assuming that the event

\[ F_{j,k}^{(i)}(t) = \{ \text{UCB}_{j}^{(i)}(t) > \text{UCB}_{k}^{(i)}(t) \} \]

is true, then at least one of the three following events must occur:

\[ E_1(t) = \left\{ \hat{\mu}_j^{(i)}(t) > \mu_j^{(i)} + \sqrt{\frac{3 \log t}{2 T_j^{(i)}(t)}} \right\} , \]

\[ E_2(t) = \left\{ \hat{\mu}_k^{(i)}(t) + \sqrt{\frac{3 \log t}{2 T_k^{(i)}(t)}} < \mu_k^{(i)} \right\} , \]

\[ E_3(t) = \left\{ \bar{T}_j^{(i)}(t) \leq \frac{6 \Delta^2 \log(t)}{\Delta} \right\} . \]

To see this, suppose that none of three events \( E_1(t), E_2(t) \) and \( E_3(t) \) occur. Then,

\[ \hat{\mu}_k^{(i)}(t) + \sqrt{\frac{3 \log(t)}{2 T_k^{(i)}(t)}} \geq \mu_k^{(i)} \geq \mu_j^{(i)} + \Delta \geq \mu_j^{(i)} + \sqrt{\frac{6 \log(t)}{T_j^{(i)}(t)}} \]

which is a contradiction because the left-hand side equals \( \text{UCB}_k^{(i)}(t) \) and the right-hand side equals \( \text{UCB}_j^{(i)}(t) \).

Let \( u > 0 \) be some value to be chosen later. Then, we have

\[ \sum_{t=1}^{T} \mathbf{1}\{ F_{j,k}^{(i)}(t) \cap A^{(i)}(t) = j \} = \sum_{t=1}^{T} \mathbf{1}\{ F_{j,k}^{(i)}(t) \cap A^{(i)}(t) = j \cap \bar{T}_j^{(i)}(t) \leq u \} \]

\[ + \sum_{t=1}^{T} \mathbf{1}\{ F_{j,k}^{(i)}(t) \cap A^{(i)}(t) = j \cap \bar{T}_j^{(i)}(t) > u \} . \]

Therefore, if we choose \( u = \frac{6}{2\Delta^2} \log(t) \), we obtain

\[ \sum_{t=1}^{T} \mathbf{1}\{ F_{j,k}^{(i)}(t) \cap A^{(i)}(t) = j \} \leq u + \sum_{t=u+1}^{T} \mathbf{1}\{ F_{j,k}^{(i)}(t) \cap A^{(i)}(t) = j \cap \bar{T}_j^{(i)}(t) > u \} \]

\[ \leq u + \sum_{t=u+1}^{T} \mathbf{1}\{ E_1(t) \} + \sum_{t=u+1}^{T} \mathbf{1}\{ E_2(t) \} . \]
We are left to establish an upper bound on $\mathbb{P}(\mathcal{E}_1(t))$ and $\mathbb{P}(\mathcal{E}_2(t))$. We can do this by a simple application of a union bound and concentration:

$$
\mathbb{P}(\mathcal{E}_1(t)) \leq \mathbb{P} \left( \exists s \in \{1, 2, \ldots, t\} : \hat{\mu}_j(s) + \sqrt{\frac{3 \log(t)}{2s}} \leq \mu_j^{(i)} \right)
$$

$$
\leq \sum_{s=1}^{t} \mathbb{P} \left( \hat{\mu}_j(s) + \sqrt{\frac{3 \log(t)}{2s}} \leq \mu_j^{(i)} \right)
$$

$$
\leq \sum_{s=1}^{t} \frac{1}{t^3} = \frac{1}{t^2},
$$

where the last inequality follows by a standard concentration argument for independent sub-Gaussian random variables. The probability of $\mathcal{E}_2(t)$ occurring can be upper bounded similarly. Then, using $\sum_{t=1}^{\infty} t^2 = \frac{\pi^2}{6}$ yields the conclusion. 

Appendix C. Proof of Proposition 16

Proof By definition, player $p_k$’s regret can be lower-bounded as follows:

$$
R_k(T) \geq \sum_{i:a_i \succ p_k a_k} \Delta_i^{(k)} \cdot \mathbb{E} \left[ \bar{T}_i^{(k)}(T) \right] \geq \left( \min_{\Delta_i^{(k)} < 0} \Delta_i^{(k)} \right) \cdot \sum_{i:a_i \succ p_k a_k} \mathbb{E} \left[ \bar{T}_i^{(k)}(T) \right].
$$

(31)

Since $a_i \succ p_k a_k$ implies that $i < k$, we may proceed to upper bound $\sum_{i:i < k} \mathbb{E} \left[ \bar{T}_i^{(k)}(T) \right]$. We claim that the following inclusion is true:

$$
\bigcup_{i=1}^{k-1} \{ \bar{A}^{(k)}(t) = a_i \} \subseteq \bigcup_{1 \leq j \leq k} \bigcup_{k \leq k \leq t \\ j \leq j \leq \Lambda_j^{(k)} \} \Lambda_j^{(k)}[t'].
$$

(32)

The argument is as follows. If $\{ \bar{A}^{(k)}(t) = a_i \}$ holds for some $i$, we know that $p_i$ at time $t$ did not attempt to pull $a_i$. They either attempted to pull an arm $a_{i'}$ with $i' > i$ or with $i' < i$. Since we know that $p_i$ is running Algorithm 1, in the former case, we can apply Lemma 3 to player $p_i$; in the latter case, we can apply equation (11), also to player $p_i$. This establishes equation (32).

Since all players $p_j$ with $j < k$ are running Algorithm 1, we may apply Lemma 5 to yield

$$
\sum_{i:i < k} \mathbb{E} \left[ \bar{T}_i^{(k)}(T) \right] \leq 6(k + 1) \sum_{1 \leq j < k} \left( \frac{\log T}{\Delta_j^{(j)}} + 1 \right) \leq 6k^2(L - k) \left( \frac{\log T}{\Delta^2} + 1 \right).
$$

(33)

Substituting the above into (31) yields the desired lower bound. 

\[\square\]
Appendix D. Proof of Proposition 17

Example 3 Let the set of players be $N = \{p_1, p_2, p_3\}$ and the set of arms be $K = \{a_1, a_2, a_3\}$, with true preferences given by:

\[ p_1 : a_1 \succ a_3 \succ a_2 \quad a_1 : p_2 \succ p_1 \succ p_3 \]
\[ p_2 : a_2 \succ a_1 \succ a_3 \quad a_2 : p_3 \succ p_2 \succ p_1 \]
\[ p_3 : a_1 \succ a_3 \succ a_2 \quad a_3 : p_3 \succ p_1 \succ p_2. \]

The unique stable matching in this case is $(p_1, a_1), (p_2, a_2), (p_3, a_3)$.

Proof Let $D^{(3)}(t) \overset{i.i.d.}{\sim} \text{Ber}(\lambda)$ for any $t$. The set of actions that player $p_3$ can play, for $t = 1, \cdots, T$, to get negative stable regret is as follows:

\[ A^{(3)}(t) = \begin{cases} a_2 & \text{if } t = 3m - 2 \\ a_3 & \text{if } t = 3m - 1 \text{ and } D^{(3)}(t) = 0 \\ a_2 & \text{if } t = 3m - 1 \text{ and } D^{(3)}(t) = 1 \\ a_1 & \text{if } t = 3m \end{cases}, \quad \text{for } m \in \mathbb{N}. \quad (34) \]

By the definition of $p_3$’s regret, and using the fact that $\Delta^{(k)} > \max\{\Delta_1^{(3)}, \Delta_2^{(3)}\} > 0$, we have:

\[ R_3(T) \leq \Delta_1^{(3)} \cdot E[T^{(3)}_1(T)] + \Delta_0^{(3)} \cdot \left(T - E[T^{(3)}_1(T)]\right). \quad (35) \]

Thus it suffices to lower bound the expected number of times that $p_3$ successfully attempts $a_1$.

Define the following events:

\[ \Omega^1_t := \{F_{3,1}^{(2)}(t) \cap A^{(2)}(t) = a_3\}^c, \]
\[ \Omega^2_t := \{F_{1,2}^{(2)}(t) \cap A^{(2)}(t) = a_1\}^c. \]

We first show the following inclusion, for any $m \in \mathbb{N}$:

\[ \Omega^1_{3m-1} \cap \Omega^2_{3m} \cap \{D^{(2)}(3m-1) = D^{(3)}(3m-1) = D^{(2)}(3m) = D^{(1)}(3m) = 0\} \subseteq \{A^{(3)}(3m) = a_1\}. \quad (36) \]

We can simply check that this holds:

- At time $3m - 2$, $p_3$ attempts and successfully pulls $a_2$.
- At time $3m - 1$, $p_2$ pulls $a_1$, since $a_2$ is not in its plausible set, $D^{(2)}(3m - 1) = 0$ and the event $\Omega^1_{3m-1}$ holds. $p_3$ pulls $a_3$, since $D^{(3)}(3m - 1) = 0$.
- At time $3m$, $p_1$ does not pull $a_1$, since $a_1$ is not in its plausible set and $D^{(1)}(3m) = 0$. $p_2$ does not pull $a_1$, since $a_2$ is in its plausible set, $D^{(2)}(3m) = 0$ and the event $\Omega^2_{3m}$ holds. Thus $p_3$ successfully pulls $a_1$. 
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Taking expectation of (36) and rearranging gives

\[ \mathbb{P} \left( \bar{A}^{(3)}(3m) = a_1 \right) \geq 1 - \mathbb{P} \left( \left( \Omega_{3m-1}^1 \cap \Omega_{3m}^2 \cap \{D^{(2)}(3m - 1) = D^{(3)}(3m - 1) = D^{(2)}(3m) = D^{(1)}(3m) = 0 \} \right)^c \right) \geq 1 - \left( \mathbb{P}(\Omega_{3m-1}^1)^c + \mathbb{P}(\Omega_{3m}^2)^c + 4\lambda \right), \]  

where the last inequality follows from a union bound.

It is useful to upper bound the following:

\[ \sum_{m=1}^{\lfloor T/3 \rfloor} \mathbb{P}(\Omega_{3m-1}^1)^c + \mathbb{P}(\Omega_{3m}^2)^c \]

\[ = \sum_{m=1}^{\lfloor T/3 \rfloor} \mathbb{P} \left( F_{3,1}^{(2)}(3m - 1) \cap A^{(2)}(3m - 1) = a_3 \right) + \mathbb{P} \left( F_{1,2}^{(2)}(3m) \cap A^{(2)}(3m) = a_1 \right) \]

\[ \leq \frac{1}{\lambda(1 - \lambda)} \sum_{m=1}^{\lfloor T/3 \rfloor} \mathbb{P} \left( F_{3,1}^{(2)}(3m - 1) \cap \bar{A}^{(2)}(3m - 1) = a_3 \right) + \mathbb{P} \left( F_{1,2}^{(2)}(3m) \cap \bar{A}^{(2)}(3m) = a_1 \right) \]

\[ \leq \frac{1}{\lambda(1 - \lambda)} \sum_{t=1}^{T} \mathbb{P} \left( F_{3,1}^{(2)}(t) \cap \bar{A}^{(2)}(t) = a_3 \right) + \mathbb{P} \left( F_{1,2}^{(2)}(t) \cap \bar{A}^{(2)}(t) = a_1 \right) \]

\[ \leq \frac{1}{\lambda(1 - \lambda)} \cdot 12 \cdot \left( \frac{1}{\Delta^2 \log(T) + 1} \right), \]  

where the last inequality follows from Lemma 5.

Now, we sum (37) over \( m = 1, \ldots, \lfloor T/3 \rfloor \) to get:

\[ \mathbb{E}[\bar{T}_1^{(3)}(T)] \geq \sum_{m=1}^{\lfloor T/3 \rfloor} \mathbb{P} \left( \bar{A}^{(3)}(3m) = a_1 \right) \]

\[ \geq (1 - 4\lambda) \cdot \lfloor T/3 \rfloor - \sum_{m=1}^{\lfloor T/3 \rfloor} \mathbb{P}(\Omega_{3m-1}^1)^c + \mathbb{P}(\Omega_{3m}^2)^c \]

\[ \geq (1 - 4\lambda) \cdot \lfloor T/3 \rfloor - \frac{1}{\lambda(1 - \lambda)} \cdot 12 \cdot \left( \frac{1}{\Delta^2 \log(T) + 1} \right), \]

where the last two inequalities follow from Equation (37) and Equation (38).

Thus we have

\[ R_3(T) \leq \Delta_1^{(3)} \cdot \left( (1 - 4\lambda) \cdot \lfloor T/3 \rfloor - \frac{1}{\lambda(1 - \lambda)} \cdot 12 \cdot \left( \frac{1}{\Delta^2 \log(T) + 1} \right) \right) + \Delta_0^{(3)} \cdot \left( \frac{2}{3} T \right). \]  

Note that \( \Delta_1^{(3)} < 0, \) and \( 1 - 4\lambda > 0 \) by assumption. Upon rearranging terms, we get the desired result.