A BRNN Based Question Focus Extraction Model and its Application to a Chinese Airport Question Answering System
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Abstract. Question focus extraction is one of the key of question analysis in a question answering system. This paper presents a simple model (Fk-BRNN) based on bidirectional recurrent neural network (BRNN) for question focus extraction, and applies it to a Chinese Airport Question Answering (CAQA) system. The Fk-BRNN model memorizes different sentence patterns and the focus positions in each sentence pattern, then it extracts focus words at the corresponding positions according to different sentence patterns. For a question, the Fk-BRNN model can extract not only one or more known focus words with correct semantics, but also unknown new focus words. So it can greatly reduce the size of training corpus, and keep excellent generalization ability. As a result, it is more practical and suitable for online learning system. Based on the above ideas, this paper designs and implements a CAQA system, which can accurately answer the questions with a superior performance according to our experimental results.

1. Introduction

Question Answering (QA) system is one of the hotspots in Natural Language Processing research. According to answer generation mechanism, QA systems can be divided into two types, i.e. the retrieval QA systems [1-5] and the generative QA systems [6-8]. According to the question domain, QA systems can be divided into specific domain oriented QA systems [9] and open domain oriented QA systems, such as IBM Watson [1, 5] and Apple Siri [10].

A retrieval QA system uses a question analysis result to retrieve existing answers in a knowledge base and then gives the best answer. The key of this mechanism lies in how to establish the connection between the answer and the question. One way is to design query rules based on the question analysis result and background knowledge, and then query the best answer in the knowledge base according to the query rules. Another way is to sort all candidate answers by matching degree between the answer and the question, and select the answer with the highest matching degree. A generative QA system automatically generates an answer that consists of a sequence of words. The key of this mechanism is to build a natural language generation model using a large amount of interactive data.

A Chinese Airport Question Answering (CAQA) system is a kind of specific domain oriented QA system. It has to consider a lot of background knowledge, such as relevant laws, airport rules, and airport facilities, in order to get the best answer. At present, a generative QA system can hardly make full use of background knowledge to produce a professional answer. It is very often to make a misleading or wrong answer, so it is not suitable for the CAQA system.

This paper presents a bidirectional recurrent neural network based model Fk-BRNN to precisely extract question focus words from a Chinese airport question, and then a rule based inference method uses the question foci to retrieve the correct answer. The question focus extraction [11-14] is one of the
key issues for a QA system. Most existing focus extraction algorithms are based on syntax analysis or pattern matching [11-13]. Due to the diversity of natural language expressions, especially in Chinese, these algorithms have low accuracy and poor scalability. The Fk-BRNN model can simultaneously extract one or more focus words in a question and distinguish the meaning of them. Moreover, The Fk-BRNN model can identify unknown new focus words so that it greatly reduces the size of training corpus.

2. Related Work

Early QA systems were mostly oriented to specific domain, such as LUNAR [9]. The successful application of Apple Siri System [10] and IBM Watson System [1, 5] bring QA system into a new era. Deep learning methods are widely used in QA systems. Many researchers [2-8] use deep learning models to select answer. Tan et al. [5] retrieve the answers that have the highest match degree with the question by a LSTM (Long Short-Term Memory) network. Now, it is popular to make a generative QA system with an encoder-decoder architecture based on a Recurrent Neural Network, such as [6-8].

The traditional keyword extraction algorithms, such as TextRank [11] and TF-IDF based methods are not suitable for focus extraction, especially for multi-foci extraction. Early focus extraction algorithms are mostly based on syntax analysis or pattern matching. For example, Damljanovic et al. [12] extract focus based on syntax analysis. Bayoudhi et al. [13] extract focus through a semi-automatic construction of the lexicon. Ku et al. [14] extract focus by filtering. Zhang et al. [15] use CRF (Conditional Random Field) model to extract focus.

In recent years, the recurrent neural network has been widely used in many fields, especially in natural language processing field, such as speech recognition [16], picture caption [17], language model [18], and machine translation [19]. Bahdanau et al. [19] put an attention mechanism into encoder-decoder model, which greatly improves the accuracy of machine translation. The basic idea is that the importance of the source language words is different according to the different target words. It also inspires us with the Fk-BRNN model.

3. The Fk-BRNN Model and the CAQA System

3.1 The Fk-BRNN Model

3.1.1 The basic idea. The focus in a question is a word or a few words that are crucial for answer retrieval. For example, the focus of the questions about luggage is the luggage name. The focus word of the question “Can I take some bananas on the plane?” is bananas. Since every word in a question may be the focus words. We have to consider the meaning of the word, the influence of all the other words on that word and the relative position of each word when the probability of focus word is calculated. It is not applicable in practice to extract focus words by syntax rules. Rules need to be designed manually by language experts but natural language texts are flexible, non-normative and ambiguous. The statistical focus extraction methods need a lot of training corpus data to get more accurate word distribution probability. Besides, the statistical method is difficult to process the new and unknown words. To solve these problems, this paper proposes the Fk-BRNN model, which learns and memorizes the different sentence patterns, then gives the most likely positions of the focus words. Finally one or more focus words are extracted. The Fk-BRNN model can adapt to the unknown words and accurately output the unknown focus words.

The sentence patterns in the Fk-BRNN model are different from those determined by part of speech tags or syntactic tags. A query question pattern need not to be identical with the sentence pattern memorized in the Fk-BRNN model. As long as they are similar enough, the focus words can be correctly extracted by the Fk-BRNN model. Indeed, The Fk-BRNN model does not directly memorize any focus word itself, but the possible position of a focus in each sentence pattern. Therefore, the Fk-BRNN model can extract unknown focus word even if it does not occur in the training data. Namely, the Fk-BRNN model has very good generalization ability.
3.1.2 Multi-foci extraction network model. A question may contain \(k (k\geq1)\) different focus words. The meaning of these words and the role they play in matching rules are different. Therefore, the Fk-BRNN model uses a multi-foci extraction bidirectional recurrent neural network not only to extract multiple focus words, but also to distinguish different meanings of them by means of setting multiple output groups in the output layer. Each output group extracts a type of focus. As a result, the model can extract multiple focus words simultaneously and distinguish their meanings.

![Figure 1. Multi-foci extraction network model structure expanded by time.](image)

Figure 1 shows the multi-foci extraction network model structure expanded by time. \(x_t\) denotes the word vector of the \(t\)-th word in the sentence. For the \(t\)-th input word, \(h_t\) denotes the forward hidden layer value, and \(h_t'\) denotes the reverse hidden layer value. \(h_0\) and \(h_{n+1}\) are all zero vectors, which denote the initial hidden layer values of forward and backward propagation respectively. \(n\) is the number of words in the sentence. \(o_{t}^{k}\) is the output value of the output group corresponding to the \(k\)-th focus when the \(t\)-th word is input, and represents the possibility that the \(t\)-th word is the \(k\)-th focus. \(W', V'\) and \(U'\) represent the forward propagation weights of the input layer, hidden layer and output layer respectively. \(W, V\) and \(U\) represent the backward propagation weights of the input layer, hidden layer and output layer respectively. Finally, we get all focus words by equation (1).

\[
t^{k*} = \arg \max_{1 \leq t \leq n} (o_{t}^{k})
\]  

(1)

\(t^{k*}\) represents the position of the \(k\)-th focus. The position of the maximum value in the \(k\)-th group is the position of the \(k\)-th focus. \(n\) is the total number of words in a question.

During the training phase, if the input word at moment \(t\) is the focus word of the question. Then, the expected output value at that moment is set to 1, otherwise it is set to 0. Figure 2 shows an example of training question and respective output, which is a question about flight information. There are two foci in this type of question, which are the departure place and the destination. Therefore, in the output group of the departure place, when the input word is Beijing, the expected output value is 1. Similarly, in the output group of the destination, when the input word is Xi'an, the expected output value is 1. The error between the actual output value and the expected output value is calculated and the weights are adjusted by the back propagation algorithm until convergence.
3.1.3 The incomplete focus problem. The incomplete focus problem is that a question contains only a part of focus words, not all of them. For example, the question about flight information may contain only the destination or the departure place. Figure 3 shows an example that only refers to the departure place. In this case, all the expected output values of the group corresponding to the missing focus word are set to 0 during the training phase.

In order to give full consideration to both complete and incomplete focus questions, a threshold $\tau$ is set for each output group during the execution phase. If the maximum output value of the k-th group is greater than $\tau_k$, then the question contains the focus word of the k-th group, and the word at the position of the maximum value is the focus word. Otherwise, the k-th group does not output the focus word. The threshold $\tau_k$ is calculated by equation (2), where $O_{\text{max}}^k$ represents the maximum output value at all non-focus words positions of the k-th group and $O_{\text{min}}^k$ represents the minimum output value at the focus word position of the k-th group.

$$\tau_k = \frac{O_{\text{max}}^k + O_{\text{min}}^k}{2}$$

3.2 The CAQA System Framework

Our CAQA system framework is shown in Figure 4, which includes the knowledge base construction module, question analysis module, answer reasoning module and an airport knowledge base. The question analysis module contains question classification and focus extraction to obtain the question category and focus words respectively. The answer reasoning module retrieves an answer from the knowledge base according to the question analysis results and matching rules in the knowledge base.
The knowledge base is built on rules and respective knowledge content. In order to improve reasoning efficiency, we create a knowledge file for each type of question. Each knowledge file stores all the answers to a type of question, and maps to a category information. As a result, it is easy to maintain the knowledge base. The reasoning machine uses the focus words to find the final answer in the knowledge file through the matching rules. A rule is an if-else statement, in which the condition part is a disjunctive normal form that consists of a list of foci and focus words.

4. Experiments
The experimental data used in this paper comes from Kunming airport question database. The database contains a total of 150,560 answer pairs, including 170 categories. In addition, the average length of the question is 20. The experimental environment is as follows.

Operating System: Ubuntu 16.04 LTS; Memory: 16G;
Processor: Intel Core i7-4790 CPU @ 3.6GHz x 8;

4.1 Focus Extraction Test

4.1.1 Test data and settings. In this section, we select four type questions from the question database, as shown in Table 1. The luggage and airline number questions have only one focus word. The flight information and boarding document questions have two focus words. For each type of question, we select 75% as training data, and the rest as test data. We also ensure that the focus words in test data have not occurred in training data in order to test the generalization ability of the models.

| Question category  | Questions | Focus words | Focus | Focus name                      |
|--------------------|-----------|-------------|-------|---------------------------------|
| luggage            | 62300     | 151         | 1     | luggage name                    |
| airline number     | 23700     | 241         | 1     | airline name                    |
| flight information | 15800     | 115         | 2     | departure place, destination    |
| boarding document  | 36500     | 84          | 2     | available document, unavailable document |

We set the word vector dimension to 150, the number of neurons in the input layer is set to 50. The hidden layer has 100 neurons, including 50 forward-calculated neurons and 50 backward-calculated neurons. The output layer has k (k≥1) neurons.
4.1.2 Results. This paper compares the Fk-BRNN model with the TextRank model[11], QA detector model[12], pattern matching model[13] and CRF model[15] in terms of focus extraction problem. The TextRank model is originally designed to extract key words. In this comparative experiment, the key words extracted by the TextRank model are regarded as the focus words. The window of the TextRank model is set to 10. The QA Detector model uses the Stanford Parse [20] to generate a syntax tree, and select the words with syntax tag NP | NN * as the focus words. The pattern matching model also uses Stanford Parse to generate a syntax tree, and determine the patterns based on syntactic tags. It matches the focus word according to the patterns. The CRF model uses a CRF++ tool to extract the focus words, and its window is set to 5.

Figure 5 compares the above five focus extraction models’ accuracy. Figure 6 shows their average running time that does not include the I/O time and the training time. Obviously, our Fk-BRNN model is superior to and more stable than the others, it achieves the highest near 100% accuracy on all test data. The CRF model is the second best. Since the focus words in the test data do not occur in the training data. It proves that the Fk-BRNN model has very good generalization ability. However, the CRF model is the fastest model, and the Fk-BRNN is the second fastest model. The other three models run much slower than these two.

Since some test question patterns do not appear in the training data. That leads to the main errors of the Fk-BRNN model. But we collect enough question errors, and use these new questions to train an existed Fk-BRNN model. Then the model will get an obvious performance promotion, most of the previous errors are eliminated. This shows that Fk-BRNN model has very good adaptability and migration ability, which make it more practical and suitable for online learning system.

4.2 QA system Test
This experiment uses all the questions in Kunming airport question database. Eighty percent of the questions in each type are randomly selected as training data, the rest is the test data.

The CAQA system with Fk-BRNN model is compared with a CNN-based QA model [3], a LSTM-based QA model [5] and a LSTM-CNN-based QA model [5]. The CNN model and the LSTM model are also the most common deep learning models in the current QA system. They all use an end-to-end answering strategy. Namely, the question and answer pairs are input into the model. Then the model outputs the matching degree of the question-answer pair. The final answer is the answer in the pair that has the highest matching degree. The difference among these three models lies in the sentence vector’s construction process and neural network model, i.e. the representation or encoder of
the question-answer pair.

Figure 7 compares the accuracy of the four models on the airport dataset. The experimental results show that the proposed CAQA system with Fk-BRNN model is the best, it achieves 95% accuracy on the Kunming airport question database. Since all of questions in the Kunming airport question database are short text, there is no problem of gradient disappearance or gradient explosion. So the proposed simple CAQA system is better than the complex end-to-end QA network architectures. Furthermore, our CAQA system gives the final answer by a rule-based reasoning method, which is more precise than the matching degree based method. And the knowledge rules are easy to explain and modify. However, a disadvantage is that the knowledge base needs manual maintenance.

![Figure 7. The accuracy of 4 QA models on the airport dataset](image)

5. Conclusions
This paper proposes a BRNN based multi-foci extraction model, named as Fk-BRNN model. This model can simultaneously extract multiple focus words from a question and distinguish the meaning of these focus words. The Fk-BRNN model can greatly reduce the number of training corpus, and has very good generalization ability. It can adapt to unknown words, accurately extract unknown focus words. The Fk-BRNN model has superior performance compared to the other focus extraction models. Based on the Fk-BRNN model, this paper designs and implements a Chinese Airport Question Answering system, which uses the Fk-BRNN model to extract focus words and infers the final answer from the question category and the focus words. The experimental results show that the proposed CAQA system with the Fk-BRNN model has better performance than the other three end-end neural network QA models.
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