Cluster analysis of Xi'an restaurants by Self-organizing maps
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Abstract. To investigate the segmentation features of restaurants in Xi’an, China, the Self-organizing maps are applied in this study to analyse the information of online reviews obtained from Dazhong Dianping, which is a famous Chinese social network. Through the clustering and visualization performed by Self-organizing maps, 10 segments of restaurants are identified and some representative features are summarized. The findings of this study could help managers to improve restaurant competitiveness, as well as customers’ decision making.

1. Introduction
With the rapid development of Internet, lots of new web applications have emerged in the past decade. One of the most commonly applied web applications in the daily life of Chinese people is the online local life information service, which provides the information of stores, customer reviews, discount coupons, etc. On the other hand, the information published on the online local life information platform, such as the customer reviews, directly impacts the decision making of potential customers and the business performance of the related stores. Therefore, how to analyse this online information accurately and efficiently becomes a challenge for catering industry practitioners.

In recent years, various data mining techniques have been widely applied in business analysis to provide insightful knowledge from the data generated by commercial activities. Among these techniques, clustering is an important and popular approach in tourism market segmentation, which could divide the collection of travellers, attractions, services, stores, etc. into multiple segments consisting of similar features [1]. It provides better understanding of tourism products for tourism managers to enhance their business competitiveness, as well as for travellers and customers to assist their decision making. To investigate the segmentation features of restaurants located in Xi’an, China, Dazhong Dianping, a famous Chinese online local life information website for customer reviews of restaurants and entertainment, is adopted as the data source for the cluster analysis. Restaurants information and ratings generated by customers are collected by web spider and then analysed by a clustering algorithm named Self-organizing maps (SOM).

2. Related Works
At present, many data mining techniques have been applied to analyse the online reviews of tourism products and services. For instance, Support Vector Machine (SVM) is applied to identify what kinds of user generated messages of restaurants on Facebook are the most popular reviews, which obtain the largest number of comments and “Like”s [2]. Geotagged photos are collected from online travel diaries and analysed by sequential rule mining to provide deep insights for tourists’ preference [3]. Travellers’ review sentiments are classified by applying Naive Bayes on the online reviews of three major tourism and hospitality review platform: TripAdvisor, Expedia, and Yelp [4]. Artificial Neural Networks (ANN) are adopted to identify the key determinants of hotel performance through online reviews [5]. Hotel
customer expectations are analysed by applying association rules on customer reviews of social networks [6]. Geotagged photos posted on social networks are analysed by DBSCAN algorithm to identify tourism attractions [7]. To identify customers’ emerging hotel preference, text mining is used to analyse customer online reviews [8].

As an important issue in tourism and hospitality, investigating the online reviews of restaurants through data mining approaches have also attracted the attention of academia. The existed researches in this stream mainly concentrate on customer sentiment identification. For example, customers’ sentiments of restaurants are identified from online reviews through supervised learning algorithms such as Naïve Bayes, SVM [2, 9], by text mining approach such as calculating TFIDF of words in online reviews [10] or data mining tools [11], through unsupervised learning approach such as CHAID [12] and k-means [13]. However, to the best of our knowledge, there are only a few researches work on the market segmentation problems through the analysis of restaurant online reviews with the assists of data mining. Liao et al. try to infer the styles of restaurants from online photos posted on social network by Convolutional Neural Network (CNN) [14]. This study does not provide a comprehensive solution for the segmentation of restaurant information. In view of this, SOM is applied in this study to investigate the online reviews of restaurants in a famous Chinese online local life information platform.

3. Methodologies

3.1. The collection of data
To collect online reviews for data analysis, a famous Chinese online local life information website named Dazhong Dianping (www.dianping.com) is selected as the data source in this study. This website allows customers to publish five-level ratings on overall, tastes, environment and services, as well as comments and photos. Xi’an, an ancient Chinese city which is famous for tourism, culture, history and food, is selected as the research object of this study. The information of restaurants in Xi’an published on Dazhong Dianping are collected by a web crawler program, which is developed by Python and based on a web crawling framework named Scrapy [15]. Attributes of the restaurant information collected by the crawler program is shown in table 1. At last, a total of 10908 data records are obtained by the crawler program and used for data analysis.

| Attributes          | Comments                                           |
|---------------------|----------------------------------------------------|
| Star                | The overall rating of a restaurant                 |
| taste_grade         | The rating of taste of a restaurant                |
| surrounding_grade   | The rating of environment of a restaurant          |
| service_grade       | The rating of service of a restaurant              |
| address             | The location of a restaurant                       |
| type                | The category of cuisine of a restaurant            |
| consume             | Per capita consumption in a restaurant            |
| evaluate_num        | The number of reviews of a restaurant              |

3.2. The basis of Self-organizing maps
The collected information contains several attributes of restaurants, how to identify the segmentation feature of these restaurants? In this study, the SOM algorithm is adopted to do the clustering and visualization of restaurants information. The SOM is an unsupervised learning algorithm which is usually used to map the high dimensional data into low dimensional space while keeping the topological structure of data unchanged [16]. Therefore, it is suitable for dimension reduction, visualization and clustering. A typical SOM is consisting of two layers: the Kohonen layer and the input layer. As shown in Figure 1, the high dimensional data inputted into the SOM is denoted as the node in the input layer, and the two-dimensional output data of SOM is the neuron in the Kohonen layer with a weight vector $w$. The weight vector is used to denote the connection strength between the input node and the neuron.
For an input vector $x$, SOM will calculate the distance of $w$ of each neuron in Kohonen layer to the $x$, then identify the neuron with the shortest distance to $x$ as the winning neuron. Next, updating the $w$ of the winning neuron and its neighbour neurons with the equation (1).

$$\Delta W_i = C_i(X_t - W_{old}^i), \text{ for } i \in N_m$$

(1)

where $C_i$ is the gain function, $t$ is the index of the vector $x$ in the input data set, $N_m$ is the set of the winning neuron and its neighbors. The pseudo code of SOM is shown in table 2.

![Figure 1. The structure of the SOM.](image)

**Table 2. The pseudo code of SOM algorithm.**

```plaintext```
while (w is not stabilized) {
    obtaining an input vector $x$ form input layer;
    choosing random values to initialize the $w$;
    for (each of the neuron in Kohonen layer) {
        calculating the distance between its $w$ and the $x$;
    }
    the neuron with the shortest distance to the $x$ is selected as the winning neuron;
    updating the $w$ of the winning neuron and its neighbor neurons to reduce the distance between the $w$ and the $x$.
```

### 4. Experiment

The information of restaurants in Xi’an is collected by the web crawler and then analyzed as the input data by SOM. 8 attributes listed in table 1 make up the input vector of SOM. To reduce the complexity, some attributes are limited to a certain range of values. For instance, there are more than 70 addresses in the collected restaurant information, only the “address” attribute with frequency greater than 4% in all of the data records will be retained. Similarly, only the data records with the frequency of “type” attribute greater than 7% is used to train SOM. The clustering result is shown in figure 2, which indicates the segmentation of restaurants. Each figure in figure 2 indicates the distribution of a single attribute, while the blue color represents for the low value and red for high value.

All of the restaurants are clustered into 10 segments. Figure 2(a) to figure 2(d) illustrate the distribution of the overall rating, taste rating, environment rating and the service rating. It could be found that the distribution of high rating restaurants of these four attributes is roughly similar, mainly distributed in S1, S2, S3, S4, S5, S9 and S10. Specifically, the restaurants with the highest taste score are mainly distributed in S3, S1 and a bit of S4. There are also some restaurants with high environment rating distributed in S7 and S8. The distribution of low rating restaurants of these four attributes mainly distributed in S8 and S6. Figure 2(e) indicates that the restaurants with the highest per capita consumption distributed in S5 and S4, while the lowest mainly located in S1 and S6. Figure 2(f) shows the number of reviews in different segments. In general, the more reviews restaurants get, the more popular they are. The restaurants with the largest number of reviews distributed in S2. Figure 2(g) to Figure 2(l) illustrate the distribution of restaurant locations. For instance, restaurants located in the Bell tower/Drum tower mainly distributed in S2, and a little part of S1, S4, S5 and S7. Similarly, restaurants located in Qvjiang district, Xiaozhai and Gaoxin road are distributed in different segments according to
Different from these addresses, restaurants located in Weiyang road mainly distributed in only one segment: S10, so as the restaurants located in Tangyan road only distributed in S9. Figure 2(m) to figure 2(r) show the distribution of cuisine categories. The restaurants of hotpot mainly distributed in S2, S3 and S8; western restaurants mainly distributed in S4; restaurants of Shaanxi cuisine mainly distributed in S7; dessert shop mainly distributed in S1; restaurants of Japanese cuisine mainly in S5, and restaurants of snack food mainly in S6.

Through the clustering result of SOM, some representative features are summarized below.

S1: This is a segment of dessert shops. The overall and taste ratings of these shops vary widely, both good or bad, while the environment and service ratings are relatively good. The cost in these shops is low.

S2 and S3: Both of them are segments of hotpot restaurants. S2 mainly located in Bell tower\Drum tower and Qvjiang district, with the largest number of reviews in all of the segments, which indicates that the hotpot restaurants in these places are more popular than other restaurants. S3 mainly located in Xiaozhai and Gaoxin road. All of the four ratings of these two segments are relatively high.

S5: Japanese restaurants receive relatively good service and environment ratings, while the per capita consumption of this segment is the highest.

S6: Restaurants of snack food receive relatively poor reviews about overall ratings and taste ratings, while the environment and service ratings are good or bad. The consumption in these restaurants is one of the lowest in all the segments. It is worth noting that some restaurants in this segment are very popular but have low overall rating and taste rating, which mainly located in Bell tower\Drum tower.

S8: This is another segment about hotpot restaurants located in Qvjiang. These restaurants receive low overall rating, low taste rating. A few of these restaurants also perform poorly in terms of environment and service. However, the cost of this segment is not low.
5. Conclusion
In this study, an unsupervised learning approach named SOM is applied to the clustering task of restaurants. The online reviews of Xi’an restaurants in Dazhong Dianping are collected as the data source for model training. The clustering result of SOM indicates the following features of restaurants.

1. The dessert shops generally have good environment and low cost, but the tastes are uneven.
2. Some hotpot restaurants located in Bell tower/Drum tower are more popular than other restaurants, while some hotpot restaurants located in Qyjiang have poor word-of-mouth on overall rating, taste and service, however, the costs are not low.
3. Japanese restaurants usually offer better environment and service, but more expensive. Interestingly, some snack restaurants are very popular, but the overall rating and the test rating is low.
4. Snack restaurants are cheap, but the taste, service and environment are not guaranteed.
5. The feature of western restaurants is similar to Japanese restaurants. The expensive western restaurants are mainly located in Qyjiang district.
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