Abstract—Spiking neural networks are motivated from principles of neural systems and may possess unexplored advantages in the context of machine learning. A class of convolutional spiking neural networks is introduced, trained to detect image features with an unsupervised, competitive learning mechanism. Image features can be shared within subpopulations of neurons, or each may evolve independently to capture different features in different regions of input space. We analyze the time and memory requirements of learning with and operating such networks. The MNIST dataset is used as an experimental testbed, and comparisons are made between the performance and convergence speed of a baseline spiking neural network.
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I. INTRODUCTION

Deep learning has been shown to be wildly successful across a wide range of machine learning tasks. Without large labeled data and plentiful computational resources for training, however, this approach may not be appropriate [1]. Unsupervised learning, algorithms that learn a representation of a dataset without a supervision signal, is a solution to the former problem. Although several unsupervised learning approaches perform well in certain settings, a robust approach to unsupervised learning in general has yet to be discovered. Further, modern approaches to unsupervised often still require massive computation and unlabeled data in order to achieve respectable performance.

Real neuronal systems need only little data to recognize recurring patterns and are able to dynamically manage energy resources while solving complex problems [2]. Motivated first from biological principles [3], further development of spiking neural networks (SNNs) should take advantage of these properties, and may motivate the development of general and flexible machine learning. While possessing several biologically-plausible elements, it has been shown that certain SNNs inhabit a strictly more powerful class of computational models [4] than that of traditional neural networks. Moreover, SNN training and evaluation has the potential to be massively parallelized while scaling modestly with the size of input data and number of neurons used.

Building on SNNs studied in [5], architectural modifications are introduced to improve the capacity of spiking neural networks to represent image data. Inspired by the success of convolutional neural networks on many image processing tasks, we propose convolutional spiking neural networks (C-SNNs), a class of networks which learn features of grid-like data in an unsupervised fashion. Small patches of neurons may share parameters to improve training efficiency, or may evolve independently to learn separate features. New inhibitory connectivity is introduced in which neurons in different sub-populations compete to represent isolated regions of input space, enabling fast convergence to a robust data representation and respectable classification accuracy.

We show examples of C-SNN learned representations, and present classification results based on network filters and spiking activity on the MNIST handwritten digit dataset [6].

II. RELATED WORK

This paper builds on the work of Diehl and Cook [5] where a spiking neural network (SNN) is used to classify the MNIST handwritten digits after learning network weights without supervision and with several spike-timing-dependent plasticity (STDP) rules. Classification performance of their networks increases with the number of spiking neurons used, ultimately achieving approximately 95% accuracy using networks of 6,400 excitatory and inhibitory neurons.

A number of other SNNs trained with STDP are used to classify image data [7], [8]. The former uses Gabor filter features as a pre-processing input to their network, uses the rank-order coding scheme for input spikes, and classifies data with the winner-take-all strategy on the output layer. The latter is comprised of a difference of Gaussians pre-processing step, followed by convolutional and pooling layers, and whose output is trained on a linear SVM to perform classification. Other systems use spiking neurons, but are trained with supervision; e.g. [9], which was first trained as a deep neural network using back-propagation and later transferred to a spiking neural network without much loss in performance.

III. METHODS

A. LIF neuron with synaptic conductances

One step towards a more biologically realistic learning system is to include a more powerful neural unit. The basic computational operations of a deep neural network (DNN) do...
not incorporate time, and unlike the all-or-nothing action potential of the biological neuron, they communicate by sending precise floating-point numbers downstream to the next layer of processing units. Moreover, the standard neuron that is used in DNNs and other traditional neural networks is synchronous, without memory of previous actions, in contrast to spiking neurons which are asynchronous and integrate time in their internal operation.

A simple choice of a biologically-inspired unit of computation is the leaky integrate-and-fire (LIF) spiking neuron. We consider a modified version of the LIF neuron, which implements a homeostasis mechanism to balance overall network activity. LIF neurons naturally incorporate time in their operation, dynamically changing membrane potential and spiking threshold, yet are computationally simple enough to scale to large networks trained on many data examples. In our models, we use a network of LIF neurons, both excitatory and inhibitory, and additionally model synaptic conductances. Their membrane voltage \( v \) is given by

\[
\tau \frac{dv}{dt} = (v_{\text{rest}} - v) + g_e(E_{\text{exc}} - v) + g_i(E_{\text{inh}} - v),
\]

where \( v_{\text{rest}} \) is the resting membrane potential, \( E_{\text{exc}} \) and \( E_{\text{inh}} \) are the equilibrium potentials of excitatory and inhibitory synapses, and \( g_e \) and \( g_i \) are the conductances of excitatory and inhibitory synapses. The time constant \( \tau \) is chosen to be an order of magnitude larger for excitatory neurons than for inhibitory neurons. When a neuron’s membrane potential exceeds its membrane threshold \( v_{\text{threshold}} \), it fires an action potential (spike), increases \( v_{\text{threshold}} \) and resets back to \( v_{\text{reset}} \). The neuron then undergoes a short refractory period (approximately 5ms), during which it cannot fire any spikes.

Figure 1 shows a recording of a single neuron’s voltage as it integrates incoming action potentials as an instantaneous voltage change. Otherwise, voltage is decaying exponentially to \( v_{\text{rest}} = -65\text{mV} \). At time \( t = 39 \), the neuron’s membrane voltage exceeds \( v_{\text{threshold}} = -52\text{mV} \) and resets to \( v_{\text{reset}} = -65\text{mV} \).

**B. Spike-timing-dependent plasticity**

STDTP is used to modify the weights of synapses connecting certain neuron groups. We call the neuron from which a synapse projects `presynaptic`, and the one to which it connects `postsynaptic`. For the sake of computational efficiency, we use online STDTP, where values \( \alpha_{\text{pre}} \) and \( \alpha_{\text{post}} \) (synaptic traces) are recorded for each synapse, a simple decaying memory of recent spiking history. Each time a presynaptic (postsynaptic) spike occurs at the synapse, \( \alpha_{\text{pre}} \) (\( \alpha_{\text{post}} \)) is set to 1; otherwise, it decays exponentially to zero with a time course chosen in a biologically plausible range. When a spike arrives at the synapse, the weight change \( \Delta w \) is calculated using a STDTP learning rule. The rule we use in our simulations is given by

\[
\Delta w = \begin{cases} 
\eta_{\text{post}} \alpha_{\text{pre}} (w_{\text{max}} - w) & \text{on postsynaptic spike} \\
-\frac{\eta_{\text{pre}}}{\tau_g} \alpha_{\text{post}} w & \text{on presynaptic spike}
\end{cases}
\]

The terms \( \eta_{\text{post}}, \eta_{\text{pre}} \) denote learning rates, and \( w_{\text{max}} \) is the maximum allowed synaptic weight. There are many options for STDTP update rules, but we chose this form of update due to its computational efficiency and the observation that many Hebbian-like rules produced similar learning behavior in our SNNs. Our STDTP rule is illustrated in Figure 2.

All simulations are accomplished using the BRIAN spiking neural networks simulator.
C. Input encoding and simulation

MNIST examples are encoded in a population of Poisson spiking neurons [10]. Each input neuron is given an average firing rate $\lambda_i$ proportional to the intensity of the $i$-th input pixel. In both, baseline SNNs and C-SNNs, this same input layer is used to present the input data in an inherently noisy and time-varying fashion. This is in contrast to a typical machine learning approach, where the input data is immediately consumed at the first step of a learning or inference step. However, it is not uncommon to corrupt input data with noise in order to enforce a more robust data representation during training.

A single training iteration lasts for 350ms of simulation time (equations are evaluated every 0.5ms), and networks are run without input for 150ms between each example to “relax” back to equilibrium before the next iteration begins.

D. SNN architecture

To compare with the C-SNN, we consider a class of SNNs [5] consisting of a collection of three populations of neurons, or layers. The input layer is as described in Section III-C with a number of input neurons equal to the dimensionality of the input space.

The excitatory layer is composed of an arbitrary number of excitatory neurons, each of which receive STDP-modifiable synapses from the input layer. Each of these neurons connect to a unique neuron in the inhibitory layer, which connects back to all excitatory neurons, except for the neuron from which it receives its connection. The latter two connections are fixed; i.e., not modified by STDP during the training phase.

The task is to learn a representation of the dataset on the synapses connecting the input to the excitatory layer. In this case, the connectivity pattern between excitatory and inhibitory layers creates competition between neurons in the excitatory layer in which, after an initial transient at the start of each iteration, a firing excitatory neuron typically causes all other excitatory neurons to fall quiescent.

This behavior allows individual neurons to learn unique filters: the single most-spiked neuron on each iteration updates its synapse weights the most to match the current input digit, per the chosen STDP rule. Increasing the number of excitatory and inhibitory neurons has the effect of allowing a SNN to memorize more examples from the training data and recognize similar patterns during the test phase. The SNN network architecture is illustrated in Figure 3 and an example set of filters (for an SNN with 400 excitatory and inhibitory neurons) is shown in Figure 4.

E. C-SNN architecture

As with the SNN architecture, C-SNNs are organized into input, excitatory, and inhibitory neuron populations. We introduce parameters $k$, giving a convolution kernel size $k \times k$, $s$, horizontal and vertical convolution stride, and $n_{\text{patches}}$, giving the number of convolution patches to use. A convolution patch is a sub-population of excitatory neurons (coupled with equally sized inhibitory populations), the size of which is determined by parameters $k$ and $s$. A window of size $k \times k$ “slides” across the input space with stride $s$. Each portion of the input space, characterized by where the window falls, is connected with STDP-modifiable synapses to a single neuron in each of the $n_{\text{patches}}$ excitatory sub-populations.

Similar to the SNN connectivity, neurons in the excitatory sub-populations connect one-to-one with equally-sized inhibitory sub-populations; however, inhibitory neurons connect only to excitatory neurons in other sub-populations which share the same visual field; i.e., receive connections from the...
same region of input space.

A schematic of this architecture is shown in Figure 5. Example learned features for both *shared* and *un-shared weights* are shown in Figures 6 and 7. The columns index different excitatory neuron sub-populations, and rows index locations in the input space. In both cases, we set \( n_{\text{patches}} = 50 \), \( k = 16 \), and \( s = 4 \), which produces \( n_{\text{patch}} = 16 \) neurons per excitatory and inhibitory patch.

In Figure 7, each neuron has learned a unique filter or feature which may only appear in their visual field. Those neurons with visual fields near the edge of the input space tend to produce highly converged filters, while those near the center tend to be less confident. We argue that this is due to the fact that most inputs lie near the center of the input space, while relatively few examples extend to the borders. On the other hand, Figure 6 demonstrates how, with shared weights, C-SNNs may learn a set of features which are not necessarily dependent on any particular region of input space. Such features tend to be invariant to locations in the input while maintaining an interesting summarization of the properties of the data.

![Fig. 5: A depiction of the proposed convolutional spiking neural network architecture.](image)

![Fig. 6: Example shared weights: Each column corresponds to a unique feature learned by a single excitatory patch.](image)

Excitatory sub-populations, or *patches*, may be connected via STDP-modifiable synapses in several ways. We consider between-patch connectivity in which neurons in one excitatory patch are connected to neurons in another patch whose visual field borders that of the former neuron’s. The neighborhood is described by a number \( m \) of a neuron’s neuron spatial neighbors, which creates a lattice-like connectivity pattern between patches. The sub-populations which are connected may also be varied; one subpopulation may connect to all others, or only to a neighbor. A schematic of this connectivity for patches of size \( 3 \times 3 \) using a lattice neighborhood of size 8 is depicted in Figure 8.

![Fig. 7: Example unshared weights: Rows corresponds to unique locations in the input space, ranging from upper left to lower right corners.](image)

![Fig. 8: Between-patch lattice connectivity](image)

F. Evaluating learned representations

Although LM-SNNs are trained in an unsupervised manner, we may want to evaluate the quality of the representations they learn. The dataset representation is encoded in the learned weights of synapses connecting the input and excitatory layers. We use the activity of the neurons in the excitatory layer with their filter weights held fixed to (1) say what it means to *represent* input data from a certain class, and (2) *classify* new inputs based on historical network activity.

We perform a two-step procedure before the test phase to *label* excitatory neurons with the input category they represent, and then *classify* new data based on these labels and the spiking activity of the excitatory neurons on it, as in [5]. We call the first step *neuron labeling* and the second
voting. We consider a single neuron labeling method, in which excitatory neurons are assigned a label (0-9) according to its highest class-wise averaged firing rate over all training examples. Several different methods of voting were developed and evaluated in the C-SNN framework:

*all:* All excitatory neuron spikes are counted in the vote for the label of the input example. The data label with the highest average spiking rate is then used to classify the input.

*most-spiked:* The label assignment of the neuron which emitted the most spikes is used to classify the current input example.

*top percent:* Only the most-spiked $p$ percentile of neurons are permitted to cast a vote for the label of the input example. We chose a default value of $p = 10\%$, effectively preventing many low-activity (spurious) neurons from contributing to the classification of new data. Again, the label with the highest average spiking rate is chosen as the classification.

*correlation clustering:* On each training iteration, a vector of the indices of the most-spiked neurons per excitatory patch is recorded, along with the true input label. In the test phase, these vectors are created again for each input example. The test vectors are compared against the training vectors, and the label of the training vector with the minimal distance from a test vector is used to classify the test example.

In Section IV we evaluate networks with the above labeling and voting strategies.

### G. Computational complexity

A potential advantage of the spiking neural networks approach is the amount of computation required for training and testing relative to large deep learning models. SNNs trained with spike-timing-dependent plasticity are trained in real time; i.e., there is no need for both a forward and backward pass through the network, as with deep learning models trained with back-propagation [13]. Instead, all synapse weights evolve independently, according to the relative timing of spikes emitted by their pre- and post-synaptic neurons. This local learning rule is the key to training large networks while removing interdependence between learned parameters.

Let $m$ denote the number of excitatory and inhibitory neurons, $n$ the number of input neurons, and $k$ the number of convolution patches in a C-SNN. Weights from input to excitatory layers are continuously recorded, incurring a memory cost of $nm$. Membrane voltages for all excitatory, inhibitory neurons are updated on each timestep, requiring $2m$ calculations, and also update synaptic conductances for all inter-population connections, totaling $nm + m + (m-1)^2$ updates per time step, which incur an equally-sized memory cost. Synaptic traces are recorded for input to excitatory connections; i.e., $nm$ values recording a fading memory of pre- and post-synaptic spike activity. Synapse weight updates are performed as needed: in the event of a spike from a pre- or post-synaptic neuron, we update the strength of the connecting synapse according to the value of the synaptic traces and the form of the STDP learning rule. Depending on the input data, both input and excitatory neurons spike at average rates $r_X, r_E$, respectively, requiring approximately $r_X n m + r_E n$ weight updates per timestep. We estimated that $r_X \approx 4 \times 10^{-3}$ and $r_E \approx 2.75 \times 10^{-4}$ while training C-SNN networks of several sizes on the MNIST digit dataset for the first 1000 examples with a 0.5ms timestep. As the training phase progresses, fewer weight updates are made since network weights have converged to useful filters.

To simulate network dynamics and spiking activity for $T$ timesteps per example, the SNN and LM-SNN architectures require $T(3m + 2nm + (m-1)^2 + r_X m + r_E n) = O(T(nm + m^2))$ operations, and $3nm + (m-1)^2 + 3m = O(nm + m^2)$ memory overhead per data item. We use a default of $T_1 = 700$ (350ms at 0.5ms timestep) for each example, and $T_2 = 300$ (150ms at 0.5ms timestep) for inter-example network relaxation periods. However, per-example simulation time $T_1$ can be reduced by appropriately adjusting simulation parameters to adapt filter weights at a quicker pace while maintaining stable network activity. Resetting of network state variables after each input example may allow the removal of the inter-example relaxation period.

Although the time and memory estimates are quadratic in the number of excitatory and inhibitory neurons, network simulation may tractably scale to larger or multi-layered SNNs by using parallel computation. Learning with STDP, there is no need to wait for a forward propagating signal to reach the network’s output, or for an error signal back-propagation pass. Thus, network training may be massively parallelized to independently update synapse weights for all pairs of connected neurons. Improving network simulation to make better use of parallelization will drastically speed training and evaluation of spiking neural network architectures.

### IV. Results

We present classification accuracy results in Sections IV-A and IV-B and analyze the improved training convergence of C-SNNs to that of baseline SNNs [5] in IV-C. All networks are trained on 60,000 examples and evaluated on the 10,000 example test dataset. For every choice of model hyper-parameters, 10 independent trials are run, and the average test accuracy plus or minus a single standard deviation is reported.

Results for a baseline SNN [5] with various numbers of excitatory and inhibitory neurons are shown in Table I for comparison.

#### A. C-SNN: shared weights

We present results for C-SNNs in which neurons in the same sub-populations share the same image feature. In Table II there is no connectivity between excitatory neuron patches; in

| $n_{neurons}$ | baseline SNN |
|--------------|--------------|
| 100          | 80.71% ± 1.16% |
| 225          | 85.25% ± 1.48% |
| 400          | 88.74% ± 0.38% |
| 625          | 91.27% ± 0.29% |
| 900          | 92.63% ± 0.28% |
TABLE II: shared weights, no connectivity. $n_{\text{patches}} = 50$, $s = 2$

| $k$ | all | most-spiked | top % | correlation |
|-----|-----|-------------|-------|-------------|
| 8   | 63.13 ± 1.54% | 61.07 ± 1.67% | 67.97 ± 1.45% | 45.35 ± 1.87% |
| 10  | 66.86 ± 1.34% | 68.99 ± 1.83% | 72.50 ± 1.50% | 54.53 ± 1.74% |
| 12  | 63.45 ± 1.61% | 66.72 ± 1.48% | 71.27 ± 1.42% | 47.54 ± 1.68% |
| 14  | 64.31 ± 1.55% | 66.79 ± 1.74% | 69.19 ± 1.49% | 63.31 ± 1.48% |
| 16  | 59.27 ± 1.29% | 66.36 ± 1.58% | 67.76 ± 1.71% | 62.69 ± 1.63% |
| 18  | 56.15 ± 1.73% | 66.35 ± 1.46% | 67.40 ± 1.61% | 61.49 ± 2.02% |
| 20  | 61.00 ± 1.19% | 68.28 ± 1.74% | 70.22 ± 1.55% | 69.03 ± 1.33% |
| 22  | 68.84 ± 1.32% | 66.90 ± 1.22% | 69.22 ± 1.37% | 72.90 ± 1.26% |
| 24  | 68.24 ± 1.09% | 68.55 ± 0.98% | 70.17 ± 1.05% | 71.70 ± 1.17% |

Table III there is lattice connectivity between each excitatory patch and those patches immediately neighboring it. We have fixed the number of sub-populations to 50 and the convolution stride length to 2. Reported accuracies are low across all settings of kernel window side length $k$ and evaluation strategies, yet some voting schemes are preferred depending on the choice of parameter $k$.

B. C-SNN: unshared weights

Test accuracy results for C-SNNs where neurons in the same sub-populations are allowed to learn independent features are shown in Tables IV (no connectivity between excitatory patches) and V (connectivity between neighboring excitatory patches). Again, the number of patches is fixed to 50, and the stride length is fixed to 2. Allowing each neuron to specialize to a unique filter gave an approximate 20% increase in test accuracy across all settings of $k$ and voting schemes, although none of the results listed are able to beat the accuracy of baseline SNNs of a comparable size.

C. Convergence comparison

The connectivity pattern from inhibitory to excitatory neurons creates virtual sub-networks within each C-SNN; i.e., sub-populations of excitatory neurons compete to represent a particular region of input space. The kernel side length $k$ and stride $s$ determine the number of neurons per patch, while the number of patches parameter $n_{\text{patches}}$ describes how many neurons compete to represent features from each distinct visual field. This distributed method of network training allows for independent learning of many filters at once, granting the system an improvement in speed of feature learning and convergence to near-optimal classification accuracy.

We show smoothed accuracy curves from single training runs over the first training 12,000 iterations for both baseline SNNs and C-SNNs of various sizes in Figure 9. Classification accuracy is evaluated every 250 iterations: neurons are assigned labels using network spiking activity and labels from the previous 250 training examples, and the subsequent 250 examples are classified according to the assigned labels and the all voting strategy. C-SNNs tend to reach their optimal estimated accuracy after approximately 1,000 - 1,500 training examples, while larger SNNs have yet to catch up after all 12,000 iterations. Observe that there is no reason that networks should trend toward increasing for the entirety of training, as there is no supervision signal guiding parameter tuning or evaluation of the learned representation.

FIG. 9: Smoothed estimated accuracy over baseline SNNs and C-SNNs training phase.

Since $k$ is fixed to 16 and $s$ is to 2, each network has $49 \times n_{\text{patches}}$ excitatory and inhibitory neurons, while the compared SNNs have at most 900 excitatory and inhibitory neurons. However, C-SNNs with this configuration learns only...
16^2 parameters per excitatory neuron compares to the baseline SNN’s 28^2, giving a total of 16^2 \times 49 \times n_{patches} parameters per network. While the number of neurons remains large compared to the baseline SNN, the number of parameters is manageable especially in the case of large networks.

V. CONCLUSIONS AND FUTURE WORK

We have demonstrated a spiking neural network architecture capable of learning variously-sized features from image data. This distributed representation is possible due to the introduction of a windowed connectivity pattern between input and excitatory neuron populations, reminiscent of the successful convolutional neural network layer in the deep learning literature. Excitatory and inhibitory connectivity create a competitive learning aspect in which either location-invariant or dependent features can be learned faster than whole image prototypes at once.

Instead of a “global” learning rule which depends on information from a supervision signal, network parameters are tuned via a spike-timing-dependent plasticity rule. The relative timing and order of spikes of connected populations of neurons are utilized in combination with an inhibitory mechanism which encourages neurons to compete to represent different features. Unshared weights are modified at a rapid pace due to the introduction of inhibitory connectivity which encourages independent learning of different portions of input data.

The quality of learned image features is evaluated using neuron label assignments and several different voting strategies, in which recorded network activity is used to classify new input data. An important future direction is in developing a method of combining spiking activity from neurons with small filters into a meaningful description of the input data as a whole.

Composing image features of multiple sizes may also yield useful global information to use for classification. Extending this distributed representation is possible due to the introduction of inhibitory connectivity which encourages independent learning of different portions of input data.
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