We derive a thermodynamic uncertainty relation (TUR) for systems with unidirectional transitions. The uncertainty relation involves a mixture of thermodynamic and dynamic terms. Namely, the entropy production from bidirectional transitions, and the net flux of unidirectional transitions. The derivation does not assume a steady-state, and the results apply equally well to transient processes with arbitrary initial conditions. As every bidirectional transition can also be seen as a pair of separate unidirectional ones, our approach is equipped with an inherent degree of freedom. Thus, for any given system, an ensemble of valid TURs can be derived. However, we find that choosing a representation that best matches the systems dynamics over the observation time will yield a TUR with a tighter bound on fluctuations. More precisely, we show a bidirectional representation should be replaced by a unidirectional one when the entropy production associated with the transitions between two states is larger than the sum of the net fluxes between them. Thus, in addition to offering TURs for systems where such relations were previously unavailable, the results presented herein also provide a systematic method to improve TUR bounds via physically motivated replacement of bidirectional transitions with pairs of unidirectional transitions. The power of our approach and its implementation are demonstrated on a model for random walk with stochastic resetting and on the Michaelis-Menten model of enzymatic catalysis.
I. INTRODUCTION

The last three decades have seen significant progress in our understanding of out-of-equilibrium systems and processes. The celebrated fluctuation theorem replaces the inequality of the second law by an equality that connects the ratio of probabilities of symmetry related realizations to thermodynamic quantities [1–7]. This important result have shown the usefulness of assigning thermonodnamic interpretation to single realizations of an out-of-equilibrium process. A theoretical framework, termed stochastic thermodynamics, was built around this idea [8, 9]. Stochastic thermodynamics is well suited to describe single molecule experiments of molecular motors and machines which operate while being immersed in liquid environments [10].

One of the intriguing results in the field is the thermodynamic uncertainty relation (TUR) [11–13]. The TUR is a bound involving the mean value of a fluctuating current $J_T$, its variance $\text{Var}[J_T]$, and the average entropy production $\Sigma_T$ accumulated up to time $T$. In steady state, it takes the form

$$\frac{\text{Var} [J_T]}{\langle J_T \rangle^2} \geq \frac{2}{\Sigma_T},$$

in units where the Boltzmann’s constant is set to $k_B = 1$. Loosely speaking the TUR reveals that beyond a certain threshold, variance reduction, or increased precision, can only be obtained at the expense of increased dissipation. The TUR can be used to obtain bounds on the entropy production of a system without the need to know specific details about its structure [13]. The TUR was first suggested by Barato and Seifert [11], based on the study of several models, and was then derived using large deviation theory [12]. The simplicity, appealing physical interpretation, and generality of the TUR have led to many extensions and related results [15–34]. Two mathematical approaches were used to derive the TUR and its generalizations. The original proof was based on the large deviations formalism [12]. An alternative approach, based on the Cramér-Rao inequality have been used to re-derive the TUR and related results [35–37]. This information theoretic approach will also be used below.

To date, work on the TUR was mainly focused on systems that are in steady-state. The inability to describe fully time dependent processes was a major limitation of the theory. This serious gap in the theory was only closed very recently. In [38], Liu et. al. derived a TUR that is valid for systems with arbitrary initial states, and is thus applicable for finite-time relaxation processes. While this manuscript was being written, Koyuk and Seifert have presented a TUR that applies for processes with time dependent rates [39]. These two works significantly extend the applicability of TURs.

There is still a class of systems for which the TURs do not apply, namely systems with unidirectional transitions. Here, a unidirectional transition is one which has a finite rate $R_{ij} > 0$, while its reversed counterpart is forbidden, namely $R_{ji} = 0$. Systems with unidirectional transitions are less studied since much of stochastic thermodynamics is built upon local detailed balance, which can hold only for bidirectional transitions. Thus, it is not surprising that only a few papers were devoted to the stochastic thermodynamics of systems with unidirectional transitions [40–48].

Nevertheless, there are many instances where one is interested in physically relevant models that include unidirectional transitions. These may appear as an idealization of a process whose inverse rarely occurs on a relevant time-scale, or because they are meant to represent externally controlled events such as resetting (to be described below). As relevant examples consider the total asymmetric simple exclusion process (TASEP) [49], driven dissipative systems e.g., the inelastic Lorentz gas [50], directed percolation in liquid crystals [51], and the decay of an atom via spontaneous emission [52]. Such irreversible transitions also occur in cytoneme based morphogenesis [53], motor driven intracellular transport [54], backtracking recovery in RNA polymerization [55], and in models of population dynamics [56] and queuing [57] where irreversible transitions are manifested as catastrophes. Unidirectional transitions are also used to model chemical enzymatic reactions, in particular, the catalytic process [58, 59]. Quite ubiquitously, they also appear in discrete models of first passage problems [60].

A particular set of unidirectional transitions that has recently drawn considerable attention arises in systems with resetting. There, upon resetting, the system is returned to a predetermined state. Stochastic resetting was studied in connection with random search processes. Interestingly, it was found that the addition of resetting can reduce the mean time taken to complete the search, due to elimination of realizations with extremely long search completion times. This seminal result has led to an extensive research effort focused on the properties of stochastic resetting systems [62, 77]. In addition, resetting was recently realized experimentally [78, 79]. We refer to [63] for an extensive review of the subject. In stark contrast, to date only a few papers were devoted to the stochastic thermodynamics of resetting. Fuchs et. al. used stochastic thermodynamics to give a consistent thermodynamic interpretation of the resetting processes [40] and derived the first and second law for them. Stochastic resetting systems were also shown to satisfy integral fluctuation theorems in [61]. Recently, universality of work fluctuations followed up by the validation of the Jarzynski equality was studied for a stochastic resetting system [42]. Yet, a TUR for systems with stochastic resetting — and more generally for systems with unidirectional transitions — is still missing.
In this work we present a TUR for systems with unidirectional transitions. Our derivation is motivated by, and follows closely, the approach of Liu et. al. [38], but nevertheless extends it in two important aspects. First, we modify the original derivation to apply to unidirectional transitions. In addition, we also allow for non-current-like observables, such as the time spent in different states. Interestingly, the TUR we obtain includes a mixture of thermodynamic and dynamic contributions. Specifically, the entropy production term in the familiar TUR is replaced with a linear combination of the entropy production due to bidirectional transitions and the total flux (or activity) of the unidirectional transitions. The TUR we derive can be applied to bound the fluctuations of a diverse set of observables in various different setups. To illustrate the versatility of the formalism, we will demonstrate its power in and out of steady-state. We will also show how the freedom to treat bidirectional transitions as pairs of separate unidirectional transitions gives rise to a systematic, and physically motivated, method to improve bounds on fluctuations and make them tighter.

Our paper is organized as follows. In Sec. II we present the models that will be studied, namely Markovian jump processes with a combination of unidirectional and bidirectional transitions. In Sec. III we generalize the derivation of Liu et. al. [38] to systems with unidirectional transitions. In Sec. IV we present two applications of the TUR. The first is for the number of resetting events in a stochastic resetting system that is in a steady state. The second is for the probability to complete an enzymatic catalytic process by a certain finite time. We conclude in Sec. V.

II. MODEL AND SETUP

We consider systems whose dynamics can be modeled as a Markovian jump process on a network with a finite number of states, $N_j$. The physical properties of the system are determined by the connectivity of the network and the dependence of the transition rates on physical parameters. Let us denote the rate of the transition from state $j$ to $i$ by $K_{ij}^{(\alpha)}(t)$. Here, $\alpha$ is an index that is used to distinguish between several physically different transitions that occur between the same two states, e.g., due to coupling to different temperatures or particle reservoirs. The principle of micro-reversibility states that if $K_{ij}^{(\alpha)} > 0$ then also $K_{ji}^{(\alpha)} > 0$. In stochastic thermodynamics, it is also common to demand local detailed balance, for instance

$$\frac{K_{ij}^{(\alpha)}}{K_{ji}^{(\alpha)}} = \exp[\beta_{\alpha}(E_j - E_i)],$$

where $E_i$ is the energy of the $i$-th state. The principle of local detailed balance is based on the assumption that the transition is coupled to an environment that is in equilibrium with an inverse temperature $\beta_{\alpha}$. The condition (2) is needed for the model to be thermodynamically consistent. Eq. (2) is just an example for local detailed balance in a process where energy is exchanged. It should be modified if the transition involves an exchange of particles, or an externally applied non-conservative force. A thorough discussion of local detailed balance can be found in the review of stochastic thermodynamics by Seifert [9]. In what follows we will use the term bidirectional transitions to refer to transitions like the ones described above.

In addition to bidirectional transitions, we further allow unidirectional transitions between states. These are denoted by rates $R_{ij}^{(\gamma)} > 0$, with a reversed transition whose rate vanishes, $R_{ij}^{(\gamma)} = 0$. Here, $\gamma$ makes a distinction between unidirectional transitions, that occur between the same two states but are of different physical origin. Clearly, such transitions violate micro-reversibility and local detailed balance. We intentionally use different symbols for bidirectional and unidirectional transitions, since distinguishing them will help clarify many of the subsequent calculations. We note that while the distinction between unidirectional and bidirectional transitions is meant to represent properties of the model of interest (such as processes which almost never occur), there is nothing that prevents one from formally viewing a bidirectional transition as a pair of unidirectional ones. This freedom will be used later to clarify some aspects of the approximations that allow to treat transitions as unidirectional.

It is often convenient to depict a Markovian jump process as a graph, as is done in Fig. 1. The nodes of the graph correspond to the states of the model, whereas the links denote the allowed transitions. The net rate of transitions from state $j$ to state $i$ is

$$\Gamma_{ij}(t) = \sum_{\alpha} K_{ij}^{(\alpha)}(t) + \sum_{\gamma} R_{ij}^{(\gamma)}(t).$$

It is also useful to consider the escape rate out of state $j$

$$\lambda_j(t) = \Gamma_{jj}(t) = \sum_{i=1}^{N_j} \sum_{i \neq j} \Gamma_{ij}(t).$$
FIG. 1. An example for a graph representing a Markovian jump process. The model has four states, with five bidirectional transitions connecting them. These transitions (e.g., $K_{ab}^{(1)}$, $K_{ba}^{(1)}$) are denoted by two-sided arrows. Note that states $a$ and $b$ are connected by two distinct transitions with different rates (e.g. $K_{ab}^{(1)}$ and $K_{ba}^{(1)}$). These are assumed to have different physical origin. The transition from state $b$ to $d$ (denoted by $R_{db}$) is unidirectional, and is represented by a one-sided, red, dashed, arrow.

The probability to find the system in each state evolves according to a master equation

$$\frac{dP}{dt} = \Gamma P,$$

(5)

where $P(t)$ denotes a vector containing the probabilities to find the system in the different states at time $t$, and the matrix elements of $\Gamma$ are given in Eqs. (3) and (4).

If we follow the state of the system as a function of time we will observe a realization, or a history, of the process. Each history is characterized by a list of states the system was in, and the transitions the system made to pass between them. An example for such a history is $\omega = (i_0, t_0 = 0; i_1, t_1, \xi_1; i_2, t_2, \xi_2; \cdots ; i_n, t_n, \xi_n \leq T)$, where the transition from $i_{l-1}$ to $i_l$ happened at time $t_l$. Here $\xi$ is an index that identifies the transition that has taken place. It will point out to a bidirectional transition if it matches one of the $\alpha$’s, and to a unidirectional one if its value matches one of the $\gamma$’s that are allowed for this transition. Such histories (possibly coarse-grained) are observed in single molecule experiments on certain molecular motors and machines. To understand such stochastic processes we should consider all possible histories with a given final time, $T$, and their probabilities. Note that this family of histories include ones with different numbers of transitions, $n$. Let us say that we are interested in a physical quantity $F[\omega]$ that can be calculated for each history $\omega$. With the help of the probability density $P[\omega]$ of histories we can discuss its mean value $\langle F \rangle$ and its fluctuations. In the following we will need to consider both time-independent and time-dependent processes. We start by examining the simpler time-independent case.

For systems with time independent transition rates, we can characterize each history by the number of times each bidirectional transition was made, which is given by

$$n_{ij}^{(\alpha)}[\omega] = \sum_{l=1}^{n} \delta_{i_{l-1},j} \delta_{i_{l},i} \delta_{\xi_{l},\alpha},$$

(6)

and equivalently for unidirectional transitions. Another relevant quantity is the time spent in each state (i.e., the residence time) during such a history

$$\tau_i[\omega] = \sum_{l=1}^{n} \delta_{i_{l-1},i} (t_{l+1} - t_l).$$

(7)

Here we use the convention that $t_{n+1} = T$, or equivalently $\tau_n[\omega] = T - t_n$, to write Eq. (7) in a more compact form. This should not be taken to mean that there is a transition at $t_{n+1} = T$. The probability density of the history $\omega$ is
then given by \[9, 41\]

\[
\mathcal{P}[\omega] \equiv P_0(0) \exp \left( -\sum_{i=1}^{N_s} \lambda_i \tau_i [\omega] \right) \exp \left( \sum_{i,j,\alpha \neq j} n_{ij}^{(\alpha)} [\omega] \ln K_{ij}^{(\alpha)} \right) \exp \left( \sum_{i,j,\gamma \neq j} n_{ij}^{(\gamma)} [\omega] \ln R_{ij}^{(\gamma)} \right),
\]

where \(P_0(0)\) is the initial condition. The sum \(\sum_{i,j} X_{ij} = \sum_{j=1}^{N_s} \sum_{i=1}^{N_s} X_{ij}\) is a compact way of writing the sum over all transitions (ordered pairs of states). In what follows we adopt a notation in which the top subscript in a summation symbol denotes the variables being summed, while the bottom subscript gives additional restrictions, such as \(i \neq j\) or \(i > j\).

For processes with time independent rates, the physical quantities we will be interested in, are given by functionals of the form

\[
\mathcal{F}[\omega] \equiv \sum_{i=1}^{N_s} q_i \tau_i [\omega] + \sum_{i,j,\alpha \neq j} d_{ij}^{(\alpha)} n_{ij}^{(\alpha)} [\omega] + \sum_{i,j,\gamma \neq j} c_{ij}^{(\gamma)} n_{ij}^{(\gamma)} [\omega],
\]

where \(q_i, d_{ij}^{(\alpha)},\) and \(c_{ij}^{(\gamma)}\) are parameters that can be chosen so that \(\mathcal{F}\) can describe different physical quantities. The first term in Eq. (9) measures quantities related to residence times. The second term quantifies the contribution of bidirectional transitions. Here often one demands that \(d_{ij}^{(\alpha)}\) is antisymmetric, namely that \(d_{ij}^{(\alpha)} = -d_{ji}^{(\alpha)}\). The reason is that many physical quantities, including various currents and entropy production are obtained from antisymmetric \(d_{ij}\). The derivation of the TUR below utilizes this requirement in order to make a connection with the entropy production of bidirectional transitions. The last term in Eq. (9) gives the contribution from unidirectional transitions. Consequently, \(c_{ij}^{(\gamma)}\) need not be antisymmetric.

For time dependent processes the form of the probability density of histories and the functionals are more cumbersome as they depend on the values of the rates over the entire history course. In this case, it is convenient to define

\[
\chi_i(t) = \delta_{\omega(t),i},
\]

which is an indicator function that attains the value 1 if the system is in state \(i\) at time \(t\), and 0 otherwise. We also use

\[
\dot{n}_{ij}^{(\alpha)}(t) = \sum_{l=1}^{n} \delta_{i_{l-1},j} \delta_{i_l,i} \delta_{\gamma_l,\alpha} \delta (t - t_l),
\]

which is a sum of Dirac delta functions at the times that match the bidirectional transition \(j \to i\), via the \(\alpha\) channel; and equivalently for unidirectional transitions via the \(\gamma\) channel. Using these, the probability density of a history \(\omega\) in a time dependent process can be written as \[9, 41\]

\[
\mathcal{P}[\omega(t)] \equiv P_0(0) \exp \left[ -\int_0^T dt \left( \sum_{i=1}^{N_s} \lambda_i(t) \chi_i(t) - \sum_{i,j,\alpha \neq j} \dot{n}_{ij}^{(\alpha)}(t) \ln K_{ij}^{(\alpha)}(t) - \sum_{i,j,\gamma \neq j} \dot{n}_{ij}^{(\gamma)}(t) \ln R_{ij}^{(\gamma)}(t) \right) \right].
\]

The probabilities of histories are normalized such that \(\sum_\omega \mathcal{P}[\omega] = 1\), where the sum over histories should be understood as a sum over the number of transitions and integration over all the intermediate times. We note that the ensemble average over the histories of \(\chi_i(t)\) is the probability to be at state \(i\) at time \(t\),

\[
\langle \chi_i(t) \rangle = \sum_\omega \mathcal{P}[\omega(t)] \delta_{\omega(t),i} = P_i(t).
\]

Similarly, we have

\[
\langle \dot{n}_{ij}^{(\alpha)}(t) \rangle = K_{ij}^{(\alpha)}(t) P_j(t),
\]
which is the flux through channel $\alpha$ of bidirectional $j \rightarrow i$ transitions at time $t$; and equivalently for unidirectional transitions via the channel $\gamma$. For time-dependent processes, one may consider more general functionals, of the following form

$$\mathcal{F}[\omega] = \int_0^T dt \left( \sum_{i=1}^{N_x} q_i(t) x_i(t) + \sum_{\gamma \neq i,j} d_{ij}^{(\gamma)}(t) R_{ij}^{(\gamma)}(t) + \sum_{\gamma \neq i,j} c_{ij}^{(\gamma)}(t) R_{ij}^{(\gamma)}(t) \right). \tag{15}$$

This expression allows to consider time dependent weights $q_i(t)$ and counting fields $d_{ij}(t), c_{ij}(t)$. In what follows, we will mostly be interested in systems with time-independent rates and physical quantities that are described by the time-independent functional in Eq. (8). Note, however, that the derivation of the TUR requires us to also consider time-dependent extensions of the dynamics, and we will therefore need to use Eqs. (12) and (15) as well.

Consider the mean value of the functional, $F(T) = \langle \mathcal{F}[\omega] \rangle$. Substitution of Eqs. (13) and (14) in Eq. (15) gives

$$F(T) = \int_0^T dt \left[ \sum_{i=1}^{N_x} q_i(t) P_i(t) + \sum_{\gamma \neq i,j} d_{ij}^{(\gamma)}(t) K_{ij}^{(\gamma)}(t) P_j(t) + \sum_{\gamma \neq i,j} c_{ij}^{(\gamma)}(t) R_{ij}^{(\gamma)}(t) P_j(t) \right], \tag{16}$$

and equivalently

$$\frac{dF}{dt} = \sum_{i=1}^{N_x} q_i(t) P_i(t) + \sum_{\gamma \neq i,j} d_{ij}^{(\gamma)}(t) K_{ij}^{(\gamma)}(t) P_j(t) + \sum_{\gamma \neq i,j} c_{ij}^{(\gamma)}(t) R_{ij}^{(\gamma)}(t) P_j(t). \tag{17}$$

Eq. (16) will be the starting point for the derivation of the uncertainty relation. It is useful since it does not require enumerating all the histories of a process. It is therefore comparatively easy way of computing the mean value of a functional, as it only requires the solution of the master equation, and the calculation of a simple integral. An alternative derivation of Eq. (17) is presented in Appendix A.

### III. TUR WITH UNIDIRECTIONAL TRANSITIONS

In this section we derive a TUR for jump processes with unidirectional transitions. Our derivation extends the one presented in Ref. [38] to systems with unidirectional transitions, and is similarly based on the Cramér-Rao inequality. Consider a parameter dependent extension of the dynamics that is obtained by allowing the transition rates to depend on a parameter $\theta$. The rates $K_{ij,\theta}(t)$ and $R_{ij,\theta}(t)$ are assumed to depend smoothly on $\theta$, and reduce to the physical dynamics at $\theta = 0$. The physical, or equivalently the original, dynamics ($\theta = 0$) that we consider will have time independent rates. However, the system need not be at steady state since we will not make any demands regarding the initial conditions.

Although the initial condition, $P_i(0)$, is $\theta$-independent, the modified dynamics has a $\theta$-dependent probability distribution of histories, given by Eq. (12) with the $\theta$-dependent rates. Considering all the possible histories between $t = 0$ and $t = T$, one can view $\mathcal{F}[\omega]$ as a random variable, with probability density $\mathcal{P}_\theta[\omega]$. The mean $F_\theta(T) = \langle \mathcal{F}[\omega] \rangle$ and the variance of this random variable satisfies the generalized Cramér-Rao inequality [83][85]

$$\text{Var}_\omega \left[ \mathcal{F}[\omega] \right] \geq \frac{\left[ \frac{\partial F_\theta(T)}{\partial \theta} \right]^2}{\mathcal{I}(\theta)}, \tag{18}$$

where the Fisher Information is given by [83][85]

$$\mathcal{I}(\theta) = - \left\langle \frac{\partial^2}{\partial \theta^2} \ln \mathcal{P}_\theta(\omega) \right\rangle_\omega. \tag{19}$$

When $\theta = 0$, the variance in Eq. (18) is the variance of the functional $\mathcal{F}[\omega]$ in the physical (original) dynamics. However, the terms on the right hand side of Eq. (18) generally do not offer meaningful physical interpretation. The derivation of the TUR consists of identifying a correct parametrization of the transition rates that results in a physically meaningful bound. This will be done in the following.
The expression for $\mathcal{I}(\theta)$ can be obtained by substituting the $\theta$-dependent version of Eq. (12) into Eq. (19). This reveals that $\mathcal{I}(\theta)$ is the mean value of a functional of the form (20) with

$$q_i(t) = \frac{\partial^2 \lambda_i(t)}{\partial \theta^2},$$

$$d_{ij}^{(\alpha)}(t) = -\frac{\partial^2 \ln K_{ij}^{(\alpha)}(t)}{\partial \theta^2},$$

$$c_{ij}^{(\gamma)}(t) = -\frac{\partial^2 \ln R_{ij}^{(\gamma)}(t)}{\partial \theta^2}. $$

Note that we used the fact that the initial probability does not depend on the parameter $\theta$. As a result, the Fisher information can be recast as

$$\mathcal{I}(\theta) = \int_0^T dt \left( \sum_{i=1}^{N_s} \frac{\partial^2 \lambda_i(t)}{\partial \theta^2} P_{i,\theta}(t) - \sum_{i,j,\alpha \neq i,j} \frac{\partial^2 \ln K_{ij}^{(\alpha)}(t)}{\partial \theta^2} K_{ij}^{(\alpha)}(t) P_{j,\theta}(t) - \sum_{i,j,\gamma \neq i,j} \frac{\partial^2 \ln R_{ij}^{(\gamma)}(t)}{\partial \theta^2} R_{ij}^{(\gamma)}(t) P_{j,\theta}(t) \right).$$

The expression for $\mathcal{I}(\theta)$ can be simplified with the help of Eqs. (3) and (4). After a bit of algebra, and taking the limit $\theta \to 0$, we obtain

$$\mathcal{I}(0) = \int_0^T dt \left( \sum_{i,j,\alpha \neq i,j} P_j(t) K_{ij}^{(\alpha)}(t) \left[ \frac{\partial \ln K_{ij}^{(\alpha)}(t)}{\partial \theta} \right]_{\theta=0}^2 + \sum_{i,j,\gamma \neq i,j} P_j(t) R_{ij}^{(\gamma)}(t) \left[ \frac{\partial \ln R_{ij}^{(\gamma)}(t)}{\partial \theta} \right]_{\theta=0}^2 \right).$$

To evaluate the first derivatives in Eqs. (21) and (26) at $\theta = 0$, we employ a small $\theta$-expansion. We first note that the probabilities $P_{i,\theta}$ in Eqs. (21) and (26) are the solutions of the master equation

$$\dot{P}_\theta(t) = \Gamma_\theta(t) P_\theta(t),$$

where $\Gamma_\theta(t)$ is the rate matrix built from the $\theta$-dependent rates. Recalling Eq. (5), where $\Gamma(t)$ is the rate matrix for the original dynamics, we expand the probability and the rate matrix in Eq. (27) for small $\theta$

$$\Gamma_\theta(t) = \Gamma + \theta \Gamma_1(t) + O(\theta^2),$$

$$P_\theta(t) = P(t) + \theta P_1(t) + O(\theta^2).$$

We demand that the parametrization satisfies

$$\Gamma_1(t) P(t) = \Gamma P(t) = \dot{P}(t).$$
The condition in Eq. (30) allows to calculate \( P_1(t) \) with the help of a simple linear response calculation
\[
P_1(t) = \int_0^t dt' e^{\Gamma(t-t')} \Gamma_1(t') e^{\Gamma'} \mathbb{P}(0) = t \dot{\mathbb{P}}(t).
\] (31)
As a result, we have \( \mathbb{P}_0(t) = \mathbb{P}(t) + \theta t \dot{\mathbb{P}}(t) + O(\theta^2) \) and thus we can substitute \( \frac{dP_{\alpha}(t)}{d\theta} \bigg|_{\theta=0} = t \dot{P}_\alpha(t) \) in Eq. (21).

The condition (30) does not fully determine the form of the transition rates. To make further progress, we choose the following parametrization for the rates
\[
K_{ij}(t) = K_{ij}^{(\alpha)} \exp \left[ \theta \nu_{ij}^{(\alpha)}(t) \right], \quad \nu_{ij}^{(\alpha)}(t) = \frac{\partial}{\partial \theta} \ln K_{ij}(t) \bigg|_{\theta=0},
\] (32)
\[
R_{ij}(t) = R_{ij}^{(\gamma)} \exp \left[ \theta \mu_{ij}^{(\gamma)}(t) \right], \quad \mu_{ij}^{(\gamma)}(t) = \frac{\partial}{\partial \theta} \ln R_{ij}(t) \bigg|_{\theta=0}.
\] (33)
Eq. (30) is satisfied if we require that
\[
K_{ij}^{(\alpha)} \nu_{ij}^{(\alpha)}(t) P_i(t) - K_{ji}^{(\alpha)} \nu_{ji}^{(\alpha)}(t) P_j(t) = K_{ij}^{(\alpha)} P_i(t) - K_{ij}^{(\alpha)} P_j(t),
\] (34)
for every bidirectional transition. Similarly, for the unidirectional transitions we demand
\[
R_{ij}^{(\gamma)} \mu_{ij}^{(\gamma)}(t) P_j(t) = R_{ij}^{(\gamma)} P_j(t).\] (35)
Equations (34) and (35) mean that the partial contribution from each transition conforms with Eq. (30). Note that Eq. (35) gives \( \mu_{ij}^{(\gamma)}(t) = 1 \), and completely determines the parametrization of the unidirectional transitions. To determine \( \nu_{ij}^{(\alpha)}(t) \), we substitute Eq. (32) into the expression for the Fisher information (26) to obtain
\[
\mathcal{I}(0) = \int_0^T dt \left[ \sum_{i,j,\alpha} \left( P_j(t) K_{ij}^{(\alpha)} \left[ \nu_{ij}^{(\alpha)}(t) \right]^2 + P_i(t) K_{ji}^{(\alpha)} \left[ \nu_{ji}^{(\alpha)}(t) \right]^2 \right) + \sum_{i,j,\gamma} R_{ij}^{(\gamma)} P_j(t) \right].
\] (36)
Following [38], we connect the terms related to the bidirectional transitions in Eq. (36) to the entropy production, which is a well known observable in stochastic thermodynamics. Formally, this connection is done by demanding that
\[
P_j(t) K_{ij}^{(\alpha)} \left[ \nu_{ij}^{(\alpha)}(t) \right]^2 + P_i(t) K_{ji}^{(\alpha)} \left[ \nu_{ji}^{(\alpha)}(t) \right]^2 = \frac{1}{2} \left[ K_{ji}^{(\alpha)} P_i(t) - K_{ij}^{(\alpha)} P_j(t) \right] \ln \frac{K_{ji}^{(\alpha)} P_i(t)}{K_{ij}^{(\alpha)} P_j(t)}.
\] (37)
It was shown in [38] that Eqs. (34) and (37) have a unique time-dependent solution, and thus fully determine the parametrization \( \nu_{ij}^{(\alpha)}(t) \). One can now substitute Eq. (37) into Eq. (36) resulting in
\[
\mathcal{I}(0) = \int_0^T dt \left[ \frac{1}{2} \sum_{i,j,\alpha} \left[ K_{ji}^{(\alpha)} P_i(t) - K_{ij}^{(\alpha)} P_j(t) \right] \ln \frac{K_{ji}^{(\alpha)} P_i(t)}{K_{ij}^{(\alpha)} P_j(t)} + \sum_{i,j,\gamma} R_{ij}^{(\gamma)} P_j(t) \right] \]
\[
= \frac{1}{2} \int_0^T dt \, \sigma_{\text{rev}}(t) + \int_0^T dt \, J_{\text{uni}}(t),
\] (38)
where we have introduced
\[
\sigma_{\text{rev}}(t) = \sum_{i,j,\alpha} \left[ K_{ji}^{(\alpha)} P_i(t) - K_{ij}^{(\alpha)} P_j(t) \right] \ln \frac{K_{ji}^{(\alpha)} P_i(t)}{K_{ij}^{(\alpha)} P_j(t)},
\] (39)
as the entropy production rate due to the bidirectional transitions; and
\[
J_{\text{uni}}(t) = \sum_{i,j,\gamma} R_{ij}^{(\gamma)} P_j(t),
\] (40)
as the flux due to the unidirectional transitions. Naturally, $\Sigma_{\text{rev}} = \int_0^T dt \sigma_{\text{rev}}(t)$ is the total entropy produced due to the bidirectional transitions during the time window $T$. In contrast, $\Sigma_{\text{uni}} = \int_0^T dt J_{\text{uni}}(t)$ is the total flux (or activity) of the unidirectional transitions up to time $T$. Thus, Eq. (38) can be recast in the following way

$$I(0) = \frac{1}{2} \Sigma_{\text{rev}}(T) + \Sigma_{\text{uni}}(T). \quad (41)$$

The physical interpretation of both terms in Eq. (41) is apparent since it comprises of entropic contributions the bidirectional transitions plus the total flux (or activity) from the unidirectional ones.

What is left is to recast $\frac{\partial F_0}{\partial \theta} \big|_{\theta=0}$ [numerator on the RHS of Eq. (18)] in term of physical quantities. We now focus on time-independent functionals, assuming that $q_i$, $d^{(\alpha)}_{ij}$, and $c^{(\gamma)}_{ij}$ do not vary during the process. With the help of $d^{(\alpha)}_{ij} = -d^{(\alpha)}_{ji}$ (the asymmetric property) and a substitution of Eqs. (34) and (35) into Eq. (21) we find

$$\frac{\partial F_0(T)}{\partial \theta} \bigg|_{\theta=0} = \int_0^T dt \left( \sum_{i=1}^{N_s} q_i \dot{P}_i(t) + \sum_{i<j, \gamma} d^{(\alpha)}_{ij} K^{(\alpha)}_{ij} t \dot{P}_j(t) + \sum_{i<j} c^{(\gamma)}_{ij} R^{(\gamma)}_{ij} t \dot{P}_j(t) + \sum_{i<j} d^{(\alpha)}_{ij} \left[ K^{(\alpha)}_{ij} P_j(t) - K^{(\alpha)}_{ji} P_i(t) \right] + \sum_{i<j} c^{(\gamma)}_{ij} R^{(\gamma)}_{ij} P_j(t) \right). \quad (42)$$

We now note that the rate of change of $F(t) = \langle F[\omega] \rangle$ with time can then be written as

$$j(t) \equiv \frac{dF}{dt} = \sum_{i=1}^{N_s} P_i(t) q_i + \sum_{j>i, \gamma} d^{(\alpha)}_{ij} K^{(\alpha)}_{ij} t + \sum_{j>i} c^{(\gamma)}_{ij} R^{(\gamma)}_{ij}, \quad (43)$$

where we have used Eq. (17). We now take the time derivative of the above equation and compare terms with Eq. (42). After some simplifications, we arrive at the following relation

$$\frac{\partial F_0(T)}{\partial \theta} \bigg|_{\theta=0} = \int_0^T dt \left[ \frac{d}{dt} \{ j(t) \} - \sum_{i=1}^{N_s} q_i P_i(t) \right] = T j(T) - \sum_{i=1}^{N_s} \int_0^T dt q_i P_i(t), \quad (44)$$

which is the numerator on the RHS of Eq. (18). Plugging back the Fisher information from Eq. (38) and the above relation (44) in Eq. (18), the Cramér-Rao inequality takes the form

$$\text{Var}_{\omega} \left[ F(\omega) \right] \geq \frac{\left[ T j(T) - \sum_{i=1}^{N_s} \int_0^T dt q_i P_i(t) \right]^2}{\int_0^T dt \left[ \frac{1}{2} \sigma_{\text{rev}}(t) + J_{\text{uni}}(t) \right]}. \quad (45)$$

Equation (45) is the central result of this paper. It is a TUR-like relation that holds for models with unidirectional transitions, residence times and for arbitrary initial states. Furthermore, it was derived for quite general functionals, which are of the form (9). One can find bounds on various physical quantities by choosing different values for the parameters $q_i$, $c^{(\gamma)}_{ij}$, and $d^{(\alpha)}_{ij}$ of the functional. We apply this relation to several physically interesting examples in the next section. Before continuing we note that it is possible to generalize the bound also for systems that are externally driven. This can be modeled by considering transition rates that depend on a parameter $\lambda$ (not to be confused with the auxiliary parameter $\theta$) that varies with time. The only change in the derivation above is the appearance of an additional term in $\frac{d}{d\theta}$, which results in

$$\text{Var}_{\omega} \left[ F(\omega) \right] \geq \frac{\left[ T j(T) - \sum_{i=1}^{N_s} \int_0^T dt q_i P_i(t) - \int_0^T dt t \frac{\partial q_i}{\partial \lambda} \frac{d\lambda}{dt} \right]^2}{\int_0^T dt \left[ \frac{1}{2} \sigma_{\text{rev}}(t) + J_{\text{uni}}(t) \right]}. \quad (46)$$

Eq. (46) shows some similarities with the TUR recently derived by Koyuk et al when there are only bidirectional transitions (39).
IV. APPLICATIONS

In this section we explore applications of the TUR in Eq. (45). We focus on two physical problems that are often described using models with unidirectional transitions, namely stochastic resetting systems and models of enzymatic catalysis. The flexibility of Eq. (45) allows one to apply it to different stochastic quantities, as well as for different types of processes. To highlight this flexibility we apply the TUR to a steady-state system in the stochastic resetting context and to a transient system in the context of enzymatic catalysis. In each of the examples we obtain a TUR for one physically relevant quantity that is natural to the problem. Other inequalities can be derived from Eq. (45) by choosing different functionals.

A. Stochastic resetting systems

Stochastic dynamics with resetting can take place in continuous space, e.g., as in diffusion with resetting [62], or alternatively in discrete space by a jump process on a network [40, 41, 48, 50]. The TUR derived in the previous section is relevant for the latter type of dynamics. To model resetting in a jump process on a network one of the states, say $i_r$, is chosen to be the resetting state. Thus, after each resetting event, the system is brought back to that state. Since there are no anti-resetting events the resetting process is modeled by a set of unidirectional transitions that point from any state $i \neq i_r$ to the resetting state $i_r$. We study models in which the resetting process is Markovian, and denote the resetting rates by $r_{i} = R_{i-r}$. In addition, there are usual bidirectional transitions, with rates $K_{ij}$, between the states and even in absence of resetting the system can move stochastically between the states. Thus, the resulting stochastic dynamics exhibits a combination of bidirectional transitions, associated with a physical mechanism such as diffusion, and unidirectional transitions describing outside intervention that resets the system. An example for such a system is given in Fig. 2a. In this model one can make bidirectional transitions (or “diffuse”) among four states. In addition, the system also undergoes random resetting events that bring it back to state $i_r = 2$.

Let us consider such a model and record many histories with the same duration $T$. To simplify the considerations we assume that the resetting process is autonomous, with time independent rates. We also assume that the system is in steady-state, and denote its probability distribution by $\pi_i$. A natural quantity to study is the number of resetting events in a realization

$$N_r[\omega] = \sum_{i \neq i_r} n_{i, i}[\omega].$$

Crucially, this is a functional of the form (48), obtained by substituting $q_i = d_{ij} = 0$ and $c_{ij} = 1$ for $i = i_r$ and zero otherwise. The rate of resetting events at steady-state $j(T)$ is just the flux to the resetting state

$$j(T) = \sum_{i \neq i_r} r_{i} \pi_{i} = J_{uni}. \quad (48)$$

Thus, the mean number of resetting at steady state is simply given by $\langle N_r \rangle = T J_{uni}$. Similarly, the steady-state entropy production rate due to the reversible transitions is also time-independent and is given by

$$\sigma_{rev} = \sum_{i \neq i_r} K_{ij}^{(r)} \pi_{i} - K_{ij}^{(a)} \pi_{j} \ln \frac{K_{ij}^{(a)} \pi_{i}}{K_{ij}^{(r)} \pi_{j}}, \quad (49)$$

and hence $\Sigma_{rev} = T \sigma_{rev}$. The number of resetting events in a process of duration $T$ therefore satisfies the TUR

$$\frac{\text{Var} \left[ N_r \right]}{J_{uni}^2} \geq \frac{1}{2} \sigma_{rev} + J_{uni}. \quad (50)$$

Eq. (50) is obtained from Eq. (45) by substituting the values of the counting fields and taking into account the fact that the system is at steady state. We note that when all the resetting rates are equal the TUR can be simplified further since $j(T) = \langle N_r \rangle = r \sum_{i \neq i_r} \pi_{i} = r (1 - \pi_{i_r})$.

To test the inequality (50), we have considered a 4-state Markov network as shown in Fig. 2. For given rates we simulated the jump process starting from the steady state distribution. In each simulation we followed the system for a duration $T$, and counted the number of unidirectional (resetting) jumps that took place during this time. Repeating this process allowed us to calculate the variance of this random variable. The rest of the quantities in Eq. (50) were calculated from the steady-state distribution. We then repeated the calculations for systems with different values of the rates. These were chosen at random from a uniform distribution $U(0.01 : 10)$. The results are shown in Fig. 2b. It is clear that the inequality (50) is satisfied by all the examples we tested.
FIG. 2. Bounds on the fluctuations in the number of resetting transitions. Panel a) A 4-state Markov network with bidirectional (double sided arrows) and unidirectional (single sided arrows) transitions. Bidirectional transitions occur between two states while the unidirectional (resetting) transitions take from state $i = 1, 3, 4$ to the state $i = i_r = 2$. We prepare the system in steady state at time zero and count the total number ($N_r$) of resetting transitions till an observation time $T = 10$. Panel b) Demonstration of the TUR (50). Here, the variance of $N_r$ (circle markers in red) is plotted against $Q = \frac{T \sigma_{\text{rev}}}{\sigma_{\text{rev}} + \sigma_{\text{uni}}}$ for a given realization of the system depicted in panel (a). To properly test the TUR, we used random values for the bidirectional and resetting rates, which were taken from a uniform distribution $U(0.01 : 10)$. For each such set of rates, we have performed the averaging over $10^6$ stochastic trajectories. As can be seen from the plot, all the results lie above the gray line with slope 1, in agreement with the TUR of Eq. (50).

B. Enzyme kinetics

Enzymatic dynamics can be modeled as Markovian jump processes [58–60]. Moreover, such models often include unidirectional transitions. Fig. 3 depicts the canonical example of Michaelis-Menten kinetics. According to this model, a substrate molecule binds to the enzyme with a rate $k_{\text{on}}$. Once bound to the enzyme the substrate molecule can either dissociate with rate $k_{\text{off}}$, or undergo catalysis to form products with rate $k_{\text{cat}}$. The kinetic scheme in Fig. 3a can be used to study the dynamics of a single catalytic cycle (essentially a first passage problem that is also conditioned on a catalysis event that occurred at time $0^-$). The kinetic scheme depicted in Fig. 3b is obtained by returning the enzyme to its initial state after each catalytic event. It allows one to study the steady state of the enzyme. This makes the kinetic scheme of Fig. 3b very similar to the resetting systems studied above. In particular, a random variable which counts the number of completed cycles in a finite time would satisfy a TUR akin to Eq. (50). To highlight different aspects of the method we instead focus on deriving a TUR for the transient dynamics of the scheme depicted in Fig. 3a.

The unidirectional transitions in such models should be understood as approximations, or idealizations of the real reaction schemes in certain limits. They are used either because the reverse transition is so rare it is never observed, or if an experiment is stopped once a transition is observed for the first time. The neglected or ignored reverse transition is needed if one wishes to quantify the entropy production of that step in the cycle. However, the popularity of models with unidirectional transitions means that it will be very useful to be able to apply concepts such as TURs for their dynamics. Utilizing the theoretical framework developed in Sec. III, we will derive a TUR for the kinetic scheme depicted in Fig. 3a. We then use this simple model to examine the freedom of viewing a bidirectional transition - here the $1 \leftrightarrow 2$ transition - as a pair of unidirectional transitions. We show that this results in an additional bound and check to see which one is tighter.

1. TUR for a Michaelis-Menten model

The Michaelis-Menten scheme, and many other models of enzymes, are characterized by $n - 1$ states that are connected by bidirectional transitions, and one absorbing state, $n$. The system reaches the absorbing state when the enzymatic cycle is over. The transitions to that state are all assumed to be unidirectional. We note in passing that models with a more complex structure of unidirectional transitions can be treated using this general formalism as
FIG. 3. A jump process with Michaelis-Menten kinetics. Panel (a) denotes a scheme with transient dynamics that stops once the catalytic step has taken place. In the panel (b) the catalytic step brings the system back to the initial state, thereby allowing to study consecutive catalytic cycles and the enzyme’s steady state.

well. In particular, here we will be interested in the following functional

$$\mathcal{C}[\omega] = \sum_{i=1}^{n-1} n_{n,i}[\omega] = n_{3,2}[\omega],$$

where the last equality gives the expression of the functional for the Michaelis-Menten scheme depicted in Fig. 3a. This functional counts the number of irreversible transitions, and is therefore similar to the one studied in the previous subsection. However, in the context of the enzymatic model studied here, it acts as a random variable which tells us if the catalytic cycle is complete or not. Thus, $C(t)$ is an indicator function that gets the value 1 if the enzyme completed its cycle before time $t$, otherwise it is zero. Hence, the mean of this observable is given by

$$\langle C(t) \rangle = \text{Pr}(\text{cycle completion time} < t) = 1 - S(t),$$

where

$$S(t) = \sum_{i=1}^{n-1} P_i(t),$$

is the survival probability and $P_i(t)$ is the occupation probability at site $i$ at time $t$. Similarly, the variance of $\mathcal{C}$ can easily be calculated to give

$$\text{Var}(\mathcal{C}) = S(t)[1 - S(t)].$$

The TUR given by Eq. (45) can be readily adapted for the Michaelis-Menten model and this observable. The accumulated flux of irreversible transitions up to time $t$ is given by

$$\int_0^t dt' J_{\text{uni}}(t') = 1 - S(t),$$

where we have used the fact that $J_{\text{uni}}(t) = k_{\text{cat}}P_2(t) = \dot{P}_3(t)$ for the example studied here. For the Michaelis-Menten model the reversible entropy production is given by

$$\Sigma_{\text{rev}}(t) = \int_0^t dt' [k_{\text{on}}P_1(t') - k_{\text{off}}P_2(t')] \ln \frac{k_{\text{on}}P_1(t')}{k_{\text{off}}P_2(t')}.$$  

Finally, for this model the current $j(T)$ in the TUR (45) is the rate of completing the cycle at time $t$, namely $j(t) = \dot{P}_3(t) = -\dot{S}(t)$. Collecting everything, the TUR for the probability to complete a cycle at time $t$ can be recast as

$$S(t)[1 - S(t)] \geq \frac{t^2 \dot{S}^2(t)}{2 \Sigma_{\text{rev}}(t) + 1 - S(t)}.$$  

The dynamics of the Michaelis-Menten model can be easily solved. Assuming an initial condition of $P_1(0) = 1$, $P_2(0) = P_3(0) = 0$, one finds

$$P(t) = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} + \frac{\Lambda_3}{\Lambda_2 - \Lambda_3} \left( \frac{-\Lambda_2 - k_{cat}}{\Lambda_2} \right) e^{\Lambda_2 t} + \frac{\Lambda_2/k_{cat}}{\Lambda_3 - \Lambda_2} \left( \frac{-\Lambda_3 - k_{cat}}{\Lambda_3} \right) e^{\Lambda_3 t}. \tag{58}$$

Here $\Lambda_{2,3} = -\frac{\sigma \pm \Delta}{2}$, with $\sigma = k_{on} + k_{off} + k_{cat}$ and $\Delta = \sqrt{\sigma^2 - 4k_{on}k_{cat}}$, are the eigenvalues describing the decay rates of the probability distribution towards the absorbing state.

The two sides of the inequality in Eq. (57) are depicted in Fig. 4 for different values of the time, $t$, and binding rate $k_{on}$. It is clear that the TUR holds for all the parameters included in the figure. Moreover, both surfaces exhibit similar qualitative behavior as the parameters are varied. One should not use the results of Fig. 4 to deduce that the inequality is tight. If one examines the ratio of both sides of Eq. (57), one finds that the ratio is closest to 1 in the region where the variance is maximal. The model and observable studied here are quite simple. In particular, the fact that $C$ can get only two values makes its variance trivially related to its mean. Our results simply demonstrate the validity of the TUR to models of enzymes with transient dynamics.

2. Comparison of entropic and kinetic bounds

The simplicity of the Michaelis-Menten model can be used to illuminate a property of the derivation of the TUR. Namely, one can choose to treat any bidirectional transition as a pair of unidirectional ones. If we apply this to the $1 \iff 2$ transitions in Fig. 3, we find an additional inequality

$$S(t) [1 - S(t)] \geq \frac{t^2 \dot{S}(t)}{\Sigma_{uni}(t) + 1 - S(t)}, \tag{59}$$

where

$$\Sigma_{uni}(t) = \int_0^t dt' [k_{on} P_1(t') + k_{off} P_2(t')]. \tag{60}$$

Crucially both Eq. (57) and Eq. (59) are valid inequalities. Since both hold, one should rather ask which one is tighter and therefore more informative. Intuitively, one expects that this depends on specific details of the model, and in particular, how close are the 1 to 2 transition to being approximately unidirectional, for instance when the rate $k_{off}$ becomes small. Figure 5 shows a comparison of the “entropic” bound from Eq. (57) and the kinetic bound from Eq. (59). The upper, meshed surface, is the variance $S(t) [1 - S(t)]$ which is plotted as a function of $k_{off}$ and $t$. The
V. DISCUSSION AND CONCLUDING PERSPECTIVE

In this paper we have derived a thermodynamic uncertainty relation that can be applied to models with unidirectional transitions. Such models are used to study a variety of physically relevant processes, including stochastic resetting systems and enzymatic catalysis which were given here as illustrative examples. Interestingly, the TUR turns out to depend on the entropy production of bidirectional transitions and on the total activity (or flux) of the...
unidirectional transitions.

The derivation of our main result, Eq. (15), is based on the Cramér-Rao inequality. The derivation is an extension of the one given by Liu et al. [35] for bidirectional transitions to systems with unidirectional transitions. Since the derivation is not based on large deviation theory there is no need to assume that the system is in steady-state. Thus, beyond the ability to describe models with unidirectional transitions, the TUR obtained here can also be applied to processes that may not be at steady-state, such as a single cycle of an enzyme. This gives the freedom to examine the possible role of different initial conditions. An interesting time-dependent TUR was recently derived by Koyuk and Seifert [39]. However, we note that their TUR is valid for systems that has only the possible role of different initial conditions. An interesting time-dependent TUR was recently derived by Koyuk processes that may not be at steady-state, such as a single cycle of an enzyme. This gives the freedom to examine beyond the ability to describe models with unidirectional transitions, the TUR obtained here can also be applied to derivation is not based on large deviation theory there is no need to assume that the system is in steady-state. Thus, should this affect the usefulness of the TUR? In fact, the derivation presented above helps to clarify some of the aspects of the approximation in which one describes a transition as being unidirectional, as explained below.

Unidirectional transitions are often regarded as simplifications, or idealizations, of the real world, since the principle of microreversibility states that if a transition \( i \rightarrow j \) is possible, then so is its \( j \rightarrow i \) counterpart. One possible exception to this rule is resetting, which is viewed as something that is done by an external agent. One of the problems of models with unidirectional transitions is that the entropy production of those transitions is not well defined. Should the derivation of the TUR had considerable freedom. As discussed in Sec. [IV B] a pair of transitions \( K_{ij} \) and \( K_{ji} \) could be treated as a bidirectional transition, or as a pair of unidirectional transitions. This is in fact a general feature of the derivation, and is not restricted to the Michaelis-Menten model or to a specific transition. Both choices result in different, but valid, inequalities. The difference appears in the denominator on the right hand side of Eq. (15). If the \( ij \) transition is treated as bidirectional, the denominator includes a term that expresses the entropy production due to this transition namely

\[
\Sigma_{\text{rev}}^{(ij)} = \int dt \left[ K_{ij} P_j(t) - K_{ji} P_i(t) \right] \ln \left[ \frac{K_{ij} P_j(t)}{K_{ji} P_i(t)} \right].
\]

On the other hand, if one chooses a parametrization that treats the \( ij \) transitions as two unidirectional transitions, one finds an inequality in which the term above is replaced with

\[
\Sigma_{\text{uni}}^{(ij)} = \int dt \left[ K_{ij} P_j(t) + K_{ji} P_i(t) \right].
\]

It is important to note that both the terms are positive, and they are added to positive contributions from other transitions.

TUR like inequalities can be used to obtain bounds on system structure and properties from experimentally accessible fluctuations of observables. The discussion above points out that many such inequalities are valid, and that the entropy production is not the only relevant quantity. Which inequality should one use? The more informative bound is the one that is tighter. Luckily, finding the tightest inequality can be done by considering each transition separately. We believe that the choice depends on the process one wishes to study. If a pair of transitions \( i \rightarrow j \) and \( j \rightarrow i \) are close to being detailed balanced during the process, one should use the TUR with \( \Sigma_{\text{rev}}^{(ij)} \), and obtain a bound involving entropy production associated with this transition. If instead one of the transitions is very unlikely, the flux related term \( \Sigma_{\text{uni}}^{(ij)} \) is smaller, and thus the more informative bound will include this term instead of the entropy production, since it is very large in such cases. This was made clear in the enzymatic catalysis example studied in Sec. [IV B

Following this argument, it is helpful to view unidirectional transitions as a limit in which the rate of a transition goes to zero. In that case the entropy production diverges, and a bound that is based on the entropy production is therefore trivial and non informative as it simply states that the variance is positive. Our derivation, in fact, shows that one can obtain an alternative, and tighter, bound that involves the net flux of transitions.

One of the possible usage of TURs is to deduce information regarding the topology of transitions and other parameters from measurable observables. It will be interesting to find out how to effectively use the freedom, shown in this paper, to choose different parametrizations that result in different but physically meaningful inequalities for this purpose. This is left for future research.
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Appendix A: Alternative derivation of Eq. (17)

In this appendix we present an alternative derivation of the expression for the mean value of the functional $F$. To this end, let us consider the joint probability $Q_i(f, t) = \sum_{\omega} P[\omega|\chi_i(t)] \delta [F(\omega(0 : t)) - f]$, 

\begin{equation}
Q_i(f, t) = \sum_{i=1}^{N_s} Q_i(f, t),
\end{equation}

to find the system in state $i$, and with $F(t) = f$, at time $t$. This joint probability has the marginals

\begin{equation}
P_i(t) = \int df \ Q_i(f, t).
\end{equation}

We wish to write an evolution equation for $Q_i(f, t)$. To do so we identify the various processes that may change $f$ and $i$ in an infinitesimal time step between $t - dt$ and $t$. For instance, the system will be in state $i$ with $F[\omega] = f$ at time $t$ if it was at $i$ with $F[\omega] = f - q_i dt$ at time $t - dt$ and no transition was made in the time interval $dt$. Similarly, if the system was at state $j$ with $F[\omega] = f - d_{ij}(\alpha)$ at time $t - dt$ it can reach state $i$ with $F[\omega] = f$ by making the $j \rightarrow i$ transition (via $\alpha$). By including all such incoming and outgoing transitions, one arrives at the following evolution equation

\begin{equation}
\frac{\partial Q_i(f, t)}{\partial t} = -\frac{\partial Q_i(f, t)}{\partial f} q_i(t) + \sum_{j=1}^{N_s} Q_j(f - d_{ij}(\alpha)(t), t) K_{ij}^{(\alpha)}(t) + \sum_{j=1}^{N_s} Q_j(f - c_{ij}^{(\gamma)}(t), t) R_{ij}^{(\gamma)}(t) - Q_i(f, t) \lambda_i(t).
\end{equation}

Equation [A4] should be supplemented with the initial condition

\begin{equation}
Q_i(f, 0) = P_i(0) \ \delta(f).
\end{equation}

We note that the evolution of joint distribution of thermodynamic variables such as work, or entropy production, and the state of the system, is commonly studied in the field (see for instance Refs. [6, 80–82]). We can now express the mean value of the functional $F$ as

\begin{equation}
F(t) = \langle F(\omega) \rangle = \sum_{i=1}^{N_s} \int df \ f \ Q_i(f, t).
\end{equation}

Taking a time derivative of both sides, we have

\begin{equation}
\frac{dF}{dt} = \sum_{i=1}^{N_s} \int df \ f \ \frac{\partial Q_i(f, t)}{\partial t}.
\end{equation}

Substituting the expression for $\frac{\partial Q_i(f, t)}{\partial t}$ from Eq. (A4) into Eq. (A7) results in

\begin{equation}
\frac{dF}{dt} = \sum_{i=1}^{N_s} \int df \ f \left( -\frac{\partial Q_i(f, t)}{\partial f} q_i(t) + \sum_{j=1}^{N_s} Q_j(f - d_{ij}(\alpha)(t), t) K_{ij}^{(\alpha)}(t) + \sum_{j=1}^{N_s} Q_j(f - c_{ij}^{(\gamma)}(t), t) R_{ij}^{(\gamma)}(t) - Q_i(f, t) \lambda_i(t) \right).
\end{equation}

It is not a priori clear what is gained by this substitution, but it turns out that the above expression can be simplified considerably. This is done by changing the integration variables of the part that is related to bidirectional transitions. After recasting, we have

\begin{equation}
\sum_{j=1}^{N_s} \int df \ f \ Q_j \left( f - d_{ij}^{(\alpha)}(t), t \right) K_{ij}^{(\alpha)}(t) = \sum_{j=1}^{N_s} d_{ij}^{(\alpha)}(t) K_{ij}^{(\alpha)}(t) P_j(t) + \int df' f' Q_j(f', t) K_{ij}^{(\alpha)}(t),
\end{equation}

\begin{equation}
Q_j(f', t)
\end{equation}
and the terms related to unidirectional transitions can be treated similarly. Substitution of these terms back into Eq. \((A8)\) with the use of Eqs. \((3)\) and \((4)\) lead to some cancellations, and we find

\[
\frac{dF}{dt} = - \sum_{i=1}^{N} \int df \ f \frac{\partial Q_i(f, t)}{\partial f} q_i(t) + \sum_{j, j \neq i} \delta_{ij}(t)K_{ij}(t)P_j(t) + \sum_{j, j \neq i} \epsilon_{ij}(t)R_{ij}(t)P_j(t). \tag{A10}
\]

Next, one employs integration by parts on the first term on the RHS of the above expression

\[
\int df \ f \left( \frac{\partial Q_i(f, t)}{\partial f} \right) q_i(t) = -\int df \ Q_i(f, t)q_i(t) \bigg|_{f=-\infty}^{f=\infty} + \int df \ Q_i(f, t) q_i(t) = q_i(t)P_i(t), \tag{A11}
\]

where in the last line we have used Eq. \((A3)\). Here we assumed that for any finite time \(\lim_{|f| \to \infty} fQ_i(f, t) = 0\). Finally, collecting all the terms together in Eq. \((A10)\), we arrive at Eq. \((17)\).
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