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ABSTRACT
Mobile apps that use location data are pervasive, spanning domains such as transportation, urban planning and healthcare. Important use cases for location data rely on statistical queries, e.g., identifying hotspots where users work and travel. Such queries can be answered efficiently by building histograms. However, precise histograms can expose sensitive details about individual users. Differential privacy (DP) is a mature and widely-adopted protection model, but most approaches for DP-compliant histograms work in a data-independent fashion, leading to poor accuracy. The few proposed data-dependent techniques attempt to adjust histogram partitions based on dataset characteristics, but they do not perform well due to the addition of noise required to achieve DP. We identify density homogeneity as a main factor driving the accuracy of DP-compliant histograms, and we build a data structure that splits the space such that data density is homogeneous within each resulting partition. We show through extensive experiments on large-scale real-world data that the proposed approach achieves superior accuracy compared to existing approaches.
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1 INTRODUCTION
Statistical analysis of location data, typically collected by mobile apps, helps researchers and practitioners understand patterns within the data, which in turn can be used in various domains such as transportation, urban planning and public health. At the same time, significant privacy concerns arise when locations are directly accessed. Sensitive details about individuals, such as political or religious affiliations, alternative lifestyle habits, etc., can be derived from users’ whereabouts. Therefore, it is essential to account for user privacy and protect location data.

Differential privacy (DP) [9] is a well-established protection model for statistical data processing. DP allows answering aggregate queries (e.g., count, sum) while hiding the presence of any specific individual within the data. In other words, the query results do not permit an adversary to infer with significant probability whether a certain individual’s record is present in the dataset or not. DP achieves protection by injecting random noise in the query results according to well-established rules. It is a powerful semantic model adopted by both government entities (e.g., Census Bureau) as well as major industry players.

In the location domain, existing DP-based approaches build a spatial index structure, and perturb index node counts using random noise. Subsequently, queries are answered based on the noisy node counts. Building DP-compliant index structures has several benefits: first, querying indexes is a natural approach for most existing spatial processing techniques; second, using an index helps quantify and limit the amount of disclosure, which becomes infeasible if one allows arbitrary queries on top of the exact data; third, query efficiency is improved. Due to large amounts of background knowledge data available to adversaries (e.g., public maps, satellite imagery), information leakage may occur both from query answers, as well as from the properties of the indexing structure itself. To deal with the structure leakage, initial approaches used data-independent index structures, such as quad-trees, binary space partitioning trees, or uniform grids (UG). No structural leakage occurred, and the protection techniques focused on improving the signal-to-noise ratio in query answers. However, such techniques perform poorly when the data distribution is skewed.

More recently, data-dependent approaches emerged, such as adaptive grids (AG), or kd-tree based approaches [15, 20]. AG overcomes the rigidity of UG by providing a two-level grid, where the first level has fixed granularity, and the second uses a granularity derived from the coarse results obtained from the first level. While it achieves improvement, it is still a rather blunt tool to account for high variability in dataset density, which is quite typical of real-life datasets. Other more sophisticated approaches tried to build kd-trees or R-trees in a DP-compliant way, but to do so they used DP mechanisms such as the exponential mechanism (EM) (discussed in Section 2) which are difficult to tune and may introduce significant errors in the data. In fact, the work in [20] shows that data-dependent structures based on EM fail to outperform AG.

Our proposed Homogeneous Tree Framework (HTF) is addressing the problem of DP-compliant location protection using a data-dependent approach that focuses on building index structures with homogeneous intra-node density. Our key observation is that density homogeneity is the main factor influencing the signal-to-noise ratio for DP-compliant spatial queries (we discuss this aspect in detail in Section 3). Rather than using complex mechanisms like EM which have high sensitivity, we derive theoretical results that can directly link index structure construction with intra-node data density based on the lower-sensitivity Laplace mechanism (introduced in Section 2). This novel approach allows us to build effective
Figure 1: System model for private location histograms.

index structures capable of delivering low query error without excessive consumption of privacy budget. HTF is custom-tailored for capturing areas of homogeneous density in the dataset, which leads to significant accuracy gains. Our specific contributions are:

- We identify data homogeneity as the main factor influencing query accuracy in DP-compliant spatial data structures;
- We propose a custom technique for homogeneity-driven DP-compliant space partitioning based on the Laplace mechanism, and we perform an in-depth analysis of its sensitivity;
- We derive effective DP budget allocation strategies to balance the noise added during the building of the structure with that used for releasing query answers;
- We propose a set of heuristics to automatically tune data structure parameters based on data properties, with the objective of minimizing overall error in query answering;
- We perform an extensive empirical evaluation showing that HTF outperforms existing state-of-the-art on real and synthetic datasets under a broad range of privacy requirements.

The rest of the paper is organized as follows: Section 2 presents background information and introduces the problem definition. Section 3 provides the overview of the proposed framework, followed by technical details in Section 4. We evaluate our approach empirically against the state-of-the-art in Section 5. We survey related work in Section 6 and conclude in Section 7.

2 BACKGROUND AND DEFINITIONS

Private publication of location histograms follows the two-party system model shown in Fig. 1. The data owner/curator first builds an exact histogram with the distribution of locations on the map. Non-trusted users/analysts are interested in learning the population distribution over different areas, and perform statistical queries. The goal of the curator is to publish the location histogram without the privacy of any individual being compromised. To this end, the exact histogram undergoes a sanitizing process according to DP to generate a private histogram. In our proposed method, a tree-based algorithm is applied for protection, and the tree’s nodes, representing a private histogram of the map, are released to the public. Analysts/researchers ask unlimited count queries that are answered from the private histogram. Furthermore, they may download the whole private histogram, and the protection method remains strong enough to protect the identity of individuals in the database.

2.1 Differential Privacy

Consider two databases $D$ and $D'$ that differ in a single record $t$, i.e., $D' = D \cup \{t\}$ or $D' = D \setminus \{t\}$. $D$ and $D'$ are commonly referred to as neighboring or sibling.

| Symbol | Description |
|--------|-------------|
| $\epsilon_{\text{tot}}$ | Total privacy budget |
| $\epsilon_{\text{height}}, \epsilon_{\text{data}}$ | Height estimation, data perturbation budget |
| $\epsilon_{\text{prt}}, \epsilon', \epsilon''$ | Partitioning budget: total, per level, per round |
| $\sigma_k$ | Objective function output for index $k$ |
| $c_{ij}$ | Number of data points in row $i$ and column $j$ |
| $h$ | Tree height |

Table 1: Summary of notations.

Definition 1 ($\epsilon$-Differential Privacy[8]). A randomized mechanism $\mathcal{A}$ provides $\epsilon$-DP if for any pair of neighbor datasets $D$ and $D'$, and any $S \in \text{Range}(\mathcal{A})$,

$$\frac{Pr(\mathcal{A}(D) = S)}{Pr(\mathcal{A}(D') = S)} \leq e^\epsilon$$

(1)

Parameter $\epsilon$ is referred to as privacy budget. $\epsilon$-DP requires that the output $S$ obtained by executing mechanism $\mathcal{A}$ does not significantly change by adding or removing one record in the database. Thus, an adversary is not able to infer with significant probability whether an individual’s record was included or not in the database.

An important property of DP is composability[10]: running in succession multiple mechanisms that satisfy DP with privacy budgets $\epsilon_1, \epsilon_2, ..., \epsilon_n$, results in $\epsilon$-differential privacy where $\epsilon = \sum_{i=1}^{n} \epsilon_i$.

There are two common methods to achieve differential privacy: the Laplace mechanism and the exponential mechanism (EM). Both approaches are closely related to the concept of sensitivity, which captures the maximal difference achieved in the output by adding or removing a single record from the database.

Definition 2 ($L_1$-Sensitivity[9]). Given sibling datasets $D, D'$ the $L_1$-sensitivity of a set $f = \{f_1, ..., f_m\}$ of real-valued functions is:

$$\Delta f = \max_{\forall D, D'} \sum_{i=1}^{m} |f_i(D) - f_i(D')|$$

2.1.1 Laplace Mechanism. The Laplace mechanism is a widely used technique to achieve $\epsilon$-DP. It adds to the output of a query function $f$ noise drawn from Laplace distribution Lap$(b)$ with scale $b$, where $b$ depends on two factors: sensitivity and privacy budget.

$$\text{Lap}(x|b) = \frac{1}{2b}e^{-|x|/b} \quad \text{where} \quad b = \frac{\Delta f}{\epsilon}$$

(2)

To simplify notation, we denote Laplace noise by Lap$(\frac{\Delta f}{\epsilon})$, as it only depends on the sensitivity and budget.

2.1.2 Exponential Mechanism. The exponential mechanism (EM) is another approach to achieve $\epsilon$-DP when the output of a computation is not numerical. With EM, the output is drawn from a probability distribution chosen based on a utility function. Consider the generalized problem where for an input $d$, output $s$ is chosen from the space denoted by $S$, i.e. $s \in S$. The utility function $u$ takes as input two parameters $d$ and $s$, and returns a real value $r$ measuring the quality of $s$ as a solution for the input $x$. EM aims to determine in a differentially private way $\max_{s \in S} u(x, s)$. In general a single record may have a significant impact on the utility, hence the required noise may grow large, leading to poor accuracy.
within the partition, and the answer $\epsilon$ others. Limitations of existing work have been thoroughly evaluated on specific datasets (e.g., uniform) and quite poorly when applied to others. Current solutions have poor accuracy, which limits their practicality. Some methods tend to perform better when applied to specific datasets (e.g., uniform) and quite poorly when applied to others. Limitations of existing work have been thoroughly evaluated in [13], and we review them in Section 6.

### 3 HOMOGENEOUS-TREE FRAMEWORK

Our proposed approach relies on two key observations to reduce the noise error and uniformity error. To address noise error, one needs to carefully calibrate the sensitivity of each operation performed, in order to reduce the magnitude of required noise. We achieve this objective by carefully controlling the depth of the indexing structure. To control the impact of uniformity error, we guide our structure-construction algorithm such that each resulting partition (i.e., internal node or leaf node) has a homogeneous data distribution within its boundaries.

Homogeneity ensures that uniformity error is minimized, since a query that does not perfectly align with the boundaries of an internal/leaf node is answered by scaling the count within that node in proportion with the overlap between the query and the node. None of the existing works on DP-compliant data structures has directly addressed homogeneity. Furthermore, conventional spatial indexing structures (designed for non-private data access) are typically designed to optimize criteria other than homogeneity (e.g., reduce node area or perimeter, control the data count balance across nodes). As a result, existing approaches that use such structures underperform when DP-compliant noise is present.

We propose a Homogeneous-Tree Framework (HTF) which builds a customized spatial index structure specifically designed for DP-compliant releases. We address directly aspects such as selection of structure height, a homogeneity-driven node split strategy, and careful tuning of privacy budget for each structure level. Our proposed data structure shares similarities with kd-trees, due to the specific requirements of DP: namely, (1) nodes should not overlap, since that would result in increased sensitivity, and (2) the leaf set should cover the entire data domain, such that an adversary cannot exclude specific areas by inspecting node boundaries. However, as shown in previous work, using kd-trees directly for DP releases leads to poor accuracy [7, 13].

Similar to kd-trees, HTF divides a node into two sub-regions across a split dimension, which is alternated through successive levels of the tree. The root node covers the whole dataset. Figure 2b provides an example of a non-private simplified version of the proposed HTF construction applied on a $3 \times 3$ grid (frequency matrix). HTF consists of three steps:

(A) Space partitioning aims to find an enhanced partitioning of the map such that the accuracy of the private histogram is maximized. HTF performs heuristic partitioning based on a homogeneity metric we define. At every split, we choose the coordinate that results in the highest value of the homogeneity metric. For example, in the running example (Fig. 2b) node $B_1$ is split into $C_1$ and $C_2$, which are homogeneous partitions. However, the metric evaluation is not straightforward in the private case, as metric computation for each candidate split point consumes privacy budget. We use the Laplace mechanism to determine an advantageous split point without consuming large amounts of budget. As part of HTF, a search mechanism is used to select plausible candidates for evaluation and find a near-optimal split position. The total privacy budget allocated for the private partitioning is denoted by $\epsilon_{\text{part}}$.

(B) Data sanitization starts by traversing the tree generated in the partitioning step. At each node, a certain amount of budget is used to perturb the node count using the Laplace mechanism.

![Figure 2: Example of HTF partitioning. The dashed rectangles show the query.](image)

2.2 Problem Formulation

Consider a two-dimensional location dataset $D$ discretized to an arbitrarily-fine $N \times M$ grid. Each point is represented by its corresponding rectangular cell in the grid. We study the problem of releasing DP-compliant histograms to answer count queries as accurately as possible. Cell counts are modeled via an $N \times D$ histogram. The result of the query shown by the dashed rectangle is denoted by $C$. The cells are grouped in four partitions $C_1, C_2, C_3,$ and $C_4$, each entailing 0, 12, 4 and 2 data points, respectively. Independent noise with the same magnitude is added to each partition’s count denoted by $n_1, n_2, n_3,$ and $n_4$, and released to the public as a DP histogram. The result of the query shown by the dashed rectangle can be calculated as $(12 + n_2)/4 + (2 + n_4)/2$.

**Problem 1.** Generate a DP histogram of dataset $D$, such that the expected value of relative error (MRE) is minimized, where for a query $q$ with the true count $c$ and noisy count $\overline{c}$ RE is calculated as

$$\text{MRE}(q) = \frac{|c - \overline{c}|}{c} \times 100$$

In the past, several approaches have been developed for Problem 1. Still, current solutions have poor accuracy, which limits their practicality. Some methods tend to perform better when applied to specific datasets (e.g., uniform) and quite poorly when applied to others. Limitations of existing work have been thoroughly evaluated in [13], and we review them in Section 6.
Based on the sanitized count, HTF evaluates the stop condition (i.e., whether to follow the downstream path from that node or release it as is), which is an important aspect in building private data structures. The private evaluation of stop conditions enables HTF to avoid over- or under-partitioning of the space, and preserve good accuracy. Revisiting the example in Fig. 2b, suppose that we do not want to further partition the space when the number of data points in a node is less than 7. Once HTF reaches node $B_2$, the actual node count (6) is noise-perturbed. The value of the sanitized count may be less than 7 after sanitization, leading to pruning at $B_2$ and stopping further partitioning. Finally, the tree’s leaf set (i.e., sanitized count of each leaf node) is released to the public. The total budget used for data sanitization is denoted by $\epsilon_{\text{data}}$.

(C) Height estimation is another important HTF step. Tree height is an important factor in improving accuracy, as it influences the budget allocated at each index level. HTF dedicates a relatively small amount of budget ($\epsilon_{\text{height}}$) to determine an appropriate height.

The total budget consumption of HTF ($\epsilon_{\text{tot}}$) is the sum of budgets used in each of the three steps:

$$
\epsilon_{\text{tot}} = \epsilon_{\text{prt}} + \epsilon_{\text{data}} + \epsilon_{\text{height}}
$$

The DP composition rules in the case of HTF apply as follows:

- **Sequential decomposition**: The sum of budgets used for node splits along every tree path adds up to the total budget available for partitioning.
- **Parallel decomposition**: The budget allocated for partitioning nodes at the same level is independent, since the nodes at the same level have non-overlapping extents.

### 4 TECHNICAL APPROACH

Section 4.1 introduces the split objective function used in HTF, and provides its sensitivity analysis. Section 4.2 focuses on HTF index structure construction. Section 4.3 presents the data perturbation algorithm used to protect leaf node counts.

#### 4.1 Homogeneity-based Partitioning

Previous approaches that used kd-tree variations for DP-compliant indexes preserved the original split heuristics of the kd-tree: namely, node splits were performed on either median or average values of the enclosed data points. To preserve DP, the split positions were computed using the exponential mechanism (Section 2) which computes a merit function for each candidate split. However, such an approach results in poor query accuracy [13].

We propose homogeneity as the key factor for guiding splits in the HTF index structure. This decision is based on the observation that if all data points are uniformly distributed within a node, then the uniformity error that results when intersecting that node with the query range is minimized. At each index node split, we aim to obtain two new nodes with a high degree of intra-node density homogeneity. Of course, since the decision is data-dependent, the split point must be computed in a DP-compliant fashion.

For a given node of the tree, suppose that the corresponding partition covers $U \times V$ cells of the $N \times M$ grid (i.e., frequency matrix), in which the count of data points located in its $i^{th}$ row and $j^{th}$ column is denoted by $c_{ij}$. Without loss of generality, we discuss the partitioning method w.r.t. the horizontal axis (i.e., rows). The aim is to find an index $k$ which groups rows 1 to $k$ into one node and rows $k + 1$ to $U$ into another, such that homogeneity is maximized within each of the resulting nodes (we also refer to resulting nodes as clusters). We emphasize that the input grid abstraction is used in order to obtain a finite set of candidate split points. This is different than alternate approaches that use grids to obtain DP-compliant releases. Furthermore, the frequency matrix can be arbitrarily fine-grained, so discretization does not impose a significant constraint.

The proposed split objective function is formally defined as:

$$
o_k = \frac{k}{\sum_{i=1}^{U} \sum_{j=1}^{V} c_{ij} - \mu_1} + \frac{U - k}{\sum_{i=k+1}^{U} \sum_{j=1}^{V} c_{ij} - \mu_2},
$$

where

$$
\mu_1 = \frac{\sum_{i=1}^{k} \sum_{j=1}^{V} c_{ij}}{k \times V}, \quad \mu_2 = \frac{\sum_{i=k+1}^{U} \sum_{j=1}^{V} c_{ij}}{(U - k) \times V}.
$$

The optimal index $k^*$ minimizes the objective function.

$$
K^* = \arg \min_k o_k
$$

Consider the example in Figure 2b and the partitioning conducted for node $B_1$. There exist three possible ways to split rows of the frequency matrix: (i) separate the top row of cells resulting in clusters $\{[0,0]\}$ and $\{[3,3],[3,3]\}$ yielding the objective value of zero in Eq. (5); (ii) separate the bottom row of cells resulting in two clusters $\{[0,0],[3,3]\}$ and $\{[3,3]\}$ yielding the objective value of 6, or (iii) no division is performed, yielding the objective value of 8. Therefore, the proposed algorithm will select the first option ($k^* = 2$), generating two nodes $C_1$ and $C_2$.

Note that the value of $k^*$ is not private, since individual location data were used in the process of calculating the optimal index. Hence, a DP mechanism is required to preserve privacy. Thus, we need to assess the sensitivity of $k^*$, which represents the maximum change in the split coordinate that can occur when adding or removing a single data point. The sensitivity calculation is not trivial, since a single data point can cause the optimal split to shift to a new position far from the non-private value. Another challenge is that the exponential mechanism, commonly used in literature to select candidates from a set based on a cost function, tends to have high sensitivity, resulting in low accuracy.

#### 4.1.1 Baseline Split Point Selection.

We propose a DP-compliant homogeneity-driven split point selection technique based on the Laplace mechanism. As before, consider $U \times V$ frequency matrix of a given node and a horizontal dimension split. Denote by $\theta_k$ the objective function for split coordinate $k$ among the $U$ candidates. There are $U$ possible outputs $\Theta = (\theta_1, \theta_2, ..., \theta_U)$, one for each split candidate. In a non-private setting, the index corresponding to the minimum $\theta_i$ value would be chosen as the optimal division. To preserve DP, given that the partitioning budget per computation is $\epsilon_{\text{prt}}''$, we add independent Laplace noise to each $\theta_i$, and then select the optimal value among all noisy outputs.

$$
\overline{\Theta} = (\overline{\theta}_1, \overline{\theta}_2, ..., \overline{\theta}_U) = O + \text{Lap}(2/\epsilon_{\text{prt}}''),
$$

where $\text{Lap}(2/\epsilon_{\text{prt}}'')$ denotes a tuple of $U$ independent samples of Laplace noise. Note that since the grid is fixed, enumerating split candidates as cell coordinates is data-independent, hence does not
This means that the calculation of each individual split candidate are referred to as including three. The split corresponding to the minimum value is chosen to satisfy DP. The split corresponding to the minimum value is chosen according to a sensitivity of 2, as proved in Theorem 1 (proof in Appendix A).

**Theorem 1 (Sensitivity of Partitioning).** The sensitivity of cost function $o_k$ for any given horizontal or vertical index $k$ is 2.

We refer to the above approach as the baseline approach. One challenge with the baseline is that the calculation of noise is performed separately for each candidate split point, and since the computation depends on all data points within the parent node, the budget consumption adds up according to sequential composition. This means that the calculation of each individual split candidate in $\mathcal{E}$ may receive only $1/U$ of the budget available for that level.

For large values of $U$, the privacy budget per computation becomes too small, decreasing accuracy. This leads to an interesting trade-off between the number of split point candidates evaluated and the accuracy of the entire release. On one hand, increasing the number of candidates leads to a higher likelihood of including the optimal split coordinate in the set $\mathcal{E}$; on the other hand, there will be more noise added to each candidate’s objective function output, leading to the selection of a sub-optimal candidate. Next, we propose an optimization which finds a good compromise between number of candidates and privacy budget per candidate.

### 4.1.2 Optimized Split Point Selection

We propose an optimization that aims to minimize the number of split point candidate evaluations required, and searches for a local minimum rather than the global one. Algorithm 1 outlines the approach for a single split step along the $y$-axis (i.e., row split). Inputs to Algorithm 1 include (i) the frequency matrix $F_{u,v}$ of the parent node, (ii) the total budget allocated for the partitioning per level of the tree $c_{\text{pr}}$, and (iii) variable $T$ which bounds the maximum number of objective function computations — a key factor indicating the extent of search, and thus of the budget per operation. The proposed approach is essentially a search tree, determining the candidate split to minimize the objective function’s output. The search starts from a wide range of candidates and narrows down within each interval until reaching a local minimum, similar to a binary search.

Let $\{l, \ldots, r\}$ represent the index range where the search is conducted, initially set to the first and last possible index of the input frequency matrix. At every iteration of the main ‘for’ loop, the search interval is divided into four equal length sub-intervals, including three inner points and two boundary point. The inner points are referred to as split indices. The objective function is calculated for each of these candidates, and perturbed using Laplace noise to satisfy DP. The split corresponding to the minimum value is chosen as the center of the next search interval, and its immediate ‘before’ and ‘after’ split positions are assigned as the updated search boundaries $l$ and $r$). Hence, in every iteration, two new computations of the objective function are performed, except the first run which has a single computation. Therefore, the total number of private evaluations sums to $(2T + 1)$ each perturbed with the privacy budget of $c''_{\text{pr}} = c'_{\text{pr}}/(2T + 1)$.

### 4.2 HTF Index Structure Construction

Our proposed HTF index structure is built in accordance to the split point selection algorithm introduced in Section 4.1. The HTF construction pseudocode is presented in Algorithm 2. Each node stores the rectangular spatial extent of the node (node.region), its children (node.left and node.right), real data count (node.count), noisy count (node.ncount), and the node’s height in the tree.

The root of the tree represents the entire data domain ($N \times M$ frequency matrix) and its height is denoted by $h$. Deciding the height of the tree is a challenging task: a large height will result in a smaller amount of privacy budget per level, whereas a small one does not provide sufficient granularity at the leaf level, decreasing query precision. We estimate an advantageous height value using a small amount of budget ($c_{\text{height}}$) to perturb the total number of data records based on the Laplace mechanism:

$$|\mathcal{D}| = |D| + \text{Lap}(1/c_{\text{height}}).$$

Next, we set the height to:

$$h = \log_2 \left( \frac{|D|c_0}{c_0} \right)$$

The formula is motivated by the work in [20]. The authors show that when data are uniformly distributed in space, using a grid with a lower granularity of $\sqrt{\frac{|D|c_0}{c_0}} \times \sqrt{\frac{|D|c_0}{c_0}}$ improves the mean relative error, where the value of constant $c_0$ is set to 10 experimentally. We emphasize that the approach does not indicate that the number of leaves on the tree is $\frac{|D|c_0}{c_0}$, but the information contained in this number is merely used as an estimator of the tree’s height. This estimation is formally characterized in [13] and referred to as scale-epsilon exchangeability property. The intuition is that the error due to decreasing the amount of budget used for the estimation is offset by having a larger number of data points in the entire dataset.
Algorithm 2 DP space partitioning

1: function PrivatePartitioning(node, \( \epsilon'_\text{prt} \))
2: if node.height=0 then
3: return node
4: axis \( \leftarrow \) node.height mod 2
5: node.count \( \leftarrow \) sum(node.region)
6: OptIdx \( \leftarrow \) GetSplitPoint(node.FreqMatrix, \( \epsilon'_\text{prt} \), axis, T)
7: leftC, rightC \( \leftarrow \) split node on OptIdx
8: node.leftChild \( \leftarrow \) PrivatePartitioning(leftChild, \( \epsilon'_\text{prt} \))
9: node.rightChild \( \leftarrow \) PrivatePartitioning(rightChild, \( \epsilon'_\text{prt} \))

The last input to the algorithm is the budget allocated per level of the partitioning tree. We use uniform budget allocation to allocate the budget between levels denoted as \( \epsilon'_\text{prt} = \epsilon_{\text{prt}} / h \).

Starting from the root node, the proposed algorithm recursively creates two child nodes and decreases height by one. This is done by splitting the underlying area of the node into two hyperplanes based on Algorithm 1. The division is done on the \( y \) dimension if the current height is an even number and in the \( x \) dimension otherwise. The algorithm continues until reaching the minimum height of zero, or to a point where no further splitting is possible.

4.3 Leaf Node Count Perturbation

Once the HTF structure is completed, the final step of our algorithm is to release DP-compliant counts for index nodes, so that answers to queries can be reconstructed from the noisy counts. The total partitioning budget adds up to \( \epsilon_{\text{height}} + \epsilon_{\text{prt}} \), where \( \epsilon_{\text{height}} \) was used to estimate the tree height and \( \epsilon_{\text{prt}} \) budget to generate the private partitioning tree. The data perturbation step uses the remaining \( \epsilon_{\text{data}} \) amount of budget and releases node counts according to the Laplace mechanism.

One can choose various strategies to release index node counts. At one extreme, one can simply release a noisy count for each index node; in this case, the budget must be shared across nodes on the same path (sequential composition), and can be re-used across different paths (parallel composition). This approach has the advantage of simplicity, and may do well when queries exhibit large variance in size – it is well-understood that when perturbing large counts, the relative error is much lower, since the Laplace noise magnitude only depends on sensitivity, and not the actual count.

However, in practice, queries tend to be more localized, and one may want to allocate more budget to the lower levels of the structure, where the actual counts are smaller, thus decreasing relative error. In fact, as another extreme, one can concentrate the entire \( \epsilon_{\text{data}} \) on the leaf level. However, doing so can also decrease accuracy, since some leaf nodes have very small real counts.

Our approach takes a middle ground, where the available \( \epsilon_{\text{data}} \) is spent to (i) determine which nodes to publish and (ii) ensure sufficient budget remains for the noisy counts. Specifically, we publish only leaf nodes, but these are not the same leaves returned by the structure construction algorithm. Instead, we perform an additional pruning step which uses the noisy counts of internal nodes to determine a stop condition, i.e., the level at which a node count is likely to be small enough that a further recursive along that path is not helpful to obtain good accuracy. Effectively, we perform pruning of the tree using a small fraction of the data budget, and then split the remaining budget among the non-pruned nodes along a path. This helps decrease the effective height of the tree across each path, and hence the resulting budget per level increases.

Next, we present in detail our approach that contributes two main ideas: (i) how to determine smart stop (or pruning) conditions based on noisy internal node counts, and (ii) how to allocate perturbation budget across shortened paths.

The proposed technique is summarized in Algorithm 3: it takes as inputs the root node of the tree generated in the data partitioning step; the remaining budget allocated for the perturbation of data \( \epsilon_{\text{data}} \); a tracker of accumulated budget \( \epsilon_{\text{accu}} \); a stop condition predicate denoted by \( \text{cond} \); and the nominal tree height \( h \) as computed in Section 4.2. Similar to prior work [7], we use a geometric progression budget allocation strategy, but we enhance it to avoid wasting budget on unnecessarily long paths. The intuition behind this strategy is to assign more budget to the nodes located in the lower levels of the tree, since their actual counts are lower, and hence larger added noise impacts the relative error disproportionately high. Conversely, at the higher levels of the tree, where actual counts are much higher, the effect of the noise is negligible.

Eq. (11) formulates this goal as a convex optimization problem.

\[
\min_{\epsilon_0,...,\epsilon_h} \sum_{i=0}^{h} 2^{h-i}/\epsilon_i^2 \quad (11)
\]

where

\[
\sum_{i=0}^{h} \epsilon_i = \epsilon, \quad \epsilon_i > 0 \quad \forall i = 0...h \quad (12)
\]

Writing Karush-Kuhn-Tucker (KKT) [4] conditions, the optimal allocation of budget can be calculated as:

\[
L(\epsilon_1, ..., \epsilon_h, \lambda) = \sum_{i=0}^{h} 2^{h-i}/\epsilon_i^2 + \lambda \sum_{i=0}^{h} \epsilon_i - \epsilon \quad (14)
\]

\[
\Rightarrow \frac{\partial L}{\partial \epsilon_i} = -2^{h-i+1}/\epsilon_i^3 + \lambda = 0 \quad (15)
\]

\[
\Rightarrow \epsilon_i = \frac{2^{h-i+1}}{\lambda 3^{h+1}}. \quad (16)
\]

and substituting \( \epsilon_i \)'s in the constraint of problem the optimal budget in the \( i \)-th level is derived as

\[
\epsilon_i = \frac{2^{h-i}/3^i}{(2(2^{1/3})^{h+1}-1)} \quad (17)
\]

The algorithm starts the traversal from the partitioning tree’s root and recursively visits the descendant nodes. Once a new node is visited, the first step is to use the node’s height to determine the allocated budget \( \epsilon_{\text{data}} \) based on geometric progression. Recall that the nodes on the same level follow parallel decomposition of the budget as their underlying areas in space do not overlap. Additionally, the algorithm keeps track of the amount of budget used so far on the tree, optimizing the budget in later stages. Next, the computed value of \( \epsilon_{\text{data}} \) is utilized to perturb the node.count by adding Laplace noise, resulting in noisy count node.ncount.
The stop condition we use takes into account the noisy count in the current internal node (i.e., count threshold); and the spatial extent of the internal node threshold (i.e., extent threshold). If none of the thresholds is met for the current node, the algorithm recursively visits the node’s children; otherwise, the algorithm prunes the tree considering that the current node should be a leaf node. In the latter case, the algorithm subtracts the accumulated budget used so far on that path from the root, and uses the entire remaining budget available to perturb the count. This significantly improves the utility, as geometric allocation tends to save most of the budget for the lower levels of the tree. Revisiting the example in Figure 2b, suppose that the stop condition is to prune when the underlying area consists of less than four cells. During the data perturbation process, the node \( B_2 \) is turned into a leaf node due to its low number of cells. At this point, the node’s children are removed, and its noisy count is determined based on the remaining budget available on the lower levels of the tree.

5 EXPERIMENTAL EVALUATION

5.1 Experimental Setup

We evaluate HTF on both real and synthetic datasets:

**Los Angeles Dataset.** This is a real subset of the Veraset dataset [22]1, including location measurements of cell phones within LA city. In particular, we consider a large geographical region covering a 70 \( \times \) 70 km\(^2\) area centered at latitude 34.05223 and longitude -118.24368. The selected data generates a frequency matrix of 3.5 million data points during a time period between Jan 1-7 2020.

**Synthetic dataset.** We generate locations according to a Gaussian distribution as follows: a cluster center, denoted by \((x_c, y_c)\), is selected uniformly at random. Next, coordinates for each data point \( x \) and \( y \) are drawn from a Gaussian distribution with the mean of \( x_c \) and \( y_c \), respectively. We model three sparsity levels by using three standard deviation (\( \sigma \)) settings for Gaussian variables: low (\( \sigma = 20 \)), medium (\( \sigma = 50 \)), and high (\( \sigma = 100 \)) sparsity.

We discretize the space to a 1024 \( \times \) 1024 frequency matrix. We use as performance metric the mean relative error (MRE) for range queries. Similar to prior work [13, 20, 23, 26], we consider a smoothing factor of 20 for the relative error, to deal with cases when the true count for a query is zero (i.e., relative error is not defined). Each experimental run consists of 2,000 random rectangular queries with center selected uniformly at random. We vary the size of queries to a region covering (2%, 6%, 10%) of the dataspace.

5.2 HTF vs Data Dependent Algorithms

Data-dependent algorithms aim to exploit users’ distribution to provide an enhanced partitioning of the map. The state-of-the-art data-dependent approach for DP-compliant location publication is the k-d-tree technique from [7]. The k-d-tree algorithm generates the partitioning tree by splitting on median values, which are determined using the exponential mechanism. We have also included the smoothing post-processing step from [14, 20] which resolves inconsistencies within the structure (e.g., using the fact that counts in a hierarchy should sum to the count of an ancestor).

Fig. 3 presents the comparison of the HTF algorithm with k-d-tree approaches, namely: (i) geometric budget allocation in addition to smoothing and post-processing labelled as KdTree (geo); (ii) uniform budget allocation including smoothing and post-processing labelled as KdTree (uniform); (iii) HTF algorithm with the partitioning budget per level set to \( \epsilon'_{\text{prt}} = 5E - 4 \); and (iv) HTF algorithm with \( \epsilon'_{\text{prt}} = 5E - 3 \). Recall that \( \epsilon'_{\text{prt}} \) denotes the budget per level of partitioning, and therefore, given the tree’s height as \( h \), the remaining budget for perturbation is derived as \( \epsilon_{\text{data}} = \epsilon_{\text{tot}} - \epsilon'_{\text{prt}} \times h - \epsilon_{\text{height}} \).

The value of \( \epsilon_{\text{height}} \) in the experiments is set to \( 1E - 4 \), the HTF’s \( T \) value is set to 3, and stop condition thresholds are set to no less than 5 cells or 100 data points. Moreover, for the k-d-tree algorithm, 15% of the total budget is allocated to implement the partitioning.

In Figs. 3a, 3b, and 3c, the MRE performance is compared for different values of \( \epsilon_{\text{tot}} \) over a workload of uniformly located queries with random shape and size. HTF clearly outperforms k-d-tree for all height settings. Looking at the MRE performance, the k-d-tree algorithm follows a parabolic shape commonly occurring in tree-based algorithms, meaning that the MRE performance reaches its best values at a particular height, and further partitioning of the space increases the error. This is caused by excessive partitioning in low-density areas. HTF, on the other hand, is applying stop conditions to avoid the adverse effects of over-partitioning, and is able to estimate the optimal height beforehand. Figs. 3d, 3e, and 3f, show the results when varying query size (for square shape queries). HTF outperforms the k-d-tree algorithm significantly.

5.3 HTF vs Grid-based Algorithms

Grid-based approaches are mostly data-independent, and they partition the space using regular grids. The uniform grid (UG) approach uses a single-layer fixed size grid, whereas its successor adaptive grid (AG) method considers two layers of regular grids: the first layer is similar to UG, whereas the second uses a small amount of data-dependent information (i.e., noisy query results on the first layer) to tune the second layer grid granularity.

Fig. 4 presents the comparison of HTF with AG and UG. For HTF, we consider several stop condition thresholds. HTF consistently outperforms grid-based approaches, especially when the total privacy budget is lower (i.e., more stringent privacy requirements).

---

1 Veraset is a data-as-a-service company that provides anonymized population movement data collected through location measurement signals of cell phones across USA.
The impact of the stop count condition on HTF depends on the underlying distribution of data points. For the Los Angeles dataset, MRE is relatively larger for small values of $\epsilon_{\text{tot}}$. The performance improves and reaches its near-optimal values around stop count 50, and ultimately worsens when the stop count becomes larger. This matches our expectation as, on one hand, small values of stop count result in over-partitioning, and on the other hand, when the stop count is too large, the partitioning tree cannot reach the ideal heights, resulting in high MRE values.

Figures 4d, 4e, and 4f, show the obtained results for varying query sizes (2%, 6%, and 10% of the data domain). HTF outperforms both AG and UG. Note that all three algorithms are adaptive and change their partitioning according to the number of data points. Therefore, in low privacy regimes, the structure of algorithms may cause fluctuations in the accuracy. However, as the privacy budget grows, the algorithms reach their maximum partitioning limit, and increasing the budget always results in lower MRE.

5.4 HTF vs Data Independent Algorithms

The most prominent DP-compliant data-independent technique [7] uses QuadTrees. The technique recursively partitions the space into four equal size quadrants. Two commonly used budget allocation
techniques used in [7] are geometric budget allocation (geo) and uniform budget allocation. For a fair comparison, we have also included the smoothing post-processing step from [20, 24].

Fig. 5 presents the comparison results. Figures 5a, 5b, 5c are generated using random shape and size queries, and several different height settings. Note that the fanout of QuadTrees is double the fanout of HTF, so the height represented by \(2^k\) in the figures corresponds to the implementation of QuadTree with the height of \(k\). The error of the QuadTree approach is large for small heights, then improves to its optimal value, and rises again significantly as height further increases, due to over-partitioning. Similar to kd-trees, no systematic method has been developed for QuadTree to determine optimal height, whereas the HTF height selection heuristic yields levels \(15, 16, \) and \(17\) for the allocated privacy budget of \(0.1, 0.3,\) and \(0.5,\) respectively. HTF outperforms QuadTree for all settings of \(\varepsilon_{\text{tot}}\). Figures 5d, 5e, and 5f show the accuracy of HTF and QuadTree for square-shaped randomly placed queries of varying size. HTF outperforms QuadTree in all cases.

5.5 Additional Benchmarks

To further validate HTF performance, we run experiments on the Los Angeles dataset as well as six synthetic datasets generated using Gaussian distribution. Fig. 6 presents the comparison of all algorithms with randomly generated query workload and a privacy budget of \(\varepsilon_{\text{tot}} = 0.1\). Three additional algorithms are used as comparison benchmarks, (i) Singular algorithm – preserving differential privacy by adding independent Laplace noise to each entry of the frequency matrix, (ii) Uniform algorithm in which Laplace noise is added to the total count of the grid with the assumption that data are uniformly distributed within the grid, and (iii) the Privlet [23] algorithm based on wavelet transformations.

Fig. 6 shows that HTF consistently outperforms existing approaches. For the denser datasets (\(\sigma = 20\)) the gain compared to approaches designed for uniform data (e.g., UG, AG, Quadtrees) is lower. As data sparsity grows, the difference in accuracy between HTF and the benchmarks increases. HTF performs best on a relative basis for lower \(\varepsilon'_{\text{tot}}\), i.e., more stringent privacy requirements.

6 RELATED WORK

The comprehensive benchmark analysis in [13] showed that the dimensionality and scale of the data directly determine the accuracy of an algorithm. For one-dimensional data, both data-dependent and data-independent methods perform well. The hierarchical method in [14] uses a strategy consisting of hierarchically structured range queries arranged as a tree. Similar methods (e.g., [26]) differ in their approach to determining the tree’s branching factor and allocating appropriate budget to each of its level. Data-dependent techniques on the other hand exploit correlation in real-world datasets in order to boost the accuracy of histograms. They first compress the data without loss: for example, EFPA [1] applies the Discrete Fourier Transform, whereas DAWA [16] uses dynamic programming to compute the least cost partitioning. The compressed data is then sanitized, for example, directly with LPM [1] or with a greedy algorithm that tunes the privacy budget to a sample query set given
We proposed a novel approach to privacy-preserving release of location histograms with differential privacy guarantees. Our technique capitalizes on the key observation that density homogeneity within partitions of the constructed index structure reduces the error introduced by DP noise. We devised low-sensitivity strategies for finding split coordinates in a DP-compliant way, and implemented effective privacy budget allocation strategies across different stages of the data sanitization process. In future work, we plan to extend our approach to trajectory data, which are more challenging due to their high-dimensionality. We also plan to combine our data sanitization techniques with machine learning approaches, in order to further boost the accuracy of DP-compliant location queries.
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APPENDIX

A Proof of Theorem 1

Theorem (Sensitivity of Partitioning) The sensitivity of cost function $o_k$ for any given horizontal or vertical index $k$ is 2.

Proof. In the calculation of objective function $o$ for a given index $k$, adding or removing an individual data point affects only one cell and the corresponding cluster. The objective function for split point $k$ can be written as

$$o_k = \sum_{i=1}^{k} \sum_{j=1}^{V} |c_{ij} - \mu_1| + \sum_{i=k+1}^{U} \sum_{j=1}^{V} |c_{ij} - \mu_2|.$$  \hfill (18)

The modified objective function value following addition of a single record to an arbitrary cell $c_{xy}$ can be represented as

$$o'_k = \sum_{i=1}^{k} \sum_{j=1}^{V} |c'_{ij} - \mu'_1| + \sum_{i=k+1}^{U} \sum_{j=1}^{V} |c'_{ij} - \mu'_2|.$$    \hfill (19)

$$\Delta o_k = o_k - o'_k \leq \frac{2(kV - 1)}{kV} \leq 2 \quad \forall \{i,j\} \in \{1,\ldots,k\} \land \{i,j\} \in \{1,\ldots,V\}, i,j \neq xy$$

Without loss of generality, assume that the additional record is located in the first cluster which results in $\mu'_1 = \mu_1 + 1/kV$, $\mu'_2 = \mu_2$, and $c'_{ij}$ being equal to $c_{ij}$ for all possible $i$ and $j$ except for $c_{xy}$ where we have $c'_{xy} = c_{xy} + 1$. Therefore, the sensitivity of the objective function has value 2 as follows:

$$\Delta o_k = o_k - o'_k \leq \frac{2(kV - 1)}{kV} \leq 2 \quad \forall \{i,j\} \in \{1,\ldots,k\} \land \{i,j\} \in \{1,\ldots,V\}, i,j \neq xy$$

Eq. (20) is derived using the reverse triangle inequality:

$$\left| |c_{ij} - \frac{1}{kV} - |c_{ij} - \mu_1| \right| \leq \frac{1}{kV} \quad \forall \{i,j\} \in \{1,\ldots,k\} \land \{i,j\} \in \{1,\ldots,V\}, i,j \neq xy$$

and

$$\left| |c_{xy} + 1 - \frac{1}{kV} - |c_{xy} - \mu_1| \right| \leq \frac{kV - 1}{kV}$$

Similarly, the sensitivity upper bound corresponding to an individual record’s removal can be shown to be 2. \hfill $\Box$