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Abstract—An underlying structure in several sampling-based methods for continuous multi-robot motion planning (MRMP) is the tensor roadmap, which emerges from combining multiple probabilistic roadmap (PRM) graphs constructed for the individual robots via a tensor product. We study the conditions under which the tensor roadmap encodes a near-optimal solution for MRMP—satisfying these conditions implies near optimality for a variety of popular planners, including dRRT*, and the discrete methods Mₕ and conflict-based search, when applied to the continuous domain. We develop the first finite-sample analysis of this kind, which specifies the number of samples, their deterministic distribution, and magnitude of the connection radii that should be used by each individual PRM graph, to guarantee near-optimality using the tensor roadmap. This significantly improves upon a previous asymptotic analysis, wherein the number of samples tends to infinity. Our new finite sample-size analysis supports guaranteed high-quality solutions in practice within finite time. To achieve our new result, we first develop a sampling scheme, which we call the staggered grid, for finite-sample motion planning for individual robots, which requires significantly fewer samples than previous work. We then extend it to the much more involved MRMP setting which requires to account for interactions among multiple robots. Finally, we report on a few experiments that serve as a verification of our theoretical findings and raise interesting questions for further investigation.

I. INTRODUCTION

Multirobot (MR) systems are already playing a crucial role in manufacturing, warehouse automation, and natural resource monitoring, and in the future they will be employed in even broader domains from space exploration to search-and-rescue. One of the most basic ingredients necessary in all those applications are mechanisms for multi-robot motion planning (MRMP), which should quickly generate motion trajectories to move robots from their origins to destinations, while avoiding collisions with the environment and between robots. In many cases, it is desirable to develop MRMP approaches that provide strong guarantees of completeness and near-optimality, to ensure that a high-quality solution would be found (if one exists). To achieve this, methods for MRMP must accurately capture the continuous state space of individual robots and the intricate interactions between multiple robots.

Those considerations make the task of designing efficient high-quality methods for MRMP tremendously challenging [1–4].

In this work we develop a general approach for centralized near-optimal sampling-based motion planning using a finite number of samples, which is the first of its kind. Previous solutions guarantee path quality for the multi-robot case only asymptotically, namely, as the number of samples tends to infinity. In contrast, our new method explicitly prescribes finite samples sets, and by that supports guaranteed high-quality solutions in practice, within bounded running time.

Related work. This paper focuses on centralized approaches for multi-robot motion coordination where the planning is carried out by a single entity that knows the state of the entire system. In the decentralized setting, which is outside the scope of this work, each robot has autonomy in planning its motion typically based on local knowledge about the system (say the state of its few neighboring robots) [5–9]. A common approach to centralized MRMP, which is often taken in the AI research community, is to consider a discretized version of the problem, termed multi-agent pathfinding (MAPF), wherein robots are assumed to move along vertices of a graph. A variety of methods were developed for MAPF, including integer-programming formulations [10], path-based search methods [11], and conflict-based search [12]. Those have been successfully applied to a variety of problems involving multiple robots—from warehouse management [13] to multi-drone package delivery [14]. Unfortunately, MAPF methods provide no solution quality guarantees with respect to the original continuous MRMP problem, since they usually employ a crude discretization of the robots’ environment in the form of a regular lattice, where a cell size corresponds to a robot’s bounding box.

Recent work extends conflict-based search to the continuous MRMP domain, by using PRM graphs to capture the individual robots’ state space [15–17]. Nevertheless, no guidelines are provided as to how to construct those roadmaps (in terms of number of samples, their distribution, and connection radius) to guarantee completeness or optimality with respect to the original MRMP problem.

In a different line of work, computational geometry methods are employed to explicitly reason about the robots’ continuous state space. Such methods are quite powerful, in that they guarantee polynomial runtime, completeness, and near-optimal solutions for different quality metrics [18–21]. However, those methods are typically restricted to disc-shaped robots operating within a planar domain, and they require special separation constraints, e.g., between the robots’ initial and terminal positions, in order to work correctly, which limits their applicability in practice.

A promising direction, which aims to overcome the limi-
iterations of discrete and geometry-based approaches, are sampling-based (SB) planners. SB-planners were initially developed to tackle the single-robot motion-planning problem for complex systems, by using random sampling of states to capture the structure of the robot’s complex state space, which results in a discrete graph representation. Many of those algorithms, including the celebrated PRM [22–24], and RRT [25, 26] algorithms are known to converge to a solution asymptotically with the number of samples drawn. Some SB-planners are also guaranteed to converge to the optimal solution as the number of samples tends to infinity [27–31]. Although SB planners typically utilize randomized sampling approaches, some papers have considered more sophisticated methods such as deterministic and quasi-random sampling [32–34] and learning-based sampling [35]. Our previous work [36] studies the sample complexity of PRM and derives theoretical upper and lower bounds. Notably, those are the first bounds of their kind derived for the finite-sample setting, in contrast with previous works that consider the asymptotic regime where the number of samples tends to infinity. For additional discussion on sampling distributions for the single-robot case see [36].

Following the success of SB approaches for the single-robot case a variety of SB-MRMP approaches have emerged, from methods that aim to apply PRM-based solutions [37, 38], to techniques that sample local instances of the MAPF problem [39, 40]. A different method, termed discrete RRT (dRRT) [41], carefully explores an implicitly-represented tensor roadmap (TR), which emerges from combining several PRM roadmaps constructed for the individual robots, to effectively solve instances of MRMP requiring tight coordination between multiple robots. A recent work further improves this approach with the dRRT* method [42], which is also shown to yield a near-optimal MRMP solution. To the best of our knowledge, this is the only scalable SB-MR planner with such a guarantee. Unfortunately, this result is asymptotic and does not specify guarantees for a finite number of samples.

**Contribution.** We develop a general framework for near-optimal SB-MRMP while using a finite number of samples. To this end, we study the structure of the TR which is an underlying ingredient in dRRT*, MC-CBS [16] (a continuous-space extension of CBS), and M* [11] (when applied to a continuous space). We develop conditions under which the TR encodes a near-optimal solution to MRMP—if those conditions hold, it implies that the aforementioned planners are guaranteed to be near-optimal as well. In particular, we prescribe a recipe for constructing individual-robot PRM graphs, in terms of number of samples, their deterministic distribution, and connection radius, so that the resulting TR encodes a near-optimal solution for MRMP.

To achieve this we refine the asymptotic analysis that we developed in [42] (in the context of the dRRT* algorithm) to the finite-sample regime. The latter requires a much more careful study of the different ingredients of the problem, including the clearance parameter between robots and obstacles, and the approximation factor, which were previously assumed to be infinitesimally small. A key component in our result is a new sampling scheme that we develop, which we call the staggered grid, for finite-sample motion planning for individual robots. This sampling scheme requires significantly less samples than our previous work [36], which employs a greedy approach for generating samples, to achieve near-optimality for the single-robot case. We also emphasize that the previous work [36] has not considered the multi-robot setting. For more details on [36], see Section II-E. Throughout this work we assume that all the robotic systems are holonomic, where the configuration space of each robot is \([0, 1]^d\), for some \(d \geq 2\).

The organization of this paper is as follows. In Section II we describe the single-robot problem, introduce the staggered grid, and study the theoretical properties of PRM using this sampling scheme. In Section III we describe our central contribution, namely the extension of this theoretical result to the multi-robot setting. We provide experimental results in Section IV, and conclude with an outline of future work in Section V.

This paper is an extended and revised version of a conference version that previously appeared in the International Conference on Robotics and Automation [43]. The changes from the conference version include additional full proofs for all theorems and lemmas (Section II-D and most of Section III-C). Importantly, most of the major proofs have only appeared previously as sketches of proofs. We also add the entirety of Section II-E, which compares our results using the staggered grid with previous results in terms of the sample-set size, and Section IV-C, which compares the staggered grid with random sampling.

**II. IMPROVED SAMPLING DISTRIBUTIONS FOR A SINGLE ROBOT**

We present improved sampling distributions for probabilistic roadmaps (PRM) for the single-robot case. Our results prescribe the number of samples and their distribution sufficient to achieve a desired solution quality using the PRM approach. First, we introduce basic ingredients of the problem, then review the concept of PRM, and introduce our staggered-grid sampling. We conclude with our main theoretical result for the single-robot case, pertaining to the quality of solutions obtained using PRM with staggered-grid sampling.

**A. Basics of single-robot motion planning**

Let \(C\) denote the configuration space of the robot, which we assume here to be \([0, 1]^d\), where \(d\) is the dimension, which is the number of degrees of freedom of the robot. The free space, denoted by \(C^f \subset C\), represents the set of all collision-free configurations. A motion planning problem is a tuple \(M := (C^f, x^s, x^g)\), where \(C^f\) is the free space, and \(x^s, x^g \in C^f\) are the start and goal configurations, respectively. A solution of \(M\) is a continuous collision-free trajectory \(\sigma : [0, 1] \to C^f\) that begins at \(\sigma(0) = x^s\) and ends at \(\sigma(1) = x^g\). We measure the quality of a trajectory \(\sigma\) by its length, which is denoted by \(||\sigma||\).

\[^1\]Throughout the paper we slightly abuse the term PRM to refer generally to maps of individual robots, even when they are deterministic.
A crucial property of trajectories in sampling-based planning is the notion of clearance. A trajectory $\sigma$ has $\delta$-clearance if $\bigcup_{0 \leq t \leq 1} B_\delta(\sigma(t)) \subseteq C^f$, for $B_\delta(\sigma(t))$ being the $d$-dimensional closed Euclidean ball with radius $\delta$ centered at $\sigma(t)$. We say that $\mathcal{M}$ is $\delta$-clear if there exists a trajectory $\sigma$ with clearance $\delta$ that solves $\mathcal{M}$.

B. Probabilistic roadmaps and sample sets

We provide a formal definition of the Probabilistic Roadmap (PRM) method [22], which constructs a discrete graph that captures the connectivity of $C^f$ via sampling. PRM plays a critical role in various sampling-based planners (see, e.g., [36, 44]). PRM is also instrumental to our result both on single-robot motion-planning in this section and on multi-robot motion-planning in Section III.

For a given motion-planning problem $\mathcal{M} = (C^f, x^s, x^g)$, a sample (point) set $\mathcal{X} \subset C^f$, and a connection radius $r > 0$, PRM generates a graph denoted by $G_{M(X,r)} = (V,E)$. The vertex set $V$ consists of all the collision-free configurations in $\mathcal{X} \cup \{x^s, x^g\}$. The set of (undirected) edges, $E$, consists of all vertex pairs $v, u \in V$ such that the Euclidean distance between them is at most $r$, and the straight-line segment between them is collision-free. Formally, we define

$$V := (\mathcal{X} \cup \{x^s, x^g\}) \cap C^f$$

and

$$E := \{(v,u) \in V \times V : \|v-u\| \leq r, \text{CH}\{(v,u)\} \subset C^f\},$$

where $\text{CH}$ denotes the convex hull of a point set.

To measure the quality of a sample set $\mathcal{X}$ and a connection radius $r$ we use the following definition [36].

Definition 1 (Single-robot ($\varepsilon, \delta$)-completeness). Given a sample set $\mathcal{X}$ and connection radius $r$, we say that $(\mathcal{X}, r)$ is ($\varepsilon, \delta$)-complete for some stretch $\varepsilon > 0$ and clearance parameter $\delta > 0$ if for every $\delta$-clear $\mathcal{M} = (C^f, x^s, x^g)$ it holds that

$$d(G_{M(X,r)}) \leq (1 + \varepsilon)\text{OPT}_\delta,$$

where $d(G_{M(X,r)}, x^s, x^g)$ denotes the length of the shortest trajectory from $x^s$ to $x^g$ in the graph $G_{M(X,r)}$, and $\text{OPT}_\delta$ is the length of the shortest $\delta$-clear solution to $\mathcal{M}$.

Notice that the solution induced by $(G_{M(X,r)}, x^s, x^g)$ must be collision free, albeit its clearance may be smaller than $\delta$. This also applies to the generalized definition of ($\varepsilon, \delta$)-completeness in the multi-robot setting (Section III).

C. Efficient sampling via a staggered grid

In preparation for our main result in this section we introduce a new sampling scheme termed a staggered grid, which we denote by $\mathcal{X}_{\beta, \gamma}$, and study its implications with respect to ($\varepsilon, \delta$)-completeness of PRM. Refer to Figure 1 for an illustration. An important property of this staggered grid, which we prove in Lemma 2 below, is that by placing $\beta$-radius hyperspheres centered at the points $\mathcal{X}_{\beta, \gamma}$ we obtain a coverage of the robot’s configuration space. Moreover, the size of the set $\mathcal{X}_{\beta, \gamma}$ is smaller than previously obtained sets with similar coverage properties [36]. Notice that we use a slightly shrunk instance of the unit hyper-cube; a solution path should not pass too close to the boundary of the hyper-cube to respect the clearance condition—this is the role of the parameter $\gamma$.

Definition 2 (Staggered grid). For given $\beta > 0, \gamma > 0$ the staggered grid $\mathcal{X}_{\beta, \gamma}$ is the union of two point sets $\mathcal{X}_{\beta, \gamma}^1, \mathcal{X}_{\beta, \gamma}^2$ in $[0,1]^d$, where

$$\mathcal{X}_{\beta, \gamma}^1 = \left\{(p_1, p_2, \ldots, p_d) : p_i = \gamma + (2k-1)w, 1 \leq k \leq \left\lfloor \frac{1-2\gamma}{2w} \right\rfloor, 1 \leq i \leq d \right\},$$

$$\mathcal{X}_{\beta, \gamma}^2 = \left\{(p_1, p_2, \ldots, p_d) : p_i = \gamma + 2kw, 0 \leq k \leq \left\lfloor \frac{1-2\gamma}{2w} \right\rfloor, 1 \leq i \leq d \right\},$$

and $w = \frac{\beta\sqrt{d}}{\sqrt{\pi}}$.

Notice that both $\mathcal{X}_{\beta, \gamma}^1$ and $\mathcal{X}_{\beta, \gamma}^2$ are square grids of side length $2w$, and the total number of points in the construction is $\left\lfloor \frac{(1-2\gamma)\sqrt{d}}{\sqrt{\pi}w} \right\rfloor + 1$. We illustrate the staggered grid in Fig 1.

We mention that for two-dimensional problems ($d = 2$) the staggered grid can be viewed as a standard square grid that is rotated by $\pi/2$ (after which vertices outside $[0,1]^2$ are removed). However, in higher dimensions $d \geq 3$ this is not the case, i.e., the staggered grid cannot be constructed by simply rotating a square grid. To see this, consider for example the setting of $d = 3$. The shortest non-zero vector in the standard square grid is realized between two grid nodes along the same axis (e.g., unit length in the integer grid). In 3D, there are six shortest vectors from the origin in the standard grid (in general, $2d$ shortest vectors in $\mathbb{R}^d$). In the staggered grid in 3D (assume the first grid has the origin as a node), there are nearest nodes in each of the points ($\pm 0.5, \pm 0.5, \pm 0.5$), namely eight shortest vectors.

Next we make the connection between the staggered grid and a PRM graph that is ($\varepsilon, \delta$)-complete. Namely, we will show that given $\varepsilon$ and $\delta$, there is a sample set and radius ($\mathcal{X}_{\beta, \gamma}$) that are ($\varepsilon, \delta$)-complete, where each of $\beta$ and $r$ depends on both $\varepsilon$ and $\delta$, and $\gamma$ is equal to $\delta$.

![Fig. 1: Illustration of Definition 2 in two dimensions, for $\beta = 0.08$, $\gamma = 0.1$. On the left we visualize the first layer $\mathcal{X}_{\beta, \gamma}^1$ of the staggered grid (green discs). On the right we add the second layer $\mathcal{X}_{\beta, \gamma}^2$ (red discs). The centers of the discs are the points of $\mathcal{X}_{\beta, \gamma}$.](image-url)
Theorem 1 (Sufficient conditions for \((\varepsilon, \delta)\)-completeness). Fix a stretch parameter \(\varepsilon > 0\) and clearance \(\delta > 0\). For a sampling distribution \(X = X_{\alpha, \beta, \delta}\), where \(\alpha = \frac{\varepsilon}{\sqrt{1 + \varepsilon^2}}\), and the radius \(r = \frac{2(\varepsilon + 1)}{\sqrt{1 + \varepsilon^2}}\), it follows that \((X, r)\) is \((\varepsilon, \delta)\)-complete.

D. Proof of Theorem 1

In this section we provide a proof of Theorem 1. First, we introduce the concept of \(\beta\)-cover [45]. Informally, a \(\beta\)-cover of a domain is a set \(X\) of points such that no point of the domain is too far from some point in \(X\) (defined formally below). Next we show that the staggered grid \(X_{\beta, \delta}\) is a \(\beta\)-cover of \([\delta, 1 - \delta]^d\). Then we exploit this property in the proof for Theorem 1.

Definition 3. For a given \(\beta > 0\), a set \(X \subset \mathbb{R}^d\) is a \(\beta\)-cover\(^2\) for a set \(A \subset \mathbb{R}^d\) if for every \(a \in A\), there exists \(s \in X\) such that \(\|a - s\| \leq \beta\).

First, we prove that \(X_{\beta, \gamma}\) forms a \(\beta\)-cover over \([\gamma, 1 - \gamma]^d\).

Lemma 2. Let \(\beta > 0, \gamma > 0\) and define \(A_{\gamma} = [\gamma, 1 - \gamma]^d\). Then the staggered grid \(X_{\beta, \gamma}\) is a \(\beta\)-cover for \(A_{\gamma}\).

Proof. Recall that the width \(w\) of a cell in each of the two grids that form the staggered grid \(X_{\beta, \gamma}\) is \(\beta \sqrt{2}/\sqrt{d}\). We divide the \(d\)-dimensional \((1 - 2\gamma)\)-hypercube, \(A_{\gamma}\), by hyperplanes as follows. For each coordinate \(x_i\) we define the hyperplanes \(x_i = \gamma + k_2 w, k \in \{0, 1, \ldots, \left\lfloor \frac{1 - 2\gamma}{2w} \right\rfloor \} \). Jointly, those hyperplanes induce a partition of \(A_{\gamma}\) into a set of hypercubes \(H\): each hypercube \(h \in H\) is of edge length \(2w\), its center is a point from \(X_{\beta, \gamma}^1\), and its vertices are points from \(X_{\beta, \gamma}^2\). See Figure 2 for an illustration in \(\mathbb{R}^2\).

![Fig. 2: Illustration of the hyperplanes partition for Lemma 2 in two dimensions, for \(\gamma = 0.1\), \(\beta = 0.08\), and \(w = 0.08\).](image)

We now prove that each \(h \in H\) induced by our hyperplanes is fully covered using the \(\beta\)-balls centered at its vertices and at its center. Formally, for a given \(h \in H\), let \(S_h\) be the set of points comprising the vertices of \(h\) and the center point of \(h\) (i.e., \(|S_h| = 2^d + 1\)). We show that \(S_h\) is a \(\beta\)-cover for \(h\).

Let \(s \in S_h\) be the center point of \(h\). Without loss of generality, assume that \(s\) is at the origin. Let \(B_{\beta}(s)\) be the \(\beta\)-ball centered at \(s\). Let \(p = (p_1, \ldots, p_d)\) be a \(d\)-dimensional point such that \(p \in h\) and \(p \not\in B_{\beta}(s)\). We further assume that \(\forall i \in [1..d], 0 \leq p_i \leq w; \) all the other cases can be handled symmetrically. See Figure 3 for an illustration in \(\mathbb{R}^2\). Thus, since \(p \not\in B_{\beta}(s)\) we have that \(\|s - p\| > \beta\), which implies that \(\beta^2 < \sum_{i=1}^{d} p_i^2\).

Next, recall that \(s_w := (w, \ldots, w) \in S\) since the hypercubes edge length is \(2w\). We upper bound the distance of \(p\) from \(s_w\) in the following manner:

\[
\|s_w - p\|^2 = \sum_{i=1}^{d} (w - p_i)^2 = \sum_{i=1}^{d} (w^2 - 2wp_i + p_i^2) \\
\leq \sum_{i=1}^{d} (w^2 - 2p_i^2 + p_i^2) \\
= \sum_{i=1}^{d} w^2 - \sum_{i=1}^{d} p_i^2 < \sum_{i=1}^{d} w^2 - \beta^2,
\]

where the first inequality follows from the fact that \(p_i \leq w\), and the second inequality follows from \(\beta^2 < \sum_{i=1}^{d} p_i^2\).

Finally, by subsisting \(w = \beta \sqrt{2}/\sqrt{d}\), we obtain

\[
\|s_w - p\|^2 < \sum_{i=1}^{d} \frac{2\beta^2}{d} - \beta^2 = \beta^2,
\]

which implies that \(p\) is covered by the \(\beta\)-ball centered at \(s_w\).

![Fig. 3: Illustration of the covering of a \(2w\)-hypercube of Lemma 2 in two dimensions. The point \(p\) is the point tested in the lemma. The red balls are \(\beta\)-balls centered on the cube vertices. The green ball is the \(\beta\)-ball centered in the cubes center called \(B_{\beta}(s)\). The dashed line represents the distance between \(p\) and \((w, w)\). We note that in higher dimensions the red balls would overlap as \(w\) becomes smaller in relation to \(\beta\).](image)

We have proven that \(X_{\beta, \gamma}\) provides a \(\beta\)-cover for each \(h \in H\), which also guarantees that \(X_{\beta, \gamma}\) is a \(\beta\)-cover for the larger hypercube \([\gamma, 1 - \gamma]^d\). Thus we conclude that \(X_{\beta, \gamma}\) is a \(\beta\)-cover for \(A_{\gamma}\). \(\square\)

Next, we exploit the above property for showing that by appropriately setting the values of \(\beta, \gamma\) and \(r\) with respect to \(\varepsilon, \delta\), we obtain a good approximation of any collision-free trajectory, which implies that \((X_{\beta, \gamma}, r)\) is \((\varepsilon, \delta)\)-complete.

\(^2\)The common naming for this term is \(\varepsilon\)-cover. We use the letter \(\beta\) to avoid confusion with the stretch factor which is called \(\varepsilon\) in this paper. We also note that the term \(\beta\)-cover is a more accurate substitution for the term \("\beta\)-net\", which we used in our previous work [36].
To do so, we prove the following lemma, which is an extended version of [36, Theorem 2]. This lemma will also be instrumental in extending the theory we develop for the single-robot case, to the multi-robot setting. In order to state the theorem, we introduce additional notation regarding a sequence of points along a given trajectory of certain spacing.

**Definition 4.** Let $\sigma$ be a collision-free trajectory, and let $\rho > 0$ be a step size such that $\|\sigma(0) - \sigma(1)\| \geq \rho$. Then the time sequence $T^\rho_\sigma = (\tau_0, \tau_1, \ldots, \tau_,)$, where $\tau_0 < \tau_1 \leq \tau$, is defined in the following manner for some $\ell \in \mathbb{N}_0^\rho$: $\tau_0 = 0$, $\tau_1 = 1$, for all $1 \leq i \leq \ell - 1$, $\|\sigma(\tau_i) - \sigma(\tau_{i-1})\| = \rho$, and $\|\sigma(\tau_i) - \sigma(\tau_{i+1})\| \leq \rho$.

**Lemma 3.** For given $\beta, \gamma, \rho > 0$, such that $\beta^2 + (\rho/2)^2 \leq \gamma^2$, let $\sigma$ be a $\gamma$-clear solution for $\mathcal{M} = (\mathcal{C}^J, x^t, x^s)$, and let $T^\rho_\sigma = (\tau_0, \tau_1, \ldots, \tau_,)$ be a time sequence as in Definition 4. Then there exists a point set $Z^\rho_\sigma = (z_0, \ldots, z_\ell)$, where $z_i \in \mathcal{X}_{\beta, \gamma}$ for all $0 \leq i \leq \ell$, such that the following properties hold:

(i) $\|z_i - \sigma(\tau_i)\| \leq \beta$, for all $0 \leq i \leq \ell$;
(ii) $\|z_i - \sigma(\tau_{i-1})\| \leq \beta + \rho$, for all $1 \leq i \leq \ell$, $z_i \in \text{CH}(z_{i-1}, z_i)$;
(iii) $\|z_i - \sigma(\tau_i)\| \leq \beta + \rho$, for all $1 \leq i \leq \ell$, $z_i \in \text{CH}(z_{i-1}, z_i)$;
(iv) $\|z_{i+1} - z_i\| \leq 2\beta + \rho$, for all $1 \leq i \leq \ell$;
(v) $\|z_i - z_i\| \text{ is collision free, for all } 1 \leq i \leq \ell$. That is $\text{CH}(z_{i-1}, z_i) \subseteq \text{C}^J$, for all $1 \leq i \leq \ell$;
(vi) $\sum_{1 \leq i \leq \ell} \|z_i - z_{i-1}\| \leq (1 + \frac{2\beta}{\rho}) \|\sigma\|$.\n
**Proof.** Define, as before, $A_\gamma = [\gamma, 1 - \gamma]^d$. Notice that since $\sigma$ is $\gamma$-clear then $\sigma(t) \in A_\gamma$, for all $0 \leq t \leq 1$ (in particular for all $\tau_i \in T^\rho_\sigma$). Next, we address each individual component of the theorem.

**Property (i):** This follows directly from Lemma 2 as $\mathcal{X}_{\beta, \gamma}$ is a $\beta$-cover for $A_\gamma$ and $\sigma(\tau_i) \in A_\gamma$.

**Properties (ii) and (iii):** First, we upper bound the expression $\|z_i - \sigma(\tau_{i-1})\|$ (the proof for Property (iii) is symmetric). By definition of $T^\rho_\sigma$ we have that $\|\sigma(\tau_i) - \sigma(\tau_{i-1})\| = \rho$, for $1 \leq i \leq \ell - 1$. Thus, using Property (i), we have $\|z_i - \sigma(\tau_i)\| \leq \beta$. Using the triangle inequality it follows that $\|z_i - \sigma(\tau_{i-1})\| \leq \|z_i - \sigma(\tau_i)\| + \|\sigma(\tau_i) - \sigma(\tau_{i-1})\| \leq \beta + \rho$.

Let $z \in \text{CH}(z_{i-1}, z_i)$, that is $z = \lambda z_{i-1} + (1 - \lambda) z_i$ for some $\lambda$ such that $0 \leq \lambda \leq 1$. Thus,

$\|z_i - \sigma(\tau_{i-1})\|$

$= \|\lambda z_{i-1} + (1 - \lambda) z_i - \sigma(\tau_{i-1})\|$

$= \|\lambda z_{i-1} - \lambda \sigma(\tau_{i-1}) + (1 - \lambda) z_i - (1 - \lambda) \sigma(\tau_{i-1})\|$

$\leq \|\lambda z_{i-1} - \lambda \sigma(\tau_{i-1})\| + \|(1 - \lambda) z_i - (1 - \lambda) \sigma(\tau_{i-1})\|$

$= \lambda \|z_{i-1} - \sigma(\tau_{i-1})\| + (1 - \lambda) \|z_i - \sigma(\tau_{i-1})\|$

where the triangle inequality was used in the second-to-last transition. Due to Property (i) and the fact that $\|z_i - \sigma(\tau_{i-1})\| \leq \beta + \rho$ it follows that

$\|z_i - \sigma(\tau_{i-1})\| \leq \lambda \beta + (1 - \lambda) (\beta + \rho) = \beta + (1 - \lambda) \rho \leq \beta + \rho$.

**Property (iv):** This follows from properties (i) and (ii), and triangle inequality:

$\|z_i - z_{i-1}\| \leq \|z_i - \sigma(\tau_{i-1})\| + \|\sigma(\tau_{i-1}) - z_{i-1}\| \leq 2\beta + \rho$.

**Property (v):** Fix $1 \leq i \leq \ell$. For any $\eta \in \mathbb{R}$ define $u_\eta = \eta z_{i-1} + (1 - \eta) z_i$. To prove that Property (v) holds we will show that $u_\eta \in \mathcal{C}^J$ for every $\eta \in [0,1]$.

Fix $\eta \in [0,1]$. Since $\sigma(\tau_{i-1}), \eta \sigma(\tau_{i})$ are points on a $\gamma$-clear path, the $\gamma$-balls $B_\gamma(\sigma(\tau_{i-1})), B_\gamma(\sigma(\tau_{i}))$ are collision-free. Thus it is sufficient to prove that $u_\eta \in B_\gamma(\sigma(\tau_{i-1})), B_\gamma(\sigma(\tau_{i}))$ Next let $v_\eta$ be the closest point to $u_\eta$ on the straight line between $\sigma(\tau_{i-1})$ and $\sigma(\tau_i)$. That is, $v_\eta = \arg\min_{\eta \in \mathbb{C}} \|u_\eta - v_\eta\|$. We also define $v_\eta' := \eta \sigma(\tau_{i-1}) + (1 - \eta) \sigma(\tau_i)$, and prove that $\|u_\eta - v_\eta\| \leq \beta$. This implies that $\|u_\eta - v_\eta\| \leq \beta \leq v_\eta$ is at least as close as $v_\eta'$ to $v_\eta$. Indeed, using Property (i) and the triangle inequality we have

$\|u_\eta - v_\eta\|$

$\leq \|\eta z_{i-1} + (1 - \eta) z_i - (\eta \sigma(\tau_{i-1}) + (1 - \eta) \sigma(\tau_i))\|$

$\leq \eta \|z_{i-1} - \sigma(\tau_{i-1})\| + (1 - \eta) \|z_i - \sigma(\tau_i)\| = \beta$.

Building upon this result, we consider several cases with respect to the position of $v_\eta$. If $v_\eta$ is one of the endpoints, that is $v_\eta' = \sigma(\tau_{i-1})$ or $v_\eta' = \sigma(\tau_i)$, we have that $u_\eta$ is in a $\beta$-ball around this point. Since $\beta^2 + (\rho/2)^2 \leq \gamma^2$, and all are positive, we know that $\beta \leq \gamma$. Thus if $v_\eta$ is one of the endpoints we are done as $u_\eta \in B_\beta(\sigma(\tau_{i-1}))$ or $u_\eta \in B_\beta(\sigma(\tau_i))$.

Assuming $v_\eta$ is not one of the endpoints we can write $v_\eta = \eta^* \sigma(\tau_{i-1}) + (1 - \eta^*) \sigma(\tau_i)$ where

$\eta^* = \arg\min_{\lambda \in (0,1)} \|\lambda \sigma(\tau_{i-1}) + (1 - \lambda) \sigma(\tau_i)\|$.

In this case, the point $v_\eta$ is the projection of $u_\eta$ onto the line through $\sigma(\tau_{i-1})$ and $\sigma(\tau_i)$. Therefore,

$\langle \sigma(\tau_i) - \sigma(\tau_{i-1}), v_\eta - u_\eta \rangle = 0$.

Since $\{\sigma(\tau_{i-1}), \sigma(\tau_i), v_\eta\}$ are collinear we get that,

$\langle v_\eta - \sigma(\tau_{i-1}), v_\eta - u_\eta \rangle = \langle v_\eta - \sigma(\tau_{i}), v_\eta - u_\eta \rangle = 0$.

(1)

Those equations are illustrated in Fig 4.
We now consider two separate cases with respect to $\eta^*$. First assume $\eta^* \in (0, 1/2]$. Using Equation (1) and Property (i), it follows that

\[
\|u_\eta - \sigma(\tau_i)\|^2 - \|u_\eta - v_\eta\|^2 + \|v_\eta - \sigma(\tau_i)\|^2 \\
\leq \beta^2 + \|\eta^*\| + (1 - \eta^*)\|\sigma(\tau_i) - \sigma(\tau_i)\|^2 \\
= \beta^2 + (\eta^*)^2\|\sigma(\tau_i) - \sigma(\tau_i)\|^2 \\
= \beta^2 + (\eta^*)^2\rho^2 \leq \beta^2 + (1/2^2)\rho^2,
\]

where the last inequality follows from $\eta^* \leq 1/2$. Finally by plugging-in $\beta^2 + (\rho/2)^2 \leq \gamma^2$ we get $\|u_\eta - \sigma(\tau_i)\|^2 \leq \gamma^2$, which implies that $u_\eta \in B_\gamma(\sigma(\tau_i))$.

Due to symmetry, we can show that for $\eta^* \in (1/2, 1)$, it follows that $\|u_\eta - \sigma(\tau_i)\|^2 \leq \gamma^2$, which again implies $u_\eta \in B_\gamma(\sigma(\tau_i))$. To conclude, we showed that for all $\eta \in [0, 1]$ it holds that $u_\eta \in B_\gamma(\sigma(\tau_i)) \cup B_\gamma(\sigma(\tau_i))$, which implies that $\text{CH}(z_{i-1}, z_i) \subset C^f$.

Property (vi): Due to Property (iv) we have that, $\|z_i - z_{i-1}\| \leq 2\beta + \rho$ for all $1 \leq i \leq \ell$. By construction, our solution path through the $z_i$’s coincides with the starting and end points of $\sigma$, namely, $z_0 = \sigma(0), z_\ell = \sigma(1)$. Hence, for the first and last segment of the motion we have $\|z_i - z_{i-1}\| \leq \beta + \|\sigma(\tau_i) - \sigma(\tau_{i-1})\|$. Using this we get,

\[
\sum_{1 \leq i \leq \ell} \|z_i - z_{i-1}\| \\
= \|z_1 - z_0\| + \|z_\ell - z_{\ell-1}\| + \sum_{2 \leq i \leq \ell-1} \|z_i - z_{i-1}\| \\
\leq \beta + \rho + \beta + \|\sigma(\tau_i) - \sigma(\tau_{i-1})\| + \sum_{2 \leq i \leq \ell-1} (2\beta + \rho) \\
= 2\beta + \rho + (\ell - 2)(2\beta + \rho) + \|\sigma(\tau_i) - \sigma(\tau_{i-1})\| \\
= (\ell - 1)(2\beta + \rho) + \|\sigma(\tau_i) - \sigma(\tau_{i-1})\|.
\]

Additionally, due to equality $\|\sigma(\tau_i) - \sigma(\tau_{i-1})\| = \rho$ for all $1 \leq i \leq \ell - 1$, we have that $\|\sigma\| \geq (\ell - 1) \cdot \rho + \|\sigma(\tau_i) - \sigma(\tau_{i-1})\|$.

Thus,

\[
\sum_{1 \leq i \leq \ell} \|z_i - z_{i-1}\| \\
\leq \frac{(\ell - 1) \cdot (2\beta + \rho) + \|\sigma(\tau_i) - \sigma(\tau_{i-1})\|}{(\ell - 1) \cdot \rho + \|\sigma(\tau_i) - \sigma(\tau_{i-1})\|} \\
= \frac{(2\beta + \rho) \cdot (\ell - 1) + \|\sigma(\tau_i) - \sigma(\tau_{i-1})\|}{(\ell - 1) \cdot \rho + \|\sigma(\tau_i) - \sigma(\tau_{i-1})\|} \\
\leq \frac{(2\beta + \rho)}{\rho} = 1 + \frac{2\beta}{\rho},
\]

thus concluding this proof.

It remains to prove Theorem 1. To use Lemma 3, we set $\gamma = \delta, \beta = \alpha \delta, \rho = \frac{2}{\sqrt{1+\epsilon^2}} \delta$, and $r = \frac{2(\epsilon+1)}{\sqrt{1+\epsilon^2}} \delta$, for $\alpha = \epsilon/\sqrt{1+\epsilon^2}$, so that the condition $\beta^2 + (\rho/2)^2 \leq \gamma^2$ holds.

By setting $r = 2\beta + \rho = 2(\alpha + 1/\sqrt{\epsilon})\delta = \frac{2(\epsilon+1)}{\sqrt{1+\epsilon^2}} \delta$, it follows from Lemma 3 (iv) that for all $1 \leq i \leq \ell$ the $\text{PRM}$ edge connecting $z_i$ and $z_{i-1}$ is considered in the $\text{PRM}$ construction. Additionally, since $\frac{2\beta}{\rho} = \epsilon$, it holds that $\|\sigma\| \leq (1 + \epsilon)\|\sigma\|$ where $\tilde{\sigma}$ denotes the piece-wise linear trajectory induced by $Z^\sigma$, which concludes the proof.

E. Comparison with previous work

In this section we compare our results with previous work, namely [36]. We first compare our result with their upper bound in the asymptotic case. In this comparison we observe an exponential improvement of order $1.3687^d$ in terms of sample size in favor to our method. We follow by comparing our result with their lower bound for $\epsilon = \infty$ (again in the asymptotic case). We observe that our result yields a sample set that is larger than the lower bound by an order of $1.4611^d$, which suggests that the lower-bound is not tight, or that smaller sample sets can be developed. Finally we provide a table which shows these comparisons for concrete values of $\delta$ and $\epsilon$.

First, we compare the minimal sample size required to guarantee $(\epsilon, \delta)$-completeness for the same single-robot setting, between the previous approach [36], and the staggered grid as proposed here. We denote by $|X^\text{prev}|$ the size of the minimal sample set needed using the bound from [36], namely

\[
|X^\text{prev}| \approx \sqrt{\pi d} \left(\frac{2\delta}{\pi \epsilon} \cdot \frac{1 - (2 - \alpha)^d}{\alpha \delta} \right)^d,
\]

where, as above, $\alpha = \frac{\epsilon}{\sqrt{1+\epsilon^2}}$. We denote by $|X^\text{curr}| = |X_{\alpha_0, \delta}|$ the size of the minimal sample set needed using the bound for the staggered grid, as stated in Theorem 1, namely,

\[
|X^\text{curr}| = \left(\left(\frac{1 - 2\delta}{\sqrt{8\alpha \delta}}\right)^d \right) + \left(\frac{1 - 2\delta}{\sqrt{8\alpha \delta}}\right)^d + 1.
\]

We compare the quantities $|X^\text{prev}|$ and $|X^\text{curr}|$ for small values of $\epsilon$ and $\delta$ (we mention that the radius derived in [36] is equal to the one we are using here). We consider the ratio $|X^\text{prev}| / |X^\text{curr}|$. 

Fig. 4: Illustration for the proof of Lemma 3. The purple curve represents the trajectory $\sigma$. The green balls are the $\beta$-balls around $\sigma(\tau_i)$ and $\sigma(\tau_i)$. The convex hull of the green balls (namely, the green balls together with the red region in-between) contains the line segment (in orange) $\text{CH}(\{z_i, z_i\})$, and we show that this region is collision-free. The blue balls are collision-free $\gamma$-balls around $\sigma(\tau_i)$ and $\sigma(\tau_i)$. The black line is $\text{CH}(\{\sigma(\tau_i), \sigma(\tau_i)\})$. 
in the asymptotic regime where the values $\varepsilon$ and $\delta$ tend to zero in the following equation (we ignore the rounding errors for both results as they do not change the asymptotic results):

$$\frac{|X_{\text{prev}}|}{|X_{\text{curr}}|} = \frac{\sqrt{\pi d} \left( \frac{2d}{\pi} \cdot \frac{1-(2-\alpha)d}{\alpha} \right)^d}{(1-2\alpha\sqrt{\pi\varepsilon})^d + \left(1-2\alpha\sqrt{\pi\varepsilon}\right)^d + 1} = \frac{\sqrt{\pi d} \left( \frac{2d}{\pi} \cdot \frac{1-2\alpha d}{\alpha} \right)^d}{(1-2\alpha\sqrt{\pi\varepsilon})^d + \left(1-2\alpha\sqrt{\pi\varepsilon}\right)^d + 1} \approx \frac{\sqrt{\pi d}}{2} \left( \frac{16}{\pi \varepsilon} \right)^d \approx \frac{\sqrt{\pi d}}{2} 1.3687^d, \quad (2)$$

where the approximation in (a) is due to ignoring the highlighted $\alpha d$ factor in the numerator of the previous expression, and also ignoring the highlighted unit value 1 in the denominator (the influence of both values tends to 0 as $\delta$ or $\varepsilon$ tend to 0). This implies that our result yields samples sets that are smaller by an exponential factor in $d$ than the previous work.

Next, we compare between the number of points we need in order to find a ($\infty, \delta$)-complete trajectory and the lower bound derived in [36, Theorem 1] for this quantity, which was only derived there for the case $\varepsilon = \infty$. We denote the latter by $|X_{\text{LB}}|$, which is proved in [36] to be

$$|X_{\text{LB}}| \approx \sqrt{\frac{\varepsilon}{2}} \left( 1 - \frac{2\delta}{1 - 2\delta} \right)^2 \left( \sqrt{\frac{d-1}{2\pi \varepsilon}} \cdot \frac{1 - 2\delta}{\delta} \right)^d. \quad (3)$$

We compare the quantities $|X_{\text{LB}}|$ and $|X_{\text{curr}}|$ for small values of $\delta$ and using $\varepsilon = \infty$. We consider the ratio $|X_{\text{curr}}|/|X_{\text{LB}}|$ in the asymptotic regime where the value of $\delta$ tends to zero in the following equation (we ignore the rounding errors for both results as they do not change the asymptotic results):

$$\frac{|X_{\text{curr}}|}{|X_{\text{LB}}|} = \frac{\left( \frac{(1-2\delta)^{\sqrt{\pi\varepsilon}}}{\sqrt{8\alpha\delta}} \right)^d + \left( \frac{(1-2\delta)^{\sqrt{\pi\varepsilon}} + 1}{\sqrt{8\alpha\delta}} \right)^d}{\sqrt{\frac{\pi}{2}} \left( 1 - \frac{2\delta}{1 - 2\delta} \right)^2 \left( \sqrt{\frac{d-1}{2\pi \varepsilon}} \cdot \frac{1 - 2\delta}{\delta} \right)^d} \approx \frac{\left( \frac{(1-2\delta)^{\sqrt{\pi\varepsilon}}}{\sqrt{8\alpha\delta}} \right)^d + \left( \frac{(1-2\delta)^{\sqrt{\pi\varepsilon}} + 1}{\sqrt{8\alpha\delta}} \right)^d}{\sqrt{\frac{\pi}{2}} \left( 1 - \frac{2\delta}{1 - 2\delta} \right)^2 \left( \sqrt{\frac{d-1}{2\pi \varepsilon}} \cdot \frac{1 - 2\delta}{\delta} \right)^d} \approx \frac{2}{\sqrt{\frac{\pi}{2}}} \left( \sqrt{\frac{d-1}{2\pi \varepsilon}} \cdot \frac{1 - 2\delta}{\delta} \right)^d \approx \frac{8}{\sqrt{\pi}} \sqrt{\frac{d}{d-1}} \cdot 1.4611^d, \quad (4)$$

where the approximation in (a) is due to ignoring the highlighted unit value 1 in the numerator of the previous expression, whose influence tends to 0 as $\delta$ tend to 0, and also ignoring the highlighted squared value in the denominator, whose value tends to 1 as $\delta$ tend to 0.

Finally, by noticing that for $d \geq 2$ it holds that

$$e \leq \left( \frac{d}{d-1} \right)^2 \leq 4,$$

it follows that

$$2\sqrt{2} \cdot 1.4611^d \leq \frac{|X_{\text{curr}}|}{|X_{\text{LB}}|} \leq 4\sqrt{\frac{\pi}{2}} \cdot 1.4611^d.$$  

This shows that our upper bound is at most a factor of roughly $1.4611^d$ away from the lower bound.

To conclude this section, we provide in Table I a comparison of sufficient and necessary samples sizes for ($\varepsilon, \delta$)-completeness for various values of the clearance $\varepsilon$ and the stretch $\varepsilon$ in dimensions $d \in \{2, \ldots, 6\}$. In particular, for each combination of parameter values we report the following three quantities: (I) A lower bound (Eq. 3) on the necessary number of samples for ($\varepsilon, \delta$)-completeness, as was derived in [36, Theorem 1], which applies only to the case $\varepsilon = \infty$. (II) The size of our sampling distribution, i.e., $|X_{\text{curr}}|$, which guarantees ($\varepsilon, \delta$)-completeness, according to Theorem 1. (III) An upper bound on the sufficient number of samples for ($\varepsilon, \delta$)-completeness, denoted by $|X_{\text{prev}}|$ above, as was derived in [36, Theorem 2].

As reported in Theorem 1 and [36, Theorem 2], both quantities $|X_{\text{curr}}|$ and $|X_{\text{prev}}|$ increase exponentially as the dimension increases, and as the clearance $\delta$ or the stretch $\varepsilon$ decrease. However, the values $|X_{\text{curr}}|$ is consistently smaller than $|X_{\text{prev}}|$. As the latter value increases it grows more rapidly than $|X_{\text{curr}}|$ by at least one order of magnitude. Although in certain cases the value of $|X_{\text{curr}}|$ is still quite large for some practical application (particularly when the dimension is larger than 3), we hope that our work would motivate further study
into even smaller sampling distributions than our staggered grid, or a more refined version of Theorem 1. In this context, we point out that the value \( |\mathcal{X}_{\text{curr}}| \) is larger than the lower bound (where applicable) by one order of magnitude, which suggests that there is room for improvement.

### III. Near-optimal tensor roadmaps for MRMP

We present our central contribution: we extend our results from the previous section to the multi-robot setting. In particular, we prescribe the number of samples and their distribution with respect to each robot's PRM graph, such that the resulting tensor roadmap encodes a solution for the multi-robot motion planning (MRMP) problem that has a desired near-optimality guarantee.

#### A. Basics of multi-robot motion planning

We provide a definition of the MRMP problem. We consider the setting of \( R \geq 2 \) identical robots operating in a shared workspace, and denote by \( C_i \subseteq \{0,1\}^d \) the configuration space of robot \( i \), \( 1 \leq i \leq R \). We define \( C_i^j \subseteq C_i \) to be the free and forbidden spaces, respectively, of robot \( i \). Since the robots are identical it holds that \( C_i^j = C_j^i \) for all \( 1 \leq i \neq j \leq R \).

The configuration space of the multi-robot system \( \mathcal{C} \), termed the composite configuration space, is the Cartesian product of the individual robots’ configuration spaces, i.e., \( \mathcal{C} = C_1 \times \ldots \times C_R \). That is, a composite configuration \( Q = (q_1, \ldots, q_R) \in \mathcal{C} \) is an \( R \)-tuple of single-robot configurations, where \( q_i \in C_i \). For two distinct robots \( i, j \), we denote by \( I^i_j(q_j) \subset C_i \) the set of configurations of robot \( i \) that lead to collision with robot \( j \) when \( j \) is at configuration \( q_j \). The composite free space \( \mathcal{C}^f \subset \mathcal{C} \) consists of all composite configurations \((q_1, \ldots, q_R)\) such that (i) \( q_i \in C_i^f \) for every \( 1 \leq i \leq R \), and (ii) \( q_i \notin I^i_j(q_j) \) for every \( 1 \leq i \neq j \leq R \), which ensure that robot-obstacle and robot-robot collisions are avoided, respectively.

Given initial and goal positions \( x^i_0, x^i_f \in C_i^j \), respectively, for each robot \( 1 \leq i \leq R \), let \( \bar{x}_0 = (x^1_0, \ldots, x^R_0) \) and \( \bar{x}_f = (x^1_f, \ldots, x^R_f) \). The MRMP problem, denoted by \( \mathcal{M} = (G, \bar{x}_0, \bar{x}_f) \), consists of finding trajectories for the \( R \) robots such that the robots begin their motion at \( \bar{x}_0 \), end at \( \bar{x}_f \), and avoid collisions (both with obstacles and with each other) along the way. Formally, the objective is to find a collision-free composite trajectory of the form \( \Sigma : [0,1] \rightarrow \mathcal{C}^f \), where \( \Sigma \) is an \( R \)-tuple \( \Sigma = (\sigma_1, \ldots, \sigma_R) \) of single-robot trajectories \( \sigma_i : [0,1] \rightarrow C_i^f \), such that \( \Sigma(0) = \bar{x}_0, \Sigma(1) = \bar{x}_f \), and \( \Sigma(\tau) \in \mathcal{C}^f \) for all \( 0 \leq \tau \leq 1 \).

In this work we are interested in finding high-quality solutions for the multi-robot problem. We consider as cost criterion the sum of single-robot trajectory lengths, denoted as cost\( (\Sigma) = \sum_{i=1}^R |\sigma_i| \). Our analysis applies more generally to cost functions having the following property. Let \( \Sigma_1 = (\sigma_1^1, \ldots, \sigma_R^1), \Sigma_2 = (\sigma_1^2, \ldots, \sigma_R^2) \) be multi-robot trajectories, such that \( |\sigma_1| \leq (1+\varepsilon) |\sigma_2| \) for all \( i, 1 \leq i \leq R \). Our analysis will work for any cost function \( c \) for which the condition above for the individual robots implies \( c(\Sigma_1) \leq (1+\varepsilon) c(\Sigma_2) \).

For example, our analysis can be easily adapted to the case where the cost criterion is the maximum of trajectory lengths, i.e., \( \max_{i=1}^R |\sigma_i| \).

#### B. Tensor roadmaps

We provide a formal definition of the tensor roadmap (TR), which is implicitly explored by sampling-based planners such as dRRT [41], dRRT* [42], as well as by search-based methods such as MC-CBS [16] and M* [11].

For every robot \( i, 1 \leq i \leq R \), let \( G_i(\mathcal{X}_i, r_i) = (V_i, E_i) \) be a PRM graph embedded in \( C_i^f \), for some point set \( \mathcal{X}_i \) and
radius $r_i > 0$ (as defined in Section II-B). The TR, denoted by $\widehat{G}(\vec{x}, \vec{r}) = (\vec{V}, \vec{E})$, is the tensor product of $G_1, \ldots, G_R$. In particular, each vertex of $\widehat{G}(\vec{x}, \vec{r})$ describes a simultaneous placement of the R robots, and similarly an edge of $\widehat{G}(\vec{x}, \vec{r})$ describes a simultaneous motion of the robots. Formally,

(i) $\vec{V} = \{(v_1, \ldots, v_R) : \forall i, v_i \in V_i\}$, and

(ii) for two vertices $W = (w_1, \ldots, w_R), U = (u_1, \ldots, u_R) \in \vec{V}$, the edge set $\vec{E}$ contains the edge $(W, U)$ if for all $i$, $w_i = u_i$ or $(w_i, u_i) \in E_i$.

Note that robots are allowed to stay put, which differs from prevalent definitions of the tensor product of graphs [46–48]. Notice further that by the definition of $G_i$, the motion described by each edge in $\vec{E}$ represents a trajectory for the $R$ robots in which the robot-obstacle collisions are avoided. Next we consider a subgraph of the TR in which also robot-robot collisions are avoided. Given an MRMP problem, $M = (C^f, x^i, x^j)$ we will denote $\widehat{G}_{M}(\vec{x}(\vec{r}), x^i, x^j)$ its TR constructed from the $\text{FRM}$ graphs of the individual robots’ $G_{M_i}(X_i, R_i)$, but where we remove all edges of the TR representing transitions of the robots that are not collision free. We denote by $d(\widehat{G}_{M}(\vec{x}(\vec{r}), x^i, x^j))$ the minimal cost of collision-free trajectories from $x^i$ to $x^j$ in the graph $\widehat{G}_{M}(\vec{x}(\vec{r}), x^i, x^j)$.

C. Multi-robot clearance and completeness

In preparation for defining the multi-robot equivalent of $(\varepsilon, \delta)$-completeness, we first define clearance for the multirobot case. Given a trajectory $\Sigma$, recall that we define for each robot its forbidden space at time $\tau \in [0,1]$ to be its obstacle space $C^i_\tau$ and the configurations that will lead to collisions with other robots. Formally, $C^i_\tau(\tau) = C^i_\tau \cup \bigcup_{j \neq i} \Gamma^j_i(\sigma_j(\tau))$ is the forbidden space for robot $i$ at time $\tau$. Notice that we define $C^i_\tau(\tau)$ only for a given trajectory $\Sigma$ as it depends on the locations of the other robots.

**Definition 5** ($\delta$-clearance). Given a trajectory $\Sigma$, we say that $\Sigma$ has $\delta$-clearance for $\delta = (\delta_1, \ldots, \delta_R)$ if for each robot $i$, $1 \leq i \leq R$ and at any time $\tau \in [0, 1]$, the distance from $i$ to the obstacles and to each robot $j \neq i$ is at least $\delta_i$. Formally, $\Sigma$ has $\delta$-clearance if, for all $1 \leq i \leq R$, $0 \leq \tau \leq 1$, it holds that $\|\sigma_i(\tau) - x\| > \delta_i$, for every $x \in C^i_\tau(\tau)$.

Next we define the equivalent of single-robot $(\varepsilon, \delta)$-completeness for MRMP:

**Definition 6** (Multi-robot $(\varepsilon, \delta)$-completeness). Given $R$ robots, a stretch parameter $\varepsilon > 0$, a vector of $R$ sample sets $X = (X_1, \ldots, X_R)$, and a vector of $R$ connection radii $r = (r_1, \ldots, r_R)$, we say that the pair $(\vec{x}, \vec{r})$ is $(\varepsilon, \delta)$-complete if for every $\delta$-clear $\Sigma = (C^f, x^i, x^j)$ it holds that

$$d(\widehat{G}_{M}(\vec{x}(\vec{r}), x^i, x^j)) \leq (1 + \varepsilon)\text{OPT}_\delta,$$

where $\text{OPT}_\delta$ is the minimal cost of a $\delta$-clear $\Sigma$ solution.

We are ready to state our main contribution.

**Theorem 4** (Sufficient conditions for MRMP $(\varepsilon, \delta)$-completeness). Let $\varepsilon > 0$ be a stretch factor, let $\delta$ be a clearance vector $(\delta_1, \ldots, \delta_R)$, and denote $\omega = \frac{\varepsilon}{2(\varepsilon + 2)}$. Define the sampling distributions $\vec{X} = (X_1, \ldots, X_R)$ and radii vector $\vec{r} = (r_1, \ldots, r_R)$, as

$$X_i = X_{\omega_i, \delta_i}, \quad r_i = \delta_i(\varepsilon + 1)/(\varepsilon + 2),$$

for every robot $1 \leq i \leq R$. Then $(\vec{X}, \vec{r})$ is $(\varepsilon, \delta)$-complete.

**Proof.** Fix $\varepsilon > 0$ and $\delta = (\delta_1, \ldots, \delta_R)$ where $\delta_i > 0$ for all $1 \leq i \leq R$. Let $\vec{x}^*, \vec{r}^*$ be the start and goal composite configurations, respectively. Let $M = (C^f, x^*, x^j)$ be a $\delta$-clear MRMP problem. (This implies in particular that the start and goal configurations fulfill the clearance requirements.) Let $\Sigma^* = (\sigma^*_1, \ldots, \sigma^*_R)$ be a $\delta$-clear solution which minimizes the expression cost$(\Sigma)$ over all $\delta$-clear solution trajectories $\Sigma$.

The overall structure of this proof is as follows. First, we generate for each robot $i$ a $\text{FRM}$ graph $G_i$, which is induced by the sample set $X_i$ and the radius $r_i$. We show, using Lemma 3, that each such $G_i$ induces a collision-free trajectory $\vec{\sigma}_i$ for robot $i$, which closely follows $\sigma^*_i$. Next we show, using additional properties following from Lemma 3, that we can specify the arrival time of the individual robots along their corresponding vertices along $\vec{\sigma}_i$, producing the path $\vec{\sigma}_i$ such that robot-robot collisions are avoided. This implies that the induced tensor graph contains a collision-free composite trajectory $\vec{\Sigma} = (\vec{\sigma}_1, \ldots, \vec{\sigma}_R)$, whose cost is at most $(1 + \varepsilon)\text{cost}(\Sigma^*)$. We fill in the details of the proof below.

For every $1 \leq i \leq R$, define $X_i = X_{\beta_i, \delta_i}$, where $\beta_i = \omega \delta_i$. Let $G_i = (V_i, E_i)$ be the $\text{FRM}$ graph for robot $i$ using $(X_i, r_i)$, that is $G_i = G_{M_i}(X_i, R_i)$ for $M_i = (C_i, x^i_i, x^j_i)$. Let $\bar{G}$ be the tensor product of $G_1, \ldots, G_R$. Also, define $\rho_i = \frac{1}{\sqrt{2}}$ and let $T_i = T^i_{\rho_i} = (r^i_0, \ldots, r^i_k)$, as in Definition 4. First, we show that the conditions for Lemma 3 hold for each robot $i$, i.e., $\beta_i^2 + (\rho_i/2)^2 \leq \delta_i^2$. Indeed,

$$\beta_i^2 + \left(\frac{\rho_i}{2}\right)^2 = \varepsilon^2 \delta_i^2 + \frac{\delta_i^2}{4(\varepsilon + 2)^2} \leq \delta_i^2.$$

Thus, we can apply Lemma 3 with the time sequence $T_i$ for each robot $i$ individually to show that there exists a point set $Z_i := Z^i_{\sigma^*_i} = (z^i_0, \ldots, z^i_k) \subset X_i \cup \{x^i_0, x^j_i\}$, such that Properties (i)-(vi) of Lemma 3 hold. In particular, we have that for all $1 \leq i \leq R$,

(i) $\|z^i_k - \sigma^*_i(r^i_k)\| \leq \beta_i$, for all $0 \leq k \leq \ell_i$;

(ii) $\|z - \sigma^*_i(r^i_{k-1})\| \leq \beta_i + \rho_i$, for all $1 \leq k \leq \ell_i$, $z \in \text{CH}(z^i_{k-1}, z^i_k)$;

(iii) $\|z - \sigma^*_i(\tau^i_k)\| \leq \beta_i + \rho_i$, for all $1 \leq k \leq \ell_i$, $z \in \text{CH}(z^i_{k-1}, z^i_k)$;

(iv) $\|z^i_k - z^i_{k-1}\| \leq 2\beta_i + \rho_i$, for all $1 \leq k \leq \ell_i$;

(v) $\text{CH}(z^i_{k-1}, z^i_k)$ is collision free, for all $1 \leq k \leq \ell_i$. That is $\text{CH}(z^i_{k-1}, z^i_k) \subset C^i_\tau$, for all $1 \leq k \leq \ell_i$;

(vi) $\sum_{1 \leq k \leq \ell_i} \|z^i_k - z^i_{k-1}\| \leq (1 + 2\delta_i/\rho_i)\|\sigma^*_i\|$.

By setting $r_i = 2\beta_i + \rho_i = \frac{\delta_i(\varepsilon + 1)}{\varepsilon + 2}$, and using Property (iv), it follows that the edge connecting $z^i_j$ and $z^i_{j-1}$ is considered in the construction of $G_i$, and from (v), it is in $G_i$. Next, due to the fact that $2\beta_i/\rho_i = \varepsilon$, and Property (vi), it holds that $\|\vec{\sigma}_i\| \leq (1 + \varepsilon)\|\sigma^*_i\|$, for $\vec{\sigma}_i$ denoting the trajectory induced.
by $Z^p_{\sigma^*}$. Thus, each robot has a collision-free path, which is a $(1+\varepsilon)$-approximation for its $\delta_i$-clear path $\sigma^*_i$. Finally, observe that $\text{cost}(\Sigma) \leq (1+\varepsilon)\text{cost}(\Sigma^*)$, where $\Sigma = (\sigma_1, \ldots, \sigma_R)$. Note that this last step also applies to a cost function that returns the maximum length over the $R$ single-robot trajectories.

As robots may collide with one another along the paths $\Sigma$, we leverage the above properties (i’)-(iv’) to show that $\hat{G}$, the TR where edges describe coordinated collision-free motion where the robots avoid obstacles as well as each other, contains a high-quality composite trajectory which avoids robot-obstacle and robot-robot collisions. To do so, we show that we can adjust the positions of the robots along the trajectories $\sigma_1, \ldots, \sigma_R$ to induce a collision-free trajectory over $\hat{G}$, which we denote by $\hat{\Sigma} = (\hat{\sigma}_1, \ldots, \hat{\sigma}_R)$.

First, define a list $\mathcal{L}$ of triplets of the following form:

$$\mathcal{L} := \bigcup_{i=1}^{R} \bigcup_{j=1}^{\ell_i} \{(i, \tau^j_i, z^j_i)\}.$$  

That is, $\mathcal{L}$ contains for every robot $1 \leq i \leq R$, $\ell_i$ triplets of the form $(i, \tau^j_i, z^j_i)$, where $\tau^j_i \in T_i$ is a timestamp, and $z^j_i \in E_i$ is the corresponding configuration. Additionally, define $\mathcal{L}^o$ to be a permutation of $\mathcal{L}$, where the triplets are ordered according to the timestamp. That is,

$$\mathcal{L}^o := \{(i_1, \tau_{i_1}, z_{i_1}), (i_2, \tau_{i_2}, z_{i_2}), \ldots, (i_\ell, \tau_{i_\ell}, z_{i_\ell})\},$$

where $\ell = \sum_{i=1}^{R} \ell_i$, $(i_j, \tau_{i_j}, z_{i_j}) \in \mathcal{L}$ for every $1 \leq j \leq \ell$, and $\tau_{ij} \leq \tau_{ij+1}$ for every $1 \leq j \leq \ell - 1$. For simplicity, when several robots have the same timestamp, we order the corresponding triplets in increasing order of the robot indices.

Next, we describe an iterative scheme that uses $\mathcal{L}^o$ for generating a sequence of composite vertices $V_0, V_1, \ldots, V_\ell \in \hat{V}$, such that $(V_j, V_{j+1}) \in \hat{E}$. First, define $V_0 = \vec{x}^a$. Next, given that $V_j = (v_j, \ldots, v_{j+1})$ has already been defined for some $1 \leq j \leq \ell - 1$, set $V_{j+1} = (v_{j+1}, \ldots, v_{j+1+1})$, where $v_{ij+1}, v_{ij+1} = z_{ij+1}$, and $v_{ij+1} = v_{ij+1}$ for every $i' \neq i+1$.

Namely, when transitioning from $V_j$ to $V_{j+1}$ all the robots stay put, besides robot $i_{j+1}$ whose timestamp appeared in item $j+1$ of $\mathcal{L}^o$. See appendix for a concrete example.

To complete the proof, we first note that $(V_j, V_{j+1}) \in \hat{E}$ for every $1 \leq j \leq \ell - 1$. This follows from the values of the connection radii $\hat{\rho}$ we assigned, and Properties (iv') and (v'), which ensure that $\{v^j_i, v^j_{i+1}\} \in E_i$ for every robot $1 \leq i \leq R$, where $(v_1, \ldots, v_R) := V_j, (v_{1}', \ldots, v_{R}') := V_{j+1}$.

It remains to prove that the robots do not collide with one another while they move along the path represented by any such edge $(V_j, V_{j+1})$. First, recall that there is exactly one robot moving for $(V_j, V_{j+1})$. In particular, this is the robot whose index is $i_j$, which is the first value of the $j$th triplet $(i_j, \tau_{i_j}, z_{i_j}) \in \mathcal{L}^o$. That is $i_j \neq i_{j+1}$, whereas for any other robot $k \neq i_j$ it holds that $v_k = v_{i_j}$.

Notice that given two stationary robots $k_1, k_2 \neq i_j$, and assuming that they did not collide for the previous edge $(V_{j-1}, V_j)$, they do not collide with each other for $(V_j, V_{j+1})$ as well.

It remains to show that robot $i_j$ does not collide with any stationary robot $k \neq i_j$, while moving from $v_{i_j}$ to $v'_{i_j}$. By definition of $V_0, \ldots, V_\ell$, it must be that robot $k$ resides in $v_k = z^k_j \in Z_k$ such that $\tau^k_j \leq \tau_{i_j} \leq \tau^k_{j+1}$, for some $0 \leq j' \leq \ell_k - 1$. Next, recall that $\sigma^*_k, \sigma'_{i_j}$ are $\delta_k$ and $\delta_{i_j}$, respectively. Thus, it suffices to prove that $\|\sigma^*_k(\tau_{i_j}) - p\| \leq \delta_k/2$ for every $p \in CH (v_{i_j}, v'_{i_j})$ and $|\sigma^*_k(\tau_{i_j}) - z^k_j| \leq \delta_k/2$.

Indeed, Property (iii) implies that for $p \in CH (v_{i_j}, v'_{i_j})$ we have that $\|p - \sigma^*_k(\tau_{i_j})\| \leq \beta_{i_j} + \rho_{i_j} \leq \delta_i/2$. We also have that $\|z^k_j - \sigma^*_k(\tau_{i_j})\| \leq \|z^k_j - \sigma'_{i_j}(\tau_{i_j})\| + \|\sigma'_{i_j}(\tau_{i_j}) - \sigma^*_k(\tau_{i_j})\| \leq \beta_{i_j} + \rho_{i_j} \leq \delta_i/2$.

Since at time $\tau_{i_j}$ both robots $i_j$ and $k$ obey the clearance rules, they are at distance $\delta_{\text{max}} = \max(\delta_{i_j}, \delta_k)$ from one another. As we have shown that during the specified motion, robot $i_j$ has not drifted more than $\delta_{\text{max}}/2$ from its position at time $\tau_{i_j}$, and the stationary placement of robot $k$ during this motion is at most $\delta_{\text{max}}/2$ from its placement at time $\tau_{i_j}$, we are guaranteed that they do not collide with one another during this motion, which concludes the proof.

We emphasize that even though our proof finds a trajectory which uses edges where a single robot moves at a time, the solution that would be found in practice is not necessarily restricted to individual-robot moves. This is due to the fact the tensor roadmap also includes edges representing simultaneous motion of several robots.

D. Discussion

Theorem 4 implies that if a given MRMP planner is guaranteed to find an optimal collision-free path over a TR, then it is also guaranteed to find a $(1+\varepsilon)$-approximation of the optimal $\delta$-clear trajectory (in the continuous domain), when each PRM graph is constructed using the sample set $\mathcal{X}_{\omega, \delta_i, \delta_k}$ and radius $\tau_i = \delta_i(\varepsilon + 1)/(\varepsilon + 2)$ for each robot $1 \leq i \leq R$, where $\omega = \varepsilon/(2(\varepsilon + 2))$.

This statement applies, for instance, to $\mathcal{M}^*$ and MC-CBS. The former can be viewed as a refined version of $\mathcal{L}^*$ for searching the TR. The latter implicitly explores the TR by incrementally considering combinations of single-robot trajectories induced by the PRM graphs, until a combination that yields a collision-free composite trajectory is found. The $d\text{RRT}^*$ planner implicitly explores the TR via an RRT-style random exploration using a secondary sampling procedure which is employed after the PRM graphs are constructed. Due to this additional randomization step, $d\text{RRT}^*$ achieves a $(1+\varepsilon)$-approximation only asymptotically. Nevertheless, our analysis simplifies the usage of this algorithm by derandomizing the construction of PRM graphs used in $d\text{RRT}^*$.

Finally, we provide an example for the number of samples that should be used according to Theorem 4 within each PRM roadmap for specific parameters. In particular, we report in Table II the value $|\mathcal{X}_{\omega, \delta_i, \delta_k}|$, for varying values of the stretch parameter $\varepsilon$, dimension $d$, and clearance vector $(\delta_1, \ldots, \delta_R)$, where $\delta_i = 0.1$ for all robots. While these values are quite large, particularly for higher dimensions, we emphasize that we do not expect our bounds to be tight, as observed in Section IV. This suggests that smaller sample sets are sufficient.
for \((\varepsilon, \tilde{\delta})\)-completeness, which we aim to explore in future research (see Section V).

| \(d\) | \(\varepsilon = \infty\) | \(\varepsilon = 5\) | \(\varepsilon = 1\) | \(\varepsilon = 0.5\) | \(\varepsilon = 0.25\) |
|-----|------------------|------------------|------------------|------------------|------------------|
| 2   | 183              | 314              | 1203             | 3281             | 1.05 \times 10^4 |
| 3   | 2331             | 6119             | 5.68 \times 10^4 | 7.23 \times 10^4 | 1.43 \times 10^6 |
| 4   | 4.93 \times 10^4 | 1.49 \times 10^5 | 2.83 \times 10^5 | 2.19 \times 10^5 | 2.21 \times 10^6 |
| 5   | 9.09 \times 10^4 | 4.37 \times 10^5 | 1.69 \times 10^5 | 2.23 \times 10^5 | 3.94 \times 10^6 |
| 6   | 1.89 \times 10^5 | 1.5 \times 10^6  | 1.18 \times 10^6 | 2.46 \times 10^6 | 7.82 \times 10^6 |

TABLE II: Multi-robot sample complexity example for \(\delta = 0.1\) with varying values for the dimension of each robot, \(d\), and the required maximal stretch factor, \(\varepsilon\).

IV. EXPERIMENTAL RESULTS

We provide experimental results to support our theoretical findings, focusing on the case of multiple disc robots operating in a planar domain. We study the effect that the stretch parameter \(\varepsilon\), which determines the structure of the underlying PRM graphs within the tensor product graph \(\tilde{G}\) in Theorem 4, has on the actual solution quality. We observe that the resulting approximation factor is in fact significantly lower than \(1 + \varepsilon\). This suggests that our analysis can be further refined to support even sampling distributions with fewer samples (see Section V).

Concerning the design of the experiments, we were faced with two challenges. First, current MRMP algorithms [11, 16, 42] (including our own) are limited in their ability to cope with the large tensor roadmaps required to guarantee path quality according to our analysis; this curbed our ability to go to large numbers of robots in the experiments, and strongly motivates further improving of such algorithms. Secondly, in order to provide meaningful experimental reports, we need yardsticks to compare to; the problem is that optimal MRMP algorithms are not known to be tractable even for the simple case of two unit disc robots moving amid obstacles in the plane, and it is highly non-trivial to calculate optimal solutions when coordination is required. We explain below how we overcame this latter impediment.

A. Scenarios

The scenarios are illustrated in Figure 5. The first scenario, [Left], consists of two robots in an obstacle-free environment. We use this simple example to benchmark our solution against an optimal \(\delta\)-clear solution using a recent work that provides characterization of optimal trajectories for two disc robots in the absence of obstacles [49]. The [Center-left] scenario uses a more complicated workspace topology, which potentially requires more samples to achieve a near-optimal solution, since multiple straight-line segments are required to approximate every single-robot trajectory. The third scenario, [Center-right], which consists of four robots, aims to test our theory for a tight setting, which is obtained by tightly packing the four robots inside a circular barrier. The fourth scenario, [Right], which consists of seven robots, aims to test our theory for a larger number of robots, where additional coordination is required to achieve a solution.

B. Results

To test our theory on the aforementioned scenarios, we constructed PRM graphs using our staggered grid as the sample set, corresponding to different values of the stretch parameter \(\varepsilon\) and clearance \(\delta\) (for simplicity, we use the same value of \(\delta\) across all robots, i.e., \(\delta := \{\delta, \ldots, \delta\}\)). For all the scenarios, we set the value \(\delta\) to be equal to the static clearance \(\mu\) (see caption of Figure 5). We set the stretch parameter \(\varepsilon\) to different values in the range \([0.75, \infty)\). We then use \(A^*\)-search for the first three scenarios, and MC-CBS for the seven-robot scenario, to obtain the best solution from the resulting tensor roadmap.

The results are reported in Figure 6, where we plot the approximation ratio obtained using the staggered grid \(X_{\omega, \delta, \delta}\) set to guarantee an approximation factor of at most \(1 + \varepsilon\) (see Theorem 4). The reported approximation factor represents the ratio between the cost of the best solution obtained from the tensor roadmap, denoted by \(\tilde{\Sigma}\), and the optimal \(\delta\)-clear solution whose cost is denoted by \(OPT_{\delta}\). For the first scenario we obtain the value \(OPT_{\delta}\) using [49], as we reported earlier. For the [Center-left] scenario, \(OPT_{\delta}\) is equal to the sum of the shortest \(\delta\)-clear trajectories for the two individual robots, as one of the robots can move after the other finishes its motion without increasing the overall cost of the solution. For the [Center-right] scenario, \(OPT_{\delta}\) is equal to the perimeter of the circle going through the robot centers at the initial positions (as each robot traverses a quarter of the circle). For the [Right] scenario, \(OPT_{\delta}\) is equal to the sum of the Euclidean distances between each robot’s origin and destination, as the robots can move one after the other to obtain an optimal solution.

In all the experiments we obtain an approximation factor that is significantly lower than what our worst-case analysis predicts. For instance, already when setting the stretch parameter to \(\varepsilon = 50\) we obtain an approximation factor of at most 1.075. Moreover, for \(\varepsilon \leq 1.5\) we obtain approximation factors below 1 in both two-robot scenarios. This is possible as the solution obtained from the tensor roadmap is not necessarily \(\delta\)-clear, which allows robots to take shortcuts in proximity to obstacles and each other. The overall trend of the graphs complies with our expectation: when the stretch parameter decreases, we obtain improved solutions. The biggest improvement (at least for the two-robot scenarios) occurs when \(\varepsilon\) goes below 2, due to the rapid increase in the number of samples in \(X_{\omega, \delta, \delta}\). In some cases using a smaller number of samples may yield better solutions, as in the 2-robot spiral scenario for stretch factors \(\varepsilon = 50\) and \(\varepsilon = 20\). The explanation is that the smaller sample set gets closer to the (approximate) optimal solution by chance. Still, the worst-case approximation factor is guaranteed to improve as the size of the staggered grid increases.

C. Comparing the staggered grid with random sampling

The staggered grid offers good theoretical guarantees on the necessary sample size for obtaining near-optimal solution in the single robot case and consequently in the multi-robot case as well. An important question is whether the staggered grid also provides an improvement over the somewhat standard random uniform sampling in practice. In this section
we demonstrate that the staggered grid provides a practical improvement over random uniform sampling especially for small sample sets.

Next, we show how the staggered grid outperforms random sampling in both of our test scenes with 2 robots, those depicted in the [Left] and [Center-Left] sub-figures of Figure 5. The testing scheme we use is the following: for varying values of \( \varepsilon \), we calculate the number of points in the staggered grid, and the connection radius prescribed by Theorem 4. We then randomly choose that same number of points uniformly and use the same connection radius for solving the scene. This process is repeated 10 times to account for randomness.

We first look at the success rate. Using the staggered grid we are guaranteed to have a perfect success rate as long as there exists a path with \( \delta \)-clearance, for a given \( \delta \). For a random set of points this is no longer the case—see the success rate reported in Figure 7. Note that as \( \varepsilon \) decreases (and the number of samples increases) the success rate improves. We also observe that the scene with obstacles has a very low success rate for small values of \( \varepsilon \).

Next we consider the cost of the resulting trajectory. We compare the average cost of the path generated using the randomly sampled points with the cost of the path generated using the staggered grid. As can be observed in Figure 8, for small sets of points (large \( \varepsilon \) values) the staggered grid outperforms an average uniformly chosen random set of sample points. This advantage decreases for smaller \( \varepsilon \) values.

To summarize, our results emphasize the strength of the staggered grid for large values of \( \varepsilon \), when compared with the standard random sampling both in terms of success rate and solution quality.

Next we consider the cost of the resulting trajectory. We compare the average cost of the path generated using the randomly sampled points with the cost of the path generated using the staggered grid. As can be observed in Figure 8, for small sets of points (large \( \varepsilon \) values) the staggered grid outperforms an average uniformly chosen random set of sample points. This advantage decreases for smaller \( \varepsilon \) values.

To summarize, our results emphasize the strength of the staggered grid for large values of \( \varepsilon \), when compared with the standard random sampling both in terms of success rate and solution quality.
To conclude this section, we briefly discuss how to choose $\varepsilon$ and $\delta$ in practice. Considering that the number of samples rapidly increases as $\varepsilon$ and $\delta$ decrease, we suggest starting with a desired value of $\delta$ but setting $\varepsilon$ to be infinity. In our experience, and as is evident in the experimental results, even large values of $\varepsilon$ often yield low stretch. If time permits, one can decrease $\varepsilon$ (and rerun the algorithm). In case that there is no desired $\delta$ that is prescribed from the application, it can also be set initially to $\infty$, and then gradually reduced. We leave the study of more sophisticated parameter tuning methods for future research.

![Fig. 8: The average cost of successful runs for the MRMP problem, for the two scenarios of two robots each. We show the average cost using randomly sampled points (blue line) and the cost using the staggered grid (red line).](image)

V. DISCUSSION AND FUTURE WORK

We developed sufficient theoretical conditions for finite-sample near-optimality of the tensor roadmap, which is an underlying structure in several sampling-based algorithms for MRMP. We also presented a new sampling scheme, termed the staggered grid, for near-optimal motion planning for individual robots, which requires fewer samples than previous work.

Our work raises interesting questions for further investigation both in practice and theory. The scalability issues we encountered when testing our theoretical finding on MC-CBS—a continuous extension of a state-of-the-art method for MAPF—motivate the study of more effective methods for exploring tensor roadmaps introduced by large PRM graphs. On the positive side, the scenarios that we did manage to solve suggest that near-optimality can be achieved with smaller sample sets than our theory prescribes. This motivates the development of even more compact sampling-distributions for the single-robot case, and refining our proof technique for the multirobot case (Theorem 4). In this context, we mention that there exists a sample distribution by [50] that requires fewer samples than the staggered grid, albeit it only applies currently for $d = 2$, and it is unclear whether it can be extended to higher dimensions $d \geq 3$.

Additional practical enhancements to our approach could be the incorporation of learning-based sample distributions, which could soften the blow of the curse of dimensionality [35]. It would also be interesting to consider time-based distance functions (e.g., minimize total travel time of robots) by considering PRM graphs that cover a time-parametrized configuration space.
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We provide an example of $L$, $L^o$ and $V_0, \ldots, V_6$ from Theorem 4 for a two-robot setting with

$$T_1 = \{0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.7, 0.9, 1\},$$
$$Z_1 = (z_1^0, z_1^1, z_2^0, z_2^1, z_3^0, z_3^1, z_4^0, z_4^1),$$
$$T_2 = \{0.0, 0.2, 0.4, 0.6, 0.8, 0.85, 0.9, 0.95, 1\},$$
$$Z_2 = (z_2^0, z_2^1, z_2^2, z_2^3, z_2^4, z_2^5, z_2^6, z_2^7).$$

Note that $z_5^1$ is robot 1’s starting point, and $z_8^5$ is its goal. In particular,

$$L = \{(1, 0.1, z_1^1), (1, 0.2, z_2^1), (1, 0.3, z_3^1), (1, 0.4, z_4^1),$$
$$(1, 0.5, z_5^1), (1, 0.7, z_6^1), (1, 0.9, z_7^1), (1, z_8^1),$$
$$(2, 0.2, z_1^2), (2, 0.4, z_2^2), (2, 0.6, z_3^2), (2, 0.8, z_4^2),$$
$$(2, 0.85, z_5^2), (2, 0.9, z_6^2), (2, 0.95, z_7^2), (2, 1, z_8^2)\}.$$

$$L^o = \{(1, 0.1, z_1^1), (1, 0.2, z_1^2), (2, 0.2, z_2^1), (1, 0.3, z_3^1),$$
$$(1, 0.4, z_4^1), (2, 0.4, z_2^2), (1, 0.5, z_5^2), (2, 0.6, z_6^2),$$
$$(1, 0.7, z_7^2), (2, 0.8, z_8^2), (2, 0.85, z_5^2), (1, 0.9, z_7^1),$$
$$(2, 0.9, z_6^2), (2, 0.95, z_7^2), (2, 1, z_8^1)\}.$$

yielding the vertices $V_0 = (z_0^0, z_0^1)$, $V_1 = (z_1^1, z_1^2)$, $V_2 = (z_2^0, z_2^1)$, $V_3 = (z_3^1, z_3^2)$, $V_4 = (z_4^1, z_4^2)$, $V_5 = (z_5^1, z_5^2)$, $V_6 = (z_6^2, z_6^3)$, $V_7 = (z_7^2, z_7^3)$, $V_8 = (z_8^2, z_8^3)$, $V_9 = (z_9^2, z_9^3)$, $V_{10} = (z_0^1, z_0^2)$, $V_{11} = (z_1^1, z_1^2)$, $V_{12} = (z_2^1, z_2^2)$, $V_{13} = (z_3^2, z_3^3)$, $V_{14} = (z_4^2, z_4^3)$, $V_{15} = (z_5^2, z_5^3)$, $V_{16} = (z_6^3, z_6^4)$.

An illustration for two vertices can be found in Figure 9. A full illustration for all vertices can be found at https://www.geogebrga.org/mj3cz3fb.
Fig. 9: An illustration for the example in the appendix. The robots are denoted as empty discs. Robot 1 is denoted in cyan. Its reference path is the orange line, the path calculated for it is represented by the cyan path. Notice for each time stamp in $T_1$ there exist a point on the orange path and a the point from $Z_1$ next to it in cyan. Robot 2 is denoted in pink. Its reference path is the purple line and the path calculated for it is represented by the pink path.