Move your virtual body: differences and similarities in brain activation patterns during hand movements in real world and virtual reality
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Abstract

Virtual reality (VR) is a promising tool for neurological rehabilitation, especially for motor rehabilitation. In the present study, we investigate whether brain activation patterns that are evoked by active movements are comparable when these movements are carried out in reality and in VR. Therefore, 40 healthy adults (20 men, mean age 25.31 years) performed hand movements and viewed these movements in a first-person view in reality, a VR scene showing realistic virtual hands, and a VR scene showing abstract virtual hands, in a randomized order. The VR conditions were presented via an immersive 3D head-mounted display system. EEG activity was assessed over the hand motor areas during and after movement execution. All three conditions led to typical EEG activation patterns over the motor cortex. Hence, brain activation patterns were largely comparable between conditions. However, the VR conditions, especially the abstract VR condition, led to a weaker hemispheric lateralization effect compared to the real-world condition. This indicates that hand models in VR should be realistic to be able to evoke activation patterns in the motor cortex comparable to real-world scenarios.
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1 Introduction

Virtual realities (VR) are increasingly used not only for entertainment purposes, but also as clinical and rehabilitation tools. For instance, virtual environments can be used to treat anxiety disorders (Meyerbröker and Emmelkamp 2011), pain (Shahnaz Shahrbanian et al. 2012), and they are also used to support neurological rehabilitation, for instance, to restore hand and foot movements (Adamovich et al. 2009; Laver et al. 2017; Lee et al. 2019; Piron et al. 2009; Saposnik and Levin 2011; Shin et al. 2016; Sveistrup 2004). For such clinical applications, VR offers the possibility of safe training environments, which can be individually adapted to the patients’ needs. VR can improve training motivation by providing engaging and interesting VR scenarios (Levin et al. 2012; Teo et al. 2016). Additionally, VR scenarios enable cost effective training at home (Adamovich et al. 2009; Putrino 2014).

In the context of motor rehabilitation, it is assumed that an adaptive and engaging VR can provide intensive sensorimotor stimulation, which is needed to induce brain reorganization (Adamovich et al. 2009; Jang et al. 2005). Neurophysiological and behavioral benefits of tasks such as movement observation, practicing or imitating movements can be easily incorporated into VR to target brain areas necessary for functional recovery (Adamovich et al. 2009). Generally, motor training in VR has similar positive effects on motor function than motor training in the real world (Karamians et al. 2020; Laver et al. 2017; Lee et al. 2019). For
instance, kinematics of movements are similar in real and virtual environments and changes in brain activation patterns due to virtual and real motor training are largely similar in neurologic patients (Adamovich et al. 2009). There is also evidence that VR can be used to activate the mirror neuron system in the brain. Merians et al. (2009) performed a VR study, in which a stroke patient performed movements with the unaffected hand. These movements were translated to movements of a corresponding or contralateral virtual hand model in VR. Watching the movements of the virtual hand of the affected side lead to increases of activation patterns in the motor areas of the affected brain areas.

In this context, it is still an open question whether brain activation patterns that are evoked by executing and looking at one’s own movements in the first-person view in reality are comparable to brain activation patterns that are evoked by executing and looking at the same movements in VR. Adamovich et al. (2009) also conclude in their review that “imaging studies to evaluate the effects of sensory manipulation on brain activation … are needed to guide future clinical inquiry” (Adamovich et al. 2009, pp. 1). In the present study, we investigated this question by comparing EEG activation patterns over the motor cortex when watching one’s own hand movements in reality and in VR.

Prior neuroscientific studies report on heterogeneous results concerning the comparability of brain activation patterns evoked by real and corresponding VR tasks (Aghajan et al. 2015; Perani et al. 2001; Romero-Soto et al. 2020; Wang et al. 2020). There is some evidence that neural firing is not directly comparable between real-world scenarios and virtual scenarios. For instance, Aghajan et al. (2015) investigated firing of cells in the hippocampus of rats, which generally fire during spatial navigation when a cognitive map of the environment is generated. They found that these cells did not fire in the same systematic way when navigating through a virtual environment compared to a real environment. Perani et al. (2001) assessed brain activation patterns while passively observing movements of real and virtual hands using fMRI. They found that watching the virtual hand movements produced significantly smaller activation in the frontoparietal circuit that was recruited when watching movements of a real hand. In contrast to the study by Perani et al. (2001), in the present study we do not use a passive watching paradigm. Instead, participants actively move their hands and watch these active movements by looking at their own hands in reality or their movements are translated to movements of virtual hand models. Pacheco et al. (2017) compared EEG activity during going up and down a step in the real world and in VR. They found differences in different EEG frequency bands (increase in theta and alpha power in real-world condition, increase in beta and gamma power in VR condition) during the execution of such a lower limb motor task according to the environment that the individual was exposed. Baumeister et al. (2010) also found differences in different EEG frequency bands between a real-world golf putting task and a corresponding virtual task (increased theta and alpha 2 power during real putting). Wang et al. (2020) reported comparable changes in EEG power (decreasing alpha and beta power) over the sensorimotor cortex during a full-body reaching task when comparing a real-world and a VR condition. Romero-Soto et al. (2020) also found comparable EEG activity (frontal alpha synchrony) in a real-world and VR condition of the game “Power Solitaire”. The heterogeneous results of these prior studies might be related to methodological differences, e.g., differences in VR systems or movement visualization (Ferreira Dos Santos et al. 2016).

Beside the comparison between real and virtual hand movements, we further distinguished between watching movements of a realistic and an abstract VR hand model. The design and visualization of the VR environment might affect the impact of a VR interaction on brain activity (Ferreira Dos Santos et al. 2016; Pyasik et al. 2020). There is some evidence from brain-computer interface (BCI) studies that realistic humanlike visual feedback can induce a sense of embodiment when imagining hand movements and consequently might optimize the activation in motor brain areas (Alimardani et al. 2018; Ono et al. 2013). Pfurtscheller et al. (2007) showed that viewing a hand moving realistically in VR led to a stronger activation of the motor cortex (as indicated by an event-related desynchronization of the central beta rhythm) than viewing a moving cube in VR. Tunik et al. (2013) showed that visuomotor discordance during visually guided hand movement in VR modulates activity in the motor areas of the brain.

In summary, here we investigate similarities and differences in activation patterns of the motor cortex when actively moving one’s own hands and watching these active movements in reality compared to a 3D highly immersive VR condition using a head-mounted display. We also differentiate between two VR conditions: in one VR condition, actual hand movements were translated to movements of a realistic virtual hand model while in the other VR condition, actual hand movements were translated to movements of an abstract virtual hand model. Looking at realistic virtual hand models could activate motor brain areas in a more similar way to viewing one’s own hands in reality during movement execution, for instance by additionally activating the mirror neuron system or inducing a sense of embodiment, compared to the abstract VR condition (Alimardani et al. 2018; Merians et al. 2009; Pfurtscheller et al. 2007).

2 Material and methods

2.1 Participants

Forty healthy adults participated in the present study (mean age 25.31 years, SD = 5.09; 20 male participants). All
participants were right-handed, which was assessed with the Edinburgh Handedness Inventory (EHI, Oldfield 1971). Participants reached a mean score of 85.48 (SD = 20.18) in the EHI. In the EHI, values can range from −100 (very strong left-hander) to 100 (very strong right-hander). All volunteers gave written informed consent. The study was approved by the local ethics committee of the University of Graz, Austria (GZ. 39/55/63 ex 2018/19) and is in accordance with The Code of Ethics of the World Medical Association (Declaration of Helsinki) for experiments involving humans (WMA World Medical Association 2009).

2.2 Procedure

All participants performed all experimental conditions in a pseudo-randomized order (matching for gender). After signing the informed consent and receiving written instructions explaining the procedure, demographic data and handedness (EHI) were assessed as well as a baseline measurement of cybersickness using the Simulator Sickness Questionnaire (SSQ; Kennedy et al. 1993). This questionnaire assesses symptoms that can occur during or after interactions with VR systems, encompassing nausea, disorientation, and oculomotor symptoms. Moreover, one further questionnaire (KUT, Kontrollueberzeugug im Umgang mit Technik, i.e., control beliefs while dealing with technology Beier 1999) was completed for exploratory purpose with no further relevance for the present study. Then, the EEG electrodes were mounted on the participants’ heads. Before each experimental condition, participants performed EEG resting measurements with open and closed eyes (1 min each, in the VR conditions the VR headset was already mounted on the participants’ heads) and they performed a motor task in which they should stack wooden blocks (either in VR or real world, Fig. 1) to familiarize with the virtual hands (duration of about 2 min). After stacking wooden blocks, participants were asked to rate how much they had the feeling that the movements of the virtual hands matched those of their own hands on a visual analogue scale (VAS) ranging from 0 (“not at all”) to 100 (“perfect match”). After that, the corresponding experimental condition started.

Three experimental conditions were performed in which participants were instructed to actively open and close either their right or left hand (making a fist) in an approximately one-second-pace. This movement was practiced before the start of the measurement. During the experimental conditions, participants were sitting and could comfortably put their elbows on the arm rest of the chair. In all three experimental conditions, participants viewed their own hands in a first-person view. In the real-world condition, they saw their own hands. In the realistic VR condition, they wore the VR headset and their actual movements were translated to the movements of realistic hand models (Fig. 1a). In the abstract VR condition, they wore the VR headset and their actual movements were translated to the movements of abstract hand models (Fig. 1b).

The timing of each of the movement tasks was as follows (Fig. 2): An auditory cue (beep tone) was presented to indicate that the movement task instruction will follow soon. One second later, the auditory command “left hand” or “right hand” followed indicating that participants should start moving their hand (opening and closing it in a 1-s-pace), respectively. The duration of the motor task was 5 s. Participants heard “Stop” after these 5 s, indicating that they should stop the movement. Afterward, a variable pause (2.5–4.5 s) followed in which participants should relax and not move. Then, the next trial started with the auditory cue (beep tone). This timing of the trials is in accordance with prior EEG studies investigating cortical correlates of hand movements (Pfurtscheller and Lopes da Silva 1999; Pfurtscheller and Neuper 1997). In sum, 20 right hand movement trials and 20 left hand movement trials were performed for each experimental condition. Participants saw the virtual hands continuously also during the pause interval. They were instructed to avoid strong movements (e.g., head movements) during the whole EEG measurement to prevent excessive movement artifacts.

After each VR condition, participants filled out the Short Feedback Questionnaire (SFQ, Kizony et al. 2006) to assess the level of presence in the VR conditions. The SFQ is a short post-immersive presence questionnaire containing only six questions related to the feeling of presence, i.e., the participant’s feeling of enjoyment, sense of being in the environment, feeling of success, feeling of control, perception of the environment as being realistic, and whether the feedback from the computer was understandable or not. The items of the SFQ are assessed on a five-point Likert scale, ranging from 1 (not at all) to 5.
(a lot). The internal consistency reliability (Cronbach’s alpha) ranges between $\alpha = 0.70$ to $\alpha = 0.81$ (Kizony et al. 2006). At the end of the measurement, participants filled out the SSQ again to reveal possible changes in sickness symptoms during the course of the measurement. The whole experiment lasted approximately for one hour.

### 2.3 VR equipment

For the presentation of the VR conditions, a head-mounted display (HMD; HTC Vive Pro) with a resolution of 2880 x 1600 pixels (1440 x 1600 pixels per eye) and a refresh rate of 90 Hz was used. This is an immersive 3D VR system widely used in the gaming industry. It enables the stereoscopic presentation of a VR in 360 degrees from the egocentric perspective using modern tracking technology to accurately determine the position of the HMD.

To track the actual hand movements of the participants and to translate the real hand movements into movements of the virtual hands, the Leap Motion Controller was used. This is an optical hand tracking module that captures the movements of hands with high accuracy. The Leap Motion Controller was mounted on the VR HMD. The virtual hand models (realistic and abstract model, Fig. 1) were from example applications of the Leap Motion system and designed and presented with the game engine Unity (Unity Technologies, San Francisco, CA).

### 2.4 EEG data recording and analysis

EEG data were recorded by eight Ag/AgCl passive electrodes over FC3, FC4, C3, C1, C2, C4, CP3, and CP4 according to the extended 10–20 electrode placement system. Note that for data analysis only C3 (motor hand area over left hemisphere) and C4 (motor hand area over right hemisphere) were used. For data recording, a g.USBamp 16 channels standard amplifier (g.tec, Graz, Austria) was used with a sampling rate of 256 Hz. The ground was placed at Fz. Data was referenced to linked mastoids. Additionally, vertical and horizontal eye movements (electrooculogram, EOG) were recorded with three electrodes in total, two were placed on the outer canthi of the eyes and one was placed superior to the nasion. Electrode impedances were kept below 10 kOhms.

EEG data preprocessing and analysis were performed with the Brain Vision Analyzer software (version 2.01, Brain Products GmbH, Munich, Germany). Data were filtered using a 0.5 Hz high-pass filter, a 70 Hz low-pass filter and a 50 Hz Notch filter. Ocular artifacts such as eye blinks were automatically removed using Independent Component Analysis (ICA). After ocular artifact correction, a semi-automated rejection of other EEG artifacts (e.g., muscles) was performed (Criteria for rejection: $> 50.00 \mu V$ voltage step per sampling point, absolute voltage value $> \pm 150.00 \mu V$, lowest allowed activity in 100 ms intervals: 0.5 $\mu V$). All epochs with artifacts were excluded from the EEG analysis.

---

![EEG time–frequency map. Example of an EEG time–frequency map (wavelet analysis) for a left hand movement over the right hemisphere during the real-world condition. The arrows indicate the timing of the movement execution task (beep tone, start and stop of movement execution). White rectangles indicate the EEG frequency range of mu (8–12 Hz), green rectangles of beta 1 (16–20 Hz), and purple rectangles of beta 2 (20–24 Hz). The time interval one second before the beep tone was used as baseline interval for ERD/ERS calculations. As one can see, mu power decreases from baseline to the task interval (movement execution, s 2–5) reflecting an ERD in the mu frequency range. Beta 1 and beta 2 power increase from the baseline interval to the pause interval after movement execution (beta rebound, 1.5–3 s after stopping the movement) reflecting an ERS in the beta frequency ranges.](image-url)
To analyze changes in motor brain activity during the hand movement tasks, we calculated the event-related desynchronisation/synchronisation (ERD/ERS) in different EEG frequency bands (Pfurtscheller 1989; Pfurtscheller and Lopes da Silva 1999). ERD/ERS values are a measure of the percentage change in EEG band power between the baseline interval (one second before the auditory cue/beep tone) and a task interval (e.g., during movement execution). To avoid that ERD/ERS is influenced by phase-locked EEG activities, which include all types of event-related potentials (ERPs), the ERD/ERS calculation was based on the intertrial variance method. Therefore, all trials were bandpass filtered in the analyzed frequency bands. Then, the average of these filtered trials was calculated and in a following step subtracted from each data point separately, warranting that only non-phase-locked activity was quantified. Finally, data were squared to get band power values and averaged over trials (Kalcher and Pfurtscheller 1995). For calculating ERD/ERS values, the following formula was used: ERD/ERS = [(band power task – band power baseline)/(band power baseline)] × 100. Note that negative values are associated with an ERD (relative decrease in band power from baseline to task interval) and positive values with an ERS (relative increase in band power from baseline to task interval).

We analyzed ERD/ERS values in three different frequency bands over C3 and C4: mu (8–12 Hz), beta 1 (16–20 Hz), and beta 2 (20–24 Hz). Generally, during motor execution there is a relative decrease in mu activity (ERD) compared to the baseline interval (Pfurtscheller and Lopes da Silva 1999). Therefore, we analyzed mu ERD during movement execution (task interval starting 2 s after movement onset till the end of the movement, duration of 3 s). Hand movements should lead to a more bilateral activation (ERD in the mu rhythm) over the hand motor areas (C3 and C4) (McFarland et al. 2000; Neuper et al. 2006; Pfurtscheller 1989). Directly after the movement, a prominent phenomenon in the EEG is the so-called beta rebound or post-movement beta ERS (Neuper et al. 2006; Pfurtscheller et al. 1996; Pfurtscheller and Lopes da Silva 1999). This is a relative increase in beta activity (ERS) compared to the baseline interval directly after movement execution. It is interpreted to reflect a short-lasting state of deactivation or inhibition of motor cortex networks (Neuper et al. 2006; Pfurtscheller et al. 1996; Pfurtscheller and Lopes da Silva 1999). Therefore, we analyzed the ERS in the beta 1 and beta 2 frequency range after movement execution (task interval starting 1.5 s after stopping the movement, duration of 1.5 s). The beta rebound (ERS in beta 1 and beta 2) should be more laterally pronounced, i.e., right hand movements should lead to a stronger beta ERS over the left motor cortex (C3) and left hand movements should lead to a stronger beta ERS over the right motor cortex (C4) (Pfurtscheller et al. 1996; Salmelin and Hari 1994). Figure 2 illustrates an example of an EEG time–frequency map indicating the time intervals and frequency ranges used for ERD/ERS analysis.

2.5 Statistical analysis

To compare presence values and other subjective experiences between the realistic and abstract VR condition, we used paired-samples t-tests. To investigate differences in EEG activity, we calculated ANOVAs with the within subject factors experimental condition (real-world vs. realistic VR vs. abstract VR), hand (left vs. right hand movement), and hemisphere (left vs. right motor cortex) separately for mu ERD, beta 1 ERS, and beta 2 ERS. Additionally, we performed exploratory post-hoc paired-samples t-tests to reveal lateralization effects by comparing EEG activity between the left (C3) and right (C4) hemisphere separately for each EEG frequency band and experimental condition. The level for a type I error was set to 5% and post-tests were Bonferroni–Holm corrected.

3 Results

3.1 Presence experience and simulator sickness

The presence experience was stronger in the realistic VR condition (M = 3.46, SE = 0.09) compared to the abstract VR condition (M = 3.27, SE = 0.09) [t(39) = 2.24, p < 0.05]. Participants reported that they felt that the movements of the virtual hands largely corresponded to those of their own hands using a VAS ranging from 0 (“not at all”) to 100 (“perfect match”). This subjective match between the virtual and real hand movements did not differ between the realistic (M = 72.60, SE = 2.10) and abstract VR condition (M = 70.47, SE = 2.64) [t(39) = 0.95, p = 0.35].

When comparing the SSQ total score assessed at the beginning and the end of the whole measurement, sickness symptoms were overall stronger (total score) at the end of the measurement than during the baseline at the beginning of the measurement. When having a closer look at the single subscales, especially oculomotor problems (e.g., eyestrain) increased during the measurement as well as disorientation (e.g., dizziness). Table 1 summarizes results of the subscales and the total score of the SSQ assessed before and after the whole measurement.

3.2 EEG results

3.2.1 Mu ERD during motor execution

An ANOVA model with the within subject factors experimental condition (real-world vs. realistic VR vs. abstract VR), hand (left vs. right hand movement), and hemisphere
(left vs. right motor cortex) revealed no significant effects. Exploratory post-hoc *t*-tests also revealed no significant differences in mu ERD between the left and right hemisphere in none of the conditions after Bonferroni–Holm correction. This indicates a bilateral activation pattern during right and left hand movements in all three experimental conditions. Figure 3 illustrates mu ERD of all conditions.

### 3.2.2 Beta 1 ERS after motor execution

An ANOVA model with the within subject factors experimental condition (real-world vs. realistic VR vs. abstract VR), hand (left vs. right hand movement), and hemisphere (left vs. right motor cortex) revealed a significant interaction effect hand*hemi $[F(1,37) = 17.55, p < 0.001, \eta^2 = 0.32]$. A left hand movement led to a stronger response (beta 1 ERS) over the right motor cortex while a right hand movement led to a stronger response (beta 1 ERS) over the left motor cortex. The three-way interaction effect condition*hand*hemi was not significant $[F(2,74) = 0.99, p = 0.38, \eta^2 = 0.03]$ indicating a comparable hemispheric lateralization effect in all three conditions. However, exploratory post-hoc *t*-tests showed that in the real-world condition, a left hand movement led to a stronger response over the right motor cortex $[t(39) = -3.27, p < 0.01]$ while a right hand movement led to a stronger response over the left motor cortex $[t(39) = 3.40, p < 0.01]$. In the realistic VR condition, a left hand movement also led to a stronger response over the right motor cortex $[t(39) = -2.53, p < 0.05]$ while a right hand movement did not lead to a statistically significant stronger response over the left motor cortex $[t(37) = 2.00, p = 0.05]$. Note that in the realistic VR condition 2 participants had to be excluded because of problems with the EEG recording during this condition. In the abstract VR condition, a left hand movement did not lead to a stronger response over the right motor cortex $[t(39) = -1.33, p = 0.19]$ while a right hand movement led to a stronger response over the left motor cortex $[t(39) = 4.36, p < 0.001]$. Figure 4 illustrates beta 1 ERS for all conditions.

### 3.2.3 Beta 2 ERS after motor execution

An ANOVA model with the within subject factors experimental condition (real-world vs. realistic VR vs. abstract VR), hand (left vs. right hand movement), and hemisphere (left vs. right motor cortex) revealed a significant interaction effect hand*hemi $[F(1,37) = 18.12, p < 0.001, \eta^2 = 0.33]$. A left hand movement led to a stronger response (beta 2 ERS) of the right motor cortex while a right hand movement led to a stronger response (beta 2 ERS) of the left motor cortex. The three-way interaction effect condition*hand*hemi was not significant $[F(2,74) = 1.59, p = 0.21, \eta^2 = 0.04]$, indicating a comparable hemispheric lateralization effect in all three conditions. Exploratory post-hoc *t*-tests showed that in the real-world condition, a left hand movement led to a stronger response over the right motor cortex $[t(39) = -2.99, p < 0.01]$ while a right hand movement led to a stronger response over the left motor cortex $[t(39) = 3.74, p < 0.001]$.

### Table 1 Results of the SSQ

| Subscale                  | Before the measurement | After the measurement | Results of *t*-tests |
|---------------------------|------------------------|-----------------------|----------------------|
|                           | Mean (SE)              | Mean (SE)             | *t*(df), *p*-values  |
| Nausea                    | 12.16 (1.96)           | 9.06 (1.71)           | 1.53 (39), 0.14      |
| Oculomotor problems       | 11.75 (1.80)           | 24.07 (2.78)          | -4.96 (39), p < 0.001* |
| Disorientation            | 4.87 (1.28)            | 10.79 (2.71)          | -2.60 (39), p = 0.013* |
| Total score               | 10.00 (1.22)           | 14.59 (1.71)          | -3.26 (39) p = 0.002* |

*Significant results after Bonferroni–Holm correction

Means and SE of SSQ subscales and total scale assessed before and after the whole measurement and the results of the statistical comparison (paired sample *t*-tests)

---

Fig. 3 Mu ERD during motor execution. Means and SE of mu ERD presented separately for the 3 experimental conditions, the left (C3) and right (C4) hemisphere, and the left and right hand movement. Note that negative values indicate ERD values.
In the realistic VR condition, a left hand movement also led to a stronger response over the right motor cortex \( t(37) = -3.27, p < 0.01 \) while a right hand movement did not lead to a statistically significant stronger response over the left motor cortex \( t(37) = 1.97, p = 0.05 \). Note that in the realistic VR condition 2 participants had to be excluded because of problems with the EEG recording during this condition. In the abstract VR condition, a left hand movement did not lead to a stronger response over the right motor cortex \( t(39) = -1.48, p = 0.15 \) while a right hand movement led to a stronger response over the left motor cortex \( t(39) = 2.84, p < 0.01 \). Figure 5 illustrates beta 2 ERS for all conditions.

4 Discussion

In the present study, we compared activation patterns over the motor cortex while actively moving either the right or left hand between three different conditions: a real-world condition, a realistic VR condition, and an abstract VR condition. Generally, typical activation patterns (bilateral mu ERD and lateralized beta ERS) were observed in all three conditions. However, lateralization effects were not so strongly pronounced in the VR conditions, especially in the abstract VR condition, as will be outlined in more detail below.

All three conditions led to typical changes in EEG activity recorded over the motor cortex when performing hand movements and viewing these movements in a first-person view. In the real-world condition as well as in both VR conditions, a bilateral ERD in the mu rhythm was observed during motor task execution. This is in line with prior real-world and VR studies that also found a more bilaterally distributed mu ERD when performing and / or watching hand movements (McFarland et al. 2000; Neuper et al. 2006; Pfurtscheller 1989; Pfurtscheller et al. 2007; Pfurtscheller and Lopes da Silva 1999). Additionally, in all three conditions the prominent beta rebound or post-movement beta ERS was observed, especially in the contralateral motor area (Neuper et al. 2006; Pfurtscheller et al. 1996; Pfurtscheller and Lopes da Silva 1999; Salmelin and Hari 1994). Hence, hand movements in VR led to comparable activation patterns in motor brain areas compared to a real-world condition. This is in line with a prior VR study comparing changes in EEG activity over the sensorimotor cortex during a full-body reaching task between a real-world and a VR condition (Wang et al. 2020). As in the present study, Wang et al. (2020) used a 3D fully immersive head-mounted display VR system to present the virtual body. Studies that found larger differences in brain activation patterns evoked in real-world and corresponding VR motor tasks used different VR equipment. Pacheco et al. (2017), Oliveira et al. (2018), as well as Baumeister et al. (2010) used the Nintendo Wii to present...
the VR motor task conditions (going up and down a step and golf putting, respectively). The Nintendo Wii presents the VR environment on a conventional computer screen or TV. There is evidence that the degree of immersion allowed by VR systems can lead to differences in brain activation patterns. A highly immersive 3D VR system can generally lead to stronger brain activation patterns than a less immersive 2D VR system (Kober et al. 2012). Probably, the less immersive Nintendo Wii VR conditions might have led to differences in brain activation patterns between real-world and VR conditions, while a highly immersive 3D VR condition using an HMD VR system leads to more comparable brain activation patterns.

While all conditions led to a mu ERD and a beta ERS, exploratory analyses of hemispheric lateralization effects revealed differences between the real-world and VR conditions. Since the analysis of beta 1 and beta 2 ERS revealed the same effects, we will refer to beta ERS summarizing the effects of both beta frequency bands. In the real-world condition, after stopping the hand movement, a lateralized beta ERS was observed, i.e., a right hand movement led to a stronger beta ERS over the left motor cortex while a left hand movement led to a stronger beta ERS over the right motor cortex, which is in line with prior findings (Pfurtscheller et al. 1996; Salmelin and Hari 1994). In the realistic VR condition, where one’s own hand movements were translated to movements of a realistic VR hand model, moving the left hand led to a stronger beta ERS over the right motor cortex after stopping the movement comparably to the results of the real-world condition. This lateralized beta rebound was not as strongly pronounced after stopping a right hand movement. A right hand movement led to a numerically higher beta ERS over the left motor cortex, but this difference was only significant by trend ($p = 0.05$). In the abstract VR condition, in which one’s own hand movements were translated to movements of an abstract VR hand model, the lateralized beta rebound effect was only observed after stopping a right hand movement (led to a stronger significant beta ERS over the left motor cortex), but not after a left hand movement (no difference in beta ERS between the left and right motor cortex). Hence, the lateralized beta rebound was quite similar in the real-world and realistic VR condition while it differed more strongly between the real-world and abstract VR condition (Figs. 4, 5).

The reasons why brain activation patterns evoked by the real-world condition and the realistic VR condition were more similar than brain activation patterns evoked by the real-world condition and the abstract VR condition might be related to the presence experience and embodiment. The realistic VR condition led to a stronger “sense of being there”, also known as presence experience, than the abstract VR condition. A heightened sense of presence in VR should enhance the user’s capacity for interaction with the virtual simulation. Additionally, an increased presence experience should foster natural behavior in VR and increase the chance of transfer effects to real-world behavior (Cummings and Bailenson 2016; Grassini and Laumann 2020; Kober et al. 2012; Slater et al. 1996). This might also lead to similar brain activation patterns than in real-world conditions. Maselli and Slater (2013) showed that the subjective feeling as well as corresponding physiological reactions of body ownership in VR were stronger when the virtual body has a realistic skin tone compared to an unrealistic looking virtual body. A stronger feeling of body ownership in the realistic compared to the abstract VR condition might explain differences in brain activation patterns as well. BCI studies also show that realistic humanlike visual feedback leads to a stronger embodiment when imagining hand movements than more abstract feedback (Alimardani et al. 2018; Ono et al. 2013). Watching the realistic virtual hands in the present study might have resembled a self-body action leading to similar brain activation patterns than watching one’s own real hands (Alimardani et al. 2018). Accordingly, convergent evidence is observed also when using the virtual hand illusion paradigm. Pyasik et al. (2020) used more or less realistic versions of a virtual hand to investigate the determinants of embodiment in the virtual hand illusion and observed that the visual appearance of a virtual hand affects embodiment. Their results suggest that the detailed appearance of the body might act as an additional component in the construction of body ownership. Moreover, Matamala-Gomez et al. (2020) observed that the degree of distortion of a virtual hand in comparison to the real limb determined the intensity of pain as indicated by several physiological measurements. Together, these results suggest that a virtual hand containing a larger number of features common also to the real hand is more effective eliciting (electro-)physiological as well as cognitive responses typical of real hand perception and movement.

### 4.1 Limitations

In the present study, we investigated healthy individuals. Effects of real-world and different VR scenarios on brain activation patterns during executing motor tasks in neurologic patients have to be investigated in the future.

Participants did not wear the HMD VR system during the real-world condition. However, brain activation patterns were largely comparable between the real-world and VR conditions. Additionally, prior studies showed that wearing a VR headset generally does not negatively affect the baseline EEG. Wang et al. (2020) investigated the impact of a 3D fully immersive HMD VR system on the integrity of EEG data. They found no differences in resting EEG data between a condition with and without the VR headset.
Over the course of the whole measurement, simulator sickness symptoms as assessed with the SSQ increased, especially oculomotor problems and disorientation. However, we did not assess simulator sickness after each condition, so we cannot say if this increase in sickness symptoms is an unspecific effect or related to a specific experimental condition.

In the present study, all participants were right-handed. It is well known from imaging studies that activation of motor areas during hand movements differs between right- and left-handed individuals. For instance, left-handers activate a larger number of brain areas than right-handers. Additionally, left-handers show significantly less brain lateralization when performing complex motor tasks but there are no such differences for simple movement tasks (Solodkin et al. 2001). In the present study, we used a relatively simple movement task (opening and closing the hand). Hence, handedness might not have such a strong effect on our results. However, future studies might also address the question of handedness when comparing brain activation patterns in motor areas elicited by real and virtual hand movements.

4.2 Conclusions

Here, we show that motor brain activation patterns evoked by real and virtual hand movements are largely comparable when using an immersive 3D HMD VR system. This indicates that immersive VR scenarios might be potentially useful to restore specific activation in affected motor brain areas in patients with neurological pathologies. Our results also show that using realistic hand models in VR is advisable to evoke comparable lateralized activation patterns in motor brain areas than in real-world scenarios.
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