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ABSTRACT

Today, the use of social networking data has attracted a lot of academic and commercial attention in predicting the stock market. In most studies in this area, the sentiment analysis of the content of user posts on social networks is used to predict market fluctuations. Predicting stock marketing is challenging because of the variables involved. In the short run, the market behaves like a voting machine, but in the long run, it acts like a weighing machine. The purpose of this study is to predict EUR/USD stock behavior using Capsule Network on finance texts and Candlestick images. One of the most important features of Capsule Network is the maintenance of features in a vector, which also takes into account the space between features. The proposed model, TI-Capsule (Text and Image information based Capsule Neural Network), is trained with both the text and image information simultaneously. Extensive experiments carried on the collected dataset have demonstrated the effectiveness of TI-Capsule in solving the stock exchange prediction problem with 91% accuracy.
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Introduction:

Social networks such as Twitter has revolutionized the user's communication methods by expanding the use of virtual social networks and sharing a lot of information through users, the use of information on these social networks and their analysis were considered by researchers. Many researchers and analysts have used the Twitter social network as a rich source of information to predict the stock market (Bollen, Mao, and Zeng 2011; Zhang, Fuehres, and Gloor 2011; Li, Zhou, and Liu 2016; Hamed, Qiu, and Li 2015; Bartov, Faurel, and Mohanram 2018; Zhang 2013; Rao and Srivastava 2012). The question that many types of research have been seeking to answer is whether the analysis of data from these social networks can assess the state of the society or even predict the upcoming events?
Many people on the web are affected by the comments. This is especially true for product visits, which shows that people are influenced by shopping behavior. In addition, the information provided by people on the web is considered more reliable than the information provided by the seller. From the perspective of manufacturers, every person is a potential customer. Therefore, knowing what they like or dislike can help in creating new products (Van Kleef, Van Trijp, and Luning 2005) as well as managing and improving existing products (Pang and Lee 2008). In addition, understanding the relationship between the information available in customer reviews of products and the information provided by companies helps to benefit from and use these reviews to improve sales (Chen and Xie 2008). Sentiment analysis (SA) as an auxiliary factor has played an important role in stock forecasting and has been used in many studies (Zhao et al. 2016). SA of texts has been of interest to researchers in recent years (Ravi and Ravi 2015; Kharde and Sonawane 2016; Maerz and Puschmann 2020). SA means discovering and recognizing people's positive or negative feelings about a problem or product in the texts (Zucco et al. 2020).

The purpose of this study is to predict the increase/decrease of the EUR/USD stock index using the visual, numerical, and contextual information extracted from the stock and Twitter blogs. Many types of research in the literature have used the term stock sentiment (de O. Carosia, Coelho, and Silva 2019; Zadrozny 2019; Kim, Ryu, and Yang 2019) for this problem, so in the present study, the stock sentiment term is used instead of SA, which means rising prices indicate bullish market sentiment while falling prices indicate bearish market sentiment. Since this analysis deploys information such as metadata, contextual data, and visual data in relation to these stock market, the details of these data will be discussed in the present study.

As deep learning-based techniques have shown great success in many areas in recent years, there is a hope to resolve the limitations of existing techniques in stock forecasting using deep learning-based approaches, thereby improving the accuracy of forecasting future stock status. One of the most important constraints that deep learning can overcome is the possibility of incorporating diverse and predictive features, which leads to rich training and improved feature engineering in model learning. In contrast, using traditional machine learning techniques, the model accuracy decreases with increasing the number and variety of features, as they are only able to model simple and nonlinear relationships among data [9,10]. So, the benefits of deep learning can be exploited and integrated with the characteristics of the sentiment analysis of registered users' opinions and reviews (as input into the stock market forecasting model), which will hopefully improve forecasting accuracy in stock prediction.

Multi-modal SA is a Machine Learning (ML) problem that has attracted much attention in the last decade (Sun et al. 2019; Zhang et al. 2019; Shad Akhtar et al. 2019). The lack of natural structure in natural language has made the field of SA challenging. In the literature, the authors use the multi-modal state to compensate for incomplete information about learning models in SA. Combine textual, visual, and audio data to train learning models in Multi-modal SA is common (Kaur and Kautish 2019). In this study, the opinions that users post on the web (Tweeter), the finance news (Investing site), the finance
features (forex factory), and the Candlestick charts (Windsor brokers) have been deployed for making decisions on stock sentiment prediction. In this research, we first look at the past efforts and then look for a way to classify stock sentiment based on the relationship between the user’s tweets and stock price changes in different time intervals. Then, we propose a method for predicting the stock market sentiment in different length intervals based on text, features, and image information.

The paper is structured as follows. In Section 1, a survey of various approaches to stock market prediction is provided. Section 2 describes data collection and web mining process. Section 3 contains information on the materials used in the proposed approach, including the implementation tools, pre-trained word embeddings, and evaluation measures. Section 4 describes the model architecture, while the overall architecture of the TI-Capsule approach evaluated in Section 5. Finally, Section 6 concludes the article.

1. RELATED WORKS

The statistical, pattern recognition, machine learning, and hybrid approaches, together with sentiment analysis, have been used in many types of research to solve the problem of financial time series analysis. This section provides a brief review of some of the works in the literature that have used these techniques.

1.1 Statistical Approaches

Prior to the advent of machine learning techniques, statistical techniques were used to analyze time series. Numerous statistical approaches have been used in the literature to analyze the stock market and have obtained satisfactory results. The Exponential Smoothing Model (ESM) approach is one of the most important approaches of this type, which has been widely mentioned in the literature. This approach uses the exponential window function for smoothing time series data (Billah et al. 2006). Other approaches such as the Auto-Regressive Moving Average (ARMA) (Chen, Wang, and Huang 1995), the Auto-Regressive Integrated Moving Average (ARIMA) (Yu et al. 2014), the Generalized Autoregressive Conditional Heteroskedastic (GARCH)(Bollerslev 1986) volatility, and the Smooth Transition Autoregressive (STAR)(Teräsvirta, Van Dijk, and Medeiros 2005) model are also used for time series analysis. In some cases, these models have been able to compete with traditional machine learning approaches. For example, (De Faria et al. 2009) compared the Artificial Neural Network (ANN) and adaptive ESM models to predict stocks in Brazil. While the ANN model achieved a lower Root Means Square Error (RMSE), the ESM model was also acceptable and, in some cases, similar results, indicating the strength of these models.

1.2 Pattern Recognition
Pattern recognition techniques use previous (historical) patterns to predict future trends. They extract logical patterns for this purpose. The work of (Fu et al. 2005) was among the first to identify patterns of time that applied the concept of human visualization as well. The results of experiments [28] show that the approach does not only reduces the dimensions but also allows for early identification of patterns. (Parracho, Neves, and Horta 2010) proposed an approach by combining template matching with Genetic Algorithms (GA) to create an algorithmic trading system. Pattern matching has been used to identify ascending trends while GA has been deployed to optimize the parameters used in template matching. (Phetchanchai et al. 2010) proposed an innovative method for analyzing time series data, taking into account the zigzag motion in the data. The PIP technique has been chosen to identify zigzag motions, and the Zigzag based Mary tree (ZM-tree) was used to organize the points. The proposed method performs better than other methods, such as Specialized Binary Trees (SB-Tree). Examples of other methods that use Pattern Recognition can be found in the studies of Cervelló-Royo et al (Cervelló-Royo, Guijarro, and Michniuk 2015), Chen and Chen (Chen and Chen 2016), Arévalo et al. (Arévalo et al. 2017) and Kim et al. (Kim et al. 2018).

1.3 Machine Learning Approaches

Many machine learning approaches have been explored to predict stock prices. Artificial Neural Network (ANN) and Support Vector Regression (SVR) are the two most widely used approaches. These approaches are divided into supervised and unsupervised approaches:

- **Supervised approaches:** These approaches can provide meaningful analysis of stock prices based on historical prices. Bernal et al. (Bernal, Fok, and Pidaparthi 2012) implemented Echo State Networks (ESN), a subclass of Recurrent Neural Networks (RNN), to predict S&P 500 stock prices using the price, moving averages, and volume as features. This approach was tested and evaluated on 50 different stocks and achieved a test error of 0.0027. Various machine learning approaches have been used in (Vu et al. 2012), such as decision trees, and hybrid approaches to predict and classify Apple (AAPL), Google (GOOG), Microsoft (MSFT) and Amazon (AMZN) stocks. For this purpose, 5001460 tweets were collected and, according to the innovative features considered, achieved 82.93, 80.49, 75.61, and 75% accuracy for AAPL, GOOG, MSFT, and AMZN, respectively. Xu and Keelj (Xu and Keelj 2014) proposed a model for predicting stock changes for the next day, depending on the sentiment gained from March 13th, 2012-May 31st, 2012. Their proposed model consists of two basic phases. In the first phase, they attempted to classify the tweets as positive and negative using Natural Language processing (NLP) techniques. In the second phase, machine learning algorithms such as Decision Tree (DT), Support Vector Machine (SVM), and Naive Bayes (NB) were used to classify polar tweets. Balling et al (Ballings et al. 2015), tested ensemble approaches, including Random Forest,
AdaBoost, and Kernel Factory against single classifier models such as Neural Networks, Logistic Regression, Support Vector Machines, and K-Nearest Neighbor on data from 5767 European companies, which the Random Forest method gained a better result than other approaches. Other Supervised approaches such as Neural Network (NN) (Zadrozny 2019), Multiple Linear Regression (MLR) (Ariyo, Adewumi, and Ayo 2014), Support Vector Regression (SVR) (Izzah et al. 2017), j48 algorithm (Oualhilal et al. 2016), LSTM and DNN (Kamble 2017), and LSTM (Shah, Campbell, and Zulkernine 2018) have also been used in the literature for this purpose.

- **Unsupervised approaches**: Unsupervised learning also applies when it is difficult to collect labeled data. This learning method basically can help to identify correlations in a non-correlated dataset such as stock market data. Dowell et al (Powell, Foo, and Weatherspoon 2008) compared the SVM and K-means on S and P 500 data using PCA (Principal Component Analysis) to reduce their dimensions and concluded that both methods have relatively similar performance. These algorithms achieved %89 and %85.56, respectively. Wu et al. (Wu, Wu, and Lee 2014) proposed a model based on the AprioriAll algorithm and k-means. They converted stock data into a set of charts that used a sliding window. These charts were then subdivided into clusters by the K-mean algorithm and achieved promising results.

### 1.4 Sentiment Analysis

Sentiment Analysis (SA) is an NLP task that attempts to classify a document into a set of polar classes (negative, positive, or neutral) (Zhou and Zafarani). Generally, SA is intended to determine the attitude of a speaker or a writer in relation to a subject, which is generally expressed as a non-structural text (Rapoza). SA has become a big part of the stock market, as the idea of SA based on different data sources can provide insights into how stock markets respond to different types of news in the short and medium time. (Shah, Isah, and Zulkernine 2019) proposed a method that measures sentiment from sources or the sentiment behind the news to determine its impact on stock markets—also, Lee et al. (Lee et al. 2014) presented an approach to determine the importance of SA in stock market forecasting. The authors developed a system to predict whether stock prices will stay high or low by SA in the Form 8-K reports of their respective stocks. Cakra and Trisedya (Cakra and Trisedya 2015) attempted to forecast the price, price fluctuation, and margin percentage of Indonesian stocks using a simple SA model with classification techniques and a predictive model of linear regression. In this approach, the authors classified the tweets into three categories: positive, negative, and neutral, and then ignored the neutral tweets as promotional tweets or spam tweets. Their experiments showed that the Random Forest algorithm performed the best against other classifiers with 60.39% accuracy.
1.5 Hybrid Approaches

Hybrid approaches try to combine different learning approaches to create a better learning model. For example, Hyun-jung Kim and Kyung-shik Shin (Kim and Shin 2007) presented a hybrid approach based on the artificial neural networks (ANNs) for time series property extraction. They separately combined the adaptive time-delay neural networks (ATNNs) and the time delay neural networks (TDNNs), with the genetic algorithms (GAs). Their proposed model tries to detect temporal patterns for stock market prediction tasks. The results show that the mean square error (MSE) of the derived GA–ATNN and GA–TDNN from the genetic search process is smaller than that of the standard ATNN, TDNN, and RNN. Ding et al. (Ding et al. 2015) used a novel neural tensor network to model the effects of long-term and short-term events on stock price movement using event embedding and Convolutional Neural Networks (CNNs). Compared to the other approaches, the embedded representation of events was able to achieve higher accuracy.

![Flowchart of the proposed methodology for web data mining.](image)

2 Web Mining and Preliminary Data Processing

In this section we describe the process of mining and collecting data to create the vectors and matrix specified in Figure 1, mainly the Word Vector, the Numerical Vector, and the Image Matrix.

2.1 Word Vector

Before considering how to create this vector, let's look at how to collect textual data. Searching for information on Twitter is based on hashtags. Various implementation tools have been made available
to the public. GetOldTweets31 has been used in current work to collect data from Twitter., which is a completely free tool for collecting Twitter data that also supports hybrid search and word search features, allowing long term tweets. The hashtag #EUR/USD was used to search using this tool. 56,954 of tweets were extracted, which was reduced to 25,793 after pre-processing. The pre-processing steps are as follows:

- **Language detection:** In this phase, some tweets that have been collected in non-English languages will be deleted. For this purpose, the word count rate, a common technique for identifying a language, was used.
- **Stop-words Removal:** Using the NLTK2 library, all the stop-words in the tweets were deleted.
- **URLs and Punctuations Removal:** All URL links and punctuations are removed because they do not affect the final accuracy. By eliminating these, many tweets became None.
- **None Record Removal:** The None tweets are deleted in this step.

To offset the contextual data related to the EUR/USD stock indices, the information available on the Investing web site (announced news) was collected. Python's Request3 library was used for this task. Similar pre-processing steps (to Tweeter data) have been performed on this textual data, except the step 1 above. A Word Vector is created for each comment (sequence of words) extracted from the Tweeter or Investing web site. The Word Vector can be represented by $V = [V_1, V_2, ..., V_n]$, where $V_i$ refers to the word $i$ in this sequence.

### 2.2 Numerical Vector

As shown in Figure 1, this vector is created by a combination of sentiment and the EUR/USD numerical features finance vectors. The sentiment vector is the result of applying the TextBlob4 tool to comments posted on Twitter or news on the Investing web site, which results in the three numerical properties of Objective, Subjective, and Sentiment. The subjective and objective properties are numbers between 0 and 1 with a sentiment property rated as 0-1, assigned to each. The Numerical Vector shows the daily changes in the EUR/USD stock market. Since the purpose of this project is to identify the features that affect the increase/decrease of the EUR/USD stock market, it is necessary to collect attribute values on a daily basis. Online trading and momentum price statistics of the EUR/USD stock market are provided by several free web sites and API, including Google, Forex factory, and Yahoo finance. However, the statistics are publicly released with a 20-minute delay. In addition to daily snapshots, some sources on the Internet provide a history of this information, most notably Yahoo and Google. Although the data from these two web sites are valid, unfortunately, their data only contains

---

1. [https://pypi.org/project/GetOldTweets3/](https://pypi.org/project/GetOldTweets3/)
2. [https://www.nltk.org/](https://www.nltk.org/)
3. [https://requests.readthedocs.io/en/master/](https://requests.readthedocs.io/en/master/)
4. [https://textblob.readthedocs.io/en/dev/](https://textblob.readthedocs.io/en/dev/)
daily data and does not cover day-to-day price changes. One of the most popular sources that publish the daily history of shared data is the forex factory1 website that provides the values for attributes of Price, Open, High, Low, and Exchange, which are useful in indicating a decrease or increase in data. In current work, the Exchange value is mapped to two numbers 0 (if negative) and 1 (if positive). This makes it easier to create a binary classifier.

2.3 Image matrix

The image matrix contains visual information of daily Candlestick charts of stock changes. Candlestick charts are one of the most important charts on the stock market to show the extent of changes over time. Steve Nisson (Nison 1994) was the first to provide a graphical profile of these charts. Schlossberg (Lien 2008) proved that Candlesticks alone can almost be “useless” and that their full potential is reached when used in conjunction with other technical indicators. Candlestick charts are made with four variables: open, closing, high, and low over the period. The visual appeal and information contained in each candlestick are what make this diagram so useful for data mining and data analysis. Windsor Brokers2 was used to extract the candlestick charts, which provide daily information on the EUR/USD stock market and their history. These charts were extracted daily from Jan 2nd 2007 to 7th Jun 2019. This tool enables the extraction of charts in different viewpoints such as Bollinger Bands, Heikin-Ashi, etc. Bollinger Bands’ perspective was used in this study. Figure 2 is an example of a chart extracted by this tool. These Candlestick charts are considered as image matrices in the dimensions specified for the network.

![EUR/USD, Jan 2nd 2007, Bollinger Bands](image)

Figure 2: EUR/USD, Jan 2nd 2007, Bollinger Bands.

1 https://www.forexfactory.com
2 https://en.windsorbrokers.com/
3 Experimental setup

A brief explanation of some tools used in the proposed models and evaluation measures is introduced in the following subsections.

3.1 Glove word embedding

One of the most important issues that should be taken into account when working with the neural network on the text, is that cannot directly feed the raw text to the neural network, as the neural network receives D-dimensional feature vectors. One-hot encoding is not suitable due to the length of the dictionary size, so, there is a need to embed each feature into a D-dimensional space and represent it as a dense vector in the space. The solution is called word embeddings, which creates a single D-dimensional dense vector for each feature. The vectors are very flexible and help avoiding the curse of dimensionality. Generally, for creating dense vectors, the word embedding methods are trained on a large volume dataset. Word2vec (Mikolov et al. 2013) and Glove (Pennington, Socher, and Manning 2014) are two popular methods to create these dense vectors. Pre-trained models are also very common. The most important of which are the pre-trained word2vec-GoogleNews-vectors1 model and the pre-trained Glove2 model. In the present study, the pre-trained Glove was used to create dense vectors. That includes 1.2M vocab.

3.2 Keras deep learning library

The Keras\(^3\) is a high-level library for creating neural network tools written in the Python and capable of running on TensorFlow4, CNTK5, and Theano6. Keras includes several implementations of neural network structure blocks, such as layer, objection, activation function, and optimizer, as well as numerous tools for images and text data. The Keras has been used in current work for developing the TI-Capsule model described in section 5.

3.3 evaluation measures

The quality of a classifier can be represented by a confusion matrix. Each of its records represents the correct and incorrect example for each class. For example, Table 1 is an example of this matrix for a binary classifier:

| class | classified |
|-------|------------|
|       | As pos     |
|       | As neg     |

1 https://github.com/mmihaltz/word2vec-GoogleNews-vectors
2 https://nlp.stanford.edu/projects/glove/
3 https://keras.io
4 https://www.tensorflow.org/
5 https://cntk.ai/python/docs/
6 https://pypi.org/project/Theano/
On the other hand, the efficiency of a classifier can be determined by applying it to test data, but accuracy is not the only measure to evaluate this performance or their various measures that can be used to evaluate the efficiency of a classifier. In this paper, we use a measure such as Accuracy, Precision, Recall, and F1-score to evaluate the proposed model.

\[
\begin{align*}
\text{Precision} & = \frac{TP}{TP + FP} \\
\text{Recall} & = \frac{TP}{TP + FN} \\
F_1 & = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \\
\text{Accuracy} & = \frac{TP + TN}{TP + TN + FP + FN}
\end{align*}
\]

TP is the number of positive samples classified as positive, FP number of negative samples classified as positive, TN is the number of negative samples classified as negative, and FN is the number of positive samples classified as negative.

4 The Model Architecture

This section describes the structure of the proposed TI-Capsule in detail. The proposed approach actually consists of two parallel capsule grids that extract the latent features from the texts and images. The two main branches in Figure 3 demonstrate these two paths for text and image latent feature extraction. These features are merged into a new space that represents both image and text inputs. First, a brief look at the capsule networks is provided.
4.1 The Capsule network

In recent years Capsule networks have gained great efficiency for various tasks such as image recognition (Abdel-Hamid et al. 2014), and NLP (Lopez and Kalita 2017). Capsule networks were first introduced by Sabour et al (Sabour, Frosst, and Hinton 2017). The network tries to store information in sorted vectors instead of scaler values. The vectors contain various information such as spatial orientation, magnitude/prevalence, and other attributes of the extracted features, which are represented by different layers of the Capsule network. The set of neurons are considered as a vector. In this network, instead of sending scalar values to the next layer, the capsule’s output in one layer are transferred to the next layer. Such transformation can be carried out by an algorithm like Dynamic Routing (Sabour, Frosst, and Hinton 2017), which is an agreement between the two high-level (the next layer) and the low-level capsules (the current layer) usage.

4.2 Text branch

The purpose of the text branch in Figure 3 is to extract a set of latent attributes that are denoted by $X^{tl}$. To extract these features, a Bi-directional GRU Capsule network (Khayi and Rus) is created, which consists of three basic layers: Word Embedding layer, Bi-directional GRU layer, and Capsule layer.

1. **Word Embedding layer:** In this layer, each document (opinion/news) is converted into a set of dense vectors. Let denote the $j – th$ word in the document (opinion/news) as $X^{ij} \in R^k$, ...
which is a k-dimensional word embedding vector. Pre-trained 100-dimensional Glove vector values have been used to create these dense vectors.

2. Due to the limitation of the input length of the Bi-GRU networks and the different length of the input documents, the maximum document lengths in the whole dataset is considered as the threshold. Suppose the maximum length of documents in the dataset is \( n \), so, the documents that have less than \( n \) words can be padded with zero paddings as a sequence with length \( n \). Hence, the overall documents can be written as:

\[
X^t_{i,n} = X^{i,1} \oplus X^{i,2} \oplus \ldots \oplus X^{i,n}
\]

(5)

where \( \oplus \) is the concatenation operator. The output of this layer is a matrix representation for each document as follows:

\[
\text{out}_{\text{embd}} = N \ast V
\]

(6)

Where \( N \) represents the maximum length of the documents in the dataset and \( V \) represents the length of the dense vector.

3. **Bi-directional GRU layer**: Initial features for capsule networks should be extracted by convolution or recurrent layers. Because of the nature of the data in current work, which is in the form of time series, the Bi-directional version of the GRU network (Cho et al. 2014) is used. The output of the Word embedding layer is considered as the input for this layer. There is a forward GRU (\( \overrightarrow{h_t} \)) and backward GRU (\( \overleftarrow{h_t} \)) in this layer, which receives the input and the reverse of the input, respectively. The final output comes from the integration of forward and backward (\( \overrightarrow{h_t}, \overleftarrow{h_t} \)) GRUs. Based on the document representations which is explained above (\( X^t_{i,n} = X^{i,1} \oplus X^{i,2} \oplus \ldots \oplus X^{i,n} \)), the \( h_t = [h1, h2, \ldots, ht] \) or the hidden vectors sequence in GRU is calculated by following equations:

\[
\begin{align*}
    z_t &= \sigma(w_z x_t + U_z h_{t-1} + b_z) \\
    r_t &= \sigma(w_r x_t + U_r h_{t-1} + b_r) \\
    h'_t &= \sigma(w_h x_t + U_h (r_t \odot h_{t-1}) + b_h) \\
    h_t &= (1 - z)h_{t-1} + z_t h'_t
    \end{align*}
\]

(7)–(10)

Where \( z_t \) is the update gate, \( r_t \) is the rest gate, \( h'_t \) is the candidate gate, and \( h_t \) is the output vector. \([W_Z, W_R, W_N, U_Z, U_R, U_N]\) are learnable matrixes and \([b_n, b_z, b_r]\) are learnable biases. \( \sigma \) is sigmoid activation function, and \( \odot \) is an elementwise multiplication.

4. **Capsule layer**: Bi-GRU’s encoded features are then given to a Capsule layer. This network includes a set of capsules. Each capsule corresponds to a high-level feature. If Bi-GRU output is shown by \( h_t \), and \( w \) is a weighted matrix, then \( \hat{v}_{ij} \), which represents the predictor vector, is obtained from the following equation:

\[
\hat{v}_{ij} = w_{ij} h_t
\]

(11)

---

1 http://nlp.stanford.edu/data/glove.twitter.27B.zip
Where $w_{ij}$ is learnable matrix. The given value to the capsule $S_j$ contains the weighted sum of all the prediction vectors $\hat{v}_{ij}$ which is computed according to the equation:

$$S_j = \sum_i c_{ij} \hat{v}_{ij} \quad (12)$$

Where $c_{ij}$ is the coupling coefficient, which is repeatedly adjusted by Dynamic Routing algorithm (Sabour, Frosst, and Hinton 2017). Finally, the latent properties of the text are obtained from the flattened value of $v_j$. The “squash” is used as a non-linear function for mapping the values of $S_j$ vectors to obtain $v_j$. This function is applied to $S_j$ according to the following equation.

$$v_j = \frac{||S_j||^2}{1 + ||S_j||^2} \cdot \frac{S_j}{||S_j||} \quad (13)$$

### 4.3 Image branch

Similar to the text branch, a capsule network is used to extract the latent image features which are called $X^{II}$. A convolution network is used to extract basic image features, as generally convolutional networks are shown promising results for image feature extractions. Due to the size limitation of the convolution layer, a 128 * 128 image size was considered for the input images. Size selection has a great impact on processing speed as well.

The first layer of the Image branch (Figure 3) is a convolution layer with a filter size of 256*9*9 and stride=1 (referred to as Conv1). Depending on the used filters, it will produce 256 different feature maps with a size of 120 *120. In this layer, ReLu was also used as an activation function.

The second layer is a primary capsule that attempts to find small parts of the Conv1 layer properties as input and extract specific patterns according to them. This layer maintains the local order between the input image components (referred to as PrimeryCaps). This layer contains 32 channels of 8-dimensional capsules, which means that each capsule is a vector made up of 8 convolutional neurons with a 9 *9 filter as well as a stride=2. The primary capsule layer possesses $[32 * 56 * 56]$ capsule outputs.

The final layer is the Final Capsule (referred to as FinalCaps). The PrimeryCaps layer attempts to extract the low-level features extracted by the Conv1 layer. The FinalCaps layer is a higher level that used to learn and display more complex information, such as a class of data. The dimensions of this layer can be equal to the data class or different. In this layer, 10 capsules are considered, and the dimension of these capsules is set to 16. The Flatten value of this layer is considered to be Image branch latent features.

At the end, the two branches were assembled into a fully connected layer for classification.

### 5 Experimental Results
In our experiments 80% of the data has been used for training, and 20% of the data has been used for testing. Since, there are 4 different vectors (Word Vector, Numerical Vector, Sentiment Vector, and Finance Vector) and a matrix (Image Matrix) of data in the proposed model, when it comes to choose the best parameters for each model, the number of results increases exponentially.

For sensitivity analysis, the effectiveness of two important parameters has been studied on the proposed TI-Capsule model that are the batch size and the hidden layer dimensions.

- **Batch size:** The batch size represents the number of data samples that are going to be propagated through the network. The larger this parameter the network consumes more memory, and the smaller the value, the training time of the network is longer. For this purpose, different values of 8, 16, 32, 64, 128, and 256 have been evaluated for this parameter. Figure 4 shows the effect of batch size on evolution metrics for the proposed TI-Capsule model. Based on figure 4, the best value of 8 is selected for the final model in our experiment.

- **Hidden layer dimension:** Deciding on the number of neurons in the hidden layers is an important part of the overall architecture of neural networks. These layers are actually responsible for learning the features extracted by other layers of the network. Using very few neurons in the hidden layers leads to underfitting problem and oppositely using too many neurons in the hidden layers can also cause several problems such as overfitting. Therefore, a balanced number of neurons must be used in the layers. So, different number of neurons including 8, 16, 32, 64, and 128 and 256 has been examined in our experiments. Figure 5 shows the effect of Hidden layer dimension on evolution metrics for the proposed TI-Capsule model. Based on figure 5, the best value of 8 is selected for the final model in our experiment.

Figure 4: Batch size impact on evaluation metrics.  
Figure 5: Hidden layer dimension impact on evaluation metrics.
A comparison has been performed among our proposed TI-Capsule model with the six baseline models that are detailed below (the results explained in section 7). These models are derived from the architectures of LSTM, GRU, Bidirectional-GRUCapsule and Multi-channel CNN.

LSTM-features-4: In this model, four modified scale properties, Price, Open, High, and Low, are given as inputs. The purpose of this model is to find the effect of numerical features on the final prediction.

1. **LSTM-features-7**: In this model, seven modified scale properties, Price, Open, High, Low, subjective, objective and, text sentiment, are given as inputs. The purpose of this model is to find the effect of numerical features with sentiment features on the final prediction. In both LSTM-features-4 and LSTM-features-7 models, a single layer of LSTM was used.

2. **LSTM-text-71**: In this model the maximum length of tweets and news was chosen as the threshold for padding, which is 71. So, word strings of length 71 are received as input. The 100-dimensional Glove word embedding were also considered as initial weights in this model.

3. **GRU-text-71**: This model is similar to LSTM71 except that GRU blocks are used instead of LSTM blocks.

4. **Multi-channel CNN-text-71**: This model is similar to the multi-channel CNN approach introduced in (Kim 2014). It has four layers of convolution, max-pooling, dropout, and fully-connected.

5. **Bidirectional-GRUCapsule-text-71**: Our Bi-GRUCapsule model is similar to the Bi-GRUCapsule approach introduced in (Kim 2014). This approach consists of 4 different layers of word-embedding, Bi-GRU, Capsule, and classification layer. All four LSTM-text-71, GRU-text-71, Multi-channel CNN-text-71, and Bidirectional-GRUCapsule-text-71 models are trained to investigate the impact of contextual data on the final prediction.

As mentioned in some of the above models, the number after the model names is the maximum length of input data.

Table 2 shows the results of applying the 6 different baseline models together with the proposed TI-Capsule model on the target dataset. As it is clear from the table, the two LSTM-features-4 and LSTM-features-7 models trained only on numerical features. They have the worst accuracy because the existence of numerical features alone is not sufficient for prediction. Among the text-based approaches, Bidirectional-GRUCapsule-text-71 approach has the worst results, while Multi-channel CNN-text-71 is the most accurate. Using text, feature, and image information, TI-Capsule outperforms all the baseline methods significantly.

| Method                        | Accuracy | Precision | Recall | F1-measure |
|-------------------------------|----------|-----------|--------|------------|
| **Table 2: Result obtained by 6 baseline models and TI-Capsule approach.** |          |           |        |            |
| Model                                      | Train Loss | Test Loss | Validation Loss | Accuracy |
|--------------------------------------------|------------|-----------|-----------------|----------|
| LSTM-features-4                            | 0.5753     | 0.5909    | 0.3714          | 0.4561   |
| LSTM-features-7                            | 0.5873     | 0.6062    | 0.8238          | 0.6980   |
| LSTM-text-71                               | 0.8073     | 0.7837    | 0.9272          | 0.8485   |
| GRU-text-71                                | 0.8048     | 0.7903    | 0.9074          | 0.8436   |
| Multi-channel CNN-text-71                  | 0.8922     | 0.8814    | **0.9418**      | 0.9101   |
| Bidirectional-GRU_capsule-text-71          | 0.7819     | 0.7728    | 0.8881          | 0.8253   |
| **TI-capsule**                             | **0.9126** | **0.9120**| 0.9161          | **0.9140**|

The loss rate of applying the 6 baseline models together with the proposed TI-Capsule model on the data set are shown in Figures 6. The loss rate has been reported on the data after 50 times running of each model.

Figure 6-1 shows the error related to the LSTM-features-4 model. This model has a logarithmic mode, which shows that in each epoch, training and testing errors were almost reduced. Also, the short distance between training and testing indicates the absence of overfitting in the model. Figure 6-2 shows the error related to the LSTM-features-7 model and this error has a lot of fluctuations that the basis of this fluctuation is due to not adjusting the parameters of the model. Also, the error on the training data is reduced much better than the test data, which tends to overfitting at higher epochs.

Figure 6-3 and Figure 6-4 show the LSTM-features-4 and LSTM-features-7 models on the text data. These models have almost the same error pattern because they use the same time series nature and the same inputs. The distance between training and test error in this diagram is very small, which indicates the absence of overfitting. The two LSTM-features-4 and LSTM-features-7 approaches have the most errors in the training and testing phase, which indicates that numerical properties alone cannot be useful. In the LSTM-features-7 model, the error rate is roughly declining, while the LSTM-features-4 model has a more regular downward trend. In text-based models, Multi-channel CNN-text-71 obtained the least loss (Figure 6-5 shows the error related to this model). However, this model tends to overfitting as the number of epochs increases. The three LSTM-text-71, GRU-text-71, and Bidirectional-GRU_capsule-text-71 models have the same downward trend due to having recursive layers. The TI-Capsule model achieves a lower loss than the all models (Figure 6-6 shows the error related to this model). On the other hand, the loss variations on the train and test data are very similar and no overfitting occurred.
Figure 6: Loss obtained by the proposed approaches on the train and test data after 50 epochs.

6 Conclusion
Various researches have been performed to predict stock sentiment. Most studies use stock financial records and other market indices to predict stock sentiment using neural networks or other machine learning techniques. Some other methods use sentiment analysis to predict whether they are positive or negative. A number of studies also identify influencers on the social network and predict their views.

The purpose of this study, is to predict stock sentiment using multi-modal numerical and contextual data together with visual information on stock indices. Different models have been applied to different features of the target dataset. Numerical models (LSTM-features-4 and LSTM-features-7) have gained less accuracy in comparison to other models, which shows the existence of numerical data alone is not the solution. The Multi-channel CNN-text-71 model is able to achieve high accuracy on the textual data, but this model tended to overfitting in high epochs. The TI-Capsule approach gains the highest accuracy measure than the all other models. The loss diagram of this model shows that overfitting did not occur at higher epochs as well. This reveals that the integration of various data types including numerical, text and image data can lead to better prediction in stock market. One of the most important reasons that the proposed approach has been able to achieve a good result is the combination of visual and textual features. Capsule networks in the proposed approach maintain spatial relationships in images and semantic relationships in textual data well. Capsules in this model generate hidden beams of input data, which leads to more accurate outputs than traditional machine learning approaches and non-capsular deep learning approaches.
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