RENORMALIZED CHARACTERISTIC FORMS OF THE CHENG–YAU METRIC AND GLOBAL CR INVARIANTS
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Abstract. For each invariant polynomial $\Phi$, we construct a global CR invariant via the renormalized characteristic form of the Cheng–Yau metric on a strictly pseudoconvex domain. When the degree of $\Phi$ is 0, the invariant agrees with the total $Q'$-curvature. When the degree is equal to the CR dimension, we construct a primed pseudo-hermitian invariant $I'_{\Phi}$ which integrates to the corresponding CR invariant. These are generalizations of the $I'$-curvature on CR five-manifolds, introduced by Case–Gover.

1. Introduction

The Cheng–Yau metric $g = -i\partial \bar{\partial} \log \rho$ is a complete Kähler–Einstein metric on a strictly pseudoconvex domain $\Omega \subset \mathbb{C}^{n+1}$, constructed by a defining function $\rho$ which solves the Monge–Ampère equation ([9]). Since $g$ is biholomorphically invariant, one may try to construct biholomorphic invariants of $\Omega$ or CR invariants of the boundary $M$ by using geometric quantities of this metric. However, due to the singularity of $g$ at the boundary, we need some renormalization procedure to extract finite values from invariants of $g$.

Burns–Epstein [2] introduced such a renormalization for the Levi-Civita connection of $g$. Let $\psi_{ij}$ be the connection 1-forms of $g$ in a $(1,0)$-coframe $\{\theta^1, \ldots, \theta^{n+1}\}$. They defined the renormalized connection $\nabla$ by the connection 1-forms

$$\theta_{ij} := \psi_{ij} + \frac{1}{\rho}(g_{ik}\delta_{j}^{k} + g_{jk}\delta_{i}^{k})\theta^{k}, \quad (\partial \rho = \rho_{i}\theta^{i}),$$

and showed that it extends to a linear connection on $\overline{\Omega}$. The transformation (1.1) is so-called a c-projective transformation [3], and this renormalization procedure is an example of $c$-projective compactifications, introduced by Čap–Gover [5].

Burns–Epstein also defined the renormalized curvature, which is continuous up to $M$, by setting

$$W_{ij} := \Psi_{ij} + (g_{ik}\delta_{j}^{k} + g_{jk}\delta_{i}^{k})\theta^{k} \wedge \theta_{i},$$

where $\Psi_{ij}$ is the curvature form of $g$. Since $g$ satisfies $\text{Ric}(g) + (n + 2)g = 0$, this agrees with both the c-projective Weyl curvature and the Bochner curvature of the Cheng–Yau metric. Also, this coincides with the $(1,1)$-component of the curvature $\Theta_{ij}$ of $\overline{\nabla}$. For an invariant polynomial $\Phi$, they showed $\Phi(W) = \Phi(\Theta)$ and called it the renormalized characteristic form. When $\Phi$ has degree $n + 1$, the integral of $\Phi(W)$ over $\Omega$ converges to a biholomorphic invariant of $\Omega$, which is called the characteristic number of the domain. By using the Chern–Simons transgression and the Lee–Melrose expansion of the Monge–Ampère solution, they proved that this number is determined by local geometric data of the boundary. However, since the transgression is based on the global coordinates of $\mathbb{C}^{n+1}$, they needed a complicated topological procedure to relate the invariant to intrinsic CR geometry.
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of \( M \), and it does not provide a global CR invariant which can be written in terms of Tanaka–Webster curvature quantities.

As an exceptional case, they derived a Chern–Gauss–Bonnet formula for \( c_2(\Theta) \) whose boundary term gives a global invariant of CR three-manifolds, called the Burns–Epstein invariant \([1]\). The author \([19]\) generalized the renormalized Chern–Gauss–Bonnet formula and the Burns–Epstein invariant to higher dimensional cases in a more general setting: We consider a strictly pseudoconvex domain \( \Omega \) in a complex manifold \( X \) of dimension \( n+1 \). We define the Cheng–Yau metric on \( \Omega \) as a hermitian metric \( g \) which agrees with \(-i\partial\bar{\partial}\log \rho\) near the boundary \( M \), where \( \rho \in \tilde{E}(1) \) is a Fefferman defining density, i.e., an approximate solution to the Monge–Ampère equation. For a choice of pseudo-Einstein contact form \( \theta \) on \( M \), we have a trivialization of \( \tilde{E}(1) \) near \( M \) and the corresponding Fefferman defining function \( \rho \). Let \( \Theta \) be the curvature form of the renormalized connection defined via \( \rho \). Then we have

\begin{equation}
\int_{\Omega} c_{n+1}(\Theta) = \chi(\Omega) + \int_{M} \Pi(R_{\alpha\beta\gamma\delta}, A_{\alpha\beta}) \theta \wedge (d\theta)^n,
\end{equation}

where \( \Pi \) is a linear combination of the complete contractions of polynomials in the Tanaka–Webster curvature and torsion without covariant derivatives. In the case of the approximate Cheng–Yau metric, \( c_{n+1}(\Theta) \) agrees with \( c_{n+1}(W) \) only near the boundary, so it depends on the choice of \( \rho \) or \( \theta \); see Proposition 4.5. Nevertheless, it is shown that the boundary integral in (1.2) is independent of the choice of \( \theta \) and gives a CR invariant of \( M \).

In this paper, we show that the Burns–Epstein invariant given by (1.2) can be further decomposed into the sum of global CR invariants. We fix a Fefferman defining function \( \rho \) associated with a pseudo-Einstein contact form \( \theta \), and set \( \omega := -i\partial\bar{\partial}\log \rho \). Then we can expand \( c_{n+1}(\Theta) \) as

\begin{equation}
c_{n+1}(\Theta) = c_{n+1}(\Psi) + \sum_{m=0}^{n} \omega^{n+1-m} \wedge \Phi_m(\Theta),
\end{equation}

where \( \Phi_m \) is an invariant polynomial of degree \( m \). Our main theorem states that the finite part of the integral of each term in this expansion gives a CR invariant:

**Theorem 1.1.** Let \( \Phi \) be an invariant polynomial of degree \( m \) (\( 0 \leq m \leq n \)). Let \( \rho \) be the Fefferman defining function associated with a pseudo-Einstein contact form \( \theta \). Then we have

\begin{equation}
fp \int_{\rho > \epsilon} \omega^{n+1-m} \wedge \Phi(\Theta) = \int_{M} F_{\Phi}(R_{\alpha\beta\gamma\delta}, A_{\alpha\beta}, \nabla_{\alpha}) \theta \wedge (d\theta)^n,
\end{equation}

where \( F_{\Phi} \) is a linear combination of the complete contractions of polynomials in the Tanaka–Webster curvature, torsion and their covariant derivatives. Moreover, the integral is independent of the choice of \( \theta \) and gives a CR invariant of \( M \).

A usual characteristic form for \( g \) can be written by a combination of powers of \( \omega \) and renormalized characteristic forms; see §4.2. Hence Theorem 1.1 implies that the finite part

\begin{equation}
fp \int_{\rho > \epsilon} \omega^{n+1-m} \wedge \Phi(\Psi)
\end{equation}

also gives a CR invariant of \( M \). Moreover, it follows from (1.2) and (1.3) that the finite part of the usual Gauss–Bonnet integral

\begin{equation}
fp \int_{\rho > \epsilon} c_{n+1}(\Psi)
\end{equation}

is the sum of \( \chi(\Omega) \) and a CR invariant of \( M \).
When $Φ = 1 \ (m = 0)$, the integrand of the left-hand side of (1.4) is equal to the volume form of $g$ up to a compactly supported form determined by the difference between $ω$ and the Kähler form of $g$. The volume renormalization of the Cheng–Yau metric with respect to a Fefferman defining function is considered in [17], and it is shown that

$$\int_{ρ > \epsilon} ω^{n+1} = k_n \int_M Q',$$

where $Q'$ is the $Q'$-curvature, introduced by Case–Yang [8] for $n = 1$ and generalized by Hirachi [16] to higher dimensions. Therefore, our global CR invariants in Theorem 1.1 can be considered as generalizations of the total $Q'$-curvature.

The $Q'$-curvature is a pseudo-hermitian invariant defined for each pseudo-Einstein contact form, and the CR invariance of its integral follows from the transformation formula under rescaling, which is described in terms of the CR GJMS operator and the $P'$-operator. Thus, it is natural to expect that the CR invariant given by Theorem 1.1 is also the integral of a “$Q'$-like” curvature on $M$ whose transformation formula explains the CR invariance. In this paper, we construct such a curvature quantity $I_Φ^*$ for each invariant polynomial $Φ$ of degree $m = n$, which gives a generalization of the $I'$-curvature of Case–Gover [6].

In [6], they consider a local CR invariant $I ∈ E(-3, -3)$ which is an analogue of the Fefferman–Graham invariant in conformal geometry. When the CR manifold $M$ is 5-dimensional, it integrates to a global CR invariant, but is equal to 0. They introduced an alternative “primed” pseudo-hermitian invariant $I'$ and showed that it integrates to a non-trivial CR invariant which equals the difference between the Burns–Epstein invariant and the total $Q'$-curvature. The transformation formula of $I'$ is described by a CR invariant tensor $X_α$ such that $(X_α θ^α + X_α θ^β) ∧ θ ∧ dθ$ gives a representative of the second Chern class $c_2(T^{1,0}M) ∈ H^4(M; \mathbb{R})$ when θ is pseudo-Einstein. It then follows from the vanishing of this cohomology class that the integral of $I'$ is independent of the choice of pseudo-Einstein contact form.

By using CR tractor calculus, we generalize $I'$ to $I_Φ^*$ for invariant polynomials $Φ$ of degree $n$ on $(2n+1)$-dimensional CR manifolds, which can be considered as a primed analogue of a local CR invariant $I_Φ ∈ E(-n-1, -n-1)$. For a rescaling $θ = e^T θ$ of a pseudo-Einstein contact form, it satisfies

$$I_Φ' = I_Φ' - X_α^Φ Y^α - X_α^Ψ Y^Ψ$$

with a CR invariant tensor $X_α^Φ$ such that $n^2(X_α^Φ θ^α + X_α^Ψ θ^β) ∧ θ ∧ (dθ)^{n-1}$ is a representative of $Φ(T^{1,0}M) ∈ H^{2n}(M; \mathbb{R})$. Using the vanishing of this characteristic class, due to Takeuchi [25], we can prove that the total $I_Φ^*$-curvature gives a CR invariant. Then we prove that two global CR invariants associated with $Φ$ of degree $n$ coincide up to a constant multiple (Theorem 6.6):

$$\int_{ρ > \epsilon} ω ∧ Φ(θ) = -n \int_M I_Φ^*.$$

To prove this equality, we relate the renormalized characteristic form to the ambient metric and establish an explicit correspondence between the ambient metric and the CR tractor calculus in the Graham–Lee setting.

As an example, we compute the total $I_Φ^*$-curvatures for a circle bundle over a complete intersection $Y$ in the complex projective space. It is given as a polynomial in the degrees of the defining polynomials of $Y$, and it shows that the invariants are non-trivial and independent of each other if we consider $Φ$ modulo the first Chern form $c_1$. As for the other CR invariants given by Theorem 1.1, Yuya Takeuchi informed the author that he computed them for Sasakian $η$-Einstein CR manifolds. His computation assures that the CR invariants in Theorem 1.1 are non-trivial if $Φ$ is not 0 modulo $c_1$; see Remark 6.8.
After this work was completed, the author was informed by Jeffrey Case and Yuya Takeuchi that they had also constructed generalizations of the $I'$-curvature by a different method; they first generalize the CR invariant tensor $X_\alpha$ and construct the corresponding $I'$-type curvature. The curvatures thus obtained are exactly same as ours. The detail of the construction and the relation to Hirachi’s conjecture will appear in their forthcoming paper [7].

This paper is organized as follows: In §2, we review some materials in CR geometry such as the Tanaka–Webster connection and the CR tractor calculus. In §3, we define the Cheng–Yau metric and the ambient metric via Fefferman’s approximate solution to the Monge–Ampère equation, and recall the Graham–Lee connection, which plays an important role in relating the Cheng–Yau metric to CR geometry on the boundary. In §4, we introduce the renormalized connection for the Cheng–Yau metric and the renormalized characteristic forms by following Burns–Epstein. Its relation to the ambient metric and the Graham–Lee connection will be discussed. Then we construct the CR invariants associated with each invariant polynomial $\Phi$ and prove Theorem 1.1. We also deal with the case of the exact Cheng–Yau metric. The $I'_k$-curvatures are defined in §5. We clarify its relation to characteristic classes on the CR manifold and prove the CR invariance of the integral. Then, in §6, we show that the total $I'_k$-curvature agrees with the CR invariant constructed in Theorem 1.1; the most part will be devoted to the preparation of the proof, where we establish the correspondence between the ambient construction and the CR tractor calculus in the Graham–Lee setting. Finally, we compute the total $I'_k$-curvatures for a circle bundle over a compact Kähler–Einstein manifold.

Notations: Throughout the paper, we denote the space of sections of a vector bundle by the same symbol as the bundle itself, and we adopt Einstein’s summation convention. The symmetrization and the skew symmetrization of a tensor are represented by $(,\,)$ and $[,]$ respectively, and they are performed over barred indices and unbarred indices separately, e.g.,

$$B_{[\alpha_1\beta_1\alpha_2\beta_2]} := \frac{1}{2!2!} (B_{\alpha_1\beta_1\alpha_2\beta_2} - B_{\alpha_2\beta_1\alpha_1\beta_2} - B_{\alpha_1\beta_2\alpha_2\beta_1} + B_{\alpha_2\beta_2\alpha_1\beta_1}).$$

The trace-free part of $B_{\alpha\beta}$ is denoted by $B_{(\alpha\beta)}$.

When a function $I(\epsilon)$ admits an asymptotic expansion

$$I(\epsilon) = \sum_{m=0}^{k} \sum_{j=0}^{l_m} a_{m,j} \epsilon^{-m} (\log \epsilon)^j + o(1)$$

as $\epsilon \to 0$ with some constants $a_{m,j}$, we define the logarithmic part and the finite part by

$$\text{lp } I(\epsilon) := a_{0,1}, \quad \text{fp } I(\epsilon) := a_{0,0}.$$
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2. CR geometry

2.1. CR structures. Let $M$ be a $C^\infty$-manifold of dimension $2n + 1 \geq 3$. An almost CR structure on $M$ is a rank-2n distribution $H \subset TM$ endowed with an almost complex structure $J \in \text{End}(H)$. An almost CR structure $(H, J)$ is called a CR structure when it satisfies the integrability condition $[T^{1,0}M, T^{1,0}M] \subset T^{1,0}M$, where $\mathcal{C}H = T^{1,0}M \oplus T^{0,1}M$ is the eigenspace decomposition for $J$. We assume that there exists a global real 1-form $\theta$ whose kernel is $H$, and define the Levi form by

$$h_\theta(X, Y) := -i d\theta(X, JY), \quad X, Y \in H.$$ 

The Levi form is a $J$-invariant symmetric form and we say the CR structure is strictly pseudoconvex if we can take $\theta$ for which $h_\theta$ is positive definite. Hereafter, we assume that $(H, J)$ is a strictly pseudoconvex CR structure, and call $\theta$ a contact form since in this case $H$ is a contact distribution. A contact form is determined up to multiplications of positive functions. We define the orientation of $M$ so that $\theta \wedge (d\theta)^n > 0$.

The CR canonical bundle is the complex line bundle defined by

$$K_M := \{ \zeta \in \wedge^{n+1} \mathcal{C}T^*M \mid \bar{Z}J \zeta = 0 \text{ for all } Z \in T^{1,0}M \}.$$ 

We fix a complex line bundle $\mathcal{E}(1,0)$ which satisfies $\mathcal{E}(1,0)^{\otimes (-n-2)} = K_M$ and define the CR density of weight $(w, w')$ $(w - w' \in \mathbb{Z})$ by

$$\mathcal{E}(w, w') := \mathcal{E}(1,0)^{\otimes w} \otimes \overline{\mathcal{E}(1,0)^{\otimes w'}}.$$ 

As in the case of spin structures in Riemannian geometry, $\mathcal{E}(1,0)$ may not exist globally, but it always exists locally. When $M$ is a hypersurface in $\mathbb{C}^{n+1}$, $K_M$ is trivial and $\mathcal{E}(1,0)$ exists globally. We note that $\mathcal{E}(w, w)$ can always be defined globally. Moreover, when $w \in \mathbb{R}$ it has a reduction to an $\mathbb{R}_+$-bundle. We call a positive section $0 < \tau \in \mathcal{E}(1,1)$ a CR scale. If $\sigma \in \mathcal{E}(1,0)$ is a nonvanishing section, then $|\sigma|^2 = \sigma \bar{\sigma}$ defines a CR scale. We also call $\sigma$ itself a CR scale.

We denote $T^{1,0}M, T^{0,1}M$ and their duals by $\mathcal{E}_o, \mathcal{E}_\overline{\sigma}, \mathcal{E}_\sigma$ respectively, and use similar notations for their tensor products, e.g., $\mathcal{E}_o \otimes \mathcal{E}_\overline{\sigma} = \mathcal{E}_{o\overline{\sigma}}$. We also put $(w, w')$ to these bundles to represent the tensor product with $\mathcal{E}(w, w')$, e.g., $\mathcal{E}_o \otimes \mathcal{E}(w, w') = \mathcal{E}_o(w, w')$.

Let $\zeta$ be a nowhere vanishing section of $K_M$. A contact form $\theta$ is volume normalized by $\zeta$ if it satisfies

$$\theta \wedge (d\theta)^n = i^{n^2} n! \theta \wedge (T \zeta) \wedge (T \zeta),$$ 

where $T$ is the Reeb vector field: $\theta(T) = 1, Td\theta = 0$. Such a $\theta$ is unique, and the weighted 1-form

$$\theta := \theta \otimes |\zeta|^{-2/(n+2)} \in T^*M \otimes \mathcal{E}(1,1)$$ 

is independent of choice of $\zeta$. We associate a CR scale $\tau \in \mathcal{E}(1,1)$ with the contact form $\theta = \tau^{-1} \theta$; this gives a one-to-one correspondence between choices of a CR scale and those of a contact form.

2.2. The Tanaka–Webster connection. For a choice of contact form $\theta$, one can define a canonical linear connection on $TM$, called the Tanaka–Webster connection.

We take a local frame $\{Z_\alpha\}$ of $T^{1,0}M$ and consider the local frame $\{T, Z_\alpha, Z_{\overline{\alpha}} := Z_{\overline{\alpha}}\}$ of $\mathcal{C}TM$, which is called an admissible frame. Let $\{\theta^\alpha, \theta^{\overline{\alpha}}\}$ be the dual frame. Then we have

$$d\theta = i h_{\alpha \overline{\alpha}} \theta^\alpha \wedge \theta^{\overline{\alpha}},$$

(2.1)
where \( h_{\alpha \beta} = h_{\theta}(Z_\alpha, Z_\beta) \) is the components of the Levi form. By using the CR scale \( \tau \in \mathcal{E}(1,1) \) corresponding to \( \theta \), we define the weighted Levi form

\[
h_{\alpha \beta} := \tau h_{\alpha \beta} \in \mathcal{E}_{\alpha \beta}(1,1),
\]

which is invariant under rescaling of \( \theta \). We lower and raise the indices by \( h_{\alpha \beta} \) and its inverse \( h^{\alpha \beta} \in \mathcal{E}^{\alpha \beta}(-1, -1) \).

The Tanaka–Webster connection \( \nabla \) is given by

\[
\nabla T = 0,
\]

\[
\nabla Z_\alpha = \omega_{\alpha \beta} \otimes Z_\beta,
\]

\[
\nabla Z_\sigma = \omega_\sigma^\nu \otimes Z_\nu,
\]

where \( \omega_\sigma^\nu := \omega_{\sigma \nu}^\nu \) and \( \omega_{\sigma \nu}^\nu \) are characterized by the structure equations:

\[
d\theta^\beta = \theta^\alpha \wedge \omega_{\alpha \beta} + A^\beta_{\gamma \theta} \wedge \theta^\gamma,
\]

\[
dh_{\alpha \beta} = \omega_{\alpha \gamma} h_{\beta \gamma} + h_{\alpha \sigma} \omega_\sigma^{\beta}. \]

In particular, \( \nabla \) preserves the Levi form: \( \nabla h_{\alpha \beta} = 0 \). The tensor \( A^\beta_{\alpha \gamma} \in \mathcal{E}_{\alpha \beta}(1, -1) \) is called the Tanaka–Webster torsion. By differentiating (2.1), one can see that

\[
A_{\alpha \beta \gamma} = 0.
\]

Since \( \nabla \) preserves \( T^{1,0}M \), covariant differentiations on tensor bundles such as \( \mathcal{E}_{\alpha \beta \gamma}(w, w') \) make sense and we denote the components of the covariant derivative as

\[
\nabla_\mu f_{\alpha \beta \gamma} = f_{\alpha \beta \gamma, \mu},
\]

\[
\nabla_\mu f_{\alpha \beta \gamma} = f_{\alpha \beta \gamma, \mu},
\]

\[
\nabla_\mu f_{\alpha \beta \gamma} = f_{\alpha \beta \gamma, \mu},
\]

\[
\nabla_\mu f_{\alpha \beta \gamma} = f_{\alpha \beta \gamma, \mu}.
\]

When we differentiate a tensor in the \( T \)-direction, we lower the weight by \( \tau^{-1} \) so that \( \nabla_\tau f_{\alpha \beta \gamma} \in \mathcal{E}_{\alpha \beta \gamma}(w-1, w'-1) \).

If we take \( \{Z_\alpha\} \) such that \( h_{\alpha \beta} = \delta_{\alpha \beta} \), then \( \theta \) is volume normalized by

\[
\zeta := \theta \wedge \theta^1 \wedge \cdots \wedge \theta^n.
\]

By \( \nabla \theta = 0 \), \( \nabla \zeta = -\omega_{\alpha \gamma} \otimes \zeta \) and \( \text{Re} \omega_{\alpha \gamma} = 0 \), we have \( \nabla \theta = 0 \), which implies

\[
\nabla \tau = 0,
\]

\[
\nabla h_{\alpha \beta \gamma} = 0.
\]

The curvature form \( d\omega_{\alpha \beta} - \omega_{\alpha \gamma} \wedge \omega_{\beta \gamma} \) is expressed as

\[
R_{\alpha \beta \gamma}^{\sigma} \wedge \theta^\nu + A_{\alpha \gamma \beta} \wedge \theta^\nu - A^\gamma_{\mu \nu} \wedge \theta^\nu - i A_{\alpha \gamma \beta} \wedge \theta^\nu - i h_{\alpha \beta} A^\gamma_{\mu \nu} \wedge \theta^\nu.
\]

The tensor \( R_{\alpha \beta \gamma}^{\sigma} \) is called the Tanaka–Webster curvature. By taking traces, we obtain the Tanaka–Webster Ricci tensor and the Tanaka–Webster scalar curvature:

\[
R_{\alpha \beta} := R_{\alpha \beta}^{\gamma \gamma} \in \mathcal{E}_{\alpha \beta},
\]

\[
R := R_{\gamma \gamma} \in \mathcal{E}(-1, -1).
\]

Under a rescaling of the contact form \( \hat{\theta} = e^\tau \theta \), these curvature quantities satisfy transformation formulas involving derivatives of the scaling factor \( \tau \); see [21].

2.3. **Pseudo-Einstein contact forms.** We will review the notion of pseudo-Einstein contact form. We refer the reader to [21, 16, 17] for details.

A contact form \( \theta \) is called pseudo-Einstein if it is locally volume normalized by a closed section \( \zeta \in K_M \). In terms of the Tanaka–Webster connection, it is characterized by the equation

\[
R_{\alpha \beta} = \frac{1}{n} R h_{\alpha \beta} \quad (n \geq 2),
\]

\[
\nabla \alpha R = i A_{\alpha \beta}, \quad (n = 1).
\]

A CR scale \( \sigma \in \mathcal{E}(1,0) \) or \( \tau = |\sigma|^2 \in \mathcal{E}(1,1) \), is called a pseudo-Einstein CR scale when the corresponding contact form \( \tau^{-1} \theta \) is pseudo-Einstein.

A complex function \( f \) on \( M \) is called a CR function if \( \overline{Z f} = 0 \) for all \( Z \in T^{1,0}M \), and a real function \( \Upsilon \) is called a CR pluriharmonic function if it is locally the real part of a CR function. It is known that when \( \theta \) is pseudo-Einstein, a contact form \( e^\tau \theta \) is also pseudo-Einstein if and only if \( \Upsilon \) is CR pluriharmonic. The CR
plurihamonicity has the following characterization. Let \( \Delta_b = -(\nabla_\alpha \nabla^\alpha + \nabla^\alpha \nabla_\alpha) \) be the sublaplacian, and set
\[
\eta := i(\Upsilon_\alpha \theta^\alpha - \Upsilon_{\overline{\alpha}} \overline{\theta}^\alpha) + \frac{1}{n}(\Delta_b \Upsilon)\theta.
\]

**Proposition 2.1** ([16, Lemma 3.2]). \( \Upsilon \) is CR pluriharmonic if and only if \( d\eta = 0 \).

### 2.4. CR tractor bundles.

The CR tractor bundles are vector bundles associated to the CR Cartan bundle, and they are endowed with canonical linear connections induced by the Cartan connection. Here we define them in a direct way by following Gover–Graham [13]; see also [6]. The relation to the ambient metric construction will be discussed in §6.1.

If we fix a contact form \( \theta \), the (standard) CR tractor bundle \( \mathcal{E}^A \) is identified with the direct sum:
\[
\mathcal{E}(0, 1) \oplus \mathcal{E}^A \cong \mathcal{E}^\alpha(-1, 0) \oplus \mathcal{E}(-1, 0)
\]

An element \( \nu^A = t(\sigma, \nu^\alpha, \lambda) \) is called a tractor. The expression \( t(\hat{\sigma}, \hat{\nu}^\alpha, \hat{\lambda}) \) for the same tractor in terms of another contact form \( \hat{\theta} = e^T\theta \) is related to the original one by
\[
\begin{pmatrix}
\hat{\sigma} \\
\hat{\nu}^\alpha \\
\hat{\lambda}
\end{pmatrix} =
\begin{pmatrix}
\sigma \\
\nu^\alpha + \Upsilon^\alpha \sigma \\
\lambda - \Upsilon_\beta \nu^\beta - \frac{1}{2}(\Upsilon_\beta \Upsilon^\beta - i\Upsilon T)\sigma
\end{pmatrix}.
\]

For a choice of \( \theta \), we define
\[
Z^A = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} \in \mathcal{E}^A(1, 0), \quad W_\alpha^A = \begin{pmatrix} 0 \\ \delta_\beta^\alpha \\ 0 \end{pmatrix} \in \mathcal{E}^A(1, 0), \quad Y^A = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} \in \mathcal{E}^A(0, -1),
\]
where \( \mathcal{E}^A \) denotes the tensor product \( \mathcal{E}_\beta \otimes \mathcal{E}^A \). Then any tractor is represented as \( \sigma Y^A + \nu^\alpha W^A_\alpha + \lambda Z^A \). For a rescaling \( \hat{\theta} = e^T\theta \), we have
\[
\hat{Z}^A = Z^A, \quad \hat{W}_\alpha^A = W_\alpha^A + \Upsilon_\alpha Z^A, \quad \hat{Y}^A = Y^A - \Upsilon^\alpha W^A_\alpha - \frac{1}{2}(\Upsilon_\beta \Upsilon^\beta + i\Upsilon T)Z^A.
\]

The dual bundle of \( \mathcal{E}^A \) is denoted by \( \mathcal{E}_A \); the expression as a direct sum and the transformation formula of components are given by
\[
\mathcal{E}(1, 0) \oplus \mathcal{E}_A \cong \mathcal{E}_\alpha(1, 0), \quad \begin{pmatrix}
\hat{\sigma} \\
\hat{\nu}^\alpha \\
\hat{\lambda}
\end{pmatrix} =
\begin{pmatrix}
\sigma \\
\nu^\alpha + \Upsilon^\alpha \sigma \\
\lambda - \Upsilon_\beta \nu^\beta - \frac{1}{2}(\Upsilon_\beta \Upsilon^\beta + i\Upsilon T)\sigma
\end{pmatrix}.
\]

We denote by \( \mathcal{E}^A, \mathcal{E}_A \) the complex conjugate bundle of \( \mathcal{E}^A, \mathcal{E}_A \) and use the index notation for tensor products, e.g., \( \mathcal{E}_A \cong \mathcal{E}_\beta \otimes \mathcal{E}^A \). These bundles are also called CR tractor bundles.

The **tractor metric** is the Lorentzian hermitian metric on \( \mathcal{E}^A \) defined by
\[
h_{A\overline{B}}\nu^A\overline{\nu}^B := \sigma \overline{\sigma} + \lambda \overline{\lambda} + h_{\alpha\overline{\beta}}\nu^\alpha\overline{\nu}^\beta,
\]
which is independent of choice of \( \theta \). We lower and raise tractor indices by \( h_{A\overline{B}} \in \mathcal{E}^A \mathcal{E}_B \) and its inverse \( h^{A\overline{B}} \in \mathcal{E}_A \mathcal{E}^B \).
There exists a CR invariant linear connection on each tractor bundle, called the \textit{tractor connection}. In terms of the Tanaka–Webster connection, it is defined by
\begin{equation}
\nabla_{\beta}v^{A} = \left( \begin{array}{c}
\nabla_{\beta}\sigma \\
\nabla_{\beta}\nu^{\alpha} + \delta_{\beta}^{\alpha} \lambda + P_{\beta}^{\alpha} \sigma \\
\nabla_{\beta} - iA_{\beta\gamma} \nu^{\gamma} - T_{\beta}\sigma
\end{array} \right), \quad \nabla_{\sigma}v^{A} = \left( \begin{array}{c}
\nabla_{\sigma}\nu^{\alpha} - i\mu \\
\nabla_{\sigma}\nu^{\alpha} - iA_{\sigma}\nu^{\alpha} \sigma \\
\nabla_{\sigma}\nu^{\alpha} - P_{\sigma}^{\alpha\nu^{\alpha}} + T_{\sigma}\sigma
\end{array} \right), \quad \nabla_{T}\nu^{A} = \left( \begin{array}{c}
\nabla_{T}\sigma - \frac{1}{n+1}P_{\sigma}\nu^{\alpha} + i\lambda \\
\nabla_{T}\nu^{\alpha} + iP_{\sigma}^{\alpha}\nu^{\beta} - \frac{1}{n+1}P_{\nu}^{\alpha\nu^{\alpha}} - 2it^{\beta}\sigma \\
\nabla_{T}\lambda - \frac{1}{n+1}P_{\lambda}\nu^{\alpha} - 2iT_{\lambda}\nu^{\alpha} - i\sigma
\end{array} \right).
\end{equation}

The Tanaka–Webster curvature quantities which appear in the formulas are defined as follows:

\begin{align*}
P_{\alpha\beta} &:= \frac{1}{n+2}(R_{\nu_{\alpha\beta}} - \frac{R}{2(n+1)}h_{\alpha\beta}), \quad P := \frac{R}{2(n+1)}, \\
T_{\alpha} &:= \frac{1}{n+2}(-\nu_{\alpha}P - iA_{\alpha\gamma}), \quad S := \frac{1}{n}(T_{\alpha}^{\alpha} + T_{\alpha\gamma}^\alpha + |P_{\alpha\beta}|^2 - |A_{\alpha\beta}|^2).
\end{align*}

The tractor connection preserves the tractor metric: \(\nabla h_{\alpha\beta} = 0\). The curvature form of the tractor connection is given by

\begin{align*}
\Omega_{A}^{B} &= (S_{\alpha}^{\beta}{}_{\gamma}^{\sigma} \wedge \sigma^{\tau} + V_{\gamma}^{\alpha} \theta^{\gamma} \wedge \theta - V_{\alpha}^{\beta} \sigma^{\gamma} \wedge \theta) W_{A}^{\alpha} W_{B}^{\beta} \\
&\quad + (iV_{\nu_{\alpha\beta}}^{\gamma} \wedge \nu^{\gamma} + Q_{\alpha\beta}^{\gamma} \nu^{\gamma} \wedge \theta - iU_{\nu_{\alpha\beta}}^{\gamma} \nu^{\gamma} \wedge \theta) W_{A}^{\alpha} Z_{B}^{\beta} \\
&\quad - (iV_{\mu_{\alpha\beta}}^{\gamma} \nu^{\gamma} \wedge \theta^{\gamma} + iU_{\mu_{\alpha\beta}}^{\gamma} \nu^{\gamma} \wedge \theta + Q_{\alpha\beta}^{\gamma} \theta^{\gamma} \wedge \theta) Z_{A} W_{B}^{\beta} \\
&\quad + (U_{\sigma_{\alpha\beta}}^{\gamma} \wedge \theta^{\gamma} + Y_{\alpha\beta}^{\gamma} \wedge \theta - Y_{\mu_{\alpha\beta}}^{\gamma} \wedge \theta) Z_{A} Z_{B}^{\beta},
\end{align*}

where

\begin{align*}
S_{\alpha\beta\gamma}^{\sigma} &:= R_{\alpha\beta\gamma}^{\sigma} - P_{\alpha\beta}^{\gamma} h_{\gamma\sigma} - P_{\beta\gamma}^{\alpha} h_{\alpha\sigma} - P_{\gamma\sigma}^{\alpha\beta} h_{\alpha\beta}, \\
V_{\alpha\beta\gamma} &:= \nabla_{\alpha} A_{\beta\gamma} + i\nabla_{\gamma} P_{\alpha\beta} - iT_{\alpha} h_{\beta\gamma} - 2iT_{\alpha} h_{\gamma\beta}, \\
Q_{\alpha\beta} &:= i\nabla_{T} A_{\alpha\beta} - 2i\nabla_{\beta} T_{\alpha} + 2P_{\alpha}^{\gamma} A_{\gamma\beta}, \\
U_{\alpha\beta} &:= \nabla_{\beta} T_{\alpha} + \nabla_{\alpha} T_{\beta} + P_{\alpha}^{\gamma} P_{\gamma\beta} - A_{\alpha\gamma} A_{\gamma\beta} + Sh_{\alpha\beta}, \\
Y_{\alpha} &:= \nabla_{T} T_{\alpha} - i\nabla_{\alpha} S + 2iP_{\alpha}^{\gamma} T_{\gamma} - 3A_{\alpha\gamma} T_{\gamma},
\end{align*}

and \(V_{\alpha\beta\gamma}^{\sigma} := \nabla_{\alpha\beta\gamma}^{\sigma}, \quad Q_{\alpha\beta}^{\gamma} := Q_{\alpha\beta}^{\gamma}, \quad Y_{\alpha}^{\gamma} := Y_{\alpha}^{\gamma}. \) The tensor \(S_{\alpha\beta\gamma}^{\sigma}\) is called the Chen-Moser tensor. It is a CR invariant tensor, and it vanishes identically if and only if \(n = 1\) or the CR manifold is locally isomorphic to the standard sphere.

For any weighted tractor \(t \in \mathcal{E}_{\ast}(w, w')\), we can define a CR invariant linear differential operator \(t \mapsto D_{At} \in \mathcal{E}_{\ast}(w - 1, w')\), called the \textit{tractor D-operator}. In a scale \(\theta\), it is given by

\begin{equation}
D_{At} := \left(\begin{array}{c}
w(n + w + w')t \\
(n + w)w' t - \nu_{\beta} \sigma t - iw_{\beta} \nu_{\beta} t - w(1 + \frac{w - w'}{n+2})P_{\alpha}t
\end{array}\right).
\end{equation}

We also have its complex conjugate: \(D_{At}^\ast := D_{At} \in \mathcal{E}_{\ast}(w, w' - 1)\).

3. Strictly pseudoconvex domains

3.1. The Monge–Ampère equation. Let \(X\) be a complex manifold of complex dimension \(n + 1 \geq 2\). A relatively compact domain \(\Omega \subset X\) with the smooth boundary \(M = \partial \Omega\) is called \textit{strictly pseudoconvex} if the induced CR structure on \(M\) is strictly pseudoconvex. Let \(K_{X}\) be the canonical bundle of \(X\). We define the \textit{ambient space} of the CR manifold \(M\) by the \(\mathbb{C}^{*}\)-bundle \(\tilde{X} := K_{X} \setminus \{0\}\) over \(X\). We
also define \( \mathcal{N} := K_M \setminus \{0\} \), which is isomorphic to the restriction \( \tilde{X}|_M \). A section of the complex line bundle
\[
\tilde{E}(w) := (K_X \otimes K_X)^{-w/(n+2)}
\]
is called a \textit{density of weight} \( w \). The restriction \( \tilde{E}(w)|_M \) is canonically isomorphic to the CR density \( E(w,w) \). A density \( f \in \tilde{E}(w) \) can be identified with a function on \( \tilde{X} \) which satisfies the homogeneity condition \( \delta^*_\lambda f = |\lambda|^{2w} f \ (\lambda \in \mathbb{C}^*) \) with respect to the dilation \( \delta^*_\lambda(u) := \lambda^{n+2} u \). We call a real density \( \rho \in \tilde{E}(1) \) a \textit{defining density} if the corresponding homogeneous function on \( \tilde{X} \) gives a defining function of \( \mathcal{N} \) which is positive on the fibers over \( \Omega \): \( \mathcal{N} = \{\rho = 0\} \), \( \rho|_\mathcal{N} \neq 0 \). By the pseudoconvex side, we mean the side on which \( \rho > 0 \).

If we take local holomorphic coordinates \((z^1, \ldots, z^{n+1})\), we have the local density
\[
\tilde{\tau} = |dz^1 \wedge \cdots \wedge dz^{n+1}|^{-2/(n+2)} \in \tilde{E}(1).
\]
Using this density, we define the \textit{Monge–Ampère operator} acting on a real density \( \rho \in \tilde{E}(1) \) by
\[
\mathcal{J}[\rho] := (-1)^{n+1} \det \left( \begin{array}{ll}
\rho & \partial_{z^1} \rho \\
\partial_{\bar{z}^1} \rho & \partial_{z^1} \partial_{\bar{z}^1} \rho
\end{array} \right),
\]
where \( \rho := \tilde{\tau}^{-1} \rho \in \tilde{E}(0) \). It can be verified that \( \mathcal{J} \) is independent of the choice of coordinates \((z^i)\). Fefferman constructed an approximate solution to the Monge–Ampère equation \( \mathcal{J}[\rho] = 1 \):

**Theorem 3.1** ([11]). There exists a defining density \( \rho \in \tilde{E}(1) \) which satisfies
\[
\mathcal{J}[\rho] = 1 + O(r^{n+2}),
\]
where \( r \in C^\infty(X) \) is an arbitrary defining function of \( \Omega \). Moreover, such a density is unique modulo \( O(r^{n+3}) \).

We fix a density \( \rho \in \tilde{E}(1) \) given in the theorem above and call it a \textit{Fefferman defining density}. Let \( \tilde{\tau} \in \tilde{E}(1) \) be a density which restricts to a CR scale \( \tau = \tilde{\tau}|_M \in E(1,1) \). Then \( \rho := \tilde{\tau}^{-1} \rho \) becomes a defining function of \( \Omega \) near \( M \), and the 1-form
\[
\frac{i}{2} (\partial \rho - \overline{\partial} \rho)|_{TM}
\]
cointides with the contact form \( \theta = \tau^{-1} \theta \); see [10, Proposition 5.2]. The pseudo-Einstein condition on \( \theta \) can be characterized in terms of pluriharmonic extension of \( \log \tau \):

**Proposition 3.2** ([17, Proposition 2.6]). A CR scale \( \tau \in E(1,1) \) is pseudo-Einstein if and only if it has an extension \( \tilde{\tau} \in \tilde{E}(1) \) which satisfies \( \partial \overline{\partial} \log \tilde{\tau} = 0 \) on the pseudoconvex side of a neighborhood of \( \mathcal{N} \). Such an extension is unique near \( \mathcal{N} \) on the pseudoconvex side.

By this proposition, we also have

**Proposition 3.3.** \( \Upsilon \in C^\infty(M) \) is CR pluriharmonic if and only if it has an extension \( \tilde{\Upsilon} \in C^\infty(\tilde{\Omega}) \) such that \( \partial \overline{\partial} \tilde{\Upsilon} = 0 \) near \( M \).

### 3.2. The ambient metric and the Cheng–Yau metric
Let \( \rho \in \tilde{E}(1) \) be a Fefferman defining density. We define the \textit{ambient metric} on \( \tilde{X} \) near \( \mathcal{N} \) by the Lorentz–Kähler metric \( \tilde{g} \) with the Kähler form \( -i \partial \overline{\partial} \rho \). By the Monge–Ampère equation (3.1), the Ricci form of \( \tilde{g} \) satisfies
\[
\text{Ric}(\tilde{g}) = \partial \overline{\partial} O(r^{n+2}).
\]
The $(1,1)$-form $-i\partial\bar{\partial} \log \rho$ descends to a Kähler form on $\Omega$ near $M$. We extend this to a hermitian metric $g$ on $\Omega$ and call it the Cheng–Yau metric. By (3.1), the Cheng–Yau metric satisfies the following approximate Einstein equation:

$$\text{Ric}(g) + (n + 2)g = \partial\bar{\partial} O(r^{n+2}).$$

When $X = \mathbb{C}^{n+1}$, we can use the exact solution to the Monge–Ampère equation constructed by Cheng–Yau [9]. In this case, the metric satisfies the Einstein equation exactly. We will deal with the exact Cheng–Yau metric in §4.4.

Suppose that $\theta$ is a pseudo-Einstein contact form and let $\tau \in \mathcal{E}(1,1)$ be the corresponding CR scale. Then, by Proposition 3.2, we have an extension $\bar{\tau} \in \bar{\mathcal{E}}(1)$ with $\partial\bar{\partial} \log \bar{\tau} = 0$ near $N$. Hence we obtain a defining function $\rho := \bar{\tau}^{-1} \rho$ such that

$$\frac{i}{2}(\partial \rho - \bar{\partial} \rho)|_{TM} = \theta, \quad g = -i\partial\bar{\partial} \log \rho \quad \text{near } M,$$

which is unique near $M$. We call $\rho$ a defining function associated with the pseudo-Einstein contact form $\theta$. Conversely, if $\rho$ is a defining function such that $g = -i\partial\bar{\partial} \log \rho$ near $M$, then the contact form $\theta := (i/2)(\partial \rho - \bar{\partial} \rho)|_{TM}$ is pseudo-Einstein. Thus, there is a one to one correspondence between pseudo-Einstein contact forms on $M$ and the germs of defining functions along $M$ whose logarithms give Kähler potentials of the Cheng–Yau metric.

3.3. The Graham–Lee connection. Let $\rho \in C^\infty(X)$ be an arbitrary defining function of $\Omega$ which is positive in $\Omega$. By following [15], we introduce a linear connection on a neighborhood of $M$ in $X$ which is a natural extension of the Tanaka–Webster connection for $\theta := (i/2)(\partial \rho - \bar{\partial} \rho)|_{TM}$; see also [17].

By strict pseudoconvexity, there exists a unique $(1,0)$-vector field $\xi$ on $X$ near $M$ which satisfies

$$\partial \rho(\xi) = 1, \quad -\xi \lrcorner \partial\bar{\partial} \rho = \kappa \partial\bar{\partial} \rho$$

for some real function $\kappa$. We call $\kappa$ the transverse curvature. Let $\{Z_\alpha\}$ be a local frame for $\text{Ker} \partial \rho \subset T^{1,0}X$. Then, $\{Z_\alpha, Z_\infty := \xi\}$ gives a local frame for $T^{1,0}X$ called a Graham–Lee frame. Note that $\{Z_\alpha\}$ is a local frame for $T^{1,0}$ at the boundary. We write $\{\theta^\alpha, \theta^\infty := \partial \rho\}$ for the dual $(1,0)$-coframe. We set $Z_\infty := \overline{Z_\alpha}, \overline{\theta^\infty} := \overline{\theta^\alpha}$. Then

$$-\partial\bar{\partial} \rho = h_{\alpha\overline{\beta}} \theta^\alpha \wedge \theta^{\overline{\beta}} + \kappa \partial\bar{\partial} \rho \wedge \partial\bar{\partial} \rho,$$

where $h_{\alpha\overline{\beta}} := -\partial\bar{\partial} \rho(Z_\alpha, Z_{\overline{\beta}})$ is the Levi form on each level set of $\rho$ for the contact form given by the restriction of $\theta := (i/2)(\partial \rho - \bar{\partial} \rho)$. We lower and raise indices by $h_{\alpha\overline{\beta}}$ and its inverse $h^{\alpha\overline{\beta}}$. When $\rho$ is a Fefferman defining function, the Cheng–Yau metric is expressed near $M$ by

$$-\partial\bar{\partial} \log \rho = \frac{h_{\alpha\overline{\beta}}}{\rho} \theta^\alpha \wedge \theta^{\overline{\beta}} + \frac{1 + \kappa \rho}{\rho^2} \partial\bar{\partial} \rho \wedge \partial\bar{\partial} \rho.$$

If we write

$$\xi = N + \frac{i}{2} T$$

with real vector fields $N, T$, then we have

$$d\rho(N) = \theta(T) = 1, \quad d\rho(T) = \theta(N) = 0.$$

Since $T \lrcorner \ d\theta = \kappa d\rho$, $T$ is the Reeb vector field for $\theta$ on each level set of $\rho$.

**Proposition 3.4** ([15, Proposition 1.1]). There exists a unique linear connection $\nabla$ on $TX$ near $M$ which satisfies the following conditions:

(i) $\nabla$ preserves $\text{Ker} \partial \rho$ and $\xi$ is parallel: $\nabla \xi = 0$. 


(ii) The connection 1-forms \( \varphi_{\alpha}^\beta \) defined by \( \nabla Z_\alpha = \varphi_{\alpha}^\beta \otimes Z_\beta \) satisfies the structure equations

\[
d\theta^\alpha = \theta^\beta \wedge \varphi_{\beta}^\alpha + iA^\alpha_\beta \partial \rho \wedge \theta^\beta - \kappa^\alpha \partial \rho \wedge \overline{\theta} - \frac{1}{2}d\rho \wedge \theta^\alpha,
\]

\[
dh_{\alpha\beta} = \varphi_{\beta}^\gamma h_{\alpha\gamma} + h_{\alpha\beta} \overline{\varphi}_{\beta}.
\]

We call \( \nabla \) the Graham–Lee connection. By the structure equations above and \( \nabla T = 0 \), we can see that \( \nabla \) restricts to the Tanaka–Webster connection on each level set of \( \rho \). The curvature form \( \Phi_{\alpha}^\beta = d\varphi_{\alpha}^\beta - \varphi_{\alpha}^\gamma \wedge \varphi_{\gamma}^\beta \) is given by

\[
\Phi_{\alpha}^\beta = R_{\alpha}^\gamma \overline{\sigma} \theta^\gamma \wedge \overline{\theta} - iA_{\alpha\gamma} \theta^\gamma \wedge d\rho - iA^\alpha_\beta \theta^\gamma \wedge \overline{\theta} \\
- iA_{\alpha\gamma} \delta^\gamma_\mu \theta^\mu + ih_{\alpha\gamma} A^\beta_\mu \theta^\gamma \wedge \overline{\theta} \\
- d\rho \wedge (\kappa_{\alpha} \theta^\gamma - \kappa^\gamma h_{\alpha\gamma} \overline{\theta} + \frac{1}{2} \delta_{\alpha} \beta \kappa_{\gamma} \theta^\gamma - \kappa_{\beta} \theta^\gamma) \\
- \frac{i}{2} (\kappa_{\alpha} \beta + \kappa^\beta \alpha + 2A_{\alpha\gamma} A^{\beta\gamma})d\rho \wedge \theta.
\]

The Graham–Lee connection plays an important role in relating the ambient metric or the Cheng–Yau metric to the CR geometry of the boundary. When we express CR invariants of \( M \) constructed by the Cheng–Yau metric in terms of the Tanaka–Webster connection, we need the Taylor expansions of curvature quantities of the Graham–Lee connection along \( M \). We will derive some differential equations for this purpose. We fix an arbitrary point \( p_0 \in \Omega \) near \( M \) and take a local frame \( \{Z_\alpha\} \) of \( \text{Ker} \partial \rho \) such that \( \varphi_{\alpha}^\beta(p_0) = 0 \). We differentiate (3.3) at \( p_0 \) and look at the coefficient of \( d\rho \wedge \theta^\gamma \wedge \overline{\theta} \). Then we have

\[
\nabla_N R_{\alpha\beta\gamma\pi} = \kappa R_{\alpha\beta\gamma\pi} - \frac{i}{2} A_{\alpha\gamma} \overline{\sigma} \pi + \frac{i}{2} A_{\alpha\beta} \overline{\sigma} \gamma - A_{\alpha\gamma} A_{\beta\pi} \\
+ \frac{1}{2} A_{\alpha\gamma} A_{\pi\gamma} h_{\alpha\pi} + \frac{1}{2} A_{\pi\sigma} A_{\gamma\pi} h_{\alpha\sigma} + \kappa_{\sigma\pi} h_{\alpha\sigma} + \kappa_{\sigma\pi} h_{\alpha\gamma} \\
+ \frac{1}{2} (\kappa_{\alpha\pi} + \kappa_{\gamma\pi}) h_{\alpha\pi} + \frac{1}{2} (\kappa_{\alpha\pi} + \kappa_{\gamma\pi} + 2A_{\alpha\gamma} A_{\pi\gamma}) h_{\alpha\pi}.
\]

Similarly, differentiating (3.3) and looking at the coefficient of \( \theta \wedge d\rho \wedge \overline{\theta} \), we have

\[
\nabla_N A_{\alpha\beta} = \kappa A_{\alpha\beta} - i\kappa_{\alpha\beta} - \frac{i}{2} A_{\alpha\beta,T}.
\]

We need the Monge–Ampère equation to derive an equation for \( \kappa \), so we assume that \( \rho \) is a Fefferman defining function associated with some pseudo-Einstein contact form. Then, the transverse curvature satisfies

\[
\kappa|_M = \frac{2}{n} \rho^\prime
\]

and

\[
n\kappa \kappa - \mu \rho \xi \kappa + \frac{1}{2} (\Delta \kappa - 2|A_{\alpha\beta}|^2) - nk^2 - 2 \mu \rho k^3 - \mu^2 \rho^2 k^2 \xi \kappa
\]

\[
- \mu^2 \rho^2 (\xi \kappa) (\xi \kappa) + \mu^2 \rho k (\xi \kappa) + 4 \mu \rho k (N \kappa) - 4 \mu \rho k \kappa = O(\rho^n),
\]

where we have set \( \mu := (1 + \kappa \rho)^{-1} \); see [19, (4.9), (4.15)]. We differentiate the equations (3.4), (3.5), and (3.7) in the \( N \)-direction repeatedly. The commutators of \( \nabla_N \) and tangential differentiations are computed with the torsion and curvature tensors of the Graham–Lee connection, which are expressed by \( h_{\alpha\gamma}, R_{\alpha\beta\gamma\pi}, A_{\alpha\beta}, \kappa \) and their tangential derivatives. As a result, we obtain the expression of lower order Taylor coefficients in terms of the Tanaka–Webster connection:
Proposition 3.5. Let $\nabla$ be the Graham–Lee connection for a Fefferman defining function. Then the boundary values of
\begin{equation}
\nabla^p R_{\alpha\beta\gamma\delta}, \nabla^p A_{\alpha\beta}, \quad N^{p-1} \kappa \quad (p \leq n+1)
\end{equation}
are expressed in terms of the Tanaka–Webster curvature quantities on $M$.

4. Renormalized characteristic forms and CR invariants

4.1. Burns–Epstein’s renormalized connection. Let $\Omega$ be a strictly pseudo-convex domain in an $(n+1)$-dimensional complex manifold $X$. We fix a Fefferman defining density $\rho \in \mathcal{E}(1)$ and let $g$ be the Cheng–Yau metric, i.e., a hermitian metric on $\Omega$ which agrees with the Kähler metric $-i\partial\bar{\partial}\log \rho$ near the boundary $M$. We denote by $\psi_j$ the connection 1-forms. Since $\psi_j$ is smooth up to $M$, we can choose a Fefferman defining function $\rho$ near the boundary $M$. Burns–Epstein [2] introduced a renormalized connection $\tilde{\nabla}$ by
\begin{equation}
\theta^j_i := \psi^j_i + \frac{1}{\rho}(\rho_k \delta^j_i + \rho_i \delta^j_k)\theta^k,
\end{equation}
where $\partial\rho = \rho_j \theta^j_i$, in an arbitrary $(1,0)$-coframe $\{\theta^i\}$. Note that $\tilde{\nabla}$ depends on the choice of $\rho$. Since $\rho$ is determined by $\theta$ near $M$, so is $\tilde{\nabla}$. They showed that $\tilde{\nabla}$ extends to a linear connection on $M$.

Proposition 4.1 ([2]). Let $(z^1, \ldots, z^{n+1})$ be holomorphic coordinates around a point on the boundary $M$. Then we have
\begin{equation}
\theta^j_i = g^i_j \left( -\frac{\rho_k \theta^j_i}{\rho} + \frac{\rho \rho_k}{\rho^2} \right) dz^k \quad (4.2)
\end{equation}
where $\rho_k \rho_k, \rho \rho_k$ denote the coordinate derivatives. In particular, $\theta^j_i$ is smooth up to the boundary.

Proof. It suffices to show the identity
\begin{equation}
\psi^j_i = g^i_j \left( -\frac{\rho_k \theta^j_i}{\rho} + \frac{\rho \rho_k}{\rho^2} \right) dz^k - \frac{1}{\rho}(\rho_k \delta^j_i + \rho_i \delta^j_k)\theta^k.
\end{equation}
If we denote the right-hand side of this by $\psi^j_i$, we have
\begin{align*}
\psi^j_i g_{jk} &= \left( -\frac{\rho_k g_{jk}}{\rho} + \frac{\rho \rho_k g_{jk}}{\rho^2} \right) dz^k - \frac{1}{\rho}(g_{jk} \rho_k + g_{jk} \rho_i) dz^k \\
&= -\frac{\rho_k g_{jk}}{\rho} dz^k + \frac{1}{\rho^2}(\rho_{jk} \rho_k + \rho_{jk} \rho_i + \rho_k \rho_k g_{jk}) dz^k - \frac{2\rho \rho_k g_{jk}}{\rho^3} dz^k \\
&= \partial_{g_{jk}}.
\end{align*}
This implies $\psi^j_i = \psi^j_i$. Since $g^i_j = O(\rho)$ and $g^i_j \rho_{jk} = O(\rho^2)$, the connection form $\theta^j_i$ is smooth up to $M$. \hfill \square

We note that the transformation (4.1) is a so-called c-projective transformation, and Burns–Epstein’s renormalization is an example of c-projective compactification in the sense of [5].

Next we consider the renormalized curvature. Let
\begin{align*}
\Psi^j_i &= d\psi^j_i - \psi^j_i \wedge \psi^k_i, \quad \Theta^j_i = d\theta^j_i - \theta^j_i \wedge \theta^k_i
\end{align*}
be the curvature forms. Since $\psi^j_i$ is the Chern connection, in a holomorphic frame, $\psi^j_i$ and $\theta^j_i$ are $(1,0)$-forms and $\Psi^j_i = \overline{\partial}\psi^j_i$. Then we have
\begin{equation}
\Psi^j_i = \overline{\partial} \left( \theta^j_i - \frac{1}{\rho}(\rho_k \delta^j_i + \rho_i \delta^j_k) dz^k \right) = W^j_i - K^j_i.
\end{equation}
where $W_i^j := (\Theta_i^j)^{(1,1)}$ is the $(1,1)$-component of $\Theta_i^j$ and

$$K_i^j := -((\log \rho) \delta_i^j + (\log \rho) \delta_j^i) dz^k \wedge dz^l.$$  

Then $W_i^j$ is smooth up to the boundary. On the other hand, Burns–Epstein [2] defined the renormalized curvature of $g$ by

$$W_i^j := \Psi_i^j + K_i^j,$$  

where $K_i^j := (g_{ij} \delta_i^j + g_{ji} \delta_j^i) dz^k \wedge dz^l$. Since $g_{ij} = -\partial_i \partial_j \log \rho$ near $M$, these coincide in a neighborhood of the boundary.

We will describe the relation between the renormalized connection $\nabla$ and the Levi-Civita connection of the ambient metric. Let $\tilde{g} = -i \tilde{\omega}$ be the ambient metric on $\tilde{X}$ near $\mathcal{N}$, and $\tilde{\omega}_I^J, \tilde{\Omega}_I^J$ be the connection and the curvature forms of $\tilde{g}$ respectively. For the pseudo-Einstein contact form $\theta$, we can take local coordinates $(z^1, \ldots, z^{n+1})$ around a point on $\tilde{M}$ which are holomorphic in $\Omega$, in such a way that the associated pseudo-Einstein CR scale corresponds to $\theta$. We take a fiber coordinate $z^0$ of $\tilde{X}$ by writing as $\xi = (z^0)^{n+1} dz^1 \wedge \cdots \wedge dz^{n+1}$ so that $\rho = |z|^2 \rho$ as a function on $\tilde{X}$. Then we have

**Proposition 4.2** ([2, Lemma 3.2]). In the holomorphic frame $\{dz^0/z^0, dz^1, \ldots, dz^{n+1}\}$ around a boundary point, we have

\begin{align}
(4.3) \quad & \tilde{\omega}_I^J = \begin{pmatrix}
\frac{dz^0}{z^0} & u_i \\
\frac{dz^0}{z^0} & \theta^j_i + \frac{dz^0}{z^0} \delta_i^j
\end{pmatrix}, \\
(4.4) \quad & \tilde{\Omega}_I^J = \begin{pmatrix}
0 & du_i + u_k \wedge \theta_i^k \\
0 & \Theta_i^j - u_i \wedge dz^j
\end{pmatrix} = \begin{pmatrix}
0 & du_i + u_k \wedge \theta_i^k \\
0 & W_i^j
\end{pmatrix},
\end{align}

where

$$u_i := 1/\rho (\rho_k dz^k - \rho \theta_i^k).$$

**Proof.** We denote the right-hand side of (4.3) by $\tilde{\omega}_I^J$. Then we have

$$\tilde{g}_{KL} \tilde{\omega}_I^J = -|z|^2 \begin{pmatrix}
\rho & \rho_k \\
\rho^*_{ij} & \rho_{ij}
\end{pmatrix} \begin{pmatrix}
(z^0)^{n+1} dz^k \\
(z^0)^{n+1} \theta_i^k + (z^0)^{n+1} \delta_i^k
\end{pmatrix}$$

$$= -|z|^2 \begin{pmatrix}
\rho (du_i + u_k \wedge \theta_i^k) + \partial \rho_i \\
\rho (du_i + u_k \wedge \theta_i^k) + \partial \rho_i + \rho \theta_i^k + u_i \theta_i^k + \rho_k \theta_i^k
\end{pmatrix}.$$  

By (4.2), the $1$-forms in the matrix are computed as

$$\rho u_i + \rho_k \theta_i^k = \rho_k dz^k - \rho_k \theta_i^k + \rho_k \theta_i^k = \partial \rho_i,$$

$$u_i \rho_k + \rho_k \theta_i^k = \rho^{-1} (\rho_k \rho_k dz^k - \rho_k \theta_i^k) + \rho_k \theta_i^k = \rho^{-1} \rho_k \theta_i^k + \rho_k \theta_i^k = \partial \rho_k.$$  

Thus, we obtain $\tilde{g}_{KL} \tilde{\omega}_I^J = \partial \tilde{g}_{KL}$ and hence $\tilde{\omega}_I^J = \tilde{\omega}_I^J$. Since $\tilde{\nabla}$ is torsion-free near $M$, we have $dz^k \wedge \theta_k^j = d(z^k) = 0$ and hence

$$u_k \wedge dz^k = 0.$$  

By using these formulas and (4.3), we obtain the first equality of (4.4). The second equality follows from the fact that $\tilde{\Omega}_I^J$ are $(1,1)$-forms and $(\Theta_i^j)^{(1,1)} = W_i^j$ near $M$. \qed
Next, we will describe the Levi-Civita connection of \( \tilde{g} \) in terms of the Graham–Lee connection \( \varphi_{\alpha}^{\beta} \) for \( \rho \). Let \( \{Z_\alpha, Z_\infty = \xi\} \) be a Graham–Lee frame near \( M \) and \( \{\theta^0, \theta^\infty = \partial \rho\} \) the dual coframe. In the coframe \( \{\theta^0 = dz^0/z^0, \theta^\alpha, \theta^\infty\} \), the ambient metric is given by

\[
(\tilde{g}_{AB}) = |z^0|^2 \begin{pmatrix} -\rho & 0 & -1 \\ 0 & h_{\alpha\beta} & 0 \\ -1 & 0 & \kappa^2 \end{pmatrix}.
\]

We first recall from [19] the relation between \( \theta_i^j \) and the Graham–Lee connection:

**Proposition 4.3** ([19, Proposition 3.5]). Near the boundary \( M \), the renormalized connection forms \( \theta_i^j \) are given by

\[
\theta_\alpha^\beta = \varphi_{\alpha}^{\beta} + i\kappa \delta_{\alpha}^{\beta}, \quad \theta_{\infty}^\beta = -\kappa \theta^\beta + iA^0_{\alpha}\theta^\alpha - \kappa \theta^\beta \partial \rho, \quad \theta_\alpha^\infty = h_{\alpha\beta}\theta^\beta + \mu \kappa \delta_{\alpha} \partial \rho + i\mu A_{\alpha\gamma}\theta^\gamma, \quad \theta_{\infty}^\infty = \kappa \theta^0 - \mu \kappa^2 \partial \rho + \mu \partial \kappa,
\]

where \( \mu := (1 + \kappa \rho)^{-1} \).

When \( \rho \) is a Fefferman defining function, this proposition and Proposition 3.5 allow us to relate geometric quantities of \( \nabla \) to the Tanaka–Webster curvature quantities on \( M \).

In a Graham–Lee frame, we also have

\[
\begin{align*}
\rho \partial \theta^0 &= \theta_\alpha^\gamma h_{\alpha\gamma} + h_{\alpha\infty} \theta^\infty, \\
\mu \partial (\kappa \rho) &= \theta_{\infty}^\infty + \theta^\infty_{\infty}, \\
\partial \theta^j &= \theta^j \wedge \theta_i^j.
\end{align*}
\]

The equation (4.7) is shown in the proof of [19, Proposition 3.5], and the equation (4.9) follows from the fact that \( \nabla \) is torsion-free near \( M \). The equation (4.8) is derived by

\[
\theta_{\infty}^\infty + \theta^\infty_{\infty} = \psi_{\infty} + \psi^\infty + 2\rho^{-1} \partial \rho = g_{\infty\infty}^{-1} dg_{\infty\infty} + 2\rho^{-1} \partial \rho.
\]

Using these equations, we obtain the following

**Proposition 4.4.** In the coframe \( \{\theta^0 = dz^0/z^0, \theta^\alpha, \theta^\infty\} \), the connection 1-forms \( \tilde{\omega}_A^B \) of the ambient metric \( \tilde{g} \) are given by

\[
\begin{align*}
\tilde{\omega}_0^0 &= \frac{dz^0}{z^0}, & \tilde{\omega}_0^\alpha &= \theta^\alpha, & \tilde{\omega}_\beta^\alpha &= \theta^\beta + \frac{dz^0}{z^0} \delta^\alpha_{\beta}, & \tilde{\omega}_\alpha^\infty &= \theta_{\infty}^\alpha, \\
\tilde{\omega}_{\infty}^0 &= \partial \rho, & \tilde{\omega}_{\beta}^\infty &= \theta_{\beta}^\infty, & \tilde{\omega}_{\infty}^\infty &= \theta_{\infty}^\infty + \frac{dz^0}{z^0}, \\
\tilde{\omega}_0^\infty &= -\rho^{-1}(\theta_{\infty}^\alpha - h_{\alpha\gamma} \theta^\gamma) = -\mu \kappa \partial \rho - i\mu A_{\alpha\gamma} \theta^\gamma, & \tilde{\omega}_{\infty}^0 &= -\rho^{-1}(\theta_{\infty}^\infty - \kappa \theta^0) = \mu \kappa^2 \partial \rho - \mu \partial \kappa.
\end{align*}
\]

**Proof.** One can check that \( \tilde{\omega}_A^B \) given above satisfies the structure equations

\[
d \theta^A = \theta^B \wedge \tilde{\omega}_B^A, \quad d \tilde{g}_{A\Pi} = \tilde{\omega}_A^C \tilde{g}_{C\Pi} + \tilde{g}_{AP} \tilde{\omega}^A_{B \Pi}
\]

by using (4.7), (4.8), and (4.9).

In particular, at \( \rho = 0 \) we have

\[
\begin{align*}
\tilde{\omega}_0^0 &= \frac{dz^0}{z^0}, & \tilde{\omega}_0^\alpha &= \theta^\alpha, & \tilde{\omega}_\beta^\alpha &= \varphi_{\beta}^{\alpha} + (\frac{dz^0}{z^0} + i\kappa \delta^\alpha_{\beta}) \delta^\alpha_{\beta}, \\
\tilde{\omega}_{\infty}^\alpha &= -\kappa \theta^\alpha + iA^0_{\alpha}\theta^\alpha - \kappa \theta^\beta \partial \rho, & \tilde{\omega}_{\infty}^0 &= \partial \rho, & \tilde{\omega}_{\beta}^\infty &= h_{\beta\gamma} \theta^\gamma, & \tilde{\omega}_{\infty}^\infty &= \kappa \theta^0 + \frac{dz^0}{z^0}, & \tilde{\omega}_0^0 &= -\kappa \partial \rho - iA_{\alpha\gamma} \theta^\gamma, & \tilde{\omega}_{\infty}^0 &= \kappa^2 \partial \rho - \partial \kappa.
\end{align*}
\]
4.2. Renormalized characteristic forms. Let $\Phi$ be an invariant polynomial of degree $m$. It is uniquely expressed as a linear combination of terms of the form $T_{m_1}T_{m_2}\cdots T_{m_k}$, where $T_{p}(A):=\text{tr}(iA)^p$. We omit the factor $2\pi$ in the usual definition of the characteristic forms. By using this expression, we regard $\Phi$ as an invariant polynomial on $M(r,\mathbb{C})$ for any $r$. Let $\Theta_i^j$ be the curvature form of the renormalized connection associated with a Fefferman defining function $\rho$. Then, $\Phi(\Theta)$ defines a smooth closed $2m$-form on $\tilde{\Omega}$, which we call the renormalized characteristic form. In [2], they define the renormalized characteristic form as $\Phi(W)$, using $W_i^j$ in place of $\Theta_i^j$. Near the boundary $M$, these forms coincide:

**Proposition 4.5.** (i) We have $\Phi(\Theta) = \Phi(W) = \Phi(W')$ near $M$.

(ii) When $m = n + 1$, we have $\Phi(\Theta) = \Phi(\Theta')$ on $\Omega$.

**Proof.** (i) First we recall that $W_i^j = W'_i^j$ near $M$. We take local coordinates $(z^1, z^2, \ldots, z^{n+1})$ around a point on the boundary. By (4.4), we can decompose $\Theta_i^j$ as

$$\Theta_i^j = W_i^j + U_i^j$$

with

$$U_i^j := u_i \wedge dz^j, \quad u_i = \rho^{-1}(\rho_k dz^k - \rho_k \theta_i^k).$$

By (4.5), we have

$$U_i^j = 0, \quad U_i^k \wedge U_k^j = 0.$$  

Moreover, since $W$ can be written as

$$W_i^j = W_i^j k^j dz^k \wedge dz^j, \quad W_i^j \eta = W_i^j \eta$$

near $M$, we also have $dz^i \wedge W_i^j = 0$ and hence

$$U_i^k \wedge W_k^j = 0.$$  

It follows from (4.11) and (4.12) that

$$T_p(\Theta) = T_p(W)$$

for any $p$. Thus we obtain $\Phi(\Theta) = \Phi(W)$ near $M$.

(ii) Since $\theta_i^j$ is a $(1,0)$-form in a holomorphic frame, the curvature $\Theta_i^j$ does not contain the $(0,2)$-component. This implies that when $\Phi$ is of degree $n + 1$, we have $\Phi(\Theta) = \Phi(\Theta(1,1)) = \Phi(W')$ on $\Omega$. $\square$

By this proof, we have $\Phi(\Theta) = \Phi(W) = \Phi(W')$ globally on $\Omega$ if $g = -i\rho \tilde{\Omega} \log \rho$ globally. Thus, when $X = \mathbb{C}^{n+1}$ and $g$ is the exact Cheng–Yau metric, the renormalized characteristic forms depend only on $g$ and are biholomorphically invariant.

By (4.4), we also have the identity

$$\Phi(W) = \Phi(\tilde{\Omega}),$$

where $\tilde{\Omega}$ is the curvature form of the ambient metric $\tilde{g}$. Hence the renormalized characteristic forms are nothing other than the characteristic forms of the ambient metric.

Though $\Phi(\Theta)$ depends on the choice of $\rho$ off the boundary in general cases, it has an advantage that it is a closed form on whole $\Omega$ since $\Theta$ is the curvature form of a linear connection on $T^{1,0}X$. We note that $T^{1,0}X|_M$ is isomorphic to the direct sum of $T^{1,0}M$ and a trivial complex line bundle. Thus, the cohomology class $[\Phi(\Theta)]$ on a collar neighborhood of $M$ is determined by $\Phi(T^{1,0}M)$. When the degree of $\Phi$ is sufficiently large, this cohomology class always vanishes:

**Theorem 4.6 ([25, Theorem 1.1]).** Let $M$ be a closed strictly pseudoconvex CR manifold of dimension $2n + 1 \geq 5$. Let $\Phi$ be an invariant polynomial of degree $m$ with $2m \geq n + 2$. Then $\Phi(T^{1,0}M) = 0$ in $H^{2m}(M; \mathbb{R})$. 
Corollary 4.7. Let $n \geq 2$. If $\Phi$ is an invariant polynomial of degree $n$, then $\Phi(\Theta)$ is exact near $M$.

When $g$ satisfies the Einstein equation $\text{Ric}(g) + (n+2)g = 0$ exactly, the renormalized characteristic forms can be rewritten in terms of those of $\omega_g$. Let $\omega_g = ig_\rho \theta^k \wedge \overline{\theta}^l$ be the Kähler form of $g$. Then we have

\begin{equation}
K_i^j \Psi,^l = \Psi,^l K_i^j = -i \omega_g \Psi,^l, \quad K_i^j K_i^j = -(n+2) \omega_g.
\end{equation}

Moreover, the Einstein equation implies $c_1 = -(n+2) \omega_g$. By expanding $T_m(W) = \text{tr} \left( i(\Psi + K) \right)^m$, we obtain the following proposition:

**Proposition 4.8** ([2, Theorem 2.1]). If $g$ satisfies $\text{Ric}(g) + (n+2)g = 0$, then we have $T_1(W) = 0$ and $T_m(W) = \widetilde{T}_m(\Psi)$ for $m \geq 2$, where

\begin{equation}
\widetilde{T}_m = \sum_{l=0}^{m-2} (-1)^l m \frac{1}{(n+2)^l} c_l^l T_{m-l} + (-1)^{m-1} \frac{m-1}{(n+2)^{m-2}} c_1^m.
\end{equation}

It follows from this proposition that for any invariant polynomial $\Phi$ of degree $m$, we have

$\Phi(W) = \widetilde{\Phi}(\Psi)$

with an invariant polynomial $\widetilde{\Phi}$ of the form

$\widetilde{\Phi} = \Phi + \sum_{l=1}^{m} c_l^l \phi_l$.

For example, we have

$\widetilde{c}_3 = \frac{1}{3} c_3 = c_3 - \frac{n}{n+2} c_1 c_2 + \frac{n(n+1)}{3(n+2)^2} c_1^3$.

When $\rho$ is a Fefferman defining function and $\mathcal{g}_{\mathcal{T}} = -\partial_i \partial_j \log \rho$ holds only near the boundary, it is more convenient to use $\omega := -i \partial_i \overline{\partial}_j \log \rho$ and $W' = \Theta^{(1,1)} = \Psi + K'$ instead of the Kähler form $\omega_g$ and the renormalized curvature $W$. By using similar equations as (4.14), we can expand as

\begin{equation}
T_m(W') = \sum_{l=0}^{m-1} \binom{m}{l} \omega^l \wedge T_{m-l}(\Psi) + (n+2) \omega^m.
\end{equation}

Interchanging $\Psi$ and $W'$, we also have

\begin{equation}
T_m(\Psi) = \sum_{l=0}^{m-1} (-1)^l \binom{m}{l} \omega^l \wedge T_{m-l}(W') + (-1)^m (n+2) \omega^m.
\end{equation}

By (4.15), (4.16), and Proposition 4.5 (ii), we obtain the expansion (1.3) for $c_{n+1}(\Theta)$. Also, the (4.16) implies that $\omega^{n+1-m} \wedge \Phi(\Psi)$ for an invariant polynomial $\Phi$ of degree $m$ can be expressed in terms of $\omega$ and renormalized characteristic forms.

### 4.3. Constructions of CR invariants

We will now prove Theorem 1.1. We first prove that the left-hand side of (1.4) is independent of the choice of Fefferman defining function $\rho$. To this end, we rewrite it to the logarithmic part of another integral:

**Proposition 4.9.** For any Fefferman defining function $\rho$, we have

\begin{equation}
\lim_{\rho \to \epsilon} \int_{\mathcal{D}} \omega^{n+1-m} \wedge \Phi(\Theta) = -\lim_{\rho \to \epsilon} \int_{\mathcal{D}} i \overline{\partial} \log \rho \wedge \overline{\theta} \log \rho \wedge \omega^{n-m} \wedge \Phi(W).
\end{equation}
Proof. Since the logarithmic term is determined by the boundary behavior of the integrand, we may replace $\Phi(W)$ in the right-hand side of (4.17) by $\Phi(\Theta)$. Using $d\Phi(\Theta) = 0$, we have

$$\int_{\rho > \epsilon} \partial \log \rho \wedge \partial \log \rho \wedge \omega^{n-m} \wedge \Phi(\Theta)$$

which equals

$$\int_{\rho > \epsilon} i \partial \log \rho \wedge \partial \log \rho \wedge \omega^{n-m} \wedge \Phi(\Theta)$$

$$= \log \epsilon \int_{\rho > \epsilon} \omega^{n+1-m} \wedge \Phi(\Theta) + \int_{\rho > \epsilon} \log \rho \omega^{n+1-m} \wedge \Phi(\Theta).$$

The coefficient of $\log \epsilon$ in the expansion of the first term is given by

$$-\frac{fp}{\epsilon} \int_{\rho > \epsilon} \omega^{n+1-m} \wedge \Phi(\Theta).$$

By using the flow generated by $N$, we identify a neighborhood of $M$ in $\overline{\Omega}$ with $M \times [0, \epsilon_0)$. Then, we can expand as

$$\log \rho \omega^{n+1-m} \wedge \Phi(\Theta) = \left( \sum_{k=0}^{p} \rho^{-k} (\log \rho) a_k(x) + O(1) \right) d\rho \wedge \theta \wedge (d\theta)^n,$$

where $\theta = (i/2)(\partial \rho - \overline{\partial} \rho)|_{TM}$ and $a_k(x)$ is a smooth function on $M$. Noting that

$$\int_{\rho > \epsilon} \rho^{-k} \log \rho \, d\rho = \begin{cases} 
\frac{1}{2} (\log \rho)^2 & (k = 1) \\
\frac{1}{1-k} \rho^{1-k} \log \rho - \frac{1}{(1-k)^2} \rho^{1-k} & (k \neq 1),
\end{cases}$$

we find that

$$\frac{fp}{\epsilon} \int_{\rho > \epsilon} \omega^{n+1-m} \wedge \Phi(\Theta) = 0.$$

Thus we obtain (4.17). \qed

The advantage of rewriting the finite part of an integration to the log part of another integration is that the latter does not depend on the choice of defining function to shrink the domain, as the following lemma shows:

**Lemma 4.10** (cf. [14, Theorem 3.1]). Let $\rho$ be a Fefferman defining function and $r$ an arbitrary defining function of $\Omega$. Then

$$\frac{fp}{\epsilon} \int_{\rho > \epsilon} i \partial \log \rho \wedge \partial \log \rho \wedge \omega^{n-m} \wedge \Phi(W)$$

is independent of the choice of $r$.

**Proof.** Using a flow, we identify a neighborhood of $M$ in $\overline{\Omega}$ with $M \times [0, \epsilon_0)_r$, and write the integrand as

$$i \partial \log \rho \wedge \partial \log \rho \wedge \omega^{n-m} \wedge \Phi(W) = \psi(x, r) dr \wedge \theta \wedge (d\theta)^n$$

where $\psi$ admits the Laurent expansion in $r$. Let $\tilde{r}$ be another defining function. Then $(x, \tilde{r})$ give local coordinates and we can write as

$$r = b(x, \tilde{r}) \tilde{r}$$
with \( b \) smooth up to the boundary. We have
\[
\int_{\mathbb{B}(x,\epsilon)} \psi(x,r)dr \wedge \theta \wedge (d\theta)^n = \int_{\mathbb{B}(x,\epsilon)} \psi(x,r)dr \wedge \theta \wedge (d\theta)^n
\]
and this has no logarithmic term. Thus we obtain the lemma. \( \square \)

**Proposition 4.11.** Let \( \rho, \hat{\rho} \) be Fefferman defining functions. Then we have
\[
\text{lp} \int_{\rho > \epsilon} i\partial \log \hat{\rho} \wedge \overline{\partial} \log \hat{\rho} \wedge \omega^{n-m} \wedge \Phi(W)
\]
(4.18)
\[
= \text{lp} \int_{\rho > \epsilon} i\partial \log \rho \wedge \overline{\partial} \log \rho \wedge \omega^{n-m} \wedge \Phi(W).
\]

**Proof.** By Lemma 4.10, we may replace the domain of integration in the left-hand side by \( \{ \rho > \epsilon \} \). By Proposition 3.3, we can write \( \hat{\rho} = e^{-\gamma} \rho \) with \( \gamma \in C^\infty(\Omega) \) such that \( \partial \gamma = 0 \) near \( M \). Thus, we have
\[
\int_{\rho > \epsilon} i\partial \log \hat{\rho} \wedge \overline{\partial} \log \hat{\rho} \wedge \omega^{n-m} \wedge \Phi(W)
\]
\[
= \int_{\rho > \epsilon} i\partial \log \rho \wedge \overline{\partial} \log \rho \wedge \omega^{n-m} \wedge \Phi(W) + \int_{\rho > \epsilon} i\partial \gamma \wedge \overline{\partial} \gamma \wedge \omega^{n-m} \wedge \Phi(W)
\]
\[
+ 2\text{Re} \int_{\rho > \epsilon} i\partial \log \rho \wedge \overline{\partial} \gamma \wedge \omega^{n-m} \wedge \Phi(W) + \int_{\rho > \epsilon} \text{(cpt supp)},
\]
where \( \text{(cpt supp)} \) denotes a compactly supported form on \( \Omega \). Since \( \Phi(W) \) is closed near \( M \), the second term in the right-hand side is equal to
\[
\int_{\rho = \epsilon} \overline{\partial} \gamma \wedge \omega^{n-m} \wedge \Phi(W) + \int_{\rho > \epsilon} \text{(cpt supp)},
\]
which gives no log \( \epsilon \) term. On the other hand, noting that \( \Phi(W) \) is an \( (m,m) \)-form on \( \Omega \), we compute as
\[
\int_{\rho > \epsilon} i\partial \log \rho \wedge \overline{\partial} \gamma \wedge \omega^{n-m} \wedge \Phi(W)
\]
\[
= \int_{\rho > \epsilon} i\partial \log \rho \wedge \overline{\partial} \gamma \wedge \omega^{n-m} \wedge \Phi(W)
\]
\[
= i\log \epsilon \int_{\rho = \epsilon} \overline{\partial} \gamma \wedge \omega^{n-m} \wedge \Phi(W) + \int_{\rho > \epsilon} \text{(cpt supp)}.
\]
Here, the integrand of the first term in the last expression is exact near \( M \): When \( m < n \), this follows from the exactness of \( \omega \), and when \( m = n \) Proposition 4.5 (i) and Corollary 4.7 imply the exactness of \( \Phi(W) \). Thus, this term does not have log \( \epsilon \) term either. Hence we obtain (4.18). \( \square \)

**Remark 4.12.** When \( n \geq 2 \), we can embed \( M \) as the boundary of a strictly pseudoconvex domain \( \Omega \) in a Kähler manifold \( X \) ([23, Theorem 8.1]), and a CR pluriharmonic function on \( M \) is extended to a global pluriharmonic function on \( \Omega \) ([16, Theorem 7.1]). Then, the last part of the proof can also be given as follows:
\[
\int_{\rho = \epsilon} \overline{\partial} \gamma \wedge \omega^{n-m} \wedge \Phi(W) = \int_{\rho = \epsilon} \overline{\partial} \gamma \wedge \omega^{n-m} \wedge \Phi(\Theta)
\]
\[
= \int_{\rho > \epsilon} d(\overline{\partial} \gamma \wedge \omega^{n-m} \wedge \Phi(\Theta))
\]
\[
= 0.
\]
It follows from Proposition 4.9 and 4.11 that the left-hand side of (1.4) is independent of the choice of Fefferman defining function $\rho$.

Next we will show that the finite part is expressed in terms of pseudo-hermitian invariants as in (1.4). Since $\omega = d(\theta/\rho)$ and $d\Phi(\Theta) = 0$, we have

\begin{equation}
\int_{\rho > \epsilon} \omega^{n+1-m} \wedge \Phi(\Theta) = \int_{\rho = \epsilon} \omega^{n+1-m} \wedge (d\theta)^{n-m} \wedge \Phi(\Theta).
\end{equation}

If we identify a neighborhood of $M$ in $\Omega$ with $M \times [0, \epsilon_0)$ by the flow of $N$, we can write as

$$\theta \wedge (d\theta)^{n-m} \wedge \Phi(\Theta) = F(x, \rho) \theta \wedge (d\theta)^n + d\rho \wedge \eta$$

with a smooth function $F$ and a 2n-form $\eta$. Then, by (4.19) we have

$$\text{fp} \int_{\rho > \epsilon} \omega^{n+1-m} \wedge \Phi(\Theta) = \frac{1}{(n+1-m)!} \int_M (\partial^{n+1-m} F)(x, \rho \theta) \wedge (d\theta)^n.$$

On the other hand, using $L_N d\rho = 0$, we have

$$L^N \int_{\rho > \epsilon} \omega^{n+1-m} \wedge \Phi(\Theta) = \frac{1}{(n+1-m)!} \int_M L^N \partial^{n+1-m} \wedge (d\theta)^{n-m} \wedge \Phi(\Theta).$$

Hence we obtain

\begin{equation}
\text{fp} \int_{\rho > \epsilon} \omega^{n+1-m} \wedge \Phi(\Theta) = \frac{1}{(n+1-m)!} \int_M L^N \partial^{n+1-m} \wedge (d\theta)^{n-m} \wedge \Phi(\Theta).
\end{equation}

Since $L_N d\rho = 0$, we can ignore terms which contain $d\rho$ in the computation of the integrand of the right-hand side. By $L_N \theta = -\kappa \theta$ and $L_N d\theta \equiv -\kappa d\theta$ mod $\theta$, we have

$$L^N \theta \wedge (d\theta)^{n-m} = \psi(\kappa, N\kappa, \ldots, N^{p-1}\kappa) \theta \wedge (d\theta)^{n-m}$$

with some polynomial $\psi$. On the other hand, by (4.6), we may write as

$$\Phi(\Theta) \equiv G(h_{\alpha\beta}, R_{\alpha\beta\gamma\delta}, A_{\alpha\beta}, \kappa, \rho, \nabla_{\alpha})(d\theta)^m \mod d\rho, \theta,$$

in which the covariant derivatives are all tangential. We note that when we apply $L_N$ to the function $G$, we may replace it by $\nabla_N$. The commutators of $\nabla_N$ and tangential differentiations can be computed with the torsion and curvature tensors of the Graham–Lee connection, expressed by $h_{\alpha\beta}, R_{\alpha\beta\gamma\delta}, A_{\alpha\beta}, \kappa$ and their tangential derivatives. Thus, we can express the integrand in the right-hand side of (4.20) by

\begin{equation}
\text{fp} \int_{\rho > \epsilon} \omega^{n+1-m} \wedge \Phi(\Theta) = \frac{1}{(n+1-m)!} \int_M L^N \partial^{n+1-m} \wedge (d\theta)^{n-m} \wedge \Phi(\Theta).
\end{equation}

and their tangential derivatives. By Proposition 3.5, these can be written in terms of Tanaka–Webster curvature quantities. Thus we complete the proof of Theorem 1.1.

We remark that when $m = 1$, i.e., $\Phi$ is a multiple of $T_1 = c_1$, the corresponding invariant vanishes; in fact, from

$$T_1(W) = i(\text{Ric}_{\beta\gamma} + (n+2)g_{\beta\gamma}) \theta^j \wedge \theta^\gamma = \partial\overline{\partial} O(\rho^{n+2})$$

and

$$\partial \log \rho \wedge \overline{\partial} \log \rho \wedge \omega^{n-1} = \rho^{-n-1} \partial \rho \wedge \overline{\partial} \rho \wedge (d\theta)^{n-1},$$

we see that the right-hand side of (4.17) vanishes. By a similar estimate, we can ignore the terms which contain $T_1$ when we express $\Phi$ as a linear combination of polynomials of the form $T_m$ and $\cdots T_{mk}$. If $\Phi \neq 0$ modulo $T_1$, then our invariants turn out to be non-trivial; see Remark 6.8.
4.4. The case of the exact Cheng–Yau metric. We consider the case where \( X = \mathbb{C}^{n+1} \) and \( g \) is the exact Kähler–Einstein metric \( \hat{g}_\tau = -\partial_\tau \log u \) defined via the Monge–Ampère solution of Cheng–Yau [9]. In this case, \( u \) has a logarithmic singularity of the form

\[
(4.22) \quad u \sim \rho \sum_{j=0}^{\infty} \eta_j (\rho^{n+2} \log \rho)^j, \quad \eta_j \in C^\infty(\overline{\Omega}),
\]

where \( \rho \in C^\infty(\overline{\Omega}) \) is an arbitrary smooth defining function ([22]). We take a Fefferman defining function as \( \rho \), in which case we have \( \eta_0 = 1 + O(\rho^{n+2}) \). We will show that we may use this exact Cheng–Yau metric to obtain the same global CR invariants in Theorem 1.1.

For a function \( f \in C^\infty(\Omega) \), we write

\[
f = O(\rho^m \log \rho)
\]

if \( f \) admits an expansion of the form

\[
f \sim a_0 \rho^m + a_1 \rho^m \log \rho + \sum_{j=m+1}^{\infty} \sum_{l=0}^{k_j} b_{j,l} \rho^j (\log \rho)^l
\]

with \( a_0, a_1, b_{j,l} \in C^\infty(\overline{\Omega}) \). Then, by (4.22), we have

\[
(4.23) \quad u = \rho(1 + O(\rho^{n+2} \log \rho)) = \rho + O(\rho^{n+3} \log \rho).
\]

Let \( \hat{\psi}^j, \hat{\Omega}^j \) be the connection and the curvature forms of the Levi-Civita connection form of \( \hat{g} \). As before we define the renormalized connection by

\[
\hat{\theta}^j := \hat{\psi}^j + \frac{1}{u}(u_k \delta^j_i + u_i \delta^j_k) \theta^k.
\]

We also define

\[
\hat{W}^j_i := \hat{\Omega}^j_i + (\hat{g}_\tau \delta^j_i + \hat{g}_\tau \delta^j_k) \theta^k \wedge \hat{\theta},
\]

which coincides with the \((1,1)\)-part of the curvature form \( \hat{\Theta}^j_i \) of \( \hat{\theta}^j \). We will examine the boundary regularity of these forms by using the formula from Proposition 4.1

\[
\hat{\theta}^j = \hat{g}^\tau \left( - \frac{u_k \tau_i}{u} + \frac{u \tau_i \tau_k}{u^2} \right) dz^k
\]

in a local coordinate system \( (z^1, \ldots, z^{n+1}) \). We set \( \hat{g}^\tau := -\partial_\tau \hat{g} \log \rho \) so that

\[
\hat{g} = g + \partial_\tau \hat{g} \log(\rho^{n+2} \log \rho).
\]

In a Graham–Lee coframe \( \{ \theta^\alpha, \theta^\infty = \partial_\rho \} \), we have

\[
g = \rho^{-1} h_{\alpha \tau} \theta^\alpha \wedge \theta^\tau + \rho^{-2}(1 + \kappa \rho) \partial_\rho \wedge \theta^\rho.
\]

and thus

\[
\hat{g}_{\alpha \tau} = \rho^{-1} h_{\alpha \tau} + O(\rho^{n+2} \log \rho), \quad \hat{g}_{\alpha \infty} = O(\rho^{n+1} \log \rho),
\]

\[
\hat{g}_{\infty \infty} = \rho^{-2}(1 + \kappa \rho) + O(\rho^n \log \rho).
\]

Hence we have

\[
\hat{g} = (I + A) g
\]

with a matrix \( A = O(\rho^{n+1} \log \rho) \). Note that this also holds in the coframe \( \{ dz^j \} \).

Tanking the inverse we obtain

\[
\hat{g}^{-1} = g^{-1}(I + A'), \quad A' = O(\rho^{n+1} \log \rho),
\]

which gives

\[
\hat{g}^\tau = g^\tau + O(\rho^{n+2} \log \rho) = O(\rho^2) + O(\rho^{n+2} \log \rho),
\]

\[
\hat{g}^\tau \rho_\tau = g^\tau \rho_\tau + O(\rho^{n+3} \log \rho) = O(\rho^2) + O(\rho^{n+3} \log \rho).
\]
Therefore we get
\[ g^\mathcal{T}_{ki} = g^\mathcal{T} (\rho_{ki} + O(\rho^{n+1} \log \rho)) = g^\mathcal{T} \rho_{ki} + O(\rho^{n+2} \log \rho), \]
\[ g^\mathcal{T}_{ij} = g^\mathcal{T} (\rho_{ij} + O(\rho^{n+2} \log \rho)) = g^\mathcal{T} \rho_{ij} + O(\rho^{n+3} \log \rho). \]

Then we have
\[ m \text{ reduced to } [17, \text{Lemma 3.2}]. \]

When
\[ m \text{ and } \rho \]
\[ \text{have } \]
\[ \text{Lemma 4.10, so we only show the first equality.} \]

When
\[ m \text{ and } \rho \]
\[ \text{Proof.} \]
\[ \text{The second equality follows from a computation similar to the proof of Lemma 4.10, so we only show the first equality. When } m = 0, \text{ the proposition is reduced to } [17, \text{Lemma 3.2}]. \]

When
\[ m = 1, \text{ } \Phi \text{ is a multiple of } T_1, \text{ so both sides are equal to } 0. \]

Thus, we may assume that
\[ m \geq 2. \]

We note that we can replace \( \Theta \) since \( \Phi(\Theta) = \Phi(\Theta) \) on \( \Omega \).

By (4.23), we have
\[ \omega_y = \omega + \partial \overline{\partial} O(\rho^{n+2} \log \rho), \]
\[ \partial \log u + \overline{\partial} \log u = \partial \log \rho + \overline{\partial} \log \rho + O(\rho^{n+1} \log \rho), \]
\[ \partial \rho \wedge \overline{\partial} \rho \wedge \partial \log u + \overline{\partial} \log \rho = O(\rho^{n+2} \log \rho), \]

and hence
\[ i\partial \log u \wedge \overline{\partial} \log u \wedge \omega_y^{-m} = i\partial \log \rho \wedge \overline{\partial} \log \rho \wedge \omega^{-m} + O(\rho^{m+1} \log \rho). \]

Moreover, since \( \dot{\theta}_i \) \( = \theta_i + O(\rho^{n+1} \log \rho), \) we have
\[ \partial \rho \wedge \overline{\partial} \rho \wedge \dot{\Theta}_i = \partial \rho \wedge \overline{\partial} \rho \wedge \Theta_i + O(\rho^{n+1} \log \rho). \]

Consequently, we obtain
\[ i\partial \log u \wedge \overline{\partial} \log u \wedge \omega_y^{-m} \wedge \Phi(\Theta) = i\partial \log \rho \wedge \overline{\partial} \log \rho \wedge \omega^{-m} \wedge \Phi(\Theta) + O(\rho^{m-1} \log \rho) \]

and complete the proof.

**Proposition 4.13.** Let \( \Phi \) be an invariant polynomial of degree \( m \) (\( 0 \leq m \leq n \)). Then we have
\[ \text{lp} \int_{\rho > \epsilon} i\partial \log \rho \wedge \overline{\partial} \log \rho \wedge \omega^{-m} \wedge \Phi(\Theta) = \text{lp} \int_{\rho > \epsilon} \text{lp} \int_{\rho > \epsilon} i\partial \log u \wedge \overline{\partial} \log u \wedge \omega_y^{-m} \wedge \Phi(\Theta). \]

**Proof.** The second equality follows from a computation similar to the proof of Lemma 4.10, so we only show the first equality. When \( m = 0, \) the proposition is reduced to [17, Lemma 3.2].

When \( m = 1, \Phi \) is a multiple of \( T_1, \) so both sides are equal to 0. Thus, we may assume that \( m \geq 2. \)

We note that we can replace \( W \) by \( \Theta \) since \( \Phi(W) = \Phi(\Theta) \) on \( \Omega. \)

By (4.23), we have
\[ \omega_y = \omega + \partial \overline{\partial} O(\rho^{n+2} \log \rho), \]
\[ \partial \log u + \overline{\partial} \log u = \partial \log \rho + \overline{\partial} \log \rho + O(\rho^{n+1} \log \rho), \]
\[ \partial \rho \wedge \overline{\partial} \rho \wedge \partial \log u + \overline{\partial} \log \rho = O(\rho^{n+2} \log \rho), \]

and hence
\[ i\partial \log u \wedge \overline{\partial} \log u \wedge \omega_y^{-m} = i\partial \log \rho \wedge \overline{\partial} \log \rho \wedge \omega^{-m} + O(\rho^{m+1} \log \rho). \]

Moreover, since \( \dot{\theta}_i \) \( = \theta_i + O(\rho^{n+1} \log \rho), \) we have
\[ \partial \rho \wedge \overline{\partial} \rho \wedge \dot{\Theta}_i = \partial \rho \wedge \overline{\partial} \rho \wedge \Theta_i + O(\rho^{n+1} \log \rho). \]

Consequently, we obtain
\[ i\partial \log u \wedge \overline{\partial} \log u \wedge \omega_y^{-m} \wedge \Phi(\Theta) = i\partial \log \rho \wedge \overline{\partial} \log \rho \wedge \omega^{-m} \wedge \Phi(\Theta) + O(\rho^{m-1} \log \rho) \]

and complete the proof. \( \square \)

**Proposition 4.14.** Let \( \Phi \) be an invariant polynomial of degree \( m \) (\( 2 \leq m \leq n \)). Then we have
\[ \text{fp} \int_{\rho > \epsilon} \omega_y^{n+1-m} \wedge \Phi(\Theta) = \text{fp} \int_{\rho > \epsilon} \omega^{n+1-m} \wedge \Phi(\Theta). \]
Proof. First we prove that we may replace \( u \) in the left-hand side by \( \rho \). We identify a neighborhood of \( M \) in \( \overline{M} \) with \( M \times [0,e_0) \), and write
\[
\omega_g^{n+1-m} \wedge \Phi(\tilde{\Theta}) = f(x, \rho) d\rho \wedge \theta \wedge (d\theta)^n.
\]
Here the function \( f \) is \( O(\rho^{-(n+1-m)-1}) \) and may involve some logarithmic terms.

Let \( \phi_u(x) \) be a function on \( M \) defined by the equation \( u(x, \phi_u(x)) = \epsilon \) for small \( \epsilon > 0 \). Then, \( \phi_u(x) = \epsilon(1 + O(\epsilon^{n+2} \log \epsilon)) \), and we have
\[
\int_{u>\epsilon} \omega_g^{n+1-m} \wedge \Phi(\tilde{\Theta}) = \int_{\rho>\epsilon} \omega_g^{n+1-m} \wedge \Phi(\tilde{\Theta})
= \int_M \int_{\phi_u(x)} f(x, \rho) d\rho \wedge \theta \wedge (d\theta)^n.
\]
Since
\[
\int_{\phi_u(x)} f(x, \rho) d\rho = O(\rho^{-(n+1-m)}\epsilon^{1+O(\epsilon^{n+2} \log \epsilon)})
= \epsilon^{-(n+1-m)} \cdot O(\epsilon^{n+2} \log \epsilon)
= O(\epsilon^{m+1} \log \epsilon),
\]
we have
\[
\int_{\phi_u(x)} \omega_g^{n+1-m} \wedge \Phi(\tilde{\Theta}) = \int_{\rho>\epsilon} \omega_g^{n+1-m} \wedge \Phi(\tilde{\Theta})
\]
Next, we compare the integrands. From \( \tilde{\Theta}_1 = \Theta_1 + O(\rho^n \log \rho) \), we have
\[
\Phi(\tilde{\Theta}) = \Phi(\Theta) + O(\rho^n \log \rho),
\]
and the term \( O(\rho^n \log \rho) \) is closed. From \( \omega_g = \omega + dO(\rho^{n+2} \log \rho) \), we have
\[
\omega_g^{n+1-m} = \omega^{n+1-m} + dO(\rho^{m+1} \log \rho).
\]
Consequently, we obtain
\[
\omega_g^{n+1-m} \wedge \Phi(\tilde{\Theta}) = \omega^{n+1-m} \wedge \Phi(\Theta) + O(\rho^{m-1} \log \rho)
\]
and complete the proof. \( \square \)

5. The \( T^*_{\theta} \)-curvatures

The CR invariance of the total \( Q' \)-curvature is explained by its transformation formula under changes of pseudo-Einstein contact forms \([8, 16, 20]\). In this section, we construct a Tanaka–Webster curvature quantity \( T_{\theta} \) for each invariant polynomial \( \Phi \) of degree \( n \) which integrates to the global CR invariant given by Theorem 1.1. When \( n = 1 \), the invariant is trivial, so we assume \( n \geq 2 \). We denote the weighted contact form \( \theta \) and the weighted Levi form \( h_{\alpha\beta\gamma} \) simply by \( \theta \) and \( h_{\alpha\beta\gamma} \).

5.1. The Lefschetz decomposition of differential forms. Here we summarize the formulas for differential forms that we use in the subsequent subsections.

Let \( V \) be an \( n \)-dimensional complex vector space, and let
\[
\omega = ih_{\alpha\beta\gamma} \theta^{\alpha_2} \wedge \theta^{\beta_2} \in \wedge^{1,1} V^*.
\]
be a real \((1,1)\)-form on \( V \), where \( h_{\alpha\beta\gamma} \) is a non-degenerate hermitian form. We define the operator \( L \) by \( L\varphi := \omega \wedge \varphi \). Then, for
\[
(5.1) \quad \varphi = \frac{1}{p!q!} \tilde{\varphi}_{\alpha_1 \cdots \alpha_p \beta_1 \cdots \beta_q} \theta^{\alpha_1} \wedge \cdots \wedge \theta^{\alpha_p} \wedge \theta^{\beta_1} \wedge \cdots \wedge \theta^{\beta_q} \in \wedge^{p,q} V^*.
\]
we have
\[
L\varphi = \frac{1}{(p+1)!(q+1)!}(L\varphi)_{\alpha_1 \cdots \alpha_p \beta_1 \cdots \beta_q} \theta^{\alpha_1} \wedge \cdots \wedge \theta^{\alpha_p} \wedge \theta^{\beta_1} \wedge \cdots \wedge \theta^{\beta_q},
\]

Proposition 5.2. (i) For $\varphi \in \wedge^{n,n}V^*$, we have
$$\varphi = \frac{1}{(n!)^2} L^n \Lambda^n \varphi.$$ (ii) For $\varphi \in \wedge^{n,n-1}V^*$, we have
$$\varphi = \frac{1}{((n-1)!)^2} L^{n-1} \Lambda^{n-1} \varphi.$$ (iii) For $\varphi \in \wedge^{n-1,n-1}V^*$, we have
$$L \varphi = \frac{1}{n(n-1)!} L^n \Lambda^{n-1} \varphi.$$ (iv) For $\varphi \in \wedge^{m,m}V^*$ $(0 \leq m \leq n - 1)$, we have
$$\Lambda^{n-2} L^{n-m-1} \varphi = \frac{(n-2)(n-m-1)!}{m!} \left( m \Lambda^{m-2} \varphi + (n-m-1) \Lambda \Lambda^{m-1} \varphi \right).$$

By a simple induction, we have the following proposition:

Proposition 5.1. Let $\varphi \in \wedge^p q V^*$. Then we have
$$[\Lambda, L^m] \varphi = m(n - p - q - m + 1) L^{m-1} \varphi,$$
$$[\Lambda^m, L] \varphi = m(n - p - q - m - 1) \Lambda^{m-1} \varphi.$$

If $\varphi$ satisfies $\Lambda \varphi = 0$, then we have
$$\Lambda^k L^m \varphi = \frac{m!}{(m-k)!} (n - p - q - m + 1) \cdots (n - p - q - m + k) L^{m-k} \varphi$$
for $k \leq m$.

Thus, if we set $H \varphi := (n - p - q) \varphi$, then $\{L, H, \Lambda\}$ forms an $\mathfrak{sl}(2)$-triple:
$$[H, L] = -2L, \quad [H, \Lambda] = 2\Lambda, \quad [\Lambda, L] = H.$$ Consequently, $\wedge V^*$ admits the irreducible decomposition with respect to the action of $\mathfrak{sl}(2, \mathbb{C})$, which is called the Lefschetz decomposition. Using this decomposition and equations (5.2), (5.3), we can derive the following formulas:

Proposition 5.2. (i) For $\varphi \in \wedge^{n,n}V^*$, we have
$$\varphi = \frac{1}{(n!)^2} L^n \Lambda^n \varphi.$$ (ii) For $\varphi \in \wedge^{n,n-1}V^*$, we have
$$\varphi = \frac{1}{((n-1)!)^2} L^{n-1} \Lambda^{n-1} \varphi.$$ (iii) For $\varphi \in \wedge^{n-1,n-1}V^*$, we have
$$L \varphi = \frac{1}{n(n-1)!} L^n \Lambda^{n-1} \varphi.$$ (iv) For $\varphi \in \wedge^{m,m}V^*$ $(0 \leq m \leq n - 1)$, we have
$$\Lambda^{n-2} L^{n-m-1} \varphi = \frac{(n-2)(n-m-1)!}{m!} \left( m \Lambda^{m-2} \varphi + (n-m-1) \Lambda \Lambda^{m-1} \varphi \right).$$
(v) Let $n \geq 3$. For $\varphi \in \Lambda^{m,m-1}V^*$ ($2 \leq m \leq n - 1$), we have
\[
\Lambda^{n-3}L^{n-m-1}\varphi = \frac{(n-3)!}{(m-1)!} \left( (m-1)\Lambda^{m-2}\varphi + (n-m-1)\Lambda^{m-1}\varphi \right).
\]

5.2. Definition of the $T'_\Phi$-curvatures. Let $(M,H,J)$ be a $(2n+1)$-dimensional compact strictly pseudoconvex CR manifold. We denote the weighted Levi form by $h_{\partial\bar{\partial}} \in \mathcal{E}(1,1)$ instead of $h_{\partial\bar{\partial}}$. We first define a pseudohermitian invariant $T'_\Phi \in \mathcal{E}(-m-1,-m-1)$ for each invariant polynomial $\Phi$ of degree $m$, and later restrict to the case $m = n$. We set $T_p(A) := \operatorname{tr}(iA)^p$. It suffices to consider $\Phi$ of the form
\[
\Phi = T_{m_1}T_{m_2} \cdots T_{m_k}, \quad m_1 + \cdots + m_k = m.
\]
First, for each $p \geq 1$, we set
\[
\tilde{R}_{A_1B_1\cdots A_pB_p}^{(p)} := \Omega_{\gamma_1}^{\gamma_2} A_1B_1\cdots \Omega_{\gamma_p}^{\gamma_1} A_pB_p \in \mathcal{E}(-p,-p),
\]
where $\Omega_{\gamma A}^{\beta}$ is the curvature of the CR tractor connection. Then, for the above $\Phi$, we define
\[
S_{\alpha_1}^{\Phi} := h_{A_1B_1} \cdots h_{A_mB_m} \tilde{R}_{A_1B_1\cdots A_mB_m}^{(m)} \in \mathcal{E}(-m,-m).
\]
Since $S_{\alpha_1}^{\Phi}$ is hermitian, we have
\[
S_{\alpha_1}^{\Phi} = S_{\alpha_1}^{\Phi} = S_{\alpha_1}^{\Phi} = S_{\alpha_1}^{\Phi}.
\]
The real density
\[
S_{AB}^{\Phi} := h^{AB}S_{\Phi} = h^{\alpha\beta}S_{\alpha\beta}^{\Phi} \in \mathcal{E}(-m,-m)
\]
is CR invariant and a polynomial in the Chern–Moser tensor. Finally, using the CR $D$-operator, we define
\[
\bar{D}_{AB}^{\Phi} := h_{AB}^{-1} \frac{1}{n} S_{AB}^{\Phi} h_{AB} - \frac{1}{nm(n-2m)} (Z_B^A D_A S_{AB}^{\Phi} + Z_A^B D_B S_{AB}^{\Phi})
\]
where we have set
\[
X_{\alpha}^{\Phi} := S_{\alpha}^{\Phi} - \frac{1}{nm} \nabla_{\alpha} S_{\Phi} \in \mathcal{E}_\alpha(-m,-m),
\]
\[
T_{\Phi} := S_{\infty}^{\Phi} - \frac{1}{nm(n-2m)} (\Delta h S_{\Phi} + 2mPS_{\Phi}) \in \mathcal{E}(-m-1,-m-1),
\]
and $X_{\infty}^{\Phi} := X_{\infty}^{\Phi}$. Let $\theta = e^{\vartheta}$ be a rescaling of the contact form. By using (2.2), we obtain the transformation formulas
\[
\tilde{X}_{\alpha}^{\Phi} = X_{\alpha}^{\Phi} - S_{\alpha}^{\Phi} \tau^\Phi; \quad \tilde{T}_{\Phi} = T_{\Phi} - X_{\alpha}^{\Phi} \tau^\alpha + X_{\alpha}^{\Phi} \tau^\Phi + S_{\alpha}^{\Phi} \tau^\alpha \tau^\Phi.
\]

Remark 5.3. By the correspondence between the CR tractor bundle and the ambient metric, we can also write as
\[
\tilde{R}_{A_1B_1\cdots A_pB_p}^{(p)} = \tilde{R}_{C_1}^{C_2} A_1B_1 \cdots \tilde{R}_{C_p}^{C_1} A_pB_p \in \mathcal{E}(-p,-p),
\]
\[
= S_{C_1}^{C_2} A_1B_1 \cdots S_{C_p}^{C_1} A_pB_p.
\]
where $\tilde{R}_{ABCE}$ is the ambient curvature tensor and $S_{ABCE}$ is the CR Weyl tractor; see Proposition 6.5.

5.3. **Relation to the characteristic class $\Phi(T^{1,0}M)$**. Now we specialize to the case of $m = n$, where we have

$$X^\Phi = S_{\alpha}^\Phi - \frac{1}{n^2} \nabla_\alpha S^\Phi,$$

$$I'_\Phi = S_{\alpha}^\Phi + \frac{2}{n^2} P S^\Phi + \frac{1}{n^3} \Delta_\alpha S^\Phi.$$

If we set

$$S^{(p)}_{\alpha_1 \beta_1 \ldots \alpha_p \beta_p} := S_{\gamma_1} \gamma_2 \cdot \cdots \cdot S_{\gamma_p} \gamma_n,$$

then

$$S^\Phi_{\alpha_1 \beta_1} = h^{\alpha_2 \beta_2} \cdots h^{\alpha_n \beta_n} S^{(m_1)}_{\alpha_1 \beta_1 \ldots \alpha_{m_1} \beta_{m_1}} \cdots S^{(m_k)}_{\alpha_{m_1+1} \beta_{m_1+1} \ldots \alpha_{m_k} \beta_{m_k}},$$

Since $\wedge^{n,n} H^* \subset \text{Im} L^n$ with $L := dB \wedge (\cdot)$ by the Lefschetz decomposition, we have

$$S^\Phi_{(\alpha \beta)} = 0.$$

Therefore, by (5.5) $X^\Phi$ is CR invariant, and $I'_\Phi$ transforms as

$$\tilde{I}'_{\Phi} = I'_\Phi - X^\Phi \gamma^\alpha - X_{\alpha} Y^\gamma.$$

We define

$$(VS)^{(p)}_{\alpha_1 \beta_1 \ldots \alpha_p \beta_p} := V_{\gamma_1} \gamma_2 \cdot \cdots \cdot V_{\gamma_p} \gamma_n,$$

Then from $\Omega_{\gamma^\mu, \alpha} = i V_{\gamma^\mu} \alpha$, we get

$$\tilde{I}^{(p)}_{\alpha_1 \beta_1 \ldots \alpha_p \beta_p} = i(VS^{(p-1)})_{\alpha_1 \alpha_2 \beta_2 \ldots \alpha_p \beta_p}.$$

We also define $S^\Phi_{\alpha_1 \beta_1 \ldots \alpha_n \beta_n}$ by

$$S^\Phi_{\alpha_{m_1+\ldots+m_p+1}} := h^{\alpha_1 \beta_1} \cdots h^{\alpha_n \beta_n} S^{(m_1)}_{\alpha_1 \beta_1} \cdots (VS^{(m_p-1)})_{\alpha_{m_1+\ldots+m_p+1}} \cdots S^{(m_k)}_{\alpha_{m_1+\ldots+m_k}},$$

where the hat denotes the omission. Then we have

$$S^\Phi_{\alpha_1 \beta_1 \ldots \alpha_n \beta_n} = \sum_{p=1}^{k} \frac{m_p}{n} h^{\alpha_2 \beta_2} \cdots h^{\alpha_n \beta_n} S^{(m_1)}_{\alpha_1 \beta_1} \cdots (VS^{(m_p-1)})_{\alpha_{m_1+\ldots+m_p+1}} \cdots S^{(m_k)}_{\alpha_{m_1+\ldots+m_k}},$$

Thus, $X^\Phi_{\alpha}$ is written as

$$X^\Phi_{\alpha} = \frac{i}{n} \sum_{p=1}^{k} m_p S^\Phi_{\alpha} - \frac{1}{n^2} \nabla_\alpha S^\Phi.$$

We recall that if $M$ admits a pseudo-Einstein contact form, then the first Chern class of $T^{1,0}M$ vanishes in the real cohomology [21, Proposition D]. In this case, $X^\Phi_{\alpha}$ is related to the characteristic class $\Phi(T^{1,0}M)$ as follows:

**Proposition 5.4.** If $c_1(T^{1,0}M) = 0$ in $H^2(M; \mathbb{R})$, then the CR invariant $2n$-form

$$n^2 (X^\Phi_{\alpha} \theta^n + X^\Phi_{\alpha} \bar{\theta}^n) \wedge \theta \wedge (dB)^{n-1}$$

is a representative of the characteristic class $\Phi(T^{1,0}M) \in H^{2n}(M; \mathbb{R})$. 

Proof. We consider the weighted tractor bundle
\[ \mathcal{E}^A(1, 0) \cong \mathcal{E}(1, 1) \oplus \mathcal{E}^0 \oplus \mathcal{E}(0, 0), \]
which can always be defined globally over \( M \). Since \( \mathcal{E}(1, 1) \) and \( \mathcal{E}(0, 0) \) are trivial, we have \( \Phi(T^{1,0}M) = \Phi(\mathcal{E}^A(1, 0)) \). The curvature form of the connection on \( \mathcal{E}^A(1, 0) \) is given by
\[ \Omega_B^A + \frac{1}{n+2}(d\omega_\gamma)^{\delta A^B}, \]
where \( \omega_{\alpha^B}^{\beta} \) is the Tanaka–Webster connection form and
\[ \Omega_B^A = \begin{pmatrix} 0 & S_{\alpha^p}^{\beta_\gamma} \theta^\gamma \wedge \theta^\gamma + V_{\alpha^p} \theta^\gamma \wedge \theta + V^\beta \alpha^p \theta \wedge \theta^\gamma & 0 \\ \ast & 0 & 0 \\ \ast & \ast & 0 \end{pmatrix} \]
is the tractor curvature form. Since \( d\omega_\gamma \) is exact by the assumption \( c_1(T^{1,0}M) = 0 \), we have
\[ \Phi(\mathcal{E}^A(1, 0)) = \Phi(\Omega). \]
By using Proposition 5.2 (i), (ii), we can compute \( \Phi(\Omega) \) as
\[ \Phi(\Omega) = \Phi_0 + \Phi_1 + \Phi_2, \]
where
\[ \Phi_0 = i^n S_{[\alpha_1 \cdots \alpha_m \beta_\gamma]}^{(m_1)} \cdots S_{[\alpha_n \beta_\gamma]}^{(m_k)} \theta_1 \wedge \cdots \wedge \theta^n \wedge \theta_1 \cdots \wedge \theta^n \]
\[ = S^{\Phi}(d\theta)^n, \]
\[ \Phi_1 = i^n \sum_{m_1} (V S^{(m_1-1)})_{[\alpha_1 \cdots \alpha_m \beta_\gamma]} \cdots S_{[\alpha_n \beta_\gamma]}^{(m_k)} \theta_1 \wedge \cdots \wedge \theta^n \wedge \theta_1 \cdots \wedge \theta^n \]
\[ + \cdots + i^n \sum_{m_k} S_{[\alpha_1 \cdots \alpha_m \beta_\gamma]}^{(m_k)} \cdots (V S^{(m_1-1)})_{[\alpha_n \cdots \alpha_n]} \wedge \theta_1 \wedge \cdots \wedge \theta^n \wedge \theta_1 \cdots \wedge \theta^n \]
\[ = i^n \sum_{p=1}^k m_p (S_{[\alpha_1 \cdots \alpha_m \beta_\gamma]}^{(p)} \theta_1 \wedge \cdots \wedge \theta^n \wedge \theta_1 \cdots \wedge \theta^n)^{n-1}. \]
Hence by (5.7), we obtain
\[ \Phi(\Omega) = S^{\Phi}(d\theta)^n + i^n \sum_{p=1}^k m_p (S_{[\alpha_1 \cdots \alpha_m \beta_\gamma]}^{(p)} \theta_1 \wedge \cdots \wedge \theta^n \wedge \theta_1 \cdots \wedge \theta^n)^{n-1} \]
\[ = n^2 (X^{\Phi} \theta_1 + X^{\Phi} \theta_1 \wedge \theta_1) \wedge \cdots \wedge \theta_1 \wedge \cdots \wedge \theta^n + d(S^{\Phi} \theta_1 \wedge \cdots \wedge \theta^n)^{n-1}, \]
which completes the proof. □

5.4. CR invariance of the total \( I^\Phi \)-curvature. By using the vanishing of the cohomology \( \Phi(T^{1,0}M) \), we can prove that when \( \theta \) is a pseudo-Einstein contact form, the integral of \( I^\Phi \) is independent of the choice of \( \theta \):

**Theorem 5.5.** Let \( \Phi \) be an invariant polynomial of degree \( n \). For pseudo-Einstein contact forms \( \theta \) and \( \hat{\theta} \), we have
\[ \int_M \hat{I}^\Phi = \int_M I^\Phi. \]
Proof. We can write \( \hat{\theta} = e^{\Upsilon} \theta \) with a CR pluriharmonic function \( \Upsilon \). If we set
\[
\eta := i(\Upsilon_{\alpha} \theta^\alpha - \Upsilon_{\theta} \theta) + \frac{1}{n} (\Delta_{\theta} \Upsilon) \theta,
\]
then we have \( d\eta = 0 \) by Proposition 2.1, and
\[
\eta \wedge (X_{\alpha}^\Phi \theta^\alpha + X_{\theta}^\Phi \theta) \wedge \theta \wedge (d\theta)^{n-1} = \frac{1}{n} (X_{\alpha}^\Phi \theta^\alpha + X_{\theta}^\Phi \theta) \theta \wedge (d\theta)^{n-1}.
\]
By Theorem 4.6 and Proposition 5.4, this is an exact form on \( M \). Hence we obtain
\[
\int_M (\hat{I}'_{\Phi} - I'_{\Phi}) = - \int_M (X_{\alpha}^\Phi \theta^\alpha + X_{\theta}^\Phi \theta) \theta \wedge (d\theta)^n = 0.
\]

\[\square\]

Remark 5.6. If we realize \( M \) as the boundary of a domain \( \Omega \) in a Kähler manifold as in Remark 4.12, we can give an alternative proof to the CR invariance of \( I'_{\Phi} \) as follows:
We extend \( \Upsilon \) to a pluriharmonic function \( \tilde{\Upsilon} \) on \( \overline{\Omega} \) and set \( \tilde{\eta} := i(\partial \tilde{\Upsilon} - \partial \overline{\Upsilon}) \).
Then, \( d\tilde{\eta} = 0 \) and \( \eta = \tilde{\eta}|_{TM} \). Since \( T^{1,0}M \) is isomorphic to the direct sum of \( T^{1,0}X|_M \) and a trivial line bundle, we have \( \Phi(T^{1,0}X|_M) = \Phi(T^{1,0}X)|_M \). Therefore, by Proposition 5.4,
\[
\int_M (\tilde{I}'_{\Phi} - I'_{\Phi}) = - \int_M (X_{\alpha}^\Phi \theta^\alpha + X_{\theta}^\Phi \theta) \theta \wedge (d\theta)^n
= - \frac{1}{n} \int_\Omega d(\tilde{\eta} \wedge \Phi(T^{1,0}X))
= - \frac{1}{n} \int_\Omega d(\tilde{\eta} \wedge \Phi(T^{1,0}X))
= 0.
\]

Remark 5.7. The de Rham cohomology of \( M \) is canonically isomorphic to the cohomology of the Rumin complex ([24]). For an invariant polynomial \( \Phi \) of degree \( n \), exactness of the \( 2n \)-form (5.8) implies that one can write as
\[
X_{\alpha}^\Phi = \nabla^\beta \omega_{\alpha \beta} + i\nabla^\beta \omega_{\alpha \beta}
\]
with a trace-free hermitian tensor \( \omega_{\alpha \beta} \in \mathcal{E}_{(\alpha \beta)}(-n+1, -n+1) \) and a skew symmetric tensor \( \omega_{\alpha \beta} \in \mathcal{E}_{[\alpha \beta]}(-n+1, -n+1) \). It follows that
\[
\text{Re}(X_{\alpha}^\Phi \theta^\alpha) = P_1 \Upsilon + P_2 \Upsilon,
\]
where
\[
P_1 \Upsilon := \text{Re}((\nabla^\beta \omega_{\alpha \beta}) \theta^\alpha), \quad P_2 \Upsilon := \text{Re}(i\nabla^\beta \omega_{\alpha \beta}) \theta^\alpha.
\]
For CR pluriharmonic functions \( \Upsilon, \Upsilon' \), we have
\[
\int_M (\Upsilon P_1 \Upsilon' - \Upsilon' P_1 \Upsilon) = \int_M (\Upsilon P_2 \Upsilon' + \Upsilon' P_2 \Upsilon) = 0,
\]
which explains the CR invariance of \( \overline{I_{\Phi}} \). As is pointed out in [6, Remark 8.12], the operator \( \Upsilon \mapsto \text{Re}(X_{\alpha}^\Phi \theta^\alpha) \) is formally self-adjoint on the space of CR pluriharmonic functions if we can take \( \omega_{\alpha \beta} = 0 \).
5.5. **The \( \mathcal{I}_q \)-invariant.** We can define a CR invariant density \( \mathcal{I}_q \), for which \( \mathcal{I}'_q \) can be considered as the “primed analogue” (cf. [6, Remark 8.11]):

**Proposition 5.8.** For an invariant polynomial \( \Phi \) of degree \( m \geq 2 \), define a density \( \mathcal{I}_q \in \mathcal{E}(-m-1,-m-1) \) by

\[
\mathcal{I}_q := \nabla^\alpha X_i^\Phi - S_{ij}^\Phi P(\overline{\beta}_\alpha) + (n-m)\mathcal{I}'_q
\]

\[
= \nabla^\alpha \left( S^\Phi_{\alpha \beta \gamma} - \frac{1}{nm} \nabla_\alpha S^\Phi \right) - \overline{S}^\Phi_{\alpha \beta \gamma} + (n-m) \left( \frac{2}{n(n-2m)} P S^\Phi - \frac{1}{nm(n-2m)} \Delta_b S^\Phi \right).
\]

Then we have

\[
D^A \tilde{S}^\Phi_{AB} = (n-2m+1) \mathcal{I}_q Z^B.
\]

In particular, \( \mathcal{I}_q \) is a CR invariant.

**Remark 5.9.** Since any tractor \( t \in \mathcal{E}_*(w,w') \) satisfies

\[
D^B(tZ^B) = (n+w+1)(n+w+w'+2)t,
\]

we also have the equation

\[
D^A D^B S^\Phi_{AB} = D^B D^A \tilde{S}^\Phi_{AB} = (n-2m+1)(n-m)(n-2m)\mathcal{I}_q.
\]

By a direct computation, one has

\[
D^A \tilde{S}^\Phi_{AB} = W^B_{\beta} F^A_{\beta} + (n-2m+1) \mathcal{I}_q Z^B,
\]

with

\[
F^A_{\beta} = \frac{n-2m+1}{m} (m(n-m)S^\Phi_{\alpha \beta \gamma} + m \nabla^\alpha S^\Phi_{\alpha \beta \gamma} - \nabla^\alpha S^\Phi_{\beta \alpha \gamma}).
\]

Hence it suffices to prove \( F^A_{\beta} = 0 \). When \( m = n \) this follows from \( S^\Phi_{(\alpha \beta \gamma)} = 0 \), so we assume that \( 2 \leq m \leq n-1 \).

We consider a \( 2m \)-form \( \varphi = \varphi^{(0)} + \theta \wedge (\varphi^{(1)} + \varphi^{(2)}) \)

on \( M \), where

\[
\varphi^{(0)} = \varphi^{(0)}_{\alpha_1 \beta_1} \cdots \alpha_m \beta_m \theta^{\alpha_1} \wedge \theta^{\beta_1} \wedge \cdots \wedge \theta^{\alpha_m} \wedge \theta^{\beta_m} \in \wedge^{m,m} CH^*.
\]

\[
\varphi^{(1)} = \varphi^{(1)}_{\alpha_2 \beta_2} \cdots \alpha_m \beta_m \theta^{\alpha_2} \wedge \theta^{\beta_2} \wedge \cdots \wedge \theta^{\alpha_m} \wedge \theta^{\beta_m} \in \wedge^{m,m-1} CH^*.
\]

\[
\varphi^{(2)} = \varphi^{(2)}_{\alpha_2 \beta_2} \cdots \alpha_m \beta_m \theta^{\beta_2} \wedge \theta^{\alpha_2} \wedge \cdots \wedge \theta^{\alpha_m} \wedge \theta^{\beta_m} \in \wedge^{m-1,m} CH^*.
\]

We set

\[
\tilde{\varphi}^{(0)}_{\alpha_1 \beta_1} := h^{\alpha_2 \beta_2} \cdots h^{\alpha_m \beta_m} \varphi^{(0)}_{\alpha_1 \beta_1} \cdots \alpha_m \beta_m, \quad \tilde{\varphi}^{(0)} := h^{\alpha_1 \beta_1} \tilde{\varphi}^{(0)}_{\alpha_1 \beta_1},
\]

\[
\tilde{\varphi}^{(1)}_{\alpha_2 \beta_2} := h^{\alpha_3 \beta_3} \cdots h^{\alpha_m \beta_m} \varphi^{(1)}_{\alpha_2 \beta_2} \cdots \alpha_m \beta_m, \quad \tilde{\varphi}^{(1)} := h^{\alpha_2 \beta_2} \tilde{\varphi}^{(1)}_{\alpha_2 \beta_2},
\]

\[
\tilde{\varphi}^{(2)}_{\alpha_2 \beta_2} := h^{\alpha_3 \beta_3} \cdots h^{\alpha_m \beta_m} \varphi^{(2)}_{\alpha_2 \beta_2} \cdots \alpha_m \beta_m, \quad \tilde{\varphi}^{(2)} := h^{\alpha_2 \beta_2} \tilde{\varphi}^{(2)}_{\alpha_2 \beta_2}.
\]

**Proposition 5.10.** Suppose that \( \delta \varphi = 0 \). Then we have

\[
m \nabla^\alpha \tilde{\varphi}^{(0)}_{\alpha \beta} - \nabla_\alpha \tilde{\varphi}^{(0)} - (n-m) \delta \tilde{\varphi}^{(1)} = 0.
\]
Proof. We consider the closed form 
\[ L^{n-m-1} \varphi = L^{n-m-1} \varphi^{(0)} + \theta \wedge (L^{n-m-1} \varphi^{(1)} + L^{n-m-1} \varphi^{(2)}) , \]
where \( L = d\theta \wedge (\cdot) \). By the Lefschetz decomposition, we can write as 
\[ L^{n-m-1} \varphi^{(0)} = L^{n-1} \psi + L^{n-2} \psi_1 , \quad \psi \in \wedge^0 0 , \quad \psi_1 \in \wedge^1 1 := \text{Ker} \Lambda . \]
First, we apply \( \Lambda^{n-1} \) to (5.10). By using (5.4) and Proposition 5.2 (iv), we obtain 
\[ \psi = \frac{(n-m)!}{n!m!} \Lambda^n \varphi^{(0)} . \]
Next, we apply \( \Lambda^{n-2} \) to (5.10) and use the same formulas to obtain 
\[ \psi_1 = \left( \frac{(n-m-1)!}{(n-2)!(m-1)!} \right) \left( \Lambda^{n-1} \varphi^{(0)} - \frac{1}{n} \Lambda \Lambda^{n-1} \varphi^{(0)} \right) . \]
Thus we have 
\[ L^{n-m-1} \varphi^{(0)} = \frac{(n-m-1)!}{(n-2)!(m-1)!} \left( L^{n-2} \Lambda^{n-1} \varphi^{(0)} - \frac{m-1}{m(n-1)} L^{n-1} \Lambda \varphi^{(0)} \right) . \]
In a similar way, we can write 
\[ L^{n-m-1} \varphi^{(1)} = L^{n-2} \eta_1 + L^{n-3} \eta_2 , \quad \eta_1 \in \wedge^1 0 , \quad \eta_2 \in \wedge^2 1 \]
and compute \( \eta_1, \eta_2 \) by using Proposition 5.2 (v). As a result, we obtain 
\[ L^{n-m-1} \varphi^{(1)} = \frac{(n-m-1)!}{(n-3)!(m-2)!} \left( L^{n-3} \Lambda^{n-2} \varphi^{(1)} - \frac{m-2}{(n-2)(m-1)} L^{n-2} \Lambda \varphi^{(1)} \right) . \]
The same formula holds for \( \varphi^{(2)} \). It follows that 
\[ \frac{(n-2)!(m-1)!}{(n-m-1)!} L^{n-m-1} \varphi = L^{n-2} \Lambda^{n-1} \varphi^{(0)} - \frac{m-1}{m(n-1)} L^{n-1} \Lambda \varphi^{(0)} + \theta \wedge (n-2)(m-1) L^{n-3} \Lambda^{n-2} \varphi^{(1)} + \varphi^{(2)} - (m-2) L^{n-2} \Lambda^{n-1} \varphi^{(1)} + \varphi^{(2)} \). \]
The right-hand side is a non-zero multiple of 
\[ \frac{m-1}{m(n-1)} \left( \frac{(n-2)(m-1)}{2m} i_{\varphi^{(0)}} (d\theta)^{n-3} + \theta \wedge \left( \frac{(n-2)(m-1)}{2m} \varphi^{(1)} + \varphi^{(2)} \right) \right) \]
and this must be a closed form. We differentiate this form modulo \( \theta \) and look at the coefficient of \( \theta^\gamma \wedge \theta^\alpha \wedge \theta^\beta \wedge (d\theta)^{n-2} \). Then we have 
\[ \nabla [\gamma \varphi^{(0)}]_{\alpha\beta\gamma} - \frac{m-1}{m(n-1)} \nabla [\gamma \varphi^{(0)}]_{h_{\alpha\beta\gamma}} + \frac{(n-2)(m-1)}{2m} i_{\varphi^{(1)}}_{\alpha\beta\gamma} - \frac{m-1}{m} i_{\varphi^{(1)}}_{h_{\alpha\beta\gamma}} = 0 . \]
Taking the trace with respect to \( (\gamma, \beta) \), we obtain (5.9). \qed

Now we apply the proposition to the closed form \( \varphi = \Phi(\Omega) \). Since 
\[ \varphi^{(0)}_{\alpha\beta\gamma} = S^\phi_{\alpha\beta\gamma} , \quad \varphi^{(0)} = S^\phi , \quad \varphi^{(1)} = im S^\phi , \]
the equation (5.9) implies \( F_{\phi} = 0 \).
5.6. Explicit formulas. We will give some explicit formulas for \( X_\alpha^\Phi \) and \( T_\alpha^\Phi \). We note that by \( \Omega^{-1A} = 0 \) we have \( T_\alpha^\Phi = 0 \) when \( \Phi \) is factored by \( T_1 (= c_1) \). Thus, \( \Phi \) should be considered modulo \( c_1 \). For \( \Phi = T_2 \ (\equiv -2c_2 \text{ mod } c_1) \), we have

\[
X_\alpha^{T_2} = -\frac{i}{2} S_{\alpha \gamma \eta \eta} V^{\gamma \eta} + \frac{1}{4n} \nabla_\alpha |S_{\gamma \gamma \eta \eta}|^2,
\]

\[
T_\alpha^{T_2} = -\frac{1}{2} |V_{\alpha \gamma}|^2 + \frac{1}{n(n-4)} P |S_{\alpha \eta \eta \eta}|^2 + \frac{1}{4n(n-4)} \Delta_b |S_{\alpha \eta \eta \eta}|^2.
\]

When \( n = 2 \), these coincide with \( \frac{1}{2} X_\alpha \) and \( -\frac{1}{2} T_\alpha \) of Case–Gover [6]. For \( \Phi = T_3 \ (\equiv 3c_3 \text{ mod } c_1) \), we have

\[
X_\alpha^{T_3} = \frac{1}{6} (-i V_{\gamma_1 \gamma_2 \gamma_3 \eta \mu} S_{\gamma_1 \gamma_2} \gamma_3 \eta \mu + i S_{\gamma_1 \gamma_2} \gamma_3 \eta \mu V_{\gamma_2} \gamma_3 \eta \mu S_{\gamma_3} \gamma_1 \eta \mu
\]

\[
+ S_{\gamma_1} \gamma_2 \gamma_3 \eta \mu S_{\eta \mu} V_{\gamma_2} \gamma_3 \eta \mu V_{\gamma_3} \gamma_1 \eta \mu - \frac{1}{3n} \nabla_\alpha T_{\gamma \eta}^3
\]

\[
T_\alpha^{T_3} = \frac{1}{6} (- U_{\gamma_1 \gamma_2 \gamma_3 \eta \mu} S_{\gamma_1 \gamma_2} \gamma_3 \eta \mu + V_{\gamma_1} \gamma_2 \gamma_3 \eta \mu S_{\gamma_2} \gamma_3 \eta \mu
\]

\[
+ V_{\gamma_2} \gamma_3 \eta \mu S_{\gamma_3} \gamma_1 \eta \mu - \frac{2}{n(n-6)} P S^T \eta = \frac{1}{3n(n-6)} \Delta_b S^T \eta,
\]

where

\[
S^T \eta = \frac{1}{6} (S_{\gamma_1 \gamma_2 \gamma_3 \eta \mu} S_{\gamma_1 \gamma_2} \gamma_3 \eta \mu + S_{\gamma_1} \gamma_2 \gamma_3 \eta \mu S_{\eta \mu} V_{\gamma_2} \gamma_3 \eta \mu V_{\gamma_3} \gamma_1 \eta \mu).
\]

In general, when the degree of \( \Phi \) is \( m \), they are roughly of the following forms:

\[
X_\alpha^\Phi = (V \otimes S^{\otimes(m-1)}) \alpha + \nabla_\alpha S^{\otimes m},
\]

\[
T_\alpha^\Phi = U \otimes S^{\otimes(m-1)} + V^{\otimes2} \otimes S^{\otimes(m-2)} + P S^{\otimes m} + \Delta_b S^{\otimes m}.
\]

6. The total \( T_\alpha^\Phi \)-curvatures and renormalized characteristic forms

6.1. Ambient description of the CR tractor. We will prove that the integral of \( T_\alpha^\Phi \) agrees with a multiple of the global CR invariant given by Theorem 1.1. Since the \( T_\alpha^\Phi \)-curvature is defined via CR tractor calculus, we first need to establish the correspondence between the ambient metric and the CR tractor bundles. In [6, §5], the correspondence is described by using Fefferman’s conformal structure as an intermediate geometry. Here we directly give the explicit correspondence in the framework of Graham–Lee. The direct construction of CR tractors by the ambient metric is also sketched in [4, §3.4].

We consider the setting of §3: Let \( \Omega \) be a strictly pseudoconvex domain with the boundary \( M \) in a complex manifold \( X \) of dimension \( n + 1 \). Let \( \tilde{g} = -i \partial \bar{\partial} \rho \) be the ambient metric on \( \tilde{X} = K_{X} \setminus \{0\} \) for a fixed Fefferman defining density \( \rho \in \tilde{E}(1) \), and \( \nabla \) its Levi-Civita connection. We define the dilation \( \delta_\lambda (\lambda \in \mathbb{C}^*) \) on \( \tilde{X} \) by \( \delta_\lambda(u) := \lambda^{u+2}u \), and let \( Z \in T^{1,\bar{\partial}} \tilde{X} \) be the infinitesimal generator. Then, by \( Z^A \delta_\lambda_{\alpha B} = -\nabla_A \rho \), we have

\[
\nabla_A Z^B = \delta_\lambda^B, \quad Z^A \tilde{R}_{A \mu \nu \rho} = 0,
\]

where \( \tilde{R} \) is the curvature tensor of \( \tilde{g} \). A vector field \( V \in \mathbb{C}T \tilde{X} \) is said to be homogeneous of degree \((w, w') \in \mathbb{C}^2 \) if it satisfies

\[
(\delta_\lambda)_{\ast}V = \lambda^{-w} \lambda^{-w'} V
\]

for all \( \lambda \in \mathbb{C}^* \). The homogeneity is also characterized by the Lie derivatives:

\[
\mathcal{L}_Z V (= [Z, V]) = wV, \quad \mathcal{L}_{\partial \bar{\partial}} V (= [\partial \bar{\partial}, V]) = w'V.
\]

The following lemma relates the homogeneity to the covariant derivatives:
Lemma 6.1. A \((1,0)\)-vector field \(V \in T^{1,0} \tilde{X}\) satisfies
\[
\tilde{\nabla}_Z V = \nabla_Z V = 0
\]
if and only if \(V\) is homogeneous of degree \((-1,0)\).

Proof. By using (6.1) and the fact that \(Z\) is a holomorphic vector field, we have (6.2)
\[
\tilde{\nabla}_V Z = V, \quad \tilde{\nabla}_V \overline{Z} = 0
\]
for any \((1,0)\)-vector \(V\). Thus we obtain
\[
\mathcal{L}_Z V = \tilde{\nabla}_Z V - V, \quad \mathcal{L}_\overline{V} V = \tilde{\nabla}_\overline{V} V,
\]
from which the lemma follows. \(\square\)

We consider the set of all \((1,0)\)-vector fields along \(\mathcal{N} = \{\rho = 0\} \subset \tilde{X}\) which are parallel in the fiber direction, or equivalently homogeneous of degree \((-1,0)\):
\[
\tilde{T}^{1,0} := \{V \in \Gamma(T^{1,0} \tilde{X}|_{\mathcal{N}}) \mid \tilde{\nabla}_Z V = \tilde{\nabla}_\overline{Z} V = 0\}
= \{V \in \Gamma(T^{1,0} \tilde{X}|_{\mathcal{N}}) \mid V\text{ is homogeneous of degree }(-1,0)\}.
\]
A vector field \(V \in \tilde{T}^{1,0}\) can be identified with a section of the rank \(n+2\) complex vector bundle over \(M\) defined by \(T^{1,0} := (T^{1,0} \tilde{X}|_{\mathcal{N}}) / \mathbb{C}^*,\) where \(\lambda \in \mathbb{C}^*\) acts as \(V \mapsto \lambda^{-1}(\delta_\lambda)_* V\). The ambient metric \(\tilde{g}\) defines a hermitian metric on \(T^{1,0}\) since \(\tilde{g}(V, \overline{W})\) is homogeneous of degree 0 for \(V, W \in \tilde{T}^{1,0}\). We will define a connection on \(T^{1,0}\) and show that these agree with the CR tractor bundle and the tractor connection.

For a vector field \(\nu \in TM\), let \(\tilde{\nu} \in T\mathcal{N} \subset T\tilde{X}\) be a lift to \(\mathcal{N}\) which is homogeneous of degree \((0,0)\). Then, for \(V \in \tilde{T}^{1,0}\) the derivative \(\tilde{\nabla}_\tilde{\nu} V\) is also parallel along the fibers since
\[
\tilde{\nabla}_Z \tilde{\nabla}_\tilde{\nu} V = \tilde{\nabla}_\tilde{\nu} \tilde{\nabla}_Z V + \tilde{\nabla}_{[Z, \tilde{\nu}]} V + \tilde{R}(Z, \tilde{\nu}) V = 0
\]
by (6.1) and similarly \(\tilde{\nabla}_\overline{Z} \tilde{\nabla}_\tilde{\nu} V = 0\). Moreover, \(\tilde{\nabla}_\tilde{\nu} V\) does not depend on the choice of lift \(\tilde{\nu}\). Thus we can define a linear connection \(\nabla^T\) on \(T^{1,0}\) by
\[
\nabla^T_V := \tilde{\nabla}_\tilde{\nu} V.
\]
We also define a connection on \(T^{1,0}(w, w') := T^{1,0} \otimes E(w, w')\) by coupling \(\nabla^T\) with the Tanaka–Webster connection on \(E(w, w')\) determined by a choice of CR scale. We also denote the connection by \(\nabla^T\). The relation between this coupled connection and the ambient connection \(\tilde{\nabla}\) is described as follows.

Let \((U, (z^1, \ldots, z^{n+1}))\) be local coordinates. We define a fiber coordinate \(z^0\) of \(\tilde{X}\) by writing \(u = (z^0)^{n+2} dz^1 \wedge \cdots \wedge dz^{n+1}\) for any \(u \in \tilde{X}\), so that
\[
Z = z^0 \frac{\partial}{\partial z^0}.
\]
The fiber coordinate \(z^0\) is determined up to multiples of constants \(\zeta \in \mathbb{C}^*\) with \(\zeta^{n+2} = 1\); the choice of \(z^0\) corresponds to the choice of local pseudo-Einstein CR scale \(\sigma \in E(1,0)\) which satisfies
\[
\sigma^{-n-2} = (dz^1 \wedge \cdots \wedge dz^{n+1})|_{TM}.
\]
A section \(V \in T^{1,0}(w, w')|_{U}\) is identified with the vector field
\[
\tilde{V} := (z^0)^w (z^0)^{w'} \tilde{V}_0 \in T^{1,0} \tilde{X}|_{\mathcal{N}},
\]
which is homogeneous of degree \((w - 1, w')\). Here, \(\tilde{V}_0 \in \tilde{T}^{1,0}\) is the vector field corresponding to the section \(V_0 = \sigma^{-w} \tilde{\sigma}^{-w'} V \in T^{1,0}\). For \(\nu \in TM\), we take the lift \(\tilde{\nu}\) so that it satisfies
\[
dz^0(\tilde{\nu}) = \overline{dz^0}(\tilde{\nu}) = 0,
\]
and call it the horizontal lift with respect to \((z^1, \ldots, z^{n+1})\). Then the vector field \(\tilde{\nabla}_z V\) is homogeneous of degree \((w-1, w')\), so it defines a section of \(T^{1,0}(w, w')\). By definition, this agrees with \(\nabla_T^T V\) when \(w = w' = 0\). In general cases however, the differentiations in the \(T\)-direction may have difference:

**Proposition 6.2.** Let \(\tilde{V} \in \Gamma(T^{1,0}X|_V)\) be the homogeneous vector field of degree \((w-1, w')\) corresponding to a section \(V \in T^{1,0}(w, w')\). Let \(\nu \in T^{1,0}M \otimes T^{0,1}M\) and let \(T\) be the Reeb vector field for the CR scale \(|\sigma|^2\). Then we have

\[
\tilde{\nabla}_z \tilde{V} = wV, \\
\tilde{\nabla}_\nu \tilde{V} = \nabla_T^T V, \\
\tilde{\nabla}_T \tilde{V} = \nabla_T^T V + \frac{2(n+1)}{n(n+2)} i(w-w')PV,
\]

where \(\tilde{\nu}\) and \(\tilde{T}\) are the horizontal lifts with respect to \((z^1, \ldots, z^{n+1})\).

**Lemma 6.3.** The Tanaka–Webster connection associated with the CR scale \(\sigma \in \mathcal{E}(1, 0)\) satisfies

\[
\nabla \sigma = -\frac{2(n+1)}{n(n+2)} iP\theta \otimes \sigma.
\]

**Proof.** We take an admissible coframe \(\{\theta^\alpha\}\) such that \(\theta \wedge \theta^1 \wedge \cdots \wedge \theta^n = \zeta := (dz^1 \wedge \cdots \wedge dz^{n+1})|_TM\). By \(d\zeta = 0\), we have

\[-\omega_\alpha \wedge \theta \wedge \theta^1 \wedge \cdots \wedge \theta^n = 0.\]

We also have \(\omega_\alpha + \omega^\nu = 0\) from \(\text{det}(h_{\alpha\beta}) = 1\), so \(\omega_\alpha\) is of the form \(if\theta\) with a real function \(f\). Since \(d\omega_\alpha \equiv (1/n)Rh_{\alpha\beta} \theta^\beta \wedge \theta^\nu\) mod \(\theta\), we obtain \(f = -(1/n)R\), and hence

\[
\nabla \sigma = \frac{1}{n+2} \omega_\alpha \wedge \sigma = -\frac{2(n+1)}{n(n+2)} iP\theta \otimes \sigma.
\]

**Proof of Proposition 6.2** We write \(V = \sigma w \bar{\sigma} w' V_0\) and \(\tilde{V} = (z^0)^w (\bar{z}^0)^w \tilde{V}_0\) with \(V_0 \in T^{1,0}, \tilde{V}_0 \in \tilde{T}^{1,0}\) as before. Since \(\tilde{\nabla}_z V_0 = 0\), we have \(\tilde{\nabla}_z \tilde{V} = wV\). By the lemma above, we have

\[
\nabla^\nu_T V = \nabla^\nu_T (\sigma w \bar{\sigma} w' V_0) = \sigma w \bar{\sigma} w' \nabla^\nu_T V_0.
\]

The last term is identified with the vector field

\[(z^0)^w (\bar{z}^0)^w \tilde{\nabla}_\nu \tilde{V}_0 = \tilde{\nabla}_\nu \tilde{V}.\]

Similarly, we have

\[
\nabla_T^T V = \nabla_T^T (\sigma w \bar{\sigma} w' V_0) \\
= \sigma w \bar{\sigma} w' \left(\nabla_T^T V_0 - \frac{2(n+1)}{n(n+2)} i(w-w')PV_0\right),
\]

and this is identified with

\[(z^0)^w (\bar{z}^0)^w' \left(\tilde{\nabla}_T \tilde{V}_0 - \frac{2(n+1)}{n(n+2)} i(w-w')P\tilde{V}_0\right) = \tilde{\nabla}_T \tilde{V} - \frac{2(n+1)}{n(n+2)} i(w-w')P\tilde{V}.
\]

Thus we obtain the proposition. \(\square\)
Let \( \{Z_\alpha, \xi\} \) be a Graham–Lee frame of \( T^{1,0}X \) for the Fefferman defining function \( \rho := |\sigma|^{-2} \). We define \( Z_0, Z_\alpha, Z_\infty \in T^{1,0}(1,0) \) by
\[
Z_0 := Z, \quad Z_\alpha := \tilde{Z}_\alpha, \quad Z_\infty := -\xi - \frac{\kappa}{2}Z,
\]
where \( \tilde{Z}_\alpha, \tilde{\xi} \) are horizontal lifts and \( \kappa \) is the transverse curvature. The correspondence between \( T^{1,0}(w, w') \) and the CR tractor bundle \( \mathcal{E}^A(w, w') \) is given as follows:

**Theorem 6.4.** Let \((U, (z^1, \ldots, z^{n+1}))\) be a local coordinate system and \( |\sigma|^2 \in \mathcal{E}(1,1) \) the associated pseudo-Einstein CR scale. Then, the bundle isomorphism
\[
\Psi: \mathcal{E}^A(w, w')|_{U \cap M} \rightarrow T^{1,0}(w, w')|_{U \cap M}
\]
\[
\lambda Z^A + \nu^\beta W^A_\beta + \varphi Y^A \mapsto \lambda Z_0 + \nu^\beta Z_\beta + |\sigma|^{-2} \varphi Z_\infty
\]
is independent of the choice of coordinates \((z^1, \ldots, z^{n+1})\), and preserves the connections: \( \Psi^* \nabla^T = \nabla \). When \((w, w') = (0, 0)\), it also preserves the bundle metrics: \( \Psi^* \tilde{g}_{AB} = h_{AB} \).

**Proof.** First, we observe that along \( \mathcal{N} \) the ambient metric is given by the matrix
\[
\begin{pmatrix}
\frac{1}{h_{\alpha \beta}} \\
1
\end{pmatrix}
\]
which agrees with the tractor metric. Hence \( \Psi \) preserves the metrics.

To show that \( \Psi \) is independent of choice of coordinates, we will compute the transformation formula of \( \{Z_A\} \) under coordinate change. Let \((\tilde{z}^1, \ldots, \tilde{z}^{n+1})\) be another coordinate system and write
\[
d\tilde{z}^1 \wedge \cdots \wedge d\tilde{z}^{n+1} = e^{(n+2)f}dz^1 \wedge \cdots \wedge dz^{n+1}
\]
with a holomorphic function \( f = (1/2)\Upsilon + iv \) so that the pseudo-Einstein CR scale \( \tilde{\sigma} := e^{-f}|\sigma| \in \mathcal{E}(1,1) \) satisfies \( \tilde{\sigma}^{-n-2} = (d\tilde{z}^1 \wedge \cdots \wedge d\tilde{z}^{n+1})|_M \). We note that \( Z_{\sigma} f = 0 \) gives
\[
v_\alpha = -i/2 \Upsilon_\alpha
\]
and hence
\[
f_\alpha = \Upsilon_\alpha.
\]

Also, from
\[
0 = \tilde{\xi} f = \left(N - \frac{i}{2} \Upsilon\right) \left(\frac{1}{2} \Upsilon + iv\right)
\]
\[
= \frac{1}{2} (N\Upsilon + ivT) + i\left(Nv - \frac{1}{4} \Upsilon_T\right),
\]
we have
\[
N\Upsilon = -v_T = \frac{i}{n}(v_\alpha - v_\alpha \Upsilon) = -\frac{1}{2n} \Delta_\alpha \Upsilon, \quad Nv = \frac{1}{4} \Upsilon_T
\]
and
\[
\xi f = (\xi + \tilde{\xi}) f = 2Nf = -\frac{1}{2n} \Delta_\alpha \Upsilon + \frac{i}{2} \Upsilon_T.
\]
The transformation formulas for \( \xi \) and \( \kappa \) are given by
\[
\tilde{\xi} = e^{-\Upsilon}(\xi + \Upsilon^\alpha Z_\alpha),
\]
\[
\tilde{\kappa} = e^{-\Upsilon}(\kappa - 2NY - \Upsilon_\alpha \Upsilon^\alpha)
\]
\[
e^{-\Upsilon}(\kappa + \frac{1}{n} \Delta_\alpha \Upsilon - \Upsilon_\alpha \Upsilon^\alpha).
First, it is easy see that \( \hat{Z}_0 = Z_0 \) since both are infinitesimal generator of the \( \mathbb{C}^* \)-action. We will consider \( \hat{Z}_\alpha, \hat{Z}_\infty \). Since the fiber coordinates are related as \( \hat{z}_0 = e^{-f} z_0 \), we have

\[ \frac{d\hat{z}_0}{\hat{z}_0} = \frac{dz_0}{z_0} - df. \]

Thus, if we write \( V^\sigma, \bar{V}^\bar{\sigma} \) for the horizontal lifts of a vector field \( V \) on \( M \) with respect to \( (z^i) \) and \( (\hat{z}^\alpha) \), they satisfy

\[ V^{\bar{\sigma}} = V^\sigma + (Vf) Z. \]

Hence we have

\[ \hat{Z}_\alpha = Z^\sigma = Z^\sigma_\alpha = Z^\sigma + \Upsilon_\alpha Z_0, \]

and

\[ \hat{Z}_\infty = -\hat{\xi}^\sigma - \frac{\hat{\kappa}}{2} Z \]

\[ = -e^{-\Upsilon}(\hat{\xi}^\sigma + (\hat{\xi} f) Z) - \frac{\hat{\kappa}}{2} Z \]

\[ = -e^{-\Upsilon} \left( \xi^\sigma + \Upsilon^\sigma Z_0 + \left( -\frac{1}{2n} \Delta_\delta \Upsilon + \frac{i}{2} \Upsilon_T + \Upsilon^\alpha \Upsilon_\alpha \right) Z \right. \]

\[ \left. + \frac{1}{2} \left( \Upsilon + \frac{1}{n} \Delta_\delta \Upsilon - \Upsilon_\alpha \Upsilon^\alpha \right) \hat{Z} \right] \]

\[ = e^{-\Upsilon} \left( Z_\infty - \Upsilon^\alpha Z_\alpha - \frac{1}{2} (\Upsilon_\alpha \Upsilon^\alpha + i \Upsilon_T) Z_0 \right). \]

These transformation formulas agree with those for \( Z^A, W^A_{\alpha|\beta} \). Thus, \( \Psi \) is independent of choice of \( (z^i) \).

We will express \( \nabla^T Z_A \) in terms of the Tanaka–Webster connection and check that it coincides with the tractor connection (2.3) computed with a pseudo-Einstein contact form. Since \( g \) satisfies the approximate Einstein equation, we have the equation (3.6) and (3.7) for \( \kappa \). In particular, the derivative of \( \kappa \) is given by

\[ N\kappa|_M = -\frac{1}{2n} \Delta_\delta \kappa + \kappa^2 + \frac{1}{n} |A_{\alpha|\beta}|^2 \]

\[ = -\frac{1}{n^2} \Delta_\delta P + \frac{4}{n^2} P^2 + \frac{1}{n} |A_{\alpha|\beta}|^2, \]

\[ \xi\kappa|_M = -\frac{1}{n^2} \Delta_\delta P + \frac{i}{n} \nabla_T P + \frac{4}{n^2} P^2 + \frac{1}{n} |A_{\alpha|\beta}|^2. \]

We also recall that for a pseudo-Einstein contact form \( \theta \), we have

\[ iA_{\alpha|\gamma} = (1/n)\nabla_\alpha R, \quad T_\alpha = -\frac{1}{n} \nabla_\alpha P, \]

\[ S = -\frac{1}{n^2} \Delta_\delta P - \frac{1}{n^2} P^2 + \frac{1}{n} |A_{\alpha|\beta}|^2. \]

By (6.2), we have

\[ \nabla^T_{\hat{z}_\beta} Z_0 = \tilde{\nabla}_{\hat{z}_\beta} Z = \hat{Z}_\beta = Z_\beta, \quad \nabla^T_{\hat{Z}_\beta} Z_0 = \tilde{\nabla}_{\hat{Z}_\beta} Z = 0. \]

Since \( T = i(\bar{\zeta} - \xi) \) and \( Z_0 \) has weight \( (1, 0) \), we have

\[ \nabla^T_T Z_0 = \tilde{\nabla}_T Z - \frac{2(n+1)}{n(n+2)} iPZ = -i\xi - \frac{2(n+1)}{n(n+2)} iPZ = iZ_\infty - \frac{i}{n+2} PZ_0. \]
We denote by $\Gamma_{ij}^k$ the Christoffel symbols of Tanaka–Webster connection. By using (4.10), (6.4), and (6.5), we compute as

$$\nabla^\mathcal{T}_{\mathcal{Z}_\alpha} = \nabla^\mathcal{T}_{\mathcal{Z}_\alpha} = \nabla^\mathcal{T}_{\mathcal{Z}_\alpha} = \Gamma^\mathcal{T}_{\mathcal{Z}_\alpha} = \frac{\alpha^2}{\gamma} \nabla^\mathcal{T}_{\mathcal{Z}_\alpha}$$

$$= \Gamma^\mathcal{T}_{\mathcal{Z}_\alpha} - \frac{\alpha^2}{\gamma} \nabla^\mathcal{T}_{\mathcal{Z}_\alpha}$$

$$= \Gamma^\mathcal{T}_{\mathcal{Z}_\alpha} - \frac{\alpha^2}{\gamma} \nabla^\mathcal{T}_{\mathcal{Z}_\alpha}$$

and

$$\nabla^\mathcal{T}_{\mathcal{Z}_\alpha} = \nabla^\mathcal{T}_{\mathcal{Z}_\alpha} = \nabla^\mathcal{T}_{\mathcal{Z}_\alpha} = \Gamma^\mathcal{T}_{\mathcal{Z}_\alpha} = \frac{\alpha^2}{\gamma} \nabla^\mathcal{T}_{\mathcal{Z}_\alpha}$$

$$= \Gamma^\mathcal{T}_{\mathcal{Z}_\alpha} - \frac{\alpha^2}{\gamma} \nabla^\mathcal{T}_{\mathcal{Z}_\alpha}$$

$$= \Gamma^\mathcal{T}_{\mathcal{Z}_\alpha} - \frac{\alpha^2}{\gamma} \nabla^\mathcal{T}_{\mathcal{Z}_\alpha}$$

Thus, $\Psi^*\nabla^\mathcal{T}$ coincides with the tractor connection.

6.2. The CR D-operator and the CR Weyl tractor. By using the bundle isomorphism $\Psi$, we can identify a weighted tractor

$$t \in E_{\mathcal{A}_1 \cdots \mathcal{A}_q}^{\mathcal{B}_1 \cdots \mathcal{B}_p} \langle w, w' \rangle$$

with an ambient tensor $\tilde{t}$ homogeneous of degree $(w + p - q, w + p - q')$. Then, the ambient description of the CR D-operator is given by

$$D_A t = (n + w + \tilde{w}) \tilde{\nabla}_A \tilde{t} + Z_A \tilde{\Delta} \tilde{t},$$

where $\tilde{\Delta} = -\tilde{\nabla}_A \tilde{\nabla}^A$ is the Kähler Laplacian ([6]). In fact, $D_A$ is characterized by the equation

$$h^l \overline{\nabla}_D (A^p | D_B) \overline{\nabla}_D = -Z_A D_B t,$$

where

$$D_AB t = (Z_B Y_A - Z_A Y_B) \omega t + Z_B W^\gamma \nabla_\gamma t - Z_A W^\gamma \nabla_\gamma t,$$

$$D_A \overline{\nabla} t = Z_B Y_A \omega t - Z_A Y_B \omega t + Z_B W^\gamma \nabla_\gamma t - Z_A W^\gamma \nabla_\gamma t$$

are CR invariant operators called the double D-operators ([12]). By using Proposition 6.2, one can see that the ambient description of these operators are

$$D_AB t = Z_B \tilde{\nabla}_A \tilde{t} - Z_A \tilde{\nabla}_B \tilde{t},$$

$$D_A \overline{\nabla} t = Z_B \tilde{\nabla}_A \tilde{t} - Z_A \tilde{\nabla}_B \tilde{t}.$$
Next we consider the curvature tensor \( \mathcal{R}_{\mathcal{A}BCD} \) of the ambient metric. We define the CR Weyl tractor \( \tilde{S}_{\mathcal{A}BCD} \) of \( \mathcal{E}_{\mathcal{A}BCD} \) by

\[
S_{\mathcal{A}BCD} = W^B_{\mathcal{A}E} \Omega_{\mathcal{B}DCE} - \frac{1}{n-1} W^B_{\mathcal{A}E} Z_B \tilde{\nabla}^\mu \Omega_{\mathcal{B}DCE} - \frac{1}{n-1} Z_A \tilde{\nabla}^\mu \Omega_{\mathcal{A}BCE} + \frac{1}{n-1} \tilde{\nabla}^\mu \Omega_{\mathcal{A}BCE}.
\]

Note that the CR Weyl tractor defined in [6] is \((n-1)\) times ours. The CR Weyl tractor is a CR invariant tractor, which is characterized by the following conditions:

\[
S_{\mathcal{A}BCD} = \tilde{S}_{\mathcal{A}BCD}, \quad Z^A S_{\mathcal{A}BCD} = 0, \quad W^A_{\mathcal{A}E} S_{\mathcal{A}BCD} = \Omega_{\mathcal{A}DCE}, \quad D^n S_{\mathcal{A}BCD} = 0.
\]

By equations (3.2), (6.1), (6.6) and Proposition 6.2, we can check that the ambient curvature tensor satisfies these conditions. Thus we have

**Proposition 6.5** ([6, Lemma 8.3]). When \( n \geq 2 \), \( \tilde{R}_{\mathcal{A}BCD} \mid N = S_{\mathcal{A}BCD} \).

**6.3. Relation between \( \mathcal{I}_\theta \) and \( \Phi(\Theta) \).** We are now ready to prove the following theorem, which relates two global CR invariants associated with an invariant polynomial of degree \( n \):

**Theorem 6.6.** Let \( \Phi \) be an invariant polynomial of degree \( n \). Let \( \rho \) be a Fefferman defining function associated with a pseudo-Einstein contact form \( \theta \). Then we have

\[
\text{fp} \int_{\rho > \epsilon} \omega \wedge \Phi(\Theta) = -n \int_M \mathcal{I}_\theta.
\]

**Proof.** We may assume that \( \Phi = T_{m_1} \cdots T_{m_k} \). By Proposition 4.5 (i) and (4.20), we have

\[
\text{fp} \int_{\rho > \epsilon} \omega \wedge \Phi(\Theta) = \int_M \mathcal{L}_N (\partial \wedge \Phi(W)).
\]

Near the boundary, we have \( \mathcal{L}_N \partial = -\kappa \partial \) and \( d\Phi(W) = 0 \), and hence

\[
\mathcal{L}_N (\partial \wedge \Phi(W)) = -\kappa \partial \wedge \Phi(W) + \partial \wedge d(N \cdot \Phi(W))
\]

\[
= -\kappa \partial \wedge \Phi(W) + d\Phi(W) \wedge (N \cdot \Phi(W)) = (\text{exact form}).
\]

We take local coordinates \((z^1, \ldots, z^{n+1})\) and the associated fiber coordinate \( z^0 \) of \( \tilde{X} \). We work in the \((1,0)\)-frame \( \{Z_A\} \) defined by (6.3) with a Graham–Lee frame \( \{Z_0, \xi\} \). The dual coframe \( \{\theta^A\} \) is given by

\[
\theta^0 = \frac{dz^0}{2} - \frac{\kappa}{2} \partial \rho, \quad \theta^a = \theta^a, \quad \theta^\infty = -\partial \rho.
\]

By (4.13) and Proposition 6.5, we have

\[
\theta \wedge \Phi(W) \mid_{TM} = \theta \wedge \Phi(\tilde{\Omega}) \mid_{TM}
\]

\[
= i^n S^{(m_1)}_{[\alpha_1, \beta_1, \ldots, \alpha_n, \beta_n]} \theta \wedge \theta^\alpha_1 \wedge \theta^\beta_1 \wedge \cdots \wedge \theta^\alpha_n \wedge \theta^\beta_n
\]

\[
= S^n \theta \wedge (d\theta)^n.
\]

Thus, since \( \kappa \mid_M = (2/n)P \), we have

\[
-\int_M \kappa \theta \wedge \Phi(W) = -\frac{2}{n} \int_M PS^n \theta \wedge (d\theta)^n.
\]

Next, we will calculate \( \theta \wedge (N \cdot \Phi(W)) \mid_{TM} \). It suffices to compute the terms involving \( \theta \) in \( (N \cdot \Phi(W)) \mid_{TM} \). The horizontal lift of \( N \) is given by

\[
\tilde{N} = \text{Re} \tilde{\xi} = -\frac{1}{2} (Z_{\infty} + Z_{\infty}) - \frac{\kappa}{4} (Z_0 + Z_\infty).
\]
Since $Z_0 \tilde{\Omega} = Z_{\infty} \tilde{\Omega} = 0$, we have

\[ N_\rho \Phi(W) = \tilde{N}_\rho \Phi(\tilde{\Omega}) = -\frac{1}{2} \left( Z_{\infty} \rho \Phi(\tilde{\Omega}) + Z_{\infty,\rho} \Phi(\tilde{\Omega}) \right). \]

From $\theta^\infty|_{TM} = i\theta$, we observe that the term involving $\theta$ in $(N_\rho \Phi(W))|_{TM}$ is

\[
i\theta \wedge (Z_{\infty,\rho} Z_{\infty} \rho \Phi(\tilde{\Omega}))|_{TM} = \frac{i}{n!} \Lambda_{\rho}^{n-1} \left( Z_{\infty,\rho} Z_{\infty} \rho \Phi(\tilde{\Omega}) \right)|_{TM} \wedge (d\theta)^n = -n S_{\infty,\rho}^\Phi \wedge (d\theta)^n.
\]

From this and (6.7), we obtain

\[
\int_M L_N (\theta \wedge (W)) = \int_M \left( -\frac{2}{n} P S + n S_{\infty,\rho}^\Phi \right) \wedge (d\theta)^n = -n \int_M T_\rho^\Phi
\]

and complete the proof. \hfill \Box

6.4. Computations for circle bundles over Kähler–Einstein manifolds. We will compute the total $T_\rho^\Phi$-curvatures for the following CR manifold:

Let $Y \subset \mathbb{C}^{n+1}$ be a smooth projective variety given by the common zero locus \{ $f_1 = f_2 = \cdots = f_r = 0$, \} where $f_i$ is a homogeneous polynomial of degree $d_i$. We assume that $-n - r - 1 + \sum_{i=1}^r d_i > 0$ so that the canonical bundle

\[ K_Y = \mathcal{O}(-n - r - 1 + \sum_{i=1}^r d_i)|_Y \]

is positive. We also assume that $r > n$. By the Aubin–Yau theorem, there exists a Kähler metric $\tilde{\rho}$ on $Y$ which satisfies the Einstein equation

\[ \text{Ric}(\tilde{\rho}) = -\tilde{\rho}. \]

We let $h_{K_Y} = (\det \tilde{\rho})^{-1}$ be the induced hermitian metric on $K_Y$ and consider the circle bundle

\[ M := \{ v \in K_Y \mid h_{K_Y}(v, v) = 1 \}. \]

We take $\rho := \log h_{K_Y}(v, v)$ as a defining function, and let \{ $\partial \rho, \theta^\alpha$ \} be a $(1,0)$-coframe around a point on $M$, where \{ $\theta^\alpha$ \} is (the pull-back of) a $(1,0)$-coframe on $Y$. Then, \{ $\theta^\alpha$ \} gives a coframe for $T^{1,0}M$ and we have

\[
-\partial \overline{\partial} \rho = \partial \overline{\partial} \log \det \tilde{\rho} = -\text{Ric}(\tilde{\rho})_{\alpha \overline{\beta}} \theta^\alpha \wedge \theta^{\overline{\beta}} = g_{\alpha \overline{\beta}} \theta^\alpha \wedge \theta^{\overline{\beta}}.
\]

Thus, $M$ is a strictly pseudoconvex CR manifold with the Levi form for $\theta := (d^\rho \rho)|_{TM}$ being $g_{\alpha \overline{\beta}}$. Moreover, the Tanaka–Webster connection form is equal to (the pull-back of) the Levi-Civita connection form of $\tilde{\rho}$ and the Tanaka–Webster
torsion vanishes: \( A_{\alpha \beta} = 0 \). Consequently, \( \theta \) is a pseudo-Einstein contact form and we have \( P = -n/(2(n+1)) \), \( V_\alpha \tilde{\pi} = 0 \), \( U_\alpha \tilde{\pi} = 0 \), and

\[
(6.8) \quad S_\alpha \tilde{\pi} = R^\alpha_{\beta \gamma \delta} + \frac{1}{n+1} (\bar{g}_{\gamma \delta} \bar{g}_{\alpha} \pi + \bar{g}_{\alpha} \pi \bar{g}_{\gamma \delta}) = B^\alpha_{\beta \gamma \delta} \pi,
\]

where \( B^\alpha_{\beta \gamma \delta} \pi \) is the Bochner tensor of \( \tilde{g} \).

Let \( \zeta = |\xi| e^{is} \) be the fiber coordinate of \( K_Y \) with respect to the local section \( \theta^1 \wedge \cdots \wedge \theta^n \). Then we have

\[
\theta \wedge (d\theta)^n = \text{Re}(i \partial \bar{\rho}) \wedge (-i \partial \bar{\rho})^n |_{TM}
\]

\[
= ds \wedge \omega^n \bar{g},
\]

where \( \omega^n := i \bar{g}_{\alpha \beta} \theta^\alpha \wedge \theta^n \) is the Kähler form of \( \bar{g} \).

The integral of \( \mathcal{I}^e_\alpha \) over \( M \) for an invariant polynomial \( \Phi = T_{m_1} \cdots T_{m_k} \) of degree \( n \) is computed as

\[
\int_M \mathcal{I}_\Phi = \int_M \frac{2\pi n}{n^2} P S^\Phi \theta \wedge (d\theta)^n = -\frac{1}{n(n+1)} \int_M S^\Phi \theta \wedge (d\theta)^n.
\]

By (6.8) and (6.9), we have

\[
\int_M S^\Phi \theta \wedge (d\theta)^n = 2\pi \int_Y S^\Phi \omega^n \bar{g}
\]

\[
= 2\pi \int_Y e^{\langle \alpha_1 \rangle \cdots S^{(m_k)}(m_1,m_2,\cdots,m_k) \theta^\alpha_1 \wedge \theta^\beta_1 \wedge \cdots \wedge \theta^\alpha_n \wedge \theta^\beta_n}
\]

\[
= 2\pi \int Y \Phi(B^\beta),
\]

where \( B^\beta := B^\alpha_{\alpha \beta} \theta^\alpha \wedge \theta^n \). Since \( \bar{g} \) is Kähler–Einstein, \( \Phi(B^\beta) \) can be rewritten to a usual characteristic form \( \tilde{\Phi}(R^\beta) \) as in the computation of renormalized characteristic forms. Hence, the total \( \mathcal{I}^e_\Phi \)-curvature is represented as a characteristic number of \( T^{1,0}Y \):

\[
\int_M \mathcal{I}_\Phi = -\frac{2\pi}{n(n+1)} \langle \tilde{\Phi}(T^{1,0}Y), [Y] \rangle.
\]

Let us consider the case \( \Phi = c_{i_1} \cdots c_{i_k} (2 \leq i_1 \leq n, i_1 + \cdots + i_k = n) \). We have

\[
\tilde{\Phi} = \tilde{c}_1 \cdots \tilde{c}_k,
\]

where each \( \tilde{c}_i \) is written in the form

\[
\tilde{c}_i = c_i + \sum_{j=1}^{i} c_{ij} \phi_j
\]

with invariant polynomials \( \phi_j \) of degree \( i - j \). The Chern classes of \( T^{1,0}Y \) can be described in terms of the data \( d_1, \ldots, d_r \) as follows (see [18]):

If we set \( x := c_{1}(O(1)|Y) \in H^2(Y; \mathbb{R}) \), then the total Chern class \( c(T^{1,0}Y) = 1 + c_1(T^{1,0}Y) + \cdots + c_r(T^{1,0}Y) \) is given by

\[
c(T^{1,0}Y) = (1 + x)^{n+r+1}(1 + d_1 x)^{-1} \cdots (1 + d_r x)^{-1}
\]

\[
= (1 + x)^{n+r+1}(1 + \sigma_1 x + \cdots + \sigma_r x^r)^{-1},
\]

where \( \sigma_j \) is the elementary symmetric polynomial of degree \( j \), and we expand \( (1 + d_1 x)^{-1} \) and \( (1 + \sigma_1 x + \cdots + \sigma_r x^r)^{-1} \) as a power series in \( x \), which is actually a finite sum. It follows that \( c_i(T^{1,0}Y) \) is \( x^i \) times a symmetric polynomial in \( d_1, \ldots, d_r \) of degree \( i \), and its homogeneous part of degree \( i \) is of the form

\[
\tilde{c}_i = c_i + \text{higher order terms in } \sigma_j.
\]

Therefore, by using the formula

\[
(x^n, [Y]) = d_1 \cdots d_r = \sigma_r,
\]
we obtain that $\langle \Phi(T^1,0Y), [Y] \rangle$ is a symmetric polynomial in $d_1, \ldots, d_r$ of degree $n + r$ whose homogeneous part of degree $n + r$ is of the form

$$(-1)^k \sigma_{i_1} \cdots \sigma_{i_k} \sigma_r + (\text{higher order terms in } \sigma_j).$$

By the assumption $r > n$, the polynomials $\sigma_i$ ($2 \leq i \leq n, i = r$) are algebraically independent. Hence we have the following proposition:

**Proposition 6.7.** Let $\Phi \neq 0$ be an invariant polynomial of degree $n$ which can be written as a polynomial in $c_2, \ldots, c_n$. Then the total $T^*_\Phi$-curvature $T^*_\Phi$ of the circle bundle $M$ is a non-zero symmetric polynomial in $d_1, \ldots, d_r$ of degree $n + r$. Moreover, if $\Phi_1 \neq \Phi_2$ then $T^*_\Phi_1 \neq T^*_\Phi_2$ as polynomials.

**Remark 6.8.** Yuya Takeuchi computed the CR invariants given by Theorem 1.1 for Sasakian $\eta$-Einstein manifolds, i.e., CR manifolds which admit pseudo-Einstein contact forms whose Tanaka–Webster torsion tensors vanish. Applying his formula to the circle bundle above, we obtain an expression of the invariant $f$ or contact forms whose Tanaka–Webster torsion tensors vanish. Applying his formula.

This indicates that the invariants are non-trivial and mutually independent.
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