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Abstract

Recognizing facial action units (AUs) during spontaneous facial displays is a challenging problem. Most recently, CNNs have shown promise for facial AU recognition, where predefined and fixed convolution filter sizes are employed. In order to achieve the best performance, the optimal filter size is often empirically found by conducting extensive experimental validation. Such a training process suffers from expensive training cost, especially as the network becomes deeper. In addition, AUs activated by different facial muscles produce facial appearance changes at different scales and thus prefer different filter sizes.

This paper proposes a novel Optimized Filter Size CNN (OFS-CNN), where the filter sizes and weights of all convolutional layers are learned simultaneously from the training data along with learning convolution filters. Specifically, the filter size is defined as a continuous variable, which is optimized by minimizing the training loss. Experimental results on four AU-coded databases have shown that the proposed OFS-CNN outperforms traditional CNNs with fixed filter sizes and achieves state-of-the-art recognition performance for AU recognition. Furthermore, the OFS-CNN also beats traditional CNNs using the best filter size obtained by exhaustive search and is capable of estimating optimal filter size for varying image resolution.

1. Introduction

Facial behavior is a natural and powerful means for human communications. Facial Action Coding System (FACS) developed by Ekman and Friesen [6] describes facial behavior with a set of facial action units (AUs), each of which is anatomically related to the contraction of a set of facial muscles. An automatic AU recognition system has various applications in human-computer interaction (HCI) such as interactive games, advertisement impact analysis, and synthesizing human expression. However, it is still a challenging problem to recognize facial AUs from spontaneous facial displays, especially with large variations in facial appearance caused by free head movements, occlusions, and illumination changes.

As discussed in [22], extensive efforts have been focused on extracting features that are capable of capturing facial appearance and/or geometrical changes caused by AUs. While most of the earlier approaches employed hand-crafted and general-purposed features; deep learning, especially CNN based methods, has shown great promise in facial expression and AU recognition [7, 25, 19, 15, 9, 12, 34, 17, 30, 21].

In CNNs, the size of the convolution filters determines the size of receptive field where information is extracted. CNN-based methods employ predefined and fixed filter sizes in each convolutional layer, which is called the \textit{traditional CNN} hereafter. In general, larger filter sizes are employed in the lower convolutional layers, whereas smaller filter sizes are used in the upper layers [18, 4]. However, the fixed filter sizes are not necessarily optimal for all applications/tasks as well as for different input image sizes. Specifically, different AUs cause facial appearance changes over various regions at different scales and therefore, may prefer different filter sizes. For example, long and deep nasolabial furrows are important for recognizing AU10 (upper lip raiser), while short “wrinkles in the skin above and below the lips” and small bulges below the lower lip are cues for recognizing AU23 (lip tightener) [6].

Given a predefined input image size, the best filter size is often selected experimentally or by visualization [32] for each convolutional layer. For example, Kim et al. [17], who achieved the best expression recognition performance on the test set of EmotiW2015 challenge [5], experimentally selected the best filter sizes for the three convolu-
tional layers. However, with CNNs becoming deeper and deeper [24, 11], it is impractical to search for the best filter size by exhaustive search, due to the highly expensive training cost.

In this work, we propose a novel and feasible solution in a CNN framework to automatically learn the filter sizes for all convolutional layers simultaneously from the training data along with learning the convolution filters. In particular, we proposed an Optimized Filter Size CNN (OFS-CNN), where the optimal filter size of each convolutional layer is estimated iteratively using stochastic gradient descent (SGD) during the backpropagation process. As illustrated in Figure 1, the filter size $k$ of a convolutional layer, which is a constant in the traditional CNNs, is defined as a continuous variable in the OFS-CNN. During backpropagation, the filter size $k$ will be updated, e.g., decreased when the partial derivative of CNN loss with respect to the filter size is positive, i.e., $\frac{\partial L}{\partial k} > 0$, and vice versa.

In this work, a forward-backward propagation algorithm is developed to estimate the filter size iteratively. To facilitate the convolution operation with a continuous filter size, upper-bound and lower-bound filters with integer-sizes are defined. In the forward process, an activation resulted from a convolution operation with a continuous filter size can be calculated as the interpolation of the activations using the upper-bound and lower-bound filters. Therefore, the proposed OFS-CNN has similar computation complexity as the traditional CNNs in the forward process as well as in the testing process. During backpropagation, the partial derivative of the activation with respect to the filter size $k$ is defined, from which $\frac{\partial L}{\partial k}$ can be calculated. With a change in the filter size $k$, the filter sizes of the upper-bound or lower-bound filters may be updated via a transformation operation proposed in this work.

Experimental results on four benchmark AU-coded databases, i.e., Cohn-Kanade (CK) [16] database, FERA2015 SEMAINE database [27], FERA2015 BP4D database [27], and Denver Intensity of Spontaneous Facial Action (DISFA) database [20] have demonstrated that the proposed OFS-CNN outperforms the traditional CNNs with fixed filter sizes and achieves state-of-the-art performance for AU recognition. Furthermore, our data analysis has shown that the OFS-CNN also beats the traditional CNNs with the best filter size obtained by exhaustive search. In addition, the OFS-CNN is capable of estimating optimal filter size for varying image resolution.

2. Related Works

Extensive effort has been devoted to extracting the most effective features that characterize facial appearance and geometry changes caused by activation of facial expressions or AUs. Most of these approaches adopted various handcrafted features such as Gabor wavelets [3], histograms of Local Binary Patterns (LBP) [28], Histogram of Oriented Gradients (HOG) [2], Scale Invariant Feature Transform (SIFT) features [31], histograms of Local Phase Quantization (LPQ) [14], and their spatiotemporal extensions [14, 33, 29].

Most recently, CNNs have attracted increasing attention and shown great promise for facial expression and AU recognition [7, 25, 19, 15, 9, 12, 34, 17, 30, 21]. For example, the top 3 methods [17, 30, 21] in the recent EmotiW2015 challenge [5] are all based on CNNs and have been demonstrated to be more robust to real world conditions for facial expression recognition. All those CNN-based methods use fixed size for convolution filters.

To achieve the best performance, the optimal filter size is usually chosen empirically by either experimental validation or visualization for each convolutional layer [32]. For example, Kim et al. experimentally compared facial expression recognition performance using different filter sizes and found that the CNN with $5 \times 5$, $4 \times 4$, and $5 \times 5$ filter sizes in the three convolutional layer, respectively, has the best performance on $42 \times 42$ input images. Zeiler and Fergus [32] found that $7 \times 7$ filters can capture more distinctive features than $11 \times 11$ filters on ImageNet dataset through visualization. However, such empirically selected filter sizes may not be optimal for all applications as well as for different
image resolutions. Furthermore, it is impossible to perform an exhaustive search for the optimal combination of filter sizes of all convolutional layers for deep CNNs.

In contrast, the proposed OFS-CNN is capable of learning and optimizing the filter sizes for all convolutional layers simultaneously in a CNN learning framework, which is desirable, especially when the CNNs go deeper and deeper.

3. Methodology

In this work, we propose an OFS-CNN, which is capable of optimizing and learning the filter size $k$ from the training data. In the following, we will first give a brief review of the CNN, especially the convolutional layer, and then present the forward and backward propagation processes of the OFS-CNN.

3.1. A Brief Review of CNNs

A CNN consists of a stack of layers such as convolutional layers, pooling layers, rectification layers, fully connected (FC) layers, and loss layers. These layers transform the input data to highly nonlinear representations. Convolutional layers are used to perform convolution on input images or feature maps from the previous layer with filters. Generally, the first convolutional layer is used to extract low-level image features such as edges; while the upper layers can extract complex and task-related features.

Given an input image/feature map denoted by $x$, an activation at the $i^{th}$ row and the $j^{th}$ column, denoted by $y_{ij}$, in a convolutional layer can be calculated using the convolution operation by computing the inner product of the filter and the input as follows:

$$y_{ij}(k) = w(k)^\top x_{ij}(k) + b_{ij} \quad (1)$$

where $w(k)$ is a convolution filter with the filter size $k \times k$; $x_{ij}(k)$ denotes the input with a $k \times k$ receptive field centered at the $i^{th}$ row and the $j^{th}$ column; and $b_{ij}$ is a bias. Traditionally, the filter size $k$ is a predefined integer and fixed throughout the training/testing process. In this work, $k \in \mathbb{R}^+$ is defined as a continuous variable that can be learned and optimized during CNN training.

3.2. Forward Processing of the OFS-CNN

In the forward process, convolution operations are conducted to calculate activations using learned filters as in Eq. 1. However, the convolution operation can only be performed with integral size filters in the CNN.

**Upper-bound and lower-bound filters:** In order to build the relationship between the activation $y_{ij}$ and the continuous filter size $k$, we first define an upper-bound filter denoted by $w(k_+)$ and a lower-bound filter denoted by $w(k_-)$. Specifically, $k_+$ is the upper-bound filter size and is the smallest odd number that is bigger than $k$; while $k_-$ is the lower-bound filter size and is the largest odd number that is less than or equal to $k$. $k_+$ and $k_-$ can be calculated as

$$k_+ = \left\lfloor \frac{k + 1}{2} \right\rfloor \ast 2 + 1, \quad k_- = \left\lceil \frac{k + 1}{2} \right\rceil \ast 2 - 1 \quad (2)$$

Then, the activation $y_{ij}(k)$ can be defined as the linear interpolation of the activations of the upper-bound and lower-bound filters denoted by $y_{ij}(k_+)$ and $y_{ij}(k_-)$, respectively:

$$y_{ij}(k) = \alpha y_{ij}(k_+) + (1 - \alpha)y_{ij}(k_-) \quad (3)$$

$$\alpha = \frac{(k - k_-)}{2} \quad (4)$$

where $y_{ij}(k_+)$ and $y_{ij}(k_-)$ are calculated as in Eq. 1 with the same bias, but with the upper-bound and lower-bound filters ($w(k_+)$ and $w(k_-)$), respectively. $\alpha$ is the linear interpolation weight.

**Remark 1.** A cubic interpolation can also be used to build the relationship between the activation $y_{ij}$ and the continuous variable $k$. However, it requires a higher computational complexity and needs at least three points; while the linear interpolation only needs two points $k_-$ and $k_+$.

**Remark 2.** The filter size $k$ is actually a weight-related filter size in the interval $[k_-, k_+]$. Based on Eq. 4, it can be calculated as:

$$k = k_- + 2\alpha \quad (5)$$

**Convolution with a continuous filter size:** As in Remark 2, we can explicitly define the filter $w(k)$ with a continuous size $k$. As shown in Fig. 2, the upper-bound and lower-bound filters are defined to share the same coefficients in the region with green color and to differ by the pink boundary denoted by $\Delta w(k_+)$. Let $\Delta w(k_+) = w(k_+) - w(k_-)$ be the ring boundary with zeros inside as shown in Fig. 2, then the filter $w(k)$ with a continuous size $k$ can be defined as follows:

$$w(k) = \alpha \Delta w(k_+) + w(k_-), \quad (6)$$

**Remark 3.** In Eq. 6, $w(k)$ and $w(k_-)$ have an actual filter size of $k_+$; while $w(k_-)$ is zero-padded.

**Lemma 1.** Given the definition of the filter $w(k)$ as in Eq. 6, the activation $y_{ij}(k)$ in Eq. 3 can be simplified as:

$$y_{ij}(k) = w(k)^\top x_{ij}(k_+) + b_{ij} \quad (7)$$

**Proof.** Eq. 7 can be deduced step by step from Eq. 3 as follows:

$$y_{ij}(k) = \alpha y_{ij}(k_+) + (1 - \alpha)y_{ij}(k_-)$$

$$= \alpha w(k_+)^\top x(k_+) + (1 - \alpha)w(k_-)^\top x(k_-) + b_{ij} \quad (8)$$
After padding zeros for \( w(k_-) \) and \( w(k_-) \), the upper-bound and lower-bound filters, respectively, and share the same elements in the green region. The pink region \( \Delta w(k_+) \) denotes the difference between the upper-bound and lower-bound filters and has a ring shape with zeros inside. \( \alpha \) defined as in Eq. 4 is the linear interpolation weight associated with the upper-bound filter \( w(k_+) \). \( w(k) \) is a weight-related filter with a continuous filter size \( k \).

Figure 2. An illustrative definition of a filter with a continuous filter size \( k \in \mathbb{R}^+ \). \( w(k_+) \) and \( w(k_-) \) are the upper-bound and lower-bound filters, respectively, and share the same elements in the green region. The pink region \( \Delta w(k_+) \) denotes the difference between the upper-bound and lower-bound filters and has a ring shape with zeros inside. \( \alpha \) defined as in Eq. 4 is the linear interpolation weight associated with the upper-bound filter \( w(k_+) \). \( w(k) \) is a weight-related filter with a continuous filter size \( k \).

After padding zeros for \( w(k_-) \), \( w(k_-) \) is equivalent to \( w(k_-) \) \( x(k_+) \). Then, Eq. 8 can be simplified as follows:

\[
y_{ij}(k) = \alpha w(k_+)^\top x(k_+) + (1 - \alpha)w(k_-)^\top x(k_+) + b_{ij}
\]

\[
= \left[ \alpha w(k_+)^\top + (1 - \alpha)w(k_-)^\top \right] x(k_+) + b_{ij}
\]

\[
= \left[ \alpha \Delta w(k^+) + w(k_-)^\top \right] x(k_+) + b_{ij}
\]

By substituting Eq. 6 into Eq. 9, we have

\[
y_{ij}(k) = w(k)^\top x_{ij}(k_+) + b_{ij}
\]

Thus, the activation of \( y_{ij}(k) \) can be simplified as Eq. 7.

Remark 4. According to Eq. 7, only one convolution operation needs to be performed to calculate each activation \( y_{ij}(k) \). Therefore, the time complexity does not increase compared with the traditional CNN in the forward training process as well as in the testing process.

3.3 Backward propagation of the OFS-CNN

3.3.1 Optimizing filter size in the OFS-CNN

Calculating the partial derivative: Since the relationship between the activation and the filter size has been defined as in Eq. 3, the partial derivative of the activation \( y_{ij} \) with respect to the filter size can be calculated based on the derivative definition as follows:

\[
\frac{\partial y_{ij}(k)}{\partial k} = \lim_{\Delta k \to 0} \frac{y_{ij}(k + \Delta k) - y_{ij}(k - \Delta k)}{2 \Delta k}
\]

When \( k + \Delta k \) and \( k - \Delta k \) are in the interval \([k_-, k_+]\), the derivative of each point \( \frac{\partial y_{ij}(k)}{\partial k} \) is equal to the gradient of the line because of the linear interpolation. Hence, the partial derivative can be calculated as follows:

\[
\frac{\partial y_{ij}(k)}{\partial k} = \frac{y_{ij}(k_+) - y_{ij}(k_-)}{k_+ - k_-}
\]

Substituting Eq. 1 into Eq. 12, we have

\[
\frac{\partial y_{ij}(k)}{\partial k} = \frac{w(k_+)^\top x_{ij}(k_+) - w(k_-)^\top x_{ij}(k_-)}{k_+ - k_-}
\]

By padding zeros for \( w(k_-) \), we can simplify Eq. 13 as

\[
\frac{\partial y_{ij}(k)}{\partial k} = \frac{w(k_+)^\top x_{ij}(k_+) - w(k_-)^\top x_{ij}(k_-)}{k_+ - k_-}
\]

Based on Eq. 14, the partial derivative of the loss \( L \) with respect to \( k \) can be calculated as follows with chain rule:

\[
\frac{\partial L}{\partial k} = \sum_{i,j} \frac{\partial L}{\partial y_{ij}} \frac{\partial y_{ij}}{\partial k}
\]

Updating the filter size: Given the partial derivative of the loss \( L \) with respect to \( k \), the filter size \( k \) can be updated iteratively with the SGD strategy for the \((t + 1)^{th}\) iteration as follows:

\[
k^{t+1} = k^t - \gamma \frac{\partial L}{\partial k^t}
\]

where \( \gamma \) is the learning rate.

3.3.2 Updating convolution filters \( w(k) \)

Updating the upper-bound and lower-bound filters: Since the lower-bound filter \( w^l(k_-) \) is defined as the inner part of the upper-bound filter \( w(k_+) \), we only need to perform backpropagation for the upper-bound filter \( w^u(k_+) \), which can be divided into two parts as \( w^u(k_+) = w^l(k_-) + \Delta w^u(k_+) \), where \( \Delta w^u(k_+) \) is the ring boundary with zeros inside and \( w(k_-) \) is padded with zeros. Then, the forward activation function in Eq. 7 can be reorganized as:

\[
y_{ij}(k_+^t) = w^u(k_+^t)^\top x_{ij}(k_+^t) + b_{ij}
\]

\[
= \left[ \alpha^t \Delta w^u(k_+^t) + w^l(k_-^t)^\top \right] x_{ij}(k_-^t) + b_{ij}
\]

\[
= \Delta^t x_{ij}(k_-^t) + w^l(k_-^t)^\top x_{ij}(k_-^t) + b_{ij}
\]

where \( \Delta x_{ij}(k_-^t) \) is the ring boundary around \( x_{ij}(k_-^t) \) in the input image/feature map.
Hence, the partial derivative of the activation $y_{ij}^{t}$ with respect to the upper-bound filter $w^t(k^t_+)$ can be calculated as follows:

$$\frac{\partial y_{ij}^{t}}{\partial w^t(k^t_+)} = x_{ij}^{t}(k^t_+)^\top + \alpha^t \Delta x_{ij}^{t}(k^t_+)^\top$$  \hspace{1cm} (18)

With the chain rule, the derivative of CNN loss with respect to $w^t(k_+)$ can be calculated as

$$\frac{\partial L^t}{\partial w^t(k_+^t)} = \sum_{i,j} \frac{\partial L^t}{\partial y_{ij}^{t}} \frac{\partial y_{ij}^{t}}{\partial w^t(k_+^t)}$$  \hspace{1cm} (19)

Thus, the upper-bound filter $w(k_+)$ can be updated iteratively using the SGD strategy. As a result, the filter $w(k)$ with a continuous size $k$ can be updated from $w(k_+)$ as in Eq. 6.

**Transforming the upper-bound and lower-bound filters:**

According to Eq. 16, the filter size $k$ can be continuously updated over time. As long as $k^{t+1}$ is in the interval of $[k_-, k_+]$, the upper-bound and lower-bound filters remain the same sizes as those in the $t^{th}$ iteration, i.e., $k^{t+1} = k_-$ and $k^{t+1} = k_+$. However, as the filter size $k$ is updated, it may become greater than $k_+$ or smaller than $k_-$, i.e., $k^{t+1}$ is outside of the interval of $[k_-, k_+]$. Consequently, both the sizes of the upper-bound and lower-bound filters should be updated. In this work, we define transformation operations, including expanding and shrinking to update the upper-bound and lower-bound filters to accommodate a size change.

Note that, the transformation operations are conducted after updating coefficients of the upper-bound and lower-bound filters.

**Expanding:** When the updated filter size is bigger than the upper-bound filter size in the previous iteration, i.e., $k^{t+1}_+ > k_+$, the upper-bound and lower-bound filters $w^{t+1}(k^{t+1}_+)$ and $w^{t+1}(k^{t+1}_-)$ should be updated by an expanding operation as follows:

$$w^{t+1}(k^{t+1}_+) = w^t(k^{t+1}_+)$$
$$w^{t+1}(k^{t+1}_-) = \text{expand}(w^{t+1}(k^{t+1}_+))$$  \hspace{1cm} (20)

where $\text{expand}(\cdot)$ is a function to increase the filter size, particularly by padding values from the nearest neighbors of the original filter as illustrated in Figure 4.

**Shrinking:** As opposed to the $\text{expand}(\cdot)$ function, when the filter size becomes smaller than $k_-$, the upper-bound and lower-bound filters $w^{t+1}(k^{t+1}_+)$ and $w^{t+1}(k^{t+1}_-)$ will be shrunk as follows

$$w^{t+1}(k^{t+1}_+) = w^t(k^{t+1}_+)$$
$$w^{t+1}(k^{t+1}_-) = \text{shrink}(w^{t+1}(k^{t+1}_+))$$  \hspace{1cm} (21)

where $\text{shrink}(\cdot)$ is a function to decrease the filter size,
specifically by filling the boundary with zeros as shown in Figure 4.

Remark 5. There are alternative methods that can be used to expand or shrink the filters. For example, we have also tried to resize the filter by bicubic interpolation. However, the recognition performance became worse. The reason is that the filters learned in the previous iterations are distorted after scaling and thus, may fail to activate the patterns in the images. In contrast, the proposed expand and shrink functions can well preserve the learned filters.

Updating other parameters: In addition to updating the filter size $k$ and the convolution filter $w(k)$, we should also update the bias $b_{ij}$ and the feature $x_{ij}$ during backpropagation.

Based on the forward activation function as defined in Eq. 7, the derivative of feature activation $y_{ij}^t$ with respect to $x_{ij}^t$ can be calculated as below:

$$\frac{\partial y_{ij}^t}{\partial x_{ij}^t} = w^t(k^t)$$  \hspace{1cm} (22)

With the chain rule, the derivative of CNN loss with respect to $x_{ij}^t$ can be calculated as:

$$\frac{\partial L^t}{\partial x_{ij}^t} = \frac{\partial L^t}{\partial y_{ij}^t} \frac{\partial y_{ij}^t}{\partial x_{ij}^t}$$  \hspace{1cm} (23)

Hence, the feature $x_{ij}$ can be updated using the SGD strategy and will be further backpropagated to update the parameters in the lower layers. The backpropagation of $b_{ij}$ is exactly the same as that in the traditional CNNs. The forward and backward propagation process for the proposed OFS-CNN is summarized in Algorithm 1.

4. Experimental Results

Extensive experiments have been conducted on four benchmark AU-coded databases for evaluating the effectiveness of the proposed model. The CK database [16] contains posed facial displays with frontal view face pose. It consists of 486 image sequences from 97 subjects, where 14 AUs were annotated frame-by-frame [26] for training and evaluation. The other three databases contain spontaneous facial behavior with moderate head movements. Specifically, the FER2015 SEMAINE database [27] contains 6 AUs and 31 subjects with 93,000 images; the FER2015 BP4D database [27] has 11 AUs and 41 subjects with 146,847 images; and the DISFA database [20] has 12 AUs and 27 subjects with 130,814 images.

4.1. Pre-Processing

First, facial landmarks are detected, from which face alignment can be conducted to reduce the variations from scaling and in-plane rotation. 66 landmarks are detected using state-of-the-art method [1] for the CK [16], the SEMAINE [27], and the DISFA database [20]. For the BP4D database [27], the 49 landmarks provided in the database are used for face alignment. Based on the extracted facial landmarks, face regions are aligned based on three fiducial points: the centers of the two eyes and the mouth, and then scaled to $128 \times 96$. Then sequence normalization is performed to reduce the identity-related information as well as to enhance appearance and geometrical changes caused by AUs.

4.2. CNN Implementation Details

The proposed OFS-CNN is modified from cifar10quick in Caffe [13], which consists of three convolutional layers, two average pooling layers, two FC layers, and ending with
Table 1. Performance comparison of the proposed OFS-CNN and traditional CNNs with varying filter size in the first convolutional layer on the SEMAINE database [27]. In the 1-layer OFS-CNN, the filter size is learned only for the first layer. The average converged filter size is reported for each AU, respectively. All the CNNs in comparison used the fixed filter sizes (5 and 5) for the other two layers. The results are calculated from 5 runs and formatted as mean±std in terms of the average F1 score and 2AFC score. The underline highlights the best performance among the 4 fixed filter sizes. The bold highlights the best performance among all models.

| AUs | CNN-Filter3 | CNN-Filter5 | CNN-Filter7 | CNN-Filter9 | 1-layer OFS-CNN | Converged Size |
|-----|-------------|-------------|-------------|-------------|----------------|----------------|
| AU2 | 0.353±0.033 | 0.369±0.018 | 0.381±0.014 | 0.357±0.024 | 0.412±0.017 | 5.8            |
| AU12| 0.553±0.009 | 0.550±0.007 | 0.545±0.014 | 0.551±0.002 | 0.548±0.016 | 6.4            |
| AU17| 0.294±0.015 | 0.310±0.019 | 0.322±0.011 | 0.312±0.018 | 0.297±0.011 | 6.4            |
| AU25| 0.343±0.016 | 0.348±0.008 | 0.341±0.017 | 0.352±0.013 | 0.347±0.015 | 5.4            |
| AU28| 0.234±0.032 | 0.288±0.011 | 0.300±0.042 | 0.315±0.044 | 0.360±0.073 | 6.7            |
| AU45| 0.290±0.018 | 0.310±0.005 | 0.320±0.011 | 0.305±0.012 | 0.326±0.004 | 6.1            |
| AVE | 0.344±0.008 | 0.363±0.006 | 0.368±0.009 | 0.366±0.007 | 0.382±0.014 | 6.1            |

Table 2. Performance comparison of the proposed OFS-CNN and the baseline CNN for varying image resolutions on the BP4D database [27] in terms of the average F1 score. The bold highlights the best performance among all models.

| Resolution | F1 score | 2AFC |
|------------|----------|------|
| 64×48      |          |      |
| AU1        | 0.51     | 0.78 |
| AU2        | 0.52     | 0.84 |
| AU4        | 0.51     | 0.74 |
| AU6        | 0.51     | 0.71 |
| AU7        | 0.64     | 0.69 |
| AU10       | 0.72     | 0.75 |
| AU12       | 0.76     | 0.79 |
| AU14       | 0.51     | 0.50 |
| AU16       | 0.29     | 0.30 |
| AU17       | 0.50     | 0.51 |
| AU23       | 0.45     | 0.50 |
| AVE        | 0.50     | 0.74 |

| Resolution | F1 score | 2AFC |
|------------|----------|------|
| 128×96     |          |      |
| AU1        | 0.52     | 0.74 |
| AU2        | 0.52     | 0.80 |
| AU4        | 0.51     | 0.71 |
| AU6        | 0.51     | 0.70 |
| AU7        | 0.70     | 0.74 |
| AU10       | 0.62     | 0.67 |
| AU12       | 0.76     | 0.79 |
| AU14       | 0.52     | 0.50 |
| AU16       | 0.29     | 0.30 |
| AU17       | 0.50     | 0.50 |
| AU23       | 0.45     | 0.50 |
| AVE        | 0.50     | 0.73 |

| Resolution | F1 score | 2AFC |
|------------|----------|------|
| 256×192    |          |      |
| AU1        | 0.52     | 0.74 |
| AU2        | 0.52     | 0.80 |
| AU4        | 0.51     | 0.71 |
| AU6        | 0.51     | 0.70 |
| AU7        | 0.70     | 0.74 |
| AU10       | 0.62     | 0.67 |
| AU12       | 0.76     | 0.79 |
| AU14       | 0.52     | 0.50 |
| AU16       | 0.29     | 0.30 |
| AU17       | 0.50     | 0.50 |
| AU23       | 0.45     | 0.50 |
| AVE        | 0.50     | 0.73 |

Provide the training and development partitions. Then, the average performance of five runs is reported to reduce the influence of the randomness during training. 9-fold and an 8-fold cross-validation strategies are employed for the DISFA database [20] and the CK database [16], respectively, such that the training and testing subjects are mutually exclusive. Experimental results are reported in terms of the average F1 score and 2AFC (area under ROC curve).

Exhaustive search vs filter size optimization: We will first show that the proposed OFS-CNN is capable of learning the optimal filter sizes. Specifically, baseline CNNs are designed where the filter size is learned only for the first layer. All the models in comparison used the fixed filter sizes (5 × 5) for the other two layers and are trained on the training partition and tested on the development partition of the SEMAINE database [27]. The results are reported in Table 1, which are calculated from 5 runs and formatted as mean±std. The last column lists the average filter size at the 2000th iteration, which most of the CNN models are converged in our experiments.
As shown in Table 1, the 1-layer OFS-CNN not only outperforms CNN-Filter5 with the fixed filter size $5 \times 5$, i.e., the original cifar10 quick [13] in terms of the average F1 score (0.382 vs 0.363) and the average 2AFC score (0.747 vs 0.737), but also achieves the best performance among all models compared to in terms of the average F1 score and 2AFC score. This demonstrates that the proposed OFS-CNN is superior to or at least comparable to the best CNN model obtained by exhaustive search. In addition, the learned filter size is often consistent with the best filter size obtained by exhaustive search, which is either the upper-bound or lower-bound filter size in the OFS-CNN.

The performance improvement using the 1-layer OFS-CNN is more impressive for AU2 (outer brow raiser) and AU28 (lip suck). AU28 has the largest converged filter size of 6.7 by the 1-layer OFS-CNN, which is consistent with the appearance changes caused by AU28: when AU28 is activated, the lips are pulled and sucked into the mouth and thus, have a long and thin “—” shape [6].

**OFS-CNNs on different image resolutions:** We also show that the learned filter sizes adapt well to changes in image resolutions. Specifically, experiments have been conducted to compare the proposed OFS-CNN and the baseline CNN on the BP4D database [27] with different resolutions of the input images. All the CNN models have similar CNN structure as described in Section 4.2. In order to accommodate the changes in the resolution, the number of nodes in the first FC layer is set to 64, 128, and 256 for resolutions of $64 \times 48$, $128 \times 96$, and $256 \times 192$, respectively, for all models in comparison. In this set of experiments, the filter sizes in all three convolutional layers are learned in the proposed OFS-CNN and the average converged filter sizes for each AU under each resolution are reported in Table 3.

From Tables 2 and 3, we can find that most of AUs prefer a higher image resolution to preserve subtle cues of facial appearance changes and the converged filter size increases slightly for different resolutions in the first convolutional layer. As shown in Table 2, the proposed OFS-CNN outperforms the baseline CNN for all image resolutions, especially for $256 \times 192$, in terms of the average F1 score. When the image resolution increases to $256 \times 192$, the receptive field covers a smaller actual area of the whole face when using the same $5 \times 5$ filter size, compared to lower resolutions.

In contrast, the proposed OFS-CNN has the largest average filter size of 5.7 for conv1 (the first convolutional layer) for $256 \times 192$ and thus, can benefit from an increased receptive field because of the $7 \times 7$ upper-bound filter.

**Comparison with state-of-the-art methods:** In addition to the baseline CNN, we further compare the proposed OFS-CNN with state-of-the-art methods, especially the CNN-based methods [9, 8, 34], on the four benchmark databases using the metrics that are common in those papers. As shown in Table 4, the performance of the proposed OFS-CNN is better than that of the baseline CNN for all databases. Furthermore, it also beats the state-of-the-art CNN-based methods, i.e., the CNN [9] on the SEMAINE and BP4D databases [27], the DRML [34] on the BP4D [27] and the DISFA databases [20], and the ML-CNN [8] on the DISFA database [20]. In addition, the OFS-CNN also achieves performance comparable to the other state-of-the-art methods using hand-crafted features.

## 5. Conclusion and Future Work

Traditional CNNs have a predefined and fixed integral filter sizes for each convolutional layer, which however, may be not optimal for all tasks as well as for all image resolutions. In contrast, the filter sizes are defined as continuous variables and can be learned from training data for all convolutional layers simultaneously through a novel OFS-CNN. Specifically, a forward-backward propagation algorithm is developed for the OFS-CNN to iteratively optimize the filter size while learning the convolution filters. Upper-bound and lower-bound filters are defined to facilitate the convolution operations with continuous-size filters. In addition, transformation operations are developed to accommodate the size changes of the filters. Furthermore, it has been shown that the proposed OFS-CNN has similar computational complexity to traditional CNNs in the forward process and thus, during testing.

Experimental results on four benchmark AU databases have shown that the OFS-CNN outperforms the baseline CNNs with fixed filter sizes as well as the state-of-the-art CNN-based methods and, more importantly, achieves better performance on highly unbalanced positive/negative samples.
or at least comparable performance to the baseline CNNs with the best filter size found by exhaustive search. Furthermore, the OFS-CNN has been shown to be effective for automatically adapting filter sizes to different image resolutions.

In the current practice of CNNs, different channels of a single convolutional layer share a single filter size. In the future, the OFS-CNN will be extended to learn a filter size for each channel, which would be more effective for learning variously sized patterns.
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