Prediction of Photovoltaic (PV) Output Using Artificial Neutral Network (ANN) Based on Ambient Factors
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Abstract. This paper is proposed an artificial neural network (ANN) to apply in the system of prediction of power output from photovoltaic (PV) panel system. In order to test the efficiency and reliability of a proposed ANN model experimental output will be comparing with mathematical equation. The objectives of this project are to develop the ANN model that capable of predicting power output. The activation functions using for the hidden layer is hyperbolic tangent. The training algorithm is used Levenberg-Marquardt backpropagation. The meteorology data as input data was obtained from RET screen database in the period from 1\textsuperscript{st} January 2015 until 31\textsuperscript{st} August 2016. There were two locations in Malaysia to be the subject test; Melaka and Kuala Lumpur. From the result, for Melaka, Malaysia the outputs $V_m$ (MAPE = 0.0003\% and RMSE = 8.5\%) and $I_m$ (MAPE = 4.3\% and RMSE = 26.8\%). Then, for Kuala Lumpur, Malaysia have a less error and good correlation with $V_m$ (RMSE = 0.2\%) and $I_m$ (MAPE = 0.008\% and RMSE = 0.3\%). Hence, average power output was high level in January to March for both locations. The conclusion shows that the performance of power output is depending on the level of solar radiation on the day.

1. Introduction
The three main important issues that is facing by worldwide power generation are increasing oil prices, the depleting of fossil fuel day to day and increasing the worst issues of environmental [1]. The environmental issues in reducing greenhouse gases (GHG), the utilization of renewable energy sources (RES) is now growing rapidly and widely accepted an alternative power supply [2], [3]. The PV systems provide the direct method to convert solar energy into an electric energy. Therefore, modelling and simulation are important role in the development and investigate the performances of PV modules as well to design of PV system. The PV module performances are relied to provide output
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prediction for proposed and existing PV system under the diverse of ambient environmental condition [4]. With the forecasting and prediction method it will easy to control the operation of harvesting sun energy and energy management and planning [5-6]. Nowadays, ANN technique is popular as use to forecasting due to could reduce the cost, achieving higher processing speed and simpler implementations [7].

There are various methods to implement ANN as the solar radiation as a forecaster. Birinchi Bora et al in [8] present Artificial Neural Network method based modeling of PV module to predict the output. İlhan Ceylan et al in [9] discussed an artificial neural network that used for prediction of photovoltaic module temperature. There are ambient factor involves to evaluate the PV performance. S.S. Priya in [10] studying the feasibility of an Artificial Neural Network (ANN) based method to estimate and predict global solar radiation (GSR). James Mubiru et. al in [11] using ANN could be used to predict monthly typical daily direct solar radiation. In paper [12] presented using the Artificial Neural Network (ANN) model to predict the output. The ANN models create using a neural network fitting toolbox (nftool) and the Levenberg-Marquard (LM) algorithm is used in this analysis. A. Saberian et al [13] discussed on modeling and prediction of the photovoltaic power output using artificial neural networks. There two neural network structures use for this model are general regression neural network (GRNN) and feedforward back propagation (FFBP). Valerio Lo Brano et al in [14] discussed about predicting the power output of a PV panel by using the ANN model. M. Benghamen et al [15] discussed about the ANN model that use for estimating and modeling of the daily global solar radiation. They are used four inputs built six different ANN model using different combination inputs. They are chosen feed-forward neural network (FFNN) with back propagation training algorithms. M.A.Behrang et al [16] presented a prediction daily global solar radiation (GSR) on horizontal based on meteorological data using ANN method. They are implemented multi-layer perceptron (MLP) and radial bias function (RBF). In [17] S.A.Jumaat et. al proposed ANN to be applied in the system of prediction as fast method used for forecasting output of solar radiation for PV module. The purpose of this study is to predict the solar radiation that receives by PV module. The multilayer perceptron (MLP) with back propagation is used as a network topology.

In this research a create an ANN for forecaster data of PV module for location in Malaysia. The multilayer perceptron (MLP) is selected as network topology for forecast model. Then, the Levenberg-Marquard (LM) algorithm is used in this analysis. This forecast model are divide into two model: Model I to predict amount of solar radiation, Model II to predict current and voltage generated by a PV panel system. In order to test the efficiency and reliability of a proposed ANN Model, the experimental output will compare with mathematical equation.

2. Artificial Neural Network (ANN)
Simon Haykin in [18] a neural network is a massively parallel distributed processor which is the unit with a simple process, has ability to sorting experiential knowledge and making it available to use. It is two aspect neural network look like a human brain: (i) the knowledge or input is learned by the network through a learning process. (ii) the inter-neuron connection strengths is used as storage the knowledge, which known as synaptic weights. Artificial Neural Network (ANN) is a field of study for human brain system, which is expected to be applied in real life situation. ANN is able to act like a human brain, which to solve the problem by learning method compared to conventional computing which is pre-programmed. ANN has a processing unit to process information and responds to the input given before giving the output desired. Hence, it can be recognized that ANN is used as a method for replacement human brain as a computing device which is far more powerful than conventional logic algebra computation [11] and basic method to optimization technique and minimizes error [19] and [20].

2.1 Multilayer Perceptron (MLP)
MLPs are the most common type of feed-forward networks use for prediction data. The MLP which consist of three types of the layers: an input layer, a hidden layer and an output layer. As known that,
bias weight is represented the extra weight for each unit which fixed to 1 and it can be changing by adjusted same value with weight in the network. The important to get the best training performance for MLP is by choosing architecture for giving input parameter. Most an architectural example used is MLP with two-layer perceptron, which with sigmoid transfer function (non-linear). These models can approximate arbitrary accuracy the problem solving with choosing one hidden layer units. Model selection is depending on complexity of the problem that MLP model needed to be solved. However, if there are too many hidden unit will cause the model overfitting and effect the interpolation of test set become poor quality. Then, at least ten network different with different hidden layer should be trained. The initial of the weight is in small random of value near zero and can be both positive and negative. Instead that, the learning rate is considerable to the generalization performance of the network, then reasonable value is in the range 0.05 to 1.0 as default. Before training process, the data should to be partitioned into three types: train, test and validate set. Input data usually need to normalized according to the desired range (0 to 1) or (-1 to 1). The pattern from training set will present the network pattern and one epoch of training is set. It can be hundred epochs occur during the learning process. Nevertheless, this learning process has a stop criterion when validation stop decreases. The validation set is used to decide stopping training. Hence stop criterion should reach the minimum point of error on validation set in order to get good performance [21], [22]. In this paper, there are two ANN Models are created in order to predict solar radiation as for ANN Model I and current and voltage for ANN Model II as shown in Figure 1(a). Figure 1(b) is illustrated developing of ANN model using MLP network topology with Levenberg-Marquardt (LM) algorithm neural network.
2.2 Input Data Vector For System

To occupy and train an ANN Model, there is the large database of specific data which represents the analyzed parameter of system is required. The proposed Equations (4) and (5) are used in calculating the value of voltage and current as actual output for proposed the ANN Model 2. However, for the power value is the product of voltage and current, so power as in Equation (6) use common Ohm Laws [23]. Hence, the cell temperature is used to obtain the current and voltage in consider of using PV panel parameter. Based on ambient temperature, relative humidity, wind speed, and global irradiance the use to calculate cell temperature is consider. The intended equation to predict the module temperature formula of $Tc$ ($^\circ$C) adopted from [24] and expressed in Equation (1). The physical data used for the training of the ANN Model were evaluated by using following equations [14], [23], [25 - 26];

i. Air temperature, $T_a$ ($^\circ$C)           vi. Solar radiation, $G$ (W/m$^2$)
ii. Relative humidity, $R_h$                   vii. Cell temperature, $T_c$ ($^\circ$C)
iii. Wind speed, $W_s$ (m/s)                  viii. Open circuit voltage, $V_{oc}$ (V)
iv. Maximum temperature, $T_{max}$ ($^\circ$C) ix. Short circuit current, $I_{sc}$ (A)
v. Minimum temperature, $T_{min}$ ($^\circ$C) xi. Reference temperature, $T_{ref}$ ($^\circ$C) 

These three last parameter are important in order to improve the evaluation of the current and voltage that generated by PV panel. Their values were evaluated by expressions as follow;

$$ T_c (^\circ C) = 0.954 T_a + 0.03 G - 1.629 W_s + 0.088 R_h + 3.9 \hspace{1cm} (1) $$

$$ I_{sc} = I_{sc-ref}(G/G_{ref}) + \mu I_{sc} (T_c - T_{ref}) \hspace{1cm} (2) $$

![Diagram](image.png)
\[ V_{oc} = V_{oc}^{ref} + \mu V_{oc} (T - T^{ref}) \]  

(3)

In this paper, the electrical parameters for experiment data were obtained from a 175W PV panel [14] system, which utilized in developing the ANN Model. The system specification was shown in Table 1 as follow.

| Table 1: Data Sheet of Kyocera KC175GH-2 polycrystalline panel |
|---------------------------------------------------------------|
| Maximum Power, \( P_{max} \) [W] | 175 |
| Maximum Voltage, \( V_{mpp} \) [V] | 23.6 |
| Maximum Current, \( I_{mpp} \) [A] | 7.42 |
| Open circuit voltage, \( V_{oc} \) [V] | 29.2 |
| Short circuit current, \( I_{sc} \) [A] | 8.09 |
| \( V_{oc} \) thermal coefficient, \( \mu_{Voc} \) [V/°C] | -0.109 |
| \( I_{sc} \) thermal coefficient, \( \mu_{Isc} \) [mA/°C] | 3.18 |

3. Experimental Setup

3.1 Data collection

The RET screen database was used as data collection to obtain the climate data for subject test location such as Melaka and Kuala Lumpur. All data were collected started from 1st January 2015 until 31st August 2016 and accumulate for the further calculations and comparisons. In fact, Malaysia was experiencing two distinct monsoons there were from October to March was a rainy season (northeast monsoon) and June to September was a dry season (southwest monsoon). Data collection was a first step to collect and prepare the input data for ANN Model. Hence, present study investigates the data of these 20 months start from 1st January 2015 until 31st August 2016. There will be 609 samples of data for each input and output parameter. All input data was meteorology data which obtain from RET screen database. The output data were current and voltage that generate calculated with Equations (4) and (5) as shown. This parameter will be calculating using equation which adopted from [14], [23], [25], [26] as follow;

\[ V_{m}=V_{oc} \left[ 1-\frac{b}{U_{oc}} \ln a - R_s (1-a-b) \right] \]  

(4)

\[ I_{m}=I_{sc} (1-a-b) \]  

(5)

Where

\[ a=U_{oc}+1-2U_{oc}R_s, b=a/ (1+a), U_{oc}=V_{oc}/V_t \] and \( V_t (V) =0.025[(Tc \ (°C) +273)/300] \)

\[ P=V_{mpx}I_{mp} \]  

(6)

3.2 Pre-processing data

Pre-processing data also known as normalization, this step was important before train the ANN Model in order to obtain the network more efficient. This data normalization was essential as there were varies of variables for a different unit. The normalization step was applied to both the input and the output in the data set. In this way, the network output always falls into a normalized range. The network output can then be reverse transformed back into the units of the original output data when the network was put to use in the field. The min-max technique was used in the present study to normalize the input data as in Equation (7). The range of data normalization was within the range -1 to 1 [13].

\[ y = (y_{max} \cdot y_{min}) \cdot (x-x_{min}) / (x_{max} \cdot x_{min}) + y_{min} \]  

(7)

3.2.1 Creating network
Creating a network was the stage that includes setting network parameter such the number of the neuron for hidden layer, transfer function, training function, weight and bias learning function, and performance function. During the training process, the parameter like the number of training epochs, learning rate, and the number of hidden layer could be changed depend on the error performance of ANN output. This study, multilayer perceptron (MLP) network was used as it has high accuracy to predict and forecast output compared to other networks as discuss in Section 2. The several numbers of the neuron for hidden layer, the number of epochs and learning rate were approaches in order to create the finest network. The number of neurons was set at range 1 to 10, the learning rate will be set in a range from 0.001 to 1.0 and the number of epoch set from 10 to 1000 [22]. Since the MSE value is very small and correlation coefficient, R is approaching to 1, then it could be considering as the selected network. The lower MSE value was showing a good training of the network [25].

3.2.2 Training network

The next step was to train the input data using Levenberg-Marquardt (LM) back propagation. The weight and bias value were set into initial value before training process. Then, out of 609 samples of data will divided into 70% used for training only 427 sample data taken. The rest for testing and validation both were 15% of left data samples. During training process, the algorithm was selects the data randomly from the data set, so every time of train process will got varies of MSE value [27] that depend on 70% of input data was chosen.

3.2.3 Test performance of the model

Then, the next step was testing the performance of the developed ANN Model. In order to evaluate the ANN model proposed in this study, three error statistics used which were; the mean squared error (MSE), the mean absolute percentage error (MAPE), and root mean squared error (RMSE). The MSE represents the error between the actual and prediction output. Then, the MAPE was as accuracy indicator for the neural network. RMSE was used indicate the efficiency of the develop ANN Model in prediction. A large positive RMSE indicates that there was a big deviation in the predicted data from the measured data and the lower RMSE show the accurate of the prediction output. It also represents the measurement of the variation of the predicted data around the measured data [27]. All the errors formula expressed in a percentage as defined as follow:

\[
MSE = \frac{0.5(Actual - Predict)^2}{Actual} \times 100\%
\]

\[
MAPE = \frac{1}{N} \sum \frac{Actual - Predict}{Actual} \times 100\%
\]

\[
RMSE = \left( \frac{2}{N} \sum (Predict - Actual)^2 \right)^{1/2} \times 100\%
\]

4. Result and Discussion

The trial of investigate the number of neuron, training epochs and learning rate were evaluated to find the MSE of the MLP network. Tables 2, 3 and 4 were represents the percentage of MSE for training and testing and the R value for different number of neuron, training epochs and learning rate. After considering the value of MSE testing at neuron 7 among the other neuron was the lowest compared with MSE training, while the best fit for testing was the finest among MSE training was approaching 1 means a positive linear relationship [25]. It can decide that most suitable number of the neuron was at neuron 7. Additional, insufficient number of the neuron will cause the network overfitting or over training. Aspect to be considered are the MSE value for training data must be smaller than MSE value of testing data and the best fit of training data must be greater than the best fit of testing data [22], [25]. From result experiment, the suitable number of training epochs was 600 and the suitable learning rate was 0.05. If learning rate was set to highest, the algorithm can oscillate and become unstable. If learning rate was lowest, the algorithm takes too long to converge. Then, the MLP network topology for the ANN Model 1 was 5-7-1 and the ANN Model 2 was 7-7-2.
Table 2: MSE for different number of hidden node

| No. of hidden node | MSE training | MSE testing | R value   |
|--------------------|--------------|-------------|-----------|
| 1                  | 0.13         | 0.22        | 0.99800   |
| 2                  | 0.00252      | 0.00163     | 0.99995   |
| 3                  | 0.00069      | 0.00102     | 0.99999   |
| 4                  | 0.00033      | 0.00078     | 0.99999   |
| 5                  | 0.00086      | 0.00556     | 0.99997   |
| 6                  | 0.00038      | 0.00202     | 0.99999   |
| 7                  | 0.00031      | 0.00023     | 1.00000   |
| 8                  | 0.00051      | 0.00089     | 0.99999   |
| 9                  | 0.00009      | 0.00059     | 0.99999   |
| 10                 | 0.00041      | 0.00036     | 0.99999   |

Table 3: MSE for different number of epoch

| Epochs | MSE training | MSE testing | R value   |
|--------|--------------|-------------|-----------|
| 100    | 0.0005       | 0.0010      | 0.99999   |
| 200    | 0.00046      | 0.00103     | 0.99999   |
| 300    | 0.00009      | 0.00260     | 0.99999   |
| 400    | 0.00003      | 0.00158     | 1.00000   |
| 500    | 0.00002      | 0.00001     | 1.00000   |
| 600    | 0.00001      | 0.00006     | 1.00000   |
| 700    | 0.00004      | 0.00009     | 1.00000   |
| 800    | 0.00010      | 0.00362     | 0.99999   |
| 900    | 0.00005      | 0.00055     | 1.00000   |
| 1000   | 0.00031      | 0.00029     | 1.00000   |

Table 4: MSE for different learning rate

| Learning rate | MSE training | MSE testing | R value   |
|---------------|--------------|-------------|-----------|
| 0.001         | 0.00001      | 0.00015     | 1.00000   |
| 0.05          | 0.000004     | 0.00003     | 1.00000   |
| 0.2           | 0.00150      | 0.00597     | 0.99995   |
| 0.4           | 0.00073      | 0.00112     | 0.99999   |
| 0.6           | 0.00009      | 0.00248     | 0.99999   |
| 0.8           | 0.00002      | 0.00134     | 1.00000   |
| 1.0           | 0.00012      | 0.00062     | 0.99999   |

The two locations in Malaysia were selected in order to test and check the efficiency of the developed ANN Model. The chosen locations are Melaka and Kuala Lumpur. The first develop ANN Model was predict the solar radiation, $G \text{ (W/m}^2\text{)}$. Moreover, second ANN Model was predicting voltage and current at maximum point in order to forecasting the power generate by PV panel system in different climate condition.

4.1 ANN Model I: Solar Radiation
The model was performed well in this study but it cannot forecast the solar radiation values same as actual very well. For this case, it was obtained low coefficient correlation R in the experiment. The correlation coefficient, R for Melaka was 58%, and Kuala Lumpur was 51%, respectively. Figures 2 and 3 were shows the actual against predict values for selected location. After considering the ambient factor, experiment result for solar radiation that underestimates and overestimates for all location could be affected by these factors; rainy, dry and heavy rainfall. Hence, the findings suggest that the count of an ambient factor as input variable does insufficient to provide improvement for the forecasting model [28]. Therefore is recommended to consider the other variables like latitude, longitude, altitude and sunshine duration, sunshine ratio, mean daily solar irradiance, mean daily air temperature, day and month, sunshine accuracy and mean average temperature, atmospheric data and insolation data [5]. However, the findings obtained here show that the ambient factor does not provide significant precision to forecasting results as support by K.A.Baharin et al [28] find that ambient temperature not enough to predict solar radiation. From the experimental result can conclude that the high of solar radiation was recorded in January until March for Melaka (117.87-263.14W/m²) and Kuala Lumpur (123-274.73W/m²). The harvesting electrical energy is a suitable period during January until March for Melaka, and Kuala Lumpur.

**Figure 2**: Actual vs. predict value of solar radiation (Melaka)

**Figure 3**: Actual vs. predict value of solar radiation (Kuala Lumpur)

4.2ANN Model II: Voltage and Current
The average actual and estimated voltage values for Melaka were 22.06V – 22.08V and 22.18V–22.94V. Figure 4 show the voltage pattern for estimated was similar with actual value. However, there was some error different between estimated and actual value. The voltage value was decreasing trend
on March and May both years due to probably current value fluctuated. Others fact could be a location itself probably have a presence the disturbance such as cloud cluster that could cause the variation in weather that affects the solar radiation. The voltage values produce high on January to February in all probability this location no experience the rainy season. Moreover, the average actual and estimated current values for Melaka were 0.4A–2.23A and 0.98A–2.12A. Figure 5 show the current pattern for estimated was similar with actual value. However, there was big gap different between estimated and actual value. The current value was decreasing trend in January was rainy season and June to August due to the fact there was dry season condition. Hence, the location probably has a presence the disturbance such as cloud cluster that could cause the variation in weather. The current values produce high on February-March in all probability this location no experience the rainy season. In addition, Kuala Lumpur was experiencing the average value of actual and estimated voltage at 22.19V–23.04V and 22.21V–23.01V respectively.

Figure 4: Result for actual and predict data voltage for Melaka

Figure 5: Result for actual and predict data current for Melaka

Figure 6 show the actual and estimated voltage was a similar trend with less error different for both values. The voltage was descending trend on March to May at the rainy season and heavy rainfall. The voltage was an upward trend on February and July and same pattern for both years at this location. However, Kuala Lumpur was experiencing the average value of actual and estimated currently at 1A–2.25A and 1.07A–2.22A respectively. Figure 7 show the actual and estimated current was a similar trend with less error different for both values. The current was a downward trend on February at rainy season, May and July of 2016 at dry season. This could be affected by the solar radiation which it
directly depends on value on parameters such as like wind speed, relative humidity, and temperature. This was agreement by A. Babatunde et al [30] the parameters which were solar radiation, temperature, humidity and wind speed shows related with each other, especially for solar radiation and temperature. Figure 8 show the power output that generated by PV panel system. Overall from result experiment, the power output produces for polycrystalline PV panel almost certainly up to 25%. This could be a fact due to characteristics of the polycrystalline panel itself which the module efficiency is about 10%-11%. Besides, the meteorology data also could influence the power output for PV panel likes ambient temperature, solar radiation, humidity, or wind speed. However, the most important parameter affect the power output was solar radiation. This could the lower solar radiation value which below 400 W/m², the power output of PV produces also at low values. This was agreement by A. Ghazali et al [30]that polycrystalline show higher power output efficiency at the high level of average solar radiation. This shows that the performance of polycrystalline is depending on the level solar radiation. Hence, from the experimental result, the high potential of producing electrical energy using PV panel for selected locations are in January until March.

Figure 6: Result for actual and predict data voltage for Kuala Lumpur

Figure 7: Result for actual and predict data current for Kuala Lumpur
Figure 8: Average value of power in Watt for predict data in Melaka and Kuala Lumpur regions

Figures 9 (a) and (b) shows the best curve fit and the MSE performance in order to predict voltage and current for Melaka of ANN Model 2. MSE training of this model was lower than MSE testing and MSE validation. It means the data of model have been learning very well during training.
Figures 10 (a) and (b) shows the best curve fit and the MSE performance in order to predict voltage and current for Kuala Lumpur of ANN Model 2. The best performance for MSE testing of this model was lower than MSE training and MSE validation. The input data of network was learning well during training and testing.
Figure 10: (a) The best curve fit and (b) MSE performance of ANN Model for Kuala Lumpur

Then, Table 5 has listed the MSE value in percentage and total response of system for each locations. As can be concluded from this table, for location of Kuala Lumpur has 0.0007% train and 0.0004% error. It has good correlation between actual and prediction output. As the MAPE is represent as an accuracy indicator for the neural network. RMSE is represented the efficiency of the proposed model in prediction. Hence, from experiment result in Table 5, the current accuracy recorded for two locations were Melaka = 95.7% and Kuala Lumpur = 99.9%. Then, the voltage accuracy recorded for both locations were 99.9% with a small number of the error. Thus, the efficiency of ANN Model 2 were to predict Vm and Im for both location were considered as lower for Melaka because of RMSE was higher than Kuala Lumpur.

Table 5: MSE, R-value, MAPE and RMSE for selected location

| Location      | MSE Train (%) | MSE Test (%) | R   | R²   | MAPE (%) | RMSE (%) |
|---------------|---------------|--------------|-----|------|----------|----------|
|               | V_m           | I_m          | V_m | I_m  |
| Melaka        | 0.002         | 0.004        | 0.99996 | 0.99992 | 0.00003  | 4.3  | 8.5   | 26.8  |
| Kuala Lumpur  | 0.0007        | 0.0004       | 0.99997 | 0.99994 | 0.0000  | 0.2   | 0.3   |

5. Conclusion

This paper represents the two design of ANN Model were used for predicting the solar radiation, voltage, Vm and current Im that presented in MLP neural network topology. However, the output of ANN Model 1 was training well but not has good correlation between output and target. Besides, the value of regression is not fit to MLP’s theory which it should get regression most near to 1. There still have many errors between training set and the target. The model develops as to predict the performance of PV module based on changing ambient factors affect the solar radiation. Then, the
output of ANN Model 2 represents the relationship between amounts of ambient factor that affect PV panel output in term of $V_m$ and $I_m$ at the both location. The performances of evaluating ANN Model 2 were using MSE, MAPE and RMSE value which presented the accuracy and efficiency of the system itself. Moreover, this model of the network is successfully developed and predicts the $V_m$ and $I_m$ output. By using this neural network method are easy and fast to predict the output of the system and to solve the problem. The significant of this study it could help out the electrical production for PV panel system owner to control, estimate and planning the electrical bill.
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