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Abstract
The purpose of this study was to evaluate the effects of performance-based feedback delivered via email on teacher candidates’ implementation of a multiple stimulus without replacement (MSWO) preference assessment with an adult confederate. Six participants enrolled in a special education teacher preparation program were recruited to participate. After exposure to an introductory MSWO training video, participant fidelity of MSWO administration was measured. Following baseline, performance feedback was delivered via e-mail to each participant after the completion of each research session. Results indicate that performance feedback delivered via e-mail improved fidelity of implementation for all six participants. Implications and future directions are discussed.
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Introduction
Performance feedback is a critical component of professional development (Barton et al., 2020; Miltenberger, 2012). Performance feedback involves the use of data, derived from an observation occurring during supervision, to inform the delivery of feedback in order to change and sustain the individual’s behavior (Barton et al., 2016, 2020; Hemmeter et al., 2011; Novak et al., 2019). Within school settings,
researchers found performance feedback to increase procedural fidelity and maintain the teacher’s use of effective practices, which in turn increased the quality of instruction provided and improves child learning outcomes (Barton et al., 2020; Schles & Robertson, 2019). Without additional support (e.g., performance feedback), new and returning teachers may implement evidence-based practices with low or variable levels of fidelity and negatively impact child learning outcomes for students with disabilities (Schles & Robertson, 2019).

Performance feedback can be delivered in many forms, such as in verbal or written formats, and can be provided during or after a supervisory observation of the target individual implementing an intervention or engaging in an activity (Barton & Wolery, 2007). In addition, performance feedback can be delivered in a variety of modalities such as bug-in-ear as well as visible counters, public wall postings, and personal interactions (Coogle et al., 2016, 2017; Warrilow et al., 2020). As technology has evolved and become more available, so have modalities for delivering performance feedback, such as computer displays, text messages, video conferencing, social media communications, and emails (e.g., Barton & Wolery, 2007; Hemmeter et al., 2011; Krick Oborn & Johnson, 2015; Zhu et al., 2021).

One technology-based modality that has been shown to have several advantages for delivering performance feedback is email (Gorton et al., 2021). Email feedback allows supervisors to save time by sending an email following the observation rather than scheduling a time to meet in person to review that feedback (Warrilow et al., 2020). Related, the observer is able to send the email feedback immediately to the individual after the observation is completed, without interrupting the individual and the activity they are engaging in (e.g., implementing an intervention with a child; Barton & Wolery, 2007; Gorton et al., 2021; Zhu et al., 2021). Second, verbal and some forms of written feedback (e.g., handwritten notes) may be seen as obsolete and ineffective by the individuals receiving the feedback, whereas wireless communication forms of feedback (e.g., email, video, bug-in-ear) are seen as more current or up-to-date (Barton et al., 2020; Gomez et al., 2021; Zhu et al., 2021) and may be seen as more socially acceptable (Barton & Wolery, 2007). Additionally, using emails results in an electronic record of the feedback provided (Zhu et al., 2021), which can be reviewed more than once and can be used for future performance reviews. Overall, email feedback may be a strategy for interacting with individuals quickly and more efficiently (Barton et al., 2016; Warrilow et al., 2020).

A limitation of previous email feedback research is that the studies did not isolate the effects of email feedback, because the email feedback was always provided in conjunction with a training (Artman-Meecker & Hemmeter, 2013; Gomez et al., 2021; Gorton et al., 2021; Hemmeter et al., 2011; Martinez Cueto et al., 2021). Researchers then sought to isolate and evaluate the effects of email feedback alone (Barton et al., 2016, 2020) and also compared email feedback alone to other forms of feedback such as immediate bug-in-ear feedback (Coogle et al., 2020) and videoconference feedback (Zhu et al., 2021). Overall, the studies found that email feedback alone was effective in increasing teachers’ behaviors.

Though the aforementioned studies evaluated providing performance feedback via email, there were several limitations to the studies that the present study hopes to address. First, within the recent studies evaluating email feedback, researchers did
not control for the amount or quality of the performance feedback provided in each email. This lack of experimental control presents problems because researchers have found that more frequent and specific feedback produces more significant changes in performance (Park et al., 2019; Sleiman et al., 2020). It is unclear if variation in amount or quality of performance feedback in previously published research differentially affected participant outcomes.

Second, several of the aforementioned studies included a training component between the baseline condition and the intervention condition (i.e., Artman-Meecker & Hemmeter, 2013; Gomez et al., 2021; Gorton et al., 2021; Hemmeter et al., 2011; Martinez Cueto et al., 2021). Thus, it is unclear if improvements in instructional behaviors were a result of email feedback alone, training alone, or a combination of the email feedback and the training.

Third, the previous literature did not control for variation in the instructional environment. Specifically, the studies reviewed above involved classroom settings where teachers engaged with students. Opportunities for teacher participants to respond, then, were at least particularly affected by student behavior in those settings, and it is unclear to what extent participant behavior was at least partially affected by student behavior (e.g., frequency of teacher descriptive praise is dependent on the frequency of student engagement).

In summary, the purpose of the present study is to extend previous research on performance feedback delivered via email by evaluating the effects of email feedback alone on teacher candidates’ implementation of a multiple stimulus without replacement (MSWO) preference assessment. An MSWO preference assessment was selected to assess the effects of email feedback because an MSWO is a common preference assessment used within the field of behavior analysis that is well described in the literature and consists of discrete steps that can be easily measured (e.g., represents remaining items and rotates by taking the item at the left end of the line and moving to the right end, then shifting the other items so they are equally spaced on the table), and the duration to conduct an MSWO is shorter in comparison to other preference assessments (e.g., paired-choice preference assessments; Graff & Karsten, 2012; Kang et al., 2013; Leaf et al., 2015; Lill et al., 2021). Therefore, researchers evaluated the following research question: Given email feedback, to what extent did teacher candidates’ implement an MSWO preference assessment with fidelity?

**Method**

**Participants**

Participants were recruited from three undergraduate courses offered through a special education program at a Midwestern University. A total of six participants (all identified as female) were recruited and agreed to participate in the study. Participants were between 20 and 23 years of age. Participants were included in the study if they: (a) were enrolled at the university at the start of the study, (b) had no prior experience implementing an MSWO preference assessment, (c) had access to an
email service, (d) had access to a computer with audio and video capabilities, and (d) were willing to read and respond to emails daily. Participants were screened for the inclusion criteria through a questionnaire prior to the start of the study. In addition, each participant was required to respond to three non-study-related emails sent over three days prior to the start of the study.

Riley was a 20-year-old female who identified as White and not of Latinx, Hispanic, or Spanish origin. Riley had been enrolled at the university for less than one year, was a transfer student, and was majoring in Special Education.

Olivia was a 23-year-old female who identified as Asian and not of Latinx, Hispanic, or Spanish origin. Olivia had been enrolled at the university for four years and was majoring in Special Education.

Ava was a 20-year-old female who identified as White and not of Latinx, Hispanic, or Spanish origin. Ava had been enrolled at the university for three years and was majoring in Special Education.

Layla was a 20-year-old female who identified as White and not of Latinx, Hispanic, or Spanish origin. Layla had been enrolled at the university for two years, was a transfer student, and was majoring in Special Education.

Ellie was a 21-year-old female who identified as White and not of Latinx, Hispanic, or Spanish origin. Ellie had been enrolled at the university for four years and was majoring in Special Education and Elementary Education.

Kennedy was a 20-year-old female who identified as Black or African American and Hispanic, and of Latinx, Hispanic, or Spanish origin. Kennedy had been enrolled at the university for three years and was majoring in Special Education.

Confederate

The primary researcher, a doctoral candidate who held a BCBA credential and had prior experience conducting research on preference assessments with children with ASD, served as the confederate throughout the duration of the study. The confederate played the role of a student (i.e., the learner) and engaged in specific responses during each research session (see Table 1 and see Confederate Response Data Sheet section for further description).

| Response After the Participant Says, “Pick One or Choose One” |
|---------------------------------------------------------------|
| Immediately select one stimulus from the array presented (one item) |
| Wait 7 s and then select one stimulus from the array presented (one item) |
| Immediately select two stimuli simultaneously (simultaneous) |
| Wait 7 s and then select two stimuli simultaneously (simultaneous) |
| Immediately select one stimulus and then select another stimulus from the array presented (sequential) |
| Wait 7 s and then select one stimulus and then select another stimulus from the array presented (sequential) |
| Do not select a stimulus from the array presented (no response) |
Primary Data Collector

One graduate student served as the primary data collector and measured the dependent variable (participant procedural fidelity) for all research sessions across all conditions for each participant. The graduate student was trained by the primary researcher on the data collection process prior to the start of the study. The training was conducted across two different days, for 1 h each day. During the training session, the primary researcher reviewed each step of the participant procedural fidelity data sheet (see Dependent Variable section for further description), virtually displayed the MSWO training video that the participants were presented (see Participant Materials section for further description) and practiced scoring a research session. Following the training sessions, both the primary researcher and the primary data collector scored three research sessions independently. If the primary data collector achieved 100% accuracy across all three research sessions, they were considered to pass the reliability checks and were assigned to score the remaining research sessions. The primary data collector achieved 100% accuracy across the three research sessions the first time.

Setting and Materials

Due to the COVID-19 pandemic, all research sessions, data collection, and feedback were conducted or provided remotely. For each research session, the participant and the primary researcher/confederate were present. Additionally, each research session was recorded for data collection purposes, and no data collection occurred during the session. Instead, research sessions were reviewed later by the primary data collector. The primary data collector reviewed and scored research sessions in the order in which they were recorded.

Participant Materials

Participant materials consisted of a computer with audio and video capabilities, an email service, a video conferencing software (e.g., Zoom), a pen or pencil, a calculator, a timer (e.g., phone), five leisure stimuli, and data sheets. The five leisure stimuli (e.g., ball, stapler) for the preference assessment were arbitrarily selected by each participant based on the stimuli they had available in their households for each research session. Twenty data sheets (see Supplementary Materials, Appendix A) for participants to use for data collection while conducting the MSWO preference assessment were mailed to the participant’s household or emailed to the participant (based on each participant’s preference) prior to the start of the study.

Primary Researcher/Confederate Materials

Primary researcher/confederate materials consisted of a computer with audio and video capabilities, a video conferencing software (e.g., Zoom), an email service,
a timer (e.g., digital stopwatch), and a second computer monitor. Additional materials consisted of an MSWO training video (presented once during the initial research meeting), an MSWO excerpt, a session script, a list of responses (here after referred to as the confederate response data sheet) to perform during each research session (see Table 1), and a pool of specific responses for each component of the email feedback. During each research session, the primary researcher/confederate used a second monitor to display the assigned confederate response data sheet, timer, and the session script. The primary monitor was used to display the video conferencing software in gallery view, to allow both the primary researcher/confederate and participant to be visible side by side.

**MSWO Training Video** The purpose of the MSWO training video was to approximate an “onboarding” or initial training a professional may receive on the topic and to provide basic information about how to implement an MSWO preference assessment, so that each participant would have baseline level knowledge of the MSWO prior to the start of the study. The MSWO training video was informed by an MSWO video created by researchers at Vanderbilt University (Chazin & Ledford, 2016) and by the primary researcher’s eight years of ABA experience and implementing preference assessments. The training video was created by the primary researcher and included a step-by-step guide of how to conduct an MSWO preference assessment within a remote context. When an MSWO preference assessment is conducted in-person, the learner may be able to engage with the physical item following a selection response. However, when an MSWO preference assessment is conducted within a remote context, the learner may not be able to engage with the physical item because they may not have access to it. Instead, the implementer may engage with the item and the learner may observe. The training video included specific steps that were tailored to meet the unique aspects of conducting an MSWO preference assessment within a remote context.

The video included a video model where the primary researcher played the role of the participant and a research assistant played the role of the learner (i.e., confederate), written text that indicated the target behavior for each step, and a voice over narration completed by the primary researcher. The training video (see Brodhead, 2022) was 21 min in length and was displayed virtually to the participants by the primary researcher one time prior to the start of the study (i.e., during the initial research meeting that occurred one week before each participant’s first research session). The participants did not have access to the training video outside of the initial research meeting.

**MSWO Excerpt** The MSWO excerpt was derived from a relevant peer-reviewed article (DeLeon & Iwata, 1996) and consisted of sections that outlined correct implementation of the MSWO preference assessment (see Supplementary Materials, Appendix B). The purpose of the MSWO excerpt was to provide the participants with a brief description of the MSWO procedures in order to mimic a description someone would find if they were to conduct an internet search or access notes on MSWO preference assessments. Additionally, this was an identical approach that previous preference assessment literature has used (e.g., O’Handley et al., 2021; Rosales et al., 2015).
The MSWO excerpt was displayed virtually to each participant at the beginning of each research session for up to 15 min. During the 15 min, the participants could read and reread the entire excerpt or specific sentences. For one participant, due to participant characteristics that cannot be disclosed for confidentiality reasons, the MSWO excerpt was displayed virtually to the participant and was read aloud to the participant by the primary researcher for up to 15 min. Similar to the other participants, the participant could ask the primary researcher to read or reread the entire excerpt or specific sentences aloud. At any time during the 15 min, the participants could indicate to the primary researcher that they were finished reviewing the excerpt and the primary researcher would stop displaying or reading aloud the excerpt. The participants did not have access to the excerpt outside of the research sessions.

**Session Script** The session script consisted of step-by-step instructions for the primary researcher to engage in during each research session. It included directions for the primary researcher to share the MSWO excerpt and how to respond if a participant asked a question which ensured consistency in researcher responses within and across participants. See Supplementary Materials, Appendix C for a complete description of the session script.

**Confederate Response Data Sheet** Each confederate response data sheet consisted of a sequence of responses for the confederate to engage in during the research session (see Supplementary Materials, Appendix D for an example). Specifically, each data sheet included 15 responses, one for each trial of the MSWO. There were a total of 10 variations in the confederate response data sheet.

The sequence of the responses on each confederate data sheet were randomly generated. There were seven different responses the confederate could engage in (see Table 1) throughout a research session. Given that each research session consisted of 15 total trials, some of the responses were included in the sequence more than once and some were included only one time. To ensure that each of the seven responses were included at least once within each of the confederate response data sheet variations, the primary researcher used a random number generator (Maple Tech International LLC, 2022) to identify a trial number for each potential response to occur in. Once all seven responses were included in the sequence, the primary researcher then used the random number generator to determine how many additional times each response would be included in the data sheet, with no response being repeated more than three times. Once the frequency of each response was determined, the primary researcher continued to use the random number generator to determine which trial each response would occur in until all trials had a response.

For each research session, the assigned confederate response data sheet was randomly selected using a random number generator (Maple Tech International LLC, 2022). Once a confederate response data sheet (e.g., assigned confederate response data sheet #8) was used for a participant, it was not replaced into the potential selections for future research sessions, until all 10 confederate data sheets had been used for that participant. Once all 10 confederate response data sheets had been used for that participant, all 10 had the opportunity to be selected again.
Primary Data Collector Materials

The primary data collector materials consisted of a pen or pencil, a timer, the video recording of the research session, an email service, and data sheets. The primary data collector used three different data sheets. The first data sheet was used to record the confederate’s stimulus selections, which was identical to the participant’s data sheet. The second data sheet was used to record participant’s adherence to the steps of the MSWO preference assessment, the dependent variable (i.e., procedural fidelity). Finally, the third data sheet was the assigned confederate response data sheet, so the primary data collector would know the sequence of responses the primary researcher/confederate engaged in during the research session.

Measurement

Dependent Variable

The primary dependent variable was fidelity of participant implementation (procedural fidelity). Procedural fidelity was the degree to which the participant implemented the MSWO as intended (Cooper et al., 2007; Gast & Ledford, 2014). The dependent variable comprised of component responses derived from a task analysis that depicted the instructional behaviors for the MSWO preference assessment (see Supplementary Materials, Appendix E). The task analysis was developed using the MSWO steps provided in DeLeon and Iwata (1996), DeLeon et al. (1997), and Sipila-Thomas et al. (2021) and modified for delivery in a remote context. The task analysis for the MSWO contained 24 total steps. Each step in the task analysis was coded as a whole occurrence (i.e., always occurred) or a whole nonoccurrence (i.e., never occurred). In order for a participant’s response to be scored as a whole occurrence, the participant had to correctly engage in the response multiple times (e.g., engaged in the response correctly seven out of seven times) throughout the research session. If at any point the participant did not engage in the response correctly (e.g., engaged in the response correctly five out of seven times), the entire response was scored as a whole nonoccurrence for that session. The percentages of occurrences for each session were calculated by dividing the total number of occurrences (steps implemented correct in the task analysis) by the sum of occurrences and nonoccurrences. The quotient was then multiplied by 100 to yield a percentage (Cooper et al., 2007).

For one participant, due to participant characteristics that cannot be disclosed for confidentiality reasons, the task analysis for the MSWO was modified to contain 23 total steps, instead of 24 total steps. Step 5, which was to ensure that the confederate was attending to the items (looking at the participant or the items), was eliminated from the task analysis and the participant was not required to engage in this step. All other 23 steps remained the same.
Interobserver Agreement

A second graduate student served as a second observer and measured participant procedural fidelity for at least 30% of sessions for all baseline and intervention conditions across all participants. The graduate student was trained by the primary researcher on the data collection process in a manner identical to that of the primary data collector. Interobserver agreement (IOA) was calculated for the dependent variable and all participants and met standards for single-case research (Kratochwill et al., 2013). When calculating IOA for participant procedural fidelity, an agreement was scored if the primary data collector and the second observer recorded the same behavior in the task analysis as a whole occurrence or a whole nonoccurrence. For example, an agreement was scored if both the primary data collector and second observer recorded “always occurred” for Step 1 on the task analysis. A disagreement was recorded if the primary data collector and the second observer did not record the same behavior in the task analysis as a whole occurrence or a whole nonoccurrence. For example, a disagreement was recorded if the primary data collector recorded “always occurred” for Step 1, but the second observer recorded “never occurred” for Step 1. IOA was calculated by dividing the total number of agreements by the sum of agreements and disagreements. The quotient was then multiplied by 100 to yield a percentage (Cooper et al., 2007).

Total IOA across all conditions was 96.7% for Riley (range: 87.5–100.0%), 99.0% for Olivia (range: 95.8–100.0%), and 99.3% for Ava (range: 95.8–100.0%). Total IOA across all conditions was 98.6% for Layla (range: 95.8–100.0%), 98.3% for Ellie (range: 95.8–100.0%), and 95.8% for Kennedy (range: 91.7–100.0%). Average instructor IOA scores for each participant, across the two conditions (i.e., baseline and intervention), are displayed in Table 2.

Primary Researcher/Confederate Procedural Fidelity

A third graduate student measured primary researcher/confederate procedural fidelity for at least 30% of sessions for all baseline and intervention conditions across all participants. The graduate student was trained by the primary researcher on the data collection process prior to the start of the study in a manner similar to that of the primary data collector. The training was identical, except that the

| Participant | Baseline (%) | Intervention (%) |
|-------------|--------------|------------------|
| Riley       | 91.7         | 100.0            |
| Olivia      | 97.9         | 100.0            |
| Ava         | 98.6         | 100.0            |
| Layla       | 97.9         | 99.0             |
| Ellie       | 97.9         | 98.6             |
| Kennedy     | 94.5         | 97.9             |
primary researcher reviewed each step of the researcher procedural fidelity data sheet with the graduate student, instead of the participant procedural fidelity data sheet.

The primary researcher/confederate procedural fidelity was the degree to which the primary researcher/confederate implemented the independent variable (i.e., email feedback), followed the session script, and engaged in the predetermined sequence behaviors (i.e., assigned confederate response data sheet) as intended (Cooper et al., 2007; Gast & Ledford, 2014). Primary researcher/confederate procedural fidelity was derived from a task analysis that depicted the behaviors the primary researcher/confederate engaged in before, during, and after each research session (see Supplementary Materials, Appendix F). Each step in the task analysis was scored “yes” if the primary researcher/confederate implemented that step correctly and “no” if the step was implemented incorrectly or was omitted. The primary researcher/confederate researcher procedural fidelity was calculated by dividing the sum of “yes” scores by the sum of “yes” plus “no” scores. The quotient was then multiplied by 100 to yield a percentage (Cooper et al., 2007). Procedural fidelity across all conditions was 100% for all participants.

**Experimental Design**

A multiple probe design across participants design was used to evaluate the effects of the MSWO preference assessment with email feedback on the participants’ procedural fidelity (Gast et al., 2014). A multiple probe design systematically introduces the independent variable (i.e., email feedback) to evaluate its effects on the dependent variable (i.e., procedural fidelity) and controls for threats to internal validity. The independent variable was introduced on one occasion for each participant, for a total of six opportunities to demonstrate experimental control and treatment effect across all six participants (Cooper et al., 2007). The multiple probe design consisted of two experimental conditions: (a) baseline and (b) intervention. Participants moved from the baseline condition to the intervention condition once visual analysis of data suggested a steady state of responding had been achieved (see Sidman, 1960). The intervention condition for each participant ended once at least five research sessions were completed and a steady state of responding had been achieved.

Additionally, based on when participants were enrolled in the study, the multiple probe design was conducted either nonconcurrent or concurrently across participants. Participants were assigned to either a non-concurrent or concurrent design based on the order in which they enrolled in the study. For the first set of participants to enroll in the study, Riley, Olivia, and Ava (see Fig. 1), the multiple probe design was nonconcurrent as they began the study on different days (i.e., Olivia started two days after Riley and Ava started six days after Olivia). For the second set of participants to enroll in the study, Layla, Ellie, and Kennedy (see Fig. 2), the multiple probe design was concurrent as they all began the study on the same day (see Slocum et al., 2022 for a primer on concurrent and nonconcurrent multiple baseline designs and variations).
Procedure

Each research session lasted approximately 15–20 min. Baseline sessions were conducted two-to-three times per week as close in days as possible, with the exception of baseline probes which consisted of at least five days (based on recommendations from Gast & Ledford, 2014) between the previous baseline session and previous baseline probe session. Identical to baseline sessions, intervention sessions were conducted two-to-three times per week as close in days as possible. All research sessions occurred at times and dates convenient for the participant and when the primary researcher was available. Research sessions always
began when the primary researcher gave the instruction to begin (i.e., “Okay, now you can begin implementing the assessment. Once you are finished, please let me know”).

All research sessions continued until: (a) the participant indicated they completed the assessment or (b) the participant did not engage in a target response from the task analysis for two min. At the end of each session, the participant was asked to display their data sheet on the screen and the primary researcher thanked the participant for attending. All research sessions were conducted via Zoom and were recorded for data collection purposes. The recording started

---

**Fig. 2** Percentage of correct implementation for three participants (Layla, Ellie, and Kennedy) across conditions.
when the participant joined Zoom and concluded immediately after the participant displayed their data sheet on the screen and the primary researcher thanked them for attending.

**Initial Research Meeting and Training**

Prior to the start of the first baseline session, all participants attended an initial research meeting with the primary researcher. The initial meeting was approximately 40 min in length. During the initial research meeting, the primary researcher reviewed the informed consent, shared a demographic questionnaire with the participant, displayed the MSWO training video in its entirety, gathered information for data sheet preference (i.e., mailed or emailed), and obtained the participant’s availability for session scheduling purposes.

**Baseline**

The purpose of this condition was to measure participant behavior prior to the introduction of the email performance-based feedback. At the beginning of each research session, participants were given up to 15 min to review the MSWO excerpt derived from DeLeon and Iwata (1996) described above. After 15 min, or when the participant reported they finished reviewing the excerpt, the participant was asked to implement the MSWO preference assessment with the primary researcher/confederate.

During implementation of the MSWO preference assessment, the primary researcher/confederate engaged in the sequence of responses determined by the assigned confederate response data sheet (see Supplementary Materials, Appendix D for an example). However, if the participant did not engage in the steps following a specific type of selection correctly, the primary researcher/confederate systematically adjusted their next selection response. For example, following a two-item sequential selection response, the participant should have engaged in Steps 16–21 on the task analysis. However, occasionally instead of ignoring the second selected item and continuing to engage with the first selected item for 30 s (Step 16), participants engaged with both of the selected items and then re-presented the remaining non-selected items. When this occurred, the primary researcher/confederate skipped the next predetermined trial (e.g., Trial #2) and moved onto the next trial (e.g., Trial #3) to match the number of items that were represented in the array. As another example, following a no selection response, if the participant continued to represent the remaining items, instead of ending that round of trials (i.e., one round equals five trials, one trial for each of the five items) and recording them as not selected (Step #22), the primary researcher/confederate continued to engage in no selection responses until the next round of trials began. Finally, as a third example, if the participant engaged in errors such as those noted above and continued to represent items in the array and the primary researcher/confederate had completed all of the predetermined trials, the primary researcher/confederate engaged in no selection responses until the participant indicated that had completed the MSWO.

After the participant indicated they had completed the MSWO (e.g., stating “I’m done”), the primary researcher/confederate provided the participant time
to calculate their results. Once the participant reported they had completed their results, the primary researcher/confederate instructed the participant to display their data sheet on the screen for a few seconds. No further instructions were given, and no feedback was provided. If a participant asked the primary researcher/confederate researcher a question during the research session, they were informed that the primary researcher/confederate could not answer their question at that time and that they should do the best they could.

After each baseline research session ended, the primary researcher sent the participant an email without any feedback components. The components that were included in the baseline emails were: (a) a general positive opening statement, (b) a request for a response (i.e., posing a scheduling question and asking for a reply), and (c) a positive closing statement. Emails were sent to participants during the baseline condition to ensure that participants were accessing, reading, and responding to emails and to further isolate the effects of feedback during the subsequent condition (see Supplementary Materials, Appendix G, for an example e-mail).

### Intervention

The purpose of this condition was to evaluate participant behavior when the participant was provided with email feedback. Experimental procedures in the intervention condition were identical to that of the baseline condition, with the exception of the email sent to participants following each research session. Email followed a format similar to that of baseline but also included components specific to supportive (i.e., the number of steps the participant engaged in correctly and comments about the participants implementation) and corrective feedback (i.e., the steps the participant did not engage in correctly). The components included in the intervention emails were: (a) a general positive opening statement, (b) supportive feedback, (c) corrective feedback, (d) a request for a response (i.e., posing a scheduling question and asking for a reply), and (e) a positive closing statement. (See Supplementary Materials, Appendix H for an example intervention email.)

### Data Analysis

Following each research session, data for each participant were graphed and reviewed by the primary researcher for trend, level, and variability of data to evaluate intervention effects (Cooper et al., 2007). Following the completion of the study, Tau-$U$ was calculated to supplement visual analysis of data and to provide a secondary measure of treatment effect. Tau-$U$ is a statistical analysis that combines non-overlap analysis between phases with trend from within the intervention phase. Tau-$U$ is dynamic in that it can calculate trend only, non-overlap between phases only, as well as combinations of trend and overlap between multiple phases (e.g., baseline and intervention conditions; Parker et al., 2011).
Results

Participant Procedural Fidelity

Nonconcurrent Set of Participants

Riley Riley’s percentage of correct implementation data are displayed in Fig. 1, top panel. In the baseline condition, Riley’s percentage of correct implementation ranged from 12.5 to 33.0% (M = 27.3%), with the last three sessions remaining stable at 33.0%. During the first intervention session, Riley’s percentage of correct implementation increased to 66.7% and then varied from 62.5 to 91.7%, until it remained stable at 100% for two sessions and 95.8% in the last session (M = 86.5%; range: 62.5–100.0%). See Supplementary Materials for raw data for Riley and the remaining participants.

Olivia Olivia’s percentage of correct implementation data are displayed in Fig. 1, middle panel. In the baseline condition, Olivia’s percentage of correct implementation was at 54.0% in the first session and then decreased and remained stable at 41.7% for the last four sessions (M = 43.8%). During the first intervention session, Olivia’s percentage of correct implementation increased to 87.5% and then remained stable between 95.8 and 100% for the last four sessions (M = 96.7%; range: 87.5–100.0%).

Ava Ava’s percentage of correct implementation data are displayed in Fig. 1, bottom panel. In the baseline condition, Ava’s percentage of correct implementation ranged from 41.7 to 54.2% (M = 48.8%). During the first intervention session, Ava’s percentage of correct implementation increased to 70.8% and then varied from 70.8 to 87.5%, until it remained stable between 95.8 and 100.0% for the last three sessions (M = 86.9%; range: 70.8–100.0%).

Concurrent Set of Participants

Layla Layla’s percentage of correct implementation data are displayed in Fig. 2, top panel. In the baseline condition, Layla’s percentage of correct implementation ranged from 0.0 to 12.5% (M = 3.34%). During the first intervention session, Layla’s percentage of correct implementation increased to 33.3% and then varied from 16.6 to 79.2%, until it remained stable between 87.5 and 95.8% for the last three sessions (M = 69.3%; range: 16.6–95.8%).

Ellie Ellie’s percentage of correct implementation data are displayed in Fig. 2, middle panel. In the baseline condition, Ellie’s percentage of correct implementation began at 30.4% in the first session and then varied between 17.4 and 21.7% across three sessions, with the last two sessions at 13.0% (M = 19.5%). During the first intervention session, Ellie’s percentage of correct implementation increased to 86.9% and then varied from 86.9 to 95.6%, until it remained stable between 95.6 and 100.0% for the last four sessions (M = 94.5%; range: 86.9–100.0%).
Kennedy Kennedy’s percentage of correct implementation data are displayed in Fig. 2, bottom panel. In the baseline condition, Kennedy’s percentage of correct implementation ranged from 25.0 to 41.6% ($M = 32.7\%)$. During the first intervention session, Kennedy’s percentage of correct implementation increased to 75.0\% and then varied from 79.2 to 91.6\%, until it remained stable at 95.8\% for the last three sessions ($M = 88.9\%;$ range: 75.0–95.8\%).

**Tau-U**

The researchers calculated Tau-U using a web-based Tau-U calculator (http://singlecase.research.org/calculators/tau-u) for the participants. The Tau-U for Riley was 1 ($p < 0.05$, $z = 2.93$), the Tau-U for Olivia was 1 ($p < 0.05$, $z = 2.74$), the Tau-U for Ava was 1 ($p < 0.05$, $z = 3.13$), the Tau-U for Layla was 1 ($p < 0.05$, $z = 3.12$), the Tau-U for Ellie was 1 ($p < 0.05$, $z = 3.10$), and the Tau-U for Kennedy was also 1 ($p < 0.05$, $z = 3.00$). Based on the weighted Tau-U for all participants, the intervention had a large or strong effect with 100\% of participants’ data showing significant improvement ($p < 0.001$, $z = 7.33$) from baseline to intervention with 95\% CIs [0.73, 1]. See Supplementary Materials for raw outputs of Tau-U calculations.

**Discussion**

Overall, the findings indicate the email performance-based feedback was effective in increasing procedural fidelity of MSWO preference assessment implementation in the pre-service teacher participants. All six participants implemented the MSWO preference assessment with high levels of procedural fidelity following email performance-based feedback. These results extend previous findings (i.e., Artman-Meecker & Hemmeter, 2013; Gomez et al., 2021; Gorton et al., 2021; Hemmeter et al., 2011; Martinez Cueto et al., 2021) by isolating the effects of email feedback. Additionally, these results support previous findings (i.e., Barton et al., 2016, 2020; Coogle et al., 2020) suggesting that email performance-based feedback alone is effective in increasing target behavior(s).

In the present study, we used a conservative “all or nothing” whole occurrence measure (similar approach used in Sipila-Thomas et al., 2021) that was biased toward deflating participant performance because a single error resulted in the entire step being marked as incorrectly implemented. An alternative measure would have been a per opportunity measure; however, the use of this measure can be biased toward inflating participant performance (Ledford et al., 2014). For example, in this study there were 15 total trials and each trial consisted of 24 different behaviors the participant could engage in. Therefore, the participant would have 24 opportunities that would be included in the calculation of a whole occurrence measure and 360 opportunities that would be included in the calculation of a per opportunity measure. When calculating the whole occurrence measure, if the participant incorrectly engaged in one specific behavior one time, during the 15 trials, and incorrectly engages in four other specific behaviors one time each, all five behaviors would
be marked incorrect and would result in a score of 79.2% or 19 out of 24 correct, whereas, if a per opportunity measure was used for each trial, the participant would have scored a 98.6% or 355 out of 360 correct. Future research may evaluate the extent to which the whole occurrence measure deflates participant performance and determine if practitioners should proceed with caution in using the whole occurrence measure over the per opportunity measure in practice.

Although the email performance-based feedback increased procedural fidelity for all six participants and Tau-U results indicated the intervention had a large or strong effect, the accuracy of responding varied across participants. Layla and Kennedy did not reach 100% procedural fidelity, though they both reached 95.8% which was implementing 23 out of the 24 steps correctly. Additionally, the number of sessions to reach high levels of fidelity varied across participants. Olivia, Ava, Ellie, and Riley reached 100% procedural fidelity after being exposed to two to six intervention research sessions, while Kennedy and Layla were exposed to six and 11 intervention research sessions, respectively, but both did not reach 100% procedural fidelity.

Future research may evaluate the extent to which the whole occurrence measure deflates participant performance and determine if practitioners should proceed with caution in using the whole occurrence measure over the per opportunity measure in practice.

When conducting a post hoc analysis of participant errors, the two steps most frequently implemented incorrectly were (1) calculating stimulus rankings (Step 23) and (2) accurately transcribing data (Step 24). Incorrectly implementing these two steps when conducting an MSWO preference assessment can be a major issue for two reasons. First, if the implementer used an item that was miscalculated as a top item when providing treatment to an individual with ASD, there may be noticeably different effects in treatment delivery because for treatment delivery to be successful (i.e., increase desired behavior or decrease undesired behavior), an effective reinforcer is required (Bottini & Gillis, 2021; Cooper et al., 2020). Second, if
the implementer did not accurately record data during the implementation of the MSWO, the inaccurate data would result in incorrect decision-making (see Cox & Brodhead, 2021) and may impact the effects of treatment delivery. However, it is unclear why these two specific steps were the two most common errors. One potential cause for the errors could be that the feedback was less effective in explaining how to correctly implement these steps. A second potential cause could be session fatigue as these two steps came at the end of the research session. Future research could evaluate if participants experience similar difficulty when calculating results and recording data when implementing other preference assessment or behavior analytic procedures. For example, a study could evaluate the use of email performance-based feedback on the implementation of a multiple stimulus with replacement preference assessment (DeLeon & Iwata, 1996), paired stimulus preference assessment (Fisher et al., 1992), or free operant preference assessment (Roane et al., 1998) and assess if participants engage in incorrect responses when calculating stimulus rankings or recording data. Additionally, future research could evaluate if another form of feedback (e.g., video model, see DiGennaro-Reed et al., 2010) is required in order to correctly calculate results.

Extension of Previous Literature

The present study extends previous research in at least three ways. First, we standardized the email responses provided to each of the participants to control for variations in the email feedback. In previous studies, emails were not standardized beyond their general frameworks (e.g., general positive opening statements, supportive feedback, corrective feedback, request for response; Artman-Meecker & Hemmeter, 2013; Barton et al., 2016, 2020; Coogle et al., 2020; Gorton et al., 2021; Hemmeter et al., 2011; Martinez Cueto et al., 2021; Zhu et al., 2021). As a result, it was unclear how researchers composed the email feedback for each participant and whether the feedback was specific or general feedback, making replication of these studies difficult. In the present study, we used a pool of specific responses for each component of the email that the primary researcher pulled from. As a result, we were able to rule out researcher variation as a potential source of influence in the present study and demonstrated that providing standardized email responses can improve target behaviors. However, comparisons between customized and standardized email performance-based feedback would still need to be conducted. Additionally, future researchers should consider evaluating other feedback components (e.g., specific vs. general feedback, frequent vs. infrequent feedback, group vs. individual feedback, and source of feedback; Novak et al., 2019; Sleiman et al., 2020) within email feedback in order to further refine email performance-based feedback interventions.

Second, we implemented the training component (i.e., the MSWO training video) prior to the baseline condition in order to isolate the effects of the email feedback and to ensure that any changes that occurred between the baseline and intervention conditions were likely a result of the email feedback alone. The results of the present study demonstrated that providing email performance-based feedback alone can improve implementation of an MSWO preference assessment. Future research could
evaluate if email feedback would increase individuals’ procedural fidelity when implementing procedures such as match-to-sample, manding, and imitation, and other behavioral interventions. Additionally, future researchers could continue to evaluate the use of email feedback with behavior analytic procedures that consist of varying number of steps of increasing difficulty to understand the conditions under which it may or may not have functional value in improving employee performance (e.g., functional analyses, functional communication training).

Third, we used a confederate with a specific list of responses to perform during each research session. Previous literature (i.e., Artman-Meecker & Hemmeter, 2013; Barton et al., 2016, 2020; Coogle et al., 2020; Gomez et al., 2021; Gorton et al., 2021; Hemmeter et al., 2011; Martinez Cueto et al., 2021) did not control for variation in the instructional environment as those studies involved classroom settings where teachers engaged with students. As a result, opportunities for participants to respond may have been at least partially affected by student behavior within those settings. By using a confederate, we eliminated or reduced variation in the instructional environment by holding errors and correct responses constant across all research sessions. Additionally, participants were exposed to each confederate response during each research session, which mimicked the responses a child with ASD may engage in during an MSWO preference assessment. As a result, we were able to evaluate participant behavior in the presence of responses likely encountered in an applied setting across the entire experiment. However, in the present study we did not assess if high procedural fidelity in the presence of a confederate would generalize to a child with ASD. Future research could evaluate if the participant’s fidelity of implementation would generalize to implementing an MSWO preference assessment with a child with ASD after receiving email feedback based on their performance implementing the MSWO with a confederate.

Limitations

Several limitations of the present study should be noted. The first limitation of this study was that it was unclear what specific components (e.g., supportive feedback, corrective feedback) of the email performance-based feedback were responsible for increases in participant procedural fidelity. Second, though all participants achieved high levels of procedural fidelity, the extent to which these gains maintain or persist long term is unknown because we only evaluated the immediate effects the email performance-based feedback had on implementation of the MSWO preference assessment. Third, the primary data collector reviewed and scored research session videos in the order in which they were recorded; as a result, the primary data collector was aware of the experimental conditions the participants were exposed to during each research session. Finally, we evaluated participant responding in the presence of a confederate instead of an individual with ASD. Although the use of a confederate allowed the researchers to control for variation in the instructional environment and provided opportunities for participants to respond to multiple learner responses, the extent to which high levels of procedural fidelity would generalize to individuals with ASD is unclear. Results of previous training studies (e.g.,
Lipschultz et al., 2015) that have used a confederate and then evaluated participant performance in the presence of a child found high levels could be achieved. However, future research could evaluate the effects of email performance-based feedback on the implementation of an MSWO preference assessment with individuals with ASD in person or within a remote context. Finally, to our knowledge, this was the first study to evaluate email performance-based feedback effects on a procedure that consists of more than eight discrete steps. Future research could continue to evaluate email performance-based feedback on other multiple step behavior analytic procedures (e.g., implementing a gross motor imitation program, conducting a functional analysis) in order to understand the extent to which email feedback can be used. Though email performance-based feedback appears to be helpful, until future research is conducted, we urge caution in viewing it as substitute for in-person feedback. Instead, email may be considered another tool to delivering high-quality feedback to help teachers improve fidelity of implementation of behavioral procedures.
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