We evaluate string one-loop contributions to the Kähler metric of D-brane moduli (positions and Wilson lines), in toroidal orientifolds with branes at angles. Contributions due to bulk states in the loop are known, so we focus on the contributions due to states localized at intersections of orientifold images. We show that these quantum corrections vanish. This does not follow from the usual nonrenormalization theorems of supersymmetric field theory.
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1 Introduction

Since the beginning, D-branes have been very important in the formal development of string theory as well as in attempts to apply string theory to particle phenomenology and cosmology. In all three endeavors (formal, phenomenological, cosmological), a central role is played by the D-brane moduli. These moduli fields in general include scalar fields whose vacuum expectation values specify the location of the D-brane, as well as background values of gauge potentials (Wilson lines) for the gauge fields that are localized on the D-branes. The metric on the field space of these moduli, in its various incarnations, contributes to determining the dynamics and ground state of the theory.

For phenomenology, although these moduli fall in the adjoint representation of the D-brane gauge group and are usually not thought of as matter fields, they have been used as toy models for matter fields (see e.g. [1]). For cosmology, although these moduli are in principle charged, they are uncharged under the relevant remnant gauge group, so they are still appropriate for inflation (see e.g. [2] for a recent review). In general, the metric on the space of D-brane moduli is of great interest also for applications.

Sometimes, quantum corrections to this metric can become relevant. Symmetries can render the moduli potential particularly simple or in exceptional cases, can make it vanish. Then, quantum corrections to the metric on field space could contribute interesting dependence on the D-brane moduli. Even if the quantum corrections are not leading, they can have useful interpretations. For example, when the moduli are all fixed, the corrections may reduce to anomalous dimensions for the D-brane moduli fields (see e.g. [3] for a related orientifold example), that induce scale dependence in the low-energy effective theory. Calculations of similar type can also be used to compute masses for adjoint fields, that have been argued to provide one-loop Dirac gaugino masses (first calculated in [4]). The virtue of these for phenomenology has been emphasized for example in [5].

In this paper, we continue developing the formalism for computing quantum corrections to the metric of D-brane moduli, in Type IIA orientifolds with D6-branes at angles. The D-brane moduli can a priori couple to orbifold-charged open string states localized at intersections of various orbifold

---

1This is a charge under the group of space rotations, so should not be confused with their charge under the
images of a given D-brane. In other words, a D-brane at angles can intersect its own orbifold image, and therefore also states localized at these intersections can run in an open string loop. These corrections are referred to as $\mathcal{N} = 1$ corrections, as they only appear for D-branes that have nonvanishing intersection angle along all three two-tori.

There are also loop contributions due to states not localized at intersections, when there exist branes that are parallel along one two-torus. (This is the only other nontrivial option, because branes cannot be parallel along two two-tori but not the third and still preserve supersymmetry.) Such special configurations preserve enhanced $\mathcal{N} = 2$ supersymmetry, so those corrections are referred to as $\mathcal{N} = 2$ corrections. The enhanced supersymmetry actually prevents string oscillators from contributing, so these corrections only come from zero modes (winding or Kaluza-Klein momentum modes). These corrections are well studied in related situations and we will be able to adapt existing results to our configurations.

The $\mathcal{N} = 1$ contributions are less well understood. We find by direct calculation that string loop corrections due to states localized at image intersections vanish, for any orbifold and any brane configurations with minimal supersymmetry in four dimensions ($\mathcal{N} = 1$). There is no corresponding nonrenormalization theorem for Kähler metrics in minimally supersymmetric field theory. With minimal supersymmetry, there is also no direct argument that string states decouple in the loop, and a priori our expressions contain contributions from massive string states, it is just that the contributions all vanish. Therefore we have really proven a “string nonrenormalization theorem”. In addition, it is rather rare that statements can be made about minimally supersymmetric orientifolds that hold regardless of orbifold group or brane configuration, but this is one such statement. Another statement of this kind was recently made about the absence of mass renormalization due to $\mathcal{N} = 1$ contributions, in [6].

It would be interesting to understand how and whether this result can be recast as a statement about symmetries of the theory. Some tentative arguments in this direction can be made, but at the moment we do not know how to cleanly formulate the vanishing result in this paper in terms of symmetries. We will comment on this issue, as well as possible generalizations, in the conclusions.

In [7] we pursued a similar calculation neglecting the contributions we consider here. There, following the seminal work [8], we first considered a reduction of the relevant (tree-level) effective supergravity using the standard curvilinear coordinates on the covering torus, identified the correct combinations of moduli, then rewrote the worldsheet action in terms of them. By varying this rewritten worldsheet action directly with respect to the moduli fields of interest, we obtained the corresponding vertex operators, that then automatically captured the full moduli dependence. In this paper, we found it useful to generalize this strategy somewhat to obtain the moduli dependence for D-branes at angles. Here, we will not use the standard curvilinear coordinates on the covering tori, but a better choice of coordinate frame is one that is adapted to the D-branes of interest. A related approach was used to great effect in the work by Hassan [9]. Our strategy will essentially be to generalize this to D-branes at angles. Another relevant paper is [10], where similar vertex
gauge group. They are sometimes called “twisted” though we prefer to reserve this terminology for states that have non-integer operator product expansions.
operators to ours were introduced and used for tree-level string calculations.

One-loop corrections to gauge couplings have been studied in greater detail than corrections to
the Kähler metric, and we will make heavy use of [11] and [12] for much of the background detail. Although our results will be valid for any orientifold and any brane configuration, we provide some explicit examples in the appendix, focused on the $T^6/Z'_6$ orientifold and a two-stack configuration (for simplicity). We will not consider any direct phenomenological applications in this paper, but the interested reader may consult [12] for phenomenologically interesting spectra in the $T^6/Z'_6$ orientifold with more brane stacks.

There is plentiful literature on string calculation in toroidal orientifolds, but few make progress
on the technical details needed for the kind of calculation we present here. Some examples of papers
that develop techniques that are relevant to this work are [11, 10, 13].

2 String effective action

We begin by an overview of the dimensional reduction of the tree-level effective supergravity action
and how the D-brane moduli appear. Then we review the vertex operators with which one can compute this supergravity action as a low-energy limit of string theory. Finally, in sec. 4 and 5 we
use these vertex operators to calculate string amplitudes, from which we extract the one-loop Kähler
metric of the D-brane moduli.

2.1 Kähler variables

Let us remind the reader that in effective Type IIB supergravity the open string moduli are defined as

$$A^i = U_i a^i_1 - a^i_2, \quad \text{(no sum over } i)$$

(1)

where $U_i$ is the complex structure modulus of the $i$th torus. Under T-duality the complex structure
modulus is mapped to the corresponding Kähler modulus $T_i$ of the same torus. The form of the open
string moduli (1) can be derived via a dimensional reduction, cf. [8]. In the case of D9/D5-branes
the dimensional reduction gives

$$\mathcal{L}^{(4)} = \frac{1}{2} R^{(4)} + \frac{\partial S \partial \bar{S}}{(S - \bar{S})^2} + \sum_{i=1}^3 \left[ \frac{\partial U_i \partial \bar{U}_i}{(U_i - \bar{U}_i)^2} + \frac{(\partial \text{Im} T_i)^2}{(T_i - \bar{T}_i)^2} + \frac{(\partial \text{Re} T_i + \frac{1}{2} \sum_{\text{branes}} a^i_1 \partial a^i_2)^2}{(T_i - \bar{T}_i)^2} \right]$$

$$+ \sum_{\text{branes}} \left[ \frac{|U_i \partial a^i_1 - \partial a^i_2|^2}{(T_i - \bar{T}_i)(U_i - \bar{U}_i)} \right].$$

(2)

Strictly speaking this form of the action would arise in a reduction on a factorized six-torus and
some of the complex structure moduli might not be moduli in the orbifold. The form of the open
string moduli can be inferred from the last term in (2). It arises from the kinetic term of the gauge
fields on the brane, i.e. from an expansion of the DBI action. A reduction of the DBI action can be redone in the T-dual type IIA picture with branes at angles. In order to do so, we distinguish the indices of coordinates according to whether they are parallel or tangent to the brane and/or to the non-compact space-time, i.e.

\[ \mu : \parallel \mathbb{R}^{1,3} , \]
\[ A : \parallel \text{brane but } \perp \mathbb{R}^{1,3} , \]
\[ a : \perp \text{brane} . \]  

The coordinates along the brane are denoted by \( \{ \xi^\mu, \xi^A \} \) and the coordinates along space-time are \( \{ X^\mu, X^A, X^a \} \). We work in static gauge, i.e. \( X^A = \xi^A \). To do so, we concentrate on a single representative of an orbit.

We are interested in expanding \( \sqrt{\det(P[G] + \mathcal{F})} \) to second order in the fluctuations along or transverse to the branes. \( P[G] \) stands for the pullback of the metric. In appendix A, we obtain for the kinetic term

\[
\sqrt{\det G_{\mu\nu}} \sqrt{\det G_{AB}} \sum_i \frac{1}{2} \left( (\partial_\mu A_i - B_i \partial_\mu \phi^i)(\partial^\mu A_i - B_i \partial^\mu \phi^i) + \rho_i^2 \partial_\mu \phi^i \partial^\mu \phi^i \right) \frac{1}{L_i^2}
\]

\[
= \sqrt{\det G_{\mu\nu}} \sqrt{\det G_{AB}} \sum_i \frac{1}{2L_i^2} |T_i \partial \phi^i - \partial A_i|^2
\]

with

\[ T_i = B_i + i\rho_i , \]

where \( B_i \) denotes the component of the B-field along the \( i \)th torus, \( \rho_i \) is the volume of the \( i \)th torus and \( L_i \) is the length of the brane along the \( i \)th torus, as discussed in more detail in Appendix [A].

Analogy to (1) and (2) suggests to define the open string moduli according to

\[ \Phi^i = T_i \phi^i - A_i \quad \text{(no sum over } i) . \]  

This is in agreement with formula (3.51) in [20].

### 2.2 Real vertex operators: no relative angles

As mentioned in the previous section, the coordinates \( \{ X^A, X^a \} \) are adapted to a specific brane, with an explicit split into parallel and perpendicular coordinates. A particular split of this kind will obviously not work for two branes at nonzero angles simultaneously. However, for our purposes we only need to insert vertex operators on a single stack of branes. This is because we are interested in calculating a scalar two-point function and inserting the two vertex operators on two different branes in an annulus diagram would lead to a vanishing result after summing over the branes and

---

2Note also the definitions of their \( \epsilon \) and \( \theta \) on the bottom of page 15 and 17, respectively.
their orientifold images. (We will come back to the different diagrams contributing to the two-point function in sec. [3].) Therefore, we will only make insertions on a single boundary at a time and our variables and vertex operators can be adapted to the stack on which we make the insertion.

But correlators of those vertex operators, even if inserted at a single stack, will involve propagators that are determined by boundary conditions at both ends of the open string. So we see that amplitudes will depend on the relative angle between D-branes through the correlators, even though the vertex operators on any given stack may be adapted to that stack.

One can consider vertex operators for intrinsic D-brane worldvolume fields or for ambient spacetime fields. We will consider spacetime fields, but for completeness we write the relation to worldvolume fields in appendix B, following Hassan [9]. The vertex operator for spacetime fields can be read off from that reference

\[ V_{A^M} = \frac{g_o}{\sqrt{2\alpha'}} \int_{\partial \Sigma} d\tau A_M \left[ i\partial_\tau X^M + \frac{\alpha'}{2} p_N (\psi^N + \eta \tilde{\psi}^N)(\psi^M + \eta \tilde{\psi}^M) \right] e^{ip\cdot X}, \]

\[ V_{\phi^M} = \frac{g_o}{\sqrt{2\alpha'}} \int_{\partial \Sigma} d\tau \phi^M \left[ iB_{MN}\partial_\tau X^N - G_{MN}\partial_\sigma X^N \right. \]

\[ + \frac{\alpha'}{2} p_K (\psi^K + \eta \tilde{\psi}^K)(E_{MN}\psi^N - \eta E^{T}_{MN}\tilde{\psi}^N) \left. \right] e^{ip\cdot X}, \]

where \( g_o \) is the (dimensionless) open string coupling, and the \( \alpha' \) factor is such that the vertex operators are dimensionless (for the normalization factor see [17]). Also \( \eta = \pm 1 \) is defined to take the same value at both ends in the Ramond sector and the opposite value at the two ends in the Neveu-Schwarz sector. Without loss of generality, we assign \( ^4 \)

\[ \eta = \begin{cases} +1, & \sigma = \pi \\ +1 \ (R), & \sigma = 0 \\ -1 \ (NS), & \sigma = 0 \end{cases} \]

(8)

We emphasize that the sign combinations in the above vertex operators are defined to be T-duality covariant. For example, using the T-dual coordinate \( X'(w,\bar{w}) = X_L(w) - X_R(\bar{w}) \) one sees that \( \partial_\sigma \rightarrow -i\partial_\tau \), which enforces the above sign relation between \( \partial_\tau X \) in \( V_{A^M} \) and \( \partial_\sigma X \) in \( V_{\phi^M} \). For vanishing \( B \)-field background (which we assume from now on), the vertex operators for the Wilson lines are the same as above, but the position scalars simplify to

\[ V_{\phi^N} = -\frac{g_o}{\sqrt{2\alpha'}} \int_{\partial \Sigma} d\tau \phi^N \left[ i\partial_\sigma X^N - \frac{\alpha'}{2} p_K (\psi^K + \eta \tilde{\psi}^K)(\psi^N - \eta \tilde{\psi}^N) \right] e^{ip\cdot X}, \]

where

\[ \phi^N = \phi^M G_{MN} \]

To be specific, formula (52) together with (8)-(11) in [9]. This reference uses a Lorentzian worldsheet, but we will Wick rotate to a Euclidean worldsheet. This means \( \partial_\tau \rightarrow i\partial_\tau \). The vertex operators in principle receive an overall \( i \) from the integration measure, but this is absorbed in the Euclidean definition of the functional integral.

This is the same choice as in Polchinski [18], Ch. 10, which he calls \( \nu' = 0 \).
In static gauge, the only non-vanishing components of the fields with lower indices are \( \phi_a \) and \( A_A \), cf. eq. (3) for the notation, and also appendix B. (That is, \( \phi_A = A_a = 0 \), but we emphasize that this is a gauge-dependent statement, as explained in detail in [9].) Moreover, we only consider momentum along the non-compact directions so that the only non-vanishing momentum components are \( p_\mu \). Thus, the vertex operators become

\[
V_{A_A} = \frac{g_0}{\sqrt{2\alpha'}} \int_{\partial \Sigma} d\tau A_A \left[ i \partial_\tau X^A + \frac{\alpha'}{2} p_\mu (\psi^\mu + \eta \tilde{\psi}^\mu)(\psi^A + \eta \tilde{\psi}^A) \right] e^{ip \cdot X}, \\
V_{\phi_a} = -\frac{g_0}{\sqrt{2\alpha'}} \int_{\partial \Sigma} d\tau \phi_a \left[ \partial_\sigma X^a - \frac{\alpha'}{2} p_\mu (\psi^\mu + \eta \tilde{\psi}^\mu)(\psi^a - \eta \tilde{\psi}^a) \right] e^{ip \cdot X}. \tag{11}
\]

These can be rewritten in a more familiar form using the boundary conditions. To do so, we recall that the relations between the left- and right-moving fermions in Neumann and Dirichlet directions, respectively, are

\[
\psi^\mu |_{\sigma=0,\pi} = \eta \tilde{\psi}^\mu |_{\sigma=0,\pi} \quad \text{(Neumann)}, \\
\psi^A |_{\sigma=0,\pi} = \eta \tilde{\psi}^A |_{\sigma=0,\pi} \quad \text{(Neumann)}, \\
\psi^a |_{\sigma=0,\pi} = -\eta \tilde{\psi}^a |_{\sigma=0,\pi} \quad \text{(Dirichlet)}, \tag{12}
\]

where of course both sides have to be taken at the same value of \( \sigma \), i.e. both at \( \sigma = 0 \) or both at \( \sigma = \pi \). Using this we find

\[
V_{A_A} = \frac{g_0}{\sqrt{2\alpha'}} \int_{\partial \Sigma} d\tau A_A \left[ i \partial_\tau X^A + 2\alpha' (p \cdot \psi) \psi^A \right] e^{ip \cdot X}, \\
V_{\phi_a} = -\frac{g_0}{\sqrt{2\alpha'}} \int_{\partial \Sigma} d\tau \phi_a \left[ \partial_\sigma X^a - 2\alpha' (p \cdot \psi) \psi^a \right] e^{ip \cdot X}. \tag{13}
\]

The reason that each pair of terms in the fermions added up instead of cancelling (which would have been the other possibility) is that the combinations of worldsheet fields in the vertex operators are defined as the pieces that are nonvanishing under the given boundary conditions (see appendix B). However, since we have now made explicit use of the boundary condition for \( \psi \), the distinction is no longer manifest.

To keep this simple holomorphic form of the vertex operators but still impose boundary conditions in a way that makes no explicit reference to right-movers we use the well-known “doubling trick” (see e.g. [17]). The trick is to define a “doubled” holomorphic fermion field extending into the “unphysical” region \( \pi < \sigma \leq 2\pi \) by using the right-mover \( \tilde{\psi} \) there:

\[
\psi^A(\sigma, \tau) = \begin{cases} 
\psi^A(\sigma, \tau), & 0 \leq \sigma \leq \pi \\
\tilde{\psi}^A(2\pi - \sigma, \tau), & \pi \leq \sigma \leq 2\pi
\end{cases}, \\
\psi^a(\sigma, \tau) = \begin{cases} 
\psi^a(\sigma, \tau), & 0 \leq \sigma \leq \pi \\
-\tilde{\psi}^a(2\pi - \sigma, \tau), & \pi \leq \sigma \leq 2\pi
\end{cases}. \tag{14}
\]
The boundary condition at $\sigma = \pi$ is automatically fulfilled, while the condition at $\sigma = 0$ amounts to the periodicity conditions

$$
\psi^A(2\pi, \tau) = \eta \psi^A(0, \tau), \\
\psi^a(2\pi, \tau) = \eta \psi^a(0, \tau).
$$

Then we can use the same expressions for the vertex operators as for the physical left-movers above, but now where $\psi^a$ and $\psi^A$ are holomorphic and defined over the full range 0 to $2\pi$.

### 2.3 Complex vertex operators: angles

In this section we write down vertex operators directly for the complex variables $\Phi^i$ defined in (6). It might be worthwhile to contrast our approach with that of [13]. Those authors consider vertex operators with branch cuts in the complex plane. We work entirely in cylinder variables, where there is no branch cut. Instead there is quasiperiodicity as a vertex operator crosses through the unphysical region — in the sense of the method of images — back into the physical region (see figure 3) below. Another difference is that those authors begin by performing real matrix rotations, and then diagonalize to obtain complex embedding coordinates. They can reproduce the DBI action as output. We obtain our variables by comparing with the reduction of the DBI action as input, but we consider adapted coordinates, so we do not need to diagonalize. Ultimately, whatever approach one prefers they should be equivalent, and indeed we reproduce their results on D-branes at angles, for example [36] (with the replacement $U \to -1/U$, as we T-dualize on a different axis). For other work in this direction see also [24].

Now on to the calculation. We have to introduce complex coordinates along the internal tori. In the conventions of [17], we have $\partial_\sigma = \partial + \bar{\partial}$ and $\partial_\tau = i(\partial - \bar{\partial})$, using which the boundary conditions are

$$
(\partial + \bar{\partial})X^A = 0 \quad \text{Neumann, along brane} \\
(\partial - \bar{\partial})X^a = 0 \quad \text{Dirichlet, perpendicular to brane.}
$$

Now for our variables

$$
Z^i_\theta = \frac{1}{\sqrt{2}}\left(L_i X^{2i+3} + iD_i X^{2i+4}\right), \\
\Phi_i = T_{\delta^j} - A_i \quad \text{(no sum over } i\text{)}.
$$

where $X^{2i+3}$ is a coordinate along the $i$th torus parallel to the brane (stack) and $X^{2i+4}$ is transverse to it, i.e. $X^{2i+3}$ is one of the coordinates $X^A$ and $X^{2i+4}$ is one of the coordinates $X^a$, but the present notation emphasizes the relation to the $i$th torus, cf. fig. 1. In (18), $L_i$ is the length of the brane along the $i$th torus and $D_i$ is the distance to the neighboring parts of the brane along the $i$th torus. For more detail, see fig. 7 and eqs. (122) in the appendix. The normalization in (18) was chosen in order to ensure

$$
\langle \partial Z^i_\theta(z) \partial \bar{Z}^j_\theta(w) \rangle = \frac{\delta^{ij}}{|z - w|^2}
$$

9
Figure 1: Tilted coordinates for a brane with wrapping number \((n,m) = (2,1)\). The complex coordinates \(Z_i^\theta\) and \(\Psi_i^\theta\) also include the length \(L_i\) and perpendicular distance \(D_i\).

at disk level, when normalizing the coordinates in such a way that

\[
\langle \partial X^I(z)\partial X^J(w) \rangle = \frac{G^{IJ}}{|z-w|^2}.
\]

(21)

Here, \(X^I, X^J\) stand for any of the internal coordinates and the internal metric is given by a product of three factors of the diagonal form given in (128).

Using (18), the boundary conditions (16) can be rephrased as

\[
\bar{\partial}Z_{\theta_i}^i = -\partial Z_{\theta_i}^i,
\]

(22)

\[
\bar{\partial}\bar{Z}_{\bar{\theta}_i}^i = -\partial \bar{Z}_{\bar{\theta}_i}^i.
\]

(23)

Inverting the expressions (18) and (19) and using \(T = iT_2\) for a background without \(B\)-field gives

\[
A_i = -\frac{1}{2}(\Phi_i + \bar{\Phi}_i),
\]

\[
\phi_i = \frac{\Phi_i - \bar{\Phi}_i}{2i(T_1)_2}
\]

(24)

and

\[
X^{2i+3} = \frac{1}{\sqrt{2L_i}}(Z_{\theta_i}^i + \bar{Z}_{\bar{\theta}_i}^i),
\]

(25)

\[
X^{2i+4} = \frac{1}{\sqrt{2iD_i}}(Z_{\theta_i}^i - \bar{Z}_{\bar{\theta}_i}^i).
\]

(26)

Note that the boundary action and the corresponding vertex operators (13) involve the position variables \(\phi\) with a lower index instead of an upper index. Using the metric (128), this can be obtained as

\[
\phi_i = D_i^2 \frac{\Phi_i - \bar{\Phi}_i}{2i(T_1)_2}.
\]

(27)
Figure 2: Covering space. Since $|n + mU| = |n + m\bar{U}|$, dividing $n + mU$ by $n + m\bar{U}$ gives just the angle $e^{2i\theta}$. In this example $(n, m) = (2, 1)$.

Now we have

$$\mathcal{L}_{\text{bdry}}^X \sim iA_A \partial_r X^A - \phi_\sigma \partial_\sigma X^a = iA_i \partial_r X^{2i+3} - \phi_i \partial_\sigma X^{2i+4}$$

$$= -\frac{i}{2} (\Phi_i + \bar{\Phi}_i) i(\partial - \bar{\partial}) \frac{1}{\sqrt{2L_i}} (Z^i_\theta + \bar{Z}^i_\theta) - D^2 \Phi_i - \bar{\Phi}_i (\partial + \bar{\partial}) \frac{1}{\sqrt{2iD_i}} (Z^i_\theta - \bar{Z}^i_\theta)$$

$$= \frac{1}{2\sqrt{2L_i}} \left[ (\Phi_i + \bar{\Phi}_i) (\partial - \bar{\partial}) (Z^i_\theta + \bar{Z}^i_\theta) + (\Phi_i - \bar{\Phi}_i) (\partial + \bar{\partial}) (Z^i_\theta - \bar{Z}^i_\theta) \right]$$

$$= \frac{1}{\sqrt{2L_i}} \left[ \Phi_i (\partial Z^i_\theta - \bar{\partial} \bar{Z}^i_\theta) + \bar{\Phi}_i (\partial \bar{Z}^i_\theta - \bar{\partial} Z^i_\theta) \right],$$

where in the third line we used $D_i L_i = (T_i)_2$, cf. (122). Using (22), this can be rewritten as

$$\mathcal{L}_{\text{bdry}}^X \sim \frac{\sqrt{2}}{L_i} \left[ \Phi_i \partial Z^i_\theta + \bar{\Phi}_i \bar{\partial} \bar{Z}^i_\theta \right].$$

Before considering the fermions, let us mention that we of course did not have to use coordinates $Z_\theta$ adapted to a specific brane. Another obvious choice would be fixed orthogonal coordinates corresponding to basis vectors along the horizontal and vertical axis in each internal plane. Then $\theta$ would correspond to the rotation angle of the brane with respect to the horizontal axis, cf. fig. 1, and the relation to those coordinates $Z$ is simply

$$Z_\theta = e^{-i\theta} Z.$$  

It is of course for this reason that we put the subscript $\theta$ on our adapted $Z_\theta$ coordinate. In the un-adapted $Z$ coordinate, the boundary conditions become

$$\partial \bar{Z} = -e^{-2i\theta} \partial Z,$$

$$\bar{\partial} Z = -e^{2i\theta} \bar{\partial} \bar{Z}.$$
In the orbifold the angle is fixed by the wrapping numbers and the complex structure of the spacetime torus. We see in figure 2 that
\[ e^{i\theta} = \sqrt{\frac{n + mU}{n + m\bar{U}}} \] (36)

For now we will keep the adapted coordinate \( Z_\theta \) defined in (18).

We use the same logic to obtain the fermion contribution to the vertex operator as we did for the bosonic part. We define
\[ \Psi^i_\theta = \frac{1}{\sqrt{2}} \left( L_i \psi^{2i+3} + iD_i \psi^{2i+4} \right) \]
\[ \bar{\Psi}^i_\theta = \frac{1}{\sqrt{2}} \left( L_i \bar{\psi}^{2i+3} + iD_i \bar{\psi}^{2i+4} \right) \] (37)

This leads to
\[ \psi^{2i+3} = \frac{1}{\sqrt{2L_i}} (\Psi^i_\theta + \bar{\Psi}^i_\theta) \] (38)
\[ \psi^{2i+4} = \frac{1}{\sqrt{2iD_i}} (\Psi^i_\theta - \bar{\Psi}^i_\theta) \] (39)

and the same for the quantities with tildes. Using this and (24) and we obtain for the fermionic contribution (suppressing a factor \( \alpha' p_\mu \psi^\mu \))
\[ L^\psi_{\text{bdry}} \sim A_A(\psi^A + \eta \bar{\psi}^A) + \phi_a(\psi^a - \eta \bar{\psi}^a) \]
\[ = -\frac{1}{\sqrt{2L_i}} \left[ \Phi_i(\Psi^i_\theta + \eta \bar{\Psi}^i_\theta) + \bar{\Phi}_i(\bar{\Psi}^i_\theta + \eta \bar{\Psi}^i_\theta) \right] \] (40)

This can still be simplified by using the boundary conditions
\[ \psi^A = \eta \bar{\psi}^A \quad \psi^a = -\eta \bar{\psi}^a \] (42)

which can be rewritten using (38) and (39) as
\[ \bar{\Psi}^i_\theta = \eta \Psi^i_\theta \] (43)

Using this in (41), we finally obtain
\[ L^\psi_{\text{bdry}} \sim A_A(\psi^A + \eta \bar{\psi}^A) + \phi_a(\psi^a - \eta \bar{\psi}^a) \]
\[ = -\frac{\sqrt{2}}{L_i} \left[ \Phi_i \Psi^i_\theta + \bar{\Phi}_i \bar{\Psi}^i_\theta \right] \] (44)

We now have the result for bosons and fermions, and reinstating the factor \( \alpha' p_\mu \psi^\mu \) the total vertex operators are (no summation over \( i \))
\[ V_{\Phi_i} = \frac{g_0}{\sqrt{\alpha'} L_i} e_i \left[ \partial Z^i_\theta - \alpha' p_\mu \psi^\mu \Psi^i_\theta \right] e^{ip \cdot X} \]
\[ V_{\bar{\Phi}_i} = \frac{g_0}{\sqrt{\alpha'} L_i} e_i \left[ \partial \bar{Z}^i_\theta - \alpha' p_\mu \bar{\psi}^\mu \bar{\Psi}^i_\theta \right] e^{ip \cdot X} \] (45)

12
where \( e_i \) denotes the polarisation in field space. We emphasize again that these vertex operators make use of the coordinates which are adapted to a particular brane (stack). Only in the special case that all vertex operators are inserted on the same brane, as we will consider in the rest of this paper, can they be directly applied. This does not work for non-planar amplitudes, where vertex operators are inserted on different branes at relative angles (which might be image branes under the orientifold action). In those cases one would have to rotate the coordinates \( Z_\theta \) (and similarly the fermions \( \Psi_\theta \)) like in (33) with an angle appropriate for the brane on which the vertex operator is inserted. We note that even for planar amplitudes where (45) can be used, the correlators will always depend explicitly on the relative angle, as we will show momentarily.

Before proceeding further, however, let us perform a quick test of our vertex operators (45), by reproducing the known moduli dependence at tree level. At disk level the correlator has the moduli dependence

\[
\langle V_{\Phi_i} V_\bar{\Phi}_i \rangle \sim e^{-\Phi_{10}} \prod_j L_j ,
\]

where the factor \( e^{-\Phi_{10}} \) comes from the usual dilaton dependence of a disk amplitude and \( \prod_j L_j \) is the volume of the cycle wrapped by the brane under consideration. This factor arises from the integration over the zero modes of \( X_A \). In order to obtain the moduli dependence of the Kähler metric, one should perform a Weyl rescaling, leading to an additional factor of

\[
e^{2\Phi_4} = e^{2\Phi_{10}} \text{Vol}^{-1},
\]

where \( \text{Vol} = \prod_j (T^2)_j \) is the volume of the Calabi-Yau orientifold. This results in

\[
G_{\Phi_i \Phi_i}^{\text{disk}} \sim \frac{e^{\Phi_{10}}}{L_i^2} \prod_{j=1}^3 \frac{L_j}{(T_2)_j} = \frac{e^{\Phi_4}}{V_i(T_2)_i} \prod_{j=1}^3 \sqrt{V_j} ,
\]

where we used (122) (together with (133)) and (186). This moduli dependence precisely agrees with known results, for example eq. (53) in [14].

We now go through the arguments of the doubling trick again for the complexified fermion. As in (43), the boundary condition at each end can have a phase associated with that end, and we now emphasize this by an index on the angle \( \theta \):

\[
\Psi_{\theta_0} = \eta \Psi_{\theta_0} \quad (\text{at } \sigma = 0) ,
\]

\[
\Psi_{\theta_\pi} = \eta e^{-2i(\theta_\pi-\theta_0)} \Psi_{\theta_0} \quad (\text{at } \sigma = \pi) .
\]

We now want to express them in terms of a single field, let us say adapted to the brane at angle \( \theta_0 \). To do so we simply rotate \( \Psi_{\theta_x} = e^{-i(\theta_x-\theta_0)} \Psi_{\theta_0}, \ \Psi_{\theta_x} = e^{-i(\theta_x-\theta_0)} \Psi_{\theta_0} \) to obtain

\[
\Psi_{\theta_0} = \eta \tilde{\Psi}_{\theta_0} \quad (\text{at } \sigma = 0) ,
\]

\[
\Psi_{\theta_0} = \eta e^{-2i(\theta_\pi-\theta_0)} \tilde{\Psi}_{\theta_0} \quad (\text{at } \sigma = \pi) .
\]

\^The integral over zero modes \( x_0^a \) usually produces a delta function in spacetime momenta, cf. (6.2.13) in [17]. However, in our case there is no momentum along the \( X^A \) directions, so the zero modes \( x_0^A \) drop out of the integrand. Then, the integral simply gives the volume of the three-cycle that the brane wraps.
The doubling trick again extends the fermion into the “unphysical” region $\pi < \sigma \leq 2\pi$ by using a translated right-mover $\tilde{\Psi}_\theta$ there:

$$
\Psi_{\theta_0}(w) = \begin{cases} 
\Psi_{\theta_0}(w), & 0 \leq \text{Re} \, w \leq \pi \\
\eta e^{2i(\theta_n - \theta_0)}\tilde{\Psi}_{\theta_0}(2\pi - \bar{w}), & \pi \leq \text{Re} \, w \leq 2\pi.
\end{cases}
$$

The boundary condition at $\text{Re} \, w = \pi$ is now fulfilled by construction, while the condition at $\text{Re} \, w = 2\pi$ becomes $\Psi_{\theta_0}(2\pi) = \eta e^{2i(\theta_n - \theta_0)}\tilde{\Psi}_{\theta_0}(0)$, which using (48) turns into the quasiperiodicity condition

$$
\Psi_{\theta_0}(2\pi) = e^{2i(\theta_n - \theta_0)}\Psi_{\theta_0}(0).
$$

So this is a condition on the doubled holomorphic field. Therefore it is best interpreted on the covering torus. The doubling trick for the complex bosons $Z$ works completely analogously.

To summarize, the angle difference $2(\theta_n - \theta_0)$ appears as a twist of the boundary condition in the horizontal direction on the covering torus. See figure 3 for an illustration. This means that even if the direct dependence on the angle of the brane can be rotated away for vertex operators inserted at only a single boundary (using $Z$ and $\Psi$ above), the relative angle of rotation between two branes will still appear in correlators of the holomorphic complex fields $Z$ and $\Psi$, since they must display the requisite quasiperiodicity (53). This is of course completely obvious physically; only the relative angle between branes should ultimately affect physical results.

It may be useful to note that if one insists on working with a physical fundamental region, without the doubling trick, there is a formal asymmetry between worldsheet bosons and worldsheet fermions. In particular, the angle appears in correlators of bosons, but for the fermions, the angle is instead hidden in the boundary relation between $\Psi$ and $\tilde{\Psi}$. With the doubling trick, the angle appears in correlators of fermions and bosons in the same way. We emphasize that this is only a matter of convenience and either point of view may be adopted.

### 2.4 One-loop effective action

We now discuss what contributions to the one-loop effective action are expected to be nonzero. First of all, we do expect moduli-dependent $\mathcal{N} = 2$ contributions, as discussed in the introductions by combining the arguments of [7] and [11]. With angles we may also expect additional $\mathcal{N} = 1$ contributions that had no analogy without angles.

The $\mathcal{N} = 2$ contributions arise if some of the branes and orientifold planes are parallel to each other along one of the three tori. Thus, the corrections are very similar to the case without angles, as will be discussed in more detail in sec. 5. Focusing on the dependence on the Kähler moduli $T$, from [7] we expect a Kähler potential correction that has a term quadratic in the D-brane scalar $\Phi$:

$$
\Delta K_{\theta_0}(\Phi, \tilde{\Phi}, T, \bar{T}) \sim f(T)\Phi\tilde{\Phi} + \ldots
$$

\footnote{Compare e.g. eq. (B.9) in the appendix of [13]. There, only the correlator of bosons depends on the open string metric, which in our T-duality frame means it depends on the angle. The correlator of holomorphic fermions, on the other hand, depends only on the closed string metric, i.e. without the angle.}
ψ(2π) = e^{2i(θ_0 - θ_0)}ψ(0)

Ψ(2π) = e^{2i(θ_0 - θ_0)}Ψ(0)

\[ \Psi(2\pi) = e^{2i(\theta_0 - \theta_0)}\Psi(0) \]

\[ \Psi(0) = \eta e^{-2i(\theta_0 - \theta_0)}\Psi \]

\[ \Psi = \eta e^{-2i(\theta_0 - \theta_0)}\Psi \]

\[ \Psi(2\pi) = e^{2i(\theta_0 - \theta_0)}\Psi(0) \]

\[ \Psi(0) = \eta e^{-2i(\theta_0 - \theta_0)}\Psi \]

\[ \Psi = \eta e^{-2i(\theta_0 - \theta_0)}\Psi \]

Figure 3: As the physical cylinder worldsheet only extends between 0 and \( \pi \), the quasiperiodicity of our extended fields on the covering torus lies in the “unphysical” region (in the sense of the method of images). Notice that the branes at \( \sigma = 0 \) and \( \sigma = \pi \) may be at angles, (i.e. \( \theta_0 \neq \theta_\pi \)) but this is not drawn in the figure.

for some function \( f(T) \). From eq. (2.77) of [7] we may guess

\[ \Delta K_{g_2}(\Phi, \tilde{\Phi}, T, \tilde{T}) \sim -E''_2(0, T)\Phi\tilde{\Phi} + \ldots \]  

(55)

where \( E_2 \) is the generalized nonholomorphic Eisenstein series and the derivative is with respect to the first argument \( \Phi \). Using the identity\footnote{This is eq. (C.32) and (C.15) in [7], and we also use (C.17) in [7], but note that the latter has a spurious \( 1/T_2 \).} \[ E''_2(0, T) = -\frac{2\pi i}{T_2^2} E_1(0, T) \] we see that in fact

\[ f(T) \sim \frac{E_1(0, T)}{T_2} \sim \frac{1}{T_2} \left( \ln(|\eta(T)|^4 T_2) + (T\text{-independent terms}) \right), \]  

(56)

where \( \eta \) is the Dedekind eta function. (This can also be understood somewhat more indirectly through well-known moduli-dependent corrections to the gauge coupling, by using \( \mathcal{N} = 2 \) supersymmetry.) We will see the form \[ \text{(56)} \] in section \[ \text{5} \]. To discuss the \( \mathcal{N} = 1 \) contributions, we need to introduce more detail.

3 Setup

We are considering an arbitrary type IIA \( T^6/\mathbb{Z}_N \)-orientifold with D6-branes at angles, but we do not see any reason that our results would not generalize immediately to e.g. \( T^6/(\mathbb{Z}_N \times \mathbb{Z}_M) \). The orientifold group is generated by the orbifold generator \( \Theta \) and \( \Omega \mathcal{R} \), where \( \Omega \) is the worldsheet parity operator and \( \mathcal{R} \) corresponds to a reflection along the \( x \)-axes of the three tori. The background contains brane stacks \([a]\) and orientifold planes \( O_k \). Here, \([a]\) stands for the whole orientifold orbit,
i.e. together with a particular brane \( a \), it also contains all images under the orientifold group actions, i.e. \([a] = \{ a_k = \Theta^k a, \mathcal{R}a_k; k = 0, \ldots, N - 1 \}\). Moreover, the orientifold planes \( O_k \) lie along the three dimensional submanifolds which are kept fixed by the action of \( \mathcal{R} \Theta^k \). This implies that the image \( \mathcal{R}a_k \) can be obtained from \( a \) by a reflection along \( O_k \). In this paper we only consider so-called bulk branes, i.e. orientifold invariant combinations of D-branes. This is to be contrasted with fractional branes, that are themselves localized at fixed points. More detail in the specific example of \( T^6/\mathbb{Z}_6' \) is provided in appendix C.

In this section we would like to review which amplitudes contribute to the 2-point function of the open string positions \( \phi_a \) and Wilson-line scalars \( A_A \). The presentation closely follows the analogous discussion for gauge-coupling corrections in sec. 2.2 of \[11\]. The first point to note is that since we are interested in the 2-point function of certain open string scalars, only worldsheets with a boundary can contribute, i.e. the annulus and Möbius diagrams.

For the annulus amplitude, only strings with no insertion of the orbifold operator \( \Theta^k \) can contribute. (We note that this is quite different from configurations with no angles, when all twists can in principle contribute.) The argument is the following. As is well known \[21, 17\] the trace in the open string channel is written

\[
\sum_k \sum_{a,b} \langle a,b | q^H \Theta^k | a,b \rangle ,
\]

(57)

where \( a \) and \( b \) stand for the branes on which the open string state starts and ends, respectively. More precisely, \( b \) could either be a brane in the same orientifold orbit as \( a \) or in a different orbit. Now, \( \Theta^k | a,b \rangle = |\Theta^k a, \Theta^k b \rangle \), and this is really a different open string state than \( | a,b \rangle \). So the rotated strings do not contribute to the trace. Strictly speaking this argument does not hold for \( k = N/2 \) (for even \( N \)) in which case \( \Theta^{N/2} | a,b \rangle = | a,b \rangle \). However, the \( k = N/2 \)-sector contribution vanishes due to cancellation of twisted tadpoles, which imposes

\[
\text{Tr} \gamma^a_{O_{N/2}} = 0
\]

(58)

on the Chan-Paton factors \[23\]. Thus, only the untwisted annulus amplitudes with \( k = 0 \) can contribute in principle.

Among these, one has to distinguish amplitudes for which both open string ends lie on branes with non-vanishing relative angle along all three tori, leading to \( \mathcal{N} = 1 \) contributions, and those for which the two branes are parallel along one of the three tori, leading to the \( \mathcal{N} = 2 \) contributions discussed in the last section. We will see in section \[4\] that the \( \mathcal{N} = 1 \) contributions actually vanish and we come back to the \( \mathcal{N} = 2 \) contributions in section \[5\].

We now make a general comment. In (57) we could move the finite sum over \( k \) into the trace to exhibit the projector

\[
P_{\text{orbifold}} = \sum_{k=0}^{N-1} \Theta^k | a,b \rangle .
\]

(59)
Because it is a projector (i.e. $P_{\text{orbifold}}^2 = P_{\text{orbifold}}$), the annulus amplitude then only propagates invariant (orbifold-neutral) states $P_{\text{orbifold}}|a,b\rangle$, in the open string channel. But in actual calculation, the trace is performed without moving the sum over $k$ into the trace. That is, it is calculated for each orbifold-charged sector of the theory running in the open-string loop separately, for open strings stretched between specific representatives of the orbifold orbit, and then the sum is performed at the end. The localized states ($\mathcal{N} = 1$ sectors) that we discuss below arise at the intersections of these orbifold (and orientifold) images of D-branes.

Once we have identified under the orbifold action, a brane may still self-intersect in the actual orbifold space at nonzero intersection angle. However as we have seen in this paragraph, what is generated as factors in the annulus amplitudes are the intersection numbers in the covering torus, as opposed to intersection numbers in the actual orbifold space. This will hopefully be clear in the calculation below, and in figure 11.

There is another potentially slightly confusing point here: as argued earlier, our vertex operators are adapted to a brane at a specific angle. But the invariant (orbifold-neutral) open-string states consist of superpositions of open strings stretched between representatives of the orbifold orbit, i.e. we need to use many different angles. This is consistent because in the covering space, the D-brane moduli of each image brane are independent, and only when the superposition is formed to make an orbifold-neutral state do we get a single set of D-brane moduli. This is in fact the same logic given above for states running in the loop: if the external-state D-brane moduli are viewed as independent charged states, the invariant states can be formed at the very end of the calculation by summing over charged states, i.e. effectively applying a projector.

For the Möbius strip the situation is more complicated, as also $k \neq 0$ sectors contribute, i.e. now the open string states in the loop can be rotated while traversing the loop. Similar to the annulus, we can write the Möbius amplitude in the open string channel as a trace

$$\sum_k \sum_{a,a'} \langle a, a' | q^H \Omega R \Theta^k | a, a' \rangle,$$  \hspace{1cm} (60)

where $a' \in [a]$. In order to see which amplitudes actually contribute, let us consider the two cases $a' = R \Theta^m a$ and $a' = \Theta^m a$ separately. In the first case we have

$$\langle a, R \Theta^m a | q^H \Omega R \Theta^k | a, R \Theta^m a \rangle = \langle a, R \Theta^m a | q^H \Omega | R \Theta^k a, R \Theta^k R \Theta^m a \rangle$$

$$= \langle a, R \Theta^m a | q^H \Omega | R \Theta^k a, \Theta^{m-k} a \rangle$$

$$= \langle a, R \Theta^m a | q^H | \Theta^{m-k} a, R \Theta^k a \rangle,$$  \hspace{1cm} (63)

where we used

$$\Theta^k R = R \Theta^{N-k}$$  \hspace{1cm} (64)

when going from the first to the second line. It is obvious from (63) that there will only be a non-vanishing contribution to the trace if $m = k$ or if $m = k + N/2$. The latter does not contribute, but it is not obvious from this argument — see \[\footnote{11}\].
In the second case, we have instead
\[
\langle a, \Theta^m a | q^H \Omega R \Theta^k | a, \Theta^m a \rangle = \langle a, \Theta^m a | q^H \Omega | R \Theta^k a, R \Theta^{k+m} a \rangle
\]
(65)
\[
= \langle a, \Theta^m a | q^H | R \Theta^{k+m} a, R \Theta^k a \rangle .
\]
(66)

We now see (again using (64)) that the necessary condition for a non-vanishing contribution is
\[
a = R \Theta^{k+m} a .
\]
(67)

In other words, we need \(a\) to lie on top of the \(O_{k+m}\) orientifold plane. If we assume that none of the branes lies on top of the orientifold planes (along all three tori), we obtain the result that the non-vanishing contributions from the Möbius amplitudes are
\[
\sum_k \sum_a \langle a, R \Theta^k a | q^H \Omega R \Theta^k | a, R \Theta^k a \rangle .
\]
(68)

It was shown in [11] that these amplitudes have the feature that in the closed string channel only untwisted closed strings are exchanged. It is still possible that \(a\) and \(R \Theta^k a\) are parallel along a single torus (i.e. \(a\) lies on top of \(O_k\) along this particular torus), in which case the contribution would preserve \(\mathcal{N} = 2\) supersymmetry.

In the following section, we will calculate the annulus and Möbius amplitudes in turn.

4 \(\mathcal{N} = 1\) supersymmetric sector

In this section we consider the open strings stretched between two stacks of D6-branes intersecting at non-vanishing angles along every internal torus, where the sum of the three angles is zero (modulo \(\pi\)):
\[
\varphi_1 + \varphi_2 + \varphi_3 = 0 , \quad \varphi_1, \varphi_2, \varphi_3 \neq 0 .
\]
(69)

This configuration preserves \(\mathcal{N} = 1\) supersymmetry in four dimensions and contributions due to these strings are sometimes called \(\mathcal{N} = 1\) sector contributions (cf. for example [11]). It is important not to confuse this \(\mathcal{N} = 1\) untwisted sector with \(\Theta^k\)-twisted sectors, which, for \(k \neq N/2\) and in type IIB, are also called \(\mathcal{N} = 1\) sectors.

Let us mention that the angles \(\varphi\) are related to the \(\theta\) used until now by the simple relation
\[
\varphi = \frac{\pi}{2} - \theta ,
\]
(70)
cf. figs. 4 and 7.
4.1 Annulus amplitude

We proceed to calculate the annulus amplitude in the $k = 0$ sector (the untwisted sector), since as argued above this is the only sector that can contribute. In particular, for concreteness, we compute the 2-point function of open string scalars $\Phi_3$ and $\bar{\Phi}_{\bar{3}}$ polarized along the third two-torus and belonging to the brane (stack) $a$. For the complex annulus coordinate $\nu_A$ (cf. (236)), the vertex operators are integrated along the positive imaginary axis from the origin to $\tau_A = it/2$. Using the vertex operator (45), the expression is (see e.g. [22])

$$
\langle \Phi_3 \bar{\Phi}_{\bar{3}} \rangle_A = \frac{1}{4N} \int_0^{i\infty} d\tau_A \int_0^{\tau_A} d\nu_A \sum_{\text{images}} \sum_{\alpha,\beta} \eta_{\alpha,\beta} Z_A^{\text{tot}} [\alpha]_\beta \langle V_{\Phi}(\nu_A) V_{\Phi}(0) \rangle^{\alpha,\beta}_A
$$

(71)

$$
= \delta \xi e_3 \bar{e}_3 \int_0^{i\infty} dt \int_0^{t/2} d\nu \sum_{\text{images}} \sum_{\alpha,\beta} \text{tr}(\lambda_1 \lambda_2^{\dagger}) \text{tr}(\gamma_0^{\dagger})
$$

$$
\times \eta_{\alpha,\beta} Z_A^{\text{ext}} [\alpha]_\beta Z_A^{\text{int}} [\alpha]_\beta e^{-\delta \langle X(i\nu) X(0) \rangle} \langle \Psi(i\nu) \bar{\Psi}(0) \rangle^{\alpha,\beta}_A \langle \psi(i\nu) \bar{\psi}(0) \rangle^{\alpha,\beta}_A,
$$

(72)

where we wrote $Z_A^{\text{tot}} = Z_A^{\text{ext}} Z_A^{\text{int}}$, $Z_A^{\text{ext}}$ is the spacetime annulus partition function [189], $Z_A^{\text{int}}$ the internal annulus partition function from (190) and $\nu_A = i\nu$ for $\nu$ real. Also, the normalization is

$$
\xi = -\frac{g_s^2 \alpha'}{8N L_3^2},
$$

(73)

where $N$ is the order of the orientifold group, and $\delta = p_1 \cdot p_2$. On-shell, this would vanish. However, in order to calculate the correction to the Kähler metric, one can relax momentum conservation artificially and read off the metric as the coefficient of $\delta$. A similar procedure was used often before, see for instance [35, 36, 37, 3, 38, 17, 33, 6]. We can now insert the expressions for the worldsheet correlators from appendix D and perform the traces over the $U(1)$ subgroups in which our Chan-Paton factors sit (the matrices $\lambda$ are diagonal and have $N_a$ entries of 1, at positions which are

\[ \text{Figure 4: Integration region for } \nu_A. \]
appropriate for the member of the orientifold orbit).

\[ \langle \Phi_3 \bar{\Phi}_3 \rangle_A = \delta \xi e_3 \bar{e}_3 \int_0^\infty \frac{dt}{(4\pi^2 \alpha')^2} \int_0^{t/2} d\nu R_\delta \]

\[ \times \sum_{\text{images}} N_a N_b \sum_{\alpha, \beta = \text{even}} \eta_{\alpha, \beta} \mathcal{Z}_A^{\text{ext}[\alpha]}(\tau_A) \mathcal{Z}_A^{\text{int}[\alpha]}(\tau_A) G_F[\alpha_{\beta}](i\nu, \tau_A) G_F[\alpha_{\beta}^+(i\nu, \tau_A)] , \]

where \( G_F[\alpha_{\beta}](i\nu, \tau_A) \) is the fermionic correlator (246), \( v \) is

\[ v \equiv v_{3ab}^3 = \frac{1}{\pi} (\varphi_a^3 - \varphi_b^3) \]

as defined in the appendix in equation (191), where we note that this depends on the representatives \( a \) and \( b \), which are not indicated explicitly. Finally the function \( R_\delta \) is, from (237),

\[ R_\delta(\nu, t) = e^{-\delta \langle X(i\nu) X(0) \rangle_A} = \left| \frac{\partial_1(i\nu, \tau_A)}{\partial_2(0, \tau_A)} \right|^{2\alpha'} e^{\frac{-4\pi\alpha'\delta^2}{\nu^2}} . \]

We have left the sum over brane images implicit in (74), as it requires some more notation that we will not need in this section, and we relegate the details to the appendix.

We first perform the spin structure sum over \( \alpha, \beta \), using the quartic Riemann identity

\[ \sum_{\alpha, \beta = 0, 1/2}^{\text{even}} \eta_{\alpha, \beta} \partial[\alpha_{\beta}](i\nu, \tau) \partial[\alpha_{\beta}^+(i\nu, \tau)] \prod_{i=1,2} \partial[\alpha_{\beta}^+(i\nu, \tau)](0, \tau) \]

\[ = \partial_{1/2}^{1/2}(i\nu, \tau) \partial_{1/2}^{1/2}(i\nu, \tau) \prod_{i=1,2} \partial_{1/2}^{1/2}(i\nu, \tau) . \]

Doing so, the amplitude reduces to

\[ \langle \Phi_3 \bar{\Phi}_3 \rangle_A = \delta \xi e_3 \bar{e}_3 \sum_{\text{images}} N_a N_b \prod_{i=1}^3 \Pi a b \int_0^\infty \frac{dt}{(4\pi^2 \alpha')^2} \int_0^{t/2} d\nu R_\delta(\nu, t) G_F[1/2+\nu^3](i\nu, \tau_A) . \]

The function \( R_\delta \) acts as an infrared regulator for \( \delta = p_1 \cdot p_2 \rightarrow 0 \), but we will argue that it does not contribute and in fact we can set \( R_\delta \equiv 1 \) in the \( \delta \rightarrow 0 \) limit.

We have now reduced the calculation to computing the integral

\[ \mathcal{I} = \int \frac{dt}{t^2} \int_0^{t/2} d\nu R_\delta(\nu, t) G_F[1/2+\nu^3](i\nu, \tau_A) . \]

It will be convenient to immediately transform to the closed string channel, with \( \ell = 1/t, \tilde{\nu} \equiv 2\nu \ell \)

\[ \mathcal{I} = -i \int \frac{d\ell}{\ell^2} \int_0^{1} d\tilde{\nu} \tilde{R}_\delta(\tilde{\nu}, \ell) G_F[1/2+\nu^3](\tilde{\nu}, 2i\ell) , \]
where

\[ \tilde{R}_\delta(\tilde{\nu}, \ell) = \left| \frac{\vartheta'_1(\tilde{\nu}, 2i\ell)}{2\ell \vartheta'_1(0, 2i\ell)} \right|^{\alpha' \delta}. \] (80)

Here we performed the modular S transformations (238) and (247).

This integral is divergent in several regions of the space of worldsheet moduli \( \tilde{\nu} \) and \( \ell \). There is the usual tadpole divergence for \( \ell \to \infty \) and a possible divergence at \( \ell \to 0 \), that we regulate by cutoffs:

\[ I = -i \int_\mu^\Lambda d\ell \int_0^1 d\tilde{\nu} \tilde{R}_\delta(\tilde{\nu}, \ell) G_F[1/2_{1/2 + v^3}](\tilde{\nu}, 2i\ell). \] (81)

The \( \ell \to \infty \) divergences cancel between diagrams using tadpole cancellation conditions from the vacuum amplitude, as we go through in detail below.

There is also a potential divergence from vertex operator collisions \( \tilde{\nu} \to 0 \), which is regulated by keeping a nonzero (but infinitesimal) \( \delta \). We now proceed to show that this is cancelled for each diagram separately.

### 4.2 Vertex collision divergence

We are interested in the \( \delta \to 0 \) limit of

\[ I_\nu = \int_0^1 d\tilde{\nu} \tilde{R}_\delta(\tilde{\nu}, \ell) G_F[1/2_{1/2 + v^3}](\tilde{\nu}, 2i\ell). \] (82)

The reason that we cannot simply immediately set \( \delta = 0 \), thereby removing \( \tilde{R}_\delta \) altogether, is that there is a vertex collision pole at \( \tilde{\nu} = 0 \) and at \( \tilde{\nu} = 1 \). For instance at \( \nu = 0 \) we have:

\[ G_F(\tilde{\nu}) \to \frac{1}{\tilde{\nu}}, \quad \tilde{R}_\delta(\tilde{\nu}) \to (\tilde{\nu} - 1)\delta \text{ as } \tilde{\nu} \to 0, \] (83)

where we absorbed \( \alpha' \) into \( \delta \) in (83) i.e. \( \alpha' \delta \to \delta \). Because \( \tilde{\nu}^{-1+\delta} \) is integrable for nonzero positive \( \delta \), we see that in fact \( \tilde{R}_\delta \) regulates the integral in the \( \tilde{\nu} \to 0 \) limit. (It may be useful to recall that the limit \( \delta \to 0 \) is the long-distance limit in spacetime, but there is some interplay with a short-distance singularity on the worldsheet.) But because of

\[ \lim_{\tilde{\nu} \to 1} G_F[1/2_{1/2 + v^3}](\tilde{\nu}, 2i\ell) = \lim_{\tilde{\nu} \to 1} -e^{2\pi i \alpha} G_F[1/2_{1/2 + v^3}](\tilde{\nu} - 1, 2i\ell) = \frac{-e^{2\pi i \alpha}}{\tilde{\nu} - 1} \to \frac{1}{\tilde{\nu} - 1} \] (84)

there is also a corresponding pole at \( \tilde{\nu} = 1 \):

\[ G_F(\tilde{\nu}) \to \frac{1}{\tilde{\nu} - 1}, \quad \tilde{R}_\delta(\tilde{\nu}) \to (\tilde{\nu} - 1)^\delta \text{ as } \tilde{\nu} \to 1. \] (85)

We see that \( \tilde{R}_\delta \) regulates the divergences at both poles of \( G_F \). We would now like to show that the divergences actually cancel each other, and we do so by subtracting a function of suitable periodicity
and singularity, which turns out to be the cotangent function (as one can easily see also from equation (93) below). We split the integrand as follows:

\[
I_{\nu} = \mathcal{I}_{\nu,1} + \mathcal{I}_{\nu,2} = \int_0^1 d\tilde{\nu} \tilde{R}_\delta(\tilde{\nu})(G_F(\tilde{\nu}) - \pi \cot \pi \tilde{\nu}) + \int_0^1 d\tilde{\nu} \tilde{R}_\delta(\tilde{\nu})\pi \cot \pi \tilde{\nu}.
\] (86)

Having subtracted the poles, we will be able to take the \(\delta \to 0\) limit of the first integral which will be our potentially finite contribution. In the second integral we have a potential divergence from each pole as we let \(\delta \to 0\). However, we need only observe that for any nonzero \(\delta\), no matter how small,

\[
\mathcal{I}_{\nu,2} = \int_0^1 d\tilde{\nu} \tilde{R}_\delta(\tilde{\nu})\pi \cot \pi \tilde{\nu} = 0,
\] (87)

because the regulating function is even under reflection at \(\tilde{\nu} = 1/2\): \(\tilde{R}_\delta(1 - \tilde{\nu}) = \tilde{R}_\delta(\tilde{\nu})\), and the cotangent is odd: \(\cot(\pi(1 - \tilde{\nu})) = -\cot(\pi \tilde{\nu})\). What happens is simply that the two poles, the one at \(\tilde{\nu} = 0\) and the one at \(\tilde{\nu} = 1\), cancel each other. We let this be our regularization prescription, i.e. in principle we keep a nonzero \(\delta\), but we may make it arbitrarily small such that it will not affect our results. We note that a similar argument was put forward in [6].

The conclusion is that we may safely set \(\tilde{R}_\delta \equiv 1\) in \(\mathcal{I}_{\nu,1}\) for the remainder of this discussion.

Although it is not quite obvious at this point, we will be able to make a very similar argument for the Möbius strip amplitude.
4.3 Tadpole cancellation

As part of our quest to compute \( (81) \), we will now analyze the closed-string IR behavior \( (l \to \infty) \) of the integrand. This is the region that would exhibit divergences in the vacuum amplitude if tadpoles were not cancelled, so we expect that it will be cancelled between diagrams if we assume that the brane configuration cancels tadpoles. We now outline this calculation for the two-point function, with most of the detail given in the appendix.

Using the product representation of the theta functions in (246) it is easy to see that

\[
G_F\left[\frac{1}{2} + v^3\right](\tilde{\nu}, 2i\ell) \xrightarrow{\ell \to \infty} \frac{\pi \sin \pi (\tilde{\nu} + v^3)}{\sin \pi v^3 \sin \pi \tilde{\nu}} = \pi \cot \pi \tilde{\nu} + \pi \cot \pi v^3.
\]

(88)

The first term is familiar from our discussion of the vertex operator collision divergence, the second term depends on the angle, which in turn depends on the intersection numbers.

First it is useful to recall the \( \ell \to \infty \) divergences of the 2-point function of vectors, as opposed to D-brane scalars. As is well known, an efficient way to compute threshold corrections to gauge couplings is to consider the vacuum amplitude deformed by an external background field \( B \) and expanded to order \( B^2 \). In [11] it was shown that

\[
\text{NSNS tadpole for vectors } \propto I^3 \sum_{i=1}^{3} \cot \pi v^i \times (\text{regulated divergence}).
\]

(89)

Because \( \cot \pi v^i = V^i / I^i \) (see (184)), this becomes of the schematic form \( \text{”} I^2 V \text{”} \). This is denoted \( \kappa \) in [11] and it is shown that the detailed expressions for \( \kappa \) cancel for the explicit example of \( T^6 / (\mathbb{Z}_2 \times \mathbb{Z}_2) \).

In our calculation of the D-brane scalar 2-point function, we obtain a similar coefficient but without the sum over the three 2-tori:

\[
\langle \Phi_3 \bar{\Phi}_3 \rangle_{\text{UV}} = I^3 \cot \pi v^3 \times (\text{regulated divergence}).
\]

(90)

This is also of the schematic form \( \text{”} I^2 V \text{”} \), and it vanishes by vacuum tadpole cancellation, as we show explicitly for \( T^6 / \mathbb{Z}_6 \) in appendix [C]. Note, however, that this is a somewhat stronger result than the result that (89) vanishes after summing over the three two-tori.

In addition, we have the first term in (88), which is a possible divergence that has no analog in the background field calculation, the divergence from vertex operator collisions:

\[
I^3 \cot \pi \tilde{\nu} \quad \text{for } \tilde{\nu} \to 0 \text{ or } 1.
\]

(91)

We have already shown in the previous section that this kind of divergence cancels before taking the \( \ell \to \infty \) limit, and for each diagram separately, when we keep a nonzero \( \delta \). (We showed this for the annulus diagrams and will show it for the Möbius diagrams in sec. [4.5]) However, it is somewhat useful to also exhibit that in fact this divergence would also cancel between diagrams, without using details of the integrand. This does require some actual model-dependent calculation, which the
argument of cancellation in the integrand does not, so there is a certain complementarity of these two discussions.

Indeed, as indicated above, since the integrand is independent of the angles $\varphi_{ab}$, the sum will be of the schematic form $I^3$. The contribution to the coefficient of the $\tilde{\nu}$-integral from some worldsheets in some sectors are nonzero. But it is easy to check that the total contributions to the coefficient vanish for any brane configurations, so this is automatically zero. More details are given at the end of appendix [C.6](#).

It now remains to calculate the finite contribution from the first term in (86).

### 4.4 Vanishing of UV-finite contribution

We want to compute the finite integral

$$I_{\text{finite}} = -i \int_{\mu}^{\Lambda} d\ell \int_{0}^{1} d\tilde{\nu} \left( G_F \left[ \frac{1}{2} v^3 \right] (\tilde{\nu}, 2i\ell) - \pi \cot \pi \tilde{\nu} - \pi \cot \pi v^3 \right).$$

(92)

Since we have argued that closed-string infrared ($\ell \to \infty$) divergences cancel between diagrams due to tadpole cancellation, we could in principle remove the cutoff $\Lambda$ from (81), but we will keep it as the integrals are still divergent for each diagram separately. We also have the explicit $\ell \to 0$ cutoff. It will be easy to see that none of our results for the finite parts depend on these regulators. For the integrand of (92), it is particularly convenient to use the representation

$$G_F \left[ \frac{1}{2} v^3 \right] (\tilde{\nu}, 2i\ell) = \pi \cot \pi \tilde{\nu} + \pi \cot \pi v^3 + 4\pi \sum_{m,n=1}^{\infty} e^{-4\pi\ell mn} \sin(2\pi n\tilde{\nu} + 2\pi mv^3),$$

(93)

of the fermionic Green’s function, cf. (250). Since this representation is perhaps not familiar to all readers, in appendix [E](#) we provide an elementary proof that it is equivalent to the representation (246) in terms of Jacobi theta functions. We then see that (92) is nothing but

$$I_{\text{finite}} = -4\pi i \int_{\mu}^{\Lambda} d\ell \int_{0}^{1} d\tilde{\nu} \sum_{m,n=1}^{\infty} e^{-4\pi\ell mn} \sin(2\pi n\tilde{\nu} + 2\pi mv^3)$$

(94)

$$= -4\pi i \int_{\mu}^{\Lambda} d\ell \sum_{m,n=1}^{\infty} e^{-4\pi\ell mn} \int_{0}^{1} d\tilde{\nu} \sin(2\pi n\tilde{\nu} + 2\pi mv^3)$$

$$= 4\pi i \int_{\mu}^{\Lambda} d\ell \sum_{m,n=1}^{\infty} e^{-4\pi\ell mn} \times \left[ \cos(2\pi n\tilde{\nu} + 2\pi mv^3) \right]_{\tilde{\nu}=0}^{\tilde{\nu}=1}$$

$$= 4\pi i \int_{\mu}^{\Lambda} d\ell \sum_{m,n=1}^{\infty} e^{-4\pi\ell mn} \times 0$$

$$= 0.$$
in the sum over $m$ and $n$ becomes 1). We see that the result vanishes for any finite value of $\mu$ and $\Lambda$ and, thus, also in the limit $\mu, 1/\Lambda \to 0$.

In appendix E.1 we prove this result in a quicker and less rigorous way by contour integration.

4.5 Möbius strip amplitude

Now we consider the Möbius strip amplitude, describing an open string starting on a brane $a$ and ending on one of its orientifold images, cf. (68). The orientifold planes of $\mathbb{Z}_6^\prime$ are given explicitly in the appendix; there are six distinct orientifold planes $O_k$ for $k = 1, \ldots, 6$. We assume that the brane $a$ along every torus does not sit on any orientifold plane, so that brane $a$ and its orientifold images have non-vanishing intersection angles.

Similarly to above (cf. (71) and (74)),

$$\langle \Phi_3 \Phi_3 \rangle_M = -\frac{\delta}{4N} \int_{1/2}^{it+1/2} \ d\tau_M \int_{1/2}^{it+1/2} \ d\nu_M \sum_{\text{images}}^{N-1} \sum_{\alpha, \beta}^{\alpha, \beta = \text{even}} \eta_{\alpha, \beta} Z_{\text{int}, k}[\alpha] \langle V_\Phi(\nu) V_\Phi(1/2) \rangle_M$$

$$\sum_{\text{images}}^{N-1} \sum_{\alpha, \beta}^{\alpha, \beta = \text{even}} \eta_{\alpha, \beta} Z_{\text{ext}}[\alpha] \langle \tau_M \rangle_G$$

$$\times \sum_{\alpha, \beta = \text{even}}^{\alpha, \beta} \eta_{\alpha, \beta} Z_{\text{ext}}[\alpha] \langle \tau_M \rangle_G \langle \tau_M \rangle_G \langle \nu_M \rangle_G \langle \nu_M \rangle_G$$

$$= -\delta \nu_3 \nu_3 \xi \int_0^{\infty} \frac{dt}{(4\pi^2 \alpha' t)^2} \int_0^t \ d\nu R_\delta(\nu, t) \sum_{\text{images}}^{N-1} \sum_{k=0}^{\rho_k}$$

$$\times \sum_{\alpha, \beta = \text{even}}^{\alpha, \beta} \eta_{\alpha, \beta} Z_{\text{ext}}[\alpha] \langle \tau_M \rangle_G \langle \tau_M \rangle_G \langle \nu_M \rangle_G \langle \nu_M \rangle_G \langle \nu_M \rangle_G$$

Figure 6: Integration region for $\nu_M$. 
\[ \tau_M = \frac{it}{2} + \frac{1}{2}, \quad \nu_M = i\nu + 1/2, \quad v_O \]
is

\[ v_O \equiv v_{a,O_k}^3 = -\frac{1}{\pi} (\varphi_a^3 - \varphi_{O_k}^3) \]  \hspace{1cm} (97)

as defined in the appendix in equation (194), and \( \xi \) is the same as for the annulus, cf. (73). Note that \( v_O \) depends on the sector \( k \). The external spacetime partition function \( Z^{\text{ext}} \) is the same as (189), the internal partition function \( Z^{\text{int},k} \) is given in (193). The phase \( \rho_k \) arises from the Chan-Paton matrices representing the twist action \( \Omega R \Theta_k \) on the branes (see the remarks below (2.11) in [11]). Note that the angle \( v_O \) is that between the brane and the orientifold plane, which is half the angle between the brane and its orientifold image.

After summation over even spin structures using the quartic Riemann identity

\[
\sum_{\alpha,\beta=\text{even}} \eta_{\alpha,\beta} \vartheta^{[\alpha \beta]}(\nu,\tau) \vartheta^{[\alpha+\nu_3+g_i \beta+g_i]}(\nu,\tau) \prod_{i=1}^{2} \vartheta^{[\alpha+\nu_3+g_i \beta+g_i]}(0,\tau) = \vartheta^{[1/2]}(\nu,\tau) \vartheta^{[1/2+\nu_3+g_i]}(\nu,\tau) \prod_{i=1}^{2} \vartheta^{[1/2+\nu_3+g_i]}(0,\tau)
\]

with \( \sum_{i=1}^{3} h_i = 0 = \sum_{i=1}^{3} g_i \), the integral of (96) reduces to

\[ \mathcal{I}^M = \int_{0}^{\infty} \frac{dt}{t^2} \int_{0}^{t} d\nu R_\delta(\nu,t) G_F[1/2+2v_O](\nu,\tau_M) . \]  \hspace{1cm} (99)

Note that \( R_\delta(\nu,t) \) here is not the same as \( R_\delta(\nu,t) \) for the annulus, but it is defined analogously, cf. eq. (76). The explicit form does not play any role. The correlator can be rewritten in terms of the tree channel:

\[ G_F[1/2+2v_O](\nu,\tau_M) \overset{\delta=4\nu \ell}{\equiv} -4i\ell G_F[1/2+2v_O](\tilde{\nu},\ell_M) , \]  \hspace{1cm} (100)

where we performed the sequence \( ST^2S \) of modular transformations:

\[ \tau_M = \frac{it}{2} + \frac{1}{2} \rightarrow -\frac{1}{\tau_M} \rightarrow -\frac{1}{\tau_M} + 2 \rightarrow \left( \frac{1}{\tau_M} - 2 \right)^{-1} = 2\ell - \frac{1}{2} =: \ell_M . \]  \hspace{1cm} (101)

In the last step, we used the relation (see for instance [34])

\[ t = \frac{1}{4\ell} . \]  \hspace{1cm} (102)

Thus, in the tree channel the amplitude is

\[ -4i \int_{0}^{\infty} d\tilde{\nu} \int_{0}^{1} d\ell \tilde{R}_\delta(\tilde{\nu},\ell) G_F[1/2+2v_O](\tilde{\nu},\ell_M) . \]  \hspace{1cm} (103)

We see that since this is very similar to the annulus closed channel amplitude, in particular the only non-half-integer characteristic of \( G_F \) is the lower one, the same argument for cancellation of infrared
divergences goes through and we will set $\tilde{R}_\delta \equiv 1$. The IR behavior of the integrand can again be isolated,

$$G_F[\frac{1}{2+v_\Omega}] (\tilde{\nu}, \ell_M) \rightarrow \frac{\pi \sin(\pi \tilde{\nu} + \pi v_\Omega)}{\sin(\pi v_\Omega) \sin(\pi \tilde{\nu})} = \pi \cot(\pi \tilde{\nu}) + \pi \cot(\pi v_\Omega) ,$$

and the remaining finite part is

$$I_{\text{finite}}^M = -4i \int_0^\infty d\ell \int_0^1 d\tilde{\nu} \left[ G_F[\frac{1}{2+v_\Omega}] (\tilde{\nu}, \ell_M) - \pi \cot(\pi \tilde{\nu}) - \pi \cot(\pi v_\Omega) \right].$$

Using a similar representation to the one that we used for the annulus amplitude

$$G_F[\frac{1}{2+v}] (\tilde{\nu}, \ell_M) = \pi \cot(\pi v) + \pi \cot(\pi \tilde{\nu})$$

$$+ 4\pi \sum_{m,n=1}^{\infty} \left( -e^{-4\pi \ell} \right)^{mn} \sin(2\pi n \tilde{\nu} + 2\pi mv_\Omega)$$

and following similar steps as in the case of the annulus, we find

$$I_{\text{finite}}^M = 0 .$$

Neither annulus nor Möbius $\mathcal{N} = 1$ amplitudes contribute finite parts to the two-point function, and we have shown that the divergent parts cancel, so there are no contributions at all from these sectors.

## 5 $\mathcal{N} = 2$ supersymmetric sector

In this section we investigate the cases where two branes are parallel along internal tori. The supersymmetry condition $\sum_{j=1}^{3} v^j = 0$ for annulus ($\sum_{j=1}^{3} v^{k,j} = 0$ for Möbius) requires that two branes have vanishing angle along at most one torus. This sector is a so called $\mathcal{N} = 2$ sector (cf. [11]). The partition functions can be obtained using (190), (193), (195) and (196) in the appendix. The correlators remain the same as for the $\mathcal{N} = 1$ sectors. Thus the spin structure dependence of the amplitudes is the same as in the case of $\mathcal{N} = 1$ sectors, and the spin structure summation proceeds in the same way using (98). If the $i$th torus has vanishing intersecting angle, that is, if $h_i = 0 = g_i$ for $i = 1$ or 2, then the RHS is zero. Thus it follows that if two branes are parallel along either the first torus or the second torus then the spin-structure sum gives zero. Therefore, only when two branes are parallel along the third torus, the amplitude is non-zero.

Therefore, from now on we consider the case where $v^3 = 0 = v^{k,3}$. Then after spin-structure sum, as usual in $\mathcal{N} = 2$ sectors the functions in the numerator cancel those in the denominator, and the entire $\nu$-dependence disappears from the integrand of the amplitude, for all worldsheets. Thus
the amplitudes reduce to the following:

\[
\langle \Phi_3 \bar{\Phi}_3 \rangle_{N=2}^{A} = \delta e_3 e_3 L_3^{-2} \xi_A \int_{1/\Lambda^2}^{\infty} \frac{dt}{t^2} \int_0^{t/2} d\nu \Gamma_A(t, T_3^3, V_a^3) e^{-2\pi \chi t} 
\]

\[
= \frac{1}{2} \delta e_3 e_3 L_3^{-2} \xi_A \int_{1/\Lambda^2}^{\infty} \frac{dt}{t} \Gamma_A(t, T_3^3, V_a^3) e^{-2\pi \chi t} 
\]

(108)

for annulus, and

\[
\langle \Phi_3 \bar{\Phi}_3 \rangle_{N=2}^{M} = -\delta e_3 e_3 L_3^{-2} \xi_M \int_{1/\Lambda^2}^{\infty} \frac{dt}{t^2} \int_0^{t} d\nu \Gamma_M(t, T_3^3, V_{O_k}^3) e^{-2\pi \chi t} 
\]

\[
= -\delta e_3 e_3 L_3^{-2} \xi_M \int_{1/\Lambda^2}^{\infty} \frac{dt}{t} \Gamma_M(t, T_3^3, V_{O_k}^3) e^{-2\pi \chi t} 
\]

(110)

for Möbius, where the lattice sums \( \Gamma_A \) and \( \Gamma_M \) are given in (197) in the appendix. Here the normalization constants \( \xi \) are

\[
\xi_A = -\frac{g_0^2 \alpha'}{8N(4\pi^2 \alpha')^2} c_A, \quad \xi_M = -\frac{g_0^2 \alpha'}{8N(4\pi^2 \alpha')^2} c_M, 
\]

(112)

where \( c_A \) and \( c_M \) are the usual traces involving also the intersection numbers along the two tori with non-trivial angles (these terms become the beta functions for gauge fields).

The calculation of (108) and (110) was performed for example in [11] (section 3.3) but since the angles do not play a role, we can also use results from [27] that are summarized in the appendix:

\[
\langle \Phi_3 \bar{\Phi}_3 \rangle_{N=2}^{A} = -\delta e_3 e_3 \xi_A \frac{\chi}{2} \ln \left( T_2^3 V_a^3 |\eta(T_3^3)|^4 \right) L_3^{-2} 
\]

(113)

for annulus,\(^8\) (note that the superscript 3 stands for the third torus and not for the third power),

\[
\langle \Phi_3 \bar{\Phi}_3 \rangle_{N=2}^{M} = \delta e_3 e_3 \xi_M \frac{\chi}{4} \ln \left( T_2^3 V_{O_k}^3 |\eta(T_3^3)|^4 \right) L_3^{-2} 
\]

(114)

for Möbius, and the total is

\[
\langle \Phi_3 \bar{\Phi}_3 \rangle_{N=2}^{A} + \langle \Phi_3 \bar{\Phi}_3 \rangle_{N=2}^{M}. 
\]

(115)

This is of course consistent with the expectation [56], if we take into account the \( T_2^3 \)-dependence of \( L_3 \), given in [122].

\(^8\)Comparing to the explicit expression in the appendix, we have used a scheme for \( t \to 0 \) divergences where we subtract \( \ln(8\pi^2 \chi) \), where \( \chi \) is the cutoff in (108) and (110). This does not affect the moduli dependence, of course. Also we dropped the \( \Lambda \)-terms that cancel by tadpole cancellation.
6 Conclusions and Outlook

In this paper we have computed $\mathcal{N} = 1$ and $\mathcal{N} = 2$ contributions to the one-loop renormalization of the Kähler metric of D-brane moduli, and shown that the $\mathcal{N} = 1$ contributions vanish. The $\mathcal{N} = 2$ contributions, that exist for parallel branes only, do not vanish, but are given by some explicit expressions in the Kähler moduli.

That these $\mathcal{N} = 2$ contributions are present is no surprise, but the vanishing of the $\mathcal{N} = 1$ contributions appears nontrivial to us. It may represent an interesting statement about the underlying string theory rather than a nonrenormalization theorem of the effective field theory. Such statements are somewhat rare in string effective actions.

We do not know any symmetry arguments that the $\mathcal{N} = 1$ contributions should vanish, but it is possible that charge selection rules prohibit couplings of the kind needed to generate these loop-level contributions.

In future work, it would be interesting to also compute the analogous quantities with magnetized branes instead of branes at angles. We see no clear reason that the former should vanish, as the configurations are not T-dual in these nontrivial backgrounds.

In more general terms, it would be interesting to understand how robust this result is. One obvious test to subject it to would be to deform away from the orientifold point by adding infinitesimal blowup modes. Another direction would be to attempt the calculation at higher genus.

The first obvious application is to D-brane inflation. One could a priori have worried that an analogue of these corrections in smooth backgrounds would produce additional contributions to the eta problem (see [2]). Of course, we have not shown that this generalizes to smooth backgrounds, but there are similar partial vanishing results in smooth backgrounds (see the appendix of [31]) and one could pursue that connection further.

If the two-loop contribution does not vanish, and at the moment we see no reason why it should, one could picture one interesting kind of application of the nonrenormalization result in this paper, in orbifolds where there are no $\mathcal{N} = 2$ subsectors. In [1, 29] and related work, flavor physics is studied in this context. This is very challenging in a top-down approach; even if one can arrange good flavor structure at tree-level (for an explicit example see [30]), it is not obviously enough, since it would be ruined by generic quantum corrections at a level that is still inconsistent with experiment. A familiar example of how nontrivial this can be is the GIM (Glashow-Iliopoulos-Maiani) mechanism in the Standard Model, by which flavor-changing neutral currents are suppressed to effectively two-loop order. Of course, we have not shown that our result generalizes to visible-sector matter fields, and it may not.

For this and other reasons, it would be interesting to apply the same techniques to calculating one-loop corrections to the Kähler metric of chiral matter fields. One example of this direction can be found in [33].

---

We thank M. Goodsell for very helpful email discussions on this topic.
In general, we find it important to further develop the technology for calculating moduli-dependent string effective actions with minimal supersymmetry. As emphasized for example in [32], there are still many fundamental issues for which techniques are lacking.

Acknowledgments

We would like to thank Ralph Blumenhagen, Joe Conlon, Fawad Hassan, Gabi Honecker, Stefan Sjörs and Stephan Stieberger for valuable discussions and email correspondence, and Mark Goodsell for very useful comments on an early draft. MH thanks the Oskar Klein Center, Stockholm University, and NORDITA for hospitality. JK thanks the KITPC, Beijing, for hospitality. This work is supported in part by the Excellence Cluster “The Origin and the Structure of the Universe” in Munich. The work of MH is supported by the German Research Foundation (DFG) within the Emmy-Noether-Program (grant number: HA 3448/3-1). JK received support from the German exchange office (DAAD). MB thanks the Swedish Research Council (VR) for support. We also gratefully acknowledge support for this work by the Swedish Foundation for International Cooperation in Research and Higher Education.

A Variables from Reduction

A.1 Kähler variables

In this appendix we perform a dimensional reduction of the DBI action to see what the natural variables are to work with. For the following we refer the reader to equations (1) and (2) in the main text.

We are interested in expanding $\sqrt{\det(P[G] + F)}$ to second order in the fluctuations along or transverse to the branes. Here $F = F + P(B)$ and $P[G]$ and $P(B)$ stand for the pullbacks of the metric and $B$-field. Thus, we need

\begin{align}
P[G]_{\mu \nu} &= G_{\mu \nu} + G_{a(\mu} \partial_{\nu)} \phi^a + G_{ab} \partial_{\mu} \phi^a \partial_{\nu} \phi^b = G_{\mu \nu} + G_{ab} \partial_{\mu} \phi^a \partial_{\nu} \phi^b , \\
P[G]_{\mu A} &= G_{\mu A} + G_{a(A} \partial_{\mu)} \phi^a + G_{ab} \partial_{\mu} \phi^a \partial_{\nu} \phi^b = G_{a A} \partial_{\mu} \phi^a , \\
P[G]_{AB} &= G_{AB} + G_{a(A} \partial_{B)} \phi^a + G_{ab} \partial_{A} \phi^a \partial_{B} \phi^b = G_{AB} .
\end{align}

Here we assumed that all fields only vary with respect to the external coordinates $X^\mu$ and not with respect to $X^A$. Moreover, the metric is supposed to have no off-diagonal entries with one external and one internal index.
Moreover, we will need the components of the gauge field:

\[
\mathcal{F}_{\mu A} = F_{\mu A} + B_{\mu [a} \partial_{A]} \phi^a + B_{a b} \partial_\mu \phi^a \partial_A \phi^b = \partial_\mu A_A - B_{Aa} \partial_\mu \phi^a ,
\]

\[
\mathcal{F}_{AB} = F_{AB} + B_{AB} - B_{a [A} \partial_{B] a} \phi^a + B_{a b} \partial_A \phi^a \partial_B \phi^b = 0
\]

and \(\mathcal{F}_{\mu \nu}\). Here we used again that all fields only depend on \(X^\mu\) and also the fact that we only consider untwisted components of the \(B\)-field. The untwisted \(B\)-field factorizes, i.e. there is one component along each torus. This implies that the only non-vanishing components are of the form \(B_{aA}\), because \(B_{AB}\) or \(B_{ab}\) would have legs along two different tori.

In order to proceed further, we need the form of the torus metric. There are two metrics that are commonly used, cf. the discussion in chapter 5.1 of [17]. The first choice is

\[
ds^2 = \frac{\rho}{U_2} |d\tilde{x}^1 + U d\tilde{x}^2|^2 = \frac{\rho}{U_2} ((d\tilde{x}^1)^2 + 2U_1 d\tilde{x}_1 d\tilde{x}_2 + U_1^2 (d\tilde{x}_2)^2) ,
\]

where \(\tilde{x}^1\) and \(\tilde{x}^2\) are periodic with period 1, for instance, and \(\rho\) denotes the volume of the torus. Alternatively, the second choice is

\[
ds^2 = \frac{\rho}{U_2} |dx^1 + idx^2|^2 = \frac{\rho}{U_2} ((dx^1)^2 + (dx^2)^2) ,
\]

where now the periodicity of \(x^1\) and \(x^2\) is

\[(x^1 + ix^2) \equiv (x^1 + ix^2) + (m + nU) .\]

In (116), we need the metric components using coordinates \(X^A, X^a\) which are adapted to the world-volume of the brane, i.e. coordinates along and transverse to the brane (in static gauge). Thus, it is more convenient to consider a different elementary cell for the torus, i.e. the region between two neighboring parts of the brane, cf. the shaded region in fig. 7. The corresponding metric is most conveniently chosen to be flat and diagonal, similar to the one in (120). However, now the new elementary cell has length and height

\[
L^2 = \frac{\rho}{U_2} |n + mU|^2 , \quad D^2 = \frac{\rho^2}{L^2} = \frac{\rho U_2}{|n + mU|^2} .
\]

The integers \(n\) and \(m\) are the wrapping numbers of the brane under consideration which wraps the cycle

\[
\Pi = n \pi_1 + m \pi_2 .
\]

From fig. 7, we see that the complex structure for the new elementary cell is

\[
\tilde{U} \equiv \frac{D}{L} \left( \frac{1}{\tan(\theta_U - (\pi/2 - \varphi))} + i \right) = \frac{D}{L} \left( \frac{1}{-\cot(\theta_U + \varphi)} + i \right) .
\]

\[\text{That is, we expand the } B\text{-field only along the untwisted } (1, 1)\text{-forms and not the twisted ones, cf. formula (2.1) in [16].}\]
Comparing with (120) and noting that
\[ \frac{\rho}{\tilde{U}_2} = \frac{DL}{D/L} = L^2, \] (125)
one might be tempted to use the metric
\[ ds^2 = L^2((dx^A)^2 + (dx^a)^2), \] (126)
with periodicity
\[ (x^A + ix^a) \equiv (x^A + ix^a) + (m + n\tilde{U}) . \] (127)
However, this definition would have the disadvantage that some of the moduli dependence of the low energy effective action would be hidden in the integration region of \( x^a \). To avoid this, one should rescale the coordinate \( x^a \) in such a way that \( x^a = 1 \) corresponds to the physical length \( D \), in the same way as \( x^A = 1 \) corresponds to the length \( L \). Comparing with (127) we see that this can be done by rescaling \( x^a \) by \( 1/\tilde{U}_2 = L/D \). This, on the other hand, implies a change of the metric which becomes
\[ ds^2 = L^2(dx^A)^2 + D^2(dx^a)^2 . \] (128)
Now we have for the DBI action

$$\sqrt{\text{det} \left[ \begin{array}{cc} G_{\mu\nu} & 0 \\ 0 & G_{AB} \end{array} \right] + \left( \begin{array}{cc} F_{\mu\nu} + G_{ab}\partial_\mu \phi^a\partial_\nu \phi^b \\ G_{AB} \partial_\mu \phi^a + (\partial_\mu A_B - B_{Ba}\partial_\nu \phi^a) \end{array} \right) \right]}$$

$$= \sqrt{\text{det} G_{\rho\sigma} \sqrt{\text{det} G_{CD}} \left( 1 - \frac{1}{4} F_{\mu\nu} F^{\mu\nu} + \frac{1}{2} G_{ab}\partial_\mu \phi^a \partial_\mu \phi^b \\
+ \frac{1}{2} \left( (\partial_\mu A_B - B_{Ba}\partial_\nu \phi^a)(\partial_\nu A_A - B_{Ab}\partial_\nu \phi^a) - G_{Aa}G_{Bb}\partial_\nu \phi^a \partial_\nu \phi^b \right) \right) G^{\mu\nu} G^{AB}} . \quad (129)$$

The first term in (129) is a contribution to the potential which is cancelled once tadpole cancellation is imposed. We now note that

$$G_{ab} \sim \delta_{ab} \quad , \quad G_{AB} \sim \delta_{AB} , \quad (130)$$

$$G_{ab} \sim \left\{ \begin{array}{ll} \neq 0 & a = b \\ = 0 & a \neq b \end{array} \right. , \quad G_{AB} \sim \left\{ \begin{array}{ll} \neq 0 & A = B \\ = 0 & A \neq B \end{array} \right. , \quad (131)$$
as the 6-torus is a product of three 2-tori. Thus, denoting the Wilson line along the $i$th brane with $A_i$ and the position modulus with $\phi^i$, the kinetic terms of the scalars can be rewritten as

$$\sqrt{\text{det} G_{\rho\sigma} \sqrt{\text{det} G_{CD}} \sum_i \left( \frac{1}{2} G_{22}^i \partial_\mu \phi^i \partial_\mu \phi^i \\
+ \frac{1}{2} \left( (\partial_\mu A_i - B_i \partial_\nu \phi^i)(\partial_\nu A_i - B_i \partial_\nu \phi^i) \right) \right) G^{\mu\nu} \frac{1}{G_{11}} \right)}$$

This can be simplified using (122) and (128), resulting in

$$\sqrt{\text{det} G_{\rho\sigma} \sqrt{\text{det} G_{CD}} \sum_i \frac{1}{2} \left( (\partial_\mu A_i - B_i \partial_\nu \phi^i)(\partial_\nu A_i - B_i \partial_\nu \phi^i) + \rho_i^2 \partial_\mu \phi^i \partial_\mu \phi^i \right) \frac{1}{L_i^2}}$$

$$= \sqrt{\text{det} G_{\rho\sigma} \sqrt{\text{det} G_{CD}} \sum_i \frac{1}{2L_i^2} |T_i \partial \phi^i - \partial A_i|^2} \quad (132)$$

with

$$T_i = B_i + i \rho_i , \quad (133)$$

where $B_i$ denotes the component of the B-field along the $i$th torus, and $\rho_i$ is the volume of the $i$th torus. The result (132) is used in sec. 2.1 in order to argue for the form of the variables (6).

In order to obtain the kinetic term in the Einstein frame, one still has to perform a Weyl rescaling. Although we will not need this in detail, let us end this appendix by a closer look at this rescaling. The kinetic terms of the vectors and scalars are

$$\int d^4x \sqrt{\text{det} G_{\rho\sigma}} \left( e^{-\Phi} \int d^3 \xi \sqrt{\text{det} G_{CD}} \left[ - \frac{1}{4} F_{\mu\nu} F^{\mu\nu} + \sum_i \frac{1}{2L_i^2} |T_i \partial \phi^i - \partial A_i|^2 \right] \right) , \quad (134)$$
where $\Sigma$ is the cycle wrapped by the brane stack. The gauge coupling is given by the volume of the 3-cycle wrapped by the brane stack. For a brane wrapping a calibrated 3-cycle, this volume can also be expressed as \[19\]

$$e^{-\Phi} \int_{\Sigma} d^3 \xi \sqrt{\det G_{CD}} = e^{-\Phi} \int_{\Sigma} \text{Re} \Omega = e^{-\Phi} \sqrt{\prod_i \rho_i U_{2i}^{-1} |n_i + U_i m_i|^2} = e^{-\Phi} \prod_i L_i ,$$ \hspace{1cm} (135)

which depends on the complex structure of the Calabi-Yau orientifold. After a Weyl rescaling the kinetic term for the scalars takes the form

$$\int d^4x \sqrt{\det G_{\mu\nu}} \sum_{\text{branes}} \frac{f_\Sigma \text{Re} \Omega}{2e^{-\Phi}V} \sum_i |T_i \partial \phi^j - \partial A_i|^2 L_i^2 + \ldots .$$ \hspace{1cm} (136)

The prefactor $\frac{f_\Sigma \text{Re} \Omega}{e^{-\Phi}V}$ scales like the inverse of a 3-cycle volume and it should be possible to express it in terms of the complex structure of the orientifold. Note that writing it as

$$\frac{e^\Phi \int_{\Sigma} d^3 \xi \sqrt{\det G_{AB}}}{\int_Y d^6X \sqrt{\det G_{AB} \det G_{ab}}} ,$$ \hspace{1cm} (137)

it is analogous to the prefactor in (4.85) of \[19\].

**B Variables**

It is important conceptually that one could work with vertex operators that are adapted to the intrinsic coordinates of the brane and make no reference to the ambient space. However, there is a certain tension between this and using complex embedding coordinates where target space rotations are simple. For our calculation we have used the latter, but for completeness, here we discuss how we can use the former. We follow \[9\] and, for ease of notation, we only consider branes in a non-compact spacetime so that we do not have to distinguish between coordinate $X^\mu$ and $X^A$ as in \[3\]. Let the spacetime coordinates be denoted by $X^M$, the D-brane worldvolume coordinates by $\zeta^\alpha$, and D-brane embedding function by $X^M(\zeta^\alpha)$. We can introduce a set of normal vectors $a^M_I$ that are orthogonal to $\partial_\alpha X^M$ in the spacetime metric $G_{MN}$, and normalize them:

$$\partial_\alpha X^M G_{MN} a^N_I = 0 , \hspace{0.5cm} a^M_I G_{MN} a^N_I = \delta_{IJ} .$$ \hspace{1cm} (138)

We can write intrinsic field variables $\hat{A}_\alpha$, $\hat{\phi}^I$

$$A_M a^M_I = 0 , \hspace{0.5cm} A_M \partial_\alpha X^M = \hat{A}_\alpha , \hspace{0.5cm} \phi^M a^M_I = \hat{\phi}^I .$$ \hspace{1cm} (139)

In static gauge, $X^\mu = \zeta^\mu$, then $A_\mu = \hat{A}_\mu$. We convert back by

$$\hat{A}_\alpha g^{\alpha\beta} \partial_\beta X^M G_{MN} = A_N , \hspace{0.5cm} \hat{\phi}^I a^M_I = \phi^M$$ \hspace{1cm} (140)
where $g_{\alpha \beta}$ is the induced metric on the worldvolume. Amongst other things, we note that $\phi^\mu \neq 0$, but $\phi_\mu = 0$\textsuperscript{11}.

The boundary conditions are $\partial_\alpha X^L N_L = 0$ and $a^L_D L = 0$, where

\begin{align}
N_L &= G_{LN} \partial_\sigma X^N + F_{LN} \partial_\tau X^N \quad \text{(on boundary)}, \\
D^L &= \partial_\tau X^L \quad \text{(on boundary)},
\end{align}

whereas the projections that survive are

\begin{align}
N_I &= a^I_L N_L \quad \text{(normal)}, \\
D^\alpha &= g^{\alpha \beta} \partial_\beta X^M G_{ML} D^L \quad \text{(parallel)},
\end{align}

and with these, the boundary couplings are

$$N_I \phi^I, \quad D^\alpha \hat{A}_\alpha.$$ (145)

We expect vertex operators for the intrinsic coordinates to then be converted as above:

\begin{align}
V_{\hat{A}^\alpha} &= G_{MN} e_\alpha^N V_{A^M}, \\
V_{\phi^I} &= a^I_M V_{\phi^M},
\end{align}

where $e_\alpha^N = \partial_\alpha X^N$. As stated before, we will work with the vertex operators (7) in the ambient space.

C Tadpole cancellation in $\mathbb{Z}_6'$ Orientifold

C.1 Setup

In this section we give some background on the $T^6/\mathbb{Z}_6'$ orientifold, following [16] closely. We take the orbifold generator of the $\mathbb{Z}_6'$ orientifold to be defined via the vector

$$\vec{v} = \left( \frac{1}{6}, \frac{1}{3}, -\frac{1}{2} \right).$$ (148)

There are a few different implementations of the $\mathbb{Z}_6'$ orientifold, we will focus on what is known as the AAa lattice (see for example [16] for more on the classification). We show this lattice with orbifold fixed points in figure 8.

\textsuperscript{11}Note that standard Buscher rules mix closed string fields $G$ and $B$ under T-duality, but they do not mix in the open-string field $F$. One can still use them with $F$ as follows. Set $F = 0$, $B \neq 0$, perform T-duality, then perform an $O(d,d)$ gauge transformation to map $B \rightarrow F$. Here we will (as a first attempt) not use the Buscher rules at all but rather act directly on the worldsheet fields, which is how the Buscher rules are derived in the first place.

\textsuperscript{12}Here $\sigma^\pm = \frac{1}{2}(\tau \pm \sigma)$, so in (42) in [9], $\partial_- X - \partial_+ X = -\partial_\sigma X$. 
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We will consider branes wrapped only on \emph{bulk cycles}, that are not shrunk to zero, as opposed to \emph{fractional cycles}. The bulk cycles are inherited from the covering torus of the orbifold. For $T^6/Z_6'$, the invariant forms are $dz_1 \wedge dz_2 \wedge dz_3$, $dz_1 \wedge dz_2 \wedge \bar{dz}_3$ and their complex conjugates (see e.g. \cite{20}), so we have $b^{3,0} = b^{0,3} = b^{2,1} = b^{1,2} = 1$, i.e. a total of four three-cycles. We can expand a generic three cycle (not necessarily invariant) either in terms of the six elementary 1-cycles of the covering six-torus

\begin{equation}
\begin{aligned}
n_1 \pi_{1,0,0} + m_1 \pi_{2,0,0} + n_2 \pi_{0,3,0} + m_2 \pi_{0,4,0} + n_3 \pi_{0,0,5} + m_3 \pi_{0,0,6},
\end{aligned}
\end{equation}

with the \emph{wrapping numbers} $(n_i, m_i)$, or in terms of the four basis cycles $\rho_i$ as

\begin{equation}
\Pi^{\text{bulk}} = P \rho_1 + Q \rho_2 + U \rho_3 + V \rho_4
\end{equation}

for some integer expansion coefficients $(P, Q, U, V)$.\footnote{In order to comply with the notation in \cite{15}, we denote the basis cycles by $\rho$, even though we also use $\rho$ for the volume moduli of the tori, cf. \cite{12} and for the Chan-Paton phase in the Möbius amplitude, cf. \cite{218}. As the basis cycles only appear in this appendix, we feel that it should be always clear from the context what we mean.} For the basis cycles $\rho_i$ to be invariant under the orbifold action $\Theta$ we can form \emph{orbits} by acting on the elementary cycles as

\begin{align}
\rho_1 &= (1 + \Theta + \Theta^2 + \Theta^3 + \Theta^4 + \Theta^5)\pi_{1,3,5} \\
&= 2(1 + \Theta + \Theta^2)\pi_{1,3,5} \\
&= 2\pi_{1,3,5} + 2\pi_{2,4-3,5} + 2\pi_{2-1,4,5}.
\end{align}

In total the four orbits are

\begin{align}
\rho_1 &= 2\pi_{1,3,5} + 2\pi_{2,4-3,5} + 2\pi_{2-1,4,5}, \\
\rho_2 &= 2\pi_{1,4,5} + 2\pi_{2,-3,-5} + 2\pi_{2-1,3-4,5}, \\
\rho_3 &= 2\pi_{1,3,6} + 2\pi_{2,4-3,-6} + 2\pi_{2-1,-4,6}, \\
\rho_4 &= 2\pi_{1,4,6} + 2\pi_{2,-3,-6} + 2\pi_{2-1,-3,-4,6}.
\end{align}
At this point it is clear why there are three members \(a^k\) of each orbit \([a]\), i.e. three terms in each line above — it corresponds to the action \(\Theta^k\) for \(k = 0, 1, 2\). These cycles can also be decomposed in terms of the elementary cycles as

\[
\begin{align*}
\rho_1 &= 2\pi_{1,3,5} - 4\pi_{2,4,5} + 2\pi_{2,3,5} + 2\pi_{1,4,5}, \\
\rho_2 &= 4\pi_{1,4,5} + 4\pi_{2,3,5} - 2\pi_{2,4,5} - 2\pi_{1,3,5}, \\
\rho_3 &= 2\pi_{1,3,6} - 4\pi_{2,4,6} + 2\pi_{2,3,6} + 2\pi_{1,4,6}, \\
\rho_4 &= 4\pi_{1,4,6} + 4\pi_{2,3,6} - 2\pi_{2,4,6} - 2\pi_{1,3,6},
\end{align*}
\]

so we can sum over either. This latter representation is perhaps less intuitive (there are now four terms in each basis cycle), but convenient: we can easily see which cycles intersect. To do so, recall that self-intersection is zero, so a nonvanishing example is \(\pi_{1,3,5} \circ \pi_{2,4,6} = (\pi_1 \circ \pi_2)(\pi_3 \circ \pi_4)(\pi_5 \circ \pi_6) = 1\).

Our conventions are \(\pi_1 \circ \pi_2 = -\pi_2 \circ \pi_1 = 1\) and so on. We then easily establish that

\[
\rho_1 \circ \rho_3 = (-1)^3 \frac{1}{6} \left[ (2\pi_{1,3,5}) \circ (-4\pi_{2,4,6}) + (-4\pi_{2,4,5}) \circ (2\pi_{1,3,6}) \right. \\
+ (2\pi_{2,3,5}) \circ (2\pi_{1,4,6}) + (2\pi_{1,4,5}) \circ (2\pi_{2,3,6}) \left. \right] \quad (162)
\]

\[
= (-1)^3 \frac{1}{6} \left[ -8 \cdot 1 - 8 \cdot 1 + 4 \cdot (-1) + 4 \cdot (-1) \right] = 4. \quad (164)
\]

Continuing like this, the intersection matrix becomes

\[
I_{\rho_i \rho_j} = \rho_i \circ \rho_j = \begin{pmatrix} 0 & 0 & 4 & 2 \\ 0 & 0 & 2 & 4 \\ -4 & -2 & 0 & 0 \\ -2 & -4 & 0 & 0 \end{pmatrix}. \quad (165)
\]

Comparing (149) and (150) we can relate the expansion coefficients \((P, Q, U, V)\) and the wrapping numbers. To do so, it is convenient to note that the action of \(\Theta\) on the wrapping numbers is (cf. eq. (2.2) in [16]).

\[
\begin{pmatrix} n_1 & m_1 \\
 n_2 & m_2 \\
 n_3 & m_3 \end{pmatrix}, \quad k = 1 : \begin{pmatrix} -m_1 & n_1 + m_1 \\
 -n_2 + m_2 & n_2 \\
 -n_3 & -m_3 \end{pmatrix}, \quad k = 2 : \begin{pmatrix} -(n_1 + m_1) & n_1 \\
 m_2 & -(n_2 + m_2) \\
 n_3 & m_3 \end{pmatrix}. \quad (166)
\]

We can then extract expressions for the expansion coefficients in (150) in terms of wrapping numbers:

\[
P = (n_1 n_2 - m_1 m_2) n_3, \quad (167)
\]

\[
Q = (n_1 m_2 + m_1 n_2 + m_1 m_2) n_3, \quad (168)
\]

\[
U = (n_1 n_2 - m_1 m_2) m_3, \quad (169)
\]

\[
V = (n_1 m_2 + m_1 n_2 + m_1 m_2) m_3. \quad (170)
\]

As an example, the cycle with wrapping numbers \((1, 0; 1, 0; 1, 0)\) produces \(P = 1\) and \(Q = U = V = 0\), i.e. it corresponds to \(\rho_1\). What this means is that \((1, 0; 1, 0; 1, 0)\) is one representative in the collection of wrapping numbers that forms the orbit \(\rho_1\).
Using the intersection numbers for the $\rho$, we can compute

$$I_{ab} = \Pi^\text{bulk}_a \circ \Pi^\text{bulk}_b = (P_a \rho_1 + Q_a \rho_2 + U_a \rho_3 + V_a \rho_4) \circ (P_b \rho_1 + Q_b \rho_2 + U_b \rho_3 + V_b \rho_4)$$

$$= 2(P_a V_b + Q_a U_b) + 4(P_a U_b + Q_a V_b) - (a \leftrightarrow b). \quad (171)$$

These are our desired intersection numbers of orbifold invariant collections of cycles.

Finally, we want orbifold invariant collections of orientifold planes and their wrapping numbers. The reflection $R$ acts as $(\pi_1, \pi_2) \to (\pi_1, \pi_1 - \pi_2)$ in the first two 2-tori and as $(\pi_1, \pi_2) \to (\pi_1, -\pi_2)$ in the third. This means for the wrapping numbers

$$\begin{pmatrix} n_1 & m_1 \\ n_2 & m_2 \\ n_3 & m_3 \end{pmatrix} \stackrel{R}{\to} \begin{pmatrix} n_1 + m_1 & -m_1 \\ n_2 + m_2 & -m_2 \\ n_3 & -m_3 \end{pmatrix}. \quad (172)$$

The $R$ images for the AAa lattice are then found as:

$$\rho_1 \to \rho_1, \quad (173)$$
$$\rho_2 \to \rho_1 - \rho_2, \quad (174)$$
$$\rho_3 \to -\rho_3, \quad (175)$$
$$\rho_4 \to \rho_4 - \rho_3. \quad (176)$$

We want to form invariant combinations. Obviously $\rho_1$ and $\rho_2$ transform among themselves, and so do $\rho_3$ and $\rho_4$, so we expect two sub-orbits. The first one can obviously be chosen to be $\rho_1$, and the second can be chosen as $\rho_3 - 2\rho_4$. The representatives of these two orbits are mapped into each other by even powers $R\Theta^{\text{even}}$ and odd powers $R\Theta^{\text{odd}}$, respectively, so we label them by this. The wrapping numbers are:

$$\Omega R\Theta^{\text{even}}: \rho_1 \quad (n_i, m_i) = (1, 0; 1, 0; 1, 0), \quad (177)$$
$$\Omega R\Theta^{\text{odd}}: \rho_3 - 2\rho_4 \quad (n_i, m_i) = (1, 1; 0, 1; 0, -1). \quad (178)$$

The representatives are generated from (166). The complete set of O6-plane wrapping numbers is:

$$\begin{pmatrix} 1 & 0 \\ 1 & 0 \\ -1 & 1 \end{pmatrix} \xrightarrow{\Theta} \begin{pmatrix} 0 & 1 \\ -1 & 1 \\ -1 & 0 \end{pmatrix} \xrightarrow{\Theta} \begin{pmatrix} -1 & 1 \\ 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad (179)$$
$$\begin{pmatrix} 1 & 1 \\ 0 & 1 \\ 0 & -1 \end{pmatrix} \xrightarrow{\Theta} \begin{pmatrix} -1 & 2 \\ -1 & 0 \\ 0 & 1 \end{pmatrix} \xrightarrow{\Theta} \begin{pmatrix} -2 & 1 \\ 1 & -1 \\ 0 & -1 \end{pmatrix}. \quad (180)$$

It may also be useful to note that if we act further with $\Theta$, we can obtain wrapping numbers that differ from these by an even number of sign flips, but as three-cycles, those are equivalent to this set of six.
C.2 Trigonometry

The angle \( \varphi \) between the brane \( a \) and the \( x \)-axis is determined by

\[
\cos \varphi = \frac{nR_1 + mR_2 \cos \theta_U}{\mathcal{V}}, \quad \sin \varphi = \frac{mR_2 \sin \theta_U}{\mathcal{V}},
\]

where \( \theta_U \) is the angle that \( U \) makes with the \( x \)-axis, and \( \mathcal{V} = R_1 L \) is the physical length of the cycle, i.e. before we scaled the coordinates so the horizontal basis vector is unit length (\( \tilde{e}_1 \rightarrow \tilde{e}_1/|\tilde{e}_1| = \tilde{e}_1/R_1 \)). Now it is easy to compute

\[
\cot(\varphi_b - \varphi_a) = \frac{\cos \varphi_b \cos \varphi_a + \sin \varphi_b \sin \varphi_a}{\cos \varphi_a \sin \varphi_b - \cos \varphi_b \sin \varphi_a} = \frac{n_a n_b R_1 + m_a m_b R_2}{I_{ab} \sin \theta_U} \cos \theta_U
\]

(182)

\[
= \frac{V_{ab}}{I_{ab}},
\]

(183)

where we introduced

\[
V_{ab} = \frac{1}{\sin \theta} \left( n_a n_b \frac{R_1}{R_2} + m_a m_b \frac{R_2}{R_1} + (n_a m_b + n_b m_a) \cos \theta_U \right).
\]

(184)

For \( a = b \), this is the square of the length of brane \( a \) which can alternatively be expressed as

\[
V_{aa} \equiv V_a = \frac{|n_a + U m_a|^2}{U_2^2}.
\]

(185)

For \( a \neq b \), it has no particular meaning.

Note the occurrence of the intersection numbers \( I_{ab} = n_a m_b - n_b m_a \); this comes from the ‘\( \sin(\varphi_b - \varphi_a) \)’ in the denominator. Also note the special cases\(^14\)

\[
V_{ab} = \left\{ \begin{array}{ll}
\frac{n_a n_b R_1}{R_2} + m_a m_b R_2 & (\theta_U = \pi/2) \\
\frac{2}{\sqrt{3}} (n_a m_b + m_a n_b + \frac{1}{2}(n_a m_b + n_b m_a)) & (\theta_U = \pi/3)
\end{array} \right.
\]

(186)

where the last expression follows from \( U \equiv R_2 / R_1 e^{i \theta_U} = e^{i \pi/3} \) for \( \mathbb{Z}_3 \), i.e. \( R_2 / R_1 = 1 \). One can now write completely analogous expressions for \( V_{a, \mathcal{O}k} \), where \( \mathcal{O}_k \) is one of the orientifold planes\(^179\).

C.3 Partition functions

We consider the brane stack \( a \) as a representative of the orientifold orbit \( [a] \). The complete partition function is given in terms of vacuum amplitudes on each worldsheet surface:

\[
\mathcal{Z} = \sum_{a \in [a], b \in [b]} \mathcal{A}_{a,b} + \sum_{a \in [a]} \sum_{k=0}^5 \mathcal{M}_{a,\mathcal{O}_k}^k + \mathcal{K} + \mathcal{T}.
\]

(187)

\(^14\)Correct with (12) in [12].
The external partition functions are

\[ Z^{\text{ext}}[\alpha \beta](\tau) = \frac{1}{(4\pi^2\alpha' t)^2} \frac{\vartheta[\alpha \beta](0, \tau)}{\vartheta(\tau)^3}, \]  

(189)

where \( \tau \) is \( \tau_A \) for annulus and \( \tau_M \) for Möbius. The annulus partition function is

\[ Z^{\text{int}}[\alpha \beta](\tau_A) = \prod_{i=1}^{3} I_{a,b}^{i} \frac{\vartheta[\alpha + v_{ab}^i](0, \tau_A)}{\vartheta[1/2 + v_{ab}^i](0, \tau_A)}, \]  

(190)

where \( \tau_A = it/2 \) and the angles are

\[ v_{ab}^j \equiv \frac{1}{\pi} (\varphi_a^j - \varphi_b^j) = \frac{1}{\pi} \varphi_{ab}^j. \]  

(191)

This contains the rotation angle \( \varphi \) that depends on the representatives \( a \) and \( b \).

We note that when the supersymmetry condition \( \sum_{i=1}^{3} \varphi_{ab}^i = 0 \) mod \( \pi \) holds, we can rewrite this as equation (2.13) in [11]. There, the angle appears in the argument instead of the upper characteristic.

Now we need the annulus partition function for strings stretching between some brane \( a \) and its image \( a' \). This could be either the orbifold image \( a^k \), or the orientifold image thereof, \( \Omega \Theta^k a =: Ra^k \). We need only specialize the expression (190) to this case:

\[ Z^{\text{int}}[\alpha \beta](\tau_A) = \prod_{i=1}^{3} I_{a,a'}^{i} \frac{\vartheta[\alpha + v_{a,a'}^i](0, \tau_A)}{\vartheta[1/2 + v_{a,a'}^i](0, \tau_A)}, \]  

(192)

Even when \( a \) is rotated by an angle \( \varphi \) relative to another system of branes (or O-planes), this of course does not affect the angle between a representative \( a \) and its image \( a' \), so the \( A_{a,a'} \) amplitude does not depend on the rotation angle \( \varphi \) directly.

For the Möbius vacuum amplitude[17] for strings stretching from brane \( a \) to the orientifold image \( \Omega R \Theta^k a \) we have

\[ Z^{\text{int}}[\alpha \beta](\tau_M) = \prod_{j=1}^{3} I_{a,O}^{j} \frac{\vartheta[\alpha + v_{a,O}^j, \beta - v_{a,O}^i](0, \tau_M)}{\vartheta[1/2 + v_{a,O}^i, 1/2 - v_{a,O}^i](0, \tau_M)}, \]  

(193)

\[ \text{Note that this definition differs by a factor of } i \text{ from the definition in [11].} \]

\[ \text{In their eq. (2.17), we set } d = 3 \text{ for intersection in all three tori, } \epsilon \to 0, \beta \to 0 \text{ as there is no external gauge field, and } Z_i = 1 \text{ as there are no zero modes.} \]

\[ \text{In their eq. (2.23), since } d' = 0, \text{ there is no product over } i, \text{ so no dependence on } n_{O6}. \]
where
\[ v_{aO_k}^j = -\frac{1}{\pi} (\varphi_{a}^j - \varphi_{O_k}^j) \] (194)
and \( \tau_M = it/2 + 1/2 \). Note that unlike (191), this explicitly depends on the sector \( k \). As before, the internal part can be rewritten with the shift in the argument instead of in the characteristics provided \( \sum_i v^i = 0 \), and then it can be checked with [11]. Here \( I^{k,j}_{a,O} \) is the number of \( \Omega_R \Theta^k \)-invariant intersections of the two branes.

If along the \( i \)th torus the intersecting angle vanishes, the internal partition functions (190) and (193) are modified as follows:

\[
\begin{align*}
I_{ab}^i & \quad \frac{\vartheta(1/2 + v_{ab}^i)}{\vartheta(1/2)}(0, \tau_A) \quad \Rightarrow \quad \Gamma_A(t, T^i, V^i_a) = \sum_{m,n} e^{-\pi t (m^2 L^2 + n^2 D^2)} (200) \\
I_{a,O_k}^{k,i} & \quad \frac{\vartheta(1/2 + 2v_{aO_k}^{i})}{\vartheta(1/2 - v_{aO_k}^{i})}(0, \tau_M) \quad \Rightarrow \quad \Gamma_M(t, T^i, V^i_{O_k}) = \sum_{m,n} e^{-\pi t (m^2 L^2 + n^2 D^2)} (202)
\end{align*}
\]

for annulus and Möbius. The zero mode contributions \( \Gamma_A \) and \( \Gamma_M \) to the partition functions are [18]

\[
\begin{align*}
\Gamma_A & \quad \sum_{m,n} e^{-\frac{\pi t}{T^2 V^i_a} |m + T^i n|^2} = \sum_{\vec{n}} e^{-\pi t \vec{n}^2 G_A \vec{n}} = \vartheta(it G_A) \\
\Gamma_M & \quad \sum_{m,n} e^{-\frac{\pi t}{T^2 V^i_{O_k}} |m + T^i n|^2} = \sum_{\vec{n}} e^{-\pi t \vec{n}^2 G_M \vec{n}} = \vartheta(it G_M)
\end{align*}
\]

where in the latter sum, \( V^i_{O_k} \) refers to O-planes that are parallel to D-branes (in these \( N = 2 \) sectors), and

\[
G_A = \frac{1}{T^2 V^i_a} \left( \begin{array}{cc} 1 & T_1 \\ T_1 & |T|^2 \end{array} \right) , \quad G_M = \frac{1}{T^2 V^i_{O_k}} \left( \begin{array}{cc} 1 & T_1 \\ T_1 & |T|^2 \end{array} \right). (199)
\]

For zero \( B \)-field, it is easy to see that these are in fact simply

\[
\Gamma_A(t, T^i, a) = \sum_{m,n} e^{-\pi t (m^2 L^2 + n^2 D^2)} (200)
\]

with the \( L_i \) and \( D_i \) from (122), and similarly for \( \Gamma_M \). We can now use the known result (see e.g. [27]) that

\[
\int_{1/\Lambda^2}^{\infty} \frac{dt}{t} \vartheta(it G) e^{-2\pi \chi t} = \frac{\Lambda^2}{\sqrt{G}} - \ln(8\pi^3 \chi) - \ln \left( \frac{T_2 |\eta(T)|^4}{\sqrt{G}} \right) (201)
\]

where

\[
\begin{align*}
\int_{1/\Lambda^2}^{\infty} \frac{dt}{t} \vartheta(it G) e^{-2\pi \chi t} & = V^i_a \Lambda^2 - \ln(8\pi^3 \chi) - \ln \left( T_2 V^i_a |\eta(T)|^4 \right) . (202)
\end{align*}
\]

\(^{18}\) see for example (2.19) and (2.27) in [11]
C.4 Tadpole cancellation

The charge cancellation condition is

$$\sum_a N_a(\Pi_\alpha + \Pi_{\alpha'}) - 2 \times 4 \Pi O_6 = 0 ,$$ \hspace{1cm} (203)

where the factor of 2 arises from the fact that the O-planes come in pairs of two in orientifolds with one rectangular torus (as is the case for our third torus). This can be seen nicely in fig. 1 of [39]. For concreteness, we will focus on an example with two stacks $a$ and $b$, with intersection numbers $(n_i, m_i)$ and $(q_i, p_i)$. Then (203) becomes two conditions on the wrapping numbers:

$$D_1 = 0 , \quad D_2 = 0 ,$$ \hspace{1cm} (204)

where

$$D_1 = N_a(2n_1 n_2 + n_1 m_2 + m_1 n_2 - m_1 m_2)n_3 + N_b(2q_1 q_2 + q_1 p_2 + p_1 q_2 - p_1 p_2)q_3 - 8 ,$$ \hspace{1cm} (205)

$$D_2 = -N_a(n_1 m_2 + m_1 n_2 + m_1 m_2)m_3 - N_b(q_1 p_2 + p_1 q_2 + p_1 p_2)p_3 - 8 .$$ \hspace{1cm} (206)

We sketch the well-known derivation of this result, again specifying to two stacks only (a generalization to more stacks is straightforward but a bit cumbersome to write down explicitly). Take the UV limit in the vacuum amplitude, where “UV” means in the open string sense $t \to 0$, that is $\ell \to \infty$, and focus on the Ramond sector $(\alpha, \beta) = (1/2, 0)$ piece of the spin structure sum\(^{19}\) and use that in this limit,

$$\frac{\vartheta[1/2](0)}{\eta^3} \to 2 , \quad \frac{\vartheta[1/2](v)}{\vartheta[1/2](v)} \to -\cot(\pi v) .$$ \hspace{1cm} (207)

The sum of the UV limits of the vacuum amplitudes in the R sector is then

$$\delta_R = \left(2A_{[a][\bar{b}]}^{UV} + A_{[a][a]}^{UV} + A_{[b][\bar{b}]}^{UV} + A_{[a]}^{UV} + M_{[a]}^{UV} + K^{UV}\right) \int_0^\infty d\ell \hspace{1cm} (\text{R sector}) ,$$ \hspace{1cm} (208)

\(^{19}\)This is sufficient for the vacuum amplitude as long as supersymmetry is not broken. In the presence of a background field $B$ supersymmetry is broken and, thus, for the $B^2$ terms, the NSNS tadpoles are independent of the RR tadpoles, cf. [11].
where

\[ A_{[a][b]}^{\text{UV}} = \frac{1}{6} N_a N_b \sum_{k,l=0}^{2} (V_{a^k,b^l} + V_{a^k,Ra^l} + V_{Ra^k,a^l} + V_{Ra^k,Ra^l}) , \]

(209)

\[ A_{[a][a]}^{\text{UV}} = \frac{1}{6} N_a^2 \sum_{k,l=0}^{2} (V_{a^k,a^l} + V_{a^k,Ra^l} + V_{Ra^k,a^l} + V_{Ra^k,Ra^l}) , \]

(210)

\[ A_{[b][b]}^{\text{UV}} = \frac{1}{6} N_b^2 \sum_{k,l=0}^{2} (V_{b^k,b^l} + V_{b^k,Rb^l} + V_{Rb^k,b^l} + V_{Rb^k,Rb^l}) , \]

(211)

\[ M_{[a]}^{\text{UV}} = \frac{1}{3} N_a \sum_{k=0}^{5} \sum_{m=0}^{5} (V_{a^k,O_m} + V_{Ra^k,O_m}) , \]

(212)

\[ M_{[b]}^{\text{UV}} = \frac{1}{3} N_b \sum_{k=0}^{5} \sum_{m=0}^{5} (V_{b^k,O_m} + V_{Rb^k,O_m}) , \]

(213)

\[ K^{\text{UV}} = \frac{2}{3} \sum_{m,n=0}^{5} V_{O_m,O_n} . \]

(214)

The additional factors of 2 and 4 in the Möbius and Kleinbottle amplitudes have the same origin as the factor of 2 in (203). Here we introduced the notation \( V_{ab} = \prod_j V_{j}^{ab} \) (and similarly for \( V_{aO} \) and \( V_{OO} \)) with each \( V_{j}^{ab} \) given by (185). This can be obtained by first noticing

\[ A_{a,b}^{\text{UV}} = 2 N_a N_b \prod_{j=1}^{3} I_{ab}^{j} \cot \left( \pi v_{ab}^{j} \right) \int_{0}^{\infty} d\ell , \]

(215)

\[ M_{a,Ra^k}^{k,\text{UV}} = -8 N_a \rho_k \prod_{j=1}^{3} I_{a,Ra^k}^{k,j} \cot \left( \pi v_{a,O_k}^{j} \right) \int_{0}^{\infty} d\ell , \]

(216)

\[ K^{\text{UV}} = \frac{1}{16} \prod_{j=1}^{3} I_{O_m,O_n}^{j} \int_{0}^{\infty} d\ell , \]

(217)

where the factors \( N \) and the phase \( \rho_k \) come from the Chan-Paton traces of eq. (2.11) in [11]:

\[ \text{tr}((\gamma a^k_\Theta^k)^* \gamma a^k_\Theta^k) = \rho_k N_a . \]

(218)

We find that tadpoles cancel if \( \rho_k = 1 \) for all \( k \). One then uses (184) from above:

\[ \cot (v_{ab}^{j}) = V_{ab}^{j} \frac{1}{P_{ab}^{j}} , \]

(219)

and similarly for \( \cot (\pi v_{a,O_k}^{j}) \). We see that the intersection numbers in the angles cancel the explicit overall intersection numbers from multiple intersections in the amplitude.

Demanding untwisted RR tadpole cancellation \( \delta_R = 0 \) leads to (204) which is a condition on \( N_a, N_b \) and the wrapping numbers.

20With a slight abuse of notation we use the same symbol \( V_{ab} \) as in (185) to now denote \( \prod_j V_{ab}^{j} \).
C.5 Sample configuration

This two-stack configuration of D6-branes (with the O6-plane configuration given above) cancels all untwisted tadpoles:

\[ a = [1, 0, 1, 0, 1, 0] \quad (220) \]
\[ b = [0, 1, 0, 1, 0, -1] \quad (221) \]

and substituting this in (204) gives the two constraints

\[ 4N_a^2 - 32N_a + 64 = 0, \quad 3N_b^2 - 48N_b + 192 = 0, \quad (222) \]

whence \( N_a = 4, \ N_b = 8. \)

C.6 Divergence cancellation in the two-point function

Using the notation of the previous sections, we can now write out the divergences in terms of wrapping numbers and \( R_2/R_1 \). There are no contributions from \( A_{[b][b]} \), \( M_{[b]} \) (for \( b \neq a \)) or \( K \) when calculating a 2-point function for the brane scalars of stack \( a \).

\[
\langle \Phi \bar{\Phi} \rangle_{UV}^{A_{[a][b]}} = -2N_aN_b \left( m_1(n_2 - m_2) + n_1(2n_2 + m_2) \right) n_3 \left( p_1(q_2 - p_2) + q_1(2q_2 + p_2) \right) q_3 \frac{R_1}{R_2}
\]
\[
-6N_aN_b \left( m_1(n_2 + m_2) + n_1m_2 \right) m_3 \left( p_1(q_2 + p_2) + q_1p_2 \right) p_3 \frac{R_2}{R_1}, \quad (223)
\]

\[
\langle \Phi \bar{\Phi} \rangle_{UV}^{A_{[a][a]}} = \left[ -2N_a^2 \left( m_1(n_2 - m_2) + n_1(m_2 + 2n_2) \right)^2 n_3^2 \right] \frac{R_1}{R_2} \]
\[
+ \left[ -6N_a^2 \left( m_1(n_2 + m_2) + n_1m_2 \right)^2 m_3^2 \right] \frac{R_2}{R_1}, \quad (224)
\]

\[
\langle \Phi \bar{\Phi} \rangle_{UV}^{M_{[a]}} = \left[ 16N_a \left( m_1(n_2 - m_2) + n_1(2n_2 + m_2) \right) n_3 \right] \frac{R_1}{R_2} \]
\[
+ \left[ -48N_a \left( m_1(n_2 + m_2) + n_1m_2 \right) m_3 \right] \frac{R_2}{R_1}. \quad (225)
\]

We demand cancellation of

\[
\delta_{2pt} = \langle \Phi \bar{\Phi} \rangle_{A_{[a][b]}}^{UV} + \langle \Phi \bar{\Phi} \rangle_{A_{[a][a]}}^{UV} + \langle \Phi \bar{\Phi} \rangle_{M_{[a]}}^{UV} \quad (226)
\]

for any values of complex structures, by the prefactor of \( R_2/R_1 \) and \( R_1/R_2 \) vanishing. The result is two conditions for twelve integers. However, this cancellation condition should not restrict the brane configurations any more than they have already been restricted by tadpole cancellation. We find that as expected, the divergence factorizes

\[
\delta_{2pt} = P_1D_1 \frac{R_1}{R_2} + P_2D_2 \frac{R_2}{R_1} \quad (227)
\]
\[
= 0, \quad (228)
\]
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where \( P_1, P_2 \) are cubic polynomials in the wrapping numbers, and \( D_1 \) and \( D_2 \) are the vacuum amplitude tadpole cancellation conditions given in (205) and (206). To be explicit, we find

\[
P_1 = 2N_a (m_1m_2n_3 - n_2n_3m_1 - 2n_1n_2n_3 - n_1n_3m_2),
\]

(229)

\[
P_2 = 6N_a (m_2m_3n_1 + n_2m_3m_1 + m_1m_2m_3).
\]

(230)

Thus, the tadpole cancellation conditions \( D_1 = D_2 = 0 \), that we compute by factorization of vacuum amplitudes, already imply divergence cancellation in the scalar two-point function.

We have already imposed twisted tadpole cancellation by eq. (2.7) of [11] so we only see the untwisted ones, cf. eq. (2.7) of [16].

Finally, we consider the “\( I^3 \)” contribution, where the integrand does not depend on the wrapping numbers at all. For these coefficients we find

\[
\sum_{k,l} I_{a^k,b^l} = - \sum_{k,l} I_{a^k,Rb^l},
\]

(231)

\[
\sum_{k,l} I_{a^k,a^l} = \sum_{k,l} I_{a^k,Ra^l} = 0,
\]

(232)

\[
\sum_{k,l} I_{a^k,O_l} = - \sum_{k,l} I_{Ra^k,O_l},
\]

(233)

so the total contribution vanishes.

D World-sheet correlators

The correlators on the annulus \( \mathcal{A} \) and Möbius strip \( \mathcal{M} \) are obtained by symmetrizing the corresponding correlators on the covering torus under the involutions that define the surfaces in the first place:

\[
I_\mathcal{A}(w) = I_\mathcal{M}(w) = 2\pi - \bar{w}
\]

(234)

producing (cf. the appendix of [8])

\[
\langle X(w_1)X(w_2) \rangle_\sigma = \langle X(w_1)X(w_2) \rangle_\mathcal{T} + \langle X(w_1)X(I(w_2)) \rangle_\mathcal{T},
\]

(235)

where \( \sigma \in \{ \mathcal{A}, \mathcal{M} \} \). The formulas are somewhat simpler in the rescaled variable

\[
\nu = \frac{w}{2\pi}, \quad \text{Re}(\nu) \in [0, 1].
\]

(236)

The bosonic correlation function on the torus \( \mathcal{T} \) in the untwisted directions is

\[
\langle X(\nu_1, \bar{\nu}_1)X(\nu_2, \bar{\nu}_2) \rangle_\mathcal{T} = -\frac{\alpha'}{2} \ln \left| \frac{\vartheta_1(\nu_1 - \nu_2, \tau)}{\vartheta_1(0, \tau)} \right|^2 + \alpha' \pi \frac{(\text{Im}(\nu_1 - \nu_2))^2}{\text{Im}(\tau)}.
\]

(237)
We will also need the S-transformed expression on the annulus, for which $\nu$ and $\tau$ are imaginary

\[
\langle X(\nu, \bar{\nu})X(0, 0) \rangle_A = -\alpha' \ln \left| \frac{\tau \theta_1(\nu, -\frac{1}{\tau})}{\theta'_1(0, -\frac{1}{\tau})} \right|^2 .
\]  

(238)

Since the bosons in the amplitude we are interested in are polarized in external directions only, we will not need twisted boson correlation functions in this paper.

For untwisted world-sheet fermions in the even spin structures, the correlation function on the torus is

\[
G_F^{[\alpha \beta]}(\nu_1, \nu_2) \delta^{\mu \nu} \equiv \langle \psi^\mu(\nu_1)\psi^\nu(\nu_2) \rangle_T^{\alpha \beta} = \frac{\partial[\alpha \beta]^\mu(\nu_1 - \nu_2, \tau)}{\partial[\alpha \beta]^\nu(0, \tau)} \delta^{\mu \nu} .
\]  

(239)

Just as for bosons, fermion propagators for the remaining surfaces can be determined from the torus propagators by the method of images. The result (taken from the appendix of [8]) is

\[
\langle \psi(\nu_1)\psi(\nu_2) \rangle^{\alpha \beta}_\sigma = G_F^{[\alpha \beta]}(\nu_1, \nu_2) , \quad \sigma \in \{A, M\} .
\]  

(240)

In the following we will sketch the derivation using periodicity of the doubled fermionic fields. On the covering torus, we have for a worldsheet fermion $\psi$ with spin structure $(\alpha, \beta)$

\[
\psi(w + 2\pi, \tau) = -e^{2\pi i \alpha} \psi(w, \tau) ,
\]

\[
\psi(w + 2\pi \tau, \tau) = -e^{-2\pi i \beta} \psi(w, \tau) .
\]

(241)  

(242)

The signs are conventional: they are chosen such that $(\alpha, \beta) = (1/2, 1/2)$ corresponds to double periodicity. Thus, for the Green’s function we are looking for an expression that transforms under translations around the two cycles of the covering torus as

\[
G_F^{[\alpha \beta]}(w + 2\pi, \tau) = -e^{2\pi i \alpha} G_F^{[\alpha \beta]}(w, \tau) ,
\]

\[
G_F^{[\alpha \beta]}(w + 2\pi \tau, \tau) = -e^{-2\pi i \beta} G_F^{[\alpha \beta]}(w, \tau)
\]

(243)  

(244)

and satisfies

\[
\bar{\partial} G_F^{[\alpha \beta]}(w, \tau) = \delta(w) , \quad (\alpha, \beta) \neq (1/2, 1/2) .
\]

(245)

This determines the expression to be

\[
G_F^{[\alpha \beta]}(\nu, \tau) = \frac{\partial[\alpha \beta]^\nu(0)}{\partial[\alpha \beta]^\nu(0)} \psi(0, \tau) , \quad (\alpha, \beta) \neq (1/2, 1/2) ,
\]

(246)

where we fixed the residue at $\nu = 0$ to be 1. In this subsection, $\alpha$ has been a generic real number between 0 and 1. To connect to the discussion in the main text, we now give a concrete example for the annulus amplitude. In that case, for angles $\nu = \varphi/\pi$ we have that the generic $\alpha$ above is
actually $\tilde{\alpha} + \nu$, where $\tilde{\alpha}$ is now 0 or 1/2. In the main text we drop the tilde and let $\alpha$ only take the values 0 or 1/2.

By using modular transformations of the Jacobi theta functions, it is easy to see that

$$G_F^{[\alpha]}(\nu/\tau, -1/\tau) = \tau G_F^{[\beta]}(\nu, \tau).$$

(247)

E $q$-series representation of twisted correlator

We want to find a different representation of (93). We begin by observing

$$\vartheta^{[1/2]}(1/2, \nu, \tau) = \vartheta^{[1/2]}(1/2 + \nu, \tau).$$

(248)

as is obvious from the sum representation of the Jacobi theta function. Then we have

$$G_F^{[1/2]}(\nu, \tau) = \vartheta_1(\nu, \tau) \vartheta_1(0, \tau)
= \vartheta_1(\nu + \tau) \vartheta_1(0, \tau),$$

(249)

In the main text, the left hand side is the fermion Green’s function in the closed string channel. In this section only, $\tau$ is not the specific open-string channel $\tau$ of the main text, but rather we will derive a general identity for generic $\tau$. Also, for clarity we relabel $\nu = y, \nu = z$ in this section only.

We will prove that

$$f(y, z) \equiv \frac{\vartheta_1(y + z) \vartheta_1(0)}{\vartheta_1(y) \vartheta_1(z)} = \pi \cot \pi y + \pi \cot \pi z + 4\pi \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} q^{mn} \sin(2\pi my + 2\pi nz)$$

(250)

with $q = e^{2\pi i \tau}$. This is literally a textbook problem, exercise 13 in Chapter 21 of [25]. For the reader’s convenience we will solve this problem here. Note that $f(y, z)$ is symmetric under interchange $y \leftrightarrow z$. (This is rather interesting in the original variables, as one would in general not expect the integrand to be symmetric in the vertex position and the angle.) We will concentrate on the $z$ dependence of $f(y, z)$, assuming that $y$ is away from zero. To prove (250), perform the contour integration around the cell in figure 9.
where $n$ is positive integer and we used $f(y, z + 1) = f(y, z)$ and $f(y, z + \tau) = e^{-2\pi iy} f(y, z)$, which follow from the properties of theta functions, or more directly, from the defining transformation properties (243), (244). In fact, we did not even need to write down the theta function representation of $f$ to complete the proof, we only need to know its quasiperiodicity properties and singularity (including the residue). Knowing that $f$ has a simple pole at the origin with residue one lets us immediately see that the integral on the left-hand side of (251) is equal to one, because

$$\text{Res}[f(y, z)e^{2\pi inz}, z = 0] = 2\pi i.$$  \hspace{1cm} (253)

Thus, we obtain

$$\int_{-1/2 - \tau/2}^{1/2 - \tau/2} dz f(y, z)e^{2\pi inz} = \frac{2\pi i}{1 - q^n e^{-2\pi iy}}, \hspace{1cm} (254)$$

and assuming $|q^n e^{-2\pi iy}| < 1$, the RHS can be Taylor expanded to give

$$\int_{-1/2 - \tau/2}^{1/2 - \tau/2} dz f(y, z)e^{2\pi inz} = 2\pi i \sum_{m=0}^{\infty} q^{mn} e^{-2\pi imy}. \hspace{1cm} (255)$$

On the other hand, from the pole structure and the periodicity of $f(y, z)$ we can use the following ansatz:

$$f(y, z) = \pi \cot(\pi y) + \pi \cot(\pi z) + \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} c_{m,n} e^{-2\pi inz} e^{-2\pi imy}, \hspace{1cm} (256)$$

where the cotangent terms arise due to the fact that the pole is located at zero. (The Fourier series of the cotangent function itself are written down in section E.2 below.) And note that $f(-y, -z) =
\(-f(y, z)\), so it is easy to see that
\[
c_{m,n} = -c_{-m,-n},
\]
meaning in particular \(c_{0,0} = 0\). On the other hand due to the symmetry under \(y \leftrightarrow z\) it is easy to show
\[
c_{m,n} = c_{n,m}.
\]
Inserting these pieces of information into the integral in (255) and using the expansion (265) below for \(\pi \cot(\pi z)\), we find
\[
2\pi i + \sum_{m=-\infty}^{\infty} c_{m,n}e^{-2\pi i m y} = 2\pi i \sum_{m=0}^{\infty} q^{mn}e^{-2\pi i m y},
\]
which by matching term by term gives
\[
c_{m,n} = 2\pi iq^{mn}, \quad c_{-m,n} = 0, \quad c_{0,n} = 0 \quad \text{for} \quad m, n > 0,
\]
and using (257) we have
\[
c_{-m,-n} = -2\pi iq^{mn}, \quad c_{m,-n} = 0, \quad c_{0,-n} = 0 \quad \text{for} \quad m, n > 0,
\]
and due to (258) it follows that \(c_{m,0} = 0\) for any \(m\).

To summarize, we are left with
\[
\sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} c_{m,n}e^{-2\pi i z e^{-2\pi i m y}} = 2\pi i \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} q^{mn}e^{-2\pi i z e^{-2\pi i m y}}
\]
\[
-2\pi i \sum_{m=-1}^{\infty} \sum_{n=-1}^{\infty} q^{mn}e^{-2\pi i z e^{-2\pi i m y}}
\]
\[
= 2\pi i \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} q^{mn}(e^{-2\pi i z e^{-2\pi i m y}} - e^{2\pi i z e^{2\pi i m y}})
\]
\[
= 4\pi \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} q^{mn} \sin(2\pi my + 2\pi nz).
\]
Thus (256) gives (250), which is what we wanted to show.

**E.1 Vanishing by contour integration**

Once we have convinced ourselves that the poles do not contribute, we can prove (94) by performing a line integral over the deformed contour of figure 10. Because \(G_F\) has no pole in the interior of the
Figure 10: Path of integration in the complex $\nu$ plane.

fundamental domain, we find by a similar argument to above

$$0 = \oint d\nu \, G_F[\frac{1/2}{1/2+\nu}](\nu) = (1 - e^{-2\pi iv}) \int_0^1 d\nu \, G_F[\frac{1/2}{1/2+\nu}](\nu). \quad (263)$$

If $e^{2\pi iv} \neq 1$, the factor in parenthesis does not vanish, then the integral along the real axis from 0 to 1 of $G_F$ must instead vanish, which is what we wanted to show. We note that if it had not been for the quasiperiodicity induced by the angle $v$, the factor in parenthesis would vanish trivially, and the contour integration would provide no information about the value of the integral of $G_F$ from 0 to 1.

E.2 Fourier series of cotangent function

For $|e^{2\pi iv}| < 1$ we have that (writing $x = e^{2\pi iv}$)

$$\pi \cot \pi \nu = \pi i \frac{e^{2\pi iv} + 1}{e^{2\pi iv} - 1} = -\pi i \left( \frac{x}{1-x} + \frac{1}{1-x} \right) \quad (264)$$

$$= -\pi i \left( \sum_{n=1}^{\infty} x^n + \sum_{n=0}^{\infty} x^n \right) = -\pi i \left( 1 + 2 \sum_{n=1}^{\infty} e^{2\pi in\nu} \right),$$

but for $|e^{-2\pi iv}| < 1$ we have that

$$\pi \cot \pi \nu = \pi i \frac{1 + e^{-2\pi iv}}{1 - e^{-2\pi iv}} = +\pi i \left( \frac{1}{1-1/x} + \frac{1/x}{1-1/x} \right) \quad (265)$$

$$= +\pi i \left( \sum_{n=1}^{\infty} \left( \frac{1}{x} \right)^n + \sum_{n=0}^{\infty} \left( \frac{1}{x} \right)^n \right) = +\pi i \left( 1 + 2 \sum_{n=1}^{\infty} e^{-2\pi in\nu} \right).$$
Figure 11: Orbifold invariant intersection points for \([a]\) given by \((n, m) = (n, 1), n = 2, \ldots, 10\). We see that including the origin, \(I_{[a][a]} = 7, 13, 21, 31, 43, \ldots = n^2 + n + 1\).

F Illustrating image intersections

Let us focus on a single brane \(a\) and its images \(a_k\) on a single \(T^2\) let us say the second one. From (166) we have

\[
I_{[a][a]} = I_{a, \Theta a} + I_{a, \Theta^2 a}
\]

\[
= \frac{1}{2} [n_1 \cdot (n_1 + m_1) + m_1 \cdot m_1] + \frac{1}{2} [n_1 \cdot n_1 + m_1 \cdot (n_1 + m_1)]
\]

\[
= n_1^2 + n_1 m_1 + m_1^2.
\]

For example, for \([a]\) given by \((n_1, m_1) = (n, 1)\) we have for the orbit that

\[
I_{[a][a]} = n^2 + n + 1
\]

\[
= 7, 13, 21, 31, 43, \ldots
\]

This is illustrated in figure 11.
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