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Abstract
Training neural networks involves finding minima of a high-dimensional non-convex loss function. Knowledge of the structure of this energy landscape is sparse. Relaxing from linear interpolations, we construct continuous paths between minima of recent neural network architectures on CIFAR10 and CIFAR100. Surprisingly, the paths are essentially flat in both the training and test landscapes. This implies that neural networks have enough capacity for structural changes, or that these changes are small between minima. Also, each minimum has at least one vanishing Hessian eigenvalue in addition to those resulting from trivial invariance.

1. Introduction
Neural networks have achieved remarkable success in practical applications such as object recognition (He et al., 2016; Huang et al., 2017), machine translation (Bahdanau et al., 2015; Vinyals & Le, 2015), speech recognition (Hinton et al., 2012; Graves et al., 2013; Xiong et al., 2017) etc. Theoretical insights on why neural networks can be trained successfully despite their high-dimensional and non-convex loss functions are few or based on strong assumptions such the eigenvalues of the Hessian at critical points being random (Dauphin et al., 2014), linear activations (Choromanska et al., 2014; Kawaguchi, 2016) or wide hidden layers (Soudry & Carmon, 2016; Nguyen & Hein, 2017).

In the current literature, minima of the loss function are typically depicted as points at the bottom a valley with a certain width that reflects the generalisation of the network with parameters given by the location of the minimum (Keskar et al., 2016). This is also the picture obtained when the loss function of neural networks is visualised in low dimension (Li et al., 2017).

In this work, we argue that neural network loss minima are not isolated points in parameter space, but essentially form a connected manifold. More precisely, the part of the parameter space where the loss remains below a certain low threshold forms one single connected component.

We support the above claim by studying the energy landscape of several ResNets and DenseNets on CIFAR10 and CIFAR100: For pairs of minima, we construct continuous paths through parameter space for which the loss remains very close to the value found directly at the minima. An example for such a path is shown in Figure 1.

Our main contribution is the finding of paths
1. that connect minima trained from different initialisations which are not related to each other via known operations such as rescaling,
2. along which the training loss remains essentially at the same value as at the minima,
3. along which the test loss decreases while the test error rate slightly increases.

Figure 1. Left: A slice through the one million-dimensional training loss function of DenseNet-40-12 on CIFAR10 and the minimum energy path found by our method. The plane is spanned by the two minima and the mean of the nodes of the path. Right: Loss along the linear line segment between minima, and along our high-dimensional path. Surprisingly, the energy along this path is essentially flat.
The abundance of such paths suggests that modern neural networks have enough parameters such that they can achieve good predictions while a big part of the network undergoes structural changes. In closing, we offer qualitative justification of this behaviour that may offer a handle for future theoretical investigation.

2. Related Work

In discussions about why neural networks generalise despite the extremely large number of parameters, one often finds the argument that wide minima generalise better (Keskar et al., 2016). Definitions of the width of a minimum are hampered by the fact that it is possible to scale all parameters in one layer by a constant $\alpha$ and by $\alpha^{-1}$ the following layer without changing the outcome when using ReLU activations (Dinh et al., 2017). We extend this viewpoint that not only rescaling leads to directions with flat loss, but that also nontrivial changes can.

The characterisation of energy surfaces by connecting minima through low-energy paths originates from molecular statistical mechanics. Here, the parameters of the energy function are three-dimensional coordinates of the atoms and molecules in a system. A path with low energy can be used to define reaction coordinates for chemical reactions and estimating the rate at which a reaction occurs (Wales et al., 1998). In this work, we apply the Automated Nudged Elastic Band (AutoNEB) algorithm (Kolsbjerg et al., 2016) that is based on the Nudged Elastic Band (NEB) algorithm (Jónsson et al., 1998), a popular method in this field.

NEB has so far been applied to a multi-layer perceptron with a single hidden layer (Ballard et al., 2016). High energy barriers between the minima of network were found when using three hidden neurons, and disappeared upon adding more neurons to the hidden layer. In a follow-up, (Ballard et al., 2017) trained a multi-layer perceptron with a single hidden layer on the MNIST dataset. They found that with $\ell^2$-regularisation, the landscape had no significant energy barriers. However, for their network they report an error rate of 14.8% which is higher than the 12% achieved even by a linear classifier (LeCun et al., 1998) and the 0.35% achieved with a standard CNN (Ciresan et al., 2011).

In this work, we apply AutoNEB to a nontrivial network for the first time, and make the surprising observation that different minima of state of the art networks on CIFAR10 and CIFAR100 are connected through essentially flat paths.

After submission of this work to the International Machine Learning Conference (ICML) 2018, (Garipov et al., 2018) independently reported that they also constructed paths between neural network minima. They study the loss landscape of several architectures on CIFAR10 and CIFAR100 and report the same surprising observation: minima are connected by paths with constantly low loss.

3. Method

In the following, we use the terms energy and loss interchangeably.

3.1. Minimum Energy Path

A neural network loss function depends on the architecture, the training set and the network parameters $\theta$. Keeping the former two fixed, we simply write $L(\theta)$ and start with two parameter sets $\theta_1$ and $\theta_2$. In our case, we are minima of the loss function, i.e. they result from training the networks to convergence. The goal is to find the continuous path $p^*$ from $\theta_1$ to $\theta_2$ through parameter space with the lowest maximum loss:

$$p(\theta_1, \theta_2)^* = \arg \min_{p \text{ from } \theta_1 \text{ to } \theta_2} \left\{ \max_{\theta \in p} L(\theta) \right\}.$$

For this optimisation to be tractable, the loss function must be sufficiently smooth, i.e. contain no jumps along the path. The output and loss of neural networks are continuous functions of the parameters (Montúfar et al., 2014); only the derivative is discontinuous for the case of ReLU activations. However, we cannot give any bounds on how steep the loss function may be. We address this problem by sampling all paths very densely.

Such a lowest path $p^*$ is called the minimum energy path (MEP) (Jónsson et al., 1998). We refer to the parameter set with the maximum loss on a path as the “saddle point” of the path because it is a true saddle point of the loss function.

In low-dimensional spaces, it is easy to construct the exact minimum energy path between two minima, for example by using dynamic programming on a densely sampled grid. This is not possible in the high-dimensional spaces of present day’s neural networks with with parameter spaces that have millions down to billions of dimensions. We thus must resort to methods that construct an approximation of the MEP between two points using some local heuristics. In particular, we resort to the Automated Nudged Elastic Band (AutoNEB) algorithm (Kolsbjerg et al., 2016). This method is based on the Nudged Elastic Band (NEB) algorithm (Jónsson et al., 1998).

NEB bends a straight line segment by applying gradient forces until there are no more gradients perpendicular to the path. Then, as for the MEP, the highest point of the resulting path is a critical point. While this critical point is not necessarily the saddle point we were looking for, it gives an upper bound for the energy at the saddle point.

In the following, we present the mechanical model behind and the details of NEB. We then proceed to AutoNEB.
**Mechanical Model** A chain of $N + 2$ pivots (parameter sets) $p_i = p(\theta_i)$ is connected via springs of stiffness $k$ with the initial and the final pivot fixed to the minima to connect, i.e. $p_0 = \theta_1$ and $p_{N+1} = \theta_2$. Using gradient descent, the path that minimises the following energy function is found:

$$E_{\text{PEB}}(p) = \sum_{i=1}^{N} L(p_i) + \sum_{i=0}^{N} \frac{1}{2} k \|p_{i+1} - p_i\|^2$$

(1)

The problem with this formulation lies in the choice of the spring constant: If $k$ is too small, the distances between the pivots become larger in areas with high energy. However, identifying the highest point on the path and its energy is the very goal of the algorithm, so the sampling rate should be high in the high-energy regions. If, on the other hand, $k$ is chosen too large, it becomes energetically advantageous to shorten and hence straighten the path as the spring energy grows quadratically with the total length of the path. This cuts into corners of the loss surface and the resulting path can miss the saddle point.

**Nudged Elastic Band** Inspired by the above model, (Jónsson et al., 1998) presented the Nudged Elastic Band (NEB). For brevity, we directly present the improved version by (Henkelman & Jónsson, 2000). The force resulting from Equation (1) consists of a force derived from the loss and a force originating from the springs:

$$F^\text{PEB}_i = -\nabla p_i E^\text{PEB}(p) = F^L_i + F^S_i$$

For NEB, the physical forces are modified, or nudged, so that the loss force only acts perpendicularly to the path and the spring force only parallely to the path (see also Figure 2):

$$F^\text{NEB}_i = F^L_i \parallel + F^S_i \perp$$

The direction of the path is defined by the local tangent $\hat{t}_i$ to the path. The two forces now read:

$$F^L_i \parallel = - (\nabla L(p_i) - (\nabla L(p_i) \cdot \hat{t}_i) \hat{t}_i)$$

$$F^S_i \perp = (F^S_i \cdot \hat{t}_i) \hat{t}_i$$

(2)

where the spring force opposes unequal distances along the path:

$$F^S_i = -k(\|p_i - p_{i-1}\| - \|p_{i+1} - p_i\|)$$

In this formulation, high energy pivots no longer “slide down” from the saddle point. The spring force only redistributes pivots on the path, but does not straighten it.

The local tangent is chosen to point in the direction of one of the adjacent pivots ($\hat{N}$ normalises to length one):

$$\hat{t}_i = N \begin{cases} p_{i+1} - p_i & \text{if } L(p_{i+1}) > L(p_{i-1}) \\ p_i - p_{i-1} & \text{else.} \end{cases}$$

This particular choice of $\hat{t}$ prevents kinks in the path and ensures a good approximation near the saddle point (Henkelman & Jónsson, 2000).

Algorithm 1 shows how an initial path can be iteratively updated using the above forces. As a companion, Figure 2 visualises the forces in one update step in a two dimensional example. In this formulation, we use gradient descent to update the path. Any other gradient based optimiser can be used.

**Algorithm 1 NEB**

**Input:** Initial path $p^{(0)}$ with $N + 2$ pivots, $p_0^{(0)} = \theta_1$ and $p_{N+1}^{(0)} = \theta_2$.

**for** $t = 1, \ldots, T$ **do**

$p = p^{(t-1)}$ // Store current pivot

**for** $i = 1, \ldots, N$ **do**

$F_i = F^L_i + F^S_i$ // Forces as in Equation (2)

$p_i^{(t)} = p_i + \gamma F_i$ // Update pivot $i$

end for

end for

**Return:** Final path $p^{(T)}$

The evaluation time of Algorithm 1 rises linearly with the number of iterations and the number of pivots on the path. Computing the forces can trivially be parallelised over the pivots.
As hyperparameters of the algorithm, spring stiffness $k$ and number of pivots $N$ need to be chosen in addition to hyperparameters of the optimiser used. The number of iterations $T$ should be chosen large enough for the optimisation to converge.

(Sheppard et al., 2008) claim that a wide range of $k$ leads to the same result on a given loss surface. However, if chosen too large, the optimisation can become unstable. If it is too small, an excessive number of iterations are needed before the pivots become equally distributed. We did not find a value for $k$ that worked well across different loss surfaces and number of pivots $N$. Instead, we equally space the pivots in each iteration $t$ and set the actual spring force to zero. The loss force is still restricted to act parallel to the path. In the literature, this is sometimes referred to as the string method (Sheppard et al., 2008).

The number of pivots $N$ trades off between computational effort on the one hand and subsampling artefacts on the other hand. In neural networks, it is not known what sampling density is needed for traversing the parameter space. We use an adaptive procedure that inserts more pivots where needed:

**AutoNEB** The Automated Nudged Elastic Band (AutoNEB) wraps the above NEB algorithm (Kolsbjerg et al., 2016). Initially, it runs NEB with low $N$. After some iterations, it is checked if the current pivots are sufficient to accurately sample the path. If this is not the case, new pivots are added at locations where it is estimated that the path requires more accuracy.

As a criterion, new pivots are inserted where the true energy curve deviates from the linear interpolation between each neighbouring pivot pair larger than a certain threshold, as visualised in Figure 3.

![Figure 3. New items are inserted in each cycle of AutoNEB when the true energy at an interpolated position between two points rises too high compared to the interpolated energy. Between $i$ and $i+1$, a new pivot is inserted. Between $i-1$ and $i$, the difference is small enough that no additional pivot is needed.](image)

The good news is that the graph of minima and local MEPs has an ultrametric property: Suppose some local MEPs from a minimum $A$ to $B$ and from $B$ to $C$ are known. We call them $p_{AB}$ and $p_{BC}$. The respective saddle point energies give an upper bound for the true saddle point energies (marked with an asterisk):

$$L^*_{AB} \leq L_{AB} = \max_{\theta \in p_{AB}} L(\theta)$$
$$L^*_{BC} \leq L_{BC} = \max_{\theta \in p_{BC}} L(\theta)$$

Additionally, they yield an upper bound for the saddle point energy between $A$ and $C$ (ultrametric triangle inequality):

$$L^*_{AC} \leq \max\{L_{AB}, L_{BC}\}$$

This is easy to see: When concatenating the paths $p_{AB}$ and $p_{BC}$, this gives a new path connecting $A$ to $C$. The saddle point is measured at the maximum of the path and hence the saddle point energy of the path is $\max\{L_{AB}, L_{BC}\}$.

This has three consequences:

1. As soon as the minima and computed paths form a connected graph, upper bounds for all saddle energies are available.
2. When AutoNEB finds a bad local MEP, this can be addressed by computing paths between other pairs of minima. As soon as a lower path is found by concatenating other paths, the bad local MEP can be removed.
3. When we evaluate the saddle point energies of a set of computed local MEPs, we can ignore paths with higher
energy than the concatenation of paths with a lower maximal energy. These lowest local MEPs form a minimum spanning tree in the available graph (Gower & Ross, 1969). A Minimum Spanning Tree (MST) can be found efficiently, e.g. using Kruskal’s algorithm.

As a consequence, we resort to the heuristic (surely not new, though we have no reference) spelled out in Algorithm 3 and visualised in Figure 4 to determine which pair of minima to connect next.

The procedure suggests new tuples of minima until local MEPs are known between all pairs of minima. Since running AutoNEB is computationally expensive (effort on the order of training the corresponding network), we stop the iteration when the minimum spanning tree contains only similar saddle point energies.

Algorithm 3 Energy Landscape Exploration

Input: Set of minima \( \theta_i \).

Connect \( \theta_1 \) to all \( \theta_i, i \neq 1 \). // Initial spanning tree

repeat

Remove edge \( p_o \) with highest loss from spanning tree. From each resulting tree, select one minimum, so that no local MEP is known for the pair.

if no pair is found then

Re-insert \( p_o \) and ignore it when searching the highest edge in the future.

else

Compute new path \( p_n \) using AutoNEB.

if \( L_{p_n} < L_{p_o} \) then

Add \( p_n \) to the tree. // Makes tree “lighter”

else

Re-insert \( p_o \) to the tree. // Found no better path

end if

end if

until one local MEP is known for each pair of minima

4. Experiments

We connect minima of different ResNets (He et al., 2016) and DenseNets (Huang et al., 2017) on the image classification tasks CIFAR10 and CIFAR100. We train several instances of the network from distinct random initialisations following the instructions in the original literature. Then we connect pairs of the minima using AutoNEB.

We report the average cross-entropy loss and misclassification rates over the full training and test data for the minima found. For the final evaluation, we compute the minimum spanning tree of the saddle point energies and again report the average cross-entropy and misclassification rate on the saddle points in this tree.

We train ResNets on both CIFAR10 (ResNet-20, -32, -44 and -56) and CIFAR100 (ResNet-20 and -44) following the training procedure in (He et al., 2016). For each tuple of architecture and dataset, we train ten networks. The pairs to connect are suggested by Algorithm 3.

AutoNEB is run for a total of 14 cycles of NEB per minimum pair. The loss is evaluated for each pivot on a random batch of 512 training samples for ResNet-20 and ResNet-32 and 256 training samples for ResNet-44 and ResNet-56 (double the number compared to training).

After each cycle, new pivots are inserted at positions where the loss exceeds the energy estimated by linear interpolation between pivots by at least 20% compared to the total energy difference along the path. This reduces big bumps in the energy first which is beneficial as each additional pivot implies more loss evaluations per iteration. The energy was evaluated on 9 points between each pair of neighbouring pivots.

Evaluating the energies after each cycle takes approximately half the time compared to running a corresponding cycle of 1000 steps.

As in the original paper, SGD with momentum 0.9 and \( l^2 \)-regularisation with \( \lambda = 0.0001 \) was used.

We use the following learning schedule, see also Figure 6:

1. Four cycles of 1000 steps each with learning rate 0.1.
2. Two cycles with 2000 steps and learning rate 0.1. In this part of the optimisation, it did not prove necessary to insert new pivots and was hence omitted to reduce cost.
3. This was followed by four cycles of 1000 steps with learning rate 0.01. In this phase, the energy drops significantly.
4. No big improvement was seen in the last four cycles of 1000 steps with a learning rate of 0.001.

This learning rate schedule was inspired by (He et al., 2016).

4.2. DenseNet

We train a DenseNet-40-12 and a DenseNet-100-12-BC on both CIFAR10 and CIFAR100 following the training procedure in (Huang et al., 2017). The AutoNEB cycles were configured exactly as for the ResNets except for the batch sizes which was set to 64.

Evaluating the gradients for DenseNets is more expensive than for the ResNets. Thus we only compute four minima for this architecture. Then we select the lowest minimum and connect it to all others via AutoNEB.

4.3. Results

The saddle point losses for both training and test sets found by AutoNEB are shown in Figure 5. For reference, the corresponding numbers can be found in Table 1.

The training energies can be compared to a few other characteristic loss values of a neural network, ordered from high to low:

1. The average loss for an untrained network. For the cross-entropy loss, it is $-\log(0.1) = 2.3$ on CIFAR10 and $-\log(0.01) = 4.6$ on CIFAR100.

The saddle point energies on both training sets are about two orders of magnitude smaller than the loss at the initialisation of the network.

2. The loss of the test set at the minima. All saddle point energies on CIFAR10 are about one order of magnitude smaller than the average minimum energy on the test set. On CIFAR100, the saddle point energies of the ResNets are smaller than a third of the value on the test set. For the DenseNets, they are at least one order of magnitude smaller.

3. The loss of the training set at the minima.

The loss at the saddle points is 2-14 times as large as the mean loss of the minima. These ratios are noise because the denominator can approach zero when the network fits the data perfectly. (Zhang et al., 2017). Instead, we measure the epoch at which the training energy falls below the saddle point energy during training for the network. This procedure is visualised for the DenseNet-40-12 on CIFAR10 in Figure 7. It is the network with the highest ratio between minimum energy and saddle point energy.

Furthermore, the test error rate at the saddle point gives an intuition on how much information was actually lost on the saddle point. On the ResNets, the error rises by up to 0.7% on CIFAR10 and 3% on CIFAR100. For the DenseNets, the error rises by up to 1% on CIFAR10 and 2% on CIFAR100.

This beats the existing technique of computing the energy barrier between minima by evaluating the loss on the connecting line segment by a large margin.

5. Discussion

We have pointed out an intriguing property of the loss surface of current-day deep networks, by upper-bounding the saddle points between the parameter sets that result from stochastic gradient descent, a.k.a. “minima”. These empirical upper bounds are astonishingly close to the loss at the minima themselves. At this point, we cannot give a formal characterization of the regime in which this finding holds. A formal proof is also complicated by the fact that the loss surface is a function not only of the parameters and the architecture, but also of the training set; and the distribution of real-world structured data such as images or sentences does not lend itself to a compact mathematical representation. That said, we want to make two related arguments that may help explain why we observe no substantial barrier between minima.

5.1. Resilience

State of the art neural networks have dozens or hundreds of neurons / channels per layer, and skip connections between non-adjacent layers. Assume that by training, a parameter set with low loss has been identified. Now if we perturb a single parameter, say by adding a small constant, but leave
the others free to adapt to this change to still minimize the loss, it may be argued that by adjusting somewhat, the myriad other parameters can “make up” for the change imposed on only one of them. After this relaxation, the procedure and argument can be repeated, though possibly with the perturbation of a different parameter than in the previous rounds.

This type of resilience is exploited and encouraged by procedures such as Dropout (Srivastava et al., 2014) or ensembling (Hansen & Salamon, 1990). It is also the reason why neural networks can be greatly condensed before a substantial increase in loss occurs (Liu et al., 2017).

5.2. Redundancy

Consider the textbook example of a two-layer perceptron that can fit the XOR problem. The two neurons traditionally used in the first hidden layer – let’s call them Alice and Bob – are shown in Figure 8(A). We can obtain an equivalent network by exchanging Alice and Bob (and permuting the weights of the neuron in the second hidden layer, not shown). This network, also corresponding to a minimum of the loss surface, is shown in Figure 8(B). Now, any path between these two minima will entail parameter sets such as the one in Fig. 8(C) that incur high loss.

If, on the other hand, we introduce an auxiliary neuron, Charlie, we can play a small choreography: Enter Charlie. Charlie stands in for Bob. Bob transitions to Alice’s role. Alice takes over from Charlie. Exit Charlie. If the neuron in the second hidden layer adjusts its weights so as to disregard the output from the neuron-in-transition, the entire network incurs no higher loss than at the two original minima. We have constructed a perfect minimum energy path.

6. Conclusion

We find that the loss surface of deep neural networks contains paths with constantly low loss. We put forth two closely related arguments in the above. Both hold only if the network has some extra capacity, or degrees of freedom, to spare. Empirically, this seems to be the case for modern-day architectures applied to standard problems. We argue that due to the width of each layer, the network heavily replace parameters while producing an output with low loss.

This has the profound implication that low Hessian eigenvalues exist apart from the eigenvectors with analytically zero eigenvalues due to scaling.
The method opens the door to further empirical research on the energy landscape neural networks. When the hyperparameters of AutoNEB are further refined, we expect to find even lower paths up to the level where the true saddle points are recovered. It is then interesting to see if certain minima have a higher barrier between them than others. This makes it possible to recursively form clusters of minima, i.e. using single-linkage clustering. This analysis is yet not possible for the large error bars that we find. In the traditional energy landscape literature, this kind of clustering is done in disconnectivity graphs (Wales et al., 1998).

For practical applications, we can imagine using the resulting paths as a large ensemble of neural networks, especially given that we observe practically lower test loss along the path.
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