Tunneling decay of two interacting bosons in an asymmetric double-well potential: A spectral approach
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We study the full-fledged microscopic dynamics of two interacting, ultracold bosons in a one-dimensional double-well potential, through the numerically exact diagonalization of the many-body Hamiltonian. With the particles initially prepared in the left well, we increase the width of the right well in subsequent trap realizations and witness how the tunneling oscillations evolve into particle loss. In this closed system, we analyze the spectral signatures of single- and two-particle tunneling for the entire range of repulsive interactions. We conclude that for comparable widths of the two wells, pair-wise tunneling of the bosons may be realized for specific system parameters. In contrast, the decay process (corresponding to a broad right well) is dominated by uncorrelated single-particle decay.
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1. INTRODUCTION

One of the hallmarks of quantum mechanics is tunneling through energy barriers that classically cannot be overcome. It is at the heart of fundamental dynamical phenomena like Josephson oscillations, the spatial flipping of the nitrogen atom in the ammonium molecule or quantum lattice dynamics. Tunneling is also one of the major mechanisms that provoke the loss of particles from quantum systems. The latter occurs whenever a quantum system is coupled via a potential barrier to a continuum, i.e., to a set of asymptotically free states. Such particle loss is omnipresent in nature, e.g., in radioactive decay or in the autoionization of excited atomic states.

While the tunneling and loss dynamics are thoroughly understood for single particles, much less is known about the generic case of interacting many-body systems. Furthermore, in the vast majority of physical realizations, the inter-particle interactions are immanent and hard to manipulate if it can be done at all. An archetypical example is the inter-electronic Coulomb interaction which plays a crucial role in the non-sequential double ionization of helium, or in the sequential double ionization of argon.

In this respect, the advent of ultracold atoms in optical potentials prepared the stage for a new generation of experiments in which all relevant control parameters can be controlled essentially at will, ranging from the potential landscape, over the initial state (and number) of atoms, to the inter-particle interaction, which can be tuned over several orders of magnitude from attractive to repulsive. Consequently, several authors have studied the decay of particles from a Bose-Einstein condensate (for recent experiments, see). The two major theoretical tools used in this context are the mean-field (Gross-Pitaevskii) description and effective Hamiltonian or master equation approaches, to name a few of them. While both methods can yield valuable insight, they face fundamental limitations: The mean-field treatment (applicable in the limit of large particle numbers) is based on the assumption that the condensate is in a coherent state and breaks down when the inter-particle interaction leads to considerable dephasing. The master equation, on the other hand, is typically introduced in an ad hoc procedure without a rigorous justification and few authors went beyond the standard Markovian treatment.

In contrast, the microscopic decay process of interacting particles only begins to be explored on a fundamental level. Recent experiments reported the interaction-dependent loss of the first of a few atoms from a one-dimensional trap, and the corresponding escape rate was successfully described by a quasi-particle wavefunction approach. The theoretical works that describe the full-fledged decay dynamics rely on the propagation of the time-dependent Schrödinger equation either by direct integration, by combining a matrix-product state approach with Bose-Hubbard-like chains, or via multi-configurational Hartree-Fock methods.

In our present work, we take a complementary approach to tunneling decay and study the numerically exact many-body dynamics of two interacting bosons which are initially prepared in the left site of a double-well potential. In subsequent realizations of the trapping potential, we gradually increase the extension of the right well which—in the limit of large widths—mimics the unconfined configuration space (to which the particles escape), by a dense quasi-continuum of states. Of course, the finite extension of the broad well defines a maximal observation time before the particles hit the rightmost boundary. This limitation is, however, more than com-
pensated by two major benefits: On the one hand, we can directly monitor the transition from the regime of tunneling oscillations between the two wells to the regime of tunneling decay from the left well, in a single setup. On the other hand, we gain complete access to all spectral quantities of the system (e.g., its eigenvalues, eigenfunctions, and the density of states) thus providing insight to the inner workings of many-body tunneling.

The key problem is to expose the physical nature of the many-body decay process: Given, for example, the quantum mechanical correlations naturally present in the initial state of two interacting bosons, do the particles leave the left well as a pair or do they tunnel independently? That is, depending on the strength of the interatomic interactions, will we observe predominantly correlated or uncorrelated processes? We would as well like to know which quasi-continuum states actually support the decay process, and how interaction energy is converted into kinetic energy, during the tunneling decay. To answer these questions, we shall investigate two-body as well as reduced single-particle quantities.

The narrative of this work is as follows: In the next section we introduce our model, the double-well potential, and those quantities used throughout the paper to study particle loss. Sec. III is devoted to the tunneling decay of a single particle and sets the frame of reference for the two-body problem. From a spectral perspective, we analyze the transition from tunneling oscillations to tunneling decay as the width of the right well is increased, and will see that the participation number of the initial state in the eigenstates of the double well is an excellent figure of merit to characterize this transition. We briefly revise single-particle decay theory, and elaborate on the validity of our quasi-continuum approach.

In Sec. IV we introduce the initial state of the dynamical two-boson evolution, and define the principal physical observables. Our central results are presented starting from Sec. V where we analyze the spectral properties of the tunneling process of two interacting bosons as the width of the right well is gradually increased. Specifically, we identify those particle configurations in the quasi-continuum states which support single- and two-particle tunneling, respectively, and calculate the associated density of states. This procedure parallels the analysis of Sec. III and the differences to the single-particle case are exposed. In Sec. VI the predictions of our spectral analysis are compared to the numerically obtained time evolution. We develop a complete picture of the decay process by means of two- and single-particle quantities and compare our results to related studies on the time-resolved decay dynamics [39, 41, 42]. We conclude with a summary and discussion in Sec. VII.

![FIG. 1. (Color online) Top: (a) Schematic sketch of the single-particle potential $V(x)$ as defined in Eq. (3). The left well of width $\ell$ (interval I) is coupled via a potential barrier of width $b$ and height $V_0$ (interval II) to the right well of width $r$ (interval III). Bottom: (b) Potential landscape of (1) in the two-boson $x-y$ configuration space. Two particles confined in the left well correspond to region (1) (black), one particle in either well corresponds to the two regions (2) (red or light gray), and both particles in the right well corresponds to region (3) (blue or dark gray). The tunneling barrier is depicted in white. The dashed white line denotes the diagonal ($x=y$) at which the contact interaction $U$ between the two particles arises.](image_url)
depicted in Fig. 1(b): The left well of width $\ell$ (interval I) is coupled via a potential barrier of width $b$ and height $V_0$ (interval II) to a second well of width $r$ (interval III),

$$V(x) = \begin{cases} 0 & x \in I \text{ or } x \in III \\ V_0 & x \in II \\ \infty & \text{else} \end{cases} \quad (3)$$

The interaction term $W(x, y)$ is assumed to result predominantly from $s$-wave scattering [12], due to the extremely low temperature of the bosons. This leads to a $\delta$-like interaction between the particles, i.e., $W(x, y) = U\delta(x - y)$ with $U = 2\hbar\omega_{\text{rad}}a_s$ [14]. Here, $a_s$ is the $s$-wave scattering length, which can be tuned experimentally over several orders of magnitude, from attractive to repulsive [12, 13], and $\omega_{\text{rad}}$ denotes the frequency of the harmonic radial trapping potential which acts transversally to the direction of $[\hat{\ell}]$. For a cigar-shaped trap (i.e., a small longitudinal trap frequency $\omega_{\text{long}} \ll \omega_{\text{rad}}$) we can effectively treat the potential as being one dimensional, since — due to the low total particle energy — only the transversal ground state is occupied. To define the units (of energy etc.), we introduce a reference length scale $L$. With the above convention on $h$ and $m$, energy is thus measured in units of $1/L^2$, time in units of $L^2$, and length in units of $L$. The interaction strength $U$ carries the dimension energy times length and is thus measured in units of $1/L$.

To investigate tunneling decay (or, synonymously, particle loss) we consider the following dynamical scenario: Initially, the particles are prepared in the many-body ground state of the isolated left well, corresponding to an infinitely high tunneling barrier $V_0 = \infty$ (or $b = r = 0$). Then, the barrier height is instantaneously reduced to a finite value $V_0 = 0.1$. We study the ensuing time evolution for different trap configurations, at fixed widths $\ell = 51$ and $b = 2$, but for ever broader right wells. The values for $b$ and $V_0$ are chosen such that significant tunneling takes place within comparatively short times. At the same time, this choice ensures that the energy of the initial state is always considerably smaller than the height $V_0$ of the barrier, such that quantum tunneling is the only way to leave the left well.

In this way, we define a closed setup, in which the left well serves as the system while the broad right well possesses a large density of states and can be regarded as the environment to which the bosons escape. Throughout this work, environment is to be understood as a quasi-continuum of (two-boson) states, i.e., as the unconfined configuration space. The rational behind this approach is twofold: On the one hand, we can follow the crossover from tunneling oscillations (expected for $r \approx \ell$) to particle loss — realized in the limit of a large width $r \gg \ell$. On the other hand, the corresponding Hamiltonians $[1]$ and $[2]$ can be numerically exactly diagonalized (see Appendix A for details). The price we pay is a finite observation time, defined by the condition that no reflections from the hard wall boundary of the right well must occur. We are, however, rewarded with direct access to all spectral quantities of the problem. This represents a complementary approach to the direct solution of the time-dependent Schrödinger equation [33, 42], and yields fundamental insight as to which quasi-continuum states actually support the decay. This information should also advance the derivation of a microscopic master equation and we shall shortly return to this issue at the very end of this article.

The major theme of our study is under what circumstances and to what extent the bosons tunnel as individual particles or in a correlated manner, i.e., as a pair. To facilitate the forthcoming discussion, we visualize the potential landscape of Eq. (1) in the $x$-$y$ plane [see Fig. 1(b)]. The white regions denote the tunneling barrier of height $V_0$, and the dashed line represents the diagonal $(x = y)$ at which the contact interaction $U$ arises. Region (1) corresponds to both particles being in the left well, while regions (2) indicate that one boson is in either well. Finally, region (3) corresponds to both particles being located in the right well. In this representation, uncorrelated tunneling of the two bosons would manifest in a transition $(1) \to (2)$ while correlated tunneling (of a pair of bosons) would correspond to a direct transition $(1) \to (3)$. Later, in Eqs. (23)-(25), we shall define the associated probabilities with which the two-particle wave function populates the corresponding regions.

As an aside, we point out that the transitions considered above can be regarded as sequential $[(1) \to (2) \to (3)]$ or non-sequential $[(1) \to (3)]$ double ionization of many-electron atoms. The continuing interest in the helium problem is driven by the same question as in the present study: That is, to identify the role of the inter-electronic interactions and correlations in the ionization process (for recent publications, see, e.g. [45-47]).

### III. SINGLE-PARTICLE CASE

As a preliminary step toward the tunneling of two interacting bosons, we recall the single-particle scenario of Hamiltonian [1] and investigate the spectral signatures of the transition from tunneling $(r \approx \ell)$ to particle loss $(r \gg \ell)$. This allows us to introduce — in the familiar single-particle context — one of our main spectral tools, the participation ratio (PR) of the initial state in the Hamiltonian’s eigenbasis, i.e., the number of eigenstates that mediate the dynamics. The analysis of the PR constitutes the first part of the present section and will prove beneficial once we turn to the two-particle dynamics. At the end of this section, we demonstrate the validity of the quasi-continuum approach, by comparing our results for the single-particle spectrum to the time evolution of the initial state and to analytical predictions. We note that for a single particle in an (asymmetric) polynomial potential, the transition from tunneling oscillations to tunneling decay was studied in Ref. [48].
A. Initial state

Throughout this contribution, we focus on the ground state of the isolated left well as the initial state $|\psi(t=0)\rangle$ of the dynamics. For a single particle in a box potential of width $\ell$, the configuration-space representations of the eigenstates $|\chi_n^\ell\rangle$ are sinusoidal \cite{19}, i.e.,

$$\chi_n^\ell(x) = \sqrt{2/\ell} \sin(k_n^{(sp)} x), \quad (4)$$

where $k_n^{(sp)} = \pi n / \ell$ denotes the single-particle momentum and the corresponding eigenenergies are

$$\epsilon_n^{(sp)} = (k_n^{(sp)})^2 = \frac{\pi^2 n^2}{\ell^2}. \quad (5)$$

Thus, with the numbers from above the ground-state energy $E_1^{(sp)} = 3.79 \times 10^{-3}$ is well below the barrier height $V_0 = 0.1$. Here and in the following, the super-script (sp) indicates single-particle quantities. If not stated otherwise, the quantities $k_n^{(sp)}$ and $\epsilon_n^{(sp)}$ pertain to the left well, and hence we drop the index $\ell$.

Since the $|\chi_n^\ell\rangle$ are typically not eigenstates of the double-well potential (also referred to as the total system in the following), we generally observe non-trivial dynamics once we set $|\psi(0)\rangle = |\chi_n\rangle$. Since numerically exact diagonalization is at the heart of our approach, we obtain the time-evolved state by spectral decomposition. That is, we expand $|\psi(0)\rangle$ in terms of the eigenstates $|E_n^{(sp)}\rangle$ of the total system \cite{19,17}

$$c_n = \langle E_n^{(sp)}|\psi(0)\rangle, \quad (6)$$

and use the familiar expression

$$|\psi(t)\rangle = \sum_n c_n e^{-iE_n^{(sp)} t} |E_n^{(sp)}\rangle. \quad (7)$$

B. Participation ratio I: From tunneling oscillations to tunneling decay

A robust and intuitive spectral measure to characterize the quantum dynamics is the participation ratio (or participation number)

$$\text{PR}(|\psi\rangle) = \left[ \sum_n |c_n|^4 \right]^{-1}, \quad (8)$$

which represents the number of eigenstates $|E_n^{(sp)}\rangle$ that significantly contribute to the initial state $|\psi(0)\rangle$. The participation ratio varies from unity—when $|\psi(0)\rangle$ coincides with one eigenstate— to $N$ for $|\psi(0)\rangle$ an equally-weighted superposition of all eigenstates. Here, $N$ is the dimension of the associated Hilbert space which is always finite in our numerical study (see Appendix A).

Yet, as defined in Eq. (8), the participation ratio does not take into account the spatial density distribution of the $|E_n^{(sp)}\rangle$, i.e., the PR cannot resolve which part of configuration space is populated by the contributing eigenstates. Such a distinction, however, is highly desirable since it can provide valuable insight into the systems dynamics, as we shall see below. To achieve this, we employ the probability $P_t$ to find the particle described by $|\psi(t)\rangle$ in the left well \cite{2}

$$P_t(|\psi(t)\rangle) = \int_0^\ell dx \, |\psi(t)|^2; \quad P_r = 1 - P_t. \quad (9)$$

With the help of (9) we can define weighted versions of the PR as follows:

$$\text{PR}_{r,\ell}(|\psi\rangle) = \left[ \sum_n |c_n|^4 P_{r,\ell}(|E_n^{(sp)}\rangle)^2 \right]^{-1} \times \sum_n |c_n|^2 P_{r,\ell}(|E_n^{(sp)}\rangle). \quad (10)$$

The numerator in the first term of (10) weighs each coefficient $|c_n|^2$ with $P_r(|E_n^{(sp)}\rangle)$, $P_{r,\ell}(|E_n^{(sp)}\rangle)$, i.e., with the probability that a particle in the corresponding eigenstate $|E_n\rangle$ is found in the left (right) well, while the denominator fixes the range of the first term in (10) between one and $N$. The last term in Eq. (10) represents an additional weighting which we explain in the discussion around Footnote 4. Put differently, $\text{PR}_{r,\ell}(|\psi\rangle)$ provides a measure for the number of those eigenstates that participate in the time evolution and have a fraction in the left [right] region of configuration space.

With these quantities at hand, we now discuss the tunneling dynamics of a particle initially prepared in the ground state $|\chi_1^\ell\rangle$ of the isolated left well, in Fig. 2 for variable width $r$ of the right well.

Consider first the familiar case of a symmetric double-well potential ($r = \ell = 51$). The PR takes the value two which can be easily understood by the following argument: In the symmetric case, the ground states $|\chi_1^\ell\rangle$, $|\chi_2^\ell\rangle$ of the isolated left and right well are in resonance. Thus, the eigenstates $|E_n^{(sp)}\rangle$ of the total system are the symmetric and antisymmetric superpositions of the isolated wells’ eigenfunctions, such that the two lowest states read $|E_{1,2}^{(sp)}\rangle \approx (|\chi_1^\ell\rangle \pm |\chi_2^\ell\rangle)/\sqrt{2}$. Accordingly, the

---

1 In the two-boson dynamics studied from Sec. IV onwards, we expand the (two-body) initial state \cite{17} in terms of the two-particle eigenstates of the total system.

2 Note that the probability density within the barrier is negligible. Hence, $P_r$ can be regarded as the probability to find the particle in the right well.
initial state \(|\chi_1^r\rangle\) is a superposition of these two eigenstates and hence the PR equals two.\(^3\) As a result, the associated tunneling dynamics displays perfect Rabi oscillations with a period inversely proportional to the energy splitting \(E_2^{(sp)} - E_1^{(sp)}\) (not shown). How does the weighted participation ratio \(PR_\ell\) (black curve) behave? Said the above it is clear that two eigenstates contribute to \(|\psi(0)\rangle\) which (partially) populate the left well, thus the first term in Eq. (10) equals two. Since each of these states amounts to half the norm of the initial state and \(P_\ell(|E_1^{(sp)}\rangle) = P_\ell(|E_2^{(sp)}\rangle) = 1/2\), the second term equals 1/2. In total we have \(PR_\ell = 1\) and, due to parity symmetry, also \(PR_r = 1\) (blue curve).

As \(r\) increases to, say, 75, the PR approaches one, indicating that \(|\chi_1^r\rangle\) is approximately an eigenstate of the double-well system. The physical origin is that at \(r = 75\), the eigenstates of the isolated right well are maximally detuned from resonance with \(|\chi_1^r\rangle\). Accordingly, \(PR_r\) tends to zero and \(PR_r \approx 1\). The associated dynamics is trivial: the particle is persistently trapped in the left well and only small amounts of probability leak out.

Once \(r\) is further increased, the PR exhibits a sequence of equally spaced peaks. These occur whenever an eigenstate of the isolated right well \(|\chi_1^r\rangle\) comes into resonance with the ground state of the isolated left well \(|\chi_1^l\rangle\), i.e., for \(r \approx n\ell\), \(n = 1, 2, \ldots\). Accordingly, we will refer to the maxima as resonances. At these values of \(r\), one observes Rabi oscillations while, in between two peaks, the tunneling is suppressed.

The situation drastically changes once the width \(r\) is substantially increased. Then, the oscillations in the PR are reduced, the PR and the \(PR_r\) become larger than one, for all \(r\), while \(PR_\ell \) decreases. In this regime, the widths of the resonances (between eigenstates of the left and the right well) are larger than their respective spacing, which is simply given by the difference of two consecutive eigenenergies \(E_n^{(sp)}\) of the right well.\(^4\) In our setup, this transition takes place around \(r \approx 1000\), that is, \(r \geq 1000\) denotes the regime of overlapping resonances, where the density of states in the right well is large enough such that many states contribute to the initial state, and a quasi-continuum is formed; a prerequisite to observe loss dynamics rather than Rabi oscillations.

Regarding the weighted participation ratios in the limit of large \(r\), we observe that \(PR_\ell\) saturates at a finite value.\(^5\) At the same time, \(PR_r\) approaches \(PR\), since the eigenstates \(|E_n^{(sp)}\rangle\) that contribute to the initial state \(|\psi(0)\rangle\) have an ever increasing overlap with the right well.

\(^3\) Throughout the paper we consider the weak coupling regime (see Appendix D), otherwise more states could contribute to \(|E_1^{(sp)}\rangle\), even in the case of the symmetric double well.

\(^4\) In this case all coefficients \(|c_n|^2 P_\ell(|E_n^{(sp)}\rangle)\) are approximately zero. However, due to the normalization via the denominator in Eq. (10), the \(PR_r\) could become very large. This artificial increase is prevented by the additional weighting with the last term in Eq. (10).

\(^5\) We note that a similar situation arises in lattices systems subject to an additional tilt: At appropriately tuned values of the lattice tilt, neighboring sites become resonant, which leads to the resonance-enhanced tunneling (see, e.g. [51]).

\(^6\) We note that the width of the resonances increases monotonically with \(r\).

\(^7\) We note in passing that the asymptotic value of \(PR_\ell\) can be derived by assuming that, within the energy window in which the coefficients \(|c_n|^2\) are large, the \(PR_\ell(|E_n^{(sp)}\rangle)\) follow the same Lorentzian distribution as the coefficients \(|c_n|^2\) (see the following section). We obtain an asymptotic value of 1/6 = 0.4 which agrees well with our numerics. We numerically confirmed that this assumption on the distribution of the \(PR_\ell(|E_n^{(sp)}\rangle)\) is indeed justified for \(r \to \infty\) (see Appendix E).

\(^8\) We note that this holds only for the initial state \(|\psi(0)\rangle = |\chi_1^r\rangle\) an eigenstate of the isolated left well (see Appendix D). Furthermore, we stress that the exponential decay is realized on intermediate time scales, while deviations from it naturally occur for ultra-short and ultra-long times and have even been experimentally observed [52, 53].
large enough $r$ and sufficiently weak coupling between the two wells (as in our case), the mean level spacing of the total system $\Delta_n = E_{n+1}^{\text{sp}} - E_n^{\text{sp}}$ can be safely assumed as constant within the extension of the Lorentzian. In this way, we can consider the $|c_n|^2$ as a function of the level index $n$ rather than of the energy $E_n^{\text{sp}}$, what is much closer to the definition of the PR. In the inset of Fig. [2] we plot the $|c_n|^2$ versus $n$, together with a Lorentzian fit (solid line) of width $\Gamma = 1.3$ for $r = 3000$. The agreement with the theoretical prediction is almost perfect and it remains to connect $\Gamma$ to the decay rate $\gamma$ and, ultimately, to the participation ratio PR. The first step is a simple proportionality relation:

$$\gamma = \frac{\Gamma}{\rho^{\text{sp}}(\epsilon_1^{\text{sp}})} , \quad (11)$$

where

$$\rho^{\text{sp}}(E) = \frac{r}{2\pi} \frac{1}{\sqrt{E}} \quad (12)$$

is the single-particle density of states in the quasi-continuum, evaluated at the energy $E = \epsilon_1^{\text{sp}}$ of the initial state. In a second step, we calculate the PR for perfectly Lorentzian distributed expansion coefficients $|c_n|^2$ to be $\text{PR}(|\psi(0)\rangle) = \pi \Gamma$. Hence, the loss rate becomes

$$\gamma = \frac{\text{PR}(|\psi(0)\rangle)}{\rho^{\text{sp}}(\epsilon_1^{\text{sp}})} = \frac{2\pi \text{PR}(|\psi(0)\rangle)}{r} \sqrt{\epsilon_1^{\text{sp}}} = \frac{\Gamma}{\epsilon_1^{\text{sp}}} \quad (13)$$

It is physical to assume that for large enough $r$, the rate $\gamma$ of the decay should not depend anymore on the width $r$ of the right well. We thus conclude from (13) that the participation ratio grows linearly with $r$, i.e., $\text{PR}(|\psi(0)\rangle)/r \rightarrow a = \text{const.}$ for $r \rightarrow \infty$. The expected linear increase is confirmed by Fig. [2] where the dashed green line represents a linear fit on the PR. From the slope $a = 1.02 \times 10^{-3}$ we obtain the loss rate

$$\gamma_1^{\text{sp}} = 2a \sqrt{\epsilon_1^{\text{sp}}} = 1.25 \times 10^{-4} . \quad (14)$$

D. Time evolution and analytical treatment

We now turn to the particle loss dynamics, with the probability $P(t) = P(t)|\psi(t)\rangle$ that the particle is still located in the left well [see Eq. (9)], as the relevant observable. The time evolution is obtained from Eq. (7) by diagonalization of the single-particle Hamiltonian $H^{\text{sp}}$. In Fig. 3 we plot $P(t)$ versus $t$, for $|\psi(0)\rangle = |\chi_1\rangle$. We observe an exponential decay, as expected from the Lorentzian behavior in the energy domain. The dynamical loss rate is obtained by an exponential fit to be

$$\gamma_1^{\text{sp}} = 1.16 \times 10^{-4} \quad (15)$$

and thus found in good agreement with the spectrally determined rate [14]. In anticipation of the two-particle dynamics discussed further down, we also consider the decay of the first excited state $|\chi_2\rangle$, which will play a role when the inter-particle interaction leads to fermionization of the bosons. The decay of $|\psi(t = 0)\rangle = |\chi_2\rangle$ is plotted as a red line in the same figure, with a fitted decay rate

$$\gamma_2^{\text{sp}} = 8.5 \times 10^{-4} . \quad (16)$$

Due to its larger energy, $|\chi_2\rangle$ effectively experiences a lower barrier than $|\chi_1\rangle$, hence $\gamma_2^{\text{sp}}$ is considerably larger as compared to the rate $\gamma_1^{\text{sp}}$.

The question naturally arises whether the results derived with the above quasi-continuum approach agree with the actual loss physics to a perfect continuum, associated with a right well that stretches out to infinity. Therefore, we analytically solve the related scattering problem as a benchmark. We obtain complex eigenenergies with imaginary parts which be interpreted as loss rates (cf. Appendix B). The induced decay is represented in Fig. 3 by diamonds, and agrees well with the quasi-continuum results. We thus conclude that our quasi-continuum approach is indeed the appropriate tool for our study of the temporal behavior on not too long time scales.

In the familiar single-particle case, we thus successfully used the participation ratio to observe the transition from tunneling oscillations (isolated resonances) to tunneling decay (strongly overlapping resonances). In the next sections, we will generalize this concept to the case of two interacting bosons.
IV. TWO-PARTICLE CASE: INITIAL STATE AND PHYSICAL OBSERVABLES

A. Ground state of two bosons in a box potential as initial state

We now turn to the case of two interacting particles. As a first step, we define the initial state of the system, i.e., an eigenstate of two bosons in the isolated left well of width $\ell = 51$. The latter can be obtained analytically by means of a Bethe ansatz [24] from the corresponding Hamiltonian [1] with $r = 0 = b$. More precisely, the $n$-th eigenfunction $\psi_{k_1, n, k_2, n}(x, y)$ is completely characterized by two wave vectors $k_{1, n}$ and $k_{2, n}$ and reads, for $y \leq x$: [55, 56]:

$$
\psi_{k_1, n, k_2, n}(x, y) \propto \left[ A_1 \exp (i k_1 x) - A_2 \exp (-i k_1 x) \right] \sin(k_2 y) \\
+ \left[ A_3 \exp (i k_2 x) - A_4 \exp (-i k_2 x) \right] \sin(k_1 y) .
$$

(17)

The amplitudes $A_i(k_{1, n}, k_{2, n})$ are functions of the two-particle wave vectors $k_{i, n}$ which, in turn, depend on the inter-particle interaction strength $U$ and represent the solutions of the coupled equations:

$$
k_{1, n} \ell = n_1 \pi + \arctan \left[ \frac{U}{k_{1, n} - k_{2, n}} \right] + \arctan \left[ \frac{U}{k_{1, n} + k_{2, n}} \right] ,
$$

$$
k_{2, n} \ell = n_2 \pi - \arctan \left[ \frac{U}{k_{1, n} - k_{2, n}} \right] + \arctan \left[ \frac{U}{k_{1, n} + k_{2, n}} \right] .
$$

(18)

For $U = 0$, the equations decouple and we immediately recover the single-particle result in which the two positive integers $n_{1,2}$ are simply the quantum numbers of a single particle in a box of size $\ell$. In the general case $U \neq 0$, the $k_{i, n}$ can be regarded as the momenta of two bosons with corresponding two-particle energy

$$
\epsilon_n = k_{1, n}^2 + k_{2, n}^2 .
$$

(19)

As in the single-particle case, the quantities $k_{i, n}$ and $\epsilon_n$ pertain to the left well (if not stated otherwise).

Since we are dealing with ultracold atoms, we are predominantly interested in the initial state being the ground state [i.e., $n_1 = n_2 = 1$ in Eq. (18)]. In the remainder of this subsection, we recall its properties as a function of the interaction strength $U$. We characterize the ground state by the momenta $k_{1,1}$ and the diagonal part of the associated single-particle reduced density-matrix [9]

$$
\rho_{\text{red}}(x, x', t) = \int dy \ \psi^\ast(x, y, t) \psi(x', y, t) .
$$

(20)

The latter quantity determines all single-particle quantities such as, for example, the number of bosons in a specific region of configuration space [compare Eq. (26)].

In Fig. [4], we plot the momenta $k_{1,1}$ and $k_{2,1}$ of the ground state, in units of the inverse width $1/\ell$, versus the inter-particle interaction strength $U$. For $U = 0$, the bosons are independent of each other, and both momenta take the single-particle value $k_{1,1} \ell = \pi$. Accordingly, the two-particle ground-state wave function at $U = 0$ is a product of single-particle wave functions,

$$
\psi^{(U=0)}_{k_1, k_2}(x, y) = \chi_1(x) \chi_1(y) \propto \sin(k_{1,1}^\ast x) \sin(k_{1,1}^\ast y) ,
$$

(21)

9 In this section, $\psi(x, y, t) = \psi_{k_1, k_2}(x, y)$ while we consider time-dependent wave functions further on.
with a two-particle ground-state energy \( \epsilon_1(U = 0) = 2\epsilon_1^{(sp)} \) given by twice the single-particle ground state energy \( \epsilon_1 \). Since both bosons occupy the same single-particle state, also the diagonal of the corresponding reduced single-particle density matrix [panel c)] is perfectly sinusoidal.

As \( U \) increases, the particles repel each other and the two-particle energy grows, until it saturates at the energy of the first excited state \( \psi_{k_1, k_2}^{(U = 0)}(x, y) \): this is evident from panel (b) where we plot the parametric evolution of the lowest-lying energy levels \( \epsilon_n \), obtained from the exact diagonalization of Eq. 1, with \( r = 0 = b \) and \( \ell = 51 \). In the reduced single-particle density matrix, this repulsion between the bosons is manifest in a reduced probability to detect a boson at the center of the box, i.e. at \( x = \ell/2 \), see panel c).

This observation can immediately be understood in terms of the wave vectors: One finds that the (larger) momentum \( k_{1,1} \) grows with \( U \), and asymptotically reaches \( k_{1,1} = 2\pi \), while \( k_{2,1} \) first slightly decreases and asymptotically approaches \( k_{1,1} = \pi \). The indistinguishability of the particles aside, one may imagine that for \( U \rightarrow \infty \), one boson is in the single-particle ground state \( |\chi_1^1 \rangle \), while the other one is in the single-particle first excited state \( |\chi_2^1 \rangle \), a situation also referred to as the fermionization or Tonks-Girardeau limit of a repulsively interacting Bose gas. In this limit, the wave function exactly vanishes on the diagonal where the (contact) interaction arises and is given by

\[
\psi_{k_1,k_2}^{(U=\infty)}(x,y) \propto \frac{1}{\sqrt{2}} \left[ \sin(k_2^{(sp)} y) \sin(k_1^{(sp)} x) - \sin(k_2^{(sp)} x) \sin(k_1^{(sp)} y) \right],
\]

for \( y \leq x \), while its energy \( \epsilon_1(U = \infty) = \epsilon_1^{(sp)} + \epsilon_2^{(sp)} \) is the sum of the single-particle ground and first-excited state energies. Of course, \( \psi_{k_1,k_2}(x,y) \) always retains its bosonic symmetry with respect to exchange of \( x \) and \( y \). Thus, the ground state wave function of the (interacting) bosonic and of the corresponding (interaction-free) fermionic system coincide in modulus, but have opposite sign for \( x > y \).

**B. Physical observables**

In our analysis of tunneling decay, we initially prepare the ground state \( |\psi(t = 0)\rangle = |\psi_{k_1, k_2, 1}\rangle \), Eq. 17, of two bosons in the isolated left well \( V_0 = \infty \) at a given interaction strength \( U \), and monitor the ensuing dynamics after the potential barrier is instantaneously set to \( V_0 = 0.1 \). To distinguish uncorrelated single-particle tunneling from correlated two-particle tunneling, we define (according to Fig. 1b) the following observables: The probability \( P_1(|\psi(t)\rangle) \) that both particles are in the left well [i.e. in region (1)], the probability \( P_2(|\psi(t)\rangle) \) that one boson is in each of the wells [i.e. in region (2)], \(^{11}\) and the probability \( P_3(|\psi(t)\rangle) \) that both bosons are located in the right well [i.e. in region (3)],

\[
P_1(|\psi(t)\rangle) = \int d x \int d y |\psi(x,y,t)|^2, \quad (23)
\]
\[
P_2(|\psi(t)\rangle) = 2 \int d x \int_{III} d y |\psi(x,y,t)|^2, \quad (24)
\]
\[
P_3(|\psi(t)\rangle) = \int_{III} d x \int_{III} d y |\psi(x,y,t)|^2. \quad (25)
\]

\(^{11}\) As is apparent from Fig. 1b), region (2) consists of two subregions. Justified by the bosonic symmetry of the wave function \( \psi(x,y,t) \), we integrate solely over one of them, hence in Eq. 24, the factor of two appears.

---

10 These numerical results perfectly agree with the analytical result. [18].
For example, uncorrelated tunneling of the two bosons would manifest in a transition \((1) \rightarrow (2) \rightarrow (3)\), i.e., first \(P_2\) would rise and then \(P_3\), while correlated pair tunneling would correspond to a direct transition \((1) \rightarrow (3)\), i.e., \(P_2\) would remain zero during the time evolution. Due to the normalization of \(\psi(x,y,t)\), the \(P_i\) sum up to unity.

These truly two-particle quantities are complemented by the experimentally easily measurable number of \(\psi^* \rho^* P_i \) matrix \([20]\). With this normalization, \(N_i(t) = \int_0^\ell dx \rho_{\text{red}}(x,x,t) = P_1(t) + \frac{1}{2} P_2(t), \tag{26}\) which is normalized to a maximal value of one (i.e., \(N_i = 1\) corresponds to two bosons in the left well) and where \(\rho_{\text{red}}(x,x,t)\) is the diagonal part of the reduced density matrix \([20]\). With this normalization, \(N_i(t)\) is the two-particle counterpart of the single-particle quantity \(P_i(t)\) [see Eq. \([9]\)]. Further measures based on the reduced single-particle density matrix are introduced in Sec. \[\text{VI}\].

V. DECAY OF TWO INTERACTING PARTICLES I: SPECTRAL PROPERTIES

We now turn to the main object of our present study, the tunneling decay of two interacting bosons. We in particular wish to clarify which continuum states actually support the decay, and under what conditions correlated tunneling of a boson pair is observed, rather than independent tunneling of the particles. Taking the symmetric double-well as starting point, we gradually increase the width \(r\) of the right well and monitor the transition from tunneling oscillations to the regime of particle loss (\(r \gg \ell\)), much as in the single-particle case studied in Sec. III. In what follows, we will first analyze characteristic spectral properties and then, in Sec. \[\text{VI}\], turn to the ensuing dynamics for vanishing and repulsive interaction strengths \(U\).

A. Participation ratio

In complete analogy with Sec.\[\text{III}\] we analyze the participation ratio \(\text{PR}\) (and its weighted versions \(\text{PR}_i\)) of the initial state. The definitions \([8]\) of the PR and \([10]\) of the \(\text{PR}_i\) directly carry over to the two-particle case. The only difference is that in Eq. \([10]\), the index is not \(i = r,l\) but \(i = 1,2,3\), since the configuration space is no longer partitioned into left/right, but consists of the three distinct regions \((1)\), \((2)\), and \((3)\), see Fig.\[\text{I}\]. Accordingly, we replace in Eq. \([10]\) the probabilities \(P_{r,l}\) with \(P_{1,2,3}\) [see Eqs. \([23,25]\)] and the \(c_n\) now represent the expansion coefficients of the initial state \(\psi(0)\) in the two-particle energy eigenbasis \(\{|E_n\}\) of the double-well potential, obtained from diagonalization of Hamiltonian \([1]\). As argued in our discussion of Eq. \([10]\), the \(\text{PR}_i\) yield the number of eigenstates that mediate the time evolution, weighted with their overlap with the respective regions \((1)\), \((2)\), or \((3)\).

It will prove beneficial to identify the components of the eigenfunctions \(|E_n\rangle\) in terms of the eigenstates of the uncoupled double well \((V_0 = \infty)\). To ease the discussion we label the latter as \(|a_i,b_j\rangle. \tag{27}\]

In this notation, \(a\) \((b)\) bosons occupy the \(i\)-th \((j\)-th\) eigenstate of the isolated left \((right)\) well, at given interaction strength \(U\). The initial state, for example, corresponds to \(\psi(t = 0) = |2_1,0\rangle\), where the component \(|2_1\rangle\) is given by the two-particle ground state \([17]\). It is important to realize that in a \((un)\)-coupled double-well potential, only states of the types \(|2_1,0\rangle\) and \(|0,2_1\rangle\) — where both bosons are in one well — depend on the interaction \(U\), while the energy of a state \(|1_i,1_j\rangle\) is insensitive to the short-ranged contact interaction. Hence, the energy of the latter is simply the sum of the single-particle energies \(\epsilon_i^{(sp)} + \epsilon_j^{(sp)}\) \[12\] and each of the components \(|1_i\rangle (|1_j\rangle)\) cor-

\[12\] Here, \(\epsilon_j^{(sp)}\) is given by Eq. \([4]\), but with \(\ell\) replaced by \(r\).
As long as the interaction is repulsive \( U > 0 \), one merely observes quantitative differences in the PR, concerning, e.g., the position and height of its peaks. For the special case of non-interacting particles \( (U = 0) \), the PR shows equally spaced resonances of similar width as in the single-particle case, but now the three states \( |2_i, 0\rangle \), \( |0, 2_i\rangle \) and \( |1, 1_j\rangle \) participate.

This is consistent with the observation that the pair-wise tunneling (in the symmetric double well) displays much larger oscillation periods (determined by the coupling strength between the wells) than the corresponding single-particle tunneling processes.  

Let us now attempt to quantify the density of those states (DOS) in the quasi-continuum which respectively support single- and two-particle tunneling. This is essential if we want to convert the participation ratio into a decay rate as in Eq. (13), derived above in Sec. III B for the single-particle case. At the same time, the DOS is of fundamental interest since it represents a key ingredient...
in the physics of decaying systems, see, e.g., Ref. [51]. To this end, we elaborate on the projections $P_i(\langle E_n \rangle)$ of the eigenstates [obtained by inserting the $|E_n\rangle$ in Eqs. (23-25)] on the three regions of configuration space as defined by Fig. 1). For the exemplary case of $U = 0.2$ (used before) and a broad right well $r = 3000$ ($\ell = 51$), the corresponding quantities $P_3(\langle E_n \rangle)$ are plotted versus the total energy $E_n$, in Fig. 4a).

Up to a threshold energy of $E = 0.0033$, we find that $P_3(\langle E_n \rangle) = 1$. As the probabilities $P_i(\langle E_n \rangle)$ sum up to unity, the corresponding eigenstates are entirely localized in region (3), i.e., they are of type $|1_i, 1_j\rangle$. Above this energy, $P_2(\langle E_n \rangle) > 0$ indicates eigenstates $|1_i, 1_j\rangle$ that (partially) populate region (2) where one boson is in each well. To zeroth order (and in good agreement with the numerical results), this threshold energy is given by the single-particle ground-state energy in the left well $\epsilon_1^{(sp)} = 3.79 \times 10^{-3}$ as given by [24]. By the same argument, the first peaks in $P_1(\langle E_n \rangle)$ —corresponding to eigenstates partially localized in region (1), i.e., with both bosons in the left well— are observed only at about the energy of the two-particle ground state in the isolated left well $\epsilon_1 = 0.0139$ [see the lowest curve in Fig. 4a)].

We cast this information into a density of states $\rho(E)$ of the environment, i.e., of the right well. Later we will rather consider the integrated DOS

$$n(E) = \int_{E_0}^{E} dE \rho(E), \quad (28)$$

which is less fluctuating. Specifically, we are interested in the single-particle quasi-continuum —where only one boson escaped from the left well— and in the two-particle quasi-continuum —where both particles are located in the broad right well.

The theoretical expressions for the single- $\rho_{th}^{(sp)}(E)$ and two-particle $\rho_{th}^{(n)}(E)$ densities of states are derived in appendix C, based on a non-interacting environment. This is, of course, a conceptually fundamental assumption to be tested in the following. It seems plausible, however, to assume that the extremely short-ranged, repulsive interaction in Hamiltonian (1) plays, if at all, a secondary role for the energy of the spatially extended continuum states.

In Fig. 6a), we compare the theoretical predictions $[C1]$, $[C3]$ to the numerical results $n_{num}^{(sp)}(E)$ and $n_{num}^{(n)}(E)$. The latter are obtained from the integration of the corresponding curves in panel a) of the same figure,
explicitly

\[ n_{num}^{tp}(E) = \sum_{m} [P_2(|E_m|) \theta(E - E_m)] , \quad (29) \]
\[ n_{num}^{sp}(E) = \sum_{m} [P_3(|E_m|) \theta(E - E_m)] . \quad (30) \]

For the single-particle quasi-continuum, the agreement between theoretical \( C_{11} \) and numerical results \( C_{29} \) is very good. The predicted energy gap and consecutive kinks are clearly observed, merely their position is slightly shifted to smaller energies with respect to the theoretical values given by Eq. (3). This shift results from the (tunnel-) coupling between the wells which is neglected in the derivation of \( C_{11} \).

For the two-particle quasi-continuum, we find almost perfect agreement between \( n_{num}^{tp}(E) \) and \( n_{th}^{tp}(E) \), although the latter was derived for non-interacting particles. For very large values of the interaction \( U = 1 \) —when the ground state is close to being fermionized—we observe that the integrated DOS \( n_{num}^{tp}(E) \) is shifted to smaller values with respect to \( n_{th}^{tp}(E) \) and thus a gap at \( E = 0 \) opens. This effect originates from the interactions in the right well [see Sec. VI and Fig. 4b] and vanishes for \( r \to \infty \). More importantly, the slope \( \rho^{tp}(E) = \partial n^{tp}/\partial E \), remains the same, i.e., the two-particle density of states in the quasi-continuum is unaffected by \( U \). Furthermore, the gap decreases with increasing width \( r \). This consolidates our initial assumption that a contact interaction is of minor importance in the DOS of a very broad well which, ideally, stretches out to infinity.

According to our strategy which proved successful in the single-particle case of Sec. III, the DOS together with the participation ratios \( \mathcal{P} \) and \( \mathcal{P}_0 \) should yield the dynamical decay rate \( \gamma \) of, say, the particle number \( N(t) \). Inspection of the wave function’s expansion coefficients \( |c_n|^2 \) in the two-particle eigenstates of the double well [see Eq. (6) in Fig. 4b] unravels a fundamental difference with respect to the single-particle case. In contrast to the latter case (see the inset of Fig. 2), only a fraction of the \( c_n \) take a finite value, within the relevant energy window around the two-particles ground-state energy \( E = \epsilon_1 = 0.0139 \). As a result of the vanishing \( |c_n|^2 \) the two-particle DOS \( C_{29} \) overestimates the number of effectively contributing states. This prevents proceeding as in the single-particle case through Eqs. (11), (13). To identify \( \gamma \) with the quotient of the participation ratio and (in this case overestimated) DOS would underestimate the decay rate \( \gamma \). Nonetheless, we extract a resonance width

\[ \gamma = 5.9 \times 10^{-4} \quad (31) \]

The observed shift diminishes as we decrease the coupling between left well and quasi-continuum, e.g., by increasing the barrier height \( V_b \).

\[ \text{Specifically, we evaluated } \gamma \text{ from the condition } \int_{x_0 - \gamma/2}^{x_0 + \gamma/2} |c_n|^2 dE_n = 0.5. \text{ Here, the center (i.e. the median) of the distribution, } x_0, \text{ is determined by } \int_{-\infty}^{x_0} |c_n|^2 dE_n = 0.5. \]

\[ \text{If we ignore the influence of the repulsive interaction in the environment as above, the true two-particle energy } \epsilon_n \text{ can be replaced by a sum of two single-particle energies of the right well } \epsilon_j \text{, given by Eq. (5), but with } \ell \text{ replaced by } r. \]

\[ \text{We remark that this is in perfect agreement with Fig. 5b) which shows that, at the energy } \epsilon_1 = 0.0139 \text{ of the initial two-particle} \]
We therefore develop the intuition that states which are transformed into each other by one single-particle process are considerably more strongly coupled than those which require a second-order process. In total, we thus expect (second-order) pair-wise loss to be less generic than uncorrelated first-order tunneling to the quasi-continuum.

VI. PARTICLE LOSS OF TWO INTERACTING BOSONS II: DYNAMICS

Up to this point we have not discussed the time evolution of two-particle loss, a topic which has only recently gained momentum. First experiments range from atom loss off large BECs, induced by electron scattering \[60\] or photo ionization \[15\] to the tunneling-induced loss in highly controlled few-fermion systems \[37\]. Only a handful of theoretical works treat the full-fledged microscopic decay problem considered here, and they rely on the propagation of the time-dependent Schrödinger equation either by direct integration \[39\], by combining a matrix-product state approach with Bose-Hubbard-like chains \[40\], or via multi-configurational Hartree-Fock methods \[41, 42\].

In this section, we complement the results of our spectral analysis by the associated time evolution which we obtain by the spectral decomposition \[7\] of the initial state \[17\] but now for the two-particle quantities, resulting from the exact diagonalization of \[1\], and comment on existing results as we proceed. We use the same initial state as in the spectral analysis (see Sec. \[IV\]), and the same width \(r = 3000\) of the right well, which we also considered in our analysis of the single-particle dynamics in Sec. \[III\].

A. Decay of the particle number \(N_i(t)\) and the two-particle probabilities \(P_i(t)\)

We start the discussion with an experimentally easily measurable quantity: the normalized number of bosons \(N_i(t)\) in the left potential well \[26\]. This quantity is plotted in Fig. \[8a\], on a semi-logarithmic scale, for various values of the inter-particle interaction strength \(U\). For \(U = 0\), \(N_i(t)\) decays exponentially with the decay rate of the single-particle ground state \(\gamma_i(\text{sp})\) \[15\] (indicated by the dotted line). This is not surprising since, in the interaction-free case, the system should effectively reduce to a single-particle problem \[21\]. As \(U\) increases, however, pronounced deviations from a (straight-line) exponential behavior arise, especially for times \(t < 5000\). The second striking feature is that all curves asymptotically assume the same slope.

Insight is provided by the two-particle probabilities \(P_{1-2,3}(t) = P_i(\psi(t))\) — by virtue of the definition \[26\] — determine \(N_i(t)\). For the sake of visual clarity, we present the results for the exemplary value of \(U = 0.2\) in Fig. \[8b\]). Initially, the probability \(P_1(t)\) of finding both bosons in the left well drops. At the

\[21\] Effects that arise from the indistinguishability of (non- and infinitely strongly interacting) particles are discussed, e.g., in \[61\].
mind the reader that the initial state of the two bosons left well is given by the product found to decay exponentially for the probability which (in agreement with \[39\]) is characterized by the two wave vectors \(\mathbf{k}_1, \mathbf{k}_2\), and is largely independent of \(\mathbf{k}_1\) and \(\mathbf{k}_2\). Encouraged by the result of our spectral analysis and the behavior of the \(P_l(t)\), we assume an independent particle picture as in \[39\], and associate a separate decay constant \(\gamma_{k_{1,2}}\) with each wave vector. That is, the probability \(P_l(t)\) of finding both particles in the left well is given by the product

\[
P_l(t) = e^{-\gamma^l t} = e^{-\gamma_{k_{1,2}} t},
\]

where the \(k_{1,2}\) depend on \(U\) via Eq. \([18]\).

Let us first consider the trivial case \(U = 0\). Here, both particles are in the single-particle ground state \(|\psi_1^0\rangle\), and the decay is determined by the corresponding single-particle rate given by \([15]\), i.e., \(\gamma_{k_{1,2}} = \gamma_{1}^0\). For intermediate values \(0 < U < \infty\), the \(U\)-dependence of the rates can be inferred from Fig. 4a): The momentum \(k_{2,1}\) is largely independent of \(U\) and given by the single-particle ground state momentum, hence we have \(\gamma_{k_{2,1}} = \gamma_{1}^0\). In contrast, the momentum \(k_{1,1}\) —and thus the associated energy \(k_{1,1}^2\)— grows with \(U\), leading to an increase of \(\gamma_{k_{1,1}}\) (since the effective barrier height seen by the particle is decreased). This growth continues until, at large values of \(U\), the system is fermionized and \(\gamma_{k_{1,1}}\) takes the value of the decay rate \(\gamma_{1}^0\) associated with the single-particle first excited state \([16]\). In total, the decay of \(P_l(t)\) therefore increases with \(U\) and takes the limiting cases:

\[
P_l(t) = \begin{cases} 
    e^{-2\gamma_1^0 t}, & U = 0, \\
    e^{-\gamma_1^0 t + \gamma_{1}^0 t}, & U = \infty.
\end{cases}
\]

One thus finds that, for short times \(t\), the (for non-vanishing \(U\) larger) rate \(\gamma_{k_{1,1}}\) dominates the time evolution of \(N_l(t)\), and defines an upper limit \((\gamma_{1}^0 + \gamma_{1}^0)\) for the initial decay rate (indicated by the dashed line in Fig. 4a)].

Concerning the long-time evolution, we assume that, after the first boson left the trap, the remaining one
populates the single-particle ground state \( |\psi(0)\rangle \). Hence, this second boson decays with the single-particle decay rate \( \gamma_{1}^{(sp)} \). Put differently, the loss out of region (2) is governed by \( \gamma_{1}^{(sp)} \), i.e.,

\[
P_{2}(t \gg 1) \propto e^{-\gamma_{1}^{(sp)}t}.
\]  

(34)

In agreement with our numerical simulations, the \( U \)-independent, smaller decay rate \( \gamma_{1}^{(sp)} \approx \gamma_{k_{1,1}} \) (dashed-dotted line) governs the asymptotic behavior of \( N_{1}(t \gg 1) \) for all values of \( U \geq 0 \).

From the preceding discussion, we cannot but conclude that the assumption of uncorrelated tunneling very well reproduces the observed decay of the particle number inside the left well.

We point out that our results on \( N_{1}(t) \) and \( P_{1}(t) \) excellently agree with those of Ref. [39], in which a \( \delta \)-like potential barrier was considered. In contrast, Refs. [41, 42, 65] do not mention such non-exponential decay of the particle number \( N_{1}(t) \). Neglecting the different trap geometry, the parameters used in the main part of [42] roughly correspond to interatomic interactions of the order of \( U \approx 0.05 \); inspection of Fig. [34] reveals that, for \( U \approx 0.05 \), the difference in the wave vectors \( k_{1,1} \) is comparatively small. Thus also the rates \( \gamma_{k_{1,1}} \) and \( \gamma_{k_{2,1}} \) barely differ, making it difficult to observe non-exponential decay. In the associated Supporting Information of [42], the time evolution for two bosons and a seven-fold larger interaction strength is reported in Fig. S2. A careful re-analysis of the data (semilogarithmic plot) reveals that the decay indeed consists of two exponentials, as discussed above, leaving no inconsistencies.

We note in passing that we determined the decay rate of \( P_{1}(t) \) by an exponential fit to be

\[
\gamma_{U=0.2}^{0.2} = 6.8 \times 10^{-4},
\]  

(35)

which is in good agreement with the spectrally extracted width [31] of the Lorentzian curve in Fig. [35]. As we explain in Appendix [D], this indicates that for our setup, the probability \( P_{1}(t) \) corresponds to the survival probability \( P_{\text{surv}} = |\langle \psi(0)|\psi(t) \rangle|^{2} \).

### B. Reduced density matrix in coordinate and energy space

We now wrap up the discussion of the decay dynamics with two complementing reduced single-particle observables. These are potentially more easily accessible in the experiment than, e.g., the two-particle probabilities \( P_{i}(t) \). On the other hand, they add to the understanding of the time-resolved tunneling process. We start with the integrated diagonal \( d(x, t) \) of the reduced density matrix \( \rho_{\text{red}}(x, x) \), i.e.,

\[
d(x, t) = \int_{0}^{x} dx' \rho_{\text{red}}(x', x', t),
\]  

(36)

which denotes the probability of finding—at a given time \( t \)—a boson in the interval \([0, x]\) of configuration space. Consequently, as long as \( d(x, t) \) increases with \( x \) (for fixed \( t \)), there is a non-vanishing probability that a boson resides at the position \( x \). As will become clear in the next paragraph, when seen as a function of time, \( d(x, t) \) visualizes how the bosons leave the left well. We finally note that \( d(t, t) = N_{1}(t) \), as the left well stretches from \( x = 0 \) to \( x = t \).

In the left panels of Fig. [9] we plot \( d(x, t) \) versus the position \( x \), for various times \( t \) and two representative values of \( U \). To familiarize ourselves with the quantity at hand, we first consider the interaction-free case \( U = 0 \), shown in panel b). For example, \( d(51, 15000) \approx 0.2 \), that is, at time \( t = 15000 \), about 80\% of the particles have tunneled through the potential barrier located at \( x = 51 \). More importantly, \( d(x > 51, t) \) shows a monotonic increase in \( x \) for all (fixed) times. Since for \( U = 0 \), the two bosons are in the same single-particle (ground) state [see Eq. [21]] and do not interact with each other, this constitutes our reference case of two bosons leaving the left well with the same probability.

Contrast this with repulsively interacting bosons \([U = 0.2\), panel b)]: As time evolves, a plateau at \( d(x, t) \approx 1/2 \) emerges, see, for example, the magenta curve \([t = 15000]\) around \( x \in [1500, 2400] \). According to the definition of \( d(x, t) \), this implies that the probability of finding a particle within this plateau is about zero. Put differently, with probability one half one finds a boson between \( x = 0 \) and \( x = 1500 \) and equally likely a boson can be detected between \( x = 2400 \) and \( x = 3000 \). This behavior nicely fits our picture developed above, in which the bosons independently leave the trap but (for \( U > 0 \)) with different loss rates \( \gamma_{k_{1,1}} \). For even larger times, this plateau is stretched and the two particles are further separated, indicating that they travel at different speeds.

To corroborate this statement and to complement the discussion on the particles’ spatial distribution, we finally discuss the fingerprint of the particle loss in energy domain—let aside the advantage that the energy (i.e., the momentum) of a single particle may be easier to measure than its position. For this purpose, we consider the reduced single-particle density matrix in energy representation

\[
\rho_{\text{red}}(E, E', t) = T(E, x)\rho_{\text{red}}(x, x, t)T^{\dagger}(E', y),
\]  

(37)

\( T \) being the unitary basis transformation from configuration space to the energy domain.

In what follows, the reader is warned that the reduced quantities are associated with measurements on a single particle. While even a single boson carries some information on the total system (due to symmetrization), the
The probability comprised by each peak is calculated via integration of $\rho_{\text{red}}(E,E,t)$ with the center of neighboring peaks.

FIG. 9. (Color online) Reduced single-particle quantities of the two boson decay. Left: Integrated diagonal $d(x,t)$ of the reduced single-particle density matrix $\rho_{\text{red}}(x,x,t)$ versus position $x$, for different evolution times $t$ and inter-particle interaction strengths $U$, for otherwise same parameters as in Fig. 8. For vanishing interactions, the particles leave the left well independently and with the same probability. Hence, one observes a continuous increase of $d(x,t)$. In contrast, for $U = 0.2$, the bosons tunnel to the right well at different rates and different asymptotic momenta. This leads to a spatial separation in the quasi-continuum, manifest in the plateau around the interval $x \in [1500, 2400]$ [for $t = 15000$]. Right: The diagonal $\rho_{\text{red}}(E,E,t)$ of the reduced single-particle density matrix in energy representation versus the energy $E$, for the same parameters and color code as in panels a) and b). In the interaction-free case $U = 0$, one observes a dominant Lorentzian-shaped peak at $\epsilon_1^{(sp)}$ (dashed vertical line) which comprises about 98% of the total probability and a smaller peak at $\epsilon_2^{(sp)}$ (dash-dotted vertical line). The reduced probability density $\rho_{\text{red}}(E,E,t)$ does not change in time, hence all curves fall on top of each other. For repulsive interactions, the initial distribution is qualitatively similar to the case $U = 0$. During intermediate times $t < 6000$, the interaction energy is transformed into kinetic energy and the distribution $\rho_{\text{red}}(E,E,t)$ changes. As a result of this conversion process, two peaks emerge, located at the energy associated with the two wave vectors $k_{2,1}^{(sp)} \approx \epsilon_1^{(sp)}$ and $k_{2,1}^{(sp)} \approx \epsilon_2^{(sp)}$ (dash-double-dotted vertical line) which constitute the initial state. Each of the peaks in the asymptotic distribution comprises 50% of the probability, which corroborates the picture of two asymptotically independent particles.

reduced quantities do not reflect correlations between the particles, e.g., the probability that both particles have the same energy, cannot be deduced from $\rho_{\text{red}}$. Here, we focus on the diagonal elements $\rho_{\text{red}}(E,E,t)$, i.e., the probability density of finding one particle with energy $E$. In the right panels of Fig. 9 we present $\rho_{\text{red}}(E,E,t)$ versus $E$, for the same parameters as in panels a) and b) of the same figure.

Paralleling the discussion for $d(x,t)$, we take the interaction-free case [panel c)] as our starting point. Initially, the two bosons populate the left well and the two-particle initial state $|\psi(0)\rangle$ is characterized by the two momenta $k_{1,1}$ and $k_{2,1}$. For $U = 0$, the latter are identical and furthermore coincide with the momentum $k_{1}^{(sp)}$ of the single-particle ground state, see Fig. 2). Intuitively, one would thus expect to observe a peak in $\rho_{\text{red}}(E,E,0)$ at the corresponding energy $\epsilon_1^{(sp)}$ (dashed vertical line). Indeed, we identify one dominating, Lorentzian-shaped peak (comprising about 98% of the probability), located slightly below $\epsilon_1^{(sp)}$. As we already remarked in Sec. III this energy shift results from the coupling of the left well to the quasi-continuum and increases with the energy of the initial state [see also Footnote 17]. The remaining probability is contained in the second, inferior peak, situated close to $\epsilon_2^{(sp)}$ (dash-dotted vertical line). We remark that this peak would as well appear in a truly single-particle calculation and results from a finite overlap of the initial state $|\psi(0)\rangle$ and quasi-continuum states that also involve excited single-particle states of the left well. These minor corrections aside, intuition does not fail us. More importantly than the position of the peaks, $\rho_{\text{red}}(E,E,t)$ does not change its shape as time evolves: All curves exactly fall on top of one another. Accordingly, both bosons follow the same energy distribution at all times, that is, they move with the single-particle ground-state momentum through the quasi-continuum, as expected for the non-interacting case.

How do repulsive interactions alter this picture [$U = 0.2$, panel d)]? In contrast to the case $U = 0$, the initial momenta $k_{1,1}$ and $k_{2,1}$ no longer coincide with the single-particle momenta $k_{1}^{(sp)}$ (i.e., with the $\epsilon_1^{(sp)}$) and one is tempted to expect a direct manifestation thereof in the initial distribution $\rho_{\text{red}}(E,E,0)$. Yet, the difference in $\rho_{\text{red}}(E,E,0)$ compared to the case $U = 0$ seems marginal: For $t = 0$, we still observe two peaks at the same positions as before, save that the main peak centered around $\epsilon_1^{(sp)}$ now comprises only about 90% of the

23 The probability comprised by each peak is calculated via integration of $\rho_{\text{red}}(E,E)$. As integration boundaries, we take the middle between the centers of neighboring peaks.
probability\footnote{The largest part of the remaining probability is contained in the second peak [which is increased with respect to panel c] while higher than first excited single-particle eigenstates contribute with considerably less weight.}. The reason why the $k_{i,j}$ do not emerge is that, at $t = 0$, only single-particle eigenstates of the left well can be populated on the reduced single-particle level. Only after the particles tunnel to the right well are quasi-continuously distributed states available, and every energy component can contribute to the (reduced single-particle) dynamics. In accordance with the warning issued after Eq. (27), $\rho_{\text{red}}(E, E, 0)$ rather reflects the interaction-induced finite contribution of $|\chi_2^0\rangle$ to the initial state $\langle \psi(0) |$ than the (truly two-particle) momenta $k_{1,1}$.

The influence of the interaction becomes fully apparent as time evolves: The peak at $\epsilon_{1}^{(\text{sp})}$ declines\footnote{This decline is less pronounced on the logarithmic scale, but can be inferred from the increasing second peak.} while the one at $\epsilon_{2}^{(\text{sp})}$ entirely vanishes, and a new one centered around the energy $E = 9.7 \times 10^{-3}$ emerges. The change in the shape of $\rho_{\text{red}}(E, E, t)$ clearly indicates that energy is being redistributed among the particles. In the independent decay picture, the particle that remains in the left well populates the single-particle ground state, i.e., it has energy $\epsilon_{1}^{(\text{sp})} \approx (k_{2,1})^2$. Due to energy conservation, the boson that tunneled out of the left well should carry the energy $\epsilon_{1} - \epsilon_{1}^{(\text{sp})} \approx (k_{1,1})^2$. Indeed, we can associate the emerging peak with the latter energy, while the first peak still corresponds to the ground state energy $\epsilon_{1}^{(\text{sp})}$, in good agreement with the result of \cite{12}. Our interpretation that the two peaks represent the two bosons is corroborated by the fact that (for times $t > 6000$) each peak comprises half of the probability. We furthermore found that the energy widths of the two (asymptotically) Lorentzian peaks in $\rho_{\text{red}}(E, E, t)$ approximately equal the two decay constants $\gamma_{1}^{(\text{sp})}$ and $\gamma_{1}$ associated with the decay of the two particles. All three observations concerning the position, integrated area, and width of the peaks in $\rho_{\text{red}}(E, E, t)$ further substantiate the picture of uncorrelated, independent decay of the bosons. Hence, $\rho_{\text{red}}(E, E, t)$ represents an experimentally easily measurable quantity which bears substantial information on the tunneling decay.

Let us now take a closer look at the energy conversion which takes place during the tunneling process. Initially, both bosons populate the left well, and interact with each other. Once they tunnel to the right well, their interaction energy is converted into kinetic energy. This process lasts until $t \approx 6000$, until when the second peak grows and takes a Gaussian shape \cite[see the red curve in Fig. 9](d)]. For larger times ($t \geq 6000$), one may imagine that the boson with the larger decay rate has completely tunneled to the right well and is moving at a larger momentum $\approx k_{1,1}$. This is also approximately the time when the plateau in $d(x, t)$ appears, see panel b). Then the bosons cease to interact, and the peak takes its asymptotic Lorentzian shape. As a result, the interaction part of the total energy \footnote{We set $U = 0$ in the right well, and found almost no difference with respect to the curves of Fig. 8.} effectively vanishes at these large times and we find

$$\langle \psi(t) | H_{\text{sp}} \otimes \mathbb{1} \otimes H_{\text{sp}} | \psi(t) \rangle = 2 \text{tr}(H_{\text{sp}} \rho_{\text{red}}) = \epsilon_{1}. \quad (38)$$

That is, the total energy $\epsilon_{1}$, determined by the initial state, is given by twice the average single-particle energy which is certainly not the case for smaller times, when the particles still interact.

As a last remark, we have numerically confirmed that, for $r \rightarrow \infty$, the repulsive interactions between the bosons in the right well have almost no effect on the loss dynamics.\footnote{Hence, it is well justified to ignore them, which is in perfect agreement with our results from Sec. \ref{v} where both, the single-particle and the two-particle densities of states of the quasi-continuum proved almost independent of $U$. While we stress that this result was derived only for $\delta$-like interactions, the possibility of neglecting interactions in the environment greatly simplifies perturbative approaches to the loss dynamics, such as a master equation ansatz.} Hence, it is well justified to ignore them, which is in perfect agreement with our results from Sec. \ref{v} where both, the single-particle and the two-particle densities of states of the quasi-continuum proved almost independent of $U$. While we stress that this result was derived only for $\delta$-like interactions, the possibility of neglecting interactions in the environment greatly simplifies perturbative approaches to the loss dynamics, such as a master equation ansatz.

Summarizing this section, we have found that repulsive interactions strongly modify the loss dynamics and lead to a multi-exponential decay of the boson number. Notwithstanding, the dominant decay mechanism is found to be uncorrelated tunneling of single particles. That is, in none of the studied examples was significant correlated two-particle loss observed. Recalling the spectral analysis of the previous section, both single and two-particle tunneling were found to be energetically possible. Yet the simple physical picture developed in Sec. \ref{v} turns out to be correct: single-particle tunneling—as a first-order process—wins over the slower two-particle process of second order and thus constitutes the dominant tunneling mechanism.

\section{VII. Summary and Discussion}

In the present work we studied the tunneling of two ultracold bosons, initially prepared in the left site of a one-dimensional double-well potential, as the width of the right well was gradually increased in subsequent realizations of the trap geometry. Seen from the left well, a broad right well mimics an unconfined configuration space (i.e., an environment) with a dense quasi-continuum of states to which the particles escape. Through the numerically exact diagonalization of the full two-body Hamiltonian, we could identify those quasi-continuum states which actually support this decay and...
expose the role played by the repulsive interactions. We could also conclude that the many-body decay process is governed by independent tunneling of the bosons rather than by tunneling of a boson pair. We briefly review the main points.

As a starting point and frame of reference, we first investigated the single boson case. In the participation ratio PR of the initial state, we found a simple spectral tool, to predict particle dynamics: Its maxima with respect to the width $r$ of the right well, termed resonances, reliably indicate those trap geometries for which substantial tunneling occurs. Still isolated at comparable widths of the two wells, the resonances increasingly overlap as the quasi-continuum $r \to \infty$ is approached. This was identified as a spectral signature of the transition from tunneling oscillations to tunneling decay. The rate of the corresponding exponential particle loss was extracted from the asymptotic growth of the PR and found to be in good agreement with the associated time evolution as well as with analytical results.

In the main part of this work, we then analyzed the case of two bosons, initially prepared in the two-body ground state of the isolated left well. As a first major difference compared to the single-particle case, the participation ratio PR exhibits resonances of two different widths. We introduced the concept of configuration-space sensitive participation ratios $P_{\text{R}}$, and unequivocally identified narrow resonances with second-order pairwise tunneling, and broad resonances with uncorrelated first-order tunneling.

In the quasi-continuum limit of a broad right well, the resonances of each kind were found to overlap, which implies that a priori both single-particle and two-particle states of the continuum are available for the loss dynamics. This statement was corroborated by the excellent agreement of our analytically and numerically evaluated single- and two-particle density of states which further more proved to be independent of the inter-particle interaction $U$.

As a second major difference with respect to the single-particle decay, we showed that not all energetically allowed quasi-continuum states contribute to the tunneling, but only a small fraction thereof. It was found that this fraction is determined by the condition that the single-particle energies, which underlie the quasi-continuum, match the energies associated with the two-particle momenta $k_{i,1}$ of the initial state.

We complemented our spectral analysis with the study of the associated time evolution. In agreement with previous works \cite{39}, we found that depending on $U$, the initial decay of the boson number in the left well $N_i(t)$ fundamentally deviates from the (interaction-free) exponential behavior, while the asymptotic decay of two bosons was found to be exponential and interaction independent. The results were explained in terms of the interaction-dependent two-particle wave vectors $k_{i,1}$. We furthermore showed that the essential characteristics of the two-particle loss process can be extracted from measurements of reduced single-particle quantities and elaborated on the conversion from potential to kinetic energy during the tunneling process.

In combining the results of the static (spectral) and dynamic analysis, we developed a simple and clear picture of the tunneling decay: The repulsive interactions first and foremost modify the energy of the bosons which eventually determines their tunneling rate and final momenta. That is, although the initial state is of truly two-body nature, the tunneling decay is well reproduced by associating the two-particle wave vectors $k_{i,1}$ with independent particles. Furthermore, through appropriate choice of the system parameters, (second-order) tunneling of a boson pair may be enforced for moderate asymmetries of the trap where the resonances are still isolated. The particle loss, however, is dominated by single-particle tunneling which (as a first-order process) wins over the slower two-particle process of pair-tunneling.

Experimentally, quantum systems of few ultracold particles have recently been realized for arbitrary values of the inter-particle interactions \cite{11} and the loss process of the first particle has already been monitored \cite{37}. Although even box shaped potentials seem experimentally feasible \cite{8,10}, our observations should not qualitatively depend on the specific form of the trapping geometry. Hence, an experimental investigation of the few-body decay is realizable with state-of-the-art technologies. Besides the decay, the isolated resonances in the participation ratio for comparable widths of the two wells demonstrate an experimentally feasible way to address—in a controlled way—two- and single-particle tunneling by changing the geometry of the trap, rather than tuning additional magnetic fields.

In closing, let us outline future directions of this research area. First, the fraction of pair-tunneling in the loss dynamics—as low as it may be—should be determined in a future study together with a prescription to experimentally detect it. Second, due to their inherent symmetry, bosonic systems exhibit particle bunching \cite{66}, even for massive, non-interacting bosons \cite{67,68}. One may thus very well ask to what extent the interaction-induced fermionization process observed in the present setup modifies the bunching behavior. Intimately related is the dependence of the dynamics on initially prepared states different from the ground state of the left well, e.g. excited states or non-eigenstates \cite{40,69}. Third, we here considered a $\delta$-like interaction which represents the simplest two-body interaction. What will happen when more complex (e.g., long-range, Coulomb) interactions come into play? First results exist for the so-called escape dynamics \cite{70} (a precursor of tunneling decay in which the confining potential is suddenly switched off and particles escape to free space). A recent study \cite{71} indicates that charged ultracold bosons in continuous potentials may exhibit quantum chaotic behavior (much like that observed in quantum lattice models, see, e.g., \cite{32}), which may alter as well the decay process \cite{72}. Similarly, the study of attractively bound
boson-pairs would be of both experimental and theoretical interest. For example, will the tunneling break the bonding or will the particles tunnel as a pair?

We finally point out a long-term objective of eminent computational relevance. While the decay of a small number of bosons can still be treated exactly or within a Bose-Hubbard-type modeling, the microscopic dynamics of larger boson numbers is beyond numerical reach. The observed (predominantly) uncorrelated single-particle tunneling decay might advance the development of perturbative approaches, such as a master equation. Without resorting to heuristically introduced approximations, one should base the master equation ansatz on the energy-dependent loss rates described above and compare the outcome to existing results.
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Appendix A: Two-body Hamiltonian

The most general two-boson Hamiltonian reads:

\[ H = \int dx \, \Psi^\dagger(x) H_{sp} \Psi(x) + \int dx \, \int dy \, \Psi^\dagger(x) \Psi^\dagger(y) W(x,y) \Psi(x) \Psi(y), \]  

(A1)

where \( \Psi^\dagger(x) \) are bosonic field operators which annihilate (create) a boson at position \( x \) and \( H_{sp} \) is the single-particle Hamiltonian defined in Eq. 2. The second term accounts for the interaction \( W(x,y) \) between the two particles with coordinates \( x \) and \( y \), respectively. We construct the two-particle Hamiltonian by expanding the bosonic field operators in \([A1]\) in terms of the eigenfunctions \( E_j^{(sp)}(x) = \langle x | E_j^{(sp)} \rangle \) of the single-particle Hamiltonian \( H_{sp} \), i.e.,

\[ \Psi(x) = \sum_j a_j E_j^{(sp)}(x). \]  

(A2)

This yields

\[ H_{tp} = \sum_j E_j^{(sp)} a_j^\dagger a_j + \sum_{i,j,l,m} g_{ijlm} a_i^\dagger a_j^\dagger a_l a_m, \]  

(A3)

where \( E_j^{(sp)} \) are the single-particle eigenenergies and \( g_{ijlm} \) is the matrix element that accounts for the contact interaction \( W(x,y) = U \delta(x-y) \) (see discussion after \([3]\) in the main text) between the particles, i.e.,

\[ g_{ijlm} = U \int dx \, \left( E_i^{(sp)}(x) E_j^{(sp)}(x) \right)^* E_l^{(sp)}(x) E_m^{(sp)}(x). \]  

(A4)

In our numerical treatment, we retain the lowest \( n_{cut} \) single-particle eigenfunctions leading to a two-particle Hilbert space of dimension \((n_{cut})(n_{cut} + 1)/2\) which is spanned by the basis \( \{ S([E_m^{(sp)}] \otimes [E_n^{(sp)}]) \} \). Here \( S \) is the symmetrization operator, and \( n \leq m = 1, ..., n_{cut} \). In this approach, convergence is reached when the results do not change upon further increase of \( n_{cut} \). Typically, several hundred single-particle states are taken into account which enables us to study a broad range of repulsive interactions \( U \). We note that this treatment goes far beyond the single-band approximation often assumed in the context of ultracold atoms, e.g. within the Bose-Hubbard approach \([74]\).

---

[45] E. Foumouo, G. L. Kamta, G. Edah, and B. Piraux, Phys. Rev. A, 74, 063409 (2006).
[46] D. A. Horner, F. Morales, T. N. Rescigno, F. Martín, and C. W. McCurdy, Phys. Rev. A, 76, 030701 (2007).
[47] R. Pazourek, J. Feist, S. Nagele, E. Persson, B. I. Schneider, L. A. Collins, and J. Burgdörfer, Phys. Rev. A, 83, 053418 (2011).
[48] V. A. Benderskii and E. I. Kats, Phys. Rev. E, 65, 036217 (2002).
[49] C. Cohen-Tannoudji, B. Diu, and F. Laloë, Quantum Mechanics, Vol. 1 (Wiley; 1st edition, 1978).
[50] S. Wimberger, R. Mannela, O. Morsch, E. Arimondo, A. R. Kolovsky, and A. Buchleitner, Physical Review A, 72, 063610 (2005).
[51] C. Cohen-Tannoudji, J. Dupont-Roc, and G. Grynberg, Atom-Photon Interactions (Wiley-VCH, 1998).
[52] S. R. Wilkinson, C. F. Bharucha, M. C. Fischer, K. W. Madison, P. R. Morrow, Q. Niu, B. Sundaram, and M. G. Raizen, Nature, 387, 575 (1997).
[53] C. Rothe, S. I. Hintschich, and A. P. Monkman, Phys. Rev. Lett., 96, 163601 (2006).
[54] H. Bethe, Zeit. Phys. A, 71, 205 (1931).
[55] E. H. Lieb and W. Liniger, Phys. Rev., 130, 1605 (1963).
[56] M. Gaudin, Phys. Rev. A, 4, 386 (1971).
[57] M. Girardeau, J. Math. Phys., 1, 516 (1960).
[58] S. Zöllner, H.-D. Meyer, and P. Schmelcher, Phys. Rev. Lett., 100, 040401 (2008).
[59] S. Tomasovic and D. Ullmo, Phys. Rev. E, 50, 145 (1994).
[60] P. Wärtz, T. Langen, T. Gericke, A. Koglbauer, and H. Ott, Phys. Rev. Lett., 103, 080404 (2009).
[61] A. del Campo, F. Delgado, G. Garcia-Calderon, J. G. Muga, and M. G. Raizen, Phys. Rev. A, 74, 013605 (2006).
[62] G. García-Calderón and L. G. Mendoza-Luna, Phys. Rev. A, 84, 032106 (2011).
[63] A. del Campo, Phys. Rev. A, 84, 012113 (2011).
[64] M. Pons, D. Sokolovski, and A. del Campo, Phys. Rev. A, 85, 022107 (2012).
[65] A. U. J. Lode, A. I. Streitsov, O. E. Alon, H. Meyer, and L. S. Cederbaum, J. Phys. B, 43, 029802 (2010).
[66] C. K. Hong, Z. Y. Ou, and L. Mandel, Phys. Rev. Lett., 59, 2044 (1987).
[67] T. Jeltes, J. M. McNamara, W. Hogervorst, W. Vassen, V. Krachmalnicoff, M. Schellekens, A. Perrin, H. Chang, D. Boiron, A. Aspect, and C. I. Westbrook, Nature, 445, 402 (2007).
[68] M. C. Tichy, M. Tiersch, F. de Melo, F. Mintert, and A. Buchleitner, Phys. Rev. Lett., 104, 220404 (2010).
[69] L. Stein, “Metastable states of ultracold atoms,” http://www.quantum.uni-freiburg.de/images/stories/theses/diploma_stein.pdf (Bachelor-Thesis, 2010).
[70] T. Taniguchi and S. Sawada, Phys. Rev. E, 83, 026208 (2011).
[71] S. Masuda, S. Sawada, and Y. Shimizu, arXiv:1209.3287v1 (2012).
[72] N. Friedman, A. Kaplan, D. Carasso, and N. Davidson, Phys. Rev. Lett., 86, 1518 (2001).
[73] Y. J. Hao, Y. B. Zhang, J. Q. Liang, and S. Chen, Phys. Rev. A, 73, 063617 (2006).
[74] D. Jaksch, C. Bruder, J. I. Cirac, C. W. Gardiner, and P. Zoller, Phys. Rev. Lett., 81, 3108 (1998).
[75] L. Muñoz, E. Faleiro, R. A. Molina, A. Relaño, and J. Retamozo, Phys. Rev. E, 73, 036202 (2006).
[76] J. Sakhr and N. D. Whelan, Phys. Rev. E, 67, 066213 (2003).
[77] M. Hiller, D. Cohen, T. Geisel, and T. Kottos, Ann. Phys., 321, 1025 (2006).
Appendix B: Analytical treatment of single-particle loss

For an infinitely broad right well \((r \to \infty)\), we can readily formulate the single-particle loss as a scattering problem. In each of the three intervals \(I, II, \) and \(III\) of configuration space [see Fig. 1(b)], we make a (textbook-like) plane-wave ansatz for the single-particle wave function:

\[
\psi(x) = \begin{cases} 
A \exp(-ikx) + B \exp(ikx) & x \in I \\
C \exp(-kx) + D \exp(kx) & x \in II \\
E \exp(-ikx) + G \exp(ikx) & x \in III 
\end{cases},
\]

with \(k^2 = V_0 - k^2\). The postulated continuity of \(\psi(x)\) and its first derivative at the borders of the intervals yields four equations for the six coefficients \(A\) to \(F\). We are seeking purely outgoing solutions and thus fix the amplitude \(F(k) = 0\). The latter equation has solutions \(\tilde{k}_n^{(sp)}\) whose imaginary part corresponds to the decay rate of the \(n\)-th eigenstate \(|\chi_n^I\rangle\) of the isolated left well.

Appendix C: Two- and single-particle density of states

In this appendix, we derive theoretical expressions for the single- and two-particle density of states in the quasi-continuum, which correspond to one and two particles having escaped from the left well, respectively. The comparison to our numerical data is found in Sec. 8.4, see the discussion of Fig. 4.

We assume that the single-particle quasi-continuum is formed by product states \(|\chi_n^R\rangle \otimes |\chi_m^I\rangle\) of the single-particle eigenstates of the left and right well. This assumption neglects the tunneling coupling and is strictly valid only for uncoupled wells. The interaction between bosons in the left and right well, on the other hand, can be safely ignored since we are dealing with a contact potential in Hamiltonian (1). According to Eq. (12), the \(|\chi_m^I\rangle\) determine the integrated single-particle DOS of the right well. Since we would like to obtain the integrated DOS as a function of the two-particle energy \(E\), we have to additionally take into account the energy of the states \(|\chi_n^L\rangle\). By summing over all combinations \((n, m)\) with total energy below a fixed value \(E\), we obtain the integrated DOS of the single-particle quasi-continuum,

\[
n_{sp}^{th}(E) = \frac{r}{\pi} \sum_{m} \left[ \sqrt{E - \epsilon_m^{(sp)}} \theta(E - \epsilon_m^{(sp)}) \right],
\]

where the \(\epsilon_m^{(sp)}\) are the eigenenergies of the isolated left well [see prior to Eq. (6)] and \(\theta(\cdot)\) is the Heaviside step function. We note that the latter implies an energy gap of size \(\epsilon_1^{(sp)}\) and potentially also discontinuities (kinks) at consecutive energies \(\epsilon_n^{(sp)}\).

For the two-particle continuum, an analytical expression is more involved, as the two-particle eigenenergies result from \((19)\) and the coupled equations \((18)\). Instead, let us assume for the nonce that the contact interaction plays a secondary role as far as the energy is concerned, since the right well consists of the spatially extended quasi-continuum states. We shall discuss the validity of this assumption in the main text. Then, for two non-interacting bosons, the associated two-particle density of states is given by \((15)\) \((16)\):

\[
\rho_{th}^{tp}(E) = \frac{1}{2} \left( \rho^{(sp)} \ast \rho^{(sp)}(E) + \frac{1}{2} \rho^{(sp)} \left( \frac{E}{2} \right) \right),
\]

where \(\ast\) indicates the convolution and \(\rho^{(sp)}\) is the single-particle density of the right well, see definition \((12)\) with \(l\) replaced by \(r\). After a short calculation, we obtain the integrated two-particle density of states in the quasi-continuum,

\[
n_{th}^{tp}(E) = \frac{1}{2} \left( \frac{r^2}{4\pi} E + \frac{r}{2\pi} \sqrt{2E} \right).
\]

Two remarks on this result are in order: Firstly, Eq. (C2) predicts a second-order polynomial increase of \(\rho_{th}^{tp}(E)\) with \(r\). Recalling the behavior of PR in the quasi-continuum limit of the single-particle case [see around Eq. (13)], we deduce that the PR in the two-particle problem should grow with the same functional dependence on \(r\). This is confirmed by the fit with a second-order polynomial in Fig. 5. Thus, values of \(r \geq 1000\) should be well in the quasi-continuum, i.e., suitable to study particle loss. Secondly, we note in passing that in the limit of an infinitely large well \(r \to \infty\), one finds \(n_{th}^{tp}(E) \propto E\). Not surprisingly, the resulting constant DOS for two (non-interacting) particles in a one-dimensional system is exactly the DOS of one particle in two dimensions.

Appendix D: Weak coupling regime and survival probability

We here discuss the link between the probability of finding all particles in the left well and the so-called survival probability

\[
P_{\text{surv}}(t) = |\langle \psi(0) | \psi(t) \rangle|^2,
\]

which denotes the probability of finding the system at a given time \(t\) in the initial state \(|\psi(0)\rangle\). The former probability corresponds to \(P_l(t)\) in the two-particle case and to \(P_l(t)\) in the single-particle case.

We begin with the single-particle case for which, according to Eq. (6), the initial state (i.e. an eigenstate \(|\chi_1^L\rangle\) of the isolated left well) can be expanded as

\[
|\chi_1^L\rangle = |\psi(0)\rangle = \sum_n c_n |E_n^{(sp)}\rangle
\]

where \(|E_n^{(sp)}\rangle\) are the eigenstates of the total system, i.e., of the single-particle Hamiltonian \(H_{sp}\).
Next, we remark that our setup fulfills the so-called weak coupling condition between the left well (system) and the right well (environment): That is, for the low energies considered here, the projection of every eigenstate \( |E_n^{(sp)} \rangle \) onto the left well is either almost zero or approximately proportional to an eigenstate \( |\chi_1^\ell \rangle \) of the isolated left well. The latter implies that the level spacing \( \Delta_n = \epsilon_n^{(sp)} - \epsilon_{n+1}^{(sp)} \) of consecutive eigenstates of the isolated left well is much larger than the width of the corresponding Lorentzian distribution of the coefficients \( |c_n|^2 \). Otherwise, the Lorentzian distributions of adjacent low-lying levels would significantly overlap. In that case, the projection of an eigenstate \( |E_n^{(sp)} \rangle \) (with energy in the latter overlapping interval) onto the left well could yield superpositions of \( |\chi_1^\ell \rangle \).

We formulate the weak coupling condition for those eigenstates \( |E_n^{(sp)} \rangle \) for which \( c_n \neq 0 \) as

\[
E_n^{(sp)}(x) \approx b_n |\chi_1(x)\rangle, \quad \text{for } x \in [0, \ell],
\]

\( b_n \) being the proportionality factor. From (D3) and (D2) follows that \( b_n \) approximately equals the expansion coefficient \( c_n \)

\[
c_n \approx b_n. \tag{D4}
\]

We highlight two major implications of the latter relation: On the one hand, we find for each eigenstate \( |E_n^{(sp)} \rangle \) of the total system with \( c_n \neq 0 \):

\[
P_{\ell}(|E_n^{(sp)}\rangle) = \int_0^\ell dx \ |E_n^{(sp)}(x)|^2 = |b_n|^2 \approx |c_n|^2. \tag{D5}
\]

If (as in our case) the coefficients \( |c_n|^2 \) are Lorentzian distributed, so is the probability \( P_{\ell}(|E_n^{(sp)}\rangle) \) (for each non-vanishing component), see Footnote 7.

On the other hand, we can show that \( P_{\ell}(t) \) and \( P_{\text{surv}}(t) \) approximately coincide:

\[
P_{\ell}(t) = \int_0^\ell dx \ |\psi(t)|^2
= \sum_{n,m} c_n^* c_m \int_0^\ell dx \ E_n^{(sp)*} (x) E_m^{(sp)} (x) e^{i(E_n^{(sp)} - E_m^{(sp)})t}
\]

\[
n_{nm} = \sum_{n,m} c_n^* c_m b_n^* b_m e^{i(E_n^{(sp)} - E_m^{(sp)})t} \int_0^\ell dx \ \chi_1^\ell (x) \chi_1^\ell (x)
\]

\[
\sum_{n,m} |c_n|^2 |c_m|^2 e^{i(E_n^{(sp)} - E_m^{(sp)})t}
\]

\[
= \sum_n |c_n|^2 e^{-iE_n^{(sp)}t} = P_{\text{surv}}(t), \tag{D6}
\]

where we used that the \( \{c_n\} \) and \( \{b_n\} \) are real numbers, due to the real-valued \( H_{sp} \) in configuration space (for finite configuration space basis a real symmetric Hamiltonian matrix). The last line of (D6) directly implies that (see, e.g. 7)

\[
P_{\text{surv}}(t) = |\mathcal{F}T[|c_n|^2 \delta(E^{(sp)} - E_n^{(sp)})]|^2, \tag{D7}
\]

i.e., the survival probability is the (absolute value squared of the) Fourier transform \( (\mathcal{F}T) \) of the so-called local density of states \( \rho_{\text{loc}}(E) = |c_n|^2 \delta(E^{(sp)} - E_n^{(sp)}) \). A Lorentzian distribution of the coefficients \( |c_n|^2 \) (see inset of Fig. 2) thus implies an exponential decay of \( P_{\text{surv}}(t) \) and —in the weak coupling approximation— an exponential decay of \( P_{\ell}(t) \).

For two bosons, the identical calculation is performed by replacing \( \epsilon_n^{(sp)} \rightarrow \epsilon_n, \quad E_n^{(sp)} \rightarrow E_n, \quad \chi_1^\ell (x) \rightarrow \psi_{k_1 k_2,1} (x) \), and \( P_{\ell}(t) \rightarrow P_{\ell}^2(t) \). That is, the relations (D5) and (D6) directly carry over to the two-particle case, for which the survival probability is (almost) identical to the probability \( P_{\ell}(t) \) of finding both bosons in the left well.