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Abstract—We here investigate the secure control of networked control systems developing a new dynamic watermarking (DW) scheme. First, the weaknesses of the conventional DW scheme are revealed, and the tradeoff between the effectiveness of false data injection attack (FDIA) detection and system performance loss is analyzed. Second, we propose a new DW scheme, and its attack detection capability is interrogated using the additive distortion power of a closed-loop system. Furthermore, the FDIA detection effectiveness of the closed-loop system is analyzed using auto/cross-covariance of the signals, where the positive correlation between the FDIA detection effectiveness and the watermarking intensity is measured. Third, the tolerance capacity of FDIA against the closed-loop system is investigated, and theoretical analysis shows that the system performance can be recovered from FDIA using our new DW scheme. Finally, the experimental results from a networked inverted pendulum system demonstrate the validity of our proposed scheme.

Index Terms—Attack detection effectiveness, dynamic watermarking (DW), system performance, tolerance capacity, watermarking intensity.

I. INTRODUCTION

With the rapid popularization and application of network technologies, the coming decades may witness the extensive deployment of networked control systems (NCSs). Such systems are often embedded by physical plants and digital devices (e.g., digital filter and controller), which are linked by communication networks. Smart grids [1], Internet of Things [2], and networked robots [3] are examples of NCSs. Yet, nowadays, it is easier to access the network by malicious users, and NCSs are vulnerable to cyber attacks, such as denial-of-service attack [4]; replay attack [5], [6]; and false data injection attack (FDIA) [7]–[9]. Insecure and attacked NCSs may suffer fateful consequences including huge economic losses, just as the attacks on the Iran nuclear plant [5] and Ukraine electric grid [7] demonstrated. In this context, it is not surprising that secure control of NCSs has attracted widespread attention with emerging attack detection [10] and resilient control [11].

Based on the use of the probing signals, attack detection can be roughly classified into passive and active detection. Passive detection does not inject the probing signal into the system, which is sometimes invalid for some sophisticated attacks, such as replay attack [12] and FDIA [13]. To solve the problem, active detection is developed by injecting the probing signal into the system, and watermarking-based detection is a kind of typical active detection. It is motivated by the traditional digital watermarking (i.e., the digital code) that is embedded in electronic documents, which is employed to preserve the valuable information [14]. According to signal sources of generation, watermarking-based detection can be roughly divided into two categories: 1) additive and 2) multiplicative watermarking. A typical example of additive watermarking is called as physical watermarking or dynamic watermarking (DW). Their basic concept is that the control signal is embedded to the sensor output or the actuator input, which may be generated by data sources or measurement. The specific tests (e.g., $\chi^2$ test [12] or DW tests [18]–[20]) are performed to infer a malicious activity. Physical watermarking [12] is designed particularly for preventing the replay attack, which is also driven to investigate the tradeoff between the watermarking intensity and replay attack detection effectiveness. As an evolution of physical watermarking, DW [18] is designed to yield the security property, which has been further improved for general linear time-invariant systems [21] and time-varying systems [22].

However, physical watermarking and DW accompany the nonzero system performance loss for attack detection. Indeed, the lower watermarking intensity is cautiously chosen in the system to ensure less system performance loss, where the worse attack detection effectiveness is determined. Against these limitations, multiplicative watermarking has been developed, and a typical example is called as sensor multiplicative watermarking [23]–[25]. In such watermarking scheme, each sensor output is separately encrypted by an infinite/finite impulse response filter [23], and the encrypted watermarking signal is added to the original signal. The watermarking signal can be retrieved at the receiver side, and the embedded watermarks are used to detect the attack.
sensor output is decrypted by an equalizing filter [24], [25]. With the advantage of zero system performance loss from the watermarking scheme, sensor multiplicative watermarking is also originally designed for the replay attack [23] and later developed for FDIA (e.g., routing attack [24] as well as man-in-the-middle attack [25]). But then, to the best of our knowledge, there is no theoretical guarantee of the security property using DW for sensor multiplicative watermarking. Therefore, to this end, the design of a new comprehensive watermarking scheme combining the security property of DW and the advantage of sensor multiplicative watermarking is developed.

At a high level, resilient control has been investigated in several research works, which can be roughly classified into detection-independent and detection-dependent control. Inspired from fault-tolerant control [26]–[28], detection-independent control examines the tolerance capacity of attacks against systems; for example, the characterization of maximum perturbation from FDIA is posed as reachable set computation [29] and an FDIA tolerance principle is established based on adaptively truncating the injection channels of attacks [30]. Note that even though the tolerance capacity of attacks against systems is examined, the system experiences performance loss, which calls for detection-dependent control. The idea of detection-dependent control is that once there is an attack to be alarmed, mechanism-dependent detection can be used to recover system performance. For example, the modification of the attacked signals [31] and the compensation mechanisms [32]–[34] is conducted, where the malicious system outputs are discarded. However, to the best of our knowledge, few research studies concern with resilient control based on the watermarking schemes. Therefore, an additional desire is to design a mechanism for the proposed watermarking scheme to recover the system performance under attacks.

Motivated by the above observations, this article looks at a new DW scheme. Specifically, the following challenges will be addressed.

1) What are the security weaknesses of the conventional DW scheme?
2) How to design a new DW scheme against the security weaknesses? What are the security property and the attack detection performance of the new DW scheme?
3) What is the recovery capability of NCSs based on the new DW scheme?

To deal with these challenges, this article explores a new DW scheme under cyber attacks. The main contributions of this article are summarized as follows.

1) The security weaknesses of the conventional DW scheme are revealed, and a tradeoff between the FDIA detection effectiveness and system performance loss is explored. In addition, when a low watermarking intensity is to be chosen, there exists an FDIA that cannot be effectively detected and causes instability by the conventional DW scheme.

2) A new DW scheme is proposed by integrating the watermarking as symmetric-key encryption and new DW testing and compensation, where attacks can be detected using the additive distortion power of the closed-loop system. Furthermore, FDIA detection effectiveness of the closed-loop system is analyzed using auto/cross-covariance of signals, and the positive correlation between FDIA detection effectiveness and watermarking intensity is analyzed.

3) The tolerance capacity of FDIA against the closed-loop system is investigated, and it is shown that system performance can be recovered from FDIA, where the quantitative relationship between the new DW scheme and the system performance is revealed.

To clearly present the contributions of this article, compared with existing results in the literatures, a comparative analysis is listed in Table I. It is shown from Table I that the existing results have only solved part of the problems of attack detection and resilient control, but the proposed new DW scheme can generate a comprehensive solution of the problems by enhancing the attack detection effectiveness, developing the security property, guaranteeing the zero system performance loss from watermarking, and providing the attack tolerance capacity as well as system performance recovery.

The remainder of this article is organized as follows. Section II contains problem formulation, focusing on the security property and weaknesses of the conventional DW scheme. Section III presents secure control of NCSs based on a new DW scheme, where the design of the new DW scheme, security property, and processes are presented. The experimental results for an inverted pendulum system are given in Section IV, followed by conclusion shown in Section V.

**Notation:** $\mathbb{E}[\cdot]$ represents the expectation of a vector or matrix; $A_i$ ($A_j$) is used for the submatrix of a given matrix $A$ formed from row (column) $i$; $\text{tr}(\cdot)$ denotes the trace of a matrix, $\rho(\cdot)$ denotes the spectral radius of a matrix, $\| \cdot \|$ denotes the Euclidian norm of a vector or the spectral norm of a matrix, $\| \cdot \|_F$ denotes the Frobenius norm of a matrix, $|\cdot|$ denotes the absolute value of a real number, and sup $\mathbb{R}$ (inf $\mathbb{R}$) denotes the supremum (infimum) of a real set $\mathbb{R} \subseteq \mathbb{R}$. The zero vector is denoted as $0_n \in \mathbb{R}^n$, whilst $0_{n \times m} \in \mathbb{R}^{n \times m}$ and $I_{n \times n} \in \mathbb{R}^{n \times n}$ indicate, respectively, the zero and identity matrices. For simplicity, the subscripts are often omitted if their dimensions are
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TABLE OF NOTATIONS

| $T^*$ | Time window size for detection |
| $W_{d}, V_{d}$ | Conventional DW (asymptotic) tests 1, 2 |
| $\varphi_{d}, \varphi_{2,1}$ | Conventional DW statistical tests 1, 2 |
| $\tilde{\varphi}_{d,1}, \tilde{\varphi}_{d,2}$ | Thresholds for DW statistical tests 1, 2 |
| $\Delta_{r}$ | Additional distortion on residual $r_{d}$ |
| $\pi_{a}$ | State of the false data injection attack |
| $\bar{J}^*$ | System performance under no attack |
| $\tilde{V}_{w_{d}(k)}; \tilde{J}_{0}^{*}$ | $\tilde{V}_{w_{d}(k)}; \tilde{J}_{0}^{*}$ under no DW scheme |
| $\tilde{W}_{d}, \tilde{Y}_{d}$ | New DW (asymptotic) tests 1, 2 |
| $\tilde{\varphi}_{1,i}, \tilde{\varphi}_{2}$ | New DW statistical tests 1, 2 |
| $\tilde{\varphi}_{1,i}, \tilde{\varphi}_{2}$ | Thresholds for new DW statistical tests 1, 2 |
| $\tilde{D}_{r}$ | Additional distortion on residual $r$ |
| $\tilde{J}_{0}^{*}$ | $\tilde{J}_{0}^{*}$ under no DW scheme |

A. Security Property Analysis of the Conventional DW Scheme

The framework of secure control of NCSs based on the conventional DW scheme is illustrated in Fig. 1. The system output $y(k)$ is first sampled and transmitted to the estimator via a network, which may be attacked, notated as $y_{a}(k)$. Note that when there exist cyber attacks, $y_{a}(k) \neq y(k)$; otherwise, $y_{a}(k) = y(k)$. Then, the estimator has the state estimate $\hat{x}_{d}(k)$ by using $y_{a}(k)$, which is used to compute the controller signal $u_{d}(k)$ in the controller node. Furthermore, a watermarking signal $w_{d}(k)$ from the watermarking generator EncU is injected into $u_{d}(k)$, resulting in $u(k)$, which is applied to the plant by the actuator. Meanwhile, using $w_{d}(k-1)$ from the EncU and $\hat{x}_{d}(k)$ from the estimator, the DW detector detects whether or not $y_{a}(k)$ is attacked; if an attack takes place, the alarm will be triggered.

To analyze the security property and weaknesses, the discrete-time linear time-invariant plant is considered as follows:

$$
\begin{align*}
\dot{x}(k+1) &= Ax(k) + Bu(k) + \Gamma n(k) \\
y(k) &= Cx(k) + v(k)
\end{align*}
$$

where $x(k) \in \mathbb{R}^{m_{x}}$ is the system state; $u(k) \in \mathbb{R}$ is the control input; $y(k) \in \mathbb{R}^{m_{y}}$ is the system output; the process noise $n(k) \in \mathbb{R}^{m_{n}}$ and measurement noise $v(k) \in \mathbb{R}^{m_{v}}$ are independent identically distributed (i.i.d.) zero-mean white Gaussian with covariance matrices $\Sigma_{n}$ and $\Sigma_{v}$, respectively, and mutually independent. $A, B, \Gamma$, and $C$ are constant matrices with appropriate dimensions.

Next, to estimate the system state for measuring control input and attack detection, the estimator adopts the steady-state Kalman filter by

$$
\hat{x}_{d}(k+1|k) = A \hat{x}_{d}(k|k) + Bu(k)
$$

where $L = PC^{T}\Sigma_{o}^{-1}$ is the steady-state Kalman gain; $\Sigma_{o} = CPC^{T} + \Sigma_{v}$, and $P$ is the unique positive-definite solution of the Riccati equation [12].

According to $\hat{x}_{d}(k|k)$, the linear quadratic Gaussian controller is implemented to minimize the objective function $J$ with matrices $Q, R \geq 0$ [12]. It is well known that if there is no attacks [i.e., $u_{d}(k) \equiv y(k)$], the solution of the minimization problem on $J$ will lead to a fixed gain controller

$$
u_{d}(k) = K \hat{x}_{d}(k|k)
$$

where $K = -(B^{T}SB + R)^{-1}B^{T}SA$ is the controller gain, and $S$ is the unique positive-definite solution of the Riccati equation [12]. Furthermore, $u_{d}(k)$ is injected with a watermarking signal $w_{d}(k)$ by EncU, that is

$$
u(k) = u_{d}(k) + w_{d}(k)
$$

where $w_{d}(k)$ is drawn from an i.i.d. Gaussian distribution with zero mean and variance $\sigma_{w_{d}}^{2}$, and $w_{d}(k)$ is chosen to be also independent of $u_{d}(k)$ [12].

Furthermore, back to the side of the estimator, its signals $\hat{x}_{d}(k|k-1)$ and $y_{a}(k)$ are transferred to the DW detector to evaluate whether or not the attack takes place. Therefore, using $w_{d}(k-1)$, $\hat{x}_{d}(k|k-1)$, and $y_{a}(k)$, two DW tests [18] are operated in the DW detector, that is, as follows.

1) **DW Test 1**: Checking whether or not

$$
\lim_{T \to \infty} W_{d}(T) = 0
$$

where $W_{d}(T) := (1/T) \sum_{k=1}^{T} w_{d}(k-1)Lr_{d}(k)$; $T$ is the time window size; and $r_{d}(k)$ is the residual, that is, $r_{d}(k) := y_{a}(k) - C \hat{x}_{d}(k|k-1)$.

2) **DW Test 2**: Checking whether or not

$$
\lim_{T \to \infty} V_{d}(T) = 0
$$

where $V_{d}(T) := (1/T) \sum_{k=1}^{T} Lr_{d}(k)(Lr_{d}(k))^{T} - L\Sigma_{o}L^{T}$; $\Sigma_{o}$ is the same as the one in (2) and also the covariance matrix of the normal residual.

**Remark 1**: From (6) and (7), it is clear that applying directly DW Tests 1 and 2 in real world is unrealistic owing to the limit $T \to \infty$. To solve the problem, two DW statistical tests need to be revisited in a finite $T$. For instance, two

---

1The accurate watermarking signal is $w_{d}(k - k') - 1$, where $k' := \min\{k \geq 0 | C(A + BK)^{T}B \neq 0\}$ [21]. Without loss of generality, $CB \neq 0$ (i.e., $k' = 0$ is considered and $w_{d}(k-1)$ is used here.
indicators have been defined in [19] as $\varphi_{d,1}(k) := \|W^d_h(T)\|_F$ and $\varphi_{d,2}(k) := \|\text{tr}(V^d_h(T))\|$, where $W^d_h(T)$ and $V^d_h(T)$ are $\mathcal{W}_d(T)$ and $\mathcal{V}_d(T)$ calculated at the current time window $\{k - T + 1, k - T + 2, \ldots, k\}$ respectively. Furthermore, to evaluate whether or not the attack takes place, let $\vartheta_{d,1}$ and $\vartheta_{d,2}$ be the preset thresholds; when an attack takes place, we expect $\varphi_{d,1}(k) \geq \vartheta_{d,1}$ or $\varphi_{d,2}(k) \geq \vartheta_{d,2}$ so that the attack alarm can be made.

The above discussion refers to a framework of secure control of NCSs based on the conventional DW scheme described by (1)–(7), and then the security property will be analyzed.

Note that to clearly distinguish between the normal (i.e., attack free) system where $y_d(k) \equiv y(k)$ and the system under attacks, we denote $y^o(k), x^o_d(k|k-1), r^o_d(k) = y^o(k) - C\hat{x}^o_d(k|k-1), J^o$ as the attack-free counterpart of $y_d(k), \hat{x}_d(k|k-1), r_d(k), J$. Furthermore, to quantify the additional distortion caused by the attacker on systems, we define

$$D_{\varphi_d}(k) := LR_d(k) - LR^o_d(k). \tag{8}$$

According to $\{D_{\varphi_d}\}$, the additive distortion power [18] of systems is defined by

$$\limsup_{T \to \infty} \frac{1}{T} \sum_{k=1}^{T} \|D_{\varphi_d}(k)\|^2. \tag{9}$$

Using the above definition of additive distortion power (9), the security property of the conventional DW scheme is provided.

**Security Property (See [18, Th. 5]):** If $y_d(k)$ passes the tests (6) and (7), then

$$\lim_{T \to \infty} \frac{1}{T} \sum_{k=1}^{T} \|D_{\varphi_d}(k)\|^2 = 0 \tag{10}$$

which means that the additive distortion power of the systems that bypass the DW Tests 1 and 2 is restricted to be zero.

**Remark 2:** Equation (10) interprets the theoretical foundation of attack detection. In other words, if an attacker (by, e.g., injecting false data into the network) forces $y_d(k) \neq y(k)$ and dissatisfies (10), then the attacker will be detected by the conventional DW scheme.

### B. Security Weaknesses Analysis of the Conventional DW Scheme

The above has presented a framework of secure control of NCSs based on the conventional DW scheme and analyzed its security property. However, with the FDIA, there remain limitations on attack detection effectiveness, and system performance loss from attacks and watermarking. The details of the FDIA and limitations are analyzed as follows.

First, to analyze limitations of the conventional DW scheme, the following FDIA (see [8], [22]) is given by:

$$x_d(k+1) = A_d x_d(k), y_d(k) = C x_d(k), k \in [k_0^d, \infty) \tag{11}$$

where $x_d(k) \in \mathbb{R}^{m_d}$ is the state of the FDIA; $k_0^d$ is the initial instant of the FDIA; $A_d$ is a constant matrix with $\rho(A_d) < 1$; and $C$ is the same as the one in (1). Then, under the FDIA (11), the closed-loop system based on the conventional DW scheme described by (1)–(7) can be modeled as

$$\zeta_d(k+1) = A_0 \zeta_d(k) + \Lambda_0 \psi_d(k) \tag{12}$$

where variables $\zeta_d(k) := [x(k); x_d(k) - \hat{x}_d(k|k-1); x_d(k)], \psi_d(k) := [n(k); v(k); w_d(k)];$ the matrices $A_0$ and $\Lambda_d$ are given by

$$A_0 := \begin{bmatrix} A & H \\ 0 & \Xi \end{bmatrix} , \Lambda_d := \begin{bmatrix} \Gamma & 0 & B \\ 0 & 0 & -B \end{bmatrix}$$

and $H := [-B(K_1 + LCB), BK_1], \Xi := [\Phi_1, \Phi_2; 0, A_1], \Phi_1 := (A + BK_1)(I - LC), \Phi_2 := A_0 - (A + BK)$.

**Remark 3:** When $A_0$ satisfies $\rho(A_0) < 1$ for the FDIA (11), $y_d(k)$ looks like normal $y(k)$; otherwise, $\rho(A_0) > 1$ means that $y_d(k)$ will diverge, and it can easily judge whether the FDIA (11) takes place. Furthermore, it is reasonable to choose $\rho(A_0) < 1$ for the FDIA (11) because it can be seen from the following limitations 1 and 2 that $\rho(A_0) < 1$ yields stealthiness and destructiveness of the FDIA (11). An example of the FDIA (11) can be seen in [22, Th. II.3], where $A_0 = A + BK$ and $\rho(A + BK) < 1$ in (11).

Second, to quantify attack detection effectiveness whilst considering the ergodic theorem [35] of stationary processes, the cross-covariance of watermarking and residual and the autocovariance of residual are used to approximate the temporal averaging in (6) and (7), respectively, that is

$$\mathbb{E}[w_d(k-1)Lr_d(k)] = \lim_{T \to \infty} \sum_{T} \mathbb{E}[\mathcal{W}_d(T)] \tag{13}$$

$$\mathbb{E}[Lr_d(k)(Lr_d(k))^T] = \lim_{T \to \infty} \sum_{T} \mathbb{E}[\mathcal{V}_d(T)] + L \Sigma_{\omega_d} L^T. \tag{14}$$

Finally, according to the defined FDIA (11) and closed-loop system (12) and quantities (13), (14), the following three limitations are revealed.

**Limitation 1—FDIA Detection Effectiveness Limited by Watermarking:** For the system (12), the FDIA (11) will result in

$$\mathbb{E}[w_d(k-1)Lr_d(k)] = -\sigma^2_{\omega_d} LCB \tag{15a}$$

$$\lim_{k \to \infty} \mathbb{E}[Lr_d(k)(Lr_d(k))^T] = L \Sigma_{\omega_d} C^T L \tag{15b}$$

where $M_d = \Phi_1 M_d \Phi_1^T + \sigma^2_{\omega_d} B B^T$, and $\Phi_1$ is the same as the one shown in (12). The proof is given in Section I.A in the supplementary materials.

**Limitation 2—System Performance Loss From the FDIA:** For the system (12), if $\rho(A) > 1$, then the FDIA (11) will result in

$$\lim_{k \to \infty} x(k) = \infty. \tag{16}$$

The proof is given in Section I.A in the supplementary materials.

**Remark 4:** From limitation 1, it seems that the FDIA (11) cannot bypass DW Tests (6) and (7), provided $\sigma^2_{\omega_d} \neq 0$ in (15a) and (15b). However, the DW statistical tests $\varphi_{d,1}(k)$ and $\varphi_{d,2}(k)$ are practically used, where loose (i.e., big) detection thresholds $\vartheta_{d,1}$ and $\vartheta_{d,2}$ can be set. Note that when a small value of $\sigma^2_{\omega_d}$ has to be chosen, $\varphi_{d,1}(k) < \vartheta_{d,1}$ or $\varphi_{d,2}(k) < \vartheta_{d,2}$ so that the DW statistical tests are bypassed by the FDIA (11).
as presented in Section IV. Limitation 2 points out that if the plant (1) is open-loop unstable [i.e., $\rho(A) > 1$], the system state $x(k)$ in (12) will diverge (or cross the limit in the real world) under the FDIA (11) even though a well-designed controller (4) is used. Therefore, two of the following tasks are to enhance FDIA detection effectiveness and to recover the system performance.

**Limitation 3—System Performance Loss From Watermarking** (See [12, Th. 3]): For the system (12), if there is no attacks [i.e., $y_a(k) \equiv y(k)$], then the attack-free system performance is

$$ J^0 = J^0|_{w_d(k)=0} + \Delta J^0 $$

where $\Delta J^0 = \sigma^2_w \text{tr}(B^T SB + R)$; $J^0|_{w_d(k)=0}$ is the attack-free system performance without the conventional DW scheme; and $\Delta J^0/J^0|_{w_d(k)=0}$ is attack-free system performance loss from watermarking.

Remark 5: The tradeoff between FDIA detection effectiveness and system performance loss from watermarking is analyzed as follows. Limitation 3 highlights that the inevitable cost paid for the above security property and FDIA detection effectiveness in limitation 1 of the conventional DW scheme is the attack-free system performance loss from watermarking. An intuitive example [12] is detection of replay attacks, while the example for detection of the FDIA (11) is given in Section IV. In the example of [12], one needs to pay the cost of 91% system performance loss from watermarking to collect about 35% detection rate at each step. Therefore, one of the following tasks is to decrease or eliminate the attack-free system performance loss from watermarking.

To deal with the security property and limitations 1–3, a new DW scheme will be designed by considering the following three aspects.

1) The new DW scheme should develop the security property of the conventional DW scheme.
2) The new DW scheme should be able to detect effectively the FDIA (11), while the FDIA detection effectiveness should be explored. The system performance loss from watermarking should be zero.
3) The new DW scheme should be able to recover system performance, while the relationship between the new DW scheme and its system performance should be explored.

### III. Secure Control of NCSs Based on New Dynamic Watermarking Scheme

The security property and weaknesses of the conventional DW scheme have been thoroughly analyzed. To solve these problems, a new DW scheme integrating watermarking as symmetric-key encryption and new testing and compensation mechanism is first designed. Then, we investigate the security property and attempt to overcome the security weaknesses using the new DW scheme.

#### A. New DW Scheme

The framework of secure control of NCSs based on the new DW scheme integrating the watermarking as symmetric-key encryption and new testing and compensation mechanism is shown in Fig. 2. The new DW scheme is analogous to digital watermarking [14] (i.e., the digital code) that is embedded in electronic documents to preserve the valuable information. Therefore, motivated by the digital watermarking and watermarking-as-key encryption [22] and symmetric key [36], the system output $y(k)$ is first sampled and encrypted with a watermarking signal $w_y(k)$ (as a key) by $\text{Enc}_Y$ [i.e., $y^+_w(k)$]. After $y^+_w(k)$ is transmitted over the network, which may be attacked and becomes $y_a(k)$, it is decrypted with $w_y(k)$ by $\text{Dec}_Y$ and saved in the buffer [i.e., $y^*_w(k)$]. Furthermore, using $y^*_w(k)$ from the buffer, $w_y(k)$ from the DecY, and $\hat{x}(k|k-1)$ from the estimator, the new DW detector checks whether or not $y^*_w(k)$ is attacked and gives the corresponding detection results $\varepsilon(k)$. According to $\varepsilon(k)$, a compensation mechanism is used to update the input of the estimator [i.e., $\hat{y}(k)$]. Finally, the controller calculates $u(k)$ using the state estimate $\hat{x}(k|k)$ from the estimator. The following detail analysis is presented.

For the plant (1), to solve the problem of information leakage and improve the confidentiality of signals, $y(k)$ is encrypted by $\text{Enc}_Y$ in Fig. 2, and it follows that:

$$ y^+_w(k) = y(k) + w_y(k) $$

where $w_y(k)$, as a key, is a watermarking signal drawn from an i.i.d. Gaussian distribution with zero mean and covariance matrix $\Sigma_{w_y} = \text{diag}([\sigma_{w_{y_1}}^2, \ldots, \sigma_{w_{y_m}}^2])$, and independent of $y(k)$. Then, $y^+_w(k)$ is transmitted via the network, if attacked and then becomes $y_a(k)$. Note that when there exist cyber attacks, $y_a(k) \neq y^+_w(k)$; otherwise, $y_a(k) = y^+_w(k)$.

Next, to eliminate the side effect of the encrypted signal after transmission over the network, $y_a(k)$ is decrypted by $\text{Dec}_Y$, that is

$$ y^*_w(k) = y_a(k) - w_y(k). $$

Note that when there exist cyber attacks, $y^*_w(k) \neq y(k)$; otherwise, $y^*_w(k) = y(k)$. As a consequence, the watermarking signal $w_y(k)$ and encryption (18) and decryption (19) comprise the watermarking as symmetric-key encryption.

![Fig. 2. Framework of secure control of NCSs based on the new DW scheme integrating watermarking as symmetric-key encryption and new testing and compensation mechanism.](image-url)
Algorithm 1: Online Algorithm for Producing Same \( w_y(k) \) in \( \text{EncY} \) and \( \text{DecY} \)

1. Initialization: The same seeds and sequence numbers for \( \text{EncY} \) and \( \text{DecY} \) are set, e.g., both seeds are set as 1 and sequence numbers are set as \( k_y^+ = k_y^- = 1 \);
2. while \( k = 1, 2, \ldots \) do
   3. \( \text{EncY} \) receives \( y(k) \) and then generates \( w_y(k_y^+) \) by using the seed and \( k_y^+ \);
   4. \( \text{EncY} \) encrypts \( y(k) \) with \( w_y(k_y^+) \) by using (18);
   5. \( k_y^+ \leftarrow k_y^+ + 1 \);
   6. \( \text{DecY} \) receives \( y(k) \) and then generates \( w_y(k_y^-) \) by using the seed and \( k_y^- \);
   7. \( \text{DecY} \) decrypts \( y(k) \) with \( w_y(k_y^-) \) by using (19);
   8. \( k_y^- \leftarrow k_y^- + 1 \);
end

Remark 6: For the decryption in (19), there is a practical key consistency problem: how to produce the same \( w_y(k) \) in (18) and (19) at the same instant \( k \)? The watermarking signal \( w_y(k) \) cannot simply be sent via the network because the attacker may observe and distort it en route. Alternatively, an online algorithm (i.e., Algorithm 1) for producing \( w_y(k) \) in \( \text{EncY} \) and \( \text{DecY} \) is designed based on the secure mechanism [36] and Marsaglia–Bray method [37], which can guarantee the same \( w_y(k) \) on both sides of the network.

Remark 7: Compared with the conventional DW scheme shown in Fig. 1 where the control input is encrypted using the method of (5), the new DW scheme encrypts the system output using the method of (18). When decryption is added to the conventional DW scheme on the controller side, limitation 3 on system performance loss from watermarking may be overcome, but limitation 1 on FDIA detection effectiveness will still remain. Therefore, the watermarking as symmetric-key encryption (18) and (19), together with the following new DW Tests, is integrated in the new DW scheme and expected to cope with limitations 1 and 3.

Furthermore, \( y_y^-(k) \) is saved in the buffer, which will be detected to determine whether or not this signal is attacked. Therefore, \( y_y^-(k) \) is transferred to the new DW detector, where the following two designed tests are operated using \( \tilde{x}(k|k-1) \) from the estimator and \( w_y(k) \) from the DecY, that is

1) **New DW Test 1:** Checking whether or not

\[
\lim_{T \to \infty} \mathcal{W}_T(T) = 0 \quad (20)
\]

where \( \mathcal{W}_T(T) := \frac{1}{T} \sum_{k=1}^{T} w_{y,i}(k)L_r(k), \ i = 1, \ldots, m_y; \ w_{y,i} \) is the \( i \)-th component of \( w_y; \ T \) is the time window size; \( L \) has been given in (2); and due to the decryption (19), the new residual \( r(k) \) is defined by \( r(k) := y_y^-(k) - \tilde{C}x(k|k-1) \).

2) **New DW Test 2:** Checking whether or not

\[
\lim_{T \to \infty} \mathcal{V}_T(T) = 0 \quad (21)
\]

where \( \mathcal{V}_T(T) := \frac{1}{T} \sum_{k=1}^{T} L_r(k)(L_r(k))^T - \Sigma_o L_r^T ; \ \Sigma_o \) is the same as the one in (2).

Remark 8: Compared with the conventional DW Tests (6) and (7), there are two differences in signals for the new DW Tests (20) and (21): 1) the watermarking signal is changed from \( w_y(k-1) \) to \( w_y(k) \) and 2) the residual signal is changed from \( r_y(k-1) \) to \( r_y(k) \). Note that the identity is that the tests are formed using the time averaging of products of: 1) watermarking signal and residual [i.e., (6) and (20)] and 2) two identical residual [i.e., (7) and (21)]. Therefore, it is expected that the new DW Tests (20) and (21), together with the above watermarking as symmetric-key encryption, can develop the security property of the conventional DW scheme, and overcome limitations 1 and 3.

Remark 9: Note that in the new DW Tests 1 and 2, we require \( T \to \infty \), which is similar to the conventional DW Tests 1 and 2. To solve the problem, following the definitions made in Remark 1 and [19], the new DW Tests 1 and 2 need to be converted to the statistical tests \( \varphi_{1,i}(k), \varphi_{2,i}(k) \) for practical applications, that is, \( \varphi_{1,i}(k) := ||\mathcal{W}_T^R(T)||_F, \ \varphi_{2,i}(k) := ||\mathcal{V}_T^R(T)||_F \), where \( \mathcal{W}_T^R(T) \) and \( \mathcal{V}_T^R(T) \) are \( \mathcal{W}_T(T) \) and \( \mathcal{V}_T(T) \) calculated within the current time window \( [k - T + 1, k - T + 2, \ldots, k] \), respectively. Furthermore, let \( \vartheta_{1,i} \) and \( \vartheta_{2} \) be the preset thresholds and if \( y_y^-(k) \) is attacked, we expect \( \varphi_{1,i}(k) \geq \vartheta_{1,i} \) or \( \varphi_{2,i}(k) \geq \vartheta_{2} \), thereby, the detection result is set as \( \varepsilon(k) = 0 \); otherwise, \( \varepsilon(k) = 1 \). The detection results will be used for compensation as follows.

After \( y_y^-(k) \) has been detected, there may be two cases for the attacked signals.

1) If there is no compensation, then \( y_y^-(k) \) will be directly sent to the estimator whether the signal is attacked or not, that is

\[
\tilde{y}(k) = y_y^-(k), \ \text{no compensation.} \quad (22)
\]

2) The above (22) could cause the system performance degradation even unstable. To improve the system resilience under attacks, a compensation mechanism is employed, where \( y_y^-(k) \) will be sent to the estimator based on the detection results \( \varepsilon(k) \), that is

\[
\tilde{y}(k) = \begin{cases} 
  y_y^-(k), & \text{if } \varepsilon(k) = 1 \\
  \tilde{y}(k-\hat{h}(k)), & \text{if } \varepsilon(k) = 0 
\end{cases} \quad (23)
\]

where \( \hat{h}(k) := k - \max[k' \mid \varphi(k') = 1, k' \leq k] > 0 \) is the duration of last successful buffer update. For simplicity, we only consider the situation where the missed detection\(^2\) can be ignored [i.e., \( y_y^-(k) = y(k), \varepsilon(k) = 1 \)], then (23) becomes

\[
\tilde{y}(k) = \begin{cases} 
  y(k), & \text{if } \varepsilon(k) = 1 \\
  \tilde{y}(k-\hat{h}(k)), & \text{if } \varepsilon(k) = 0 
\end{cases} \quad (24)
\]

Define

\[
\hat{h}(k) := \begin{cases} 
  0, & \text{if } \varepsilon(k) = 1 \\
  \hat{h}(k'), & \text{if } \varepsilon(k) = 0 
\end{cases} \quad (25)
\]

According to (25), (24) can be rewritten as

\[
\tilde{y}(k) = y(k - \hat{h}(k)), \ \text{with compensation} \quad (26)
\]

where \( \hat{h}(k) \) is the delay of the healthy system output.

\(^2\)Missed detection is that even though an attack takes place, the attack alarm is not triggered [i.e., \( \varepsilon(k) = 1 \)].
Remark 10: Compared with the conventional DW scheme and the scheme (22) without compensation, the compensation (26) based on the detection results $\varepsilon(k)$ is used to discard the attacked $y_w(k)$ (e.g., injected with false data) and to enable the last $y(k - h(k))$. It is expected to overcome the limitation 2, that is, the recovery of system performance.

Then, $\hat{x}(k|k)$ can be computed by

$$\hat{x}(k|k) = \hat{x}(k|k-1) + L(\bar{y}(k) - C\hat{x}(k|k-1)).$$

(27)

Using $\hat{x}(k|k)$, since there is no watermarking signal on the controller side, the control input (5) can be rewritten as

$$u(k) = K\hat{x}(k|k)$$

(28)

where $K$ is the same as (4), which can update $\hat{x}(k+1|k)$ by

$$\hat{x}(k+1|k) = A\hat{x}(k|k) + Bu(k).$$

(29)

Finally, under the FDIA (11), to identify the system based on the new DW scheme without or with compensation, we produce the corresponding close-loop system models as follows.

1) On the one hand, under the FDIA (11), the system based on the new DW scheme without compensation, described in (1), (18)–(22), and (27)–(29), can be modeled as

$$\zeta(k + 1) = A_0\zeta(k) + \Lambda_0\psi(k),$$

no compensation (30)

where marks $\zeta(k) := [x(k); x_a(k) - \hat{x}(k|k-1); x_u(k)], \psi(k) := [n(k); v(k); w_r(k)];$ the matrices $A_0$ and $\Lambda_0$ are given by

$$A_0 := \begin{bmatrix} \Gamma & 0 & BKL \\ 0 & 0 & (A + BK)L \\ 0 & 0 & 0 \end{bmatrix}.$$

2) On the other hand, under the FDIA (11), the system based on the new DW scheme with compensation, described by (1), (18)–(21), and (26)–(29), can be constructed as

$$\tilde{\zeta}(k + 1) = A_0\tilde{\zeta}(k) + A_1E\tilde{\zeta}(k - h(k)) + \Gamma_0\tilde{\psi}(k)$$

with compensation (31)

where the variables $\tilde{\zeta}(k) := [x(k); \bar{\hat{x}}(k-1|k-1), \psi(k) := [n(k); v(k - h(k))];$ the matrices $E, A_0, A_1,$ and $\Gamma_0$ are given by

$$E := [I, 0],$$

$$A_0 := \begin{bmatrix} A & BK(I - LC)(A + BK) \\ 0 & (I - LC)(A + BK) \end{bmatrix},$$

$$A_1 := \begin{bmatrix} BKL \Gamma \\ LC \end{bmatrix}, \Gamma_0 := \begin{bmatrix} \Gamma & BKL \\ 0 & L \end{bmatrix}.$$

Remark 11: In the designed secure controller, the attack detection method, instead of the control strategy, usually brings the difference of computational time complexity. Therefore, compared with the tests used in [31]–[34], computational time complexity of the new DW Tests (20) and (21) is analyzed as follows. For instance, considering that $r(k) \in R_m^2$, $x(k) \in R_m^n$, and the finite $T$, computational time complexity of the residual-based test $\sum_{s=k-T+1}^k r^T(s)r(s)$ used in [34] is $O(m^2)$. However, computational time complexity of the new DW Tests (20) and (21) is $O(1) + O(m^2 + m_al) \approx O(m^2 + m_al)$, where $O(1)$ and $O(m^2 + m_al)$ are spent by watermarking generation, and the calculation of $W(T)$ and $V(T)$, respectively. To clearly compare computational time complexity of the new DW Tests with the residual-based test, a ratio $\varphi := m^2 (m^2 + m_al)$ is defined and shown in Fig. A.2 of Section II.B in the supplementary material. It can be seen from Fig. A.2 that if $m_al < m_a$, then computational time complexity of the new DW Tests is usually more than that of the residual-based test used in [34], as shown in the experimental results of Section IV-B; if $m_al$ is much larger than $m_a$, computational time complexity of the new DW Tests will be less than that of the residual-based test used in [34], which could take place in the power system.

B. Security Property Analysis of the New DW Scheme

We have developed a framework for secure control of NCSs based on the new DW scheme, and then the security property of the new DW scheme is analyzed using the following theorem.

**Theorem 1:** For the system (30) or (31), if $y_w(k)$ passes the new DW Tests 1 and 2, then

$$\limsup_{T \to \infty} \frac{1}{T} \sum_{k=1}^T \|D_r(k)\|^2 = 0$$

(32)

where $D_r(k) : = Lr(k) - Lr^o(k)$; and $r^o(k) := y_w(k) - C\hat{x}(k|k-1)$, $\hat{x}(k|k-1)$ are the attack-free [i.e., $y_w(k) \equiv y(k)]$ counterparts of $r(k), y_w(k), \hat{x}(k|k-1)$.

**Proof:** The proof is given in Section I.B in the supplementary material. 

**Remark 12:** The security property of the conventional DW scheme indicates that the additive distortion power of the closed-loop systems is restricted to be zero when DW Tests 1 and 2 are bypassed. Theorem 1 reveals that the additive distortion power of the closed-loop systems is restricted to be zero when the new DW Tests 1 and 2 are bypassed. In addition, (32) explains the theoretical basis of attack detection as (10). Therefore, by integrating the watermarking as symmetric-key encryption and the new DW Tests 1 and 2, the new DW scheme develops the security property of the conventional DW scheme.

C. FDIA Detection Effectiveness Analysis of the New DW Scheme

The above discussion is about the security property of the new DW scheme, and FDIA detection effectiveness of the new DW scheme can be evaluated in the following theorem and Corollary 1.

**Theorem 2:** For system (30), if $\rho(A) > 1$, then the FDIA (11) will result in

$$E[w_{y,i}(k)Lr(k)] = -\sigma_{w_{y,i}}^2 L_i$$

$$\lim_{k \to \infty} E[Lr(k)(Lr(k))^T] = L(CMC^T + \Sigma_{w_i})L^T$$

(33a)
\[
\lim_{k \to \infty} x(k) = \infty
\]  
(33c)

where \( M = \Phi_1 M \Phi_1^T + (A + BK)L \Sigma_{w_1}((A + BK)L)^T, \Phi_1 \) is the same as the one of (12).

**Proof:** The proof is given in Section I.C in the supplementary material.

**Corollary 1:** For the system (31), the FDIA (11) will result in (33a).

**Proof:** The proof is omitted.

**Remark 13:** Limitation 1 earlier has revealed the positive correlation between the FDIA detection effectiveness of the conventional DW scheme and the value of \( \sigma_{w_1}^2 \). However, due to limitation 3, a small \( \sigma_{w_1}^2 \) needs to be selected for yielding small system performance loss due to watermarking. This makes it possible that the FDIA (11) may bypass the conventional DW scheme. Similarly, Theorem 2 and Corollary 1 highlight that FDIA detection effectiveness of the new DW scheme with or without compensation is positively correlated with the value of \( \sigma_{w_1}^2 \). Note that the key difference is that a big \( \sigma_{w_1}^2 \) can be selected in the new DW scheme because \( J^* = J^*|_{w(k)=0} \), thanks to the watermarking as symmetric-key encryption (18) and (19), where \( J^*|_{w(k)=0} \) is the attack-free system’s performance without the new DW scheme. That is, limitation 3 on system performance loss due to watermarking is overcome by the new DW scheme. This makes it possible that the FDIA (11) will be detected by the new DW scheme with an enabled big enough \( \sigma_{w_1}^2 \). Therefore, by integrating the watermarking as symmetric-key encryption (18) and (19) and the new DW Tests (20) and (21), limitations 1 and 3 are overcome by the new DW scheme.

**Remark 14:** As stated above, the basis of the new DW scheme can be attributed to the overcoming of limitation 3 on system performance loss from watermarking. The conventional DW scheme brings system performance loss from watermarking, because the control signal is only encrypted by the watermarking signal and without decryption. Unlike the conventional DW scheme, the watermarking as symmetric-key encryption (18) and (19) used in the new DW scheme can prevent watermarking signals from exciting the normal system operation, so limitation 3 can be avoided.

**D. Performance Analysis of NCSs Based on the New DW Scheme**

Now, we will further analyze why the new DW scheme needs to be employed for the recovery of system performance, and quantify the recovery capability of system performance based on the new DW scheme.

1) **Why the New DW Scheme Needs to Be Used for Recovery of System Performance?**

Theorem 2 has presented that when the compensation is ignored, if \( \rho(A) > 0 \) in (1), then the FDIA (11) emerging in \([k_n^0, \infty)\) will influence the system stability. Therefore, it is necessary to use the new DW scheme against the FDIA (11) emerging in \([k_n^0, \infty)\) for recovery of system performance. However, if we use the compensation (26) to cope with the FDIA (11) emerging in \([k_n^0, \infty)\), \( h(k) \) will go infinity and according to the time-delay system theory [38], the system will be unstable. The system will lose its stability even though the compensation is used. But then, on the one hand, in practice, the operation time of the FDIA (11) must be the union of subsets \([k_n^0, \infty)\); on the other hand, sometimes the attackers achieve their goal in a short time without worrying about the attack detection. In this situation, is it necessary to use the new DW scheme for the recovery of system performance? To answer this question, based on the switched system theory, under the FDIA (11) with the subsets of \([k_n^0, \infty)\), the following stability analysis is presented.

The first task is to construct the corresponding switched system model. The early work (30) has modeled the subsystem based on the new DW scheme without compensation under the FDIA (11). Then, the attack-free subsystem based on the new DW scheme without compensation can be given by setting \( h(k) \equiv 0 \) in (31) and adopting the same variables \( \zeta(k) \) and \( \psi(k) \) in (30), that is

\[
\zeta(k+1) = A_1 \zeta(k) + A_1 \psi(k)
\]

(34)

where the matrices \( A_1 \) and \( A_1 \) are given by

\[
\begin{align*}
A_1 & := \begin{bmatrix} I & BK \times L & 0 \\ 0 & -(A + BK)L & 0 \\ 0 & 0 & 0 \end{bmatrix}, \\
A_1 & := \begin{bmatrix} A + BK & LC & -BK(I - LC) \\ -BK(I - LC) & 0 \\ 0 & 0 & 0 \end{bmatrix}. \\
\end{align*}
\]

Therefore, combining (30) and (34), under the FDIA (11) with the subsets of \([k_n^0, \infty)\), the system based on the new DW scheme can be modeled as

\[
\zeta(k+1) = A_0 \zeta(k) + A_1 \psi(k)
\]

(35)

where \( \psi(k) = 0 \) or 1 is the switching signal: when an attack takes place, there is \( \psi(k) = 0 \); otherwise, \( \psi(k) = 1 \). We know \( A_0 \) is unstable and \( A_1 \) is stable. Then, there exist real numbers \( \lambda_+ > 1, 0 < \lambda_- < 1, g_0 \) and \( g_1 \) satisfy

\[
\|A_0\|^k \leq (\lambda_-)^k (\lambda_+)^k, \|A_1\|^k \leq (\lambda_-)^k (\lambda_+)^k.
\]

(36)

Meanwhile, we denote the total activation time of the unstable subsystem (or the stable subsystem) by \( T_0 \) (or \( T_1 \)). We denote the switching of \( s \) by \( N_s(0, k) \leq N_0 + (k/\tau) \) where \( \tau \) is the average dwell time. According to the definitions of attack frequency and duration made in [39], the larger \( T_0 \) and \( \tau \) stand for a longer attack duration and a smaller attack frequency, respectively.

Finally, stability analysis of the switched system (35) is demonstrated in the following theorem.

**Theorem 3:** For the given constant \( \lambda^* \), if the following conditions are satisfied:

\[
\begin{align*}
\mathbb{E}[\|\psi(k)\|^2] & < \infty, \\
T \in \mathbb{R}_+, \quad & \text{if } g \geq 0, \\
T \geq T_{ave} = \frac{\mu}{\lambda_- - \lambda_+}, \quad & \text{if } g < 0, \\
\inf_{k \geq 0} \left[ T_1/T_0 \right] & \geq (\ln \lambda_+ - \lambda^* \ln \lambda_-)/(\lambda^* - 1) \ln \lambda_-. \\
\end{align*}
\]

(37)

(38)

(39)

where \( 0 < \lambda^* < \lambda^* < 1 \) and \( g = \min\{g_0, g_1\} \) from (36), then there always exists a finite constant \( \tau \) such that the switched system (35) is uniformly bounded.
Proof: The proof is given in Section I.D in the supplementary material.

Remark 15: The tolerance capacity of FDIAs for NCSs based on the new DW scheme without compensation is analysed as follows. Theorem 3 points out that under FDIA (11), the state of the system based on the new DW scheme without compensation is uniformly bounded when the noise is bounded (37), the attack frequency is small (38), and the attack duration is short (39). As shown in Section IV, under the FDIA (11) with a short successive duration, when the initial state of the FDIA (11) is properly chosen, the condition (39) may be violated and the system will lose its stability. Therefore, it is necessary to use the new DW scheme against the FDIA (11) with the subsets of $[k^g_0, \infty)$.

2) How Well Does System Performance Recover From the New DW Scheme? We have proved that it is necessary to use the new DW scheme against the FDIA (11) for the recovery of system performance. Then, the recovery capability of the system based on the new DW scheme is presented in the following, which is described by the quantitative relationship between the system performance and the maximally allowable delay of the healthy system output.

First, the system performance is described by the power of the estimation errors, that is

$$\lim sup_{T \to \infty} \frac{1}{T} \sum_{k=0}^{T-1} \|e(k)\|^2 = 0$$

(40)

where the estimation errors $e(k) \equiv x(k) - \hat{x}(k)|k|$

According to the defined system performance, the relationship between the system performance and the new DW scheme is presented in the following theorem and Corollary 2.

Theorem 4: Under the zero-initial condition, if given an integer $\hat{h} \geq h(k)$, there exists a real number $\beta$, real symmetric matrices $Z_i > 0$ ($i = 1, 2, 3$), and matrices $W_i$ ($i = 1, 2, \ldots, 5$) satisfying

$$\begin{bmatrix} \Theta & \Omega \end{bmatrix} < 0$$

(41)

where $\Theta := \begin{bmatrix} \Theta_{11} & E^T W_2 - W_1^T & E^T W_3 \\ * & -W_2^T - W_2 - Z_3 & -W_3 \\ * & * & -\beta I \end{bmatrix}$

$$\Theta_{11} := \begin{bmatrix} hW_1 & h(A_0 - I)^T E^T W_4 \\ hW_2 & hA_1^T E^T W_4 \\ hW_3 & h\Gamma_0^T E^T W_4 \end{bmatrix}, \quad \Omega := \begin{bmatrix} (E - E^c A_0)^T A_1^T W_5 \\ (E - E^c A_1)^T A_2^T W_5 \\ (E - E^c \Gamma_0)^T \Gamma_0^T W_5 \end{bmatrix}$$

$$\Upsilon := \text{diag}\{\hat{h} Z_2, \hat{h} (Z_2 - W_4^T - W_4), -I, Z_1 - W_5^T - W_5\}$$

and $E^c := [0, I]$, then the system (31) is asymptotically stable and the power of the estimation errors satisfies

$$\lim sup_{T \to \infty} \frac{1}{T} \sum_{k=0}^{T-1} \|e(k)\|^2 = \beta(\text{tr}(\Sigma_a) + \text{tr}(\Sigma_i)).$$

(42)

Proof: The proof is given in Section I.E in the supplementary material.

Corollary 2: Under the zero-initial condition, if given an integer $\hat{h} \geq h(k)$, there exists a real number $\beta$, real symmetric matrices $Z_i > 0$ ($i = 1, 2, 3$), and matrices $W_i$ ($i = 1, 2, \ldots, 5$) satisfying

$$\begin{bmatrix} \Theta & \Omega \end{bmatrix} < 0$$

(43)

where $\Theta, \Omega, \Upsilon$, and $E^c$ have been given in Theorem 4, $C := \text{diag}\{I, I, C^T, I\}$, then the system (31) is asymptotically stable and the power of the estimation errors satisfies

$$\lim sup_{T \to \infty} \frac{1}{T} \sum_{k=0}^{T-1} \|Ce(k)\|^2 = \beta(\text{tr}(\Sigma_a) + \text{tr}(\Sigma_i)).$$

(44)

Proof: The proof is omitted.

Remark 16: Limitation 2 and Theorem 3 have revealed that the FDIA (11) emerging in $[k^g_0, \infty)$ or the union of subsets of $[k^g_0, \infty)$ can destroy system stability without compensation. Theorem 4 reveals that by using the new DW scheme, the system performance can be recovered from unstable mode under the FDIA (11) to stable mode [specifically, lying on noise level (42) or (44) with respect to process and measurement noises], and the relationship between the system performance and the maximally allowable delay $h$ of the healthy system output is quantified. Therefore, by collating all the compensations, limitation 2 can be overcome when $h$ is not violated.

Remark 17: Note that over detection could lead to $h(k) > h$, causing the system to be unstable (i.e., infinite estimation errors). This shows the cost to pay for the compensation mechanism (26) against limitation 2 on system performance loss from attacks: that is, it is highly recommended that a small time window size $T$ should be selected when the proposed compensation mechanism is used in the real world, as done in Section IV.

IV. EXPERIMENTS

The platform of the networked inverted pendulum visual servo system (NIPVSS) [40] is employed to validate the new DW scheme. We first give the structure and corresponding parameters of the platform. Then, the real-time experiments are carried out on the platform.

A. Experiment Platform Setup

The experimental platform of the NIPVSS based on the new DW scheme is shown in Fig. 3. The single acA640-120gm monochrome camera at 100 Hz @ 640 × 480 pixels with light sources acting as the sensor captures the images of the inverted pendulum. Then, the images are sent to the computer through the 1-Gb/s wired network, which runs Microsoft Visual Studio 2010 in Windows XP with an Intel Core i5 processor (3.2 GHz) and 4-GB RAM. After having received the images, the computer processes the images to obtain the state information of the cart position and the pendulum angle. Furthermore, in the computer, the state information is

3Over detection is that after the real attacks stop, attack alarms [i.e., $e(k) = 0$] will continue for some time depending on the value of the window size $T$. 

(11)
encrypted and decrypted based on the new DW scheme and Algorithm 1, and then the current results are used to formulate the estimator, new DW detector, and controller. Finally, the control signal is applied to the inverted pendulum by the use of the motion control box serving as the actuator.

By the use of linearization and setting the sampling period as 10 ms, \( x(k) = [\alpha(k); \theta(k); \dot{\alpha}(k); \dot{\theta}(k)] \in \mathbb{R}^4 \) is set as the state of the cart position, pendulum angle, cart velocity, and pendulum angular velocity, and \( u(k) = \ddot{\alpha}(k) \in \mathbb{R} \) is set as the control input. Considering the process noise \( n(k) \) with the covariance \( \Sigma_n = \text{diag}(10^{-3}, 10^{-3}) \), the discrete-time model of the inverted pendulum as described in (1) is

\[
A = \begin{bmatrix}
1 & 0 & 0.0100 & 0 \\
0 & 1.0015 & 0 & 0.0100 \\
0 & 0 & 1 & 0 \\
0 & 0.2945 & 0 & 1.0015
\end{bmatrix}, \quad B = \begin{bmatrix}
0 \\
0.0002 \\
0.0100 \\
0.0300
\end{bmatrix}, \quad \Gamma = [0, 0; 0, 0; 1, 0; 0, 1].
\]

By the use of the camera as the sensor, the states of the cart position and the pendulum angle can be retrieved, that is, \( C = [I, 0] \) in (1). The measurement noise \( v(k) \in \mathbb{R}^2 \) in (1) with the covariance matrix \( \Sigma_v = \text{diag}(2.7 \times 10^{-7}, 5.5 \times 10^{-6}) \) from the computational error [40] is also introduced, which is analyzed in Section II.A in the supplementary material.

The watermarking \( w_y,i(k) \) shown in (18) and (19) is generated by the C++ function `gaussrand(mean, std)`\(^5\) based on Algorithm 1, where “mean” and “std” are the mean value (i.e., zero) and standard deviation of \( w_y,i(k) \), respectively. The seed of function `rand()` in `gaussrand(mean, std)` takes the value 1.

The estimator parameters in (27) and (29) are \( A, B, C \), and

\[
L = [0.2951, 0; 0, 0.1673; 5.1094, 0; 0, 1.5290].
\]

We set \( Q = \text{diag}(10, 10, 10, 10) \), \( R = 1 \), and the controller gain shown in (28) is

\[
K = [2.8889, -36.6415, 4.9141, -7.3267].
\]

It should be noted that in the platform, the entry angle is due to the finite field of vision of the camera, and the limit position due to the fixed range of cart movement. Specifically, we have \( |\theta| < 0.8 \) rad, \( |\alpha| < 0.3 \) m. Once the angle crosses the entry level or the cart position is over the limit, the system will trigger self-termination (i.e., the servo is put OFF). Moreover, there is a situation where if the cart velocity or the pendulum angular velocity is too large, the cart position will be put BACK to the original point (i.e., zero) and then the control action is ended. These are shown in real-time experiments as follows.

**B. FDIA Detection Effectiveness of NIPVSSs Based on the Conventional and New DW Schemes**

We select the FDIA (11) emerging at \( k \geq 2 \), where \( A_a = \text{diag}(0.1, 0.1, 0.1, 0.1) \) and \( x_o(2) = [10^{-7}; 0; 0; 10^{-7}] \). We set \( \sigma_{w_d}^2 = \sigma_{w_y}^2 = 0.0001 \) for the conventional and new DW schemes. The time window size is set as \( T = 5 \), and the detection thresholds for the conventional and new DW schemes are set as \( \bar{\theta}_{d,1} = 0.0002, \bar{\theta}_{d,2} = 0.0015, \) and \( \bar{\theta}_{1,i} = \bar{\theta}_2 = 0.0007 \), experimentally.

Figs. 4 and 5 present the experiment results of applying the FDIA to NIPVSSs based on the conventional and new DW schemes. When there is FDIA, the states can be separated into two situations. However, the conventional DW scheme fails to detect the FDIA, but the new DW scheme succeeds in detecting the FDAI. Table III shows the FDIA detection effectiveness and system performance loss from watermarking of NIPVSSs based on the conventional and new DW schemes, where it can be seen that compared with the conventional DW scheme, the new DW scheme provides much better FDIA detection effectiveness and zero system performance loss from watermarking.

Computational time complexity of the new DW tests (20) and (21) and the residual-based test [34] is also compared in the experiments of Fig. 5, which is listed in Table A.I of

---

**TABLE III**

| Indices (\( \sigma_{w_d}^2 = \sigma_{w_y}^2 = 0.0001 \)) | Normal | under FDIA |
|-------------------------------------------------|--------|------------|
| \( \text{CDW}^1 \) | \( 0 \) | 3.4459B-8 |
| \( \text{CDW} \) | \( 2.5660E-5 \) | 4.1305B-8 |
| \( \text{New DW}^1 \) | \( 0 \) | 5.1179B-4 |
| \( \text{New DW} \) | \( 2.5660E-5 \) | 3.4152B-1 |

\(^1\) Conventional DW.
Fig. 4. States and DW statistical tests of NIPVSSs under the FDIA (11) emerging at \( k \geq 2 \) based on the conventional DW scheme with \( \sigma^2_{w_d} = 0.0001 \). Blue line: Normal system. Red line: System under the FDIA. Black line: Detection thresholds. “OFF” denotes that the servo is put off. (a) Cart position \( \alpha(k) \). (b) Pendulum angle \( \theta(k) \). (c) DW statistical test \( \phi_{d,1}(k) \). (d) DW statistical test \( \phi_{d,2}(k) \).

Section II.B in the supplementary material. Table A.I shows that the proposed new DW Tests require more time than the residual-based test when \( m_y = 2 < m_x = 4 \). However, the microsecond-level running time of the new DW Tests is negligible in comparison with the control cycle (10 ms). Therefore, computational time in the use of the new DW Tests is not significant.

To investigate the FDIA under different initial instants, we perform the same experiments of Figs. 4 and 5 again, with the FDIA emerging at \( k \geq 400 \). The experimental results are shown in Figs. A.3 and A.4 of Section II.C in the supplementary material, which indicates that when the initial instant of the FDIA is close to the initial instant of system operation, the conventional DW scheme with \( \sigma^2_{w_d} = 0.0001 \) cannot detect the FDIA while the new DW scheme with \( \sigma^2_{w,i} = 0.0001 \) can detect the FDIA; when the initial instant of the FDIA is far from the initial instant of system operation, both the conventional DW scheme with \( \sigma^2_{w_d} = 0.0001 \) and the new DW scheme with \( \sigma^2_{w,i} = 0.0001 \) can detect the FDIA.

Further analysis of FDIA detection effectiveness on the conventional and the new DW schemes with different watermarking intensity is carried out. Due to space constraints and their similarity to Figs. 4 and 5, the outcomes from further analysis are omitted here. The results show that: 1) the conventional DW scheme cannot detect the FDIA even though \( \sigma^2_{w_d} = 10 \) where the system states have severe shaking and 2) a much larger watermarking intensity brings better FDIA detection effectiveness by the new DW scheme.

C. Performance of NIPVSSs Based on the New DW Scheme

To present the performance of NIPVSSs based on the new DW scheme under the FDIA, we select the FDIA (11) taking place at \( k = 100, 101, 102, 103 \), whose parameters are set as \( A_a = \text{diag}[0.1, 0.1, 0.1, 0.1] \), \( s_a(100) = [2; 2; 2; 2] \). We set \( \sigma^2_{w_d,i} = 0.0001 \) for the new DW scheme. The time window size is set as \( T = 5 \), and the detection thresholds for the new DW scheme are set as \( \vartheta_{1,i} = \vartheta_2 = 0.0007 \).
1) Performance of NIPVSSs Under No Attacks: We first examine the impact of the conventional and new DW schemes with different watermarking intensities on the performance of NIPVSSs under no attacks, shown in Fig. 6 of Section II.D in the supplementary material. It is shown that when the watermarking intensity increases to 10, the conventional DW scheme brings 3.3671% system performance loss where the system states have severe shaking, but the zero system performance loss is yielded by the new DW scheme.

2) Performance of NIPVSSs Based on the New DW Scheme Without Compensation: When the compensation is ignored, the stability analysis is presented in Theorem 3. There always exist nonsingular matrices $V_0$ and $V_1$ that satisfy

$$A_0 = V_0 D_0 V_0^{-1}, A_1 = V_1 D_1 V_1^{-1}$$

where matrices $D_0 = \text{diag}[\lambda_1(A_0), \ldots, \lambda_8(A_0)]$ and $D_1 = \text{diag}[\lambda_1(A_1), \ldots, \lambda_8(A_1)]$. We select

$$\lambda_+ = \max \{\mathcal{M} (\lambda_1(A_0)) \} = 5.4250$$
$$\lambda_- = \max \{\mathcal{M} (\lambda_1(A_1)) \} = 0.9895$$

$$g_0 = \frac{\ln(\max(S_{\text{max}}(V_0))/\min(S_{\text{min}}(V_0))}{\ln \lambda_-} = -3879.8947$$
$$g_1 = \frac{\ln(\max(S_{\text{max}}(V_1))/\min(S_{\text{min}}(V_1))}{\ln \lambda_-} = -614.4731$$

where $\mathcal{M}(\cdot)$ is the modulus of a complex number, and $S_{\text{max}}(\cdot)$ is the maximal singular value of a matrix. Hence, $g = \min\{g_0, g_1\} = g_0$. Now, by taking $\lambda^* = 0$, the infimum of the value of $\inf_{k>0}[T_f/T_0]$ can be obtained as follows:

$$\inf_{1 > \lambda^* > 0} \inf_{k>0}[T_f/T_0] = 159.4495.$$ 

The experiment is carried out at $k \in [0, 140]$, and here, $T_0 = 4$, $\bar{T}_f = 141 - T_0 = 137$. Since $T_f/T_0 = 34.25 < 159.4495$, the condition (39) is not satisfied. This means that it is possible for the FDIA (11) taking place at $k = 100, 101, 102, 103$ to influence the stability of the NIPVSS.

Fig. 6 presents the experimental results of applying the FDIA (11) taking place at $k = 100, 101, 102, 103$ to the NIPVSS without compensation. As shown as the red lines in Fig. 6, the states of the NIPVSS become divergent without compensation.

3) Performance of NIPVSSs Based on the New DW Scheme With Compensation Under the FDIA: Fig. 6 also presents the experimental results of applying the FDIA (11) taking place at $k = 100, 101, 102, 103$ to the NIPVSS with compensation. As shown as the green lines in Fig. 6(a) and (b), the states of the NIPVSS keep stable. Note that the detection indicators $\phi_1(k)$ and $\phi_2(k)$ shown in Fig. 6(c) validate Corollary 1, that is, with the compensation used, the new DW scheme has a sufficient ability to detect the FDIA (11).

By solving Corollary 2, when the compensation is used, we can obtain $\bar{\lambda} = 4$ with $\beta = 2.9800 \times 10^2$. The corresponding system performance is

$$\limsup_{T \to \infty} \frac{1}{T} \sum_{k=0}^{T-1} \|Ce(k)\|^2 = 0.0077.$$ 

To validate Corollary 2, we obtain the system performance in a finite time window $T = 5$, that is

$$E_T(k) = \frac{1}{T} \sum_{s=k-T+1}^{k} \|Ce(s)\|^2.$$ 

Fig. 7 presents the values of $E_T(k)/0.0077$ without and with compensation. Red line: without compensation. Green line: with compensation.
transient value about 0.02 (stable mode) and 2) the value of $\mathcal{E}_f(k)/0.0077$ with compensation is less than 0.02, which means that the real system performance is far better than the theoretical system performance.

To further investigate the compensated variables based on the new DW scheme, we define the detection indictor on $\tilde{\varphi}_2(k)$ as follows:

$$
\tilde{\varphi}_2(k) := \text{tr} \left( \frac{1}{T} \sum_{k=T+1}^{k} L\mathcal{F}(p)(L\mathcal{F}(p))^T - L\Sigma^0L^T \right)
$$

Fig. A.6 in the supplementary material presents the values of $\tilde{\varphi}_2(k)$, where it can be seen that the detection indicator $\tilde{\varphi}_2(k)$ is less than the detection threshold by the use of compensation.

V. CONCLUSION

A new DW scheme was proposed for NCSs secure control. First, the security weaknesses of the conventional DW scheme were analyzed. Second, to overcome the security weakness, a framework of NCSs secure control based on the new DW scheme was designed, which integrated the watermarking as symmetric-key encryption and new DW tests and compensation mechanism. Then, by using the additive distortion power of the closed-loop system, whether attacks can be detected was analyzed. Furthermore, the positive correlation between the FDIA detection effectiveness and the watermarking intensity was explored by using the cross covariance of watermarking and residuals and autocovariance of residuals, where the zero performance loss from watermarking was yielded, thanks to watermarking as symmetric-key encryption. Third, the容忍 capacity of the FDIA against the system was discussed and it was shown that the system performance can be recovered from the FDIA, where the quantitative relationship between the new DW scheme and system performance was studied. Finally, the proposed scheme was applied to a real inverted pendulum system, and the experimental results demonstrated its superior performance.

To deal with the weaknesses of the conventional DW scheme, we have studied the secure control of NCSs by a new developed DW scheme. However, there exist some NCSs with many subsystems (e.g., networked multiagent systems [22], [41]), where information exchange is performed among subsystems via communication networks. If the communication networks between subsystems are attacked, the performance of the subsystems or the entire system goes down. Therefore, it is interesting to investigate the secure control of such NCSs based on the proposed DW scheme.
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