Scene Recognition Based on Recurrent Memorized Attention Network
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Abstract: We propose a new end-to-end scene recognition framework, called a Recurrent Memorized Attention Network (RMAN) model, which performs object-based scene classification by recurrently locating and memorizing objects in the image. Based on the proposed framework, we introduce a multi-task mechanism that contiguously attends on the different essential objects in a scene image and recurrently performs memory fusion of the features of object focused by an attention model to improve the scene recognition accuracy. The experimental results show that the RMAN model has achieved better classification performance on the constructed dataset and two public scene datasets, surpassing state-of-the-art image scene recognition approaches.
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1. Introduction

Scene recognition is one of the important directions in image classification, as scene recognition technology can be applied to a broad range of applications, such as image and video retrieval, target recognition and detection, robotics applications, image enhancement, etc. Since the Massachusetts Institute of Technology (MIT) held the first Scene Understanding Symposium in 2006, scene image recognition has attracted widespread attention from the researchers all over the world. Generally speaking, scene images often contain multiple target objects that are combined in space to form a scene. For example, a scene of tennis game consists of caddie, tennis player, racket, referee, etc., while tall buildings, streets, people flow, and vehicles constitute a scene of an urban area. The purpose of scene image recognition is to quickly and efficiently divide pictures into categories to which their semantics belong, so as to satisfy the requirement of classifying pictures and managing pictures. Compared with traditional image classification, the number of dataset categories in the scene recognition task is large, but the training dataset is relatively small. At the same time, due to the differences in the content of the scene itself, there are often large intra-class differences and high inter-class visual similarities for scene recognition, especially in the indoor scene classification task.

In recent years, with the rapid development of artificial intelligence and deep learning technology, more and more research institutions and enterprises began to focus on the scene recognition. They not only announced scene datasets such as Places [1], Sun 397 [2], MIT Indoor 67 [3] but also proposed effective algorithms to improve scene recognition accuracy. With the efforts of researchers, the accuracy of scene recognition is constantly improved, especially with the boom of deep learning algorithms. Although scholars have proposed many scene recognition approaches, each method is mainly aimed at a specific dataset, and its recognition performance is often unsatisfactory. With the development of
deep learning algorithm, scene recognition technology has achieved great success, but the various challenges mentioned above have not been completely solved in the academic and industrial domain. Therefore, the research of scene image recognition is still a challenging topic in the field of computer vision technology.

In this paper, we propose a scene image recognition model named the Recurrent Memorized Attention Network (RMAN) model, which classifies a scene image based on the recurrently locating and memorizing objects with attention mechanism. To be specific, the RMAN model pays attention to different objects in an image through the attention localization module and employs the LSTM (Long Short-Term Memory) network to memorize the features of an object focused by the attention model and classify accordingly. This algorithm realizes end-to-end scene recognition and performs well on two public datasets and a constructed dataset. The main contributions of our work can be summarized as follows:

1. We propose a novel framework for an end-to-end scene recognition task that performs object-based scene classification by recurrently locating and memorizing objects with an attention mechanism.
2. Base on the proposed framework, we propose a multi-task mechanism that contiguously attends on the different essential objects in a scene image and recurrently performs memory fusion of the features of object focused by an attention model to improve the scene recognition accuracy.
3. We construct a new scene dataset named Scene 30, which contains 4608 color images of 30 different scene categories, including both indoor and outdoor scenes.

The rest of paper is organized as follows. Section 2 introduces the related work about scene recognition, and our proposed RMAN model for scene recognition will be illustrated in detail in Section 3. Experimental results will be presented and discussed in Section 4. Section 5 concludes the paper and discusses the future work.

2. Related Work

In general, there are two types of scene recognition techniques in the literature based on the way in which scenes are classified. The first one is a feature-based approach that classifies images based on low-level features extracted from the scene images. The second one is an object-based approach, which combines objects detected in an image to determine the category of the scene images.

2.1. Low-Level Image Feature Based Scene Recognition

The low-level feature-based scene recognition method generally extracts discriminative features from scene images as the scene representation, followed by a semantic model constructed based on this scene representation. Scene feature representation not only extracts general information from similar scene pictures but also excavates distinguishing features in different types of scenes. The current scene feature representation methods are mainly divided into two categories: manually crafted feature representation methods and deep learning-based feature representation methods. Typical manually crafted feature representations include GIST [4], OTC [5], CENTRIST [6], and mCENTRIST [7]. GIST transforms the global scene image into a high-dimensional feature vector, but it failed to explore the local structure information of the scene image, especially for indoor scenes recognition, where indoor scenes often have complex spatial distributions. Unlike global features, local features such as OTC, CENTRIST, and mCENTRIST first describe each local block and then fuse all local features together. These methods explore the structural characteristics and texture information of scene images. However, this information is far from satisfying the requirements of complex scenarios. Recently, a deep learning-based representation method represented by a Convolutional Neural Network (CNN) [8] has explored high-level semantic information of images and has achieved significant progress in scene classification accuracy. These deep models learn discriminative visual features directly from the original dataset in an end-to-end manner. Thanks to the large-scale datasets, such as Places [1], ImageNet [9], etc., and the development of computing resources, some successful and effective
depth models have been continuously proposed and widely used in the field of image analysis and understanding, which include AlexNet [10], VGGNet [11], GoogLeNet [12], ResNet [13], DenseNet [14], etc. Compared with the traditional manually crafted feature representation methods, convolutional neural networks have stronger modeling and learning capabilities, and they can learn more abstract and robust visual representations.

Once the features have been extracted, the classifiers can be constructed to perform a scene recognition task. In general, scene classification methods can be divided into two categories: generative models and discriminative models. Generative models usually model the joint probabilities of training samples and employ hierarchical Bayesian methods to describe various relationships in a scene. Typical generative model classifiers include Conditional Random Field (CRF) [15], Hidden Markov Model (HMM) [16], Markov Random Field (MRF) [17], Latent Dirichlet Allocation (LDA) Model [18], and multi-binary classifier referred to as error correcting output code (ECOC) [19]. Although the generative model can deal with a small training dataset problem well, these methods all need to construct complex probability graph models, which will lead to the complicated learning process and the high computational cost. The discriminative model extracts dense descriptors in the image and then encodes them into a fixed-length vector to learn a reasonable classifier. The representative discriminant model methods include boosting, logistic regression, Support Vector Machine (SVM), and so on. Among them, SVM is widely used in scene recognition tasks [20]. In [21], the authors classify scenes images with AlexNet CNN followed with a transfer learning module to optimize the output and get a speedy progress in the applied model. Unlike generative models, a discriminant model makes it easier to learn classifier parameters.

2.2. Object-Based Scene Recognition

Combining objects detected in the image for scene recognition is a straightforward and intuitive approach, and it can assist in distinguishing very complex scenes that might otherwise prove difficult to do using standard feature-based approaches. Li [22] and Antonio [23] explored the relationship between the overall scene image and local objects, while Myung [24] and Li [25] studied the correlation of the object collection appearing in the same scene category. Wu [26] focused their attention on objects in a scene and proposed the concept of a “meta object”. An image is represented by a collection of “meta objects”, and superior performance on high-level visual recognition tasks can be achieved with simple regularized logistic regression. Cheng [27] proposed a scene-oriented Semantic Description of Object (SDO) approach in order to increase the inter-class distance and reduce the intra-class differences in scene recognition tasks. In our previous work [28], we proposed exploiting the relations between the entire image and the manually configured objects in an image with the ancillary information from the scene graph to recognize an image scene. In [29], the deep visually sensitive features obtained by feeding the pre-trained CNNs with the scene images enhanced by detected saliency are proved to be effective for scene recognition. It can be seen from these methods that in order to extract better scene features, more and more researchers focus on scene objects, and most of the models contain similar object positioning modules. However, most of these methods require high computational cost to generate candidate frames, and the overall framework is mostly not in an end-to-end manner.

In recent years, an attention model [30–32] has been greatly successful in the field of Natural Language Processing (NLP). The success of the attention model in the field of NLP has also promoted its development in some computer vision-related tasks, especially in the direction of fine-grained image classification. Research methods [33–35] have gradually evolved from the previous supervised methods to the current weakly supervised method that only employs the category label information of the image to perform fine-grained classification on the image. The attention model automatically pays attention to information of different objects in fine-grained images, such as a bird’s beak and wings, and then extracts features for classification. Inspired by this, we propose a Recurrent Memorized Attention Network (RMAN) model for scene recognition, which simulates the cognitive process in
human cognition in which our eyes scan the objects in the scene, while our brain recurrently memorizes them and makes judgment.

3. Scene Recognition Based on RMAN

In this section, we propose an automatic scene recognition approach based on the RMAN model elaborately. Figure 1 demonstrates the framework of the proposed approach, which consists of three modules: feature extraction, attention localization, and recurrent memorized attention. The feature extraction module tries to extract the global representation of a scene image, which will be the preliminary step for the subsequent modules. Then, the attention localization module and recurrent memorized attention module are alternatively performed to recurrently shift the focus on the different objects in an image and integrate these objects together to characterize the scene category, which simulates the cognitive process in human cognition that keeps our eyes scanning objects in an image and merges them together in our mind until we can judge the scene category for this image. The attention localization module aims to localize the attention area of a scene image based on its global representation by constraining the loss function. The purpose of the recurrent memorized attention module is to perform memory fusion of the features of an object focused by the attention model to improve the scene recognition accuracy. The attention localization module and recurrent memorized attention module will alternate iteratively during the scene recognition process, and in each iteration, the recurrent memorized attention module will regress the parameters required for the attention localization module in the next iteration. The RMAN model will iteratively perform the above process several times to discover the attention area and memorize features of the discovered attention area for classification.

![Figure 1. Proposed framework of recurrent memorized attention network.](image)

In what follows, we will detail each step of the proposed framework.

3.1. Feature Extraction Module

The feature extraction module is employed to extract the features from scene images, which is illustrated in Figure 2. Due to the excellent feature extraction ability for images and relatively simple structure of the VGGNet [11], we adopt the VGG-16 model pre-trained in ImageNet to obtain the global representation of the scene image and the feature of the scene image. The structure of the feature extraction module can be shown as in Figure 2. The input image size of the proposed feature extraction network is expanded to a $512 \times 512 \times 3$, while in a typical VGG-16, it is $224 \times 224 \times 3$, for the purpose of providing enough space for attention localization module. We employ a $3 \times 3$ convolution kernel with a stride step of 1 and a padding parameter with 1, and a $2 \times 2$ max pooling strategy. As Figure 2 shows,
the original image input to the feature extraction module is $512 \times 512 \times 3$ RGB image, which can be denoted as $I_i$. After two convolution operations of 64 convolution kernels, one pooling is performed, and then after two convolutions of 128 convolution kernels, one pooling is performed, which is followed by three 256 convolution kernels. After the convolution, a pooling operation is performed. Finally, a convolution operation of three 512 convolution kernels is repeated twice. We use the feature extracted from the last convolutional layer as the initial feature of the attention-positioning module, which can be denoted as $f_i$.

![Figure 2. The structure of the feature extraction module.](image)

The function of the feature extraction module can be described by the following:

$$f_i = W_a \ast I_i$$

(1)

where $W_a$ represents all the parameters used in the feature extraction module, and the operator $\ast$ represents the convolution, pooling, and activating operation involved in the feature extraction module.

Based on the global feature $f_i$ of the scene image obtained by the feature extraction module, the deep semantic information of the scene image is captured. Similar to the idea of the Faster-RCNN model [36], we will locate the attention area based on this global feature representation, instead of extracting the attention area of the original image and sending it to the deep convolutional neural network. The advantage of the replacement of a raw image with the global feature representation for attention location is obvious, as it reduces the parameters of the network, accelerates the convergence of the network, and facilitates optimal scene classification.

3.2. Attention Localization Module

In the past few years, the framework of a visual attention-based scene recognition model has mainly depended on the local semantics expressed by the objects in the image, which can be extracted from a large number of candidate regions in the image. As a result, it requires large computational resource and increases the time for training and testing. In our proposed model, we try to embed an attention localization module in the RMAN model to locate the essential objects of the scene.

Inspired by the research work from Google Deep Mind, we employ the Spatial Transformer Networks (STN) [37] as our structure of the attention localization module. Convolutional neural network defines an extremely powerful model for scene classification, but it is still limited by the spatial invariance property of the input data in a computationally efficient manner; therefore, a new spatially deformed network structure so-called the Spatial Transformer Network (STN) is employed in our proposed framework. The Spatial Transformer (ST) is the core component of the STN, which can be embedded in the traditional convolutional neural networks as a plug-in module. It can provide the traditional convolutional convolution network with the functionality such as rotation, translation, scaling, and so on in the feature extraction stage, and we hope that with the aid of ST, the convolutional neural network can learn how to deform the deep features by itself. As a result, our proposed scene
classification approach achieves good performance, as it is invariant to translation, scaling, rotation, and generic warping of objects in the image.

The specific structural diagram of the Spatial Transformer can be found in [37], which is mainly composed of three parts: Localization Net, Grid Generator, and Sampler. Assume $U$ and $V$ represent the deep features of the network before and after the ST transformation, respectively, and $\theta$ is the transformation parameters returned by the local network. The local network is mainly used to return the spatial transformation parameters. Its input is the features before transformation, and then, it passes through a series of hidden network layers, such as the convolutional layer, pooling layer, fully connected layer, regression layer, etc., and the output is the spatial transformation parameter. The dimension of $\theta$ depends on the specific transformation type selected by the network. If an affine transformation is selected, it is a 6-dimensional ($2 \times 3$) vector. If a projection transformation is selected, it is a 9-dimensional ($3 \times 3$) vector. In our model, $\theta$ is a 6-dimensional vector of $2 \times 3$, and it can be defined as:

$$
\theta = \begin{bmatrix} \theta_{11} & \theta_{12} & \theta_{13} \\ \theta_{21} & \theta_{22} & \theta_{23} \end{bmatrix} \quad (2)
$$

where $\theta_{11}$ and $\theta_{22}$ are mainly used to control the scaling changes of the feature size, $\theta_{13}$ and $\theta_{23}$ are used to control the translation changes, and $\theta_{12}$ and $\theta_{21}$ are mainly used to control the rotation changes.

Since the essential object in the scene image basically does not need to be rotated in our dataset, the transformation matrix $M$ in the experiment is defined as follows:

$$
M = \begin{bmatrix} s_x & 0 & t_x \\ 0 & s_y & t_y \end{bmatrix} \quad (3)
$$

The grid generator mainly builds a sampling grid based on the transformation matrix $M$ returned by the local network, which are the outputs obtained by sampling transformation of a set of input features. Assume that the pixel coordinates in the feature image $U$ are $(x_s, y_s)$ and the corresponding pixel coordinates in the transformed feature image $V$ are $(x_t, y_t)$, which is a spatial transformation function. The correspondence between $(x_s, y_s)$ and $(x_t, y_t)$ can be written as:

$$
\begin{pmatrix} x_s \\ y_s \end{pmatrix} = T_M(G_i) = \begin{bmatrix} s_x & 0 & t_x \\ 0 & s_y & t_y \end{bmatrix} \begin{pmatrix} x_t \\ y_t \\ 1 \end{pmatrix} \quad (4)
$$

As illustrated in [37], the sampler uses the sampling grid and the input feature map to generate output at the same time, and it obtains the result after the input features are transformed. The above process is also called Differential Image Sampling, which is expected to be formally differentiable image sampling method, in order to keep the entire network trainable by back-propagation, with a relatively simple bilinear difference formula to sample the true pixel value in the corresponding position.

In our proposed framework, the ST layer is mainly used for attention localization and feature extraction for the region of the essential objects. It is assumed that during the $k$-th iteration, we extract the features of the target region, which can be denoted as $f_k$, from the global feature of scene image $f_i$. The calculation process of the entire attention positioning module is as follows:

1. Initial or regress by LSTM network (described in Section 3.4) to generate the parameter matrix $M$ required for transformation.
2. Coordinates mapping: get the coordinate grid of the corresponding $f_i$ based on the coordinates of $f_k$.
3. Bilinear interpolation: generate a feature map $f_k$ corresponding to the attention area through bilinear interpolation.
The $k$-th iteration feature map $f_k$ calculated in the above module can be formulated as shown in Equation (5):

$$f_k = \text{st}(f_I, M_k), \quad M_k = \begin{bmatrix} s_x^k & 0 & t_x^k \\ 0 & s_y^k & t_y^k \end{bmatrix}$$

(5)

where $\text{st}(\cdot)$ represents the spatial transformation function of the Spatial Transformer, which contains a coordinates mapping step and bilinear interpolation step in the above attention positioning module, and $f_I$ represents the global features of the scene image extracted by the feature extraction module. $M_k$ is the spatial transformation matrix estimated from the previous iteration. In the first iteration of the network, we initialize $M_0$ as

$$M_0 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}$$

(6)

The example of coordinate mapping can be shown in Figure 3. Figure 3a shows the coordinate grid mapping between feature maps, and Figure 3b represents the coordinate grid mapping between input images. It can be seen that the Spatial Transformer (ST) can achieve the attention area localization.

![Figure 3. Illustration of coordinate grid mapping. (a) The coordinate grid mapping between feature maps (b) The coordinate grid mapping between input images.](image)

### 3.3. Recurrent Memorized Attention Module

During the training phase, the attention localization module can continuously find the attention region—that is, the box area containing essential object for a scene. How to make the network recurrently find the attention area and realize the end-to-end training is a challenge, and how to better integrate the features of the constantly generated essential object area is another challenge for us. In order to solve these problems and improve the classification accuracy of scene images, we propose a novel recurrent memorized attention model to perform memory fusion of features of object focused by the attention model. As shown in Figure 1, we employ the LSTM network structure to continuously and recurrently memorize the characteristic features of the attention area for the current stage and return the position parameters required for attention location in the next stage.

In order to prevent the curse of dimensionality of the LSTM input, for each spatial transformer in the attention location module, we follow with a convolution layer and a maximum pooling layer. The LSTM network module accepts the output of the pooling layer (denoted as $f_I$) as the input to
calculate the state of the memory unit and the hidden layer. The specific calculation is described in
Equation (7):

\[
x_k = \text{relu}(W_{fx}x_k + b_x)
\]
\[
i_k = \sigma(W_{xi}x_k + W_{hi}h_{k-1} + b_i)
\]
\[
g_k = \sigma(W_{xg}x_k + W_{hg}h_{k-1} + b_g)
\]
\[
o_k = \sigma(W_{xo}x_k + W_{ho}h_{k-1} + b_o)
\]
\[
m_k = \tanh(W_{xm}x_k + W_{hm}h_{k-1} + b_m)
\]
\[
c_k = g_k \odot c_{k-1} + i_k \odot m_k
\]
\[
h_k = o_k \odot c_k
\]

where \(\text{relu}(\cdot)\) is a rectified linear function, \(\sigma\) represents the sigmoid activation function, \(\tanh(\cdot)\) means
the hyperbolic tangent activation function, \(h_{k-1}\) and \(c_{k-1}\) represent the hidden state and memory unit
of the previous iteration cycle, respectively, and \(i_k, g_k,\) and \(o_k\) respectively denote the output of the
input gate, forget gate, and output gate in the LSTM network structure. \(\odot\) represents point-by-point
multiplication operation, and these multiplication gates can guarantee that the LSTM module remains
robust and avoids the phenomenon of gradient disappearance and explosion during training.

The memory unit \(c_k\) encodes the features in the previous \(k-1\) attention areas. Our task will
benefit from it in the following ways. First of all, the previous work [38,39] shows that different scene
categories often show strong symbiosis in the scene graph. Therefore, it is easy to infer to which scene
category the image belongs based on the currently recognized object combined with the object of the
previous cycle. For example, for an image containing the object “groom”, we cannot determine whether
it is a “wedding” scene category or a “wedding photo shoot” scene category, but if we add bride,
groomsman, meeting room, and guest in this image, we can easily determine the scene category to
which it belongs. Second, all the features of the attention area before the memory unit encoder can help
us find all the relevant object areas useful for classification, while considering the feature information
captured during the previous iteration and implicitly enhancing the diversity and complementarity of
the attention areas. The \(h_k\) in Equation (7) denotes the hidden layer state in the LSTM structure during
the \(k\)-th iteration, and it will be used for the next stage of multi-task learning.

As shown in Figure 1, the final output of recurrent memorized attention module is the scene
category label to which the image belongs and the spatial deformation parameter matrix \(M_{k+1}\) required
for the next iteration. Therefore, we need a multi-task mechanism that allows us to append a
classification submodule and a position parameter regression submodule to perform classification and
regression based on the hidden layer state \(h_k\) of the LSTM structure. The calculation formulas are
expressed as Equation (8):

\[
z_k = \text{relu}(W_{hz}h_k + b_z)
\]
\[
s_k = \text{relu}(W_{zs}z_k + b_s), k \neq 0
\]
\[
M_{k+1} = (W_{zm}z_k + b_m)
\]

where \(s_k\) denotes the classification probability of the \(k\)-th attention area captured by the proposed
attention localization module, and \(M_{k+1}\) represents the spatial deformation parameter matrix required
by the attention localization module in the next iteration. During the first iteration of network training
\((k = 0)\), the given initial spatial deformation parameter matrix is as described in Equation (6), and the
matrix \(M\) in the next iteration is obtained from the LSTM structure regression in the current step.
The network model will output the predicted probability of the category to which the feature belongs
during each iteration. It simulates the cognitive process in human cognition, which keeps our eyes
scanning objects in an image and merges them together in our mind until we can make a judgment for
the scene category of this image. As a result, the accuracy of classification can be improved.

With the scene data being continuously input to the model in the training stage, the RMAN
model will discover the attention area by controlling the constraints of loss for network, memorize and
extract features of the discovered attention area for classification by employing the LSTM structure,
and eventually reach convergence.
3.4. Process of Model Learning

In the process of training the proposed RMAN model, we need to design a suitable and effective loss function, which will constrain the network to find the attention area recurrently and to generate the optimal scene classification. In response to these two tasks, we have designed two loss functions to control the network for the recurrent discovery of attention areas and scene classification. This section will introduce the design and implementation of different loss functions in the model learning process.

As we mentioned in Section 3.3, the LSTM structure in the RMAN model outputs the classification probability of scene pictures during each iteration. In the process of model learning, we employ a multi-class Cross Entropy Loss Function to optimize the network model for classification tasks. Assume that there are totally $N$ scene categories in the dataset, and each picture $x_i$ has its own semantic category label $y_i$, where $y_i$ is represented as a one-hot vector; that is, each position index in the vector represents a certain scene category, and the one-hot label corresponding to picture $x_i$ is set to 1 at the position of the corresponding category, and the rest is 0. For example, in the MIT Indoor 67 public dataset, there are totally 67 categories. The scene category to which the current image belongs is church. We assume its position in the index as 3, and the corresponding label of this picture is $[0,0,1,\ldots,0]$, which is a $1 \times 67$ vector.

Assume that during the $k$-th iteration of the picture $x_i$, the classification probability predicted by the network is $s_k$, the label of the picture is $y_i$, and the model is set to locate three attention object regions. The classification loss function of the RMAN model is shown in Equation (9):

$$
L_{cls} = -\sum_{i=1}^{N} \sum_{k=0}^{3} (y_i \log(s_k))
$$

The above cross-entropy function characterizes the probability distribution distance between the actual output and the expected output. In the training process of RMAN model, we expect to approximate the classification output of the model as close as possible to the one-hot label of the image by minimize the loss function. In the model training phase, we employ the Stochastic Gradient Descent (SGD) method to optimize the loss function so that for each iteration, the value of the loss function is getting smaller and smaller, which will improve the classification accuracy of the scene image. The training process will be stopped when the entire loss function is converged. In the testing stage, the final classification label of the scene image $x_i$ is obtained by summing over the classification output vectors of the attention areas for each iteration and finding the index of the maximum value of the output vector.

As discussed above, the RMAN model obtains the final scene category information of the image by aggregating the classification probability of the attention area in this image. Therefore, how to accurately locate the attention area that is useful for classification has become a key problem for the RMAN model. At the stage of locating the attention area of the RMAN model, we hope that the network adaptively discovers the essential objects of the scene and thereby extracts more discriminative image features and further improves the accuracy of scene classification. We use the LSTM network structure to memorize the features of the attention area found recurrently. Of course, we can employ the loss function in the scene classification described in the previous section as the final objective function. However, the experimental results show that this strategy will bring several problems:

1. Positioning redundancy. The constraint of the loss function on the RMAN model will lead to the Spatial Transformer (ST) layer being trapped to the same area (local minimum) in the image, which results in the extracted features of essential scene object being redundant. Therefore, although the number of network iterations is increased, the essential objects area found in each iteration are actually similar or exactly same to previous one, which is contradictory to the model design as the increasement of the complexity of the network does not bring improvement to the final scene classification result.
(2) Ignoring the small objects. The Spatial Transformer (ST) layer will locate relatively large objects and ignore the small objects for model classification. Actually, in the scene classification task, due to the complexity and diversity of the scene images, the small objects in the scene image often have an important role for scene recognition. For example, small objects such as “mouse” and “telephone” in an image are important to characterize the office scene category.

In order to solve above two problems, we try to enforce the Spatial Transformer module scanning the essential objects in a scene image with the following two constraints, the so-called anchor constraint and scale constraint.

- Anchor Constraint

As it is not necessary to perform rotation transformation on the image features, the simplified spatial transformation parameter matrix $M$ is shown in Equation (3). There are four unknown variables $(s_x, s_y, t_x, t_y)$ in an image to control the parameter of the image features; among them, variables $t_x$ and $t_y$ are used to control the image translation. When the RMAN model employs the cross-entropy loss function for optimization, the positioning redundancy problem described above will appear. In order to solve this problem, we impose constraints on the translation variables $t_x$ and $t_y$ so that the attention focuses will be continuously transferred to different parts of the image. During the initial step of the RMAN model ($k = 0$), we obtain the global features of the image by initializing the transformation matrix. In the subsequent iteration, the ST layer will focus on different local objects. For example, during the first iteration, the attention will first focus on the position of the center area of the image where we assume the existence of the useful objects for classification in default. Therefore, we can constrain the ST structure to scan the center area of the image. During the second iteration, we assume that the location of interest is a certain distance from the center point of the image, and in the third iteration, we assume that the location of interest is a bit far from center point of the image compared with it in the second iteration. Based on these assumptions, we can divide the entire image into three regions, as shown in Figure 4. Figure 4 illustrates that we set a center point of the image as the origin and draw a circle with a radius of 0.3 and a circle with radius of 0.6, which divides the image into three regions: the center area within a circle of radius of 0.3, the annulus area between a circle of a radius of 0.6 and a circle of a radius of 0.3, and the remaining area outside the circle of a radius of 0.6.

![Figure 4. Illustration of anchor constraint.](image)

At the beginning of the learning process for the RMAN model, the spatial transformation matrix $M_0$ is initialized according to Equation (6). The initial values of $t_x$ and $t_y$ are set to 0, which means the attention focus is located in the center area of the image. Then, in the first iteration, we constrain
the translation parameters \((t_x, t_y)\) to be within a circle with a radius of 0.3, and in the second iteration, we constrain the translation parameters to locate the attention focus within an annulus formed between a circle with a radius of 0.6 and a circle with a radius of 0.3. The final constraint locates the attention focus outside the circle with a radius of 0.6, where \(t_x, t_y \in [-1, 1]\). Anchor constraints can be expressed as follows in Equation (10): \(l_A = l_{A1} + l_{A2} + l_{A3}\) (10)

where

\[ l_{A1} = \max(0, (\alpha - (t_x^2 + t_y^2))) ; k = 1, \alpha = 0.3^2 \] (11)

\[ l_{A2} = \max(0, ((t_x^2 + t_y^2) - \beta)) + \max(0, (\gamma - (t_x^2 + t_y^2))) ; k = 2, \beta = 0.3^2, \gamma = 0.6^2 \] (12)

\[ l_{A3} = \max(0, ((t_x^2 + t_y^2) - \delta)) ; k = 1, \delta = 0.6^2 \] (13)

**Scale Constraint**

The scale constraint is mainly designed to solve the problem in which the attention positioning module prefers large objects and ignores the small objects. Therefore, we put constraints on the scale parameters \(s_x, s_y\) to solve this problem.

We propose a loss function to constrain \(s_x\) and \(s_y\) to a range of intervals. The loss function is described by Equation (14):

\[ l_S = l_{sx} + l_{sy} \] (14)

where

\[ l_{sx} = \left(\max(|s_x| - \varepsilon + \text{margin}, 0)\right)^2 \]

\[ l_{sy} = \left(\max(|s_y| - \varepsilon + \text{margin}, 0)\right)^2 \] (15)

\[ \varepsilon = 0.5, \text{margin} = 0.05 \]

However, the definition of above constraints cannot avoid variable \(s_x, s_y\) to be negative, which means that the objects in the attention area will be flipped horizontally or vertically. In order to solve the problem of spatial flipping of the positioning objects, we propose a positive constraint of scale parameters accordingly. The positive constraint attempts to control the scale parameters \(s_x\) and \(s_y\) to always be positive, which is shown in Equation (16):

\[ l_P = \max(0, \vartheta - s_x + \text{margin}) + \max(0, \vartheta - s_y + \text{margin}) \]

\[ \vartheta = 0.1, \text{margin} = 0.05 \] (16)

By applying the above two constraints on the spatial transformation matrix \(M\) in the attention positioning stage, the final positioning loss function is the sum of the anchor point constraint and the scale constraint. The final positioning loss is described by Equation (17):

\[ L_{loc} = l_A + \lambda_1 l_S + \lambda_2 l_P \] (17)

where \(\lambda_1\) and \(\lambda_2\) represent the weights of different loss functions. In the experiments, we set them to 0.01 and 0.1, respectively.

As a multi-tasking framework, the RMAN model classifies a scene image according to the characteristics of memorized objects. Therefore, the overall loss function of the RMAN model should include classification loss and positioning loss, which is expressed as shown in Equation (18):

\[ L = L_{cls} + \varphi L_{loc} \] (18)

Among them, in order to balance the classification and positioning loss, we set up \(\varphi = 0.1\) so that scene classification is still the main task of RMAN, while considering the object positioning that assists image classification. The entire model is optimized using the Stochastic Gradient Descent (SGD)
optimizer algorithm. When the whole loss function approaches a stable minimum, the training process is terminated to converge.

4. Experimental Result

In this section, we will evaluate the performance of the RMAN model on two public datasets and a constructed dataset. Before the performance evaluation, the experiment setting, the model configuration, and evaluation measures for the proposed model in scene recognition will be presented.

4.1. Dataset

The performance of the proposed method for automatic scene recognition is evaluated by the experiments on the three datasets: our constructed dataset, the so-called dataset scene 30, the MIT Indoor 67 dataset, and the SUN-397 dataset.

Scene 30: To construct Scene 30, we employ Visual Genome [40] as our source dataset, as it contains a lot of indoor and outdoor scene images with scene graphs. The constructed Scene 30 contains 4608 color images of 30 different scenes including both indoor and outdoor scenes. The number of images varies across categories with at least 50 images per category. As the images from Visual Genome are not categorized into any scene class, we manually categorize them into 30 scene classes that we predefined. The list of these 30 scene classes and the number of images included is shown in Figure 5. We split 85% of each class from the entire dataset for training and the rest as a test set. Figure 6 shows several indoor and outdoor examples from the Scene 30 dataset.

![Figure 5](image1.png)

**Figure 5.** Scene classes and the number of images included in Scene 30 dataset.

![Figure 6](image2.png)

**Figure 6.** Several indoor and outdoor examples from the Scene 30 dataset.

MIT Indoor 67: Unlike the Scene 30 dataset, the MIT Indoor 67 dataset contains only indoor scene images, and the scene dataset mainly covers five major categories, namely “shopping mall”, “family”, “public place”, “leisure place” and “office area”, which can be further subdivided into
67 small scene categories, such as “Bedroom”, “Bakery”, “Church”, “Bar”, and so on. The dataset has a total of 15,620 scene pictures, and each scene category has a different number of images, but each category contains at least 100 images, and all are in JPG format. Compared with the outdoor scenes, the intra-class similarity for indoor scenes is high, so classification for indoor scenes is more difficult. MIT Indoor 67 has become the most commonly used public dataset for indoor scenes in the field of scene recognition. According to the experimental configuration protocol described by Antonio Torralba [3], which samples \( n \) positive examples and \( 3n \) negative examples for training one versus another classifier for the \( d \) category, we use 80 images in each class as the training set and the remaining images as the test set, ensuring that there are more than 20 testing samples in each class.

SUN-397: A large-scale scene dataset includes 397 distinct scene categories and 108,754 color images with at least 100 images per category, and the categories comprise different kinds of indoor and outdoor scenes with tremendous objects and alignment variance, which brings more complexity for scene recognition. According to the experimental configuration protocol described [2], we select 100 images from each category and use 50 images in each class as the training set and the remaining images as the test set.

4.2. Experimental Configuration

The machine used in the experiments in our experiments is Intel-2620 V4 CPU 2.1 GHz × 8 cores, GeForce GTX TITAN X, RAM 128G, with Ubuntu 16.04 operating system, and Pytorch 0.4.1 deep learning framework.

For the three datasets in our experiment, the RAMN model employs the convolution neural network VGG-16 as the basic framework to extract the global features of the image. In the training phase, we employed a two-stage strategy to initialize the parameters of the RAMN Model. First, the VGG-16 network in the feature extraction module was pre-trained on the ImageNet, and after the fine tuning, the network was able to capture features in the scene dataset for the classification tasks. Secondly, the layer parameters of neural network in the attention localization module and recurrent memorized attention module are initialized by the Xavier algorithm [41]. After initialization, all the scene images are first uniformly deformed to the size of \( N \times N \) and then randomly cropped to \( (N-64) \times (N-64) \) size. Among them, the random horizontal flip strategy is also used in the training examples for data enhancement. In the experimental setup, we set \( N = 512 \); that is, the image deformation size is 512, and the random crop size is 448 × 448. We employ the Stochastic Gradient Descent (SGD) optimizer in our optimization process, with a batch size of 16 and a momentum of 0.9. The initial learning rate is set to 0.00001, and then every 30 epochs, the learning rate changes by 0.1 times as before. The network model is trained for 50 epochs, and the network model with the lowest loss on the validation set is finally retained for testing.

In the test phase, the RMAN model first deformed the scene image to a size of 512 × 512, and then cropped five areas on the deformed image and sent them to the model for testing. The five blocks are 448 × 448 in size and are positioned at the corners and center of the original image. By averaging the classification probability output during each iteration of the RAMN model, the final classification representation of the scene image can be obtained.

4.3. Results and Discussion

The classification accuracy is selected as the evaluation measurement of the proposed model. The calculation formula is shown in Equation (19).

\[
\text{accuracy} = \frac{\text{positive}}{\text{positive} + \text{negative}}
\]  

where positive denotes the number of images that the classifier predicts is correct, and negative is the number of images that the classifier predicts is wrong.
On the Scene 30 dataset, we evaluate the classification performance of the proposed RMAN model and some state-of-the-art approaches. Table 1 shows the classification accuracy of different methods on the Scene 30 dataset. As we mentioned before, the basic framework of the feature extraction module in the RMAN model is VGG-16. Therefore, in the experiment, we introduce the model obtained by fine-tuning the pre-trained VGG-16 network as the baseline. The experimental results show that the accuracy of scene classification is improved by 6.81% with the attention localization of essential objects and recurrently memorizing the attentional objects by the RMAN model. At the same time, the performance of the RMAN model is better than that of PlaceNet and HybridNet. In addition, the classification accuracy of the RMAN model even is better than the Constructed Knowledge Sub-Graph Learning approach [28] with the improvement of 1.03%, while the Constructed Knowledge Sub-Graph Learning approach needs the knowledge sub-graph as the ancillary information. Furthermore, in order to compare with the traditional SVM classifier, we extract the feature output of the last fully connected layer of the LSTM network as image features and optimize the SVM classifier based on it; then, we compare the scene recognition performance of the SVM classifier and that of the RMAN model with the direct SoftMax logistic regression classifier. We find that the classification accuracy of the SVM classifier is comparable to the SoftMax logistic regression classifier. It shows that the classification performance of our proposed framework can reach the performance of the optimized SVM classifier on the same feature set.

| Methods                                      | Accuracy (%) |
|----------------------------------------------|--------------|
| VGG-16 [42]                                  | 82.51        |
| PlaceNet 205 (VGG-16) [1]                    | 86.77        |
| PlaceNet 365 (VGG-16) [10]                   | 86.67        |
| HybridNet 1365 (VGG-16) [10]                 | 87.08        |
| Constructed Knowledge Sub-graph Learning [28]| 88.29        |
| RMAN                                         | 89.32        |
| RMAN_fc + SVM                                | 89.47        |

In order to verify whether the classification performance of the RMAN model benefits from recurrently discovering and memorizing the essential scene objects, we compare the accuracy of scene classification of the RMAN model after each iteration. Figure 7 shows the accuracy of scene classification corresponding to different iterations. As can be seen from the figure, in the initial iteration of the network—that is, the global feature of the image is not localized and initialized, the accuracy of scene recognition is 84.25%. After attention localization, LSTM remembers the global features and essential object features, and the classification accuracy rate increases from 84.25% to 87.43%. In the next two iterations, the accuracy increases by 1.16% and 0.73%, respectively. It can be clearly seen from the figure that after the image is recurrently processed by the RMAN model, the classification performance continues to improve. It is probably because with each iteration, the RMAN model employs the LSTM network to memorize the essential scene objects located by the attention mechanism, and each iteration combines the global image features and essential scene object features. However, as the number of iterations increases, the number of essential scene objects that can be found in the entire image may decrease, which will result in the classification accuracy being gradually saturated.

In order to further evaluate the classification performance of the RMAN model on an indoor scene, we conducted experiments on the public dataset MIT Indoor 67. The experimental configuration parameters are shown in Section 4.2. Table 2 shows the classification accuracy of different approaches on MIT Indoor 67. It can be seen that MIT Indoor 67, as an indoor scene dataset, increases the difficulty of scene classification. The classification results of state-of-the-art approaches are below 80%. However, the proposed RMAN model can achieve a classification accuracy above 80%, which exceeds any state-of-the-art approaches. For example, compared with VGG-16, as can be seen from the table, the accuracy of scene recognition of the RMAN model has been increased from 75.67% to 80.60% by
the recurrent attention mechanism. The accuracy of the RMAN model with SVM classifier is 81.0%, with an increase of 0.4% compared to the RMAN model with SoftMax logistic regression classifier. We analyze that in the RMAN model, the training dataset is still not big enough for the SoftMax logistic regression classifier, as it is difficult for a small training dataset to bring better classification results for a complex recurrent memory attention network. In contrast, SVM trains the classifier through marginal samples, which can be considered as the subset of the training dataset, therefore, the problem of inadequate training samples for the SoftMax logistic regression classifier may not be so serious for the SVM classifier.

![Figure 7. Classification accuracy with a different number of iterations on the Scene 30 dataset.](image)

Table 2. Comparison of Recurrent Memorized Attention Network (RMAN) with other methods on MIT Indoor 67.

| Methods                  | Accuracy (%) |
|--------------------------|--------------|
| IFV [43]                 | 60.77        |
| ISPR + IFV [44]          | 68.50        |
| PlaceNet [10]            | 68.24        |
| MOP-CNN [45]             | 68.90        |
| CNNaug-SVM [46]          | 69.00        |
| VGG-16 [42]              | 75.67        |
| HybridNet [10]           | 70.80        |
| DSFL + CNN [47]          | 76.23        |
| MetaObject-CNN [26]      | 78.90        |
| RMAN                     | 80.60        |
| RMAN_fc + SVM            | 81.00        |

In order to evaluate the performance of our proposed RMAN model on the large-scale scene recognition dataset, we conducted experiments on the public dataset SUN-397. The experimental configuration parameters are same as the parameters applied for the experiment on the dataset MIT Indoor 67. As Table 3 shows, our proposed RMAN model can achieve the highest classification accuracy on the large-scale scene dataset, surpassing traditional or state-of-the-art approaches. It is probably due to the proposed recurrently memorizing mechanism for providing more spatial layout patterns, which can improve the scene recognition accuracy.

By analyzing the classification performance on the Scene 30, MIT Indoor 67, and SUN 397 datasets, we can see the effectiveness of the RMAN model proposed in this paper. Under the weak supervision using only image tags, end-to-end scene recognition is achieved. At the same time, the classification accuracy of the model is better than many state-of-the-art image scene classification models, and it is more suitable for real-world applications.
### Table 3. Comparison of RMAN with other methods on SUN-397.

| Methods               | Accuracy (%) |
|-----------------------|--------------|
| PlaceNet [10]         | 50.36        |
| MOP-CNN [45]          | 51.98        |
| CNNaug-SVM [46]       | 55.14        |
| VGG-16 [42]           | 56.20        |
| HybridNet [10]        | 62.53        |
| MetaObject-CNN [26]   | 68.11        |
| RMAN                  | 71.43        |
| RMAN_fc + SVM         | 73.14        |

### 5. Conclusions

This paper introduces an image scene classification approach based on a recurrent memory attention mechanism, and we propose a new end-to-end scene recognition model, the so-called RMAN model, which includes a feature extraction module, attention localization module, and recurrent memory attention module. We explain in detail how the RMAN model recurrently performs attention area localization and memorizes the features of the essential scene objects in an image. Finally, in order to verify the effectiveness of the proposed model, we perform experiments on the construction dataset Scene 30 and the two public scene datasets, MIT Indoor 67 and SUN397. The experimental results report that the RMAN model has achieved better classification performance, surpassing state-of-the-art image scene recognition approaches.

There are several possible directions for improving our work. First, the framework of extracting scene features needs to be further investigated. In the scene image recognition task, the training data are generally insufficient, while the aims of scene recognition are complex and diverse; sometimes, the intra-class differences are obvious; sometimes, the inter-class similarities are high. Therefore, how to design a suitable framework to extract suitable scene features will be a meaningful and important area of research. Second, the object feature fusion scheme needs to be improved, as it plays an important role in the classification task. Therefore, how to design a better object feature fusion method that extracts the effective part of each feature and removes redundancy will also be an important research direction.
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