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Indirect detection opens a unique window for probing thermal dark matter (DM): the same annihilation process that determined the relic abundance in the early Universe drives the present day astrophysical signal. While TeV-scale particles weakly coupled to the Standard Model face undoubted challenges from decades of null searches, the scenario remains compelling, and simple realizations such as Higgsino DM remain largely unexplored. The fate of such scenarios could be determined by gamma-ray observations of the centre of the Milky Way with Imaging Atmospheric Cherenkov Telescopes (IACTs). We consider the ultimate sensitivity of current IACTs to a broad range of TeV-scale DM candidates—including specific ones such as the Wino, Higgsino, and Quintuplet. To do so, we use realistic mock H.E.S.S.-like observations of the inner Milky Way halo, and provide a careful assessment of the impact of recent Milky Way mass modeling, instrumental and astrophysical background uncertainties in the Galactic Center region, and the theoretical uncertainty on the predicted signal. We find that the dominant systematic for IACT searches in the inner Galaxy is the unknown distribution of DM in that region, however, beyond this the searches are currently statistically dominated indicating a continued benefit from more observations. For two-body final states at 1 TeV, we find a H.E.S.S.-like observatory is sensitive to $\langle \sigma v \rangle \sim 3 \times 10^{-26} - 4 \times 10^{-25} \text{cm}^3\text{s}^{-1}$, except for neutrino final states, although we find results competitive with ANTARES. In addition, the thermal masses for the Wino and Quintuplet can be probed; the Higgsino continues to be out of reach by at least a factor of a few. Our conclusions are also directly relevant to the next generation Cherenkov Telescope Array, which remains well positioned to be the discovery instrument for thermal DM.
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I. INTRODUCTION

An overwhelming body of astrophysical and cosmological measurements show that close to 85% of the total matter content of the Universe consists of non-baryonic dark matter (DM). However, its nature remains unknown. Although the space of DM models remains vast, an electroweak scale thermal relic or WIMP has long been identified as the archetypal DM candidate for its economy and elegance [1]. Null searches carried out in direct detection experiments and at colliders (see e.g. Refs. [2, 3]) have excluded many realizations of the scenario, particularly for masses near the electroweak scale ($m_{DM} \sim 100 \text{ GeV}$). Although constrained, GeV-scale WIMPs remain far from excluded [4]. As one moves to TeV masses, long predicted DM candidates, including the Higgsino, remain not only untested, but out of the reach of near-term terrestrial probes (for a recent overview, see, e.g., Refs. [5, 6]). TeV WIMPs can, however, be shining brightly in very-high-energy (VHE, $E \gtrsim 100 \text{ GeV}$) gamma rays, opening the potential for Imaging Atmospheric Cherenkov Telescopes (IACTs) to be DM discovery instruments.

Constraints on heavy WIMPs arise from a variety of sources, including nearby dwarf galaxy observations from Fermi-LAT [7] and IACTs [8, 9], Galactic Center (GC) observations by Fermi-LAT [10], HAWC [11], and IACTs [12, 13], as well as from CMB measurements [14]. At present, some of the strongest constraints derived on the annihilation rate of TeV WIMPs are obtained from 546 hours of H.E.S.S. full-array observations of the GC [15]. Beyond any possible signal of DM, the GC at TeV energies is a rich and challenging environment, often associated with extreme astrophysical phenomena. Faint diffuse emission has been detected, including VHE diffuse emission likely attributed to PeV hadrons accelerated in the vicinity of the supermassive black hole Sgr A*, referred to as a Pevatron [16], and the base of the Fermi Bubbles [10, 17, 18] for which the origin is still unknown. In addition, the Galactic Centre excess (GCE) detected in Fermi-LAT data [19–21] could be attributed to a putative millisecond pulsar population in the inner Galaxy [22, 23], a population that could induce VHE gamma-ray emissions via electron inverse Compton scattering off ambient radiation fields [24]. While the GC is undoubtedly complex, it is also the region where we expect the brightest signal of DM annihilation, and is therefore the focus of many IACT DM searches, for example Refs. [13, 15, 25–27], and of the present work.

The particular focus of this work is look towards establishing the ultimate sensitivity of the current generation of IACTs to TeV DM annihilation, with a particular focus on quantifying the possible limiting systematics. We will do so by using mock data from H.E.S.S.-like obser-
vations of the GC with the five-telescope array, and by
deriving sensitivities with various limiting systematics in-
cluded. Our analysis will combine the following three
elements: (i) the most precise calculations available for
the gamma-ray annihilation yield for a wide range of DM
masses and models in order to estimate the theoretical
uncertainty on the signal; (ii) updated models for the
Milky Way mass profiles, specifically those from Ref. [28]
which drew on Gaia measurements; (iii) realistic model-
ing of the TeV astrophysical backgrounds in the GC
together with appropriated uncertainties. We will apply
this approach to compute the IACT sensitivity in the 0.5
to 100 TeV mass range for both model-independent two-
body final states searches (including the two-neutrino
channels), as well as specific analyses for the Wino, Hig-
sino, and Quintuplet models. (In this context final state
refers to the particles emerging from the hard annihila-
tion process. The eventual states that result once shower-
ing and hadronization take place which we are interested
in are, of course, photons.) In all cases, we will use a log-
likelihood-ratio test statistic analysis that incorporates
both spatial and energy information.

Let us already summarize the key findings that will be
demonstrated by our analysis.

- The dominant systematic uncertainty on DM
  searches in the GC remains the modeling of the
  DM distribution in that region.
- Beyond this, however, the analysis becomes statis-
tics dominated, implying that continued data collec-
tion with existing IACTs remains important.
- IACTs are broadly sensitive to TeV DM candidates,
  but provide a unique probe of the thermal Wino
  and Quintuplet models. (In this context final state
  refers to the particles emerging from the hard annihila-
tion process. The eventual states that result once shower-
ing and hadronization take place which we are interested
in are, of course, photons.) In all cases, we will use a log-
likelihood-ratio test statistic analysis that incorporates
both spatial and energy information.

- The thermal Higgsino remains out-of-reach for ex-
  isting instruments given the assumptions adopted
  in this work.
- Galactic diffuse emission is already a relevant back-
  ground for H.E.S.S.-like searches.

Importantly, we note that while the above conclusions
and our focus relate to existing IACTs, these lessons will
be directly applicable to the upcoming Cherenkov Tele-
scope Array, which in addition to its broad DM reach,
will be the first instrument in reach of the thermal Hig-
sino [29, 30]. For the deep observational program that
will be carried out in the GC by the Cherenkov Tele-
scope Array (CTA) to probe thermal WIMPs [31, 32],
an optimal control of the observational and instrumen-
tal systematic uncertainties will be required to make the
most of the massive expected dataset, exactly the issues
we consider in this work. However, we emphasize that in
the next few years H.E.S.S. will likely have amassed over
1,000 hours of observations near the GC, suggesting that
CTA should look to target even larger observations.

The paper is organized as follows. Section II describes
the various sources of gamma-ray flux in the GC, in-
cluding both the putative of WIMP annihilation, but
also astrophysical emission mechanisms that will form
the backgrounds to DM searches. In Sec. III, we outline
the analysis procedure we will use to search for DM and
determine the systematic uncertainties associated with
those analyses, leaving the results to Sec. IV. Finally, we
devote Sec. V to our conclusions.

II. SOURCES OF TEV PHOTONS IN THE
INNER GALAXY

We begin our discussion with the various contributions
expected for TeV gamma-rays in the inner region of our
Galaxy. We will explore the various aspects associated
with the possible DM flux, including the spectrum of
photons produced by DM annihilation, and also the un-
certainties associated with the DM distribution in this
region. Additionally, we will describe the various back-
grounds expected from the GC.

A. Gamma rays from dark-matter annihilation

If the DM in the Milky Way halo is made of self-
conjugate WIMPs undergoing self-annihilation, then
there will be a potentially detectable flux of gamma rays
incident on the Earth. Searching for this flux is gener-
ally characterized as the indirect detection of DM. If we
observe a solid angle of the sky ∆Ω, then the energy-
differential flux is given by

\[ \frac{d\Phi}{dE} = \frac{(\sigma v)}{8\pi m^2_{\text{DM}}} \sum_f BR_f \frac{dN_f}{dE} J(\Delta\Omega), \]

\[ J(\Delta\Omega) = \int_{\Delta\Omega} d\Omega \int_{\text{los}} ds \rho_{\text{DM}}^2(s[r, \theta]). \]

The flux as determined by the above expression depends
on both fundamental details of the particle physics, which
controls the annihilation, and further the astrophysical
distribution of the DM itself. We will detail the various
ingredients below.

Firstly, the observed flux depends on the distribution
of DM in the Milky Way through the J-factor, \( J(\Delta\Omega) \),
which corresponds to the integral of the square of the DM
density \( \rho_{\text{DM}} \) over the line of sight (los) \( s \) and solid angle
\( \Delta\Omega \). As we have written the J-factor, the DM density
\( \rho_{\text{DM}} \) is assumed to be distributed spherically symmetri-
cally around the GC, and therefore \( s \) depends only on the
radial distance from the GC, \( r \), and the angle of the los
from the GC, \( \theta \). To be explicit, \( r^2 = s^2 + r_\odot^2 - 2r_\odot s \cos \theta \),
where we take the distance between our observations and
the GC to be \( r_\odot = 8.127 \text{ kpc} \) [33]. In order to compute
\( J(\Delta\Omega) \) a model for the DM density within the Milky
Way, \( \rho_{\text{DM}}(r) \), is required, and we will discuss the forms
we adopt and their associated uncertainties in Sec. II C.
The DM flux in Eq. (1) further depends on detailed aspects of the particle physics that describes the annihilation. The ingredients include the velocity-weighted annihilation cross-section, $⟨σv⟩$, the DM mass, $m_{DM}$, and the energy-differential yield of gamma rays per annihilation (or spectrum), $dN_f/dE$, where $f$ denotes the annihilation channel, which are then weighted by the branching ratio to each channel, $BR_f$. A complete first-principles description of these factors requires a full DM model, describing all the interactions between DM and the Standard Model. Armed with such a complete theory, one could in principle compute to the desired accuracy the annihilation rate, branching fractions to different final states, and the associated spectra of each, all as a function of the underlying parameters of the ultraviolet theory. This is exactly the approach we will pursue for several canonical WIMP candidates in the next subsection. However, one can also adopt a more model-independent mindset where searches are performed for specific final states, i.e. a specific $f$, and then repeated across a representative set of final states. A detection or limit on the flux associated with a specific channel can then be interpreted as a constraint on $⟨σv⟩ × BR_f$, which then can be interpreted in terms of specific models. As we review in the next subsection, the thermal relic prediction of $⟨σv⟩ \sim 10^{-26}$ cm$^3$s$^{-1}$ represents an important model-independent target [34]. The key ingredient in the model-independent approach is then a representative set of final states $f$, and a precise calculation of the spectra for each, $dN_f/dE$. For the choice of $f$, we follow the standard approach of considering a broad range of two-body final states, such as annihilation to $W^+W^−$. The justification is that unless the two-body final states are inaccessible, they should dominate as processes with more final state particles will be phase-space suppressed. (Note that while in practice moving beyond two-body final states considerably opens the number of possibilities, certain classes of scenarios, such as cascades in the dark sector, are straightforward to incorporate – see e.g. Refs. [35–38] – although we will not do so here.) The specific two-body final states we will consider are $W^+W^−$, $ZZ$, $HH$, $bb$, $t\bar{t}$, and $ℓ^+ℓ^−$ as well as $ν_ℓ\bar{ν}_ℓ$ for $ℓ = e, µ, τ$.

Whilst the possible mass range for DM is known to be vast, in this work we will focus our attention on masses between 500 GeV and 100 TeV. The lower bound is prompted by the strong constraints imposed by non-observation of DM annihilation signals from, for example, dwarf spheroidal galaxies by Fermi-LAT [39]. The upper end of our mass range is motivated by the unitarity bound [40], although only weakly—unitarity applied to point-like particle annihilation of self-conjugate DM in a conventional thermal cosmology requires $m_{DM} < 194$ TeV [41, 42]. Of course, the unitarity bound is straightforward to evade, even without modifying the underlying cosmology. If the underlying particle physics is modified to include compositeness or bound state formation, much heavier DM can be accommodated (for a recent discussion, see for example, Refs. [5, 42, 43]). Especially as the next-generation IACT CTA comes online, searches for DM at even heavier masses will be particularly worthwhile [31, 42]. Throughout this work we will show no preference for any particular $m_{DM}$ within the range we consider, although in specific DM models a theoretical preference for certain masses can emerge, and we give examples in Sec. II B.

The final ingredient required to complete our description of Eq. (1) is the differential energy spectra $dN_f/dE$. Here we focus on the model-independent two-body final states, again leaving the results for specific models to the following subsection. The physics involved in the computation of these spectra is rich. For instance, consider determining the photon spectrum that results from DM annihilation to $bb$. This requires an accounting for the QCD showering describing, for instance, the emission of gluons from the quarks and the resulting hadronization of the system, as a significant number of the photons in the spectrum will arise from the decay of neutral pions produced in this process. For $m_{DM}$ well above the electroweak scale, the emission of the electroweak bosons can also become relevant for determining the ultimate spectrum [46], indeed at these masses even two-body neutrino final states do not simply produce a neutrino line, but can further produce a considerable flux of photons, which is why we will consider them. In particular, this allows IACTs to probe final states that are tradition-
ally the focus of neutrino telescopes like IceCube and ANTARES, and indeed we will show results comparing the two approaches. (Broadly, these effects imply that searches for heavier DM is inherently multimessenger, see e.g. Refs. [43, 47–49].) Accordingly, results that incorporate all of the above physics are required for an accurate determination of the spectrum. By default we adopt the recent HDMsSpectra computation from Ref. [45], however, in order to estimate the systematic dependency of our conclusions on this choice, we will compare our findings to results obtained using the alternative approach from PPPC4DMID [44]. Both of these approaches rely on Pythia [50–52] for describing the evolution of the system below the electroweak scale, however the evolution at higher energies is treated differently between the two. For instance, PPPC4DMID includes finite electroweak mass effects, which are relevant for \( m_{\text{DM}} \) near the electroweak scale, whereas HDMsSpectra allows for multiple emissions of electroweak bosons that are of growing importance as \( m_{\text{DM}} \) becomes heavier and heavier. Figure 1 provides a comparison of the two approaches for the \( W^+W^- \) final state, where the different electroweak effects are relevant, and across the range of masses we consider. As the figure shows, there can be clear differences in the hard photon spectra across the full mass range, and we will use the difference as a proxy for the theoretical uncertainty that exists at present on the spectra. This estimate will not include uncertainties associated with ingredients common to both approaches, such as the QCD uncertainties associated with the use of Pythia. These have, however, previously been estimated in Ref. [53], where it was seen those effects could result in systematic errors varying from a few percent to as large as 50%.

B. Canonical TeV WIMP candidates: the Higgsino, Wino and Quintuplet models

Why would we expect the DM of our Universe to be a weakly coupled electroweak scale particle? After all, WIMPs are intimately associated with supersymmetry – often emerging as the expected DM particle from SUSY models – and the absence of any evidence for this framework at colliders may lead one to question the motivation for WIMPs themselves. While it is true that the full UV motivation for WIMPs is not what it was several decades ago, the scenario remains compelling. There is an elegance to the thermal relic cosmology: DM emerges from the primordial plasma with the correct relic abundance if its velocity weighted annihilation cross-section is \( \langle \sigma v \rangle \sim 10^{-26} \text{ cm}^3\text{s}^{-1} \) [54], exactly at a level where the late time annihilations in the GC could be detectable. Being completely model-independent, it is then worthwhile to consider DM annihilations around this cross section to a broad range of final states, as we introduced in the previous subsection.

There further remains strong motivation for more specific realizations of the WIMP. Putting UV questions aside, one can consider what are the most economical models of DM, in the sense of what is the minimal field content one could add to the Standard Model to explain DM. The answer to this question is TeV scale states charged under the electroweak interaction, and includes an SU(2) doublet with unit hypercharge, as well as a 3 and 5 representation of SU(2) [55–61]. These three states are also known as the Higgsino, Wino, and Quintuplet, and produce the correct DM abundance when embedded in a thermal relic cosmology if they have masses of \( 1.0 \pm 0.1 \text{ TeV}, 2.9 \pm 0.1 \text{ TeV}, \) and \( 13.6 \pm 0.8 \text{ TeV} \), respectively [5, 56, 62–65]. (For a broad consideration of the detection prospects for these minimal DM candidates, and others, see Refs. [5, 6].) Intriguingly, the Higgsino and Wino are also the thermal DM candidates that often emerge from UV scenarios realizing supersymmetry in a manner consistent with LHC observations – usually at the cost of a natural solution to the hierarchy problem – such as split [66–73] and spread [74, 75] SUSY. While there remain various long term paths to discover the DM in these scenarios (see e.g. Refs. [76, 77]), that CTA could soon see a signal from the Higgsino [30] strongly motivates determining the existing IACT sensitivity.

For these reasons, in addition to a broad model-independent consideration of final states, we will evaluate the IACT sensitivity to the Higgsino, Wino, and Quintuplet. As these are full models, we can completely specify the particle physics contribution to Eq. (1). Indeed, if we fix \( m_{\text{DM}} \) to the thermal masses mentioned above, then these models have no free parameters at all (up to a choice of mass splittings for the Higgsino, discussed below), although it is interesting to consider a broader range of masses in case the early Universe departed from the minimal thermal relic cosmology. For each of these WIMPs, annihilation to a two-photon final state is possible, making a gamma-ray line at the DM mass a key target. Yet a full determination of the cross-section and gamma-ray yield in these scenarios requires accounting for a number of effects, including Sommerfeld enhancement, resummation of effects of order \( m_{\text{DM}}/m_w \), and additional channels beyond the direct annihilation to two-photons, including endpoint photons, continuum emission, and the production and decay of bound states. For the Wino, all these effects have now been included (for details see Refs. [78–87]), and we use the next-to-leading logarithmic (NLL) computation of Ref. [85]. The same formalism has recently been extended to the Quintuplet, and we use the results from the soon to appear calculation of Ref. [88]. For both the Wino and Quintuplet, the spectrum includes line-like photons from the two-body decay, lower energy continuum photons (arising from final states such as \( W^+W^- \), cf. Fig. 1), and also endpoint photons arising from final states \( \gamma + X \), where \( X \) has a small invariant mass, so that the photon is almost line-like. An identical computation has not yet been performed for the Higgsino (although see Refs. [89–91]), and so here we follow the approach in Ref. [30] of including the leading order (LO) computa-
tion of the line and continuum, but with the inclusion of Sommerfeld enhancement. Finally, the Higgsino has an additional model parameter we need to specify, which is the splitting between the charged and neutral states in the spectrum, denoted $\delta m_\pm$ and $\delta m_N$, respectively. For this purpose, we will choose one of the benchmarks used in Refs. [30, 89], in particular taking $\delta m_+ = 350$ MeV and $\delta m_N = 200$ keV, saturating the limits set by direct detection. The impact of varying the splittings is not considerable, and was considered in Ref. [30].

C. Dark-matter distribution in the Inner Galaxy

The final ingredient required to determine the gamma-ray flux from DM annihilation is the DM distribution in the inner galaxy. Inferring $\rho_{\text{DM}}(r)$ in the central region of the Milky Way, however, is particularly challenging, and so in addition to direct measurements from modeling the mass using kinematic measurements of the gravitational potential, our understanding is conventionally complemented by cosmological simulations of structure formation. DM-only simulations (see, for instance, Refs. [92–94]) predict cuspy DM distributions usually parameterized as NFW [95] or Einasto [92] profiles. Once baryonic physics and feedback processes are included, the complexity increases dramatically (see, for example, Refs. [96–98]), and this can lead to a modified DM profile. For example kpc-sized cores can develop in the center of Milky Way-like galaxies [99, 100] (although stellar measurements disfavor cores larger than several kpc [101]). Alternatively, feedback can lead to a contraction of the inner profile, significantly enhancing the DM density at the inner radii [102, 103]. To make direct measurements of $\rho_{\text{DM}}(r)$ in our own Milky Way, one first has to infer the distribution of all matter via probes of the gravitational potential, and then subtract from this the baryonic contribution. This latter step suffers from large uncertainties, which inevitably propagate to the derivation of the DM distribution (see, for example, Refs. [104, 105]). For the above reasons, the DM distribution cannot be firmly established in the innermost region of the Milky Way, and this will generate a systematic uncertainty for DM searches via indirect detection.

In order to assess the impact of this systematic uncertainty, we will consider three different choices for $\rho_{\text{DM}}(r)$. For one of these profiles, we make use of a determination of the Milky Way mass profile using Gaia DR2 measurements of the rotation curve together with in-depth modeling of the baryonic components in the GC [28]. The authors of Ref. [28] show that the profile inferred for the DM distribution shows evidence of being contracted by the presence of baryons. In particular, the profile is contracted with respect to the standard NFW profile, which is parametrized as

$$\rho_{\text{NFW}}(r) \propto \frac{1}{(r/r_s)(1 + r/r_s)^2},$$

where $r_s$ is the scale radius, and the profile can then be normalized by ensuring it has the correct density in the Solar neighborhood, $\rho_0$. The resulting model they provide is non-parametric, although given its contracted nature we refer to it as a contracted NFW (cNFW) going forward (although we emphasize that the cNFW does not follow the form given in Eq. (2)). This approach does not allow for a measurement of the distribution within the inner 1 kpc of the Galactic, and so to be conservative we assume that the density is cored within this radius. Specifically, we take $\rho_{\text{cNFW}}(r) = \rho_{\text{cNFW}}(r_c)$ for $r \leq r_c = 1$ kpc. We emphasize that given the present uncertainty on $\rho_{\text{DM}}(r)$, we largely focus on conservative forecasts. The DM density may well continue to increase towards the GC, rather than taking on a core, and indeed this would also be consistent with several of the halos observed in the FIRE-2 simulation [102, 103]. If such an increase of $\rho_{\text{DM}}(r)$ at small radii turns out to be correct, then this can significantly enhance the expected DM annihilation flux, and the expected sensitivity of H.E.S.S. and future IACTs. (See, for example, Ref. [107] for a demonstration of the enhancement these profiles can have on a Fermi-LAT data analysis.)

In addition to the cNFW profile, we also consider a conventional NFW profile using the best fit parameters determined in Ref. [28]. Lastly, for comparison with the previous results of Refs. [12, 13], we also consider an Einasto profile for the DM distribution with the parametrization taken from Ref. [92]. Although we will not use it in our default analysis, when comparing the IACT sensitivity for two-body neutrino annihilation channels to those determined from the ANTARES telescope in Ref. [108], to make the comparison more direct we will adopt the NFW parameters used in that work, and label them as aNFW. The various halo parameters we use are collected in Tab. I.

Once the form of $\rho_{\text{DM}}(r)$ has been specified, we can then compute the associated $J$-factors following Eq. (1). In Fig. 2 we show the total integrated and differential per solid angle $J$-factors as a function of angle from the GC, denoted $J(< \theta)$ and $dJ/d\Omega$, respectively. For the NFW and cNFW profiles, we use the results of Ref. [28] to show the associated $1\sigma$ uncertainties on the $J$-factors. As can be seen, there is considerable variation in both the distribution and total density between the profiles. At the most central radii the Einasto profile generally has the largest densities, but by the edge of the region we will analyze at $\theta = 4\degree$, the integrated $J$-factor in the Einasto and cNFW profile are comparable.

\footnote{An alternative approach is to take a given profile, and study the impact of sequentially larger core sizes, see Refs. [30, 106].}
FIG. 2. Cumulative (left) and differential (right) J-factor profiles versus the angular distance from the GC, θ. Results are shown for three profiles, NFW (red line), cNFW (blue line), and Einasto (black). The red and blue-shaded regions correspond to the 1σ uncertainty band for the NFW and cNFW profile parametrizations, respectively. We will use the difference between these profiles to estimate the impact of systematic uncertainties in the Milky Way DM profile on the IACT indirect detection sensitivity.

| Profiles | NFW | cNFW | aNFW |
|----------|-----|------|------|
| ρ⊙ [GeV/cm³] | 0.32 | 0.34 | 0.47 |
| rs [kpc] | 15.5 | 23.8 | 16.1 |

TABLE I. The local density ρ⊙ and scale radius rs for the NFW, cNFW and aNFW profiles adopted in this work. The NFW and cNFW profiles are derived from Ref. [28], and we emphasize that the cNFW is non-parametric: it does not follow the form in Eq. (2). The aNFW profile is taken from Ref. [108], and used to compare with the results of that work.

D. TeV backgrounds in the Galactic Center

Any signal of DM annihilation in the GC must be teased out from other background sources in that region. In this subsection we discuss the dominant background contributions, and how we model them in our analysis.

The dominant background contribution arises from the combined flux of cosmic-ray hadrons, electrons, and positrons incident on the atmosphere, which is significantly larger than the observed rate for photons from even the brightest steady VHE sources. Even though the showers that originate from charged cosmic-rays can be distinguished from gamma-ray showers, this discrimination is not perfect, and a residual contribution to the inferred photon flux is expected. To account for this, we follow Ref. [109], and compute the expected number of events produced by a flux of cosmic-ray hadrons (dominated by protons and helium nuclei), as well as electrons and positrons. In particular, we assume a constant rejection power for protons and helium nuclei, whereas we assume no rejection for electrons and positrons. The latter assumption is conservative, as the reconstruction of the primary interaction depth of the particle incident on the atmosphere can be used to help distinguish between gammas and electrons (see, for instance, Ref. [110]). The misidentified cosmic-rays are then defined as the residual background.

Beyond misidentified cosmic-rays, there will further be genuine photons incident on the atmosphere that have a non-DM origin and must be accounted for. Indeed, the GC is a complex region populated by faint and diffuse photon emissions at TeV. Among the conventional astrophysical sources are the H.E.S.S. PeVatron in the GC, Galactic diffuse emission, emission from the base of the Fermi Bubbles, and a possible contribution from a putative millisecond pulsar population in the Galactic bulge. Although we will account for it, we note that the emission of the GC PeVatron from current H.E.S.S. measurements is restricted within the inner ∼75 pc of the GC, which corresponds to an angular scale of ∼0.5° [111].

The interactions of energetic cosmic-rays with interstellar material and ambient photon fields generates a diffuse flux of gamma rays known as the Galactic diffuse emission (GDE). In particular, the GDE is generated by a combination of the photons arising from the decay of neutral pions produced from cosmic-ray proton collisions with interstellar gas, Bremsstrahlung from these same protons, and finally the inverse Compton scattering (ICS) of cosmic-ray electrons. In the energy range accessible to Fermi-LAT (∼MeV − TeV) the GDE contributes the majority of photons detected by the telescope [112]. While
the present uncertainty inherent in available GDE models represents a fundamental systematic error on many DM analyses performed with Fermi-LAT, this is not yet the case for H.E.S.S. [15], where the GDE emission has yet to be conclusively detected. However, as we look to deeper IACT sensitivities, the GDE can emerge as an important background contribution, and therefore we include a model for it in the present work. Building realistic GDE models for CTA will be mandatory in order to maximize the utility of the increased flux sensitivity expected in the inner GC survey planned with the southern site of the CTA observatory; this point is discussed in Refs. [30, 113–115]. As our purpose is simply to model a possible contribution from the GDE in a mock analysis, rather than confront real data, a simplified model of the GDE will suffice. In particular, we make use of the “GDE scenario 2” developed in Ref. [30]. The spatial distribution of the $n^0$ and Bremsstrahlung emission is assumed to trace the morphology of interstellar dust, as determined in Ref. [116], and a simple parametric model for the ICS is adopted from Ref. [117]. For both, the energy distribution is then fitted to the spectrum measured by Fermi-LAT in Ref. [10]. For the complete details, we refer to Ref. [30].

The Fermi Bubbles (FB) are giant double-lobe structures extending significantly above and below the Galactic plane – out to $\sim 55^\circ$ – that were discovered using the Fermi-LAT satellite [17]. At Galactic latitudes higher than $10^\circ$, the FB emission exhibits a power-law energy-spectrum, scaling as $E^{-2}$, although the spectrum softens considerably above 100 GeV. At latitudes closer to the Galactic plane, Refs. [10, 18, 118, 119] have detected brighter and harder emission using Fermi-LAT data, in particular with a power-law spectrum that persists until $\sim 1$ TeV. However, the limited photon statistics above 100 GeV collected by Fermi-LAT obstruct any strong claims regarding a possible softening of the spectrum at higher energies. Recent observations carried out by H.E.S.S. at the base of the FBs show no significant signal above 1 TeV, which requires a significant softening of FB emission spectrum in the TeV energy range [120]. In order to model the FB emission in our ROI, we adopt the best-fit spectrum above 100 GeV from Ref. [120]. For the spatial distribution, we assume an energy independent morphology, following the template derived in Ref. [119].

The final background contribution we consider is associated with the excess of gamma rays emerging from the GC that has been detected by Fermi-LAT [19–21], commonly referred to as the GCE. While the nature of the excess remains debated (see Ref. [121] for a recent discussion), it may originate from a population of millisecond pulsars (MSP) in the inner galaxy. Should this be the case, then electrons accelerated in the wind regions or magnetospheres of pulsars could escape the pulsar environment and undergo ICS on ambient radiation fields to produce VHE gamma rays, thereby generating an additional ICS background to our analyses. The spectral index of the injection spectrum of $e^\pm$ from pulsars is difficult to constrain. The most energetic $e^\pm$ arise from magnetic reconnection in the equatorial current sheet outside the pulsar light cylinder [122], while the pulsed emission is expected to be generated in the polar cap region close to the pulsar magnetosphere. The maximum energy of the emitted $e^\pm$ is also uncertain and could reach PeV energies [123]. With these caveats in mind, we have adopted the emission spectrum presented in Ref. [124], which can be roughly represented as a power-law spectrum $E^{-2.5}$ that is cut-off exponentially at 1 TeV. For the spatial morphology, we have adopted the Boxy Bulge distribution as described in Ref. [124]. Although there are considerable uncertainties on both the spectrum and morphology of the MSP contribution, in addition to the ongoing debate as to its existence, we will find that the contribution has only a minor impact on IACT DM analyses, and therefore these uncertainties will not propagate through to the searches of interest.

| $i$th ROI | Inner radius [deg.] | Outer radius [deg.] | Solid angle $\Delta \Omega$ [$10^{-4}$ sr] | $J$-factor $J(\Delta \Omega)$ [$10^{20}$ GeV$^2$cm$^{-5}$sr] |
|-----------|---------------------|---------------------|------------------------------------------|------------------------------------------------|
| 1         | 0.3                | 0.4                | 0.30                                     | 3.86 1.38 0.25 |
| 2         | 0.4                | 0.5                | 0.50                                     | 5.28 1.86 0.43 |
| 3         | 0.5                | 0.6                | 0.69                                     | 6.30 2.24 0.63 |
| 4         | 0.6                | 0.7                | 0.88                                     | 7.06 2.51 0.84 |
| 5         | 0.7                | 0.8                | 1.07                                     | 7.63 2.69 1.05 |
| 6         | 0.8                | 0.9                | 1.26                                     | 8.07 2.83 1.26 |
| 7         | 0.9                | 1.0                | 1.45                                     | 8.41 2.93 1.47 |
| ...       | ...                | ...                | ...                                      | ...   ...   ... |
| 37        | 3.9                | 4.0                | 7.55                                     | 8.82 3.32 7.81 |

TABLE II. $J$-factor values in units of GeV$^2$cm$^{-5}$sr in each of the 37 annuli considered in this work for the three different DM profiles we consider. We also show the exact boundaries of our regions, and the contained solid angles. We emphasize that the solid angle and $J$-factor values account for the various masks we have imposed on our ROI.
III. DARK-MATTER SEARCH STRATEGY AND MOCK DATA ANALYSIS

In the previous section we detailed the physical mechanisms underlying the emission components we will consider. Here we describe the various experimental and observational considerations required to convert these into mock datasets, and define our strategy for detecting within that data a putative DM signal on top of the background photon emission.

A. Forecasting the ultimate H.E.S.S.-like dark-matter observation

In order to assess the ultimate sensitivity of current IACTs to DM in the GC region, we construct mock datasets that realistically build upon the most powerful existing analyses. For the case of H.E.S.S. the deepest sensitivities were achieved in Ref. [15], where observations of the innermost \( \sim 3\degree \) of the Milky Way were constructed over six years, yielding a total observation time of 546 hours. Prior to this, the most sensitive DM analyses, such as Ref. [12], were constructed from observations taken along the Galactic plane, whose primary focus had been the detection of astrophysical sources in the plane and in the Central Molecular Zone, rather than maximizing the sensitivity to a DM signal. Here we consider a search strategy that looks to build upon existing analyses by collecting observations out to larger latitudes, where the DM signal is expected to continue growing (see Fig. 2) and where greater separation from the background emission components can be expected.

An important question is the feasibility of extending existing analyses to include observations at higher latitudes. With a location near the tropic of Capricorn in the southern hemisphere, the H.E.S.S. observatory is well suited to observe the central region of the Milky Way under favorable observational conditions. In particular, the GC can be observed from March to September each year with zenith angles lower than 30\degree. Observations with lower zenith angle are generally preferred as they allow for lower energy thresholds and improved control of observational systematic uncertainties, given the thinner layer of atmosphere along the line of sight. We note, however, that larger zenith-angle observations do allow for enhanced sensitivity to higher incident energy photons. For reference, observations performed at a zenith angle of \( \sim 50\degree \) have an energy threshold of \( \sim 1 \) TeV and potentially higher systematic uncertainties. Further discussion of these points can be found in Ref. [125].

The right-ascension band of GC visibility contains a broad range of astrophysical objects. Accounting for the prioritization of different objects in such a band, at most 150 hours of observations near the GC can be realistically obtained per year [126]. We assume a mean zenith angle of 20\degree for the observations as an appropriate value considering the various constraints in this visibility window.

In detail, we assume data collected with stereo observations using the full five-telescopes array CT1-5, and use the appropriate instrument response functions extracted from Ref. [127]. These choices impose an accessible energy range between 200 GeV and 70 TeV [15].

Combining these various considerations, we consider a flat exposure time of 500 hours distributed evenly across the inner 4\degree of the GC to be an achievable target for H.E.S.S. before the advent of CTA. As such, these are the parameters we adopt in our analysis, which will be sufficiently representative for us to interrogate the possible limiting factors, such as systematic uncertainties, on the ultimate IACT reach. Nevertheless, we point out that this is likely a conservative assumption as to the ultimate DM dataset H.E.S.S. can collect. Recently, in Ref. [15], H.E.S.S. has performed a DM analysis in the inner 3\degree of the GC using 546 hours of observations, so an analysis with a larger amount of data over a smaller region than we consider (and we will directly contrast our results to that work). Further, phase 1 of H.E.S.S. collected 254 hours of data in the inner 0.9\degree, which was used for DM searches in Refs. [12, 13]. Taken together, H.E.S.S. already has 800 hours of potential ON region data near the GC. Combined with a collection rate for additional GC data of 150 hours per year, H.E.S.S. appears poised to amass over 1,000 hours of GC observations within the next two years. As the exact spatial distribution of the full dataset is unclear, again we will focus only on 500 hours of ON region observations, but we emphasize once more that this implies our results should be interpreted as conservative.

Finally, we will assume that the analysis can exploit the conventional ON and OFF method, where the ON region is as described above, and by design has an enhanced DM flux.\(^2\) The OFF region is used as a control dataset to constrain the dominant background: charged cosmic rays. The dataset is collected under the same instrumental and observational conditions as for the ON region, thereby allowing a realistic determination of the residual background in the signal region. Traditionally, the OFF data is generated from observations taken close to the ON region. However, if the OFF region is too close to the GC then it will also receive a contribution from DM annihilation and the other emission sources in inner Galaxy. Given this, in the present work we will assume the OFF region is generated from extragalactic observations, sufficiently far from the GC that it effectively only contains photons arising from unidentified cosmic rays. H.E.S.S. has collected many extragalactic observations, and amongst these datasets will exist that have been collected under comparable conditions to the ON region; indeed, exactly this approach has already been exploited in Ref. [12].

\(^2\) An alternative to the ON-OFF approach is to use Monte Carlo simulations to predict the residual background for the given observational and instrumental conditions [128].
B. Defining and dividing the region of interest

We next outline how to divide up our initial region of interest (ROI): an observation collected over the inner 4° of the GC.\(^3\) In order to exploit the spatial characteristics of the DM signal with respect to the background, our ON region ROI is further divided into 37 annuli of width $\Delta \theta = 0.1^\circ$, and defined concentrically with inner radii ranging from $\theta_i = 0.3^\circ$ up to $\theta_i = 3.9^\circ$.

As was already mentioned, the GC is a crowded region containing many astrophysical VHE sources. In order to avoid the challenges and systematic uncertainties associated with the modeling of the complex astrophysical mechanisms associated with this region, we deliberately exclude a fraction of the full disk. In particular, we mask a box with Galactic longitudes $|l| < 1^\circ$ and latitudes $|b| < 0.3^\circ$ in order to mask sources in the Galactic plane, which explains why our innermost annuli only begins at $0.3^\circ$. We further exclude a disk of radius $0.8^\circ$ centered at $(l, b) = (-1.29^\circ, -0.64^\circ)$ to cover the bright source HESS J1745-303. This procedure certainly does not exclude all background contributions from our ROI, and the remaining backgrounds are instead modeled, as described in Sec. III.C.

In Tab. II we provide further details of our ROI, including the solid angle together with the corresponding $J$-factors obtained in each annuli after applying the above masks. Further, the left panel of Fig. 3 shows the expected fluxes in our second ROI, including the expected signal generates by DM of mass $m_{DM} = 3$ TeV or 10 TeV and annihilating into $W^+W^-$ with $(\sigma v) = 10^{-27}$ cm$^3$s$^{-1}$, for two different DM profiles (NFW and cNFW). In addition to DM, the relevant instrumental and astrophysical contributions are shown.

C. Expected number of DM and background photons in the GC region

For a given DM annihilation channel and density profile, we need to compute the expected number of signal events, $N_{ij}^S$, in the $i^{th}$ ROI and $j^{th}$ energy bin. If we denote the $i^{th}$ ROI as having solid angle $\Delta \Omega_i$, and the

\(^3\) We note that taking an ROI that is a disk centered on the dynamical center of the Milky Way has been a common approach in H.E.S.S. DM searches, see Refs. [12, 13, 106].
\[ N_{ij}^S = T_{\text{obs},i} \int_{E_j - \Delta E_j/2}^{E_j + \Delta E_j/2} dE \int_{-\infty}^{\infty} dE' \frac{d\Phi_{ij}^S}{dE'} (\Delta\Omega_i, E') A_{\text{eff}}^\gamma (E') G(E - E'). \] (3)

Here \( E' \) and \( E \) are the true and reconstructed energies, respectively, \( d\Phi_{ij}^S/dE' \) is the predicted DM flux as given in Eq. (1), \( T_{\text{obs},i} \) is the time \( i \)-th ROI was observed, \( A_{\text{eff}}^\gamma \) is the energy-dependent photon effective-area, and \( G \) corresponds to the finite energy resolution of the instrument. We model the energy resolution as a Gaussian with width specified by \( \sigma/E = 10\% \), following Ref. [10]. The energy resolution is a critical parameter when considering searches for DM that involve a two-photon final state, as is the case for the Wino, Higgsino, and Quintuplet. Improvements in the energy resolution allow the associated line-like features to be more easily extracted from the smoother background components, and for instance at TeV energies, CTA is expected to achieve energy resolutions as low as 5\% [129]. The gamma-ray acceptance used for five-telescope H.E.S.S. observations of the inner halo of the Milky Way is extracted from Ref. [127], which enables us to realize a realistic description of the instrument response for the survey we consider. Further refinements in the description of the instrument response would require dedicated simulations of the instrument and observations, and could further improve our estimated sensitivity, but is beyond the scope of the present work. We adopt a homogeneous exposure over all the ROIs resulting in a total of 500 hours of high-quality observations. Given the limited field of view of IACTs, such an exposure requires a dedicated observation strategy with the definition of a grid of pointing positions. For a possible implementation of such a strategy, see Ref. [15], however we will not pursue the design of an optimized strategy here.

A similar procedure can be used to generate the expected number of background and cosmic-ray events, \( N_{ij}^B \) and \( N_{ij}^{\text{CR}} \), respectively. For the background, we use Eq. (3), but with the following substitution

\[ \frac{d\Phi_{ij}^S}{dE} A_{\text{eff}}^\gamma \rightarrow \frac{d\Phi_{ij}^B}{dE} A_{\text{eff}}^\gamma \] (4)

where \( d\Phi_{ij}^B/dE \) is the background photon flux. A similar procedure holds for the cosmic rays, up to the different acceptances for the hadronic and leptonic cases. In detail, we now substitute

\[ \frac{d\Phi_{ij}^S}{dE} A_{\text{eff}}^\gamma \rightarrow \frac{d\Phi_{ij}^B}{dE} A_{\text{eff}}^{\gamma, \text{He}} + \frac{d\Phi_{ij}^B}{dE} A_{\text{eff}}^{\gamma, e^-}. \] (5)

The hadronic cosmic-ray contribution experiences a different effective area, which can be expressed in terms of the photon acceptance as \( A_{\text{eff}}^{\gamma, \text{He}} = \epsilon_{\text{CR}} A_{\text{eff}}^\gamma \) where \( \epsilon_{\text{CR}} \) is the cosmic-ray rejection efficiency. While the majority of hadronic cosmic rays can be efficiently rejected, a fraction of them will be misidentified as photons, and here we assume a representative value of \( \epsilon_{\text{CR}} = 10\% \) over the full energy range. This allows us to reach a photon efficiency of higher than 95\% [110]. As mentioned earlier, we assume that the showers originating from electrons and positrons cannot be discriminated from photons, and therefore include their flux in \( d\Phi_{ij}/dE \).

Following Eq. (3), the differential count rate for the emission in each bin is straightforwardly obtained by

\[ \frac{dN_{ij}}{dE} = \frac{1}{T_{\text{obs},i}} \frac{dN_{ij}}{dE}, \] (6)

with \( X = S, B, \) or CR. The right panel of Fig. 3 shows the expected gamma-ray rates in our second ROI from a DM annihilation signal, misidentified cosmic-rays, and the above-mentioned conventional astrophysical emissions: the Pevatron, FBs, MSPs, and the GDE for ROI 2.

### D. Analysis method

A likelihood-ratio test statistic technique is used to compute the IACT sensitivity. We use a two-dimensional Poisson likelihood, indexed by the spatial ROI and the energy bin \( i \) and \( j \). In particular, we combine the statistically independent measurements in the ON and OFF region into the following combined likelihood,

\[ \mathcal{L}_{ij}(N_{ij}^O, N_{ij}^B, N_{ij}^{\text{CR}}, N_{ij}^O + N_{ij}^{\text{CR}}) = \text{Pois}[(\beta_{ij}(N_{ij}^O + N_{ij}^{\text{CR}}), N_{ij}^O) \times \text{Pois}[(\beta_{ij}(N_{ij}^O + N_{ij}^{\text{CR}}), N_{ij}^O)] \times \frac{1}{\sqrt{2\pi\sigma_\beta}} \exp \left[ -\frac{(1 - \beta_{ij})^2}{2\sigma_\beta^2} \right]. \] (7)

Here \( \text{Pois}[\lambda, n] = e^{-\lambda} \lambda^n/n! \), and the number of observed counts in each region and bin is given by \( N_{ij}^O \) and \( N_{ij}^{\text{OFF}} \). The expected number of counts in the signal and background regions is given by \( \beta_{ij}(N_{ij}^O + N_{ij}^{\text{CR}}) \) and \( \beta_{ij}(N_{ij}^O + N_{ij}^{\text{CR}}) + \alpha_i N_{ij}^O \), assuming the datasets were collected under sufficiently similar conditions, the cosmic-ray contribution will only differ by the different region sizes, \( \alpha_i \equiv \Delta\Omega_i^{\text{OFF}} / \Delta\Omega_i^O \). The expected counts in the ON region included the contributions from a possible DM...
signal, the residual background cosmic-rays, the diffuse emission, Fermi bubbles, MSPs, and also in the inner two ROIs, the Pevatron. Under our assumptions that the OFF region is an identical observation far from the two ROIs, the Pevatron. Under our assumptions that emission, Fermi bubbles, MSPs, and also in the inner signal, the residual background cosmic-rays, the diffuse background normalizations, are removed with the profile-likelihood technique. The second nuisance parameter we can remove the nuisance parameter with the profile-likelihood technique. The second nuisance parameter we will append to Eq. (7) is associated with the uncertainty on the $J$-factor which is central to determining the DM flux. We model this systematic uncertainty through the use of a log-normal distribution of mean $\bar{J}$ and width $\sigma_J$ (see, for instance, Refs. [8, 130, 131]), expressed as

$$\mathcal{L}^J(J|\bar{J}, \sigma_J) = \frac{1}{\ln(10)J\sqrt{2\pi}\sigma_J} \times \exp\left[-\frac{(\log_{10} J - \log_{10} \bar{J})^2}{2\sigma_J^2}\right].$$

(8)

We multiply the likelihood in Eq. (7) by this factor, and given all the other parameters determine $J$ again with the profile likelihood technique. We will consider the impact of this systematic for the NFW and cNFW profiles, using the central values and uncertainties shown in Fig. 2. (We will not consider this effect for the Einasto profile.) Again this systematic effect will be tested, but not included in our results by default.

The full likelihood is then the product of the $J$-factor weighted likelihood in Eq. (7) over all spatial and energy bins. Within the combined likelihood, all remaining nuisance parameters, such as the rate of cosmic rays or the background normalizations, are removed with the profile likelihood technique. Once this is done, the likelihood depends solely on the particle DM properties, which for a given spectrum, are specified by $\langle \sigma v \rangle$ and $m_{DM}$. Imagining we fix the mass, the likelihood can then be used to define a test statistic (TS) for setting upper limits [132],

$$TS(m_{DM}) = -2 \ln \frac{\mathcal{L}(\langle \sigma v \rangle, m_{DM})}{\mathcal{L}(\langle \sigma v \rangle, m_{DM})}$$

(9)

where $\langle \sigma v \rangle$ denotes the value of the cross section which maximizes the likelihood for a given $m_{DM}$. In the limit of large statistics, this TS follows a $\chi^2$ distribution with a single degree of freedom. Assuming we are working in this limit, we can set one-sided 95% upper limits on $\langle \sigma v \rangle$ by solving for the cross section above the best fit where $TS = 2.71$, and this is the procedure we use to compute our limits given a mock dataset.

The expected limits, and confidence intervals on these, can be determined by applying the above procedure to a large set of Monte Carlo datasets, and then analyzing the distribution of limits obtained from these. (This approach has been widely used by H.E.S.S., see, for instance, Refs. [12, 13].) An alternative approach is to follow the Asimov procedure of Ref. [132]. Instead of generating many realizations of the expected background, we simply take the mean expected background as the data to compute the mean of the expected sensitivity. The Asimov approach can also be used to compute confidence intervals of the expected sensitivity [132]. In particular, the $N$-sigma containment band can be computed from $TS = (\Phi^{-1}[0.95] \pm N)^2$, where $\Phi^{-1}$ is the inverse of the cumulative distribution function of a normal distribution with $\mu = 0$ and $\sigma = 1$. We will use the Asimov procedure throughout this work, although we validate in App. A that good agreement is achieved with a conventional Monte Carlo approach (we find that the mean expected limit and $1\sigma$ containment bands agree within 5% and 4%, respectively). Finally, we power constrain our limits so that we do not allow them to move below the expected one-sigma lower limit [132].

IV. RESULTS

Here we combine the formalism introduced so far to estimate the ultimate H.E.S.S.-like sensitivity to DM. We begin by showing our results for two-body final states, and we will use these as a testing ground for the various systematic uncertainties we explore. After this we will consider the reach to the three specific DM scenarios we consider: the Wino, Higgsino, and Quintuplet.

A. Sensitivity to two-body final states

Firstly we consider limits on the model-independent approach where we search for DM annihilating into various two-body final states with the spectra determined from HDMspectra. For the various channels considered, we determine the H.E.S.S.-like sensitivity through the use of mean expected upper limits at 95% C.L. on the annihilation cross section $\langle \sigma v \rangle$ as a function of the DM particle mass from 0.5 up to 100 TeV. Note that the range of photon energies we consider is from 0.2 to 70 TeV, and is set by experimental and observational parameters we have adopted.

Our results are shown in Fig. 4. In the left panel we depict the limits for the non-neutrino channels for both the Einasto profile described in Sec. II C. For a mass of 1.5 TeV, the sensitivity reaches $1.0 \times 10^{-25}$ cm$^3$s$^{-1}$ and $3.4 \times 10^{-25}$ cm$^3$s$^{-1}$ for the $W^+W^-$ and $\tau^+\tau^-$ annihila-
FIG. 4. Left panel: Mean expected 95% upper C.L. limits on \(\langle \sigma v \rangle\) as a function of the DM mass \(m_{DM}\) for six different two-body final states. All spectra are computed with \textsc{HDMSpectra}, and we show results for the assumption of the DM distributed in the inner galaxy as the Einasto profile. The dashed gray horizontal line represents the expected cross section for a conventional thermal relic. Right panel: Equivalent results for neutrino final states, and the equivalent sensitivity obtained by ANTARES for the \(\nu_\mu \bar{\nu}_\mu\) channel [108] (although the limits in that work are 90% C.L.). To facilitate the comparison, we adopted the NFW parameters used in Ref. [108], which we label as the aNFW profile.

In the right panel of Fig. 4, we show the sensitivity for two-body neutrino final states when adopting the NFW parameterizations of the Milky Way DM distribution used in Ref. [108], referred to as aNFW profile in Tab. I. These results are contrasted with the 90% C.L. mean expected upper limits from ANTARES [108] for the \(\nu_\mu \bar{\nu}_\mu\) channel. As anticipated for DM masses well above the weak scale, a H.E.S.S.-like IACT array is clearly sensitive to neutrino final states given the large number of VHE photons such final states can generate when electroweak corrections are incorporated. Indeed, we see that IACTs are a competitive method to search for these channels.

We can also contrast our results to those derived recently with actual H.E.S.S. observations in Ref. [15]. A comparison of, for example, the \(W^+W^-\) channel at \(m_{DM} \sim 1\) TeV shows that our expected sensitivity is weaker by a factor of \(\sim 2.5\). This is not unexpected, and can be attributed to three key differences between the analyses. The first and most significant difference arises from the updated energy-dependent photon effective-area adopted in Ref. [15]. In this work, we use the publicly available instrument responses, however, improved ones compared to what we have assumed here were exploited in the recent analysis. Secondly, we have assumed a 500 hour observation distributed uniformly over the inner 4° (up to the regions we have masked). In Ref. [15], a 546 hour observation of the inner 3° was used. As the Einasto profile sharply peaks at inner radii (see Fig. 2), observations at closer radii will enhance the expected sensitivity. Moreover, the 546 hours used in Ref. [15] were not distributed uniformly over the region, but instead biased towards intermediate radii with an enhanced expected signal-to-noise ratio, which will lead to a further improvement in sensitivity. Finally, that work used spectra from \textsc{PPPC4DMID}, which predicts a slightly higher photon yield than \textsc{HDMSpectra} (see Fig. 1, or Fig. 5 and the discussion below).

B. Systematic uncertainties

We now take the two-body final states as a testing ground for the impact of systematic uncertainties on the ultimate H.E.S.S.-like sensitivity. In particular, we will focus on annihilation to \(W^+W^-\) as a representative channel to study. In this subsection, we will consider the impact of systematic uncertainties on the dark-matter
signal, instrumental effects, and the backgrounds to dark matter.

1. The dark-matter signal

For a given mass and cross section, there are two aspects of the DM flux in Eq. (1) subject to systematic uncertainty: our ability to compute the spectrum, \(dN/dE\), for a given channel, and the impact of our incomplete knowledge of the DM distribution in the Milky Way on \(J(\Delta \Omega)\) (see Sec. II A). In Fig. 5 we depict the impact of these uncertainties.

Firstly, we see the impact of varying between two possible computations of the spectrum, resulting from \texttt{PPPC4DMID} [44] (blue lines) and \texttt{HMDSpectra} [45] (red lines). As discussed in Sec. II A, differences between these two methods are expected to be pronounced when \(m_{\text{DM}}\) approaches the electroweak scale, or well above it. The former concern clearly impacts the results: for the lowest masses we consider, the limits from \texttt{PPPC4DMID} are almost 30% stronger than \texttt{HMDSpectra}. Above \(\sim 1\) TeV, however, the differences are much less pronounced, and converge to roughly 6%. This suggest that at 100 TeV, the highest mass at which \texttt{PPPC4DMID} provides results, the impact of effects resulting from multiple electroweak emissions are not significant, so the two approaches are in reasonable agreement. (Note that \texttt{HMDSpectra} provides spectra for masses all the way to the Planck scale.) This suggests that for DM searches in this mass range with IACTs, the focus should be on effects at the electroweak scale in order to reduce the theoretical uncertainty on the spectrum. This, of course, should be pursued alongside improvements in the QCD uncertainties within \texttt{Pythia}, which were shown to vary between a few to fifty percent in Ref. [53]. We note that the \(W^+W^-\) channel is representative of this point across channels; to demonstrate this we show equivalent results for the \(\mu^+\mu^-\) channel in App. B.

While the uncertainties on the DM spectra are not negligible, the results in Fig. 5 make manifest that the dominant uncertainty in the signal prediction arises from \(J(\Delta \Omega)\), or specifically from the present uncertainties we have on the DM distribution in the Milky Way. Given the narrow field-of-view of H.E.S.S., and IACTs more generally, even our extended ROIs are still primarily sensitive
to the very inner part of the Milky Way DM profile. With
this in mind, even though the cNFW profile is suggestive
of a DM distribution that is more sharply peaked towards
the GC, given present observations cannot reliably probe
the inner kpc, our conservative assumption to core the
profile within this radius implies that the cNFW leads to
the weakest sensitivity at present. For instance, adopt-
ing the cNFW over the NFW profile degrades sensitivity
by a factor from 1.8 up to 3.2, depending on the mass.
Further, as shown in Fig. 6, when profiling over the un-
certainty in the $J$-factor for a given profile – using Eq. (8)
– the sensitivity degrades by a factor of 3.2 up to 3.6 and
from 2.6 up to 2.7 across the probed mass range for the
NFW and cNFW profiles, respectively. This degradation
is of a similar size to the impact of moving between pro-
files. While challenging, any improvements in our under-
standing of $\rho_{\text{DM}}(r)$ in the inner galaxy will immediately
result in decreased uncertainties for DM analyses.

Finally we explore the impact of systematics in the
background modeling on the ultimate sensitivity to DM,
considering possible sources from variations to the spec-
tra to our background components.

As a proxy for various instrumental effects, and pos-
sibly even residual uncertainties in the background esti-
ation, we incorporated a Gaussian nuisance parameter $\beta_{ij}$ into the likelihood in Eq. (7). As discussed already,
we gave this parameter a flat (in space and energy) width
of 1%. The impact of this parameter on our DM reach
is shown in Fig. 6, and can lead to a loss in cross-section
sensitivity of between 1.2 to 1.4 across the masses we
consider.

2. Instrumental background

As a proxy for various instrumental effects, and poss-
ibly even residual uncertainties in the background esti-
ation, we incorporated a Gaussian nuisance parameter $\beta_{ij}$ into the likelihood in Eq. (7). As discussed already,
we gave this parameter a flat (in space and energy) width
of 1%. The impact of this parameter on our DM reach
is shown in Fig. 6, and can lead to a loss in cross-section
sensitivity of between 1.2 to 1.4 across the masses we
consider.

3. Background mismodeling

FIG. 7. Top panel: 95% C. L. sensitivity on $\langle \sigma v \rangle$ as a function of the DM mass $m_{\text{DM}}$ for the $W^+W^-$ channel and the NFW profile parametrization. The horizontal grey long-
dashed line is set to the value of the natural scale expected
for the thermal-relic WIMPs. The dashed and dotted lines
show the limits when the indeces of the power laws describ-
ing the spectra of cosmic rays are changed by ±0.2. Bottom
panel: percentage difference of the limits obtained for the two
uncertainty values shown in the top panel and the limits with
no uncertainty.

FIG. 8. Impact of the GDE contribution to the overall back-
ground on the 95% C. L. sensitivity on $\langle \sigma v \rangle$ as a function of
the DM mass. The DM distribution is assumed here to follow
the Einasto profile and the DM particles self-annihilate into
the $W^+W^-$ channel.

As a proxy for various instrumental effects, and pos-
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we gave this parameter a flat (in space and energy) width
of 1%. The impact of this parameter on our DM reach
is shown in Fig. 6, and can lead to a loss in cross-section
sensitivity of between 1.2 to 1.4 across the masses we
consider.
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FIG. 8. Impact of the GDE contribution to the overall back-
ground on the 95% C. L. sensitivity on $\langle \sigma v \rangle$ as a function of
the DM mass. The DM distribution is assumed here to follow
the Einasto profile and the DM particles self-annihilate into
the $W^+W^-$ channel.
this translates into an uncertainty on our limits of up to 17%. We similarly considered how our results varied with an energy cutoff to the PeVatron, a change in the spectrum index of the FBs or MSP spectra at the level of ±0.2, however in all these additional cases found no appreciable impact on our results. To further explore the impact of background mismodeling, we perform a series of tests where we inject a known DM signal into the data and explore our ability to reconstruct it in the absence of systematic uncertainties. The results of this analysis are shown in Fig. 9. There we have fixed the DM mass (either 1 or 10 TeV), the annihilation channel (again $W^+ W^-$), and vary the injected cross section between $4 \times 10^{-25}$ cm$^3$s$^{-1}$ and $9 \times 10^{-27}$ cm$^3$s$^{-1}$. For each value of the injected cross section, $\langle \sigma v \rangle_{\text{inj}}$, we then compute the reconstructed annihilation cross section, $\langle \sigma v \rangle_{\text{reco}}$, by maximizing the likelihood. Firstly, in orange we show our ability to reconstruct the signal in the absence of background mismodeling. We see that for 10 TeV, our analysis can recover only values of $\langle \sigma v \rangle_{\text{inj}} \geq 2 \times 10^{-25}$ cm$^3$s$^{-1}$; for lower $\langle \sigma v \rangle_{\text{inj}}$ only upper limits can be obtained. These results immediately highlight that the statistical uncertainty on the recovery of the cross-section across the values we show is considerable. We next consider how this is modified if we se-

4 Recall that we are using the Asimov procedure, so even for very small injected signals, our mean reconstructed cross section exactly matches the injected value.
FIG. 10. Power-constrained mean expected 95% limits on the line cross section for three canonical DM models: the Wino (left), Higgsino (middle), and Quintuplet (right). In the top panels we show the sensitivity in each case (assuming an Einasto profile), which can then be compared to various theoretical predictions for the rates. While these models can be considered for arbitrary masses, there is a unique $m_{\text{DM}}$ signaled out as the mass where the correct relic abundance is obtained from a thermal cosmology, and these are labeled by the thermal vertical bands. In the lower panels we show results for the cNFW halo, as well as a breakdown of the contribution to the limit from the line only in each case, and the other contributions such as the endpoint and continuum. The sharp features in the quintuplet expected limit are physical, and explored in Fig. 11 and in the text.

Table III summarizes the uncertainty budget for each case considered in this analysis. The uncertainty on the reconstructed values $\langle \sigma v \rangle_{\text{reco}}$ is largely dominated by the statistical uncertainty, indicating that the performance can still be improved with additional gamma-ray observations. Indeed, the impact of limited statistics is the second largest uncertainty we have seen after the impact of the $J$-factor. Relative to these, as already noted the residual background uncertainty has a slight impact on the achieved performance, whereas, the uncertainties on the MSP and FB astrophysical backgrounds can be considered as negligible.

In order to assess the impact of the GDE in the background contribution, we show, in Fig. 8, 95% C. L. sensitivity on $\langle \sigma v \rangle$ as a function of the DM mass $m_{\text{DM}}$ computed with and without the inclusion of the GDE in the overall background budget following Eq. (7). The presence of the GDE contribution leads to a sensitivity loss between 1.3 and 1.4 across the masses considered. This impact suggests that, with the current exposure, the GDE emission starts becoming an important background emission for H.E.S.S.-like DM searches in the GC region. Such an emission could be within the reach of detection by H.E.S.S.-like IACTs at TeV energies.
FIG. 11. The DM annihilation spectrum for the Wino (left), Higgsino (middle), and Quintuplet (right), with and without the continuum contribution added in, after convolution with the H.E.S.S. energy resolution. Spectra with and without continuum are shown as solid and dashed lines, respectively. (For the Wino and Quintuplet, the spectrum without the continuum includes the line and endpoint contributions, whereas the Higgsino includes only the line.) The Wino and Higgsino spectra evolve smoothly as a function of mass, whereas the Quintuplet does not. Locations where the Quintuplet spectrum evolves sharply give rise to the sharp variations in the limit as a function of mass seen in Fig. 10, and are discussed further in the text.

C. Sensitivity to Higgsino, Wino and Quintuplet dark-matter

Next we apply our procedure to consider the canonical electroweak DM candidates of the Wino, Higgsino, and Quintuplet, as reviewed in Sec. II B. The expected sensitivity to these scenarios is shown in the top panel of Fig. 10, where we have assumed the Einasto profile. We show the 95% C.L. mean expected upper limits together with the 1 and 2σ containment bands. In each case we also show the theoretical predictions for their cross sections. Note in all cases, the cross section we consider is the weighting of the two-body photon or line final state, which we label \( \langle \sigma v \rangle \) (the weighting of the endpoint and continuum are then determined with respect to this cross section). A careful definition of \( \langle \sigma v \rangle \) can be found in Ref. [84].

Under the assumptions we have adopted, at the thermal masses H.E.S.S. is sensitive to both the Wino and Quintuplet, but is more than a factor of a few away from the predicted Higgsino flux. Assuming the Wino constitutes all of the DM mass away from the thermal value, we can probe masses up to 4 TeV. The same logic applied to the Higgsino does allow a small mass window near the Sommerfeld peak at 6.5 TeV to be probed, and for the Quintuplet only certain mass ranges above 20 TeV are out of reach.

The lower panel of Fig. 10 shows the sensitivity of the mean expected limit to the halo profile, but also breaks down the contribution to the limit by the various contributions to the spectrum. As discussed in Sec. II B, the Higgsino spectrum consists of only the line originating from the two-photon final state, in addition to continuum emission. For the Wino and Quintuplet, we also have accounted for the endpoint contribution.

A striking feature of the sensitivity projections is the sharp features in the expected limits placed on the Quintuplet. For all three DM models, the theoretical cross-sections exhibit sharp features associated with Sommerfeld resonances, but only for the Quintuplet the features emerge in the limit. As the lower panel of Fig. 10 reveals, these features originate from sharp variations in the endpoint and continuum spectrum as a function of mass. This point is explored further in Fig. 11, where we show spectra for three models as a function of several nearby masses. For the Wino and Higgsino, we show masses that run across a Sommerfeld resonance, and in both cases the spectrum is seen to vary smoothly as a function of mass. For the Quintuplet, however, when we run across the first feature seen in the expected limit we see there can be large changes in the spectrum even for very small variations in the mass. The origin of this behavior is a competition between the various channels that the Sommerfeld process can allow the Quintuplet to annihilate through. For the Wino, the neutral initial state \( \chi^0_0 \) can transition into a charged state \( \chi^+ \chi^- \), which then readily annihilates to two photons. For the Quintuplet, not only can this occur, but also the initial state can transition into a doubly charged state \( \chi^{++} \chi^{--} \). Both of these final states have a spectrum of Sommerfeld resonances associated with them, and for the Quintuplet between 2 – 3 TeV the theory transitions between annihilation being dominated by the singly and doubly charged final states; one of these processes is turning off exponentially as we move away from its associated Sommerfeld peak just as the other is turning on exponentially as we

\[ \text{Ref. [84].} \]

\[ \text{Under the assumptions we have adopted, at the thermal masses H.E.S.S. is sensitive to both the Wino and Quintuplet, but is more than a factor of a few away from the predicted Higgsino flux. Assuming the Wino constitutes all of the DM mass away from the thermal value, we can probe masses up to 4 TeV. The same logic applied to the Higgsino does allow a small mass window near the Sommerfeld peak at 6.5 TeV to be probed, and for the Quintuplet only certain mass ranges above 20 TeV are out of reach.}\]

\[ \text{The lower panel of Fig. 10 shows the sensitivity of the mean expected limit to the halo profile, but also breaks down the contribution to the limit by the various contributions to the spectrum. As discussed in Sec. II B, the Higgsino spectrum consists of only the line originating from the two-photon final state, in addition to continuum emission. For the Wino and Quintuplet, we also have accounted for the endpoint contribution.}\]

\[ \text{A striking feature of the sensitivity projections is the sharp features in the expected limits placed on the Quintuplet. For all three DM models, the theoretical cross-sections exhibit sharp features associated with Sommerfeld resonances, but only for the Quintuplet the features emerge in the limit. As the lower panel of Fig. 10 reveals, these features originate from sharp variations in the endpoint and continuum spectrum as a function of mass. This point is explored further in Fig. 11, where we show spectra for three models as a function of several nearby masses. For the Wino and Higgsino, we show masses that run across a Sommerfeld resonance, and in both cases the spectrum is seen to vary smoothly as a function of mass. For the Quintuplet, however, when we run across the first feature seen in the expected limit we see there can be large changes in the spectrum even for very small variations in the mass. The origin of this behavior is a competition between the various channels that the Sommerfeld process can allow the Quintuplet to annihilate through. For the Wino, the neutral initial state \( \chi^0_0 \) can transition into a charged state \( \chi^+ \chi^- \), which then readily annihilates to two photons. For the Quintuplet, not only can this occur, but also the initial state can transition into a doubly charged state \( \chi^{++} \chi^{--} \). Both of these final states have a spectrum of Sommerfeld resonances associated with them, and for the Quintuplet between 2 – 3 TeV the theory transitions between annihilation being dominated by the singly and doubly charged final states; one of these processes is turning off exponentially as we move away from its associated Sommerfeld peak just as the other is turning on exponentially as we}\]

\[ \text{For larger SU(2) multiplets we expect that effects of this kind could be even more pronounced. As a specific example, the Septuplet, which transforms as a 7 of SU(2), could also transition into triply charged states. For a recent discussion of the Septuplet, see Ref. [5].}\]
V. CONCLUSIONS

In this work, we have looked towards the ultimate sensitivity of the current generation of IACT instruments to annihilating DM, with a view in particular to understanding what factors will eventually limit their reach. We have focused on a considerable range of possible DM annihilation, including a broad suite of two-body final states as well as canonical electroweak candidates, across the mass range 0.5 to 100 TeV. The problem has been approached with state-of-the-art computations of the DM spectra as well as models for the DM density distribution in the inner Galaxy as the most privileged region of the sky for detection of annihilating DM. Taken together, our estimates suggest that H.E.S.S.-like instruments should be able to reach, or come within an order-of-magnitude of, the thermal relic prediction for a range of two-body channels for $m_{\text{DM}} \sim 1$ TeV. An exception is the neutrino channels, however, we find that IACTs can provide competitive constraints on these channels to neutrino telescopes such as ANTARES. We have further demonstrated that a H.E.S.S.-like instrument can probe the thermal Wino and Quintuplet, and have identified a rapidly varying spectrum as a function of mass as a unique feature in searches for the latter. The thermal Higgsino, however, remains out of reach by a factor of at least a few. In drawing these conclusions, we note that we have conservatively assumed an eventual 500 hour dataset. We reiterate, however, that in the next two years H.E.S.S. is well positioned to reach a total of over 1,000 hours near the GC, which could push its reach even further, and suggests that CTA should be looking to collect even larger datasets.

Our analysis of the limiting uncertainties to the eventual DM reach has identified – perhaps unsurprisingly – that the dominant contribution is the uncertainty on $\rho_{\text{DM}}$ in the inner Galaxy. While tremendous developments in our understanding of the DM distribution in the Milky Way have occurred in the era of Gaia and ever more accurate simulations, DM searches with IACTs rely heavily on the distribution right near the dynamic center of the Galaxy, where the uncertainties are greatest. Future improvements in our understanding of $\rho_{\text{DM}}$ will immediately translate into reduced systematic uncertainties on the DM sensitivity. Further, should the profile turn out to be more peaked near the GC, then the DM reach could be even greater than what we have projected in this work, which may have dramatic implications for the Higgsino. Beyond the DM profile, our results demonstrate the next most important effect in terms of sensitivity is the statistical uncertainty, and this highlights the importance of continued data collection for current generation IACT instruments. We further explored the systematic uncertainty induced by various background sources. The impact of a possible contribution from the Fermi Bubbles or GCE are negligible. More important are uncertainties on the spectrum of hadronic cosmic rays and even a contribution from the GDE at these energies. The possibility that the GDE could impact DM searches also suggests it may yet be detectable with current generation IACTs, and we leave this as an important question to be resolved by future work.

In fact our work leaves several important questions to be resolved before the ultimate reach of current generation IACTs can be determined. For instance, in this work we have adopted an ON-OFF analysis, with the OFF region observations collected from extragalactic surveys far from the galactic plane. But this ultimately requires significantly more observation time, and it remains important to determine whether purely Monte Carlo simulation based approaches can replace OFF observations. Further, as instruments like H.E.S.S. continue to collect GC observations in the coming years, it will be important to study the optimal scan strategies to be employed, in a manner that balances both the reach for DM, but also the systematic robustness of the results.

In summary, even after many years of searches for TeV scale DM, the future remains bright. Not only will CTA soon begin collecting its potentially revolutionary dataset, but in the near term further improvements can be expected from the current generation of IACTs. The first hints of DM annihilation may well begin to emerge in the coming years.
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Appendix A: Comparison of the Asimov procedure to a Monte Carlo based approach

In the main body of this work, we obtained our sensitivity estimates through the use of the Asimov procedure [132]. As discussed in Sec. III D, it is also possible to compute limits using a Monte Carlo simulation based approach. On the left of Fig. 12, we show that the Asimov approach provides an accurate determination of the sensitivity, by comparing the results it obtains to those derived from the distribution obtained across 300 simulations. The mean expected limits and the 1σ containment band computed with the two approaches agree within 5% and 4%, respectively, in the probes
FIG. 12. (Left) Percentage differences between the Asimov and Monte Carlo simulation computations of the expected mean upper limits (solid line) and the 1σ containment band (dashed line) on \( \langle \sigma v \rangle \) as a function of the DM mass \( m_{DM} \). The limits are computed at 95% C. L. on \( \langle \sigma v \rangle \) for the \( W^+W^- \) channel derived for the H.E.S.S.-like mock dataset of GC observations and using the computation of the gamma-ray yield from HDMSpectra. (Right) Similar to Fig. 5, but here showing results for both the \( W^+W^- \) and \( \mu^+\mu^- \) two-body final states.

Appendix B: Uncertainties on the DM spectrum for different channels

On the right of Fig. 12 we show the difference in the sensitivity between the two computations for the gamma-ray yield – HDMSpectra [45] versus PPC4DMID [44] – for both the \( W^+W^- \) and \( \mu^+\mu^- \) annihilation channels (assuming an NFW density profile). The difference between the two computations reaches 6% and 11% for the \( W^+W^- \) and \( \mu^+\mu^- \) channels, respectively, and for a DM mass of 1 TeV, spanning from 25% up to 5% and from 29% up to 1% depending on the DM mass and for the \( W^+W^- \) and \( \mu^+\mu^- \) channels, respectively. This demonstrates that the \( W^+W^- \) channel considered in the main text was representative.
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