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Abstract: This paper discusses a digital twin-based approach for designing and redesigning flexible assembly systems. The digital twin allows modeling the parameters of the production system at different levels including assembly process, production station, and line level. The approach allows dynamically updating the digital twin in runtime, synthesizing data from multiple 2D–3D sensors in order to have up-to-date information about the actual production process. The model integrates both geometrical information and semantics. The model is used in combination with an artificial intelligence logic in order to derive alternative configurations of the production system. The overall approach is discussed with the help of a case study coming from the automotive industry. The case study introduces a production system integrating humans and autonomous mobile dual arm workers.
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1. Introduction

Traditional production systems are facing difficulties in accommodating the market demand for customized products [1]. This is attributed to the rigidity of their structure and control logic [2] as well as the isolation between design and production phases [3]. This has led to a manufacturing trend toward enabling hybrid and more flexible production systems [4].

New types of factories that facilitate the cooperation among multipurpose resources achieving the system’s reconfigurability have been emerging in the last decades [2]. The current work aims to enable the deployment of such reconfigurable production systems employing mobile dual arm workers that can navigate across the shopfloor to undertake different operations while acting as assistants to human operators. To facilitate the autonomous and dynamic behavior in those systems, it is critical to implement methods and tools to optimally design and plan the activities among the available humans and robots and re-allocate the work when changes are needed or unexpected events occur [5].

Today’s industrial practice lacks a systematic approach to automate the process of designing the end-to-end operation of a manufacturing system [6]. In most of the cases, a manual design is generated by the engineers based on their experience using isolated engineering tools. In case of disturbances during the execution, such as changes in the production mix or the resources’ availability, the system setup and the task sequence are manually re-designed, leading to the extended use of manual resources as well as stoppage of the production [7].

Digital manufacturing aspires to bridge this gap between the design and operation phases of a product [8]. The integration of smart Digital Twins (DT) combined with
Artificial Intelligence (AI) methods is a key step for the evolution of decision-making systems [9]. Over the last decades, DT based decision-making frameworks have been suggested advancing multiple aspects in Smart Manufacturing: (a) business data integration [10], surveillance and predictive maintenance [11], offline robot work cell design [12] and programming [13], and online robot behavior adaptation [14].

Over the last few years, several definitions for the term “Digital Twin” have been presented [15]. Different simulation-based techniques for the designing and the performance assessment of flexible manufacturing systems have been presented [16,17]. The connection of a DT with the sustainability validation of an intelligent manufacturing system has been highlighted, and a framework to achieve this has been proposed [18]. An ISO standard for designing and implementing DTs is available to help SMEs develop a DT for their use cases [19]. A detailed documentation on the deployment of a DT for discrete manufacturing systems has been provided [20].

Digital Twinning techniques involve the deployment of multiple sensors for virtual reconstructing the real-time status of the factory [3,21]. To capture and process the data coming from multiple sensing devices, various sensor fusion techniques have been developed [22]. Sensor fusion methods in the field of wearable robotics (prostheses and exoskeletons) have been investigated [23]. Additionally, the navigation ability of mobile and aerial robots has been developed based on data fusion techniques [24,25].

The use of DT for the design and control of Human–Robot Collaborative (HRC) operations has also been investigated [26]. However, the existing approaches are limited only in design and planning for HRC systems that incorporate stationary robots. Therefore, they do not consider the use of mobile robots and its effect in layout reconfigurability. Furthermore, there is a lack of end-to-end integrated systems to monitor the workplace and resources status and dynamically re-design the system in case of unexpected events.

This work introduces a DT-based system to close the loop between the design and operation phase enabling the dynamic behavior of HRC reconfigurable systems. The DT is integrated with an AI decision-making logic to design the layout and the task plans of the system. During runtime, the DT smart models are dynamically updated through unified interfaces with the physical assets synthesizing the real-time planning scene that is used when re-design is needed. The goal of the proposed approach is to overcome the existing limitations in terms of execution orchestration and online reconfiguration of hybrid production systems by implementing:

- **Simplified Robot Operating System (ROS) [27] based control integration and sensor data sharing through services.** This results in an easier distribution of acquired data and tasks to all relevant resources such as mobile robots and human operators via Human–Machine Interfaces, etc.,

- **Virtual representation of the shopfloor by combining multiple sensor data with resource-related information and CAD models.** The information is continuously updated through a network of services by all resources and sensors creating a synthesis of all perception data, compiling the Digital Twin.

- **Integration of two level of decision-making modules: (a) layout and task planning and (b) mobile robots’ path and motion planning.** These modules consume the virtual representation of the shopfloor toward generating optimal layout and task plans to online reconfigure the system in cases of unexpected events.

The overall concept for the suggested DT-based reconfiguration system is illustrated in Figure 1.
Figure 1. Proposed DT-based reconfiguration concept.

The paper structure comprises an overview of the suggested DT-based re-design process (Section 2) and its implementation for HRC reconfigurable workplaces (Section 3). The performance of the system is analyzed and validated in an automotive case study (Section 4). Finally, Section 5 is dedicated to drawing the conclusions and providing an outlook on future research areas.

2. Approach

The proposed method supports the continuous design in flexible manufacturing systems exploiting digital twin technology. Based on Stark et al.’s DT definition [28], a DT infrastructure, digitalizing multiple assets, is proposed to close the loop between the design tools and the physical world, as shown in Figure 2. Three steps are followed to set up the DT system.

Figure 2. The continuous re-design process.

The first step includes the configuration of the DT during the design phase. Currently, production designers use various simulation tools to design the production system. However, the uncertainty on the shop floor during execution such as human operators’ unpredicted behavior or unexpected variations in the demand profile or in the resources’ availability is not captured sufficiently through these tools. The suggested DT includes a unified representation of the Product–Process–Resource system aiming to link the production design and execution phases. The configuration process involves the
creation of smart digital models to represent multiple assets of the shopfloor, including the parts, processes, resources, and sensors. Having as a starting point the CAD models of the parts and of the production line, these models comprise (a) the semantic representation of each entity including its characteristic and capabilities as well as of the tasks that need to be executed, (b) the geometrical information that defines the spatial relation between the entities, and (c) uniform data structures able to synthesize multiple sensor data types. The target is to use these models for data sharing between multiple phases of the product lifecycle.

The second step involves the deployment of decision-making tools to derive alternative configurations of the production system using as input the DT models. These tools, wrapped as planning services, use AI to draw decisions on (a) how to optimally allocate the tasks among the available resources, (b) where to locate the resources for realizing optimal task plans, and (c) how to ensure collision-free resource trajectories, minimizing the stoppages of the task due to the existence of obstacles. The integration of planning services to the DT aims to bridge the gap between the physical world and its digital representation enabling production system’s reconfigurable behavior [4].

The third step involves the deployment of control services for interfacing the involved hardware components, namely the robots’ controller, the human–machine interfaces, the sensors, and the tools. The target is to simplify the control integration and sensor data sharing. This results in an easier distribution of derived plans to the relevant resources. During execution, the DT is dynamically updated, retrieving real-time sensor data, resources’ status, and location as well as human input.

2.1. HRC Workplaces Re-Design Workflow

The proposed method aims to enable the operation of systems that employ human operators and flexible mobile robot workers. The mobility of these resources creates two-fold added value for the system: (a) the layout of the system can be autonomously reconfigured by re-directing the mobile robots in different workstations, and (b) the robots act as assistants to human operators increasing flexibility on the process execution [5].

The design process of HRC workplaces operation commonly proposed in the literature follows the sequential workflow presented in Figure 3 [29]. The result of this process is a fixed HRC layout where the tasks and robot motions are pre-determined so to comply with the safety regulations [30]. Human uncertainty is handled by isolated safety systems, leading to stoppages of production when the safety is compromised by human behavior.

![Figure 3. Current practice on the design workflow of HRC applications.](image)

The proposed DT based re-design process aims to facilitate this dynamic system re-configuration by transforming the design workflow, as shown in Figure 4. The DT models include the information needed for optimizing the system’s layout by assigning human operators and mobile robots to perform tasks in the different workstations. During execution, a set of perception modules is deployed to monitor the execution, the environment, and human behavior through multiple sensors. These sensors capture 2D and 3D images. Consuming the relevant data structures of the DT, these data are synthesized to populate the real-time planning scene in the form of an occupancy map [31].
Figure 4. Proposed paradigm on the design workflow of HRC applications.

The decision-making logic implemented for the layout and task planning is visualized in Figure 5. An intelligent search method [1] is used to generate alternative configurations of the system consuming the 3D planning scene and the resources, tools, and task DT models. Each task model selected in the task layer is linked to the involved part model and its real-time location in the shopfloor. In the second layer, the availability of resources is assessed based on their real-time status, considering human operators (H), mobile robot workers (M.R.), and human–robot teams (H.MR.). In the third layer, based on resource capabilities including payload and available tooling, the suitability for the selected task is assessed. In the Tools layer, the fitting tooling is selected. In the last layer, the robots’ motion for each alternative is calculated consuming the 3D planning scene. Finally, the alternative with the minimum execution duration is selected and sent for execution to the physical system. In cases of disturbances in runtime, the planning services are triggered to re-design the workflow.

Figure 5. Decision-making logic for reconfigurable factories.
3. Implementation

The overall architecture of the Digital Twin including the components deployed for the construction of the DT is visualized in Figure 6. The integration and communication interfaces were established following the principles of ROS [31] to enable data exchange among the different modules as well as scalability of the system in terms of adding new robot resources. The system is deployed in a PC running Ubuntu 16.04 and ROS Kinetic. The involved modules are described below.

![Digital Twin system architecture.](image)

The Resource Manager module is responsible for storing and broadcasting the Resources’ digital models. These models involve attributes such as payload, minimum velocity, location, status, kinematics transform configuration (.urdf), path (.yaml), and motion (.srdf) configuration. The Workload Manager stores the task models in a JSON format following a hierarchical modeling approach [12]. The involved sensors’ configuration data such as ID, location, and Unified Robot Description Format (URDF) description are registered in the DT through the Sensor Manager. The captured data are published through dedicated topics. On top of these, the 2D and 3D data are combined and published in an additional topic so to facilitate their consumption by the planning services. The Layout Manager stores all CADs files related to static fixtures, parts, and products in .sdf format also defining the collisions, the inertia, and the mass parameters. The 3D environment constructor retrieves the locations of all parts, fixtures, sensors, and resources to construct an environment with a global world frame (using ROS Tf library [31]). It also provides an interface with ROS services and a topic to track and update the position of all parts inside the shopfloor based on the real-time updates coming from shopfloor sensors.

The integration of the DT with the planning and control services is visualized in Figure 7. The layout and task planning modules are developed in Java. Regarding the robot motions, state-of-the-art algorithms for mobile platform path planning and robot arm motion planning are integrated in the system (gmapping, amcl, and ompl [31]). The DT provides dedicated interfaces to these modules so for the latter to have access in the 3D planning scene and exchange data. The connection with the robot controller is established through ROS drivers, while the instructions for the tasks are sent to human operators in smart devices interfaces through ROSBridge.
During execution, the DT is used for publishing the planning scene constructed through the elements described above. The component diagram presented in Figure 8 details the connection and the established interaction among the different planning and control services with the DT.

In order to efficiently accommodate the interaction among these modules, a service-oriented approach has been implemented. Under this approach, the exchange of information among the different resources is performed using peer-to-peer services. In Figure 9, the provided sequence diagram details the communication among the different resources indicatively for the execution of a Navigation Task by a mobile robot.
4. Case Study

The section describes how the DT based re-design system has been deployed, tested, and validated in a real industrial case study. In particular, the system has been tested in an assembly line of an automotive company producing the front axle of a passenger vehicle. The current assembly line, deployed in the automotive factory, is configured in a fixed layout employing human operators, compression machines, and an automated screwing machine. The base part is loaded in an Automated Guided Vehicle (AGV) that moves along the assembly line. The process takes place in three working areas: (a) the pre-assembly working area, (b) the compression working area, and (c) the AGV working area. However, this set up raises two main challenges for the end user. (a) The first is hardware equipment limitations to accommodate the production of multiple product variants since the automated screwing machines can accommodate the screwing of only one axle model. When new models are added in production, a manual re-design and re-deployment of the system is needed. (b) The second is the strain caused in human operators, since they need to lift 480 compressed dampers of 6 kg weight in an 8 h shift. To overcome those limitations, the DT based re-design system is used to enable the production paradigm that employs mobile dual arm workers. The workers can (a) be re-located among workstations and by automatically changing tools perform operations for multiple parts and (b) undertake the heavy tasks, reducing operators’ strain.

The DT-based system is used to generate alternative configurations of the system. Depending on the alternative task plan, the resources are located in different workstations, forming the initial layout of the system. Figure 10 presents three indicative system configurations for the assembly of the axle that takes place in three working areas.
Figure 10. Indicative alternative configurations of the assembly system: a) alternative 1, b) alternative 2, c) alternative 3.

The generated alternatives are evaluated toward minimizing the processing time and optimizing the use of resources. To validate the alternatives against those metrics, the decision-making system is integrated with a GAZEBO 3D simulator [32]. This simulator provided the values on these metrics for each configuration alternative. After all alternatives were validated, the optimal configuration was selected by the system. The selected task plan that is dispatched for execution is listed in Table 1.

Table 1. Assembly tasks allocation to resources.

| Tasks                              | Working Area          | M.R. | Human |
|------------------------------------|-----------------------|------|-------|
| Pre-assembly of right damper       | Pre-assembly          | X    |       |
| Pick and place of pre-assembled damper | From pre-ass. to comp. |       | X     |
| Align damper in comp. machine      | Compression           | X    |       |
| Remove alignment rod               | Compression           | X    |       |
| Pick and place nut                 | Compression           | X    |       |
| Pick and place compressed damper   | From comp. to AGV.    | X    |       |
| Pick and insert cables/screws on the disk | Compression    | X    |       |
| Screwing damper on the disk        | Compression           | X    |       |

The selected configuration of the layout has been physically deployed in the Laboratory for Manufacturing Systems and Automation (LMS) Machine Shop as visualized in Figure 11. This set up has been used for the execution of the assembly task plan as generated by the decision-making module.
In this study, we consider two cases that raise the need for system re-design during execution. The first case concerns execution disturbances that call for resource behavior level re-design when the robots’ motions need to be adjusted in online changes that occur in the environment. Currently, as mentioned above, AGVs are used in the factory. When a human operator gets close of one of the AGVs, the latter stops, and it only resumes its operation when the human moves away. In such a fenceless environment, these stops occur quite often during a shift, creating eventual delays in the process. This creates the need for the mobile robots to be able detect human operators, and instead of stopping, re-plan its path so to avoid them.

The second case concerns execution disturbances that call for Station Level re-design by re-organizing the remaining tasks to the involved resources. This case is of interest considering that in actual production, resources’ breakdown occur during execution. When these occur, the production stops, and typically, the contribution of the maintenance department is needed to resume the execution. The target is to use the DT-based system to minimize the stoppages of production due to resources’ breakdown by dynamically re-designing the tasks when these occur.

The next sub-section presents a quantification of the effect of using the DT-based system in the initial design of the system and in the occurrence of the two type of disturbances.

4.1. Results

Regarding the design of the production system, Discrete Event Simulation (DES) has been used for calculating the performance of the DT-based generated design assembly paradigm against current practice. Two different DES models were deployed in WITNESS Discrete Event Simulation Software [33]. The first model represented the current assembly line structure, modeling the execution time for each workstation. The tasks involved in each workstation were executed by human operators and by a compression machine. The execution time for these tasks was modeled based on relevant data provided by the automotive end user. The second model simulated the new set up of the production system that employs mobile robots to support human operators. The structure of the second model was designed based on the outcome of the DT-based system. This model as well incorporated the execution time of the tasks performed by the mobile robots, the human operators, and the compression machine. The execution time for human operators and the compression machine was modeled using the same source of information as in the first model. For modeling the time required for the mobile robots to execute their assigned tasks, the execution of the tasks by the robots was simulated in GAZEBO 3D simulator recording their duration.

The simulation time for both models was one year. The production throughput and the utilization of resources were recorded for both models during this simulated year of
production. The results, shown in Table 2, indicate a considerable improvement in the production throughput and utilization of operators’ availability by facilitating the reconfigurable HRC system.

Table 2. Comparison of the two systems—designed system performance.

| KPI                                      | Current | DT Based Design | Increase |
|------------------------------------------|---------|-----------------|----------|
| Annual production throughput—No. of Parts| 315,353 | 394,997         | 25%      |
| Time percentage allocated to performing assembly (%) | 34      | 49              | 30%      |

Regarding the re-design of the system, below, we present the responsiveness of the system in two cases of execution disturbances against current industrial practice. Figure 12 visualizes the 3D planning scene reconstructed by the DT based on the physical world real-time status. This 3D planning scene is generated by the combination of data captured by two laser scanners placed on the mobile platform and one stereo camera placed on the robot’s torso. By combining this information, the human presence and state is identified and included in the planning scene.

Figure 12. Automotive pilot cell (a) real world, (b) 3D planning scene.

Case 1: The operator enters the common workspace, and his path intersects the mobile robot’s planned trajectory for 10 s. In current industrial practice, the mobile robot would stop, waiting for the human to move away and needing 1 s to resume its path. In the same case, the DT-based system will detect his NO INTERACTION intention and add human presence and state information in the planning scene. The mobile robot, instead of stopping, will re-plan its path in around 2 s, as shown in Figure 13. To quantify this effect, in an 8 h shift, we consider that the human will block the robot path 200 times. As shown in Table 3, the latter practice may reduce by 80% the overall delay caused by human presence.

Figure 13. Human NO INTERACTION intention detected.
Case 2: Robot arm fails to grasp the damper. In a realistic setup, the robot may fail to execute a task due to occlusions in the cameras’ field of view, lighting conditions, etc. Through experimentation, we consider that in an 8 h shift, the robot fails 50 times. In current practice, the production manager would manually re-start the robot and correct its position, needing up to 70 s. Through our system, the operator himself can easily resume the execution by manually guiding the arm in the grasping position, as shown in Figure 14, needing up to 21 s. Table 3 shows the time saved by using the DT model functions.

![Human PHYSICAL INTERACTION intention detected.](image)

**Figure 14.** Human PHYSICAL INTERACTION intention detected.

| Time to Re-Design the Execution/Shift | Current (min) | DT Based (min) | Decrease |
|--------------------------------------|--------------|----------------|----------|
| Case 1—Robot behavior re-design      | 36           | 7              | 80%      |
| Case 2—Station level re-design       | 58           | 17.5           | 69%      |

5. Conclusions

This work discusses the use of DTs for designing and redesigning flexible production systems. These systems employ mobile dual arm robots that move across the factory undertaking multiple tasks, assisting humans. Exploiting this hardware ability, the DT based re-design system generates optimal configurations in terms of layout and task plans. The solution allows for online reconfiguration of the system by (a) dynamically re-assigning the tasks when unexpected events occur, (b) real-time adjusting robots’ behavior so to ensure collision-free trajectories generation in unstructured environments. These are achieved reasoning on top of the sensor-based real-time scene reconstruction that is provided by the Digital Twin by synthesizing multiple sensor data.

The discussed DT-based system has been deployed, tested, and validated in a case study from the automotive sector. In particular, mobile robot workers are introduced to assist human operators in the assembly of a vehicle’s front axle, which is performed fully manually in current practice. Discrete Event Simulation has been used to validate the performance of the suggested hybrid production system against current practice. The results show that by introducing mobile robot resources in the system, the production throughput as well as the resources’ utilization can be increased. To validate the effect of the DT-based system that enables this hybrid production paradigm, its effect in two cases of needed reconfiguration has been analyzed and quantified. This quantification proves that the suggested system enables the faster adaptability of the system when unexpected events occur against current practice, minimizing the stoppages of production.

Future work will aim to a higher Technology Readiness Level (TRL) of the application so that it may be deployed in an industrial environment. Furthermore, the target is to enhance the digital models and decision-making tools so to incorporate the integration of dynamic risk assessment tools ensuring compliance to safety regulations. In addition, the DT-based system may be extended so to include the modeling and planning of the intra...
factory logistics operations required for supporting the assembly as well as for respecting the desired by the end user flowtime for the products.
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