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Abstract

In the modular symmetry approach to neutrino models, the flavour symmetry emerges as a finite subgroup $\Gamma_N$ of the modular symmetry, broken by the vacuum expectation value (VEV) of a modulus field $\tau$. If the VEV of the modulus $\tau$ takes some special value, a residual subgroup of $\Gamma_N$ would be preserved. We derive the fixed points $\tau_S = i$, $\tau_{ST} = (-1 + i\sqrt{3})/2$, $\tau_{TS} = (1 + i\sqrt{3})/2$, $\tau_T = i\infty$ in the fundamental domain which are invariant under the modular transformations indicated. We then generalise these fixed points to $\tau_f = \gamma\tau_S$, $\gamma\tau_ST$, $\gamma\tau_TS$ and $\gamma\tau_T$ in the upper half complex plane, and show that it is sufficient to consider $\gamma \in \Gamma_N$. Focussing on level $N = 4$, corresponding to the flavour group $S_4$, we consider all the resulting triplet modular forms at these fixed points up to weight 6. We then apply the results to lepton mixing, with different residual subgroups in the charged lepton sector and each of the right-handed neutrinos sectors. In the minimal case of two right-handed neutrinos, we find three phenomenologically viable cases in which the light neutrino mass matrix only depends on three free parameters, and the lepton mixing takes the trimaximal TM1 pattern for two examples. One of these cases corresponds to a new Littlest Modular Seesaw based on CSD($n$) with $n = 1 + \sqrt{6} \approx 3.45$, intermediate between CSD(3) and CSD(4). Finally, we generalize the results to examples with three right-handed neutrinos, also considering the level $N = 3$ case, corresponding to $A_4$ flavour symmetry.
1 Introduction

It is well-known that there are huge mass hierarchies among the quarks and leptons, and the quark mixing angles are small while the lepton sector has two large mixing angles $\theta_{12}$, $\theta_{23}$ and one small mixing angles $\theta_{13}$ which is of the same order of magnitude as the quark Cabibbo mixing angle [1]. The origin of the flavour structure of the quarks and leptons such as the mass hierarchies, mixing angles and CP violation phases is a big mystery of particle physics. Considerable effort has been devoted to understanding fermion masses and flavour mixing from flavour symmetry for decades. In particular, it is found that the observed lepton mixing angles can be naturally explained by the non-abelian discrete flavour symmetry, see Refs. [2–7] for review. Moreover, the leptonic CP violation phases can be predicted and the precisely measured quark CKM mixing matrix can be accommodated if the discrete flavour symmetry is combined with generalized CP symmetry [8–11].

In the usual paradigm of discrete flavour symmetry, the standard model gauge symmetry is extended by certain finite flavour symmetry at high energy scale which is subsequently broken down to different subgroups in the neutrino and charged lepton sectors at low energy. In general some flavon fields which are standard model singlets are required to realize the flavour symmetry breaking. The flavon fields usually obtain vacuum expectation values (VEVs) along specific directions in order to reproduce phenomenologically viable lepton mixing angles. As a consequence, the scalar potential of discrete flavour symmetry models is rather elaborate, and certain auxiliary abelian symmetries are usually needed to forbid dangerous operators.

Recently, modular symmetry has been suggested as the origin of flavour symmetry [12]. In this new framework, flavon fields might not be needed and the flavour symmetry can be uniquely broken by the VEV of the modulus $\tau$. Moreover, all higher-dimensional operators in the superpotential are completely determined by modular invariance if supersymmetry is exact. In modular invariant models, the Yukawa couplings transform nontrivially under the modular symmetry and they are modular forms which are holomorphic functions of $\tau$ [12]. Models with modular flavour symmetry can be highly predictive, the neutrino masses and mixing parameters can be predicted in terms of few input parameters, although the predictive power of this framework may be reduced by the Kähler potential which is less constrained by modular symmetry [13].

The finite modular groups $\Gamma_2 \cong S_3$ [14–17], $\Gamma_3 \cong A_4$ [12,14,15,18–23], $\Gamma_4 \cong S_4$ [25–27] and $\Gamma_5 \cong A_5$ [30,31] have been studied and some simple modular models have been constructed. It is remarkable that even the $A_4$ modular models can reproduce the measured neutrino masses and mixing angles [12,19,23]. The modular invariance approach has been extended to include odd weight modular forms which can be decomposed into irreducible representations of the the homogeneous finite modular group $\Gamma'_N$ [32], and the modular symmetry $\Gamma'_3 \cong T'$ has been discussed. It has been shown that the modular symmetry can be consistently combined with generalized CP symmetry, and the modulus $\tau$ transforms as $\tau \rightarrow -\tau^*$ under the CP transformation [33–37]. Motivated by factorized tori compactification in superstring theory, the formalism of the single modulus has been generalized to the case of a direct product of multiple moduli [38, 39]. From the view of top-down, the modular symmetry naturally appears in string constructions [34,40–42].

It has been realised that, if the VEV of the modulus $\tau$ takes some special value, a residual subgroup of the finite modular symmetry group $\Gamma_N$ would be preserved. The phenomenological implications of the residual modular symmetry have been discussed in the context of modular $A_4$ [21], $S_4$ [26] and $A_5$ [30] symmetries. If the modular symmetry is broken down to a residual $Z_3$ (or $Z_5$) subgroup in charged lepton sector and to a $Z_2$ subgroup in the neutrino sector, the trimaximal TM1 and TM2 mixing patterns can be obtained [21,26].
In this paper, we derive the fixed points \( \tau_S = i, \tau_{ST} = (-1 + i\sqrt{3})/2, \tau_{TS} = (1 + i\sqrt{3})/2, \tau_T = i\infty \) in the fundamental domain which are invariant under the modular transformations indicated. We then generalise these fixed points to \( \tau_f = \gamma\tau_S, \gamma\tau_{ST}, \gamma\tau_{TS} \) and \( \gamma\tau_T \) in the upper half complex plane, and show that it is sufficient to consider \( \gamma \in \Gamma_N \). Focussing on level \( N = 4 \), corresponding to the flavour group \( S_4 \), we consider all the resulting triplet modular forms at these fixed points up to weight 6. We then apply the results to obtain new predictive examples of lepton mixing, with different residual subgroups in the charged lepton sector and each of the right-handed neutrinos sectors. In the minimal case of two right-handed neutrinos, we find three phenomenologically viable cases in which the light neutrino mass matrix only depends on three free parameters, and the lepton mixing takes the trimaximal TM\(_1\) pattern for two examples. Finally, we generalize the results to examples with three right-handed neutrinos, also considering the level \( N = 3 \) case, corresponding to \( A_4 \) flavour symmetry, listing the values of modular forms at the fixed points in this case also.

It is interesting to compare the modular symmetry approach here to the tri-direct CP approach in usual discrete flavour symmetry based on the residual symmetry \([43,44]\), which can also give rise to very predictive models such as the Littlest seesaw model based on CSD(\(n\)) with \( n = 3, 4 \) or a variant \([45–48]\). In the present work, we shall also follow the tri-direct approach but in the context of modular invariant models and without CP. In the minimal scenario, with two right-handed neutrinos, the two columns of the Dirac neutrino mass matrix are modular forms which are aligned along certain directions at some special values of \( \tau \). One of the minimal \( S_4 \) cases corresponds to a new Littlest Modular Seesaw based on CSD(\(n\)) with \( n = 1 + \sqrt{6} \approx 3.45 \), intermediate between CSD(3) and CSD(4).

The paper is organized as follows. In section 2, we give a brief review on the modular symmetry and the modular forms of level 4 are constructed from the products of the Dedekind \( \eta \) function. In section 3, we analyze the nontrivial fixed points \( \tau_f \) of the complex modulus which preserves a residual modular subgroup. We find there are infinity fixed modulus with the form \( \tau_f = \gamma\tau_S, \gamma\tau_{ST}, \gamma\tau_{TS} \) and \( \gamma\tau_T \), where \( \gamma \) is an arbitrary modular transformation and \( \tau_S = i, \tau_{ST} = -\frac{1}{2} + i\frac{\sqrt{3}}{2}, \tau_{TS} = \frac{1}{2} + i\frac{\sqrt{3}}{2}, \tau_T = i\infty \). However, the independent alignments of modular forms at the fixed points are finite. In section 4, we present the framework of tri-direct modular model, the minimal scenario is based on the two right-handed neutrinos model, and we generalize this approach to the three right-handed neutrinos case. In order to show concrete examples, we analyze the tri-direct modular models for the \( S_4 \) group. Furthermore, in section 5 we present the cases which can also be obtained, if the modular symmetry is \( A_4 \) instead of \( S_4 \). We conclude in section 6. Finally the group theory of \( S_4 \) as well as the Clebsch-Gordan coefficients in our basis are collected in Appendix A.

## 2 Modular symmetry and modular form multiplets of level \( N = 4 \)

The modular group \( \Gamma \) is the group of linear fraction transformations which acts on the complex modulus \( \tau \) in the upper half complex plane as follow,

\[
\tau \to \gamma \tau = \frac{a\tau + b}{c\tau + d}, \quad \text{with} \quad a, b, c, d \in \mathbb{Z}, \quad ad - bc = 1, \quad \Im \tau > 0.
\]

We note that the map

\[
\frac{a\tau + b}{c\tau + d} \mapsto \left( \begin{array}{cc} a & b \\ c & d \end{array} \right)
\]

is an isomorphism from the modular group to the projective matrix group \( PSL(2, \mathbb{Z}) \cong SL(2, \mathbb{Z})/\{\pm I\} \), where \( SL(2, \mathbb{Z}) \) is the group of two-by-two matrices with integer entries and
determinant equal to one. It is obvious that
\[
\frac{a\tau + b}{c\tau + d} \text{ is the same as } \frac{-a\tau - b}{-c\tau - d},
\]
therefore we identify
\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} \text{ is the same as } \begin{pmatrix} -a & -b \\ -c & -d \end{pmatrix}
\]
in matrix notation. The modular group \( \Gamma \) can be generated by two generators \( S \) and \( T \)
\[
S : \tau \mapsto -\frac{1}{\tau}, \quad T : \tau \mapsto \tau + 1,
\]
which are represented by the following two matrices of \( \text{PSL}(2, \mathbb{Z}) \),
\[
S = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad T = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}.
\]
We can check that the generators \( S \) and \( T \) obey the relations,
\[
S^2 = (ST)^3 = (TS)^3 = 1.
\]
The principal congruence subgroup of level \( N \) is the subgroup
\[
\Gamma(N) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}(2, \mathbb{Z}), \ b = c = 0 \text{ (mod } N), \ a = d = 1 \text{ (mod } N) \right\},
\]
which is an infinite normal subgroup of \( \text{SL}(2, \mathbb{Z}) \). It is easy to see that \( T^N \) is an element of \( \Gamma(N) \). The projective principal congruence subgroup is defined as \( \overline{\Gamma}(N) = \Gamma(N)/\{\pm I\} \) for \( N = 1, 2 \). For the values of \( N \geq 3 \), we have \( \overline{\Gamma}(N) = \Gamma(N) \) because \( \Gamma(N) \) doesn’t contain the element \(-I\). The quotient group \( \Gamma_N \equiv \overline{\Gamma}(N) \) is the finite modular group, and it can be obtained by further imposing the condition \( T^N = 1 \) besides those in Eq. (7).

A crucial element of the modular invariance approach is the modular form \( f(\tau) \) of weight \( k \) and level \( N \). The modular form \( f(\tau) \) is a holomorphic function of the complex modulus \( \tau \) and it is required to transform under the action of \( \overline{\Gamma}(N) \) as follows,
\[
f \left( \frac{a\tau + b}{c\tau + d} \right) = (c\tau + d)^k f(\tau) \quad \text{for } \forall \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \overline{\Gamma}(N).
\]
The modular forms of weight \( k \) and level \( N \) span a linear space of finite dimension. It is always possible to choose a basis in this linear space such that the modular forms can be arranged into some modular multiplets \( f_\tau \equiv (f_1(\tau), f_2(\tau), ...)^T \) which transform as irreducible representation \( r \) of the finite modular group \( \Gamma_N \) for even \( k \) [12, 32], i.e.
\[
f_\tau(\gamma \tau) = (c\tau + d)^k \rho_\tau(\gamma) f_\tau(\tau) \quad \text{for } \forall \gamma \in \Gamma,
\]
where \( \gamma \) is the representative element of the coset \( \gamma \Gamma(N) \) in \( \Gamma_N \), and \( \rho_\tau(\gamma) \) is the representation matrix of the element \( \gamma \) in the irreducible representation \( r \).
2.1 Modular forms of level 4

The modular forms of level 4 has been constructed in [25, 26] in terms of \( \eta'(\tau)/\eta(\tau) \), where \( \eta(\tau) \) and \( \eta'(\tau) \) are the Dedekind eta function and its derivative. In this section, we shall construct the modular forms of level 4 from the products of \( \eta(\tau) \). The modular forms of weight \( k \) and level 4 form a linear space \( \mathcal{M}_k(\Gamma(4)) \) as follow [49],

\[
\mathcal{M}_k(\Gamma(4)) = \bigoplus_{a+b=2k, a,b\geq 0} \mathbb{C} \frac{\eta^{2b-2a}(4\tau)\eta^{5a-b}(2\tau)}{\eta^{2a}(\tau)},
\]

(11)

where \( a, b \) and \( k \) are positive integers, and the Dedekind eta function \( \eta(\tau) \) is defined as [50–52],

\[
\eta(\tau) \equiv q^{1/24} \prod_{n=1}^{\infty} (1-q^n), \quad \text{with} \quad q = e^{2\pi i \tau},
\]

(12)

which satisfies the following well-known identities

\[
\eta(\tau + 1) = e^{i\pi/12} \eta(\tau), \quad \eta(-1/\tau) = \sqrt{-i\tau} \eta(\tau).
\]

(13)

We can read from Eq. (11) that the linear space \( \mathcal{M}_k(\Gamma(4)) \) has dimension \( 2k + 1 \). As shown in [12, 32], the even weight modular forms of level 4 can be decomposed into irreducible representations of the inhomogeneous finite modular groups \( \Gamma_4 \cong S_4 \), while odd weight modular forms can be arranged into irreducible representations of the homogeneous finite modular groups \( \Gamma'_4 \) which is the double covering group of \( S_4 \). In the present work, we shall focus on the modular forms of even weights. For the weight 2 modular forms with \( k = 2 \), Eq. (11) implies that without loss of generality the basis vectors of \( \mathcal{M}_2(\Gamma(4)) \) could be chosen to be

\[
\frac{\eta^{2b-2a}(4\tau)\eta^{5a-b}(2\tau)}{\eta^{2a}(\tau)},
\]

(14)

with \( (a, b) = (0, 4), (1, 3), (2, 2), (3, 1) \) and \( (4, 0) \). To be more specific, the basis vectors of \( \mathcal{M}_2(\Gamma(4)) \) are

\[
e_1(\tau) = \frac{\eta^8(4\tau)}{\eta^4(2\tau)}, \quad e_2(\tau) = \frac{\eta^4(4\tau)\eta^2(2\tau)}{\eta^2(\tau)}, \quad e_3(\tau) = \frac{\eta^8(2\tau)}{\eta^4(\tau)},
\]

\[
e_4(\tau) = \frac{\eta^{14}(2\tau)}{\eta^4(4\tau)\eta^6(\tau)}, \quad e_5(\tau) = \frac{\eta^{30}(2\tau)}{\eta^8(4\tau)\eta^8(\tau)}.
\]

(15)

The \( q \)-expansions of the above basis vectors \( e_i \) are given by

\[
e_1(\tau) = q + 4q^3 + 6q^5 + 8q^7 + 13q^9 + \ldots,
\]

\[
e_2(\tau) = q^{3/4}(1 + 2q + 3q^2 + 6q^3 + 5q^4 + 6q^5 + 10q^6 + 8q^7 + 12q^8 + 14q^9 + \ldots),
\]

\[
e_3(\tau) = q^{1/2}(1 + 4q + 6q^2 + 8q^3 + 13q^4 + 12q^5 + 14q^6 + 24q^7 + 18q^8 + 20q^9 + \ldots),
\]

\[
e_4(\tau) = q^{1/4}(1 + 6q + 13q^2 + 14q^3 + 18q^4 + 32q^5 + 31q^6 + 30q^7 + 48q^8 + 38q^9 + \ldots),
\]

\[
e_5(\tau) = 1 + 8q + 24q^2 + 32q^3 + 24q^4 + 48q^5 + 96q^6 + 64q^7 + 24q^8 + 104q^9 + \ldots.
\]

(16)

Note that any modular form of weight 2 and level 4 can be written as a linear combination of \( e_{1,2,3,4,5} \). Under the action of the generator \( T \), it is easy to check that the basis vectors \( e_i \) transform as

\[
e_1(\tau) \mapsto e_1(\tau), \quad e_2(\tau) \mapsto -ie_2, \quad e_3(\tau) \mapsto -e_3, \quad e_4(\tau) \mapsto ie_4, \quad e_5(\tau) \mapsto e_5.
\]

(17)
Under another generator $S$, we have

$$
\begin{align*}
e_1(\tau) & \mapsto S \frac{\tau^2}{64} (16e_1 - 32e_2 + 24e_3 - 8e_4 + e_5), \\
e_2(\tau) & \mapsto S \frac{\tau^2}{32} (-16e_1 + 16e_2 - 4e_4 + e_5), \\
e_3(\tau) & \mapsto S \frac{\tau^2}{16} (16e_1 - 8e_4 + e_5), \\
e_4(\tau) & \mapsto S \frac{\tau^2}{8} (-16e_1 - 16e_2 + 4e_4 + e_5), \\
e_5(\tau) & \mapsto S \frac{\tau^2}{4} (16e_1 + 32e_2 + 24e_3 + 8e_4 + e_5).
\end{align*}
$$

We see that the basis vectors $e_{1,2,3,4,5}$ are closed under $S$ and $T$ up to multiplicative factors, and they are mapped into themselves by the elements $S^2$, $(ST)^3$, $(TS)^3$ and $T^4$. The above five modular forms can be organized into a doublet $2$ and a triplet $3$ of the finite modular group $S_4^1$,

$$
Y^{(2)}_2(\tau) = \begin{pmatrix} Y_1(\tau) \\ Y_2(\tau) \end{pmatrix}, \quad Y^{(2)}_3(\tau) = \begin{pmatrix} Y_3(\tau) \\ Y_4(\tau) \\ Y_5(\tau) \end{pmatrix},
$$

where

$$
\begin{align*}
Y_1(\tau) &= 16\omega^2e_1(\tau) - 8(2 + \omega^2)e_3(\tau) + \omega^2e_5(\tau), \\
Y_2(\tau) &= 16e_1(\tau) + 8i\sqrt{3}e_3(\tau) + e_5(\tau), \\
Y_3(\tau) &= -\omega^2[16e_1(\tau) + 16(1-i)e_2(\tau) + 4(1+i)e_4(\tau) - e_5(\tau)], \\
Y_4(\tau) &= -\omega \left[16e_1(\tau) + 8(1 - \sqrt{3})(-1 + i)e_2(\tau) - 2(1 + \sqrt{3})(1 + i)e_4(\tau) - e_5(\tau)\right], \\
Y_5(\tau) &= -16e_1(\tau) + 8(1 + \sqrt{3})(1 - i)e_2(\tau) + 2(1 - \sqrt{3})(1 + i)e_4(\tau) + e_5(\tau),
\end{align*}
$$

with $\omega = e^{2\pi i/3}$. From Eq. (16), we can read out the $q$-expansion of $Y^{(2)}_2$ and $Y^{(2)}_3$ as follows,

$$
\begin{align*}
Y_1(\tau) &= \omega^2 \left(1 + 24q_1 - 72q_1^2 - 288q_3^3 + 216q_4^4 + 1296q_5^5 - 2592q_6^6 - 5184q_7^7 + \ldots\right), \\
Y_2(\tau) &= 1 - 24q_1 - 72q_1^2 + 288q_3^3 + 216q_4^4 - 1296q_5^5 - 2592q_6^6 + 5184q_7^7 + \ldots, \\
Y_3(\tau) &= \omega^2 \left(1 - 8aq_2 + 64aq_3^3 + 32q_4^4 + 192q_5^5 - 512q_6^6 + 384q_7^7 - 1664q_8^8 + \ldots\right), \\
Y_4(\tau) &= \omega(1 - 8aq_2 + 64aq_3^3 + 32q_4^4 + 192aq_5^5 - 512aq_6^6 + 384aq_7^7 - 1664aq_8^8 + \ldots), \\
Y_5(\tau) &= 1 - 8aq_2 + 64aq_3^3 + 32q_4^4 + 192aq_5^5 - 512aq_6^6 + 384aq_7^7 - 1664aq_8^8 + \ldots,
\end{align*}
$$

where the constants $a = (-1 - \sqrt{3})/2$, $b = (-1 + \sqrt{3})/2$, $q_1 = i\sqrt{q/3}$ and $q_2 = \frac{1}{2}(1 + i)q^{1/4}$. Form the above expressions of $q$-expansion, we see that the modular forms $Y_i(i = 1, \ldots, 5)$ satisfy the following constraints:

$$
\begin{align*}
3Y_1^2 - \omega(Y_2^2 + 2Y_3Y_4) &= 0, \\
3Y_2^2 - \omega(Y_4^2 + 2Y_3Y_5) &= 0, \\
3Y_3Y_2 - \omega(Y_3^2 + 2Y_4Y_5) &= 0, \\
3Y_1Y_2 - \omega(Y_3^2 + 2Y_4Y_5) &= 0,
\end{align*}
$$

The weight 4 modular forms can be generated from the tensor products of $Y^{(2)}_2$ and $Y^{(2)}_3$. There are 9 linearly independent weight 4 modular forms which can be arranged into $S_4$ irreducible representations $1$, $1'$, $2$, $3$, $3'$ as follow:

$$
Y^{(4)}_{1,i} = \left( Y_2^{(2)}Y_2^{(2)} \right)_i = 2Y_1Y_2,
$$

\(^{1}\text{In our working basis, the triplet representations 3 and 3' correspond to 3' and 3 of [25, 26] respectively.}\)
\[ Y_{2,1}^{(4)} = \left( Y_2^{(2)} Y_2^{(2)} \right)_2 = \left( Y_2^2, Y_1^{(2)} \right)^T, \]
\[ Y_{3,1}^{(4)} = \left( Y_3^{(2)} Y_3^{(2)} \right)_3 = \left( Y_1 Y_4 + Y_2 Y_5, Y_2 Y_3 + Y_1 Y_5, Y_1 Y_3 + Y_2 Y_4 \right)^T, \]
\[ Y_{3',1}^{(4)} = \left( Y_3^{(2)} Y_3^{(2)} \right)_{3'} = \left( Y_1 Y_4 - Y_2 Y_5, -Y_2 Y_3 + Y_1 Y_5, Y_1 Y_3 - Y_2 Y_4 \right)^T. \]  

(23)

Notice that the other possible modular multiplets are either vanishing or parallel to the above modular multiplets:

\[ Y_{1',1}^{(4)} = \left( Y_2^{(2)} Y_2^{(2)} \right)_{1'} = 0, \quad Y_{3,II}^{(4)} = \left( Y_3^{(2)} Y_3^{(2)} \right)_3 = \left( 0, 0, 0 \right)^T, \]
\[ Y_{1,II}^{(4)} = \left( Y_3^{(2)} Y_3^{(2)} \right)_1 = \frac{3}{2 \omega} Y_{1,II}^{(4)}, \quad Y_{2,II}^{(4)} = \left( Y_3^{(2)} Y_3^{(2)} \right)_2 = \frac{3}{\omega^2} Y_{2,II}^{(4)}, \]
\[ Y_{3',II}^{(4)} = \left( Y_3^{(2)} Y_3^{(2)} \right)_{3'} = -2 \sqrt{3} \omega Y_{3',II}^{(4)}. \]  

(24)

The linear space of modular forms of level 4 and weight 6 has dimension \( 2k+1 = 2 \times 6 + 1 = 13 \), under the finite modular group \( S_4 \) it can be decomposed into

\[ Y_{1}^{(6)} = \left( Y_2^{(2)} Y_2^{(4)} \right)_1 = Y_1^3 + Y_2^3, \]
\[ Y_{1'}^{(6)} = \left( Y_2^{(2)} Y_2^{(4)} \right)_{1'} = Y_1^3 - Y_2^3, \]
\[ Y_{2}^{(6)} = \left( Y_2^{(2)} Y_2^{(4)} \right)_{1'} = \left( 2Y_1^2 Y_2, 2Y_1 Y_2^2 \right)^T, \]
\[ Y_{3,II}^{(6)} = \left( Y_3^{(2)} Y_3^{(4)} \right)_3 = \left( Y_1 Y_2 Y_3, Y_2 Y_3 Y_4, 2Y_1 Y_2 Y_5 \right)^T, \]
\[ Y_{3,II}^{(6)} = \left( Y_3^{(2)} Y_3^{(4)} \right)_3 = \left( Y_1 Y_2 Y_3 + Y_2 Y_3 Y_4 \right)^T \]
\[ Y_{3',II}^{(6)} = \left( Y_3^{(2)} Y_3^{(4)} \right)_{3'} = \left( 2Y_1 Y_2 Y_3, Y_2 Y_3 Y_4, 2Y_1 Y_2 Y_5 - Y_2 Y_3 \right)^T. \]  

(25)

Higher weight modular forms can be constructed in the same fashion, see Refs. [25, 26] for modular forms of weight 8 and weight 10. Note that in our working basis the representation matrices are different from those of [25, 26], and they are related to the choices of [25, 26] by unitary transformations.

### 3 Fixed points and residual modular symmetry

In this section, we shall first discuss the fixed point in the fundamental domain, subsequently we study all the possible fixed points in the upper half complex plane. Finally we investigate the constraints on the neutrino and charged lepton mass matrices imposed by the residual modular symmetries at fixed points.

#### 3.1 Fixed point in the fundamental domain

If a modulus parameter \( \tau_0 \) is invariant under the action of a nontrivial \( SL(2, \mathbb{Z}) \) transformation \( \gamma_0 \neq \pm I \), we call \( \tau_0 \) is the fixed point of \( \gamma_0 \) and \( \gamma_0 \) is the stabilizer of \( \tau_0 \), i.e.

\[ \gamma_0 \tau_0 = \tau_0. \]  

(26)
The fundamental domain of the modular group is denoted as $\mathcal{F} : |\Re \tau| \leq \frac{1}{2}, \Im \tau > 0, |\tau| \geq 1$. Firstly we consider the case that the fixed point $\tau_0$ is in the fundamental region $\tau_0 \in \mathcal{F}$. The modular transformation $\gamma_0$ can be generally parameterized as

$$\gamma_0 = \begin{pmatrix} a_0 & b_0 \\ c_0 & d_0 \end{pmatrix}, \quad \text{with} \quad a_0, b_0, c_0, d_0 \in \mathbb{Z} \quad \text{and} \quad a_0d_0 - b_0c_0 = 1. \quad (27)$$

Thus the fixed point condition of Eq. (26) gives

$$\frac{a_0\tau_0 + b_0}{c_0\tau_0 + d_0} = \tau_0. \quad (28)$$

Multiplying $c_0\tau_0 + d_0$ on both sides of Eq. (28), we can obtain

$$c_0\tau_0^2 + (d_0 - a_0)\tau_0 - b_0 = 0. \quad (29)$$

If $c_0 = 0$, then we have $\tau_0 = \frac{b_0}{d_0 - a_0}$ which is outside the fundamental domain $\mathcal{F}$. Consequently $c_0$ should be non-vanishing with $c_0 \neq 0$. Thus the roots of equation in Eq. (29) are given by

$$\tau_0 = \frac{a_0 - d_0 \pm \sqrt{(a_0 + d_0)^2 - 4}}{2c_0}. \quad (30)$$

Since the modular parameter $\tau_0$ is in the fundamental domain and its imaginary part is positive $\Im \tau_0 > 0$, the constraint $|a_0 + d_0| < 2$ should be satisfied. Therefore we have $a_0 + d_0 = 0, \pm 1$, as the parameters $a_0, b_0, c_0$ and $d_0$ are all integers.

- $a_0 + d_0 = 0$

In this case, we have $a_0 = -d_0$. The fixed modulus $\tau_0$ in Eq. (30) is of the following form,

$$\tau_0 = \frac{a_0}{c_0} \pm \frac{i}{c_0}. \quad (31)$$

Since $\tau_0$ is in fundamental region with $|\Re \tau_0| \leq \frac{1}{2}$ and $|\tau_0| \geq 1$, thus we have the following constraint,

$$\left| \frac{a_0}{c_0} \right| \leq \frac{1}{2}, \quad \left| \frac{1}{c_0} \right| \geq \frac{\sqrt{3}}{2}, \quad (32)$$

which implies

$$a_0 = d_0 = 0, \quad c_0 = \pm 1. \quad (33)$$

Moreover, the unit determinant of $\gamma_0$ requires $a_0d_0 - b_0c_0 = 1$, thus we find

$$b_0 = -c_0 = \mp 1. \quad (34)$$

Hence the modular transformation $\gamma_0$ takes the form

$$\gamma_0 = \pm \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} = \mp S. \quad (35)$$

Notice that $S$ and $-S$ lead to the same linear fractional transformation, as shown in Eq. (4). Accordingly the fixed point is $\tau_0 = i \equiv \tau_S$.

---

2Notice that $c_0\tau_0 + d_0 \neq 0$ for $\tau_0$ in the fundamental domain.
\( a_0 + d_0 = 1 \)

The parameter \( d_0 \) can be expressed in terms of \( a_0 \) as

\[
d_0 = 1 - a_0. \tag{36}
\]

The solution for \( \tau_0 \) in Eq. (30) is simplified into

\[
\tau_0 = \frac{2a_0 - 1 \pm i\sqrt{3}}{2c_0}. \tag{37}
\]

The requirement of \( \tau_0 \in F \) entails

\[
\left| \frac{2a_0 - 1}{2c_0} \right| \leq \frac{1}{2}, \quad \left| \frac{\sqrt{3}}{2c_0} \right| \geq \frac{\sqrt{3}}{2}, \tag{38}
\]

which leads to

\[
a_0 = 0, \quad b_0 = \mp 1, \quad c_0 = \pm 1, \quad d_0 = 1, \tag{39}
\]

or

\[
a_0 = 1, \quad b_0 = \mp 1, \quad c_0 = \pm 1, \quad d_0 = 0. \tag{40}
\]

As a consequence, \( \gamma_0 \) and \( \tau_0 \) are determined to be

\[
\gamma_0 = \begin{pmatrix} 0 & -1 \\ 1 & 1 \end{pmatrix} = -ST, \quad \tau_0 = \frac{-1 + i\sqrt{3}}{2}, \tag{41}
\]

or

\[
\gamma_0 = \begin{pmatrix} 0 & 1 \\ -1 & 1 \end{pmatrix} = -(TS)^2, \quad \tau_0 = \frac{1 + i\sqrt{3}}{2},
\]

\[
\gamma_0 = \begin{pmatrix} 1 & -1 \\ 1 & 0 \end{pmatrix} = -TS, \quad \tau_0 = \frac{1 + i\sqrt{3}}{2}, \tag{42}
\]

or

\[
\gamma_0 = \begin{pmatrix} 1 & 1 \\ -1 & 0 \end{pmatrix} = -(ST)^2, \quad \tau_0 = \frac{-1 + i\sqrt{3}}{2}.
\]

\( a_0 + d_0 = -1 \)

In this case, the parameter \( d_0 = -1 - a_0 \) and the solution of \( \tau_0 \) is

\[
\tau_0 = \frac{2a_0 + 1 \pm i\sqrt{3}}{2c_0}. \tag{43}
\]

The condition \( \tau_0 \in F \) imposes the following constraints,

\[
\left| \frac{2a_0 + 1}{2c_0} \right| \leq \frac{1}{2}, \quad \left| \frac{\sqrt{3}}{2c_0} \right| \geq \frac{\sqrt{3}}{2}. \tag{44}
\]

Hence the parameters \( a_0, b_0, c_0 \) and \( d_0 \) are determined to be

\[
a_0 = -1, \quad b_0 = \mp 1, \quad c_0 = \pm 1, \quad d_0 = 0, \tag{45}
\]

or

\[
a_0 = 0, \quad b_0 = \mp 1, \quad c_0 = \pm 1, \quad d_0 = -1. \tag{46}
\]
The modular transformation $\gamma_0$ and the corresponding fixed point $\tau_0$ are found to be given by

\[ \gamma_0 = \begin{pmatrix} \frac{-1}{2} & 1 \\ 1 & 0 \end{pmatrix} = (ST)^2, \quad \tau_0 = \frac{-1 + i\sqrt{3}}{2}, \tag{47} \]

\[ \gamma_0 = \begin{pmatrix} -1 & 1 \\ 1 & 0 \end{pmatrix} = TS, \quad \tau_0 = \frac{1 + i\sqrt{3}}{2}, \]

or

\[ \gamma_0 = \begin{pmatrix} 0 & -1 \\ 1 & -1 \end{pmatrix} = (TS)^2, \quad \tau_0 = \frac{1 + i\sqrt{3}}{2}, \tag{48} \]

\[ \gamma_0 = \begin{pmatrix} 0 & 1 \\ -1 & -1 \end{pmatrix} = ST, \quad \tau_0 = \frac{-1 + i\sqrt{3}}{2}. \]

We see that $\tau_{ST} = \frac{-1 + i\sqrt{3}}{2}$ and $\tau_{TS} = \frac{1 + i\sqrt{3}}{2}$ are the fixed points of the modular transformation $\pm ST$ and $\pm TS$ respectively. Moreover they are related by modular transformation $T$,

\[ T\tau_{ST} = \tau_{TS}. \tag{49} \]

Furthermore, there is a fourth fixed point $\tau_0 = i\infty$. It is easy to check that $i\infty$ is invariant under the action of $T$ as $T(i\infty) = i\infty + 1 = i\infty$. We shall denote $\tau_T \equiv i\infty$ in the following. In short, we have only the following four nontrivial fixed points in the fundamental domain,

\[ \tau_S = i, \quad \tau_{ST} = -\frac{1}{2} + i\frac{\sqrt{3}}{2}, \quad \tau_{TS} = \frac{1}{2} + i\frac{\sqrt{3}}{2}, \quad \tau_T = i\infty. \tag{50} \]

In general, a modular multiplet $Y_r^{(k)}(\tau)$ of weight $k$ in the irreducible representation $r$ of the finite modular group $\Gamma_N$ satisfies the following property,

\[ Y_r^{(k)}(\gamma\tau) = J_k(\gamma, \tau)\rho_r(\gamma)Y_r^{(k)}(\tau), \tag{51} \]

where $J_k(\gamma, \tau)$ is the so-called automorphy factor [50],

\[ J_k(\gamma, \tau) \equiv (c\tau + d)^k, \quad \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma. \tag{52} \]

At the fixed point $\tau_0$, Eq. (51) gives us,

\[ Y_r^{(k)}(\tau_0) = Y_r^{(k)}(\gamma_0\tau_0) = (c_0\tau_0 + d_0)^k\rho_r(\gamma_0)Y_r^{(k)}(\tau_0), \tag{53} \]

which implies

\[ \rho_r(\gamma_0)Y_r(\tau_0) = J_k^{-1}(\gamma_0, \tau_0)Y_r(\tau_0), \tag{54} \]

Hence the modular multiplets $Y_r(\tau_0)$ at the fixed point $\tau_0$ is actually the eigenvector of the representation matrix $\rho_r(\gamma_0)$ with eigenvalue $J_k^{-1}(\gamma_0, \tau_0)$. It is straightforward to obtain

\[ S = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad J_1(S, \tau_S) = -i, \]

\[ ST = \begin{pmatrix} 0 & 1 \\ -1 & 1 \end{pmatrix}, \quad J_1(ST, \tau_{ST}) = \omega^2, \]

\[ TS = \begin{pmatrix} -1 & 1 \\ -1 & 0 \end{pmatrix}, \quad J_1(TS, \tau_{TS}) = \omega^2, \]
\[
\begin{array}{|c|c|c|c|c|}
\hline
& \tau & \tau_{ST} & \tau_{TS} & \tau_T \\
Y_2^{(2)} & Y_S(1, -1) & Y_{ST}(0, 1) & Y_{TS}(1, 0) & Y_T(1, \omega) \\
Y_3^{(2)} & -\frac{\omega}{\sqrt{3}}Y_S(1, 1 + \sqrt{6}, 1 - \sqrt{6}) & \sqrt{3}\omega Y_{ST}(0, 1, 0) & -\frac{2\omega}{\sqrt{3}}Y_{TS}(1, 1, -\frac{1}{2}) & Y_T(1, \omega^2, \omega) \\
Y_4^{(4)} & -2Y_S^{2} & 0 & 0 & 2\omega Y_T^{2} \\
Y_2^{(4)} & Y_S^{2}(1, 1) & Y_{ST}^{2}(1, 0) & Y_{TS}^{2}(0, 1) & \omega^2 Y_T^{2}(1, \omega) \\
Y_3^{(4)} & -2\sqrt{2}\omega Y_S^{2}(1, -\frac{1}{2}, -\frac{1}{2}) & \sqrt{3}\omega Y_{ST}^{2}(0, 0, 1) & -\frac{2\omega}{\sqrt{3}}Y_{TS}^{2}(1, -\frac{1}{2}, 1) & 2\omega^2 Y_T^{2}(1, \omega^2, \omega) \\
Y_4^{(4)} & -\frac{2\omega}{\sqrt{3}}Y_S^{2}(1, 1 - \sqrt{\frac{3}{2}}, 1 + \sqrt{\frac{3}{2}}) & -\sqrt{3}\omega Y_{ST}^{2}(0, 0, 1) & -\frac{2\omega}{\sqrt{3}}Y_{TS}^{2}(1, -\frac{1}{2}, 1) & (0, 0, 0) \\
Y_4^{(6)} & 0 & Y_{ST}^{3} & Y_{TS}^{3} & 2Y_T^{3} \\
Y_2^{(6)} & 2Y_S^{3} & -Y_{ST}^{3} & Y_{TS}^{3} & 0 \\
Y_2^{(6)} & -2Y_S^{3}(1, -1) & (0, 0) & (0, 0) & 2\omega Y_T^{3}(1, \omega) \\
Y_4^{(6)} & \frac{2\omega}{\sqrt{3}}Y_S^{3}(1, 1 + \sqrt{6}, 1 - \sqrt{6}) & (0, 0, 0) & (0, 0, 0) & 2\omega Y_T^{3}(1, \omega^2, \omega) \\
Y_4^{(6)} & -\frac{2\omega}{\sqrt{3}}Y_S^{3}(1, 1 - \sqrt{\frac{3}{2}}, 1 + \sqrt{\frac{3}{2}}) & \sqrt{3}\omega Y_{ST}^{3}(1, 0, 0) & -\frac{\omega}{\sqrt{3}}Y_{TS}^{3}(1, 1, -\frac{1}{2}) & 2\omega Y_T^{3}(1, \omega^2, \omega) \\
Y_4^{(6)} & -2\sqrt{2}\omega Y_S^{3}(1, -\frac{1}{2}, -\frac{1}{2}) & \sqrt{3}\omega Y_{ST}^{3}(1, 0, 0) & -\frac{\omega}{\sqrt{3}}Y_{TS}^{3}(1, -\frac{1}{2}, 1) & (0, 0, 0) \\
\hline
\end{array}
\]

Table 1: The values of the modular forms with weights \(k = 2, 4, 6\) and level 4 at the fixed points \(\tau_S, \tau_{ST}, \tau_{TS}\) and \(\tau_T\), where \(Y_S \simeq -1.045 - 0.603i, Y_{ST} \simeq 1.793, Y_{TS} \simeq -0.896 - 1.553i\) and \(Y_T \simeq -0.5 - 0.866i\).

\[
T = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}, \quad J_1(T, \tau_T) = 1. \tag{55}
\]

Therefore the automorphy factor \(J_k(\gamma_0, \tau_0)\) at the fixed points \(\tau_S, \tau_{ST}, \tau_{TS}\) and \(\tau_T\) must be a phase with unit absolute value. We find that the weight two modular forms at these fixed points take the following values,

\[
Y_2^{(2)}(\tau_S) = Y_S \begin{pmatrix} 1 \\ -1 \end{pmatrix}, \quad Y_3^{(2)}(\tau_S) = -\frac{\omega}{\sqrt{3}} Y_S \begin{pmatrix} 1 \\ 1 + \sqrt{6} \\ 1 - \sqrt{6} \end{pmatrix},
\]

\[
Y_2^{(2)}(\tau_{ST}) = Y_{ST} \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad Y_3^{(2)}(\tau_{ST}) = \sqrt{3}\omega Y_{ST} \begin{pmatrix} 0 \\ 1 \end{pmatrix},
\]

\[
Y_2^{(2)}(\tau_{TS}) = Y_{TS} \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad Y_3^{(2)}(\tau_{TS}) = -\frac{2\omega}{\sqrt{3}} Y_{TS} \begin{pmatrix} 1 \\ -\frac{1}{2} \end{pmatrix},
\]

\[
Y_2^{(2)}(\tau_T) = Y_T \begin{pmatrix} 1 \\ \omega \end{pmatrix}, \quad Y_3^{(2)}(\tau_T) = Y_T \begin{pmatrix} 1 \\ \omega^2 \end{pmatrix}, \tag{56}
\]

with \(Y_S \simeq -1.045 - 0.603i, Y_{ST} \simeq 1.793, Y_{TS} \simeq -0.896 - 1.553i\) and \(Y_T \simeq -0.5 - 0.866i\). From Eq. (54) we know that \(Y_3^{(2)}(\tau_S)\) is an eigenvector of the representation matrix \(\rho_4(S)\) with eigenvalue \(-1\). However \(\rho_3(S)\) has two degenerate eigenvalues \(-1\), consequently the alignment of \(Y_3^{(2)}(\tau_S)\) can not be uniquely fixed by Eq. (54). It is remarkable that modular symmetry helps to break the degeneracy in some sense and fix \(Y_3^{(2)}(\tau_S)\) along the direction \((1, 1 + \sqrt{6}, 1 - \sqrt{6})^T\). The values of the modular forms of level 4 up to weight 6 at the fixed points \(\tau_S, \tau_{ST}, \tau_{TS}\) and \(\tau_T\) are summarized in table 1. In the present work, we are mainly concerned with the triplet modular forms transforming as \(3\) or \(3'\).
3.2 Fixed points in upper half complex plane

Let us consider the general fixed points \( \tau_f \) of the modular transformation \( \gamma_f \) in the upper half complex plane. By definition, \( \tau_f \) must be related to some modulus \( \tau' \in \mathcal{F} \) by certain modular transformation \( \gamma' \), i.e., \( \tau_f = \gamma' \tau' \). Then the fixed point condition \( \gamma_f \tau_f = \tau_f \) becomes

\[
\gamma_f \gamma' \tau' = \gamma' \tau'.
\] (57)

Multiplying \( \gamma'^{-1} \) from left on both sides of the above equation, we can obtain

\[
\gamma'^{-1} \gamma_f \gamma' \tau' = \tau',
\] (58)

which is exactly the fixed point condition Eq. (26) inside the fundamental domain. Hence we have

\[
\tau' = \tau_0 \in \{ \tau_S, \tau_{ST}, \tau_{TS}, \tau_T \},
\gamma'^{-1} \gamma_f \gamma' = \gamma_0 \in \{ \pm S, \pm ST, \pm TS, \pm T \}.
\] (59)

Hence the fixed point \( \tau_f \) of the modular group and the corresponding stabilizer \( \gamma_f \) are given by

\[
\tau_f = \gamma' \tau_0, \quad \gamma_f = \gamma' \gamma_0 \gamma'^{-1}, \quad \gamma' \in \bar{\Gamma},
\] (60)

where \( \gamma' \) is an arbitrary modular symmetry element. It is straightforward to check \( \gamma_f \tau_f = \tau_f \) which means that \( \tau_f \) is really the fixed point of \( \gamma_f \). Hence all fixed points are related to \( \tau_S, \tau_{ST}, \tau_{TS}, \) and \( \tau_T \) by modular transformations. For illustration, we display part of the fixed points of the modular group in figure 1. Since there are infinity fixed points, it is impossible to show all the fixed points. From Eq. (60) we see that only the modular symmetry transformation conjugate to \( \gamma_0 \) can have fixed point. In other words, \( \gamma_f \) and \( \gamma_0 \) must belong to the same conjugacy class. The value of the modular form at the fixed point \( \gamma_f \) is

\[
Y_{\tau}(\tau_f) = Y_{\tau}(\gamma' \tau_0) = J_k(\gamma', \tau_0) \rho_{\tau}(\gamma') Y_{\tau}(\tau_0),
\] (61)

which implies that the direction of \( Y_{\tau}(\tau_f) \) is proportional to \( \rho_{\tau}(\gamma') Y_{\tau}(\tau_0) \). The modular group \( \bar{\Gamma} \) can be decomposed into disjoint union of right cosets of the principal congruence subgroup \( \Gamma(N) \) in \( \bar{\Gamma} \),

\[
\Gamma = \bigcup_{i=1}^{[\Gamma_N]} g_i \Gamma(N), \quad g_i \in \Gamma_N,
\] (62)

where we taken into account the fact \( \Gamma_N = \bar{\Gamma}/\Gamma(N) \) such that the finite modular group \( \Gamma_N \) can be regarded as the system of right coset representatives of \( \Gamma(N) \) in \( \bar{\Gamma} \). As a consequence, any element \( \gamma \in \bar{\Gamma} \) can always be written as \( \gamma = g_i h, h \in \Gamma(N) \), thus \( \rho_{\tau}(\gamma) = \rho_{\tau}(g_i) \rho_{\tau}(h) = \rho_{\tau}(g_i) \) because of the representation matrix \( \rho_{\tau}(h) = 1 \). Therefore the alignment \( Y_{\tau}(g_i h \tau_0) \) is proportional to \( \rho_{\tau}(g_i) Y_{\tau}(\tau_0) \) and it is independent of \( h \in \Gamma(N) \). The nonequivalent directions of the modular forms \( Y_{\tau}(\tau_f) \) at fixed points are actually generated by the finite modular group \( \Gamma_N \). Although there are infinite numbers of fixed points \( \tau_f \), it sufficient to only consider these fixed points \( \tau_f \) which belong to the orbits \( \Gamma_N \tau_S, \Gamma_N \tau_{ST}, \Gamma_N \tau_{TS}, \Gamma_N \tau_T \) in the fundamental domain, the corresponding stabilizer subgroup is an abelian subgroup generated by \( \gamma_0 \) and it is denoted as \( \text{Stab}_{\Gamma_N}(\gamma_0) \equiv \langle \gamma_0 \rangle \).

We can decompose the modular group \( \Gamma_N \) into the right coset of the stabilizer subgroup \( \text{Stab}_{\Gamma_N}(\gamma_0) \): \( \Gamma_N = \bigcup_i A_i \text{Stab}_{\Gamma}(\gamma_0) \) where \( A_i \) is the right coset representative element. Thus the orbit \( \Gamma_N \tau_0 \) can be generally simplified into

\[
\Gamma_N \tau_0 = \bigcup_i A_i \text{Stab}_{\Gamma}(\gamma_0) \tau_0 = \bigcup_i A_i \tau_0.
\] (63)
Figure 1: The fixed points of the modular group, it is impossible to display all of them because there are infinite fixed points. The red region and yellow region are the fundamental domains of $\Gamma$ and $\Gamma(4)$ respectively. The fixed points are displayed in solid (hollow) circles and diamonds in (outside) the fundamental domain of $\Gamma(4)$.

Hence the number of the independent modulus in the orbit $\Gamma_N \tau_0$ is equal to $|\Gamma_N|/|\text{Stab}_\Gamma(\tau_0)|$ which is the number of distinct right cosets of $\text{Stab}_{\Gamma_N}(\tau_0)$. Here the notation $|G|$ denotes the order of a group $G$. Furthermore, after some algebra, we can show that the modular multiplet $Y_r(\tau_f)$ has the following property

$$Y_r(\tau_f) = J_k(\gamma_0, \tau_0) \rho_r(\gamma_f) Y_r(\tau_f),$$

which gives rise to

$$\rho_r(\gamma_f) Y_r(\tau_f) = J_k^{-1}(\gamma_0, \tau_0) Y_r(\tau_f).$$

This means that the modular multiplet $Y_r(\tau_f)$ at the fixed point $\tau_f$ is an eigenvector of the representation matrix $\rho_r(\gamma_f)$ with the eigenvalue $J_k^{-1}(\gamma_0, \tau_0)$ given in Eq. (55). We give the nontrivial and nonequivalent fixed points and the corresponding alignments of the triplet modular forms of level 4 in table 2. As we shall show in the present work, these alignments at the fixed points could give a rich phenomenology of neutrino mixing in the framework of tri-direct modular approach.
Table 2: The alignments of the triplet modular forms $Y_{3,4}(\tau_f)$ of level 4 up to weight 6

| $\gamma$ | $\gamma_{ST}$ | $Y_{3,4}^w(\tau_3)$ | $Y_{3,4}^{w_1}(\tau_3)$ | $Y_{3,4}^{w_2}(\tau_3)$ | $Y_{3,4}^{w_3}(\tau_3)$ | $Y_{3,4}^{w_4}(\tau_3)$ |
|---------|--------------|---------------------|---------------------|---------------------|---------------------|---------------------|
| $\{1, S\}$ | $i$ | $(1.1 + \sqrt{6}, 1 - \sqrt{6})$ | $(1.1 - \sqrt{6}, 1 + \sqrt{6})$ | $(1.1 - \sqrt{6}, 1 + \sqrt{6})$ | $(1.1 - \sqrt{6}, 1 + \sqrt{6})$ | $(1.1 - \sqrt{6}, 1 + \sqrt{6})$ |
| $\{T, T, ST\}$ | $2 + i$ | $(1.1 + \sqrt{6}, 1 - \sqrt{6})$ | $(1.1 - \sqrt{6}, 1 + \sqrt{6})$ | $(1.1 - \sqrt{6}, 1 + \sqrt{6})$ | $(1.1 - \sqrt{6}, 1 + \sqrt{6})$ | $(1.1 - \sqrt{6}, 1 + \sqrt{6})$ |
| $\{ST, ST\}$ | $-\frac{1}{2} + i$ | $(1.1 - \sqrt{6}, 1 + \sqrt{6})$ | $(1.1 + \sqrt{6}, 1 - \sqrt{6})$ | $(1.1 + \sqrt{6}, 1 - \sqrt{6})$ | $(1.1 + \sqrt{6}, 1 - \sqrt{6})$ | $(1.1 + \sqrt{6}, 1 - \sqrt{6})$ |
| $\{ST^2, TST^2\}$ | $i$ | $(1.1 + \sqrt{6}, 1 - \sqrt{6})$ | $(1.1 - \sqrt{6}, 1 + \sqrt{6})$ | $(1.1 - \sqrt{6}, 1 + \sqrt{6})$ | $(1.1 - \sqrt{6}, 1 + \sqrt{6})$ | $(1.1 - \sqrt{6}, 1 + \sqrt{6})$ |
| $\{ST, ST\}$ | $1 + i$ | $(1.1 + \sqrt{6}, 1 - \sqrt{6})$ | $(1.1 - \sqrt{6}, 1 + \sqrt{6})$ | $(1.1 - \sqrt{6}, 1 + \sqrt{6})$ | $(1.1 - \sqrt{6}, 1 + \sqrt{6})$ | $(1.1 - \sqrt{6}, 1 + \sqrt{6})$ |
| $\{ST, T\}$ | $-1 + i$ | $(1.1 + \sqrt{6}, 1 - \sqrt{6})$ | $(1.1 - \sqrt{6}, 1 + \sqrt{6})$ | $(1.1 - \sqrt{6}, 1 + \sqrt{6})$ | $(1.1 - \sqrt{6}, 1 + \sqrt{6})$ | $(1.1 - \sqrt{6}, 1 + \sqrt{6})$ |
| $\{T^2, ST^2, ST\}$ | $2 + i$ | $(1.1 + \sqrt{6}, 1 - \sqrt{6})$ | $(1.1 - \sqrt{6}, 1 + \sqrt{6})$ | $(1.1 - \sqrt{6}, 1 + \sqrt{6})$ | $(1.1 - \sqrt{6}, 1 + \sqrt{6})$ | $(1.1 - \sqrt{6}, 1 + \sqrt{6})$ |
| $\{ST^2, TST^2\}$ | $i$ | $(1.1 + \sqrt{6}, 1 - \sqrt{6})$ | $(1.1 - \sqrt{6}, 1 + \sqrt{6})$ | $(1.1 - \sqrt{6}, 1 + \sqrt{6})$ | $(1.1 - \sqrt{6}, 1 + \sqrt{6})$ | $(1.1 - \sqrt{6}, 1 + \sqrt{6})$ |
| $\{TST^2, TST^2\}$ | $2 + i$ | $(1.1 + \sqrt{6}, 1 - \sqrt{6})$ | $(1.1 - \sqrt{6}, 1 + \sqrt{6})$ | $(1.1 - \sqrt{6}, 1 + \sqrt{6})$ | $(1.1 - \sqrt{6}, 1 + \sqrt{6})$ | $(1.1 - \sqrt{6}, 1 + \sqrt{6})$ |

3.3 Residual modular symmetry and its implication

We assume that neutrinos are Majorana particles in the following. The charged lepton and neutrino mass terms in modular invariant approach can be generally written as

$$W_m = -(y_{e})_{ij}E_i c_Y \gamma_T E_j c_Y \gamma_T H_d - \frac{1}{2\Lambda} (y_{\nu})_{ij} L_i L_j \gamma_Y \gamma_T H_u H_u,$$

(66)

where the two-component notation of the fermion fields is used. The fields $L_i$ and $E^c_i = e^c_i, \mu^c_i, \tau^c_i$ stand for the left-handed lepton doublets and the right-handed charged leptons respectively, $H_u$ and $H_d$ are Higgs doublets, and $Y_{\nu}(\tau)$ and $Y_{e}(\tau)$ are modular forms. The neutral components of the Higgs fields acquire vacuum expectation values $\langle H_{u, d}^0 \rangle = v_{u, d}$ after the electroweak symmetry breaking, then the charged lepton and neutrino mass matrices
can be read off as
\[
m_e(\tau) = y_e Y_e(\tau)v_d, \quad m_\nu(\tau) = y_\nu Y_\nu(\tau)\frac{v_u^2}{\Lambda}.
\] (67)

Under a generic modular transformation $\gamma \in \Gamma$, the lepton fields $L = (L_1, L_2, L_3)$ and $E^c = (e^c, \mu^c, \tau^c)^T$ transform as
\[
L \xrightarrow{\gamma} (c\tau + d)^{-k_L}\rho_L(\gamma)L, \quad E^c \xrightarrow{\gamma} (c\tau + d)^{-k_{E}}\rho_E(\gamma)L,
\] (68)

where $-k_L$ and $-k_{E}$ are the modular weights of $L$ and $E^c$ respectively. Modular invariance requires that the summation of the modular weights of each term in Eq. (66) should be vanishing and the mass matrices $m_e(\tau)$ and $m_\nu(\tau)$ should transform under a modular transformation as
\[
m_e(\tau) \xrightarrow{\gamma} m_e(\gamma\tau) = (c\tau + d)^{k_L+k_E}\rho_E^*(\gamma)m_e(\tau)\rho_L^*(\gamma),
\]
m_\nu(\tau) \xrightarrow{\gamma} m_\nu(\gamma\tau) = (c\tau + d)^{2k_E}\rho_L^*(\gamma)m_\nu(\tau)\rho_L^*(\gamma).
\] (69)

In modular invariant models, the vacuum expectation value of the complex modulus $\langle \tau \rangle$ is the unique source of flavour symmetry breaking. If $\langle \tau \rangle$ is at some fixed point $\langle \tau \rangle = \tau_f$, a residual subgroup $\{\gamma^n : n \in \mathbb{Z}\}$ generated by the stabilizer $\gamma_f$ would be preserved. For example, the residual symmetries are $Z_2^S \equiv \{1, S\}$ and $Z_2^{ST} \equiv \{1, ST, (ST)^2\}$ respectively for $\langle \tau \rangle = \tau_S = i$ and $\langle \tau \rangle = \tau_{ST} = (-1 + i\sqrt{3})/2$. In the following, we shall discuss the constraints on the lepton mass matrices $m_e(\tau)$ and $m_\nu(\tau)$ imposed by the residual modular symmetry. At the fixed point $\tau_f$ which fulfills $\tau_f = \gamma_f\tau_f$, we have
\[
m_e(\tau_f) = m_e(\gamma_f\tau_f) = J_{k_L+k_E}(\gamma_f, \tau_f)\rho_E^*(\gamma_f)m_e(\tau_f)\rho_L^*(\gamma_f),
m_\nu(\tau_f) = m_\nu(\gamma_f\tau_f) = J_{2k_L}(\gamma_f, \tau_f)\rho_L^*(\gamma_f)m_\nu(\tau_f)\rho_L^*(\gamma_f),
\] (70)

where $J_{k_L+k_E}(\gamma_f, \tau_f) = J_{k_L+k_E}(\gamma_0, \tau_0)$ and $J_{2k_L}(\gamma_f, \tau_f) = J_{2k_L}(\gamma_0, \tau_0)$ are certain phase factors \(^3\), as shown in Eq. (55). From Eq. (70), we know that the hermitian combination of the charged lepton mass matrix $m_e^\dagger(\tau_f)m_e(\tau_f)$ should be subject to the following constraint,
\[
\rho_L^*(\gamma_f)m_e^\dagger(\tau_f)m_e(\tau_f)\rho_L(\gamma_f) = m_e^\dagger(\tau_f)m_e(\tau_f),
\] (71)

which implies $\rho_L(\gamma_f)$ and $m_e^\dagger(\tau_f)m_e(\tau_f)$ are commutable. The representation matrix $\rho_L(\gamma_f)$ can be diagonalized by a unitary matrix $U_e$,
\[
U_e^\dagger\rho_L(\gamma_f)U_e = \hat{\rho}_L(\gamma_f),
\] (72)

where $\hat{\rho}_L(\gamma_f)$ is a diagonal unitary matrix and the non-vanishing entries are eigenvalues of $\rho_L(\gamma_f)$. Then we can see
\[
U_e^\dagger m_e^\dagger(\tau_f)m_e(\tau_f)U_e = U_e^\dagger\rho_L^*(\gamma_f)m_e^\dagger(\tau_f)m_e(\tau_f)\rho_L(\gamma_f)U_e = \hat{\rho}_L^*(\gamma_f)U_e^\dagger m_e^\dagger(\tau_f)m_e(\tau_f)U_e\hat{\rho}_L(\gamma_f).
\] (73)

If the diagonal entries of $\hat{\rho}_L(\gamma_f)$ are non-degenerate, then $U_e^\dagger m_e^\dagger(\tau_f)m_e(\tau_f)U_e$ is also diagonal since only a diagonal matrix is invariant when conjugated by a non-degenerate phase matrix. If $\hat{\rho}_L(\gamma_f)$ has two degenerate diagonal entries, only one column of $U_e$ can be determined at the fixed point $\tau_f$. In the same fashion, we can show that the neutrino mass matrix $m_\nu(\tau_f)$ is also diagonalized by the unitary transformation $U_e$ in Eq. (72). As a result, the lepton mixing matrix would have six zeros for non-degenerate $\hat{\rho}_L(\gamma_f)$ or four zeros for partially degenerate

\(^3\)Using the identities $J_k(\gamma_1\gamma_2, \tau) = J_k(\gamma_1, \gamma_2\tau)J_k(\gamma_2, \tau)$ and $J_k(\gamma^{-1}, \gamma\tau) = J_{-k^-1}(\gamma, \tau)$, one can prove $J_k(\gamma_f, \tau_f) = J_k(\gamma^*\gamma \gamma^{-1}, \gamma \gamma^{-1}) = J_k(\gamma_0, \gamma_0)$.
\( \hat{\rho}_L(\gamma_f) \) [21, 26], and this is not consistent with the experimental data. Therefore there are no phenomenologically viable models with one common fixed point \( \tau_f \) in both neutrino and charged lepton sectors.

In order to accommodate the observed lepton mixing angles, it is assumed the complex modulus \( \tau \) in the charged lepton and neutrino mass matrices takes two different values \( \tau_{f,e} \) and \( \tau_{f,\nu} \) which break the modular symmetry into the residual subgroups generated by \( \gamma_{f,e} \) and \( \gamma_{f,\nu} \) respectively in the charged lepton and neutrino sectors. In this approach, the trimaximal TM2 lepton mixing pattern can be obtained from the \( A_4 \) modular group [21] and the models giving TM1 mixing are constructed with multiple modular \( S_4 \) groups [38, 39]. Inspired by the tri-direct CP approach [43, 44, 48], in the following we shall present the tri-direct modular model which has three fixed moduli.

### 4 New Predictive Examples of Lepton Mixing

The tri-direct approach is based on the minimal seesaw model with two right-handed neutrinos which are denoted as \( N^c_{\text{atm}} \) and \( N^c_{\text{sol}} \) [43, 44, 48]. In this section we shall generalize the tri-direct approach to the modular invariance models, and the flavon fields would be replaced by modular forms. The superpotential for the charged lepton and neutrino masses in the tri-direct modular model is of the following form

\[
W = -y_e E_e Y_e(\tau) L H_d - y_{\text{atm}} L Y_{\text{atm}}(\tau) N^c_{\text{atm}} H_u - y_{\text{sol}} L Y_{\text{sol}}(\tau) N^c_{\text{sol}} H_u \\
- \frac{1}{2} M^c_{\text{atm}} N^c_{\text{atm}} N^c_{\text{atm}} - \frac{1}{2} M^c_{\text{sol}} N^c_{\text{sol}} N^c_{\text{sol}},
\]

where we don’t specify whether the above operators arise from only one independent or several independent modular invariant contractions. We assign the lepton doublets \( L \) to triplet of the finite modular group \( \Gamma_N \), while both right-handed neutrinos \( N^c_{\text{atm}} \) and \( N^c_{\text{sol}} \) transform as singlets of \( \Gamma_N \). Then modular invariance requires \( Y_{\text{atm}}(\tau) \) and \( Y_{\text{sol}}(\tau) \) are triplet modular forms. For instance, in the case of \( N = 4 \), we can assume \( L \sim 3, N^c_{\text{atm}} \sim 1, N^c_{\text{sol}} \sim 1', Y_{\text{atm}}(\tau) \sim 3, Y_{\text{sol}}(\tau) \sim 3' \) or \( L \sim 3, N^c_{\text{atm}} \sim 1', N^c_{\text{sol}} \sim 1, Y_{\text{atm}}(\tau) \sim 3', Y_{\text{sol}}(\tau) \sim 3 \).

The cross term \( N^c_{\text{atm}} N^c_{\text{sol}} \) could be forbidden by proper weight assignment of \( N^c_{\text{atm}} \) and \( N^c_{\text{sol}} \). Motivated by the idea of tri-direct CP approach [43, 44, 48], we shall consider the scenario of three moduli in the theory: \( \tau_e \) and its vacuum expectation value (VEV) at certain fixed point \( \tau_{f,e} \) break the modular symmetry in the charged lepton sector, \( \tau_{\text{atm}} \) and \( \tau_{\text{sol}} \) are responsible for the breaking of modular symmetry in the atmospheric and solar neutrino sectors respectively.

Similar to section 3.3, the charged lepton mass matrix is determined to be \( m_e(\tau_e) = y_e E_e Y_e(\tau_e) v_d \) and it is diagonalized by the unitary matrix \( U_e \) fulfilling \( U_e^\dagger \hat{\rho}_L(\gamma_f,e) U_e = \hat{\rho}_L(\gamma_f,e) \) at the fixed point \( \langle \tau_e \rangle = \tau_{f,e} \). Notice that \( U_e \) is determined up to permutations and phases of its column vectors since the order of the charged lepton masses is undefined in our framework. Subsequently we can read out the neutrino Dirac mass matrix and the Majorana mass matrix of right-handed neutrinos,

\[
m_D = \begin{pmatrix} y_{\text{atm}} Y_{\text{atm}}(\tau_{\text{atm}}) & y_{\text{sol}} Y_{\text{sol}}(\tau_{\text{sol}}) \end{pmatrix} v_u, \quad m_N = \begin{pmatrix} M_{\text{atm}} & 0 \\ 0 & M_{\text{sol}} \end{pmatrix},
\]

where the Clebsch-Gordan coefficients in both contractions \( y_{\text{atm}} L Y_{\text{atm}} N^c_{\text{atm}} H_u \) and \( y_{\text{sol}} L Y_{\text{sol}} N^c_{\text{sol}} H_u \) are omitted for notation simplicity. The effective light neutrino mass matrix is given by the seesaw formula \( m_\nu = -m_D m_N m_D^T \), which implies

\[
m_\nu = -\frac{y^2_{\text{atm}} v_u^2}{M_{\text{atm}}} Y_{\text{atm}} Y_{\text{atm}}^T - \frac{y^2_{\text{sol}} v_u^2}{M_{\text{sol}}} Y_{\text{sol}} Y_{\text{sol}}^T.
\]
the Dirac mass matrix are proportional to \(0_{4 \times 4}\).

### 4.1 Examples of \(N = 4\)

We have considered all possible fixed points of the three moduli \(\tau_e, \tau_{atm}, \tau_{sol}\) and the corresponding alignments of triplets modular forms shown in table 2. We find three possible cases which can accommodate the experimental data on neutrino masses and mixing angles. The assignments for the modular forms \(Y_{atm}\) and \(Y_{sol}\) and the vacuum expectation values of the moduli \(\tau_{atm}\) and \(\tau_{sol}\) are summarized in table 3.

#### 4.1.1 \(G_e = Z_3^{ST}\)

If the VEV of the modulus \(\tau_e\) is \(\langle \tau_e \rangle = \tau_{ST}\), the modular symmetry would be broken down to the residual subgroup \(G_e = Z_3^{ST}\) in the charged lepton sector. Since the representation matrix of the element \(ST\) is diagonal, the charged lepton diagonalization matrix would be a unit matrix \(U_e = \mathbb{1}_{3 \times 3}\) up to column permutations, and the lepton flavour mixing completely originates from the neutrino sector. From table 2 we can read out the alignments of the triplet atmospheric and solar modular forms at the fixed points,

\[
\text{Case A: } Y_{atm}(\tau_{f, atm} = i) \propto \begin{pmatrix} 1 \\ 1 + \sqrt{6} \\ 1 - \sqrt{6} \end{pmatrix}, \quad Y_{sol}(\tau_{f, sol} = 2 + \omega) \propto \begin{pmatrix} 1 \\ 1 + i\sqrt{3} \\ 1 - i\sqrt{3} \end{pmatrix},
\]

\[
\text{Case B: } Y_{atm}(\tau_{f, atm} = 2 + i) \propto \begin{pmatrix} 0 \\ 1 \\ -1 \end{pmatrix}, \quad Y_{sol}(\tau_{f, sol} = i) \propto \begin{pmatrix} 1 \\ 1 + \sqrt{6} \\ 1 - \sqrt{6} \end{pmatrix}.
\]

Note that the case B corresponds to the CSD(\(n\)) model with \(n = 1 + \sqrt{6}\), the two columns of the Dirac mass matrix are proportional to \((0, 1, -1)\) and \((1, n, 2 - n)\) respectively in CSD(\(n\)) model [45–48]. The predictive Littlest seesaw model and its variant are the cases of \(n = 3\) [45, 47, 53–55], \(n = 4\) [46, 56–58] and \(n = -1/2\) [48] respectively. It has been shown that the CSD(\(n\)) model can be reproduced from the \(S_4\) flavour symmetry in the tri-direct CP approach [43, 44], and the parameter \(n\) is constrained to be a generic real parameter by the \(S_4\) flavour symmetry and CP symmetry [43, 44]. Here the modular symmetry can fix the alignment parameter \(n\) to be \(1 + \sqrt{6}\). This is a remarkable advantage of modular symmetry with respect to discrete flavour symmetry. From Eq. (76), we find the neutrino mass matrix is predicted to be

\[
\text{Case A: } m_\nu = m_a \begin{pmatrix} 1 & 1 - \sqrt{6} & 1 + \sqrt{6} \\ 1 + \sqrt{6} & 7 - 2\sqrt{6} & -5 \\ 1 + \sqrt{6} & -5 & 7 + 2\sqrt{6} \end{pmatrix} + m_a e^{i\eta} \begin{pmatrix} 1 & 1 - i\sqrt{3} & 1 + i\sqrt{3} \\ 1 - i\sqrt{3} & -2 - 2i\sqrt{3} & 4 \\ 1 + i\sqrt{3} & 4 & -2 + 2i\sqrt{3} \end{pmatrix},
\]
Table 4: Results of the $\chi^2$ analysis for cases A, B and C. Here $\chi^2_{\text{min}}$ is the global minimum of the $\chi^2$ function. The parameter $\beta$ denotes the Majorana CP violation phase, the predictions for the effective Majorana mass $m_{ee}$ in neutrinoless double decay are listed in the last column. Note that the lightest neutrino is massless $m_1 = 0$ for each case.

| Case | $\eta/\pi$ | $m_a$(meV) | $m_s/m_a$ | $\chi^2_{\text{min}}$ | $\sin^2\theta_{13}$ | $\sin^2\theta_{12}$ | $\sin^2\theta_{23}$ | $\delta_{CP}/\pi$ | $\beta/\pi$ | $m_2$(meV) | $m_3$(meV) | $m_{ee}$(meV) |
|------|-------------|------------|------------|-----------------------|---------------------|---------------------|---------------------|----------------|-------------|------------|------------|------------|
| A    | 0.818       | 2.166      | 1.722      | 3.804                 | 0.0227              | 0.318               | 0.591               | -0.369         | -0.564      | 8.697      | 50.166     | 2.244      |
| B    | 0.760       | 31.355     | 0.076      | 0.609                 | 0.0223              | 0.318               | 0.553               | -0.426         | -0.473      | 8.610      | 50.264     | 2.300      |
| C    | 0.333       | 4.352      | 7.334      | 11.188                | 0.0226              | 0.346               | 0.596               | -0.365         | -0.608      | 8.565      | 50.312     | 2.543      |

Case B: $m_\nu = m_a \left( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & 1 & -1 \\ 0 & -1 & 1 \end{array} \right) + m_s e^{i\eta} \left( \begin{array}{ccc} 1 & 1 - \sqrt{6} & 1 + \sqrt{6} \\ 1 - \sqrt{6} & 7 - 2\sqrt{6} & -5 \\ 1 + \sqrt{6} & -5 & 7 + 2\sqrt{6} \end{array} \right)$. \hspace{1cm} (79)

It is notable that only three free parameters $m_a$, $m_s$ and $\eta$ are involved in the neutrino mass matrix. It is straightforward to check that the column vector $(2, -1, -1)^T$ is an eigenvector of $m_\nu$ with vanishing eigenvalue. Therefore the neutrino mass spectrum is normal ordering, and lightest neutrino is massless $m_1 = 0$, and the lepton mixing matrix is determined to be the TM1 pattern,

$$U_{PMNS} = \left( \begin{array}{ccc} \sqrt{\frac{2}{3}} & -\frac{1}{\sqrt{6}} & -\frac{1}{\sqrt{6}} \\ -\frac{1}{\sqrt{6}} & \frac{2}{\sqrt{3}} & -\frac{2}{\sqrt{3}} \\ -\frac{1}{\sqrt{6}} & -\frac{2}{\sqrt{3}} & \frac{2}{\sqrt{3}} \end{array} \right).$$ \hspace{1cm} (80)

Using the general formulae for lepton mixing angles, CP violating phases and neutrino masses in the tri-direct model given in [43, 44], we find the experimental data can be accommodated very well for certain values of $m_a$, $m_s$ and $\eta$. We present the results of $\chi^2$ analysis for the different cases in table 4. The contour plots of $\sin^2\theta_{13}$, $\sin^2\theta_{12}$, $\sin^2\theta_{23}$ and $m_2^2/m_3^2$ in the plane $r$ versus $\eta$ are shown in figure 2 where $r = m_s/m_a$.

4.1.2 $G_4 = Z_4^{ST^2}$

The residual symmetry of the charged lepton sector would be $G_4 = Z_4^{ST^2}$ for the fixed point $\tau_{f,e} = -1$. In the case, the unitary transformation $U_e$ is of the following form,

$$U_e = \frac{1}{6} \left( \begin{array}{ccc} 2\sqrt{3} & 2\sqrt{3} & -2\sqrt{3} \\ -3 - \sqrt{3} & 2\sqrt{3} & -3 + \sqrt{3} \\ 3 - \sqrt{3} & 2\sqrt{3} & 3 + \sqrt{3} \end{array} \right).$$ \hspace{1cm} (81)

There are only one independent case which can be compatible with experimental data. The triplet modular forms $Y_{\text{atm}}$ and $Y_{\text{sol}}$ are aligned along the directions

Case C: $Y_{\text{atm}}(\tau_{f,\text{atm}} = -1 + i) \propto \left( \begin{array}{c} 1 \\ (1 + \sqrt{6})\omega \\ (1 - \sqrt{6})\omega^2 \end{array} \right)$, $Y_{\text{sol}}(\tau_{f,\text{sol}} = ((9 + i\sqrt{3})/14) \propto \left( \begin{array}{c} 0 \\ 1 \\ 0 \end{array} \right)$. \hspace{1cm} (82)

The most general form of the neutrino mass matrix reads as

$$m_\nu = m_a \left( \begin{array}{ccc} 1 & (1 - \sqrt{6})\omega^2 & (1 + \sqrt{6})\omega \\ (1 - \sqrt{6})\omega^2 & (7 - 2\sqrt{6})\omega & -5 \\ (1 + \sqrt{6})\omega & -5 & (7 + 2\sqrt{6})\omega^2 \end{array} \right) + m_s e^{i\eta} \left( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & 0 & 1 \end{array} \right).$$ \hspace{1cm} (83)

The lepton mixing matrix turns out to be of the form

$$U_{PMNS} = \left( \begin{array}{ccc} \frac{1}{2\sqrt{10}} \sqrt{10 + (1 + \sqrt{2})(4 + \sqrt{6})} & - & - \\ \frac{1}{2\sqrt{5}} \sqrt{6 - \sqrt{6}} & - & - \\ \frac{1}{2\sqrt{10}} \sqrt{10 + (1 - \sqrt{2})(4 + \sqrt{6})} & - & - \end{array} \right) \approx \left( \begin{array}{ccc} 0.800 & - & - \\ 0.421 & - & - \\ 0.428 & - & - \end{array} \right).$$ \hspace{1cm} (84)
Notice that the first column of the mixing matrix looks much more complex although the experimental data can be accommodated. The predictions for lepton mixing parameters and neutrino masses are listed in table 4.

For the cases A, B and C, both $Y_{\text{atm}}$ and $Y_{\text{sol}}$ are triplet modular forms with weights 2 or 4, and their values at fixed points are uniquely fixed, as shown in table 2. However, at weight 6 there are two linearly independent modular forms $Y_{3,I}^{(6)}$ and $Y_{3,II}^{(6)}$ transforming as 3 under $S_4$. As a consequence, if either $Y_{\text{atm}}$ or $Y_{\text{sol}}$ is a weight 6 modular form in the representation 3, its alignment would not be fixed uniquely by the residual modular symmetry. For instance, we assign $G_e = Z_3^{ST}$ and

$$Y_{\text{atm}} \sim Y_{3}^{(4)}$$ or $$Y_{3}^{(6)} , \quad Y_{\text{sol}} \sim Y_{3}^{(6)} , \quad \tau_{f,\text{atm}} = T^2 \tau_S = 2 + i , \quad \tau_{f,\text{sol}} = ST \tau_S = -\frac{1}{2} + \frac{i}{2} , \quad (85)$$

which implies

$$Y_{\text{atm}} (\tau_{f,\text{atm}}) \propto \begin{pmatrix} 0 \\ 1 \\ -1 \end{pmatrix} , \quad Y_{3,I}^{(6)} (\tau_{f,\text{sol}}) \propto \begin{pmatrix} 1 \\ \frac{1}{\omega} \sqrt{3} \\ \frac{1}{\omega} \sqrt{3} \end{pmatrix} , \quad Y_{3,II}^{(6)} (\tau_{f,\text{sol}}) \propto \begin{pmatrix} 1 \\ \frac{1}{\omega} \sqrt{3} \\ \frac{1}{\omega} \sqrt{3} \end{pmatrix} . \quad (86)$$
The solar modular form $Y_{\text{sol}}$ is generally a linear combination of $Y_{3,l}^{(6)}$ and $Y_{3,ll}^{(6)}$, and it can be written as

$$Y_{\text{sol}}(\tau_{f,\text{sol}}) = r_1 e^{i\eta_1} Y_{3,l}^{(6)}(\tau_{f,\text{sol}}) + r_2 e^{i\eta_2} Y_{3,ll}^{(6)}(\tau_{f,\text{sol}}),$$

where $r_{1,2}$ and $\eta_{1,2}$ are real parameters. Then the light neutrino mass matrix can be parameterized as

$$m_{\nu} = m_a \left[ Y_{\text{atm}}(\tau_{f,\text{atm}}) Y_{\text{atm}}^T(\tau_{f,\text{atm}}) + Y_{\text{sol}}(\tau_{f,\text{sol}}) Y_{\text{sol}}^T(\tau_{f,\text{sol}}) \right].$$

In this scenario, the neutrino mass matrix depends on five free parameters $m_a$, $r_1$, $r_2$, $\eta_1$ and $\eta_2$. The experimental data can be reproduced very well, e.g.

$$m_a = 20.362 \text{ meV}, \quad r_1 = 0.826, \quad \eta_1 = -0.588\pi, \quad r_2 = 0.427, \quad \eta_2 = 0.062\pi,$$

and the best fit values of the neutrino mixing angles and mass squared differences can be obtained,

$$\sin^2 \theta_{13} = 0.0224, \quad \sin^2 \theta_{12} = 0.310, \quad \sin^2 \theta_{23} = 0.563, \quad \delta_{CP} = -0.413\pi,$$

$$\beta = 0.556\pi, \quad m_1 = 0 \text{ meV}, \quad m_2 = 8.597 \text{ meV}, \quad m_3 = 50.279 \text{ meV}.$$

Choosing other possible values of the fixed points $\tau_{f,e}$, $\tau_{f,\text{atm}}$ and $\tau_{f,\text{sol}}$, we can find similar models compatible with data. We shall not list all the possibilities since there are many viable cases.

### 4.2 Tri-direct modular model with three right-handed neutrinos

The above tri-direct modular approach can be straightforwardly extended to the conventional seesaw model with three right-handed neutrinos denote as $N_{\text{atm}}^c$, $N_{\text{sol}}^c$ and $N_{\text{dec}}^c$. Then the superpotential for the charged lepton and neutrino masses is

$$W = -y_e e^c Y_e(\tau) L H_d - y_{\text{atm}} L Y_{\text{atm}}(\tau) N_{\text{atm}}^c H_u - y_{\text{sol}} L Y_{\text{sol}}(\tau) N_{\text{sol}}^c H_u - y_{\text{dec}} L Y_{\text{dec}}(\tau) N_{\text{dec}}^c H_u - \frac{1}{2} M_{\text{atm}} N_{\text{atm}}^c N_{\text{atm}}^c - \frac{1}{2} M_{\text{sol}} N_{\text{sol}}^c N_{\text{sol}}^c - \frac{1}{2} M_{\text{dec}} N_{\text{dec}}^c N_{\text{dec}}^c.$$  

In this scenario, the theory has four moduli: $\tau_e$ in the charged lepton sector, $\tau_{\text{atm}}$, $\tau_{\text{sol}}$ and $\tau_{\text{dec}}$ associated with the atmospheric, solar and “decoupled” right-handed neutrinos sectors respectively. Analogous to the two right-handed neutrinos case discussed above, we assume the modular symmetry is broken to different residual subgroups through the VEVs of $\tau_e$, $\tau_{\text{atm}}$, $\tau_{\text{sol}}$ and $\tau_{\text{dec}}$. Many viable model can be found in this scenario. For illustration, we shall present one example in the following, and we assume the residual modular symmetry $G_e = Z_3^{ST}$ in the charged lepton sector and

$$Y_{\text{atm}} \sim Y_3^{(4)}, Y_3^{(6)}, \quad Y_{\text{sol}} \sim Y_3^{(2)}, \quad Y_{\text{dec}} \sim Y_3^4,$$

$$\tau_{f,\text{atm}} = T^2 \tau_S = 2 + i, \quad \tau_{f,\text{sol}} = \tau_S = i, \quad \tau_{f,\text{dec}} = T \tau_S = 1 + i.$$

From table 2 we can read off the alignments of the modular forms as follow

$$Y_{\text{atm}}(\tau_{f,\text{atm}}) \propto \begin{pmatrix} 0 \\ 1 \\ -1 \end{pmatrix}, \quad Y_{\text{sol}}(\tau_{f,\text{sol}}) \propto \begin{pmatrix} 1 \\ 1 + \sqrt{6} \\ 1 - \sqrt{6} \end{pmatrix}, \quad Y_{\text{dec}}(\tau_{f,\text{dec}}) \propto \begin{pmatrix} 1 \\ \frac{\sqrt{2}}{\sqrt{2}} \omega \\ \frac{\sqrt{2}}{\sqrt{2}} \omega^2 \end{pmatrix}.$$  

Consequently the neutrino mass matrix is given by

$$m_{\nu} = m_a \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & -1 \\ 0 & -1 & 1 \end{pmatrix} + r_1 e^{i\eta_1} \begin{pmatrix} 1 & 1 - \sqrt{6} & 1 + \sqrt{6} \\ 1 - \sqrt{6} & 7 - 2\sqrt{6} & -5 \\ 1 + \sqrt{6} & -5 & 7 + 2\sqrt{6} \end{pmatrix}.$$
\[ +r_2 e^{in_2} \frac{1}{2} \begin{pmatrix} 2 & \sqrt{2}i\omega & \sqrt{2}i\omega \\ \sqrt{2}i\omega & -\omega & -1 \\ \sqrt{2}i\omega & -1 & -\omega^2 \end{pmatrix}, \quad (94) \]

where \( r_{1,2} \) and \( \eta_{1,2} \) are real free parameters. Excellent agreement with experimental data can be achieved in this case, and a numerical benchmark is

\[
m_a = 16.629 \text{ meV}, \quad r_1 = 0.150, \quad r_2 = 0.877, \quad \eta_1 = 1.313\pi, \quad \eta_2 = 0.787\pi, \\
\sin^2 \theta_{13} = 0.0224, \quad \sin^2 \theta_{12} = 0.310, \quad \sin^2 \theta_{23} = 0.563, \\
\delta_{CP} = -0.635\pi, \quad \alpha_{21} = 0.813\pi, \quad \alpha_{31} = -0.547\pi, \\
m_1 = 3.830 \text{ meV}, \quad m_2 = 9.411 \text{ meV}, \quad m_3 = 50.425 \text{ meV}. \quad (95)\]

5 Fixed points and tri-direct modular model for \( N = 3 \)

The modular group \( \Gamma(3) \) has been extensively studied in the literature \([12,14,15,18–22]\). The finite modular group \( \Gamma_3 \) is isomorphic to \( A_4 \). In the present work we shall adopt the same convention as \([12,23]\). In the triplet representation \( 3 \), the \( A_4 \) generators \( S \) and \( T \) are represented by

\[
S = \frac{1}{3} \begin{pmatrix} -1 & 2 & 2 \\ 2 & -1 & 2 \\ 2 & 2 & -1 \end{pmatrix}, \quad T = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \omega^2 & 0 \\ 0 & 0 & \omega \end{pmatrix}. \quad (96)\]

The weight 2 modular forms \( Y_{3}^{(2)} = (Y_1, Y_2, Y_3)^T \) transform as a triplet of \( A_4 \) and it can be constructed in terms of \( \eta(\tau) \) as follow \([12]\),

\[
Y_1(\tau) = \frac{i}{2\pi} \left[ \frac{\eta'(\tau/3)}{\eta(\tau/3)} + \frac{\eta'((\tau + 1)/3)}{\eta((\tau + 1)/3)} + \frac{\eta'((\tau + 2)/3)}{\eta((\tau + 2)/3)} - \frac{27\eta'(3\tau)}{\eta(3\tau)} \right], \\
Y_2(\tau) = \frac{-i}{\pi} \left[ \frac{\eta'(\tau/3)}{\eta(\tau/3)} + \omega^2 \frac{\eta'((\tau + 1)/3)}{\eta((\tau + 1)/3)} + \omega \frac{\eta'((\tau + 2)/3)}{\eta((\tau + 2)/3)} \right], \\
Y_3(\tau) = \frac{-i}{\pi} \left[ \frac{\eta'(\tau/3)}{\eta(\tau/3)} + \omega \frac{\eta'((\tau + 1)/3)}{\eta((\tau + 1)/3)} + \omega^2 \frac{\eta'((\tau + 2)/3)}{\eta((\tau + 2)/3)} \right]. \quad (97)\]

There are five weight 4 modular forms given by

\[
Y_{1}^{(4)} = Y_1^2 + 2Y_2Y_3 \sim 1, \\
Y_{1'}^{(4)} = Y_3^2 + 2Y_1Y_2 \sim 1', \\
Y_{2}^{(4)} = \begin{pmatrix} Y_1^2 - Y_2Y_3 \\ Y_3^2 - Y_1Y_2 \\ Y_2^2 - Y_1Y_3 \end{pmatrix} \sim 3. \quad (98)\]

The weight 6 modular forms can be decomposed as \( 1 \oplus 3 \oplus 3 \) under \( A_4 \) \([12]\),

\[
Y_{1}^{(6)} = Y_1^3 + Y_2^3 + Y_3^3 - 3Y_1Y_2Y_3 \sim 1, \\
Y_{3,l}^{(6)} = \begin{pmatrix} Y_1^3 + 2Y_1Y_2Y_3 \\ Y_2^3 + 2Y_2Y_3 + 3Y_1^2Y_2 \\ Y_3^3 + 2Y_3Y_1 + 3Y_2^2Y_2 \\ Y_1Y_2^2 + 2Y_1^2Y_3 \\ Y_2Y_3^2 + 2Y_2^2Y_1 \end{pmatrix} , \quad (99)\]

\[
Y_{3,ll}^{(6)} = \begin{pmatrix} Y_1^3 + 2Y_1Y_2Y_3 \\ Y_2^3Y_1 + 2Y_1^2Y_2 \\ Y_3^3Y_2 + 2Y_2^2Y_1 \end{pmatrix} .
\]
The alignments of triplet modular forms $Y_{a,b}^{(l)}(\gamma\tau_S)$ of level 3 up to weight 6

| $\gamma$ | $\gamma\tau_S$ | $Y_a^{(l)}(\gamma\tau_S)$, $Y_b^{(l)}(\gamma\tau_S)$, $Y_c^{(l)}(\gamma\tau_S)$, $Y_d^{(l)}(\gamma\tau_S)$ |
|----------|----------------|------------------------------------------------------------------|
| $\{1, S\}$ | $i$            | $(1,1,1), (1, \sqrt{3} - 3\sqrt{3} - 2)$, $(1,1,1), (1, -2 - \sqrt{3}, 1 + \sqrt{3})$ |
| $\{T, TS\}$ | $1 + i$        | $(1,1,1), (1, -\sqrt{3} \omega, (\sqrt{3} - 3) \omega)$, $(1, \omega^2, \omega^2)$, $(1, -2 - \sqrt{3} \omega, (1 + \sqrt{3}) \omega)$ |
| $\{ST, STS\}$ | $1 + \sqrt{2}$ | $(1,1,1), (1, \sqrt{3} \omega, (\sqrt{3} - 3) \omega)$, $(1, \omega^2, \omega^2)$, $(1, -2 - \sqrt{3} \omega, (1 + \sqrt{3}) \omega)$ |
| $\{T^2, T^2S\}$ | $2 + i$        | $(1,1,1), (1, \sqrt{3} \omega, (\sqrt{3} - 3) \omega)$, $(1, \omega^2, \omega^2)$, $(1, -2 - \sqrt{3} \omega, (1 + \sqrt{3}) \omega)$ |
| $\{ST^2, ST^2S\}$ | $1 + \sqrt{2}$ | $(1,1,1), (1, \sqrt{3} \omega, (\sqrt{3} - 3) \omega)$, $(1, \omega^2, \omega^2)$, $(1, -2 - \sqrt{3} \omega, (1 + \sqrt{3}) \omega)$ |

Table 5: The alignments of the triplet modular forms $Y_{a,b}^{(l)}(\gamma\tau_S)$ of level 3 up to weight 6 at the fixed point $\tau_S = \gamma\tau_S$. We have identified the modulus parameter $\tau$ with $T^3 \tau = \tau + 3$ in the second column because $Y_f(\tau) = Y_f(\tau + 3)$ for any modular multiplet $Y_f$ of level 3.

As shown in section 3, the modular group has infinite nontrivial fixed points while the nonequivalent alignments of the modular forms at fixed points are finite. It is sufficient to only consider the fixed points $\Gamma_N\tau_S$, $\Gamma_N\tau_{TS}$, $\Gamma_N\tau_{STS}$, $\Gamma_N\tau_T$ with $\gamma \in A_4$. We have identified the modulus parameter $\tau$ with $T^3 \tau = \tau + 3$ in the second column because $Y_f(\tau) = Y_f(\tau + 3)$ for any modular multiplet $Y_f$ of level 3.

In the framework of tri-direct modular model with two-right handed neutrinos, we have considered all possible residual symmetries in different sectors, yet no viable models can be found if the modular weights of $Y_{atm}$ and $Y_{sol}$ are equal to 2 or 4. Some models compatible with experimental data can be obtained if either $Y_{atm}$ or $Y_{sol}$ is a weight 6 modular form transforming as $3$ under $A_4$ such that its alignment is not fixed uniquely. We give one example in the following, the residual symmetry of the charged lepton sector is $G_e = Z_3^T$ and $Y_{atm} \sim Y_3^{(2)}$, $Y_{sol} \sim Y_3^{(6)}$, $\tau_f, atm = ST\tau_S = -1/2 + i$, $\tau_f, sol = \tau_S = i$. (100)

The neutrino mass matrix is of the form of Eq. (88), and the measured values of the mixing parameters and neutrino masses can be accommodated very well, e.g.

$$m_a = 2.090 \text{ meV}, \quad r_1 = 0.982, \quad \eta_1 = 1.354 \pi, \quad r_2 = 0.385, \quad \eta_2 = 1.683 \pi,$$

$$\sin^2 \theta_{13} = 0.0224, \quad \sin^2 \theta_{12} = 0.310, \quad \sin^2 \theta_{23} = 0.563, \quad \delta_{CP} = -0.399 \pi,$$

$$\beta = -0.124 \pi, \quad m_1 = 0 \text{ meV}, \quad m_2 = 8.597 \text{ meV}, \quad m_3 = 50.279 \text{ meV}.$$ (101)
modular forms are assigned to transform as

$$Y_{\text{atm}} \sim Y_3^{(2)}, \quad Y_{\text{sol}} \sim Y_3^{(4)}, \quad Y_{\text{dec}} \sim Y_3^{(2)},$$
$$\tau_{f, \text{atm}} = \tau_S = i, \quad \tau_{f, \text{sol}} = \tau_S = i, \quad \tau_{f, \text{dec}} = TST_{\tau ST} = 2 + \omega. \quad (102)$$

The neutrino mass matrix in this case is of the following form

$$m_\nu = m_a \begin{pmatrix}
1 & -2 + \sqrt{3} & 1 - \sqrt{3} \\
-2 + \sqrt{3} & 7 - 4\sqrt{3} & -5 + 3\sqrt{3} \\
1 - \sqrt{3} & -5 + 3\sqrt{3} & 4 - 2\sqrt{3}
\end{pmatrix} + r_1 e^{i\eta_1} \begin{pmatrix} 1 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 1
\end{pmatrix} \quad + r_2 e^{i\eta_2} \begin{pmatrix} 1 & -1 & 1 \\
-1 & 1 & -1 \\
1 & -1 & 1
\end{pmatrix}. \quad (103)$$

The agreement with experiment data is optimised for

$$m_a = 48.353 \text{ meV}, \quad r_1 = 0.705, \quad \eta_1 = 0.066\pi, \quad r_2 = 0.859, \quad \eta_2 = 1.037\pi, \quad (104)$$

and accordingly the neutrino masses and mixing parameters are determined to be

$$\sin^2 \theta_{13} = 0.0224, \quad \sin^2 \theta_{12} = 0.310, \quad \sin^2 \theta_{23} = 0.563, \quad$$
$$\delta_{CP} = -0.353\pi, \quad \alpha_{21} = -0.676\pi, \quad \alpha_{31} = -1.551\pi, \quad$$
$$m_1 = 72.207 \text{ meV}, \quad m_2 = 72.717 \text{ meV}, \quad m_3 = 87.988 \text{ meV}. \quad (105)$$

6 Conclusion

Models based on modular flavour symmetry are highly predictive. In the most economical version of modular symmetry models, the VEV of the modulus $\tau$ is the unique source of the flavour symmetry breaking, and the flavon fields are not absolutely necessary. If the VEV of $\tau$ takes some special values, certain residual subgroup of the modular symmetry would be preserved. Inside the fundamental domain, we have derived the four nontrivial fixed points $\tau_S = i$, $\tau_{ST} = -\frac{1}{2} + i\frac{\sqrt{3}}{2}$, $\tau_{TS} = \frac{1}{2} + i\frac{\sqrt{3}}{2}$, $\tau_T = i\infty$ which are invariant under the actions of the modular subgroups $Z_3^S$, $Z_3^{ST}$, $Z_3^{TS}$ and $Z_3^T$ respectively with $N$ being the level of modular group. Other fixed points of modulus are related to $\tau_S$, $\tau_{ST}$, $\tau_{TS}$ and $\tau_T = i\infty$ through modular transformation. The most general form of the fixed modulus is given by $\tau_f = \gamma \tau_S$, $\gamma \tau_{ST}$, $\gamma \tau_{TS}$, $\gamma \tau_T$ with $\gamma \in \Gamma$. Although the number of fixed point $\tau_f$ is infinity, the inequivalent directions of the modular forms $Y_f(\tau_f)$ at fixed points are finite. We have shown that it is sufficient to only consider the values of $Y_f(\tau_f)$ with $\tau_f$ given by $\Gamma_N\tau_S$, $\Gamma_N\tau_{ST}$, $\Gamma_N\tau_{TS}$ and $\Gamma_N\tau_T$.

Before applying these results to lepton mixing, we first proved that it is necessary for the neutrino and charged lepton sectors to have different residual symmetry, since if they shared a common symmetry value of $\tau_f$, the lepton mixing would contain four or six zeros which is excluded by present data. The approach to lepton mixing followed here is motivated by the tri-direct CP approach in usual discrete flavour symmetry, however here we find that it is unnecessary to CP, as we discuss below. For example, in the minimal scenario with two right-handed neutrinos, we assumed that the modular symmetry is broken to different residual subgroups in the charged lepton sector, atmospheric neutrino sector and solar neutrino sector. In this case, the two columns of the Dirac neutrino mass matrix are triplet modular forms whose alignments are determined by residual symmetry at fixed points $\tau_f$. 
Focussing on level $N = 4$, corresponding to the flavour group $S_4$, we considered all the resulting triplet modular forms at the above fixed points up to weight 6. We then applied the results to lepton mixing, with different residual subgroups in the charged lepton sector and each of the right-handed neutrinos sectors. In the minimal case of two right-handed neutrinos, we found three phenomenologically viable cases, denoted A, B and C. We showed that if only weight 2 and weight 4 modular forms are involved in the neutrino Yukawa coupling, the light neutrino mass matrix involves three real parameters and three independent cases can be compatible with the experimental data, as summarized in table 3. The cases A and B lead to TM1 mixing pattern, and the first column of the lepton mixing matrix is approximately $(0.800, 0.421, 0.428)^T$ for the case C. The case B corresponds to the CSD($n$) model with $n = 1 + \sqrt{6} \approx 3.45$, intermediate between CSD(3) and CSD(4).

We find it remarkable that, even without CP, the modular symmetry uniquely fixes the value of $n$ to be a unique real number (to be compared to the usual tri-direct approach, where $n$ takes an arbitrary real value, assuming a CP symmetry). If a higher weight (e.g., weight 6) modular form enters in the neutrino Yukawa coupling, its alignment is not constant vector any more at fixed point $\tau_f$ and more free parameters are involved in the light neutrino mass matrix. Hence we find many cases can described the measured values of lepton masses and mixing in this scenario, and we give one example for illustration. Furthermore, we generalized the tri-direct modular approach to the models with three right-handed neutrinos, and many cases in agreement with experimental data can also be found.

In the same fashion, we also studied the possible tri-direct modular models for the level $N = 3$ case, corresponding to $A_4$ flavour symmetry. In the minimal model with two right-handed neutrinos, no models can be compatible with data if the modular weights of $Y_{atm}$ and $Y_{sol}$ are equal to 2 or 4. However, phenomenologically viable models can be found if the modular weights of either $Y_{atm}$ or $Y_{sol}$ are greater than 4 or three right-handed neutrinos are involved.

In the tri-direct modular approach here, the physical results only depend on the structure of modular symmetry group and the assumed residual symmetries. The details of the mechanism realising the desired residual symmetries are irrelevant. It seems that at least three complex moduli $\tau_e$, $\tau_{atm}$ and $\tau_{sol}$ responsible for the breaking of modular symmetry in the charged lepton sector, atmospheric neutrino sector and solar neutrino sector may be needed.

It would be interesting to implement one of the successful cases A, B, C in a concrete model based on multiple modular symmetries [38, 39] or some other mechanism which can lead to different values of $\tau$ in the charged lepton, atmospheric neutrino and solar neutrino sectors, and this is left for future work.
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Table 6: The representation matrices of the generators $S$ and $T$ in the five irreducible representations of $S_4$, where $\omega = e^{2\pi i/3} = -1/2 + i\sqrt{3}/2$ is a cubic root of unity.

### Appendix

#### A Group theory of $\Gamma_4 \cong S_4$

The finite modular group $\Gamma_4$ has two generators $S$ and $T$ which fulfill the following relations

$$S^2 = (ST)^3 = (TS)^3 = T^4 = 1.$$  \hfill (A.1)

The finite modular group $\Gamma_4$ is isomorphic to the permutation group $S_4$ of four objects. In order to see the correlation between $S_4$ and tri-bimaximal mixing and the connection to $S_3$, $A_4$ groups more easily, it is convenient to generate the $S_4$ group in terms of three generators $\hat{S}$, $\hat{T}$ and $\hat{U}$ with the multiplication rules [60,61],

$$\hat{S}^2 = \hat{T}^3 = \hat{U}^2 = (\hat{S}\hat{T})^3 = (\hat{S}\hat{U})^2 = (\hat{T}\hat{U})^2 = (\hat{S}\hat{T}\hat{U})^4 = 1,$$  \hfill (A.2)

where $\hat{S}$ and $\hat{T}$ alone generate the group $A_4$, while $\hat{T}$ and $\hat{U}$ alone generate the group $S_3$. The generators $S$, $T$ can be expressed in terms of $\hat{S}$, $\hat{T}$ and $\hat{U}$

$$S = \hat{S}\hat{U}, \quad T = \hat{S}\hat{T}\hat{U}, \quad ST = \hat{T}$$  \hfill (A.3)

or vice versa

$$\hat{S} = (ST^2)^2, \quad \hat{T} = ST, \quad \hat{U} = T^2ST^2.$$  \hfill (A.4)

The $S_4$ group has five conjugacy classes as follow,

1$C_1$ = \{1\},
3$C_2$ = \{(ST^2)^2, T^2, ST^2S\},
6$C_3$ = \{T^2ST^2, TST^3, S, TST^2S, T^3ST, ST^2ST\},
8$C_3$ = \{ST, T^2ST^3, T^2ST, (TS)^2, (ST)^2, T^3ST^2, TST^2, TS\},
6$C_4$ = \{TST, STS, T^3, T, ST^2, T^2S\},  \hfill (A.5)

where $nC_k$ denotes a conjugacy class with $n$ elements and the subscript $k$ is the order of the elements. The group $S_4$ has five irreducible representations: two singlets 1 and 1', one doublet 2 and two triplets 3 and 3'. In the present work, we choose the same basis as that of [61]. The explicit forms of $S$ and $T$ in each of the irreducible representations are summarized in table 6. Notice that the triplet representations 3 and 3' correspond to 3' and 3 of Refs. [25,26] respectively.

The Clebsch-Gordan coefficients in our working basis can be found in [61], for completeness we present them in the following. We shall use $\alpha_i$ to denote the elements of first
representation and $\beta_i$ stands for the elements of the second representation of the tensor product.

\[ 1' \otimes 2 = 2 \sim \begin{pmatrix} \alpha \beta_1 \\ -\alpha \beta_2 \end{pmatrix}, \quad (A.6) \]

\[ 1' \otimes 3 = 3' \sim \begin{pmatrix} \alpha \beta_1 \\ \alpha \beta_2 \\ \alpha \beta_3 \end{pmatrix}, \quad (A.7) \]

\[ 1' \otimes 3' = 3 \sim \begin{pmatrix} \alpha \beta_1 \\ \alpha \beta_2 \\ \alpha \beta_3 \end{pmatrix}. \quad (A.8) \]

\[ 2 \otimes 2 = 1 \oplus 1' \oplus 2 \quad \text{with} \quad \begin{cases} 1 \sim \alpha_1 \beta_2 + \alpha_2 \beta_1 \\ 1' \sim \alpha_1 \beta_2 - \alpha_2 \beta_1 \\ 2 \sim \begin{pmatrix} \alpha_2 \beta_2 \\ \alpha_1 \beta_1 \end{pmatrix} \\ 3 \sim \begin{pmatrix} \alpha_1 \beta_2 + \alpha_2 \beta_3 \\ \alpha_1 \beta_3 + \alpha_2 \beta_1 \\ \alpha_1 \beta_1 + \alpha_2 \beta_2 \end{pmatrix} \end{cases} \quad (A.9) \]

\[ 2 \otimes 3 = 3 \oplus 3' \quad \text{with} \quad \begin{cases} 1 \sim \alpha_1 \beta_2 + \alpha_2 \beta_3 \\ 1' \sim \alpha_1 \beta_3 - \alpha_2 \beta_1 \\ 2 \sim \begin{pmatrix} \alpha_2 \beta_2 + \alpha_1 \beta_3 \\ \alpha_3 \beta_3 + \alpha_1 \beta_2 + \alpha_2 \beta_1 \end{pmatrix} \\ 3 \sim \begin{pmatrix} \alpha_1 \beta_2 - \alpha_2 \beta_3 \\ \alpha_1 \beta_3 - \alpha_2 \beta_1 \\ \alpha_1 \beta_1 - \alpha_2 \beta_2 \end{pmatrix} \end{cases} \quad (A.10) \]

\[ 2 \otimes 3' = 3 \oplus 3' \quad \text{with} \quad \begin{cases} 1 \sim \alpha_1 \beta_1 + \alpha_2 \beta_3 + \alpha_3 \beta_2 \\ 2 \sim \begin{pmatrix} \alpha_2 \beta_2 + \alpha_1 \beta_3 + \alpha_3 \beta_1 \\ \alpha_3 \beta_3 + \alpha_1 \beta_2 + \alpha_2 \beta_1 \end{pmatrix} \\ 3' \sim \begin{pmatrix} \alpha_1 \beta_2 + \alpha_2 \beta_3 \\ \alpha_1 \beta_3 + \alpha_2 \beta_1 \\ \alpha_1 \beta_1 + \alpha_2 \beta_2 \end{pmatrix} \end{cases} \quad (A.11) \]

\[ 3 \otimes 3 = 3' \otimes 3' = 1 \oplus 2 \oplus 3 \oplus 3' \quad \text{with} \quad \begin{cases} 3 \sim \begin{pmatrix} \alpha_2 \beta_2 - \alpha_3 \beta_3 \\ \alpha_1 \beta_2 - \alpha_2 \beta_1 \\ \alpha_3 \beta_1 - \alpha_1 \beta_3 \end{pmatrix} \\ 3' \sim \begin{pmatrix} 2\alpha_1 \beta_1 - \alpha_2 \beta_3 - \alpha_3 \beta_2 \\ 2\alpha_3 \beta_3 - \alpha_1 \beta_2 - \alpha_2 \beta_1 \\ 2\alpha_2 \beta_2 - \alpha_1 \beta_3 - \alpha_3 \beta_1 \end{pmatrix} \end{cases} \quad (A.12) \]
3 \otimes 3' = 1' \oplus 2 \oplus 3 \oplus 3' \quad \text{with} \quad \begin{aligned}
1' &\sim \alpha_1 \beta_1 + \alpha_2 \beta_3 + \alpha_3 \beta_2 \\
2 &\sim \begin{pmatrix} 
\alpha_2 \beta_2 + \alpha_1 \beta_3 + \alpha_3 \beta_1 \\
-(\alpha_3 \beta_3 + \alpha_1 \beta_2 + \alpha_2 \beta_1)
\end{pmatrix} \\
3 &\sim \begin{pmatrix} 
2 \alpha_1 \beta_1 - \alpha_2 \beta_3 - \alpha_3 \beta_2 \\
2 \alpha_3 \beta_3 - \alpha_1 \beta_2 - \alpha_2 \beta_1 \\
2 \alpha_2 \beta_2 - \alpha_1 \beta_3 - \alpha_3 \beta_1
\end{pmatrix} \\
3' &\sim \begin{pmatrix} 
\alpha_2 \beta_3 - \alpha_3 \beta_2 \\
\alpha_1 \beta_2 - \alpha_2 \beta_1 \\
\alpha_3 \beta_1 - \alpha_1 \beta_3
\end{pmatrix}
\end{aligned}
(A.13)
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