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BREADTH FIRST SEARCH CODING OF MULTITYPE FORESTS
WITH APPLICATION TO LAMPERTI REPRESENTATION

LOÏC CHAUMONT

Dedicated to the memory of Marc Yor

Abstract. We obtain a bijection between some set of multidimensional sequences and this of d-type plane forests which is based on the breadth first search algorithm. This coding sequence is related to the sequence of population sizes indexed by the generations, through a Lamperti type transformation. The same transformation is then obtained in continuous time for multitype branching processes with discrete values. We show that any such process can be obtained from a d^2 dimensional compound Poisson process time changed by some integral functional. Our proof bears on the discretisation of branching forests with edge lengths.

1. Introduction

A famous result from Lamperti [6] asserts that any continuous state branching process can be represented as a spectrally positive Lévy process, time changed by the inverse of some integral functional. This transformation is invertible and defines a bijection between the set of spectrally positive Lévy processes and this of continuous state branching processes. Lamperti’s result is the source of an extensive mathematical literature in which it is mainly used as a tool in branching theory. However, recently Lamperti’s transformation itself has been the focus of some research papers. In [2] several proofs of this result are displayed and in [3] an extension of the transformation to the case of branching processes with immigration is obtained.

In this work we show an extension of Lamperti’s transformation to continuous time, integer valued, multitype branching processes. More specifically, let \( Z = (Z^{(1)}, \ldots, Z^{(d)}) \) be such a process issued from \( x \in \mathbb{Z}_d^d \), then we shall prove that

\[
(Z^{(1)}_t, \ldots, Z^{(d)}_t) = x + \left( \sum_{i=1}^d X^{i,1}_t \int_0^t Z^{(i)}_s ds, \ldots, \sum_{i=1}^d X^{i,d}_t \int_0^t Z^{(i)}_s ds \right), \quad t \geq 0,
\]

where \( X^{(i)} \) are \( d \) independent \( \mathbb{Z}_d^d \)-valued compound Poisson processes. As in the one dimensional case, absorption of \( Z \) at 0 means that in this transformation, the process \( X \) must be stopped at some random time which, in the multitype case, will be defined as
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of $Z$ say that $ho$ irreducible, then according to Perron-Frobenius Theorem, it admits a unique eigenvalue $\lambda_1 > 0$, which is simple, positive and with maximal modulus. If moreover, $\nu$ has rate $\tilde{\nu}(k) = \tilde{\nu}(0) + 1 - \tilde{\nu}(0)$, we will denote by $\nu_i$ the $i$-th unit vector of $\mathbb{Z}_+^d$.

Fix $d \geq 2$, let $\nu = (\nu_1, \ldots, \nu_d)$, where $\nu_i$ is any probability measure on $\mathbb{Z}_+^d$ such that $\nu_i(e_i) < 1$ and let $Z = (Z^{(1)}, \ldots, Z^{(d)})$ be a $d$-type continuous time and $\mathbb{Z}_+^d$-valued branching process with progeny distribution $\nu = (\nu_1, \ldots, \nu_d)$ and such that type $i \in [d]$ has reproduction rate $\lambda_i > 0$. For $i, j \in [d]$, the quantity

$$m_{ij} = \sum_{x \in \mathbb{Z}_+^d} x_j \nu_i(x),$$

corresponds to the mean number of children of type $j$, given by an individual of type $i$. Let $M := (m_{ij})_{i,j \in [d]}$ be the mean matrix of $Z$. Recall that if $M$ (or equivalently $\nu$) is irreducible, then according to Perron-Frobenius Theorem, it admits a unique eigenvalue $\rho$ which is simple, positive and with maximal modulus. If moreover, $\nu$ is non degenerate, then extinction holds if and only if $\rho \leq 1$, see [5], [9] and Chapter V of [1]. If $\rho = 1$, we say that $Z$ is critical and if $\rho < 1$, we say that $Z$ is subcritical.

We now define the underlying compound Poisson process in the Lamperti representation of $Z$ that will be presented in Theorems 2.4 and 2.6. Let $X = (X^{(1)}, \ldots, X^{(d)})$, where $X^{(i)}$, $i \in [d]$ are $d$ independent $\mathbb{Z}_+^d$-valued compound Poisson processes. We assume that $X_0^{(i)} = 0$ and that $X^{(i)}$ has rate $\lambda_i$ and jump distribution

$$\mu_i(k) = \frac{\tilde{\nu}_i(k)}{1 - \tilde{\nu}_i(0)}, \quad \text{if } k \neq 0 \text{ and } \mu_i(0) = 0,$$

where

$$\tilde{\nu}_i(k_1, \ldots, k_d) = \nu_i(k_1, \ldots, k_{i-1}, k_i + 1, k_{i+1}, \ldots, k_d).$$

In particular, with the notation $X^{(i)} = (X^{i,1}, \ldots, X^{i,d})$, for all $i = 1, \ldots, d$, the process $X^{i,i}$ is a $\mathbb{Z}$-valued, downward skip free, compound Poisson process, i.e. $\Delta X^{i,i}_t = X^{i,i}_t - X^{i,i}_{t^-} \geq -1$, $t \geq 0$, with $X^{i,i}_0 = 0$ and for all $i \neq j$, the process $X^{i,j}$ is a standard Poisson process.

The proofs of these results pass through a special coding of multitype plane forests which leads to a Lamperti type representation of discrete time, multitype branching processes. Results in discrete time are displayed and proved in Section 3 whereas the next section is devoted to the statements of our results in continuous time. The latter will be proved in Section 4.
We emphasize that in this definition, some of the processes $X^{i,j}$, $i, j \in [d]$ can be identically equal to 0.

We first present a result on passage times of the multidimensional random field

$$X : (t_1, \ldots, t_d) \mapsto \left( \sum_{i=1}^{d} X_{t_i}^{i,j}, j \in [d] \right) = X_{t_1}^{(1)} + \cdots + X_{t_d}^{(d)},$$

which is a particular case of additive Lévy processes, see [8] and the references therein. Henceforth, a process such as $X$ will be called an additive (downward skip free) compound Poisson process.

**Theorem 2.1.** Let $x = (x_1, \ldots, x_d) \in \mathbb{Z}_+^d$. Then there exists a (unique) random time $T_x = (T_x^{(1)}, \ldots, T_x^{(d)}) \in \mathbb{R}_+^d$ such that almost surely,

$$x_j + \sum_{i,T_x^{(i)} < \infty} X^{i,j}(T_x^{(i)}) = 0, \text{ for all } j \text{ such that } T_x^{(j)} < \infty,$$

and if $T'_x$ is any random time satisfying (2.3), then $T'_x \geq T_x$. The time $T_x$ will be called the first passage time of the additive compound Poisson process $X$ at level $-x$.

The process $(T_x, x \in \mathbb{Z}_+^d)$ is increasing and additive, that is, for all $x, y \in \mathbb{Z}_+^d$,

$$T_{x+y}^{(d)} = T_x + T_y,$$

where $T_y$ is an independent copy of $T_y$. The law of $T_x$ on $\mathbb{R}_+^d$ is given by

$$\mathbb{P}(T_x \in dt, X_{t_i}^{i,j} = x_{i,j}, 1 \leq i, j \leq d) = \frac{det(-x_{i,j})}{t_1 t_2 \ldots t_d} \prod_{i=1}^{d} \mathbb{P}(X_{t_i}^{i,j} = x_{i,j}, 1 \leq j \leq d) dt_1 dt_2 \ldots dt_d,$$

where the support of this measure is included in $\{x_{ij} \in \mathbb{Z} : x_{ij} \geq 0, x_{ii} \leq 0, \sum_{i=1}^{d} x_{i,j} = -x_i\}$.

Note that from the additivity property (2.4) of $(T_x, x \in \mathbb{Z}_+^d)$, we derive that the law of this process is characterised by the law of the variables $T_{x_i}$ for $i \in [d]$.

As the above statement suggests, some coordinates of the time $T_x$ may be infinite. More specifically, we have:

**Proposition 2.2.** Assume that $\nu$ irreducible and non degenerate.

1. If $\nu$ is (sub)critical, then almost surely, for all $x \in \mathbb{Z}_+^d$ and for all $i \in [d]$, $T_x^{(i)} < \infty$.
2. If $\nu$ is super critical, then for all $x \in \mathbb{Z}_+^d$, with some probability $p > 0$, $T_x^{(i)} = \infty$, for all $i \in [d]$ and with probability $1 - p$, $T_x^{(i)} < \infty$, for all $i \in [d]$.

There are instances of reducible distributions $\nu$ such that for some $x \in \mathbb{Z}_+^d$, with positive probability, $T_x^{(i)} < \infty$, for all $i \in A$ and $T_x^{(i)} = \infty$, for all $i \in B$, $(A, B)$ being a non trivial partition of $[d]$. It is the case for instance when $d = 2$, for $x = (1, 1)$, $X^{1,2} = X^{2,1} \equiv 0$, $0 < m_{11} < 1$ and $m_{22} > 1$.

Then we define $d$-type branching forests with edge lengths as finite sets of independent branching trees with edge lengths. We say that such a forest is issued from $x = (x_1, \ldots, x_d) \in \mathbb{Z}_+^d$ (at time $t = 0$), if it contains $x_i$ trees whose root is of type $i$. The
discrete skeleton of a branching forest with edge lengths is a discrete branching forest with progeny distribution $\nu$. The edges issued from vertices of type $i$ are exponential random variables with parameter $\lambda_i$. These random variables are independent between themselves and are independent of the discrete skeleton. A realisation of such a forest is represented in Figure 1. Then to each $d$-type forest with edge lengths $F$ is associated the branching process $Z = (Z^{(1)}, \ldots, Z^{(d)})$, where $Z^{(i)}$ is the number of individuals in $F$, alive at time $t$.

**Definition 2.3.** For $i \neq j$, we denote by $Z^{ij}_t$ the total number of individuals of type $j$ whose parent has type $i$ and who were born before time $t$. The definition of $Z^{ii}_t$ for $i \in [d]$ is the same, except that we add the number of roots of type $i$ and we subtract the number of individuals of type $i$ who died before time $t$.

Then we readily check that the branching process $Z = (Z_1, \ldots, Z_d)$ which is associated to this forest can be expressed in terms of the processes $Z^{ij}_t$, as follows:

\[
Z^{(j)}_t = \sum_{i=1}^d Z^{ij}_t, \quad j \in [d].
\]

**Figure 1.** A two type forest with edge length issued from $x = (2, 2)$. Vertices of type 1 (resp. 2) are represented in black (resp. white). At time $t$, $Z^{1,1}_t = 2$, $Z^{1,2}_t = 2$, $Z^{2,1}_t = 3$ and $Z^{2,2}_t = 4$.

The next theorem asserts that from a given $d$-type forest with edge lengths $F$, issued from $x = (x_1, \ldots, x_d)$, we can construct a $d$-dimensional additive compound Poisson process $X = (\sum_{i=1}^d X^{ij}_t, j \in [d], (t_1, \ldots, t_d) \in \mathbb{R}_+^d)$ stopped at its first passage time of $-x$, such that the branching process $Z$ associated to $F$ can be represented as a time change of $X$. This extends the Lamperti representation to multitype branching processes.

**Theorem 2.4.** Let $x = (x_1, \ldots, x_d) \in \mathbb{Z}_+^d$ and let $F$ be a $d$-type branching forest with edge lengths, issued from $x$, with progeny distribution $\nu$ and life time rates $\lambda_i$. Then the processes $Z^{ij}_t$, $i, j \in [d]$ introduced in Definition 2.3 admit the following representation:

\[
Z^{ij}_t = \begin{cases} 
X^{ij}_t \int_0^t z^{(i)}_s \, ds, & t \geq 0, \quad \text{if } i \neq j, \\
x_i + X^{ii}_t \int_0^t z^{(i)}_s \, ds, & t \geq 0, \quad \text{if } i = j,
\end{cases}
\]

where

\[
X^{(i)} = (X^{i,1}, X^{i,2}, \ldots, X^{i,d}), \quad i = 1, \ldots, d,
\]
are independent $\mathbb{Z}^d_+$-valued compound Poisson processes with respective rates $\lambda_i$ and jump distributions $\mu_i$ defined in (2.1), stopped at the first hitting time $T_x$ of $-x$ by the additive compound Poisson process, $X = \left( \sum_{i=1}^{d} X_{t_i}^{j}, \; j \in [d], \; (t_1, \ldots, t_d) \in \mathbb{R}^d_+ \right)$, i.e.

\[ X_t^{(i)} 1_{\{t < T_x^{(i)}\}} + \left( X_{t}^{1,1}_{T_x^{(i)}}, \ldots, X_{T_x^{(i)}}^{i,d} \right) 1_{\{t \geq T_x^{(i)}\}}. \]

In particular the multitype branching process $Z$, issued from $x = (x_1, \ldots, x_d) \in \mathbb{R}^d_+$ admits the following representation,

\[ (Z_t^{(1)}, \ldots, Z_t^{(d)}) = x + \left( \sum_{i=1}^{d} X_{t}^{i,1} f_{x}^{1} Z_{t}^{i} ds, \ldots, \sum_{i=1}^{d} X_{t}^{i,d} f_{x}^{d} Z_{t}^{i} ds \right), \; t \geq 0. \]

Moreover, the transformation (2.5) is invertible, so that the processes $Z^{i,j}$ can be recovered from the processes $X^{(i)}$.

Conversely, the following theorem asserts that an additive compound Poisson process being given, we can construct a multitype branching forest whose branching process is the unique solution of equation (2.6).

**Theorem 2.5.** Let $x = (x_1, \ldots, x_d) \in \mathbb{R}^d_+$ and

\[ X^{(i)} = (X^{i,1}, X^{i,2}, \ldots, X^{i,d}), \; i = 1, \ldots, d, \]

be independent $\mathbb{Z}^d_+$ valued compound Poisson processes with respective rates $\lambda_i > 0$ and jump distributions $\mu_i$, stopped at the first hitting time $T_x$ of $-x$ by the additive compound Poisson process $(t_1, \ldots, t_d) \mapsto \left( \sum_{i=1}^{d} X_{t_i}^{j}, \; j \in [d] \right)$. Then there is a branching forest with edge lengths, with progeny distribution $\nu$ and rates $\lambda_i > 0$ such that the processes $Z^{i,j}$ of Definition 2.3 satisfy relation (2.5). Moreover, the branching process $Z = (Z^{(1)}, \ldots, Z^{(d)})$ associated to this forest is the unique solution of the equation,

\[ (Z_t^{(1)}, \ldots, Z_t^{(d)}) = x + \left( \sum_{i=1}^{d} X_{t}^{i,1} f_{x}^{1} Z_{t}^{i} ds, \ldots, \sum_{i=1}^{d} X_{t}^{i,d} f_{x}^{d} Z_{t}^{i} ds \right), \; t \geq 0. \]

We emphasize that Theorems 2.4 and 2.5 do not define a bijection between the set of branching forests with edge lengths and this of additive compound Poisson processes, as in the discrete time case, see Section 3. Indeed, in the continuous time case, when constructing the processes $Z^{i,j}$ as in Definition 2.3, at each birth time, we lose the information of the specific individual who gives birth. In particular, the forest which is constructed in Theorem 2.5 is not unique. This lost information is preserved in discrete time and the breadth first search coding that is defined in Subsection 3.2 allows us to define a bijection between the set of discrete forests and this of coding sequences.

## 3. Discrete multitype forests

### 3.1. The space of multitype forests.

We will denote by $\mathcal{F}$ the set of plane forests. More specifically, an element $f \in \mathcal{F}$ is a directed planar graph with no loops on a possibly infinite and non empty set of vertices $v = v(f)$, with a finite number of connected components, such that each vertex has a finite inner degree and an outer degree equals to 0 or 1. The elements of $\mathcal{F}$ will simply be called forests. The connected components of a forest are called the trees. A forest consisting of a single connected component is also called a tree. In a tree $t$, the only vertex with outer degree equal to 0 is called the root of $t$. It will be denoted by $r(t)$. The roots of the connected components of a forest $f$ are called the roots of $f$. For two vertices $u$ and $v$ of a forest $f$, if $(u, v)$ is a directed edge of
f, then we say that u is a \textit{child} of v, or that v is the \textit{parent} of u. The set \(v(f)\) of vertices of each forest \(f\) will be enumerated according to the usual breadth first search order, see Figure 2. We emphasize that we begin by enumerating the roots of the forest from the left to the right. In particular, our enumeration is not performed tree by tree. If a forest \(f\) contains at least \(n\) vertices, then the \(n\)-th vertex of \(f\) is denoted by \(u_n(f)\). When no confusion is possible, we will simply denote the \(n\)-th vertex by \(u_n\).

A \(d\)-type forest is a couple \((f, c_f)\), where \(f \in \mathcal{F}\) and \(c_f\) is an application \(c_f : v(f) \to [d]\). For \(v \in v(f)\), the integer \(c_f(v)\) is called the \textit{type} (or the \textit{color}) of \(v\). The set of finite \(d\)-type forests will be denoted by \(\mathcal{F}_d\). An element \((f, c_f) \in \mathcal{F}_d\) will often simply be denoted by \(f\). We assume that for any \(f \in \mathcal{F}_d\), if \(u_i, u_{i+1}, \ldots, u_{i+j} \in v(f)\) have the same parent, then \(c_f(u_i) \leq c_f(u_{i+1}) \leq \cdots \leq c_f(u_{i+j})\). Moreover, if \(u_1, \ldots, u_k\) are the roots of \(f\), then \(c_f(u_1) \leq \cdots \leq c_f(u_k)\). For each \(i \in [d]\) we will denote by \(u_n^{(i)} = u_n^{(i)}(f)\) the \(n\)-th vertex of type \(i\) of the forest \(f \in \mathcal{F}_d\), see Figure 2.
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**Figure 2.** A two type forest labeled according to the breadth first search order. Vertices of type 1 (resp. 2) are represented in white (resp. black).

3.2. \textbf{Coding multitype forests.} The aim of this subsection is to obtain a bijection between the set of multitype forests and some particular set of integer valued sequences which has been introduced in [4]. This bijection, which will be called a \textit{coding}, depends on the breadth first search ordering defined at the previous subsection. We emphasize that this coding is quite different from the one which is defined in [4].

**Definition 3.1.** Let \(S_d\) be the set of \([\mathbb{Z}^d]_d\)-valued sequences, \(x = (x^{(1)}, x^{(2)}, \ldots, x^{(d)})\), such that for all \(i \in [d]\), \(x^{(i)} = (x^{i,1}, \ldots, x^{i,d})\) is a \(d\)-valued sequence defined on some interval of integers, \([0, 1, 2, \ldots, n_i]\), \(0 \leq n_i \leq \infty\), which satisfies \(x_0^{(i)} = 0\) and if \(n_i \geq 1\), then

(i) for \(i \neq j\), the sequence \(x_0^{(j)}\) is nondecreasing,

(ii) for all \(i\), \(x_n^{i,i} - x_n^{i,i} \geq -1\), \(0 \leq n \leq n_i - 1\).

A sequence \(x \in S_d\) will sometimes be denoted by \(x = (x_k^{i,j}, 0 \leq k \leq n_i, i, j \in [d])\) and for more convenience, we will sometimes denote \(x_k^{i,j}\) by \(x^{i,j}(k)\). The vector \(n = (n_1, \ldots, n_d) \in \mathbb{Z}_+^d\), where \(\mathbb{Z}_+ = \mathbb{Z}_+ \cup \{+\infty\}\) will be called the length of \(x\).

Recall the definition of the order on \(\mathbb{R}_+^d\) from the beginning of Section 2 and let us set \(U_s = \{i \in [d] : s_i < \infty\}\), for any \(s \in \mathbb{Z}_+^d\). Then the next lemma extends Lemma 2.2 in
[4] to the case where the smallest solution of a system such as \((r, x)\) in (3.7) may have infinite coordinates.

**Lemma 3.2.** Let \(x \in S_d\) whose length \(n = (n_1, \ldots, n_d)\) is such that \(n_i = \infty\) for all \(i\) (i.e. \(U_n = \emptyset\)) and let \(r = (r_1, \ldots, r_d) \in \mathbb{Z}_+^d\). Then there exists \(s = (s_1, \ldots, s_d) \in \overline{\mathbb{Z}}_+^d\) such that

\[
(3.7) \quad (r, x) + r_j + \sum_{i=1}^d x^{i,j}(s_i) = 0, \quad j \in U_s,
\]

(we will say that \(s\) is a solution of the system \((r, x)\)) and such that any other solution \(q\) of \((r, x)\) satisfies \(q \geq s\). Moreover we have \(s_i = \min\{q : x^{i,j}_q = \min_{0 \leq k \leq s_i} x^{i,j}_k\}\), for all \(i \in U_s\).

The solution \(s\) will be called the smallest solution of the system \((r, x)\). We emphasize that in (3.7), we may have \(U_s = \emptyset\), so that according to this definition, the smallest solution of the system \((r, x)\) may be infinite, that is \(s_i = \infty\) for all \(i \in [d]\). Note also that in (3.7) it is implicit that \(\sum_{i \in [d]} U_s x^{i,j}(s_i) < \infty\), for all \(j \in U_s\).

**Proof.** This proof is based on the simple observation that for fixed \(j\), when at least one of the indices \(k_i\)'s for \(i \neq j\) increases, the term \(\sum_{i \neq j} x^{i,j}(k_i)\) may only increase and when \(k_j\) increases, the term \(x^{i,j}(k_j)\) may decrease only by jumps of amplitude \(-1\).

First recall the notation \(U_s\), for \(s \in \overline{\mathbb{Z}}_+^d\) introduced before Lemma 3.2 and set \(v_j^{(1)} = r_j\) and for \(n \geq 1\),

\[
k_j^{(n)} = \inf\{k : x^{i,j}_k = -v_j^{(n)}\} \quad \text{and} \quad v_j^{(n+1)} = r_j + \sum_{i \neq j} x^{i,j}(k_i^{(n)}),
\]

where \(\inf \emptyset = \infty\). Set also \(k^{(0)} = 0\) and \(U_{k^{(0)}} = [d]\). Then note that since for \(i \neq j\), the \(x^{i,j}\)'s are positive and increasing, we have

\[
k^{(n)} = k^{(n+1)} \in U_{k^{(n+1)}} \subseteq U_{k^{(n)}} , \quad n \geq 0.
\]

Moreover, for each \(n \geq 0\),

\[
(3.8) \quad r_j + \sum_{i \neq j} x^{i,j}(k_i^{(n)}) + x^{j,l}(k_j^{(n)}) \geq 0, \quad j \in U_{k^{(n)}}.
\]

Define

\[
n_0 = \inf \left\{n \geq 1 : r_j + \sum_{i \neq j} x^{i,j}(k_i^{(n)}) + x^{j,l}(k_j^{(n)}) = 0, \quad j \in U_{k^{(n)}}\right\},
\]

where in this definition, we consider that \(r_j + \sum_{i \neq j} x^{i,j}(k_i^{(n)}) + x^{j,l}(k_j^{(n)}) = 0\) is satisfied for all \(j \in U_{k^{(n)}}\) if \(U_{k^{(n)}} = \emptyset\) if \(U_{k^{(n)}} \in U_{k^{(n+1)}}\). Note that \(k^{(n)} = k^{(n+1)} = U_{k^{(n+1)}} = U_{k^{(n+2)}}\) if \(n \geq n_0\). The index \(n_0\) can be infinite and in general, we have \(k^{(n_0)} = \lim_{n \to \infty} k^{(n)}\). Then the smallest solution of the system \((r, x)\) in the sense which is defined in Lemma 3.2 is \(k^{(n_0)}\).

Indeed, (3.7) is clearly satisfied for \(s = k^{(n_0)}\). Then let \(q \in \overline{\mathbb{Z}}_+^d\) satisfying (3.7), that is

\[
(3.9) \quad r_j + \sum_{i \neq j} x^{i,j}(q_i) + x^{j,l}(q_j) = 0, \quad j \in U_q.
\]

We can prove by induction that \(q \geq k^{(n)}\), for all \(n \geq 1\). Firstly for (3.9) to be satisfied, we should have \(q_j \geq \inf\{k : x^{j,l}(k) = -r_j\}\), for all \(j \in U_q\), hence \(q \geq k^{(1)}\). Now assume that \(q \geq k^{(n)}\). Then \(U_q \subseteq U_{k^{(n)}}\) and from (3.8) and (3.9) for each \(j \in U_q\),

\[
q_j \geq \inf\{k : x^{j,l}(k) = -(r_j + \sum_{i \neq j} x^{i,j}(k_i^{(n)}))\}, \quad \text{hence} \quad q \geq k^{(n+1)}.
\]
Finally the fact that \( s_i = \min \{ q : x_q^{\bar{i}} = \min_{0 \leq k \leq s_i} x_k^{\bar{i}} \} \), for all \( i \in U_n \) readily follows from the above construction of \( s_i \).

Let \( (f,c_r) \in \mathcal{F}_d \), \( u \in v(f) \) and denote by \( p_i(u) \) the number of children of type \( i \) of \( u \). For each \( i \in [d] \), let \( n_i \geq 0 \) be the number of vertices of type \( i \) in \( v(f) \). Then we define the application \( \Psi \) from \( \mathcal{F}_d \) to \( S_d \) by

\[
\Psi((f,c_r)) = x,
\]
where \( x = (x^{(1)}, \ldots, x^{(d)}) \) and for all \( i \in [d] \), \( x^{(i)} \) is the \( d \)-dimensional chain \( x^{(i)} = (x_0^{(i)}, \ldots, x_n^{(i)}) \), with length \( n_i \), whose values belong to the set \( \mathbb{Z}^d \), such that \( x_0^{(i)} = 0 \) and if \( n_i \geq 1 \), then

\[
x_{n_i+1}^{(i)} - x_n^{(i)} = p_i(u^{(i)}_{n_i}) - 1, \quad 0 \leq n \leq n_i - 1.
\]

We recall that \( u^{(i)}_n \) is the \( n \)-th vertex of type \( i \) in the breadth first search order of \( f \). We will see in Theorem 3.4 that \( (n_1, \ldots, n_d) \) is actually the smallest solution of the system \((r, x)\), where \( r_i \) is the number of roots of type \( i \) of the forest \( f \). This leads us to the following definition.

**Definition 3.3.** Fix \( r = (r_1, \ldots, r_d) \in \mathbb{Z}_+^d \), such that \( r > 0 \).

(i) We denote by \( \Sigma^r_d \) the subset of \( S_d \) of sequences \( x \) with length \( n = (n_1, \ldots, n_d) \in \mathbb{Z}_+^d \) such that \( n \) is the smallest solution of the system \((r, x)\), where for all \( i \in [d] \), \( x_k^{(i)} = x_k, \) if \( k \leq k_i \) and \( x_k^{(i)} = x_{k_i}, \) if \( k > k_i \). We will also say that \( n \) is the smallest solution of the system \((r, x)\).

(ii) We denote by \( \mathcal{F}^r_d \), the subset of \( \mathcal{F}_d \) of \( d \)-type forests containing exactly \( r \), roots of type \( i \), for all \( i \in [d] \).

The following theorem gives a one to one correspondence between the sets \( \mathcal{F}^r_d \) and \( \Sigma^r_d \).

**Theorem 3.4.** Let \( r = (r_1, \ldots, r_d) \in \mathbb{Z}_+^d \), be such that \( r > 0 \). Then for all \( (f,c_r) \in \mathcal{F}_d^r \), the chain \( x = \Psi(f,c_r) \) belongs to the set \( \Sigma^r_d \). Moreover, the mapping

\[
\Psi : \mathcal{F}_d^r \rightarrow \Sigma^r_d \\
(f,c_r) \mapsto \Psi(f,c_r)
\]

is a bijection.

**Proof.** In this proof, in order to simply the notation, we will identify the sequence \( x \) with its extension \( \bar{x} \) introduced in Definition 3.3.

Let \( (f,c_r) \) be a forest of \( \mathcal{F}_d^r \) and let \( s = (s_1, \ldots, s_d) \in \mathbb{Z}_+^d \), where \( s_i \) is the number of vertices of type \( i \) in \( f \). We define a subtree of type \( i \in [d] \) of \( (f,c_r) \) as a maximal connected subgraph of \( (f,c_r) \) whose all vertices are of type \( i \). Formally, \( t \) is a subtree of type \( i \) of \( (f,c_r) \), if it is a connected subgraph whose all vertices are of type \( i \) and such that either \( r(t) \) has no parent or the type of its parent is different from \( i \). Moreover, if the parent of a vertex \( v \in v(t)^c \) belongs to \( v(t) \), then \( c_r(v) \neq i \).

Let \( i \in [d] \) and assume first that \( s_i < \infty \) (i.e. \( i \in U_n \)) and let \( k_i \leq s_i \) be the number of subtrees of type \( i \) in \( f \). Then we can check that the length \( s_i \) of the sequence \( x^{i,i} \) corresponds to its first hitting time of level \(-k_i\), i.e.

\[
s_i = \inf \{ n : x_n^{i,i} = -k_i \}.
\]

Indeed, let us rank the subtrees of type \( i \) in \( f \) according to the breadth first search of their roots, so that we obtain the subforest of type \( i \): \( t_1, \ldots, t_{k_i} \) and let \( x' \) be the Lukasiewicz-Harris coding path of this subforest (see, [7] or [4] for a definition of the Lukasiewicz-Harris
coding path). Then we readily check that both sequences end up at the same level, i.e.
\[ \inf \{ n : x_n' = -k_i \} = \inf \{ n : x_n^{i,t} = -k_i \}. \]
Note that if \( s_i = \infty \), then relation (3.12), whether or not \( k_i \) is finite.

Now let us check that \( s \) is a solution of the system \((r, x)\), that is
\[
(3.13) \quad r_j + \sum_{i=1}^{d} x^{i,j}(s_i) = 0 , \quad j \in U_s .
\]
Let \( j \in U_s \), then \( r_j + \sum_{i \neq j} x^{i,j}(s_i) \) clearly represents the total number of vertices of type \( j \) in \( v(f) \) which are either a root of type \( j \) or whose parent is of a type different from \( j \), i.e. it represents the total number of subtrees of type \( j \) in \( f \). On the other hand, from (3.12), \( -x^{j,j}(s_j) \geq 0 \) is the number of these subtrees. We conclude that equation (3.13) is satisfied.

It remains to check that \( s \) is the smallest solution of the system \((r, x)\). As in Lemma 3.2, set \( k^{(0)} = 0 \) and for all \( j \in [d] \),
\[
(3.14) \quad k^{(n)}_j = \inf \{ k : x_k^{i,j} = -(r_j + \sum_{i \neq j} x^{i,j}(k^{(n-1)}) \} , \quad n \geq 1 .
\]
Then from the proof of Lemma 3.2, we have to prove that \( s = \lim_{n \to \infty} k^{(n)} \). Recall the coding which is defined in (3.11). For all \( j \in [d] \), once we have visited the \( r_j \) first vertices of type \( j \) which are actually roots of the forest, we have to visit the whole corresponding subtrees, so that, if the total number of vertices of type \( j \) in \( (f, c_f) \) is finite, i.e. \( j \in U_s \), then the chain \( x^{i,j} \) first hits \(-r_j \) at time \( k^{(1)}_j < \infty \). Then at time \( k^{(1)}_j \), an amount of \( \sum_{i \neq j} x^{i,j}(k^{(1)}_i) \) more subtrees of type \( j \) have to be visited. So the chain \( x^{i,j} \) has to hit \(-(r_j + \sum_{i \neq j} x^{i,j}(k^{(1)}_i)) \) at time \( k^{(2)}_j < \infty \). This procedure is iterated until the last vertex of type \( j \) is visited, that is until time \( s_j = \lim_{n \to \infty} k^{(n)}_j < \infty \) (note that the sequence \( k^{(n)}_j \) is constant after some finite index). Besides, from (3.14), we have
\[
 s_j = \inf \{ k : x_k^{i,j} = -(r_j + \sum_{i \neq j} x^{i,j}(s_i)) \} , \quad n \geq 1 , \quad j \in U_s .
\]
On the other hand, if the total number of vertices of type \( j \) in \( (f, c_f) \) is infinite, then \( k^{(n)}_j \) tends to \( \infty \) (it can be infinite by some rank). So that we also have \( s_j = \lim_{n \to \infty} k^{(n)}_j \) in this case. Therefore, \( s \) is the smallest solution of \((r, x)\).

Conversely let \( x \in \Sigma^*_d \) with length \( s \), then we construct a forest \((f, c_f) \in F^*_d \), generation by generation, as follows. At generation \( n = 1 \), for each \( i \in [d] \), we take \( r_i \) vertices of type \( i \). We rank these \( r_1 + \cdots + r_d \) vertices as it is defined in Subsection 3.1. Then to the \( k \)-th vertex of type \( i \), we give \( \Delta x_k^{i,j} := x_k^{i,j} - x_k^{i,j-1} \) children of type \( j \in [d] \) if \( j \neq i \) and \( \Delta x_k^{i,i} + 1 \) children of type \( i \). We rank vertices of generation \( n = 2 \) and to the \( r_i + k \)-th vertex of type \( i \), we give \( \Delta x_{r_i+k}^{i,j} \) children of type \( j \in [d] \) if \( j \neq i \) and \( \Delta x_{r_i+k}^{i,i} + 1 \) children of type \( i \), and so on. Proceeding this way, until the steps \( \Delta x_{s_i}^{i,j} \), \( i, j \in [d] \), we have constructed a forest. Indeed the total number of children of type \( j \) whose parent is of type \( i \neq j \) is \( x^{i,j}(s_i) \), hence, the total number of children of type \( j \) which is a root or whose parent is different from \( j \) is \( r_j + \sum_{i \neq j} x^{i,j}(s_i) \). Moreover, each branch necessarily ends up with a leaf, since \( \Delta x_{s_i+1}^{i,j} = 0 \), for all \( i \neq j \) and \( \Delta x_{s_i+1}^{i,i} = -1 \). Therefore we have constructed forest of \( F^*_d \).

Finally, the mapping which is described in (3.11) is clearly invertible, so we have proved that \( \Psi \) is a bijection from \( F^*_d \) to \( \Sigma^*_d \). \( \square \)
3.3. Representing the sequence of generation sizes. To each \( f \in \mathcal{F}_d \) we associate the chain \( z = (z^{(i)}) \) indexed by the successive generations in \( f \), where for each \( i \in [d] \), and \( n \geq 1 \), \( z^{(i)}(n) \) is the size of the population of type \( i \) at generation \( n \). More formally, we say that the (index of the) generation of \( u \in v(f) \) is \( n \) if \( d(r(t_u), u) = n \), where \( t_u \) is the tree of \( f \) which contains \( u \), \( r(t_u) \) is the root of this tree and \( d \) is the usual distance in discrete trees. Let us denote by \( h(f) \) the index of the highest generation in \( f \). Then \( z^{(i)} \) is defined by

\[
(3.15) \quad z^{(i)}(n) = \begin{cases} \text{Card}\{u \in v(f) : c_f(u) = i, d(r(t_u), u) = n\}, & \text{if } n \leq h(f), \\ 0, & \text{if } n \geq h(f) + 1. \end{cases}
\]

Let \( v^*(f) \) be the subset of \( v(f) \) of vertices which are not roots of \( f \). We denote by \( u^* \) the parent of any \( u \in v^*(f) \). We also define the chains \( z^{i,j} \), for \( i, j \in [d] \), as follows: \( z^{i,j}(0) = 0 \) if \( i \neq j \), \( z^{i,j}(0) = z_i(0) = r_i \), for all \( i, j \in [d] \), \( z^{i,j}(n) = z^{i,j}(h(f)) \) if \( n \geq h(f) \), and for \( n \geq 1 \),

\[
(3.16) \quad z^{i,j}(n) = \begin{cases} \text{Card}\{u \in v^*(f) : c_f(u) = j, c_f(u^*) = i, d(r(t_u), u) \leq n\}, & \text{if } i \neq j, \\ r_i + \text{Card}\{u \in v^*(f) : c_f(u) = i, c_f(u^*) = i, p_i(u^*) \geq 2, d(r(t_u), u) \leq n\} - \text{Card}\{u \in v(f) : c_f(u) = i, p_i(u) = 0, d(r(t_u), u) \leq n - 1\}, & \text{if } i = j. \end{cases}
\]

In words, if \( i \neq j \) then \( z^{i,j}(n) \) is the total number of vertices of type \( j \) whose parent is of type \( i \) in the \( n \) first generations of the forest \( f \). If \( i = j \) then we only count the number of vertices of type \( i \) with at least one brother of type \( i \) and whose parent is of type \( i \) in the \( n \) first generations. To this number, we subtract the number of vertices of type \( i \) with no children of type \( i \), whose generation is less or equal than \( n - 1 \). Then it is not difficult to check the following relation:

\[
(3.17) \quad z^{(i)}(n) = \sum_{i=1}^{d} z^{i,j}(n), \ n \geq 0, \quad i \in [d].
\]

We end this subsection by a lemma which provides a relationship between the chains \( x \) and \( z \) and \( z^{i,j} \). This result is the deterministic expression of the Lamperti representation of Theorem 3.6 below and its continuous time counterpart in Theorems 2.4 and 2.5.

**Lemma 3.5.** The chain \( z^{i,j} \) may be obtained as the following time change of the chain \( x^{i,j} \):

\[
(3.18) \quad z^{i,j}(n) = x^{i,j}(\sum_{k=0}^{n-1} z^{(i)}(k)), \quad n \geq 1, \quad i, j \in [d], \quad i \neq j,
\]

\[
(3.19) \quad z^{i,j}(n) = r_i + x^{i,j}(\sum_{k=0}^{n-1} z^{(i)}(k)), \quad n \geq 1, \quad i \in [d].
\]

In particular, we have

\[
(3.20) \quad z^{(j)}(n) = r_j + \sum_{i=1}^{d} x^{i,j}(\sum_{k=0}^{n-1} z^{(i)}(k)), \quad n \geq 1, \quad j \in [d].
\]

Moreover, given \( x^{i,j} \), \( i, j \in [d] \), the chains \( z^{i,j} \), \( i, j \in [d] \) are uniquely determined by equations (3.17), (3.18) and (3.19).

**Proof.** It suffices to check relations (3.18) and (3.19). Then (3.20) will follow from (3.17). But (3.18) and (3.19) are direct consequences of the definition of the chains \( x^{i,j} \) and \( z^{i,j} \) in (3.11) and (3.16) respectively. \(\square\)
3.4. Application to discrete time branching processes. Recall that \( \nu = (\nu_1, \ldots, \nu_d) \) is a progeny distribution, such that the \( \nu_i \)'s are any probability measures on \( \mathbb{Z}_+ \), such that \( \nu_i(e_i) < 1 \). Let \((\Omega, \mathcal{G}, P)\) be some measurable space on which, for any \( r \in \mathbb{Z}_+^d \) such that \( r > 0 \), we can define a probability measure \( P_r \) and a random variable \((F, c_F): (\Omega, \mathcal{G}, P_r) \to \mathcal{F}_d\) whose law under \( P_r \) is this of a branching forest with progeny law \( \nu \). Then we construct from \((F, c_F)\) the random chains, \( X = (X^{(1)}, \ldots, X^{(d)}) \), \( Z = (Z^{(1)}, \ldots, Z^{(d)}) \) and \( Z^{(i)}, i, j \in [d] \), exactly as in (3.31), (3.15) and (3.16) respectively. In particular, \( X = \Psi(F, c_F) \). We can check that under \( P_r \), \( Z \) is a branching process with progeny distribution \( \nu \). More specifically, recall from (2.2) the definition of \( \nu_i \), then the random processes \( X \) and \( Z \) satisfy the following result.

**Theorem 3.6.** Let \( r \in \mathbb{Z}_+^d \) be such that \( r > 0 \) and let \((F, c_F)\) be an \( \mathcal{F}_d \)-valued branching forest with progeny law \( \nu \) under \( P_r \). Let \( N = (N_1, \ldots, N_d) \in \mathbb{Z}_+^d \), where \( N_i \) is the number of vertices of type \( i \) in \( F \). Then,

1. The random variable \( N \) is almost surely the smallest solution of the system \((r, X)\) in the sense of Definition 3.3. If \( \nu \) is irreducible, non degenerate and (sub)critical, then almost surely, \( N_i < \infty \), for all \( i \in [d] \). If \( \nu \) is irreducible, non degenerate and super critical, then with some probability \( p > 0 \), \( N_i = \infty \), for all \( i \in [d] \) and with probability \( 1 - p \), \( N_i < \infty \), for all \( i \in [d] \).

2. On the space \((\Omega, \mathcal{G}, P)\), we can define independent random walks \( \tilde{X}^{(i)}, i \in [d] \), with respective step distributions \( \nu_i \), \( i \in [d] \), such that \( \tilde{X}^{(i)}_0 = 0 \) and if \( \tilde{N} = (\tilde{N}_1, \ldots, \tilde{N}_d) \in \mathbb{Z}_+^d \) is the smallest solution of the system \((r, \tilde{X})\), then the following identity in law

\[
(X_k^{(i)}, 0 \leq k \leq N_i, i \in [d]) \overset{d}{=} (\tilde{X}_k^{(i)}, 0 \leq k \leq \tilde{N}_i, i \in [d])
\]

holds.

3. The joint law of \( X \) and \( N \) is given as follows: for any integers \( n_i \) and \( k_{ij} \), \( i, j \in [d] \), such that \( n_i > 0 \), \( k_{ij} \in \mathbb{Z}_+ \), for \( i \neq j \), \( -k_{jj} = r_j + \sum_{i \neq j} k_{ij} \) and \( n_i \geq -k_{ii} \),

\[
P_r\left( X_{n_i}^{ij} = k_{ij}, i, j \in [d] \text{ and } N = n \right) = \frac{\det(-k_{ij})}{n_1 n_2 \cdots n_d} \prod_{i=1}^d \nu_{x_{n_i}}^{x_{n_i}}(k_{i1}, \ldots, k_{i(i-1)}, n_i + k_{ii}, k_{i(i+1)}, \ldots, k_{id}).
\]

4. The random process \( Z \) is a branching process with progeny law \( \nu \), which is related to \( X \) through the time change:

\[
Z^{(i)}(n) = \sum_{i=1}^d X^{(i)}(\sum_{k=1}^{n-1} Z^{(i)}(k)), \quad n \geq 1.
\]

**Proof.** The fact that \( N \) is the smallest solution of the system \((r, X)\) is a direct consequence of Theorem 3.4 and the definition of \( X \), that is \( \Psi(F, c_F) = X \). Assume that \( \nu \) is irreducible, non degenerate and (sub)critical. Then since the forest \( F \) contains almost surely a finite number of vertices, all coordinates of \( N \) must be finite from Theorem 3.4. If \( \nu \) is irreducible, non degenerate and supercritical, then with probability \( p > 0 \) the forest \( F \) contains an infinite number of vertices of type \( i \), for all \( i \in [d] \) and with probability \( 1 - p \) its total population is finite. Then the result also follows from Theorem 3.4.

In order to prove part 2, let \((F_n, c_{F_n})\) with \((F_1, c_{F_1}) = (F, c_F)\), be a sequence of independent and identically distributed forests. Let us define \( X^n = \Psi(F_n, c_{F_n}) \) and then let us concatenate the processes \( X^n = (X^{n,(1)}, \ldots, X^{n,(d)}) \) in a process that we denote \( \tilde{X} \). More
specifically, let us denote by $N^n_i$ the length of $X^{n,(i)}$, then the process obtained from this concatenation is $\tilde{X} = (\tilde{X}^{(1)}, \ldots, \tilde{X}^{(d)})$, where $\tilde{X}^{(i)}_0 = 0$, $N^n_i = 0$ and

$$\tilde{X}^{(i)}_k = \tilde{X}^{(i)}_{N^n_i + \cdots + N^n_{i-1} + X^{n,(i)}_{k - (N^n_i + \cdots + N^n_{i-1})}},$$

if $N^n_i + \cdots + N^n_{i-1} \leq k \leq N^n_i + \cdots + N^n_n$, $n \geq 1$.

Note that $\tilde{X}$ is obtained by coding the forests $(F_n, c_{F_n})$, $n \geq 1$ successively. Then it readily follows from the construction of $\tilde{X}$ and the branching property that the coordinates $\tilde{X}^{(i)}$ are independent random walks with step distribution $\tilde{\nu}_i$. Moreover $N$ is a solution of the system $(r, \tilde{X})$, so its smallest solution, say $N'$, is necessarily smaller than $N$. This means that $N'$ is a solution of the system $(r, X)$, hence $N' = N$.

The third part is a direct consequence of the first part and the multivariate ballot Theorem which is proved in [4], see Theorem 3.4 therein.

Then part 4, directly follows from the definition of $Z$ and Lemma 3.5. \ □

Conversely, from any random walk whose step distribution is given by (2.2) we can construct a unique branching forest with law $\mathbb{P}_r$. The following result is a direct consequence of Theorems 3.6 and 3.4.

**Theorem 3.7.** Let $\tilde{X}^{(i)}$, $i \in [d]$ be $d$ independent random walks defined on $(\Omega, \mathcal{G}, P)$, whose respective step distributions are $\tilde{\nu}_i$, and set $\tilde{X} = (\tilde{X}^{(1)}, \ldots, \tilde{X}^{(d)})$. Let $r \in \mathbb{Z}^d_+$ such that $r > 0$ and let $\tilde{N}$ be the smallest solution of the system $(r, \tilde{X})$. We define the $\Sigma^d_+$-valued process $X = (X^{(1)}, \ldots, X^{(d)})$ by $(X^{(i)}_k, 0 \leq k \leq \tilde{N}_i) = (\tilde{X}^{(i)}_k, 0 \leq k \leq \tilde{N}_i)$.

Then $(F, c_F) := \Psi^{-1}(X)$ is a $\mathcal{F}^d_+$-valued branching forest $(F, c_F)$ with progeny distribution $\nu$.

### 4. The continuous time setting

#### 4.1. Proofs of Theorem 2.1 and Proposition 2.2.

Let $Y = (Y^{(1)}, \ldots, Y^{(d)})$ be the underlying random walk of the compound Poisson process $X$, that is the random walk such that there are independent Poisson processes $N^{(i)}$, with parameters $\lambda_i$ such that $X^{(i)}_t = Y^{(i)}(N^{(i)}_t)$ and $(N^{(i)}, Y^{(i)}, i, j \in [d])$ are independent. Then from Lemma 3.2, there is a random time $s \in \mathbb{Z}^d_+$, such that almost surely, for all $j \in U_s$, $x_j + \sum_{i=1}^d Y^{i,j}(s_i) = 0$. Moreover, if $s'$ is any time satisfying this property, then $s' \geq s$. For $i \in [d] \setminus U_s$, the latter equality implies that $Y^{i,j}(\infty) < \infty$. Since $Y^{i,j}$ is a renewal process, it is possible only if $Y^{i,j} \equiv 0$, a.s., so that we can write: almost surely,

$$x_j + \sum_{i,j \in U_s} Y^{i,j}(s_i) = 0, \quad \text{for all } j \in U_s.$$

Then the first part of the Theorem follows from the construction of $X$ as a time change of $Y$. More formally, the coordinates of $T_x$ are given by $T^{(i)}_x = \inf\{t : N^{(i)}(t) = s_i\}$, so that in particular, $s_i = N^{(i)}(T^{(i)}_x)$.

Additivity property of $T_x$ is a consequence of Lemma 3.2 and time change. From this lemma, we can deduce that for all $x, y \in \mathbb{Z}^d_+$, if $s$ is the smallest solution of $(x + y, Y)$, then conditionally to $s_i < \infty$, for all $i \in [d]$, the smallest solution $s_1 = (s_{1,1}, \ldots, s_{1,d})$ of $(x, Y)$, and satisfies $s_1 \leq s$ and $s - s_1$ is the smallest solution of the system $(y, Y)$, where $Y^{(i)}_k = Y^{(i)}_{s_1,1+k} - Y^{(i)}_{s_1,j}, k \geq 0$. Moreover, $\tilde{Y} = (\tilde{Y}^{(i)}, i \in [d])$ has the same law as $Y$ and is
independent of \((Y_{k}^{(i)}, 0 \leq k \leq s_{1,i})\). Using the time change, we obtain,

\[
L_{x+y} \overset{(d)}{=} L_x + \tilde{L}_y,
\]

where \(L_x\) has the law of \(T_x\) conditionally on \(T_x^{(i)} < \infty\), for all \(i \in [d]\) and \(\tilde{L}_y\) is an independent copy of \(L_y\). Then identity (2.4) follows.

The law of \(T_x\) on \(\mathbb{R}_+^d\) follows from time change and the same result in the discrete time case obtained in [4], see Theorem 3.4 therein.

Proposition 2.2 is a direct consequence part 1 of Theorem 2.1 and the time change.

4.2. Multitype forests with edge lengths. A \(d\) type forest with edge lengths is an element \((f, c_{\ell}, \ell_{\ell})\), where \((f, c_{\ell}) \in \mathcal{F}_d\) and \(\ell_{\ell}\) is some application \(\ell_{\ell} : \mathcal{V}(f) \to (0, \infty)\). For \(u \in \mathcal{V}(f)\), the quantity \(\ell_{\ell}(u)\) will be called the life time of \(u\). It corresponds to the length of an edge incident to \(u\) in \((f, c_{\ell}, \ell_{\ell})\) whose color is this of \(u\). This edge is a segment which is closed at the extremity corresponding to \(u\) and open at the other extremity. If \(u\) is not a leaf of \((f, c_{\ell})\) then \(\ell_{\ell}(u)\) corresponds to the length of the edge between \(u\) and its children in the continuous forest \((f, c_{\ell}, \ell_{\ell})\). To each tree of \((f, c_{\ell}, \ell_{\ell})\) corresponds a tree of \((f, c_{\ell}, \ell_{\ell})\) which is considered as a continuous metric space, the distance being given by the Lebesgue measure along the branches. To each forest \((f, c_{\ell}, \ell_{\ell})\) we associate a time scale such that a vertex \(u\) is born at time \(t\) if the distance between \(u\) and the root of its tree in \((f, c_{\ell}, \ell_{\ell})\) is \(t\). Time \(t\) is called the birth time of \(u\) in \((f, c_{\ell}, \ell_{\ell})\) and it is denoted by \(b_{\ell}(u)\). The death time of \(u\) in \((f, c_{\ell}, \ell_{\ell})\) is then \(b_{\ell}(u) + \ell_{\ell}(u)\). If \(s \in [b_{\ell}(u), b_{\ell}(u) + \ell_{\ell}(u)]\) then we say that \(u\) is alive at time \(s\) in the forest \((f, c_{\ell}, \ell_{\ell})\). We denote by \(b_{\ell}\) the smallest time when no individual is alive in \((f, c_{\ell}, \ell_{\ell})\).

The set of \(d\) type forests with edge lengths will be denoted by \(F_d\). The subset of \(F_d\) of elements \((f, c_{\ell}, \ell_{\ell})\) such that \((f, c_{\ell}) \in \mathcal{F}_d\) will be denoted by \(F_d^\ast\). Elements of \(F_d\) will be represented as in Figure 1.

To each forest \((f, c_{\ell}, \ell_{\ell}) \in F_d^\ast\), we associate the multidimensional the step functions, \(z^{(i)}(t), t \geq 0\) that are defined as follows:

\[
z^{(i)}(t) = \text{Card}\{u \in \mathcal{V}(f) : c_{\ell}(u) = i, u \text{ is alive at time } t \text{ in } (f, c_{\ell}, \ell_{\ell}).\}
\]

Then \(z^{i,j}(t), t \geq 0\) is defined by

\[
z^{i,j}(t) = \begin{cases} 
\text{Card}\{u \in \mathcal{V}^+(f) : c_{\ell}(u) = j, c_{\ell}(u^*) = i, b_{\ell}(u) \leq t\}, & \text{if } i \neq j, \\
ri + \text{Card}\{u \in \mathcal{V}^+(f) : c_{\ell}(u) = i, c_{\ell}(u^*) = i, b_{\ell}(u) \leq t\} - \\
\text{Card}\{u \in \mathcal{V}(f) : c_{\ell}(u) = i, b_{\ell}(u) + \ell_{\ell}(u) \leq t\}, & \text{if } i = j.
\end{cases}
\]

It readily follows from these definitions that

\[
z^{(j)}(t) = \sum_{i=1}^{d} z^{i,j}_{t}, \quad t \geq 0.
\]

We now define the discretisation of forests of \(F_d\), with some span \(\delta > 0\). Let \((f, c_{\ell}, \ell_{\ell}) \in F_d\), then on each tree of \((f, c_{\ell}, \ell_{\ell}) \in F_d\), we place new vertices at distance \(n\delta\), \(n \in \mathbb{Z}_+\) of the root along all the branches. A vertex which is placed along an edge with color \(i\) has also color \(i\). Then we define a forest in \(\mathcal{F}_d\) as follows. A new vertex \(v\) is the child of a new vertex \(u\) if and only if both vertices belong to the same branch of \((f, c_{\ell}, \ell_{\ell})\), and there is
\[ n \geq 0 \text{ such that } u \text{ and } v \text{ are respectively at distance } n\delta \text{ and } (n+1)\delta \text{ from the root. This transformation defines an application which we will denote by} \]

\[
D_\delta : F_d \rightarrow \mathcal{F}_d \\
(f, c_f, \ell_f) \mapsto D_\delta(f, c_f, \ell_f).
\]

Note that with this definition, the roots of the three forests \((f, c_f), (f, c_f, \ell_f)\) and \(D_\delta(f, c_f, \ell_f)\) are the same and more generally, a vertex of \(D_\delta(f, c_f, \ell_f)\) corresponds to a vertex \(u\) of \((f, c_f, \ell_f)\) if and only if \(u\) is at a distance equal to \(n\delta\) from the root. The definition of the discretisation of a forest with edge lengths should be obvious from Figure 3.

![Figure 3. Discretisation of a two type tree with edge lengths.](image)

### 4.3. Multitype branching forests with edge lengths.

Recall from Section 2 that \(\lambda_1, \ldots, \lambda_d\) are positive, finite and constant rates, and that \(\nu = (\nu_1, \ldots, \nu_d)\), where \(\nu_i, i \in [d]\) are any distributions in \(\mathbb{Z}_d^+\). From the setting established in Subsection 4.2, we can define a branching forest with edge lengths as a random variable \((F, c_F, \ell_F) : (\Omega, \mathcal{G}, \mathbb{P}_r) \rightarrow (F_d, \mathcal{H}_d)\), where \(\mathcal{H}_d\) is the sigma field of the Borel sets of \(F_d\) endowed with the Gromov-Hausdorff topology (see Section 2.1 in [7]) and where the law of \((F, c_F) : (\Omega, \mathcal{G}, \mathbb{P}_r) \rightarrow \mathcal{F}_d^+\) under \(\mathbb{P}_r\) is this of a discrete branching forest with progeny distribution \(\nu\), as defined in Subsection 3.4. Besides, let \(N_i\) be the number of vertices of type \(i\) in \((F, c_F)\), then for all \(n = (n_1, \ldots, n_d) \in \mathbb{Z}_d^+\), conditionally on \(N_i = n_i, i \in [d]\), \((\ell(u_n^{(i)}))_{0 \leq n \leq n_i}\) are sequences of i.i.d. exponentially distributed random variables with respective parameters \(\lambda_i\), and \([(\ell(u_n^{(i)}))_{0 \leq n \leq n_i}, i \in [d], (F, c_F)]\) are independent.

Then we have the following result which is straightforward from the above definitions.

**Proposition 4.1.** Let \((F, c_F, \ell_F)\) be a branching forest with edge lengths with progeny distribution \(\nu = (\nu_1, \ldots, \nu_d)\) on \(\mathbb{Z}_d^+\) and life time rates \(\lambda_1, \ldots, \lambda_d \in (0, \infty)\). Then for all \(r\), under \(\mathbb{P}_r\), the process \(Z = (Z_i(t), i \in [d], t \geq 0)\) which is defined as in (4.22) with respect to \((F, c_F, \ell_F)\) is a continuous time, \(\mathbb{Z}_d^+\)-valued branching process starting at \(Z_0 = r\), with progeny distribution \(\nu = (\nu_1, \ldots, \nu_d)\) and life time rates \(\lambda_1, \ldots, \lambda_d\).

The law of a discretised branching forest with edge lengths is given by the following lemma.
Lemma 4.2. Let \((F, c_F, \ell_F)\) be a branching forest with edge lengths, with progeny distribution \(\nu = (\nu_1, \ldots, \nu_d)\) on \(\mathbb{Z}_+^d\) and life time rates \(\lambda_1, \ldots, \lambda_d \in (0, \infty)\). For \(\delta > 0\), the forest \(D_\delta(F, c_F, \ell_F)\) is a (discrete) branching forest with progeny distribution:

\[
\nu^{(\delta)}(k) = \mathbb{P}_{e_i}(Z_\delta = k), \quad k = (k_1, \ldots, k_d) \in \mathbb{Z}_+^d,
\]

where \(e_i\) is the \(i\)-th unit vector of \(\mathbb{Z}_+^d\).

**Proof.** The fact that \(D_\delta(F, c_F, \ell_F)\) is a discrete branching forest is a direct consequence of its construction. Indeed, at generation \(n\), that is at time \(n\delta\), the vertices of this forest inherits from the branching property of \((F, c_F, \ell_F)\) the fact they will give birth to some progeny, independently of each other and with some distribution which only depends on their type and \(\delta\). Then its remains to determine the progeny distribution \(\nu^{(\delta)}\). But it is obvious from the construction of \(D_\delta(F, c_F, \ell_F)\) that \(\nu^{(\delta)}\) is the law of the total offspring at time \(\delta\) of a root of type \(i\) in the forest \((F, c_F, \ell_F)\). This is precisely the expression which is given in the statement. \(\Box\)

4.4. **Proof of Theorem 2.4.** Let \((F, c_F, \ell_F)\) be a branching forest issued from \(x\), with edge lengths, with progeny distribution \(\nu = (\nu_1, \ldots, \nu_d)\) on \(\mathbb{Z}_+^d\) and life time rates \(\lambda_1, \ldots, \lambda_d \in (0, \infty)\). Then from Proposition 4.1, the process \(Z = (Z(i)(t), i \in [d], t \geq 0)\) which is defined as in (4.22) with respect to \((F, c_F, \ell_F)\) is a continuous time, \(\mathbb{Z}_+\)-valued branching process with progeny distribution \(\nu = (\nu_1, \ldots, \nu_d)\) and life time rates \(\lambda_1, \ldots, \lambda_d\).

Let \(\delta > 0\) and consider the discrete forest \(D_\delta(F, c_F, \ell_F)\) whose progeny distribution is given by Lemma 4.2. Let \(Z^\delta = (Z^\delta(1), \ldots, Z^\delta(d))\) be the associated (discrete time) branching process and let \(Z^\delta_{i,j} := (Z^\delta_{i,j,1}, \ldots, Z^\delta_{i,j,d}), i \in [d]\) be the decomposition of \(Z^\delta\), as it is defined in (3.16). Then it is straightforward that

\[
(Z^\delta_{i,j}([\delta^{-1}t]), t \geq 0) \to (Z^\delta_{i,j}, t \geq 0),
\]

almost surely on the Skohorod’s space of càdlàg paths toward the process \(Z^{i,j}\) as \(\delta\) tends to 0, for all \(i, j \in [d]\), where \(Z^{i,j}\) is the decomposition of \(Z\) as it is defined in (4.23).

Now, let \(X^\delta = (X^\delta_{i}(i), i \in [d])\) be the coding random walk associated to \(D_\delta(F, c_F, \ell_F)\), as in Theorem 3.6. We will first assume that \(X^\delta\) is actually the coding random walk of a sequence of i.i.d. discrete forests with the same distribution as \(D_\delta(F, c_F, \ell_F)\) in the same manner as the proof of part 2 of Theorem 3.6, so that in particular, \(X^\delta\) is not a stopped random walk.

For \(i \in [d]\), let \(\tau_{i,n}^{X^\delta}\) and \(\tau_{i,n}^{Z^\delta}\) be the sequences of jump times of the discrete time processes \(X^\delta_{i}(i)\) and \(Z^\delta_{i}\). That is the ordered sequences of times such that \(\tau_{i,0}^{X^\delta} = \tau_{i,0}^{Z^\delta} = 0\) and \(\Delta X^\delta_{n}(i) := X^\delta_{n}(i)(\tau_{i,n}^{X^\delta}) - X^\delta_{n}(i)(\tau_{i,n-1}^{X^\delta}) \neq 0\) and \(\Delta Z^\delta_{n}(i) := Z^\delta_{n}(i)(\tau_{i,n}^{Z^\delta}) - Z^\delta_{n}(i)(\tau_{i,n-1}^{Z^\delta}) \neq 0\), for \(n \geq 1\). Fix \(k \geq 1\), then since two jumps of the process \(Z\) almost surely never occur at the same time, there is \(\delta_0\), sufficiently small such that for all \(0 < \delta \leq \delta_0\), the sequences \((\Delta X^\delta_{n}(i), 0 \leq n \leq k)\) and \((\Delta Z^\delta_{n}(i), 0 \leq n \leq k)\) are a.s. identical, for all \(i \in [d]\). Moreover, from Lemma 4.2 and Theorem 3.6, the jumps \(\Delta X^\delta_{n}(i)\) have law

\[
\mu_i^{(\delta)}(k) = \frac{\tilde{\nu}_i^{(\delta)}(k)}{1 - \tilde{\nu}_i^{(\delta)}(0)}, \quad k \neq 0, \quad \mu_i^{(\delta)}(0) = 0,
\]

where \(\tilde{\nu}_i^{(\delta)}(k) = \mathbb{P}_{e_i}(Z_\delta = (k_1, \ldots, k_{i-1}, k_i, k_{i+1}, \ldots, k_d))\). The measure \(\mu_i^{(\delta)}\) converges weakly to \(\mu_i\) defined in (2.1), as \(\delta \to 0\). Hence from (4.24), the sequence \((\Delta Z^\delta_{n}(i), n \geq 0)\)
converges almost surely toward the sequence \((\Delta Z^\delta_n, n \geq 0)\) of jumps of the process \((Z_t, t \geq 0) := (Z^{i,j}_t, j \in [d], t \geq 0)\), which is therefore a sequence of i.i.d. random variables, with law \(\mu_i\).

On the other hand, it follows from (3.18) and (3.19) in Lemma 3.5 and the fact that two jumps of the process \(Z\) almost surely never occur at the same time, that for all \(n_1\), there is \(\delta_1 > 0\) sufficiently small, such that for all \(n \leq n_1\) and \(0 < \delta \leq \delta_1\),

\[
\tau^X_{i,n} - \tau^X_{i,n-1} = \sum_{k=\tau^X_{i,n-1}}^{\tau^X_{i,n}} Z^\delta(i), \quad n \geq 1.
\]

From Lemma 4.2, the latter is a sequence of i.i.d. geometrically distributed random variables with parameter \(1 - P_{e_i}(Z^\delta = e_i)\). Hence from (4.24), the sequence

\[
\delta \cdot \sum_{k=\tau^X_{i,n-1}}^{\tau^X_{i,n}} Z^\delta(i), \quad n \geq 1
\]

converges almost surely toward the sequence

\[
\int_{\tau^X_{i,n-1}}^{\tau^X_{i,n}} Z_t(i) dt, \quad n \geq 1,
\]

as \(\delta \to 0\), where \((\tau^X_{i,n})\) is the sequence of jump times of \(Z^i\). Moreover the variables of this sequence are i.i.d. and exponentially distributed with parameter \(\lim_{\delta \to 0} \delta^{-1}(1 - P_{e_i}(Z^\delta = e_i)) = \lambda_i\).

Then since \((X^\delta_n(i))\) is a random walk, the sequences \((\Delta X^\delta_n(i))_{n \geq 0}, (\tau^X_{i,n})_{n \geq 0}, i \in [d]\) are independent. Therefore, from the convergences proved above, the sequences \((\Delta Z^\delta_n, n \geq 0)\) and \((\int_{\tau^X_{i,n-1}}^{\tau^X_{i,n}} Z_t(i) dt, n \geq 1)\) are independent. Then we have proved that the process

\[(4.25) \quad X(i) := (Z^i(\tau_t(i), t \geq 0), \quad \text{where } \tau_t(i) = \inf\{s : \int_0^s Z_t(i) du > t\},
\]

is a compound Poisson process with parameter \(\lambda_i\) and jump distribution \(\mu_i\). Moreover, it follows from the independence between the random walks \((X^\delta_n(i)), i \in [d]\) that the processes \((Z^i(\tau_t(i)), t \geq 0), i \in [d]\) are independent.

Now from part 1 of Theorem 3.6, if \(N^\delta\) is the total population of type \(i \in [d]\) in the forest \(D_\delta(F, c_F, \ell_F)\), then \(N^\delta = (N^\delta_1, \ldots, N^\delta_d)\) is the smallest solution of the system \((x, X^\delta)\). Moreover it follows from the construction of \(D_\delta(F, c_F, \ell_F)\), that \(\lim_{\delta \to 0} \delta N^\delta = \int_0^\infty Z^\delta(i) dt := T^\delta_x\), almost surely. Note that \(T^\delta_x\) represents the total length of the branches of type \(i\) in the forest \((F, c_F, \ell_F)\). Then from the definition of \(X(i)\) in (4.25) it appears the these compound Poisson processes are stopped at \(T^\delta_x(i)\) and that \(T_x = (T^1_x, \ldots, T^d_x)\) satisfies (2.3).

The fact that (2.5) is invertible is a direct consequence the first part of the following lemma.

**Lemma 4.3.** Let \(x = (x_1, \ldots, x_d) \in \mathbb{Z}_+^d\) and \(\{(x_{i,j}^t, t \geq 0), i, j \in [d]\}\) be a family of càdlàg \(\mathbb{Z}\)-valued, step functions such that for \(i \neq j\), \(x_{i,j}^t = 0\), \(x_{i,j}^t\) are increasing, \(x_{0,i}^t = x_i \geq 0\).
and \( x^{i,i} \) are downward skip free, i.e. \( x^{i,i}_t - x^{i,i}_{t^-} \geq -1 \), for all \( t \geq 0 \), with \( x^{i,i}_0 = x_i \). Then there exists a (unique) time \( t_x = (t_x^{(1)}, \ldots, t_x^{(d)}) \in \mathbb{R}_+^d \) such that

\[
(4.26) \quad x_j + \sum_{i=1}^d x^{i,j}(t_x^{(i)}) = 0, \quad \text{for all } j \text{ such that } t_x^{(j)} < \infty,
\]

and if \( t'_x \) is any time satisfying (4.26), then \( t'_x \geq t_x \).

Moreover, the system

\[
z'^{i,j}_t = \begin{cases} 
x^{i,j} \left( \int_0^t z^{(i)}_s \, ds \right), & t \geq 0, \text{ if } i \neq j \\
x_i + x^{i,i} \left( \int_0^t z^{(i)}_s \, ds \right), & t \geq 0, \text{ if } i = j
\end{cases}
\]

admits a unique solution \( \{z'^{i,j}_t, t \geq 0\}, i, j \in [d] \) and the system

\[
z^{(j)}_t = x_j + \sum_{i=1}^d x^{i,j} \left( \int_0^t z^{(i)}_s \, ds \right), \quad t \geq 0, j \in [d]
\]

admits a unique solution \( \{z^{(j)}_t, t \geq 0, i \in [d]\} \). These solutions are functionals of stopped functions \( \{x^{i,j}_t, 0 \leq t \leq t^{(i)}_x\}, i, j \in [d]\} \).

**Proof.** The proof of the first part of the lemma can be done by applying Lemma 3.2 to the discrete time skeleton of the functions \( \{x^{i,j}_t, t \geq 0\}, i, j \in [d]\} \), exactly as for the proof of the first part of Theorem 2.1, see subsection 4.1.

Then the proof of the existence and uniqueness of the solutions of both systems is straightforward. Let \( \tau_n, n \geq 1 \) be the discrete, ordered sequence of jump times of the processes \( \{x^{i,j}_t, t \geq 0\}, i, j \in [d]\} \) (note that two functions \( x^{i,j} \) can jump simultaneously). Then for each of these two systems the solution can be constructed in between the times \( \tau_n \) and \( \tau_{n+1} \) in a unique way. \( \square \)

### 4.5. Proof of Theorem 2.5

Let \( (\theta_{k,n}, k, n \geq 1) \) be a family of independent random variables, such that for each \( k \), \( \theta_{k,n} \) is uniformly distributed on \([n]\}. We assume moreover that the family \( (\theta_{k,n}, k, n \geq 1) \) is independent of the compound Poisson process \( X = (X^{(1)}, \ldots, X^{(d)}) \).

Then let us construct a multitype branching forest with edge lengths in the following way. Let \( \tau^{(i)}_n, n \geq 1 \) be the sequence of ordered jump times of the process \( X^{(i)} \). We first start with \( x_i \) vertices of type \( i \in [d] \). Let \( i \) such that \( x_i^{-1}\tau^{(i)}_1 = \min\{x_j^{-1}\tau^{(j)}_1 : x_j^{-1}\tau^{(j)}_1 \leq T^{(j)}_x, j \in [d]\} \). Then we construct the branches issued from each vertex of type \( j \in [d] \) and, in the scale time of our forest in construction, at time \( x_i^{-1}\tau^{(i)}_1 \), we choose among the \( x_i \) vertices of type \( i \) according to \( \theta_{1,x_i} \) the vertex who gives birth.

Then the construction is done recursively. Let \( y_j \) be the number of vertices of type \( j \in [d] \) in the forest at time \( x_i^{-1}\tau^{(i)}_1 \) and let \( Y = (Y^{(1)}, \ldots, Y^{(d)}) \) such that \( Y^{(i)} \) corresponds to \( X^{(i)} \) shifted at time \( s_j = x_i^{-1}x_j\tau^{(i)}_1 \), i.e. \( Y^{(j)} = X^{(j)}_{s_j+i} \). Then let \( \tau^{(j)}_{Y^{(n)}}, n \geq 1 \) be the sequence of ordered jump times of the process \( Y^{(j)} \), and let \( k \) such that \( y_k^{-1}\tau^{(k)}_{Y^{(1)}} = \min\{y_j^{-1}\tau^{(j)}_{Y^{(1)}} : x_i^{-1}\tau^{(i)}_1 + y_j^{-1}\tau^{(j)}_{Y^{(1)}} \leq T^{(j)}_x, j \in [d]\} \). Then we continue the construction of the branches issued from each vertex of type \( j \in [d] \) and at time \( x_i^{-1}\tau^{(i)}_1 + y_k^{-1}\tau^{(k)}_{Y^{(1)}} \), we choose among the \( y_k \) vertices of type \( k \) according to \( \theta_{2,y_k} \) the vertex who gives birth. This construction is performed until all processes \( X^{(i)} \) are stopped at time \( T^{(i)}_x \).
It is clear from this construction that the forest which is obtained is a multitype branching forest with edge lengths, with the required distribution and such that the processes $Z_{i,j}$ defined as in Definition 2.3 with respect to this forest satisfy equation (2.5).

Finally, the fact that equation,

$$(Z_t^{(1)}, \ldots, Z_t^{(d)}) = x + \left( \sum_{i=1}^{d} X_{i,1}^{t} \int_0^t Z_s^{(i)} \, ds, \ldots, \sum_{i=1}^{d} X_{i,d}^{t} \int_0^t Z_s^{(i)} \, ds \right), \quad t \geq 0$$

admits a unique solution is a direct consequence of the second part of Lemma 4.3. □
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