2 × 2 HYPERGEOMETRIC OPERATORS WITH DIAGONAL EIGENVALUES
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Abstract. In this work we classify all the order-two Hypergeometric operators $D$, symmetric with respect to some $2 \times 2$ irreducible matrix-weight $W$ such that $DP_n = P_n \begin{pmatrix} \lambda_n & 0 \\ 0 & \mu_n \end{pmatrix}$ with no repetition among the eigenvalues $\{\lambda_n, \mu_n\}_{n \in \mathbb{N}_0}$, where $\{P_n\}_{n \in \mathbb{N}_0}$ is the (unique) sequence of monic orthogonal polynomials with respect to $W$.

We obtain, in a very explicit way, a three parameter family of such operators and weights. We also give the corresponding monic orthogonal polynomials, their three term recurrence relation and their squared matrix-norms.

1. Introduction.

M.G. Krein started the study of matrix-valued orthogonal polynomials in 1949, settling the general and basic theory in [Kre49, Kre71]. The situations in which these polynomials enjoy some extra property, such as the one singled out in [DGS86] and generally known as the bispectral property, may be very interesting and promising in many areas of mathematics and its applications.

The search for concrete instances enjoying bispectrality has received a certain amount of attention, after the work started by A. Durán in [Dur97]. The collection of known examples has been growing in the last fifteen years after the discovery of irreducible examples in [GPT01, GPT02, GPT03, Grüt03] and in [DG04].

We are interested in $2 \times 2$ matrix weights $W$ that admit a symmetric differential operator $D$ of hypergeometric type in the sense of [Tir03].

It is known that if $\{P_n\}_{n \in \mathbb{N}_0}$ is the (unique) sequence of monic orthogonal polynomials with respect to $W$ then we have $DP_n = P_n \Lambda_n$ for every $n$, where $\Lambda_n$ is a $2 \times 2$ matrix.

Among the applications of matrix-valued bispectral families one can find the study of time and band limiting over a non-commutative ring and matrix-valued commuting operators, see [GPZ15, CG15, GPZ17, CG17, CGPZ18, GPZ18]. In the scalar version of these applications, the condition that the operator $D$ should have “simple spectrum” is crucial. In the matrix-valued case the analogous condition is not completely clear yet and this is matter of further study. Nevertheless, it is necessary to ask for commutativity of all the eigenvalues $\{\Lambda_n\}_{n \in \mathbb{N}_0}$ and that all the scalar eigenvalues of all these matrix eigenvalues are different to each other; this is one of the reasons why in this work we will restrict our attention to the matrix-valued hypergeometric operators such that
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the corresponding eigenvalues fulfill these conditions, i.e., every $\Lambda_n$ is of the form $\Lambda_n = \left( \begin{array}{cc} \lambda_n & 0 \\ 0 & \mu_n \end{array} \right)$, with no repetition among the $\{\lambda_n, \mu_n\}_{n \in \mathbb{N}_0}$.

We classify explicitly all order-two Hypergeometric operators $D$, symmetric with respect to some $2 \times 2$ irreducible matrix-weight $W$ such that the matrix eigenvalues $\Lambda_n$ are diagonal matrices with no repetitions in their entries. We explicitly give the expression of every member of this family which depends on three parameters $\alpha, \beta, v \in \mathbb{R}$. Also, we provide the explicit expression of $W$ as well as of the matrices involved in the three-term recurrence relation satisfied by the monic orthogonal polynomials (see Theorem 3.11) and their squared matrix norms (see (2.2)). The three-parameter family we exhibit here generalizes previous examples such as [Grü03] and [PZ16].

In Section 2 we recall some general results and properties regarding the three term recurrence relation satisfied by matrix-valued monic orthogonal polynomials and the notion of equivalence among matrix weights.

In Section 3 we find explicitly the necessary conditions such that there exists a weight $W$ for which $D$ is symmetric and the eigenvalues $\Lambda_n$ are diagonal matrices with no repetition in their entries.

In Section 4 we give explicitly all the operators $D$ and the weights $W$ with the desired properties. The main result is given in Theorem 4.3. Finally, we make some comments connecting the results given here with those in [Tir03] and with the family of matrix orthogonal polynomials obtained in [PZ16].

It is worth to mention that most of results in this paper are simple but many of the proofs require technical and long computations. In some proofs, we do not fully develop these calculations, nevertheless, we give the main lines and the general scheme for the reader interested in reproducing them.

For previous works on matrix examples of Jacobi type the reader may consider [Grü03, GPT03, PZ16] for size 2 and [GPT05, PT06, PR08, KvPR12, KvPR13, PTZ14, KdlRR17] for arbitrary size; the methods in those works are completely different to the one employed in this paper. Regarding the matrix-Bochner problem and the studies of the algebra $D(W)$ the reader may see the very recent works [Cas18, CY18] for general weights and sizes or the older works [Tir11, Zur16] for $2 \times 2$ cases of Hermite and Gegenbauer, respectively.

2. Preliminaries

In this section we introduce some basic notions and results. Given a self-adjoint $N \times N$ positive matrix-valued weight function $W(t)$ defined in $(0, 1)$, we consider the skew symmetric bilinear form defined by the matrix

$$\langle P, Q \rangle_W = \int_0^1 P^*(t)W(t)Q(t)\,dt,$$

for any pair of $N \times N$ matrix-valued functions $P(t)$ and $Q(t)$, where $P^*(t)$ denote the conjugate transpose of $P(t)$.

By following a standard argument, given for instance in [Kre49] or [Kre71], one shows that the monic orthogonal polynomials satisfy a three term recurrence relation

(2.1) \[ tP_n = P_{n+1} + P_nB_n + P_{n-1}A_n, \quad \text{for } n \in \mathbb{N}_0, \]
with the convention $P_{-1} = 0$ and $A_0 = I$, where $A_n, B_n$ are $N \times N$ matrices depending on $n$ and not in $t$, with $A_n$ nonsingular for any $n$. Moreover, for the sequence $\{S_n\}_{n \in \mathbb{N}}$, given by the square norms of the monic orthogonal polynomials, i.e. $S_n = \|P_n\|^2 = (P,Q)_W$, we have that the following conditions are fulfilled,

$$A_{n+1} = S_n^{-1}S_{n+1}, \quad S_nB_n \text{ is hermitian, } \forall n \in \mathbb{N}_0,$$

see [DLR96] Theorem 6.1 or [CG05, p.96] and the references given therein.

Two weights $W$ and $\tilde{W}$ are said to be \textit{similar} if there exists a nonsingular matrix $M$, which does not depend on $t$, such that

$$\tilde{W}(t) = M^*W(t)M, \quad \text{for all } t \in (0,1).$$

A matrix-weight $W$ \textit{reduces} to a smaller size if there exists a nonsingular matrix $M$ such that

$$M^*W(t)M = \begin{pmatrix} W_1(t) & 0 \\ 0 & W_2(t) \end{pmatrix}, \quad \text{for all } t \in (0,1),$$

where $W_1$ and $W_2$ are weights of smaller size. A matrix-weight $W$ is said to be \textit{irreducible} if it does not reduce to a smaller size. From [TZ16, Theorem 4.5], we have the following criterium of reducibility for our particular case.

**Theorem 2.1.** The weight $W$ reduces if and only if there is a nonscalar matrix commuting with every $A_n$ and $B_n$ for $n \in \mathbb{N}_0$.

We say that a differential operator $D$ is \textit{symmetric} if $(DP,Q) = (P,DQ)$, for all $P, Q$ matrix-valued polynomials.

**Remark 2.2.** Notice that if $\{P_n\}_{n \in \mathbb{N}_0}$ is the sequence of monic orthogonal polynomials with respect to $W$, and $M$ is a nonsingular matrix, then $\{M^{-1}P_nM\}_{n \in \mathbb{N}_0}$ is the sequence of monic orthogonal polynomials with respect to $\tilde{W} = M^*WM$. In the same way, a differential operator $D$ is symmetric with respect to a weight $W$ if and only if $\tilde{D} = M^{-1}DM$ is symmetric with respect to $\tilde{W} = M^*WM$.

### 3. Necessary Conditions for $D$

We are interested in finding all the pairs $(W, D)$ such that $W(t)$ is a $2 \times 2$-weight function defined on $(0,1)$ and

$$(3.1) \quad D = t(1-t) \frac{d^2}{dt^2} + (C-tU) \frac{d}{dt} - V, \quad \text{with } U, V, C \in \mathbb{R}^{2 \times 2},$$

is a $2 \times 2$ matrix-valued hypergeometric differential operator symmetric with respect to $W$.

For each such a weight $W$, there is a unique sequence of monic orthogonal polynomials $\{P_n\}_{n \in \mathbb{N}_0}$ in $\text{Mat}_2(\mathbb{C})$. It is known (see [GT07]) that if $\{P_n\}_{n \in \mathbb{N}_0}$ is the unique sequence of monic orthogonal polynomials, then every polynomial $P_n$ is an eigenfunction of such an operator, i.e.,

$$DP_n = P_n\Lambda_n, \quad \forall n \in \mathbb{N}_0,$$

where $\Lambda_n$ is a $2 \times 2$-matrix for any $n \in \mathbb{N}_0$. 
Our aim is to classify all the operators $D = D(C,U,V)$ of the form (3.1) that are symmetric with respect to any $2 \times 2$-matrix weight $W$ and the corresponding eigenvalues of the monic orthogonal polynomials are diagonal matrices,

$$\Lambda_n = \begin{pmatrix} \lambda_n & 0 \\ 0 & \mu_n \end{pmatrix},$$

with no repetition among $\{\lambda_n, \mu_n\}_{n \in \mathbb{N}_0}$ (this “no repetition” means that $\lambda_j \neq \mu_k$ for any $j, k \in \mathbb{N}_0$ and that $\lambda_j \neq \lambda_k$ and $\mu_j \neq \mu_k$ when $j \neq k$).

Of course we are not paying attention to the operators for which $W$ reduces to scalar weights, since these are given by the well known classical Jacobi differential operators. In particular, we are not considering the operators $D$ for which $C, U, V$ are all diagonal matrices.

Having said this, we are assuming for the rest of this section the following hypothesis.

**Hypothesis 3.1.** Let $D$ denote the differential operator given by (3.1), symmetric with respect to a $2 \times 2$-irreducible weight $W$ defined on $(0,1)$ and $\{P_n\}_{n \in \mathbb{N}_0}$ will be the sequence of monic orthogonal polynomials such that

$$DP_n = P_n\Lambda_n = P_n \begin{pmatrix} \lambda_n & 0 \\ 0 & \mu_n \end{pmatrix},$$

with no repetition among $\{\lambda_n, \mu_n\}_{n \in \mathbb{N}_0}$.

To develop the classification mentioned above, we will find the conditions to be satisfied by the matrices $C, U, V$. We will prove that the matrices $U$ and $V$ are diagonal matrices (Proposition 3.2) and that $C$ can not be a triangular matrix (Proposition 3.8). After that, we will prove that $U$ is a scalar multiple of the identity which can be expressed in terms of the entries of the matrices $C$ and $V$ (Proposition 3.9 and Theorem 3.5). Finally, we will use an appropriate conjugation to reduce the number of parameters and give the final simplified expression of the operator $D$ (Theorem 3.11).

The first results below are quite simple, while the last ones may be more complicated in the sense that some of their proofs are very technical and require much more complicated computations.

**Proposition 3.2.** Every eigenvalue $\Lambda_n$, for $n \in \mathbb{N}_0$, is of the form

$$\Lambda_n = -n(n - 1) - nU - V.$$

In particular, the matrices $U$ and $V$ are diagonal.

**Proof.** From the hypothesis we have that for any $n \in \mathbb{N}_0$

$$t(1-t) \frac{d^2}{dt^2}P_n(t) + (C - tU) \frac{d}{dt}P_n(t) - VP_n(t) = P_n(t)\Lambda_n.$$

Hence, by looking at the coefficient of degree $n$ we obtain

$$-n(n - 1) - nU - V = \Lambda_n.$$

This proves the first statement. Considering the case $n = 0$ we have that $V$ is diagonal, thus also $U$ is diagonal.

**Proposition 3.3.** The matrices $S_n$ and $A_{n+1}$ are positive definite diagonal matrices, for all $n \in \mathbb{N}_0$. 

\[\square\]
Lemma 3.5. If we write \( P_n(t) = \sum_{k=0}^{n} P_n^k t^k \), then we have that
\[
P_n^k = [D, \lambda_n]_k \left( \begin{array}{c} 1 \\ 0 \\ 0 \end{array} \right) + [D, \mu_n]_k \left( \begin{array}{c} 0 \\ 0 \end{array} \right),
\]
where \([D, a]_k\), for \( a \in \mathbb{R} \), is defined recursively by \([D, a]_0 = I\) and
\[
[D, a]_k = (a - \Lambda_k)^{-1} (k + 1)(k + C) [D, a]_{k+1}, \quad \text{for } 0 \leq k \leq n - 1.
\]

Proof. If, for a fixed \( n \), we denote by
\[
F_k(t) = \sum_{k=0}^{n} t^k F_k
\]
the first column of \( P_n(t) \), then from the hypothesis we have that \( DF = \lambda_n F \). Since
\[
D(t^k) = t(1 - t)k(1 - k)t^{k-2} + (C - tU)kt^{k-1} - Vt^k,
\]
we have
\[
\sum_{k=0}^{n} \left( (-k(1 - k) - Uk - V) t^k + (k(1 - k) + Ck) t^{k-1} \right) F_k = \sum_{k=0}^{n} \lambda_n t^k F_k.
\]
Hence,
\[
(-k(1 - k) - Uk - V) F_k + ((k + 1)k + C(k + 1)) F_{k+1} = \lambda_n F_k,
\]
for \( 0 \leq k \leq n - 1 \). Since \( \Lambda_k = -k(1 - k) - Uk - V \) we have that
\[
F_k = -(\Lambda_k - \lambda_n)^{-1} (k + 1)(k + C) F_{k+1}.
\]
Notice that we used that \((\Lambda_k - \lambda_n)\) is non-singular since there is no repetition among \(\{\lambda_n, \mu_n\}_{n \in \mathbb{N}_0}\).

In a completely analogous way it is proved the corresponding result for the second column of \(P_n\), finishing the proof.

**Corollary 3.6.** If we write \(P_n(t) = \sum_{k=0}^{n} P_n^k t^k\), then we have the following explicit expressions.

\[
P_n^{-1} = n \begin{pmatrix} \frac{c_{11}+n-1}{\lambda_n-\lambda_{n-1}} & \frac{c_{11}+n-1}{\mu_n-\mu_{n-1}} \\ \frac{c_{21}}{\lambda_n-\lambda_{n-1}} & \frac{c_{21}}{\mu_n-\mu_{n-1}} \end{pmatrix},
\]

\[
P_n^{-2} = n(n-1) \begin{pmatrix} \frac{(c_{11}+n-2)(c_{11}+n-1)}{(\lambda_n-\lambda_{n-1})(\lambda_{n-1}-\lambda_0)} + \frac{c_{12}c_{21}}{c_{21}(c_{11}+n-1)} + \frac{c_{12}(c_{11}+n-2)}{(\lambda_n-\lambda_{n-1})(\mu_{n-1}-\lambda_0)} + \frac{c_{12}c_{21}}{c_{21}(\mu_{n-1}-\lambda_0)} & \frac{(c_{12}c_{22}+n-1)}{(\lambda_n-\lambda_{n-1})(\mu_{n-1}-\lambda_0)} \\ \frac{(c_{12}c_{22}+n-2)(c_{22}+n-2)}{(\lambda_n-\lambda_{n-1})(\mu_{n-1}-\lambda_0)} + \frac{c_{12}c_{21}}{c_{21}(c_{12}+n-2)} + \frac{c_{12}c_{21}}{c_{21}(\mu_{n-1}-\lambda_0)} & \frac{(c_{12}c_{22}+n-1)}{(\lambda_n-\lambda_{n-1})(\mu_{n-1}-\lambda_0)} \end{pmatrix}.
\]

**Proof.** From Lemma 3.5 we have

\[
P_n^{-1} = (\lambda_n - \Lambda_{n-1})^{-1} n (n-1 + C) \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} + (\mu_n - \Lambda_{n-1})^{-1} n (n-1 + C) \begin{pmatrix} 0 & 1 \\ 0 & 1 \end{pmatrix}
\]

\[
= n \begin{pmatrix} \frac{c_{11}+n-1}{\lambda_n-\Lambda_{n-1}} & 0 \\ \frac{c_{21}}{\lambda_n-\Lambda_{n-1}} & 0 \end{pmatrix} + n \begin{pmatrix} 0 & \frac{c_{12}}{\mu_n-\Lambda_{n-1}} \\ 0 & \frac{c_{21}}{\mu_n-\Lambda_{n-1}} \end{pmatrix}
\]

and

\[
P_n^{-2} = (\lambda_n - \Lambda_{n-2})^{-1} (n-1) (n-2 + C) n \begin{pmatrix} \frac{c_{11}+n-1}{\lambda_n-\Lambda_{n-2}} & 0 \\ \frac{c_{21}}{\lambda_n-\Lambda_{n-2}} & 0 \end{pmatrix}
\]

\[
+ (\mu_n - \Lambda_{n-2})^{-1} (n-1) (n-2 + C) n \begin{pmatrix} 0 & \frac{c_{12}}{\mu_n-\Lambda_{n-2}} \\ 0 & \frac{c_{21}}{\mu_n-\Lambda_{n-2}} \end{pmatrix}.
\]

After straightforward computations, we obtain the statement of the corollary.

**Lemma 3.7.** If we write \(P_n(t) = \sum_{k=0}^{n} P_n^k t^k\), then the coefficients of the three term recursion relation

\[
tP_n = P_{n+1} + P_n B_n + P_{n-1} A_n, \quad n \in \mathbb{N}_0,
\]

satisfied by \(\{P(t)\}_{n \in \mathbb{N}_0}\) (with the convention \(P_{-1} = 0\) and \(A_0 = I\)), are explicitly given by

\[
B_n = P_n^{n-1} - P_{n+1}^{n}, \quad A_n = P_n^{n-2} - P_{n+1}^{n-1} - P_{n-1}^{n-1} (P_{n-1}^{n-1} - P_n^{n-1}), \quad \text{for } n \in \mathbb{N}_0,
\]

**Proof.** If we consider the coefficients of order \(n\) and \(n-1\) in the three term recurrence relation then we have

\[
B_n = P_n^{n-1} - P_{n+1}^{n} \quad \text{and} \quad A_n = P_n^{n-2} - P_{n+1}^{n-1} - P_{n-1}^{n-1} B_n,
\]

respectively. The lemma follows.

**Proposition 3.8.** If the matrix \(C\) in (3.1) is triangular then it is diagonal.
Proof. Let us assume that \( C \) is upper triangular. The sequence of matrix-valued orthogonal monic polynomials \( P_n \) satisfy a three-term recursion relation of the form

\[
tP_n = P_{n+1} + P_n B_n + P_{n-1} A_n.
\]

In particular for \( n = 0 \) we have

\[
t I = P_1 + B_0
\]

Thus, we have \( DP_1 = (C - tU) - V(t 1 - B_0) = P_1 \Lambda_1 \), and therefore \( C = -VB_0 - B_0 \Lambda_1 \). By looking at the entries \((1, 2)\) and \((2, 1)\) we have

\[
\begin{cases}
    c_{12} = -v(B_0)_{12} - (B_0)_{12} \mu_1, \\
    0 = -(B_0)_{21} \lambda_1.
\end{cases}
\]

From here we obtain that \((B_0)_{12} \neq 0\) because the matrix \( C \) is not diagonal, i.e. \( c_{12} \neq 0 \) and \((B_0)_{21} = 0\), because \( \lambda_1 \neq 0 = \mu_0 \). On the other hand, from \( (2.2) \), we have that \( S_0 B_0 \) is a hermitian matrix and \( S_0 = \|P_0\|^2 \) is a definite positive diagonal matrix (see Proposition \( 3.3 \)). Hence we have a contradiction.

For \( C \) a lower triangular matrix the proof is completely analogous. \( \square \)

Now, thanks to Proposition \( 3.8 \) we can assume that the entries \((2, 1)\) and \((1, 2)\) of \( C \) are not zero. Otherwise all the matrices \( C, U \) and \( V \) would be diagonal, making \( D \) a diagonal differential operator, which reduces to two (scalar) classical Jacobi differential operators.

**Proposition 3.9.** The matrix \( U \) is a scalar multiple of the identity, i.e., \( U = uI \) with \( u \in \mathbb{R} \).

*Proof.* Let us assume that \( u_1 \neq u_2 \).

Combining Lemma \( 3.7 \), Corollary \( 3.6 \) and \( (2.2) \), we can compute explicitly the matrices \( A_n \) and \( B_n \), which also must admit a sequence of positive definite matrices \( \{S_n\}_{n \in \mathbb{N}_0} \) satisfying \( (2.2) \), i.e.,

\[
A_{n+1} = S_n^{-1} S_{n+1}, \quad \text{and} \quad S_n B_n \text{ is hermitian, } \forall n \in \mathbb{N}_0.
\]

From Proposition \( 3.3 \) we have that \( A_n \) is a diagonal matrix, for any \( n \in \mathbb{N} \). For \( n = 1 \), by looking the entry \((1, 2)\), we obtain that

\[
(u_1 c_{22} - u_2 c_{11}) v + 2 u_1 u_2 - 2 u_1 c_{22} - 2 u_2 c_{11} = 0.
\]

We start considering the case \((u_1 c_{22} - u_2 c_{11}) = 0\). In this case, from \( (3.3) \), we obtain \( c_{11} = u_1/2 \) and \( c_{22} = u_2/2 \). Now from the condition of that \( S_n B_n \) is a hermitian matrix, for \( n = 0, 1, 2, 3 \), we get a linear system of equations for the variables \( u_1, u_2, v, c_{21} \) and \( c_{12} \). It is matter of straightforward computations to verify that all the solutions lead to a contradiction: in most of these cases, one can check that there exists a non-scalar matrix commuting with every \( A_n \) and \( B_n \) for \( n \in \mathbb{N}_0 \), implying that the matrix weight \( W \) reduces (see Theorem \( 2.1 \)); in the other cases we obtain that the diagonal matrix \( S_2 \) has a null entry, which is a contradiction since every \( S_n \) is positive definite.

Now, we can assume that \((u_1 c_{22} - u_2 c_{11}) \neq 0\). Therefore, from \( (3.3) \), we can write \( v \) in terms of \( u_1, u_2, c_{11} \) and \( c_{22} \). From the condition of \( A_2 \) being a diagonal matrix (Proposition \( 3.3 \)) we have two conditions:

\[
\begin{cases}
(u_1 - u_2) (u_1 c_{22} - u_2 c_{11} + 2 u_2 - 4 c_{22}) (u_1^2 c_{22} - u_1 u_2 c_{11} - 2 u_1 u_2 + 2 u_1 c_{22} + 2 u_2 c_{11}) = 0, \\
(u_1 - u_2) (u_1 c_{22} - u_2 c_{11} - 2 u_1 + 4 c_{11}) (u_1 u_2 c_{22} - u_2^2 c_{11} + 2 u_1 u_2 - 2 u_1 c_{22} - 2 u_2 c_{11}) = 0.
\end{cases}
\]
Since \( u_1 \neq u_2 \), we have

\[
\begin{cases}
\left(u_1 c_{22} - u_2 c_{11} + 2 u_2 - 4 c_{22}\right) u_1^2 c_{22} - u_1 u_2 c_{11} - 2 u_1 u_2 + 2 u_1 c_{22} + 2 u_2 c_{11} = 0, \\
\left(u_1 c_{22} - u_2 c_{11} - 2 u_1 + 4 c_{11}\right) u_1 u_2 c_{22} - u_1^2 c_{11} + 2 u_1 u_2 - 2 u_1 c_{22} - 2 u_2 c_{11} = 0.
\end{cases}
\] (3.4)

By considering the possibilities given by (3.4), we can consider four cases which, after the corresponding elementary computations, lead to a contradiction:

(1) \( (1) = 0 = (3) \):
   From these conditions, we obtain \( u_1 = 2c_{11} \) and \( u_2 = 2c_{22} \), having then a contradiction since \( u_1 c_{22} - u_2 c_{11} \neq 0 \).

(2) \( (1) = 0 = (4) \):
   In this case, we obtain \( u_1 = \frac{2(c_{11} - 2c_{22})}{c_{11} - c_{22} - 2} \) and \( u_2 = -\frac{2c_{22}}{c_{11} - c_{22} - 2} \). Hence, we obtain \( \lambda_0 = \mu_1 \), which contradicts our hypothesis of no repetition among \( \{\lambda_n, \mu_n\}_{n \in \mathbb{N}_0} \).

(3) \( (2) = 0 = (3) \):
   This leads to \( u_1 = \frac{c_{22}}{c_{11} - c_{22}} \) and \( u_2 = \frac{2(2c_{11} + c_{22})}{c_{11} - c_{22} + 2} \). From this one obtains \( \lambda_1 = 0 = \mu_0 \), which contradicts our hypothesis of no repetition among \( \{\lambda_n, \mu_n\}_{n \in \mathbb{N}_0} \).

(4) \( (2) = 0 = (4) \):
   These conditions imply \( u_1 = \frac{2(c_{11} - c_{22})}{c_{11} + c_{22} + 2} \) and \( u_2 = -\frac{2(c_{11} - c_{22})}{c_{11} + c_{22} - 2} \), which in turn imply \( \lambda_0 = \mu_1 \), which contradicts our hypothesis of no repetition among \( \{\lambda_n, \mu_n\}_{n \in \mathbb{N}_0} \).

All these cases give a contradiction as consequence of the assumption \( u_1 \neq u_2 \). Therefore \( u_1 = u_2 \) and we concluded the proof. \( \square \)

**Theorem 3.10.** We have that

\[
(3.5) \quad U = (c_{11} + c_{22} + \frac{1}{2} v(c_{11} - c_{22})) I, \quad V = \begin{pmatrix} v & 0 \\ 0 & 0 \end{pmatrix}, \quad C = \begin{pmatrix} c_{11} - \frac{(c_{11} - c_{22} - 2)(c_{11} - c_{22} + 2)}{4c_{21}} \\ c_{21} \end{pmatrix},
\]

with \( v, c_{11}, c_{22}, c_{21} \in \mathbb{R} \) and \( v, c_{21}, c_{12} \neq 0 \).

**Proof.** From Propositions 3.3 and 3.9 we know that

\[
U = u I, \quad V = \begin{pmatrix} v & 0 \\ 0 & 0 \end{pmatrix}, \quad C = \begin{pmatrix} c_{11} & c_{12} \\ c_{21} & c_{22} \end{pmatrix},
\]

with \( v, c_{11}, c_{22}, c_{21}, c_{12}, u \in \mathbb{R} \) and \( v, c_{21}, c_{12} \neq 0 \).

For any \( n \in \mathbb{N} \), let us focus on the \( \ell^{n-2} \) coefficient in the three-term recurrence relation (2.1):

\[ tP_n = P_{n+1} + P_n B_n + P_{n-1} A_n. \]

If write \( P_n = \sum_{k=0}^{n} P_{n+k} k^k \), we have

\[
(3.6) \quad P_n^{n-3} - P_{n+1}^{n-2} B_n - P_{n-1}^{n-2} A_n = 0.
\]

From Lemmas 3.3 and 3.7 one can compute explicitly the entries of the matrix equation (3.6). The entry (1, 1) is given by

\[
\frac{c_{12} c_{21} v n (n - 1) (4n + 3u - 8) (v c_{11} - v c_{22} + 2c_{11} + 2c_{22} - 2u)}{3(4n + v + 2u - 6)(2n - v + u - 4)(2n + u - 4)(4n - v + 2u - 6)(2n + v + u - 2)(2n + u - 2)} = 0.
\]
Then, since $c_{12}, c_{21}, v \neq 0$, we have that this equation holds for every $n \in \mathbb{N}$ only if

$$u = \frac{1}{2}v(c_{11} - c_{22}) + c_{11} + c_{22}.$$ 

Now, by looking at the entry $(2,1)$ of the matrix equation (3.6), we have

$$\frac{(3vc_{11} - 3vc_{22} + 8n + 2v + 6c_{11} + 6c_{22} - 16)}{(3vc_{11} - 3vc_{22} + 12n + 2v + 6c_{11} + 6c_{22} - 24)(3vc_{11} - 3vc_{22} + 12n + 2v + 6c_{11} + 6c_{22} - 12)} \times \frac{(c_{11}^2 + c_{22}^2 - 2c_{11}c_{22} - 4 + 4c_{12}c_{21})}{(vc_{11} - vc_{22} + 4n + 2v + 2c_{11} + 2c_{22} - 8)(vc_{11} - vc_{22} + 4n + 2c_{11} + 2c_{22} - 6)} \times \frac{4c_{21}vn(n-1)}{(vc_{11} - vc_{22} + 4n + 2v + 2c_{11} + 2c_{22} - 4)} = 0,$$

which holds for every $n \in \mathbb{N}$ only if

$$-4c_{21}c_{12} = (c_{11} - c_{22} - 2)(c_{11} - c_{22} + 2).$$

Hence, we have that $C,U,V$ are given by (3.5). \qed

Finally, we can make a change of parameters to express our operator (or the matrices $C,U,V$) in a simpler form. Also, we can consider now only three parameters instead of the four $v,c_{11},c_{22},c_{21}$, as stated in the following theorem.

**Theorem 3.11.** The pair $(W,D)$ is, up to a scalar translation of $D$ (see Remark 3.4), always equivalent to a pair in which the matrices $C,U,V$ are of the form

$$C = \begin{pmatrix} \alpha + 2 - \frac{\alpha - \beta}{v} & \frac{v + \alpha - \beta}{\alpha + 2 + \frac{\alpha - \beta}{v}} \\ \frac{\alpha + 2}{v} & \frac{v + \alpha - \beta}{\alpha + 2 + \frac{\alpha - \beta}{v}} \end{pmatrix}, \quad U = (\alpha + \beta + 4) I, \quad V = \begin{pmatrix} v & 0 \\ 0 & 0 \end{pmatrix},$$

with $\alpha, \beta, v \in \mathbb{R}$. Furthermore, the matrices involved in the three-term recurrence relation (2.1) are now given by

$$A_n = \frac{n(\alpha + n + 1)(\beta + n + 1)(\alpha + \beta + n + 2)}{(\alpha + \beta + 2n + v + 2)(\alpha + \beta + 2n + 3)(\alpha + \beta + 2n + 2)^2(\alpha + \beta + 2n - v + 2)(\alpha + \beta + 2n + 1)} \times \begin{pmatrix} (v + 2n + \beta + \alpha)(\alpha + \beta + 2n - v + 4) & 0 \\ 0 & (-v + 2n + \beta + \alpha)(\alpha + \beta + 2n + v + 4) \end{pmatrix},$$

and the entries of $B_n$ are

$$(B_n)_{11} = -n\frac{(\alpha + n + 1)v + \beta - \alpha}{(\alpha + \beta + 2n + 2)v} + (n + 1)\frac{(\alpha + n + 2)v + \beta - \alpha}{(\alpha + \beta + 2n + 4)v},$$

$$(B_n)_{12} = \frac{(v + \alpha - \beta)(\alpha + \beta - v + 2)}{v(\alpha + \beta + 2n - v + 2)(\alpha + \beta + 2n - v + 4)},$$

$$(B_n)_{21} = \frac{(v - \alpha + \beta)(\alpha + \beta + v + 2)}{v(\alpha + \beta + 2n + v + 2)(\alpha + \beta + 2n + v + 4)},$$

$$(B_n)_{22} = -n\frac{(\alpha + n + 1)v - \beta + \alpha}{(\alpha + \beta + 2n + 2)v} + (n + 1)\frac{(\alpha + n + 2)v - \beta + \alpha}{(\alpha + \beta + 2n + 4)v}.$$
Proof. Let us consider the expressions in (3.3) and let us define the matrix
\[
M = \begin{pmatrix} \frac{c_{11} - c_{22} + 2}{2c_{21}} & 0 \\ 0 & 1 \end{pmatrix}.
\]

Observe that \(c_{11} - c_{22} + 2 \neq 0\) and \(c_{21} \neq 0\). Otherwise, from (3.5), we would have that \(C\) is triangular and then diagonal (Lemma 3.8), therefore the entire operator would be diagonal.

If we conjugate the pair \((W,D)\) by a matrix \(M\) we obtain the pair \((M^*WM, M^{-1}DM)\). Hence we have that
\[
M^{-1}UM = U = \left(\frac{1}{2}v(c_{11} - c_{22}) + c_{11} + c_{22}\right)I,
\]
\[
M^{-1}CM = \begin{pmatrix} \frac{1}{2}c_{11} & -\frac{1}{2}(c_{11} - c_{22} - 2) \\ \frac{1}{2}(c_{11} - c_{22} + 2) & \frac{1}{2}(c_{11} - c_{22} + 2) \end{pmatrix}.
\]

Applying the change of parameters
\[
\alpha = \frac{1}{2}(c_{11} + c_{22}) - 2 \quad \text{and} \quad \beta = \frac{1}{2}(c_{11} - c_{22})v + \frac{1}{2}(c_{11} + c_{22}) - 2
\]
we obtain the expression of \(C\) and \(U\). The eigenvalues are given by
\[
\lambda_n = -n(n + \alpha + \beta + 3) - \nu, \quad \text{and} \quad \mu_n = -n(n + \alpha + \beta + 3).
\]

By combining carefully Lemma 3.7 and Corollary 3.6 we obtain the expressions of \(B_n\) and \(A_n\) given in the statement. \(\square\)

**Theorem 3.12.** The parameters \(\alpha\), \(\beta\) and \(\nu\) satisfy the following inequalities
\[
|\alpha - \beta| < |\nu| < \alpha + \beta + 2.
(3.7)
\]

**Proof.** Let us focus on the fact that \(S_n\) is a positive definite diagonal matrix and \(S_nB_n\) is an Hermitian matrix for any \(n \in \mathbb{N}_0\) (see (2.2)). In particular we have that, for any \(n \geq 0\), \((B_n)_{12}\) and \((B_n)_{21}\) are numbers with both positive or both negative. From Theorem 3.11 we have that
\[
(B_n)_{12}(B_n)_{21} = \frac{(v + \alpha - \beta)(v - \alpha + \beta)(\alpha + \beta + 2 - v)(\alpha + \beta + 2 + v)}{\alpha + \beta + 2n + 2 - v}(\alpha + \beta + 2n + 2 + v)(\alpha + \beta + 2n + 4 - v)(\alpha + \beta + 2n + 4 + v)
\]
for any \(n \in \mathbb{N}_0\). This implies that
\[
(v^2 - (\alpha - \beta)^2)((\alpha + \beta + 2)^2 - v^2) > 0
(3.8)
\]
and
\[
(\alpha + \beta + 2n - v)(\alpha + \beta + 2n + v)(\alpha + \beta + 2n + 2 - v)(\alpha + \beta + 2n + 2 + v) > 0,
(3.9)
\]
for all \(n \in \mathbb{N}\).

If we change \(v\) by \(-v\) in (3.8) and (3.9) we obtain exactly the same conditions, then it is enough to consider the situation \(v > 0\). The condition (3.8) implies that
\[
|\alpha - \beta| < |\nu| < |\alpha + \beta + 2| \quad \text{or} \quad |\alpha + \beta + 2| < |\nu| < |\alpha - \beta|.
\]

If \(|\alpha + \beta + 2| < |\nu|\) then \(-v < \alpha + \beta + 2 < v\), hence there exists \(k \in \mathbb{N}\) such that
\[
\alpha + \beta + 2k < v < \alpha + \beta + 2k + 2
\]
and \(-v < \alpha + \beta + 2k\). Thus (3.9), for \(n = k\), gives a contradiction.
Therefore we have

$$|\alpha - \beta| < v < |\alpha + \beta + 2|.$$ 

Now, we prove that $\alpha + \beta + 2 > 0$. If $\alpha + \beta + 2 < 0$ then we have $\alpha + \beta + 2 + v < 0$. Thus there exists $k \in \mathbb{N}$ such that

$$\alpha + \beta + 2k + v < 0 < \alpha + \beta + 2k + 2 + v.$$ 

From (3.9), with $n = k$, we get that $0 < \alpha + \beta + 2k - v + 2$. In particular this implies

$$0 < v < 1, \quad \alpha + k + 1 > 0, \quad \beta + k + 1 > 0.$$ 

On the other hand we have that $A_n$ is a diagonal definite positive matrix, then the entry $(A_n)_{22}$ is a positive number. From Theorem 3.11 we obtain that, for all $n \in \mathbb{N}$,

$$\frac{(\alpha + n + 1)(\beta + n + 1)(\alpha + \beta + n + 2)(\alpha + \beta + 2n - v)(\alpha + \beta + 2n + v + 4)}{(\alpha + \beta + 2n + 3)(\alpha + \beta + 2n + 1)(\alpha + \beta + 2n - v + 2)(\alpha + \beta + 2n + v + 2)} > 0.$$ 

For $n = k$, by using the (3.11), we obtain $\frac{(\alpha + \beta + k + 2)}{(\alpha + \beta + k + 1)} < 0$. If $k = 1$, this gives a contradiction. If $k \geq 2$, this implies that $\alpha + \beta + k + 2 < 0 < \alpha + \beta + 2k + 1$. Then, from (3.12) with $n = k - 1$ we obtain

$$\frac{(\alpha + k)(\beta + k)(\alpha + \beta + 2k - v)}{(\alpha + \beta + 2k - 1)(\alpha + \beta + 2k - v)(\alpha + \beta + 2k + v)} < 0.$$ 

From (3.10), we then obtain

$$(\alpha + k)(\beta + k) < 0.$$ 

In the case $\alpha + k > 0$ and $\beta + k < 0$ we use that $\alpha - \beta < v$, to obtain $\alpha + \beta + 2k + v > 0$, which is a contradiction. In the case $\alpha + k < 0$ and $\beta + k > 0$ we use that $-\alpha + \beta < v$, to obtain again the contradiction $\alpha + \beta + 2k + v > 0$. Therefore we have $\alpha + \beta + 2 > 0$ and we have proved the statement in the theorem. \hfill \Box

Notice that if we exclude $v$ from the condition (3.7) we have $|\alpha - \beta| < \alpha + \beta + 2$, which is equivalent to $-1 < \alpha$ together with $-1 < \beta$. As the reader may have noticed, these conditions on $\alpha$ and $\beta$ are the same to those for the parameters in the scalar Jacobi orthogonal polynomials.

There is no further reduction on the parameters $\alpha, \beta$ or $v$ to be made, as we show in the next section. This is done in the most explicit way: by giving all the pairs $(D, W)$.

4. The Three Parameter Family

In this section, we give explicitly a three-parameters family of $2 \times 2$-matrix irreducible weights $\{W\}$, on the interval $(0, 1)$, such that for each $W$ there exists a hypergeometric symmetric operator

$$D = t(1 - t)\frac{d^2}{dt^2} + (C - tU)\frac{d}{dt} - V$$

of order two that diagonalizes on the basis of monic orthogonal polynomials $\{P_n\}_{n \in \mathbb{N}_0}$, i.e.,

$$DP_n = P_nA_n, \quad \text{for all } n \in \mathbb{N}_0,$$

with $\{A_n\}_{n \in \mathbb{N}_0}$ diagonal matrices.
Proposition 4.1. Let \( \alpha, \beta, v \in \mathbb{R} \) such that \(|\alpha - \beta| < |v| < \alpha + \beta + 2\). For \( t \in (0, 1) \), let
\[
W_{\alpha, \beta, v}(t) = t^\alpha (1-t)^\beta \left( W_2 t^2 + W_1 t + W_0 \right),
\]
with
\[
W_2 = \begin{pmatrix}
\frac{v(v+2+\alpha+\beta)}{v+\alpha-\beta} & 0 \\
0 & \frac{v(-v+2+\alpha+\beta)}{v-\alpha+\beta}
\end{pmatrix}, \quad W_1 = \begin{pmatrix}
-(v+\alpha+\beta+2) & (\alpha+\beta+2) \\
(\alpha+\beta+2) & -(v+\alpha+\beta+2)
\end{pmatrix},
\]
\[
W_0 = (\alpha+1) \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix}.
\]
Thus, \( W_{\alpha, \beta, v} \) is a matrix weight and the differential operator given by
\[
D = t(1-t) \frac{d^2}{dt^2} + (C - tU) \frac{d}{dt} - V,
\]
with
\[
C = \begin{pmatrix}
\alpha + 2 - \frac{\alpha-\beta}{v} & \frac{v+\alpha-\beta}{v} \\
\alpha + 2 + \frac{\alpha-\beta}{v} & \frac{v+\alpha-\beta}{v}
\end{pmatrix}, \quad U = (\alpha + \beta + 4) I, \quad V = \begin{pmatrix} v & 0 \\ 0 & 0 \end{pmatrix},
\]
is symmetric with respect to \( W_{\alpha, \beta, v} \).

Proof. To ease the notation in this proof, let us denote \( W = W_{\alpha, \beta, v} \). The matrix-function \( W(t) \) is symmetric for any \( t \in (0, 1) \) and, since \( \alpha, \beta > -1 \), all the moments are finite. Hence, to prove that it is a weight we only need to prove that it is a definite matrix for every \( t \in (0, 1) \). The determinant of \( W \) is given by
\[
\frac{t^{2(\alpha+1)} (1-t)^{2(\beta+1)} v^2 (v+\alpha+\beta+2) (\alpha+\beta+2)}{(v+\alpha-\beta)(v-(\alpha-\beta))},
\]
which is clearly positive since \(|\alpha - \beta| < |v| < \alpha + \beta + 2\). Therefore, to prove that \( W(t) \) is positive-definite it suffices to prove that the entry \((1, 1)\) is positive. This entry \((1, 1)\) is given by the product of the positive number \( t^\alpha (1-t)^\beta \) and the polynomial on \( t \)
\[
\alpha + 1 - t (v + \alpha + \beta + 2) + t^2 \frac{v (v + \alpha + \beta + 2)}{v + \alpha - \beta}.
\]
It is very easy to see that the minimum of this polynomial is
\[
\frac{1}{4} \frac{(-v + \alpha + \beta + 2) (v - (\alpha-\beta))}{v},
\]
is clearly positive since \(|\alpha - \beta| < |v| < \alpha + \beta + 2\). Hence, \( W \) is positive-definite and therefore a matrix-weight.

It is matter of a careful integration by parts to see that the condition of symmetry for a differential operator of order two is equivalent to a set of three differential equations involving the weight \( W \) and the coefficients of the differential operator \( D \) and the boundary conditions, see [GPT03, DG04]. In this case, the differential operator \( D \) is symmetric with respect to \( W \) if and only if
\[
2 (t(1-t)W)' = W(C - tU) + (C - tU)^* W,
\]
\[
(t(1-t))'' - (W(C - tU))' = WV - V^* W,
\]
together with the boundary conditions
\[
\lim_{t \to 0,1} t(1-t)W(t) = 0 \quad \text{and} \quad \lim_{t \to 0,1} (W(t)(C - tU) - (C - tU)^* W(t)) = 0.
\]
Let us observe that,
\[(W(t)t(1-t))' = t^\alpha(1-t)^\beta \left( - (\alpha + \beta + 4)W_2 t^3 + ((\alpha + 3)W_2 - (\alpha + \beta + 3)W_1)t^2 
+ ((\alpha + 2)W_1 - (\alpha + \beta + 2)W_0)t + (\alpha + 1)W_0 \right),\]
and
\[W(t)(C-tU)+(C-tU)^*W(t) = t^\alpha(1-t)^\beta \left( - 2(\alpha + \beta + 4)W_2 t^3 
+ (W_2C + C^*W_2 - 2(\alpha + \beta + 4)W_1)t^2 + (W_1C + C^*W_1 - 2(\alpha + \beta + 4)W_0)t + W_0C + C^*W_0 \right),\]

Now, it is easy to verify that the first equation of (4.2) is satisfied. The second equation in (4.2) is equivalent (by using the first one) to
\[(4.4) \quad (W(C-tU) - (C-tU)^*W)' = 2(V^*W - WV).\]
We have \[W_2(C-tU)-(C-tU)^*W_2 = 2v(\begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}) = -(W_1(C-tU) - (C-tU)^*W_1)\] and \[W_0(C-tU) - (C-tU)^*W_0 = 0.\] Thus
\[W(C-tU) - (C-tU)^*W = -2vt^{\alpha+1}(1-t)^{\beta+1}(\begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}).\]

On the other hand
\[V^*W - WV = -vt^\alpha(1-t)^\beta(\alpha + 1 - t(\alpha + \beta + 2)) \left( \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \right),\]
and (4.3) holds.

Finally, the boundary conditions \[\lim_{t \to \pm 1} t(1-t)W(t) = 0\] and \[\lim_{t \to \pm 1} W(t)F_i(t) - F_i^*(t)W(t) = 0\] hold because \(\alpha, \beta > -1.\)

**Proposition 4.2.** The weight \(W_{\alpha, \beta, v}\) is irreducible.

**Proof.** Let us assume that there exists a nonsingular matrix \(M = (m_{11} \ m_{12})\), such that
\[M^*W_{\alpha, \beta, v}(t)M = \begin{pmatrix} w_1(t) & 0 \\ 0 & w_2(t) \end{pmatrix}.\]
The entry \((1, 2)\) of \(M^*W_{\alpha, \beta, v}(t)M\) is the following polynomial on \(t\)
\[\left( \frac{m_{11}m_{12}v(v + 2 + \alpha + \beta)}{v + \alpha - \beta} + \frac{m_{22}m_{21}v(-v + 2 + \alpha + \beta)}{v - \alpha + \beta} \right)t^2 
+ ((\alpha + \beta + 2)(m_{12} - m_{22})(m_{21} - m_{11}) + (m_{22}m_{21} - m_{11}m_{12})v)t + (m_{12} - m_{22})(m_{11} - m_{21})(\alpha + 1).\]
Then, by looking at the constant coefficient, since \(\alpha > -1\) we have that
\[(4.5) \quad (m_{12} - m_{22})(m_{11} - m_{21}) = 0.\]
Now by looking at the linear coefficient we have that \((m_{22}m_{21} - m_{11}m_{12})v = 0\), which implies
\[(4.6) \quad m_{22}m_{21} - m_{11}m_{12} = 0,\]
since \(v \neq 0\). Now, combining (4.5) and (4.6) we have that \(\det(M) = 0\) which is a contradiction. \(\square\)

Combining the previous results in this paper we can now state the following theorem.
Theorem 4.3. An operator satisfies Hypothesis 4.1 if and only if it is equivalent to an operator of the form

\[ D_{\alpha, \beta, v, v_2} = t(1-t) \frac{d^2}{dt^2} + (C - tU) \frac{d}{dt} - V, \]

with

\[ C = \left( \frac{\alpha + 2 - \frac{\alpha - \beta}{\alpha + \beta}}{v \alpha + \beta} \right), \quad U = (\alpha + \beta + 4) I, \quad V = \begin{pmatrix} v & 0 \\ 0 & 0 \end{pmatrix} + v_2 I, \]

and \( \alpha, \beta, v, v_2 \in \mathbb{R} \) such that \( |\alpha - \beta| < |v| < \alpha + \beta + 2 \). Every \( D_{\alpha, \beta, v, v_2} \) is symmetric with respect to the irreducible weight \( W_{\alpha, \beta, v} \) given in Proposition 4.1.

Furthermore, let \( \{P_n\}_{n \in \mathbb{N}_0} \) be the sequence of matrix-valued orthogonal monic polynomials associated to \( W_{\alpha, \beta, v} \). Then, \( P_n \) is an eigenfunction of the differential operator \( D \) with diagonal eigenvalue

\[ \Lambda_n = \begin{pmatrix} \lambda_n & 0 \\ 0 & \mu_n \end{pmatrix}, \]

where,

\[ \lambda_n = -n(n-1) - n(\alpha + \beta + 4) - v \quad \text{and} \quad \mu_n = -n(n-1) - n(\alpha + \beta + 4). \]

Also, if two operators \( D_{\alpha, \beta, v, 0} \) and \( D_{\alpha', \beta', v', 0} \) are equivalent, then \( (\alpha, \beta, v, 0) = (\alpha', \beta', v', 0) \).

Proof. Since \( D \) is symmetric, by [GT07] Prop. 2.10 and 2.7, we know that \( P_n \) is eigenfunction of \( D \), with eigenvalues \( \Lambda_n = n(n-1) - nU - V \) for every \( n \in \mathbb{N}_0 \), obtaining the expression given in the theorem. It is readily seen that there is no repetition among \( \{\lambda_n, \mu_n\}_{n \in \mathbb{N}_0} \) given that \( |\alpha - \beta| < |v| < \alpha + \beta + 2 \).

Hence, we only need to prove the last statement, since the first ones follow from Theorem 3.11, Proposition 1.1 and Proposition 1.2.

Let us assume that there exists a non-singular matrix \( M \) such that

\[ D_{\alpha, \beta, v, v_2} = M^{-1} D_{\alpha', \beta', v', v'_2} M. \]

Then, by looking at the coefficient of order zero we have \( M \begin{pmatrix} v & 0 \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} v' & 0 \\ 0 & 0 \end{pmatrix} M \). Hence \( v = v' \) and the matrix \( M \) is diagonal.

By looking at the coefficient of order one it is easy to obtain that \( \alpha = \alpha' \) and \( \beta = \beta' \). \( \square \)

4.1. Some comments on the vector-valued hypergeometric function.

The matrix-valued hypergeometric equation

\[ t(1-t) \frac{d^2}{dt^2} + (C - tU) \frac{d}{dt} - VF = 0, \]

has been studied in [Tir03]. If the eigenvalues of \( C \) are not in \( -\mathbb{N}_0 \), the analytic solutions, around \( t = 0 \), are determined by \( F_0 = F(0) \) and given explicitly by the function

\[ F(t) = 2H_1 \left( \frac{U, V}{C} ; t \right) F_0 = \sum_{k=0}^{n} \frac{t^k}{k!} [C, U, V]_k F_0, \quad |t| < 1. \]

where the symbol \( [C, U, V]_n \) is inductively defined by \( [C, U, V]_0 = I \) and

\[ [C, U, V]_{n+1} = (C + n)^{-1} (n^2 + n(U - 1) + V) [C, U, V]_n \quad \text{for} \quad n \in \mathbb{N}_0. \]
Observe that in our case, from the expression of the matrix $C$ in Proposition 4.1, it is easy to see that the eigenvalues of $C$ are not in $-\mathbb{N}_0$ since they are given by $\alpha + 1$ and $\alpha + 3$, with $-1 < \alpha$.

4.2. An example coming from group representation theory: The Gegenbauer matrix-weight. In [PZ16] the authors study $2 \times 2$ matrix-valued orthogonal polynomials associated with spherical functions in the $q$-dimensional sphere $S^q$ (originally $q$ was a natural number, but this parameter was later extended to any real positive number). The weight matrix, depending on parameters $0 < p < q$, is given by

$$W_{p,q}(x) = (1 - x^2)^{\frac{q}{2} - 1} \begin{pmatrix} px^2 + q - p & -qx \\ -qx & (q-p)x^2 + p \end{pmatrix}, \quad x \in [-1,1].$$

The monic orthogonal polynomials $\{R_n\}$, associated to this weight matrix satisfy $DR_n = R_n\Lambda_n$, where

$$D = (1 - x^2)\frac{d^2}{dx^2} - \left((q+2)x + 2 \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}\right)\frac{d}{dx} - \left(\begin{pmatrix} p & 0 \\ 0 & q-p \end{pmatrix}\right),$$

and the eigenvalue is given by the following diagonal matrix

$$\Lambda_n(D) = \begin{pmatrix} -n(n+q+1) - p & 0 \\ 0 & -n(n+q+1) - q + p \end{pmatrix}.$$

This example is a particular case of the family presented in this paper: after the change of variable $x = 1 - 2t$, we obtain that $D = D_{\alpha,\beta,v,v}$ and $W = 2^{q-1}W_{\alpha,\beta,v}$ with

$$\alpha = \beta = \frac{q}{2} - 1, \quad v = 2p - q, \quad v_2 = q - p.$$

REFERENCES

[Cas18] W. Riley Casper. Elementary examples of solutions to Bochner’s problem for matrix differential operators. *Journal of Approximation Theory*, to appear, 2018.

[CG05] M. M. Castro, and F. A. Grünbaum. Orthogonal matrix polynomials satisfying first order differential equations: a collection of instructive examples. *J. Nonlinear Math. Physics*, 12(2):63–67, 2005.

[CG15] M. Castro and F.A. Grünbaum. The Darboux process and time-and-band limiting for matrix orthogonal polynomials. *Linear Algebra Appl.*, 487:328–341, 2015.

[CG17] M. Castro and F. A. Grünbaum. Time-and-band limiting for matrix orthogonal polynomials of Jacobi type. *Random Matrices: Theory and Applications*, 06(04):1740001, 2017.

[CGPZ18] M. Castro, F. A. Grünbaum, I. Pacharoni, and J. Zuririá. A further look at time-and-band limiting for matrix orthogonal polynomials. In M. Nashed and X. Li, editors, *Frontiers in Orthogonal Polynomials and q-Series*. World Scientific, 2018.

[CY18] W. Riley Casper and Milen Yakimov. The matrix Bochner problem. *arXiv:1803.04405*, 2018.

[DG86] J. J. Duistermaat and F. A. Grünbaum. Differential equations in the spectral parameter. *Comm. Math. Phys.*, 103(2):177–240, 1986.

[DG04] A. J. Durán and F. A. Grünbaum. Orthogonal matrix polynomials satisfying second-order differential equations. *Int. Math. Res. Not.*, (10):461–484, 2004.

[DLR96] Antonio J. Durán and Pedro Lopez-Rodriguez. Orthogonal matrix polynomials: zeros and Blumenthal’s theorem. *J. Approx. Theory*, 84(1):96–118, 1996.

[Dur97] A. J. Durán. Matrix inner product having a matrix symmetric second-order differential operator. *Rocky Mt. J. Math.*, 27(2):585–600, 1997.

[GPT01] F. A. Grünbaum, I. Pacharoni, and J. Tirao. A matrix-valued solution to Bochner’s problem. *J. Phys. A*, 34(48):10647–10656, 2001.
[GPT02] F. A. Grünbaum, I. Pacharoni, and J. Tirao. Matrix valued spherical functions associated to the complex projective plane. *J. Funct. Anal.*, 188(2):350–441, 2002.

[GPT03] F. A. Grünbaum, I. Pacharoni, and J. Tirao. Matrix valued orthogonal polynomials of the Jacobi type. *Indag. Math. (N.S.)*, 14(3-4):353–366, 2003.

[GPT05] F. A. Grünbaum, I. Pacharoni, and J. Tirao. Matrix valued orthogonal polynomials of Jacobi type: the role of group representation theory. *Ann. Inst. Fourier (Grenoble)*, 55(6):2051–2068, 2005.

[GPZ15] F. A. Grünbaum, I. Pacharoni, and I. Zurrián. Time and band limiting for matrix valued functions, an example. *SIGMA, Symmetry Integrability Geom. Methods Appl.*, 11(044):1–14, 2015.

[GPZ17] F. A. Grünbaum, I. Pacharoni, and I. Zurrián. Time and band limiting for matrix valued functions. *Inverse Problems*, 33(2):1–26, 2017.

[GPZ18] F. A. Grünbaum, I. Pacharoni, and I. Zurrián. Bispectrality and time-band-limiting: Matrix valued polynomials. *International Math. Research Notices*, 2018. to appear.

[Grü03] F. A. Grünbaum. Matrix valued Jacobi polynomials. *Bull. Sci. Math.*, 127(3):207–214, 2003.

[GT07] F. A. Grünbaum and J. Tirao. The algebra of differential operators associated to a weight matrix. *Integral Equations Operator Theory*, 58(4):449–475, 2007.

[KdlRR17] Erik Koelink, Ana M. de los Ríos, and Pablo Román. Matrix-valued Gegenbauer-type polynomials. *Constr. Approx.*, 46(3):459–487, 2017.

[Kre49] M. G. Krein. Infinite j-matrices and a matrix moment problem. *Dokl. Akad. Nauk SSSR*, 69(2):125–128, 1949.

[Kre71] M. G. Krein. Fundamental aspects of the representation theory of hermitian operators with deficiency index (m, m). *AMS Translations, series 2*, 2:97–143, 1971.

[KvPR12] E. Koelink, M. van Pruijssen, and P. Román. Matrix-valued orthogonal polynomials related to (SU(2) × SU(2), diag). *Int. Math. Res. Not.*, 2012(24):5673–5730, 2012.

[KvPR13] E. Koelink, M. van Pruijssen, and P. Román. Matrix-valued orthogonal polynomials related to (SU(2) × SU(2), SU(2)), II. *PRIMS*, 49(2):271–312, 2013.

[PR08] I. Pacharoni and P. Román. A sequence of matrix valued orthogonal polynomials associated to spherical functions. *Constr. Approx.*, 28(2):127–147, 2008.

[PT06] I. Pacharoni and J. Tirao. Matrix valued orthogonal polynomials arising from the complex projective space. *Constr. Approx.*, 25(2):177–192, 2006.

[PTZ14] Inés Pacharoni, Juan Tirao, and Ignacio Zurrián. Spherical functions associated with the three-dimensional sphere. *Ann. Mat. Pura Appl. (4)*, 193(6):1727–1778, 2014.

[PZ16] I. Pacharoni and I. Zurrián. Matrix Gegenbauer Polynomials: The 2 × 2 Fundamental Cases. *Constr. Approx.*, 43(2):253–271, 2016.

[Tir03] J. Tirao. The matrix-valued hypergeometric equation. *Proc. Natl. Acad. Sci. U.S.A.*, 100(14):8138–8141, 2003.

[Tir11] J. Tirao. The algebra of differential operators associated to a weight matrix: a first example. Polcino Milies, César (ed.), Groups, algebras and applications. XVIII Latin American algebra colloquium, São Pedro, Brazil, August 3–8, 2009. Proceedings. Providence, RI: American Mathematical Society (AMS). Contemporary Mathematics 537, 291-324 (2011), 2011.

[TZ16] J. Tirao and I. Zurrián. Reducibility of Matrix Weights. *The Ramanujan Journal*, pages 1–26, 2016. DOI:10.1007/s11139-016-9834-9.

[Zur16] I. Zurrián. The Algebra of Differential Operators for a Gegenbauer Weight Matrix. *Int. Math. Res. Not.*, 2016(00):1–29, 2016.
(C. Calderón, Y. González, S. Simondi) Facultad de Ciencias Exactas y Naturales, Universidad Nacional de Cuyo, 5500 Mendoza, Argentina

(I. Pacharoni, I. Zurrián) FAMAF-CIEM, Ciudad Universitaria, 5000 Córdoba, Argentina