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Abstract—Machine learning (ML) models that use deep neural networks are vulnerable to backdoor attacks. Such attacks involve the insertion of a (hidden) trigger by an adversary. As a consequence, any input that contains the trigger will cause the neural network to misclassify the input to a (single) target class, while classifying other inputs without a trigger correctly. ML models that contain a backdoor are called Trojaned models. Backdoors can have severe consequences in safety-critical cyber and cyber physical systems when only the outputs of the model are available. Defense mechanisms have been developed and illustrated to be able to distinguish between outputs from a Trojaned model and a non-Trojaned model in the case of a single-target backdoor attack with accuracy > 96%.

Understanding the limitations of a defense mechanism requires the construction of examples where the mechanism fails. Current single-target backdoor attacks require one trigger per target class. We introduce a new, more general attack that will enable a single trigger to result in misclassification to more than one target class. Such a misclassification will depend on the true (actual) class that the input belongs to. We term this category of attacks multi-target backdoor attacks. We demonstrate that a Trojaned model with either a single-target or multi-target trigger can be trained so that the accuracy of a defense mechanism that seeks to distinguish between outputs coming from a Trojaned and a non-Trojaned model will be reduced. Our approach uses the non-Trojaned model as a ‘teacher’ for the Trojaned model and solves a min-max optimization problem between the Trojaned model and defense mechanism. Empirical evaluations demonstrate that our training procedure reduces the accuracy of a state-of-the-art defense mechanism from > 96% to 0%. We also discuss possible approaches to improve defense mechanisms to ensure resilience to backdoor attacks for a broader category of ML models.

I. INTRODUCTION

The recent advances in cost-effective storage and computing has resulted in the wide use of deep neural networks (DNN) across multiple data-intensive applications such as face-recognition [1], mobile networks [2], computer games [3], and healthcare [4]. The large amounts of data and extensive computing resources required to train these deep networks has made online machine learning (ML) platforms [5]–[7] increasingly popular. However, these platforms only provide access to input-output information from the models, and not parameters of the models themselves. This is termed black-box access. Recent research [8] has demonstrated that online ML models can be trained in a manner so that the presence of a specific perturbation, called a trigger, in the input will result in an output that is different from the correct or desired output. At the same time, outputs of the model for clean inputs- i.e., inputs without trigger- is not affected. This can result in severe consequences when such platforms are used in safety-critical cyber and cyber-physical systems [9]. The insertion of a trigger into inputs to a model is called a backdoor attack and the model that misclassifies such inputs is termed Trojaned.

Backdoor attacks can have severe implications in safety-critical cyber and cyber-physical systems where only the outputs of a model are available. For example, autonomous navigation systems that depend on DNNs for decision making using reinforcement learning models have been shown to be vulnerable to backdoor attacks [10]. DNN models have also been used for traffic sign detection, and these models can be trained to identify the signs correctly, but results in an incorrect output when the sign has a trigger [8] (e.g., a ‘stop’ sign with a small sticker on it is identified as a ‘speed-limit’ sign). Such threats necessitate the development of defense mechanisms. However, most defenses assume that hyper-parameters of the model are available [11]–[14] or that a pre-processing module can be added to the target model [15]. These may not be practical for applications where only outputs of the model are available and users cannot control inputs provided to the model.

A defense mechanism against backdoor attacks called meta-neural Trojan detection (MTND) was proposed in [16]. This method leverages an insight that the distribution of outputs from a Trojaned model might be different to those from a non-Trojaned model, even though both models have similar accuracies. MTND learns a discriminator (a classifier with two outputs, YES or NO) using outputs from a Trojaned and a non-Trojaned model as training data, in order to distinguish between the models. This approach was shown to identify Trojaned models with > 96% accuracy, when only black-box access to them was available [16]. Despite the current success of MTND, examples can be constructed that demonstrate some of its limitations.

In this paper, we identify a new class of backdoor attack called multi-target backdoor attack. Unlike existing single-target trigger backdoors, a trigger from a multi-target backdoor attack can cause misclassification to different output labels depending on the true class of the input. Specifically, we demonstrate that a model can be trained so that its output is a function of the true class of the input and the presence of a trigger in that input. We also propose a two-step methodology to bypass the MTND defense mechanism. Figure 1 demonstrates our approach: (i) we use a non-Trojaned model as a teacher for the Trojaned
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model (Knowledge Distillation), then (ii) we use min-max optimization between a discriminator and Trojaned model to ensure that the discriminator is not able to distinguish between outputs from a Trojaned and a non-Trojaned model (Min-max Optimization).

We make the following contributions:

- We introduce a new class of multi-target backdoor attacks. Such an attack has the property that a single trigger can result in misclassification to different output labels, based on true input label.
- We design two algorithms- a training procedure that combines knowledge distillation (Algorithm 1) and min-max optimization (Algorithm 2) to reduce the accuracy of a defense mechanism designed to distinguish between Trojaned and non-Trojaned models.
- We evaluate the trained Trojaned model from the previous step by examining the effect of a multi-target backdoor attack on a state-of-the-art meta-neural Trojan defense (MTND). Our empirical evaluations demonstrate that our training procedure is able to bypass the MTND defense 100% of the time.

The remainder of this paper is organized as follows: Section II presents a tutorial introduction to DNNs with backdoors and describes our system model. An overview of related literature on backdoor attacks in deep learning and state-of-the-art defense mechanisms is provided in Section III. We introduce our solution approach in Section IV and report results of empirical evaluations in Section V. Section VI discusses methods to extend our solution to a broader class of problems, and Section VII concludes the paper.

II. PRELIMINARIES

This section provides a brief introduction to classification using deep neural networks, and single-target backdoor attacks using a set of poisoned inputs. Finally, we introduce the system model that we use for our algorithms.

A. Deep Neural Networks

Deep Neural Network (DNN) classifiers are trained to predict the most relevant class among $C$ possible classes for a given input. The output of a DNN is called a logit, which gives a weight to each class, $z := [z^1, \cdots, z^C]$. The output of the model is fed to the softmax function to generate a probability vector where each element $i$ is the conditional probability of class $i$ for a given input $x$. The softmax function is defined as:

$$p(z^i, T) = \frac{\exp z^i / T}{\sum_j \exp z^j / T},$$

where $T$ is a temperature parameter (typically $= 1$). A DNN classifier is a function $z := F(x; \theta)$, where $x \in [0, 1]^d$ is an input and $\theta$ represents hyperparameters of the DNN. We will write $p(z, T)$ to denote the probability vector determined through the softmax function. In order to train the DNN (i.e., determine values of $\theta$), we minimize the difference between the output of softmax function $p(F(x_k; \theta), T = 1)$, and the true class of the input, $y^*_k$ for a sample $x_k$. This is quantified by a loss function $\mathcal{L}(p, y^*)$, and parameters $\theta$ are iteratively updated using stochastic gradient descent as:

$$\theta^{t+1} \leftarrow \theta^t - \frac{1}{|D|} \sum_k \frac{\partial}{\partial \theta} \mathcal{L}(p(F(x_k; \theta)), y^*_k)$$

where $D$, $F$, $\alpha$ and $\mathcal{L}$ are training set, DNN’s function with hyper-parameter $\theta$, a positive coefficient and loss function respectively.

One way of introducing a backdoor into the model is through poisoning the training set with a set of inputs stamped with a pre-defined trigger and labeled with the desired output [17], [18]. The trigger has a single-target i.e., any input with trigger causes the model to return a specific output. In order for a model to return multiple target classes, we will require one trig-
per target class to be inserted into the input. Let \( D = \{(x_1, y_1), (x_2, y_2), \ldots, (x_N, y_N)\} \) be the original training set (a set of clean samples) and \( D' = \{(x'_1, y'_1), (x'_2, y'_2), \ldots, (x'_n, y'_n)\} \) \( (n \ll N) \) be a set of perturbed samples. Suppose each sample in \( D' \) is perturbed using a pre-defined trigger as:

\[
x'_{ij} = m_{ij} \ast \Delta + (1 - m_{ij})x_{ij} \quad \text{i.e.,} \quad i \in [1, W], \ j \in [1, H]
\]

where \( \Delta \) is the perturbation that we term a Trojan trigger and \( m \) is a mask that indicates the location where the perturbation is applied. In this paper, we assume that each sample is an image of resolution \( W \times H \). The trained Trojaned model on both clean and poisoned datasets would return a desired output in the presence of a specific trigger in the input while keeping the accuracy unchanged for clean samples.

**B. Our System Model**

In this paper, we assume that the Trojaned model is trained by an adversary who does not share the hyper-parameters of her model. The Trojaned model can be shared through an ML platform or can be a built-in model in a smart device. Therefore, only the outputs of the model are available to users/defenders for any given input. This is termed black-box access. The defender aims to learn a discriminator (a classifier with two classes of YES/NO) to determine whether a model is Trojaned or not. The defender can learn several non-Trojaned and Trojaned models locally and use their outputs to train the discriminator (See Figure 1). We also assume the defender and adversary have access to the same training sets to train their local models. Given an arbitrary set of inputs that is provided to both a Trojaned and non-Trojaned model, the discriminator uses the outputs from these two models to learn a (binary) classifier. After training, the discriminator is used to evaluate an unknown model, to determine whether it is Trojaned or not. Our contribution in this paper is the design of a methodology to demonstrate that such a discriminator can be fooled (i.e., cannot say whether a model is Trojaned with probability > 0.5).

**III. RELATED WORK**

This section summarizes recent literature on backdoor attacks and defense mechanisms against such attacks.

A backdoor attack results in DNN models misclassifying inputs that contain a trigger [19]. An input containing a trigger can be viewed as an adversarial example [20], but there are differences in the ways in which an adversarial example attack and a backdoor attack are carried out. Adversarial examples are generated by learning a quantum of adversarial noise that needs to be added to an input in order to cause a pre-trained DNN model to misclassify the input [20]–[22]. Backdoor attacks, in comparison, aim to influence weights of parameters of neural networks that describe the target model during the training phase either through poisoning the training data [19] or poisoning the weights themselves [23], [24]. Consequently, any input stamped with a pre-defined trigger will be able to cause the DNN to misclassify the input. Moreover, the trigger for a backdoor attack might be invisible [25]–[27]. It has been demonstrated that adversarial example attacks and backdoor attacks can both be trained to be transferable [8], [28]. When access to a target model was not available, a black-box backdoor attack was proposed in [29]. In this case, the adversary had to generate training samples, since the training dataset was not available.

The vulnerability of DNN models to backdoor attacks has been examined in multiple applications. A class of semantic backdoor attacks was proposed in [19], [30] for image and video models. In this case, the target label was determined based on features of the input, e.g., inputs featuring green colored cars would result in the model misclassifying it as a bicycle. The authors of [19] and [31] designed backdoor attacks for code poisoning and natural language processing models respectively. Recently, an untargeted backdoor attack for deep reinforcement learning models was proposed in [10]. Backdoor attacks have also been used to determine fideliy-specific examples include model watermarking [32] and verifying that a request by a user to delete their data was actually carried out by a server [33].

Backdoor attacks typically specify one target output class for each trigger. An \( N \)-to-one trigger backdoor attack was proposed in [34], where an adversary used a single trigger at a specific location, but with different intensities for each target. A procedure to train different models to output different target classes using the same trigger was demonstrated in [35]. The authors of [36] introduced an input-based misclassification procedure by learning adversarial perturbations [37] for pairs of target classes. Different from [36] where one perturbation was required for each pair of classes, our methodology in this paper uses a single trigger that can cause misclassification to more than one target class.

Defense mechanisms against backdoor attacks can focus on removing backdoors from Trojaned models [11]–[13] or detecting/suppressing poisoned data during training [38]–[40]. Our focus in this paper is on a third type-defense mechanisms for pre-trained models, since we assume that the target model has already been trained, and that the user will only have ‘black-box’ access to it.

Pre-processing defense mechanisms deploy a module that will remove or reduce the impact of a trigger present in the input. For example, an auto-encoder was used as a pre-processor in [15]. A generative adversarial network (GAN) was used to identify ‘influential’ portions of an image/video input in [41]. This approach was leveraged by [42] to use the dominant color of the image as a trigger-blocker. Style-transfer was used as a pre-processing module in [43] to mitigate the impact of trigger present in the input. Modifying the location of the trigger using spatial transformations was deployed as a defense mechanism in [18].

In contrast, post-training defense mechanisms aim to determine whether a given model is Trojaned or not, and then refuse to deploy a Trojaned model. The authors of [14] proposed a technique based on learning adversarial perturbations [37] to locate a trigger using an insight that triggers constrain the magnitude of the learned perturbation. Thus, the learning process would identify a model as Trojaned if
the learned perturbation was below a threshold. An outlier
detector was used in [44] to explain outputs of a model and
features extracted using a saliency map were used to identify
if the model was Trojaned. A defense mechanism against
backdoor attacks when working with limited amounts of data
was proposed in [45].

All the approaches described above require access to
hyperparameters of the model. There is a relatively smaller
body of work focused on designing defenses in the ab-

stance of such access. A mechanism called DeepInspect
was proposed in [46], which learned the probability distribution
of triggers using a generative model. DeepImpact assumed
that a trigger had fixed patterns with a constant-valued
distribution. In comparison, we consider a trigger that can
have an arbitrary location within the input, and can result in
miscalcification to more than one target class. The authors
of [16] proposed meta neural Trojan detection (MTND).
MTND used a discriminator which took a target model as
input, and performed a binary classification on the output of
the model to identify if it was Trojaned or not. We evaluate
our methodology using MTND as a benchmark, since MTND
does not make any assumptions about the trigger.

IV. Solution Approach

Backdoor attacks aim to preserve the accuracy of a model
on inputs without a trigger (clean samples) while misclas-
sifying inputs that are stamped with a trigger. We denote
the (Trojan) trigger by $\Delta$. Different from existing backdoor
attacks that result in the model producing a single, unique
target class for inputs with a trigger, we propose a new class
of multi-target backdoor attacks. A multi-target backdoor
attack can result in a model producing a different output
based on the true class of the input that contains a trigger.
Consequently, an adversary can trigger a desired output by
selecting a sample from the corresponding source class.

In order to train a multi-target backdoor, an adversary
poisons the training input set with a new set of samples
perturbed with the trigger, and labeled using a map-function:

$$D' = \{(x_i, m + \Delta, g(y^*_i)), (x_i + m\Delta, g(y^*_i)), \ldots, (x_i + m\Delta, g(y^*_i))\},$$

where $\Delta$, $m$, and $g(\cdot)$ are the trigger, a mask which denotes
where the trigger is deployed, and a function that maps a source
class to target class (that is, $g(i) = j$, $i, j \in \{1, 2, \ldots, C\}$, $i \neq j$) respectively. However, a backdoor attack can result in
output distributions (i.e., probabilities that the output belongs
to a specific class) from a Trojaned model being different to
that from a non-Trojaned model, even though both models
will have similar accuracy on clean samples.

Our objective is to demonstrate the limitations of defense
mechanisms that seek to distinguish between outputs from a
Trojaned model and a non-Trojaned model can be bypassed.
To this end, we seek to learn a Trojaned model that has an
output distribution on clean samples which is similar to that
from a non-Trojaned model. The two-stage setup that we use
is shown in Figure 2. We first learn such a Trojaned model
using a non-Trojaned model as a teacher. Then, we maximize
the indistinguishability between outputs of the two models
by solving a min-max optimization problem. The remainder
of this section explains these steps in detail.

A. Using a non-Trojaned Model as Teacher

The process of transferring knowledge from a ‘teacher’
model that has high accuracy to a smaller ‘student’ model is
called knowledge distillation [47]. Unlike ‘hard’ labels which
assign a sample to exactly one class with probability 1, ‘soft’
labels assign a probability distribution over output classes.
The non-zero probabilities provide information about inter-
class similarities. Knowledge distillation improves accuracy
of the student model using ‘soft’ labels provided by the
teacher. In order to ensure similarities in behaviors of a
Trojaned model and a non-Trojaned model, we use the non-
Trojaned as a teacher for the Trojaned model, and minimize
the difference between their outputs for a given input.

Let the DNNs that comprise the Trojaned model be parameter-
ized by $\theta$, and those comprising the non-Trojaned model
be parameterized by $\theta'$. Assume that $z_T = F_T(.; \theta)$ and
$z_N = F(.; \theta')$ denote the logits from the two models, and
$C$ be the number of output classes. Knowledge distillation
techniques minimize the distance between the outputs of
teacher and student models for clean samples. The authors
of [47] established that when using gradient-based techniques
and soft labels as an input to a loss function, the gradients
were scaled by $1/T^2$. For e.g., when using the $L_2$-norm
to measure the distance between the models’ outputs, following
Eqn (1) and assuming that logits are zero mean without loss
of generality, the gradient of the loss function is:

$$\frac{\partial}{\partial \theta_T} \frac{1}{2}(p(z_N, T) - p(z_T, T))^2$$

$$= \frac{1}{T} \sum_j e^{z_N^j}/T \left( e^{z_N^j}/T - e^{z_T^j}/T \right)$$

$$\approx \frac{1}{T C + \sum_j e^{z_T^j}/T} \left( \frac{1}{C + \sum_j e^{z_N^j}/T} - \frac{1}{C + \sum_j e^{z_T^j}/T} \right)$$
\[ \approx \frac{1}{C^2T^2} z^T_i (z^i_N - z^T_i) \]

To compensate for the \(1/T^2\) factor obtained in the above gradient-calculation, we will scale by \(T^2\) when updating parameters \(\theta\) of the DNN (see Line 12 of Algorithm 1). The gradients for other loss functions like the Kullback-Liebler (KL)-divergence, \(L_{KL}\), and cross-entropy loss, \(L_{CE}\) can be computed in a similar manner.

The Kullback-Leibler divergence loss function quantifies the distance between the distributions of the outputs of two models and is defined as:

\[ L_{KL}(p(z_N, T), p(z_T, T)) = p(z_N, T) \log \frac{p(z_N, T)}{p(z_T, T)} \quad (3) \]

Knowledge distillation techniques also train the Trojaned model on hard labels together with soft labels. The cross-entropy loss function measures the difference between the softmax function's output. Since a hard label \((y^*)\) assigns an input to one class, all elements have value of 0, except the \(i^{th}\) element, which has a value of 1 if the input belongs to class \(i\). Algorithm 1 explains the knowledge distillation step in detail.

**Algorithm 1 Knowledge Distillation**

**Require:** \(\mathcal{D}, \Delta, m, g(.), T^*, F_N, \alpha_1 > 0, \alpha_2 > 0\)

1: \(\mathcal{D}' \leftarrow \mathcal{D}\)
2: for \(j = 1 : n\) do
3: \((x, y) \leftarrow\) random-selection(\(\mathcal{D}\))
4: \(\mathcal{D}' \leftarrow \mathcal{D}' \cup (x + m\Delta, g(y))\)
5: end for
6: for \(i = 1 : \text{itr}\) do
7: for \((x^k, y^k) \in \mathcal{D}\) do
8: \(z_T \leftarrow F_T(x^k; \theta)\)
9: \(z_N \leftarrow F_N(x^k; \theta')\)
10: \(q_1 \leftarrow p(z_N, T = T^*)\)
11: \(q_2 \leftarrow p(z_T, T = T^*)\)
12: \(L_1 \leftarrow L_1 + T^2 \times \frac{\partial}{\partial \theta} L_{KL}(q_1, q_2)\)
13: end for
14: for \((x^k, y^k) \in \mathcal{D}'\) do
15: \(z_T^k \leftarrow F_T(x^k; \theta)\)
16: \(L_2 \leftarrow L_2 + \frac{\partial}{\partial \theta} L_{CE}(y^k, p(z_T, T = 1))\)
17: end for
18: \(\theta \leftarrow \theta - \alpha_1 L_1 - \alpha_2 L_2\)
19: end for

**B. Min-Max Optimization**

We assume that a defender has access to only the outputs of a Trojaned model. This is termed *black-box access*, and is a reasonable assumption when machine learning-enabled cyber and cyber-physical systems are deployed in the real world. In order to determine whether a model is Trojaned or not using only outputs of the model, the defender uses a discriminator, \(D\). The discriminator is a classifier with two classes- YES \((s = 1)\) and NO \((s = 0)\). Learning a discriminator (parameterized by \(\phi\)) involves taking a set of outputs of a model corresponding to a set of random inputs and assigning it to class \(s = 0\) if the model is non-Trojaned, and \(s = 1\) if it is Trojaned. We define \(D := \bigcup_j \{(p(F_N(x_j; \theta^*)), T = 1, 0), (p(F_T(\theta, x_j), T = 1, 1)\}\), where \(F_N(\cdot, \theta'^*)\) and \(F_T(\cdot, \theta)\) are functions of non-Trojaned and Trojaned models parameterized by \(\theta'^*\) and \(\theta\), respectively. The discriminator minimizes a loss function derived from the cross-entropy loss \(L_{CE}\), given by:

\[ L = \frac{1}{2N^t} \sum_{(q,s) \in \mathcal{D}} L_{CE}(D(q; \phi), s) \quad (5) \]

The objective of the adversary, on the other hand, is to ensure that the backdoor in the Trojaned model remains undetectable (i.e., fool the discriminator). Consequently, she updates hyperparameters of the Trojaned model in a manner that will maximize the loss of the discriminator:

\[ \max_{\theta} \min_{\phi} L_{CE}(D(F(x; \theta); \phi), 1) \quad (6) \]

Algorithm 2 explains the min-max step in detail. In the min step, we first generate a set of arbitrary inputs (images, in our case that are generated from a \(N(\mu, \sigma)\) distribution) and provide them to both non-Trojaned and Trojaned models. The outputs from these models are used to train the discriminator. In the max step, we update parameters of the Trojaned model to maximize the loss of the discriminator by generating outputs that are similar to outputs of the non-Trojaned model for the arbitrarily generated inputs. In order to preserve accuracy of the model on any input (clean or triggered), we consider a set \(\mathcal{D}'\) that contains both types of inputs, and minimize a cross-entropy loss (Lines 10-14).

**Algorithm 2 Min-Max Optimization for Discriminator**

**Require:** \(F_N(\cdot, \theta'^*), F_T(\cdot; \theta), \mu, \sigma, \mathcal{D}', \alpha_1, \alpha_2, \alpha_3 > 0\)

1: for \(i = 1 : \text{itr}\) do
2: for \(i = 1 : N^t\) do
3: \(\text{img} \leftarrow N(\mu, \sigma)\)
4: \(\mathcal{D} \leftarrow \mathcal{D} \cup \{p(F_N(\text{img}; \theta'^*), T = 1, 0)\}\)
5: \(\mathcal{D} \leftarrow \mathcal{D} \cup \{p(F_T(\theta; \text{img}); T = 1, 1)\}\)
6: end for
7: \(L_1 = \frac{1}{N^t} \sum_{(q,s) \in \mathcal{D}} \frac{\partial}{\partial \phi} L_{CE}(D(q; \phi), s)\)
8: \(\phi \leftarrow \phi - \alpha_1 L_1\)
9: \(L_2 = \frac{1}{N^t} \sum_{x \sim N(\mu, \sigma)} \frac{\partial}{\partial \theta'} L_{CE}(D(p(F_T(x; \theta')); \phi), 1)\)
10: for \((x^k, y^k) \in \mathcal{D}'\) do
11: \(z_T^k \leftarrow F_T(x^k; \theta)\)
12: \(L_3 = L_3 + \frac{\partial}{\partial \theta} L_{CE}(y^k, p(z_T^k, T = 1))\)
13: end for
14: \(\theta \leftarrow \theta - \alpha_1 L_1 + \alpha_2 L_2 - \alpha_3 L_3\)
15: end for
TABLE I: Comparison of models: non-Trojaned, Trojaned trained with hard labels, Trojaned trained using only knowledge distillation, and Trojaned trained using knowledge distillation and max-min optimization (ours). Non-Trojaned models have the highest accuracy on inputs without a trigger (clean). Our approach results in the highest success rate for a multi-targeted backdoor attack, and completely bypasses a discriminator that aims to distinguish between outputs from a Trojaned and a non-Trojaned model (0.0% in last row).

V. EVALUATION

This section introduces our simulation setup and then explains results of our empirical evaluations.

A. Simulation Setup

We use the MNIST dataset [48] to evaluate Algorithms 1 and 2. This dataset contains 60000 images of handwritten digits \(\{0, 1, \cdots, 9\}\), of which 50k are used for training and 10k for testing, and each image is of size 28\(\times\)28. A square of size 4\(\times\)4 at an arbitrary location in the image is used as the trigger (shown in Figure 3).

In order to learn a multi-target backdoor, we select a random subset of images from the training data that have been stamped with the trigger. Let \(i\) denote the true class of the input that is stamped with the trigger, and \(C\) denote the total number of classes (\(C = 10\) for MNIST). Then, these inputs are labeled according to \(g(i) := (i + 1) \mod C\).

We use the recently proposed MTND defense [16] as a benchmark. MTND learns a discriminator that takes the output of a target model to return a ‘score’. If this score exceeds a pre-defined threshold, the model is identified as Trojaned, and is identified as non-Trojaned otherwise.

The DNNs used to learn a classifier for the MNIST dataset consists of two convolutional layers, each containing 5 kernels, and channel sizes of 16 and 32 respectively. This is followed by maxpooling and fully connected layers of size 512. For learning the discriminator, similar to [16], we use a network with one (fully connected) hidden layer of size 20.

B. Experiment Results

To demonstrate the limitations of existing defense mechanisms against backdoor attacks, we train the following models: (i) Trojaned, with multi-target backdoor using knowledge distillation and min-max optimization (Our Trojaned Model), (ii) Trojaned, with multi-target backdoor using only hard labels (Traditional Trojaned Model), and (iii) non-Trojaned, (Non-Trojaned Model).

Table I indicates the accuracy of these three models on clean inputs (i.e., images that are not stamped with a trigger), success rates of a multi-target backdoor attack, and detection rates of a discriminator. The non-Trojaned model has the highest accuracy on clean inputs, since backdoor attacks decrease the accuracy of the models. Knowledge distillation is seen to improve the accuracy of Trojaned models on clean samples and success rates of a backdoor attack, but a Trojaned model trained using knowledge distillation alone can be detected by a discriminator with 99.4% accuracy. When knowledge distillation is combined with min-max optimization, we see that the accuracy on clean inputs is reduced, but the success rate of the backdoor attack is higher.

At the same time, the discriminator is not able to distinguish between outputs from a Trojaned and a non-Trojaned model (0.0% in rightmost column of last row). This demonstrates that the state-of-the-art MTND defense can be bypassed.

Figure 4 shows detection rates of the discriminator during different rounds of Algorithm 2. The discriminator was not able to achieve a high detection rate on both Trojaned and non-Trojaned models when min-max optimization was deployed for more than 20 rounds.

To evaluate the impact of the (pre-defined) threshold
In this paper, the discriminator used outputs to an arbitrary set of image inputs to determine whether the model was Trojaned or not. An interesting question to answer is if the similarity between outputs from a Trojaned and non-Trojaned model is a possible solution compared to a non-Trojaned model. We then designed a two-step procedure that used knowledge distillation and min-max optimization to ensure that outputs from a Trojaned model were indistinguishable to a non-Trojaned model. Through empirical evaluations, we demonstrated that our approach was able to completely bypass a state-of-the-art defense mechanism, MTND. We demonstrated a reduction in detection accuracy of the discriminator of MTND from 96% without our method to 0% when using our approach. We also discussed ways to extend our methodology to other classes of DNN models beyond those that use images, establish provable guarantees, and build better defenses.

VI. DISCUSSION

In this section, we identify how our approach can be extended to domains where inputs might not be images, and highlight some open questions and challenges that are promising future research directions.

1) Extension to other domains: Our solution approach focused on the setup where inputs to a DNN was images, and we showed that the state-of-the-art MTND defense [16] could be bypassed. Recent research has demonstrated that DNNs designed for other tasks such as text classification and generation [31], code completion [49], and decision making in reinforcement learning and cyber-physical systems [10] are also vulnerable to backdoor attacks. We believe that our solution methodology can be applied to domains where the inputs and outputs of a DNN are continuous valued such as speech [50] and deep reinforcement learning [3]. We will evaluate our two-step approach on backdoor attacks carried out on these types of systems, and examine the limitations of defenses against backdoor attacks in settings where inputs to a DNN classifier are discrete-valued (e.g., text).

2) Provable Guarantees: The nested and inherently non-linear structure of DNNs makes it challenging to explain the decision-making procedures for given input data [51]. This challenge also holds true when investigating the explainability of defense mechanisms and their limitations against backdoor attacks on DNNs. We believe that developing a principled approach that enables establishing provable guarantees on the accuracy of certain classes of DNNs—e.g., when the activation function is a rectified linear unit (ReLU) [52]—will be a promising step in this direction.

3) Building Better Defenses: In this paper, the discriminator used outputs to an arbitrary set of image inputs to determine whether the model was Trojaned or not. An interesting question to answer is if the similarity between outputs from a Trojaned and non-Trojaned model can be characterized for any input that does not contain a trigger. Quantifying the change in the trigger/trigger pattern that will result in a change in the decision of a Trojaned model compared to a non-Trojaned model is a possible solution approach. This will help learn and reason about the dynamics of the decision boundaries of DNN classifiers to enable building better defenses against backdoor attacks.

VII. CONCLUSION

This paper studied machine learning models that were vulnerable to backdoor attacks. Such a model is called a Trojaned model. We identified a limitation of a state-of-the-art defense mechanism that was designed to protect against backdoor attacks. We proposed a new class of multi-target backdoor attacks in which a single trigger could result in misclassification to more than one target class. We then designed a two-step procedure that used knowledge distillation and min-max optimization to ensure that outputs from a Trojaned model were indistinguishable to a non-Trojaned model. Through empirical evaluations, we demonstrated that our approach was able to completely bypass a state-of-the-art defense mechanism, MTND. We demonstrated a reduction in detection accuracy of the discriminator of MTND from >96% without our method to 0% when using our approach. We also discussed ways to extend our methodology to other classes of DNN models beyond those that use images, establish provable guarantees, and build better defenses.
