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Abstract

Functional principal component analysis has been shown to be invaluable for revealing variation modes of longitudinal outcomes, which serves as important building blocks for forecasting and model building. Decades of research have advanced methods for functional principal component analysis often assuming independence between the observation times and longitudinal outcomes. Yet such assumptions are fragile in real-world settings where observation times may be driven by outcome-related reasons. Rather than ignoring the informative observation time process, we explicitly model the observational times by a counting process dependent on time-varying prognostic factors. Identification of the mean, covariance function, and functional principal components ensues via inverse intensity weighting. We propose using weighted penalized splines for estimation and establish consistency and convergence rates for the weighted estimators. Simulation studies demonstrate that the proposed estimators are substantially more accurate than the existing ones in the presence of a correlation between the observation time process and the longitudinal outcome process. We further examine the finite-sample performance of the proposed method using the Acute Infection and Early Disease Research Program study.
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1 Introduction

Longitudinal data have been extensively studied in the literature of statistics. Our research is motivated by the investigation of the disease progression in HIV-positive patients. Highly active antiretroviral therapy has been shown to be an effective treatment for HIV in improving the immunological function and delaying the progression to AIDS \cite{Hecht et al. 2006}. Our goal is to study the mean trend and variation mode of CD4 counts, an indicator of immune function, over time after treatment initiation, which is of major importance: first, it depicts a whole picture of how the disease evolves over time and thus provides new insights into the treatment mechanism. Second, it enables the prediction of disease progression and helps patients manage the disease better. Third, such information can also be used to design optimal treatment regimes for better clinical outcomes \cite{Guo et al. 2021}.
Parametric random effect models (Laird and Ware, 1982) and generalized estimating equations models (Liang and Zeger, 1986) are commonly adopted to fit longitudinal data; see Diggle et al. (2002) for a comprehensive overview. Though the latter does not need to specify the parametric distribution of the longitudinal response, it imposes a specific form on the mean response. Furthermore, they typically use a regular discrete-time setup, which requires all subjects to be followed at the same pre-fixed time points but can be restrictive in many practical situations. To better understand the complexity of real-world data, Figure 2(a) shows the trajectories of CD4 counts at the follow-up visits from five randomly selected patients in the motivating application, where the number and timing of the visits differ from one to the next. Extracting useful information from such data has become a challenging statistical problem.

Functional data analysis offers a nonparametric means to modeling longitudinal data at irregularly spaced times. Repeated measurements of a longitudinal response from a subject are regarded as sparsely sampled from a continuous random function subject to measurement errors. Moreover, the underlying true random function is typically modeled in a nonparametric manner, thus avoiding model misspecification suffered from the two aforementioned approaches. To estimate the mean and covariance functions of the underlying continuous function from sparse observations, existing approaches usually assume that the observation times are independent of the longitudinal responses and then apply nonparametric smoothing techniques such as kernel smoothing to the aggregated observations from all subjects; see Yao et al. (2005), Li and Hsing (2010) and Zhang and Wang (2016) for instance.

Yet the independence assumption of the observation times and responses is restrictive in practice; e.g., patients with deteriorative health conditions may be more likely to visit health care facilities (Phelan et al., 2017). Without addressing the informative observation time process, the study results can be biased and misleading (Lin et al. 2004; Sun et al. 2021). In this article, we propose to model the observation time process by a non-homogeneous Poisson process with an intensity function depending on time-dependent confounders. To account for the effect of the observation time process when estimating the mean function, we leverage the inverse of the intensity function at each observation time point as its weight and then apply penalized B-spline functions to the aggregated observations. This idea is further extended to estimating the covariance function with the tensor product of B-spline bases, weighted by a product of the inverse of the intensity functions at the two time points, to correct the selection bias of the pairs of observations. Variation modes can thus be visualized through an eigen-decomposition on the estimated covariance function, which is referred to as functional principal component analysis.

The proposed functional principal component analysis accounts for dependence between the response process and the observation time process via inverse intensity function weighting. This fills an important gap in the literature as traditional approaches often assume that response observations are independent of the observation times, which however is likely to be violated in real-world studies. Moreover, we establish consistency and convergence rates of our proposed estimator when estimating the mean function, covariance function, and functional principal components of a random function. Numerical studies demonstrate that in contrast to the traditional approaches, our approach can yield consistent estimates when the response observation times are indeed correlated with the underlying response process.

2 Basic Setup

2.1 Functional principal component analysis and observation time process

Suppose that $X$ is a random function defined on a compact set $I \subset \mathbb{R}$. Let $L^2(I)$ denote the collection of measurable square-integrable functions on $I$. Furthermore, we assume that $\int_I \mathbb{E}\{X^2(t)\} dt < \infty$. Let $\mu(t) = \mathbb{E}\{X(t)\}$ and $C(s, t) = \text{cov}\{X(s), X(t)\}$ denote the mean function and the covariance function of $X$, respectively. Then we can define the covariance operator $C : L^2(I) \rightarrow L^2(I)$ that satisfies $(Cf)(t) =$
\int C(s, t) f(s) ds \text{ for any } f \in L^2(\mathbb{R}). \] It follows from Mercer’s theorem that there exists an orthonormal basis \((\varphi_j)_j\) of \(L^2(\mathbb{R})\) and a sequence of non-negative decreasing eigenvalues \((\kappa_j)_j\) such that \(C(s, t) = \sum_{j=1}^{\infty} \kappa_j \varphi_j(s) \varphi_j(t)\). The eigenfunctions of \(C\), \(\varphi_j\)'s are also referred to as functional principal components of \(X\). In fact, \(X\) admits the following Karhunen-Loève expansion, \(X(t) = \mu(t) + \sum_{j=1}^{\infty} \zeta_j \varphi_j(t), \) where \(\zeta_j = \int X(t) - \mu(t) \varphi_j(t) \) \(d\mu\) is called the \(j\)th functional principal component score of \(X\) and satisfies \(E(\zeta_j \zeta_k) = \delta_{jk} \kappa_j\), where \(\delta_{jk} = 1\) if \(j = k\) and 0 otherwise. The expansion is useful to approximate an infinite-dimensional random function because approximating \(X(t)\) by \(\mu(t) + \sum_{j=1}^{p} \zeta_j \varphi_j(t)\) yields the minimal mean squared error when using an arbitrary orthonormal system consisting of \(p\) functions for any \(p \in \mathbb{N}^+\). Additionally, functional principal component analysis enables us to understand variation modes of this random function, as it displays the greatest variations along with the directions of principal components.

In practice, a fully observed trajectory of a random function may not be accessible due to various practical hurdles and is only observed at sparsely and irregularly spaced time points. To describe the irregularly-spaced observation time process for observing \(X_i(t)\), let the set of visit times be \(0 \leq t_{i1} < \ldots < t_{im_i} \leq \tau_i\), where \(m_i\) is the total number of observations, and \(\tau_i\) denotes the end of observation for subject \(i\). In stark contrast to the regular time setting, the observed time points are allowed to vary from one subject to another. Let \(X_{ij} = X_i(t_{ij}) + \epsilon_{ij}\) denote the noisy observation of the \(i\)th random function at time \(t_{ij}\), where \(\epsilon_{ij}\) is the measurement error. Our primary interest is to perform functional principal component analysis from observations \(\{X_{ij} : j = 1, \ldots, m_i, i = 1, \ldots, n\}\). Yao et al. (2005) and Li and Hsing (2010) address this problem under the assumption that the observed time points are independently and identically distributed, and \(X_{ij}\), \(t_{ij}\) and \(m_i\) are independent of each other for subject \(i\). However, in practice, whether or not there exists an observation at one particular time point often depends on the response process. Therefore, analysis of such data requires assumptions on the mechanism for the observation time process.

### 2.2 Informative observation times

Let \(N_i(t)\) be the counting process for the observation times; that is, \(N_i(t) = \sum_{j=1}^{\infty} I(t_{ij} \leq t)\) for \(t \in [0, \tau_i]\). We use overline to denote the history; e.g., \(\overline{X}_i(t) = \{X_i(u) : 0 \leq u \leq t\}\) is the history of the stochastic process \(X\) until time \(t\) for the \(i\)th subject. In addition to the response process, we also observe a densely-observed covariate process denoted by \(Z_i(t), i = 1, \ldots, n\). We summarize the full data as \(\mathcal{F}_i^* = \{\overline{X}_i(t), Z_i(t) : 0 \leq t \leq \tau_i\}\). Let \(\overline{X}_i^{\text{obs}}(t) = \{X_i(s) : dN_i(s) = 1, 0 \leq s \leq t\}\) and \(\overline{N}_i(t) = \{N_i(s) : 0 \leq s \leq t\}\) be the history of observed variables and observation times through \(t\), respectively. We denote the observed history of variables for subject \(i\) at time \(t\) as \(\overline{O}_i(t) = \{\overline{X}_i^{\text{obs}}(t-), \overline{N}_i(t-), \overline{Z}_i(t-)\}\), where \(t\) indicates the time up to but excluding \(t\). For the above notations, we suppress \(i\) to denote their population counterparts. In practice, the irregular observation times can be due to a number of reasons that may be related to subjects’ responses, in which case, we say that the observation times are informative. Similar to the missing data literature, we require a further assumption to identify the mean and variance functions of \(X(t)\) under an informative observation time process.

**Assumption 1** (i) \(E\{dN_i(t) \mid \mathcal{F}^*\} = E\{dN_i(t) \mid \overline{O}_i(t)\}\), and (ii) \(\lambda(t \mid \overline{O}_i(t)) = E\{dN_i(t) \mid \overline{O}_i(t)\}/dt > 0 \) almost surely for \(i = 1, \ldots, n\).

Assumption [I](i) implies that the observed history collects all prognostic variables that affect the observation time process. Assumption [I](ii) suggests that all subjects have a positive probability of visiting at any time \(t\). Assumption [I] is key toward identification, see [2,3] however, it is not verifiable based on the observed data and thus requires careful consultation of subject matter knowledge.
2.3 Identification via inverse intensity function weighting

We show that Assumption 1 leads to the identification of $\mu(t)$, $C(t, s)$, and $\varphi_j(t)$. First, by the law of total expectation, we have

$$E[X(t)\lambda^{-1}\{t \mid \overline{O}(t)\}dN(t)] = E[X(t)\lambda^{-1}\{t \mid \overline{O}(t)\}E\{dN(t) \mid \mathcal{F}^*\}] = \mu(t)dt. \quad (1)$$

Weighting by $\lambda^{-1}\{t \mid \overline{O}(t)\}$ serves to create a pseudo-population in which the observation time process is no longer associated with $X(t)$ as if the observed responses were sampled completely at random. Thus, $\mu(t)$ is identifiable.

Next, assuming $s < t$ and by the double use of the law of total expectation, we have

$$E[\{X(t) - \mu(t)\}\{X(s) - \mu(s)\}\lambda^{-1}\{s \mid \overline{O}(s)\}dN(s)\lambda^{-1}\{t \mid \overline{O}(t)\}dN(t)] = E[\{X(t) - \mu(t)\}\{X(s) - \mu(s)\}\lambda^{-1}\{s \mid \overline{O}(s)\}dN(s)\lambda^{-1}\{t \mid \overline{O}(t)\}E\{dN(t) \mid \mathcal{F}^*\}]$$

$$= E[\{X(t) - \mu(t)\}\{X(s) - \mu(s)\}\lambda^{-1}\{s \mid \overline{O}(s)\}dN(s)dt] = E[\{X(t) - \mu(t)\}\{X(s) - \mu(s)\}\lambda^{-1}\{s \mid \overline{O}(s)\}E\{dN(s) \mid \mathcal{F}^*\}dt]$$

$$= E[\{X(t) - \mu(t)\}\{X(s) - \mu(s)\}dtds] = C(t, s)dtds. \quad (2)$$

Weighting by $\lambda^{-1}\{s \mid \overline{O}(s)\}\lambda^{-1}\{t \mid \overline{O}(t)\}$ serves to create a pseudo-population in which the observation time process is no longer associated with $\{X(t) - \mu(t)\}\{X(s) - \mu(s)\}$. Hence, $C(t, s)$ is identifiable.

Lastly, the identification of $\varphi_j(t)$ for $j \geq 1$ is achieved by

$$\int E[\{X(t) - \mu(t)\}\{X(s) - \mu(s)\}\lambda^{-1}\{s \mid \overline{O}(s)\}dN(s)\lambda^{-1}\{t \mid \overline{O}(t)\}dN(t)]\varphi_j(s)$$

$$= \int C(t, s)\varphi_j(s)dtds = \kappa_j\varphi_j(t)dt. \quad (3)$$

3 Estimation

In practice, the intensity function for the observation time process is unknown and requires modeling and estimation. Following Chapter 2.2.2 of Cook and Lawless (2007) and Yang et al. (2018, 2020), we assume the intensity function follows a proportional intensity function $\lambda\{t \mid \overline{O}(t)\} = \lambda_0(t)\exp[g\{Z(t)\}^T\beta]$, where $g(\cdot)$ is a pre-specified multivariate function of $Z(t)$. Let $\theta = \{\lambda_0(t), \beta\}$ and $\tau = \max_{1 \leq i \leq n} \tau_i$; that is, the domain of the random function $X(t)$ is $\mathbb{I} = [0, \tau]$. We employ the maximum partial likelihood method to obtain $\hat{\theta} = \{\hat{\lambda}_0(t), \hat{\beta}\}$. In particular, we write the likelihood function conditional on the full history of $\overline{Z}_i(\tau_i)$’s as $L(\theta) = \prod_{i=1}^n L_i(\theta)$,

$$L_i(\theta) = \prod_{j=1}^{n_i} \lambda_0(t_{ij}) \exp[g\{Z(t_{ij})\}^T\beta] \exp\left\{-\int_0^\tau Y_i(s)\lambda_0(s) \exp[g\{Z_i(t)\}^T\beta]ds\right\}, \quad (4)$$

where $Y_i(s) = 1$ if $0 \leq s \leq \tau_i$ and 0 otherwise. When the full trajectory of $Z$ for each subject is available or when $Z_i$’s are densely sampled, the integral in (4) can be accurately approximated by numerical integration such as Gauss quadrature. Then the partial likelihood estimator of $\beta$ and a nonparametric estimate of the cumulative baseline rate function are immediately available.

We treat the estimated intensity function, $\{\hat{\lambda}_0(t_{ij})\}^{-1} \exp[-g\{Z(t_{ij})\}^T\hat{\beta}]$, as the sampling weight of $X_{ij}$. To estimate the mean function, because we cannot accurately recover each trajectory of $X_i$ from sparse and noisy observations, we propose using weighted penalized splines to borrow information from aggregated observations from all subjects. In particular, let $0 = \xi_0 < \xi_1 \leq \cdots \leq \xi_K < \xi_{K+1} = \tau$ be a sequence of
knots. The number of interior knots \( K = K_n = n^\eta \) with \( 0 < \eta < 0.5 \) being a positive integer such that \( \max_{1 \leq k \leq K+1} |\xi_k - \xi_{k-1}| = O(n^{-\eta}) \). Let \( S_n \) be the space of polynomial splines of order \( l \geq 1 \) consisting of functions \( h \) satisfying: (i) in each subinterval, \( h \) is a polynomial of degree \( l - 1 \); and (ii) for \( l \geq 2 \) and \( 0 \leq l' \leq l - 2 \), \( h \) is \( l' \times \) times continuously differentiable on \([0, \tau]\). Let \( \{ B_j(\cdot), 1 \leq j \leq q_n \}, q_n = K_n + l \), be the normalized B-spline basis functions of \( S_n \). Then for any \( h \in S_n \), there exists \( \gamma = (\gamma_1, \ldots, \gamma_{q_n})^T \in \mathbb{R}^{q_n} \) such that \( f(t) = \sum_{j=1}^{q_n} \gamma_j B_j(t) = \gamma^T B(t) \) for \( t \in [0, \tau] \). To account for the effect of the observation time process on estimating the mean function, we define the weight

\[
w_{ij}(\mu) = \{ \widehat{\lambda}_0(t_{ij}) \}^{-1} \exp(-\beta^T g\{Z(t_{ij})\})
\]

for the \( j \)th observation of the \( i \)th subject, where \( j = 1, \ldots, m_i \) and \( i = 1, \ldots, n \). Let \( m \) be a positive integer, smaller than \( l \). Suppose the penalty term in the penalized splines is

\[
\int_0^\tau \gamma^T \{ B^{(m)}(t) \} \otimes^2 \gamma \ dt,
\]

where \( a \otimes^2 = aa^T \) for any matrix or column vector \( a \). Consequently, the penalty matrix is \( Q_\mu = \int_0^\tau \{ B^{(m)}(t) \} \otimes^2 dt \). We then estimate the mean function by \( \widehat{\mu}(t) = B^T(t)\widehat{\gamma}_\mu \) with

\[
\widehat{\gamma}_\mu = \arg \min_{\gamma \in \mathbb{R}^{q_n}} \left[ \sum_{i=1}^n \sum_{j=1}^{m_i} \{ X_{ij} - B(t_{ij})^T \gamma \}^2 w_{ij}(\mu) + \frac{\lambda_\mu}{2} \gamma^T Q_\mu \gamma \right],
\]

where \( \lambda_\mu > 0 \) is a tuning parameter controlling the roughness of the estimated mean function.

Next, we present an estimator of the covariance function. Let \( G_i(t_{ij}, t_{il}) = \{ X_{ij} - \widehat{\mu}(t_{ij}) \} \{ X_{il} - \widehat{\mu}(t_{il}) \} \) be the raw estimate of the covariance function evaluated at \((t_{ij}, t_{il})\). By (2), we introduce

\[
w_{ijl}(\xi) = \{ \widehat{\lambda}_0(t_{ij}) \widehat{\lambda}_0(t_{il}) \}^{-1} \exp\left(-\beta^T [g\{Z(t_{ij})\} + g\{Z(t_{il})\}] \right),
\]

where \( j, l = 1, \ldots, m_i \) and \( i = 1, \ldots, n \), to account for the effect of the observation time process on estimating the covariance function. We use the tensor product of \( B_j(t) \)'s to estimate this bivariate covariance function. More specifically, \( C(t, s) \) is approximated by \( \sum_{1 \leq j_1 \leq j_2 \leq q_\eta} \eta_{j_1 j_2} B_{j_1}(t) B_{j_2}(s) \). To ensure that \( C(t, s) = C(s, t) \), we require \( \Xi = (\eta_{j_1 j_2}) \) to be a \( q_\eta \times q_\eta \) symmetric matrix. Denote \( D(t, s) = B(t) \otimes B(s) \), which is a vector of length \( q_\eta^2 \), and \( \eta = \text{vec}(\Xi) \). Then the estimated covariance function is \( \widehat{C}(t, s) = \sum_{j_1, j_2 = 1}^{q_\eta} \eta_{j_1 j_2} B_{j_1}(t) B_{j_2}(s) \), where \( \widehat{\Xi} \) is obtained by solving the minimization problem:

\[
\widehat{\Xi} = \arg \min_{\Xi \in \mathbb{R}^{q_\eta}} \left[ \sum_{i=1}^n \sum_{1 \leq j \neq l \leq m_i} \left\{ G_i(t_{ij}, t_{il}) - \sum_{j_1, j_2 = 1}^{q_\eta} \eta_{j_1 j_2} B(t_{ij}) B(t_{il}) \right\}^2 w_{ijl}(\xi) + \frac{\lambda_C}{2} \eta^T Q_C \eta \right].
\]

Here \( Q_C \) is a \( q_\eta^2 \times q_\eta^2 \) penalty matrix with \((j_1, j_2)\)th entry being

\[
\int_0^\tau \int_0^\tau \left\{ \sum_{i+j=m} \left( \frac{m}{i} \right) \partial^i D_{j_1}(t, s) \partial^j D_{j_2}(t, s) \right\} dt ds
\]

[13], and \( \lambda_C > 0 \) is a tuning parameter that controls the trade-off between fidelity to the data and plausibility of \( C(t, s) \). The functional principal components are then estimated by solving

\[
\int_0^\tau \widehat{C}(s, t) \varphi_j(s) ds = \widehat{\kappa}_j \varphi_j(t)
\]
subject to $\int_0^T \varphi_j^2(t)dt = 1$ and $\int_0^T \varphi_j(t)\varphi_k(t)dt = 0$ when $j \neq k$. Detailed steps of solving these equations can be found in Chapter 8.4 of [Ramsay and Silverman (2005)].

In the following numerical implementations, we take $m = 2$. The generalized cross-validation is used to choose the two tuning parameters $\lambda_\mu$ and $\lambda_C$. In particular, let $Y$ denote the vector of length $N = \sum_{i=1}^n m_i$ consisting of observations $X_{ij} = 1, \ldots, m_i, i = 1, \ldots, n$. Let $W = \text{diag}(w_j(\mu), j = 1, \ldots, m_i, i = 1, \ldots, n)$ and $Y_w = W^{1/2}Y$. According to Chapter 3 of [Gu (2013)], the generalized cross-validation score for (6) is

$$V_\mu(\lambda_\mu) = \frac{N^{-1}Y_w^T(I - A_w(\lambda_\mu))^2Y_w}{[N^{-1}\text{tr}(I - A_w(\lambda_\mu))]^2},$$

where $I$ is an $N \times N$ identity matrix and $A_w(\lambda_\mu)$ is the so-called smoothing matrix satisfying $\hat{Y}_w = W^{1/2}\hat{Y} = A_w(\lambda_\mu)Y_w$. An explicit form of $A_w(\lambda_\mu)$ can be found in (3.12) of [Gu (2013)]. We select $\lambda_\mu$ by minimizing $V_\mu(\lambda_\mu)$. The smoothing parameter $\lambda_C$ for the covariance function estimate defined in (8) is chosen in a similar manner.

## 4 Theoretical Properties

### 4.1 Large sample properties of the mean function estimator

For $d \in \mathbb{N}^+$, let $C^d([0, \tau])$ denote the class of functions with continuous $d$th derivatives over $[0, \tau]$. Without loss of generality, we assume $\tau = 1$ in the theoretical analysis. Below, we present the regularity assumptions for deriving the large sample properties for proposed mean and covariance function estimators, as well as the estimated functional principal components.

**Assumption 2** The true mean function of $X$, $\mu(\cdot)$, belongs to $C^d([0, \tau])$ for some $d \geq \max(2, m)$.

**Assumption 3** There exists a fixed constant $C_0$, such that the mesh ratio of the knots of $S_n$ satisfies

$$\frac{\max_{1 \leq i \leq K+1} |\xi_i - \xi_{i-1}|}{\min_{1 \leq i \leq K+1} |\xi_i - \xi_{i-1}|} \leq C_0.$$

The order of the spline functions satisfies $l \geq d$.

**Remark 1** Assumptions 2 and 3 ensure that there exists a spline function $\hat{\mu}(\cdot) = B^T(\cdot)\hat{\gamma} \in S_n$ such that $\|\mu - \hat{\mu}\|_\infty = O(q^{-d}_n)$. Proof of this result is similar to that of Lemma 1 of [Smith and Barrow (1979)] and is omitted here.

**Assumption 4** $X$ has a finite second moment, that is, $\mathbb{E}\left\{\int_0^T X^2(t)dt\right\} < \infty$.

**Assumption 5** The random errors $e_{ij}$’s are independent and identically distributed with mean 0 and a finite variance $\sigma^2_r$.

**Assumption 6** In the intensity function $\lambda(t) = \lambda_0(t) \exp[g\{Z(t)\}^T\beta_0]$, $\lambda_0(t)$ is a known function up to a finite number of parameters and satisfies that $\lambda_0(t)$ is continuous and strictly positive, and $g\{Z(t)\}$ is almost surely bounded over $[0, \tau]$.

This assumption specifies a parametric form for the baseline intensity to ensure that a desirable convergence rate can be achieved when replacing the true intensity function with the estimated one in (5). The following theorem establishes the convergence rate for the proposed mean function estimator.
Theorem 1 Assume Assumptions 1–6 hold. Furthermore, we assume that the knots are equally spaced in $S_n$. Then the estimated mean function $\hat{\mu}(t) = B(t)^T \hat{\gamma}_\mu$, where $\hat{\gamma}_\mu$ is defined in (6), satisfies
\[
\sup_{t \in [0, \tau]} |\hat{\mu}(t) - \mu(t)| = O_P(\lambda \mu q_n^{2m-1/2} + q_n n^{-1/2} + q_n^{1-d}),
\] provided that $\lambda \mu q_n^{2m-1} \lesssim 1$.

To derive the convergence rate for the proposed covariance function estimator, we further need the following assumption

Assumption 7 The true covariance function of $X$, $C(\cdot, \cdot)$, belongs to $C^d([0, \tau]^2)$.

Similarly to the mean function, by the result on p.149 of De Boor [1978], Assumption 7 leads the existence of $\bar{\eta} \in \mathbb{R}^{q_n^2}$ such that
\[
\sup_{(t, s) \in [0, \tau]^2} |C(t, s) - D^\top(t, s) \bar{\eta}| = O(q_n^{-d}).
\]
The following theorem establishes the convergence rate for the proposed covariance function estimator.

Theorem 2 Assume Assumptions 1–7 hold. Furthermore, we assume that the knots are equally spaced in $S_n$. The estimated covariance function $\hat{C}(t, s) = D(t, s)^\top \bar{\eta}$, where $\bar{\eta} = \text{vec}(\hat{\Xi})$ defined in (8), satisfies
\[
\sup_{(t, s) \in [0, \tau]^2} |\hat{C}(t, s) - C(t, s)| = O_P(\lambda C q_n^m + q_n^2 n^{-1/2} + q_n^{2-d}),
\] provided that $\lambda C q_n^{2m-2} = o(1)$ and $m \geq 2$.

Corollary 1 Under the same assumptions of Theorem 2 for $1 \leq j \leq j_0$ satisfying $\kappa_1 > \cdots > \kappa_{j_0} > \kappa_{j_0+1} \geq 0$, we have
\[
|\hat{\kappa}_j - \kappa_j| = O_P(\lambda C q_n^m + q_n^2 n^{-1/2} + q_n^{2-d}),
\]
\[
\sup_{t \in [0, \tau]} |\hat{\varphi}_j(t) - \varphi_j(t)| = O_P(\lambda C q_n^m + q_n^2 n^{-1/2} + q_n^{2-d}),
\]
where $\hat{\kappa}_j$ and $\hat{\varphi}_j$ denote the $j$th eigenvalue and eigenfunction of $\hat{C}(t, s)$, respectively.

5 Simulation Studies

5.1 Simulation design

The simulated covariate process $\{Z_i(t) : i = 1, \ldots, n\}$ is generated by $Z_i(t) = \sin(t+1/2) + \sum_{k=1}^{50} \nu_k \zeta_{ik} \varphi_k(t)$ for $t \in [0, \tau]$ with $\tau = 3$, where $\nu_k = (-1)^{k+1} (k+1)^{-1}$, $\zeta_{ik}$’s are independently following a uniform distribution over $[-\sqrt{3}, \sqrt{3}]$ and $\varphi_k(t) = \sqrt{2/3 \cos(k\pi t)}$ for $k \geq 1$. The response process is generated by $X_i(t) = 5Z_i(t) + \epsilon_i(t)$, where $\epsilon_i(t)$’s are independently normally distributed across both $i$ and $t$, with mean 0 and variance 0.01. We consider the following design for observation times. The observation times of $X_i(\cdot)$ follow a Poisson process with the intensity function $\lambda(t \mid Z_i(t)) = (t + 1/4) / (4 \times 10^4) \cdot \exp\{3Z_i(t)\}$, and that of $Z_i(\cdot)$ are randomly selected. This design leads to sparse observations of $X_i(t)$ with an average of 8.3 observations on each trajectory and dense observations of $Z_i(t)$ with an average of 40 observations. We
vary the sample size from \( n = 200 \) to \( n = 400 \). We include additional simulation with dense observations of \( X_i(\cdot) \) and \( Z_i(\cdot) \). The findings are similar and thus are relegated to the supplementary material.

We compare the proposed estimators with the unweighted functional principal component analysis (Yao et al. 2005) without adjusting for the informative observation time process. For a fair comparison, we use the penalized spline for smoothing instead of the original local linear smoother proposed by Yao et al. (2005). For the proposed estimators, we consider both cases when the true intensity function is known or estimated to examine the impact of intensity function estimation on subsequent analysis. We report the mean integrated squared errors for the estimated mean function, covariance function, and first functional principal component, defined as

\[
\int_0^\tau \{ \hat{\mu}(t) - \mu(t) \}^2 dt, \quad \int_0^\tau \int_0^\tau \{ \hat{C}(s,t) - C(s,t) \}^2 ds dt, \quad \text{and} \quad \int_0^\tau \{ \hat{\phi}_1(t) - \phi_1(t) \}^2 dt,
\]

respectively.

Table 1: Mean integrated squared errors for the estimated mean function, covariance function, and first functional principal component. Standard deviations are presented in the bracket. UW denotes the unweighted method, TW denotes the proposed method assuming that the true intensity function is known, and EW denotes the proposed method where the intensity function is estimated.

| \( n \) | \( \hat{\mu}(t) \) | \( \hat{C}(s,t) \) | \( \hat{\phi}_1(t) \) |
|---------|-----------------|-----------------|-----------------|
|         | UW TW EW UW TW EW UW TW EW |
| 200     | 20.7 1.68 1.85 27.1 21.7 18.6 .62 .27 .18 |
|         | (1.9) (.70) (.66) (12.2) (5.9) (5.8) (.48) (.24) (.12) |
| 400     | 20.7 1.12 1.24 23.2 18.6 16.5 .40 .16 .12 |
|         | (1.4) (.55) (.48) (7.5) (5.0) (4.7) (.31) (.12) (.06) |

Table 1 summarizes mean integrated squared errors over 200 Monte Carlo runs. Figure 1 plots the average of the estimated mean functions and the first functional principal components across 200 Monte Carlo replicates. The unweighted method shows clear biases in estimating the mean function and the first principal component, while our proposed weighted method can reduce the biases. Interestingly, the proposed estimators with estimated weights improve the counterparts with true weights in terms of the mean integrated squared errors of \( \hat{C}(s,t) \) and \( \hat{\phi}_1(t) \); see Table 1. This phenomenon is similar to the inverse propensity weighting estimator of the average treatment effect, where one can achieve better efficiency by using the estimated propensity score instead of using the true score.

![Figure 1: Simulation results of the average of estimated mean function (Panel a) and the average of estimated first functional principal component (Panel b) across 200 Monte Carlo replicates. In both panels, the black solid line denotes the true function, while the red dashed, green dash-dotted and blue dotted lines denote the estimates from the proposed method with estimated weights, the proposed method with true weights, and the unweighted method, respectively.](image-url)
6 Application

Most existing studies focused only on the treatment effect of highly active antiretroviral therapy on a clinical endpoint at a fixed time point, e.g. CD4 counts at two years after treatment initiation (Yang, 2021). On the contrary, our goal is to study the mean trend and variation mode of CD4 counts. The observational AIEDRP (Acute Infection and Early Disease Research Program) Core 01 study was established by Hecht et al. (2006). It established a cohort of newly infected HIV patients. The patients were protocolized to visit the physicians for outcome assessment such as CD4 count and viral load at weeks 2, 4, and 12, and then every 12 weeks thereafter, through week 96. In our analysis, we include 37 patients from the AIEDRP program who initiated HAART between 52 and 92 days after HIV diagnosis. These patients also had more than 14 visits during the study follow-up. The outcome of interest is CD4 count, lower values meaning worse immunological function. A unique challenge arises due to substantial variability in the follow-up visit times at which patient outcomes were assessed. Figure 2(a) and (b) show the trajectories of the squared root of CD4 counts and log viral load at the follow-up visits from 5 randomly selected patients, respectively. The number and timing of visits differ from one patient to the next, resulting in irregularly spaced observations. Moreover, such irregular visit times can be due to obstacles that may be related to patients’ health status and thus informative about the outcome of interest.

![Figure 2](image)

Figure 2: (a) & (b) Trajectories of squared root of CD4 counts and log viral load observed at irregularly spaced follow-up visits from 5 randomly selected patients. (c) & (d) Estimated mean function and the first eigenfunction of squared root CD4 counts from the unweighted method and the proposed weighted method. Here red dashed and blue dotted lines represent the estimates from the weighted and unweighted methods, respectively.

We apply the proposed method to estimate the mean trend and variation mode of CD4 counts over time. To address the irregularly spaced and informative observation times, we model the intensity of visit times by a Cox proportional intensity function adjusting for log viral load at the closest past visit. The fitted result for the intensity function, presented in the supplementary material, shows that patients with higher viral load are more likely to visit. Figure 2(c) displays the estimated mean functions of the squared root CD4 counts from unweighted and weighted analyses. The unweighted estimator shows a persistently lower means than the weighted estimator over time. This is in line with the fitted result of the intensity function.
which suggests that the worse outcomes are more likely to be assessed and thus the unweighted estimator is biased downward. Figure 2(d) displays the estimated first eigenfunction which depicts the dominant mode of variation of CD4 counts. The weighted and unweighted analyses tend to agree on the variation mode after 10 months; however, there exist great discrepancies between them before 10 months. The weighted analysis uncovers the phase transitions of CD4 counts following treatment initiation: an immediate dramatic change, followed by a plateau between 10 months and 20 months, and a rebound after 20 months. Such transitions are reasonable because antiretroviral therapy promptly reduces the amount of HIV and helps recover the immune system and produce more CD4 cells, while drug resistance can be developed in extended long treatment uptake and affects CD4 counts to change.

7 Discussion

To handle the informative observation time process, we describe identifying assumptions that are tantamount to the missingness at random assumption; that is, the unobserved outcomes are unrelated to the probabilities of observations so long as controlling for observed information. In practice, if a prognostic variable that is related to the observation time process is not captured in the data, the observed information is not sufficient to explain away the dependence of the longitudinal outcomes and the observational time process, leading to observations not at random or missingness not at random [Pullenayegum and Lim 2016 Sun et al. 2021]. Because such assumptions are untestable, sensitivity analysis methodology is critically important for assessing the robustness of the study conclusion against violation of assumptions; however, no such methodology has been developed previously. In the future, we will develop a sensitivity analysis toolkit following [Robins et al. 1999 Yang and Lok 2017] for functional data with irregular observation times.
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