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Abstract—The optimization of viewers’ quality of experience (QoE) in 360 videos faces two major roadblocks: inaccurate adaptive streaming and viewers missing the plot of a story. Alignment edit emerged as a promising mechanism to avoid both issues at once. Alignment edits act on the content, matching the users’ viewport with a region of interest in the video content. As a consequence, viewers’ attention is focused, reducing exploratory behavior and enabling the optimization of network resources; in addition, it allows for a precise selection of events to be shown to viewers, supporting viewers to follow the storyline. In this work, we investigate the effects of alignment edits on QoE by conducting two user studies. Specifically, we measured three QoE factors: presence, comfort, and overall QoE. We introduce a new alignment edit, named Fade-rotation, based on a mechanism to reduce cybersickness in VR games. In the user studies, we tested four versions of fade-rotation and compared them with instant alignment. We observed from the results that gradual alignment achieves good levels of comfort for all contents and rotational speed tested, showing its validity. We observed a decrease in head motion after both alignment edits, with the gradual edit reaching a reduction in head speed of 8% greater than that of instant alignment, confirming the usefulness of these edits for streaming video on-demand. Finally, parameters to implement Fade-rotation are described.

I. INTRODUCTION

The popularity of virtual reality (VR) is growing at an exponential rate. According to Cisco [1] and Huawei [2], the traffic of this type of media is expected to increase 12 times between 2018 and 2023. Foremost, due to the availability of affordable Head-Mounted Displays (HMDs) and the attractiveness of realistic immersive experiences. As a consequence, the production of VR content (mainly in 360° video format) increases in quantity and quality. For example, the Cannes Film Festival [3] has a program dedicated to immersive technologies and cinematography. There are also several companies that specialized in VR film production, such as VR Gorilla, Planar, and Unreal Engine [4]–[6].

To enable large-scale adoption of VR on-demand experiences, at least two questions arise. To what extent can content design improve users’ quality of experience (QoE)? How can one optimize the delivery of resource-intensive 360 videos over regular internet transmission? Regarding the first question, cinematography studies present guidelines for QoE improvement [7]–[10], and viewers’ engagement. Considering the second question, typical solutions apply adaptive bit rate (ABR) streaming. ABR schemes aim at allocating high-quality ABR schemes aim at allocating high-quality streaming video on-demand. Finally, parameters to implement instant alignment, confirming the usefulness of these edits for streaming video on-demand. In this work, we investigate the effects of alignment edits on QoE by conducting two user studies. Specifically, we measured three QoE factors: presence, comfort, and overall QoE. We introduce a new alignment edit, named Fade-rotation, based on a mechanism to reduce cybersickness in VR games. In the user studies, we tested four versions of fade-rotation and compared them with instant alignment. We observed from the results that gradual alignment achieves good levels of comfort for all contents and rotational speed tested, showing its validity. We observed a decrease in head motion after both alignment edits, with the gradual edit reaching a reduction in head speed of 8% greater than that of instant alignment, confirming the usefulness of these edits for streaming video on-demand. Finally, parameters to implement Fade-rotation are described.
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interest (POI). To avoid intrusive rotations, short-duration rotations should be prioritized [23]. Typically, alignment edits are triggered by a video player in run-time, so it is considered an active guiding technique. Alignment edits can be designed in various ways, combining rotation with visual effects or with motion transitions (translation, teleport). The impacts alignment edits have on users are not well understood. To our knowledge, [24] was the first to investigate alignment edits for cinematic VR (CVR) content, showing promising results when applied in adaptive streaming systems. However, alignment edits lack in-depth investigation. [24] presented analysis for a low number of contents, and considering one type of alignment edit, the instant alignment edit, where the rotation occurs in one frame interval. Finally, beyond CVR, alignment edits can be explored for VR applications [25], and streaming application optimization [26] reducing the bandwidth consumption, and network latency.

In this work, we investigate the effect of alignment edits on the viewing experience. Our goal is to gain insight into the usefulness and impact of these techniques on the viewer’s QoE. Therefore, we conducted a series of experiments, according to each of the objectives of the study. First, we analyzed user opinions on their experiences, considering three experience factors (presence, discomfort, and QoE). Second, we investigated the user behavior for different alignment edit configurations, based on viewers’ head motion.

From the exposed background, we claim that alignment edit is a useful technique, not fully investigated. Alignment edits amplify the accuracy of gaze prediction, detecting the situations in which it optimizes QoE, allows optimizing visual quality and story comprehension mutually, resulting in a QoE enhancement. Also, we claim that gradual alignment edits can be used in CVR without compromising the experience. To skip the expected compromising effects of gradual rotation [24], we claim that combining gradual rotation with a cybersickness reduction technique is enough to make gradual alignment viable for CVR. Moreover, instant alignment edits amplify the odds of breaking the users’ sense of presence [27], similar to cuts in regular videos or teleport effect in VR [28], [29]. This points towards the necessity for a new alignment edit that can be more natural to the users, preventing the break in immersion. To cover those claims, this work focus on the following contributions:

1) We provide collected subjective dataset from our user study, together with the analysis code to promote future research on the topic;
2) We provide implementation description for a new gradual alignment edit technique based on based [30], to facilitate its incorporation in CVR applications;
3) We include a new method for analyzing behavior based on alignment metrics that can be used in other similar studies;
4) We provide recommendations for the implementation of instant and gradual edits to optimize QoE;
5) We give insights for QoE optimizations based on the analysis of presence, comfort, and overall quality, crossing it with content analysis.

We structure the paper as follows. In Section II we outline the background related to storytelling in 360-degree videos and present works about alignment edits. Section III describes the proposed gradual alignment edit and the experiment design. We describe the data preparation in IV. Further, in Section V we present the results comparing both alignment edits, following the research hypothesis testing. Finally, Section VI includes the debate, recommendations, and limitations of our findings.

II. RELATED WORK

Following, we describe the cinematography aspects of immersive media, culminating in the alignment edits technique, as well as the challenges associated with implementing it as a QoE solution.

A. Storytelling for 360 Videos

Cinematography guidelines establish rules to achieve the feeling of continuity of the scene and, aesthetic goals. For example, to achieve scene coherency, a director should respect the “180◦ rule,” which restricts camera positioning across the action axis. Moreover, to achieve continuity of action, typically directors start action in one shot and immediately continue it after a cut. In addition, the 180◦ rule creates a virtual stage where the action unfolds [31], and action cut simulates biological motion tracking processes [32]. Immersive media allow viewers to act as the camera, enhancing the freedom to explore the scene. Spatial displacements between ROIs in 360◦ videos introduce difficulties in creating a coherent narrative [33], [34], compared to regular videos. Continuity editing holds in CVR [25], however many editing techniques (e.g., camera angles, zooms, fade, cut) may become ineffective in the 360◦ scenario, raising questions on how to create narratives for this type of immersive media. The development of new guidelines for immersive media support directors to improve user experience [35], [19].

J. Brilhart [36] proposed an editing principle for CVR called Probabilistic Experiential Editing, a procedure that generates scene edits by estimating which areas of the content are more salient or perceptually important to the storyline. Another significant concept of CVR cinematography is the temporal and spatial density of the story [37] that corresponds to the quantity, positioning, and frequency of POI for a given story timeline. This study also examined viewers’ tolerance for spatio-temporal story density. [38] examined variations in spatiotemporal viewing conditions in CVR, testing how it triggers the psychological condition of fear of missing out, resulting in anxiety and degrading viewer enjoyment. Cinematography studies argue that real-time editing could prevent plot missing and promote storytelling engagement in CVR [17], [19]. From a user study with 50 participants, authors from [37] found that for scenes with high spatial-temporal density, a significant part of the audience can miss the plot. For example, they found a case where 80% of the participants could not correctly answer story-based questions such as “What happened to the main character?” “Why did the character become aggressive?”
with low reaction time). Furthermore, they also enable VR. Real-time edits introduce opportunities for customized viewing behavior for CVR content. In [39], the authors explored prone to diverge from a pre-designed storyline (individuals with low reaction time [47]). Sitzmann et. al. [45] and [46] or optimizations. For instance, adaptively supporting accommodation of people susceptible to cybersickness [45], [46], or prone to diverge from a pre-designed storyline (individuals with low reaction time [47]). Furthermore, they also enable system optimizations, e.g., expanding the efficacy of streaming applications. The authors of [24] and [48] examined how the instantaneous alignment technique reduces exploratory behavior and improves streaming metrics. Furthermore, an important insight from [24] is that instant edits can be imperceptible to viewers, showing that, if inserted in specific content conditions, edits can even not be noticed while incorporating technical improvements. Moreover, real-time edits have a set of applications aiming to reduce cybersickness, especially for VR games context [49]–[52]. Closer to our study interests, the authors of [30] proposed a technique that acts on gaze direction. To avoid activating cybersickness, when a rapid head movement happens, the system triggers this technique. When triggered, users' screen illumination decreases while discrete angular offsets (of 25°) occur. This bioinspired solution simulates blinking of the eyes, and a UX experiment proved the reduction of cybersickness by up to 40% for a first-person VR shooting game.

B. Alignment edit strategies

Recent user studies examined how video edits impact the viewing behavior for CVR content. In [39], the authors explored three types of transition effects (portal, fade, cut) and observed no conclusive reduction of story recall. Sitzmann et. al. [25] studied head and eye-tracking data to examine the effects of content factors. They concluded that the number of ROI and, ROI displacement play a key role in user behavior. Specifically, the time to find ROI as well the stabilization of gaze in an ROI are related to those factors. Marañes et. al. [40] contributed in this direction by researching the impact of the number of ROIs before and after cuts, proposing important area-based behavior metrics for head tracking data. The work of Kjaer et. al. [41] explored the effects of editing by adhering to both the principles of attention and of match-in-action. Speicher et. al. [42] suggested visual guidance techniques as a post-production resource that can be implemented in video players to expand accessibility [43]. Another approach, in the montage or post-processing of the content, is to manipulate/edit footage aligning the potential POI across shots. In the work of Pavel et. al. [44], the authors analyze an additional shot orientation technique that helps viewers visualize all the critical information in 360-video stories. Finally, Sassatelli et. al. [26] proposed a technique, aimed at snapping instantly viewers to ROI, this alignment technique allows the VR content creator to drive the user's attention. Figure 1 illustrates how gradual alignment works as an alternative to instant alignment.

These techniques manipulate the viewer’s gaze orientation by rotating the camera or the visual sphere using pre-defined parameters. Studies in this field closely relate user studies with content manipulation, for example, [41] studied the effect of cut frequency on viewer’s disorientation and found evidence that editing does not pose a problem in relation to cinematic VR. Real-time edits introduce opportunities for customized optimizations. For instance, adaptively supporting accommodation of people susceptible to cybersickness [45], [46], or prone to diverge from a pre-designed storyline (individuals with low reaction time [47]). Furthermore, they also enable

C. Alignment edit challenges

The 360-degree video viewing task is a psychophysiological phenomenon, underlying the human visual system. In this task, viewers have two main behaviors: exploratory, where the gaze navigates the content freely searching for some interesting spot, and fixation, the act of focusing on some region of interest (ROI). This selective process is underlying the sequence of gaze directions [53], [54]. Deciding how to align ROIs in a scene is a semantic choice; in consequence, if something captures user attention in the wrong way that filmmakers expect, viewers can miss notable events that help understand the story and enjoy the best from the content, thereby likely degrading the user experience. In a nutshell, the higher the degree of freedom of 360° videos, the higher the odds to enable the sensation of immersion, albeit it also amplify the probability of missing notable events [38].

Relative motion between content and user gaze is a research interest in VR, it can be the most significant factor in users’ QoE [55]. The sensation of self-movement is crucial to understanding relative motion effects. It is known that the interaction between visual and vestibular systems triggers self-motion, for example, in flying scenes or when a virtual object crosses the viewpoint [56]. [46] extensively investigated visually induced motion sickness. [57] measured just noticeable differences in the head lateral shifts, showing that it is possible to implement real-time optimizations based on content parameters, specifically object distances, that would lead to an imperceptible translation gain.

In particular, the activation of cybersickness through motion scenes imposes one of the main challenges to QoE optimization, since it can degrade the sense of presence and lead to discomfort. Therefore, it is essential to consider the trade-off between cybersickness and presence when designing any mechanism that acts in viewers’ sense of motion [58], [59]. Matching in real-time both content and viewer motion is challenging, although critical since it can encourage spatial
presence and empower the psychological experience of spatial fusion [60].

The authors of [26] argue that the potentiality of cybersickness activation in CVR contexts should limit mechanisms based on gradual rotation. However, to the best of our knowledge, no empirical test satisfy this assumption directly. Besides the potentiality of comfort impairment, the gradual rotation has advantages in terms of immersion; by embedding scene transition with scene motion, it is expected to conserve the sense of presence. Moreover, an important assumption of this work follows evidence from similar studies [30], [61], [62] that gradual rotations can be tuned to be as comfortable as instant alignments. Although often CVR has multiple ROIs in a scene, in this study we considered the simplest case of one ROI alignment with the viewport, the problem of i.e., we do not consider the multiple ROI alignment problem.

III. EXPERIMENT DESIGN SETUP

We aim to measure alignment edit impacts in QoE and behavior. We propose an editing technique, named fade-rotation, that serves as a gradual alignment, designed based on a VR gaming technique from previous work [30]. The instant alignment edit included in the study, called snap-cut, was first implemented by [24]. The study compared two versions of snap-cut: offline (inserted in the video previous to its playback) and online (triggered in video run-time). However, they did not cover the comparison between snap-cut and other alignment edit strategies.

The optimization of QoE in CVR depends on resolving the trade-off between the sensation of presence and comfort [59]. It is crucial to understand in which conditions the alignment edit selection 1) maximizes the desirable user sensation of “presence”, and 2) minimizes the undesirable feeling of “discomfort”. Moreover, we have to confirm if our new gradual alignment edit provides the main advantages of instant edit, reducing head motion after the edit, and preventing users from missing important events. Therefore, we formulate the following hypothesis to conduct this study:

H1 : The degree of comfort of gradual edit (fade-rotation) is equivalent to that of instant edit (snap-cut);
H2 : The instant edit (snap-cut) has a higher negative effect in presence than gradual edit (fade-rotation);
H3 : The QoE factors of presence and comfort influence the alignment performance of the edit;
H4 : The alignment edits reduce viewers’ head speed after the edit.

A. Experiment procedures

We conducted a within-subject user study in which participants evaluated each video in terms of QoE, discomfort, and presence as shown in Figure 2. The experiment methodology was equivalent to the Absolute Category Rating with Hidden Reference (ACR-HR) of quality studies according to ITU-T recommendation P919 [63]. Users assessed the manipulated and reference videos (without editing) for all contents as a single stimulus. Subjective responses conformed into a 5-point scale single-item questionnaire for QoE, discomfort [64], and presence [65]. The questionnaire design was useful to avoid misinterpretations, fitting the number of stimuli in the 30-minute tolerance limit [63], and facilitating the execution of reliability checks in the data [15]. Table I present questions and scales answered by participants.

The experiment contained six videos and six edit types, corresponding to a total of 36 conditions. We include two types of edits: instant alignment edit (fade-rotation with four different angular speeds 10°/s, 20°/s, 40°/s, and 60°/s), instant alignment edit (snap-cut), and a baseline without edit. Due to a technical issue with the first device, we carried out the experiment on two occasions. The first sub-experiment (with Oculus Rift S) took place in August 2021 and the second (with Meta Quest 2) in November 2021.

We conducted the experimental procedures following ITU-T P.919, the most recent recommendation for subjective experiments with 360 videos [63]. Table II presents the pool of the participants for each sub-experiment. We recruited 40 and 23 participants for the first and second experiments, respectively. The sampled population had a wide variety of ages and HMD experience, and the proportion of women was greater than 40% in both experiments. In total, we collected 6804 opinion scores, and 1300-2000 head tracking samples per video watched. Participants were invited on social media. Given publication acceptance, our dataset will be made available for the scientific community.

| Questions | Scale | Measure |
|-----------|-------|---------|
| Are you feeling any sickness or discomfort now? | (1) Unbearable | Comfort |
| In the below check the appropriate value. | (2) Unpleasant | [64] |
| (3) Uncomfortable | |
| (4) Light effects | |
| (5) No Problem | |
| To which extend do you feel present in the virtual environment, as if you were really there? | (1) Nothing | Presence |
| In the below check the appropriate value. | (2) Little much | [65] |
| (3) Reasonably | |
| (4) Very much | |
| (5) Entirely | |
| Evaluate the overall quality of the video | For each symptom: | Overall Quality |
| In the below check the appropriate value. | (1) None | [63] |
| (2) Slight | |
| (3) Moderate | |
| (4) Severe | |

1Given publication acceptance, our dataset will be made available for the scientific community.
2https://lucas-althoff.github.io/Experimento-FadeRotationVR/
3In correspondence with the ethical board, Covid-19 safety protocols were applied to gather participants within the university.
recruiting participants from outside the university to improve the population sampling. A full run of the experiment lasts approximately 37-40 minutes. During the test, participants were seated on a swivel chair. Participants who wore glasses or lenses kept them on throughout the session. As shown in Figure 2, the experiment had four phases. The experimental session was completely automated, and no intervention from the experimenter was required, except for some clarification in the instruction phase if participants needed it. The pre-questionnaire was based on VQEG’s 4. At the end of each trial, participants gave their scores on the score interface using the HMD controller. After the first session, the participants completed a cybersickness questionnaire, remove the HMD, and had a five-minute break to prevent bias and cognitive load [63].

In the Rift experiment, participants completed the SSQ and the pre-/post-questionnaires using a computer and keyboard. While in the Quest 2 experiment, participants filled in information using the HMD controller. For each participant, the stimulus order was randomized in two sets. All fast fade-rotations were included for the first 8 watched videos (angular speed equal to 40°/sec and 60°/sec). This condition prevents bias from premature activation of cybersickness [30].

To test edits under a variety of conditions, we classified video stimuli into three categories of camera motion types (static, steady, and dynamic). We consider a video as "steady" motion, a relevant factor that prompts cybersickness [56], [61], [63].

B. Video stimuli

To prepare video stimuli from video sources, we extracted the soundtrack, and the transitions had the same duration and started at the same time-stamp to prevent bias related to content structure. Videos were encoded with the H264 codec, 3840x1920 resolution, EPR projection, 40 kbps target quality and 60 fps. For the aligned versions, the same angular rotation was applied. Edits were applied in the source videos manually using Adobe Premiere software and VR projection plugin, specific for CVR editing.

For the selection of stimuli, no criteria were used for the ROI number, and we included both outdoor and indoor content to evaluate the effects on a wide range of content. The audio of the videos was removed to avoid generating attraction bias. In the preparation of the stimuli, we looked for scenes where the reference region, the central point, had important and actively moving objects, so that viewer attention was retained until the intervention occurred.

The set of video stimuli covers a wide range of spatial and temporal information. Spatial and temporal structural indices of each video are shown in Figure 3. Of the six videos selected, four were gathered from public datasets Directors Cut [67] “360partnership,” UTD [68] “Jet,” “Dance” and “Cart,” and the other two “Amizade” and “Park,” were provided to our research by the filmmakers.

C. Alignment edit design

The proposed fade-rotation edit is distinct from the original [30] since it is activated on a pre-selected video time-stamp, while in the original version, the trigger was controlled by head speed [30]. Selecting a prior time-stamp to perform an edit is a crucial feature for automating edits. In fade-rotation, the rotation is combined with a fade-out-in effect that delivers a smooth transition to attenuate or avoid cybersickness. This edit simulates the natural blinking of the eyes. On the other hand, snap-cut is implemented between two frames of the video acting as a cut, but also rotating the visual sphere in the horizontal direction.

The temporal structure of both edits is shown in figure 4. To avoid bias, all stimuli have the same length \( T_{\text{clip}} = 30s \), and the same interval of visible information before changing shot (15s). So, if two participants were observing the same location when the edit start, then they would end up observing the same target regardless of the type of edit applied. Fade-rotation has five parameters, the video time-stamp where it is triggered \( T_{\text{ini}} \), the edit duration \( T_{\text{edit}} \), linear fade-out-in duration \( T_{\text{fade}} \), the whole angular displacement \( \theta_c \), and the offset angle in the black frame \( \theta_{o ff} \). For this study, we fixed \( T_{\text{ini}} = 14s; T_{\text{edit}} = 2s; T_{\text{fade}} = 200ms \) and manipulated \( \theta_{o ff} \) to test fade-rotations with different angle speeds \( \omega = \{10, 20, 40, 60^o/s\} \). The introduction of this spin offset is mandatory to control the angular speed while keeping \( T_{\text{edit}} = T' \) fixed. The angle of angular offset \( \theta_o \) depends on:

\[
\theta_{o}(\theta_{c}, \omega) = \omega T' - \theta_{c}(\text{video}),
\]

where \( \theta_{c}(\text{video}) \) are the alignment displacements for a specific video. This displacement is measured as the angular distance between the center of the visual sphere and the ROI at \( T = T_{\text{ini}} \).

![Fig. 2. Procedure of the experiment, and the subject rating time structure.](https://www.its.blrdoc.gov/vqeg/projects/immersive-media-group.aspx)
Fig. 3. Video-stimuli for subjective experiment. Left: Video source frames. Right: Spatial and temporal indexes of videos.

The snap-cut has only two parameters, angular rotation ($\theta_{sc}$) and trigger time-stamp ($T^{pri}_{ini} = 15s$). The angular displacements for both edits are the same ($\theta_{sc} = \theta_r(\text{video})$) in a period of one frame.

Offline alignment edits depend on the assumption of the gaze position before the edit. The assumed pre-edit viewport is centered at position $\text{yaw}=0^\circ$, $\text{pitch}=0^\circ$. This point is known as the center point, the same point where the user starts to watch the video, and the initial stable head posture. In general, the gaze of VR viewers is biased to the central point, independently of the content [25]. We consider two facts to improve the chance that the viewers stabilize at the desired center point at $T_{ini}$. First, all videos had an ROI at the center point at $T_{ini}$. To that, we had to manipulate the initial center point of two videos ($\text{Park} = -180^\circ$, $\text{Dance} = -86^\circ$). Second, the length of the shot was defined to cover the average accommodation time of 14-16s, reported by [25]. The snapping of the sphere of both edits was applied exclusively in the yaw direction, as recommended in [24]. The displacement angle $\theta_r(\text{video})$ of each video was: Park $= 180^\circ$, Jet $= 180^\circ$, 360Partnership $= 170^\circ$, Dance $= 86^\circ$, Amizade $= -120^\circ$, Cart $= 120^\circ$.

### D. Materials

All data were collected with the procedure described in III-A, and it was implemented using a platform specially developed to guarantee uniformity of the data and flexibility of our experiment design. Since all solutions available for subjective evaluation of 360° videos require closed source game engines, we developed this platform to perform the experimental procedures. In the following, we briefly describe the monoscopic 360° video subjective assessment tool (Mono360) and the experiment equipment.

Mono360 was built using a client-server architecture based on the HTML 5 standard. The back-end of the application executes the PHP based Yii framework on the server side. The database are PostgreSQL, and the front-end interface is based on several JavaScript frameworks and libraries. With this web-based solution, it was possible to input data through the HMD browsers that support the WebXR API.

We used the Three.js library to render the 360° video, wrapping a WebGL2 renderer. The rendering procedure consists of decoding the video texture into two spheres for both eye screens. The decoding process is managed by the browser. The interface elements were built using the Three-mesh-ui library. Since all rendering procedures were customizable, we were able to adjust both sub-experiments to have the same behavior across different devices. Data were stored as screen-normalized coordinates using equirectangular projection. To collect head tracking data, we define the gaze direction as the following: the normalized screen position $(x,y)$ of the intersection between the center of the viewport and the video texture. We used the origin convention as the top left corner. Mono360 stores user data after the end of each video rating, so it can be resumed at any time if an adverse condition occurs. All communication with the server is asynchronous. The videos from the session are pre-fetched into the browser before playing, this feature guarantees that videos were played without stall.

### IV. DATA PREPARATION

The analysis considers alignment edits as distortion in the reference Source Video Sequence (SRC), as typical in quality assessment studies [69]. The parameters to build the Processed Video Sequences (PVS) are described in Section III-B. We organize the analysis into two parts. First, analysis of user QoE using subjective rating data. Second, is the analysis of user behavior using head tracking data. Finally, the pooling of the two sub-experiments is described before analyzing the data.

---

5https://threejs.org/
A. Subjective data

The distribution of subjective scores can be represented by a vector \( \mathbf{x}^j = (x_1, ..., x_5) \) of scoring elements \( x_i \geq 0 \) with 5-point scale \( i = \{1, 2, ..., 5\} \), where \( j = \{P, C, Q\} \) maps the response to comfort (\( j = C \)), presence (\( j = P \)) and overall QoE (\( j = Q \)) respectively. From distributions, we compute the mean opinion score (MOS) evaluations for each response \( j \) depending on the pool of \( N \) participants:

\[
\text{MOS}^j = \frac{1}{N} \sum_{i=1}^{5} x_i^j.
\]  

(2)

On the other hand, the standard deviation of opinion score (SOS) for each factor is given by

\[
\text{SOS}^j = \sqrt{\frac{\sum_{i=1}^{5} (x_i^j - \text{MOS}^j)^2}{N}} - 1.
\]  

(3)

For simplicity, we consider for now a margin of error equal to 0.05, and a 95% confidence for the statistical tests. In turn, the confidence interval for the distributions is

\[
\text{CI}_{95\%} = \text{MOS}^j \pm 1.96 \cdot \frac{\text{SOS}^j}{\sqrt{N}}.
\]  

(4)

B. Pooling Sub-experiments data

First, we performed a Welch’s t-test to identify if the presence scores (MOS\(^P\)) of the sub-experiments are statistically different. For that, we perform a pairwise comparison between two sub-experiment groups (Rift and Quest 2 devices). We chose this test because the sample sizes are different. Both t-tests show no statistically significant differences between the MOS\(^P\), with \( p \gg 0.05 \), therefore there is no difference in presence by using Rift or Quest 2 devices. We performed the same procedure for the comfort scores (MOS\(^C\)). Initially, we identified a statistically significant interaction considering the whole group. However, when performing pairwise comparison splitting data by edit type, we observed a significant difference only for one group. The group with gradual edit with 20°/s. However, for all other aggregations, no significant differences were observed. From these results, we pool together sub-experiment datasets with the reminder that comfort scores which include 20° have device-related bias.

C. Head motion data

To quantify alignment accuracy, we must measure the alignment between participants’ viewport and target ROI, for that we need a distance measure. Orthodromic Distance is the most suitable measure to compute distance for spherical surfaces, when compared to the classical Mean Squared Error and Angular error [70]. This is because it can handle the periodicity of the latitude while fitting better than other distance metrics to the spherical geometry distance problem. Furthermore, [71] showed that orthodromic distance is a reliable proxy of viewport overlap.

1) Pre-processing HM data: To prepare raw data, we first convert it from normalized screen coordinates (\( X, Y \)) into Eulerian coordinates (\( \phi, \theta \)), then translate the origin into screen center [0.5,0.5], and then we rescale the coordinates from [0,1] to \( \phi \in [0, \pi] \) and \( \theta \in [0, 2\pi] \). From Euler angles (\( \phi, \theta \)) we compute the 3D Cartesian points of the spherical surface. After this coordinate transformation, each data point has the form \( u = (x, y, z, t) \), where \( t \) is the video time-stamp of the collected values. With the transformed data, we can compute the orthodromic distance:

\[
d(u, u') = 2R \cdot \arcsin\left(\frac{c(u, u')}{2R}\right),
\]  

(5)

where \( c(u, u') = \sqrt{(x-x')^2 + (y-y')^2 + (z-z')^2} \) is the Cartesian distance between two points on the spherical surface \( u, u' \). Despite great advances in head tracking data reliability, devices are still vulnerable to a series of problems, e.g., drift, tilt, and stationary jitter [72]. So, it is important to apply data correction to skip sampling error or inaccuracy in the alignment measures, then we implemented mean sampling.

The frequency of HM data fluctuates over time. Therefore, our mean sampling must depend on the amount of data collected in each time interval considered. After pre-processing, each data point is a vector with 3D positions and a temporal index \( u = (x, y, z, t) \).

2) Alignment metric: For the \( i \)th video watched by the \( j \)th participant, assume the pairwise mean distance in a given time-stamp \( t_0 \) as the mean of all single distances within the interval \([t_0, t_0 + \Delta t]\), where \( \Delta t \) is a fixed sampling time interval. What leads to

\[
D_{ij}(u, v, t_0) = \frac{1}{N_{ij}(t_0)} \sum_{k=near(t_0)} d(u_k, v_k),
\]  

(6)

Where \( d \) are given in equation 5, \( N_{ij}(t_0) \) is the number of samples in the considered time interval, and the discrete time index \( k \) computed as \( \text{near}(t') = \arg\min(\{|k\Delta t_{ij} - t'\}|) \) for a given continuous time \( t' \).

Our analysis will depend on the computation of the alignment metric. Align calculated from equation 6, with the target ROI \( ROI_{ij} = (x, y, z, t) \) and the actual viewport position \( FOV_{ij}(x', y', z', t) \). From \( D_{ij} \), the alignment edit performance for each trial is given by:

\[
A(FOV, ROI)_j = D_{ij}(FOV, ROI, t) < \tau,
\]  

(7)

where \( \tau \) is the tolerance of the angular distance to be considered “aligned.” For all videos used in the experiment, the target ROI was put at the center point at the end of the edit, so \( ROI_{ij} = (0, 0) \), so the only free parameter to compute \( A(\cdot) \) is the user position \( FOV_{ij}(x', y', z', t) \).

We fixate the mean sampling interval as \( \Delta t = 250ms \) (equivalent to approximately 30 pairwise samples for typical data sample frequency), \( t_0 = 15 \) s for snap-cut, and \( t_0 = 16 \) s for fade-rotations. Since the viewport adopted by our study is
90°, we considered $\tau = 60^\circ$. In addition, the angular $A = 60^\circ$ mean approximately 30° of viewport overlaying [71], and both devices used has 90° FoV [73] [74].

Binary classification of alignment between the viewport and ROI $A \in [0, 1]$ (aligned, nonaligned) was considered, and is illustrated in Figure 5. Makes it possible to analyze the state of alignment across the entire video. We are specifically interested in the short term before and after the edit. For example, we detach those participants that were already aligned but were misaligned by the edit with those that happened the opposite way. For the analysis of the state of alignment, we classified each trial of each participant into a dummy variable $\{1, 2, 3, 4\}$ representing the four combinations between states (aligned, non-aligned) before and after the edit.

3) **Head speed metric**: Similarly, head speed $V_{ij}$ is computed from HM data by averaging a list of head speed samples over a specific time interval represented by $N$ samples.

$$V_{ij}(t_0) = \frac{1}{N_{ij}(t_0)} \sum_{k=\text{near}(t_0)}^{\text{near}(t_0) + \Delta t_{t_0}} \frac{d(u_k, u_{k+1})}{w(k + 1) - w(k)} \quad \text{(8)}$$

where $w$ is the list of time-stamps indexed by $k$, and $d$ is calculated by the orthodromic distance of eq. 5.

After mean sampling head speed, we must remove outliers with exotic high head speed to perform the analysis. This could have happened due to wrong measures. From the CDF of head speeds across all contents, shown in Figure 6, we defined the threshold of 150 °/s, as this velocity explains most of the data. Values greater than 150 °/s are filtered.

**V. RESULTS**

In the following, from data collected in both sub-experiments, we analyze the effects of gradual and instant alignment edits on users’ behavior and perceived QoE. To address all the research hypotheses presented in Section III, two targets comprise our analysis, the Source Video Sequence (SRC) and the Processed Video Sequence (PVS), depending on the hypothesis analyzed.

**A. Evaluation of QoE subjective ratings**

Beginning with the exploratory analysis, we will examine 1) the score distributions in terms of comfort, presence and overall QoE 2) the analysis of the MOS by video 3) the observed data patterns 4) the correlation between scores 5) the analysis of the MOS by camera motion class.

First, we use the full dataset to compare the subjective scores under the same content (SRC), evaluating rating distribution and statistical patterns on mean scores. With ratings aggregated by SRC, we plot the histograms in Figure 7, to assess the distribution of rating scores over contents. In terms of comfort, we observe that the scores have a similar trend across all video content. For the “Cart,” “Park,” and “Jet” videos there is a decay in the count of “excellent” scores, indicating less comfort for these SRCs. Regarding presence ratings, “Cart” and “Jet” videos distinguish from the others, retaining more “excellent” rating counts. In terms of QoE score, “Dance” and “360Partnership” videos follow a similar distribution of presence scores, which indicates a correlation between these factors. Furthermore, by applying a Shapiro test, we confirmed the expected non-normal distribution of subjective ratings $p < 0.05$, indicating that inference should consider only non-parametric tests, from now on.

Next, we compute equation the MOS (Equation 2) using all data aggregated by SRC. When looking at the results in Figure 8, we did not observe a significant degradation of QoE factor given that all MOS values achieved more than 4, except for the presence and Quality scores of the “Dance” video. This is especially important for the comfort factor since it means users tolerated the wide types of camera motion tested, as well as, in general, they tolerated the alignment edits included in the stimulus. Furthermore, a clear degradation of presence scores was observed for “Dance” video. Some participants reported that this video lacks realism because the dancers in the video seemed to be out of scale, causing estrangement, hence the low MOS$^P$. Other significant feedback provided by participants is that regions of the content resembled watching a conventional video and reduced their feeling of presence, this situation was related to “Dance”, “360Partnership,” and “Amizade” videos by different participants. For instance, in “Amizade” some participants reported feeling out of the car, and others reported...
that “360Partnership” content appeared artificial because they felt smaller, such situations illustrate how content can cause breaking of the feeling of presence, corroborating with recent studies about realism in VR [75].

Recalling what was observed in Figure 7, three distinguishable groups of MOS were observed. The videos “Dance”, “360Partnership” and “Amizade” was characterized by a “high” comfort and a low “presence” score. Jet had less comfort than those videos, however a higher of presence, and quality score. “Jet” video had the best result when considering all factors followed by “Cart” video, both videos have camera motion, which shows the user’s tolerance to motion associated with the alignment edits, later confirmed, the feeling of presence prompt a good overall quality, and that may be related to more engagement with the content [76]. In agreement with recent studies [59], a negative trend between comfort and presence is illustrated in Figure 8, while MOS decreases from 3.93 (Dance-Fixed) to 4.52 (Cart-Dynamic) MOS decreases from 4.66 (Dance-Fixed) to 4.32 (Park-Dynamic). Moreover, considering our camera motion classification (fixed, steady, dynamic), we note a significant slight difference between comfort scores for fixed camera ($MOS^C = 4.32$). In contrast, presence scores have no clear patterns related to camera motion classification.

In Table III, we show the comparison of subjective scores under the same edit conditions, evaluating whether distinct QoE factors had a statistically significant correlation. From the pooled dataset, we aggregated ratings per edit type, splitting gradual edits into the four rotation speeds. For each subgroup, scores of different QoE factors (presence, comfort, overall quality) were then compared. Initially, we compute the Pearson correlation and the Spearman rank-order correlation coefficients for each subgroup. To interpret correlation coefficients, we follow the convention of [77], where $PLCC, SRCC < 0.1$ is considered negligible. For three edit types (Gradual 10°, Instant, and None), there was no correlation between presence and comfort scores, which indicates that these factors have no significant correlation $p < 0.05$ in the conditions tested. Furthermore, the same procedure pointed to a significant $p > 0.05$, or a weak correlation between scores of comfort and quality $0.1 < PLCC, SRCC < 0.3$, for all edit types. Further, a strong positive correlation between presence and experience $PLCC, SRCC > 0.7$, was found for all edit types. The fact that presence correlates heavily with the overall quality, and comfort correlates moderately, may appear due to the ambiguities of the notion of quality for participants in immersive experiences [63]. This result points out a similar pattern of QoE factors for FR 10°, instant, and none, which indicates that the ratings from those subgroups were indistinguishable. In other words, for low rotation or for instant edits, the users subjectively perceive similarly with that of the original video without alignment edit [24]. We then split the dataset by device and observed the same correlation pattern across edit types, however with greater values of correlation between the presence and overall quality $0.66 < PLCC < 0.74, 0.65 < SRCC < 0.75$. The positive correlation between comfort and quality scores increases until reach Gradual FR 40°, and consistently for all videos we observed that this correlation saturates and tends to decrease for faster rotations (FR 60°).

For comparative analysis, we will be restricted to the subjective factors of comfort and presence, that had negligible or low correlation. Following, we test the impacts of video content on the presence and comfort assessment. We performed the non-parametric Kruskall-Wallis H test (KW) since Levene’s test did not confirm the assumption of normality and homogeneity of the variance, for both factors. First, we conducted a KW test with the full dataset, a statistically significant effect of content on presence ($\chi^2 = 20.376, df = 4, p = .001$) and on comfort ($\chi^2 = 31.423, df = 4, p = .001$) was observed. To go into detail, we conducted a post hoc KW test with a false discovery rate (FDR) p-value adjustment. For this post hoc test, we define a pair of SRC to compare, aggregate all scores of comfort and compare between SRC-grouped scores. After performing it for all pairs of SRC, we apply the same test method for presence. We present the results of this analysis in Table IV. In terms of comfort, no significant differences were found when comparing the distributions of videos inside the same category, i.e., Dance-360Partnership,
Amizade-Jet, Cart-Park. Meaning that the camera dynamic categorization successfully fitted the content. Extracting these inter-class comparisons, from the 12 remaining content pairs, we found the odds of 7:12 significant difference $p < 0.05$ for presence, and 8:12 for comfort. Furthermore, by clustering video pairs with no significant difference in presence, we found two clusters, videos “360Partnership”, “Amizade”, “Park” and “Dance” are in one group, while “Jet” and “Cart” are on the other. These clusters substantiate our previous observations, from score distribution Figure 7. A specific feature “Jet” and “Cart” have in common, differently from other videos is that they have an atmosphere of action or challenge, but it is difficult to determine a single feature that causes the sense of presence, for example, the sequence “Amizade” also action and the video was recorded in the city of the participants, what could be also related to more engagement and in consequence greater presence scores.

B. Comparison between instant and gradual edit

In Figure 9, we observe the results of the mean opinion score (MOS) of presence, and comfort for all tested edit types with content grouped in terms of scene dynamic category. In terms of comfort, we note a tendency for comfort to decay depending on the rotation speed of the gradual (FR) edit. To test this tendency, we filtered the dataset with only the FR edits and tested for the effect of comfort score and the edit type by applying a KW test. We found a significant effect ($\chi^2 = 12.511, df = 3, p < 0.01$) for comfort, and a not significant effect for presence ($\chi^2 = 0.236, df = 3, p > 0.05$). By filtering scores into two groups, each filtered with samples from a single edit type, we test their statistical difference by applying Welch’s two-sample t-test with FDR correction. First considering comfort and the hypothesis $H_1$, with the full dataset, we found a significant difference between snap-cut and FR 40°, between snap-cut and FR 60° $p < 0.001$. Filtering data by camera motion and selecting only dynamic type, we found a significant difference between snap-cut and all types of gradual edit $p < 0.001$. Meaning a strong indication that for some types of content motion, the edit type influences the comfort of the users. In the dynamic motion filter, all FR edit had equivalent 95% confidence MOS of that of the snap-cut edit ($MOS_{\text{C}}^{\text{sc}} = 4.36 \pm 0.08, MOS_{\text{C}}^{\text{FR10}} = 4.34 \pm 0.07, MOS_{\text{C}}^{\text{FR20}} = 4.35 \pm 0.08, MOS_{\text{C}}^{\text{FR40}} = 4.20 \pm 0.08, MOS_{\text{C}}^{\text{FR60}} = 4.27 \pm 0.07$). For fixed, only one FR edit had equivalent 95% confidence MOS ($MOS_{\text{C}}^{\text{sc}} = 4.74 \pm 0.04, MOS_{\text{C}}^{\text{FR10}} = 4.71 \pm 0.05$). For steady motion only two FR edit ($MOS_{\text{C}}^{\text{sc}} = 4.77 \pm 0.05, MOS_{\text{C}}^{\text{FR10}} = 4.71 \pm 0.05, MOS_{\text{C}}^{\text{FR20}} = 4.67 \pm 0.05$). That said, we were able to accept $H_1$ for the FR10° in all camera motion types. For dynamic motion content, $H_1$ can be accepted for all gradual edit types. In the case of steady camera motion, we accepted $H_1$ for FR10 and FR20. In conclusion, FR20°, FR40° FR60° may be avoided to be implemented in a video player that does not account for camera
motion. FR10° or snap-cut is preferable since they have a lower probability to imply discomfort, in the conditions tested. Figure 10 illustrate baseline comparison for data grouped by video contents, we found again that in all videos FR10° gradual edit had equivalent 95% confidence MOS of snap-cut, and no significant difference $p > 0.01$. As a side case, we observed that for videos “Cart” and “Dance” all gradual edits had no significant difference with snap-cut. In these videos, snap-cut had the worst MOS. From qualitative feedback, we observed that in the case of “Cart”, the instant edit was uncomfortable because was combined with the strong camera translation $^\circ$. In the case of “Dance,” two qualitative feed backs pointed that video instant cut interrupted the shift between dance groups. It is clear from Figure 10 that comfort tends to decrease with the rotation speed, however, specific conditions can break this trend. For instance, the video “Dance” surprisingly had the best results for FR40°, presence and quality scores followed the same peak. Showing that there is a non-trivial relation between FR rotation speed and content.

As noted from Figure9, when compared to comfort, presence has flatter MOS across all edit types. The slower versions of FR (FR10°,20°) did not have better MOS as in comfort scores, even the FR40° had the higher MOS for dynamic and fixed camera motions. We show in Figure9 the results grouped by content. Considering presence scores across content, we observe a similar trend for all edit types. However, we point out for specific cases where gradual had higher 95% confidence result, for example in the video “Dance” FR40° worked even better than the “None” baseline, and FR10° “360Partnership” Those two videos had fixed cameras and indoor scenes. Moreover, the presence scores were low for all edit types, gradual rotation had good results. However, it is not clear what in the content could be the source of that good result for gradual edits. Also, in the video “Amizade”, a steady camera motion scenario, gradual rotations had slightly (but with $p > 0.05$) better MOS than instant edit. Considering H2 hypothesis, we applied a Welch’s t-test in the full dataset and did not find any statistically significant difference between edit types. Showing that edit type has no significant effect on viewers’ presence. Given the precedent tests, we rejected the hypothesis H2, confirming that, in the case tested, snap-cut and fade-rotation had no distinguishable effect for presence.

Figure 11 shows the overall cybersickness symptoms count, the case of “Cart”, two qualitative feed backs pointed that video instant cut interrupted the shift between dance groups. It is clear from Figure 10 that comfort tends to decrease with the rotation speed, however, specific conditions can break this trend. For instance, the video “Dance” surprisingly had the best results for FR40°, presence and quality scores followed the same peak. Showing that there is a non-trivial relation between FR rotation speed and content. Since after filtering we had unbalanced data, we applied analysis of variance considering A as treatment alone, and again no significant difference was observed. Following, we performed a TukeyHSD post hoc to account for A and content (21 comparisons), A and Edit type (15 comparisons), as well as A and camera motion type (6 comparisons), neither alone nor the interacting factor had significant differences, in total we performed 42 non significant comparisons. Concluding, no statistical distinguishable difference was found between group “non-aligned” and group “aligned”. With that we rejected hypothesis H3.

Finally, we should test H4 related to head motion reduction. Figure 12 illustrates the mean head speed CDF before and after alignment edits, except for the video “Amizade” the plateau of the CDF goes down referring to broader distributions of speeds, whereas for 75% of the speed distribution almost all videos had head speed less or equal to 50°/s, while after edit speed less or equal to 75°/s was observed. We performed an Anova Omnibus test between aligned and non-aligned groups and found a significant reduction in head speed after edit $F(30.95, 1, p < 0.001)$. Figure 13 shows the boxplot of the mean speed per edit type in two groups, the “aligned” (1) and “non-aligned” (0). For the aligned group we observe that FR 40°
As a remark, for this analysis we filtering head speed higher than 150°/s, which may be related to the fixation at ROI, reducing head speed after edit types tested is that they affected reducing head speed in 14.9°/s. A common consequence between all edit types tested is that they affected reducing head speed, which may be related to the fixation at ROI, reducing the exploratory behavior, this stability effect agrees with the literature [79] and can be useful for streaming applications. As a remark, for this analysis we filtering head speed higher than 150°/s (refer to Section IV-C3 for description). With this observations we confirm H4.

VI. FINAL REMARKS

From the goals established, we could conclude that:

1) all edit types had high scores for presence, and it was not possible to discriminate edit types statistically;
2) gradual edit (fade-rotation) is acceptable in terms of comfort, for a maximum angular speed of 20°, where the criteria of acceptability were being at the same level as the instant edit;
3) content was found to play a significant role in comfort and presence and device did not have a significant impact on subjective assessment. Specifically, for content where there are accelerated elements relative to the camera (or that the camera moves with prominent acceleration) presence tends to increase, and comfort the opposite;
4) we found that the alignment performance does not impact the subjective assessment of presence and comfort;
5) the alignment performance impacted the behavior right after the edit, specifically the head motion 1 s after the edit was reduced, resulting in a result 8% lower than that of the instant edit.

To sum up, we conclude that it is clear that gradual edit (fade-rotation) for slower rotation speeds (FR10°, FR20°) can not be considered a worst solution than instant edits. Considering these fade-rotation versions, that was acceptable in terms of comfort, we recommend an angular rotation speed of 10°, which was able to reduce head speed in 14.9°/s.

Furthermore, our results give insight into how adaptive alignment edits affect subjective QoE and how to measure their impacts on head motion metrics. To implement gradual edit, please follow the parameters described in III-B. We were able to confirm that fade-rotation is viable and useful as a transition technique for specific cases. A dynamic version of the edit strategies, where edits are implemented in playback time, taking into account the actual head motion data to adapt the edit. Therefore, we place the study of a dynamic version of such edit strategies as complementary future work. Together with studies of similar nature, results from our study are only rigorously valid for our chosen stimuli. We chose to deal with short clips, even though extracted from real videos, to be able to conduct a multifactorial analysis controlling the impact of stimuli length and other confounding factors. For that reason, some outcomes may not be generalized to a realistic use case. Another limitation of our study is that we did not include a pure rotation edit as a baseline condition; this restricted our analysis because we could not measure the benefits of including the fade-in-out effect.
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