SUBCRITICAL APPROACH TO CONFORMALLY INVARIANT EXTENSION OPERATORS ON THE UPPER HALF SPACE

MATHEW GLUCK

ABSTRACT. In this work we obtain sharp embedding inequalities for a family of conformally invariant integral extension operators. This family includes (among others) the classical Poisson extension operator and the extension operator with Riesz kernel. We show that the sharp constants in these inequalities are attained and classify the corresponding extremal functions. We also compute the limiting behavior at the boundary of the extensions of the extremal functions.

1. INTRODUCTION

The classical Hardy-Littlewood-Sobolev (HLS) inequality [14, 15, 22, 19] states that if $1 < p, t < \infty$ and if $1 < \alpha < n$ satisfy $\frac{1}{p} + \frac{1}{t} = \frac{n+\alpha}{n}$ then there exists a sharp constant $\mathcal{H}(n, \alpha, p) > 0$ such that

$$\left| \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{f(y)g(x)}{|x-y|^{n-\alpha}} \, dy \, dx \right| \leq \mathcal{H}(n, \alpha, p) \|f\|_{L^p(\mathbb{R}^n)} \|g\|_{L^t(\mathbb{R}^n)}$$

(1.1)

for all $f \in L^p(\mathbb{R}^n)$ and all $g \in L^t(\mathbb{R}^n)$. In the diagonal case $p = t = \frac{2n}{n+\alpha}$ the extremal functions were classified and the value of the sharp constant was computed by Lieb in [19]. If in the diagonal case $\alpha = 2$ and $n \geq 3$ then sharp inequality (1.1) is dual to the classical sharp Sobolev inequality $S_n \|u\|_{2n/(n-2)} \leq \|\nabla u\|_2$ and the sharp constant for each of these inequalities gives the sharp constant for the other. The sharp Sobolev and HLS inequalities play prominent roles in many geometric problems including, for example the Yamabe problem [23, 1, 21, 17]. In recent years, variants and generalizations of the classical HLS inequality have been investigated, some of which also have geometric implications. For example, in [8] Frank and Lieb prove a sharp HLS inequality on the Heisenberg group. Another variant of (1.1) is the reversed HLS inequality of Dou and Zhu [6] (see also [20]) which applies to the case where the differential order exceeds the dimension.

Of particular interest in this paper is a family of HLS-type inequalities of the form

$$\left| \int_{\mathbb{R}^n_+} \int_{\partial \mathbb{R}^n_+} K(x' - y, x_n) f(y) g(x) \, dy \, dx \right| \leq C \|f\|_{L^p(\partial \mathbb{R}^n_+)} \|g\|_{L^t(\mathbb{R}^n_+)}$$

(1.2)
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where \( K \) is a kernel of the form
\[
K(x) = K_{\alpha, \beta}(x) = \frac{x_\beta}{(|x'|^2 + x_n^2)^{(n-\alpha)/2}}
\] (1.3)
and \( x = (x', x_n) \in \mathbb{R}^{n-1} \times (0, \infty) \). This family of kernels includes the classical Poisson kernel \( K_{0,1} \), the Riesz kernel \( K_{\alpha,0} \) and the Poisson kernel \( K_{\alpha,1-\alpha} \) for the divergence-form operator \( u \mapsto \text{div}(x_n^\alpha \nabla u) \) on the upper half space. These three kernels are well-studied and arise in connection with many interesting problems. For example the relationship between the Poisson kernel and the isoperimetric problem for scalar-flat metrics on compact Riemannian manifolds with boundary was pointed out in [13], see also [9, 16]. The relationship between the kernel \( K_{\alpha,1-\alpha} \) and the fractional Laplacian was pointed out in [2]. Inequalities of the form (1.2) have been obtained for each of the kernels \( K_{0,1}, K_{\alpha,0} \) and \( K_{\alpha,1-\alpha} \), see [12], [5] and [3] respectively. In fact, each of these inequalities (with their corresponding choices of \( \alpha \) and \( \beta \)) were shown to hold for all exponents \( 1 < p, t < \infty \) on the so-called critical hyperbola
\[
\frac{1}{t} + \frac{n-1}{np} = 1 + \frac{\alpha + \beta - 1}{n}. \tag{1.4}
\]
Moreover, the proofs of these inequalities all follow the classical approach of obtaining weak-type estimates then interpolating. These proofs all rely on the assumption that \( \alpha + \beta \geq 1 \). On the other hand, in [4] a subcritical approach was taken to prove an inequality of the form (1.2) for the kernel \( K_{\alpha,1} \) and for the conformal exponents \( p = 2(n-1)/(n + \alpha - 2) \) and \( t = 2n/(n + \alpha + 2) \) (which satisfy (1.4) with \( \beta = 1 \)). Their approach also relies on the assumption that \( \alpha + \beta \geq 1 \). In this work a subcritical approach is used to obtain inequality (1.2) for the conformal exponents \( p = 2(n-1)/(n + \alpha - 2) \), \( t = 2n/(n + \alpha + 2\beta) \) and for the full range of admissible \( \alpha \) and \( \beta \) (i.e. in the absence of the assumption \( \alpha + \beta \geq 1 \)). To state our results we introduce the extension operator
\[
E_{\alpha, \beta} f(x) = \int_{\partial \mathbb{R}^n_+} \frac{x_\beta f(y)}{|x-y|^{n-\alpha}} \, dy \quad \text{for } f \in L^p(\partial \mathbb{R}^n_+)
\]
and the corresponding restriction operator
\[
R_{\alpha, \beta} g(y) = \int_{\mathbb{R}^n_+} \frac{x_\beta g(x)}{|x-y|^{n-\alpha}} \, dx \quad \text{for } g \in L^1(\mathbb{R}^n_+).
\]
Note that the use of the adjective “extension” in this context is not meant to imply that \( \lim_{a \to 0} E_{\alpha, \beta} f(x', x_n) = f(x', 0) \). In fact, the limiting behavior of \( E_{\alpha, \beta} f \) depends crucially on \( \alpha, \beta \) and is one of the topics of investigation of this work, see Theorem 1.3 below. In the following theorem and throughout this work \( B = B_1(0) \) will denote the open unit ball in \( \mathbb{R}^n \).

**Theorem 1.1.** Let \( n \geq 2 \) and suppose \( \alpha, \beta \) satisfy
\[
\beta \geq 0, \quad 0 < \alpha + \beta < n - \beta \tag{1.5}
\]
and
\[ \frac{n - \alpha - 2\beta}{2n} + \frac{n - \alpha}{2(n-1)} < 1. \] (1.6)

There exists an optimal constant \( C_e(n, \alpha, \beta) \) such that for every \( f \in L^{\frac{2(n-1)}{n+\alpha-2\beta}}(\partial \mathbb{R}^n_+) \)
the inequality
\[ \left\| E_{\alpha, \beta}f \right\|_{L^{\frac{2n}{n+\alpha-2\beta}}(\mathbb{R}^n_+)} \leq C_e(n, \alpha, \beta) \left\| f \right\|_{L^{\frac{2(n-1)}{n+\alpha-2\beta}}(\partial \mathbb{R}^n_+)} \] (1.7)
holds. Moreover, the value of the optimal constant is
\[ C_e(n, \alpha, \beta) = (n\alpha)_n^{\frac{n+\alpha-2\beta}{2(n-1)}} \left\| \int_{\partial B} H(\cdot, \xi) \, dS_{\xi} \right\|_{L^{\frac{2n}{n+\alpha-2\beta}}(B)}, \] (1.8)
where \( H : B \times \partial B \to \mathbb{R} \) is given by
\[ H(\xi, \zeta) = H_{\alpha, \beta}(\xi, \zeta) = \left( \frac{1 - |\xi|^2}{2} \right)^{\beta} |\xi - \zeta|^{\alpha - n}. \] (1.9)

By duality, inequality (1.7) is equivalent to inequality (1.2) (with sharp constant) and to the following inequality for \( R_{\alpha, \beta} \).

**Corollary 1.2.** Under the assumptions of Theorem 1.1, for every \( g \in L^{\frac{2n}{n+\alpha-2\beta}}(\mathbb{R}^n_+) \)
the inequality
\[ \left\| R_{\alpha, \beta}g \right\|_{L^{\frac{2(n-1)}{n+\alpha-2\beta}}(\partial \mathbb{R}^n_+)} \leq C_e(n, \alpha, \beta) \left\| g \right\|_{L^{\frac{2n}{n+\alpha-2\beta}}(\mathbb{R}^n_+)} \]
holds and the constant \( C_e(n, \alpha, \beta) \) is optimal.

We’ll show that the optimal constant \( C_e(n, \alpha, \beta) \) in Theorem 1.1 is attained and we’ll classify the corresponding extremal functions via the method of moving spheres. In fact, up to a constant multiple, the Euler-Lagrange equation for the nonnegative extremal functions in (1.7) is
\[ \int_{\mathbb{R}^n_+} \frac{x_0^{\beta}}{|x-y|^{n-\alpha}} (E_{\alpha, \beta}f(x))^{\frac{n+\alpha+2\beta}{n+\alpha-2\beta}} \, dx \quad \text{for } y \in \partial \mathbb{R}^n_+. \] (1.10)

The following theorem classifies all solutions to this equation together with the boundary behavior of the corresponding extensions.

**Theorem 1.3.** Let \( n \geq 2 \) and suppose \( \alpha, \beta \) satisfy (1.5) and (1.6). If \( f \in L^{\frac{2(n-1)}{n+\alpha-2\beta}}(\partial \mathbb{R}^n_+) \)
is a nonnegative solution to (1.10) then there are constants \( c \geq 0, \ d > 0 \) and there is \( y_0 \in \partial \mathbb{R}^n_+ \) such that
\[ f(y) = c \left( d^2 + |y-y_0|^2 \right)^{-\frac{n+\alpha-2\beta}{2}}. \] (1.11)
Moreover for such \( f \), the following limits at \( \partial \mathbb{R}^n_+ \) hold for \( E_{\alpha, \beta}f \):
(a) If $\alpha < 1$ then
\[ \lim_{x_n \to 0^+} x_n^{1-\alpha-\beta} E_{\alpha,\beta} f(x',x_n) = C_{n,\alpha} f(x'), \]
where $C_{n,\alpha} = \int_{\partial \mathbb{R}^n_+} (1 + |y|^2)^{(\alpha-n)/2} \, dy$.

(b) If $\alpha = 1$ then
\[ -\lim_{x_n \to 0^+} \frac{E_{1,\beta} f(x',x_n)}{x_n^\beta \log x_n} = (n-1) \omega_{n-1} f(x'). \]

(c) If $1 < \alpha$ then there is a positive constant $C = C(n,\alpha)$ such that
\[ \lim_{x_n \to 0^+} x_n^{-\beta} E_{\alpha,\beta} f(x',x_n) = C f(x') \left( \frac{n-\alpha}{n} \right). \]

This paper is organized as follows. In Section 2 we establish both a sharp extension inequality on the unit ball $B$ and the existence of the corresponding extremal functions for subcritical exponents. In Section 3 we show that the extremal functions of the subcritical extension inequality on $B$ must be constant and thereby obtain an explicit expression for the sharp constant in the subcritical inequality. In Section 4, by allowing the subcritical exponents to approach the conformal exponents, we obtain inequality (1.7) from the subcritical inequality obtained in Section 2. In Section 4 we also classify the extremal functions corresponding to (1.7) and compute the limiting behavior of their extensions at $\partial \mathbb{R}^n_+$. Section 5 is an appendix containing some computations that may be useful for the reader yet detract too much from the main storyline to be included in the main body of the paper.

We will use the following notational conventions throughout. For $p \geq 1$, $p'$ will denote the Lebesgue-conjugate exponent, the solution to $\frac{1}{p} + \frac{1}{p'} = 1$. For $r > 0$, $B_r$ will denote the open unit ball in $\mathbb{R}^n$ and we will write $B_r^{n-1} = B_r \cap \partial \mathbb{R}^n_+$ and $B_r^+ = B_r \cap \mathbb{R}^n_+$. If $\Omega$ is a subset of either $\mathbb{R}^n$ (respectively $\partial \mathbb{R}^n_+$ or $\mathbb{S}^{n-1}$) then $|\Omega|$ will denote either the $n$-dimensional Lebesgue measure (respectively the $(n-1)$-dimensional Lebesgue measure or the spherical measure) of $\Omega$.

2. Subcritical Inequality on the Ball

In this section we establish a sharp embedding inequality for an extension operator $E_B : L^p(\partial B) \to L^q(B)$ when $p$ and $s$ are subcritical. The existence of the corresponding extremal functions is also established. Throughout, the integral kernel $H : B \times \partial B \to \mathbb{R}$ will be as in (1.9).

**Proposition 2.1.** Suppose $n \geq 2$, $\beta \geq 0$ and $0 < \alpha + \beta$. If $p > 1$, $t > 1$ satisfy both
\[ 1 < \frac{1}{p} + \frac{1}{t} \]
and
\[ \frac{1}{t} + \frac{n-1}{np} < 1 + \frac{\alpha + \beta - 1}{n}, \]

(2.1)
then there exists a constant $C = C(n, \alpha, \beta, p, t) > 0$ such that
\[
\left| \int_B \int_{\partial B} H(\xi, \tau) f(\xi) g(\tau) \, dS_\xi \, d\tau \right| \leq C \|f\|_{L^p(\partial B)} \|g\|_{L^q(B)}
\]
for all $f \in L^p(\partial B)$ and all $g \in L^q(B)$.

Under the hypotheses of Proposition 2.1 the quantity
\[
C_*(n, \alpha, \beta, p, t) = \sup \left\{ \left| \int_B \int_{\partial B} H(\xi, \tau) f(\xi) g(\tau) \, dS_\xi \, d\tau \right| : \|f\|_{L^p(\partial B)} = 1 = \|g\|_{L^q(B)} \right\}
\]  
(2.2)
is well-defined and finite. We define the extension operator
\[
E_Bf(\xi) = \int_{\partial B} H(\xi, \tau) f(\tau) \, dS_\tau
\]
for $f : \partial B \to \mathbb{R}$ and the restriction operator
\[
R_Bg(\tau) = \int_B H(\xi, \tau) g(\xi) \, d\xi
\]
for $g : B \to \mathbb{R}$. We note that the use of the word extension in this context is not meant to imply that $\lim_{\xi \to \zeta \in \partial B} E_Bf(\xi) = f(\xi)$. Nor is the use of the word restriction meant to imply that $\lim_{\xi \to \zeta \in \partial B} g(\xi) = R_Bg(\zeta)$. From Lebesgue duality and Proposition 2.1 we immediately obtain the following corollary regarding the mapping properties of $E_B$ and $R_B$.

**Corollary 2.2.** Suppose $n \geq 2$, $\beta \geq 0$ and $0 < \alpha + \beta$.

(a) If $s > 0$ and if $\frac{n-1}{n} \left( \frac{1}{p} - \frac{\alpha + \beta - 1}{n-1} \right) < \frac{1}{s} < \frac{1}{p} < 1$ then
\[
\|E_Bf\|_{L^s(B)} \leq C_*(n, \alpha, \beta, p, s') \|f\|_{L^p(\partial B)}
\]
(2.3)
for all $f \in L^p(\partial B)$.

(b) If $r > 0$ and if $\frac{n-1}{n} \left( \frac{1}{r} - \frac{\alpha + \beta}{n} \right) < \frac{1}{r} < \frac{1}{t} < 1$ then
\[
\|R_Bg\|_{L^r(B)} \leq C_*(n, \alpha, \beta, r', t) \|g\|_{L^t(B)}
\]
(2.4)
for all $g \in L^t(B)$.

Under some additional assumptions assumptions on the exponents, we can show that the best constant in (2.3) is attained by some nonnegative function $f \in L^p(\partial B)$. Specifically, the following holds.

**Proposition 2.3.** Let $n \geq 2$ and suppose $\alpha, \beta$ satisfy (1.5) and (1.6). If $p, s \in \mathbb{R}$ satisfy
\[
\frac{n - \alpha - 2\beta}{2n} < \frac{1}{s} < \frac{1}{p} < \frac{n + \alpha - 2}{2(n-1)}
\]
(2.5)
then there is $0 \leq f \in L^p(\partial B)$ for which both $\|f\|_{L^p(\partial B)} = 1$ and $\|E_Bf\|_{L^s(B)} = C_*(n, \alpha, \beta, p, s')$. 

The remainder of this section is devoted to the proofs of Propositions 2.1 and 2.3. The proof of Proposition 2.1 is based on the following lemma.

**Lemma 2.4.** Let \( n \geq 2 \) and suppose \( \beta \geq 0 \) and \( 1 - n < \alpha + \beta \). If \( p > 1 \) and \( t > 1 \) satisfy (2.1) then there exists \( 0 < a < 1 \) depending on \( n, \alpha, \beta, p, t \) such that both

\[
\sup_{\xi \in \partial B} \int_{B} H(\xi, \zeta) a^t \, d\zeta < \infty \tag{2.6}
\]

and

\[
\sup_{\xi \in \partial B} \int_{\partial B} H(\xi, \zeta)(1-a^t) \, dS_\xi < \infty. \tag{2.7}
\]

**Proof.** First observe that for all \( \xi \in B \) and \( \zeta \in \partial B \),

\[
1 - |\xi|^2 = (\zeta - \xi)(\xi + \xi) \leq 2|\xi - \zeta|.
\]

Since \( \beta \geq 0 \) this gives

\[
H(\xi, \zeta) \leq |\xi - \zeta|^{\alpha + \beta - n} \quad \text{for all } \xi \in B, \zeta \in \partial B. \tag{2.8}
\]

If \( \alpha + \beta \geq n \) then \( H \) is bounded on \( B \times \partial B \) and the assertion of the lemma follows immediately. Assume henceforth that \( \alpha + \beta < n \). Since both \( p > 1 \) and \( t > 1 \), assumption (2.1) guarantees the existence of \( a \in (0, 1) \) satisfying

\[
1 - \frac{n-1}{(n-\alpha-\beta)p} < a < \frac{n}{(n-\alpha-\beta)t}.
\]

Fix any such \( a \). For any \( \zeta \in \partial B \) inequality (2.8) gives

\[
\int_{B} H(\xi, \zeta) a^t \, d\zeta \leq \int_{B} |\xi - \zeta|^{(\alpha + \beta - n)a^t} \, d\zeta \\
\leq \int_{B(\xi, \zeta)} |\xi - \zeta|^{(\alpha + \beta - n)a^t} \, d\zeta \\
\leq C(n, \alpha, \beta, t, a),
\]

the final estimate holding as \( (n-\alpha-\beta)a^t < n \). Estimate (2.6) is established.

To show that (2.7) holds define \( \pi(\xi) = \xi / |\xi| \) for \( \xi \in B \setminus \{0\} \) and \( \pi(0) = 0 \). For any \( \zeta \in \partial B \) and \( \xi \in B \) there holds

\[
|\xi - \pi(\xi)| \leq |\xi - \zeta| + |\zeta - \pi(\xi)| \leq 2|\xi - \zeta|.
\]

Consequently for all \( \xi \in B \)

\[
\int_{\partial B} H(\xi, \zeta)(1-a^t) \, dS_\xi \leq \int_{\partial B} |\xi - \zeta|^{(\alpha + \beta - n)(1-a^t)} \, dS_\zeta \\
\leq C \int_{\partial B} |\zeta - \pi(\xi)|^{(\alpha + \beta - n)(1-a^t)} \, dS_\zeta \\
\leq C
\]

for some positive constant \( C = C(n, \alpha, \beta, p, a) \), the final estimate holding as \( (n-\alpha-\beta)(1-a^t) < n-1 \). Estimate (2.7) is established.
Proof of Proposition 2.1. We assume with no loss of generality that $f$ and $g$ are nonnegative. Since $p > 1$ and $t > 1$ satisfy $1 < \frac{1}{p} + \frac{1}{t} = 2$. In particular the conjugate exponents are positive and satisfy $\frac{1}{p} + \frac{1}{q} = 1$. By Lemma 2.4 there is $a \in (0,1)$ depending on $n, \alpha, \beta, p$ and $t$ for which both (2.6) and (2.7) hold. Fix any such $a$ and define

\[
\gamma_1(\xi, \zeta) = f(\xi) \frac{\partial}{\partial \xi} H^{\alpha}(\xi, \zeta)
\]

\[
\gamma_2(\xi, \zeta) = g(\xi) \frac{\partial}{\partial \zeta} H^{1-a}(\xi, \zeta)
\]

\[
\gamma_3(\xi, \zeta) = f(\xi) \frac{\partial}{\partial \zeta} g(\xi)
\]

By Hölder’s inequality we have

\[
\int_B \int_{\partial B} f(\xi) g(\xi) H(\xi, \zeta) \, dS_\zeta \, d\xi
\]

\[
= \int_B \int_{\partial B} \gamma_1(\xi, \zeta) \gamma_2(\xi, \zeta) \gamma_3(\xi, \zeta) \, dS_\zeta \, d\xi
\]

\[
\leq \| \gamma_1 \|_{L^p(B \times \partial B)} \| \gamma_2 \|_{L^p(B \times \partial B)} \| \gamma_3 \|_{L^p(B \times \partial B)}
\]

\[
\leq \| \gamma \|_{L^p(B \times \partial B)} \| \gamma \|_{L^p(B \times \partial B)} \| f \|_{L^p(\partial B)} \| g \|_{L^p(\partial B)}
\]

By the choice of $a$ there is a constant $C = C(n, \alpha, \beta, p, t) > 0$ such that both

\[
\| \gamma_1 \|_{L^p(B \times \partial B)} = \int_{\partial B} f(\xi)^p \left( \int_B H^{\alpha}(\xi, \zeta) \, d\zeta \right) \, d\xi \leq C \| f \|_{L^p(\partial B)}
\]

and

\[
\| \gamma_2 \|_{L^p(B \times \partial B)} = \int_{\partial B} g(\xi)^p \left( \int_B H^{1-a}(\xi, \zeta) \, d\zeta \right) \, d\xi \leq C \| g \|_{L^p(\partial B)}
\]

The conclusion of Proposition 2.1 follows by using these estimates in (2.9).

The proof of Proposition 2.3 is based on the following compactness lemma for $E_B$.

Lemma 2.5. Suppose $n \geq 2$ and let $\beta \geq 0$ and $\alpha$ satisfy both (1.5) and (1.6). If $p, s \in \mathbb{R}$ satisfy (2.5) then the extension operator $E_B : L^p(\partial B) \to L^s(B)$ is compact.

Proof of Lemma 2.5. Let $(f_i)_{i=1}^\infty$ be bounded in $L^p(\partial B)$. By Corollary 2.2 (a), $(E_B f_i)_{i=1}^\infty$ is bounded in $L^s(B)$. By reflexivity of $L^p(\partial B)$ and $L^s(B)$ there are $f \in L^p(\partial B)$, $F \in L^s(B)$ and a subsequence of $f_i$ (still denoted $f_i$) along which both $f_i \to f$ weakly in $L^p(\partial B)$ and $E_B f_i \to F$ weakly in $L^s(B)$. Moreover $F = E_B f$. Indeed, for any $g \in L^s(B)$ Corollary 2.2 (b) guarantees that $R_B g \in L^p(\partial B)$. For any such $g$

\[
\langle E_B f_i, g \rangle = \langle f_i, R_B g \rangle \to \langle f, R_B g \rangle = \langle E_B f, g \rangle.
\]

It remains to show that there is a subsequence of $(f_i)$ along which $E_B f_i \to E_B f$ in $L^s(B)$. For any $0 < \varepsilon < 1$ there holds

\[
\| E_B (f_i - f) \|_{L^s(B)} \leq \| E_B (f_i - f) \|_{L^s(B_{1-\varepsilon})} + \| E_B (f_i - f) \|_{L^s(B_{1-\varepsilon})}.
\]

(2.10)
To estimate the first term on the right-hand side of (2.10) note that \(0 < H(\xi, \zeta) \leq e^{\alpha + \beta - n}\) for all \(\xi \in B_{1 - \varepsilon}\) and all \(\zeta \in \partial B\). In particular, for all \(\xi \in B_{1 - \varepsilon}\) we have \(\zeta \mapsto H(\xi, \zeta) \in L^\infty(\partial B)\). For any such \(\xi\), the \(L^p(\partial B)\)-weak convergence \(f_i \rightharpoonup f\) guarantees the pointwise convergence \(E_B(f_i - f)(\xi) = \int_{\partial B} H(\xi, \zeta)(f_i(\zeta) - f(\zeta)) \, dS_\zeta \to 0\) and Hölder’s inequality gives
\[
|E_B(f_i - f)(\xi)| \leq e^{\alpha + \beta - n} \int_{\partial B} |f_i - f|(\zeta) \, dS_\zeta \leq e^{\alpha + \beta - n} |\partial B|^\frac{1}{p} \sup_i \|f_i - f\|_{L^p(\partial B)}.
\]
The Bounded Convergence Theorem now guarantees that \(\|E_B(f_i - f)\|_{L^s(B_{1 - \varepsilon})} \to 0\) as \(i \to \infty\).

Consider next the second term on the right-hand side of (2.10). Since \(p > \frac{2(n - 1)}{n + \alpha - 2\beta}\) applying Hölder’s inequality then applying Corollary 2.2 (a) with exponents \(p\) and \(2n/(n - \alpha - 2\beta)\) gives
\[
\|E_B(f_i - f)\|_{L^s(\partial B)}^2 \leq |B \setminus B_{1 - \varepsilon}|^{1 - \frac{2\alpha - 2\beta}{2n}} \|E_B(f_i - f)\|_{L^p(\partial B)}^{\frac{2\alpha - 2\beta}{2n}} \leq C e^{1 - \frac{2\alpha - 2\beta}{2n}} \|f_i - f\|_{L^p(\partial B)}^2 \leq C e^{1 - \frac{2\alpha - 2\beta}{2n}} \sup_i \|f_i - f\|_{L^p(\partial B)}^2
\]
for some constant \(C = C(n, \alpha, \beta, p, s) > 0\). Finally, returning to (2.10) we have a subsequence \(f_i\) and a positive constant \(C(n, \alpha, \beta, p, s)\) such that for all \(0 < \varepsilon < 1\),
\[
\|E_B(f_i - f)\|_{L^s(B_{1 - \varepsilon})} \leq C e^{1 - \frac{2\alpha - 2\beta}{2n}} + o(1).
\]
as \(i \to \infty\). The \(L^s(B)\)-convergence \(E_B f_i \to E_B f\) follows.

**Proof of Proposition 2.3.** Let \((f_i)_{i=1}^\infty \subset L^p(\partial B)\) be a sequence of nonnegative functions satisfying both \(\|f_i\|_{L^p(\partial B)} = 1\) for all \(i\) and \(E_B f_i \rightharpoonup f\) in \(L^s(\partial B)\) and \(C_s(n, \alpha, \beta, p, s')\). By Lemma 2.5 there is \(f \in L^p(\partial B)\) and a subsequence of \((f_i)\) (still denoted \((f_i)\)) along which \(E_B f_i \to E_B f\) in \(L^s(B)\). In particular, \(\|E_B f\|_{L^s(B)} = C_s(n, \alpha, \beta, p, s')\) so \(f\) does not vanish identically. Since \((f_i)_{i=1}^\infty\) is bounded in \(L^p(\partial B)\) we have \(f_i \rightharpoonup f\) weakly in \(L^p(\partial B)\). Testing this weak convergence against \(f^\wedge \in L^p(\partial B)\) and using Hölder’s inequality gives
\[
\|f\|_{L^p(\partial B)} \leq \|f\|_{L^s(\partial B)} \|f\|_{L^p(\partial B)} \geq \int_{\partial B} f_i(\zeta) f(\zeta) f^\wedge \, dS_\zeta \to \int_{\partial B} f(\zeta) f^\wedge \, dS_\zeta
\]
so that \(\|f\|_{L^p(\partial B)} \leq 1\). Finally,
\[
C_s(n, \alpha, \beta, p, s') = \|E_B f\|_{L^s(B)} \leq \|E_B f\|_{L^p(\partial B)} \leq C_s(n, \alpha, \beta, p, s')
\]
so that \(\|f\|_{L^p(\partial B)} = 1\).
3. Classification of Extremal Functions in the Subcritical Case

If \( f \in L^p(\partial B) \) is a nonnegative extremal function for inequality (2.3) then up to a positive constant multiple, \( f \) is a weak solution to the Euler-Lagrange equation

\[
f^{p-1}(\xi) = \int_B H(\xi, \zeta)(E_B f(\xi))^{t-1} \, d\zeta
\]

for \( \zeta \in \partial B \). In this section we will show that any such function is constant and we will compute the value of the best constant \( C_* \) in (2.2). Specifically, we have the following theorem.

**Theorem 3.1.** Let \( n \geq 2 \) and suppose \( \alpha \) and \( \beta \) satisfy (1.5). If \( p \) and \( s \) satisfy (2.5) and if \( f \in L^p(\partial B) \) is a nonnegative solution to (3.1) then \( f \) is constant. Consequently, the optimal constant \( C_* \) in (2.2) is given by

\[
C_*(n, \alpha, \beta, p, t) = (n\omega_n)^{-\frac{1}{p}} \left( \int_B \left( \int_{\partial B} H(\xi, \zeta) \, dS_{\zeta})^{t'} \, d\xi \right)^{\frac{1}{t'}} \right.
\]

for \( \zeta \in \partial B \).

It is routine to show that the constant \( C_* \) as given in Theorem 3.1 is well-defined. For convenience a proof of this fact is given in Lemma 5.1 of the appendix. In fact, Lemma 5.1 proves a stronger result which also guarantees that the constant \( C_*(n, \alpha, \beta) \) given in (1.8) is well-defined. The major step in the proof of Theorem 3.1 is in proving symmetry about the \( x_n \)-axis of solutions to a corresponding system of equations on the upper half space, see Proposition 3.3 below. We start by establishing some notation and listing some elementary facts. Define \( T : \overline{B} \to \mathbb{R}^n_+ \cup \{\infty\} \) by

\[
T(\xi) = -2e_n + \frac{4(\xi + e_n)}{|\xi + e_n|^2},
\]

where \( e_n = (0', 1) \in \mathbb{R}^n \). Evidently, \( T^{-1} : \mathbb{R}^n_+ \cup \{\infty\} \to \overline{B} \) is given by

\[
T^{-1}(x) = -e_n + \frac{4(x + 2e_n)}{|x + 2e_n|^2}, \quad x \in \mathbb{R}^n_+ \cup \{\infty\}
\]

and \( T(\partial B) = \partial \mathbb{R}^n_+ \cup \{\infty\} \). By directly computing one can verify that

\[
|T^{-1}(x) - T^{-1}(y)| = w(x)w(y) |x - y|
\]

for all \( x, y \in \mathbb{R}^n_+ \) and that

\[
1 - |T^{-1}(x)|^2 = 2w(x)^2 x_n,
\]

where \( w \) is used to denote the weight function

\[
w(x) = \frac{2}{|x + 2e_n|} \quad \text{for } x \in \mathbb{R}^n_+.
\]

For notational convenience we define

\[
\sigma = n + \alpha - 2 - \frac{2(n-1)}{p} \quad \text{and} \quad \tau = n + \alpha + 2\beta - \frac{2n}{t}
\]
and the new exponents
\[ \theta = p' - 1 = \frac{1}{p - 1} \quad \text{and} \quad \kappa = t' - 1. \]

The system of equations on the upper half space corresponding to equation (3.1) is given in the following.

**Lemma 3.2.** If \( f \in L^p(\partial B) \) is a nonnegative solution to (3.1) with \( s = t' \) then for any rotation \( \rho : \mathbb{R}^n \to \mathbb{R}^n \) about the origin the functions
\[
\begin{align*}
    u_\rho(y) &= w(y) \frac{2(n-1)}{p} f^{p-1}(\rho T^{-1}(y)) \\
    v_\rho(x) &= w(x) \frac{2(n-1)}{\kappa} (E_B f)(\rho T^{-1}(x))
\end{align*}
\]
(3.7)
satisfy \( u_\rho \in L^{\theta+1}(\partial \mathbb{R}^n_+), \) \( v_\rho \in L^{\kappa+1}(\mathbb{R}^n_+) \) and
\[ \begin{align*}
    u(y) &= \int_{\mathbb{R}^n_+} \frac{\chi_\rho(y) v^\kappa(x)}{|x-y|^{n-\alpha}} w(x)^\gamma w(y)^{\sigma} \, dx \\
    v(x) &= \int_{\partial \mathbb{R}^n_+} \frac{\chi_\rho(x) u^\theta(y)}{|x-y|^{n-\alpha}} w(x)^\gamma w(y)^{\sigma} \, dy.
\end{align*} \]
(3.8)

**Proof.** The integrability assertions on \( u_\rho \) and \( v_\rho \) follow immediately from the fact that \( f \mapsto w^{2(n-1)} f \circ T^{-1} \) is an isometry \( L^p(\partial B) \to L^p(\mathbb{R}^n_+) \), the fact that \( g \mapsto \frac{2(n-1)}{p} g \circ T^{-1} \) is an isometry \( L^p(B) \to L^p(\mathbb{R}^n_+) \) and from estimate (2.3). To that \( u_\rho \) and \( v_\rho \) satisfy (3.8) note that since \( \rho \) is an isometry (3.4) and (3.3) guarantee that for any \( x \in \mathbb{R}^n_+ \) and \( y \in \partial \mathbb{R}^n_+ \)
\[
H(\rho T^{-1}(x), \rho T^{-1}(y)) = H(T^{-1}(x), T^{-1}(y)) = \frac{\chi_\rho(x)}{|x-y|^{n-\alpha}} w(x)^{\alpha+2\beta-n} w(y)^{\alpha-n}. \]
(3.9)

Using the change of variable \( \zeta = \rho T^{-1}(y) \) gives
\[
(E_B f)(\rho T^{-1}(x)) = \int_{\partial B} H(\rho T^{-1}(x), \zeta) f(\zeta) \, dS_\zeta
= \int_{\partial \mathbb{R}^n_+} H(\rho T^{-1}(y), \rho T^{-1}(y)) f(\rho T^{-1}(y)) w(y)^{2(n-1)} \, dy.
\]
Combining this equation with (3.9) yields the second of the two asserted equalities. To prove the first of the two asserted equalities, use the change of variable \( \zeta = \rho T^{-1}(x) \) in equation (3.1) to get
\[
F^{p-1}(\rho T^{-1}(y)) = \int_B H(\zeta, \rho T^{-1}(y)) (E_B f)(\zeta)^{p-1} \, d\zeta
= \int_{\mathbb{R}^n_+} H(\rho T^{-1}(x), \rho T^{-1}(y)) (E_B f)(\rho T^{-1}(x))^{p-1} w(x)^{2n} \, dx.
\]
Combining this equality with (3.9) yields the first of the two asserted equalities. 

Theorem 3.1 is implied by the following proposition.
Proposition 3.3. Let \( n \geq 2 \) and suppose \( \alpha \) and \( \beta \) satisfy (1.5). Suppose \( \theta > 0 \) and \( \kappa > 0 \) satisfy \( (\theta + 1)^{-1} + (\kappa + 1)^{-1} < 1 \) and
\[
\theta \leq \frac{n + \alpha - 2}{n - \alpha}, \quad \kappa \leq \frac{n + \alpha + 2\beta}{n - \alpha - 2\beta}
\] (3.10)
and that at least one of the inequalities in (3.10) is strict. If \( u \in L^{\theta+1}(\partial \mathbb{R}^n_+) \) and \( v \in L^{\kappa+1}(\mathbb{R}^n_+) \) are positive solutions to (3.8) then \( u \) and \( v \) are symmetric about the \( x_n \)-axis.

Before we give the proof of Proposition 3.3 let us show that Theorem 3.1 follows from Proposition 3.3.

Proof of Theorem 3.1. Suppose for sake of obtaining a contradiction that \( f \) is not constant and let \( \bar{f} = |\partial B|^{-1}\int_{\partial B} f \, dS \). There is \( \delta > 0 \) for which both of \( A^\delta = \{ \xi \in \partial B : f > \bar{f} + \delta \} \) and \( A_{\delta} = \{ \xi \in \partial B : f < \bar{f} - \delta \} \) have positive measure. Let \( \rho : \mathbb{R}^n \to \mathbb{R}^n \) be a rotation for which there exists a rotation \( \phi \) about the \( x_n \)-axis satisfying \( |\phi \rho(A^\delta) \cap \rho(A_{\delta})|_{\partial B} > 0 \). This gives \( |T(\phi \rho(A^\delta)) \cap T(\rho(A_{\delta}))|_{\partial \mathbb{R}^n_+} > 0 \), where \( T \) as in (3.2). Using the notation of (3.7), if \( y \in T(\phi \rho(A^\delta)) \) then
\[
\begin{align*}
u_{(\phi \rho)^{-1}}(y) &= w(y)^{\frac{2(n-1)}{p}} f^{p-1} (\phi \rho)^{-1} T^{-1}(y) > (\bar{f} + \delta)^{p-1} w(y)^{\frac{2(n-1)}{p}}. \\
\end{align*}
\]
On the other hand, since \( T \) commutes with \( \phi \) and since \( u \) is symmetric about the \( x_n \)-axis, if \( y \in T(\rho(A_{\delta})) \) then
\[



\begin{align*}
u_{(\phi \rho)^{-1}}(y) &= w(y)^{\frac{2(n-1)}{p}} f^{p-1} (\phi \rho)^{-1} T^{-1}(\rho \phi (y)) \\
&= w(y)^{\frac{2(n-1)}{p}} f^{p-1} (\rho^{-1} T^{-1}(y)) \\
&< (\bar{f} - \delta)^{p-1} w(y)^{\frac{2(n-1)}{p}}.
\end{align*}

\]
The previous two estimates imply that \( |T(\phi \rho(A^\delta)) \cap T(\rho(A_{\delta}))|_{\partial \mathbb{R}^n_+} = 0 \), a contradiction. To compute \( C_s(n, \alpha, \beta, p, t) \) simply observe that function \( f \equiv (n \omega_h)^{-\frac{1}{p}} \) has unit \( L^p(\partial B) \) norm so the proposed expression for \( C_s \) holds.

The remainder of this section is devoted to the proof of Proposition 3.3. We start by giving the following corollary to Proposition 2.1 which will be used repeatedly. Its proof follows from the properties of \( T \) together with the fact that \( f \mapsto w^{2(n-1)/p} f \circ T^{-1} \) is an isometry of \( L^p(\partial B) \) into \( L^p(\partial \mathbb{R}^n_+) \) and the fact that \( g \mapsto w^{2n/p} g \circ T^{-1} \) is an isometry of \( L^1(B) \) into \( L^1(\partial \mathbb{R}^n_+) \).

Corollary 3.4. Let \( n \geq 2 \) and suppose \( \beta \geq 0 \) and \( 0 < \alpha + \beta < n \). Let \( w, \sigma \) and \( \tau \) be as in (3.5) and (3.6).
(a) If \( p > 1, t > 1 \) satisfy both \( 1 < \frac{1}{p} + \frac{1}{t} \) and (2.1) then
\[
\left| \int_{\mathbb{R}^n_+} \int_{\partial \mathbb{R}^n_+} \frac{\partial f(y)g(x)}{|x-y|^{n-\alpha}} w(x)^{\tau} w(y)^{\sigma} \, dy \, dx \right| \leq C_s(n, \alpha, \beta, p, t) \| f \|_{L^p(\partial \mathbb{R}^n_+)} \| g \|_{L^1(\mathbb{R}^n_+)}
\]
Lemma 3.5. For all $f \in L^p(\partial \mathbb{R}_+^n)$ and all $g \in L^1(\mathbb{R}_+^n)$, where and $C_s(n, \alpha, \beta, p, t)$ is given in (2.2).

(b) If $s > 0$ and if $\frac{n-1}{\alpha + \beta + 1} < \frac{1}{s} < \frac{1}{p} < 1$ then for all $f \in L^p(\partial \mathbb{R}_+^n)$,

$$\left\| \int_{\partial \mathbb{R}_+^n} \frac{\partial f(y)}{|x-y|^{n-\alpha}} \right\| \leq \lambda C_s(n, \alpha, \beta, p, s') \|f\|_{L^p(\partial \mathbb{R}_+^n)}.$$

(c) If $r > 0$ and if $\frac{n-1}{\alpha + \beta + 1} < \frac{1}{r} < \frac{1}{t} < 1$ then for all $g \in L^r(\mathbb{R}_+^n)$,

$$\left\| \int_{\partial \mathbb{R}_+^n} \frac{\partial g(x)}{|x-y|^{n-\alpha}} \right\| \leq \lambda C_s(n, \alpha, \beta, r, t) \|g\|_{L^r(\mathbb{R}_+^n)}.$$

For $\lambda \in \mathbb{R}$ define

$$\Sigma_{\lambda, n-1} = \{y \in \partial \mathbb{R}_+^n : y_1 < \lambda\}, \quad \Sigma_{\lambda, n} = \{x \in \mathbb{R}_+^n : x_1 < \lambda\}$$

and the reflected functions

$$u_\lambda(y) = u(y^\lambda) \quad v_\lambda(x) = v(x^\lambda),$$

where $y^\lambda = (2\lambda - y_1, y_2, \cdots, y_n)$ and $x^\lambda = (2\lambda - x_1, x_2, \cdots, x_n)$. Define also

$$\Sigma^u_{\lambda, n-1} = \{y \in \Sigma_{\lambda, n-1} : u(y) > u_\lambda(y)\} \quad \text{and} \quad \Sigma^v_{\lambda, n} = \{x \in \Sigma_{\lambda, n} : v(x) > v_\lambda(x)\}.$$

If $\lambda \leq 0$ and $(x, y) \in \Sigma_{\lambda, n} \times \Sigma_{\lambda, n-1}$ then

$$\lambda_1 + 2\epsilon_n \leq |y + 2\epsilon_n|, \quad |x^\lambda - y| \geq |x - y| \quad \text{and} \quad |x^\lambda + 2\epsilon_n| \leq |x + 2\epsilon_n| \quad (3.11)$$

and these inequalities are strict when $\lambda < 0$. We also define the sets

By performing routine computations, one finds that if $u, v$ satisfy (3.8) then

$$u(y) - u_\lambda(y) = \int_{\Sigma_{\lambda, n}} \frac{v(x)^\lambda}{|x-y|^{n-\alpha}} w(x)\tau w(y)^\sigma dx$$

and

$$\int_{\Sigma_{\lambda, n}} \frac{v(x)^\lambda}{|x-y|^{n-\alpha}} w(x)\tau w(y)^\sigma dx \quad (3.12)$$

and

$$v(x) - v_\lambda(x) = \int_{\Sigma_{\lambda, n-1}} \frac{u_\lambda(y)^\lambda}{|x-y|^{n-\alpha}} w(y)^\sigma \tau w(x)^\sigma dy$$

and

$$\int_{\Sigma_{\lambda, n-1}} \frac{u_\lambda(y)^\lambda}{|x-y|^{n-\alpha}} w(y)^\sigma \tau w(x)^\sigma dy \quad (3.13)$$

The following lemma is the key to the moving planes process.

**Lemma 3.5.** Under the hypotheses of Proposition 3.3 there is a $\lambda$-independent constant $C_1 > 0$ such that for all $\lambda < 0$ the following estimates hold.
(a) If $\theta \geq 1$ and $\kappa \geq 1$ then
\[
\|u - u_\lambda\|_{L^{\theta+1}(\Sigma_{\lambda,n-1})} \leq C_1 \|u\|_{L^{\theta+1}(\Sigma_{\lambda,n-1})}^{\theta-1} \|v\|_{L^{K+1}(\Sigma_{\lambda,n})}^{K-1} \|u - u_\lambda\|_{L^{\theta+1}(\Sigma_{\lambda,n-1})}
\] (3.14)
and
\[
\|v - v_\lambda\|_{L^{K+1}(\Sigma_{\lambda,n})} \leq C_1 \|u\|_{L^{\theta+1}(\Sigma_{\lambda,n-1})} \|v\|_{L^{K+1}(\Sigma_{\lambda,n})}^{K-1} \|v - v_\lambda\|_{L^{K+1}(\Sigma_{\lambda,n})}.
\] (3.15)

(b) If $\theta < 1$ then for $1 < \frac{1}{\sigma} < r < \kappa$,
\[
\|v - v_\lambda\|_{L^{K+1}(\Sigma_{\lambda,n})} \leq C_1 \|u\|_{L^{\theta+1}(\Sigma_{\lambda,n-1})} \|v\|_{L^{K+1}(\Sigma_{\lambda,n})}^{K-1} \|v - v_\lambda\|_{L^{K+1}(\Sigma_{\lambda,n})}.
\] (3.16)

(c) If $\kappa < 1$ then for $1 < \frac{1}{\sigma} < q < \theta$,
\[
\|u - u_\lambda\|_{L^{\theta+1}(\Sigma_{\lambda,n-1})} \leq C_1 \|u\|_{L^{\theta+1}(\Sigma_{\lambda,n-1})} \|v\|_{L^{K+1}(\Sigma_{\lambda,n})}^{K-1} \|u - u_\lambda\|_{L^{\theta+1}(\Sigma_{\lambda,n-1})}.
\] (3.17)

**Proof:** In terms of $\kappa$ and $\theta$ the subcritical weighting exponents are $\sigma = \frac{2(n-1)}{\theta+1} - n + \alpha \geq 0$ and $\tau = \frac{2n}{\kappa+1} - n + \alpha + 2\beta \geq 0$. Let $\lambda \leq 0$. For a.e. $y \in \Sigma_{\lambda,n-1}$ (3.12) and (3.11) give

\[
u(y) - u_\lambda(y)
\]
\[
= \int_{\Sigma_{\lambda,n}} \frac{x_n^\beta}{|x - y|^{n-\alpha}} \left(v^\kappa(x) w^\tau(x) w^\sigma(y) - v^\kappa(x) w^\tau(x) w^\sigma(y)\right) \, dx
\]
\[
+ \int_{\Sigma_{\lambda,n}} \frac{x_n^\beta}{|x - y|^{n-\alpha}} \left(v^\kappa(x) w^\tau(x) w^\sigma(y) - v^\kappa(x) w^\tau(x) w^\sigma(y)\right) \, dx
\]
\[
\leq \int_{\Sigma_{\lambda,n}} \left(\frac{x_n^\beta}{|x - y|^{n-\alpha}} - \frac{x_n^\beta}{|x - y|^{n-\alpha}}\right) \left(v^\kappa(x) w^\tau(x) - v^\kappa(x) w^\tau(x) w^\sigma(y)\right) \, dx
\]
\[
\leq \int_{\Sigma_{\lambda,n}} \left(\frac{x_n^\beta}{|x - y|^{n-\alpha}} - \frac{x_n^\beta}{|x - y|^{n-\alpha}}\right) \left(v^\kappa(x) w^\tau(x) - v^\kappa(x) w^\tau(x) w^\sigma(y)\right) \, dx.
\] (3.18)

Continuing this estimate we have
\[
u(y) - u_\lambda(y) \leq \int_{\Sigma_{\lambda,n}} \left(\frac{x_n^\beta}{|x - y|^{n-\alpha}} - \frac{x_n^\beta}{|x - y|^{n-\alpha}}\right) \left(v^\kappa(x) w^\tau(x) w^\sigma(y)\right) \, dx
\]
\[
\leq \int_{\Sigma_{\lambda,n}} \frac{x_n^\beta}{|x - y|^{n-\alpha}} \left(v^\kappa(x) w^\tau(x) w^\sigma(y)\right) \, dx.
\] (3.19)

By a similar computation (3.13) and (3.11) give
\[
\nu(x) - v_\lambda(x)
\]
\[
\leq \int_{\Sigma_{\lambda,n-1}} \left(\frac{x_n^\beta}{|x - y|^{n-\alpha}} - \frac{x_n^\beta}{|x - y|^{n-\alpha}}\right) \left(u^\theta(y) - u^\theta_\lambda(y) w^\tau(x) w^\sigma(x)\right) \, dy
\]
\[
\leq \int_{\Sigma_{\lambda,n-1}} \frac{x_n^\beta}{|x - y|^{n-\alpha}} \left(u^\theta(y) - u^\theta_\lambda(y)\right) w^\tau(x) w^\sigma(x) \, dy
\] (3.20)
for a.e. \( x \in \Sigma_{\lambda,n} \). The assumption \( (\kappa + 1)^{-1} + (\theta + 1)^{-1} < 1 \) guarantees that one of \( \kappa \) or \( \theta \) is strictly larger than 1. We split the remainder of the proof into cases accordingly.

**Case 1:** Assume \( \kappa > 1 \). In this case, for \( y \in \Sigma_{\lambda,n}^u \) the Mean Value Theorem and estimate (3.19) give

\[
0 < u(y) - u_\lambda(y) \leq \kappa \int_{\Sigma_{\lambda,n}} \frac{x_\nu \theta^{-1}(x)(v(x) - v_\lambda(x))}{|x - y|^{n-\alpha}} w_\tau(x)w_\sigma(y) \, dy.
\]

Applying Corollary 3.4 (c) and Hölder’s inequality gives

\[
\|u - u_\lambda\|_{L^{\theta+1}(\Sigma_{\lambda,n}^u)} \leq C \|v^{\theta-1}(v - v_\lambda)\|_{L^{(\kappa+1)/\kappa}(\Sigma_{\lambda,n}^u)} \leq C \|v\|_{L^{\kappa+1}(\Sigma_{\lambda,n}^u)} \|v - v_\lambda\|_{L^{\kappa+1}(\Sigma_{\lambda,n}^u)}
\] (3.21)

for some constant \( C = C(n, \alpha, \beta, \kappa, \theta) > 0 \).

**Case 1 (a):** Assume \( \kappa > 1 \) and \( \theta \geq 1 \). In this case, for \( x \in \Sigma_{\lambda,n}^v \) the Mean Value Theorem and (3.20) give

\[
0 < v(x) - v_\lambda(x) \leq \theta \int_{\Sigma_{\lambda,n}} \frac{x_\nu \theta^{-1}(y)(v(y) - v_\lambda(y))}{|x - y|^{n-\alpha}} w_\tau(x)w_\sigma(y) \, dy.
\]

Applying Corollary 3.4 (b) and Hölder’s inequality gives

\[
\|v - v_\lambda\|_{L^{\kappa+1}(\Sigma_{\lambda,n}^v)} \leq C \|u^{\theta-1}(u - u_\lambda)\|_{L^{(\theta+1)/\theta}(\Sigma_{\lambda,n}^v)} \leq C \|u\|_{L^{\theta+1}(\Sigma_{\lambda,n}^v)} \|u - u_\lambda\|_{L^{\theta+1}(\Sigma_{\lambda,n}^v)}
\] (3.22)

for some constant \( C = C(n, \alpha, \beta, \kappa, \theta) > 0 \). Combining this with estimate (3.21) gives estimate (3.14). Similarly, using (3.21) in (3.22) gives estimate (3.15).

**Case 1(b):** Assume \( \kappa > 1 \) and \( \theta < 1 \). Let \( r \) satisfy \( 1 < \frac{1}{\theta} < r < \kappa \). For \( x \in \Sigma_{\lambda,n}^v \) the Mean Value Theorem and (3.20) give

\[
0 < v(x) - v_\lambda(x) \leq \theta r \int_{\Sigma_{\lambda,n}} \frac{x_\nu \theta^{-1}(y)(v(y) - v_\lambda(y))}{|x - y|^{n-\alpha}} w_\tau(x)w_\sigma(y) \, dy.
\]

Applying Corollary 3.4 (b) and Hölder’s inequality gives

\[
\|v - v_\lambda\|_{L^{\kappa+1}(\Sigma_{\lambda,n}^v)} \leq C \|u^{\theta-1/r}(u^{1/r} - u_\lambda^{1/r})\|_{L^{(\theta+1)/\theta}(\Sigma_{\lambda,n}^v)} \leq C \|u\|_{L^{\theta+1}(\Sigma_{\lambda,n}^v)} \|u^{1/r} - u_\lambda^{1/r}\|_{L^{(\theta+1)/\theta}(\Sigma_{\lambda,n}^v)}.
\] (3.23)
Now we estimate the Lebesgue norm of $u^{1/r} - u_{\lambda}^{1/r}$ appearing on the right hand side of this estimate. Define

\[
I_1(y) = \int_{\Sigma_{\lambda,n}} \frac{x_n^\beta v^\kappa(x)}{|x - y|^{n-\alpha}} w(x)^\tau w(y)^\sigma \, dx
\]

\[
I_2(y) = \int_{\Sigma_{\lambda,n}} \frac{x_n^\beta v_2^\kappa(x)}{|x - y|^{n-\alpha}} w(x^2)^\tau w(y)^\sigma \, dx
\]

\[
I_3(y) = \int_{\Sigma_{\lambda,n} \setminus \Sigma_{\lambda,n}^1} \frac{x_n^\beta v^\kappa(x)}{|x - y|^{n-\alpha}} w(x)^\tau w(y)^\sigma \, dx
\]

\[
I_4(y) = \int_{\Sigma_{\lambda,n} \setminus \Sigma_{\lambda,n}^1} \frac{x_n^\beta v_2^\kappa(x)}{|x - y|^{n-\alpha}} w(x^2)^\tau w(y)^\sigma \, dx
\]

so that $u(y) = \sum_{j=1}^4 I_j(y)$. We claim that

\[
I_3(y^\Delta) + I_4(y^\Delta) \geq I_3(y) + I_4(y) \quad \text{for a.e. } y \in \Sigma_{\lambda,n-1}. \quad (3.24)
\]

To verify this claim, write

\[
I_3(y) + I_4(y) - I_3(y^\Delta) - I_4(y^\Delta) = \int_{\Sigma_{\lambda,n} \setminus \Sigma_{\lambda,n}^1} Q(x,y) \, dx,
\]

where the integrand $Q(x,y)$ satisfies

\[
x_n^\beta Q(x,y) = \frac{v^\kappa(x)}{|x - y|^{n-\alpha}} w(x)^\tau w(y)^\sigma + \frac{v_2^\kappa(x)}{|x - y|^{n-\alpha}} w(x^2)^\tau w(y)^\sigma
\]

\[
- \frac{v^\kappa(x)}{|x - y|^{n-\alpha}} w(x)^\tau w(y^\Delta)^\sigma - \frac{v_2^\kappa(x)}{|x - y|^{n-\alpha}} w(x^2)^\tau w(y^\Delta)^\sigma
\]

\[
= \left( \frac{v^\kappa(x) w(x)^\tau}{|x - y|^{n-\alpha}} + \frac{v_2^\kappa(x) w(x^2)^\tau}{|x - y|^{n-\alpha}} \right) (w(y^\Delta)^\sigma - w(y)^\sigma)
\]

\[
- (v^\kappa(x) - v^\kappa(x^2)) w(x)^\tau w(y^\Delta)^\sigma \left( |x - y|^{\alpha-n} - |x - y^\Delta|^{\alpha-n} \right)
\]

\[
- v_2^\kappa(x) (w(x^2)^\tau - w(x)^\tau) w(y^\Delta)^\sigma \left( |x - y|^{\alpha-n} - |x - y^\Delta|^{\alpha-n} \right)
\]

\[
\leq 0
\]

for a.e. $x \in \Sigma_{\lambda,n} \setminus \Sigma_{\lambda,n}^1$ and $y \in \Sigma_{\lambda,n-1}$. Estimate (3.24) follows.

Defining for $y \in \Sigma_{\lambda,n-1}^{u}$

\[
a(y) = \int_{\Sigma_{\lambda,n}} \frac{x_n^\beta v^\kappa(x)}{|x - y|^{n-\alpha}} w(x)^\tau w(y)^\sigma \, dx + \int_{\Sigma_{\lambda,n}} \frac{x_n^\beta v_2^\kappa(x)}{|x - y|^{n-\alpha}} w(x^2)^\tau w(y)^\sigma \, dx
\]
and
\[
b(y) = \int_{\sum_{a}^{+}} \frac{x_{n}^{\beta} \kappa(x)}{|x-y|^{n-\alpha}} w(x) \tau w(y) \sigma \, dx + \int_{\sum_{a}^{-}} \frac{x_{n}^{\beta} \kappa(x)}{|x-y|^{n-\alpha}} w(x) \tau w(y) \sigma \, dx,
\]
we have both
\[
u(y) \leq a(y) + I_{3}(y) + I_{4}(y) + \int_{\sum_{a}^{+}} \frac{x_{n}^{\beta} \kappa(x)}{|x-y|^{n-\alpha}} \left( w(x^\lambda) \tau - w(x^\tau) \right) w(y^\lambda) \sigma \, dx
\]
and
\[
u_{\lambda}(y) \geq b(y) + I_{3}(y^\lambda) + I_{4}(y^\lambda) + \int_{\sum_{a}^{+}} \frac{x_{n}^{\beta} \kappa(x)}{|x-y|^{n-\alpha}} \left( w(x^\lambda) \tau - w(x^\tau) \right) w(y^\lambda) \sigma \, dx
\]
for a.e. \( y \in \sum_{a}^{+} \). Since in addition, \( u_{\lambda}(y) \geq b(y) \) in \( \sum_{a}^{+} \), there is a nonnegative function \( c(y) \) for which
\[
u(y) - a(y) \leq c(y) \leq u_{\lambda}(y) - b(y)
\]
for a.e. \( y \in \sum_{a}^{+} \). Using \( r > 1 \) and defining
\[
\phi_{1}(x, y) = \left( \frac{x_{n}^{\beta} \kappa(x)}{|x-y|^{n-\alpha}} w(x) \tau w(y) \sigma \right)^{1/r},
\]
\[
\phi_{2}(x, y) = \left( \frac{x_{n}^{\beta} \kappa(x)}{|x-y|^{n-\alpha}} w(x) \tau w(y) \sigma \right)^{1/r},
\]
\[
\psi_{1}(x, y) = \left( \frac{x_{n}^{\beta} \kappa(x)}{|x-y|^{n-\alpha}} w(x) \tau w(y) \sigma \right)^{1/r},
\]
\[
\psi_{2}(x, y) = \left( \frac{x_{n}^{\beta} \kappa(x)}{|x-y|^{n-\alpha}} w(x) \tau w(y) \sigma \right)^{1/r},
\]
we have
\[
u^{1/r}(y) - u_{\lambda}^{1/r}(y) \leq (a(y) + c(y))^{1/r} - (b(y) + c(y))^{1/r}
\]
\[
\leq a(y)^{1/r} - b(y)^{1/r}
\]
\[
= \left( \int_{\sum_{a}^{+}} |(\phi_{1}, \phi_{2})|_{\rho} \, dx \right)^{1/r} - \left( \int_{\sum_{a}^{+}} |(\psi_{1}, \psi_{2})|_{\rho} \, dx \right)^{1/r}
\]
\[
\leq \left( \int_{\sum_{a}^{+}} |(\phi_{1} - \psi_{1} + \phi_{2} - \psi_{2})|_{\rho} \, dx \right)^{1/r}
\]
\[
= \left( \int_{\sum_{a}^{+}} (|\phi_{1} - \psi_{1}|^{r} + |\phi_{2} - \psi_{2}|^{r}) \, dx \right)^{1/r} \quad (3.25)
\]
for a.e. \( y \in \Sigma^u_{\lambda, n-1} \). Moreover, for a.e. \((x, y) \in \Sigma^u_{\lambda, n} \times \Sigma^u_{\lambda, n-1}\) we have both

\[
|\varphi_1 - \psi_1|^r = (\varphi_1 - \psi_1)^r = \frac{x^\beta}{|x - y|^{n - \alpha}} \left( v^{\kappa/r}(x) - v^{\kappa/r}_\lambda(x) \right)^r w(x)^r w(y)^\sigma
\]

and

\[
|\varphi_2 - \psi_2|^r = \frac{x^\beta}{|x - y|^{n - \alpha}} \left( v^{\kappa/r}(x) - v^{\kappa/r}_\lambda(x) \right)^r w(x)^r w(y)^\sigma \leq (\varphi_1 - \psi_1)^r.
\]

Using these estimates in (3.25) then applying the Mean Value Theorem we obtain

\[
0 < u^{1/r}(y) - u^{1/r}_\lambda(y)
\]

for a.e. \( y \in \Sigma^u_{\lambda, n-1} \). An application of Corollary 3.4 (c) followed by Hölder’s inequality now gives

\[
\left\| u^{1/r} - u^{1/r}_\lambda \right\|_{L^{1/(\theta + 1)}(\Sigma^u_{\lambda, n-1})} \leq C \left\| v^{\kappa/r}(v - v_\lambda)^r \right\|_{L^{1/(\kappa + 1)/\kappa}(\Sigma^u_{\lambda, n})}^{1/r}
\]

for some positive constant \( C = C(n, \alpha, \beta, \theta, \kappa) \). Finally, using this estimate in (3.23) gives estimate (3.16).

**Case 2:** Assume \( \kappa \leq 1 \). In this case performing computations similar in spirit to those carried out in Case 1(b) one finds that estimate (3.17) holds. The details of this computation are omitted.

**Lemma 3.6.** Under the hypotheses of Proposition 3.3 there is \( \lambda \) sufficiently negative such that for all \( \mu \leq \lambda \), both

\[
u_\mu \geq v \quad \text{a.e. in } \Sigma_{\mu, n-1}
\]

and

\[
u_\mu \geq v \quad \text{a.e. in } \Sigma_{\mu, n}.
\]

**Proof.** Since \( u \in L^{\theta + 1}(\partial \mathbb{R}^n) \) and \( v \in L^{\kappa + 1}(\mathbb{R}^n) \), we have both \( \|u\|_{L^{\theta + 1}(\Sigma_{\mu, n-1})} \to 0 \) and \( \|v\|_{L^{\kappa + 1}(\Sigma_{\mu, n})} \to 0 \) as \( \mu \to -\infty \). Therefore, if \( \kappa \geq 1 \) and \( \theta \geq 1 \), we may choose \( \lambda \) sufficiently negative such that

\[
C_1 \|u\|_{L^{\theta + 1}(\Sigma_{\lambda, n-1})}^{\theta - 1} \|v\|_{L^{\kappa + 1}(\Sigma_{\lambda, n})}^{\kappa - 1} \leq \frac{1}{2}
\]

whenever \( \mu < \lambda \), where \( C_1 = C_1(n, \alpha, \beta, \theta, \kappa) \) is the constant whose existence is guaranteed by Lemma 3.5. In view of estimates (3.14) and (3.15), if \( \mu < \lambda \) we
obtain both
\[
\|u - u_\mu\|_{L^{\theta+1}(\Sigma_{\mu,n-1})} \leq \frac{1}{2} \|u - u_\mu\|_{L^{\theta+1}(\Sigma_{\mu,n-1})}
\]
and
\[
\|v - v_\mu\|_{L^{\theta+1}(\Sigma_{\mu,n})} \leq \frac{1}{2} \|v - v_\mu\|_{L^{\theta+1}(\Sigma_{\mu,n})}.
\]

For any such \(\mu\) we have \(|\Sigma_{\mu,n-1}^v| = 0 = |\Sigma_{\mu,n}^u|\). If \(\theta < 1\) then for any \(\frac{1}{\theta} < r < \kappa\) there is \(\lambda\) sufficiently negative such that
\[
C_1 \|u\|^{\theta-1/r}_{L^{\theta+1}(\Sigma_{\mu,n-1})} \|v\|^{\kappa-1}_{L^{\theta+1}(\Sigma_{\mu,n})} < \frac{1}{2}
\]
whenever \(\mu < \lambda\). For any such \(\lambda\) and \(\mu\), estimate (3.16) guarantees that \(|\Sigma_{\mu,n}^u| = 0\). Estimate (3.21) now gives \(|\Sigma_{\mu,n-1}^v| = 0\) for \(\mu < \lambda\). Similarly, we find that if \(\kappa < 1\) then both of \(\Sigma_{\mu,n}^v\) and \(\Sigma_{\mu,n-1}^u\) are measure zero sets.

Define
\[
\bar{\lambda} = \sup\{\lambda < 0 : \text{ both (3.26) and (3.27) hold for all } \mu \leq \lambda\}.
\]

**Lemma 3.7.** If \(\bar{\lambda} \leq 0\) then \(u_\bar{\lambda} \geq u\) a.e. in \(\Sigma_{\bar{\lambda},n-1}\) and \(v_\bar{\lambda} \geq v\) a.e. in \(\Sigma_{\bar{\lambda},n}\).

**Proof.** Suppose the assertion of the lemma is false so that either \(|\Sigma_{\bar{\lambda},n-1}^u| > 0\) or \(|\Sigma_{\bar{\lambda},n}^v| > 0\). In fact, if one of these inequalities holds then they both must hold. Indeed, if \(|\Sigma_{\bar{\lambda},n-1}^u| > 0\) then estimate (3.19) implies that \(|\Sigma_{\bar{\lambda},n}^v| > 0\). Similarly if \(|\Sigma_{\bar{\lambda},n}^v| > 0\) then estimate (3.20) guarantees that \(|\Sigma_{\bar{\lambda},n-1}^u| > 0\). Now choose \(R > 0\) (large) and \(\delta > 0\) (small) such that
\[
3|\Sigma_{\bar{\lambda},n-1}^u| \leq 4\left|\{y \in B_R^{n-1} \cap \Sigma_{\bar{\lambda},n-1} : u(y) - u_{\bar{\lambda}}(y) > \delta\}\right|.
\]

If \(\lambda < \bar{\lambda}\) is sufficiently close to \(\bar{\lambda}\) then
\[
4|B_R^{n-1} \cap \{\lambda \leq y_1 \leq \bar{\lambda}\}| \leq |\Sigma_{\bar{\lambda},n-1}^u|.
\]

For any \(h \in C^0 \cap L^{\theta+1}(\partial \mathbb{R}^n)\) there exists \(\Lambda = \Lambda(h) < \bar{\lambda}\) such that for all \(\Lambda < \lambda < \bar{\lambda}\) and a.e. \(y \in B_R^{n-1} \cap \Sigma_{\lambda,n-1} \cap \{u - u_{\lambda} > \delta\}\),
\[
\delta < u(y) - u_{\lambda}(y) + u_{\lambda}(y) - u_{\hat{\lambda}}(y)
\]
\[
\leq |u(y^\lambda) - h(y^\lambda)| + |h(y^\lambda) - h(y^\hat{\lambda})| + |h(y^\hat{\lambda}) - u(y^\hat{\lambda})|
\]
\[
\leq |u(y^\lambda) - h(y^\lambda)| + |h(y^\lambda) - u(y^\hat{\lambda})| + \frac{\delta}{2}.
\]
Choosing \( h \in C^0 \cap L^{q+1}(\partial \mathbb{R}^n) \) sufficiently close to \( u \) in \( L^{q+1} \)-norm then choosing \( \lambda \in (\lambda, \hat{\lambda}) \) sufficiently close to \( \hat{\lambda} \) gives

\[
\begin{align*}
|B_R^{n-1} \cap \Sigma_{\lambda,n-1} &\cap \{ u - u_{\lambda} > \delta \}| \\
\leq & \left\{ y \in B_R^{n-1} \cap \Sigma_{\lambda,n-1} : \frac{\delta}{2} \leq |u(y^{\lambda}) - h(y^{\lambda})| + |h(y^{\lambda}) - u(y^{\lambda})| \right\} \\
\leq & 2 \left\{ y \in \partial \mathbb{R}^n_+ : \frac{\delta}{4} \leq |u(y) - h(y)| \right\} \\
\leq & C \delta^{-\theta - 1} \| u - h \|_{L^{q+1}(\partial \mathbb{R}^n)} \\
\leq & \frac{3}{4} |\Sigma_{\lambda,n-1}^{u}|
\end{align*}
\]

Combining this estimate with (3.28) gives

\[
\frac{3}{4} |\Sigma_{\lambda,n-1}^{u}| \leq |B_R^{n-1} \cap \{ \lambda \leq y_1 \leq \hat{\lambda} \}| + |B_R^{n-1} \cap \Sigma_{\lambda,n-1}^{u} \cap \{ u - u_{\lambda} > \delta \}|
\]

whenever \( \lambda < \hat{\lambda} \) is sufficiently close to \( \hat{\lambda} \), a contradiction. \( \blacksquare \)

**Lemma 3.8.** Under the hypotheses of Proposition 3.3, if \( \hat{\lambda} < 0 \) then \( u_{\lambda} > u \) a.e. in \( \Sigma_{\lambda,n-1} \) and \( v_{\lambda} > v \) a.e. in \( \Sigma_{\lambda,n} \).

**Proof.** Suppose for the sake of obtaining a contradiction that \( \hat{\lambda} < 0 \) and that there is a positive-measure subset \( A \subset \Sigma_{\lambda,n-1} \) on which the equality \( u_{\lambda} = u \). For all \( y \in A \) estimate (3.18) and the fact that \( v_{\lambda} \geq v \) a.e. in \( \Sigma_{\lambda,n} \) give

\[
0 = u(y) - u_{\lambda}(y)
\leq \int_{\Sigma_{\lambda,n}} \left( \frac{x_{n\beta}^B}{|x - y|^{n-\alpha}} - \frac{x_{n\beta}^B}{|x^{\lambda} - y|^{n-\alpha}} \right) \left( v^{\kappa}(x) - v_{\lambda}(x) \right) w^\tau(x) w^\sigma(y) \, dx
\leq 0.
\]

Consequently, \( v_{\lambda} = v \) a.e. in \( \Sigma_{\lambda,n} \). Using this equality in the second-to-last line of estimate (3.18), for all \( y \in A \) we obtain

\[
0 = u(y) - u_{\lambda}(y)
\leq \int_{\Sigma_{\lambda,n}} \left( \frac{x_{n\beta}^B}{|x - y|^{n-\alpha}} - \frac{x_{n\beta}^B}{|x^{\lambda} - y|^{n-\alpha}} \right) \left( v^{\kappa}(x) w^\tau(x) - v_{\lambda}(x) w^\tau(x^{\lambda}) \right) w^\sigma(y) \, dx
\leq \int_{\Sigma_{\lambda,n}} \left( \frac{x_{n\beta}^B}{|x - y|^{n-\alpha}} - \frac{x_{n\beta}^B}{|x^{\lambda} - y|^{n-\alpha}} \right) v^{\kappa}(x) \left( w^\tau(x) - w^\tau(x^{\lambda}) \right) w^\sigma(y) \, dx
\leq 0,
\]

a contradiction. By a similar argument one can verify that \( v_{\lambda} > v \) a.e. in \( \Sigma_{\lambda,n} \). \( \blacksquare \)

**Lemma 3.9.** Under the hypotheses of Proposition 3.3 \( \hat{\lambda} = 0 \).
Proof. We will show both that
\[ \lim_{\lambda \to \bar{\lambda}^+} \|u\|_{L^{q+1}(\Sigma_{\bar{\lambda},n-1}^\alpha)} = 0 \] (3.29)
and that
\[ \lim_{\lambda \to \bar{\lambda}^+} \|v\|_{L^{q+1}(\Sigma_{\bar{\lambda},n}^\alpha)} = 0. \] (3.30)
Under the assumption that these limits hold Lemma 3.5 guarantees the existence of \( \delta > 0 \) sufficiently small such that if \( \lambda \leq \bar{\lambda} + \delta \) then
\[ \|u - u_\lambda\|_{L^{q+1}(\Sigma_{\lambda,n-1}^\alpha)} \leq \frac{1}{2} \|u - u_\lambda\|_{L^{q+1}(\Sigma_{\bar{\lambda},n-1}^\alpha)} \]
and
\[ \|v - v_\lambda\|_{L^{q+1}(\Sigma_{\lambda,n}^\alpha)} \leq \frac{1}{2} \|v - v_\lambda\|_{L^{q+1}(\Sigma_{\bar{\lambda},n}^\alpha)}. \] These inequalities imply that both \( \Sigma_{\bar{\lambda},n-1}^\alpha \) and \( \Sigma_{\bar{\lambda},n}^\alpha \) are zero-measure sets whenever \( \bar{\lambda} \leq \lambda \leq \bar{\lambda} + \delta \) thus contradicting the maximality of \( \bar{\lambda} \).

The remainder of the proof of Lemma 3.9 is devoted to showing that (3.29) and (3.30) hold. Since the proofs of these limits are similar, only the details of (3.29) will be presented. If \( \varepsilon > 0 \) is given we may choose \( R > 0 \) large then choose \( \eta = \eta(R) > 0 \) small such that for all \( \lambda \in [\bar{\lambda}, \bar{\lambda} + \eta] \),
\[ \|v\|_{L^{q+1}(\Sigma_{\lambda,n}^\alpha)} \leq \|v\|_{L^{q+1}(\Sigma_{\lambda,n}^\alpha \setminus B_R)} + \|v\|_{L^{q+1}(B_R \cap [\lambda - \eta, \bar{\lambda}] \cap \{x_n < \eta\})}
+ \|v\|_{L^{q+1}(B_R \cap \{x_n < \eta\})} + \|v\|_{L^{q+1}(\Sigma_{\lambda,n}^\alpha \cap \{x_n > \eta\})}
\leq \|v\|_{L^{q+1}(\Sigma_{\lambda,n}^\alpha \cap \{x_n > \eta\})} + \varepsilon \],
where we use the notation
\[ \Sigma_{\lambda,n}^\alpha (R, \eta) = \Sigma_{\lambda,n}^\alpha \cap B_R \cap \{x_1 < \bar{\lambda} - \eta, x_n > \eta\}. \]
Thus, to establish (3.30) it is sufficient to show that for all \( R > 0 \) large and all \( \eta > 0 \) small,
\[ \left| \Sigma_{\lambda,n}^\alpha (R, \eta) \right| \to 0 \] (3.31)
as \( \lambda \to \bar{\lambda}^+ \). Suppose for the sake of obtaining a contradiction that (3.31) fails and choose \( R > 0, \eta > 0, \varepsilon_0 > 0 \) and a sequence \( \lambda_k \to \bar{\lambda}^+ \) for which \( \left| \Sigma_{\lambda_k,n}^\alpha (R, \eta) \right| > \varepsilon_0 \) for all \( k \). The first inequality in estimate (3.29) guarantees the existence of a positive constant \( c_1 > 0 \) depending only on \( n, \alpha, \beta, R, \eta \) and the distribution function of \( u_\lambda^\alpha - u^\alpha \) such that \( v_\lambda - v \geq c_1 \) for a.e. \( x \in \Sigma_{\lambda-n,n}^\alpha \cap B_R \cap \{x_n > \eta\} \). Consequently,
\[ v_\lambda - v_\lambda_k \geq v_\lambda - v \geq c_1 \]
a.e. in \( \Sigma_{\lambda,n}^\alpha (R, \eta) \). For any \( h \in C^0 \cap L^{q+1}(\mathbb{R}^n_+) \) there is \( \Lambda = \Lambda(h) > \bar{\lambda} \) such that if \( \lambda_k \in [\bar{\lambda}, \Lambda] \) then
\[ c_1 \leq v_\lambda (x) - v_{\lambda_k} (x) \]
\[ \leq |v(x_\lambda) - h(x_\lambda)| + |h(x_\lambda) - v(x_\lambda)| + \frac{c_1}{2}. \]
for a.e. \( x \in \Sigma_{\lambda, \eta}(R, \eta) \). Choosing \( \|h - v\|_{L^{\infty}(\mathbb{R}_+^n)} \) small (depending on \( c_1 \) and \( \varepsilon_0 \)) then choosing \( k = k(h) \) large we get

\[
\varepsilon_0 < \left| \Sigma_{\lambda, \eta}(R, \eta) \right| \leq 2 \left| \left\{ x \in \mathbb{R}_+^n : \frac{c_1}{4} \leq |v(x) - h(x)| \right\} \right| \leq 2 \left| \left\{ x \in \mathbb{R}_+^n : \frac{c_1}{4} \leq |v(x)| - |h(x)| \right\} \right| \leq C c_1^{-K-1} \|h - v\|_{L^{\infty}(\mathbb{R}_+^n)} \leq \frac{\varepsilon_0}{2},
\]

a contradiction. This establishes (3.31) and hence (3.30). 

\[\Box\]

Proof of Proposition 3.3. It suffices to show that for every direction \( e \subset S^{n-2} \subset \partial \mathbb{R}_+^n \), the inequalities

\[ u \leq u \circ R_e \quad \text{and} \quad v \leq v \circ R_e \quad (3.32) \]

hold in \( L^{\theta+1}(\{y \in \mathbb{R}_+^n : y \cdot e \geq 0\}) \) and in \( L^{\infty}(\{x \in \mathbb{R}_+^n : x \cdot e \geq 0\}) \) respectively, where \( R_e : \mathbb{R}^n \to \mathbb{R}^n \) is reflection about the hyperplane \( \{x \in \mathbb{R}^n : x \cdot e = 0\} \). The equality \( \lambda = 0 \) and Lemma 3.7 guarantee that inequalities (3.32) hold for \( e = -e_1 = (-1, 0, \ldots, 0) \). Arguing similarly to the case \( e = -e_1 \) one can show that inequalities (3.32) hold for all \( e \subset S^{n-2} \).

\[\Box\]

4. SHARP INEQUALITY AND EXTREMAL FUNCTIONS FOR THE CONFORMALLY INVARIANT EXPONENTS

4.1. Sharp inequality on \( \mathbb{R}_+^n \).

Proof of Theorem 1.1. First we show that the sharp inequality

\[ \|E_B f\|_{L^{\frac{2n}{n+\alpha-2}}(B)} \leq C_\varepsilon(n, \alpha, \beta) \|f\|_{L^{\frac{2(n-1)}{n+\alpha-2}}(\partial B)} \quad (4.1) \]

holds for every \( f \in L^{\frac{2(n-1)}{n+\alpha-2}}(\partial B) \). It suffices to establish (4.1) for nonnegative \( f \in C^0(\partial B) \). Fix any such \( f \). For any \( \zeta \in \partial B \) we have \( f^p(\zeta) \to f^{\frac{2(n-1)}{n+\alpha-2}}(\zeta) \) as \( p \to \left( \frac{2(n-1)}{n+\alpha-2} \right)^+ \). Additionally, for all \( \frac{2(n-1)}{n+\alpha-2} < p \leq \frac{2(n-1)}{n+\alpha-2} + 1 \) there holds

\[ f^p(\zeta) \leq (1 + \max_{\partial B} f)^{1 + \frac{2(n-1)}{n+\alpha-2}}, \]

so the Bounded Convergence Theorem gives \( \|f\|_{L^p(\partial B)} \to \|f\|_{L^{\frac{2(n-1)}{n+\alpha-2}}(\partial B)} \) as \( p \to \left( \frac{2(n-1)}{n+\alpha-2} \right)^+ \). We apply a similar argument to \( \|E_B f\|_{L^{p'}(B)} \) as \( p' \to \left( \frac{2n}{n+\alpha-2-2\beta} \right)^- \). By Lemma 5.1 of the appendix we have \( E_B f \in L^{2n/(n-\alpha-2\beta)}(B) \) and therefore the following inequality holds for a.e. \( \xi \in B \):

\[ (E_B f(\xi))^{p'} \leq (1 + E_B f(\xi))^{2n/(n-\alpha-2\beta)} \in L^1(B). \]
The Dominated Convergence Theorem gives \( \|E_B f\|_{L^{t'}(B)} \to \|E_B f\|_{L^{2n/(n-\alpha-2\beta)}(B)} \) as \( t' \to (2n/(n-\alpha-2\beta))^- \). Now, if \( p > \frac{2(n-1)}{n+\alpha-2} \) and \( t' < \frac{2n}{n-\alpha-2\beta} \) then Corollary 2.2 (a) with optimal constant \( C_*(n, \alpha, \beta, p, t) = (n\omega_n)^{-1/p} \|E_B f\|_{L^{t'}(B)} \) whose value was computed in Theorem 3.1 gives

\[
\|E_B f\|_{L^{t'}(B)} \leq C_*(n, \alpha, \beta, p, t) \|f\|_{L^p(\partial B)}.
\]

Applying the same argument to the constant function 1 that was just applied to \( f \) we find that \( C_*(n, \alpha, \beta, p, t) \to \mathcal{C}_*(n, \alpha, \beta) \) as \( p \to \left( \frac{2(n-1)}{n+\alpha-2} \right)^+ \) and \( t' \to \left( \frac{2n}{n-\alpha-2\beta} \right)^- \).

Thus, letting \( p \to \left( \frac{2(n-1)}{n+\alpha-2} \right)^+ \) and \( t' \to \left( \frac{2n}{n-\alpha-2\beta} \right)^- \) we recover (4.1). To see that \( \mathcal{C}_*(n, \alpha, \beta) \) is the optimal constant observe first that (4.1) guarantees that

\[
\mathcal{C}_*(n, \alpha, \beta) \geq \sup \left\{ \|E_B f\|_{L^{n-2\alpha-2\beta}(B)} : \|f\|_{L^{2n/(n-\alpha-2\beta)}(\partial B)} = 1 \right\}.
\]

The reverse inequality is guaranteed by the fact that the constant function \( f = (n\omega_n)^{-\frac{2(n-1)}{n+\alpha-2}} \) has unit \( L^{2n/(n-\alpha-2)}(\partial B) \)-norm and attains \( \mathcal{C}_*(n, \alpha, \beta) \).

Finally, given \( f \in L^{2n/(n-\alpha-2)}(\partial \mathbb{R}^n_+) \) we define \( F : \partial B \to \mathbb{R} \) by \( F(\zeta) = \left( \frac{2}{n + \alpha - 2} \right)^{n+\alpha-2} f \circ T(\zeta) \), where \( T \) is as in (3.2). By performing elementary computations one can verify that \( \|F\|_{L^{2/(n-\alpha)}(\partial B)} = \|f\|_{L^{2n/(n-\alpha-2)}(\partial \mathbb{R}^n_+)} \) and that \( \|E_B F\|_{L^{2n/(n-\alpha-2\beta)}(\partial B)} = \|E_f\|_{L^{2n/(n-\alpha-2\beta)}(\mathbb{R}^n_+)} \).

The assertion of the theorem follows.

4.2. Classification of Extremal functions. In this subsection we will prove Theorem 1.3, the classification of extremal functions in inequality (1.7). For the remainder of this section we will use the notation

\[
p = \frac{2(n-1)}{n+\alpha-2}, \quad t = \frac{2n}{n+\alpha+2\beta}.
\]

With this notation we have \( \theta = p' - 1 = \frac{n+\alpha-2}{n-\alpha} \) and \( \kappa = \frac{n+\alpha+2\beta}{n-\alpha-2\beta} \). To prove Theorem 1.3 we classify all positive solutions \( f \in L^p(\partial \mathbb{R}^n_+) \) to equation (1.10). If \( f \) is any such function then the functions \( u(y) = f(y)\frac{n-\alpha}{n+\alpha-2} \) and \( v(x) = Ef(x) \) satisfy the system

\[
\begin{cases}
  u(y) = \int_{\mathbb{R}^n_+} x^n_{\alpha} v^\kappa(x) \text{ dx} & \text{for } y \in \partial \mathbb{R}^n_+ \\
  v(x) = \int_{\mathbb{R}^n_+} x^n_{\beta} u^\theta(y) \text{ dy} & \text{for } x \in \mathbb{R}^n_+ .
\end{cases}
\]

where here and throughout the remainder of this section we use the simplified notation \( Ef = E_{\alpha, \beta} f \). Theorem 1.3 is implied by the following theorem.

**Theorem 4.1.** Let \( n \geq 2 \) and suppose \( \alpha \) and \( \beta \) satisfy (1.5) and (1.6). If \( u \in L^{\theta+1}(\partial \mathbb{R}^n_+) \) and \( v \in L^{\kappa+1}(\mathbb{R}^n_+) \) are positive solutions to (4.2) then there exists \( c_1 > \)
0, \ d > 0 \ and \ y_0 \in \partial \mathbb{R}^n_+ \ such \ that
\[
u(y) = \frac{c_1}{(d^2 + |y - y_0|^2)^{n/2}} \quad \text{for all } y \in \partial \mathbb{R}^n_+.
\] (4.3)

Let us show that Theorem 1.3 follows from Theorem 4.1.

Proof of Theorem 1.3. Equality (1.11) follows immediately from equation (4.3) and the relation \( f = u^{n/2 \ - \ 2} \). It remains to show that the asserted limits of \( Ef \) hold at \( x_0 = 0 \). Note first that with \( \alpha < 1 \) then using the change of variable \( y \mapsto (y - x')/x_n \) we obtain
\[
x_n^{1-\alpha - \beta} Ef(x', x_n) = \int_{\partial \mathbb{R}^n_+} \frac{f(x' + x_n y)}{(1 + |y|^2)^{n/2}} \, dy
\] for all \( x \in \mathbb{R}^n_+ \). Since \( f \in C^0 \cap L^\infty(\partial \mathbb{R}^n_+) \) the Dominated Convergence Theorem guarantees that
\[
\lim_{x_n \to 0^+} x_n^{1-\alpha - \beta} Ef(x', x_n) = f(x') \int_{\partial \mathbb{R}^n_+} \left(1 + |y|^2\right)^{-n/2} \, dy.
\]
Assertion (a) of Theorem 1.3 is established.

To establish item (b), let \( R > 3(|x'| + |y_0 - x'|) + 1 \) and set
\[
I_R(x') = \int_{\partial \mathbb{R}^n_+ \setminus B_R(x')} \frac{f(y)}{|x - y|^{n-1}} \, dy
\] \[ J_R(x') = \int_{\partial \mathbb{R}^n_+ \setminus B_R(x')} \frac{f(y)}{|x - y|^{n-1}} \, dy
\] so that
\[
x_n^{-\beta} Ef(x', x_n) = I_R(x') + J_R(x').
\] (4.4)

For \( y \in \partial \mathbb{R}^n_+ \setminus B_R(x') \) the inequalities \( 2|x - y| \geq |y| \) and \( 3|y - y_0| \geq |y| \) hold so
\[
J_R(x') \leq C \int_{\partial \mathbb{R}^n_+ \setminus B_R(x')} |y - y_0|^{1-n} |x - y|^{1-n} \, dy
\] \[ \leq C \int_{\partial \mathbb{R}^n_+ \setminus B_1} |y|^{-2(n-1)} \, dy
\] \[ \leq C.
\]
To estimate \( I_R(x') \) use the change of variable \( y \mapsto (y - x')/x_n \) and the fact that \( |\nabla f| \in L^\infty(\partial \mathbb{R}^n_+) \) to get
\[
I_R(x') = \int_{\partial \mathbb{R}^n_+} \frac{f(x' + x_n y)}{(1 + |y|^2)^{n/2}} \, dy
\] \[ = f(x') \int_{\partial \mathbb{R}^n_+} \frac{dy}{(1 + |y|^2)^{n/2}} + O(1) \int_{\partial \mathbb{R}^n_+} \frac{x_n |y|}{(1 + |y|^2)^{n/2}} \, dy.
\]
Since
\[ \int_{\mathbb{R}^{n-1}} \frac{x_n |y|}{(1 + |y|^2)^{\frac{n-1}{2}}} \, dy \leq CR \]
and since
\[ -\frac{1}{\log x_n} \int_{B_{R/x_n}} (1 + |y|^2)^{\frac{1-n}{2}} \, dy \to (n - 1) \omega_{n-1} \]
as \( x_n \to 0^+ \), bringing the estimates of \( I_R(x') \) and \( J_R(x') \) back into (4.4) gives
\[ - \lim_{x_n \to 0^+} \frac{1}{x_n \log x_n} E f(x', x_n) = (n - 1) \omega_{n-1} f(x'). \]
Item (b) is established.

To establish assertion (c) of Theorem 1.3 observe that if \( \alpha > 1 \) then we have
\[ \lim_{x_n \to 0} x_n^{-\beta} E f(x', x_n) = \int_{\partial \mathbb{R}^n_+} \frac{f(y)}{|x' - y|^{n-\alpha}} \, dy. \]
Thus, assertion (c) will be established once we show that, up to a positive scalar multiple,
\[ f(x') \frac{n-\alpha}{n+\alpha-2} = \int_{\partial \mathbb{R}^n_+} \frac{f(y)}{|x' - y|^{n-\alpha}} \, dy. \]
Set
\[ \bar{v}(x') = \int_{\partial \mathbb{R}^n_+} \frac{f(y)}{|x' - y|^{n-\alpha}} \, dy. \]
Note first that with \( w \) as in (3.5) and \( T \) as in (3.2), the function
\[ \varphi(x') = \int_{\partial \mathbb{R}^n_+} w(y)^{n+\alpha-2} \frac{|y'|}{|x' - y|^{n-\alpha}} \, dy \]
satisfies
\[ \left( \frac{2}{|\xi'| + e_n} \right)^{n-\alpha} \varphi \circ T(\xi) = \int_{\partial B_{|\xi'|}} \frac{dS_{\xi}}{|\xi - \xi'|^{n-\alpha}} = \int_{\partial B_{|e_n - \xi'|}} \frac{dS_{\xi}}{|e_n - \xi'|^{n-\alpha}} = C(n, \alpha) \]
for \( \xi = T^{-1}(x') \in \partial B \). In particular, \( \varphi(x') = C(n, \alpha)w(x')^{n-\alpha} \). On the other hand, using the change of variable \( y \mapsto 2(y - y_0)/d \) we find that \( \bar{v}(dx'/2 + y_0) = C(n, \alpha, d) \varphi(x') \). Therefore, up to a positive constant multiple we have
\[ \bar{v}(x') = \varphi(2(x' - y_0)/d) = \left( d^2 + |x' - y_0|^2 \right)^{\frac{n-\alpha}{2}}, \]
which is the desired equality. \( \blacksquare \)

The remainder of this subsection is devoted to the proof of Theorem 4.1. For \( z \in \partial \mathbb{R}^n_+ \) and \( \lambda > 0 \) define
\[ y^{z, \lambda} = z + \frac{\lambda^2 (y - z)}{|y - z|^2} \quad \text{and} \quad x^{z, \lambda} = z + \frac{\lambda^2 (x - z)}{|x - z|^2} \]
for \( y \in \partial \mathbb{R}^n_+ \setminus \{z\} \) and \( x \in \mathbb{R}^n_+ \) respectively. For any such \( x, y \) and \( z \) we have

\[
|x^{z,\lambda} - y^{z,\lambda}| = \frac{\lambda}{|x - z|} \cdot \frac{\lambda}{|y - z|} |x - y| \tag{4.5}
\]
and
\[
|y - z| |x - y^{z,\lambda}| = |x - z| |x^{z,\lambda} - y| \tag{4.6}
\]
as well as

\[
(x^{z,\lambda})_n = \left( \frac{\lambda}{|x - z|} \right)^2 x_n. \tag{4.7}
\]

Define the Kelvin-type transformations

\[
u u_{z,\lambda}(y) = \left( \frac{\lambda}{|y - z|} \right)^{n-\alpha} u(y^{z,\lambda}) \quad \text{for} \ y \in \partial \mathbb{R}^n_+ \setminus \{z\}
\]
and

\[
u v_{z,\lambda}(x) = \left( \frac{\lambda}{|x - z|} \right)^{n-\alpha-2\beta} v(x^{z,\lambda}) \quad \text{for} \ x \in \mathbb{R}^n_+.
\]

For each \( z \in \partial \mathbb{R}^n_+ \) and \( \lambda > 0 \) these functions satisfy \( \|u\|_{L^{0,1}(\partial \mathbb{R}^n_+)} = \|u_{z,\lambda}\|_{L^{0,1}(\partial \mathbb{R}^n_+)} \) and \( \|v\|_{L^{0,1}(\partial \mathbb{R}^n_+)} = \|v_{z,\lambda}\|_{L^{0,1}(\mathbb{R}^n_+)} \).

**Lemma 4.2.** If \( u \in L^{0,1}(\partial \mathbb{R}^n_+) \) and \( v \in L^{K+1}(\mathbb{R}^n_+) \) are nonnegative functions satisfying (4.2) then for every \( z \in \mathbb{R}^n_+ \) and every \( \lambda > 0 \)

\[
\begin{cases}
u u_{z,\lambda}(y) = \int_{\mathbb{R}^n_+} \frac{x^\beta v_{z,\lambda}(x)}{|x - y|^{n-\alpha}} \, dx & \text{for} \ y \in \partial \mathbb{R}^n_+ \setminus \{z\} \\
u v_{z,\lambda}(x) = \int_{\mathbb{R}^n_+} \frac{x^\beta u_{z,\lambda}(y)}{|x - y|^{n-\alpha}} \, dy & \text{for} \ x \in \mathbb{R}^n_+.
\end{cases} \tag{4.8}
\]

**Proof.** Using the change of variable \( y \mapsto y^{z,\lambda} \) in the second of equations (4.2) gives

\[
\begin{align*}
u v(x) &= \int_{\partial \mathbb{R}^n_+} \frac{x^\beta u^{\theta}(y^{z,\lambda})}{|x - y^{z,\lambda}|^{n-\alpha}} \left( \frac{\lambda}{|y - z|} \right)^2 \, dy \\
&= \int_{\partial \mathbb{R}^n_+} \frac{x^\beta u^{\theta}(y)}{|x - y^{z,\lambda}|^{n-\alpha}} \left( \frac{\lambda}{|y - z|} \right)^{n-\alpha} \, dy.
\end{align*}
\]

Therefore, using (4.5) and (4.7) we obtain

\[
\begin{align*}
u v_{z,\lambda}(x) &= \left( \frac{\lambda}{|x - z|} \right)^{n-\alpha} \int_{\partial \mathbb{R}^n_+} \frac{x^\beta u_{z,\lambda}(y)}{|x^{z,\lambda} - y^{z,\lambda}|^{n-\alpha}} \left( \frac{\lambda}{|y - z|} \right)^{n-\alpha} \, dy \\
&= \int_{\partial \mathbb{R}^n_+} \frac{x^\beta u_{z,\lambda}(y)}{|x - y|^{n-\alpha}} \, dy.
\end{align*}
\]

The proof of the first equation in (4.2) is similar. ■
Lemma 4.3. If \( u, v \) satisfy (4.2) then for all \( z \in \partial \mathbb{R}_+^n \) and \( \lambda > 0 \),
\[
\begin{align*}
\langle u, v \rangle_{\lambda}(y) &= u(y) \\
&= \int_{\mathbb{R}_+^n \setminus B_1(z)} \left( \frac{x_n^\beta}{|x-y|^{n-\alpha}} - \frac{\lambda}{|x-z|^\alpha} \right) \frac{x_n^\beta}{|x-z|^{n-\alpha}} \left( v_{n,\lambda}^\theta(x) - u^\theta(x) \right) \, dx \\
&= \int_{\partial \mathbb{R}_+^n \setminus \{z\}} \left( \frac{x_n^\beta}{|x-y|^{n-\alpha}} - \frac{\lambda}{|x-z|^\alpha} \right) \frac{x_n^\beta}{|x-z|^{n-\alpha}} \left( v_{n,\lambda}^\theta(y) - u^\theta(y) \right) \, dy 
\end{align*}
\]
for \( y \in \partial \mathbb{R}_+^n \setminus \{z\} \) and
\[
\begin{align*}
\langle u, v \rangle_{\lambda}(x) &= v(x) \\
&= \int_{\mathbb{R}_+^n \setminus B_1(z)} \left( \frac{x_n^\beta}{|x-y|^{n-\alpha}} - \frac{\lambda}{|x-z|^\alpha} \right) \frac{x_n^\beta}{|x-z|^{n-\alpha}} \left( u_{n,\lambda}^\theta(y) - u^\theta(y) \right) \, dx \\
&= \int_{\partial \mathbb{R}_+^n \setminus B_1(z)} \left( \frac{x_n^\beta}{|x-y|^{n-\alpha}} - \frac{\lambda}{|x-z|^\alpha} \right) \frac{x_n^\beta}{|x-z|^{n-\alpha}} \left( u_{n,\lambda}^\theta(y) - u^\theta(y) \right) \, dy
\end{align*}
\]
for \( x \in \mathbb{R}_+^n \). Moreover, for any \( z \in \partial \mathbb{R}_+^n \) and \( \lambda > 0 \),
\[
\frac{1}{|x-y|^{n-\alpha}} > \frac{1}{|x-z|^{n-\alpha}} \quad \text{for } x \in \mathbb{R}_+^n \setminus B_1(z), y \in \mathbb{R}_+^n \setminus B_1(z).
\]
(4.11)

Proof. To prove equation (4.10) use the change of variable \( y \mapsto y^z:\lambda \) to get
\[
\int_{B_{1}(z)} \frac{x_n^\beta}{|x-y|^{n-\alpha}} u^\theta(y) \, dy = \int_{\partial \mathbb{R}_+^n \setminus B_1(z)} \frac{x_n^\beta}{|x-y^z:\lambda|^{n-\alpha}} u^\theta(y^z:\lambda) \left( \frac{\lambda}{|y-z|^\alpha} \right)^{2(n-1)} \, dy.
\]
Now use (4.6) to obtain
\[
\langle u, v \rangle_{\lambda}(x) = \int_{\partial \mathbb{R}_+^n \setminus B_1(z)} \frac{x_n^\beta}{|x-y|^{n-\alpha}} u^\theta(y) \, dy + \int_{\partial \mathbb{R}_+^n \setminus B_1(z)} \frac{x_n^\beta}{|x-y|^{n-\alpha}} \left( \frac{\lambda}{|y-z|^\alpha} \right)^{n-\alpha} x_n^\beta \frac{u_{n,\lambda}^\theta(y)}{|x-y^z:\lambda|^{n-\alpha}} \, dy
\]
\[
\begin{align*}
&= \int_{\partial \mathbb{R}_+^n \setminus B_1(z)} \frac{x_n^\beta}{|x-y|^{n-\alpha}} u^\theta(y) \, dy + \int_{\partial \mathbb{R}_+^n \setminus B_1(z)} \frac{x_n^\beta}{|x-y|^{n-\alpha}} \left( \frac{\lambda}{|y-z|^\alpha} \right)^{n-\alpha} \frac{u_{n,\lambda}^\theta(y)}{|x-y^z:\lambda|^{n-\alpha}} \, dy
\end{align*}
\]
(4.12)
Evaluating this expression at \( x^z:\lambda \) and using (4.7) gives
\[
\langle u, v \rangle_{\lambda}(x) = \int_{\partial \mathbb{R}_+^n \setminus B_1(z)} \left( \frac{\lambda}{|x-z|^\alpha} \right)^{n-\alpha} \frac{u_{n,\lambda}^\theta(y)}{|x-y^z:\lambda|^{n-\alpha}} \, dy
\]
\[
+ \int_{\partial \mathbb{R}_+^n \setminus B_1(z)} \left( \frac{\lambda}{|y-z|^\alpha} \right)^{n-\alpha} \left( \frac{\lambda}{|x-z|^\alpha} \right)^{n-\alpha} \frac{u_{n,\lambda}^\theta(y)}{|x-y^z:\lambda|^{n-\alpha}} \, dy
\]
\[
= \int_{\partial \mathbb{R}_+^n \setminus B_1(z)} \left( \frac{\lambda}{|x-z|^\alpha} \right)^{n-\alpha} \frac{u_{n,\lambda}^\theta(y)}{|x-y^z:\lambda|^{n-\alpha}} \, dy + \int_{\partial \mathbb{R}_+^n \setminus B_1(z)} \frac{u_{n,\lambda}^\theta(y)}{|x-y|^{n-\alpha}} \, dy
\]
(4.13)
where (4.5) was used in the final equality. Equation (4.10) now follows from equations (4.12) and (4.13). Equation (4.9) follows from a similar computation.

Finally, observe that inequality (4.11) is equivalent to the inequality \( h_1(|x-z|, |y-z|) \geq 0 \) for \( |x-z| > \lambda \) and \( |y-z| > \lambda \), where \( h_1(a, b) = \lambda^4 + a^2 b^2 - \lambda^2 (a^2 + b^2) \) for
\((a,b) \in \mathbb{R}^2\). Evidently both \(\partial_a h_\lambda\) and \(\partial_b h_\lambda\) are strictly positive on \((\lambda, \infty) \times (\lambda, \infty)\) so since \(h_\lambda(\lambda, \lambda) = 0\), inequality (4.11) holds. \(\blacksquare\)

For \(z \in \partial \mathbb{R}_+^n\) and \(\lambda > 0\) define
\[
\mathcal{B}^{n-1}(z, \lambda) = \{y \in \partial \mathbb{R}_+^n \setminus B^{n-1}_\lambda(z) : u(y) < u_{z, \lambda}(y)\}
\]
\[
\mathcal{B}^n(z, \lambda) = \{x \in \mathbb{R}_+^n \setminus B^n_\lambda(z) : v(x) < v_{z, \lambda}(x)\}.
\]

We begin by showing that if \(\lambda\) is sufficiently small the both of \(\mathcal{B}^{n-1}(z, \lambda)\) and \(\mathcal{B}^n(z, \lambda)\) have zero measure.

**Lemma 4.4.** Under the hypotheses of Theorem 4.1, for all \(z \in \partial \mathbb{R}_+^n\) there exists \(\lambda(z) > 0\) such that if \(0 < \mu \leq \lambda(z)\) then both
\[
u(y) \geq u_{z, \mu}(y) \quad \text{for a.e. } y \in \partial \mathbb{R}_+^n \setminus B^{n-1}_\mu(z) \tag{4.14}
\]
and
\[
u(x) \geq v_{z, \mu}(x) \quad \text{for a.e. } x \in \mathbb{R}_+^n \setminus B^n_\mu(z). \tag{4.15}
\]

**Proof:** Let \(z \in \partial \mathbb{R}_+^n\). For \(y \in \mathcal{B}(z, \lambda)^{n-1}\), using equation (4.9), inequality (4.11) and the Mean Value Theorem gives
\[
0 < u_{z, \lambda}(y) - u(y) \\
\leq \int_{\mathcal{B}(z, \lambda)} \left(\frac{x_n^\beta}{|x-y|^{n-\alpha}} - \left(\frac{\lambda}{|x-z|}\right)^{n-\alpha} \frac{x_n^\beta}{|x_{z, \lambda} - y|^{n-\alpha}}\right) \left(v_{z, \lambda}^\nu(x) - v^\nu(x)\right) \, dx \\
\leq \int_{\mathcal{B}(z, \lambda)} \frac{x_n^\beta}{|x-y|^{n-\alpha}} \left(v_{z, \lambda}^\nu(x) - v^\nu(x)\right) \, dx \\
\leq \kappa \int_{\mathcal{B}(z, \lambda)} \frac{x_n^\beta}{|x-y|^{n-\alpha}} v_{z, \lambda}^{\nu-1}(x) \left(v_{z, \lambda}(x) - v(x)\right) \, dx.
\]

Applying Corollary 1.2 and Hölder’s inequality gives
\[
\left\|u_{z, \lambda} - u\right\|_{L^{9+1}(\mathcal{B}^{n-1}(z, \lambda))} \\
\leq C \left\|v_{z, \lambda}^{\nu-1}(v_{z, \lambda} - v)\right\|_{L^{(9+1)/(\nu+1)}(\mathcal{B}(z, \lambda))} \\
\leq C \left\|v_{z, \lambda} \right\|_{L^{9+1}(\mathcal{B}(z, \lambda))} \left\|v_{z, \lambda} - v\right\|_{L^{9+1}(\mathcal{B}(z, \lambda))} \tag{4.16}
\]
for some constant \(C = C(n, \alpha, \beta) > 0\), where \(\mathcal{B}(z, \lambda)\) is the set of \(x \in \mathcal{B}(z, \lambda)\) with \(|x - z| < \lambda\). We estimate \(\left\|v_{z, \lambda} - v\right\|_{L^{9+1}(\mathcal{B}(z, \lambda))}\) separately in two cases depending on whether \(\alpha \geq 1\) or \(\alpha < 1\).

**Case 1:** Assume \(\alpha \geq 1\) (and hence \(\theta \geq 1\)). For \(x \in \mathcal{B}(z, \lambda)\), equation (4.10) and

\[
\text{(Unfinished text continues...)}
\]
inequality (4.11) give
\[ 0 < v_{z,\lambda}(x) - v(x) \]
\[ \leq \int_{\mathbb{R}^{n-1}(z,\lambda)} \left( \frac{x^\beta}{|x-y|^{n-\alpha}} - \left( \frac{\lambda}{|x-z|} \right)^{n-\alpha} \right) \left( u^\theta_{z,\lambda}(y) - u^\theta(y) \right) dy \]
\[ \leq \int_{\mathbb{R}^{n-1}(z,\lambda)} \frac{x^\beta}{|x-y|^{n-\alpha}} \left( u^\theta_{z,\lambda}(y) - u^\theta(y) \right) dy. \quad (4.17) \]

The Mean Value Theorem now gives
\[ 0 < v_{z,\lambda}(x) - v(x) \leq \theta \int_{\mathbb{R}^{n-1}(z,\lambda)} \frac{x^\beta}{|x-y|^{n-\alpha}} u^{\theta-1}_{z,\lambda}(y) \left( u_{z,\lambda}(y) - u(y) \right) dy \]
for a.e. \( x \in \mathbb{R}^n(z,\lambda) \). Applying Theorem 1.1 and Hölder’s inequality gives
\[ \left\| v_{z,\lambda} - v \right\|_{L^k(\mathbb{R}^n(z,\lambda))} \leq C \left\| u^{\theta-1}_{z,\lambda} - u \right\|_{L^{\theta+1}(\mathbb{R}^{n-1}(z,\lambda))} \]
\[ \leq C \left\| u^{\theta-1}_{z,\lambda} \right\|_{L^{\theta+1}(\mathbb{R}^{n-1}(z,\lambda))} \left\| u_{z,\lambda} - u \right\|_{L^{\theta+1}(\mathbb{R}^{n-1}(z,\lambda))} \quad (4.18) \]

for some positive constant \( C = C(n, \alpha, \beta) \), where \( \mathbb{R}^{n-1}(z,\lambda) = \{ y \in \mathbb{R}^n(z,\lambda) \} \subset B^\lambda_{\alpha,\beta}(z) \). Using (4.18) in (4.16) gives
\[ \left\| u_{z,\lambda} - u \right\|_{L^{\theta+1}(\mathbb{R}^{n-1}(z,\lambda))} \leq C \left\| u^{\theta-1}_{z,\lambda} \right\|_{L^{\theta+1}(\mathbb{R}^{n-1}(z,\lambda))} \left\| u_{z,\lambda} - u \right\|_{L^{\theta+1}(\mathbb{R}^{n-1}(z,\lambda))}. \]

Similarly, using (4.16) in (4.18) gives
\[ \left\| v_{z,\lambda} - v \right\|_{L^k(\mathbb{R}^n(z,\lambda))} \leq C \left\| u^{\theta-1}_{z,\lambda} \right\|_{L^{\theta+1}(\mathbb{R}^{n-1}(z,\lambda))} \left\| v_{z,\lambda} - v \right\|_{L^{k+1}(\mathbb{R}^{n}(z,\lambda))}. \]

Since \( u \in L^{\theta+1}(\partial \mathbb{R}^n_+) \) and \( v \in L^{k+1}(\mathbb{R}^n_+) \) and since \( \theta \geq 1 \) there is \( \lambda_0(z) > 0 \) such that if \( 0 < \lambda < \lambda_0(z) \) then
\[ C \left\| u^{\theta-1}_{z,\lambda} \right\|_{L^{\theta+1}(\mathbb{R}^{n-1}(z,\lambda))} \left\| v_{z,\lambda} - v \right\|_{L^{k+1}(\mathbb{R}^n(z,\lambda))} \leq \frac{1}{2}. \]

For any such \( \lambda \) estimates (4.19) and (4.20) guarantee that
\[ \left\| u_{z,\lambda} - u \right\|_{L^{\theta+1}(\mathbb{R}^{n-1}(z,\lambda))} \leq \frac{1}{2} \left\| u_{z,\lambda} - u \right\|_{L^{\theta+1}(\mathbb{R}^{n-1}(z,\lambda))} \]
and
\[ \left\| v_{z,\lambda} - v \right\|_{L^{k+1}(\mathbb{R}^n(z,\lambda))} \leq \frac{1}{2} \left\| v_{z,\lambda} - v \right\|_{L^{k+1}(\mathbb{R}^n(z,\lambda))} \]
from which we deduce that both \( \mathbb{R}^{n-1}(z,\lambda) \) and \( \mathbb{R}^n(z,\lambda) \) are measure-zero sets.

**Case 2:** Assume \( \alpha < 1 \) (and hence \( \theta < 1 \)). Let \( r \) satisfy \( 1 < \frac{1}{\theta} < r < \kappa \). For
$x \in \mathcal{B}^n(z, \lambda)$ estimating as in (4.17) and using the Mean Value Theorem gives

$$0 < v_{z, \lambda}(x) - v(x) \leq r \theta \int_{\mathcal{B}^n-(z, \lambda)} \frac{x_n^\beta}{|x-y|^{n-\alpha}} u_{z, \lambda}^{\theta-1/r}(y) \left( u_{z, \lambda}^{1/r}(y) - u(y)^{1/r} \right) \, dy.$$  

Applying Theorem 1.1 and Hölder’s inequality gives

$$\left\| v_{z, \lambda} - v \right\|_{L^{n+1}(\mathcal{B}^n(z, \lambda))} \leq C \left\| u_{z, \lambda}^{\theta-1/r} \left( u_{z, \lambda}^{1/r} - u^{1/r} \right) \right\|_{L^p(\mathcal{B}^n-(z, \lambda))}$$

$$\leq C \left\| u_{z, \lambda} \right\|_{L^{n+1}(\mathcal{B}^n-(z, \lambda))} \left\| u_{z, \lambda}^{1/r} - u^{1/r} \right\|_{L^p(\mathcal{B}^n-(z, \lambda))}$$

(4.21)

for some positive constant $C = C(n, \alpha, \beta)$. To estimate the norm of $u_{z, \lambda}^{1/r} - u^{1/r}$ we define $\mathcal{G}^n(z, \lambda) = \mathbb{R}^n_+ \setminus (B^+_\lambda(z) \cup \mathcal{B}^n(z, \lambda))$ (the “good” set) and

$$Q(x, y) = \frac{x_n^\beta v^\kappa(x)}{|x-y|^{n-\alpha}} + \left( \frac{\lambda}{|x-z|} \right)^{n-\alpha} \frac{x_n^\beta v^\kappa_{z, \lambda}(x)}{|x^\lambda-y|^{n-\alpha}}.$$  

Define also

$$a(y) = \int_{\mathcal{B}^n(z, \lambda)} Q(x, y) \, dx$$

$$c(y) = \int_{\mathcal{G}^n(z, \lambda)} Q(x, y) \, dx$$

so that $u(y) = a(y) + c(y)$. Equations (4.5) and (4.6) give

$$Q(x, y) - \left( \frac{\lambda}{|y-z|} \right)^{n-\alpha} Q(x, y^\lambda)$$

$$= \left( \frac{x_n^\beta}{|x-y|^{n-\alpha}} - \left( \frac{\lambda}{|x-z|} \right)^{n-\alpha} \frac{x_n^\beta}{|x^\lambda-y|^{n-\alpha}} \right) \left( v^\kappa(x) - v^\kappa_{z, \lambda}(x) \right)$$

for a.e. $x \in \mathbb{R}^n_+ \setminus B^+_\lambda(z), y \in \partial \mathbb{R}^n_+ \setminus B^{n-1}_\lambda(z)$. In particular, for $y \in \partial \mathbb{R}^n_+ \setminus B^{n-1}_\lambda(z)$

$$a(y) < a_{z, \lambda}(y) := \left( \frac{\lambda}{|y-z|} \right)^{n-\alpha} a(y^\lambda)$$

and

$$c(y) > c_{z, \lambda}(y) := \left( \frac{\lambda}{|y-z|} \right)^{n-\alpha} c(y^\lambda).$$

If $\overline{\sigma}$ is any nonnegative function satisfying $c_{z, \lambda} \leq \overline{\sigma} \leq c$ in $\partial \mathbb{R}^n_+ \setminus B^{n-1}_\lambda(z)$ then for a.e. $y \in \mathcal{B}^{n-1}(z, \lambda)$

$$0 < u_{z, \lambda}^{1/r}(y) - u^{1/r}(y)$$

$$\leq (a_{z, \lambda}(y) + \overline{\sigma}(y))^{1/r} - (a(y) + \overline{\sigma}(y))^{1/r}$$

$$\leq a_{z, \lambda}(y)^{1/r} - a(y)^{1/r}.$$  

(4.22)
Using equations (4.5) and (4.6) once more we get

\[ a_{\varepsilon,\lambda}(y) = \int_{B^n(z, \lambda)} |(\varphi_1(x, y), \varphi_2(x, y))|^{1/r} \, dx, \]

where

\[ \varphi_1(x, y) = \left( \frac{x_n v^\varepsilon(x)}{|x - y|^{n-\alpha}} \right)^{1/r} \quad \text{and} \quad \varphi_2(x, y) = \left( \frac{\lambda}{|x - z|} \right)^{n-\alpha} \frac{x_n v^\varepsilon(x)}{|x^\varepsilon,\lambda - y|^{n-\alpha}}. \]

Setting also

\[ \psi_1(x, y) = \left( \frac{x_n v(x)}{|x - y|^{n-\alpha}} \right)^{1/r} \quad \text{and} \quad \psi_2(x, y) = \left( \frac{\lambda}{|x - z|} \right)^{n-\alpha} \frac{x_n v(x)}{|x^\varepsilon,\lambda - y|^{n-\alpha}}. \]

gives

\[ a(y) = \int_{B^n(z, \lambda)} |(\psi_1(x, y), \psi_2(x, y))|^{1/r} \, dx. \]

Returning to equation (4.22) and using the Mean Value Theorem, for a.e. \( y \in B^{n-1}(z, \lambda) \) gives

\[
0 < u_{\varepsilon,\lambda}^{1/r}(y) - u^{1/r}(y) \\
\leq \left[ \int_{B^n(z, \lambda)} |(\varphi_1(x, y), \varphi_2(x, y))|^{1/r} \, dx \right]^{1/r} - \left[ \int_{B^n(z, \lambda)} |(\psi_1(x, y), \psi_2(x, y))|^{1/r} \, dx \right]^{1/r} \\
\leq \left[ \int_{B^n(z, \lambda)} |\varphi_1 - \psi_1| + |\varphi_2 - \psi_2| \, dx \right]^{1/r} \\
\leq C \left[ \int_{B^n(z, \lambda)} \frac{x_n}{|x - y|^{n-\alpha}} \left( v^\varepsilon,\lambda(x) - v^\varepsilon,\lambda(x) \right)^r \, dx \right]^{1/r} \\
\leq C \left[ \int_{B^n(z, \lambda)} \frac{x_n}{|x - y|^{n-\alpha}} v^{\varepsilon,\lambda}(x) \left( v^\varepsilon,\lambda(x) - v(x) \right)^r \, dx \right]^{1/r}.
\]

Applying Corollary 1.2 gives

\[
\left\| u_{\varepsilon,\lambda}^{1/r} - u^{1/r} \right\|_{L^{(\theta+1)}(B^{n-1}(z, \lambda))} \leq C \left\| v^{\varepsilon,\lambda}(x) - v \right\|^{\theta-1}_{L^{(\theta+1)}(B^n(z, \lambda))} \\
\leq C \left\| v^\varepsilon,\lambda \right\|^{\frac{\theta-1}{\theta}}_{L^{(\theta+1)}(B^n(z, \lambda))} \left\| v^\varepsilon,\lambda - v \right\|_{L^{(\theta+1)}(B^n(z, \lambda))}.
\]

Finally, using this estimate in (4.21) gives

\[
\left\| v^\varepsilon,\lambda - v \right\|_{L^{(\theta+1)}(B^n(z, \lambda))} \leq C \left\| u_{\varepsilon,\lambda}^{\theta-1/r} \right\|_{L^{(\theta+1)}(B^{n-1}(z, \lambda))} \left\| v^\varepsilon,\lambda \right\|^{\frac{\theta-1}{\theta}}_{L^{(\theta+1)}(B^n(z, \lambda))} \left\| v^\varepsilon,\lambda - v \right\|_{L^{(\theta+1)}(B^n(z, \lambda))}.
\]

(4.23)
This estimate guarantees the existence of $\lambda_0(z) > 0$ such that $|\mathcal{B}^n(z, \lambda)| = 0$ whenever $0 < \lambda < \lambda_0(z)$. Estimate (4.16) now guarantees that $|\mathcal{B}^{n-1}(z, \lambda)| = 0$ when $0 < \lambda < \lambda_0(z)$. ■

In view of Lemma 4.4, for each $z \in \partial \mathbb{R}^n_+$ the quantity

$$\bar{\lambda}(z) = \sup \{ \lambda > 0 : \forall \mu < \lambda, \text{ both (4.14) and (4.15) hold} \}$$

is well-defined and positive. The next lemma shows that if the moving sphere process stops for some $z \in \partial \mathbb{R}^n_+$ then $u$ is symmetric about $\partial \mathbb{R}^n_+ \cap \partial B_{\lambda(z)}$ and $v$ is symmetric about $\partial B_{\lambda(z)} \cap \mathbb{R}^n_+$.

**Lemma 4.5.** If $z \in \partial \mathbb{R}^n_+$ satisfies $\bar{\lambda}(z) < \infty$ then both

$$u = u_{z, \bar{\lambda}(z)} \quad \text{a.e. in } \partial \mathbb{R}^n_+ \setminus \{z\} \quad (4.24)$$

and

$$v = v_{z, \bar{\lambda}(z)} \quad \text{a.e. in } \mathbb{R}^n_+. \quad (4.25)$$

**Proof.** To establish the lemma it is sufficient to show that if $\bar{\lambda}(z) < \infty$ then both

$$u = u_{z, \bar{\lambda}(z)} \quad \text{a.e. in } \partial \mathbb{R}^n_+ \setminus B_{\bar{\lambda}(z)}^{n-1}(z) \quad (4.26)$$

and

$$v = v_{z, \bar{\lambda}(z)} \quad \text{a.e. in } \mathbb{R}^n_+ \setminus B_{\bar{\lambda}(z)}^+(z). \quad (4.27)$$

The remainder of the proof is devoted to establishing equalities (4.26) and (4.27). For simplicity these equalities are established only for $z = 0$. The proof for general $z \in \partial \mathbb{R}^n_+$ is similar. For ease of notation, we set $\bar{\lambda} = \bar{\lambda}(0') < \infty, y^{\bar{\lambda}} = y^{0', \bar{\lambda}}, u_\bar{\lambda} = u_{0', \bar{\lambda}}, \mathcal{B}^{n-1}(\bar{\lambda}) = \mathcal{B}^{n-1}(0', \bar{\lambda})$. Similar notational conventions will be used for $x \in \mathbb{R}^n_+$ and $v$.

First we show both that

$$u \geq u_\bar{\lambda} \quad \text{a.e. in } y \in \partial \mathbb{R}^n_+ \setminus B_{\bar{\lambda}}^{n-1}$$

and that

$$v \geq v_\bar{\lambda} \quad \text{a.e. in } \mathbb{R}^n_+ \setminus B_{\bar{\lambda}}^+. \quad (4.28)$$

**Claim 4.6.** Both of $\mathcal{B}^{n-1}(\bar{\lambda})$ and $\mathcal{B}^n(\bar{\lambda})$ are measure-zero sets.

**Proof of Claim 4.6.** It suffices to show that $|\mathcal{B}^{n-1}(\bar{\lambda})| = 0$. Indeed, under this assumption for a.e. $x \in \mathbb{R}^n_+ \setminus B_{\bar{\lambda}}$, equation (4.10) gives

$$v_{\bar{\lambda}}(x) - v(x) \leq \int_{\mathcal{B}^{n-1}(\bar{\lambda})} \left( \frac{x_n^\beta}{|x - y|^{n-\alpha}} - \left( \frac{\bar{\lambda}}{|x|} \right)^{n-\alpha} \frac{x_n^\beta}{|x|^{n-\alpha}} \right) (u_\bar{\lambda}^\theta(y) - u^\theta(y)) \, dy$$

$$= 0.$$
so that \(|\mathcal{B}^{n-1}(\bar{\lambda})| = 0\). Now we show via proof by contradiction that \(|\mathcal{B}^{n-1}(\bar{\lambda})| = 0\).

For \(0 \leq \rho < r \leq +\infty, \bar{\lambda} > 0, \delta \geq 0\) and \(M > 0\) we use the notation
\[
A(\rho, r) = \{y \in \partial \mathbb{R}^n_+ : \rho < |y| < r\} \\
A(\rho, r; \bar{\lambda}, \delta) = \{y \in A(\rho, r) : u_\lambda(y) - u(y) > \delta\} \\
A(\rho, r; \bar{\lambda}, \delta; M) = \{y \in A(\rho, r; \bar{\lambda}, \delta) : u(y) \leq M\}.
\]

In this notation we have \(\mathcal{B}^{n-1}(\bar{\lambda}) = A(\bar{\lambda}, \infty; \bar{\lambda}, 0)\). Suppose \(|\mathcal{B}^{n-1}(\bar{\lambda})| > 0\). Choose \(\delta > 0\) (small) and \(R > 0\) (large) such that \(3 \cdot |\mathcal{B}^{n-1}(\bar{\lambda})| \leq 4 \cdot |A(\bar{\lambda}, R; \bar{\lambda}, \delta)|\). Choose \(M > 0\) sufficiently large so that
\[
\left|\{y \in A(\bar{\lambda}, R) : u(y) > M\}\right| \leq \left|\{y \in \partial \mathbb{R}^n_+ : u(y) > M\}\right| \leq \frac{|\mathcal{B}^{n-1}(\bar{\lambda})|}{4}.
\]

For such \(M\) there holds
\[
|\mathcal{B}^{n-1}(\bar{\lambda})| \leq 2 |A(\bar{\lambda}, R; \bar{\lambda}, \delta; M)|. \quad (4.29)
\]

Moreover, if \(y \in A(\bar{\lambda}, R; \bar{\lambda}, \delta; M)\) then for any \(0 < \lambda < \bar{\lambda}\)
\[
0 \geq u_\lambda(y) - u(y) \\
\geq u_\lambda(y) - u_\lambda(y) + \delta.
\]

For every \(h \in C^0(\partial \mathbb{R}^n_+)\) there exists \(\lambda_h < \bar{\lambda}\) such that for all \(\lambda \in (\lambda_h, \bar{\lambda})\) and all \(y \in A(\bar{\lambda}, R; \bar{\lambda}, \delta; M)\)
\[
\delta \leq u_\lambda(y) - u_\lambda(y) \\
= \left(\frac{\bar{\lambda}}{|y|}\right)^n - \left(\frac{\lambda}{|y|}\right)^n u(y) + \left(\bar{\lambda} - |y|\right) u(y) - u(y) \\
\leq M\bar{\lambda}^{-n} (\lambda^{-n} - \lambda^{-n}) + |h(y) - h(y)| + |h(y) - h(y)| + |h(y) - u(y)| \\
\leq \frac{\delta}{2} + |h(y) - u(y)| = |h(y) - u(y)|.
\]

Combining this with (4.29) we find that for any \(h \in C^0 \cap L^{\theta+1}(\partial \mathbb{R}^n_+), \) if \(\lambda \in (\lambda_h, \bar{\lambda})\) then
\[
|\mathcal{B}^{n-1}(\bar{\lambda})| \leq 2 \left(\frac{\bar{\lambda}}{|y|}\right)^n - \left(\frac{\lambda}{|y|}\right)^n u(y) - h(y) \geq \delta / 8 \right| \\
+ 2 \left|\{y \in A(\bar{\lambda}, R) : |u(y) - h(y)| \geq \delta / 8\}\right| \\
\leq 4 \left|\{y \in \partial \mathbb{R}^n_+ : |h(y) - u(y)| \geq \delta / 8\}\right| \\
\leq C(n, \alpha) \delta^{-\theta} \left\|h - u\right\|_{L^{\theta+1}(\partial \mathbb{R}^n_+)}^{\theta+1}.
\]

Choosing \(h\) sufficiently close to \(u\) in \(L^{\theta+1}\)-norm gives a contradiction. \(\blacksquare\)

Next we claim that exactly one of the following alternatives holds:
(a) \(u > u_\lambda\) a.e. in \(\partial \mathbb{R}^n_+ \setminus B_\lambda\) and \(v > v_\lambda\) a.e. in \(\mathbb{R}^n_+ \setminus B_\lambda\).
(b) \(u = u_\lambda\) a.e. in \(\partial \mathbb{R}^n_+ \setminus B_\lambda\) and \(v = v_\lambda\) a.e. in \(\mathbb{R}^n_+ \setminus B_\lambda\).
To see that the claim holds, suppose there is a positive-measure subset \( A \subset \partial \mathbb{R}_+^n \setminus B_{\lambda}^+ \) on which \( u = u_{\lambda} \). For every \( y \in A \), equation (4.9) and estimates (4.11) and (4.28) give

\[
0 = u_{\lambda}(y) - u(y) = \int_{\mathbb{R}_+^n \setminus B_{\lambda}^+} \left( \frac{x_n^\beta}{|x-y|^{n-\alpha}} - \left( \frac{\lambda}{|x|} \right)^{n-\alpha} \frac{x_n^\beta}{|x^\lambda - y|^{n-\alpha}} \right) (v_{\lambda}^\alpha(x) - v^\alpha(x)) \, dx \leq 0
\]

and consequently \( v_{\lambda} = v \) a.e. in \( \mathbb{R}_+^n \setminus B_{\lambda}^+ \). Using this in (4.9) and in view of (4.11) we find that \( u = u_{\lambda} \) a.e. in \( \partial \mathbb{R}_+^n \setminus B_{\lambda}^+ \). A similar computation shows that if there is a positive-measure subset of \( \mathbb{R}_+^n \setminus B_{\lambda}^+ \) on which \( v = v_{\lambda} \) then alternative (b) holds. The claim is established.

To complete the proof of Lemma 4.5 we assume for the sake of obtaining a contradiction that \( u > u_{\lambda} \) a.e. in \( \partial \mathbb{R}_+^n \setminus B_{\lambda}^+ \) and that \( v > v_{\lambda} \) a.e. in \( \mathbb{R}_+^n \setminus B_{\lambda}^+ \). We consider two cases depending on whether \( \alpha > 1 \) or \( \alpha \leq 1 \).

If \( \alpha \geq 1 \) (and hence \( \theta \geq 1 \)) then estimating as in the proof of Lemma 4.4 (see estimates (4.19), (4.20)) gives a constant \( C_0(n, \alpha, \beta) > 0 \) such that for all \( \lambda > 0 \) both

\[
\|u_{\lambda} - u\|_{L^{\theta+1}(\mathcal{D}^0(\lambda))} \leq C_0\|u\|_{L^{\theta+1}(\mathcal{D}^0(\lambda))}^{\theta-1} \|v\|_{L^{\kappa+1}(\mathcal{D}^0(\lambda))} \|u_{\lambda} - u\|_{L^{\theta+1}(\mathcal{D}^0(\lambda))}
\]

and

\[
\|v_{\lambda} - v\|_{L^{\kappa+1}(\mathcal{D}^0(\lambda))} \leq C_0\|u\|_{L^{\theta+1}(\mathcal{D}^0(\lambda))}^{\theta-1} \|v\|_{L^{\kappa+1}(\mathcal{D}^0(\lambda))} \|v_{\lambda} - v\|_{L^{\kappa+1}(\mathcal{D}^0(\lambda))}.
\]

If \( \alpha \leq 1 \) (and hence \( \theta \leq 1 \)) then performing computations similar to those carried out in Case 2 of the proof of Lemma 4.4 (see estimate (4.23)) shows that for \( 1 \leq \frac{1}{\theta} < r < \kappa \)

\[
\|v_{\lambda} - v\|_{L^{\kappa+1}(\mathcal{D}^0(\lambda))} \leq C\|u\|_{L^{\theta+1}(\mathcal{D}^0(\lambda))} \|v\|_{L^{\kappa+1}(\mathcal{D}^0(\lambda))} \|v_{\lambda} - v\|_{L^{\kappa+1}(\mathcal{D}^0(\lambda))}.
\]

Based on these estimates, the desired contradiction will be obtained once we show that \( \mathcal{B}^{n-1}(\lambda) \) goes to 0 as \( \lambda \to \lambda^+ \). First note that for any \( 0 < \varepsilon \leq \lambda \) and any \( R > \lambda^2 \), if \( \lambda \leq \lambda \leq \lambda + \varepsilon \) then we have

\[
\mathcal{B}^{n-1}(\lambda) \subset A(\lambda, \lambda + \varepsilon) \cup A(R, \infty) \cup A(\lambda + \varepsilon, R; \lambda, 0).
\]

Moreover, for such \( \lambda \) each of the following three estimates hold

\[
\left| A(\lambda, \lambda + \varepsilon) \right| \leq |A(\lambda^2(\lambda + \varepsilon)^{-1}, (\lambda + \varepsilon)^2\lambda^{-1})| \leq C(n)\lambda^{n-2}\varepsilon,
\]

\[
\left| A(R, \infty) \right| \leq |B^{n-1}(0, (\lambda + \varepsilon)^2R^{-1})| \leq C(n)\lambda^{2(n-1)}R^{n-1}
\]

and if \( \lambda \leq \lambda \leq \lambda + \varepsilon \) then

\[
\left| A(\lambda, \lambda + \varepsilon) \right| \leq |A(\lambda^2(\lambda + \varepsilon)^{-1}, (\lambda + \varepsilon)^2\lambda^{-1})| \leq C(n)\lambda^{n-2}\varepsilon,
\]

\[
\left| A(R, \infty) \right| \leq |B^{n-1}(0, (\lambda + \varepsilon)^2R^{-1})| \leq C(n)\lambda^{2(n-1)}R^{n-1}
\]
and
\[
\left| A(\tilde{\lambda} + \varepsilon, R; \lambda, 0)^{\lambda} \right| = \int_{A(\tilde{\lambda} + \varepsilon, R; \lambda, 0)^{\lambda}} dy \\
= \int_{A(\tilde{\lambda} + \varepsilon, R; \lambda, 0)^{(\lambda)}} \left( \frac{\lambda}{|y|^n} \right)^{2(n-1)} dy \\
\leq |A(\tilde{\lambda} + \varepsilon, R; \lambda, 0)|.
\]

Thus, it suffices to show that for every \(0 < \varepsilon < \tilde{\lambda}\) and every \(R > 2\tilde{\lambda}\), the limit
\[
\lim_{\lambda \to \tilde{\lambda}^+} |A(\tilde{\lambda} + \varepsilon, R; \lambda, 0)| = 0
\]
holds. We prove this by way of contradiction. Accordingly, suppose there is \(0 < \varepsilon \leq \tilde{\lambda}\), \(R > 2\tilde{\lambda}\), a sequence \(\tilde{\lambda}_k \to \tilde{\lambda}^+\) and \(\ell > 0\) such that \(|A(\tilde{\lambda} + \varepsilon, R; \tilde{\lambda}_k, 0)| > \ell\) for all \(k\). Observe first that there is \(\delta > 0\) depending on \(n, \alpha, \beta, R, \varepsilon\) and the distribution function of \(v^k - y^k\) such that
\[
u(y) - \nu_{\lambda_k}(y) \geq \delta \quad \text{for all } y \in A(\tilde{\lambda} + \varepsilon, R).
\]
Now choose \(M > 0\) sufficiently large so that \(2 \left| \{y \in \partial \mathbb{R}^n_+ : u(y) > M\} \right| < \ell\). Then we have \(A(\tilde{\lambda} + \varepsilon, R; \tilde{\lambda}_k, 0) \subset A(\tilde{\lambda} + \varepsilon; R; \tilde{\lambda}_k, 0; M) \cup \{y \in \partial \mathbb{R}^n_+ : u(y) > M\}\) and consequently
\[
\ell < 2 |A(\tilde{\lambda} + \varepsilon, R; \tilde{\lambda}_k, 0; M)|.
\] (4.30)

For any \(y \in A(\tilde{\lambda} + \varepsilon, R; \tilde{\lambda}_k, 0; M)\) and any \(h \in C^0 \cap L^{\theta+1}(\partial \mathbb{R}^n_+)\) there is \(k(h) \in \mathbb{N}\) such that for all \(k > k(h)\)
\[
\delta \leq u(y) - u_{\lambda_k}(y) \\
< u_{\lambda_k}(y) - u_{\lambda}(y) \\
\leq \left( \left( \frac{\lambda_k}{|y|^n} \right)^{n-\alpha} - \left( \frac{\tilde{\lambda}}{|y|^n} \right)^{n-\alpha} \right) u(y^\lambda) + \left( \frac{\lambda_k}{|y|^n} \right)^{n-\alpha} (u(y^\lambda_k) - u(y^\lambda)) \\
\leq M(\tilde{\lambda} + \varepsilon)^{\alpha-n} (\lambda_k^{n-\alpha} - \tilde{\lambda}^{n-\alpha}) + |u(y^{\lambda_k}) - h(y^{\lambda_k})| + |h(y^{\lambda_k}) - h(y^\lambda)| \\
+ |h(y^\lambda) - u(y^\lambda)| \\
\leq \frac{\delta}{2} + |u(y^{\lambda_k}) - h(y^{\lambda_k})| + |h(y^{\lambda_k}) - h(y^\lambda)|.
\]

Returning to (4.30) we find that for \(k > k(h)\),
\[
\ell < 2 \left| \{y \in A(\tilde{\lambda} + \varepsilon, R) : \delta \leq 4|u(y^{\lambda_k}) - h(y^{\lambda_k})| \right| + 2 \left| \{y \in A(\tilde{\lambda} + \varepsilon, R) : \delta \leq 4|u(y^\lambda) - h(y^\lambda)| \right| \\
\leq 4 \left| \{y \in \partial \mathbb{R}^n_+ : \delta \leq 4|u(y) - h(y)| \right| \\
\leq C(n, \alpha) \delta^{-\theta-1} \|u - h\|_{L^{\theta+1}(\partial \mathbb{R}^n_+)}.
\]
Choosing \( h \in C^0 \cap L^{\theta + 1}(\partial \mathbb{R}_+^n) \) sufficiently close to \( u \) in \( L^{\theta + 1} \)-norm gives the desired contradiction.

The following Theorem, due to Frank and Lieb [7] characterizes the reflection-invariant, absolutely continuous measures on \( \mathbb{R}^n \). Their theorem holds in the absence of the absolute continuity assumption but since we only need to apply the theorem to the absolutely continuous measure \( f(y) \ dy = u^{\theta + 1}(y) \ dy \) we choose not to state the theorem in its full generality.

**Theorem 4.7.** If \( f \in L^1(\mathbb{R}^n) \) is a nonnegative function satisfying both

(a) For every \( z \in \mathbb{R}^n \) there exists \( \lambda(z) > 0 \) and a set of full measure in \( \mathbb{R}^n \) on which

\[
 f(x) = \left( \frac{\lambda(z)}{|x-z|} \right)^{2n} f \left( z + \frac{\lambda(z)^2(x-z)}{|x-z|^2} \right)
\]

and

(b) For every \( e \in S^{n-1} \) there exists \( \lambda(e) \in \mathbb{R} \) and a set of full measure in \( \mathbb{R}^n \) on which

\[
 f(x) = f(x + 2(\lambda - x \cdot e)e)
\]

then there are \( c \geq 0, d > 0 \) and \( x_0 \in \mathbb{R}^n \) such that

\[
 f(x) = c \left( d^2 + |x-x_0|^2 \right)^{-n}.
\]

The following two lemmas will be used.

**Lemma 4.8 ([18] Lemma 5.7).** Let \( n \geq 1 \) and \( \mu \in \mathbb{R} \). If \( f : \mathbb{R}^n \to \mathbb{R} \) satisfies

\[
 \left( \frac{\lambda}{|z-x|} \right)^\mu f \left( z + \frac{\lambda^2(x-z)}{|x-z|^2} \right) \leq f(x)
\]

for all \( \lambda > 0, z \in \mathbb{R}^n \) and \( x \in \mathbb{R}^n \setminus B_\lambda(z) \) then \( f \) is constant.

**Proof of Theorem 4.1.** First we claim that if there exists \( z_0 \in \partial \mathbb{R}_+^n \) such that \( \tilde{\lambda}(z_0) < \infty \) then \( \tilde{\lambda}(z) < \infty \) for every \( z \in \partial \mathbb{R}_+^n \). To see that the claim holds, observe that for any \( z \in \partial \mathbb{R}_+^n \) and any \( 0 < \lambda < \tilde{\lambda}(z) \) we have \( u \geq u_{\varepsilon, \lambda} \) a.e. in \( \partial \mathbb{R}_+^n \setminus B_\lambda \). Consequently,

\[
 \liminf_{|y| \to \infty} |y|^{-\alpha} u(y) \geq \liminf_{|y| \to \infty} |y|^{-\alpha} u_{\varepsilon, \lambda}(y) = \lambda^{-\alpha} u(z).
\]

On the other hand, since \( \tilde{\lambda}(z_0) < \infty \), by Lemma 4.5 we have

\[
 \liminf_{|y| \to \infty} |y|^{-\alpha} u(y) = \liminf_{|y| \to \infty} |y|^{-\alpha} u_{\varepsilon, \tilde{\lambda}(z_0)}(y) = \tilde{\lambda}(z_0)^{-\alpha} u(z_0).
\]

Combining the previous two computations gives

\[
 \lambda^{-\alpha} u(z) \leq \tilde{\lambda}(z_0)^{-\alpha} u(z_0) \quad \text{for all } 0 < \lambda < \tilde{\lambda}(z)
\]

so \( \tilde{\lambda}(z) < \infty \). The claim is established.
Next, we claim that $\bar{\lambda}(z) < \infty$ for all $z \in \partial \mathbb{R}^n_+$. To see this suppose for sake of obtaining a contradiction that there is $z \in \partial \mathbb{R}^n_+$ such that $\bar{\lambda}(z) = +\infty$. In this case, the previous claim implies that $\bar{\lambda}(z) = \infty$ for all $z \in \partial \mathbb{R}^n_+$. Specifically, for every $z \in \partial \mathbb{R}^n_+$ and every $\bar{\lambda} > 0$ we have

$$
u(y) \geq \left( \frac{\lambda}{|y-z|} \right)^{n-\alpha} \nu \left( z + \frac{\lambda^2(y-z)}{|y-z|^2} \right)$$

a.e. in $\partial \mathbb{R}^n_+ \setminus B_\lambda(z)$. Since $\nu > 0$, applying Lemma 4.8 to $\nu$ shows that $\nu = C_0$ for some constant $C_0 > 0$. This contradicts the assumption $\nu \in L^{\theta + 1}(\partial \mathbb{R}^n_+)$. The claim is established.

By the previous two claims we have $\bar{\lambda}(z) < \infty$ for all $z \in \partial \mathbb{R}^n_+$. Lemma 4.5 guarantees that both (4.24) and (4.25) hold for all $z \in \partial \mathbb{R}^n_+$. In particular $\nu^{\theta + 1}$ satisfies item (a) of Theorem 4.7 on $\mathbb{R}^{n-1}$. Next we argue that $\nu^{\theta + 1}$ satisfies the hypothesis (b) of Theorem 4.7. Since the argument is similar to arguments we’ve already carried out in detail, we only give an outline of the argument. Arguing similarly to the proofs of Lemmas 3.5 and 3.6 (with $\sigma = \tau = 0$) we find that for all $e \in S^{n-2} \subset \partial \mathbb{R}^n_+$ there exists $\lambda(e) \in \mathbb{R}$ such that if $\mu \geq \lambda(e)$ then both $\nu \leq \nu \circ R_{e,\mu}$ a.e. in $\{y \cdot e \geq \mu\} \cap \partial \mathbb{R}^n_+$ and $\nu \geq \nu \circ R_{e,\mu}$ a.e. in $\{x \cdot e \geq \mu\} \cap \partial \mathbb{R}^n_+$, where $R_{e,\mu}(x) = x + 2(\mu - x \cdot e)e$ is the reflection of $x$ about the hyperplane $\{x \cdot e = \mu\}$. Define $\lambda^*(e)$ to be the supremum over the collection of all such $\lambda(e)$ and observe that $\lambda^*(e) < \infty$ by the existence $\bar{\lambda}(-e)$. Arguing similarly to the proof of Lemma 3.7 we find both that $\nu \leq \nu \circ R_{e,\lambda^*(e)}$ a.e. in $\{y \cdot e \geq \lambda^*(e)\} \cap \partial \mathbb{R}^n_+$ and that $\nu \geq \nu \circ R_{e,\lambda^*(e)}$ a.e. in $\{x \cdot e \geq \lambda^*(e)\} \cap \partial \mathbb{R}^n_+$. Moreover, exactly one of the following alternatives must hold:

(a) $\nu < \nu \circ R_{e,\lambda^*(e)}$ a.e. in $\{y \cdot e > \lambda^*(e)\} \cap \partial \mathbb{R}^n_+$ and $\nu < \nu \circ R_{e,\lambda^*(e)}$ a.e. in $\{x \cdot e > \lambda^*(e)\} \cap \partial \mathbb{R}^n_+$, or

(b) $\nu = \nu \circ R_{e,\lambda^*(e)}$ a.e. in $\{y \cdot e \geq \lambda^*(e)\} \cap \partial \mathbb{R}^n_+$ and $\nu = \nu \circ R_{e,\lambda^*(e)}$ a.e. in $\{x \cdot e \geq \lambda^*(e)\} \cap \partial \mathbb{R}^n_+$.

Arguing similarly to the proof of Lemma 3.9 we find that if alternative (a) holds then one can contradict the maximality of $\lambda^*(e)$ and thus, alternative (b) must hold. Finally, since $R_{e,\lambda^*(e)} = \text{id}$, alternative (b) is sufficient to conclude that $\nu = \nu \circ R_{e,\lambda^*(e)}$ a.e. on $\partial \mathbb{R}^n_+$ and that $\nu = \nu \circ R_{e,\lambda^*(e)}$ a.e. in $\mathbb{R}^n_+$. In particular, $\nu^{\theta + 1}$ satisfies hypothesis (b) of Theorem 4.7. Applying Theorem 4.7 to $\nu^{\theta + 1}$ guarantees the existence of $c_1 > 0, d > 0$ and $\gamma_0 \in \partial \mathbb{R}^n_+$ such that (4.3) holds.

5. APPENDIX

Lemma 5.1. Let $n \geq 2$. If $\alpha, \beta$ satisfy (1.5) and (1.6) then $E_B$ maps $L^\infty(\partial B)$ into $L^{2n/(n-\alpha-2\beta)}(B)$.

Proof. It is sufficient to show that $E_B \mathbb{1} \in L^{2n/(n-\alpha-2\beta)}(B)$. We split the proof into cases.
Case 1: Assume $\alpha + \beta > 1$. In this case, for all $(\xi, \zeta) \in B \times \partial B$ we have

$$H(\xi, \zeta) \leq |\xi - \zeta|^{\alpha + \beta - n} \leq 2^{n-\alpha-\beta} |\pi(\xi) - \zeta|^{\alpha + \beta - n},$$

where $\pi(\xi) = \xi / |\xi|$ if $\xi \in B \setminus \{0\}$ and $\pi(0) = 0$. Consequently for all $\xi \in B$

$$\int_{\partial B} H(\xi, \zeta) \, dS_\xi \leq C(n, \alpha, \beta) \int_{\partial B} |\pi(\xi) - \zeta|^{\alpha + \beta - n} \, dS_\xi$$

$$\leq C(n, \alpha, \beta) \int_{\partial B} |\epsilon_n - \zeta|^{\alpha + \beta - n} \, dS_\xi$$

$$\leq C(n, \alpha, \beta),$$

the final estimate holding as $\alpha + \beta > 1$. In particular $E_B \subset L^\infty(B) \subset L^{2n/(n-\alpha-2\beta)}(B)$. 

Case 2: Assume $0 < \alpha + \beta \leq 1$. Case 2 will be split into two subcases.

Case 2 (a): Assume $0 < \alpha + \beta \leq 1$ and $\alpha < 1$. The function $\Phi_\alpha : B \to \mathbb{R}$ given by

$$\Phi_\alpha(\xi) = \int_{\partial B} |\xi - \zeta|^{\alpha - n} \, dS_\xi$$

satisfies $\Phi_\alpha(\xi) = \Phi_\alpha(|\xi| e_n)$. Moreover, for any $|\xi| < 2$, defining $x^0 = (0', x_0^1) = x_n^0 e_n$, where

$$x_0^1 = \frac{1 - |\xi|}{1 + |\xi|}$$

we have $|\xi| e_n = T^{-1}(x^0)$. Using equation (3.3) and the change of variable $\zeta = T^{-1}(y)$ we get

$$\Phi_\alpha(|\xi| e_n) = w(x^0)^{\alpha - n} \int_{\partial \mathbb{R}^n_+} \frac{w(y)^{n + \alpha - 2}}{(x_0^1)^2 + y^2}^{(n-\alpha)/2} \, dy,$$

where $w$ is as in (3.5). Using the change of variable $y \mapsto y / x_n^0$ and equation (3.4) we obtain

$$\left(\frac{1 - |\xi|^2}{2}\right)^{1-\alpha} \Phi_\alpha(|\xi| e_n) = w(x^0)^{-n-\alpha+2} \int_{\partial \mathbb{R}^n_+} \frac{w(x_0 y)^{n + \alpha - 2}}{1 + y^2}^{(n-\alpha)/2} \, dy.$$

The Dominated Convergence guarantees that

$$\lim_{|\xi| \to 1^-} \left(\frac{1 - |\xi|^2}{2}\right)^{1-\alpha} \Phi_\alpha(|\xi| e_n) = \int_{\partial \mathbb{R}^n_+} \left(1 + |y|^2\right)^{(n-\alpha)/2} \, dy.$$

Since $\Phi_\alpha \in C^0(B)$ there is $C = C(n, \alpha, \beta) > 0$ such that for every $\xi \in B$,

$$\int_{\partial B} H(\xi, \zeta) \, dS_\xi = \left(\frac{1 - |\xi|^2}{2}\right)^{\beta} \Phi_\alpha(\xi) \leq C(n, \alpha, \beta) (1 - |\xi|^{\alpha + \beta - 1}).$$

If $\alpha + \beta = 1$ then this gives $\xi \mapsto \int_{\partial B} H(\xi, \zeta) \, dS_\xi \in L^\infty(B) \subset L^{2n/(n-\alpha-2\beta)}(B)$.

If $0 < \alpha + \beta < 1$ then (1.6) guarantees that $0 < \frac{2^{n(1-\alpha-\beta)}}{n-\alpha-2\beta} < 1$ and hence $\xi \mapsto \int_B H(\xi, \zeta) \, dS_\xi \in L^{2n/(n-\alpha-2\beta)}(B)$. 


Case 2 (b): Assume $\alpha = 1$ and $\beta = 0$. Computing similarly to Case 2 (a) we find that
\[
\Phi_1(\xi) = \Phi_1(|\xi| e_n) = w(x^0)^{1-n} (I(x^0) + II(x^0)),
\] (5.1)
where
\[
I(x^0) = \int_{B_2^1} \frac{w^{n-1}(y)}{|x^0 - y|^{n-1}} \, dy
\]
and
\[
II(x^0) = \int_{\partial R^n \setminus B_2^1} \frac{w^{n-1}(y)}{|x^0 - y|^{n-1}} \, dy.
\]
For $x^0_n < 1$
\[
II(x^0) \leq C \int_{\partial R^n \setminus B_2^1} \frac{w^{n-1}(y)}{|y|^{n-1}} \, dy \leq C(n) \int_{\partial R^n \setminus B_2^1} |y|^{-2(n-1)} \, dy \leq C(n). \tag{5.2}
\]
Using the change of variable $y \mapsto y/x^0_n$ and the fact that $\|\nabla w\|_{L^\infty(\partial R^n)} \leq C(n)$ gives
\[
I(x^0) = \int_{B^n \setminus (0',2,\delta_0^2)} \frac{w(x^0_n y)^{n-1}}{(1 + |y|^2)^{(n-1)/2}} \, dy \leq \int_{B^n \setminus (0',2,\delta_0^2)} \frac{w(0)^{n-1} + C(n)x^0_n |y|}{(1 + |y|^2)^{(n-1)/2}} \, dy.
\]
Combining this estimate with the inequalities
\[
\int_{B^n \setminus (0',2,\delta_0^2)} \left(1 + |y|^2\right)^{(1-n)/2} \, dy \leq -C(n) \log x^0_n
\]
and
\[
\int_{B^n \setminus (0',2,\delta_0^2)} \frac{x^0_n |y|}{(1 + |y|^2)^{(n-1)/2}} \, dy \leq C(n)
\]
gives
\[
\limsup_{x^0_n \to 0^+} \frac{-1}{\log x^0_n} I(x^0) \leq C(n) w(0)^{n-1}. \tag{5.3}
\]
Finally, since $\log(x^0_n)/\log(1 - |\xi|) \to 1$ as $|\xi| \to 1$ using (5.2) and (5.3) in (5.1) gives
\[
\limsup_{|\xi| \to 1} \frac{-\Phi_1(\xi)}{\log(1 - |\xi|)} \leq C(n).
\]
Consequently there is $C(n) > 0$ such that for all $\xi \in B$,
\[
\int_{\partial B} H(\xi, \xi) \, dS_\xi = \Phi_1(\xi) \leq C(n) |\log(1 - |\xi|)| \in L^{2n/(n-\alpha - 2\beta)}(B).
\]
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