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ABSTRACT

Estimating causal effects from observational data informs us about which factors are important in an autonomous system, and enables us to take better decisions. This is important because it has applications in selecting a treatment in medical systems or making better strategies in industries or making better policies for our government or even the society. Unavailability of complete data, coupled with high cardinality of data, makes this estimation task computationally intractable. Recently, a regression-based weighted estimator has been introduced that is capable of producing solution using bounded samples of a given problem. However, as the data dimension increases, the solution produced by the regression-based method degrades. Against this background, we introduce a neural network based estimator that improves the solution quality in case of non-linear and finitude of samples. Finally, our empirical evaluation illustrates a significant improvement of solution quality, up to around 55%, compared to the state-of-the-art estimators.
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1 INTRODUCTION

Causal inference is a data-driven discipline that focuses on study design, experimentation, and estimation methodologies to find cause-and-effect linkages based on how actions (or treatments) affect a system’s outcome of interest. Unlike other state-of-the-art statistical models, a causal model combines data with a context. In other words, it focuses on data generation procedures, making it inherently interpretable and robust in dynamic conditions. Specifically, causal identification techniques help us to identify the causal effects between actions and outcomes, which are both referred to as causal variables of a causal model. Due to small number of samples and high cardinality, identifying causal effects from observational and experimental data is often infeasible. In effect, estimation of causal effects between variables still remains an important problem and is studied intensively in many disciplines, such as Medical Science [9, 12, 13, 19], Genetics [2, 4, 18], Business Studies [3, 23], Epidemiology [7, 17], Economics [11, 22] and Social Science [5].

The problem of causal identification comes under the form of do-calculus. In causal literature, the so-called do operator is used to denote interventions or actions that modifies parts of the causal model. The do-calculus is a set of inference directives that helps the transformation of these interventions into more interpretable probabilistic sentences, and as such, enables an user to derive or confirm causal claims about interventions [14]. Results inferred from do-calculus is well understood on the whole but its application is still questionable [10]. This is because do-calculus assumes that the distributions being used are error-free, but in practice, we do not have sufficient samples to confirm that. In case of limited samples, a popular criterion, namely back-door criterion, is employed to estimate causal effects. In more detail, back-door (BD) adjustment formula estimates causal effects when a set of covariates (observed variables) satisfies the BD criterion relative to an ordered pair [15].

The Back-door adjustment formula depends on the cardinality or dimension of the covariate set, which imposes a significant computational overhead when the covariate set is high dimensional. Over the years, a number of approaches have been introduced to deal with the problem of estimating effects from finite samples. In Inverse probability weighting (IPW) [8], a two stage sampling scheme was proposed that estimates the sampling variance from limited samples without the need of any additional assumptions about the sample. [21] developed a propensity score based method that provides score on the treatment variable of interest given a set of observed covariates. This method showed that only the adjustment of the scalar propensity score is enough to remove bias and also depicted great success not only in univariate but also in multivariate scenario. Stabilized weighting (SW) [6] uses the combination of marginal structural models and inverse probability weighting to estimate causal effects in the presence of time dependent confounders (i.e. unobserved common causes). Doubly robust estimators [1] provide a way to estimate causal effects in the scenario of limited observational data. Bayesian additive regression trees focuses more on the flexibility of modelling data and it can handle large number of covariates, continuous treatment variables and missing data. [20] introduced g-formula that can be used to estimate causal effect of time varying treatment in the presence of time varying confounders.

In practical BD-admissible settings, the aforementioned techniques have been proved to be quite effective in calculating causal effects. However, many scenarios exist in reality where causal effects are identifiable, but not BD-admissible (often termed as non-BD settings). For example, in some cases, confounders affect both treatment and outcome, necessitating the introduction of a new set of variables to compute effect. Besides, there are situations when we are unable to control the treatment variable and must
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establish a new set of variables to control it. To address these issues, [10] recently developed a Composition of weighting operator (CWO) based causal estimation method. The building block of this method is a weight-based operator that can be estimated using statistical techniques such as the BD (Back-door) estimand. CWO is capable of estimating the causal effects of non-back-door scenarios solely by the weighting operator or its composition.

The CWO-based model utilizes regression techniques (e.g. weighted least square, logistic regression, linear regression) to estimate the causal effects between variables. The data becomes increasingly non-linear as the dimension of the covariates rises, and regression methods fail to completely interpret these non-linear relationships. To address this drawback, we propose a neural network based estimator, that we call NN-CWO, where the operator of CWO is modeled using an artificial neural network.

Specifically, a back propagation method is deployed to learn the parameters of the operator that helped the NN-CWO model to learn the causal relations from a very small sample. As neural networks can effectively learn the complex relationships, NN-CWO model produces good results in case of non-linear data. Our empirical findings show that it outperforms the state-of-the-art approach in both low and large data dimension scenarios.

The remainder of this paper is structured as follows. We describe the problem of estimating causal effects in case of non-BD scenarios in more detail in the section that follows. Then, in Section 3, we discuss the complete process of NN-CWO with worked examples. Afterwards, in Section 4, we present the empirical results of our method compared to the current state-of-the-art, and Section 5 concludes.

2 BACKGROUND AND PROBLEM DEFINITION

In this section, we first define the Structural Causal Models (SCM) followed by some necessary definitions. We then discuss how CWO’s weighting operator deals with non-back-door scenarios.

Structural Causal Models (SCM) are sufficient to express the underlying causal relationships between causal variables and is denoted by a tuple \( M = < V, U, F, P(u) > \). Here, \( U \) denotes the set of unobserved (exogenous) variables, \( V \) denotes endogenous variables, \( F \) is a set of functions such that each \( f_i \in F \) determines each variable \( V_i \in V \) from \( U \cup P(a_i) \), where \( P(a_i) \subseteq V \setminus \{V_i\} \) and \( P(u) \) denotes the probability distribution defined over the domain of exogenous variables \( U \). An SCM \( M \) can be interlinked with a causal diagram \( G \) in which every node resembles a variable and each link signifies a causal connection from \( P(a_i) \cup U \) to \( V_i \). The endogenous variable set can be further decomposed into three disjoint sets \( V = \{X, Z, Y\} \), where \( X \) is the set of treatment variables, \( Z \) is the set of observed variables (covariates) and finally \( Y \) is the set of outcome variables. Interventions or actions on a causal model can be thought of as an external force that modifies the function \( f_i \) between \( X \) and its parents by setting it to an external value(s) \( x \). This operation is denoted by \( \text{do}(X=x) \) and this induces a sub-model \( M_{X=x} \) and a probability distribution \( P_X(x) \) that is defined over the set of observed variables \( V \) (see [15] for more detail). The causal effect of \( X \) on \( Y \) (\( P_X(Y) \)) is identifiable if \( P(Y \mid \text{do}(X=x)) \) can be uniquely computed from the probability distribution over \( V \). The identifiability conditions assume that the probability distributions are flawless but in real-life scenarios we often do not have enough samples to support that. Here, we aim to estimate causal effects of control variables \( X \) on outcome \( Y \) in non-back-door scenarios in the context of limited samples.

Note that, we represent each variable with capital letters (e.g. \( A, B, C \)) and their corresponding registered values by small letters (e.g. \( a, b, c \)). A set of variables is denoted by bold capital letters (e.g. \( A, B, C \)). In an ordered set of variables, \( A = \{A_1, A_2, A_3, \ldots, A_n\} \), \( A^{(i)} = \{A_1, A_2, \ldots, A_i\} \) and \( A^{\geq i} = \{A_i, \ldots, A_n\} \). In the graphs, we used the notations Pa(A), Ch(A), An(A), De(A) to represent the parents, children, Ancestors and Descendants of \( A \), respectively. Here \( G_{C \rightarrow Z} \) denotes the graph \( G \) where all the incoming edges into \( C \) and all the outgoing edge from \( C \) are removed. Finally, bi-directional dashed lines depicts the variables being confounded by confounders.

Definition 2.1 (Weighted Distribution, \( P^W(v) \)). Given a set of variables \( V \), their probability distribution \( P(V) \) and a weight function \( W(v) \), where \( W(v) > 0 \). The weighted probability is given by,

\[
P^W(v) = \frac{P(v)W(v)}{E_W}; \text{ where } E_W = E[ W(v) ]
\]

Weighting-based estimators such as IPW [8], SW [6] have been used to estimate BD-admissible estimands which used the aforementioned formulation.

Definition 2.2 (Back-door adjustment). If a set of variables \( Z \) satisfies the back-door criterion relative to an ordered set of variables \( (X, Y) \), then we say \( P_X(Y) \) is identifiable by the BD-adjustment formula which is,

\[
E[P_X(Y)] = \sum_y (Y=y) \sum_z P(Y=y \mid X=x, Z=z)P(Z=z)
\]

2.1 Weighting Operator and the Formulation of Non Back-door Scenarios

The CWO approach has extended the BD scenario using weighting-based operator \( \beta \) and this weighting operator is also used as the building block of our proposed method.

Definition 2.3 (Weighting Operator, \( \beta \)). Given a set of treatment variables \( X = x \), a weight function \( W \) and a function of variables \( h(Y) \), the weighting operator is defined as,

\[
E[P_X(h(Y)) = E[P^W(h(Y)|x)] = \beta(h(Y)|x; W); \text{ where } W = \frac{x}{P(x|z)}
\]

The CWO method performs the complicated task of formulating expected value of effect for a cause with the help of a weighting function to give weight to the samples. This helps to estimate the causal effect from small samples. After using the weighting operator to weight the samples, the resulting weighted distribution can be treated as the post intervention distribution, which simplifies the operation of intervention [15].

Despite the aforementioned advantages, CWO utilizes regression methods, which axiomatically fail to interpret the underlying causal relationships as the data gets increasingly non-linear. In the wake of this, we are going to extend CWO using neural networks with the intent to improve solution quality for BD and non-BD settings with
low and high data dimensions. Before that, we are going to explore how the weighting operator $\beta$ of CWO can be used to formulate all the non-BD scenarios.

2.1.1 Multi-outcome Sequential Back-door Criterion. Estimating effects of sequential plans $X = \{X_1, X_2, X_3, ..., X_n\}$ on outcome $Y$ in the presence of confounders is an age-old question and has been solved effectively by the development of the Sequential Back-door (SBD) adjustment formula [16]. SBD assumes the outcome $Y$ to be a singleton. CWO extends the SBD criterion to fit in with the scenarios where the outcome $Y$ is a set of variables, and named it as Multi-outcome Sequential Back-Door criterion (mSBD) [10]. Here, if a set of covariates $Z$ satisfies mSBD criterion relative to $(X,Y)$, then the causal effect is identifiable and given by,

$$P_x(y) = \sum_{z} \prod_{k=0}^{n} P(x_k|x^{(k)}, z^{(k)}, y^{(k-1)}) \times \prod_{j=1}^{n} P(z_j|x^{(j-1)}, z^{(j-1)}, y^{(j-1)})$$

(2)

This can be formulated using CWO’s weighting operator as follows,

$$E[P_x[h(Y)]] = \beta[h(Y)|x; W], \text{ where}$$

$$W = W_{mSBD}(x, y, z) = \frac{P(x)}{\prod_{k=1}^{n} P(x_k|x^{(k-1)}, y^{(k-1)}, z^{(k)})}$$

(3)

2.1.2 Surrogate Criterion. The Surrogate Criterion is another setting where causal effect can be efficiently estimated using the weighting operator of CWO. In Figure 2, we see the causal model of such a criterion. Here, $Z$ is a set of confounders for the causal effect of $X$ on $Y$. Here, if $X$ is hard to ascertain, it can be substituted by the variable $W$. The causal effect can be estimated using weighting operators using the weight function $W_{mSBD}$ from Equation 3.

In this setting, if a set of covariates $\{W,Z\}$ satisfies Surrogate criterion relative to $(X,Y)$, then the causal effect is identifiable and given by,

$$E[P_x[h(Y)]] = \beta[h(Y)|x \cup W; W], \text{ where}$$

$$W = W_{mSBD}(W, x \cup y, z)$$

(4)

2.1.3 Front-door Criterion. There are non-BD scenarios where both the treatment $X$ and the outcome $Y$ are confounded by covariates $U_{x,y}$. Front-door criterion effectively solves the problem by introducing covariate set $Z = \{Z_1, Z_2, ..., Z_n\}$. Front-door can be expressed as a composition of multiple weighting operators to effectively estimate causal effects. If $Z$ is front-door admissible relative to ordered pair $(X,Y)$, then $P_x(y)$ is identifiable and is formulated here.

The equation for estimating causal effect of $X$ on $Y$ can be split into two weighting operators of two back-door scenarios. Here, $\beta_1$ estimates the causal effect of $X$ on covariate set $Z$ with no back-door admissible node as follows,

$$\beta_1 = \beta[h(z)|x; W_1] = \sum_z h(z)P^{W_1}(z|x); \text{ where } W_1 = \frac{p(x)}{p(x|\emptyset)} = 1$$

(5)

On the other hand, $\beta_2$ estimates the effect of $Z$ on $Y$ where the node $X$ is back-door admissible as follows,

$$\beta_2 = \beta[y|z; W_2] = \sum_y yP^{W_2}(y|z); \text{ where } W_2 = \frac{p(z)}{p(z|x)}$$

(6)
Algorithm 1: NN-CWO Algorithm

| Function | NN_CWO(X, y, X_pred, w; hp): |
|-----------|-------------------------------|
| 1         | d ← number of columns of X; |
| 2         | if d ≠ 1 then |
| 3         | Beta ← Sequential Neural Network; |
| 4         | + Dense("linear", hp[input_units], d); |
| 5         | + Dropout(hp[dropout_rate]); |
| 6         | for i ← 1 to hp[n_layers] do |
| 7         | + Dense("relu", hp[units_i]); |
| 8         | + Dropout(hp[dropout_rate_i]); |
| 9         | end |
| 10        | + Dense("linear", 1); |
| 11        | Beta.compile("adam", hp[learning_rate], "mean squared error"); |
| 12        | Beta.fit(X, y, w); |
| 13        | end |
| 14        | else |
| 15        | Beta ← LinearRegression() ; |
| 16        | Beta.fit(X, y, w); |
| 17        | end |
| 18        | y_pred ← Beta.predict(X_pred); |
| 19        | return y_pred |

A composition of β1 and β2 operators is done to estimate the direct effect of X on Y as follows,

\[ E(P_x(y)) = (\beta_1 \beta_2)(x) = \beta_2(z|x; w_1) \]

3 THE NN-CWO ALGORITHM

NN-CWO is a Neural Network based algorithm that effectively solves the challenges faced in causal effect estimation of non-BD conditions. The algorithm estimates causal effects in both linear and non-linear relations. In so doing, we introduce a neural network-based operator. We use a composition of this operator to effectively estimate causal effects in the non-BD conditions: Front-door Criterion, Surrogate Criteron and mSBD.

Algorithm 1 shows the NN-CWO method. The inputs of this algorithm are the training data where X is the cause variable and y is the effect variable, X_test is the data on which predictions for the effect variable are made, w is a column of sample weights and hp is a set of hyper-parameters. The algorithm uses a sequential neural network model to estimate causal effects of the respective layers are taken from hp. Back propagation is done while fitting the data where the samples are weighted using weights predefined for the respective causal model using the procedure getWeight(). Here, Dropouts and callback functions are used to tackle overfitting. In more detail, the algorithm first finds the dimension d of the cause variable and specifies which model to use. When d is not 1, the neural network-based model is used where the steps in lines 4-13 are executed. Here, a sequential model named Beta is created. Then a dense input layer is added to Beta with the input dimension set to d. The ReLu activation function is used and the unit is taken from hp (line 8). Then, a dropout layer is added to Beta with the dropout rate taken from hp. Similarly, other layers with similar properties are added to Beta iteratively in lines 7-9 where the number of iterations is also taken from hp. In each iteration, one dense layer is added with the ReLu activation function along with one dropout layer, where the unit and the dropout rate of the respective layers are taken from hp. Then, in line 11, a dense output layer is added to Beta with unit 1 and a Linear activation function. Beta is compiled in line 12 with the Adam optimizer having a learning rate obtained from hp and with mean squared error as the loss function. Finally, the model Beta is fit with X and y and the weight as the sample weight. This is where the model feeds forward the input data towards the output layers and also performs Back Propagation to tune the parameters. On the other hand, if d is equal to 1 (checked in Line 3), the algorithm executes from line 16, where Beta is defined as a linear regression model. X and y with w as the sample weight is fit into the model. Finally, after the model Beta is trained for the corresponding d, y_pred is set as the predicted values of y for the given set X_pred from the model. y_pred is then returned. A composition of NN_Beta is done consecutively depending on the causal scenario.

3.1 Front-door

In Algorithm 2, the causal effect for the Front-door criterion of the causal model, as seen in Figure 3, is estimated. The causal effect of X on Y is estimated using two Back-door considerations. Firstly, the dimension d of the variable Z is determined. The data is processed to figure out X, Y and Z. Here, a composition of two back-doors is made. For the first back-door, the causal effect of Z on Y with X as the back-door admissible node is modeled, where weight1 is generated using a getWeight() function using Equation 6. In line 7, NN_CWO is called with parameters (Z, X, Z, weight1, hp)

\[ 1 \text{Although other optimizers can be used, we choose Adam optimizer as it gives good results at the expense of small computational time, and also for its ease of configuration.} \]
Algorithm 3: Function that estimates the ATE in Surrogate Criterion

```python
def surrogate_NNCWO(data, hp):
    d ← dimension of columns of Z of data;
    X ← data[x];
    Y ← data[y];
    X_train ← data[x, w];
    weight ← getWeight();
    X_test ← [[0,1],[1,0]];
    y_pred ← NN_CWO(X_train, Y, X_test, weight, hp);
    μ0 ← y_pred[0];
    μ1 ← y_pred[1];
    return μ0, μ1
```

Algorithm 4: Function that estimates the ATE in mSBD Criterion

```python
def mSBD_NNCWO(data, hp):
    X ← data[x1, x2];
    Y ← data[y2];
    weight ← getWeight();
    X_test ← [[0,0], [0,1], [1,0], [1,1]];
    y_pred ← NN_CWO(X, Y, X_test, weight, hp);
    μ0 ← y_pred[0];
    μ1 ← y_pred[1];
    μ10 ← y_pred[2];
    μ11 ← y_pred[3];
    return μ0, μ1, μ10, μ11
```

Finally, the predicted values are stored in \( y_{pred} \). This gives the estimates of \( Y \) for a given \( X \) which is \( \mu_0 = y_{pred}[0] \) when \( x = 0 \) and \( \mu_1 = y_{pred}[1] \) when \( x = 1 \). These predictions are returned.

### 3.2 Surrogate Criterion

Algorithm 3 estimates the causal effect for the Surrogate criterion described in the causal model shown in Figure 2. The causal effect of \( X \) on \( Y \) can be visualized as the causal effect of \( [X, W] \) on \( Y \) with \( Z \) being a Back-door admissible node. Here, the \( NN_CWO \) is called once. Though composition is not required but the weighted Neural Network learns the complex relations of surrogate effectively. To begin with, the data is processed to figure out \( X, W, Z_1 \) to \( Z_d \) and \( Y \). In line 5, \( X \) and \( W \) is put in a single variable \( X_{train} \). Then, the model is trained for the causal effect of \( X_{train} \) on \( Y \) with \( Z \) as the Back-door admissible node. \( weight \) is generated with the help of \( getWeight() \) function using equation \( W = \frac{P(W)}{P(W|Z)} \). An array \( X_{test} \) with only the possible combinations of \( X \) and \( W \) is used. Here \( X_{test} \) is a 2-D array \([0,1],[1,0] \). In line 8, we call \( NN_CWO \) with parameters \( (X_{train}, Y, X_{test}, weight, hp) \) (Equation 4). Finally, the predicted values are stored in \( y_{pred} \). This gives the estimates of \( Y \) for a given \( x \) which is \( \mu_0 = y_{pred}[0] \) when \( x = 0 \) and \( \mu_1 = y_{pred}[1] \) when \( x = 1 \). These predictions are returned.

### 3.3 mSBD

Algorithm 4 estimates the causal effect for the Multi-Sequential outcome back-door criterion as described in the causal model Figure 1. Here, \( Z \) is mSBD admissible relative to \( (X, Y) \). So, the causal effect of \([X_1, X_2] \) on \( Y_2 \) is estimated using Equation 3. Firstly, the data is processed keeping columns \( X_1 \) and \( X_2 \) in variable \( X \) and column \( Y_2 \) is set as variable \( Y \). In line 4, the sample weights, \( weight \) are generated. Here, \( X_{test} \) is a 2-D array \([0,0],[0,1],[1,0],[1,1] \) which are all possible combinations of \( X_1 \) and \( X_2 \) respectively. In line 6, \( NN_CWO \) is called with parameters \( (X_{train}, Y, X_{test}, weight, hp) \).

In our experiments, as recommended in the CWO paper, we use Median Average Absolute Error or MAAE to report our comparative results. For each of the three non-BD situations, we perform the tests with different dimensions of covariates and a wide range of sample sizes. We estimate \( \mu(x) = E(P_x) \) from a sample of size \( N=10^7 \) by performing \( do(X=x) \) and generating a model after performing intervention on \( X \). We use this as the ground truth, as it is done in the CWO paper. In a similar way, we estimate \( E(P_{xy}) \) as \( \mu_{cwo}(x) \). We then use this as the baseline to compare the performance of the NN-CWO algorithm. We then estimate the expected value \( \mu_{in}(x) \) using NN-CWO approach. Moreover, we estimate the weights using assumed parametric models from the data. For multi-dimensional cases, we used chain rule of probability. Logistic regression is used for binary cases. We compute Average absolute error AAE as \( |\mu(x) - \mu_{cwo}(x)| \) and \( |\mu(x) - \mu_{in}(x)| \) averaged over \( x \). So, if \( X=x_1, x_2, x_3, ..., x_n \), the AAE for method \( R \) is calculated as

\[
\frac{\sum_{i=1}^{n} |\mu(x_i) - \mu_{R}(x_i)|}{n}
\]

For each sample size, we generate 100 AAEs and determine the median AAE or MAAE. MAAE is used for comparison because the
results might vary over 100 AAEs and picking the median solves this issue. A plot of MAAE vs sample size \( N \) makes the MAAE plot which is the basis for our performance comparison. The lower the MAAE curve, the better the performance of the algorithm.

4.2 Results

We make estimations for the different scenarios over a range of dimensions. For efficient estimation, we perform all the experiments over a range of samples \([500, 1000, 1500, ..., 10000]\). Here, dashed lines in a graph represents the results for CWO algorithm and solid lines represents the results for NN-CWO algorithm.

**Front-door Criterion**: To test our NN-CWO with the CWO in case of front-door, as done in the CWO paper, we set \( X \) to be binary, \( Y \) is continuous in \([0,1]\) and \( Z = \{ Z_1, Z_2, ..., Z_D \} \). The graphs in Figure 4a and Figure 4b depict the results for low and high dimension of the data respectively. It can be observed that, both NN-CWO and CWO starts with a slightly higher MAAE. However, MAAE tends to drop with the increase of sample sizes. This is due to the fact that more samples help both of these models in better understanding the causal relationships between the variables. We can see from Figure 4b that MAAE for higher dimensions tend to converge less and the convergence is much smaller for CWO algorithm.

**Surrogate Criterion**: We estimate \( \mathbb{E}(P_{x'y}) \) from the SCM in Figure 2 using Algorithm 3. Following the SCM in the CWO paper, \( X, Z \) and \( W \) are binary variables, \( Y \) is continuous between 0 and 1, and \( D \) is the dimension of \( Z \). We generate two MAAE plots in Figure 5a and Figure 5b similar to that of Front-door criterion. Here, as it is observed in the Front-Door criterion experiment, in case of lower sample sizes, the MAAE curve for NN-CWO starts lower than that of CWO. As the sample size grows, both curves gradually decline, with the gradual dissension being higher for NN-CWO than for CWO. We observe that NN-CWO consistently outperforms CWO in both higher and lower dimensions, as well as for different sample sizes.

**mSBD Criterion**: We estimate \( \mathbb{E}(P_{x'y}) \) for mSBD Criterion from the SCM in Figure 1 using Algorithm 4. Here, the variables \( X_1, X_2, Y_1 \) and D-dimensions of \( Z_1 \) and \( Z_2 \) are all binary whereas \( Y_2 \) is continuous. Here, similar to the previous two criteria, we follow the CWO paper. We generate the MAAE plot for mSBD criterion in Figure 6. The curves for both CWO and NN-CWO converges become increasingly nonlinear, and the CWO approach underperforms in this situation, but our algorithm performs better. Finally, we can conclude that NN-CWO is more robust in all dimensions and all sample sizes, it outperforms CWO in all the cases.
We see that NN-CWO gives better estimates than CWO in the linear causal relations, NN-CWO learns non-linear causal relations significantly well. Our extensive empirical evaluations illustrate that our algorithm outperforms the state-of-the-art algorithm. NN-CWO learns causal relations from limited samples which is a major problem in the field of Causal Inference. In future, we want to explore ways to handle model mis-specifications, and conduct experiments to see how our algorithm performs in mSBD composition criterion. Finally, we would like to extend the work to handle time series-based data using Recurrent Neural Networks.

5 CONCLUSIONS AND FUTURE WORKS

This paper introduces an algorithm, NN-CWO, for the causal estimation of non Back-door scenarios with the incorporation of a Neural Network-based Composition of Weighting Operators. Along with the linear causal relations, NN-CWO learns non-linear causal relations significantly well. Our extensive empirical evaluations illustrate that our algorithm outperforms the state-of-the-art algorithm. NN-CWO learns causal relations from limited samples which is a major problem in the field of Causal Inference. In future, we want to explore ways to handle model mis-specifications, and conduct experiments to see how our algorithm performs in mSBD composition criterion. Finally, we would like to extend the work to handle time series-based data using Recurrent Neural Networks.
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