Far-field wireless power transfer (WPT) via radio-frequency has a long history and nowadays it attracts more and more attention as a promising technology for overcoming this issue. WPT utilizes a dedicated source to radiate electromagnetic energy through a wireless channel and a rectifying antenna (rectenna) at the receiver to receive and convert this energy into DC power. The major challenge of far-field WPT is to increase the DC power level at the output of the rectenna without increasing the transmit power, and to power devices located tens to hundreds of meters away from the transmitter. To overcome this challenge, the vast majority of the technical efforts in the literature have been devoted to the design of efficient rectenna [2]-[4].

Another promising approach to increase the output DC power level is to design efficient WPT signals [5]. Interestingly, it was observed through RF measurements in the RF literature that the RF-to-DC conversion efficiency is a function of the input waveforms. In [6], [7], a multisine signal excitation is shown through analysis, simulations and measurements to enhance the DC power and RF-to-DC conversion efficiency over a single sinewave signal. In [8], various input waveforms (OFDM, white noise, chaotic) are considered and experiments show that waveforms with high peak to average power ratio (PAPR) increase RF-to-DC conversion efficiency. However, the main limitation of those methods is not only the lack of a systematic approach to design waveforms, but also the fact that they operate without Channel State Information (CSI) at the Transmitter (CSIT) and Receiver (CSIR). Inspired by communications, CSI is also very helpful to WPT to adjust dynamically the transmit signal as a function of the channel state and the multipath fading. The first systematic analysis, design and optimization of waveforms for WPT was conducted in [9]. Those waveforms are adaptive to the CSI and jointly exploit a beamforming gain, the frequency-selectivity of the channel and the rectenna nonlinearity so as to maximize the amount of harvested DC power. Since then, further enhancements have been made to waveform optimization adaptive to CSI with the objective to reduce the complexity of the design and extend to large scale multi-antenna multi-sine WPT [10]-[12], to account for limited feedback [13], to energize multiple devices (multi-user setting) [10], [14], to transfer information and power simultaneously [15]-[17], and enable efficient wireless powered communications [18], [19].

In addition to optimizing the rectenna circuit and waveform, the use of multiple rectennas, also known as multiport rectennas, at the receiver can increase the output DC power level. In
Multiport rectennas have been designed for ambient RF energy harvesting, which is similar to WPT but does not have a controllable and dedicated transmitter. It was shown that using multiport rectennas can linearly increase the output DC power level with the number of rectennas at the receiver while keeping a compact multiport rectenna size as single rectenna. Two combinings, DC and RF combinings, for the multiple rectennas at the receiver has been investigated in [25]. However, the investigation is at the level of RF circuit design and does not consider the impact on communication and signal designs, including CSI acquisition, as well as adaptive waveform and beamforming optimization.

In this paper, we utilize multiple rectennas at the receiver for WPT to increase the output DC power level. Together with the multiple antennas available at the transmitter, a multiple-input and multiple-output (MIMO) WPT system is formed. The contributions of the paper are summarized as follow.

First, we analyze the model of MIMO WPT system with the rectenna nonlinearity. Two combining schemes for multiple rectenna at the receiver, DC and RF combinings, are modeled and analyzed. This contrasts with prior works [9]-[19] that assumed a single rectenna per device.

Second, for DC combining, assuming perfect CSIT can be attained and making use of the rectenna model, we optimize the beamforming for multiple antennas at the transmitter in MIMO WPT system. We formulate an optimization problem to adaptively change the beamforming as a function of the CSIT so as to maximize the total DC power of all rectenna outputs. By solving a non-convex posynomial maximization problem with semi-definite relaxation (SDR), we optimize the beamforming and we also numerically show that the proposed algorithm finds a stationary point of the problem for the tested channel realizations.

Third, for RF combining, assuming perfect CSIT and CSIR and making use of the rectenna model, we optimize the beamformers at both the transmitter and the receiver in the MIMO WPT system. The global optimal beamforming weights at both the transmitter and the receiver are obtained in closed form. Additionally, a practical RF combining circuit using RF phase shifter and RF power combiner is proposed for the MIMO WPT system. Assuming perfect CSIT and CSIR and making use of the rectenna model, the analog receive beamforming is optimized by solving a non-convex optimization problem with SDR. We numerically show that SDR is very tight and the proposed algorithm can find nearly the global optimal solution for the tested channel realizations.

Fourth, scaling laws of the output DC power for multiple-input single-output (MISO) WPT system and single-input multiple-output (SIMO) WPT system are analytically derived as a function of the number of transmit antennas \( M \) and the number of receive antennas \( Q \). These scaling laws confirm the benefits of using multiple antennas at the transmitter or receiver and show that different combining schemes leads to different output DC power. They also highlight that RF combining significantly outperforms DC combining since the receive beamforming in RF combining leverages the rectenna nonlinearity more efficiently.

Fifth, the beamforming for DC and RF combinings, adaptive to the CSI and accounting for the rectenna nonlinearity, are shown through realistic circuit evaluations to boost the output DC power level. Moreover, the circuit simulations show that RF combining outperforms DC combining in terms of the output DC power level since the receive beamforming in RF combining leverages the rectenna nonlinearity more efficiently.

Sixth, the impact of DC combining versus RF combining on the WPT system design is also discussed and a comprehensive comparison of DC and RF combinings is provided.

It is also worth contrasting our contributions with the recent MIMO WPT systems proposed in [26], [27]. Our work is different from [26] in several aspects: 1) the nonlinearity of the rectenna is not considered in [26] while this work shows that exploiting such nonlinearity is important to boost the output DC power, and 2) only DC combining is considered in [26] while this work considers both DC and RF combinings and shows that RF combining can boost the output DC power by leveraging the nonlinearity of the rectenna. On the other hand, our work is different from [27] in several aspects: 1) this work focuses on the low power (e.g. below mW input power) WPT scenario so that a nonlinear rectenna model based on Taylor expansion of the diode I-V characteristics is used while [27] focuses on medium and large power WPT scenario so that a sigmoidal function-based rectenna model which reflects the property of saturated output DC power is used, 2) the generic architecture in [27] uses many power splitters and power combiners, which in reality causes high insertion loss and is not suitable for low power WPT scenario, so this work focuses on the two practical combining schemes with low complexity for the low power WPT MIMO system, and 3) this work proposes a more practical RF combining circuit consisting of phase shifters and RF power combiner and the optimization for the phase shifts in the practical RF combining is also provided.

In addition, we would like to clarify the differences between the beamforming design in this work and the waveform design in [9]. Both of them are effective approaches to increase the output DC power in WPT system. However, waveform design focuses on how to allocate power (with adaptive magnitude and phase) at different frequency tones while beamforming design focuses on how to allocate power (with adaptive magnitude and phase) at different transmit antennas and how to combine power from different receive antennas in RF combining. In other words, waveform design is considered from the perspective of frequency domain while beamforming design is from spatial domain. Besides, waveform design is performed at the transmitter. However, in MIMO WPT system, beamforming design is not only performed at the transmitter but can be also performed at the receiver (in the case of RF combining). Interestingly, it remains a future work to jointly optimize the waveform design and the beamforming design to further improve the output DC power.

As a takeaway message, this paper again shows the crucial role played by the rectenna nonlinearity. It is well understood from [9], [15], [28] that nonlinearity favors a different waveform, modulation, input distribution and transceiver architecture as well as a different use of the RF spectrum in WPT, and wireless information and power transfer (WIPT). What this
paper further highlights is that nonlinearity also changes how to make use of multiple receive antennas in WPT, and therefore how to design the corresponding beamformers. As shown in this paper, if we ignore the nonlinearity of the rectenna and assume the (inaccurate) linear model of the rectenna [26], [29], DC combining and RF combining would lead to the same output DC power.

Organization: Section II introduces the MIMO WPT system model and Section III briefly revisits the rectenna models. Section IV and Section V tackle the beamforming optimization for DC and RF combinings, respectively. Section VI demonstrates the beneficial role of the rectenna nonlinearity. Section VII analytically derives the scaling laws for the MIMO WPT system. Section VIII evaluates the performance and Section IX discusses the impact of DC and RF combinings on the WPT system design. Section X concludes the work.

Notations: Bold lower and upper case letters stand for vectors and matrices, respectively. A symbol not in bold font represents a scalar. $\mathbb{E} \{ \cdot \}$ refers to the expectation/averaging operator. $\mathbb{R} \{ x \}$, $\mathbb{S} \{ x \}$, and $|x|$ refer to the real part, imaginary part, and modulus of a complex number $x$. $\| x \|_2$, $\| x \|_1$ refer to the $l_2$-norm and $l_1$-norm of a vector $x$, respectively. arg $(x)$ refers to a vector with each element being the phase of the corresponding element in a vector $x$. $X^T$, $X^H$, $|X|_T$, $\text{Tr} (X)$, and rank $(X)$ refer to the transpose, conjugate transpose, $(i, j)$th element, trace, and rank of a matrix $X$, respectively. $X \succ 0$ means that $X$ is positive semi-definite. $\chi^2_k$ denotes the chi-square distribution with $k$ degrees of freedom. $\mathcal{CN} (0, \Sigma)$ denotes the distribution of a circularly symmetric complex Gaussian (CSCG) random vector with mean vector $\mathbf{0}$ and covariance matrix $\Sigma$ and $\sim$ stands for “distributed as”. $I$ and $\mathbf{0}$ denote an identity matrix and an all-zero vector, respectively. log is in base $e$.

II. MIMO WPT SYSTEM MODEL

We consider a point-to-point MIMO WPT system. There are $M$ antennas at the transmitter and $Q$ antennas at the receiver. The transmitted signal at time $t$ on the $m$th transmit antenna can be expressed by

$$x_m (t) = \mathbb{R} \{ w_{T,m} e^{j \omega_c t} \} = s_{T,m} \cos (\omega_c t + \phi_{T,m}), \quad (1)$$

where $\omega_c$ denotes the center frequency, $s_{T,m} = s_{T,m} e^{j \phi_{T,m}}$ denotes the complex weight with $s_{T,m}$ and $\phi_{T,m}$ referring to the amplitude and phase of the signal on the $m$th transmit antenna, and we take the real part of $w_{T,m} e^{j \omega_c t}$ to convert a phasor into a sinusoidal function of time $t$. Stacking up all transmit signals, we can write the transmit signal vector as

$$\mathbf{x} (t) = \mathbb{R} \{ \mathbf{w}_T e^{j \omega_c t} \}, \quad (2)$$

where the complex weights are collected into a vector $\mathbf{w}_T = [w_{T,1}, w_{T,2}, \ldots, w_{T,M}]^T$. The transmitter is subject to a transmit power constraint given by

$$\frac{1}{2} \| \mathbf{w}_T \|^2 \leq P, \quad (3)$$

where $P$ denotes the transmit power and the scalar $\frac{1}{2}$ is due to that the average power of the sinusoidal function $x_m (t)$ is $\frac{1}{2} |w_{T,m}|^2$.

The signals transmitted by the multiple transmit antennas propagate through a wireless channel. The received signal at the $q$-th receive antenna can be expressed as

$$y_q (t) = \mathbb{R} \{ h_q \mathbf{w}_T e^{j \omega_c t} \}, \quad (4)$$

where $h_q = [h_{q,1}, h_{q,2}, ..., h_{q,M}]^T$ denotes the channel vector (a row vector) for the $q$-th receive antenna with $h_{q,m}$ referring to the complex channel gain between the $m$th transmit antenna and the $q$th receive antenna. We collect all $h_q$ into a matrix $\mathbf{H} = [h_1^T, h_2^T, \ldots, h_M^T]^T$ where $\mathbf{H}$ represents the $Q \times M$ channel matrix of the MIMO WPT system. We assume that the channel matrix $\mathbf{H}$ is perfectly known to the transmitter.

III. RECTENNA MODEL

We briefly revisit two simple and tractable models of the rectenna circuit derived in the past literatures [9], [10]. The goal of describing two different models is to emphasize the rectenna nonlinearity in WPT systems. Those two models account for the rectenna nonlinearity through the higher order terms in the Taylor expansion of the diode I-V characteristics while having a simple and tractable expression. Interestingly, those two models are shown to be equivalent in terms of optimization even though they rely on different physical assumptions [10].

Consider a rectifier with input impedance $R_{\text{in}}$ connected to a receive antenna as shown in Fig. 1. The signal $y (t)$ impinging on the antenna has an average power $P_{\text{av}} = \mathbb{E} \{ |y (t)|^2 \}$. The receive antenna is assumed lossless and modeled as an equivalent voltage source $v_s (t)$ in series with an impedance $R_{\text{ant}} = 50 \Omega$ as shown in Fig. 1. With perfect matching ($R_{\text{in}} = R_{\text{ant}}$), the input voltage of the rectifier $v_{in} (t)$ can be related to the received signal $y (t)$ by $v_{in} (t) = y (t) \sqrt{R_{\text{ant}}}$. A rectifier is always made of a nonlinear rectifying component such as diode followed by a low pass filter with load [2], [3], [21]-[24] as shown in Fig. 1. The current $i_d (t)$ flowing through an ideal diode (neglecting its series resistance) relates to the voltage drop across the diode $v_d (t) = v_{in} (t) - v_{out} (t)$ as

$$i_d (t) = i_s \left( e^{\frac{v_d (t)}{n v_t}} - 1 \right)$$

where $i_s$ is the reverse bias saturation current, $v_t$ is the thermal voltage, $n$ is the ideality factor (assumed equal to 1.05). Based on the Taylor expansion of the diode I-V characteristics and some physical assumptions, the analysis of the rectifier circuit is simplified and therefore two simple and tractable models are provided as shown in the following subsections.
A. Current Model

In [9], by taking the Taylor expansion of the diode I-V characteristics around the negative of the output DC voltage \(-v_{\text{out}}\), the output DC current of the rectifier \(i_{\text{out}}\) is approximated as

\[
i_{\text{out}} \approx k_0(i_{\text{out}}) + \sum_{i \text{ even}, i \geq 2}^{n_0} k_i(i_{\text{out}}) R_{\text{ant}}^{1/2} E\{y(t)^i\},
\]

where the Taylor expansion is truncated to the \(n_0\)th order term. It is shown that the maximization of \(i_{\text{out}}\) is equivalent to maximizing the quantity

\[
z_{\text{DC}} = \sum_{i \text{ even}, i \geq 2}^{n_0} \kappa_i E\{y(t)^i\},
\]

where \(\kappa_i = \frac{i_i R_{\text{ant}}^{1/2}}{n_0 y(t)^i}\) and \(n_0 = 4\) is a good choice [9].

B. Voltage Model

In [10], by assuming zero output DC current and taking Taylor expansion at zero quiescent point to the \(n_0\)th-order term, the output DC voltage of the rectifier \(v_{\text{out}}\) is approximated as

\[
v_{\text{out}} = \sum_{i \text{ even}, i \geq 2}^{n_0} \beta_i E\{y(t)^i\},
\]

where \(\beta_i = \frac{R_{\text{ant}}^{1/2}}{n_0 y(t)^i}\) and \(n_0 = 4\) is a good choice [10]. Multiplying \(v_{\text{out}}\) by \(\frac{i_i R_{\text{ant}}^{1/2}}{n_0 y(t)^i}\) achieves the same model \(z_{\text{DC}}\) (i.e. \(\kappa_i = \frac{i_i R_{\text{ant}}^{1/2}}{n_0 y(t)^i}, \beta_i\)) in (6) so those two models are equivalent. In the following Sections, we mainly use the voltage model since it has a straightforward physical meaning. It should be noted that this voltage model is derived based on some simplifications and assumptions (detailed in [10]) so that it can characterize in a simple and tractable manner the dependence of the rectenna nonlinearity on the input signal properties. However, this does not mean that the model in (7) is accurate enough to predict the rectifier output DC power using \(P_{\text{out}} = v_{\text{out}}^2 / R_{L}\) where \(R_{L}\) refers to the load resistance. Nevertheless, the model and its benefits in deriving optimized signals have been validated by circuit simulations in [9], [11], [30] and experimentally in [30], [31].

IV. Beamforming Optimization with DC Combining

Consider the DC combining scheme for the multiple receive antenna system as shown in Fig. 2. Each receive antenna is connected to a rectifier so that the RF signal received by each antenna is individually rectified. Using the aforementioned voltage model of the nonlinear rectenna, the output DC voltage of the \(q\)th rectifier (connected to the \(q\)th receive antenna) is given by

\[
v_{\text{out},q} = \sum_{i \text{ even}, i \geq 2}^{n_0} \beta_i E\{y_q(t)^i\},
\]

where \(E\{y_q(t)^i\}\) is given by

\[
E\{y_q(t)^i\} = \zeta_i |h_q w_T|^i,
\]

with \(\zeta_i = \frac{1}{i!} \int_0^\infty \sin^i t \, dt\) and specifically \(\zeta_2 = \frac{1}{2}, \zeta_4 = \frac{3}{8}, \zeta_8 = \frac{5}{16}\).

The output DC power of all rectifiers are combined together by a DC combining circuit such as multiple-input and multiple-output (MIMO) switching DC-DC converter [32]-[34] as shown in Fig. 2. The total output DC power is then given by \(P_{\text{out}} = \sum_{q=1}^{Q} v_{\text{out},q}^2 / R_{L}\) where we assume each rectifier has the same load \(R_{L}\). Therefore, we aim to maximize the total output DC power subject to the transmit power constraint, which can be formulated as

\[
\max_{w_T} \sum_{q=1}^{Q} v_{\text{out},q}^2 / R_{L}, \quad \text{s.t.} \quad \frac{1}{2} \|w_T\|^2 \leq P. \tag{10}
\]

Observing the expression of the objective function \(P_{\text{out}}\), we find that it is hard to determine whether \(P_{\text{out}}\) monotonically increases/decreases with \(\Re\{w_{T,m}\}\) or \(\Im\{w_{T,m}\}\). Hence, we introduce the auxiliary variables \(r_q = |h_q w_T|^2\) where \(r_q > 0\) and we equivalently rewrite the total output DC power as

\[
P_{\text{out}} = \frac{1}{R_{L}} \sum_{q=1}^{Q} \left( \sum_{i \text{ even}, i \geq 2}^{n_0} \beta_i z_i r_q^i \right)^2, \tag{12}
\]

which is a posynomial so that we express it in a compact form that \(P_{\text{out}} = \sum_{k=1}^{K} g_k(r)\) where \(K\) is the number of monomials in the posynomial and \(g_k(r) = \rho_k r_1^{\xi_1} r_2^{\xi_2} \cdots r_Q^{\xi_Q}\) is the \(k\)th monomial with \(r = [r_1, r_2, \ldots, r_Q]^T\) where \(\xi_1, \ldots, \xi_Q, \rho_k\) are constants and \(\rho_k > 0\). When \(n_0 = 4\) (which is considered in Section VIII), we have \(P_{\text{out}} = \frac{1}{R_{L}} \sum_{q=1}^{Q} \left( \beta_2 z_2 r_q^2 + 2 \beta_4 z_4 r_q^4 \right)^2 + \beta_8 z_8 r_q^8\) and there are \(K = 3Q\) monomials. Therefore, we equivalently rewrite the problem (10)-(11) as

\[
\max_{w_T, r_q} \sum_{k=1}^{K} g_k(r), \quad \text{s.t.} \quad \frac{1}{2} \|w_T\|^2 \leq P, \quad r_q = |h_q w_T|^2, 1 \leq q \leq Q. \tag{13}
\]
We find that the objective function (13) monotonically increases with \( r_T \). Hence, the constraint \( r_q = |h_q W_T|^2 \) can be replaced with \( r_q \leq |h_q W_T|^2 \) without affecting the optimal solution of the problem (13)-(15). However, \( r_q \leq |h_q W_T|^2 \) is still a non-convex constraint so we use SDR to transform it to a convex constraint [35]. By introducing an auxiliary positive semi-definite matrix variable \( W_T = w_T w_T^H \), we equivalently rewrite the problem (13)-(15) as

\[
\begin{align*}
\max_{w_T, r_q} & \sum_{k=1}^{K} g_k (r) \\
\text{s.t.} & \quad \text{Tr}(W_T) \leq 2P, \quad r_q - \text{Tr}(h_q^H h_q W_T) \leq 0, \quad 1 \leq q \leq Q, \quad W_T \succeq 0, \quad \text{rank}(W_T) = 1.
\end{align*}
\]  

(16)

(17)

(18)

(19)

(20)

We use SDR to relax the rank-1 constraint (20), but the relaxed problem (16)-(19) is still a non-convex optimization problem. Therefore, we introduce an auxiliary variable \( t_0 > 0 \) and equivalently rewrite the relaxed problem (16)-(19) as

\[
\begin{align*}
\min_{w_T, r_q, t_0} & \frac{1}{t_0} \\
\text{s.t.} & \quad \text{Tr}(W_T) \leq 2P, \quad r_q - \text{Tr}(h_q^H h_q W_T) \leq 0, \quad 1 \leq q \leq Q, \quad W_T \succeq 0, \quad t_0 \prod_{k=1}^{K} g_k (r) \leq 1.
\end{align*}
\]  

(21)

(22)

(23)

(24)

(25)

However, \( 1 / \sum_{k=1}^{K} g_k (r) \) is not a polynomial which prevents the transformation to a convex constraint. Therefore, the idea is to upper bound \( 1 / \sum_{k=1}^{K} g_k (r) \) by a monomial. The choice of the upper bound relies on the fact that an arithmetic mean (AM) is greater or equal to the geometric mean (GM). Hence, we have that

\[
\frac{1}{\sum_{k=1}^{K} g_k (r)} \leq \frac{1}{\prod_{k=1}^{K} g_k (r)^{\gamma_k}},
\]  

(26)

where \( \gamma_k \geq 0 \) and \( \sum_{k=1}^{K} \gamma_k = 1 \). We replace the constraint (25) with \( t_0 \prod_{k=1}^{K} g_k (r)^{\gamma_k} \leq 1 \) in a conservative way. For a given choice of \( \{\gamma_k\} \), the problem (21)-(25) is now replaced by

\[
\begin{align*}
\min_{w_T, r_q, t_0} & \frac{1}{t_0} \\
\text{s.t.} & \quad \text{Tr}(W_T) \leq 2P, \quad r_q - \text{Tr}(h_q^H h_q W_T) \leq 0, \quad 1 \leq q \leq Q, \quad W_T \succeq 0, \quad t_0 \prod_{k=1}^{K} \left( \frac{g_k (r)}{\gamma_k} \right)^{\gamma_k} \leq 1.
\end{align*}
\]  

(27)

(28)

(29)

(30)

(31)

which looks like a GP problem but actually it is not a standard GP problem because the left sides of the constraints (28), (29), and (30) are not polynomials. To see the details, we rewrite the monomial term as \( t_0 \prod_{k=1}^{K} \left( \frac{g_k (r)}{\gamma_k} \right)^{\gamma_k} = c_1 t_0 q^{\alpha_1} r_1^{\alpha_2} \cdots r_Q^{\alpha_Q} \) where \( c_1 = \prod_{k=1}^{K} \left( \frac{g_k (r)}{\gamma_k} \right)^{\gamma_k} \) and \( \alpha_q = - \sum_{k=1}^{K} \xi_q \gamma_k \) for \( q = 1, \ldots, Q \). We introduce auxiliary variables \( \tilde{t}_0 = \log t_0 \) and \( \tilde{r}_q = \log r_q \) (so that \( e^{\tilde{t}_0} = t_0 \) and \( e^{\tilde{r}_q} = r_q \)). We use the logarithmic transformation for the objective function (27) and the constraints (29) and (31) so we can equivalently rewrite the problem (27)-(31) as

\[
\begin{align*}
\min_{w_T, \tilde{r}_q, \tilde{t}_0} & \tilde{t}_0 - \tilde{t}_0 \\
\text{s.t.} & \quad \text{Tr}(W_T) \leq 2P, \quad e^{\tilde{r}_q} - \text{Tr}(h_q^H h_q W_T) \leq 0, \quad 1 \leq q \leq Q, \quad W_T \succeq 0, \quad \log c_1 + \tilde{t}_0 + \sum_{q=1}^{Q} \alpha_q \tilde{r}_q \leq 0,
\end{align*}
\]  

(32)

(33)

(34)

(35)

(36)

which is a convex problem that can be solved within polynomial time by CVX [36] which adopts interior point method.

Note that the tightness of the upper bound (26) heavily depends on the choice of \( \{\gamma_k\} \). Following [37], [38], an iterative procedure can be used to tighten the bound, where at each iteration the problem (27)-(31) is solved for an updated set of \( \{\gamma_k\} \). Assuming a feasible \( r^{(i)} \) at iteration \( i - 1 \), compute \( \gamma_k = g_k (r^{(i-1)}) / \sum_{k=1}^{K} g_k (r^{(i-1)}) \forall k \) at iteration \( i \) and solve problem (27)-(31) to obtain \( r^{(i)} \). Repeat the iterations till convergence. Note that the successive approximation method that we used is also known as a successive convex approximation or inner approximation method [39]. It cannot guarantee to converge to the global optimal solution of the problem (21)-(25), but it converges to a stationary point [39], [40] which is denoted as \( W_T^* \). Due to the equivalence, \( W_T^* \) is also a stationary point of the problem (16)-(19).

If \( \text{rank}(W_T^*) = 1 \), the SDR is tight so that \( W_T^* \) is a stationary point of the problem (16)-(20). Using eigenvalue decomposition (EVD), we obtain \( W_T^* = w_T^* w_T^{*H} \) and therefore \( w_T^* \) is a stationary point of the problem (10)-(11). Otherwise, for the case of \( \text{rank}(W_T^*) > 1 \), we aim to extract a suboptimal rank-1 solution from \( W_T^* \). A commonly adopted approach is the so-called Gaussian randomization method [35]. Particularly, we first use the EVD to decompose \( W_T^* = U_T \Sigma_T U_T^{H} \) where \( U_T \) and \( \Sigma_T \) are \( M \times M \) unitary and diagonal matrices, respectively. Then, we generate \( M \)-dimensional random vectors \( n^{(l)} \sim CN(0, I) \) (\( l = 1, \ldots, L \)), multiply \( n^{(l)} \) by \( U_T \Sigma_T^{1/2} \), and scale the norm of \( U_T \Sigma_T^{1/2} n^{(l)} \) to \( \sqrt{2P} \) (\( P \) refers to the transmit power), so that we obtain \( W_T^{(l)} = \sqrt{2P} U_T \Sigma_T^{1/2} n^{(l)} \) (\( l = 1, \ldots, L \)). Finally, we evaluate the output DC power \( P_{out} \) for each \( W_T^{(l)} \) and choose the best one as the final transmit beamforming weight vector \( w_T^* \), which has good performance even though it is not guaranteed to be a stationary point of the problem (10)-(11). Algorithm 1 summarizes the procedure for optimizing the beamforming with DC combining. In Section VIII, we numerically show that \( W_T^* \) is rank-1 so that Algorithm 1 finds a stationary point of the problem (10)-(11) for all tested channel realizations.
Lastly, it is worth investigating the choice of the truncation order $n_0$. Our approach for beamforming optimization with DC combining as shown in Algorithm 1 is applicable to any truncation order $n_0$. However, choosing a large truncation order $n_0$ is not practical since the optimization complexity exponentially increases with $n_0$. In the simplest case $n_0 = 2$, we have that $v_{out,q} = \beta_2 \mathcal{E} \{ y_q(t)^2 \}$. Therefore, in the MISO WPT system (where $Q = 1$), truncating to the second order is equivalent to the linear rectenna model [26], [29]. This has also been shown in [9]. However, when it comes to the MIMO WPT system with DC combining, truncating to the second order is not equivalent to the linear rectenna model [26], [29] due to the DC combining operation $\sum_{q=1}^Q v_{out,q}/RL$. On the other hand, it is shown in [9] and [10] that $n_0 = 4$ is a good choice which effectively characterizes the rectenna non-linearity while the complexity is not high. In Section VII, we show the numerical experimental results of the beamforming optimization with DC combining based on the rectenna model truncated to the 4th order.

V. BEAMFORMING OPTIMIZATION WITH RF COMBINING

Consider the RF combining scheme for the multiple antennas as shown in Fig. 3. All receive antennas are connected to an RF combining circuit. The RF combining circuit includes fixed RF power combiner such as T-junction and reconfigurable power combiner with variable power ratio and phase shifts [41] to adapt to the channel. The received signal at all receive antennas are combined together so that the RF combined signal $\tilde{y}(t)$ can be expressed as

$$\tilde{y}(t) = R \{ w_R^H H w_T e^{j\omega_c t} \},$$

where $w_R$ denotes the receive beamforming weight vector. Since the RF combining circuit is passive, the output power of the RF combining circuit should be equal or less than the input power, which results in a constraint of $|w_R|^2 \leq 1$. The RF combined signal $\tilde{y}(t)$ is then rectified by the only one rectifier in the RF combining scheme as shown in Fig. 3. Using the aforementioned voltage model of the nonlinear rectenna, the output DC voltage of the one rectifier is given by

$$v_{out} = \sum_{i \text{ even}, i \geq 2}^{n_0} \beta_i \mathcal{E} \{ \tilde{y}(t)^i \},$$

where $\mathcal{E} \{ \tilde{y}(t)^i \}$ is given by

$$\mathcal{E} \{ \tilde{y}(t)^i \} = \zeta_i |w_R^H H w_T|^i,$$

with $\zeta_i = \frac{1}{2\pi} \int_0^{2\pi} \sin^i t \ dt$ (same as (9)).

We aim to maximize the output DC power $P_{out} = v_{out}^2/RL$ subject to the transmit power constraint. Noticing that $P_{out}$ monotonically increases with $|w_R^H H w_T|^2$ irrespectively of the truncation order $n_0$, we have the following equivalent problem

$$\max_{w_T, w_R} |w_R^H H w_T|^2$$

s.t. $\frac{1}{2} |w_T|^2 \leq P,$

$$|w_R|^2 \leq 1.$$

Therefore, the choice of the truncation order $n_0$ has no effect on the beamforming optimization with RF combining in the MIMO WPT system, which is different from the case of DC combining.

A. General Receive Beamforming

The optimal transmit and receive beamforming for the problem (40)-(42) has closed-form solutions by using singular value decomposition (SVD). Using SVD, we can express the channel matrix as $H = U \Sigma V^H$ where $U$ is a $Q \times Q$ unitary matrix, $V$ is a $M \times M$ unitary matrix, and $\Sigma$ is a $Q \times M$ diagonal matrix. Therefore, the optimal transmit and receive beamformers are given by

$$w_T^* = v_1 \sqrt{2P},$$

$$w_R^* = u_1.$$
where \( v_1 \) and \( u_1 \) denote the vectors in \( V \) and \( U \) corresponding to the maximum singular value \( \sigma_1 \). Therefore, the maximum value of \( \| w_R^H H w_T \| \) is \( \alpha_1^2 \).

**B. Analog Receive Beamforming**

We consider a practical RF combining circuit for the RF combining scheme as shown in Fig. 4. It consists of an equal-power RF power combiner and \( Q \) phase shifters. Each receive antenna is connected to a phase shifter and the outputs of the \( Q \) phase shifters are connected to the RF power combiner. Therefore, we refer to it as analog receive beamforming and the analog receive beamforming weight vector satisfies the constraint that

\[
w_R = \frac{1}{\sqrt{Q}} \begin{bmatrix} e^{-j\theta_1}, & e^{-j\theta_2}, & \ldots, & e^{-j\theta_Q} \end{bmatrix}^T, \tag{45}\]

\[-\pi \leq \theta_q < \pi, \quad 1 \leq q \leq Q, \tag{46}\]

where \( \theta_q \) denotes the phase shift and the coefficient \( \frac{1}{\sqrt{Q}} \) comes from the equal-power RF power combiner (it can be also explained by the constraint \( \| w_R \|^2 \leq 1 \)). We replace the constraint (42) with the constraints (45) and (46) so that we have the following problem

\[
\begin{align*}
\max_{w_T, w_R, \theta_1, \ldots, \theta_Q} & \quad \| w_R^H H w_T \|^2 \\
\text{s.t.} & \quad \frac{1}{2} \| w_T \|^2 \leq P, \\
& \quad w_R = \frac{1}{\sqrt{Q}} \begin{bmatrix} e^{-j\theta_1}, & e^{-j\theta_2}, & \ldots, & e^{-j\theta_Q} \end{bmatrix}^T, \\
& \quad -\pi \leq \theta_q < \pi, \quad 1 \leq q \leq Q, \tag{49}\end{align*}
\]

which is a non-convex optimization problem due to the non-convex constraint of \( w_R \) (49) and (50). The problem (47)-(50) can be solved by the following two stages.

1) **Maximum Ratio Transmission**: In the first stage, for any given \( w_R \), it is known that the maximum ratio transmission (MRT), \( w_T = \sqrt{2P} \frac{w_R^H H}{\| w_R^H H \|} \), is the optimal transmit beamforming solution so that we have \( \| w_R^H H w_T \|^2 = 2P \| w_R^H H \|^2 \) and the problem (47)-(50) can be equivalently rewritten as

\[
\begin{align*}
\max_{w_R, \theta_1, \ldots, \theta_Q} & \quad \| w_R^H H \|^2 \\
\text{s.t.} & \quad w_R = \frac{1}{\sqrt{Q}} \begin{bmatrix} e^{-j\theta_1}, & e^{-j\theta_2}, & \ldots, & e^{-j\theta_Q} \end{bmatrix}^T, \tag{52} \\
& \quad -\pi \leq \theta_q < \pi, \quad 1 \leq q \leq Q, \tag{53}\end{align*}
\]

which is still a non-convex optimization problem due to the non-convex constraints (52), (53).

2) **Semi-definite Relaxation**: In the second stage, the non-convex constraints (52) and (53) are transformed into convex constraints by using SDR. By introducing an auxiliary positive semi-definite matrix variable \( W_R = w_R w_R^H \), the problem (51)-(53) is equivalently rewritten as

\[
\begin{align*}
\max_{W_R} & \quad \text{Tr} \left( H H^H W_R \right) \\
\text{s.t.} & \quad [W_R]_{qq} = \frac{1}{Q}, \quad 1 \leq q \leq Q, \tag{55} \\
& \quad W_R \succeq 0, \tag{56} \\
& \quad \text{rank} (W_R) = 1. \tag{57}\end{align*}
\]

We use SDR to relax the rank-1 constraint (57) so that the relaxed problem (54)-(56) becomes a semi-definite program (SDP), which can be solved by CVX with complexity of \( O(Q^{2.5} \log \frac{1}{\epsilon}) \) (\( \epsilon \) is the solution accuracy) [35] to achieve the global optimal solution. We denote \( W_R^* \) as the global optimal solution of the problem (54)-(56). If \( \text{rank}(W_R^*) = 1 \), the SDR is tight so that \( W_R^* \) is also the global optimal solution of the problem (54)-(57). Using EVD, we obtain \( W_R^* = w_R^* w_R^{\dagger} H \) and therefore \( w_R^* \) is the global optimal solution of the problem (51)-(53). Otherwise, for the case of \( \text{rank}(W_R^*) > 1 \), we aim to extract a suboptimal rank-1 solution from \( W_R^* \) by the Gaussian randomization method as shown in Section IV. Particularly, we first use the EVD to decompose \( W_R^* = U_R \Sigma_R U_R^H \) where \( U_R \) and \( \Sigma_R \) are \( Q \times Q \) unitary and diagonal matrices, respectively. Then, we generate \( Q \)-dimensional random vectors \( \nu^{(i)} \sim \mathcal{CN}(0, I) \) \( (i = 1, \ldots, L) \), multiply \( \nu^{(i)} \) by \( U_R \Sigma_R^{1/2} \), and extract its phase as the phase shift so that we obtain \( w_R^{(i)} = \frac{1}{\sqrt{Q}} e^{j \arg \left( U_R \Sigma_R^{1/2} \nu^{(i)} \right)} \) \( (i = 1, \ldots, L) \). Finally, we evaluate \( \| w_R^{(i)} H \|^2 \) for each \( w_R^{(i)} \) and choose the best one as the final receive beamforming weight vector \( w_R^\ast \). The Gaussian randomization method guarantees at least a \( \frac{1}{Q} \)-approximation of the optimal objective value for the problem (51)-(53) [35]. Once we obtain \( w_R^\ast \), the optimal transmit beamforming weight vector \( w_T^\ast \) can be found by the aforementioned MRT. Algorithm 2 summarizes the procedure for optimizing the analog receive beamforming. In Section VIII, we numerically show that \( W_R^\ast \) is rank-1 matrix for most of the tested channel realizations and therefore Algorithm 2 finds nearly the global optimal solution of the problem (51)-(53) for the tested channel realizations1.

1Other algorithm [42] has also been considered and implemented for solving the problem (54)-(57), but the proposed algorithm was found to be more efficient for the tested channel realizations.
VI. BENEFICIAL ROLE OF RECTENNA NONLINEARITY

In this section, we provide some insights into the role of nonlinearity. This is crucial to understand why RF combining outperforms DC combining in the output DC power level. The voltage model \( v_{out} = \sum_{i \text{even}, i \geq 2} \beta_i E \{ y(t)^i \} \) characterizes the rectenna nonlinearity which is crucial in WPT system. Using Jensen’s inequality, we have \( E \{ y(t)^i \} \geq \left( E \{ y(t)^2 \} \right)^{\frac{i}{2}} \) (\( P_{\text{RF}} \) is the input RF power) for \( i \) is even and \( i \geq 2 \) so that \( v_{out} \geq \sum_{i \text{even}, i \geq 2} \beta_i (P_{\text{RF}})^{\frac{i}{2}} \), which implies that the RF-to-DC efficiency increases with the input RF power. This is consistent with the measured RF-to-DC efficiency of rectifier circuits in [21]-[24], [30].

To understand the beneficial role of rectenna nonlinearity, we first consider the MIMO WPT system with linear rectenna model which has a constant RF-to-DC conversion efficiency \( \eta \). In DC combining, the RF power received by the \( q \)-th antenna is \( P_{\text{RF},q} = \frac{1}{2} |h_q w_T|^2 \). Each receive antenna is connected to a rectifier so that the output DC power at the \( q \)-th rectifier is given by \( P_{\text{out},q} = \frac{1}{2} |h_q w_T|^2 \eta \). Therefore, the total output DC power is given by \( P_{\text{out}} = \sum_{q=1}^{Q} h_q^2 |w_T|^2 \eta \) where \( \eta = |h_q w_T|^2 \) denotes the RF-to-DC efficiency at the input RF power level of \( \frac{1}{2} |h_q w_T|^2 \). Therefore, nonlinearity exists in DC combining so that it can be leveraged to increase the output DC power. On the other hand, in RF combining, the output DC power is given by \( P_{\text{out}} = \frac{1}{2} |h_{RF}^T w_T|^2 \eta \left( \frac{1}{2} |h_{RF}^T w_T|^2 \right) \) where \( \eta = |h_{RF}^T w_T|^2 \) denotes the RF-to-DC efficiency at the input RF power level of \( \frac{1}{2} |h_{RF}^T w_T|^2 \). The optimal receive beamforming is still \( w_{RF}^* = \frac{H_{RF}^T w_T}{|H_{RF}^T w_T|^2} \) which simultaneously maximizes the terms \( |h_{RF}^T w_T|^2 \) and \( |h_q w_T|^2 \). Then, the output DC power with \( w_{RF}^* \) is given by

\[
P_{\text{out}} = \frac{1}{2} |H_{RF}^T w_T|^2 \eta \left( \frac{1}{2} |H_{RF}^T w_T|^2 \right),
\]

which shows that nonlinearity also exists in RF combining so that it can be leveraged. Therefore, we can conclude that rectenna nonlinearity plays a beneficial role in both DC and RF combiners to increase the output DC power. However, the receive beamforming in RF combining can leverage the nonlinearity more efficiently than DC combining which has no receive beamforming. In DC combining, the efficiency for each rectenna is \( \eta = |h_q w_T|^2 \) while in RF combining the efficiency is \( \eta = |h_{RF}^T w_T|^2 \). Since the efficiency increases with the input RF power, we have \( \eta \left( \frac{1}{2} |H_{RF}^T w_T|^2 \right) \geq \eta \left( \frac{1}{2} |h_{RF}^T w_T|^2 \right) \) so that \( P_{\text{out}} \geq P_{\text{DC}} \).

Hence, we can conclude that RF combining outperforms DC combining because the receive beamforming in RF combining can leverage the nonlinearity more efficiently than DC combining. This conclusion is also verified in the next sections of scaling laws analysis and performance evaluations.

VII. SCALING LAWS

In order to get insights into the fundamental limits of MIMO WPT system and get insights into the role of the combining strategy, we want to quantify how the output DC power \( P_{\text{out}} \) scales as a function of the number of transmit antennas \( M \) and the number of receive antennas \( Q \). In the following, we consider MISO WPT system and SIMO WPT system, respectively, and for SIMO WPT system we consider the DC combining and RF combining, respectively. We mainly consider the scaling laws with the truncation order \( n_q = 4 \). We assume that the channel gains \( h \) are modeled as i.i.d. CSCG random variables with zero mean and unit variance. In this Section, we also assume that \( R_L = 1 \) \( \Omega \) for simplicity.

A. MISO WPT System

We first consider the MISO system. Because there is only one antenna at the receiver, there is no combining issue.

\begin{algorithm}
1. Obtain \( W_R \) by solving problem (54)-(57).
2. if \( \text{rank}(W_R) = 1 \)
3. \( \text{Obtain } w_R \text{ by } W_R = w_R w_R^H \)
4. else
5. \( \text{Obtain } U_R \text{ and } \Sigma_R \) by \( U_R \Sigma_R U_R^H = W_R^* \)
6. for \( l = 1 \text{ to } L \) do
7. \( \text{Generate } n(l) \sim \mathcal{CN}(0, I) \)
8. \( \text{Obtain } w_R(l) = \frac{1}{\sqrt{Q}} e^{j \arg(U_R \Sigma_R^{1/2} n(l))} \)
9. end
10. Set \( l^* = \arg \max_{l=1, \ldots, L} \| w_R(l) \|^2 \), \( w_R = w_R(l^*) \)
11. end
12. Set \( w_{RF} = \sqrt{2P_{\text{out}}} |\Sigma_R^{-1/2} w_R| \).
\end{algorithm}
The output DC voltage of the single rectifier is given by $v_{\text{out}} = \frac{\beta_2}{4} |w_{hT}|^2 + \frac{3\beta_4}{8} |w_{hT}|^4$ where $w = [h_1, h_2, \ldots, h_M]$ refers to the channel vector (a row vector) for the MISO system. It is obvious that the MRT $w_T = \sqrt{2P} h^H$ gives the maximum output DC voltage $v_{\text{out}, \text{MRT}} = \beta_2 P |h|^2 + \frac{3\beta_4}{8} |h|^4$ so that we have the maximum output DC power given by $P_{\text{out}, \text{MRT}} = \beta_2^2 P^2 |h|^4 + 3\beta_2 \beta_4 P^3 |h|^6 + \frac{9\beta_4^2}{4} P^4 |h|^8$. Therefore, the average output DC power is given by $P_{\text{out}, \text{MRT}} = \beta_2^2 P^2 E \{ |h|^4 \} + 3\beta_2 \beta_4 P^3 E \{ |h|^6 \} + \frac{9\beta_4^2}{4} P^4 E \{ |h|^8 \}$. Making use of the moments of a $\chi^2_M$ random variable, we have that $E \{ |h|^{2n} \} = \frac{(M+n-1)!}{(M-1)!}$ so that the average output DC power is given by

$$P_{\text{out}, \text{MRT}} = \beta_2^2 P^2 M (M+1) + 3\beta_2 \beta_4 P^3 M (M+1) (M+2) + \frac{9\beta_4^2}{4} P^4 M (M+1) (M+2) (M+3). \quad (60)$$

Equation (60) shows that $P_{\text{out}, \text{MRT}}$ increases with $M$ in the order of $M^4$ when the number of transmit antennas $M$ is large, which demonstrates that by adapting to CSI using multiple antennas at the transmitter can effectively increase the output DC power level at the rectenna.

### B. SIMO WPT System

We then consider the SIMO system. There is no transmit beamforming due to the only one antenna at the transmitter. In the presence of multiple receive antennas, we consider the DC combining and RF combining in the following.

1) **DC Combining:** The received signal at the $q$-th receive antenna is given by $y_q(t) = \Re \{ \sqrt{2P} h_q e^{j\omega t} \}$ where $h_q$ refers to the channel gain for the $q$-th receive antenna, so that the output DC voltage of the $q$-th rectifier is given by $v_{\text{out}, q}^{\text{DC Combining}} = \beta_2 P |h_q|^2 + \frac{3\beta_4}{8} |h_q|^4$. The total output DC power is given by $P_{\text{out},q}^{\text{DC Combining}} = \sum_{q=1}^{Q} \left( \beta_2 P^2 |h_q|^4 + 3\beta_2 \beta_4 P^3 |h_q|^6 + \frac{9\beta_4^2}{4} P^4 |h_q|^8 \right)$. Therefore we can find the average total output DC power, which is given by $P_{\text{DC Combining}} = \sum_{q=1}^{Q} \left( \beta_2 P^2 E \{ |h_q|^4 \} + 3\beta_2 \beta_4 P^3 E \{ |h_q|^6 \} + \frac{9\beta_4^2}{4} P^4 E \{ |h_q|^8 \} \right)$. Making use of the moments of the exponential distribution, we have $E \{ |h_q|^4 \} = 2, E \{ |h_q|^6 \} = 6, E \{ |h_q|^8 \} = 24$, so that the average output DC power is given by

$$P_{\text{DC Combining}} = \left( 2\beta_2 P^2 + 18\beta_2 \beta_4 P^3 + 54\beta_4^2 P^4 \right) Q, \quad (61)$$

which shows that $P_{\text{DC Combining}}$ linearly increases with $Q$.

2) **RF Combining:** The RF combined signal is $\tilde{y}(t) = \Re \{ \sqrt{2P} w_{hT} e^{j\omega t} \}$ where $w = [h_1, h_2, \ldots, h_Q]^T$ refers to the SIMO channel vector. The output DC voltage of the single rectifier is given by $v_{\text{out}, q}^{\text{RF Combining}} = \beta_2 P \left| \frac{w_{hT}^H}{|h|^2} \right|^2 + \frac{3\beta_4}{2} \left| \frac{w_{hT}^H}{|h|^2} \right|^4$. It is obvious that the maximum ratio combining (MRC) $w_T = \frac{h}{|h|}$ gives the maximum output DC voltage $v_{\text{out}, \text{MRC}}^{\text{RF Combining}} = \beta_2 P \left| \frac{h}{|h|} \right|^2 + \frac{3\beta_4}{2} \left| \frac{h}{|h|} \right|^4$. Similar to the MISO WPT case, the average output DC power in this case is given by

$$P_{\text{RF Combining}, \text{MRC}} = \beta_2^2 P^2 \left[ Q + 1 \right] + 3\beta_2 \beta_4 P^3 \left[ Q + 1 \right] \left[ Q + 2 \right] + \frac{9\beta_4^2}{4} P^4 \left[ Q + 1 \right] \left[ Q + 2 \right] \left[ Q + 3 \right], \quad (62)$$

which shows that the average output DC power $P_{\text{RF Combining}, \text{MRC}}$ increases with $Q$ in the order of $Q^4$ when the number of receive antennas $Q$ is large.

Now we consider the analog receive beamforming where the receive beamforming weight is constrained by (45), (46). It is obvious that the optimal analog receive beamforming weight is $w_R = \frac{1}{Q} \sqrt{P} \arg(h)$ so that the output DC voltage is given by $P_{\text{out}, \text{MRC}}^{\text{Analog}} = \beta_2 P \left( \frac{1}{Q} \right)^2 \left( |h_q|^4 \right) + \frac{3\beta_4}{2} \left( |h_q|^6 \right) \left( Q^2 \right)$. Therefore, the average output DC power is given by

$$P_{\text{RF Combining}, \text{Analog}} = \beta_2^2 P^2 \left| \frac{1}{Q} \right|^2 \left( \frac{E \{ |h_q|^4 \} }{Q^2} \right) + 3\beta_2 \beta_4 P^3 \frac{E \{ |h_q|^6 \} }{Q^3} + \frac{9\beta_4^2}{4} P^4 \frac{E \{ |h_q|^8 \} }{Q^4}. \quad (63)$$

Finding the closed-form expressions of the moments of random variable $|h_q|^n$ is complicated. For simplicity, we give a tight lower bound (for large $Q$) as $E \{ |h_q|^n \} \geq (Q^{-n}) w_{\Gamma}(1.5)^n$ where $\Gamma(x)$ refers to the gamma function. Therefore, we have the lower bound for the average output DC power as

$$P_{\text{RF Combining}, \text{Analog}} \geq \beta_2^2 P^2 \Gamma(1.5)^4 Q! + 3\beta_2 \beta_4 P^3 \Gamma(1.5)^6 Q! \frac{Q^2}{Q (Q-4)!} + \frac{9\beta_4^2}{4} P^4 \Gamma(1.5)^8 Q! \frac{Q^4}{4Q^4 (Q-8)!}, \quad (64)$$

which shows that the average output DC power $P_{\text{RF Combining}, \text{Analog}}$ increases with $Q$ in the order of $Q^4$ when the number of receive antennas $Q$ is large in spite of the lower bound. We also use Monte Carlo method to find $P_{\text{RF Combining}, \text{Analog}}$, and compare it with the lower bound in (64) as shown in Fig. 5, which shows that the lower bound in (64) is tight.

To conclude, equation (61) suggests that the average output DC power linearly increases with $Q$ in the DC combining while equation (62) and (64) suggest that the average output DC power increases with $Q$ in the order of $Q^4$ for large $Q$ in the RF combining. Therefore, using multiple antennas at the receiver can effectively increase the average output DC power for both combinnings, but the RF combining outperforms the DC combining since the receive beamforming in RF combining leverages the rectenna nonlinearity more efficiently than DC combining which has no receive beamforming (see Section VI).

Compared with the MRT MISO WPT system (60), the SIMO WPT system using the MRC RF combining can achieve the same scaling law (62) while using the analog receive beamforming achieves a slightly lower (but same order) scaling law.
(64). Besides, the SIMO WPT system with DC combining (61) achieves a much lower scaling law than the MRT MISO WPT system. Therefore, overall the MISO WPT system is more beneficial than the SIMO system. However, using the MIMO WPT system can simultaneously exploit the benefits of MISO and SIMO system to boost the output DC power.

Table I summarizes the scaling laws for MISO and SIMO systems with DC and RF combinings. The scaling laws for MISO and SIMO systems with DC and RF combinings for $n_0 = 2$ are also provided in Table I. Interestingly, the scaling laws for $n_0 = 2$ can be easily derived from the scaling laws for $n_0 = 4$ by setting $\beta_k = 0$. We notice that the scaling laws change with the truncation order. For example, in MISO WPT system the average output DC power increases with $M$ in the order of $M^2$, instead of $M^4$, for large $M$. In addition, RF combining still outperforms the DC combining because $n_0 = 2$ is not equivalent to the linear model in MIMO WPT system with DC combining as discussed in Section IV.

VIII. PERFORMANCE EVALUATIONS

We consider two types of performance evaluations, the first one is based on the simplified and tractable nonlinear rectenna model truncated to the 4th order as introduced in Section III, while the second one relies on an actual and accurate modeling of the rectenna in the circuit simulation solver Advanced Design System (ADS).

A. Nonlinear Model-Based Performance Evaluations

The first type of evaluations displays $P_{\text{out}}$ averaged over many channel realizations for DC and RF combinings. We assume $\nu_1 = 25.86$ mV, $n = 1.05$, and $R_L = 5000$ $\Omega$.

We now evaluate the performance of the MIMO WPT system with DC and RF combinings in a scenario representative of a WiFi-like environment at a center frequency of 2.45 GHz with a 36 dBm transmit power and 66 dB path loss with a Rayleigh fading. The elements of the channel matrix $H$ are modeled as i.i.d. circularly symmetric complex Gaussian random variables and the average received power is -30 dBm.

For DC combining, we evaluate the adaptive optimized (OPT) transmit beamforming as shown in Algorithm 1 versus a benchmark: a transmit beamforming scheme based on SVD. Specially, such transmit beamforming weight vector is given by $w_T = v_1\sqrt{2P}$ which is the same as (43) in that $v_1$ denotes the vector in $V$ corresponding to the maximum singular value $\sigma_1$ and $V$ is obtained from SVD $H = U\Sigma V^H$. This transmit beamforming is optimal for maximizing the output DC power when the linear model of rectenna is considered [29]. For RF combining, we evaluate the general receive beamforming based on SVD and the analog receive beamforming (ABF) as shown in Algorithm 2. Other baselines for DC and RF combinings have been simulated but we omit them in the paper since they have worse performance than the chosen baselines. We also assume that $L = 100$ for the Gaussian randomization method in Algorithm 1 and 2.

Fig. 6 displays the output DC power $P_{\text{out}}$, averaged over many channel realizations versus the number of receive antennas for different numbers of transmit antennas. We make the following observations. First, the output DC power increases with the number of transmit/receive antennas for the four beamformings with DC and RF combinings, showing that the output DC power can be effectively increased by using multiple antennas at the transmitter/receiver. Second, for DC combining, the OPT beamforming achieves higher output DC power than the beamforming based on SVD. This is because the OPT beamforming leverages the rectenna nonlinearity that the RF-to-DC conversion efficiency increases with the input RF power while the beamforming based on SVD ignores the rectenna nonlinearity. Third, for RF combining, the general receive beamforming based on SVD outperforms the analog receive beamforming. This is because the constraints of the analog receive beamforming (45), (46) restrict the received RF power. Fourth, RF combining outperforms DC combining, especially when the number of receive antennas goes large. This is because the receive beamforming in RF combining leverages the rectenna nonlinearity more efficiently by inputting the combined RF signal into a single rectifier (see Section VI). Since the RF-to-DC conversion efficiency increases with the input RF power, RF combining can achieve a higher RF-to-DC conversion efficiency than DC combining which inputs each RF signal to each rectifier, so that RF combinings has a higher output DC power.

To get insights into how the rectenna nonlinearity influences the output DC power, Fig. 7 displays the received RF power averaged over many channels versus the number of receive antennas for different numbers of transmit antennas. We make the following observations. First, the beamforming based on SVD in DC combining has the same received RF power as the beamforming based on SVD in RF combining, which is obvious since they all use the SVD of channel matrix $H$. Second, for RF combining, the analog receive beamforming has less received RF power than the general receive beamforming based on SVD which is due to the constraints of analog receive beamforming (45), (46). Third, for DC combining, the OPT beamforming has less received RF power than the beamforming based on SVD.

Based on the above observations from Fig. 6 and Fig. 7, we
TABLE I

Summary of Scaling Laws

| Beamforming       | $M$, $Q$ | $n_\Omega = 2$ | $n_\Omega = 4$ |
|-------------------|----------|----------------|----------------|
| MISO              |          |                |                |
| $P_{\text{out}}$, MRT | $M \geq 1$, $Q = 1$ | $\beta^2 P^2 M (M + 1)$ | $\beta^2 P^2 M (M + 1) + 3 \beta^2 \gamma_3 P^3 M (M + 1) (M + 2)$ + $\frac{9\beta^2 P^4}{2} M (M + 1) (M + 2) (M + 3)$ |
| SIMO              |          |                |                |
| $P_{\text{RF Combining}}$, MRC | $M = 1$, $Q \geq 1$ | $2\beta^2 P^2 Q$ | $2\beta^2 P^2 + 18 \beta^2 \gamma_3 P^3 + 54 \beta^2 P^4$ |
| $P_{\text{RF Combining}}$, ABF | $M = 1$, $Q \geq 1$ | $\beta^2 P^2 Q (Q + 1)$ | $\beta^2 P^2 Q (Q + 1) + 3 \beta^2 \gamma_3 P^3 Q (Q + 1) (Q + 2)$ + $\frac{27 \beta^2 P^4}{2} Q (Q + 1) (Q + 2) (Q + 3)$ |
| $P_{\text{RF Combining}}$, OPT | $M = 1$, $Q \geq 1$ | $\beta^2 P^2 (1 + \beta^2) Q^2$ | $\frac{\beta^2 P^2}{Q^2} (Q + 1)^2 + 2 \beta^2 \gamma_3 P^3 Q (Q + 1) + 3 \beta^2 P^4 (1 + \beta^2) Q^2$ |

Fig. 6. Average output DC power versus the number of receive antennas for different numbers of transmit antennas based on the rectenna model.

Fig. 7. Average received RF power versus the number of receive antennas for different numbers of transmit antennas.

can find that achieving the maximum received RF power does not mean achieving the maximum output DC power due to the rectenna nonlinearity. Therefore, the rectenna nonlinearity should be leveraged in WPT to increase the output DC power. This behavior has been extensively emphasized in [9], [43], but finds further consequences in MIMO WPT. Namely, it is concluded from the simulations that two approaches can be used to leverage the rectenna nonlinearity: 1) optimizing beamforming by considering the rectenna nonlinearity in DC combining, and 2) using RF combining which can leverage the rectenna nonlinearity more efficiently.

We also evaluate the performance of Algorithms 1 and 2, which both use the technique SDR. For Algorithm 1, we find that $W_T^\star$ is rank-1 for all tested channel realizations with different $M$ and $Q$. Hence, Algorithm 1 finds a stationary point of the problem (10)-(11) so its performance is guaranteed for all tested channel realizations. For Algorithm 2, we find that $W_T^\star$ is rank-1 for most of the tested channel realizations with different $M$ and $Q$, but not rank-1 for some channel realizations. So, for each channels realization, we compute a quantity $R_1 = \lambda_{\max} (W_R^\star) / \sum_{q=1}^Q \lambda_q (W_R^\star)$ where $\lambda_{\max} (W_R^\star)$ is the maximum eigenvalue of $W_R^\star$ and $\sum_{q=1}^Q \lambda_q (W_R^\star)$ is the sum of all the eigenvalues of $W_R^\star$. For $W_R^\star \succeq 0$, $R_1 = 1$ means $W_T^\star$ is rank-1, and heuristically we have that $W_T^\star$ is close to rank-1 when $R_1$ is close to 1. The average $R_1$ over channel realizations, denoted as $\bar{R}_1$, are summarized in Table II. We find that $\bar{R}_1 \geq 0.94$ for different $M$ and $Q$, showing that $W_T^\star$ is highly likely to be rank-1. Besides, we also compute a quantity $R_2 = \text{Tr}(HH^H W_T^\star w^H_t) / \text{Tr}(HH^H W_T^\star)$ which shows how tight the SDR is in the problem (54)-(57). The average $R_2$ over channel realizations, denoted as $\bar{R}_2$, are also summarized in Table II. We can find that $\bar{R}_2 \geq 0.997$ for different $M$ and $Q$, showing that the SDR is very tight. So, Algorithm 2 finds nearly the global optimal solution of the problem (54)-(57) and its performance is guaranteed for the tested channel realizations.
TABLE II
EVALUATIONS OF ALGORITHM 2.

| Q  | M  | R1  | R2  | R1  | R2  | R1  | R2  | R1  | R2  | R1  | R2  | R1  | R2  | R1  | R2  |
|----|----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 1  | 1  | 1.000 | 1.000 | 0.9970 | 0.9999 | 0.9991 | 0.9999 | 0.9988 | 0.9999 | 0.9998 | 0.9999 | 0.9993 | 0.9999 |
| 2  | 2  | 1.000 | 1.000 | 0.9983 | 0.9999 | 0.9976 | 0.9999 | 0.9964 | 0.9999 | 0.9947 | 0.9997 | 0.9716 | 0.9989 |
| 4  | 4  | 1.000 | 1.000 | 0.9989 | 0.9999 | 0.9973 | 0.9999 | 0.9910 | 0.9999 | 0.9818 | 0.9996 | 0.9641 | 0.9991 |
| 6  | 6  | 1.000 | 1.000 | 0.9993 | 0.9999 | 0.9969 | 0.9999 | 0.9853 | 0.9999 | 0.9781 | 0.9993 | 0.9470 | 0.9978 |
| 8  | 8  | 1.000 | 1.000 | 0.9995 | 0.9999 | 0.9974 | 0.9999 | 0.9861 | 0.9999 | 0.9717 | 0.9993 | 0.9524 | 0.9982 |
| 10 | 10 | 1.000 | 1.000 | 0.9996 | 0.9999 | 0.9972 | 0.9999 | 0.9815 | 0.9996 | 0.9664 | 0.9990 | 0.9482 | 0.9983 |

Fig. 8. Rectenna with a single diode and L-matching network used for circuit evaluation in ADS.

B. Accurate and Realistic Performance Evaluations

The second type of evaluations is based on an accurate modeling of the rectenna in ADS in order to validate the beamforming optimization with the two combinings and the rectenna nonlinearity model. To that end, in DC combining the RF signal received by each receive antenna is used as input to a realistic rectenna as shown in Fig. 8. Hence Q rectifiers as shown in Fig. 8 are used. While in RF combining, only one rectifier as shown in Fig. 8 is used. The rectenna circuit contains a voltage source, an antenna impedance, an L-matching network, a Schottky diode SMS-7630, a capacitor as low-pass filter, and a load resistor. The L-matching network is used to guarantee a good matching between the rectifier and the antenna and to minimize the impedance mismatch due to variations in input RF power level. By using the Harmonic Balance solver with the SPICE model of SMS-7630 in ADS, the values of the capacitor $C_1$ and the inductor $L_1$ in the matching network are optimized to achieve a good impedance matching.

We now evaluate the performance of the MIMO WPT system with DC and RF combinings using the accurate modeling of rectenna in ADS. Again, we consider two DC combinings (based on SVD and OPT) and two RF combinings (based on ABF and SVD). Fig. 9 displays the average (over many channel realizations) output DC power solved by ADS versus the number of receive antennas for different numbers of transmit antennas. Similar to Fig. 6, we can make the following observations. First, the output DC power increases with the number of transmit/receive antennas in both DC and RF combinings. Second, for DC combining, the OPT beamforming achieves higher output DC power than the beamforming based on SVD. Third, for RF combining, the general receive beamforming based on SVD outperforms the analog receive beamforming. Fourth, RF combinings lead to higher average output DC power than DC combining, especially when the number of receive antennas goes large. The relative gain of RF combining versus DC combining can exceed 100% when the receive antenna number is larger than 6, and it can reach 240% (achieved when there is a single transmit antenna and 10 receive antennas). The explanations for these observations can be found in the above evaluations. Therefore, the similar observations in Fig. 6 and Fig. 9 confirm the usefulness of the rectenna nonlinearity model and demonstrate the necessity of leveraging the rectenna nonlinearity in WPT to boost the output DC power.

Fig. 9. Average output DC power versus the number of receive antennas for different numbers of transmit antennas based on the accurate and realistic circuit simulation.

IX. DISCUSSIONS

In addition to evaluating the performance of DC combining versus RF combining in MIMO WPT system, it is also worth discussing the impact of DC combining versus RF combining on the WPT system design.

A. Channel Estimation

DC combining only needs CSIT for transmit beamforming optimization. However, RF combining not only needs CSIT
but also need CSIR for joint transmit and receive beamforming optimization. Therefore, channel estimation is required at the receiver for RF combining, which increases the complexity of WPT system design. Alternatively, some forms of communication between the transmitter and the receiver is needed to tell the receiver about the combining weights to use.

B. Number of Rectifiers

In DC combining, each receive antenna is connected to a rectifier so that the number of rectifiers increases with the number of receive antennas. However, in RF combining, the RF signals from all receive antennas are firstly RF combined so that only a single rectifier is needed to rectify the combined RF signal.

C. Combining Network

DC combining does not need a RF combining circuit. Instead, it needs a good DC combining circuit such as MIMO switching DC-DC converter [32]-[34]. Because the RF power input into each rectifier is different in the MIMO WPT system, the optimal DC bias voltage for maximizing the RF-to-DC efficiency is different for each rectifier. The MIMO switching DC-DC converter provides the optimal DC bias voltage for each rectifier so that the output DC power of all rectifiers can be efficiently combined. However, using the MIMO switching DC-DC converter increases the complexity of WPT system design. On the other hand, RF combining only needs a simple single-input and single-output (SISO) switching DC-DC converter, but RF combining needs a RF combining circuit to combine all the received RF signals. The proposed analog receive beamforming consists of multiple phase shifters and a RF power combiner, and the number of phase shifters increases with the number of receive antennas.

A comprehensive comparison of DC combining and RF combining is shown in Table III. We can conclude that RF combining achieves high output DC power at the cost of CSIT and CSIR, and RF combining circuit while DC combining is limited by the low output DC power, multiple rectifiers, and MIMO DC-DC converter but it only needs CSIT and it does not need a RF combining circuit.

X. CONCLUSION AND FUTURE WORKS

In this paper, we propose a MIMO WPT architecture where the transmitter and the receiver are equipped with multiple antennas, so as to enhance the output DC power level. Two combining strategies at the receiver are introduced, namely DC and RF combining, and the corresponding beamformers are optimized considering the rectenna nonlinearity.

For DC combining, assuming perfect CSIT and using the rectenna nonlinearity model, the beamforming for multiple antennas at both the transmitter and receiver adaptive to CSI is optimized for output DC power maximization. The global optimal transmit and receive beamforming are obtained in closed form. In addition, we propose a practical RF combining circuit using RF phase shifter and RF power combiner and also optimize the analog receive beamforming adaptive to CSI by solving a non-convex optimization problem with SDR. It is also numerically shown that the proposed algorithm can find nearly the global optimal solution of the problem for the tested channel realizations.

We also analytically derive the scaling laws of the output DC power for MISO and SIMO systems with DC and RF combings as a function of the number of transmit and receive antennas. Those scaling laws highlight the benefits of using multiple antennas at the transmitter and the receiver. They also highlight the benefits of using RF combining over DC combining since the receive beamforming in RF combining leverages the rectenna nonlinearity more efficiently.

We also provide two types of performance evaluations for DC and RF combining in MIMO WPT system. The first is based on the nonlinear rectenna model while the second is based on realistic and accurate rectenna simulations in ADS. The two evaluations agree well with each other, demonstrating the usefulness of the rectenna nonlinearity model. They also show that the output DC power can be linearly increased by using multiple rectennas at the receiver and that RF combining outperforms DC combining in the output DC power level since the receive beamforming in RF combining leverages the rectenna nonlinearity more efficiently. The relative gain of RF combining versus DC combining can exceed 100% when the receive antenna number is larger than 6, and it can reach 240% (achieved when there is a single transmit antenna and 10 receive antennas). The impact of DC combining versus RF combining on the WPT system design is also discussed and a comprehensive comparison of DC and RF combings is provided.

Future research avenues include considering joint beamforming and waveform design for MIMO WPT system to further leverage the rectenna nonlinearity for output DC power enhancement and apply the MIMO WPT system in simultaneous wireless information and power transfer [29] and wireless powered communication [44].
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