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Abstract
Anomaly detection presents a unique challenge in machine learning, due to the scarcity of labeled anomaly data. Recent work attempts to mitigate such problems by augmenting training of deep anomaly detection models with additional labeled anomaly samples. However, the labeled data often does not align with the target distribution and introduces harmful bias to the trained model. In this paper, we aim to understand the effect of a biased anomaly set on anomaly detection. Concretely, we view anomaly detection as a supervised learning task where the objective is to optimize the recall at a given false positive rate. We formally study the relative scoring bias of an anomaly detector, defined as the difference in performance with respect to a baseline anomaly detector. We establish the first finite sample rates for estimating the relative scoring bias for deep anomaly detection, and empirically validate our theoretical results on both synthetic and real-world datasets. We also provide an extensive empirical study on how a biased training anomaly set affects the anomaly score function and therefore the detection performance on different anomaly classes. Our study demonstrates scenarios in which the biased anomaly set can be useful or problematic, and provides a solid benchmark for future research.

1 Introduction
Anomaly detection [Chandola et al. 2009] trains a formal model to identify unexpected or anomalous instances in incoming data, whose behavior differs from normal instances. It is particularly useful for detecting problematic events such as digital fraud, structural defects, and system malfunctions. Building accurate anomaly detection models is a well-known challenge in machine learning, due to the scarcity of labeled anomaly data. The classical and most common approach is to train anomaly detection models using only normal data, i.e., first train a model using a corpus of normal data to capture normal behaviors, then configure the model to flag instances with large deviations as anomalies. Researchers have also developed deep learning methods to better capture the complex structure in the data [Ruff et al. 2018; Zhou and Paffenroth 2017]. Following the terminology introduced by Chandola et al. [2009], we refer to these models as deep semi-supervised anomaly detection models.

Recently, a new line of anomaly detection models propose to leverage available labeled anomalies during model training, i.e., train an anomaly detection model using both normal data and additional labeled anomaly samples as they become available [Ruff et al. 2020a; Yamanaka et al. 2019; Ruff et al. 2020b]. Existing works show that these new models achieve considerable performance improvements beyond the models trained using only normal data. We hereby refer to these models as deep supervised anomaly detection models [Chandola et al. 2009].

When exploring these models, we found when the labeled anomalies (used to train the model) do not align with the target distribution (typically unknown), they can introduce harmful bias to the trained model. Specifically, when comparing the performance of a supervised anomaly detector to its semi-supervised version, the performance difference varies significantly across test anomaly data, some better and some worse. That is, using labeled anomalies during model training does not always improve model performance; instead, it may introduce unexpected bias in anomaly detection outcomes.

In this paper, we aim to devise a rigorous and systematic understanding on the effect of labeled anomalies on deep anomaly detection models. We formally state the anomaly detection problem as a learning task aiming to optimize the recall of anomalous instances at a given false positive rate—a performance metric commonly used by many real-world anomaly detection tasks [Liu et al. 2018; Li et al. 2019]. We then show that different types of anomalous labels produce different anomaly scoring functions. Next, given any reference anomaly scoring function, we formally define the relative scoring bias of an anomaly detector as its difference in performance with the reference scoring function.
Following our definition of scoring bias for anomaly detection, we establish the first finite sample rates for estimating the relative scoring bias for deep anomaly detection. We empirically validate our assumptions and theoretical results on both synthetic and three real-world datasets (Fashion-MNIST, StatLog (Landsat Satellite), and Cellular Spectrum Misuse [Li et al. 2019]).

Furthermore, we provide an extensive empirical study on how additional labeled data affects the anomaly score function and the resulting detection performance. We consider the above three real-world datasets and six deep anomaly detection models. Our study demonstrates a few typical scenarios in which the labeled anomalies can be useful or problematic, and provides a solid benchmark for future research. Our main contributions are as follows:

- We systematically expose the bias effect and discover the issue of large performance variance in deep anomaly detectors, caused by the use of the additional labeled anomalies in training.
- We model the effect of biased training as relative scoring bias, and establish the first finite sample rates for estimating the relative scoring bias of the trained models.
- We conduct empirical experiments to verify and characterize the impact of the relative scoring bias on six popular anomaly detection models, and three real-world datasets.

To the best of our knowledge, we are the first to formally study the effect of additional labeled anomalies on deep anomaly detection. Our results show both significant positive and negative impacts from them, and suggest that model trainers must treat additional labeled data with extra care. We believe this leads to new opportunities for improving deep anomaly detectors and deserves more attention from the research community.

2 Related Work

Anomaly detection models. While the literature on anomaly detection models is extensive, the most relevant to our work are deep learning based models. Following the terminology used by Chandola et al. [2009], we consider two types of models:

- **Semi-supervised anomaly detection** refers to models trained on only normal data, e.g., Zhou and Paffenroth [2017]; Ruff et al. [2018]; Goyal et al. [2020].
- **Supervised anomaly detection** refers to models trained on normal data and a small set of labeled anomalies. Pang et al. [2019] Yamanaka et al. [2019] Ruff et al. [2020a,b]; Goyal et al. [2020]. Due to the increasing need of making use of labeled anomalies in real-world applications, this type of work has gain much attention recently.

Another line of recent work proposes to use synthetic anomalies Golan and El-Yaniv [2018] Hendricks et al. [2019] Lee et al. [2018] “forcing” the model to learn a more compact representation for normality. While the existing work has shown empirically additional labeled anomalies in training may help detection, it does not offer any theoretical explanation, nor does it consider the counter-cases when additional labeled anomalies hurt detection.

Deep anomaly detection models can also be categorized by architectures and objectives, e.g., hypersphere-based models Ruff et al. [2018, 2020a,b] and autoencoder (or reconstruction) based models Zhou and Paffenroth [2017] Yamanaka et al. [2019] (see Table 2). We consider both types in this work.

**Bias in anomaly detection.** While the issue of domain mismatch has been extensively studied as transfer learning in general supervised learning scenarios, it remains an open challenge for anomaly detection tasks. Existing work on anomaly detection has explored bias in semi-supervised setting when noise exists in normal training data Tong et al. [2019] Liu and Ma [2019], but little or no work has been done on the supervised setting (i.e., models trained on both normal data and some labeled anomalies). Other well-studied supervised tasks, as summarized in Table 1 generally assume that one can draw representative samples from the target domain. Unlike those studies, anomaly detection tasks are constrained by limited information on unknown types of anomalies in testing, thus additional labeled data in training can bring significant undesired bias. This poses a unique challenge in inferring and tackling the impact of bias in anomaly detection (e.g., defending against potential data poisoning attacks). To the best of our knowledge, we are the first to identify and systematically study the bias caused by an additional (possibly unrepresentative) labeled anomaly set in deep anomaly detection models (as shown in Section 5).

**PAC guarantees for anomaly detection.** Despite significant progress on developing theoretical guarantees for classification Valiant [1984], little has been done for anomaly detection tasks. Siddiqui et al. [2016] first establish a PAC framework for anomaly detection models by the notion of pattern space; however, it is challenging to be generalized to deep learning frameworks. Liu et al. [2018] propose a model-agnostic approach to provide PAC guarantees for unsupervised anomaly detection performance. We follow the basic setting from this line of work to address the convergence of the relative scoring bias. Closely aligned with the empirical risk minimization framework Vapnik [1992], our definition for bias facilitates connections to fundamental concepts in learning theory and brings rigor in theoretical study of anomaly detection. In contrast to prior work, our proof relies on a novel adaption of the key theoretical tool from Massart [1990], which allows us to extend our theory to characterize the notion of scoring bias as defined in Section 3.2.

| Task Type | Distribution Shift | Known Target Distribution | Known Target Label Set |
|-----------|--------------------|----------------------------|------------------------|
| Imbalanced Classification | Johnson and Khoshgoftaar [2019] | No | N/A | N/A |
| Closed Set Domain Adaptation | Saenko et al. [2010] | Yes | Yes | Yes |
| Open Set Domain Adaptation | Panareda Busto and Gall [2017] | Yes | Yes | No |
| Anomaly Detection | Chalapathy and Chawla [2019] | Yes | No | No |

Table 1: Comparison of anomaly detection tasks with other relevant classification tasks.
3 Problem Formulation

We now formally state the anomaly detection problem. Consider a model class $\Theta$ for anomaly detection, and a (labeled) training set $D$ sampled from a mixture distribution $D$ over the normal and anomalous instances. A model $\theta$ maps each input instance $x$ to a continuous output, which corresponds to anomaly score $s_\theta(x)$. The model uses a threshold $\tau_\theta$ on the score function to produce a binary label for $x$.

Given a threshold $\tau_\theta$, we define the False Positive Rate (FPR) of $\theta$ on the input data distribution as $\text{FPR}(s_\theta, \tau_\theta) = P[s_\theta(x) > \tau_\theta \mid y = 0]$, and the True Positive Rate (TPR, a.k.a. Recall) as $\text{TPR}(s_\theta, \tau_\theta) = P[s_\theta(x) > \tau_\theta \mid y = 1]$. The FPR and TPR are competing objectives—thus, a key challenge for anomaly detection algorithms is to identify a configuration of the score, threshold pair $(s_\theta, \tau_\theta)$ that strikes a balance between the two metrics. W.l.o.g. in this paper we focus on the following scenario, where the objective is to maximize TPR subject to a target FPR. Formally, let $1 - q$ be the target FPR; we define the optimal anomaly detector as

$$
(s_\theta^*, \tau_\theta^*) \in \underset{(s_\theta, \tau_\theta) \in \Theta}{\text{arg max}} \text{TPR}(s_\theta, \tau_\theta) \text{ s.t. } \text{FPR}(s_\theta, \tau_\theta) \leq 1 - q.
$$

(3.1)

3.1 A General Anomaly Detection Framework

The performance metric (namely TPR) in Problem 3.1 depends on the entire predictive distribution, and can not be easily evaluated on any single data point. Thus, rather than directly solving Problem 3.1, practical anomaly detection algorithms (e.g., Deep SVDD [Ruff et al. 2018]) often rely on a two-stage process: (1) learning the score function $s_\theta$ from the training data via a surrogate loss, and (2) given $s_\theta$ from the previous step, computing the threshold function $\tau_\theta$ on the training data. Formally, given a model class $\Theta$, a training set $D$, a loss function $\ell$, and a target FPR $1-q$, we define a two-staged anomaly detection algorithm outputs:

$$
\begin{align*}
\hat{s}_\theta &\in \underset{s_\theta \in \Theta}{\text{arg min}} \ell(s_\theta, D) \\
\hat{\tau}_\theta &\in \underset{\tau_\theta \in \Theta}{\text{arg max}} \text{TPR}(\hat{s}_\theta, \tau_\theta) \text{ s.t. } \text{FPR}(\hat{s}_\theta, \tau_\theta) \leq 1 - q.
\end{align*}
$$

(3.2)

The first part of Equation 3.2 amounts to solving a supervised learning problem. Here, the loss function $\ell$ could be instantiated to latent-space-based losses (e.g., Deep SVDD), margin-based losses (e.g., OCSVM [Schölkopf et al. 1999]), or reconstruction-based losses (e.g., ABC [Yamanaka et al. 2019]); therefore, many contemporary anomaly detection models fall into this framework. To set the threshold $\hat{\tau}_\theta$, we consider using the distribution of the anomaly scores $\hat{s}_\theta(\cdot)$ from a validated learning set $D^\text{val} \sim D$. Let $D^\text{val} := D^\text{val}_0 \cup D^\text{val}_a$ where $D^\text{val}_0$ and $D^\text{val}_a$ denote the subset of normal data and the subset of abnormal data of $D^\text{val}$. Denote the empirical CDFs for anomaly scores assigned to $x$ in $D^\text{val}_0$ and $D^\text{val}_a$ as $\hat{F}_0$ and $\hat{F}_a$, respectively. Given a target FPR value $1-q$, similar to [Liu et al. 2018], one can compute the threshold as $\hat{\tau}_\theta = \max\{u \in \mathbb{R} : \hat{F}_0(u) \leq q\}$. Algorithm 1 summarizes the steps to solve the second part of Equation 3.2.

Algorithm 1: Computing the anomaly detection threshold for Problem 3.2:

Data: A validation dataset $D^\text{val}$ and a scoring function $s(\cdot)$.

Result: A score threshold achieving a target FPR and the corresponding recall on $D^\text{val}$.

1. Get anomaly score $s(x)$ for each $x$ in $D^\text{val}$.
2. Compute empirical CDF $\hat{F}_0(x)$ and $\hat{F}_a(x)$ for anomaly scores of $x$ in $D^\text{val}_0$ and $D^\text{val}_a$.
3. Output detection threshold $\hat{\tau} = \max\{u \in \mathbb{R} : \hat{F}_0(u) \leq q\}$.
4. Output TPR (recall) on $D^\text{val}_a$ as $\hat{\tau} = 1 - \hat{F}_a(\hat{\tau})$.

3.2 Scoring Bias

Given a model class $\Theta$ and a training set $D$, we define the scoring bias of a detector $(s_\theta, \tau_\theta)$ as:

$$
\text{bias}(s_\theta, \tau_\theta) := \underset{(s_\theta, \tau_\theta) \in \Theta}{\text{arg max}} \text{TPR}(s_\theta, \tau_\theta) - \text{TPR}(\hat{s}_\theta, \hat{\tau}_\theta).
$$

(3.3)

We call $(s_\theta, \tau_\theta)$ a biased detector if $\text{bias}(s_\theta, \tau_\theta) > 0$. In practice, due to the biased training distribution and the fact that the two-stage process in Equation 3.2 is not directly optimizing TPR, the resulting anomaly detectors are often biased by construction. One practically relevant performance measure is the relative scoring bias, defined as the difference in TPR between two anomaly detectors, subject to the constraints in Equation 3.2. It captures the relative strength of two algorithms in detecting anomalies, and thus is an important indicator for model evaluation and selection.

Formally, given two arbitrary anomaly score functions $s, s'$ and corresponding threshold functions $\tau, \tau'$ obtained from Algorithm 1, we define the relative scoring bias between $s$ and $s'$ as:

$$
\xi(s, s') := \text{bias}(s, \tau) - \text{bias}(s', \tau') = \text{TPR}(s', \tau') - \text{TPR}(s, \tau).
$$

(3.4)

Note that when $s' = s^*_\theta$, the relative scoring bias (equation 3.4) reduces to the scoring bias (equation 3.3). We further define the empirical relative scoring bias between $s$ and $s'$ as

$$
\hat{\xi}(s, s') := \frac{1}{n} \sum_{j=1}^{n} \mathbb{1}_{s(x_j) > \tau} - \text{TPR}(s, \tau),
$$

(3.5)

where $\text{TPR}(s, \tau) = \frac{1}{n} \sum_{j=1}^{n} \mathbb{1}_{s(x_j) > \tau \mid y_j = 1}$ denotes the TPR (recall) estimated on a finite validation set of size $n$. In the following sections, we will investigate both the theoretical properties and the empirical behavior of the empirical relative scoring bias for contemporary anomaly detectors.
4 Finite Sample Analysis for Empirical Relative Scoring Bias

In this section, we show how to estimate the relative scoring bias (Equation 3.4) given any two scoring functions $s, s'$. As an example, $s$ could be induced by a semi-supervised anomaly detector trained on normal data only, and $s'$ could be induced by a supervised anomaly detector trained on a biased anomaly set. We then provide a finite sample analysis of the convergence rate of the empirical relative scoring bias, and validate our theoretical analysis via a case study.

4.1 Finite Sample Guarantee

Notations. Assuming when determining $\hat{\tau}$, scoring functions $s, s'$ are evaluated on the unbiased empirical distribution of normal data; the empirical TPR $\hat{\tau}$ are estimated on the unbiased empirical distribution of abnormal data. Let $\{s_i := s(x_i) | x_i, y_i = 0\}_{i=1}^{n_0}$ be anomaly scores evaluated by $s(x)$ on $n_0$ i.i.d. random normal data points. Let $F_0(t) := \mathbb{P}[s(x) \leq t | y = 0]$ be the CDF of $s(x)$, and $\hat{F}_0(t) := \frac{1}{n_0} \sum_{i=1}^{n_0} 1_{s_i \leq t; y_i = 0}$ be its empirical CDF. For $n_1$ i.i.d. samples $\{s_j := s(x_j) | x_j, y_j = 1\}_{j=1}^{n_1}$, denote the CDF as $F_a(t) := \mathbb{P}[s(x) \leq t | y = 1]$, and the empirical CDF as $\hat{F}_a(t) := \frac{1}{n_1} \sum_{j=1}^{n_1} 1_{s_j \leq t; y_j = 1}$. Similarly, we denote the CDF and empirical CDF for $\{s_j' | y_j = 0\}_{j=0}^{n_0}$ as $F_0'(t)$ and $\hat{F}_0'(t)$, and for $\{s_j' | y_j = 1\}_{j=0}^{n_1}$ as $F_a'(t)$ and $\hat{F}_a'(t)$, respectively.

Infinite sample case. In the limit of infinite data (both normal and abnormal), $F_0, F_a, F_0', F_a'$ converges to the true CDFs (cf. Skorokhod’s representation theorem and Theorem 2A of Parzen [1980]), and hence the empirical relative scoring bias also converges. Proposition 1 establishes a connection between the CDFs and the relative scoring bias.

**Proposition 1.** Given two scoring functions $s, s'$ and a target FPR $1 - \alpha$, the relative scoring bias is $\xi(s, s') = F_a(F_0^{-1}(q)) - F_a'(F_0'^{-1}(q))$.

**Proof.** $F_0^{-1}(\cdot)$ is the quantile function. The proof of Proposition 1 follows from the fact that for corresponding choice of $\tau, \tau'$ in Algorithm 1, $\text{TPR}(s, \tau) = 1 - F_a(F_0^{-1}(q))$, and $\text{TPR}(s', \tau') = 1 - F_a'(F_0'^{-1}(q))$.

Next, a direct corollary of the above result shows that, for the special cases where both the scores for normal and abnormal data are Gaussian distributed, one can directly compute the relative scoring bias. The proof is listed in Appendix A.

**Corollary 2.** Let $1 - \alpha$ be a fixed target FPR. Given two scoring functions $s, s'$, assume that $s(x) | (y = 0) \sim \mathcal{N}(\mu_0, \sigma_0)$, $s(x) | (y = 1) \sim \mathcal{N}(\mu_a, \sigma_a)$, $s'(x) | (y = 0) \sim \mathcal{N}(\mu'_0, \sigma'_0)$, $s'(x) | (y = 1) \sim \mathcal{N}(\mu'_a, \sigma'_a)$. Then, the relative scoring bias is

$$\xi(s, s') = \Phi\left(\frac{\sigma'_a - \mu'_a}{\sigma'_a}\right) - \Phi\left(\frac{\mu'_a - \mu_a}{\sigma'_a}\right),$$

where $\Phi$ denotes the CDF of the standard Gaussian.

Finite sample case. In practice, when comparing the performance of two scoring functions, we only have access to finite samples. Thus, it is crucial to bound the estimation error due to insufficient samples. We now establish a finite sample guarantee for estimating the relative scoring bias. Our result extends the analysis of Liu et al. [2018]. The validation set contains a mixture of $n = n_0 + n_1$ i.i.d. samples, with $n_0$ normal samples and $n_1$ abnormal samples where $\frac{n_1}{n} = \alpha$.

The following result shows that under mild assumptions of the continuity of the CDFs and quantile functions, the sample complexity for achieving $|\xi - \xi'| \leq \epsilon$,

**Theorem 3.** Assume that $F_a, F_a', F_0, F_0'$ are Lipschitz continuous with Lipschitz constant $L_a, L_a', L_0, L_0'$, respectively. Let $\alpha$ be the fraction of abnormal data among $n$ i.i.d. samples from the mixture distribution. Then, $n \geq \frac{\log \frac{2}{\gamma} \cdot \left(\frac{2\gamma}{1 - \gamma}\right)^2}{\epsilon^2}$,

the empirical relative scoring bias satisfies $|\hat{\xi} - \xi'| \leq \epsilon$.

We defer the proof of Theorem 3 to Appendix B. The sample complexity for estimating the relative scoring bias $n$ grows as $\mathcal{O}\left(\frac{1}{\epsilon^2} \log \frac{2}{1 - \gamma}\right)$. Note the analysis of our bound involves a novel two-step process which first bounds the estimation of the threshold for the given FPR, and then leverages the Lipschitz continuity condition to derive the final bound.

4.2 Case Study

We conduct a case study to validate our main results above using a synthetic dataset and three real-world datasets. We consider six anomaly detection models listed in Table 2, and they lead to consistent results. For brevity, we show results when using Deep SVDD as the baseline model trained on normal data only and Deep SAD as the supervised model trained on normal and some abnormal data. Later in Appendix D, we include results of other models, including Deep SVDD vs. HSC, AE vs. SAE, and AE vs. ABC.

**Synthetic dataset.** Similar to Liu et al. [2018], we generate our synthetic dataset by sampling data from a mixture data distribution $S$, w.p. $1 - \alpha$ generating the normal data distribution $S_0$, and w.p. $\alpha$ generating the abnormal data distribution $S_a$. Data in $S_0$ are sampled randomly from a 9-dimensional Gaussian distribution, where each dimension is independently distributed as $\mathcal{N}(0, 1)$. Data in $S_a$ are sampled from another 9-dimensional distribution, which w.p. 0.4 have 5 dimensions (uniformly chosen at random) distributed as $\mathcal{N}(1, 6, 0.8)$, w.p. 0.6 have 4 dimensions (uniformly chosen at random) distributed as $\mathcal{N}(1, 6, 0.8)$, and have the remaining dimensions distributed as $\mathcal{N}(0, 1)$. This ensures meaningful feature relevance, point difficulty and variation for the abnormal data distribution Emmott et al. [2015].
We obtain score functions $s$ and $s'$ by training Deep SVDD and Deep SAD respectively on samples from the synthetic dataset (10K data from $S_0$, 1K data from $S_a$). We configure the training, validation and test set so they have no overlap. Thus the training procedure will not affect the sample complexity for estimating the bias. To set the threshold, we fix the target FPR to be 0.05, and vary the number of normal data in the validation set $n$ from $\{100, 1K, 10K\}$. We then test the score function and threshold on a fixed test dataset with a large number (20K) of normal data and $\alpha \times 20K$ of abnormal data. We vary $\alpha$ from $\{0.01, 0.05, 0.1, 0.2\}$.

**Real-world datasets.** We consider 3 real-world datasets targeting disjoint subjects: Fashion-MNIST [Xiao et al., 2017], StatLog [Srinivasan, 1993] and Cellular Spectrum Misuse [Li et al., 2019]. Detailed descriptions of datasets and training configurations are in Appendix C.

**Distribution of anomaly scores.** Figure 1 is a sample plot of score distributions on the test set of the synthetic dataset with $\alpha = 0.1$. We make two key observations. First, the distribution curves follow a rough bell shape. Second and more importantly, while the abnormal score distribution can closely mimic the normal score distribution under the unsupervised model, it deviates largely from the normal score distribution after semi-supervised training. This confirms that semi-supervised training does introduce additional bias.

We also examine the anomaly score distributions for models trained on real-world datasets, including Fashion-MNIST and Cellular Spectrum Misuse. While the score distributions are less close to Gaussian, we do observe the same trend where normal and abnormal score distributions become significantly different after applying semi-supervised learning. The results are shown in Figure 7 and 8 in Appendix D.

**Convergence of relative scoring bias ($\hat{\xi}$) and FPR.** Here we present the convergence results in Figure 2 for the synthetic dataset in terms of the quantile distribution of $\hat{\xi}$ (computed as the difference of the empirical TPR according to Equation 3.5) between Deep SVDD and Deep SAD and the quantile distribution of Deep SAD’s FPR. Results for other models and three real-world datasets are in Appendix D and show consistent trends.

Similar to our theoretical results, we observe a consistent trend of convergence in FPR and $\hat{\xi}$ as the sample complexity goes up. In particular, as $n$ goes up, FPR converges to the prefixed value of 0.05 and $\hat{\xi}$ also converges to a certain level.

We also examine the rate of convergence w.r.t to $n$. Section 4.1 shows that $n$ required for estimating $\hat{\xi}$ grows in the same order as $\frac{1}{\sqrt{n}} \log \frac{1}{\xi}$. That is, the estimation error $\epsilon$ decreases at the rate of $\frac{1}{\sqrt{n}}$; furthermore, as $\alpha$ increases, $n$ required for estimating $\hat{\xi}$ decreases. This can be seen from Figure 2 (top figure) where at $n = 10000$, the variation of $\hat{\xi}$ at $\alpha = 0.2$ is 50% less than that at $\alpha = 0.01$.

**5 Impact of Scoring Bias on Anomaly Detection Performance.** We perform experiments to study the end-to-end impact of relative scoring bias on deep anomaly detection models. Our goal is to understand the type and severity of performance variations caused by different anomaly training sets.

**Experiment setup.** We consider six deep anomaly detection models previously listed in Table 2 and three real-world datasets: Fashion-MNIST, Statlog and Cellular Spectrum Misuse. For each dataset, we build normal data by choosing a single class (e.g., top in Fashion-MNIST), and treat other classes as abnormal classes. From those abnormal classes, we pick a single class as the abnormal training data, and the rest as the abnormal test data on which we test separately. We then train $\theta_0 := (s_{th}, \tau_{th})$, a semi-supervised anomaly detector using normal training data, and $\theta_a := (s_{th}, \tau_{th})$ a supervised anomaly detector using both normal and abnormal training data. We follow the original paper of each model to implement the training process. Detailed descriptions on datasets and training configurations are listed in Appendix E.

We evaluate the potential bias introduced by different abnormal training data by comparing the model recall (TPR) value of both $\theta_0$ and $\theta_a$ against different abnormal test data. We define the bias to be upward (↑) if $\text{TPR}(\theta_a) > \text{TPR}(\theta_0)$, and downward (↓) if $\text{TPR}(\theta_a) < \text{TPR}(\theta_0)$.

We group experiments into three scenarios: (1) abnormal training data is visually similar to normal training data; (2) abnormal training data is visually dissimilar to normal training data; and (3) abnormal training data is a weighted combination of (1) and (2). We compute visual similarity as the $L^2$ distance, which are listed in Appendix E.

We observe similar trends across all three datasets and all six anomaly detection models. For brevity, we summarize and illustrate our examples by examples of two models (Deep SVDD as $\theta_0$ and Deep SAD as $\theta_a$), and two datasets (Fashion-MNIST and Cellular Spectrum Misuse). We report full results on all the models and datasets in Appendix E.
Scenario 1: Abnormal training data visually similar to normal training data. In this scenario, the use of abnormal data in model training does improve detection on the abnormal training class, but also creates considerable performance changes, both upward and downward, for other test classes. The change direction depends heavily on the similarity of the abnormal test data to the training abnormal data. The model performance on test data similar to the training abnormal data moves *upward* significantly while that on test data dissimilar to the training abnormal moves *downward* significantly.

For Fashion-MNIST, the normal and abnormal training classes are *top* and *shirt*, respectively, which are similar to each other. Figure 3(a) plots the recalls of model $\theta_0$ and $\theta_s$ for all abnormal classes, sorted by their similarity to the training abnormal class (shirt). We see that TPR($\theta_s$) on classes similar to *shirt* (e.g., pullover) is significantly higher than TPR($\theta_0$). But for classes dissimilar from *shirt* (e.g., boot), TPR($\theta_s$) is either similar or significantly lower. For Cellular Spectrum Misuse, the normal and abnormal training classes are *normal* and WB-10ms, respectively. The effect of training bias is highly visible in Figure 3(c), where TPR($\theta_s$) on WB-10ms and NB-5ms rises from almost 0 to >93% while TPR($\theta_0$) on WB-nlos and WB-1os drops by over 50%.

Figure 3: Model TPR under Scenario 1 and 2, trained on Fashion-MNIST and Cellular Spectrum Misuse. In each figure, we compare the performance of $\theta_0 =$ Deep SVDD and $\theta_s =$ Deep SAD when tested on abnormal data. We arrange abnormal test data (by their class label) in decreasing similarity with training abnormal data. The leftmost entry in each figure is the class used for abnormal training. For Fashion-MNIST, the normal data is *top*; for Cellular Spectrum Misuse, the normal data is *normal*.

Scenario 2: Abnormal training data visually dissimilar to normal training data. Like in Scenario 1, abnormal training examples improve the detection of abnormal data belonging to the training class and those similar to the training class. Different from Scenario 1, there is little downward changes at abnormal classes dissimilar to the training abnormal.

This is illustrated using another Fashion-MNIST example in Figure 3(b). While the normal training class is still *top*, we use a new abnormal training class of *sneaker* that is quite dissimilar from *top*. TPR($\theta_s$) on *sneaker*, *sandal*, *boot* and *bag* are largely elevated to 0.8 and higher, while TPR($\theta_0$) on other classes are relatively stable. Finally, the same applies to another example of Cellular Spectrum Misuse in Figure 3(d) where the abnormal training class is WB-1os, which is quite different from the normal data. In this case, we observe little change to the model recall.

Scenario 3: Mixed abnormal training data. We run three configurations of group training on Fashion-MNIST (normal: *top*; abnormal: *shirt* & *sneaker*) by varying weights of the two abnormal classes in training. The detailed results for each weight configuration are listed in Appendix E. Overall, the use of group training does improve the model performance, but can still introduce downward bias on some classes. However, under all three weight configurations, we observe a consistent pattern of downward bias for an abnormal test class (trouser) and upward bias for most other abnormal classes. Specifically, trouser is relatively more dissimilar to both training abnormal classes.

Summary. Our empirical study shows that training with biased anomalies can have significant impact on deep anomaly detection, especially on whether using labeled anomalies in training would help detect unseen anomalies. When the labeled anomalies are similar to the normal instances, the trained model will likely face large performance degradation on unseen anomalies different from the labeled anomalies, but improvement on those similar to the labeled anomalies. When the labeled anomalies are dissimilar to the normal instances, the supervised model is more useful than its semi-supervised version. Such difference is likely because different types of abnormal data affect the training distribution (thus the scoring function) differently. In particular, when the labeled anomalies are similar to the normal data, they lead to large changes to the scoring function and affect the detection of unseen anomalies “unevenly”. Our results suggest that model trainers must treat labeled anomalies with care.

6 Conclusions and Future Work

To the best of our knowledge, our work provides the first formal analysis on how additional labeled anomalies in training affect deep anomaly detection. We define and formulate the impact of training bias on anomaly detector’s recall (or TPR) as the relative *scoring bias* of the detector when comparing to a baseline model. We then establish finite sample rates for estimating the relative scoring bias for supervised anomaly detection, and empirically validate our theoretical results on both synthetic and real-world datasets. We also empirically study how such relative scoring bias translates into variance in detector performance against different types of unseen anomalies, and demonstrate scenarios in which additional labeled anomalies can be useful or harmful. As future work, we will investigate how to construct novel deep anomaly detection models by exploiting upward scoring bias while avoiding downward scoring bias, especially when one can actively collect/synthesize new labeled anomalies.
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A  Proof of Corollary 2

**Proof of Corollary 2** Assuming the score functions are Gaussian distributed, we can denoted $F_0(s)$ as $\Phi(\frac{s-\mu_0}{\sigma_0})$, $\tilde{F}_0(s)$ as $\Phi(\frac{s-\mu}{\sigma})$, and $\tilde{F}_a(s)$ as $\Phi(\frac{s-\mu_a}{\sigma_a})$. Therefore, we have $\Delta_0 = |(\sigma_0\Phi^{-1}(q) + \mu_0) - (\tilde{\sigma}_0\Phi^{-1}(q) + \tilde{\mu}_0)|$.

Thus,
\[ \xi_N := \tilde{r} - r = F_a(F_0^{-1}(q)) - \tilde{F}_a(\tilde{F}_0^{-1}(q)) = \Phi(\frac{\sigma_0\Phi^{-1}(q)}{\sigma} + \frac{\mu_0 - \mu_a}{\sigma_a}) - \Phi(\frac{\tilde{\sigma}_0\Phi^{-1}(q)}{\tilde{\sigma}_0} + \frac{\tilde{\mu}_0 - \tilde{\mu}_a}{\tilde{\sigma}_a}). \]

\[ \square \]

B  Proof of Theorem 3

**Proof of Theorem 3** Our proof builds upon and extends the analysis framework of Liu et al. [2018], which relies on one key result from Massart [1990].

\[ \mathbb{P}\left[ \sqrt{n} \sup_x |\hat{F}(x) - F(x)| > \lambda \right] \leq 2 \exp(-2\lambda^2). \]  

(B.1)

Here, $\hat{F}(x)$ is the empirical CDF calculated from $n$ samples. Given a fixed threshold function, Liu et al. [2018] showed that it required
\[ n \geq \frac{1}{2\epsilon^2} \log \frac{2}{1 - \sqrt{1 - \delta}} \left( \frac{2 - \alpha}{\alpha} \right)^2 \]  

(B.2)

examples, in order to guarantee $|\hat{F}_a(x) - F_a(x)| \leq \epsilon_1$ with probability at least $1 - \delta$ (recall that $\alpha$ denotes the fraction of abnormal data among the $n$ samples).

Here we note that our proof relies on a novel adaption of Equation B.1 which allows us to extend our analysis to the convergence of quantile functions.

To achieve this goal, we further assume the Lipschitz continuity for the CDFs/quantile functions:
\[ |F_a(x) - F_a(x')| \leq \ell_a |x - x'| \]  

(B.3)

\[ |F'_a(x) - F'_a(x')| \leq \ell'_a |x - x'| \]  

(B.4)

\[ |F_0^{-1}(x) - F_0^{-1}(x')| \leq \ell_0 |x - x'| \]  

(B.5)

\[ |F_0'^{-1}(x) - F_0'^{-1}(x')| \leq \ell_0^- |x - x'| \]  

(B.6)

where $\ell_a, \ell'_a, \ell_0, \ell_0^-$ are the Lipschitz constants for $F_a, F'_a, F_0^{-1}, F_0'^{-1}$, respectively. Combining the above inequalities equation B.5 with equation B.1, we obtain
\[ \mathbb{P}\left[ \sup_q |\hat{F}_0^{-1}(q) - F_0^{-1}(q)| \geq \frac{\lambda}{\sqrt{n_0}} \right] \leq \mathbb{P}\left[ \sup_q |F_0\left(\hat{F}_0^{-1}(q)\right) - F_0(F_0^{-1}(q))| \geq \frac{\lambda}{\sqrt{n_0\ell_0}} \right]. \]  

(B.7)

Let $q = \tilde{F}_0(x)$, then equation B.7 becomes
\[ \mathbb{P}\left[ F_0\left(\hat{F}_0^{-1}(\hat{F}_0(x))\right) - F_0(F_0^{-1}(\hat{F}_0(x))) \right] \geq \frac{\lambda}{\sqrt{n_0\ell_0}} \]
\[ = \mathbb{P}\left[ F_0(x) - \tilde{F}_0(x) \right] \geq \frac{\lambda}{\sqrt{n_0\ell_0}} \]
\[ \leq 2\epsilon \left( \frac{\lambda}{n_0} \right)^2. \]

Therefore, in order for $\mathbb{P}\left[ \sup_q |\hat{F}_0^{-1}(q) - F_0^{-1}(q)| \geq \epsilon_2 \right] \leq \delta$ to hold, it suffices to set
\[ n_0 = n(1 - \alpha) \geq \frac{1}{2} \frac{1}{\epsilon^2} \frac{1}{\ell^2} \log \frac{2}{\delta}. \]
Furthermore, combining equation B.1, equation B.2 and equation B.3, we get
\[ \hat{F}_a(\tau_n) \leq F_a(\tau) + (\tau - \tau_n)\xi_a + \epsilon_1. \]
Substitute \( \tau_n = \hat{F}_0^{-1}(q), \) and \( \tau = F_0^{-1}(q) \) in the above inequality, and set \( \epsilon_1 = \frac{\xi}{4}, \epsilon_2 = \frac{\xi}{4\epsilon}, \) we get
\[ \left| \hat{F}_a(\hat{F}_0^{-1}(q)) - F_a\left(F_0^{-1}(q)\right) \right| \leq \epsilon/2. \]
Similarly, we repeat the same procedure for \( s', \) and can get
\[ \left| \hat{F}_a\left(\hat{F}_0'(s')\right) - F_a\left(F_0'(s')\right) \right| \leq \epsilon/2. \]
with probability at least \( 1 - \delta. \)
Therefore, with \( n \geq \frac{9}{\delta} \cdot \left( \frac{2}{1 - \sqrt{1 - \frac{\alpha^2}{4}}} \cdot \left( \frac{2 - \alpha}{\alpha} \right)^2 + \frac{\log 2}{1 - \alpha} \left( \left( \frac{\epsilon}{\epsilon_0} \right)^2 + \left( \frac{\epsilon}{\epsilon_0} \right)^2 \right) \right) \) examples we can get \( |\hat{\xi} - \xi| \leq \epsilon \) with probability at least \( 1 - \delta. \)

Note that our results can be easily extended to the setting where the goal is to minimize FPR subject to a given TPR. The threshold setting, either by fixing TPR or fixing FPR (line 3–4 of Algorithm 1), is independent of the scoring function (line 1–2 of Algorithm 1). Thus, it has no impact on the distributions of anomaly scores and our proof technique applies. Specifically,\( s, s' \) threshold setting, either by fixing TPR or fixing FPR (line 3–4 of Algorithm 1), is independent of the scoring function (line 1–2 of Algorithm 1). Thus, it has no impact on the distributions of anomaly scores and our proof technique applies. Specifically,

C Three Real-World Datasets and Training Configurations

Fashion-MNIST. This dataset [Xiao et al., 2017] is a collection of 70K grayscale images on fashion objects (a training set of 60K examples and a test set of 10K examples), evenly divided into 10 classes (7000 images per class). Each image is of 28 pixels in height and 28 pixels in width, and each pixel-value is an integer between 0 and 255. The 10 classes are denoted as top, trouser, pullover, dress, coat, sandal, shirt, sneaker, bag, boot.

To train the anomaly detection models, we pick one class as the normal training class, another class as the abnormal training class, and the rest as the abnormal testing class. We use the full training set of the normal training class (6K), and a random 10% of the training data is 10% of the normal training data in size. Due to the limited amount of the data, we use the full data of the normal training data as the normal training class, and configure the anomaly score thresholds to meet a 5% FPR. We then test the models on the full data of each abnormal testing class, as well as on the untrained fraction of the abnormal training class.

StatLog (Landsat Satellite). This dataset [Srinivasan, 1993] is a collection of 6,435 NASA satellite images, each of 82 × 100 pixels, valued between 0 and 255. The six labeled classes are denoted as red soil, cotton crop, grey soil, damp grey soil, soil with vegetation stubble, and very damp grey soil. Unless specified otherwise, we follow the same procedure to train the models. The normal training data includes 80% data of the designated class, and the abnormal training data is 10% of the normal training data in size. Due to the limited amount of the data, we use the full data of the normal data to configure the anomaly scoring thresholds to meet a 5% FPR. We then test the models on the full data of each abnormal testing class, as well as on the untrained fraction of the abnormal training class.

Cellular Spectrum Misuse. This real-world anomaly dataset measures cellular spectrum usage under both normal scenarios and in the presence of misuses (or attacks) [Li et al., 2019]. We obtained the dataset from the authors of [Li et al., 2019]. The dataset includes a large set (100K instances) of real cellular spectrum measurements in the form of spectrogram (or time-frequency pattern of the received signal). Each spectrogram (instance) is a 125 × 128 matrix, representing the signal measured over 125 time steps and 128 frequency subcarriers. The dataset includes five classes: normal (normal usage in the absence of misuse) and four misuse classes: WB-los (wideband attack w/o blockage), WB-nlos (wideband attack w/ blockage), NB-10ms (narrowband attack) and NB-5ms (narrowband attack with a different signal). The sample size is 60K for normal and 10K for each abnormal class. To train the models, we randomly sample 20K instances from normal, 2K instances from each abnormal class, and configure the anomaly score thresholds to meet a 5% FPR.

For network structures, we use standard LeNet convolutional networks for Fashion-MNIST, 3-layer Multilayer Perceptron for StatLog, and 3-layer stacked LSTM for Cellular Spectrum Misuse. The detailed settings for hyperparameters and computing infrastructure follow the original implementation [Ruff et al., 2020a; Yamanaka et al., 2019; Li et al., 2019].
D Additional Experiment Results of Section 4.2

Anomaly score distributions for models trained on the synthetic dataset. Figure 4-6 plot the anomaly score distributions for semi-supervised (left figure) and supervised (right figure) models, trained on the synthetic dataset ($\alpha = 0.1$, $n = 10000$), estimated by Kernel Density Estimation.

![Figure 4: Anomaly score distributions for Deep SVDD (left) and HSC (right), trained on the synthetic dataset.](image)

![Figure 5: Anomaly score distributions for AE (left) and SAE (right), trained on the synthetic dataset.](image)

![Figure 6: Anomaly score distributions for AE (left) and ABC (right), trained on the synthetic dataset.](image)

Anomaly score distributions for models trained on real-world datasets. Figure 7 and 8 plot the anomaly score distributions for semi-supervised and supervised models, when trained on Fashion-MNIST and Cellular Spectrum Misuse, respectively.

![Figure 7: Anomaly score distributions for Deep SVDD (left) and Deep SAD (right), trained on Fashion-MNIST (using top as the normal class and shirt as the abnormal class).](image)
Figure 8: Anomaly score distributions for Deep SVDD (left) and Deep SAD (right), trained on Cellular Spectrum Misuse (using normal as the normal class and NB-10ms as the abnormal class).

Convergence of relative scoring bias $\hat{\xi}$ and FRP on the synthetic dataset. We plot in Figures 9–11 the additional results on (Deep SVDD vs. HSC), (AE vs. SAE), and (AE vs. ABC). Experiment settings are described in Section 4.2. Overall, they show a consistent trend on convergence.

Figure 9: The quantile distribution on the synthetic dataset of (top) relative scoring bias $\hat{\xi}$ and (bottom) FPR, computed on the test set over 1500 runs, for Deep SVDD and HSC.

Figure 10: The quantile distribution on the synthetic dataset of (top) relative scoring bias $\hat{\xi}$ and (bottom) FPR, computed on the test set over 1500 runs, for AE and SAE.
Convergence of relative scoring bias $\xi$ and FPR on Cellular Spectrum Misuse. We plot in Figure 12-15 the additional results of (Deep SVDD vs. Deep SAD), (Deep SVDD vs. HSC), (AE vs. SAE), and (AE vs. ABC), when trained on the Cellular Spectrum Misuse dataset. Here we set the normal class as normal and the abnormal class as NB-10ms, and configure the sample size for the training set as 16K and for the test set as 6K, and vary the sample size for the validation set $n$ from 100, 200, 500, 1K, 2K, 5K. Overall, the plots show a consistent trend on convergence.
Figure 13: The quantile distribution of (top) relative scoring bias $\hat{\xi}$ and (bottom) FPR, computed on the test set over 1000 runs, for Deep SVDD and HSC trained on Cellular Spectrum Misuse.

Figure 14: The quantile distribution of (top) relative scoring bias $\hat{\xi}$ and (bottom) FPR, computed on the test set over 1000 runs, for AE and SAE trained on Cellular Spectrum Misuse.

**Convergence of relative scoring bias $\hat{\xi}$ and FRP on Fashion-MNIST.** Figure 16 plots the convergence of $\hat{\xi}$ and FRP on Deep SVDD vs. Deep SAD models trained on Fashion-MNIST. The results for other model combinations are consistent and thus omitted. Here we set the normal class as *top* and the abnormal class as *shirt*, and configure the sample size for the training set as 3K and for the test set as 2K, and vary the sample size for the validation set $n$ from 100, 200, 500, 1K. Overall, the plots show a consistent trend on convergence.
Figure 15: The quantile distribution of (top) relative scoring bias $\hat{\xi}$ and (bottom) FPR, computed on the test set over 1000 runs, for AE and ABC trained on Cellular Spectrum Misuse.

Figure 16: The quantile distribution of (top) relative scoring bias $\hat{\xi}$ and (bottom) FPR, computed on the test set over 100 runs, for Deep SVDD and SAD trained on Fashion-MNIST.

**Convergence of relative scoring bias $\hat{\xi}$ and FRP on StatLog.** Figure 17 plots $\hat{\xi}$ and FRP of Deep SVDD vs. Deep SAD trained on the StatLog dataset. The results for other model combinations are consistent and thus omitted. To maintain a reasonable sample size, we set the normal class to be a combination of grey soil, damp grey soil, and very damp grey soil, and the abnormal class to be a combination of red soil and cotton crop. The sample size for the training is 1.2K and the test set is 1K. We vary the sample size for the validation set $n$ from 100, 200, 500, 1K. Overall, the plots show a consistent trend on convergence.
Figure 17: The quantile distribution of (top) relative scoring bias $\hat{\xi}$ and (bottom) FPR, computed on the test set over 100 runs, for Deep SVDD and SAD trained on StatLog.
E Additional Results of Section 5

Scenario 1. Here the training normal set is very similar to the training abnormal set. We include the detailed recall result (mean/std over 100 runs) of all six models, and three real-life datasets in Table 3–5. Across the six models, the two semi-supervised models (trained on normal data) are Deep SVDD and AE; and the rest are supervised models trained on both normal data and the specified abnormal training data. In each table, we report the model recall on all abnormal test classes. These classes are sorted by decreasing similarity to the abnormal training class (measured by $L^2$, small value = visually similar). Also,↑ indicates that the supervised model has a higher recall than the semi-supervised model; ↓ indicates the other direction. Overall, we observe both upward and downward bias across the test abnormal classes, and the direction depends on the test abnormal class’ similarity to the train abnormal class.

We also observe that when using the reconstruction based models (AE, SAE, ABC), the performance for StatLog is much worse than the hypersphere based models. This result is in fact consistent with what has been reported in the literature—Ishii et al. [2020] reports a similar low performance of reconstruction based model on StatLog, which was trained on normal data (cf Table 4 of Ishii et al. [2020]). We consider this as a result potentially arising from specific latent spaces of data on the reconstruction based models, and leave improvement of these reconstruction models to future work.

It is worth highlighting that although these reconstruction based models demonstrate inferior performance on StatLog when training only on normal data, adding training abnormal set under Scenario 1 does demonstrate a similar behavior to that of the hypersphere based models. When training the SAE model with (biased) anomaly data, we handle the exploding loss issue in a similar way as Ruff et al. [2020b]: For the anomaly class, we consider a loss function which takes the form of $\frac{1}{\text{reconstruction error}}$. We found that this design of loss function easily converges in practice with few loss explosion issues on reconstruction based models.

### Table 3: The model TPR under scenario 1, Fashion-MNIST. The normal class top is similar to the abnormal training class shirt. Their $L^2$ distance = 0.02.

| Test data   | Deep SVDD | Deep SAD | HSC | AE       | SAE       | ABC       | $L^2$ to shirt |
|-------------|-----------|----------|-----|----------|-----------|-----------|---------------|
| shirt       | 0.09 ± 0.01 | 0.71 ± 0.01↑ | 0.70 ± 0.01↑ | 0.12 ± 0.01 | 0.72 ± 0.01↑ | 0.72 ± 0.01↑ | 0.02          |
| pullover    | 0.13 ± 0.02 | 0.80 ± 0.01↑ | 0.89 ± 0.01↑ | 0.19 ± 0.02 | 0.84 ± 0.02↑ | 0.85 ± 0.01↑ | 0.01          |
| coat        | 0.14 ± 0.03 | 0.92 ± 0.02↑ | 0.92 ± 0.01↑ | 0.15 ± 0.02 | 0.92 ± 0.02↑ | 0.92 ± 0.01↑ | 0.01          |
| dress       | 0.17 ± 0.03 | 0.24 ± 0.03↑ | 0.24 ± 0.03↑ | 0.11 ± 0.01 | 0.20 ± 0.03↑ | 0.21 ± 0.03↑ | 0.04          |
| bag         | 0.49 ± 0.07 | 0.38 ± 0.08↓ | 0.36 ± 0.07↓ | 0.70 ± 0.03 | 0.52 ± 0.09↓ | 0.53 ± 0.07↓ | 0.04          |
| trouser     | 0.32 ± 0.10 | 0.07 ± 0.04↓ | 0.06 ± 0.03↓ | 0.59 ± 0.04 | 0.07 ± 0.04↓ | 0.16 ± 0.07↓ | 0.06          |
| boot        | 0.92 ± 0.03 | 0.29 ± 0.15↓ | 0.27 ± 0.16↓ | 0.98 ± 0.02 | 0.90 ± 0.09↓ | 0.90 ± 0.08↓ | 0.08          |
| sandal      | 0.30 ± 0.04 | 0.26 ± 0.08↓ | 0.26 ± 0.12↓ | 0.82 ± 0.02 | 0.46 ± 0.10↓ | 0.56 ± 0.09↓ | 0.09          |
| sneaker     | 0.55 ± 0.09 | 0.12 ± 0.10↓ | 0.14 ± 0.12↓ | 0.74 ± 0.09 | 0.47 ± 0.19↓ | 0.46 ± 0.18↓ | 0.10          |

### Table 4: The model TPR under scenario 1, StatLog. The normal class very damp grey soil is similar to the abnormal training class damp grey soil. Their $L^2$ distance = 3.63.

| Test data            | Deep SVDD | Deep SAD | HSC | AE       | SAE       | ABC       | $L^2$ to damp grey soil |
|----------------------|-----------|----------|-----|----------|-----------|-----------|-------------------------|
| damp grey soil       | 0.12 ± 0.05 | 0.81 ± 0.02↑ | 0.80 ± 0.02↑ | 0.00 ± 0.00 | 0.08 ± 0.02↑ | 0.01 ± 0.01↑ | 0.00          |
| red soil             | 0.67 ± 0.16 | 0.92 ± 0.05↑ | 0.91 ± 0.05↑ | 0.00 ± 0.00 | 0.00 ± 0.00 | 0.00 ± 0.00 | 4.39         |
| grey soil            | 0.45 ± 0.17 | 0.92 ± 0.02↑ | 0.92 ± 0.02↑ | 0.01 ± 0.00 | 0.04 ± 0.02↑ | 0.02 ± 0.02 | 4.42         |
| vegetable soil       | 0.40 ± 0.10 | 0.19 ± 0.04↓ | 0.18 ± 0.04↓ | 0.35 ± 0.01 | 0.35 ± 0.01 | 0.35 ± 0.00 | 5.44         |
| cotton crop          | 0.96 ± 0.06 | 0.80 ± 0.06↓ | 0.70 ± 0.08↓ | 0.89 ± 0.02 | 0.90 ± 0.01 | 0.90 ± 0.01 | 11.46        |

### Table 5: The model TPR under scenario 1, Cellular Spectrum Misuse. The normal class is similar to the abnormal training class NB–10ms, and the $L^2$ distance between the two is 6.17.

| Test data | Deep SVDD | Deep SAD | HSC | AE       | SAE       | ABC       | $L^2$ to NB–10ms |
|-----------|-----------|----------|-----|----------|-----------|-----------|-----------------|
| NB–10ms   | 0.03 ± 0.01 | 0.99 ± 0.02↑ | 0.99 ± 0.01↑ | 0.02 ± 0.01 | 0.97 ± 0.05↑ | 0.92 ± 0.03↑ | 0.00          |
| NB–5ms    | 0.02 ± 0.00 | 0.93 ± 0.05↑ | 0.82 ± 0.07↑ | 0.00 ± 0.00 | 0.96 ± 0.02↑ | 0.99 ± 0.01↑ | 6.22           |
| WB-nlos   | 0.99 ± 0.00 | 0.38 ± 0.08↓ | 0.43 ± 0.10↓ | 0.89 ± 0.03 | 0.54 ± 0.02↓ | 0.47 ± 0.02↓ | 32.40          |
| WB-los    | 0.99 ± 0.00 | 0.50 ± 0.10↓ | 0.53 ± 0.15↓ | 0.92 ± 0.03 | 0.51 ± 0.07↓ | 0.50 ± 0.03↓ | 43.01          |
**Scenario 2.** We consider scenario 2 where the training normal set is visually dissimilar to the training abnormal set. The detailed TPR result of all six models, and three real-life datasets are in Table 6. Like the above, in each table, the abnormal test classes are sorted by decreasing similarity to the abnormal training class. Like the above, ↑ indicates that the supervised model has a higher recall than the semi-supervised model; ↓ indicates the other direction.

Different from Scenario 1, here we observe mostly upward changes. Again we observe poorer performance of AE, SAE, ABC on StatLog compared to the hypersphere-based models.

| Test data  | Deep SVDD | Deep SAD | HSC | AE     | SAE     | ABC     | $L^2$ to sneaker |
|------------|-----------|----------|-----|--------|---------|---------|------------------|
| sneaker    | 0.55 ± 0.09 | 1.00 ± 0.00↑ | 1.00 ± 0.00↑ | 0.74 ± 0.09 | 1.00 ± 0.00↑ | 1.00 ± 0.00↑ | 0.13 |
| sandal     | 0.30 ± 0.04 | 0.99 ± 0.01↑ | 0.98 ± 0.02↑ | 0.82 ± 0.02 | 1.00 ± 0.00↑ | 1.00 ± 0.00↑ | 0.13 |
| boot       | 0.92 ± 0.03 | 1.00 ± 0.00↑ | 0.97 ± 0.02↑ | 0.98 ± 0.02 | 1.00 ± 0.00↑ | 1.00 ± 0.00↑ | 0.07 |
| bag        | 0.49 ± 0.07 | 0.80 ± 0.05↑ | 0.81 ± 0.11↑ | 0.70 ± 0.03 | 0.84 ± 0.03↑ | 0.82 ± 0.03↑ | 0.07 |
| shirt      | 0.09 ± 0.01 | 0.11 ± 0.02↑ | 0.12 ± 0.01↑ | 0.12 ± 0.01 | 0.13 ± 0.01↑ | 0.15 ± 0.01↑ | 0.10 |
| trouser    | 0.32 ± 0.09 | 0.31 ± 0.10 | 0.11 ± 0.12↓ | 0.58 ± 0.04 | 0.58 ± 0.03 | 0.58 ± 0.05 | 0.12 |
| dress      | 0.16 ± 0.03 | 0.16 ± 0.04 | 0.11 ± 0.01↓ | 0.11 ± 0.01 | 0.11 ± 0.01 | 0.12 ± 0.01 | 0.13 |
| pullover   | 0.13 ± 0.02 | 0.13 ± 0.03 | 0.14 ± 0.05 | 0.19 ± 0.02 | 0.21 ± 0.03 | 0.19 ± 0.02 | 0.13 |
| coat       | 0.14 ± 0.03 | 0.13 ± 0.03 | 0.13 ± 0.06 | 0.15 ± 0.02 | 0.16 ± 0.02 | 0.15 ± 0.02 | 0.14 |

Table 6: The model TPR under scenario 2, Fashion-MNIST. The normal class top is dissimilar to the abnormal training class sneaker, and the $L^2$ distance between the two is 0.13.

| Test data  | Deep SVDD | Deep SAD | HSC | AE     | SAE     | ABC     | $L^2$ to red soil |
|------------|-----------|----------|-----|--------|---------|---------|-------------------|
| red soil   | 0.69 ± 0.12 | 1.00 ± 0.00↑ | 1.00 ± 0.00↑ | 0.00 ± 0.00 | 0.00 ± 0.00 | 0.00 ± 0.00 | 0.13 |
| damp grey soil | 0.12 ± 0.05 | 0.25 ± 0.04↑ | 0.22 ± 0.04↑ | 0.00 ± 0.00 | 0.00 ± 0.00 | 0.00 ± 0.00 | 0.13 |
| grey soil  | 0.43 ± 0.16 | 0.68 ± 0.12↑ | 0.53 ± 0.09↑ | 0.01 ± 0.00 | 0.02 ± 0.00 | 0.01 ± 0.00 | 0.13 |
| vegetable soil | 0.40 ± 0.10 | 0.76 ± 0.07↑ | 0.76 ± 0.07↑ | 0.35 ± 0.00 | 0.42 ± 0.02↑ | 0.42 ± 0.02↑ | 0.13 |
| cotton crop | 0.96 ± 0.06 | 1.00 ± 0.00↑ | 1.00 ± 0.00↑ | 0.89 ± 0.00 | 0.93 ± 0.01↑ | 0.93 ± 0.01↑ | 0.13 |

Table 7: The model TPR under scenario 2, StatLog. The normal class very damp grey soil is dissimilar to the abnormal training class red soil, and the $L^2$ distance between the two is 8.48.

| Test data  | Deep SVDD | Deep SAD | HSC | AE     | SAE     | ABC     | $L^2$ to WB-los |
|------------|-----------|----------|-----|--------|---------|---------|----------------|
| WB-los     | 0.99 ± 0.00 | 1.00 ± 0.01↑ | 1.00 ± 0.01↑ | 0.92 ± 0.03 | 0.95 ± 0.04↑ | 1.00 ± 0.02↑ | 0.13 |
| WB-nlos    | 0.99 ± 0.00 | 1.00 ± 0.01↑ | 1.00 ± 0.00↑ | 0.89 ± 0.03 | 0.94 ± 0.03↑ | 0.96 ± 0.02↑ | 0.13 |
| NB-10ms    | 0.03 ± 0.01 | 0.06 ± 0.01↑ | 0.05 ± 0.02 | 0.02 ± 0.01 | 0.03 ± 0.00↑ | 0.04 ± 0.01 | 0.13 |
| NB-5ms     | 0.02 ± 0.00 | 0.03 ± 0.01 | 0.02 ± 0.00 | 0.00 ± 0.00 | 0.02 ± 0.00↑ | 0.02 ± 0.01↑ | 0.13 |

Table 8: The model TPR under scenario 2, Cellular Spectrum Misuse. The normal class is dissimilar to the abnormal training class WB-los, and the $L^2$ distance between the two is 43.84.
Scenario 3. We run three configurations of grouped abnormal training on Fashion-MNIST (training normal: shirt & sneaker) by varying the weights of the two abnormal classes in training (0.5/0.5, 0.9/0.1, 0.1/0.9). Again ↑ indicates that the supervised model has a higher recall than the semi-supervised model; ↓ indicates the other direction. Under these settings, we observe downward bias (↓) for one abnormal test class trouser and upward bias for most other classes.

| Test data  | Deep SVDD | Deep SAD | HSC   | AE     | SAE  | ABC  | $L^2$ to shirt | $L^2$ to sneaker |
|------------|-----------|----------|-------|--------|------|------|---------------|-----------------|
| shirt      | 0.09 ± 0.01 | 0.69 ± 0.01 | 0.69 ± 0.02 | 0.12 ± 0.01 | 0.67 ± 0.01 | 0.66 ± 0.01 | 0 | 0.10 |
| sneaker    | 0.55 ± 0.09  | 1.00 ± 0.00 | 1.00 ± 0.00 | 0.74 ± 0.09 | 1.00 ± 0.00 | 1.00 ± 0.00 | 0.10 | 0 |
| pullover   | 0.13 ± 0.02  | 0.90 ± 0.01 | 0.90 ± 0.01 | 0.19 ± 0.02 | 0.82 ± 0.02 | 0.83 ± 0.02 | 0.01 | 0.13 |
| coat       | 0.14 ± 0.03  | 0.91 ± 0.02 | 0.91 ± 0.01 | 0.15 ± 0.02 | 0.86 ± 0.02 | 0.87 ± 0.02 | 0.01 | 0.14 |
| dress      | 0.17 ± 0.03  | 0.23 ± 0.04 | 0.24 ± 0.04 | 0.11 ± 0.01 | 0.19 ± 0.03 | 0.18 ± 0.02 | 0.04 | 0.13 |
| bag        | 0.49 ± 0.07  | 0.63 ± 0.06 | 0.62 ± 0.07 | 0.70 ± 0.03 | 0.76 ± 0.05 | 0.78 ± 0.03 | 0.04 | 0.07 |
| trouser    | 0.32 ± 0.10  | 0.05 ± 0.04 | 0.04 ± 0.02 | 0.59 ± 0.04 | 0.22 ± 0.08 | 0.34 ± 0.06 | 0.06 | 0.12 |
| boot       | 0.92 ± 0.03  | 0.95 ± 0.03 | 0.95 ± 0.03 | 0.98 ± 0.02 | 1.00 ± 0.00 | 1.00 ± 0.00 | 0.08 | 0.07 |
| sandal     | 0.30 ± 0.04  | 0.92 ± 0.04 | 0.92 ± 0.04 | 0.82 ± 0.02 | 0.96 ± 0.01 | 0.97 ± 0.01 | 0.09 | 0.02 |

Table 9: The model TPR under configuration 1 of weighted mixture training on Fashion-MNIST.

| Test data  | Deep SVDD | Deep SAD | HSC   | AE     | SAE  | ABC  | $L^2$ to shirt | $L^2$ to sneaker |
|------------|-----------|----------|-------|--------|------|------|---------------|-----------------|
| shirt      | 0.09 ± 0.01 | 0.70 ± 0.01 | 0.70 ± 0.01 | 0.12 ± 0.01 | 0.72 ± 0.01 | 0.71 ± 0.01 | 0 | 0.10 |
| sneaker    | 0.55 ± 0.09  | 1.00 ± 0.00 | 1.00 ± 0.00 | 0.74 ± 0.09 | 1.00 ± 0.00 | 1.00 ± 0.00 | 0.10 | 0 |
| pullover   | 0.13 ± 0.02  | 0.90 ± 0.01 | 0.89 ± 0.01 | 0.19 ± 0.02 | 0.84 ± 0.02 | 0.84 ± 0.02 | 0.01 | 0.13 |
| coat       | 0.14 ± 0.03  | 0.91 ± 0.02 | 0.91 ± 0.02 | 0.15 ± 0.02 | 0.91 ± 0.02 | 0.90 ± 0.02 | 0.01 | 0.14 |
| dress      | 0.17 ± 0.03  | 0.23 ± 0.03 | 0.24 ± 0.03 | 0.11 ± 0.01 | 0.19 ± 0.03 | 0.20 ± 0.03 | 0.04 | 0.13 |
| bag        | 0.49 ± 0.07  | 0.56 ± 0.08 | 0.57 ± 0.07 | 0.70 ± 0.03 | 0.67 ± 0.06 | 0.68 ± 0.05 | 0.04 | 0.07 |
| trouser    | 0.32 ± 0.10  | 0.06 ± 0.04 | 0.06 ± 0.03 | 0.59 ± 0.04 | 0.10 ± 0.06 | 0.20 ± 0.08 | 0.06 | 0.12 |
| boot       | 0.92 ± 0.03  | 0.87 ± 0.08 | 0.88 ± 0.05 | 0.98 ± 0.02 | 0.99 ± 0.01 | 0.99 ± 0.00 | 0.08 | 0.07 |
| sandal     | 0.30 ± 0.04  | 0.84 ± 0.06 | 0.83 ± 0.05 | 0.82 ± 0.02 | 0.90 ± 0.02 | 0.94 ± 0.02 | 0.09 | 0.02 |

Table 10: The model TPR under configuration 2 of weighted mixture training on Fashion-MNIST.

| Test data  | Deep SVDD | Deep SAD | HSC   | AE     | SAE  | ABC  | $L^2$ to shirt | $L^2$ to sneaker |
|------------|-----------|----------|-------|--------|------|------|---------------|-----------------|
| shirt      | 0.09 ± 0.01 | 0.61 ± 0.02 | 0.60 ± 0.02 | 0.12 ± 0.01 | 0.54 ± 0.02 | 0.54 ± 0.01 | 0 | 0.10 |
| sneaker    | 0.55 ± 0.09  | 1.00 ± 0.00 | 1.00 ± 0.00 | 0.74 ± 0.09 | 1.00 ± 0.00 | 1.00 ± 0.00 | 0.10 | 0 |
| pullover   | 0.13 ± 0.02  | 0.85 ± 0.02 | 0.84 ± 0.02 | 0.19 ± 0.02 | 0.74 ± 0.03 | 0.74 ± 0.03 | 0.01 | 0.13 |
| coat       | 0.14 ± 0.03  | 0.79 ± 0.03 | 0.77 ± 0.03 | 0.15 ± 0.02 | 0.67 ± 0.04 | 0.68 ± 0.03 | 0.01 | 0.14 |
| dress      | 0.17 ± 0.03  | 0.13 ± 0.03 | 0.11 ± 0.03 | 0.11 ± 0.01 | 0.12 ± 0.01 | 0.11 ± 0.01 | 0.04 | 0.13 |
| bag        | 0.49 ± 0.07  | 0.82 ± 0.05 | 0.84 ± 0.05 | 0.70 ± 0.03 | 0.85 ± 0.03 | 0.86 ± 0.02 | 0.04 | 0.07 |
| trouser    | 0.32 ± 0.10  | 0.10 ± 0.08 | 0.05 ± 0.05 | 0.59 ± 0.04 | 0.45 ± 0.07 | 0.50 ± 0.05 | 0.06 | 0.12 |
| boot       | 0.92 ± 0.03  | 1.00 ± 0.00 | 0.99 ± 0.01 | 0.98 ± 0.02 | 0.98 ± 0.00 | 1.00 ± 0.00 | 0.08 | 0.07 |
| sandal     | 0.30 ± 0.04  | 0.99 ± 0.01 | 0.83 ± 0.01 | 0.82 ± 0.02 | 0.98 ± 0.00 | 0.99 ± 0.00 | 0.09 | 0.02 |

Table 11: The model TPR under configuration 3 of weighted mixture training on Fashion-MNIST.