ABSTRACT
The prediction accuracy of hourly air temperature is generally poor because of random changes, long time series, and the nonlinear relationship between temperature and other meteorological elements, such as air pressure, dew point, and wind speed. In this study, two deep-learning methods—a convolutional neural network (CNN) and long short-term memory (LSTM)—are integrated into a network model (CNN–LSTM) for hourly temperature prediction. The CNN reduces the dimensionality of the time-series data, while LSTM captures the long-term memory of the massive temperature time-series data. Training and validation sets are constructed using 60,133 hourly meteorological data (air temperature, dew point, air pressure, wind direction, wind speed, and cloud amount) obtained from January 2000 to October 2020 at the Yinchuan meteorological station in China. Mean absolute error (MAE), mean absolute percentage error (MAPE), and goodness of fit are used to compare the performances of the CNN, LSTM, and CNN–LSTM models. The results show that MAE, MAPE, RMSE, and PBIAS from the CNN–LSTM model for hourly temperature prediction are 0.82, 0.63, 2.05, and 2.18 in the training stage and 1.02, 0.8, 1.97, and 0.08 in the testing stage. Average goodness of fit from the CNN–LSTM model is 0.7258, higher than the CNN (0.5291), and LSTM (0.5949) models. The hourly temperatures predicted by the CNN–LSTM model are highly consistent with the measured values, especially for long time series of hourly temperature data.
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1 Introduction
Climate warming characterized by rising temperatures leads to melting glaciers, rising sea levels, and increasing probabilities of extreme weather events, biological extinction, broken food chains, and natural disasters such as typhoons, tsunamis, mudslides, and landslides (Bonjakovi 2012). Air temperature is an important index to measure the energy balance, hydrological balance, greenhouse effect, total solar radiation estimation, and air pollution (Immerzeel et al. 2010; Li et al. 2013). The change of air
temperatures is affected by many factors, such as geographical distribution, atmospheric circulation, ocean currents, sunlight, wind speed, water body, vegetation cover, and geomorphic characteristics (Byeongseong et al. 2021). Therefore, temperature change is dynamic, uncertain, and nonlinear.

Temperature time series data can be regarded as a chaotic non-stationary random process with self-similar fractal structure, which can be used to predict trends in air temperature (Ortiz-Garcia et al. 2012). Air temperature prediction is to estimate the future temperature changes using a certain prediction model according to temperature time series data and different factors. Temperature prediction is important for weather prediction, which can help to provide effective measures to prevent climate warming (Prior and Perry 2014). The prediction of temperature changes is of great significance to sustainable development, land–atmosphere interaction, eco-environment protection, agricultural production, water resources management, and disaster warning. Temperature prediction has increasingly become a hot topic globally in recent years (Ye et al. 2013).

Most studies have focused on predicting daily (Ustaoglu et al. 2008; Murat et al. 2018; Asha et al. 2021; Lin et al. 2021), monthly (Murthy et al. 2021), and annual mean temperatures (Liu et al. 2019; Johnson et al. 2020). Very little studies have been concerned hourly temperature prediction (Carrió et al. 2021). In fact, the hourly temperature prediction with high precision can help to predict the maximum and minimum temperatures of a day for disaster prevention and reduction (Tasadduq et al. 2002) and health risk, such as heart attacks (Rowland et al. 2020), adverse pregnancy (Zhang et al. 2017), and mortality (Shi et al. 2015).

In this study, a convolutional neural network (CNN) and long short-term memory (LSTM) were integrated a CNN–LSTM model to predict hourly air temperature. The main contributions in this paper include the following: (1) prediction of hourly air temperature according to 60,133 meteorological data; (2) selection of meteorological elements with high correlation using the method of random forest as input parameters of the CNN–LSTM model; (3) design of the CNN–LSTM model with forgetting, input, and output gates to capture the long-term memory and reduce the dimensionality of meteorological data; (4) comparison of the performances of different deep-learning models by using MAE, MAPE, and goodness of fit. Its novelty is that the integration of CNN and LSTM with forgetting, input, and output gates to predict hourly air temperature.

To date, air temperature has been predicted by traditional statistical models such as linear regression, grey prediction, cluster analysis, and autoregressive integrated moving average (ARIMA) (Livera et al. 2011). These models calculate the probability of a specific weather phenomenon happening in the future according to statistical analyses of historical data (Moazenzadeh et al. 2022). However, the mechanism and factors affecting air temperature changes are very complex and nonlinear. With statistical methods, it is difficult to capture dynamic temperature changes when predicting long time series of daily or hourly temperature, leading to low-accuracy temperature prediction (Ramesh and Anitha 2014).

The change trend of air temperature has been predicted using machine-learning methods such as a support vector machine (SVM) (Chevalier et al. 2011; Gos et al.
2020), an artificial neural network (ANN) (Ferreira et al. 2002; Astsatryan et al. 2021), a stacking automatic encoder (SAE) (Kattenborn et al. 2021), a deep belief network (DBN) (Patel et al. 2015), a CNN (Abdollahi et al. 2020), a recurrent neural network (RNN) (Jiang et al. 2021), and LSTM (Bai et al. 2021). As a typical shallow-learning method, an SVM can predict the maximum temperature of the next day over various spans of 2–10 days according to optimal values of the kernel function (Radhika and Shashi 2009). As another shallow-learning method, an ANN can predict the change trend of daily average temperature with good accuracy (Şahin 2012; Tran et al. 2021). As deep-learning methods, an SAE and a DBN can predict temperature more accurately than a shallow neural network (Sun et al. 2021). As another deep-learning method, a CNN outputs meteorological characteristics from convolution layers and transmits them to a pooling layer to select and filter useful information to reduce the amount of data and avoid the gradient disappearance of the CNN (Pradhan et al. 2020; Bayatvarkeshi et al. 2021). As another deep-learning method, an RNN can predict time series of air temperature using neural units connected in a chain (Srivastava et al. 2020). As another deep-learning method, LSTM can predict short-term temperature with good accuracy and performance according to the accumulation of external signals from hidden layers (Mtibaa et al. 2020; Sekertekin et al. 2021).

Different deep-learning methods have been integrated into models to improve the prediction accuracy of air temperature (Mohammadi et al. 2021; Yang et al. 2021). A CNN and an RNN were integrated into a convolutional recurrent neural network (CRNN) to learn the temporal and spatial correlations of the daily change of air temperature (Zhang and Dong 2020; Tabrizi et al. 2021). The CRNN was used to predict short-, medium-, and long-term temperature based on a graph attention network and a gated recurrent unit (GRU) (Al-Najjar et al. 2019). The graph attention network and GRU were integrated into a deep-spatiotemporal-learning air-temperature forecasting framework using the graph signals of historical observations (Bahi and Batouche 2021). LSTM-AdaBoost was proposed for predicting short- and mid-term daily sea surface temperature based on (i) AdaBoost’s strong prediction capability and difficulty of overfitting and (ii) LSTM’s long-term dependencies and ease of overfitting (Xiao et al. 2019). Radial-basis-function neural network was combined with a hybrid of multi-dimensional complementary ensemble empirical mode decomposition to forecast daily maximum temperature in changing climate (Lin et al. 2021).

Herein is proposed a CNN–LSTM model based on the advantages of (i) the feature extraction and dimensionality reduction of a CNN and (ii) the complex memory unit of LSTM. The model is trained and verified by using hourly temperature data obtained from January 2000 to December 2020 at Yinchuan, Ningxia, China to improve the accuracy of hourly temperature prediction. The novelty of this study is to construct a CNN–LSTM model to predict the hourly temperature time-series data, and validate its performance from multiple dimensions of comparisons, such as between the CNN–LSTM, CNN, and LSTM, between the measured and predicted temperatures, between the training and testing sets, between the daily, monthly, yearly, and multi-years sub-datasets of temperatures, between the loss functions obtained from the training and testing sets, between the different predictive error
indicators, and between the goodness of fits of regression lines and between the box plots obtained from the measured and predicted temperatures.

2. Materials and methods

2.1. Data acquisition

60,133 meteorological data obtained once every three hours from 1 January 2000 to 31 December 2020 at the meteorological station in Yinchuan, China were downloaded from the National Oceanic and Atmospheric Administration (NOAA) of the United States. The meteorological elements include air temperature, dew point, air pressure, wind direction, wind speed, and cloud amount with a coding range of 0–19 (Table 1).

2.2. Data preprocessing

The collected original data were preprocessed, including filling in missing values, screening meteorological elements with high correlation with temperature, and data standardization. Mean interpolation was used to fill in the missing values of the original meteorological data.

A random forest was used to calculate the importance of a meteorological element to assess whether it is correlated highly with temperature. First, the original meteorological data were sampled randomly to generate in-bag (IB) data as a training set, with the remaining out-of-bag (OOB) data used as a validation set. Second, a random-forest model was constructed and applied to the IB data, and the OOB error $\text{errOOB}_1$ of the model was calculated from the OOB data. Third, the OOB error $\text{errOOB}_2$ was calculated by changing randomly the value of a meteorological element $X$ in the validation set. Finally, the importance of the meteorological element $X$ was calculated as

$$V_1 = \frac{\sum (\text{errOOB}_2 - \text{errOOB}_1)}{N}$$  \hspace{1cm} (1)$$

where $V_1$ is the importance coefficient, $N$ is the number of decision trees, $\text{errOOB}_1$ is the original OOB error, and $\text{errOOB}_2$ is the OOB error after changing the value of the meteorological element.

![Table 1. Partial meteorological data obtained from NOAA (—9999 indicates a missing value).](image)
Data standardization was used to eliminate the impact of different data units on model training for initialization of the model, adjustment of the learning rate, and acceleration of the training process:

$$x' = \frac{x_t - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}}$$  \hspace{1cm} (2)

where $x'$ is the standardized value, $x_{\text{max}}$ and $x_{\text{min}}$ are the maximum and minimum temperatures, respectively, and $x_t$ is the characteristic value of a meteorological element at time $t$.

Meteorological data obtained once every three hours from 1 January 2000 to 31 December 2015 were used as the training set. Meteorological data obtained from 1 January 2016 to 31 December 2020 were used as the validation set.

2.3. Construction of CNN–LSTM model

The CNN–LSTM model was constructed by combining a CNN with LSTM to predict the change trend of hourly air temperature to improve the memory ability of the LSTM network and avoid the prediction lag caused by the large amount of data (Figure 1).

The CNN in the CNN–LSTM model is used to reduce dimensionality and extract high-order features from the input $x_t$ and the output $h_{t-1}$ (Bai et al. 2018). Dilated convolutions are introduced in the structure of the CNN to expand the receptive field to the same length of time window through downsampling and aggregate the historical information of different time blocks by increasing the dilation rate of each layer. The look-back window with an interval of 1 is changed to an interval of $d_l$, which is the dilation rate of the $l$th layer. In the first hidden layer, the first convolution kernel is placed on the three elements at $t$, $t-1$, and $t-2$, the second convolution kernel is placed on the three elements at $t$, $t-3$, and $t-6$, and the third convolution kernel is placed on the three elements at $t$, $t-8$, and $t-16$, and so on. The dilated convolution formula is as follows:

$$(W \otimes h)(l, t, d_l) = \sum_{\tau=0}^{[k/d_l]} W(l, \tau) h^l_{t-\tau/d_l}$$  \hspace{1cm} (3)

where $h$ is the internal state of the $l$th hidden layer at time $t$, $\otimes$ is the convolution operator, $W(l, \tau)$ is the weight vector of the $l$th convolution layer in the $\tau$th step, $\tau \in [1,
2, \ldots, \tau_{\text{max}}\}, \lfloor \ \rfloor is the forward rounding operation, and \(d_i\) is the dilation rate of the \(l\)th layer.

LSTM is used to select the retained and forgotten data and record the state of a hidden layer. The cell gates in the LSTM network include a forgetting gate, an input gate, and an output gate. The forgetting gate (degree of forgetting) determines the invalid information forgotten by a forgetting unit. The sigmoid activation function is used to output the forgetting gate according to the inputs \(x_t\) and \(h_{t-1}\) in unit \(C_{t-1}\):

\[
f_t = (W_f[h_{t-1}, x_t] + b_f)
\]

where \(f_t\) is the output of a forgetting gate with the range of \([0, 1]\), where 1 and 0 represent retention and forgetting, respectively, and \(W_f\) and \(b_f\) are the weight matrix and bias term of the forgetting gate, respectively.

The input gate determines the information to be discarded by using the sigmoid activation function to update the output of the input gate and the tanh function to process a cell state:

\[
i_t = \sigma(W_i[h_{t-1}, x_t] + b_i)
\]

where \(i_t\) is the output of an input gate, \(W_i\) and \(b_i\) are the weight matrix and bias term of the input gate, respectively, and \(\sigma\) is the sigmoid activation function.

Similar to the input gate, the output gate uses the sigmoid layer to update information and the tanh layer to process a cell state:

\[
o_t = \sigma(W_o[h_{t-1}, x_t] + b_o)
\]

where \(o_t\) is the output gate with the range of \([-1, 1]\), \(W_o\) and \(b_o\) are the weight matrix and bias term of the output gate, and \(\sigma\) is the sigmoid activation function.

The temperature time-series data \(\{x_1, x_2, \ldots, x_{t-1}, x_t\}\) are input into the CNN–LSTM model to predict another time series \(\{x_2, x_3, \ldots, x_n, x_{t+1}\}\). The temperature \(x_{t+1}\) at the next time \(t+1\) can be expressed as

\[
x_{t+1} = w_t h_t + b
\]

\[
h_t = o_t \tanh(C_t)
\]

where \(w_t\) is the weight connecting the LSTM layer and the output layer, \(b\) is the offset of the output layer, \(h_t\) is the output value of a neuron, \(o_t\) is the output of the input gate, and \(C_t\) is the cell state.

The input of the CNN–LSTM is a three-dimensional tensor (batch size, input length, and input channels), where the number of input channels is equal to six key meteorological elements: the daily average, minimum, and maximum temperatures, air pressure, dew point, and wind speed. The output of the CNN–LSTM is also a three-dimensional tensor (batch size, input length, output channels), where the output channels = 1, that is, air temperature.
A subsequence, which is a series of continuous meteorological elements with the input length equal to the convolution kernel size, is input to the CNN–LSTM, and performs a dot product operation with the kernel vector of the learning weights. Stride of the learning is equal to one, which means a convolution kernel window will be moved right to the next position of an element. Each output of a convolution layer is obtained using the same weight vector of convolution kernel. Additional zero values are added to the beginning or end of the input tensor to ensure that the output sequence has the same length as the input sequence. The number of convolution kernel weights is equal to kernel size $\times$ input channels $\times$ output channels. The number of elements in the intermediate vectors obtained after a convolution operation is equal to the number of input channels. All intermediate vectors are added to obtain the output vector. The above process is repeated for each input channel except for different convolution kernels are used each time.

2.4. Sensitivity analysis of the CNN–LSTM parameters

The Adam algorithm is used to update parameters such as the weight matrix and bias term because it can process sparse gradient and non-stationary targets with small memory requirements. Adam adjusts the learning rate of CNN–LSTM according to the first- and second-order moment estimations of gradient.

The values of parameters such as the number of hidden layers, the number of nodes in each layer, batch size, iteration times, and window length (data sampling interval) have a great impact on the training accuracy of the CNN–LSTM model. Therefore, the value of one parameter was adjusted constantly while the values of the others were left unchanged, and the optimal value of each parameter was determined when the loss function was lowest and the fitting accuracy was best in the training process.

2.5. Evaluation of CNN–LSTM performance

The mean absolute error (MAE), mean absolute percentage error (MAPE), root mean square error (RMSE), and percentage bias (PBIAS) are used to evaluate the performance of the CNN–LSTM model according to the predicted and measured temperatures:

$$\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |P_i - M_i|$$  \hspace{1cm} (9)

$$\text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{P_i - M_i}{M_i} \right|$$  \hspace{1cm} (10)

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (M_i - P_i)^2}$$  \hspace{1cm} (11)
\[ PBIAS = 100 \frac{\sum_{i} (M_i - P_i)}{\sum_{i} M_i} \] (12)

where \( n \) is the number of samples, and \( M_i \) and \( P_i \) are the measured and predicted temperatures, respectively, \( i = 1, 2, \ldots, n \).

The closer \( MAE \) is to zero, the better the prediction of the model. \( MAPE \) and \( RMSE \) represent the deviation of the predicted temperature from the measured one. \( PBIAS \) represents the average trend between the measured and the predicted temperatures. The smaller the value of \( PBIAS \), the better the prediction performance. A positive \( PBIAS \) indicates that the predicted temperature is smaller than the measured one. In contrast, a negative \( PBIAS \) indicates that the predicted temperature is larger than the measured one.

Linear regressions between the measured and predicted hourly air temperatures obtained by the CNN, LSTM, and CNN–LSTM models are also used to verify the performance of the CNN–LSTM model. Regression analysis can be used to evaluate prediction accuracy of hourly temperature according to goodness of fit \( R^2 \) between the measured and predicted temperatures, which is the ratio of the explained variance to the total variance of the output (Mba et al. 2016). \( R^2 \in [0, 1] \) reflects the degree of agreement between the test data and the fitting function. The closer \( R^2 \) is to one, the better the regression fitting is.

### 2.6. Prediction process of hourly air temperature

Hourly air temperature is predicted using the CNN–LSTM model as shown in Figure 2.

The prediction process of the CNN–LSTM model is as follows:

Step 1. Initialize the network weight \( w \) and the offset vector \( b \), and set the window length \( L \) and the maximum number of iterations \( T \).

Step 2. Standardize the values of the meteorological elements as \( x' = \{x_1', x_2', x_3', \ldots, x_n'\} \) with the interval of \([0, 1]\).

Step 3. Divide the data set \( x' \) into the training set \( x_{ts}' = \{x_1', x_2', x_3', \ldots, x_b'\} \) and the validation set \( x_{vs}' = \{x_{b+1}', x_{b+2}', x_{b+3}', \ldots, x_n'\} \).

Step 4. Obtain the predicted value \( x_i \) according to the training set \( x_{ts}' \). Construct a new training set by combining \( x_{ts}' \) with the \( L - 1 \) elements behind \( x_{ts}' \), and input it to the CNN–LSTM network to obtain the predicted value \( x_{t+1} \). Finally, a prediction set \( \{x_t, x_{t+1}, \ldots, x_n\} \) is obtained.
Step 5. Normalize the data set \( \{x_t, x_{t+1}, \ldots, x_n\} \) inversely to obtain the predicted hourly temperature set \( \{y_t, y_{t+1}, \ldots, y_n\} \).

3. Results

The CNN–LSTM model was established in the Tensorflow framework and Python 3.6. The training set included the meteorological elements of the 204 months from January 2000 to December 2016 in Yinchuan. The validation set included the meteorological elements of the 46 months from January 2017 to October 2020.

3.1. Selection of meteorological elements

The importance coefficient of each meteorological element was calculated using random-forest method as shown in Figure 3. A meteorological element is highly correlated with air temperature if the OOB error increases significantly after randomly changing the value of the meteorological element. The meteorological elements were sorted in descending order according to their importance. With an importance coefficient of 0.82, air pressure has the greatest impact on hourly air temperature, followed by dew point and wind speed. Therefore, the daily average, minimum, and maximum temperatures, air pressure, dew point, and wind speed were selected as the input variables of the CNN–LSTM model.

3.2. Temperatures predicted from CNN–LSTM

The hourly air temperatures measured in Yinchuan from 1 January 2000 to 31 October 2020 were obtained statistically for comparison with the predicted ones as
shown in Figure 4(a). The average, maximum, and minimum temperatures in Yinchuan were 10.48, 38.5, and \(-23.1^\circ C\), respectively.

The hourly air temperature in the same period was predicted using the CNN–LSTM model as shown in Figure 4(b). Comparing Figure 4(b) and (a), the CNN–LSTM model has a good fitting effect for long time series of temperature data, especially regarding extreme temperatures.

To verify the generalization ability of the CNN–LSTM model, a short-term sub-dataset of hourly air temperature from 1 October 2016 to 10 October 2016 was selected to compare the predicted and measured temperatures (Figure 4(c)). Most of the predicted temperature curve overlaps with the measured one in the next 10 days. The peaks and troughs of the predicted and measured temperature curves in one day fit very well, with no displacement forward or backward. However, a few peaks and troughs obtained by the CNN–LSTM model are not overlapped by those from the measured temperature. The maximum difference between the predicted and measured temperatures is 1.5 \(^\circ C\), due possibly to data quality and the parameter settings of the model.

Figure 4(d) shows the curves of the loss function in the training and validation stages obtained by the CNN–LSTM model for 400 iterations. The loss curves tend to vary gently as the iterations proceed, and the loss function converges after approximately 100 iterations. The MAE generated by the CNN–LSTM model converges to 0.82 in the training stage and 1.02 in the testing stage (Table 2), which is a very small error between the predicted and measured temperatures. The loss curves from the training and validation sets basically overlap, indicating that the CNN–LSTM model has good generalization ability.
To further verify the generalization ability of the CNN–LSTM model, four sub-datasets of hourly air temperature with one-year interval in 2000, 2006, 2012, and 2018 were selected, respectively, from the dataset of temperature time series. Figure 5 shows the comparison of the measured and predicted hourly temperatures in 2000, 2006, 2012, and 2018 obtained by the CNN–LSTM model. The values of the parameters, such as the number of hidden layers, the number of nodes in each layer, batch size, and iteration times, of the CNN–LSTM model for one-year prediction were set as same as those for short-term prediction. The curves of the predicted hourly air temperatures for one year in advance have strong similarities to those of the measured ones. The predicted and measured hourly temperatures are in a good agreement, which prove the reliability of the CNN–LSTM model for the prediction. However, the deviations between the predicted and measured hourly temperatures with one-year interval are higher than those with 11-day interval (Figure 4(c)).

3.3. Performance validation of CNN–LSTM based on MAE and MAPE

Separate LSTM and CNN models were constructed to validate the performance of the CNN–LSTM model in temperature prediction. Figure 6 shows the measured and predicted temperatures obtained by CNN, LSTM, three models (CNN, LSTM, and CNN–LSTM), and MAPEs obtained by CNN, LSTM, and CNN–LSTM between 1 October 2016 and 10 October 2016, respectively.

The deviation between the measured temperatures and those predicted by the CNN model is relatively large (Figure 6(a)). The fitting degree of most peaks and troughs in the curve obtained by the CNN model is poor compared with the measured temperature curve. The MAE is large, and its loss function converges to 1.13 in the training stage and 1.38 in the testing stage (Table 2). Therefore, the prediction accuracy of the CNN model is poor.

The fitting degree of the LSTM model for temperature prediction is better than that of the CNN model (Figure 6(b)). However, the peaks and troughs of the predicted temperature curve have large deviations compared with those of the measured temperature curve; some of the predicted temperatures are either larger or smaller than the measured ones. The loss function of the MAE obtained from the LSTM model converges to 1.08 in the training stage and 1.29 in the testing stage, which is smaller than that from the CNN model (Table 2), so the prediction accuracy of the LSTM model is better than that of the CNN model.

Figure 6(c) shows the curves of the measured temperatures and those predicted by the LSTM, CNN, and CNN–LSTM models between 1 October 2016 and 10 October 2016.
Figure 5. Comparison of the measured and predicted hourly temperatures obtained by CNN-LSTM with one-year interval in 2000 (a), 2006 (b), and 2012 (c) based on a training set, and 2018 (d) based on a testing set.
Of the three models, the peaks, troughs, and temperature curve obtained by the CNN–LSTM model fit best to the measured ones. Table 2 gives the MAEs, MAPEs, RMSEs, and PBIASs obtained by the CNN, LSTM, and CNN–LSTM models in the training stage and in the testing stage, respectively. The MAEs of the CNN–LSTM model are 27 and 24% in the training stage, and 26 and 21% in the testing stage, lower than those of the CNN and LSTM models, respectively. The MAPEs of the CNN–LSTM model are 45 and 36% in the training stage, and 37 and 27% in the testing stage, lower than those of the CNN and LSTM models, respectively. The RMSEs of the CNN–LSTM model are 31 and 21% in the training stage, and 37 and 28% in the testing stage, lower than those of the CNN and LSTM models, respectively.

Figure 6. Comparison of measured and predicted temperatures obtained by CNN (a), LSTM (b), three models (CNN, LSTM, and CNN–LSTM) (c), MAPEs obtained by CNN, LSTM, and CNN–LSTM (d) between 1 October 2016 and 10 October 2016 detailed from Figure 4(b) with a black ellipse, and the predicted temperatures between 1 January 2016 and 31 January 2016 obtained by three models (e) based on a testing set.
LSTM models, respectively. The PBIASs of the CNN–LSTM model are 86 and 81% in the training stage, and 100.5 and 100.6% in the testing stage, lower than those of the CNN and LSTM models, respectively. The negative PBIAS (−0.08%) obtained from the CNN–LSTM in the testing stage indicates that the predicted temperatures are slightly larger than the measured ones.

Figure 6(d) shows the curves of the MAPEs obtained by the CNN, LSTM, and CNN–LSTM models between 1 October 2016 and 10 October 2016 detailed from Figure 4(b). The separate LSTM and CNN models generate several abnormal MAPEs, but the MAPE curve of the CNN–LSTM model is relatively flat. The temperatures predicted by the CNN–LSTM model fit well with the measured ones, and the MAPE of the CNN–LSTM model is the smallest of the three. Therefore, the CNN–LSTM model has good accuracy in predicting hourly air temperature with long time series and large amounts of data.

The fitting curves of the measured and predicted temperatures from 1 January 2016 to 31 January 2016 obtained from the CNN, LSTM, and CNN–LSTM are shown in Figure 6(e). Three models predict the variation trend of temperature very well. In particular, the temperature predicted by the CNN–LSTM model has the highest fitting degree with the measured temperature. In contrast, the CNN has the largest error between the predicted and measured temperatures. The fitting degree of most peaks and troughs in the curve obtained from the CNN–LSTM model is higher than
Figure 8. Regression lines between predicted and measured temperatures one-day ahead on March 5 (a), March 10 (b), March 15 (c), and March 20 (d) in 2000, one-month ahead in March (e), June (f), September (g), and December (h) in 2000, and one-year ahead in 2000 (i), 2006 (j), 2008 (k), and 2012 (l) obtained by the CNN model, and one-day ahead on March 5 (m), March 10 (n), March 15 (o), and March 20 (p) in 2000, one-month ahead in March (q), June (r), September (s), and December (t) in 2000, and one-year ahead in 2000 (u), 2006 (v), 2008 (w), and 2012 (x) obtained by the LSTM model based on a training set.
those obtained from the CNN and LSTM models compared with the measured temperature curve.

### 3.4. Performance validation of CNN–LSTM based on $R^2$

Figure 7 shows regression lines between the predicted and measured temperatures one-day, one-month, and one-year ahead, respectively, obtained by the CNN–LSTM model. Hourly air temperatures on March 5, March 10, March 15, and March 20 in 2000 were selected as one-day-ahead prediction to obtain regression lines (Figure 7(a–d)). The dotted lines in Figure 7 are the fitted regression lines. The straight lines with a slope of one passing through the origin of coordinate system indicate the simulated temperatures are equal to the measured ones. The values of $R^2$ of one-day-ahead prediction of the four days obtained by the CNN–LSTM model are 0.7371, 0.7638, 0.7268, and 0.7544, respectively.

Hourly air temperatures in March, June, September, and December in 2000 were selected as one-month-ahead prediction to obtain regression lines (Figure 7(e–h)). The values of $R^2$ of one-month-ahead prediction of the four months obtained by the CNN–LSTM model are 0.7567, 0.6905, 0.7323, and 0.7605, respectively.

Hourly air temperatures in 2000, 2006, 2008, and 2012 were selected as one-year-ahead prediction to obtain regression lines (Figure 7(i–l)). The values of $R^2$ for one-year-ahead prediction of hourly air temperatures obtained by CNN–LSTM are 0.6941, 0.7008, 0.6923, and 0.7334, respectively. The CNN–LSTM model had high linear correlation coefficients and gave the best approximation of the measured hourly air temperature for one-day, one-month, and one-year prediction.

To further validate the performance of the CNN–LSTM model for the prediction of hourly air temperature, regression lines between the predicted and measured temperatures one-day, one-month, and one-year ahead are obtained by the CNN and LSTM models (Figure 8). Hourly air temperatures on March 5, March 10, March 15, and March 20 in 2000 were selected as one-day-ahead prediction to obtain regression lines (Figure 8(a–d, m–p)). The values of $R^2$ of one-day-ahead prediction of the four days obtained by the CNN model are 0.513, 0.4699, 0.5627, and 0.5126, respectively, which are less than those one-day ahead obtained by the CNN–LSTM model (Table 3). The values of $R^2$ of one-day-ahead prediction of the four days obtained by the LSTM model are 0.5027, 0.66, 0.6043, and 0.6321, respectively, which are less than those one-day ahead obtained by the CNN–LSTM model.

Hourly air temperatures in March, June, September, and December in 2000 were selected as one-month-ahead prediction to obtain regression lines (Figure 8(e–h, q–t)). The values of $R^2$ of one-month-ahead prediction of the four months obtained by the CNN model are 0.5594, 0.4758, 0.4716, and 0.5325, respectively, which are less than those one-month ahead obtained by the CNN–LSTM model. The values of $R^2$ of one-month-ahead prediction of the four months obtained by the LSTM model are 0.5453, 0.5627, 0.6635, and 0.5433, respectively, which are less than those one-month ahead obtained by the CNN–LSTM model.

Hourly air temperatures in 2000, 2006, 2008, and 2012 were selected as one-year-ahead prediction to obtain regression lines (Figure 8(i–l, u–x)). The values of $R^2$ for
one-year-ahead prediction of hourly air temperatures obtained by CNN are 0.5797, 0.5906, 0.5884, and 0.4938, respectively, which are less than those one-year ahead obtained by the CNN–LSTM model. The values of $R^2$ for one-year-ahead prediction of hourly air temperatures obtained by LSTM are 0.5808, 0.6328, 0.6082, and 0.6026, respectively, which are less than those one-year ahead obtained by the CNN–LSTM model.

Prediction period, such as the intervals of one day, one month, and one year, has little effect on the accuracy of prediction for hourly air temperature. For example, the average values of $R^2$ of one-day, one-month, and one-year predictions obtained by the CNN–LSTM model are 0.7455, 0.735, and 0.705, respectively, with a very small rate of change. However, the CNN–LSTM model can obtain the largest average value of $R^2$ (0.7258), which means that predicted hourly air temperatures can adjust to the measured ones better than those obtained by the CNN ($R^2 = 0.5291$) and LSTM ($R^2 = 0.5949$) models. The sequence of model accuracy from best to worst for predicting hourly air temperature is CNN–LSTM > LSTM > CNN.

### 3.5. Performance validation of CNN–LSTM based on the testing set

Figure 9 shows the curves of the measured and predicted temperatures obtained from the CNN (Figure 9(a)), LSTM (Figure 9(b)), and CNN–LSTM (Figure 9(c)) based on the testing set of air temperatures from 1 January 2016 to 31 December 2020. The change of temperature predicted from the CNN was basically consistent with that of the measured temperatures (Figure 9(a)). There was no lagged displacement deviation between the measured and the predicted temperatures. However, there were large errors between the measured annual maximum temperatures and the predicted ones and between the annual minimum temperatures and the predicted ones. The predicted temperatures, especially the annual maximum and minimum temperatures, were smaller than the measured temperatures.

The LSTM model generated a better fitting effect on the change of temperatures than the CNN model (Figure 9(b)). Like the CNN model, lagged displacement deviation between the measured and predicted temperatures obtained from the LSTM is not found. However, there were large errors between the predicted and measured annual maximum temperatures and between the predicted and measured annual minimum temperatures. Most predicted temperatures were lower than the measured temperatures. The predicted annual temperature range was larger than the measured one. The predicted annual maximum temperatures were higher than the measured ones.
and the predicted annual minimum temperatures were lower than the measured ones.

The CNN–LSTM obtained the best prediction accuracy during the testing stage of the deep learning compared with the CNN and LSTM, especially for the high and low temperatures in a long time-series temperatures (Figure 9(c)). The temperatures predicted by the CNN–LSTM model coincided with the measured temperatures except for a few predicted abnormal annual minimum temperatures. Like the CNN and

Figure 9. Comparison of measured and predicted temperatures from 2016 to 2020 obtained by CNN (a), LSTM (b), and CNN–LSTM (c) based on a testing set.
3.6. Comparison of box plots based on the training and testing sets

Box plot is used to show the distribution of the temperature time-series data because it is not need to assume that the data obey a specific distribution form in advance, and does not have any restrictive requirements on the data. The temperatures collected from 1 January 2000 to 31 December 2015 are used as the observation data. The temperatures collected from 1 January 2016 to 31 December 2020 are used as the testing data. The CNN–LSTM model is used to train the observation data and validate its performance according to the testing data. Box plots are constructed with the four groups of data (measured temperatures for the training and testing of the CNN–LSTM and temperatures predicted from the training and testing of the CNN–LSTM; Figure 10).

The box plots show the distribution characteristics of the maximum, minimum, median, and upper and lower quartiles of the measured temperatures in the training stage and the predicted temperatures in the testing stages. The quartiles and interquartile distances in the four box-plots show that there are no outliers in the four groups of data. The lengths and interquartile distances of the four box-plots are the same, indicating that the concentration and dispersion of the four groups of data are the same. The medians of the four groups of data are all located at the upper parts of the box plots, indicating that the four groups of data are left-skewed distribution.

The maximum, minimum, median, and average of the observed temperatures, which are used to test the performance of the CNN–LSTM (the third box plot in Figure 10), are slightly higher than those used to train the CNN–LSTM (the first box plot in Figure 10). The result shows the increasing in temperature year by year. The maximum, minimum, upper quartile, lower quartile, median, and average of the temperatures predicted from the training of the CNN–LSTM (the second box plot in Figure 10) are smaller than those of the observed temperatures used to train the CNN–LSTM (the first box plot in Figure 10). The upper quartile, lower quartile,
median, and average of the temperatures predicted from the testing of the 
CNN–LSTM (the fourth box plot in Figure 10) are equal to those of the observed 
temperatures used to test the performance of the CNN–LSTM (the third box plot in 
Figure 10), while the maximum value is larger, and the minimum value is smaller, 
than those of the observed temperatures used for testing. The maximum, minimum, 
upper quartile, lower quartile, median, and average of the temperatures predicted 
from the testing (the fourth box plot in Figure 10) are larger than those predicted 
from the training (the second box plot in Figure 10). Although the characteristics of 
the box plots for the temperatures predicted from the training and testing are differ-
ent from those for the observed temperatures used for training and testing, the differ-
ence is very small. Therefore, the CNN–LSTM can predict the temperature time-
series data with high accuracies in the training and testing stages.

4. Discussion

The accurate prediction of hourly air temperature promotes plan establishment for 
business development, agricultural and industrial activities, and energy policy. Deep 
learning method can extract different characteristics of hourly temperature in a data-
set by learning the long-term dependence between parameters to solve the dynamic 
instability of time series. The CNN–LSTM model has good accuracy in predicting 
hourly air temperature with long time series and large amounts of data. CNN in the 
CNN–LSTM model can process high-dimensional data, share convolution kernel, 
eliminate data noise, retain stable gradient, and extract high-order features automatic-
ally. While LSTM in the CNN–LSTM model can remember the time-series character-
istics of air temperature with long-term dependence, and reduce the risk of over 
fitting (Hochreiter and Schmidhuber 1997).

The choices regarding iterations, batch size, window length, learning rate, and 
optimizer type have a great impact on the accuracy of air temperature (Hanoon et al. 
2021). A deep-learning model might not converge with too small iterations but might 
over-fit with too large iterations. With too small batch size, the loss function might 
continue to decease, resulting in the model failing to converge; however, with too 
large batch size, the training rate might decrease, the training time might increase, 
and the computer equipment configuration might become higher than before. A large 
window length might cause some feature information to be lost, whereas a small win-
dow length might lead to data redundancy and reduce training speed. A small learn-
ing rate might cause slow decline of loss function, whereas a large learning rate 
might cause gradient explosion. Also, a good optimizer helps to improve the learning 
rate and the updating of weights to prevent over-fitting.

The sizes of the training and testing datasets influence on the performance of the 
CNN–LSTM model to predict the accuracy of hourly air temperature. The minimum 
size of training dataset should be determined after calculating all the variants of tem-
perature time series. The minimum size of testing set is determined according to the 
minimum size of training dataset. The prediction accuracy of the training dataset 
with the minimum size should be compared with those with other sizes to analyze 
the impact of dataset size on the performance of the CNN–LSTM model.
Sequential sensitivity of the CNN–LSTM model should be tested using samples selected sequentially from a time series of dataset as input according to MAEs, MAPEs, RMSEs, and PBIASs of the model. The CNN–LSTM model can predict hourly temperatures with good accuracy within 48 h because the temperature time series are strongly correlated with different hourly interval times. However, the accuracy will gradually decline from medium-term, such as monthly interval time, to long-term, such as yearly interval time, prediction of hourly temperature time series. Short-, medium-, and long-term samples should be selected, respectively, to test the sensitivity of the CNN–LSTM model.

Temperature time series data with hourly, daily, monthly, and annual intervals between different meteorological stations should be collected as the input of the CNN–LSTM model to verify the generalization ability of the model. Meteorological elements, such as air pressure, relative humidity, hourly precipitation, maximum wind speed, minimum visibility, solar radiation, water vapor pressure, and wind direction, might affect the prediction accuracy of hourly air temperatures. Therefore, more elements should be collected as many as possible to improve the prediction accuracy of the CNN–LSTM model.

The meteorological elements in Yinchuan meteorological station were collected in this study. However, those in adjacent meteorological stations of Yinchuan are not collected. Spatial locations of meteorological stations might have a certain impact on prediction results (Nury et al. 2017). In the future, the longitude and latitude coordinates and other spatial information, such as altitude, of adjacent meteorological stations should be collected.

Selecting the best input variables, including meteorological and geographical variables, for a particular deep-learning method is difficult because of the complexity and nonlinearity of temperature time series. The effect of relevant meteorological, such as maximum, minimum, and mean rainfall, temperature, and relative humidity, and geographical variables, such as longitude, latitude, and elevation, should be analyzed to improve the prediction accuracy of hourly air temperature (Murat et al. 2016). The useful input variables to predict hourly air temperature can be selected using feature selection methods, such as random forest, recursive feature elimination, and correlation coefficient.

5. Conclusion

Hourly air temperature prediction was performed by combining LSTM and a CNN (CNN–LSTM) to extract dynamic meteorological features according to network memorability. Future hourly temperatures were predicted using meteorological data obtained from January 2000 to December 2020 in Yinchuan, China. The experimental results show that of the CNN–LSTM model and separate CNN and LSTM models, the CNN–LSTM model has the best accuracy with an MAE, MAPE, RMSE, and PBIAS of 0.82, 0.63, 2.05, and 2.18 in the training stage and an MAE, MAPE, RMSE, and PBIAS of 1.02, 0.8, 1.97, and 0.08 in the testing stage. The temperature curve and its peaks and troughs obtained by the CNN–LSTM model fitted best to the measured ones compared with those given by the LSTM and CNN models. The average
goodness of fits of regression lines one-day, one-month, and one-year ahead obtained by the CNN–LSTM, CNN, and LSTM model are 0.7258, 0.5291, and 0.5949, respectively. From best to worst, the sequence of model accuracy for predicting hourly air temperature is CNN–LSTM > LSTM > CNN. Therefore, the CNN–LSTM model can be used to improve the generalization and fault tolerance for high-accuracy hourly temperature prediction with large amounts of meteorological data.

A graph network should be constructed using multiple meteorological stations. A graph convolutional network (GCN) should be constructed to extract spatial characteristics of temperature data (Zhu et al. 2022). A GRU should be constructed to extract the temporal characteristics of temperature data. The matrix multiplication of GRU can be replaced by a graph convolution operation to capture the spatiotemporal relationship of temperature data. A connection method of multi-order nearest neighbors should be used in GCN to reduce MAEs and MAPEs of a prediction model (Chhetri et al. 2020).
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