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Abstract This study presents simulations of the coupled space environment during a geomagnetic storm that separates the different sources of near-Earth plasma. These simulations include separate fluids for solar wind and ionospheric protons, ionospheric oxygen, and the plasmasphere. Additionally, they include the effects of both a hot ring current population and a cold plasmaspheric population simultaneously for a geomagnetic storm. The modeled ring current population represents the solution of bounce-averaged kinetic solution; the core plasmaspheric model assumes a fixed temperature of 1 eV and constant pressure along the field line. We find that during the storm, ionospheric protons can be a major contributor to the plasmasheet and ring current and that ionospheric plasma can largely displace solar wind protons in much of the magnetosphere under certain conditions. Indeed, the ionospheric source of plasma cannot be ignored. Significant hemispheric asymmetry is found between the outflow calculated in the summer and winter hemispheres, consistent with past observations. That asymmetric outflow is found to lead to asymmetric filling of the lobes, with the northern (summer) lobe receiving more outflow that has a higher proportion of O⁺ and the southern (winter) lobe receiving less outflow with a higher proportion of H⁺. We moreover find that the inclusion of the plasmasphere can have a system-wide impact. Specifically, when the plasmasphere drainage plume reaches the magnetopause, it can reduce the reconnection rate, suppress ionospheric outflow and change its composition, change the composition in the magnetosphere, and reduce the ring current intensity.

1. Introduction
Throughout much of the early space age, it was generally accepted that the solar wind was the source of most of the magnetospheric plasma, with the exception of the plasmasphere, which had a composition and temperature matching the underlying ionosphere. That assumption began to change in the early 1970s, first with the discovery of the H⁺ polar wind by the Explorer 31 and ISIS 2 satellites (Brinton et al., 1971; Hoffman, 1970; Hoffman et al., 1974) and then with the observation of energetic O⁺ raining down out of the magnetosphere (Shelley et al., 1972). These latter observations were particularly compelling as the ionosphere is the only source of O⁺, and its presence therefore constitutes unambiguous proof of the ionospheric supply of plasma to the magnetosphere. It has since been argued that plasma of ionospheric origin is pervasive throughout geospace and may at times be the dominant source of plasma in the magnetosphere (Chappell et al., 1987; Lennartsson et al., 1981). Since these discoveries, the origin of near-Earth plasma and the relative importance of the solar wind and ionosphere to its supply has been an area of fundamental importance and keen scientific interest.

In the study of ionospheric outflow, there is often a disproportionate focus on heavy O⁺ ions as opposed to the lighter protons. The emphasis on O⁺ is understandable as it is clear evidence of ionospheric outflow, but it can give the mistaken impression that protons in the magnetosphere are primarily from the solar wind. While it is true that solar wind protons enter the magnetosphere via reconnection and interaction on the flanks, they are also constantly flowing out of the high-latitude ionosphere via the polar wind and filling the lobes (e.g., Axford, 1968). Indeed, Seki et al. (2003) postulated, and recent observations from the Cluster satellites demonstrate, that there is a significant cold population of ionospheric plasma in the magnetosphere.
This initially cold population does not necessarily remain cold and may gain significant energy in the magnetosphere and contribute significantly to the magnetospheric proton population. This fact was demonstrated by Huddleston et al. (2005) by combining observed polar wind H\(^+\) from the Polar satellite with simulated particle tracing in empirical magnetic fields. They showed that a polar wind proton starting at less than 1 eV was able to gain multiple keV of energy by the time it reached the plasmasheet and ring current. Further complicating this picture is that it is impossible to determine the origin of any particular proton observed in the magnetosphere. However, it is possible to gain some understanding of the origin of magnetospheric protons in the aggregate using observations. One technique involves comparing the ratio of protons to other minor ions in the solar wind and assuming that similar ratios hold for solar wind protons that make it into the magnetosphere. Using this approach, Gloeckler and Hamilton (1987) estimate that as much as 65% of the proton population in the magnetosphere during geomagnetic storms is of ionospheric origin. Additional estimations of the fraction of geogenic plasma in the plasmasheet are discussed by Peterson (2002). One of the studies discussed, from Shelley et al. (1986) and Shelley (1986), estimates that under 10% of plasma in the plasmasheet originates in the ionosphere during quiet times, but that fraction rises to more than 50% during active times, which is consistent with the estimate of Gloeckler and Hamilton (1987). A number of assumptions go into this estimate, but of particular relevance to the present discussion is that they separate the ionospheric and solar wind protons by combining the empirical ratio of escaping H\(^+\) and O\(^+\) with the oxygen ion density in the plasmasheet.

Aside from observations, global models have proven to be a valuable tool in the study of the origin of near-Earth plasma. These models can be loosely broken down into two categories. The first category involves models that track large numbers of test particles, launched from the ionosphere, through either empirical or single fluid magnetohydrodynamic (MHD) fields (e.g., Moore et al., 2005; Peroomian et al., 2007). This approach does not allow particles and fields to evolve self-consistently but has advantage of including kinetic effects or non-Maxwellian particle distributions. The second category involves using a fluid approach to track each source of plasma separately, which has the advantage of allowing the plasma and the fields to evolve in a consistent manner. This technique can use multiple continuity equations and a single momentum equation (Glocer et al., 2009; Welling et al., 2011) or can involve multiple continuity, momentum, and energy equations in a true multifluid MHD magnetosphere model (e.g., Glocer et al., 2009; Wiltberger et al., 2010; Wingler et al., 2002).

While these previous approaches have advanced our knowledge of the effect of ionospheric plasma on the magnetosphere, they all suffer from significant shortcomings. Ideally, a global model with an ionospheric source of plasma would include a separate solar wind and polar wind proton population, a self-consistent ring current, and separate outflow representations for each hemisphere. While some models in the literature include some subset of these features, no model includes them all. Moreover, while there are global magnetosphere models that include a cold dense plasmasphere population (e.g., Ouellette et al., 2016; Zhang et al., 2016) or a ring current population (e.g., De Zeeuw et al., 2004; Glocer et al., 2013), there is not yet a published model that includes both of these hot and cold populations simultaneously. This is a particularly troublesome problem as the plasmasphere population carries much of the mass density in the inner magnetosphere, whereas the ring current carries much of the energy density in the magnetosphere. Choosing to only represent one population or the other means that significant physical effects may go uncaptured.

In this paper, we advance the current state-of-the-art by introducing new modeling capabilities to address many of the shortcomings described above. The model presented here builds on the recent work to separately track ionospheric and solar wind plasma while simultaneously including hemispheric asymmetry in the outflow, which is critical to capturing seasonal effects. The model also includes a multicomponent hot ring current and cold plasmaspheric population in the global magnetosphere. We describe these advances in section 2 and apply the model to a particular geomagnetic storm in sections 3 and 4. Discussion of the results is given in section 5.

2. Modeling Approach for Separating the Sources of Magnetospheric Plasma

The starting point for the modeling approach described in this paper is the configuration described by Glocer et al. (2018). In that study, a multifluid MHD code (Block-Adaptive-Tree Solar-wind Roe-type Upwind
Scheme [BATS-R-US]) was combined with a fluid-kinetic outflow model (PWOM) and a bounce-averaged kinetic ring current model (CIMI). These models are coupled together via the Space Weather Modeling Framework (SWMF), exchanging information at a frequent cadence (Tóth et al., 2012). This setup allows for a first principles representation of outflow and the ability to track different plasma populations through the magnetosphere and into the ring current. We build on this setup by adding three new key features. First, the proton population is separated into solar wind and polar wind protons. Second, a separate plasmasphere fluid is included to enable the hot ring current and cold plasmasphere to both be represented in the inner magnetosphere. Finally, separate outflow solutions for the Northern and Southern Hemispheres are included to allow for the study of hemispheric asymmetry of outflow on the magnetosphere. In the following sections, we provide a brief summary of each of the models used in the present study.

2.1. The PWOM

The Polar Wind Outflow Model (PWOM) (Glocer et al., 2007, 2009; Gombosi & Nagy, 1989) represents the high-latitude ionospheric source of plasma in this study. It provides a first principles calculation of ionospheric outflow, determining the solution of ionospheric $\text{H}^+$, $\text{O}^+$, $\text{He}^+$, and electrons in the transition region between the magnetosphere and ionosphere. The lower bound of the PWOM is located in the ionosphere below the F2 peak (altitude = 200 km), while the upper boundary is in the magnetosphere at a few Earth radii. The complete 3-D solution is obtained by multiple field-aligned solutions along field lines convecting through the polar cap. Recently, the model has been expanded to include a number of new features. These include the effect of superthermal electrons (Glocer et al., 2012, 2017), as well as a transition to kinetic ions at high altitudes using a hybrid macroscopic particle-in-cell (Mac-PIC) technique (Glocer et al., 2018).

Superthermal electrons are critical to the modeling ionospheric outflow and were first added to PWOM by Glocer et al. (2012) with results found to be in excellent agreement with observations. Since that time, a fully kinetic treatment of superthermal electrons has been added (Glocer et al., 2017), as well as a two-stream representation (Glocer et al., 2018) based on an adapted implementation of the GLOW code (Solomon, 2017; Solomon et al., 1988). In the present study, we use the latter representation as an acceptable compromise between computational speed and including the appropriate physics.

The other recently added feature in PWOM used in this study is the inclusion of a kinetic treatment of ions (Glocer et al., 2018). Above the ion exobase located at about 2,000 km (Lemaire & Scherer, 1970), the validity of the hydrodynamic approach becomes increasingly suspect as there are few collisions to regularize the distribution function. Moreover, wave-particle interactions such as ion cyclotron heating generate ion conics and other outflow distributions that are far from Maxwellian. PWOM can now treat these nonclassical effects on the global outflow solution using a combined fluid-kinetic approach. Below 1,000 km, PWOM uses its original hydrodynamic approach to solve the gyrotropic transport equations for ions. Above 1,000 km, PWOM uses a hybrid PIC approach with Monte Carlo collisions to obtain a kinetic solution by following guiding center macroparticles for each ion species.

In our simulations where PWOM is coupled to the magnetosphere, we include both electron precipitation and wave-particle interactions. The electron precipitation in this simulation is based on the magnetospheric currents coming into the ionosphere and set according to empirical relationship described by Ridley et al. (2004). The mean energy and energy flux of the precipitation is used to set the electron spectrum at the top of each PWOM field line and in particular sets the upper boundary of each instance of the GLOW code associated with each field line. The associated superthermal electron transport, production, and energy deposition is thus included throughout the high-latitude region as described in our previous studies (Glocer et al., 2017, 2018). For wave-particle interaction, we use the empirical heating terms provided by Barakat and Schunk (2001) in their Equations 3 and 4 for both $\text{H}^+$ and $\text{O}^+$. As done in Glocer et al. (2018), we define a threshold of 1 erg/cm$^2$/s to determine where to use wave-particle interaction terms appropriate to the cusp and aurora.

Beyond these recent advances, in this study, we now account for separate outflow solutions in each hemisphere. Here we improved on an existing feature of PWOM that has not been often used. We know from observations that the outflow strength and composition have significant seasonal dependence (Lennartsson et al., 2004). However, our past modeling studies have only simulated outflow in the Northern Hemisphere and then assumed the same outflow for the Southern Hemisphere. By including a separate outflow
calculation for each hemisphere, we are now able to study the role of asymmetric outflow on the magnetosphere.

2.2. Multifluid BATS-R-US

The BATS-R-US code is used to represent the magnetosphere in this paper. BATS-R-US is a truly multiphysics code capable of solving different equation sets in the magnetosphere, including MHD, Hall MHD (Tóth et al., 2008), and anisotropic MHD (Meng et al., 2012). Of particular relevance to this study is the ability to solve the multifluid MHD equations given by Glocer et al. (2009):

$$\frac{\partial \rho_s}{\partial t} + \nabla \cdot (\rho_s u_s) = S_{\rho_s}$$  \hspace{1cm} (1)

$$\frac{\partial \rho_o u_s}{\partial t} + \nabla \cdot (\rho_o u_s u_s + Ip_s) = n_s q_s (u_s - u_s) \times B + \frac{n_o q_s}{n_e} (J \times B - \nabla p_s) + S_{\rho_o u_s}$$  \hspace{1cm} (2)

$$\frac{\partial p_s}{\partial t} + \nabla \cdot (p_s u_s) = - (\gamma_s - 1) p_s \nabla \cdot u_s + S_p,$$  \hspace{1cm} (3)

$$\frac{\partial B}{\partial t} - \nabla \times (u_s \times B) = 0$$  \hspace{1cm} (4)

$$\frac{\partial p_e}{\partial t} + \nabla \cdot (p_e u_e) = - (\gamma_e - 1) p_e \nabla \cdot u_e + S_{p_e}$$  \hspace{1cm} (5)

where $\gamma_s$ is the adiabatic index for ion, and $\gamma_e$ is the adiabatic index for electrons. The $s$ and $e$ subscripts represent the ion or electron fluids, respectively. Other variables include the ion ($q_s$) and electron ($e$) charge densities, the number density ($n_s$), mass density ($\rho_s$), velocity ($u_s$), pressure ($p_s$), current density ($J$), magnetic field ($B$), and source terms ($S$), whose subscript indicates the type. $u_s$ represents the charge-averaged ion velocity defined by the following:

$$u_s = \frac{\sum n_s q_s u_s}{en_s}$$  \hspace{1cm} (6)

where $n_s$ is the total electron number density set equal to the sum of the ion number density due to quasineutrality. In these simulations, we set the electron velocity $u_e = u_s$, so the Hall effect is neglected. Note that source term ($S_{\rho_s u_s}$) representing mass exchange as a result of chemical processes are included here for completeness but are set to zero for this study. On the other hand, a momentum source term ($S_{p}$) is included to limit the velocity difference parallel to the magnetic field line and represent the effect of streaming instabilities. This term is described by Glocer et al. (2009) and takes the form of an artificial friction term given by

$$S_{\rho_s u_s}^{friction} = \frac{1}{\tau_c} \sum \min(p_s, \rho_p) (u_q - u_s) \left( \frac{|u_s - u_q|}{u_c} \right)^{\alpha_c}$$  \hspace{1cm} (7)

where $q$ indexes all the other fluids, $\tau_c$ is the cut-off time scale, $u_c$ is the cut-off velocity, and $\alpha_c$ is the cut-off exponent. We choose to limit the relative ion velocities parallel to the magnetic field to the local Alfvén speed as done in Opher et al. (2020).

In this paper, we advance the multifluid treatment presented in Glocer et al. (2009) in two straightforward but important ways. First, we expand the number of fluids considered to allow for the inclusion of separate $H^+$ fluids from the high-latitude ionosphere (polar wind) and solar wind as well as a separate plasmasphere fluid. This is an improvement over the treatment in Glocer et al. (2009), which only had two ion fluids ($H^+$ and $O^+$). It also builds on the recent work showing the advantages of separating the solar wind and ionospheric $H^+$ populations. Second, we expanded the coupling between BATS-R-US and CIMI, and BATS-R-US and PWOM, to take advantage of these additional fluids.

2.3. CIMI Model

To model the ring current, we will be using the Comprehensive Inner Magnetosphere-Ionosphere (CIMI) model (Fok et al., 2014). The CIMI model is a kinetic model that combines the Comprehensive Ring Current Model (CRCM) (Fok et al., 2001) and the Radiation Belt Environment (RBE) model (Fok et al., 2011) to obtain energetic ion (0.1–400 keV) and electron (1 keV to 4 MeV) distributions and plasmaspheric densities.
In the version of CIMI coupled with the SWMF, we are solving the bounce-averaged Boltzmann equation for the distribution functions of ring current-radiation belt particles given as follows:

\[
\frac{\partial f_s}{\partial t} + \langle \dot{\lambda}_i \rangle \frac{\partial f_s}{\partial \lambda_i} + \langle \Phi_i \rangle \frac{\partial f_s}{\partial \Phi_i} = \frac{1}{G} \frac{\partial}{\partial E} \left[ G \left( D_{n_0} \frac{\partial f_s}{\partial \alpha_0} + D_{n_0} \frac{\partial f_s}{\partial E} \right) \right] + \frac{1}{G} \frac{\partial}{\partial E} \left[ G \left( D_{EE} \frac{\partial f_s}{\partial \alpha} + D_{Em} \frac{\partial f_s}{\partial \alpha_0} \right) \right] - \sigma_{sH}(n_H) f_s - \left( \frac{f_s}{0.5T_0} \right)_{\text{losscone}}
\]

where \( G = T(\alpha_0) \sin 2\alpha_0 (E + E_0) \sqrt{(E + 2E_0)} \). \( f_s = f_s(t, \lambda_i, \Phi_i, M, K) \) is defined by the average of the distribution function between mirror points of a given field line. The magnetic latitude (\( \lambda_i \)) and local time (\( \Phi_i \)) are both defined at the ionospheric foot point of the geomagnetic field line. \( M \) is the relativistic magnetic moment, and \( K = J/\sqrt{sm_0 M} \), where \( J \) is the second adiabatic invariant. Particle motion is described by their drifts across field lines and calculated at ionospheric foot points. The rest energy is given by \( E_0 \), and \( \alpha_0 \) represents the equatorial pitch angle. \( T(\alpha_0) \) is a function depending on \( \alpha_0 \) and the shape of the field line.

The left-hand side of Equation 8 represents the drifts of the particle population, while the right-hand side represents source and loss terms due to wave-particle interactions, charge exchange, and the loss cone. The drifts include the gradient-curvature drift, \( E \times B \) drift from convection, as well as corotation. Note that the convection electric field is passed to CIMI from the SWMF and represents the electrodynamics coupling between the ionosphere and the magnetosphere. The effects of the inductive electric field due to a time-varying magnetic field are also taken into account implicitly in the model (Keller et al., 2005). In this study, our main focus is on the ring current ions, and thus we ignore VLF wave-particle interactions by setting wave diffusion coefficients in energy (\( D_{EE} \)), angle (\( D_{n_0} \)), and mixed (\( D_{n_0 E} \)) to zero. They are included here, however, for completeness as they are available in the model. The second to last terms on the right-hand side of Equation 8 represents the charge exchange loss for ions where \( \sigma_{sH} \) is the charge exchange cross section for a species “s” with hydrogen in the geocorona. The final term on the right-hand side of Equation 8 represents the loss cone loss with a half bounce period lifetime.

Critical to the present study is the inclusion of a separate plasmasphere fluid in the multifluid BATS-R-US code. That fluid is filled entirely from the CIMI code based on its embedded core plasmasphere model. That model solves an equation for the total plasmasphere ion content (\( N \)) per unit magnetic flux according the following equation:

\[
\frac{\partial N}{\partial t} + \langle \dot{\lambda}_i \rangle \frac{\partial N}{\partial \lambda_i} + \langle \Phi_i \rangle \frac{\partial N}{\partial \Phi_i} = \frac{F_n + F_s}{B_i}
\]

where \( F_n \) and \( F_s \) are empirical refilling rates for the Northern and Southern Hemispheres. The plasmasphere model calculates plasmaspheric density distribution considering corotation, convection, daytime refilling, and nightside diffusion (Fok et al., 2005). These densities are then fed back to BATS-R-US to populate the plasmasphere fluid with two important assumptions. First, this type of plasmasphere model does not have information regarding the density distribution along the field line. We therefore make the simplest assumption that the average density is constant along the field line. Second, this type of plasmasphere model does not specify the plasmasphere temperature or pressure. We therefore assume a temperature of 1 eV and then hold the pressure fixed along the field line. These assumptions can be relaxed in the future as new plasmasphere representations become available in CIMI, but they suffice for the present study.

### 3. Case Study: The 6–7 June 2013 Event

In this paper, we aim to illustrate the importance of three issues: (1) the relative importance of solar wind and ionospheric protons, (2) the impact of hemispheric asymmetry of outflow on magnetospheric composition, and (3) the impact of the plasmasphere on the global magnetospheric solution. To that end, we apply our model described in the previous section to the particular event of 6–7 June 2013. This is a modest event with a maximum Kp index of 6 and minimum Dst of −78 nT. The F10.7 value of 110 indicates that the solar EUV flux input is also modest, although there is a significant seasonal asymmetry in illumination. The solar wind conditions upstream of the magnetosphere are given in Figure 1. Our simulation time goes from just before the large southward Bz turning on 6 June and runs for approximately 1 day. In order to examine the effect of the plasmasphere, we conduct this simulation both with a very full plasmasphere and without any plasmasphere. These two cases represent limiting scenarios that enable us to examine the maximum extent
Solar wind conditions during the 6–7 June 2013 event from the ACE satellite. In each case, we are able separate the relative contribution of O$^+$ as well as solar wind and ionospheric protons to the magnetosphere and into the ring current.

We begin our analysis by examining the outflow solution during the storm. Figure 2 shows a map of the outflow fluxes of O$^+$ and H$^+$ during the main phase of the event for both the Northern and Southern Hemispheres. Each panel is a slice at a constant altitude of 6,000 km with the sunward direction toward the top of the plot. The locations of the field-line foot-points in the simulation at this time are indicated by the white '+' symbols. The overall outflow flux for both H$^+$ and O$^+$ is stronger in the northern summer hemisphere and weaker in the southern winter hemisphere. However, the effect is more strongly seen in the O$^+$ flux that exhibits a much stronger seasonal dependence. We find that the H$^+$ flux is generally spread out over the sunlit high latitude region, which covers a larger portion of the Northern Hemisphere than the Southern Hemisphere. The O$^+$ flux, in contrast, is organized more around the auroral zone and cusp. Additionally, there is a pronounced dawnward shift from noon of the O$^+$ flux at this time. At later times in the event (not shown), the shift becomes less obvious or even disappears. As discussed by Redmon et al. (2012), observations indicate that a dawnward shift in the peak dayside O$^+$ flux is expected during low activity periods, but the shift can disappear during active times.

In terms of the overall fluxes, we note that the values shown are reasonable as compared to observations. In Figure 2, we find the H$^+$ fluxes to be on the order of 10$^7$ cm$^{-2}$s$^{-1}$ at 6,000 km. That value corresponds well
Figure 2. The outflowing ion fluxes during the main phase of the storm illustrating the hemispheric asymmetry of the outflow. The Northern (left column) and Southern (right column) Hemispheres are shown for O⁺ (top row) and H⁺ (middle row). Note that the O⁺ flux in the Southern Hemisphere has the peak of the color bar reduced by approximately a factor of 5 to compensate for the much weaker outflow. The case without plasmasphere is shown. The white “+” symbols denote the location of the field-line foot points in the simulation. The bottom row shows the electron precipitating energy flux at this time at an altitude of 110 km. The blue contour corresponds to 1 erg/cm²/s. All latitudes in this figure are invariant latitudes.

with observed values of the polar wind. For instance, Hoffman and Dodson (1980) reported observations of polar wind fluxes from the Isis 2 satellite on the order of $10^8$ cm$^{-2}$s$^{-1}$ at 1,400 km, which corresponds to a flux of about $2.5 \times 10^7$ cm$^{-2}$s$^{-1}$ at 6,000 km. Similar values of $6.0 \times 10^7$ cm$^{-2}$s$^{-1}$ at 5,000 km are reported by Huddleston et al. (2005) from Polar spacecraft observations. Therefore, our modeled H⁺ fluxes are on the same order, if somewhat less than observed levels. In contrast, it is harder to estimate the reasonableness of the O⁺ fluxes whose observations have shown to be highly variable and depend strongly on the energization. Indeed, observations from the Fast Auroral SnapshoT (FAST) satellite shows accelerated O⁺ fluxes anywhere between $10^5$ and $10^9$ cm$^{-2}$s$^{-1}$ at about 4,000 km (Strangeway et al., 2005; Zhao et al., 2020). Our peak fluxes,
Figure 3. The integrated fluence of O$^+$ (blue/cyan line) and H$^+$ (red/pink line) particles coming out of the Northern (solid line) and Southern (dotted line) Hemispheres. The solution is shown both without (thick line) and with (thin line) an included plasmasphere. We see stronger outflow in the northern summer hemisphere and that the inclusion of a plasmasphere suppresses the O$^+$ outflow.

on the order of $4.0 \times 10^7 \text{cm}^{-2}\text{s}^{-1}$, fall within the range of past observations, but no stronger claim can be made without more available data.

It also is interesting to evaluate the role of asymmetry in the precipitation as a possible contributor to the asymmetry in the outflow flux. We therefore include the precipitating electron energy flux in each hemisphere in the bottom row of Figure 2. While there are modest differences in the precipitation patterns between the Northern and Southern Hemispheres, the two precipitating distributions are qualitatively similar. Moreover, as the wave-particle interactions in the auroral region are applied in the model by evaluating when the energy flux crosses a threshold of 1 erg/cm$^2$/s (see section 2.1) as indicated by the blue contour line, comparable wave-heating is specified in each hemisphere. As a result, we do not believe asymmetric auroral precipitation has a significant contribution to the hemispheric asymmetry of the outflow in our simulation.

To make the outflow solution more quantitative, we calculate the net fluence, defined by the number of particles coming out of each hemisphere at each time in our simulations. To compute this value, we extract the solution each minute at 6,000 km that is near the top of the simulation domain. That extracted solution is on an unstructured grid defined by the field-line locations at each time. We interpolate the solution from the unstructured grid onto a regular spherical grid and integrate the number flux times the area element to obtain fluence for O$^+$ and H$^+$ at each time.

Figure 3 presents the net fluences of O$^+$ and H$^+$ particles coming out of each hemisphere for simulations with and without a plasmasphere included. Similar to the results shown in Figure 2, we see a strong seasonal asymmetry in the outflow solution with more H$^+$ and O$^+$ outflow in the northern summer hemisphere and less in the southern winter hemisphere. Additionally, the seasonal asymmetry is more pronounced for O$^+$ than for H$^+$. Figure 3 further demonstrates that the inclusion of a plasmasphere in the magnetospheric solution suppresses the O$^+$ outflow and changes the composition of the total outflow. Specifically, when a plasmasphere is included, the fluence O$^+$ decreases and the outflow composition contains a higher proportion of H$^+$ and a lower proportion of O$^+$. Possible reasons for this plasmaspheric impact will be discussed later.
The evolution of the magnetospheric composition without plasmasphere (left column) and with plasmasphere (right column). Each panel has three color contour plots in the $y = 0$ GSM plane showing the percentage of plasma from each source, excluding the plasmasphere fluid. Each panel also has a comparison of the simulated Dst with observations, with vertical dashed line indicating the time shown in the panel.

The hemispheric asymmetry seen in the outflow solution is manifest in the magnetosphere. Figure 4 presents the evolution of magnetospheric composition with and without plasmasphere. Three time periods are shown: the storm main phase, the storm peak, and during the early recovery. Each panel of the figure shows $y = 0$ GSM plane at a particular time, with color contours representing the percentage of plasma contributed by each constituent species. These include ionospheric O$^+$ and H$^+$ as well as solar wind H$^+$. Note that for this comparison, we do not include the plasmasphere fluid in the percentage calculation. We find that in both simulations, the asymmetry in the outflow solution translates into asymmetric composition in the lobes. Specifically, we find that the northern lobe has a higher percentage of O$^+$ than the southern lobe, and the southern lobe is mostly populated by polar wind protons. Interestingly, composition asymmetry can at times persist all the way to the x-line in the tail, resulting in asymmetry in composition on either side of the x-line.
The evolution of the magnetosphere from one whose plasma mostly comes from the solar wind to one whose plasma mostly comes from the ionosphere is also evident in Figure 4. Our simulation starts with only solar wind plasma, but during the main phase of the storm, much of the solar wind is flushed out of the plasmasheet and is largely replaced with ionospheric H\textsuperscript{+} and O\textsuperscript{+}. This change in composition is substantial but not permanent. During the early recovery, additional solar wind H\textsuperscript{+} gets reinjected into the plasmasheet, and solar wind protons begin to slowly reestablish their contribution to the plasmasheet. While the story is largely similar regardless of whether plasmasphere is included or not, there are some differences. For example, the solar wind protons get displaced more rapidly when the plasmasphere is included, and the calculated Dst index is much lower without the plasmasphere, indicating a more intense ring current. Both effects are likely due to a reduction of efficiency in the solar wind-magnetosphere coupling when a plasmasphere is included, which will be further discussed later in this section.

Moving inward from the plasmasheet, we shift our focus to the ring current solution. Figure 5 presents the ring current pressure from the CIMI model on the surface defined by the minimum of the magnetic field at a time near the storm peak. Pressure values are shown for solar wind and ionospheric protons as well as ionospheric O\textsuperscript{+}. We find that the ring current pressure in each species is strongly reduced when the plasmasphere is included. In the case when no plasmasphere is included, the O\textsuperscript{+} is the dominant contributor to the pressure, followed by the solar wind protons and then protons of ionospheric origin. Additionally, multiple ring current injections occur when examining a time series of simulation output (not shown). When including the plasmasphere, the ring current is less dynamic with fewer injections. Moreover, H\textsuperscript{+} of ionospheric origin is found to be the largest contributor to the ring current pressure at this time.

To understand how different plasma sources contribute to the ring current over time, it is useful to examine the total ring current energy carried by each constituent. We do this by integrating over phase space at each time to obtain the total energy carried by solar wind H\textsuperscript{+}, ionospheric H\textsuperscript{+}, and ionospheric O\textsuperscript{+}. 

Figure 5. The ring current pressure near the peak of the storm for solar wind H\textsuperscript{+} (left), ionospheric H\textsuperscript{+}, and ionospheric O\textsuperscript{+}. Results are shown without a plasmasphere included (top) and with a plasmasphere included (bottom).
That time series is presented in Figure 6. When the plasmasphere is not included, $O^+$ carries most of the energy density from the peak of the storm until the end of the simulation. The solar wind and ionospheric $H^+$ become roughly equal contributors to the ring current energy during this period. When the plasmasphere is included, the overall energy in the ring current in sharply reduced. During the peak of the storm, the ionosphere briefly becomes the main contributor to the ring current plasma, but later in the simulation, the solar wind and ionospheric contributions become roughly equal (summing ionospheric species together). Interestingly, if one were to assume that all protons came from the solar wind, as is often the case, then in both simulations, the solar wind would be the dominant contributor to the ring current energy. However, by separating the solar wind and ionospheric protons into two populations, it is clear that the ionosphere contributes a major portion of the ring current in both simulations for this fairly moderate event.

Thus far, in this section, we have found that the plasmasphere as we have modeled it can have a profound impact on the entire magnetosphere. Our hypothesis for this effect is that the initially very full plasmasphere forms a drainage plume during the storm main phase that then creates a region of very high density at the dayside magnetopause. Cold dense plasma near the reconnection site drives the dayside reconnection rate down as indicated by prior studies (Borovsky & Steinberg, 2006; Ouellette et al., 2016; Walsh et al., 2014). As the reconnection rate is reduced, the effectiveness of the transfer of energy from the solar wind to the magnetosphere is also decreased. The reduction in the coupling efficiency has a system-wide effect. It reduces the outflow and changes the composition of the ionospheric plasma entering the magnetosphere, slows the convection in the magnetotail, reduces the build up of the ring current, and impacts magnetospheric composition. This is the first time such a system-wide impact due to the plasmasphere has been demonstrated in either simulation or observations.

To test our hypothesis, we examine the location of the density increase at the dayside magnetopause relative to the reconnection separator line, and then the impact on solar wind-magnetosphere coupling. Figure 7 shows a 3-D representation of the plasmasphere using isosurfaces of constant density. The figure also shows the open-closed field line boundary with the total mass density painted on the surface and the magnetic separator extracted using the technique described in Glocer et al. (2016). The density on the dayside magnetopause is strongly enhanced in the vicinity of the separator, the line along which reconnection is occurring. We note that the density of the plume near the magnetopause, on the order of 10 cm$^{-3}$, is reasonable compared with typical spacecraft observations of plasmaspheric drainage plumes (e.g., Lee & Angelopoulos, 2014; Lee et al., 2016; Walsh et al., 2013). It is also interesting to note that the separator exhibits a twist at the
Figure 7. 3-D representation of the plasmasphere plume (shown as isosurfaces), encountering the open-closed field line boundary. Two perspectives are shown: top down and upstream of the magnetosphere. The magnetic separator is indicated by the black dots and the nulls by the colored dots. The time is 4 hr into the simulation or about 30 min after the initial plume arrival at the magnetopause.

The location that the plume encounters the magnetopause. The enhanced density at the separator is expected to reduce the reconnection rate and the convection in the magnetosphere.

Evidence of the reduced coupling of the solar wind energy into the magnetosphere is found when looking at the cross polar cap potential. Figure 8 compares the cross polar cap potential in the Northern Hemisphere for cases without and with a plasmasphere included. The approximate arrival time of the plume at the magnetopause is indicated by the vertical dashed line in the plot. Prior to the plume arrival at the magnetopause, the two simulations are remarkably similar. However, after the plume arrival, the two solutions begin to diverge significantly. The simulation with a plasmasphere exhibits a lower cross polar cap potential than the simulation without a plasmasphere. The reduced polar cap potential is indicative of reduced energy input to the magnetosphere, which is likely the cause of the reduced convection and other systematic changes seen in our simulations.

Figure 8. The temporal evolution of the cross polar cap potential (CPCP) in the Northern Hemisphere without (blue) and with (orange) a plasmasphere included. Note that the plume arrives at the magnetopause approximately 3.5 hr into the simulation.
Figure 9. Comparison of simulated and observed H\(^+\) ion spectra along the RBSP B satellite trajectory starting on 6 June and ending on 7 June. The orbit is shown in the top panel, the first and second rows of spectra represent the simulated solar wind and ionospheric H\(^+\), respectively. The third row of spectra presents the total solar wind and ionospheric H\(^+\). The total observed H\(^+\) is shown on the bottom. The simulation with plasmasphere is on the left, and the simulation without plasmasphere is on the right.

4. Comparison With Van Allen Probe Data

In the prior section, we found a number of interesting features in the simulation in terms of the relative contribution of different sources of plasma, the role of hemispheric asymmetry of outflow, and the system-wide impact of including the plasmasphere. However, the only data-model comparison included thus far has been with the Dst index, which is a good overall measure of ring current intensity but lacks composition information. Fortunately, Van Allen Probe (RBSP) data of ion composition from the HOPE instrument is available from the peak of the storm onward. While perfectly fitting the observations is not an objective of this study, comparison with the observations can yield some guidance on the overall reasonableness of the simulations.

Figure 9 presents the comparison of the simulated and observed proton spectra along the RBSP B satellite trajectory. As RBSP A and B are in very similar orbits at this time, we only present the comparison with one satellite and simply note that similar results are found for each satellite. We extract synthetic spectra of solar wind and ionospheric H\(^+\) from the CIMI portion of the coupled model using the technique described in Glocer et al. (2013). Those results are compared with the observed proton spectra from HOPE, which necessarily represents the total proton solution from every source. From the comparison of the simulated and observed spectra, we note the following. First, we find that at the peak of the storm, protons of ionospheric origin are able to account for much of the observed protons in the HOPE energy range. But toward the end of the simulation, both ionospheric and solar wind proton sources become important again. Second, the overall intensity of the observed and simulated spectra are comparable, and some similarity of features is evident, indicating a qualitative agreement. Moreover, summing up the solar wind and ionospheric protons gives
Figure 10. Comparison of simulated and observed O\(^+\) ion spectra along the RBSP B satellite trajectory starting on 6 June and ending on 7 June. The orbit is shown in the top panel, the top spectra represent the ionospheric O\(^+\). The observed O\(^+\) is shown on the bottom. The simulation with plasmasphere is on the left, and the simulation without plasmasphere is on the right.

Figure 10 presents the comparison of the simulated and observed O\(^+\) spectra along the RBSP B satellite trajectory. Again, the overall intensity of the simulated and observed spectra are similar as are some of the features, indicating a qualitative agreement. We note that when the plasmasphere is included, there appears to be more O\(^+\) in the simulated HOPE energy range as the simulation without a plasmasphere has a hotter population shifting part of the flux to higher energies. Additionally, the simulation with a plasmasphere appears smoother near the peak of the storm (3–7 UT) than the case without a plasmasphere, consistent with this simulation showing fewer O\(^+\) injections.

Clearly, there is a strong difference seen when including a plasmasphere, but it is important to note that we are focusing on two limiting cases: no plasmasphere and very full plasmasphere. No attempt was made to initialize with the observed values. Instead, we use these limiting cases to establish the impact the plasmasphere may have on the system. Comparison of the simulated plasmasphere with the observed total electron density from EMFISIS (not shown) indicates reasonable agreement inside of the plasmapause but that the simulated plasmapause extends further out than is observed. This is entirely due to the initial condition and is intentional.

5. Discussion and Conclusions

In this study, we focused on three issues: the relative contribution of ionospheric and solar wind protons during a storm, the hemispheric asymmetry of outflow and its consequences for the magnetosphere, and the system-wide impact of the plasmasphere. To enable this study, we use the SWMF to couple models of ionospheric outflow (PWOM), the global magnetosphere (BATS-R-US), the ionosphere electrodynamics,
and an embedded inner magnetosphere model (CIMI) as described by Glocer et al. (2018) with some key improvements, including the option of including a plasmasphere model. For the remainder of this section, we will summarize and discuss the modeling advancements and scientific findings of our study.

The key modeling enhancements we introduce relative to the model described in Glocer et al. (2018) include adding the ability to separately track ionospheric and solar wind protons in the magnetosphere (building on recent work), including separate outflow representations for each hemisphere, and including a separate cold plasmasphere fluid in the magnetosphere. While new to our modeling studies, the first two features are present to some degree in previous studies. For instance, separation of solar wind and ionospheric protons was included in the test particle modes like Moore et al. (2005) but without a first principles model of ion outflow. The separation of proton sources is also included in the fluid model of Varney et al. (2016) but without separate Northern and Southern Hemisphere ion outflow solutions. Similarly, hemispheric asymmetries of outflow are examined in the first principles outflow model of Schunk and Sojka (1997), but no coupling of the outflow into the magnetosphere is included. The present model represents a tangible step forward in that it includes a first principles model of ionospheric outflow coupled to the magnetosphere, with hemispheric asymmetry, and separate fluids for the solar wind and ionospheric protons.

Including cold plasmasphere and hot ring current populations simultaneously in a global magnetosphere model is likewise a significant advance. When a typical single-fluid global magnetosphere model is coupled to an inner magnetosphere model (e.g., De Zeeuw et al., 2004; Glocer et al., 2013; Meng et al., 2013), a choice typically has to be made as to whether to represent the plasmasphere, which carries the majority of the density, or the ring current, which carries the pressure. This is because the distribution function underpinning a typical single-fluid MHD model cannot simultaneously represent the cold and hot populations simultaneously. The advent of multifluid magnetospheric models, however, makes it possible to couple the hot and cold populations to separate fluids. Nevertheless, until now, multifluid codes have either included a plasmasphere without a ring current model (e.g., Ouellette et al., 2016; Zhang et al., 2016) or a ring current without a plasmasphere (Glocer et al., 2018). In the present work, we allow an inner magnetosphere model, CIMI, to advance the ring current and plasmasphere solutions in the inner magnetosphere while fully coupled to the multifluid BATS-R-US magnetosphere model. In this way, a multicomponent hot ring current and cold plasmasphere can be included simultaneously in the global magnetosphere for the first time.

When the modeling advances described above were applied to the geomagnetic storm of 6–7 June 2013, we found that ionospheric protons play a major role in populating the magnetosphere. During the storm main phase and peak, protons of ionospheric origin make up a major portion of the plasmasheet, displacing much of the solar wind proton contribution. Similarly, ionospheric protons comprise a significant portion of the ring current pressure during this time. Later in the simulation, solar wind protons start to build up again in the plasmasheet and ring current due to new injections from the tail. Just how much the ionospheric protons contribute to the ring current and plasmasheet depends on the simulation (with or with plasmasphere), but in either case, their contribution cannot be ignored. These results are consistent with the past work of Huddleston et al. (2005), who combined estimates of the polar wind proton fluxes with particle tracing in empirical magnetic fields. They demonstrated that initially cold outflow can get energized in the magnetotail and be a major contributor to the plasmasheet and ring current. Indeed, we similarly have cold outflow that gets energized in the magnetosphere to build the plasmasheet and ring current.

It is particularly important to note that ionospheric protons supply cold protons to the magnetosphere that do not remain cold. It is commonly assumed that ionospheric protons do not make up a significant portion of the plasmasheet or ring current because they are simply at too low an energy. However, O\(^+\) that comes out at similarly cold temperatures is observed to be accelerated to tens of keV in the ring current and is also observed to be heated in other parts of the magnetosphere. There is no reason that ionospheric H\(^+\) cannot be similarly accelerated. Moreover, the solar wind is constantly supplying protons directly to the magnetosphere, unlike the solar wind protons that have to enter through reconnection or other magnetopause interactions. It should therefore be the expectation, rather than the exception, that ionospheric protons are significant contributors to warm and hot populations in the magnetosphere.

As an illustration of this last point, in Figure 11, we demonstrate the heating that an initially cold ionospheric H\(^+\) particle can undergo in the magnetosphere. In this figure, we follow “particles” moving along with the ionospheric H\(^+\) fluid velocity near 5UT launched from a location above the dayside MHD inner boundary. These are not true particles as they follow the bulk fluid velocity, but can be rather thought of...
Figure 11. In this figure, we show “particles” following the ionospheric H⁺ fluid velocity near 5 UT. The particles are launched above the MHD inner boundary and flow back to the tail where they are brought earthward by the cross tail convection electric field. The particles are colored by the ionospheric H⁺ temperature showing how the initially cold ionospheric population is accelerated to plasmasheet and warm plasma cloak temperatures. As corks dropped in the river and picked up by the current. The surface of each particle is painted with a color indicating the ionospheric H⁺ temperature, thus illustrating how the temperature changes as parcel of plasma travels through the magnetosphere. We find that ionospheric H⁺ at the start of the trace near the inner boundary is around 10 eV. As you follow the path of particles out into the lobes to the magnetotail, the temperature grows to nearly 100 eV. When the ionospheric H⁺ hits the tail and starts to convect inward due to the cross tail electric field, the temperature rapidly increases to 1–2 keV and then to 4–7 keV. Note that the transition from 100 eV to 1–2 keV is very fast once the plasma feels the cross tail electric field and happens within a few Earth radii. The now-heated ionospheric H⁺ contributes to the formation of the plasmasheet and warm plasma cloak (Chappell et al., 2008). Only one trajectory is analyzed here to illustrate the point, but other trajectories tell a similar story. These results corroborate the picture put forward by Huddleston et al. (2005), who followed similar trajectories illustrating how cold ionospheric H⁺ is heated.

In our simulations, we also found significant hemispheric asymmetry of outflow with important consequences for magnetospheric composition. In particular, we found that the outflow was stronger in the northern summer hemisphere and weaker in the southern winter hemisphere. We also found that the O⁺ exhibited a much stronger seasonal variation than H⁺. This result is qualitatively consistent with the observed seasonal asymmetry in a study using Polar data (Lennartsson et al., 2004). Asymmetric outflow is further found to fill the magnetospheric lobes asymmetrically with the northern lobe receiving more ionospheric plasma with a higher proportion of O⁺ and the southern lobe receiving less ionospheric plasma with a higher proportion of H⁺. Although not studied here, we expect this asymmetric lobe filling to have consequences for reconnection in the tail. For example, asymmetries in outflow are suggested to result in flapping of the magnetotail (Barakat et al., 2015). Beyond this, we speculate that asymmetric lobe filling can be expected to create asymmetric O⁺ density conditions near the nightside reconnection site. Recent work by Kolstø et al. (2020) using PIC simulations indicate that such conditions can cause asymmetries in the diffusion region and motion of the reconnection site.
The final focus of our simulation was on the potential consequences of the plasmasphere on the broader geospace system. We found that when the plasmasphere encounters the dayside magnetopause, the global reconnection rate decreases as indicated by the cross polar cap potential. This is consistent with expectations from prior studies (Borovsky & Steinberg, 2006; Ouellette et al., 2016; Walsh et al., 2014). Beyond these past studies, we were able to demonstrate a system-wide impact as the diminished reconnection rate reduced the effectiveness of the solar wind–magnetosphere coupling. This resulted in reduced outflow leaving the ionosphere, a different composition of outflow leaving the ionosphere, changes in the plasma sheet composition, and changes in the ring current intensity and composition. These changes are found to begin shortly after the plume’s arrival at the magnetopause where it raises the density near the reconnection separator and, interestingly, causes the separator to twist locally. The timing of these system level impacts is an interesting topic worthy of future investigation. For now, we only note that the earliest effect in the reduction of the O+ fluence occurs about 30 min after the plume arrival at the magnetopause and becomes sustained after about 2.5 hr. It is important to note that the plasmasphere, which is extremely cold and by itself carries very little energy density, can cause broad changes to the magnetosphere including the relative supply of plasma and the intensity of the warm and hot constituents. This result implies that the preconditioning of the plasmasphere may be important for storm strength and progression. To our knowledge, this is the first time such a far reaching system-wide impact of the plasmasphere has been demonstrated in either data or simulations.

In conclusion, our simulations indicate that the ionosphere cannot be neglected as a source of plasma when trying to understand geomagnetic storms. This is true for high-latitude outflow as well as low-latitude outflow that forms the plasmasphere. Additionally, it is improper to assume that all protons in the magnetosphere come from the solar wind. Our study, however, is only for one fairly modest geomagnetic event, and future work is required to understand how well these conclusions hold for storms of different intensities and with different solar ionizing fluxes.
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