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Artificial neural networks are applied to quantify the properties of organic molecules by introducing a new descriptor, a core-loss spectrum, which is typically observed experimentally using electron or X-ray spectroscopy. Using the calculated C K-edge core-loss spectra of organic molecules as the descriptor, the neural network models quantitatively predict both intensive and extensive properties, such as the gap between highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) (HOMO–LUMO gap) and internal energy. The prediction accuracy estimated by the mean absolute errors for the HOMO–LUMO gap and internal energy is 0.205 and 97.3 eV, respectively, which are comparable with those of previously reported chemical descriptors. This study indicates that the neural network approach using the core-loss spectra as the descriptor has the potential to deconvolute the abundant information available in core-loss spectra for both prediction and experimental characterization of many physical properties. The study shows the practical potential of machine-learning-based material property measurements taking advantage of experimental core-loss spectra, which can be measured with high sensitivity, high spatial resolution, and high temporal resolution.

1. Introduction

The characterization of materials is key to their development as the knowledge obtained by various characterization techniques, such as atomic coordination and chemical bonding, is often correlated with material properties. In other words, material characterization is conducted to determine the relationships among the structure, properties, processing, and performance of materials.

Among the many available characterization techniques, core-loss spectroscopy using electrons and X-rays, specifically electron energy loss near-edge structure (ELNES) and X-ray near-edge structure (XANES), corresponds to the core electron adsorption spectrum reflecting the partial densities of state (PDOS) of unoccupied orbitals. These spectroscopic techniques offer experimental characterization with atomic-scale spatial resolution,[1–3] high temporal resolution,[4,5] and high sensitivity.[6] Thus, ELNES/XANES techniques have been used to characterize a wide variety of materials systems, including electronic devices, biological samples, and drug delivery systems.[7–9]

Although ELNES/XANES measurements can provide useful information for the development of materials, the relationships between their spectral features and material properties are ambiguous. Furthermore, the relationship between ELNES/XANES and extensive properties such as molecular weight and internal energy has not yet been explored.

If direct connections between the spectral features and those properties are established with machine learning (ML), measurements of properties, such as optical properties, electron conductivity, density, and stability, with high sensitivity, high spatial resolution, and high temporal resolution, can be achieved by utilizing the merit of ELNES/XANES. Furthermore, the prediction and design of material properties using the calculated ELNES/XANES spectra can be achieved through direct connection.

In recent years, ML approaches have been widely adopted in materials science to predict material properties with suitable descriptors for screening in a huge materials space and to overcome the limitations of the manual analysis of big data.[10–14] In the field of spectroscopy, ML approaches have been utilized from the viewpoint of characterization to analyze spectral data obtained from Raman spectroscopy, nuclear magnetic resonance (NMR) spectroscopy, and infrared spectroscopy (IR).[15–17]

From ELNES/XANES spectral data, ML can extract structural information, such as the bond length and angle,[18] oxidation state,[19] radial distribution function (RDF),[20] and 3D metallic structure.[21] In addition to extract structural information, interpretations and classifications of ELNES/XANES spectra have also been performed by combining supervised and unsupervised ML approaches.[22,23]

In a recent study by our group, we developed an ML approach to directly quantify the local structure and chemical bonding
from ELNES/XANES spectra as descriptors. This approach accurately determined the intensive properties at atomic sites, such as the Mulliken charge and bond overlap population; however, quantification of the properties of the material itself, which would be more useful for practical materials development, has not yet been achieved. Furthermore, the prediction of the extensive properties, such as molecular weight and internal energy, using the core-loss spectrum has not been achieved either.

In this study, we developed a new ML approach to directly and quantitatively unveil hidden information on material properties from ELNES/XANES spectral data. Using the molecular structures of organic molecules in computational databases we performed simulations on the carbon K-edge ELNES/XANES spectra of 22,155 organic molecules and used them as the input to the neural network model to predict the molecular properties. In other words, ELNES/XANES spectra were used as descriptors to quantify the properties of the organic molecules.

Although accurate predictions of the molecular properties have been reported using databases such as SchNet, deep neural network (DNN), the graph convolutional (GC) multitask model, deep tensor neural network (DTNN), and message passing neural network (MPNN), these studies used dedicated chemical descriptors. For instance, MPNN used chemical information such as acceptor, donor, and hybridization. DTNN and SchNet used a large number of learning parameters, and DNN and multitasking required the coordination of constituent atoms. Thus, the atomic and electronic structures of molecules were indispensable for these predictions, but these descriptors are not always measurable in experiments.

The advantage of the descriptor proposed in this study, the core-loss spectrum, is that it is experimentally observable, and thus it has the potential to be measured with high sensitivity, high spatial resolution, and high temporal resolution by modern EELS and XAS instrumentation. This method is greatly beneficial for materials development because it has the potential to unveil where, when, and how the material properties arise.

2. Results and Discussion

In this study, we constructed an artificial feedforward neural network (FNN) to predict intensive and extensive material properties. This model can handle multidimensional input data, such as spectral data, and interpret complicated, nonlinear relationships between spectral data and molecular properties. A schematic of the constructed FNN architecture used to predict the properties based on the input spectra is shown in Figure 1.

To simulate the C K-edge, we selected 22,155 organic molecules with up to eight CONF atoms from the dataset. To obtain the spectra of 22,155 molecules, a total of 117,337 C K-edge simulations were performed owing to the presence of carbon atoms with different environments, and both the ground state and excited state were simulated to obtain the theoretical excitation energy.

Examples of the simulated C K-edge spectra of representative alkane, cycloalkane, alkyne, and alcohol molecules are shown in Figure 2a–d, respectively. The spectral features of molecules depend on their composition, structure, and bonding characteristics. The simulated spectra are compared with the experimental spectra in Figure 2e. The figure shows that the simulated spectra essentially reproduce the experimental spectrum features. However, it should be mentioned that the simulated spectra do not perfectly match the experimental spectra. This mismatch can be ascribed to the following three causes: 1) more accurate treatment is necessary for the core–hole effects, such as excitonic simulation based on the Bethe–Salpeter method. 2) The natural width of the respective transitions was not considered. 3) The Rydberg state, which is related to the decay process of the excited electron, was not considered in the present simulation.

As described in Section 4, all calculated spectra were shifted such that their thresholds were set at 0 eV. In other words, excitation energy information was intentionally eliminated and only the spectral shape was used as the input for the FNN because a quantitative measurement of the excitation energy in an experiment is often difficult to obtain owing to equipment stability. The calculated C K-edge spectra were discretized into 240 dimensions for use in the FNN as input data.

As outputs of our FNN model, 12 different molecular properties (listed in Table 1) were used. We trained one FNN for each of the 12 molecular properties. First, we constructed an FNN using only the C K-edge spectral features as input data (“Model A”). The hyperparameters were tuned using a grid search (Table S1, Supporting Information). Then, we constructed another model, “Model B,” by combining the C K-edge spectra and additional compositional inputs. In addition to these models dedicated to one of the 12 properties, we also examined the simultaneous prediction of all properties, namely, multiple outputs in the FNN, as described in Section 2.3.

2.1. Predictions Using Model A

The prediction accuracies of all the properties are shown in Table 1. The accuracy was evaluated using the coefficient of determination ($R^2$), mean absolute error (MAE), and root-mean-square error (RMSE) of the data. Selected results for the excitation energy, $sp^3$ carbon ratio, and highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital
(LUMO) (HOMO–LUMO gap) are shown in Figure 3a,b and Figure 4a, respectively, using the validation plots because of their high prediction accuracies ($R^2 > 0.93$). The validation plots for all properties are shown in Figure S1, Supporting Information, where the results are displayed in order of their accuracy; in other words, the accuracy decreases from (a) to (l).

As shown in Figure 3a, the excitation energy prediction was accurate, even though all the C K-edge spectra were aligned with their thresholds. The ELNES/XANES spectral features and excitation energies are often discussed separately. However, the current result indicates that information regarding the excitation energy is implicitly contained in the spectral features.

To understand the spectrum–property relationships, the spectral data were analyzed in detail, as shown in Figure 3c,e. First, all data were classified into ten groups according to the excitation energy, and the average spectrum for each group was obtained (Figure 3c). The average spectra of the groups with high (black) and low (yellow) excitation energies are shown in Figure 3c. (The same plots for all properties are shown in Figure S2, Supporting Information.) The spectral features around the threshold (0–2 eV) are mainly changed depending on the excitation energy, indicating that the peaks around the threshold are correlated with the excitation energy.

To clearly visualize the spectrum–property relationships, we performed sensitivity analysis of the constructed FNN model (Figure 3e). This method is schematically illustrated in Figure S3, Supporting Information. First, artificial input spectra were generated by adding an artificial peak ($\Delta x$ in Figure S3, Supporting Information).
Table 1. The 12 properties investigated, listed according to the highest prediction accuracy achieved using either Model A or Model B. The prediction accuracy was based on the coefficient of determination ($R^2$), MAEs, and RMSEs of the test data. Each property was standardized so that the mean was equal to 0 and the variance was equal to 1. $a_0$ is the Bohr radius. MAEs obtained by previous studies using chemical descriptors, SchNet,[29] DNN,[30] Multitask,[31] DTNN,[31] and MPNN,[31] are also listed.

| Properties                      | Unit | Our models | MAE | RMSE | Previous studies using dedicated chemical descriptors | MAE |
|---------------------------------|------|------------|-----|------|-------------------------------------------------------|-----|
| Excitation energy               | eV   | 0.988      | 0.0959 | 0.0575 | 0.0898                                               | 0.0829 | SchNet         | 0.0959 |
| sp$^3$ carbon ratio             | –    | 0.985      | 0.0991 | 0.0116 | 0.017                                               | 0.0291 | DNN            | 0.0991 |
| LUMO energy                     | eV   | 0.949      | 0.964  | 0.17  | 0.298                                               | 0.25  | 0.034          | 0.076  |
| HOMO–LUMO gap                   | eV   | 0.935      | 0.952  | 0.235 | 0.332                                               | 0.286 | 0.063          | 0.102  |
| Zero point vibrational energy   | eV   | 0.904      | 0.937  | 0.214 | 0.276                                               | 0.224 | 0.0017         | 0.0015 |
| HOMO energy                     | eV   | 0.765      | 0.833  | 0.219 | 0.302                                               | 0.254 | 0.041          | 0.088  |
| Isotropic polarizability        | $a_0$ | 0.753      | 0.880  | 2.86  | 4.02                                               | 2.8   | 0.235          | 0.044  |
| Internal energy                 | eV   | 0.752      | 0.933  | 363   | 549                                               | 285   | 0.014          | 92.8   |
| Heat capacity                   | cal/(mol K) | 0.701     | 0.810  | 1.68  | 2.21                                               | 1.76  | 0.033          | 0.65   |
| Dipole moment                   | D    | 0.610      | 0.610  | 0.628 | 0.901                                               | 0.901 | 0.033          | 0.583  |
| Electronic spatial extent       | $a_0$ | 0.600      | 0.726  | 106   | 148                                               | 122   | 0.073          | 35.9   |
| Molecular weight                | –    | 0.336      | 0.828  | 3.24  | 5.38                                               | 3.27  | 0.073          | 35.9   |

Information, made by a Gaussian function) overlaid onto each training spectrum at different energies; these spectra were then applied to the constructed FNN. Both positive and negative additional peaks were generated to understand the influence of either a peak increase or decrease on the predicted excitation energy. Then, the average influence of the peak deviations on the predicted property, $\Delta y$, was plotted at the corresponding energy and $\Delta x$.

Figure 3e shows the resultant deviation in the predicted excitation energy (red and blue) induced by the increase/decrease in the additional peak (vertical axis) at various energies (horizontal axis). The sensitivity analysis of all properties is shown in Figure S4, Supporting Information. Based on this figure, we can understand the increase/decrease in peak intensity and the change in property. Figure 3e shows that an intensity perturbation around the threshold (0–2 eV) results in the prediction of higher (red) and lower (blue) excitation energies. These results indicate that the spectral features around the threshold are closely related to the excitation energy and that the constructed FNN correctly learned the relationships through training.

As with the excitation energy, the prediction of the sp$^3$ carbon ratio in the investigated molecules was highly accurate ($R^2 = 0.985$ in Figure 3b). Using an approach similar to the excitation energy analysis described earlier, the average spectra of molecules with high (black) and low (yellow) sp$^3$ carbon ratios were investigated, and the results are shown in Figure 3d. In this case, the spectral data were classified into 11 groups based on the sp$^3$ carbon ratio, and their average spectra are shown. Groups of 11 were used to analyze the sp$^3$ carbon ratio because their data distribution was discrete (Figure 3b). The sensitivity analysis of the sp$^3$ carbon ratio is shown in Figure 3f. The figure clearly shows that the predicted sp$^3$ carbon ratio decreases (blue) approximately 0–2 eV and increases (red) approximately 2–5 eV with increasing sp$^3$ carbon ratio (positive side on the vertical axis).

In core-loss spectroscopy, it is well known that the first sharp peak in the C K-edge originates from $\pi^*$ orbitals, and higher energy peaks are attributed to the $\sigma^*$ orbitals. In other words, the peak at the threshold is caused by the presence of $\pi^*$ orbitals and corresponds to a decrease in the sp$^3$ carbon ratio, whereas peaks beyond the threshold are attributed to $\sigma^*$ orbitals and correspond to an increase in the sp$^3$ carbon ratio. Our FNN model successfully extracted this knowledge, which usually requires manual interpretation from the spectral dataset by experts, and successfully quantified the sp$^3$ carbon ratio in various molecules.

Our FNN model also quantitatively predicted the HOMO–LUMO gap, as shown in Figure 4a. The HOMO–LUMO gap is a molecular property correlated with both occupied and unoccupied orbitals and is directly linked to material performance, such as optical and electrical properties; thus, our model can contribute significantly to materials development. The prediction accuracy of the HOMO–LUMO gap using Model A achieved MAE = 0.235 eV (Table 1). The prediction accuracy of the dedicated chemical descriptors is compared later in this article.

Typically, the C K-edge spectral features reflect the p-type PDOS of the unoccupied orbitals of carbon at the excited state. However, as shown in Figure 3 and 4, and Figure S1, Supporting Information, we have demonstrated that the core-loss is a molecular property correlated with both occupied and unoccupied orbitals, and is directly linked to material performance, such as optical and electrical properties; thus, our model can contribute significantly to materials development. The prediction accuracy of the HOMO–LUMO gap using Model A achieved MAE = 0.235 eV (Table 1). The prediction accuracy of the dedicated chemical descriptors is compared later in this article.
Our previous study revealed that ML can successfully predict the core-loss spectral feature from the PDOS at the ground state, indicating that the core-loss spectrum has information on the ground-state electronic structure and ML has the potential to extract the information.\[41\]

The spectrum–property relationships were investigated using the same method as described earlier. As shown in Figure 4b, the intensity of the average spectra at approximately 2–5 eV appears to increase as the HOMO–LUMO gap increases (yellow → red → black); however, the peak near the threshold (0–2 eV) shows complex behavior. Although the peak intensity increases when the HOMO–LUMO gap increases from 4 to 8 eV (yellow → red), it decreases for molecules with a larger HOMO–LUMO gap (black lines). The sensitivity analysis in Figure 4c shows a non-linear response. Dark red and blue regions appear at approximately 0–3 eV, indicating that the predicted HOMO–LUMO gap is sensitive to the increase/decrease of the peak near the spectral threshold. Deviations in the predicted values exhibit complex behavior with increasing or decreasing peak intensities. Although these results are difficult to interpret, the FNN model can successfully capture the complicated spectrum–property relationships from the dataset and achieve high-accuracy predictions.

Contrary to the excitation energy, the sp\(^3\) carbon ratio, and the HOMO–LUMO gap, the R\(^2\) values for the HOMO energy, isotropic polarizability, internal energy, and heat capacity were
0.77–0.70 (Figure S1f–i, Supporting Information, respectively, and Table 1) and The worst $R^2$ values were observed for the molecular weight, which was 0.536, as shown in Figure 5a, as well as in Table 1 and Figure S1i, Supporting Information.

To understand why some properties could be predicted from the ELNES/XANES spectral features whereas others could not, the correlation coefficients among the 12 properties were obtained by dividing the covariance by the respective standard deviations of the pairs of properties, as shown in Figure S5, Supporting Information. Positive and negative values near unity correspond to strong correlations. Based on this correlation map, the properties that were predicted with high accuracy, namely, the excitation energy, sp$^3$ carbon ratio, LUMO energy, HOMO–LUMO gap, and zero-point vibration energy, showed relatively large positive correlations (0.6–0.8, dark green color). Furthermore, the properties that were predicted with high accuracy and those that were predicted with low accuracy showed relatively low correlations (thin green or thin red, respectively). The properties that were predicted with low accuracy are mainly extensive properties, such as internal energy and molecular weight, which are correlated with molecular size. Because ELNES/XANES spectra reflect the electronic structure, the use of these spectra as descriptors for predicting such extensive properties is quite challenging.

Figure 4. Analysis of the HOMO–LUMO gap prediction accuracy using Model A. a) Parity plot of the HOMO–LUMO gap showing the distribution of training and test data. b) Averaged spectra of the HOMO–LUMO gap over various value ranges. c) A type of sensitivity analysis for the HOMO–LUMO gap. Color plot showing deviations in the predicted HOMO–LUMO gap value induced by the perturbation of an artificial Gaussian peak.

Figure 5. Comparison of Model A and Model B for molecular weight predictions. Parity plots of the molecular weights predicted by a) Model A and b) Model B.
2.2. Predictions Using Model B

To improve the prediction accuracy, we focused on the relative compositions, in particular, the ratios of nitrogen, oxygen, and fluorine to carbon, because the compositional information can be easily accessed experimentally using X-ray spectroscopy or other spectroscopic methods. Furthermore, the possible values for the output can be limited by including this additional information in the model. 3D data—the ratio of nitrogen, oxygen, and fluorine atoms to carbon atoms in a molecule—were used as input data in addition to the 240D spectral input data. In total, 243D input data were used. This prediction model is referred to as "Model B." The hyperparameters in Model B were the same as those in Model A (Table S1, Supporting Information).

The molecular weight prediction obtained using Model B is shown in Figure 5b. The prediction accuracy ($R^2 = 0.536$) achieved using Model A was significantly improved ($R^2 = 0.828$) using Model B. The results for all properties obtained by Model B are shown in Table 1 (validation plots are shown in Figure S6, Supporting Information). The prediction accuracies for the properties that were predicted with higher accuracies using Model A, such as excitation energy, $sp^3$ carbon ratio, and HOMO–LUMO gap, slightly improved using Model B. Furthermore, it is noteworthy that the prediction accuracy of the HOMO–LUMO gap by Model B ($MAE = 0.205$ eV) is comparable to that of the molecular chemical descriptors, such as multitask, DTNN, and MPNN, where $MAE = 0.180–0.234$ eV $^{[31–33]}$ Although the accuracy achieved by SchNet and DNN is much higher ($0.063–0.091$ eV), $^{[29,30]}$ detailed information on chemical bonding, hybridization, and coordination of constituent atoms is necessary for these descriptors. The advantage of the descriptor proposed in this study is that it is experimentally observable. Our study proposes that an ML approach can derive electronic and structural properties from core-loss spectra, which can be measured with high sensitivity, high spatial resolution, and high temporal resolution using modern EELS and XAS instrumentation.

Furthermore, Model B significantly improved the prediction performance for several properties where Model A showed poor prediction performance. Specifically, the MAEs for the internal energy and molecular weight improved by more than 50%. A possible explanation for the improvement in the prediction accuracy of the extensive properties is that the additional molecular composition data effectively served as constraints. To confirm this, the distribution of the molecular weights of molecules used in the present study was investigated. Figure S7a,b, Supporting Information, shows the molecular weight distributions for all molecules and molecules with specific molecular compositions, respectively. Figure S7b, Supporting Information, indicates that the molecules with specific molecular compositions (red and blue histograms) have distributions that are narrower than the total distribution (Figure S7a, Supporting Information). This result indicates that the additional compositional information (i.e., the nitrogen, oxygen, and fluorine ratios to carbon) effectively works as a constraint in the data space.

We also found that the properties of molecules with neither nitrogen nor oxygen atoms could not be predicted accurately. They appear as outliers in Figure 5b because of the low accuracy of the predictions. Based on Figure S7b, Supporting Information, we found that the molecules that were predicted with low accuracy had broad molecular weight distributions (green histogram). These observations suggest that the additional molecular composition data effectively served as a constraint to improve the prediction accuracy.

2.3. Limitations and Future Perspective

Based on the prediction ability of the present method, the limitations and future perspectives are discussed in this section. First, we investigated the importance of the ELNES/XANES spectral features for prediction. Various sets of descriptors were created by varying the combination of the C K-edge spectral data, molecular composition, and molecular weight, and the prediction accuracies were confirmed. Figure S8a,b, Supporting Information, shows the prediction accuracies in terms of the MAE and RMSE, respectively. Although some properties, such as internal energy, can be predicted well without spectral data, prediction performance is considerably improved when C K-edge spectral data are used as the input. These results clearly indicate that the C K-edge spectral data contain sufficient molecular property information and that our FNN can accurately extract these properties.

In contrast to the molecular properties that were predicted accurately, the dipole moment could not be predicted well using either Model A or Model B (Figure S1j and S6j, Supporting Information, respectively, and Table 1). This poor accuracy may be due to the anisotropic character of the dipole moment, in that the value of the dipole moment depends on the direction of the axis being measured. In this research, we used isotropic spectral data, that is, the total spectra calculated along different directions. As a result, it is difficult to extract information on the dipole moment hidden in spectral features, even with the use of a neural network.

Furthermore, the present method is applicable only to relatively small molecules (fewer than nine carbon, nitrogen, oxygen, and fluorine atoms). Although the spectral features of small molecules can be correlated with the overall molecular structure, the spectrum at each carbon site collects only local structural information within a limited spatial range. In addition, average spectra were used in our predictions, and the features of the core-loss spectra reflect the electronic structure but do not represent the number of atomic sites in the molecule. Because the spectrum of a given site is derived from relatively local information around the simulated carbon site, the influence of the molecule far from the site on the spectrum is small. Similar average spectra were observed for molecules with different numbers of carbon sites but similar local environments, such as heptane and octane (Figure 2a). Therefore, it is difficult to obtain sufficient information to distinguish these large molecules from the C K-edge spectral data alone. Thus, our approach may not work well for large molecules, especially polymers or proteins, wherein the physical parameters require nonlocal and entire-molecule structural information. These tendencies, however, indicate that our model is suitable for predicting the average intensive properties, irrespective of the molecular size.

Finally, we emphasize the potential of the proposed method in terms of its versatility. The experimental spectra shown in
predicted all properties. This outcome indicates that C K-edge spectral data can act as immensely powerful descriptors for molecular property predictions. Furthermore, these results suggest that the output of the second to the last layer of the FNN possesses enough information to represent all 12 physical properties in just one fully connected layer; thus, the output is a good general descriptor for all molecular properties. The output can possibly be diverted to effectively predict other physical properties via transfer learning.

3. Conclusion

In summary, we quantified the intensive and extensive properties using core-loss spectra via an FNN model. Our neural network model using only C K-edge spectra as input data accurately predicted some intensive properties, such as excitation energy, sp³ carbon ratio, and HOMO–LUMO gap. The prediction accuracy of the HOMO–LUMO gap using the core-loss spectra as a descriptor was confirmed to be comparable with that reported in previous studies. However, we found that this prediction model did not adequately predict extensive properties, such as internal energy and molecular weight. To improve the prediction accuracy, three additional descriptors, namely, the ratios of N, O, and F to carbon, were used. Consequently, high-accuracy predictions of extensive properties, including internal energy and molecular weight, were achieved using the updated prediction model. Furthermore, it was demonstrated that the property predictions of unknown (hypothetical) molecules and predictions using experimental spectra are also available. In addition to single-output predictions, we also achieved the simultaneous prediction of all 12 properties investigated using the C K-edge spectra as descriptors.

Finally, we discuss the limitations and capabilities of the proposed method. Because the information observed using ELNES/ XANES is localized to the atomic site, sufficient information to distinguish these molecules using only C K-edge data alone is difficult. Through our successful prediction of various organic molecule properties from C K-edge spectra, our study highlights the potential of neural networks to access the abundant information hidden in core-loss spectra for the prediction of versatile physical properties. We expect that our ML approach using the core-loss spectrum as a descriptor paves the way for direct measurement of material properties with high sensitivity, high spatial resolution, and high temporal resolution and for high-throughput screening of materials through prediction of various properties, which will accelerate materials development.

4. Experimental Section

ML Models for the Prediction of Molecular Properties: The Adam optimizer\[43\] was utilized to determine the trained parameters by minimizing the mean squared error loss function. All nodes except those in the last hidden layer used the rectified linear unit (ReLU) as the activation function and a 50% dropout to prevent overfitting to the training data. Fivefold cross-validation was applied to tune the hyperparameters, such as the number of hidden layers and nodes. The hyperparameters were tuned by using a grid search. Details regarding the setup are shown in Table S1, Supporting Information.

In practical situations, molecules can undergo structural deformation according to the surrounding environment, and these structural changes induce differences in physical properties, such as chemical shifts. We also examined whether our models could be used to predict the properties of molecules with structural deformation. C K-edge spectra were calculated for isotropically strained benzene molecules with +2%, +1%, −1%, and −2% deformation (+ and − mean tensile and compressive strain, respectively). The calculated C K-edges are shown in Figure S10a, Supporting Information. Depending on the strain amount, the spectral features gradually change. Based on the spectra, the excitation energy was predicted using Model A and Model B in Figure S10b,c, Supporting Information, respectively. Because the properties of such hypothetical molecules are not present in the database\[25\] the excitation energy simulated in the present study was used for the prediction. All predicted values appeared at the center of the test data, whereas their distribution was not perfectly fitted to the orthogonal gray line of the validity plots, indicating that both Model A and Model B overestimated the excitation energy. However, the order of the predicted values, +2% → +1% → 0 → −1% → −2%, reproduced that of the actual values. This indicates that the present model can correctly capture the spectral differences of hypothetical molecules and can correctly predict the tendency of the chemical shift of the spectrum.

In the aforementioned results, the FNN output data corresponded to only one property, and a prediction model was constructed for each property individually. We attempted to predict all properties simultaneously using one prediction model, namely, multiooutput learning. Figure S11, Supporting Information, shows the prediction accuracies achieved by changing the prediction models and output data. The results of Model A and Model B for the two outputs, i.e., a single property or all 12 properties, were compared. Although single-property learning commonly achieved slightly better prediction accuracy than multiple-property learning, both learning models correctly
Preparation of the Dataset: The dataset used in this study consisted of C K-edge spectra and the properties of organic molecules; the former were the input data and the latter were the output data of the neural network. The 12 properties are shown in Table 1. To obtain a sufficiently large and slightly biased dataset for learning, we constructed the database by simulation. Structural data from 22 155 organic molecules were extracted from the dataset,[25,26] and their C K-edge spectra were calculated.

For the C K-edge simulation, we used the full-potential first-principles plane-wave pseudopotential method with the generalized gradient approximation (CGA) using the CASTEP code[44] for the C K-edge calculations. We selected this full-potential pseudopotential-based method to achieve sufficient accuracy with fast computation. The plane-wave cutoff energy was set to 500 eV. Because the C K-edge simulations required the excited state of the core electrons to be calculated, an on-the-fly pseudopotential based on CASTEP was applied to the excited carbon atoms. The theoretical excitation energy was estimated by a method reported in a previous study[49] in which both ground and excited state simulations were performed separately. In all calculations, a 15 Å cubic supercell was used to avoid interactions between the excited carbon atoms. To obtain spectra from 22 155 molecules, a total of 117 337 C K-edge simulations were performed owing to the presence of carbon atoms with different environments.

The molecular structures were used as reported in a previously reported dataset without further modification,[25] and structural relaxations were not performed. All the calculated C K-edges were broadened by a Gaussian function with a standard deviation of 0.3 eV. The C K-edges of the non-equivalent carbon atoms were subsequently aligned using the calculated transition energy and summed for each molecule to obtain the C K-edge spectrum of each molecule.

These spectra were normalized by dividing the spectral intensity by the number of carbon atoms. In addition to normalization by the number of carbon atoms, we also examined two other normalization methods: normalization using the maximum peak intensity and normalization using the total intensity. The detailed results of the various normalization methods are shown in Figure S11, Supporting Information. After obtaining the C K-edge spectrum of each molecule, all the calculated spectra were shifted such that their thresholds were 0 eV. Excitation energy information was intentionally eliminated, and only the spectral shape was used as the input for the FNN.

Some molecular properties were obtained from the database.[25] These properties were simulated using B3LYP/6-31G(2df,p)-level simulation. Although the accuracy of the respective properties has not been reported, the accuracy of the atomization energy of the database was reported to be 5 kcal mol\(^{-1}\).[25] In general, the accuracy of the simulated HOMO–LUMO gap using such the B3LYP-level approximation is known to be 0.85–1.68 eV.[46] The ratio of the number of sp\(^3\)-hybridized carbon atoms to the total number of carbon atoms in each molecule, the molecular weight, and nine other molecular properties was extracted from the molecular structures and theoretical calculations.

The dataset, including C K-edges and molecular properties, was divided into two subsets at a ratio of 8:2. The latter was used as test data, and the former was divided into training data and validation data for fivefold cross-validation. Ratios of 6:4 and 9:1 were also examined, and it was confirmed that the prediction accuracies were comparable with the prediction accuracy of the 8:2 ratio, as shown in Figure S13, Supporting Information.
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