Change Detection of LULC using Machine Learning
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ABSTRACT

This paper discusses detection of change in land usage in Davangere (Karnataka State, India) between the years 2016 and 2021. After the place has been declared as one of the smart cities identified by the Govt. of India in 2014 and subsequent to the international price crash for sugar, there were noticeable changes in land utilization in terms of urbanization and shift in traditional cropping pattern. The objective of this research work is to capture this change using remote sensing, the images from MSI Sentinel-2 were collected at two points of time and processed for LULC with the help of supervised machine learning classifiers such as Minimum Distance, Mahalanobis Distance and Maximum Likelihood to ascertain the accurate one. It was found that Maximum Likelihood classifier ensures highest accuracy of 95.2%. It was also found that during the study period, there was a significant change in the land use with respect to Built-up area and Area under cultivation of Paddy.
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1. INTRODUCTION

Satellite images are widely used nowadays in varied fields like defence, oceanography, whether forecasts, precision agriculture and so on. One such application is to detect change in land usage from time to time using remote sensing techniques. Land use and Land cover (LULC) data collected for the given geographical area over a period of time indicate the change occurring during that span of time, which in turn helps regional administration to plan for development and resources. LULC assessment is made easy with the help of continuously evolving remote sensing techniques since last four decades. However continuous improvements in technology and satellite image processing techniques have paved way to discover and predict the ground realities as accurately as possible and hence an attempt has been made to find the change in land use pattern between two time points in this study.

2. RELATED WORK

Geographical Information System (GIS) and Remote Sensing serve array of applications in the fields of agriculture [1], environment [2], and ecological assessment [3]. Land use and land cover (LULC) is one such application that researchers and governments widely acknowledge in measuring the negative effects on ecology of the area and vegetation [4]-[7].

Mapping of LULC to monitor changes on the earth’s surface using satellite image processing technologies has become one of indispensable tools across the globe since last two decades [8] although efforts were initiated during 1970s for application of different interpretation techniques [9]. LULC for a given geographical area is characterized by the geological structures, slopes, ecological conditions, elevations, along with technological, socio-economic changes taking place over a span of time [10]. Development of different LULC mapping techniques have demonstrated that measurement of land usage over a span of time has significant impact on the functioning of socio-economic and environmental systems with important trade-offs for biodiversity, ecological balance, food security, and peoples’ socio-economic susceptibility and natural ecosystems [11].

Various (GIS) based satellite data sources with distinct capabilities and accuracy were developed by many nations across the globe. Landsat, LISS and Sentinel-2 are few of them [12].

The technique of Image classification is widely used in LULC studies [13]. Usually supervised classification technique is employed as a basic step.
The process of supervised classification starts by selecting sample locations of land cover types; this is known as training data/area. Then the algorithm uses the spectral signature of this training data to classify the image. Among supervised classification algorithms, Maximum likelihood, Mahalanobis’s distance and Minimum-distance methods are the prominent ones. In maximum-likelihood classification algorithm, the unknown pixels are assigned to the specific class by using the contours probability around the training area. It is assumed that the statistical value for every class in every band is normally distributed and then the probability value that the pixel is appropriate to in a certain class is calculated. Every pixel is given to the class that has the highest probability [14].

The training data/plots are the small geographical areas identified by ground-truth approach to represent a particular study class [15]. Mahalanobis’s distance algorithm assumes that the distribution of the bands possesses normal probability; variance and covariance are identified such that clusters that are highly varied, lead to similarly varied classes, and vice versa. The Minimum distance algorithm calculates the spectral distance between the given pixel vector and the mean vector for each signature. Thus this classification techniques extracts distance between any pair of pixels after defining training data.

Aicha Moumni and Abderrahman Lahroun (2021) [16] of Morocco conducted LULC studies to classify multiple crops using SVM, ANN and ML to obtain classification accuracy of 89% with Kappa coefficient of 0.85.

Shetty S (2019) [17] while analysing efficiency of classifiers for LULC using Random Forest, Support Vector Machine and Maximum likelihood classifier applied on Google Earth Engine image found that random forest (RF) classifier to be the best with highest accuracy.

R. Hamad (2020) [18] in his research paper, An assessment of Artificial Neural Network (ANN), Support Vector Machine (SVM) and Decision Tree (DT) for land cover classification using sentinel-2A data found that ANN is the best classifier with 90% accuracy followed by SVM with 65% and DT with 60%.

Mahendra et al. (2019) [19] used Landsat-3 image to find the efficient classifiers among Mahalanobis distance, Minimum distance, Maximum likelihood and SVM and found that SVM as the best classifier with 95.35% accuracy with Kappa of 0.94.

Land use and Land cover involves the process of identifying changes using temporal multispectral geo rectified images. Main objective of this research paper is to detect the changes in the geographical area of Davangere taluk between April 2016 and April 2021 using multispectral sentinel-2 data.

3. STUDY AREA

Davangere is one of the districts situated in central part of Karnataka with rich land and other resources. Large population of the district is dependent on agriculture and business. District has good agro climatic conditions with major crops being paddy, maize, coconut, areca, and sunflower besides other cereals and pulses. The study area is Davangere taluk with the total area of 958.23 sq. km. located between 14.4666°N, 75.9242°E.

![Figure 1 Location of Study Area](image)

There have been two main reasons to investigate through this study. First among them was there are two fully integrated sugar manufacturing units in and around Davangere and hence there was a large base of sugarcane growing farmers since many years till 2015. In 2015, as there was a crash in international sugar prices and it lead to many sugar units in either not cutting the grown sugarcane at right time or not paying farmers in time. This made many farmers to shift from traditional sugar cultivation to paddy. The second reason was the announcement of government of India to develop Davangere as one of the smart cities in the 2014. This resulted in lot of revenue land conversions into residential plots and industrial areas. As a result of these two reasons there has been noticeable change in land utilization in the region. Thus the study intends to investigate the impact and estimate the change in land utilization between 2016 and 2021 for components such as water bodies, built-up area, area under paddy, fallow land and others [20-24].

4. DATA USED

Multispectral Sentinel-2 imagery has been used as the primary dataset for the classification of the study area. Sentinel-2 Images of 2016 and 2021 April were downloaded from Copernicus open access hub (https://scihub.copernicus.eu). Details are as in table-1. As Sentinel-2 images are optical in nature and only cloud free data that is available during the summer of
April 2016 and 2021 respectively are considered. As a result, the fallow land during the period of data collection has been very high which otherwise would be used to cultivate major crops like paddy, maize, sunflower, red gram etc.

Table 1. Details of Satellite data acquired

| Satellite   | Sensor | Resolution | Date of Acquisition |
|-------------|--------|------------|---------------------|
| Sentinel-2  | MSI    | 10m        | April 22nd 2016     |
| Sentinel-2  | MSI    | 10m        | April 1st 2021      |

5. METHODOLOGY

The satellite images so collected were processed using ERDAS Imagine and ArcGIS for classification of LULC. Processing of satellite image using ERDAS Imagine involves band stacking of multiple bands such as green, red and near infrared bands of 10m resolution, mosaicking, overlaying of study area and clipping of study area followed by supervised classification by generating training data using signature file. Study plots for paddy, horticultural crops, fallow land, waterbody, built-up, barren land and other land use classes were identified in the study area and the ground truth pertaining to their geographical coordinates were recorded as training data using android mobile app.

Further using training data various supervised classification algorithm such as Minimum Distance (KNN), Mahalanobis Distance and Maximum likelihood were used to classify the study area into various classes as Waterbody, Built-up, Paddy, Sugarcane, Fallow land, Barren and others to get the estimates of change in land utilization between 2016 and 2021. The sequential order of all these steps are presented in the flow diagram figure -2.

**Characteristics of Classification Algorithms**

The characteristics of different classification algorithms used in the study to evaluate their individual performance w.r.t. classification accuracy are as follows.

**Minimum Distance Classification**

It is the simplest form of supervised classification. This classifier calculates mean vector for each class and Euclidean distance from each pixel to the class mean vector and goes on assigning each pixel to the class to which it is closest thereby ensuring minimum distance and maximum similarity. Minimum distance is calculated as

\[ d_k^2 = (X - \mu_k)^T(X - \mu_k) \]

(1)

Where \( d_k \) is the minimum distance; \( \mu_k \) is the mean distance of \( k \)th class.

**Maximum Likelihood Classification (MLC)**

MLC uses the training data to conditionally calculate the likelihood of a pixel being in different classes on the available features such as of means and variances of the classes and variability of brightness for each class and assigns the pixel to the class having highest likelihood using Bayesian theory of probability hence considered to be one of the most widely used algorithms.

Assume that we have two classes ‘i’ and ‘j’. MLC assumes that the mean and variance for each class of each band are normally distributed. Each pixel is assigned to that class which has highest probability (maximum likelihood) [25-28]

Thus for a pixel at the point \( x \), the pixel is assigned to class \( i \) if its probability of belonging to class \( i \) is
greater than that to class \( j \). The pixel classification in MLC is based on minimum Euclidean distance from a class mean and direction sensitivity is based on covariance matrix. When sufficient training data is available with classes following normal probability characteristics, maximum likelihood classification is implemented by calculating the following discriminant function for each pixel

\[
g_i(x) = \ln p(\omega_i) - \frac{1}{2} \ln |C_i| - \frac{1}{2} (x - m_i)^T C_i^{-1} (x - m_i)
\]

(2)

Where \( g_i(x) \) is discriminant function of a pixel in \( i^{th} \) class

\( P(\omega_i) \) = Probability that class \( \omega_i \) occurs in the image and is same for all classes

\( |C_i| \) = Determinant of covariance matrix of the data in \( \omega_i^{th} \) class

\( x \) = n-dimensional data (n is the number of bands)

\( m_i \) = Mean vector and \( t \) = transpose of the base

**Mahalanobis’ Distance Classification**

Mahalanobis distance classification algorithm assigns a class based on covariance measured between classes and hence considered to be more accurate when compared to Euclidean distance. The Mahalanobis distance is calculated using

\[
M_i^2 = (x - m_i)^T C_i^{-1} (x - m_i)
\]

(3)

Where \( M_i \) = Mahalanobis distance.

Overall accuracy and corresponding KHAT value (Kappa Coefficient) of classifications made using different approaches was calculated using the obtained confusion matrix with the help of following relations [29-34].

**Overall Accuracy =** \( \frac{Correctly \ classified \ pixels}{Total \ Number \ of \ pixels} \)

(4)

**Kappa Coefficient,**

\[
k = \frac{Observed \ Accuracy - \ Chance \ agreement}{1 - \ Chance \ agreement}
\]

(5)

i.e., \( k = \frac{\sum_{i=1}^{r} \sum_{j=1}^{c} x_{ij} - \sum_{i=1}^{r} \sum_{j=1}^{c} x_{ij} \cdot x_{ij}}{N^2 - \sum_{i=1}^{r} \sum_{j=1}^{c} x_{ij} \cdot x_{ij}} \)

(6)

Where,

\( r \) = number of rows in error matrix

\( x_{ii} \) = diagonal observations in error matrix

\( x_{ai} \) = total number of observations of \( i^{th} \) row;

\( x_{ai} \) = total number of observations of \( i^{th} \) column

\( N \) = grand total of all observations in error matrix.

Various stages of satellite image processing using ERDAS Imagine are as presented in figure-3.

![Stages of image processing](image)

(a) Single band (b) Band stacking and mosaicking (c) overlaying (d) Clipping

**6. RESULTS AND DISCUSSION**

Sentinel 2 images for the years 2016 and 2021 were classified into seven classes i.e. paddy, horticultural crops, fallow land, waterbody, built-up, barren land and other land use to detect the intended change. Each class will have its own specific spectral signature and hence distinct reflectance. The acquired image contains thirteen spectral bands, off which three spectral bands of 10 m resolution viz., green (560 nm), red (665 nm) and near infrared (842 nm) were chosen to obtain composite layer. The classified maps for seven identified classes for the years 2016 and 2021 were obtained using minimum distance, Mahalanobis’ distance and maximum likelihood classifiers along with the corresponding accuracy assessment matrices. One such map using maximum likelihood classifier has given overall accuracy of 95.5% and 92.8% (for 2016 and 2021 respectively, which is highest among three classifiers used in the study: Ref. Table-4) is shown in figure-4 and figure-5 respectively.
The classified images of 2016 and 2021 show the notable separation between the classes. The classification results show the accuracy of 71.8% and 74.5% with KHAT of 0.66 and 0.67 (for 2016 and 2021 respectively) using minimum distance classifier. Classification accuracy of 93.8% and 90.7% with KHAT of 0.92 and 0.87 was obtained by Mahalanobi’s distance classifier, whereas accuracy of 95.5% and 92.8% with KHAT of 0.94 and 0.9.

![Figure 4 LULC of study area in April 2016](image)

![Figure 5 LULC of study area in April 2021](image)

To ascertain best possible classification accuracy, three algorithms such as minimum distance, Mahalanobi’s distance and Maximum likelihood were used and overall accuracy and Kappa coefficient for each of the classification were separately calculated. These metrics derived from respective accuracy assessment matrices are as shown in table-2 through table-5.

**Table 2.** User’s Accuracy (UA) and Producer’s Accuracy (PA) for classifications under study in 2016

| Classifiers       | Waterbody | Barren | Horticulture | Fallow | Paddy | Built up | Others |
|-------------------|-----------|--------|--------------|--------|--------|----------|--------|
|                   | UA        | PA     | UA           | PA     | UA     | PA        | UA     |
| Minimum Distance  | 92.3      | 94.4   | 78.7         | 81.3   | 89.7   | 66        | 45.6   |
|                   |           |        |              |        | 47     | 79.6      | 93.4   |
|                   |           |        |              |        |        |           | 25.8   |
|                   |           |        |              |        |        |           | 48.8   |
|                   |           |        |              |        |        |           | 76     |
|                   |           |        |              |        |        |           | 51.6   |
| Mahalanobis Distance | 99.3     | 98.6   | 83.4         | 87.2   | 95.8   | 82.1      | 93.3   |
|                   |           |        |              |        | 65.2   | 97.3      | 89.7   |
|                   |           |        |              |        |        |           | 90.4   |
|                   |           |        |              |        |        |           | 88.2   |
|                   |           |        |              |        |        |           | 94.8   |
|                   |           |        |              |        |        |           | 99.2   |
| Maximum Likelihood | 99.4     | 98.6   | 97.8         | 92.6   | 92.5   | 97.2      | 86.9   |
|                   |           |        |              |        |        |           | 95     |
|                   |           |        |              |        |        |           | 96.7   |
|                   |           |        |              |        |        |           | 93.4   |
|                   |           |        |              |        |        |           | 91.5   |
|                   |           |        |              |        |        |           | 93.1   |
|                   |           |        |              |        |        |           | 97.8   |
|                   |           |        |              |        |        |           | 95.8   |

**Table 3.** User’s Accuracy (UA) and Producer’s Accuracy (PA) for classifications under study in 2021

| Classifiers       | Waterbody | Barren | Horticulture | Fallow | Paddy | Built up | Others |
|-------------------|-----------|--------|--------------|--------|--------|----------|--------|
|                   | UA        | PA     | UA           | PA     | UA     | PA        | UA     |
| Minimum Distance  | 95.2      | 99.9   | 53.6         | 72.9   | 60.9   | 77.3      | 51.1   |
|                   |           |        |              |        | 52.6   | 96.4      | 84     |
|                   |           |        |              |        |        |           | 94.2   |
|                   |           |        |              |        |        |           | 65.1   |
|                   |           |        |              |        |        |           | 71     |
|                   |           |        |              |        |        |           | 88.3   |
| Mahalanobis Distance | 99.9     | 99.8   | 63.2         | 54     | 59.6   | 89.9      | 95.2   |
|                   |           |        |              |        | 86.2   | 98.2      | 86.7   |
|                   |           |        |              |        |        |           | 93.5   |
|                   |           |        |              |        |        |           | 96.6   |
|                   |           |        |              |        |        |           | 75.3   |
|                   |           |        |              |        |        |           | 95.7   |
| Maximum Likelihood | 99.8     | 99.8   | 79.9         | 93.7   | 69.8   | 84.2      | 90.7   |
|                   |           |        |              |        | 93.5   | 96.9      | 91.5   |
|                   |           |        |              |        |        |           | 99     |
|                   |           |        |              |        |        |           | 95.3   |
|                   |           |        |              |        |        |           | 78     |
|                   |           |        |              |        |        |           | 95.8   |
Table 4. Comparative Overall accuracy (%) in classification

| Classification Algorithm | 2016  | 2021  |
|--------------------------|-------|-------|
| Minimum Distance         | 71.8  | 74.5  |
| Mahalanobi’s Distance    | 93.8  | 90.7  |
| Maximum Likelihood       | 95.5  | 92.8  |

Table 5. Comparative Kappa coefficient for classification done

| Classification Algorithm | KHAT (Kappa Coefficient) |
|--------------------------|--------------------------|
| Minimum Distance         | 0.660                    |
| Mahalanobi’s Distance    | 0.923                    |
| Maximum Likelihood       | 0.944                    |

Table-4 and Table-5 show the statistics of the classification results for Minimum Distance, Mahalanobis Distance and Maximum Likelihood Classifiers. The results show that the Maximum Likelihood classifier classifies the image with best overall accuracy of 95.5% and 92.8% with KHAT value of 0.944 and 0.900 respectively.

Table 6. LULC of study area and their changes (Area in Ha.)

| Class Name               | 2016  | 2021  | Difference | Change % |
|--------------------------|-------|-------|------------|----------|
| Waterbody                | 1787.1| 1084.2| -702.87    | -39.3*   |
| Built up                 | 8076.7| 8478.2| 401.44     | 4.7      |
| Paddy                    | 2200.1| 2820.2| 620.08     | 22.0     |
| Sugarcane                | 2580  | 1646.1| -933.84    | -36.2    |
| Fallow (Agri.+Non Agri.) | 54675 | 53680 | -995       | -1.8     |
| Barren                   | 9630  | 9546  | -84        | -0.9     |
| Others                   | 16878.4| 18571.8| 1693.36 | 9.1      |
| Total Area [Hectares (Ha.)] | 95827.5| 95826.7 | 1            |

Notes: * Decline in waterbody to the extent of 39.3% in 2021 as compared to 2016 was due to the reason that one of the largest lakes of Davangere i.e., Kundawada lake is drained in 2021 to increase the depth to build higher water holding capacity.

** Fallow land comprises of larger part of agricultural (Over 20000 Ha of land is used for paddy alone during monsoon and winter) is used for and non-agricultural fallow land as the assessment is being done in summers of 2016 and 2021 when cultivation is carried out only at irrigated/lands having adequate water sources in the study area.

As it can be noticed from table-3, there is an increase in land utilization for built-up areas by 4.7% and for area under cultivation of paddy by 22% between 2016 and 2021.

The increase in built-up area from 2016 to 2021 can be attributed to the increasing urbanization during the study period as a result of Davangere being one of the developing smart cities and the tendency of people from far off places of the state choosing the place as their real estate investment destination.

The increase of whopping 22% area under cultivation of paddy was due to the shift of traditional farmers growing sugarcane for many years in the past towards cultivation of paddy as there was a price crash for sugar in international market in 2015, which effected local sugar processing units to delayed cutting of sugarcane from contract farmers which lead to delayed payments. As a result, large number of farmers growing sugarcane shifted to paddy cultivation and plantation of coconut and areca from 2016 and onwards. This is even indicated in increase of 9.1% for others (which include horticulture crops like coconut and areca).

There is a decline in total land utilization for cultivation of commercial crop sugarcane to the extent of 36.2%. It was again due to the shift of sugarcane farmers to paddy cultivation during the study period.
**Table 7. Comparative Assessment of Accuracy**

| Author (Year)         | Classifier | Accuracy (%) | Kappa  |
|-----------------------|------------|--------------|--------|
| R. Hamad (2020)       | ANN*       | 90           | 0.86   |
| Aicha Moumni (2021)   | SVM**      | 89           | 0.85   |
| Proposed Study (2021) | MLC        | 92.8         | 0.9    |

* Artificial Neural Network;  
** Support Vector Machine

7. CONCLUSION

Based on the results evaluated, the Maximum Likelihood Classifier (MLC) is found to be the efficient classifier with best overall accuracy and Kappa coefficient. However, the results obtained using Mahalanobis’s Distance are better than that of Minimum Distance and they suit well for some classes of specific interest only. Thus as evident from the study, one can make out the fact that whenever there are leap changes in administrative policies of the government, it leads to changes in economic variables like land prices (in the context of present study), trends and tendencies of people thereby initiating change in land utilization pattern from time to time. The study shows increase of 4.7% land utilization for built-up area; increase of 9.1% land utilization under others class, increase of 22% land for paddy cultivation and 36.2% decrease in cultivation of sugarcane during the study period between 2016-1nd 2021.

Assessment of LULC at times therefore serves as necessary tool for the government authorities and decision makers in devising better future infrastructural policies, agricultural policies and city planning apart from knowing the rate of change from time to time. With regards to accuracy of different classification algorithms (classifiers) used in the present study, Maximum Likelihood algorithm stand out to be the best estimator with overall accuracy of 95.5% and 92.8% with Kappa coefficient of 0.944 and 0.9 respectively.
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