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1. Introduction

Temperature is the most often-measured environmental quality. This might be expected since temperature control is fundamental to the operation of electronic and other systems. In the present, there are several passive and active sensors for measuring system temperatures, including thermocouples, resistive-temperature detectors (RTDs), thermistors, and silicon temperature sensors (Gopel et al., 1990) (Wang et al., 1998). Among present temperature sensors, thermistors with a positive temperature coefficient (PTC) are widely used because they exhibit a sharp increase of resistance at a specific temperature. Therefore, PTC thermistors are suitable for implementation in temperature-control systems that make decisions, like shutting down equipments above a certain threshold temperature or to turning cooling fans on and off, general purpose temperature monitors.

Here I propose a sub-threshold CMOS circuit that changes its dynamical behavior; i.e., oscillatory or stationary behaviors, around a given threshold temperature, aiming to the development of low-power and compact temperature switch on monolithic ICs. The threshold temperature can be set to a desired value by adjusting an external bias voltage. The circuit consists of two pMOS differential pairs, small capacitors, current reference circuits, and off-chip resistors with low temperature dependence. The circuit operation was fully investigated through theoretical analysis, extensive numerical simulations and circuit simulations using the Simulation Program of Integrated Circuit Emphasis (SPICE). Moreover, I experimentally demonstrate the operation of the proposed circuit using discrete MOS devices.

2. The model

The temperature sensor operation model is shown in Fig. 1. The model consists of a nonlinear neural oscillator that changes its state between oscillatory and stationary when it receives an external perturbation (temperature). The key idea is the use of excitable circuits that are strongly inspired by the operation of biological neurons. A temperature increase causes a regular and reproducible increase in the frequency of the generation of pacemaker potential in most Aplysia and Helix excitable neurons (Fletcher & Ram, 1990). Generation of the activity pattern of the Br-type neuron located in the right parietal ganglion of Helix pomatia is a temperature-dependent process. The Br neuron shows its characteristic bursting
Fig. 1. Critical temperature sensor operation model.

Activity only between 12 and 30°C. Outside this range, the burst pattern disappears and the action potentials become regular. This means that excitable neurons can be used as sensors to determine temperature ranges in a natural environment.

There are many models of excitable neurons, but only a few of them have been implemented on CMOS LSIs, e.g., silicon neurons that emulate cortical pyramidal neurons (Douglas et al., 1995), FitzHugh-Nagumo neurons with negative resistive circuits (Barranco et al., 1991), artificial neuron circuits based on by-products of conventional digital circuits (Ryckebusch et al., 1989 - Meador & Cole, 1989), and ultralow-power sub-threshold neuron circuits (Asai et al., 2003). Our model is based on the Wilson-Cowan system (Wilson & Cowan, 1972) because it is easy to both analyze theoretically and implement in sub-threshold CMOS circuits.

The dynamics of the temperature sensor can be expressed as:

$$\tau \frac{\dot{u}}{u} = -u + \frac{\exp(u/A)}{\exp(u/A) + \exp(v/A)}$$  \hspace{1cm} (1)

$$\dot{v} = -v + \frac{\exp(u/A)}{\exp(u/A) + \exp(\theta/A)},$$ \hspace{1cm} (2)

where $\tau$ represents the time constant, $\theta$ is an external input, and $A$ is a constant proportional to temperature. The second term of the r.h.s. of Eq.(1) represents the sigmoid function, a mathematical function that produces an S-shaped (sigmoid) curve. The sigmoid function can be implemented in VLSIs by using differential-pair circuits, making this model suitable for implementation in analog VLSIs.

To analyze the system operation, it is necessary to calculate its nullclines. Nullclines are curves in the phase space where the differentials $\dot{u}$ and $\dot{v}$ are equal to zero. The nullclines divide the phase space into four regions. In each region the vector field follows a specific direction. Along the curves the vector field is either completely horizontal or vertical; on the $u$ nullcline the direction of the vector is vertical; and on the $v$ nullcline, it is horizontal. The $u$ and $v$ nullclines indicating the direction of vector field in each region are shown in Fig. 2.

The trajectory of the system depends on the time constant $\tau$, which modifies the velocity field of $u$. In Eq. (1), if $\tau$ is large, the value of $u$ decreases, and for small $\tau$, $u$ increases. Figures 3(a) and (b) show trajectories when $\tau = 1$ and $\tau \ll 1$. In the case where $\tau \ll 1$, the trajectory on the $u$ direction is much faster than that in the $v$, so only close to the $u$ nullcline movements of vectors in vertical direction are possible.
Let us suppose that $\theta$ is set at a certain value where the critical temperature ($T_c$), which is proportional to $A$ is $27^\circ$C. The critical temperature represents the threshold temperature we desire to measure. When $\theta$ changes, the $v$ nullclines changes to a point where the system will be stable as long as the external temperature is higher than $T_c$. This is true because the system is unstable only when the fixed point exists in a negative resistive region of the $u$ nullcline. The fixed point, defined by $\dot{u} = \dot{v} = 0$ is represented in the phase space by the intersection of the $u$ nullcline with the $v$ nullcline. At this point the trajectory stops because the vector field is zero, and the system is thus stable. On the other hand, when the external temperature is below $T_c$, the nullclines move, and this will correspond to a periodic solution to the system. In the phase space we can observe that the trajectory does not pass through the fixed point but describes a closed orbit or limit cycle, indicating that the system is oscillatory. Figure 4 shows examples when the system is stable (a) and oscillatory (b). In (a) the external temperature is greater than the critical temperature, hence, the trajectory stops when it reaches the fixed point, and the system is stable. In (b), where the temperature changes below the critical temperature, the trajectory avoids the fixed point, and the system becomes oscillatory.

Deriving the nullclines equation ($\dot{u} = 0$) and equaling to zero, I calculated the local minimum ($u_-, v_-$) and local maximum ($u_+, v_+$), representing the intersection point of the nullclines.
Fig. 4. Nullclines showing the fixed point and the trajectory when a) system is stable b) system is oscillatory.

given by:

\[ u_{\pm} = \frac{1 \pm \sqrt{1 - 4A}}{2}, \]  

(3)

\[ v_{\pm} = u_{\pm} + A \ln \left( \frac{1}{u_{\pm}} - 1 \right). \]  

(4)

The nullclines giving the local minimum and local maximum \((u_{\pm}, v_{\pm})\) are shown in Fig. 5(a).

From the local minimum and maximum equations (Eq. (3) and Eq. (4)), the nullcline equation \((\dot{v} = 0)\) and remembering that \(A\) is proportional to temperature, I determined the relationship between \(\theta\) and the temperature, to be given by:

\[ \theta_{\pm} = u_{\pm} + A \ln \left( \frac{1}{u_{\pm}} - 1 \right). \]  

(5)

When \(\tau << 1\) the trajectory jumps from one side to the other side of the \(u\) nullcline, so only along the \(u\) nullcline movement in the \(v\) direction are possible as shown in Fig. 3(b). It is necessary to emphasis this fact because this characteristic is necessary for the system operation; thus, I assume \(\tau << 1\).

2.1 Stability of the Wilson-Cowan system

Wilson and Cowan (Wilson & Cowan, 1972) studied the properties of a nervous tissue modeled by populations of oscillating cells composed of two types of interacting neurons: excitatory and inhibitory ones. The Wilson-Cowan system has two types of temporal behaviors, i.e. steady state and limit cycle. According with the stability analysis in (Wilson & Cowan, 1972), the stability of the system can be controlled by the magnitude of the all the parameters. Equations (1) and (2) are a simplified set representing the Wilson-Cowan system.
equations with an excitatory node $u$ and an inhibitory node $v$. The nullclines of this system, which are pictured in Fig. 2, are given by:

\[
v = u + A \ln\left( \frac{1}{u} - 1 \right)
\]

for the $u$ nullcline ((Eq. 1) = 0), and

\[
v = \frac{e^{u/a}}{e^{u/a} + e^{\theta/A}}
\]

for the $v$ nullcline ((Eq. 2) = 0).

For an easy analysis, let us suppose that $A$ is a constant. In this case, there are some important observations for the stability of the system.

- There is a low threshold value of $\theta$ below which the limit cycle activity cannot occur.
- There is a high threshold value of $\theta$ above which the system saturates and the limit cycle activity is extinguished.
- Between these two values ($x$ for the lower threshold and $y$ for the higher threshold), the system exhibits limit cycle oscillation.

Fig. 6. Nullclines and trajectories when a) $\theta = 0.1$ and b) $\theta = 0.09$. 
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Let us suppose that the value of $A$ is fixed to 0.03, in this cases, depending on the magnitude of the parameter $\theta$ (that is the external input of the system) the Wilson-Cowan oscillator will show different behaviors. Figure 5(b) shows the area inside which the system exhibits a limit cycle. The threshold values $x$ and $y$ are shown in the figure.

The nullclines and trajectories for different values of $\theta$ are shown in Figs. 6 and 8. In Figure 6 (a), $\theta$ was set to 0.1, we can observe that the system is exhibiting limit cycle oscillations. Thus, for this case the system is unstable. When the value of $\theta$ is reduce to 0.09, as show in Fig. 6 (b). It can be observed that the trajectory stops at the fixed point. The fixed point in this area is
an attractor, i.e. a stable fixed point. Thus, the system is stable. Figure 7 show the position of the $v$ nullclines when $\theta = 0.09$ and $\theta = 0.1$. The other case (for a high threshold), is shown is Fig. 8. In figure 8 (a) $\theta$ is set to 0.9, at this point the system is oscillatory. When $\theta$ is increased, ($\theta = 0.91$) the system is stable.

We could observed that depending on the parameter $\theta$ (external input) the stability of the system can be controlled. It is important to note that the stability also depends on the magnitude of $A$, and that $A$ is proportional to the temperature. These observations are the basis of the operation of the temperature sensor system.

For example, by setting the value of the input $\theta$, when the external temperature changes the system behavior also changes i.e. stable and oscillatory.

3. CMOS circuit

The critical temperature sensor circuit is shown in Fig. 9. The sensor section consists of two pMOS differential pairs ($M_1 - M_2$ and $M_3 - M_4$) operating in their sub-threshold region.
External components are required for the operation of the circuit. These components consist of two capacitors ($C_1$ and $C_2$) and two temperature-insensitive off-chip metal-film resistors ($R$). In addition, for the experimental purpose, two current mirrors were used as the bias current of differential pairs. Note that for the final implementation of our critical temperature sensor a current reference circuit with low-temperature dependence (Hirose et al., 2005) should be used.

Differential-pairs sub-threshold currents, $I_1$ and $I_2$, are given by (Liu et al., 2002):

$$I_1 = I_a \frac{\exp (ku/v_T)}{\exp (ku/v_T) + \exp (kv/v_T)},$$  \hspace{1cm} (8)

$$I_2 = I_a \frac{\exp (ku/v_T)}{\exp (ku/v_T) + \exp (kv/v_T)},$$  \hspace{1cm} (9)

where $I_a$ represents the differential pairs bias current, $v_T$ is the thermal voltage ($v_T = kT/q$), $k$ is the Boltzmann’s constant, $T$ is the temperature, and $q$ is the elementary charge.

The circuit dynamics can be determined by applying Kirchhoff’s current law to both differential pairs, which is represented as follows:

$$C_1 \dot{u} = -gu + \frac{I_a \exp (ku/v_T)}{\exp (ku/v_T) + \exp (kv/v_T)},$$  \hspace{1cm} (10)

$$C_2 \dot{v} = -gv + \frac{I_a \exp (ku/v_T)}{\exp (ku/v_T) + \exp (kv/v_T)},$$  \hspace{1cm} (11)

where $\kappa$ is the sub-threshold slope, $C_1$ and $C_2$ are the capacitances representing the time constants, and $\theta$ is bias voltage.

Note that Eqs. (10) and (11) correspond to the system dynamics (Eqs. (1) and (2)) previously explained. Therefore, applying the same analysis, I calculated the local minimum ($u_-, v_-$) and local maximum ($u_+, v_+$) for the circuit equations, expressed by:

$$u_\pm = \frac{I_a/g \pm \sqrt{(I_a/g)^2 - 4v_TI_a/(kq)}}{2},$$  \hspace{1cm} (12)

$$v_\pm = u_\pm + \frac{v_T}{\kappa} \ln \left( \frac{I_a}{gu_\pm} - 1 \right),$$  \hspace{1cm} (13)

and the relationship between the external bias voltage ($\theta$) and the external temperature ($T$):

$$\theta_\pm = u_\pm + \frac{v_T}{\kappa} \ln \left( \frac{I_a}{gv_\pm} - 1 \right),$$  \hspace{1cm} (14)

where the relation with the temperature is given by the thermal voltage defined by $v_T = kT/q$.

At this point the system temperature is equal to the critical temperature which can be obtained from:

$$T_c = \frac{qku_\pm - u_\pm}{k \ln \left( \frac{I_a}{gv_\pm} - 1 \right)}.$$  \hspace{1cm} (15)

The threshold temperature $T_c$ can be set to a desired value by adjusting the external bias voltage ($\theta$). The circuit changes its dynamic behavior, i.e., oscillatory or stationary behaviors, depending on its operation temperature and bias voltage conditions. At temperatures lower than $T_c$ the circuit oscillates, but the circuit is stable (does not oscillate) at temperatures higher than $T_c$. Figure 10 shows the relation between the bias voltage $\theta_\pm$ and the critical temperature.
4. Simulations and experimental results

Circuit simulations were conducted by setting \( C_1 \) and \( C_2 \) to 0.1 pF and 10 pF, respectively, \( g \) to 1 nS, and reference current \( (I_b) \) to 1 nA. Note that for the numerical and circuit simulations, two current sources were used instead of the current mirrors. The parameter sets \( I \) used for the transistors were obtained from MOSIS AMIS 1.5-\( \mu \)m CMOS process. Transistor sizes were fixed at \( L = 40 \ \mu \text{m} \) and \( W = 16 \ \mu \text{m} \). The supply voltage was set at 5 V. Figure 11(a) shows the nullclines and trajectory of the circuit with the bias voltage \( \theta \) set at 200 mV and the external temperature \( T \) set at 27°C; the system was in oscillatory state. Figure 11(b) shows the nullclines when the system is stationary with the bias voltage \( \theta \) set at 90 mV.

The output waveform of \( u \) for different temperatures is shown in Fig. 12. The bias voltage \( \theta \) was set to 120 mV, when the external temperature was 20°C the circuit was oscillating, but when the temperature increases up to 40°C the circuit becomes stable. Figure 13 shows the simulated oscillation frequencies of the circuit as a function of the temperature, the bias voltage set to 120 mV. The frequency was zero when the temperature was above the critical temperature \( T_c = 36°C \), and for temperatures lower than \( T_c \) the frequency increased, as shown in the figure.

Through circuit simulations, by setting the values for the critical temperature \( (T_c) \) and changing the bias voltage \( (\theta) \) until the system changed its state, I established a numerical relation between \( T_c \) and \( \theta \). When comparing this relationship between \( \theta \) and \( T_c \) obtained through different methods, I found a mismatch between the numerical simulations and the circuit simulations. This difference might be due to the parameters that are included in the SPICE simulation but omitted in the numerical simulation and theoretical analysis. Many of these parameters might be temperature dependent; thus, their value changes with temperature, and as a result of this change, the \( T_c \) characteristic changes. The difference between the two simulations is shown in Fig. 14.
Fig. 12. Waveform of $u$ at different temperatures (from $T = 20^\circ C$ to $T = 40^\circ C$).
Fig. 13. Oscillation frequencies of the circuit. ($T_c = 36\, ^\circ C$).

Fig. 14. Relation between $\theta \pm$ and $T_c$ obtained through numerical and circuit simulations.

I successfully demonstrated the critical temperature sensor’s operation using discrete MOS circuits. Parasitic capacitances and a capacitance of 0.033 $\mu$F were used for $C_1$ and $C_2$ respectively, and the resistances ($g$) were set to 10 $M\Omega$. The input current ($I_b$) for the current mirrors was set to 100 nA and I obtained an output current ($I_o$) of 78 nA. Measurements were performed at room temperature ($T = 23\, ^\circ C$). With the bias voltage ($\theta$) set to 500 mV the voltages of $u$ and $v$ were measured. Under these conditions, the circuit was oscillating. The voltages of $u$ and $v$ for different values of $\theta$ were also measured. The results showed that for values of $\theta$ lower than 170 mV, the circuit did not oscillate (was stable), but that for values higher than 170 mV, the circuit became oscillatory. Figures 15 and 16 shows the oscillatory and stable states of $u$ and $v$ with $\theta$ set to 170 and 150 mV, respectively.

In addition, I also measured the nullclines (steady state voltage of the differential pairs). The $v$ nullcline (steady state voltage $v$ of differential pair $M_3 - M_4$) was measured by applying a variable DC voltage (from 0 to 1 V) on $u$ and measuring the voltage on $v$. For the measurement
of the $u$ nullcline (steady state voltage $u$ of differential pair $M_1 - M_2$), a special configuration of the first differential pair of the circuit was used. Figure 17 shows the circuit used for the $u$ nullcline measurement. I applied a variable DC voltage (from 0 to 1 V) on $v$. For each value of $v$ I changed the voltage on $u_1$ (from 0 to 1) and then measured the voltage on $u_o$ and $u_1$. This enabled us to obtain the $u$ nullcline by plotting the points where $u_o$ and $u_1$ had almost the same value. In this way, I obtained a series of points showing the shape of the $u$ nullcline. The series of points was divided into three sections, and the average was calculated to show the $u$ nullcline. Figure 18 shows the $u$ nullcline divided into the three sections used for the average calculation. The trajectory and nullclines of the circuit with $\theta$ set to 500 mV are shown in Fig. 19.

Notice that in the experimental results there is a difference in the amplitude of the potentials $u$ and $v$ with respect to results obtained from the numerical and circuit simulations. This is due to the difference in the bias current of the differential pairs. From Eqs. (12) and (13), we can see that by making $g$ and $I_b$ (used in numerical and circuit simulations) the same value, they cancel each other out; however, the output currents of the current mirrors were in the
order of 78 nA, and \( g \) was set to 100 nS. This difference caused the decrease in the potentials amplitudes, as shown in Figs. 11 and 19.

Measurements performed at different temperatures were made. The bias voltage \( \theta \) was set to a fixed value and the external temperature was changed to find the value of the critical temperature \( T_c \) where the circuit changes from one state to the other. With the bias voltage \( \theta \) set to 170 mV at room temperature \( (T = 23^\circ \text{C}) \), the circuit oscillated. When the external temperature was increased to \( (T = 26^\circ \text{C}) \), the circuit changed its state to stationary (did not oscillate). Once again, when the external temperature was decreased one degree \( (T = 25^\circ \text{C}) \), the circuit started to oscillate; therefore, the critical temperature was \( T_c = 26^\circ \text{C} \). Measures of the critical temperature \( T_c \) for different values of the bias voltage \( \theta \) were made.

In order to compare experimental results with, SPICE results and theoretical ones, the actual \( \kappa \) (subthreshold slope) of the HSPICE model was measured and found to be in the order of 0.61. The critical temperature for each value of \( \theta \) obtained experimentally compared with the critical
temperature obtained with theoretical analysis using Eq. (14) (with $\kappa = 0.61$) is shown in Fig. 20. The curves have positive slopes in both cases. This is because the temperature difference between one value of bias voltage and the other decreases as the bias voltage increases. For $\theta = 140$ and 150 mV the experimentally obtained critical temperatures ($T_c$) are $0^\circ$C and $13^\circ$C, respectively, a difference of $13^\circ$C. For $\theta = 240$ and 250 mV the critical temperatures ($T_c$) are $54^\circ$C and $56^\circ$C, respectively: a difference of only $2^\circ$C.

The difference between the experimental, HSPICE, theoretical results is due to the leak current caused by parasitic diodes between the source (drain) and the well or substrate of the discrete MOS devices, and the mismatch between the MOS devices. In addition, because of the leak current, when temperature increases, the stable voltages of $u$ and $v$ also increase. Figures 21(a) and 21(b) shows the stationary state with $\theta$ set to 140 mV and temperature set to 23 and $75^\circ$C, respectively.
The structure of a nMOS transistor showing the temperature-sensitive drain to bulk leakage current \( (I_{db}) \) is shown in Fig. 22. The drain current of the transistor is thus given by the sum of the drain-bulk current \( (I_{db}) \) and the channel current \( (I_{ds}) \).

\[
I_d = I_{ds} + I_{db}
\]  

(16)

and remembering that the saturated drain to source current when the transistor is operating in the subthreshold region is given by

\[
I_{ds} = I_0 e^{(V_g - V_s)/V_T}
\]  

(17)

the drain current becomes

\[
I_d = I_0 e^{(V_g - V_s)/V_T} + I_{db}
\]  

(18)

where \( I_0 \) represents the fabrication parameter, and \( V_s \) the common source nd bulk voltage.

The drain-bulk current \( (I_{db}) \) is given by:

\[
I_{db} = G_{db}(V_{dd} - V_b)
\]  

(19)
where $V_{dd}$ is the supply voltage, $V_b$ the bulk potential, and $G_{db}$ the temperature-dependent drain-bulk conductance expressed as:

$$G_{db} = G_S e^{\frac{E_g(T_{nom}) - E_g(T)}{V_T}}$$  \hspace{1cm} (20)$$

where $G_S$ represents the bulk junction saturation conductance ($1 \times 10^{-14}$), $E_g(X)$ is the energy gap, and $T_{nom}$ the nominal temperature (300.15 K). The temperature dependence of the energy gap is modeled by

$$E_g(T) = E_g(0) - \frac{\alpha T^2}{\beta + T}$$  \hspace{1cm} (21)$$

Si experimental results give $E_g(0) = 1.16$ eV, $\alpha = 7.02 \times 10^{-4}$, and $\beta = 1108$.

Numerical simulations where carried out. Figure 23 shows the drain-bulk current of a single transistor as the temperature changes. We can observe that when the temperature is less than 80 °C the drain-bulk ($I_{db}$) current is in the order of pF ($\approx 30$ pF), but as temperature increases, $I_{db}$ also increases in an exponential manner reaching values in the order of nA ($\approx 16$ nA for $T = 140$ °C).

The same analysis can be applied to pMOS transistors, but in addition the leak current from the p-substrate to the n-Well is added to the drain current.

6. Differential pair with temperature dependence

Figure 24 shows a differential pair circuit consisting of two nMOS transistors ($m_1$ and $m_2$), and an ideal current source ($I_b$). According with the analysis done in the previous section, the drain currents ($I_1$ and $I_2$) are

$$I_1 = I_0 e^{(u-V_s)/V_T} + I_{db}$$  \hspace{1cm} (22)$$

$$I_2 = I_0 e^{(v-V_s)/V_T} + I_{db}$$  \hspace{1cm} (23)$$
Since \( I_b = I_1 + I_2 \), we obtain
\[
e^{-\kappa V_s/V_T} = \frac{I_b - 2I_{db}}{I_0(e^{\kappa u/V_T} + e^{\kappa v/V_T})}
\] (24)

From Eqs. (22) and (23), the drain currents become
\[
I_1 = \frac{(I_b - 2I_{db})e^{\kappa u/V_T}}{e^{\kappa u/V_T} + e^{\kappa v/V_T}} + I_{db}
\] (25)
\[
I_2 = \frac{(I_b - 2I_{db})e^{\kappa v/V_T}}{e^{\kappa u/V_T} + e^{\kappa v/V_T}} + I_{db}
\] (26)

From Eq. (24) the common source voltage \( V_s \) is
\[
V_s = \frac{V_T}{\kappa} \left\{ \ln I_0 + \ln \left( e^{\kappa u/V_T} + e^{\kappa v/V_T} \right) - \ln (I_b - 2I_{db}) \right\}
\] (27)

Equations (25) and (26) were plotted and compared with the SPICE simulations results (see figure 25). I used the MOSIS AMIS 1.5-\( \mu \)m CMOS parameters (LEVEL 3). Transistor sizes were set to \( W/L = 4 \mu \text{m}/1.6 \mu \text{m} \). \( I_0 \) was set to 100 nA, and \( v \) was set to 0.5 V. From the SPICE simulations, the measured \( \kappa = 0.47 \), \( I_0 \) was 18.8 pA when \( T = 300.15 \, ^\circ \text{C} \), and 62.6 pA when \( T = 350.15 \, ^\circ \text{C} \). We can observe that the theoretical results agreed with the SPICE results.

7. Dynamics of the CTS circuit

The critical temperature sensor circuit is shown in Fig. 9. The circuit dynamics Eqs. (10) and (11) with the temperature dependence analysis become
\[
C_1 \dot{u} = -g_u + \frac{(I_a - 2I_{db} - 2I_{ws}) \exp \left( \frac{ku}{v_T} \right)}{\exp \left( \frac{ku}{v_T} \right) + \exp \left( \frac{k\theta}{v_T} \right)} + I_{db} + I_{ws},
\] (28)
\[
C_2 \dot{v} = -g_v + \frac{(I_a - 2I_{db} - 2I_{ws}) \exp \left( \frac{kv}{v_T} \right)}{\exp \left( \frac{ku}{v_T} \right) + \exp \left( \frac{k\theta}{v_T} \right)} + I_{db} + I_{ws},
\] (29)

To confirm the effect of the leak currents in the temperature sensor system, I conducted a comparative analysis between HSPICE and the theoretical results without and with leak current. The comparison between HSPICE results and theoretical results without leak currents effect with the bias voltage \( \theta \) set to 0.5 V and the external temperature set to \( T = 127 \, ^\circ \text{C} \), is shown in Fig. 26(a). It can be seen that in this case the results between the theory and the SPICE are very different, but in the same conditions when the effect of the leak current is include in the theory the results are very similar, Fig. 26(b).
Fig. 25. Theoretical and SPICE results of differential pair’s current $I_1$ when temperature is 300.15 K and 400.15 K.

Fig. 26. Comparison of CTS oscillations, between HSPICE results and theoretical results with $T = 127$ °C. a) without leak currents. b) with leak currents.

8. Conclusion

This research focused on the studied and the implementation of artificial neural systems. As a small contribution, to reach the final goal all researchers have in common, the building of an artificial brain. To accomplish this, I proposed the design of a critical temperature sensor strongly inspired by the operation of biological neurons of sea slugs and snails. The sensor consists of a sub-threshold CMOS circuit that changes its dynamic behavior, i.e., oscillatory or stationary behaviors, at a given threshold temperature.
I analyzed the circuit’s operation theoretically, giving a mathematical model of its operation. Also, I conducted extensive numerical and circuit simulations. Furthermore, I demonstrated the operation of the circuit, using discrete MOS devices through experimental results. The threshold temperature, can be set to a desired value by adjusting the external bias voltage ($\theta$). I demonstrated that the circuit changed its state between oscillatory and stationary when the external temperature was lower or higher than the threshold temperature. Moreover, I experimentally calculated the circuit nullclines, indicating the trajectory of the circuit when it is in oscillatory state.

**Future work**

This kind of system can be used as a sensory system for first stage of perception (a receptor). In other words a temperature receptor circuit, which detects a transduces physical stimuli (temperature) into electrical impulses.

The combination of such kind of simple circuit will allow the design of hardware system that are capable of detecting, transforming, transferring, processing and interpreting sensory stimuli. The possibility to built complex neuromorphic systems which sense and interact with the environment will hopefully contribute to advancements in both, basic research and commercial applications. This technology is likely to become instrumental for research on computational neuroscience, and for practical applications that involve sensory signal processing, in uncontrolled environments
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