MATCHING ROTA-BAXTER ALGEBRAS, MATCHING DENDRIFORM ALGEBRAS 
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ABSTRACT. We introduce the notion of a matching Rota-Baxter algebra motivated by the recent 
work on multiple pre-Lie algebras arising from the study of algebraic renormalization of regularity 
structures [10, 18]. This notion is also related to iterated integrals with multiple kernels and so-
lutions of the associative polarized Yang-Baxter equation. Generalizing the natural connection of 
Rota-Baxter algebras with dendriform algebras to matching Rota-Baxter algebras, we obtain the 
notion of matching dendriform algebras. As in the classical case of one operation, matching Rota-
Baxter algebras and matching dendriform algebras are related to matching pre-Lie algebras which 
coincide with the aforementioned multiple pre-Lie algebras. More general notions and results on 
matching tridendriform algebras and matching PostLie algebras are also obtained.
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1. INTRODUCTION

The purpose of this paper is to introduce the various concepts in order to make connection with 
the critical notion of multiple pre-Lie algebras that was introduced recently from the remarkable 
work of Bruned, Hairer and Zambotti [10] on algebraic renormalization of regularity structures.
1.1. **Structures with compatible multiple operations.** In recent years, there have been quite a few algebraic structures with multiple copies of certain given operation and with various compatibility conditions among these copies. Well-known examples include the associative dialgebra [23], associative trialgebra [31], linearly compatible dialgebra and totally compatible dialgebra [17], all derived from the associative algebra, together with their variations for Lie algebra and other algebras, such as compatible Lie bialgebras [44] and compatible $\mathcal{O}$-operators [28]. On the level of operads, they are also studied as replicators and other compatible structures [22, 27, 36, 37, 40, 41].

Of particular interest to us is the notion of a multiple pre-Lie algebra of Foissy [18] to understand the recent work [10] on the Hopf algebra approach of quantum field theory. We note that this multiple structure is similar to another structure as mentioned above, called matching dialgebras [46, 52]. The purpose of this paper is to study multiple pre-Lie algebras from this viewpoint. We first provide some backgrounds in the one operation case before extending this viewpoint to multiple operations.

The notion of pre-Lie algebras can be tracked back to the work of Vinberg [43] under the name left-symmetric algebras on convex homogeneous cones and also appeared independently in the study of cohomology of associative algebras [20]. It plays an important role in many areas of mathematics and mathematical physics, such as classical and quantum Yang-Baxter equations, quantum field theory, Rota-Baxter algebras, vertex algebras and operads (see [4] and references therein).

It has been found recently that in parallel to the close connection between Lie algebra and associative algebra by taking the commutator bracket, there is a close connection between the dendriform algebra and pre-Lie algebra. Moreover, in parallel to regarding the dendriform algebra as a splitting of the associative algebra, the pre-Lie algebra is a splitting of the Lie algebra in a precise sense that applies to all operads [3, 37]. Additionally, the splitting of operations can be achieved by the application of the Rota-Baxter operator. So a Rota-Baxter operator on an associative algebra (resp. Lie algebra) gives rise to a dendriform algebra [2] (resp. pre-Lie algebra [3]).

Thus we have the following commutative diagram of categories (the arrows will go in the opposite direction for the corresponding operads)

![Diagram](image)

Here the horizontal arrows are taking commutator brackets and the vertical arrows are splitting of operations or applying Rota-Baxter operators.

The purpose of this paper from this viewpoint is to make these connections work for the multiple pre-Lie algebra as follows.

![Diagram](image)
In fact, there are variations of the above diagram in terms of linear compatibility and total compatibility. We will focus on the matching case with the application to multiple pre-Lie algebras in mind.

1.2. **Rota-Baxter algebra going multiple.** The study of the Rota-Baxter algebra originated from the probability study of G. Baxter [9] and attracted quite much attention for its broad applications [14, 25, 38].

A **Rota-Baxter algebra** is an associative algebra equipped with a linear operator that satisfies the integration-by-parts formula in analysis. More precisely, for a given commutative ring $k$ and $\lambda \in k$, a Rota-Baxter algebra of weight $\lambda$ is a pair $(R, P)$ consisting of an associative $k$-algebra $R$ and a linear operator $P : R \to R$ which satisfies the **Rota-Baxter equation**

$$P(x)P(y) = P(xP(y) + P(x)y + \lambda xy) \quad \text{for all } x, y \in R.$$

Then $P$ is called a **Rota-Baxter operator** of weight $\lambda$.

One importance of the Rota-Baxter algebra is its close relationship with other algebraic structures. For example, a Rota-Baxter associative algebra naturally carries a dendriform or tridendriform algebra structure; while a Rota-Baxter Lie algebra naturally carries a pre-Lie algebra or a PostLie algebra structure. In general, an action of the Rota-Baxter operator on an operad gives a splitting of the operad [4, 36].

Further, it was established a long time ago that Rota-Baxter operator on a Lie algebra is precisely the operator form of the classical Yang-Baxter equation [14, 39]. More recently, similar relations between Rota-Baxter operators on an associative algebra and associative analogous of the classical Yang-Baxter equation were established [2, 8].

Several recent developments have called for studying systems with multiple operators that satisfy various Rota-Baxter like compatibility conditions among the operators. The notion of a Rota-Baxter family was introduced in [17] in the study of renormalization of quantum field theory. The notion of Rota-Baxter systems was introduced in [11] to gain better understanding of dendriform algebras and associative Yang-Baxter pairs [10].

In this paper we initiate the study of another structure with multiple Rota-Baxter operators, called the matching Rota-Baxter algebra, with several motivations and applications.

The first motivation is from the aforementioned notion of multiple pre-Lie algebras [11, 18]. There Foissy also constructed an isomorphism between the classical operad and the the operad of multiple pre-Lie algebras on typed trees, which generalize a major result of Chapoton and Livernet [13]. Since pre-Lie algebras come naturally from Rota-Baxter operators (of weight zero) on Lie algebras, it is natural to ask, from what kind of operators that the multiple pre-Lie algebras come from, or to put it in the associative algebra context, from what kind of operators that the (yet to be defined) matching dendriform algebras come from.

The second motivation is similar to that of [11] on associative Yang-Baxter equations, from another generalization of the associative Yang-Baxter equation which we call polarized associative Yang-Baxter equation (PAYBE). Since solutions of the associative Yang-Baxter equation naturally give Rota-Baxter operators, it is natural to determine the operator solutions of PAYBE.

Incidently, the notion of matching Rota-Baxter algebra also resolves two other issues.

The first one is the lack of structures on the set of Rota-Baxter operators. One challenge in the study of Rota-Baxter algebras is that the set of Rota-Baxter operators on a given algebra is not closed under addition, in contrast to that of differential operators. A natural question is to determine a suitable condition to be imposed to a set of Rota-Baxter operators so that linear combinations of these operators are still Rota-Baxter operators.
For the second one, studying Volterra integral operators with multiple kernels naturally calls for a family of Rota-Baxter operators (of weight zero) with suitable compatible conditions [26, 15].

It is remarkable that the notion of a matching Rota-Baxter algebra addresses all these issues. See Theorem 4.7, Proposition 2.11, Proposition 2.5 and Example 2.3 respectively for the specific results.

In fact, the matching Rota-Baxter algebra of weight zero is sufficient to address most of these questions. So an extra benefit of our Rota-Baxter algebra approach is that, by considering matching Rota-Baxter operators with any weights, we are also led to other useful notions of polarized associative Yang-Baxter equation with weights, matching tridendriform algebras generalizing the tridendriform algebra with weight [12], and matching PostLie algebras.

1.3. Outline of the paper. This paper is organized as follows. In Section 2, we introduce the notion of a matching Rota-Baxter algebra and provide its examples from integrals with kernels and the polarized associative Yang-Baxter equation, as well as verifying its linearity properties.

In Section 3, we introduce the notions of a matching dendriform algebra and a matching tridendriform algebra, and establish the connection from matching Rota-Baxter algebras to matching dendriform and tridendriform algebras. We also construct a matching dendriform algebra by typed (that is, edge decorated) planar binary trees, inspired by typed tree construction of multiple pre-Lie algebras in [10, 18]. Also the matching dendriform algebra is shown to be the splitting of the (linearly) compatible associative algebra.

In Section 4, the multiple pre-Lie algebra, identified as the matching pre-Lie algebra is shown to come from the antisymmetrization of the matching dendriform algebra and from a matching Rota-Baxter Lie algebra of weight zero. Finding a variation of matching tridendriform algebra in the Lie algebra context is not so straightforward as the natural choice does not satisfy the desired property. The right candidate is found to be the matching associative PostLie algebra, an associative variation of the matching PostLie algebra.

Notation. Throughout this paper, let $k$ be a unitary commutative ring unless the contrary is specified. It will be the base ring of all modules, algebras, tensor products, as well as linear maps. By an algebra we mean an associative $k$-algebra (possibly without unit) unless otherwise specified.

2. Matching Rota-Baxter algebras and the polarized associative Yang-Baxter equation

In this section, we first introduce the concept of matching Rota-Baxter algebras and give their examples in various contexts. We then show that matching Rota-Baxter algebras provide the right context for the linear structure of Rota-Baxter operators. Finally, we propose the notation of the polarized associative Yang-Baxter equation and derive a matching Rota-Baxter operator of weight $\lambda$ from a polarized associative Yang-Baxter equation of weight $\lambda$.

2.1. Matching Rota-Baxter algebras. We begin with a general notion of matching Rota-Baxter algebras for its potential applications even though much of the study later in in this paper focuses on special cases.

Definition 2.1. Let $\Omega$ be a nonempty set and let $\lambda_\Omega := \{\lambda_\omega | \omega \in \Omega\} \subseteq k$ be a set of scalars parameterized by $\Omega$. A matching (multiple) Rota-Baxter algebra of weight $\lambda_\Omega$, or simple a matching RBA, is a pair $(R, P_\Omega)$ consisting of an (associative) algebra $R$ and a set $P_\Omega := \{P_\omega | \omega \in \Omega\}$ of linear operators

$$P_\omega : R \rightarrow R, \quad \omega \in \Omega,$$
that satisfy the **matching Rota-Baxter equation**

\( P_\alpha(x)P_\beta(y) = P_\alpha(xP_\beta(y)) + P_\beta(P_\alpha(x)y) + \lambda P_\alpha(xy) \) for all \( x, y \in R, \alpha, \beta \in \Omega \).

For matching Rota-Baxter algebras \((R, P_\Omega)\) and \((R', P'_\Omega)\) of the same weight \(\lambda_\Omega\), a **matching Rota-Baxter algebra homomorphism** between them is a linear map \(\phi : R \to R'\) such that \(\phi P_\omega = P'_\omega \phi\) for all \(\omega \in \Omega\). When \(\lambda_\Omega = \{\lambda\}\), we also call the matching Rota-Baxter algebra to have weight \(\lambda\).

**Remark 2.2.**

(a) Any Rota-Baxter algebra of weight \(\lambda\) can be viewed as a matching Rota-Baxter algebra of weight \(\lambda\) by taking \(\Omega\) to be a singleton.

(b) An earlier notion of algebras with multiple Rota-Baxter operators, called a Rota-Baxter family algebra, was defined in \([17]\). See also \([24, 25]\). The difference is that there the index set \(\Omega\) is a semigroup and the Rota-Baxter equation in Rota-Baxter family algebras is defined by

\[ P_\alpha(x)P_\beta(y) = P_{\alpha\beta}(P_\alpha(xy)) + P_{\alpha\beta}(P_\beta(xy)) + \lambda P_{\alpha\beta}(xy) \] for \( x, y \in A, \alpha, \beta \in \Omega \).

(c) More recently, another notion of algebras with multiple operators, called a Rota-Baxter system, was introduced by Brzinski in \([17]\) to study dendriform algebras and covariant bialgebras. It is defined to be a triple \((R, P, S)\) consisting of an algebra \(R\) and linear maps \(P, Q : R \to R\) such that

\[ P(x)P(y) = P(P(x)y) + P(xQ(y)), \quad Q(x)Q(y) = Q(P(x)y) + Q(xQ(y)), \quad x, y \in R. \]

See also Remark 2.11.

A natural example of Rota-Baxter operator of weight 0 is the operator of Riemann integral. Consider the \(\mathbb{R}\)-algebra \(R := \text{Cont}(\mathbb{R})\) of continuous functions on \(\mathbb{R}\). Then the linear operator

\( I : R \to R, \quad f(x) \mapsto \int_0^x f(t) \, dt, \quad f \in R, \)

is a Rota-Baxter operator of weight 0 \([17]\).

We can generalize this to the multiple case as follows:

**Example 2.3.** Let \(R := \text{Cont}(\mathbb{R})\) be as above. Fix a family \(k_\omega(x)\) (called kernels in integral equations \([23, 15]\)) of functions in \(R\) parameterized by \(\omega \in \Omega\). Define

\( I_\omega : R \to R, \quad f(x) \mapsto \int_0^x k_\omega(t)f(t) \, dt, \quad \omega \in \Omega. \)

Note that \(I_\omega(f) = I(k_\omega f)\) for the integral operator \(I\) in Eq. \((5)\). Then from the Rota-Baxter property of \(I\), we obtain, for \(\alpha, \beta \in \Omega\) and \(f, g \in R\),

\[ I_\alpha(f)I_\beta(g) = I(k_\alpha f)I(k_\beta g) = I(k_\alpha f I(k_\beta g)) + I(I(k_\alpha f)k_\beta g) = I_\alpha(f I_\beta(g)) + I_\beta(I_\alpha(f)g). \]

Thus \((R, \{I_\omega \mid \omega \in \Omega\})\) is a matching Rota-Baxter algebra of weight zero.

In fact, the same argument works more generally. Let \((R, P)\) be a Rota-Baxter algebra of weight zero and let \(\{k_\omega \mid \omega \in \Omega\} \subseteq R\). Then the same argument shows that \((R, \{P_{k_\omega} \mid \omega \in \Omega\})\), where \(P_{k_\omega}(x) := P(k_\omega x)\), is a matching Rota-Baxter algebra of weight zero. However this setup no longer works when the weight is not zero.
Example 2.4. [28, Lemma 3.7] Let \((R, P)\) be a Rota-Baxter algebra of weight 0. Define \(\tilde{P} := -P\). Then \(\tilde{P}\) is also a Rota-Baxter operator of weight 0 and the pair \((R, \{P, \tilde{P}\})\) is a matching Rota-Baxter algebra of weight 0.

The following result shows that a matching Rota-Baxter algebra gives rise to other matching Rota-Baxter algebras by arbitrary finite linear combinations.

For a map \(A : \Omega \to k, \omega \mapsto a_\omega\) with finite support, we also denote \(A = \{a_\omega \mid \omega \in \Omega\}\).

**Proposition 2.5.** Let \((R, \{P_\omega \mid \omega \in \Omega\})\) be a matching Rota-Baxter algebra of weight \(\lambda_\Omega\). Let \(A_i : \Omega \to k, i \in I\), be a family of maps with finite supports, identified with \(A_i = \{a_{i,\omega} \in k \mid \omega \in \Omega\}\). Consider the linear combinations

\[
P_i := P_{A_i} := \sum_{\omega \in \Omega} a_{i,\omega} P_\omega.
\]

Then \((R, \{P_i \mid i \in I\})\) is a matching Rota-Baxter algebra of weight \(\lambda_I := \{\lambda_i := \sum_{\omega \in \Omega} a_{i,\omega}\lambda_\omega \mid i \in I\}\). In particular, in a matching Rota-Baxter algebra, any linear combination of the Rota-Baxter operators \(P_\omega\) is still a Rota-Baxter operator of a suitable weight.

**Proof.** For \(x, y \in R\) and \(i, j \in I\), by Eq. (7), we have

\[
P_i(x)P_j(y) = \left(\sum_{\alpha \in \Omega} a_{i,\alpha} P_\alpha(x)\right) \left(\sum_{\beta \in \Omega} a_{j,\beta} P_\beta(y)\right)
= \sum_{\alpha \in \Omega} \sum_{\beta \in \Omega} a_{i,\alpha} b_{j,\beta} P_\alpha(x)P_\beta(y)
= \sum_{\alpha \in \Omega} \sum_{\beta \in \Omega} a_{i,\alpha} a_{j,\beta} \left(P_\alpha(xP_\beta(y)) + P_\beta(P_\alpha(x)y) + \lambda_\beta P_\alpha(xy)\right) \quad \text{(by Eq. (7))}
= \sum_{\alpha \in \Omega} \sum_{\beta \in \Omega} a_{i,\alpha} a_{j,\beta} P_\alpha(xP_\beta(y)) + \sum_{\alpha \in \Omega} \sum_{\beta \in \Omega} a_{i,\alpha} a_{j,\beta} P_\beta(P_\alpha(x)y) + \sum_{\alpha \in \Omega} \sum_{\beta \in \Omega} \lambda_\beta a_{i,\alpha} a_{j,\beta} P_\alpha(xy)
= \sum_{\alpha \in \Omega} a_{i,\alpha} P_\alpha \left(x \sum_{\beta \in \Omega} a_{j,\beta} P_\beta(y)\right) + \sum_{\beta \in \Omega} a_{j,\beta} P_\beta \left(\sum_{\alpha \in \Omega} a_{i,\alpha} P_\alpha(x)\right) + \left(\sum_{\beta \in \Omega} \lambda_\beta a_{j,\beta}\right) \left(\sum_{\alpha \in \Omega} a_{i,\alpha} P_\alpha(xy)\right)
= \sum_{\alpha \in \Omega} a_{i,\alpha} P_\alpha(xP_j(y)) + \sum_{\beta \in \Omega} a_{j,\beta} P_\beta(P_i(x)y) + \left(\sum_{\beta \in \Omega} \lambda_\beta a_{j,\beta}\right) P_i(xy)
= P_i(xP_j(y)) + P_j(P_i(x)y) + \left(\sum_{\beta \in \Omega} \lambda_\beta a_{j,\beta}\right) P_i(xy).
\]

This proves the first statement. In particular, for any \(i \in I\), \((R, P_i)\) is a Rota-Baxter algebra of weight \(\sum_{\omega \in \Omega} \lambda_\omega a_{i,\omega}\). \(\Box\)

### 2.2. Polarized associative Yang-Baxter equations

As noted in the introduction, one of our motivations for the notion of matching multiple Rota-Baxter algebras comes from associative Yang-Baxter equations. Let us first recall the concept of weighted associative Yang-Baxter equations [23, 50].

Let \(R\) be a unitary algebra. For an element \(r = \sum_i u_i \otimes v_i \in R \otimes R\), we write

\[
r_{12} = \sum_i u_i \otimes v_i \otimes 1, \quad r_{13} = \sum_i u_i \otimes 1 \otimes v_i, \quad r_{23} = \sum_i 1 \otimes u_i \otimes v_i.
\]
Generalizing the notion of the associative Yang-Baxter equation introduced by Aguiar \[2\], we have

**Definition 2.6.** \[33, 50\] Let \( \lambda \) be a given element of \( k \) and \( R \) a unitary algebra.

(a) The equation

\[
 r_{13}r_{12} - r_{12}r_{23} + r_{23}r_{13} = -\lambda r_{13}
\]

is called the **associative Yang-Baxter equation (AYBE)** of weight \( \lambda \).

(b) An element \( r = \sum_i u_i \otimes v_i \in R \otimes R \) is called a **solution of the associative Yang-Baxter equation of weight** \( \lambda \) in \( R \) if it satisfies Eq. (8).

**Remark 2.7.**

(a) The Eq. (8) was first studied by Ogievetsky and Popov \[33\] by the name of non-homogenous associative classical Yang-Baxter equation. They found that a solution \( r \in R \otimes R \) of the non-homogenous associative classical Yang-Baxter equation induces an interesting algebraic structure, called a weighted infinitesimal unitary bialgebra \[19, 48, 50, 51\].

(b) An analogous of associative Yang-Baxter equations was introduced in \[8\] given by

\[
 r_{12}r_{13} + r_{13}r_{23} - r_{23}r_{12} = \lambda (r_{13} + r_{31})(r_{23} + r_{32}),
\]

which was called an extended associative Yang-Baxter equation of mass \( \lambda \).

The following result captures the relationship between an AYBE of weight \( \lambda \) and a Rota-Baxter operator of weight \( \lambda \), generalizing the relationship established in \[1\].

**Proposition 2.8.** \[50, Theorem 4.10\] Let \( r = \sum_i u_i \otimes v_i \) be a solution of the AYBE of weight \( \lambda \) in \( R \). Then the linear operator

\[
P_r : R \to R, \quad x \mapsto P_r(x) := \sum_i u_i x v_i,
\]

is a **Rota-Baxter operator of weight** \( \lambda \).

In order to investigate the relationship between the associative Yang-Baxter equation and the classical Yang-Baxter equation, Aguiar \[2\] introduced a polarized form of the expression on the left hand side of the associative Yang-Baxter equation in Eq. (9):

\[
\{r, s\} := r_{13}s_{12} - r_{12}s_{23} + r_{23}s_{13},
\]

where \( r, s \in R \otimes R \). We call the corresponding equation

\[
r_{13}s_{12} - r_{12}s_{23} + r_{23}s_{13} = 0
\]

the **polarized associative Yang-Baxter equation**, or **PAYBE** in short. More generally, we propose the following notion.

**Definition 2.9.** Let \( \lambda \) be a given element of \( k \) and \( t, s \in R \otimes R \).

(a) The equation

\[
r_{13}s_{12} - r_{12}s_{23} + r_{23}s_{13} = -\lambda s_{13}
\]

is called the **polarized associative Yang-Baxter equation (PAYBE)** of weight \( \lambda \).

(b) Let \( \Omega \) be a parameter set. A parameterized family \( \{r_\omega | \omega \in \Omega \} \) of elements in an associative algebra \( R \) is called a **solution of the polarized associative Yang-Baxter equation** in \( R \) if every pair \( (r, s) := (r_\alpha, r_\beta), \alpha, \beta \in \Omega \), satisfies Eq. (11).
Remark 2.10. As noted in Remark 2.2, Brzeziński [11] gave an analog of polarized associative Yang-Baxter equation, namely,

\[ r_{13}r_{12} - r_{12}r_{23} + s_{23}r_{13} = 0, \quad s_{13}r_{12} - s_{12}s_{23} + s_{23}s_{13} = 0, \]

and studied its relationship with his notion of Rota-Baxter systems.

Generalizing Proposition 2.8, we derive a matching Rota-Baxter operator of weight \( \lambda \) from a polarized associative Yang-Baxter equation of weight \( \lambda \).

**Proposition 2.11.** Let \( \{r_\omega := \sum_i u_{\omega,i} \otimes v_{\omega,i} \in R \otimes R \mid \omega \in \Omega \} \) be a solution of the polarized associative Yang-Baxter equation of weight \( \lambda \). If \( r_{12}s_{23} = s_{12}r_{23} \), then the linear operators

\[ P_\omega : R \to R, \quad x \mapsto P_\omega(x) : = \sum_i u_{\omega,i}xv_{\omega,i} \]

determine a matching Rota-Baxter algebra of weight \( \lambda \).

**Proof.** The trilinear map

\[ p : R \times R \times R \to R, \quad (u, v, w) \mapsto uxvyw \text{ for } u, v, w, x, y \in R, \]

induces a linear map

\[ h : R \otimes R \otimes R \to R, \quad u \otimes v \otimes w \mapsto uxvyw. \]

Since \( (r, s) \) is a solution of the polarized associative Yang-Baxter equation of weight \( \lambda \), we have

\[ r_{13}s_{12} - r_{12}s_{23} + r_{23}s_{13} = -\lambda s_{13}. \]

If \( r_{12}s_{23} = s_{12}r_{23} \), then

\[ r_{13}s_{12} - s_{12}r_{23} + r_{23}s_{13} = -\lambda s_{13}, \]

that is,

\[ \sum_{i,j} u_{\alpha,i}u_{\beta,j} \otimes v_{\beta,j} \otimes v_{\alpha,i} - \sum_{i,j} u_{\beta,j} \otimes v_{\beta,j}u_{\alpha,i} \otimes v_{\alpha,i} + \sum_{i,j} u_{\beta,j} \otimes u_{\alpha,i} \otimes v_{\alpha,i}v_{\beta,j} = -\lambda \sum_i u_{\alpha,i} \otimes 1 \otimes v_{\alpha,i}. \]

Applying \( h \) to both sides of the equation, we obtain

\[ \sum_{i,j} u_{\alpha,i}u_{\beta,j}xv_{\beta,j}vy_{\alpha,i} - \sum_{i,j} u_{\beta,j}xv_{\beta,j}u_{\alpha,i}vy_{\alpha,i} + \sum_{i,j} u_{\beta,j}xu_{\alpha,i}vy_{\alpha,i}v_{\beta,j} = -\lambda \sum_i u_{\alpha,i}xyv_{\alpha,i}, \]

giving the desired matching Rota-Baxter equation:

\[ P_\alpha(P_\beta(x)y) - P_\beta(x)P_\alpha(y) + P_\beta(xP_\alpha(y)) = -\lambda P_\beta(xy). \]

\[ \square \]

3. Matching dendriform algebras and matching tridendriform algebras

Motivated by the natural connection of Rota-Baxter algebras with dendriform (tridendriform) algebras, we generalize the notion of dendriform algebras to that of matching dendriform (tridendriform) algebras. We then use edge decorated trees to construct matching dendriform algebras.
3.1. Definitions and relations with matching Rota-Baxter algebras. We begin with the notion of a matching dendriform algebra, generalizing the well-known notion of Loday [29].

**Definition 3.1.** Let $\Omega$ be a nonempty set. A matching dendriform algebra is a module $D$ together with a family of binary operations $\{<_{\omega}, >_{\omega}, \omega \in \Omega\}$ such that, for $x, y, z \in D$ and $\alpha, \beta \in \Omega$, there is

\begin{align}
(12) \quad & (x <_{\alpha} y) <_{\beta} z = x <_{\alpha} (y <_{\beta} z) + x <_{\beta} (y >_{\alpha} z), \\
(13) \quad & (x >_{\alpha} y) <_{\beta} z = x >_{\alpha} (y <_{\beta} z), \\
(14) \quad & (x <_{\beta} y) >_{\alpha} z + (x >_{\alpha} y) >_{\beta} z = x >_{\alpha} (y >_{\beta} z).
\end{align}

Loday and Ronco [31] also introduced the concept of a tridendriform algebra in their study of polytopes and Koszul duality. More generally, the concept of a tridendriform algebra of weight $\lambda$, also called $\lambda$-tridendriform algebra, was introduced by Burgunder and Ronco [12] and has a close relationship with brace algebras, $\lambda$-tridendriform bialgebras and $\lambda$-Gerstenhaber-Voronov algebras.

Generalizing the notion of tridendriform algebras (with weight) to multiple triples of binary operators, we propose the following notion.

**Definition 3.2.** Let $\Omega$ be a nonempty set. A matching tridendriform algebra is a module $T$ equipped with a family of binary operations $\{<_{\omega}, >_{\omega}, \omega \in \Omega\}$ such that, for $x, y, z \in T$ and $\alpha, \beta \in \Omega$,

\begin{align}
(15) \quad & (x <_{\alpha} y) <_{\beta} z = x <_{\alpha} (y <_{\beta} z) + x <_{\beta} (y >_{\alpha} z), \\
(16) \quad & (x >_{\alpha} y) <_{\beta} z = x >_{\alpha} (y <_{\beta} z), \\
(17) \quad & x >_{\alpha} (y >_{\beta} z) = (x <_{\beta} y) >_{\alpha} z + (x >_{\alpha} y) >_{\beta} z + (x \cdot_{\alpha} y) y >_{\beta} z, \\
(18) \quad & (x >_{\alpha} y) \cdot_{\beta} z = x >_{\alpha} (y \cdot_{\beta} z), \\
(19) \quad & (x <_{\alpha} y) \cdot_{\beta} z = x \cdot_{\beta} (y >_{\alpha} z), \\
(20) \quad & (x \cdot_{\alpha} y) <_{\beta} z = x \cdot_{\alpha} (y <_{\beta} z), \\
(21) \quad & (x \cdot_{\alpha} y) \cdot_{\beta} z = x \cdot_{\alpha} (y \cdot_{\beta} z).
\end{align}

**Proposition 3.3.** Let $\Omega$ and $I$ be nonempty sets and let $A_{i} : \Omega \to k, i \in I$, be a family of maps with finite supports, identified with $A_{i} = \{a_{i, \omega} \in k \mid \omega \in \Omega\}$.

(a) Let $(T, \{<_{\omega}, >_{\omega}, \omega \mid \omega \in \Omega\})$ be a matching tridendriform algebra. Consider the linear combinations

\begin{align}
(22) \quad & \odot_{i} := \odot_{A_{i}} := \sum_{\omega \in \Omega} a_{i, \omega} \odot_{\omega}, \quad \odot \in \{\odot_{\cdot}, \cdot_{\cdot}\}, \quad i \in I.
\end{align}

Then $(T, \{<_{i}, >_{i}, \cdot_{i} \mid i \in I\})$ is a matching tridendriform algebra. In particular, in a matching tridendriform algebra, any linear combination $<_{i}, >_{i}, \cdot_{i}$ (for a fixed $i$) still gives a tridendriform algebra structure on $T$.

(b) The same result holds for a matching dendriform algebra.

**Proof.** We just verify Item (a). Item (b) can be verified in the same way. For $x, y \in T$ and $i, j \in I$, we have

\begin{align}
(x <_{i} y) <_{j} z
\end{align}
\[
\sum_{\beta \in \Omega} a_{j\beta} \left( \sum_{\alpha \in \Omega} a_{i\alpha} x_{<\alpha} y \right)_{\leq \beta} z \quad \text{(by Eq. (22))}
\]
\[
\sum_{\alpha \in \Omega} \sum_{\beta \in \Omega} a_{i\alpha} a_{j\beta} (x_{<\alpha} y)_{<\beta} z
\]
\[
= \sum_{\alpha \in \Omega} \sum_{\beta \in \Omega} a_{i\alpha} a_{j\beta} (x_{<\alpha} (y_{<\beta} z) + x_{<\beta} (y_{>\alpha} z) + x_{<\alpha} (y_{\cdot\beta} z)) \quad \text{(by Eq. (13))}
\]
\[
= \sum_{\alpha \in \Omega} \sum_{\beta \in \Omega} a_{i\alpha} a_{j\beta} (x_{<\alpha} (y_{<\beta} z) + \sum_{\alpha \in \Omega} a_{i\alpha} a_{j\beta} x_{<\beta} (y_{>\alpha} z) + \sum_{\alpha \in \Omega} a_{i\alpha} a_{j\beta} x_{<\alpha} (y_{\cdot\beta} z)
\]
\[
= \sum_{\alpha \in \Omega} a_{i\alpha} x_{<\alpha} \left( \sum_{\beta \in \Omega} a_{j\beta} y_{<\beta} z \right) + \sum_{\beta \in \Omega} a_{j\beta} x_{<\beta} \left( \sum_{\alpha \in \Omega} a_{i\alpha} y_{>\alpha} z \right) + \sum_{\alpha \in \Omega} a_{i\alpha} x_{<\alpha} \left( \sum_{\beta \in \Omega} a_{j\beta} y_{\cdot\beta} z \right)
\]
\[
= x_{<i} (y_{<j} z) + x_{<j} (y_{>i} z) + x_{<i} (y_{\cdot j} z). \quad \text{(by Eq. (22))}
\]

By the same argument, we have
\[
x_{>i} (y_{>j} z) = (x_{<j} y)_{>i} z + (x_{>i} y)_{>j} z + (x_{\cdot j} y)_{>i} z.
\]

Further,
\[
(x_{>i} y)_{<j} z = \sum_{\alpha \in \Omega} \sum_{\beta \in \Omega} a_{i\alpha} a_{j\beta} (x_{>\alpha} y)_{<\beta} z \quad \text{(by Eq. (22))}
\]
\[
= \sum_{\alpha \in \Omega} \sum_{\beta \in \Omega} a_{i\alpha} a_{j\beta} x_{>\alpha} (y_{<\beta} z) \quad \text{(by Eq. (13))}
\]
\[
= \sum_{\alpha \in \Omega} a_{i\alpha} x_{>\alpha} \left( \sum_{\beta \in \Omega} a_{j\beta} y_{<\beta} z \right)
\]
\[
= \sum_{\alpha \in \Omega} a_{i\alpha} x_{>\alpha} (y_{<j} z) \quad \text{(by Eq. (22))}
\]
\[
= x_{>i} (y_{<j} z) \quad \text{(by Eq. (22)).}
\]

We also have
\[
(x_{>i} y)_{\cdot j} z = \sum_{\alpha \in \Omega} \sum_{\beta \in \Omega} a_{i\alpha} a_{j\beta} (x_{>\alpha} y)_{\cdot\beta} z \quad \text{(by Eq. (22))}
\]
\[
= \sum_{\alpha \in \Omega} \sum_{\beta \in \Omega} a_{i\alpha} a_{j\beta} x_{>\alpha} (y_{\cdot\beta} z) \quad \text{(by Eq. (13))}
\]
\[
= x_{>i} (y_{\cdot j} z) \quad \text{(by Eq. (22)).}
\]

Similarly, we have
\[
(x_{\cdot j} y)_{<j} z = x_{\cdot j} (y_{<j} z).
\]

Moreover
\[
(x_{<i} y)_{\cdot j} z = \sum_{\alpha \in \Omega} \sum_{\beta \in \Omega} a_{i\alpha} a_{j\beta} (x_{<\alpha} y)_{\cdot\beta} z \quad \text{(by Eq. (22))}
\]
Theorem 3.4. \( \text{(a) A matching Rota-Baxter algebra} \ (R, \{P_{\omega} \mid \omega \in \Omega\}) \text{ of weight } \lambda_{\Omega} = \{\lambda_{\omega} \mid \omega \in \Omega\} \text{ induces a matching dendriform algebra} \ (R, \{<\omega, >\omega \mid \omega \in \Omega\}), \text{ where} \)

\[
x <_{\omega} y := xP_{\omega}(y) + \lambda_{\omega}xy, \ x >_{\omega} y := P_{\omega}(x)y, \ \text{for } x, y \in R, \omega \in \Omega.
\]

(b) A matching Rota-Baxter algebra \( (R, \{P_{\omega} \mid \omega \in \Omega\}) \) of weight zero induces a matching dendriform algebra \( (R, \{<\omega, >\omega \mid \omega \in \Omega\}), \) where

\[
x <_{\omega} y := xP_{\omega}(y), \ x >_{\omega} y := P_{\omega}(x)y, \ \text{for } x, y \in R, \omega \in \Omega.
\]

(c) A matching Rota-Baxter algebra \( (R, \{P_{\omega} \mid \omega \in \Omega\}) \) of weight \( \lambda_{\Omega} := \{\lambda_{\omega} \mid \omega \in \Omega\} \) defines a matching tridendriform algebra \( (R, \{<\omega, >\omega, \cdot \omega \mid \omega \in \Omega\}), \) where

\[
x <_{\omega} y := xP_{\omega}(y), \ x >_{\omega} y := P_{\omega}(x)y, \ x \cdot_{\omega} y := \lambda_{\omega}xy \text{ for } x, y \in R, \omega \in \Omega.
\]

Proof. (i). For \( x, y, z \in R \) and \( \alpha, \beta \in \Omega, \)

\[
(x <_{\alpha} y) <_{\beta} z = (xP_{\omega}(y) + \lambda_{\omega}xy) <_{\beta} z
\]

\[
= (xP_{\alpha}(y) + \lambda_{\alpha}xy)P_{\beta}(z) + \lambda_{\beta}(xP_{\alpha}(y) + \lambda_{\omega}xy)z
\]

\[
= xP_{\alpha}(y)P_{\beta}(z) + \lambda_{\alpha}xyP_{\beta}(z) + \lambda_{\beta}xP_{\alpha}(y)z + \lambda_{\alpha}\lambda_{\beta}xyz
\]

\[
= x(P_{\alpha}(yP_{\beta}(z)) + P_{\beta}(P_{\alpha}(y)z) + \lambda_{\beta}P_{\alpha}(y)z) + \lambda_{\alpha}xP_{\alpha}(y)z + \lambda_{\alpha}\lambda_{\beta}xyz
\]

\[
= xP_{\alpha}(P_{\beta}(z) + \lambda_{\beta}yz) + \lambda_{\alpha}xyP_{\beta}(z) + \lambda_{\alpha}\lambda_{\beta}xyz + xP_{\beta}(P_{\alpha}(y)z) + \lambda_{\alpha}\lambda_{\beta}xP_{\alpha}(y)z
\]

\[
\text{as desired.}
\]

(ii). This follows from Item (i) by taking \( \lambda = 0. \)

(iii). For \( x, y, z \in R \) and \( \alpha, \beta \in \Omega, \)

\[
(x <_{\alpha} y) <_{\beta} z = xP_{\alpha}(y)P_{\beta}(z)
\]

\[
= x(P_{\alpha}(yP_{\beta}(z)) + P_{\beta}(P_{\alpha}(y)z) + \lambda_{\beta}P_{\alpha}(y)z)
\]
\[ x <_a (y <_B z) + x <_B (y >_a z) + x <_a (y >_B z), \]
\[(x >_a y) <_B z = (P_a(xy)) yz = P_a(x)(yP_B(z)) = x >_a (y <_B z), \]
\[ x >_a (y >_B z) = P_a(x)P_B(y)z \]
\[ = (P_a(xP_B(y)) + P_B(P_a(xy) + \lambda_B P_a(xy))z \]
\[ = (x <_B y) >_a z + (x >_a y) >_B z + (x \cdot y >_a z), \]
\[(x >_a y) \cdot_B z = (P_a(xy)) \cdot_B z = \lambda_B P_a(x)yz = P_a(x)(\lambda_B yz) = P_a(x)(y \cdot_B z) = x >_a (y \cdot_B z), \]
\[(x <_a y) \cdot_B z = (xP_a(y)) \cdot_B z = \lambda_B xP_a(y)z = \lambda_B x(P_a(y)z) = x \cdot_B (P_a(y)z) = x \cdot_B (y >_a z), \]
\[(x \cdot y \cdot_B z = (\lambda_B xy) \cdot_B z = (\lambda_B x)(yP_B(z)) = \lambda_B x(yP_a(z)) = x \cdot_B (y <_a z), \]
\[ (x \cdot y \cdot_B z = (\lambda_a \lambda_B x)(yP_a(z)) = \lambda_a x(\lambda_B yz) = x \cdot_a (y \cdot_B z), \]
as required. □

3.2. Matching dendriform algebra on typed planar binary trees. The notion of a typed rooted tree was used to construct multiple (that is, matching) pre-Lie algebras [18] with matching from renormalization of stochastic PDEs [19]. See Section 3.1. Here we apply a similarly defined typed planar binary trees to construct matching dendriform algebras, generalizing the construction of dendriform algebras on planar binary trees.

A planar tree is an oriented graph with an embedding into the plane and with a preferred vertex called the root. It is binary when any vertex is trivalent (one root and two leaves) [24, 25]. The root is at the bottom of the tree. For each \( n \geq 0 \), the set of planar binary trees with \( n \) interior vertices will be denoted by \( Y_n \). Let \( \mathcal{D} \) be a nonempty set and let \( \mathcal{T} \) be a set with at least two elements including a special element \( e \). For each \( n \geq 0 \), let \( Y_{\mathcal{D},\mathcal{T}}(n) \) denote the set of \( \mathcal{D} \)-decorated \( \mathcal{T} \)-typed planar binary trees in \( Y_n \), consisting of planar binary trees in \( Y_n \) together with

(a) a decoration of the internal vertices by elements of \( \mathcal{D} \),
(b) a decoration of the internal edges (that is, connecting internal vertices) by elements of \( \mathcal{T} \setminus \{e\} \), and
(c) a decoration, usually suppressed, of the external/leaf edges (except the root edge) by \( e \).

The convenience of including \( e \) as the empty types decoration will become apparent below. Adapting the drawing in [18, 19], the following are some \( \mathcal{D} \)-decorated \( \mathcal{T} \)-typed planar binary trees with two edge types \( \cdot \) (solid red) and \( \cdot \) (dotted green) decorating the inner edges. Again the decoration by \( e \) on the external edges are suppressed. Alternatively, one can simply decorate the edges by letters instead of colors or patterns.

\[
Y_{\mathcal{D},\mathcal{T}}(0) = \emptyset, \quad Y_{\mathcal{D},\mathcal{T}}(1) = \{a, \cdots\}, \quad Y_{\mathcal{D},\mathcal{T}}(2) = \{a, b, a, b, a, b, \cdots\},
\]
\[
Y_{\mathcal{D},\mathcal{T}}(3) = \{a, b, a, b, a, c, a, c, a, b, a, c, \cdots\},
\]
with \( a, b, c \in \mathcal{D} \) and with \( | \in Y_{\mathcal{D},\mathcal{T}}(0) \) standing for the unique tree with one leaf.

Consider the disjoint union and the resulting direct sum

\[ Y_{\mathcal{D},\mathcal{T}} := \bigsqcup_{n \geq 1} Y_{\mathcal{D},\mathcal{T}}(n) \] and \( DD_{\mathcal{D},\mathcal{T}} := kY_{\mathcal{D},\mathcal{T}} = \bigoplus_{n \geq 1} kY_{\mathcal{D},\mathcal{T}}(n) \).

A \( \mathcal{D} \)-decorated \( \mathcal{T} \)-typed planar binary tree \( T \) in \( Y_{\mathcal{D},\mathcal{T}}(n) \) is called an \( n \)-\( \mathcal{D} \)-decorated \( \mathcal{T} \)-typed planar binary tree or \( n \)-tree for simplicity. The depth \( \text{dep}(T) \) of a \( \mathcal{D} \)-decorated \( \mathcal{T} \)-typed planar
binary tree $T$ is the maximal length of linear chains from the root to the leaves of the tree. For example,

$$\text{dep}(l) = 0 \quad \text{and} \quad \text{dep}(\mathcal{a}) = 1.$$

Let $T \in Y_{\mathbb{D}, \mathbb{T}}(m)$ and $T' \in Y_{\mathbb{D}, \mathbb{T}}(n)$ be $\mathbb{D}$-decorated $\mathbb{T}$-typed planar binary trees, $d \in \mathbb{D}$ and $t_1, t_2 \in \mathbb{T}$. The typed grafting $\lor_{d, t_1, t_2}$ of $T$ and $T'$ on $d$ is the $(n + m + 1)$-tree $T \lor_{d, t_1, t_2} T' \in Y_{\mathbb{D}, \mathbb{T}}(m + n + 1)$, obtained by joining the roots of $T$ and $T'$ to a new root decorated by $d$, via two new edges decorated by $t_1$ on the left edge and $t_2$ on the right one. Then for any $\mathbb{D}$-decorated $\mathbb{T}$-typed planar binary tree $T \in Y_{\mathbb{D}, \mathbb{T}}(n)$ with $n \geq 1$, there exist unique elements $T^l \in Y_{\mathbb{D}, \mathbb{T}}(k)$, $T'^r \in Y_{\mathbb{D}, \mathbb{T}}(n - k - 1)$, $d \in \mathbb{D}$, and $t_1, t_2 \in \mathbb{T}$ such that

$$T = T^l \lor_{d, t_1, t_2} T'^r,$$

where $T^l$ and $T'^r$ are the left (resp. right) branch of $T$. As noted above, the empty type decoration $e \in \mathbb{T}$ only decorates the leaf edges. For instance,

$$\lor_{a, e, e} = \mathcal{a}, \quad \lor_{b, t_1, e} = \mathcal{a}, \quad \lor_{b, t_2, c} = \mathcal{a}, \quad \lor_{b, t_1, t_2} = \mathcal{a},$$

where $t_1 = |$ and $t_2 = :$ are two types and $a, b, c \in \mathbb{D}$.

With these notions, we now proceed to construct a matching dendriform algebra on $\mathbb{D}$-decorated $\Omega$-typed planar binary trees.

**Definition 3.5.** Let $\mathbb{D}$ and $\mathbb{T}$ be as defined above and let $\Omega = \mathbb{T} \setminus \{e\}$. Define a set $\{<_{\omega}, >_{\omega} | \omega \in \Omega\}$ of binary operations on $\text{DD}_{\mathbb{D}, \Omega} = \oplus_{n \geq 1} k Y_{\mathbb{T}, \Omega}(n)$ by the following recursion on the depth of trees.

(a) $\mid >_{\omega} T = T <_{\omega} \mid = T$ and $\mid <_{\omega} T = T >_{\omega} \mid = 0$ for $\omega \in \Omega$ and $T \in Y_{\mathbb{D}, \Omega}(n), n \geq 1$.

(b) For $T = T^l \lor_{a, \alpha, \beta} T'^r$ and $U = U^l \lor_{b, \gamma, \delta} U'^r$, define

(i) $T <_{\omega} U := T^l \lor_{a, \alpha, \beta} (T'^r <_{\omega} U) + T^l \lor_{a, \alpha, \omega} (T'^r >_{\beta} U),$

(ii) $T >_{\omega} U := (T <_{\gamma} U^l) \lor_{b, \alpha, \delta} U'^r + (T >_{\omega} U^l) \lor_{b, \gamma, \delta} U'^r$.

**Example 3.6.** The following are two examples.

$$\mathcal{a} <_{\alpha} \mathcal{b}, \quad \mathcal{a} >_{\beta} \mathcal{b}, \quad \mathcal{a} >_{\beta} \mathcal{b},$$

where $a, b \in \mathbb{D}$, $\alpha = |$ and $\beta = :$.

**Proposition 3.7.** Let $\mathbb{D}$ and $\Omega$ be nonempty sets. Then the pair $(\text{DD}_{\mathbb{D}, \Omega}, \{<_{\omega}, >_{\omega} | \omega \in \Omega\})$ is a matching dendriform algebra.

**Proof.** For $\alpha, \beta \in \Omega$ and $S, T, U \in \text{DD}_{\mathbb{D}, \Omega}$, we may write

$$S := S^l \lor_{a, \gamma, \delta} S'^r, \quad T := T^l \lor_{b, \kappa, \chi} T'^r, \quad U := U^l \lor_{c, \mu, \nu} U'^r$$

with $a, b, c \in \mathbb{D}$, $\gamma, \delta, \kappa, \chi, \mu, \nu \in \Omega$ and $S^l, S'^r, T^l, T'^r, U^l, U'^r \in \sqcup_{n \geq 0} Y_{\mathbb{T}, \Omega}(n)$. We prove this result by induction on $\text{dep}(S) + \text{dep}(T) + \text{dep}(U) \geq 3$. For the initial step of $\text{dep}(S) + \text{dep}(T) + \text{dep}(U) = 3$, we have $\text{dep}(S) = \text{dep}(T) = \text{dep}(U) = 1$ and so

$$S = \mathcal{a}, \quad T = \mathcal{b} \quad \text{and} \quad U = \mathcal{c}. \quad$$

Then

$$(S <_{\alpha} T) <_{\beta} U$$
\[
\begin{align*}
&= \bigl( (a <_\alpha b) <_\beta c \bigr) \\
&= \left( | \bigvee_{a,e} (| <_\alpha b) \right) + \left| \bigvee_{a,e,\alpha} (| >_e b) \right) \left( <_\beta c \right) \quad \text{(by Definition (3.5) (i))}
\end{align*}
\]

\[
\begin{align*}
&= \left( \bigvee_{a,e,\alpha} (| <_\beta b) \right) \left( <_\beta c \right) \quad \text{(by Definition (3.5) (ii))}
\end{align*}
\]

\[
\begin{align*}
&= \left( \bigvee_{a,e,\alpha} (| <_\beta b) \right) + \left| \bigvee_{a,e,\beta} (| >_\alpha c) \right) \left( <_\beta c \right) \quad \text{(by Definition (3.5) (i))}
\end{align*}
\]

\[
\begin{align*}
&= \bigl( a <_\alpha \bigl( \bigvee_{b <_\beta c} \bigr) \bigr) + \bigl( a >_{\alpha >_e b} \bigr) \left( <_\beta c \right) \quad \text{(by Definition (3.5) (ii))}
\end{align*}
\]

By the same argument, we have

\[
S >_\alpha (T >_\beta U) = \bigl( a <_{e <_\beta b} \bigr) >_{\alpha >_e c} + \bigl( a >_{\alpha >_e b} \bigr) >_{\beta >_e c}.
\]

We also have

\[
\begin{align*}
(S >_\alpha T) <_\beta U
&= \bigl( a >_\alpha \bigl( \bigvee_{b <_\beta c} \bigr) \bigr) \left( <_\beta c \right) \\
&= \bigl( a >_\alpha \bigl( \bigvee_{b <_e c} \bigr) \bigr) \left( <_\beta c \right) \quad \text{(by Definition (3.5) (ii))}
\end{align*}
\]

\[
\begin{align*}
&= \bigl( \bigvee_{b <_\beta c} \bigr) \left( <_\beta c \right) \quad \text{(by Definition (3.5) (ii))}
\end{align*}
\]

\[
\begin{align*}
&= \bigl( a <_{\alpha <_{e c}} \bigr) \left( <_{\beta >_{e c}} \right) + \bigl( a >_{\alpha >_{e c}} \bigr) \left( <_{\beta >_{e c}} \right) \quad \text{(by Definition (3.5) (ii))}
\end{align*}
\]
\[
\begin{aligned}
S >_a (T \prec \gamma U).
\end{aligned}
\]

For the induction step of \( \text{dep}(S) + \text{dep}(T) + \text{dep}(U) > 3 \), we have

\[
\begin{aligned}
(S <_a T) <_\beta U \\
= (S^l \cup_{a,\gamma,\delta} S^r <_a T) <_\beta U \\
= (S^l \cup_{a,\gamma,\delta} (S^r <_a T) + S^l \cup_{a,\gamma,\alpha} (S^r >_\delta T)) <_\beta U \quad \text{(by Definition (3.3) (i))} \\
= (S^l \cup_{a,\gamma,\delta} (S^r <_a T)) <_\beta U + (S^l \cup_{a,\gamma,\alpha} (S^r >_\delta T)) <_\beta U \\
= S^l \cup_{a,\gamma,\delta} (S^r <_a T) <_\beta U + (S^r >_\delta T) >_a U) \\
+ S^l \cup_{a,\gamma,\alpha} (S^r >_\delta T) <_a U) \quad \text{(by Definition (3.3) (iii))} \\
= (S^l \cup_{a,\gamma,\delta} (S^r <_a T) <_\beta U + (S^r >_\delta T) >_a U) \\
+ S^l \cup_{a,\gamma,\alpha} (S^r >_\delta T) <_\beta U \\
= S^l \cup_{a,\gamma,\delta} (S^r <_a T <_\beta U + (S^r >_\delta T) >_a U) \\
+ S^l \cup_{a,\gamma,\alpha} (S^r >_\delta T <_\beta U) \\
= S^l \cup_{a,\gamma,\delta} (S^r <_a (T <_\beta U + (S^r >_\delta T) >_a U)) + S^l \cup_{a,\gamma,\alpha} (S^r >_\delta (T <_\beta U) \\
+ S^l \cup_{a,\gamma,\delta} (S^r >_\delta (T >_a U)) \quad \text{(by the induction hypothesis and Eqs. (12)-(14))} \\
= S^l \cup_{a,\gamma,\delta} (S^r <_a (T <_\beta U) + (S^r >_\delta (T <_\beta U)) \\
+ S^l \cup_{a,\gamma,\alpha} (S^r >_\delta (T >_a U)) \\
= (S^l \cup_{a,\gamma,\delta} (S^r <_a U + (S^r >_\delta U)) \quad \text{(by Definition (3.3) (iii))} \\
= S <_a (T <_\beta U) + S <_\beta (T >_a U). \\
\end{aligned}
\]

By the same argument,

\[
S >_a (T >_\beta U) = (S <_\beta T) >_a U + (S >_a T) >_\beta U.
\]

We also have

\[
\begin{aligned}
(S >_a T) <_\beta U \\
= (S >_a (T^l \cup_{b,\delta,\alpha} T^r)) <_\beta U \\
= (S <_a T^l) \cup_{b,\delta,\alpha} (T^r <_\beta U) + (S >_a T^l) \cup_{b,\delta,\alpha} (T^r >_\delta U) \quad \text{(by Definition (3.3) (ii))} \\
= (S <_a T^l) \cup_{b,\delta,\alpha} (T^r <_\beta U) + (S <_a T^l) \cup_{b,\delta,\alpha} (T^r <_\beta U) \\
+ (S >_a T^l) \cup_{b,\delta,\alpha} (T^r <_\beta U) + (S >_a T^l) \cup_{b,\delta,\alpha} (T^r >_\delta U) \quad \text{(by Definition (3.3) (i))} \\
= (S <_a T^l) \cup_{b,\delta,\alpha} (T^r <_\beta U) + (S >_a T^l) \cup_{b,\delta,\alpha} (T^r <_\beta U) \\
+ (S <_a T^l) \cup_{b,\delta,\alpha} (T^r >_\delta U) + (S >_a T^l) \cup_{b,\delta,\alpha} (T^r >_\delta U) \\
= S >_a (T^l \cup_{b,\delta,\alpha} (T^r >_\delta U) + S >_a (T^l \cup_{b,\delta,\alpha} (T^r >_\delta U)) \quad \text{(by Definition (3.3) (ii))}
\end{aligned}
\]
\[ S >_\alpha \left( (T^I \lor_{k,k} T^I) <_\beta U \right) \quad \text{(by Definition (3.5) (ii))} \]

\[ S >_\alpha (T <_\beta U). \]

This completes the induction on the depth. \( \square \)

In fact, the pair \((D,D,\Omega,\{<_\omega,>_\omega | \omega \in \Omega\})\) can be shown to be a free object in the category of matching dendriform algebras.

3.3. **Splitting of compatible associative algebras.** Generalizing the notion of a matching (associative) dialgebra \([7] \) from two binary operations to multiple binary operations, we define

**Definition 3.8.** A **matching associative algebra** is a \( k \)-module \( A \) equipped with a family of binary operations \( \{\cdot_\omega : A \otimes A \to A | \omega \in \Omega\} \) such that

\[ (x \cdot_\alpha y) \cdot_\beta z = x \cdot_\alpha (y \cdot_\beta z) \quad \text{for all } x, y, z \in A, \alpha, \beta \in \Omega. \]

A matching associative algebra is called **totally compatible** if it satisfies

\[ (x \cdot_\alpha y) \cdot_\beta z = x \cdot_\beta (y \cdot_\alpha z) \quad \text{for all } x, y, z \in A, \alpha, \beta \in \Omega. \]

In particular, for each \( \omega \in \Omega \), the operation \( \cdot_\omega \) is associative.

More generally, we propose

**Definition 3.9.** A **compatible (multiple) associative algebra** is a \( k \)-module \( A \) equipped with a family of binary operations \( \{\cdot_\omega : A \otimes A \to A | \omega \in \Omega\} \) such that

\[ (x \cdot_\alpha y) \cdot_\beta z + (x \cdot_\beta y) \cdot_\alpha z = x \cdot_\alpha (y \cdot_\beta z) + x \cdot_\beta (y \cdot_\alpha z) \quad \text{for all } x, y, z \in A, \alpha, \beta \in \Omega. \]

As a consequence, for each \( \omega \in \Omega \), the operation \( \cdot_\omega \) is associative.

**Remark 3.10.** (a) Every matching associative algebra is a compatible multiple associative algebra unless the characteristic of \( A \) is 2.

(b) The motivation of Eq. (23) comes from the compatibility of two associative algebras studied in \([8,35,47]\). More precisely, given two associative algebras \((A, \cdot_\alpha)\) and \((A, \cdot_\beta)\), they are called **compatible** if, for any \( a_\alpha, b_\beta \in k \), the product

\[ x \cdot y = a_\alpha x \cdot_\alpha y + b_\beta x \cdot_\beta y \]

defines an associative algebra. Direct calculation shows that this condition is equivalent to Eq. (23) by taking \( a_\alpha = b_\beta = 1 \).

Generalizing the fact that a dendriform algebra induces an associative algebra, we have

**Theorem 3.11 (Splitting the compatible multiple associativity).** (a) Let \((R, \{<_\omega,>_\omega | \omega \in \Omega\})\) be a matching dendriform algebra. Define a set of binary operations

\[ \cdot_\omega : R \otimes R \to R, \quad x \cdot_\omega y := x >_\omega y + x <_\omega y \text{ for } x, y, z \in R, \omega \in \Omega. \]

Then the pair \((R, \{\cdot_\omega | \omega \in \Omega\})\) is a compatible associative algebra.

(b) Let \((R, \{<_\omega,>_\omega, \cdot | \omega \in \Omega\}, \cdot)\) be a matching tridendriform algebra. Define a set of binary operations

\[ \cdot_\omega : R \otimes R \to R, \quad x \cdot_\omega y := x >_\omega y + x <_\omega y + x \cdot_\omega y \text{ for } x, y, z \in R, \omega \in \Omega. \]

Then the pair \((R, \{\cdot_\omega | \omega \in \Omega\})\) is a compatible associative algebra.

We note that a matching dendriform algebra does not give a matching associative algebra as one might expect.
Proof. We will only prove Items (3). The proof of Item (4) is similar. By the definition, for \( x, y, z \in R, \alpha, \beta \in \Omega \), we have

\[
x \cdot_a (y \cdot_\beta z) = x \cdot_a (y >_\beta z + y <_\beta z + y \cdot_\beta z)
\]

\[
= x \cdot_a (y >_\beta z) + x \cdot_a (y <_\beta z) + x \cdot_a (y \cdot_\beta z)
\]

\[
= x >_a (y >_\beta z) + x <_a (y >_\beta z) + x \cdot_a (y >_\beta z)
\]

\[
+ x >_a (y <_\beta z) + x <_a (y <_\beta z) + x \cdot_a (y <_\beta z)
\]

\[
+ x >_a (y \cdot_\beta z) + x <_a (y \cdot_\beta z) + x \cdot_a (y \cdot_\beta z)
\]

\[
= (x <_\beta y) >_a z + (x >_a y) >_\beta z + (x >_a y) >_\beta z + x <_a (y >_\beta z)
\]

\[
+ x \cdot_a (y >_\beta z) + x >_a (y <_\beta z) + x <_a (y <_\beta z) + x \cdot_a (y <_\beta z)
\]

\[
+ x >_a (y \cdot_\beta z) + x <_a (y \cdot_\beta z) + x \cdot_a (y \cdot_\beta z) \quad \text{(by Eq. (17)).}
\]

Also,

\[
(x \cdot_a y) \cdot_\beta z = (x >_a y + x <_a y + x \cdot_a y) \cdot_\beta z
\]

\[
= (x >_a y) \cdot_\beta z + (x <_a y) \cdot_\beta z + (x \cdot_a y) \cdot_\beta z
\]

\[
= (x >_a y) >_\beta z + (x <_a y) <_\beta z + (x \cdot_a y) \cdot_\beta z
\]

\[
+ x <_a (y <_\beta z) + x <_a (y >_\beta z) + x <_a (y \cdot_\beta z) + (x <_a y) \cdot_\beta z
\]

\[
+ (x \cdot_a y) \cdot_\beta z + (x \cdot_a y) <_\beta z + (x \cdot_a y) \cdot_\beta z \quad \text{(by Eq. (15))}
\]

\[
= (x >_a y) >_\beta z + x >_a (y <_\beta z) + x >_a (y \cdot_\beta z) + (x <_a y) >_\beta z
\]

\[
+ x <_a (y <_\beta z) + x <_a (y >_\beta z) + x <_a (y \cdot_\beta z) + x \cdot_\beta (y >_a z)
\]

\[
+ (x \cdot_a y) >_\beta z + x \cdot_a (y <_\beta z) + x \cdot_a (y \cdot_\beta z) \quad \text{(by Eqs. (16), (18)-(21)).}
\]

Then

\[
(x \cdot_a y) \cdot_\beta z - x \cdot_a (y \cdot_\beta z) = (x <_\beta y) >_a z + x <_a (y >_a z) + x \cdot_\beta (y >_a z) + (x \cdot_a y) >_\beta z
\]

\[
- x <_a (y >_\beta z) - (x <_\beta y) >_a z - (x \cdot_\beta y) >_a z - x \cdot_a (y >_\beta z).
\]

Similarly, we have

\[
(x \cdot_\beta y) \cdot_a z - x \cdot_\beta (y \cdot_a z) = (x <_\beta y) >_a z + x <_a (y >_a z) + x \cdot_\beta (y >_a z) + (x \cdot_\beta y) >_a z
\]

\[
- x <_\beta (y >_a z) - (x <_a y) >_\beta z - (x \cdot_a y) >_a z - x \cdot_\beta (y >_a z).
\]

Thus

\[
(x \cdot_a y) \cdot_\beta z - x \cdot_a (y \cdot_\beta z) + (x \cdot_\beta y) \cdot_a z - x \cdot_\beta (y \cdot_a z) = 0,
\]

that is,

\[
(x \cdot_a y) \cdot_\beta z + (x \cdot_\beta y) \cdot_a z = x \cdot_a (y \cdot_\beta z) + x \cdot_\beta (y \cdot_a z).
\]

This completes the proof. \( \square \)
4. Matching Rota-Baxter Lie algebras, matching pre-Lie algebras and matching PostLie algebras

In this section, we study the matching type structure in the Lie algebra context. We first derive matching pre-Lie algebras introduced by Foissy (called multiple pre-Lie algebras) \[ \text{from matching dendriform algebras and matching Rota-Baxter Lie algebras of weight zero.} \] We further introduce a notion of matching PostLie algebras from its relationship with matching Rota-Baxter Lie algebra with weight and study the splitting property of matching pre-Lie algebras, matching PostLie algebras and matching Rota-Baxter Lie algebras.

4.1. Matching pre-Lie algebras. We first recall the concept of a matching pre-Lie algebra and its construction by typed rooted trees which was used by Bruned, Hairer and Zambotti \[ \text{to give a description of a renormalisation procedure of stochastic PDEs.} \] We then establish the relationship between matching dendriform algebras and matching pre-Lie algebras. As a consequence, we derive a matching pre-Lie algebra from a matching Rota-Baxter algebra of weight zero.

**Definition 4.1.** \[ \text{Let } \Omega \text{ be a nonempty set. A matching (left) pre-Lie algebra, called multiple pre-Lie in}, \] is a pair \( (A, \{\ast_\omega | \omega \in \Omega \}) \) consisting of a k-module \( A \) and a set of binary operations \( \ast_\omega : A \otimes A \to A, \omega \in \Omega \), that satisfy

\[ x \ast_{\alpha} (y \ast_{\beta} z) - (x \ast_{\alpha} y) \ast_{\beta} z = y \ast_{\beta} (x \ast_{\alpha} z) - (y \ast_{\beta} x) \ast_{\alpha} z \text{ for all } x, y, z \in A, \alpha, \beta \in \Omega. \] (24)

**Remark 4.2.**

(a) When \( \Omega \) is a singleton set, the matching pre-Lie algebra is a pre-Lie algebra. In fact, for any \( \omega \in \Omega \), \( (A, \ast_\omega) \) is a pre-Lie algebra. More generally, as in the case of matching dendriform algebras (Proposition 3.3), linear combinations of operations in a matching pre-Lie algebras naturally give pre-Lie algebras. More precisely, let \( (A, \{\ast_\omega | \omega \in \Omega \}) \) be a matching pre-Lie algebra. For any linear combination

\[ \ast := \sum_{\omega \in \Omega} c_\omega \ast_\omega, c_\omega \in k, \]

with finite support, \( (A, \ast) \) is a pre-Lie algebra \[ \text{[18].} \]

(b) As in the case of a (left) pre-Lie algebra which is also called a left symmetric algebra, the defining equation \[ 24 \] does not change when the pair \( (x, \alpha) \) is exchanged with the pair \( (y, \beta) \).

We now briefly recall the example of matching pre-Lie algebras from \[ \text{[10], [18].} \]

**Example 4.3.** Let \( \mathcal{D} \) and \( \mathcal{T} \) be nonempty sets. Recall \[ \text{[10], [18]} \] that a \( \mathcal{D} \)-decorated \( \mathcal{T} \)-typed rooted tree is a triple \( (T, d, t) \) consisting of a rooted tree \( T \), a (vertex) decorated map \( d : V(T) \to \mathcal{D} \), where \( V(T) \) is the set of vertices of \( T \), and an edge decoration map, called typed map \( t : E(T) \to \mathcal{T} \), where \( E(T) \) is the set of edges of \( T \). When \( \mathcal{T} \) is the couple \{solid red, dotted green\}, the first few typed rooted trees are listed below:

\[
\begin{array}{c}
\text{a, } c, \\
\text{b, } a, \\
\text{b, } c, \\
\text{c, } b, \\
\text{c, } a, \\
\text{a, } b, \\
\end{array}
\]

\[
\begin{array}{c}
\text{b, } a, \\
\text{b, } c, \\
\end{array}
\]

\[
\begin{array}{c}
\text{a, } b, \\
\text{b, } c, \\
\end{array}
\]

\[
\begin{array}{c}
\text{c, } a, \\
\end{array}
\]

where \( a, b, c \in \mathcal{D} \) and \( \mathcal{T} \) contains two elements, denoted by | and \( \cdot \), respectively.
For $n \geq 0$, denoted by $\mathcal{T}_{\mathcal{D}, \mathcal{I}}(n)$ the set of isoclasses of $\mathcal{D}$-decorated $\mathcal{I}$-typed trees $T$ such that $|V(T)| = n$. Define the disjoint union

$$\mathcal{T}_{\mathcal{D}, \mathcal{I}} := \bigsqcup_{n \geq 0} \mathcal{T}_{\mathcal{D}, \mathcal{I}}(n).$$

Denote by $\mathcal{g}_{\mathcal{D}, \mathcal{I}}$ the space of $\mathcal{I}$-typed trees whose vertices are decorated by elements of $\mathcal{D}$. Motivated by the classical pre-Lie product on rooted tree, Foissy [8] equipped $\mathcal{g}_{\mathcal{D}, \mathcal{I}}$ with a matching pre-Lie algebraic structure, where the pre-Lie product $\ast_t$, $t \in \mathcal{I}$ is defined by

$$T \ast_t T' := \sum_{v \in V(T)} T \ast_t^{(v)} T' \text{ for all } T, T' \in \mathcal{T}_{\mathcal{D}, \mathcal{I}}.$$

Here $T \ast_t^{(v)} T'$ is denoted by the $\mathcal{D}$-decorated $\mathcal{I}$-typed tree obtained by grafting $T'$ on $v$. For example, given two types of edges $|$ (solid red) and $\cdot$ (dotted green), for $a, b, c \in \mathcal{D}$, we have

$$\begin{array}{c}
\begin{array}{c}
\text{a} \\
\text{b}
\end{array}
\ast \
\begin{array}{c}
\text{c}
\end{array}
= \begin{array}{c}
\text{b} \\
\text{c}
\end{array} + \begin{array}{c}
\text{a}
\end{array},

\begin{array}{c}
\text{a} \\
\text{b}
\end{array}
\ast \
\begin{array}{c}
\text{c}
\end{array}
= \begin{array}{c}
\text{b} \\
\text{c}
\end{array} + \begin{array}{c}
\text{a}
\end{array}.
\end{array}$$

The following result captures the relationship between matching dendriform algebras and matching pre-Lie algebras, generalizing the well-known relationship between dendriform algebras and pre-Lie algebras [7].

**Theorem 4.4.** Let $(R, \{<_\omega, >_\omega \mid \omega \in \Omega\})$ be a matching dendriform algebra. Define a set of binary operations

$$\ast_\omega : R \otimes R \to R, \quad x \ast_\omega y := x >_\omega y - y <_\omega x \text{ for } x, y \in R, \omega \in \Omega.$$

Then the pair $(R, \{\ast_\omega \mid \omega \in \Omega\})$ is a matching pre-Lie algebra.

**Proof.** For $x, y, z \in R$, $\alpha, \beta \in \Omega$, we have

$$x \ast_\alpha (y \ast_\beta z) - (x \ast_\alpha y) \ast_\beta z = x >_\alpha (y >_\beta z) - (y >_\beta z) <_\alpha x - x >_\alpha (z <_\beta y) + (z <_\beta y) <_\alpha x$$

$$- (x >_\alpha y) >_\beta z + z <_\beta (x >_\alpha y) + (y <_\alpha x) >_\beta z - z <_\beta (y <_\alpha x) \quad \text{(by Eq. (25))}$$

$$= (x <_\beta y) >_\alpha z - (y >_\beta z) <_\alpha x - x >_\alpha (z <_\beta y) + z <_\alpha (y >_\beta x)$$

$$+ z <_\beta (x >_\alpha y) + (y <_\alpha x) >_\beta z \quad \text{(by Eq. (12) and Eq. (14))}$$

$$= (x <_\beta y) >_\alpha z + (y <_\alpha x) >_\beta z - (y >_\beta z) <_\alpha x - x >_\alpha (z <_\beta y)$$

$$+ z <_\alpha (y >_\beta x) + z <_\alpha (x >_\alpha y) \quad \text{(by Eq. (13))}.$$  

Observe that the last expression is invariant under the exchange of $(x, \alpha)$ and $(y, \beta)$. Hence

$$x \ast_\alpha (y \ast_\beta z) - (x \ast_\alpha y) \ast_\beta z = y \ast_\beta (x \ast_\alpha z) - (y \ast_\beta x) \ast_\alpha z.$$

This completes the proof. \qed

As a consequence of Theorem 4.4, we have the following result, specializing to those in [3, 21] when $\Omega$ is a singleton.
Corollary 4.5. (a) A matching Rota-Baxter algebra \( (R, \{ P_\omega | \omega \in \Omega \} ) \) of weight zero defines a matching pre-Lie algebra \( (R, \{ *_\omega | \omega \in \Omega \} ) \), where \( x *_\omega y := P_\omega(x)y - yP_\omega(x) \) for \( x, y \in R, \omega \in \Omega \).

(b) The matching Rota-Baxter algebra \( (R, \{ P_\omega | \omega \in \Omega \} ) \) of weight \( \lambda \) defines a matching pre-Lie algebra \( (R, \{ *_\omega | \omega \in \Omega \} ) \), where
\[
x *_\omega y := P_\omega(x)y - yP_\omega(x) - \lambda xy \text{ for } x, y \in R, \omega \in \Omega.
\]

Proof. (a). It follows from Theorem 4.4 and Theorem 4.4.
(b). It follows from Theorem 4.4 and Theorem 4.4.

Note that the matching Rota-Baxter equation of weight zero in Eq. (23) is Lie compatible in the sense that anti-symmetrizing the matching Rota-Baxter algebra relation on an associative algebra gives the same relation on a Lie algebra. Motivated by this connection, we propose the concept of the matching Rota-Baxter Lie algebra. The situation is quite different for PostLie algebras. See Section 4.2.

Definition 4.6. Let \( \Omega \) be a nonempty set and let \( \lambda_\Omega := \{ \lambda_\omega | \omega \in \Omega \} \subseteq k \). A matching Rota-Baxter Lie algebra of weight \( \lambda_\Omega \) is a triple \( (g, [, ], \{ P_\omega | \omega \in \Omega \} ) \) consisting of a Lie algebra \( (g, [, ]) \) and a set of linear operators \( P_\omega : g \rightarrow g \), \( \omega \in \Omega \), that satisfy the matching Rota-Baxter equation of weight \( \lambda_\Omega \)
\[
(26) \quad [P_\alpha(x), P_\beta(y)] = P_\alpha([x, P_\beta(y)]) + P_\beta([P_\alpha(x), y]) + \lambda_\alpha P_\alpha([x, y]) \quad \text{for all } x, y \in g, \alpha, \beta \in \Omega.
\]

The Rota-Baxter equation on a Lie algebra is the operator form of the classical Yang-Baxter equation [3]. Similarly, there should be a close relationship between the matching Rota-Baxter equation in (26) with weight zero and the polarized classical Yang-Baxter equation, as a Lie algebra variation of the polarized associative Yang-Baxter equation. This will be pursued in a separate paper.

Generalizing the connection establishing by Golubschik and Sokolov [21] from Rota-Baxter Lie algebras of weight zero to pre-Lie algebras, we obtain

Theorem 4.7. Let \( (g, [, ], \{ P_\omega | \omega \in \Omega \} ) \) be a matching Rota-Baxter Lie algebra of weight zero (that is, \( \lambda_\omega = 0 \) for all \( \omega \in \Omega \)). Define a set of binary operations
\[
(27) \quad *_\omega : g \otimes g \rightarrow g, \quad x *_\omega y := [P_\omega(x), y] \text{ for } x, y \in g, \omega \in \Omega.
\]

Then the pair \( (g, \{ *_\omega | \omega \in \Omega \} ) \) is a matching pre-Lie algebra.

Proof. For \( x, y, z \in R, \alpha, \beta \in \Omega \), we have

\[
x *_\alpha (y *_\beta z) = (x *_\alpha y) *_\beta z
\]
\[
x = x P_\alpha(y), z) - [P_\alpha(x), y] *_\beta z \quad \text{(by Eq. (27))}
\]
\[
= [P_\alpha(x), P_\beta(y), z)] - [P_\beta([P_\alpha(x), y]), z] \quad \text{(by Eq. (27))}
\]
\[
= [P_\alpha(x), [P_\beta(y), z]] - [P_\alpha([x, P_\beta(y)], z)] + [P_\alpha([x, P_\beta(y)], z)] \quad \text{(by Eq. (27))}
\]
\[
= [P_\alpha(x), [P_\beta(y), z]] + [z, [P_\alpha(x), P_\beta(y)] - [P_\alpha([P_\beta(y), x]), z]
\]
\[
= [P_\beta(y), [P_\alpha(x), z]] - [P_\alpha([P_\beta(y), x]), z] \quad \text{(by Jacobi identity)}
\]
\[
= y *_\beta [P_\alpha(x), y] - [P_\beta(y), x] *_\alpha z \quad \text{(by Eq. (27))}
\]
\[
= y *_\beta (x *_\alpha z) - (y *_\beta x) *_\alpha z \quad \text{(by Eq. (27)).}
\]
This completes the proof. □

4.2. Matching PostLie algebras. The notion of a PostLie algebra arising from an operad study [12] and finding quite broad applications. See [7] for example. We now introduce the concept of a matching Lie algebra based on which we propose an analogs of PostLie algebra to multiple operations, called matching PostLie algebra. In order to extend the connection from tridendriform algebras to PostLie algebras to the multiple operation case, the notion of matching associative PostLie algebra is also introduced.

**Definition 4.8.** A matching Lie algebra is a module $g$ together with a family of binary operations

$$[\cdot, \cdot] : g \otimes g \rightarrow g, \quad (x, y) \mapsto [x, y]_\omega, \quad \omega \in \Omega,$$

called matching Lie brackets, which satisfy the following conditions:

(a) **Alternativity:** $[x, x]_\omega = 0$.

(b) The matching Jacobi identity:

$$[x, y]_\omega + [y, z]_\omega + [z, x]_\omega = 0,$$

for all $x, y, z \in g$ and $\omega, \alpha, \beta \in \Omega$.

**Remark 4.9.**

(a) When $\Omega$ is a singleton, a matching Lie algebra reduces to a Lie algebra. In fact, for any $\omega \in \Omega$, $(g, [\cdot, \cdot]_\omega)$ is a Lie algebra.

(b) A matching associative algebra $(A, \{\cdot, \cdot\}_\omega | \omega \in \Omega)$ has a natural matching Lie algebraic structure with the matching Lie bracket given by

$$[x, y]_\omega := x \cdot_\omega y - y \cdot_\omega x \quad \text{for all } x, y \in A, \omega \in \Omega.$$

Built on the notion of matching Lie algebras, we have

**Definition 4.10.** Let $\Omega$ be a nonempty set and $A$ a $k$-module. A matching (left) PostLie algebra is a couple $(A, \{[\cdot, \cdot]_\omega, \odot_\omega | \omega \in \Omega\})$ in which $(A, \{[\cdot, \cdot]_\omega | \omega \in \Omega\}$ is a matching Lie algebra and $\odot_\omega : A \otimes A \rightarrow A, \omega \in \Omega$ is a set of binary operations, satisfying

$$x \odot_\omega (y \odot_\beta z) - (x \odot_\alpha y) \odot_\beta z - y \odot_\beta (x \odot_\alpha z) + (y \odot_\beta x) \odot_\alpha z = [x, y]_\omega \odot_\alpha z,$$

$$x \odot_\alpha [y, z]_\beta = [x \odot_\alpha y, z]_\beta + [y, x \odot_\alpha z]_\beta \quad \text{for all } x, y, z \in A, \alpha, \beta \in \Omega.$$

When the Lie bracket $[\cdot, \cdot]$ is zero, we have exactly a matching pre-Lie algebra.

It is well-known that a tridendriform algebra or a Rota-Baxter algebra of nonzero weight gives a PostLie algebra. Such a result for matching structures, that is, an analog of Theorem 4.4 and Theorem 4.7 does not hold for a matching PostLie algebra. A simple indication of this phenomenon is that the antisymmetrization of a matching Rota-Baxter associative algebra of nonzero weight is not always a matching Rota-Baxter Lie algebra.

To remedy this situation, we replace the Lie algebra $(A, [\cdot, \cdot])$ in a PostLie algebra by an associative algebra and replace Eqs. (28) and (29) by their associative analogs, and propose the following notion.

**Definition 4.11.** Let $\Omega$ be a nonempty set and $A$ a $k$-module. A matching (left) associative PostLie algebra is a pair $(A, \{\star_\omega, \odot_\omega | \omega \in \Omega\})$ consisting of a matching associative algebra $(A, \{\star_\omega | \omega \in \Omega\})$ and a set of binary operations $\odot_\omega : A \otimes A \rightarrow A, \omega \in \Omega$, satisfying

$$x \odot_\omega (y \odot_\beta z) - (x \odot_\alpha y) \odot_\beta z - y \odot_\beta (x \odot_\alpha z) + (y \odot_\beta x) \odot_\alpha z = (x \star_\beta y) \odot_\alpha z - (y \star_\alpha x) \odot_\beta z,$$

$$x \odot_\alpha [y \star_\beta z] = (x \odot_\alpha y) \star_\beta z - z \star_\beta (x \odot_\alpha y) + y \star_\beta (x \odot_\alpha z) - (x \odot_\alpha z) \star_\beta y,$$

for all $x, y, z \in A, \alpha, \beta \in \Omega$.
By antisymmetrizing $\star_\omega$, a matching associative PostLie algebra is a matching PostLie algebra.

Similar to the close relationship between matching dendriform algebras and matching pre-Lie algebras. We also have an analogous result to capture the relationship between matching tridendriform algebras and matching associative PostLie algebras.

**Theorem 4.12.** Let $(A, \{\langle \omega, >_\omega, \cdot_\omega \mid \omega \in \Omega\})$ be a matching tridendriform algebra. Define

\[ x \star_\omega y := x \cdot_\omega y, \quad x \circ_\omega y := x >_\omega y - y <_\omega x \text{ for } x, y \in R, \omega \in \Omega. \]

Then the couple $(A, \{\star_\omega, \circ_\omega \mid \omega \in \Omega\})$ is a matching associative PostLie algebra.

**Proof.** For $x, y, z \in R$, $\alpha, \beta \in \Omega$, we have

\[
\begin{align*}
x \circ_\alpha (y \circ_\beta z) - (x \circ_\alpha y) \circ_\beta z &= x >_\alpha (y >_\beta z) - (y >_\beta z) <_\alpha x - x >_\alpha (z <_\beta y) + (z <_\beta y) <_\alpha x \\
&\quad - (x >_\alpha y) >_\beta z + z <_\beta (x >_\alpha y) + (y <_\alpha x) >_\beta z - z <_\beta (y <_\alpha x) \quad \text{(by Eq. (32))}
\end{align*}
\]

\[
\begin{align*}
x \circ_\alpha (y \circ_\beta z) - (x \circ_\alpha y) \circ_\beta z &= x >_\alpha (y >_\beta z) - (y >_\beta z) <_\alpha x - x >_\alpha (z <_\beta y) + (z <_\beta y) <_\alpha x \\
&\quad - (x >_\alpha y) >_\beta z + z <_\beta (x >_\alpha y) + (y <_\alpha x) >_\beta z - z <_\beta (y <_\alpha x) \quad \text{(by Eq. (15) and Eq. (17))}
\end{align*}
\]

Similarly,

\[
y \circ_\beta (x \circ_\alpha z) - (y \circ_\beta x) \circ_\alpha z = (x <_\beta y) >_\alpha z + (y <_\alpha x) >_\beta z - y >_\beta (z <_\alpha x) - x >_\alpha (z <_\beta y) \\
&\quad + z <_\alpha (y >_\beta x) + z <_\beta (x >_\alpha y) + (y \cdot_\alpha x) >_\beta z + z <_\alpha (x \cdot_\beta y).
\]

Thus

\[
\begin{align*}
x \circ_\alpha (y \circ_\beta z) - (x \circ_\alpha y) \circ_\beta z &= (x \circ_\alpha (y \circ_\beta z) - (x \circ_\alpha y) \circ_\beta z - y \circ_\beta (x \circ_\alpha z) + (y \circ_\beta x) \circ_\alpha z \\
&= (x \circ_\alpha (y \circ_\beta z) - (x \circ_\alpha y) \circ_\beta z - y \circ_\beta (x \circ_\alpha z) + (y \circ_\beta x) \circ_\alpha z) - (x \circ_\alpha y) \circ_\beta z + z <_\beta (y \cdot_\alpha x) \\
&= (x \circ_\alpha (y \circ_\beta z) - (x \circ_\alpha y) \circ_\beta z - y \circ_\beta (x \circ_\alpha z) + (y \circ_\beta x) \circ_\alpha z) - (x \circ_\alpha y) \circ_\beta z + z <_\beta (y \cdot_\alpha x) \\
&\quad \text{(by Eq. (32))}
\end{align*}
\]

proving Eq. (31). Also, by Eq. (12),

\[
\begin{align*}
x \circ_\alpha (y \star_\beta z - z \star_\beta y) - (x \circ_\alpha y) \star_\beta z + z \star_\beta (x \circ_\alpha y) - y \star_\beta (x \circ_\alpha z) + (x \circ_\alpha z) \star_\beta y &= x \circ_\alpha (y \cdot_\beta z - z \cdot_\beta y) - (x \circ_\alpha y) \cdot_\beta z + z \cdot_\beta (x \circ_\alpha y) - y \cdot_\beta (x \circ_\alpha z) + (x \circ_\alpha z) \cdot_\beta y \\
&= x >_\alpha (y \cdot_\beta z - z \cdot_\beta y) - (x >_\alpha y) \cdot_\beta z + z \cdot_\beta (x >_\alpha y) - y \cdot_\beta (x >_\alpha z - z <_\alpha x) \cdot_\beta y \\
&\quad + z \cdot_\beta (x >_\alpha y - y <_\alpha x) - y \cdot_\beta (x >_\alpha z - z <_\alpha x) \cdot_\beta y \\
&\quad + (x >_\alpha z - z <_\alpha x) \cdot_\beta y \\
&\quad = 0 \quad \text{(by Eqs. (18)-(20)),}
\end{align*}
\]

proving Eq. (31) \hfill \square

As a consequence, we have

**Corollary 4.13.** Let $(R, \{P_\omega \mid \omega \in \Omega\})$ be a matching Rota-Baxter algebra of weight $\lambda_\Omega = \{\lambda_\omega \mid \omega \in \Omega\}$. Define

\[
x \star_\omega y := \lambda_\omega xy, \quad x \circ_\omega y := P_\omega(x)y - yP_\omega(x) \text{ for } x, y \in R, \omega \in \Omega.
\]
Then the pair \((R, \{\ast\omega, \circ\omega \mid \omega \in \Omega}\)) is a matching associative PostLie algebra.

Proof. It follows from Theorem 3.4 (4) and Theorem 4.12. \qed

4.3. Splitting of compatible Lie algebras. In this subsection, we introduce the concept of compatible (multiple) Lie algebras. We then show that matching pre-Lie algebras give a splitting of compatible Lie algebras.

Definition 4.14. A compatible (multiple) Lie algebra is a module \(g\) together with a family of binary operations

\[ g \otimes g \to g, \ (x,y) \mapsto [x,y]_\omega, \omega \in \Omega, \]

called compatible multiple Lie brackets, which satisfy the following conditions:

(a) **Alternativity**: \( [x,x]_\omega = 0 \).

(b) **The coupling Jacobi identity**:

\[ [x,[y,z]_\omega]_\beta + [y,[z,x]_\omega]_\beta + [z,[x,y]_\omega]_\beta + [x,[y,z]_\alpha]_\beta + [y,[z,x]_\beta]_\alpha + [z,[x,y]_\alpha]_\beta = 0, \]

for all \( x, y, z \in g \) and \( \omega, \alpha, \beta \in \Omega \).

Remark 4.15. (a) Every matching Lie algebra is a compatible Lie algebra.

(b) When \( \Omega = \{\alpha, \beta\} \), Eq. (33) was first introduced by Magri [32] in the study of integrable Hamiltonian equations and was called the coupling condition in [32]. Eq. (33) also appeared in the work of Dotienko and Khoroshkin [15] defining the operad Lie\(_2\) encoding two compatible Lie algebras.

(c) Given two Lie algebras \((g, [\cdot, \cdot])\) and \((g, [\cdot, \cdot]_\beta)\). Define a new bracket \([\cdot, \cdot] : g \otimes g \to g\) by taking

\[ [x,y] := a_\alpha [x,y]_\alpha + b_\beta [x,y]_\beta \]

for some \( a_\alpha, b_\beta \in k \).

Clearly, this new bracket is both skew symmetric and bilinear. Then the pair \((g, [\cdot, \cdot])\) is further a Lie algebra if \([\cdot, \cdot]\) satisfies the Jacobi identity \([x,[y,z]] + [y,[z,x]] + [z,[x,y]] = 0\). By a direct calculation, we note that this condition is equivalent to Eq. (33), see [10] for more details.

In parallel to the fact that the pre-Lie algebra is the splitting of the Lie algebra, we have

**Theorem 4.16 (Splitting the compatible Lie algebras).** Let \((A, [\cdot, \cdot]_\omega \mid \omega \in \Omega)\) be a matching pre-Lie algebra. Define a set of binary operations

\[ [\cdot, \cdot]_\omega : A \otimes A \to A, \ [x,y]_\omega := x \ast_\omega y - y \ast_\omega x \text{ for all } x, y, z \in R, \omega \in \Omega. \]

Then the pair \((A, [\cdot, \cdot]_\omega \mid \omega \in \Omega)\) is a compatible Lie algebra.

We note that the statement does not hold when compatible Lie algebras is replaced by matching Lie algebras.

Proof. Eq. (34) directly implies \([x,x]_\omega = 0\) for \( x \in A \). It remains to verify the coupling Jacobi identity. For \( x, y, z \in A, \alpha, \beta \in \Omega \), we have

\[ [x,[y,z]_\alpha]_\beta = [x,y \ast_\alpha z - z \ast_\alpha y]_\beta = x \ast_\beta (y \ast_\alpha z - z \ast_\alpha y) - (y \ast_\alpha z - z \ast_\alpha y) \ast_\beta x \]

\[ = x \ast_\beta (y \ast_\alpha z) - x \ast_\beta (z \ast_\alpha y) - (y \ast_\alpha z) \ast_\beta x + (z \ast_\alpha y) \ast_\beta x. \]
We also have

\[ [y, [z, x]_\alpha]_\beta = y * _\beta (z * _\alpha x) - y * _\beta (x * _\alpha z) - (z * _\alpha x) * _\beta y + (x * _\alpha z) * _\beta y, \]

\[ [z, [x, y]_\alpha]_\beta = z * _\beta (x * _\alpha y) - z * _\beta (y * _\alpha x) - (x * _\alpha y) * _\beta z + (y * _\alpha x) * _\beta z, \]

\[ [x, [y, z]_\beta]_\alpha = x * _\alpha (y * _\beta z) - x * _\alpha (z * _\beta y) - (y * _\beta z) * _\alpha x + (z * _\beta y) * _\alpha x, \]

\[ [y, [z, x]_\beta]_\alpha = y * _\alpha (z * _\beta x) - y * _\alpha (x * _\beta z) - (z * _\beta x) * _\alpha y + (x * _\beta z) * _\alpha y, \]

\[ [z, [x, y]_\beta]_\alpha = z * _\alpha (x * _\beta y) - z * _\alpha (y * _\beta x) - (x * _\beta y) * _\alpha z + (y * _\beta x) * _\alpha z. \]

Putting all together, we obtain

\[ [x, [y, z]_\alpha]_\beta + [y, [z, x]_\alpha]_\beta + [z, [x, y]_\alpha]_\beta + [x, [y, z]_\beta]_\alpha + [y, [z, x]_\beta]_\alpha + [z, [x, y]_\beta]_\alpha \]

\[ = x * _\alpha (y * _\beta z) - (x * _\alpha y) * _\beta z - y * _\beta (x * _\alpha z) + (y * _\beta x) * _\alpha z \]

\[ + y * _\alpha (z * _\beta x) - (y * _\alpha z) * _\beta x - (y * _\alpha x) * _\beta z + (z * _\beta y) * _\alpha x \]

\[ + z * _\alpha (x * _\beta y) - (z * _\alpha x) * _\beta y - x * _\beta (z * _\alpha y) + (x * _\beta z) * _\alpha y \]

\[ + x * _\beta (y * _\alpha z) - (x * _\beta y) * _\alpha z - y * _\alpha (x * _\beta z) + (y * _\alpha x) * _\beta z \]

\[ + y * _\alpha (z * _\beta x) - (y * _\alpha z) * _\beta x - z * _\alpha (y * _\beta x) + (z * _\alpha y) * _\beta x \]

\[ + z * _\beta (x * _\alpha y) - (z * _\beta x) * _\alpha y - x * _\alpha (z * _\beta y) + (z * _\alpha x) * _\beta y. \]

Since \((A, [\cdot, \cdot]_\omega \mid \omega \in \Omega)\) is a matching pre-Lie algebra, each row on the right hand side of the equation is zero, giving what we need. □

The following result provides the connection between compatible associative algebras and compatible Lie algebras.

We also note that, when the term compatible is replaced by matching in the theorem, the corresponding statement is not valid. Indeed, if \((A, [\cdot, \cdot]_\omega \mid \omega \in \Omega)\) is a matching associative algebra, we still get a compatible Lie algebra, not a matching Lie algebra.

**Theorem 4.17.** Let \((A, [\cdot, \cdot]_\omega \mid \omega \in \Omega)\) be a compatible associative algebras. Define a set of binary operations

\[ [\cdot, \cdot]_\omega : A \otimes A \to A, \quad [x, y]_\omega := x \cdot _\omega y - y \cdot _\omega x \text{ for all } x, y, z \in R, \omega \in \Omega. \]

Then the pair \((A, [\cdot, \cdot]_\omega \mid \omega \in \Omega)\) is a compatible Lie algebra.

**Proof.** It is sufficient to verify the coupling Jacobi identity. For \(x, y, z \in A, \alpha, \beta \in \Omega\), we have

\[ [x, [y, z]_\alpha]_\beta = [x, y \cdot _\alpha z - z \cdot _\alpha y]_\beta \]

\[ = x \cdot _\beta (y \cdot _\alpha z - z \cdot _\alpha y) - (y \cdot _\alpha z - z \cdot _\alpha y) \cdot _\beta x \]

\[ = x \cdot _\beta (y \cdot _\alpha z) - x \cdot _\beta (z \cdot _\alpha y) - (y \cdot _\alpha z) \cdot _\beta x + (z \cdot _\alpha y) \cdot _\beta x. \]

Also,

\[ [y, [z, x]_\alpha]_\beta = y \cdot _\beta (z \cdot _\alpha x) - y \cdot _\beta (x \cdot _\alpha z) - (z \cdot _\alpha x) \cdot _\beta y + (x \cdot _\alpha z) \cdot _\beta y, \]

\[ [z, [x, y]_\alpha]_\beta = z \cdot _\beta (x \cdot _\alpha y) - z \cdot _\beta (y \cdot _\alpha x) - (x \cdot _\alpha y) \cdot _\beta z + (y \cdot _\alpha x) \cdot _\beta z, \]

\[ [x, [y, z]_\beta]_\alpha = x \cdot _\alpha (y \cdot _\beta z) - x \cdot _\alpha (z \cdot _\beta y) - (y \cdot _\beta z) \cdot _\alpha x + (z \cdot _\beta y) \cdot _\alpha x, \]

\[ [y, [z, x]_\beta]_\alpha = y \cdot _\alpha (z \cdot _\beta x) - y \cdot _\alpha (x \cdot _\beta z) - (z \cdot _\beta x) \cdot _\alpha y + (x \cdot _\beta z) \cdot _\alpha y, \]

\[ [z, [x, y]_\beta]_\alpha = z \cdot _\alpha (x \cdot _\beta y) - z \cdot _\alpha (y \cdot _\beta x) - (x \cdot _\beta y) \cdot _\alpha z + (y \cdot _\beta x) \cdot _\alpha z. \]

Adding all the equations together, we obtain

\[ [x, [y, z]_\alpha]_\beta + [y, [z, x]_\alpha]_\beta + [z, [x, y]_\alpha]_\beta + [x, [y, z]_\beta]_\alpha + [y, [z, x]_\beta]_\alpha + [z, [x, y]_\beta]_\alpha \]
Now each row on the right hand side vanishes since \((A, \{, \omega | \omega \in \Omega\})\) is a compatible associative algebra. This gives what we need.
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