Predicting Diabetes in Patients with Metabolic Syndrome Using Machine-Learning Model Based on Multiple Years’ Data
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Purpose: To evaluate the performance of machine-learning models based on multiple years of continuous data to predict incident diabetes among patients with metabolic syndrome.

Patients and Methods: The dataset comprises the health records from 2008 to 2020 including 4510 nondiabetic participants with metabolic syndrome (MetS) at baseline and with at least 6 years of records. MetS was defined according to the International Diabetes Federation (IDF) criteria. Overall, 332 patients developed incident diabetes during the 7±1.4 years of follow-up. Three popular classification algorithms were evaluated on the dataset: logistic regression, random forest, and Xgboost. Five models including single-year models (year 1, year 2, and year 3) and multiple-year models (year 1–2 and year 1–3) were developed for each algorithm.

Results: The model performances improved with the increasing longitudinal dataset as the area under the receiver operating characteristic curve (AUROC) was boosted for both random forest (year 1–3: AUROC=0.893; year 3: AUROC=0.862; year 1–2: AUROC=0.847; year 2: AUROC=0.838) and Xgboost (year 1–3: AUROC=0.897; year 3: AUROC=0.833; year 1–2: AUROC=0.856; year 2: AUROC=0.823) model. In the multiple-year models, the highest fasting plasma glucose, followed by the mean or lowest level of HbA1c and BMI had the most important predictive value for the onset of diabetes. In the “1–3” year model, “delta weight” which reflects the fluctuations of yearly change of weight was the fourth-most important feature.

Conclusion: This study demonstrated improved performance with the accumulation of longitudinal data when using machine learning for diabetes prediction in MetS patients. For individuals with similar clinical parameters, the variation trends of these parameters could change the risk of future diabetes. This result indicated that models based on longitudinal multiple years’ data may provide more personalized assessment tools for risk evaluation.
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Introduction

Diabetes has become a major public health burden in China in the 21st century. The prevalence of diabetes in China had increased to 12.8% in 2017.1 Reportedly, China had the highest number of adults with diabetes (140.9 million) in 2021; this number has been projected to increase to 174 million by 2045.2 Since most patients have type 2 diabetes, which is preventable by early interventions, efficient identification of controllable risk factors is crucial to implement prevention and intervention strategies.

Metabolic syndrome (MetS) is defined as a cluster of risk factors for type 2 diabetes and atherosclerotic cardiovascular disease. MetS has become increasingly prevalent worldwide.3,4 Asians are generally considered to have a lower prevalence of MetS as reported to be 24% in China versus 33% in the USA.5,6 However, the MetS prevalence in China has doubled from 2002 to 2012,7 as economic development has changed the lifestyle both in urban and rural areas and...
resulted in more people being overweight. The rapidly increasing prevalence of MetS is leading to more cases of diabetes and medical costs. Lifestyle intervention was proven to be efficient for individuals with MetS to prevent the onset of diabetes, while unregulated MetS was the strongest risk for new-onset diabetes. More aggressive intervention should be carried out in the MetS population.

Traditional risk models have been developed to identify people at high risk and have shown a potential for detecting the onset of diabetes. Recently, the successful implementation of information technologies has enhanced the efficiency of the healthcare system. Machine-learning models have been used in the prediction of many common diseases. Numerous studies have utilized machine-learning techniques to predict the onset of diabetes and improve diagnostic accuracy. Machine-learning techniques have become a vital instrument in diabetes management for healthcare providers.

In previous studies that used the above-mentioned machine-learning methods, only “single time data” was used for the models, either for simultaneous diagnosis or for prediction of incident diabetes during follow-up. Only a few studies have used multiple years’ data or trends of variables to predict diabetes. To our knowledge, the history of lifestyle changes or different health trajectories may contribute to the risk of future diabetes. By using machine-learning methods with multiple years data, we could construct a more accurate model by taking trajectories into account for a more personalized assessment.

This study focused on individuals with MetS who were at relatively high risk of developing diabetes. By using multiple years’ data from the annual health examination database, machine-learning models for diabetes prediction were constructed and the prediction performance was compared between multiple-year and single-year models.

**Materials and Methods**

**Data Summary**

This study was conducted in the Health Management Center of Peking Union Medical College Hospital. All physical examination data from subjects were retrospectively gathered from 2008 to 2020 and securely stored in the Peking Union Medical College Hospital Health Management database (PUMCH-HM). The database comprised all participants’ annual examination records including demographic information, vital signs, laboratory tests, and medical history. The target population in this study were patients with MetS that was defined based on the International Diabetes Federation (IDF) criteria (Table 1). Diabetes was diagnosed based on one or more of the following criteria from the American Diabetes Association (ADA): fasting plasma glucose (FPG)≥7.0 mmol/L or glycated hemoglobin (HbA1c) ≥6.5% or self-reported diabetes diagnosis per healthcare professionals’ diagnosis. The inclusion criteria were: (1) no diabetes was detected when subjects were diagnosed with MetS in the first year, and (2) the participant had at least 6 years’ records in the dataset since the first year of MetS diagnosis. A total of 4510 participants (follow-up years: 7±1.4 years) were extracted from the database and 332 patients developed incident diabetes during the follow-up period. The dataset was comprised of 15 variables from three sessions: demographic information including age, sex, height, weight, body mass

| The Patient With MetS Should Meet At Least Any Three Of The Following Factors |  
|---|---|
| Waist circumference | Male≥90 cm; Female≥80 cm |
| Triglyceride | ≥1.7 mmol/L |
| High-density lipoprotein cholesterol | Male<1.03 mmol/L; Female<1.29 mmol/L |
| Blood pressure | Systolic blood pressure≥130 mmHg or Diastolic blood pressure≥85 mmHg or Medical history with high blood pressure |
| Fasting plasma glucose | ≥5.6 mmol/L or medical history with diabetes |
index (BMI), waist circumference (WC); vital signs including systolic blood pressure (SBP) and diastolic blood pressure (DBP); and laboratory tests including FPG, HbA1c, high-density lipoprotein cholesterol (HDL-C), low-density lipoprotein cholesterol (LDL-C), triglyceride (TG), thyroid-stimulating hormone (TSH), and uric acid (UA). The study was conducted in accordance with the Declaration of Helsinki and was approved by the Peking Union Medical College Hospital Ethics Committee. Informed consent was obtained from all patients included in the study.

The missing percentages of each variable were presented in Table 2. Three variables including WC, HbA1c, and TSH lost data above 30% because they were not collected during the annual health examination until 2014. HDL-C, LDL-C, and UA lost data from 1% to 10% mainly because some participants refused to test them. The other variables were missing at random due to human error and their missing percentages were below 1%.

### Data Processing
To begin with, it is crucial to impute the missing data, which is often present in medical records. Here, a random forest-based iterative imputation method was applied to the dataset.\(^2\)\(^3\) It starts with imputing missing values of the targeted column with the smallest number of missing values. The other non-targeted columns with missing values were initially imputed by the column mean for columns representing numerical variables and the column mode for columns representing categorical variables. Then, a random forest model was fitted in the imputer with the targeted column set as the outcome variable and the remaining columns set as predictors over the complete rows in the targeted column. Subsequently, the missing rows of the targeted columns were predicted using the rows of non-targeted columns as input data in the fitted random forest model. After that, the imputer proceeded to the next targeted column with the second smallest number of missing values in the dataset. The process repeated itself for each column with missing values over

| Variables       | Missing Percentage (%) |
|-----------------|------------------------|
| Age             | 0                      |
| Height (cm)     | 0.43                   |
| Weight (kg)     | 0.43                   |
| BMI (kg/m\(^2\))| 0.43                   |
| WC (cm)         | 41.10                  |
| SBP (mmHg)      | 0.46                   |
| DBP (mmHg)      | 0.47                   |
| HDL-C (mmol/L)  | 6.25                   |
| LDL-C (mmol/L)  | 2.33                   |
| TG (mmol/L)     | 0.53                   |
| FPG (mmol/L)    | 0.62                   |
| HbA1c (mmol/L)  | 38.68                  |
| TSH (mmol/L)    | 35.56                  |
| UA (mmol/L)     | 3.75                   |

**Abbreviations:** BMI, body mass index; WC, waist circumference; SBP, systolic blood pressure; DBP, diastolic blood pressure; FPG, fasting plasma glucose; HDL-C, high-density lipoprotein cholesterol; LDL-C, low-density lipoprotein cholesterol; TG, triglyceride; FPG, fasting plasma glucose; HbA1c, glycated hemoglobin; TSH, thyroid-stimulating hormone; UA, uric acid.
multiple iterations until it met the stopping criterion. This stopping criterion was governed by the difference between the imputed arrays over consecutive iterations.

After the imputation of missing data, the outliers were determined through the interquartile range (IQR) method. Q1 represents the 25th percentile and Q3 represents the 75th percentile. IQR is the difference between Q1 and Q3. For the outliers, they were located outside the range between (Q1-1.5*IQR) and (Q3+1.5*IQR). Then the data were also manually examined according to the benchmarks specified by healthcare professionals. This would produce a large bias without removing outliers before the next step, ie, normalization. As each variable has entirely different units and scales, the direct input of these variables into the model will lead to biased prediction results dominated by the variable with the largest variance. Therefore, a simple method of z-score normalization standard scaling was utilized for all the features, which essentially removes the mean and scales to the unit variance. To reflect the yearly fluctuation of all the variables during the follow-up period, multiple additional features named “delta_xx” for each variable were computed by applying the first-order differential equation over the longitudinal data. Moreover, categorical variables like sex were encoded as 0 for female and 1 for male.

Model Development
The patient was labeled as 1 (positive) if they were diagnosed with diabetes in the last record; otherwise, the patient was labeled as 0 (negative). Except for the categorical features of “sex” and “height” that will remain constant for each participant, the other predictor variables were derived from the statistical values of the other 13 numerical variables. The computation of statistics here contains the average, sum, variance, minimum, and maximum value for each year “1~n” data, where n was defined as the number of times of health records starting from the year with the diagnosis of MetS.

The dataset evaluated three popular classification algorithms: logistic regression, random forest, and Xgboost. With Python 3.8, all the classifiers were computed using fixed random state value to ensure consistent results. For logistic regression, the parameter “c” defining the relative strength of regularization was set as 1 and the regularization approach is “L2”. For random forest and Xgboost algorithm, the max depth for all trees was set as 6 in the forest and the number of trees was set as 50. As the dataset is significantly biased towards the negative subjects, random down-sampling was applied to the majority class to ensure the balance of the whole dataset. Then, the new dataset was randomly divided into the training (80%) and testing (20%) data. Then least absolute shrinkage and selection operator (LASSO) method was applied to rank the feature importance. The constant “alpha” that multiplies the L1 term was set as 1 in the LASSO model.

The model was developed to predict the probability of diabetes onset using the health data of the first 3 years. As shown in Figure 1, by using different sets of health data, we developed five models including the single-year models (year 1, year 2, and year 3) and multiple-year models (year 1–2 and year 1–3). All the classification models were individually assessed by using the area under the receiver operating characteristic curve (AUROC), recall (also known as sensitivity), and precision. These assessment variables were computed from the confusion matrix—a commonly used measure when solving classification problems. Four basic concepts that originated from the confusion matrix are true

![Figure 1](https://doi.org/10.2147/DMSO.S381146)
positives (TP), true negatives (TN), false positives (FP), and false negatives (FN). Precision is defined by the ratio TP/(TP+FP) measuring the model’s ability to accurately predict patients developing diabetes, while recall is defined as the ratio TP/(TP+FN) evaluating the ability of the model to label diabetes onset correctly among patients who indeed develop diabetes. F1 score is the harmonic mean of precision and recall, which gives a better measure of the incorrectly classified cases than the “accuracy” metric. A five-fold stratified cross-validation method was applied to all the classifiers for internal validation, which can avoid overfitting during the training process.

Statistical Analysis
The numerical variables at baseline were presented as mean ± standard deviation (SD) in the summary in Table 2. t-tests were performed for each variable between sub-groups where p<0.05 was counted as a statistically significant difference. All statistical analyses were achieved using Python 3.8. The classification models come from two well-built python packages: scikit-learn and Xgboost.

Results
Baseline Characteristics of the Patient Cohort
A total of 4510 patients with MetS were included in the analysis. According to the IDF criteria, the abnormal rate at baseline were WC=48.8%, TG=43.5%, HDL-C=39.4%, SBP/DBP=40.7%, and FPG=28%. In all, 332 patients developed diabetes at the end of the follow-up. All the variables between the two sub-groups exhibited significant differences (Table 3). It is evident that patients with diabetes presented higher FPG (6.43±1.11 mmol/L) and HbA1c (6.00±0.65%) than those without diabetes (FPG: 5.37±0.45 mmol/L; HbA1c: 5.47±0.30%).

Model Performance
The performance results for three single-year models and two multiple-year models are presented in Table 4 and Figure 2. Both random forest and Xgboost models over multiple-year data could achieve relatively high-performance results (mean AUROC>0.85 for two models), while the results from single-year data were slightly worse. Among the models applied to the multiple-year data, the best-performing model was Xgboost. The classification results for single-year data showed a different conclusion wherein the random forest model achieved the best performance (mean AUROC: 0.835±0.029, mean recall: 0.753±0.001, mean precision: 0.756±0.020, mean F1-score: 0.751±0.014). The combination of Xgboost model and year 1–3 dataset showed the best performance results (AUROC: 0.897, recall: 0.831, precision: 0.837, F1-score: 0.834). For both random forest and Xgboost single-year models, AUROC increased from year 1, to year 2, and to year 3 indicating that the latest data provided the best prediction power.

Longitudinal Data Comparison
Among all the datasets, the year 3 dataset presented the best average prediction results for all three models (mean AUROC: 0.841±0.018, mean recall: 0.760±0.031, mean precision: 0.784±0.013, mean F1-score: 0.768±0.021). The lowest recall (0.608) and precision (0.549) rates were both from the logistic regression model for the year 1–2 dataset. The model performances exhibited evident improvement with the increasing longitudinal dataset in general, as the AUROC improved with the addition of more data for both random forest (year 1–3: AUROC=0.893; year 3: AUROC=0.862; year 1–2: AUROC=0.847; year 2: AUROC=0.838) and Xgboost (year 1–3: AUROC=0.897; year 3: AUROC=0.833; year 1–2: AUROC=0.856; year 2: AUROC=0.823) models. The other evaluation parameters including recall rate, precision rate, and F1-score also demonstrated an obvious enhancement following the accumulation of longitudinal data.

Feature Importance for Risk Prediction
The feature importance of each dataset using LASSO was shown in Figure 3. Regardless of the dataset used, the top two features that most influenced the prediction results were FPG and HbA1c or related statistical features that make sense as they were used to define diabetes. In the multiple-year models, the highest FPG had the most important
### Table 3 Baseline Characteristics of Sub-Groups from Patient Cohorts

| Variables   | Patients With Diabetes | Patients Without Diabetes | P-value |
|-------------|------------------------|---------------------------|---------|
|             | Mean±SD                | Mean±SD                   |         |
| Age         | 55.71±14.60            | 47.06±13.01               | b       |
| Height (cm) | 167.22±9.15            | 168.94±8.91               | b       |
| Weight (kg) | 76.54±13.07            | 73.83±11.80               | b       |
| BMI (kg/m²) | 27.25±3.33             | 25.75±2.96                | b       |
| WC (cm)     | 91.46±9.31             | 87.43±8.52                | b       |
| SBP (mmHg)  | 135.27±17.80           | 125.52±15.44              | b       |
| DBP (mmHg)  | 79.55±10.73            | 76.76±9.82                | b       |
| HDLC (mmol/L)| 1.13±0.27             | 1.16±0.26                 | b       |
| LDL (mmol/L)| 3.20±0.85              | 3.19±0.77                 | a       |
| TG (mmol/L) | 2.22±2.22              | 1.90±1.36                 | b       |
| FPG (mmol/L)| 6.43±1.11              | 5.37±0.45                 | b       |
| HbA1c (mmol/L)| 6.00±0.65          | 5.47±0.30                 | b       |
| TSH (mmol/L)| 2.61±3.61              | 2.34±2.43                 | b       |
| UA (mmol/L) | 364.85±78.98           | 354.98±84.40              | b       |

Notes: *Represents P-value<0.05, †Represents P-value<0.01.

Abbreviations: BMI, body mass index; WC, waist circumference; SBP, systolic blood pressure; DBP, diastolic blood pressure; FPG, fasting plasma glucose; HDLC, high-density lipoprotein cholesterol; LDL, low-density lipoprotein cholesterol; TG, triglyceride; FPG, fasting plasma glucose; HbA1c, glycated hemoglobin; TSH, thyroid-stimulating hormone; UA, uric acid.

### Table 4 Performance Metrics of Machine-Learning Models Using Longitudinal Data

| Models           | AUROC | Recall | Precision | F1-Score |
|------------------|-------|--------|-----------|----------|
| **Year 1**       |       |        |           |          |
| Logistic Regression | 0.794 | 0.681 | 0.728     | 0.702    |
| Random Forest    | 0.804 | 0.747 | 0.737     | 0.738    |
| Xgboost          | 0.772 | 0.687 | 0.719     | 0.699    |
| **Year 2**       |       |        |           |          |
| Logistic Regression | 0.838 | 0.746 | 0.783     | 0.763    |
| Random Forest    | 0.838 | 0.747 | 0.752     | 0.748    |
| Xgboost          | 0.823 | 0.759 | 0.757     | 0.756    |
| **Year 3**       |       |        |           |          |
| Logistic Regression | 0.828 | 0.728 | 0.775     | 0.748    |
| Random Forest    | 0.862 | 0.774 | 0.778     | 0.766    |

(Continued)
predictive value for the onset of diabetes, followed by HbA1c and BMI. For both multi-year datasets, some features reflecting the fluctuations of yearly change exist among the top 15 features. For the year 1–2 dataset, the delta of UA ranked sixth, which provides another useful feature for diabetes prediction. The delta of weight ranked fourth in the year 1–3 dataset.

**Discussion**

To our knowledge, this is the first study to use multiple years’ data to predict the risk of diabetes for patients with MetS. The average AUROC for both random forest and Xgboost models could reach >0.80, indicating the sufficient performance of both classifiers. This study demonstrated overall improved performance metrics with the accumulation of longitudinal data.

Of all the longitudinal datasets used, Xgboost model performed best with the highest AUROC. It also presented greatly similar results in recall and precision rate, which can be considered a well-balanced model. Among the three models, Xgboost was the most sensitive classifier to the longitudinal dataset as its AUROC increased with the addition of more years’ data and presented the largest variances of AUROC derived from the 3 years. Random forest model, which presented the least variance with different longitudinal datasets, achieved the most stable classification results (AUROC=0.850±0.033) through different groups of datasets. Unlike the tree-based models, the logistic regression model worsened when adding more longitudinal data as multi-year dataset inputs more features into the model that may still cause overfit. The logistic regression model may not be a good classifier for the longitudinal dataset prediction. The evidence that gradual increment of performance variables from each single year may suggest that the closer to the outcome year, the more accurate the model can be.

The average performance metrics from multiple years’ data using random forest and Xgboost were better than those of each single year; this result has clearly shown the considerable benefit of using longitudinal data when predicting the onset of diabetes. Moreover, our results indicated that for individuals with similar clinical parameters, the variation trends of these parameters could change the risk of future diabetes. Models based on longitudinal multiple years’ data may provide more personalized assessment tools for risk evaluation. Our prediction models exhibited better results than some other longitudinal studies. For instance, Lai et al demonstrated that the Gradient Boost Model (GBM) was best with an AUROC of 0.847 for diabetes prediction.24 In a recently published 13 years’ longitudinal study, the cumulative exposure of 3 years before baseline was used to predict diabetes by COX regression and the AUC was 0.802.19

In both multiple-year models, we found that the highest FPG was the strongest predictor of diabetes, followed by the mean or lowest level of HbA1c and then, BMI. Decreased thyroid function (by TSH) was also a risk factor in
each single-year or multiple-year model except for the year 2 model. This result is consistent with current evidence that suggests an increased type 2 diabetes risk in people with hypothyroidism.\textsuperscript{25,26} When focusing on deltas that represent the trends of variables, we found that delta weight, delta TSH, delta UA, and delta TG were stronger predictors than delta FPG or HbA1c. Especially in the year 1–3 model, delta weight was the fourth-most important feature, suggesting that a history of gaining weight is the main risk factor for MetS patients to develop diabetes. The importance of weight loss for diabetes prevention has been proven in several prospective large-scale clinical trials such as the Diabetes Prevention Program (DPP), Finnish Diabetes Study, and the Da Qing Study.\textsuperscript{27–29} Our study provided a new perspective to include the history of weight loss or weight gain into the individualized risk of diabetes.

Our study is limited by its retrospective design and the sample size, as we focused on MetS patients having multiple years’ health records. Furthermore, our results need to be cautiously extrapolated to the general Chinese population, given that it is a single-center study, and the participants were mostly company employees with a relatively high socioeconomic status from North China. It is essential to validate our proposed model using an external dataset in the future. A good model with sufficient robustness can achieve similar results with various datasets.

Figure 2 ROC curves of the three models for all the datasets.

Notes: (A) the ROC curve of logistic regression for single-year models and multiple-year models; (B) the ROC curve of random forest for single-year models and multiple-year models; (C) the ROC curve of Xgboost for single-year models and multiple-year models.

Abbreviation: ROC, receiver operating characteristic.
Conclusion
To our knowledge, this is the first study to use machine-learning methods based on multiple years’ data to predict diabetes in MetS patients. This study demonstrated improved performance with the accumulation of longitudinal data. In the multiple-year models, fluctuation of weight and some biomarkers played certain roles. This showed that models based on longitudinal multiple years’ data may provide more personalized assessment tools for risk evaluation in MetS patients.
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