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We study the dynamics and statistics of the Rule 150 reversible cellular automaton (RCA). This is a one-dimensional lattice system of binary variables with synchronous (Floquet) dynamics, that corresponds to a bulk deterministic and reversible discretized version of the kinetically constrained “exclusive one-spin facilitated” (XOR) Fredrickson-Andersen (FA) model, where the local dynamics is restricted: a site flips if and only if its adjacent sites are in different states from each other. Similar to other RCA that have been recently studied, such as Rule 54 and Rule 201, the Rule 150 RCA is integrable, however, in contrast is noninteracting: the emergent quasiparticles, which are identified by the domain walls, behave as free fermions. This property allows us to solve the model by means of matrix product ansätze. In particular, we find the exact equilibrium and nonequilibrium stationary states for systems with closed (periodic) and open (stochastic) boundaries, respectively, resolve the full spectrum of the time evolution operator and, therefore, gain access to the relaxation dynamics, and obtain the exact large deviation statistics of dynamical observables in the long time limit.

I. INTRODUCTION

In this paper we study the Rule 150 reversible cellular automaton (RCA) any solve many of its dynamical properties exactly. The model is defined on a one-dimensional lattice of sites of binary variables with deterministic and reversible discrete classical “circuit” dynamics. The naming of this RCA is due to the classification introduced in Ref. [1], according to the specific dynamical rule.

The Rule 150 RCA is similar in many respects to other recently studied RCA, specifically, Rule 54 [2–13] (for a review see Ref. [14]) and Rule 201 [15, 16]: (i) its dynamics is defined in terms of local space and time reversible gates applied periodically (in this sense it can be thought of as driven Floquet system); (ii) the local dynamical rules impose kinetic constraints similar to those of known stochastic kinetically constrained models (KCM) [17–19]: particularly, variations of the Fredrickson-Andersen (FA) model: the “exclusive one-spin facilitated” FA (XOR-FA) model [20] in the case of Rule 150, and the “one-spin facilitated” FA (FA or OR-FA) [21] and “two-spin facilitated” FA (PXP or, simply, AND-FA) [22] models, respectively, for Rules 54 [6] and 201 [16]; and (iii) the Rule 150 RCA is integrable [24], but in contrast to Rules 54 and 201, its quasiparticles are noninteracting [8].

Properties (i) and (ii) mean that the Rule 150 RCA can alternatively be called the “Floquet-XOR-FA” model, as Rules 54 and 201 can, respectively, be called the Floquet-FA [7] and Floquet-PXP [16]. Property (iii) implies that we can readily solve the Rule 150 RCA exactly, whereby the noninteracting nature of the emergent quasiparticles makes the solutions simpler than those for Rules 54 and 201. This is precisely what we do here using matrix product ansätze. We consider the cases for periodic boundary conditions, for which the overall dynamics is completely deterministic, and open boundary conditions, where the dynamics becomes stochastic at the boundaries. We find the exact stationary states, for systems both in and out of equilibrium, obtain closed expressions for the complete spectrum of the Markov operator generating time evolution and, subsequently, resolve the relaxation dynamics, and compute the exact large deviation statistics for long time dynamical observables.

The study of RCA models like Rules 150, 54, and 201 relates to several other areas of interest. The first of these is slow dynamics due to physical constraints. Stochastic kinetically constrained models (KCM) [21–26] (for a detailed review, see Refs. [17–19]) are simple models for the kind of slow dynamically heterogeneous relaxation of classical glasses. Given that these RCA can be considered to be discrete, deterministic, and reversible counterparts to KCM, a natural question is to what extent they share features with those constrained models, for example, with the existence of phase transitions in their dynamical large deviations. This helps us to understand which properties are determined by kinetic constraints compared to those governed by the nature of the dynamics (e.g., stochastic vs. deterministic and integrable vs. ergodic). The second related area are “circuit” systems of the brick-wall type, where dynamics is defined in terms of local gates applied synchronously throughout the system. Recently, this has become a much studied problem in the fields of quantum many-body physics, where the gates correspond to either unitary or dissipative transformations, as the CA can be used as tractable systems to address questions regarding, for example, entanglement growth, localization, operator spreading, chaos, and integrability [27–35]. In particular, circuit models exhibiting space-time duality are specially amenable to analytic solutions [36–41]. The third related area is that of quantum KCM for the exploration of issues associated to quantum relaxation, nonergodicity, and nonthermal eigenstates [35–41].
The main objective of this paper is to provide a clear, comprehensive, and self-contained study of the dynamics of the Rule 150 RCA. The simplicity of the model allows us to present numerous exact results (e.g., the stationary states, dynamical spectrum, and large deviations) which, for the more complex Rules 54 and 201, required several separate articles. In that sense, this current paper serves as an entry point for studying integrable RCA. The paper is organized as so. In Section II we introduce the model and define the discrete dynamics. In Sections III and IV we find the exact solution for the stationary states under closed periodic and open stochastic boundary conditions. In Section V we obtain exact analytic expressions for the entire spectrum of the stochastic time evolution operator and study the relaxation dynamics of the system in both the thermodynamic and long time limits. Section VI then presents the exact dynamical large deviation statistics of the thermodynamic and long time limits. Section VII then provides our conclusions and several appendices contain miscellaneous other directly related results.

Note added: As this paper was being completed, Ref. [23] appeared proving that the Rule 150 RCA is Yang-Baxter integrable.

II. MODEL

In this section we introduce and define the model that we study throughout this paper.

A. Dynamics

We consider a system, defined on a (1+1)-dimensional discrete square space-time lattice of even size $2N$ of sites, $x = 1, \ldots, 2N$, of binary variables, $n_x = 0, 1$. At discrete time $t$, the configuration $\mathbf{n}^t$ of the system is represented by a binary string,

$$\mathbf{n}^t = (n^t_1, n^t_2, \ldots, n^t_{2N}) \in \{0, 1\}^{2N},$$

where the site $x$ at time $t$ is referred to as being empty (or unexcited) if $n^t_x = 0$ and occupied (or excited) if $n^t_x = 1$. We assume the system is initially closed and has periodic boundary conditions (PBC), imposed by identifying sites $n^t_{x+2N} \equiv n^t_x$.

The time evolution of the system is defined in discrete time and consists of two distinct time steps. In the first, $\mathbf{n}^{2t} \rightarrow \mathbf{n}^{2t+1}$, referred to as the even time step, only sites with even index are updated, that is, sites with odd index are left unaltered, whereas in the second, $\mathbf{n}^{2t+1} \rightarrow \mathbf{n}^{2t+2}$, the odd time step, only sites with odd index are updated. A full step of time evolution, $\mathbf{n}^{2t} \rightarrow \mathbf{n}^{2t+2}$, is then defined by the composition of an even and odd time step, respectively. This discrete staggered dynamics is generated by the local space-time (or “parity” [12]) mapping,

$$n^{t+1}_x = \begin{cases} f^t_x, & x + t = 0 \pmod{2}, \\ n^t_x, & x + t = 1 \pmod{2}, \end{cases}$$

where we have introduced the shorthand notation,

$$f^t_x = f(n^t_{x-1}, n^t_x, n^t_{x+1}),$$

(3)

to denote a three-site function acting on site $x$ at time $t$. The dynamics is given by the discrete, deterministic, and reversible Rule 150 reversible cellular automaton (RCA), identified by the local update rule,

$$f^t_x = n^t_{x-1} + n^t_x + n^t_{x+1} \pmod{2}.$$  

(4)

It is convenient to represent the time evolution of the lattice geometrically, as shown schematically in Figure 1. It then follows that the local update rule in Eq. (4) can be expressed diagrammatically, as illustrated in Figure 2, by representing the empty and occupied sites with white and black squares, respectively, where the squares on the left of each diagram correspond to the local subconfigurations of sites at time $t$, i.e., $(n^t_{x-1}, n^t_x, n^t_{x+1})$, while the squares on the right are the same subset of sites at $t+1$, that is, after the local update rule (4) acts on the triplet of sites, i.e., $(n^{t+1}_{x-1}, n^{t+1}_x, n^{t+1}_{x+1}) = (n^t_{x-1}, f^t_x, n^t_{x+1})$. In addition to efficiently representing the discrete dynamics of Rule 150, Figure 2 also illustrates the local symmetries exhibited by the model. Explicitly, a spatial-inversion symmetry,

$$f(n^t_{x-1}, n^t_x, n^t_{x+1}) = f(n^t_{x+1}, n^t_x, n^t_{x-1}),$$

(5)

a time-reversal symmetry,

$$n^t_x = f(n^t_{x-1}, f(n^t_{x-1}, n^t_x, n^t_{x+1}), n^t_{x+1}),$$

(6)

and a particle-hole symmetry,

$$f(n^t_{x-1}, n^t_x, n^t_{x+1}) = 1 - f(1 - n^t_{x-1}, 1 - n^t_x, 1 - n^t_{x+1}),$$

(7)

which respectively manifest through the invariance of the local dynamics under the exchange of sites $x-1 \leftrightarrow x+1$, times $t-1 \leftrightarrow t+1$, and variables $0 \leftrightarrow 1$.

From a dynamical perspective, the local update (4) can be understood as a kinetic constraint whereby a site flips if and only if one of the sites adjacent to it is empty, with the other occupied. We can, therefore, interpret Rule 150 as a discrete, deterministic, and reversible version of the “exclusive one-spin facilitated” Fredrickson-Andersen (or XOR-FA) model [8, 20, 21]. This contrasts the “one-spin facilitated” Fredrickson-Andersen (FA) model associated to the extensively studied Rule 54 RCA [2, 5, 11, 48]: a site can flip if either of its nearest neighbouring sites are occupied. As the map (4) is applied periodically, we refer to the dynamics as Floquet, hence, the Floquet-XOR-FA model.
The deterministic local function indicates whether the site has changed or not under the action of the rule.

**Figure 1. Time evolution.** Schematic representation of the discrete time evolution of $2N = 4$ sites of the lattice under one full step of time evolution (i.e., two successive time steps). In the first, the even time step, only sites with even indices are updated, while during the second, the odd time step, only odd indexed sites are updated. Blue and purple borders indicate which sites have been updated by the local three-site function $f_{3n}$ in the even and odd time steps, respectively.

**Figure 2. Rule 150.** Illustration of the Rule 150 cellular automaton, as defined in Eq. [4], where white and black squares represent empty and occupied sites, respectively. In each diagram, only the central site is updated; green and red borders indicate whether the site has changed or not under the action of the deterministic local function $f_{3n}$. Note also the discrete local symmetries of the model: spatial-inversion (“up-down”), time-reversal (“left-right”), and particle-hole (“black-white”).

### B. Statistical states

The **statistical states** of the system are defined as probability distributions over the set of configurations $\mathfrak{n}$, and are represented by vectors in $(\mathbb{R}^2)^{\otimes 2N}$,

$$p^t = \sum_n p_n^t e_n, \quad e_n = \bigotimes_{x=1}^{2N} e_{n_x},$$

where $e_0$ and $e_1$ are basis vectors in $\mathbb{R}^2$, and the nonnegative and normalized components,

$$p_n^t \geq 0, \quad \sum_n p_n^t = 1,$$

correspond to the probabilities of the configurations $\mathfrak{n}$ at time $t$, given by the binary representation of the integer, $n = \sum_{x=1}^{2N} 2^{2N-x} n_x$. The probabilities over the configurations can then be written equivalently as

$$p^t_n \equiv p^t_{n_1,n_2,...,n_{2N}}.$$  \hfill (10)

The time evolution of the statistical states is defined locally in terms of an $8 \times 8$ permutation matrix $U$ acting on the vector space $(\mathbb{R}^2)^{\otimes 3}$ (i.e., three sites of the lattice) that encodes the discrete update rule in Eq. [4].

$$[U]_{m_{x-1}m_xm_{x+1},n_{x-1}n_xn_{x+1}} = \delta_{m_{x-1},n_{x-1}} \delta_{m_x,f_s} \delta_{m_{x+1},n_{x+1}}.$$  \hfill (11)

Explicitly, the local time evolution operator is given by

$$U = \begin{bmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \end{bmatrix},$$

which we remark is symmetric and involutory and, therefore, orthogonal,

$$U = U^T = U^{-1}, \quad U^2 = I^{\otimes 3},$$

where $I$ is the $2 \times 2$ identity matrix acting on the elementary space $\mathbb{R}^2$ (i.e., a single site of the lattice).

The full time evolution of the state $p^t$ is then given by the discrete *Floquet master equation*,

$$p^{t+1} = \begin{cases} M_E p^t, & t \equiv 0 \pmod{2} \\ M_O p^t, & t \equiv 1 \pmod{2} \end{cases},$$

where $M_E$ and $M_O$ are products of local operators acting on even and odd sites on the even and odd time steps, respectively [cf. Eq. (2)],

$$M_E = \prod_{x=1}^{N} U_{2x}, \quad M_O = \prod_{x=1}^{N} U_{2x-1},$$

with the shorthand notation $U_x$ introduced to denote the local operator $U$ acting nontrivially on the site $x$,

$$U_x = I^{\otimes (x-2)} \otimes U \otimes I^{\otimes (2N-x-1)}.$$  \hfill (16)

Notice that whilst $U_x$ acts on just three adjacent sites of the lattice $(x-1,x,x+1)$ it only affects site $x$ and so satisfies the following compatibility conditions,

$$[U_{2x}, U_{2x+2}] = 0, \quad [U_{2x-1}, U_{2x+2j-1}] = 0,$$

which implies that the order in which the $U_x$ are applied in the even and odd time steps is irrelevant. Additionally, the discrete local symmetries of the update [4] guarantee that the time evolution operator $U$ satisfies the following symmetry conditions,

$$[U, J_S] = 0, \quad [U, J_T] = 0, \quad [U, J_P] = 0,$$  \hfill (18)
where the $8 \times 8$ matrices $J_S$, $J_T$, and $J_P$ are, respectively, the generators of the spatial-inversion, time-reversal, and particle-hole symmetries [cf. Eqs. (5), (9), and (7)], which are given explicitly in Appendix A. These subsequently manifest in the dynamics of the Floquet operator,

$$M \equiv M_O M_E,$$

in terms of a combination of a spatial-inversion and time-reversal symmetry, reminiscent of the associated symmetries of the local time evolution operator $U$, and a similar particle-hole symmetry. Explicitly,

$$[M, J_{ST}] = 0, \quad [M, J_T] = 0,$$

where $J_{ST} \equiv J_S J_T$ and $J_P$ are the respective generators of the symmetries. Moreover, the dynamics of the model exhibit a further number-parity symmetry,

$$[M, J_N] = 0,$$

which conserves the parity of the number of excited sites. For more details on the symmetries, see Appendix A.

C. Quasiparticles

The graphical representation for the model introduced in Figure 1 immediately offers an intuitive interpretation of the discrete dynamics in terms of up- and down-moving quasiparticles (see, e.g., Figure 3), which propagate ballistically with constant velocities of $v^\pm = \pm 1$ and interact trivially without scattering. We can, therefore, interpret the model as a discretized Fermi gas (i.e., an ensemble of noninteracting fermions in discrete space and time). The quasiparticles, or solitons, are identified as pairs of adjacent sites located at the interfaces between sets of empty and occupied sites (i.e., the domain walls), as highlighted in Figure 3. Specifically,

$$(0, 1) \equiv \begin{array}{c} \cdot \cdot \cdot \\ \hline \end{array}, \quad (1, 0) \equiv \begin{array}{c} \hline \cdot \cdot \cdot \end{array}.$$ (22)

Whether a quasiparticle is positive (i.e., an up-mover) or negative (i.e., down-mover) depends explicitly on the parity of the sum of the space and time indices, as succinctly detailed by the following expression,

$$(n_\downarrow x, 1 - n_\uparrow x) \equiv \begin{cases} \text{negative}, & x + t = 0 \pmod{2}, \\ \text{positive}, & x + t = 1 \pmod{2}. \end{cases}$$ (23)

It then follows that quasiparticles only collide if they have opposite velocities. Specifically, the interactions between quasiparticles are necessarily two-body, involving exactly one up-mover and one down-mover, and are given by the partial overlap of the subconfigurations representing the positive and negative quasiparticles. Explicitly,

$$(0, 1, 0) \equiv \begin{array}{c} \cdot \cdot \cdot \\ \hline \cdot \cdot \cdot \end{array}, \quad (1, 0, 1) \equiv \begin{array}{c} \hline \cdot \cdot \cdot \\ \cdot \cdot \cdot \end{array}.$$ (24)

The remaining sites between quasiparticles, namely, the subsets of empty and occupied sites,

$$(\ldots, 0, 0, \ldots) \equiv \begin{array}{c} \cdot \cdot \cdot \\ \hline \cdot \cdot \cdot \\ \hline \cdot \cdot \cdot \end{array}, \quad (\ldots, 1, 1, \ldots) \equiv \begin{array}{c} \hline \cdot \cdot \cdot \\ \cdot \cdot \cdot \\ \hline \cdot \cdot \cdot \end{array},$$ (25)

are then collectively referred to as vacua.

Due to the even system size $2N$ and PBC the numbers of positive and negative quasiparticles in a configuration are constrained and must satisfy the following identity,

$$N_n^+ - N_n^- = 0 \pmod{2},$$ (26)

where $N_n^+$ and $N_n^-$ count the total number of positive and negative quasiparticles, respectively, in the configuration $n$. To prove this, we introduce a graph representation for the lattice and demonstrate that all closed walks, which correspond to the configurations, are composed of cycles that necessarily satisfy the physical constraint (26). The details of this proof are presented in Appendix B.

III. EQUILIBRIUM STATIONARY STATES FOR PERIODIC BOUNDARY CONDITIONS

A particularly interesting family of macroscopic states are those invariant under time evolution. In this section, we consider the equilibrium stationary states (ESS). The
simplest class of ESS, as we will show, can be constructed by introducing a pair of chemical potentials associated to the quasiparticles of each species which are conjugate to the numbers of positive and negative quasiparticles that are conserved by the deterministic dynamics and periodic boundary conditions (PBC). We demonstrate that these stationary states correspond to generalized Gibbs states, which we show can be expressed in two equivalent forms. Namely, using a patch state ansatz (PSA) and as a matrix product state (MPS), as was done for Rule 54 in Refs. [2] and [11], respectively. The principal benefit of the PSA is in its intuitive construction, which only requires that the states be stationary and exhibit short-range correlations. Moreover, it facilities a rigorous derivation for an efficient MPS representation of the state, which manifests a highly versatile algebraic structure that explicitly demonstrates the stationarity of the states without relying on the prior equivalence to the PSA.

A. Patch state ansatz

Given the staggering of the discrete time evolution, we require the stationary states to map into themselves after a full step of time evolution (i.e., a consecutive even and odd time step). Therefore, each ESS is associated to two vectors, \( \mathbf{p} \) and \( \mathbf{p}' \), which correspond to the even and odd time steps, respectively,

\[
M_E \mathbf{p} = \mathbf{p}', \quad M_O \mathbf{p}' = \mathbf{p}.
\]  

(27)

For systems with PBC, the dynamics is reversible and so the conditions for time invariance (27) can be recast as

\[
M_E \mathbf{p} = M_O \mathbf{p}.
\]  

(28)

We now propose the following patch state ansatz, similar to those introduced for Rule 54 [2] and Rule 201 [15], for the components \( p_n \) of the stationary state \( \mathbf{p} \), that can be straightforwardly demonstrated to be the simplest ansatz of this form. Namely, the staggered product of 2N rank 2 tensors exhibiting short-range correlations,

\[
p_n = \frac{1}{Z} (X_{n_1, n_2} Y_{n_2, n_3} \cdots X_{n_{2N-1}, n_{2N}} Y_{n_{2N}, n_1}),
\]  

(29)

where \( X_{n_1, n_2+1} \) and \( Y_{n_1, n_2+1} \) are the rank 2 tensors to be determined, and \( Z \) is the partition function given by the normalization.

In order to ensure that the stationarity condition (27) is satisfied, the following equality must hold for each and every configuration \( n \),

\[
X_{n_1, f_2} Y_{f_2, n_3} \cdots X_{f_{2N-1}, f_2} Y_{f_{2N}, n_1} = X_{f_1, n_2} Y_{n_2, f_3} \cdots X_{f_{2N-1}, n_{2N}} Y_{n_{2N}, f_1}.
\]  

(30)

For \( N > 1 \), this set of equations is highly degenerate and overdetermined, and simplifies to the following conditions for the scalar components,

\[
X_{00} Y_{00} = X_{11} Y_{11}, \quad X_{01} Y_{10} = X_{10} Y_{01}.
\]  

(31)

We recall that the probabilities \( p_n \) are normalized by the partition function \( Z \) and so we are free to set \( X_{00} Y_{00} = 1 \) which, together with Eq. (31), implies

\[
X_{00} Y_{00} = X_{11} Y_{11} = 1.
\]  

(32)

Furthermore, we note that the scalar components are determined up to the following gauge transformation,

\[
X_{n_z, n_{z+1}} \mapsto g_{n_z} X_{n_z, n_{z+1}} h_{n_{z+1}}^{-1}, \quad Y_{n_z, n_{z+1}} \mapsto h_{n_z} Y_{n_z, n_{z+1}} g_{n_{z+1}}^{-1},
\]  

(33)

which, together with the normalization in Eq. (32), allows us to choose the following gauge,

\[
X_{00} = Y_{00} = X_{01} = Y_{01} = 1.
\]  

(34)

Combining the solutions to the system of equations (31) with the chosen normalization (32) and gauge (34) yields the following two-parameter family of solutions,

\[
X_{00} = 1, \quad Y_{00} = 1, \\
X_{01} = 1, \quad Y_{01} = 1, \\
X_{10} = \xi \omega, \quad Y_{10} = \xi \omega, \\
X_{11} = \omega, \quad Y_{11} = \frac{\xi}{\omega},
\]  

(35)

where \( \xi \) and \( \omega \) are spectral parameters which, due to the nonnegativity and normalizability of the probabilities \( p_n \), are strictly positive (i.e., \( \xi, \omega \in \mathbb{R}^+ \)).

The conditions for stationarity (27), together with the solutions (35) imply that \( \mathbf{p}' \), that is, the stationary state associated with the odd time step, takes on a form similar to \( \mathbf{p} \), but with the patch tensors exchanged. Explicitly,

\[
p_n' = \frac{1}{Z} (Y_{n_1, n_2} X_{n_2, n_3} \cdots Y_{n_{2N-1}, n_{2N}} X_{n_{2N}, n_1}).
\]  

(36)

We remark that interchanging the roles of the patch state tensors \( X_{n_z, n_{z+1}} \leftrightarrow Y_{n_z, n_{z+1}} \) is equivalent to exchanging the spectral parameters \( \xi \leftrightarrow \omega \), and, therefore the states \( \mathbf{p} \leftrightarrow \mathbf{p}' \). Hence, the PSA preserves the symmetry of the model, specifically, shifting the state one site in space is equivalent to evolving the state one step in time.

B. Conserved charges

The parametrization chosen for the tensors in Eq. (35) is arbitrary. However, these solutions exhibit a physically intuitive form, whereby the spectral parameters \( \xi \) and \( \omega \) can be expressed in terms of thermodynamic quantities,

\[
\xi = \exp(-\mu^+), \quad \omega = \exp(-\mu^-),
\]  

(37)

with \( \mu^\pm \) the chemical potentials associated to the positive and negative quasiparticles, respectively. To demonstrate this, we utilise the gauge freedom to transform the patch
It follows from Eq. (23) that the number of each species of quasiparticle within a configuration $n$ can equivalently be written as extensive sums over probability components $p_n$ of the stationary states $\mathbf{p}$ can be distributed according to a grand canonical ensemble,

$$p_n = \frac{1}{Z} e^{N^+_n \xi - N^-_n \omega},$$

(40)

where the numbers of positive and negative quasiparticles $N^+_n$ in the configurations $\mathbf{n}$ can be calculated directly by taking the logarithmic derivatives of the (unnormalized) probability components $p_n$ of the PSA. Explicitly,

$$N^+_n = \frac{d}{d \ln \xi} \ln \prod_{x=1}^{N} X_{n_{2x-1},n_{2x}},$$

$$N^-_n = \frac{d}{d \ln \omega} \ln \prod_{x=1}^{N} Y_{n_{2x},n_{2x+1}},$$

(41)

which can equivalently be written as extensive sums over the locally conserved charges as

$$N^+_n = \sum_{x=1}^{N} \frac{d}{d \xi} X_{n_{2x-1},n_{2x}},$$

$$N^-_n = \sum_{x=1}^{N} \frac{d}{d \omega} Y_{n_{2x},n_{2x+1}}.$$

(42)

It follows straightforwardly that the positive and negative quasiparticles are exactly the elementary local charges of the Floquet-XOR-FA model. Still, they do not represent a complete set of local charges. Indeed, it can be readily shown that PSA tensors with ranks $r > 2$ yield similarly conserved charges that correspond to localized groups of noninteracting quasiparticles of the same species. Solving an equivalent set of equations to Eq. (30), explicitly,

$$p_n = \frac{1}{Z} \left( X_{n_1,\ldots,n_r} Y_{n_2,\ldots,n_{r+1}} \cdots Y_{n_{2N-1},n_{2N}} \right),$$

(43)

we observe that the Floquet-XOR-FA model possesses an exponential number of locally conserved charges, as can be seen in Table I. We can then immediately deduce that

| $r$ | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
|-----|---|---|---|---|---|---|---|---|
| $#_r$ | 2 | 2 | 4 | 4 | 8 | 8 | 16 | 16 |

Table I. **Locally conserved charges.** The number of locally conserved charges $#_r$, with support $r$, obtained numerically by solving the sets of equations in Eq. (43) with rank $r$ tensors.

the number of groups of noninteracting quasiparticles of the same species with support $r$, denoted by $#_r$, reads

$$#_r = 2 \sum_{k=1}^{\lfloor \frac{r}{2} \rfloor} \left( \lfloor \frac{r}{2} \rfloor - 1 \right) = 2 \left( 2^{\lfloor \frac{r}{2} \rfloor - 1} \right) = 2^{\lfloor \frac{r}{2} \rfloor},$$

(44)

where $k$ counts the number of quasiparticles of the same species in the localized group with support $r$. Intuitively, this can be understood simply as following directly from the physical properties of the quasiparticles. Specifically, the expression for $#_r$ counts the total number of ways of arranging $k$ quasiparticles of the same species of size 2 on $r$ sites for $k = 1, \ldots, \lfloor \frac{r}{2} \rfloor$ for each species of quasiparticle.

### C. Matrix product ansatz

As with Rules 54 \[4\] and 201 \[16\], the stationary states can equivalently be expressed in terms of \textit{matrix product states},

$$p_n = \frac{1}{Z} \text{Tr}(V_{n_1} W_{n_2} \cdots V_{n_{2N-1}} W_{n_{2N}}),$$

(45)

where $V_{n_x}$ and $W_{n_x}$ are matrices to be determined, and $Z$ is the partition function. In order to efficiently derive the exact MPS construction and present the versatile algebraic cancellation scheme that explicitly demonstrates the stationarity of the states, it will prove convenient to introduce the following vectors of matrices, which correspond to the physical sites of the lattice,

$$v_x = \begin{bmatrix} V_0 \\ V_1 \end{bmatrix}, \quad w_x = \begin{bmatrix} W_0 \\ W_1 \end{bmatrix}. $$

(46)

Using these vectors of matrices, we can compactly rewrite the stationary state $\mathbf{p}$ using \textit{tensor product notation},

$$\mathbf{p} = \frac{1}{Z} \text{Tr}[v_1 w_2 \cdots v_{2N-1} w_{2N}],$$

(47)

where the subscripts denote which elementary space $\mathbb{R}^2$, i.e., which site $x$ of the lattice, of the tensor product the vector is an element of. Formally, Eq. (47) reads,

$$\mathbf{p} = \frac{1}{Z} \text{Tr}(\mathbf{v} \otimes \mathbf{w} \otimes \cdots \otimes \mathbf{v} \otimes \mathbf{w}),$$

(48)

however, we choose to use explicit notation with the site subscripts for clarity.
In order to exactly construct the MPS from the PSA, we introduce a two-dimensional auxiliary space which allows us to define $V_{n_0}$ and $W_{n_0}$ as $2 \times 2$ matrices, whose nonzero components are given by the PSA tensors,

$$
\begin{align*}
[V_{n_0}]_{n_x, n_{x+1}} &= X_{n_x, n_{x+1}}, \\
[W_{n_0}]_{n_x, n_{x+1}} &= Y_{n_x, n_{x+1}},
\end{align*}
$$

(49)

which gives the following general class of $2 \times 2$ matrices,

$$
\begin{align*}
V_0 &= \begin{bmatrix} X_{00} & X_{01} \\ 0 & 0 \end{bmatrix}, & W_0 &= \begin{bmatrix} Y_{00} & Y_{01} \\ 0 & 0 \end{bmatrix}, \\
V_1 &= \begin{bmatrix} 0 & 0 \\ X_{10} & X_{11} \end{bmatrix}, & W_1 &= \begin{bmatrix} 0 & 0 \\ 0 & Y_{10} \end{bmatrix}.
\end{align*}
$$

(50)

Note that, by construction, Eq. (49) ensures equivalence between the MPS and PSA representations of the ESS,

$$
\text{Tr}(V_{n_1} \cdots V_{n_2N}) = X_{n_1, n_2} \cdots Y_{n_{2N}, n_1}.
$$

(51)

Explicitly, the matrices $V_{n_x}$ and $W_{n_x}$ read

$$
\begin{align*}
V_0 &= \begin{bmatrix} 1 & \xi \\ 0 & 0 \end{bmatrix}, & W_0 &= \begin{bmatrix} 1 & \omega \\ 0 & 0 \end{bmatrix}, \\
V_1 &= \begin{bmatrix} 0 & 0 \\ \xi & 1 \end{bmatrix}, & W_1 &= \begin{bmatrix} 0 & 0 \\ \omega & 1 \end{bmatrix}.
\end{align*}
$$

(52)

While the stationarity of the state $p$ is directly implied by the equivalence between the two representations, the MPS is unique in that it exhibits an algebraic structure that allows us to explicitly demonstrate the stationarity. Namely, the matrices satisfy a cubic algebraic relation,

$$
U_x [v_{x-1} w_x v_{x+1}] = v_{x-1} S v_x w_{x+1},
$$

(53)

which compactly encodes the matrix product identities,

$$
V_{n_x-1} W_{n_x} V_{n_x+1} S = V_{n_x-1} S V_{n_x} W_{n_x+1},
$$

(54)

obtained by explicitly writing out the physical space vectors in terms of their auxiliary space matrices. Here, we have introduced the delimiter matrix

$$
S = \begin{bmatrix} 1 & -\xi \omega \\ -\omega \xi & 1 - \xi \omega \end{bmatrix},
$$

(55)

which is defined by the bulk algebraic relations (54), with the parameters $s^\pm$ equal to either of the spectral parameters (i.e., $s^+ = \xi$ or $\omega$ and $s^- = \xi$ or $\omega$). We can easily demonstrate that the inverse of the delimiter matrix $S$ is given by exchanging the spectral parameters,

$$
S^{-1}(\xi, \omega) \equiv S(\omega, \xi).
$$

(56)

Noticing that the MPS bulk matrices $V_{n_x}$ and $W_{n_x}$ are similarly given by an exchange of parameters,

$$
W_{n_x}(\xi, \omega) = V_{n_x}(\omega, \xi),
$$

(57)

immediately implies a dual relation,

$$
U_x [w_{x-1} S^{-1} w_x v_{x+1}] = w_{x-1} v_x w_{x+1} S^{-1},
$$

(58)

which explicitly encodes the following identities

$$
W_{n_x-1} S^{-1} W_{n_x} V_{n_x+1} = W_{n_x-1} V_{n_x} W_{n_x+1} S^{-1}.
$$

(59)

Before setting $s^\pm$, we must consider the cases $\xi \to 1$ and $\omega \to 1$ where the delimiter matrix and its inverse are not well defined. However, we can trivially demonstrate that the matrix products $V_{n_x} S$ and $W_{n_x} S^{-1}$ are well defined and finite in the limits $\xi \to 1$ and $\omega \to 1$, respectively, if $s^- = \xi$. The following discussion, therefore, holds for all $\xi, \omega \in \mathbb{R}^+$, as required (55). From here, we are free to set $s^+ = \xi$ such that the matrix products trivialise,

$$
V_{n_x} S = W_{n_x}, \quad W_{n_x} S^{-1} = V_{n_x}.
$$

(60)

For the special case where $\xi = \omega = 1$, the states $p$ and $p'$ converge to the maximum entropy state: the state for which the probabilities of every configuration are equally likely. In this limit, the MPS representation for the ESS simplifies, as detailed in Appendix C.

Akin to the situation for the PSA, the stationary state $p'$, corresponding to the odd time step, takes an identical form to the even time step stationary state $p$, but with the spectral parameters exchanged $\xi \leftrightarrow \omega$ which equates to exchanging the physical space vectors $v_x \leftrightarrow w_x$,

$$
p' = \frac{1}{Z} \text{Tr} [w_1 v_2 \cdots w_{2N-1} v_{2N}].
$$

(61)

Explicitly, the components $p'_n$ of the ESS $p'$ read

$$
p'_n = \frac{1}{Z} \text{Tr} (W_{n_1} V_{n_2} \cdots W_{n_{2N-1}} V_{n_{2N}}).
$$

(62)

The stationarity conditions (27) then follow directly from the algebraic relations in Eqs. (53) and (58).

To prove the first of the conditions (27), we insert $S S^{-1}$ between the matrices $V_{n_1}$ and $W_{n_1}$ and apply the local time evolution operator $U_{2N}$ whilst utilising (54),

$$
M_{EP} = U_{2} \cdots U_{2N} \text{Tr} [v_1 S^{-1} w_2 \cdots v_{2N-1} w_{2N}],
$$

(63)

$$
= U_{2} \cdots U_{2N-2} \text{Tr} [w_1 S^{-1} v_2 \cdots v_{2N-1} S v_{2N}].
$$

We then continually apply the local time evolution operators $U_x$, in order, each shifting the delimiter matrix $S$ two sites to the left, until we are left with the following,

$$
M_{EP} = U_{2} \text{Tr} [w_1 S^{-1} v_2 w_3 S v_4 \cdots w_{2N-1} v_{2N}],
$$

(64)

where, to obtain the second equality, we utilised the dual-relation in Eq. (55), together with the property that the time evolution operators are involutory (i.e., $U^2 = I$). Noting that extracting the product $S^{-1} S$ yields the ESS $p'$ proves the stationarity in Eq. (27). The second condition then follows directly from the first by taking advantage of Eqs. (56) and (57).
D. Partition function

As demonstrated in Sec. III A, the components of the stationary states \( p_n \) are distributed according to a simple grand canonical ensemble,

\[
p_n = \frac{1}{Z} \exp(-\mu^+ N^+_n - \mu^- N^-_n),
\]

where the spectral parameters \( \xi \) and \( \omega \) are given in terms of the chemical potentials \( \mu^\pm \) associated to the numbers of quasiparticles \( N^\pm_n \) in the configuration \( \eta_n \) \[27\]. It then follows directly from the normalization of the MPS representation of the state \( \mathbf{p} \), that the corresponding grand canonical partition function can be written as a sum over the trace of the product of the MPS auxiliary matrices. That is,

\[
Z = \sum_n \text{Tr}(W_{n_1} W_{n_2} \cdots W_{n_{2N}}) \equiv \text{Tr}(\mathbf{T}^N),
\]

where, to obtain the second expression, we have used the linearity of the trace, and for ease of notation, introduced the transfer matrix \( \mathbf{T} \), defined as the sum of all products of auxiliary matrices on two adjacent sites,

\[
\mathbf{T} = (\mathbf{V}_0 + \mathbf{V}_1)(\mathbf{W}_0 + \mathbf{W}_1) = \begin{bmatrix} 1 + \xi \omega & \omega + \xi \\ \omega + \xi & 1 + \xi \omega \end{bmatrix}.
\]

Similarly, it follows directly from the normalization of Eq. \[40\] that \( Z \) can equivalently be expressed explicitly in terms of a sum over the spectral parameters exponentiated by their respective quasiparticle numbers,

\[
Z = \sum_{n \in \mathbb{N}^\pm} \xi^{N^+_n} \omega^{N^-_n} \equiv \sum_{N^\pm} \Omega(N, N^+, N^-) \xi^{N^+_N} \omega^{N^-_N},
\]

where, in the second expression, we have introduced the counting function \( \Omega \) which counts the number of distinct configurations with \( N^+ \) positive and \( N^- \) negative quasiparticles. More precisely, \( \Omega \) takes the following combinatoric form,

\[
\Omega(N, N^+, N^-) = 2 \binom{N}{N^+_N} \binom{N}{N^-_N}.
\]

Additionally, we have introduced the shorthand notation for the index of summation \( N^\pm \) to denote the set of pairs of numbers of positive and negative quasiparticles that satisfy the constraint \[26\], imposed by the even system size and PBC, and the following inequalities manifesting from the finite size of the quasiparticles,

\[
0 \leq N^\pm \leq N,
\]

which are implicitly given by the following binomial identity, \( \binom{n}{n-k} = 0 \). To prove that Eq. \[69\] really counts the total number of configurations of even size \( 2N \) with \( N^+ \) positive and \( N^- \) negative quasiparticles, it is sufficient to show that the two forms of the grand canonical partition function \[66\] and \[68\] are equivalent. An explicit proof of this equivalence, as well as a qualitative derivation of the counting function from physical arguments, is given in Appendix D.

In the thermodynamic limit (i.e., \( N \to \infty \)), the expression for the grand canonical partition function in Eq. \[68\] can be rewritten in terms of an integral over the densities of positive and negative quasiparticles,

\[
n^\pm \equiv \lim_{N \to \infty} \frac{N^\pm}{N},
\]

such that it reads

\[
Z \equiv \lim_{N \to \infty} Z = \int_0^1 dn^+ dn^- \exp(-N F),
\]

where \( F \) can be interpreted as a free energy density. More precisely, the free energy density is defined as

\[
F = \mu^+ n^+ + \mu^- n^- - S,
\]

where the entropic term \( S \) corresponds to an entropy density, which comes from the counting of degenerate configurations (i.e., states with equivalent numbers of positive and negative quasiparticles) and is obtained by applying the Stirling approximation to Eq. \[69\]. Explicitly,

\[
S = -(n^+ \ln n^+ + (1 - n^+) \ln (1 - n^+))
- n^- \ln n^- + (1 - n^-) \ln (1 - n^-),
\]

which has the form of an entropy density of mixing of the quasiparticles, subject to the constraints \[26\] and \[70\].

IV. NONEQUILIBRIUM STATIONARY STATES FOR STOCHASTIC BOUNDARY CONDITIONS

As demonstrated in Sec. III, the dynamics of the model with PBC is entirely deterministic and reversible, and is integrable (i.e., the system exhibits conserved quantities, possesses an algebraic geometry, and is exactly solvable), which necessarily implies that the system is nonergodic. The configuration space is reducible under the dynamics and is composed of dynamically disconnected subspaces (i.e., the orbits, or trajectories, of the dynamical system). The number of ESS of the periodic system is, therefore, numerous and highly degenerate. To make the dynamics ergodic we impose stochastic boundary conditions (SBC) by considering a chain of finite size coupled to stochastic reservoirs that inject and eject quasiparticles, as was done for Rule 54 (see Refs. \[2\]–\[4\]) and Rule 201 (see Ref. \[16\]). We start by taking the MPS representation of the ESS for a system with PBC and use it to express the probability distribution of a finite subsection of the chain in the large system size, or thermodynamic, limit (i.e., \( N \to \infty \)). We demonstrate that the resulting state can be understood as a nonequilibrium stationary state (NESS) of the finite Markov chain with stochastic boundaries that create and destroy the quasiparticles with rates compatible with the
chemical potentials $\mu^\pm$ of the Gibbs state in Sec. III. We proceed to show that the generator of the dynamics (i.e., the Markov operator) is irreducible and aperiodic, which implies the uniqueness of the NESS, and the asymptotic approach towards it from any initial state. The dynamics is, therefore, ergodic and mixing.

### A. Asymptotic states

We consider a closed system of even size $2M$ with PBC that is assumed to be in an ESS given by the parameters $\xi$ and $\omega$ as in Sec. III. The stationary probability of a subsection of the chain of even length $2N \leq 2M$ are then given by summing over the probabilities corresponding to the configurations with the same $2N$ sites,

$$P_n^{(2M)} = \sum_{n_{2N+1}, \ldots, n_{2M}} \frac{1}{Z} \text{Tr} (V_{n_1} \cdots V_{n_{2N}}).$$

(75)

Utilising the transfer matrix $T$, defined as the sum of all products of matrices on two adjacent sites [see Eq. (67)], the state vectors $p^{(2M)}$ can be written succinctly as

$$p^{(2M)} = \frac{\text{Tr} (v_1 w_2 \cdots v_{2N-1} w_{2N} T^{M-N})}{\text{Tr} (T^M)}.$$  

(76)

We then define the state of the subsystem, of fixed even size $2N$, as the large system size limit (i.e., $M \to \infty$) of the probability distribution $p^{(2M)}$,

$$p = \lim_{M \to \infty} p^{(2M)} = \frac{\langle l | v_1 w_2 \cdots v_{2N-1} w_{2N} | r \rangle}{\chi^N \langle l | r \rangle},$$

(77)

where $p$ denotes the asymptotic probability distribution of the open subsystem of size $2N$. Here, we have introduced $\chi$ which denotes the leading eigenvalue of $T$ with $|r\rangle$ and $\langle l |$ the corresponding right and left eigenvectors,

$$T |r\rangle = \chi |r\rangle, \quad \langle l | T = \chi \langle l |.$$  

(78)

Explicitly, the leading eigenvalue is given by

$$\chi = (1 + \xi)(1 + \omega),$$

(79)

while the associated right and left eigenvectors read

$$|r\rangle = r \begin{bmatrix} 1 \\ 1 \end{bmatrix}, \quad \langle l | = l \begin{bmatrix} 1 & 1 \end{bmatrix},$$

(80)

where $r$ and $l$ are scalars determined by the normalization [n.b., the transfer matrix is symmetric (i.e., $T = T^T$), so the leading right and left eigenvectors are equivalent up to an arbitrary scalar]. Note that the leading eigenvalue is the largest solution of the characteristic polynomial,

$$\chi^2 - 2(1 + \xi\omega)\chi + (1 - \xi^2)(1 - \omega^2) = 0,$$

(81)

which for $\xi, \omega \in \mathbb{R}^+$ is the only real root greater than 1.

We similarly define the odd state $p'$ as the asymptotic form of the primed probability distribution, which takes the same form as $p$, but with the spectral parameters exchanged (i.e., $\xi \leftrightarrow \omega$). In particular,

$$p' = \frac{\langle l' | w_1 v_2 \cdots w_{2N-1} v_{2N} | r' \rangle}{\chi^N \langle l' | r' \rangle},$$

(82)

where $|r'\rangle$ and $\langle l' |$ are the (leading) right and left eigenvectors of the primed transfer matrix $T'(\xi, \omega) = T(\omega, \xi)$, respectively, defined as

$$|r'(\xi, \omega)\rangle = |r(\omega, \xi)\rangle, \quad \langle l'(\xi, \omega) | = \langle l(\omega, \xi) |.$$  

(83)

Explicitly,

$$|r'\rangle = r' \begin{bmatrix} 1 \\ 1 \end{bmatrix}, \quad \langle l' | = l' \begin{bmatrix} 1 & 1 \end{bmatrix},$$

(84)

where $r'(\xi, \omega) = r(\omega, \xi)$ and $l'(\xi, \omega) = l(\omega, \xi)$. Note that the transfer matrix is invariant under the exchange of the parameters $\xi \leftrightarrow \omega$, namely, $T = T'$ and, therefore, so are the leading eigenvalue and eigenvectors (similarly, up to an arbitrary scalar). We remark that the expressions for the asymptotic probability distributions, $p$ and $p'$, hold for all finite subsections of the periodic chain that start at odd sites, at even and odd times, respectively. For the case where the first site of the subsection is even, we need to exchange the spectral parameters, which, as shown in Sec. III C, is equivalent to exchanging the physical space vectors $v_x \leftrightarrow w_x$.

### B. Compatible boundaries

Alternatively, the asymptotic probability distributions $p$ and $p'$ can be understood as the NESS of a boundary driven system whereby time evolution is deterministic in the bulk and stochastic at the boundaries. In particular, during the even time step, the sites $n_1, n_2, \ldots, n_{2N-1}$ are updated deterministically by the bulk matrices $U_x$, while the site $n_{2N}$ is updated stochastically by the right boundary matrix $R_{2N}$,

$$M_E = R_{2N} \prod_{x=1}^{N-1} U_{2x}.$$  

(85)

Similarly, for the odd time step, the evolution of the sites $n_2, n_3, \ldots, n_{2N}$ is deterministic, whilst site $n_1$ is updated stochastically by the left boundary matrix $L_1$,

$$M_O = L_1 \prod_{x=1}^{N-1} U_{2x+1}.$$  

(86)

To ensure that only sites $n_1$ and $n_{2N}$ are updated stochastically by $L_1$ and $R_{2N}$, the boundary matrices must satisfy the following compatibility conditions,

$$[L_1, U_3] = 0, \quad [R_{2N}, U_{2N-2}] = 0,$$

(87)

which are analogous to the conditions in Eq. (17). We can interpret the action of the boundary propagators equivalently, by imagining we temporarily append a virtual site
to the edge of the lattice, in a state that depends on the configuration of the boundary site and its neighbour, and then updating the three sites deterministically according to Eq. (4), as demonstrated in Figure 4. Explicitly, the components of the local boundary propagators \( R \) and \( L \), which are given by

\[
R_{2N} = \Gamma^{(2N-2)} \otimes R, \quad L_1 = L \otimes \Gamma^{(2N-2)},
\]

(88)
can be parametrized as

\[
R_{(m_3,m_4),(n_3,n_4)} = \sum_{n_5=0}^{1} \delta_{m_3,n_3} \delta_{m_4,f_1} R_{m_3,n_4,n_5},
\]

(89)
\[
L_{(m_1,m_2),(n_1,n_2)} = \sum_{n_0=0}^{1} \delta_{m_1,f_1} \delta_{m_2,n_1} L_{n_0,n_1,n_2},
\]

where, to improve readability, we have set \( N = 2 \) for \( R \). The boundary matrices, therefore, read

\[
R = \begin{bmatrix}
R_{000} & R_{011} \\
R_{010} & R_{110} \\
R_{100} & R_{111}
\end{bmatrix},
\]

(90)
\[
L = \begin{bmatrix}
L_{000} & L_{110} \\
L_{101} & L_{100} \\
L_{001} & L_{111}
\end{bmatrix},
\]

with the scalar quantities \( R_{n_3,n_4,n_5}, L_{n_0,n_1,n_2} \in (0,1) \) the conditional probabilities of the virtual sites being \( n_5 \) and \( n_0 \), respectively, given that the sites at the right and left boundaries are \( (n_3, n_4) \) and \( (n_1, n_2) \). We can equivalently interpret the components of \( R \) and \( L \) as the conditional probabilities of either creating or destroying negative and positive quasiparticles at the boundaries, given the state of \( (n_3, n_4) \) and \( (n_1, n_2) \), respectively. For example, \( R_{001} \) can be understood to be the conditional probability of creating a negative quasiparticle at the right boundary given that the pair of sites \( (n_3, n_4) = (0,0) \), while \( L_{110} \) is the conditional probability of destroying a negative quasiparticle, or equivalently not creating a positive quasiparticle, at the left boundary given that \( (n_1, n_2) = (1,0) \).

To ensure that the asymptotic probability distribution vectors \( p \) and \( p' \) are indeed stationary states under the stochastic time evolution, the conditions for stationarity in Eq. (27) must hold. Specifically,

\[
M_{E} p = p', \quad M_{O} p' = p.
\]

(91)

In addition to the bulk algebraic relations \( \{53,58\} \) and \( \{53,58\} \), the probability states \( \{77,82\} \) must also satisfy appropriate boundary relations to guarantee that Eq. (91) is met. In particular, for the even time step, the following boundary relations must hold,

\[
\langle l | V_1 S \rangle = \frac{1}{\Gamma_R} \langle l' | W_1 \rangle, \quad \langle l | V_{2N} W_{2N} r \rangle = \Gamma_R V_{2N-1} S V_{2N} r, \]

(92)

while for the odd time step, we have

\[
\langle l' | W_1 V_2 \rangle = \Gamma_L \langle l' | W_2 S^{-1} \rangle, \quad \langle l' | W_{2N} S^{-1} r' \rangle = \frac{1}{\Gamma_L} \langle l' | W_{2N} r \rangle,
\]

(93)

where the scalar parameters \( \Gamma_R \) and \( \Gamma_L \) ensure the MPS is normalized and satisfies the fixed point condition \( \{91\} \). Immediately, we impose that the right and left boundary matrices must be left stochastic, more precisely, each and every column of \( R \) and \( L \) must sum to unity, implying

\[
\sum_{n_5=0}^{1} R_{n_3,n_4,n_5} = \sum_{n_0=0}^{1} L_{n_0,n_1,n_2} = 1,
\]

(94)

which reduces the \( 4 \times 4 \) stochastic matrices \( R \) and \( L \) to two nondeterministic \( 2 \times 2 \) blocks of two parameters per boundary propagator.

Substituting the boundary ansatz \( \{89\} \) into the system of equations for the even time step \( \{92\} \) yields the following matrix product identities,

\[
\langle l | V_{n_2} S \rangle = \frac{1}{\Gamma_R} \langle l' | W_{n_1} \rangle, \quad \sum_{n_5=0}^{1} R_{n_3,n_4,n_5} V_{n_2} W_{f_4} r = \Gamma_R V_{n_3} S V_{n_4} r',
\]

(95)

where, for readability, we have again set \( N = 2 \). Solving separately these equations, whilst taking into account the normalization \( \{94\} \), returns the following expressions for the components of the right boundary propagator,

\[
R_{001} = \xi \theta_0, \quad R_{011} = \frac{\xi - \omega}{\xi + \omega} + \theta_0, \quad R_{110} = \xi \theta_1, \quad R_{100} = \frac{\xi - \omega}{\xi + \omega} + \theta_1,
\]

(97)

where \( \theta_0 \) and \( \theta_1 \) are the free parameters corresponding to
the two nondeterministic blocks of $\mathbf{R}_{2N}$, with the boundary vector normalization given by

$$\frac{r}{r'} = \Gamma_R, \quad \frac{l}{l'} = \frac{1}{\Gamma_L}. \quad (98)$$

Similarly, substituting the ansatz into the equations for the odd time step gives the following identities,

$$\sum_{n_0=0}^{1} L_{n_0,1,n_2} \langle l' | \mathbf{W}_1 \mathbf{V}_n \mathbf{w}_2 = \Gamma_L \langle l | \mathbf{V}_1 \mathbf{w}_n \mathbf{w}_2, \quad (99)$$

$$\mathbf{w}_n \mathbf{w}_2^{-1} | r' = \frac{1}{\Gamma_L} \mathbf{w}_n | r', \quad (100)$$

which, after solving, return the following expressions for the left boundary propagator components,

$$L_{100} = \omega \vartheta_0, \quad L_{110} = \frac{\omega - \xi}{\omega(1 + \xi)} + \vartheta_0, \quad L_{011} = \omega \vartheta_1, \quad L_{001} = \frac{\omega - \xi}{\omega(1 + \xi)} + \vartheta_1, \quad (101)$$

where $\vartheta_0$ and $\vartheta_1$ are the corresponding left boundary free parameters, with the normalization reading

$$\frac{r}{r'} = \Gamma_R \frac{1 + \xi}{1 + \omega}, \quad \frac{l}{l'} = \frac{1}{\Gamma_L} \frac{1 + \omega}{1 + \xi}. \quad (102)$$

Equating the expressions for the boundary parameters in Eq. (98) and (102) then necessarily implies that

$$\Gamma_R = 1, \quad \Gamma_L = \frac{1 + \omega}{1 + \xi}. \quad (103)$$

At this point, we are free to choose specific values for the normalization parameters that satisfy Eq. (83) and set

$$\Gamma_R = 1, \quad \Gamma_L = \frac{1 + \omega}{1 + \xi}. \quad (104)$$

such that the right and left boundary vectors read,

$$| r' \rangle \equiv | r' \rangle = \frac{1}{\sqrt{1}}, \quad \langle l' \rangle \equiv \langle l' \rangle = [1 ~ 1]. \quad (105)$$

The solutions in Eqs. (97) and (101) constitute the most general form for the boundary propagators $\mathbf{R}_{2N}$ and $\mathbf{L}_1$, where the asymptotic probability distributions $\mathbf{p}$ and $\mathbf{p}'$ in Eqs. (77) and (82) are exactly the fixed points. Notice, however, that the stochastic parameters $\theta_0, \theta_1, \vartheta_0, \vartheta_1$ are not completely arbitrary as the elements of the boundary matrices must be appropriately bounded and the spectral parameters must be strictly nonnegative and equal at the right and left boundary. A particularly convenient choice for the parametrization is achieved by setting

$$\theta_0 \equiv \theta_1 = \frac{\omega}{\xi(1 + \omega)}, \quad \vartheta_0 \equiv \vartheta_1 = \frac{\xi}{\omega(1 + \xi)}. \quad (106)$$

as it facilitates the following summary for the conditional probabilities at the boundaries,

$$R_{n_3,n_4,n_5} = \frac{p_{n_3,n_4,n_5,0} + p_{n_3,n_4,n_5,1}}{p_{n_3,n_4}}, \quad (107)$$

$$L_{n_0,n_1,n_2} = \frac{p_{n_0,n_1,n_2} + p_{n_0,n_1,n_2}}{p_{n_0,n_1,n_2}}, \quad (108)$$

which is comparable to the identities obtained for Rule 54 (see, e.g., Refs. [13, 23]) and, similarly, for Rule 201 (see Ref. [16]). Explicitly, the probability of finding the virtual sites at the right and left boundaries in the states $n_5$ and $n_0$, respectively, given that the pairs of adjacent spins are in the configurations $(n_3, n_4)$ and $(n_1, n_2)$, that is, $R_{n_3,n_4,n_5}$ and $L_{n_0,n_1,n_2}$ is equivalent to the conditional probability of finding the three sites in the configurations $(n_3, n_4, n_5)$ and $(n_0, n_1, n_2)$, given the states of the sites $(n_3, n_4)$ and $(n_1, n_2)$. The asymptotic distributions $\mathbf{p}$ and $\mathbf{p}'$ can then equally be interpreted as the nonequilibrium stationary states of a boundary driven system.

While the solutions in Eqs. (97) and (101) are general, they are not completely arbitrary. By this, we mean that the parameters $\theta_0, \theta_1, \vartheta_0, \vartheta_1$ cannot take arbitrary values, in particular, for given values of the spectral parameters $\xi, \omega \in \mathbb{R}^+$, the parameters $\theta_0, \theta_1, \vartheta_0, \vartheta_1$ must take values such that the conditional probabilities are appropriately bounded, namely, $R_{n_3,n_4,n_5}$ and $L_{n_0,n_1,n_2} \in (0, 1)$. Requiring this puts additional constraints on the boundary matrices $\mathbf{R}$ and $\mathbf{L}$. Explicitly, it demands that the matrix elements $R_{n_3,n_4,n_5}$ and $L_{n_0,n_1,n_2}$ obey the particle-hole symmetry of the model (see Sec. [1] for details and Appendix [2] for a proof),

$$R_{n_3,n_4,n_5} = R_{n_3,1-n_4,1-n_5}, \quad (109)$$

which immediately implies the equivalence of the free parameters of the right and left boundaries,

$$\theta_0 = \theta_1, \quad \vartheta_0 = \vartheta_1. \quad (109)$$

In order to guarantee the consistency of the solutions in Eqs. (97) and (101) (i.e., the equivalence of the spectral parameters $\xi$ and $\omega$ at the right and left boundaries), we eliminate the free parameters $\theta_0$ and $\vartheta_0$ by equating the expressions at the right and left boundaries, respectively, and subsequently solve for the spectral parameters which yields the following unique nontrivial solution,

$$\xi = R_{001}(1 - L_{110}) + (1 - R_{001})L_{100}, \quad \omega = \frac{R_{011}(1 - L_{110}) + (1 - R_{011})L_{100}}{L_{100}(1 - R_{001}) + (1 - L_{100})R_{001}}. \quad (110)$$

which can be easily verified to be appropriately bounded, that is, $\xi, \omega \in \mathbb{R}^+$ for any $R_{n_3,n_4,n_5}$ and $L_{n_0,n_1,n_2} \in (0, 1)$, as required. Remarkably, this solution is equivalent to that obtained by the parametrization introduced in Eq. (106). This can be proven straightforwardly by substituting the conditional probabilities (107) directly into the solutions for the spectral parameters (110).
C. Statistical independence

The asymptotic probability distributions (77) and (82) admit a remarkable factorization property similar to that of Rule 54 [43]. In particular, the conditional probability of observing site 2\(N\) in the state \(n_{2N}\), given the previous \(2N-1\) sites \((n_1, \ldots, n_{2N-1})\), depends only on the state of the last two sites \((n_{2N-1}, n_{2N})\). Explicitly,

\[
\frac{p_{n_1, \ldots, n_{2N}}}{p_{n_1, \ldots, n_{2N-1}}} = \frac{p_{n_{2N-1}n_{2N}}}{p_{n_{2N-1}}},
\]

\[
\frac{p'_{n_1, \ldots, n_{2N}}}{p'_{n_1, \ldots, n_{2N-1}}} = \frac{p'_{n_{2N-1}n_{2N}}}{p'_{n_{2N-1}}}. \tag{111}
\]

Analogously, the conditional probability of finding site 1 in the state \(n_1\), given the next \(2N-1\) sites \((n_2, \ldots, n_{2N})\), depends only on sites \((n_1, n_2)\). Namely,

\[
\frac{p_{n_1, \ldots, n_{2N}}}{p_{n_1, \ldots, n_{2N-1}}} = \frac{p_{n_1, n_2}}{p_{n_2}},
\]

\[
\frac{p'_{n_1, \ldots, n_{2N}}}{p'_{n_1, \ldots, n_{2N-1}}} = \frac{p'_{n_1, n_2}}{p'_{n_2}}. \tag{112}
\]

An explicit proof of these equalities, which follow directly from the definitions of the MPS matrices \(V_{n_x}\) and \(W_{n_x}\), as well as formal definitions of the asymptotic conditional probabilities are presented in Appendix E.

An important consequence of this factorization of the asymptotic conditional probabilities (77) and (82) is the statistical independence of quasiparticles. Namely, in the stationary state, the probability of observing a quasiparticle at any given site of the lattice is the same at every site, independent of the positions of other quasiparticles. Let the conditional probability of encountering a positive or negative quasiparticle at any given pair of sites, given the state of either site, be denoted by \(p^+\) and \(p^-\), respectively. Then, in terms of the asymptotic probabilities, we can express these now well-defined quantities as

\[
p^+ = \frac{p_{10}}{p_0} = \frac{p_{01}}{p_1} = \frac{p_{10}}{p_1} = \frac{\xi}{1 + \xi}, \tag{113}
\]

\[
p^- = \frac{p'_{10}}{p'_0} = \frac{p'_{01}}{p'_1} = \frac{p'_{10}}{p'_1} = \frac{\omega}{1 + \omega}. \tag{114}
\]

which are identical to the expressions in Eq. (107) for the conditional probabilities of encountering quasiparticles at the left and right boundaries, respectively. In particular, let us denote the conditional probability of introducing a positive quasiparticle at the left boundary given the state of site \(n_0\) by \(L^+\), specifically,

\[
L^+ = L_{100} = 1 - L_{110}, \tag{115}
\]

and that of a negative quasiparticle at the right boundary given \(n_{2N+1}\) by \(R^-\), that is,

\[
R^- = R_{001} = 1 - R_{011}. \tag{116}
\]

It then follows directly from (107) that

\[
L^+ = \frac{\xi}{1 + \xi} = p^+, \quad R^- = \frac{\omega}{1 + \omega} = p^- \tag{117}
\]

Note that the conditional probabilities \(p^+\) and \(p^-\) provide an equivalent parametrization for the stationary states as their relation to the spectral parameters can be inverted. Explicitly,

\[
\xi = \frac{p^+}{1 - p^+}, \quad \omega = \frac{p^-}{1 - p^-}. \tag{118}
\]

In addition, \(p^+\) and \(p^-\) exhibit a notable thermodynamic property, which is obtained by substituting the relations for the spectral parameters in Eq. (37), in terms of their associated chemical potentials, into Eqs. (113) and (114). Doing so yields

\[
p^\pm = \frac{1}{\exp(\mu^\pm) + 1}, \tag{119}
\]

which can be immediately identified as being exactly the Fermi-Dirac distributions of the quasiparticles.

D. Irreducibility and aperiodicity

To prove that the NESS (177) is unique and asymptotically approached from any initial state requires we show that the Markov operator \(M\) is irreducible and aperiodic (cf. Theorem 1 in Ref. [2]). As per the Perron-Frobenius theorem [44], this amounts to demonstrating that, firstly, for any two basis states \(e_n\) and \(e_m\) (i.e., configurations \(n\) and \(m\)) there exists a nonnegative integer \(T\) such that

\[
e_m \cdot M^T e_n > 0, \tag{120}
\]

and, secondly, for the case where \(e_m \equiv e_n\) that the greatest common divisor of the set of \(T\) is unity.

To prove the irreducibility, we recall that the dynamics in the bulk is deterministic. Therefore, every positive and negative quasiparticle in the system propagates towards the right and left boundary, respectively. In contrast, the boundary dynamics is stochastic and so we are effectively free to choose the values of the sites \(n_1\) and \(n_{2N}\) for every state between \(e_n\) and \(e_m\). Now, consider the sequence of configurational states,

\[
e_n^0 \to e_n^1 \to \cdots \to e_n^{2T-1} \to e_n^{2T}, \tag{121}
\]

connected by the Markov operator \(e_n^{t+1} \cdot M e_n^t > 0\) where \(e_n^0 \equiv e_n\) and \(e_n^{2T} \equiv e_m\), and with \(T\) counting the number of full time steps between states \(e_n\) and \(e_m\). For the first part of the sequence, we argue that we can set the values of the virtual sites \(n_0\) and \(n_{2N+1}\) so that they eject each and every quasiparticle from the initial state \(e_n\). Indeed, by recalling that the quasiparticles propagate ballistically with velocities of \(v^\pm = \pm 1\) and interact trivially without scattering (i.e., are noninteracting), then after an integer
number of full time steps \( t_+ \leq 2N \) we are guaranteed to be in the vacuum state [i.e., either the state \((0, \ldots, 0)\) or \((1, \ldots, 1)\)], irrespective of the initial state \( e_m \). We do so with the following rules for the virtual sites,

\[
n_0^i = n_1^{i-1}, \quad n_{2N+1}^i = n_{2N}^{i-1}.
\]

(122)

For the second part of the sequence in Eq. [121], we need to show that we can set the values of the virtual sites such that the quasiparticles are injected, so that after an integer number of full time steps \( t_- \leq 2N \) we obtain the state \( e_m \). To achieve this we exploit the time reversibility of the bulk dynamics and site freedom of the boundaries to get to the vacuum state from the final state \( e_m \), but with time evolution inverted. In particular, we apply the following rules,

\[
n_0^i = n_1^{i+1}, \quad n_{2N+1}^i = n_{2N}^{i+1}.
\]

(123)

Due to the nonnegativity of the Markov matrix elements, and the sequence that connects the initial and final states \( e_m \) and \( e_n \) in \( T = t_+ + t_- \leq 4N \) full time steps, we have that \( e_m \cdot \text{M}^2 e_n \) is nonvanishing for any arbitrary states \( e_n \) and \( e_m \), thus, proving the irreducibility of \( \text{M} \).

To show the aperiodicity, we recall that we are free to remain in either vacuum state for an indefinite number of full time steps \( t_0 \). Consequently, \( T \) can take any integer value in the closed interval \([t_+ + t_- , t_+ + t_+ + t_-] \) which implies that the greatest common divisor of the set of \( T \) has to be unity. That is,

\[
gcd\{t_+ + t_0 + t_-\} = 1,
\]

(124)

for \( t_0 \in \mathbb{N} \). This, therefore, proves the aperiodicity of \( \text{M} \). For an illustrative explanation of the proof see Figure 5.

V. SPECTRUM AND RELAXATION DYNAMICS

In Sec. IV we demonstrated that the deterministic and reversible dynamics with PBC could be made ergodic by considering a finite subsection of the chain in the infinite size limit, which effectively imposed SBC. The resulting state could then be understood as a NESS. In this section we generalise the results above to study the bulk dynamics and site freedom of the boundaries considering a finite subsection of the chain in the infinite size limit, which effectively imposed SBC. The resulting state could then be understood as a NESS. In this section we generalise the results above to study the bulk dynamics and site freedom of the boundaries.

We are interested in obtaining exact analytic solutions to the eigenvalue equation for the Markov operator,

\[
\text{Mp} = \Lambda \text{p},
\]

(125)

which we can conveniently separate into a pair of coupled linear equations for the even and odd time steps,

\[
\text{M}_E \text{p} = \Lambda_R \text{p}', \quad \text{M}_O \text{p}' = \Lambda_L \text{p},
\]

(126)

with the eigenvalue of the Markov operator \( \text{M} \) factorizing as \( \Lambda = \Lambda_L \Lambda_R \). Here, the stochastic matrices \( \text{M}_E \) and \( \text{M}_O \) are defined as in (85) and (86), respectively, however, for simplicity and without loss of generality, we assume that the constraints imposed on the boundary matrices \( \text{R} \) and \( \text{L} \), by the normalization (94) and symmetry (108), apply implicitly, such that we have

\[
\text{R} = \begin{bmatrix}
1 - \alpha & \beta \\
\alpha & 1 - \beta \\
1 - \beta & \alpha \\
\beta & 1 - \alpha
\end{bmatrix}, \quad \text{L} = \begin{bmatrix}
1 - \gamma & \delta \\
\gamma & 1 - \delta \\
1 - \delta & \gamma \\
\delta & 1 - \gamma
\end{bmatrix},
\]

(127)

where \( \alpha, \beta, \gamma, \delta \in (0, 1) \) are boundary driving parameters (i.e., conditional probabilities) that determine the rate at which the quasiparticles are either created or destroyed. For example, \( \alpha \) and \( \delta \) respectively denote the conditional probability that a negative quasiparticle is injected at the right boundary and ejected at the left boundary.

It can be straightforwardly demonstrated that solving the eigenvalue equation (125) provides access to the full relaxation dynamics of the model, as the probability for a given state \( \text{p}' \) at time \( t \) can be written explicitly in terms of the eigenvalues \( \Lambda_j \) and corresponding eigenvectors \( \text{p}_j \). In particular, we can write

\[
\text{p}' = \sum_{j=0}^{2N-1} c_j \Lambda_j^t \text{p}_j,
\]

(128)

where \( c_j \) are coefficients that depend on the initial state. In Sec. IV, we proved that the Markov operator \( \text{M} \) is
irreducible and aperiodic for arbitrary nontrivial driving parameters $0 < \alpha, \beta, \gamma, \delta < 1$. The Perron-Frobenius theorem \cite{14}, therefore, guarantees that the unique eigenvector $p_0$, associated to the eigenvalue $\Lambda_0 = 1$, namely, the NESS, does not decay in time while the eigenvectors $p_j$ for $j > 0$ exponentially decay as their associated eigenvalues are bounded within the unit circle by $|\Lambda_j| < 1$. We refer to these eigenvectors as decay modes as they encode the time evolution of any initial state towards the NESS in the asymptotic limit.

**B. Decay modes**

We begin by presenting the ansatz for the eigenvectors of the zeroth orbital of the Markov operator $M$, in terms of a simple staggered MPS which reads

$$p = \langle L | v_1 w_2 \cdots v_{2N-1} w_{2N} | R \rangle,$$  \hspace{1cm} (129)

$$p' = \langle L' | w'_1 v'_2 \cdots w'_{2N-1} v'_{2N} | R' \rangle,$$  \hspace{1cm} (130)

where $v_x$ and $w_x$ are the vectors of matrices $M$ that we showed satisfy the bulk algebraic relations $[53]$ and $[58]$.

To ensure that the states $p$ and $p'$ in Eqs. (129) and (130) satisfy the coupled eigenvalue equations in Eq. (126), we additionally require that the following modified boundary algebraic relations hold for the row vectors $\langle L |$ and $\langle L' |$, and column vectors $| R \rangle$ and $| R' \rangle$,

$$\langle L | v_1 S = \langle L' | w_1,$$  \hspace{1cm} (131)

$$R_{2N} \left[v_{2N-1} w_{2N} | R \right] = \Lambda_R v_{2N-1} S w_{2N} | R',$$  \hspace{1cm} (132)

$$L_1 \left[\langle L' | w_1 v_2 \right] = \Lambda_L \langle L | v_1 w_2 S^{-1},$$  \hspace{1cm} (133)

$$w_{2N} S^{-1} | R' \rangle = w_{2N} | R \rangle,$$  \hspace{1cm} (134)

where $S$ is the delimiter matrix $[55]$ and $S^{-1}$ its inverse. We can readily verify that these algebraic relations solve the staggered eigenvalue equations (126) by substituting the ansatz into either of the equations and applying the appropriate relations to transform $p \leftrightarrow p'$. In particular, to obtain $p$ from $p'$, we first write out $M_0 p'$ in terms of the matrix product $[86]$ and ansatz (130). Applying the operator $L_1$ and utilising the boundary relation (133), we introduce the delimiter matrix inverse $S^{-1}$ on the left, as well as the parameter $\Lambda_L$. We then repeatedly apply $U_x$ to the odd sites of the chain (i.e., sites $n_3, n_5, \ldots, n_{2N-1}$).

Figure 5. Irreducibility and aperiodicity. Illustrative explanation of the idea of the proof of irreducibility and aperiodicity of the Markov operator $M$. Each and every configuration is connected via a walk of at least $T = t_+ + t_0 + t_-$ time steps where $t_+, t_0,$ and $t_-$ denote the number of full time steps taken to reach the vacuum from $e_n \equiv e^0_n$, reach $e_n \equiv e^T_n$ from the vacuum, and waited in the vacuum, respectively. In the example given, the states $e^n_0$ and $e^{2T}_n$ are connected in at least $T = 12$ full time steps. At the start of the walk (i.e., $t = 0, \ldots, t_+)$ the virtual sites, shown in blue, are set to causally destroy quasiparticles by taking the values of past boundary sites, specifically, with the rule $n_0 = n_1^{-1}$ and $n_{2N+1} = n_{2N}^{-1}$. In contrast, at the end of the walk (i.e., $t = t_+ + t_0, \ldots, t_+ + t_0 + t_-$) the virtual sites, colored purple, are chosen to causally create quasiparticles by taking the values of future sites, that is, $n_0 = n_1^{+1}$ and $n_{2N+1} = n_{2N}^{+1}$. Consequently, there always exists an integer $T = t_+ + t_-$ such that $e^{n}_n \cdot M^T e_n > 0$ for any arbitrary states $e_n$ and $e_m$, hence, the Markov operator $M$ is irreducible. Finally, we consider the middle of the walk (i.e., $t = t_+ + t_0$) where the virtual sites take the values of present boundary sites, explicitly, $n_0 = n_1$ and $n_{2N+1} = n_{2N}$. This necessarily implies that the system can remain in either vacuum state for any integer number of full time steps $t_0 \in \mathbb{N}$ which guarantees that gcd$(t_+ + t_0 + t_-) = 1$ and, therefore, proves that the Markov operator $M$ is aperiodic.
using the bulk relation (58), which shifts $S^{-1}$ to the right, two sites at a time. Finally, we eliminate $S^{-1}$ with (134) to yield $\Lambda_L p$. The other condition for the even time step then follows analogously. As an example, we consider the transformation $p \to p'$ for $N = 3$,

$$
M_E p = U_2 U_4 R_6 \langle L | v_1 w_2 v_3 w_4 v_5 w_6 | R \rangle = \Lambda_R U_2 \langle L | v_1 w_2 v_3 w_4 v_5 w_6 | R' \rangle = \Lambda_R \langle L | v_1 S v_2 w_3 v_4 w_5 v_6 | R' \rangle = \Lambda_R \langle L' | v_1 w_2 v_3 v_4 w_5 v_6 | R' \rangle = \Lambda_R p'.
$$

Figure 6. **Orbitals.** Spectrum of the Markov operator $M$ for a system of even size $2N = 16$ with $\alpha = 3/5$, $\beta = 7/8$, $\gamma = 8/9$, and $\delta = 4/7$. The black dots mark the numerical solutions computed by exact diagonalization. The colored circles (see legend) then denote the analytic results for the orbital $p$ eigenvalues $\Lambda$ obtained from the conjectured expressions (166). The dark blue circles represent the roots $\lambda$ of the quadratic characteristic polynomials (148), which are precisely the eigenvalues of the zeroth orbital. The dashed blue curves denote the circles with radii $r = 1$ and $r = |\mu|$, which, together with the dotted blue curves of radii $r = |\eta \pm \sqrt{\eta^2 - \mu^2}|$, bound the sets of eigenvalues generated by the momentum parameter $z$ (164). In the thermodynamic limit $N \to \infty$, the purple curve, which corresponds to the algebraic curve bounding the eigenvalues of the orbital associated to the leading decay modes, converges to the unit circle, where the spectral gap that characterizes the relaxation dynamics of the system scales with $1/N$. 


Solving separately the equations for the right boundary conditions, we obtain the following pair of solutions, identical up to a sign, for the spectral parameters,

\[
\xi = \sigma \frac{\Lambda_R - (1 - \alpha)}{\beta}, \\
\omega = \sigma \frac{\Lambda_R (1 - \beta) - (1 - \alpha - \beta)}{\Lambda_R \beta},
\]

(136) and (137) with \(\sigma = \pm 1\) and associated right boundary vectors,

\[
|R\rangle = R \left[ \frac{1}{\sigma} \right], \quad |R'\rangle = R \frac{1 + \sigma \omega}{1 + \sigma \xi} \left[ \frac{1}{\sigma} \right],
\]

(138) where \(R\) is a scalar that determines the normalization of the solutions of the right boundary. Similarly solving the left boundary equations (131) and (132) then returns an equivalent pair of solutions for the spectral parameters,

\[
\xi = \tau \frac{\Lambda_L (1 - \delta) - (1 - \gamma - \delta)}{\Lambda_L \delta}, \\
\omega = \tau \frac{\Lambda_L - (1 - \gamma)}{\delta},
\]

(139) and (140) with \(\tau = \pm 1\) and left boundary vectors,

\[
\langle L\rangle = L \left[ 1, \tau \right], \quad \langle L'\rangle = L \left[ 1, \tau \right],
\]

(141) with \(L\) the corresponding scalar determining the normalization of the left boundary solutions. In order to obtain solutions that are consistent with the results in Secs. III and IV, we choose to set

\[
R = \frac{1}{1 + \sigma \omega}, \quad L = 1,
\]

(142) such that the components \(p_n\) of the eigenvectors \(p\) of the Markov operator \(M\) take a form reminiscent of the grand canonical ensemble (40). Specifically,

\[
p_n = \tau^{n_1} \xi^{N_1^+} \omega^{N_1^-},
\]

(143) where \(\tau\) corresponds to the choice of solutions for the left boundary equations (139), (140), and (141).

To guarantee that the solutions at the boundaries that were obtained independently of each other are consistent necessarily requires that we demand that the expressions for the spectral parameters \(\xi\) in Eqs. (136) and (139) and \(\omega\) in Eqs. (137) and (140) are, respectively, equal. Notice, however, that the signs of the solutions at the right and left boundaries are independent and, therefore, pairwise equating all possible combinations of expressions for the spectral parameters \(\xi\) and \(\omega\) returns a doubly degenerate closed pair of equations for the eigenvalue parameters \(\Lambda_R\) and \(\Lambda_L\) that we interpret as Bethe equations, imposed by the consistency conditions at the boundaries. Explicitly,

\[
\frac{\Lambda_R - (1 - \alpha)}{\beta} = \tau \frac{\Lambda_L (1 - \delta) - (1 - \gamma - \delta)}{\Lambda_L \delta}, \\
\frac{\Lambda_L - (1 - \gamma)}{\delta} = \tau \frac{\Lambda_R (1 - \beta) - (1 - \alpha - \beta)}{\Lambda_R \beta},
\]

(144) and (145) where, for simplicity, we have taken the positive solutions at the right boundary. Eliminating either \(\Lambda_R\) or \(\Lambda_L\) using the eigenvalue \(\Lambda = \Lambda_L \Lambda_R\) and subsequently solving yields the following quadratic characteristic polynomial,

\[
\Lambda^2 - (1 + \mu + \nu + \tau \nu)\Lambda + \mu = 0,
\]

(146) for readability, we have introduced the coefficients \(\mu \in (-1, 1)\) and \(\nu \in (0, 2)\), which are defined by

\[
\mu = (1 - \alpha - \beta)(1 - \gamma - \delta), \quad \nu = \alpha \delta + \beta \gamma.
\]

(147) It follows straightforwardly that as Eq. (146) is a pair of quadratic equations it has, in general, four distinct roots that can be written succinctly as

\[
\Lambda = 1, \mu, \eta \pm \sqrt{\eta^2 - \mu},
\]

(148) where the coefficient \(\eta \in (-1, 1)\) is given by

\[
\eta = \frac{1 + \mu - 2\nu}{2}.
\]

(149) Clearly, \(\Lambda \equiv \Lambda_0 = 1\) is always guaranteed to be a solution with the corresponding eigenvector being the NESS. The remaining solutions \(\Lambda \equiv \Lambda_j\) for \(j \neq 0\) then correspond to three decay modes whose eigenvalues are independent of the system size, that is, they are size invariant. We refer to this set of four eigenvalues as the zeroth orbital.

C. Quasiparticle excitations

Despite the fact that we are unable to find an explicit MPS expression for eigenvectors of the Markov operator \(M\) beyond the zeroth orbital, exact numerical diagonalization for small systems suggest that the remaining eigenvalues also organize into orbitals, see Figure 6. This is similar to what occurs in Rule 54 [4], with the number of orbitals scaling linearly with the size of the system and the degeneracy of the eigenvalues increasing exponentially with the orbital level.

Using these observations, together with similar conjectures as in Ref. [4], we are able to construct exact analytic forms for the Bethe equations [cf. Eqs. (144) and (145)] that completely reproduce the entire spectrum of the Markov operator \(M\). To start, we introduce some additional parameters required for the conjecture, specifically, the nonnegative integer \(p\) that counts the orbital level, \(z \in \mathbb{C}\) which we interpret as the momentum associated to quasiparticle excitations of the NESS, which in turn is intuitively understood as the vacuum state of the Markovian dynamics, and \(A_z \in \mathbb{C}\), a pair of complex amplitudes associated to the operators that create the aforementioned quasiparticle excitations.

Having introduced the necessary prerequisites, we now postulate the following generalized expressions for \(\xi\) and \(\omega\) at the right boundary [cf. Eqs. (136) and (137)],

\[
\xi = \sigma \frac{\Lambda_R - z(1 - \alpha)}{z \beta}, \\
\omega = \sigma \frac{\Lambda_R (1 - \beta) - z(1 - \alpha - \beta)}{\Lambda_R \beta},
\]

(150) and (151)
while at the left boundary [cf. Eqs. (139) and (140)],
\[
\xi = \tau \frac{A_L(1 - \delta) - z(1 - \gamma - \delta)}{A_L \delta},
\]
\[
\omega = \tau \frac{A_L - z(1 - \gamma)}{z \delta},
\]
where \(\sigma, \tau = \pm 1\). In addition, we require that the pair of amplitude parameters \(A_L\) satisfy the following identities at the right and left boundary, respectively,
\[
\frac{A_+}{A_-} = \frac{\Lambda_R^2 z^{2N-1}}{z^{2p}(1 - \alpha - \beta)^p}, \quad \frac{A_+}{A_-} = \frac{\Lambda_L^2 z^{2p}(1 - \alpha - \beta)^p}{z^{2p}(1 - \alpha - \beta)^p}.
\]

Imposing the consistency condition, i.e., demanding that the expressions for the spectral parameters \(\xi\) and \(\omega\), and amplitude parameters \(A_+\) and \(A_-\) are pairwise equivalent then returns the following closed set of generalized Bethe equations for \(\Lambda_R\), \(\Lambda_L\), and \(z\),
\[
\frac{\Lambda_R - z(1 - \alpha)}{z \beta} = \tau \frac{A_L(1 - \delta) - z(1 - \gamma - \delta)}{A_L \delta},
\]
\[
\frac{\Lambda_L - z(1 - \gamma)}{z \delta} = \tau \frac{A_R(1 - \beta) - z(1 - \alpha - \beta)}{A_R \beta},
\]
\[
\frac{\Lambda_R^2 z^{2N-1}}{z^{2p}(1 - \alpha - \beta)^p} = \frac{\Lambda_L^2 z^{2p}(1 - \gamma - \delta)^p}{z^{2p}(1 - \alpha - \beta)^p},
\]
where, as for the zeroth orbital, the ± signs are obtained by equating expressions for the spectral parameters with positive signs for the right boundary with both solutions of the left boundary. Replacing either \(\Lambda_R\) or \(\Lambda_L\) with the eigenvalue \(\Lambda = \Lambda_L \Lambda_R\) and eventually solving transforms the set of equations into a pair of identities for \(\Lambda\) and \(z\).

The first, which reads
\[
\Lambda^2 - (1 + \mu - \nu + \tau \nu) \Lambda z^2 + \mu z^4 = 0,
\]
can be interpreted as a nonequilibrium dispersion relation that connects the eigenvalues and momentum parameter and can be straightforwardly shown to be a direct generalization of the quadratic characteristic polynomial in Eq. (146), for which \(z = 1\). The second identity,
\[
\Lambda^{2p} z^{2N-4p-1} - \mu^p = 0,
\]
can, instead, be understood as a momentum conservation relation. Indeed, remarking that the solution to Eq. (159) can be compactly written as
\[
\Lambda = \lambda z^2,
\]
where we have introduced the parameter \(\lambda\), which can be straightforwardly demonstrated to be equivalent to the \(\Lambda\) in Eq. (148) (i.e., the eigenvalues of the zeroth orbital),
\[
\lambda = 1, \mu, \eta \pm \sqrt{\eta^2 - \mu},
\]
then allows us to rewrite Eq. (160) as
\[
z^{2N-1} = \frac{\mu^p}{\lambda^{2p}}.
\]

Therefore, for a given orbital \(p\) and arbitrary parameters \(\alpha, \beta, \gamma, \delta\), the magnitude of the momentum \(z\) is conserved. Specifically, the solutions to the momentum conservation relation are the \(2N - 1\) distinct roots, that read
\[
z = \exp\left(\frac{p \ln \rho}{2N - 1} + i \left(\frac{p \phi + 2\pi p q}{2N - 1}\right)\right),
\]
where we have introduced the polar parameters,
\[
\rho = \frac{\mu}{\lambda^2}; \quad \phi = \text{Arg}\left(\frac{\mu}{\lambda^2}\right),
\]
with \(q = 0, \ldots, 2N - 2\). The eigenvalues then read
\[
\Lambda = \exp\left(\ln q + \frac{2p \ln \rho}{2N - 1} + i \left(\varphi + \frac{2p \phi + 2\pi p q}{2N - 1}\right)\right),
\]
where, additionally, we have defined,
\[
g = |\lambda|; \quad \varphi = \text{Arg}(\lambda),
\]
with the orbital number \(p = 0, \ldots, N - 1\). We conjecture that the multivalued function (166) completely describes the entire spectrum of \(\mathbf{M}\). Indeed, comparing the results calculated analytically with numerical values obtained by exact diagonalization of the Markov matrix \(\mathbf{M}\) for \(N \leq 8\) we see perfect agreement as demonstrated in Figure 6. In contrast to the typical Bethe ansatz [45], this conjecture implies that the entire spectrum is characterized by just one universal momentum parameter \(z\), irrespective of the number of quasiparticle excitations (cf. Rule 54 [12]). This can be seen as following directly from the dispersion relation, that each and every quasiparticle propagates with constant (group) velocity \(v^\pm = \pm 1\) (i.e., each species is nondispersive).

Additionally, we present a conjecture for the associated degeneracy \(g\) of the eigenvalue \(\Lambda\). Explicitly,
\[
g = \sum_{d \in D} \frac{d}{2N - 1} \sum_{d' \in D'} \mu(d') \left(\frac{2N - 1}{d} \frac{1}{d'}\right),
\]
where \(\mu(\cdot)\) denotes the M"obius function [46] and \(j|k\) the set of positive integer divisors \(j\) of the integer \(k\), with
\[
D = \text{gcd}(2N - 1, p, q), \quad D' = \frac{\text{gcd}(2N - 1, p)}{q},
\]
where \(\text{gcd}(\cdot)\) denotes the greatest common divisor. This conjecture can be confirmed numerically for small system sizes (see Appendix C for details).
D. Thermodynamic limit

In the thermodynamic limit \( N \to \infty \), the series expansion of the momentum conservation relation \( [160] \), in the small parameter \( 1/N \), to leading order reads

\[
z \simeq 1 + \frac{1}{N} z', \quad z' = \frac{p \ln \rho + i(p \phi + 2\pi p q)}{2},
\]

(170)

which immediately implies that, in the asymptotic limit, the momentum parameter \( z \) is given by

\[
z(\kappa, \epsilon) = \exp(\epsilon \ln \rho + i\kappa),
\]

(171)

where we have introduced the momentum \( \kappa \in [0, 2\pi) \) and decay \( \epsilon \in [0, \frac{1}{2}) \), defined by

\[
\kappa = \lim_{N \to \infty} \frac{p \phi + 2\pi p q}{2N - 1}, \quad \epsilon = \lim_{N \to \infty} \frac{p}{2N - 1}.
\]

(172)

A direct consequence of this is that, in the limit \( N \to \infty \), the eigenvalues of each and every orbital \( p \) converge to a set of algebraic curves, specifically, circles \( \Lambda(\kappa, \epsilon) \), that are given by inserting Eq. \( [171] \) into Eq. \( [161] \). Explicitly,

\[
\Lambda(\kappa, \epsilon) = \exp(\ln q + 2\epsilon \ln \rho + i\kappa).
\]

(173)

Writing the series expansion of the eigenvalue \( \Lambda \) as

\[
\Lambda \simeq q\left(1 - \frac{1}{N} \Lambda'\right),
\]

(174)

and substituting into the nonequilibrium dispersion relation \( [159] \), we obtain

\[
\Lambda' = -2z',
\]

(175)

which is consistent with the interpretation of the dynamics in terms of the ballistic propagation of quasiparticles.

In the long time limit, the asymptotic relaxation rate of the system is determined by the leading decay mode, defined as the eigenvector \( \mathbf{p}_1 \) of the Markov operator \( \mathbf{M} \), associated to the eigenvalue \( \Lambda_1 \) satisfying

\[
|\Re(\Lambda_1)| = \max_{j > 0} (|\Re(\Lambda_j)|),
\]

(176)

that is, the eigenvalue with the largest real part not equal to unity. In contrast to Rule 54 (see, e.g., Refs. [24][23]), the leading decay modes, that determine the spectral gap of the Markov operator \( \mathbf{M} \), are associated to eigenvalues with orbital number \( p = N - 1 \), as opposed to \( p = 1 \). To prove this, we begin by rewriting the condition \( [176] \) as

\[
|\Re(\Lambda_1)| = \max_{\lambda, p} \left| \exp\left(\frac{(2N - 2p - 1) \ln |\lambda| + 2p \ln \left|\frac{\lambda}{2}\right|}{2N - 1}\right) \cos\left(\frac{(2N - 2p - 1) \Arg(\lambda) + 2p \Arg\left(\frac{\lambda}{2}\right) + 2p \pi q}{2N - 1}\right) \right|
\]

(177)

for \( \lambda \in \{1, \mu, \eta \pm \sqrt{\eta^2 - \mu} \} \) and \( p \in \{1, \ldots, N - 1\} \) where, to obtain the equality, we have used the properties of the logarithm, absolute value, and principle argument. From here, we remark that \( |\lambda| \leq 1 \) and \( p \leq N - 1 \), which imply that the first term of the exponential is nonpositive, and that \( |\lambda| \geq |\mu| \) and \( p \geq 1 \), which similarly imply that the second term is nonpositive. Together, with the constraint that \( |\mu| < 1 \), these observations ensure that the exponent is strictly negative and must, therefore, be minimized to maximize the exponential. Similarly, the cosine function is maximized by minimizing the modulus of its argument, which, since \( \mu \in \mathbb{R} \), \( \lambda \in \mathbb{C} \), and \( q \in \{0, \ldots, 2N - 2\} \), can be achieved by setting \( \lambda \in \mathbb{R} \) (i.e., \( \lambda \in \{1, \mu\} \)) and \( q = 0 \). For the case with \( \lambda = 1 \), it follows straightforwardly that \( |\Re(\Lambda_j)| \) is maximized by choosing \( p = 1 \), while for \( \lambda = \mu \), it is maximized by selecting \( p = N - 1 \). Comparing both cases, and recalling that \( |\mu| < 1 \), we immediately realize that the leading decay modes are guaranteed to be in the orbital \( p = N - 1 \), with

\[
\Lambda_1 = \exp\left(\frac{1}{2N - 1} \ln |\mu|\right),
\]

(178)

for all \( \alpha, \beta, \gamma, \delta \in (0, 1) \) and \( N \in \mathbb{N}^+ \).

Whilst, naively, one would expect that the boundaries would become irrelevant in the thermodynamic limit and, therefore, force each and every eigenvalue to collapse onto the unit circle, as was the case for the closed system with periodic boundaries, this does not happen here. Instead, we observe that the eigenvalues distribute themselves over an infinite set of circles \( \Lambda(\kappa, \epsilon) \), that are parametrized radially by \( \epsilon \) and angularly by \( \kappa \),

\[
\lim_{N \to \infty} |\lambda| = |\mu|^{2\epsilon} |\lambda|^{1 - 4\epsilon}, \quad \lim_{N \to \infty} \Arg(\lambda) = \kappa,
\]

(179)

for \( \epsilon \in [0, \frac{1}{2}] \) and \( \kappa \in [0, 2\pi) \), which then implies that the thermodynamic \( N \to \infty \) and long time \( t \to \infty \) limits are distinct (i.e., the stationary state \( \mathbf{p} \equiv \mathbf{p}_0 \) is the only state in the asymptotic time limit for any even system size \( 2N \), but with the time taken to reach it increasing with \( N \)).

E. Observables and correlations

We now consider computing observables in the NESS. To do so, we define the partition function for the open system out of equilibrium as we did for the closed system with periodic boundaries, namely, via normalization of
the MPS probabilities,

\[ Z = \sum_n p_n = \sum_n \langle L | V_{n_1} \cdots W_{n_{2N}} | R \rangle = \langle L | T^N | R \rangle, \]

(180)

which, using the transfer matrix eigenvalue equation, can be simplified to

\[ Z = \chi^N \langle L | R \rangle = 2(1 + \xi)^N (1 + \omega)^{N-1}. \]

(181)

The average density function for the NESS is

\[ \langle n_x \rangle = \frac{1}{Z} \sum_n n_x p_{n_1, \ldots, n_{2N}}. \]

(182)

A direct computation shows that we can rewrite this as

\[
\langle n_{2x} \rangle = \frac{1}{Z} \langle L | T^{x-1} V D_{2x} T^{N-x} | R \rangle, \\
\langle n_{2x-1} \rangle = \frac{1}{Z} \langle L | T^{x-1} D_{2x-1} W T^{N-x} | R \rangle,
\]

(183)

where we have introduced the site density operator,

\[ D_x = \begin{cases} W_1, & x = 0 \pmod{2}, \\ V_1, & x = 1 \pmod{2}, \end{cases} \]

(184)

\[
\langle \prod_j n_{2x_j-y_j} \rangle = \frac{1}{Z} \sum_n \left( \prod_j n_{2x_j-y_j} \right) p_{n_1, \ldots, n_{2N}} = \frac{1}{Z} \langle L | \prod_j \left( T^{x_j-x_{j-1}-1} V^{1-y_j} D_{2x_j-y_j} W^{y_j} \right) T^{N-x_k} | R \rangle.
\]

(187)

Specifically, the two-point correlator, for example for sites \(2x_1 - 1\) and \(2x_2\), reads

\[
\langle n_{2x_1-1} n_{2x_2} \rangle = \frac{\langle L | D_{2x_1-1} T^{x_2-x_1} D_{2x_2} | R \rangle}{\chi^{x_2-x_1+1} \langle L | R \rangle}.
\]

(188)

Defining the connected correlation,

\[ C_{x_1,x_2} = \langle n_{x_1} n_{x_2} \rangle - \langle n_{x_1} \rangle \langle n_{x_2} \rangle, \]

(189)

with the shorthand notations,

\[ V \equiv V_0 + V_1, \quad W \equiv W_0 + W_1. \]

(185)

Using the eigenvalue equation for the transfer matrix we get,

\[
\langle n_{2x} \rangle = \frac{\langle L | V D_{2x} | R \rangle}{\chi \langle L | R \rangle} = \frac{1}{2}, \\
\langle n_{2x-1} \rangle = \frac{\langle L | D_{2x-1} W | R \rangle}{\chi \langle L | R \rangle} = \frac{1}{2}.
\]

(186)

We can similarly calculate multi-point correlation functions for arbitrary products \(n_{2x_1-1} \cdots n_{2x_k-y_k}\) with \(x_j = 1, \ldots, N\) and \(y_j = 0, 1\), for \(j = 1, \ldots, k\) where \(x_0 \equiv 0\) and \(x_j \geq x_{j-1}\). Assuming \(x_j > x_{j-1}\), we write

\[ C_{x_1,x_2} = \langle n_{x_1} n_{x_2} \rangle - \langle n_{x_1} \rangle \langle n_{x_2} \rangle, \]

(189)

and using the decomposition of the transfer matrix \(T\),

\[ T = \sum_{j=1}^{2} \chi_j | R_j \rangle \langle L_j |, \]

(190)

where the normalized eigenvectors are

\[ |R_1\rangle = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 \\ 1 \end{bmatrix}, \quad |R_2\rangle = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 \\ -1 \end{bmatrix}, \]

and corresponding eigenvalues,

\[ \chi_1 = (1 + \xi)(1 + \omega), \quad \chi_2 = (1 - \xi)(1 - \omega), \]

(191)

can be rewritten compactly for arbitrary sites as

\[ C_{x_1,x_2} = \frac{\langle L_1 | V^{1-y_1} D_{2x_1-y_1} W^{y_1} | R_2 \rangle \langle L_2 | V^{1-y_2} D_{2x_2-y_2} W^{y_2} | R_1 \rangle}{\chi_1 \chi_2} \left( \frac{\chi_2}{\chi_1} \right)^{x_2-x_1}. \]

(192)

As expected, the correlation function depends only on the distance between the sites and decays exponentially as

\[ C_{2x_1-y_1,2x_2-y_2} \sim \exp \left( -\frac{|x_2 - x_1|}{\ell} \right), \]

(193)
with correlation length $\ell$

$$\ell = \ln \left| \frac{x_1}{x_2} \right|. \quad (194)$$

Finally, we consider the ensemble average quasiparticle current in the nonequilibrium stationary state, defined as the difference between the densities of the quasiparticles. Explicitly, the density of positive quasiparticles $j^+ \equiv j^+_x$, which is independent of site $x$ in the NESS, is given by

$$j^+ = \frac{1}{Z} \sum_n \left( n_{2x-1}(1-n_{2x}) + (1-n_{2x-1})n_{2x} \right) p_n, \quad (195)$$

whilst the density of negative quasiparticles $j^- \equiv j^-_x$ is

$$j^- = \frac{1}{Z} \sum_n \left( n_{2x}(1-n_{2x+1}) + (1-n_{2x})n_{2x+1} \right) p_n. \quad (196)$$

Computing these expressions, we find that they read

$$j^+ = \frac{\xi}{1+\xi}, \quad j^- = \frac{\omega}{1+\omega}, \quad (197)$$

which we notice are exactly equivalent to the conditional probabilities of detecting quasiparticles in the NESS, $p^+$ and $p^-$, in Eqs. (113) and (114), respectively. Therefore, the ensemble average quasiparticle current,

$$j = j^+-j^- = \frac{\xi-\omega}{(1+\xi)(1+\omega)}, \quad (198)$$

which, we remark, is linear in the small parameter regime (i.e., $\xi, \omega \ll 1$), as expected,

$$j \sim \xi - \omega. \quad (199)$$

VI. LARGE DEVIATIONS

A central feature of stochastic KCMs is the existence of trajectory phase transitions [47, 48] (see also [49, 51] and [19] for a review). This refers to the singular change displayed by trajectories with dynamical behaviour that is very different from typical. Specifically, the XOR-FA model [29], which has the same constraint as Rule 150, was shown to have an active-inactive trajectory phase transition, demonstrated by studying the large deviation (LD) statistics of an appropriate trajectory observable (the total number of configuration changes, or dynamical activity [47, 49, 55]). We now show that the dynamics of the boundary driven Rule 150 also displays such transitions. We do so by computing the exact LD functions that determine the long-time statistics of a large class of trajectory observables.

A. Time integrated observables

We consider general time (and space) additive observables of the form

$$K(N,T) = \sum_{t=0}^{T-1} \sum_{x=1}^{2N-1} (a^{2t}_x + b^{2t+1}_x), \quad (200)$$

where $a$ and $b$ are functions of the occupation on two consecutive sites at given times in a trajectory,

$$a^{2t}_x \equiv a_x(n^{2t}_{x},n^{2t}_{x+1}), \quad b^{2t+1}_x \equiv b_x(n^{2t+1}_{x},n^{2t+1}_{x+1}). \quad (201)$$

We refer to observables of this type as dynamical as they depend on the full time history of the state of the system, namely, the trajectory $(n^0, n^1, \ldots, n^{2T-1})$. For example, one could consider the time integrated number of excited sites given by $\bar{a}_x = \frac{1}{2}(n^{2t}_x + n^{2t+1}_x)$ and $\bar{b}_x = 0$.

In the long time limit, $T \to \infty$, the probability distribution of $K$ has a large deviation (LD) form [50],

$$P_T(K) \propto \exp \left( -T \varphi_N(k) \right), \quad (202)$$

where $\varphi_N(k) \equiv \varphi_N(K/T)$ is the rate function. Similarly, it can be shown that the moment generating function has a LD form too,

$$M_T(s) \approx \exp \left( T \theta_N(s) \right), \quad (203)$$

where we refer to $\theta_N(s)$ as the scaled cumulant generating function (SCGF) as its derivatives at $s = 0$ are related to the cumulants of $k \equiv K/T$. The LD functions are connected through a Legendre transform,

$$\theta_N(s) = -\min_k \left( sk + \varphi_N(k) \right), \quad (204)$$

which implies that they can intuitively be interpreted as corresponding to the free energy and entropy density of the trajectory ensemble.

In order to obtain an analytic form for the SCGF, we follow the approach of Refs. [5, 14] whereby we deform, or tilt the Markov operator [56]. As will be demonstrated, we then have that

$$\theta_N(s) = \ln \tilde{\Lambda}(s), \quad (205)$$

where $\tilde{\Lambda}(s)$ is the eigenvalue of the tilted Markov operator with the largest real part. Finding $\tilde{\Lambda}(s)$, therefore, allows us to study the statistics of $K$ and its cumulants.

B. Tilted Markov operator

The tilted Markov operator $\tilde{M}(s)$ is defined as

$$\tilde{M}(s) \equiv \tilde{M}_O(s) \tilde{M}_E(s), \quad (206)$$

where $\tilde{M}_E(s)$ and $\tilde{M}_O(s)$ are the tilted propagators that act on the even and odd time steps, respectively,

$$\tilde{M}_E(s) = M_E A(s), \quad \tilde{M}_O(s) = M_O B(s), \quad (207)$$

with $A(s)$ and $B(s)$ the diagonal operators introduced to apply the deformation. It follows that these extensive tilt operators can be expressed as products of local operators acting on pairs of adjacent sites,

$$A(s) = A_{1,2} \cdots A_{2N-1,2N}, \quad B(s) = B_{1,2} \cdots B_{2N-1,2N}, \quad (208)$$
where the subscript index denotes the sites of the lattice on which the operators act nontrivially,
\[
\begin{align*}
A^{(x)}_{z,z+1} &= \mathbf{I}^{(z-1)} \otimes A^{(x)} \otimes \mathbf{I}^{(2N-x-1)}, \\
B^{(x)}_{z,z+1} &= \mathbf{I}^{(z-1)} \otimes B^{(x)} \otimes \mathbf{I}^{(2N-x-1)},
\end{align*}
\] (209)
while the superscript index denotes that the matrices are site dependent. Specifically, the operators \(A^{(x)}\) and \(B^{(x)}\) are given by the following local 4 \(\times\) 4 diagonal matrices,
\[
\begin{align*}
A^{(x)} &= \begin{bmatrix} a^{(x)}_{00} & a^{(x)}_{01} & a^{(x)}_{10} & a^{(x)}_{11} \\
0 & 0 & 0 & 0 \end{bmatrix}, \\
B^{(x)} &= \begin{bmatrix} b^{(x)}_{00} & b^{(x)}_{01} & b^{(x)}_{10} & b^{(x)}_{11} \\
0 & 0 & 0 & 0 \end{bmatrix},
\end{align*}
\] (210)
where we have introduced the shorthand notations,
\[
\begin{align*}
a^{(x)}_{n,z,n_{x}+1} &= \exp(-s a_{x}(n_{x}, n_{x}+1)), \\
b^{(x)}_{n,z,n_{x}+1} &= \exp(-s b_{x}(n_{x}, n_{x}+1)),
\end{align*}
\] (211)
to denote the exponents of the local functions (201).

It follows directly from computation that the local tilt operators (210) can be distributed between the local time evolution operators (12) and (99) in such a way that the tilted propagators (207) can be expressed as
\[
\begin{align*}
\tilde{\mathbf{M}}^{(E)}(s) &= \tilde{\mathbf{U}}^{(2)}_{2z} \tilde{\mathbf{U}}^{(4)}_{2z} \cdots \tilde{\mathbf{U}}^{(2N-2)}_{2z} \tilde{\mathbf{R}}^{(2)}_{2z}, \\
\tilde{\mathbf{M}}^{(O)}(s) &= \tilde{\mathbf{L}}^{(1)}_{2z} \tilde{\mathbf{U}}^{(3)}_{2z-1} \cdots \tilde{\mathbf{U}}^{(2N-3)}_{2z-1} \tilde{\mathbf{U}}^{(2N-1)}_{2z-1}
\end{align*}
\] (212)
where the tilted bulk matrices read
\[
\begin{align*}
\tilde{\mathbf{U}}^{(2)}_{2z} &= U_{2z} A^{(2-1)}_{2z,2z} A^{(2)}_{2z,2z+1}, \\
\tilde{\mathbf{U}}^{(2N-1)}_{2z} &= U_{2z} B^{(2-2)}_{2z-2,2z-2} B^{(2-1)}_{2z-1,2z},
\end{align*}
\] (213)
while the tilted boundary matrices are given by
\[
\begin{align*}
\tilde{\mathbf{R}}^{(2N)}_{2z} &= R_{2z} A^{(2N-1)}_{2z-1,2z}, \\
\tilde{\mathbf{L}}^{(1)}_{2z} &= L_{2z} B^{(1)}_{1,2},
\end{align*}
\] (214)

**C. Dominant eigenvalue**

We now look to construct an explicit expression for the leading eigenvector of the tilted Markov operator \(\tilde{\mathbf{M}}(s)\), namely, the eigenvector associated to the eigenvalue \(\tilde{\Lambda}(s)\) with the largest real part. Specifically, we seek a pair of vectors \(\tilde{\mathbf{p}}\) and \(\tilde{\mathbf{p}}'\), that satisfy the coupled equations,
\[
\begin{align*}
\tilde{\mathbf{M}}^{(E)}(s)\tilde{\mathbf{p}} &= \tilde{\Lambda}_{R}(s)\tilde{\mathbf{p}}', \\
\tilde{\mathbf{M}}^{(O)}(s)\tilde{\mathbf{p}}' &= \tilde{\Lambda}_{L}(s)\tilde{\mathbf{p}}
\end{align*}
\] (215)
where \(\tilde{\Lambda}(s) = \tilde{\Lambda}_{R}(s)\tilde{\Lambda}_{L}(s)\), which indeed implies that
\[
\tilde{\mathbf{M}}(s)\tilde{\mathbf{p}} = \tilde{\Lambda}(s)\tilde{\mathbf{p}}.
\] (216)
We now postulate a simple staggered MPS ansatz for the components of the eigenvectors similar to the ansatz used for the vectors in Sec. [V] that reads
\[
\begin{align*}
\tilde{p}_{n} &= (\tilde{L}_{n} \tilde{v}_{n}^{(1)} \tilde{W}_{n}^{(2)} \cdots \tilde{v}_{n_{2N-1}}^{(2N-1)} \tilde{W}_{n_{2N-1}}^{(2N)} | \tilde{R}), \\
\tilde{p}'_{n} &= (\tilde{L}'_{n} \tilde{v}_{n}^{(1)} \tilde{W}_{n}^{(2)} \cdots \tilde{v}_{n_{2N-1}}^{(2N-1)} \tilde{W}_{n_{2N-1}}^{(2N)} | \tilde{R}'),
\end{align*}
\] (217)
where the matrices \(\tilde{v}_{n}^{(x)}\) and \(\tilde{W}_{n}^{(x)}\) acting in the auxiliary space \(\mathbb{C}^{2}\) are now site dependent. It then follows that we can efficiently write the pair of vectors, using the compact tensor product notation, as
\[
\begin{align*}
\tilde{\mathbf{p}} &= (\tilde{L}_{1} \tilde{v}_{1}^{(1)} \tilde{W}_{1}^{(2)} \cdots \tilde{v}_{n_{2N-1}}^{(2N-1)} \tilde{W}_{n_{2N-1}}^{(2N)} | \tilde{R}), \\
\tilde{\mathbf{p}}' &= (\tilde{L}'_{1} \tilde{v}_{1}^{(1)} \tilde{W}_{1}^{(2)} \cdots \tilde{v}_{n_{2N-1}}^{(2N-1)} \tilde{W}_{n_{2N-1}}^{(2N)} | \tilde{R}'),
\end{align*}
\] (218)
where, explicitly, the vectors of tilted matrices read
\[
\tilde{v}_{x}^{(x)} = \begin{bmatrix} \tilde{V}_{0}^{(x)} \\
\tilde{V}_{1}^{(x)} \end{bmatrix}, \quad \tilde{w}_{x}^{(x)} = \begin{bmatrix} \tilde{W}_{0}^{(x)} \\
\tilde{W}_{1}^{(x)} \end{bmatrix}.
\] (219)
We demand that these vectors of tilted matrices satisfy the following inhomogeneous bulk relations, that generalizes the homogeneous bulk algebraic cancellation scheme in Eqs. (54) and (59). Explicitly, we require that
\[
\begin{align*}
\tilde{U}_{2x}^{(2N)} [v_{2x-1}^{(2N)} w_{2x}^{(2N)}] &= \tilde{Z}_{2x}^{(2N)} w_{2x}^{(2N+1)}, \\
\tilde{U}_{2x+1}^{(2N+1)} [v_{2x+1}^{(2N+1)} w_{2x+2}^{(2N+2)}] &= \tilde{Z}_{2x+1}^{(2N+2)} w_{2x+2}^{(2N+2)},
\end{align*}
\] (220)
which encodes the matrix product equations,
\[
\begin{align*}
\tilde{a}_{n_{2x-1},n_{2x},n_{2z+1}}^{(2N-1)} &= \tilde{Z}_{n_{2x-1}}^{(2N-1)} \tilde{v}_{n_{2x}^{(2N-1)}}^{(2N-1)} \tilde{W}_{n_{2x+1}}^{(2N-1)} \tilde{Z}_{n_{2x+1}}^{(2N-1)}, \\
\tilde{b}_{n_{2x+1},n_{2x},n_{2z+2}}^{(2N-1)} &= \tilde{Z}_{n_{2x+1}}^{(2N-1)} \tilde{v}_{n_{2x+2}}^{(2N-1)} \tilde{W}_{n_{2x+1}}^{(2N-1)} \tilde{Z}_{n_{2x+2}}^{(2N-1)},
\end{align*}
\] (221)
where, for convenience, we have introduced the exchange matrices \(\tilde{Z}_{n}^{(x)}\) [i.e., site dependent generalizations of the delimiter matrix \(S^{(x)}\)], with the associated vector,
\[
\tilde{z}_{x}^{(x)} = \begin{bmatrix} \tilde{Z}_{0}^{(x)} \\
\tilde{Z}_{1}^{(x)} \end{bmatrix}.
\] (222)
We now postulate the following ansatz for the matrices of the inhomogeneous algebra that generalizes Eq. (52),
\[
\begin{align*}
\tilde{V}_{0}^{(x)} &= \begin{bmatrix} 1 & 0 \\
0 & 0 \end{bmatrix}, \\
\tilde{W}_{0}^{(x)} &= \begin{bmatrix} 1 & 0 \\
0 & 0 \end{bmatrix},
\end{align*}
\] (223)
\[
\begin{align*}
\tilde{V}_{1}^{(x)} &= \begin{bmatrix} 0 & 0 \\
0 & 1 \end{bmatrix}, \\
\tilde{W}_{1}^{(x)} &= \begin{bmatrix} 0 & 0 \\
0 & 1 \end{bmatrix},
\end{align*}
\] (224)
Requiring that the inhomogeneous algebraic relations in Eq. \([221]\) can be exactly solved using the generalized site dependent matrix ansatz postulated imposes constraints on the tilt operators \(\mathbf{A}(s)\) and \(\mathbf{B}(s)\), reminiscent of those placed on the boundary operators \(\mathbf{R}\) and \(\mathbf{L}\) in Sec. [IV B].

A particularly convenient choice of parametrization, that has a remarkably simple physical interpretation, can be obtained by setting

\[
d_{n x, n x + 1}^{(x)} = a_{n - 1, x - 1 - n x + 1}^{(x)},
\]

\[
b_{n x, n x + 1}^{(x)} = b_{n - 1, x - 1 - n x + 1}^{(x)},
\]

which is nothing but the requirement that \(\mathbf{A}(s)\) and \(\mathbf{B}(s)\) obey the particle-hole symmetry of the model. Under this set of conditions, the inhomogeneous bulk algebra yields the following two-parameter family of solutions,

\[
\tilde{v}_{01}^{(2x)} = \tilde{v}_{10}^{(2x)} = \xi \prod_{j = 0}^{x - 1} \frac{b_{01}^{(2j)} a_{00}^{(2j + 1)}}{b_{00}^{(2j)} a_{01}^{(2j + 1)}},
\]

\[
\tilde{w}_{01}^{(2x)} = \tilde{w}_{10}^{(2x)} = \omega \prod_{j = 0}^{x - 1} \frac{a_{00}^{(2j)} b_{01}^{(2j + 1)}}{a_{01}^{(2j)} b_{00}^{(2j + 1)}},
\]

\[
\tilde{z}_{00}^{(2x)} = \tilde{z}_{11}^{(2x)} = \prod_{j = 1}^{2x - 1} b_{00}^{(j)} a_{00}^{(j + 1)},
\]

\[
\tilde{z}_{00}^{(2x)} = \tilde{z}_{11}^{(2x)} = \prod_{j = 1}^{2x - 1} b_{00}^{(j)} a_{00}^{(j + 1)},
\]

\[
\tilde{v}_{01}^{(2x + 1)} = \tilde{v}_{10}^{(2x + 1)} = \xi \prod_{j = 0}^{x} \frac{a_{00}^{(2j + 1)} b_{01}^{(2j)}}{a_{01}^{(2j + 1)} b_{00}^{(2j)}},
\]

\[
\tilde{w}_{01}^{(2x + 1)} = \tilde{w}_{10}^{(2x + 1)} = \omega \prod_{j = 0}^{x} \frac{a_{00}^{(2j + 1)} b_{01}^{(2j)}}{a_{01}^{(2j + 1)} b_{00}^{(2j)}},
\]

\[
\tilde{z}_{00}^{(2x + 1)} = \tilde{z}_{11}^{(2x + 1)} = \prod_{j = 1}^{2x} a_{00}^{(j)} b_{01}^{(j + 1)},
\]

\[
\tilde{z}_{01}^{(2x + 1)} = \tilde{z}_{10}^{(2x + 1)} = \omega \prod_{j = 0}^{x} \frac{a_{00}^{(2j + 1)} b_{01}^{(2j + 1)}}{a_{01}^{(2j + 1)} b_{00}^{(2j + 1)}},
\]

where we have used the convention that

\[
a_{n - 1, n}^{(-1)} = a_{n, n}^{(0)} = 1,
\]

\[
b_{n - 1, n}^{(-1)} = b_{n, n}^{(0)} = 1.
\]

Analogously to the treatment of the NESS in Sec. [V], we additionally require that the tilted row vectors of the left boundary \(\langle \tilde{L} | \) and \(\langle \tilde{L}' |\) and tilted column vectors of the right boundary \(|\tilde{R}\rangle\) and \(|\tilde{R}'\rangle\), satisfy inhomogeneous site dependent boundary algebraic relations generalizing the homogeneous identities \([131], [132], [133],\) and \([134].\) In particular, we demand the following relations hold,

\[
\langle \tilde{L} | \tilde{z}_{1}^{(1)} \rangle = \langle \tilde{L}' | \tilde{w}_{1}^{(1)} \rangle,
\]

\[
\tilde{R}_{2N} \langle \tilde{v}_{2N - 1}^{(2N - 1)} | \tilde{w}_{2N}^{(2N)} | \tilde{R}' \rangle = \tilde{A}_{n} \tilde{z}_{2N - 1}^{(2N - 1)} \tilde{v}_{2N}^{(2N)} | \tilde{R}' \rangle,
\]

\[
\tilde{L}_{1} \langle \tilde{L}' | \tilde{w}_{1}^{(1)} | \tilde{v}_{2}^{(2)} \rangle = \tilde{A}_{n} \tilde{z}_{1}^{(1)} \tilde{v}_{1}^{(1)} \tilde{z}_{2}^{(2)},
\]

\[
\tilde{z}_{2N}^{(2N)} \langle | \tilde{R}' \rangle = \tilde{w}_{2N}^{(2N)} | \tilde{R}' \rangle,
\]

which, in terms of the auxiliary matrices, read

\[
\langle \tilde{L} | \tilde{Z}_{n_{1}}^{(1)} \rangle = \langle \tilde{L}' | \tilde{W}_{n_{1}}^{(1)} \rangle,
\]

\[
\sum_{n_{5} = 0}^{1} R_{n_{3}, n_{4}} \tilde{A}_{n_{3}, n_{4}}^{(3)} \tilde{V}_{n_{3}}^{(3)} \tilde{W}_{n_{4}}^{(4)} | \tilde{R}' \rangle,
\]

\[
\sum_{n_{0} = 0}^{1} L_{n_{0}, n_{1}} \tilde{b}_{n_{1}, n_{2}}^{(1)} \langle \tilde{L}' | \tilde{W}_{n_{1}}^{(2)} \rangle = \tilde{A}_{n_{2}} \langle \tilde{L} | \tilde{V}_{n_{1}}^{(1)} \tilde{Z}_{n_{2}}^{(2)} \rangle,
\]

\[
\tilde{Z}_{n_{4}}^{(4)} \langle | \tilde{R}' \rangle = \tilde{W}_{n_{4}}^{(4)} | \tilde{R}' \rangle,
\]

where, to save space, we set \(N = 2\) at the right boundary. It can be straightforwardly shown by direct computation that if these inhomogeneous bulk and boundary relations are satisfied, then the coupled eigenvalue equations are solved. As an example, for a chain of size \(N = 2\), the second relation follows as

\[
\tilde{M}_{0} \tilde{p}' = \tilde{L}_{1} \tilde{U}_{3}^{(1)} \langle \tilde{L}' | \tilde{w}_{1}^{(1)} \tilde{v}_{2}^{(2)} \tilde{w}_{3}^{(3)} \tilde{v}_{4}^{(4)} | \tilde{R}' \rangle
\]

\[
= \tilde{A}_{n} \tilde{U}_{3}^{(1)} \langle \tilde{L}' | \tilde{w}_{1}^{(1)} \tilde{v}_{2}^{(2)} \tilde{w}_{3}^{(3)} \tilde{v}_{4}^{(4)} | \tilde{R}' \rangle
\]

\[
= \tilde{A}_{n} \langle \tilde{L} | \tilde{v}_{1}^{(1)} \tilde{w}_{2}^{(2)} \tilde{v}_{3}^{(3)} \tilde{w}_{4}^{(4)} | \tilde{R}' \rangle
\]

\[
= \tilde{A}_{n} \tilde{p},
\]

with the first equation of Eq. \([215]\) following analogously. Solving the pair of inhomogeneous algebraic relations for the right boundary, Eqs. \([232]\) and \([235]\), yields a pair of expressions for the spectral parameters,

\[
\xi = \sigma \frac{\tilde{A}_{R} \tilde{z}_{00}^{(2N + 1)} - \tilde{z}_{00}^{(2N)} (1 - \alpha)}{\tilde{z}_{01}^{(2N)} \beta},
\]

\[
\omega = \sigma \frac{\tilde{A}_{R} \tilde{z}_{00}^{(2N + 1)} (1 - \beta) - \tilde{z}_{00}^{(2N)} (1 - \alpha - \beta)}{\tilde{A}_{R} \tilde{z}_{01}^{(2N + 1)} \beta},
\]

with \(\sigma = \pm 1\) and right boundary vectors,

\[
| \tilde{R} \rangle = \tilde{R} \begin{bmatrix} 1 \\ \sigma \end{bmatrix}, \quad | \tilde{R}' \rangle = \tilde{R} \begin{bmatrix} 1 + \sigma \tilde{z}_{01}^{(2N)} \\ 1 + \sigma \tilde{z}_{01}^{(2N)} \end{bmatrix} \begin{bmatrix} 1 \\ \sigma \end{bmatrix},
\]

where \(\tilde{R}\) is a scalar that determines the normalization of the right boundary vector and with the convention that

\[
a_{n_{2N}, n_{2N} + 1}^{(2N)} = a_{n_{2N}, n_{2N} + 1}^{(2N + 1)} = 1,
\]

\[
b_{n_{2N}, n_{2N} + 1}^{(2N)} = b_{n_{2N}, n_{2N} + 1}^{(2N + 1)} = 1.
\]
Similarly, for the left boundary relations \((232)\) and \((234)\), we obtain a pair of solutions for the spectral parameters,

\[
\xi = \tau \frac{\tilde{\Lambda}_L(1 - \delta) - (1 - \gamma - \delta)}{\tilde{\Lambda}_L \delta},
\]

\[
\omega = \tau \frac{\tilde{\Lambda}_L - (1 - \gamma)}{\delta},
\]

with \(\tau = \pm 1\) and left boundary vectors,

\[
\langle L \rangle = \tilde{L} [1 \ \tau], \quad \langle L' \rangle = \tilde{L} [1 \ -\tau],
\]

where \(\tilde{L}\) is the corresponding scalar that determines the normalization of the left boundary vector. A particularly convenient parametrization for the eigenvector \(\tilde{p}\), that is consistent with the expression for the vector \(p\) in Sec. \(V\) is obtained by setting

\[
\tilde{R} = \frac{1}{1 + \sigma \tilde{\nu}_{01}^{(2N)}}, \quad \tilde{L} = 1.
\]

It then follows from the ansatz \((223)\) and \((224)\), that the components \(\tilde{p}_n\) of the eigenvectors \(\tilde{p}\) take the form of a generalized site dependent grand canonical ensemble,

\[
\tilde{p}_n = \tau^{n_1} \prod_{x^z} \tilde{\nu}_{01}^{(z^+)}(x^+) \tilde{\nu}_{01}^{(z^-)}(x^-) \propto \xi^{n_1} \omega^{n_2},
\]

where, as before, the \(\tau\) corresponds to the choice of solution at the left boundary while the sets \(x^\pm\) denote the sets of sites which are occupied, respectively, by the positive and negative quasiparticles (e.g., \(\tilde{p}_{0010} = \tilde{\nu}_{01}^{(z^+)}(x) \propto \xi \omega\)).

As was done in Sec. \(V\) we now impose equality between the pair of expressions for the spectral parameters at the right and left boundaries. Rearranging and subsequently solving for the eigenvalue \(\tilde{\Lambda}(s) = \tilde{\Lambda}_L(s)\tilde{\Lambda}_R(s)\) returns the following pair of quadratic characteristic polynomials,

\[
\tilde{\Lambda}^2 - \left( \sum_{j=0}^{2N} \sum_{k=0}^{2N} \tau^{j+k} \tilde{\psi}_{j,k} \tilde{Z}_{j,k} \right) \tilde{\Lambda} + \tilde{\psi} \tilde{Z} = 0,
\]

where we have introduced,

\[
\tilde{Z}_{00} = \prod_{j=1}^{2N} a_{00}^{(j)} b_{00}^{(j)},
\]

\[
\tilde{Z}_{01} = \prod_{j=1}^{N} a_{00}^{(2j-1)} b_{01}^{(2j-1)} a_{01}^{(2j)} b_{00}^{(2j)},
\]

\[
\tilde{Z}_{10} = \prod_{j=1}^{N} a_{01}^{(2j-1)} b_{00}^{(2j-1)} a_{00}^{(2j)} b_{01}^{(2j)},
\]

\[
\tilde{Z}_{11} = \prod_{j=1}^{2N} a_{01}^{(j)} b_{01}^{(j)},
\]

and the coefficients,

\[
\tilde{\psi}_{00} = (1 - \alpha)(1 - \gamma),
\]

\[
\tilde{\psi}_{01} = \alpha \delta,
\]

\[
\tilde{\psi}_{10} = \beta \gamma,
\]

\[
\tilde{\psi}_{11} = (1 - \beta)(1 - \delta),
\]

which satisfy the equality,

\[
\tilde{\psi} \equiv \sum_{j=0}^{2N} \sum_{k=0}^{2N} \tilde{\psi}_{j,k} - 1 = (1 - \alpha - \beta)(1 - \gamma - \delta).
\]

As a consistency check, when \(s = 0\) we recover the quadratic characteristic polynomial \((146)\) in Sec. \(V\) for which the corresponding dominant eigenvalue \(\tilde{\Lambda} = \tilde{\Lambda}_L = 1\), as expected for a stochastic operator.

### D. Dynamical phase transition

We can straightforwardly solve the quadratic equation in Eq. \((246)\) to obtain an explicit expression for \(\tilde{\Lambda}(s)\), for any arbitrary observables satisfying the constraint \((225)\). Specifically, the dominant eigenvalue reads

\[
\tilde{\Lambda}(s) = \tilde{\eta}(s) + \sqrt{\tilde{\eta}^2(s) - \tilde{\mu}(s)},
\]

with,

\[
\tilde{\eta}(s) = \frac{1}{2} \sum_{j=0}^{2N} \sum_{k=0}^{2N} \tilde{\psi}_{j,k} \tilde{Z}_{j,k}, \quad \tilde{\mu}(s) = \tilde{\psi} \tilde{Z}.
\]

As the observables \((201)\) are extensive in the system size, we can define the tilting functions as

\[
\tilde{Z}_{j,k} = \exp(-Ns\tilde{\zeta}_{j,k}),
\]

such that the following limits exist and are finite,

\[
\tilde{\zeta}_{j,k} = -\lim_{N \to \infty} \frac{\ln \tilde{Z}_{j,k}}{Ns}.
\]

The SCGF can then be expressed in the scaling form,

\[
\theta_N(s) \equiv \tilde{\eta}(Ns).
\]

Immediately, this scaling form \((255)\) provides us with the cumulants of \(K\) in the long time limit \(T \to \infty\), namely,

\[
\kappa_j \equiv \lim_{T \to \infty} \frac{1}{T} \langle \langle K^j \rangle \rangle = (-1)^j \frac{d^j}{ds^j} \theta_N(s) \bigg|_{s=0} \propto N^j,
\]

where \(\langle \langle K^j \rangle \rangle\) denotes the \(j\)th cumulant of the observable \(K\). Note that in the thermodynamic limit (i.e., \(N \to \infty\)), the long time cumulants of \(K\) for \(j \geq 2\) diverge for \(s = 0\), therefore, indicating the existence of a singularity (i.e., a dynamical phase transition in the trajectory statistics).

We can construct explicitly the exact form of all cumulants \(\langle \langle K^j \rangle \rangle\) for all even system sizes \(2N\) in the long
time limit $T \to \infty$, as detailed in Appendix \[1\]. For $j = 1$, we obtain the mean of $K$ per unit time,

$$\kappa_1 = -\frac{4\hat{\eta}' - \hat{\mu}'}{2(1 - \hat{\mu})}, \quad (257)$$

while for $j = 2$, we get the variance of $K$ per unit time,

$$\kappa_2 = \frac{4\hat{\eta}'' - \hat{\mu}''}{2(1 - \hat{\mu})} + \frac{(4\hat{\eta}' - \hat{\mu}')\hat{\mu}'}{4(1 - \hat{\mu})^2} - \frac{(4\hat{\eta}' - \hat{\mu}')^2}{4(1 - \hat{\mu})^3}, \quad (258)$$

where the derivatives are given by,

$$\hat{\eta}^{(m)}(s) = \frac{d^m}{ds^m} \hat{\eta}(s) \bigg|_{s = 0} = \frac{1}{2} \sum_{j=0}^{1} \sum_{k=0}^{1} \psi_{j,k}(s),$$

$$\hat{\mu}^{(m)}(s) = \frac{d^m}{ds^m} \hat{\mu}(s) \bigg|_{s = 0} = \psi(0). \quad (259)$$

We now consider the asymptotic behaviour of the scaling function $\vartheta(Ns)$, which under the assumption of positive tilting functions $\zeta_1 > \cdots > \zeta_0$, takes the form,

$$\vartheta(Ns) = \begin{cases} 
-Ns\zeta_1 + \ln \psi_1 + \cdots + Ns & N \to \infty \\
-Ns\zeta_0 + \ln \psi_0 + \cdots & N \to -\infty
\end{cases} \quad (260)$$

It can then be deduced that the SCGF converges to,

$$\lim_{N \to \infty} \frac{1}{N} \vartheta_N(s) = \begin{cases} 
-s\zeta_1 & s > 0 \\
-s\zeta_0 & s < 0
\end{cases} \quad (261)$$

where the singularity at $s = 0$ corresponds to a first order phase transition.

In Figure 7 we plot the SCGF $\vartheta_N(s)$ and its cumulants, specifically, the mean $-\vartheta'_N(s)$ and the variance $\vartheta''_N(s)$, for a particular observable, namely, the current (i.e., the time integrated number of quasiparticles). From inspection, it is clear that the SCGF converges towards the asymptotic form in Eq. (261) as $N \to \infty$, with the discontinuity (i.e., the critical point) occurring at $s = 0$. Similarly, the mean transitions from being positive for $s < 0$, to negative for $s > 0$ around the critical point at $s = 0$, with the change becoming discontinuous in the thermodynamic limit (i.e., $N \to \infty$). This transformation in the shape of the mean, characterizing the dynamical phase transition, manifests in the variance as its maximum scales with $N$, whilst the corresponding value of $s$, which indicates the singularity, scales with $1/N$. We also show the rate function $\varphi_N(k)$, which we obtain by taking the Legendre transform of the SCGF \[204\].

$$\varphi_N(k) = -\min_s \left( sk + \vartheta_N(s) \right). \quad (262)$$

As can be seen from inspection, the rate function $\varphi_N(k)$ broadens with increasing finite system size $N$, indicating large fluctuations in the dynamics. In the limit $N \to \infty$, $\varphi_N(k)$ converges towards a square well, with the extrema $\max k = \zeta_0$ and $\min k = \zeta_1$ associated to the coexisting dynamically active phases.

These results are reminiscent of those obtained for the Rule 54 RCA \[3\]. Dynamics of the Rule 150 RCA sits at the coexistence point between two dynamical phases, one of high activity where $K$ is large, and one of low activity with $K$ vanishing in the large size limit. Fluctuations in each of these phases are highly suppressed with the main source coming from the coexistence (cf. Figure 7). Much like the case of Rule 54 (i.e., the RCA counterpart to the FA model), we find that the main ingredient facilitating the active-inactive transitions are the kinetic constraints. The simplicity in the form of $\vartheta_N(s)$, as compared to other KCM, is a consequence of the deterministic dynamics in the bulk, as all fluctuations originate from the stochastic boundaries. Since the probabilistic cost of realizing a rare fluctuation in the boundary (e.g., not emitting any given quasiparticle if doing so yields the empty state) does not scale with the system size, rare trajectories can be easily realized. Boundary control over the bulk is a hallmark of a phase transition, and here, by construction, we have an immediate realization of this phenomenon in space-time.

E. Doob transformation

Having the exact form of the leading eigenstate of the tilted operator also allows us to find the exact generalised Doob transform \[57–60\]. This refers to the construction of a stochastic operator whose trajectories are the atypical trajectories described by the non-stochastic tilted operator. In other words, to derive the operator that gives the optimal dynamics with which to sample the exponentially rare trajectories of the original dynamics associated with counting field $s$. For long times, this construction only requires the leading eigenvalue and eigenvector.

We can obtain an explicit expression for the long time Doob operator from the MPS representation of the leading eigenvector $\tilde{\mathbf{p}}$ of the tilted Markov operator $\tilde{\mathbf{M}}(s)$ through \[57–60\].

$$\tilde{\mathbf{D}}(s) \equiv \frac{1}{\tilde{\Lambda}(s)} \tilde{\mathbf{Q}}(s) \tilde{\mathbf{M}}(s) \tilde{\mathbf{Q}}^{-1}(s), \quad (263)$$

where $\tilde{\Lambda}(s)$ is the dominant eigenvalue of $\tilde{\mathbf{M}}(s)$ and $\tilde{\mathbf{Q}}(s)$ is a diagonal operator defined in terms of the components of the corresponding leading left eigenvector $\tilde{\mathbf{q}}$ of $\tilde{\mathbf{M}}(s)$,

$$\tilde{\mathbf{Q}}(s) = \sum_n e_n e_n^T e_n \cdot \tilde{\mathbf{q}}, \quad (264)$$

where $e_n$ denotes a standard basis (column) vector (cf. Sec \[1\]) and

$$\tilde{\mathbf{q}} \tilde{\mathbf{M}}(s) = \tilde{\Lambda}(s) \tilde{\mathbf{q}}. \quad (265)$$

To reduce the computation required to obtain an analytic expression for the leading left eigenvector $\tilde{\mathbf{q}}$ we utilise the technique used for Rule 54 in Ref. [5]. Namely, define

$$\tilde{\mathbf{q}} \equiv (\mathbf{A}(s) \tilde{\mathbf{q}})^T = \mathbf{q}^T \mathbf{A}(s), \quad (266)$$
Figure 7. **Dynamical first order phase transition.** SCGF $\theta_N(s)/N$ [top left], mean $-\theta'_N(s)/N$ [top right], variance $\theta''_N(s)/N$ [bottom left], and rate function $\varphi_N(k)/N$ [bottom right] for the current $\zeta_{00} = \zeta_{11} = 0$, $\zeta_{01} = -\zeta_{10} = 1/2$. Explicitly, the time integrated number of quasiparticles, for systems of even sizes $2N$ (see legend) with boundary conditional probabilities $\alpha = 3/5$, $\beta = 7/8$, $\gamma = 8/9$, and $\delta = 4/7$. In the thermodynamic limit $N \to \infty$, the SCGF approaches the asymptotic form in Eq. (261), while the mean exhibits a first order phase transition about $s = 0$. Correspondingly, the variance diverges as $N \to \infty$, with the singularity converging towards $s = 0$ as $1/N$. Additionally shown is the rate function which broadens towards a square well in the asymptotic limit.

where $\hat{q}$ can be straightforwardly shown to be the leading right eigenvector of the newly introduced operator $\hat{M}(s)$, with $\Lambda(s) \equiv \Lambda(s)$ the associated eigenvalue. Specifically, taking the transpose of the left eigenvalue equation (265), whilst utilising the similarity transformation for the left
where, to obtain the final equality, we used the property
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Multiplying both sides on the left by
that can be written as
Analogous to the right eigenvectors \( \tilde{\mathbf{q}} \) and \( \mathbf{q}' \) that satisfy the coupled
eigenvalue equations,
\[
\mathbf{M}(s) \mathbf{q} \equiv \mathbf{M}_E^T \mathbf{B}(s) \mathbf{M}_O^T \mathbf{A}(s) \mathbf{q} = \tilde{\Lambda}(s) \mathbf{q}.
\]  
with the transposed even and odd time step operators,
\[
\mathbf{M}_E^T = \mathbf{R}_{2N}^T \prod_{x=1}^{N-1} \mathbf{U}_{2x}, \quad \mathbf{M}_O^T = \mathbf{L}_{2N}^T \prod_{x=1}^{N-1} \mathbf{U}_{2x+1}.
\]  
As we did for the leading right eigenvector \( \mathbf{p} \), we now construct a pair of vectors \( \mathbf{q} \) and \( \mathbf{q}' \) that satisfy the coupled
eigenvalue equations,
\[
\mathbf{M}_E^T \mathbf{A}(s) \mathbf{q} = \tilde{\Lambda}_L(s) \mathbf{q}', \quad \mathbf{M}_O^T \mathbf{B}(s) \mathbf{q}' = \tilde{\Lambda}_R(s) \mathbf{q}.
\]  
where \( \mathbf{q} \) and \( \mathbf{q}' \) take a matrix product form, reminiscent of the ansatz of the vectors \( \mathbf{p}' \) and \( \mathbf{p} \), respectively. More precisely, their components read
\[
\mathbf{q}_n = \langle \hat{L} | \mathbf{W}_n^{(1)} \mathbf{V}_n^{(2)} \cdots \mathbf{W}_{2N-1}^{(2N-1)} \mathbf{V}_{2N}^{(2N)} | \hat{R} \rangle, \\
\mathbf{q}'_n = \langle \hat{L}' | \mathbf{V}_n^{(1)} \mathbf{W}_n^{(2)} \cdots \mathbf{V}_{2N-1}^{(2N-1)} \mathbf{W}_{2N}^{(2N)} | \hat{R}' \rangle.
\]  
Analogous to the right eigenvectors \( \mathbf{p} \) and \( \mathbf{p}' \), the vectors \( \mathbf{q} \) and \( \mathbf{q}' \) satisfy inhomogeneous bulk algebraic relations that can be written as
\[
b_{2x+1,2x+2}^{(2x+1)} = \mathbf{Z}_{2x+1,2x+2}^{(1)}, \quad \mathbf{W}_{2x+1,2x+2}^{(2x+1)} = \mathbf{Z}_{2x+1,2x+2}^{(2x+2)} \mathbf{V}_{2x+1,2x+2}^{(1)}, \quad \mathbf{Z}_{2x+1,2x+2}^{(2x+2)} = \mathbf{W}_{2x+1,2x+2}^{(2x+2)} \mathbf{V}_{2x+1,2x+2}^{(2x+1)}, \quad \mathbf{V}_{2x+1,2x+2}^{(1)} = \mathbf{Z}_{2x+1,2x+2}^{(1)}, \quad \mathbf{W}_{2x+1,2x+2}^{(2x+1)} = \mathbf{Z}_{2x+1,2x+2}^{(2x+2)} \mathbf{V}_{2x+1,2x+2}^{(2x+1)}, \quad \mathbf{Z}_{2x+1,2x+2}^{(2x+2)} = \mathbf{W}_{2x+1,2x+2}^{(2x+2)} \mathbf{V}_{2x+1,2x+2}^{(2x+1)}.
\]  
which are identical to Eq. \([221]\), but with the local tilting functions exchanged \( a_{n,x,x+1} \leftrightarrow b_{n,x,x+1} \). It then follows directly that the explicit solutions to these equations are of the same form as Eq. \([226]\), but with
\[
\mathbf{V}_{n,x}^{(1)}(a_{n,x,x+1}, b_{n,x,x+1}) = \mathbf{V}_{n,x}^{(1)}(a_{n,x,x+1}, b_{n,x,x+1}), \\
\mathbf{W}_{n,x}^{(1)}(a_{n,x,x+1}, b_{n,x,x+1}) = \mathbf{W}_{n,x}^{(1)}(a_{n,x,x+1}, b_{n,x,x+1}), \\
\mathbf{Z}_{n,x}^{(1)}(a_{n,x,x+1}, b_{n,x,x+1}) = \mathbf{Z}_{n,x}^{(1)}(a_{n,x,x+1}, b_{n,x,x+1}).
\]  

The corresponding boundary relations then read
\[
\langle \hat{L} | \mathbf{Z}_{n_1}^{(1)} \rangle = \langle \hat{L} | \mathbf{W}_n^{(1)} \rangle, \\
\sum_{n=0}^{N-1} R_{n_3,n_4,n_5} h_{n_3,n_4}^{(3)} \mathbf{V}_{n_3}^{(3)} \mathbf{W}_{n_4}^{(4)} = \Lambda_3 \mathbf{Z}_{n_4}^{(3)} \mathbf{V}_{n_4}^{(4)} \mathbf{R}_n, \\
\sum_{n=0}^{N-1} L_{n_0,n_1,n_2} a_{n_1,n_2}^{(1)} \langle \hat{L} | \mathbf{W}_{n_1}^{(1)} \mathbf{V}_{n_2}^{(2)} \rangle = \Lambda_4 \langle \hat{L} | \mathbf{V}_{n_1}^{(1)} \mathbf{Z}_{n_2}^{(2)} \rangle, \\
\mathbf{Z}_{n}^{(4)} \mathbf{R}_n = \mathbf{W}_{n}^{(4)} \mathbf{R}_n.
\]  
which are the same as Eqs. \([232]\), \([233]\), \([234]\), and \([235]\), but the functions \( a_{n,x,x+1} \) and \( b_{n,x,x+1} \) interchanged and with the stochastic boundary matrices \( \mathbf{R} \) and \( \mathbf{L} \) replaced by their transposes, which is equivalent to exchanging the elements \( R_{n_3,n_4,n_5} \leftrightarrow R_{n_3,n_4,n_5}, \ L_{n_0,n_1,n_2} \leftrightarrow L_{n_0,n_1,n_2} \). If we solve the right boundary equations, as we did for the right eigenvector, we obtain the following expressions for the spectral parameters,
\[
\xi = \sigma \Lambda_{R_0}^{(2N+1)} - \sigma_0^{(2N)} (1 - \alpha), \\
\omega = \sigma \Lambda_{R_0}^{(2N+1)} (1 - \beta) - \sigma_0^{(2N)} (1 - \alpha - \beta),
\]  
where the right boundary vectors are given by,
\[
| \hat{R} \rangle = \hat{R} \left| \begin{array}{c} 1 \\ \sigma \end{array} \right>, \quad | \hat{R}' \rangle = \sigma \hat{R}_0^{(2N)} \left| \begin{array}{c} 1 + \sigma \omega_0^{(2N)} \\ 1 + \sigma \omega_0^{(2N)} \end{array} \right| \left| \begin{array}{c} 1 \\ \sigma \end{array} \right>.
\]  
Similarly solving the left boundary equations gives,
\[
\xi = \tau \Lambda_{L}^{(1 - \delta)} - (1 - \gamma - \delta), \\
\omega = \tau \Lambda_{L}^{(1 - \delta)} (1 - \gamma) - \gamma,
\]  
for the spectral parameters, with the boundary vectors,
\[
\langle \hat{L} \rangle = \hat{L} \left| \begin{array}{c} 1 \\ \tau \end{array} \right>, \quad \langle \hat{L}' \rangle = \hat{L}_0 \left| \begin{array}{c} 1 \\ \tau \end{array} \right>.
\]  
It can be easily verified that equating the expressions for the spectral parameters \( \xi \) and \( \omega \) at either boundary and then solving for the eigenvalue \( \tilde{\Lambda}(s) = \Lambda_L \Lambda_R \) returns the quadratic characteristic polynomials \( \mathbf{Q}(s) \) [Eq. \((246)\)], as expected. Furthermore, it follows that by setting,
\[
\hat{R} = \frac{1}{1 + \sigma \omega_0^{(2N)}}, \quad \hat{L} = 1,
\]  
the components \( \tilde{q}_n \) of the eigenvectors \( \mathbf{q} \) of the tilted Markov operator \( \mathbf{M}(s) \), the diagonal operator \( \mathbf{Q}(s) \), and, most importantly, the long time Doob operator \( \mathbf{D}(s) \) then follow trivially from Eqs. \([266]\), \([264]\), and \([263]\).
VII. CONCLUSIONS

The aim of this paper was to present a comprehensive study into the dynamics of a simple integrable cellular automaton. The model we studied here, the Rule 150 RCA, is integrable [29], but in contrast to other recently studied integrable RCA, its quasiparticles are noninteracting [8]. This allowed us to present within the paper a significant number of exact results, including the stationary states for both closed and open boundaries, the full spectrum of the evolution operator, and the large deviation dynamical phase diagram. Our work here adds to the growing number of exact results on statistical mechanics of classical deterministic RCA, which is of interest to a number of other fields as explained in the introduction. There are also many interesting extensions and generalisations, including the dynamics of integrable RCA with stochastic or unitary dynamics [23, 61]. We expect our paper which studies the simplest of these models can also serve as a useful introduction to this rich field.
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Appendix A: Discrete symmetries

The discrete local symmetries of the model are given in Sec. [11] by the commutation relations between the local time evolution operator $U$ and the symmetry generators. Explicitly [cf. Eq. (18)],

$$[U, J_S] = 0, \quad [U, J_T] = 0, \quad [U, J_P] = 0,$$

(A1)

where $J_S$, $J_T$, and $J_P$ are $8 \times 8$ matrix representations of the respective symmetry generators which are defined by their action on either the operator $U$ or vector $p^t$. First, we consider the generator of spatial-inversions $J_S$, whose action inverts the spatial indices of the sites $x - 1, x + 1$ about the site $x$. Specifically,

$$J_S = \sum_{n_x = x-1, n_{x+1}} e_{n_x}^T e_{n_{x+1}} \otimes I \otimes e_{n_{x+1}}^T e_{n_x},$$

(A2)

where $e_0$ and $e_1$ denote the elementary basis vectors,

$$e_0 = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad e_1 = \begin{bmatrix} 0 \\ 1 \end{bmatrix}. \tag{A3}$$

The matrix $J_S$, therefore, reads,

$$J_S = \begin{bmatrix} 1 & 1 & 0 & 0 \\ 1 & 1 & 0 & 0 \\ 0 & 0 & 1 & 1 \\ 0 & 0 & 1 & 1 \end{bmatrix},$$

(A4)

from which the first equality in Eq. (A1) follows directly. Next, we consider the generator $J_T$ whose action reverses the direction of time, $t + 1 \rightarrow t - 1$. It, therefore, follows that the operator $J_T$ must necessarily satisfy the relation $J_T U J_T^{-1} = U^{-1}$. Recalling that the local time evolution operator $U$ is an involutory matrix (i.e., $U = U^{-1}$) then returns the second condition in Eq. (A1). This allows us to freely choose

$$J_T = U,$$  

(A5)

such that, for simplicity, we can define

$$J_T = \begin{bmatrix} 1 & 1 & 0 & 0 \\ 1 & 1 & 0 & 0 \\ 0 & 0 & 1 & 1 \\ 0 & 0 & 1 & 1 \end{bmatrix}. \tag{A6}$$

Finally, we consider the particle-hole symmetry operator, whose generator is defined by its action on the vector $p^t$, namely, it exchanges the binary variables 0 and 1, so

$$J_P = \sum_{n_x = x-1, n_{x+1}} e_{n_x}^T e_{n_{x+1}} \otimes e_{n_{x+1}}^T e_{n_x} \
\text{where } e_{n_x}^t e_{n_{x+1}} = e_{n_x} \otimes e_{n_{x+1}} \text{ is an element of the standard basis of the vector space } (\mathbb{R}^2)^{\otimes 3}. \text{ It then follows immediately that } J_P \text{ is the exchange matrix,}$$

$$J_P = \begin{bmatrix} 1 & 1 & 0 \\ 1 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 1 \end{bmatrix}. \tag{A8}$$

At the level of the master equation (14), the local symmetries manifest in the dynamics as a combined spatial-inversion and time-reversal symmetry and a particle-hole symmetry [cf. Eq. (20)]. Particularly,

$$[M, J_{ST}] = 0, \quad [M, J_P] = 0,$$

(A9)

with $J_{ST}$ and $J_P$ the $2^N \times 2^N$ matrix representations of the respective symmetry generators. We note that we can write the operator $J_{ST} = J_S J_T$, that is, as a product of operators that generalize the local matrices in Eqs. (A2) and (A5), which allows us to write

$$J_S = \sum_{n_1, \ldots, n_{2N}} e_{n_1}^T \otimes \ldots \otimes e_{n_{2N}}^T,$$

(A10)

with $e_{n_1} \otimes \ldots \otimes e_{n_{2N}}$ denoting a basis state of the vector space $\mathbb{R}^2 \otimes 2^N$. As was required of the local symmetry operator $J_T$, we demand that $J_T$ satisfies the identity $J_T M J_T^{-1} = M^{-1}$ which, after recalling that the operator $M = M_0 M_E$, immediately allows us to set

$$J_T = M_E. \tag{A11}$$

Similarly, it follows straightforwardly that

$$J_P = \sum_{n_1, \ldots, n_{2N}} e_{n_1}^T \otimes \ldots \otimes e_{n_{2N}}^T,$$

(A12)

Finally, as mentioned, the dynamics additionally exhibits a symmetry that conserves the parity of the total number of empty and occupied sites [cf. Eq. (21)],

$$[M, J_N] = 0,$$

(A13)

where the symmetry generator $J_N$ is trivially given by

$$J_N = \sum_{n_1, \ldots, n_{2N}} (-1)^{\sum_{x} n_x} e_{n_1} \otimes \ldots \otimes e_{n_{2N}}^T.$$  

(A14)

Appendix B: Quasiparticle number constraint

To prove the constraint on the numbers of positive and negative quasiparticles in a given configuration $\rho$ of even
of the probability state vectors can be written as

$$
\lim_{\xi, \omega \to 1} p_n = \frac{1}{Z} \text{Tr}(X_{n_1} X_{n_2} \cdots X_{n_{2N-1}} X_{n_{2N}}),
$$

where the auxiliary space matrices,

$$
X_0 = \begin{bmatrix} 1 & 1 \\ 0 & 0 \end{bmatrix}, \quad X_1 = \begin{bmatrix} 0 & 0 \\ 1 & 1 \end{bmatrix}.
$$

To prove the stationarity of the maximum entropy state, we introduce a cubic algebraic relation, analog to that in Eq. (54), which reads

$$
X_{n_x-1} X_{f_x} X_{n_x+1} = X_{n_x-1} X_{n_x} X_{n_x+1},
$$

where we have utilised the simplifications in Eq. (60) and the fact that, in the limit $\xi, \omega \to 1$, the auxiliary matrices trivialise, explicitly, $V_{n_x} \to W_{n_x} \to X_{n_x}$. Noting that this identity is solved by the following relation,

$$
X_{n_x} X_{n_x+1} = X_{n_x},
$$

which holds for all $n_x = 0, 1$, then proves the invariance of the state. An identical proof holds for the state $p'$ as, in the limit $\xi, \omega \to 1$, $p' \equiv p$.

**Appendix D: State counting function**

To show that the state counting function $\Omega$ in Eq. (69) really counts the number of states with $N^+$ positive and $N^-$ negative quasiparticles, we prove that the expressions for the grand canonical partition functions (66) and (68) are equivalent. To start, we write the product of transfer matrices as a recursion relation, specifically,

$$
T^N = T^{N-1} T, \quad (D1)
$$

with elements $T^N_{ij} \equiv (T^N)_{i,j}$ given by

$$
T^N_{ij} = \sum_{k=0}^{1} T^N_{ik} T^N_{kj}, \quad (D2)
$$

Substituting this parametrization for the transfer matrix components into $Z$ (66), admits the following expression for the grand canonical partition function,

$$
Z = \sum_{i=0}^{N} T^N_{ii}. \quad (D3)
$$

Introducing the following parametrization of the transfer matrix components,

$$
T_{11} = T_{00} = 1 + \xi \omega, \quad T_{10} = T_{01} = \omega + \xi, \quad (D4)
$$

then allows us to reduce the system of equations (D2) to just two recursive relations,

$$
T^N_{00} = (1 + \xi \omega) T^{N-1}_{00} + (\omega + \xi) T^{N-1}_{01},
$$

$$
T^N_{01} = (1 + \xi \omega) T^{N-1}_{01} + (\omega + \xi) T^{N-1}_{00}, \quad (D5)
$$

**Appendix C: Maximum entropy state**

For the case where $\xi = \omega = 1$, the stationary states, $p$ and $p'$, correspond to the maximum entropy state. That is, the state for which the probabilities for each and every configuration are equal. In this limit, the MPS representation for the state simplifies such that the components...
yielding an expression for \( Z \) in terms of just one recursive parameter,

\[
Z = 2T_{00}^N, \quad (D6)
\]

which can subsequently be expressed as a one-parameter second-order recurrence relation,

\[
T_{00}^N = 2(1 + \xi \omega)T_{00}^{N-1} - (1 - \xi^2)(1 - \omega^2)T_{00}^{N-2}. \quad (D7)
\]

In order to relate the MPS representation of the grand canonical partition function \( \{D6\} \) to the expression for \( Z \), obtained by normalizing the thermodynamic ensemble, in Eq. \( 68 \), we look for a combinatoric formulation for \( T_{00}^N \). We start by noting that the recursive relations \( \{D5\} \) can be rewritten in terms of the following summations,

\[
T_{00}^N = \sum_{i=0}^{N} \binom{N}{2i}(1 + \xi \omega)^{N-2i}(\omega + \xi)^{2i}, \quad (D8)
\]

\[
T_{01}^N = \sum_{i=0}^{N} \binom{N}{2i}(\omega + \xi)^{N-2i}(1 + \xi \omega)^{2i}.
\]

Expanding the binomials and rearranging for the spectral parameters then gives the following expression for \( T_{00}^N \),

\[
T_{00}^N = \sum_{i=0}^{\lfloor N/2 \rfloor} \binom{N-i}{2i} \sum_{j=0}^{N-2i} \binom{N-2i}{j} \sum_{k=0}^{2i} \binom{2i}{k} \xi^{2i+j-k} \omega^{j+k}. \quad (D9)
\]

To make further progress, we split the expression for \( T_{00}^N \) into three separate summations (i.e., \( k < i, k = i, k > i \)) which independently count the sets of configurations with \( N^+ > N^- \), \( N^+ = N^- \), and \( N^+ < N^- \) quasiparticles. By proving the equivalence of each of these to the associated part of Eq. \( 68 \), we necessarily prove the equivalence of the grand canonical partition functions \( 66 \) and \( 68 \) and the correctness of the state counting function \( \Omega \) \( 69 \). In what follows, it will prove helpful to refer to the following binomial coefficient identities for increasing or decreasing the integers \( n \) and \( k \),

\[
\binom{n}{k} = \frac{k+1}{n-k}(n), \quad \binom{n}{k} = \frac{n+1}{k+1}(n+1), \quad (D10)
\]

and Vandermonde’s identity,

\[
\sum_{k=0}^{j} \binom{m}{k} \binom{n}{j-k} = \binom{m+n}{j}. \quad (D11)
\]

To start, we consider the summation for \( k < i \),

\[
T_{00}^N = \sum_{i=1}^{\lfloor N/2 \rfloor} \sum_{j=0}^{N-2i} \sum_{k=0}^{2i} \binom{N-i}{2i} \binom{N-2i}{j} \binom{2i}{k} \xi^{2i+j-k} \omega^{j+k}. \quad (D12)
\]

In order to obtain the desired expression, we first shift the summation index \( j \mapsto j - k \) and rearrange the order of the summations for \( j \) and \( k \) such that the expression reads

\[
T_{00}^N = \sum_{i=1}^{\lfloor N/2 \rfloor} \sum_{k=0}^{N-2i} \sum_{j=k}^{N-2i-k} \binom{N-i}{2i} \binom{N-2i}{j-k} \binom{2i}{k} \xi^{2i+j-2k} \omega^{j-k}. \quad (D13)
\]

Next, we rearrange the summations for \( i \) and \( k \) and subsequently shift the index of summation \( i \mapsto i + k \) to give

\[
T_{00}^N = \sum_{k=0}^{\lfloor N/2 \rfloor} \sum_{i=1}^{\lfloor N-2k \rfloor} \sum_{j=k}^{N-2i-k} \binom{N}{2i} \binom{N-2i}{j-k} \binom{2i+2k}{k} \xi^{2i+j} \omega^{j-k}. \quad (D14)
\]

Now, we use the binomial identities in Eq. \( \{D10\} \) to transform the coefficients such that we have

\[
T_{00}^N = \sum_{k=0}^{\lfloor N/2 \rfloor} \sum_{i=1}^{\lfloor N-2k \rfloor} \sum_{j=k}^{N-2i-k} \binom{N}{2i+j} \binom{N-2i-j}{k} \binom{2i+j}{k} \xi^{2i+j} \omega^{j-k}. \quad (D15)
\]

which after rearranging the order of the summations \( i \) and \( k \) followed by \( j \) and \( k \) reads

\[
T_{00}^N = \sum_{i=1}^{\lfloor N/2 \rfloor} \sum_{j=0}^{N-2i} \sum_{k=0}^{j} \binom{N}{2i+j} \binom{N-2i-j}{k} \binom{2i+j}{k} \xi^{2i+j} \omega^{j-k}. \quad (D16)
\]
where, in the summation over \( k \), we use the identity \( \binom{n<k}{k} = 0 \). Finally, we apply Vandermonde’s identity (D11) to sum over \( k \) to obtain,

\[
T^N_{00} = \sum_{i=1}^{\lfloor N/2 \rfloor} \sum_{j=0}^{N-2i} \binom{N}{2i} \binom{N-2i}{j} \binom{N}{j} \xi^{2i+j} \omega^j. \tag{D17}
\]

Identifying the numbers of positive and negative quasiparticles as \( N^+ = 2i+j \) and \( N^- = j \), respectively, it follows directly that this expression is exactly equivalent to Eq. (69) for \( N^+ > N^- \), with the constraints in Eqs. (26) and (70) imposed by the bounds of the summations and the factor of 2 from Eq. (D6).

Next, we consider the summation for \( k = i \),

\[
T^N_{00} = \sum_{i=0}^{\lfloor N/2 \rfloor} \sum_{j=i}^{N-2i} \binom{N}{2i} \binom{N-2i}{j-i} \binom{2i}{i} \xi^{i+j} \omega^{i+j}. \tag{D18}
\]

To start, we again shift the summation index \( j \mapsto j - i \) to give

\[
T^N_{00} = \sum_{i=0}^{\lfloor N/2 \rfloor} \sum_{j=i}^{N-i} \binom{N}{2i} \binom{N-2i}{j-i} \binom{2i}{i} \xi^{j} \omega^{j}. \tag{D19}
\]

Subsequently applying the identities (D10) yields

\[
T^N_{00} = \sum_{i=0}^{\lfloor N/2 \rfloor} \sum_{j=i}^{N-i} \binom{N}{j} \binom{N-j}{i} \binom{j}{i} \xi^{j} \omega^{j}, \tag{D20}
\]

which after rearranging the order of the summations \( i \) and \( j \) reads

\[
T^N_{00} = \sum_{j=0}^{N} \sum_{i=0}^{j} \binom{N}{j} \binom{N-j}{i} \binom{j}{i} \xi^{j} \omega^{j}, \tag{D21}
\]

where again, in the summation over \( i \), we have used the identity \( \binom{n<k}{k} = 0 \). Further noting the identity \( \binom{n}{k} = \binom{n}{n-k} \), then applying Vandermonde’s identity (D11) to sum over \( i \) then gives

\[
T^N_{00} = \sum_{j=0}^{N} \binom{N}{j} \binom{N}{j} \xi^{j} \omega^{j}, \tag{D22}
\]

which, substituted into Eq. (D6), is exactly equal to Eq. (69) for \( N^+ = N^- = j \).

Finally, we consider the summation for \( k > i \),

\[
T^N_{00} = \sum_{i=1}^{\lfloor N/2 \rfloor} \sum_{j=0}^{N-2i} \sum_{k=i+1}^{N-2i} \binom{N}{2i} \binom{N-2i}{j} \binom{2i}{k} \xi^{2i+j-k} \omega^{j+k}, \tag{D23}
\]

which after shifting the summation index \( j \mapsto j - 2i + k \) and rearranging the order of the summations \( j \) and \( k \) reads

\[
T^N_{00} = \sum_{i=1}^{\lfloor N/2 \rfloor} \sum_{k=i+1}^{N-i} \sum_{j=2i-k}^{N-k} \binom{N}{2i} \binom{N-2i}{j-2i+k} \binom{2i}{k} \xi^{2i+j-2i+k} \omega^{-2i+j+2k}. \tag{D24}
\]

We now shift the index \( k \mapsto k + i \),

\[
T^N_{00} = \sum_{i=1}^{\lfloor N/2 \rfloor} \sum_{k=i}^{N-i-k} \sum_{j=i-k}^{N-i} \binom{N}{2i} \binom{N-2i}{j-i+k} \binom{2i}{i+k} \xi^{j} \omega^{j+2k}, \tag{D25}
\]

where, in the summation over \( i \), we use the identity \( \binom{n<k}{k} = 0 \). Finally, we apply Vandermonde’s identity (D11) to sum over \( i \) to obtain,
and subsequently apply Eqs. (D10) to obtain
\[ T_{00}^N = \sum_{i=1}^{\frac{N}{2}} \sum_{k=1}^{N-i-k} \sum_{j=0}^{j+k} N \left( \begin{array}{c} N - j - 2k \\ j + 2k \end{array} \right) \left( \begin{array}{c} j + 2k \\ i + k \end{array} \right) \xi^i \omega^{j+2k}. \] (D26)

Lastly, we rearrange the order of the summations \( i \) and \( k \) and then \( i \) and \( j \), which returns,
\[ T_{00}^N = \sum_{k=1}^{N-2k} \sum_{j=0}^{j+k} \sum_{i=k}^{N-i-k} N \left( \begin{array}{c} N - j - 2k \\ j + 2k \end{array} \right) \left( \begin{array}{c} j + 2k \\ i + k \end{array} \right) \xi^i \omega^{j+2k}, \] (D27)
before applying Vandermonde’s identity (D11) to sum over \( i \) to give
\[ T_{00}^N = \sum_{k=1}^{N-2k} \sum_{j=0}^{j+k} N \left( \begin{array}{c} N \\ j + 2k \end{array} \right) \left( \begin{array}{c} N \\ j \end{array} \right) \xi^i \omega^{j+2k}. \] (D28)

Substituted into Eq. (D6), this is precisely equivalent to Eq. (69) for \( N^+ < N^- \) with \( N^+ = j \) and \( N^- = j + 2k \), thus proving the equivalence of Eqs. (66) and (68) and the correctness of Eq. (69).

Remarkably, we can also derive the expression for the counting function \( \Omega \) directly from physical arguments by recalling the intrinsic properties of the quasiparticles. To start, we note that each and every quasiparticle occupies exactly two adjacent sites of the lattice and is statistically independent of each and every other quasiparticle. That is, the conditional probability of finding a quasiparticle at a pair of sites, given that the sites do not already contain a quasiparticle of that species does not depend on any of the other quasiparticles positions (see Sec. IV C). It then follows straightforwardly that the binomial coefficients in Eq. (69) can be understood as independently counting the total number of possible ways to arrange \( N^+ \) positive and \( N^- \) negative statistically independent quasiparticles of size 2 in a system of size \( 2N \). An illustrative example highlighting the basic concepts of this argument, as well as an explanation for the multiplicative factor of 2 which simply ensures that both subspecies of each quasiparticle are counted is presented in Figure 9.

**Appendix E: Stochastic boundary driving constraint**

In order to prove that the stochastic operators \( R \) and \( L \) must necessarily satisfy the particle-hole symmetry of the model, we show that the constraint (108) follows directly as a consequence of the boundary consistency condition. Solving separately the pair of equations (96) and (100), yields a unique solution for the spectral parameters \( \xi \) and \( \omega \) in terms of the conditional probabilities \( R_{001} \) and \( R_{011} \) and the normalization parameter \( \Gamma \equiv \Gamma_R/\Gamma_L \). Namely,
\[
\xi = \frac{\Gamma - (1 - R_{001})}{R_{011}}, \tag{E1}
\]
\[
\omega = \frac{\Gamma(1 - R_{011}) - (1 - R_{001} - R_{011})}{\Gamma R_{011}}. \tag{E2}
\]

Similarly, solving separately the left boundary equations, Eqs. (95) and (99), returns the following unique solution for \( \xi \) and \( \omega \) in terms of the conditional probabilities \( L_{100} \) and \( L_{110} \) and normalization parameter \( \Gamma \),
\[
\xi = \frac{(1 - L_{110}) - \Gamma(1 - L_{100} - L_{110})}{L_{110}}, \tag{E3}
\]
\[
\omega = \frac{1 - \Gamma(1 - L_{100})}{\Gamma L_{110}}. \tag{E4}
\]

We now demand that the expressions for \( \xi \) in Eqs. (E1) and (E3) and for \( \omega \) in Eqs. (E2) and (E4) are equivalent, respectively. Solving these coupled equations then yields a unique expression for the normalization parameter,
\[
\Gamma = \frac{L_{110}(1 - R_{001}) + (1 - L_{110})R_{011}}{R_{011}(1 - L_{100}) + (1 - R_{011})L_{110}}, \tag{E5}
\]
which is equivalent to the expression derived in Eq. (103),
where the spectral parameters are given by
\[
\begin{align*}
\xi &= \frac{R_{001}(1 - L_{110}) + (1 - R_{001})L_{100}}{R_{011}(1 - L_{110}) + (1 - R_{011})L_{110}}, \\
\omega &= \frac{L_{100}(1 - R_{011}) + (1 - L_{100})R_{001}}{L_{110}(1 - R_{001}) + (1 - L_{110})R_{011}},
\end{align*}
\]
(E6)

which are precisely the solutions shown in Eq. (108), with
\[
\begin{align*}
R_{110} &= \frac{(L_{100}(1 - R_{011}) + (1 - L_{100})R_{001}) - (1 - R_{100})(R_{001}(1 - L_{110}) + (1 - R_{001})L_{100})}{R_{011}(1 - L_{110}) + (1 - R_{011})L_{110}}
\quad + (1 - L_{110})R_{011}, \\
L_{011} &= \frac{(R_{001}(1 - L_{110}) + (1 - R_{001})L_{100}) - (1 - L_{011})(L_{100}(1 - R_{011}) + (1 - L_{100})R_{001})}{L_{110}(1 - R_{001}) + (1 - L_{110})R_{011}}.
\end{align*}
(E7)
\]

Requiring that each and every conditional probability is simultaneously bounded then returns a unique nontrivial solution for the \( R_{n3,n4,n5} \) and \( L_{n0,n1,n2} \), that is,
\[
\begin{align*}
R_{100} &= R_{011}, \quad R_{110} = R_{001}, \\
L_{001} &= L_{110}, \quad L_{011} = L_{100},
\end{align*}
(E8)
\]
which is exactly the constraint in Eq. (108).

---

**Appendix F: Conditional probability factorization**

To prove the factorizations in Eqs. (111) and (112), we must first clarify our notation. Specifically, let \( p_{n_1,...,n_{2N}} \) and \( p'_{n_1,...,n_{2N}} \) denote the asymptotic probabilities for the configurations of even length \( 2N \) starting on either even sites at odd times or odd sites at even times, and either even sites at even times or odd sites at odd times. Then, let \( p_{n_1,...,n_{2N-1}} \) and \( p'_{n_1,...,n_{2N-1}} \) denote the corresponding asymptotic probabilities for configurations of odd length \( 2N - 1 \). Explicitly, these expressions read,

\[
\begin{align*}
p_{n_1,...,n_{2N}} &= \lim_{M \to \infty} \frac{\text{Tr}(V_{n_1} W_{n_2} \cdots W_{n_{2N}} T^{M-N})}{\text{Tr}(T^M)} = \frac{\langle l | V_{n_1} W_{n_2} \cdots W_{n_{2N}} | r \rangle}{\chi^N \langle l | r \rangle}, \\
p'_{n_1,...,n_{2N}} &= \lim_{M \to \infty} \frac{\text{Tr}(W_{n_1} V_{n_2} \cdots V_{n_{2N}} T^{M-N})}{\text{Tr}(T^M)} = \frac{\langle l | W_{n_1} V_{n_2} \cdots V_{n_{2N}} | r \rangle}{\chi^N \langle l | r \rangle}, \\
p_{n_1,...,n_{2N-1}} &= \lim_{M \to \infty} \frac{\text{Tr}(V_{n_1} W_{n_2} \cdots W_{n_{2N-1}} (W_0 + W_1) T^{M-N})}{\text{Tr}(T^M)} = \frac{\langle l | V_{n_1} W_{n_2} \cdots V_{n_{2N-1}} | r \rangle}{\chi^{N-1} \langle l | (W_0 + W_1) | r \rangle}, \\
p'_{n_1,...,n_{2N-1}} &= \lim_{M \to \infty} \frac{\text{Tr}(W_{n_1} V_{n_2} \cdots W_{n_{2N-1}} (W_0 + W_1) T^{M-N})}{\text{Tr}(T^M)} = \frac{\langle l | W_{n_1} V_{n_2} \cdots W_{n_{2N-1}} | r \rangle}{\chi^{N-1} \langle l | (W_0 + W_1) | r \rangle},
\end{align*}
\]

where we have used the facts that the following products of matrices and vectors hold,
\[
\begin{align*}
(W_0 + W_1) | r \rangle &= (1 + \omega) | r \rangle, \\
(V_0 + V_1) | r \rangle &= (1 + \xi) | r \rangle,
\end{align*}
\]
and that both the transfer matrix \( T \) and vectors \( | r \rangle \) and \( \langle l | \) are invariant under the exchange \( \xi \leftrightarrow \omega \). That is,
\[
T \equiv T', \quad | r \rangle \equiv | r' \rangle, \quad \langle l | \equiv \langle l' |.
(F6)
\]

In order to prove the relations in Eqs. (111) and (112), we must show that the following products of vectors and matrices are *linearly dependent*. Explicitly, that for each and every subconfiguration of two sites, there exist scalar coefficients \( l_{n_1,n_2}, l_{n_1,n_2}', r_{n_3,n_4}, r_{n_3,n_4}' \), such that for the left boundary, the following identities hold,
\[
\begin{align*}
\langle l | V_{n_1} W_{n_2} &= l_{n_1,n_2} \langle l | W_{n_2}, \\
\langle l | W_{n_1} V_{n_2} &= l'_{n_1,n_2} \langle l | V_{n_2},
\end{align*}
\]
(F7)
while for the right boundary, the identities read
\[
\begin{align*}
W_{n_3} V_{n_4} | r \rangle &= r_{n_3,n_4} V_{n_3} | r \rangle, \\
W_{n_3} W_{n_4} | r \rangle &= r'_{n_3,n_4} W_{n_3} | r \rangle.
\end{align*}
\]
(F10)
It can be straightforwardly demonstrated, by checking all four configurations for all four equations, that the scalar coefficients are given precisely by the tensors of the PSA in Eq. (39) and MPS normalization constant in Eq. (103). Explicitly, for the left boundary,

\[ l_{n_1,n_2} = X_{n_1,n_2}, \quad l'_{n_1,n_2} = Y_{n_1,n_2}, \quad \text{(F11)} \]

and, similarly, for the right boundary,

\[ r_{n_3,n_4} = \frac{1}{\Gamma}X_{n_3,n_4}, \quad r'_{n_3,n_4} = \Gamma Y_{n_3,n_4}. \quad \text{(F12)} \]

From here, the factorization identities follow directly. To obtain the relations in Eq. (111), we consecutively apply Eq. (F7) to Eqs. (F1) and (F3) and, similarly, Eq. (F8) to Eqs. (F2) and (F4), while to acquire the equations in Eqs. (112), we instead repeatedly apply (F9) and (F10).

**Appendix G: Eigenvalue degeneracy conjecture**

To check the validity of the conjecture in Eq. (168) for the degeneracy \( g \) of the eigenvalue \( \Lambda \), we perform a simple calculation which counts the total number of eigenvalues. In particular, let \( g(N) \equiv 2^{2N} \) denote the total number of eigenvalues of \( \hat{M} \) for a system of even size \( 2N \). We argue that we can express this quantity as

\[
g(N) = 4 \sum_{p=0}^{N-1} g(N,p), \quad g(N,p) = \sum_{q=0}^{2N-2} g(N, p, q), \quad \text{(G1)}
\]

which can intuitively be interpreted as counting the total number of degenerate eigenvalues by summing over every angle \( q \), orbital \( p \), and root \( \lambda \) (cf. the multiplicative factor of 4). The degeneracy \( g \equiv g(N, p, q) \) then reads

\[
g(N,p,q) = \sum_{d|D} \frac{d}{2N-1} \sum_{d'|D'} \mu(d') \left( \frac{2N-1}{d'd} \right), \quad \text{(G2)}
\]

where \( \mu(\cdot) \) denotes the Möbius function and \( j|k \) the set of positive integer divisors \( j \) of the integer \( k \), with

\[
D = \gcd(2N-1,p,q), \quad D' = \frac{\gcd(2N-1,p)}{q}, \quad \text{(G3)}
\]

where \( \gcd(\cdot) \) denotes the greatest common divisor.

To start, we note that we can eliminate the summation over \( q \) by expanding the summations over both \( q \) and \( d \), and then collecting terms in \( d \) such that

\[
g(N,p) = \sum_{d|D} \sum_{d'|D'} \mu(d') \left( \frac{2N-1}{d'd} \right), \quad \text{(G4)}
\]

with the integer

\[
D' = \gcd(2N-1,p). \quad \text{(G5)}
\]

Expanding the summations over \( d \) and \( d' \), and collecting terms with similar binomial coefficients, we then obtain

\[
g(N,p) = \sum_{d|D'} \left( \frac{2N-1}{d} \right) \sum_{d'|d} \mu(d') = \left( \frac{2N-1}{p} \right), \quad \text{(G6)}
\]

where, to eliminate the summation over \( d' \), we have used the Möbius summation identity,

\[
\sum_{j|k} \mu(j) = \begin{cases} 
1, & k = 1, \\
0, & k > 1.
\end{cases} \quad \text{(G7)}
\]

We now consider the summation over the orbital number \( p \), which we can expand using Pascal’s identity to read

\[
g(N) = 4 \sum_{p=0}^{N-1} \left( \binom{2N-2}{p-1} + \binom{2N-2}{p} \right) = 4 \sum_{p=0}^{N-2} \left( \binom{2N-2}{p-1} + \binom{2N-2}{N-1} \right),
\]

where, to obtain the latter equality, we used the binomial identity \( \binom{N}{N} = 1 \) to eliminate the term \( \binom{2N-1}{N-1} \). Finally, we split the first term into two separate summations over \( p = 0, \ldots, N-2 \) and \( p = N, \ldots, 2N-2 \) with the identity \( \binom{N}{j} = \binom{N}{N-j} \) to give

\[
g(N) = 4 \sum_{p=0}^{N-2} \binom{2N-2}{p} = 4 \binom{2N-2}{N-1} = 2^{2N}, \quad \text{(G9)}
\]

as required where, to acquire the second equality, we used the binomial coefficient summation identity,

\[
\sum_{j=0}^{k} \binom{k}{j} = 2^k. \quad \text{(G10)}
\]

**Appendix H: Cumulants of long time observables**

To construct exact expressions for the cumulants \( \kappa_j \) of the observable \( K \) for all even system sizes \( 2N \) in the long time \( T \) limit, we must first state Faà di Bruno’s formula, which generalizes the chain rule for higher derivatives. In particular, it states that if \( z(y) \) and \( g(x) \) are differentiable functions, then

\[
\frac{d^p z}{dx^p} = \sum_{\mathcal{K}} \frac{p!}{k_1! \cdots k_p!} \frac{d^q z}{dy^q} \prod_{j=1}^{p} \left( \frac{1}{j!} \frac{dg}{dx} \right)^{k_j}, \quad \text{(H1)}
\]

where the summation is over every \( p \)-tuple of nonnegative integers \( \mathcal{K} \equiv (k_1, \ldots, k_p) \) satisfying the conditions,

\[
\sum_{j=1}^{p} j k_j = p, \quad \sum_{j=1}^{p} k_j = q. \quad \text{(H2)}
\]
The exact expressions for the long time cumulants of the observable $K$ then follow directly from the application of Faà di Bruno’s formula (H1) to the SCGF (205). To start, we consider the functions $z(y) = \theta_N(\tilde{\Lambda})$ and $y(x) = \tilde{\Lambda}(s)$, which after applying Eq. (H1) read

$$\frac{d^p \theta_N}{d\Lambda^p} = \sum_k \frac{p!}{k_1! \cdots k_p!} \frac{d^q \theta_N}{d\Lambda^q} \prod_{j=1}^p \left( \frac{1}{j!} \frac{d^j \tilde{\Lambda}}{d\Lambda^j} \right)^{k_j}, \quad (H3)$$

with the intermediate derivative,

$$\frac{d^q \theta_N}{d\Lambda^q} = \frac{(-1)^{q-1}(q-1)!}{\Lambda^q}. \quad (H4)$$

Now, we consider $z(y) = \tilde{\Lambda}(\tilde{\sigma})$ and $y(x) = \tilde{\sigma}(s)$, where we have introduced $\tilde{\sigma}(s) = \tilde{\eta}^2(s) - \tilde{\mu}(s)$, for which

$$\frac{d^p \tilde{\Lambda}}{d\tilde{\sigma}^p} = \frac{d^p \tilde{\eta}}{d\tilde{\sigma}^p} + \sum_k \frac{p!}{k_1! \cdots k_p!} \frac{d^q \tilde{\Lambda}}{d\tilde{\sigma}^q} \prod_{j=1}^p \left( \frac{1}{j!} \frac{d^j \tilde{\sigma}}{d\tilde{\sigma}^j} \right)^{k_j}, \quad (H5)$$

where the intermediate derivative,

$$\frac{d^q \tilde{\Lambda}}{d\tilde{\sigma}^q} = \frac{(-1)^{q-1}(2\tilde{\eta})!\tilde{\sigma}-(2\tilde{\eta})/(2q-1)!}{2^{2q}q!}, \quad (H6)$$

and final derivative,

$$\frac{d^p \tilde{\eta}}{d\tilde{\sigma}^p} = \frac{1}{2} \sum_{k=0}^{p} \sum_{j=0}^{1} \psi_{j,k}(-N\zeta_{j,k})^p \exp(-Ns\zeta_{j,k}). \quad (H7)$$

Finally, we consider $z = \tilde{\sigma}(\tilde{\eta})$ and $y = \tilde{\eta}(s)$, with

$$\frac{d^p \tilde{\sigma}}{d\tilde{\eta}^p} = \sum_k \frac{p!}{k_1! \cdots k_p!} \frac{d^q \tilde{\sigma}}{d\tilde{\eta}^q} \prod_{j=1}^p \left( \frac{1}{j!} \frac{d^j \tilde{\eta}}{d\tilde{\eta}^j} \right)^{k_j} \frac{d^p \tilde{\mu}}{d\tilde{\eta}^p}, \quad (H8)$$

where the intermediate derivative,

$$\frac{d\tilde{\sigma}}{d\tilde{\eta}} = 2\tilde{\eta}, \quad \frac{d^2 \tilde{\sigma}}{d\tilde{\eta}^2} = 2, \quad \frac{d^q \tilde{\sigma}}{d\tilde{\eta}^q} = 0, \quad q \geq 3, \quad (H9)$$

and final derivative,

$$\frac{d^p \tilde{\mu}}{d\tilde{\eta}^p} = \psi(-N\zeta)^p \exp(-Ns\zeta). \quad (H10)$$

For completeness, let us now consider $K = (k_1, \ldots, k_p)$. It can be straightforwardly demonstrated that finding the $p$-tuples of nonnegative integers satisfying the constraint in Eq. (H2) is equivalent to finding every partition of the positive integer $p$ (i.e., every possible way of writing $p$ as a sum of positive integers, or equivalently, as a sum of $p$ nonnegative integers). The total number of partitions of a nonnegative integer $p$ is given by the partition function $P(p)$ from number theory \[62\] and exhibits the following convenient recurrence relation,

$$P(p) = \frac{1}{p} \sum_{j=0}^{p-1} \Sigma(p-j)P(j), \quad (H11)$$

where, by convention, $P(0) = 1$ and with $\Sigma(\cdot)$ the sum of divisors function,

$$\Sigma(k) = \sum_{j|k} j, \quad (H12)$$

with $j|k$ denoting the set of positive integer divisors $j$ of the positive integer $k$. For reference, the integer sequence of the partition functions $P(p)$ can be found on Ref. \[63\].