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Abstract

A homotope, or a mutation, of a $k$-algebra is a new algebra with the same underlying space, but with the multiplication law dependent on the multiplication law of the original algebra. In this paper, we show that a generic finite-dimensional algebra of dimension greater than 3 has infinitely many non-isotopic homotopes, and that, more generally, a similar result is true for generic trilinear forms. We also study a particular class of homotopes called $\Delta$-homotopes, where $\Delta$ is an element of the algebra, and show that there are algebras with infinitely many non-isomorphic homotopes even under some additional assumptions, such as the associativity of the algebra or $\Delta$ being well-tempered.

1 Introduction

Non-associative algebras play an important role in modern algebra and its applications to areas such as geometry, quantum physics, and integrable systems. Lie algebras and Jordan algebras are the best-known examples of such algebras. Even though Lie algebras and Jordan algebras are very well-studied objects, general non-associative algebras are far from being fully understood.

Albert and Bruck (see [1], [6]) established and studied the notions of homotopy and isotopy of non-associative algebras as a generalization of homomorphism and isomorphism
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respectively. Namely, for a pair of $k$-algebras $A, B$, a homotopy from $A$ to $B$ is a triple of $k$-linear maps $f_1, f_2, f_3 : A \to B$ such that

$$f_1(a) \cdot f_2(a') = f_3(a \times a')$$

(1)

for any $a, a' \in A$, where $\times$ and $\cdot$ are multiplication laws in $A$ and $B$ respectively, and $k$ is a field. If each one of these maps is bijective, the triple $(f_1, f_2, f_3)$ is called an isotopy. If the $k$-algebras $A$ and $B$ are isotopic, we will say that $A$ is an isotope of $B$ (or $B$ is an isotope of $A$). These notions enable one to get new structural results on non-associative algebras. For example, Bruck (see [6]) proved the structural theorem for finite-dimensional algebras and Malcev ([14]) proved that an arbitrary algebra can be embedded into a suitable isotope of an associative algebra.

The main objects of study of this paper will be homotopes of finite-dimensional algebras. Given a triple of $k$-linear maps $f_1, f_2, g : A \to A$, we can define a new multiplication $\times$ on the underlying $k$-vector space of $A$ by setting

$$a \times a' = g(f_1(a) \cdot f_2(a')).$$

(2)

Let $B$ denote the resulting algebra, which we call a homotope of $A$. If $g$ is invertible, $(f_1, f_2, g^{-1})$ is a homotopy from $A$ to $B$. We will later show how this definition arises naturally when one considers the multiplication law of an algebra as a trilinear form.

A $\Delta$-homotope is a special case of the above definition. Given a $k$-algebra $A$ and an element $\Delta \in A$, we may construct a homotope by taking $f_1(a) = a \cdot \Delta$, $f_2 = f_3 = \text{id}$. We then call the resulting algebra a left $\Delta$-homotope of $A$. Similarly, we can define the right $\Delta$-homotope by setting $f_1 = f_3 = \text{id}$, $f_2(a) = \Delta \cdot a$. Note that if the original algebra $A$ is associative, the multiplication laws we get, which are $a \times a' = (a \cdot \Delta) \cdot a'$ and $a \times a' = a \cdot (\Delta \cdot a')$ respectively, coincide and are associative. We then refer to the resulting associative algebra as simply a $\Delta$-homotope and denote it by $A_\Delta$. This special case, also known as a mutation of an algebra, and its generalizations appeared in connection with Jordan algebras and alternative algebras (see, for example, [10], [15]).

We may now consider these definitions in the context of unital associative algebras. It is well-known that the notion of isotopy is not far away from isomorphism for the case of unital associative algebras: a unital algebra isotopic to a unital associative algebra is necessarily isomorphic to it. On the other hand, $\Delta$-homotopes are seldom isomorphic to the original algebra. If $A$ is a unital associative algebra, $\Delta \in A$, then the $\Delta$-homotope $A_\Delta$ is associative, but unital if and only if $\Delta$ is invertible in $A$. By adjoining a unit to the algebra $A_\Delta$, we get a unital associative algebra $\hat{A}_\Delta$, which we will call the unital or augmented homotope of $A$.

Despite the simplicity of the definition, the theory of representations of unital homotopes has deep connections with advanced modern constructions in homological algebra. One can find in [5] the connection between the representation theory of unital homotopes and topics such as discrete harmonic analysis on graphs, the description of orthogonal decompositions of simple Lie algebras into a sum of Cartan subalgebras, the classification of mutually unbiased bases (for more details, see [1], [11], [12], [20]), which have wide application in quantum mechanics and quantum information theory, the description of perverse sheaves on stratified
topological spaces, the representation theory of quasi-hereditary algebras, and more. Also, if the element $\Delta \in A$ is well-tempered, i.e. satisfies some natural conditions (see for details [2, 19] or Section 3), then the construction of the unital $\Delta$-homotope gives us an example of recollement of abelian categories (see [18], [2]).

Let us consider a fixed finite-dimensional (associative or non-associative) algebra $A$. It is then natural to ask the following question.

**Question 1.1. Are there infinitely or finitely many homotopes of $A$ up to some equivalence?**

We will study this question in the following settings:

- $A$ is a general non-associative algebra, and homotopes are equivalent if and only if they are isotopic,
- $A$ is a fixed algebra, and homotopes are equivalent if and only if they are isomorphic.

In the first case, we study the question using methods of algebraic geometry. The key idea is to assign to a fixed algebra a determinantal hypersurface. This assignment is an invariant of isotopy up to projective isomorphism: if two algebras are isotopic, then their determinantal hypersurfaces are projectively isomorphic. We show that determinantal hypersurfaces of the homotopes of a general algebra of dimension greater than 3 are generally non-isomorphic by considering the linear sections of such hypersurfaces up to a projective isomorphism. Varieties with projectively isomorphic hyperplane sections have been extensively studied, and the complete classification of such varieties of dimensions 1 and 2 is known. Our main references for this classification are the works of Pardini [10], [3] and L’vovsky [13].

In the second case, we construct examples of both associative and non-associative algebras with infinitely many non-isomorphic $\Delta$-homotopes. Furthermore, we construct an associative algebra with infinitely many non-isomorphic $\Delta$-homotopes for a special case when $\Delta$ is a well-tempered element.

Our article is organized as follows. In Section 2, we study non-associative algebras and generalize our result to the case of general trilinear forms. Section 3 is devoted to the study of $\Delta$-homotopes of associative algebras.
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### 1.1 Notation

We will be working over an algebraically closed field $k$ of characteristic zero. We will write $\mathbb{P}^n$ instead of $\mathbb{P}^n_k$ for the $n$-dimensional projective space over $k$, considered as an algebraic variety.

We will use the same notation for a vector space and the corresponding affine algebraic variety. As an example, $X \subset V$, $V$ a finite-dimensional vector space, is a shorthand for $X \subset \text{Spec } S^\bullet(V^*)$, with $V$ naturally identified with the closed points of the scheme $\text{Spec } S^\bullet(V^*)$. 
2 Homotopes of a general finite-dimensional non-associative algebra.

In this section we will study the following question:

**Question 2.1.** For a general non-associative algebra $A$, are there infinitely or finitely many homotopes of $A$ up to isotopy?

2.1 Determinantal variety of a tensor.

Consider three vector spaces $V_1, V_2, V_3$ of dimension $d_1, d_2, d_3$ respectively. For any vector space $V$ we denote by $\mathbb{P}(V)$ the projectivization of $V$. To a tensor $m \in V_1 \otimes V_2 \otimes V_3$ we can associate a determinantal variety $X(m)$ in one of the $\mathbb{P}(V_i^*)$. To simplify notation, and since that is the case we will be working with later on, in this section we will, without loss of generality, consider the case $i = 1$.

Fix some isomorphism $V_1 \otimes V_2 \otimes V_3 \cong \text{Hom}_k(V_1^*, V_2 \otimes V_3)$. Recall that a tensor $t \in V_2 \otimes V_3$ has rank $r$ if there is a decomposition $t = \sum_{s=1}^r u_s \otimes w_s$ for some $u_s \in V_2, w_s \in V_3, s = 1, \ldots, r$, and $r$, the number of terms in the sum, is minimal over all such decompositions.

Denote by $D_l(V_2, V_3) \subset V_2 \otimes V_3$ the subvariety consisting of tensors of rank not greater than $l \leq \min(d_2, d_3)$. We will make use of the well-known facts that $\text{codim}_{V_2 \otimes V_3}D_l(V_2, V_3) = (d_2 - l)(d_3 - l)$ and that the singular locus $\text{Sing} D_l(V_2, V_3)$ is exactly $D_{l-1}(V_2, V_3) \subset D_l(V_2, V_3)$. (cf. [7]). We set $l = \min(d_2, d_3) - 1$ and define $X(m) \subset V_1^*$ as the pullback of $D_l(V_2, V_3)$ along $m : V_1^* \to V_2 \otimes V_3$. It is an affine cone. We also consider its projectivization $\hat{X}(m) = \mathbb{P}(X(m))$. Of course, if $m(V_1^*) \subset D_l(V_2, V_3)$ then $\hat{X}(m) = \mathbb{P}(V_1)$ and vice versa.

If $m : V_1^* \to V_2 \otimes V_3$ is injective, $\hat{X}(m)$ may also be described as the pullback of $\mathbb{P}(D_l(V_2, V_3))$, and then for a general such $m$ the singular locus of $\hat{X}(m)$ will be the pullback of the singular locus $\mathbb{P}(D_{l-1}(V_2, V_3))$ and have the expected codimension $d_2 + d_3 - 2l + 1$.

We have the action of $G = \text{GL}(V_1) \times \text{GL}(V_2) \times \text{GL}(V_3)$ on $V_1 \otimes V_2 \otimes V_3$ defined as follows. For all $g = (g_1, g_2, g_3) \in G$, $v_i \in V_i, i = 1, 2, 3$, we define $g \cdot (v_1 \otimes v_2 \otimes v_3) = (g_1(v_1) \otimes g_2(v_2) \otimes g_3(v_3))$ and extend this action to arbitrary tensors by linearity. Note that when we consider $m \in V_1 \otimes V_2 \otimes V_3$ as a linear morphism $V_i^* \otimes V_2 \to V_3$ by fixing some isomorphism $V_1 \otimes V_2 \otimes V_3 \cong \text{Hom}_k(V_1^* \otimes V_2^*, V_3)$, we obtain that $(g \cdot m)(v^1 \otimes v^2) = (g_3 \circ m)(g_1^*(v^1) \otimes g_2^*(v^2)) \forall v^1 \in V_1^*, v^2 \in V_2^*$, where $g_i^* : V_i^* \to V_i^*$ are the maps adjoint to $g_i$. This generalizes the notion of isotopy, so for a pair of tensors $m_1, m_2 \in V_1^* \to V_2 \otimes V_3$ we will say that $m_1$ is isotopic to $m_2$ and write $m_1 \sim m_2$ if there is an element $g \in G$ such that $g \cdot m_1 = m_2$.

**Proposition 2.2.** If $m \sim m'$, then $X(m), X(m') \subset V_1^*$ are linearly isomorphic and $\hat{X}(m), \hat{X}(m') \subset \mathbb{P}(V_1^*)$ are projectively isomorphic.

**Proof.** Let $g = (g_1, g_2, g_3)$ be the element of $G$ such that $g \cdot m = m'$. Since the rank of a pure tensor is invariant under the action of $G$, $D_l(V_2, V_3)$, $l = \min(d_2, d_3) - 1$, is invariant under the action of $G$. When we consider $m$ as a morphism $V_1^* \to V_2 \otimes V_3$, the action of $g_1$ on $V_1$ corresponds to the action $g_1 \cdot m = m \circ g_1^*, g_1^* : V_1^* \to V_1^*$. Then the pullback of $D_l(V_2, V_3)$ along
$g \cdot m$ is the same as the pullback along $m \circ g_1^*$, so $g_1^*$ induces a linear isomorphism between $X(m),X(m') \subset V_1^*$. Since $g_1^*$ is an isomorphism, it also induces a projective automorphism of $\mathbb{P}(V_1^*)$, which gives us a projective isomorphism of $X(m)$ and $X(m')$.

\[\square\]

### 2.2 Main result.

Let $(V,m)$ denote a $k$-algebra with the underlying $k$-vector space $V$ and the multiplication law $m \in \text{Hom}(V \otimes V, V) \cong V^* \otimes V^* \otimes V$. To apply the above construction to the study of algebras and their homotopes, we note that if $m,m' \in V^* \otimes V^* \otimes V$, then $m \sim m'$ is equivalent to the algebras $(V,m)$ and $(V,m')$ being isotopic: $g = (g_1, g_2, g_3)$ is such that $g \cdot m = m'$, if and only if $(g_1^*, g_2^*, g_3^{-1})$ is an an isotopy from $(V,m)$ to $(V,m')$.

Our goal in this section will be to prove the following theorem.

**Theorem 2.3.** Let $A = (V,m)$ be a general $d$-dimensional $k$-algebra over an algebraically closed field $k$ of characteristic 0. Then there are infinitely many homotopes of $A$ up to isotopy if and only if $d \geq 4$.

The theorem will follow from a series of propositions. We begin with the ‘if’ direction, the case when $d \geq 4$. Given a multiplication law $m$, our plan is to now show that under the construction $\hat{X}(m)$ described above, with $\hat{X}(m)$ being a subset of the projectivization of the dual space of the second term in $V^* \otimes V^* \otimes V$, there is a family of homotopes of $A = (V,m)$ corresponding to projective cones over plane sections of the determinantal variety $\hat{X}(m)$, and that these sections can not be generally isomorphic.

**Proposition 2.4.** Let $A = (V,m)$ be a finite-dimensional $k$-algebra. Let $A' = (V,m')$ be the homotope of $A$ obtained by applying the triple $(f, \text{id}, \text{id})$. Then $\hat{X}(m')$ is projectively isomorphic to a projective cone with basis $\mathbb{P}(\text{Im} f \cap X(m)) \subset \mathbb{P}(\text{Im} f) \subset \mathbb{P}(V)$ and apex $\mathbb{P}(\text{Ker } f) \subset \mathbb{P}(V)$.

**Proof.** Let $m'$ be the multiplication law of the homotopic algebra, i.e. $m'(a,b) = m(f(a),b)$. As in Proposition 2.2, we see that the affine variety $X(m')$ is the pullback of $X(m)$ along $f$. We are interested in the case when $f$ has a kernel, since otherwise $(f, \text{id}, \text{id})$ is an isotopy. But then the vector space $V$ splits noncanonically as $\text{Ker } f \oplus V'$, with $f|_{V'}$ injective, which gives us an isomorphism of affine algebraic varieties $X(m') \cong (\text{Im } f \cap X(m)) \times \text{Ker } f$, and then the projectivization $\hat{X}(m')$ is a projective cone with basis $\mathbb{P}(\text{Im } f \cap X(m)) \subset \mathbb{P}(\text{Im } f) \subset \mathbb{P}(V)$ and apex $\mathbb{P}(\text{Ker } f) \subset \mathbb{P}(V)$.

Following [10], we say that a variety $X \subset \mathbb{P}^r$ over an algebraically closed field of characteristic zero has *projectively isomorphic hyperplane sections* if there is a non-empty open set of hyperplanes $U \subset (\mathbb{P}^r)^\vee$ such that $\forall H, H' \in U$ the corresponding hyperplane sections $H \cap X, H' \cap X$ are projectively isomorphic, i.e. there is an automorphism $\gamma$ of $\mathbb{P}^r$ such that $\gamma(H) = H'$, $\gamma(H \cap X) = H' \cap X$. The sections $H \cap X$ for $H \in U$ are then called generic. Theorem 2.12 of [10] classifies all projective surfaces with projectively isomorphic hyperplane sections, while curves with projectively isomorphic hyperplane sections were classified in characteristic 0 by L’vosky [13] and in arbitrary characteristic by Ballico [3].
Theorem 2.5 (Ballico, Theorem 0.2; L’vovsky, Proposition 0.1). Let $C$ be an integral non-degenerate projective curve in $\mathbb{P}^n_k$, $k$ algebraically closed of characteristic 0. Then it has projectively isomorphic hyperplane sections if and only if $\deg C \leq n + 1$.

Proposition 2.6. For a general $d$-dimensional $k$–algebra $A = (V, m)$, $d \geq 4$, the projective variety $\hat{X}(m) \subset \mathbb{P}^{d-1}$ has infinitely many projectively non-isomorphic sections by lines $\mathbb{P}^1 \subset \mathbb{P}^{d-1}$.

Proof. Consider a $d$-dimensional algebra $A = (V, m)$, $m \in V^* \otimes V^* \otimes V$, $\dim V = d \geq 4$. In this case, $\hat{X}(m)$ is a hypersurface of degree $d$, and for a general $m$, as it was mentioned before, its singular locus has the expected codimension 3. By repeatedly applying the Bertini theorem, we see that there is a smooth plane section by a $\mathbb{P}^2 \subset \mathbb{P}^{d-1}$, which is a plane curve denoted by $C$. The degree of this curve is $d \geq 4$, so by Theorem 2.5 it doesn’t have projectively isomorphic hyperplane sections, which means that the original variety $\hat{X}(m)$ has infinitely many projectively non-isomorphic 1-dimensional plane sections. $\square$

From the above propositions we get the 'if' part of Theorem 2.3.

Proposition 2.7. Let $A = (V, m)$ be a general $d$–dimensional $k$–algebra over an algebraically closed field $k$ of characteristic 0. If $d \geq 4$, there are infinitely many homotopes of $A$ up to isotopy.

Proof. By Proposition 2.6 $\hat{X}(m)$ has infinitely many projectively non-isomorphic plane sections by 1-dimensional subspaces. For any $\mathbb{P}^1 \subset \mathbb{P}^{d-1}$ there is a rank 1 map $f$ such that $\mathbb{P}(\text{Im } f)$ is exactly said $\mathbb{P}^1 \in \mathbb{P}^{d-1}$. By varying $f$, we obtain an infinite family of homotopes $A = (V, m')$ of $A = (V, m)$ with their corresponding varieties being cones over projectively non-isomorphic varieties.

An elementary argument shows that such cones are themselves projectively non-isomorphic. If $s$ is the dimension of $\text{Im } f$, then any plane section of $\hat{X}(m')$ by a dimension $s - 1$ subspace $\mathbb{P}^{s-1} \subset \mathbb{P}(V)$ disjoint from the apex $\mathbb{P}(<\text{Ker } f>) \subset \mathbb{P}(V)$ is projectively isomorphic to $\mathbb{P}(<\text{Im } f \cap X(m)>)$.

Since this condition holds generally, $\mathbb{P}(<\text{Im } f \cap X(m)>)$ is the generic $(s - 1)$-dimensional plane section of $\hat{X}(m')$.

Since projectively isomorphic varieties must have projectively isomorphic generic plane sections, the determinantal varieties $X(m')$ of our homotopes are themselves projectively non-isomorphic. Since isotopic algebras have isomorphic corresponding determinantal varieties, there are infinitely many pairwise non-isomorphic homotopes in the infinite family we constructed above. $\square$

Now we consider the case $d < 4$. The case $d \leq 1$ is trivial. In case $d = 2$, it is known that there are only 7 orbits of the action of $G = \text{GL}(2)^3 \otimes V^* \otimes V^* \otimes V$ [17], so there are only finitely many 2–dimensional algebras up to isotopy. The only remaining case is $d = 3$.

Proposition 2.8. Let $A = (V, m)$ be a 3-dimensional $k$–algebra. Then it has only finitely many homotopes up to isotopy.
Proof. First we note that we may construct a homotope using a triple \((f_1, f_2, f_3)\) by consecutively constructing homotopes using the triples \((f_1, \text{id}, \text{id})\) and \(\text{id}, f_2, \text{id})\) and \((\text{id}, \text{id}, f_3)\). It will be sufficient that up to isotopy there are finitely many homotopes with only one of the maps \(f_i\) is not the identity. We first consider the case \((f_1, \text{id}, \text{id})\). If \(f_1\) is invertible there is nothing to prove. Assume now that the map \(f_1\) is not invertible, so its rank is not greater than 2. Consider \(m\) as a map from the first term in \(V^* \otimes V^* \otimes V\), i.e. an element of \(\text{Hom}(V, V^* \otimes V)\). This way the multiplication law of the homotopic algebra \(m'\) becomes the linear map \(m' \in \text{Hom}(V, \text{Hom}(V, V))\), \(m' = m \circ f_1\).

We can write \(f_1\) as the composition \(i \circ \pi:\)

\[
V \xrightarrow{i} W \xrightarrow{\pi} V,
\]

where \(\text{rank } i = \text{rank } f_1\), \(\text{dim } W = 2\) and \(\pi\) is a surjective map fixed once and for all for all choices of \(f_1\). Then we can consider \(m \circ i\) as an element of \(W^* \otimes V^* \otimes V\), i.e. a tensor of type \((2,3,3)\). It was shown in \([17]\) that there are only finitely many tensors of this type up to the action of \(\text{GL}(W^*) \times \text{GL}(V^*) \times \text{GL}(V)\). Here \(h^* \in \text{GL}(W^*)\) acts by composition with \(h\) on the right. Notice that since \(\pi\) is surjective, for any automorphism \(h\) of \(W\) there is an automorphism \(g\) of \(V\) such that \(h \circ \pi = \pi \circ g\). In other words, the action of \(h^* \in \text{GL}(W^*)\) on \(m \circ i\) in the composition \(m \circ i \circ \pi\) may be realized through the action of some \(g^* \in \text{GL}(V^*)\) on \(m' \circ i \circ \pi\). From this we have that for any representative \(\hat{m}\) of the orbit of \(m \circ i\) in \(V^* \otimes W^* \otimes V\) we have \(m' = m \circ f_1 = m \circ i \circ \pi \sim \hat{m} \circ \pi\). It follows that the the number of homotopes of \(m\) up to isotopy in this case is no more than the number of tensors of type \((2,3,3)\) up to isotopy, which is finite.

The argument for the case \((\text{id}, f_2, \text{id})\) is identical. For the case \((\text{id}, \text{id}, f_3)\) we consider \(m\) and \(m'\) as a elements of \(\text{Hom}(V \otimes V, V)\). Then we have that \(m' = f_3 \circ m\), and we factorise \(f_3\) as \(i \circ \pi:\)

\[
V \xrightarrow{i} L \xrightarrow{\pi} V,
\]

now with \(\text{dim } L = 2\), \(i\) injective and \(\text{rank } \pi = \text{rank } f_3\). We then proceed analogously, lifting an automorphism of \(L\) to an automorphism of \(V\). \(\square\)

2.3 Generalization: homotopes of trilinear forms.

The result of [Theorem 2.3] may be generalized to the case of trilinear forms, i.e. tensors in \(V_1 \otimes V_2 \otimes V_3\) for a general triple of \(k\)-vector spaces \(V_i\), \(i = 1, 2, 3\). Given a triple of linear maps \(f = (f_1, f_2, f_3)\) \(f_i : V_i \to V_i\), \(i = 1, 2, 3\), and \(m = \sum s v_{1,s} \otimes v_{2,s} \otimes v_{3,s} \in V_1 \otimes V_2 \otimes V_3\), let \(f \cdot m = \sum s f_1(v_{1,s}) \otimes f_2(v_{2,s}) \otimes f_3(v_{3,s})\). We say that \(f \cdot m\) is a homotope of \(m\) and \(f\) is a homotopy. Note that in the particular case when \(m\) is a multiplication law of an algebra \(A\), i.e. \(m \in V^* \otimes V^* \otimes V\), the homotope \(f \cdot m\) will be the multiplication law of the homotope of \(A\) with multiplication defined by \(a \times a' = f_3(f_1(a) \cdot f_2(a'))\), which motivates our choice of terminology. We may now ask whether there are generally infinitely many homotopic tensors up to isotopy. We shall now prove that this is indeed the case in sufficiently many dimensions.
Theorem 2.9. Let $V_i$, $i = 1, 2, 3$ be vector spaces over $k$, an algebraically closed field of characteristic 0. Let $d_i = \dim V_i$ and assume, without loss of generality, that $d_1 \geq d_2 \geq d_3$. Let $m$ be a general element of $V_1 \otimes V_2 \otimes V_3$. Then there are infinitely many tensors homotopic to $m$ up to isotopy if and only if either $d_1 \geq 4$ and $d_3 \geq 3$, or $d_1 \geq 5$, $d_2 \geq 4$, $d_3 = 2$.

Proof. The proof goes along the lines of the proofs of the previous section.

We begin with the 'only if' direction. It is known that there are only finitely many tensors of type $(d_1, d_2, d_3)$ up to isotopy if and only if $(d_1, d_2, d_3)$ is of the form $(n, m, 1)$, $n, m \in \mathbb{N}$, or $(n, m, 2)$, $n \in \mathbb{N}$, $m \in \{2, 3\}$. It is easy to see that if the triple $(d_1, d_2, d_3)$ does not satisfy the inequalities in the statement, then each one of the triples $(d_1 - 1, d_2, d_3)$, $(d_1, d_2 - 1, d_3)$ and $(d_1, d_2, d_3 - 1)$ is of this form. Then we can proceed exactly as in the proof of Proposition 2.8, where we used the finiteness of tensors of tensors of type $(2, 3, 3)$.

Case 1: $d_2 \geq 4$. For a general linear subspace $\mathbb{P}^{2+d_2-d_3} \subset \mathbb{P}(V_1^*)$ and $C = \hat{X}(m) \cap \mathbb{P}^{2+d_2-d_3}$,

$$\dim C = (d_1 - d_2 + d_3 - 2) + (2 + d_2 - d_3) - (d_1 - 1) = 1$$

and $C$ is irreducible and nonsingular.

The degree of $\hat{X}(m)$, and hence the degree of $C$, is $\binom{d_2}{d_3-1}$ (cf. [9]). Let $r = d_2 - d_3$. $C$ is a curve in $\mathbb{P}^{2+r}$, so according to Theorem 2.5 if $\binom{d_2}{d_3-1} > 3 + r$ the curve $C$ does not have projectively isomorphic hyperplane sections.

If $r = 0$, $\deg C = d_2 \geq 4 > 3 + r$. If $r > 0$, $\binom{d_2}{d_3-1} \geq \binom{r+3}{r+1} = (r + 3) \left(1 + \frac{r}{2}\right) > 3 + r$. In both cases $C$ does not have projectively isomorphic hyperplane sections.

Case 2: $d_2 = d_3 = 3$. In this case, $\dim \hat{X}(m) = d_1 - 2$, and $\dim \Sing(\hat{X}(m)) = d_1 - 5$. Then for a general linear subspace $\mathbb{P}^3 \subset \mathbb{P}(V_1^*)$ and $S = \hat{X}(m) \cap \mathbb{P}^3$

$$\dim S = (d_1 - d_2 + d_3 - 2) + (2 + d_2 - d_3) - (d_1 - 1) = 2,$$

and $S$ is irreducible and nonsingular.

The degree of $\hat{X}(m)$, and hence the degree of $C$, is $\binom{d_2}{d_3-1} = 3$, so $S$ is a smooth cubic hypersurface. We will now show that a general smooth cubic hypersurface in $\mathbb{P}^3$ does not have projectively isomorphic hyperplane sections. Such a cubic is isomorphic to a blowup of $\mathbb{P}^2$ at 6 general points. Choose 8 points of $\mathbb{P}^2$ in general position. There is a pencil of cubic
curves passing through these 8 points. Blow up 6 of these points to obtain a cubic surface $S \subset P^3$ and let $l$ be the line passing through the two remaining points. Let $C_1, \ldots, C_6$ be the 6 exceptional curves and $\pi : S \to \mathbb{P}^2$ the blow-up morphism.

Suppose $S$ has projectively isomorphic hyperplane sections by hyperplanes $L \subset P^3$. By dimension count, we see that for a general line $l \in P^3$ not lying on $S$ the sections by a general plane $L$ passing through $l$ are projectively isomorphic. Then all of these sections must intersect $C_1, \ldots, C_6$ and pass through the 3 points of intersection of $l$ with $S$. Applying $\pi$ then gives us a pencil of cubic curves passing through 9 points, which is exactly the pencil $V$ homotopes up to isotopy. Then the triple $(p_1, p_2, \text{id})$ is also a homotopy and, as a consequence, there are infinitely many projectively non-isomorphic sections by linear subspaces of dimension 1.

Only the case $d_1 \geq 5$, $d_2 \geq 4$, $d_3 = 2$ remains. In this situation, the same method does not seem to apply. For instance, in the case $d_1 = d_2$, the variety $X(m)$ is zero-dimensional and there are no interesting hyperplane sections to speak of. Instead, we proceed directly.

First we reduce to the case $(d_1, d_2, d_3) = (5, 4, 2)$. Fix some subspaces $W_1 \subset V_1$, $W_2 \subset V_2$, $\dim W_1 = 5$, $\dim W_2 = 4$ and projections $p_i : V_i \to W_i$. Assume we have already shown that there is an open set $U \subset W_1 \otimes W_2 \otimes V_3$ such that for $m \in U$ there are infinitely many homotopes up to isotopy. Then the triple $(p_1, p_2, \text{id})$ is also a homotopy and, as a consequence, there are infinitely many homotopes up to isotopy for tensors in $(p_1 \otimes p_2 \otimes \text{id})^{-1} U$, which is an open subset of $V_1 \otimes V_2 \otimes V_3$.

Now let $(d_1, d_2, d_3) = (5, 4, 2)$. After fixing the bases of $V_i$, the tensor $m$ can be viewed as a pair of $5 \times 4$ matrices $(A, B)$. Then for $G_i \in \text{GL}(V_i)$ the action takes the form $G_1 \cdot (A, B) = (G_1 A, G_1 B)$, $G_2 \cdot (A, B) = (A G_2^T, B G_2^T)$ and $G_3 \cdot (A, B) = (\alpha A + \beta B, \gamma A + \delta D)$, where $G_3 = (\alpha \beta \gamma \delta)$. Applying a homotopy then corresponds to applying the same formulas for not necessarily invertible matrices $G_i \in \text{Mat}_i(k)$.

For a generic tensor, both $A$ and $B$ are full-rank. Then, possibly after applying some isotopy, we may assume that this pair of matrices has the form

$$A = \begin{pmatrix} I_4 \\ 0 \end{pmatrix}, \\ B = \begin{pmatrix} \hat{B} \\ b \end{pmatrix},$$

where $I_4$ is the identity matrix of rank $d_2$, $b$ is a row vector of size 4, and $\hat{B}$ is a $4 \times 4$ diagonal matrix with the $i$-th diagonal entry $\hat{B}_i$.

Define $G_1 \in \text{Mat}_5(k)$ as

$$G_1 = \begin{pmatrix} I_4 \\ 0 \\ u \\ 0 \end{pmatrix},$$

where $I_4$ is the identity matrix of rank $d_2$, $b$ is a row vector of size 4, and $\hat{B}$ is a $4 \times 4$ diagonal matrix with the $i$-th diagonal entry $\hat{B}_i$. But this pullback is nothing more than a linear section of $X(m)$ replaced by its pullback along $i$. Therefore, we proceed directly.
where \( u \) is a column vector of size 4. Apply to \( m \) the homotopy \((g_i, \text{id}, \text{id})\), where \( g_i \) is represented by the matrix \( G_i \) in our chosen bases. Let \( m' \) denote the homotopic tensor and let \((A'|B')\) be \( m' \) written as a pair of matrices. Then

\[
A' = G_1 A = \begin{pmatrix} I_4 \\ 0 \end{pmatrix}, \quad B' = G_1 B = \begin{pmatrix} \hat{B} + ub \\ 0 \end{pmatrix}.
\]

Consider the subvariety of \( \mathbb{P}^1 \) with homogeneous coordinates \([x : y]\) defined by the inequality \( \text{rank}(xA' + yB') < 4 \). It is clearly preserved up to projective isomorphism by the group action. It can also be defined by the equation \( \det(xI_4 + y(\hat{B} + ub^T)) = 0 \), and it consists of four points, counted with multiplicities. We will now show that for a general matrix \( B \) by varying \( u \) we may obtain infinitely many configurations of 4 points.

Let \( u_i, b_i, 1 \leq i \leq 4 \), be the entries of vectors \( u, b \), and consider \( \det(xI_4 + y(\hat{B} + bu^T)) = 0 \), as a function of \( u_i \). We find its derivative with respect to \( u_i \) at the origin:

\[
\left[ \frac{\partial}{\partial u_i} \det(xI_4 + y(\hat{B} + ub)) \right] (0) = yb_i \prod_{j \neq i} (x + y\hat{B}_{jj}).
\]

A straightforward check shows that for a general \( B \) (and hence \( \hat{B} \) and \( b \)) these polynomials for \( i \in \{1, 2, 3, 4\} \) are linearly independent, so the image of the map \( u \mapsto \det(xI_4 + y(\hat{B} + bu^T)) \) has dimension 4. But the coefficient of \( x^4 \) in \( \det(xI_4 + y(\hat{B} + bu^T)) \) is 1, so after passing to the projectivization we obtain a dense set of \( \mathbb{P}^4 \), the projective space of polynomials of degree 4 in two variables. That means that for fixed (but general) \( B \) and \( b \) a general degree 4 subvariety of \( \mathbb{P}^1 \) is defined by an equation of the form \( \det(xI_4 + y(\hat{B} + bu^T)) = 0 \). Since such subvarieties are generally not projectively isomorphic, we have that by varying \( u \) we obtain an infinite family of non-isotopic tensors \( m' \).

### 3 Isomorphism classes of \( \Delta \)-homotopes.

Now we turn our attention to \( \Delta \)-homotopes. In this section, we do not provide any results for a general algebra. The reason why we can’t apply the methods of the previous sections in this setting is that while previously we had total freedom in choosing a homotopy, whether a given homotopy gives a \( \Delta \)-homotope or not heavily depends on the multiplication law of the original \( k \)-algebra. We also consider isomorphism classes instead of isotopy classes, because the unital associative case will be the most interesting for us, and in this case, the unity-preserving isotopies are exactly the isomorphisms. In other words, the question we will be concerned with in this section is as follows.

**Question 3.1.** For a fixed finite-dimensional (non-associative, unital associative) \( k \)-algebra \( A \), can there be infinitely many (left) \( \Delta \)-homotopes up to isomorphism?
3.1 The non-associative case.

It turns out that for the case of non-associative algebras, already in dimension 2 the answer to Question 3.1 is positive.

Let $A$ be a two-dimensional $k$-algebra with the basis $\{e_1, e_2\}$ and the multiplication law

$$e_1e_1 = e_1, \ e_2e_1 = e_2, \ e_1e_2 = e_1, \ e_2e_2 = e_1.$$ 

Let $\Delta(\lambda) = e_1 + \lambda e_2$, $\lambda \in k$, and consider the left homotopes $B_\lambda = A_{\Delta(\lambda)}$. Then we claim that the algebras $B_\lambda$ are pairwise nonisomorphic for different $\lambda \in k$.

**Theorem 3.2.** The 2-dimensional non-associative algebras $B_\lambda$ are pairwise nonisomorphic for different $\lambda \in k$.

**Proof.** The multiplication law of $B_\lambda$ (which we do not denote by any special symbol in this section) is

$$e_1e_1 = e_1 + \lambda e_1 \ e_1e_2 = e_1 + \lambda e_1, \ e_2e_1 = e_2 + \lambda e_1, \ e_2e_2 = e_1 + \lambda e_1.$$ 

Denote by $[\cdot, \cdot]$ the commutator of two elements, i.e. $[x, y] = xy - yx$. We have that $[e_1, e_2] = e_1 - e_2$. Consider the equation $x^2 = x$ in $B_\lambda$. If $\lambda = -1$, it has a unique non-zero solution $x = e_1 - e_2$. Otherwise, if $\lambda \neq -1$ it has 3 non-zero solutions in $B_\lambda: x_1 = e_1 - e_2, \ x_2 = \frac{1}{1+\lambda}e_1, \ x_3 = e_1 + \frac{\lambda}{1+\lambda}e_2$. This shows that $B_{-1}$ is not isomorphic to any other $B_\lambda, \lambda \in k \setminus \{-1\}$.

If $\lambda \neq -1$, we also have $[x_1, x_2] = -\frac{1}{1+\lambda}x_1, \ [x_1, x_3] = \frac{1+2\lambda}{1+\lambda}x_1, \ [x_2, x_3] = \frac{\lambda}{(1+\lambda)^2}x_1$. Hence the system of equations

\[
\begin{cases}
    x_i^2 = x_i, \ i = 1, 2, 3, \\
    [x_1, x_2] = -\frac{1}{1+\lambda}x_1, \\
    [x_1, x_3] = \frac{1+2\lambda}{1+\lambda}x_1
\end{cases}
\]

has a non-zero solution in $B_\lambda$ and no solutions in $B_\mu, \mu \neq \lambda$. Since an isomorphism must preserve the solutions of this system, the algebras $B_\lambda$ are pairwise nonisomorphic. \hfill \qed

3.2 The associative case.

For the unital associative case we begin by establishing some conditions that guarantee that a pair of homotopes $A_\Delta$ and $A_{\Delta'}$ are isomorphic.

In this section, $\cdot$ will denote the multiplication in $A_\Delta$, $\times$ will denote the multiplication in $A_{\Delta'}$, and the multiplication in the original algebra $A$ will be denoted simply by concatenation. Let $U$ be the group of units of $A$. Assume that there are $u, v \in U$ such that $\Delta' = u\Delta v$. Define $\psi: A_\Delta \to A_{\Delta'}$ by $\psi(x) = v^{-1}xu^{-1}$. It is an isomorphism of algebras, since

$$\psi(xy) = \psi(x\Delta y) = v^{-1}x\Delta y u^{-1} = v^{-1}xu^{-1}u\Delta v v^{-1}yu^{-1} = v^{-1}xu^{-1}\Delta' y u^{-1} = \psi(x) \times \psi(y).$$
Example 3.3. Let $A$ be the algebra of $n \times n$ matrices over the base field, i.e. $A = \text{Mat}_n(k)$. Let $\Delta \in A$ be a rank $r$ matrix, then there are some matrices $U, V \in A$ such that $U\Delta V$ is a diagonal matrix with the first $r$ diagonal entries equal to $1$ and all other entries are zero. From the above considerations, we see that the rank $r$ completely defines the homotope $A_\Delta$ up to isomorphism, so we have $n + 1$ isomorphism classes of $\Delta$-homotopes.

Now assume that there is an automorphism $\varphi$ of $A$ such that $\varphi(\Delta) = \Delta'$. Then the same $k$-linear map $\varphi$, viewed as a map $\varphi : A_\Delta \to A_{\Delta'}$, is an isomorphism of algebras, since we have

$$\varphi(x \cdot y) = \varphi(x\Delta y) = \varphi(x)\varphi(\Delta)\varphi(y) = \varphi(x)\Delta'\varphi(y) = \varphi(x) \times \varphi(y).$$

Example 3.4. Let $\Gamma$ be a quiver on two vertices $e_1, e_2$ and with two arrows $\alpha, \beta : e_1 \to e_2$, and consider the quiver path algebra $A = k\Gamma$. Let $\Delta(\lambda) = \alpha + \lambda\beta$, $\lambda \in k \setminus 0$. Then $\Delta(\lambda)$, $\Delta(\lambda')$ do not differ by an invertible element for $\lambda \neq \lambda'$, but the automorphism $\varphi$ of $A$ which maps $\beta$ to $\frac{\lambda'}{\lambda}\beta$ and is the identity on $\alpha$ and stationary paths takes $\Delta(\lambda)$ to $\Delta(\lambda')$ and, therefore, induces an isomorphism between $A_\Delta$ and $A_{\Delta'}$. In this case $A$ also has finitely many isomorphism classes of $\Delta$-homotopes.

From the above considerations, we have that both $U \times U^{op}$ and $\text{Aut} A$ act on the set of $\Delta$-homotopes by isomorphisms. But also note that all the maps of the form $\psi(x) = u x u^{-1}$ for $u \in U$ are actually automorphisms of $A$, so it is enough to only consider the action of $U$ by multiplication of the left, and that for an automorphism $\psi$ we have $\psi(v^{-1}xu^{-1}) = \psi(v)^{-1}\psi(x)\psi(u)^{-1}$. The following theorem collects the previous considerations.

Proposition 3.5. The group $G = \text{Aut} A \rtimes U$ acts on the set of $\Delta$-homotopes of $A$ by isomorphisms.

We note that there are isomorphisms of $\Delta$-homotopes which don’t come from the action of the group $G = \text{Aut} A \rtimes U$.

Example 3.6. Consider the path algebra $k\Gamma$ of a quiver with 6 vertices denoted $e_1, \ldots, e_6$ and 2 arrows $e_i \to e_{i+1}$ for $i = 1, \ldots, 5$. There are $2^5 = 32$ paths of length 5. The group of automorphisms of the path algebra is isomorphic to $\text{GL}(2)^6$, so has dimension 20. On the subspace generated by paths of length 5 multiplying by a unit on the left may only change an element by some scalar factor: for $\Delta \in e_6 k\Gamma e_1$ and a unit $u = \lambda e_6 + r, e_6 r e_6 = 0, \lambda \neq 0$, we have $u\Delta = \lambda\Delta$. So just from dimension considerations the group $G$ can’t have finitely many orbits in the set of $\Delta$-homotopes with $\Delta \in e_6 k\Gamma e_1$. However, these homotopes are actually all isomorphic, and an explicit isomorphism $\varphi : A_\Delta \to A_{\Delta'}$ can be constructed by setting $\varphi(e_1) = e_1, \varphi(e_6) = e_6, \varphi(\Delta) = \Delta'$ and arbitrarily extending this to an invertible linear map.

We now construct an example of a finite-dimensional algebra with infinitely many pairwise non-isomorphic homotopes. We start with the infinite family of 4-dimensional associative algebras described in [8]. Denote $R_\lambda = k\langle x, y \rangle/(x^2, y^2, xy - \lambda yx)$. We have $R_\lambda \cong R_{\lambda'}$ if and only if $\lambda = \lambda'$ or $\lambda = \lambda^{-1}$. To see this, note that in the algebra $R_\lambda$, $\lambda \neq -1$ the only elements satisfying $t^2 = 0$ are of the form $a_xx + a_{xy}xy$ or $b_yy + b_{xy}xy$, $a_x, a_y, a_{xy}, b_{xy} \in k$, so...
the algebra $R_\lambda$ has a pair of square-zero generators, and any two such generators $z_1, z_2$ must satisfy $z_1 z_2 = \lambda^{\pm 1} z_2 z_1$. The algebra $R_{-1}$ is unique in that it has a three-dimensional space of square-zero elements.

Now define $B = k\langle x, y, h_1, h_2 \rangle / I$, where the ideal of relations $I$ is generated by

- $x^2, y^2, h_i h_j, i, j = 1, 2$
- $xh_1 y - yh_2 x,$
- all the words of length 3 except $xh_1 y, yh_2 x$.

Then $B$ is a 16-dimensional unital associative algebra. Let $\Delta(\lambda) = \lambda h_1 + h_2$. We claim that the homotopes belonging to this infinite family are generally nonisomorphic.

**Theorem 3.7.** The associative algebras $B_{\Delta(\lambda)}$, $B_{\Delta(\lambda')}$, $\lambda, \lambda' \in k$ are isomorphic if and only if $\lambda' = \lambda^{\pm 1}$.

**Proof.** To simplify notation, we will write $B_\lambda$ instead of $B_{\Delta(\lambda)}$ in the proof. Let $\hat{B}_\lambda$ be the unital associative algebra obtained by adjoining a unit to $B_\lambda$. As a vector space, we can write $\hat{B}_\lambda$ as some arbitrary direct sum of span$(1, x, y, xh_1 y)$ and the linear span of all the other paths, which we denote by $N$. Note that 1 here is the unit of $\hat{B}_\lambda$, not the element of $B_\lambda$ coming from the unit of $B$.

Now let $\cdot$ denote the multiplication in $\hat{B}_\lambda$. Note that

$$x \cdot x = y \cdot y = 0,$$
$$x \cdot y - \lambda y \cdot x = x(\lambda h_1 + h_2)y - \lambda y(\lambda h_1 + h_2)x = \lambda xh_1 y - \lambda yh_2 x = 0,$$

so $x, y$ satisfy the defining relations of the algebra $R_\lambda$ defined previously.

This means that $\hat{B}_\lambda = R_\lambda \bigoplus N$ as a $k$-vector space, and $R_\lambda \cdot R_\lambda \subset R_\lambda$, $N \cdot N = 0$. Moreover, $N \cdot R_\lambda = R_\lambda \cdot N = N$, with the only non-zero products being with scalar multiples of 1 in $R_\lambda$. All of this implies that if $\hat{B}_\lambda$ were isomorphic to $\hat{B}_\lambda'$, it would be possible to choose an isomorphism restricting to an isomorphism $R_\lambda \cong R_{\lambda'}$, which does not exist unless $\lambda = \lambda'$ or $\lambda = \lambda'^{-1}$. Finally, we notice that a pair of (not necessarily unital) algebras $A_1, A_2$ are isomorphic if and only if the algebras $\hat{A}_1, \hat{A}_2$ obtained by adjoining a unit are isomorphic as unital algebras.

**3.3 The well-tempered case.**

Let $A$ be a unital associative algebra. An element $\Delta \in A$ is called well-tempered if $A\Delta A = A$ and $A$ is projective as a left and right $\hat{A}_\Delta$-module. If $A$ is finite-dimensional over $k$, it is enough to check that $A\Delta A = A$. It has been shown that $\Delta$-homotopes with $\Delta$ well-tempered have some nice properties (see [5]). Nevertheless, we will now show that there can still be an infinite family of nonisomorphic $\Delta$-homotopes even for all $\Delta$ well-tempered.
Consider $M = \text{Mat}_2(A)$, the algebra of $2 \times 2$ matrices over $A$. Let $\Lambda = \left( \begin{smallmatrix} 1 & 0 \\ 0 & \Delta \end{smallmatrix} \right)$ for $\Delta \in A$. This is a well-tempered element for any $\Delta$: it is easy to see that the two-sided ideal generated by the matrix $\left( \begin{smallmatrix} 1 & 0 \\ 0 & 0 \end{smallmatrix} \right)$ is equal to $M$ and that

$$\left( \begin{smallmatrix} 1 & 0 \\ 0 & 0 \end{smallmatrix} \right) \Delta \left( \begin{smallmatrix} 1 & 0 \\ 0 & 0 \end{smallmatrix} \right) = \left( \begin{smallmatrix} 1 & 0 \\ 0 & 0 \end{smallmatrix} \right).$$

Consider the homotope $M_\Lambda$, with multiplication law denoted by $\cdot$, so for $X,Y \in M_\Lambda$ $X \cdot Y = X\Lambda Y$, with the multiplication on the right being the regular matrix multiplication of $M$. Let $\tilde{M}_\Lambda$ be the homotope with the adjoined unit, with the multiplication also denoted by $\cdot$.

**Theorem 3.8.** Assume the finite-dimensional unital associative $k$-algebra $A$ and elements $\Delta, \Delta' \in A$ are such that both $A_\Delta$ and $A_{\Delta'}$ have no non-zero idempotents. Let $\Lambda = \left( \begin{smallmatrix} 1 & 0 \\ 0 & \Delta \end{smallmatrix} \right)$, $\Lambda' = \left( \begin{smallmatrix} 1 & 0 \\ 0 & \Delta' \end{smallmatrix} \right)$. Then if $\tilde{M}_\Lambda$ and $\tilde{M}_{\Lambda'}$ are isomorphic as unital algebras, then $A_\Delta$ and $A_{\Delta'}$ are isomorphic as non-unital algebras.

**Proof.** Let $e = \left( \begin{smallmatrix} 1 & 0 \\ 0 & 0 \end{smallmatrix} \right)$, $\varepsilon = 1 - e$, where $1$ is the adjoined unit of $\tilde{M}_\Lambda$. Note that $\forall X \in M_\Lambda \subset \tilde{M}_\Lambda$ we have

$$e \cdot X = e \Lambda X = eX, \quad X \cdot e = X \Lambda e = Xe,$$

$$\varepsilon \cdot X = X - e \cdot X = \left( \begin{smallmatrix} 0 & 0 \\ 0 & 0 \end{smallmatrix} \right) X, \quad X \cdot \varepsilon = X - X \cdot e = X \left( \begin{smallmatrix} 0 & 0 \\ 0 & 0 \end{smallmatrix} \right).$$

A straightforward computation now shows that both $e$ and $\varepsilon$ are orthogonal idempotents, $\varepsilon \cdot \tilde{M}_\Lambda \cdot e$ is generated as a $k$-vector space by the elements $\varepsilon$ and $\left( \begin{smallmatrix} 0 & 0 \\ 0 & 2 \end{smallmatrix} \right)$, $x \in A$, and $e \cdot \tilde{M}_\Lambda \cdot e$ consists of elements of the form $\left( \begin{smallmatrix} \varepsilon & 0 \\ 0 & 0 \end{smallmatrix} \right)$, $x \in A$.

We also have that $\forall x, y \in A$

$$\left( \begin{smallmatrix} \varepsilon & 0 \\ 0 & 0 \end{smallmatrix} \right) \cdot \left( \begin{smallmatrix} y & 0 \\ 0 & 0 \end{smallmatrix} \right) = \left( \begin{smallmatrix} \varepsilon y & 0 \\ 0 & 0 \end{smallmatrix} \right), \quad \left( \begin{smallmatrix} 0 & 0 \\ 0 & x \end{smallmatrix} \right) \cdot \left( \begin{smallmatrix} 0 & 0 \\ 0 & y \end{smallmatrix} \right) = \left( \begin{smallmatrix} 0 & 0 \\ 0 & xy \end{smallmatrix} \right), \quad \varepsilon \cdot \left( \begin{smallmatrix} 0 & 0 \\ 0 & 2 \end{smallmatrix} \right) = \left( \begin{smallmatrix} 0 & 0 \\ 0 & 2x \end{smallmatrix} \right), \quad \varepsilon \cdot \left( \begin{smallmatrix} 0 & 0 \\ 0 & x \end{smallmatrix} \right) = \left( \begin{smallmatrix} 0 & 0 \\ 0 & x \end{smallmatrix} \right).$$

This computation shows that $\tilde{A}_\Delta$, and $\varepsilon \cdot \tilde{M}_\Lambda \cdot e$ are isomorphic as unital $k$-algebras, with the isomorphism $f : \tilde{A}_\Delta \to \varepsilon \cdot \tilde{M}_\Lambda \cdot e$, $f(1) = \varepsilon$, $f(x) = \left( \begin{smallmatrix} 0 & 0 \\ 0 & x \end{smallmatrix} \right)$, where $1$ is the adjoined unit of $\tilde{A}_\Delta$. On the other hand, $e \cdot \tilde{M}_\Lambda \cdot e$ is evidently isomorphic to $A$.

Assume now that we have an isomorphism $\varphi : \tilde{M}_\Lambda \to \tilde{M}_{\Lambda'}$, $\Lambda' = \left( \begin{smallmatrix} 1 & 0 \\ 0 & \Delta' \end{smallmatrix} \right)$, and that $\varepsilon$ is a primitive idempotent both as an element of $\tilde{M}_\Lambda$ and of $\tilde{M}_{\Lambda'}$. Since

$$\dim \varepsilon \cdot \tilde{M}_\Lambda \cdot e = \dim \tilde{A}_\Delta = \dim A + 1 = \dim e \cdot \tilde{M}_\Lambda \cdot e + 1,$$

and the same is true for $\tilde{M}_{\Lambda'}$, $\varphi$ must restrict to an isomorphism of $\varepsilon \cdot \tilde{M}_\Lambda \cdot e$ and $\varepsilon \cdot \tilde{M}_{\Lambda'} \cdot e$. This is the same as an isomorphism of $\tilde{A}_\Delta$ and $\tilde{A}_{\Delta'}$.

It remains to show that under the assumption of the proposition, $\varepsilon$ is indeed a primitive idempotent of both $\tilde{M}_\Lambda$ and $\tilde{M}_{\Lambda'}$. We will demonstrate it for $\tilde{M}_\Lambda$. To see this, assume on the contrary that it is not primitive. It is easy to see then that any decomposition into a sum of idempotents must have the form $\varepsilon = 1 - e = 1 - X + Y$ with $X, Y$ - idempotents of $M_\Lambda$. Then $X = Y + e$, so $(Y + e)^2 = Y + e$ and $Y \cdot e + e \cdot Y = 0$. If we write $Y = \left( \begin{smallmatrix} a & b \\ c & d \end{smallmatrix} \right)$, we end up with the equality $\left( \begin{smallmatrix} 2a & b \\ c & d \end{smallmatrix} \right) = 0$, so $Y = \left( \begin{smallmatrix} 0 & 0 \\ 0 & d \end{smallmatrix} \right)$, and $Y$ being idempotent in $M_\Lambda$ is equivalent to $d$ being idempotent in $A_\Delta$, which, by the assumption, implies that $d = 0$. 

\[\square\]
Now we take as $A$ the 16-dimensional algebra $B$ of subsection 3.2 and as $\Delta$ we take elements of the family $\Delta(\lambda) = \lambda h_1 + h_2$, $\lambda \in k$.

**Corollary 3.9.** Let $M = \text{Mat}_2(B)$, where the algebra $B$ was defined in subsection 3.2, $\Delta(\lambda) = \lambda h_1 + h_2$, $\lambda \in k$, $\Lambda(\lambda) = \left( \begin{smallmatrix} 1 & 0 \\ 0 & \Delta(\lambda) \end{smallmatrix} \right)$. Then the homotopes $M_{\Lambda(\lambda)}$, $M_{\Lambda(\lambda')}$ are isomorphic if and only if $\lambda' = \lambda \pm 1$. Moreover, algebras $M_{\Lambda(\lambda)}$, $M_{\Lambda(\lambda')}$ are Morita equivalent if and only if $\lambda' = \lambda \pm 1$.

**Proof.** According to Theorem 3.8 we only need to check that $B_{\Delta(\lambda)}$ has no non-zero idempotents $\forall \lambda \in k$. This is the case, because such an idempotent $i$ must satisfy

$$i = i\Delta(\lambda)i = \lambda ih_1i + ih_2i$$

in $B$, and there are no non-zero such $i$ in $B$, since either $i\Delta(\lambda)i = 0$, or the shortest length of the words appearing in $\lambda ih_1i + ih_2i$ is strictly larger than the shortest length of the summands of $i$. But the algebras $M_{\Lambda(\lambda)}$ are basic $\forall \lambda$, so for these algebras being isomorphic is equivalent to being Morita equivalent. 
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