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Abstract

The immersed boundary (IB) method is a mathematical framework for fluid-structure interaction problems (FSI) that was originally developed to simulate flows around heart valves. Validation of FSI simulations around heart valves against experimental data is challenging, however, due to the difficulty of performing robust and effective simulations, the complications of modeling a specific physical experiment, and the need to acquire experimental data that is directly comparable to simulation data. In this work, we performed physical experiments of flow through a pulmonary valve in an in vitro pulse duplicator, and measured the corresponding velocity field using 4D flow MRI (4-dimensional flow magnetic resonance imaging). We constructed a computer model of this pulmonary artery setup, including modeling valve geometry and material properties via a technique called design-based elasticity, and simulated flow through it with the IB method. The simulated flow fields showed excellent qualitative agreement with experiments, excellent agreement on integral metrics, and reasonable relative error in the entire flow domain and on slices of interest. These results validate our design-based valve model construction, the IB solvers used and the immersed boundary method for flows around heart valves.

1 Introduction

Fluid-structure interaction (FSI) simulations of flow around heart valves have been used to study cardiac and vascular hemodynamics and disease. Robust valve simulations are needed to fully simulate flow in the ventricles and atria or vascular flows immediately downstream of the heart in the aorta or pulmonary artery. Well-validated and accurate valve simulation methods could be used for patient-specific modeling to optimize surgical procedures for valve replacement or repair, or to design and test new prosthetic valves in realistic, anatomical geometries. These methods could be applied to congenital and acquired heart diseases such as tetralogy of Fallot, hypertrophic cardiomyopathy and aortic regurgitation or stenosis. As of this writing, however, relatively few FSI studies of heart valves have directly validated their results against experimental data, which is an essential step towards integrating computational methods in clinical care. Thus, there is a critical need for validation of FSI simulations of heart valves that can accurately address a wide range of clinical conditions and anatomies.

Direct validation of simulations of flows around heart valves against experimental data remains challenging for three major reasons. First, simulations around heart valves are difficult to perform. To simulate valve dynamics over multiple cardiac cycles requires achieving precise balance of tension in the valve leaflets and loading pressures, as well as a numerical method that handles contact and changes in topology in the fluid domain while still allowing the leaflets to reopen on subsequent cardiac cycles [10]. Second, matching the physics of a particular experiment is complex, with myriad parameters to specify and tune including
valve geometry and material properties, geometric representation of the fluid domain of interest and appropriate boundary conditions. Third, it is difficult to collect experimental data that are directly comparable to simulations, and many experimental techniques do not allow access to the local fluid velocity.

Physical experiments to study flows around heart valves or to test heart valve prostheses are frequently performed in vitro in a pulse duplicator, also referred to as a flow loop. A pulse duplicator is an apparatus that, via pumps, tubing, reservoirs and other elements, creates flow and pressure through a chamber in which a valve is mounted. The pressure waveforms and flow rates generated typically mimic the loading and flow conditions of the living heart. Such a setup, however, is considerably more controlled than the beating heart of a living person. This provides an opportunity to validate the FSI simulations for flow around heart valves by simulating a physical experiment in a pulse duplicator.

A variety of FSI methods have been used to study heart valve hemodynamics. The immersed boundary (IB) method is a framework for fluid-structure interaction simulations [32] that was originally developed to study flow patterns around heart valves [31]. The IB method has been used repeatedly for studies of valves [15, 11, 23, 10], simulations of cardiac flows [30, 29], studies of prosthetic designs [40], and flows through bicuspid aortic valves [17]. Other highly-effective approaches to simulating heart valve hemodynamics include the imersosgeometric extension to the IB method [14], smooth particle hydrodynamics [39, 26], fictitious domain methods [1, 36] and lattice Boltzmann methods [42].

Existing studies have validated the heart valve simulations against experimental data, but typically without direct comparisons to the fluid velocity field. A sequence of studies used the IB method (within the same solver framework that we use in this work) with a finite element formulation for the aortic valve and modeled flow in an in vitro pulse duplicator [22, 23]. These studies achieved excellent qualitative and quantitative agreement in leaflet kinematics and flow and pressure waveforms. Their flow loop setup did not allow for pointwise measurement of the velocity field, however, and thus they did not make direct comparisons of flow fields. Watton et al. achieved good qualitative agreement on leaflet motion and quantitative agreement on comparisons with quantities such as forward pressure difference across the valve, but prescribed flow rates and so did not fully simulate the force balance of valve closure [40]. Sigüenza et al. simulated flow through the aortic valve and compared to velocity fields measured with particle image velocimetry and achieved some qualitative and quantitative agreement, but used isotropic leaflet material properties and prescribed flow rates, again not fully simulating closure [37]. For flows involving structures simpler than a heart valve, the IB method has been successfully validated against experimental data on integrated quantities for flows around a cylinder [21, 20]. Using a partitioned approach to FSI, Emendi et al. achieved good results on qualitative comparisons with 4D flow MRI (4-dimensional flow magnetic resonance imaging) data taken in vivo [9].

In this work, we directly compared immersed boundary simulations of flow through the pulmonary valve with experimental velocities measured from a physical pulse duplicator using 4D flow MRI, also known as magnetic resonance velocimetry. Data collected via 4D flow MRI have substantial advantages over other techniques for measuring flow: it provides high-resolution, three-dimensional, three-component, time-resolved measurements of fluid velocity field on a Cartesian grid over the entire relevant domain. Other techniques such as particle image velocimetry (PIV) are typically limited to a single plane and may not give information about the out-of-plane components of velocity. In our experimental setup, a commercially available, bioprosthetic aortic/pulmonary valve, which was constructed from a porcine aortic valve mounted to a scaffold and comprised of three thin, flexible leaflets, was mounted into a 3D printed model of the pulmonary artery. Next, we simulated flow with the IB method in an analogous setup, constructing the model pulmonary valve using methods we recently developed [15, 16, 17]. We then compared results from the physical experiment and IB simulations. Simulations showed excellent qualitative and acceptable quantitative agreement with experimental results, thus validating our construction for model valves, the IB solvers we used and the IB method itself.

For future use by other researchers, our experimental datasets are publicly available for use in validation studies, and code for model generation and FSI simulations is available at [github.com/alexkaiser/heart_valves].
2 Experimental methods

2.1 4D Flow Magnetic Resonance Imaging

The experimental data in this study were obtained using the 4D flow MRI sequence developed by Markl et al. [27], which produced full 3D, three component, phase-averaged velocity fields in a physical model of the right ventricular outflow tract (RVOT) and pulmonary arteries. The experiments were performed in a whole body, 3 Tesla General Electric MRI scanner at the Richard M. Lucas Center for Imaging at Stanford University (Figure 1), and these data were discussed in a previous publication [35]. The gating signal for the 4D flow sequence was provided by the data acquisition system that was also used to control the ventricle pump. The cardiac cycle duration was 0.8325 s or approximately 72 beats per minute. Based on a retrospective gating scheme, the velocity data were acquired with a temporal resolution of approximately 83 ms, providing 10 time phases for the final data. The velocity at a point in the flow domain for a given phase represents the mean velocity during the time interval of that phase. Therefore, the velocity for each phase represents the time-average of the velocity during a 83 ms interval during the cardiac cycle. This time average is constructed from the flow fields of over hundreds of cardiac cycles and is therefore expected to smooth out small variations between cycles. The 4D flow MRI scans used 0.9 mm thick sagittal slices and spatial resolutions of 0.894 mm and 0.897 mm in the coronal and axial directions, respectively.

Multiple 4D flow MRI scans were conducted and averaged to increase signal strength and reduce noise. Additionally, pump-off scans were averaged and subtracted from the pump-on scans to reduce various sources of error, including eddy current effects [7]. To account for drift in the eddy currents and other signal properties, pump-on and pump-off scans were alternated. All of the pump-on scans, with the pump-off data already subtracted, were then averaged to comprise the final dataset. Four pump-on scans and three pump-off scans were measured, with each individual scan taking approximately 20 minutes. This 4D flow MRI procedure results in time-resolved, three-component, phase-averaged velocity data over the entire 3D test section volume.
The expected uncertainty of 4D flow MRI velocity measurements is given by

\[ \delta_u = \sqrt{\frac{2 \text{ VENC}}{\pi \text{ SNR}}} , \]  

(1)

where SNR is the signal to noise ratio and VENC is the maximum velocity that can be measured by the 4D flow MRI sequence, known as the velocity encoding value [8]. The VENC was set at 250 cm/s for all runs. The signal to noise ratio was calculated as the ratio of the signal in the flow region to the signal in the solid wall, as done by Banko et al. [3]. The SNR was 23.7, resulting in an uncertainty of ±4.7 cm/s throughout the domain.

Note that this uncertainty was calculated using the SNR for the entire experimental dataset, which was comprised of averages of multiple 4D flow MRI scans and many cardiac cycles over approximately four hours of total scan time. There were sources of variation during the experiment that could produce different flow conditions cycle to cycle, including drift in the kinematics of the centrifugal and ventricular pumps in the flow loop and variations in the air pressure pneumatically driving the flow. The flow loop was observed during the MRI sequence and small manual adjustments were made to maintain the flow rate of 3.5 L/min. We observed that the cycle to cycle variations in the volumetric flow rate were relatively small and did not substantially contribute to the overall uncertainty in the velocity.

2.2 RVOT Geometry Design

The anatomic physical model used in this work was designed to analyze the flow fields local to bioprosthetic valves in a healthy RVOT anatomy. The geometry modeled a 11-13 year old pediatric patient with cardiac output of 3.5 L/min [35]. The model extended from the outlet of the right ventricle (RV), through the main pulmonary artery (MPA) to the left pulmonary artery (LPA) and right pulmonary artery (RPA) branches after the first bifurcation. The healthy geometry design was based on measurements made from MRI data of the right heart and pulmonary arteries of six healthy subjects between ages 11 and 13. MRI data were collected for clinical purposes and used for modeling under an IRB-approved protocol. For each patient, we measured the diameters of the MPA, LPA, and RPA in the sagittal and axial planes. The measurement location was at the valve annulus while the locations for the LPA and RPA were immediately downstream of the bifurcation. We measured the turning angle, radius of curvature, and arc length of the RVOT and MPA in both sagittal and axial planes for each subject. The other key parameters were the three angles at the bifurcation: LPA to RPA, MPA to LPA, and MPA to RPA. Measurements were done in ImageJ (Bethesda, MD).

Median values for all subjects of the diameters, lengths, radii of curvature, and bifurcation angles were used to construct the healthy pulmonary geometry. Median values were chosen to reduce the effect of outliers in the patient measurements, though differences between median and mean were generally small. The model design was scaled to fit the 25mm bioprosthetic valve used in this experiment, resulting in an MPA diameter of 25mm, LPA diameter of 12mm, and RPA diameter of 14mm. All scaled values fell within the range of measured values from the patient cohort, resulting in a scaled model that accurately represented the 11 to 13 year-old patient population.

The model was designed in SolidWorks (Waltham, MA) and was manufactured using stereolithography (SLA) with DSM Somos WaterShed XC 11122 resin at the W.M. Keck Center at the University of Texas, El Paso. All components of the model and the valve itself are fully MR compatible. The 3D printed healthy RVOT model is shown in Figure 2a, with all components fully assembled.

The valve used in this experiment was a 25mm Epic valve (Abbott Cardiovascular, Plymouth, MN), which is a porcine bioprosthetic trileaflet aortic surgical valve, which we placed in the pulmonary position. The valve includes support scaffolding at the commissures and a sewing ring that is used to suture the valve to the RVOT vessel in the patient. The valve was implanted into the model using a two-piece component valve-holder piece with a groove that matched the dimensions of the sewing ring on the 25mm Epic valve, which has an estimated internal diameter of 20 mm, as measured via a caliper. This groove was clamped around the sewing ring with the two pieces screwed together to secure the valve (Figure 2b).
2.3 Physiological Flow Loop

We developed an in vitro flow loop experimental setup that replicates physiological conditions over the cardiac cycle for the pediatric pulmonary system (Figure 3). The pulsatile flow loop was driven by a custom designed ventricle box that was inspired by pulsatile ventricular assist devices, such as the Berlin Heart EXCOR (The Woodlands, TX). A thin membrane in the ventricle box was pneumatically driven by a pulsatile air supply to create systole and diastole in the model and the working fluid. The digital trigger signal governing the pneumatic ventricle box was connected to the electrocardiogram (ECG) converter and trigger on the MRI system to signal the start of each cardiac cycle, allowing us to collect gated, phase-locked data.

The ventricle box was the key component of the RVOT model that drives the full flow loop to replicate right heart circulation and pulmonary physiology (Figure 3). The flow loop included an upstream inlet tank fed by a steady centrifugal pump from a supply reservoir that connected to a flexible bag that acted as a right atrium. This atrium proxy fed the ventricle box through a 27mm bioprosthetic tricuspid valve. The ventricle box connected to the main printed components of the healthy RVOT geometry, including the component that housed the bioprosthetic valve. The outlets of the 3D printed model connected to flexible tubing, which in turn connected to capacitor elements. Each capacitor element exited into another segment of flexible tubing which ran to the outlet tank of the flow loop.
All of the experimental flow loop components were tuned so that the pressure and flow rate waveforms reasonably matched physiological conditions. The pressures were measured with Millar (Houston, Texas) SPR-350 pressure transducer catheters inserted in the model through sealed ports. The RV pressure was measured directly upstream of the valve while the MPA pressure was taken immediately downstream of the valve; both catheters were centered in the vessel. The branch flow measurement was collected using a Transonic Systems (Ithaca, NY) ultrasonic flow probe placed around each branch PA. The locations of these flow probes, and the one placed upstream of the model to monitor the cardiac output are seen in Figure 3. The pressure waveform was averaged over approximately ten cardiac cycles.

The working fluid for all experiments was a blood analog consisting of 60% water and 40% glycerin, with a density of 1.09 g/cm$^3$ and a viscosity of 3.9 centipoise at room temperature in the magnet room. Gadolinium was added to the blood-analog fluid to increase the signal contrast during the 4D flow MRI scan. We conducted the experiment at a heart rate of 72 beats per minute and targeted a 50-50 split for flow in the LPA and RPA. Additional details about the development of the physiological flow loop and experimental model and methods can be found in Schiavone et al. [35].

3 Simulation methods

3.1 Construction of the model pulmonary valve

We constructed the model valves using a design-based approach to elasticity, which we introduced in our previous studies [15][16]. With this method, we specified that the valve leaflets must, via tension in the leaflets, support a pressure. From this specification, we derived and solved a nonlinear partial differential equation for mechanical equilibrium of the leaflets under the prescribed load. By tuning free parameters and boundary conditions for these differential equations, we designed a closed configuration of the valve, including the tensions in the loaded configuration. From this closed configuration, we then derived the reference configuration and material properties of the model valve. This model was fiber based, in that the structure was discretized as a system of one-dimensional curves that fill a region in space. Alternatively, the model may be viewed as a system of nonlinear springs that includes a continuum limit. These methods were found to be highly effective under physiological pressures, opening and closing repeatedly over multiple cardiac cycles and achieving realistic flow rates with physiological driving pressures.

To design the model valve, we represented the leaflet as an unknown parametric surface

$$X(u, v) : \Omega \subset \mathbb{R}^2 \rightarrow \mathbb{R}^3.$$  
(2)

We assumed that the parameters conform to the fiber and cross fiber directions of the leaflets, meaning that for curves of constant $v$ on which $u$ varies represent the fibers, and curves of constant $u$ on which $v$ varies represent curves in the cross-fiber direction. Let single bars $|·|$ denote the Euclidean norm. We denoted the unit tangents to the surface as

$$\frac{X_u}{|X_u|} \quad \text{and} \quad \frac{X_v}{|X_v|},$$  
(3)

which represented the local fiber and cross-fiber directions, respectively. These directions were not prescribed or required to be orthogonal. We denoted the magnitude of local membrane tensions in the circumferential and radial directions as $S$ and $T$, respectively.

We then prescribed a uniform pressure load of $p = 30$ mmHg, the approximate diastolic pressure load in the experimental data immediately following the closing transient. We then considered the mechanical equilibrium on an arbitrary patch of leaflet $[u_1, u_2] \times [v_1, v_2]$. This requirement gives the following integral balance of pressure and leaflet tensions:

$$0 = \int_{v_1}^{v_2} \int_{u_1}^{u_2} p(X_u(u, v) \times X_v(u, v)) \, du \, dv$$  
$$+ \int_{v_1}^{v_2} \left( S(u_2, v) \frac{X_u(u_2, v)}{|X_u(u_2, v)|} - S(u_1, v) \frac{X_u(u_1, v)}{|X_u(u_1, v)|} \right) \, dv$$  
$$+ \int_{u_1}^{u_2} \left( T(u, v_2) \frac{X_v(u, v_2)}{|X_v(u, v_2)|} - T(u, v_1) \frac{X_v(u, v_1)}{|X_v(u, v_1)|} \right) \, du.$$  
(4)
Then, we applied the fundamental theorem of calculus to convert all single integrals to double integrals over the patch and swapped the order of integration formally as needed to obtain

$$0 = \int_{v_1}^{v_2} \int_{u_1}^{u_2} \left( p(X_u \times X_v) + \frac{\partial}{\partial u} \left( S \frac{X_u}{|X_u|} \right) + \frac{\partial}{\partial v} \left( T \frac{X_v}{|X_v|} \right) \right) dudv. \quad (5)$$

This equation represents the integrated form of the equations of equilibrium. The patch is arbitrary, and so, formally assuming sufficient smoothness, the integrand must be zero. This gave the following partial differential equation form of the equations of equilibrium:

$$0 = p(X_u \times X_v) + \frac{\partial}{\partial u} \left( S \frac{X_u}{|X_u|} \right) + \frac{\partial}{\partial v} \left( T \frac{X_v}{|X_v|} \right). \quad (6)$$

As written, this system of differential equations is not closed, as it has five unknowns, the three components of $X$ and the two tensions $S, T$ and only three equations, one for each component. To close the system, we temporarily specified that

$$S(u, v) = \alpha \left( 1 - \frac{1}{1 + |X_u|^2/a^2} \right), \quad T(u, v) = \beta \left( 1 - \frac{1}{1 + |X_v|^2/b^2} \right). \quad (7)$$

This functional form allowed the solution of the differential equation to find heterogeneous tensions to support the prescribed pressure load, while preventing extreme local tensions from occurring. The parameters $\alpha, \beta, a, b$ are tunable free parameters that we set to match the gross morphology of the prosthetic valve. The parameters $\alpha, \beta$ represent the maximum allowable tension in the circumferential and radial directions. The parameters $a, b$, which have units of cm, were tuned to control the gross morphology of the leaflets.

To tune these parameters and design a valve that corresponded to the prosthetic valve, we measured its gross morphology with a ruler and caliper. The free edge length of each leaflet was approximately 2.2 cm. The position of the valve at the annulus and commissures was prescribed as a Dirichlet boundary condition. At the free edge, we prescribe zero-tension (homogeneous Neumann) boundary conditions. The value of $a$ varied linearly from 42 cm at the annulus to 113 cm at the free edge. Taking a variable value of $a$ was necessary to avoid excessive billowing of the leaflet near the annulus while maintaining adequate free edge length. The value of $b$ was set to 140 cm.

We discretized the system of equations (6) including the tension formulas (7) with centered finite differences. The position of the valve at the annulus and commissures was prescribed as a Dirichlet boundary condition. At the free edge, we prescribe zero-tension (homogeneous Neumann) boundary conditions. The resulting nonlinear system of equations was solved with Newton’s method with line search. Additionally, we applied the method of continuations on pressure, in which pressure is adaptively increased from an initial value of zero to the prescribed value of $p = 30$ mmHg, and the solution with the previous pressure is used as the initial guess for Newton’s method with the subsequent pressure.

We then used the solution to equations (6), which represents the predicted loaded configuration of the valve, to derive a reference configuration and constitutive law. For each link in the discretized model, the solution included the loaded length and the tension needed to support the prescribed pressure load. Based on the experiments of Yap et al. [11], we prescribed uniform stretch ratios of $\lambda_c = 1.15$ circumferentially and $\lambda_r = 1.54$ radially, then used this information to compute the reference length for each link from its loaded length. For a link with length $L$, we then solved $\lambda = L/R$ for the rest length $R$ at the stretch $\lambda$ corresponding to the direction of the link. We took the tension/stretch relationship to be exponential with a zero at $\lambda = 1$, and based the shape, but not the local stiffness, on the strip biaxial tests of May-Newman et al. [28]. Based on a nonlinear least squares fit to their data, we took the exponential rate to be $\eta_c = 57.46$ circumferentially and $\eta_r = 22.40$ radially. For each link in the discretized, predicted loaded configuration with tension $\tau$ and the appropriate exponential rate and stretch for the circumferential or radial direction, we solved

$$\tau = \kappa(e^{\eta(\lambda - 1)} - 1) \quad (8)$$

for the local stiffness coefficient $\kappa$. Since the solution to equations (6) includes heterogeneous tensions, this resulted in heterogeneous material properties in the leaflets.
To generate initial configuration for suitable FSI simulations, we sought a configuration of the leaflets that is open and free from external loading. Using the constitutive law we just set to determine tensions, we again solved the equilibrium equations (6) with \( p = 0 \) mmHg. On the physical valve, a small portion of the leaflets point was attached radially inward from the commissures. To model this geometric feature, we force one eighth of the free edge points starting at each commissure of each leaflet to coincide (approximately 1/4 of each leaflet total), thus pinching the leaflets together. The remainder of the free edge was fixed as a Dirichlet boundary condition to ensure the leaflets do not self-intersect. This model has pre- or residual stretch and tension in this configuration, though substantially less the predicted loaded configuration. Further, a configuration with zero tension, given the reference lengths that are computed locally for each link in the discretized model, may not exist.

Until this point, we used a membrane formulation of the leaflets. Next, we moved to a thickened formulation, while still using a fiber-based material model. To achieve a realistic thickness for the valve, we extruded the membrane for the valve normally in each direction, to form three adjacent membranes with a total thickness of 0.44 mm, as reported in Sahasakul et al. \[34\]. This also served to mitigate the “grid aligned artifact” associated with large pressure differences across zero-thickness membranes in the IB method \[15\]. The stiffness of coefficients for each layer were set to be one third of the membrane stiffness coefficients computed previously. Linear springs of rest length 0.22 mm were placed to keep the layers together through the simulation.

The gross morphology and material properties of the model valve that emerged from this process are shown in Figure 4. The free edge was 2.87 cm, corresponding to 3.3 cm in the predicted loaded configuration. After the pinching the leaflets together at the commissures, this left approximately 2.1 cm of free edge rest length per leaflet free to move independently of the other leaflets, within measurement error of ±0.1 cm from the free edge length of 2.2 cm measured on the prostheses. The leaflet rest height was 0.94 cm corresponding to a predicted loaded height of 1.44 cm. The measured leaflet height of 1.3 cm is nearly the predicted loaded height of 1.44 cm, which may be because the leaflets are so compliant in the radial direction, that pulling them flat to measure achieved substantial stretches. Based on the thickness of 0.44 mm, we estimated the mean tangent modulus at the predicted loaded stretches as \( 6.7 \times 10^7 \) dynes/cm\(^2\) circumferentially and \( 8.5 \times 10^4 \) dynes/cm\(^2\) radially. The circumferential tangent modulus differs by approximately 32% from that found in aortic valve leaflets in Pham et al. \[33\], which we considered excellent agreement given the complexity of the steps involved and uncertainties in experiments. We do not have access to the precise material properties of the prosthetic valve, and treatment of the porcine tissue to act as a prostheses may substantially alter leaflet material properties \[6\]. Further, the only literature we could find on the material properties of a similar prostheses reported the tangent modulus at one particular loading, which did not appear to be at a relevant stretch for comparisons with our model \[18\]. Thus, our model has material properties in a reasonable range for an aortic valve (placed in the pulmonary position in our simulations), but it does not directly model the material properties of the prostheses.

These steps completed the derivation and design of the model valve. We then used the model valve and constitutive law described throughout this section as initial conditions for fluid-structure interaction simulations.

### 3.2 Construction of the vessel and scaffold

We constructed the model vessel for FSI simulations from data from the MRI scans (Figure 4). The signal magnitude of 3D printed model material is distinct from the signal of the fluid in the scans, and we applied a thresholding operation to generate a three dimensional model of the printed vessel surface. This also ensured that the MRI and simulation coordinates were consistent in space. Using Meshmixer (San Rafael, CA), we smoothed the mesh to remove stair-step effects and removed artifacts from the valve scaffold. We then remeshed to the desired edge length of 0.25 mm and extruded the model 0.25 mm and 0.5 mm to create a three layer structure. As in the valve, this serves to eliminate the “grid aligned artifact” that can occur with pressure differences across thin membranes in the IB method \[15\]. Flow extenders of length 1 cm were added to the vessel at the inlet and both outlets to ensure that the normal to the vessel was aligned with the normal of the fluid box at the inlets and outlets. In FSI simulations, the vessel was held in place using target points, stiff springs of zero rest length that connect the current position of each model node to its desired position (Section \[3.3\]). Additional linear springs are placed on each edge in the triangulated model. These
springs are not meant to model a particular material and only serve to keep the vessel rigid and stationary throughout the simulation.

The valve leaflets are mounted to a scaffold, which we measured with a ruler and caliper as with the leaflets. The bottom of the scaffold has variable height with amplitude 0.2 cm, with the highest points aligned with the commissures, and we prescribed the bottom curve to take the functional form $0.2 \left( \frac{1}{2} \cos(3\theta) + 1 \right)$. The top of the scaffold has minimum height $h_{\text{min}} = 0.65$ cm and maximum height $h_{\text{max}} = 1.5$ cm aligned with the commissures, measured with the valve resting on a table. We prescribed the top of the scaffold to take the form $h_{\text{min}} + h_{\text{max}} \left| \cos \left( \frac{3}{2} \theta \right) \right|^p$, where $p$ is a power to be determined. We measured the scaffold height at two additional locations, then estimated $p = 3.1$ with a least squares fit. From its minimum radius of 1 cm, the radius of leaflet attachment, we extended the scaffold 0.3 cm radially to form a subset of a cylinder. This thickness, slightly larger than the real scaffold thickness of 0.25 cm, ensured the scaffold overlapped with the vessel and prevented leaks between the vessel and scaffold. Finally, a small nub of thickness 0.15 cm and height 0.2 cm was placed inward radially at the commissure tip to model the bulging of the scaffold at that location. As with the vessel, the position was held nearly constant with target points and stiff linear springs connecting nodes, here placed with a cylindrical topology. We do not model the texture or irregularities of the real scaffold structure, but believe these measurements are accurate to approximately $\pm 1$ mm throughout the model.

### 3.3 Fluid-structure interaction

We used the immersed boundary method for fluid-structure interaction simulations [32]. The immersed boundary method uses two reference frames, an Eulerian or laboratory frame for fluid quantities and a Lagrangian or material frame for structure quantities. In one distinctive feature of the IB method, the fluid interacts with the structure through an Eulerian-frame body force, which is in turn is computed from the Lagrangian frame structure force. Let $\rho, \mu$ denote the fluid density and viscosity, respectively. Let $x$ represent a fixed location in space, and $t$ time. The fields $u, p$ represent fluid density and pressure, and $f$ denotes the IB body force in the Eulerian frame. Let $s$ label a material point of the structure, which we previously denoted $u, v$ in Section 3.1 but switch to avoid confusion with fluid velocity, and $X(s, t)$ denote the position of the structure point with label $s$. The field $F$ represents the structure force in the Lagrangian frame. Let $\delta$ denote the Dirac $\delta$-function.
The governing equations of the IB method are
\[
\rho \left( \frac{\partial u(x,t)}{\partial t} + u(x,t) \cdot \nabla u(x,t) \right) = -\nabla p(x,t) + \mu \Delta u(x,t) + f(x,t) \tag{9}
\]
\[
\nabla \cdot u(x,t) = 0 \tag{10}
\]
\[
F(\cdot, t) = F(X(\cdot, t)) \tag{11}
\]
\[
\frac{\partial X(s,t)}{\partial t} = u(X(s,t), t) \tag{12}
\]
\[
= \int u(x,t)\delta(x - X(s,t)) \, dx
\]
\[
f(x,t) = \int F(s,t)\delta(x - X(s,t)) \, ds. \tag{13}
\]

The equations (9) and (10) are the Navier Stokes equations governing the dynamics of a viscous, incompressible fluid, plus the extra IB body force \( f \). Equation (11) represents the Lagrangian frame force via the mapping \( F \), which determines the field \( F \) as a function of the entire configuration of the structure. Equations (12) and (13) are the interaction equations, which couple the two frames. Equation (12) performs velocity interpolation and specifies that the structure moves with the local fluid velocity. The Lagrangian frame force is spread to the Eulerian grid via equation (13).

We ran simulations using the open-source solver IBAMR (Immersed Boundary Adaptive Mesh Refinement) using a staggered grid discretization of the fluid domain [12, 13]. Simulations were run on the Shrelock Cluster at Stanford University on four nodes or 96 Intel Xeon Gold 5118 cores with a 2.30GHz clock speed. The discrete \( \delta \)-function used was the five point kernel, as derived in Bao et al. [4].

To drive the simulations, we prescribed pressures at the RV inlet and PA outlets based on the experimental measurements. We applied pressures, rather than prescribed flow rates, because pressures are necessary to load and properly close the valve during diastole. If we had applied a flow rate, during diastole the valve would not be loaded by the appropriate pressure difference to close in a physiological manner, and would instead remain open under near-zero flow conditions. First, we smoothed the experimental pressures measured on the RV and PA sides of the valve by taking a weighted average in time via convolution with a normalized cosine bump of radius 0.01 s. We then represented each curve as a finite Fourier series with 600 frequencies, which ensured the data were smooth and periodic in time. Because the IB method uses diffuse interfaces in fluid/structure coupling, the fluid feels a smaller effective radius of all structures by order-one fluid mesh width. We estimated via a Poiseuille approximation using radius 1 cm at the annulus that this slightly smaller effective radius would have allowed only about 83% of the flow otherwise expected. Thus, we added 20% of the smoothed experimental pressure difference to the prescribed RV pressure whenever the pressure difference was in the forward direction. Recalling that the pressure catheter was located distal to the outlets (which was a feature of the experimental setup), based on a Poiseuille flow approximation at a flow rate of 3.5 L/min, we estimated the mean pressure drop across the right and left pulmonary artery as 0.07 and 0.18 mmHg respectively. These pressures were multiplied by the expected flow loss due to immersed boundary coupling, then subtracted from each PA pressure. At the outlets, we applied a time-varying resistance boundary condition of the form
\[
P_{\text{outlet}} = \begin{cases} 
P_{\text{exp}} & : \text{systole} \\ 
P_{\text{exp}} + R(t)Q & : \text{diastole} \end{cases}
\]
where \( R(t) \) is the resistance, \( Q \) is the instantaneous flow rate during the simulation, \( P_{\text{outlet}} \) is the outlet pressure and \( P_{\text{exp}} \) is the experimental pressures as processed above. When the sign of the pressure difference across the vessel changed sign, indicating diastole, \( R(t) \) smoothly increased from zero to 1000.0 s dynes/cm\(^5\). The resistance value remained constant through the remainder of diastole, then decreased smoothly to zero after the pressure again changed sign, indicating systole. We selected this resistance value by trial and error to reduce ringing in the flow rate immediately after valve closure.

The cardiac cycle duration was 0.8325 s, and simulations were run for three cycles. The time step was set to \( \Delta t = 7.5 \cdot 10^{-6} \) s, which was the largest value we found to be numerically stable. We output 1200 frames per second of the simulation for post processing. The fluid resolution was \( \Delta x = 0.45 \) mm, exactly
half that of the MRI resolution in the sagittal direction, and approximately half that of the MRI in the other two directions. (A convergence study was performed, see Appendix.) The structure resolution was targeted to half that of the fluid resolution, or 0.225 mm, but the precise lengths of each link in the model were determined by the steps in Section 3.1. We set \( \rho = 1.09 \text{ g/cm}^3 \) and \( \mu = 3.9 \text{ centipoise} \). The vessel was placed into a 17.28 × 11.52 × 8.64 cm box, which corresponds to 384 × 256 × 192 points. No local mesh refinement is used, which facilitates post-processing the velocity field (Section 3.4). The valve was placed at the origin with its axis aligned with the \( x \) direction. The minimum height of the leaflet attachment is placed at -0.2 cm, just below the origin. Open-boundary stabilization was applied at the inlets and outlets [5]. Outside of the inlet and outlets, on faces that include the inlet and outlets, we prescribed no slip boundary conditions. On the remaining three faces, we prescribed zero pressure boundary conditions. No contact forces were needed, as the IB method automatically prevents contact between structures via the interaction equations and continuity of the velocity field [24].

3.4 Post processing

We post-processed the simulation data to obtain a phase-averaged, resampled velocity field \( \bar{u} \) in a manner that mimicked experimental data acquisition. The scanner reported the phase-averaged velocity field at ten time steps per cardiac cycle, recorded from approximately ten cycles. To process simulation data, we computed the mean of the velocity field over three cycles binned into ten time intervals of duration 0.083 s. We converted phase-averaged velocity field from cell to point data, then linearly interpolated onto the nodes of the MRI mesh using PyVista [38].

3.5 Integral metrics

We analyzed the flow quantitatively with the following metrics. We computed the \( L^p \) relative error for \( p = 1, 2 \) of phase-averaged, resampled velocity magnitude,

\[
\frac{\left\| \bar{u} - u_{\text{exp}} \right\|_{L^p}}{\left\| u_{\text{exp}} \right\|_{L^p}} = \left( \frac{\int |\bar{u} - u_{\text{exp}}|^p \, dx}{\int |u_{\text{exp}}|^p \, dx} \right)^{1/p},
\]

and \( x \) (axial) component of the phase-averaged, resampled velocity only, which we denote as \( \bar{u} \),

\[
\frac{\left\| \bar{u} - u_{\text{exp}} \right\|_{L^p}}{\left\| u_{\text{exp}} \right\|_{L^p}} = \left( \frac{\int |\bar{u} - u_{\text{exp}}|^p \, dx}{\int |u_{\text{exp}}|^p \, dx} \right)^{1/p}.
\]

Both relative errors were evaluated on the entire flow domain interior to the vessel and on three two-dimensional slices, \( x = 0, 0.625 \) and 1.25 cm.

We also computed the integral metric \( I_1 \), which represents the nondimensional streamwise momentum and is computed on two dimensional slices of the domain [2, 35]. The metric is defined as

\[
I_1 = \left( \frac{1}{U_T^2 A} \iint (\bar{u} \cdot \mathbf{n})^2 \, dA \right)^{1/2} = \left\| \frac{\bar{u} \cdot \mathbf{n}}{U_T A^{1/2}} \right\|_{L^2}
\]

where \( A \) is the area of the slice, \( \mathbf{n} \) is the unit normal and \( U_T \) is a velocity scale. The velocity scale is set to the maximum of the spatially averaged velocity over time,

\[
U_T = \max_{t \in [0,0.8325]} \left( \frac{1}{A} \iint (\bar{u}(x,t) \cdot \mathbf{n}) \, dA \right).
\]

The velocity scale for the simulation and experiment were computed individually. This metric is 1 for a flow with a uniform velocity profile equal to \( U_T \).

We computed these metrics during the systolic phase only, because during diastole the flow fields are near zero in both simulation and experiment.
Figure 5: Sagittal view of the axial component of velocity in simulation (left) and experiment (right).
4 Results

The emergent hemodynamics showed excellent qualitative agreement with experiments. Slice views of the axial component of fluid velocity ($x$ component) in the sagittal plane that cuts through the center of the vessel, parallel to the flow direction, are shown in Figure 5. The flow in both the simulation and the experiment began to accelerate at the same time, with a jet forming through the open valve leaflets. The velocity, angle, and shape of the jet agreed well between the two cases during systole. The simulation captured the slight upward angle of the jet, which was not fully centered in the vessel. It also matched the location where the jet impacts the wall and the slower speed of the jet as it turns with the MPA downstream. As the flow decelerated, the fluid along the interior curve of the vessel reversed first while forward flow persisted where the jet was strongest, as seen in both the simulation and experimental results.

In both the experiment and the simulation, a separation region of reverse flow developed along the interior curve of the vessel under the core jet through the valve. The reverse flow began to develop at the same time in the cardiac cycle and grows throughout systole. The simulation lacked reversed flow in the entire region where reversed flow was present in the experiment, but this region developed some flow separation and had much slower flow than elsewhere in the vessel. Thus, the simulation captured that this is a distinct region from the core jet through the valve opening. There was a smaller amount of slower and slightly reversed flow along the outer curve of the vessel, close to the valve annulus and scaffold support. This region was well-matched between the experiment and the simulation.

Slice views of the $x$ (axial) component of fluid velocity in the axial plane, orthogonal to the flow direction, show that the simulation replicated the development of the jet over the cardiac cycle. At each phase, the simulation matched the forward speed of the core of the jet and the locations of reverse flow back towards the valve annulus. While there are some differences in the shape of the jet at certain phases and locations, the simulation clearly produced the general dynamics of the cardiac cycle that are seen in the experiment.

At $x = 0$, the axial slice directly at the valve annulus shown in columns 1 and 2 in Figure 6, there was excellent agreement between the simulation and experiment over the cardiac cycle in the speed and shape of the jet through the valve. In both cases, the axial velocity increased as the flow accelerated during systole and the valve leaflets opened, then decreased during diastole with slight negative velocity before the valve leaflets were fully closed. The forward flow through the valve annulus did not form a full circle, but rather developed a triangular shape with a point of the triangle forming along the interior curve of the vessel, at the bottom of the axial slices. At $x = 0$, the points of this triangular jet shape aligned with the commissures of the valve. This shape persisted during peak systole and was well-matched by the simulation.

The axial slice $x = 0.625$ cm, shown in columns 3 and 4 in Figure 6, cut through the support scaffolding of the valve and the leaflets when they are open. In the experimental data, the shape of the jet changed as it moved downstream. A triangular shape occurred, but the points were then aligned with the middle of each open leaflet as opposed to the commissures. Those points were also more rounded than they were at $x = 0$. The peak velocity of the jet was faster at $x = 0.625$ cm than at $x = 0$, as the flow accelerated through the open valve leaflets. The simulation produced these features at $x = 0.625$ cm. The triangular shape of the jet shifted similarly and its speed increased compared to the upstream slice. As the flow decelerated into diastole, the jet shape remained roughly triangular but diminished in intensity before disappearing after valve closure.

The jet continued to develop at $x = 1.25$ cm, an axial slice immediately downstream of the valve scaffolding and open leaflets, shown in columns 5 and 6 in Figure 6. In the experimental data, the points of the triangular jet shape extended further towards the vessel wall. In addition, regions of reversed flow developed in the locations downstream of the commissures, resulting in curved sides to the shape of the jet. Each tip of the jet was unique, due to variations in the individual leaflets in the physical bioprosthetic valve. Further discussion of these features can be found in Schiavone et al. [35], which showed that the jet tip shapes occurred in different pulmonary anatomies, demonstrating that they were likely due to inherent properties of each leaflet. The leaflets in the mathematical model of the valve are identical, so these nuances in leaflet variation could not be replicated. The simulation did capture some of the extension of the tips of the jet, as they were closer to vessel wall at slice $x = 1.25$ cm than $x = 0.625$ cm. The curves in the triangular sides of the jet were also present in the simulation, though they were less pronounced than the experimental data. At both $x = 0.625$ cm and $x = 1.25$ cm, the jet shape in the simulation was smoother than the jet in experiment. It is possible that the free edges of the leaflets in the mathematical model are not fully replicating the behavior of the
Figure 6: Axial view of the axial component of velocity in simulation and experiment.
physical leaflets of the bioprosthetic valve, leading to the variations seen in the jet shape at $x = 1.25$ cm downstream of the leaflet edges. The simulation, however, does capture the key features of the triangular shape and speed of the jet. Overall, qualitative comparisons demonstrated that the simulation reproduced key features of the flow during systole and diastole.

Pressure and flow waveforms averaged across three cycles in the simulation and the experiment are shown in Figure 7. During systole, the pressures were prescribed. During valve closure, the pressures showed an oscillation as determined by the interaction of the prescribed pressure and resistance (Equation 14). The experimental pulmonary artery pressure had a similar oscillation, but not with precisely the same magnitude or frequency. The RV flow rate closely matched that of the experimental flow. The RPA flow was somewhat greater than the experimental RPA flow, and the LPA flow was somewhat less than the experimental LPA flow. The total experimental flow was not precisely conserved, which is expected given pointwise uncertainty in the 4D flow MRI velocity measurements of $\pm 4.7$ cm/s, uncertainty in gating of the cardiac cycles and variation from cycle to cycle. The total experimental inflow minus total outflow was up to 27.0 ml/s, which is nearly all experimental uncertainty, as the vessel maintains approximately constant volume. Therefore, it was not possible to simultaneously match all three experimental flow rates. All three simulation flow rates showed a substantial oscillation at the beginning of diastole. Similar oscillations in the experimental flow rates almost surely occurred, but could not be captured due to the time resolution of the 4D flow MRI data. We estimated the mean stroke volume to be 57.25 ml and cardiac output to be 4.13 L/min. Using the maximum flow rate of $Q_{\text{max}} = 239.6$ ml/s and diameter of the valve, 2 cm, as the length scale, we estimated the peak Reynolds number of the flow as

$$\text{Re}_{\text{max}} = \frac{\rho(Q_{\text{max}}/A)2r}{\mu} \approx 4300,$$

where $A = \pi r^2$ is the valve orifice area. The Reynolds number is much greater than one and indicates that the flow was in a physically unstable regime.

A comparison between the phase-averaged velocity sampled onto the MRI grid with the instantaneous flow field and no resampling is shown in Figure 8. Fine scale features were present in the instantaneous field that were lost in the phase-averaging and resampling process. There was more variation in the local velocity of the center of the jet and local areas of high velocity at the edges of the jet that suggested vortices. Vortical structures adjacent to the jet and in the areas of reversed flow were apparent. These comparisons suggest that 4D flow MRI data loses substantial fine-scale flow features in the flow field via phase-averaging and resampling.

The $L^1$ and $L^2$ relative errors on the velocity magnitude and the $x$ component of velocity indicated quantitative agreement in the velocity field between simulation and experiment during systole (Table 1). We computed the relative error on the full domain and on the three slices $x = 0, 0.625$ and 1.25 cm. The $L^1$ relative error of velocity magnitude on the full domain ranged from 0.26-0.32. At all three slices, the relative
error was below 0.36 through systole, and at peak flow was 0.28, 0.28 and 0.31 at \( x = 0, 0.625 \) and 1.25 cm, respectively. The \( L^1 \) relative error of the \( x \) component on the entire domain was 0.26 at peak flow. At \( x = 0 \) and \( x = 0.625 \) cm, the relative error was below 0.34 through systole with values of 0.28 and 0.25 at peak flow, respectively. At \( x = 1.25 \) cm, the relative error was 0.38 at peak flow. This error was larger than the error of the other slices, likely because there was more reverse flow that was not aligned between simulation and experiment at that slice. The \( L^2 \) relative error of velocity magnitude ranged from 0.33-0.41 over the full domain, and from 0.24-0.39 on the slices. At peak flow, errors were 0.35 on the full domain, and 0.30, 0.26 and 0.37 at slices at \( x = 0, 0.625 \) and 1.25 cm, respectively. On the \( x \) component, errors ranged from 0.30-0.45 on the full domain, and 0.24-0.46 on the slices.

The integral metric \( I_1 \) indicated that the streamwise momentum of the jets in both simulation and experiment are very similar. The value of \( I_1 \) over the cardiac cycle is also shown in Figure 9 on the three slices \( x = 0, 0.625 \) and 1.25 cm. Values remained close between simulation and experiment throughout systole and diastole. In both simulation and experiment, the value of \( I_1 \) decreases monotonically from the annulus slice at \( x = 0 \) cm to the most distal slice at \( x = 1.25 \) cm.

5 Discussion

We developed a model of a physical experiment in an in vitro pulse duplicator to validate an immersed boundary method simulation. We simulated flows through a model pulmonary valve in a test chamber designed to model that of the 3D printed physical pulmonary anatomy. This model valve was constructed with a design-based approach to elasticity, in which the valve geometry and material properties were designed and derived from the requirements that the valve supports a pressure. The simulations themselves were robust and reliable. The simulated valve opened freely and closed repeatedly over multiple cardiac cycles. Using our pulse duplicator, we directly measured the local fluid velocity with 4D flow MRI in the physical experiment. We then performed direct comparisons between simulated and experimental flow data.

The simulated velocity fields showed excellent qualitative agreement with the experimental velocity. Many features of the flow that were present in the experimental measurements also appeared in the simulations, including a large jet which angled up downstream of the valve and the appearance of a triangle-like shape in the jet. A recirculation zone appeared downstream, though the precise region of recirculation showed only
Table 1: Relative error during systole in the $L^1$ and $L^2$ norms of the $x$ component of velocity and velocity magnitude on the full domain interior to the vessel and slices at $x=0$, 0.625 and 1.25 cm.

| Time (s) | $L^1$ magnitude | $L^1$ x component | $L^2$ magnitude | $L^2$ x component |
|---------|-----------------|------------------|-----------------|------------------|
|         | full | $x=0$ | $x=0.65$ | $x=1.25$ | full | $x=0$ | $x=0.65$ | $x=1.25$ |
| 0.21    | 0.27 | 0.34 | 0.33 | 0.36 | 0.25 | 0.34 | 0.30 | 0.38 |
| 0.29    | 0.26 | 0.28 | 0.28 | 0.31 | 0.26 | 0.28 | 0.25 | 0.38 |
| 0.37    | 0.32 | 0.25 | 0.25 | 0.35 | 0.34 | 0.26 | 0.23 | 0.46 |

Figure 9: Values of the integral metric $I_1$, which represents the non-dimensional streamwise momentum on slices at $x=0$, 0.625 and 1.25 cm; $I_1$ was evaluated on the same three slices.

some agreement at some points in time. We prescribed the experimentally measured pressures (subject to minor processing as described in Section 3.3), and the emergent flow rates matched those of the experiments. The simulated velocity fields also showed quantitative agreement with the experimental velocity. The entire flow domain interior to the vessel showed $L^1$ relative error of under 32% on velocity magnitude and 34% on the streamwise velocity during mid-systole. While this certainly leaves room for improvement, we are not aware of any other studies comparing simulated flow around heart valves to experiments that compute relative error on the entire flow field. Similar results were found at $x=0$ and 0.625 cm, and slightly higher relative error downstream at $x=1.25$ cm. The nondimensional streamwise momentum, represented by $I_1$, was extremely similar in simulation and experiment.

Of potential future interest, the phase-averaged, resampled velocity showed substantial differences from the instantaneous velocity fields, with more variation in local fluid velocity and more fine scale vortical structures visible in the simulation. This points to an advantage for simulations: since 4D flow MRI data is fundamentally phase-averaged, once validated, simulations provide a richer dataset when these instantaneous fluid features are of interest.

Our validated methods can be used to test scenarios of pulmonary valve placement, and further developed to study other congenital or acquired heart diseases such as tetralogy of Fallot, hypertrophic cardiomyopathy and aortic regurgitation or stenosis. Of potential utility to the modeling community, we provided a high-quality experimental dataset with pointwise velocity data on a Cartesian grid that may be used as a benchmark in future FSI studies for validation including direct velocity comparisons.

To achieve this level of agreement required careful modeling of the leaflet and valve scaffold morphology.
Boundary conditions were adjusted to compensate for increased resistance due to the diffuse interface coupling in the IB method. We also extensively post-processed the data by taking the phase average analogously to the phase averaging performed by the MRI scanner, then resampled the flow fields to align exactly with MRI data points. Achieving this level of agreement, however, did not require any new modeling methods beyond those we developed in previous work, thus further validating these studies [15, 16, 17].

We made efforts to model many aspects of the flow loop, but nevertheless limitations and room for future work remain. Precise, global pointwise agreement of the velocity field was not achievable, as there were differences in the jet and recirculation zones by more than the MRI resolution of 0.9 mm in some locations. Physical instabilities in this inertial flow are present, which make pointwise comparisons challenging to impossible, though their effects are reduced by the phase averaging. We did not model the precise material properties of the prosthetic leaflets, as we could find very little literature addressing its material properties, which likely influences leaflet kinematics and may in turn influence jet shape. Increasing the simulation resolution beyond that currently used is prohibitively slow but could be undertaken in the future, and would require smaller magnitude of adjustment to pressures to achieve agreement on flow rates. A model of the scaffold could include more precise geometry and local material texture, for example obtained via micro CT scan or other imaging method. Despite these differences, the simulations realistically represented the physical flows, including some fairly subtle details such as the triangle-like jet shape downstream of the valve.

6 Conclusions

In immersed boundary simulations of a physical experiment of flow through a heart valve, we achieved excellent qualitative agreement and acceptable quantitative agreement between the simulations and experimental data. We consider this strong confirmation that our methods are realistic and reliable, despite the presence of limitations and potential for improvement in future work. Thus, this work validates our design-based methods for modeling of heart valves, the IB solver IBAMR, and the immersed boundary method itself.
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Appendix

We performed a convergence study to evaluate the sensitivity of the phase-averaged velocity fields and flow rates to changes in simulation resolution. The fluid resolutions were set to $\Delta x = 0.9, 0.675, 0.45$ and 0.3375 mm. These resolutions were approximately equal to, 3/4 of, 1/2 of and 3/8 of the MRI resolution, respectively. We ran each simulation ran for three cardiac cycles, then performed phase averaging and sampled onto the MRI mesh for comparisons, as described in Section 3.4. For $\Delta x = 0.9$ and 0.675 mm, we used a coarsened structure mesh with a target edge length of $\Delta s = 0.45$ mm, and for $\Delta x = 0.45$ and 0.3375 mm we used the target edge length of $\Delta s = 0.225$ mm, as used in the remainder of this work.

Exact convergence in IB method simulations is challenging to achieve due to diffuse coupling of the fluid structure interface and the physically instability of the flow. The support of the discrete $\delta$-function depends on the fluid mesh width, which implies that the effective thickness of all objects in the structure depends on the fluid resolution. Changes in resolution then change the the effective orifice area of the valve and the radius of the vasculature, and thus the resistance to forward flow. We partially mitigated this effect by adjusting the pressures based on a Poiseuille flow estimate, as described in section 3.3. Additionally, the
Reynolds number of the flow is much greater than one, the flow is inertially dominated and flow structures are unstable in time. This effect is partially mitigated by phase-averaging the flow.

The phase-averaged, resampled velocity fields during peak systole and flow rates at each resolution are shown in Figure 10. Despite the limitations discussed above, we observe similar qualitative trends in the flow field at all resolutions. At all resolutions, a jet formed and angled up downstream of the valve orifice, as shown in sagittal view. The jets showed a triangle-like cross section at $x = 0$ with points aligned with commissures. At $x = 0.625$ cm, the jet appears like a rounded triangle in the opposing orientation, with its points aligned with the center of the leaflets. At $x = 1.25$ cm, the jet is narrower downstream of the commissures, and wider downstream of the leaflets, again with a triangle-like cross section. The area of the jet increased with resolution, as expected given the IB method thickening of the valve structure. The narrowed jets at the two more coarse resolutions show locally elevated velocities relative to the two more fine resolutions. The flow rates increase with increasing resolution, also as expected, given the increase in effective valve orifice area and radius. The maximum flow rates at at $\Delta x = 0.45$ and 0.3375 were 239.6 and 261.6, respectively, a relative difference of 8.4%. The mean flow rates at $\Delta x = 0.45$ and 0.3375 were 51.6 and 58.0 ml/s, respectively, a relative difference of 11.0%.

Given the overall qualitative similarity and relative changes in flow rates, we believed all conclusions in this work would be similar with $\Delta x = 0.45$ or 0.3375 mm. We therefore selected $\Delta x = 0.45$ mm, the second most fine resolution, twice the MRI resolution, for the main portion of this study.
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