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Abstract.
The AdS/CFT correspondence relates Wilson loops in supersymmetric N=4 gauge theory to minimal area surfaces in anti-de Sitter space. In this paper we consider the case of Euclidean flat Wilson loops which are related to minimal area surfaces in Euclidean AdS3 space. Using known mathematical results for such minimal area surfaces we describe an infinite parameter family of analytic solutions for closed Wilson loops. Further, we also consider examples of surfaces with two boundaries dual to correlators of two Wilson loops.

1. Introduction
The computation of Wilson loops, which are dual to minimal area surfaces, plays a central role in understanding the AdS/CFT correspondence [1, 2]. Few explicit examples are known of minimal area surfaces in AdS space. For closed, Euclidean Wilson loops (with constant scalar) the most studied one is the circular Wilson loop [3] which is dual to a half-sphere. Another interesting one is the lens shaped discussed in [4]. For infinite Wilson loops, parallel lines [2] and the cusp are known [5]. Concerning multiple contours, the known one consists of two concentric circles [6]. For Minkowski signature, light-like lines play an important role starting with the light-like cusp [7] and culminating with a large recent activity [8] in relation to scattering amplitudes following [9, 10].

Here we show that, in the case of flat Euclidean Wilson loops which are dual to minimal area surfaces in Euclidean AdS3, known results from the mathematical literature [11] allow us to find an infinite parameter family of solutions in terms of Riemann theta functions. The construction is based on [12] and follows previous results in [13, 14].

The presentation is organized as follows. We start by writing the equations of motion arriving at the cosh-Gordon equation. Next we solve the equations of motion in terms of theta functions and compute the regularized area. Finally we give examples of single curves and multiple curves together with the minimal area surfaces ending on them. More details can be found in the work [15].

2. Equations of motion
In this section we write the equations of motion for a minimal area surface in Euclidean AdS3. We use embedding coordinates \( X_{\mu=0...3} \) parameterizing a space \( \mathbb{R}^{3,1} \) and subjected to the constraint

\[
X_0^2 - X_1^2 - X_2^2 - X_3^2 = 1 ,
\] (1)
Other useful coordinates are Poincare coordinates \((X,Y,Z)\) given by:

\[
X + iY = \frac{X_1 + iX_2}{X_0 - X_3}, \quad Z = \frac{1}{X_0 - X_3}.
\]

(2)

The boundary is an \(R^2\) space and located at \(Z = 0\). A string is parameterized by complex coordinates \(z = \sigma + i\tau, \bar{z} = \sigma - i\tau\). The action in conformal gauge is given by

\[
S = \frac{1}{2} \int \left( \partial X_\mu \bar{\partial} X^\mu + \Lambda (X_\mu X^\mu - 1) \right) \, d\sigma d\tau
\]

(3)

\[
= \frac{1}{2} \int \frac{1}{Z^2} \left( \partial_\sigma X \bar{\partial}^n X + \partial_\sigma Y \bar{\partial}^n Y + \partial_\sigma Z \bar{\partial}^n Z \right) \, d\sigma d\tau,
\]

(4)

where \(\Lambda\) is a Lagrange multiplier and the \(\mu\) indices are raised and lowered with the \(R^{3,1}\) metric.

An Euclidean classical string is given by functions \(X_\mu (z, \bar{z})\) obeying the equations of motion:

\[
\partial \bar{\partial} X_\mu = \Lambda X_\mu,
\]

(5)

where \(\Lambda\), the Lagrange multiplier is given by

\[
\Lambda = -\partial X_\mu \bar{\partial} X^\mu.
\]

(6)

These equations should be supplemented by the Virasoro constraints which read

\[
\partial X_\mu \partial X^\mu = 0 = \bar{\partial} X_\mu \bar{\partial} X^\mu.
\]

(7)

Later on we will be interested in finding the solutions in Poincare coordinates \((X,Y,Z)\) but for the moment it is convenient to study the problem in embedding coordinates \(X_\mu\). We can rewrite the equations using the matrix

\[
\mathcal{X} = \begin{pmatrix}
X_0 + X_3 & X_1 - iX_2 \\
X_1 + iX_2 & X_0 - X_3
\end{pmatrix} = X_0 + X_i \sigma^i,
\]

(8)

where \(\sigma^i\) denote the Pauli matrices. Notice also that Poincare coordinates are simply given by

\[
Z = X_{22}, \quad X + iY = X_{21} / X_{22}.
\]

(9)

The matrix \(\mathcal{X}\) satisfies

\[
\mathcal{X}^\dagger = \mathcal{X}, \quad \text{det} \mathcal{X} = 1, \quad \partial \bar{\partial} \mathcal{X} = \Lambda \mathcal{X}, \quad \text{det}(\partial \mathcal{X}) = 0 = \text{det}(\bar{\partial} \mathcal{X}),
\]

(10)

as follows from the definition of \(\mathcal{X}\), the constraint (1), the equations of motion (5) and the Virasoro constraints (7). These are non-linear equations which in principle are difficult to solve. However, known procedures (see [15]) reduce the equations to the cosh-Gordon equation which has known solutions in terms of Riemann theta functions. Therefore the main equation that has to be solved is:

\[
\frac{\partial^2}{\partial z \partial \bar{z}} \alpha(z, \bar{z}) = 2 \cosh 2\alpha,
\]

(11)

where \(\alpha(z, \bar{z})\) is a real function defined on the world-sheet. In fact, \(\alpha\) satisfies a more general equation that contains an arbitrary holomorphic function \(f(z)\) that we have set to one. This can always be done locally but, doing it globally as we do here implies a restriction in the type of solution we consider. Once a solution for \(\alpha(z, \bar{z})\) is found, the full solution \(\mathcal{X}(z, \bar{z})\) can be reconstructed by a procedure discussed also in [15]. Instead of explaining this procedure in detail we give the solution in the next section. It is straight-forward to check that it satisfies the equations of motion.
3. Solutions

The solutions are written in terms of theta functions [11, 16]. We need two theta functions, one has zero characteristics and the other fixed characteristics that we call $\Delta_{1,2}$. The latter we denote as:

$$\hat{\theta}(\zeta) = \theta \left[ \begin{array}{c} \Delta_1 \\ \Delta_2 \end{array} \right] (\zeta) \quad (12)$$

In this paper, for definiteness, we use the convention of [16] as regards theta functions. The theta functions are associated to an auxiliary (genus $g$) hyperelliptic Riemann surface determined as a subspace of $C^2$ by an equation

$$\mu^2 = \lambda \prod_{j=1}^{2g} (\lambda - \lambda_j) \quad (13)$$

where $(\mu, \lambda)$ parameterize $C^2$. If $\hat{\theta}$ has an odd characteristic then

$$e^{2\alpha} = \frac{\hat{\theta}^2(\zeta)}{\theta^2(\zeta)} \quad (14)$$

satisfies the cosh-Gordon equation provided we take $\zeta = 2\omega(p_1)\bar{z} + 2\omega(p_3)z$.\quad (15)

where $\omega$ are the normalized holomorphic differentials and $p_{1,3}$ are two branch points of the Riemann surface such that

$$2 \int_{p_1}^{p_3} \omega = \Delta_2 + \Pi \Delta_1 \quad (16)$$

As discussed, associated to the solution of the cosh-Gordon equation one finds a solution for the minimal area surface which, in Poincare coordinates, is

$$Z = \frac{\hat{\theta}(2 \int_{p_1}^{p_4})}{\hat{\theta}(\int_{p_1}^{p_4})} \left| \frac{|\theta(0)\hat{\theta}(\zeta)\hat{\theta}(\zeta)| e^{\mu z + \nu \bar{z}}}{|\hat{\theta}(\zeta - \int_{p_1}^{p_4})|^2 + |\theta(\zeta - \int_{p_1}^{p_4})|^2} \right|^2, \quad (17)$$

$$X + iY = e^{2\bar{z} + 2\nu z} \theta(\zeta - \int_{p_1}^{p_4}) \hat{\theta}(\zeta + \int_{p_1}^{p_4}) - \hat{\theta}(\zeta - \int_{p_1}^{p_4}) \theta(\zeta + \int_{p_1}^{p_4}) \right| \right|^2 + |\theta(\zeta - \int_{p_1}^{p_4})|^2, \quad (18)$$

Here $p_4$ denotes a point on the Riemann surface on which the solution depends. The notation $\int_{p_1}^{p_4}$ indicates

$$\int_{p_1}^{p_4} = \int_{p_1}^{p_4} \omega \quad (19)$$

where $\omega$ are the normalized holomorphic differentials. Finally $\zeta$ is given by eq.(15). This gives the shape of the surface. Now we need to compute the area.

4. Computation of the area

The expectation value of the Wilson loop is determined by the (regularized) area of the minimal surface we described. The area can be computed as

$$A = 4 \int e^{2\alpha} d\sigma d\tau, \quad (20)$$
This integral actually diverges. To regulate the divergence we cut the surface at a value $Z = \epsilon > 0$. In the limit $\epsilon \to 0^+$ the area behaves as

$$A = \frac{L}{\epsilon} + A_f,$$

where $L$ should be the length of the Wilson loop and $A_f$ is the finite part which is identified with the expectation value of the Wilson loop through:

$$\langle W \rangle = e^{-\frac{\sqrt{\lambda}}{2\pi} A_f}.$$

(21)

This finite piece can be computed from the solution as

$$A_f = -8D_{p1p3} \ln \theta(0) \oint (\sigma d\tau - \tau d\sigma) + 2 \oint \frac{D_{p1p3} \hat{\theta}(\zeta)}{|D_{p1} \hat{\theta}(\zeta)|} d\ell.$$

(23)

where $d\ell$ is the differential of arc in the world-sheet boundary.

This concludes our presentation of the analytical results obtained. Now we go into some examples to understand how these solutions look.

5. Example: single contour

We now illustrate the shape of the Wilson loops and their dual surfaces. Consider the function

$$\mu(\lambda) = i \sqrt{-i(\lambda + 1 - i) \sqrt{-i(\lambda + 1 + i) \sqrt{-i(\lambda - \frac{1+i}{2}) \sqrt{-i(\lambda - \frac{1-i}{2}) \sqrt{2 - \lambda \sqrt{\lambda + \frac{1}{2}}}}}}},$$

(24)

where the square root is taken to have a cut on the negative real axis. The cuts in the complex plane are illustrated in fig.1. The period matrix is

$$\Pi = \begin{pmatrix} 0.5 + 0.64972i & 0.14972i & -0.5 \\ 0.14972i & -0.5 + 0.64972i & 0.5 \\ -0.5 & 0.5 & 0.639631i \end{pmatrix}.$$

(25)

To write the solution we choose the points $p_1 = 0$ and $p_3 = \infty$ which works well since a path between 0 and $\infty$ defines an odd characteristic that can be taken to be

$$\Delta_1 = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}, \quad \Delta_2 = \begin{bmatrix} 1 \\ 1 \\ 1 \end{bmatrix}.$$

(26)

We therefore have

$$\hat{\theta}(\zeta) = \theta \begin{bmatrix} 0 & 0 & 1 \\ 1 & 1 & 1 \end{bmatrix} (\zeta).$$

(27)

We can now write

$$\zeta = 2(\omega(\infty)z + \omega(0)\bar{z}) = \begin{bmatrix} -0.4903\sigma - 0.19069\tau \\ -0.4903\sigma + 0.19069\tau \\ 0.59321\tau \end{bmatrix},$$

(28)

where we used $z = \sigma + i\tau$. The shape of the Wilson loop and its dual surface are illustrated in figures 2 and 3 for two different choices of the point $p_4$. 
Figure 1: Genus three Riemann surface. A basis of fundamental cycles is depicted with solid paths being in the upper sheet and dotted lines in the lower sheet.

Figure 2: Shape of the Wilson loops for two different choices of the point $p_4$. 

(a) $p_4 = i$  
(b) $p_4 = -\frac{1+i}{\sqrt{2}}$
Figure 3: Minimal area surfaces ending on the contours illustrated in fig.2. We emphasize that the surfaces are known analytically.

Figure 4: Shape of multiple contours. The minimal area surfaces connects the interior and exterior contours.

Figure 5: Shape of the minimal area surfaces ending on the contours in fig.4.
6. Example: Multiple contours
By changing the position of the cuts, one can find solutions ending on two contours. Since the construction is completely similar we just illustrate the results in figs. 4 and 5.
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