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We consider the joint distribution of real and imaginary parts of eigenvalues of random matrices with independent entries with mean zero and unit variance. We prove the convergence of this distribution to the uniform distribution on the unit disc without assumptions on the existence of a density for the distribution of entries. We assume that the entries have a finite moment of order larger than two and consider the case of sparse matrices.

The results are based on previous work of Bai, Rudelson and the authors extending those results to a larger class of sparse matrices.

1. Introduction. Let $X_{jk}, 1 \leq j, k < \infty$, be complex random variables with $E X_{jk} = 0$ and $E |X_{jk}|^2 = 1$. For a fixed $n \geq 1$, denote by $\lambda_1, \ldots, \lambda_n$ the eigenvalues of the $n \times n$ matrix

\begin{equation}
X = (X_n(j, k))_{j, k=1}^n, \quad X_n(j, k) = \frac{1}{\sqrt{n}} X_{jk} \quad \text{for } 1 \leq j, k \leq n,
\end{equation}

and define its empirical spectral distribution function by

\begin{equation}
G_n(x, y) = \frac{1}{n} \sum_{j=1}^n I\{\text{Re}\{\lambda_j\} \leq x, \text{Im}\{\lambda_j\} \leq y\},
\end{equation}

where $I\{B\}$ denotes the indicator of an event $B$. We investigate the convergence of the expected spectral distribution function $E G_n(x, y)$ to the distribution function $G(x, y)$ of the uniform distribution in the unit disc in $\mathbb{R}^2$.

The main result of our paper is the following:

**Theorem 1.1.** Let $\varphi(x)$ denote the function $(\ln(1 + |x|))^{19+\eta}$, $\eta > 0$, arbitrary, small and fixed. Let $X_{jk}, j, k \in \mathbb{N}$, denote independent complex random variables with

\[ E X_{jk} = 0, \quad E |X_{jk}|^2 = 1 \quad \text{and} \quad \kappa := \sup_{j, k \in \mathbb{N}} E |X_{jk}|^2 \varphi(X_{jk}) < \infty. \]

Then $E G_n(x, y)$ converges weakly to the distribution function $G(x, y)$ as $n \to \infty$. 
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We shall prove the same result for the following class of sparse matrices. Let \( \varepsilon_{jk}, j, k = 1, \ldots, n \), denote a triangular array of Bernoulli random variables (taking values 0, 1 only) which are independent in aggregate and independent of \( (X_{jk})_{j,k=1}^n \) with common success probability \( p_n := \Pr\{\varepsilon_{jk} = 1\} \) depending on \( n \). Consider the sequence of matrices \( X^{(\varepsilon)} = \frac{1}{\sqrt{np_n}} (\varepsilon_{jk} X_{jk})_{j,k=1}^n \). Let \( \lambda_1^{(\varepsilon)}, \ldots, \lambda_n^{(\varepsilon)} \) denote the (complex) eigenvalues of the matrix \( X^{(\varepsilon)} \) and denote by \( G_n^{(\varepsilon)}(x,y) \) the empirical spectral distribution function of the matrix \( X^{(\varepsilon)} \), that is,

\[
G_n^{(\varepsilon)}(x,y) := \frac{1}{n} \sum_{j=1}^n I\{\Re(\lambda_j^{(\varepsilon)}) \leq x, \Im(\lambda_j^{(\varepsilon)}) \leq y\}.
\]

**Theorem 1.2.** For \( \eta > 0 \) define \( \varphi(x) = (\ln(1 + |x|))^{19 + \eta} \). Let \( X_{jk}, j, k \in \mathbb{N} \), denote independent complex random variables with

\[
\mathbb{E}X_{jk} = 0, \quad \mathbb{E}|X_{jk}|^2 = 1 \quad \text{and} \quad \varkappa := \sup_{j,k \in \mathbb{N}} \mathbb{E}|X_{jk}|^2 \varphi(X_{jk}) < \infty.
\]

Assume that there is a \( \theta \in (0, 1] \) such that \( p_n^{-1} = \mathcal{O}(n^{1-\theta}) \) as \( n \to \infty \). Then \( \mathbb{E}G_n^{(\varepsilon)}(x,y) \) converges weakly to the distribution function \( G(x,y) \) as \( n \to \infty \).

**Remark 1.3.** The crucial problem of the proofs of Theorems 1.1 and 1.2 is to bound the smallest singular values \( s_n(z) \), respectively, \( s_n^{(\varepsilon)}(z) \) of the shifted matrices \( X - zI \), respectively, \( X^{(\varepsilon)} - zI \). (See also [5], page 1561.) These bounds are based on the results obtained by Rudelson and Vershynin in [18]. In a previous version of this paper [10] we have used the corresponding results of Rudelson [17] proving the circular law in the case of i.i.d. sub-Gaussian random variables. In fact, the results in [10] actually imply the circular law for i.i.d. random variables with sup \( j,k \in \mathbb{N} \mathbb{E}|X_{jk}|^4 \leq \varkappa_4 < \infty \) in view of the fact (explicitly stated by Rudelson in [17]) that in his results the sub-Gaussian condition is needed for the proof of \( \Pr(\|X\| > K) \leq C \exp\{-cn\} \) only. Restricting oneself to the set \( \Omega_n(z) = \{s_n(z) \leq cn^{-3}; \|X\| \leq K\} \) for the investigation of the smallest singular values, the inequality \( \Pr(\Omega_n(z)^c) \leq cn^{-1/2} \) follows from the results of Rudelson [17] without the assumption of sub-Gaussian tails for the matrix \( X \). A similar result has been proved by Pan and Zhou in [13] based on results of Rudelson and Vershynin [18] and Bai and Silverstein [2].

The strong circular law assuming moment condition of order larger than 2 only and comparable sparsity assumptions was proved independently by Tao and Vu in [22] based on their results in [23] in connection with the multivariate Littlewood-Offord problem.

The approach in this paper though is based on the fruitful idea of Rudelson and Vershynin to characterize the vectors leading to small singular values of matrices with independent entries via “compressible” and “incompressible” vectors (see [18], Section 3.2, page 15). For the approximation of the distribution of singular values of \( X - zI \) we use a scheme different from the approach used in Bai [1].
The investigation of the convergence of the spectral distribution functions of real or complex (nonsymmetric and non-Hermitian) random matrices with independent entries has a long history. Ginibre’s [7], in 1965, studied the real, complex and quaternion matrices with i.i.d. Gaussian entries. He derived the joint density for the distribution of eigenvalues of matrix. Applying Ginibre’s formula, Mehta [15], in 1967, determined the density of the expected spectral distribution function of random matrices with Gaussian entries with independent real and imaginary parts and deduced the circle law. Pastur suggested in 1973 the circular law for the general case (see [16], page 64). Using the Ginibre results, Edelman [4], in 1997, proved the circular law for the matrices with i.i.d. Gaussian real entries. Rider proved in [21] and [20] results about the spectral radius and about linear statistics of eigenvalues of non-Hermitian matrices with Gaussian entries.

Girko [6], in 1984, investigated the circular law for general matrices with independent entries assuming that the distribution of the entries has densities. As pointed out by Bai [1], Girko’s proof had serious gaps. Bai in [1] gave a proof of the circular law for random matrices with independent entries assuming that the entries had bounded densities and finite sixth moments. His result does not cover the case of the Wigner ensemble and in particular ensembles of matrices with Rademacher entries. These ensembles are of some interest in various applications (see, e.g., [24]). Girko’s [6] approach using families of spectra of Hermitian matrices for a characterization of the circular law based on the so-called V-transform was fruitful for all later work. See, for example, Girko’s Lemma 1 in [1]. In fact, Girko [6] was the first who used the logarithmic potential to prove the circular law. We shall outline his approach using logarithmic potential theory. Let $\xi$ denote a random variable uniformly distributed over the unit disc and independent of the matrix $X$. For any $r > 0$, consider the matrix

$$X(r) = X - r\xi I,$$

where $I$ denotes the identity matrix of order $n$. Let $\mu_n^{(r)}$ (resp., $\mu_n$) be empirical spectral measure of matrix $X(r)$ (resp., $X$) defined on the complex plane as empirical measure of the set of eigenvalues of matrix. We define a logarithmic potential of the expected spectral measure $E\mu_n^{(r)}(ds, dt)$ as

$$U^{(r)}(z) = -\frac{1}{n} E \log |\det(X(r) - zI)| = -\frac{1}{n} \sum \log |\lambda_j - z - r\xi|,$$

where $\lambda_1, \ldots, \lambda_n$ are the eigenvalues of the matrix $X$. Note that the expected spectral measure $E\mu_n^{(r)}$ is the convolution of the measure $E\mu_n$ and the uniform distribution on the disc of radius $r$ (see Lemma A.4 in the Appendix for details).

**Lemma 1.1.** Assume that the sequence $E\mu_n^{(r)}$ converges weakly to a measure $\mu$ as $n \to \infty$ and $r \to 0$. Then

$$\mu = \lim_{n \to \infty} E\mu_n.$$
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PROOF. Let \( J \) be a random variable which is uniformly distributed on the set \( \{1, \ldots, n\} \) and independent of the matrix \( X \). We may represent the measure \( E_{\mu_n}^{(r)} \) as the distribution of a random variable \( \lambda J + r\xi \) where \( \lambda \) and \( \xi \) are independent. Computing the characteristic function of this measure and passing first to the limit with respect to \( n \to \infty \) and then with respect to \( r \to 0 \) (see also Lemma A.5 in the Appendix), we conclude the result. \( \square \)

Now we may fix \( r > 0 \) and consider the measures \( E_{\mu_n}^{(r)} \). They have bounded densities. Assume that the measures \( E_{\mu_n} \) have supports in a fixed compact set and that \( E_{\mu_n} \) converges weakly to a measure \( \mu \). Applying Theorem 6.9 (Lower envelope theorem) from [14], page 73 (see also Section 3.8 in the Appendix), we obtain that under these assumptions

\[
\lim inf_{n \to \infty} U_{\mu_n}^{(r)}(z) = U^{(r)}(z),
\]

quasi-everywhere in \( \mathbb{C} \) (for the definition of “quasi-everywhere” see, e.g., [14], page 24). Here \( U^{(r)}(z) \) denotes the logarithmic potential of the measure \( \mu^{(r)} \) which is the convolution of a measure \( \mu \) and of the uniform distribution on the disc of radius \( r \). Furthermore, note that \( U^{(r)}(z) \) may be represented as

\[
U^{(r)}(z_0) = \frac{2}{r^2} \int_0^r v L(\mu; z_0, v) \, dv,
\]

where

\[
L(\mu; z_0, v) = \frac{1}{2\pi} \int_{-\pi}^{\pi} U_{\mu}(z_0 + v \exp(i\theta)) \, d\theta
\]

and

\[
U_{\mu}(z) = \int \ln|\zeta - z| \, d\mu(\zeta).
\]

Applying Theorem 1.2 in [14], page 84, we get

\[
\lim_{r \to 0} U_{\mu}^{(r)}(z) = U_{\mu}(z).
\]

Let \( s_1(X) \geq \cdots \geq s_n(X) \) denote the singular values of the matrix \( X \).

Since \( E_{\mu_n}^{1/2} \operatorname{Tr} XX^* = 1 \) the sequence of measures \( E_{\mu_n} \) is weakly relatively compact. These results imply that for any \( \eta > 0 \) we may restrict the measures \( E_{\mu_n} \) to some compact set \( K_\eta \) such that \( \sup_n E_{\mu_n}(K^{(c)}_\eta) < \eta \). Moreover, Lemma A.2 implies the existence of a compact \( K \) such that \( \lim_{n \to \infty} \sup_n E_{\mu_n}(K^{(c)}) = 0 \). If we take some subsequence of the sequence of restricted measures \( E_{\mu_n} \) which converges to some measure \( \mu \), then \( \liminf_{n \to \infty} U_{\mu_n}^{(r)}(z) = U_{\mu}^{(r)}(z) \), \( r > 0 \), and \( \lim_{r \to 0} U_{\mu}^{(r)}(z) = U_{\mu}(z) \). If we prove that \( \liminf_{n \to \infty} U_{\mu_n}^{(r)}(z) \) exists and \( U_{\mu}(z) \) is equal to the logarithmic potential corresponding the uniform distribution on the unit disc [see Section 3, equality (3.15)], then the sequence of measures \( E_{\mu_n} \)
weakly converges to the uniform distribution on the unit disc. Moreover, it is enough to prove that for some sequence \( r = r(n) \to 0 \), \( \lim_{n \to \infty} U_{\mu_n}^{(r)}(z) = U_\mu(z) \).

Furthermore, let \( s_1^{(e)}(z, r) \geq \cdots \geq s_n^{(e)}(z, r) \) denote the singular values of matrix \( X^{(e)}(z, r) = X^{(e)}(r) - zI \). We shall investigate the logarithmic potential \( U_{\mu_n}^{(r)}(z) \).

Using elementary properties of singular values (see, e.g., [8], Lemma 3.3, page 35), we may represent the function \( U_{\mu_n}^{(r)}(z) \) as follows:

\[
U_{\mu_n}^{(r)}(z) = -\frac{1}{n} \sum_{j=1}^{n} E \log s_j^{(e)}(z, r) = -\frac{1}{2} \int_0^\infty \log x \nu^{(e)}_n(dx, z, r),
\]

where \( \nu^{(e)}_n(\cdot, z, r) \) denotes the expected spectral measure of the matrix \( H^{(e)}_n(z, r) = (X^{(e)}(r) - zI)(X^{(e)}(r) - zI)^* \), which is the expectation of the counting measure of the set of eigenvalues of the matrix \( H^{(e)}_n(z, r) \).

In Section 2 we investigate convergence of the measure \( \nu^{(e)}_n(\cdot, z) := \nu^{(e)}(\cdot, z, 0) \). In Section 3 we study the properties of the limit measures \( \nu(\cdot, z) \). But the crucial problem for the proof of the circular law is the so-called “regularization of the potential.” We solve this problem using bounds for the minimal singular values of the matrices \( X^{(e)}(z) := X^{(e)} - zI \) based on techniques developed in Rudelson [17] and Rudelson and Vershynin [18]. The bounds of minimal singular values of matrices \( X^{(e)} \) are given in Section 4 and in the Appendix, Theorem 1.2. In Section 5 we give the proof of the main theorem. In the Appendix we combine precise statements of relevant results from potential theory and some auxiliary inequalities for the resolvent matrices.

In the what follows we shall denote by \( C \) and \( c \) or \( \alpha, \beta, \delta, \rho, \eta \) (without indices) some general absolute constant which may be changed from line to line. To specify a constant we shall use subindices. By \( I_A \) we shall denote the indicator of an event \( A \). For any matrix \( G \) we denote the Frobenius norm by \( \|G\|_2 \), and we denote by \( \|G\| \) the operator norm.

2. Convergence of \( \nu^{(e)}_n(\cdot, z) \). Denote by \( F^{(e)}_n(x, z) \) the distribution function of the measure \( \nu^{(e)}_n(\cdot, z) \), that is,

\[
F^{(e)}_n(x, z) = \frac{1}{n} \sum_{j=1}^{n} E I_{\{s_j^{(e)}(z)^2 < x\}},
\]

where \( s_1^{(e)}(z) \geq \cdots \geq s_n^{(e)}(z) \geq 0 \) denote the singular values of the matrix \( X^{(e)}(z) = X^{(e)} - zI \). For a positive random variable \( \xi \) and a Rademacher random variable (r.v.) \( \kappa \) consider the transformed r.v. \( \tilde{\xi} = \kappa \sqrt{\xi} \). If \( \xi \) has distribution function \( F^{(e)}_n(x, z) \), the variable \( \tilde{\xi} \) has distribution function \( \tilde{F}^{(e)}_n(x, z) \), given by

\[
\tilde{F}^{(e)}_n(x, z) = \frac{1}{2}(1 + \text{sgn}(x) F^{(e)}_n(x^2, z))
\]

for all real \( x \). Note that this induces a one-to-one corresponds between the respective measures \( \nu^{(e)}_n(\cdot, z) \) and \( \tilde{\nu}^{(e)}_n(\cdot, z) \). The limit distribution function of \( F^{(e)}_n(x, z) \)
as \( n \to \infty \), is denoted by \( F(\cdot, z) \). The corresponding symmetrization \( \tilde{F}(x, z) \) is the limit of \( \tilde{F}_n^{(e)}(x, z) \) as \( n \to \infty \). We have

\[
\sup_x |F_n^{(e)}(x, z) - F(x, z)| = 2 \sup_x |\tilde{F}_n^{(e)}(x, z) - \tilde{F}(x, z)|.
\]

Denote by \( s_n^{(e)}(\alpha, z) \) [resp., \( s(\alpha, z) \)] and \( S_n^{(e)}(x, z) \) [resp., \( S(x, z) \)] the Stieltjes transforms of the measures \( \nu_n^{(e)}(\cdot, z) \) [resp., \( \nu(\cdot, z) \)] and \( \tilde{\nu}_n^{(e)}(\cdot, z) \) [resp., \( \tilde{\nu}(\cdot, z) \)] correspondingly. Then we have

\[
S_n^{(e)}(\alpha, z) = \alpha s_n^{(e)}(\alpha^2, z), \quad S(\alpha, z) = \alpha s(\alpha^2, z).
\]

**REMARK 2.1.** As shown in Bai [1], the measure \( \nu(\cdot, z) \) has a density \( p(x, z) \) with bounded support. More precisely, \( p(x, z) \leq C \max\{1, 1/\sqrt{x}\} \). Thus the measure \( \tilde{\nu}(\cdot, z) \) has bounded support and bounded density \( \tilde{p}(x, z) = |x|p(x^2, z) \).

**THEOREM 2.2.** Let \( \mathbb{E} X_{jk} = 0, \mathbb{E}|X_{jk}|^2 = 1 \). Assume for some function \( \varphi(x) > 0 \) such that \( \varphi(x) \to \infty \) as \( x \to \infty \) and such that the function \( x/\varphi(x) \) is nondecreasing we have

\[
\kappa := \max_{1 \leq j, k < \infty} \mathbb{E}|X_{jk}|^2 \varphi(X_{jk}) < \infty.
\]

Then

\[
\sup_x |F_n^{(e)}(x, z) - F(x, z)| \leq C \kappa(\varphi(\sqrt{np_n}))^{-1/6}.
\]

**COROLLARY 2.1.** Let \( \mathbb{E} X_{jk} = 0, \mathbb{E}|X_{jk}|^2 = 1, \) and

\[
\kappa = \max_{1 \leq j, k < \infty} \mathbb{E}|X_{jk}|^3 < \infty.
\]

Then

\[
\sup_x |F_n^{(e)}(x, z) - F(x, z)| \leq C(np_n)^{-1/12}.
\]

**PROOF.** To bound the distance between the distribution functions \( \tilde{F}_n^{(e)}(x, z) \) and \( \tilde{F}(x, z) \) we investigate the distance between their the Stieltjes transforms. Introduce the Hermitian \( 2n \times 2n \) matrix

\[
W = \begin{pmatrix}
O_n & (X^{(e)} - zI)
\end{pmatrix}^* \begin{pmatrix}
O_n \\
(X^{(e)} - zI)^* & O_n
\end{pmatrix},
\]

where \( O_n \) denotes \( n \times n \) matrix with zero entries. Using the inverse of the partial matrix (see, e.g., [11], Chapter 08, page 18) it follows that, for \( \alpha = u + iv, v > 0, \)

\[
(W - \alpha I_{2n})^{-1} = \begin{pmatrix}
\alpha(X^{(e)}(z)X^{(e)}(z)^* - \alpha^2I)^{-1} \\
X^{(e)}(z)^*(X^{(e)}(z)X^{(e)}(z)^* - \alpha^2I)^{-1} \\
X^{(e)}(z)(X^{(e)}(z)^*(X^{(e)}(z) - \alpha^2I)^{-1} \\
\alpha(X^{(e)}(z)^*X^{(e)}(z) - \alpha^2I)^{-1}
\end{pmatrix},
\]

(2.5)
where \( X^{(e)}(z) = X^{(e)} - zI \) and \( I_{2n} \) denotes the unit matrix of order \( 2n \). By definition of \( S^{(e)}_n(\alpha, z) \), we have

\[
S^{(e)}_n(\alpha, z) = \frac{1}{2n} \text{E Tr}(W - \alpha I_{2n})^{-1}.
\]

Set \( R(\alpha, z) := (R_{j,k}(\alpha, z))_{j,k=1}^{2n} = (W - \alpha I_{2n})^{-1} \). It is easy to check that

\[
1 + \alpha S^{(e)}_n(\alpha, z) = \frac{1}{2n} \text{E Tr} WR(\alpha, z).
\]

We may rewrite this equality as

\[
1 + \alpha S^{(e)}_n(\alpha, z) = \frac{1}{2n} \sqrt{np_n} \sum_{j,k=1}^n \text{E}(\varepsilon_{jk} X_{jk} R_{k+n,j}(\alpha, z) + \varepsilon_{jk} X^*_{jk} R_{k,j+n}(\alpha, z))
\]

\[
- \frac{z}{2n} \sum_{j=1}^n \text{E} R_{j,j+n}(\alpha, z) - \frac{z}{2n} \sum_{j=1}^n \text{E} R_{j+n,j}(\alpha, z).
\]

We introduce the notation

\[
A = (X^{(e)}(z)X^{(e)}(z)^* - \alpha^2 I)^{-1}, \quad B = X^{(e)}(z)C,
\]

\[
C = (X^{(e)}(z)^*X^{(e)}(z) - \alpha^2 I)^{-1}, \quad D = X^{(e)}(z)^*A.
\]

With this notation we rewrite equality (2.5) as follows:

\[
R(\alpha, z) = (W - \alpha I_{2n})^{-1} = \left( \begin{array}{cc} \alpha A & B \\ D & \alpha C \end{array} \right).
\]

Equalities (2.7) and (2.6) together imply

\[
1 + \alpha S^{(e)}_n(\alpha, z) = \frac{1}{2n} \sqrt{np_n} \sum_{j,k=1}^n \text{E}(\varepsilon_{jk} X_{jk} R_{k+n,j}(\alpha, z) + \varepsilon_{jk} X^*_{jk} R_{k,j+n}(\alpha, z))
\]

\[
- \frac{z}{2n} \text{E Tr} D - \frac{z}{2n} \text{E Tr} B.
\]

In what follows we shall use a simple resolvent equality. For two matrices \( U \) and \( V \) let \( R_U = (U - \alpha I)^{-1} \), \( R_{U+V} = (U + V - \alpha I)^{-1} \), then

\[
R_{U+V} = R_U - R_U VR_{U+V}.
\]
Let \( \{e_1, \ldots, e_{2n}\} \) denote the canonical orthonormal basis in \( \mathbb{R}^{2n} \). Let \( W^{(jk)} \) denote the matrix obtained from \( W \) by replacing both entries \( X_{j,k} \) and \( X_{k,j} \) by 0. In our notation we may write

\[
W = W^{(jk)} + \frac{1}{\sqrt{n^2p^n}} \varepsilon_{jk} X_{j,k} e_j e_k^{T} + \frac{1}{\sqrt{n^2p^n}} \varepsilon_{jk} X_{k,j} e_{k+n} e_j^{T}.
\]

Using this representation and the resolvent equality, we get

\[
R = R^{(j,k)} - \frac{1}{\sqrt{n^2p^n}} \varepsilon_{jk} X_{j,k} R^{(j,k)} e_j e_k^{T} R^{(j,k)} + T^{(jk)},
\]

where

\[
T^{(jk)} = \frac{1}{\sqrt{n^2p^n}} \varepsilon_{jk} X_{j,k} R^{(j,k)} e_j e_k^{T} R^{(j,k)} - R^{(j,k)} e_j e_k^{T} R^{(j,k)} + T^{(jk)},
\]

This implies

\[
R_{j,k+n} = R^{(j,k)}_{j,k+n} - \frac{1}{\sqrt{n^2p^n}} \varepsilon_{jk} X_{j,k} R^{(j,k)}_{j,k+n} R^{(j,k)}_{k+n,k+n}
- \frac{1}{\sqrt{n^2p^n}} \varepsilon_{jk} X_{j,k} (R^{(j,k)}_{j,k+n})^2 + T^{(jk)}_{j,k+n},
\]

\[
R_{k+n,j} = R^{(j,k)}_{k+n,j} - \frac{1}{\sqrt{n^2p^n}} \varepsilon_{jk} X_{j,k} R^{(j,k)}_{k+n,j} R^{(j,k)}_{k+n,k+n}
- \frac{1}{\sqrt{n^2p^n}} \varepsilon_{jk} X_{j,k} R^{(j,k)}_{k+n,k+n} R^{(j,k)}_{j,k+n} + T^{(j,k)}_{k+n,j}.
\]
Applying this notation to equality (2.8) and taking into account that $X_{jk}$ and $R^{(jk)}$ are independent, we get

$$1 + \alpha S_n^{(\varepsilon)}(\alpha, z) + \frac{z}{2n} \text{Tr} D + \frac{z}{2n} \text{Tr} B$$

$$= -\frac{1}{n^2 p_n} \sum_{j,k=1}^n E\varepsilon_{jk} |X_{jk}|^2 R^{(j,k)}_{j,j} R^{(j,k)}_{k,k+n,n+n}$$

(2.14)

$$- \frac{1}{n^2 p_n} \sum_{j,k=1}^n E\varepsilon_{jk} \text{Re}(X^2_{jk}) E(R^{(j,k)}_{j,j+n})^2$$

$$- \frac{1}{2n^2 \sqrt{n p_n}} \sum_{j,k=1}^n E(\varepsilon_{jk} X_{jk} T^{(j,k)}_{j,j+n} + \varepsilon_{jk} X_{jk} T^{(j,k)}_{k,k+n}).$$

From (2.10) it follows immediately that for any $p, q = 1, \ldots, 2n$, $j, k = 1, \ldots, n$,

(2.15) \[ |R_{p,p} - R^{(j,k)}_{p,p}| \leq \frac{C\varepsilon_{jk} |X_{jk}|}{\sqrt{n p_n}} (|R^{(j,k)}_{p,j}| |R^{(j,k)}_{k,n,n+i}| + |R^{(j,k)}_{p,j+n}| |R^{(j,k)}_{j+n,n+i}|). \]

Since $\sum_{m,l=1}^n |R_{m,l}|^2 \leq n/v^2$ and $\sum_{m,l=1}^n |R^{(j,k)}_{m,l}|^2 \leq n/v^2$, equality (2.13) implies

(2.16) \[ \frac{1}{n^2} \sum_{j,k=1}^n E|R^{(j,k)}_{j,j+n}|^2 \leq \frac{C}{n v^4}. \]

By definition (2.12) of $T^{(j,k)}$, applying standard resolvent properties, we obtain the following bounds, for any $z = u + iv, v > 0$,

(2.17) \[ \frac{1}{n \sqrt{n p_n}} \sum_{j,k=1}^n E\varepsilon_{jk} |X_{jk}| |T^{(j,k)}_{j,j+n}| \leq \frac{C \varepsilon}{v^3 \varphi(\sqrt{n p_n})}. \]

For the proof of this inequality see Lemma A.3 in the Appendix. Using the last inequalities we obtain, that for $v > 0$

$$\left| \frac{1}{n} \sum_{j=1}^n E R^{(j)}_{j,j} \frac{1}{n} \sum_{k=1}^n R^{(j,k)}_{k,n+k+n} - \frac{1}{n^2} \sum_{j=1}^n \sum_{k=1}^n E R^{(j,k)}_{j,j} R^{(j,k)}_{k,n+k+n} \right|$$

(2.18) \[ \leq \frac{C}{n^2 \sqrt{n p_n} v} \sum_{j=1}^n \sum_{k=1}^n E\varepsilon_{jk} |X_{jk}| (|R^{(j,k)}_{j,j}| |R^{(j,k)}_{k,n+n}| + |R^{(j,k)}_{j,j+n}| |R^{(j,k)}_{j+n,n}|) \]

$$\leq \frac{C}{n v^4}. \]

Since $\frac{1}{n} \sum_{j=1}^n R_{j,j} = \frac{1}{n} \sum_{k=1}^n R^{(j,k)}_{k,n+k+n} = \frac{1}{2n} \text{Tr} R(\alpha, z)$, we obtain

(2.19) \[ \left| \frac{1}{n^2} \sum_{j=1}^n \sum_{k=1}^n E R^{(j,k)}_{j,j} R^{(j,k)}_{k,n+k+n} - E\left( \frac{1}{2n} \text{Tr} R(\alpha, z) \right)^2 \right| \leq \frac{C}{n v^4}. \]
Note that for any Hermitian random matrix $W$ with independent entries on and above the diagonal we have

$$
\mathbf{E}\left|\frac{1}{n}\text{Tr}R(\alpha, z) - \frac{1}{n}\text{Tr}R(\alpha, z)\right|^2 \leq \frac{C}{nv^2}.
$$

(2.20)

The proof of this inequality is easy and due to a martingale-type expansion already used by Girko. Inequalities (2.19) and (2.20) together imply that for $v > 0$

$$
\left|\frac{1}{n^2}\sum_{j=1}^{n}\sum_{k=1}^{n}\mathbf{E}R_{jj}^{(jk)}R_{k+n,k+n}^{(jk)} - (S_n^{(e)}(\alpha, z))\right|^2 \leq \frac{C}{nv^2}.
$$

(2.21)

Denote by $r(\alpha, z)$ some generic function with $|r(\alpha, z)| \leq 1$ which may vary from line to line. We may now rewrite equality (2.8) as follows:

$$
1 + \alpha S_n^{(e)}(\alpha, z) + (S_n^{(e)}(\alpha, z))^2 = -\frac{z}{2n}\mathbf{E}\text{Tr}D - \frac{\pi}{2n}\mathbf{E}\text{Tr}B + \frac{r(\alpha, z)}{v^3\varphi(\sqrt{np_n})},
$$

where $v > c\varphi(\sqrt{np_n})/n$.

We now investigate the functions $T(\alpha, z) = \frac{1}{n}\mathbf{E}\text{Tr}B$ and $V(\alpha, z) = \frac{1}{n}\mathbf{E}\text{Tr}D$. Since the arguments for both functions are similar we provide it for the first one only. By definition of the matrix $B$, we have

$$
\text{Tr}B = \frac{1}{\sqrt{np_n}}\sum_{j,k=1}^{n}\varepsilon_{jk}X_{j,k}(X^{(e)}(z))X^{(e)}(z) - \alpha^2I_{n}-z\text{Tr}C.
$$

According to equality (2.7), we have

$$
\text{Tr}B = \frac{1}{\alpha\sqrt{np_n}}\sum_{j,k=1}^{n}\varepsilon_{jk}X_{j,k}R_{k+n,j+n} - z\text{Tr}C.
$$

Using the resolvent equality (2.10) and Lemma A.3, we get, for $v > c \times \varphi(\sqrt{np_n})/n$

$$
T(\alpha, z) = -\frac{1}{\alpha n^2}\sum_{j,k=1}^{n}\mathbf{E}R_{k+n,k+n}^{(jk)}R_{j,j+n}^{(jk)} - \frac{z}{\alpha}S_n^{(e)}(\alpha, z) + \frac{C\varphi(\alpha, z)}{v^3\varphi(\sqrt{np_n})}.
$$

(2.23)

Similar to (2.21) we obtain

$$
\left|\frac{1}{n^2}\sum_{j,k=1}^{n}\mathbf{E}R_{j,j+n}^{(jk)}R_{k+n,k+n}^{(jk)} - T(\alpha, z)S_n^{(e)}(\alpha, z)\right| \leq \frac{C}{nv^2}.
$$

(2.24)

Inequalities (2.23) and (2.24) together imply, for $v > c\varphi(\sqrt{np_n})/n$,

$$
T(\alpha, z) = -\frac{z}{\alpha}S_n^{(e)}(\alpha, z) + \frac{C\varphi(\alpha, z)}{\varphi(\sqrt{np_n})v^3|\alpha + S_n^{(e)}(\alpha, z)|}.
$$

(2.25)
Analogously we get

\[
V(\alpha, z) = -\frac{\overline{z}S^{(e)}_n(\alpha, z)}{\alpha + S^{(e)}_n(\alpha, z)} + \frac{Cr(\alpha, z)}{\varphi(\sqrt{n\rho_n})v^3|\alpha + S^{(e)}_n(\alpha, z)|}.
\]

Inserting (2.25) and (2.26) in (2.14), we get

\[
(S^{(e)}_n(\alpha, z))^2 + \alpha S^{(e)}_n(\alpha, z) + 1 - \frac{|z|^2S^{(e)}_n(\alpha, z)}{\alpha + S^{(e)}_n(\alpha, z)} = \delta_n(z),
\]

where

\[
|\delta_n(\alpha, z)| \leq \frac{C\varepsilon}{\varphi(\sqrt{n\rho_n})v^3|S^{(e)}_n(\alpha, z) + \alpha|}
\]

or equivalently

\[
S^{(e)}_n(\alpha, z)(\alpha + S^{(e)}_n(\alpha, z))^2 + (\alpha + S^{(e)}_n(\alpha, z)) - |z|^2S^{(e)}_n(\alpha, z) = \tilde{\delta}_n(\alpha, z),
\]

where \(\tilde{\delta}_n(\alpha, z) = \theta C\varepsilon r(\alpha, z)\varphi(\sqrt{n\rho_n})v^3\).

Furthermore, we introduce the notation

\[
Q^{(e)}_n(\alpha, z) := (\alpha + S^{(e)}_n(\alpha, z))^2 - |z|^2^2 \quad \text{and}
\]

\[
Q(\alpha, z) := (\alpha + S(\alpha, z))^2 - |z|^2,
\]

\[
P(\alpha, z) := \alpha + S(\alpha, z) \quad \text{and} \quad P^{(e)}(\alpha, z) := \alpha + S^{(e)}_n(\alpha, z).
\]

We may rewrite the last equation as

\[
S^{(e)}_n(\alpha, z) = -\frac{P^{(e)}_n(\alpha, z)}{Q^{(e)}_n(\alpha, z)} + \tilde{\delta}_n(\alpha, z),
\]

where

\[
\tilde{\delta}_n(\alpha, z) = \frac{\tilde{\delta}_n(\alpha, z)}{Q^{(e)}_n(\alpha, z)}.
\]

Furthermore, we prove the following simple lemma.

**Lemma 2.2.** Let \(\alpha = u + iv\), \(v > 0\). Let \(S(\alpha, z)\) satisfy the equation

\[
S(\alpha, z) = -\frac{P(\alpha, z)}{Q(\alpha, z)},
\]

and \(\text{Im}\{S(\alpha, z)\} > 0\). Then the inequality

\[
1 - |S(\alpha, z)|^2 - \frac{|z|^2|S(\alpha, z)|^2}{|\alpha + S(\alpha, z)|^2} \geq \frac{v}{v + 1}
\]

holds.
PROOF. For $\alpha = u + iv$ with $v > 0$, the Stieltjes transform $S(\alpha, z)$ satisfies the following equation:

$$
S(\alpha, z) = -\frac{P(\alpha, z)}{Q(\alpha, z)}.
$$

Comparing the imaginary parts of both sides of this equation, we get

$$
\text{Im}\{P(\alpha, z)\} = \text{Im}\{P(\alpha, z)\} \left| \frac{|P(\alpha, z)|^2 + |z|^2}{|Q(\alpha, z)|^2} \right| + v.
$$

Equations (2.32) and (2.34) together imply

$$
\text{Im}\{\alpha + S(\alpha, z)\} \left( 1 - \frac{|P(\epsilon)\alpha(\alpha, z)|^2 + |z|^2}{|Q(\alpha, z)|^2} \right) = v.
$$

Since $v > 0$ and $\text{Im}\{\alpha + S(\alpha, z)\} > 0$, it follows that

$$
1 - \frac{|P(\alpha, z)|^2 + |z|^2}{|Q(\alpha, z)|^2} = 1 - |S(\alpha, z)|^2 - \frac{|z|^2|S(\alpha, z)|^2}{|\alpha + S(\alpha, z)|^2} > 0.
$$

In particular we have

$$
|S(\alpha, z)| \leq 1.
$$

Equality (2.35) and the last remark together imply

$$
1 - \frac{|P(\epsilon)\alpha(\alpha, z)|^2 + |z|^2}{|Q(\alpha, z)|^2} = \frac{v}{\text{Im}\{P(\alpha, z)\}} \geq \frac{v}{v + 1}.
$$

The proof is complete. □

To compare the functions $S(\alpha, z)$ and $S_n(\alpha, z)$ we prove:

**Lemma 2.3.** Let

$$
|\hat{\delta}_n(\alpha, z)| \leq \frac{v}{2}.
$$

Then the following inequality holds

$$
1 - \frac{|P_n^{(e)}(\alpha, z)|^2 + |z|^2}{|Q_n^{(e)}(\alpha, z)|^2} \geq \frac{v}{4}.
$$

**Proof.** By the assumption, we have

$$
\text{Im}\{\hat{\delta}_n(\alpha, z) + \alpha\} > \frac{v}{2}.
$$

Repeating the arguments of Lemma 2.2 completes the proof. □

The next lemma provides a bound for the distance between the Stieltjes transforms $S(\alpha, z)$ and $S_n^{(e)}(\alpha, z)$. 
LEMMA 2.4. Let
\[ |\hat{\delta}_n(\alpha, z)| \leq \frac{v}{8}. \]

Then
\[ \left| S_n^{(\epsilon)}(\alpha, z) - S(\alpha, z) \right| \leq \frac{4|\hat{\delta}_n(\alpha, z)|}{v}. \]

PROOF. Note that \( S(\alpha, z) \) and \( S_n^{(\epsilon)}(\alpha, z) \) satisfy the equations
\[
S(\alpha, z) = -\frac{P(\alpha, z)}{Q(\alpha, z)} \tag{2.36}
\]
and
\[
S_n^{(\epsilon)}(\alpha, z) = -\frac{P_n^{(\epsilon)}(\alpha, z)}{Q_n^{(\epsilon)}(\alpha, z)} + \hat{\delta}_n(\alpha, z), \tag{2.37}
\]
respectively. These equations together imply
\[
S(\alpha, z) - S_n^{(\epsilon)}(\alpha, z) = \frac{(S(\alpha, z) - S_n^{(\epsilon)}(\alpha, z))(P_n^{(\epsilon)}(\alpha, z)P(\alpha, z) + |z|^2)}{Q(\alpha, z)Q_n^{(\epsilon)}(\alpha, z)} + \hat{\delta}_n(\alpha, z). \tag{2.38}
\]

Applying inequality \(|ab| \leq \frac{1}{2}(a^2 + b^2)\), we get
\[
\left| 1 - \frac{P_n^{(\epsilon)}(\alpha, z)P(\alpha, z) + |z|^2}{Q(\alpha, z)Q_n^{(\epsilon)}(\alpha, z)} \right| \geq \frac{1}{2} \left( 1 - \frac{|P_n^{(\epsilon)}(\alpha, z)|^2 + |z|^2}{|Q_n^{(\epsilon)}(\alpha, z)|^2} \right) + \frac{1}{2} \left( 1 - \frac{|P(\alpha, z)|^2 + |z|^2}{|Q(\alpha, z)|^2} \right). \]

The last inequality and Lemmas 2.2 and 2.3 together imply
\[
\left| 1 - \frac{P_n^{(\epsilon)}(\alpha, z)P(\alpha, z) + |z|^2}{Q(\alpha, z)Q_n^{(\epsilon)}(\alpha, z)} \right| \geq \frac{v}{4}.
\]

This completes the proof of the lemma. \( \square \)

To bound the distance between the distribution function \( F_n(x, z) \) and the distribution function \( F(x, z) \) corresponding the Stieltjes transforms \( S_n(\alpha, z) \) and \( S(\alpha, z) \), we use Corollary 2.3 from [9]. In the next lemma we give an integral bound for the distance between the Stieltjes transforms \( S(\alpha, z) \) and \( S_n^{(\epsilon)}(\alpha, z) \).
LEMMA 2.5. For \( v \geq v_0(n) = c(\varphi(\sqrt{np_n}))^{-1/6} \) the inequality
\[
\int_{-\infty}^{\infty} |S(\alpha, z) - S_n^{(e)}(\alpha, z)| \, du \leq \frac{C(1 + |z|^2)^{1/2}}{\varphi(\sqrt{np_n})v^{1/2}}
\]
holds.

PROOF. Note that
\[
|Q_n^{(e)}| \geq |P_n^{(e)}(\alpha, z) - |z||P_n^{(e)}(\alpha, z) + |z| \geq v^2.
\]
It follows from here that \( |\hat{\delta}_n(\alpha, z)| \leq \frac{C}{v^3 \varphi(\sqrt{np_n})} \) and
\[
|\hat{\delta}_n(\alpha, z)| \leq v/8
\]
for \( v \geq c(\varphi(\sqrt{np_n}))^{-1/6} \). Lemma 2.4 implies that it is enough to prove the inequality
\[
\int_{-\infty}^{\infty} |\hat{\delta}_n(\alpha, z)| \, du \leq C\gamma_n,
\]
where \( \gamma_n = \frac{C}{v^3 \varphi(\sqrt{np_n})} \). By definition of \( \hat{\delta}(\alpha, z) \), we have
\[
\int_{-\infty}^{\infty} |\hat{\delta}_n(\alpha, z)| \, du \leq \frac{c\kappa}{v^3 \varphi(\sqrt{np_n})} \int_{-\infty}^{\infty} \frac{du}{|Q_n^{(e)}(\alpha, z)|}.
\]
Furthermore, representation (2.30) implies that
\[
\frac{1}{|Q_n^{(e)}(\alpha, z)|} \leq \frac{|S_n^{(e)}(\alpha, z)|}{|P_n^{(e)}(\alpha, z)|} + \frac{|\hat{\delta}_n(\alpha, z)|}{|P_n^{(e)}(\alpha, z)|}.
\]
Note that, according to relation (2.27),
\[
\frac{1}{|P_n^{(e)}(\alpha, z)|} \leq \frac{|z|^2 |S_n^{(e)}(\alpha, z)|}{|P_n^{(e)}(\alpha, z)|^2} + |S_n^{(e)}(\alpha, z)| + \frac{|\delta_n(\alpha, z)|}{|P_n^{(e)}(\alpha, z)|^2}.
\]
This inequality implies
\[
\int_{-\infty}^{\infty} \frac{|S_n^{(e)}(\alpha, z)|}{|P_n^{(e)}(\alpha, z)|} \, du \leq \frac{C(1 + |z|^2)^{1/2}}{v^2} \int_{-\infty}^{\infty} |S_n^{(e)}(\alpha, z)|^2 \, du
\]
+ \( \int_{-\infty}^{\infty} |\delta_n(\alpha, z)| \frac{|S_n^{(e)}(\alpha, z)|}{|P_n^{(e)}(\alpha, z)|} \, du \).
\[
\int_{-\infty}^{\infty} |\delta_n(\alpha, z)| \frac{|S_n^{(e)}(\alpha, z)|}{|P_n^{(e)}(\alpha, z)|} \, du.
\]
It follows from relation (2.27) that for \( v > c(\varphi(\sqrt{np_n}))^{-1/6} \),
\[
|\delta_n(\alpha, z)| \leq \frac{C \kappa}{(\varphi(\sqrt{np_n}))v^4} < 1/2.
\]
The last two inequalities together imply that for sufficiently large $n$ and $v > c(\varphi(\sqrt{np_n}))^{-1/6}$,

\begin{equation}
(2.45) \quad \int_{-\infty}^{\infty} |S_n^{(e)}(\alpha, z)| \leq \frac{C(1 + |z|^2)}{v^2} \int_{-\infty}^{\infty} |S_n^{(e)}(\alpha, z)|^2 \, du \leq \frac{C(1 + |z|^2)}{v^3}.
\end{equation}

Inequalities (2.42), (2.40) and the definition of $\hat{\delta}_n(\alpha, z)$ together imply

\begin{equation}
(2.46) \quad \int_{-\infty}^{\infty} |\hat{\delta}_n(\alpha, z)| \leq \frac{C(1 + |z|^2)}{v^6\varphi(\sqrt{np_n})} + \frac{C \varphi(\sqrt{np_n})}{v^4\varphi(\sqrt{np_n})} \int_{-\infty}^{\infty} |\hat{\delta}_n(\alpha, z)| \, du.
\end{equation}

If we choose $v$ such that $\frac{C \varphi(\sqrt{np_n})}{v^4\varphi(\sqrt{np_n})} < \frac{1}{2}$ we obtain

\begin{equation}
(2.47) \quad \int_{-\infty}^{\infty} |\hat{\delta}_n(\alpha, z)| \leq \frac{C(1 + |z|^2)}{\varphi(\sqrt{np_n})v^6}. \quad \square
\end{equation}

In Section 3 we show that the measure $\tilde{\nu}(\cdot, z)$ has bounded support and bounded density for any $z$. To bound the distance between the distribution functions $\tilde{F}_n^{(e)}(x, z)$ and $\tilde{F}(x, z)$ we may apply Corollary 3.2 from [9] (see also Lemma A.6 in the Appendix). We take $V = 1$ and $v_0 = C(\varphi(\sqrt{np_n}))^{-1/6}$. Then Lemmas 2.2 and 2.3 together imply

\begin{equation}
(2.48) \quad \sup_x |F_n^{(e)}(x, z) - F(x, z)| \leq C(\varphi(\sqrt{np_n}))^{-1/6}. \quad \square
\end{equation}

3. Properties of the measure $\tilde{\nu}(\cdot, z)$. In this section we investigate the properties of the measure $\tilde{\nu}(\cdot, z)$. At first note that there exists a solution $S(\alpha, z)$ of the equation

\begin{equation}
(3.1) \quad S(\alpha, z) = -\frac{S(\alpha, z) + \alpha}{(S(\alpha, z) + \alpha)^2 - |z|^2}
\end{equation}

such that, for $v > 0$,

\[ \text{Im}\{S(\alpha, z)\} \geq 0. \]

and $S(\alpha, z)$ is an analytic function in the upper half-plane $\alpha = u + iv$, $v > 0$. This follows from the relative compactness of the sequence of analytic functions $S_n(\alpha, z)$, $n \in \mathbb{N}$. From (2.36) it follows immediately that

\begin{equation}
(3.2) \quad |S(\alpha, z)| \leq 1.
\end{equation}

Set $y = S(x, z) + x$ and consider equation (2.36) on the real line

\begin{equation}
(3.3) \quad y = -\frac{y}{y^2 - |z|^2} + x
\end{equation}

or

\begin{equation}
(3.4) \quad y^3 - xy^2 + (1 - |z|^2)y + x|z|^2 = 0.
\end{equation}
Set
\[
x_1^2 = \frac{5 + 2|z|^2}{2} + \frac{(1 + 8|z|^2)^{3/2} - 1}{8|z|^2},
\]
(3.5)
\[
x_2^2 = \frac{5 + 2|z|^2}{2} - \frac{(1 + 8|z|^2)^{3/2} + 1}{8|z|^2}.
\]

It is straightforward to check that \(\sqrt{3(1 - |z|^2)} \leq |x_1|\) and \(x_2^2 < 0\) for \(|z| < 1\) and \(x_2^2 = 0\) for \(|z| = 1\), and \(x_2^2 > 0\) for \(|z| > 1\).

**Lemma 3.1.** In the case \(|z| \leq 1\) equation (3.4) has one real root for \(|x| \leq |x_1|\) and three real roots for \(|x| > |x_1|\). In the case \(|z| > 1\) equation (3.4) has one real root for \(|x_2| \leq x \leq |x_1|\) and three real roots for \(|x| \leq |x_2|\) or for \(|x| \geq |x_1|\).

**Proof.** Set
\[
L(y) := y^3 - xy^2 + (1 - |z|^2)y + x|z|^2.
\]
We consider the roots of the equation
\[
L'(y) = 3y^2 - 2xy + (1 - |z|^2) = 0.
\]
The roots of this equation are
\[
y_{1,2} = \frac{x \pm \sqrt{x^2 - 3(1 - |z|^2)}}{3}.
\]
This implies that, for \(|z| \leq 1\) and for
\[
|x| \leq \sqrt{3(1 - |z|^2)}
\]
equation (3.4) has one real root. Furthermore, direct calculations show that
\[
L(y_1)L(y_2) = \frac{1}{27}(-4|z|^2x^4 + (8|z|^4 + 20|z|^2 - 1)x^2 + 4(1 - |z|^2)^3).
\]
Solving the equation \(L(y_1)L(y_2) = 0\) with respect to \(x\), we get for \(|z| \leq 1\) and \(\sqrt{3(1 - |z|^2)} \leq |x| \leq |x_1|\)
\[
L(y_1)L(y_2) \geq 0,
\]
and for \(|z| \leq 1\) and \(|x| > \sqrt{\frac{20 + 8|z|^2}{8} + \frac{(1 + 8|z|^2)^{3/2} - 1}{8|z|^2}}\)
\[
L(y_1)L(y_2) < 0.
\]
These relations imply that for \(|z| \leq 1\) the function \(L(y)\) has three real roots for \(|x| \geq |x_1|\) and one real root for \(|x| < |x_1|\).
Consider the case $|z| > 1$ now. In this case $y_{1,2}$ are real for all $x$ and $x_2^2 > 0$. Note that

$$L(y_1)L(y_2) \leq 0$$

for $|x| \leq |x_2|$ and for $|x| \geq |x_1|$ and

$$L(y_1)L(y_2) > 0$$

for $|x_2| < x < |x_1|$. These implies that for $|z| > 1$ and for $|x_2| < x < |x_1|$ the function $L(y)$ has one real root and for $|x| \leq |x_2|$ or for $|x| \geq |x_1|$ the function $L(y)$ has three real roots. The lemma is proved.

\[\square\]

**Remark 3.1.** From Lemma 3.1 it follows that the measure $\tilde{\nu}(x, z)$ has a density $p(x, z) = \lim_{\nu \to 0} \text{Im} S(\alpha, z)$ and:

- $p(x, z) \leq 1$, for all $x$ and $z$;
- for $|z| \leq 1$, if $|x| \geq x_1$, then $p(x, z) = 0$;
- for $|z| \geq 1$, if $|x| \geq x_1$ or $|x| \leq x_2$, then $p(x, z) = 0$;
- $p(x, z) > 0$ otherwise.

Introduce the function

\begin{equation}
(3.7) \quad g(s, t) := \begin{cases} 
\frac{2s}{s^2 + t^2}, & \text{if } s^2 + t^2 > 1, \\
2s, & \text{otherwise}.
\end{cases}
\end{equation}

It is well known that for $z = s + it$ the logarithmic potential of uniform distribution on the unit disc is

\begin{equation}
(3.8) \quad U_0(z) := \iint \ln \frac{1}{|z - x + iy|} \, dG(x, y) = \begin{cases} 
\frac{1}{2}(1 - |z|^2), & \text{if } |z| \leq 1, \\
-\ln |z|, & \text{if } |z| > 1,
\end{cases}
\end{equation}

and

\begin{equation}
(3.9) \quad \frac{\partial}{\partial s} \iint \ln \frac{1}{|z - x + iy|} \, dG(x, y) = -\frac{1}{2} g(s, t).
\end{equation}

According to Lemma 4.4 in Bai [1], we have, for $z = s + it$,

\begin{equation}
(3.10) \quad \frac{\partial}{\partial s} \left( \int_0^\infty \log x \nu(dx, z) \right) = \frac{1}{2} g(s, t).
\end{equation}

According to Remark 3.1, we have, for $|z| \geq 1$,

\begin{equation}
(3.11) \quad \ln(|x_2|/|z|) \leq U_\tilde{\nu}(z) + \ln |z| \leq \ln(|x_1|/|z|).
\end{equation}

This implies that

\begin{equation}
(3.12) \quad \lim_{|z| \to \infty} |U_\tilde{\nu}(z) - U_0(z)| = 0.
\end{equation}
Since
\[
\int_{-\infty}^{\infty} \log |x| \tilde{v}(dx, z) = \int_{0}^{\infty} \log x v(dx, z)
\]
we get
\[
\frac{\partial}{\partial s} \left( \int_{-\infty}^{\infty} \log |x| \tilde{v}(dx, z) \right) = \frac{1}{2} g(s, t).
\]
Comparing equalities (3.10) and (3.8) and using relation (3.12), we obtain
\[
U_0(z) = -\int_{0}^{\infty} \ln x v(dx, z) = -\int_{-\infty}^{\infty} \ln |x| \tilde{v}(dx, z) = U_\mu(z).
\]

4. The smallest singular value. Let \( X^{(e)} = \frac{1}{\sqrt{np_n}} (\varepsilon_{jk} X_{jk})_{j,k=1}^{n} \) be an \( n \times n \) matrix with independent entries \( \varepsilon_{jk} X_{jk}, j, k = 1, \ldots, n \). Assume that \( \mathbb{E} X_{jk} = 0 \) and \( \mathbb{E} X_{jk}^2 = 1 \) and let \( \varepsilon_{jk} \) denote Bernoulli random variables with \( p_n = \mathbb{P}\{\varepsilon_{jk} = 1\}, j, k = 1, \ldots, n \). Denote by \( s_1^{(e)}(z) \geq \cdots \geq s_n^{(e)}(z) \) the singular values of the matrix \( X^{(e)}(z) := X^{(e)} - z I \). In this section we prove a bound for the minimal singular value of the matrices \( X^{(e)}(z) \). We prove the following result.

**Theorem 4.1.** Let \( X_{jk}, j, k \in \mathbb{N} \), be independent random complex variables with \( \mathbb{E} X_{jk} = 0 \) and \( \mathbb{E} |X_{jk}|^2 = 1 \), which are uniformly integrable, that is,
\[
\sup_{j,k} \mathbb{E} |X_{jk}|^2 I_{|X_{jk}| > M} \to 0 \quad \text{as } M \to \infty.
\]
Let \( \varepsilon_{jk}, j, k = 1, \ldots, n \), be independent Bernoulli random variables with \( p_n := \mathbb{P}\{\varepsilon_{jk} = 1\} \). Assume that \( \varepsilon_{jk} \) are independent from \( X_{jk}, j, k \in \mathbb{N}, \) in aggregate. Let \( p_n^{-1} = \mathcal{O}(n^{1-\theta}) \) for some \( 0 < \theta \leq 1 \). Let \( K \geq 1 \). Then there exist constants \( c, C, B > 0 \) depending on \( \theta \) and \( K \) such that for any \( z \in \mathbb{C} \) and positive \( \varepsilon \) we have
\[
\mathbb{P}\{s_n^{(e)}(z) \leq \varepsilon n^B; s_1^{(e)}(z) \leq Kn \sqrt{p_n} \} \leq \exp\{-cp_n n\} + \frac{C \sqrt{\ln n}}{\sqrt{np_n}}.
\]

**Remark 4.2.** Let \( X_{jk} \) be i.i.d. random variables with \( \mathbb{E} X_{jk} = 0 \) and \( \mathbb{E} |X_{jk}|^2 = 1 \). Then condition (4.1) holds.

**Remark 4.3.** Consider the event \( A \) that there exists at least one row with zero entries only. Its probability is given by
\[
\mathbb{P}\{A\} \geq 1 - \left(1 - (1 - p_n)^n\right)^n.
\]
Simple calculations show that if \( np_n \leq \ln n \) for all \( n \geq 1 \), then
\[
\mathbb{P}\{A\} \geq \delta > 0.
\]
Hence in the case \( np_n \leq \ln n \) and \( np_n \to \infty \) we have no invertibility with positive probability.
REMARK 4.4. The proof of Theorem 4.1 uses ideas of Rudelson and Vershynin [18], to classify with high probability vectors $x$ in the $(n - 1)$-dimensional unit sphere $S^{n-1}$ such that $\|X^{(\epsilon)}(z)x\|_2$ is extremely small into two classes, called compressible and incompressible vectors.

We develop our approach for shifted sparse and normalized matrices $X^{(\epsilon)}(z)$. The generalization to the case of complex sparse and shifted matrices $X^{(\epsilon)}(z)$ is straightforward. For details see, for example, the paper of Götze and Tikhomirov [10] and the proof of the Lemma 4.1 below.

REMARK 4.5. We may relax the condition $\rho^{-1}_n = \mathcal{O}(n^{1-\theta})$ to $\rho^{-1}_n = o(n/\ln^2 n)$. The quantity $B$ in Theorem 4.1 should be of order $\ln n$ in this case. See Remark 4.9 for details.

LEMMA 4.1. Let $x = (x_1, \ldots, x_n) \in S^{n-1}$ be a fixed unit vector and $X^{(\epsilon)}(z)$ be a matrix as in Theorem 4.1. Then there exist some positive absolute constants $\gamma_0$ and $c_0$ such that for any $0 < \tau \leq \gamma_0$

$$\Pr\{\|X^{(\epsilon)}(z)x\|_2 \leq \tau\} \leq \exp\{-c_0np_n\}.$$  

(4.5)

PROOF. Recall that $\mathbb{E}X_{ij} = 0$ and $\mathbb{E}|X_{ij}|^2 = 1$. Assume first that $X_{ij}$ are real independent r.v. with mean zero, and variance at least 1. Let $X^{(\epsilon)}_{ij} = X_{ij}\epsilon_{ij}$ with independent Bernoulli variables which are independent of $X_{ij}$ in aggregate and let $z = 0$. Assume also that $x$ is a real vector. Then

$$\|X^{(\epsilon)}x\|_2^2 = \frac{1}{np_n} \sum_{j=1}^{n} \left| \sum_{k=1}^{n} x_k X_{jk} \epsilon_{jk} \right|^2 =: \frac{1}{np_n} \sum_{k=1}^{n} \zeta_j^2.$$  

(4.6)

By Chebyshev’s inequality we have

$$\Pr\left\{\sum_{j=1}^{n} \zeta_j^2 < \tau^2 np_n\right\} = \Pr\left\{\frac{\tau^2 np_n}{2} - \frac{1}{2} \sum_{j=1}^{n} \zeta_j^2 > 0\right\} \leq \exp\{np_n\tau^2/2\} \prod_{j=1}^{n} \mathbb{E}\exp\{-\tau^2 \zeta_j^2/2\}.$$  

(4.7)

Using $e^{-t^2/2} = \mathbb{E}\exp\{it\xi\}$, where $\xi$ is a standard Gaussian random variable, we obtain

$$\Pr\left\{\sum_{j=1}^{n} \zeta_j^2 < \tau^2 np_n\right\} \leq \exp\{np_n\tau^2/2\} \prod_{j=1}^{n} \mathbb{E}\epsilon_{ij} \prod_{k=1}^{n} \mathbb{E}\epsilon_{jk} X_{jk} \exp\{it\xi_j x_k \epsilon_{jk} X_{jk}\}.$$  

(4.8)
where $\xi_j$, $j = 1, \ldots, n$, denote i.i.d. standard Gaussian r.v.s and $E_Z$ denotes expectation with respect to $Z$ conditional on all other r.v.s. For every $\alpha, x \in [0, 1]$ and $\rho \in (0, 1)$ the following inequality holds:

\begin{equation}
\alpha x + 1 - \alpha \leq x^\beta \sqrt{\left( \frac{\rho}{\alpha} \right)^{\beta/(1-\beta)}}
\end{equation}

(see [3], inequality (3.7)). Take $\alpha = \Pr(|\xi_j| \leq C_1)$ for some absolute positive constant $C_1$ which will be chosen later. Then it follows from (4.8) that

\begin{equation}
\Pr\left\{ \sum_{j=1}^n \zeta_j^2 < \tau^2npn \right\} \leq \exp\{npn\tau^2t^2/2\}
\times \prod_{j=1}^n \left( \alpha \left| E_{\xi_j} \left( \prod_{k=1}^n E_{\epsilon_{jk}X_{jk}} \exp\{it\xi_j x_k\epsilon_{jk}X_{jk}\} \right| |\xi_j| \leq C_1 \right) + 1 - \alpha \right).
\end{equation}

Furthermore, we note that

\begin{equation}
\left| E_{\epsilon_{jk}X_{jk}} \exp\{it\xi_j x_k\epsilon_{jk}X_{jk}\} \right|
\leq \exp\left\{ \frac{1}{2} \left( |E_{\epsilon_{jk}X_{jk}} \exp\{it\xi_j x_k\epsilon_{jk}X_{jk}\}|^2 - 1 \right) \right\}
\leq \exp\left\{ -p_n \left( (1 - p_n)(1 - \Re f_{jk}(tx_k\xi_j)) \right) + \frac{p_n}{2} (1 - |f_{jk}(tx_k\xi_j)|^2) \right\},
\end{equation}

where $f_{jk}(u) = E \exp(ituX_{jk})$. Assuming (4.1), choose a constant $M > 0$ such that

\begin{equation}
\sup_{jk} E|X_{jk}|^2 I_{|X_{jk}| \geq M} \leq 1/2.
\end{equation}

Since $1 - \cos x \geq 11/24x^2$ for $|x| \leq 1$, conditioning on the event $|\xi_j| \leq C_1$, we get for $0 < t \leq 1/(MC_1)$

\begin{equation}
1 - \Re f_{jk}(tx_k\xi_j) = E_{X_{jk}}(1 - \cos(tx_kX_{jk}\xi_j)) \geq \frac{11}{24}t^2x_k^2\xi_j^2 E|X_{jk}|^2 I_{|X_{jk}| \leq M},
\end{equation}

and similarly

\begin{equation}
1 - |f_{jk}(tx_k\xi_j)|^2 = E_{X_{jk}}(1 - \cos(tx_k\tilde{X}_{jk}\xi_j)) \geq \frac{11}{24}t^2x_k^2\xi_j^2 E|\tilde{X}_{jk}|^2 I_{|X_{jk}| \leq M}.
\end{equation}

It follows from (4.11) for $0 < t < 1/(MC_1)$ and for some constant $c > 0$

\begin{equation}
|E_{\epsilon_{jk}X_{jk}} \exp\{it\xi_j x_k\epsilon_{jk}X_{jk}\}| \leq \exp(-cp_n t^2x_k^2\xi_j^2).
\end{equation}
This implies that conditionally on $|\xi_j| \leq C_1$ and for $0 < t \leq 1/(MC_1)$

$$\prod_{k=1}^{n} E_{\xi_{j_k} X_{j_k}} \exp\{it\xi_{j_k} X_{j_k}\} \leq \exp\{-c t^2 \xi_j^2\}.$$  \hfill (4.16)

Let $\Phi_0(x) := 2\Phi(x) - 1, x > 0$, where $\Phi(x)$ denotes the standard Gaussian distribution function. It is straightforward to show that

$$E_{\xi_j} (\exp\{-c t^2 \xi_j^2\} | |\xi_j| \leq C_1) = \frac{1}{\sqrt{1 + 2c t^2 p_n}} \frac{\Phi_0(C_1 \sqrt{1 + 2c t^2 p_n})}{\Phi_0(C_1)}.$$  \hfill (4.17)

We may choose $C_1$ large enough such that following inequalities hold:

$$E_{\xi_j} (\exp\{-c t^2 \xi_j^2\} | |\xi_j| \leq C_1) \leq \exp\{-ct^2 p_n/24\}$$  \hfill (4.18)

for all $|t| \leq 1/(MC_1)$. Inequalities (4.8), (4.9), (4.11), (4.18) together imply that for any $\beta \in (0, 1)$

$$\Pr\left\{ \sum_{j=1}^{n} \xi_j^2 < \tau^2 np_n \right\} \leq \exp\{np_n \tau^2 t^2/2\} \left( \exp\{-c t^2 np_n/60\} + \left(\frac{\beta}{\alpha}\right)^{n\beta/(1-\beta)} \right).$$  \hfill (4.19)

Without loss of generality we may take $C_1$ sufficiently large, such that $\alpha \geq 4/5$ and choose $\beta = 2/5$. Then we obtain

$$\Pr\left\{ \sum_{j=1}^{n} \xi_j^2 < \tau^2 np_n \right\} \leq \exp\{np_n \tau^2 t^2/2\} \left( \exp\{-ct^2 np_n/60\} + \left(\frac{1}{2}\right)^{2n/3} \right).$$  \hfill (4.20)

For $\tau < \sqrt{\frac{c}{60}}$ we conclude from here that for $|t| \leq 1/(MC_1)$

$$\Pr\left\{ \sum_{j=1}^{n} \xi_j^2 < \tau^2 np_n \right\} \leq \exp\{-ct^2 np_n/120\}.$$  \hfill (4.21)

Inequality (4.21) implies that inequality (4.5) holds with some positive constant $c_0 > 0$. This completes the proof in the real case.
Consider now the general case. Let $X_{jk} = \xi_{jk} + i\eta_{jk}$ with $i = \sqrt{-1}$ and $x_k = u_k + iv_k$ and $z = u + iv$. In this notation we have

$$\Pr\{ \| (X^{(e)} - zI)x \|_2 \leq \tau \} \leq \exp\{ \tau^2 np_n t^2 / 2 \} \times \min \left\{ \mathbb{E} \exp \left\{ -t^2 \sum_{j=1}^{n} \sum_{k=1}^{n} (\xi_{jk} u_k - \eta_{jk} v_k) \epsilon_{jk} \right\} \right.$$

$$- \sqrt{np_n (uu_j - vv_j)} \right\} / 2 \} ,$$

$$\mathbb{E} \exp \left\{ -t^2 \sum_{j=1}^{n} \sum_{k=1}^{n} (\xi_{jk} v_k + \eta_{jk} u_k) \epsilon_{jk} \right\}$$

$$- \sqrt{np_n (vu_j + uv_j)} \right\} / 2 \} \right\} .$$

Note that for $x = (x_1, \ldots, x_n) \in S^{(n-1)}$ (the unit sphere in $\mathbb{C}^n$) and for any set $A \subset \{1, \ldots, n\}$

$$\max \left\{ \sum_{k \in A} |x_k|^2 , \sum_{k \not\in A} |x_k|^2 \right\} \geq 1/2.$$

For any $j = 1, \ldots, n$ we introduce the set $A_j$ as follows:

$$A_j := \{ k \in \{1, \ldots, n\} : \mathbb{E} |\xi_{jk} u_k - \eta_{jk} v_k|^2 \geq |x_k|^2 / 2 \} .$$

It is straightforward to check that for any $k \not\in A_j$

$$\mathbb{E} |\eta_{jk} u_k + \xi_{jk} v_k|^2 \geq |x_k|^2 / 2 .$$

According to inequality (4.23), for any $j = 1, \ldots, n$, there exists a set $B_j$ such that

$$\sum_{k \in B_j} |x_k|^2 \geq 1/2$$

and for any $k \in B_j$

$$\mathbb{E} |\xi_{jk} u_k - \eta_{jk} v_k|^2 \geq |x_k|^2 / 2$$

or

$$\mathbb{E} |\eta_{jk} u_k + \xi_{jk} v_k|^2 \geq |x_k|^2 / 2 .$$

Introduce the following random variables for any $j, k = 1, \ldots, n$

$$\tilde{\zeta}_{jk} := \xi_{jk} u_k - \eta_{jk} v_k$$
and
\[(4.30)\]
\[\hat{\zeta}_{jk} := \eta_{jk} u_k + \xi_{jk} v_k.\]

Inequalities (4.27) and (4.28) together imply that one of the following two inequalities
\[(4.31)\]
\[\text{card}\{ j : \text{for any } k \in B_j, E[|\hat{\zeta}_{jk}|^2] \geq |x_k|^2/2 \} \geq n/2\]
or
\[(4.32)\]
\[\text{card}\{ j : \text{for any } k \in B_j, E[|\tilde{\zeta}_{jk}|^2] \geq |x_k|^2/2 \} \geq n/2\]
holds. If (4.31) holds we shall bound the first term on the right-hand side of (4.22). In the other case we shall bound the second term. In what follows we may repeat the arguments leading to inequalities (4.10)–(4.16). Thus the lemma is proved. \(\square\)

For any \(q_n \in (0, 1)\) and \(K > 0\) to be chosen later we define \(K_n := Kn\sqrt{p_n},\)
\(\hat{\gamma}_n := q_n/\left(\ln(2/p_n) \ln K_n\right)\) and \(\hat{\rho}_n := p_n/\left(\ln(2/p_n) \ln K_n\right)\). Without loss of generality we shall assume that
\[(4.33)\]
\[\ln K_n/|\ln \gamma_0| \geq 1 \quad \text{and} \quad \ln K_n > 1.\]

**Proposition 4.6.** Assume there exist an absolute constant \(c > 0\) and values \(\gamma_n, q_n \in (0, 1)\) such that for any \(x \in C \subset S^{(n-1)}\)
\[(4.34)\]
\[\Pr\{\|X^{(e)}(z)x\|_2 \leq \gamma_n \text{ and } \|X^{(e)}(z)\| \leq K_n\} \leq \exp(-cnq_n)\]
holds. Then there exists a constant \(\delta_0 > 0\) depending on \(K\) and \(c\) only such that, for \(k < \delta_0 n\hat{\gamma}_n\),
\[\Pr\left\{ \inf_{x \in S^{k-1} \cap C} \|X^{(e)}(z)x\|_2 \leq \gamma_n/2 \text{ and } \|X^{(e)}(z)\| \leq K_n \right\} \leq \exp(-cnq_n/8).\]

**Proof.** Let \(\eta > 0\) to be chosen later. There exists an \(\eta\)-net \(N\) in \(S^{k-1} \cap C\) of cardinality \(|N| \leq (\frac{3}{\eta})^{2k}\) (see, e.g., Lemma 3.4 in [17]). By condition (4.34), we have for \(\tau \leq \gamma_n\)
\[(4.35)\]
\[\Pr\{\text{there exists } x \in N : \|X^{(e)}(z)x\|_2 < \tau \text{ and } \|X^{(e)}(z)\| \leq K_n\} \leq \left(\frac{3}{\eta}\right)^{2k} \exp(-cnq_n).\]

Let \(V\) be the event that \(\|X^{(e)}(z)\| \leq K_n\) and \(\|X^{(e)}(z)y\|_2 \leq \frac{1}{2} \tau\) for some point \(y \in S^{(k-1)} \cap C\). Assume that \(V\) occurs and choose a point \(x \in N\) such that \(\|y - x\|_2 \leq \eta\). Then
\[(4.36)\]
\[\|X^{(e)}(z)x\|_2 \leq \|X^{(e)}(z)y\|_2 + \|X^{(e)}(z)\| \|x - y\|_2 \leq \frac{1}{2} \tau + K_n \eta = \tau,\]
if we set \( \eta = \tau / (2K_n) \). Hence,

\[
(4.37) \quad \Pr(V) \leq \left( \frac{3}{\eta} \frac{2^{\delta_0 / (\ln K_n \ln(2/\rho_n))}}{\exp\left\{ -\frac{c_0}{4} \right\}} \right)^{nq_n}.
\]

Note that under assumption (4.33) we have

\[
(4.38) \quad \frac{2 \ln(3/\eta)}{\ln 2 \ln K_n} \leq 10.
\]

Choosing \( \delta_0 = \frac{c}{80} \) and \( \tau = \gamma_n \), we complete the proof. \( \square \)

Following Rudelson and Vershynin [18], we shall partition the unit sphere \( S^{(n-1)} \) into the two sets of so-called compressible and incompressible vectors, and we will show the invertibility of \( X \) on each set separately.

**Definition 4.7.** Let \( \delta, \rho \in (0, 1) \). A vector \( x \in \mathbb{R}^n \) is called **sparse** if \( |\text{supp}(x)| \leq \delta n \). A vector \( x \in S^{(n-1)} \) is called **compressible** if \( x \) is within Euclidean distance \( \rho \) from the set of all sparse vectors. A vector \( x \in S^{(n-1)} \) is called **incompressible** if it is not compressible.

The sets of sparse, compressible and incompressible vectors depending on \( \delta \) and \( \rho \) will be denoted by

\[
(4.39) \quad \text{Sparse}(\delta), \quad \text{Comp}(\delta, \rho), \quad \text{Incomp}(\delta, \rho),
\]

respectively.

**Lemma 4.2.** Let \( X^{(e)}(z) \) be a random matrix as in Theorem 1.2, and let \( K_n = Kn \sqrt{n} \) with a constant \( K \geq 1 \). Assume there exist an absolute constant \( c > 0 \) and values \( \gamma_n, q_n \in (0, 1) \) such that for any \( x \in C \subset S^{(n-1)} \)

\[
(4.40) \quad \Pr\{ \|X^{(e)}(z)x\|_2 \leq \gamma_n \text{ and } \|X^{(e)}(z)\| \leq K_n \} \leq \exp\{-cnq_n\}
\]

holds. Then there exist \( \delta_1, c_1 \) that depend on \( K \) and \( c \) only, such that

\[
(4.41) \quad \Pr\left\{ \inf_{x \in \text{Comp}(\delta_1 \rho_n, \rho_n) \cap C} \|X^{(e)}(z)x\|_2 \leq \gamma_n \text{ and } \|X^{(e)}(z)\| \leq K_n \right\} \\
\leq \exp\{-c_1 nq_n\},
\]

where \( \rho_n := \gamma_n / (4K_n) \).

**Proof.** At first we estimate the invertibility for sparse vectors. Let \( k = \lceil \delta_1 nq_n \rceil \) with some positive constant \( \delta_1 \) which will be chosen later. According to
Proposition 4.6 for any $\delta_1 \leq \delta_0$ and for any $\tau \leq \gamma_n/2$, we have the following inequality:

$$
\Pr\left\{ \inf_{x \in \text{Sparse}(\delta_1 \hat{p}_n) \cap C} \|X^{(e)}(z)x\|_2 \leq \tau \text{ and } \|X^{(e)}(z)\| \leq K_n \right\}
$$

$$
= \Pr\left\{ \text{there exists } \sigma, |\sigma| = k : \inf_{x \in \mathbb{R}^n \cap C, \|x\|_2 = 1} \|X^{(e)}(z)x\|_2 \leq \tau \text{ and } \|X^{(e)}(z)\| \leq K_n \right\}
$$

$$
\leq \left( \begin{array}{c} n \\ k \end{array} \right) \exp\{-c_0 n q_n/8\}.
$$

Using Stirling’s formula, we get for some absolute positive constant $C$

$$
\frac{1}{n} \ln \left( \begin{array}{c} n \\ k \end{array} \right) \leq -C \delta_1 \hat{q}_n \ln(\delta \hat{q}_n).
$$

We may choose $\delta_1$ small enough that

$$
\frac{1}{n} \ln \left( \begin{array}{c} n \\ k \end{array} \right) \leq c_0 q_n/16.
$$

Thus we get

$$
\Pr\left\{ \inf_{x \in \text{Sparse}(\delta_1 \hat{p}_n) \cap C} \|X^{(e)}(z)x\|_2 \leq \tau \text{ and } \|X^{(e)}(z)\| \leq K_n \right\} \leq \exp\{-c_1 n q_n\}.
$$

Choose $\rho := \gamma := \gamma_n/4$. Let $V$ be the event that $\|X^{(e)}(z)\| \leq K_n$ and $\|X^{(e)}(z)y\|_2 \leq \gamma_1$ for some point $y \in \text{Comp}(\delta^1 \hat{p}_n, \rho K_n^{-1})$. Assume that $V$ occurs and choose a point $x \in \text{Sparse}(\delta_1 \hat{p}_n)$ such that $\|y - x\|_2 \leq \rho K_n^{-1}$. Then

$$
\|X^{(e)}(z)x\|_2 \leq \|X^{(e)}(z)y\|_2 + \|X^{(e)}(z)\| \|x - y\|_2 \leq \gamma_1 + \rho = \gamma_n/2.
$$

Hence,

$$
\Pr(V) \leq \exp\left\{ -\frac{c_0}{8} n q_n \right\}.
$$

Thus the lemma is proved. □

**Lemma 4.3.** Let $\delta, \rho \in (0, 1)$. Let $x \in \text{Incomp}(\delta, \rho)$. Then there exists a set $\sigma(x) \subset \{1, \ldots, n\}$ of cardinality $|\sigma(x)| \geq \frac{1}{2} n \delta$ such that

$$
\sum_{k \in \sigma(x)} |x_k|^2 \geq \frac{1}{2} \rho^2
$$

and

$$
\frac{\rho}{\sqrt{2n}} \leq |x_k| \leq \frac{1}{\sqrt{\ln 2 / \delta}} \quad \text{for any } k \in \sigma(x),
$$

which we shall call “spread set of $x$” henceforth.
\begin{proof}
See proof of Lemma 3.4 [18], page 16. For the reader’s convenience we repeat this proof here. Consider the subsets of \{1, \ldots, n\} defined by
\begin{equation}
\sigma_1(x) := \left\{ k : |x_k| \leq \frac{1}{\sqrt{\delta n/2}} \right\}, \quad \sigma_2(x) = \left\{ k : |x_k| \geq \frac{\rho}{\sqrt{2n}} \right\}
\end{equation}
and put \( \sigma(x) = \sigma_1(x) \cap \sigma_2(x) \). Denote by \( P_{\sigma(x)} \) the orthogonal projection onto \( \mathbb{R}^{\sigma(x)} \) in \( \mathbb{R}^n \). By Chebyshev’s inequality \( |\sigma_1(x)^c| \leq \delta n/2 \). Then \( y := P_{\sigma_1(x)} x \in \text{Sparse}(\delta) \), so the incompressibility of \( x \) implies that \( \| P_{\sigma_1(x)} x \|_2 = \| x - y \|_2 > \rho \). By the definition of \( \sigma_2(x) \), we have \( \| P_{\sigma_2(x)} x \|_2 \leq \frac{\rho^2}{2} \). Hence
\begin{equation}
\| P_{\sigma(x)} x \|_2^2 \geq \| P_{\sigma_1(x)} x \|_2^2 - \| P_{\sigma_2(x)} x \|_2^2 \geq \frac{\rho^2}{2}.
\end{equation}
Thus the lemma is proved. \( \square \)
\end{proof}

\textbf{Remark 4.8.} If \( x \in \text{Incomp}(\delta \widehat{p}_n, \rho) \) then there exists a set \( \sigma(x) \) with cardinality \( |\sigma(x)| \geq \frac{1}{2} n \delta \widehat{p}_n \) such that
\begin{equation}
\frac{\rho}{\sqrt{2n}} \leq |x_k| \leq \frac{1}{\sqrt{n \delta \widehat{p}_n/2}}
\end{equation}
and
\begin{equation}
\| P_{\sigma(x)} x \|_2^2 \geq \frac{1}{2} \rho^2.
\end{equation}

Let \( Q(\eta) = \sup_{jk} \sup_{u \in \mathbb{C}} \Pr[|X_{jk} - u| \leq \eta] \). Introduce the maximal concentration function of the weighed sums of the rows of the matrix \( (X_{jk})_{j,k=1}^n \),
\begin{equation}
p_x(\eta) = \max_{j \in \{1, \ldots, n\}} \sup_{u \in \mathbb{C}} \Pr \left\{ \sum_{k=1}^n X_{jk} \xi_{j,k} x_k - u \leq \eta \right\}.
\end{equation}
We shall now bound this concentration function and prove a tensorization lemma for incompressible vectors.

\textbf{Lemma 4.4.} \( \delta_n \) and \( \rho_n \) be some functions of \( n \) such that \( \rho_n, \delta_n \in (0, 1) \). Let \( \eta_0 \) and \( r_0 \) as in Lemma A.7. Let \( x \in \text{Incomp}(\delta_n, \rho_n) \). Then there exists positive constants \( r_1 \) and \( r_2 \) depending on \( r_0 \) such that for any \( 0 < \eta \leq \eta_0 \) we have
\begin{equation}
p_x(\eta \rho_n / \sqrt{2n}) \leq 1 - r_2 \delta_n n \rho_n
\end{equation}
for \( n \delta_n p_n \leq 1/3 \) and
\begin{equation}
p_x(\eta \rho_n / \sqrt{2n}) \leq 1 - r_1 < 1
\end{equation}
for \( n \delta_n p_n > 1/3 \).
PROOF. Put $m = n \delta_n$. We have

$$
\sup_u \Pr \left\{ \left| \sum_{k=1}^m X_{jk} \varepsilon_{jk} x_k - u \right| \leq \eta \rho_n / \sqrt{2n} \right\} 
\leq \Pr \left\{ \sum_{k=1}^m \varepsilon_{jk} = 0 \right\}

(4.56)
+ \Pr \left\{ \left| \sum_{k=1}^m X_{jk} \varepsilon_{jk} x_k - u \right| \leq \eta \rho_n / \sqrt{2n}; \sum_{k=1}^m \varepsilon_{jk} \geq 1 \right\}.
$$

Introduce $\sigma(x) := \{ k \in \{1, \ldots, n\} : \rho_n / \sqrt{2n} \leq |x_k| \leq 1 / \sqrt{m/2} \}$. Since $x \in \text{Incomp}(\delta_n, \rho_n)$ the cardinality of $\sigma(x)$ is at least $m/2$. Using that the concentration function of sum of independent random variables is less then concentration function of its summands, we obtain

$$
\sup_u \Pr \left\{ \left| \sum_{k=1}^m X_{jk} \varepsilon_{jk} x_k - u \right| \leq \eta \rho_n / \sqrt{2n} \right\}
\leq (1 - p_n)^m + Q(\eta)(1 - (1 - p_n)^m).

(4.57)
$$

According to Lemma A.7 in the Appendix for any $\eta \leq \eta_0$, we have $Q(\eta) \leq r_0 < 1$. Assume that $mp_n \geq 1/3$. Then we have

$$
\sup_u \Pr \left\{ \left| \sum_{k=1}^m X_{jk} \varepsilon_{jk} x_k - u \right| \leq \eta \rho_n / \sqrt{2n} \right\} \leq r_0 + (1 - r_0)e^{-mp_n}

\leq 1 - (1 - e^{-1/3})(1 - r_0)
= : 1 - r_1 < 1.

(4.58)
$$

If $mp_n \leq 1/3$ then $(1 - p_n)^m \leq 1 - mp_n/3$ and

$$
\sup_u \Pr \left\{ \left| \sum_{k=1}^m X_{jk} \varepsilon_{jk} x_k - u \right| \leq \eta \rho_n / \sqrt{2n} \right\} \leq 1 - (1 - r_0)mp_n/3

= : 1 - r_2mp_n.

(4.59)
$$

The lemma is proved. \qed

Now we state a tensorization lemma.

**Lemma 4.5.** Let $\zeta_1, \ldots, \zeta_n$ be independent nonnegative random variables. Assume that

$$
\Pr\{\zeta_j \leq \lambda_n\} \leq 1 - q_n

(4.60)
$$

for some positive \( q_n \in (0, 1) \) and \( \lambda_n > 0 \). Then there exists positive absolute constants \( K_1 \) and \( K_2 \) such that

\[
\Pr\left\{ \sum_{j=1}^{n} \xi_j^2 \leq K_1^2 nq_n \lambda_n^2 \right\} \leq \exp\{-K_2 nq_n\}.
\]

**Proof.** We repeat the proof of Lemma 4.4 in [12]. Let \( t = K_1 \sqrt{q_n \lambda_n} \). For any \( \tau > 0 \) we have

\[
\Pr\left\{ \sum_{j=1}^{n} \xi_j^2 \leq nt^2 \right\} \leq e^{\tau n} \prod_{j=1}^{n} \mathbb{E} \exp\{-\tau \xi_j^2 / t^2\}.
\]

Furthermore,

\[
\mathbb{E} \exp\{-\tau \xi_j^2 / t^2\} = \int_{0}^{\infty} \Pr\{\exp\{-\tau \xi_j^2 / t^2\} > s\} \, ds
\]

\[
= \int_{0}^{1} \Pr\{1/s > \exp\{\tau \xi_j^2 / t^2\}\} \, ds
\]

\[
\leq \int_{0}^{\exp\{-\tau \lambda_n^2 / t^2\}} ds + \int_{\exp\{-\tau \lambda_n^2 / t^2\}}^{1} (1 - q_n) \, ds
\]

\[
\leq 1 - q_n (1 - \exp\{-\tau \lambda_n^2 / t^2\})
\]

\[
= 1 - q_n (1 - \exp\{-\tau / (K_1^2 q_n)\}).
\]

Choosing \( \tau := q_n / 4 \) and \( K_1^2 := \frac{1}{4 \ln 2} \), we get

\[
\Pr\left\{ \sum_{j=1}^{n} \xi_j^2 \leq nt^2 \right\} \leq \exp\{-nq_n / 2\}.
\]

Thus the lemma is proved. \( \square \)

Recall that we assume \( p_{n}^{-1} = O(n^{-\theta}), 1 \geq \theta > 0 \). For this fixed \( \theta \) consider \( L := \lfloor \frac{1}{\theta} \rfloor \). Hence by definition \( p_{n,l} := (np_{n})^{\lfloor \frac{1}{\theta} \rfloor} p_{n} \to 0, n \to \infty \) for \( l = 1, \ldots, L - 1 \) and \( \limsup_{n \to \infty} (np_{n})^{L} p_{n} > 0 \). We put \( p_{n,l} := 1 \).

We shall assume that \( n \) is large enough such that \( (np_{n})^{L} p_{n} \geq q_1 > 0 \) for some constant \( q_1 > 0 \). Starting with a decomposition of \( C_0 := S^{(n-1)} \) into compressible vectors \( \mathbf{x} \) in \( \widehat{C}_1 := C_0 \cap \text{Comp}(\delta_1 p_{n,1}, \rho_{n,1}) \), where \( p_{n,1} = \widehat{p}_{n}, \rho_{n,1} = \gamma_0 / (4 K_n) \), and the constants \( \gamma_0 \) and \( \delta_1 \) are chosen as in Lemmas 4.1 and 4.2, respectively. Then Lemma 4.1 implies inequality (4.40) with \( q_n \) replaced by \( p_{n} \) and \( \gamma_{n} \) replaced by \( \gamma_{0} \). Hence, using Lemma 4.2, one obtains the claim for the subset of vectors \( \widehat{C}_1 \). The remaining vectors \( \mathbf{x} \) in \( C_0 \) lie in \( C_1 := \text{Incomp}(\delta_1 p_{n,1}, \rho_{n,1}) \). According to Lemmas 4.4, 4.5 inequality (4.40) holds again for these vectors but with new parameters \( q_n = np_{n} \delta_1 p_{n,1} \) and \( \gamma_n = c \rho_{n,1} \sqrt{\delta_1 p_{n,1}} \). Thus we may
again subdivide the vectors in $C_1$ into the vectors within distance $\rho_{n,2}$ from these sparse ones, that is, $\tilde{C}_2 := C_1 \cap \text{Comp}(\delta_2 p_{n,2}, \rho_{n,2})$ and the remaining ones, that is, $C_2 := C_1 \cap \text{Incomp}(\delta_2 p_{n,2}, \rho_{n,2})$. Iterating this procedure $L$ times we arrive at the incompressible set $\tilde{C}_L$ of vectors $x$ where Lemmas 4.4, 4.5 and Proposition 4.6 yield the required bound of order $\exp\{-\delta n\}$, for a sufficiently small absolute constant $\delta > 0$.

Summarizing, we will determine iteratively constants $\delta_l, \rho_{n,l}$, for $l = 1, \ldots, L$ and the following sets of vectors:

$$C_l := \bigcap_{i=1}^{l} \text{Incomp}(\delta_i p_{n,i}, \rho_{n,i})$$

and

$$\tilde{C}_l := C_{l-1} \cap \text{Comp}(\delta_l p_{n,l}, \rho_{n,l}) \quad \text{with} \quad C_0 = S^{(n-1)}.$$  

Note that

$$S^{(n-1)} = \bigcup_{l=1}^{L-1} \tilde{C}_l \cup C_L.$$  

The main bounds to carry out this procedure are given in the following Lemmas 4.6 and 4.7.

**Lemma 4.6.** Let $\delta_n, \rho_n \in (0, 1)$ and let $x \in \text{Incomp}(\delta_n, \rho_n)$ and $X^{(e)}(z)$ be a matrix as in Theorem 4.1. Then there exist some positive constants $c_1$ and $c_2$ depending on $K, r_0, \eta_0$ such that for any $0 < \tau \leq \gamma_n$

$$\Pr\{\|X^{(e)}(z)x\|_2 \leq \tau\} \leq \exp\{-c_1 n((p_n \delta_n) \wedge 1)\}$$

with

$$\gamma_n := c_2 \rho_n \sqrt{\delta_n},$$

where $a \wedge b$ denotes the minimum of $a$ and $b$.

**Proof.** Assume at first that $n\delta_n p_n \leq 1/3$. According to Lemma 4.4, we have, for any $j = 1, \ldots, n$,

$$\sup_{u \in \mathbb{C}} \Pr\left\{ \left| \sum_{k=1}^{n} X_{j,k} e_{j,k} x_k - u \right| \leq \eta_0 \rho_n / \sqrt{2n} \right\} \leq 1 - r_1 \delta_n p_n.$$  

Applying Lemma 4.5 with $q_n = r_1 \delta_n p_n$, we get

$$\Pr\{\|X^{(e)}(z)x\|_2 \leq \gamma_n / 2 \text{ and } \|X^{(e)}(z)\| \leq K_n\} \leq \exp\{-cn \delta_n p_n\}.$$  

Consider now the case $n\delta_n p_n \geq 1/3$. According to Lemma 4.4, we have

$$\sup_{u \in \mathbb{C}} \Pr\left\{ \left| \sum_{k=1}^{n} X_{j,k} e_{j,k} x_k - u \right| \leq \eta_0 \rho_n / \sqrt{2n} \right\} \leq 1 - r_1.$$
Applying Lemma 4.5 with \( q_n = r_1 \delta_n n p_n \), we get
\[
\text{Pr}\{ \| X^{(e)}(z)x \|_2 \leq \gamma_n/2 \text{ and } \| X^{(e)}(z) \| \leq K_n \} \leq \exp(-cn) .
\]
(4.73)

This completes the proof of the lemma. □

**Lemma 4.7.** For \( l = 2, \ldots, L \) assume that \( \delta_i, \rho_{n,i} \) have been already determined for \( i = 1, \ldots, l - 1 \). Then there exist absolute constants \( \hat{c}_l > 0 \) and \( \tilde{c}_l > 0 \) such that
\[
\text{Pr}\{ \inf_{x \in \hat{C}_l} \| X^{(e)}(z)x \|_2 \leq \gamma_{n,l} \text{ and } \| X^{(e)}(z) \| \leq K_n \} \leq \exp\{-\tilde{c}_l n ((n \hat{p}_n)^{(l-1)} p_n) \land 1)\}
\]
(4.74)
with \( \gamma_{n,l} \) defined by
\[
\gamma_{n,l} = \hat{c}_l \rho_{n,l-1} \sqrt{\delta_{l-1} p_{n,l-1}}
\]
(4.75)
and \( \rho_{n,l} \) defined by
\[
\rho_{n,l} := \gamma_{n,l}/(4K_n),
\]
(4.76)
where \( \hat{C}_l := C_{l-1} \cap \text{Comp}(\delta_l p_{n,l}, \rho_{n,l}) \).

**Remark 4.9.** There exists some absolute constant \( c > 0 \) that
\[
\gamma_{n,L} \geq cn^{-L/2} \quad \text{and} \quad \rho_{n,L} \geq cn^{-(L+3)/2}.
\]
(4.77)

**Proof.** Note that \( p_{n,l}^{-1} = O(n^{1-\theta}) \). This implies that
\[
\gamma_{n,L}^{-1} = \rho_{n,1}^{-1} O(n^{L-2\theta/2}).
\]
(4.78)
According to Lemmas 4.1 and 4.2, we have \( \rho_{n1}^{-1} = O(n^{(3-\theta)/2}) \). After simple calculations we get
\[
\gamma_{n,L}^{-1} = O(n^{L/2}).
\]
(4.79) □

**Proof of Lemma 4.7.** To prove of this lemma we may use arguments similar to those in the proofs of Lemmas 2.6 and 3.3 in [18]. From \( x \in \hat{C}_l \) it follows that \( x \in \text{Incomp}(\delta_{l-1} p_{n,l-1}, \rho_{n,l-1}) \). Applying Lemma 4.6 with \( \delta_n = p_{n,l-1} \) and \( \rho_n = \rho_{n,l-1} \), we get
\[
\text{Pr}\{ \| X^{(e)}(z)x \|_2 \leq \gamma_{n,l} \text{ and } \| X^{(e)}(z) \| \leq K_n \} \leq \exp\{-c_1 n ((n p_n \hat{p}_{n,l-1}) \land 1)\}
\]
with
\[
\gamma_{n,l} = c_2 \rho_{n,l-1} \sqrt{\delta_{l-1} p_{n,l-1}}.
\]
(4.80)
Inequality (4.80) and Lemma 4.2 together imply
\[
\Pr \left\{ \inf_{x \in C_l} \|X^{(e)}(z)x\|_2 \leq \gamma_{n,l} \text{ and } \|X^{(e)}(z)\| \leq K_n \right\} \leq \exp\{-c_1 n \hat{p}_{n,l} \}
\]
with \(\delta_l\) defined in Lemma 4.2 and \(\rho_{n,l} := \gamma_{n,l}/(4K_n)\).

Thus the lemma is proved. \(\square\)

The next lemma gives an estimate of small ball probabilities adapted to our case.

**Lemma 4.8.** Let \(x \in \text{Incomp}(\delta, \rho_{n,L})\). Let \(X_1, \ldots, X_n\) be random variables with zero mean and variance at least 1. Assume that the following condition holds:
\[
L(M) := \max_{n \geq 1} \max_{1 \leq k \leq n} \mathbb{E} |X_k|^2 I_{\{|X_k| > M\}} \to 0 \quad \text{as } M \to \infty.
\]

Then there exist some constants \(C > 0\) depending on \(\delta\) such that for every \(\varepsilon > 0\)
\[
p_x(\varepsilon \rho_{n,L}/\sqrt{2n}) := \sup_v \Pr \left\{ \left| \sum_{k=1}^n x_k \varepsilon_k X_k - v \right| \leq \varepsilon \rho_{n,L}/\sqrt{2n} \right\} \leq C \sqrt{\ln n}/\sqrt{n \rho_{n,L}}.
\]

**Proof.** Put \(L_1 := \lceil -\log_2(\rho_{n,L}/\sqrt{2\delta}) \rceil\). Note that
\[
\frac{\rho_{n,L}}{\sqrt{2n}} \leq 2L_1 + 1/2 \leq 2L_1 + 1/2 \sqrt{n \delta} \leq 2L_1 + 1/2 \sqrt{n \delta}.
\]
According to Remark 4.9, we have \(\rho_{n,L} \geq cn^{-L/2}\). This implies \(L_1 \leq C \ln n\). Let \(\sigma(x)\) denote the spread set of the vector \(x\), that is,
\[
\sigma(x) := \left\{ k : \rho_{n,L}/\sqrt{2n} \leq |x_k| \leq \sqrt{2/n \delta} \right\}.
\]
By Lemma 4.3, we have
\[
|\sigma(x)| \geq n \delta/2.
\]
We divide the spread interval of the vector \(x\) into \(L_1 + 2\) intervals \(\Delta_l, l = 0, \ldots, L_1 + 1\) by
\[
\Delta_0 := \left\{ k : \frac{\rho_{n,L}}{\sqrt{2n}} \leq |x_k| \leq \frac{1}{2L_1 + 1/2 \sqrt{n \delta}} \right\},
\]
\[
\Delta_l := \left\{ k : \frac{\sqrt{2}}{2l \sqrt{n \delta}} \leq |x_k| \leq \frac{\sqrt{2}}{2l - 1/2 \sqrt{n \delta}} \right\}, \quad l = 1, \ldots, L_1 + 1.
\]
Note that there exists an \(l_0 \in \{0, \ldots, L_1 + 1\}\) such that
\[
|\Delta_{l_0}| \geq n \delta/(2(L_1 + 2)) \geq C \ln n.
\]
Let $y = P_{\Delta_0} \mathbf{x}$. Put $a_l := \min_{k \in \Delta_l} |x_k|$ and $b_l := \max_{k \in \Delta_l} |x_k|$. Choose a constant $M$ such that $L(M) \leq 1/2$. By the properties of concentration functions, we have

\[(4.92) \quad p_x(\varepsilon \rho_{n,L} / \sqrt{2n}) \leq p_y(\varepsilon \rho_{n,L} / \sqrt{2n}) \leq p_y(M b_{l_0}). \]

By definition of $\Delta_{l_0}$, we have

\[(4.93) \quad \sum_{k \in \Delta_{l_0}} |x_k|^2 \geq a_{l_0}^2 |\Delta_{l_0}| \geq \rho_{n,L}^2 / (2n) |\Delta_{l_0}| \]

and

\[(4.94) \quad \frac{a_{l_0}}{b_{l_0}} \geq \frac{1}{2}. \]

Define

\[(4.95) \quad D(\xi, \lambda) = \lambda^{-2} \mathbf{E} |\xi|^2 I_{||\xi|| < \lambda} \]

and introduce for a random variable $\xi, \tilde{\xi} := \xi - \hat{\xi}$ where $\hat{\xi}$ denotes an independent copy of $\xi$. Put $\xi_k := x_k \varepsilon_k X_k$. We use the following inequality for a concentration function of a sum of independent random variables:

\[(4.96) \quad p_y(M b_{l_0}) \leq C M b_{l_0} \left( \sum_{k \in \Delta_{l_0}} \lambda_k^2 D(\tilde{\xi}_k \varepsilon_k; \lambda_k) \right)^{-1/2} \]

with $\lambda_k \leq M b_{l_0}$. See Petrov [19], page 43, Theorem 3. Put $\lambda_k = M |x_k|$. It is straightforward to check that

\[(4.97) \quad \sum_{k \in \Delta_{l_0}} \lambda_k^2 D(\tilde{\xi}_k \varepsilon_k; \lambda_k) \geq p_n \left( \sum_{k \in \Delta_{l_0}} |x_k|^2 (\mathbf{E} |X_k|^2 - L(M)) \right). \]

This implies

\[(4.98) \quad \sum_{k \in \Delta_{l_0}} \lambda_k^2 D(\tilde{\xi}_k \varepsilon_k; \lambda_k) \geq \frac{p_n}{2} \sum_{k \in \Delta_{l_0}} |x_k|^2 \geq \frac{p_n}{2} |\Delta_{l_0}| a_{l_0}^2. \]

Combining this inequality with (4.96) and (4.92) we obtain

\[(4.99) \quad p_x(\varepsilon \rho_{n,L} / \sqrt{2n}) \leq \frac{C M b_{l_0}}{\sqrt{|\Delta_{l_0}| p_n a_{l_0}}} \leq \frac{C M}{\sqrt{|\Delta_{l_0}| p_n}} \leq C \sqrt{\ln n} / \sqrt{n p_n}. \]

The last relation concludes the proof. \[\square\]
Invertibility for the incompressible vectors via distance.

**Lemma 4.9.** Let $X_1, X_2, \ldots, X_n$ denote the columns of $\sqrt{np_n}X^{(e)}(z)$, and let $\mathcal{H}_k$ denote the span of all column vectors except the $k$th. Then for every $\delta, \rho \in (0, 1)$ and every $\eta > 0$ one has

$$\Pr\left\{ \inf_{x \in \mathcal{C}_L} \|X^{(e)}(z)x\|_2 < \eta(\rho_{n,L}/\sqrt{n})^2 / \sqrt{np_n} \right\} \leq \frac{1}{n\delta_L} \sum_{k=1}^n \Pr\{ \text{dist}(X_k, \mathcal{H}_k) < \eta \rho_{n,L}/\sqrt{n} \}.$$

**Proof.** Note that

$$\Pr\left\{ \inf_{x \in \mathcal{C}_L} \|X^{(e)}(z)x\|_2 < \eta(\rho_{n,L}/\sqrt{n})^2 / \sqrt{np_n} \right\} \leq \Pr\left\{ \inf_{x \in \text{Incomp}(\delta_L, \rho_{n,L})} \|X^{(e)}(z)x\|_2 < \eta(\rho_{n,L}/\sqrt{n})^2 / \sqrt{np_n} \right\}.$$

For the upper bound of the r.h.s. of (4.100) (see [18], proof of Lemma 3.5).

For the reader’s convenience we repeat this proof. Introduce the matrix $G := \sqrt{np_n}X^{(e)}(z)$. Recall that $X_1, \ldots, X_n$ denote the column vector of the matrix $G$ and $\mathcal{H}_k$ denotes the span of all column vectors except the $k$th. Writing $Gx = \sum_{k=1}^n x_k X_k$, we have

$$\|Gx\| \geq \max_{k=1, \ldots, n} \text{dist}(x_k X_k, \mathcal{H}_k) = \max_{k=1, \ldots, n} |x_k| \text{dist}(X_k, \mathcal{H}_k).$$

Put

$$p_k := \Pr\{ \text{dist}(X_k, \mathcal{H}_k) < \eta \rho_{n,L}/\sqrt{n} \}.$$

Then

$$E|\{ k : \text{dist}(X_k, \mathcal{H}_k) < \eta \rho_{n,L}/\sqrt{n} \}| = \sum_{k=1}^n p_k.$$

Denote by $U$ the event that the set $\sigma_1 := \{ k : \text{dist}(X_k, H_k) \geq \eta \rho_{n,L}/\sqrt{n} \}$ contains more than $(1 - \delta_L)n$ elements. Then by Chebyshev’s inequality

$$\Pr\{U^c\} \leq \frac{1}{n\delta_L} \sum_{k=1}^n p_k.$$

On the other hand, for every incompressible vector $x$, the set $\sigma_2(x) := \{ k : |x_k| \geq \rho_{n,L}/\sqrt{n} \}$ contains at least $n\delta_L$ elements. (Otherwise, since $\|P_{\sigma_2(x)}x\|_2 \leq \rho_{n,L}$, we have $\|x - y\|_2 \leq \rho_{n,L}$ for the sparse vector $y := P_{\sigma_2(x)}x$, which would contradict the incompressibility of $x$.)

Assume that the event $U$ occurs. Fix any incompressible vector $x$. Then $|\sigma_1| + |\sigma_2(x)| > (1 - \delta_L)n + n\delta_L > n$, so the sets $\sigma_1$ and $\sigma_2(x)$ have nonempty
intersection. Let \( k \in \sigma_1 \cap \sigma_2(x) \). Then by (4.101) and by definitions of the sets \( \sigma_1 \) and \( \sigma_2(x) \), we have

\[
\|Gx\|_2 \geq |x_k| \text{dist}(X_k, \mathcal{H}_k) \geq \eta(\rho_n, L n^{-1/2})^2.
\]

Summarizing we have shown that

\[
\Pr\{ \inf_{x \in \text{Incomp}(\delta_L, \rho_n, L)} \|Gx\|_2 \leq \eta(\rho_n, L n^{-1/2})^2 \} \leq \Pr\{U^c\} \leq \frac{1}{n \delta_L} \sum_{k=1}^{n} p_k.
\]

This completes the proof. \(\square\)

We now reformulate Lemma 3.6 from [18]. Let \( X_n^* \) be any unit vector orthogonal to \( X_1, \ldots, X_{n-1} \). Consider the subspace \( \mathcal{H}_n = \text{span}(X_1, \ldots, X_{n-1}) \).

**Lemma 4.10.** Let \( \delta_l, \rho_l, c_l, l = 1, \ldots, L - 1 \), be as in Lemma 4.2 and \( \delta_L, \rho_L, c_L \) as in Lemma 4.7. Then there exists an absolute constant \( \hat{c}_L > 0 \) such that

\[
\Pr\{ X_n^* \notin C_L \text{ and } \|X^{(e)}(z)\| \leq K_n \} \leq \exp\{-\hat{c}_L np_n\}.
\]

**Proof.** Note that

\[
S^{(n-1)} = \bigcup_{l=1}^{L-1} \mathcal{H}_l \cup C_L.
\]

The event \( \{ X_n^* \notin C_L \text{ and } \|X^{(e)}(z)\| \leq K_n \} \) implies that the event

\[
\mathcal{E} := \left\{ \inf_{x \in \bigcup_{l=1}^{L-1} \mathcal{H}_l : \|x\|_2 = 1} \|X^{(e)}(z)x\|_2 \leq c \text{ and } \|X^{(e)}(z)\| \leq K_n \right\}
\]

occurs for any positive \( c \). This implies, for \( c > 0 \),

\[
\Pr\{ X_n^* \notin C_L \text{ and } \|X^{(e)}(z)\| \leq K_n \}
\]

\[
\leq \sum_{l=1}^{L-1} \Pr\{ \inf_{x \in \mathcal{H}_l : \|x\|_2 = 1} \|X^{(e)}(z)x\| \leq c \text{ and } \|X^{(e)}(z)\| \leq K_n \}.
\]

Now choose \( c := \min\{\gamma_{n,l}, l = 1, \ldots, L - 1\} \). Applying Lemma 4.7 proves the claim. \(\square\)

**Lemma 4.11.** Let \( X^{(e)}(z) \) be a random matrix as in Theorem 1.2. Let \( X_1, \ldots, X_n \) denote column vectors of the matrix \( \sqrt{np_n}X^{(e)}(z) \), and consider the subspace \( \mathcal{H}_n = \text{span}(X_1, \ldots, X_{n-1}) \). Let \( K_n = Kn/\sqrt{p_n} \). Then we have

\[
\Pr\{ \text{dist}(X_n, \mathcal{H}_n) < \rho_n, L / \sqrt{n} \text{ and } \|X^{(e)}(z)\| \leq K_n \} \leq C \frac{\sqrt{\ln n}}{\sqrt{np_n}}.
\]
PROOF. We repeat Rudelson and Vershynin’s proof of Lemma 3.8 in [18]. Let $X^*$ be any unit vector orthogonal to $X_1, X_2, \ldots, X_{n-1}$. We can choose $X^*$ so that it is a random vector that depends on $X_1, X_2, \ldots, X_{n-1}$ only and is independent of $X_n$. We have

$$\text{dist}(X_n, \mathcal{H}_n) \geq |\langle X_n, X^* \rangle|.$$ 

We denote the probability with respect to $X_n$ by $\Pr_n$ and the expectation with respect to $X_1, \ldots, X_{n-1}$ by $E_{1, \ldots, n-1}$. Then

$$\Pr\{\text{dist}(X_n, \mathcal{H}_n) < \rho_n, L / \sqrt{n} \text{ and } \|X^{(e)}(z)\| \leq K_n\} \leq E_{1, \ldots, n-1}\Pr_n\{|\langle X^*, X_n \rangle| \leq \rho_n, L / \sqrt{n} \text{ and } X^* \in \mathcal{C}_L\}$$

$$+ \Pr\{X^* \notin \mathcal{C}_L \text{ and } \|X^{(e)}(z)\| \leq K_n\}.$$ 

According to Lemma 4.10, the second term in the right-hand side of the last inequality is less than $\exp\{-\tilde{c}_L n\}$. Since the vectors $X^* = (a_1, \ldots, a_n) \in S^{(n-1)}$ and $X_n = (\varepsilon_1 \xi_1, \ldots, \varepsilon_n \xi_n)$ are independent, we may use small ball probability estimates. We have

$$S = \langle X_n, X^* \rangle = \sum_{k=1}^{n} a_k \varepsilon_k \xi_k.$$ 

Let $\sigma$ denote the spread set of $X^*$ as in Lemma 4.3. Let $P_\sigma$ denote the orthogonal projection onto $\mathbb{R}^\sigma$ in $\mathbb{R}^n$. Denote by $S_\sigma = \sum_{k \in \sigma} \varepsilon_k a_k \xi_k$. Using the properties of concentration functions, we get

$$\Pr\{|\langle X_n, X^* \rangle| \leq \rho_n, L / \sqrt{n}\} \leq \sup_v \Pr_n\{|S - v| \leq \rho_n, L / \sqrt{n}\}$$

$$\leq \sup_v \Pr_n\{|S_\sigma - v| \leq \rho_n, L / \sqrt{n}\}.$$ 

By Lemma 4.8, we have for some absolute constant $C > 0$

$$\Pr_n\{|\langle X_n, X^* \rangle| \leq \rho_n, L / \sqrt{n}\} \leq \frac{C \sqrt{\ln n}}{\sqrt{np_n}}.$$ 

Thus the lemma is proved. \(\square\)

Lemma 4.12. Let $X^{(e)}(z)$ be a random matrix as in Theorem 4.1. Let $\delta_L, \rho_n, L \in (0, 1)$. Let $X_1, \ldots, X_n$ denote column vectors of matrix $\sqrt{np_n}X^{(e)}(z)$. Let $K_n = Kn \sqrt{np_n}$ with $K \geq 1$. Then we have

$$\Pr\{\inf_{x \in \mathcal{C}_L} \|X^{(e)}(z)x\|_2 < \rho_n^2 / n\} \leq \Pr\{\|X^{(e)}(z)\| > K_n\} + \frac{C \sqrt{\ln n}}{\sqrt{np_n}}.$$
PROOF. Note that
\[
\Pr \left\{ \inf_{x \in \mathcal{C}L} \|X^{(\varepsilon)}(z)x\|_2 < \rho_{n,L}^2/n \right\} 
\leq \Pr \left\{ \inf_{x \in \mathcal{C}L} \|X^{(\varepsilon)}(z)x\|_2 < \rho_{n,L}^2/n \text{ and } \|X^{(\varepsilon)}(z)\| \leq K_n \right\}
+ \Pr \{\|X^{(\varepsilon)}(z)\| > K_n\}.
\]
Applying Lemma 4.9 with \(\eta = \sqrt{p_n}\), we get
\[
\Pr \left\{ \inf_{x \in \mathcal{C}L} \|X^{(\varepsilon)}(z)x\|_2 < \rho_{n,L}^2/n \right\} \leq \frac{1}{n\delta_L} \sum_{k=1}^{n} \Pr \left\{ \text{dist}(X_k, H_k) < \rho_{n,L} \sqrt{p_n}/\sqrt{n} \right\}.
\]
Applying Lemma 4.11, we obtain
\[
\Pr \left\{ \inf_{x \in \mathcal{C}L} \|X^{(\varepsilon)}(z)x\|_2 < \rho_{n,L}^2/n \right\} \leq C \sqrt{\ln n} \sqrt{np_n}.
\]
Thus the lemma is proved. \(\square\)

PROOF OF THEOREM 4.1. By definition of the minimal singular value, we have
\[
\Pr \{s_{\varepsilon}^{(n)}(z) \leq \rho_{n,L}^2/n \text{ and } s_1^{(\varepsilon)}(z) \leq K_n\}
\leq \Pr \{\text{there exists } x \in S^{(n-1)} : \|X^{(\varepsilon)}(z)x\|_2 \leq \rho_{n,L}^2/n \text{ and } s_1^{(\varepsilon)}(z) \leq K_n\}.
\]
Furthermore, using the decomposition of the sphere \(S^{(n-1)} = \bigcup_{l=1}^{L-1} \mathring{C}_l \cup \mathcal{C}_L\) into compressible and incompressible vectors, we get
\[
\Pr \{s_{\varepsilon}^{(n)}(z) \leq \rho_{n,L}^2/n \text{ and } s_1^{(\varepsilon)}(z) \leq K_n\}
\leq \sum_{l=1}^{L-1} \Pr \left\{ \inf_{x \in \mathring{C}_l} \|X^{(\varepsilon)}(z)x\|_2 \leq \rho_{n,L}^2/n \text{ and } s_1^{(\varepsilon)}(z) \leq K_n\right\}
+ \Pr \left\{ \inf_{x \in \mathcal{C}_L} \|X^{(\varepsilon)}(z)x\|_2 \leq \rho_{n,L}^2/n \text{ and } s_1^{(\varepsilon)}(z) \leq K_n\right\}.
\]
According to Lemma 4.7, we have
\[
\Pr \left\{ \inf_{x \in \mathring{C}_l} \|X^{(\varepsilon)}(z)x\|_2 \leq \rho_{n,L}^2/n \text{ and } s_1^{(\varepsilon)}(z) \leq K_n\right\} \leq \exp\{-cLnp_n(n\rho_{n,L})^{l-1}\}.
\]
Lemmas 4.12 and 4.7 together imply that
\[
\Pr \left\{ \inf_{x \in \mathcal{C}_L} \|X^{(\varepsilon)}(z)x\|_2 \leq \rho_{n,L}^2/n \text{ and } s_1^{(\varepsilon)}(z) \leq K_n\right\}
\leq \Pr \left\{ \inf_{x \in \text{Incomp}(\delta_L, \rho_{n,L})} \|X^{(\varepsilon)}(z)x\|_2 \leq \rho_{n,L}^2/n \text{ and } s_1^{(\varepsilon)}(z) \leq K_n\right\}
\leq \frac{C \sqrt{\ln n}}{\sqrt{np_n}} + \exp\{-\tilde{c}_L n\}.
\]
The last two inequalities together imply the result. □

**Remark 4.9.** To relax the condition $p^{-1} = O(n^{1-\theta})$ of Theorem 4.1 to $p^{-1} = o(n/\ln^2 n)$ we should put $L = \ln n$. Then the value $L_1$ in Lemma 4.8 is at most $C(\ln n)^2$, and hence we get the bound $C \ln n/\sqrt{npn}$ in (4.85). This yields the bound $C \ln n/\sqrt{npn} + \exp\{-cL_1n\}$ in (4.118). Thus Theorem 4.1 holds with $B$ chosen to be of order $C \ln n$.

**5. Proof of the main theorem.** In this section we give the proof of Theorem 1.2. Theorem 1.1 follows from Theorem 1.2 with $p_n = 1$. Let $\gamma := \frac{1}{3}$ and let $R > 0$ and $k_1$ be defined as in Lemma A.2 with $q = 18$. Using the notation of Theorem 4.1 we introduce for any $z \in \mathbb{C}$ and absolute constant $c > 0$ the set $\Omega_n(z) = \{\omega \in \Omega : c/nB \leq s^{(e)}(\omega), s_1(\omega) \leq n\sqrt{pn}, |\lambda^{(e)}_1| \leq R\}$. According to Lemma A.1

$$\Pr\{s^{(e)}_1(X) \geq n\sqrt{pn}\} \leq C(npn)^{-1}.$$  

According to Theorem 4.1 with $\epsilon = c$, we have

$$\Pr\{c/nB \geq s^{(e)}(z)\} \leq \frac{C\ln n}{\sqrt{npn}} + \Pr\{s^{(e)}_1 \geq n\sqrt{pn}\}.$$  

According to Lemma A.2 with $q = 18$, we have

(5.1) \hspace{1cm} \Pr\{|\lambda^{(e)}_1| \leq R\} \leq C\Delta_1^{\gamma} \leq C[\psi(\sqrt{npn})]^{-1/18}.$$

These inequalities imply

(5.2) \hspace{1cm} \Pr[\Omega_n(z)^c] \leq (\psi(\sqrt{npn}))^{-1/18}.$$

Let $r = r(n)$ be such that $r(n) \rightarrow 0$ as $n \rightarrow \infty$. A more specific choice will be made later. Consider the potential $U_{\mu_n}^{(r)}$. We have

$$U_{\mu_n}^{(r)} = -\frac{1}{n} \mathbb{E} \log |\det(X^{(e)} - zI - r\xi I)|$$

$$= -\frac{1}{n} \sum_{j=1}^n \mathbb{E} \log |\lambda^{(e)}_j - r\xi - z| I_{\Omega_n(z)}$$

$$- \frac{1}{n} \sum_{j=1}^n \mathbb{E} \log |\lambda^{(e)}_j - r\xi - z| I_{\Omega_n^{(c)}(z)}$$

$$= U_{\mu_n}^{(r)} + \hat{U}_{\mu_n}^{(r)},$$

where $I_A$ denotes an indicator function of an event $A$ and $\Omega_n(z)^c$ denotes the complement of $\Omega_n(z)$.
LEMMA 5.1. Assuming the conditions of Theorem 4.1, for \( r \) such that
\[
\ln(1/r)(\varphi(\sqrt{np_n}))^{-1/19} \to \infty \quad \text{as } n \to \infty
\]
we have
\[
\hat{U}_{\mu_n}^{(r)} \to 0 \quad \text{as } n \to \infty.
\]

PROOF. By definition, we have
\[
\hat{U}_{\mu_n}^{(r)} = -\frac{1}{n} \sum_{j=1}^{n} E \log |\lambda_j^{(e)} - r \xi - z| I_{\Omega_n^{(e)}(z)},
\]
Applying Cauchy’s inequality, we get, for any \( \tau > 0 \),
\[
|\hat{U}_{\mu_n}^{(r)}| \leq \frac{1}{n} \sum_{j=1}^{n} E^{1/(1+\tau)} |\log |\lambda_j^{(e)} - r \xi - z||^{1+\tau} (\Pr\{\Omega_n^{(e)}\})^{\tau/(1+\tau)}
\]
\[
\leq \left( \frac{1}{n} \sum_{j=1}^{n} E |\log |\lambda_j^{(e)} - r \xi - z||^{1+\tau} \right)^{1/(1+\tau)} (\Pr\{\Omega_n^{(e)}\})^{\tau/(1+\tau)}.
\]
Furthermore, since \( \xi \) is uniformly distributed in the unit disc and independent of \( \lambda_j \), we may write
\[
E |\log |\lambda_j - r \xi - z||^{1+\tau} = \frac{1}{2\pi} E \int_{|\xi| \leq 1} |\log |\lambda_j^{(e)} - r \xi - z||^{1+\tau} d\xi
\]
\[
\quad = E J_1^{(j)} + E J_2^{(j)} + E J_3^{(j)},
\]
where
\[
J_1^{(j)} = \frac{1}{2\pi} \int_{|\xi| \leq 1} |\log |\lambda_j^{(e)} - r \xi - z||^{1+\tau} d\xi,
\]
\[
J_2^{(j)} = \frac{1}{2\pi} \int_{|\xi| \leq 1, |\lambda_j^{(e)} - r \xi - z| > \varepsilon} |\log |\lambda_j^{(e)} - r \xi - z||^{1+\tau} d\xi,
\]
\[
J_3^{(j)} = \frac{1}{2\pi} \int_{|\xi| \leq 1, |\lambda_j - r \xi - z| > 1/\varepsilon} |\log |\lambda_j^{(e)} - r \xi - z||^{1+\tau} d\xi.
\]
Note that
\[
|J_2^{(j)}| \leq \log \left( \frac{1}{\varepsilon} \right).
\]
Since for any \( b > 0 \), the function \(-u^b \log u\) is not decreasing on the interval \([0, \exp\{-1/b\}]\), we have for \( 0 < u \leq \varepsilon < \exp\{-1/b\} \),
\[
-\log u \leq \varepsilon^b u^{-b} \log \left( \frac{1}{\varepsilon} \right).
\]
Using this inequality, we obtain, for \( b(1 + \tau) < 2 \),
\[
|J_1^{(j)}| \leq \frac{1}{2\pi} e^{b(1+\tau)} \left( \log \left( \frac{1}{\varepsilon} \right) \right)^{1+\tau} \times \int_{|\xi| \leq 1, |\lambda_j^{(\varepsilon)} - r^2 - z| \leq \varepsilon} |\lambda_j^{(\varepsilon)} - r^2 - z|^{-b(1+\tau)} d\xi
\]
(5.6)
\[
\leq \frac{1}{2\pi r^2} e^b \log \left( \frac{1}{\varepsilon} \right) \int_{|\xi| \leq \varepsilon} |\xi|^{-b(1+\tau)} d\xi
\]
(5.7)
\[
\leq C(\tau, b) \varepsilon^2 r^{-2} \left( \log \left( \frac{1}{\varepsilon} \right) \right)^{1+\tau}.
\]
If we choose \( \varepsilon = r \), then we get
\[
|J_1^{(j)}| \leq C(\tau, b) \left( \log \left( \frac{1}{r} \right) \right)^{1+\tau}.
\]
(5.8)

The following bound holds for \( \sum_{j=1}^{n} \mathbb{E} J_3^{(j)} \). Note that \( |\log x|^{1+\tau} \leq \varepsilon^2 \times |\log \varepsilon|^{1+\tau} x^2 \) for \( x \geq \frac{1}{\varepsilon} \) and sufficiently small \( \varepsilon \). Using this inequality, we obtain
\[
\frac{1}{n} \sum_{j=1}^{n} \mathbb{E} J_3^{(j)} \leq C(\tau) \varepsilon^2 \log \varepsilon \left| \frac{1}{n} \sum_{j=1}^{n} \mathbb{E} |\lambda_j^{(\varepsilon)} - r^2 - z|^2 \right|
\]
(5.9)
\[
\leq C(\tau) (1 + |z|^2 + r^2) \varepsilon^2 |\log \varepsilon|
\]
\leq C(\tau) (2 + |z|^2) r^2 |\log r|.

Inequalities (5.6)–(5.9) together imply that
\[
\left| \frac{1}{n} \sum_{j=1}^{n} \mathbb{E} |\log |\lambda_j^{(\varepsilon)} - r^2 - z||^{1+\tau} \right| \leq C \left( \log \left( \frac{1}{r} \right) \right)^{1+\tau}.
\]
(5.10)

Furthermore, inequalities (5.2), (5.4), (5.5) and (5.10) together imply
\[
\left| \hat{U}_{\mu_n}^{(r)} \right| \leq C \left( \log \left( \frac{1}{r} \right) \right) \left( C(\varphi(\sqrt{n}p_n))^{-1/18} \right)^{\tau/(1+\tau)}.
\]

We choose \( \tau = 18 \) and rewrite the last inequality as follows:
\[
\left| \hat{U}_{\mu_n}^{(r)} \right| \leq C \left( \log \left( \frac{1}{r} \right) \right) \left( \varphi(\sqrt{n}p_n) \right)^{-1/19} \leq C \left( \log \left( \frac{1}{r} \right) \right) \left( \varphi(\sqrt{n}p_n) \right)^{-1/19}.
\]

If we choose \( r = \frac{1}{\sqrt{n}p_n} \) we obtain \( \log(1/r)((\varphi(\sqrt{n}p_n))^{-1/19} \to 0 \), then (5.3) holds and the lemma is proved. □
We shall investigate $U_{\mu_n}^{(r)}$ now. We may write

\[ U_{\mu_n}^{(r)} = -\frac{1}{n} \sum_{j=1}^{n} \mathbb{E} \log |\lambda_j^{(e)} - z - r \xi| I_{\Omega_n(z)} \]

(5.11)

\[ = -\frac{1}{n} \sum_{j=1}^{n} \mathbb{E} \log(s_j(X^{(e)}(z,r))) I_{\Omega_n(z)} \]

\[ = -\int_{n-B}^{K_{n}+|z|} \log x \, dF_n(x, z, r), \]

where $F_n^{(e)}(\cdot, z, r)$ is the distribution function corresponding to the restriction of the measure $v_n^{(e)}(\cdot, z, r)$ to the set $\Omega_n(z)$. Introduce the notation

\[ \overline{U}_{\mu} = -\int_{n-B}^{K_{n}+|z|} \log x \, dF(x, z). \]

(5.12)

Integrating by parts, we get

\[ \overline{U}_{\mu_n}^{(r)} - \overline{U}_{\mu} = -\int_{n-B}^{K_{n}+|z|} \frac{\mathbb{E}F_n^{(e)}(x, z, r) - F(z, r)}{x} \, dx \]

(5.13)

\[ + C \sup_x |\mathbb{E}F_n^{(e)}(x, z, r) - F(z, r)| |\log(n^{B+1})|. \]

This implies that

\[ |\overline{U}_{\mu_n}^{(r)} - \overline{U}_{\mu}| \leq C \ln n \sup_x |\mathbb{E}F_n^{(e)}(x, z, r) - F(x, z)|. \]

(5.14)

Note that, for any $r > 0$, $|s_j^{(e)}(z) - s_j^{(e)}(z, r)| \leq r$. This implies that

\[ \mathbb{E}F_n^{(e)}(x - r, z) \leq \mathbb{E}F_n^{(e)}(x, z, r) \leq \mathbb{E}F_n^{(e)}(x + r, z). \]

(5.15)

Hence, we get

\[ \sup_x |\mathbb{E}F_n^{(e)}(x, z, r) - F(x, z)| \leq \sup_x |\mathbb{E}F_n^{(e)}(x, z) - F(x, z)| + \sup_x |F(x + r, z) - F(x, z)|. \]

(5.16)

Since the distribution function $F(x, z)$ has a density $p(x, z)$ which is bounded (see Remark 3.1) we obtain

\[ \sup_x |\mathbb{E}F_n^{(e)}(x, z, r) - F(x, z)| \leq \sup_x |\mathbb{E}F_n^{(e)}(x, z) - F(x, z)| + Cr. \]

(5.17)

Choose $r = \frac{1}{\sqrt{n}p_n}$. Inequalities (5.17) and (2.48) together imply

\[ \sup_x |\mathbb{E}F_n^{(e)}(x, z, r) - F(x, z)| \leq C \left( (\varphi(\sqrt{n}p_n))^{-1/18} + \frac{1}{\sqrt{n}p_n} \right). \]

(5.18)
From inequalities (5.18) and (5.14) it follows that
\[ |\overline{U}_{\mu_n}^{(r)} - \overline{U}_{\mu}^{(r)}| \leq C \left( \left( \phi(\sqrt{np_n}) \right)^{-1/18} + \frac{1}{\sqrt{np_n}} \right) \log(n^B). \]

Note that
\[ |\overline{U}_{\mu_n}^{(r)} - \overline{U}_{\mu}^{(r)}| \leq \left| \int_{0}^{n-b} \log x \, dF(x, z) \right| \leq Cn^{-B} |\log(n^{-B})|. \]

Let \( K = \{ z \in \mathbb{C} : |z| \leq R \} \) and let \( K^c \) denote \( \mathbb{C} \setminus K \). According to Lemma A.2 with \( q = 18 \), we have, for \( k_1 \) and \( R \) from Lemma A.2,
\[ 1 - q_n := E_{\mu_n}^{(r)}(K^c) \leq k_1 n^{-1/18} + \Pr\{|\lambda_{k_1}| > R\} \leq C(\phi(np_n))^{-1/18}. \]

Furthermore, let \( \overline{\mu}_n^{(r)} \) and \( \hat{\mu}_n^{(r)} \) be probability measures supported on the compact set \( K \) and \( K^c \), respectively, such that
\[ E_{\mu_n}^{(r)} = q_n \overline{\mu}_n^{(r)} + (1 - q_n) \hat{\mu}_n^{(r)}. \]

Introduce the logarithmic potential of the measure \( \overline{\mu}_n^{(r)} \),
\[ U_{\overline{\mu}_n^{(r)}} = -\int \log|z - \xi| \, d\overline{\mu}_n^{(r)}(\xi). \]

Similar to the proof of Lemma 5.1 we show that
\[ \lim_{n \to \infty} |U_{\overline{\mu}_n^{(r)}}^{(r)} - U_{\hat{\mu}_n^{(r)}}^{(r)}| \leq C \ln n(\phi(np_n))^{-1/19}. \]

This implies that
\[ \lim_{n \to \infty} U_{\overline{\mu}_n^{(r)}}(z) = U_{\mu}(z) \]

for all \( z \in \mathbb{C} \). According to equality (3.15), \( U_{\mu}(z) \) is equal to the potential of uniform distribution on the unit disc. This implies that the measure \( \mu \) coincides with the uniform distribution on the unit disc. Since the measures \( \overline{\mu}_n^{(r)} \) are compactly supported, Theorem 6.9 from [14] and Corollary 2.2 from [14] together imply that
\[ \lim_{n \to \infty} \overline{\mu}_n^{(r)} = \mu \]

in the weak topology. Inequality (5.19) and relations (5.20) and (5.20) together imply that
\[ \lim_{n \to \infty} E_{\mu_n}^{(r)} = \mu \]

in the weak topology. Finally, by Lemma 1.1 we get
\[ \lim_{n \to \infty} E_{\mu} = \mu \]

in the weak topology. Thus Theorem 1.2 is proved.
APPENDIX

In this appendix we collect some technical results.

The largest singular value. Recall that $|\lambda_1^{(e)}| \geq \cdots \geq |\lambda_n^{(e)}|$ denote the eigenvalues of the matrix $X^{(e)}$ ordered via decreasing absolute values, and let $s_1^{(e)} \geq \cdots \geq s_n^{(e)}$ denote the singular values of the matrix $X^{(e)}$.

We show the following:

**Lemma A.1.** Under condition of Theorem 1.1 for sufficiently large $K \geq 1$ we have

(A.1) \[ \Pr\{s_1^{(e)} \geq n \sqrt{p_n}\} \leq C / np_n \]

for some positive constant $C > 0$.

**Proof.** Using Chebyshev’s inequality, we get

(A.2) \[ \Pr\{s_1^{(e)} \geq n \sqrt{p_n}\} \leq \frac{1}{n^2 p_n} \mathbb{E} \text{Tr}(X^{(e)}(X^{(e)})^*) \leq 1/(np_n). \]

Thus the lemma is proved. \qed

**Lemma A.2.** Assume that $\max_{j,k} \mathbb{E}|X_{jk}|^2 \varphi(X_{jk}) \leq C$ with $\varphi(x) := (\ln(1 + |x|))^q$, $q \geq 7$, and $\Delta_n := \sup_{x} |F_n^{(e)}(x, z) - F(x, z)|$. Then there exists some absolute positive constant $R$ such that

(A.3) \[ \Pr\{|\lambda_{k_1}^{(e)}| > R\} \leq (\varphi(np_n))^{-12q}/(q-6), \]

where $k_1 := \lceil \Delta_n^{(q+6)/(2q)} n \ln n \rceil$.

**Proof.** Let us introduce $k_0 := \lceil \Delta_n^{(q+6)/(2q)} n \rceil$. Using Chebyshev’s inequality we obtain, for sufficiently large $R > 0$,

\[ \Pr\{s_{k_0}^{(e)} > R\} \leq \frac{1 - \mathbb{E} F_n(R)}{k_0/n} \leq \Delta_n^{(q-6)/(2q)}. \]

On the other hand,

(A.4) \[ \Pr\{|\lambda_{k_1}^{(e)}| > R\} \leq \Pr\left\{ \prod_{\nu=1}^{k_1} |\lambda_{\nu}^{(e)}| > R^{k_1}\right\} \]

\[ \leq \Pr\left\{ \prod_{\nu=1}^{k_1} s_{\nu}^{(e)} > R^{k_1}\right\} \leq \Pr\left\{ \frac{1}{k_1} \sum_{\nu=1}^{k_1} \ln s_{\nu}^{(e)} > \ln R \right\}. \]
Furthermore, for any value $R_1 \geq 1$, splitting into the events $s_{k_0}^{(e)} > R$ and $s_{k_0}^{(e)} \leq R$, we get

$$\Pr\left\{ \frac{1}{k_1} \sum_{v=1}^{k_1} \ln s_v^{(e)} > \ln R_1 \right\}$$

$$\leq \Pr\{s_{k_0}^{(e)} > R\} + \Pr\left\{ \frac{k_0}{k_1} \ln s_1^{(e)} + \ln R > \ln R_1 \right\}$$

$$\leq \Delta_1^{(q-6)/(2q)} + \Pr\left\{ \ln s_1^{(e)} > \frac{k_1}{k_0} \ln \frac{R_1}{R} \right\}. $$

Now choose $R_1 := R^2$. Thus, since $k_1/k_0 \sim \ln n$,

$$\Pr\{|\lambda_{k_1}^{(e)}| > R\} \leq \Delta_1^{(q-6)/(2q)} + \Pr\{\ln s_1^{(e)} > \ln R\ln n\}. $$

Taking into account Lemma A.1 and inequality (2.48) we obtain

$$\Pr\{|\lambda_{k_1}^{(e)}| > R\} \leq \Delta_1^{(q-6)/(2q)} + \frac{C}{np_n} \leq C(\varphi(np_n))^{-(q-6)/(12q)}$$

for some positive constant $C > 0$, thus proving the lemma. □

**Lemma A.3.** Let $\varkappa = \max_{j,k} \mathbb{E}|X_{jk}|^2 \varphi(X_{jk})$. The following inequality holds:

$$\left( A.5 \right) \quad \frac{1}{n\sqrt{np_n}} \sum_{j,k=1}^{n} \mathbb{E}\varepsilon_{jk}|X_{jk}|(|T_{k+n,j}^{(jk)}| + |T_{j,k+n}^{(jk)}|) \leq \frac{C}{\sqrt{\varkappa \varphi(\sqrt{np_n})}}. $$

**Proof.** Introduce the notation

$$\left( A.6 \right) \quad B := \frac{1}{n\sqrt{np_n}} \sum_{j,k=1}^{n} \mathbb{E}\varepsilon_{jk}|X_{jk}|(|T_{k+n,j}^{(jk)}| + |T_{j,k+n}^{(jk)}|)$$

and

$$B_1 := \frac{2}{n^2 p_n} \sum_{j,k=1}^{n} \mathbb{E}\varepsilon_{jk}|X_{jk}|^2 |R_{k+n,j}^{(jk)}| |R_{k+n,j}^{(jk)} - R_{k+n,j}|,$$

$$B_2 := \frac{2}{n^2 p_n} \sum_{j,k=1}^{n} \mathbb{E}\varepsilon_{jk}|X_{jk}|^2 |R_{k+n}^{(jk)}| |R_{j,j}^{(jk)} - R_{j,j}|,$$

$$B_3 := \frac{2}{n^2 p_n} \sum_{j,k=1}^{n} \mathbb{E}\varepsilon_{jk}|X_{jk}|^2 |R_{j,j}^{(jk)}| |R_{k+n,k+n}^{(jk)} - R_{k+n,k+n}|,$$

$$B_4 := \frac{2}{n^2 p_n} \sum_{j,k=1}^{n} \mathbb{E}\varepsilon_{jk}|X_{jk}|^2 |R_{j,k+n}^{(jk)}| |R_{j,k+n}^{(jk)} - R_{j,k+n}|.$$
Since the function $|x|/\phi(x)$ not decreasing, it follows from inequality (2.10) that

\[(A.8) \quad |R_{i,m}^{(jk)} - R_{l,m}| \leq \frac{1}{v} I_{|X_{jk}| > \sqrt{np_n}} + \frac{1}{v^2 \phi(\sqrt{np_n})} \phi(X_{jk}).\]

It is easy to check that

\[(A.9) \quad \max\{B_k, k = 1, \ldots, 8\} \leq \frac{C \varsigma}{v^3 \phi(\sqrt{np_n})}.\]

This implies that

\[(A.10) \quad B \leq \frac{C \varsigma}{v^3 \phi(\sqrt{np_n})}.\]

\[\square\]

**Lemma A.4.** Let $\mu_n$ be the empirical spectral measure of the matrix $X$ and $\nu_r$ be the uniform distribution on the disc of radius $r$. Let $\mu_n^{(r)}$ be the empirical spectral measure of the matrix $X^{(r)} = X - r\xi I$, where $\xi$ is a random variable which is uniformly distributed on the unit disc. Then the measure $E\mu_n^{(r)}$ is the convolution of the measures $E\mu_n$ and $\nu_r$, that is,

\[(A.11) \quad E\mu_n^{(r)} = (E\mu_n) \ast (\nu_r).\]

**Proof.** Let $J$ be a random variable which is uniformly distributed on the set $\{1, \ldots, n\}$. Let $\lambda_1, \ldots, \lambda_n$ be the eigenvalues of the matrix $X$. Then $\lambda_1 + r\xi, \ldots, \lambda_n + r\xi$ are eigenvalues of the matrix $X^{(r)}$. Let $\delta_x$ be denote the Dirac measure. Then

\[(A.12) \quad \mu_n = \frac{1}{n} \sum_{j=1}^{n} \delta_{\lambda_j}\]

and

\[(A.13) \quad \mu_n^{(r)} = \frac{1}{n} \sum_{j=1}^{n} \delta_{\lambda_j + r\xi}.\]

Denote by $\mu_{nj}$ the distribution of $\lambda_j$. Then

\[\begin{align*}
\mu_n &= \frac{1}{n} \sum_{j=1}^{n} \mu_{nj} \\
E\mu_n &= \frac{1}{n} \sum_{j=1}^{n} \mu_{nj} \\
E\mu_n^{(r)} &= \frac{1}{n} \sum_{j=1}^{n} \mu_{nj} \ast v_r = \left( \frac{1}{n} \sum_{j=1}^{n} \mu_{nj} \right) \ast (v_r) = (E\mu_n) \ast (v_r).
\end{align*}\]

Thus the lemma is proved. \[\square\]
Let
\[ f_n(r, t, v) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp\{itx + ivy\} dG_n(x, y) \]
and
\[ f_n(t, v) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp\{itx + ivy\} dG_n(x, y), \]
where
\[ G_n(r, x, y) = \frac{1}{n} \sum_{j=1}^{n} \Pr\{\Re \lambda_j + r \xi \leq x, \Im \lambda_j + r \xi \leq y\} \]
and
\[ G_n(x, y) = \frac{1}{n} \sum_{j=1}^{n} \Pr\{\Re \lambda_j \leq x, \Im \lambda_j \leq y\}. \]

Denote by \( h(t, v) \) the characteristic function of the joint distribution of the real and imaginary parts of \( \xi \),
\[ h(t, v) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp\{iux + ivy\} dG(x, y). \]

**Lemma A.5.** The following relations hold
\[ f_n(r, t, v) = f_n(t, v)h(rt, rv). \]
If for any \( t, v \) there exists \( \lim_{n \to \infty} f_n(t, v) \), then
\[ \lim_{r \to 0} \lim_{n \to \infty} f_n(r, t, v) = \lim_{n \to \infty} \lim_{r \to 0} f_n(r, t, v) \]
\[ = \lim_{n \to \infty} f_n(t, v). \]

**Proof.** The first equality follows immediately from the independence of the random variable \( \xi \) and the matrix \( X \). Since \( \lim_{r \to 0} h(rt, rv) = h(0, 0) = 1 \) the first equality implies the second one. \( \square \)

**Lemma A.6** ([9], Lemma 2.1). Let \( F \) and \( G \) be distribution functions with Stieltjes transforms \( S_F(z) \) and \( S_G(z) \), respectively. Assume that \( \int_{-\infty}^{\infty} |F(x) - G(x)| \, dx < \infty \). Let \( G(x) \) have a bounded support \( J \) and density bounded by some constant \( K \). Let \( V > v_0 > 0 \) and \( a \) be positive numbers such that
\[ \gamma = \frac{1}{\pi} \int_{|u| \leq a} \frac{1}{u^2 + 1} \, du > \frac{3}{4}. \]
Then there exist some constants $C_1, C_2, C_3$ depending on $J$ and $K$ only such that

$$
\sup_x |F(x) - G(x)| \leq C_1 \sup_{x \in J} \int_{-\infty}^{x} |S_F(u + iV) - S_G(u + iV)| \, du
$$
(A.23)

$$
+ \sup_{u \in J} \int_{V}^{V_0} |S_F(u + iV) - S_G(u + iV)| \, dv + C_3 v_0.
$$

**Lemma A.7.** Let $X_{jk}, 1 \leq j, k \leq n$, be independent complex random variables with $E X_{j,k} = 0$ and $E|X_{j,k}|^2 = 1$. Assume furthermore that

$$
\max_{j,k} E|X_{jk}|^2 I_{|X_{jk}| > M} \to 0 \quad \text{for} \ M \to +\infty.
$$

Then we have, for some positive $r_0$ and $\eta_0$,

$$
\sup \max_{u \in \mathbb{C}} \max_{j,k} \Pr(|X_{jk} - u| < \eta_0) \leq r_0 < 1.
$$

**Proof.** First we note, that there exists a positive number $M$ such that

$$
\min_{j,k} E(|X_{jk}|^2 I_{|X_{jk}| \leq M}) > \frac{7}{8}.
$$

Let $\eta_0$ be a small positive number. For $|u| > M + \eta_0$ we have

$$
\Pr(|X_{jk} - u| \geq \eta_0) \geq \Pr(|X_{jk}| \leq M) \geq \frac{1}{M^2} E(|X_{jk}|^2 I_{|X_{jk}| \leq M})
$$

(A.24)

$$
\geq \frac{7}{8M^2}.
$$

Consider now $|u| \leq M + \eta_0$. Then

$$
\Pr(|X_{jk} - u| \geq \eta_0) \geq E(I_{2M + \eta_0 \geq |X_{jk} - u| \geq \eta_0})
$$

(A.25)

$$
\geq \frac{1}{4M^2} E(|X_{jk} - u|^2 I_{2M + \eta_0 \geq |X_{jk} - u| \geq \eta_0})
$$

$$
\geq \frac{1}{4M^2} (1 - E(|X_{jk} - u|^2 I_{|X_{jk} - u| < \eta_0}))
$$

$$
\geq \frac{1}{4M^2} (1 - \eta_0^2 - E(|X_{jk} - u|^2 I_{|X_{jk} - u| > 2M + \eta_0})))
$$

$$
\geq \frac{1}{4M^2} (1 - \eta_0^2 - E(|X_{jk} - u|^2 I_{|X_{jk} - u| > M}))
$$

$$
\geq \frac{1}{4M^2} \left( \frac{3}{4} - \eta_0^2 - \frac{|u|^2}{4M^2} \right)
$$

$$
\geq \frac{1}{16M^2} \left( 3 - 4\eta_0^2 - \left( 1 + \frac{\eta_0^2}{M} \right)^2 \right).
$$

Combining inequalities (A.24) and (A.25) we obtain the claim. □
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