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Abstract—Federated learning allows a large number of devices to jointly learn a model without sharing data. In this work, we enable clients with limited computing power to perform action recognition, a computationally heavy task. We first perform model compression at the central server through knowledge distillation on a large dataset. This allows the model to learn complex features and serves as an initialization for model fine-tuning. The fine-tuning is required because the limited data present in smaller datasets is not adequate for action recognition models to learn complex spatio-temporal features. Because the clients present are often heterogeneous in their computing resources, we use an asynchronous federated optimization and we further show a convergence bound. We compare our approach to two baseline approaches: fine-tuning at the central server (no clients) and fine-tuning using (heterogeneous) clients using synchronous federated averaging. We empirically show on a testbed of heterogeneous embedded devices that we can perform action recognition with comparable accuracy to the two baselines above, while our asynchronous learning strategy reduces the training time by 40% relative to synchronous learning.

Impact Statement—In order to enable edge devices to perform action recognition using limited computing power, we have developed a federated learning framework that also takes into account the heterogeneity of resources present on each embedded device. CCTV cameras, which are critical to security applications, often require the classification of abnormal activity. Since privacy is crucial, the video data cannot always be transferred to a central server. Hence, the training needs to occur at the edge devices themselves. In order to ensure that downtime on certain devices does not affect the rest of the system, in this paper, we use asynchronous updates. The framework in this paper can be used in a variety of applications, including, but not limited to, industry, defense and government applications.

Index Terms—Computer Vision, Action Recognition, Federated Learning, Edge Computing

I. INTRODUCTION

Action recognition has been a long-standing and actively pursued problem in the computer vision community due to its practical applications in areas such as surveillance, semantic video retrieval and multimedia mining. Video action recognition involves the identification of actions from video clips. This may seem like an extension of image classification to multiple frames: predicting the action in each frame and aggregating the predictions. However, the success of image classification on datasets such as ImageNet [1] has not been replicated in video classification. Several challenges exist in video recognition such as huge computational costs, capturing long spatio-temporal contexts, and designing classification architectures. Human action recognition approaches can be categorized into visual sensor-based, non-visual sensor-based, and multi-modal categories [2], [3]. The main difference between visual and other categories is the form of the sensed data. The visual data are captured in the form of 2D/3D images or video whilst others capture the data in the form of a 1D signal [3].

Apart from fully-supervised methods [4], [5], [6], [7], several papers discuss few-shot [8], [9] mechanisms and zero-shot learning mechanisms [10], [11]. As the name suggests, in few-shot learning, the number of training examples is limited, and in zero-shot learning, we use test samples from classes that were not observed during training. The datasets available for the task have variable sizes; some such as the Kinetics [12] have sufficient data to train large models, whereas others like HMDB51 [13] and UCF101 [14] result in model overfitting due to limited data. We also empirically see here that ResNet training resulted in significant overfitting for UCF-101 and HMDB-51 but not for Kinetics [15]: ResNet-18 trained from scratch on HMDB51 achieved a per-clip accuracy of 17.1% whereas a model pretrained on the Kinetics dataset and fine-tuned on HMDB51 achieved a per-clip accuracy of 56.4% [16]. As datasets grow in size and complexity, an additional limiting factor is that of constraints such as computation, time required, and costs associated with training [17]. These constraints become crucial in edge devices, which typically have limited computation and storage and unpredictable network connectivity to a central server [18]. Limited device storage in turn implies that clients can accommodate only small local datasets, and as seen in previous work [16], this results in inaccurate models.

Although computer vision algorithms have achieved high accuracy on several tasks, it comes at the price of large computational costs [19]. Federated learning aims to leverage the computing power and data of a multitude of clients, often with significant heterogeneity in terms of computational power and network bandwidth, to build models. Federated learning is also motivated by the desire for privacy preservation [20], eliminating the risk of sensitive data transfer to a central server [21], [22], [23]. Furthermore, the technique is most often implemented using the synchronous approach, which assumes that clients proceed in lockstep. Particularly in our...
target domain of embedded devices, a synchronous approach can get bottlenecked due to a few straggler clients as has been argued before [24], [18], [25]. This stems from the heterogeneity among the clients in resources and datasets, and variation in network connectivity [26]. Hence, in this work we choose to use an asynchronous federated learning optimization.

In this paper we discuss enabling action recognition in edge devices through federated learning. An overview of our approach is given in Figure 1. Considering that edge devices have limited computing and memory, the datasets present on them are small. To overcome this, we first distill knowledge from large models, pretrained on the larger Kinetics dataset, to the central server. We use two approaches to this knowledge distillation: one in which the teacher directly teaches the student [27], and the second approach, where there is an intermediate teaching assistant (TA) [28]. We observe that the latter approach is superior, albeit it comes at the cost of higher training time, and we adopt this approach in our pipeline.

In the original work on TA, the setting was image classification. Here, we show through empirical evaluation that introducing a TA between the student and the teacher improves the accuracy for action recognition through videos. We further investigate the effects of using additional TAs in our pipeline. While the increase in per-clip, top-1 accuracy is appreciable when one TA is introduced, using additional TAs does not produce any considerable improvement in accuracy. On the other hand, the training time increases sharply as more TAs are added.

The advantage of knowledge distillation is twofold: first, it compresses the model—advantageous for limited computing, and second, it initializes a model for fine-tuning. Since we use heterogeneous embedded devices as clients, we incorporate an asynchronous federated optimization at the fine-tuning stage. We also show that under certain assumptions, the algorithm has a convergence bound. To the best of our knowledge, no previous work tackles the problem of performing action recognition from video clips, via federated learning. In addition to this, we compare our approach to two baselines: first, fine-tuning on the central server (no clients), and second, fine-tuning on clients using synchronous federated averaging. We use as evaluation metrics accuracy and time. For the accuracy, we use top-1 accuracy at the clip level\(^1\), and at the entire video level. The finer granularity (clip-level) allows us to model (near) real-time action recognition and is a more challenging metric. For the metric of time, we measure both training and inference times.

In summary, our paper makes the following contributions: 1. Our work is the first to enable action recognition, a computationally heavy task, on edge devices, which have limited computing and memory resources and hence can only accommodate small-sized datasets on them. 2. In order to circumvent the problem of limited data, we apply knowledge distillation, with and without an intermediate teaching assistant (TA) using the Kinetics dataset, and observe that the latter is superior. Furthermore, we experiment by adding more TAs but observe that the increase in accuracy is negligible. Thus, our work expands on the original work to use TAs [28] to the significantly heavier task of activity recognition.

3. The edge devices used as clients are heterogeneous, mimicking many real-world settings. We show a convergence bound for asynchronous training. We implement and run experiments on a heterogeneous testbed of embedded devices and show that the asynchronous training has significant advantages over synchronous, while the accuracy achieved is comparable to the centralized baseline.

II. RELATED WORK

FedVision [29] is the first paper to discuss setting up federated learning for object detection from images. Current approaches, which build object detection models on centrally located datasets, suffer from the high cost of transmitting video data and privacy concerns that are alleviated using federated learning. They provide a platform to support the development of object detection models. However, FedVision uses the synchronous FedAvg [30] algorithm in their work, which is adversely affected by stragglers and heterogeneity. Another approach [31], which tackles object detection, uses Kullback-Leibler divergence (KLD) to measure the divergence of the weight distribution in training and proposes FedAvg with Abnormal Weights Clip to relief the influence of non-IID data, enabling higher performance with non-IID data. Federated learning has also been used to solve problems in medical imaging [32]. To the best of our knowledge, no work so far has tackled the problem of action recognition using federated learning.

Federated distillation [33] follows an online version of knowledge distillation, known as co-distillation (CD) [34]. In CD, each device treats itself as a student, and sees the mean model output of all the other devices as its teacher’s output. Furthermore, to rectify non-IID data of on-device ML can be corrected by obtaining the missing local data samples at each device from the other devices. This can induce significant overhead, so FAug is proposed which generates the missing data on each device. They empirically found that their approach yields lower overhead and better accuracy for image classification on MNIST [35]. Human action recognition

---

\(^1\)A clip consists of 8 video frames.
approaches can be categorized into visual sensor-based, non-
visual sensor-based and multi-modal categories [2], [3]. So far,
federated learning has only been incorporated into federated
learning using wearable sensors [36], [37].

For federated learning on heterogeneous devices, previous
work include an adaptive control algorithm that determines the
best trade-off between local updates and global aggregation un-
der a given resource constraint [38], model training in a network
of heterogeneous edge devices, taking into account communication
costs [39], and a method for straggler acceleration by dynamically masking neurons [40]. Aso-fed [41] presents an
online learning algorithm that updates the central model in an
asynchronous manner, tackling challenges associated with both
varying computational loads at heterogeneous edge devices and
stragglers. There has been a sparse but rapidly growing work
in federated learning at edge devices, driven by the increasing
numbers of such edge devices [42], [43], [38]. Training and
deploying smaller yet accurate networks is of interest in edge
devices. Knowledge distillation compresses the knowledge of a
large and computationally expensive model (often an ensemble
of neural networks) to a single computationally efficient neural
network. The fact that these edge devices are often constrained
in terms of local resources (compute, memory, and storage) as
well as network resources (low bandwidth connections, intermittency connectivity) has given rise to fruitful areas of
inquiry in communication-efficient federated learning [44], [45],
asynchronous learning to deal with stragglers [47], [40],
approximate models and computation [48], [49], [50], and
knowledge distillation to create more succinct models [51],
[52].

When knowledge distillation is done via intermediate TAs,
the accuracy for image classification is seen to increase [28].
Other applications of knowledge distillation in computer vision
include those for semantic segmentation [53], [54], image
classification [55], and action recognition [56]. To date, the
applications of federated learning to computer vision have been
limited. FedVision [29] provides a tool for the development of
object detection frameworks. Distinct from all prior work, we
are the first to perform federated learning for action recognition,
a computationally heavier task than those previously attempted,
leveraging heterogeneous edge devices.

III. BACKGROUND AND PROBLEM STATEMENT

A. Architecture

ResNets [57], [15] introduced shortcut connections that
bypass a signal from one layer to the next. The connections
pass through the gradient flows of networks from later layers
to early layers, and ease the training of very deep networks.
The ResNets that we use here performs 3D convolution and
3D pooling. Figure 2 shows the basic building block that we
use while building our models. Here $F$ refers to the number
of convolution filters. The dimensions of $B(x)$ and $x$ may
be different, therefore, we use $1 \times 1 \times 1$ convolutions to match
dimensions. In our experiments, we use ResNet-18, ResNet-26,
and ResNet-34 which are derived from the building block.
For the knowledge distillation experiments, the teacher we
use is ResNet-34, the student is ResNet-18 and the teaching
assistant is ResNet-26. Subsequent fine-tuning is performed on
the distilled ResNet-18 model.

B. Knowledge Distillation

Knowledge distillation leverages information present in a
larger “teacher” model to train a “smaller” student model. The
soft probabilities (or logits) output from the teacher convey
additional information to the student [27]; rather than just using
training labels, students can learn more by understanding the
relation between different classes. The additional information
from the soft probabilities can help the student network identify
the decision boundaries better if multiple classes have high
soft probabilities.

Concretely, given an input $x$, the teacher model computes a
vector of scores (or logits) $z^t(x) = [z_1^t(x), z_2^t(x), \ldots, z_K^t(x)]$ for
$K$ classes. We define the knowledge distillation loss $L_{KD}$ as the
Mean Squared Error between the logits from the teacher model
$z^t$ and the student model $z^s$, i.e., $L_{KD} = \|z^t(x) - z^s(x)\|^2$.
The overall loss function is a combination of two loss functions,
$L = \alpha L_{cls} + (1 - \alpha) L_{KD}$ where $L_{cls}$ is the conventional cross-
entropy loss which is computed for the predictions made by
the student and the ground truth corresponding to the input $x$.
The teacher model cannot effectively transfer its knowledge
to the student if the size gap between them is large [28]. To
alleviate this, the knowledge distillation is done in steps and
an intermediate-sized model, the teaching assistant (TA), is
introduced. Thus, in the first round of a teacher-TA-student
knowledge distillation algorithm, the TA distils knowledge
from the teacher model, with the loss function $L_1 = \alpha L_{cls}^T +
(1 - \alpha) L_{KD}^T$. Subsequently, the student distils the knowledge
that is gained by the TA and is trained with the loss function
$L_2 = \alpha L_{cls}^S + (1 - \alpha) L_{KD}^S$. Here $z^T$ refers to the vector
of logits computed by the TA, $L_{KD}^T = \|z^T(x) - z^{TA}(x)\|^2$,
$L_{KD}^S = \|z^{TA}(x) - z^{TA}(x)\|^2$, and $L_{cls}^T$ and $L_{cls}^S$ are the cross-
entropy losses for the TA and student model respectively, and
these are calculated considering the ground truth to be the
output of the teacher for the input $x$. 
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C. Fine Tuning

Transfer learning is used to improve a learner from one domain by transferring information from a related domain. One possible need for transfer learning occurs when there is a limited supply of target training data \[58\]. Action recognition models require large datasets to learn complex spatiotemporal features \[16\]. In this work, we aim to enable edge devices with limited memory and computation abilities to perform action recognition. For example, amongst the edge devices we are using in this experiments, the NVIDIA Jetson AGX Xavier, the most well-resourced device type, has a 32GB storage and cannot store large datasets like Kinetics-400 which requires an approximate storage space of 400GB.

Next, we formally define transfer learning. A domain \( \Psi \) is defined by a feature space \( \chi \) and a marginal probability distribution \( P(X) \), where \( X = \{x_1, x_2, \ldots, x_n\} \in \chi \). For a given domain \( \Psi \), a task \( \Gamma \) is defined by a label space \( Y \) and a predictive function \( f(\cdot) \). The training data consists of the pairs \( \{(x_i, y_i)\} \) where \( x_i \in \chi \) and \( y_i \in Y \). Hence, we define a domain \( \Psi = \{\chi, P(X)\} \) and a task \( \Gamma = \{Y, f(\cdot)\} \). We define the source task \( \Gamma_s \), target task \( \Gamma_T \), source predictive function \( f_S(\cdot) \), target predictive function \( f_T(\cdot) \), source domain \( \Psi_S \) and target domain \( \Psi_T \). Formally, transfer learning is the process of improving the predictive function \( f_T(\cdot) \) using the related information from \( \Psi_S \) and \( T_S \), where \( \Psi_S \neq \Psi_T \) or \( \Gamma_S \neq \Gamma_T \).

D. Problem Formulation

We consider a federated learning setup with \( n \) devices. Our aim is to find the parameters \( w \) that solve \( \min_w F(w) \). Here, \( F(w) = \frac{1}{n} \sum_{k=1}^{n} E[l(w; d^k)] \) where \( d^k \) is data sampled from local data \( D^k \) on the \( k \)-th device, and \( l(\cdot; \cdot) \) is a user specified loss function.

The training takes \( E \) global epochs. In the \( i \)-th epoch, the central server receives an updated \( w_{new} \) from a client. The model parameters are then averaged \( w_t = (1 - \beta_t)w_{t-1} + \beta_tw_{new} \), where \( \beta \in (0,1) \) is the mixing hyperparameter. Because of the presence of stragglers, we define “staleness” as \( t - \tau \) where \( \tau \) is the epoch on the local device, and adaptively calculate the \( \beta_t \). On the \( i \)-th device, after receiving the global model \( w_t \), the local optimization is \( \min_w E[l(w; d^k) + \theta \|w - w_t\|^2] = \min_w E[g_{w_t}(w; d^k)] \). Here \( \theta \) is the regularization hyperparameter. All norms used in the paper are \( \ell_2 \)-norms.

The model trains for a number of local iterations, where that number \( \in [H_{min}, H_{max}] \) with a learning rate \( \eta \). We define the imbalance ratio \( \lambda = H_{max}/H_{min} \). \( w_{i,t} \) refers to the weights from epoch \( t \) on device \( i \) after \( h \) training iterations. The number of iterations is specified by the server to the clients and it can do this based on local knowledge (such as, the desire to avoid hotspot congestion at the server) or based on client knowledge (such as, the compute resources at each edge device).

Algorithm 1 Asynchronous Federated Learning

Server

Initialize \( w_0 \).

for \( t = 1 \) to \( E \) do

Receive \((w_{new}, \tau)\) from any client

\( \beta_t \leftarrow \beta \times s(t - \tau) \).

End for

Client

for \( k \in \{1, \ldots, n\} \) in parallel do

receive global model and time stamp \((w_t, \tau)\)

Define \( g_{w_t}(w; d) = l(x; z) + \frac{\theta}{2}\|w - w_t\|^2 \)

for local iteration \( h \in \{1, \ldots, H^k\} \) do

Sample \( d^k_{\tau,h} \) from \( D^k \)

\( w_{t,h} \leftarrow w_{t,h-1} - \eta g_{w_t}(w_{t,h-1}; d^k_{\tau,h}) \)

End for

Send \((w_{t,h}^k, \tau, H^k)\) to the server

End for

are heterogeneous, there is no synchronization between the various devices. The \( k \)-th client performs training with a learning rate \( \eta \) using data \( d^k_{\tau,h} \), which is randomly sampled from its local dataset \( D^k \). \( H^k \) is the number of local iterations performed. \( E \) is the total number of global epochs.

Because of delays by clients in sending the updates due to various reasons like low battery, high latency, or low bandwidth, different clients have different values of staleness, \( t - \tau \). Intuitively, a large staleness means that the global model is more accurate because it has been trained more. Hence, aggregating with stragglers results in errors being introduced. To mitigate this, we use a function \( s(t - \tau) \), which adaptively changes the mixing parameter \( \beta_t = \beta \times s(t - \tau) \) — the weight allocated to \( w_{new} \) in the aggregation. The general form of this function is that \( s(t - \tau) = 1 \) when \( t = \tau \) and it monotonically decreases with increase in \( t - \tau \).

IV. ALGORITHMIC AND SYSTEM DETAILS

A. Asynchronous Federated Optimization

The global server and the clients conduct training in an asynchronous manner; the client starts training and sends updates to the server as soon as it is done. Because the clients
B. Convergence Analysis

We make the following assumptions in our analysis. Assumptions 1 and 2 are standard; typical examples are $l_2$ regularized linear regression, logistic regression, and softmax classification.

**Assumption 1** Assume that for a device $F(\cdot)$ is L-smooth; $\forall w, F(w) \leq F(w) + \langle \nabla F(w), v - w \rangle + \frac{L}{2} \|v - w\|^2$.

**Assumption 2** Assume that $F(\cdot)$ is $\mu$-weakly convex; there exists a function $G(\cdot)$ which is convex, such that $\forall v, G(v) = F(v) + \frac{\mu}{2} \|v\|^2$.

**Assumption 3** The staleness of stragglers $t - \tau$, where $t$ represents the current global epoch and $\tau$ represents the local epoch, is bounded $t - \tau \leq K$.

**Assumption 4** Assume that for a device $k$, the square norm of the gradients are bounded. $\|\nabla l(w; d^k)\|^2 \leq B_1^2$ and $\|\nabla g_w(w; d^k)\|^2 \leq B_2^2$.

**Theorem** Under assumptions 1 through 4, for any constant $\epsilon > 0$, and choosing $\theta$ large enough such that $\theta > \mu$ and $-(1 + 2\theta + \epsilon)B_2^2 + (\theta_2^2 - \frac{\theta}{2})\|w_{t-1} - w_r\|^2 \geq 0$ for all $w_{t-1}, w_r$, and learning rate $\eta < \frac{1}{B}$, after $E$ global updates, algorithm 1 converges to a critical point,

$$\frac{E - 1}{t = 0} E \|\nabla F(w_t)\|^2 \leq \frac{E(F(w_0) - F(w_E))}{\beta \eta H_{min}} + O(\frac{\eta \lambda H_{min}^2}{\epsilon}) + O(\frac{\beta K \lambda}{\epsilon}) + O(\frac{\beta^2 \eta K^2 \lambda^2 H_{min}^2}{\epsilon})$$

Here $F(w_t)$, the objective function, represents the training loss in epoch $t$. Intuitively, when we upper bound the square of $L2$-norm of the gradient, $\nabla F(\cdot)$ approaches zero, and since we use gradient steps to update weights, the algorithm converges.

Choosing the learning rate $\eta = \frac{1}{\sqrt{E}}$, and having the number of training epochs $E$ approach infinity, the asymptotic upper bound becomes:

$$\lim_{E \to \infty} \frac{E - 1}{t = 0} E \|\nabla F(w_t)\|^2 \leq O(\frac{\beta K \lambda}{\epsilon})$$

The above asymptotic upper bound can be made arbitrarily close to zero by increasing $\epsilon$.

**Brief Outline of Proof**

Take $\theta$ large enough such that $-(1 + 2\theta + \epsilon)B_2^2 + (\theta_2^2 - \frac{\theta}{2})\|w_{t-1} - w_r\|^2 \geq 0$ for all $w_{t-1}, w_r$.

We write $\nabla g_w(w_{t-1}, d_{t-1})$ as $\nabla g_w(w_{t-1})$ for simplicity.

$$\langle \nabla F(w_{t-1}), \nabla g_w(w_{t-1}) \rangle - \epsilon \|\nabla F(w_{t-1})\|^2$$

$$= \langle \nabla F(w_{t-1}), \nabla l(w_{t-1}) \rangle + \theta \langle \nabla F(w_{t-1}), \nabla l(w_{t-1}) \rangle + \theta \langle \nabla F(w_{t-1}), w_{t-1} - w_r \rangle - \epsilon \|\nabla F(w_{t-1})\|^2$$

$$\geq -0.5\|\nabla F(w_{t-1})\|^2 - 0.5\|\nabla l(w_{t-1})\|^2 - \theta \|\nabla F(w_{t-1})\|^2 - 0.5\|w_{t-1} - w_r\|^2 + \theta \|w_{t-1} - w_r\|^2 + 2\theta \|w_{t-1} - w_r\|^2$$

$$\geq -0.5\|\nabla F(w_{t-1})\|^2 - 0.5\|\nabla l(w_{t-1})\|^2 - \theta \|\nabla F(w_{t-1})\|^2 - 0.5\|w_{t-1} - w_r\|^2 + \theta \|w_{t-1} - w_r\|^2$$

$$\|w_{t-1} - w_r\|^2 \leq \beta \eta K H_{min} O(B_2^2)$$

Also, $\|w_{t-1} - w_r\|^2 \leq \beta \eta K H_{min} O(B_2^2)$

Consider L-smoothness and convexity assumptions,

$$\mathbb{E}[F(w_{t+1}) - F(w_t)] \leq \mathbb{E}[G_w(w_{t+1}) - G_w(w_t)]$$

$$\leq G_w(w_{t+1}) - F(w_t) - \eta [\nabla G_w(w_{t+1}) - \nabla g_w(w_{t+1})] + 0.5 \eta \|\nabla g_w(w_{t+1})\|^2$$

$$\leq G_w(w_{t+1}) - F(w_t) + 0.5 \|w_{t+1} - w_r\|^2 - \eta [\nabla G_w(w_{t+1}) - \nabla g_w(w_{t+1})] + 0.5 \eta \|\nabla g_w(w_{t+1})\|^2$$

$$\leq F(w_{t+1}) - F(w_t) - \eta [\nabla G_w(w_{t+1}) - \nabla g_w(w_{t+1})] + 0.5 \|w_{t+1} - w_r\|^2 - \eta \|\nabla g_w(w_{t+1})\|^2$$

Rearrange and telescope,

$$\mathbb{E}[F(w_{t+1}) - F(w_t)] \leq -\eta \sum_{h=0}^{H-1} \mathbb{E}[\|\nabla F(w_{t+h})\|^2 + \eta \|\nabla g_w(w_{t+h})\|^2]$$

$$+ \eta \|\nabla g_w(w_{t+h})\|^2$$

$$\|\nabla g_w(w_{t+h})\|^2 + \eta \|\nabla g_w(w_{t+h})\|^2$$

(Using 1)
Using L-smoothness,
\[
F(w_\tau) - F(w_{t-1}) \leq \langle \nabla F(w_{t-1}), w_\tau - w_{t-1} \rangle + \frac{L}{2} \|w_\tau - w_{t-1}\|^2
\]
\[
\leq \|\nabla F(w_{t-1})\| contexto de \|w_\tau - w_{t-1}\| + \frac{L}{2} \|w_\tau - w_{t-1}\|^2
\]
\[
\leq B_1 \beta \eta K \lambda H_{min} O(B_2) + \frac{\beta^2 \eta^2 K^2}{\lambda^2} H_{min}^2 O(B_2^2) \text{(Using 2 and 3)}
\]
\[
\leq B_1 \beta \eta K \lambda H_{min} O(B_2) + \frac{\beta^2 \eta^2 K^2}{\lambda^2} H_{min}^2 O(B_2^2)
\]

Consider,
\[
\mathbb{E}[F(w_t) - F(w_{t-1})] \leq \mathbb{E}[G_{w_{t-1}}(w_t) - F(w_{t-1})]
\]
\[
\leq \mathbb{E}[(1 - \beta) G_{w_{t-1}}(w_{t-1}) + \beta G_{w_{t-1}}(w_{\tau,h}) - F(w_{t-1})]
\]
\[
\leq \mathbb{E}[\beta F(w_{\tau,h}) - F(w_{t-1})] + \frac{\beta \theta}{2} \|w_{\tau,h} - w_{t-1}\|^2 \leq \beta \mathbb{E}[F(w_{\tau,h}) - F(w_{t-1})] + \beta \theta \|w_{\tau,h} - w_{t-1}\|^2 + \beta \theta \|w_\tau - w_{t-1}\|^2
\]
\[
\leq \beta \mathbb{E}[F(w_{\tau,h}) - F(w_{t-1})] + \beta \theta \beta^2 \eta^2 K^2 \lambda^2 H_{min}^2 O(B_2^2) \quad \text{(Using 2)}
\]

Using 4 and 5,
\[
\mathbb{E}[F(w_{t}) - F(w_{t-1})] \leq \mathbb{E}[\frac{\beta \theta}{2} \|w_{\tau,h} - w_{\tau}\|^2 + \eta^2 O(\theta \lambda^3 H_{min}^3 B_2^2) + \beta \eta K \lambda H_{min} O(B_1 B_2) + \beta^3 \eta^2 K^2 \lambda^2 H_{min}^2 O(B_2^2) + \beta^2 \eta^2 K^2 \lambda^2 H_{min}^2 O(B_2^2)
\]

Note that \(H_t\) is the number of local epochs applied in iteration \(t\). Rearrange terms to get,
\[
\sum_{h=0}^{H_t} \mathbb{E}[\|\nabla F(w_{\tau,h})\|^2] \leq \frac{\mathbb{E}[F(w_{t}) - F(w_{t-1})]}{\beta \theta} + \eta^2 O(\theta \lambda^3 H_{min}^3 B_2^2) + \beta^2 \eta K \lambda H_{min} O(B_1 B_2) + \beta \eta K \lambda H_{min} O(B_1 B_2) + \beta^2 \eta^2 K^2 \lambda^2 H_{min}^2 O(B_2^2) + \eta K^2 \lambda^2 H_{min} O(B_2^2)
\]

By telescoping and taking total expectation, after \(T\) global epochs, we have
\[
\min_{t=0}^{T-1} \mathbb{E}[\|\nabla F(w_t)\|^2] \leq \frac{1}{\beta \theta} \sum_{h=0}^{H_t} \sum_{t=0}^{T-1} \mathbb{E}[\|\nabla F(w_{\tau,h})\|^2]
\]
\[
\leq \frac{\mathbb{E}[F(w_{0}) - F(w_{T-1})]}{\beta \theta} + O(\theta \lambda^3 H_{min}^3) + O(\beta K \lambda) + O(2 K^2 \lambda^2 H_{min}) + O(\beta^2 \eta^2 K^2 \lambda^2 H_{min})
\]

This concludes the proof for the convergence bound of the asynchronous federated algorithm. In the experimental evaluation, we tune hyperparameters, such as \(\beta\) in Figure 10 and observe how the convergence varies.
V. EXPERIMENTAL EVALUATION

The central server in the following experiments has an NVIDIA Tesla V100S 32GB GPU. We use a variety of clients to demonstrate that our asynchronous federated optimization is robust to heterogeneous edge devices: NVIDIA Jetson Nano, which has 4GB memory, and a 128-core Maxwell GPU; NVIDIA Jetson TX2, which has 8GB memory, and a 256-core Pascal GPU; NVIDIA Jetson Xavier NX, which has a 8GB memory, and a 384-core Volta GPU with 48 Tensor cores; and NVIDIA Jetson AGX Xavier, which has 32GB memory and 512-core Volta GPU. The Kinetics [12] dataset, which we use for knowledge distillation, is present at the central server, and we conduct experiments on two datasets for fine-tuning: HMDB51 [13] and UCF101 [14]. This data is distributed amongst the clients. The Kinetics dataset contains 400 human action classes, with at least 400 video clips for each action. Each clip lasts for around 10s and is taken from a different YouTube video. The dataset has 306,245 videos, and is divided into three splits: one for training, having 250–1000 videos per class; one for validation, with 50 videos per class; and one for testing, with 100 videos per class. The HMDB51 dataset contains 51 classes and a total of 3,312 videos. The UCF101 dataset consists of 101 classes and over 13k clips (27 hours of video data).

In this paper, we use two metrics for evaluation of our pipeline: per-clip and per-video accuracy. Similar to a previous study [16], we use the per-clip top-1 accuracy as an evaluation metric, i.e., if we consider a 10 second video at 24 fps and 8 frames per clip are used, we get 30 clips. The top-1 refers to considering the model prediction to be accurate if the top class it outputs matches the label of the video. Most previous studies report the per-video accuracy by taking the mean of class scores output from all clips in a video and comparing it to the ground truth. We choose one of the evaluation metrics to be per-clip granularity level because it indicates how noisy the videos in a dataset are and it opens up scope for future work in which predictions can be made on clips rather than using the entire video — the per-clip evaluation also allows for real-time predictions. We also use the per-video top-1 accuracy, in which we take the mean of class scores output from all clips in a video and compare it to the ground truth.

A. Knowledge Distillation

In the first stage of our pipeline, we perform knowledge distillation from a larger model, trained on the Kinetics dataset. We compare three approaches in order to validate using knowledge distillation with an intermediate TA. For these experiments, we use a batch size of 128, learning rate \( \eta = 0.1 \), and an SGD optimizer with a weight decay 0.001 and momentum 0.9. In the first experiment, we train a ResNet-18 model from scratch on the Kinetics dataset and the per-clip top-1 accuracy achieved is 50.2%. Using knowledge distillation, the accuracy is improved to 53.8% when we distill directly from ResNet-34 to ResNet-18, and 54.6% when we use a ResNet-26 as the intermediate TA between the teacher and student. From Figure 3, it is evident that using a distilled ResNet-18 is better than using a ResNet-18 trained from scratch. There is a counter pull from the training time — the KD approach (not counting the time to train the ResNet-34) takes 43% longer than training from scratch (the ResNet-18). This can be explained by the fact that “Train from scratch” includes only forward-backward passes on ResNet-18 with optimization using only cross-entropy loss. On the other hand, KD involves forward passes on the larger ResNet-34, forward-backward passes on ResNet-18, and optimization on ResNet-18 using a combination of both cross-entropy loss and the MSE on the logits (recall that we are fine-tuning only the last FC layer). This timing result is consistent with prior works that report on the timing performance of knowledge distillation [27], [59].

We further investigate using multiple TAs. From Table II, we see that the introduction of one TA increases the train time from 44 hours 58 minutes to 55 hours 23 minutes and the corresponding increase in per-clip accuracy is 0.8%. Hence, there is a trade-off between increased training time and increased accuracy. Furthermore, the introduction of a TA almost always increases accuracy but the optimal number of TAs and size of each is an open research question [28]. Additionally, TAs are used to bridge the gap between the student and teacher: by using a ResNet-26 between ResNet-34 and ResNet-18 we already accomplish this. If the gap between the teacher and student were larger, using additional TAs would be of benefit at the expense of increased computation and train time required. In order to reduce the train times and achieve comparable accuracy to the baselines, we use one TA.

![Accuracy vs Epoch](image)

**Fig. 3.** Top-1 accuracy on the Kinetics validation dataset for 3 experiments: 1. Training a ResNet-18 from scratch (Vanilla); 2. Knowledge distillation from ResNet-34 to ResNet-18 (Knowledge Distillation with no TA); 3. Knowledge distillation with ResNet-34 Teacher, ResNet-26 TA, and ResNet-18 Student (Knowledge Distillation with TA).
**TABLE I**

| # TAs | EPOCHS | TIME (HRS, MINS) (INCREASE) | PER-CLIP ACCURACY |
|-------|--------|-----------------------------|-------------------|
| 0     | 200    | 44 h 58 m (0%)              | 53.8%             |
| 1     | 200    | 55 h 23 m (23.2%)           | 54.6%             |
| 2     | 200    | 69 h 35 m (54.7%)           | 54.8%             |
| 3     | 200    | 85 h 47 m (90.8%)           | 54.9%             |

...in accuracy. The training time increases sharply as more TAs are added. Hence, in the subsequent stages in our pipeline, we chose to use a single TA.

For the rest of the experiments, we perform fine-tuning, by reinitializing the fully connected layer — the last layer in the ResNet-18 model. The ResNet-18 being used is the model distilled from ResNet-34 (trained on the Kinetics dataset) via a ResNet-26 TA. The first baseline experiment that we perform is fine-tuning on the central server when no clients are present; the per-clip top-1 accuracy is shown in Figure 5 for HMDB51 and Figure 6 for UCF101. A model trained in this manner achieves a per-clip top-1 accuracy of 57.3% on HMDB51. In contrast, ResNet-18 trained from scratch on HMDB51 achieves a per-clip accuracy of only 17.1%. This is consistent with several prior results that have indicated the difficulty of achieving high accuracy in activity recognition on the relatively small HMDB51 dataset [16], [60].

**B. Transfer Learning**

The Kinetics-400 dataset requires an approximate disk space of 400GB to store. Amongst the edge devices we are using in these experiments, the most well-endowed, NVIDIA Jetson AGX Xavier has only 32GB storage. Hence, edge devices can only accommodate smaller-sized datasets on them. In this section, we use the HMDB51 dataset and the UCF101 for evaluation. The HMDB51 which has a size of 2,062MB is distributed amongst the clients in such a way that requires approximately 500MB of storage space on each client. The UCF101 is 6.9GB and each client has about 1.725GB of data.

In the transfer learning experiments, we fine-tune only the last fully connected layer. We observed that the accuracy reduces as we increase the number layers that we fine-tune. In baseline experiments, we use a synchronous federated optimization, with 4 clients, one of each type (recall there are 4 kinds of embedded devices in our testbed). The accuracy vs. number of global aggregations (epochs) is shown in Figure 7 for HMDB51, and Figure 8 for UCF101. For each aggregation that the central server performs, the number of local epochs is 3. We use a batch size of 8, learning rate $\eta = 0.001$, SGD optimizer with momentum 0.9. Each clip has 8 frames, which are taken from the corresponding video. Although increasing the number of frames per clip would have increased the accuracy, doing so causes the clients to throw a CUDA out of memory error.

From Table II, refer to the HMDB51 experiments. We...
40% decrease. This can be attributed to the clients having different computing resources, and hence not having to use our heavy server and preserving privacy of client data.

See that the time required for a synchronous optimization is 10 hours and 54 minutes. In contrast, the asynchronous federated algorithm takes only 6 hours and 31 minutes, a 40% decrease. This can be attributed to the clients having different computing resources, and hence requiring different amounts of time to complete the local epochs as given in Table IV. While the synchronous algorithm has to wait for the slowest client to send its update, the asynchronous algorithm continues its optimization. A similar effect is observed in the case of UCF101. One may wonder that it is beneficial to use the approach of fine tuning at the server without any clients (for HMDB51 and UCF101) and thus not having to use our approach. This alternate method runs into the problem that it does not leverage federated learning, which has its traditional benefits of scaling to a large number of clients (and thus not needing heavyweight server) and preserving privacy of client data. The same argument applies to why we would not want to train for the Kinetics data from scratch (this would obviously have to be done at the server).

As can be seen in Table III, the asynchronous training approach achieves higher accuracy for both per-clip and per-video metrics. This emphasizes the importance of our design of dealing with different rates of progress of different clients in the asynchronous training approach. From Table III we also see that our model performs better on UCF101 compared to HMDB51. HMDB51 contains several categories about different facial movements like smiling, laughing, chewing, and several other categories like eating and drinking. Such categories are not present in the list of categories of the data set UCF101 and are among the most difficult categories to deal with. Current state-of-the-art for UCF101 and HMDB51 stand at per-video top-1 accuracy of 98.69% and 85.10% respectively and are produced by the same work [61]. Hence, it is evident that the HMDB51 is a difficult dataset to classify for deep learning architectures.

### C. Asynchronous Learning Hyperparameters

The asynchronous algorithm that we use adaptively updates the global model using the mixing hyperparameter $\beta$ and the function $s(t - \tau) = (1 + t - \tau)^{-\alpha}$. The function $s(\cdot)$ is monotonically decreasing with the staleness $t - \tau$. The intuition behind this is that in the time required for one client to perform local training and send its updates to the central server, several aggregations may have been performed at the central server. Hence, the global model has already learned more compared to the outdated updates that the client sends in. We perform experiments in order to find the best combination of the hyperparameters $\alpha$ and $\beta$. In Figure 9, we keep $\beta = 0.7$ and vary $\alpha$, here $\alpha = 0$ refers to the case when we do not adjust the mixing parameter to account for stragglers: $\beta_t = \beta$. We see...
that \( a = 0.5 \) is the best choice; not only is the convergence the fastest, the per-clip top-1 accuracy achieved for HMDB51 is the highest 55.6\% — \( a = 0 \) gives an accuracy of 53.9\%, \( a = 0.3 \) gives 54.2\% and \( a = 0.9 \) gives 53.7\%. Therefore, we conclude that it’s good to penalize clients for being late; however, keeping large penalties, such as \( a = 0.9 \), will adversely affect speed of convergence since the weight assigned to updates received from clients will be very small during aggregation. Figure 11 shows the corresponding experiment for UCF101. We again observe that keeping \( a = 0.5 \) gives the best results — \( a = 0 \) and \( a = 0.3 \) give a per-clip accuracy of 83.7\%, \( a = 0.5 \) gives 84.4\% and \( a = 0.9 \) gives 83.6\%.

### TABLE IV
ResNet-18 TRAIN TIMES PER EPOCH. FOR HMDB51 AND UCF101, EACH CLIENT HAS APPROXIMATELY 500MB AND 1.73GB OF VIDEO DATA RESPECTIVELY.

| DATASET  | DEVICE              | TRAIN TIME (PER LOCAL EPOCH) |
|----------|---------------------|------------------------------|
| HMDB51   | NVIDIA Jetson Nano  | 391.1 seconds                |
| HMDB51   | NVIDIA Jetson TX2   | 293.1 seconds                |
| HMDB51   | NVIDIA Jetson Xavier NX | 121.3 seconds              |
| HMDB51   | NVIDIA Jetson AGX Xavier | 84.5 seconds             |
| UCF101   | NVIDIA Jetson Nano  | 2691.6 seconds               |
| UCF101   | NVIDIA Jetson TX2   | 2001.4 seconds               |
| UCF101   | NVIDIA Jetson Xavier NX | 821.9 seconds             |
| UCF101   | NVIDIA Jetson AGX Xavier | 572.1 seconds          |
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**Fig. 9.** The function \( s(t - \tau) = (1 + t - \tau)^{-a} \) takes as an input the “staleness” \( t - \tau \). We set the mixing hyperparameter \( \beta = 0.7 \) and vary the hyperparameter \( a \). The asynchronous federated aggregation at the central server is adaptive; \( \beta = \beta \times s(t - \tau) \) and \( w_{t+1} = (1 - \beta) w_{t+1} + \beta w_{t+1} \). The figure depicts Asynchronous federated optimization performed on HMDB51.

In the next set of experiments, we set \( a = 0.5 \) and vary \( \beta \). For HMDB51, \( \beta = 0.7 \) gives the best per-clip accuracy of 55.6\%. Keeping a very low value assigns lower weight to the updates from the client during aggregation, and as can be seen in Figure 10 the model’s convergence slows down and leads to lower accuracy upon convergence — \( \beta = 0.3 \) gives 53.6\%, \( \beta = 0.5 \) gives 53.8\%. A high value of the mixing parameter \( \beta = 0.9 \) gives 51.4\%. The low accuracy can be attributed to the fact that the dataset is distributed amongst many clients so assigning too high a weight to any client will lead to the model becoming biased. For the experiments on UCF101 as seen in Figure 12, setting \( a = 0.5 \), \( \beta = 0.7 \) gives the best per-clip accuracy — \( \beta = 0.3 \) gives 83.2\%, \( \beta = 0.5 \) gives 83.5\%, \( \beta = 0.7 \) gives 84.4\% and \( \beta = 0.9 \) gives 82.3\%.

![Acc vs Epoch](image)

**Fig. 10.** We set \( a = 0.5 \) & vary the mixing hyperparameter \( \beta \). In the asynchronous federated optimization, convergence for small \( \beta \) is slow as this corresponds to a smaller weight being assigned to the updated parameters received from the clients during aggregation. The figure depicts Asynchronous federated optimization performed on HMDB51.
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**Fig. 11.** Asynchronous federated optimization performed on UCF101. We set the mixing hyperparameter \( \beta = 0.7 \) and vary the hyperparameter \( a \).
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**Fig. 12.** Asynchronous federated optimization performed on UCF101. We set \( a = 0.5 \) & vary the mixing hyperparameter \( \beta \).

The combination of hyperparameters \( a = 0.5 \) and \( \beta = 0.7 \) gives the best results for both UCF101 and HMDB51. The **top-1 per-video** setting \( a = 0.5 \) and \( \beta = 0.7 \) is 62.3\% and 89.5\% respectively. Table V shows the inference times on the
entire test dataset for the ResNet-18 architecture. From this and Table IV, it is clear that each client requires different amounts of time to train. For example, from Table IV we see that the training time per epoch is 4.7x more expensive on the Jetson Nano (the lowest spec of the four kinds of embedded devices) compared to the AGX Xavier (the highest spec). Therefore, this emphasizes the need for an asynchronous federated learning strategy rather than a synchronous one when dealing with heterogeneous embedded devices.

**TABLE V**

**ResNet-18 evaluated on the entire test dataset: The device heterogeneity is reflected in the inference times.**

| Dataset      | Device                  | Test Time  |
|--------------|-------------------------|------------|
| HMDB51       | NVIDIA Jetson Nano      | 181.4 seconds |
| HMDB51       | NVIDIA Jetson TX2       | 116.3 seconds |
| HMDB51       | NVIDIA Jetson Xavier NX | 89.4 seconds |
| HMDB51       | NVIDIA Jetson AGX Xavier| 68.3 seconds |
| UCF101       | NVIDIA Jetson Nano      | 621.3 seconds |
| UCF101       | NVIDIA Jetson TX2       | 381.2 seconds |
| UCF101       | NVIDIA Jetson Xavier NX | 322.5 seconds |
| UCF101       | NVIDIA Jetson AGX Xavier| 217.7 seconds |

VI. DISCUSSION

Our aim is to enable edge devices to perform action recognition, a computationally heavy task. Since in the real world, there is a mix of heterogeneous devices at the edge, we set out to develop our solution for such heterogeneity. Action recognition models have large datasets needed to learn complex spatio-temporal features—Kinetics-400 is approximately 400GB in size—and edge devices do not have this much disk space available. The largest from amongst our clients, NVIDIA Jetson AGX Xavier, has 32GB of storage. Datasets present on the edge devices, such as the HMDB51 (2GB), result in the ResNet-18 model overfitting (per-clip, top-1 accuracy of only 17.1%). The solution to this is transfer learning: pre-training on the Kinetics dataset and fine-tuning on smaller datasets such as HMDB51 and UCF101. Our experiments on Kinetics show that a ResNet-18, trained from scratch, achieves a per-clip top-1 accuracy of 50.2%, ResNet-18 distilled directly from ResNet-34 gives an accuracy of 53.8%, and ResNet-18 distilled from a trained ResNet-34 via a teaching assistant (TA) achieves an accuracy of 54.6%. Consequently, we use the ResNet-18 model distilled via a TA for fine-tuning. Furthermore, our experiments show that using the increment in accuracy from no TA to one TA is appreciable, however; adding more TAs results in negligible change in accuracy but increases the training time. Next, we experiment with federated optimization for a heterogeneous set of client devices. Heterogeneous devices pose a challenge for synchronous optimization: such aggregation will happen only after all devices send their updates. We therefore propose to use asynchronous federated averaging for our target scenario of heterogeneous embedded devices. We start off by analytically proving the convergence bound for our asynchronous approach. We empirically see that our asynchronous federated training takes 40% less time than its synchronous counterpart. We also perform hyperparameter tuning of the asynchronous algorithm and determine that $\alpha = 0.5$ and $\beta = 0.7$ gives the best accuracy for both HMDB51 and UCF101, which is not far behind the central server fine-tuning with no clients—for HMDB51, the per-clip accuracy for the federated asynchronous optimization is 55.6%, as compared to 57.3% on the central server with no clients. Thus, we for the first time empirically show that it is possible to achieve activity recognition on edge devices that are available available today.

In future work, one may consider how to handle non-iid data at the different clients. One should also consider dynamic ways of partitioning the data based on changing conditions like network bandwidth or availability or resource availability on each device.
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