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Fig. 1: MedMNIST Classification Decathlon. MedMNIST is a collection of 10 pre-processed medical image datasets with Creative Commons (CC) Licenses. It is designed to be educational, standardized, diverse and lightweight, which could be used as a rapid-prototyping playground and a multi-modal machine learning / AutoML benchmark in medical image analysis.

ABSTRACT

We present MedMNIST, a collection of 10 pre-processed medical open datasets. MedMNIST is standardized to perform classification tasks on lightweight 28 × 28 images, which requires no background knowledge. Covering the primary data modalities in medical image analysis, it is diverse on data scale (from 100 to 100,000) and tasks (binary/multi-class, ordinal regression and multi-label). MedMNIST could be used for educational purpose, rapid prototyping, multi-modal machine learning or AutoML in medical image analysis. Moreover, MedMNIST Classification Decathlon is designed to benchmark AutoML algorithms on all 10 datasets; We have compared several baseline methods, including open-source or commercial AutoML tools. The datasets, evaluation code and baseline methods for MedMNIST are publicly available at https://medmnist.github.io/
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1. INTRODUCTION

Medical image analysis, as an interdisciplinary area, is difficult to hand on for novices even from computer vision or clinical community, as it generally requires background knowledge from both sides. Especially analyzing multiple datasets with different modalities, it could be unfriendly as the datasets are generally nonstandard. On the other hand, although deep learning has been dominating the research and application in medical image analysis [1,2], it consumes large amounts of engineering labors to tune the deep learning models. As a result, automatic machine learning (AutoML) [3] becomes increasingly important. However, there exists few benchmark for comparing AutoML in medical image classification.

To this end, we develop MedMNIST, a collection of 10 pre-processed open medical image dataset. Following the MNIST [4] datasets, the MedMNIST performs classification tasks on lightweight 28 × 28 images, whose tasks cover primary medical image modalities and diverse data scales. By design, the MedMNIST is
• **Educational:** Our multi-modal data, from multiple open medical image datasets with Creative Commons (CC) Licenses, is easy to use for educational purpose.

• **Standardized:** Data is pre-processed into same format, which requires no background knowledge for users.

• **Diverse:** The multi-modal datasets covers diverse data scales (from 100 to 100,000) and tasks (binary/multi-class, ordinal regression and multi-label).

• **Lightweight:** The small size of $28 \times 28$ is friendly for rapid prototyping and experimenting multi-modal machine learning and AutoML algorithms.

Inspired from Medical Segmentation Decathlon [5], we design MedMNIST Classification Decathlon, as illustrated in Fig. 1, to serve as a benchmark for AutoML in medical image classification. It evaluates the performance of AutoML algorithms on all 10 datasets, without any manual tuning. We have compared the performance of several baseline methods, including early-stopping ResNets [6], open-source AutoML tools (auto-sklearn [7] and AutoKeras [8]) and a commercial AutoML tool (Google AutoML Vision). We hope the benchmarking by MedMNIST Classification Decathlon could facilitate the future AutoML research in medical image analysis.

## 2. MEDMNIST DATASET

The MedMNIST dataset consists of 10 pre-processed datasets from selected sources covering primary data modalities (e.g., X-ray, OCT, Ultrasound, CT), diverse classification tasks (binary/multi-class, ordinal regression and multi-label) and data scales (from 100 to 100,000). All source datasets are associated with Creative Commons (CC) Licenses or free licenses, which allows us to develop derivative datasets based on them. As depicted in Table 1, the diversity of dataset design could lead to that of task difficulties, which is desirable for an AutoML benchmark. We standardize each dataset by pre-processing and splitting it into training-validation-test subsets. The downsizing operation is implemented with Resize function provided by torchvision.transforms. We use the official data split, and resize the source images of $1 \times 1024 \times 1024$ into $1 \times 28 \times 28$.

### ChestMNIST

is based on NIH-ChestXray14 dataset [10], a dataset comprising 112,120 frontal-view X-ray images of 30,805 unique patients with the text-mined 14 disease image labels, which could be formulated as multi-label binary classification task. We use the official data split, and resize the source images of $1 \times 1024 \times 1024$ into $1 \times 28 \times 28$.

### DermMNIST

is based on HAM10000 [11, 12], a large collection of multi-source dermatoscopic images of common pigmented skin lesions. The dataset consists of 10,015 dermatoscopic images labeled as 7 different categories, as a multi-class classification task. We split the images into training, validation and test set with a ratio of $7 : 1 : 2$. The source images of $3 \times 600 \times 450$ are resized into $3 \times 28 \times 28$.

### OCTMNIST

is based on a prior dataset [13] of 109,309 valid optical coherence tomography (OCT) images for retinal diseases. 4 types are involved, leading to a multi-class classification task. We split the source training set with a ratio of $9 : 1$ into training and validation set, and use its source validation set as the test set. The source images are single-channel, and their sizes are $(384 - 1, 536) \times (277 - 512)$; We center-crop the images and resize them into $1 \times 28 \times 28$.

### PneumoniaMNIST

is based on a prior dataset [13] of 5,856 pediatric chest X-ray images. The task is binary-class classification of pneumonia and normal. We split the source training set with a ratio of $9 : 1$ into training and validation set, and use its source validation set as the test set. The source images are single-channel, and their sizes are $(384 - 2, 916) \times (127 - 2, 713)$; We center-crop the images and resize them into $1 \times 28 \times 28$.

### RetinaMNIST

is based on DeepDRiD [14], a dataset of 1,600 retina fundus images. The task is ordinal regression for 5-level grading of diabetic retinopathy severity. We split the source training set with a ratio of $9 : 1$ into training and validation set, and use the source validation set as the test set. The source images of $3 \times 1, 736 \times 1, 824$ are center-cropped and resized into $3 \times 28 \times 28$.

### BreastMNIST

is based on a dataset [15] of 780 breast ultrasound images. It is categorized into 3 classes: normal, benign and malignant. As we use low-resolution images, we simplify the task into binary classification by combining normal and benign as positive, and classify them against malignant as negative. We split the source dataset with a ratio of $7 : 1 : 2$ into training, validation and test set. The source images of $1 \times 500 \times 500$ are resized into $1 \times 28 \times 28$.

### OrganMNIST_{Axial,Coronal,Sagittal}

is based on 3D computed tomography (CT) images from Liver Tumor Segmentation Benchmark (LiTS) [16]. We use bounding-box annotations of 11 body organs from another study [17] to obtain the organ labels. Hounsfield-Unit (HU) of the 3D images are transformed into gray scale with a abdominal window; we then crop 2D images from the center slices of the 3D bounding boxes in axial / coronal / sagittal views (planes). The only differences of OrganMNIST_{Axial,Coronal,Sagittal} are the views. The images are resized into $1 \times 28 \times 28$ to
Table 1: An Overview of MedMNIST Dataset.

| Name           | Source | Data Modality | Tasks (# Classes / Labels)       | # Training | # Validation | # Test  |
|----------------|--------|---------------|----------------------------------|------------|--------------|--------|
| PathMNIST      | [9]    | Pathology     | Multi-Class (9)                  | 89,996     | 10,004       | 7,180  |
| ChestMNIST     | [10]   | Chest X-ray   | Multi-Label (14) Binary-Class (2) | 78,468     | 11,219       | 22,433 |
| DermaMNIST     | [11,12]| Dermatoscope  | Multi-Class (7)                  | 7,007      | 1,003        | 2,005  |
| OCTMNIST       | [13]   | OCT           | Multi-Class (4)                  | 97,477     | 10,832       | 1,000  |
| PneumoniaMNIST | [13]   | Chest X-ray   | Binary-Class (2)                 | 4,708      | 524          | 624    |
| RetinaMNIST    | [14]   | Fundus Camera | Ordinal Regression (5)           | 1,080      | 120          | 400    |
| BreastMNIST    | [15]   | Breast Ultrasound | Binary-Class (2) | 546 | 78 | 156 |
| OrganMNIST_Axial | [16,17]| Abdominal CT  | Multi-Class (11)                 | 34,581     | 6,491        | 17,778 |
| OrganMNIST_Coronal | [16,17]| Abdominal CT  | Multi-Class (11)                 | 13,000     | 2,392        | 8,268  |
| OrganMNIST_Sagittal | [16,17]| Abdominal CT  | Multi-Class (11)                 | 13,940     | 2,452        | 8,829  |

perform multi-class classification of 11 body organs. 115 and 16 CT scans from the source training set are used as training and validation set, respectively. The 70 CT scans from the source test set are treated as the test set.

3. BENCHMARK

Inspired from Medical Segmentation Decathlon [5], we design MedMNIST Classification Decathlon, which aims at a lightweight AutoML benchmark for medical image analysis. It evaluates the algorithm performance on all 10 datasets without any manual tuning. Several methods are compared on the MedMNIST Classification Decathlon benchmark.

3.1. Baseline Methods

We first implement ResNets [6] with a simple early-stopping strategy on validation set as baseline methods. The input channel is 1 for grey-scale dataset, and 3 for triple-channel dataset. To fairly compare with other methods, the input resolutions are 28 or 224 (resized from 28) for the ResNet-18 and ResNet-50. The models are trained for 100 epochs, using a cross entropy loss and an SGD optimizer with a batch size of 128 and an initial learning rate $1 \times 10^{-3}$.

3.2. AutoML Methods

We have also selected several AutoML methods on the MedMNIST Classification Decathlon: auto-sklearn [7] as the representative of open-source AutoML tools for typical statistical machine learning, AutoKeras [8] as the representative of open-source AutoML tools for deep neural networks, and Google AutoML Vision as the representative of commercial black-box AutoML tools.

Auto-sklearn [7] automatically searches the algorithms and hyper-parameters in scikit-learn [18] package. We set time limits for search of appropriate models according to the dataset scale. the time limits are 2 hours for datasets with scale < 10,000, 4 hours for those of [10,000, 50,000], and 6 hours for those > 50,000. We flatten the $28 \times 28$ images into one dimension, and provide reshaped one-dimensional data of 784 and the corresponding labels for auto-sklearn to fit.

AutoKeras [8] based on Keras package [19] searches deep neural networks and hyper-parameters. For each dataset, we set `max_trials` to 20 and epochs to 20. It tries 20 different Keras models trained for 20 epochs each. We choose the best model based on the highest AUC score on validation set.

Google AutoML Vision [20] is a commercial AutoML tool provided on Google Cloud. We train Edge exportable models on Google AutoML Vision and export trained quantized models into TensorFlow Lite format to do offline inference. We set number of node hours of each dataset based on the data scale, 1 node hour for dataset with scale around 1,000, 2 node hours for scale around 10,000, and 3 node hours for scale around 100,000.

3.3. Evaluation

Area under ROC curve (AUC) and Accuracy (ACC) are used as the evaluation metrics. AUC is a threshold-free metric to evaluate the continuous prediction scores, while ACC evaluates the discrete prediction labels given threshold (or `arg max`). AUC is less sensitive to class imbalance than ACC. There is no severe class imbalance on our datasets, thus ACC could also serve as a good metric. Although there are many other metrics, we simply select AUC and ACC for the sake of simplicity and standardization of evaluation. We report the AUC and ACC of each dataset in this paper, while data users are encouraged to analyze the average performance over the 10 datasets to benchmark their AutoML methods.

4. RESULTS

4.1. Overall Performance

The overall performance of the methods is reported in Table 2. Google AutoML Vision is well-performing in general, however it could not always win, even compared with the
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Table 2: Overall performance of MedMNIST in metrics of AUC and ACC, using ResNet-18 / ResNet-50 \cite{6} with resolution 28 and 224, auto-sklearn \cite{7}, AutoKeras \cite{8} and Google AutoML Vision.

| Methods                  | PathMNIST AUC | PathMNIST ACC | ChestMNIST AUC | ChestMNIST ACC | DermaMNIST AUC | DermaMNIST ACC | OCTMNIST AUC | OCTMNIST ACC | PneumoniaMNIST AUC | PneumoniaMNIST ACC | RetinaMNIST AUC | RetinaMNIST ACC | BreastMNIST AUC | BreastMNIST ACC | OrganMNIST_A AUC | OrganMNIST_A ACC | OrganMNIST_C AUC | OrganMNIST_C ACC | OrganMNIST_S AUC | OrganMNIST_S ACC |
|--------------------------|---------------|---------------|----------------|----------------|----------------|---------------|--------------|--------------|------------------|------------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| ResNet-18 (28) \cite{6}  | 0.972         | 0.844         | 0.706          | 0.947          | 0.899          | 0.721          | 0.951        | 0.758        | 0.957            | 0.843            | 0.727          | 0.907          | 0.895          | 0.745          | 0.952          | 0.800          | 0.925          | 0.766          | 0.965          | 0.732          | 0.993          | 0.941          |
| ResNet-18 (224) \cite{6} | 0.978         | 0.860         | 0.713          | 0.948          | 0.896          | 0.727          | 0.960        | 0.752        | 0.970            | 0.861            | 0.752          | 0.907          | 0.895          | 0.745          | 0.952          | 0.800          | 0.925          | 0.766          | 0.965          | 0.732          | 0.993          | 0.941          |
| ResNet-50 (28) \cite{6}  | 0.979         | 0.864         | 0.692          | 0.947          | 0.886          | 0.710          | 0.939        | 0.745        | 0.949            | 0.857            | 0.745          | 0.907          | 0.895          | 0.745          | 0.952          | 0.800          | 0.925          | 0.766          | 0.965          | 0.732          | 0.993          | 0.941          |
| ResNet-50 (224) \cite{6} | 0.978         | 0.848         | 0.706          | 0.947          | 0.895          | 0.719          | 0.951        | 0.750        | 0.968            | 0.896            | 0.750          | 0.907          | 0.895          | 0.745          | 0.952          | 0.800          | 0.925          | 0.766          | 0.965          | 0.732          | 0.993          | 0.941          |
| auto-sklearn \cite{7}     | 0.500         | 0.186         | 0.647          | 0.947          | 0.906          | 0.734          | 0.883        | 0.595        | 0.947            | 0.865            | 0.906          | 0.734          | 0.883          | 0.595          | 0.947          | 0.865          | 0.906          | 0.734          | 0.883          | 0.595          | 0.947          | 0.865          |
| AutoKeras \cite{8}        | 0.979         | 0.864         | 0.715          | 0.939          | 0.921          | 0.756          | 0.956        | 0.736        | 0.970            | 0.918            | 0.921          | 0.756          | 0.956          | 0.736          | 0.970          | 0.918          | 0.921          | 0.756          | 0.956          | 0.736          | 0.970          | 0.918          |
| Google AutoML Vision      | 0.982         | 0.811         | 0.718          | 0.947          | 0.925          | 0.766          | 0.965        | 0.732        | 0.993            | 0.941            | 0.925          | 0.766          | 0.965          | 0.732          | 0.993          | 0.941          | 0.925          | 0.766          | 0.965          | 0.732          | 0.993          | 0.941          |

Fig. 2: Performance Analysis of Various Methods, on the training, validation and test data splits in terms of AUC and ACC.

Baseline ResNet-18 and ResNet-50. auto-sklearn performs poorly on most datasets, indicating that the typical statistical machine learning algorithms does not work well on our medical image datasets. AutoKeras performs well on datasets with large scales, however relatively worse on datasets with small scale. Given the fact that no algorithm generalizes well on all 10 datasets, it could be interesting and practical to explore AutoML algorithms generalizing well on diverse data modalities, tasks and scales.

4.2. Performance Analysis on Data Splits

We have also analyzed the overfitting / underfitting issues on the training, validation and test data splits. As illustrated in Fig. 2 algorithms tend to overfit the datasets with small scales. Google AutoML Vision controls the overfitting issues well, and severe overfitting is observed for auto-sklearn. We could infer that appropriate reductive bias for learning algorithms is crucial. It is also worthy exploring the regularization techniques on the MedMNIST, e.g., data augmentation, model ensemble, optimization algorithms.

5. CONCLUSION

We present MedMNIST, an educational, standardized, diverse and lightweight dataset for medical image classification, consisting of 10 pre-processed datasets. It is friendly for educational purpose and rapid prototyping multi-modal machine learning and AutoML algorithms. We also design MedMNIST Classification Decathlon, to serve as an AutoML benchmark for medical image classification. It evaluates the algorithm performance on all 10 datasets, without any manual tuning. We have compared the performance of several methods, including baseline early-stopping strategy, open-source AutoML tools and a commercial AutoML tool. The experiments indicate that no algorithms generalize well enough on all 10 datasets. We hope the benchmarking by MedMNIST Classification Decathlon could facilitate the future AutoML research in medical image analysis.
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