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Abstract
The simulation of certain flow problems requires a means for modeling a free fluid surface; examples being viscoelastic die swell or fluid sloshing in tanks. In a finite-element context, this type of problem can, among many other options, be dealt with using an interface-tracking approach with the Deforming-Spatial-Domain/Stabilized-Space-Time (DSD/SST) formulation. A difficult issue that is connected with this type of approach is the determination of a suitable coupling mechanism between the fluid velocity at the boundary and the displacement of the boundary mesh nodes. In order to avoid large mesh distortions, one goal is to keep the nodal movements as small as possible; but of course still compliant with the no-penetration boundary condition. Standard displacement techniques are full velocity, velocity in a specific coordinate direction, and velocity in normal direction. In this work, we investigate how the interface-tracking approach can be combined with isogeometric analysis for the spatial discretization. If NURBS basis functions of sufficient order are used for both the geometry and the solution, both a continuous normal vector as well as the velocity are available on the entire boundary. This circumstance allows the weak imposition of the no-penetration boundary condition. We compare this option with an alternative that relies on strong imposition at discrete points. Furthermore, we examine several coupling methods between the fluid equations, boundary conditions, and equations for the adjustment of interior control point positions.
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1. Introduction
This paper can be placed in the field of free boundary problems. More specifically, it considers fluid flow problems where the computational domain is part of the solution — as in computational domains that contain a free surface. Examples considered here are sloshing tanks — under a seismic load, the liquid stored in a tank begins to slosh — and die swell — when a material melt exits the shape-giving die through which it has been pushed, it will expand.

Within a finite-element context, different methods are available to follow the position of the free surface throughout the computation [1, 2]. We generally distinguish between interface-capturing and interface-tracking methods. Examples for interface capturing methods are particle methods [3, 4], level-set [5, 6], volume of fluid [7, 8, 9, 10], or phase field [11, 12, 13, 14, 15, 16]. These approaches have in common that they use an additional function/marker to indicate the position of the free surface on an Eulerian background mesh. Examples for interface tracking are full Lagrangian or Arbitrary Lagrangian Eulerian (ALE) methods...

*Corresponding author
Email addresses: zwicke@cats.rwth-aachen.de (Florian Zwicke), eusterholz@cats.rwth-aachen.de (Sebastian Eusterholz), elgeti@cats.rwth-aachen.de (Stefanie Elgeti)

NOTICE: This is the author’s version of a work that was accepted for publication in Computer Methods in Applied Mechanics and Engineering. Changes resulting from the publishing process, such as editing, corrections, structural formatting, and other quality control mechanisms may not be reflected in this document. Changes may have been made to this work since it was submitted for publication.

© 2017. This manuscript version is made available under the CC-BY-NC-ND 4.0 license
http://creativecommons.org/licenses/by-nc-nd/4.0/
Moreover, we would like to mention the Deforming-Spatial-Domain/Stabilized-Space-Time (DSD/SST) formulation [18], the interface tracking approach which has been used in this work.

For the considered test case of sloshing tanks, most methods mentioned above have been used in literature; as reviewed in [1]. In more recent publications, Grotle et al. employ the level-set method to compute turbulent sloshing [19]. A particle method is the basis of the analysis of a sloshing tank with two compartments performed in [20]. The die swell test case is an example with moderate deformations and no topological changes. It is therefore an ideal candidate for an interface tracking approach [21, 22, 23, 24, 25]. Nevertheless, also other methods are applicable. These include particle methods [26, 27, 28] and volume of fluid [29].

One major advancement in, but not limited to, the field of finite element methods is Isogeometric Analysis (IGA). Originally presented in [30], numerous works have been published on the subject in the last decade. The key idea of IGA is to replace the Lagrangian shape functions, which are generally used by finite element frameworks, by the geometry definition, as it would be used in Computer-Aided-Design (CAD) software. As detailed in [31], key advantages of the IGA approach are: (1) exact (as in CAD-conforming) geometry representation, (2) user-controlled smoothness and continuity of the basis, (3) in general higher accuracy per degree of freedom, (4) in general no node-to-node oscillations, etc. In the broad area of free boundary problems, Isogeometric Analysis has been applied in the context of the phase field method for the Cahn-Hilliard equations [32], brittle fracture [33], and topology optimization [34]. In connection with level-set, IGA has been utilized to compute the dam break problem [35, 36] or as a boundary indicator within the finite cell method [37]. Another free-surface-related application is the computation of wave resistance on a ship hull using the isogeometric boundary element method [38]. To the knowledge of the authors, IGA has not been utilized in conjunction with interface tracking of free surfaces.

The aim of this paper is therefore to define appropriate mesh displacement techniques for interface tracking of a free fluid boundary in an Isogeometric Analysis context. As compared to the classic, well-established methods in standard finite elements — displacement with the full fluid velocity, the normal fluid velocity, and the velocity in one specific coordinate direction — there will be one key difference: the unknown velocities and displacements no longer have a direct representation on the free surface. The reason is that, in IGA, the geometry is represented by non-uniform rational B-splines (NURBS) or other spline types. Their shape is controlled via control points. Usually, these control points will not coincide with the actual geometry.

The paper is structured as follows. Section 2 will introduce the governing equations for fluid flow, the no-penetration boundary condition for the free surface and the governing equations for the mesh adaptation. Classic numerical methods for their solution are reviewed in Section 3. Section 4 will then discuss how these equations can be interpreted in an IGA context. Two numerical examples — sloshing tank and die swell, both in 2D — will be presented in Section 5.

2. Governing equations for the free-boundary value problem of free-surface flow

For free-surface flow, three types of equations are relevant: (1) the Navier-Stokes equations in combination with an appropriate constitutive equation govern the fluid flow, (2) the displacement of the free surface, which is governed by the no-penetration boundary condition, and (3) the equations governing the possible displacement of interior parts of the domain in order to maintain validity of the mesh. This section will introduce those three equations in the form in which they have been used for the test cases shown in Section 5.

2.1. Governing equations for fluid flow: The Navier-Stokes equations

In the generic incompressible and isothermal fluid flow problem the unknowns are the velocity, \( \mathbf{u}(\mathbf{x}, t) \), and the pressure, \( p(\mathbf{x}, t) \). The computational domain at each instant in time, denoted by \( \Omega_t \), is a subset of \( \mathbb{R}^{nsd} \), where \( nsd \) is the number of space dimensions. Then at each point in time \( t \in [0, T] \), the flow problem is governed by the Navier-Stokes equations, which in our notation read:
\[
\rho \left( \frac{\partial u}{\partial t} + u \cdot \nabla u - f \right) - \nabla \cdot \sigma = 0 \quad \text{on} \quad \Omega_t, \quad t \in [0, T],
\]
\[
\nabla \cdot u = 0 \quad \text{on} \quad \Omega_t, \quad t \in [0, T],
\]
\[
(1)
\]
\[
\nabla \cdot u = 0 \quad \text{on} \quad \Omega_t, \quad t \in [0, T],
\]
\[
(2)
\]
with \( \rho \) as the density of the fluid. We consider only Newtonian fluids, meaning that the stress tensor \( \sigma \) is defined as
\[
\sigma(u, p) = -p I + 2 \mu \varepsilon(u),
\]
\[
(3)
\]
with
\[
\varepsilon(u) = \frac{1}{2} (\nabla u + (\nabla u)^T),
\]
\[
(4)
\]
where \( \mu \) denotes the dynamic viscosity. \( f \) includes all external body forces with respect to the unit mass of fluid. Note that the spatial domain is time-dependent, which is indicated by subscript \( t \).

For creeping flows (i.e., Reynolds number \( \ll 1 \)), the advective term in the Navier-Stokes equations is often neglected, giving rise to the Stokes equations:
\[
\rho \left( \frac{\partial u}{\partial t} - f \right) - \nabla \cdot \sigma = 0 \quad \text{on} \quad \Omega_t, \quad t \in [0, T],
\]
\[
\nabla \cdot u = 0 \quad \text{on} \quad \Omega_t, \quad t \in [0, T].
\]
\[
(5)
\]
\[
(6)
\]
The constitutive equations for Newtonian fluids remain the same as above.

In the transient case, a divergence-free velocity field for the whole computational domain is needed as an initial condition:
\[
u(x, 0) = \hat{u}^0(x) \quad \text{on} \quad \Omega_t, \quad t = 0.
\]
\[
(7)
\]
In order to obtain a well-posed system, boundary conditions have to be imposed on the external boundary of \( \Omega_t \), denoted as \( \Gamma_t \). Here, we distinguish between Dirichlet and Neumann boundary conditions given by:
\[
u = \hat{u} \quad \text{on} \quad \Gamma_u, \quad t \in [0, T],
\]
\[
n \cdot \sigma = \hat{h} \quad \text{on} \quad \Gamma_h, \quad t \in [0, T],
\]
\[
(8)
\]
\[
(9)
\]
where \( \hat{u} \) and \( \hat{h} \) are prescribed velocity and stress values. \( \Gamma_u \) and \( \Gamma_h \) denote the Dirichlet and Neumann part of the boundary, forming a complementary subset of \( \Gamma_t \), i.e., \( \Gamma_u \cup \Gamma_h = \Gamma_t \) and \( \Gamma_u \cap \Gamma_h = \emptyset \). \( n \) refers to the outer normal vector on \( \Gamma_h \).

2.2. Displacement of the free-surface: The no-penetration boundary condition

Depending on the specific application the full boundary \( \Gamma_t \) or a portion thereof, can be defined as a free surface \( \Gamma_{free} \). In an interface-tracking context, we want to ensure that the computational domain adapts to the fluid flow. The deformation of the free surface is governed by a no-penetration boundary condition, meaning that no fluid is allowed to cross the boundary. This condition will be fulfilled as long as the mass flux \( \hat{m} \) through \( \Gamma_{free} \) — and any given subset of \( \Gamma_{free} \) — is 0. The mass flux \( \hat{m} \) can be computed as:
\[ m = \int_{\Gamma} \rho (u - v) n \, dx = 0, \quad \forall \Gamma^* \subseteq \Gamma_{\text{free}} \]  \tag{10}

with \( \rho \) as fluid density, \( u \) as fluid velocity and \( v \) as mesh velocity.

Consequently, all choices for \( v \) that comply with the kinematic boundary condition

\[ v(x) \cdot n(x) = u(x) \cdot n(x) \]  \tag{11}

are valid.

The straightforward choice is

\[ v(x) = u(x). \]  \tag{12}

This may however not always be the best choice. Equation (11) indicates that the tangential component of \( v \) has no influence on the boundary shape — which is the actual result of the boundary displacement —, but may significantly influence the quality of the utilized computational mesh. Particularly applications with large tangential velocities — such as die swell — profit tremendously if the tangential velocity component is modified or even suppressed when computing the mesh velocity \( v \).

Behr [39] indicates several possibilities for boundary displacement resulting from Equation (11): displacement with the normal velocity component with \( v = (u \cdot n)n \) and displacement only in a specific direction \( d \) (e.g., \( y \)-direction), i.e., \( v = \frac{u \cdot n d}{n} \). The concept is detailed in [1].

2.3. Retaining mesh quality: Mesh update for inner nodes

As the boundary \( \Gamma_{\text{free}} \) is modified, usually the discretization of the interior of the domain needs to be adapted as well. For this purpose, we employ the Elastic Mesh Update Method (EMUM) [40]. In this method, the computational mesh is treated as an elastic body reacting to the boundary deformation applied to it. The linear elasticity equation is solved for the mesh displacement \( z \):

\[ \nabla \cdot \sigma_{\text{mesh}} = 0, \]  \tag{13}

\[ \sigma_{\text{mesh}}(z) = \lambda_{\text{mesh}} \left( \text{tr} \, \varepsilon_{\text{mesh}}(z) \right) I + 2 \mu_{\text{mesh}} \varepsilon_{\text{mesh}}(z), \]  \tag{14}

\[ \varepsilon_{\text{mesh}}(z) = \frac{1}{2} \left( \nabla z + (\nabla z)^T \right). \]  \tag{15}

\( \lambda_{\text{mesh}} \) and \( \mu_{\text{mesh}} \) — in structural mechanics the Lamé-parameters — have no physical meaning within the mesh deformation. They can be chosen freely for each element in order to control its respective stiffness.

The mesh update equations are solved at discrete points in time \( t \) on the domain \( \Omega_t \). We partition the boundary \( \Gamma \) into the disjoint parts \( \Gamma_{\text{free}}, \Gamma_{\text{fixed}} \) and \( \Gamma_{\text{slip}} \) with \( \Gamma = \Gamma_{\text{free}} \cup \Gamma_{\text{fixed}} \cup \Gamma_{\text{slip}} \). \( \Gamma_{\text{fixed}} \) is the part of the boundary that does not change at all and \( \Gamma_{\text{slip}} \) is the part that allows tangential node movement. We obtain the boundary conditions

\[ z = 0 \quad \text{on} \quad \Gamma_{\text{fixed}}, \]  \tag{16}

\[ z = z_D \quad \text{on} \quad \Gamma_{\text{free}}, \]  \tag{17}

\[ z \cdot n = 0 \quad \text{on} \quad \Gamma_{\text{slip}}, \]  \tag{18}

\[ (\sigma_{\text{mesh}}(z)n) \cdot t = 0 \quad \text{on} \quad \Gamma_{\text{slip}}, \quad 1 \leq l \leq d - 1, \]  \tag{19}
where \( z_D \) is the displacement on the free-surface boundary, \( \mathbf{n} \) is the surface normal vector and \( \mathbf{t}_i \) are a set of \( d - 1 \) linearly independent surface tangent vectors.

One should note that the slip boundary condition as it is described here can only preserve the shape of the boundary if it is completely straight.

3. Background on the employed simulation methods

3.1. The Deforming-Spatial-Domain/Stabilized-Space-Time (DSD/SST) formulation

The method we use for simulating our test cases is a variant of the deforming-spatial-domain/stabilized-space-time finite element formulation. As the name already indicates, it is a finite element method that is based on a space-time discretization — i.e., both the spatial domain and the temporal interval are discretized using finite elements. Similar to time-stepping, the space-time domain is usually subdivided into so-called space-time slabs (Figure 1). It is the use of space-time finite elements that is responsible for the main advantage of the method: the variational form of the governing equations can be written over a deforming domain. This allows mesh displacement in a very natural way, since the governing equations do not require any adjustments. Specifically, in contrast to standard ALE methods, the mesh velocity does not need to be included into the formulation as an advection velocity. Details on the method can be found in [18, 41]. Other extensions of DSD/SST are for example used by Tezduyar [42], Takizawa et al. [43, 44] and Zilian et al. [45]. Since the Navier-Stokes equations require stabilization when they are solved with the finite element method, we add Galerkin/Least-Squares (GLS) terms to the discretized weak form.

![Figure 1: Illustration of a space-time slab tracking the deformation of the domain. In the front, we see the old time step, in back the new time step with a deformed domain.](image)

3.2. Displacement of the free surface for standard finite elements

As discussed in Section 2.2, each point on the surface has to be displaced according to the rule that the normal component of the displacement velocity is equal to the normal component of the fluid velocity (cf. Equation (11)). For standard finite element discretizations, the finite element nodes lie directly on the surface; even more, they constitute the approximation of the surface. One approach to displacing the free surface is therefore to apply the chosen displacement rule (e.g., normal direction, vertical direction) directly to the finite element nodes. The procedure is illustrated in Figure 2. The challenge is the computation of the normal vector. Since the standard finite element shape functions are \( C^0 \)-continuous across element boundaries, that vector is not directly definable via the finite element approximation, but usually computed as a weighted average of the normals of surrounding element faces [46]. Other options are the computation from additional boundary descriptions that complement the finite element approximation [21, 23].

It is to be noted that this procedure will result in only an approximation of the no-penetration boundary condition (Equation (10)) as the displacement rule is not fulfilled exactly in between nodes (the normal
vector on a face is no longer constructable via the normal vectors at the corresponding nodes); however, an approximation is inevitable, as we only have an approximation of our geometry available in any case.

In summary, note that this method is tailored to linear temporal and spatial discretizations. It will perform poorly for higher-order shape functions. A requirement is that the nodes lie on the boundary. The accuracy of the method depends strongly on the type of approximation for the normal vector at the finite element nodes.

In summary, note that this method is tailored to linear temporal and spatial discretizations. It will perform poorly for higher-order shape functions. A requirement is that the nodes lie on the boundary. The accuracy of the method depends strongly on the type of approximation for the normal vector at the finite element nodes.

3.3. Isogeometric Analysis

Modern engineering design evolves around Computer-Aided Design (CAD) systems. As compared to drawing boards, modern CAD offers a significantly enhanced experience to the user. In engineering design, computer based geometry description is almost exclusively based on splines. More specifically, most CAD systems use Non-Uniform Rational B-Splines (NURBS) as a means of creating, communicating, and storing geometry information. From a strict engineering point of view, e.g., in a CAD/CAM context, this representation has proven to be very efficient.

3.3.1. Non-uniform rational B-splines (NURBS)

Detailed descriptions of NURBS and their properties can for example be found in [47, 48]. These books are also the basis for the following short description. NURBS belong to the category of parametric geometry representations. Their concept is derived for 1D geometrical entities, but can be extended to any spatial dimension. One-dimensional and two-dimensional splines are most common, however. In many cases, we encounter scenarios, where lower-dimensional spline entities are immersed in a higher-dimensional space. A NURBS curve $C$ (i.e., the 1D entity) is defined as

$$C(\theta) = \sum_{i=1}^{n} R_{i,p}(\theta) P_i,$$

where $R_{i,p}$ denote the NURBS basis functions ($p$ being the polynomial degree) and $P_i$ are the coordinates of the control point $i$ – which are always given in the global coordinate system $x$. Note again that the dimension of $x$ can be 1 but also larger. $n$ indicates the total number of control points. In the following, we will discuss the constituents of a NURBS curve in more detail.

The NURBS basis functions $R_{i,p}$ are rational polynomial functions with local support. The beginning and end of the interval, where a certain basis function is nonzero, is marked by a so-called knot. Knots
are simply values in the parameter space. The range of $R_i,p$ is $[0,1]$, however, the value of 1 is only rarely reached. One implication of this property is that the curve usually does not coincide with the control points.

The control points $P_i$ define the position and shape of the NURBS entity. They are arranged in a structured grid. Depending on the support of the corresponding basis function, which spans at most $p + 1$ elements, each control point influences the shape of the NURBS entity only in a limited area.

One important aspect of NURBS are their continuity properties. Between the basis and the distribution of control points, the user can control the continuity almost arbitrarily; constructing kinks or other discontinuities when needed, but profiting from high continuity otherwise. Specifically, a NURBS of polynomial degree $p$ will be $p-1$ times continuously differentiable when none of the knot values are repeated.

3.3.2. The isoparametric concept

Cottrell, Bazilevs and Hughes used NURBS to devise the concept of isogeometric analysis (IGA) [30, 31, 49]. In the spirit of the isoparametric concept, IGA utilizes the NURBS basis functions in order to represent both the geometry and the unknown solution. For the geometry, the already presented definition (20) is employed. The unknown function $u$ is then approximated in exactly the same fashion as:

$$u^h(\theta) = \sum_{i=1}^{n} R_{i,p}(\theta) u_i.$$  

The values $u_i$ are the control variables. These are the unknown values solved for in the finite element code. Note that just like the control points for the geometry, the values of the control variables are in general not coinciding with the solution; see Figure 3.

This idea not only essentially provides the capability to perform finite element analysis directly on CAD models, but it also profits from superior approximation properties of NURBS as compared to the polynomial shape functions used in the standard finite element method.

When used in free-surface flow, IGA is traditionally combined with an interface capturing approach. Recall that interface tracking, in contrast, means that the mesh will deform with the free surface. When IGA is applied to interface tracking, the challenge will be to find a proper displacement rule for the control points, which describe the free surface. Unlike in standard finite elements, the control points, which define the shape of the NURBS, are not located on the surface. The kinematic boundary condition (Equation 11), however, needs to be fulfilled exactly there. The question will be, how to displace the control points in such a way, that the resulting curve displacement complies with the kinematic boundary condition?
4. Implementation: How should the free surface be displaced?

As described in Section 2.2, the displacement of the free surface needs to fulfill the no-penetration boundary condition (Equation (10)), which can be rewritten into the kinematic boundary condition (Equation (11)). Even though setting the mesh displacement velocity equal to the fluid velocity will always fulfill this condition, it is vital to most application cases that other displacement schemes — e.g., in normal or in vertical direction — can be employed. Otherwise, tangential velocity components will have a negative influence on the mesh quality.

When this displacement concept is transferred to IGA, we face the problem that the unknowns (fluid and mesh velocity) are connected to the control points, whereas the kinematic boundary condition needs to hold for every point on the spline. The same holds for the normal vector, which can only be computed for the actual spline. At the control points, we have no notion of a normal vector.

Due to similar issues, weak imposition of Dirichlet boundary conditions has become a serious option for IGA [50]. Therefore, in addition to variants of the kinematic boundary condition (Equation (11)) — which in a sense can be considered a strong imposition of a boundary condition — methods based on the integral formulation of the no-penetration boundary condition (Equation (10)) — showing similarities to a weak imposition — might be beneficial.

In this paper, we propose two displacement methods for the free surface; one based on strong imposition and one on weak imposition. The first option entails moving the control points with normal vectors that are computed at the Greville abscissae. The second option considers the weak fulfillment of the no-penetration boundary condition — meaning that an additional equation system will need to be solved — in three different variants: (1) displacement in the surface normal direction, (2) displacement with the full velocity, and (3) displacement in a certain fixed direction.

4.1. Displacement based on the normal vector at the Greville abscissae

As detailed before, there is no notion of a normal vector at a control point. One point on the spline, whose normal vector might come close to a vector that might be considered a normal vector at a specific control point, is the normal vector at the corresponding Greville abscissa. The Greville abscissa is the point on the surface the control point converges to in case of refinement. The Greville abscissa can be computed as the average of the knot values relevant for a control point, excluding the first and last value [51]. Typically, this is also close to the point where the associated basis function is maximal (this is exactly fulfilled for uniform knot vectors). The normal vector at any parametric coordinate \( \theta \) of a NURBS curve can then be given by

\[
\mathbf{n}(\theta) = \frac{1}{\mathbf{D}(\theta)} \mathbf{D}'(\theta)
\]
computed as [52]:

\[ n(\theta) = \left( \begin{array}{c} -t_y \\ t_x \end{array} \right), \quad \text{with tangent vector} \quad t(\theta) = \left( \begin{array}{c} t_x \\ t_y \end{array} \right) = \frac{C'(\theta)}{|C'(\theta)|}. \quad (22) \]

The formula requires \( C'(\theta) \), the first derivative of the curve with respect to the local parameter \( \theta \), for the definition of which we refer to [47].

Based on the fluid velocity at any given control point \( P_i \), we define its displacement (or control point coordinate increment) \( \Delta P_i \) as:

\[ \Delta P_i := (\bar{u}_i \cdot \bar{n}_i) \bar{n}_i \cdot \Delta t, \quad (23) \]

with \( \bar{u}_i \) and \( \bar{n}_i \) being the fluid velocity at control point \( i \) and the normal vector evaluated at the \( i \)th Greville abscissa, both averaged over the time slab.

4.2. Displacement based on weak formulation of the kinematic boundary condition

We can also treat the no-penetration condition as a partial differential equation (PDE) on the boundary. We can solve this with the finite element method. Since the no-penetration condition provides just one scalar equation, it is not sufficient to solve for multiple boundary coordinate values in two- or three-dimensional space.

Multiple options are available to formulate a well-determined system of equations. To cover the different options, we will first treat the discretization of the equations in an abstract way by considering an operator \( \mathcal{F}(u, s) \) and the PDE

\[ \mathcal{F}(u, s) = 0 \quad \text{on} \quad \Gamma_{\text{free}, t}, \quad t \in [0, T]. \quad (24) \]

In this equation, \( u \) is the fluid velocity and \( s \) is the boundary displacement relative to a reference configuration \( \Omega_0 \). We denote the free-surface portion of the boundary of \( \Omega_t \) as \( \Gamma_{\text{free}, t} \).

We introduce a spatial discretization space \( I_0 \subset C^0(\Gamma_{\text{free}, 0}) \). This is a finite-dimensional space that may be based on Lagrange or spline interpolation, depending on whether the standard finite element method or isogeometric analysis is used. We look at a single time slab \( J = [t_k, t_{k+1}] \subset [0, T] \). We define a function

\[ \tilde{\varphi} \in I_0^d \otimes P_1(J), \quad (25) \]

with spatial dimensionality \( d \), such that

\[ \tilde{\varphi} : \Gamma_{\text{free}, 0} \times J \to \hat{P} \quad \text{with} \quad \hat{P} \subset \mathbb{R}^d. \quad (26) \]

We now choose \( \tilde{\varphi} \) such that \( \varphi \), defined by

\[ \varphi(x, t) = \left( \begin{array}{c} \tilde{\varphi}(x, t) \\ \text{Id}_f(t) \end{array} \right), \quad (27) \]

\[ \text{with} \quad \varphi : \Gamma_{\text{free}, 0} \times J \to P_{\text{free}}, \quad (28) \]

is a homeomorphism. Here, \( P_{\text{free}} \) is the deformed space-time free-surface boundary, which can be related to \( \Gamma_{\text{free}, t} \) by
\[ P_{\text{free}} = \{(x, t) \in \mathbb{R}^d \times J \mid x \in \Gamma_{\text{free}}\} . \]  

(29)

We use this to define a trial space \( S \) and test space \( T \):

\[ S = \left\{ s \circ \varphi^{-1} \mid s \in I_0 \otimes P_1(f) \right\} , \]

(30)

\[ T = \left\{ w \circ \varphi^{-1} \mid w \in I_0 \otimes P_0(f) \right\} , \]

(31)

where \( P_p \) is the space of polynomials of degree \( p \). One should note that different polynomial degrees in time are used for these spaces. Specifically, the test space \( T \) only includes functions that are constant in time.

We want the geometry description to be continuous over time slab boundaries. Therefore, we have to impose a temporal Dirichlet boundary condition on the lower level of the time slab for the discrete displacement field \( s^h \). This requires an adjusted trial space \( S_c \):

\[ S_c = \left\{ s \in S^d \mid s|_{t_k} = s_k \right\} , \]

(32)

where \( s_k \) with \( s_k \circ \varphi|_{t_k} \in I_0 \) is a given initial condition for the current time slab. The relationship between the discrete displacement field \( s^h \) and the geometry is given by

\[ \varphi^{-1}(x, t) = x - s^h(x, t) \text{ on } P_{\text{free}} . \]

(33)

This places a further restriction on \( s^h \), since only such choices are valid which allow \( \varphi \) to be a homeomorphism.

As mentioned before, the test space \( T \) in (31) was designed to include only functions that are constant in time. In this way, it differs from the trial space \( S \) and has a lower dimensionality. This is necessary, since the dimensionality of \( S_c \) is also reduced. With the selected spaces, we get

\[ d \cdot \dim T = \dim S_c , \]

(34)

which ensures that the number of equations will match the number of unknown displacement variables.

We can now formulate the discretized weak form of the equation: Find \( u^h \in S^d \) and \( s^h \in S_c \) such that

\[ \int_{J_{\text{free}}} \int_{\Omega_{\text{free}}} w^h F(u^h, s^h) \, dx \, dt = 0 \]

(35)

for all \( w^h \in T \).

In order to form a closed system, these equations have to be combined with the fluid (Navier-Stokes) and mesh update (EMUM) equations.

We have so far kept the descriptions independent of the spatial dimensionality. However, while both two- and three-dimensional options for the operator \( F \) are available, we will at this point stay in the two-dimensional realm. In this work, we investigate three possible choices for the operator \( F \).

A simple option is to move the mesh boundary exactly with the fluid velocity. We are going to call this option equal movement in the remainder. For this option, we set the mesh velocity as
\[ v = u \]
\[ \implies \frac{\partial s}{\partial t} = u. \]  

We have seen best results with a variant of the equations that is formulated for a rotated coordinate system that is aligned with the boundary. This means that the equations are not formulated using horizontal and vertical parts, but using parts that are normal or tangential to the boundary. We will make use of a boundary tangential vector \( t \) and boundary normal vector \( n \), which can both be interpreted as functions of the displacement field \( s \). The condition for equal mesh movement, formulated in normal and tangential directions, now reads

\[ \frac{\partial s}{\partial t} \cdot n = u \cdot n, \]  
\[ \frac{\partial s}{\partial t} \cdot t = u \cdot t, \]

which yields the following choice for \( \mathcal{F} \):

\[ \mathcal{F}_1(u, s) = \frac{\partial s}{\partial t} \cdot n(s) - u \cdot n(s), \]  
\[ \mathcal{F}_2(u, s) = \frac{\partial s}{\partial t} \cdot t(s) - u \cdot t(s). \]

For flows with a strong velocity component tangential to the surface — e.g., die swell —, this option will lead to large mesh distortions: the mesh can be swept away!

The first equation for the equal movement is exactly the no-penetration condition that was formulated previously. A logical alternative option for the mesh movement results if we prevent mesh movement in the tangential direction. We call this normal-direction movement. The first equation (40) stays in place, and the second one changes to

\[ \mathcal{F}_2(u, s) = \frac{\partial s}{\partial t} \cdot t(s) \]

in this case.

This choice minimizes \( v = \frac{\partial s}{\partial t} \), which may help in preserving mesh quality. Furthermore, it places no restrictions on the direction of \( n \) or \( u \).

Finally, we can also restrict the mesh movement to an arbitrary direction. We still use (40) to fulfill the no-penetration condition, but we set the tangential movement according to a direction vector \( d \):

\[ \mathcal{F}_2(u, s) = \frac{\partial s}{\partial t} \cdot t(s) - \frac{u \cdot n(s)}{d \cdot n(s)} d \cdot t(s). \]

Here, \( d \) signifies a selected direction vector. Usually, \( d \) will be defined as one of the unit coordinate vectors. However, it is required that \( d \cdot n \neq 0 \), implying that \( d \) can never be tangential to the surface. Note that mesh quality will suffer for small values of \( d \cdot n \). In contrast, for \( d \approx n \), this definition of \( \mathcal{F} \) can preserve mesh quality over long stretches of time. In particular, this is due to the fact that a return to the initial boundary will always exactly recreate the initial boundary mesh (i.e., there can be no tangential sliding of control points over time). This stands in contrast to the displacement in normal direction.
For the case of pure vertical movement, which we have used in our examples, the simpler, but equivalent, equation

\[ F_2(u, s) = \frac{\partial s_1}{\partial t} \]  

(44)

can be used.

In the following section, the different displacement options will be applied to the test cases.

5. Test cases: How do the PDE-based and node-based displacements compare?

In order to compare and validate the new approaches to surface displacement, we have selected two common test cases. The first test case — a sloshing tank — features a damped periodic movement with a strong component orthogonal to the sloshing direction. The second test case — die swell — is also characterized by a movement orthogonal to the flow direction, however, in this case, the flow velocity features a strong tangential component.

5.1. Test case sloshing tank

The first test case considers a fluid enclosed in a tank with three straight walls at a 90-degree angle. As indicated in Figure 5, the tank has a dimensionless width of 1.0. The fluid — viscosity 0.01 and density 1000 — is initially in a non-equilibrium position. The initial free-surface position is described via its height \( h(x) = 1 - 0.1 \cdot \cos(\pi x) \). The average height is 1.0. On all walls, a slip boundary condition is imposed. This means that the velocity is set to zero in the surface normal direction using a combination of Dirichlet and Neumann boundary conditions for the different components. Upon start of the simulation, the fluid will start to slosh, heading towards its equilibrium position at constant height. The sloshing is computed for a dimensionless time interval of 50. This corresponds to ten full sloshing cycles given a gravity constant of −1.0.

Figure 5: Sloshing tank: Setup of geometry, boundary and initial conditions.

For all standard finite element computations, we use a Q1Q1 (i.e., bilinear basis functions for both pressure and velocity interpolation spaces) structured mesh with 12 by 12 nodes (coarse) or 24 by 24 nodes (fine). The time step varies between 0.2 (coarse) and 0.1 (fine).
The IGA simulations are conducted with a coarse mesh containing 12 by 12 control points or a fine mesh containing 24 by 24 control points. In both cases, we consider a spline of degree 2. The element distribution in physical space is indicated in Figure 6.

For both — standard FEM and IGA — the initial position of the nodes / control points describing the free surface is computed by solving a least-squares fit problem.

One standard means of comparison for this type of benchmark is the mass conservation. In general, when utilizing a finite element method, mass loss is expected. Figure 7 plots the mass conservation error $\tilde{m}$, defined as

$$\tilde{m}(t) := \left| \frac{m(t)}{m_0} - 1 \right| = \left| \frac{m(t)}{m(0)} - 1 \right|,$$

on a logarithmic scale. Here, $m(t)$ signifies the fluid mass in the tank, with $m_0$ as initial mass. The left plot shows results for the standard finite element method. Compared are (1) the traditional, node-based displacement in normal direction and (2) the PDE-based imposition in the variants full velocity, normal velocity and vertical velocity. The traditional version shows a mass loss that noticeably deviates from the ideal value of 0.0. Note that — via design — the PDE-based imposition of the no-penetration boundary condition preserves mass up to machine precision.

This observation still holds true for the IGA case displayed on the right plot. Again, the point-based variant — here, Greville points — leads to a mass loss, which is roughly nine orders of magnitude higher than the PDE-based versions. Note that for both plots, a comparison of the PDE methods among each other is not justifiable given how close the values are to machine precision.

In both plots, the simulations utilizing a displacement with the full fluid velocity break off, before they reach the final simulation time. This is due to the mesh becoming invalid (mesh tangling). This is again a substantiation of the claim that movement in a fully Lagrangian sense is in general not useful. In the IGA case, invalid meshes occur also for the Greville case.

In addition to mass conservation, the overall shape of the free surface is of interest. One possible indicator is the vertical position — $y(t)$ — of the northeast corner of the simulation domain plotted over time (cf. Figure 8 for the results on the fine meshes). For standard FEM, all versions lead to qualitatively similar results (top-left plot). Only a zoom (lower-left plot) reveals minor differences. For IGA — as for FEM — all PDE versions lead to similar results (top-right plot), where again only a zoom reveals minor variations (lower-right plot). However, the Greville version yields results that are in no relation to all other results.

So far, standard FEM and IGA were always regarded separately, since there are plenty of reasons for differing results — e.g., degree of interpolation, continuity across elements, imposition of boundary conditions — that go far beyond the task of mesh adaptation. Nevertheless — in the limit of fine temporal and spatial resolution —, the results for all variants are expected to converge towards one common solution. Since the exact solution is not available for comparison, it is difficult to judge the correctness of the respective...
results. Still, it is possible to observe the results during mesh refinement. Figure 8 shows the results for standard FEM and IGA with PDE-based normal-direction movement on the respective coarse and fine meshes. On the coarse meshes, the results show significant differences in both phase and amplitude. While it is impossible to say which variant is closer to the exact solution, the fact that the results are far more in agreement on the fine meshes indicates that both variants converge towards the same limit.

When using the total mass flux as a criterion for judging the quality of the method, both spatially and temporally local errors in the no penetration condition can be overlooked. For this reason, we introduce another error measure: the flux error $\tilde{f}$ over the space-time boundary. This is defined as

$$\tilde{f} = \sqrt{\frac{\int_0^T \int_{\Gamma_{free}} \left( u \cdot n - v \cdot n \right)^2 \, dx \, dt}{\int_0^T \int_{\Gamma_{free}} \, dx \, dt}}. \quad (46)$$

For the example of an IGA simulation with directional movement, we show the flux error $\tilde{f}$ for different mesh sizes and time step widths in Table 1. The table shows an almost perfect linear relationship between the flux error and the time step width. The influence of the mesh resolution only becomes relevant for extremely small time step widths, which are no longer practical. One should note that this error measure only considers the flux over the free surface, and not the quality of the overall solution. The finer mesh can still be expected to be beneficial for the flow solution.

| Mesh | $\Delta t$ | 2.0 · $10^{-1}$ | 1.0 · $10^{-1}$ | 5.0 · $10^{-2}$ | 2.5 · $10^{-2}$ | 1.25 · $10^{-2}$ | 6.25 · $10^{-3}$ |
|------|-----------|----------------|----------------|----------------|----------------|----------------|----------------|
| 12 x 12 | 0.009404 | 0.004748 | 0.002393 | 0.001229 | 0.000687 | 0.000482 |
| 24 x 24 | 0.009399 | 0.004743 | 0.002377 | 0.001191 | 0.000599 | 0.000307 |

Table 1: Table showing flux error $\tilde{f}$ for different time step widths and mesh resolutions for an IGA simulation of the sloshing tank with directional free-surface movement.

With mass conservation and final result being in very similar ranges, up until now, it remains unclear which PDE-based mesh deformation version is the most suited for the application of sloshing tank. An
answer can be found when comparing the mesh quality for the different versions. Here, the IGA variants will serve as an example, but all effects can be observed in the standard FEM meshes in the same way. Figures 10 through 13 show clear advantages of the PDE-based vertical displacement over all other versions. As already seen before, the Greville-based displacement leads to a free surface with a small kink, which is considered to be an invalid result (Figure 10). PDE-based normal (Figure 11) and PDE-based equal (Figure 13) displacement both have the disadvantage that they — to some extent — still allow for tangential displacement of nodes / control points. Over the course of several sloshing cycles, this inevitably leads to poor mesh quality — note the distorted elements — or even breakdown of the simulation. Only the PDE-based vertical displacement leads to a mesh displacement that can be carried out with no practical limit. All results were plotted for the coarse mesh for the sake of better readability, but hold in the same way for the fine mesh.

Figure 8: As an indicator of the free-surface shape, the vertical position of upper right corner of the computational domain is plotted over time for linear FEM (left) and quadratic IGA (right). The lower plots constitute a zoom on the respective upper plot. All simulations were conducted on the fine mesh.
5.2. Test case die swell

The second test case considers the behavior of a fluid that exits a nozzle (cf. Figure 14 for the exact set-up). The Newtonian fluid — density 1.0 and viscosity 100 000 — enters the nozzle from the left with a prescribed velocity of \( u(y) = \begin{pmatrix} 0.1 (100 - y^2), 0 \end{pmatrix}^T \). Gravity is neglected. The lower boundary is a symmetry boundary with a slip condition on the velocity. The top boundary is partially a wall — nozzle part — and partially a free surface. On the free-surface part, natural boundary conditions are used. This means that the stress on the boundary will be zero in surface normal direction. Due to the change in boundary condition on the top boundary from no-slip to free surface, the velocity profile restructures itself from parabolic — pipe flow — to a block profile. This introduces velocity components orthogonal to the flow direction, which in turn leads to the so-called die swell. Note that the orthogonal velocity component is orders of magnitude smaller than the velocity in the main flow direction.

Again, standard FEM and IGA computations were performed. For standard FEM, we utilized a Q1Q1 structured mesh with 86 by 16 nodes. For IGA, a NURBS of degree 2 with 86 by 16 control points was employed. In both cases, the time step was 0.015625. Note that in both cases, PDE-based displacement with the full velocity is not shown, as it is not usable for this application due to the strong tangential velocity component. The final meshes are given in Figure 15. Clearly, either of the proposed methods suitable in this case, retains good mesh quality.

Figure 16 plots the position of the corner node — as indicated in Figure 14 — over time. On the left, standard FEM results are displayed, on the right, the IGA results. All applied methods lead to nearly identical results. Thus, for this test case, no clear recommendation for any particular method can be given. However — as for the sloshing tank — the introduction of the PDE-based displacement methods allow for the usage of IGA.

6. Conclusion: Which mesh displacement method should be used?

The paper addresses options for interface tracking of free-surface problems. When considering boundary-conforming meshes in such a context, the adaptation of the boundary position — i.e., the boundary deformation — based on the flow field, or — more specifically — the no-penetration boundary condition, is
Figure 10: Element quality in physical space with Greville-based normal direction movement (12 × 12 control points, ∆t = 0.1). The surface shows a kink.

Figure 11: Element quality in physical space with PDE-based normal direction movement. The elements become distorted over time. (12 × 12 control points, ∆t = 0.1).

Figure 12: Element quality in physical space with PDE-based directional (vertical) movement. (12 × 12 control points, ∆t = 0.1). The element quality remains high throughout the entire simulation.

Figure 13: Element quality in physical space with PDE-based equal movement. (12 × 12 control points, ∆t = 0.1). The elements become distorted over time.
Figure 14: Die swell: test case setup. Velocity on left boundary $u(y) = (0.1(100 - y^2), 0)^T$. Schematic quasi-steady solution shown by dotted line.

Figure 15: Meshes used for IGA simulations with $p = 2$. Elements are shown in physical space. While both meshes retain good quality, the directional movement seems to yield a better element shape in the upper right corner.

Figure 16: Comparison of node movement for FE and IGA
the major challenge. Motivated by the integral formulation of the no-penetration boundary condition, a PDE-based boundary displacement method is proposed. The new method has two significant advantages over the current state of the art: (1) It is applicable to finite element methods of linear and higher order as well as to isogeometric finite element methods, and (2) It guarantees mass conservation up to numerical errors caused by the solution process of the non-linear equation system, i.e., usually up to machine precision. In two space dimensions, the validity of the presented method has been confirmed with two standard numerical test cases for free-surface flow. The basic idea of the method is also applicable to three-dimensional problems.
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