MSFTTrans: a multi-task frequency-spatial learning transformer for building extraction from high spatial resolution remote sensing images
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\section*{ABSTRACT}
Building extraction is significant in urban planning, economic evaluation, and driverless technology development. However, automatic building extraction from high spatial resolution remote sensing images has been a challenging task due to the various building shapes and colors, imaging conditions, and complex background objects. Current methods in building extraction are generally based on deep convolution networks, and they mostly use an encoder-decoder architecture, wherein detailed building features and small buildings are easily omitted in continuous convolution operations. Moreover, buildings with blurred boundaries are only completely extracted with difficulty. To meet these challenges, we propose a multi-task architecture of frequency-spatial learning Transformer to extract buildings from high spatial resolution remote sensing images. Different from current architecture, we designed a frequency-spatial learning module in the framework of multi-task to synthesize the multi-scale spatial features and frequency decomposition features of high-resolution image. Spiking convolution is proposed in this study to enhance the frequency features of buildings by mimicking the neural transmission in human brains. In this way, multi-scale building features can be better preserved and distinguished from background objects. Moreover, a masked-attention Transformer is adopted to improve multi-scale building mask prediction accuracy by synthesizing successive pixel-wise up-sampled feature maps. We also propose a strategy to evaluate the practical transferability of the proposed method by mimicking practical application cases through training and evaluating images with different spatial resolutions from different study areas and datasets. Experiments using five public building datasets (WHU-Building Satellite Dataset I, WHU-Building Satellite Dataset II, Massachusetts Buildings Dataset, Inria Aerial Image Dataset, xBD Building Dataset) demonstrate the strong potential applicability of our proposed method for practical application cases. Our method outperforms five recently proposed state-of-the-art semantic segmentation methods with 36.60% accuracy improvement on extracted buildings and approximately 53.55% recall progress in extracting small building instances. The implementation code will be released after the paper is published.

\section*{1. Introduction}
Buildings, as a remarkable indicator of human activities in economic development and urban construction (Shibiao et al. 2018), have been recognized as one of the main basic geological data and has received extensive attention for its significance (Li et al. 2022). Due to advances in earth observation technology, numerous high spatial resolution satellites have been launched and released their product images (Chen et al. 2021a; Jia et al. 2022; Yu, Chen, and Chong 2020). The easy access to numerous remote sensing images makes it possible to update building inventories frequently for urban planning (Guo et al. 2021a), population estimation (Xie, Weng, and Weng 2015), navigation (Xie, Weng, and Weng 2015), and emergency rescue (Blaschke 2010). Optical remote sensing images and images achieved using active techniques, including LiDAR, POLSAR and SAR, are mainly used for building extraction (Cao et al. 2020; Deng et al. 2019; Huang et al. 2019). Compared with optical remote sensing images, LiDAR and SAR images are difficult to achieve for large-scale areas with a high frequency, with its high acquisition cost and geometric distortions (Guo et al. 2021b; Sun et al. 2022). Manually updating building inventories for large-scale areas is tedious and time-consuming.
consuming. Therefore, it is significant to develop automatic algorithms to extract buildings from high spatial resolution images. However, the high spectral and textural similarity between buildings and background objects and the variety in building appearance and shape bring about great challenges in extracting intact buildings from remote sensing images (Zhang et al. 2020). Moreover, due to the inconsistent quality of remote sensing images from different sensors, a given object is likely to take different hues and textures (Schiewe 2002). This produces significant challenges for robust automatic building extraction with high transferability. Consequently, much work has focused on efficient automatic methods of building extraction. These methods can be generally categorized into feature-engineering-based and deep-learning-based methods.

Feature-engineering-based methods generally synthesize geometrical, spectral, textural, contextual, and shadow characteristics to distinguish buildings from background objects in remote sensing images (Shao et al. 2020). Edge detection is a commonly used technique to achieve the geometrical characteristics of buildings and has proved to be effective in extracting rectangular buildings, but less so in extracting buildings with complex shapes (Xiaohuan, Wan, and Wang 2016). Object-based multi-scale image segmentation methods have contributed significantly to building extraction (Janalipour and Mohammadzadeh 2016), but they are likely to trigger the phenomena of “over segmentation” and “under segmentation,” wherein segmented buildings are either fragmented or mixed with background objects (Jiang et al. 2008). Based on spectral and geometrical features, several indexes have been constructed to map buildings (Zhang et al. 2006; Hanqiu 2008), but the corresponding threshold has to be set by trial and error. To dispense with the need of setting thresholds manually, many studies have adopted machine learning methods to map buildings. These methods learn the thresholds of multiple features using training samples. Clustering (Zhu and Guo 2014), random forest (Du, Zhang, and Zhang 2015), and support vector machine (SVM) (Turker and Koc-San 2015) are widely used methods. Building extraction has been significantly improved by machine learning methods (Schlosser et al. 2020) but still heavily relies on hand-crafted features. Moreover, the designed features are manually set according to the building distribution pattern in the training images, which may be invalid for other images (Mohit, Sahay, and Rathore 2018), especially from different satellites and study areas. The limited transferability of machine learning methods makes them less applicable in practical cases, such as emergency rescue.

The advent of deep convolutional neural networks has made it possible to dispense with the feature-engineering process by learning from raw data directly (Zheng et al. 2021). Cutting-edge deep learning methods have contributed significantly to automatic building extraction (Luo, Pengpeng, and Yan 2021), owing to the large quantity and variety of publicly available challenging datasets (Shunping, Wei, and Meng 2019; Mnih 2013). Semantic segmentation is a widely used deep learning framework for building extraction (Wang and Miao 2022), which has the capability of assigning labels to each pixel of interest (Guo et al. 2022), since the propose of Fully convolutional network (FCN) (Long, Shelhamer, and Darrell 2015) by enabling the network to free from the requirement of restricted size of input image through pixel-wise segmentation. Numerous studies have explored efficient network structures for automatic building extraction within a semantic segmentation framework. Wu et al. (Guangming et al. 2018) proposed a multi-constraint FCN to extract buildings from aerial images. To reduce information loss in a pooling layer, Shariah et al. (Sherrah 2016) implemented FCN without a pooling layer to retain the detailed ground information from the original image. Yi et al. (Yi et al. 2019) designed DeepResUnet to extract urban buildings by synthesizing U-net (Ronneberger, Fischer, and Brox 2015) and residual learning architecture, achieving an improvement in accuracy of 3.52% compared with U-net. Recently developed semantic segmentation networks in computer vision, including PSPNet (Zhao et al. 2017), DANet (Fu et al. 2019), SegNet (Badrinarayanan, Kendall, and Cipolla 2017), and the series of DeepLab networks (including DeepLabv1, DeepLabv2, DeepLabv3, and DeepLabv3+) (Chen et al. 2014, 2018, 2017, 2018a) have been adopted to extract buildings and achieved remarkable performance improvements (Abdollahi, Pradhan, and Alamri 2020; Baheti et al. 2020; Zhao et al. 2021). However, the extracted buildings mostly have the issue of fragmented building segmentations, especially in datasets with different imaging sensors from the training datasets (Yu et al. 2022), hindering practical applications of the proposed methods.
In order to address the issue of incomplete extracted buildings, a variety of studies have introduced boundary regularization and conditional random fields to finetune the extracted buildings (Guo et al. 2022; He and Jiang 2021; Liao et al. 2021; Zhu et al. 2020). Boundary regulation has been proved to be effective in improving boundary extraction accuracy as a post-processing step (Guo et al. 2022; Yang et al. 2022) It has inspired the use of refinement models as auxiliary tasks to finetune building extraction results, as conducted in MagNet (Huynh et al. 2021), which shows remarkable progress. However, in practical applications, the multi-step framework in building extraction is cumbersome compared with end-to-end semantic segmentation networks. Apart from multi-step framework, there has been numerous research adopting building boundary to assist building extraction. The works of (He and Jiang 2021) adopts edge detection to supplement building extraction and achieved state-of-the-art performance. Joint learning of contour and building structure has been proposed as well to preserve boundaries of extracted buildings (Liao et al. 2021). The boundary-assisted models are sensitive to the performance of edge detection. In terms of the cases where edge detection fails to achieve accurate building boundaries, the performance of the building extraction models will be heavily impacted.

Most of the published models above are evaluated on the sub-datasets that are subtracted from the same dataset as the training datasets (Wang et al. 2022) or on the datasets with limited variability in imaging sensors or spatial resolutions from that of training datasets (Benjamin et al. 2022). The actual model transferability is difficult to be evaluated, and the capability for practical applications remains to be estimated objectively. Moreover, to deal with the fragmented buildings extracted, and the low transferability of current works, we proposed a multi-task frequency and spatial learning Transformer to extract buildings from datasets with different imaging sensors, different spatial resolutions and different study areas. Multi-task learning framework has been embedded to the proposed network structure to supplement building extraction (Diakogiannis et al. 2020), and delivered considerable performance improvement over single-task framework. Transformer was firstly proposed by (Vaswani et al. 2017) for natural language processing and has recently been used for the semantic segmentation of natural images and medical images, with remarkable efficiency and accuracy (Chen et al. 2021b; Cheng, Schwing, and Kirillov 2021a). It is an encoder-decoder network, organized in residual architecture without convolution and pooling layers. Based on the Transformer decoder proposed in (Cheng et al. 2021b), we propose a Transformer in frequency domain to synthesize the concatenated feature embeddings learned from the spatial and frequency domains. The frequency domain readily distinguishes blurred objects by capturing different frequencies (Qian et al. 2020), but the spatial domain is better at learning multi-scale features. As improvement of the Transformer proposed for semantic segmentation (Cheng et al. 2021), our Transformer is designed by synthesizing learning in the frequency domain and in the spatial domain in a multi-task architecture, which can contribute to improving building extraction from images of different imaging sensors. Moreover, since spikes are known as information transmission neurons of human brain (Ghosh-Dastidar and Adeli 2009), spiking convolution is introduced in this study to strengthen the feature learning capability by simulating the powerful learning ability of human brain. The main contributions of this study are as follows:

1. We propose a multi-task spatial-learning and frequency-based Transformer to automatically extract buildings from high spatial resolution images. The proposed model can capture detailed building features and is sensitive to small buildings via the joint learning of the frequency domain and the spatial domain organized in a multi-task manner.

2. Since improving building extraction performance is our main aim in this study, spiking convolution is introduced in our frequency learning task to enhance the frequency feature capability for automatic building extraction with a low computation cost, which makes it promising for future practical applications.

3. The impact of frequency learning and spatial learning on building extraction is explored, in terms of different evaluation datasets. That provides foundation for model construction of building extraction in different cases.

2. Proposed architecture

2.1 Overview

Typical encoder-decoder network structures are widely used to synthesize multi-scale features from
input image for building extraction. However, continuous encoded features are likely to lose spatial details of small buildings with low spatial resolution after continuous down-sampling. Therefore, we use the frequency features of a high spatial resolution image with multi-scale spatial features in a multi-task framework (shown in Figure 1). We feed the concatenated features to a frequency learning-based masked-attention Transformer decoder after they are enhanced by spiking convolution for multi-scale building extraction.

2.2 Frequency-spatial feature learning component

The frequency-spatial feature learning component (Figure 1) is a multi-task architecture, consisting of two tasks, feature learning in the spatial domain and in the frequency domain. For feature learning in the spatial domain, we used ResNet-101 (Kaiming et al. 2016) as the backbone encoder, as shown in Figure 2.

ResNet-101 is a network of 101 layers organized in a residual manner, wherein the first \( 7 \times 7 \) convolution layer in works of (Kaiming et al. 2016) is replaced by three continuous \( 3 \times 3 \) convolutions, as commonly conducted in semantic segmentation (Cheng et al. 2020). Layers L1, L2, and L3 correspond to the ResNet decoding layer in Figure 1. Different from local feature learning by continuous convolutions in spatial domain, feature learning in frequency domain is conducted by enhancing the frequency spectrum globally. Frequency domain is a domain measuring variation degree of pixel intensities, wherein low frequency indicates gradual variation of pixel intensities (ground objects other than edges), and high frequency indicates sharp variation (ground object boundaries and noises). Therefore, frequency domain is more sensitive and better in maintaining small buildings by learning high frequency features globally, while spatial domain is easy to filter out small buildings by continuous local convolutions.

Figure 1. The proposed MSFTrans, consisting of frequency-spatial feature learning (see Section 2.2) and building prediction (see Section 2.3) components. DCT is short for discrete cosine transform, and \( \text{DCT}^{-1} \) is the inverse operation. \( F^* \) indicates feature maps in different modules. \( M \) is the number of filters that are used to decompose the frequency spectrum, and \( N \) is the number of queries with weights to map input feature maps.

Figure 2. Network structure of ResNet encoder in Figure 1. Convolution with stride of 2 is conducted to encode feature map to half the size at the beginning layer of L1-L4.
For feature learning in the frequency domain, we transformed the input image into the frequency domain $F_{img}$ using discrete cosine transform (DCT) (Ahmed, Natarajan, and Rao 1974) and then decomposed the spectrum of $F_{img}$ into different bands to distinguish buildings from other ground objects in the image (shown in Figure 3). Since different ground objects are likely to have different frequency spectra, we manually designed a filter $f$ to decompose the spectrum of the frequency image $F_{img}$ to $M$ bands. A corresponding learnable filter $f_w$ was added to filter $f$ to better distinguish the frequency band of the buildings from the background objects. The operation of the frequency filter on the frequency image $F_{img}$ was conducted following Equation (1). To squeeze the values of $f_w$ within the range of $-1$ to $1$, a function $\sigma$ was adopted [Equation (2)]. Equation (1) shows that the decomposed band $F_{di}$ ($i = 1, \ldots, M$) is calculated by element-based multiplication between the frequency image $F_{img}$ and the summary of the $i$ th frequency filter $f_i$ and $\sigma(f_w)$.

After partitioning the frequency spectrum of $F_{img}$ to different bands, spiking convolution is conducted to enhance the frequency that is more significant for building extraction. According to the theory of signals and systems, convolution with the spiking function in the spatial domain can be transferred to multiplication with a coefficient (Aboozar et al. 2020; Yu et al. 2022). Therefore, the spiking convoluted feature map $F_{ds}$ can be calculated by multiplication with a scaling factor $k$ in Equation (3). In this study, we rescaled each decomposed feature map $F_{di}$ with a scaling factor $k_i$ ($i = 1, \ldots, M$) to calculate the corresponding feature map $F_{ds}$.

$$F_{di} = F_{img} \cdot [f_i + \sigma(f_w)], i = 1, \ldots, M$$ (1)

$$\sigma(x) = \frac{1 - \exp(-x)}{1 + \exp(-x)}$$ (2)

$$F_{ds} = k \times F_{di}$$ (3)

### 2.3 Building prediction component

Using the concatenated feature maps generated in the frequency-spatial feature learning component, a building prediction component was used to predict multi-scale building masks. The gradually up-sampled feature maps in the ResNet decoder, after enhancement by spiking convolution, were fed to each decoder layer of the Transformer, as shown in Figure 1. The structure of ResNet decoder is the inverse of the network structure of ResNet encoder in Figure 2. There are $L$ Transformers in the component, and each Transformer has three decoder layers. The building prediction component has a total of $3L$ decoder layers, and each decoder layer has the network structure shown in Figure 4. Different from the Mask2former in the work of Cheng et al. (Cheng, Schwing, and Kirillov 2021a), the successive up-sampled feature maps of the ResNet decoder $F_{res}$ are transformed to the frequency domain using DCT and enhanced by spiking convolution before being fed to the Transformer [Equation (4)]. The enhanced frequency features $F_{res-sf}$ are used to aid small building extraction and blurred building boundary enhancement with strong sensitivity of high

![Figure 3. Overview of frequency decomposition filter module with spiking convolution. M frequency filters are conducted on the input image $F_{img}$ and generate M feature maps, $F_{di}$. Spiking convolution is conducted on each feature map $F_{di}$ by scaling with a factor $k_i$, $i = 1, \ldots, M$.](image-url)
spectrum frequency. In this paper, the sizes of upsampled feature maps are set thus: \((\frac{W}{32} \times \frac{H}{32}), (\frac{W}{16} \times \frac{H}{16})\), and \((\frac{W}{8} \times \frac{H}{8})\). \(W\) and \(H\) are the width and height of the input image size, respectively.

\[
F_{\text{res-sp}} = \text{DCT}(F_{\text{res}})
\]  

(4)

As shown in Figure 4, each decoder layer of the Transformer takes the modules of the masked attention, self-attention, and feed-forward network (FFN) continuously. The self-attention layer is used to explore relationships between different parts of the image, and the masked attention layer is used to explore the relationship between input and segmented image. The gradually upsampled feature maps after enhanced by spiking convolution. \(F_{\text{res-sp}}\) are firstly linearly transformed using two learnable weights \(W_K\) and \(W_V\) to generate matrices \(K\) and \(V\), respectively. The input query features \(F_q\) are linearly transformed by weight \(W_Q\) to generate matrix \(Q\). To enhance the contextual features of multi-scale buildings, the binary mask \(BM\) from the former Transformer is used to focus on the potential regions with buildings. The binary mask \(BM_i\) of the \(i\) th \((i = 1, \cdots, 3L)\) Transformer decoder layer is generated with a threshold of 0.5 on the building probability prediction image of the former Transformer. The threshold 0.5 is commonly adopted to binarize the prediction image with probability in semantic segmentation (Badrinarayanan, Kendall, and Cipolla 2017; Baheti et al. 2020). To keep pace with the values of matrices \(K\), \(V\), and \(Q\), the binary mask is further transformed by an attention transformation \(f_{at}\) [Equation (5)]. Using matrices \(K\), \(V\), and \(Q\) together with the attention transformed binary mask \(BM_i\), the masked attention and the self-attention modules update the query features via Equations (6) and (7), respectively; softmax is the operation calculated as Equation (8). To generate building prediction image in spatial domain, an inverse DCT is conducted to transform the learned frequency features to the spatial domain for FFN to learn the output query features. Two linear transformation layers make up the module of the FFN, with an active Rectified Linear Unit (ReLU) function [Equation (9)]. Normalization is conducted after each module, that is, Masked module, Self-attention module, and FFN module in Figure 4[Equation (10)]. \(S\) is the summary of the features transferred to the normalization operation; \(\text{Mean}\) and \(\text{STD}\) are the mean and standard variance of \(S\), respectively.

\[
f_{at}(BM_i) = \begin{cases} 0, & BM_i(x, y) = 1 \\ -\infty, & BM_i(x, y) = 0 \end{cases}
\]  

(5)

\[
\text{Masked attention} = \text{softmax} (f_{at}(BM_i) + Q \times K^T) \times V
\]  

(6)

\[
\text{Self-attention} = \text{softmax} \left( \frac{Q \times K^T}{\sqrt{dk}} \right) \times V
\]  

(7)

\[
\text{softmax} = \frac{e^x}{\sum_{i=1}^{N} e^x_i}
\]  

(8)

\[
\text{FFN}(x) = \max(0, xW_1 + b_1)W_2 + b_2
\]  

(9)

\[
\text{Norm}(s) = \frac{s - \text{Mean}(s)}{\text{STD}(s)}
\]  

(10)
3. Experiments and results

3.1 Dataset preparation

To evaluate the efficiency and transferability of the proposed model, we used five publicly released building datasets to conduct the experiments. The five building datasets comprised the WHU-Building Satellite Dataset I (Shunping, Wei, and Meng 2019), WHU-Building Satellite Dataset II (Shunping, Wei, and Meng 2019), Massachusetts Buildings Dataset (Mnih 2013), Inria Aerial Image Dataset (Maggiori et al. 2017), and the xBD Building Dataset (Gupta et al. 2019). Instead of training and evaluating using only the sub-datasets of one dataset, as is common in much research (Guo et al. 2022), the five datasets were re-organized to better evaluate the transferability of the proposed model (Table 1).

The Inria Aerial Image Dataset, WHU-Building Satellite Dataset II, and the training dataset of the xBD Building Dataset were used to train the model, as they have large quantities of images and varying illumination conditions from area-to-area with different spatial resolutions from different imaging sensors. All the images were cropped to a size of 512 × 512 pixels, and the images of buildings and non-buildings were labeled as such. The xBD Building Dataset was originally used for building damage assessment triggered by natural disasters. The dataset contains 850,736 buildings with four damage levels. It is a good resource, as it provides real images for practical building extraction, especially useful in emergency rescue. The dataset comprises pre-event and post-event images of different disasters. Since our aim is to extract buildings, pre-event images were used in our training data for model construction. To accord with our aim of building extraction, the labels of all the buildings were re-assigned as “1.”

The Massachusetts Buildings Dataset, WHU-Building Satellite Dataset I, the pre-event images of the hold-out dataset, and the test dataset of the xBD Building Dataset are used as four different evaluation cases for building extraction. In accordance with the training dataset, all the images were cropped to a size of 512 × 512 pixels before being fed to the trained model for evaluation. The hold-out dataset and test dataset from the xBD building dataset are evaluation case III and evaluation case IV, respectively, and were used to assess the proposed model. The main reason of adopting hold-out dataset and test dataset of xBD building dataset for evaluation is that the datasets are officially used to evaluate the generalization performance and the extraction accuracy of the submitted model in the xView2 Challenge, which is officially proposed to evaluate the actual capability in practical building extraction of the technology in artificial intelligence. Since our aim is to evaluate the practical applicability of the proposed methods in building extraction, which accords with the principle of xView2 Challenge, the hold-out dataset and the test dataset were used for evaluation.

3.2 Evaluation metric

To statistically evaluate the building extraction performance of different evaluation datasets, we adopted the widely used parameters of precision, recall, F1-score, intersection over union (IOU), and mean intersection over union (mIOU) in this study (Badrinarayanan, Kendall, and Cipolla 2017; Chen et al. 2021b). Precision represents the percentage of building pixels that are correctly extracted. Recall indicates the percentage of ground truth building pixels that are correctly extracted. F1-score is a balanced indicator of precision and recall, and IOU is the ratio of intersected area to union area of extracted buildings and ground truth buildings in the dataset. mIOU is used to assess the general segmentation performance by calculating the mean IOUs of buildings and background objects in the dataset. The evaluation parameters are calculated according

| Dataset                                | Spatial resolution | Imaging sensor          | Study area                  | Training/evaluating the model       |
|----------------------------------------|--------------------|-------------------------|-----------------------------|------------------------------------|
| Inria Aerial Image Dataset             | 0.3 m              | Aerial Image            | 810 km² of multiple cities  | Training                           |
| WHU-Building Satellite Dataset II      | 0.45 m             | Satellite images        | 860 km² of East Asia        | Training                           |
| WHU-Building Satellite Dataset I       | 1 m                | Aerial Image            | 45,361.79 km² of 15 countries | Training                           |
| Massachusetts Buildings Dataset        | 0.3 m to 2.5 m     | QuickBird, WorldView series, IKONOS, ZY-3 | 340 km² of Boston | Evaluating I                       |
| xBD hold-out dataset                  | 0.3 m              | WorldView-3             | 860 km² of East Asia        | Evaluating III                     |
| xBD test dataset                      | 0.3 m              | WorldView-3             |                             | Evaluating IV                      |
to Equations (11)-(15), wherein TP is short of true positive pixels, FP represents false-positive pixels, and FN is false-negative pixels. The indicator frame per second (FPS) is adopted to evaluate the implementation efficiency of the methods.

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (11)
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \quad (12)
\]

\[
F1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (13)
\]

\[
\text{mIOU} = \frac{1}{2} \sum_{i=0}^{1} \frac{TP_i}{TP_i + FP_i + FN_i} \quad (15)
\]

\[
\text{IOU} = \frac{TP}{TP + FP + FN} \quad (14)
\]

3.3 Implementation details

The experiments were conducted on the Pytorch platform in the Ubuntu 14.04 environment. Four GeForce RTX™ 3090 GPUs with a memory storage of 24 GB each were used simultaneously to train the proposed model. The model’s convergence was optimal for a batch size of four and an epoch of 11 k. The number of filters in Figure 3 decomposing frequency image \( F_{img} \) is set three after multiple trials, and the frequency spectrum band range of filters \( f \) is set thus: 0–1/50, 1/50–1/10, 1/10–1. In terms of the number of Transformer layers in building prediction module in Figure 1, the number of queries \( N \) is set 100 and the number of Transformer layers \( L \) is set 3. The input query features \( F_q \) in Figure 4 are initialized by zero when training the model. Our proposed frequency learning branch can be generalized to other networks as a learning module. For data augmentation, we adopted the widely used strategies of random cropping, color jittering, horizontal flipping, and scale jittering between 0.5 and 2.0. The Adam learning strategy (Liu et al. 2021) with a poly-learning rate schedule (Chen et al. 2018) was adopted for both the backbone network and Transformer training. The initial learning rate of our proposed model was set to 0.0001, with a weight decay of 0.05, and multiplied by 0.1 through optimization. Our model was trained using the pre-trained model released by Mask2Former (Cheng et al. 2021). As seen from Equations (16–18), the training loss of our proposed MSFTrans \( L_M \) is a combination of binary cross entropy loss \( L_{CE} \) and dice loss \( L_{DL} \), which have been widely used for semantic segmentation (Cheng, Schwing, and Kirillov 2021a; Yi et al. 2019). \( p_{gt}(i) \) is the ground truth label of the pixel indexed by \( i \), and \( p_{result}(i) \) is the segmented result of the pixel indexed by \( i \).

\[
L_M = 0.5 \times L_{CE} + 0.5 \times L_{DL} \quad (16)
\]

\[
L_{CE} = - \sum_{i=0}^{W \times H} \left[ p_{gt}(i) \log(p_{result}(i)) + (1 - p_{gt}(i)) \log(1 - p_{result}(i)) \right] \quad (17)
\]

\[
L_{DL} = 1 - \frac{2 \times \sum_{i=0}^{W \times H} p_{gt}(i)p_{result}(i)}{\sum_{i=0}^{W \times H} p_{gt}^2(i) + \sum_{i=0}^{W \times H} p_{result}^2(i)} \quad (18)
\]

4. Comparisons with the state-of-the-art methods

We compared five state-of-the-art end-to-end methods with our method: DeepLabv3+ (Chen et al. 2018b), HRNet (Sun et al. 2019), PSPNet (Yu, Yang, and Chen 2018; Zhao et al. 2017), BiSeNet (Fan et al. 2021), and SegNet (Badrinarayanan, Kendall, and Cipolla 2017), all of which have achieved state-of-the-art performance in building extraction. For a fair comparison, the selected methods were implemented with publicly released code and the training methods in this study.

The evaluation statistics of our proposed network MSFTrans and the five comparison methods on each of the four evaluation datasets (Massachusetts Buildings Dataset, WHU-Building Satellite Dataset I, the hold-out dataset, and the test dataset of the xBD building dataset) are listed in Tables 2–5, respectively. Our proposed MSFTrans produced a remarkable result for F1, IOU, and mIOU compared with the five methods. For evaluation dataset I (Table 1), MSFTrans shows a 15.16% improvement in F1, 12.67% improvement in IOU, and an 11.76% improvement in mIOU. For evaluation dataset II (Table 1), MSFTrans shows a 17.09% improvement in F1, 15.86% improvement in IOU, and an 8.96% improvement in mIOU. Higher improvements are seen in evaluation datasets III and IV (Table 1): 29.61% in F1, 36.60% in IOU, and 19.66%
in mIOU for both datasets using MSFTrans. The significant improvements seen in our proposed MSFTrans method, when compared with the five end-to-end networks, demonstrate its advanced capability in building extraction for practical scenarios.

The performances of building extraction in evaluation datasets I and II are generally lower than those of the other two datasets. One possible reason for this is the large quantity of small building instances in the dataset with low spatial resolution compared with that of the training datasets. Buildings in images with lower spatial resolution are likely to have a smaller size, which generates challenges in evaluating the generalization of the proposed model for small building extraction. Faced with smaller buildings, our proposed MSFTrans still delivers the best performance, with an improvement in recall of 53.55%. This validates the high efficiency of our proposed frequency-spatial based Transformer in maintaining and capturing multi-scale building features by learning global frequency spectrum feature in frequency domain and local multi-scale feature in spatial domain. Compared with local convolutions in spatial domain as conducted in other methods, where small buildings are easy to be filtered out, our frequency-spatial based Transformer is more effective in extracting buildings, regardless of the variation in building size. The implementation efficiency of our proposed method is lower than the other methods with the structure of multi-task and time-consuming frequency-spatial domain transformation. It can be recognized as acceptable with an FPS of 10.24, about 2 frames/second smaller than HRNet. Notably, the evaluation statistics in this paper are generally lower than those of published results (Guo et al. 2022) because of the different evaluation strategy. Our aim is to objectively evaluate the transferability and the practical applicability of the proposed model

| Table 2. Evaluation statistics of evaluation dataset I (%) |
|---------------------------------|-------------|-------------|-------------|-------------|-------------|-------------|
| Precision | Recall | F1 | IOU | mIOU | FPS |
| DeepLabv3+ | 15.01 | 34.91 | 20.99 | 11.73 | 48.00 | 45.53 |
| HRNet | 20.16 | 45.73 | 27.98 | 16.27 | 50.86 | 12.72 |
| PSPNet | **43.35** | 33.15 | 37.57 | 23.13 | 51.13 | 53.33 |
| SegNet | 31.46 | 20.87 | 25.09 | 14.35 | 43.79 | 119.14 |
| BiSeNet | 20.00 | 44.46 | 27.58 | 16.00 | 50.64 | 87.21 |
| MSFTrans | 40.83 | **74.42** | **52.73** | **35.80** | **62.62** | **10.51** |

| Table 3. Evaluation statistics of evaluation dataset II (%) |
|---------------------------------|-------------|-------------|-------------|-------------|-------------|-------------|
| Precision | Recall | F1 | IOU | mIOU | FPS |
| DeepLabv3 | **71.76** | 27.87 | 40.15 | 25.12 | 55.73 | 44.07 |
| HRNet | 40.16 | 40.77 | 40.46 | 25.36 | 58.98 | 12.16 |
| PSPNet | 64.09 | 26.35 | 37.34 | 22.96 | 54.65 | 53.32 |
| SegNet | 52.75 | 18.06 | 26.90 | 15.54 | 48.73 | 122.97 |
| BiSeNet | 69.85 | 25.11 | 36.94 | 22.66 | 53.73 | 89.21 |
| MSFTrans | 59.05 | **57.7** | **58.36** | **41.21** | **67.94** | **10.24** |

| Table 4. Evaluation statistics of evaluation dataset III (%) |
|---------------------------------|-------------|-------------|-------------|-------------|-------------|-------------|
| Precision | Recall | F1 | IOU | mIOU | FPS |
| DeepLabv3 | 32.57 | 78.82 | 46.09 | 29.95 | 62.68 | 44.35 |
| HRNet | 43.98 | 56.60 | 49.50 | 32.89 | 63.72 | 13.34 |
| PSPNet | 57.99 | 23.91 | 33.85 | 20.38 | 53.24 | 51.08 |
| SegNet | 38.04 | 13.06 | 19.44 | 10.77 | 45.84 | 125.19 |
| BiSeNet | 45.92 | 73.14 | 56.41 | 39.29 | 67.49 | 91.21 |
| MSFTrans | **85.53** | **88.07** | **86.78** | **76.65** | **87.51** | **10.36** |

| Table 5. Evaluation statistics of evaluation dataset IV (%) |
|---------------------------------|-------------|-------------|-------------|-------------|-------------|-------------|
| Precision | Recall | F1 | IOU | mIOU | FPS |
| DeepLabv3+ | 33.69 | 81.13 | 47.61 | 31.24 | 63.30 | 44.68 |
| HRNet | 45.19 | 59.00 | 51.17 | 34.39 | 64.47 | 12.89 |
| PSPNet | 58.32 | 25.05 | 35.04 | 21.25 | 53.74 | 51.68 |
| SegNet | 37.98 | 13.57 | 19.99 | 11.11 | 45.99 | 123.01 |
| BiSeNet | 46.50 | 74.08 | 57.13 | 39.99 | 67.79 | 88.65 |
| MSFTrans | **84.85** | **88.73** | **86.74** | **76.59** | **87.45** | **10.38** |
in building extraction by mimicking practical cases. The evaluation images are different from the training dataset in imaging sensors, spatial resolutions and study areas. With different spatial distribution patterns of ground objects in different sizes, the evaluation statistics are not as high as those in published works (Chen et al. 2022) that evaluate on images with similar spatial distribution patterns as the training dataset.

In spite of statistical evaluations above, a visual comparison of the methods on the four evaluation datasets is conducted. Five random images with the ground truth labeling images of each evaluation dataset were selected. The extracted results of the different methods from different evaluation dataset are shown in Figures 5–8, respectively. In accordance with the evaluated statistical comparisons, the building extraction performance of our proposed MSFTrans is remarkably better than that of the other methods, especially for the small building instances in Figure 5. BiSeNet is less effective when being transferred to extract small buildings [Figure 5(b)], but better in extracting large buildings. DeepLabv3+, HRNet, and PSPNet are slightly better than BiSeNet at distinguishing small building instances, but less sensitive to large buildings [Figures 5(c–e)]. As shown in Figure 5(f), SegNet can extract building areas roughly, but without a detailed boundary distribution pattern. Compared with the five methods, our proposed MSFTrans method is easily transferred to extract both small and large building instances with fine boundary details [Figure 5(g)]. The issue of small building omission may be overcome by enlarging the variety of small building instances, specifically when training the building extraction model.

For evaluation dataset II, whose images have various spatial resolutions, MSFTrans is able to extract most buildings correctly and neatly, in spite of the building omission in the background composed of bare land with similar spectral intensity of buildings in Figure 6(g). As shown in Figure 6(b), BiSeNet is sensitive to large buildings, but introduces many falsely extracted buildings, which are actually vegetation. The building extraction results of DeepLabv3+ are better than those of HRNet, PSPNet, and SegNet, with less omitted building instances and clearer building boundaries; however, background objects near the building boundaries are mis-extracted as buildings, as shown in Figure 6(c–f). In different scenarios, MSFTrans can better distinguish buildings from background objects [Figure 6(g)].

For datasets III and IV, most buildings are well extracted by MSFTrans, with intact boundaries, despite the cloud disturbance in Figure 7. For buildings with blurred boundaries in Figures 7 and 8, all the five methods in comparison fail to

Figure 5. Visual comparison of extracted building instances using the different methods of evaluation dataset I: (a) original images; (b) results from BiSeNet; (c) results from DeepLabv3+; (d) results from HRNet; (e) results from PSPNet; (f) results from SegNet; (g) results from MSFTrans, TP indicates true positive pixels, FN and FP represent false-negative and false-positive pixels, respectively.
capture detailed building boundaries and suffer from building omission [Figures 7(b–f) and 8(b–f)]. Moreover, there are many bare ground pixels misclassified as buildings by SegNet and PSPNet [Figure 7(e–f)]. The results indicate that the frequency-spatial learning mechanism in MSFTrans better captures the features of building instances from background objects in different circumstances [Figures 7(g) and 8]. In images without building instances [Figure 7(a)], the bare ground is easily committed as buildings by each of the methods. To confront such issue, the network structure may be modified to focus more on textural features in the future study.

Figure 6. Visual comparison of extracted building instances using the different methods of evaluation dataset II: (a) original images; (b) results from BiSeNet; (c) results from DeepLabv3+; (d) results from HRNet; (e) results from PSPNet; (f) results from SegNet; (g) results from MSFTrans, TP indicates true positive pixels, FN and FP represent false-negative and false-positive pixels, respectively.

Figure 7. Visual comparison of extracted building instances using the different methods of evaluation dataset III: (a) original images; (b) results from BiSeNet; (c) results from DeepLabv3+; (d) results from HRNet; (e) results from PSPNet; (f) results from SegNet; (g) results from MSFTrans. TP indicates true positive pixels, FN and FP represent false-negative and false-positive pixels, respectively.
5. Ablation studies and discussions

5.1 Comparison of frequency learning with spatial learning

Using the multi-task framework of joint spatial-frequency feature learning, the features can be better captured for building extraction. In order to explore the effectiveness of each task branch in feature learning for building extraction, we conducted a comparison of the building extraction performance between single-task learning model and our proposed MSFTrans. The single-task learning model is constructed by, respectively, removing the frequency feature learning branch (MSFTrans-FL) and spatial feature learning branch (MSFTrans-SL) (shown in Figure 1). MSFTrans-FL and MSFTrans-SL are trained and evaluated with the same strategy. The evaluation statistics of MSFTrans-FL and MSFTrans-SL for each evaluation dataset were calculated and listed in Table 6. When transferred to evaluation datasets I and II, whose spatial resolution varies considerably from that of the training dataset, the impact of spatial learning branch in MSFTrans-SL is more significant than that of the frequency domain in MSFTrans-FL with higher mIOU decrease by 3.02% and 1.25% compared with MSFTrans. The impact of spatial learning and frequency learning branches are similar with a mIOU decrease of 2% when images have higher spatial resolutions, as cases of datasets III and IV. It indicates that the multi-scale features captured by spatial learning branch are more significant for building extraction from images with different spatial resolutions.

![Figure 8. Visual comparison of extracted building instances using the different methods of evaluation dataset IV.](image)

**Table 6.** Evaluation statistics of MSFTrans-FL and MSFTrans-SL for each evaluation dataset (%).

| Method     | Precision | Recall | F1   | IOU  | mIOU |
|------------|-----------|--------|------|------|------|
| I          |           |        |      |      |      |
| MSFTrans-FL| 44.57     | 58.32  | 50.52| 33.8 | 60.57|
| MSFTrans-SL| 40.98     | 58.85  | 48.31| 31.85| 59.6 |
| MSFTrans   | 40.83     | 74.42  | 52.73| 35.8 | 62.62|
| II         |           |        |      |      |      |
| MSFTrans-FL| 65.63     | 51.6   | 57.77| 40.62| 67.26|
| MSFTrans-SL| 58.46     | 54.21  | 56.25| 39.14| 66.69|
| MSFTrans   | 59.05     | 57.7   | 58.36| 41.21| 67.94|
| III        |           |        |      |      |      |
| MSFTrans-FL| 82.31     | 85.64  | 83.94| 72.33| 85.18|
| MSFTrans-SL| 84.94     | 83.83  | 84.38| 72.98| 85.51|
| MSFTrans   | 85.53     | 88.07  | 86.78| 76.65| 87.51|
| IV         |           |        |      |      |      |
| MSFTrans-FL| 81.75     | 86.14  | 83.88| 72.24| 85.11|
| MSFTrans-SL| 83.87     | 84.74  | 84.3 | 72.87| 85.42|
| MSFTrans   | 84.85     | 88.73  | 86.74| 76.59| 87.45|
Frequency learning branch in MSFTrans has negative impact on building extraction precision with 3.74% increase for datasets of I and II after being removed in MSFTrans-FL. That indicates frequency features are slightly sensitive to the change of spatial resolution in falsely extracting background objects as buildings. However, frequency learning branch improves recall remarkably with similar progress of spatial learning branch of 16.1%. That demonstrates the significant role of frequency features and multi-scale spatial features of our proposed MSFTrans in extracting buildings from images with different spatial resolutions, which can strengthen the transferability of our proposed MSFTrans. In terms of datasets III and IV, whose spatial resolution is similar with that of training datasets, frequency learning branch gets higher progress in improving precision than spatial learning branch, while vice versa in improving recall. Both learning branches are equally significant in enhancing the reliability and transferability of proposed MSFTrans for building extraction in different study areas from different imaging sensors.

5.2 Impact of frequency decomposition learning module

The frequency decomposition module was used in our proposed MSFTrans method to enhance the frequency spectrum band of buildings from high-resolution images. In order to evaluate the effectiveness of the frequency decomposition learning module, we modified the proposed network by removing the frequency decomposition module (MSFTrans-FD), as demonstrated in Figure 9. Moreover, to seek for the optimum number of filters in the frequency decomposition module, we conducted two more experiments, in which we set M as 1 and 5. The same training and evaluation strategy was adopted on the modified network. The corresponding evaluation statistics for each dataset are shown in Table 7.

It is worth noting that the frequency decomposition module significantly enhances the proposed model in capturing the features of small buildings, with at least 13.82% decrease in precision of MSFTrans-FD in datasets I and II (Table 7), whose image spatial resolution is comparatively lower and the building instances are generally smaller than the other evaluation datasets. Moreover, the frequency decomposition module improves mIoU most remarkably by 7.16% in dataset II, whose image spatial resolution varies considerably. It has shown strong transferability in extracting buildings by decomposing the frequency spectrum to different bands. As can be seen from Table 7, the decomposition of the frequency spectrum to three filters (as set in MSFTrans) achieves the best performance in building extraction, with the largest F1, IOU, and mIoU for each of the datasets.

5.3 Impact of spiking convolution

Spiking convolution in this study is used to enhance the frequency feature by multiplication with different factors for building extraction. The role of spiking convolution is evaluated by removing it (MSFTrans-SC) from our proposed network and the corresponding evaluation statistics for each evaluation dataset are demonstrated in Table 8. The impact of spiking
convolution is significant in enhancing the proposed method in capturing building instances, especially in dataset I with mIOU improvement of 3.26%. Spiking convolution is generally effective in enhancing the feature capturability of building instances in images with different spatial resolutions. It is worth to mention that spiking convolution has a negative impact on the precision of building extraction by falsely recognizing background objects as buildings in images with different spatial resolution from the training dataset (dataset I and II), but it improves recall remarkably with the high sensitivity to intensity change in frequency. In terms of dataset III and IV, spiking convolution enhances the model transferability in both precision and recall, making the proposed MSFTrans highly potential for practical applications.

5.4 Impact of building size

In order to explore the impact of building size on the extraction performance of our proposed method, we categorized the building instances of each evaluation dataset into four classes according to the number of pixels in each building instance. Detailed size categorization thresholds for each evaluation dataset are shown in Table 9. The thresholds are manually set according to the number distribution of building instances for each size category. Since evaluation dataset I is concentrated with small building instances, the size thresholds of the building instances are manually set, with the number of pixels ranging from 50 to 500. The thresholds in categorizing buildings of evaluation datasets II–IV are set with the same values (Table 9). The evaluation statistics of extracted building instances using our proposed MSFTrans method for each size category of each evaluation dataset are calculated and shown in the chart of Figure 10.

Clearly, the extraction performance gets better increasing size of building instances for each of the evaluation datasets. For dataset I, the precision, F1, IOU, and mIOU increase significantly when extracting buildings of size category 4 (pixel size

---

**Table 7.** Evaluation statistics of different frequency decomposition filters for each evaluation dataset (%), MSFTrans is represented by MSFTrans-3FD to coincide with other methods.

| Method | Precision | Recall | F1    | IOU  | mIOU |
|--------|-----------|--------|-------|------|------|
| I      | MSFTrans-FD | 27.01  | 68.78 | 38.79 | 24.06 | 56   |
|        | MSFTrans-1FD | 33.38  | 67.38 | 45.01 | 29.05 | 58.62|
|        | MSFTrans-3FD | 40.83  | 74.42 | 52.73 | 35.8  | 62.62|
|        | MSFTrans-5FD | 33.75  | 62.31 | 43.78 | 28.73 | 57.82|
| II     | MSFTrans-FD | 31.29  | 65.46 | 42.34 | 26.86 | 60.78|
|        | MSFTrans-1FD | 37.61  | 55.59 | 44.86 | 28.92 | 61.57|
|        | MSFTrans-3FD | 59.05  | 57.7  | 58.36 | 41.21 | 67.94|
|        | MSFTrans-5FD | 55.04  | 55.89 | 55.46 | 38.37 | 66.39|
| III    | MSFTrans-FD | 76.33  | 91.24 | 83.12 | 71.12 | 84.6 |
|        | MSFTrans-1FD | 81.33  | 88.46 | 84.74 | 73.53 | 85.85|
|        | MSFTrans-3FD | 85.53  | 88.07 | 86.78 | 76.65 | 87.51|
|        | MSFTrans-5FD | 85.98  | 84.64 | 85.3  | 74.37 | 86.26|
| IV     | MSFTrans-FD | 75.68  | 91.89 | 82.99 | 70.94 | 84.47|
|        | MSFTrans-1FD | 80.66  | 89    | 84.62 | 73.35 | 85.73|
|        | MSFTrans-3FD | 84.85  | 88.73 | 86.74 | 76.59 | 87.45|
|        | MSFTrans-5FD | 84.87  | 85.28 | 85.07 | 74.03 | 86.05|

**Table 8.** Evaluation statistics of spiking convolution for each evaluation dataset (%).

| Method | Precision | Recall | F1    | IOU  | mIOU |
|--------|-----------|--------|-------|------|------|
| I      | MSFTrans-SC | 44.96  | 53.6  | 48.89 | 32.36 | 59.36|
|        | MSFTrans  | 40.83  | 74.42 | 52.73 | 35.8  | 62.62|
|        | MSFTrans-SC | 63.47  | 53.1  | 58.64 | 41.49 | 67.9 |
|        | MSFTrans  | 59.05  | 57.7  | 58.36 | 41.21 | 67.94|
|        | MSFTrans-SC | 83.14  | 87.04 | 85.04 | 73.98 | 86.08|
|        | MSFTrans  | 85.53  | 88.07 | 86.78 | 76.65 | 87.51|
|        | MSFTrans-SC | 82.46  | 87.64 | 84.97 | 73.87 | 85.99|
|        | MSFTrans  | 84.85  | 88.73 | 86.74 | 76.59 | 87.45|

**Table 9.** Size categorization thresholds of evaluation datasets.

| Evaluation Dataset | 1 | 2 | 3 | 4 |
|--------------------|---|---|---|---|
| I                  | <50 | ≥50 < 100 | ≥100 < 500 | ≥500 |
| II–IV              | <500 | ≥500 < 1000 | ≥1000 < 2000 | ≥2000 |
≥500). For datasets II–IV, the evaluation statistics of building instances with size category 1 (pixel size <500) are significantly lower than those of the other size categories. The precision of building extraction, especially for small buildings, is a key factor that needs improvement to better lend itself to practical scenarios. Generally, with the evaluation strategy proposed in this study in mimicking practical application cases with remote sensing images of different study areas from different imaging sensors, our proposed MSFTrans method can be directly applied to extract buildings from different remote sensing images with different spatial resolutions given the satisfactory evaluation performances.

6. Conclusions

Inconsistent spectral characteristics within large building instances, omission of small buildings, blurred building boundaries, and complex background objects are the main impediments to large-scale practical application. To surmount this problem, we proposed a multi-task frequency-spatial learning Transformer for building extraction from high spatial resolution images. Frequency decomposition features from high-resolution images were used to supplement multi-scale feature maps to preserve detailed ground object information and distinguish blurred buildings by capturing different frequencies. Spiking convolution was proposed to enhance the frequency characteristics of various buildings. Extracted frequency-spatial features were fed to a masked-attention Transformer by synthesizing continuous up-sampled feature maps for accurate multi-scale building mask prediction.

Experiments on five publicly released building datasets demonstrated the high transferability of our proposed MSFTrans method in extracting buildings from different high spatial resolution images. Using the five state-of-the-art methods as a baseline, our proposed method performed remarkably. When transferred to extract buildings from dataset concentrated with small buildings, MSFTrans obtained approximately 53.55% progress in recall. Moreover, 29.61% F1, 36.60% IOU, and 19.66% mIOU were achieved by the MSFTrans method when applied to extract buildings from images with high spatial resolution (0.3 m); and 15.16% F1, 12.67% IOU, and 11.76% mIOU were achieved when applied to extract buildings from images with low spatial resolution (1 m). The significant improvements found when using our proposed MSFTrans method demonstrated the advanced capability of the spatial-frequency learning mechanism in building extraction in practical scenarios. The size of building instance significantly impacted extraction performance. The accuracy of

Figure 10. Evaluation statistics for extracted building instances with different size categories for each evaluation dataset: (a) evaluation dataset I; (b) evaluation dataset II; (c) evaluation dataset III; (d) evaluation dataset IV.
large building extractions was higher than that of small ones. Improving building instance using a number of pixels smaller than 500 should considerably improve general building extraction performance in future studies.

Based on the intact and multi-scale buildings extracted using our proposed MSFTTrans method, in future work, we will focus on improving the extraction performance of small building instances by enlarging the variety of training samples and creating more effective network structures to synthesize textural characteristics.
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