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Abstract

Federated Learning (FL) is developed to learn a single global model across the decentralized data, while is susceptible to the challenge of personalizing the model with the sensitivity of statistical heterogeneity. However, recent studies focus on learning a robust global model or personalized classifiers, which yield divergence due to inconsistent objectives. This paper shows that personalization is achievable in the presence of global model diversity. Existing FL methods are based on the scheme of jointly learning representations and classifiers, where the existing models are a set of classification-based local models that are consistently subject to heterogeneity from non-IID data. As a result, we separate representation learning from classifier learning in FL and propose RepPer, an independent two-stage personalized FL framework. We first learn the client-side feature representation models that are robust to non-IID data and aggregate them into a global common representation model. After that, we achieve personalization by learning a classifier head for each client, based on the common representation obtained at the former stage. Notably, the proposed two-stage learning scheme of RepPer can be potentially used for lightweight edge computing that involves devices with constrained computation power. Experiments on various datasets (CIFAR-10/100, CINIC-10) and heterogeneous data setup show that RepPer outperforms alternatives in flexibility and personalization on non-IID data.

1 Introduction

The enormous amount of edge devices and various terminals continually generating large-scale datasets, which draw a significant concern regarding data privacy and sensitivity (Konečný et al. 2016), Bonawitz et al. 2017, Mohri, Sivek, and Suresh 2019), a distributed machine learning paradigm, has shown great promise in reducing privacy risk and communication costs (Kairouz et al. 2019, Li et al. 2020, Zhang et al. 2021a). It enables multiple clients to learn a global model collaboratively over distributed partitions of data under the management of a central server with a built-in privacy-preserving design. One challenge associated with decentralized data in FL is statistically heterogeneous across the
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and RepPer on local data. This observation illustrates that the negative effects of non-IID persist not only in the classification accuracy but also in the feature representations.

**Is it possible to learn and exploit a common representation model on non-IID data while maintaining good personalized predictions for all the clients?** To answer this question affirmatively, we propose RepPer, an independent two-stage framework for learning from non-IID data, which eliminates the correlation between representation learning and personalized prediction. Instead of learning representations from the classification objective, our key idea is to separate representation learning from classification in the local update, from which to mitigate the adverse effect of label bias and client-drift. Specifically, we built a two-stage training procedure: (1) Common representation learning (CRL) stage. We construct a common feature space with discriminative capability by averaging local representation model updates. The participants proceed with local computations based on supervised contrastive (SC) loss (Khosla et al. 2020) to learn local representation models and update the global representation model similar to the standard FedAvg. (2) Personalized classification learning (PCL) stage. We learn a personalized classifier head for each client on their distribution, using the common representation model obtained from the CRL stage. Since the two stages of RepPer are optimized independently and separately, every client can obtain a fully customized classification model with low complexity after the first stage has been converged. As shown in Fig. 2, we show that the parameters of the global representation model can be updated by aggregating local representation model parameters, where each local model aims to learn feature representation from the heterogeneous data. Local personalization depends on satisfying client-specific target distributions upon the learned global representation model. With this strategy, local clients learn discriminative feature representation in the CRL stage and leverage the aggregated global representation model to optimize their personalized classifiers w.r.t local data in the PCL stage.

RepPer is flexible in Internet of Things (IoT) applications in the actual federated scenario, especially in conditions where edge devices have less computation power. In RepPer, personalized classifiers can be flexibly designed by traditional machine learning and deep learning techniques, such as support vector machine (SVM (Cortes and Vapnik 1995)), logistic regression (LR) and multi-layer perceptron (MLP) neural network. Even for clients who can only support classification that is incompetent to participate in feature representation, they can flexibly train their personalized classifier derived from the common representation from the CRL stage.

We evaluate RepPer on federated image classification and show that it outperforms recently proposed alternatives on different levels of statistical heterogeneity among clients. We also consider and perform experiments on out-of-local-distribution generalization, wherein one client personalization can optimize for newly targeting distributions in the federation that differ from the raw data distribution. Finally, we explore the flexibility for specific clients considering the insufficient computational power in the realistic federation.

The main contributions of this work can be summarized as follows:

i) We establish RepPer, an independent two-stage personalized FL framework that separates traditional FL into representation and classification learning. First, we explore to learn a common representation model from the non-IID data. Then, each client can design a personalized classifier on their local data flexibly by using the well-learned common representation model.

ii) We make a practical consideration of FL in edge computing and out-of-local-distribution generalization. The RepPer allows edge devices with different computing powers to participate in FL. New clients or target distributions can be well generalized based on RepPer when the CRL stage is available.

iii) Experimental results validate the generalization and classification accuracy of the RepPer in (a) different levels of statistical heterogeneity; (b) generalization on out-of-local-distribution data; (c) various computing powers devices.
2 Related Work

2.1 Federated Learning

In FL, the central server coordinating a total of $K$ clients jointly solve the following optimization problem:

$$\min_{w} \left\{ F(w) := \sum_{i=1}^{K} q_i f_i(w) \right\},$$

(1)

where the global objective function $F(w)$ is the average of the local objectives $f_i(w)$ with the weight $q_i$ of the participant $K$ clients. In particular, $f_i(w)$ measures local empirical risk across local data distribution $D_i = \{x_1^i, x_2^i, \ldots, x_{n_i}^i\}$, defined as

$$f_i(w) = \frac{1}{n_i} \sum_{j=1}^{n_i} f_i(w; x_j^i),$$

(2)

where $n_i$ is the count of indices of samples on $i$-th client, $n = \sum_{i} (n_i)$ is the sum of samples across all the clients. We set $q_i = n_i/n$, where $i \in [K]$. Recent methods have studied the personalization of FL over multiple sources of non-IID data. The personalized FL optimizes the objective in Eq. (1) and (2), aiming to 1) learn a global model $w$ from the decentralized data; 2) achieve client-specific personalization. Federated meta-learning proposes to find a good initial condition shared across participating clients as an initial global model and then optimize for personalization in cooperating with meta-learning (Chen et al. 2018, Fallah, Mokhtari, and Ozdaglar 2020, Khodak, Balcan, and Talwalkar 2019). Federated transfer learning offers to transfer the global model to each client by freezing the distributed lower layers of the global model while fine-tuning its higher layers in terms of local data (Arivazhagan et al. 2019, Chen et al. 2020b). Federated regularization training introduces a unit $L_2$-norm to constrain the difference of model parameters between the global and local models to stabilize convergence (Huang et al. 2021, T. Dinh, Tran, and Nguyen 2020, Li et al. 2018). In all of these methods, each client in the federation is trained in a jointly learning scheme, limited by label bias and client-drift from non-IID data.

2.2 Contrastive Representation Learning

Contrastive representation learning has seen remarkable success in learning representations, especially on unlabeled data (Tian, Krishnan, and Isola 2020, He et al. 2020, Grill et al. 2020, Chen et al. 2020a, Chen and He 2021). The common motivation behind it is introducing a contrastive loss (Gutmann and Hyvärinen 2010) in representation learning. Contrastive loss maximizes the consistency between augmented views of the same image by contrasting the agreement between different images. Supervised contrastive learning (Khosla et al. 2020) incorporates label information to maximize features from the same class. Contrastive representation learning has been widely investigated in long-tailed and class imbalanced classification (Kang et al. 2020, Wang et al. 2021). It helps to learn discriminative features and ease classifier learning in imbalance cases.

2.3 Federated Representation Learning

Recent researchers focus on learning representations across participant clients on heterogeneous data, and further optimizing personalization for each client. FedCA (Zhang et al. 2020) and FedU (Zhuang et al. 2021) learn representations from unlabeled non-IID data. LG-FedAvg (Liang et al. 2020) and FedRep (Collins et al. 2021) are similar to RepPer, but they jointly learn representation on each local data constrained by classification objectives, such as cross-entropy loss, leading to biased representations, as shown in Fig. [1(b) and 1(c)]. Moreover, the most recent FRL methods upload the representations learned from local data, leading to privacy leakage. Our approach separates representation learning from classification training in local updating. We introduce the recently proposed supervised contrastive (SC) loss for the local representation model updating on non-IID data, and prevent transferring feature representation vectors to the server to avoid privacy leakage. RepPer is a general framework that mitigates the non-IID problem, makes flexibility, and reduces personalization computation.

3 Methodology

To effectively learn an independent common representation model on non-IID data and perform personalized prediction for each client on local data, we show a two-stage personalized federated learning with simple procedures. An overview of RepPer is shown in Fig. [3].

Stage 1: Common Representation Learning (CRL). Typically, the objective $f_i(w; x)$ in Eq. (3) is generally a cross-entropy loss corresponding to client classification on non-IID data. The feature distribution learned on such decentralized data can be highly skewed (shown in Fig. [1]), and the decision boundary can be affected by label bias on classification optimization. The CRL stage suggests local models to learn distinguishable feature representations in the federation by introducing contrastive semantic clustering constraints. To do this, we build on SC loss for local data in each client, which pulls samples with the same class closer in feature space and pushes samples apart from other classes. In each communication round of the CRL stage, local representation models learn corresponding feature representations from both instance-rich (or head) and instance-scarce (or tail) classes. The global representation model allows client-server synchronously updating in the federation. It should be emphasized that the server takes a weighted average of the local representation model parameters without extra feature representation vectors learned from each client or raw data to decrease the risk of privacy leakage.

Stage 2: Personalized Classification Learning (PCL). Benefitting from the CRL stage, a personalized classification model is trained for each client using the generated global representation model to create a personalized classifier on local data. Here, we consider different amounts of available computing power on each client in edge computing and adapt to the personalized classification process by learning local classifier heads with different sizes and complexity. Some clients who lack computing power in participating in the iterations of FL can flexibly train their personalized low-
representation learning on non-IID data in RepPer. We then analyze the advantage of CRL (in Section 3.1) and PCL (in Section 3.2) operate on non-IID data. We describe how the stages of CRL and PCL operate on non-IID data. We then analyze the advantage of common representation learning (CRL) stage shows client-server synchronization optimization in the federation. Blue and green indicate local representation models, and grey denotes the global server. Each client communicates the local representation model updates to the server. There these updates are aggregated to generate a shared global representation model. Orange line: Personalized classification learning (PCL) stage shows that each local client leverages the resulting global representation model to optimize its desired personalized classifier with local data. Similarly, it is only necessary to update the new classifier head according to the global representation model when facing new client data. Right: Local representation training with the supervised contrastive (SC) loss (Khosla et al. 2020) on client data. The SC loss focuses on clustering the features with semantic discrimination, resulting in less skewed features.

3.1 Common Representation Learning (CRL)

Instead of optimizing the objective in Eq. 1, we instruct a server to coordinate local clients to train a common representation model. Specifically, each client conducts representation learning with SC loss, communicates local representation model updates to the server, and aggregates these updates to the common representation model. We rewrite the objective Eq. 1 to optimize the following objective:

$$
\min_{\phi} \left\{ F(\phi) := \sum_{i=1}^{K} q_i f_i(\phi) \right\},
$$

where the global objective function $F(\phi)$ is the average of local objectives $f_i(\phi)$ weighted by participants.

In local model training, each client learns to map input sample $x \in \mathbb{R}^d$ to a lower-dimensional feature vector $r \in \mathbb{R}^g$ wherein $d \gg g$, which is then normalized to the projection vector $z$ onto the unit hypersphere called feature space. Then we adopt SC loss to constrain distances of projection vectors from different classes. In order to increase the number of samples for each class, especially for tail classes, we make two augmentations to each input image $x$. Thus, each client $i \in [K]$ obtains sample-label pairs $D_i = \{(x_j^i, y_j^i)\}_{j=1}^{2n_i}$ that consist of data augmentations. In the client $i$, for each sample $x_j^i$ acts as an anchor, $A(j)$ is the set of all indices in the client $i$ distinct from $x_j^i$, $P(j) = \{x_p | y_p = y_j^i, p \neq j\}$ is the set of indices of samples originating from the same class with $x_j^i$ but does not contain $x_j^i$, $N(j) = \{A(j) \setminus P(j)\}$ is the set of indices of samples with different classes than $x_j^i$. Indices in $P(j)$ are called the positives, and indices in $N(j)$ are called the negatives. For the projection vectors normalized into the feature space, the SC loss clusters the positives close to the anchor and separates the anchor from the negatives. Eq. 4 and 5 present the details of $f_i(\phi)$ in Eq. 3 as follows:

$$
f_i(\phi) = \sum_{j=1}^{2n_i} \ell_j,
$$

$$
\ell_j = -\log \left\{ \frac{1}{|P(j)|} \sum_{p \in P(j)} \frac{\exp(\langle z_j, z_p \rangle / \tau)}{\sum_{a \in A(j)} \exp(\langle z_j, z_a \rangle / \tau)} \right\},
$$

where $z$ refers to the normalized representation of input $x$, the $\cdot$ symbol denotes the inner product, $\tau \in \mathbb{R}^+$ is a scalar temperature parameter. Critically, in CRL stage, the label information is required only for clustering feature representa-
tions in the feature space rather than intended to classify data from all clients.

3.2 Personalized Classification Learning (PCL)

After the global representation model has converged, a personalized classifier using global representation can be a much smaller model with less computation. In PCL stage, each client create a personalized classifier \( \theta \) locally, which flexibly fits their client’s local data distribution. For each client \( i \in [K] \), here we train a conventional classification model by minimizing the loss function \( \ell_{cls}: \mathbb{R}^C \times \mathbb{R}^C \to \mathbb{R} \) between the ground-truth and prediction, i.e., cross-entropy loss. The goal of this stage for each client is formulated as follows:

\[
\arg \min_{\theta_i} \frac{1}{D_i} \sum_{j \in [D_i]} \ell_{cls}(\theta_i(\phi_j^i(x_j^i)), y_j),
\]

where \( \phi \) is the fixed global representation model learned from the previous CRL stage. Each client \( i \in [K] \) trains their classifier \( \theta_i \) to map from representations to label space. Indeed, we study and experiment on various local classification heads with low complexity, including SVM, logistic regression and MLP neural network. More details are shown in Section 6.4.

4 Optimization

During the optimization, RepPer alternates between the client’s local update and a server update on each communication round until convergence in the CRL stage and then optimizes a personalized classifier for each client in the PCL stage. Every client performs \( \tau_r \) iterations of SGD to compute a local update in the CRL stage and \( \tau_c \) iterations to compute in PCL stage. The subscript \( r \) represents the representation procedure in both client and server updates, and \( c \) indicates personalized classification. The overall training procedure is shown in Algorithm 1.

**Client Update.** In communication round \( t \), a fraction \( C \in (0, 1] \) of the total clients is uniformly randomly selected for local updating. In the client update, the selected client \( i \in [C \cdot K] \) updates the local representation model \( \phi_i^t \) with \( \tau_r \) iterations by using gradient descent with respect to its joint data as the following:

\[
\phi_{i,t,\tau_r+1} = \phi_{i,t,\tau_r} - \eta_r \nabla f_i(\phi_{i,t,\tau_r}),
\]

where \( \eta_r \) is the learning rate, \( \nabla f_i(\phi_{i,t,\tau_r}) \) denotes one step of stochastic gradient according to Eq. (4) using the current local representation model \( \phi_i^t \). Non-selected clients will keep their previous local model parameters.

**Server Update.** After iterating the local client updates for \( \tau_r \) times in round \( t \), the participating clients upload parameters with respect to the recent local representation model to the server for aggregation:

\[
\phi_{t+1} = \sum_{i \in S_t} q_i \phi_i^t,
\]

where \( S_t = \max(C \cdot K, 1) \) is a client set that is randomly selected with a participation rate of \( C \) in communication round \( t \), \( q_i \) is the weight of the participant client in set \( S_t \).

Algorithm 1: RepPer

**Parameter:** \( K \) clients are indexed by \( i \); participation rate \( C \); learning rate \( \eta_r, \eta_c \); number of iterations \( \tau_r, \tau_c \); number of communication rounds \( T \).

**Stage 1: Common representation learning**

**Server executes:**

- initialized global representation model with weights \( \phi_0 \)
- for round \( t = 0, 1, \ldots, T - 1 \) do
  - \( m \leftarrow \max(C \cdot K, 1) \)
  - \( S_t \leftarrow \) (random set of \( m \) clients)
  - for each client \( i \in S_t \) in parallel do
    - \( \phi_i^{t+1} \leftarrow \) Client Update \((i, \phi_i^t)\)
  - end for
- return \( \phi^t \) to server

**Stage 2: Personalized classification learning**

**Clients execute:** /update each local classifier with the global representation \( \phi \) frozen

- initialized \( i \)-th local classification model with weights \( \theta_i \)
- \( B_c \leftarrow \) (split local data \( D_i \) into batch)
- for \( \tau = 0, 1, \ldots, \tau_r - 1 \) do
  - for batch \( b_c \in B_c \) do
    - \( \theta^{t+1} = \theta^t - \eta_c \nabla l_i(\theta_i^t; \phi; b_c) \)
  - end for
- end for

**Personalized Classifier Update.** The parameters of classifiers are updated according to the fixed global representation model. Each personalized classifier only needs a few iteration to converge. Client \( i \in [K] \) updates the current classifier model as follows:

\[
\theta_{i,\tau_c+1} = \theta_{i,\tau_c} - \eta_c \nabla l_i(\theta_{i,\tau_c}; D_i),
\]

where \( \eta_c \) is the learning rate. Personalized classifiers for each client on their local data can be simply learned using a linear classifier or a shallow neural network.

5 Analysis

In this section, we provide an analysis of using SC loss for local representation learning on non-IID data. As shown in Fig. 1, statistic heterogeneity leads to biased representations across clients. In non-IID settings, clients often contain tail classes associated with only a few samples, which are susceptible to miss-classified of the majority. In local model training of CRL stage, the SC loss contributes gradient from minorities are large while those for majority samples are
small, leading to a more robust local representation clustering both on head and tail classes. As shown in the Appendix A the gradient for Eq. (1) with respect to the normalized representation vector \( z_j \) has the following form:

\[
\frac{\partial \ell_j}{\partial z_j} = \frac{1}{\tau} \left\{ \sum_{p \in P(j)} z_p (P_{jp} - X_{jp}) + \sum_{n \in N(j)} z_n P_{jn} \right\},
\]

where

\[
P_{jp} = \frac{e^{(z_j \cdot z_p / \tau)}}{\sum_{a \in A(j)} e^{(z_j \cdot z_a / \tau)}},
\]

\[
X_{jp} = \frac{e^{(z_j \cdot z_p / \tau)}}{\sum_{p' \in P(j)} e^{(z_j \cdot z_{p'}/ \tau)}}.
\]

In Sec. [3.1] we define \( r \) the feature vector before normalization, i.e., \( z_j = r_j / \| r_j \| \). The gradient of SC loss with respect to \( r \) has the form:

\[
\frac{\partial \ell_j}{\partial r_j} = \frac{\partial \ell_j}{\partial z_j} \bigg|_{P(j)} + \frac{\partial \ell_j}{\partial z_j} \bigg|_{N(j)},
\]

where

\[
\frac{\partial \ell_j}{\partial z_j} \bigg|_{P(j)} = \frac{1}{\tau} \| r_j \| \sum_{p \in P(j)} (z_p - (z_j \cdot z_p) z_j) (P_{jp} - X_{jp}),
\]

\[
\frac{\partial \ell_j}{\partial z_j} \bigg|_{N(j)} = \sum_{n \in N(j)} (z_n - (z_j \cdot z_n) z_j) P_{jn}.
\]

We show that the SC loss is structured so that tail classes with few samples have large gradient contributions, whereas head classes have small ones. If \( x_j \) is sampled from the tail class, which acts as an anchor, the set of positives \( P(j) \) is irregular and difficult to discriminate from large amounts of negatives, \( z_j \cdot z_p \approx 0 \), so

\[
\| (z_p - (z_j \cdot z_p) z_j) \| = \sqrt{1 - (z_j \cdot z_p)^2} \approx 1.
\]

If \( x_j \) is sampled from the head class as an anchor, the corresponding positives are numerous, and easy to measure their similarities, \( z_j \cdot z_p = 1 \), thus

\[
\| (z_p - (z_j \cdot z_p) z_j) \| = \sqrt{1 - (z_j \cdot z_p)^2} = 0.
\]

We observe that tail classes with few samples have large gradient contributions, therefore obtaining more compact representations in feature space. This implicit property avoids representation learning being affected by label bias. Furthermore, the label information here applies to robust representation clustering rather than classification tasks. Consequently, well-learned feature clustering in each client is the original drive of RepPer. We provide a full derivation of the property from the gradient descent in Appendix A.

The common global representation model receives and averages these local updates can perform better clustering than recently proposed methods. Fig. [3] validates the feature representation capability of the server in RepPer.

## 6 Experiments

In this section, we validate the performance of RepPer with non-IID data across clients from three aspects: (i) the discriminative of feature representations of the server and local clients learned in the CRL stage; (ii) the personalized classification performance for each client and generalization to the new client; (iii) the effect of adapting to lower computation powers in representation and classification learning.

### 6.1 Experiments Setup

**Datasets with the heterogeneous distribution** We consider the federated image classification problem using the following three real-world image datasets: CIFAR-10 [Krizhevsky2012], CIFAR-100 [Krizhevsky2012], and CINIC-10 [Darlow et al. 2018]. CIFAR-10/100 consist of 10/100 categories with 6000 and 600 samples per category, respectively. CINIC-10 is comprised of images from 10 categories with 9,000 samples per category. We distribute these complete datasets to control heterogeneity using Dirichlet distribution as Lin et al. [2020] [Yurochkin et al. 2019] Hsu, Qi, and Brown [2019]. The concentration parameter \( \alpha = \{100, 1, 0.5 \} \) in Dirichlet distribution defines the degree of non-identicalness for client-partitioned data distribution. The possibility of the client holding samples from classes is positively correlated with the value of the concentration parameter: \( \alpha = 100 \) equals to identical distribution across all the clients, and as the \( \alpha \) gets smaller, the clients are more likely to have samples from extremely class imbalance. We consider three data partition strategies to simulate FL scenarios and visualize how samples distributed among 20 clients for CIFAR-10, CINIC-10, and CIFAR-100 on different \( \alpha \) in Fig. [3].

**Baselines** We evaluate and compare against personalized FL methods as well as global shared methods with personalized fine-tuning. (1) **FedAvg** [McMahan et al. 2017] is the classical framework of FL and is treated as the baseline in this experiment. (2) **FedProx** [Li et al. 2018] leverages a regularization term to restrict local updates not far from the global model. (3) **LG-FedAvg** [Liang et al. 2020] applies the representation learning strategy to learn local representation models and aggregates them into a global model to adapt to local data. (4) **FedRep** [Collins et al. 2021] learns the global representation based on supervised cross-entropy loss and then updates personalized classifiers locally. (5) **FedAVG+FT and FedProx+FT.** For global shared models like FedAvg and FedProx, we train its global model first and then fine-tuning the classifier heads for 10 SGD epochs on its local training data, named FedAVG+FT and FedProx+FT for personalization and compute the final test accuracy.

**Implementation** In each experiment, all the baseline methods and RepPer share the same backbone network (ResNet34 [He et al. 2016]), as well as the same number of epochs (\( E = \{10, 20 \} \)), participant rate (\( C = \{0.2, 0.4, 0.8\} \)), batch sizes (\( B = 256 \)), learning rate (\( \eta=0.001 \), with a learning rate decay of 0.1) and communication round (\( T = 100 \)). We use Adam [Kingma and Ba 2014] as an optimizer, and the weight decay is set to
1 × 10⁻⁴. The value of hyperparameter temperature (τ) in Eq. (5) is fixed at 0.1. Each global shared model baseline does for fine-turning its classifier head by running 10 local epochs of SGD. Personalized FL methods and PCL stage of RepPer did likewise. Federated classification accuracies are shown by averaging the local accuracy of each client on the corresponding test dataset. To better evaluate adaptation in realistic FL scenarios with heterogeneous settings, we show the accuracy of each client on non-IID test datasets. We implement our experiments based on the FedML (He et al. 2020a), an open-source federated learning library.

### 6.2 Representations Visualization

To validate the feature representation capability of the CRL stage in RepPer, we visualize representations learned from global and local models using t-Distributed Stochastic Neighbor Embedding (t-SNE) (Van der Maaten and Hinton 2008), as shown in Fig. 3. Different colors in the figure represent different data categories.

We first show representations of the seven randomly selected clients on their respective local data. In the non-IID setting of α = 0.5, as shown in Fig. 3(c), local data exhibit varying class imbalances among the clients. Despite this, we observe that local models can cluster well for various degrees of instance-rich/sparse classes, leading to sharper boundaries and better discrimination of tail categories in t-SNE. In RepPer, the server collects local representation model parameters to update a global representation model. We then further show representation on the server over all the data and we observe that the global representation model consistently performs well even though the local representation models are trained on the non-IID data.

Fig. 3 illustrates that RepPer learns local representing models on heterogeneous data and obtains a common global model unaffected by non-IID data. We further show evaluation of the effectiveness of personalized classification based on the common representation model in the next section.

### 6.3 Model Performance

In this section, we performed a detailed comparison of RepPer and baselines on federated image classification. We first investigate the effect of hyperparameters on the classification accuracy of FedAvg, LG-FedAvg, FedRep, and RepPer, in both IID and various degrees of the non-IID settings. Then, we compare the performance of RepPer with baselines in the non-IID setting. Finally, the out-of-local-distribution generalization of RepPer is compared to that of FL methods.

**Effect of hyperparameters** The key factors considered in FL that affect performance include: the fraction (C) of clients participating on each round, the number of local epochs (E), and degrees of heterogeneity (α) in the dataset. To understand the critical factors that affect the convergence of RepPer in both IID and non-IID settings, we evaluate RepPer and compare it with baseline methods on the CIFAR-10 dataset. We compare the test performance of the proposed RepPer with baseline methods for different local training settings: non-IID degrees α ∈ {100, 1, 0.5}; randomly select a fraction C ∈ {0.2, 0.4, 0.8} of the total 20 clients; the number of communications is 100, and local epochs E = {10, 20} per communication round. The vari-
Figure 4: T-SNE visualization of representations learned from global and local models in RepPer on the CIFAR-10 under non-IID setting with $\alpha = 0.5$. For local data, each client contains an unequal number or category of images, and the number of categories in the enumerated randomly selected clients is shown in the respective legends. From left to right, the data distribution becomes increasingly skewed. Client A includes samples from 7 categories, and the number of samples per category is relatively equal. Clients B, C, and D contain a small number of tail categories and a relatively large number of samples from the remaining categories. Clients E, F, and G include samples with extremely class imbalance, containing some categories with minimal numbers. The server aggregates and updates with local models, achieving well-clustering results on the whole data.

The analysis of these key factors shows that RepPer can benefit from more local epochs ($E$), a specific number of participant clients ($C$), and robustness on various non-IID data with $\alpha$, and result in a steady rise in federated classifi-
Table 1: Evaluation of different FL approaches in various heterogeneous settings with three key parameters: client sampling fractions $C$, local epochs $E$, and non-IID degrees $\alpha$. We show classification test accuracy, and the best results are in bold. We adopt the same backbone as ResNet-34 for each method and evaluate the performance on the CIFAR-10 dataset.

| Method         | Local epochs | $C = 0.2$ | $C = 0.4$ | $C = 0.8$ |
|----------------|--------------|-----------|-----------|-----------|
|                |              | IID $\alpha = 1.$ | $\alpha = 0.5.$ | IID $\alpha = 1.$ | $\alpha = 0.5.$ | IID $\alpha = 1.$ | $\alpha = 0.5.$ |
| FedAvg (McMahan et al. 2017) | 10 | 78.04 | 72.58 | 66.56 | 78.58 | 72.64 | 70.91 | 79.05 | 74.73 | 75.64 |
|                | 20 | 77.61 | 72.39 | 66.43 | 78.28 | 73.65 | 71.67 | 78.66 | 74.90 | 75.99 |
| LG-FedAvg (Liang et al. 2020) | 10 | 78.87 | 75.67 | 73.62 | 78.25 | 74.68 | 74.88 | 78.03 | 74.53 | 75.88 |
|                | 20 | 77.25 | 74.27 | 73.82 | 76.81 | 73.90 | 72.98 | 77.03 | 74.06 | 74.26 |
| FedRep (Collins et al. 2021) | 10 | 80.43 | 67.04 | 61.08 | 80.53 | 73.03 | 76.36 | 79.86 | 74.57 | 75.49 |
|                | 20 | 78.21 | 71.24 | 71.83 | 79.64 | 69.45 | 71.35 | 80.03 | 74.21 | 71.85 |

Table 2: Top-1 accuracy (%) comparison on non-IID settings of CINIC-10, CIFAR-10/100 datasets. We keep randomly selected the fraction $C = 0.2$ of 20 clients and epochs $E = 10$ in iterations constant and evaluated the performance of SOTA baselines and RepPer on degrees of non-IID data, which is synthetically controlled by $\alpha = \{1, 0.5\}$. Best results are marked in bold, and suboptimal results are marked with underline. RepPer outperforms prior work across non-IID settings.

| Method         | CINIC-10 $\alpha = 1.$ | CINIC-10 $\alpha = 0.5.$ | CIFAR-10 $\alpha = 1.$ | CIFAR-10 $\alpha = 0.5.$ | CIFAR-100 $\alpha = 1.$ | CIFAR-100 $\alpha = 0.5.$ |
|----------------|------------------------|------------------------|--------------------------|--------------------------|--------------------------|--------------------------|
| FedAvg (McMahan et al. 2017) | 57.77 | 56.73 | 72.58 | 66.56 | 40.87 | 40.21 |
| FedAvg+FT | 60.90 | 60.91 | 72.62 | 69.41 | 41.35 | 40.89 |
| FedProx (Li et al. 2018) | 65.09 | 63.28 | 72.75 | 72.88 | 43.00 | 41.53 |
| FedProx+FT | 64.31 | 63.69 | 72.85 | 72.92 | 43.19 | 41.79 |
| FedRep (Collins et al. 2021) | 59.45 | 59.33 | 67.04 | 61.08 | 40.06 | 36.36 |
| LG-FedAvg (Liang et al. 2020) | 59.95 | 59.12 | 75.67 | 73.62 | 45.08 | 44.85 |
| RepPer | 74.67 | 65.09 | 84.98 | 81.04 | 91.16 | 86.22 |

Achieves 10.3% and 9.01% more accuracy on CIFAR-100 datasets than LG-FedAvg.

We further evaluate the classification accuracy of the FL methods for each category of the client’s local data. In the non-IID data setting, the number of samples and categories varies widely within each client. Figure 5 lists two randomly selected clients and shows corresponding classification accuracy for each category. The results in Figure 5 show that the baseline methods on non-IID data can perform better in head classes while performance drops in predicting tail classes. Our results provide stable performance for each client in classification, both on head and tail classes.

The comparison between baseline methods indicates that the RepPer outperforms all the other methods in classification accuracy. The results show that RepPer leads to more robust and stable convergence than alternatives on heterogeneous datasets. We attribute this to the fact that the reasonable local representation models improve the robustness and quality of the global model, and RepPer allows the global representation model to be personalized for each specific client.
Figure 5: Classification accuracy of two randomly selected clients in their respective classes. Each client contains local training data with different categories, and category indexes are sorted by the number of samples in each category in descending order.

Figure 6: Comparing the effect of generalization on new 20 clients with retraining classifier heads of baseline methods and RepPer on the CIFAR-10 dataset. We consider 20 new clients with $C = 1$ participation ratio and the degree of non-IID with $\alpha = 1$. After iterating 100 times for each personalized classifier head, RepPer can better personalize for all the 20 new clients compared with alternatives. The increasing number of new clients makes it harder to personalize; however, RepPer outperforms alternatives.

Generalization to New Clients We evaluate the strength of RepPer to adapt to new clients. We consider the non-IID federated setting where the resultant global model optimizes for a new client with new target distribution. This can be done by performing a few local updates to learn personalized classifier heads from the given global representation model in RepPer.

Accordingly, we train FedAvg, FedProx, LG-FedAvg, FedRep, and RepPer on the non-IID CIFAR-100 dataset, which contains images of 100 categories. For new clients with local data distribution from the new target domain, which is the CIFAR-10 dataset in the setting of this experiment, we train classifier heads for 100 iterations on its local data while keeping the global representation model parameters fixed.

Figure 6 shows the results of applying ready learned FL methods to new clients that update one-layer MLP as their corresponding classifier heads on the CIFAR-10 dataset. In this experiment, either CIFAR-100 or CIFAR-10 datasets are under heterogeneous settings with the non-IID degree with $\alpha = 1$. We show the classification accuracy of the test datasets for 20 new joint clients in Figure 6. RepPer consistently outperforms alternatives over all the new clients. We attribute the effective personalization for new clients of RepPer due to the semantic discrimination capability of the global representation model, which can be well adapted to a new client with different data distribution.

6.4 Flexibility for Low Power Internet-of-Things

FL in the Internet of Things (IoT) involves edge devices with diverse hardware and different computation power [Ning et al., 2018; Min et al., 2019; Pang et al., 2020]. Significantly, some clients with less computation power or even clients that only support classification, can barely participate in FL iterations. To mitigate this problem, we exploit the personalized properties of the RepPer to define various simple classifiers for each client flexibly.

We investigate three machine learning classifiers in the PCL stage of RepPer for personalized prediction: support vector machine (SVM), logistic regression (LR) and multi-layer perceptron (MLP) neural network. For clients with limited computational power, only classifiers need to be retrained by the obtained representations from the global representation model. MLP classifiers can be considered a dividing hyperplane in the feature representation space, only learning to make classification decisions. Therefore, we retrain these classifiers for clients with limited computation power. Likewise, we retrain linear classifiers (in particular, logistic regression and SVM) for trainable baseline methods personalization with their global representations.

We compared the performance of RepPer with baseline methods. As shown in Table 6, RepPer consistently outperform alternatives in personalized classification accuracy. We attribute this to a well-learned global representation model and flexibility in machine learning classifier choosing. As IoT applications are incredibly diversified, there is a strong need for flexible solutions in the federated learning frameworks. We evaluate that RepPer could be a viable option for low computational power IoT devices.
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17.47% and 3.19% more accurate than alternatives on
CIFAR-10 and CIFAR-100, respectively. For larger model
ResNet-34, RepPer shows superior classification accuracy by
11.54% and 14.18% than alternatives on CIFAR-10 and
CIFAR-100. We show that the proposed RepPer domi-
nates test classification accuracy in each network archite-
cture as backbones. All these results further corroborate that
RepPer provides the possibility of mitigating system het-
erogeneity that alleviates extra effort in altering neural archi-
tectures. Table 4 visualizes RepPer deployed to the
portable backbone, such as MobileNet, exhibiting better sta-
ibility, and higher accuracy than alternatives in personalized
FL.

6.5 Robustness of Different Backbones
In this section, we conduct and analyze the robustness of
the backbones to characterize the RepPer. We claim that
the CRL stage in RepPer can learn semantic feature rep-
resentation clusters for each client and consequently lead to
a better global model in the federation. To validate that it
is more robust than alternatives, we extend the comparisons
above to the representation model size.
We consider the comparison at different scales of back-
bones, i.e., ResNet-34 (∼ 22 million parameters) and MobileNet (Howard et al. 2017) (∼ 3 million parameters), which
is frequently used in low-power devices. Accordingly, we
train the respective global models with suggested backbones
and corresponding personalized classifiers to compare the
performance with each other. The experiment evaluates this
two backbones and heterogeneous data with \( \alpha = 1 \), the frac-
ovation of clients for 20 clients. There are 100 communication rounds and 10 local training epochs per round.
Table 4 visualized the result of FedAvg, LG-FedAvg,
FedRep, and RepPer on the CIFAR-10/100 dataset. For
MobileNet, it shows that RepPer’s personalized model is
17.47% and 3.19% more accurate than alternatives on
CIFAR-10 and CIFAR-100, respectively. For larger model
ResNet-34, RepPer shows superior classification accuracy by
11.54% and 14.18% than alternatives on CIFAR-10 and
CIFAR-100. We show that the proposed RepPer domi-
nates test classification accuracy in each network archite-
cture as backbones. All these results further corroborate that
RepPer provides the possibility of mitigating system het-
erogeneity that alleviates extra effort in altering neural archi-
tectures. Table 4 visualizes RepPer deployed to the
portable backbone, such as MobileNet, exhibiting better sta-
ibility, and higher accuracy than alternatives in personalized
FL.

7 Conclusion and future work
In this work, we propose RepPer as a personalized FL
framework that can adapt to non-IID data to improve the
personalized FL performance. We divide the traditional FL
into two stages that first enable the server to learn a common
representation from heterogeneous data in the federation.
We then personalize by allowing each client to compute
a personalized classifier on their local data using the com-
mon representation from stage one. We simulate numbers
of non-IID distribution scenarios, where experiments results
show our method outperforms previous methods in flexi-
bility and personalization. The two-stage training scheme
opens questions about the optimal learning scheme com-
pared with end-to-end learning as general training methods.
We expected the proposed two-stage personalized federated
learning scheme to provide a more flexible paradigm for FL
and IoT applications.
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A Gradient Derivation

In Section 5, we claim that SC loss helps RepPer to learn local representations on the non-IID data. In this section, we perform gradient derivations with respect to normalized representation $z$ and feature representation before normalization $r$, proving an intrinsic property of SC loss that works well for learning representations on non-IID data. We start by deriving the gradient with respect to $z$ of Eq. (5):

$$\frac{\partial \ell_j}{\partial z_j} = - \frac{\partial}{\partial z_j} \log \left\{ \frac{1}{|P(j)|} \sum_{p \in P(j)} \frac{e^{(z_j \cdot z_p / \tau)}}{\sum_{a \in A(j)} e^{(z_j \cdot z_a / \tau)}} \right\} = \frac{\partial}{\partial z_j} \log \left( \sum_{a \in A(j)} e^{(z_j \cdot z_a / \tau)} \right) - \frac{\partial}{\partial z_j} \log \left( \sum_{p \in P(j)} e^{(z_j \cdot z_p / \tau)} \right) = \frac{1}{\tau} \sum_{a \in A(j)} \frac{z_a e^{(z_j \cdot z_a / \tau)}}{\sum_{p \in P(j)} e^{(z_j \cdot z_p / \tau)}} - \frac{1}{\tau} \sum_{p \in P(j)} \frac{z_p e^{(z_j \cdot z_p / \tau)}}{\sum_{a \in A(j)} e^{(z_j \cdot z_a / \tau)}} + \frac{1}{\tau} \sum_{n \in N(j)} z_n e^{(z_j \cdot z_n / \tau)}$$

$$= \frac{1}{\tau} \left\{ \sum_{p \in P(j)} z_p (P_{jp} - X_{jp}) + \sum_{n \in N(j)} z_n P_{jn} \right\},$$

where

$$P_{jp} = \frac{\sum_{a \in A(j)} e^{(z_j \cdot z_a / \tau)}}{\sum_{a \in A(j)} e^{(z_j \cdot z_a / \tau)}} = \frac{e^{(z_j \cdot z_p / \tau)}}{\sum_{p' \in P(j)} e^{(z_j \cdot z_{p'} / \tau)}}.$$  

$$X_{jp} = \frac{\sum_{a \in A(j)} e^{(z_j \cdot z_a / \tau)}}{\sum_{p \in P(j)} e^{(z_j \cdot z_p / \tau)}} = \frac{e^{(z_j \cdot z_p / \tau)}}{\sum_{p \in P(j)} e^{(z_j \cdot z_p / \tau)}}.$$  

We combine Eq. (18) and (22) thus give the following:

$$\frac{\partial \ell_j}{\partial r_j} = \frac{1}{\tau \| r_j \|} \left\{ \sum_{p \in P(j)} (z_p - (z_j \cdot z_p) ) (P_{jp} - X_{jp}) \right\} + \sum_{n \in N(j)} z_n P_{jn},$$

$$\frac{\partial \ell_j}{\partial z_j} \bigg|_{P(j)} = \frac{1}{\tau \| r_j \|} \sum_{p \in P(j)} (z_p - (z_j \cdot z_p) ) (P_{jp} - X_{jp}),$$

$$\frac{\partial \ell_j}{\partial z_j} \bigg|_{N(j)} = \sum_{n \in N(j)} (z_n - (z_j \cdot z_n) ) z_j P_{jn},$$

where

$$\frac{\partial z_j}{\partial r_j} = \frac{\partial}{\partial r_j} \left( \frac{r_j}{\| r_j \|} \right) = \frac{1}{\| r_j \|} \left( I - \frac{r_j (1 / \| r_j \|)^T}{\| r_j \|^2} \right)$$

$$= \frac{1}{\| r_j \|} \left( I - z_j \cdot z_j^T \right),$$

Therefore, the gradient of the SC loss with respect to $r$ is related to that with respect to $z$ via the chain rule:

$$\frac{\partial \ell_j(z_j)}{\partial r_j} = \frac{\partial \ell_j(z_j)}{\partial z_j} \cdot \frac{\partial z_j}{\partial r_j}.$$  

$$= \frac{1}{\| r_j \|} \left( I - z_j \cdot z_j^T \right) r_j.$$