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Abstract—With the advancement of GPS and remote sensing technologies, large amounts of geospatial and spatiotemporal data are being collected from various domains, driving the need for effective and efficient prediction methods. Given spatial data samples with explanatory features and targeted responses (categorical or continuous) at a set of locations, the problem aims to learn a model that can predict the response variable based on explanatory features. The problem is important with broad applications in earth science, urban informatics, geosocial media analytics and public health, but is challenging due to the unique characteristics of spatiotemporal data, including spatial and temporal autocorrelation, spatial heterogeneity, temporal non-stationarity, limited ground truth, and multiple scales and resolutions. This paper provides a systematic review on principles and methods in spatial and spatiotemporal prediction. We provide a taxonomy of methods categorized by the key challenge they address. For each method, we introduce its underlying assumption, theoretical foundation, and discuss its advantages and disadvantages. Our goal is to help interdisciplinary domain scientists choose techniques to solve their problems, and more importantly, to help data mining researchers to understand the main principles and methods in spatial and spatiotemporal prediction and identify future research opportunities.
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1 Introduction

Given spatial data samples with explanatory features and a targeted response variable at different locations and time, the spatial and spatiotemporal prediction problem aims to learn a model that can predict the response variable based on their explanatory features. Examples of the problem existed even before the popularity of computers. The spatial interpolation method Kriging, named after spatial statistician and mining engineer Krige [1], was developed in the 1960s to estimate minerals for mining activities. However, with the recent advancement of GPS and remote sensing technology, as well as the popularity of geographic information system and mobile devices, large amounts of spatial and spatiotemporal data are being collected at an increasing speed, such as earth observation imagery, gauge observations in river streams, and geo-social media data. Utilizing the rich geospatial data plays a critical role in addressing many grand societal issues, but is also technically challenging due to the unique characteristics of spatial data. There is an urgent need for effective and efficient prediction methods that can unlock the values of such rich geospatial data assets.

Over the years, various spatial and spatiotemporal prediction methods have been developed by different research communities, including spatial statistics, spatial econometrics, data mining and machine learning, computer vision, remote sensing, geographic information science, and spatial database. Particularly, progress has been made with the rapid development of spatial data mining, a field that studies how to automatically identify non-trivial, previously unknown but potentially useful patterns from large geospatial datasets [2]. Yet methods developed by different research communities tend to use different vocabularies and solve problems in different angles. A systematic review that compares these methods is missing.

To this end, this paper provides a systematic review of different spatial prediction methods. We categorize methods based on the unique challenges they address, discuss their underlying assumptions, and compare their advantages and disadvantages. The goal is to help interdisciplinary researchers choose appropriate techniques to solve problems in their applications domains, and more importantly, to help data mining researchers understand the basic principles as well as identify open research opportunities in spatial prediction.

1.1 Societal Applications

Spatial prediction is of great importance in societal applications related to various agencies, such as the National Aeronautics and Space Administration (NASA), the National Oceanic and Atmospheric Administration (NOAA), the Department of Defense, the Department of Transportation, the Department of Homeland Security, the United States Department of Agriculture (USDA), and the Environmental Protection Agency (EPA). Here we categorize application examples into four major areas including earth science, urban informatics, geosocial media analytics, and public health.

Earth science: Earth science is a major application area for spatial prediction [3]. Remote sensors from satellites, airplanes, and unmanned aerial vehicles (UAVs) have collected petabytes of geo-referenced earth imagery. Particularly, the recent deployment of CubeSat fleets by commercial companies (e.g., Planet Labs Inc.) help collect high-resolution imagery that covers the entire earth surface almost every day. In addition, numerous ground sensors deployed on
land or rivers collect real-time information on soil properties, river flow volume, and air quality. Spatial prediction on earth data plays an important role in mapping land use and land cover, understanding global deforestation [4], monitoring surface water dynamics [5], improving the situational awareness during disasters (e.g., mapping hurricane flood and earthquakes) [6, 7], predicting crop yield [8], estimating the spatial distribution of species [9, 10], and mapping soil properties [11, 12].

Urban informatics: Another important application area is urban informatics. Relevant spatial data includes temporally detailed road networks with real-time travel costs on individual road segments, GPS trajectories of taxis and trucks, data from video cameras and high-resolution sensors on traffic volume and occupancy close to highway intersections, passenger transactions on public transit systems such as subways and buses, high-resolution street view imagery, geo-referenced crime and accident records, and cellphone location history collected from communication towers. Spatial prediction plays an important role in routing and navigation services (e.g., speed profile and travel volume prediction) [13], spatially detailed demand forecasting for sharing economy (e.g., ride-hailing, bike sharing) [14], law enforcement management (e.g., patrol route planning targeted at predicted crime or crash hotspots), monitoring environment pollution, as well as predictive maintenance of critical urban infrastructures.

Geosocial media: Geosocial media analytics is an important emerging application area. With the popularity of smart phones and mobile apps, large amounts of georeferenced social media data are collected from billions of users. Examples include geo-tagged tweets and Facebook posts, geo-tagged photos and videos, online articles with named entities for locations, as well as check-in records. Geosocial media provides a new way to collect near real-time information about what is happening on the earth surface at a large scale and with low costs. Spatial prediction on geosocial media data has been applied to real-time spatial event detection (e.g., earthquake, flood, landslide) for disaster management [15, 16], spatiotemporal event forecasting (e.g., political unrest) [17], and travel destination recommendations in tourism [18]. With the area growing rapidly, more applications are being developed in agriculture, environment monitoring, transportation, education, and finance.

Public health: Public health has long been an important application area for spatial prediction. Examples of spatial data related to public health includes demographic information on district blocks, electronic health records with patient home addresses, aggregated disease count maps at city, county or state level, population mobility data, environmental data such as air quality and water quality, and other online data such as search engine queries related to diseases. Spatial prediction plays a critical role in automatic medical diagnosis from MRI imagery, monitoring infectious disease and mapping disease risks [19], detecting disease outbreak, analyzing environmental factors that cause diseases [20], understanding drug epidemics [21], as well as providing early alert for individuals on environmental triggers of asthma.

It is important to note that the application areas listed above are not isolated but cross-cutting with each other. For example, spatial prediction on geosocial media data can help mapping flood disasters in earth science applications, detecting damage and failures of critical urban infrastructures, and monitoring disease transmission in public health. Earth observation data has been used in land use modeling for urban planning, and in modeling environment factors for public health. Such cross-cutting applications often represent new interdisciplinary research opportunities.

1.2 Input Spatial Data

Spatial data representation: A geographic information system (GIS) [22] represents spatial data in two ways: object and field. In the object representation, spatial data consists of identifiable geometric objects including points, lines, and polygons. For example, cities are often represented as points on a map, while rivers and states are represented as linestrings and polygons respectively. In the field representation, spatial data consists of a spatial framework that tessellates continuous space into regular or irregular cells, together with a function that maps each cell into a value. Examples include earth observation imagery and a county-level median house income map.
**Spatial data sample:** In traditional prediction problems, input data is often viewed as a collection of sample records. Similarly, in spatial prediction, input spatial data can be viewed as a collection of spatial data samples, whereby each sample corresponds to a spatial object (e.g., point, line or polygon), or a raster cell. A spatial data sample has multiple non-spatial attributes, one of which is the target response variable to be predicted and the others are explanatory features. Additionally, a spatial data sample also has location information and spatial attributes (e.g., distance to another point, length of a line, area of a polygon). These additional information distinguish spatial data samples out from traditional data samples in two important ways: first, the location information and corresponding spatial attributes can provide additional contextual features in the explanatory feature list; second and more important, implicit spatial relationships exist based on sample locations, making samples not independent and identically distributed (non-i.i.d.) For example, in ground sensor observations on soil samples not independent and identically distributed (non-i.i.d.). Thus, a same model can be used to predict the responses at other locations based on their explanatory features. The problem can be further categorized into **spatial classification** for categorical response and **spatial regression** for continuous response.

For example, in earth imagery classification for land cover mapping, input spatial data samples are training pixels whose spectral band values (e.g., red, green, blue, and near-infrared bands) are explanatory features, and whose land cover classes (e.g., forest, water) are response. The output is a classification model that can predict the land cover classes of other pixels based on spectral band values. Spatial prediction is unique from traditional prediction in data mining. In traditional prediction problems, samples are commonly assumed to be independent and identically distributed (i.i.d.). Thus, a same model can be used to predict every sample independently, i.e., \( y(s) = f(x(s)) \) for vs. However, the i.i.d. assumption is often violated in spatial data due to implicit spatial relationships between sample locations. According to the first law of geography, “everything is related to everything else, but near things are more related than distant things” [23]. Ignoring spatial relationships can result in incorrect model assumption and poor prediction performance.

### 1.4 Challenges

Spatial prediction poses unique challenges as compared to traditional prediction due to the special characteristics of spatial data. Here we describe these special characteristics in an intuitive way. More mathematically rigorous discussions are in Section 2.

**Spatial autocorrelation (dependency):** According to Tobler’s first law of geography [23], “everything is related to everything else, but near things are more related than distant things.” In real world spatial data, nearby locations tend to resemble each other, instead of being statistically independent. For example, the temperatures of two nearby cities are often very close. This phenomenon is also called the spatial autocorrelation effect. The existence of spatial autocorrelation is a challenge because it violates a common assumption by many traditional prediction models, i.e., learning samples are independent and identically distributed (i.i.d.). Ignoring the spatial autocorrelation effect may produce prediction models that are inaccurate or inconsistent with data. For instance, when applying a linear regression model to spatial data, the residual errors are often correlated, instead of being i.i.d. as the model assumes. In earth imagery classification, running classification models that rely on the i.i.d. assumption (e.g., decision tree, random forest) often produces results with artifacts (e.g., salt-and-pepper noise) [23].

**Spatial heterogeneity:** Another unique characteristic of spatial data is that sample distribution is often not identical in the entire study area, often called the spatial heterogeneity effect. Specifically, spatial heterogeneity can be reflected in two ways, including spatial non-stationarity and spatial anisotropy. Spatial non-stationarity means that sample distribution varies across different sub-regions. For example, the same spectral signature in earth image pixels may correspond to different land cover types from tropical to temperate regions. This is a challenge because a model learned from global samples may not perform well in each sub-regions (also referred to as “ecological fallacy” [25]). Spatial anisotropy means that spatial dependency between sample locations is non-uniform along different directions. For example, climate data distribution is often influenced by geographical terrains (e.g., mountain range), showing unique patterns along different directions. Modeling anisotropic spatial dependency is a challenge because such dependency cannot be simply modeled as a function of distance (should be a function of direction as well).

**Limited ground truth:** Real world spatial data often contains a large amount of information on explanatory features due to advanced data collection techniques (e.g., GPS, remote sensor). However, availability of ground truth data (e.g., land cover classes) is often very limited because collecting ground truth involves sending a field crew or hiring well-trained visual interpreters, which is both expensive and time consuming. While limited ground truth is a common challenge in many other non-spatial prediction problems, the cost of collecting ground truth for spatial data
is unique in that it includes not only the labeling time cost but also the time cost for the field crew to travel on the ground between sample locations. In addition, the selection of sample locations should also consider the geographical representativeness of samples for rigorous evaluations.

Multiple scales and resolutions: The last major challenge is that spatial data often exists in multiple spatial scales or resolutions. For example, resolutions of earth observation imagery pixels range from sub-meter (high-resolution aerial photos) to over hundreds of meters (MODIS satellite image). In precision agriculture, soil properties are recorded by ground sensors at isolated point locations, spectral signatures of crops are measured in aerial imagery that covers the entire study area, and crop yields are often measured at per plot level. This poses a challenge since traditional prediction methods often assume that data samples are at the same scale or resolution. Thus, these models cannot be directly applied. A simple approach of preprocessing to aggregate data into the same scale or resolution may cause the loss of critical information. Other approaches (e.g., statistical downscaling) have been studied, but mostly for particular applications such as climate science. The challenge is still largely underexplored for broad spatial prediction applications.

1.5 Comparison with Existing Surveys

Most existing related surveys focus on general spatial data mining. Ester et al. [28] and Koperski et al. [29] provide early surveys on spatial data mining from a database perspective. Miller et al. [30] have a book on geographic data mining and knowledge discovery that contains spatial prediction as a chapter. The chapter compares a couple of common methods in case studies but does not provide a systematic survey. Shekhar et al. [2], [31], [32] and Atluri et al. [33] provide surveys on general spatial and spatiotemporal data mining, highlighting the unique challenges of mining spatial data and spatial statistical foundation but without systematic review on prediction methods. To the best of our knowledge, there is no systematic survey on spatial prediction methods in the literature.

To fill in the gap, we provide a systematic review on the principles and methods on spatial prediction. We provide a taxonomy of methods based on the unique challenge they address, including spatial autocorrelation (or dependency), spatial heterogeneity, limited ground truth, and multiple spatial scales and resolutions. When introducing each method, we start with the intuition and underlying assumption, then introduce key ideas and theoretical foundation, and finally discuss its advantages and disadvantages. We also introduce several spatiotemporal extensions of methods. Future research opportunities are also identified.

1.6 Scope and Outline

Due to space limit, we only focus on spatial prediction problems in which samples have fixed locations. Prediction for moving object data such as location prediction and recommendation are beyond our scope. We also do not include methods in computer vision unless input images are geo-referenced such as earth observation imagery. We do not particularly distinguish spatial classification and regression since methods are often exchangeable through logistic transformation.

The outline of the paper is as follows. Section 2 introduces spatial statistics foundations. Section 3 provides a taxonomy of spatial prediction methods based on the key challenge they address, and also introduces spatiotemporal extensions of methods. Future research opportunities are discussed in Section 4. Section 5 concludes the paper.

2 SPATIAL STATISTICAL FOUNDATIONS

Spatial statistics [34], [35], [36] provides a theoretical framework to do exploratory analysis and make inference on spatial data. In spatial statistics, samples corresponding to fixed point locations in continuous space are called point reference data, while samples corresponding to fixed cells in the field representation are called areal data, as summarized in Table 2. Samples corresponding to random point locations are called spatial point process, which are beyond our scope. This section reviews some important spatial statistics concepts that are the foundation of many spatial prediction methods, including spatial autocorrelation, stationarity, isotropy, variogram, covariogram, and spatial heterogeneity.

### 2.1 Spatial Autocorrelation (Dependency)

The first law of geography indicates that spatial data samples are not statistically independent but correlated, particularly across nearby locations. This effect is also called the spatial autocorrelation effect. We exchange the usage of “autocorrelation” and “dependency” on spatial data to mean the same effect. The specific statistics of spatial autocorrelation vary between areal data and point reference data, which are introduced separately below.

#### 2.1.1 Spatial autocorrelation on areal data

Spatial neighborhood and W-matrix: On areal data, spatial data samples are regular or irregular cells in a discrete tesselation of continuous space. The range of spatial dependency is assumed to be within spatial neighborhood, which can be defined based on cell adjacency or distance. Most often, two samples (cells) are spatial neighbors if they share boundaries (rook neighborhood), or if they share corners or boundaries (queen neighborhood). Spatial neighborhood relationships across all samples (cells) can be represented by a matrix $W$ where $W_{ij} = 1$ if the $i$th sample and the $j$th sample are spatial neighbors, and $W_{ij} = 0$ otherwise (by default, $W_{ii} = 0$, i.e., samples are not neighbors of themselves).
Spatial autocorrelation: Based on the definition above, spatial autocorrelation statistics is defined as the correlation between observations of the same variable at neighboring cells. One example for continuous response $y$ is Moran’s $I$, which is defined as

$$I = \frac{\sum_{i=1}^{n} \sum_{j=1}^{n} W_{ij} (y(s_i) - \bar{y})(y(s_j) - \bar{y})}{\sum_{i=1}^{n} \sum_{j=1}^{n} W_{ij} (y(s_i) - \bar{y})^2/n}$$

where $\bar{y} = \sum_{i=1}^{n} y(s_i)/n$ with $n$ as the total number of samples (cells). Similar to Pearson’s correlation, the value of Moran’s $I$ indicates that nearby locations tend to have similar values, while a negative $I$ indicates that nearby locations tend to have different values. There are also other spatial autocorrelation statistics, such as Geary’s $C$, $G$ statistic, Black-Black joint count [34].

2.1.2 Spatial autocorrelation on point reference data

Spatial autocorrelation statistics on point reference data are different from those on areal data in that they measure correlation between variables at any two locations in continuous space, only based on observations at a limited number of point locations. In order to make such measures possible, further assumptions on data distribution have to be made, including spatial stationarity and isotropy.

Spatial stationarity: Spatial stationarity is an assumption that sample statistical properties are location invariant. There are different levels of stationarity assumption according to which statistical properties stay invariant when locations are shifted. The strongest assumption is strict stationarity, meaning that the joint distribution of variables at several locations stay unchanged if their locations are shifted by a same distance and direction, i.e., $P(y(s_1), ..., y(s_n)) \equiv P(y(s_1+h), ..., y(s_n+h)), \forall s_1, s_2, ..., s_n, h$. This assumption is the strongest because the joint distribution determines all other statistical properties. Weak stationarity assumes that the first and second moments of spatial variables are invariant with location shifting, i.e., $E(y(s)) \equiv \mu$ and $Cov(y(s+h), y(s)) \equiv C(h)$ for $\forall s, h$. With the assumption of weak stationarity, the covariance between any two locations is a function $C(h)$ on the relative location difference $h$, which is called covariogram. Another weaker assumption is intrinsic stationarity, formally, $E(y(s+h) - y(s))^2 \equiv \gamma(h)$ for $\forall s, h$. The function $\gamma(h)$ here is also called variogram. In practice, a spatial variable usually has a non-constant mean (also called trend) $E(y(s))$, so weak (or intrinsic) stationarity is often assumed on residual errors $y(s) - E(y(s))$.

Spatial isotropy: Weak or intrinsic stationarity assumes that the second order statistical property of a variable at two locations is a function of location difference vector only. Spatial isotropy further assumes that the properties only depend on distance regardless of direction, i.e., covariogram $C(h) = C(|h|)$ and variogram $\gamma(h) = \gamma(|h|)$, where $h = ||h||_2$. In other words, covariance between variables at any two locations only depends on their relative distance.

In a point reference data, assuming weak stationarity and isotropy, we can empirically estimate the variogram or covariogram function by fitting a curve (e.g., linear, spherical, exponential) based on observations at several point locations. Once the curve is fitted, we can get covariance between variables at any two locations simply based on their distance.

From the discussions above, we can observe that the spatial autocorrelation effect (dependency) is measured differently on areal data and point reference data. On areal data, it is based on the definition of spatial neighborhood, while on point reference data, it is based on covariance function (covariogram). The existence of spatial autocorrelation poses a challenge in spatial prediction, since the common assumption that samples are statistically independent in many traditional prediction models is no longer valid. Ignoring this challenge can lead to poor prediction performance.

2.2 Spatial heterogeneity

If a spatial distribution is stationary and isotropic, it is called homogeneous [35]. Thus, a spatial distribution is heterogeneous if it is either non-stationarity or anisotropy. The terms of homogeneity and heterogeneity should not be confused with homoscedasticity and heteroscedasticity, which specifically refer to properties on variance.

From discussions in Section 2.1, we can see that assuming spatial homogeneity (stationarity and isotropy) can greatly simplify the statistical modeling of spatial data. Thus, this assumption is made in many spatial prediction methods. However, the assumption can be violated by real world spatial data, which is often spatially heterogeneous (spatially non-stationary or anisotropic). For example, spectral features of forest, land and water in earth imagery vary from tropical regions to temperate regions. As another instance of example, when classifying earth observation imagery pixels into water and land, spatial dependency across nearby water locations is anisotropic following geographic terrain and topography (water flows from a higher elevation to a nearby lower elevation due to gravity). Spatial heterogeneity poses a challenge in spatial prediction since a model learned from an entire study area may perform poorly in some local regions.

3 A TAXONOMY OF SPATIAL PREDICTION METHODS

This section provides a taxonomy of existing spatial prediction methods, as shown in Figure 1. Methods are first categorized by the unique challenge they address, including spatial autocorrelation, spatial heterogeneity, limited ground truth, and multiple spatial scales and resolutions. Within each category, we further group the methods based on the strategies they use to address the challenge. When reviewing a method, we start from the intuition behind it, highlight underlying assumptions, explain the key ideas, and discuss its advantages and disadvantages. We also discuss spatiotemporal extensions of methods in the end.

3.1 Spatial Autocorrelation (Dependency)

Addressing the challenge of spatial autocorrelation or dependency requires spatial prediction algorithms to go beyond the independence assumption. Common strategies include spatial contextual feature generation for model inputs, spatial dependency constraint within model structure, and spatial regularization for model objective function.
3.1.1 Spatial contextual feature generation

One way of incorporating spatial dependency into prediction methods is to augment input data with additional spatial contextual features. The spatial context of a sample location refers to information surrounding it, such as relationships to other objects or locations, attributes of nearby samples, auxiliary semantic information from additional data sources. Once spatial contextual information is added into explanatory features, traditional non-spatial prediction methods can be used. We now introduce several approaches to generate spatial contextual features.

Spatial relationship features: Spatial contextual features can be generated based on spatial relationships with other locations or objects, such as distance or direction, touching, lying within or overlapping with another object. Spatial relationship features can be readily used in rule-based or decision tree-based models. Examples of techniques include spatiotemporal probability tree model to classify meteorological data on storms [37], [38], multi-relational spatial classification [39], prediction based on spatial association rules [40].

Spatial contextual features on raster data: Spatial contextual features have long been used in classifying raster data (e.g., earth observation imagery) to reduce salt-and-pepper noise [41]. Specific methods include neighborhood window filters (e.g., median filter [42], weighted median filter [43], adaptive median filter [44], decision-based filter [42], [45], etc.), spatial contextual variables and textures [46], neighborhood spatial autocorrelation statistics [24], [47], morphological profiling [48], and object-based image analysis (e.g., mean, variance, texture of object segments) [49]. Sometimes, these methods are used in the post-processing step [50].

Spatial contextual features from multi-source data fusion: One unique property of spatial data is that information from different sources can be fused into the same spatial framework, providing important spatial contexts for learning samples. For example, when predicting a fine-grained air quality map for an entire city, we can generate contextual features by fusing air quality records at ground stations, weather information, road network and traffic data, as well as POIs [51]. When predicting human behaviors from location history, auxiliary data from geosocial media can provide important semantic annotations [52], [53]. Generating contextual features through data fusion can have its own challenges (e.g., multi-modality, sparsity, noise). Various techniques have been explored such as coupled matrix factorization, and context-aware tensor decomposition with manifold [54].

Spatial contextual feature generation is important in many practical applications (e.g., urban computing) due to two main advantages. First, generating appropriate contextual features can significantly enhance prediction accuracy due to the effectiveness of those features in explaining the response variable. Second, after spatial contextual features are generated, many traditional non-spatial predictive models can be used (e.g., random forest, support vector machine). This is sometimes convenient since there is no need to modify non-spatial prediction models or learning algorithms. At the same time, spatial contextual feature generation may require significant knowledge about the application domain.

3.1.2 Spatial dependency within model structure

Instead of generating spatial contextual features and utilizing traditional non-spatial prediction methods, we can directly incorporate spatial dependency in model structure. There are three different strategies to do that, including Markov random field based models for areal data, Gaussian process based models for point reference data, and hierarchical models with latent variables which provide a new perspective of capturing spatial dependency for both areal data and point reference data.

(1) Markov Random Field Based Models

Markov random field (MRF) is a widely used model for areal data such as earth observation images, MRI medical images, and county level disease count map. An MRF is a random field that satisfies the Markov property:
the conditional probability of the observation at one cell given observations at all remaining cells only depends on observations at its neighbors. This property is consistent with the first law of geography that “nearby things are more related than distant things”. According to the Brook’s lemma [55], the joint distribution of cell observations can be uniquely determined based on conditional probability specified in the Markov property. Furthermore, according to the Hammersley-Clifford theorem [56], the corresponding joint distribution of MRF has a unique structure: it can be expressed by a set of potential functions on spatial neighbor cliques (i.e., symmetric functions that are unchanged by any permutations of input variables within a clique). Such a joint distribution is also called Gibb’s distribution. Equation [2] is an example. Its potential function is \(W_{i,j}(y(s_i) - y(s_j))^2\) based on cliques of size two \((s_i, s_j)\). The Markov property simplifies the modeling process: as long as the neighborhood structure is specified, the joint distribution of an MRF can be expressed by a potential function on neighbor cliques. Spatial prediction methods based on MRF include ones that explicitly capture spatial dependency such as Simultaneous Autoregressive models (SAR), ones that implicitly capture spatial dependency such as Conditional Autoregressive models, and ones integrating MRF with other models such as Bayesian classifiers and support vector machines.

\[
P(y(s_1), ..., y(s_n)) \propto \exp\{-\frac{1}{2\sigma^2} \sum_{i,j} W_{i,j}(y(s_i) - y(s_j))^2\}
\]

Simultaneous Autoregressive (SAR) models (also called spatial autoregressive models in spatial econometrics) explicitly express spatial dependency across response variables [57][59]. SAR models can be better explained by comparison with linear regression. Classical linear regression model is expressed as Equation [3] where \(Y\) is a n by 1 column vector \(Y = X\beta + \epsilon\) of all response variables, \(X\) is a n by m sample covariate (feature) matrix, \(\beta\) is a m by 1 column vector of coefficients, and \(\epsilon\) is a n by 1 column vector of i.i.d. Gaussian noise (residual errors). In contrast, the SAR model extends traditional linear regression with an additional spatial autoregressive term, as shown in Equation [4] where \(W\) is row-normalized W-matrix, and \(\rho\) reflects the strength of spatial dependency. The \(i\)th row of the spatial autoregressive term \(WY\) is a weighted average of response variables at all neighboring locations of \(s_i\). Another way to look at SAR is that it multiplies a “smoother” term \((I - \rho W)^{-1}\) to the mean and residual error of classical linear regression, i.e., \(Y = (I - \rho W)^{-1} X\beta + (I - \rho W)^{-1}\epsilon\). Parameters in SAR can be estimated based on the maximum likelihood method. SAR model can also be extended for spatial classification via logit transformation. It is worth noting that the spatial autoregressive term can also be added into other variables than the responses, such as covariates as in the spatial Durbin model or residual errors as in the spatial error model [58].

**Conditional autoregressive (CAR) models** implicitly express spatial dependency via conditional distribution. One common example in the Gaussian case is shown in Equation [5]

\[
y(s_i)|y(s_j)_{j \neq i} \sim N\left(\sum_j \frac{W_{i,j}}{W_{i,i}} y(s_j), \sigma^2 \frac{W_{i,i}}{W_{i,i}}\right)
\]

where \(W_{i,j}\) is an element of W-matrix, and \(W_{i,i}\) is the sum of the \(i\)th row. In this case, the conditional distribution of a random variable \(y(s_i)\) given all other random variables \(y(s_j)_{j \neq i}\) follows a Gaussian distribution with a mean of neighborhood weighted average. It has been shown in [35] that the corresponding joint distribution is the same as Equation [2]. The main advantage of CAR models is that spatial dependency can be easily captured via potential functions on neighboring cliques. However, the joint distribution can be improper (the integral of the CAR model above is not equal to one). In practice, such CAR models are often used as a prior distribution for Bayesian models [59].

**Integrating MRF with other models**: MRF models can also be integrated with other classification and regression methods to incorporate spatial dependency. One important example is MRF-based Bayes classifiers. Bayes classifiers are classification models that utilize maximum a posteriori probability (MAP) estimate in Bayes theorem, i.e.,

\[
\hat{Y} = \arg \max_Y P(Y|X) = \arg \max_Y \ln P(Y) + \ln P(X|Y)
\]

where \(X\) and \(Y\) are features and class labels for all samples respectively. The last step of Equation [6] is based on the i.i.d. assumption. MRF-based Bayes classifier [60] replaces the i.i.d. assumption with spatial dependency via MRF models in order to reduce salt-and-pepper noise [61]. Specifically, the joint distribution \(P(Y)\) is expressed as a Markov random field with potential functions defined on neighbor cliques. For example,

\[
\hat{Y} = \arg \max_Y \ln P(Y|X) = \arg \max_Y \ln P(Y) + \ln P(X|Y)
\]

\[
= \arg \max_Y \left\{ \sum_{ij} \lambda W_{ij} (1 - \delta(y(s_i), y(s_j))) + \sum_i \ln P(x(s_i)|y(s_i)) \right\}
\]

where \(\lambda\) is the weight for spatial dependency, the term \(1 - \delta(y(s_i), y(s_j))\) is a potential function with \(\delta\) as Kronecker delta function (i.e., \(\delta(y(s_i), y(s_j)) = 1\) if \(y(s_i) = y(s_j)\), and \(\delta(y(s_i), y(s_j)) = 0\) otherwise). The posterior probability shown in Equation [7] can be considered as an energy function, which is the sum of potential functions on neighboring classes \(y(s_i)\) and \(y(s_j)\) as well as between the feature \(x(s_i)\) and class \(y(s_j)\) for each sample. Parameters in MRF-based Bayes classifiers can be estimated via graph cut [63] and iterations [64][65]. MRF-based models with other potential functions have been applied to earth science problems such as drought detection [66].
Another model similar to MRF is conditional random field (CRF) \[[67]\], which directly models spatial dependency within the conditional probability function \(P(Y|X)\) in Equation \(7\). Its potential function on class labels within a clique is conditioned on feature vector \(X\). Several variants of CRF have been proposed including decoupled conditional random field \[[68]\], discriminative random field \[[69]\] and support vector random field \[[70]\]. The difference between MRF and CRF is that the former is generative while the latter is discriminative.

The advantage of MRF-based models is that spatial dependency can be modeled in a very intuitive and simple way (designing potential functions). The limitations include high computational cost in parameter estimation and strong assumptions on the structure of joint probability distribution. In addition, neighborhood relationships are assumed to be given as inputs. Thus, fixed neighborhoods such as square windows are often used for simplicity. For applications where spatial data is anisotropic, determining spatial neighborhood structure is also a challenge.

(2) Gaussian process based (Kriging)

Different from MRF based models that are used for areal data, Gaussian process based models are used for spatial prediction (interpolation) on point reference data \[[35]\]. Given observations of a variable at sample locations in continuous space, the problem aims to interpolate the variable at an unobserved location. Gaussian process assumes that observations at any set of sample locations jointly follow a multivariate Gaussian distribution. The mean term at a location is determined by its local covariates. The residual error term at a location is assumed to be weakly stationary and isotropic, so that the covariance matrix can be expressed as a function of distance (covariogram).

Specifically, Gaussian process (Kriging) assumes that any set of sample observations \(Y = [y(s_1), ..., y(s_n)]^T\) follows a multivariate Gaussian distribution \(N(\mu, \Sigma)\) where \(\mu = X\beta\) and \(\Sigma\) is the covariance matrix \(\Sigma_{ij} = \text{Cov}(y(s_i), y(s_j)) = C(s_i - s_j)\). The main difference of Gaussian process from classical regression is that the residual errors are not mutually independent (the covariance matrix is not diagonal, and the non-diagonal elements can be determined based on covariogram \(C(h)\)). It can be shown that the optimal predictor (minimizing expected square loss) of \(y(s_0)\) given other observations \(y(s_1), ..., y(s_n)\) is the conditional expectation as shown in Equation \(8\) which can be estimated based on the covariance structure from covariogram \[[35]\]. This method is also called universal Kriging since it involves covariates \(X\). Special cases without covariates include simple Kriging (with known constant mean) and ordinary Kriging (with unknown constant mean) \[[71]\].

\[
\hat{y}(s_0) = E[y(s_0)|y(s_1), ..., y(s_n)]
\]

(8)

Gaussian process shares some similarities with MRF in that both of them incorporate spatial dependency (autocorrelation) across sample locations into model structure. There are several differences, however, as summarized in Table 3:

- First, Gaussian process is developed for point reference data while MRF is developed for areal data; second, MRF models spatial dependency through W-matrix (W) while Gaussian process models spatial dependency through covariance function on spatial distance (covariogram).

Similar to MRF which assumes a given neighborhood structure and the Markov property, Gaussian process has assumptions on spatial stationarity and isotropy.

(3) Hierarchical model with latent variables

Spatial autocorrelation or dependency can be incorporated into predictive models by adding some spatially autocorrelated latent variables into Bayesian hierarchical models (graphical models). Indeed, the Markov random field based models and Gaussian process models discussed above can be considered as special cases or building blocks for hierarchical models with latent variables.

For instance, in Gaussian process (Kriging), sample observations \(Y\) is assumed to follow a multivariate Gaussian distribution \(N(\mu, \Sigma)\) where \(\mu = X\beta\) and the covariance matrix \(\Sigma\) can be decomposed into two components, one is \(\sigma^2 I\) for i.i.d. Gaussian noise, and the other is a non-diagonal matrix \(H\) to capture covariance based on covariogram \(H_{ij} = C(s_i - s_j)\) (introduced in Section 2.1.2). This formulation can be rewritten as a hierarchical model in Equation \(9\) where \(\omega(s_i)\) is a latent

\[
y(s_i) = x(s_i)\beta + \omega(s_i) + \epsilon(s_i)
\]

(9)

variable and the vector \([\omega(s_1), ..., \omega(s_n)]^T\) follows a multivariate Gaussian distribution with zero mean and covariance matrix \(H\) \[[35]\]. The hierarchical model expresses the response variables by adding i.i.d. noise and non-i.i.d. variables for spatial effect. It is illustrated in Figure 2 in which \(\epsilon(s_i)\) and \(\epsilon(s_j)\) (as well as \(x(s_i)\) and \(x(s_j)\)) are independent, \(y(s_i)\) and \(y(s_j)\) are conditionally independent given latent variables \(\omega(s_i)\) and \(\omega(s_j)\). Latent variables \(\omega(s_i)\) at different locations \(s_i\) reflect the spatial (autocorrelation) effect since they follow a joint Gaussian distribution with a non-diagonal covariance matrix (i.e., correlation exists across neighboring \(\omega(s_i)\) and \(\omega(s_j)\)).

Fig. 2. Hierarchical model view for Gaussian process

Another instance of example is disease risk mapping on areal data \[[35]\]. The count of disease events at one county \(s_i\) can be assumed to follow a Poisson distribution \(Po(n(s_i) r(s_i))\) where \(n(s_i)\) is the known number of high risk people, \(r(s_i)\) is the variable for disease risk \((r(s_i) \in [0, 1])\), and \(n(s_i) r(s_i)\) is the expectation of the Pois-
son distribution in county $s_1$. We assume the distribution in Equation 10 where $x(s_1)$ is the covariate vector, $\beta$ is the coefficient vector, and $\epsilon(s_1)$ is i.i.d. Gaussian noise, then the problems becomes a non-spatial problem, i.e., each county is independent from each other. However, in reality, though disease risk at different counties may be different, nearby counties have a high tendency to have similar risks. To reflect this phenomena, we can further model the disease risks at different counties as in Equation 3 where $\omega(s_1)$ is an additive term for the spatial autocorrelation effect. For instance, $\omega(s_1)$ can be a conditional autoregressive (CAR) model. This hierarchical model has a similar structure as the one in Figure 2 based on the similar conditional independence assumption.

Latent variable can also be used to incorporate spatial autocorrelation for corrupted observation data. Observations of a target variable may be corrupted or missing due to noise or errors in data collection process, even though the true values of the variable should be uncorrupted with a high spatial autocorrelation. Corrupted observations will impact the performance of predictive models since training samples are inaccurate. To address this issue, a latent variable approach has been proposed, in which a corrupted observation $y(s_1)$ depends on a corresponding uncorrupted (spatially autocorrelated) latent variable $z(s_1)$, i.e., $y(s_1) = f(z(s_1))$, and the latent variable depends on covariates $z(s_1) = g(x(s_1))$. The entire model is hierarchical as illustrated in Figure 3. Model learning involves estimating parameters for functions $f$ and $h$.

$$r(s_1) = \exp\{x(s_1)^T \beta + \epsilon(s_1)\}$$  \hspace{1cm} (10)$$

$$r(s_1) = \exp\{x(s_1)^T \beta + \omega(s_1) + \epsilon(s_1)\}$$  \hspace{1cm} (11)$$

Spatial regularization in multi-model prediction: Multi-model prediction utilizes a composite of local models with one model at each location (or sub-region) in the study area. Each local model has its own parameters that can be learned by minimizing prediction errors on learning samples at this location. However, independently learning these local models at individual locations risks overfitting due to the large number of parameters in multiple models. To solve this issue, spatial autocorrelation constraint on model parameters can be added to the objective function. The main idea is to create an overall loss function by summing up individual loss of local models with a regularization term that penalizes inconsistent model parameters at neighboring locations. The underlying assumption is that nearby models should have similar parameters due to spatial autocorrelation.

One common spatial regularizer based on the spatial autocorrelation effect is graph Laplacian regularizer. The idea is to consider each local model as a node and spatial neighborhood relationships between locations as edges, and to penalize neighboring nodes with very different parameters. Approaches have been proposed with different types of base models, including linear regression, logistic regression, and support vector machine. Consider linear regression base model as an example, the traditional loss function is the sum of square errors, i.e.,

$$L(\Theta) = \sum_i \|X(s_i)\Theta(s_i) - Y(s_i)\|^2_2$$  \hspace{1cm} (12)$$

where $s_i$ is the location (or region) for the $i$th model (task), $X(s_i)$ and $Y(s_i)$ are the feature matrix and response vector for all samples at $s_i$, and $\Theta = [\Theta(s_1), ..., \Theta(s_n)]$ is a $m \times n$ matrix of all model parameters. Minimizing $L(\Theta)$ is equivalent to minimize loss functions on each location independently since there parameters $\Theta(s_i)$ and $\Theta(s_j)$ are independent for $i \neq j$. This leads to a large number of parameters and potential risks for model overfitting. To address this issue, graph Laplacian regularizer is added, penalizing differences of model parameters at neighboring locations. Specifically, the regularization term is

$$\Omega(\Theta) = \frac{1}{2} \sum_{ij} W_{ij} \|\Theta(s_i) - \Theta(s_j)\|^2_2 = \text{Trace}(\Theta L \Theta^T)$$  \hspace{1cm} (13)$$

where $W_{ij}$ is the element of $W$-matrix with $W_{ij} = 1$ when $s_i$ and $s_j$ are neighbors and $W_{ij} = 0$ otherwise, $L$ is a graph Laplacian matrix. The combined loss function will be Equation 14, where $\lambda$ controls the degree of spatial smoothness among parameters.

$$L(\Theta) = \sum_i \|X(s_i)\Theta(s_i) - Y(s_i)\|^2_2 + \lambda \text{Trace}(\Theta L \Theta^T)$$  \hspace{1cm} (14)$$

The advantage of this approach is that the model is very intuitive, easily interpretable, and generally applicable to different base models as long as their loss function is differentiable. In practice, parameters can be estimated iteratively via Newton Raphson methods. It is worth noting that the graph Laplacian regularizer here has subtle differences from the one often used in semi-supervised learning. In
semi-supervised learning, there is only one model instead of multiple models, and the regularizer penalizes parameter values whose model predictions at neighboring locations are inconsistent.

**Spatial decision trees**: Decision tree classifiers have been widely used for spatial classification problem in earth science [80], [81] due to simplicity, interpretability, computational efficiency, and being non-parametric. However, decision tree implicitly assumes that samples are independent and identically distributed. This assumption is often violated in spatial data due to spatial autocorrelation, resulting in artifacts in prediction results. To address this limitation, spatial decision trees have been proposed [24], [82], [83], [84], [85] that incorporate the spatial autocorrelation effect into decision tree learning algorithms. This is usually done by modifying the entropy or information gain heuristic. The main idea is that selection of a tree node test should be based on not only class purification but also the spatial arrangement of samples being split on the map.

Specifically, decision trees often use entropy and information gain measures to select tree node tests. Entropy measures the impurity of class distribution. Its value is high when the probabilities of different classes are close with each other (high class impurity). Information gain is defined as the decrease of entropy after training samples are split by a tree node test. Decision tree learning algorithms select a tree node test with the maximum information gain each time. However, this heuristic ignores the spatial pattern on how training samples are split on a map. According to spatial autocorrelation, we can assume that nearby training samples with the same class should be split into the same subset, such that they are likely to be predicted into the same class. Several approaches have been proposed that extend the traditional entropy or information gain definition with spatial regularization, including spatial entropy based on spatial distance [83], spatial information gain based on spatial autocorrelation statistics such as Moran’s I and Geary’s C [84], [85], and Gamma index [82]. Different spatial entropy or information gain definitions make different assumptions on the ground truth class map. Distance based spatial entropy assumes that samples from each class form a globally compact cluster with high inter-class sample distance and low inner-class sample distance. Spatial autocorrelation statistics based spatial information gain assumes that there are good tree node tests that can separate neighboring samples from different classes into different subsets while keeping neighboring samples from the same class within the same subset.

Spatial decision tree inherits the merits of decision tree model family such as interpretability and non-parametric nature. However, since entropy and information gain is only a greedy heuristic, there is no guarantee on global optimality. For example, if all input feature maps tend to have poor spatial autocorrelation, spatial entropy or information gain will still select one among them. In this scenario, extending the candidate tree node tests to incorporate neighborhood autocorrelation statistics will help [24].

**Spatial accuracy objective function**: In traditional classification problems, the objective function is often measured on each sample, e.g., if a sample is misclassified or not, regardless how far the predicted class is away from the nearest true class. Consider the example of classifying raster cells into “with bird nest” and “without bird nest”. If a cell that is mistakenly predicted as “with bird nest” is very close to an actual bird nest cell, the prediction accuracy on this sample should be considered higher than zero. Thus, spatial accuracy [61] has been proposed to measure not only how accurate each cell is predicted by itself but also how far it is from the nearest location of its true class.

Table 4 compares the three different strategies to incorporate spatial autocorrelation (or dependency) into spatial prediction, including spatial contextual feature generation, spatial dependency within model structure, and spatial regularization in objective function. Spatial feature generation is simple and intuitive, without the need of modifying model structures and learning algorithms. But selecting candidate features can be subjective, requiring strong knowledge related to the application domain. The process needs to be repeated for a different problem instance. The latter two approaches are intuitive with clear theoretical properties, making it easy to design models and learning algorithms. But they rely on strong assumptions on model types, and are often computationally expensive.

### 3.2 Spatial Heterogeneity

Spatial heterogeneity is another major challenge in spatial prediction problems. Spatial data samples often do not follow an identical distribution in the entire study area. A global model that is learned from samples in the entire study area may produce poor predictions for local regions. For example, the relationships between house price and house age may differ dramatically between suburb and urban areas. There are several approaches in the literature to address the challenge of spatial heterogeneity, including location dependent model parameters, decomposition based spatial ensemble, and multi-task learning. The main idea behind these methods is to use a composite of local or regional models that are location sensitive to replace a single global model.
3.2.1 Spatial coordinate features

One simple strategy to make a model location sensitive is to incorporate spatial coordinates into the feature (covariate) vector. For example, incorporating spatial coordinate features into regression can fit a trend surface that is location dependent. Similarly, spatial coordinate features in decision trees can split samples not only in the feature space but also in the geographic space. However, due to the fact that spatial locations are multi-dimensional, considering spatial coordinates as separate features cannot effectively model heterogeneous spatial data where homogeneous sub-regions have arbitrary footprint shapes. For example, a decision tree model learned from data with spatial coordinate features often partitions the geographical space in parallel with the vertical or horizontal axis, and thus cannot effectively partition the geographic space into irregular footprints.

3.2.2 Geographically Weighted Models

A geographically weighted model addresses the challenge of spatial heterogeneity, particularly spatial non-stationarity, by learning a distinct model at each location so that the model parameters are location dependent. When learning a local model, training samples are geographically weighted so that nearby samples have higher weights.

One common example is geographically weighted regression (GWR) [86]. GWR can be better explained through comparison with classical linear regression. In linear regression, \( y(s_i) = x(s_i)^T \beta + \epsilon(s_i) \), model coefficients \( \beta \) are assumed to be identical for the entire study area. In contrast, the model coefficients of GWR is location dependent \( y(s_i) = x(s_i)^T \beta(s_i) + \epsilon(s_i) \). The coefficient \( \beta(s_0) \) at a new location \( s_0 \) can be learned by weighted least square errors, where the weight for each training sample is determined by its distance to \( s_0 \). Specifically, this is shown in Equation 15.

\[
\beta(s_0) = \arg\min_{\beta(s_0)} \sum_i w(s_i, s_0) |y(s_i) - x(s_i)^T \beta(s_0)|^2
\]

where \( w(s_i, s_0) \) is determined by a spatial kernel weighting function, e.g., \( w(s_i, s_0) = \exp(-\frac{1}{2} \|s_i - s_0\|^2) \). A sample that is closer to the current model location has a higher weight following the spatial autocorrelation effect, as illustrated by Figure 3.1. It is worth noting that both GWR and SAR (Section 3.1.2) are spatial regression models that incorporates spatial Autocorrelation or dependency. The main difference is that SAR still assumes that model coefficients are same for all locations, and thus does not address the challenge of spatial heterogeneity, while GWR addresses spatial heterogeneity by learning a set of model parameters at each location.

The main idea of geographically weighted models using spatial kernel weighting has been extended to general linear models [87] and principle component analysis [88]. It can also be generalized to many other methods, such as decision trees, support vector machines. In these cases, we only need to precompute the relative weights for all other samples to a location of interest so that a local model can be learned for that location.

The advantages of geographically weighted models include simplicity and effectiveness in incorporating local effects. Two main limitations exist though. First, the computational cost is high since a model needs to be learned for each location of interest in the continuous space. Second, geographical weights of samples are determined by spatial kernel functions assuming that the geographical influence of samples to a location only depends on their distances (spatial isotropy). This assumption is often violated by real world geographic data due to spatial anisotropy when homogeneous sub-regions have arbitrary shape.

3.2.3 Decomposition based ensemble

The assumption is that spatial data consists of a number of homogeneous sub-population within which the relationship between sample features and class labels is consistent. Based on this assumption, decomposition based ensemble learning uses a divide-and-conquer strategy to first partition data into different homogeneous sub-groups, and then learns a local model in each sub-group. This approach generally belongs to ensemble learning [89], [90], [91], which aims to boost predictive accuracy by learning multiple based models.

Several decomposition based ensemble methods partition multi-modular input data in feature vector space, including mixture of experts [92], [93] and multimodal ensemble [94], [95]. Partitioning is often done via feature clustering, or a gating network. However, partitioning input data in feature vector space may not effectively separate samples with class ambiguity, i.e., samples with similar explanatory features belong to different classes in different spatial regions. Several approaches have been proposed to partition spatial samples in the geographical space. One approach is to use auxiliary information such as road networks and census blocks together with spectral information to segment satellite imagery into different sub-regions [96]. Similarly, a two-step spatial ensemble method has been proposed that first segments sample locations into homogeneous patches, then group patches into different zones via a bisecting algorithms [97]. Another approach is based on competition strategy [98], which involves an initial partitioning, and sample shifting across boundaries.

Decomposition based ensemble has several advantages. First, the spatial footprints of local models can have arbitrary shapes. This overcomes the limitations of geographically weighted models, which assume spatial isotropy (circular shapes). Second, once spatial decomposition is done in preprocessing, traditional classification models can be used.
for each sub-region without the need of developing new classification algorithms. Several limitations exist as well. First, finding a good decomposition in geographic space is computationally challenging. Second, most decomposition-based spatial ensemble approaches assume that future test samples lie within the same spatial framework as training samples. Thus, methods cannot be applied to test samples beyond the training area.

### 3.2.4 Multi-task learning

Multi-task learning is a common machine learning technique for heterogeneous data \[79\]. The main idea is to group learning samples into different tasks, and to simultaneously learn models in different tasks according to task relatedness (e.g., models from related tasks share the same set of features). When used to address spatial heterogeneity, multi-task learning approach is similar to decomposition based ensemble approach in that it also learns local models (tasks) in different regions or locations, but it is different in that parameters of local models are jointly learned together according to the task relatedness (nearby models tend to have similar parameters).

The main question is how to identify different tasks and task relationships. One approach is to use each location (spatial point or raster cell) as a task and to use spatial neighborhood relationships as task relatedness, which can be determined by spatial distance or cell adjacency \[77\], \[76\]. Another approach is to conduct spatial clustering on sample locations. Each cluster is a task, and clusters that are closer to each other are more related \[77\]. Task relatedness can also be determined by inferring conditional independence of class probability distribution \[100\]. When learning models from related tasks, a graph Laplacian regularizer can be used to enforce that nearby models have similar parameters \[76\], \[77\] (details are in spatial regularization for multiple model prediction in Section 3.1.3). Graph Laplacian regularizer will not only incorporate spatial autocorrelation effect, but also reduce overfitting when the number of training samples is limited. The base models can be linear model, or generalized linear model such as logistic regression, as well as other models as long as the objective function is differentiable.

Similar to decomposition based ensemble, multi-task learning approach has the advantage of flexibility in spatial footprint shapes of sub-regions. It has additional advantages of incorporating spatial autocorrelation and avoiding overfitting with limited training samples. However, it also has more constraints on the choice of base models (those with differentiable objective functions). In addition, determining sub-regions for local tasks as well as relationships between tasks can be non-trivial. A detailed comparison of geographically weighted models, decomposition based spatial ensemble, and multi-task learning approaches are summarized in Table 5.

### 3.3 Limited Ground Truth

In real world spatial prediction problems, input data often contains abundant explanatory features but very limited ground truth. For example, in earth image classification for land cover mapping, a large number of learning samples (image pixels) are collected with explanatory features (spectral band values) but only a small set of these samples have ground truth (land cover types). Collecting ground truth is both expensive and time consuming, requiring to send a field crew on the ground or recruit visual interpreters. There are two general strategies to address the challenge, including semi-supervised learning and active learning.

#### 3.3.1 Semi-supervised learning

Semi-supervised learning methods utilize labeled samples together with unlabeled samples in model learning to improve prediction performance. There are many different semi-supervised learning methods, including generative models such as mixture of Gaussian with EM algorithm, graph-based methods, transductive support vector machine, co-training and self-training (more details can be found in a survey \[101\]). Due to space limit, we briefly introduce three popular methods that have been used in spatial classification and prediction problems.

**Generative mixture of models and EM algorithm:** This method assumes that feature values of samples from different classes follow a mixture model such as mixture of Gaussian. Unlabeled samples are used to improve the estimate of conditional distribution of feature values under each class. For example, in Gaussian mixture model, the joint distribution of features and classes is \[P(x(s_i), y(s_i) = c_j) = \alpha c_j, N(x(s_i); \mu_{c_j}, \Sigma_{c_j})\], where \(\alpha c_j\) is the prior probability \(P(y(s_j) = c_j)\), \(\mu_{c_j}\) and \(\Sigma_{c_j}\) are the mean and covariance of the normal distribution for conditional probability \(P(x(s_i)|y(s_i) = c_j)\). Unlabeled samples can be incorporated in the maximum likelihood estimation of model parameters. Specifically, the log likelihood function with both labeled and unlabeled samples can be written as

\[
LL(X, Y; \Phi) = \sum_{1 \leq i \leq n_L} \log \left( \alpha y(s_i) N(x(s_i); \mu_{y(s_i)}, \Sigma_{y(s_i)}) \right) + \sum_{n_L+1 \leq i \leq n_L+n_U} \log \left( \sum_{y(s_i) \in C} \alpha y(s_i) N(x(s_i); \mu_{y(s_i)}, \Sigma_{y(s_i)}) \right)
\]  

(16)
where $\Phi$ represents all parameters, $n_L$ and $n_U$ are the numbers of labeled and unlabeled samples respectively. The log likelihood of unlabeled samples are incorporated in the second term of Equation 16, where their unknown class labels (latent variables) are marginalized out (summation over $\hat{y}(s_i) \in \mathcal{C}$). Expectation and Maximization (EM) algorithm can be used to iteratively update model parameters and the hidden classes of unlabeled samples (latent variables).

Gaussian mixture model has been used in semi-supervised classification of earth imagery with the maximum likelihood classifiers [103], [104]. Its advantages include clear assumptions and theoretical properties. The main limitation is that the assumptions of i.i.d. distribution and Gaussian class conditional distribution can be violated by real world spatial data. Ideas have been explored that incorporate the Markov property into semi-supervised maximum likelihood classifiers [105].

**Graph-based methods:** The graph-based approach first constructs a graph, in which nodes are spatial data samples (both labeled and unlabeled) and the edges are determined by the distance or similarity between samples (e.g., feature similarity, geographical proximity, or both via composite kernels [106]). The main assumption is that samples that are close with each other have a high chance to share the same class labels. The loss function thus consists of two components, one for the prediction accuracy on labeled samples, and the other for the smoothness of predictions on neighboring samples. Specifically,

$$L(Y, \hat{Y}) = \sum_i (y(s_i) - \hat{y}(s_i))^2 + \lambda \sum_{i,j} W_{ij} (\hat{y}(s_i) - \hat{y}(s_j))^2$$

(17)

where $y(s_i)$ and $\hat{y}(s_i)$ are the true response and predicted response for the sample at location $s_i$, $W_{ij}$ is the element of W-matrix corresponding to $s_i$ and $s_j$ whose value can be determined by feature similarity or spatial proximity. Various computational algorithms exist to estimate class labels that minimize the loss function, including graph min-cut algorithm, iterations with neighborhood updates, or a closed form solution when the loss function is differentiable [101].

Graph regularizer has also been used with support vector machines for hyperspectral earth image classification [107].

The graph-based method looks similar to the graph Laplacian regularization method in Section 3.3.1. The main difference is that in semi-supervised learning, there is only one model and the graph regularizer smoothes model predictions on nearby samples, while in multiple model prediction in Section 3.1.3 there are multiple models at different locations and the graph regularizer smoothes the parameters of nearby models. The advantage of graph-based methods for semi-supervised spatial prediction is its simplicity and intuitiveness. However, its performance may be degraded if the assumption on the smoothness of neighboring classes is violated.

**Self-training and co-training:** Self-training methods iteratively expand the set of training samples by adding predicted classes on unlabeled samples. Predictions with the highest confidence will be selected and added into the training set. The model is iteratively updated based on the expanded training set. In spatial classification, spatial neighborhood expansion is often used to select unlabeled samples, i.e., we can select unlabeled samples that are spatial neighbors of a labeled sample [108], [109]. This follows the first law of geography, i.e., nearby samples tend to resemble each other in their class labels. Co-training is another semi-supervised learning method. Similar to self-training, it augments the training set by selecting samples with the highest confidence from model prediction. The difference is that co-training uses multiple conditionally independent feature sets (or views) and learns one classifier for each feature set (or view). Each classifier selects an unlabeled sample with highest prediction confidence and adds it to the shared expanded training set. Co-training has been used for spatial classification problems, particularly earth image classification. In this case, different feature sets (views) can be spectral versus spatial features [110], derived features from different image sub-blocks [111], or features from different data sources with various resolutions such as Landsat [112], MODIS [113], and high resolution aerial photos.

The advantages of self-training and co-training include that the method is general for many different model families and that the process is automated without need for extra human intervention. The limitation is that the methods rely on accurate model predictions. If a model prediction with the highest confidence is still erroneous, adding the predicted samples into training sets can further impact model performance. In addition, the computational cost is high since a model needs to be re-trained for each iteration.

### 3.3.2 Active learning

Active learning [114], [115] addresses the challenge of limited ground truth by manually labeling a carefully selected subset of unlabeled samples. The main question is how to select the subset of unlabeled samples that can enhance prediction performance the most and with the minimum labeling costs. There are several strategies to do this, including selecting samples with the highest uncertainty, samples on which a committee of models disagree the most, samples that have the highest expected model change, or samples with the best expected error reduction. The process is often iterative: models are re-trained after new training samples are added. More details can be found in a survey [114].

For spatial prediction, sample locations need to be considered when selecting unlabeled samples because collecting class labels often involves sending a field crew traveling between locations on the ground. If selected locations of unlabeled samples are spatially disperse, the travel costs will be high. Thus, unlabeled samples that are spatially clustered are preferred over those that are spatially disperse. To this end, a region-based active learning method [116] has been proposed for remote sensing image classification. In each iteration, the method selects a window of pixels that have the most overall disagreement by a committee of models. Another spatial cost-sensitive active learning [117], in order to find a travel route that covers the top-K most uncertain samples with the minimum travel cost.

The advantage of active learning approach is that it can improve labeling efficiency since samples with the most uncertainty are first labeled. Its main limitation is that human
labor is still needed so the amount of ground truth data being collected is often limited. In addition, human experts who manually collect ground truth labels may need to wait for model re-training in each iteration.

3.4 Multiple Scales and Resolutions

Another challenge in spatial prediction is that spatial data may exist in multiple spatial scales and resolutions. For example, resolutions of earth observation imagery range from sub-meter to hundreds of meters. In addition to raster imagery, spatial data can also contain point reference data such as soil samples. Many existing predictive models assume that data samples are from the same scale and resolution, and thus are not directly applicable to multi-scale and multi-resolution data. Moreover, spatial patterns or relationships between explanatory features and the target response variable can be scale dependent (also called the Modifiable Area Unit Problem (MAUP) [118]).

One existing strategy to address this challenge is to build spatial hierarchical models. A hierarchical model has multiple layers ordered by spatial scales, and each layer consists of spatial units at the same scale or resolution. Each spatial unit in a layer has its own predictive model, and relationships between parameters in different models can be established based on the scale hierarchy. As a specific example, a hierarchical multi-source feature learning framework [119] has been proposed to forecast spatiotemporal events based on features from multiple scales including cities, states, and countries. Another example is the problem of modeling count of caries in human teeth. Each subject (person) has a number of tooth, and a tooth has different surfaces. Spatial neighborhood relationships exist across nearby tooth surface in the same subject. A Bayesian hierarchical model has been used to capture such spatial hierarchy [120]. Spatial hierarchical models have also been used in crime event forecasting [121]. In this work, distributed spatiotemporal patterns from multi-resolution data are assembled in predictive modeling.

Hierarchical spatial models have several advantages, including intuitive model design, utilizing data from different sources in different scales or resolutions, and capturing spatial dependency within and across spatial scales. The main limitation lies in model complexity, e.g., high computational cost, and risk of overfitting.

3.5 Spatiotemporal Extensions to Prediction Methods

In many spatial prediction problems, both space and time are critically important. For example, the time of day (e.g., rush hour versus non-rush hour) plays an important role in air quality prediction due to its impacts on the amount of traffic emissions. Adding the time dimension into spatial data creates new data representation and statistical concepts. More details can be found in a recent survey on spatiotemporal data mining [32].

Compared with spatial prediction, spatiotemporal prediction poses two unique challenges: spatiotemporal autocorrelation and temporal non-stationarity. The effect of spatiotemporal autocorrelation means that samples tend to resemble each other not only in nearby locations but also at close times. The effect of temporal non-stationarity means that statistical properties are dynamic over time. Addressing these challenges require extensions to existing spatial prediction methods. Due to space limit, we only introduce a few well-known examples.

3.5.1 Spatiotemporal Autocorrelation

Spatiotemporal context features: Many methods discussed in Section 3.1.1 that generate spatial contextual features can be readily used or extended for spatiotemporal data. For example, additional contextual features can be generated in temporal sequences of raster data (e.g., earth imagery) based on sample attributes in spatiotemporal neighborhoods [122]. Contextual features can also be generated by fusing data from multiple sources into a common spatiotemporal framework (e.g., spatial grid cells and time intervals) [54]. After features are generated, we can apply traditional non-spatiotemporal prediction methods.

Spatial panel data model: Spatial panels refer to spatiotemporal data containing time series observations at a number of spatial locations (e.g., zip codes, cities, states) [123]. Spatial panel data models, therefore, refer to prediction models whose response variables are spatial panels. One simple form is a pooled linear regression model with spatial specific effects but without spatial interaction effects,

\[ y(s_i, t) = x(s_i, t)^T \beta + \mu(s_i) + \epsilon(s_i, t) \]  

(18)

where \( i \in \mathbb{N}, 1 \leq i \leq n, t \in \mathbb{N}, 1 \leq t \leq T \), \( n \) and \( T \) are the numbers of locations and time steps respectively, \( \mu(s_i) \) is the spatial specific term (depending on location regardless of time), and \( \epsilon(s_i, t) \) is i.i.d. Gaussian noise. The model can also be represented in matrix form,

\[ Y(t) = X(t) \beta + \mu + \epsilon(t) \]  

(19)

where \( Y(t) = [y(s_1, t), ..., y(s_n, t)]^T \) is a \( n \) by 1 response vector at time \( t \), \( X(t) = [x(s_1, t), ..., x(s_n, t)]^T \) is an \( m \) by \( m \) covariate (feature) matrix at time \( t \), \( \mu \) is a \( n \) by 1 vector for spatial specific effect, and \( \epsilon(t) \) is a \( n \) by 1 vector with i.i.d. Gaussian residual errors. Based on the simple form, spatial autoregressive (interaction) term (Section 3.1.2) can be added to the response vector \( Y(t) \) (Equation 19), or to the covariate matrix \( X(t) \) (Equation 20), or to residual errors (Equation 21) with \( \phi(t) = \rho W \phi(t) + \epsilon(t) \).

\[ Y(t) = \rho W Y(t) + X(t) \beta + \mu + \epsilon(t) \]  

(20)

\[ Y(t) = \rho W X(t) + X(t) \beta + \mu + \epsilon(t) \]  

(21)

\[ Y(t) = X(t) \beta + \mu + \phi(t) \]  

(22)

Spatial panel data models extend simple pooled linear regression with spatial specific effects and spatial interaction effects, but without considering the temporal autocorrelation effect (dependency at nearby time steps).

Spatiotemporal autoregressive model (STAR): Spatiotemporal autoregressive model (STAR) extends spatial autoregressive model (SAR) by incorporating temporal autoregression. Specifically, the SAR model can be generally written as \( (I - \rho W) Y = X \beta + \epsilon \). The term \( I - \rho W \) helps to remove spatial autocorrelation effect from the response vector \( Y \) so that residual errors \( \epsilon \) are i.i.d. Spatiotemporal autoregressive model generalizes \( X \) and \( Y \) from spatial data to spatiotemporal data (stacking all samples into different rows), and
also extends $\mathbf{I} - \rho \mathbf{W}$ to incorporate temporal autoregressive effect $\mathbf{I} - \rho_s \mathbf{W}_S - \rho_T \mathbf{W}_T$ or spatiotemporal autoregressive effect $(\mathbf{I} - \rho_s \mathbf{W}_S)(\mathbf{I} - \rho_T \mathbf{W}_T)$, where $\mathbf{W}_S$ and $\mathbf{W}_T$ model spatial neighbors and temporal neighbors respectively.

**Spatiotemporal Kriging:*** Spatiotemporal Kriging is an extension of Kriging for spatiotemporal interpolation. It assumes that $n$ observations in continuous space and time $\{y(s_i, t_i)\mid i \in \mathbb{N}, 1 \leq i \leq n\}$ follow a multi-variate Gaussian distribution $N(\mu, \Sigma)$. The mean vector $\mu$ can be modeled as a linear function of sample covariates and coefficients, and the covariance matrix $\Sigma$ can be determined based on spatiotemporal covariogram. Assumming both spatial and temporal stationarity, covariance between two samples is location and time invariant, as in Equation 23.

The function

$$Cov(y(s, t), y(s + \mathbf{h}, t + r)) \equiv C(h, r) \quad (23)$$

$C(h, r)$ is called spatiotemporal covariogram. Similar to Kriging, once spatiotemporal covariogram matrix is empirically estimated, we can derive the covariance matrix of joint Gaussian distribution based on sample location and time differences. Unknown observation at a new location and time $y(s_0, t_0)$ can be estimated through conditional expectation as shown in Equation 24.

$$E(y(s_0, t_0)\mid y(s_i, t_i), 1 \leq i \leq n) \quad (24)$$

### 3.5.2 Temporal Non-stationarity

Temporal non-stationarity means that sample distribution can be varying over time. This poses a challenge in that we cannot fit a same prediction model for all time steps. Addressing the challenge often requires the design of spatiotemporal dynamic models.

**Spatiotemporal dynamic models:** Spatiotemporal dynamic models consider spatiotemporal observation data as a sequence of temporal snapshots, $\{\mathbf{Y}(t)\mid t \in \mathbb{N}, 1 \leq t \leq T\}$, where $\mathbf{Y}(t) = [y(s_1, t), \ldots, y(s_n, t)]^T$, and $n$ is the number of spatial locations \[124\]. Moreover, observations depend on a corresponding sequence of temporal snapshots in the form of hidden variables (hidden process) $\{\mathbf{Z}(t)\mid t \in \mathbb{N}, 1 \leq t \leq T\}$. Temporal autocorrelation (dependency) is usually modeled via Markov property on the hidden process. This is formally written in Equation 25 and Equation 26, where $e(t)$ and $\epsilon(t)$ are noise, $f_i$ is a function that captures dependency of observations on hidden variables at a specific time step, and $g_i$ is a function that captures transitions of hidden variables over time. In the most simple form, $f_i$ and $g_i$ are linear, and $e(t)$ and $\epsilon(t)$ are Gaussian. There are other more complicated cases to incorporate spatial heterogeneity and temporal dynamics \[125\]. The hidden process variables can be configured based on physics or theories from an application domain, making spatiotemporal dynamic models useful tools in many fields such as meteorology and climate science.

$$\mathbf{Y}(t) = f_i(\mathbf{Z}(t)) + \epsilon(t) \quad (25)$$

$$\mathbf{Z}(t) = g_i(\mathbf{Z}(t-1)) + e(t) \quad (26)$$

### 4 Future Research Opportunities

This section summarizes future research opportunities. Most existing spatial prediction methods focus on the challenge of spatial autocorrelation. A few methods address spatial heterogeneity in the aspect of non-stationarity. Challenges of heterogeneous spatial data with anisotropic spatial dependency, multi-scale and multi-modality are largely underexplored. Moreover, the emergence of deep learning and spatial big data also represent new frontiers of spatial prediction research.

### 4.1 Prediction for Heterogeneous Spatial Data

Existing prediction methods addressing spatial heterogeneity focus on non-stationarity, assuming that training and test samples are within the same spatial framework, and that sample distribution is isotropic. However, in real world, spatial dependency can be anisotropic and test samples can be beyond the training area. Thus, novel spatial prediction methods need to be developed.

**Prediction with anisotropic spatial dependency:** In real world spatial data, spatial dependency across sample locations can be anisotropic, instead of being uniform in all directions in the Euclidean space. For example, dependency between observations on spatial networks (e.g., pollutants in river networks or traffic accidents on road networks) often follow network topology (e.g., river flow directions, traffic directions). As another instance of example, flood water locations (pixels) in an earth observation imagery implicitly follow terrains and topography due to gravity (i.e., water flows to a lower elevation). Anisotropic prediction on spatial networks poses unique challenges due to directional spatial dependency, and expensive network distance computation. Recently, several spatial statistical methods have been generalized from Euclidean space to spatial network space, e.g., network spatial autocorrelation, network kernel density, and network Kriging \[126\]. However, little research has been done on prediction methods that incorporate anisotropic spatial dependency (i.e., spatial dependency along certain directions). Existing Markov random field methods only reflect undirected spatial dependency, and thus cannot be easily applied. Bayesian networks have been used to model directed dependency, but it is unscalable to a large number of nodes (locations). Recently, a hidden Markov tree model has been proposed to capture anisotropic spatial dependency by a reverse tree structure in the hidden class layer, but is studied in the context of flood mapping applications \[7\], \[127\], \[128\], \[129\]. Addressing the challenge requires innovations in model structure, regularizers in objective functions, as well as effective and efficient learning algorithms.

**Model transfer across heterogeneous spatial regions:** Due to the effect of spatial heterogeneity, prediction models learned from one region may not perform well in another. This is an issue since in many spatial prediction problems, test samples may not lie within the same spatial domain as training samples. In machine learning, similar issues have been studied through transfer learning \[130\] and domain adaptation \[131\], but their corresponding methods for spatial prediction are largely under-explored. Addressing the challenge may require assumptions on the relationships or structure of spatial sample distributions between one region and another, as well as the fusion of auxiliary data to provide common spatial (or spatiotemporal) contexts.
Data fusion for multi-resolution earth imagery classification: Earth observation imagery from different satellite and airborne platforms have different spatial, temporal, and spectral resolutions and coverage. Moreover, imagery from each single source is imperfect with noise, cloud, and obstacles. Spatial prediction methods that can utilize a diverse portfolio of earth imagery with multiple resolutions are of great practical value. Potential research directions include multi-view learning and multi-instance learning [137].

Data fusion for multi-modal spatial data: In many spatial prediction applications, spatial data comes in different representations (e.g., points, line-strings, polygons, and raster imagery) and modalities (e.g., geo-social media, geotagged imagery and videos). For example, in precision agriculture, hyperspectral imagery often has high spatial details and complete spatial coverage, ground soil samples are only taken at several point locations, and crop yield are recorded at per-plot level. The goal is to predict crop yield in an early growing phase to optimize fertilizer allocation. Utilize such multi-modal data in spatial prediction requires data fusion and uncertainty quantification.

Deep Learning Methods for Spatial Prediction

Deep learning is a set of machine learning algorithms that use a multi-layer graph structure to extract a hierarchy of features at different levels [138]. High-level features in a top layer is built upon low-level features in lower layers. Deep learning models (e.g., deep convolutional neural network, deep recurrent neural network) have been shown successful in computer vision and natural language processing tasks. In the last couple of years, deep learning has been applied to spatial prediction problems, particularly on remote sensing imagery. Two recent surveys [139, 140] summarize progress of utilizing deep learning techniques in classifying hyperspectral imagery for land cover mapping, radar imagery for target recognition, as well as high-resolution aerial imagery for scene classification and object detection. Based on the types of inputs and outputs, methods can be categorized into per-pixel classification and per-image classification. In per-pixel classification, the input network layer consists of spectral and spatial features extracted from spectral band values within the neighborhood of a pixel, and the output layer consists of thematic class categories for that pixel (e.g., land cover types). Based on a sliding window method, all pixels in the image can be classified. Recently, there are works that predict the classes of all pixels in one network architecture end-to-end, such as U-Net [141]. In per-image classification, the input layer consists of all pixels of an image, and the output layer consists of class categories of the entire image (e.g., scenes or object types). This research area is still growing rapidly with open challenges to address.

Limited ground truth class labels: Large amount of training data is one important factor for the success of deep learning methods. Unfortunately, in remote sensing applications, collecting ground truth is both expensive and time consuming, as discussed in Section 3.3. There are several potential directions to address the challenge. In some problems such as high-resolution aerial imagery classification, we can leverage existing well-known datasets with similar data types (e.g., ImageNet dataset [142], IARPA functional map of the world challenge dataset [143], UC Merced land use dataset [144]) to train a deep model or adapt well-trained deep models to a new application. For other problems, however, existing datasets and models may not be readily useful. In this case, collecting ground truth labels by well-trained experts at a large scale is infeasible. Several promising directions include utilizing crowd-sourcing from volunteered geographic information (e.g., Amazon Mechanical Turk, Tomnod.com by DigitalGlobe) and geotagged social media (e.g., tweets, Facebook posts), as well as leveraging physics-based modeling and simulation.

Enhancing interpretability: One major limitation of deep learning is the lack of interpretability. This may not be a major concern in business applications, but in scientific fields such as climate science and hydrological science, interpretability is critical for the theoretical development of the field. One potential direction is to incorporate physical theories and constraints in model design and architecture, as generally discussed in theory-guided data science [145].

Spatial Big Data Prediction

Spatial big data (SBD) [146] refers to geo-referenced data whose volume, velocity, and variety exceed the capability of traditional spatial computational platforms. Examples of spatial big data include earth observation imagery (NASA collects petabytes of imagery each year [147]), GPS trajectories, temporally detailed road networks, and cellphone check-in histories. Making predictions on spatial big data provides unique opportunities for large scale scientific studies such as national water forecasting and global land cover change analysis, but is also technically challenging due to the large data volume. In recent years, spatial big data techniques have been developed, including HadoopGIS [148] and SpatialHadoop [149], GeoSpark [150], GPU-based algorithms [151, 152, 153], distributed database systems EarthDB [148], as well as Google Earth Engine [154]. Currently, these existing platforms currently mostly focus on basic spatial operations (e.g., spatial joins), or traditional non-spatial prediction algorithms. Thus, future research is needed to develop parallel spatial prediction algorithms on spatial big data platforms.

Parallel spatial prediction algorithms: Algorithm design and platform selection are determined by the computational structure of spatial prediction algorithms. Common computational structure includes filter-and-refine [155], divide-and-conquer, matrix operations, and iterations (iteration is common in Expectation and Maximization, Newton Raphson, Markov Chain Monte Carlo simulation). Thus, GPUs and Spark platforms are potentially appropriate platforms.
5 Conclusion

This survey provides a systematic overview on spatial prediction techniques. Spatial prediction is of great importance in various application areas, such as earth science, urban informatics, social media analytics, and public health, but is technically challenging due to the unique characteristics of spatial data. We provide a taxonomy of spatial prediction methods based on the challenge they address and discuss several spatiotemporal extensions. We also identify future research opportunities.
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