Influence of Radiation on Evaporation Rates: A Numerical Analysis
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Abstract We present a fully coupled soil-atmosphere model that includes radiation in the energy balance of the coupling conditions between the two domains. The model is able to describe evaporation processes under the influence of turbulence, surface roughness, and soil heterogeneities and focuses specifically on the influence of radiation on the mass and energy transport across the soil-atmosphere interface. It is shown that evaporation rates are clearly dominated by the diurnal cycle of solar irradiance. During Stage-I evaporation maximum temperatures are regulated due to evaporative cooling, but after a transition into Stage-II evaporation, temperatures rise tremendously. We compare two different soil types, a coarser, sandy soil and a finer, silty soil, and analyze evaporation rates, surface temperatures, and net radiation for three different wind conditions. The influence of surface undulations on radiation and evaporation is analyzed and shows that radiation can lead to different local drying patterns in the hills and the valleys of the porous medium, depending on the height of the undulations and on the direction of the Sun. At last a comparison of lysimeter measurement data to the numerical examples shows a good match for measured and calculated radiation values but evaporation rates are still overestimated in the model. Possible reasons for the discrepancy between measurement and model data are analyzed and are found to be uncertainties about the parameters close to the interface, which are decisive for determining evaporation rates.

1. Introduction

Evaporation from porous surfaces can have a major effect on city climate (Saneinejad et al., 2012); it can influence climate model predictions (Seneviratne et al., 2006), and on a smaller scale understanding the processes influencing evaporation rates from bare soil is crucial for many agricultural applications such as water management and tillage cycles (Davin et al., 2014; Vanderborght et al., 2017). Under natural conditions numerous different processes influence evaporation rates, for example, wind speed, radiation, or surface roughness.

Radiation plays a crucial role by supplying the necessary energy for the phase change of liquid water to water vapor and therefore is an important factor in the surface energy balance. A general surface energy balance for bare soil is denoted by (e.g., Brutsaert, 1982; Monteith, 1981; Penman & Keen, 1948)

\[ R_n = L_e E + H + G, \]

where the incoming net radiation, \( R_n \), is split up at the surface into latent heat, \( L_e E \), a ground heat flux, \( G \), and a sensible heat flux into the atmosphere, \( H \).

A more indirect influence of radiation on evaporation rates is the dependency of various processes and parameters on temperature such as diffusion coefficients, densities, and viscosities. At the same time radiation is influenced by other processes and properties of the atmosphere and the soil as well. Surface roughness can lead to different albedo values of the soil (Matthias et al., 2000), water vapor in the atmosphere can lead to more adsorption of incoming light (e.g., Kiehl & Trenberth, 1997), and surface undulation, for example, occurring in tilled soil can prevent the Sun from reaching the soil surface equally.

Several models are available that are able to describe evaporation with different levels of complexity, especially regarding simplifications made for the coupling conditions between the soil and the atmosphere.
Vanderborght et al. (2017) give a thorough review of the capabilities and differences of these models. They conclude that for heterogeneous surfaces, it is necessary to investigate evaporation with a fully coupled model, describing flow and transport of mass and energy in the porous medium and the free flow. For homogeneous surfaces and soils, it is concluded that simpler relations suffice, for example, reduction to a 1-D model. In some of these models radiation is included in the energy balance but a complete analysis of the influence of radiation in a fully coupled soil-atmosphere model is to our knowledge still missing. In Fetzer et al. (2017) it is shown that for heterogeneous soils without radiation, lateral heat fluxes, which are neglected in 1-D models, can have a substantial impact on evaporation rates.

To overcome the above mentioned missing detailed analysis of the influence of radiation on mass and energy transport across the porous-medium free-flow interface, we present a fully coupled soil-atmosphere model, which is able to describe evaporation depending on the above mentioned processes. The model is based on previous work by Mosthaf et al. (2014) and Fetzer et al. (2016) and extends their model concept with a radiation concept.

We discuss and analyze three numerical examples, highlighting the importance of radiation and energy transport on evaporation rates under natural conditions. The first example shows evaporation from a flat soil with varying wind speeds, comparing the behavior of two different soil types. A second example demonstrates how surface undulations change radiation and evaporation and how a diurnal cycle of the Sun leads to different drying patterns during the day. At last we compare numerical results to experimental data obtained from lysimeters of the TERENO SoilCan Selhausen test site (Zacharias et al., 2011).

2. Model Concept

Investigating coupled free-flow porous-medium processes needs a proper description of the porous medium and the free flow. Additionally, the two domains need to be coupled by suitable coupling conditions. In the following the equations for both domains and the coupling conditions are described. Radiation is included as an extra coupling condition which is described in section 2.3.1.

2.1. Porous Medium

Flow and transport of water and air in a porous medium can be described by a mass balance with a multi-phase Darcy’s law (Helmig, 1997) as the momentum balance. To describe evaporation in a natural system, we balance the two components water and air in the liquid and the gaseous phase. Air is here considered as a component with a fixed composition of nitrogen and oxygen and no water vapor (“dry” air). The transport of the component water is then described in the second balance equation for water in vapor and liquid form. In a general formulation with the phases $\alpha$ and components $\kappa$ this leads to

$$\frac{\partial}{\partial t} \left[ \sum_{\alpha} \phi_S \phi_o X_{\kappa \alpha} \right] + \nabla \cdot \left[ \sum_{\alpha} \left( X_{\kappa \alpha} \phi_o \mathbf{v}_\alpha - j_{\text{diff}}^{\kappa \alpha} \right) \right] = \sum_{\alpha} q_{\kappa \alpha}.$$  

The mass fraction of each component $\kappa$ in a phase $\alpha$ is denoted by $X_{\kappa \alpha}$, the saturation of each phase by $S_\alpha$, the density of the fluid by $\rho_\alpha$, and the porosity of the porous medium by $\phi$. The source/sink term for each component in each phase is denoted by $q_{\kappa \alpha}$. The velocity $\mathbf{v}_\alpha$ can be written as

$$\mathbf{v}_\alpha = \frac{k_{r,\alpha} K}{\mu_\alpha} (\nabla p_\alpha - \rho_\alpha g).$$

$K$ describes the intrinsic permeability of the soil, $k_{r,\alpha}$ the relative permeability, $\mu$ the dynamic viscosity of the fluid, and $p_\alpha$ the phase pressure. The diffusive transport can be described by Fick’s law, which is valid in a binary system when Knudsen effects do not play a role, with

$$j_{\text{diff}}^{\kappa \alpha} = D_{\text{pm},\alpha} \phi_o \nabla X_{\kappa \alpha}.$$  

The effective diffusion coefficient in a porous medium $D_{\text{pm},\alpha}$ is different from the molecular diffusion coefficient $D_\alpha$ in a fluid due to tortuosity $\tau$ and porosity. Here, the relationship by Millington and Quirk (1961) is used to relate tortuosity, porosity, and saturation with the molecular diffusion coefficient to obtain the effective diffusion coefficient.
We assume a local thermodynamic equilibrium in the porous medium. Saturations, $S$, and the mass fractions, $X^\alpha$, of the components in each phase add up to one. For a two-phase system, with the wetting phase denoted by the subscript, $w$, and the nonwetting phase by, $n$, that leads to the constraints $S_w + S_n = 1$, $\sum X^w = 1$ and $\sum X^n = 1$. Dalton’s law and Raoult’s law are used to calculate phase compositions. Additionally, a relationship between saturation and capillary pressure needs to be employed, for example, van Genuchten (1980). Evaporation and radiation are highly nonisothermal processes, which means that an energy balance for the porous medium needs to be solved:

$$\frac{\partial}{\partial t} \left[ \sum_a (\phi a u_a S_a) + (1 - \phi) \phi_a c_s T_{pm} \right] - \nabla \cdot \left[ \sum_a (\phi a h_a v_a) + \lambda_{eff} \nabla T_{pm} \right] = q^b.$$  (5)

The effective thermal conductivity of the soil $\lambda_{eff}$ depends on all present phases and can be described by an effective relationship. We use the correlation proposed by Somerton et al. (1974). $h_a$ describes the enthalpy (J) of a fluid phase $\alpha$ and $u_a$ the internal energy of the fluid phase with $u_a = h_a - p_a / \phi a$. $c_s$ denotes the specific heat capacity of the solid material. The velocity of the fluid $v_a$ is described by Darcy’s law, same as in the mass balance. $q^b$ describes the source/sink term.

### 2.2. Free Flow

Depending on wind speed laminar or turbulent flow, behavior can occur under natural conditions. To capture turbulent flow, we use the Reynolds-averaged Navier-Stokes (RANS) equations and a $k$-$\omega$ model as closure relations for the eddy viscosity (Wilcox, 2006, 2008). The time-averaged terms in the RANS equations in the following are denoted by a bar (e.g., $\bar{v}$). A total mass balance for the single-phase free flow is

$$\frac{\partial (\phi a \bar{v})}{\partial t} + \nabla \cdot (\phi a \bar{v} \bar{v}) = 0$$  (6)

and the momentum balance of the RANS equations is given by

$$\frac{\partial (\phi a \bar{v}_g)}{\partial t} + \nabla \cdot (\phi a \bar{v}_g \bar{v}_g) - \nabla \cdot ((\mu_a + \mu_t) (\nabla \phi a \bar{v}_g + \nabla \phi a \bar{v}_g^T)) + \nabla \phi a \bar{v}_g = 0.$$  (7)

The eddy viscosity $\mu_t$ is calculated by a $k$-$\omega$ model with $k$ as the kinetic energy and $\omega$ as the turbulence frequency:

$$\mu_t = \frac{k}{\omega \phi a}.$$  (8)

The mass balance for a component $\kappa$ in the gas phase $g$ can then be described by

$$\frac{\partial (\phi a X^\kappa_g)}{\partial t} + \nabla \cdot (\phi a X^\kappa_g \bar{v}_g) - (D_t + D_t) \phi_a \nabla X^\kappa_g = 0.$$  (9)

The eddy diffusivity $D_t$ is related to the eddy viscosity by the turbulent Schmidt number $Sc_t$:

$$D_t = \frac{\mu_t}{Sc_t \phi a}.$$  (10)

Additionally, an energy balance is necessary:

$$\frac{\partial (\phi a h_a)}{\partial t} + \nabla \cdot (\phi a h_a \bar{v}_g) + \sum_k \nabla \cdot (k^{\kappa}_{\phi a, k, \phi, diff} \bar{v}^\kappa_{\phi a, k, \phi, diff}) - \nabla \cdot ((\lambda_{\phi a} + \lambda_{\phi a})) \nabla T) = 0.$$  (11)

The eddy thermal conductivity can be derived from the eddy viscosity with the turbulent Prandtl number $Pr_t$ and the specific heat capacity $c_{p,\phi a}$:

$$\lambda_t = \frac{\mu_t c_{p,\phi a}}{Pr_t}.$$  (12)
2.3. Coupling Conditions

The interface conditions are based on the assumption of local thermodynamic equilibrium as described in Mosthaf et al. (2014) and Fetzer et al. (2016). We refer to that publications for more details.

As we assume a sharp interface between the two domains that does not store mass, momentum, or energy, all mass leaving one domain has to instantaneously appear in the other. Continuity of fluxes can be written as follows:

\[
[(\rho_g \vec{v}_g) \cdot \hat{n}]^{\text{ff}} = -[(\rho_g \vec{v}_g + \rho_w \vec{v}_w) \cdot \hat{n}]^{\text{pm}}
\]

with \( \hat{n} \) as the interface normal vector (always pointing out of the respective domain).

For the tangential momentum the coupling condition is set according to the Beavers-Joseph-Saffman condition with \( \alpha_{BJ} \) as the Beavers-Joseph coefficient, \( t_i \) as a tangential vector and the shear stress tensor \( \tilde{\tau}_{\text{eff}} = (\mu_g + \mu_t)(\nabla \vec{v}_g + \nabla \vec{v}_g^T) \):

\[
\left( \vec{v}_g - \sqrt{(Kt_i) \cdot t_i} \alpha_{BJ} \mu_g \tilde{\tau}_{\text{eff}} \hat{n} \right) \cdot t_i^{\text{ff}} = 0, \quad i \in \{1, ..., \text{dim} - 1\}.
\]

For the normal part of the momentum balance the coupling condition is

\[
[(\rho_g \vec{v}_g \vec{v}_g^T - \tilde{\tau}_{\text{eff}} + p_g I) \cdot \hat{n}]^{\text{ff}} = [p_g]^{\text{pm}}
\]

with the identity matrix \( I \).

For the components continuity of fluxes leads to

\[
\left( \rho_g X_g \vec{v}_g + j_{\text{diff, fl}, i} \right) \cdot \hat{n}^{\text{ff}} = - \left[ \sum_{\alpha} \left( \rho_\alpha X_\alpha \vec{v}_\alpha + j_{\alpha, \text{diff, pm}}^e \right) \right] \cdot \hat{n}^{\text{pm}}.
\]

For the energy coupling the flux condition is as follows:

\[
\left( \rho_g h_g \vec{v}_g + \sum_{\kappa} h_\kappa^e \vec{v}_\kappa + h_\kappa^s \nabla T \right) \cdot \hat{n}^{\text{ff}} = R_n - \left[ \sum_{\alpha} \left( \rho_\alpha h_\alpha \vec{v}_\alpha + \sum_{\kappa} h_\kappa^\alpha \vec{v}_\kappa \right) - \lambda_{\text{pm}} \nabla T \right] \cdot \hat{n}^{\text{pm}}.
\]

\( R_n \) denotes the net radiation explained in the following.

2.3.1. Radiation

In natural systems, the Sun emits shortwave radiation, which is partially reflected in the atmosphere or at the soil surface and partially absorbed in the soil. Additionally, a part of the radiation is transferred back into the atmosphere as longwave radiation. That partitioning of the radiation highly depends on the surface albedo, surface emissivity, surface temperature, and atmospheric temperatures and emissivity near the surface. The part of the incoming radiation that is absorbed by the soil either supplies energy for the phase change of liquid water to vapor is transmitted back to the atmosphere by conduction or longwave radiation, or it leads to higher soil temperatures and more ground heat flux, \( G \). All these processes happen in close proximity to the soil-atmosphere interface, which makes it necessary to include a proper description of that interface.

Previous work to include radiation in a coupled soil-atmosphere model has been done by, for example, Yamanaka et al. (1998) or Novak (2010). They use transfer functions to describe evaporation rates and do not analyze the behavior of the atmosphere coupled to a porous medium explicitly.

We follow a different approach, including net radiation directly in the coupling conditions at the interface between soil and atmosphere. This enables us to further investigate the sensitively coupled soil-atmosphere interface where free-flow turbulence, surface roughness, and solar radiation will alter the evaporative mass and heat fluxes.

To describe the longwave and shortwave radiation, a relationship by Brutsaert (1982) and Novak (2010) is used:

\[
R_n = S_{irr}(1 - \alpha_s) + \sigma_g \varepsilon_a (T_e^4 - T_s^4),
\]

where

\[
S_{irr} = 1 - \alpha_s - \varepsilon_a T_e^4, \quad \varepsilon_a = 0.25 - 0.35 \alpha_s,
\]

\( \alpha_s \) is the surface albedo, \( T_e \) the effective temperature, \( T_s \) the soil temperature, \( \varepsilon_a \) the surface emissivity, \( \sigma_g \) the Stefan–Boltzmann constant, and \( S_{irr} \) the radiation that reaches the surface.
Figure 1. A sketch of the shadow length, $sl$, in a 2-D system, dependent on the angle of irradiance, $\alpha$, and the height of the hill, $h$. Additionally, the evolving viscous sublayer, $\delta$, over a small hill is displayed.

With

$$S_{\text{irr}} = \text{solar irradiance},$$

$$\sigma_B = \text{Stefan-Boltzmann constant},$$

$$\epsilon_a = \text{atmospheric emissivity},$$

$$\epsilon_s = \text{soil surface emissivity},$$

$$T_A = \text{atmospheric temperature},$$

$$T_s = \text{soil surface temperature}.$$

The Stefan-Boltzmann constant is given with $5.67 \times 10^{-8}$ W/(m$^2$ K$^4$). The soil surface temperature and the atmospheric temperature at the soil surface are primary variables of the model. For the other parameters additional relations need to be found.

Solar irradiance $S_{\text{irr}}$ naturally varies daily with no radiation during the night and a varied radiation during the day, peaking at midday. Either measurement data can be used, or as in this study, a function describing the daily variation of solar irradiance (Yamanaka et al., 1998):

$$S_{\text{irr}} = 800 \cos \left( \frac{2\pi t + 12}{24} \right)$$

for $6 < t < 18$ hr and $S_{\text{irr}} = 0$ for $t > 18$ and $t < 6$. This diurnal variation matches a solar irradiance variation for areas where there is 12 hr of sunlight. It is only valid for flat surfaces where the Sun is at a 90° angle at midday. To include the angle of the interface, this equation is adapted to

$$S_{\text{irr}} = 800 \cos \left( \frac{2\pi t + 12}{24} + \gamma \right)$$

with $\gamma$ as the angle of the surface. For an angle of 0° this function reaches its maximum at 12 p.m. and for an upward angle of 45° at 9 in the morning. Of course, the maximum value of 800 W/m$^2$ can be adapted depending on the location and climate conditions of interest. For cloudy days and more distance to the equator that value is declining.

The atmospheric emissivity can be expressed as a function of the atmospheric temperature, $T_A$, and the vapor pressure, $p_v^w$ (in hPa) (Brutsaert, 1982) with

$$\epsilon_a = 1.24 \left( \frac{p_v^w}{T_A} \right)^{\frac{1}{7}}.$$  (21)

The soil surface emissivity and soil surface albedo are also parameters that can be taken from measurements. They both depend highly on soil types and saturation of the soil. In Novak (2010) parameters for the surface emissivity and surface albedo are given depending on the soil moisture content. These parameters are further used in this study. Surface albedo has a major influence on evaporation rates and surface temperatures (Davin et al., 2014), but the focus of this work is investigating evaporation under the influence of radiation not focusing on different albedo values.

Additionally, when considering a full daily circle and nonflat surfaces, the surface’s shadow can prevent solar radiation from reaching the soil surface. This means that the length of the shadow has to be calculated which for a 2-D system can be done with geometrical considerations as sketched in Figure 1. The shadow length, $sl$, can then be calculated with $sl = \tan (90° - \alpha) \cdot h$ and $\alpha$ as the angle of irradiance, which can be
Table 1
Material Properties of the Soil Used in the Three First Examples

| Parameter | Sandy soil | Silty soil |
|-----------|------------|------------|
| n         | 8          | 1.32       |
| α         | 6.37E-4    | 4.28E-5    |
| Snr       | 0.01       | 0.029      |
| Swr       | 0.005      | 0.057      |
| ϕ         | 0.41       | 0.35       |
| K         | 2.65E-10   | 1.08E-12   |
| c_s       | 790        | 790        |
| λ_s       | 2.8        | 2.8        |
| ρ_s       | 2,600      | 2,600      |

Deducted from the calculation of the solar irradiance. In case an area is in the shadow, the solar irradiance is then set to 0. As previously described, this calculation of net radiation is then included in the coupling condition of the energy balance.

3. Discretization and Implementation

The mathematical model is discretized by an implicit Euler method in time. The free flow part is approximated in space by a finite-volume staggered grid scheme (Marker and Cell [MAC] scheme) with a second-order approximation of the convective term. The porous medium is discretized by a finite-volume cell-centered two-point flux scheme. More details for that implementation can be found in, for example, Fetzer (2018).

The equations are implemented in the numerical software framework DuMuX (Flemisch et al., 2011; Heck et al., 2019; Koch et al., 2020). All code relevant to obtaining the numerical examples can be found under Gitlab (git.iws.uni-stuttgart.de/dumux-pub/Heck2020a).

4. Comparison and Analysis

In the first two test cases, we use the same sandy soil, for which van-Genuchten parameters, porosity, and permeability are summarized in Table 1. Additionally, the first example compares the drying behavior of...
Figure 3. Evaporation rates over 10 days for two different soil types as simulated in the described setup. The shape of the curves is dominated by the diurnal cycle of radiation. Still, differences in wind velocities are visible.

Figure 4. Simulated surface temperatures of the porous medium over 10 days. After a transition into Stage-II evaporation peak temperatures begin to rise.

In Figure 3, it can be observed that, although the shape of the evaporation flux is governed by the diurnal cycle of the Sun, the amount of evaporation is governed by the availability of water. During the first three days, the peak evaporation rates from the sandy soil reach the same magnitude, as the capillary flow is high enough to satisfy the evaporative demand. That stage of drying is commonly referred to as Stage-I evaporation (e.g., Lehmann et al., 2008). Afterward, during the transition to Stage-II evaporation, the evaporation rates drop significantly for the two higher wind speeds as the porous medium dries. Water saturation at the interface decreases toward the residual saturation and evaporation rates are diffusion limited. Daily peaks in evaporation rates can still be seen due to solar radiation. When the temperature in the soil rises, this leads to a high water vapor content in the soil and therefore high diffusive fluxes. For the lowest wind speed, the transition into Stage-II evaporation is slower. For the silt-type soil, evaporation rates remain in Stage-I evaporation much longer; the transition into Stage-II evaporation begins under the two higher velocities 8 days after the beginning of the test. The laminar test case remains in Stage-I evaporation. Noteworthy is the lower peak evaporation rates of the silt compared to the sandy soil for the laminar case. This is due to the different water saturations of the two soil types and therefore also different effective thermal conductivities of the soil, which depend on water saturation. For the higher wind velocities, the saturation at the interface is lower, even for the silty soil. In comparison to the higher exchanges driven by the higher wind velocities, the effects of soil saturation is less noticeable.

Comparing wind velocities shows that during Stage-I evaporation higher wind speeds lead to higher evaporation rates, but the shape of the curve is clearly dominated by radiation. The transition into the diffusion-limited Stage-II evaporation is faster for higher flow velocities as water saturations at the interface decrease faster as well. During Days 7–10, it can be seen for the sandy soil that evaporation rates are nearly the same for the two higher velocities, they are governed by diffusion and not by wind velocities.

That transition into Stage-II evaporation can also be seen in the surface temperature curve in Figure 4. After the drop in evaporation rates the surface temperatures of the porous medium begin to rise, as the evaporative cooling has a minor effect. This can be observed for both soil types, although at different times due to the slower drying of the silt-type soil. The highest wind velocity shows the fastest transition into Stage-II evaporation.

4.1. Influence of Radiation on Surface Temperature and Evaporation Rates

The first example shows a flat porous medium with an adjacent free-flow channel as shown in Figure 2. The setup is chosen to mimic an experimental facility where the porous medium is a tank filled with either one of the two soil types. The tank is placed at the base of a controlled atmospheric free-flow channel. Wind flows from left to right continuously, and the mass fraction of water vapor is constant at the inflow. Radiation varies with a diurnal cycle and the inflow air temperatures vary accordingly. The function for air temperature depending on time of the day can be found similarly in Yamanaka et al. (1998). The simulation starts at 6 in the morning (\( t = 6 \)). All the sides of the tank are closed for fluid flow and allow only conduction. Three wind velocities are compared: one case, where flow conditions are laminar with a low velocity of 0.1 m/s, and two cases, where flow conditions are turbulent, with velocities of 1 and 2 m/s.

In Figure 3, it can be observed that, although the shape of the evaporation flux is governed by the diurnal cycle of the Sun, the amount of evaporation is governed by the availability of water. During the first three days, the peak evaporation rates from the sandy soil reach the same magnitude, as the capillary flow is high enough to satisfy the evaporative demand. That stage of drying is commonly referred to as Stage-I evaporation (e.g., Lehmann et al., 2008). Afterward, during the transition to Stage-II evaporation, the evaporation rates drop significantly for the two higher wind speeds as the porous medium dries. Water saturation at the interface decreases toward the residual saturation and evaporation rates are diffusion limited. Daily peaks in evaporation rates can still be seen due to solar radiation. When the temperature in the soil rises, this leads to a high water vapor content in the soil and therefore high diffusive fluxes. For the lowest wind speed, the transition into Stage-II evaporation is slower. For the silt-type soil, evaporation rates remain in Stage-I evaporation much longer; the transition into Stage-II evaporation begins under the two higher velocities 8 days after the beginning of the test. The laminar test case remains in Stage-I evaporation. Noteworthy is the lower peak evaporation rates of the silt compared to the sandy soil for the laminar case. This is due to the different water saturations of the two soil types and therefore also different effective thermal conductivities of the soil, which depend on water saturation. For the higher wind velocities, the saturation at the interface is lower, even for the silty soil. In comparison to the higher exchanges driven by the higher wind velocities, the effects of soil saturation is less noticeable.

Comparing wind velocities shows that during Stage-I evaporation higher wind speeds lead to higher evaporation rates, but the shape of the curve is clearly dominated by radiation. The transition into the diffusion-limited Stage-II evaporation is faster for higher flow velocities as water saturations at the interface decrease faster as well. During Days 7–10, it can be seen for the sandy soil that evaporation rates are nearly the same for the two higher velocities, they are governed by diffusion and not by wind velocities.

That transition into Stage-II evaporation can also be seen in the surface temperature curve in Figure 4. After the drop in evaporation rates the surface temperatures of the porous medium begin to rise, as the evaporative cooling has a minor effect. This can be observed for both soil types, although at different times due to the slower drying of the silt-type soil. The highest wind velocity shows the fastest transition into Stage-II evaporation. On the fourth day, the simulation with the sandy soil shows that for wind velocities of 2 m/s evaporation rates are lower than for 1 m/s.
Simulated net radiation over 10 days for two different soil types. A small decline in net radiation is visible for silty soil during transition to Stage-II evaporation.

Still surface temperatures show no significant difference, which indicates that higher ground heat flux or conductive heat exchange with the atmosphere mitigate the effect of less evaporative cooling.

The laminar test case continuously shows higher surface temperatures than the other two test cases. This can be attributed to the lower evaporation rates and therefore lower evaporative cooling, and also to the reduced conductive heat exchange with the atmosphere, due to higher atmospheric temperatures than in the turbulent cases. For the laminar case less mixing with the cooler atmosphere leads to higher temperatures in the boundary layer, which reduces the conductive heat exchange with the warmer soil. For the same reason, lower wind speeds lead to less longwave radiation, which also enhances peak temperatures. Comparing the different soil types, it can be seen that the silty soil continuously has lower peak temperatures. This can be explained by the higher evaporation rates; when the sandy soil is already in Stage-II evaporation, the silty soil still is in Stage-I evaporation, which leads to more evaporative cooling. At the same time the higher water saturations at the interface lead to higher effective thermal conductivity and more ground heat flux, which can additionally lower temperatures at the interface.

Net radiation does not vary substantially during transition from Stage-I to Stage-II evaporation, but a small decline over the 10 days is visible for the silty soil (see Figure 5). This decline can be explained by the higher surface temperatures during the transition into Stage-II evaporation, which lead to more longwave radiation. Additionally, soil albedo is higher when saturations are lower. During drying of the silty soil, the reduction in saturation decreases the net radiation. For the sandy soil, this is less visible. Here, the saturations are low from the beginning, which mitigates the effect of changing albedo values with saturation. The laminar test case continuously shows a higher peak in net radiation, which is most likely due to less longwave radiation, as atmospheric temperatures are higher with less mixing in the atmosphere. Radiation is highest at midday while evaporation rates and surface temperatures have their daily highest peak at 2 p.m. in the afternoon.

To analyze if the heat provided to the soil due to solar radiation also substantially influences fluid parameters like density, viscosity, and diffusion coefficients and to assess how these changes reflect on the evaporation rate, we show a laminar and turbulent test case in Appendix A, where we selectively neglect temperature dependence of that parameters. The setup uses the same boundary conditions as given in Figure 2. It can be seen that peak evaporation rates are very similar for all cases and the changes in viscosity, density, or diffusion coefficients due to temperature changes do not alter evaporation rates substantially. Only in the laminar test case neglecting temperature influences on density and diffusion coefficients leads to lower peak evaporation rates. This can be explained by an enhanced mixing in the boundary layer when densities and diffusion coefficients are higher due to higher temperatures.

4.2. Surface Undulations

Soil under natural conditions is seldom completely flat. For example, when one imagines a tilled field, it is more likely that the surface has some undulations and is in general rather rough. Verma and Cermak (1974), Haghighi and Or (2015), and Gao et al. (2018) investigate surface undulations and their effect on evaporation rates, omitting the influence of radiation. Key findings are that surface undulations can lead to both higher or lower evaporation rates compared to a flat surface, highlighting the complexity of soil-water evaporation from nonflat surfaces.

Surface undulations affect the evaporation rates in various ways: (I) They increase the surface area, leading to a higher exchange area for evaporation. (II) They reduce the overall wind flow velocities in the valleys, leading to less mixing and increased water vapor content in the valleys, reducing evaporation rates. (III) Higher surface undulations might reduce the water availability in the hills as capillary forces can be too weak to overcome gravity. An interesting aspect in that regard is the different flow behavior on the sides of the hills turned toward and away from the wind. As evaporation rates in the viscous sublayer are diffusion limited, the thickness of this layer is an important factor in determining evaporation rates. Obstacles can influence that layer tremendously. Around the obstacle, boundary layers will detach and reattach downstream, depending...
on the geometry of the surface and the wind velocity. In the valleys, eddies occur and an increase in water vapor locally decreases evaporation rates. Figure 1 shows a sketch of that behavior of the viscous sublayer over a small hill.

Including radiation in such a model poses a few additional challenges: (I) The shadow length has to be properly accounted for, which reduces solar radiation in the valleys depending on the angle of the Sun. (II) The angle of the surface toward the Sun needs to be accounted for in the calculation of solar irradiance.

To assess the influence of surface undulations, different setups are compared:

- 5 cm hills: The setup with the same boundary and initial conditions as in Figure 2 is analyzed with five hills with 5 cm height.
- 2 cm hills: The same setup is analyzed for 2 cm high hills, and the differences between the different heights are compared.
- Reversed flow direction: A case where the wind flow direction in relation to the diurnal cycle of the Sun is reversed (Sun rises on the right and sets on the left) is analyzed in comparison to the previously described case.

The first setup with surface undulations describes a system where the wind and the Sun match, rising and flowing from left to right. The Sun rises on the left at 6 in the morning and sets at 6 in the evening on the right side. When neglecting radiation, one would expect that evaporation rates are highest on the left facing sides of the waves, which are turned toward the wind, due to the thinned boundary layer thickness as sketched in Figure 1. Including radiation can change that behavior as the local temperature rise due to radiation influences the evaporation rate more than wind velocity.

Figure 6 shows the velocity distribution in the atmosphere and the saturation in the porous medium at 4 p.m. and at night at 10 p.m. for a setup with five hills. It can be seen, that in both cases, flow velocities are higher at the top of the hills on the side facing the wind. In the night, without radiation, this location at the top of the hills is then also the point where saturations are lowest due to the highest evaporation rate. During the afternoon, the Sun shines directly on the sides turned away from the wind, heating up the soil and leading to higher evaporation rates on those sides, which can be observed from the lower values for saturation on those sides. Additionally, it can be observed that in this stage of drying, water saturations in the hills are higher at night than during the day, which means capillary forces are still high enough to resaturate the dried surface layer.

Figure 7 shows evaporation rates, the average net radiation at the interface, and the average surface temperature for 2 and 5 cm high hills. When the Sun rises in the morning, at first net radiation is higher for smaller
undulations, as shadow lengths are shorter for smaller undulations. This is also reflected in higher evaporation and higher temperatures, especially visible at 7 a.m. Later in the day, when shadow lengths are shorter, that effect is dominated by the higher surface area of the higher undulations as more surface area is directly exposed to the Sun. Around 9 a.m. the 5 cm high hills start to dry locally, when capillary forces are not high enough to continuously supply water, which leads to the sharper change in evaporation rates at that time.

At 12 p.m. obstacles lead to a smaller peak in net radiation, as the surfaces are more inclined. Therefore, at midday the Sun is not perpendicular to the whole surface and net radiation is smaller.

Due to increased surface area with higher undulations the integrated energy input is higher for higher undulations, though. This can be seen in the evaporation rates. Locally, the evaporation rates (mm/day) are lower for higher obstacles, which is influenced by the lower net radiation. In contrast, integrated over the interface area, mass loss of water is greater for the higher obstacles due to the increased surface area, which can be seen in Appendix B where average saturation during drying is shown for both surface undulations and it can be observed that higher obstacles lead to lower values in average saturation.

The changes in surface temperature due to the difference in height of the hills reflect the above described effects, which have a contrary influence on temperatures. The higher energy input due to more surface area increases the temperature, but at the same time, the higher mass loss of water leads to a cooling of the surface. Here, it can be seen that surface temperatures are lower for higher obstacles.

![Figure 7](image1.png)

**Figure 7.** Simulated evaporation rates (left), net radiation (middle), and average temperature at the interface (right) for different heights of surface undulations.

![Figure 8](image2.png)

**Figure 8.** Simulated temperature distribution in the atmosphere and in the soil at 12 p.m. The white line shows a temperature of $T = 289.15$ K. Below that line, values are higher. For 2 cm high hills (left) and for 5 cm hills (right). For 5 cm high hills, less mixing with the atmosphere leads to higher temperatures in the valleys.
Figure 9. Simulated evaporation rates for two scenarios over the course of one day. Case 1: the Sun rises on the left and sets on the right and Case 2: the reversed case. Only a small variation in evaporation rates between the two cases is visible.

Although the average surface temperature is higher for lower hills, the atmospheric temperature is still higher in the valleys of the higher undulations due to less mixing, which can be seen in Figure 8. Here, the valleys between the 5 cm hills are clearly influenced by the eddy, forming in the valley. Temperatures are highest on the left side of the valley, because the warm air is rotated in that direction. For the 2 cm high hills, that effect is not dominating, but the temperatures are similar on both sides of the hill, a bit higher even on the right side of the valley, as this is the side, that was exposed to the Sun in the morning.

As previously described, another setup was implemented to test if changing the flow direction in comparison to the Sun changes evaporation rates substantially. The case where the Sun rises on the left and sets on the right is in the following referred to as Case 1 and the reversed case (Sun rises on the right side and wind flows from left to right) as Case 2. To get a better distinction between the effects of wind velocity and radiation, the wind velocity is increased to 2 m/s.

Comparing these two cases in Figure 9, there is only a small variation in overall evaporation rates in the tested parameter set. Evaporation rates in the morning are higher for Case 2 but lower in the afternoon. That can be explained by considering that both radiation and wind velocities raise evaporation rates. For Case 1, in the morning the Sun shines on the left sides of the small hills, the same side exposed to the most wind. Locally that side dries considerably faster, there are spots where the capillary forces cannot supply enough water and there is a transition into Stage-II evaporation, which lowers the overall evaporation rates. The reversed case splits the evaporative driving forces for evaporation radiation and wind velocity in the morning to different surface sides of the hill. This leads overall to higher evaporation rates as fewer spots dry out completely.

This is supported by analyzing the local pattern of water saturation, which can be found in Appendix B. Satuations for Case 1 are lower on the left side of the hills while for Case 2 the saturations are low at the right side as well, which shows that broader spread in local evaporation. In the afternoon, evaporation rates for the reversed case are lower, as the Sun then shines directly on the left sides of the hills, which are already dryer due to the exposure to wind. Overall, it can be seen that these effects for the tested case are not dominant and the cumulative mass loss over the whole day is comparable for both cases. This result is of course very dependent on initial saturations and soil properties, when saturations are higher and the soil does not dry out at all, evaporation rates will not be influenced by the location of radiation compared to wind velocities.

4.3. Comparison With Experimental Data

To assess the capabilities of the model, it is important to compare the results with experimental data. Here, the model is compared to data measured from soil lysimeters in the TERENO SoilCan Selhausen test site at the Forschungszentrum Jülich, Germany (50° 52′ 8.6″ N, 06° 27′ 57.2″ E), which is part of the TERENO Rur observatory (Zacharias et al., 2011). A measurement period of three sunny days in September 2016 after a rainfall event is selected. The days are chosen so that no precipitation occurred in that time to only analyze evaporation.

The spatial parameters and measurements selected belong to the soil Sauerbach (Sb-10). Additionally, wind velocity measurements, air temperatures, and relative humidity data measured in 2 m height are used as input data for the boundary conditions of the free flow. Figure 10 shows a sketch of the experimental setup with the location of measurement and the boundary and initial conditions for the simulation setup. Only the first two horizons of the soil are modeled and a Dirichlet condition is set at the bottom of the porous medium domain to mimic the recharge from the lower soil layers. During the measurement time, measured values lower than the first 50 cm do not show substantial changes, which justifies that choice of boundary conditions.

Figure 11 shows the measured atmospheric parameters in 2 m height over the three days. These measured parameters are used as input data uniformly on the left side of the free-flow domain for the turbulent free flow as well as for the developing boundary layer. The soil parameters used as input data are given in Table 2.
Figure 10. Experimental setup of the lysimeter with measurement of the atmospheric parameters in 2 m height and initial and boundary conditions for the model setup. The problem is discretized with 75 cells in the horizontal direction and 80 in vertical direction with a refinement toward the interface. The velocity measured at 2 m height is set as a block profile on the left side. The free flow domain is extended at the front to provide a better flow profile before reaching the measurement site.

It would also be possible to use radiation data as input for the coupling conditions but the previously described model for radiation is used instead, and the results are compared. The only change to the radiation calculation is to lower the maximum solar irradiance from 800 to 600 W/m², as 800 W/m² is a more suitable value for locations closer to the equator (e.g., Geiger et al., 2008). This also agrees more with the measured maximum values for net radiation.

The TERENO SoilCan project offers different data sets to compare and analyze the model results on a lysimeter scale under natural conditions. Still, such a comparison poses some challenges especially when trying to compare the measured data to a model, which requires detailed information about properties close to the free-flow porous-medium interface. Measurements close to that interface are difficult to obtain.

Figure 11. Measurement data obtained at the measurement site in 2 m height and set as input parameters on the left side of the free-flow domain.
Table 2
Spatial Parameters for the First Two Horizons From Experimental Data for the Soil Sb-10

| Parameter | Horizon 1 | Horizon 2 |
|-----------|-----------|-----------|
| n         | 1.5       | 1.59      | (-)       |
| α         | 7.54332E−56 | 6.6E−5   | (1/Pa)    |
| Snr       | 0.00814   | 0.073     | (-)       |
| Swr       | 0.18      | 0.14      | (-)       |
| ϕ         | 0.376     | 0.398     | (-)       |
| K         | 1.68E−12  | 7.7E−14   | (m²)      |

Sensitive parameters determining evaporation rates are, that is, relative humidity, initial water saturation, initial surface temperature, and soil parameters close to the interface. To assess the influence of these parameters, four test cases, analyzing different influences, are discussed:

(a) Unchanged setup: Measurement values as obtained in the experiment are set as boundary conditions, and the spatial parameters, as analyzed for the first 50 cm, are set for the modeled domain.

(b) Extended porous medium: Relative humidity is set as a boundary condition at the inlet on the left side of the free flow. In reality, that quantity is measured at 2 m height. This value does not contain information about the relative humidity in the boundary layer, which is decisive for the evaporation rates. The wind flows over an open field before reaching the measurement site; therefore, it is very likely that the boundary layer has an increased water vapor content than the value that is measured at 2 m height, which is set as a boundary condition. To quantify that effect, an additional test case is run where the porous-medium domain and the free-flow domain are both extended on the upwind side by 10 m. This means that before reaching the actual measurement site, the wind already flows over a 10 m long porous medium with the same conditions as the measurement site so that when it reaches the site, the air is more enriched with water vapor. Of course, that does not replicate reality; as the soil type next to the lysimeters is different, there might be vegetation disturbing the flow field and in general the conditions are unknown. Regardless, this makes effects of the incoming boundary layer relative humidity on the evaporation rate more realistic and is a good setup to see the influence of that value.

(c) Initial saturation and temperature at the interface: Another uncertainty of the model is choosing the right initial saturation and temperature, which is measured first at 10 cm depth (30 cm for temperature) in the soil and not right at the interface. Close to the interface these values influence evaporation rates tremendously. To assess this uncertainty, a test case is set up where, in the first centimeter of the soil, the initial temperature is reduced by 4°C and the initial water saturation is lowered to 0.7. As before, these values are chosen to see the sensitivity of that parameters and not to replicate the true conditions.

(d) Spatial parameters in the top layer: Various studies (e.g., Dimitrov et al., 2015) suggest that soil parameters close to the interface are very sensitive to the treatment of the soil. The Sb-10 soil was tilled and afterward smoothed again by raking before the start of the measurement, which is why it is likely that hydraulic parameters of the soil at the interface can be very different from the initially measured values for the first horizon. To test that hypothesis, the van-Genuchten parameters for the upper 3 cm are varied for one test case to Snr = 0.2, α = 7.54E−4 (1/Pa), and n = 1.6.

Figure 12 shows a comparison of measured net radiation and evaporation rates and simulated values. It is visible that the quite simple approach to model net radiation already gives quite good results for radiation rates for all tested cases. The differences between the cases stem from the varying evaporation rates and therefore different surface temperatures leading to different longwave radiation.

For evaporation rates a higher discrepancy between experiment and simulation can be seen. During night, the evaporation rates deviate not substantially. However, during the day predicted evaporation rates for the unchanged setup (Case a) are around 3 times higher than the measured values.

It can be observed that the extension of the porous medium by 10 m (Case b) leads to a drastic reduction in evaporation rates. This proves that measurements of the relative humidity closer to the interface between soil and atmosphere are necessary to assess if the model then represents the experimental measurements.
Figure 12. Comparison of simulated net radiation (left) and evaporation rates (right) with measured values for the four different tested cases. The best fit between measurement and simulation can be seen for Case (d).

more closely. The extension of the porous medium by 10 m only serves as a tool to analyze the sensitivity of that hypothesis.

The initial surface temperature and initial water saturation (Case c) only influence evaporation rates in the beginning. After a few hours the initial values do not influence the overall result, especially as the given capillary pressure saturation relationship for Sb-10 allows capillary rise of water during the whole time. This process governs the water saturation at the interface, and the soil does not dry out during the whole simulated time, meaning evaporation conditions are continuously in Stage-I evaporation and governed by atmospheric conditions rather than soil conditions.

Changing the spatial parameters of the first 3 cm (Case d) changes the overall result tremendously, as with the chosen spatial parameters the capillary pressure is not high enough to supply water to the first layer and evaporation becomes diffusion limited. With this change in parameters, the measured and simulated evaporation rate are within the same order of magnitude. This indicates that indeed the treatment of the soil changed the parameters of the first layer, as with the previously set parameters (Case c) a drying of the soil to a diffusion limited evaporation range was not possible.

A comparison of water saturation and temperatures with experimental results in 10 cm depth, respectively 30 cm depth for the temperature, can be found in Appendix C for Case (a) and Case (d), as they show the most deviation in prediction of evaporation rates. It can be seen that saturations do not vary substantially over time for the experiment as well as the simulations. For the case without any change in parameters (Case a) a diurnal cycle in saturation is visible, while when the first layer of soil is dry and not hydraulically connected to the lower layers (Case d), then water saturation does not show this pattern anymore. As the experimental results also show some diurnal variations, it is likely that in reality the soil is still partially hydraulically connected to the upper layer. Temperatures in the experiment show a higher variation between night and day than predicted in both cases. Case (d) shows a better match for peak temperatures, as in Case a the higher evaporation rates lead to more evaporative cooling, therefore underestimating the peak temperatures. During night temperatures of Case (d) are higher than experimental values, though. This can be attributed to uncertainties in thermal conductivities, which depend on saturation. As saturation also vary between the experiment and simulation, this difference is expected.

This analysis shows that the model is able to capture relevant physical processes. All variations in parameters show the expected behavior and can be physically explained. It is found that the soil and atmospheric conditions close to the interface are especially critical in determining evaporation rates. Still, a comparison to the experimental data is challenging as these values close to the interface are difficult to determine.

For further analysis of the system another step would be to include the surface roughness of the tilled soil as that can lead to major changes in evaporation rates as well (Fetzer et al., 2016).

5. Conclusion

We present a fully coupled soil-atmosphere model including radiation, which is able to describe and analyze evaporation rates under natural conditions. The first example shows that radiation clearly influences the
diurnal cycle of evaporation, with highest evaporation rates between 1 and 2 p.m. The temperature profile is also clearly dominated by the diurnal cycle of the Sun, but evaporative cooling still has a major effect. During Stage-I evaporation, the highest temperatures during the day remain constant, while after the transition into Stage-II evaporation the maximum value raises daily. This indicates that during a heat wave when there is no precipitation, the cooling of the soil during the night is not enough to cool down the temperatures sufficiently. Higher wind velocities lead to higher peaks in evaporation during Stage-I evaporation and a faster transition into Stage-II evaporation. A comparison of two different soil types shows a fast transition to Stage-II evaporation and high temperature rise for sandy soil, while the silty soil stays in Stage-I evaporation longer and surface temperatures do not rise as fast.

The second example shows the influence of surface undulations on radiation and evaporation. It is shown that during a diurnal cycle, the drying behavior in the hills is immensely influenced by the Sun. During the night, the highest evaporation rates can be observed at the sides facing the wind, as their locations have the smallest boundary layer thickness. During the day, highest evaporation rates can be observed at the location where the Sun shines perpendicular to these locations as the temperature increase and therefore higher vapor pressure dominates over the evaporation process. An analysis of the height of the undulations shows that locally radiation is lower for higher surface undulations, leading to lower evaporation rates. On the contrast, integrated over the whole surface area, higher obstacles lead to a higher surface area and the cumulative mass loss of water is higher. This shows that the height of surface undulations and therefore the length of surface area clearly influence the drying of the soil, which shows that tillage of the soil can change evaporation rates drastically.

Comparing the model results to experimental data shows that the model is able to produce good matches for net radiation. Regarding evaporation rates, there is still a discrepancy between measured and simulated values. To assess that discrepancy, various parameters are varied and their influence is analyzed. The results show that the effects of the parameters can all be physically explained, and the model is able to capture their influence. It is shown that information about values close to the interface is necessary to get good model results. Major influences are seen for relative humidity values and spatial parameters close to the interface. To further assess the capabilities of the model, a more detailed comparison to measurement data is still necessary. A detailed analysis of the different components of net radiation could help in identifying missing links between experimental data and the model.

Appendix A: Analysis of Fluid Parameters

Here, evaporation rates for four different test cases under laminar and turbulent conditions are shown. This helps to analyze how evaporation rates are influenced by the changing fluid parameters due to a diurnal cycle of the Sun. The second example shows the influence of surface undulations on radiation and evaporation.
cycle of radiation. In one case, all fluid parameters vary with temperatures changes while for the other three cases the influence of temperature on one of the parameters is neglected (Figure A1).

Appendix B: Analysis of Surface Undulations

Figure B1 supports the analysis of the influence of different heights of surface undulations on evaporation rates. It can be seen that the average water saturation in the porous medium decreases faster for higher undulations.

![Figure B1. Average water saturation during one day of drying for different heights of surface undulations.](image)

In Figure B2 water saturations in the porous medium are displayed for two cases with different angles of solar irradiance. In Case 1, the Sun rises on the left and sets on the right. In Case 2, this rotation is reversed. In the free flow the velocity magnitude can be seen.

![Figure B2. Saturation in the porous medium and velocity in the atmosphere for Case 1 (left) where the Sun rises on the left and sets on the right and Case 2 (right) with a reversed Sun direction, both at 9 a.m. The white line shows a saturation of S = 0.03. Above that line, saturation are lower.](image)

Appendix C: Comparison With Experimental Data

Here, water saturations and temperatures comparing experimental data from the lysimeters and the simulations can be seen (Figure C1). Case (a) describes the simulation where the measured parameters are used throughout the whole domain, and Case (d) describes a setup where the first centimeters of the soil have different van-Genuchten parameters.
Figure C1. Comparison of water saturation in 10 cm depth and temperatures in 30 cm depth between experimental results and two simulation setups, where evaporation rates deviate the most.

Data Availability Statement

The data from the experimental measurements of the TERENO project (Zacharias et al., 2011) can be found under https://www.tereno.net/ for the TERENO SoilCan Selhausen test site at the Forschungszentrum Jülich, Germany. The observed days are 6 to 8 September 2016. All code relevant to obtaining the numerical examples is implemented in DuMux (Heck et al., 2019; Koch et al., 2020) and can be found under Gitlab (git.iws.uni-stuttgart.de/dumux-pub/Heck2020a).
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