The electrocaloric effect (ECE) of BaZr$_x$Ti$_{1-x}$O$_3$ (BZT) is closely related to the relaxor state transition of the materials. This work presents a systematic study on the ECE and the state transition of the BZT, using a combined canonical and microcanonical Monte Carlo simulations based on a Ginzburg-Landau-type Hamiltonian. For comparison and verification, experimental measurements have been carried on BTO and BZT ($x = 0.12$ and 0.2) samples, including the ECE at various temperatures, domain patterns by Piezoresponse Force Microscopy at room temperature, and the P-E loops at various temperatures. Results show that the dependency of BZT behavior of the Zr-concentration can be classified into three different stages. In the composition range of $0 \leq x \leq 0.2$, ferroelectric domains are visible, but ECE peak drops with increasing Zr-concentration harshly. In the range of $0.3 \leq x \leq 0.7$, relaxor features become prominent, and the decrease of ECE with Zr-concentration is moderate. In the high concentration range of $x \geq 0.8$, the material is almost nonpolar, and there is no ECE peak visible. Results suggest that BZT with certain low range of Zr-concentration around $x = 0.12 \sim 0.3$ can be a good candidate with relatively high ECE and simultaneously wide temperature application range at rather low temperature.

On the other hand, the first principles calculations were performed to study different properties of BZT. Using a lattice-based model Padurariu et al. simulated the relaxor behavior of BaM$_x$Ti$_{1-x}$O$_3$ (M=Zr, Sn, Hf). They incorporated permanent dipoles caused by Ti ions, O-related induced dipoles and zero dipoles caused by M ions to calculate the local field.

In the current work, we present Lattice-based Monte Carlo simulation results by using a Ginzburg-Landau type effective Hamiltonian which reveal the ECE and the state transition of BZT with various Zr concentration. In the authors’ previous work, a generic model based on Ginzburg-Landau type effective Hamiltonian was proposed for relaxor ferroelectrics, which was applied to study the influence of random fields on the relaxor behavior. In the current paper, a more dedicated effective Hamiltonian is proposed for BZT. In particular, different ground state Landau-type terms are introduced for the sites occupied by Ti-located unit cells and by Zr-located unit cells. A multi-well Landau term is used for the polar Ti-located unit cells, while a single-well Landau term is applied for the nonpolar/weakly polar Zr-located unit cells. Moreover, the dipole-dipole interaction term becomes also dependent on the nature of the two involved dipoles. This aspect is considered in the model by adjusting the high-frequency permittivity parameters in the dipole-dipole energy. As it has been shown in our work, one advantage of the Monte Carlo simulations is that the combined canonical and microcanonical ensemble allows us to evaluate the ECE directly without using the Maxwell relation. The technical details for the experiments are elaborated in Subsec. IIA. The details about the model and the simulation setups can be found in Subsec. IIB, and the utilized algorithms are explained in App. A.
The experimental and simulation results on the ECE of BZT is presented in Sec. III. The influence of Zr content on ECE is discussed in details. Since the ECE of BZT is correlated to the transition state of BZT, thereafter, the domain pattern and P–E loops of ceramics samples of BZT with 0%, 12% and 20% Zr content were measured experimentally, and compared with the simulations results. Together with the results on more compositions, the ferroelectric to relaxor ferroelectric state transition of BZT is disclosed through the simulation results on the temperature-induced polarization variation, the Zr-concentration dependency of the domain structure and the P–E loops in Sec. IV.

II. DETAILS ON THE EXPERIMENT AND MODEL

In Subsec. II A and Subsec. II B the experimental techniques and the simulation details are explained, respectively.

A. Experiment details

FIG. 1. An example measurement of BaTiO$_3$ around 398.15 K. The electric field of 2 kV/mm was applied suddenly. After application, the electric field was switched on for 60 s and then switched off for another 60 s.

Ceramics samples of BZT with 0%, 12% and 20% Zr content were synthesized using a mixed oxide route. Raw materials, BaCO$_3$ (99.86%, Solvay, Italy), ZrO$_2$ (≥ 99%, Saint-Gobain, France) and TiO$_2$ (99.5%, Tronox TR-HP2, Germany) were mixed in the stoichiometric ratio and milled in water using a planetary ball mill (Fritsch, Pulverisette 5, Germany) at 200 rpm for 6 hours. The powders were dried, sieved and calcined in an alumina crucible at 1473.15 K for 2 h. The calcined powders were subsequently pressed into disc samples with 10 mm in diameter and sintered at 1598.15 K for 4 h with a heating rate of 5 K/min. All sintered discs have a diameter around 8.5 mm and a thickness of about 1 mm. The porosity of the samples was determined by area analysis using Axiovision program (Rel. 4.7.2.0, Zeiss AG, Germany). Respectively, the porosity is 1.3±0.8% for BTO, 2.1±0.3% for BaZr$_{0.2}$Ti$_{0.8}$O$_3$ (BZT-12) and 3.1±0.6% for BZT-20.

In the ECE measurement sheath thermocouples are utilized. The detailed loading history is explained in Fig. 1. For hysteresis measurements, electrodes of silver conductive pastes were painted and fired at 1073.15 K for 20 min. The hysteresis loop measurements were carried out at 5 Hz, using a Sawyer Tower circuit with an analog input and digital I/O module (Measurement Computing, USB-1616HS-4).

B. Model

For the lattice-based Monte Carlo simulations, a Ginzburg-Landau type effective Hamiltonian is used, similar as in our previous work$^{26–28}$. The potential Hamiltonian $E$ includes four contributions: the static ground state energy $E_D$, the dipole-dipole interaction energy $E_{dip}$, the gradient energy $E_{g\tau}$, and the electrostatic energy $E_e$.

$$E = E_D + E_{dip} + E_{g\tau} + E_e$$

(1)

The static ground state energy $E_D$ can be expressed as in the 2D case:

$$E_D = V_0 \sum_i \left[ a_i \left( P_x^2(r_i) + P_y^2(r_i) \right) \right. \\
+ \left. \frac{b_0}{4} \left( P_x^4(r_i) + P_y^4(r_i) \right) + \frac{c_0}{6} \left( P_x^6(r_i) + P_y^6(r_i) \right) \right]$$(2)

where $V_0 = a_0^3$ is the volume per site with $a_0$ being the lattice constant, $a_i, b_i, c_i$ are material-dependent coefficients, $r_i$ is the coordinate of site $i$, and $P_x(r_i), P_y(r_i)$ are the Cartesian components of the polarization vector $\mathbf{P}(r_i)$ at site $i$. It is assumed that the lattice constant $a_0 = 4$ Å is independent of the Zr content, since the lattice constants change insignificantly with Zr substitution.

BTO is a ferroelectric material while BaZrO$_3$ is paraelectric. Therefore, for the sites occupied by Ti-located unit cells $E_D$ is interpreted as a Ginzburg-Landau multiwell energy term while a single-well energy term for the site occupied by Zr-located unit cells. This concept for simulation is illustrated in Fig. 2. Based on first-principles results with zero strain and no non-soft-mode eigenmode amplitudes$^{29}$ the necessary coefficients can be obtained, which are shown in the following with the sixth order term ignored:
\[
\begin{align*}
    a_i &= -13.7128 \times 10^8 \text{ J m}^{-2} \text{ C}^{-2}, b_i = 28.908 \times 10^9 \text{ J m}^5 \text{ C}^{-4} \quad \text{for Ti-located unit cells}, \\
    a_i &= 6.112 \times 10^8 \text{ J m}^{-2} \text{ C}^{-2}, b_i = 1.4454 \times 10^9 \text{ J m}^5 \text{ C}^{-4} \quad \text{for Zr-located unit cells}.
\end{align*}
\]

frequency permittivity, which depends on Zr concentration. Different values of the high-frequency permittivity \( \epsilon_r \) for BTO were given in literature, varying from 6.0 to 15.0.\textsuperscript{31–33} In the present paper, we choose \( \epsilon_r = 12.0 \) for the case when both sides \( i \) and \( j \) are occupied by Ti-located unit cells.

The permittivity of BaZrO\(_3\) is chosen to be 144. Note that the value of high-frequency permittivity for BaZrO\(_3\) reported in the literature\textsuperscript{34} based on the first-principles calculation is close to the value of BTO. However, we argue for the choice of higher permittivity for BaZrO\(_3\) as follows. Firstly, in their first-principles calculations the short-range coefficient \( J_s \), which reflects the antiferroelectric behavior\textsuperscript{35}, is much smaller in BaZrO\(_3\) than in BTO. Since in the present MC model, the short range interaction coefficient \( J_s \) shown in first-principles study is not included for the simplification, the high frequency permittivity should be modified. Moreover, experiments\textsuperscript{16,21,36} showed that the real part of the permittivity is smaller when increasing Zr content in BZT. It is theoretically known that the decrease of high frequency permittivity value leads to the increase of the real part of the permittivity. Thus the experimental results\textsuperscript{16,21,36} indicate that higher permittivity value should be used for BZT than for BTO. To ensure BaZrO\(_3\) to be a paraelectric material, the high frequency permittivity of BZT should be high enough. Since no additional data for the high permittivity of BZT is available in the literature, the composition-dependent permittivity of BZT is simply approximated by the linear interpolation of the two ends, i.e., pure BTO and BaZrO\(_3\). In a short summary, \( \epsilon_{ij} \) is taken as

\[
\epsilon_{ij} = \begin{cases} 
12.0 & \text{if both sites } i \text{ and } j \text{ are occupied by Ti-located unit cells,} \\
144.0 & \text{if both sites } i \text{ and } j \text{ are occupied by Zr-located unit cells,} \\
12.0(1-x) + 144.0x & \text{if sites } i \text{ and } j \text{ are occupied by different unit cells,}
\end{cases}
\]

where \( x \) is the Zr concentration in BZT.

It should be noted that this concept of using the Zr-concentration-dependent high-frequency permittivity should be similar to the random-bond concept proposed by Pirc and Blinky\textsuperscript{8}.

We mimic the domain wall energy\textsuperscript{37,38} by the gradient energy:

\[
E_{gw} = S_f V_0 \sum_i \left[ g_1 (P_{x,x}(r_i) + P_{y,y}(r_i)) + g'_1 P_{x,x}(r_i) P_{y,y}(r_i) + P_{y,x}(r_i)^2 + g_2 (P_{x,y}(r_i) + P_{y,x}(r_i))^2 \right],
\]

where the comma in the subscripts denote derivatives with respect to the following coordinate, \( S_f \) is a gauge coefficient, and the constants \( g_1, g'_1, g_2, g'_2 \) allow anisotropic contribution of the gradient term. The parameters for
the domain wall energy is set to be the same as these for BTO in our previous work\textsuperscript{26}. On the other hand, the size-difference between Ti\textsuperscript{4+} and Zr\textsuperscript{4+} is small, and thus the related elastic energy and the electrostrictive interaction should be negligible. This simplification should not have qualitative influence on the calculated entropy variations.

The electrostatic energy $E_e$ is given as:

$$E_e = -V_0 \sum_i P(r_i) \cdot E^{ex},$$

(7)

where $E^{ex}$ is the external electric field.

III. ELECTROCALORIC EFFECT

In this section, the ECE of BZT is experimentally measured and theoretically calculated using the direct approach. Particularly, the influence of Zr concentration is elaborated.

Prepoled samples through MC canonical assemble are applied with an external field of $E^{ex} = 47.0\text{ kV mm}^{-1}$ through MC microcanonical assemble, in order to evaluate the ECE under adiabatic condition. More details about the loading history and the algorithms can be found in the previous paper\textsuperscript{26}.

The Zr-content dependence of the ECE at different temperatures is demonstrated in Fig. 3. The peak value of temperature change for each composition is marked as black squares. In general, as Zr concentration increases, the peak shifts to lower temperature. ECE peaks appear at the temperature where there is a sharp change of the state of the order. The state transition can be identified in Fig. 5. When Zr concentration is higher, less thermal energy are required to achieve the change from the order to disorder, i.e., the point at which the state of the order varies shifts to a lower temperature.

At first, the experiment was carried out to measure the ECE in BTO, BZT-12 and BZT-20, using sheath thermocouples. The measured ECE strength $\Delta T/\Delta E$ is plotted in Fig. 3(a), and the ECE peaks are marked using black squares. The detailed loading history was already explained in Fig. 1. At temperature where the tetragonal phase transforms to cubic phase in BTO (398.45 K), BZT-12 (352.45 K) and BZT-20 (316.19 K) or the orthorhombic phase transforms to tetragonal phase in BTO (295.9 K), the ECE peaks appear. Figure 3(a) further demonstrates that with increasing Zr-content the ECE peak drops quickly, and the ECE peak shifts to lower temperature. On the other hand, the application temperature range becomes wider with more Zr substitution.

Moreover, BTO, BZT-12 and BZT-20 are theoretically investigated in Fig. 3(b). It is noticeable that the peak of the temperature variation drops sharply. This significant change can be interpreted by the corresponding domain patterns. The domain pattern at each ECE peak was shown in Fig. 4. In the initial state (the prepoled sample), the configurational entropy $S_c$ is apparently higher.

![Figure 3](image.png)
Despite of the good qualitative agreements, there are notable discrepancies between the measured and calculated temperature changes and the applied electric field. These discrepancies can be explained as follows. Firstly, compared with the experiment, only one ECE peak can be observed in the simulation results for pure BTO in Fig. 3(a). It is due to the fact that in the simulation only the transition from the tetragonal to the cubic phase is considered. Secondly, the samples used in the simulation are supposed without defects and are single crystalline thin film materials while the samples in the measurements are ceramics. Hence, the applied external field and the ECE in the simulation is much higher than in the experiments. If compared with the experimental value of thin film BZT-20 (7 K temperature variation under 19.5 kV mm\(^{-1}\))\(^3\), the discrepancy would be much less. Thirdly, the 2D simplification in the simulations underestimates the heat capacity, and thus the temperature variation in 2D should be bigger than in 3D. Fourthly, at the ECE peak of BTO, the calculated \(\Delta T/\Delta E\) is equal to 0.59 \(\times 10^{-6}\) K \(\cdot\) V\(^{-1}\) m, which is 1.8 times of the experimental data 0.32 \(\times 10^{-6}\) K \(\cdot\) V\(^{-1}\) m. Since our ECE measurement in the experiments is not strictly under adiabatic condition, which reduces the temperature variation value, if compared with the experimental data 0.83 \(\times 10^{-6}\) K \(\cdot\) V\(^{-1}\) m by Moya\(^3\). The measurement by differential scanning calorimeter might improve the ECE value.

The cooling system for microsystem brings a high demand on the solid refrigeration at different temperature ranges. Both in Fig. 3(a) and Fig. 3(b) it reveals that

in BTO than in BZT-12. Nonetheless, at the end of the adiabatic stage, similar domain patterns and comparable \(S_c\) are revealed for both BTO and BZT-12. In short, the variation of \(S_c\), i.e., the variation of the temperature, in BTO is bigger than in BZT-12. The sites occupied by Zr-located unit cells are energetically unstable sites, and their neighbor sites become more fluctuating since mutual short- and long-interactions are present. Since the long-range interaction is present, with 0.1 \(\leq x \leq 0.2\) the effective number of the sites responsible for the configurational space \(N_{\text{effective}}\) increases much more than linearly with the increasing of Zr-concentration, which signifies the sharp declination of the temperature variation. In short, with increasing the Zr content, the ECE peak is lowered and appears at lower temperature. These two phenomena have been captured both in our experimental and simulated results.

FIG. 4. Explanation to the ECE influence of the Zr content in BaZr\(_x\)Ti\(_{1-x}\)O\(_3\) by domain pattern in the simulation. With 0 \(\leq x \leq 0.2\), the number of sites responsible for the configurational space \(N_{\text{effective}}\) increases sharply at the end of the adiabatic stage. This signifies the sharp drop of ECE peak within this range. With 0.3 \(\leq x \leq 0.7\), \(N_{\text{effective}}\) becomes saturating gradually upon increasing Zr content. Therefore, the value of ECE peak decreases more and more moderately. The red, blue, yellow and green squares represent the dipoles pointing respectively to the left, right, top and bottom. The black dots represent the sites occupied by Zr-located unit cells.
the ECE of BZT-12 and BZT-20 has significantly higher value than pure BTO at certain temperature range. This might provide an application potential for the micro cooling system. Apart from the above potential application, some other benefits of BZT, e.g., a wide range of operating temperature and environmental friendliness, are obtainable.

Apart from the investigations on BTO, BZT-12 and BZT-20 by the simulation and experiment, further simulations are done on BaZr$_x$Ti$_{1-x}$O$_3$ with $0.3 \leq x \leq 0.7$, as shown in Fig. 3(c). Compared with the range of $0 \leq x \leq 0.2$, in the range of $0.3 \leq x \leq 0.7$, the ECE is weakened gently due to the fact that $N_{\text{effective}}$ increases not so severely as in the range of $0.1 \leq x \leq 0.2$. With further increase of Zr concentration, $N_{\text{effective}}$ seems to become saturated. Therefore, the value of the ECE peak decreases slightly. In the concentration range of $x \leq 0.8$, there is no ECE peak within the temperature range studied. It may be explained by the full saturation of $N_{\text{effective}}$. In addition, the temperature variation falls off with the increasing temperature. The phenomenon in pure BaZrO$_3$ agrees qualitatively with the theoretical result on SrTiO$_3$ without considering misfit strain.$^{40}$

IV. STATE TRANSITION

The ECE behavior of BZT is closely related to the state transition and the polarization switching of the materials, which deserve detailed investigations as shown in this section.

A. Temperature-induced polarization

The average polarization over MC steps and space was demonstrated in Fig. 5 with respect to the temperature. It can be seen that for pure BTO the average polarization changes sharply around $T = 400$ K, which corresponds to the transition temperature from the tetragonal to cubic phase. For BZT, since the sites occupied by Zr-located unit cells are weakly polar or even nonpolar, less thermal energy is required to achieve the transformation from the order to disorder phase. Wherefore, upon increasing Zr content in BZT, the temperature where the average polarization becomes almost zero shifts to a lower temperature. Meanwhile, higher Zr concentration makes the temperature-induced polarization change more moderate. Additionally, at the same temperature the average polarization is lower when more sites occupied by Zr-located unit cells are introduced. For better understanding of this phenomena, the corresponding domain structures at $T = 300$ K, are visualized in Fig. 6 and discussed in the following subsection.

B. Domain structure

In Fig. 6 at room temperature the equilibrium domain patterns recorded investigated by PFM ((a’)-(c’)) and simulation ((a)-(e)). In (f), based on the simulated spatial distribution of the polarizations, the internal electric fields imposed on each site can be evaluated and analyzed. The long-range correlated Ti-Ti sites are interrupted by the sites occupied by Zr-located unit cells$^{21}$ since Zr-site is weakly polar or nonpolar. Hence, in general the miniaturization of the domains is observable upon increasing Zr concentration.

In Fig. 6(a’), (b’), (c’), (a), (b), and (c) BTO, BZT-12 and BZT-20 are investigated. The PFM images were acquired on the polished surface within the area of one single grain. At room temperature, BTO has a narrow distribution of large internal fields as can be seen in Fig. 7, which bring out a high order in the samples. As expected the stripe-like regular domain patterns are observed for BTO in Fig. 6(a’). Similar kind of the domains can be observed in the simulation (see Fig. 6(a)). Both the experiment and the simulation confirm that BTO has a ferroelectric phase at room temperature. In BZT-12 and BZT-20 the distribution of the internal fields is broad, and even no apparent peaks can be observed (see Fig. 7), which leads to the disorder in the samples. Therefore, instead of regular domains only mosaic-like domain patterns exist in BZT-12 and BZT-20 (see Fig. 6(b’) and (c’)). The domains in BZT-12 are larger than those in BZT-20. Similar phenomena are observed also in the simulated domain patterns (see Fig. 6(b) and (c)). In brevity, the decrease of domain size with increasing the Zr content suggests the crossover from the ferroelectric state to the relaxor state. As will be proposed in the discussions for the simulation results, random fields are re-

FIG. 5. The temperature-induced polarization for different Zr concentrations of BaZr$_x$Ti$_{1-x}$O$_3$ in the simulation. The legend presents the Zr content $x$. Since more sites are occupied by Zr-located unit cells, i.e., the weakly polar unit cells, are introduced, the change of the polarization becomes more moderate with respect to temperature, and the polarization becomes fairly small even at low temperature.

FIG. 6. (a’)-(c’). Similar kind of the domains can be observed in the simulation (see Fig. 6(a)).
FIG. 6. (a′)-(c′) topography and Piezoresponse Force Microscopy (PFM) images, (a)-(e) the simulated domain patterns at room temperature, and (f) the normalized domain size. Topography and PFM images for BTO, BZT-12 and BZT-20 are shown. Multiple regular ferroelectric domains are observable in BTO. However, in BZT-12 and BZT-20 instead of the regular domains the mosaic-like domain patterns are observed. With increasing Zr content, the domain size decreases, which suggests the crossover from the ferroelectric state to the relaxor state and supports the claim in the simulation. In the simulation, the domain patterns are shown for BaZr$_{x}$Ti$_{1-x}$O$_{3}$ from (a) to (e). The miniaturization of the domain size is observable upon increasing Zr concentration. Domain size decreases moderately with $0 \leq x \leq 0.2$. Sharp change of domain size appears when approaching $x = 0.3$, which is a hint of the onset of the relaxor behavior. With $0.3 \leq x \leq 0.6$ almost no long-range order can be observed since the sites occupied by Zr-located unit cell become dominant. Polar clusters are observed with $0.6 \leq x \leq 0.9$, which suggests the disappearance of the relaxor behavior. No polar sites can be observed in pure BaZrO$_{3}$, since BaZrO$_{3}$ is a paraelectric material. According to the domain pattern, the domain size is calculated with respect to the Zr content in (f). The values of domain sizes are normalized by average size of pure BTO. Big domain sizes are present with Zr content lower than 0.2, which is the ferroelectric state. With Zr content more than 0.3, the polar nanoregions appear since it is in the relaxor state. Furthermore, no domain patterns can be observed when Zr content is higher than 0.7 in BZT, which indicates the existence of dipolar cluster.
According to the domain patterns shown above, the domain sizes were analyzed in Fig. 6(f). It should be noted that the domain size shown in Fig. 6(f) is normalized by the average domain size of pure BTO. Likewise, the distinguished composition ranges mentioned above can be also identified in this plot.

Fig. 7(a) shows the occurrence probability distribution of the magnitude of the internal fields for different Zr contents. It can be observed that the peak of the occurrence probability shifts to lower field upon increasing Zr content. The coefficient of variation (CV) and the mean value of the fields are also presented in Fig. 7(b). The CVs forms a vault-like curve during the increase of Zr concentration, while the mean value decreases gradually.

For pure BTO, Fig. 7(a) shows that the occurrence probability distributes narrowly and in the high field range, which is compatible with the well small CV and a big mean value in Fig. 7(b). This indicates that an apparent ferroelectric domain pattern can be formed in presence of a well distributed internal field, which keeps coherent to Fig. 6(a). For BZT-12 and BZT-20, the occurrence probability distributes wider than pure BTO. However, for BZT-12 and BZT-20 the field distributes most probably in the high field region, and the CVs are still smaller than BZT with \( x \geq 0.3 \). It can be inferred that the domains undergo a miniaturization, but BZT-12 and BZT-20 still belong to ferroelectric material. Fig. 6(b) and (c) substantiates this inference. For \( 0.3 \leq x \leq 0.6 \) in BZT, CVs possess a large value while the mean value of fields is moderate. It can be concluded that the internal fields are large and random, which dominate the materials behavior. In other words, it leads to the relaxor states with polar nanoregions (see Fig. 6(d)). For BZT-
FIG. 8. The measured dielectric hysteresis at different temperatures for BaTiO\textsubscript{3}, BaZr\textsubscript{0.12}Ti\textsubscript{0.88}O\textsubscript{3} and BZT-20. At higher temperature or with increasing Zr content, the hysteresis loops become slimmer.

FIG. 9. The simulated dielectric hysteresis at various temperatures for BaTiO\textsubscript{3}, BaZr\textsubscript{0.12}Ti\textsubscript{0.88}O\textsubscript{3} and BaZr\textsubscript{0.2}Ti\textsubscript{0.8}O\textsubscript{3}. It shows that either by increasing the temperature or raising Zr content, the hysteresis loops become slimmer, i.e., with lower remnant and saturation polarization and smaller coercive field. These results agree with the experimental work in Fig. 8 qualitatively.

80 and BZT-90, CVs are still large, and simultaneously the mean value of fields are quite small. It suggests that the fields are small and random, which corresponds to the appearance of dipolar clusters (see Fig. 6(c)). For pure BaZrO\textsubscript{3}, the CVs are sharply drops to a small value with a small mean value of fields. It stands for a state with small and narrow distributed fields, which results in the paraelectric phase, and no domains structures can be observed.

C. Hysteresis

The P-E loops of BZT with Zr content $x = 0.0$, $x = 0.12$ and $x = 0.2$ are investigated both experimentally and theoretically at different temperatures, as can be seen in Fig. 8 and Fig. 9.

In BTO the tetragonal phase transforms to the orthorhombic phase around 293.15 K, which is indicated by an ECE peak in Fig. 3(a). Therefore, there is a sudden drop of the saturation polarization $P_{sa}$ and the remnant polarization $P_{r}$ from 293.15 K to 313.15 K (see Fig. 8). In the simulation, only the transition from the cubic to tetragonal phase is considered. Hence, this sudden drop cannot be observed (see Fig. 9). Above 313.15 K the results for BTO in Fig. 8 agree with the simulation results qualitatively (see Fig. 9). Similarly, the sharp variations of $P_{sa}$ and $P_{r}$ in BTO from 393.15 K to 413.15 K, in BZT-12 from 353.15 K to 373.15 K and in BZT-20 from 313.15 K to 333.15 K indicate the transition from the tetragonal to cubic phase, which is responsible for the ECE peaks in Fig. 3(a).

Under sinusoidal external electric field, the polarization switching process can be studied by canonical MC simulations (see Fig. 9). It can be seen that the hysteresis loops become smaller when the temperature or the Zr concentration increases, more exactly, $P_{sa}$, $P_{r}$ and the coercive field $E_{c}$ decrease. As temperature increases, higher
The simulated dielectric hysteresis at various temperatures for BaZr$_x$Ti$_{1-x}$O$_3$ with $x \geq 0.3$. For compositions of $0.3 \leq x \leq 0.7$ the relaxor-like hysteresis is present.

Further increasing Zr content.

In short, both in the measurement and the simulation at higher temperature or with increasing Zr content, the hysteresis loops become smaller, and the slope around the coercive field becomes less steeper. The saturation polarization in the simulation is higher than that in the experiment, since it is typical that the single crystal without defects has a higher saturation polarization than the polycrystalline ceramics.

Additionally, more compositions are investigated to reveal the influence of Zr content on the materials behavior (see Fig. 10). A relaxor-like hysteresis can be seen for compositions of $0.3 \leq x \leq 0.7$, even at $T = 100$ K. In the experiments by Yu et al.$^9$, the relaxor-like hysteresis was also observed in BZT-30 at quite low temperature $T = 175$ K. At $T = 100$ K with $x \leq 0.7$, $P_r$ is still nonzero while $P_i$ is almost zero with $x \geq 0.8$. This phenomenon keeps in accordance with the observation in Fig 5, i.e., the average polarization becomes almost zero only when $x \geq 0.8$ at $T = 100$ K. The same explanation can be extended to interpret the nil value of $P_i$ at $T = 200$ K with $x \geq 0.6$ and at $T = 300$ K with $x \geq 0.4$. In BZT with $x = 0.8$ and $x = 0.9$, only dipolar clusters exist. Merely at quite low temperatures (e.g., $T = 100$ K), these dipolar...
clusters can be correlated. Therefore, the hysteresis can be solely observed at low temperature. At a higher temperature (e.g., $T = 200$ K), the weak mutual interaction of these dipolar clusters is overwhelmed by a high thermal fluctuation. Hence, a linear type of dielectric response is expected. Furthermore, the hysteresis loops nearly overlap with each other for these two compositions. For pure BaZrO$_3$, i.e., paraelectric phase, the dielectric hysteresis persistently shows a line type within the investigated temperature range.

V. CONCLUSIONS

Through combination of the canonical MC and microcanonical MC, we propose a lattice-based MC scheme to evaluate directly the ECE in BaZr$_x$Ti$_{1-x}$O$_3$. Within this scheme, the sites occupied by Ti-located unit cells are described by a multi-well type of Ginzburg-Landau term while the sites occupied by Zr-located unit cells by a single-well type. Simultaneously, the high-frequency permittivity, which reflects the inverse of the dipole-dipole interaction strength, is assumed to be a composition-dependent parameter.

Firstly, the ECE measurement and the simulation are carried out for BTO, BZT-12 and BZT-20. Both the experiment and simulation reveal that a sharp drop of ECE peak was observed with increasing the Zr substitution from 0% to 20%. Meanwhile, with higher Zr content, the ECE peak shifts to lower temperatures. Regarding to the peak of the ECE three phases can be distinguished in the simulation: a sharp drop of the peak with $0.0 \leq x \leq 0.2$, a moderate drop with $0.3 \leq x \leq 0.7$, a very weak peak or no peak existence with $x \geq 0.8$.

Whereafter, the composition-dependence of the domain patterns, and that of the hysteresis was investigated in order to understand two important influential factors of the ECE: the state transition and the polarization switching. First of all, the domain patterns at room temperature were acquired through PFM. In BTO, a regular strip-like ferroelectric domains are present. However, instead of regular domain pattern, a mosaic-like domain patterns are present in BZT-12 and BZT-20. In BZT-12 the domain size is bigger than in BZT-20. All these facts indicate a crossover from the ferroelectrics to the relaxor ferroelectrics, which agrees with the simulation. Moreover, the simulated domain patterns can visualize several different phases, including the phase with big domain size, the phase with small domain size and dipolar clusters respectively. According to the above domain patterns the internal electric fields were calculated, and the probability distribution of the fields is illustrated and analyzed. Especially, the vault-like coefficient of the variation of fields reveals several transition step by step with increasing Zr content in BZT: ferroelectrics, relaxor ferroelectrics, dipolar clusters and paraelectrics. The polarization switching behavior was additionally investigated in the hysteresis experimentally and theoretically. The hysteresis reveals that upon increasing Zr concentration or the temperature, the remnant and saturation polarization and the coercive field decrease. Meanwhile, the simulations reveals that with $x \geq 0.3$ the hysteresis shows a typical relaxor-type.

This work reveals that at certain temperature, the ECE of BZT-12 or BZT-20 is more significant than BTO. This provides an application potential of BaZr$_x$Ti$_{1-x}$O$_3$ for the cooling devices. In BaZr$_x$Ti$_{1-x}$O$_3$ another advantage disclosed by this work is a wider application temperature range than in BTO, which is essential for the application. Also, in this work we intensively investigated the state transition, which might benefit other researchers to understand the relaxor behavior.

Appendix A: Algorithms

In the canonical ensemble, the Metropolis Monte-Carlo method is utilized to simulate the materials behavior at constant temperature.

For the evaluation of ECE there are the so-called indirect method by using Maxwell relations$^{43-45}$ and the direct method by using Creutz’s algorithm$^{46}$. In the direct method, the thermal energy is presented as:

$$E_k = \sum_{i,k}^{} Demon(r_i, k) = \frac{f}{2} N k_B T,$$

(A1)

where $Demon(r_i, k)$ represents the thermal energy of the two degrees of freedom carried by the $k$-th demon at site $i$, $f$ is the number of degrees of freedom per site, and $N$ is the total number of sites. In microcanonical ensemble with constant energy, if $\Delta E(r_i) < 0$ or $Demon(r_j, k) > \Delta E(r_i)$ the switching is approved, and the demon energy is updated: $Demon(r_j, k) = Demon(r_j, k) - \Delta E(r_i)$.

The total thermal energy of a system is given as in Eq. (A1). Since in BZT there are 5 atoms per lattice site, i.e., 10 degrees of freedom in 2D, 5 demons per site are considered in this paper. It should be noted that since in 3D case the number of degrees of freedom per site is 15, the heat capacity in our simulation is underestimated, leading to the overestimation of the temperature variation. The periodic boundary condition is utilized so that the surface effect can be ignored.
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