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Abstract—In this paper, we propose a polar coding scheme for secure communication over the multiple-input, single-output, single-antenna eavesdropper (MISOSE) fading channel. We consider the case of block fading channels with known eavesdropper channel state information (CSI) and the case of fading channels with known eavesdropping channel distribution information (CDI). We use the artificial noise assisted secure precoding method to maximize the secrecy capacity in the first case, and to overcome the unawareness of the eavesdropper CSI in the second case. We show that our proposed scheme can provide both reliable and secure communication over the MISOSE channel with low encoding and decoding complexity.

I. INTRODUCTION

Providing physical-layer security in wireless communications has drawn much attention. Wyner proved in [1] that both reliable and secure communication is possible through random coding, with the constraint that the eavesdropper channel is degraded with respect to the legitimate channel. Since then, a lot of work has been done on showing the existence of secure coding schemes for different kinds of channels. However, few of these results provide guidance for designing a specific polynomial-time coding scheme. Only for some special cases constructive solutions are proposed [2], [3], [4], [5].

Polar codes [6], proposed by Arikan, have shown capacity-achieving property in both source coding and channel coding [2]. The structure of polar codes makes them suitable for designing wiretap channels. Polar codes for wiretap channels have been studied in [8], [9], [10] and [11], and for relay-eavesdropper channels in [12]. It has been shown that polar codes achieve the secrecy capacity of the two-user, memoryless, symmetric and degraded wiretap channel. The secrecy capacity defines the maximum achievable rate of which there exists coding schemes that can guarantee both reliability and security in communications. To ensure a positive secrecy capacity, the eavesdropper channel must be degraded with respect to the legitimate channel. However, this condition may not be satisfied in practical environments. One intuition of solving this problem is to jam the eavesdropper channel while not affecting the legitimate channel. The multiple-antenna system makes this possible by injecting carefully designed artificial noise into the transmitting signal on purpose [13], which is referred to as the artificial noise assisted secure precoding method.

To the best of our knowledge, polar coding for secure transmissions in multiple-antenna systems has not been explored yet. In this paper, we consider the polar coding scheme for multiple-input, single-output, single-antenna eavesdropper (MISOSE) fading channels with binary inputs under two scenarios, the first is that the transmitter knows perfect and instantaneous channel state information (CSI) of both the desired receiver and the eavesdropper, which we refer to as the CSI case, and the second is that the transmitter knows perfect and instantaneous CSI of the legitimate channel, but only the channel distribution information (CDI) of the eavesdropper channel, which we refer to as the CDI case. We combine polar coding and the artificial noise assisted precoding together, using the artificial noise to maximize the secrecy capacity in the CSI case and to overcome the unawareness of the eavesdropper CSI in the CDI case. We analyse the secrecy capacity of the MISOSE channel with binary-input constraint after adding artificial noise, and find the optimal power allocation scheme between the information-bearing signal and the artificial noise to maximize the secrecy capacity. For the CSI case our polar coding scheme achieves the secrecy capacity, and for the CDI case we propose a scheme that guarantees a given secrecy rate is achievable with a given probability.

The following notations will be used throughout this paper. Matrices and vectors are represented by bold upper case and lower case letters respectively. For a vector $b$, $b_i$ denotes the subvector $(b_1, ..., b_i)$ of $b$ and $b_B$ denotes the subvector $(b_i : i \in B)$ of $b$, where $B \subset \{1, ..., N\}$ and $N$ is the length of $b$. $F^{\otimes n}$ denotes the $n^{th}$ Kronecker power of $F$. $W(y|x)$ is the transition probability of a channel $W$. $Z \triangleq \sum_{y \in Y} \sqrt{W(y|x)W(y|\tilde{x})}$ is the Bhattacharyya parameter for the channel $W$. The operator $\oplus$ denotes the binary addition.

II. PRELIMINARIES ON POLAR CODING

Polar codes [6] are the first kind of codes that can achieve the capacity of a large class of channels with low encoding and decoding complexities. Polar codes are constructed based on a phenomenon called channel polarization.

Let $G = B_N F^{\otimes n}$, where $N = 2^n$ is the code length, $B_N$ is a permutation matrix known as bit-reversal and $F = \begin{bmatrix} 1 & 0 \\ 1 & 1 \end{bmatrix}$ is called the kernel matrix of a polar code. Consider $N$ independent uses of a binary- input discrete memoryless channel (B-DMC) $W$ as $N$ coordinate bit-channels. By applying the linear transformation $G$ on these bit-channels we can get a new $N$-dimensional channel $W_N(y_i^n|u_i^n)$, and Arikan has proved that by observing the channels defined by the transition
these synthesized channels polarize in a way that, as \( N \) goes large, \( W_N^{(i)} \) tends to either a noiseless channel or a purely noisy channel. The idea of polar coding is to use those good polarized channels to transmit useful information (called information bits) and those bad ones to transmit some fix information (called frozen bits) known by both the transmitter and receiver in advance.

Denote \( \mathcal{A} \) as a subset of \( \{1, ..., N\} \) such that \( \forall i \in \mathcal{A}, W_N^{(i)} \) is one of the noiseless polarized channels. Then the encoding procedure is given by

\[
x_i^N = u_{i\mathcal{A}} G_{A} \oplus u_{A^C} G_{A^C}.
\]

If we set all frozen bits to be 0, then (2) reduces to

\[
x_i^N = u_{A} G_{A}.
\]

The decoding algorithm of polar codes proposed by Arikan is successive cancellation (SC) decoding, defined by

\[
\hat{u}_i = \begin{cases} u_i, & i \in \mathcal{A}^C \\ h_i(y_i^N, \hat{u}_{i-1}), & i \in \mathcal{A}, \end{cases}
\]

where \( h_i \) is the decision function defined as

\[
h_i(y_i^N, \hat{u}_{i-1}) = \begin{cases} 0 & \frac{W_N^{(i)}(y, u_{i-1})}{W_N^{(i)}(y, u_{i-1}^t)} \geq 1 \\ 1 & \text{otherwise} \end{cases}
\]

Arikan has proved in [3] that the block error probability of a polar code under the SC decoding is upper bounded by \( \sum_{i\in \mathcal{A}} Z(W_N^{(i)}) \), where \( Z(W_N^{(i)}) \) is the Bhattacharyya parameter for \( W_N^{(i)} \). In [14] it is shown that for any \( 0 < \beta < 1/2 \),

\[
\lim_{N \to \infty} \frac{1}{N} \{ i \in [N] : Z(W_N^{(i)}) < \frac{1}{N} \beta^2 \} = I(W),
\]

where \( I(W) \) is the symmetric capacity of \( W \). For a given \( \beta \in (0, 1/2) \) and \( \epsilon > 0 \), we can define the set of information indices as \( \mathcal{A} = \{ i \in [N] : Z(W_N^{(i)}) \leq \frac{1}{N} \beta^2 - \epsilon \} \). Then for sufficiently large \( N \), the rate of

\[
R = \frac{A}{N} \geq I(W) - \epsilon
\]

is achievable with block error probability upper bounded by

\[
P_e \leq 2^{-\beta^2}.
\]

The key property of polar codes that makes them suitable for secure communication can be concluded into the following lemma [7], which will be used in our code design:

**Lemma 2.1:** Let \( W_1 \) and \( W_2 \) be two B-DMCs such that \( W_2 \) is degraded with respect to \( W_1 \). Denote the set of information indices of \( W_i (i = 1, 2) \) after channel polarization by \( \mathcal{A}_i \). Then \( \mathcal{A}_1 \supseteq \mathcal{A}_2 \).
signal $x$ is the sum of information-bearing signal $pu$ and artificial noise signal $Zv$,

$$x = pu + Zv = V \begin{bmatrix} u \\ v \end{bmatrix},$$

where $u \in \{-\sqrt{P_u}, +\sqrt{P_u}\}$ is the secret information bit, $P_u$ is the power per information bit, and $v$ is an artificial noise vector whose elements $v_i$ ($i \in \{1, 2, \cdots, N_A - 1\}$) are i.i.d. Gaussian r.v.'s. Let $P_u = \sigma_v^2$ be the average power of an element in the artificial noise vector $v$. Suppose the maximum transmitting power is $P_t$, then $P_u$ and $P_v$ satisfy the power constraint of

$$P_u + (N_A - 1)P_v \leq P_t.$$  

Since $Z \in \mathbb{R}^{N_A \times (N_A - 1)}$ is an orthonormal basis of $h^T$'s null space, we have $h^TZ = 0$. The signals received by Bob and Eve are then given by

$$y = h^T x + n_B = h^T pu + n_B,$$

$$z = g^T x + n_E = g^T pu + g^T Zv + n_E.$$  

where $n_B$ and $n_E$ are additive white Gaussian noises (AWGN) of the legitimate channel and the eavesdropper channel respectively, $n_B \sim N_0(0, \sigma_B^2)$ and $n_E \sim N_0(0, \sigma_E^2)$. Since $\|g^TZ\|_2$ is not necessarily 0 (unless $z$ happens to be an orthogonal basis of $g^T$'s null space), Eve’s channel is degraded by the artificial noise with high probability while Bob’s channel remains unaffected.

The SNR of the legitimate channel is given by:

$$\text{SNR}_B = \frac{P_u \|h^Tpu\|^2}{\sigma_B^2}.$$  

The SNR of the eavesdropper channel:

$$\text{SNR}_E = \frac{P_u \|g^Tpu\|^2}{\|g\|^2 \|Z\|^2 + \sigma_E^2}.$$  

Since the entries of the artificial noise vector $v$ are i.i.d. Gaussian r.v.s, we have $E[vv^T] = \sigma_v^2 I_{(N-1) \times (N-1)}$ and $E[g^TZvn_E] = 0$. Thus

$$\text{SNR}_E = \frac{P_u \|g^Tpu\|^2}{\|v\|^2 \|Z\|^2 + \sigma_E^2}.$$  

It is clear from (15) and (17) that by adjusting the information-bearing signal power $P_u$ and the artificial noise power $P_v$, we can make the eavesdropper channel worse than the legitimate channel, given that $g$ is known to the transmitter and $\|g^TZ\|^2 > 0$.

IV. SECRECY CAPACITY ANALYSIS

The purpose of adding AN into the channel is to jam the eavesdropper so that the capacity of the eavesdropper channel decreases and the secrecy capacity increases. The definition of instantaneous secrecy capacity is [13]:

$$C_S \triangleq \max_{p(u)} \{I(u; y) - I(u; z)\}. $$  

In our model the input $u$ is restricted to a binary alphabet $\mathcal{X}$ with uniform distribution, i.e., $p(u = -\sqrt{P_u}) = p(u = +\sqrt{P_u}) = 1/2$. Thus the instantaneous secrecy capacity can be rewritten as

$$C_S \triangleq I(u; y) - I(u; z) = C_B - C_E,$$  

where $C_B$ and $C_E$ are the binary-input constraint channel capacities of the legitimate channel and the eavesdropper channel respectively. The mutual information $I(x; y)$ is defined as

$$I(x; y) = \sum_x \int_{-\infty}^{+\infty} p(y|x)p(x) \log \frac{p(y|x)}{p(y)} dy. $$

We assume the CSI of the legitimate channel is perfectly available at all nodes. Then the instantaneous capacity of the legitimate channel is

$$C_B = \frac{1}{2} \int_{-\infty}^{+\infty} \frac{1}{\sqrt{2\pi\sigma_B}} \exp \left(-\frac{(y - h^T pu)^2}{2\sigma_B^2}\right) dy.$$  

In [16] the authors give a series expression for evaluating (21), which is given by

$$C_B = 1 - \frac{1}{\ln 2} \left[ 2\beta_B e^{-\beta_B^2/2} - (2\beta_B^2 - 1) Q(\beta_B) + \sum_{i=1}^{\infty} \frac{(-1)^{i-1}}{i(i+1)} e^{2i(i+1)\beta_B^2} Q[(2i+1)\beta_B] \right],$$

where $\beta_B = h^T p / \sqrt{P_u / \sigma_B} = \sqrt{\text{SNR}_B}$ and $Q(x) = \int_x^{+\infty} \frac{1}{\sqrt{2\pi}} e^{-t^2/2} dt$. When evaluating the channel capacity using (22), the maximum of $i$ does not need to be very large since $e^{2i(i+1)\beta_B^2} Q[(2i+1)\beta_B]$ vanishes fast with the increasing of $i$. For example, when $\beta_B = 3$, the results when $\max \{i\} = 3, 4, 5$ does not make much difference.

The instantaneous channel capacity of the eavesdropper channel without adding artificial noise can be given in the same expression as (22). With $\beta_E = \|g^Tpu\| / \sigma_E$, the total noise term in (14) $g^T Zv + n_E$ is also a Gaussian r.v. with zero mean and variance $\sigma_E^2 = \|g^T Z\|^2 \|P_u + \sigma_E^2\|$. If the eavesdropper channel’s CSI is known by the transmitter, the channel capacity can be similarly given by
\[
C_E = 1 - \int_{-\infty}^{+\infty} \frac{1}{\sqrt{2\pi}\sigma_E} \exp \left( - \frac{(z - g^T p \sqrt{P_u})^2}{2\sigma_E^2} \right)\times \log_2 \left( 1 + \exp \left( - \frac{2g^T p \sqrt{P_u}z}{\sigma_E^2} \right) \right) \, dz
\]

\[
= 1 - \frac{1}{\ln 2} \left[ \frac{2\beta_E e^{-\beta_E^2/2}}{\sqrt{2\pi}} - (2\beta_E^2 - 1)Q(\beta_E) \right. \\
+ \sum_{i=1}^{\infty} \frac{(-1)^{i-1}}{i(i+1)} e^{2i(i+1)\beta_E^2} Q[(2i+1)\beta_E^2].
\] \tag{23}

where \( \beta_E = g^T p \sqrt{P_u}/\sigma_E = \sqrt{SNR_e}. \)

The instantaneous secrecy capacity can then be obtained by applying (22) and (23) to (19):

\[
C_S = C_B - C_E = F(\beta_E) - F(\beta_B),
\] \tag{24}

where

\[
F(x) = \frac{1}{\ln 2} \left[ \frac{2xe^{-x^2/2}}{\sqrt{2\pi}} - (2x^2 - 1)Q(x) \right. \\
+ \sum_{i=1}^{\infty} \frac{(-1)^{i-1}}{i(i+1)} e^{2i(i+1)x^2} Q[(2i+1)x].
\] \tag{25}

To maximize the secrecy capacity, we need to find the optimal power allocation scheme between the information-bearing signal and the artificial noise. It is obvious that the equation in (12) holds when the maximum secrecy capacity is obtained, otherwise just by simply allocating the redundant power to the artificial noise will make the secrecy capacity larger. The optimization problem can be formulated as

\[
\begin{align*}
\max & \quad C_s = F(\beta_E) - F(\beta_B) \\
\text{s.t.} & \quad P_u + (N_A - 1)P_v = P_t \\
& \quad P_u > 0 \\
& \quad P_v \geq 0
\end{align*}
\] \tag{26}

\[
P_u + (N_A - 1)P_v = P_t \quad (27)
\]

\[
P_u > 0 \quad (28)
\]

\[
P_v \geq 0 \quad (29)
\]

This optimization problem can be turned into a single-variable problem due to the power constraint of (27), and can be easily solved.

Fig. 2 shows three examples of the secrecy capacity change with different \( P_u \). The total transmitting power is \( P_t = 10 \). The channel vector pairs \( (h, g) \) in three cases are randomly generated, and \( \sigma_E^2 \) and \( \sigma_B^2 \) in each case are different.

It can be seen that for case 1 and 2, there exists an optimal \( P_u \) that maximizes the secrecy capacity. But for case 3, \( C_B - C_E \) is always below 0, which indicates a 0 secrecy capacity. But if we increase the total transmitting power to 20, as is shown in Fig. 3, case 3 will also have an optimal solution with a positive maximum secrecy capacity.

V. POLAR CODING SCHEME

As can be seen from (13) and (14), in the AN-assisted precoding scheme, the channel is equivalent to a single-input single-output wiretap fading channel. The equivalent channel gains of the legitimate channel and the eavesdropper channel are \( h' = h^T p \) and \( g' = g^T p \) respectively. Thus, the design of polar codes for MISOSE fading channels with AN-assisted precoding is similar to the polar coding design for fading wiretap channels. The coding procedure is done on the message bit \( u \).

Moreover, as we have assumed that perfect and instantaneous CSI of the legitimate channel is known at all ends, the legitimate channel is equivalent to a binary-input AWGN channel. We first discuss the case that the eavesdropper CSI is known by the transmitter (the CSI case). We show that in this case our polar coding scheme achieves the secrecy capacity with binary-input constraint. Then we discuss the case that the transmitter only has the CDI of the eavesdropper channel (the CDI case) and propose a feasible scheme that can guarantee a given secrecy rate is achievable with a given probability. This is a more practical assumption since the eavesdropper is passive and gives no feedback to the transmitter. However, due to the unawareness of the wiretap channel, perfect secrecy cannot be achieved.

A. Code Construction

1) The CSI Case: In this case the legitimate channel and the eavesdropper channel are equivalent to two different binary-input AWGN channels. Thus the code design problem
becomes the problem of designing polar codes for binary-input AWGN wiretap channels. As has been discussed in [10], the main idea of polar coding for the wiretap channel is to partition the set information indices of a polar code for the legitimate channel into two subsets: the secure bits and the insecure bits. Denote the set of information indices of polar codes for the legitimate channel by \( \mathcal{A} \), and of the eavesdropper channel by \( \mathcal{E} \). The corresponding sets of frozen indices are then \( \mathcal{A}^C \) and \( \mathcal{E}^C \) respectively. As the CSIs of both channels are known by the transmitter, the code construction can be determined using the Monte Carlo approach [6] or a more accurate method [17]. Before the code design, we first optimize the power allocation as discussed in the previous section and calculate the likelihood ratios (LR) of the new channel with \( \mathcal{A}, \mathcal{E} \). To ensure security, we fill those bits in \( \mathcal{G} \) with confidential information, those in \( \mathcal{M} \) with random bits to confuse the eavesdropper, and those in \( \mathcal{B} \) with frozen bits. Let \( |\mathcal{A}| = n \) and \( |\mathcal{E}| = m \), then the code rate is defined as \( R_S = |\mathcal{G}|/N = (n-m)/N \). From (6) we have\[ R_S = \lim_{N \to \infty} \frac{|\mathcal{G}|}{N} = \frac{x}{n-m} \]This means the secrecy capacity can be achieved by our coding scheme.

Due to the capacity-achieving property of polar codes, the reliability of our coding scheme is immediate. Since the information bits in our coding scheme are chosen from the information bits of the polar code for the legitimate channel, it is obvious from (8) that\[ \Pr\{\hat{U} \neq U\} \leq P_e \leq 2^{-N^d} \]where \( P_e \) is the block error probability of polar codes with block length \( N \). Thus our coding scheme satisfies the reliability condition in (9).

It has been proved in [10] that polar codes for the binary-input symmetric degraded wiretap channel satisfies the security condition of (10). We will just skip the proof here.

2) The CDI Case: The CSI case is an ideal case that shows the theoretical limit of this coding scheme. If the transmitter does not have the instantaneous CSI of the eavesdropper channel, the secrecy of communication will be more difficult to guarantee. In [18] the author considered polar coding for fading channels without CSI at the transmitter, but with the constraint that the fading channel has only finite channel states, which is not suitable for our system.

In this paper, we propose a feasible scheme to combat the unawareness of the eavesdropper CSI using artificial noise. To be more practical, we further assume that the variance of the eavesdropper channel noise is also unknown. In this case we drop the channel noise items in (17), which corresponds to the worst case for secure communication that the eavesdropper channel is noiseless. From (17) we have\[ \text{SNR}_E = \frac{P_u |g^T p|^2}{P_v |g^T Z|^2}. \]First, we evaluate the cumulative distribution function (CDF) \( \Phi(\eta) \) of \( \eta = \frac{E_s}{\text{SNR}_E} \) numerically according to the distribution of \( g \), and find the value \( \eta_0 \) such that \( \Phi(\eta_0) = p_0 \) for a given probability \( p_0 \) close to 1. This indicates that\[ \Pr\{ \frac{|g^T p|^2}{|g^T Z|^2} \leq \eta_0 \} = p_0. \]

Then, we do the power allocating optimization of (26) with \( \text{SNR}_E = P_u \eta_0 / P_v \), and find the optimal \( P_u = P_{u_o} \) and the maximum secrecy capacity \( C_{s,o} \). The equation of \( \text{SNR}_E \) and the noiseless assumption guarantee that a target secrecy capacity of \( C_{s,o} \) can be achieved with probability at least \( p_0 \).

Finally, we design polar codes in the same way as the CSI case.

B. Encoding and Decoding

**Encoding Procedure:**

The encoder first accepts an message sequence \( s \) of \( n-m \) bits and a random bit sequence \( r \) of \( m \) uniformly distributed binary bits, and generates the encoded sequence \( u \) by\[ u^N = sG_{\mathcal{G}} \oplus rG_{\mathcal{M}} \]
The frozen bits are set to all zeros.

**Decoding Procedure:**

The successive cancellation decoding algorithm requires to calculate the likelihood ratios (LR) of \( L_N^{(1)}(y, u_{i-1}|u_i) = W_N^{(1)}(y, u_{i-1}|u_i = 0) / W_N^{(1)}(y, u_{i-1}|u_i = 1) \), which are obtained recursively from \( L_1^{(1)}(y_i) = p(y_i|0)/p(y_i|1) \) by Eq. (75) and (76) in [6]. In the

---

| Good bits for Bob (\( \mathcal{A} \)) | Bad bits for Bob (\( \mathcal{A}^C \)) |
|-------------------------------------|-------------------------------------|
| Random bits (\( \mathcal{M} \))     | Information bits (\( \mathcal{G} \)) |
|                                     | Frozen bits (\( \mathcal{B} \))     |

| Good bits for Eve (\( \mathcal{E} \)) | Bad bits for Eve (\( \mathcal{E}^C \)) |
|-------------------------------------|-------------------------------------|
case of the equivalent binary-input AWGN channel of (13), $L_1^{(1)}(y_i)$ is given by

$$L_1^{(1)}(y_i) = \frac{1}{\sqrt{2\pi\sigma_B}} e^{-\frac{(y_i - h_i^T p/\sigma_B)^2}{2\sigma_B^2}}$$

The decoder first tries to recover both $s$ and $r$ together under the normal SC decoding procedure, then it extracts the secret message $s$ according to the code construction.

The complexities of polar encoding and decoding are both $O(n \log n)$ [6]. This means our scheme also has low encoding/decoding complexities of $O(n \log n)$.

VI. SIMULATION RESULTS

In this section we give some simulation results to show the performance of our coding scheme.

A. The CSI Case

For the CSI case, we assume that both the legitimate channel and the eavesdropper channel are with Rayleigh distribution of scale parameter 1. $\sigma_B^2$ is normalized to 1 and $\sigma_E^2$ is also set to 1. The maximum total transmitting power is $P_t = 3$. We randomly generate 100 channel vector pairs of $(\mathbf{h}, \mathbf{g})$, and for each channel vector pair, we simulate transmitting 1,000 information bits for each code length (from $2^4$ to $2^{13}$). Since there are 100 channel vector pairs to be simulated, the total number of transmitted information bits is 100,000 for each code length, which is sufficient to show a minimum bit error rates (BER) of $10^{-5}$. Given a channel vector pair, we first find the optimal information-bearing signal power and compute the corresponding legitimate channel capacity $C_B$ and eavesdropper channel capacity $C_E$. Then we calculate the polar code construction for the legitimate channel of rate $R_B = C_B - \delta$ and the polar code construction for the eavesdropper channel of rate $R_E = C_E$. We choose $\delta = 0.11$ to ensure reliability for the legitimate channel since the code length we use is not very long. Finally we determine the secure polar code construction by (30), (31) and (32).

After the simulation, we calculate the average BERs of the legitimate channel and the eavesdropper channel of different code lengths. Fig. 5 shows the result. We can see that with the increasing of the code length, the BER of the legitimate channel decreases while the BER of the eavesdropper channel keeps almost invariant at about 0.5. The poor performance for short codes is due to the insufficiency of channel polarization since the polarized channels for information bits are comparatively less noiseless than channels for random bits.

B. The CDI Case

For the CDI case, we assume the same distributions as the CSI case for both channels. The noise variances are $\sigma_B^2 = \sigma_E^2 = 1$, and only $\sigma_B^2$ is known by the transmitter. The maximum total transmitting power is $P_t = 5$. We first randomly generate 30 $\mathbf{h}$s and design a secure polar code for each $\mathbf{h}$ with code length 4,096 and target probability $p_0 = 0.85$. The gap between the code rate for the legitimate channel and the channel capacity is set to $\delta = 0.14$. For each $\mathbf{h}$ we randomly generate 30 $\mathbf{g}$s and evaluate the BER for each $(\mathbf{h}, \mathbf{g})$ pair by transmitting 1,000 information bits. After the simulation, we draw the CDF curves of the BERs.

Fig. 6 shows the result. It can be seen that BER samples of the eavesdropper channel gather around 0.5, ranging from 0.45 to 0.55, and the vast majority of BER samples of the legitimate channel are 0. The average BER for the legitimate channel is $6.04 \times 10^{-3}$ and for the eavesdropper channel $5.01 \times 10^{-1}$. By increasing the target probability $p_0$ the CDF curve for the eavesdropper channel will be even steeper, and by increasing the code length or $\delta$ the reliability of the legitimate channel can be further enhanced.

VII. CONCLUSION

In this paper we propose a secure coding scheme for the binary-input MISOSE fading channel based on polar codes. We first consider the case of block fading channel with perfect and instantaneous CSI and show that our scheme achieves
the secrecy capacity. Then we further consider the case of fading channel with only CDI of the eavesdropper channel and propose a feasible method to ensure a given secrecy rate with a given probability. The artificial noise assisted secure precoding method is used in our scheme to degrade the eavesdropper channel. Our proposed scheme can provide both reliable and secure communication over the MISOSE channel with low encoding and decoding complexity.
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