INTERPOLATION OF POWER MAPPINGS

JACK BURKART AND KIRILL LAZEBNIK

Abstract. Let \((M_j)_{j=1}^\infty \in \mathbb{N}\) and \((r_j)_{j=1}^\infty \in \mathbb{R}^+\) be increasing sequences satisfying some mild rate of growth conditions. We prove that there is an entire function \(f : \mathbb{C} \to \mathbb{C}\) whose behavior in the large annuli \(\{z \in \mathbb{C} : r_j \cdot \exp(\pi/M_j) \leq |z| \leq r_{j+1}\}\) is given by a perturbed rescaling of \(z \mapsto z^{M_j}\), such that the only singular values of \(f\) are rescalings of \(\pm r_j^{M_j}\). We describe several applications to the dynamics of entire functions.
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1. Introduction

The problem of constructing analytic functions with prescribed geometry arises in areas across function theory. One general approach consists of defining a convergent infinite product, which has the advantage, for instance, of yielding an explicit expression for the zeros of the function. We mention several dynamical applications of this approach: the first construction of an entire function with a wandering domain [Bak76], constructions of entire functions of slow growth with Julia set = \(\mathbb{C}\) [BE00], in the study of escaping sets of entire functions [RS13], the construction of transcendental entire functions with Julia sets of Hausdorff dimension 1 [Bis18], and in the dynamics of sine maps [ERS20].

A general principle used in the above works is that the behavior of an infinite product is dominated within certain regions by certain factors in the product. Our main result similarly proves the existence of an entire function whose behavior is dominated within certain annuli by certain prescribable monomials. One advantage of our approach, however, is a precise description of the singular values of the entire function. This information is in
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Theorem A. Let \((M_j)_{j=1}^{\infty} \in \mathbb{N}\) be increasing, and \((r_j)_{j=1}^{\infty} \in \mathbb{R}^+.\) We say that \((M_j)_{j=1}^{\infty}, (r_j)_{j=1}^{\infty}\) are permissible if
\[ r_{j+1} \geq \exp\left(\frac{\pi}{M_j}\right) \cdot r_j \quad \text{for all } j \in \mathbb{N}, \quad r_j \overset{j \to \infty}{\to} \infty, \text{ and } \sup_j \frac{M_{j+1}}{M_j} < \infty. \]

With Definition 1.1 we can state our main result:

Theorem A. Let \((M_j)_{j=1}^{\infty}, (r_j)_{j=1}^{\infty}\) be permissible, \(r_0 := 0\) and \(c \in \mathbb{C}^* := \mathbb{C} \setminus \{0\}.\) Set
\[ c_1 := c, \quad \text{and } c_j := c_{j-1} \cdot r_j^{M_{j-1}-M_j} \quad \text{for } j \geq 2. \]
Then there exists an entire function \(f : \mathbb{C} \to \mathbb{C}\) and a homeomorphism \(\phi : \mathbb{C} \to \mathbb{C}\) such that
\[ f \circ \phi(z) = c_j z^{M_j} \quad \text{for } r_{j-1} \cdot \exp(\pi/M_{j-1}) \leq |z| \leq r_j, \quad j \in \mathbb{N}. \]
Moreover, if \(\sum_{j=1}^{\infty} M_j^{-1} < \infty\), then \(|\phi(z)/z - 1| \to 0\) as \(z \to \infty.\) The only singular values of \(f\) are the critical values \((\pm c_j r_j^{M_j})_{j=1}^{\infty}.\)

Remark 1.2. The homeomorphism \(\phi\) is a \(K\)-quasiconformal homeomorphism (see Definition 2.1), where \(K\) depends only on \(\sup_j (M_{j+1}/M_j).\) The conclusion \(|\phi(z)/z - 1| \to 0\) is deduced from the Teichmüller-Wittich-Belinskii Theorem (see Theorem 2.6), and in many applications, we can even deduce uniform estimates \(||\phi(z)/z - 1||_{L_\infty(\mathbb{C})} < \varepsilon\) (see Section 5). We further remark that a precise description of the critical points and zeros of \(f\) are also given (see Proposition 4.9 and Remark 4.10), up to the perturbation \(\phi.\) The “scaling” constants \((c_j)_{j=1}^{\infty}\) ensure that \(z \mapsto c_j z^{M_j}\) and \(z \mapsto c_{j+1} z^{M_{j+1}}\) both map \(|z| = r_j\) to the same scale. Lastly, we comment that if we replace the condition \(r_j \to \infty\) of Definition 1.1 with the condition \(r_j \to r_\infty < \infty,\) we obtain a result similar to Theorem A but with the domain of \(f\) equal to \(r_\infty \cdot \mathbb{D}\) rather than \(\mathbb{C}\) (see Theorem B in Section 4).

As indicated in Remark 1.2, our methods rely on quasiconformal surgery, a collection of techniques to which we refer to [FH09] for a survey. Among these techniques, there are at least two distinct approaches both termed quasiconformal surgery. The first consists in the construction of a quasiregular function \(g\) possessing a \(g\)-invariant Beltrami coefficient \(\mu.\) The integrating map for \(\mu\) then conjugates \(g\) to a holomorphic function. This approach appears first in [Sul85] (to the best of the authors’ knowledge), and is the most common use of the Measurable Riemann Mapping Theorem in complex dynamics, as it is inherently dynamical.

A different approach also termed quasiconformal surgery consists of constructing a quasiregular function \(g\) which in turn yields a holomorphic function \(g \circ \phi^{-1},\) where \(\phi\) is the integrating map for the Beltrami coefficient \(g_\mu/g_\nu.\) This is the approach used in the present work, and has
long found fundamental application in the type problem and value distribution theory (see, for instance, [Dra86], [Ere86]), and, surprisingly, has found recent application in complex dynamics despite the lack of a conjugacy between \( g \) and \( g \circ \phi^{-1} \). Indeed, this approach was used in [Bis15a] in settling a long-standing question about the existence of wandering domains for functions with bounded singular set (see also [FGJ15], [FJL19], [Laz21], [MPS20]).

A general difficulty in this approach lies in proving that \( \phi \) is only a small perturbation of the identity, which may be deduced, for instance, from showing that \( g \) is holomorphic (and hence \( g_z/g_z = 0 \)) except on a very small set. To this end, the work [Bis15a] introduced a technique termed quasiconformal folding, which has found many recent applications in complex dynamics and in function theory more broadly (see, for instance, [Bis14], [BP15], [Rem16], [OS16], [BRS17], [Laz17], [BL19], [AB20]). Our main methods of proof for Theorem \( A \) are influenced by this technique, but we emphasize that the present work does not rely directly on the results of [Bis15a], and indeed may be read and understood independently of the aforementioned works.

To conclude the Introduction, we remark on several applications of Theorem \( A \) and briefly describe the proof. In the present manuscript, we briefly present in Section 5 how Theorem \( A \) yields a robust approach to the construction of entire functions with multiply connected wandering domains (first constructed in [Bak76] - see also [Bak85], [Hin94], [KS08], [BZ11], [Ber11], [BRS13]). In a companion manuscript [BL21], we show how Theorem \( A \) gives a different approach to the result of [Bis18] on existence of transcendental entire functions with Julia sets of Hausdorff dimension 1 (see also [Bur21]). We also show in [BL21] how Theorem \( A \) yields an answer to Question 9.5 of [RS19] on whether there can exist multiply connected wandering domains with infinite inner connectivity and uncountably many singleton complementary components.

The main step in the proof of Theorem \( A \) is in finding an efficient interpolation between the mapping \( z \mapsto c_j z^{M_j} \) on \( |z| = r_j \) and the mapping \( z \mapsto c_{j+1} z^{M_{j+1}} \) on \( |z| = r_j \cdot \exp(\pi/M_j) \). Indeed, once this interpolation is found, one may define a quasiregular function \( g : C \to C \) by \( g(z) := c_j z^{M_j} \) in the large annuli \( r_{j-1} \cdot \exp(\pi/M_{j-1}) \leq |z| \leq r_j \) and the above interpolation in the “leftover” thin annuli \( r_j \leq |z| \leq r_j \cdot \exp(\pi/M_j) \). The Measurable Riemann Mapping Theorem is then applied to the Beltrami coefficient \( g_z/g_z \) to produce a quasiconformal mapping \( \phi \) such that \( f := g \circ \phi^{-1} \) is the entire function of Theorem \( A \). We describe in detail the aforementioned interpolation in Section 3.

We now briefly outline the paper. After collecting a couple preliminary results we will need in Section 2 we detail the specifics of the main interpolation in Section 3 where the primary contributions of the present work are contained. Section 4 applies the results of Section 3 to build the entire function of Theorem \( A \). In Section 5 we consider dynamical applications of Theorem \( A \).

Acknowledgements. The authors would like to thank both anonymous referees for their suggestions which led to an improved version of the paper.
2. Preliminaries

Definition 2.1. An orientation-preserving homeomorphism \( \phi : \mathbb{C} \to \mathbb{C} \) is said to be a quasiconformal mapping if \( \phi \in W^{1,2}_{\text{loc}}(\mathbb{C}) \) and \( \|\phi_x/\phi_z\|_{L^\infty(\mathbb{C})} \leq k \) for some \( 0 \leq k < 1 \).

Remark 2.2. We refer the reader to [LV73] for a detailed study of quasiconformal mappings. We will assume a familiarity with the basic theory in what follows. We remark that a quasiregular mapping is one which may be represented by a composition \( f \circ \phi \), where \( f \) is holomorphic, and \( \phi \) is quasiconformal (see [LV73], Chapter VI).

Notation 2.3. We abbreviate piecewise linear by PWL. Given a quasiregular map \( f \), we will denote the dilatation constant of \( f \) by \( K(f) \), where \( 1 \leq K(f) < \infty \). We denote \( \kappa(f) := (K(f) - 1)/(K(f) + 1) \), and occasionally we will use the notation \( A(r_1, r_2) := \{ z \in \mathbb{C} : r_1 < |z| < r_2 \} \).

We record a Theorem due to Teichmüller, Wittich, and Belinskii (Theorem 2.6 below). As already mentioned in the Introduction, we will use this result to deduce the conclusion \( |\phi(z)/z - 1| \to 0 \) of Theorem A. The statement of the result is taken from Theorem 6.1 of [LV73], to which we refer for the relevant bibliography. We note that in Theorem 2.6, \( dA(z) \) refers to area measure. Before stating the result, we recall two definitions which will appear in the Theorem.

Definition 2.4. Let \( \psi : \mathbb{C} \to \mathbb{C} \) be a quasiconformal mapping. The dilatation quotient of \( \psi \) is defined by

\[
D(z) := \frac{|\psi_z(z)| + |\psi_x(z)|}{|\psi_z(z)| - |\psi_x(z)|}.
\]

The quantity \( D(z) \) is defined for a.e. \( z \) for a quasiconformal mapping \( \psi \), and satisfies the relation \( K(f) = \sup_{z \in \mathbb{C}} D(z) \) (see [LV73], Section IV.1.5).

Definition 2.5. Let \( \psi \) be a quasiconformal mapping defined in a neighborhood of a point \( z_0 \). The map \( \psi \) is said to be conformal at \( z_0 \) if the limit

\[
\lim_{z \to z_0} \frac{\psi(z) - \psi(z_0)}{z - z_0} = 0
\]

exists, in which case we denote the limit by \( \psi_z(z_0) \).

Theorem 2.6. Let \( \psi \) be a \( K \)-quasiconformal mapping of the finite plane onto itself with \( \psi(0) = 0 \) and

\[
I(r) := \frac{1}{2\pi} \int_{|z|<r} \frac{D(z) - 1}{|z|^2} dA(z) < \infty \text{ for some } r < \infty.
\]

Then \( \psi \) is conformal at \( z = 0 \) and

\[
\left| \frac{\psi(z)}{z} - \psi_z(0) \right| < |\psi_z(0)|\varepsilon(|z|), \quad \varepsilon(|z|) \xrightarrow{|z| \to 0} 0,
\]

\[
\left| \frac{\psi_x(0)}{z} - \psi_x(0) \right| < |\psi_x(0)|\varepsilon(|z|), \quad \varepsilon(|z|) \xrightarrow{|z| \to 0} 0,
\]
where the function $\varepsilon$ depends only on $K$ and $I$ and not otherwise on the mapping $\psi$.

3. Interpolation of Power Maps

This Section contains the primary technical contributions of the present work. We will describe in detail the interpolation procedure mentioned in the Introduction and prove the relevant estimates. We begin by describing the first step of the interpolation in logarithmic coordinates.

**Definition 3.1.** We define a region

$$W := \{z \in \mathbb{C} : 0 < \Re(z) < 1 \} \setminus \{z \in \mathbb{C} : 0 \leq \Re(z) \leq 1/2 \text{ and } \Im(z) \in 2\mathbb{Z} + 1\}.$$ 

Given $m \in \mathbb{N}$ with $m \geq 2$, we also define a triangulation $T_m$ of $W$ as follows (see Figure 1). Place vertices at

$$(3.1) \quad 0, \left(1 + \frac{j}{m} \cdot i\right)^{m}_{j=0}, \text{ and } \left(i + \frac{j}{2m-2}\right)^{m-1}_{j=0}.$$ 

Label the vertices black or white as follows: 0 and 1 are black, $i$ is white, and the other vertices are colored so that adjacent vertices on $\Re(z) = 1$ or $(\Re(z) = 1) \cap (\Re(z) \leq 1/2)$ have different colors. There is a triangulation of $W \cap [0,1]^2$ formed by connecting each vertex with real part $\leq 1/2$ to $1 + i \cdot (m-1)/m$. Iteratively reflecting this triangulation of $W \cap [0,1]^2$ along a subset of horizontal lines $\Im(z) = k$, $k \in \mathbb{Z}$ defines the triangulation $T_m$.

**Remark 3.2.** The coloring of the vertices in Definition 3.1 is not essential, however it is a useful convention. The colored vertices represent preimages of $\pm 1$ under a map defined below in Definition 3.13, with the two colors corresponding to the two choices $\pm 1$.

**Definition 3.3.** Given $m \in \mathbb{N}$, we define a triangulation $T'_m$ of $\{z \in \mathbb{C} : 0 < \Re(z) < 1\}$ as follows (see Figure 1). First place vertices at

$$(3.2) \quad \left(\frac{j}{m} \cdot i\right)^{m}_{j=0}, \text{ and } \left(1 + \frac{j}{m} \cdot i\right)^{m}_{j=0}.$$ 

We color 0 and 1 black, and require adjacent vertices with the same real part to have different colors. There is a triangulation of $[0,1]^2$ defined by connecting each vertex on $\Re(z) = 0$ to $1 + i \cdot (m-1)/m$. Iteratively reflecting this triangulation of $[0,1]^2$ along a subset of the horizontal lines $\Im(z) = k$, $k \in \mathbb{Z}$ defines the triangulation $T'_m$.

**Remark 3.4.** We remark that there is some flexibility in choosing the triangulations $T_m, T'_m$. For instance, one may instead define the triangulation $T'_m$ by connecting all of the vertices on $\Re(z) = 0$ to some other non-corner vertex on $\Re(z) = 1$ (instead of $1 + i \cdot (m-1)/m$) without fundamentally altering the arguments that follow.

The triangulations $T_m, T'_m$ in Definitions 3.1 and 3.3 are compatible in the following sense (see Section 4 of [Bis15b]):
Figure 1. Illustrated is the definition of $\psi_m$ in $W \cap [0, 1]^2$ in the cases $m = 2, 3$.

**Definition 3.5.** Triangulations of two polygonal domains $\Omega_1, \Omega_2$ are compatible if we have a 1-to-1 correspondence between the triangulations that preserves interior adjacencies (i.e., if two triangles share an edge in $\Omega_1$ then the corresponding triangles share an edge in $\Omega_2$).

**Definition 3.6.** We define a PWL-homeomorphism
\[ \psi_m : W \to \{ z \in \mathbb{C} : 0 < \text{Re}(z) < 1 \} \]
as follows. We specify that
\[ \psi_m(0) := 0 \text{ and } \psi_m(1 + \frac{j}{m} \cdot i) := 1 + \frac{j}{m} \cdot i \text{ for } 0 \leq j \leq m, \] and
\[ \psi_m \left( i + \frac{j}{2m-2} \right) := \frac{j+1}{m} \cdot i \text{ for } 0 \leq j \leq m-1. \]

As the triangulations $T_m \cap [0, 1]^2$ and $T'_m \cap [0, 1]^2$ are compatible, (3.4) and (3.5) uniquely determine a triangulation-preserving PWL-homeomorphism
\[ \psi_m : W \cap [0, 1]^2 \to [0, 1]^2 \]
We extend the map \( \psi_m \) to a PWL-homeomorphism \( \psi_m \): \( W \to \{ z \in \mathbb{C} : 0 < \text{Re}(z) < 1 \} \) by repeated applications of the Schwarz-reflection principle (see Section I.8.4 of [LV73] for a formulation of the Schwarz-reflection principle for quasiconformal mappings).

**Proposition 3.7.** For any \( m \in \mathbb{N} \), the map

\[
(3.7) \quad \psi_m : W \to \{ z \in \mathbb{C} : 0 < \text{Re}(z) < 1 \}
\]

of Definition 3.6 is quasiconformal.

**Proof.** The map

\[
(3.8) \quad \psi_m : W \cap [0, 1]^2 \to [0, 1]^2
\]

is defined as a PWL map, and hence the dilatation constant of (3.8) is the supremum of the dilatations of the \( m+2 \) \( \mathbb{R} \)-linear maps in the definition of (3.8). Thus (3.8) is quasiconformal. As the definition of \( \psi_m \) in \( W \) is obtained by the Schwarz-reflection principle, it follows that \( \psi_m \) is also quasiconformal with the same constant. \( \square \)

**Remark 3.8.** \( K(\psi_m) \to \infty \) as \( m \to \infty \).

The above essentially defines the first step in our interpolation in logarithmic coordinates. We now revert back to the \( z \)-plane (see also Figure 3).

**Definition 3.9.** We define a planar region

\[
E_n := \exp\left(\frac{\pi}{n} \cdot W\right).
\]

Given \( n, m \in \mathbb{N} \), we also define a map

\[
(3.9) \quad \eta_{n,m}(z) := \left( z \mapsto \exp\left(\frac{\pi}{n} \cdot z\right) \right) \circ \psi_m \circ \left( z \mapsto \frac{n}{\pi} \log z \right) \quad \text{for } z \in E_n.
\]

**Proposition 3.10.** For any \( n, m \in \mathbb{N} \), the map

\[
(3.10) \quad \eta_{n,m} : E_n \to \{ z \in \mathbb{C} : 1 \leq |z| \leq \exp(\pi/n) \}
\]

is a quasiconformal homeomorphism. Moreover, \( K(\eta_{n,m}) \) depends only on \( m \).

**Proof.** This follows from (3.9) and Proposition 3.7. \( \square \)

A candidate for an interpolation between \( z \mapsto z^n \) on \( |z| = 1 \) and \( z \mapsto z^{nm} \) on \( |z| = \exp(\pi/n) \) is the mapping \( (z \mapsto z^{nm}) \circ \eta_{n,m} \). Indeed, as we will shortly see, the map \( (z \mapsto z^{nm}) \circ \eta_{n,m} \) has the correct values on \( |z| = 1 \) and \( |z| = \exp(\pi/n) \). However, \( (z \mapsto z^{nm}) \circ \eta_{n,m} \) does not extend to a single-valued function across the radial arcs on the boundary of \( E_n \). We will remedy this in Definition 3.13 below, for which we will first need the following:
Definition 3.11. Following [BL19], we define a 3-quasiconformal map
\[(3.11) \quad \sigma : \{ z \in \mathbb{C} : |z| > 1 \} \to \mathbb{C} \setminus [-1,1] \]
as follows (see Figure 2). Denote by \( \mu(z) := (z + 1)/(z - 1) \) the Möbius transformation mapping \(|z| > 1\) conformally to the right-half plane. Let \( \nu \) denote the 3-quasiconformal map sending the right-half plane to \( \mathbb{C} \setminus (-\infty,0] \) that is the identity on \( |\arg(z)| \leq \pi/4 \) and triples angles in the remaining sector. Then
\[(3.12) \quad \sigma := \mu \circ \nu \circ \mu. \]

Figure 2. Illustrated is the map \( \sigma \) of Definition 3.11. This Figure is taken from [BL19].

Remark 3.12. We will denote \( X := \text{supp}(\sigma z/\sigma z) \) (illustrated as the dark gray region in the left-most copy of \( \mathbb{C} \) in Figure 2). Note that \( \sigma \) is the identity on \( \{ z \in \mathbb{C} : |z| > 1 \} \setminus X \).

Definition 3.13. Given \( n, m \in \mathbb{N} \), we define a quasiregular map \( g_{n,m} \) on the region \( E_n \) as follows. Consider first the map
\[(3.13) \quad (z \mapsto z^{mn}) \circ \eta_{n,m} : E_n \to \{ z \in \mathbb{C} : 1 \leq |z| \leq \exp(m\pi) \}. \]
Note that
\[ X \subset \{ z \in \mathbb{C} : 1 \leq |z| \leq \exp(m\pi) \} \quad \text{for any} \quad m \in \mathbb{N}. \]
There is a partition of the boundary of \( E_n \) into the two circular arcs \(|z| = 1, |z| = \exp(\pi/n)\) and \( n \) radial arcs perpendicular to \(|z| = 1 \) (see Figure 3 for the case \( n = 2 \) where the radial arcs are colored red). The preimage of \( X \) under (3.13) consists of 2mn components: let \( U \) denote the union of those components which neighbor one of the \( n \) radial arcs on the boundary of \( E_n \). We define
\[(3.14) \quad g_{n,m}(z) := \begin{cases} 
 \sigma \circ (z \mapsto z^{mn}) \circ \eta_{n,m}(z) & z \in U \\
 (z \mapsto z^{mn}) \circ \eta_{n,m}(z) & z \in E_n \setminus U.
\end{cases} \]

Remark 3.14. Note that the two formulas in (3.14) agree on \( \partial U \) as \( \sigma(z) = z \) for \( z \in \partial X \).
Figure 3. The two dark-gray regions in (C) represent the set $X$ of Remark 3.12, and the dark-gray regions in (B) and (A) represent the pullback of $X$ under the maps $z \mapsto z^6$ and $\eta_{2,3} \circ (z \mapsto z^6)$, respectively. The definition of $g_{2,3}$ differs from that of $(z \mapsto z^6) \circ \eta_{2,3}$ only in the four dark-gray regions in (A) neighboring the radial arcs colored red. The map $(z \mapsto z^6) \circ \eta_{2,3}$ is 2-valued on these arcs, whereas $g_{2,3}$ is single-valued and indeed continuous across these arcs.

Proposition 3.15. For any $n, m \in \mathbb{N}$, the map $g_{n,m}$ of Definition 3.13 is quasiregular on $1 \leq |z| \leq \exp(\pi/n)$. Moreover, $K(g_{n,m})$ depends only on $m$, and:

1. $g_{n,m}(z) = z^n$ if $|z| = 1$, and
2. $g_{n,m}(z) = z^{mn}$ if $|z| = \exp(\pi/n)$.

Proof. It is evident from Definition 3.13 that $g_{n,m}$ is quasiregular in $E_n$ as it is a composition of quasiregular maps in $E_n$. Thus to show that $g_{n,m}$ is quasiregular on $1 \leq |z| \leq \exp(\pi/n)$, it suffices (by a standard removability result) to show that $g_{n,m}$ extends continuously across the radial arcs on the boundary of $E_n$. For $z$ on such a radial arc, $(z \mapsto z^{mn}) \circ \eta_{n,m}(z)$ is 2-valued with both values lying at complex-conjugate points on $T$, whence $\sigma$ identifies these two points. Thus $g_{n,m}$ extends continuously across the radial arcs on the boundary of $E_n$. That $K(g_{n,m})$ depends only on $m$ follows from the Formula (3.14) and Proposition 3.10.

It remains to show (1) and (2). (2) is evident since $|z| = \exp(\pi/n)$ is disjoint from $U$, and $\eta_{n,m}(z) = z$ for $|z| = \exp(\pi/n)$ (see Definition 3.6 of $\psi_m$). We now verify (1). Consider the arc

$$A_n := \{ z : |z| = 1, 0 \leq \arg(z) \leq \pi/n \}.$$ 

Since $\psi_m(0) = 0$ and $\psi_m(i) = i/m$, it follows from (3.9) that $\eta_{n,m}(A_n) = A_{mn}$. Thus $g_{n,m}(A_n) = A_1$ since $U$ is disjoint from $A_n$. Thus $z \mapsto g_{n,m}(z)$ and $z \mapsto z^n$ agree set-wise on $A_n$ and on the endpoints of $A_n$. Since $z \mapsto z^n$ has derivative of constant modulus on $|z| = 1$, we will be able to conclude that $g_{n,m}(z) = z^n$ on $A_n$ once we observe that $z \mapsto g_{n,m}(z)$ also has derivative of constant modulus on $|z| = 1$. Indeed, it follows from the chain rule and
formula (3.9) that $\eta_{n,m}$ has derivative of constant modulus on $A_n$, whence so does $g_{n,m}$ since $g_{n,m}(z) = (z \mapsto z^{mn}) \circ \eta_{n,m}(z)$ on $A_n$. The argument that $z \mapsto g_{n,m}(z)$ and $z \mapsto z^n$ agree on the subarcs

$$\left\{ z : |z| = 1, \frac{(k - 1)\pi}{n} \leq \arg(z) \leq \frac{k\pi}{n} \right\}, \quad 1 \leq k \leq n + 1$$

of $|z| = 1$ is similar.

In order to understand the singular values of the function $f$ of Theorem A, we will need to keep track of those points at which our interpolating function is locally $n : 1$ for $n > 1$. To this end, we introduce the following definition:

**Definition 3.16.** Let $g$ be a quasiregular function, defined in a neighborhood of a point $z \in \mathbb{C}$. We say that $z$ is a **branched point** of $g$ if for any neighborhood $U$ of $z$, the map $g|_U$ is $n : 1$ onto its image for $n > 1$. If, further, $n = 2$, we say that $z$ is a **simple** branched point. We say $w \in \mathbb{C}$ is a **branched value** of $g$ if $w = g(z)$ for a branched point $z$ of $g$.

**Proposition 3.17.** Let $g$ be as in Definition 3.13. Define $g(z) := \begin{cases} z^n & \text{for } |z| < 1 \\ z^{mn} & \text{for } |z| > \exp(\pi/n) \end{cases}$. Then the only non-zero branched points of $g$ are:

$$\exp(\frac{\pi}{n} \cdot \frac{l}{2m-2} + i \cdot \frac{\pi(2k-1)}{n}) \quad \text{for } 0 \leq l \leq m - 2, \text{ and } 1 \leq k \leq n.$$  

Moreover, all non-zero branched points of $g$ are simple, and the only non-zero branched values of $g$ are $\pm 1$.

**Remark 3.18.** The expression (3.15) is simply a formula for the black and white vertices located on the radial arcs colored red in, for instance, Figure 3(A), but excluding those vertices at the outer-most tips of the radial arcs.

**Proof.** We first note that the extended formula defines a quasiregular function on $\mathbb{C}$ by removability of analytic arcs for quasiregular mappings. It is readily verified then from the definition of $g$ that any neighborhood of each of the points (3.15) is mapped $2 : 1$ onto its image by $g$. The points (3.15) are sent to $\pm 1$ by $g$, where we note that the sign may be determined by the coloring of the vertex as described in Remark 3.2. Lastly, again from the definition of $g$, one verifies directly that there are no remaining non-zero branched points of $g$. \qed

We will also need to record the zeros of our interpolating function for later application. The formulas are listed below in Proposition 3.19 but they are readily seen to just be the midpoint between each adjacent black/white vertex on a radial segment pictured in, for instance, Figure 3(A).
Proposition 3.19. Let \( g \) be as in Proposition 3.17. Then the zeros of \( g \) are given by:

\[
0 \text{ and } \exp\left(\frac{\pi}{n} \cdot \frac{l + \frac{1}{2}}{2m - 2} + i \cdot \frac{\pi(2k - 1)}{n}\right) \text{ for } 0 \leq l \leq m - 2 \text{ and } 1 \leq k \leq n,
\]

all of which are simple except for 0 which is of multiplicity \( n \).

Proof. Recalling Definition 3.11 of \( \sigma \), we see that \( \sigma^{-1}(0) = \{ \pm i \} \). Let \( S := (z \mapsto z^{mn})^{-1}(\pm i) \).

Then \( g^{-1}(0) \) is readily seen to be those points \( x \) such that \( \eta_{n,m}(x) \in S \) and \( x \in U \) for \( U \) as in Definition 3.13. Such \( x \) are listed in (3.16). \( \square \)

We now generalize our interpolating function slightly to allow for interpolation between \( z \mapsto z^n \) and \( z \mapsto z^M \) for \( M > n \), where \( M \) is not necessarily a multiple of \( n \). While there is a necessary level of complication in the formulas in the following proof, the idea is simple.

Denoting \( m := \lfloor M/n \rfloor \), we will use \( \eta_{n,m} \) in some parts of the interpolating annulus, and \( \eta_{n,m+1} \) in others, so that we add the necessary amount \( M - n \) of new vertices (branched points). Next, we adjust by a homeomorphism \( \tau \) of the circle which sends the \( n \) old vertices and \( M - n \) new vertices on \( T \) together to span the \( M \)th roots of unity, and finally post-compose with an adjustment of the map \( z \mapsto z^M \) as in Definition 3.13.

Proposition 3.20. Let \( n, M \in \mathbb{N} \) with \( M > n \). Then there exists a quasiregular function

\[
g : \{ z \in \mathbb{C} : 1 \leq |z| \leq \exp(\pi/n) \} \to \{ z \in \mathbb{C} : |z| \leq \exp(M\pi/n) \},
\]

such that:

1. \( g(z) = z^n \) if \( |z| = 1 \),
2. \( g(z) = z^M \) if \( |z| = \exp(\pi/n) \), and
3. \( K(g) \) depends only on \( M/n \), and not otherwise on \( M \) or \( n \).

Proof. Consider the region \( E_n \) as in Definition 3.9. Let \( m := \lfloor M/n \rfloor \). Let

\[
E_{n,j} := E_n \cap \left\{ z \in \mathbb{C} \setminus \{0\} : \frac{2(j - 1)\pi}{n} \leq \arg(z) \leq \frac{2j\pi}{n} \right\} \text{ for } 1 \leq j \leq n.
\]

Let \( p := n - M + nm \), and recall the mapping \( \eta_{n,m} \) as in Definition 3.9 where we use the convention \( \eta_{n,0}(z) \equiv z \). We define the mapping

\[
\eta(z) := \begin{cases} 
\eta_{n,m}(z) & z \in \bigcup_{j=1}^p E_{n,j} \\
\eta_{n,m+1}(z) & z \in \bigcup_{j=p+1}^n E_{n,j}.
\end{cases}
\]

It is readily verified that \( \eta : E_n \to \{ z \in \mathbb{C} : 1 \leq |z| \leq \exp(\pi/n) \} \) is a homeomorphism, since \( \psi_m, \psi_{m+1} \) are both the identity on the lines \( y = 2\mathbb{Z} \). Next, we define a homeomorphism \( \tau : T \to T \) by

\[
\tau(\theta) := \begin{cases} 
\frac{nm}{M} \cdot \theta & \theta \in [0, 2p\pi/n] \\
\frac{nm}{(m+1)m} \cdot \theta & \theta \in [-2\pi(n-p)/n, 0].
\end{cases}
\]
Extend \( \tau \) to a self-homeomorphism of \( A(1, \exp(\pi/n)) \) by linearly interpolating \( \tau|_T \) with the identity on \( |z| = \exp(\pi/n) \). Since \( p/n \) and \( (n-p)/n \) depend only on \( M/n \), it is readily seen from (3.20) that \( K(\tau) \) depends only on \( M/n \), and not otherwise on \( M \) or \( n \).

Finally, we define \( g \) by appropriately adjusting Definition \[3.13\] Namely, let \( X := \supp(\sigma_\pi/\sigma_z) \) as in Remark \[3.12\]. Then the pullback of \( X \) under \( (3.21) \)

\[
(z \mapsto z^M) \circ \tau \circ \eta : E_n \rightarrow A(1, \exp(M\pi/n))
\]

consists of \( 2M \) components. Denoting by \( U \) the union of those \( 2(M-n) \) components which neighbor a radial arc on the boundary of \( E_n \), we again define

\[
g(z) := \begin{cases} 
\sigma \circ (z \mapsto z^M) \circ \eta(z) & z \in U \\
(z \mapsto z^M) \circ \eta(z) & z \in E_n \setminus U.
\end{cases}
\]

The proof that \( g \) satisfies (1)-(3) then is the same as in Proposition \[3.15\]. \( \square \)

Following Proposition \[3.17\], we will also list the branched points, branched values, and zeros of the map \( g \) of Proposition \[3.20\]. But first, we describe a simple rescaling which allows our annular region of interpolation to have an inner boundary lying on a circle of variable radius.

**Proposition 3.21.** Let \( r > 0 \), \( c \in \mathbb{C}^* \) and \( n, M \in \mathbb{N} \) with \( M > n \). There exists a quasiregular function

\[
g : \{ z \in \mathbb{C} : r \leq |z| \leq r\exp(\pi/n) \} \rightarrow \{ z \in \mathbb{C} : |z| \leq cr^n \exp(M\pi/n) \},
\]

such that:

1. \( g(z) = c \cdot z^n \) if \( |z| = r \),
2. \( g(z) = c \cdot z^M / r^{M-n} \) if \( |z| = r \exp(\pi/n) \), and
3. \( K(g) \) depends only on \( M/n \), and not otherwise on \( M, n, r \) or \( c \).

**Proof.** We first consider the case when \( M = m \cdot n \) for \( m \in \mathbb{N} \). Let

\[
E_{n,r} := \exp\left(\frac{\pi}{n} \cdot W + \log r \right).
\]

By Proposition \[3.10\], the map

\[
\eta_{n,m} := \eta_{n,m} \circ (z \mapsto z/r) : E_{n,r} \rightarrow \{ z \in \mathbb{C} : 1 \leq |z| \leq \exp(\pi/n) \}
\]

is a quasiconformal homeomorphism where \( K(\eta_{n,m}) \) depends only on \( m \). Following Definition \[3.13\], we can define a map \( \tilde{g} \) in \( E_{n,r} \) by adjusting the values of \( (z \mapsto z^{mn}) \circ \eta_{n,m,r} \) in a neighborhood of the radial arcs on the boundary of \( E_{n,r} \). The proof that \( \tilde{g} \) is quasiregular on \( \{ z \in \mathbb{C} : r \leq |z| \leq r \exp(\pi/n) \} \) is then the same as in Proposition \[3.15\]. Set

\[
g(z) := c \cdot r^n \cdot \tilde{g}(z).
\]
Then the proof that $g$ satisfies (1)-(3) similarly follows as in Proposition 3.15. Lastly, the case when $M > n$ is not necessarily a multiple of $n$ follows from the same adjustment of the above interpolation as in Proposition 3.20. □

Remark 3.22. When we wish to emphasize the dependence of $g$ on the parameters $n, M, r, c$, we will write $g_{n,M,r,c}$ (in that order).

Lastly, we record the branched points, branched values, and zeros of our interpolating function.

Proposition 3.23. Let $g$, and notation be as in Proposition 3.21. Set $m := \lfloor M/n \rfloor$, and $p := n - M + nm$. Define $g(z) := cz^n$ for $|z| < r$, and $g(z) := cz^m/r^{M-n}$ for $|z| > r \exp(\pi/n)$.

Then the only non-zero branched points of $g$ are:

\begin{align*}
&(3.27) \quad r \cdot \exp\left(\frac{\pi}{n} \cdot \frac{l}{(2m-2)} + i \cdot \frac{\pi(2k-1)}{n}\right) \quad \text{for } 0 \leq l \leq m - 2 \text{ and } 1 \leq k \leq p, \text{ and} \\
&\quad r \cdot \exp\left(\frac{\pi}{n} \cdot \frac{l}{2m} + i \cdot \frac{\pi(2k-1)}{n}\right) \quad \text{for } 0 \leq l \leq m - 1, \text{ and } p + 1 \leq k \leq n.
\end{align*}

Moreover, all non-zero branched points of $g$ are simple, and the only non-zero branched values of $g$ are $\pm cr^n$. The zeros of $g$ are given by the multiplicity $n$ zero at 0, and the simple zeros described by replacing $l$ with $l + 1/2$ in the expressions (3.27).

Proof. The proof is essentially the same as the proofs of Propositions 3.17 and 3.19. We provide a sketch. By the definition of $g$, a small neighborhood of any point in (3.27) is mapped $2:1$ onto its image, and each of the points in (3.27) is mapped to $\pm cr^n$. Thus each of the points in (3.27) is a simple branched point, with corresponding branched values $\pm cr^n$. A small neighborhood of any other non-zero point (not listed in (3.27)) is mapped homeomorphically onto its image, thus (3.27) lists all the branched values of $g$. Similarly, the statement about the zeros of $g$ follows by inspection of which points $z \mapsto (z \mapsto z^M) \circ \eta(z)$ maps to $\pm i$ as in the proof of Proposition 3.19. □

4. Entire Functions

With the technical work of Section 3 behind us, we will now apply our interpolation repeatedly between power maps of increasing degree in “increasing” annuli in the plane. As long as the degree of the power maps increases by at most a fixed constant factor in each consecutive annulus, this procedure gives a function quasiregular in $\mathbb{C}$. We formalize this below.

Definition 4.1. Let $c \in \mathbb{C}^*$, $(M_j)_{j=1}^\infty \in \mathbb{N}$ be increasing, and $(r_j)_{j=1}^\infty \in \mathbb{R}^+$. We set $r_0 := 0$, $M_0 := 1$. Suppose that

\begin{equation}
(4.1) \quad r_{j+1} \geq \exp\left(\frac{\pi}{M_j}\right) \cdot r_j \text{ for all } j \in \mathbb{N}, \text{ and } r_j \to \infty \text{ as } j \to \infty.
\end{equation}
Set
\begin{equation}
(4.2) \quad c_1 := c, \text{ and } c_j := c_{j-1} \cdot r_{j-1}^{M_{j-1} - M_j} = c \cdot \prod_{k=2}^{j} r_k^{M_{k-1} - M_k} \quad \text{for } j \geq 2.
\end{equation}

We then define:
\begin{equation}
(4.3) \quad h(z) := \begin{cases} 
c_j \cdot z^{M_j} & \text{if } r_{j-1} \cdot \exp(\pi/M_{j-1}) \leq |z| \leq r_j 
g_{M_j,M_{j+1},r_j,c_j}(z) & \text{if } r_j \leq |z| \leq r_j \cdot \exp(\pi/M_j).
\end{cases}
\end{equation}

over all \( j \in \mathbb{N} \).

Remark 4.2. By Proposition \[3.21\] the two definitions in \[(4.3)\] agree on \( |z| = r_j \). By Proposition \[3.21\] and the definition \[(4.2)\] of \( c_j \), the two definitions in \[(4.3)\] agree on \( |z| = r_j \cdot \exp(\pi/M_j) \). Thus the formula \[(4.3)\] determines a well-defined function \( h : \mathbb{C} \to \mathbb{C} \).

Definition 4.3. We will say that \( (M_j)_{j=1}^{\infty} \in \mathbb{N}, (r_j)_{j=1}^{\infty} \in \mathbb{R}^+ \) are weakly permissible if \[(4.1)\] is satisfied.

Remark 4.4. Suppose \( (M_j)_{j=1}^{\infty}, (r_j)_{j=1}^{\infty} \) are weakly permissible. Then, according to Definition \[1.1\], we have that \( (M_j)_{j=1}^{\infty}, (r_j)_{j=1}^{\infty} \) are permissible if and only if the sequence \( (M_j/M_{j-1})_{j=1}^{\infty} \) is bounded.

Remark 4.5. The map \( h \) of Definition \[4.1\] is determined by a choice of \( c \in \mathbb{C}^* \) and weakly permissible \( (M_j)_{j=1}^{\infty}, (r_j)_{j=1}^{\infty} \).

Proposition 4.6. Suppose \( (M_j)_{j=1}^{\infty}, (r_j)_{j=1}^{\infty} \) are weakly permissible, and \( c \in \mathbb{C}^* \). Then the function \( h \) as defined in Definition \[4.1\] is quasiregular on compact subsets of \( \mathbb{C} \). If, moreover, \( (M_j)_{j=1}^{\infty}, (r_j)_{j=1}^{\infty} \) are permissible, then \( h \) is quasiregular on \( \mathbb{C} \) and \( K(h) \) depends only on \( \sup_j(M_j/M_{j-1}) \) and not otherwise on \( (M_j)_{j=1}^{\infty}, (r_j)_{j=1}^{\infty} \).

Proof. In each annular region in the Definition \[4.3\], the map \( h \) is either analytic, or quasiregular by Proposition \[3.21\]. By removability of analytic arcs, the map \( h \) is therefore quasiregular across the boundaries of the annular regions. As any compact subset of \( \mathbb{C} \) meets only finitely many such annular regions, it follows that \( h \) is locally quasiregular. If the sequence \( (M_j/M_{j-1})_{j=1}^{\infty} \) is bounded (or equivalently \( (M_j)_{j=1}^{\infty}, (r_j)_{j=1}^{\infty} \) are permissible), then each of the maps \( g_{M_j,M_{j+1},r_j,c_j}(z) \) have a dilatation bounded uniformly over \( j \) (with a bound depending only on \( \sup_j(M_j/M_{j-1}) \)) by \( (3) \) of Proposition \[3.21\], and so the last statement of the Proposition follows. \hfill \Box

The definition of permissible thus ensures that the formula \[(4.3)\] defines a quasiregular function, in which case we may integrate the Beltrami coefficient \( h_x/h_z \) to obtain a quasiconformal map \( \phi \) such that \( h \circ \phi^{-1} \) is holomorphic. If, moreover, the \( M_j \) increase sufficiently quickly (see \[4.4\]), the total region of interpolation is sufficiently small to guarantee conformality of \( \phi \) at \( \infty \). This is the content of Theorem \[4.8\] below, which will be presented after the following definition:
Definition 4.7. Let \((M_j)_{j=1}^\infty, (r_j)_{j=1}^\infty\) be permissible. We say that \((M_j)_{j=1}^\infty, (r_j)_{j=1}^\infty\) are strongly permissible if also
\[
\sum_j M_j^{-1} < \infty. \tag{4.4}
\]

Theorem 4.8. Let \((M_j)_{j=1}^\infty, (r_j)_{j=1}^\infty\) be strongly permissible, and \(c \in \mathbb{C}^*\). Then there exists a quasiconformal mapping \(\phi : \mathbb{C} \to \mathbb{C}\) such that \(f := h \circ \phi^{-1}\) as in Theorem A is holomorphic, and
\[
\left| \frac{\phi(z)}{z} - 1 \right| \xrightarrow{z \to \infty} 0. \tag{4.5}
\]

Proof. The proof is an application of Theorem 2.6 (the Teichmüller-Wittich-Belinskii Theorem). The existence of a quasiconformal \(\phi : \mathbb{C} \to \mathbb{C}\) such that \(h \circ \phi^{-1}\) is holomorphic and \(\phi(0) = 0\) follows from applying the Measurable Riemann Mapping Theorem to \(h \circ h_z\). Let
\[
\psi(z) := 1/\phi(1/z). \tag{4.6}
\]
Then \(\psi\) is a quasiconformal self-mapping of \(\mathbb{C}\) satisfying \(\psi(0) = 0\). Let \(K\) denote the quasiconformal constant of \(\psi\), and take \(r < \infty\). We calculate
\[
I(r) := \frac{1}{2\pi} \int_{|z|<r} \frac{D(z) - 1}{|z|^2} dA(z) < \frac{1}{2\pi} \int_{|z|<1} \frac{K - 1}{|z|^2} dA(z) = \frac{1}{2\pi} \sum_j \int_{B_j} \frac{K - 1}{|z|^2} dA(z), \tag{4.7}
\]
where
\[
B_j := \{z \in \mathbb{C} : r_j^{-1} \exp(-\pi/M_j) \leq |z| \leq r_j^{-1}\}. \tag{4.8}
\]
We continue our calculation:
\[
\frac{1}{2\pi} \sum_j \int_{B_j} \frac{K - 1}{|z|^2} dA(z) \leq \frac{K - 1}{2\pi} \sum_j \int_{B_j} \frac{1}{r_j^{-2} \exp(-2\pi/M_j)} dA(z) = \frac{K - 1}{2\pi} \sum_j \int_{B_j} \frac{\pi(r_j^{-2} - r_j^{-2} \exp(-2\pi/M_j))}{r_j^{-2} \exp(-2\pi/M_j)} dA(z) = \frac{K - 1}{2} \sum_j \left( \exp(2\pi/M_j) - 1 \right). \tag{4.9}
\]
The infinite sum on the right-hand side of (4.9) converges if and only if
\[
\prod_{j=1}^\infty \exp(2\pi/M_j) \tag{4.10}
\]
converges, which is readily seen to be the case by assumption of (4.4). Thus, by Theorem 2.6, the limit
\[
\psi_z(0) := \lim_{z \to 0} \frac{\psi(z)}{z}. \tag{4.11}
\]
exists, and we have
\begin{equation}
\left| \frac{\psi(z)}{z} - \psi_z(0) \right| \xrightarrow{|z| \to 0} 0.
\end{equation}
By multiplying \( \psi \) by \( 1/\psi_z(0) \) if necessary, we can further assume that \( \psi_z(0) = 1 \). Since \( \psi(z) = 1/\phi(1/z) \), (4.5) follows. \( \square \)

Next we list the singularities of the entire function \( f \):

**Proposition 4.9.** Let \((M_j)_{j=1}^\infty, (r_j)_{j=1}^\infty \) be permissible, \( c \in \mathbb{C}^* \), and \( f, \phi \) as in Theorem 4.8. Set \( m_j := [M_j/M_{j-1}] \), and \( p_j := M_{j-1} - M_j + M_{j-1}m_j \). Then the only critical points of \( f \) are \( 0 \) and the simple critical points given by
\begin{equation}
\phi \left( r_j \cdot \exp \left( \frac{\pi}{M_{j-1}} \cdot \frac{l_j}{2m_j - 2} + i \frac{(2k_j - 1)\pi}{M_{j-1}} \right) \right), \quad \text{and} \quad
\phi \left( r_j \cdot \exp \left( \frac{\pi}{M_{j-1}} \cdot \frac{l_j'}{2m_j} + i \frac{(2k_j' - 1)\pi}{M_{j-1}} \right) \right),
\end{equation}
where \( j \in \mathbb{N} \), and \( 1 \leq k_j \leq p_j \), \( 0 \leq l_j \leq m_j - 2 \), and \( p_j + 1 \leq k_j' \leq M_{j-1}, 0 \leq l_j' \leq m_j - 1 \). The only singular values of \( f \) are the critical values \((\pm cr_j^{M_j})_{j=0}^\infty\).

**Proof.** By Proposition 3.23, the only branched points of \( h \) are \( 0 \) and the points given by (4.13) without the \( \phi \) factor. Thus, as \( f := h \circ \phi^{-1} \), it follows the only critical points of \( f \) are \( \phi(0) = 0 \) and those given in (4.13). Again, as \( f := h \circ \phi^{-1} \), by Proposition 3.23 each of the points in (4.13) is mapped to \( \pm cr_j^{M_j} \) as \( j \) ranges over \( \mathbb{N} \). There are no asymptotic values of \( f \): if \( \gamma \to \infty \) is a curve, then \( f(\gamma) \) is unbounded. \( \square \)

**Remark 4.10.** The same proof as for Proposition 4.9 shows that the zeros of \( f \) are given by \( 0 \) (multiplicity \( M_1 \)) and the simple zeros whose formulae is given by replacing \( l_j \) and \( l_j' \) in the expressions in (4.13) by \( l_j + 1/2, l_j' + 1/2 \), respectively.

Theorem A now follows:

**Proof of Theorem A.** We take \( f := h \circ \phi^{-1} \) as in Theorem 4.8. The conclusions of Theorem A are then included in the statements of Theorem 4.8 and Proposition 4.9.

The applications of the present manuscript of which the authors are aware are in regards to entire functions with an essential singularity at \( \infty \), and so it is natural to impose the assumption \( r_j \to \infty \) in Definition 1.1 of “permissibility”. However, this is inessential to most of our arguments. Indeed, if we assume instead that \( r_j \to r_\infty < \infty \), we have the following:

**Theorem B.** Let \( c \in \mathbb{C}^* \), \( 0 < r_\infty < \infty \), \((M_j)_{j=1}^\infty \in \mathbb{N} \) be increasing, \((r_j)_{j=1}^\infty \in \mathbb{R}^+ \) such that
\begin{equation}
r_{j+1} \geq \exp \left( \pi/M_j \right) \cdot r_j \quad \text{for all} \quad j \in \mathbb{N}, \quad r_j \xrightarrow{j \to \infty} r_\infty, \quad \text{and} \quad \sup \frac{M_{j+1}}{M_j} < \infty.
\end{equation}
Set $r_0 := 0$ and
\begin{equation}
(4.15) \quad c_1 := c, \text{ and } c_j := c_{j-1} \cdot r_j^{M_j - 1} \text{ for } j \geq 2.
\end{equation}
Then there exists a holomorphic function $f : r_\infty D \to \mathbb{C}$ and a $K$-quasiconformal homeomorphism $\phi : r_\infty D \to r_\infty D$ with $K$ depending only on $\sup_j (M_{j+1}/M_j)$ such that:
\begin{equation}
(4.16) \quad f \circ \phi(z) = c_j z^{M_j} \text{ for } r_{j-1} \cdot \exp(\pi/M_{j-1}) \leq |z| \leq r_j, \ j \in \mathbb{N}.
\end{equation}
Moreover, the only singular values of $f$ are the critical values $(\pm c_j r_j^{M_j})_{j=1}^\infty$.

**Proof.** We define $h$ exactly as in (4.3), so that the domain of $h$ is now $r_\infty D$ (rather than $\mathbb{C}$ as in Theorem A). The same argument given in Proposition 4.6 proves that $h$ is $K$-quasiregular, with $K$ depending only on $\sup_j (M_{j+1}/M_j)$. By applying the Measurable Riemann Mapping theorem to the Beltrami coefficient $h_\pi/h_z$ (defined on $r_\infty D$), we have a $K$-quasiconformal homeomorphism $\phi : r_\infty D \to r_\infty D$ such that $f := h \circ \phi^{-1}$ is holomorphic on $r_\infty D$. The formula (4.16) now follows from the definitions of $f$ and $h$, and the statement about the singular values of $f$ follows exactly as in the proof of Proposition 4.9. \hfill \square

Missing from the statement of Theorem B is an application of criteria for conformality at a point (in Theorem A the criteria is $\sum_j M_j^{-1} < \infty$, and the point is $\infty$). Although we do not record them here, one can produce analogous criteria in Theorem B for conformality of $\phi$ at points on $|z| = r_\infty$. Indeed, we may extend $\phi$ to a self-map of $\mathbb{C}$ by the Schwarz reflection principle, and apply Theorem 2.6 at a point lying on $|z| = r_\infty$.

## 5. A Dynamical Application

In this Section, we briefly discuss some dynamical applications of Theorem A. We will discuss an approach to constructing entire functions with multiply-connected wandering domains using Theorem A. But first we will show how, in certain applications, we can conclude much more than conformality at $\infty$ of the map $\phi$ in Theorem A. Namely we can conclude a uniform estimate $||\phi(z)/z - 1||_{L^\infty(\mathbb{C})} < \varepsilon$ in the following situation: given a function $f = h \circ \phi^{-1}$ as in Theorem A, if we define $h_n$ by replacing $h$ in $|z| \leq r_n$ with $z \mapsto c_n z^{M_n}$, we obtain a sequence of entire functions $f_n = h_n \circ \phi_n^{-1}$ with $f_n \approx f$ in $|z| \geq r_n$. As $n \to \infty$, the maps $\phi_n$ converge uniformly (in the spherical metric on $\hat{\mathbb{C}}$) to the identity so that $||\phi_n(z)/z - 1||_{L^\infty(\mathbb{C})} < \varepsilon$ for large $n$. This argument is very useful in dynamical applications: it will be used in the companion paper [BL21], and a related argument is used in [Bis15a, FJL19, Laz21]. We formalize the above discussion below.

**Definition 5.1.** Let
\begin{equation}
(5.1) \quad (M_j)_{j=1}^\infty, (r_j)_{j=1}^\infty \text{ be strongly permissible, and } c \in \mathbb{C}^*.
\end{equation}
Denote by $f = h \circ \phi^{-1}$ the entire function obtained by applying Theorem A to (5.1), where $h$ is quasiregular and $\phi$ quasiconformal. We define a sequence $(f_n)_{n=0}^\infty$ of entire functions as
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follows. Let $h_0 := h$ and for $n \geq 1$:

$$h_n(z) = \begin{cases} c_n z M_n & \text{if } |z| \leq r_n \\ h(z) & \text{if } |z| \geq r_n. \end{cases}$$

Define $f_n := h_n \circ \phi_n^{-1}$, where $\phi_n : \mathbb{C} \to \mathbb{C}$ is the unique quasiconformal mapping such that:

1. $f_n$ is holomorphic,
2. $\phi_n(0) = 0$, and
3. $|\phi_n(z)/z - 1| \to 0$ as $z \to \infty$.

**Remark 5.2.** That we may normalize $\phi_n$ in Definition 5.1 so as to satisfy (3) requires justification. To this end, let

$$(5.2) I_n(r) := \frac{1}{2\pi} \int_{|z|<r} \frac{D_n(z) - 1}{|z|^2} dA(z) \text{ for } r > 0,$$

where $D_n$ is the dilatation quotient (see Definition 2.4) of $\psi_n(z) := 1/\phi_n(1/z)$. Then

$$(5.3) D_n(z) = 0 \text{ if } |z|^{-1} \leq r_n, \quad \text{and} \quad D_n(z) \overset{a.e.}{=} D_0(z) \text{ if } |z|^{-1} \geq r_n.$$

In particular, $I_n(r) \leq I_0(r)$. Thus by Theorem 2.6, $\psi_n$ is conformal at 0, and hence $\phi_n$ is conformal at $\infty$. Thus we may normalize $\phi_n$ as claimed.

**Theorem 5.3.** Let $(M_j)_{j=1}^\infty, (r_j)_{j=1}^\infty$ be strongly permissible, $c \in \mathbb{C}^*$, and notation as in Definition 5.1. Then for any $\varepsilon > 0$, there exists $N_\varepsilon \in \mathbb{N}$ such that for $n \geq N_\varepsilon$,

$$(5.4) \|\phi_n(z)/z - 1\|_{L^\infty(\mathbb{C})} < \varepsilon.$$

**Proof.** Briefly, this is a consequence of the error term in the conclusion (2.4) of Theorem 2.6 depending only on $K$ and $I$, and not otherwise on the quasiconformal mapping under consideration. Let us explain further. We follow the notation of Remark 5.2. For $I_n$ as in (5.2), we have already noted that $I_n(r) \leq I_0(r)$. Moreover, $K(\psi_n) \leq K(\psi_0)$ by (5.3). Thus, by Theorem 2.6, there is a function $\iota : \mathbb{R}^+ \to \mathbb{R}$ with

$$(5.5) \left| \psi_n(z)/z - 1 \right| < \iota(|z|)$$

where $\iota(r) \to 0$ as $r \to 0$, and $\iota$ does not depend on $n$. Thus, given $\varepsilon > 0$, there exists $R > 0$ such that:

$$(5.6) \left\| \frac{\phi_n(z)}{z} - 1 \right\|_{L^\infty(|z| \geq R)} < \varepsilon \text{ for all } n \in \mathbb{N}.$$

On the other hand, for all $z \in \mathbb{C}$ we have $D_n(z) \to 0$ as $n \to \infty$. Thus, by a standard argument, we have

$$(5.7) \left\| \phi_n(z) - z \right\|_{L^\infty(|z| \leq R)} \overset{n \to \infty}{\longrightarrow} 0.$$

The result now follows from (5.6), (5.7), and a Köbe distortion estimate for $\phi_n'(0)$. □
We now turn to an application: we will show that as long as our parameters satisfy certain simple relations, the resulting entire function of Theorem A has a multiply connected wandering domain.

**Notation 5.4.** For $0 < \alpha < 1$, we let $A_\alpha^j := \{ z \in \mathbb{C} : \alpha^{-1} r_{j-1} \cdot \exp(\pi/M_{j-1}) < |z| < \alpha r_j \}$.

**Theorem 5.5.** Suppose $(M_j)_{j=1}^\infty$, $(r_j)_{j=1}^\infty$ are strongly permissible, $c \in \mathbb{C}^*$, and

$$r_{j+1} = c_j r_j^M_j.$$  

Then, for any $0 < \alpha < 1$, there exists $N_\alpha$ such that, for $j \geq N_\alpha$, $A_\alpha^j$ is contained in a multiply-connected wandering domain for $f$ as in Theorem A.

**Remark 5.6.** The condition (5.8) is sufficient to guarantee a wandering domain for the function $f$ of Theorem A, but is far from necessary.

**Proof.** As usual, we denote $f = h \circ \phi^{-1}$. By Theorem A, there exists $N = N_\alpha \in \mathbb{N}$ such that

$$|\phi(z)/z - 1| < |\sqrt{\alpha} - 1| \text{ for } |z| \geq r_N.$$  

It follows that

$$\phi \left( A_\alpha^j \right) \subset A_\alpha^{jN} \text{ for } j \geq N.$$  

By (5.8), we have $h(r_j) = r_{j+1}$ for all $j$. Together with expansivity of $h$, this implies:

$$f \left( A_\alpha^j \right) \subset A_{\alpha j+1}^\alpha \text{ for } j \geq N,$$

perhaps after increasing $N$. Thus the iterates of $f$ converge uniformly to $\infty$ on $A_\alpha^j$ for $j \geq N$, and so each such $A_\alpha^j$ is contained in a Fatou component for $f$, which we will call $\Omega_j$.

If we suppose by way of contradiction that $\Omega_j = \Omega_k$ for some $j \neq k$, then $\Omega_j = \Omega_{j+1}$, and this would imply that $\Omega_j$ is unbounded. But $\Omega_j$ is multiply connected since $f(0) = 0$ is an attracting fixed point, and this is a contradiction since all multiply connected Fatou components of $f$ must be bounded by [Bak75, Theorem 1]. Thus, we may conclude that the $(\Omega_j)_{j=1}^N$ form a distinct sequence of Fatou components. Since $f(\Omega_j) \subset \Omega_{j+1}$, it follows that each such $\Omega_j$ is a wandering component for $f$. \hfill $\square$

**Remark 5.7.** Let notation be as in Theorem 5.5 and consider the family $f_n$ of Definition 5.1.

It is not difficult to show using Theorem 5.3 that if $0 < \alpha < 1$, then for sufficiently large $n$ we have that each $A_{\alpha j}^j$ for $j \in \mathbb{N}$ is contained in a wandering component $\Omega_j$ of $f_n$.
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