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The probability of two loci, separated by a certain genome length, being in contact can be inferred using the Chromosome Conformation Capture (3C) method and related Hi-C experiments. How to go from the contact map, a matrix listing the mean contact probabilities between a large number of pairs of loci, to an ensemble of three-dimensional structures is an open problem. A solution to this problem, without assuming an assumed energy function, would be the first step in understanding the way nature has solved the packaging of chromosomes in tight cellular spaces. We created a theory, based on polymer physics characteristics of chromosomes and the maximum entropy principles, referred to as HIPPS (Hi-C-Polymer-Physics-Structures) method, that allows us to calculate the 3D structures solely from Hi-C contact maps. The first step in the HIPPS method is to relate the mean contact probability \( \langle p_{ij} \rangle \) between loci \( i \) and \( j \) and the average spatial distance, \( \langle r_{ij} \rangle \). This is a difficult problem to solve because the cell population is heterogeneous, which means that a given contact exists only in a small unknown fraction of cells. Despite the population heterogeneity, we first prove that there is a theoretical lower bound connecting \( \langle p_{ij} \rangle \) and \( \langle r_{ij} \rangle \) via a power-law relation. We show, using simulations of a precisely solvable model, that the overall organization is accurately captured by constructing the distance map from the contact map even when if the cell population is highly heterogeneous, thus justifying the use of the lower bound. In the second step, the mean distance matrix, with elements \( \langle r_{ij} \rangle \), is used as a constraint in the maximum entropy principle to obtain the joint distribution of spatial positions of the loci. Using the two steps, we created an ensemble of 3D structures for the 23 chromosomes from lymphoblastoid cells using the measured contact maps as inputs. The HIPPS method shows that conformations of chromosomes are heterogeneous even in a single cell type. The differences in the conformational heterogeneity of the same chromosome in different cell types (normal as well as cancerous cells) can also be quantitatively discerned using our theory. We validate the method by showing that the calculated volumes of the 23 chromosomes from the predicted 3D structures are in good agreement with experimental estimates. Because the method is general, the 3D structures for any species may be calculated directly from the contact map without the need to assume a specific polymer model, as is customarily done.

INTRODUCTION

The question of how chromosomes are packed in the tight space of the cell nucleus has taken center stage in genome biology, largely due to the spectacular advances in experimental techniques. In particular, the routine generation of a large number of contact maps, reporting on the probabilities that pairs of loci separated by varying genomic lengths are in proximity, for many species using the remarkable Hi-C technique [1-6] has provided us a glimpse into the organization of genomes. A high contact count between two loci means that they interact with each other more frequently compared to ones with low contact count. Thus, the Hi-C data describes the chromosome structures in statistical terms expressed in terms of a contact matrix. An element in the contact matrix is the probability \( \langle p_{ij} \rangle \) that two loci \( i \) and \( j \) (genomic length is \( |i - j| \)) is in contact. The Hi-C data provide only a two-dimensional (2D) representation of the multidimensional organization of the chromosomes. How can we go beyond the genomic contact information to 3D distances between the loci, and eventually the spatial location of each locus is an important unsolved problem. Imaging techniques, such as Fluorescence In Situ Hybridization (FISH) and its variations, are the most direct way to measure the spatial distance and coordinates of the genomic loci [7]. But currently, imaging techniques are limited in scope because they only provide information on a small number of loci pairs. In contrast, the Hi-C technique yields average contact probabilities for a large number of loci pairs. Is it possible to harness the power of the Hi-C technique to construct, at least approximately, the 3D structures of chromosomes? A major problem with straight forward use of the Hi-C data arises due to cell population heterogeneity (referred to as PH). By PH, we mean that a given contact is present in only an (unknown) fraction of cells. This means that there is no straight forward relation connecting the mean distance \( \langle r_{ij} \rangle \) between loci \( i \) and \( j \) and \( \langle p_{ij} \rangle \) [8]. Because a given contact is not present in all the cells, it also implies that there is conformational heterogeneity (CH) in the chromosome structures. Despite the prevalence of PH, we answer the question posed above in the affirmative by building on the precise results for an exactly solvable Generalized Rouse Model for chromosomes [8, 9], and by using the theoretical distance distribution describing the chromosomes. Unlike many previous studies, we do not assume any energy function to model chromosomes.

Many data-driven approaches have been developed to reconstruct 3D structures of genomes from Hi-C data
heterogeneity (CH). Although these methods are insightful, they do not take the polymer nature of chromosomes into consideration. Therefore, it would be difficult to calculate distance distributions between the loci, measured using imaging experiments, using this approach. On the other hand, polymer models of chromosomes [19] usually use Monte Carlo or Molecular Dynamics simulation with an assumed energy function with parameters that have to be calculated (typically) by fitting the simulation results to Hi-C data. In these cases, certain parameters such as bond length and monomer size need to be set arbitrarily to reduce the complexity of the model. Moreover, these studies have not calculated the coordinates of the individual loci in chromosomes using only the Hi-C data as the input. Here, based on analytically solvable generalized rouse model (GRM), we create a method using polymer characteristics of chromosomes and maximum entropy principle to calculate the structures of chromosomes solely from Hi-C data. Recently, in a work [21] that is closely related to certain aspects of the present study, it was assumed that the energy function in GRM (referred to as Gaussian Effective Model in [21]) describes the chromosomes. The spring constants between the loci determined to match the measured contact map. However, we do not assume any energy function, but use characteristics that describe the polymeric properties of the chromosomes to generate the distance map, which is then used in conjunction with the maximum entropy principle to construct 3D structures from Hi-C data.

Translating the contact map to 3D structures is a difficult problem to solve using solely data-driven approaches without physical considerations that are reflected in the polymeric nature of the chromosomes. One problem is the difficulty in reconciling Hi-C (contact probabilities) and the FISH data (spatial distances) [22–25]. For example, in interpreting the Hi-C contact map, one makes the intuitively plausible assumption that a loci pair with high contact probability must also be spatially close. However, it has been demonstrated using Hi-C and FISH data that high contact frequency does not always imply proximity in space [22,25]. Elsewhere [8], we showed that because a given contact is present only in certain cells (PH), a one-to-one relation between contact probability and spatial distance between a pair of loci does not exist. The discordance between Hi-C and FISH experiments makes it difficult to extract the ensemble of 3D structures of chromosomes using Hi-C data alone without taking into account the physics driving the condensed state of genomes. Even if one were to construct polymer models that produce results that are consistent with Hi-C contact maps, certain features of the chromosome structures would be discordant with the FISH data, reflecting the heterogeneous genome organization [20]. Thus, one has to contend with two kinds of heterogeneities, which we refer to as population heterogeneity (PH) and conformational heterogeneity (CH).

Despite the difficulties alluded to above, we have created a theory, based on the theoretical distribution of distances for polymers and the principle of maximum entropy to determine the 3D structures solely from the Hi-C data. The resulting physics-based data-driven method, which translates Hi-C data through polymer physics to 3D coordinates of each locus, is referred to as HIPPS (Hi-C-Polymer-Physics-Structures). The purposes of creating the HIPPS method are two-fold. (1) We first establish that there is a lower theoretical bound for $\langle r_{ij} \rangle$ expressible in terms of a calculable non-linear function involving the contact probability even in the presence of PH. In other words, we prove that $\langle r_{ij} \rangle \geq \phi(p_{ij})$ where we compute $\phi(p_{ij})$ using familiar polymer physics concepts. We establish this relationship using the Generalized Rouse Model for Chromosomes (GRMC) for which accurate simulations can be performed. (2) However, mean spatial distances, $\langle r_{ij} \rangle$s, between a large number of loci pairs do not give the needed 3D structures. In addition, it is important to determine the variability in chromosome structures because massive conformational heterogeneity (CH) has been noted both in experiments [20,27] and computations [8]. In order to solve this non-trivial problem, we use the principle of maximum entropy to obtain the ensemble of individual chromosome structures.

The two-step HIPPS method, which allows us to go from the Hi-C contact map to the three-dimensional coordinates, $x_i$ ($i = 1, 2, 3, \cdots, N_c$), where $N_c$ is the length of the chromosome, may be summarized as follows. First, we construct the mean distances $\langle r_{ij} \rangle$s between all loci pairs, $(i,j)$s using a power-law relation connecting $\langle p_{ij} \rangle$s and $\langle r_{ij} \rangle$s. Then, using the maximum entropy principle, we calculate the distribution $P(\{x_i\})$ with $\langle r_{ij} \rangle$s as constraints, from which an ensemble of chromosome 3D structures (the 3D coordinates for all the loci) is determined.

The application of our theory to determine the 3D structure of chromosomes from any species is limited only by the experimental resolution of the Hi-C technique. Comparisons with experimental data for the sizes and volumes of chromosomes derived from the calculated 3D structures are made to validate the theory. Our method predicts that the structures of a given chromosome within a single cell and in different cell types are conformationally heterogeneous. Remarkably, the HIPPS method can detect the differences in the extent of CH of a specific chromosome between normal and cancer cells.

**RESULTS**

Inferring the mean distance matrix ($\bar{R}$) from the contact probability matrix ($P$) for a homogeneous cell population: The elements, $\bar{r}_{ij}$, of the $\bar{R}$ matrix give the mean spatial distance between loci $i$ and $j$. Note that $r_{ij}$ is the distance value for one realization of the genome conformation in a homogeneous population of cells. Here, we use homogeneous implies that a
given contact is present with non-zero probability in the entire cell population. The elements $p_{ij}$ of the matrix is the contact probability between loci $i$ and $j$. We first establish a power-law relation between $\bar{r}_{ij}$ and $p_{ij}$ in a precisely solvable model. For the Generalized Rouse Model for chromosomes (GRMC), described in Appendix A, the relation between $\bar{r}_{ij}$ and $p_{ij}$ is given by,

$$p_{ij} = \text{erf}(2r_c/\sqrt{\pi} \bar{r}_{ij}) - (4\pi/r_c \bar{r}_{ij})e^{-4r_c^2/\pi \bar{r}_{ij}}$$

$$\equiv f_{\text{GRMC}}(\bar{r}_{ij}).$$

(1)

where erf$(\cdot)$ is the error function, and $r_c$ is the threshold distance for determining if contact is established. This equation provides a way to calculate the distance matrix ($\mathbf{R}$) directly from the contact map ($\mathbf{P}$) by inverting $f_{\text{GRMC}}(\bar{r}_{ij})$. Note that $\mathbf{P}$ is inferred only approximately from Hi-C experiments. However, there are uncertainties, in determining both $r_c$ due to systematic errors, and $p_{ij}$ due to inadequate sampling, thus restricting the use of Eq.1 in practice. In light of these considerations, we address the following questions: (a) How accurately can one solve the inverse problem of going from the $\mathbf{P}$ to the $\mathbf{R}$? (b) Does the inferred $\mathbf{R}$ faithfully reproduce the topology of the spatial organization of chromosomes? We first answer these questions using the GRMC.

To answer these two questions, we use a 12 Mbps length segment of Chromosome 5 (146 Mbps to 158 Mbps) as an example. The loop anchors within this segment are derived from the experiment data [9]. We choose the length of polymer to be 10,000, with each monomer representing 1200 bps. We first constructed the distance map by solving Eq.1 for $\bar{r}_{ij}$ for every pair $(i,j)$ with contact probability $p_{ij}$. The $\mathbf{P}$ matrix is calculated using simulations of the GRMC, as described in Appendix B. For such a large polymer, some contacts are almost never formed even in long simulations, resulting in $p_{ij} \approx 0$ for some loci pairs. This would erroneously suggest that $\bar{r}_{ij} \to \infty$, as a solution to Eq.1. Indeed, this situation arises often in the Hi-C experimental contact maps where $p_{ij} \approx 0$ for many $(i,j)$ pairs. To overcome the practical problem of dealing with $p_{ij} \approx 0$ for several pairs, we apply the block average (a coarse-graining procedure) to $\mathbf{P}$ (described in Appendix C), which decreases the size of the $\mathbf{P}$. This procedure overcomes the problem of having to deal with vanishingly small values of $p_{ij}$ while simultaneously preserving the information needed to solve the inverse problem using Eq.1.

The simulated and constructed distance maps are shown in the lower and upper triangle, respectively in Fig.1. We surmise from Fig.1 that the two distance maps are in excellent agreement with each other. There is a degree of uncertainty for the loci pairs with large mean spatial distance (elements far away from the diagonal (Fig.1a,b) due to the unavoidable noise in the contact probability matrix $\mathbf{P}$. The Spearman correlation coefficient between the simulated and theoretically constructed maps is 0.97, which shows that the distance matrix can be accurately constructed. However, a single correlation coefficient is not sufficient to capture the topological structure embedded in the distance map. To further assess the global similarity between the $\mathbf{R}$ from theory and simulations, we used the Ward Linkage Matrix [28] (WLM), which can capture the hierarchy of the 3D structure. We have previously used WLM to compare the structures of interphase chromosomes [29].

Fig.1 shows that the constructed $\mathbf{R}$ indeed reproduces the hierarchical structural information accurately. These results show that the matrix $\mathbf{R}$, in which the elements represent the mean distance between the loci, can be calculated accurately, as long as the $\mathbf{P}$ is determined unambiguously. As is well known, this is not possible to do in Hi-C experiments, which renders solving the problem of going from $\mathbf{P}$ to $\mathbf{R}$, and eventually the precise three-dimensional structure extremely difficult.

A bound for the spatial distance between loci pairs inferred from the contact probabilities: The results in Fig.1 show that for a homogeneous system (specific contacts are present in all realizations of the polymer), $\mathbf{R}$ can be faithfully reconstructed solely from the $\mathbf{P}$. However, the discrepancies between FISH and Hi-C data in several loci pairs [30] suggest that there is PH, which means that contact between $i$ and $j$ loci is present in only a fraction of the cells. In this case, which one has to contend with in practice [8, 26], the one-to-one mapping between the contact probability and the mean 3D distances (as shown by Eq.1) does not hold, leading to the paradox [22, 23] that a high contact probability does not imply small inter loci spatial distance.

Due to PH, one cannot determine the mean 3D distance uniquely from the contact probability, which implies that for certain loci the results of Hi-C and FISH must be discordant. Recently, we solved the Hi-C-FISH paradox by calculating the extent of cell population heterogeneity using FISH data and concepts and theoretical distribution of distances between monomers along polymers. The distribution of subpopulations could be used to reconstruct the Hi-C data. For a mixed population of cells, the contact probability $p_{ij}$ and the mean spatial distance $\langle \bar{r}_{ij} \rangle$ between two loci $m$ and $n$, are given by,

$$\langle \bar{r}_{ij} \rangle = \sum_m S \eta_{m,ij} \bar{r}_{m,ij}$$

(2)

$$\langle p_{ij} \rangle = \sum_m S \eta_{m,ij} p_{m,ij}$$

(3)

where $\bar{r}_{m,ij}$ and $p_{m,ij}$ are the mean spatial distance and contact probability between $i$ and $j$ in $m^{th}$ subpopulation, respectively. In the above equation, $S$ is the total number of distinct subpopulations, and $\eta_{m,ij}$ is the the subpopulation fraction for $m$. The $\eta_{m,ij}$ satisfy the constraint $\sum_{m}^{S} \eta_{m,ij} = 1$. Although there exists a one-to-one relation between $p_{m,ij}$ and $\bar{r}_{m,ij}$ in each of the $m^{th}$ sub-
where there are only two distinct subpopulations, and the relation between the \( \bar{r}_{ij}(\bar{r}) \) and \( p_{ij}(p) \) is given by Eq. 4. A given contact is present with unity probability in the conformations in one subpopulation and is absent in all the conformations in the other subpopulation. According to Eqs. 2-3, we have \( \langle \bar{r}_{ij} \rangle = \eta r_1 + (1 - \eta)r_2 = \eta f_{GRMC}^{-1}(p_1) + (1 - \eta)f_{GRMC}^{-1}(p_2) \), and \( \langle p \rangle = \eta p_1 + (1 - \eta)p_2 \). Note that \( f_{GRMC}^{-1} \) exists since \( f \) is a monotonic function of the argument. Fig. 2 gives a graphical illustration of the inequality \( f_{GRMC}^{-1}(\langle p \rangle) \leq \langle \bar{r} \rangle \).

This inequality states that the mean spatial distance of the whole population has a lower bound, \( f_{GRMC}^{-1}(\langle p \rangle) \), which is the mean spatial distance inferred from the measured contact probability \( \langle p \rangle \) as if there is only one homogeneous population (absence of PH). This is a powerful result, which is the theoretical basis for the HIPPS method, allowing us to go from Hi-C data to an ensemble of 3D structures.

The inequality \( f_{GRMC}^{-1}(\langle p \rangle) \leq \langle \bar{r} \rangle \) shows that a theoretical lower bound for \( \langle \bar{r}_{ij} \rangle \) exists, given the value of \( \langle p_{ij} \rangle \) regardless of the compositions of the whole cell population. The inequality can be generalized to account for arbitrary discrete or continuous distribution of subpopulations. Let us assume that for a homogeneous system, there exists a convex and monotonic decreasing function, \( \phi(p) \), relating the contact probability \( p \) and the mean spatial distance \( \bar{r} \), \( \bar{r} = \phi(p) \) (we neglect the suffix \( ij \) for better readability). Note that \( \phi \) takes the form of Eq. 1 for the GRMC. It can be shown that the following inequality holds (Appendix D),

\[
\langle \bar{r} \rangle \geq \phi(\langle p \rangle)
\]
The above equation (Eq.6) shows that the lower bound for the mean spatial distance in the presence of PH is given by the mean spatial distance computed from the measured contact probability as if the cell population is homogeneous. The equality holds exactly only when the population of cells is precisely homogeneous. This finding is remarkably useful in predicting the approximate spatial organization of chromosomes from the Hi-C contact map, as we demonstrate below. Assuming that the single homogeneous population can be described by the GRMC, then the equality in Eq.1 is satisfied. However, according to Eq. 6, when there are multiple such coexisting populations, the relation $\langle \bar{r}_{ij} \rangle \geq f^{-1}_{GRMC}(\langle p_{ij} \rangle)$ holds. Thus, the precisely solvable model suggests that the approximate power law relating $\langle p_{ij} \rangle$ and $\langle \bar{r}_{ij} \rangle$ could be used as a starting point in constructing the spatial distance matrices using only the Hi-C contact map for chromosomes.

Validation of the lower bound relating $\langle p_{ij} \rangle$ and $\langle \bar{r}_{ij} \rangle$ in a heterogeneous cell population (PH): In order to investigate the effect of PH on the quality of the constructed mean distance matrix $\langle R \rangle$ from the contact probability matrix $\langle P \rangle$, we simulated a model system with two distinct cell populations. One has all the CTCF mediated loops present (with fraction $\eta$), and the other is a polymer chain without any loop constraints (with fraction $1 - \eta$) (See Appendix A for simulation details). We used the lower bound, $f^{-1}_{GRMC}(\langle p_{ij} \rangle)$, to infer $\langle \bar{r}_{ij} \rangle$ from $\langle p_{ij} \rangle$. The results, shown in Figs.2.c,d, provide a numerical verification of the theoretical lower bound linking the contact probability and the mean spatial distance. Fig.2c shows the scatter plot for $\langle \bar{r}_{ij} \rangle$ versus $\langle p_{ij} \rangle$ from the simulation. The theoretical lower bound, $f^{-1}_{GRMC}(\langle p_{ij} \rangle)$ is shown for comparison. Fig.2c shows that the lower bound holds. Using the $f^{-1}_{GRMC}(\langle p_{ij} \rangle)$, we calculated the $\langle R \rangle$ (see Fig.2d) from the simulated $\langle P \rangle$.

Comparison between the inferred and the simulated $\langle R \rangle$ (middle ad bottom in Fig.2d) shows that the difference between the two $\langle R \rangle$s is large near the loops, resulting in an underestimate of the spatial distances. This occurs because the constructed $\langle R \rangle$ is obtained from the simulated $\langle P \rangle$, which is sensitive to the PH. The difference matrices show that, although the constructed $\langle R \rangle$ underestimated the spatial distances around the loops, most of the pairwise distances are hardly affected. This exercise for the GRMC justifies the use of the lower bound as a practical guide to construct $\langle R \rangle$ from the $\langle P \rangle$.

To show that the constructed $\langle R \rangle$ using the lower bound gives a good global description of the chromosome organization, we also calculated the often-used quantity $\langle R(s) \rangle$, the mean spatial distance as a function of the genomic distance $s$, as an indicator of the average structure (Fig.2f). The calculated $\langle R(s) \rangle$ differs only negligibly from the simulation results. Notably, the scaling of $\langle R(s) \rangle$ versus $s$ is not significantly altered (inset in Fig.2f), strongly suggesting that constructing the $\langle R \rangle$ using the lower bound gives a good estimate of the average size of the chromosome segment.

Inferring 3D organization of interphase chromosomes from experimental Hi-C contact map: To apply the insights from the results from the GRMC to determine the 3D structures of chromosomes, we conjecture that a power-law relation $\Lambda$[29], relating the contact probability $\langle p_{ij} \rangle$ and the spatial distance $\langle \bar{r}_{ij} \rangle$, holds generally for chromosomes. Thus, we write:

$$\langle \bar{r}_{ij} \rangle = \Lambda \langle p_{ij} \rangle^{-1/\alpha}$$

(7)

where the coefficients $\alpha$ and $\Lambda$ are unknown. Again, note that the $\langle \cdot \rangle$ and $\bar{\cdot}$ represent the average over subpopulations and the average over individual conformations in a single subpopulation, respectively. In a homogeneous system, the equalities $\langle p \rangle = \bar{p}$ and $\langle p \rangle = p$ hold. For the GRMC, $\Lambda = r_c$ and $\alpha = 3.0$. For a self-avoiding polymer, $\alpha \approx 3.71$ for two interior loci that are in contact (see Appendix E). Based on experiments [7] and simulations using the Chromosome Copolymer Model [29], a tentative suggestion could be made for a numerical value for $\alpha \approx 4.0$. Given the paucity of data needed to determine $\alpha$, we follow the experimental lead [7] and set it to 4.0. We show below that the power-law relation given in Eq.7 provides a way to infer the approximate 3D organization of chromosomes from the experimental Hi-C contact map.

Experimental Validation of Eq7 and choice of $\alpha$: Before describing the 3D structures, we first show that Eq.7 with $\alpha = 4$ is reasonable. To do so we calculated the square of the radius of gyration of all the 23 chromosomes using $R_g^2 = (1/2N_c^2) \sum_{i,j} \langle r_{ij} \rangle^2$. The dashed line in Fig.3a is a fit of $R_g^2$ as a function of chromosome size, which yields $R_g \sim N_c^{2/3}$ where $N_c$ is the length of the chromosome. For a collapsed polymer, $R_g \sim N_c^{1/3}$ and for an ideal polymer to be $R_g \sim N_c^{1/2}$. The exponent $0.27 \lesssim 1/3$ suggests that chromosomes adopt highly compact, space-filling structures, which is also vividly illustrated in Fig.4. To ascertain if the unusual value of $0.27$ is reasonable, we computed the volume of each chromosome using $(4/3)\pi R_g^3$ and compared the results with experimental data [31]. The scaling of chromosome volumes versus $N_c$ calculated from the predicted 3D chromosome structures is in excellent agreement with the experimental data (Fig.3b).

Since the value of $\Lambda$ (Eq.7) is unknown, we estimate it by minimizing the error between the calculated chromosome volumes and experimental measurements. We find that $\Lambda = 117 \text{ nm}$, which is the approximate size of a locus of 100 kbps (the resolution of the Hi-C map used in the analysis). It is noteworthy that the genome density computed using the value of $\Lambda = (100 \cdot 10^3/(4/3)\pi\Lambda^3) \text{bps} \cdot \text{nm}^{-3} = 0.015 \text{bps} \cdot \text{nm}^{-3}$ is consistent with the typical average genome density of Human cell nucleus 0.012 bps·nm⁻³ [32]. The value of $\Lambda$ does not change the scaling but only the absolute size.
of chromosomes.

**Generating ensembles of 3D structures using the maximum entropy principle:** The great variability in the genome organization (CH) has been noted before [8, 26, 27]. To determine the structural heterogeneity of the chromosomes, we ask the question: how to generate an ensemble of structures consistent with the mean pairwise spatial distances between the loci? More precisely, what is the joint distribution of the position of the loci, $P(\{x_i\})$, subject to the constraint that the mean pairwise distance is $\langle ||x_i - x_j|| \rangle = \langle \bar{r}_{ij} \rangle$? Generally, there exists an infinite number of $P(\{x_i\})$, satisfying the mean pair-wise spatial distance constraints. We seek the $P^{\text{MaxEnt}}(\{x_i\})$, yielding the maximum entropy among all possible $P(\{x_i\})$s. The maximum entropy principle has been previously used in the context of genome organization [33, 34] for different purposes. We note parenthetically that enforcing the constraints of the mean pairwise distances is equivalent to preservation of the mean squared pairwise distances. In practice, we found that constraining the squared distances,
FIG. 2. (a) Lower Bound for the mean spatial distance \( \langle \bar{r} \rangle \) illustrated graphically. The blue curve is the function \( f_{GRMC}^{-1} \) which exists since \( f_{GRMC} \) is a monotonic function. The orange line is the secant line between the points \((p_1, f_{GRMC}(p_1))\) and \((p_2, f_{GRMC}(p_2))\). All the points between \( p_1 \) and \( p_2 \) on the x-axis can be expressed as \( \eta_p + (1 - \eta_p)p_2 \equiv \eta (p) \) for some value of \( \eta \in [0, 1] \). The y-axis value corresponds to \( \eta \) is \( f_{GRMC}(p_1) + (1 - \eta)f_{GRMC}(p_2) \equiv f^{-1}(\eta) \) and \( f_{GRMC}(\eta) \) for the orange line and blue curve, respectively. Notice that for any values of \( p_1, p_2 \) and \( \eta \), the orange line is always above the blue curve, which proves the inequality \( f_{GRMC}(\eta) \leq f^{-1}(\eta) \). From the graph, it can also be noted the equality holds only when \( p_1 = p_2 \). (b) Scatter plot for mean pair-wise spatial distances versus the contact probabilities for \( \eta = 0.3 \). Solid black line is the theoretical lower bound, given by the solution \( f_{GRMC}^{-1}(\eta_p) \). (c) Plots of \( \langle R(s) \rangle \) as a function of the genomic distance, \( s \), for \( \eta = 0.3 \) and 0.7. The inset shows the same data on a log-log scale; \( \langle R(s) \rangle \) is calculated using \( \langle R(s) \rangle = (1/TM) \sum_{i=1}^{N^3} \left( \langle r_i^2 \rangle - (s - |i-j|) / (N-s) \right) \). The theoretical predictions are in excellent agreement with simulations. (d) Simulated \( P \) (top), simulated \( R \) and inferred \( R \) side by side (middle), and relative error map (bottom) for \( \eta = 0.3 \) for GRMC. Note that all the maps are block averaged from \( N=10,000 \) to size \( n = 400 \) as explained in the Appendix C. The inferred \( \langle R \rangle \) is obtained using \( \langle \bar{r}_{ij} \rangle = f_{GRMC}^{-1}(\eta_{ij}) \). Relative error map is shown with blue color indicating larger error.

\[
\langle |x_i - x_j|^2 \rangle = \langle r_{ij}^2 \rangle, \text{ yields better numerical convergence. The } P_{MaxEnt}(\{x_i\}) \text{ subject to the constraints associated with the mean squared pairwise spatial distances is given by,}

\[
P_{MaxEnt}(\{x_i\}) = \frac{1}{Z} \exp(- \sum_{i \neq j} k_{ij} |x_i - x_j|^2). \tag{8}
\]

In the above equation, \( Z \) is a normalization factor, and \( k_{ij} \) are the Lagrange multipliers that are chosen so that the average values \( \langle |x_i - x_j|^2 \rangle \) match \( \langle r_{ij}^2 \rangle \). The latter could either be inferred from the Hi-C contact map or directly measured in FISH experiments. The merit of the maximum entropy distribution (Eq.8) is that it is both data-driven and physically meaningful since the parameters \( k_{ij} \) are inferred from experimental data and the term \( k_{ij} |x_i - x_j|^2 \) may be interpreted as pair-wise potential energy between two loci \( i \) and \( j \). Indeed, Eq. 8 is exactly the same as the generalized Rouse model \[.5\] where \( k_{ij} \) are the spring constants between the genomic loci, which has been used as basis for modeling chromosomes recently \[.55\].

The procedure used to generate an ensemble of 3D chromosome structures is the following: First, we compute the mean spatial distance matrix from the contact map using Eq. 7 with \( \alpha = 4.0 \). The value of the scaling factor \( \Lambda = 117 \text{nm} \) was calculated using an additional experimental constraint (see the previous section). Recall that \( \Lambda \) only sets the over all length scale but has no effect on the conformational ensemble of the chromosome. Using an iterative scaling algorithm \[56, 57\], we obtain the values of \( k_{ij} \) (Appendix G). Once the values of \( k_{ij} \) are obtained, \( P_{MaxEnt} \) can be directly sampled as a multivariate normal distribution, which can then be used to generate an ensemble of chromosome structures.

In Fig.2e, we compare the inferred distance matrix and the distance matrix for Chromosome 1 obtained using the maximum entropy principle. It is visually clear that the two distance matrices are in excellent agreement with each other (see Fig.S2-S7 for the other chromosomes). We should emphasize that the maximum entropy method described here, in principle, can achieve exact match with the inferred distance matrix. The small discrepancies are due to 1) the quality of convergence, and 2) the intrinsic error in the Hi-C map and the inferred distance matrix derived from it.

Characteristics of the predicted 3D chromosome structures: To illustrate the applicability of HIPPS, we choose the Hi-C data for cell line GM12878 \[.3\]. The 3D conformations are specified by \( x_i, i = 1, 2, 3, \cdots, N_c \) where \( N_c \) is the number of loci at a given resolution (the centromeres are discarded due to lack to information about them in the Hi-C contact map). The resolution is set to be 100 kbps per monomer. The values of \( N_c \) for all the 23 chromosomes are listed in Table.S1. We generated an ensemble of 1,000 structures for each of the 23 Human interphase chromosomes using the HIPPS procedure. Fig.4a shows the typical conformations for each chromosome. Visually it is clear that there is considerable shape heterogeneity among the chromosomes. To quantify their shapes, we calculated the distribution of relative shape anisotropy \( \kappa^2 \) (Appendix H). Fig.4b shows a violin plot for \( \kappa^2 \) (going from the smallest to the largest value) for the 23 chromosomes. The chromosomes exhibit considerable variations in \( \kappa^2 \). Chromosome 13 is most spherical and chromosome 19, 9 and 21 have the most elongated shape.

Biological implications based on the 3D structures: We can draw important conclusions from the calculated 3D structural ensemble for chromosomes with some biological implications that we mention briefly here.

Compartments and microphase separation: The probabilistic representation of the Chromosome 1 structures are shown in Fig.5a-c,d, where we align all the conformations and superimpose them. First, we note that such a probabilistic representation demonstrates clear hierarchical folding of chromosomes. Loci pairs separated by small genomic distance (similar color) are also close in space (Fig.5a, see Fig.13 for the other chromosomes). Long-range mixing between different loci is avoided, supporting the notion of crumpled globule \[58-60\]. Second, the chromosome structures exhibit clear microphase separation (different colors are segregated). These are referred to as A and B compartments (Fig.5d, see Fig.14 for the other chromosomes), representing the two epigenetic states (euchromatin and heterochromatin), which
we previously determined using the spectral clustering technique \[29\]. Each compartment predominantly contains loci belonging to either euchromatin or heterochromatin. Contacts within each compartment are enriched. Interactions between loci within a single epigenetic state (euchromatin or heterochromatin) are more likely than between loci belonging to distinct epigenetic states. In the Hi-C data, the compartments appear as a prominent checkerboard pattern in the contact maps. Fig.5c shows that the two compartments are spatially separated and organized in a polarized fashion, which is consistent with multiplexed FISH and single-cell Hi-C data\[27\].

**Mapping ATAC-seq to 3D structures:** Advances in sequencing technology have been used to infer epigenetic information in chromatin without the benefit of integrating it with structures. In particular, the assay for transposase accessible chromatin using sequencing (ATAC-Seq) \[31\] technique provides chromatin accessibility, which in turn provides insights into gene regulation and other functions. The ATAC-seq read counts are obtained and processed (Appendix I) from the data taken from \[41\] under GEO accession number GSE47753. Then the data is binned into four quantiles. Fig.4b shows that the loci with high ATAC and low ATAC signals are spatially segregated. For the majority of the 23 chromosomes, the spatial pattern of ATAC-seq is consistent with the formation of A/B compartments (Fig.15). With the structures determined by the HIPPS method in hand, we mapped the ATAC-Seq data onto an ensemble of conformations for Chromosome 1 from GM 12878 cell in Fig.5. It appears that accessibilities in chromosome 1 for various functions (such as nucleosome positioning and transcription factor binding regions) are spatially segregated. Such segregation between loci with high ATAC reads and those with low ATAC reads are also visually clear in other chromosomes as well (Fig.15). Remarkably, these results, derived from the HIPPS method, follow directly from the Hi-C data without creating a polymer model with parameters that are fit to the experimental data.

**Conformational Heterogeneity (CH) of A/B compartmentalization:** To quantify the extent of CH in chromosomes, we examined the variations among the 1,000 conformations generated for chromosome 5. Fig.5 shows the histogram \((P(R_g))\) of \(R_g\), the radius of gyration \(R_g\). There is considerable dispersion in \(P(R_g)\) in chromosome 5, whose overall shape is anisotropic (see Fig. 3). We then wondered what is the degree of variations in the organization of the A/B compartments? Specifically, we are interested in determining whether A/B compartments are spatially separated in a single-cell. To answer this question, we first introduce a quantitative measure of the degree of mixing between A/B compartments, \(Q_k\),

\[
Q_k = \frac{1}{N_c} \sum_i \left| \frac{n_A(i; k)/\hat{n}_A - n_B(i; k)/\hat{n}_B}{k} \right|
\]

where \(k\) is the number of the nearest neighbors of loci \(i\). In Eq. \(9\) \(n_A(i; k)\) and \(n_B(i; k)\) are the number of neighboring loci belonging to A compartment and B compartment for loci \(i\) out of \(k\) nearest neighbors, respectively \((n_A(i; k) + n_B(i; k) = k)\). With \(N_c = (N_A + N_B)\), the fraction of loci in the A compartment is \(\hat{n}_A = N_A/N_c\) and \(\hat{n}_B = N_B/N_c\) is the fraction in the B compartment where \(N_A\) and \(N_B\) are the number of A and B loci, respectively. The \(k\) neighbors of \(i\) are computed as follows. First, the distance from \(i\) to all the loci are calculated. From these distances, the \(k\) smallest values are chosen, and this process is repeated for all \(i\). Note that \(Q_k\) is length-scale invariant because it is a function of only the number of nearest neighbors, which allows us to compare the structures with different values of \(R_g\) on
FIG. 4. (a) Representative 3D reconstructed structures for all the 23 Human interphase chromosomes using the inferred distance matrices, which are calculated using Eq. 7 with $\Lambda = 117$ nm and $\alpha = 4.0$. The colors encode the genomic position of the loci. The resolution of loci is 100 kbps. Red and purple represent the 5' and 3' ends, respectively. The structures with radii of gyration that are close to the population average are selected. The structures are rendered using bond radius, $\Lambda = 117$ nm. More individual conformations are shown in Fig. 16. (b) Violin plot for the relative shape anisotropy $\kappa^2$ (Appendix H) for all the 23 chromosomes. The chromosomes are ordered with increasing of $\langle \kappa^2 \rangle$. 
equal footing. The value of $Q_k = 2$ for perfect demixing and $Q_k = 0$ implies perfect mixing between the A/B compartments. Fig. 6b shows the $P(Q_k)$ histograms for different values of $k$. The distribution is clearly skewed toward large values, indicating the demixing of the A and B compartments on the population level. However, the distributions also show that a small fraction of single-cell chromosomes conformations with $Q_k \approx 0.8$, implying mixing between A and B compartments to some extent.

**Chromosome organizations in different cell types:** Since chromosome conformations in a single cell exhibit extensive variations, it is natural to wonder how conformational heterogeneous a given chromosome is in different cells types, and if the HIPPS method can quantify these differences at the single-cell level? We are searching for differences in the conformational heterogeneity of a specific chromosome in different cell types. It is difficult to answer the question posed above precisely because the conformational heterogeneity of a chromosome in a given cell could overwhelm the analysis. Furthermore, one has to contend with high-dimensional data (each conformation has 3N coordinates) in the ensemble of conformations.

In order to delineate the differences in the conformational heterogeneities of a specific chromosome in different cell types, we used a machine learning method for analyzing large data [42]. To compare two chromosome conformations, we first normalized the distance matrix such that $\sum_{i,j} r_{ij}^2 = 1$. By so doing, we eliminate the effect of the overall size of the individual chromosome conformation, thus allowing us to compare them solely in terms of their 3D structures. We generated 1,000 structures for chromosome 21 from 7 cell types using Hi-C data [6]. Fig 7a shows the tsNE (t-Distributed Stochastic Neighbor Embedding) plot [42] for 7,000 individual chromosome conformations from 7 different cell types (1,000 conformations for each cell type). In Fig 7f, the conformations of chromosome 21 in the 2D tsNE rep-
FIG. 6. (a) Distribution of the radius of gyration, $P(R_g)$, of Chromosome 5 from GM12878 cell type. Three structures whose $R_g$ values are in the 0.15 quantile, 0.5 quantile and 0.75 quantile, respectively are shown. (b) Distribution of the degree of mixing between A/B compartments, $P(Q_k)$ (Eq.9), for Chromosome 5.

representation are shown as blue (IMR-90), red (HUVEC), and green (GM12878) dots. It is clear that the structural ensembles of chromosome 21 from different cell types have different degrees of overlap with each other. IMR-90 (fibroblast), HUVEC (umbilical vein endothelium), and GM12878 (lymphoblastoid), which are normal human cells, form compact, distinct clusters with negligible overlap with each other. In sharp contrast, the conformations of the same chromosome in HMEC (breast epithelial cell), K562 (myeloid leukemia cell in bone marrow), NHEK (epidermal keratinocytes - type of skin cell), and KBM7 (a different leukemia cell) cells display very large variations. They are not as compact and their phase space structure in terms of the low dimensional tSNE coordinates show overlapping regions (Fig 7b).

To further distinguish between conformational heterogeneity of a given chromosome in different cell types, we computed the value of $Q(k)$ described above for each chromosome, and $F(k)$, which quantifies the multi-body long-range interactions of the chromosome structure. We define $F(k)$ as,

$$F(k) = \frac{1}{kNC_0(k)} \sum_i \sum_{j \in m_i(k)} |j - i|$$  \hspace{1cm} (10)

where $k$ is the number of nearest neighbors, and $m_i(k)$ is the set of loci that are $k$ nearest neighbors of locus $i$; $F_0(k) = (1/2)(1 + k/2)$ is the value of $F(k)$ for a straight chain. From Eq[10] it follows that the presence of long-range interaction increases the value of $F(k)$. It is worth noting that $F(k)$ can also be viewed as a measure of how well the linear relation along the genome is preserved in the 3D structure. Fig[7b] shows the distributions of $F(k)$ for each cell type. GM12878 cell has the largest enrichment of long-range multi-body clusters whereas NHEK and HMEC cells have the least. However, there is extensive overlap between different cell types, as assessed by $F(k)$. Remarkably, we find that there are substantial variations in the structural ensembles of chromosome 21, and by implication others as well, not only within a single cell but also among single cells belonging to different tissues. From our perspective, it is most interesting that the HIPPS method when combined with machine learning techniques can quantitatively predict such differences.

**EVOLUTION OF CHROMOSOME STRUCTURES FROM MITOSIS TO INTERPHASE**

We next tested to ensure that our theory can also be applied to Hi-C data for different time points during the cell cycle. We apply the HIPPS method to the recent Hi-C data from Abramo et al [43] in which the Hi-C experiments were performed for HeLa cells at several time points after the arrest of the prometaphase. Fig. 8a shows the experiment Hi-C map for HeLa cell chromosome 14 at 6 different time points. The 0-hour corresponds to the arrest of prometaphase. The compartment features emerge during the cell cycle, and are visible after 2 hours. Prior to this time point, the Hi-C contact map is rather featureless.

Using the HIPPS, we obtained the ensembles of 3D structures corresponding to the 6 time points. Fig. 8b shows the superposition of 1,000 3D structures. Similar to Fig[8], each point represent one locus from one conformation. The color encodes the genomic location of each locus along the genome. Individual chromosome conformations are also shown in Fig[17]. Fig. 8b shows that the shape of the chromosome changes dramatically during the progression from the mitotic stage to the in-
values are nearly constant before 2 hour, and start to increase afterwards and reach a plateau after 6 hours when the segregation between the compartments is complete (Fig. 8).

ARE MITOTIC CHROMOSOMES HELICAL?

We have shown that the HIPPS method can be applied to the Hi-C data for different cell states, including the mitosis. We then wondered if the mitotic chromosome structures are helical. Gibcus et al [44] recently suggest that during the prometaphase the Chicken cell chromosomes adopts a helical backbone stabilized by condensin II proteins. We apply our HIPPS to Gibcus et al data [44] to test if our HIPPS method can recover such structure. Since the mitotic Hi-C maps are featureless (without any compartments or TADs), we convert the \( P(s) \) curve (computed from the Hi-C contact map) to a theoretical Hi-C map to reduce the noise and sampling error in the contact map, and then applied the HIPPS method on the resulting contact map. Furthermore, since the value of \( \alpha \) (Eq. 9) for mitotic chromosomes is not known, we test our model using four different \( \alpha \) values, \( \alpha = 3.0, 3.5, 4.0, 4.5 \). The results show that the HIPPS can reasonably reproduce the contact map (Fig. 9a) and the dependence of \( P(s) \) on \( s \) (Fig. 9b). For \( \alpha = 3.0 \), the \( P(s) \) matches the experimental curve well for all \( s \), and quantitatively for \( s > 10^6 \) bps. The optimal value of \( \alpha = 3.0 \) suggests that mitotic chromosomes may be approximately treated as a near ideal polymer. It is remarkable that without almost no adjustable parameter we can reproduce the experimental \( P(s) \) curve including the bump at \( s \approx 6\text{Mbps} \) (Fig. 9a).

To quantitatively investigate whether the mitotic chromosomes structures are helical or have other periodicity, we compute the angle correlation for each individual conformations. The angle correlation is defined as,

\[
\langle c(s, d) \rangle = \langle \hat{r}_{i,i+d} \cdot \hat{r}_{i+s,i+s+d} \rangle
\]

(11)

where \( \hat{r}_{i,i+d} \) is the vector between \( i^{th} \) and \( (i + d)^{th} \) loci, and \( d \) is the control parameter. For a perfect helical structure, \( c(s, d) \) would exhibit oscillations reflecting the helix pitch as the period. Fig. 9c shows the results for \( c(s, d) \) with \( d = 32 \). The value of \( d \) is chosen to be 32 because the resulting periodicity is most prominent. Remarkably, we find that there is clear evidence of periodicity. The Fourier transform of \( c(s) \) (Fig. 9d) shows that the most prominent peak in the amplitude spectrum is at \( s \approx 7.8\text{Mbps} \) which is in very good agreement with the value reported in Gibcus et al [44]. These authors suggested through a combination of experiments and simulations inspired by the data that 7-8 Mbps is the length of each helical turn. In addition to this peak, we also find a few less prominent peaks as marked in Fig. 9d, which suggests that the periodicity also are present at \( s \approx 2\text{Mbps} \) and \( s \approx 1\text{Mbps} \). Finer scale periodicity,
FIG. 8. (a) Comparison between Hi-C CM and the simulated CM using the HIPPS method for HeLa cell line chromosome 14 at 0, 2, 4, 6, 12 hours after the release from prometaphase. The experiment Hi-C data is taken from Gene Expression Omnibus (GEO) repository under accession number GSE133462. The simulated CM is calculated from an ensemble of 10,000 3D conformations with a chosen contact threshold whose value is determined to minimize the squared difference between the Hi-C and simulated CM. (b) Superposition of 1,000 3D structures for Chr 14 at each time point. Each point represents one locus from one conformation. The color encodes the genomic location of the loci along the genome. (c) Same cloud representation as (b) with colors indicating the A/B compartments. (d) Top: The change of $\kappa^2$ as a function of time. $\kappa^2$ is normalized by its initial ($t = 0$) value $\kappa^2(0)$. Bottom: the histogram of $\kappa^2(0)$. (e) Top: The change of the radius of gyration $R_g$ as a function of time. $R_g$ is normalized by its initial value $R_g(0)$. Bottom: the histogram of $R_g(0)$. (f) Top: The time evolution of the degree of compartmentalization $Q_k$, which is calculated using Eq. 9. Bottom: The histogram of $Q_k(0)$.

which was not reported in Gibcus et al [44], could be tested using higher resolution experiments.

Next we compute the “average” structure defined as follows. First, we generate an ensemble of 100,000 independent individual conformations. Next, we align all structures to a reference structure, with accounting for handedness. Then, the coordinates for each locus in the averaged structure is computed as the mean value of the
coordinates of that locus in each individual conformation. The results are shown in Fig. 8 for different value of $\alpha$. Clear helical pattern is obvious for $\alpha = 3.0, 3.5$ whereas it is less transparent for $\alpha = 4.0, 4.5$. Fig. 9 shows the angle correlation $c(s, d)$ with $d = 32$ in which the oscillation pattern is clearly observed. We note that such helical pattern is not obvious visually for individual conformation (Fig. 18), suggesting that mitotic chromosome conformations display a degree of heterogeneity with the presence of helical periodicity.

**DISCUSSION AND CONCLUSION**

Using an analytic expression for the distance distribution of distances between monomers in polymers and the principle of maximum entropy, and precise numerical simulations of a non-trivial model, we have provided an approximate solution to the problem of how to construct an ensemble of three-dimensional coordinates of each locus in a chromosome from the measured probabilities $(p_{ij})$ that loci pairs are in contact. The key finding that makes our theory possible is that $(p_{ij})$ is related to $(\bar{r}_{ij})$ through a power law [7, 8]. The average mean spatial distances are then used as constraints to obtain an ensemble of structures using the maximum entropy principle. The physically well-tested theory, leading to the HIPPS method, allowed us to use the Hi-C contact map and create an ensemble of three-dimensional chromosome structures for any species without any underlying model. The theory is general enough that sparse data from Hi-C and FISH experiments may be combined to produce the 3D structures of chromosomes for any species.

The HIPPS method could be improved in at least two ways. First, the theory relies on Eq. [7] which relates the average contact probability between two loci to the mean distance between them. Even though choosing $\alpha = 4.0$ in Eq. [7] provides a reasonable description of the sizes of all the chromosomes it should be treated as a tentative estimate. More precise data, accompanied by an analytically solvable polymer model containing consecutive loops, is prevalent in the chromosomes, could produce more accurate structures. Second, as the resolution of Hi-C map improves the size of the contact matrix will not only increase but the matrix would be increasingly sparse because of the intrinsic population and conformational heterogeneities. Thus, mathematical theories for dealing with sparse matrices will have to be utilized in order to extract chromosome structures.

We should emphasize that if the chromosome structures are used in conjunction with an underlying accurate polymer model then the HIPPS method could also be used to predict structures of chromosomes in single cells, which would shed light on the extent of their conformational heterogeneity. Ultimately, this might well be the single most important utility of our theory.

**APPENDIX A: SIMULATION DETAILS**

The GRMC is a variant of a model introduced previously [9] as a caricature of physical gels. Recently, we used the GRMC [8] as the basis to characterize the massive heterogeneity in chromosome organization. The energy function for the GRMC is [8],

$$U(r_1, ..., r_N) = \sum_{i=1}^{N-1} U_i^S + \sum_{(p,q)} U_{(p,q)}^L. \quad (12)$$

For the bonded stretch potential, $U_i^S$, we use,

$$U_i^S = \frac{k}{2} (|r_{i+1} - r_i| - a)^2, \quad (13)$$

where $a$ is the equilibrium bond length. The interaction between the loop anchors is modeled using,

$$U_{(p,q)}^L = \frac{\omega}{2} (|r_p - r_q| - a)^2 \quad (14)$$

where the spring constant may be associated with the CTCF facilitated loops. The labels $\{p, q\}$ represent the indices of the loop anchors, which are taken from the Hi-C data [6].

The energy function for the ideal Rouse chain simulated in this work is,

$$U(r_1, ..., r_N) = \sum_{i=1}^{N-1} U_i^S, \quad (15)$$

which is obtained from the energy function for GRMC by eliminating the loop constraints (setting $\omega = 0$ in Eq. [14]).

In order to accelerate conformational sampling, we performed Langevin Dynamics simulations at low friction [15]. The total number, $N$, of monomers is 10,000. We simulated each trajectory for $10^6$ time steps, and saved the snapshots every 10,000 time steps. We generated ten independent trajectories, which are sufficient to obtain reliable statistics (see Fig.S8).

**APPENDIX B: DATA ANALYSES OF THE SIMULATION DATA**

The contact probability between the $m^{th}$ and $n^{th}$ loci in the simulation is calculated using,

$$P_{mn} = \frac{1}{TM} \sum_{a=1}^{M} \sum_{t=1}^{T} \Theta(r_c - |r_m^{(a)}(t) - r_n^{(a)}(t)|), \quad (16)$$

where $\Theta(\cdot)$ is the Heaviside step function, $r_c$ is the threshold distance for determining the formation of contacts, the summation is over the snapshots along the trajectory, and $M$ is the total number of independent trajectories, and $T$ is the number of snapshots in a single trajectory.
FIG. 9. (a) Comparison between the theoretical Hi-C CM (described in the text) and the simulated CM for $\alpha = 3.0, 3.5, 4.0, 4.5$. (b) Experimental and simulated contact probability profiles $P(s)$ for different values of $\alpha$. (c) Angle correlation function $c(s; d)$ for individual structures and the average curve $\langle c(s; d) \rangle$ (black curve). The value of $d$ is 32. (d) Fourier transform of average $c(s; d)$. Three peaks are marked with corresponding length scales in terms of number base pairs. (e) Angle correlation function $c(s; d)$ with $d = 32$ computed from the average structures shown in (f). (f) The averaged structure for $\alpha = 3.0, 3.5, 4.0, 4.5$. A total number of 100,000 random independent individual structures are used to compute the average structure.

The mean spatial distance between the $i^{th}$ and the $j^{th}$ loci in the simulations is calculated using,
\[
(R_{mn}) = \frac{1}{TM} \sum_{a=1}^{M} \sum_{t=1}^{T} |r_{mn}^{(a)}(t) - r_{mn}^{(a)}(t)|.
\]

The objective is to calculate \( \langle R_{mn} \rangle \) from \( P_{mn} \), and to determine, if in so doing, we get reasonably accurate results. Because these quantities can be computed precisely for the GRMC, the \([P_{mn}, \langle R_{mn} \rangle] \) relationship can be rigorously tested.

**APPENDIX C: BLOCK AVERAGE**

Fig. 10 shows the procedure used for the block average procedure when dealing with several vanishing (or very small) contact probabilities \( P_{mn} \). Such a method could be used for (almost) any sparse matrix. Let the size of original contact matrix (CM) be \( N \times N \). By setting a coarse-grained level \( n \), the original CM is divided into blocks, each with size \( n \times n \). The new coarse-grained CM is constructed in such a way that the values of elements in each block. We then demonstrate that this coarse-graining procedure does not alter the structural information embedded in the original CM.

**APPENDIX D: DERIVATION OF A LOWER BOUND FOR THE SPATIAL DISTANCE IN TERMS OF CONTACT PROBABILITY**

Let us use \( \bar{r} \) and \( \langle \cdot \rangle \) to denote the average over each genome conformations in a single homogeneous population and the average over each individual subpopulations, respectively. The separate averages account for PH and CH. Here, \( \bar{r}_{ij} \) and \( p_{ij} \) are the mean spatial distance and the contact probability between loci \( i \) and \( j \) for a single homogeneous (sub)population. \( \langle \bar{r}_{ij} \rangle \) and the \( \langle p_{ij} \rangle \) are the mean spatial distance and the contact probability between loci \( i \) and \( j \) measured for the whole population. It is easy to see that if the population is homogeneous, we have \( \langle \bar{r}_{ij} \rangle = \bar{r}_{ij} \) and \( \langle p_{ij} \rangle = p_{ij} \).

In this appendix, we prove that there exists a theoretical lower bound for \( \langle \bar{r}_{ij} \rangle \) for a given value of \( \langle p_{ij} \rangle \). We assume that for a homogeneous population, where only one cell population is present, there exists a convex and monotonic decreasing function relating the contact probability between two loci and their mean spatial distance, \( \bar{r}_{ij} = \phi(p_{ij}) \). For better readability, we will neglect the suffix \( ij \) from now on. For a heterogeneous population, the contact probability is calculated as,

\[
\langle p \rangle = \int_{0}^{r_{c}} \int_{0}^{\infty} d\bar{r} K(\bar{r}) P(r|\bar{r})
= \int_{0}^{r_{c}} d\bar{r} K(\bar{r}) \int_{0}^{\infty} d\bar{r} P(r|\bar{r})
= \int_{1}^{\infty} p K(\phi(p)) \frac{d\bar{r}}{dp} dp
= \int_{1}^{\infty} p \psi(p) dp
\]

where \( K(\bar{r}) \) is the distribution of \( \bar{r} \) for all the subpopulations (accounts for PH), and \( P(r|\bar{r}) \) is the distribution of spatial distance for a single subpopulation (accounts for CH) given its mean value \( \bar{r} \). \( r \) is the threshold distance for determining the contact. Note that \( p = \int_{0}^{r_{c}} d\bar{r} P(r|\bar{r}) \) by definition. \( \psi(p) \equiv K(\phi(p))(d\bar{r}/dp) \) is the probability measure of \( p \) over individual subpopulation. Since \( \phi \) is a convex function, according to Jensen’s inequality, we have,

\[
\phi(\langle p \rangle) \leq \langle \phi(p) \rangle = \int \phi(p) \psi(p) dp
\]

Replace the \( \psi(p) \) by \( K(\phi(p))(d\bar{r}/dp) \). We obtain,

\[
\phi(\langle p \rangle) \leq \int \phi(p) K(\phi(p)) \frac{d\bar{r}}{dp} dp
= \int \bar{r} K(\bar{r}) d\bar{r} = \langle \bar{r} \rangle
\]

Eq. 20 shows that the lower bound for \( \langle \bar{r} \rangle \) is the mean spatial distance inferred from the \( \langle p \rangle \) as if the population of genome is homogeneous. In other words there is only one single population without PH.

To demonstrate the validity of Eq. 20, we consider the special case where there are only two distinct discrete subpopulations. In this case, it is obvious that \( \langle \bar{r} \rangle = \eta \bar{r}_1 + (1-\eta) \bar{r}_2 \) and \( \langle p \rangle = \eta p_1 + (1-\eta)p_2 \). Note that \( \bar{r}_1 = \phi(p_1) \) and \( \bar{r}_2 = \phi(p_2) \). Let us denote \( p_1 = x \) and \( p_2 = y \). Given the value of the contact probability \( \langle p \rangle \), we show that the lower bound for \( \langle \bar{r} \rangle \) is \( \phi(\langle p \rangle) \). This is equivalent to the optimization problem,

\[
\text{maximize } f(x,y) \\
\text{subject to } g(x,y) = 0
\]

where \( f(x,y) = -\eta \phi(x) - (1-\eta)\phi(y) \equiv -\langle \bar{r} \rangle \) and \( g(x,y) = \eta x + (1-\eta)y - \langle p \rangle \). The Lagrange multiplier is \( \mathcal{L}(x,y,\phi) = f(x,y) - \phi g(x,y) \). Using the condition that \( \nabla_{x,y,\phi} \mathcal{L}(x,y,\phi) = 0 \), it can be shown that \( f(x,y) \) is maximized when \( x = y \). Thus, we proved that \( \langle \bar{r} \rangle \) is minimized when \( p_1 = p_2 \) and its minimum value is \( \phi(\langle p \rangle) \). This is also graphically illustrated in Fig. 2 in the main text.
FIG. 10. (a) Illustration of block average performed on sparse contact map matrix (⟨P⟩). There are zero value elements in the original ⟨P⟩ (matrix on the left). When constructing the distance matrix, ⟨¯R⟩, from such ⟨P⟩, the zero value contact probability would naively imply that ⟨¯r⟩ → ∞. To overcome this problem, we use block averages. The original N × N ⟨P⟩ are replaced by blocks with size n (red blocks on top left). The value of the matrix element in each block is computed as the mean value of the original elements in each block (matrix on the right). The size of the matrix is reduced from N to N/n where n is the normalization factor. The same procedure could also be applied to ⟨¯R⟩.

(b) Block average does not alter the information embedded in the original ⟨P⟩ and the calculated ⟨¯R⟩. Rs is computed for different values of the normalization factor, n. The insensitivity of the results to the block averaging justifies its use in overcoming the problem of missing data points on the ⟨P⟩.

APPENDIX E: CONNECTION BETWEEN THE CONTACT PROBABILITY AND MEAN SPATIAL DISTANCE

For a self-avoiding homopolymer, the distance distribution between two monomers along a polymer chain is [40],

\[ P(r|\bar{r}) = A(r/\bar{r})^{2+g} \exp(-B(r/\bar{r})^\delta) \]  

(22)

where r is the distance between two monomers, \( \bar{r} \) is the mean distance between them. g is “correlation hole” exponent, and \( \delta \) is related to the Flory exponent by \( \delta = 1/(1 - \nu) \). Given the contact threshold, the contact probability \( p \) between the two monomers is

\[ p = \int_0^{r_c} P(r|\bar{r}) dr \]  

(23)

If the contact threshold is small compared to the size of the chain \( r \ll \bar{r} \), the integral can be approximately evaluated as,

\[ p = \lim_{r_c \to 0} \int_0^{r_c} P(r|\bar{r}) dr \]  

(24)

\[ = \lim_{r_c \to 0} \int_0^{r_c} A(r/\bar{r})^{2+g} \exp(-B(r/\bar{r})^\delta) dr \]

\[ \sim \bar{r}^{-(3+g)} \]
Thus, the contact probability between two monomers, \( p \), is connected to their mean distance \( \bar{r} \) by a scaling exponent, \(-3+g\). For an ideal chain, \( g = 0 \), we recover the asymptotically exact relation \( p \sim \bar{r}^{-3} \). For a self-avoiding chain, there are three cases \([46]\): (i) two monomers are at the two ends of the chain. (ii) one monomer is in the chain interior, while the other is at the end. (iii) two monomers are located in the central part of a chain. The correlation hole exponents corresponding to the three monomers are located in the central part of a chain, while the other is at the end. (iii) two monomers in case (ii), and \( p = \bar{r}^{-3.46} \) for contact between two monomers in case (ii), and \( p = \bar{r}^{-3.71} \) for the contacts between two monomers located in the chain interior.

For polymers in poor solvents (likely more relevant to the Human interphase chromosomes), the value of \( g \) is not well known. Using simulations, Bohn et al \([17]\) showed that for an equilibrium collapsed homopolymer chain, \( g = -0.11 \) for two ends of the chain. This leads to the contact probability between two ends of an equilibrium homopolymer globule and the mean distance \( p = \bar{r}^{-2.89} \). But the values of \( g \) for scenarios (ii) and (iii) are unknown. In addition, copolymer and out of equilibrium states of chromosomes further complicate the theoretical calculations. Hence, the theoretical estimate of the relation between \( p \) and \( \bar{r} \) for chromosomes is not known rigorously. Nevertheless, we expect based on the arguments given here that a power law connecting \( p \) and \( \bar{r} \) ought to exist. We use the relation based on experimental data and our previous study \([29]\).

**APPENDIX G: ITERATIVE SCALING ALGORITHM FOR MAXIMUM ENTROPY PRINCIPLE**

Here, we describe the algorithm for obtaining the \( k_{ij} \) s in Eq.8. The algorithm we adopted is iterative scaling \([30, 31]\). Denote \( k_{ij}(t) \) as the value of \( k_{ij} \) at \( t^{th} \) iteration, it is updated according to,

\[
k_{ij}(t + 1) = k_{ij}(t) + \frac{r}{\sum_{l<j} \langle r_{ij}^2(t) \rangle} \ln \frac{\langle r_{ij}^2(t) \rangle}{\langle r_{ij}^2 \rangle}
\]

where \( r \) is the learning rate. \( \langle r_{ij}^2(t) \rangle \) is the average squared pairwise distance at \( t^{th} \) iteration and \( \langle r_{ij}^2 \rangle \) is the targeted squared pairwise distance. Generally, the value of \( \langle r_{ij}^2(t) \rangle \) can be estimated by numerical sampling methods, such as Monte-Carlo simulation or Langevin Dynamics, under the values of parameters \( k_{ij}(t) \). In this particular case, \( \langle r_{ij}^2(t) \rangle \) can be directly computed since \( P^{\text{MaxEnt}} \) is a multivariate normal distribution. Following the derivation in our previous work \([8]\),

\[
\langle r_{ij}^2(t) \rangle = 3\sigma_{ij}^2(t)
\]

where \( \sigma_{ij}^2 = \Omega_{ii} + \Omega_{ij} - 2\Omega_{ij} \). \( \Omega_{ii}, \Omega_{ij} \) and \( \Omega_{ij} \) are the elements of the matrix \( \Omega \) which is defined as \( \Omega = -V\Lambda^{-1}V^T \). \( V \) and \( \Lambda \) are computed through the eigen-decomposition of the connectivity matrix \( K \) such that \( K = V\Lambda V^T \). The connectivity matrix \( K \) is defined as, \( K_{ij} = k_{ij} \) for \( i \neq j \) and \( K_{ii} = -\sum_{j \neq i} k_{ij} \).

To demonstrate the effectiveness of the algorithm, Fig.11 shows the comparison between targeted average distance matrix and simulated average distance matrix at different iteration steps. It is clear that after a sufficient number of steps, the simulated distance matrix converges to the targeted one with high accuracy.

**APPENDIX H: RELATIVE SHAPE ANISOTROPY**

To quantify the shape of each chromosome conformation, we calculate the relative shape anisotropy \( (\kappa^2) \) using,

\[
\kappa^2 = \frac{3}{2} \frac{\lambda_1^2 + \lambda_2^2 + \lambda_3^2}{(\lambda_1 + \lambda_2 + \lambda_3)^2} - \frac{1}{2}
\]

where \( \lambda_{1,2,3} \) are the eigenvalues of the gyration tensor. The bounds for \( \kappa^2 \) is \( 0 \leq \kappa^2 \leq 1 \), where 0 is for highly symmetric conformation and 1 corresponds to a rod.

**APPENDIX I: PROCESSING ATAC-SEQ DATA**

Each monomer/locus in the 3D structures generated is assigned a value representing its ATAC signal. We use ATAC BED file from GEO repository GSE47753. The original data, however, needed to be processed in order to use in conjunction with our model. The procedure is illustrated in Fig.12. Each line in the BED file corresponds to a ATAC peak, associated with the peak value and the start and end genomic positions of the segment. In our model, each monomer represents a 100kbps genome segment. We count how many basepairs are overlapped between the segment represented by a single locus in our model and the segment in the ATAC-seq data. The contribution of the locus to ATAC signal value is computed proportionally from the peak value. For instance, the segment in the ATAC data that has a peak value of 100, and whose length is 50 kbps, would have an overlap of length 30kbps with te locus. The contribution of ATAC signal from the segment in the ATAC-seq data is \((30/50)*100 = 60\). If a segment has no data in the ATAC BED file, we set the peak value to zero.

**APPENDIX J: CODE AVAILABILITY**

The code for the HIPPS method presented in this work and its detailed user instruction can be accessed at the Github repository \( \text{https://github.com/anyuzx/\text{HIPPS-DIMES}} \).
FIG. 11. (a) Comparison between the targeted distance matrix (lower triangle) and the distance matrix at different iteration steps. At iteration step 1,000, we achieve good agreement with targeted distance matrix. (b) The error as a function iteration steps. The error is defined as the L2 norm between targeted distance matrix and simulated distance matrix. (c) The scatter plot between targeted \( \langle r_{ij}^2 \rangle \) and \( \langle r_{ij}^2(t) \rangle \) at \( t = 1000 \). The pearson correlation coefficient between \( \langle r_{ij}^2 \rangle \) and \( \langle r_{ij}^2(t = 1000) \rangle \) is 0.92.

The program is used as a Python script. The script accepts a Hi-C contact map or a mean spatial distance map as an input, and generates an ensemble of individual conformations. The Hi-C contact map can be in either cooler format or pure text format. The output conformations are in .xyz format, which users can use to compute various quantities of interest or can be rendered using VMD or other compatible softwares.

The script accepts a number of options. A partial list of available options are the following,

- Number of individual conformations to be generated.
- Number of iterations of iterative scaling
- Value of learning rate \( r \) in Eq. 25
- The Chromosome region of interest

A detailed set of instructions and examples are provided on the Github page.

FIG. 12. The procedure for processing ATAC-seq peak data. The raw ATAC-seq read counts data is illustrated at the top track. Each chromatin segment has a read count value. The segments are not distributed uniformly, but have different lengths, and have missing parts. In our model, each locus has a fixed genomic length. Thus, to estimate the read counts associated with each locus, we calculate the contribution from the original ATAC-seq segments (blue track) to the segments represented by the locus (yellow track).
FIG. 13. Superposition of an ensemble of 3D structures for all 23 chromosomes. A total number of 1,000 conformations are aligned and superimposed for each chromosome. Each point represents one locus from a single conformation, with color representing the genomic location of the locus along the genome.
FIG. 14. Superposition of an ensemble of 3D structures for all 23 chromosomes. A total number of 1,000 conformations are aligned and superimposed for each chromosome. Each point represents a single locus from one conformation, with colors representing the A/B compartments. Note that the A/B compartments do not necessarily correspond to the same epigenetic state across different chromosomes since the assignment of label A or label B is arbitrary.
FIG. 15. An ensemble of 3D structures for all 23 chromosomes obtained from 1,000 conformations that are aligned and superimposed for each chromosome. Each point represents one locus from one conformation. The colors encode the ATAC-seq signal values.
FIG. 16. More individual conformation for all 23 chromosomes for GM12878 cell line. Six individual conformations are shown for each chromosome. The colors encode the genomic position of the loci. Red and blue represent the 5’ and 3’ ends, respectively. The resolution of loci is 100 kbps.
FIG. 17. Individual conformation for chromosome 14 for HeLa cell line at 0, 2, 4, 6, 12 hours. Four individual conformations are shown for each time point. Each individual conformation is generated randomly. The colors encode the genomic position of the loci. Red and blue represent the 5' and 3' ends, respectively.
FIG. 18. Individual conformation for chromosome 7 for chicken DT-40 cell line. Six individual conformations are shown. Each individual conformation is generated randomly. The colors encode the genomic position of the loci. Red and blue represent the 5' and 3' ends, respectively.
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