ANALYSIS OF SUPER MARKET USING ASSOCIATION RULE MINING
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Abstract: Supermarket analysis is a process to analyze the buyer’s habits to discover the correlations between the different items in their shopping cart. The findings of these correlations can help the retailers to establish a profitable sales strategy by considering frequently purchased items together by customers. Association rule mining is one of the famous data mining techniques used to discover the correlations between one item to another. Association rule mining technique has number of algorithms, but this research focuses on the effectiveness of the combination of the two association rule mining algorithms that are apriori algorithm and eclat algorithm for supermarket analysis. The collaboration of both the algorithms revealed that both methods use the same concept with different criteria of processing the association rules, but the rules itself remains the same.
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I INTRODUCTION

Data mining is a process which is defined as to extract some useful information from huge volume of database to make crucial business decisions [1]. It is also concerned with the analysis of data and the use of software techniques for finding out hidden and unexpected patterns and correlations between sets of data [2]. So, the data mining mainly focuses on discovery of hidden and unexpected patterns. Data mining and artificial intelligence techniques are used to find out correlations between two or more variables [3].

Association rule mining is one of an important technique of data mining for knowledge discovery. The knowledge of the correlation between the items in the data transaction can use association rule mining [4]. It is a very famous technique for discovering correlations between variables in the huge databases [5]. It is a kind of supervised learning. Supervised learning found that the knowledge is based on the generated rules. The system of the correlation from each item can be knowledge to identify the future strategy obligation [6].

II Supermarket Analysis

Supermarket analysis is one of an application area of association rule mining technique [7]. Supermarket analysis is used to discover the system of correlation between one item to another. The possible percentage of the correlation of combined items gives the new knowledge. Therefore, it is a very helpful for determiner to take the decisions [8, 9].

For more details can be viewed at the following example: suppose that at supermarket, to answer the question “What are the items that may be frequently purchased together?”

To answer this question, supermarket analysis can be done on the purchase transaction data in the store. The result can be applied to sales planning such items frequently purchases together are placed close together [10]. There are two basic algorithms of association rule mining to find frequent itemset that are apriori algorithm and eclat algorithm.

III ASSOCIATION RULE MINING

An association rule mining is introduced in data mining to find out hidden patterns in large data sets and drawing inferences on how a subset of items impact the presence of another subset [11]. An association rule is one of the forms A → B, where A is an “antecedent” (if part) and B is the “consequent” (then part). Here variables A and B are the item sets and the rule(A → B) means that customer who purchase an item set A are expected to purchase an item set B with the probability %c, where c is called confidence[12]. Interestung measures of association rules are support and confidence.

Support(S): It is defined as the ratio of occurrence of two items and total number of transactions.

\[ S(A, B) = \frac{\text{No. of Transactions containing both } A \text{ and } B}{\text{Total No. of Transactions}} \]

Confidence(C): It is defined as ratio that how many instances satisfy the rule of an antecedent.

\[ C(B|A) = \frac{\text{No. of Transactions containing both } A \text{ and } B}{\text{No. of Transactions containing } A} \]
Let us consider the following example:

| Customer ID | Item Purchased | Item Purchased |
|-------------|----------------|----------------|
| 1           | Burger         | Coke           |
| 2           | Bread          | Butter         |
| 3           | Burger         | Mineral Water  |
| 4           | Snacks         | Coke           |

Now, if A is “Purchased Burger” and B is “Purchased Coke”, then support and confidence are calculated as:

- Support = S (A and B) = 1/4
- Confidence = C (B/A) = 1/2

Item sets that satisfy minimum support and minimum confidence are known as strong association rules [13].

IV APRIORI ALGORITHM

This algorithm has been often utilized for mining of frequent item sets and to find associations. The real distinction in Apriori is the less hopeful item sets it produces for testing in every database pass. The quest for association guidelines is guided by two parameters: support and confidence. Apriori gives back an association guideline on the off chance that its support and confidence qualities are above client characterized limit values. It is a breadth first search algorithm. The yield is requested by confidence. On the off chance that few principles have the same certainty then they are requested by support [14]. In this manner Apriori supports more certain tenets and portrays these guidelines as additionally intriguing. The working of Apriori calculation is decently relies on the Apriori property which expresses that” All nonempty subsets of a regular item sets must be frequent’. Apriori essentially traverses the tree in BFS (breadth first search), it implies it first checks for the item set of size 1 and after that further for the item arrangement of size 2 and so on. Apriori surveys the support of item sets may be by checking each of item set which the exchanges contains inside, or by navigating for an exchange each subset of the most as of late handled size and expanding the related item set counters [15].

V ECLAT ALGORITHM

Eclat creates less number of succession tables which sets aside less time for frequent accessed patterns to examples when contrasted with apriori. In apriori if huge data is their then it takes colossal time to create the successive frequent accessed patterns. Eclat execution speaks to the arrangement of exchanges as a bit network and meets columns give the backing of thing sets[16]. It takes after a profundity first traversal of a prefix tree. Eclat, explores the prefix tree top to bottom first demand, being backwards to apriori. It just implies that, it broadens a thing set prefix until and unless it reaches to the limit in the middle of the rare and continuous item sets and afterward further backtracks to process the nearing prefix. Eclat figures the support of each and every item set by making the rundown of the considerable number of identifiers of exchanges that contain the itemsets. It utilizes the methodology of crossing two arrangements of exchange identifiers for two distinctive item sets just by a solitary item or together frame the thing set as of late prepared [17].

VI EXPERIMENTAL SETUP & RESULTS

For implementing both apriori and eclat algorithms we’ve used the R Environment with various user defined and system defined libraries. We have used stocks dataset consisting of 200 records of various items for implementing both the algorithms.

User Libraries:
- arules
- arulesViz

System Libraries:
- matrix
- grid

Apriori algorithm is best for small datasets where the minimum number of candidate have been generated and Eclat algorithm is good for large databases where data is huge in numbers. Therefore, this will be the best idea to use both the algorithms collectively. This will make an easier and systematic approach for extracting knowledge.

A threshold or limit can be set for the transactions. If transactions exceed the limit then Eclat algorithm should be used, but if transaction does not exceed the limit then ultimately Apriori algorithm should use. At the end set of association rules has been generated.

A decision support system based on apriori and eclat algorithm will boost the efficiency of the decision making process based on the associations obtained.

➢ In this research work, we set the threshold on number of columns of stocks dataset. Here number of columns of the given dataset satisfy the given threshold, therefore apriori algorithm executes followed by the given below parameter specifications.
Here apriori algorithm executes and create 61 set of association rules. As first rule described as \{I2=shopping bags\} \(\Rightarrow\) \{I5=bottled water\} with high support (0.010), confidence (1).

If the number of columns of the given dataset exceeds the given threshold, then eclat algorithm executes followed by the given below parameter specifications.
Here eclat algorithm executes and create 211 set of association rules. As first rule described as \{I2=canned bear, I6=whole milk\} with high support (0.010).

VII CONCLUSION

In this paper, the findings of association rules from both algorithms concludes that both the algorithms collectively work better by giving best results as apriori algorithm serves better for small datasets by giving accurate results whereas eclat algorithm serves better for large datasets by taking less execution time and by creating less number of tables for dataset.
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