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ABSTRACT

Multi-task learning ideally allows embodied agents such as robots to acquire a diverse repertoire of useful skills. However, many multi-task reinforcement learning efforts assume the agent can collect data from all tasks at all times, which can be unrealistic for physical agents that can only attend to one task at a time. Motivated by the practical constraints of physical learning systems, this work studies lifelong learning as a more natural multi-task learning setup. We present an approach that effectively leverages data collected from previous tasks to cumulatively and efficiently grow the robot’s skill-set. In a series of simulated robotic manipulation experiments, our approach requires less than half the samples than learning each task from scratch, while avoiding the impractical round-robin data collection scheme. On a Franka Emika Panda robot arm, our approach incrementally solves ten challenging tasks, including bottle capping and block insertion.

1 INTRODUCTION

General-purpose embodied agents ideally should be capable of learning and performing a multitude of tasks. Multi-task learning paves a promising path towards such agents by capitalizing on structure shared between tasks to learn them more efficiently (Rusu et al., 2016a; Parisotto et al., 2016; Teh et al., 2017; Hausman et al., 2018; Riedmiller et al., 2018; Yu et al., 2020). However, the standard multi-task reinforcement learning paradigm, which requires data collection from each task in round-robin fashion, can often be unrealistic for embodied agents such as physical robots, which can only attend to one physical workspace at a time. Beyond the impracticality of the framework, it also limits the flexibility in the way tasks are assigned. A robot may encounter new tasks that it needs to learn over the course of its lifetime. For example, the demands of factory robots can vary based on the product being built; the capabilities of service robots may need to grow to accommodate a larger client base. Instead, a more natural multi-task learning setup for physical agents is that of lifelong learning, wherein tasks are learned in sequence.

Two core challenges of lifelong learning are to enable forward transfer, i.e. reusing knowledge from previous tasks to more efficiently learn new tasks, while mitigating negative backward transfer or catastrophic forgetting (McCloskey & Cohen, 1989; Kirkpatrick et al., 2017). Prior works have shown that the latter can be addressed by maintaining and replaying prior experiences (Isele & Cosgun, 2018; Rolnick et al., 2019; Chaudhry et al., 2019; Buzzega et al., 2020; Balaji et al., 2020). Since real robotic systems are more often bottlenecked by the the time it takes to collect data than by hard drive memory, we adopt this replay approach, assuming complete memory of past experiences, and focus on former challenge of enabling forward transfer across a sequence of tasks.

Prior work that address the forward transfer aspect of the lifelong learning problem primarily focus on the transfer of weights (Caruana, 1997; Fernández & Veloso, 2006; Rusu et al., 2016b; Schwarz et al., 2018; Julian et al., 2020), e.g.,
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Figure 1: A Franka Emika robot arm learns a sequence of manipulation tasks, including block insertion and bottle capping, by retaining experience from previous tasks. Our algorithm can learn a sequence of tasks with different setups and objectives with fewer samples compared to when each task is learned from scratch.
In our framework, we perform two steps during each new task. First, we pre-train on the experience from earlier tasks (left). To align the data to the same objective, we use the underlying reward function of the upcoming task to relabel this experience before pre-training. Second, we learn online in the robot’s physical environment and gather new data to continuously improve the robot’s policy until the task is solved (right).

by fine-tuning the previously trained neural network weights that represent the value function or policy. However, in retaining only the neural network weights, these methods may discard important information from the past experiences that are relevant to future tasks. Thus, our work aims to additionally transfer the previously collected low-level experience, in the form of \((s, a, s', r)\) tuples saved in the replay buffer. Rather than leveraging the past experiences with standard experience replay, we propose to prioritize samples based on their utility for new tasks.

Since each task can significantly differ in their transition dynamics and reward functions, naively training on the previously collected samples suffers from sample selection bias (Cortes et al., 2008). Hence, when drawing upon samples from previous tasks, we should correct this bias by selectively identifying the most relevant samples for the new task. We measure the similarity between the past samples and the current task’s transition dynamics to determine which samples to transfer in the online fine-tuning phase. Consequently, previously-collected samples that are relevant to the target task are used to simulate sampling in the real environment, both accelerating and stabilizing fine-tuning. This method of experience transfer, as we show in our experiments, complements and can be combined with other mediums of transfer such as of the previously trained weights of policy networks.

The core contribution of this work is a framework for efficient lifelong reinforcement learning that is suitable for physical robots (depicted in Fig. 2). In particular, our algorithm performs two distinct stages at the arrival of each new task: (1) it pre-trains a policy on the prior experience stored in its replay buffer, and (2) it improves the policy with selective data replay. Notably, both stages leverage previously collected data, and we find in an ablation study that each component serves an important role in our framework. Our simulated experiments consider two lifelong RL problems: a sequence of key-insertion tasks and a sequence of valve-turning tasks. On both problems, our approach considerably improves upon existing methods for sequential transfer, including Progressive Nets (Rusu et al., 2016b) and DARC (Eysenbach et al., 2021). Finally, we evaluate the efficacy of our approach on a sequence of ten challenging tasks with varying objectives and physical setups with a Franka Emika robot arm (see Fig. 1). It requires only 100K time-steps to learn ten tasks and achieves a 2x improvement over learning each task from scratch.

2 RELATED WORK

Reinforcement learning has allowed robotic agents to autonomously learn an impressive array of skills (Kober et al., 2013; Levine et al., 2016), from locomotion (Kohl & Stone, 2004; Tedrake, 2004; Haarnoja et al., 2018a; Lee et al., 2020) to the manipulation of diverse objects (Gu et al., 2017; Kalashnikov et al., 2018; Lee et al., 2019; Andrychowicz et al., 2020). However, robotic RL setups are often only designed with the goal of solving an individual task in mind. As a result, the lifetime of these learning agents begins and ends with a single task, and each new task is to be learned from scratch. With the risks associated with physical interactions in the real world, this is not a practical approach for a robot to learn a diverse set of skills. Therefore, in the design of our algorithm, we emphasize data efficiency when solving a series of tasks.

In principle, if the agent leverages knowledge accrued from previously-solved tasks, then it should learn new ones more efficiently than from scratch (Taylor & Stone, 2009; Lazaric, 2012; Wang et al., 2017; Finn et al., 2017; Nagabandi et al., 2019; Zhao et al., 2020; Arndt et al., 2020; Song et al., 2020). In RL agents, this knowledge can be transferred through representations (Rusu et al., 2016b; Devin et al., 2017), learned models (Finn & Levine, 2017), network
weights (Fernández & Veloso, 2006; Rusu et al., 2016a), or experiences (Kaelbling, 1993; Taylor et al., 2008; Lazaric et al., 2008; Andrychowicz et al., 2017; Tirinzoni et al., 2018; Tao et al., 2020). Our work focuses on the transfer of weights and experiences, which we view as general and complementary forms of knowledge. Multi-task learning also aims to transfer knowledge across tasks but achieves this by learning the set of tasks together (Parisotto et al., 2016; Teh et al., 2017; Hausman et al., 2018; Yang et al., 2020; Yu et al., 2020). This framework has allowed robots to learn a range of goal-based tasks (Kaelbling, 1993; Andrychowicz et al., 2017) and other tasks that only differ in their reward functions, but may be less practical when each task has a unique physical setup. Unlike these prior works, we study the sequential transfer learning problem where data can only be collected from the current task rather than in a round-robin fashion, and study how to efficiently solve a sequence of tasks on a real robot manipulator.

A common form of sequential transfer is to reuse the weights of a policy network by fine-tuning them to the new task (Fernández & Veloso, 2006; Julian et al., 2020) or distilling the learned behavior (Levine et al., 2016; Rusu et al., 2016a; Parisotto et al., 2016; Schmitt et al., 2018). While learned policies and value functions readily offer prior task information in a compact form, they become less useful as the optimal policies between tasks are less similar. On the other hand, the raw experience accumulated from earlier tasks cannot be immediately used to generate behavior—we have to expend computational resources to optimize a policy with this data for example. Additionally, not all experiences may be relevant to the target task, which can be addressed by prioritizing samples by their relevance (Taylor et al., 2008; Lazaric et al., 2008; Tirinzoni et al., 2018; Tao et al., 2020; Eysenbach et al., 2021). Despite these challenges, individual experience samples also represent the most complete as well as unprocessed form of knowledge from a task, and hence can be used in flexible ways. For example, they can be used to optimize auxiliary objectives (Isele & Cosgun, 2018), combat catastrophic forgetting (Rolnick et al., 2019), and accelerate learning of new tasks (Andrychowicz et al., 2017; Yin & Pan, 2017; Tao et al., 2020). Nonetheless, none of these prior methods study lifelong learning of a sequence of physical robotic manipulation tasks. Our approach combines the strengths of weight and experience transfer to improve the data efficiency of sequential robotic task learning, and significantly outperforms prior methods in our experiments.

In many continual learning setups, the algorithm has a fixed storage budget, and must select existing samples to discard from its replay buffer. Prior work has proposed selection strategies such as reservoir sampling (Rolnick et al., 2019; Chaudhry et al., 2019; Buzzega et al., 2020; Balaji et al., 2020), which uniformly samples a datapoint to discard, and maximizing measures like surprise (Isele & Cosgun, 2018; Sun et al., 2021), diversity (Aljundi et al., 2019; Bang et al., 2019; Chaudhry et al., 2019; Buzzega et al., 2020; Balaji et al., 2020), which uniformly samples a datapoint to discard, and maximizing measures like surprise (Isele & Cosgun, 2018; Sun et al., 2021), diversity (Aljundi et al., 2019; Bang et al., 2019; Chaudhry et al., 2019; Buzzega et al., 2020; Balaji et al., 2020), or coverage of the state space (Isele & Cosgun, 2018). Our work sidesteps this problem by assuming the ability to retain all previous samples, since many robot learning settings are bottlenecked more by the speed of physical data collection than by hard disk size. With modern compute and hard drives, it is often practical to accumulate a significant amount of data and indeed modern machine learning systems have been most successful when trained on broad datasets that are much larger than those typically used for training robots (Krizhevsky et al., 2012).

3 Preliminaries

A task is defined by a Markov decision process with a continuous state space $S$ and action space $A$. The next state $s' \in S$ is determined by (unknown) dynamics $p(s'|s,a)$, and at each time step, the environment returns a scalar reward $r(s,a)$. The goal of standard RL is to acquire a policy $\pi(a|s)$ that maximizes the expected sum of rewards $J(\pi) := \sum_{t=1}^{T} \mathbb{E}_{(s_t,a_t) \sim \rho_\pi}[\gamma^t r(s_t,a_t)]$, where $\rho_\pi$ is the trajectory distribution induced by $\pi$. Next, we introduce an RL algorithm that solves the single-task setting with off-policy experience (Sec. 3.1). To reuse experience from prior tasks, we measure the relevance of individual samples for a new task with importance weights (Sec. 3.2).

3.1 Soft Actor-Critic

The soft actor-critic (Haarnoja et al., 2018b) (SAC) algorithm optimizes the maximum-entropy RL objective (Ziebart et al., 2008; Toussaint, 2009), using off-policy data to learn in a sample-efficient manner. The algorithm stores a replay buffer $\mathcal{D}$ of all collected transitions and rewards, i.e., $(s,a,s',r)$. With this data, a Q-function (or critic) $Q_\theta$ is trained to minimize the Bellman error $\mathcal{L}_Q = \mathbb{E}_{(s,a,s',r) \sim \mathcal{D}} \left[(Q_\theta(s,a) - (r + V(s')))^2\right]$, where $V(s) = \mathbb{E}_{a \sim \pi(\cdot|s)}[Q_\theta(s,a) - \alpha \log \pi_\phi(a|s)]$ and $\alpha$ is a temperature parameter. The policy (or actor) $\pi_\phi$ is trained to minimize the KL divergence

$$\mathcal{L}_\pi = \mathbb{E}_{(s,a) \sim \mathcal{D}} \left[ D_{KL} \left( \pi_\phi(a|s) \left| \left| \frac{\exp(Q_\theta(s,a))}{Z_\theta(s)} \right) \right. \right]$$

where $Z_\theta$ is the partition function that normalizes the distribution $\exp(Q_\theta(s,a))$. In the overall algorithm, the agent alternates between collecting and storing data, and updating the actor and critic with this stored data. We build upon SAC as it is an effective RL algorithm that allows us to leverage previously collected data.
3.2 Importance Weighting

Domain adaptation methods typically leverage importance weighting to correct the bias of samples from the source domain (Zadrozny, 2004; Baktashmotlagh et al., 2014). When the tasks have different dynamics but same reward, prior work has defined the importance weights for each transition sample as the likelihood ratio \( w(s, a, s') := p^\text{tgt}(s'|s, a)/p^\text{src}(s'|s, a) \), where \( p^\text{src} \) are the transition probabilities in the source task and \( p^\text{tgt} \) are those in the target task. These weights can be estimated with learned probabilistic models (Tirinzoni et al., 2018) or with classifiers in a likelihood-free manner (Bickel et al., 2007; Eysenbach et al., 2021). Eysenbach et al. (Eysenbach et al., 2021) use the estimated weights to relabel the rewards, i.e. \( \tilde{r}(s, a, s') = r(s, a, s') + \log w(s, a, s') \) in their method DARC, so that transitions that are likely under the target domain are weighted higher and vice versa.

While our method will build upon DARC, DARC on its own is ill-suited for the lifelong learning setting for two reasons. First, this definition of the importance weight assumes that the state-action distributions are the same in the source and target domain datasets, i.e., \( p^\text{src}(s, a) = p^\text{tgt}(s, a) \). DARC uses the same policy in the two domains, hence this approximately holds. However, we aim to learn a separate policy for each new task, making \( p^\text{src}(s, a)/p^\text{tgt}(s, a) \) non-negligible. Second, the DARC setting places stronger limitations on the agent’s access to the target domain, training the policy on all of the source-domain data is imperative. However, our setting allows the agent to improve in the target domain collecting new data as necessary. Due to the inevitable estimation error in \( w \), we find that training on all the source domain data, even if re-weighted, can be counterproductive.

4 Lifelong Reinforcement Learning via Experience Transfer

The goal of our framework is to learn a series of robotic tasks in a practical and data-efficient manner. To this end, we describe the sequential multi-task learning problem (Sec. 4.1), in which the agent must learn policies for each task in sequence. We then devise an algorithm that leverages the prior experiences collected by the robot to improve sample efficiency when learning each additional task.

4.1 Sequential Multi-Task Learning Problem

We are interested in solving a sequence of tasks \( T^1, T^2, \ldots, T^N \). Formally, each task \( T^i \) is defined by a MDP, with state space \( \mathcal{S} \), action space \( \mathcal{A} \), transition dynamics \( p^i(s'|s, a) \), and reward function \( r^i(s, a) \). Our work focuses on transfer between tasks on the same robotic platform, and thus assumes the state-action space is shared between tasks. However, because each task potentially presents a different physical environment setup and objective, the dynamics and reward functions may differ. Each task has a success criterion that determines if the current policy has successfully solved the given task. This criterion is designed by the user and verified either manually by the user or automatically. Crucially, the robot is only given the next task when it has satisfied the success criterion of the current one or has spent the maximum number of attempts.

Comparison to continual reinforcement learning. Unlike some continual RL formulations and approaches (Rusu et al., 2016b; Schwarz et al., 2018), we assume in this setting that offline data from previous tasks can be stored and retrieved for future use (Isele & Cosgun, 2018; Rolnick et al., 2019; Yin & Pan, 2017; Tao et al., 2020). This work also focuses on maximizing the forward transfer performance and not tackling catastrophic forgetting, a different challenge of continual learning. Also, motivated by the physical cost of switching tasks, we allow the robot to only collect new data in the task that it is currently solving.

Access to reward functions. Lastly, the environment is typically unknown to the agent. However, in robotics applications, the reward is often specified by the user, either directly provided as a closed-form function of states and actions, or indirectly as demonstrations of the task or examples of successful states. In the latter cases, a reward function can be recovered by inverse RL (Ziebart et al., 2008; Wulfmeier et al., 2015; Finn et al., 2016; Fu et al., 2018a) or learning a classifier that distinguishes between successful and unsuccessful states (Kalashnikov et al., 2018; Fu et al., 2018b; Xie et al., 2018; Singh et al., 2019). Hence, we assume that the agent can access the full reward function for each task \( r^i : \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R} \), and not just the immediate reward feedback. As we describe next, this access allows us to relabel old experience with the new reward function so they are consistent with the new task.

4.2 Algorithm Overview

Our algorithm, depicted in Fig. 2 and summarized in Alg. 1, begins by learning the first task from scratch with standard SAC. For each following new task, we restore the replay buffer(s) from the previous task(s) and pre-train on this data.
We then improve the agent’s policy on the task with online experience (Sec. 4.4). Note that both of these stages reuses the previously collected, offline data in order to maximize the sample efficiency of our algorithm.

### 4.3 Pre-Training on Prior Experience

At the arrival of a new task $T^i$, we can either (1) randomly initialize the actor and critic weights or (2) restore them from the previous task. In our evaluation of both variants (Sec. 5), we find that depending on the similarity of the tasks, transferring the weights can result in better or worse performance compared to random initialization. Irrespective of the choice of initialization, we next restore the replay buffers $D^{i-1}$ from the previous tasks. Then, with the reward function $r^i$ for task $T^i$, we can relabel the rewards of the aggregated dataset, making them consistent with task $T^i$

$$D^\text{src} := \bigcup_{j=1}^{i-1} \{(s, a, s', r^j(s, a)) | (s, a, s', r) \in D^j\}.\tag{1}$$

We subsequently sample batches of this modified dataset $D^\text{src}$ with which we apply offline updates to the policy and critic as a form of pre-training. Despite the potential discrepancies in the dynamics between tasks, we expect the pre-trained parameters to produce better trajectories than a random policy or even the policy from the previous task, and thus accelerate learning in the new task. The pre-training subroutine is summarized in Alg. 2.

### 4.4 Improving with Online Experience

To improve the pre-trained policy from Sec. 4.3, our algorithm next collects online interactions in the robot’s physical learning environment for task $T^i$. Since our goal is to minimize the amount of online experience the robot needs to collect in its environment, we aim to also use the relabeled experience $D^\text{src}$ during this online phase. However, because of the differing dynamics between tasks, these samples may vary in utility for accomplishing the current task. Addressing the dynamics gap is significantly more challenging, because unlike the reward function which is commonly specified by the user, we rarely have access to a model of the environment. One approach is to learn to model the dynamics $p^i(s'|s, a)$ and relabel the transitions by querying the model. However, increasingly complex dynamics demand more expressive models and thus more environment samples to fit them. It is often easier and more efficient to instead estimate the importance weights, i.e., the likelihood ratio of samples under the target task versus the source tasks.

**Likelihood-free importance weights.** Let $D^\text{tgt}$ represent the samples from the target task $i$ and $D^\text{src}$ samples from all previous tasks. Our algorithm trains a separate policy for each new task, leading to unequal state-action distributions $p^\text{tgt}(s, a) \neq p^\text{src}(s, a)$. Hence, we define the importance weights as $w(s, a, s') = p^\text{tgt}(s, a, s') / p^\text{src}(s, a, s')$. In contrast to the importance weights in DARC (Eysenbach et al., 2021) and in off-policy RL, the $w$ we define here account and correct for shifts in both the transition dynamics due to the different tasks, and the marginal state-action distribution due to the different policies. To estimate $w$ for samples $(s, a, s') \in D^\text{src}$, we express the ratio with Bayes’ rule as

$$w(s, a, s') = \frac{p(\text{target}|s, a, s') \cdot p(s, a)}{p(\text{source}|s, a, s') \cdot p(s, a)}.$$
This expression is a more useful form since we can estimate the first term with a classifier \( c_\psi(s, a, s') \) that outputs the probability that a \((s, a, s')\) tuple is from the target task, trained with the cross-entropy loss:

\[
L_\psi = -E_{(s,a,s')\sim D_s} \left[ \log c_\psi(s, a, s') \right] - E_{(s,a,s')\sim D_{src}} \left[ \log(1 - c_\psi(s, a, s')) \right].
\]

The second term can be estimated with the ratio of the replay buffers’ size, \([|D_{src}|/|D_t^i|]\). Intuitively, the \( D_{src} \) samples weigh less as we collect more samples in the target task.

**Which samples should we transfer?** One way to use these weights is to re-weigh the examples in the RL objective. However, the weights can be numerically unstable and may require clipping to lie in a more reasonable range. We threshold to the first term of the importance weight:

\[
\tilde{w}(s, a, s') = I \left( \frac{c_\psi(s, a, s')}{1 - c_\psi(s, a, s')} \geq \gamma \right)
\]

Thresholding allows us to control how conservatively samples are transferred with \( \gamma \). We incorporate the second term by sampling training batches according to the ratio \([|D_{src}|/|D_t^i|]\). As \([|D_{src}|/|D_t^i|]\) grows, we in turn upsample from the target task buffer \( D_t^i \) and downsample from the source buffer \( D_{src} \). Our overall filtering rule is:

\[
D_{src} \leftarrow \left\{ (s, a, s', r) \mid (s, a, s', r) \in D_{src}, \frac{c_\psi(s, a, s')}{1 - c_\psi(s, a, s')} \geq \gamma \right\}
\]

We train the classifier \( c_\psi \) online and re-filter the source data \( D_{src} \) at regular intervals. The complete online improvement phase is outlined in Alg. 3.

5 **Experiments**

Our experiments seek to answer the following questions: (1) How does our approach compare to existing methods for sequential transfer? (2) How important is the pre-training phase and how important is filtering prior data in the online fine-tuning phase? (3) Can our approach sequentially learn to solve a series of manipulation tasks on a robot? The videos accompanying our experiments are on our project webpage: [https://sites.google.com/view/retaining-experience-anon/](https://sites.google.com/view/retaining-experience-anon/).

5.1 **Experimental Setup**

**Comparisons.** To answer question (1), we carefully study our method as well as several comparisons in a simulated robot environment. In particular, we compare to two methods that leverage previously trained weights:

- **Progressive Nets** (Rusu et al., 2016b). Continual learning framework that transfers previously learned features.
- **Fine-tuning** (Julian et al., 2020). Ablation of our method that restores the weights from the previous task.

We also compare to methods that reuse previously collected data. When evaluating these methods, we also apply the reward relabeling scheme defined in Eqn. 1.

- **DARC** (Eysenbach et al., 2021). Domain adaptation method that defines the importance weights \( w_{DARC}(s, a, s') = \frac{p^{exp}(s'|s, a)}{p^{src}(s'|s, a)} \), which are estimated with two classifiers \( c(s, a, s') \) and \( c(s, a) \), and adds \( \Delta r = \log w_{DARC} \) to the rewards of prior data. DARC is designed to only learn from data collected in the source domain. To use both old and new data, we only relabel the experiences from previously solved tasks, and clip \( \Delta r \) from above at 0. We find these modifications improve the performance of DARC.
- **Off-policy IW.** Vanilla off-policy RL that reweights samples with the importance weights \( w^{OP} = \pi'(a|s)/\pi^{-1}(a|s) \).

Finally, we evaluate our approach and its ablations:

- **Ours.** The weights of this variant are randomly initialized before the pre-training phase of each task, and only the replay buffers are transferred.
- **Ours (warm-start).** In addition to the replay buffers, we also restore the trained weights of the policy and critic from the previous task.
- **Ours (with DARC weights).** An ablation of **Ours** that does not use the filtering scheme introduced in Section 4.4 and instead, like DARC, relabels the rewards as \( r + \log w_{DARC} \).
Simulated environments. We evaluate each method on two simulated robotic environments, depicted in Fig. 3. In each, the algorithm must learn to solve a sequence of tasks, with varying dynamics and reward functions.

- **ROBEL D’Claw** (Yang et al., 2022). This benchmark includes a set of 10 valve-rotation tasks, each with a different valve shape. The tasks also differ in the position feedback gain, friction coefficients, Cartesian position of the valve, target orientation of the valve, and desired direction of rotation, i.e., clockwise versus counterclockwise. We design random task sequences of 10 tasks each, which have randomly sampled parameters defining each task. For visualization, we additionally design a hard task sequence that alternates between rotating the valve clockwise and counterclockwise, in addition to randomizing the other task parameters.

- **Key Insertion.** We construct a family of key-insertion tasks within Robosuite (Zhu et al., 2020), using the MuJoCo physics engine (Todorov et al., 2012). The objective of each task is to insert the key into a box, while different tasks have varying placements of the box, key sizes, and initial orientations of the key with respect to the box. For more task heterogeneity, we rotate the box in a subset of the tasks, and the key has to be horizontally inserted, rather than vertically. We again design random task sequences of 16 tasks, each with randomly sampled task parameters. Similar to the D’Claw domain, we design a hard task sequence that alternates between vertical and horizontal insertion tasks, in addition to randomizing the other parameters.

A full description of each environment is provided in App. B.

Evaluation metrics. In our evaluation of each method, we track the average performance across the agent’s entire lifetime and the final performance on each task of the sequence after $T_{\text{task}}$ time-steps. In our simulations, the performance is measured in terms of task success, and the agent trains for $T_{\text{task}} = 50k$ steps in each task.

5.2 Evaluating Forward Transfer

Comparative evaluation. In Table 1, we summarize the performance of all methods in terms of task success. In the D’Claw domain, our method outperforms all comparisons in terms of average and final task success, matching the performance of learning each task from scratch with $100K$ time-steps. On average, the final performance of our method on each task is $82\%$. Critically, **Ours (warm-start)**, which additionally transfers the policy and critic network weights, is less successful, indicating that this initialization harms performance. We hypothesize that the transfer of weights is less useful due to the heterogeneity in the tasks, specifically since tasks can vary in which direction the valve needs to be rotated. Nonetheless, we see that **Ours (warm-start)** improves upon naive fine-tuning, hence demonstrating the benefits of our data transfer scheme. **Progressive Nets** notably leverages the previously trained weights the most constructively, as it achieves the highest average and final task success of all weight transfer methods.

The data transfer methods, **DARC** and **Off-Policy IW**, perform worse than if the agent learned each task from scratch with the same number of online samples. However, augmenting DARC with our pre-training scheme significantly improves its performance. In the Key Insertion tasks, both of the data transfer methods perform competitively with our approach, which suggests that the exact differences in the importance weights are less important here. However, **Ours** is the only method that achieves both high average and high final task performance.

In Fig. 4, we visualize the lifetime performance of each method on the hard task sequence of both simulated domains. Of the baselines, we select **Scratch, Progressive Nets**, and **DARC** to visualize. The latter two are chosen as the representative weight transfer and data transfer approaches. We evaluate these methods on the two sequences and plot the average over 5 trials each with a different random seed. On the D’Claw sequence, our approach has a final performance of $87\%$, with a slight advantage over **Progressive Nets**, which has a success rate of $80\%$. In the Key Insertion domain, however, our approach on average achieves a final success rate of $87\%$ while **Progressive Nets** and **DARC** perform comparably to learning from scratch.
Table 1: The average and final task success of each method on the ROBEL D’Claw and Key Insertion domains. In each simulated domain, we evaluate on 5 random task sequences. We report the mean and standard error in each entry. Scratch (100k) refers to learning from scratch for 100k environment steps, twice the amount of other methods.

| Method                        | ROBEL D’Claw | Key Insertion       |
|-------------------------------|--------------|---------------------|
|                              | Average Perf | Final Perf          | Average Perf | Final Perf          |
| Scratch (50k)                 | 0.28 ± 0.02  | 0.59 ± 0.03         | 0.26 ± 0.02  | 0.52 ± 0.04         |
| Scratch (100k)                | 0.47 ± 0.02  | 0.85 ± 0.03         | 0.45 ± 0.03  | 0.69 ± 0.04         |
| Prog. Nets                    | 0.41 ± 0.02  | 0.74 ± 0.02         | 0.50 ± 0.04  | 0.75 ± 0.03         |
| Fine-tuning                   | 0.27 ± 0.02  | 0.50 ± 0.04         | 0.49 ± 0.03  | 0.63 ± 0.03         |
| DARC                          | 0.23 ± 0.01  | 0.56 ± 0.03         | 0.60 ± 0.02  | 0.89 ± 0.02         |
| Off-policy IW                 | 0.33 ± 0.04  | 0.59 ± 0.04         | 0.69 ± 0.03  | 0.82 ± 0.03         |
| Ours                          | 0.49 ± 0.02  | 0.82 ± 0.02         | 0.69 ± 0.03  | 0.87 ± 0.03         |
| Ours (warm-start)             | 0.32 ± 0.05  | 0.61 ± 0.07         | 0.50 ± 0.03  | 0.62 ± 0.04         |
| Ours (w. DARC weights)        | 0.41 ± 0.03  | 0.77 ± 0.03         | 0.66 ± 0.01  | 0.76 ± 0.03         |

Improved efficiency. A desirable property in sequential learning is compounding learning, that is, improved data efficiency as more tasks are seen. We evaluate this property on a held-out horizontal insertion task after training on a varying number of tasks, and summarize the results in terms of the final task success in Table 2. Generally, the task success trends upwards as we increase the number of prior tasks we train on, suggesting that the data efficiency of our algorithm improves as we provide more tasks. We hypothesize that the performance improves with more tasks because of the heterogeneity in our task sequence, i.e., having both horizontal (H) and vertical (V) insertion tasks. In particular, when $N = 1$ and $N = 3$, all the prior tasks are V tasks. When $N = 5$, the first H task is introduced, leading to better transfer on the target task, which is also an H task. The introduction of the second H task in the $N = 7$ case leads to another improvement, albeit a smaller one.

| Method      | # of Total Tasks | # of Horizontal Tasks | Ours |
|-------------|------------------|-----------------------|------|
| Ours        | 0.48             | 0.54                  | 0.81 | 0.84 |

Table 2: Average task success after learning a varying number of tasks. The performance trends upwards with more tasks.
While the experiments in Sec. 5.2 study transfer performance while retaining Reservoir sampling. This suggests that our method is not particularly sensitive to the composition of the data. Nonetheless, transferring random data is still advantageous to learning completely from scratch. In this experiment, we study the importance of the quality of the prior experience by evaluating our method. Since we relabel the rewards prior to transfer, the differences in the objectives are significantly mitigated.

**Online improvement.** In the online improvement step, our algorithm trains on a mixture of filtered prior experience and new experience collected online. We compare this data composition to (1) uniformly mixing the prior and new experience, akin to standard experience replay, and (2) training on new experience only. Again, we relabel all of the previously collected data with Eqn. 1. For each variant, we first randomly initialize the policy and critic weights with the relabeled data from its first step of learning a new task. Alternatively, we can pre-train the critic only or not pre-train at all. In this comparison, we randomly initialize all weights prior to pre-training to isolate its effects. The results, averaged across 5 different target tasks for each method, are presented in Fig. 5a, and suggest that pre-training both the policy and critic weights leads to more efficient learning, compared to only pre-training the critic weights and no pre-training.

We next investigate the effects of the following factors on our method: the similarity of the source and target tasks, the quality of the prior data, the amount of prior data, and the thresholding value from Eqn. 2.

**Task similarity.** We design two transfer setups of different task similarity levels in the D'Claw environment, (1) Same Direction: the source and target tasks differ in the valve shape, but the objective of both is to rotate the valve in the same direction, and (2) Different Direction: the source and target tasks differ in the valve shape, and the objectives differ in their desired rotation direction. In Fig. 5c, we plot the learning curves for these two setups, along with learning from scratch. Despite the different objectives, the data collected in the two scenarios are similarly useful for transfer with our method. Since we relabel the rewards prior to transfer, the differences in the objectives are significantly mitigated.

**Random data.** In this experiment, we study the importance of the quality of the prior experience by evaluating our method with data collected with a random policy in the source task. We perform this experiment in the D’Claw environment on 5 different pairs of source-target tasks, and plot the learning curves in Fig. 6a. With a dataset collected in the source task with a random policy, our method performs slightly worse compared to when the data is collected with a learning policy. Nonetheless, transferring random data is still advantageous to learning completely from scratch. This suggests that our method is not particularly sensitive to the composition of the data.

**Reservoir sampling.** While the experiments in Sec. 5.2 study transfer performance while retaining all of the previously collected data, the storage and computation requirements of our algorithm also grow with the number of tasks learned and can become infeasible to execute. Therefore, we conduct an experiment with reservoir sampling in the final task of the 5 random task sequences in the D’Claw domain. Of the 500K samples collected in the first nine tasks, we only select 50K transitions to transfer to the target task. As depicted in Fig. 6b, the performance of our method does not degrade with the reduced buffer size, indicating that the 50K samples are sufficient for strong transfer.

**Sensitivity of threshold.** In Fig. 6c, we plot the transfer results with different threshold values: 0.25, 0.5, 0.75, 0.90, and 0.95, and find that the smaller thresholds show slightly worse transfer performance. Similarly, a large threshold like 0.95 also leads to a drop in performance. Overall however, our method is quite robust to different threshold values.
Algorithms for lifelong learning should allow robots to solve new tasks in succession by accumulating and building upon prior experience. To this end, we presented a simple framework that allows robots to learn sequences of tasks in a data-efficient manner by retaining and reusing prior experiences. Our approach partitions the learning of each task into two stages: first, it pre-trains on relabeled prior data; second, it improves with online experience. In our experiments, we demonstrated this transfer of experience as a powerful mechanism for lifelong learning on physical robots.

Nonetheless, limitations of this approach remain, which we hope to address in future work. First, our algorithm assumes that all the previously collected data can be stored, which may present scalability challenges as the number of tasks to learn grows. However, we expect that naive approaches to discard experiences, e.g. uniformly by task, may be effective towards mitigating this challenge. Finally, the algorithm is in principle applicable to any task that can be solved with reinforcement learning; but, our experiments consider only reaching, placing, and insertion style tasks. We hope to study a wider range of manipulation tasks, which may require the use of visual observations or force feedback. We can also expect transfer to become more difficult as the tasks become more dissimilar, an interesting challenge for future investigation.
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A HYPERPARAMETER DETAILS

Policy and critic networks. For all experiments, we implement our algorithm on top of the soft actor-critic (SAC) Haarnoja et al. (2018b) algorithm. The policy and critic are each MLPs with 2 fully-connected layers of size 256 and ReLU non-linearities.

Domain classifier networks. For all experiments, the domain classifier networks \(D_1, D_2\) are each MLPs with 2 fully-connected layers of size 256 and ReLU non-linearities. Following Eysenbach et al. (2021), we inject Gaussian input noise with \(\sigma = 1.0\) to combat overfitting at the beginning when there are few samples from the task currently being learned.

Learning rates. For our simulated experiments, we use the Adam optimizer and learning rate of \(3e-4\) for the policy and critic updates, and a learning rate of \(1e-3\) for the domain classifiers. For our robot experiments, we use a learning rate of \(1e-3\) for the policy, critic, and domain classifier updates.

Pre-training phase. For all experiments, we pre-train the policy and critic of Ours and Ours (warm-start) with the relabeled data from the restored replay buffers for 10k iterations before online improvement.

Online improvement phase. In the online improvement phase of Ours and Ours (warm-start), we use a threshold value of \(\gamma = 0.9\) for all experiments. We re-filter the source dataset \(D^\text{src}\) after every 1000 iterations. At the beginning of the online phase, the batches used for the policy and critic updates are composed of 50\% filtered prior data and 50\% new online data. We increase this ratio \(\rho\) of new data to prior data according to:
\[
\rho = \text{clip}(|D^t| + 12500)/25000, 1.0)
\]
where \(|b|^\) is the size of the replay buffer for the current task. In other words, the ratio is increased linearly and reaches 1.0 once 25k steps have been taken in the current task.

B ENVIRONMENT SETUP

B.1 SIMULATED EXPERIMENTS

In the experiments on the D’Claw benchmark (Yang et al., 2022), the objective is to rotate the valve to a target angle. Across tasks, we vary the valve shape, position feedback gain, friction coefficients, position of the valve, target angle, desired direction of rotation. The reward function across all tasks is:
\[
-0.5 \cdot |s_\theta - g_\theta| + \mathbb{I}(|s_\theta - g_\theta| < 0.05),
\]
where \(s_\theta\) and \(g_\theta\) are the valve’s current and target angles respectively.

In the simulated key insertion experiments, we use the Robosuite Zhu et al. (2020) simulation framework which employs the MuJoCo physics engine Todorov et al. (2012). The robot’s state includes the robot’s joint positions and velocities, its end-effector pose, and a binary indication of whether the key is inside the robot’s gripper. The action controls the deltas in the 3D-position and the z-axis rotation of the robot’s end-effector. Between tasks, we vary the \(xy\)-position of the box \(g_{xy}\), the relative orientation of the key to the hole \(g_\theta\), and the length of the key \(l\). The reward function across all tasks is:
\[
\mathbb{I}(|s_{xy} - g_{xy}|_2 \leq 0.03) \cdot \mathbb{I}(s_z - l \leq g_{z,u} + 0.005) - \tanh(10 \cdot (|s_{xy} - g_{xy}|_2 + |s_z - g_{z, u}|)) - \tanh(|s_\theta - g_\theta|),
\]
where \(s_{xy}\) is the \(xy\)-coordinates of the robot end-effector, \(s_\theta\) is the z-axis rotation of the end-effector, \(g_{z,u}\) is the z-coordinate of the top of the box, and \(g_{z,l}\) is the z-coordinate of the bottom. Note, in Fig. 3, that the box is composed of three “layers,” each colored with a different shade of gray. We measure task success on a scale of \(\{0, 1, 2, 3\}\) based on which layer the key head reaches at the final time-step of the episode, and report all results in terms of the normalized scores by dividing by 3.

B.2 ROBOT EXPERIMENTS

In our robot experiments, we design a series of 10 tasks with varying setups and objectives. We describe these tasks below.

Task 1: Reaching. The robot is to reach a fixed goal position \(g_{\text{reach}} = [0.466, 0.028, 0.153]^T\) without any obstacles. The reward function for this task is
\[
r^1(s,a) = 1 - \tanh(10 \cdot |s_{xyz} - g_{\text{reach}}|_2),
\]
where $s_{xyz}$ are the 3D Cartesian coordinates of the robot end-effector.

**Task 2: Marker insertion (A).** The objective is to align the marker to the corresponding hole of a marker rack. We specify this objective through a goal position $g_{marker-A} = [0.443, 0.014, 0.152]^T$ for the end-effector. The reward function for this task is

$$r^2(s, a) = 1 - \tanh(10 \cdot \|s_{xyz} - g_{marker-A}\|_2).$$

**Task 3: Eraser insertion.** The objective is to align the eraser to the corresponding hole of the same rack from the previous task. We specify this objective through a goal position $g_{eraser} = [0.448, 0.067, 0.152]^T$ for the end-effector. The reward function for this task is

$$r^3(s, a) = 1 - \tanh(10 \cdot \|s_{xyz} - g_{eraser}\|_2),$$

**Task 4: Bottle capping (A).** The objective is to align the cap to a Gatorade bottle. We specify this objective through a goal position $g_{bottle-A} = [0.469, 0.053, 0.180]^T$ for the end-effector. Different from the previous reward functions, we additionally specify a waypoint $w^1 = [0.469, 0.053, 0.230]^T$, as the bottle is significantly taller than the other objects from previous tasks. The reward function for this task is

$$r^4(s_l, a_l) = \frac{1}{2} \left( \mathbb{1}(\|s_{xy} - w_{xy}^1\|_2 < 0.03) \cdot \mathbb{1}(|s_z - w_z^1| \leq 0.005) 
+ \left(1 - \tanh(10 \cdot \|s_{xyz} - g_{bottle-A}\|_2)\right) \right),$$

where $s_{xy}$ are the $xy$-coordinates of the end-effector, $w_{xy}^1$ are the $xy$-coordinates of the waypoint, $s_z$ is the $z$-coordinate of the effector, and $w_z^1$ is the $z$-coordinate of the waypoint.

**Task 5: Bottle capping (B).** The objective is to align the cap to a plastic water bottle. We specify this objective through a goal position $g_{bottle-B} = [0.469, -0.014, 0.210]^T$ for the end-effector. Similar to the previous bottle task, because this bottle is also relatively tall, we additionally specify a waypoint $w^2 = [0.469, -0.014, 0.240]$. The reward function for this task is:

$$r^5(s_l, a_l) = \frac{1}{2} \left( \mathbb{1}(\|s_{xy} - w_{xy}^2\|_2 < 0.03) \cdot \mathbb{1}(|s_z - w_z^2| \leq 0.005) 
+ \left(1 - \tanh(10 \cdot \|s_{xyz} - g_{bottle-B}\|_2)\right) \right),$$

where $w_{xy}^2$ are the $xy$-coordinates of the waypoint and $w_z^2$ is the $z$-coordinate of the waypoint.

**Task 6: Block insertion (A).** The objective is to align the square block to the corresponding hole of the toy cube. We specify this objective through a goal position $g_{block-A} = [0.472, -0.002, 0.125]^T$ for the end-effector. The reward function for this task is

$$r^6(s, a) = 1 - \tanh(10 \cdot \|s_{xyz} - g_{block-A}\|_2),$$

**Task 7: Block insertion (B).** The objective is to align the parallelogram-shaped block to the corresponding hole of the toy cube. We specify this objective through a goal position $g_{block-B} = [0.465, -0.015, 0.140]^T$ for the end-effector. The reward function for this task is

$$r^7(s, a) = 1 - \tanh(10 \cdot \|s_{xyz} - g_{block-B}\|_2),$$

**Task 8: Block insertion (C).** The objective is to align the octagon-shaped block to the corresponding hole of the toy cube. We specify this objective through a goal position $g_{block-C} = [0.472, -0.060, 0.140]^T$ for the end-effector. The reward function for this task is

$$r^8(s, a) = 1 - \tanh(10 \cdot \|s_{xyz} - g_{block-C}\|_2),$$

**Task 9: Bottle capping (C).** The objective is to align the cap to the Vitamin water bottle. We specify this objective through a goal position $g_{bottle-C} = [0.460, -0.032, 0.185]^T$ for the end-effector. The reward function for this task is

$$r^9(s, a) = 1 - \tanh(10 \cdot \|s_{xyz} - g_{bottle-C}\|_2),$$

**Task 10: Marker insertion (B).** The objective is to align the cap to the Vitamin water bottle. We specify this objective through a goal position $g_{marker-B} = [0.444, -0.020, 0.118]^T$ for the end-effector. The reward function for this task is

$$r^9(s, a) = 1 - \tanh(10 \cdot \|s_{xyz} - g_{marker-B}\|_2),$$

All of the goal positions lie within a bounded region roughly of size $2cm \times 4cm \times 4cm$. 
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C  ADDITIONAL PLOTS

In Fig. 8, we provide the individual learning curves for each of the 10 tasks from our robot experiments. For each data-point, we average the distance to the goal position (in meters) at the final time-step across 10 evaluation episodes. Our method attains a lower average distance after 10K time-steps than learning from scratch for all 5 tasks following the initial reaching task.

![Fig. 8: Individual learning curves for each task.](image)

D  POWER ANALYSIS

Deep RL experiments often exhibit high variance across different random seeds. To address this concern, we performed bootstrap analysis on the main results in Table 4 to test their statistical significance (Henderson et al., 2018; Colas et al., 2018). Based on the analysis, DARC and Ours achieve similar final performance in the Key Insertion tasks but Ours has higher average performance. However, there is ambiguity about the ordering between Off-policy IW and Ours in the Key Insertion tasks. Hence, we run another 5 seeds for both methods. After running the bootstrap test with the additional trials, we find that there is still not enough evidence to show an order relation between the two methods. Hence, we conclude the two methods achieve similar performance in this environment. We report the results of the bootstrap confidence interval test, with 10000 bootstrap iterations, at significance level 0.05.

E  WALL-CLOCK TIME

In Table 5, we report the wall-clock time of each algorithm, in minutes, on the final task of the sequence in each simulated domain.
Table 4: The estimated confidence intervals, with bootstrap test level 0.05, for $\mu_1 - \mu_2$, where $\mu_1$ is the average final return achieved by Ours and $\mu_2$ is that of the comparisons. When there is not enough evidence to show an order relation between $\mu_1$ and $\mu_2$, we denote this result by –.

| Method          | ROBEL D’Claw CI for Average Perf | ROBEL D’Claw CI for Final Perf | Key Insertion CI for Average Perf | Key Insertion CI for Final Perf |
|-----------------|---------------------------------|-------------------------------|---------------------------------|-------------------------------|
| Scratch (50k)   | [0.173, 0.268]                  | [0.150, 0.308]                | [0.114, 0.294]                  | [0.311, 0.514]                |
| Prog. Nets      | [0.037, 0.132]                  | [0.053, 0.154]                | [0.093, 0.286]                  | [0.017, 0.227]                |
| Fine-tuning     | [0.175, 0.291]                  | [0.227, 0.425]                | [0.116, 0.296]                  | [0.150, 0.331]                |
| DARC            | [0.218, 0.307]                  | [0.180, 0.340]                | [0.023, 0.168]                  | –                             |
| Off-policy IW   | [0.072, 0.258]                  | [0.130, 0.323]                | –                               | –                             |
| Ours (warm-start)| [0.074, 0.274]                  | [0.062, 0.366]                | [0.099, 0.288]                  | [0.150, 0.347]                |
| Ours (w. DARC weights) | [0.018, 0.162]             | –                             | –                               | 0.029, 0.193                  |

Table 5: Wall-clock time of each algorithm (in minutes) on the final task of the sequence in each simulated domain.

| Method          | ROBEL D’Claw | Key Insertion |
|-----------------|--------------|---------------|
| Scratch         | 33           | 66            |
| Prog. Nets      | 83           | 185           |
| Fine-tuning     | 33           | 66            |
| DARC            | 33           | 60            |
| Off-policy IW   | 33           | 62            |
| Ours            | 41           | 93            |
| Ours (warm-start)| 42          | 94            |
| Ours (w. DARC weights) | 40    | 71            |