The recently found hypergeometric multiple orthogonal polynomials on the step-line by Lima and Loureiro are shown to be random walk polynomials. It is proven that the corresponding Jacobi matrix and its transpose, which are nonnegative matrices and describe higher recurrence relations, can be normalized to two stochastic matrices, dual to each other. Using the Christoffel–Darboux formula on the step-line and the Poincaré theory for non-homogeneous recurrence relations it is proven that both stochastic matrices are related by transposition in the large $n$ limit. These random walks are beyond birth and death, as they describe a chain in where transitions to the two previous states are allowed, or in the dual to the two next states. The corresponding Karlin–McGregor representation formula is given for these new Markov chains. The regions of hypergeometric parameters where the Markov chains are recurrent or transient are given. Stochastic factorizations, in terms of pure birth and of pure death factors, for the corresponding Markov matrices of types I and II, are provided. Twelve uniform Jacobi matrices and the corresponding random walks, related to a Jacobi matrix of Toeplitz type, and theirs stochastic or semi-stochastic matrices (with sinks and sources), that describe Markov chains beyond birth and death, are found and studied. One of these uniform stochastic cases, which is a recurrent random walk, is the only hypergeometric multiple random walk having a uniform stochastic factorization. The corresponding weights, Jacobi and Markov transition matrices and sequences of type II multiple orthogonal polynomials are provided. Chain of Christoffel transformations connecting the stochastic uniform tuples between them, and the semi-stochastic uniform tuples, between them, are presented. As byproduct, summations formulas at unity and three and four terms contiguous relations for the generalized hypergeometric function $\binom{a}{b}$ are found. Moreover, using the uniform recurrence relation and generating functions explicit expressions are found for the type I multiple orthogonal polynomials. Finally, the recent Karp–Prilepkina summation formulas, extension of the Karlsson–Minton formulas, are applied to find the corresponding summations for the generalized moments of the type II multiple orthogonal polynomials related to the remainder in the corresponding type II Hermite–Padé approximation problem.
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In this paper we continue our investigations on random walk orthogonal polynomials of multiple type. In our previous paper [15] we found that the ideas of Karlin and McGregor [33], see also [31, 32], can be extended from standard orthogonality to the multiple orthogonality scenario, whenever the Jacobi matrix is nonnegative and bounded. Now, instead of birth and death Markov chains, in which the non zero transition probabilities could only happen for near neighbors, we have that transitions to the $N$-th previous states are permitted. The dual Markov chain has the $N$-th next states reachable in one transition only. This allowed, as in [33] to give a representation formula for the iterated transition probabilities in terms of integrals of the multiple orthogonal polynomials of type II and the corresponding linear forms of type I. Also provided possible stationary states and gave a characterization of the recurrent or transient character of the random walk in terms of the divergence or convergence of a certain integral.

In [15] we presented the Jacobi–Piñeiro multiple orthogonal polynomials as a case study, and several properties were given. In particular, we showed the region where the Jacobi–Piñeiro random walks were recurrent or transient in terms of the Jacobi–Piñeiro parameters. The large $n$ limit of the corresponding Jacobi matrix leads to a particular interesting case with a Toeplitz matrix describing the transitions. At the time we finished the writing of [15] a new paper appeared [39], in where new multiple orthogonal polynomials based on Gauss hypergeometric function weights were given. The corresponding Jacobi matrix is bounded and nonnegative. Therefore, we immediately realized that, as for the Jacobi–Piñeiro case, it was a case amenable to support random walks beyond birth and death.

In this paper we perform such a study and show that the Lima and Loureiro hypergeometric multiple orthogonal polynomials [39] are indeed random walk polynomials. For that aim we explicitly compute the value at unity of the type I linear forms. Then, whenever the zeros of the type II multiple orthogonal polynomials are confined in the interior of the support of the weight system, the type II multiple orthogonal polynomials at unity are also positive and our method in [15] is applicable. Notice that this confinement of zeros happens for example for algebraic Chebyshev (AT) systems of weights, in particular for Nikishin systems as the hypergeometric system of weights is in some region of parameters, see [39].

Let us stress that the parameters determining the system of weights in [39, cf. equation (1.2)], although very useful to unify their results, in some instances are too restrictive for our purposes. In fact, sometimes is too strong and not so convenient when it excludes from the discussion cases such as the Piñeiro weights, or the set of parameters leading to a uniform stochastic matrix. Both cases, are perfect systems of weights. Therefore, in this paper we will relax such conditions when required. For a general introduction on multiple orthogonal polynomials and on Markov chains we refer the reader to our paper [15] and references therein.

Now, we describe the contents and results of this paper. Within this introduction we remind the reader the main aspects of multiple orthogonal polynomials relevant for our objectives. Then we give a brief description of the results in [39]. We finish the introduction by recalling some of our results in [15].
Section 2 is devoted to ratio asymptotics. In Theorem 7 we use the Rodrigues type formula of [39] to get the type I linear forms at unity explicitly. This is an important finding, allowing explicit expressions for the type I stochastic matrices. Then, we consider the ratio asymptotics at unity of these type I linear forms and some further properties of these linear forms. Next, we consider the ratio asymptotics at unity of the type II multiple orthogonal polynomials. For that aim, we use the Christoffel–Darboux formula on the step-line and the Poincaré theorem for homogeneous linear recurrences relations, see Proposition 1. We end this section with Theorem 8 in where the ratio asymptotics of the type I linear forms is analyzed, using the Osgood theorem, in compact subsets [13, 45].

Then, in §3 we give, cf. Theorem 9, the type I and II stochastic matrices for the hypergeometric multiple orthogonal polynomials. We also show that both matrices are connected for large \( n \), as they respective limits are transposed to each other. Clearly, the Karlin–McGregor representation formulas, see Theorems 5 and 6, apply here. We also discuss in Theorem 10 whether these hypergeometric Markov chains are recurrent or transient and also find left eigenvectors of the stochastic matrices, close to steady states, in Proposition 3.

Then, in Theorem 11 we give the stochastic factorization of the hypergeometric stochastic matrices in terms of three very simple pure birth or death matrices (with only one superdiagonal or subdiagonal, respectively). This is an important result as we have an \( LU \) factorization of an stochastic matrix in terms of stochastic matrices, leading to the corresponding interpretation in terms of compositions of experiments, and possibly to urn models [27, 28].

In §4 we seek for uniform or almost uniform hypergeometric Jacobi matrices, i.e the Jacobi matrix is a banded Toeplitz matrix but for the first column. In particular, we search for Jacobi matrices that are variations (only in the first column) of the large \( n \)-limit of the Jacobi matrix for any set of hypergeometric parameters, the banded Toeplitz matrix in (32), that appeared in [18] and [15]. In Theorem 13, we find that there are twelve hypergeometric tuples leading to such cases. These hypergeometric uniform tuples are organized in six couples. Each couple lies in the same gauge class described in §1.1.4, and lead to the same sequences of multiple orthogonal polynomials of type II, linear forms and Jacobi matrix. In §4.1, we analyze three couples of uniform tuples which have named as stochastic uniform tuples, describing recurrent Markov chains with stochastic transition matrices, having recurrent dual Markov chains with sinks and sources and semi-stochastic transition matrices. In Theorem 14 we find that one of these stochastic uniform tuples has for its Markov matrix an stochastic factorization with three uniform pure death and pure birth factors. Then, in §4.2 we discuss the other three couples of uniform tuples, that we call semi-stochastic uniform tuples because the corresponding transient Markov chains have sink states. One of these six semi-stochastic uniform tuples is the one considered in [39]. For the twelve cases we give the corresponding set of weights, all of them perfect. The three couples of semi-stochastic uniform tuples correspond to Nikishin systems. In Theorem 15 we connect the stochastic uniform tuples using permuting Christoffel transformations [14], this mixed with the gauge transformations connect all the tuples in this set. The same is done for the semi-stochastic uniform tuples. We also discuss some connections trough basic Christoffel transformations [14]. As byproduct we get summation formulas at unity and three and four terms contiguous relations for the generalized hypergeometric function \( F_2 \). To conclude the section, using uniform recurrence relations, we construct a generating function that leads to explicit expressions for the type I multiple orthogonal polynomials, see Theorem 16.

To conclude the paper, in §5 we consider the very recent summation formulas by Karp and Prilepkina [36] to get summation formulas relevant in the theory of simultaneous Hermite–Padé approximants. In particular, we give in Proposition 11 explicit summations for the generalized type II moments linked to the remainders in the interpolation conditions of the type II Hermite–Padé approximants to the Markov functions.

1.1. **Two component multiple orthogonal polynomials on the step-line.** We now present a brief introduction to multiple orthogonal polynomials form the Gauss–Borel factorization point of view [1], see also [4, 18, 29].

1.1.1. **Gauss–Borel factorization of the moment matrix.** Let us consider a couple of weights \((w_1, w_2)\), the semi-infinite vectors of monomials

\[
X := (1 \quad x \quad x^2 \quad \ldots \ldots)^\top, \quad X_1 := (1 \quad 0 \quad x \quad 0 \quad x^2 \quad \ldots \ldots)^\top, \quad X_2 := (0 \quad 1 \quad 0 \quad x \quad 0 \quad x^2 \quad \ldots \ldots)^\top,
\]

and the following vector of undressed linear forms

\[
(1) \quad \xi := X_1 w_1 + X_2 w_2 = (w_1 \quad w_2 \quad x w_1 \quad x w_2 \quad x^2 w_1 \quad x^2 w_2 \quad \ldots \ldots)^\top.
\]
Given a measure $\mu$ with support on the closed interval $\Delta \subset \mathbb{R}$, our moment matrix is

$$g := \int_{\Delta} X(x)(\xi(x))^\top \, d\mu(x).$$

(2)

The Gauss–Borel factorization of the moment matrix $g$ is the problem of finding the solution of

$$g = S^{-1}HS^{-\top},$$

(3)

with $S, \tilde{S}$ lower unitriangular semi-infinite matrices

$$S = \begin{pmatrix} 1 & 0 & \cdots & \\ \vdots & \ddots & \cdots & \\ S_{1,0} & S_{2,0} & \ddots & 1 \\ S_{2,0} & S_{2,1} & \ddots & \ddots & \ddots \end{pmatrix}, \quad \tilde{S} = \begin{pmatrix} 1 & 0 & \cdots & \\ \vdots & \ddots & \cdots & \\ \vdots & \vdots & \ddots & \ddots & \ddots \\ \vdots & \vdots & \ddots & \ddots \end{pmatrix},$$

and $H$ a semi-infinite diagonal matrix $H = \text{diag} \{ H_0, H_1, \ldots \}$, with $H_l \neq 0, l \in \mathbb{N}_0$.

Vector of type II multiple orthogonal polynomials and of type I linear forms associated are defined respectively by

$$B := \begin{pmatrix} B^{(0)} \\ B^{(1)} \\ \vdots \end{pmatrix} = SX, \quad A_1 := \begin{pmatrix} A_{1}^{(0)} \\ A_{1}^{(1)} \\ \vdots \end{pmatrix} = H^{-1} \tilde{S}X_1, \quad A_2 := \begin{pmatrix} A_{2}^{(0)} \\ A_{2}^{(1)} \\ \vdots \end{pmatrix} = H^{-1} \tilde{S}X_2, \quad Q := \begin{pmatrix} Q^{(0)} \\ Q^{(1)} \\ \vdots \end{pmatrix} = H^{-1} \tilde{S}\xi. \quad 1.1.2. \ Multiple \ orthogonality \ and \ bi-orthogonality. \ Let \ us \ assume \ that \ the \ Gauss–Borel \ factorization \ exists, \ that \ is, \ the \ system \ \langle w_1, w_2, d\mu \rangle \ is \ perfect. \ Then, \ in \ terms \ of \ S \ and \ \tilde{S} \ we \ construct \ the \ type \ II \ multiple \ orthogonal \ polynomials

$$B^{(m)} := x^m + \sum_{i=0}^{m-1} S_{m,i} x^i, \quad m \in \mathbb{N}_0,$$

(4)

as well as the type I multiple orthogonal polynomials,

$$A_{2m}^{(2m)} = \frac{1}{H_{2m}} \left( x^m + \sum_{i=0}^{m-1} \tilde{S}_{2m,2i} x^i \right), \quad A_{2m+1}^{(2m+1)} = \frac{1}{H_{2m+1}} \left( \sum_{i=0}^{m} \tilde{S}_{2m+1,2i+1} x^i \right), \quad m \in \mathbb{N}_0,$$

(5)

and

$$A_2^{(0)} = 0, \quad A_2^{(1)} = 1,$$

(6)

For $m \in \mathbb{N}_0$, the linear forms are

$$Q^{(m)} := w_1 A_{1}^{(m)} + w_2 A_{2}^{(m)}.$$

Given the vector of indices $\vec{\nu}(2m) = (m + 1, m)$ and $\vec{\nu}(2m + 1) = (m + 1, m + 1), m \in \mathbb{N}_0$, and the corresponding multiple orthogonal polynomials

$$B^{(2m)} = B_{(m,m)}, \quad B^{(2m+1)} = B_{(m+1,m)},$$

$$A_{1}^{(2m)} = A_{(m+1,m),1}, \quad A_{1}^{(2m+1)} = A_{(m+1,m+1),1}, \quad A_{2}^{(2m)} = A_{(m+1,m),2}, \quad A_{2}^{(2m+1)} = A_{(m+1,m+1),2},$$

the following type I orthogonality relations

$$\int_{\Delta} x^j (A_{\vec{\nu},1}(x) w_1(x) + A_{\vec{\nu},2}(x) w_2(x)) \, d\mu(x) = 0, \quad \deg A_{\vec{\nu},1} \leq \nu_1 - 1, \quad \deg A_{\vec{\nu},2} \leq \nu_2 - 1,$$

for $j \in \{ 0, \ldots, |\vec{\nu}| - 2 \}$, and type II orthogonality relations

$$\int_{\Delta} B_{\vec{\nu}}(x) w_a(x) x^j \, d\mu(x) = 0, \quad \deg B_{\vec{\nu}} \leq |\vec{\nu}|, \quad j = 0, \ldots, \nu_a - 1, \quad a = 1, 2,$$
are fulfilled.

The following multiple biorthogonality relations

\[ \int_{\Delta} B^{(m)}(x) Q^{(k)}(x) \, d\mu(x) = \delta_{m,k}, \quad m, k \in \mathbb{N}_0, \]

hold.

1.1.3. **The Jacobi matrix and the fourth order homogeneous linear recurrence relations.** For describing the linear recurrence relations we require the following shift matrix \( \Lambda = \begin{pmatrix} 0 & 1 & 0 \\ \vdots & \ddots & \ddots \\ 0 & \cdots & 1 \end{pmatrix} \), that satisfies \( \Lambda \chi(x) = x \chi(x) \). The Jacobi matrix \( J := SAS^{-1} \) is a banded semi-infinite matrix

\[
J = \begin{pmatrix} \beta_0 & 1 & 0 & \cdots \\ \alpha_1 & \beta_1 & 1 & \cdots \\ \gamma_1 & \alpha_2 & \beta_2 & 1 \\ 0 & \gamma_2 & \alpha_3 & \beta_3 & 1 \\ \vdots & \ddots & \ddots & \ddots & \ddots \\
\end{pmatrix}
\]

The Jacobi matrix, type II multiple orthogonal polynomials, and the corresponding type I multiple orthogonal polynomials and linear forms of type I fulfill the eigenvalue property

\[
J B = x B, \quad J^T A_1 = x A_1, \quad J^T A_2 = x A_2, \quad J^T Q = x Q.
\]

This eigenvalue property component-wise gives the following fourth order homogeneous linear recurrence relations:

\[
\gamma_{n-1} B^{(n-2)} + \alpha_n B^{(n-1)} + \beta_n B^{(n)} + B^{(n+1)} = x B^{(n)},
\]

\[
A_1^{(n-1)} + \beta_n A_1^{(n)} + \alpha_{n+1} A_1^{(n+1)} + \gamma_{n+1} A_1^{(n+2)} = x A_1^{(n)},
\]

\[
A_2^{(n-1)} + \beta_n A_2^{(n)} + \alpha_{n+1} A_2^{(n+1)} + \gamma_{n+1} A_2^{(n+2)} = x A_2^{(n)},
\]

\[
Q^{(n-1)} + \beta_n Q^{(n)} + \alpha_{n+1} Q^{(n+1)} + \gamma_{n+1} Q^{(n+2)} = x Q^{(n)},
\]

for \( n \in \mathbb{N}_0 \), with the restriction of objects with negative indices be treated as zero.

1.1.4. **Gauge freedom.** In [14] we presented

**Theorem 1.** Let \( \Delta \subset \mathbb{R} \) be the compact support of two perfect systems, \( (w_1, w_2, d\mu) \), with \( \int_{\Delta} w_1(x) \, d\mu(x) = 1 \), and \( (\hat{w}_1, \hat{w}_2, d\mu) \), with \( \int_{\Delta} \hat{w}_1(x) \, d\mu(x) = 1 \), that have the same sequence of type II multiple orthogonal polynomials \( \{B^{(n)}(x)\}_{n=0}^{\infty} \). Then \( \hat{w}_1 = w_1 \) and there exists \( \alpha, \beta \in \mathbb{R} \) with \( \alpha, \beta \neq 0 \) such that

\[
\gamma w_1 + \alpha w_2 + \beta \hat{w}_2 = 0.
\]

If \( A_1^{(m)}, A_2^{(m)} \) are the type I multiple orthogonal polynomials, associated with the system \( (w_1, w_2, d\mu) \), then the type I multiple orthogonal polynomials, \( \hat{A}_1^{(m)}, \hat{A}_2^{(m)} \) associated with the system \( (w_1, \hat{w}_2, d\mu) \) are given by

\[
\hat{A}_1^{(m)} = A_1^{(m)} - \frac{\gamma}{\alpha} A_2^{(m)}, \quad \hat{A}_2^{(m)} = -\frac{\beta}{\alpha} A_2^{(m)},
\]

and both systems has the same type I linear forms, i.e., \( \hat{Q}^{(m)} = Q^{(m)} \). This will be used in §4.

**Remark 1.** This theorem leads to a surprising fact. For multiple orthogonal polynomials the Jacobi matrix \( J \), the sequence of type II multiple orthogonal polynomials \( \{B^{(n)}\}_{n=0}^{\infty} \), and even the sequence of type I linear forms \( \{Q^{(n)}\}_{n=0}^{\infty} \) do not determine uniquely the spectral system \( (w_1, w_2, d\mu) \), as it determines uniquely \( w_1 \), for the second weight one has the freedom just described. Inspired by similar phenomena in gauge field theories, we call this a gauge freedom.
Remark 2. If in (10) we put \( \gamma = 0 \) and \( \beta = -1 \) we get \( \tilde{w}_1 = w_1 \) and \( \tilde{w}_2 = \alpha w_2 \), that is we are dealing with a rescaling of the second weight. In this case we get \( \tilde{B}^{(n)} = B^{(n)} \), \( \tilde{Q}^{(n)} = Q^{(n)} \), \( \tilde{A}_1^{(n)} = A_1^{(n)} \) and \( \tilde{A}_2^{(n)} = \alpha^{-1} \beta A_2^{(n)} \). This is a particular case of a rescaling \( \tilde{w}_1 = \alpha w_1 \) and \( \tilde{w}_2 = \alpha_2 w_2 \), and using the Gauss–Borel factorization it can be shown that \( \tilde{B}^{(n)} = B^{(n)} \), \( \tilde{Q}^{(n)} = Q^{(n)} \), \( \tilde{A}_1^{(n)} = \alpha^{-1} A_1^{(n)} \) and \( \tilde{A}_2^{(n)} = \alpha^{-2} A_2^{(n)} \).

Remark 3. A version of this result that we will use in §4 goes as follows. Assume a compact support \( \Delta \), a solvable Hausdorff moment problem for \( w_2 \), and that two perfect systems \( (w_1, w_2, d\mu) \), with \( \int_{\Delta} w_1(x) \ d\mu(x) = 1 \) and \( \int_{\Delta} w_2(x) \ d\mu(x) = 1 \), and \( (w_1, \tilde{w}_2, d\mu) \) with \( \int_{\Delta} \tilde{w}_2(x) \ d\mu(x) = 1 \) have the same sequence of type II multiple orthogonal polynomials \( \{B^{(n)}(x)\}_{n=0}^{\infty} \). Then, there exists \( \alpha, \beta \in \mathbb{R} \) such that

\begin{equation}
\tag{11}
w_1 = \alpha w_2 + \beta \tilde{w}_2, \quad \alpha + \beta = 1.
\end{equation}

Notice that (11) can be written as

\begin{equation}
\tag{12}
\alpha' w_1 + \beta' \tilde{w}_2 = w_2, \quad \alpha' + \beta' = 1.
\end{equation}

Indeed, from (12) we get \( w_1 = \alpha w_2 + \beta \tilde{w}_2 \) with \( \alpha = \frac{1}{\alpha'} \) and \( \beta = 1 - \alpha = -\frac{\beta'}{\alpha'} \). To analyze the gauge freedom in (12), after the replacement \( \alpha' \rightarrow \alpha \) and \( \beta' \rightarrow \beta \), requires to consider solutions of

\begin{equation}
\tag{13}
\alpha \rho_{1,0} + \beta \rho_{2,0} = \rho_{2,0}, \quad \alpha \rho_{1,1} + \beta \rho_{2,1} = \rho_{2,1},
\end{equation}

where \( \rho_{a,n} = \int_{\Delta} x^n w_a(x) \ d\mu(x) \) with \( a \in \{1, 2\} \) and \( \rho_{2,n} = \int_{\Delta} x^n \tilde{w}_2(x) \ d\mu(x) \).

Remark 4. This gauge freedom will be used in §4. In that section couple of perfect systems \( (W_1, W_2, dx) \) and \((W_1, W_2, d\mu)\) leading to the same sequence multiple orthogonal polynomials of type II and Jacobi matrices are presented for pair of tuples of hypergeometric parameters \( (a, b, c, d) \) and \((b, a, c, d)\), see §1.3 below.

1.2. Christoffel transformations. For the aim of this paper two Christoffel transformations presented in [14] will be useful in the developments in §4. See also [2, 5, 6]. First, let us consider \( \bar{w} = (w_1, w_2) \) and the transformed vector of weights \( \tilde{w} = (w_2, x w_1) \), that is a simple Christoffel transformation of \( w_1 \) followed by a permutation of the two weights. Then, [14, Theorem 4] says

**Theorem 2** (Permuting Christoffel formulas). For the type I orthogonal polynomials and linear forms we have,

\[ Q^{(n)}_{\bar{w}}(x) = Q^{(n)}_{\tilde{w}}(x) - \frac{A^{(n)}_{1, \bar{w}}(0)}{A^{(n+1)}_{1, \bar{w}}(0)} Q^{(n+1)}_{\tilde{w}}(x), \]

\[ A^{(n)}_{1, \bar{w}}(x) = A^{(n)}_{2, \bar{w}}(x) - \frac{A^{(n)}_{1, \bar{w}}(0)}{A^{(n+1)}_{1, \bar{w}}(0)} A^{(n+1)}_{2, \bar{w}}(x), \]

\[ A^{(n)}_{2, \bar{w}}(x) = \frac{1}{x} \left( A^{(n)}_{1, \bar{w}}(x) - \frac{A^{(n)}_{1, \bar{w}}(0)}{A^{(n+1)}_{1, \bar{w}}(0)} A^{(n+1)}_{1, \bar{w}}(x) \right). \]

For the type II orthogonal polynomials we have

\begin{equation}
\tag{14}
B^{(n)}_{\bar{w}}(x) = \frac{1}{x} \left( B^{(n+1)}_{\tilde{w}}(x) + \frac{A^{(n-1)}_{1, \bar{w}}(0)}{A^{(n)}_{1, \bar{w}}(0)} + J_{n,n} \right) B^{(n)}_{\tilde{w}}(x) - \frac{A^{(n+1)}_{1, \bar{w}}(0)}{A^{(n)}_{1, \bar{w}}(0)} J_{n+1,n} B^{(n-1)}_{\tilde{w}}(x),
\end{equation}

For the \( H \)'s we find the transformation formula \( H^{(n)}_{\bar{w}, n} = -A^{(n+1)}_{1, \bar{w}}(0) A^{(n)}_{1, \bar{w}}(0) H^{(n)}_{\tilde{w}, n} \).

We also will be faced with the basic Christoffel transformation \( \bar{w} := x \tilde{w} \), and [14, Theorem 5] states that

**Theorem 3** (Basic Christoffel formulas). We have the following relations

\[ B^{(n)}_{\bar{w}}(x) = \frac{1}{x} \left| \begin{array}{cc}
B^{(n)}_{\tilde{w}}(0) & B^{(n)}_{\tilde{w}}(x) \\
B^{(n+1)}_{\tilde{w}}(0) & B^{(n+1)}_{\tilde{w}}(x)
\end{array} \right|, \]

\[ Q^{(n)}_{\bar{w}}(x) = \frac{1}{x} \left| \begin{array}{ccc}
A^{(n)}_{1, \bar{w}}(0) & A^{(n)}_{1, \bar{w}}(0) & Q^{(n)}_{\tilde{w}}(x) \\
A^{(n+1)}_{1, \bar{w}}(0) & A^{(n+1)}_{1, \bar{w}}(0) & Q^{(n+1)}_{\tilde{w}}(x) \\
A^{(n+2)}_{1, \bar{w}}(0) & A^{(n+2)}_{1, \bar{w}}(0) & Q^{(n+2)}_{\tilde{w}}(x)
\end{array} \right|. \]
Hence, we have Christoffel formulas expressing the new multiple orthogonal polynomials of type II and linear forms of type I, in terms of the original ones.

1.3. The hypergeometric multiple orthogonal polynomials. Here we explain the main results of Lima and Loureiro in [39] regarding hypergeometric multiple orthogonal polynomials that are required in this paper.

Given \( \{a_k\}_{k=1}^p \subset \mathbb{C}, \{b_k\}_{k=1}^q \subset \mathbb{C} \setminus (-\mathbb{N}_0) \), the generalized hypergeometric is defined by the following power series

\[
pFq\left[a_1, \ldots, a_p ; b_1, \ldots, b_q ; x \right] = \sum_{k=0}^\infty \frac{(a_1)_k \cdots (a_p)_k x^k}{(b_1)_k \cdots (b_q)_k \ k!},
\]

where the Pochhammer symbol is \( (a)_n := a(a+1) \cdots (a+n-1) \), and \( (a)_0 = 1 \), the series converge absolutely when \( p \leq q \), and for \( |x| < 1 \) when \( p = q + 1 \), that will be the cases in this paper for \( q = 1, 2, 3 \). See [3] for details about these functions and in particular Theorems 2.1.1 and 2.1.2. See also [10, 49].

1.3.1. The system of weights. The weights are constructed in terms of the Gauss’ hypergeometric function \( _2F_1 \) as follows. Given \( (a, b, c, d) \in \mathbb{R} \), that we call hypergeometric tuple, and \( \delta := c + d - a - b \) let us define the function

\[
\omega(x, a, b; c, d) = \frac{\Gamma(c)\Gamma(d)}{\Gamma(a)\Gamma(b)\Gamma(\delta)} x^{a-1}(1-x)^{\delta-1} _2F_1\left[c-b, d-b; 1-x \right].
\]

For the hypergeometric multiple orthogonality we consider \( (W_1, W_2, d.x) \), where the weights are given by

\[
W_1(x) := \omega(x, a, b; c, d), \quad W_2(x) := \omega(x, a, b + 1; c + 1, d),
\]

and \( \text{d}x \) is the Lebesgue measure in \([0, 1]\).

In [39] the hypergeometric parameters are constrained by

\[
a, b, c, d \geq 0, \quad \min(c, d) > \max(a, b),
\]

so that \( \delta > 0 \). In [39, Theorem 2.1] it was shown, for these constrained hypergeometric parameters, that \( \{\tilde{w}_1, \tilde{w}_2, \text{d}x\} \) is a Nikishin system on \((0, 1)\), therefore an AT system and consequently a perfect system. As we will see the min-max condition, \( \min(c, d) > \max(a, b) \), is not always required for our purposes.

For example, whenever

\[
a, b, \delta > 0
\]

Equation 11 in [48, §2.21.1] gives for the moments the following expression

\[
\int_0^1 x^{\delta+n-1}(1-x)^{\delta-1} _2F_1\left[c-b, d-b; 1-x \right] \text{d}x = \frac{(a)_n(b)_n}{(c)_n(d)_n}, \quad n \in \mathbb{N}_0.
\]

This formula is very useful in doing computations to perform the Gauss–Borel factorization. As we see the min-max is too demanding for this result. Moreover, this formula is used in [39] to prove the multiple orthogonal relations, and also the expression for the \( H \)'s. Orthogonality and bi-orthogonality directly give, for all \( n \in \mathbb{N}_0 \),

\[
H_{2n} = \int_0^1 B^{(2n)}(x)x^n w_1(x) \text{d} \mu(x), \quad H_{2n+1} = \int_0^1 B^{(2n+1)}(x)x^n w_2(x) \text{d} \mu(x).
\]

Using (18), in [39] the expressions (19) were given as generalized hypergeometric functions \( _4F_3 \) at unity. Then, the Karlsson–Minton summation method [41, 35, 40, 36] was used in [39, Equation (3.5)] to evaluate the \( H \)'s and check their positivity. For complex numbers \( \{\beta, f_1, \ldots, f_p\} \subset \mathbb{C} \) and positive integers \( \{m_1, \ldots, m_p\} \subset \mathbb{N} \), with \( n \geq m_1 + \cdots + m_p \), we have for the value at unity of the hypergeometric functions the following Minton summation

\[
p+2\pFq\left[-n, \beta, f_1+m_1, \ldots, f_p+m_p; \beta+1, f_1, \ldots, f_p; 1 \right] = \frac{n!(f_1-\beta)m_1 \cdots (f_p-\beta)m_p}{(\beta+1)_n(f_1)m_1 \cdots (f_p)m_p}.
\]
At this point we stress that although in [39] it was required that \( \text{Re}\beta, \text{Re} f_1, \ldots, \text{Re} f_p > 0 \), that constraint is not really required, see [41, 36]. From Minton summation, formulas (3.7) and (3.8) in [39] follow, and they read

\[
\begin{align*}
H_{2n} &= \frac{(2n)! (a)_{2n} (b)_{2n} (d - a)_n (d - b)_n}{(c)_{3n} (d)_{3n} (d + n - 1)_{2n}}, \\
H_{2n+1} &= \frac{(2n+1)! (a)_{2n+1} (b + 1)_{2n} (c - a + 1)_n (c - b)_{n+1}}{(c + 1)_{3n+1} (c + n)_{2n+1} (d)_{3n+1}}, \quad n \in \mathbb{N}_0.
\end{align*}
\]

In order to have a Gauss–Borel factorization of the moment matrix, that is equivalent to the perfectness of the system of weights, we must have \( H_n \neq 0, n \in \mathbb{N}_0 \) (positivity of the \( H_n \) is sufficient but not necessary). In this context, to derive these formulas we assume (17), with \( d - a, d - b \not\in \mathbb{N}_0 \) to get \( H_{2n} \neq 0 \), and to ensure \( H_{2n+1} \neq 0 \) we must have \( c + 1 - a, c - b \not\in \mathbb{N}_0 \). Therefore, perfectness is ensured whenever we have

\[
(21) \quad a, b, \delta > 0, \quad d - a, d - b, c + 1 - a, c - b \not\in \mathbb{N}_0.
\]

### 1.3.2. Multiple orthogonal polynomials.

In [39, Equations (3.2) and (3.1)], explicit expressions for the corresponding monic orthogonal polynomials of type II, were given for all \( n \in \mathbb{N}_0 \) by

\[
B^{(n)}(x) = \sum_{j=0}^{n} (-1)^j \binom{n}{j} \frac{(a + n - j) (b + n - j) j}{(c + n + \frac{3}{2} - j) (d + n + \frac{n-1}{2} - j) j} x^{n-j} = (-1)^n B_{n}^{(a,b,c)}(x),
\]

where now we have

\[
(24) \quad w_1(x) := 2F_1[c-b,d-b;1-x], \quad w_2(x) := \frac{c}{\beta} 2F_1[c-b,d-b;1-x],
\]

where now we have

\[
(25) \quad \text{d} \mu(x) := \frac{\Gamma(c)\Gamma(d)}{\Gamma(a)\Gamma(b)\Gamma(\delta)} x^{a-1}(1-x)^{\delta-1} \text{d} x.
\]

Defining

\[
q^{(n)}(x) = w_1(x)A_1^{(n)}(x) + w_2(x)A_2^{(n)}(x)
\]

we have

\[
(26) \quad \int_0^1 B^{(n)}(x)q^{(m)}(x) \text{d} \mu(x) = \delta_{n,m}, \quad n, m \in \mathbb{N}_0.
\]
and
\[
\int_0^1 x^k q^{(n)}(x) \, d\mu(x) = 0, \quad k \in \{0, \ldots, n-1\}, \quad \int_0^1 x^n q^{(n)}(x) \, d\mu(x) = 1.
\]

1.3.3. The hypergeometric Jacobi matrix. In [39, Theorem 3.5] it is shown that the Jacobi matrix (8) describing the higher recurrence relation of these hypergeometric multiple orthogonal polynomials is nonnegative. Indeed, they show that for \( n \in \mathbb{N}_0 \),

\[
\beta_n = \lambda_{3n} + \lambda_{3n+1} + \lambda_{3n+2}, \quad \alpha_{n+1} = (\lambda_{3n+1} + \lambda_{3n+2})\lambda_{3n+3} + \lambda_{3n+2}\lambda_{3n+4}, \quad \gamma_{n+1} = \lambda_{3n+2}\lambda_{3n+4}\lambda_{3n+6},
\]

being the \( \lambda \)'s defined in terms of the sequence

\[
c_n = \begin{cases} 
  c + k, & n = 2k - 1, \\
  d + k, & n = 2k,
\end{cases} \quad k \in \mathbb{N},
\]

as follows

\[
\begin{align*}
\lambda_{3n} &= \frac{n(b + n - 1)(c_n - a - 1)}{(c_n + n - 2)(c_n + n - 1)(c_n + n - 1 - b)} , \\
\lambda_{3n+1} &= \frac{n(a + n)(c_n - c_n - 1 - n)}{(c_n + n - 1)(c_n + n - 1 - n)(c_n + n - 1 - b)}, \\
\lambda_{3n+2} &= \frac{(a + n)(b + n)(c_n - 1)}{(c_n + n - 1)(c_n + n)(c_n + n - 1 - b)}.
\end{align*}
\]  

An important point regarding this paper is to find when these recursion coefficients are nonnegative. As was stated in [39], for \( a, b, c, d > 0 \), if the max-min (16) condition is fulfilled the \( \lambda \)'s are positive and Jacobi matrix is nonnegative. However, this condition is again too restrictive. For example, the region

\[
a, b > 0, \quad d > \text{max}(a, b), \quad c \geq a, \quad c + 1 \geq b,
\]

is such that (21) holds, i.e. the system of weights is perfect, and the \( \lambda \)'s are nonnegative, and therefore the Jacobi matrix is nonnegative.

Moreover, if \( \kappa = \frac{4}{27} \), we have \( \lim_{n \to \infty} \lambda_n = \kappa \) and, consequently,

\[
\lim_{n \to \infty} \beta_n = 3\kappa, \quad \lim_{n \to \infty} \alpha_n = 3\kappa^2, \quad \lim_{n \to \infty} \gamma_n = \kappa^3.
\]

As we have seen, the coefficients of the Jacobi matrix associated with the hypergeometric multiple orthogonal polynomials share their limit with the ones of the Jacobi–Piñeiro case studied in [15]. In [39] the authors comment that the Piñeiro reduction \( \gamma = 0 \) of the Jacobi–Piñeiro multiple orthogonal polynomials—with parameters \( (\alpha, \beta, \gamma) \) with \( \alpha, \beta, \gamma > -1 \) and such that \( \alpha - \beta \notin \mathbb{Z} \)—corresponds to a particular limit case of these hypergeometric multiple orthogonal polynomials. In fact, for the particular choice of the hypergeometric parameters \( c = a, \) and \( d = b + 1 \) one gets the Piñeiro weights [46] \( w_1 = bx^{b-1} \) and \( w_2 = ax^{a-1} \). These Piñeiro weights have a nonnegative Jacobi matrix whenever \( |a - b| < 1 \) (cf. [15]). With this choice we have \( \delta = 1 = 0 \) but we cannot meet the required min-max condition (16). However, the relaxed conditions (29) are satisfied. Now, in terms of \( a, b \) we have

\[
b + 1 > \text{max}(a, b), \quad a \geq a, \quad a + 1 \geq b,
\]

if \( a \leq b \) we only need to require \( b \leq a + 1 \) and if \( a \geq b \) we only need to check that \( b + 1 \geq a \). These are precisely the conditions \( |b - a| < 1 \). We stress that the Piñeiro case satisfies (21), thus the moments are quotients of Pochhammer as in (18) and the \( H \)'s do not cancel (cf. [15, Corollary 3]),

\[
H_{2n} = \frac{n!(2n)!(a)_{2n}(b)_{2n}(b + 1 - a)_{n}}{(a)_{3n}(b + 1)_{3n}(b + n)_{2n}}, \quad H_{2n+1} = \frac{n!(2n+1)!(a)_{2n+1}(b + 1)_{2n}(a - b)_{n+1}}{(a + 1)_{3n+1}(a + n)_{2n+1}(b + 1)_{3n+1}}, \quad n \in \mathbb{N}_0.
\]
Following [39] we see that for the hypergeometric tuple \( \left( \frac{4}{3}, \frac{5}{3}, 2, \frac{5}{2} \right) \) we have that \( \beta_n = 3\kappa, \sigma_{n+1} = 3\kappa^2 \) and \( \gamma_n = \kappa^3 \). That is, the Jacobi matrix is uniform along its diagonals, a Toeplitz matrix

\[
J = \begin{pmatrix}
3\kappa & 1 & 0 & \cdots & 0 \\
3\kappa^2 & 3\kappa & 1 & \cdots & 0 \\
\kappa^3 & 3\kappa^2 & 3\kappa & 1 & \cdots \\
0 & \kappa^3 & 3\kappa^2 & 3\kappa & 1 \\
& & & & \ddots \\
& & & & & \kappa^3 & 3\kappa^2 & 3\kappa & 1
\end{pmatrix}.
\]

(32)

We refer to this matrix as the asymptotic uniform Jacobi matrix.

That is, the hypergeometric multiple orthogonal polynomials contain as a particular case the limit case, not as for the Jacobi–Piñeiro case, where no set of parameters reproduce such uniform Jacobi matrix. Notice that \( \delta = 2 + \frac{5}{3} - \frac{4}{3} - \frac{5}{3} = \frac{3}{2} > 0 \) and \( \min(c, d) = 2 > \frac{5}{3} = \max(a, b) \).

The perfect system \((W_1, W_2, \sigma(x))\) is

\[
\begin{aligned}
W_1(x) &= \frac{81\sqrt{3}}{16\pi} \frac{\sqrt[3]{\left(1 + \sqrt{1-x} - \sqrt[3]{1 - \sqrt{1-x}}\right)^4}}{\sqrt{x}}, \\
W_2(x) &= \frac{243\sqrt{3}}{160\pi} \frac{\sqrt[3]{\left(1 + \sqrt{1-x} + \sqrt[3]{1 - \sqrt{1-x}}\right)^4}}{\sqrt{x}}.
\end{aligned}
\]

(33)

1.4. Random walk multiple orthogonal polynomials. We now describe the main results we derived in our previous paper [15] extending the results of Karlin and McGregor to multiple orthogonal polynomials.

We reproduce [15, Theorems 1 & 2] in a convenient form for the aims of this paper.

**Theorem 4.** Let us assume that

i) The Jacobi matrix \( J \) is nonnegative.

ii) The values at unity of the polynomials and of the linear forms are positive, i.e. \( B^{(n)}(1), q^{(n)}(1) > 0 \).

Then, the diagonal matrices

\[
\sigma_{II} = \text{diag} \left( \sigma_{II,0}, \sigma_{II,1}, \ldots \right), \quad \sigma_{II,n} := \frac{1}{B^{(n)}(1)}, \quad \sigma_I = \text{diag} \left( \sigma_{I,0}, \sigma_{I,1}, \ldots \right), \quad \sigma_{I,n} := \frac{1}{q^{(n)}(1)},
\]

are such that

\[
P_{II} := \sigma_{II} J \sigma_{II}^{-1}, \quad P_{II,n,m} = \frac{B^{(m)}(1)}{B^{(n)}(1)} J_{n,m}, \quad P_I := \sigma_I J^T \sigma_I^{-1}, \quad P_{I,n,m} = \frac{q^{(m)}(1)}{q^{(n)}(1)} J_{m,n},
\]

are stochastic matrices.

We have [15, Theorems 6 & 7] that for the reader convenience we reproduce here

**Theorem 5** (KMcG representation formula). Let us assume the conditions requested in Theorem 4. Then, for random walks with Markov matrices \( P_{II} \) and \( P_I \), the transition probabilities, after \( r \) transitions from state \( n \) to state \( m \) are given respectively by

\[
P_{II,n,m}^r = \frac{B^{(m)}(1)}{B^{(n)}(1)} \int_{\Delta} x^r B^{(n)}(x) q^{(m)}(x) \, d\mu(x), \quad P_{I,n,m}^r = \frac{q^{(m)}(1)}{q^{(n)}(1)} \int_{\Delta} x^r B^{(m)}(x) q^{(n)}(x) \, d\mu(x).
\]

**Theorem 6.** Let us assume the conditions requested in Theorem 4. Then, for \( |s| < 1 \), the transition probability generating functions reads as

\[
P_{II,n,m}(s) = \frac{B^{(m)}(1)}{B^{(n)}(1)} \int_{\Delta} \frac{B^{(n)}(x) q^{(m)}(x)}{1 - sx} \, d\mu(x), \quad P_{I,n,m}(s) = \frac{q^{(m)}(1)}{q^{(n)}(1)} \int_{\Delta} \frac{B^{(m)}(x) q^{(n)}(x)}{1 - sx} \, d\mu(x),
\]

respectively. The first passage generating functions are given by

\[
F_{II,n,m}(s) = \frac{B^{(m)}(1)}{B^{(n)}(1)} \int_{\Delta} \frac{B^{(n)}(x) q^{(m)}(x)}{1 - sx} \, d\mu(x), \quad F_{I,n,m}(s) = \frac{q^{(m)}(1)}{q^{(n)}(1)} \int_{\Delta} \frac{B^{(m)}(x) q^{(n)}(x)}{1 - sx} \, d\mu(x).
\]
for \( n \neq m \), and for \( n = m \) by

\[
F_{nn}(s) = 1 - \frac{1}{\int_\Delta \frac{B^{(n)}(x)q^{(n)}(x)}{1 - sx} \, d\mu(x)}.
\]

The last expression \( F_{nn}(s) \) is valid for both Markov chains of types I and II.

## 2. Ratio asymptotics

In this section we assume (21), so that the system of weights is perfect.

### 2.1. On the linear forms at unity and Rodrigues type formula

In [39] multiple orthogonality for the measures \( \tilde{w}_1 \, dx \) and \( \tilde{w}_2(x) \, dx \) supported on \([0,1]\) for the step-line were considered, i.e., one takes \( \tilde{n} = (1,1) \) (in the notation of [1, 14, 15]). Here we use the weights \( w_1, w_2 \) defined on (24).

**Theorem 7** (Type I linear forms at unity). For \( n \in \mathbb{N}_0 \), the linear forms (26) at unity have the following values

\[
q^{(2n)}(1) = \frac{1}{(2n)!} (c)_{3n} (d)_{3n} a_n (b)_{2n} \\
q^{(2n+1)}(1) = \frac{1}{(2n+1)!} (c)_{3n+2} (d)_{3n+1} a_{n+1} (b)_{2n+1}
\]

**Proof:** Recall that

\[
Q^{(n)}(x) = \frac{\Gamma(c)\Gamma(d)}{\Gamma(a)\Gamma(b)\Gamma(\delta)} x^{a-1}(1-x)^{\delta-1} q^{(n)}(x)
\]

so that the mentioned Rodrigues type formulas (23) can be rewritten as

\[
q^{(2n)}(x) = \frac{1}{(2n)!} (c)_{3n} (d)_{3n} a_n (b)_{2n} \frac{1}{\Gamma(\delta)} \frac{d^{2n}}{d\chi^{2n}} \left( x^{a-1+2n}(1-x)^{\delta-1+2n} 2F_1 \left[ \frac{c-b+n,d-b+n}{\delta+2n}, 1-x \right] \right),
\]

\[
q^{(2n+1)}(x) = -\frac{1}{(2n+1)!} (c)_{3n+2} (d)_{3n+1} a_{n+1} (b)_{2n+1} \frac{1}{\Gamma(\delta)} \frac{d^{2n+1}}{d\chi^{2n+1}} \left( x^{a+2n}(1-x)^{\delta+2n} 2F_1 \left[ \frac{c-b+n+1,d-b+n}{\delta+2n+1}, 1-x \right] \right).
\]

Let us expand the derivatives to get

\[
q^{(2n)}(x) = \frac{1}{(2n)!} (c)_{3n} (d)_{3n} a_n (b)_{2n} \frac{1}{\Gamma(\delta)} \frac{d^{2n}}{d\chi^{2n}} \left( x^{a-1+2n}(1-x)^{\delta-1+2n} 2F_1 \left[ \frac{c-b+n,d-b+n}{\delta+2n}, 1-x \right] \right),
\]

\[
q^{(2n+1)}(x) = -\frac{1}{(2n+1)!} (c)_{3n+2} (d)_{3n+1} a_{n+1} (b)_{2n+1} \frac{1}{\Gamma(\delta)} \frac{d^{2n+1}}{d\chi^{2n+1}} \left( x^{a+2n}(1-x)^{\delta+2n} 2F_1 \left[ \frac{c-b+n+1,d-b+n}{\delta+2n+1}, 1-x \right] \right),
\]

where \( 2F_1^{(m)}[\alpha,\beta; 1-x] \), stands for the \( m \)-th derivative of \( 2F_1[\alpha,\beta; x] \) when evaluated at \( 1-x \).

Hence, when evaluating at unity we see that almost all terms cancel due to the presence of the factor \((1-x)^N\) for some natural number \( N \). Then, in the evaluation at unity only survive the summands corresponding to \( l = k = 2n \) and \( l = k = 2n+1 \), respectively. In doing that one obtains for the factor with the double summations the values \( \delta_{2n} \) and \( \delta_{2n+1} \), respectively. Then, the announced result follows immediately.

\[
\square
\]

**Corollary 1.** Whenever \( a, b, c, d > 0 \), the linear forms when evaluated at unity are positive numbers

\[
q^{(n)}(1) > 0, \quad n \in \mathbb{N}_0.
\]
The result follows from the well known equation

$$q^{(2n)}(x) = \frac{1}{(2n)!} \frac{(c)_{3n}(d)_{3n}}{(a)_{2n}(b)_{2n}(\delta)_{2n}} \sum_{k=0}^{2n} \sum_{l=0}^{k} (-1)^{l+k} \binom{2n}{k} \binom{k}{l} (a + 2n - k + 1)(\delta + 2n - l) x^{2n-k+l} (1-x)^{2n-l}$$

Proof. For Corollary 2, the linear forms (26) can be expressed as

$$q^{(2n+1)}(x) = \frac{1}{(2n+1)!} \frac{(c)_{3n+2}(d)_{3n+1}}{(a)_{2n+1}(b)_{2n+1}(\delta)_{2n+1}} \sum_{k=0}^{2n+1} \sum_{l=0}^{k} (-1)^{l+k} \binom{2n+1}{k} \binom{k}{l} (a + 2n + 1 - k + 1)(\delta + 2n + 1 - l) x^{2n+1-k+l} (1-x)^{2n+1-l}$$

Corollary 3. Whenever $a, b, c, d > 0$, the linear forms fulfill $q_n(x) > 0$, for all $n \in \mathbb{N}_0$ and $x \geq 1$.

Proof. As the zeros of $q_n(x)$ belong to $(0, 1)$, the result follows from Corollary 1.

2.2. Ratio asymptotics at unity of linear forms of type I

Corollary 4. The large $n$ ratio asymptotics for the type I hypergeometric linear forms at unity is

$$\lim_{n \to \infty} \frac{q^{(n+1)}(1)}{q^{(n)}(1)} = \frac{1}{2\kappa} = \frac{27}{8}$$

Proof. It follows from the explicit values of the linear form at unity. Indeed,

$$\lim_{n \to \infty} \frac{q^{(2n+1)}(1)}{q^{(2n)}(1)} = \lim_{n \to \infty} \frac{(2n)!}{(2n+1)!} \frac{(c)_{3n+2}(d)_{3n+1}(a)_{2n}(b)_{2n}}{(a)_{2n+1}(b)_{2n+1}(\delta)_{2n+1}} = \lim_{n \to \infty} \frac{(c+3n)(c+3n+1)(d+3n)}{(2n+1)(a+2n)(b+2n)} = \frac{27}{8}$$

Which is what we wanted to prove.

2.3. Ratio asymptotics at unity of multiple orthogonal polynomials of type II. A well known classical tool in the theory of orthogonal polynomials is the Christoffel–Darboux (CD) kernel, see [51]. Multiple orthogonal polynomials have also Christoffel–Darboux kernels, Sorokin and Van Iseghem [52] derived a formula that can be applied to multiple orthogonal polynomials, see also [19] and [67]. Daems and Kuijlaars derived a CD formula for the mixed multiple case [20, 21] using Riemann–Hilbert approach in the context of nonintersecting Brownian motions. Later on, the article [1] reproduces the same result with an algebraic approach in the framework of mixed multiple orthogonal polynomial sequences. The CD formula derived in [7] suits particularly well to our problem because it is expressed only in terms of a unique polynomial sequence.

Proposition 1. The large $n$ ratio asymptotics for the type II hypergeometric multiple orthogonal polynomials at unity is

$$\lim_{n \to \infty} \frac{B^{(n+1)}(1)}{B^{(n)}(1)} = \frac{8}{27}$$
Proof. From the Christoffel–Darboux formula on the sequence, see [15, Proposition 6], we find
\begin{equation}
q^{(n+1)}(1)B^{(n+2)}(1) - q^{(n+2)}(1)J_{n+2,n}B^{(n)}(1) - q^{(n+2)}(1)J_{n+2,n+1}B^{(n+1)}(1) - q^{(n+3)}(1)J_{n+3,n+1}B^{(n+1)}(1) = 0,
\end{equation}
that allows us the application of the ideas in [15, Theorem 4]. Notice that (35) can be written as
\begin{equation}
B^{(n+2)}(1) = a_n B^{(n+1)}(1) + b_n B^{(n)}(1),
\end{equation}
with $a_n := \frac{q^{(n+2)}(1)}{q^{(n+1)}(1)} \gamma_{n+2}$ and $b_n := \frac{q^{(n+2)}(1)}{q^{(n+1)}(1)} \gamma_{n+1}$. From the explicit expressions for the hypergeometric type I linear forms at unity we find that
\[
\lim_{n \to \infty} a_n = \frac{1}{2k} 3k^2 + \frac{1}{4k^2} k^3 = \frac{7k}{4}, \quad \lim_{n \to \infty} b_n = -\frac{1}{2k} k^3 = \frac{k^2}{2}.
\]
Hence, we can apply the Poincaré’s theory [47, 42, 44, 23] for homogeneous linear recurrence relations with coefficients having finite large $n$ limits. The characteristic polynomial $r^2 - \frac{7k}{4} r - \frac{k^2}{2} = (r + \frac{1}{27}) (r - \frac{8}{27})$ has two simple roots, $-\frac{1}{27}$ and $\frac{8}{27}$, with distinct absolute value. Consequently, being a sequence of positive numbers, following Poincaré we find that it converges to the positive root $\frac{27}{8}$.

\begin{corollary}
(Ratio asymptotics for $3F_2$). We have the following large $n$ limit for the ratio of two generalized hypergeometric functions
\[
\lim_{n \to \infty} \frac{3F_2\left[-2n-2, c+n+1, d+n; 1\right]}{3F_2\left[-2n-1, c+n, d+n; 1\right]} = -2.
\]
\end{corollary}

Proof. As we have
\[
\begin{align*}
B^{(2n)}(x) &= \frac{(a)_{2n}(b)_{2n}}{(c+n)_{2n}(d+n-1)_{2n}} 3F_2\left[-2n, c+n, d+n+1; a, b; x\right], \\
B^{(2n+1)}(x) &= -\frac{(a)_{2n+1}(b)_{2n+1}}{(c+n+1)_{2n+1}(d+n)_{2n+1}} 3F_2\left[-2n-1, c+n, d+n; a, b; x\right].
\end{align*}
\]
The ratios we are interested in are
\[
\begin{align*}
B^{(2n+1)}(1) &= -\frac{(a+2n)(b+2n)}{(c+3n)(d+3n+1)} 3F_2\left[-2n-1, c+n, d+n+1; a, b; \right], \\
B^{(2n)}(1) &= -\frac{(a+2n)(b+2n)}{(c+3n)(d+3n+1)} 3F_2\left[-2n, c+n, d+n; a, b; \right].
\end{align*}
\]
Notice that if the ratio asymptotics at unity, $\lim_{n \to \infty} \frac{B^{(2n+1)}(1)}{B^{(2n)}(1)}$, exists, in terms of $\kappa = \frac{27}{8}$, we have
\[
\lim_{n \to \infty} \frac{B^{(2n+1)}(1)}{B^{(2n)}(1)} = -\kappa \lim_{n \to \infty} \frac{3F_2\left[-2n-1, c+n, d+n+1; a, b; \right]}{3F_2\left[-2n, c+n, d+n; a, b; \right]}, \quad \lim_{n \to \infty} \frac{B^{(2n+2)}(1)}{B^{(2n+1)}(1)} = -\kappa \lim_{n \to \infty} \frac{3F_2\left[-2n-2, c+n+1, d+n; a, b; \right]}{3F_2\left[-2n-1, c+n, d+n; a, b; \right]},
\]
and using Proposition 1 the result follows. \hfill $\Box$

2.4. Ratio asymptotics in compact subsets. For this section we need that the system of weights is such that the zeros are confined in the support of the measure. For example, this happens whenever the system of weights is an AT system.

\begin{remark}
In [39, §3.4] it was shown that
\begin{equation}
\lim_{n \to \infty} \frac{B^{(n+1)}(x)}{B^{(n)}(x)} = -\frac{\kappa}{F(x)},
\end{equation}
with
\begin{equation}
F(x) := 1 - \frac{3}{2} \sqrt[3]{\omega^2 \sqrt[3]{1 - x} - \omega \sqrt[3]{-1 - x} - 1}, \quad \omega := e^{\frac{2\pi i}{3}},
\end{equation}
uniformly in compact subsets of $\mathbb{C} \setminus [0, 1]$. Taking $\sqrt[3]{-1} = -1$ we get
\[
\lim_{x \to 1^+} F(x) = 1 + \frac{3}{2} (\omega^2 + \omega) = 1 - 3 = -\frac{1}{2}.
\]
Consequently, we have
\[
\lim_{x \to 1^+} \lim_{n \to \infty} \frac{B^{(n+1)}(x)}{B^{(n)}(x)} = 2k,
\]
so that using Proposition 1 we conclude
\[
\lim_{x \to 1^+} \lim_{n \to \infty} \frac{B^{(n+1)}(x)}{B^{(n)}(x)} = \lim_{n \to \infty} \lim_{x \to 1^+} \frac{B^{(n+1)}(x)}{B^{(n)}(x)}.
\]

**Remark 6.** As \(B^{(n)}(x) > 0\) for \(x \geq 1\), from (37) we get that \(F(x) < 0\) for \(x > 1\). Moreover, from [18, Lemma 3.5], \(F(x)\) is analytic in \(\mathbb{C} \setminus [0, 1]\).

**Theorem 8.** For \(F(x)\) as in (38), we have
\[
\lim_{n \to \infty} \frac{q^{(n+1)}(x)}{q^{(n)}(x)} = 1 \frac{1}{2k} \left( F(x) - 3 + \sqrt{\frac{x F(x) - 4}{k F(x) - 1}} \right),
\]
pointwise in \(\mathbb{C} \setminus (-\infty, 1]\). There exists an open dense subset \(\Omega \subset \{x \in \mathbb{C} \setminus (-\infty, 1] : F(x) \notin [0, 4]\} \) in where the convergence is uniform in compact sets.

**Proof.** From [15, Proposition 6] we get
\[
q^{(n+1)}(x) \frac{B^{(n+2)}(x)}{B^{(n+1)}(x)} - q^{(n+2)}(x) \left( \gamma^{n+1} \frac{B^{(n)}(x)}{B^{(n+1)}(x)} + \alpha_{n+2} \right) - q^{(n+3)}(x) \gamma_{n+2} = 0,
\]
that can be written as follows
\[
(39) \quad a_{n+1}(x) q^{(n+1)}(x) + b_{n+2}(x) q^{(n+2)}(x) + c_{n+3} q^{(n+3)}(x) = 0,
\]
where
\[
a_n(x) := \frac{B^{(n+1)}(x)}{B^{(n)}(x)} \xrightarrow{n \to \infty} \frac{k}{F(x)}, \quad b_{n+2}(x) := -\gamma_{n+1} \frac{B^{(n)}(x)}{B^{(n+1)}(x)} - \alpha_{n+2} \xrightarrow{n \to \infty} k^2 (F(x) - 3), \quad c_{n+3} := -\gamma_{n+2} \xrightarrow{n \to \infty} -k^3,
\]
which holds uniformly on compact sets of \(\mathbb{C} \setminus [0, 1]\) (in the \(a_n(x)\) and \(b_n(x)\) cases).

The characteristic equation for the third order linear homogeneous recurrence (39) reads as
\[
k^2 r^2 - (F(x) - 3)kr + \frac{1}{F(x)} = 0,
\]
with roots by
\[
r_\pm(x) = \frac{F(x) - 3 \pm \sqrt{(F(x) - 3)^2 - \frac{4}{F(x)}}}{2k}.
\]
As \(F(x) < 0\) for \(x > 1\) we get \(r_\pm(x) \notin 0\) for \(x > 1\). Given that \(q^{(n)}(x) > 0\) for \(x \geq 1\), see Corollary 3, we must have, according to Poincaré [47] that \(\lim_{n \to \infty} \frac{q^{(n+1)}(x)}{q^{(n)}(x)} = r_+(x)\) pointwise for \(x > 1\). For the rest \(x \in \mathbb{C} \setminus \mathbb{R}\), Poincaré theory ensures that the pointwise limit exists and its value must be \(r_+(x)\) or \(r_-(x)\).

Notice that the linear forms \(q^{(n)}(x)\) have branch with a cut at \((-\infty, 0]\); moreover, being \((w_1, w_2)\) an AT system has all its zeros in \((0, 1)\). Hence, \(f_n(x) := \frac{q^{(n+1)}(x)}{q^{(n)}(x)}\) is holomorphic in the domain \(\Omega_1 := \mathbb{C} \setminus (-\infty, 1]\). Therefore, we have a sequence of holomorphic functions \((f_n(x))_{n=0}^{\infty}\) with pointwise convergence in the domain \(\Omega_1\).

Now, according to Osgood theorem (cf. [45, 13, 38]) the sequence converges pointwise in an open dense subset of \(\Omega_1\) to a holomorphic function. Hence, as in \((1, +\infty)\) converges to \(r_+(x)\), by analytical continuation it converges pointwise in \(\Omega_0 = \{x \in \Omega_1 : F(x) \notin [0, 4]\}\) to \(r_+(x)\), which is holomorphic in that domain. Notice that the set \(0 \leq F(x) \leq 4\) is the cut of \(r_+\), determined by the cut of the square root in the function \(r_+(x)\), thus in that set the function \(r_+(x)\) ceases to be holomorphic.

From Osgood’s theorem we also know that there is an open dense subset \(\Omega \subset \Omega_0 \subset \Omega_1\), \(\overline{\Omega} = \overline{\Omega_0} = \overline{\Omega_1} = \mathbb{C}\), in where the convergence can be taken to be uniform in compact sets.
Now, as $F = -\kappa \phi$ with $\phi$ given in [18, Equation (3.5)] and, according to [18, Lemma 3.5], we have $x\phi = (1 + \kappa \phi)^3$, we are led to $xF = \kappa(F - 1)^3$, and, consequently, we find for the radicand in $r_+(x)$ the alternative expression

$$
(F - 3)^2 - \frac{4}{F} = \frac{F^3 - 6F^2 + 9F - 4}{F} = \frac{(F - 1)^3 - 3(F - 1)^2}{F} = \frac{x F - 4}{\kappa F - 1},
$$

and from this we get the desired representations for the limit function. \hfill \Box

### 3. Multiple hypergeometric random walks

In this section we assume (29), i.e. $a, b > 0$, $d > \max(a, b)$, $c \geq a$ and $c + 1 \geq b$, so that the Jacobi matrix is a nonnegative matrix. Being the Jacobi matrix nonnegative, the hypergeometric multiple orthogonal polynomials of Lima and Loureiro are in fact random walk multiple orthogonal polynomials.

#### 3.1. The stochastic transition matrices

Following [15] one concludes that there are two stochastic matrices

**Theorem 9.** Let us assume for the hypergeometric system that (21) holds. Then,

i) If the zeros of the polynomial sequence $\{B^{(n)}\}_{n \in \mathbb{N}}$ are confined in $(0, 1)$, the semi-infinite matrix

$$
P_{II} = \begin{pmatrix}
P_{II,0,0} & P_{II,0,1} & 0 & \cdots & \cdots & \cdots \\
P_{II,1,0} & P_{II,1,1} & P_{II,1,2} & \cdots & \cdots & \cdots \\
P_{II,2,0} & P_{II,2,1} & P_{II,2,2} & P_{II,2,3} & \cdots & \cdots \\
0 & P_{II,3,1} & P_{II,3,2} & P_{II,3,3} & P_{II,3,4} & \cdots \\
& & & & & \ddots
\end{pmatrix}
$$

(40)

with coefficients given in terms of the Jacobi matrix (27) and the multiple orthogonal polynomials of type II evaluated at unity, $B^{(n)}(1)$ for $n \in \mathbb{N}_0$, as follows

$$
P_{II,n,n+1} = \frac{B^{(n+1)}(1)}{B^{(n)}(1)} \frac{B^{(n)}(1)}{B^{(n+1)}(1)} = \frac{B^{(n)}(1)}{B^{(n+1)}(1)} \alpha_{n+1}, \quad P_{II,n+1,n} = \frac{B^{(n)}(1)}{B^{(n+2)}(1)} \gamma_{n+1}.
$$

is a multiple stochastic matrix of type II.

ii) The semi-infinite matrix

$$
P_I = \begin{pmatrix}
P_I,0,0 & P_I,0,1 & P_I,0,2 & 0 & \cdots & \cdots & \cdots \\
P_I,1,0 & P_I,1,1 & P_I,1,2 & P_I,1,3 & \cdots & \cdots & \cdots \\
P_I,2,0 & P_I,2,1 & P_I,2,2 & P_I,2,3 & P_I,2,4 & \cdots & \cdots \\
0 & P_I,3,1 & P_I,3,2 & P_I,3,3 & P_I,3,4 & \cdots & \cdots \\
& & & & & \ddots
\end{pmatrix}
$$

(41)

with coefficients expressed in terms of the Jacobi matrix (27) and the linear forms of type I evaluated at unity, $Q^{(n)}(1)$, for $n \in \mathbb{N}_0$, as follows

$$
P_I,n+2 = \frac{Q^{(n+2)}(1)}{Q^{(n)}(1)} \gamma_{n+1}, \quad P_I,n+1 = \frac{Q^{(n+1)}(1)}{Q^{(n)}(1)} \alpha_{n+1}, \quad P_I,n,n = \beta_n, \quad P_I,n+1,n = \frac{Q^{(n)}(1)}{Q^{(n+1)}(1)}.
$$

is a multiple stochastic matrix of type I.

**Proof.** i) As the zeros of the polynomials $B^{(n)}$ belong to $(0, 1)$ and $B^{(n)}$ is monic and therefore diverges to $+\infty$ when $x \to +\infty$, we deduce that $B^{(n)}(1) > 0$, for $n \in \mathbb{N}_0$.

ii) It follows from Theorem 7. \hfill \Box

The corresponding diagrams for these Markov chains are
Corollary 6. The coefficients of the type I stochastic matrix can be written, for all $n \in \mathbb{N}_0$, as follows

\[
P_{1,2n,2n+2} = \frac{(d+n-1)(d-a+n)(d-b+n)}{(d+3n-1)^3}, \quad P_{1,2n+1,2n} = \frac{(2n+1)(a+2n-1)(b+2n-1)}{(c+3n)(d+3n-1)^2},
\]

\[
P_{1,2n+1,2n+3} = \frac{2(n+1)(a+2n)(b+2n)}{(c+3n)(d+3n+1)} - \frac{2n(a+2n-1)(b+2n-1)}{(c+3n-1)(d+3n-2)},
\]

\[
P_{1,2n,2n+1} = \frac{2(n+1)(a+2n+1)(b+2n+1)}{(c+3n)(d+3n+1)} - \frac{(2n+1)(a+2n)(b+2n)}{(c+3n)(d+3n)},
\]

\[
P_{1,2n+1,2n} = \frac{n(a+2n)(b+2n-1)(c+3n+1)}{(c+3n-1)(d+3n-1)} - \frac{(2n+1)(a+2n)(b+2n)(c+3n+1)}{(c+3n)(d+3n)} + \frac{(n+1)(a+2n+1)(b+2n+1)}{d+3n+1},
\]

\[
P_{1,2n+1,2n+2} = (d+3n+2) \left( \frac{2(n+1)(a+2n+1)(b+2n+1)}{(c+3n+2)(d+3n+1)} + \frac{(2n+3)(a+2(n+1))(b+2(n+1))}{2(c+3n+3)(d+3n+2)} + \frac{(2n+1)(a+2n)(b+2n)}{2(c+3n+1)(d+3n)} \right).
\]

Proposition 2 (Large $n$ limit for the dual hypergeometric Markov chains). The large $n$ limit of the hypergeometric stochastic matrices of type I and II are the same after transposition, i.e.,

\[
\lim_{n \to \infty} P_{I,n,n+k} = \lim_{n \to \infty} P_{II,n+k,n}, \quad k \in \{-2,-1,0,1\}.
\]

Proof. We need to show that

\[
(42) \quad \frac{B^{(n-k)}(1)q^{(n-k)}(1)}{B^{(n)}(1)q^{(n)}(1)} \xrightarrow{n \to \infty} 1, \quad k = 2,1,-1.
\]

But these relations follow from Corollary 4 and Proposition 1. □

Remark 7 (Karlin–McGregor representation formulas). The Karlin–McGregor representation formulas in terms of multiple orthogonal polynomials are given by Theorems 5 and 6, that hold, as we showed above, for these hypergeometric multiple random walks.

Theorem 10 (Recurrent and transient hypergeometric random walks). Both hypergeometric random walks are recurrent whenever $0 < \delta \le 1$ and transient for $\delta > 1$. 
Proof. From [15, Theorem 8] we know that both dual Markov chains are recurrent if and only if the integral

\[ \int_0^1 \frac{w_1(x)}{1-x} \, d\mu(x), \]

diverges, and both dual Markov chains are transient whenever the integral converges.

According to (24) and (25) we have to discuss the convergence of the integral

\[ \int_0^1 \frac{1}{2} \text{F}_1 \left[ \frac{\gamma}{\delta-b, d-b; 1-x} \right] \frac{x^{\delta-1}(1-x)^{\delta-1}}{1-x} \, dx. \]

Hence, the divergence appears linked to the behavior of the integrand near the point \( x = 1 \). The divergence of the integral appears for \( \delta - 2 \leq -1 \) and the integral converges for \( \delta - 2 > -1 \). That is, for \( \delta \leq 1 \) the integral diverges and for \( \delta > 1 \) the integral converges. \( \square \)

Remark 8. As we discussed in [15], given that there is no mass points, we conjecture that this recurrence is a null recurrence, and the mean of the return times is infinity.

Remark 9. Notice that \( \int_0^1 \frac{w_1(x)}{1-x} \, d\mu(x) \) is the Stieltjes–Markov transform of the measure \( w_1 \, d\mu \) at unity.

Following [15] we get

Proposition 3. The state \( \pi = (B^{(0)}(1)q^{(0)}(1) \quad B^{(1)}(1)q^{(1)}(1) \quad \ldots) \) satisfies the steady state conditions \( \pi P_I = \pi \) and \( \pi P_{II} = \pi \).

Remark 10. In [15] it was conjectured that the state \( \pi = (B^{(0)}(1)q^{(0)}(1) \quad B^{(1)}(1)q^{(1)}(1) \quad \ldots) \) does not belong to \( \ell^1 \), i.e. not being a proper steady state.

3.2. Stochastic LU factorizations of the Markov transition matrices. Inspired by [27] in this section we find stochastic factorizations of the Jacobi matrix.

Following [12] we easily find

Lemma 1. The Jacobi matrix \( J \) given in (8) with coefficients given in (27) and (28) has the following Gauss–Borel factorization

\[ J = L_1 L_2 U \]

where

\[ L_1 := \begin{pmatrix} 1 & 0 & \cdots & \cdots \\ \lambda_3 & 1 & \cdots & \cdots \\ \vdots & \vdots & \ddots & \cdots \\ 0 & \lambda_6 & \cdots & 1 \end{pmatrix}, \quad L_2 := \begin{pmatrix} 1 & 0 & \cdots & \cdots \\ \lambda_4 & 1 & \cdots & \cdots \\ \vdots & \vdots & \ddots & \cdots \\ 0 & \lambda_7 & \cdots & 1 \end{pmatrix}, \quad U := \begin{pmatrix} \lambda_2 & 1 & 0 & \cdots & \cdots \\ 0 & \lambda_5 & 1 & \cdots & \cdots \\ \vdots & \vdots & \ddots & \cdots & \cdots \\ \vdots & \vdots & \cdots & \ddots & \cdots \\ \vdots & \vdots & \cdots & \cdots & 1 \end{pmatrix}. \]

This simple \( LU \) factorization induces a corresponding \( LU \) factorization with stochastic factors of the stochastic matrices \( P_{II} \) and \( P_I \), i.e. stochastic Gauss–Borel factorizations.

Theorem 11 (Stochastic LU factorization). 

i) The stochastic matrix \( P_{II} \) has the following stochastic LU factorization

\[ P_{II} = P_{II,1}^L P_{II,2}^L P_{II}^U \]

in terms of the stochastic matrices

\[ P_{II,1}^L := \sigma_{II} L_1 D_{II,2}^{-1}, \quad P_{II,2}^L := D_{II,2} L_2 D_{II,1}^{-1}, \quad P_{II}^U := D_{II,1} U \sigma_{II}^{-1}, \]

where

\[ \sigma_{II} = \begin{pmatrix} 1_B^{(0)}(1) \\ \cdots \\ 1_B^{(1)}(1) \\ \cdots \end{pmatrix}, \quad D_{II,i} = \begin{pmatrix} 1_{B^{(0)}}(1) \\ \cdots \\ 1_{B^{(1)}}(1) \\ \cdots \end{pmatrix}, \quad i \in \{1, 2\}, \]

with

\[ d_{II,1}^{(n)} = \lambda_{3n+2} B^{(n)}(1) + B^{(n+1)}(1), \quad n \in \mathbb{N}_0 \]

\[ d_{II,2}^{(n)} = \lambda_{3n+1} A_{n+1} B^{(n-1)}(1) + (\lambda_{3n+1} + \lambda_{3n+2}) B^{(n)}(1) + B^{(n+1)}(1), \quad n \in \mathbb{N}, \]
and \( a_{11,2}^{(0)} = d_{11,1}^{(0)} \).

ii) The stochastic matrix \( P_I \) has the following stochastic LU factorization

\[
P_I = P_L^I P_{I,2}^I P_{I,1}^I,
\]

in terms of stochastic matrices

\[
P_{I,1}^L := \sigma_I U^T D_{I,2}^{-1}, \quad P_{I,2}^U := D_{I,2} L_2^{-1} D_{I,1}^{-1}, \quad P_{I,1}^U := D_{I,1} L_1^{-1} \sigma_I^{-1},
\]

where

\[
\sigma_I = \text{diag} \left( \frac{d_{i,i}}{q(n)(1)}, \ldots \right), \quad D_{I,i} = \text{diag} \left( \frac{d_{i,i}}{d_{i,i}}, \ldots \right), \quad i \in \{1, 2\},
\]

with

\[
d_{I,1}^{(n)} = q^{(n)}(1) + \lambda_{3n+3} q^{(n+1)}(1), \quad d_{I,2}^{(n)} = q^{(n)}(1) + (\lambda_{3n+3} + \lambda_{3n+4}) q^{(n+1)}(1) + \lambda_{3n+4} \lambda_{3n+6} q^{(n+2)}(1),
\]

for \( n \in \mathbb{N}_0 \).

**Proof.**

i) Lemma 1 leads to the following factorization

\[
P_{II} = \sigma_{II} L_1 D_{II,2}^{-1} D_{II,1} L_2 D_{II,1}^{-1} D_{II,1} U \sigma_{II}^{-1},
\]

where we are going to determine \( D_{I,1} \) and \( D_{II,2} \) so that the three factors are stochastic matrices; i.e., the LU factorization is stochastic. We now seek for \( D_{II,1} \), in order that the matrix \( D_{II,1} U \sigma_{II}^{-1} \) be stochastic, that is \( D_{II,1} U \sigma_{II}^{-1} \mathbf{1} = \mathbf{1} \), so it holds that

\[
\begin{pmatrix}
\lambda_2 & 1 & 0 & \cdots \\
0 & \lambda_5 & 1 & \cdots \\
\vdots & \vdots & \ddots & \ddots \\
0 & \lambda_8 & 1 & \cdots
\end{pmatrix}
\begin{pmatrix}
B^{(0)}(1) \\
B^{(1)}(1) \\
\vdots \\
\vdots
\end{pmatrix}
= \begin{pmatrix}
d^{(0)}_{II,1} \\
d^{(1)}_{II,1} \\
\vdots \\
\vdots
\end{pmatrix}
\]

and we get \( d^{(n)}_{II,1} = \lambda_{3n+2} B^{(n)}(1) + B^{(n+1)}(1) \). An important fact to notice here is that the RHS is strictly positive, \( d^{(n)}_{II,1} > 0 \).

Let us find \( D_{II,2} \), in order that the matrix \( D_{II,2} L_2 D_{II,1}^{-1} \) be stochastic, that is \( D_{II,2} L_2 D_{II,1}^{-1} \mathbf{1} = \mathbf{1} \), and we get

\[
\begin{pmatrix}
1 & 0 & \cdots \\
\lambda_4 & 1 & \cdots \\
0 & \lambda_7 & 1 & \cdots \\
\vdots & \vdots & \ddots & \ddots \\
0 & \lambda_{3n+6} & 1 & \cdots
\end{pmatrix}
\begin{pmatrix}
d^{(0)}_{II,1} \\
d^{(1)}_{II,1} \\
\vdots \\
\vdots
\end{pmatrix}
= \begin{pmatrix}
d^{(0)}_{II,2} \\
d^{(1)}_{II,2} \\
\vdots \\
\vdots
\end{pmatrix}.
\]

Therefore,

\[
d^{(n)}_{II,2} = \lambda_{3n+1} d^{(n-1)}_{II,1} + d^{(n)}_{II,1} = \lambda_{3n+1} \lambda_{3n-1} B^{(n-1)}(1) + (\lambda_{3n+1} + \lambda_{3n+2}) B^{(n)}(1) + B^{(n+1)}(1).
\]

Notice that the RHS is strictly positive, \( d^{(n)}_{II,2} > 0 \).

Finally, \( \sigma_{II} L_1 D_{II,2}^{-1} \) is an stochastic matrix, because all its entries are nonnegative and

\[
\mathbf{1} = P_{II} \mathbf{1} = P_{II,1}^L P_{II,2}^L P_{II,1}^L \mathbf{1} = P_{II,1}^L \mathbf{1}.
\]

ii) Again, from Lemma 1 and a transposition we get

\[
P_I = \sigma_I U^T L_2^T L_1^T \sigma_I^{-1} = \sigma_I U^T D_{I,2}^{-1} D_{I,2} L_2^T D_{I,1}^{-1} D_{I,1} L_1^T \sigma_I^{-1}.
\]
Let us find $D_{I,1}$, in order that the matrix $D_{I,1}L_{I}^{T}D_{I}^{-1}$ be stochastic, that is $D_{I,1}L_{I}^{T}D_{I}^{-1}1 = 1$. This is equivalent to $L_{I}^{T}D_{I}^{-1}1 = D_{I}^{-1}1$, and taking the transpose we get

$$(q^{(0)}(1) \quad q^{(1)}(1) \ldots) = \begin{pmatrix} 1 & 0 & \cdots & \lambda_3 & 1 \\ \lambda_6 & 1 \\ \lambda_8 & 1 \\ \vdots \\ \end{pmatrix} = \begin{pmatrix} d_{I,1}^{(0)} & d_{I,1}^{(1)} & \cdots \\ \end{pmatrix}.$$  

Hence, we deduce that

$$d_{I,1}^{(n)} = q^{(n)}(1) + \lambda_{3n+3}q^{(n+1)}(1).$$

An important fact to notice here is that the RHS is strictly positive, so that $d_{I,1}^{(n)} > 0$.

Let us find $D_{I,2}$, in order that the matrix $D_{I,2}L_{I}^{T}D_{I}^{-1}$ be stochastic, that is $D_{I,2}L_{I}^{T}D_{I}^{-1}1 = 1$. This is equivalent to $L_{I}^{T}D_{I}^{-1}1 = D_{I}^{-1}1$, and taking the transpose we obtain

$$(d_{I,1}^{(0)} \quad d_{I,1}^{(1)} \ldots) = \begin{pmatrix} 1 & 0 & \cdots & \lambda_4 & 1 \\ \lambda_7 & 1 \\ \lambda_{10} & 1 \\ \vdots \\ \end{pmatrix} = \begin{pmatrix} d_{I,2}^{(0)} & d_{I,2}^{(1)} & \cdots \\ \end{pmatrix}.$$  

Consequently, we find

$$d_{I,2}^{(n)} = d_{I,1}^{(n)} + \lambda_{3n+4}d_{I,1}^{(j+1)} = q^{(n)}(1) + (\lambda_{3n+3} + \lambda_{3n+4})q^{(n+1)}(1) + \lambda_{3n+4}\lambda_{3n+6}q^{(n+2)}(1).$$

Notice that the RHS of this identity is strictly positive and $d_{I,2}^{(n)} > 0$.

Using the same reasoning as in the previous case we get that the matrix $\sigma_{I}U^{T}D_{I}^{-1}$ is stochastic. \hfill \Box

**Remark 11.** This stochastic factorization has been motivated by [28] in where an urn model was proposed for the Jacobi–Piñeiro random walks in [15]. In [28] for the Jacobi–Piñeiro situation they give a factorization $P_{II} = P_{L}P_{U}$ with $P_{U}$ an stochastic upper triangular matrix with only the first superdiagonal nonzero, i.e. an stochastic matrix describing a pure birth Markov chain, and a matrix $P_{L}$ an stochastic lower triangular matrix, with zero as an absorbing state and only the two first subdiagonals nonzero. As there is a nonzero second subdiagonal, following [25, 16] this is not a pure death Markov chain, and it goes beyond it as there are transitions beyond near neighbors.

The stochastic factorization provided here for the hypergeometric situation in three simple stochastic factors is in terms of a pure birth factor and two pure death factors for the type II, and in terms of one pure death factor and two pure birth factors for the type I case.

**Remark 12.** The construction of the corresponding urn models, once the stochastic factorization is provided, will be given by an appropriate choice of the hypergeometric parameters $(a, b, c, d)$ and three urns, one urn per factor, with three different experiments.

### 3.3. Stochastic factorization of the type I Markov matrix

Surprisingly, the stochastic factorization of the hypergeometric Markov matrix of type I can be carried out leading to extremely simple expressions in terms of quotients of arithmetic progressions in $n$.

**Theorem 12.** For $n \in \mathbb{N}_0$, the stochastic factorization (46), $P_{I} = P_{I,1}^{L}P_{I,2}^{L}P_{I,1}^{U}$, is explicitly given as follows

$$(P_{I}^{L})_{2n,2n-1} = \frac{2n}{3n-1+d}, \quad (P_{I}^{L})_{2n,2n} = \frac{n - 1 + d}{3n - 1 + d}, \quad (P_{I}^{L})_{2n+1,2n} = \frac{2n + 1}{3n + 1 + c}, \quad (P_{I}^{L})_{2n+1,2n+1} = \frac{n + c}{3n + 1 + c},$$

$$(P_{I,2}^{U})_{2n,2n+1} = \frac{n + d - b}{3n + d}, \quad (P_{I,2}^{U})_{2n,2n} = \frac{n + 1 + c - b}{3n + d}, \quad (P_{I,2}^{U})_{2n+1,2n+2} = \frac{n + 2 + c}{3n + 2 + c}, \quad (P_{I,2}^{U})_{2n+1,2n+1} = \frac{2n + 1 + b}{3n + 2 + c},$$

$$(P_{I,1}^{U})_{2n,2n+1} = \frac{n + c - a}{3n + c}, \quad (P_{I,1}^{U})_{2n,2n} = \frac{2n + a}{3n + c}, \quad (P_{I,1}^{U})_{2n+1,2n+2} = \frac{n + d - a}{3n + 1 + d}, \quad (P_{I,1}^{U})_{2n+1,2n+1} = \frac{2n + 1 + a}{3n + 1 + d}.$$
Notice that \((P^L_I)_{2n,2n-1}\) does not exist. The matrices read
\[
p^I_L = \begin{pmatrix}
1 & 0 & \cdots & 0 \\
\frac{\beta_1}{c+d} & \frac{\beta_1}{c+d} & \cdots & 0 \\
\frac{\beta_2}{c+d} & \frac{\beta_2}{c+d} & \cdots & 0 \\
0 & 0 & \cdots & 0
\end{pmatrix},
\]
for which zero is an absorbent state, and
\[
p^I_{I,2} = \begin{pmatrix}
\frac{b}{a} & \frac{d-b}{a} & 0 & \cdots & 0 \\
\frac{b+1}{c+d} & \frac{b}{c+d} & \cdots & 0 \\
\frac{b+2}{c+d} & \frac{b+1}{c+d} & \cdots & 0 \\
\frac{d-b+1}{c+d} & \frac{b+1}{c+d} & \cdots & 0 \\
0 & 0 & \cdots & 0
\end{pmatrix},
p^I_{I,1} = \begin{pmatrix}
\frac{a}{c} & \frac{d-a}{c} & 0 & \cdots & 0 \\
\frac{a+1}{c} & \frac{a}{c} & \cdots & 0 \\
\frac{a+2}{c} & \frac{a+1}{c} & \cdots & 0 \\
\frac{d-a+1}{c} & \frac{a+1}{c} & \cdots & 0 \\
0 & 0 & \cdots & 0
\end{pmatrix}.
\]

Proof. The proof is an algebraic calculation involving Theorems 7 and 11 and Equations (28).

4. Uniform matrices

In this section we find and study real uniform or almost uniform Jacobi matrices. A uniform Jacobi matrix is understood in this context as a banded Toeplitz matrix, that is constant or uniform by diagonals as in (32), i.e.,
\[
J = \begin{pmatrix}
3\kappa & 1 & 0 & \cdots & 0 \\
3\kappa^2 & 3\kappa & 1 & \cdots & 0 \\
\kappa^3 & 3\kappa^2 & 3\kappa & 1 & \cdots & 0 \\
0 & \kappa^3 & 3\kappa^2 & 3\kappa & 1
\end{pmatrix},
\]
with \(\kappa = \frac{4}{3}\), that we called asymptotic uniform Jacobi matrix. The almost asymptotic uniform Jacobi matrix is understood as the asymptotic uniform Jacobi matrix but for the first two columns. Asymptotic uniform Jacobi matrix appeared in the context of multiple orthogonal polynomials [18], see also [15] for a discussion for Jacobi–Piñeiro polynomials and random walks, as limiting cases.

Theorem 13. Almost asymptotic uniform Jacobi matrices happen if and only if the hypergeometric tuple \((a, b, c, d)\) is one of the following twelve tuples
\[
(47)
(\frac{1}{3}, \frac{2}{3}, \frac{1}{2}, 1), (\frac{2}{3}, \frac{1}{3}, \frac{1}{2}, 1), (\frac{1}{3}, \frac{2}{3}, 1, 3), (\frac{2}{3}, \frac{1}{3}, 1, 3), (\frac{2}{3}, \frac{4}{3}, \frac{1}{3}, 3), (\frac{4}{3}, \frac{2}{3}, \frac{1}{3}, 3),
\]
that we will called uniform tuples.

Proof. The twelve uniform cases follow, we used Mathematica, from the real positive solution \((a, b, c, d)\) of the system of equations
\[
\beta_1 = 3\kappa, \quad \alpha_2 = 3\kappa^2, \quad \gamma_2 = \kappa^3, \quad \beta_2 = 3\kappa,
\]
where the sequences \((\beta_n), (\alpha_n), (\gamma_n)\) are given in (27) and (28). That is
\[
\frac{2(a+1)(b+1)}{(c+2)(d+1)} - \frac{ab}{cd} = 3\kappa,
\]
Then, one can check, replacing the given tuples, that for all different cases and for \( n \in \mathbb{N} \) one has \( \beta_n = 3\kappa \), \( \alpha_{n+1} = 3\kappa^2 \) and \( \gamma_{n+1} = \kappa^3 \).

**Corollary 7.** If the tuple \((a, b, c, d)\) is uniform, i.e. it is in the list (47), then so is \((b, a, c, d)\).

**Remark 13.** Notice that when \( a \) and \( b \) are permuted in the hypergeometric tuple the weight \( w_1 \) is not altered but the weight \( w_2 \) changes to a new weight \( \tilde{w}_2 \). As we discussed in Theorem 3 a given pair of weights \((w_1, w_2)\) uniquely determines the corresponding sequences of orthogonal polynomials of type II, \(\{B^{(n)}(x)\}_{n=0}^\infty\), the sequence of linear forms of type I, \(\{Q^{(n)}(x)\}_{n=0}^\infty\) and the Jacobi matrix \(J\), up to the transformations \((w_1, w_2) \mapsto (\alpha_1 w_1 + \beta_1 w_2)\) with \(\beta \neq 0\) and \(\alpha + \beta = 1\), what we called a gauge transformation. We will show in the sequel that the transformation given by the permutation \((a, b, c, d) \mapsto (b, a, c, d)\) is precisely a manifestation of this gauge symmetry.

**Remark 14.** According to the previous remark we have only six different almost cubic Toeplitz–Jacobi matrices, sequences of type II orthogonal polynomials and type I linear forms. To each of these sets we have two different sets of weights \((w_1, w_2)\) and \((\tilde{w}_1, \tilde{w}_2)\) and correspondingly two different uniform tuples \((a, b, c, d)\) and \((b, a, c, d)\).

To study this gauge symmetry is convenient to introduce the following algebraic functions

\[
\theta_\pm(x) := \sqrt[3]{1 \pm \sqrt{1-x}}, \quad x \in (0, 1).
\]

**Proposition 4.** The functions \(\theta_\pm\) satisfies the following relations

\[
\theta_+^2 + \theta_-^2 = 2, \quad \theta_+^3 - \theta_-^3 = 2\sqrt{1-x}, \quad \theta_+ \theta_- = \sqrt[3]{x},
\]

and also

\[
(\theta_+ + \theta_-)(\theta_+^2 - \theta_+ \theta_- + \theta_-^2) = 2, \quad (\theta_+ - \theta_-)(\theta_+^2 + \theta_+ \theta_- + \theta_-^2) = 2\sqrt{1-x},
\]

**Proof.** Equation (48) follow from

\[
(\theta_+ + \theta_-)(\theta_+^2 - \theta_+ \theta_- + \theta_-^2) = \theta_+^3 + \theta_-^3, \quad (\theta_+ - \theta_-)(\theta_+^2 + \theta_+ \theta_- + \theta_-^2) = \theta_+^3 - \theta_-^3,
\]

and the first ones follows directly form the definition of \(\theta_\pm\).

These identities will be instrumental in proving some identities between \((W_1, W_2)\) and \((\hat{W}_1, \hat{W}_2)\).

We now proceed with the study of these matrices. We divide this family of twelve tuples in two sets, the six stochastic uniform tuples are

\[
(49) \quad \left( \frac{1}{3}, \frac{2}{3}, \frac{1}{2}, \frac{3}{2} \right), \quad \left( \frac{2}{3}, \frac{1}{3}, \frac{1}{2}, \frac{3}{2} \right), \quad \left( \frac{2}{3}, \frac{4}{3}, \frac{1}{3}, \frac{3}{2} \right), \quad \left( \frac{4}{3}, \frac{2}{3}, \frac{1}{3}, \frac{3}{2} \right), \quad \left( \frac{4}{3}, \frac{5}{3}, \frac{3}{2}, \frac{2}{3} \right), \quad \left( \frac{5}{3}, \frac{4}{3}, \frac{3}{2}, \frac{2}{3} \right),
\]

and the six semi-stochastic tuples are

\[
(50) \quad \left( \frac{1}{3}, \frac{2}{3}, \frac{1}{3}, \frac{3}{2} \right), \quad \left( \frac{2}{3}, \frac{1}{3}, \frac{1}{3}, \frac{3}{2} \right), \quad \left( \frac{2}{3}, \frac{4}{3}, \frac{3}{2}, \frac{2}{3} \right), \quad \left( \frac{4}{3}, \frac{2}{3}, \frac{3}{2}, \frac{2}{3} \right), \quad \left( \frac{4}{3}, \frac{5}{3}, \frac{2}{3}, \frac{5}{2} \right), \quad \left( \frac{5}{3}, \frac{4}{3}, \frac{2}{3}, \frac{5}{2} \right).
\]

We will see that the stochastic tuples lead to three stochastic matrices of type I (taking into account the permutation gauge symmetry \(a \leftrightarrow b\), with corresponding recurrent Markov chains and to semi-stochastic matrices of type II that describe Markov chains with sinks and sources. The semi-stochastic tuples lead to three double semi-stochastic matrices of type I and three more of type II corresponding Markov chains with sinks.

In what follows we will give for each case, the explicit expressions of the system of weights, the type II multiple orthogonal polynomials, and its values at unity. We will also give the stochastic factorization, and discuss whether there are uniform pure death or birth factors. Notice that, as we know the values at unity of type II multiple orthogonal polynomials and type I linear forms, we can apply Theorem 4 in order to construct type II and I stochastic matrices, but unfortunately not uniform, but for three the type I stochastic matrices

\[
\frac{2(a + 1)(b + 1)}{(c + 2)(d + 1)} \left( \frac{ab}{2(c + 1)d} - \frac{2(a + 1)(b + 1)}{(c + 2)(d + 1)} + \frac{3(a + 3)(b + 3)}{(c + 3)(d + 3)} \right) = 3\kappa^2,
\]

\[
\frac{6(a + 1)(a + 2)(b + 1)(b + 2)(c - a + c + 1)(b - c + 1)}{(c + 1)(c + 2)(c + 3)^2(c + 4)(d + 1)(d + 2)(d + 3)} = \kappa^3,
\]

\[
\frac{3(a + 2)(b + 2)}{(c + 3)(d + 3)} - \frac{2(a + 1)(b + 1)}{(c + 2)(d + 1)} = 3\kappa.
\]
related to stochastic uniform tuples. This is why we follow an alternative path leading to semi-stochastic uniform matrices.

It is also remarkable that the knowledge of the explicit value at unity of the type II multiple orthogonal polynomials leads to following nontrivial summation formulas for the generalized hypergeometric function $3\,F_2(1)$ that, for the reader convenience, we collect together here.

**Proposition 5** (Summation formulas at unity). The following summation formulas at unity for the generalized hypergeometric function $3\,F_2$ hold true

\[
3\,F_2\left[-n, \frac{m+1}{4}, \frac{m+2}{4}; \frac{1}{2}, \frac{1}{2}\right] = \frac{1 + 2(-8)^n}{3 	imes 4^n}, \\
3\,F_2\left[-n, \frac{m+1}{4}, \frac{m+2}{4}; \frac{1}{2}, \frac{1}{2}\right] = \frac{2(1 - (-8)^{n+1})}{9(n+1)(3n+2)4^n}, \\
3\,F_2\left[-n, \frac{m+1}{4}, \frac{m+2}{4}; \frac{1}{2}, \frac{1}{2}\right] = \frac{4(9n+7)(-8)^n-1}{27(n+1)4^n}, \\
3\,F_2\left[-n, \frac{m+1}{4}, \frac{m+2}{4}; \frac{1}{2}, \frac{1}{2}\right] = \frac{1 + 2(9n+4)(-8)^n}{9 	imes 4^n}, \\
3\,F_2\left[-n, \frac{m+1}{4}, \frac{m+2}{4}; \frac{1}{2}, \frac{1}{2}\right] = \frac{2(1 - (9n+10)(-8)^{n+1})}{81(n+1)(n+2)4^n}.
\]

4.1. **Stochastic uniform tuples. Uniform recurrent random walks.**

**Proposition 6.** Among all the uniform tuples (47) only the stochastic uniform tuples (49) are such that the type I linear forms at unity satisfies

\[
Q^{(n)}(1) = \frac{1}{(2\kappa)^n}, \quad n \in \mathbb{N}.
\]

**Proof:** The stochastic uniform tuples are the real positive solution, $a, b, c, d$, of the system of equations

\[
Q^{(1)}(1) = \frac{1}{2\kappa}, \quad Q^{(2)}(1) = \frac{1}{(2\kappa)^2}, \quad Q^{(3)}(1) = \frac{1}{(2\kappa)^3}, \quad Q^{(4)}(1) = \frac{1}{(2\kappa)^4},
\]

where $\{Q^{(n)}(1)\}_{n=0}^\infty$ is the sequence of type I linear forms at unity given in Theorem 7. One can check that for these stochastic uniform tuples Equation (51) holds. \hfill \square

**Remark 15.** From (51) and the procedure in (41) we obtain a corresponding stochastic matrix of type I, an as all the objects are almost a result as we get almost uniform stochastic matrices. Using the same matrix

\[
\sigma_{II} := \text{diag}\left(\frac{1}{2\kappa}, \left(\frac{1}{2\kappa}\right)^2, \ldots \right)
\]

we can obtain semi-stochastic matrices of type II.

We now analyze the three cases. In all of them the Jacobi matrix differs from (32) only in the first column, and $\delta = \frac{1}{2}$ so that the corresponding Markov chains are recurrent. The min-max property (16), $\max(a, b) > \min(c, d)$ does not hold. Moreover, the $a_1$ in the proof of [39, Theorem 2.1] now is not positive, and the proof of the Nikishin property of the weight fails. The coefficients $H_{2n}$ are positive and $H_{2n+1}$ are negative, but they never cancel, therefore the Gauss–Borel factorization of the moment matrix holds. Therefore, the system of weights $(W_1, W_2, d\mu)$ and $(W_1, W_2, d\mu)$ are perfect. From (28) we find that the Jacobi matrix is nonnegative whenever $a < d$, $b < d$, $a < c$ and $b - 1 < c$. When the condition $\max(a, b) < \min(c, d)$ is meet the Jacobi matrix is a nonnegative case. However, for $a < d$, $b < d$, $a < c$ and $b - 1 < c < b$ we also get a nonnegative Jacobi matrix but (16) is not fulfilled.

The type I transition matrix $P_I$ is stochastic and uniform, and have stochastic factorizations. Only one pair of tuples, $(\frac{1}{3}, \frac{2}{3}, \frac{1}{2}, 1), (\frac{2}{3}, \frac{1}{3}, \frac{1}{2}, 1)$ have a uniform stochastic factorization. The type II transition matrix $P_{II}$ is semi-stochastic having three states, the one with uniform stochastic factorization, or two states, the two remaining ones, which are sinks or sources. In a sink probability is destroyed, and in a source probability is created. In these case, the overall destroyed and created probability balance to zero.
The stochastic uniform tuples \(\left(\frac{1}{3}, \frac{2}{3}, \frac{1}{3}, 1\right)\), \(\left(\frac{2}{3}, \frac{1}{3}, \frac{1}{2}, 1\right)\). In this case the Jacobi matrix and the type I stochastic matrix are

\[
J = \begin{pmatrix}
3\kappa & 1 & 0 & \cdots \\
6\kappa^2 & 3\kappa & 1 & \cdots \\
3\kappa^3 & 3\kappa^2 & 3\kappa & 1 & \cdots \\
0 & \kappa^3 & 3\kappa^2 & 3\kappa & 1 \\
& & & & \ddots
\end{pmatrix}, \quad
P_I = \begin{pmatrix}
\frac{12}{27} & \frac{12}{27} & \frac{3}{27} & 0 & \cdots \\
\frac{8}{27} & \frac{12}{27} & \frac{6}{27} & \frac{1}{27} & \cdots \\
\frac{8}{27} & \frac{12}{27} & \frac{6}{27} & \frac{1}{27} & \cdots \\
0 & \frac{8}{27} & \frac{12}{27} & \frac{6}{27} & \frac{1}{27} \\
& & & & \ddots
\end{pmatrix}.
\]

with corresponding diagram

![Uniform type I Markov chain](image)

The system of weights \((W_1, W_2, d.x)\) and \((W_1, W_2, d.x)\) corresponding to the stochastic uniform tuples \(\left(\frac{1}{3}, \frac{2}{3}, \frac{1}{3}, 1\right)\) and \(\left(\frac{2}{3}, \frac{1}{3}, \frac{1}{2}, 1\right)\) are, respectively,

\[
W_1(x) = \frac{\sqrt{3} (\vartheta_+(x) + \vartheta_-(x))}{4\pi \sqrt{x^2 V_1 - x}}, \quad W_2(x) = \frac{3\sqrt{3} (\vartheta_+(x) + \vartheta_-(x))}{16\pi \sqrt{x^2 V_1 - x}}, \quad \tilde{W}_2(x) = \frac{3\sqrt{3} (\vartheta_+(x) + \vartheta_-(x))}{8\pi \sqrt{x^2 V_1 - x}}.
\]

Solving the system of equations (13) we find that \(\alpha = \frac{3}{2}\) and \(\beta = -\frac{1}{2}\). After some simplifications we get

\[
\frac{3}{2} W_1 - \frac{1}{2} \tilde{W}_2 = 3 \sqrt{3} \frac{2(\vartheta_+(x) + \vartheta_-(x)) + \sqrt{3} (\vartheta_+(x) - \vartheta_-(x))}{16\pi \sqrt{x^2 V_1 - x}};
\]

but the numerator can be written as \((\vartheta_+ + \vartheta_-)^2(\vartheta_+^2 - \vartheta_+\vartheta_- + \vartheta_-^2) - (\vartheta_+^2 + \vartheta_-^2)\vartheta_+\vartheta_- = \theta_+^4 + \theta_-^4\), and, consequently, we obtain

\[
\frac{3}{2} W_1 - \frac{1}{2} \tilde{W}_2 = \frac{3 \sqrt{3}}{16\pi \sqrt{x^2 V_1 - x}} (\theta_+^4 + \theta_-^4) = W_2,
\]

i.e., \(\tilde{W}_2 = 3W_1 - 2W_2\), and both set of measures are in the same gauge class.

The type II multiple orthogonal polynomials are

\[
B^{(n)}(x) = 3(-\kappa)^n \binom{n}{-n, n, \frac{n}{2}, \frac{n}{2}}_3 F_2 \left[\frac{-n, n+1, \frac{n}{2}}{\frac{-n}{2}, \frac{n+1}{2}}; x\right], \quad n \in \mathbb{N}.
\]

To evaluate these polynomials at unity notice that the following constant coefficients order four homogeneous recurrence is satisfied \(B^{(n)}(1) = B^{(n+1)}(1) + 3\kappa B^{(n)}(1) + 3\kappa^2 B^{(n-1)}(1) + \kappa^3 B^{(n-2)}(1)\), that has characteristic polynomial in \(p(t) = (\kappa t)^3 - t^2 = (t - 2\kappa)(t + \frac{1}{2})\). Hence, \(B^{(n)}(1) = \left(-\frac{4}{9}\right)^n c_1 + (2\kappa)^n (c_2 + nc_3)\), for appropriate constants \(\{c_1, c_2, c_3\}\) such that the initial conditions \(B^{(1)}(1) = \frac{5}{9}, B^{(2)}(1) = \frac{43}{243}\) and \(B^{(3)}(1) = \frac{341}{6561}\) are satisfied. Hence,

\[
B^{(n)}(1) = \frac{2 \times 8^n + (-1)^n}{27^n} , \quad \binom{n}{-n, n, \frac{n}{2}, \frac{n}{2}}_3 F_2 \left[\frac{-n, n+1, \frac{n}{2}}{\frac{-n}{2}, \frac{n+1}{2}}; 1\right] = \frac{1 + 2(-8)^n}{3 \times 4^n}, \quad n \in \mathbb{N}.
\]
The stochastic factorization of the type I Markov matrix $P_I = P^L_I P^U_{1,2} P^U_{I,1}$

\[
P^L_I = \begin{pmatrix}
1 & 0 & \cdots & 0 \\
\frac{2}{3} & \frac{1}{3} & \frac{1}{3} & \cdots \\
0 & \frac{3}{2} & \frac{1}{2} & \frac{1}{2} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}, \quad P^U_{I,1} = P^U_{I,2} = \begin{pmatrix}
\frac{2}{3} & \frac{1}{3} & 0 & \cdots \\
\frac{2}{3} & \frac{1}{3} & \frac{1}{3} & \cdots \\
0 & \frac{3}{2} & \frac{1}{2} & \frac{1}{2} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}.
\]

We have a uniform stochastic factorization, all factors are uniform. This is a very peculiar property among the hypergeometric type I Markov matrices.

**Theorem 14.** There is only one hypergeometric type stochastic matrix $P_I$ with a uniform stochastic factorization, and its hypergeometric tuples are the uniform stochastic tuples $(\frac{1}{3}, \frac{2}{3}, \frac{1}{2}, 1)$ and $(\frac{2}{3}, \frac{1}{3}, \frac{1}{2}, 1)$.

**Proof.** Here we use Theorem 12 where the factorization into pure birth and death factors $P_I = LU_1, U_2$ was given. The even rows of the pure death factor $P^L_I$ are uniform if and only if $d = 1$, while the odd rows are uniform if and only if $c = \frac{1}{2}$:

\[
P^L_I \big|_{d=1} = \begin{pmatrix}
1 & 0 & \cdots & 0 \\
\frac{1}{c+1} & \frac{3}{c+1} & \cdots & 0 \\
0 & \frac{2}{3} & \frac{1}{3} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}, \quad P^L_I \big|_{c=\frac{1}{2}} = \begin{pmatrix}
1 & 0 & \cdots & 0 \\
\frac{2}{3} & \frac{1}{3} & \cdots & 0 \\
0 & \frac{3}{2} & \frac{1}{2} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}.
\]

Therefore, the pure death factor is uniform if and only if $c = \frac{1}{2}$ and $d = 1$ and $P_L := P^L_I \big|_{c=\frac{1}{2}, d=1} = \begin{pmatrix}
1 & 0 & \cdots \\
\frac{2}{3} & \frac{1}{3} & \cdots \\
0 & \frac{3}{2} & \frac{1}{2} & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{pmatrix}$.

For the second pure birth factor $P^U_{I,2}$ we have uniformity on even rows if and only if $3b - 2d = 0$ and on odd rows if and only if $3b - 2c = 1$:

\[
P^U_{I,2} \big|_{3b-2d=0} = \begin{pmatrix}
\frac{b}{3} & \frac{d-b}{d+2} & 0 & \cdots \\
\frac{b}{3} & \frac{d-b}{d+2} & \frac{1}{3} & \cdots \\
0 & \frac{2}{3} & \frac{1}{3} & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{pmatrix}, \quad P^U_{I,2} \big|_{3b-2c=1} = \begin{pmatrix}
\frac{b}{3} & \frac{d-b}{d+2} & 0 & \cdots \\
\frac{b}{3} & \frac{d-b}{d+2} & \frac{1}{3} & \cdots \\
0 & \frac{2}{3} & \frac{1}{3} & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{pmatrix}.
\]

In fact, this factor is uniform if only if $3b - 2c = 1$ and $3b - 2d = 0$, and $P_U := P^U_{I,2} \big|_{3b-2d=0, 3b-2c=1} = \begin{pmatrix}
\frac{2}{3} & \frac{1}{3} & 0 & \cdots \\
\frac{2}{3} & \frac{1}{3} & \frac{1}{3} & \cdots \\
0 & \frac{2}{3} & \frac{1}{3} & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{pmatrix}$.

For the first pure birth factor we have uniformity on the even rows if and only if $3a - 2c = 0$ and on odd rows
if and only if $3a - 2d = -1$:

\[
p_{I,1|3a-2d=0} = \begin{pmatrix}
\frac{8}{9} & \frac{1}{3} & 0 \\
0 & \frac{a^2+c}{2} & \frac{d-a}{2}
\end{pmatrix}
\]

\[
p_{I,1|3a-2d=-1} = \begin{pmatrix}
\frac{8}{9} & \frac{c-a}{3} & 0 \\
0 & \frac{a^2+c}{2} & \frac{d-a}{2}
\end{pmatrix}
\]

This factor is uniform if and only if $3b - 2c = 1$ and $3b - 2d = 0$ with $p_{I,2} |_{3a-2d=0} = P_U$. Hence, both pure birth factors $p_{I,1}^U$ and $p_{I,2}^U$ are uniform whenever we have $3b - 2d = 0$, $3b - 2c = 1$, $3a - 2c = 0$ and $3a - 2d = -1$ whose solution is $(a, b, c, d) = (a, a + \frac{1}{3}, \frac{3}{2}a, \frac{3}{2}a + \frac{1}{2})$. Then, to have $d = 1$ we need $a = \frac{1}{3}$ and we get the result. □

The corresponding type II transition matrix $P_{II} = \begin{pmatrix}
\frac{12}{27} & \frac{8}{27} & 0 \\
\frac{12}{27} & \frac{12}{27} & \frac{8}{27} \\
0 & \frac{1}{27} & \frac{6}{27}
\end{pmatrix}$ is stochastic but for the first three rows, this models a recurrent random walk where the first state is a sink and the second and third states are sources. The diagram if this random walk is

Uniform type II Markov chain with one sink and two sources

The stochastic uniform tuples $(\frac{2}{3}, \frac{4}{3}, 1, \frac{3}{2})$ and $(\frac{4}{3}, \frac{2}{3}, 1, \frac{3}{2})$. In this case the Jacobi matrix and the type I stochastic matrix are

\[
J = \begin{pmatrix}
4\kappa & 1 & 0 \\
5\kappa^2 & 3\kappa & 1 \\
\kappa^3 & 3\kappa^2 & 3\kappa & 1 \\
0 & \kappa^3 & 3\kappa^2 & 3\kappa & 1
\end{pmatrix}
\]

\[
P_I = \begin{pmatrix}
\frac{16}{27} & \frac{10}{27} & \frac{1}{27} & 0 \\
\frac{8}{27} & \frac{12}{27} & \frac{6}{27} & \frac{1}{27} \\
0 & \frac{8}{27} & \frac{12}{27} & \frac{6}{27} & \frac{1}{27}
\end{pmatrix}
\]

with corresponding diagram

Uniform type I Markov chain
The system of weights \((W_1, W_2, d.x)\) and \((W_1, W_2, d.x)\) corresponding to the stochastic uniform tuples \((\frac{2}{3}, \frac{4}{3}, 1, \frac{3}{2})\) and \((\frac{4}{3}, \frac{2}{3}, 1, \frac{3}{2})\) are, respectively,

\[
W_1(x) = \frac{3\sqrt{3}(\theta_+^2(x) + \theta_-^2(x))}{8\pi \sqrt{x} \sqrt{1 - x}}, \quad W_2(x) = \frac{9\sqrt{3}(\theta_+^5(x) + \theta_-^5(x))}{32\pi \sqrt{x} \sqrt{1 - x}}, \quad \hat{W}_2(x) = \frac{9\sqrt{3}\sqrt{x}(\theta_+(x) + \theta_-(x))}{16\pi \sqrt{1 - x}}.
\]

Solving the system of equations (13) we find that \(\alpha = \frac{3}{2}\) and \(\beta = -\frac{1}{2}\). After some simplifications we get

\[
\frac{3}{2}W_1 - \frac{1}{2}W_2 = \frac{9\sqrt{3}}{32\pi \sqrt{x} \sqrt{1 - x}}(\theta_+^5 + \theta_-^5) = \hat{W}_2,
\]

but the numerator can be written as \((\theta_+ + \theta_-)(\theta_+^2 + \theta_-^2)(\theta_+^3 + \theta_-^3) - (\theta_+ + \theta_-)(\theta_+ \theta_-)^2\), and, consequently, we obtain

\[
\frac{3}{2}W_1 - \frac{1}{2}W_2 = \frac{9\sqrt{3}}{32\pi \sqrt{x} \sqrt{1 - x}}(\theta_+^5 + \theta_-^5) = \hat{W}_2,
\]

i.e., \(\hat{W}_2 = 3W_1 - 2W_2\), and both sets of weights are in the same gauge class.

The type II multiple orthogonal polynomials are

\[
B^{(n)}(x) = (3n + 1)(-x)^n\binom{3n + 1}{\frac{n+1}{2}, \frac{n+1}{2}}_{3F2}, \quad n \in \mathbb{N}.
\]

Following similar arguments as for the deduction of (54), we get the following values at unity of the type II multiple orthogonal polynomials and generalized hypergeometric functions

\[
B^{(n)}(1) = \frac{(-1)^{n+1} + 4 \times 8^n}{3 \times 27^n}, \quad 3F2\left[\begin{array}{c}
-n, \frac{n+1}{2}, \frac{n+1}{2} \\
\frac{4}{3}, \frac{4}{3}, 1
\end{array}\right] = \frac{4(-1)^{-n}8^n - 1}{3(3n + 1)4^n}, \quad n \in \mathbb{N}.
\]

The stochastic factorization of the type I Markov matrix \(P_I = P_I^L P_{I,2}^U P_{I,1}^U\)

\[
P_I^L = \begin{pmatrix}
1 & 0 & \cdots & \cdots \\
\frac{1}{2} & \frac{1}{2} & \frac{3}{7} & \frac{3}{7} \\
0 & \frac{3}{5} & \frac{2}{5} & \frac{2}{5} \\
\vdots & \vdots & \vdots & \vdots
\end{pmatrix}, \quad P_{I,2}^U = \begin{pmatrix}
\frac{2}{3} & \frac{1}{3} & 0 & \cdots & \cdots \\
\frac{1}{3} & \frac{1}{3} & \frac{1}{3} & \frac{1}{3} & \frac{1}{3} \\
0 & \frac{2}{3} & \frac{2}{3} & \frac{2}{3} & \frac{2}{3} \\
\vdots & \vdots & \vdots & \vdots & \vdots
\end{pmatrix}, \quad P_{I,1}^U = \begin{pmatrix}
\frac{8}{9} & \frac{1}{9} & \frac{1}{3} & \cdots & \cdots \\
\frac{1}{9} & \frac{7}{9} & \frac{7}{9} & \frac{7}{9} & \frac{7}{9} \\
\frac{20}{27} & \frac{20}{27} & \frac{20}{27} & \frac{20}{27} & \frac{20}{27} \\
\frac{7}{18} & \frac{7}{18} & \frac{7}{18} & \frac{7}{18} & \frac{7}{18} \\
\frac{12}{27} & \frac{12}{27} & \frac{12}{27} & \frac{12}{27} & \frac{12}{27}
\end{pmatrix}.
\]

There is only a uniform factor, one of the two pure births. The type II transition matrix \(P_{II} = P_I^{\,L} P_{I,2}^{\,U} P_{I,1}^{\,U}\)

is stochastic but for the two first rows, representing a recurrent random walk with the first state being a sink, and the second a source. The diagram of this random walk is

![Uniform type II Markov chain with one sink and one source](image-url)
The stochastic uniform tuples \( \left( \frac{4}{5}, \frac{5}{3}, \frac{3}{2}, 2 \right) \) and \( \left( \frac{5}{3}, \frac{4}{3}, \frac{3}{2}, 2 \right) \). In this case the Jacobi matrix and the type I stochastic matrix are

\[
J = \begin{pmatrix}
5\kappa & 1 & 0 & 0 & 0 \\
3\kappa^2 & 3\kappa & 1 & 0 & 0 \\
\kappa^3 & 3\kappa^2 & 3\kappa & 1 & 0 \\
0 & \kappa^3 & 3\kappa^2 & 3\kappa & 1 \\
\end{pmatrix}, \quad P_I = \begin{pmatrix}
\frac{20}{27} & \frac{6}{27} & \frac{1}{27} & 0 & \cdots \\
\frac{8}{27} & \frac{12}{27} & \frac{6}{27} & \frac{1}{27} & \cdots \\
0 & \frac{8}{27} & \frac{12}{27} & \frac{6}{27} & \frac{1}{27} \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
\end{pmatrix}
\]

with corresponding diagram

The system of weights \((W_1, W_2, d_x)\) and \((\tilde{W}_1, \tilde{W}_2, d_x)\) corresponding to the stochastic uniform tuples \(\left( \frac{4}{5}, \frac{5}{3}, \frac{3}{2}, 2 \right)\) and \(\left( \frac{5}{3}, \frac{4}{3}, \frac{3}{2}, 2 \right)\) are, respectively,

\[
W_1(x) = \frac{9\sqrt{5}}{16\pi \sqrt{1 - x}}, \quad W_2(x) = \frac{81\sqrt{3}}{160\pi \sqrt{1 - x}}, \quad \tilde{W}_2(x) = \frac{81\sqrt{3}}{128\pi \sqrt{1 - x}}.
\]

Solving the system of equations (13) we find that \(\alpha = \frac{9}{5}\) and \(\beta = -\frac{4}{5}\). After some simplifications we get

\[
\frac{9}{5}W_1 - \frac{4}{5}W_2 = -81\sqrt{3} \frac{\vartheta_2^2(x) + \vartheta_1^2(x) - 2(\vartheta_+ + \vartheta_-)}{32\pi \sqrt{1 - x}},
\]

but the numerator can be written as \(-((-\vartheta_+ \vartheta_-)\vartheta_2^2 + \vartheta_+ \vartheta_- \vartheta_1^2)\vartheta_+ \vartheta_- + (\vartheta_2^2 + \vartheta_1^2)(\vartheta_+ \vartheta_-)(\vartheta_+ \vartheta_-)\), and, consequently, we obtain

\[
\frac{9}{5}W_1 - \frac{4}{5}W_2 = -81\sqrt{3} \frac{\vartheta_+ \vartheta_- (\vartheta_1^4 + \vartheta_2^4)}{160\pi \sqrt{1 - x}} = W_2,
\]

i.e., \(\tilde{W}_2 = \frac{9}{5}W_1 - \frac{4}{5}W_2\), and both sets of weights are in the same gauge class.

The type II multiple orthogonal polynomials are

\[
B^{(n)}(x) = \frac{(n + 1)(3n + 2)}{2} (-\kappa)^n \binom{\frac{n+3}{3}, \frac{n+2}{3}}{\frac{4}{3}, \frac{3}{2}; x}, \quad n \in \mathbb{N}.
\]

Following similar arguments as for the deduction of (54), we get the following values at unity of the type II multiple orthogonal polynomials and generalized hypergeometric functions

\[
B^{(n)}(1) = \frac{(-1)^n + 8^{n+1}}{9 \times 2^n}, \quad \binom{\frac{n+3}{3}, \frac{n+2}{3}}{\frac{4}{3}, \frac{3}{2}; 1} = \frac{2(1 - (-8)^{n+1})}{9(n + 1)(3n + 2)4^n}, \quad n \in \mathbb{N}.
\]

The stochastic factorization of the type I Markov matrix \(P_I = P_I^L P_{I,2}^U P_{I,1}^U\)

\[
P_I^L = \begin{pmatrix}
1 & 0 & \cdots \\
\frac{8}{27} & \frac{1}{2} & \frac{3}{2} \\
0 & \frac{1}{2} & \frac{5}{11} \\
\cdots & \cdots & \cdots \\
\end{pmatrix}, \quad P_{I,2}^U = \begin{pmatrix}
\frac{5}{8} & \frac{1}{8} & 0 & \cdots \\
0 & \frac{16}{21} & \frac{5}{21} \\
\frac{11}{15} & \frac{4}{15} & \frac{28}{39} & \frac{11}{39} \\
\cdots & \cdots & \cdots & \cdots \\
\end{pmatrix}, \quad P_{I,1}^U = \begin{pmatrix}
\frac{8}{9} & \frac{1}{9} & 0 & \cdots \\
0 & \frac{7}{9} & \frac{2}{9} & \frac{7}{27} \\
\frac{20}{27} & \frac{13}{18} & \frac{5}{18} & 0 \\
\cdots & \cdots & \cdots & \cdots \\
\end{pmatrix}
\]
There is no uniform factor. The corresponding type II transition matrix $P_{II} = \begin{pmatrix} 20/27 & 6/27 & 0 \\ 6/27 & 27/27 & 8/27 \\ 6/27 & 27/27 & 12/27 \end{pmatrix}$ is stochastic but for the two first rows, this models a recurrent random walk with the first state being a sink and the second a source. The diagram of this random walk is

![Diagram of a random walk with one sink and one source](image)

Uniform type II Markov chain with one sink and one source

4.2. Semi-stochastic uniform tuples. Uniform transient random walks with sinks. We now proceed as for the type II stochastic uniform tuples, that is we normalize the almost asymptotic uniform Jacobi matrices using the matrices $\sigma_{II}$ and $\sigma_{I}^{-1}$, see (52). For these semi-stochastic tuples $\delta = \frac{3}{2}$, so that they are transient random walks with sinks. All of them satisfy the min-max property (16). Moreover, the corresponding uniform Jacobi matrices differ from (32) by at most one column.

The semi-stochastic uniform tuples $(\frac{1}{3}, \frac{2}{3}, 1, \frac{3}{2})$ and $(\frac{2}{3}, \frac{1}{3}, 1, \frac{3}{2})$. In this case the Jacobi matrix and semi-stochastic matrices are

$$J = \begin{pmatrix} \kappa & 1 & 0 \\ 2\kappa^2 & 3\kappa & 1 \\ \kappa^3 & 3\kappa^2 & 3\kappa & 1 \\ 0 & \kappa^3 & 3\kappa^2 & \kappa & 1 \end{pmatrix}, \quad P_{I} = \begin{pmatrix} 4/27 & 4/27 & 0 \\ 8/27 & 12/27 & 6/27 & 12/27 \\ 6/27 & 12/27 & 0 \\ 0 & 12/27 & 6/27 & 12/27 \\ 0 & 0 & 12/27 \end{pmatrix}, \quad P_{II} = \begin{pmatrix} 4/27 & 8/27 & 0 \\ 4/27 & 12/27 & 8/27 \\ 12/27 & 8/27 & 0 \\ 0 & 12/27 & 8/27 \\ 0 & 0 & 8/27 \end{pmatrix},$$

with corresponding diagrams

![Diagram of a random walk with one sink](image)

Uniform type I Markov chain with one sink

![Diagram of a random walk with two sinks](image)

Uniform type II Markov chain with two sinks
The systems of weights \((W_1, W_2, d x)\) and \((\tilde{W}_1, \tilde{W}_2, d x)\) corresponding to the semi-stochastic uniform tuples \(\left(\frac{1}{3}, \frac{2}{3}, 1, \frac{3}{2}\right)\) and \(\left(\frac{2}{3}, \frac{1}{3}, 1, \frac{3}{2}\right)\) are, respectively,

\[
W_1(x) = \frac{3\sqrt{3}(\theta_+^1(x) - \theta_-^1(x))}{4\sqrt{x^2}}, \quad W_2(x) = \frac{9\sqrt{3}(\theta_+^1(x) - \theta_-^1(x))}{32\sqrt{x^2}}, \quad \tilde{W}_2(x) = \frac{9\sqrt{3}(\theta_+^2(x) - \theta_-^2(x))}{8\pi \sqrt{x}}.
\]

From (30) we find that \(a = \frac{3}{4}\) and \(b = \frac{1}{4}\). We get

\[
\frac{3}{4} W_1 + \frac{1}{4} \tilde{W}_2 = \frac{9\sqrt{3}}{32\pi \sqrt{x^2}} (\theta_+^2 - \theta_-^2) = W_2,
\]

but the numerator can be written as \((\theta_+ - \theta_-)((\theta_+ + \theta_-)(\theta_+^2 - \theta_-^2) + (\theta_+ + \theta_-)\theta_+ \theta_-)\), and, consequently, we obtain

\[
\frac{3}{4} W_1 + \frac{1}{4} \tilde{W}_2 = \frac{9\sqrt{3}}{32\pi \sqrt{x^2}} (\theta_+^2 - \theta_-^2) = W_2,
\]

i.e., \(\tilde{W}_2 = -3W_1 + 4W_2\), and both sets of weights are in the same gauge class.

The type II multiple orthogonal polynomials are

\[
(57) \quad B^{(n)}(x) = (-\kappa)^n F_3^{[-n, \frac{n+1}{3}, \frac{n+2}{3}, \frac{1}{3}, \frac{1}{3}]; x}, \quad n \in \mathbb{N}.
\]

Following similar arguments as for the deduction of (54), we get the following values at unity of the type II multiple orthogonal polynomials and generalized hypergeometric functions

\[
B^{(n)}(1) = \frac{2(9n + 4)8^n + (-1)^n}{9 \times 27^n}, \quad \begin{array}{c}
3 F_2^{[-n, \frac{n+1}{3}, \frac{n+2}{3}, \frac{1}{3}, \frac{1}{3}; 1]} = \frac{1 + 2(-1)^n (9n + 4)8^n}{9 \times 4^n}, \quad n \in \mathbb{N}.
\end{array}
\]

The stochastic factorization of the type I Markov matrix \(P_I = P_{I,1} P_{I,2} P_{I,3}^U\) is not uniform

\[
P_I^L = \begin{pmatrix}
1 & 0 & \cdots & 0 \\
\frac{1}{2} & \frac{1}{2} & \cdots & 0 \\
0 & \frac{1}{2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & \frac{1}{2} & \cdots & 1
\end{pmatrix}, \quad P_{I,1}^U = \begin{pmatrix}
4 & 9 & \cdots & 0 \\
0 & \frac{9}{4} & \cdots & 0 \\
0 & \frac{9}{4} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & \frac{9}{4} & \cdots & 0
\end{pmatrix}, \quad P_{I,2}^U = \begin{pmatrix}
\frac{1}{3} & \frac{2}{3} & \cdots & 0 \\
\frac{2}{3} & \frac{1}{3} & \cdots & 0 \\
\frac{2}{3} & \frac{1}{3} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\frac{2}{3} & \frac{1}{3} & \cdots & 0
\end{pmatrix}.
\]

The semi-stochastic uniform tuples \(\left(\frac{2}{3}, \frac{4}{3}, \frac{3}{2}, 2\right)\) and \(\left(\frac{4}{3}, \frac{3}{2}, \frac{3}{2}, 2\right)\). In this case the Jacobi matrix and semi-stochastic matrices are

\[
J = \begin{pmatrix}
2\kappa & 1 & 0 & \cdots & 0 \\
3\kappa^2 & 3\kappa & 1 & \cdots & 0 \\
\kappa^3 & 3\kappa^2 & 3\kappa & 1 & \cdots \\
0 & \kappa^3 & 3\kappa^2 & 3\kappa & 1 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots
\end{pmatrix}, \quad P_I = \begin{pmatrix}
\frac{8}{27} & \frac{6}{27} & \frac{1}{27} & 0 & \cdots \\
\frac{8}{27} & \frac{12}{27} & \frac{6}{27} & \frac{1}{27} & \cdots \\
\frac{8}{27} & \frac{12}{27} & \frac{6}{27} & \frac{1}{27} & \cdots \\
\frac{8}{27} & \frac{12}{27} & \frac{6}{27} & \frac{1}{27} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots
\end{pmatrix}, \quad P_H = \begin{pmatrix}
\frac{8}{27} & \frac{8}{27} & 0 & \cdots \\
\frac{8}{27} & \frac{8}{27} & 0 & \cdots \\
\frac{8}{27} & \frac{8}{27} & 0 & \cdots \\
\frac{8}{27} & \frac{8}{27} & 0 & \cdots \\
\vdots & \vdots & \vdots & \ddots \vdots
\end{pmatrix},
\]

with corresponding diagrams

![Uniform type I Markov chain with one sink](image-url)
The semi-stochastic uniform tuples 

$$\left( \frac{3}{2}, \frac{3}{2}, \frac{3}{2}, 2 \right)$$

and

$$\left( \frac{5}{3}, \frac{5}{3}, 2, \frac{5}{3} \right)$$

are, respectively,

$$W_1(x) = \frac{9\sqrt{3}(\vartheta_+^2(x) - \vartheta_-^2(x))}{8\pi \sqrt{x}}, \quad W_2(x) = \frac{81\sqrt{3}(\vartheta_+^2(x) - \vartheta_-^2(x))}{160\pi \sqrt{x}} , \quad \hat{W}_2(x) = \frac{81\sqrt{3} \sqrt{x}(\vartheta_+^5(x) - \vartheta_-^5(x))}{16\pi}.$$  

From (13) we find that $\alpha = \frac{9}{10}$ and $\beta = \frac{1}{10}$. We get

$$\frac{9}{10} W_1 + \frac{1}{10} \hat{W}_2 = 81\sqrt{3} \left( \frac{(\vartheta_+^5(x) - \vartheta_-^5(x))(\sqrt{x} + 2(\vartheta_+^5(x) + \vartheta_-^5(x)))}{160\pi \sqrt{x}} \right),$$

but the numerator can be written as $(\vartheta_+^5(x) - \vartheta_-^5(x))(\vartheta_+^5(x) + \vartheta_-^5(x))$, and, consequently, we obtain

$$\frac{9}{10} W_1 + \frac{1}{10} \hat{W}_2 = \frac{81\sqrt{3}}{16\pi \sqrt{x}} (\vartheta_+^5 - \vartheta_-^5) = W_2,$$

i.e., $\hat{W}_2 = -9W_1 + 10W_2$, and both sets of weights are in the same gauge class.

The type II multiple orthogonal polynomials are

$$B^{(n)}(x) = (n + 1)(-\kappa)^n_3 F_2 \left[ -n, \frac{n+2}{2}, n+1 ; \frac{5}{3}, \frac{2}{3} ; x \right], \quad n \in \mathbb{N}. $$

Following similar arguments as for the deduction of (54), we get the following values at unity of the type II multiple orthogonal polynomials and generalized hypergeometric functions

$$B^{(n)}(1) = \frac{4(9n + 7)8^n + (-1)^n + 1}{27(n+1)^4}, \quad 3F_2 \left[ -n, \frac{n+2}{2}, n+1 ; \frac{5}{3}, \frac{2}{3} ; 1 \right] = \frac{4(9n + 7)(-8)^n - 1}{27(n+1)^4}, \quad n \in \mathbb{N}. $$

The stochastic factorization of the type I Markov matrix $P_I = P_{I,1}P_{I,2}P_{I,1}^U$ is not uniform

$$P_{I,1}^{L} = \begin{pmatrix}
1 & 0 & \cdots \\
\frac{2}{3} & 1 & \frac{2}{3} \\
0 & \frac{2}{3} & \frac{2}{3} \\
\frac{5}{11} & \frac{5}{11} & \frac{5}{11}
\end{pmatrix}, \quad P_{I,2}^{U} = \begin{pmatrix}
2 & 0 & \cdots \\
\frac{1}{3} & 0 & \frac{1}{3} \\
0 & \frac{1}{3} & \frac{1}{3} \\
\frac{2}{3} & \frac{2}{3} & \frac{2}{3}
\end{pmatrix}, \quad P_{I,1}^{U} = \begin{pmatrix}
\frac{4}{5} & \frac{5}{9} & \frac{4}{9} \\
0 & \frac{5}{9} & \frac{16}{27} \\
0 & \frac{11}{18} & \frac{7}{18}
\end{pmatrix}. $$

Notice that there is a uniform factor.

The semi-stochastic uniform tuples $\left( \frac{3}{2}, \frac{3}{2}, \frac{3}{2}, 2 \right)$ and $\left( \frac{5}{3}, \frac{5}{3}, 2, \frac{5}{3} \right)$. Notice that $\left( \frac{3}{2}, \frac{3}{2}, \frac{3}{2}, 2 \right)$ is the uniform case discussed in [39]. The Jacobi matrix and semi-stochastic matrices are

$$J = \begin{pmatrix}
3\kappa & 0 & \cdots \\
3\kappa^2 & 3\kappa & 0 \\
\kappa^3 & 3\kappa^2 & 3\kappa & 0 \\
0 & \kappa^3 & 3\kappa^2 & 3\kappa & 1
\end{pmatrix}, \quad P_I = \begin{pmatrix}
12 & 6 & \cdots \\
8 & 12 & \cdots \\
0 & 8 & \cdots \\
0 & 0 & \cdots
\end{pmatrix}, \quad P_{II} = \begin{pmatrix}
12 & 8 & \cdots \\
6 & 12 & \cdots \\
0 & 6 & \cdots \\
0 & 0 & \cdots
\end{pmatrix}.$$
with corresponding diagrams

The systems of weights \( W_1, W_2, d.x \) and \( \hat{W}_1, \hat{W}_2, d.x \) corresponding to the semi-stochastic uniform tuples \( \left( \frac{4}{5}, \frac{5}{3}, 2, \frac{5}{2} \right) \) and \( \left( \frac{3}{5}, \frac{4}{3}, 2, \frac{5}{2} \right) \) are, respectively,

\[
W_1(x) = \frac{81\sqrt{3}}{16\pi} \sqrt{x} (\vartheta_+ - \vartheta_-), \quad W_2(x) = \frac{243 \sqrt{3}}{160\pi} \sqrt{x} (\vartheta_+^4 - \vartheta_-^4), \quad \hat{W}_2(x) = \frac{243 \sqrt{3}}{64\pi} \sqrt{x} ((\vartheta_+^2 - \vartheta_-^2) (2 + \sqrt{x} (\vartheta_+^3 - \vartheta_-^3))).
\]

Solving (13) we find that \( \alpha = \frac{3}{5} \) and \( \beta = \frac{2}{5} \). After some clearing we obtain

\[
\frac{3}{5} W_1 + \frac{2}{5} \hat{W}_2 = \frac{243 \sqrt{3}}{160\pi} \sqrt{x} \left( \vartheta_+^2 \vartheta_- + \vartheta_-^2 \vartheta_+ + \vartheta_+ \vartheta_- \vartheta_- \right)
\]

but the numerator can be written as \((\vartheta_+ - \vartheta_-)((\vartheta_+ + \vartheta_-)(\vartheta_+^2 \vartheta_- + \vartheta_-^2 \vartheta_+) + (\vartheta_+ + \vartheta_-)(\vartheta_+ \vartheta_-))\), and, consequently, we obtain

\[
\frac{3}{5} W_1 + \frac{2}{5} \hat{W}_2 = \frac{243 \sqrt{3}}{160\pi} \sqrt{x} \vartheta_+ \vartheta_- (\vartheta_+^4 - \vartheta_-^4) = W_2
\]

i.e., \( \hat{W}_2 = -\frac{3}{5} W_1 + \frac{5}{2} W_2 \), and both sets of weights are in the same gauge class.

The type II multiple orthogonal polynomials are [39]

\[
B^{(n)}(x) = \frac{(n+2)(n+1)}{2} (-\kappa)^n F_2 \left[ \begin{array}{c} -n, \frac{m+4}{2}, \frac{m+1}{2} \\ \frac{1}{2}, \frac{1}{2} \end{array} \right] \frac{1}{x}, \quad n \in \mathbb{N}.
\]

Following similar arguments as for the deduction of (54), we get the following values at unity of the type II multiple orthogonal polynomials and generalized hypergeometric functions

\[
B^{(n)}(1) = \frac{8^{n+1}(9n+10) + (-1)^n}{3 \times 27^{n+1}}, \quad F_2 \left[ \begin{array}{c} -n, \frac{m+4}{2}, \frac{m+1}{2} \\ \frac{4}{5}, \frac{5}{3} \end{array} \right] = \frac{2(1-(9n+10)(-8)^{n+1})}{81(n+1)(n+2)4^n}, \quad n \in \mathbb{N}.
\]

The stochastic factorization of the type I Markov matrix \( P_I = P^L_I P^U_{I,2} P^U_{I,1} \) is

\[
P^L_I = \begin{pmatrix} 1 & 0 & \cdots & \cdots & \cdots \\ \frac{1}{3} & \frac{2}{3} & \frac{5}{9} & \cdots & \cdots \\ \frac{1}{3} & \frac{2}{3} & \frac{5}{9} & \cdots & \cdots \\ \vdots & \vdots & \vdots & \ddots & \cdots \\ \frac{1}{3} & \frac{2}{3} & \frac{5}{9} & \cdots & \cdots \\ \frac{2}{3} & \frac{1}{3} & \frac{1}{2} & \cdots & \cdots \end{pmatrix}, \quad P^U_{I,2} = P^U_{I,1},
\]

with two uniform pure birth factors.
4.3. Chain of Christoffel transformations. Contiguous relations for \( _3F_2 \). Using the scaling transformations in Remark 2 and the Christoffel transformations described in Theorem 2 we consider the permuting Christoffel transformations \( (W_1, W_2) \xrightarrow{C_{\alpha}} (W_2, \alpha x W_1) \), among the stochastic uniform weights and the semi-stochastic uniform weights. We will also consider the square of these transformations, that we called basic Christoffel transformations, that is \( (W_1, W_2) \xrightarrow{C_{\alpha_1, \alpha_2}} (\alpha_1 x W_1, \alpha_2 x W_2) \). By inspection of the previous results we get:

**Theorem 15** (Christoffel chains for uniform tuples). \( i \) The stochastic uniform weights are related through the following chain of permuting Christoffel transformations

\[
\begin{align*}
\left(\frac{2}{3}, \frac{1}{3}, \frac{1}{2}, 1\right) & \xrightarrow{C_{\frac{3}{5}, \frac{3}{5}, \frac{3}{2}}} \left(\frac{4}{3}, \frac{2}{3}, \frac{1}{3}, 2\right) \\
& \xrightarrow{C_{\frac{27}{5}, \frac{27}{5}, \frac{27}{2}}} \left(\frac{5}{3}, \frac{4}{3}, \frac{3}{2}, 2\right).
\end{align*}
\]

\( ii \) The semi-stochastic uniform weights are connected by the following chain of permuting Christoffel transformations

\[
\begin{align*}
\left(\frac{2}{3}, \frac{1}{3}, \frac{1}{2}, 1\right) & \xrightarrow{C_{\frac{3}{5}, \frac{3}{5}, \frac{3}{2}}} \left(\frac{4}{3}, \frac{2}{3}, \frac{1}{3}, 2\right) \\
& \xrightarrow{C_{\frac{27}{5}, \frac{27}{5}, \frac{27}{2}}} \left(\frac{5}{3}, \frac{4}{3}, \frac{3}{2}, 2\right).
\end{align*}
\]

\( iii \) For the stochastic uniform weights we have the basic Christoffel transformations

\[
\begin{align*}
\left(\frac{2}{5}, \frac{1}{5}, \frac{1}{2}, 1\right) & \xrightarrow{C_{\frac{3}{5}, \frac{3}{5}, \frac{3}{2}}} \left(\frac{5}{3}, \frac{4}{3}, \frac{3}{2}, 2\right),
\end{align*}
\]

\( 62a \)

\[
\begin{align*}
\left(\frac{1}{5}, \frac{2}{5}, \frac{1}{2}, 1\right) & \xrightarrow{C_{\frac{3}{5}, \frac{3}{5}, \frac{3}{2}}} \left(\frac{4}{3}, \frac{5}{3}, \frac{3}{2}, 2\right).
\end{align*}
\]

\( 62b \)

\( iv \) For the semi-stochastic uniform weights we have the basic Christoffel transformations

\[
\begin{align*}
\left(\frac{2}{5}, \frac{1}{5}, \frac{1}{2}, 1\right) & \xrightarrow{C_{\frac{3}{5}, \frac{3}{5}, \frac{3}{2}}} \left(\frac{5}{3}, \frac{4}{3}, \frac{3}{2}, 2\right),
\end{align*}
\]

\( 63a \)

\[
\begin{align*}
\left(\frac{1}{5}, \frac{2}{5}, \frac{1}{2}, 1\right) & \xrightarrow{C_{\frac{3}{5}, \frac{3}{5}, \frac{3}{2}}} \left(\frac{4}{3}, \frac{5}{3}, \frac{3}{2}, 2\right).
\end{align*}
\]

\( 63b \)

**Remark 16.** ii) Notice that if compose the permuting Christoffel transformations in (60) we get (62a), and composing (61) we get (63a).

\( ii \) The basic Christoffel transformations as in (62b) and (63b) connect uniform tuples subject in the same gauge class as the tuples in (62a) and (63a), respectively. However, we have not been able to find the corresponding permuting Christoffel chains.

\( iii \) Using the gauge transformations and the Christoffel chains we are able to connect all the stochastic uniform tuples, the same happens for the semi–stochastic tuples.

\( iv \) The chains connect the stochastic uniform tuples and semi-stochastic uniform tuples separately. So far, we have not been able to see a connection between these two sets of uniform tuples.

\( v \) The Christoffel formulas in Theorems 2 and 3 can be used to connect the multiple orthogonal polynomials corresponding to different uniform tuples.

In the theory of hypergeometric functions relations among hypergeometric functions with shifted parameters by integers are known as contiguous relations, see [3, 50, 10], and particularly [49, §7]. From the previous Christoffel transformations and using the explicit form of the type II multiple orthogonal polynomials we get some non trivial relations among different instances of the generalized hypergeometric function \( _3F_2 \). As we will see, the six relations happens to be contiguous relations for \( _3F_2 \).

First we get contiguous relations with three hypergeometric functions.

**Proposition 7** (Three terms \( _3F_2 \) contiguous relations). For \( n \in \mathbb{N} \), the following relations are fulfilled

\[
\begin{align*}
\frac{(n+1)(3n+2)x}{6\kappa} & \ _3F_2 \left[ \left. \begin{array}{c}
-n, \frac{a+1}{4}, \frac{a+2}{3} \\
\frac{3}{4}, \frac{2}{3}
\end{array} \right| x \right] + \ _3F_2 \left[ \left. \begin{array}{c}
-n, \frac{a+1}{4}, \frac{a+2}{3} \\
\frac{1}{3}, \frac{2}{3}
\end{array} \right| x \right] - \ _3F_2 \left[ \left. \begin{array}{c}
-n, \frac{a+1}{4}, \frac{a+2}{3} \\
\frac{1}{2}, \frac{2}{3}
\end{array} \right| x \right] = 0, \\
\frac{(n+1)(n+2)x}{2\kappa} & \ _3F_2 \left[ \left. \begin{array}{c}
-n, \frac{a+1}{4}, \frac{a+2}{3} \\
\frac{3}{4}, \frac{2}{3}
\end{array} \right| x \right] + \ _3F_2 \left[ \left. \begin{array}{c}
-n, \frac{a+1}{4}, \frac{a+2}{3} \\
\frac{1}{2}, \frac{2}{3}
\end{array} \right| x \right] - \ _3F_2 \left[ \left. \begin{array}{c}
-n, \frac{a+1}{4}, \frac{a+2}{3} \\
\frac{1}{4}, \frac{2}{3}
\end{array} \right| x \right] = 0.
\end{align*}
\]
Proof. From the Equations (53) and (57) we get for the uniform tuples \( (\frac{2}{3}, \frac{1}{3}, 1) \) and \( (\frac{2}{3}, \frac{1}{3}, 1, \frac{2}{3}) \) that \( B^{(n)}(0) = 3(-\kappa)^n \) and \( B^{(n)}(0) = (-\kappa)^n \), respectively. Then, from (3), i.e. \( xB^{(n)}(x) = B^{(n+1)}(x) - \frac{B^{(n+1)}(0)}{B^{(n)}(0)} B^{(n)}(x) \) and Equations (56) and (59) give the result.

Second, we obtain contiguous relations with four hypergeometric functions.

**Proposition 8** (Four terms \( _3F_2 \) contiguous relations). For \( n \in \mathbb{N} \), the following relations are satisfied

\[
(3n+1)x \frac{3F_2}{\kappa} \left[ \begin{array}{c} -n, \frac{n+1}{2}, \frac{n+2}{2} \\ \frac{1}{2}, \frac{1}{2} \end{array} ; x \right] + 3F_2 \left[ \begin{array}{c} -n-1, \frac{n+2}{2}, \frac{n+1}{2} \\ \frac{1}{2}, \frac{1}{2} \end{array} ; x \right] - 6F_2 \left[ \begin{array}{c} -n, \frac{n+1}{2}, \frac{9}{4} \\ \frac{1}{4}, \frac{1}{2} \end{array} ; x \right] + 3F_2 \left[ \begin{array}{c} -n+1, \frac{1}{2}, \frac{1}{2} \\ \frac{1}{2}, \frac{1}{2} \end{array} ; x \right] = 0,
\]

\[
\frac{(n+1)(3n+2)x}{2\kappa} \frac{3F_2}{\kappa} \left[ \begin{array}{c} -n, \frac{n+1}{2}, \frac{n+2}{2} \\ \frac{1}{2}, \frac{1}{2} \end{array} ; x \right] + (3n+4)F_2 \left[ \begin{array}{c} -n-1, \frac{n+2}{2}, \frac{n+3}{2} \\ \frac{1}{2}, \frac{1}{2} \end{array} ; x \right] - 2(3n+1)F_2 \left[ \begin{array}{c} -n, \frac{n+1}{2}, \frac{n+2}{2} \\ \frac{1}{2}, \frac{1}{2} \end{array} ; x \right] = 0,
\]

\[
\frac{(n+1)x}{\kappa} F_2 \left[ \begin{array}{c} -n, \frac{n+1}{2}, \frac{n+2}{2} \\ \frac{1}{2}, \frac{1}{2} \end{array} ; x \right] + F_2 \left[ \begin{array}{c} -n-1, \frac{n+2}{2}, \frac{n+3}{2} \\ \frac{1}{2}, \frac{1}{2} \end{array} ; x \right] - 2F_2 \left[ \begin{array}{c} -n, \frac{n+1}{2}, \frac{n+2}{2} \\ \frac{1}{2}, \frac{1}{2} \end{array} ; x \right] + 3F_2 \left[ \begin{array}{c} -n+1, \frac{n+1}{2}, \frac{n}{2} \\ \frac{1}{2}, \frac{1}{2} \end{array} ; x \right] = 0,
\]

\[
\frac{(n+1)(n+2)x}{2\kappa} \frac{3F_2}{\kappa} \left[ \begin{array}{c} -n, \frac{n+1}{2}, \frac{n+2}{2} \\ \frac{1}{2}, \frac{1}{2} \end{array} ; x \right] + (n+2)F_2 \left[ \begin{array}{c} -n-1, \frac{n+2}{2}, \frac{n+3}{2} \\ \frac{1}{2}, \frac{1}{2} \end{array} ; x \right] - 2(n+1)F_2 \left[ \begin{array}{c} -n, \frac{n+1}{2}, \frac{n+2}{2} \\ \frac{1}{2}, \frac{1}{2} \end{array} ; x \right] + 3F_2 \left[ \begin{array}{c} -n+1, \frac{n+1}{2}, \frac{n+1}{2} \\ \frac{1}{2}, \frac{1}{2} \end{array} ; x \right] = 0.
\]

Proof: For the uniform tuples \( (\frac{2}{3}, \frac{1}{3}, 1), (\frac{2}{3}, \frac{1}{3}, 1, \frac{3}{2}) \), \( (\frac{2}{3}, \frac{1}{3}, 1, \frac{2}{3}) \) and \( (\frac{4}{3}, \frac{1}{3}, 1, \frac{2}{3}) \), proceeding similarly as we did for (54), but instead of unity the origin, instead of the type II polynomials the type I, and using dual recurrences, we get

\[
A_1^{(n)}(0) = \frac{1}{(-\kappa)^n},
\]

From Equations (14) and (32) we get

\[
xB^{(n)}(x) = B^{(n+1)}(x) + \left( \frac{A_1^{(n-1)}(0)}{A_1^{(n)}(0)} \right) + 3\kappa)B^{(n)}(x) - \frac{A_1^{(n+1)}(0)}{A_1^{(n)}(0)} \kappa^3 B^{(n-1)}(x).
\]

and (68) leads to

\[
xB^{(n)}(x) = B^{(n+1)}(x) + 2\kappa^2 B^{(n)}(x) + \kappa^2 B^{(n-1)}(x).
\]

From (70), (53) and (55) we conclude (64), Equations (70), (55) and (56) leads to (65), recalling (57), (59) and (58) we have (66), and finally, (70), (58) and (59) we get (67).

\[
\]

### 4.4. Type I multiple orthogonal polynomials. Explicit expressions.

In contrast with the type II multiple orthogonal polynomials, for which we have expressions in terms of the generalized hypergeometric function \( _3F_2 \), the best expression we have for the type I multiple orthogonal polynomials is provided in Corollary 2. These are computationally rather more involved than the mentioned hypergeometric ones for the type II. Fortunately, as we will show now, for the uniform tuples much simpler expressions do exist for these hypergeometric type I multiple orthogonal polynomials. The idea is to use generating functions for constant coefficient recurrence relations. The uniform order four homogeneous linear recurrence relation satisfied by type I multiple orthogonal polynomials discussed here reads as follows

\[
v_n + 3\kappa v_{n+1} + 3\kappa^2 v_{n+2} + \kappa^3 v_{n+3} = x v_{n+1},
\]

\[n \in \mathbb{N}_0.\]

Notice that, if we denote

\[
\kappa_* := \frac{1}{\kappa}, \quad x_* := \kappa_*^3 x ,
\]

recurrence (71) can be written as

\[
\kappa_*^3 v_n + 3\kappa_*^2 v_{n+1} + 3\kappa_* v_{n+2} + v_{n+3} = x_* v_{n+1},
\]

\[n \in \mathbb{N}_0.\]
Let us consider the corresponding generating function
\[ V(t, x) := \sum_{n=0}^{\infty} v_n(x)t^n. \]

**Proposition 9.** The generating function is explicitly given by the rational function
\[ (73) \quad V = \frac{(v_2 + 3\kappa,t v_1 + (3\kappa^2 - x)v_0)t^2 + (v_1 + 3\kappa,v_0)t + v_0}{(1 + \kappa,t)^3 - x,t^2}. \]

**Proof.** For (71) we multiply (72) by \( t^{n+3} \) so that
\[ (\kappa,t)^3 t^n v_n + 3(\kappa,t)^2 t^{n+1} v_{n+1} + 3(\kappa,t)t^{n+2} v_{n+2} + t^{n+3} v_{n+3} = x_t^2 t^{n+1} v_{n+1}, \]
and sum up, for the type I generating function we get
\[ (\kappa,t)^3 V + 3(\kappa,t)^2 (V - v_0) + 3(\kappa,t)(V - v_0 - v_1 t) + V - v_0 - v_1 t - v_2 t^2 = x_t^2 (V - v_0), \]
so that (73) immediately follows. \( \square \)

To get the \( v_n(x) \) back we need to expand Equation (73) in power series in \( t \).

**Lemma 2 (Power series expansions).** For \( |3\kappa,t + 3(\kappa^2 - x)t^2 + \kappa^3 t^3| < 1 \), we find
\[ \frac{1}{(1 + \kappa,t)^3 - x,t^2} = \sum_{n=0}^{\infty} e_n(x)t^n, \quad e_n(x) := (-\kappa)^{-n} \sum_{m_1 + 2m_2 + 3m_3 = n} (-1)^{m_2} \left( \frac{m_1 + m_2 + m_3}{m_1, m_2, m_3} \right) 3^{m_1 + m_2} \left( 1 - \frac{x}{3\kappa} \right)^{m_2}. \]
Here \( \binom{k}{k_1, k_2, k_3} = \frac{k!}{k_1!k_2!k_3!} \) is the trinomial coefficient.

**Proof.** As
\[ (1 + \kappa,t)^3 - x,t^2 = 1 + 3\kappa,t + 3\left( 1 - \frac{x}{3\kappa} \right) \kappa^2 t^2 + \kappa^3 t^3, \]
for \( t, x \) such that \( |3\kappa,t + 3(\kappa^2 - x)t^2 + \kappa^3 t^3| < 1 \), we can write
\[ \frac{1}{(1 + \kappa,t)^3 - x,t^2} = \frac{1}{1 + 3\kappa,t + 3\left( 1 - \frac{x}{3\kappa} \right) \kappa^2 t^2 + \kappa^3 t^3} = \sum_{m=0}^{\infty} \left( -3\kappa,t - 3\left( 1 - \frac{x}{3\kappa} \right) \kappa^2 t^2 - \kappa^3 t^3 \right)^m, \]
and he multinomial theorem gives result. \( \square \)

Using the theory of linear Diophantine equations we find:

**Proposition 10.** The polynomials \( e_n \), for \( n = 3p, 3p + 1, 3p + 2 \) with \( p \) a nonnegative integer, are given by
\[ e_{3p} := \frac{1}{(-\kappa)^{3p}} \sum_{l=0}^{p} 27^l \sum_{k=0}^{\left\lfloor \frac{2l}{3} \right\rfloor} (-1)^k \left( \frac{p + 2l - k}{3l - 2k, p - l} \right) \left( 1 - \frac{x}{3\kappa} \right)^k, \]
\[ e_{3p+1} := \frac{3}{(-\kappa)^{3p+1}} \sum_{l=0}^{p} 27^l \sum_{k=0}^{\left\lfloor \frac{2l+1}{3} \right\rfloor} (-1)^k \left( \frac{p + 2l + 1 - k}{3l + 1 - 2k, p - l} \right) \left( 1 - \frac{x}{3\kappa} \right)^k, \]
\[ e_{3p+2} := \frac{9}{(-\kappa)^{3p+2}} \sum_{l=0}^{p} 27^l \sum_{k=0}^{\left\lfloor \frac{2l+1}{3} \right\rfloor} (-1)^k \left( \frac{p + 2l + 2 - k}{3l + 2 - 2k, p - l} \right) \left( 1 - \frac{x}{3\kappa} \right)^k. \]

**Proof.** The restriction in the sum \( m_1 + 2m_2 + 3m_3 = n \) can be understood as a linear Diophantine equation for three unknown positive integers \( (m_1, m_2, m_3) \). As \( \gcd(1, 2, 3) = 1 \), this can be solved as follows, depending whether \( n = 3p, 3p + 1, 3p + 2 \) with \( p \) a nonnegative integer:
\[ n = 3p : \quad \begin{pmatrix} m_1 \\ m_2 \\ m_3 \end{pmatrix} = \begin{pmatrix} 3l - 2k \\ k \\ p - l \end{pmatrix}, \quad l \in \{0, 1, \ldots, p\}, \quad k \in \{0, 1, \ldots, \left\lfloor 3l/2 \right\rfloor \}. \]
Hence, applying it to the multiple orthogonal polynomials we get the result. The initial conditions are gotten for 

\[ n = 3p + 1 : \begin{pmatrix} m_1 \\ m_2 \\ m_3 \end{pmatrix} = \begin{pmatrix} 3l + 1 - 2k \\ k \\ p - l \end{pmatrix}, \quad l \in \{0, 1, \ldots, p\}, \quad k \in \left\{0, 1, \ldots, \left\lfloor \frac{3l + 1}{2} \right\rfloor \right\}, \]

\[ n = 3p + 2 : \begin{pmatrix} m_1 \\ m_2 \\ m_3 \end{pmatrix} = \begin{pmatrix} 3l + 2 - 2k \\ k \\ p - l \end{pmatrix}, \quad l \in \{0, 1, \ldots, p\}, \quad k \in \left\{0, 1, \ldots, \left\lfloor \frac{3l}{2} \right\rfloor + 1 \right\}. \]

\[ \square \]

**Remark 17.** The first twelve polynomials are

\[ e_0 = 1, \quad e_1 = -\frac{3}{k}, \quad e_2 = \frac{6k + x}{k^2}, \quad e_3 = -\frac{2(5k + 3x)}{k^4}, \quad e_4 = \frac{15k^2 + 21kx + x^2}{k^6}, \quad e_5 = -\frac{21k^2 + 56kx + 9x^2}{k^8}, \]

\[ e_6 = \frac{28k^3 + 126k^2x + 45kx^2 + x^3}{k^{10}}, \quad e_7 = -\frac{3(12k^3 + 84k^2x + 55kx^2 + 4x^3)}{k^{14}}, \quad e_8 = \frac{45k^4 + 462k^3x + 495k^2x^2 + 78kx^3 + x^4}{k^{12}}, \]

\[ e_9 = -\frac{55k^4 + 792k^3x^3 + 1287k^2x^2 + 364kx^3 + 15x^4}{k^{13}}, \quad e_{10} = \frac{66k^5 + 1287k^4x + 3003k^3x^2 + 1365k^2x^3 + 120kx^4 + x^5}{k^{15}}, \]

\[ e_{11} = -\frac{78k^5 + 2002k^4x + 6435k^3x^2 + 4368k^2x^3 + 680kx^4 + 61x^5}{k^{16}}. \]

**Lemma 3.** For \( n \in \mathbb{N} \), the multiple orthogonal polynomials are

\[ A_1^{(n+2)}(x) = \left( A_1^{(2)}(x) + \frac{3}{k} A_1^{(1)}(x) + \frac{3}{k^2} - \frac{x}{k} \right) e_n(x) + \left( A_1^{(1)} + \frac{3}{k} \right) e_{n+1}(x) + e_{n+2}(x), \]

\[ A_2^{(n+2)}(x) = \left( A_2^{(2)} + \frac{3}{k} A_2^{(1)}(x) \right) e_n(x) + A_1^{(1)} e_{n+1}(x), \]

with initial conditions given by

| \((a, b, c, d)\) | \(\{A_1^{(0)}, A_1^{(1)}, A_1^{(2)}\}\) | \(\{A_2^{(0)}, A_2^{(1)}, A_2^{(2)}\}\) |
|-----------------|-------------------------------------------------|-------------------------------------------------|
| \((\frac{1}{2}, \frac{2}{3}, \frac{1}{2}, 1)\) | \(\{1, \frac{27}{4}, 6561x - \frac{3645}{16}\}\) | \(\{0, -\frac{27}{4}, 729\}\) |
| \((\frac{2}{3}, \frac{1}{3}, \frac{1}{2}, 1)\) | \(\{1, -\frac{27}{4}, 6561x + \frac{729}{16}\}\) | \(\{0, \frac{27}{4}, -\frac{729}{8}\}\) |
| \((\frac{2}{3}, \frac{4}{3}, \frac{1}{3}, \frac{3}{2})\) | \(\{1, \frac{27}{4}, \frac{19683x}{64} - \frac{5103}{8}\}\) | \(\{0, -\frac{27}{4}, \frac{3645}{8}\}\) |
| \((\frac{3}{4}, \frac{2}{3}, \frac{1}{3}, \frac{3}{2})\) | \(\{1, -\frac{27}{4}, \frac{19683x}{64} + \frac{729}{16}\}\) | \(\{0, \frac{27}{4}, -\frac{3645}{16}\}\) |
| \((\frac{4}{5}, \frac{5}{3}, \frac{3}{2}, 2)\) | \(\{1, \frac{135}{4}, \frac{19683x}{64} - \frac{3645}{16}\}\) | \(\{0, -\frac{135}{4}, \frac{10935}{16}\}\) |
| \((\frac{5}{6}, \frac{4}{3}, \frac{3}{2}, 2)\) | \(\{1, -\frac{27}{4}, \frac{19683x}{64} + \frac{5103}{16}\}\) | \(\{0, 27, -\frac{2187}{4}\}\) |
| \((\frac{1}{2}, \frac{2}{3}, \frac{1}{3}, \frac{3}{2})\) | \(\{1, -\frac{27}{4}, \frac{19683x}{64} + \frac{5103}{16}\}\) | \(\{0, 27, -\frac{2187}{4}\}\) |
| \((\frac{3}{4}, \frac{2}{3}, \frac{1}{3}, \frac{3}{2})\) | \(\{1, -\frac{27}{4}, \frac{19683x}{64} + \frac{729}{16}\}\) | \(\{0, 27, -\frac{2187}{8}\}\) |
| \((\frac{5}{6}, \frac{3}{2}, \frac{3}{2}, 2)\) | \(\{1, -\frac{27}{4}, \frac{19683x}{64} + \frac{2187}{4}\}\) | \(\{0, \frac{135}{4}, -\frac{10935}{16}\}\) |
| \((\frac{3}{4}, \frac{5}{3}, \frac{3}{2}, 2)\) | \(\{1, -\frac{27}{4}, \frac{19683x}{64} + \frac{2187}{4}\}\) | \(\{0, \frac{135}{4}, -\frac{10935}{16}\}\) |
| \((\frac{5}{6}, \frac{3}{2}, \frac{5}{2}, \frac{5}{2})\) | \(\{1, -\frac{27}{4}, \frac{19683x}{64} + \frac{2187}{16}\}\) | \(\{0, \frac{27}{4}, -\frac{2187}{8}\}\) |

**Proof.** A direct consequence of Proposition 9 and Lemma 2 is

\[ v_{n+2}(x) = \left( v_2(x) + \frac{3}{k} v_1(x) + \left( \frac{3}{k^2} - \frac{x}{k} \right) v_0(x) \right) e_n(x) + \left( v_1(x) + \frac{3}{k} v_0(x) \right) e_{n+1}(x) + v_0(x) e_{n+2}(x). \]

Hence, applying it to the multiple orthogonal polynomials we get the result. The initial conditions are gotten directly from the Gauss–Borel factorization problem. \( \square \)

**Remark 18.** These relations for \( n = 0 \) are identities.
Remark 19. A remarkable fact is that, having different sets of weights there are sequences of type I multiple orthogonal polynomials that coincide, or are multiples. In the above table, we have identified such classes with the same color. Namely, \( (\frac{2}{3}, \frac{3}{3}, 1, \frac{3}{3}) \) and \( (\frac{1}{3}, \frac{2}{3}, \frac{2}{3}, 2) \) have the same sequence \( \{ A_n^{(1)} \}_{n=0}^{\infty} \), the same happens with \( (\frac{4}{3}, \frac{4}{3}, \frac{3}{3}, 2) \) and \( (\frac{1}{3}, \frac{2}{3}, 1, \frac{2}{3}) \). For \( (\frac{2}{3}, \frac{4}{3}, 1, \frac{3}{3}) \) and \( (\frac{1}{3}, \frac{2}{3}, 1, \frac{3}{3}) \) we have the same sequence \( \{ A_n^{(3)} \}_{n=0}^{\infty} \), and \( (\frac{1}{3}, \frac{2}{3}, 1, \frac{3}{3}) \) has the same sequence multiplied by \( 4 \), and \( (\frac{1}{3}, \frac{2}{3}, 1, \frac{1}{2}) \) the same sequence multiplied by \( -2 \). For \( (\frac{4}{3}, \frac{4}{3}, \frac{3}{3}, 2) \) and \( (\frac{4}{3}, \frac{4}{3}, 2, \frac{2}{3}) \) we have opposite sequences \( \{ A_n^{(1)} \}_{n=0}^{\infty} \), moreover the sequence for \( (\frac{4}{3}, \frac{4}{3}, \frac{3}{3}, 2) \) is a half of the previous one. Similarly, the sequences \( \{ A_n^{(3)} \}_{n=0}^{\infty} \) for \( (\frac{4}{3}, \frac{4}{3}, \frac{3}{3}, 2) \), \( (\frac{1}{3}, \frac{2}{3}, \frac{2}{3}, 2) \) and \( (\frac{1}{3}, \frac{2}{3}, \frac{2}{3}, 2) \), are obtained by multiplying by two the previous one. Finally, the \( A_2 \) sequence for \( (\frac{4}{3}, \frac{4}{3}, \frac{3}{3}, 2) \) is \( -2 \) times the \( A_2 \) sequence for \( (\frac{1}{3}, \frac{2}{3}, 1, \frac{3}{3}) \). All these symmetries reduce the number essentially different sequences \( \{ A_n^{(1)} \}_{n=0}^{\infty} \) to 4 types.

Remark 20. A similar (but slightly more complicated) construction holds for the type II multiple orthogonal polynomials. However, such a construction provides more involved expressions than the \( F_3 \) hypergeometric expressions found in [39].

Theorem 16. For \( n \in \mathbb{N}_0 \), the type I multiple orthogonal polynomials corresponding to uniform tuples are given in terms of the polynomials \( \{ e_n \}_{n=0}^{\infty} \) in Proposition 10 in the following table.

| \((a, b, c, d)\) | \( A_1^{(n+2)} \) | \( A_2^{(n+2)} \) |
|-------------------|-------------------|-------------------|
| \( (\frac{1}{3}, \frac{2}{3}, \frac{2}{3}, 1) \) | \( \frac{729}{16} e_n - \frac{65611}{32} e_n + \frac{135}{4} e_{n+1} + e_{n+2} \) | \( -\frac{729}{8} e_n - \frac{27}{4} e_{n+1} \) |
| \( (\frac{2}{3}, \frac{1}{3}, \frac{1}{3}, 1) \) | \( \frac{729}{16} e_n - \frac{65611}{32} e_n + \frac{27}{4} e_{n+1} + e_{n+2} \) | \( \frac{729}{16} e_n + \frac{27}{4} e_{n+1} \) |
| \( (\frac{2}{3}, \frac{2}{3}, \frac{1}{3}, \frac{3}{3}) \) | \( -\frac{3645}{16} e_n + \frac{135}{4} e_{n+1} + e_{n+2} \) | \( \frac{729}{4} e_n - \frac{27}{4} e_{n+1} \) |
| \( (\frac{4}{3}, \frac{3}{3}, \frac{3}{3}, 1) \) | \( \frac{729}{16} e_n + \frac{27}{4} e_{n+1} + e_{n+2} \) | \( -\frac{729}{8} e_n + \frac{27}{4} e_{n+1} \) |
| \( (\frac{5}{3}, \frac{5}{3}, \frac{3}{3}, 2) \) | \( -\frac{135}{4} e_{n+1} \) | \( -\frac{135}{4} e_{n+1} \) |
| \( (\frac{1}{3}, \frac{2}{3}, \frac{1}{3}, 1) \) | \( -\frac{729}{8} e_n - \frac{27}{4} e_{n+1} + e_{n+2} \) | \( 27 e_{n+1} \) |
| \( (\frac{2}{3}, \frac{1}{3}, \frac{1}{3}, 1) \) | \( \frac{729}{16} e_n + \frac{27}{4} e_{n+1} + e_{n+2} \) | \( \frac{729}{4} e_n + \frac{27}{4} e_{n+1} \) |
| \( (\frac{3}{3}, \frac{1}{3}, \frac{1}{3}, 1) \) | \( \frac{729}{16} e_n - \frac{189}{4} e_{n+1} + e_{n+2} \) | \( \frac{135}{2} e_{n+1} \) |
| \( (\frac{4}{3}, \frac{2}{3}, \frac{2}{3}, 2) \) | \( \frac{729}{16} e_n + \frac{27}{4} e_{n+1} + e_{n+2} \) | \( \frac{27}{2} e_{n+1} \) |
| \( (\frac{5}{3}, \frac{5}{3}, \frac{2}{3}, 2) \) | \( \frac{27}{4} e_{n+1} + e_{n+2} \) | \( \frac{27}{4} e_{n+1} \) |

5. Summation formulas

In this section we assume (21), so that the system of weights is perfect, and the moments are given by (18). For \( m \in \mathbb{N}_0 \), we study the following moments of the type II polynomials, that we call type II generalized moments:

\[
\eta^{(2m+1)}_{m,1} := \int_0^1 B^{(2m+1)}(x) x^{n+m} w_1(x) \, d\mu(x), \quad \eta^{(2m+1)}_{m,1} := \int_0^1 B^{(2m+1)}(x) x^{n+m} w_1(x) \, d\mu(x),
\]

\[
n^{(2m)}_{m,2} := \int_0^1 B^{(2m)}(x) x^{n+m} w_2(x) \, d\mu(x), \quad \eta^{(2m+1)}_{m,2} := \int_0^1 B^{(2m+1)}(x) x^{n+m} w_2(x) \, d\mu(x).
\]

These coefficients are key objects in the type II, Hermite–Padé approximation problem. In fact, departing from \( \{B^{(n)}\} \), multiple orthogonal polynomials of type II in the step-line, with respect to a system of weights \( w_1, w_2 \), on \([0, 1]\), we define the system of functions of second kind by

\[
f^{(2n)}_1(z) = \int_0^1 \frac{B^{(2n)}(x)}{z-x} w_1(x) \, d\mu = \sum_{k=0}^\infty \eta^{(2n)}_{k,1} \frac{1}{z^{n+k}}, \quad f^{(2n+1)}_1(z) = \int_0^1 \frac{B^{(2n+1)}(x)}{z-x} w_1(x) \, d\mu = \sum_{k=0}^\infty \eta^{(2n+1)}_{k+1,1} \frac{1}{z^{n+k+1}},
\]
According to (3.6) in [39] we have

\[ f_2^{(2n)}(z) = \int_0^1 \frac{z - x}{z - x} w_2(x) \, dx = \sum_{k=0}^{\infty} \frac{\eta_{k,2}^{(2n)}}{z^{n+k}}, \]

\[ f_2^{(2n+1)}(z) = \int_0^1 \frac{z - x}{z - x} w_2(x) \, dx = \sum_{k=0}^{\infty} \frac{\eta_{k,2}^{(2n)}}{z^{n+k}}, \]

with the series converging uniformly on compact sets of \( \mathbb{C} \setminus [0,1] \). In the previous set of equations \( n \in \mathbb{N}_0 \). For \( n = 0 \) these functions are

\[ S_{w_1}(z) = f_2^{(0)}(z) = \int_0^1 \frac{w_1(x)}{z - x} \, dx, \quad S_{w_2}(z) = f_2^{(0)}(z) = \int_0^1 \frac{w_2(x)}{z - x} \, dx, \]

the Stieltjes–Markov transforms of the weights. We can also introduce \( \{P_j^{(n)} \}, j = 1, 2 \)

\[ P_1^{(n)}(z) = \int_0^1 \frac{B^{(n)}(z) - B^{(n)}(x)}{z - x} w_1(x) \, dx, \quad n \in \mathbb{N}_0, \quad P_2^{(n)}(z) = \int_0^1 \frac{B^{(n)}(z) - B^{(n)}(x)}{z - x} w_2(x) \, dx, \quad n \in \mathbb{N}, \]

which are polynomials with \( \deg P^{(n)} < n \), called the associated polynomials with respect to \( \{B^{(n)}\} \) and the system of weights \( w_1, w_2 \) (cf. [43]). Then, for the Stieltjes–Markov transforms of the weights we have the following representation, or Hermite–Padé approximation problem of type II.

\[ B^{(n)}(z) S_{w_1}(z) - P_1^{(n)}(z) = f_1^{(n)}(z), \quad B^{(n)}(z) S_{w_2}(z) - P_2^{(n)}(z) = f_2^{(n)}(z). \]

Thus we have simultaneous rational approximants \( \frac{P_j^{(n)}}{Q_j^{(n)}} \) to \( S_{w_j}(z) \) for \( j = 1, 2 \). Hence, \( f_j^{(n)} \) are the remainders of the interpolation conditions defining the type II Hermite–Padé approximants to the Markov functions.

We have already studied the first type II generalized moments, in fact

\[ \eta_{0,1}^{(2n)} = H_{2n}, \quad \eta_{0,2}^{(2n+1)} = H_{2n+1}. \]

Notice that by orthogonality relations \( \eta_{0,1}^{(2n+1)} = 0 \). The nontrivial first two moments can be evaluated by means of a Karlsson–Minton formula, see [39]; i.e.,

\[ \eta_{0,1}^{(2n)} = \frac{(2n)! (a)_{2n} (b)_{2n} (d - a)_{n} (d - b)_{n}}{(c)_{3n} (d)_{3n} (d + n - 1)_{2n}}, \quad \eta_{0,2}^{(2n+1)} = \frac{(2n + 1)! (a)_{2n+1} (b + 1)_{2n} (c - a + 1)_{n} (c - b)_{n+1}}{(c + 1)_{3n+1} (c + n)_{2n+1} (d)_{3n+1}}. \]

Now, using a recent extension of the Karlsson–Minton summation formula due to Karp and Prilepkina we can perform a similar evaluation for all the remaining nontrivial type II generalized moments.

**Proposition 11** (Type II moment summations). Let us assume that \( c - d \notin \mathbb{Z} \). Then, the following relations hold true

i) For \( m \in \mathbb{N} \) and \( (\theta_1, \ldots, \theta_{2m+1}) = (c, c + 1, \ldots, c + m - 1, d - 1, d, \ldots, d + m - 1) \):

\[ \eta_{m,1}^{(2n)} = \frac{(2n)! (a)_{2n} (b)_{2n}}{(c)_{3n} (d)_{3n} - 1} \sum_{l=1}^{2n+1} \frac{(\theta_l - a - m + 1)_{n+m} (\theta_l - b - m + 1)_{n+m}}{\prod_{i \neq l} (\theta_i - \theta_l) (\theta_i + n) (\theta_i + n + 1)_{2n}}. \]

ii) For \( m \in \mathbb{N} \) and \( (\theta_1, \ldots, \theta_{2m}) = (c, c + 1, \ldots, c + m - 1, d, \ldots, d + m - 1) \):

\[ \eta_{m,1}^{(2n+1)} = -\frac{(2n + 1)! (a)_{2n+1} (b)_{2n+1}}{(c)_{3n+1} (d)_{3n+1}} \sum_{l=1}^{2n} \frac{(\theta_l - a - m + 1)_{n+m} (\theta_l - b - m + 1)_{n+m}}{\prod_{i \neq l} (\theta_i - \theta_l) (\theta_i + n) (\theta_i + n + 1)_{2n+1}}. \]

iii) For \( m \in \mathbb{N}_0 \) and \( (\theta_1, \ldots, \theta_{2m+2}) = (c, c + 1, \ldots, c + m, d - 1, d, \ldots, d + m - 1) \):

\[ \eta_{m,2}^{(2n)} = -\frac{c}{b} \frac{(2n)! (a)_{2n} (b)_{2n}}{(c)_{3n} (d)_{3n-1}} \sum_{l=1}^{2n+2} \frac{(\theta_l - a - m + 1)_{n+m} (\theta_l - b - m)_{n+m+1}}{\prod_{i \neq l} (\theta_i - \theta_l) (\theta_i + n) (\theta_i + n + 1)_{2n}}. \]

iv) For \( m \in \mathbb{N} \) and \( (\theta_1, \ldots, \theta_{2m+1}) = (c, c + 1, \ldots, c + m, d, \ldots, d + m - 1) \):

\[ \eta_{m,2}^{(2n+1)} = \frac{c}{b} \frac{(2n + 1)! (a)_{2n+1} (b)_{2n+1}}{(c)_{3n} (d)_{3n+1}} \sum_{l=1}^{2n+1} \frac{(\theta_l - a - m + 1)_{n+m} (\theta_l - b - m)_{n+m+1}}{\prod_{i \neq l} (\theta_i - \theta_l) (\theta_i + n) (\theta_i + n + 1)_{2n+1}}. \]

**Proof.** According to (3.6) in [39] we have

\[ \int_0^1 B^{(2n)}(x) x^k w_1(x) \, d\mu(x) = \frac{(a)_{2n} (b)_{2n} (a)_{k} (b)_{k}}{(c + n)_{2n} (d + n - 1)_{2n} (c)_{k} (d)_{k}} \, _5 F_4 \left[ \begin{array}{c} -2n, a + k, b + k, c + n, d + n - 1 \end{array} ; \begin{array}{c} a, b, c + k, d + k \end{array} \right], \]
\[
\int_0^1 B(2n) w_j(x) \, dx = \frac{(a)_{2n+1}(b)_{2n+1}(a)_{2n+1}(b)_{2n+1}}{(c+n)_{2n+1}(d+n)_{2n+1}(c)_{2n+1}(d)_{2n+1}} \cdot F_4\left[\frac{(a)_{k+1} + (b)_{k+1} + \mu, c+n}{a, b, c+k, d+k}, \frac{(c+n)_{2n+1} + (d+n)_{2n+1}}{a, b, c+k, d+k}, \frac{1}{3}, \frac{1}{3}; \frac{1}{3}, \frac{1}{3}\right].
\]

To evaluate these generalized hypergeometrical functions at unity we use the Karp–Prilepkina extension on the Karlsson–Minton summation formulas. For \(b_1, b_2 \in \mathbb{C}, N, p_1, p_2, m_1, m_2 \in \mathbb{N}\), let

\[
\beta = (b_1, b_1 + 1, \ldots, b_1 + p_1 - 1, b_2 + b_2 + 1, \ldots, b_2 + p_2 - 1) = (\beta_1, \ldots, \beta_{p_1+p_2})
\]

with \(\beta_i \neq \beta_j\) for \(i \neq j\), and assume that \(p_1 + p_2 + N - m_1 - m_2 > 0\). Then, a particular instance of [36, Theorem 2.2] gives the following summation formula

\[
F_4\left[\frac{-N, b_1, b_2, f_1 + m_1, f_2 + m_2; 1}{b_1 + p_1, b_2 + p_2, f_1, f_2}; 1\right] = N! \frac{(b_1)_{p_1}(b_2)_{p_2}}{(f_1)_{m_1}(f_2)_{m_2}} \sum_{l=1}^{p_1+p_2} \frac{(f_1 - \beta_l)_{m_1}(f_2 - \beta_l)_{m_2}}{\prod_{i \neq l} (\beta_i - \beta_l)^{\beta_l - \beta_i}(\beta_i + 1)^{N}}.
\]

For (80) take \(m_1 = m_2 = k, f_1 = a, f_2 = b, N = 2n, b_1 = c+n, b_2 = d+n-1, p_1 = k-n, p_2 = k+n\); and \(\beta = (c+n, c+n+1, \ldots, c+k-1, d+n-1, d+n, \ldots, d+k-1)\). If we assume \(c-d \neq \mathbb{N}\) all the \(\beta_i\)'s are different, but this is not the only case with all these coefficients distinct. In this case \(p_1 + p_2 + N - m_1 - m_2 = 2(k-n+1)+2n-2k = 1 > 0\) and the Karp–Prilepkina summation formula applies:

\[
F_4\left[\frac{-2n, a+k, b+k, c+n, d+n-1; 1}{a, b, c+k, d+k}; 1\right] = (2n)! \frac{(c+n)_{k-n}(d+n-1)_{k-n+1}}{(a)_{k}(b)_{k}} \cdot \frac{2(k-n+1)}{\prod_{i \neq l} (\beta_i - \beta_l)^{\beta_l - \beta_i}(\beta_i + 1)^{2n}},
\]

and taking \(m = k - n\), Equation (76) follows.

The remaining equations follow similarly. \(\blacksquare\)

Remark 21. As examples of the previous summations we have:

\begin{enumerate}[i)]
\item For \(m = 0\) and \((\theta_1, \theta_2) = (c, d - 1)\):
\[
\eta_{0,2}^{(2n)} = -\frac{c}{b} \frac{(2n)!a_{2n}(b)_{2n}}{(c)_{3n}(d)_{3n-1}(d-c-1)} \left(\frac{(c-a+1)n(c-b)_{n+1}}{(c+n)(c+n+1)2n} - \frac{(d-a)n(d-1-b)_{n+1}}{(d-1)(d-n)2n}\right).
\]
\item For \(m = 0\) and \((\theta_1, \theta_2) = (c, d)\):
\[
\eta_{1,1}^{(2n+1)} = -\frac{(2n+1)!a_{2n+1}(b)_{2n+1}}{(c)_{3n+1}(d)_{3n+1}(d-c)} \left(\frac{(c-a)_{n+1}(c-b)_{n+1}}{(c+n)(c+n+1)2n+1} - \frac{(d-a)_{n+1}(d-b)_{n+1}}{(d+n)(d+n+1)2n+1}\right).
\]
\item For \(m = 1\) and \((\theta_1, \theta_2, \theta_3) = (c, d - 1, d)\):
\[
\eta_{1,1}^{(2n)} = \frac{(2n)!a_{2n}(b)_{2n}}{(c)_{3n}(d)_{3n-1}} \left(\frac{(c-a)_{n+1}(c-b)_{n+1}}{(d-c)(d-1-c)(c+n)(c+n+1)2n} + \frac{(d-1-a)_{n+1}(d-1-b)_{n+1}}{(c-d)(d+1)(d-1+n)(d+n)2n} - \frac{(d-a)_{n+1}(d-b)_{n+1}}{(c-d)(d+n)(d+n+1)2n}\right).
\]
\item For \(m = 1\) and \((\theta_1, \theta_2, \theta_3) = (c, c + 1, d)\):
\[
\eta_{1,2}^{(2n+1)} = \frac{c}{b} \frac{(2n+1)!a_{2n+1}(b)_{2n+1}}{(c)_{3n}(d)_{3n+1}} \left(\frac{(c-a)_{n+1}(c-b-1)_{n+2}}{(d-c)(c+n)(c+n+1)2n+1} - \frac{(c+1-a)_{n+1}(c-b)_{n+2}}{(d-c-1)(c+1+n)(c+n+2)2n+1} + \frac{(d-a)_{n+1}(d-b-1)_{n+2}}{(c-d)(c+1)(d+n)(d+n+1)2n+1}\right).
\]
\end{enumerate}
CONCLUSIONS AND OUTLOOK

Since the 1930’s it is known the relation between stochastic processes and orthogonal polynomials. Karlin–McGregor representation formula is a landmark in this respect. This formula gives the iterated probabilities and first passage probabilities in terms of an integral involving orthogonal polynomials determined by the measure fixed by the Markov matrix of the chain [33]. Some authors have been able to go beyond the birth and death Markov chains and processes (with tridiagonal stochastic matrices) [26, 37]. In [15] we shew how the theory of multiple orthogonal polynomials of types I and II supplies a framework to extend these connections to Markov chains beyond birth and death chains (with multidiagonal stochastic matrices) and illustrated the method for constructing random walks associated with Jacobi–Piñeiro multiple orthogonal polynomials. In this paper we have given a new interesting example of this fruitful relation, proving that the recently found hypergeometric multiple orthogonal polynomials [39] are random walk polynomials, indeed.

This circle of ideas may be applied to other examples. If we look to mixed multiple orthogonal polynomials we will get banded stochastic matrices, with \( N \) subdiagonals and \( M \) superdiagonals, describing more general Markov chains that the ones connected with non mixed multiple orthogonality. In this respect, the results on the zeros of mixed systems in [24] will allow to apply our normalization technique whenever the Jacobi matrix is nonnegative and weights are of AT type. We are studying such mixed multiple Jacobi type orthogonal polynomials on the step line. We are also working in the discrete multiple case [11]. Also multivariate orthogonal polynomials, see [22, 8, 9] and Chapter 2 in [30] by Yuan Xu, can be associated with random walks whenever a nonnegative Jacobi matrix is provided. See also [34].
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