GLOBAL $C^{2,\alpha}$ ESTIMATES FOR THE MONGE-AMPÈRE EQUATION ON POLYGONAL DOMAINS IN THE PLANE

NAM Q. LE AND OVIDIU SAVIN

Abstract. We classify global solutions of the Monge-Ampère equation $\det D^2 u = 1$ on the first quadrant in the plane with quadratic boundary data. As an application, we obtain global $C^{2,\alpha}$ estimates for the non-degenerate Monge-Ampère equation in convex polygonal domains in $\mathbb{R}^2$ provided a globally $C^2$, convex strict subsolution exists.

1. Introduction and statement of the main results

In this paper, we establish global $C^{2,\alpha}$ estimates for the non-degenerate Monge-Ampère equation in convex polygonal domains in $\mathbb{R}^2$ provided a globally $C^2$, convex strict subsolution exists.

For smooth domains $\Omega$ in $\mathbb{R}^n$, boundary $C^2$ estimates for the convex solution to the Dirichlet problem for the Monge-Ampère equation

$$\det D^2 u = f \quad \text{in } \Omega, \quad u = \varphi \quad \text{on } \partial \Omega$$

in the nondegenerate case where $f \in C(\overline{\Omega})$ and $f > 0$ in $\overline{\Omega}$, have received considerable attention in the last four decades. On smooth and strictly convex domains $\Omega$, these boundary estimates were obtained starting with the works of Ivočkina [I], Krylov [K], Caffarelli-Nirenberg-Spruck [CNS] (see also Wang [W]). Also on convex domains, global $C^{2,\alpha}$ estimates under sharp conditions on the right hand side and boundary data were obtained by Trudinger-Wang [TW1] and the second author [S1].

On bounded smooth domains $\Omega$ that are not necessarily convex, global $C^{2,\alpha}$ estimates with globally smooth right hand side and boundary data were first obtained by Guan-Spruck [GS] under the assumption that there exists a convex strict subsolution $u \in C^2(\overline{\Omega})$ taking the boundary values $\varphi$. The strictness of the subsolution $u$ in [GS] was later removed by Guan [G].

In this paper, we relax the smoothness of the domains $\Omega$ in the two dimensional case and investigate $C^{2,\alpha}$ estimates in general convex domains with corners.

Our first main result states:

**Theorem 1.1.** Let $\Omega$ be a bounded convex polygonal domain in $\mathbb{R}^2$. Let $u$ be a convex function that solves the Dirichlet problem for the Monge-Ampère equation

$$\begin{cases}
\det D^2 u = f & \text{in } \Omega, \\
u = \varphi & \text{on } \partial \Omega.
\end{cases}$$

Assume that for some $\beta \in (0, 1)$,

$$f \in C^{\beta}(\overline{\Omega}), \quad f > 0, \quad \text{and } \varphi \in C^{2,\beta}(\partial \Omega),$$

and there is a globally $C^2$, convex, strict subsolution $\underline{u} \in C^2(\overline{\Omega})$ to (1.1) (that is, $\det D^2 \underline{u} > f$ in $\overline{\Omega}$ and $\underline{u} = \varphi$ on $\partial \Omega$). Then

$$u \in C^{2,\alpha}(\overline{\Omega}),$$

for some $\alpha > 0$. The constant $\alpha$ and the global $C^{2,\alpha}$ norm $\|u\|_{C^{2,\alpha}(\overline{\Omega})}$ depend on $\Omega$, $\beta$, $\min_{\overline{\Omega}} f$, $\|f\|_{C^{\beta}(\overline{\Omega})}$, $\|\varphi\|_{C^{2,\beta}(\partial \Omega)}$, $\|\underline{u}\|_{C^2(\overline{\Omega})}$ and the differences $\det D^2 \underline{u} - f$ at the vertices of $\Omega$.
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Remark 1.2. If we relax the assumption on \( u \) in Theorem 1.1 to be a subsolution (not necessarily strict), then we obtain \( u \in C^2(\Omega) \). This follows from Theorem 5.1.

Theorem 1.1 establishes continuity estimates of the second derivatives for the solutions to the Monge-Ampère equation (1.1) near the vertices of a domain with corners. Depending on the data, solutions might develop conical singularities at the corners where the Hessian matrix becomes unbounded. A necessary condition for the \( C^2 \) estimates is the existence of a classical convex subsolution with the same boundary data. By the results above, this condition turns out to be sufficient as well. This is in contrast with the case of second order linear elliptic equations where the regularity of solutions depends on the smallness of the angles at the vertices.

We also note that Theorem 1.1 cannot hold in \( n \geq 3 \) dimensions. For example, we can take \( \Omega \) to be the unit cube \([0,1]^3 \subset \mathbb{R}^3\), \( f \equiv c < 1 \), and \( \phi \equiv |x|^2/2 \) on \( \partial \Omega \). Then \( u \) cannot be \( C^2 \) at the origin since otherwise the boundary data imposes \( D^2u(0) = I \) hence \( \det D^2u(0) = 1 \neq f(0) \).

An interesting feature of the \( C^{2,\alpha} \) estimates for (1.1) is that they are not stable under small perturbations of the data \( \phi \) and \( f \). The \( C^{2,\alpha} \) norm of the solution \( u \) depends crucially on the \( C^2 \) norm of the subsolution \( u \) and on the differences \( \det D^2u - f \) at the vertices of \( \Omega \). In fact we show that it is possible for \( D^2u \) to oscillate of order 1 in an arbitrarily small neighborhood of a vertex when \( \det D^2u \) and \( f \) are allowed to be sufficiently close at that vertex. A more accurate analysis about the possible behaviors of solutions near a corner under general data is given at the end in Theorem 5.1.

We prove Theorem 1.1 by first classifying global solutions to the Monge-Ampère equation in the first quadrant in the plane with constant right hand side and quadratic boundary data. Our classification can be viewed as a Liouville type result for the Monge-Ampère equation in angles in the plane. Liouville type theorems for the Monge-Ampère equation which state that global solutions must be quadratic polynomials are known in all dimensions if the domain is either the whole space or a half-space; see [CL, S2].

At a vertex of the polygon the solution \( u \) to (1.1) is pointwise \( C^{1,1} \) since it is bounded above by the convex function generated by the boundary data \( \phi \) and bounded below by the tangent plane of \( u \), which is also the tangent plane for the upper barrier. Using the affine invariance of the Monge-Ampère equation (see [F, Gu]), we may assume after an affine transformation that \( \Omega \) is given by the first quadrant
\[
Q := \{ x = (x_1, x_2) \in \mathbb{R}^2 : x_1, x_2 > 0 \},
\]
in a neighborhood of the origin, and \( \varphi_{x_1x_1}(0) = \varphi_{x_2x_2}(0) = 1 \). Then a quadratic blow-up of the solution must converge to a global convex solution defined in the first quadrant \( Q \) that satisfies
\[
\text{(1.2)} \quad \det D^2u = c, \quad \text{and} \quad u \geq 0, \quad \text{in} \ Q,
\]
for some constant \( c > 0 \), and
\[
\text{(1.3)} \quad u(x) = \frac{|x|^2}{2} \quad \text{on} \ \partial Q.
\]

We denote by \( P^\pm_c \) the quadratic polynomials that solve (1.2)-(1.3) when \( 0 < c < 1 \) which are important in our analysis
\[
P_c^\pm(x) := \frac{1}{2} x_1^2 + \frac{1}{2} x_2^2 \pm \sqrt{1 - c} \ x_1 x_2.
\]

Our second main result classifies global convex solutions \( u \geq 0 \) of the Monge-Ampère equation in the first quadrant in the plane with quadratic boundary data and constant right hand side.

**Theorem 1.3.** Assume that \( u \) is a solution to (1.2)-(1.3). Then \( c \leq 1 \) and

(i) if \( c = 1 \) then the only solution \( u \) to (1.2)-(1.3) is
\[
u(x) = \frac{|x|^2}{2}.
\]
(ii) if \( c < 1 \) then either 
\[
    u = P_c^\pm,
    \quad \text{or} \quad u(x) = \lambda^2 \bar{P}_c(x),
\]
for some \( \lambda \in (0, \infty) \) where \( \bar{P}_c \) is a particular solution to (1.2)-(1.3) that satisfies 
\[
    P_c^- < \bar{P}_c < P_c^+ \quad \text{in} \ Q, \quad \text{and} \ \bar{P}_c(1, 1) = 1.
\]

Moreover, \( \bar{P}_c \in C^{2,\alpha}(\overline{Q}) \) for some \( \alpha = \alpha(c) > 0 \), and 
\[
    \bar{P}_c = P_c^+ + O(|x|^{2+\alpha}) \quad \text{near} \ x = 0 \quad \text{and} \quad \bar{P}_c = P_c^- + O(|x|^{2-\alpha}) \quad \text{for all large} \ |x|,
\]
hence \( \bar{P}_c \) interpolates between the quadratic polynomial \( P_c^+ \) near 0 and \( P_c^- \) at \( \infty \).

Theorem 1.3 shows that any small positive perturbation of \( P_c^- \) on \( \partial B_1 \cap Q \), for example a rescaling of \( \bar{P}_c \) for small \( \lambda \), produces an arbitrarily large \( C^{2,\alpha} \) norm near the origin.

In Proposition 4.6 we give more precise information when \( c < 1 \) and classify all global solutions which do not necessarily satisfy the assumption \( u \geq 0 \). We show that there is a second family of solutions generated by quadratic rescalings of a particular solution \( \bar{P}_c \) of (1.2)-(1.3) which has a conical singularity at the origin.

The rest of the paper is organized as follows. In Section 2 we state a compactness result and derive second derivative estimates for global solutions. In Section 3 we establish pointwise \( C^{2,\alpha} \) estimates for perturbations of the quadratic polynomials \( P_c^\pm \). The classification of global solutions is obtained in Section 4. The final section, Section 5, will be devoted to proving the global \( C^{2,\alpha} \) estimates in Theorem 1.1.

2. COMPACTNESS AND SECOND DERIVATIVE ESTIMATES FOR GLOBAL SOLUTIONS

In this section, we obtain second derivative estimates and their consequences in the analysis of solutions to the Monge-Ampère equation \( \det D^2 u = c \) in the first quadrant in the plane with quadratic boundary data.

2.1. Compactness. Assume that \( u \) satisfies (1.2) and (1.3).

As mentioned in the Introduction, for \( x = (x_1, x_2) \in Q \), we have from the convexity of \( u \) that 
\[
    u(x) \leq \frac{x_1}{x_1 + x_2} u(x_1 + x_2, 0) + \frac{x_2}{x_1 + x_2} u(0, x_1 + x_2) = \frac{1}{2} (x_1 + x_2)^2 \leq |x|^2.
\]
Since \( u \geq 0 \), we can use standard barriers at points on \( \partial Q \) to obtain 
\[
    |\nabla u| \leq C(c) \quad \text{in} \quad (B_3 \setminus B_{1/3}) \cap Q.
\]
The function \( u \) separates quadratically from its tangent plane on \( \partial Q \), so by the results in [11] we find 
\[
    ||u||_{C^3} \leq C_0(c) \quad \text{in} \quad (B_2 \setminus B_{1/2}) \cap Q.
\]
Applying the above estimate to the quadratic rescalings of \( u \) (that is, those of the form \( r^{-2} u(rx) \)), we find 
\[
(2.1) \quad c_0(c) I \leq D^2 u \leq C_0(c) I \quad \text{in} \quad Q,
\]
thus the Monge-Ampère operator \( \det D^2 u \) is uniformly elliptic, and 
\[
(2.2) \quad |D^3 u(x)| \leq C_0(c)|x|^{-1} \quad \text{in} \quad Q.
\]
The above estimates easily give the compactness in \( C^3_{\text{loc}}(\overline{Q} \setminus \{0\}) \) for a sequence of solutions to (1.2)-(1.3) which we state below.

**Lemma 2.1. (Compactness)** Let \( u_k \) is a sequence of solutions to (1.2)-(1.3). Then, there exists a subsequence which converges (in the \( C^3 \) norm) on compact sets of \( \overline{Q} \setminus \{0\} \) to another solution \( u_\infty \) of (1.2)-(1.3).
2.2. $C^{1,1}$ estimates. Our first result is a sharp upper bound for the Hessian matrix $D^2u$.

**Lemma 2.2.** Let $u$ be a convex function satisfying (1.2) and (1.3). Then, for all $x \in Q$, we have

$$u_{x_1x_1}(x) \leq 1, \quad u_{x_2x_2}(x) \leq 1 \quad \text{and} \quad |u_{x_1x_2}(x)| \leq \sqrt{1-c}.$$

Thus, if $c > 1$, then there are no solutions $u$ to (1.2) and (1.3). If $c = 1$ then the only solution to (1.2) and (1.3) is $u(x) = \frac{|x|^2}{2}$.

We use the following notation for $1 \leq i, j, k \leq 2$:

$$u_{ij} := u_{x_i x_j}, \quad u_{ijk} := u_{x_i x_j x_k}.$$

**Proof.** It suffices to prove $0 \leq u_{11} \leq 1$. Then by symmetry $0 \leq u_{22} \leq 1$, and $|u_{12}| \leq \sqrt{1-c}$ follows from $u_{12}^2 = u_{11}u_{22} - c$.

**Step 1:** We show that if $u_{11}$ attains its maximum value $M > 1$ at some $p \in \overline{Q} \setminus \{0\}$ then we will get a contradiction. Indeed, suppose that $u_{11}$ attains its maximum value $M > 1$ at $p$. First, since $u_{11}$ is a subsolution of the linearized operator of $D^2u$, $p$ must be on the boundary. Because $u_{11} = 1$ on the $x_1$-axis and $u_{11}(p) = M > 1$, we find that $p$ must be on the positive $x_2$-axis. It follows that

$$u_{12}(p) = 0$$

We claim that

$$u_{122}(p) = 0. \quad \text{(2.4)}$$

Indeed, differentiating both sides of the equation (1.2), that is $u_{11}u_{22} - u_{12}^2 = c$, with respect to $x_2$, we get

$$u_{112}u_{22} + u_{11}u_{222} - 2u_{12}u_{122} = 0. \quad \text{(2.5)}$$

Since $u_{112}(p) = u_{222}(p) = 0$ we find that either $u_{122}(p) = 0$ and we are done or $u_{12}(p) = 0$. In the second case, on the $x_2$-axis, we have from (1.2) and (1.3) that $u_{12}^2 = u_{11} - c$. The maximality of $u_{11}$ at $p$ shows that, on the $x_2$-axis, $u_{12}^2$ attains its maximum value at $p$. Thus, from $u_{12}^2(p) = 0$, we find that $u_{12} = 0$ on the whole $x_2$-axis, hence $u_{122}(p) = 0$ and the claim is proved.

Differentiating both sides of the equation (1.2) with respect to $x_1$, we find that

$$u_{111}u_{22} + u_{11}u_{122} - 2u_{12}u_{112} = 0. \quad \text{(2.6)}$$

Evaluating (2.6) at $p$ using (2.3) and (2.4), we find $u_{111}(p) = 0$. This contradicts the Hopf maximum principle since $u_{11}$ is a nonconstant subsolution for the linearized equation.

**Step 2:** We finally prove that if $M := \sup_Q u_{11}$ then $M \leq 1$. We argue by contradiction. Suppose that $M > 1$. From the definition of $M$, there exists a sequence $\{z_k\} \subset Q \setminus \{0\}$ such that $u_{11}(z_k) \to M$ when $k \to \infty$. Let us define

$$r_k = |z_k|, \quad z'_k = r_k^{-1}z_k \quad \text{and} \quad v_k(z) := r_k^{-2}u(r_kz).$$

Then, $v_k$ is a solution to (1.2)-(1.3); moreover,

$$v_{k,11}(z'_k) = u_{11}(z_k) \to M \quad \text{when} \quad k \to \infty.$$

By Lemma 2.1 the functions $v_k$ has a limit $v$ in $C^3_{\text{loc}}(\overline{Q})$ solving (1.2)-(1.3) and at any limit point $z_\infty \in S^1 \cap \overline{Q}$ of $z'_k$, the function $u_{11}$ attains its maximum value $M > 1$. This contradicts Step 1.

From now on, in view of Lemma 2.2 we consider only the case $0 < c < 1$.

Before we proceed further we state a general result about mixed second partial derivative of solutions to fully nonlinear elliptic equations in two dimensions.
Lemma 2.3. In two dimensions, if \( u \in C^4 \) solves the fully nonlinear elliptic equation \( F(D^2u) = 0 \), with \( F \in C^2(S) \) where \( S \) is the space of real \( 2 \times 2 \) symmetric matrices, then \( u_{12} \) is a solution to a second order linear elliptic equation with no zero order terms.

Proof. Let us denote for each \( r = (r_{ij})_{1 \leq i,j \leq 2} \in S \)

\[
F_{ij} := \frac{\partial F(r)}{\partial r_{ij}}.
\]

Differentiating both sides of \( F(D^2u) = 0 \) with respect to \( x_1 \), we get

(2.7)

\[
F_{ij}u_{1ij} = 0.
\]

Differentiating both sides of the above equation with respect to \( x_2 \), we find that

\[
F_{ij}(u_{12})_{ij} = -F_{ij,kl}u_{1ij}u_{2kl}.
\]

The only term in the above right hand side that does not involve \( u_{12} \) is \(-F_{11,22}u_{111}u_{222} \). Note that, from (2.7), we have \( F_{11}u_{111} = a_ku_{12k} \) for continuous functions \( a_1 \) and \( a_2 \), and therefore

\[
-F_{11,22}u_{111}u_{222} = -\frac{a_ku_{12k}}{F_{11}}F_{11,22}u_{222}.
\]

The result follows.

Our final result of this section is concerned with possible limit values of the mixed second partial derivative of solutions to (1.2) and (1.3).

Lemma 2.4. Let \( u \) be a convex function satisfying (1.2) and (1.3). Then

(i) if \( u_{12} \) achieves a local minimum or maximum at some point in \( \overline{Q} \setminus \{0\} \) then \( u = P_c^\pm \).

(ii) we have

\[
\lim \inf_{\overline{Q}} u_{12}, \lim \sup_{\overline{Q}} u_{12} \in \{ \pm \sqrt{1-c} \}.
\]

In particular if \( u_{12} = \pm \sqrt{1-c} \) at some point in \( \overline{Q} \setminus \{0\} \) then we have \( u = P_c^\pm \). By compactness we obtain:

Corollary 2.5. Let \( u \) be a convex function satisfying (1.2) and (1.3).

(i) If \( u_{12} \leq -\sqrt{1-c} + \delta \) at some point on \( \partial B_1 \cap \overline{Q} \) then

(2.8)

\[
\|u - P_c^-\|_{C^2} \leq \varepsilon \quad \text{in} \quad (B_1/\rho \setminus B_\rho) \cap \overline{Q}
\]

for some \( \varepsilon(\delta) > 0 \) and \( \rho(\delta) > 0 \) small, and \( \varepsilon(\delta) \to 0, \rho(\delta) \to 0 \) as \( \delta \to 0 \).

(ii) Similarly, if \( u_{12} \geq \sqrt{1-c} - \delta \) at some point on \( \partial B_1 \cap \overline{Q} \) then

(2.9)

\[
\|u - P_c^+\|_{L^\infty} \leq \varepsilon \quad \text{in} \quad B_2 \cap \overline{Q},
\]

for some \( \varepsilon(\delta) > 0 \) small, and \( \varepsilon(\delta) \to 0 \) as \( \delta \to 0 \).

Remark 2.6. As a consequence of the above results we find that either \( u = P_c^\pm \) or \( u_{12} \) has different limits \( \pm \sqrt{1-c} \) at 0 and \( \infty \).

We will show, using the \( C^{2,\alpha} \) estimates in the next section that, for any nonquadratic solution \( u \) to (1.2), (1.3), \( \sqrt{1-c} \) must be the limit at 0 and \(-\sqrt{1-c} \) the limit at \( \infty \) for \( u_{12} \); see Lemma 3.11.

Proof of Lemma 2.4. We prove (i) by showing that if \( u_{12} \) has a local minimum or a local maximum in \( \overline{Q} \setminus \{0\} \) then it is a constant which is \( \pm \sqrt{1-c} \). Suppose that \( u_{12} \) is not a constant in \( \overline{Q} \). Then, by Lemma 2.3 applied to the equation \( F(D^2u) := \det D^2u - c = 0 \), we deduce that the extreme point of \( u_{12} \) must be on the boundary, say at \((0,1)\) on the \( x_2 \)-axis. At this point, we use (2.5) to obtain that \( u_{112} = 0 \). But this is exactly \((u_{12})_{x_1} = 0\) so, by Lemma 2.3 we contradict the Hopf lemma.
Since \( u_{12} \) is a constant \( \lambda \), then \( u = \lambda xy + f(x) + g(y) \) and then we find \( u = P^\pm_c \).

Now, we prove the two assertions in (ii) which follows easily from (i) and compactness using quadratic rescalings. Let

\[
(2.10) \quad a := \liminf_{Q} u_{12}.
\]

Then, by Lemma 2.2 we have \( a \geq -\sqrt{1-c} \). Moreover, there is a sequence \( \{z_k\}_{k=1}^\infty \subset Q \setminus \{0\} \) such that \( u_{12}(z_k) \to a \) when \( k \to \infty \). Let \( r_k = |z_k| \) and \( z_k' = r_k^{-1}z_k \). Define

\[
v_k(z) = r_k^{-2}u(r_kz).
\]

Then \( v_k \) satisfies (1.2)-(1.3), \( v_{k,12} \geq a \) and

\[
v_{k,12}(z_k') = u_{12}(z_k) \to a \quad \text{as} \quad k \to \infty.
\]

By the compactness result of Lemma 2.1, there exists a subsequence of \( \{v_k\} \), still denoted \( \{v_k\} \), which converges (in the \( C^3 \) norm) on compact sets of \( Q \setminus \{0\} \) to another solution \( v \) of (1.2)-(1.3).

Moreover, we can also assume (after relabeling a subsequence) that \( z_k' \to z \in \partial B_1 \cap \overline{Q} \). We have

\[
v_{12}(z) = a,
\]

and \( v_{12} \geq a \) in \( Q \). The fact that \( a \in \{\pm \sqrt{1-c}\} \) follows from (i).

\[\square\]

3. Pointwise \( C^{2,\alpha} \) estimates

In this section we prove pointwise \( C^{2,\alpha} \) estimates at the origin for solutions of the Monge-Ampère equation in the first quadrant in the plane which are perturbations of \( P^\pm_c \).

Following [CC], we say that \( u \) is \( C^{2,\alpha} \) at \( x_0 \), and write \( u \in C^{2,\alpha}(x_0) \), if there exists a quadratic polynomial \( P_{x_0} \) such that, in the domain of definition of \( u \),

\[
u(x) = P_{x_0}(x) + O(|x-x_0|^{2+\alpha}).
\]

Assume that the convex function \( u \) solves the following Dirichlet problem for the Monge-Ampère equation

\[
(3.1) \quad \det D^2 u = f \quad \text{in} \quad Q, \quad u = \varphi \quad \text{on} \quad \partial Q.
\]

We prove the following pointwise \( C^{2,\alpha} \) estimates when \( f \) is close to \( c \) and \( \varphi \) to \( |x|^2/2 \). For simplicity of notation we use \( q \) for this quadratic data, that is,

\[
q(x) := \frac{|x|^2}{2}.
\]

Proposition 3.1. Let \( c \in (0,1) \). Assume that \( u \) satisfies (3.1) and suppose that

\[
|u - P^+_c| \leq \varepsilon \quad \text{and} \quad |f - c| \leq \delta \varepsilon \quad \text{in} \quad B_1 \cap Q, \quad \text{and} \quad |\varphi - q| \leq \delta \varepsilon \quad \text{on} \quad B_1 \cap \partial Q,
\]

for some \( \varepsilon \leq \varepsilon_0(c) \) small and \( \delta(c) \) small. Then there exist \( \alpha \in (0,1) \) and \( r \leq \frac{1}{2} \) depending only on \( c \) such that

\[
|u - P^+_c| \leq \varepsilon r^{2+\alpha} \quad \text{in} \quad B_r \cap Q.
\]

If \( f \) and \( \varphi \) are pointwise \( C^\alpha \) and \( C^{2,\alpha} \) respectively, then we can apply Proposition 3.1 indefinitely and obtain the pointwise \( C^{2,\alpha} \) estimate for \( u \) at the origin.

Corollary 3.2. Let \( c \in (0,1) \). Assume that \( u \) satisfies (3.1) and suppose that

\[
|u - P^+_c| \leq \varepsilon_0 \quad \text{and} \quad |f(x) - c| \leq \delta \varepsilon_0 |x|^\alpha \quad \text{in} \quad B_1 \cap Q, \quad \text{and} \quad |\varphi(x) - q(x)| \leq \delta \varepsilon_0 |x|^{2+\alpha} \quad \text{on} \quad B_1 \cap \partial Q,
\]

for some \( \varepsilon_0(c) \) small and \( \delta(c) \) small. Then

\[
|u(x) - P^+_c(x)| \leq C \varepsilon_0 |x|^{2+\alpha} \quad \text{in} \quad B_1 \cap Q.
\]
This result shows that the only possible limit for \( u_{x_1 x_2} (x) \) as \( x \to 0 \) is \( \sqrt{1 - c} \) for any nonquadratic solution \( u \) to \((1.2)-(1.3)\). Indeed, by Lemma 2.4 and Corollary 2.5, \((2.9)\) holds after an initial dilation for some \( \varepsilon \leq \varepsilon_0 \), and then Proposition 3.1 above applies indefinitely.

Our next proposition deals with the case when \( u \) is close to \( P_c^- \). We introduce the following exponent
\[
\beta_c^- := \frac{\pi}{\arccos(-\sqrt{1 - c})} \in (1, 2).
\]

**Proposition 3.3.** Let \( c \in (0, 1) \) and \( \beta \in (\beta_c^-, 2) \). Assume that \( u \) satisfies \((3.1)\) and suppose that
\[
|u - P_c^-| \leq \varepsilon |x|^\beta, \quad \text{and} \quad |f - c| \leq \delta \varepsilon \quad \text{in } (B_{1/\rho} \setminus B_\rho) \cap Q,
\]
and
\[
|\varphi - q| \leq \delta \varepsilon \quad \text{on } (B_{1/\rho} \setminus B_\rho) \cap \partial Q
\]
with \( \varepsilon \leq \varepsilon_0(c, \beta), \quad \delta = \delta(c, \beta), \quad \rho = \rho(c, \beta) \) small. Then
\[
|u - P_c^-| \leq \frac{\varepsilon}{2} \quad \text{on } \partial B_1 \cap Q.
\]

A consequence of this result is that if \( u \) is quadratically close to \( P_c^- \) at all scales less than 1, i.e.,
\[
|u(x) - P_c^-(x)| \leq \varepsilon_0 |x|^2, \quad |f(x) - c| \leq \delta \varepsilon_0 |x|^\alpha \quad \text{in } Q \cap B_1, \quad \text{and} \quad |\varphi(x) - q(x)| \leq \delta \varepsilon_0 |x|^{2+\alpha} \quad \text{on } \partial Q \cap B_1,
\]
for some \( \varepsilon_0, \delta, \alpha \in (0, 1) \) small depending only on \( c \), then
\[
|u(x) - P_c^-(x)| \leq C \varepsilon_0 |x|^{2+\alpha}
\]
near the origin; see Lemma 3.12.

### 3.1. Transformed domains \( Q_c^\pm \) and reformulations of Propositions 3.1 and 3.3

We use affine transformations to transform \( P_c^\pm \) into the quadratic function \( q(x) = \frac{|x|^2}{2} \) on appropriate angular domains \( Q_c^\pm \) in the plane. Then the linearized operator of \( \det D^2 u \) around \( q \) is the Laplace operator. We assume that \( u \) satisfies \((3.1)\) and the hypotheses of either Proposition 3.1 or Proposition 3.3. We start with the affine transformations from \( \mathbb{R}^2 \) to \( \mathbb{R}^2 \) given by the matrices
\[
A_c^\pm := \begin{pmatrix} 1 & \pm \frac{\sqrt{1 - c}}{\sqrt{c}} \\ 0 & \frac{1}{\sqrt{c}} \end{pmatrix} \quad \text{and} \quad (A_c^\pm)^{-1} = \begin{pmatrix} 1 & \pm \sqrt{1 - c} \\ 0 & \sqrt{c} \end{pmatrix},
\]
and denote
\[
Q_c^\pm = (A_c^\pm)^{-1} Q, \quad u_c^\pm = u \circ A_c^\pm, \quad \text{and} \quad q_c^\pm = q \circ A_c^\pm.
\]
Then
\[
P_c^\pm \circ A_c^\pm(x) = q(x) = \frac{|x|^2}{2} \quad \text{on } Q_c^\pm.
\]

Note that
\[
\det D^2 u_c^\pm(x) = \frac{1}{c} f \circ A_c^\pm \quad \text{and} \quad |\det D^2 u_c^\pm - 1| = \frac{|f - c|}{c} \leq \frac{\varepsilon \delta}{c},
\]
and
\[
q_c^\pm(x) = P_c^\pm \circ A_c^\pm(x) = q(x) = \frac{|x|^2}{2} \quad \text{on } \partial Q_c^\pm.
\]

We restate equivalent versions of Proposition 3.1 and Proposition 3.3 on the transformed domains \( Q_c^\pm \) as follows.

**Proposition 3.4.** Suppose that \( |\det D^2 u - 1| \leq \delta \varepsilon, \quad |u - q| \leq \varepsilon \leq \varepsilon_0 \) in \( B_1 \cap Q_c^\pm \) where \( 0 < \varepsilon_0(c), \delta(c) \leq \frac{1}{\alpha} \) are sufficiently small and \( u \) has the boundary value \( \varphi \) on the edges of \( Q_c^\pm \) that satisfies \( |\varphi - q| \leq \delta \varepsilon \) on \( B_1 \cap \partial Q_c^\pm \). Then there exist \( \alpha \in (0, 1) \) and \( r \in (0, \frac{1}{2}) \) depending only on \( c \) such that
\[
|u - q| \leq \varepsilon r^{2+\alpha} \quad \text{in } B_r \cap Q_c^\pm.
\]
Proposition 3.5. Let \( \beta \in (\beta_c, 2) \). Suppose that \( |\det D^2 u - 1| \leq \delta \varepsilon \), \( |u(x) - q(x)| \leq \varepsilon |x|^\beta \) in \( Q_c^+ \cap (B_{1/\rho} \setminus B_{\rho}) \) where \( 0 < \varepsilon \leq \varepsilon_0(c, \beta), \delta(c, \beta), \rho(c, \beta) \leq \frac{1}{10} \) are sufficiently small and \( u \) has the boundary value \( \varphi \) on the edges of \( Q_c^- \) which satisfies \( |\varphi - q| \leq \delta \varepsilon \) on \( (B_{1/\rho} \setminus B_{\rho}) \cap \partial Q_c^- \). Then
\[
|u - q| \leq \frac{\varepsilon}{2} \text{ on } \partial B_1 \cap Q_c^-.
\]

To prove these propositions, we show that the ratio \( \frac{u-q}{\varepsilon} \) is well approximated by a harmonic function on \( Q_c^\pm \) which vanishes on the boundary. The approximation results state as follows.

Lemma 3.6. Assume that \( u \) satisfies the hypotheses of Proposition 3.4. Then, for any small \( \eta > 0 \), we can find a solution \( \omega \) to
\[
\Delta \omega = 0 \text{ in } Q_c^+ \cap B_{1/2}, \quad \omega = 0 \text{ on } \partial Q_c^+
\]
such that \( \omega \leq 1 \) in \( B_{1/2} \cap Q_c^+ \) and
\[
|u - q - \varepsilon \omega| \leq \varepsilon \eta \text{ in } B_{1/2} \cap Q_c^+
\]
provided that \( \varepsilon_0(\eta, c) \) and \( \delta(\eta, c) \) are chosen sufficiently small, now depending also on \( \eta \).

Lemma 3.7. Assume that \( u \) satisfies the hypotheses of Proposition 3.4. Then, for any small \( \eta > 0 \), we can find a solution \( \omega \) to
\[
\Delta \omega = 0 \text{ in } Q_c^- \cap B_{1/2}, \quad \omega = 0 \text{ on } \partial Q_c^-
\]
such that \( |\omega| \leq |x|^\beta \) in \( B_1 \cap Q_c^- \) and
\[
|u - q - \varepsilon \omega| \leq \varepsilon \eta \text{ in } B_{1} \cap Q_c^-
\]
provided that \( \varepsilon_0(\eta, c) \) and \( \delta(\eta, c) \) are chosen sufficiently small, now depending also on \( \eta \).

Proof of lemma 3.6 The proof of this lemma is similar to that of Lemma 2.6 in [LS]. We give the details below. First we show that in \( B_{1/2} \cap Q_c^+ \) we have
\[
\min_{\bar{Q}_c^+} |u - q| \leq C \varepsilon \text{dist}(x, \partial Q_c^+) + \delta \varepsilon,
\]
for some constant \( C \) depending only on \( c \). Pick a point \((a,0)\) on the \( x_1 \)-axis, with \( a \in [0,1/2] \). We claim that
\[
\bar{w} := q + \delta \varepsilon + 4 \varepsilon [(x_2 - a)^2 - 2x_2^2] + C \varepsilon x_2
\]
is an upper barrier for \( u \) in \( B_1 \cap Q_c^+ \), and
\[
\bar{w} := q - \delta \varepsilon - 4 \varepsilon [(x_2 - a)^2 - 2x_2^2] - C \varepsilon x_2
\]
is a lower barrier. Indeed,
\[
\det D^2 \bar{w} \leq 1 - \varepsilon \leq \det D^2 u,
\]
and
\[
\bar{w} \geq q + \delta \varepsilon \geq u \text{ on } \partial Q_c^+ \cap B_1, \quad \bar{w} \geq q + \varepsilon \geq u \text{ on } \partial B_1 \cap Q_c^+,
\]
provided that \( C \) is chosen sufficiently large. Thus \( u \leq \bar{w} \) in \( B_1 \cap Q_c^+ \) by the maximum principle. Similarly we obtain that \( u \leq \bar{w} \) in \( B_1 \cap Q_c^- \). By choosing \( a = x_1 \), we find
\[
|u(x) - q(x)| \leq C \varepsilon x_2 + \delta \varepsilon \quad \text{in } B_1 \cap Q_c^+ \cap \{0 < x_1 < 1/2\},
\]
and (3.4) easily follows.

Next we define
\[
v_\varepsilon := (u - q)/\varepsilon,
\]
and, by hypothesis,
\[
|v_\varepsilon| \leq 1 \quad \text{in } B_1 \cap Q_c^+.
\]
It suffices to show that for a sequence of \( \varepsilon, \delta \to 0 \), the corresponding \( v_\varepsilon \)’s converges uniformly in \( B_{1/2} \cap Q_c^\pm \) to a solution of (3.2) along a subsequence.
By \((3.4)\) we find that \(v_\varepsilon\) grows at most linearly away from \(\partial Q^+_c\).

It remains to prove the uniform convergence of \(v_\varepsilon\)’s on compact subsets of \(B_1 \cap Q^+_c\).

Fix a ball \(B_{2r}(z) \subset B_1 \cap Q^+_c\). Let \(u_0\) be the convex solution to \(\det D^2 u_0 = 1\) in \(B_{2r}(z)\) with boundary value \(u_0 = u\) on \(\partial B_{2r}(z)\). We claim that
\[
|u - u_0| \leq 4r^2 \delta \varepsilon \text{ in } B_{2r}(z).
\]
To see this, we use the maximum principle and the following inequality
\[
\det(A + \lambda I_2) \geq \det A + 2\lambda (\det A)^{1/2}, \text{ if } A \geq 0, \lambda \geq 0
\]
to obtain in \(B_{2r}(z)\)
\[
u + \delta \varepsilon (|x - z|^2 - (2r)^2) \leq u_0 \quad \text{and} \quad u_0 + \delta \varepsilon (|x - z|^2 - (2r)^2) \leq u
\]
from which the claim follows.

Now, if we denote
\[
v_0 := (u_0 - q)/\varepsilon
\]
then
\[
|v_\varepsilon - v_0| = |u - u_0|/\varepsilon \leq 4r^2 \delta \varepsilon \text{ in } B_{2r}(z),
\]
and hence \(v_\varepsilon - v_0 \to 0\) uniformly in \(B_r(z)\) as \(\delta \to 0\).

Next, we show that, as \(\varepsilon_0 \to 0\), the corresponding \(v_\varepsilon\)’s converge uniformly, up to extracting a subsequence, in \(B_r(z)\), to a solution of \((3.2)\). Note that
\[
0 = \frac{1}{\varepsilon} (\det D^2 u_0 - \det D^2 q) = \text{trace}(A_\varepsilon D^2 v_0)
\]
where, using \(\text{cof}(M)\) to denote the cofactor matrix of the matrix \(M\),
\[
A_\varepsilon = \int_0^1 \text{cof}(D^2 q + t(D^2 u_0 - D^2 q)) dt.
\]
We note that as \(\varepsilon_0 \to 0\), we have \(\varepsilon \to 0\) and \(u \to q\); therefore \(D^2 u_0 \to D^2 q = I_2\) uniformly in \(B_r(z)\). This shows that \(A_\varepsilon \to I_2\) uniformly in \(B_r(z)\) and thus \(v_0\)’s must converge to a harmonic function \(w\) satisfying \((3.2)\). The bound \(|w| \leq 1\) in \(B_1 \cap Q^+_c\) follows from the corresponding bound for \(v_\varepsilon\) and the convergence \(v_\varepsilon - v_0 \to 0\).

\(\square\)

Proof of Lemma \((3.7)\). The proof of this lemma is essentially the same as that of Lemma \((3.6)\) so we omit it.

\(\square\)

### 3.2. Harmonic functions in \(Q^\pm_c\).

Next we collect some standard facts about harmonic functions which vanish on the boundary of an angle. We note that, at the vertex \(0\), the opening of \(Q^+_c\) is an acute angle \(\alpha^+_c \in (0, \pi/2)\) while the opening of \(Q^-_c\) is an obtuse angle \(\alpha^-_c \in (\pi/2, \pi)\). In fact, we have
\[
\cos \alpha^\pm_c = \pm \sqrt{1 - c}.
\]
Let us denote
\[
\beta^\pm_c = \frac{\pi}{\alpha^\pm_c}.
\]
Note that
\[
\beta^+_c > 2 \text{ while } 1 < \beta^-_c < 2.
\]
For any \((x_1, x_2) \in \mathbb{R}^2\), we can identify it with the complex number \(z = x_1 + ix_2 \in \mathbb{C}\). The conformal mappings \(z \in Q^\pm_c \to \hat{z}^\pm := z^{\beta^\pm_c} \in \mathbb{H}\) map \(Q^\pm_c\) to the upper-half plane \(\mathbb{H}\). Let us consider \(\hat{w}^\pm(\hat{z}^\pm) = w(z)\). Corresponding to any solution \(w\) to
\[
\Delta w = 0 \text{ in } Q^\pm_c, \quad w = 0 \text{ on } \partial Q^\pm_c,
\]
there is a harmonic function \( \hat{w} \) in the upper-half plane \( \mathbb{H} \) with zero boundary data, that is, \( \hat{w} = 0 \) on \( \partial \mathbb{H} = \{x_2 = 0\} \). Moreover, \( w \) can be recovered from \( \hat{w} \) via the formula
\[
w(z) = \hat{w}(z^{\beta_c^+}).
\]

As such, any solution \( w \) to
\[
\Delta w = 0 \text{ in } Q^+_c, \quad w = 0 \text{ on } \partial Q^+_c
\]
is \( C^{2,\alpha} \) in \( \overline{B}_{1/2} \cap \overline{Q}^+_c \) for any \( \alpha \in (0, 1] \) satisfying \( \alpha \leq \beta_c^+ - 2 \).

**Lemma 3.8.** Assume that \( w \) solves
\[
(3.5) \quad \Delta w = 0 \text{ in } Q^+_c, \quad w = 0 \text{ on } \partial Q^+_c \quad \text{and } \|w\|_{L^\infty(B_r \cap Q^+_c)} \leq 1.
\]
Then there are constants \( C_0 > 0 \) and \( \alpha_0 \in (0, 1) \) depending only on \( c \) such that \( w \) satisfies
\[
|w(x)| \leq C_0 |x|^{2+\alpha_0} \quad \text{in } B_{1/2} \cap Q^+_c.
\]

**Proof.** Note that the harmonic function \( \hat{w} \) corresponding to \( w \) is smooth in \( B_{3/4} \cap \overline{\mathbb{H}} \). Thus, we have
\[
\|D\hat{w}\|_{L^\infty(B_{3/4} \cap \overline{\mathbb{H}})} \leq C.
\]
It follows that for any \( \hat{z} \in B_{3/4} \cap \overline{\mathbb{H}} \), we have
\[
|\hat{w}(\hat{z})| = |\hat{w}(\hat{z}) - \hat{w}(0)| \leq C|\hat{z}|.
\]
The desired estimate of the lemma with \( \alpha_0 := \min\{1, \beta_c^+ - 2\} \) follows from \( w(z) = \hat{w}(z^{\beta_c^+}) \).

A solution \( v \) to
\[
\Delta v = 0 \text{ in } Q^-_c, \quad v = 0 \text{ on } \partial Q^-_c
\]
can be only \( C^{1,\alpha} \) in \( \overline{B}_{1/2} \cap \overline{Q}^-_c \).

**Notation.** We denote by \( v_0 = \text{Im}(z^{\beta_c^-}) \) the positive, homogenous of degree \( \beta_c^- \in (1, 2) \) harmonic function which satisfies the equation above. In polar coordinates \((r, \theta)\), \( v_0 \) is given by
\[
(3.6) \quad v_0(r, \theta) = r^{\beta_c^-} \sin \beta_c^- \theta.
\]

We need the following result for the proof of Proposition 3.5

**Lemma 3.9.** Let \( \beta \in (\beta^-_c, 2\beta^-_c) \). Suppose that \( w \) satisfies
\[
(3.7) \quad \Delta w = 0 \text{ in } Q^-_c, \quad w = 0 \text{ on } \partial Q^-_c,
\]
and that
\[
|w(x)| \leq |x|^{\beta} \quad \text{in } (B_{1/2} \setminus B_{2\rho}) \cap Q^-_c.
\]
Then, given a positive constant \( \gamma \), we can find \( \rho = \rho(\beta, \gamma, c) > 0 \) sufficiently small such that
\[
|w| \leq \gamma \quad \text{on } \partial B_1 \cap Q^-_c.
\]

**Proof.** Let \( \alpha := \frac{\beta}{\beta^-_c} \in (1, 2) \). Using a conformal mapping to transform \( Q^-_c \) to the upper half-plane \( \mathbb{H} \), the statement of the lemma is equivalent to the following statement:

**Let \( \alpha \in (1, 2) \).** Suppose that \( w \) satisfies
\[
(3.8) \quad \Delta w = 0 \text{ in } \mathbb{H}, \quad w = 0 \text{ on } \{x_2 = 0\}
\]
and that
\[
|w(x)| \leq |x|^\alpha \text{ in } (B_{1/2} \setminus B_{2\rho}) \cap \mathbb{H} \quad \text{and} \quad |w(x)| \leq |x|^\alpha \text{ in } (B_{1/2} \setminus B_{1/n}) \cap \mathbb{H} \quad \text{with} \quad v = 0 \text{ on } \{x \in \overline{B}_{1/n} \cap \mathbb{H} \} \quad \text{and} \quad \|\nabla v\|_{L^\infty(\partial B_{1/n} \cap \mathbb{H})} \leq \gamma.
\]
Using compactness, we can let \( n \to \infty \) along a subsequence to obtain a harmonic function \( v \) on \( \mathbb{H} \) with the following property:
\[
v = 0 \text{ on } \partial \mathbb{H}, \quad |v(x)| \leq |x|^{\alpha_0} \text{ on } \mathbb{H} \quad \text{and} \quad \|v\|_{L^\infty(\partial B_r \cap \mathbb{H})} \geq \gamma.
\]
By using reflection about the \( x_1 \)-axis and the Liouville theorem, we conclude that \( v \) is at polynomial of degree almost 1. Thus, \( v \) is of the form \( \pm Cx_2 \) for some positive constant \( C \). Using
\[
(x_1^2 + x_2^2)^{\alpha_0/2} \geq |v(x_1, x_2)| = C|x_2|
\]
we conclude that \( C = 0 \). This contradicts \( \|v\|_{L^\infty(\partial B_r \cap \mathbb{H})} \geq \gamma \).

**Remark 3.10.** The lemma above is true if we replace \( |x|^\beta \) by \( \max\{|x|^{\beta_1}, |x|^{\beta_2}\} \) where \( \beta_1, \beta_2 \in (\beta_c^-, 2\beta_c^-) \) satisfying \( \beta_1 \leq \beta \leq \beta_2 \). This means that in Proposition 3.3 we can relax the hypothesis on \( u - P_c^- \) to
\[
|u - P_c^-| \leq \varepsilon \max\{|x|^{\beta_1}, |x|^{\beta_2}\} \quad \text{in } Q \cap (B_{1/\rho} \setminus B_\rho)
\]
where \( \beta_1, \beta_2 \in (\beta_c^-, 2\beta_c^-) \) satisfying \( \beta_1 \leq \beta \leq \beta_2 \).

It follows that if \( \beta \) is bounded away from \( \beta_c^- \) then we can choose \( \rho(c, \beta) \) in Proposition 3.3 to be also bounded away from 0.

### 3.3. Proofs of Propositions 3.1 and 3.3

They are reduced to those of Propositions 3.4 and 3.5 which we present in this section.

**Proof of Proposition 3.4.** Fix \( \alpha \in (0, \alpha_0) \) where \( \alpha_0 \) is as in Lemma 3.8. The proof, using Lemma 3.6 and the \( C^{2, \alpha_0} \) estimates for harmonic functions on \( Q_c^+ \) in Lemma 3.8, is similar to the \( C^{2, \alpha} \) estimates in [LS, Section 2]. We briefly indicate some details. For any \( \eta > 0 \), using Lemma 3.6 and 3.8, we find that in \( B_{1/2} \cap Q_c^+ \)
\[
|u(x) - q(x)| \leq \varepsilon(\eta + C_0|x|^{2+\alpha_0})
\]
provided that \( \delta_0(\eta, c) \) and \( \delta(\eta, c) \) are chosen sufficiently small and \( 0 < \varepsilon \leq \delta_0(\eta, c) \). We choose \( \eta = C_0r_0^{2+\alpha_0} \) for some \( r_0 > 0 \) small to be chosen later. Then, in \( B_{r_0} \cap Q_c^+ \),
\[
|u - q| \leq 2\varepsilon C_0r_0^{2+\alpha_0} \leq \varepsilon r_0^{2+\alpha}
\]
if \( r_0 \) is sufficiently small depending only on \( c \) and \( \alpha \).

**Proof of Proposition 3.5.** Fix \( \eta = \frac{1}{4} \). Let \( w \) be as in the statement of Lemma 3.7. Then
\[
|u - q| \leq \varepsilon(\eta + |w|) \quad \text{in } (B_{1/(2\rho)} \setminus B_{2\rho}) \cap \overline{Q_c^-}
\]
provided that \( \varepsilon_0(\beta, c) \) and \( \delta(\beta, c) \) are chosen sufficiently small and \( 0 < \varepsilon \leq \varepsilon_0(\beta, c) \). Applying Lemma 3.9 to \( w \) and \( \gamma := \frac{1}{2} - \eta = \frac{1}{4} \), we find that,
\[
|w| \leq \gamma \quad \text{on } \partial B_1 \cap Q_c^-
\]
provided that \( \rho = \rho(\beta, c) \) sufficiently small. Therefore, if \( \varepsilon_0(\beta, c), \delta(\beta, c) \) and \( \rho(\beta, c) \) are sufficiently small, we have
\[
|u - q| \leq \varepsilon(\eta + |w|) \leq \varepsilon(\eta + \gamma) = \frac{\varepsilon}{2} \quad \text{on } \partial B_1 \cap Q_c^-.
\]

□
3.4. Consequences of the second derivative estimates. Next we state several consequences of the second derivative estimates in Corollary 2.5 and Propositions 3.1 and 3.3.

Lemma 3.11. Assume that \( u \) is a solution to (1.2)-(1.3) which is not quadratic. Then
\[
\lim_{x \to 0} u_{12}(x) = \sqrt{1-c}, \quad \text{and} \quad \lim_{|x| \to \infty} u_{12}(x) = -\sqrt{1-c}.
\]

Proof. From Corollary 2.5 and Corollary 3.2 we know that if \( u_{12}(z) \geq \sqrt{1-c} - \delta \) at some point \( z \) in \( \partial B_r \cap Q \), with \( \delta \) small universal, then
\[
|u(x) - P^+(x)| \leq \varepsilon_0 r^{-\alpha}|x|^{2+\alpha} \quad \text{in} \quad B_{r/2} \cap Q.
\]
This implies that \( u_{12} \) converges to \( \sqrt{1-c} \) at the origin and the lemma follows by Remark 2.6. \( \square \)

Lemma 3.12. Assume that \( u \) satisfies (3.1) where \( c \in (0,1) \). Furthermore, assume that
\[
|u(x) - P^-_c(x)| \leq \varepsilon_0 |x|^2, \quad |f(x) - c| \leq \delta \varepsilon_0 |x|^\alpha \quad \text{in} \quad Q \cap B_1, \quad \text{and} \quad |\varphi(x) - q(x)| \leq \delta \varepsilon_0 |x|^{2+\alpha} \quad \text{on} \quad \partial Q \cap B_1,
\]
where \( \varepsilon_0, \delta, \alpha \) are small depending on \( c \). Then
\[
|u(x) - P^-_c(x)| \leq C \varepsilon_0 |x|^{2+\alpha} \quad \text{in} \quad Q \cap B_1.
\]

Proof. Let \( \varepsilon_0 = \varepsilon_0(c,2), \delta(c,2), \) and \( \rho = \rho(c,2) \) be as in the statement of Proposition 3.3. Choose \( \alpha \in (0,1) \) so that \( \rho^{-\alpha} = 1/2 \). Let \( \delta = \delta(c,2)/\rho^{1+\alpha} \). First, we claim that
\[
|u(z) - P^-_c(z)| \leq \frac{\varepsilon_0}{2} |z|^2
\]
for all \( z \in Q \) satisfying
\[
|z| \leq \rho.
\]
Indeed, let us fix \( |z_0| = r \leq \rho \). We write \( z_0 = rx_0 \) where \( |x_0| = 1 \). Consider the following functions
\[
\hat{u}(x) = r^{-2}u(rx), \quad \hat{f}(x) = f(rx), \quad \hat{\varphi}(x) = r^{-2}\varphi(rx).
\]
Then on \( B_{1/\rho} \cap Q \)
\[
|\hat{u}(x) - P^-_c(x)| = r^{-2}|u(rx) - P^-_c(rx)| \leq r^{-2}\varepsilon_0 |rx|^2 = \varepsilon_0 |x|^2,
\]
and
\[
|\hat{f}(x) - c| = |f(rx) - c| \leq \delta \varepsilon_0 \rho^{\alpha} |x|^\alpha,
\]
and
\[
|\hat{\varphi}(x) - q(x)| = r^{-2}|\varphi(rx) - q(rx)| \leq \delta \varepsilon_0 \rho^{\alpha} |x|^{2+\alpha}.
\]
Then \( \hat{u}, \hat{f}, \) and \( \hat{\varphi} \) satisfy the hypotheses of Proposition 3.3 since \( r \leq \rho \leq 1 \). By this proposition, we have \( |\hat{u} - P^-_c| \leq \frac{\varepsilon_0}{2} \) on \( \partial B_1 \cap Q \), hence
\[
|u(z_0) - P^-_c(z_0)| \leq \frac{\varepsilon_0}{2} r^2 = \frac{\varepsilon_0}{2} |z_0|^2.
\]
It follows by induction that
\[
|u(x) - P^-_c(x)| \leq \frac{\varepsilon_0}{2} |x|^2 \quad \text{for all} \quad x \in Q \quad \text{with} \quad |x| \leq \rho^k.
\]
Indeed, as in (3.9) we find
\[
|u(x) - P^-_c(x)| \leq \varepsilon_k |x|^2 \quad \text{for all} \quad x \in Q \quad \text{with} \quad |x| \leq r_k := \rho^k,
\]
with \( \varepsilon_k := 2^{-k}\varepsilon_0 \), and for this we used \( \varepsilon_0 \rho_r^k = \varepsilon_k \). The conclusion of the lemma now easily follows. \( \square \)
4. Classification of global solutions

In this section, we prove Theorem 1.3 concerning classification of global solutions which satisfy

\[(4.1) \quad \det D^2 u = c \quad \text{in } Q, \quad \text{and} \quad u(x) = \frac{|x|^2}{2} \quad \text{on } \partial Q\]

for some constant \(c \in (0, 1)\).

Notice that we are no longer assuming that \(u \geq 0\) as in Section 2. The classification of global solutions relies on refined asymptotic analysis at infinity of these solutions. Our arguments for a non-quadratic solution \(u\) to (4.1) can be sketched as follows.

First, we show in Lemma 4.2 that \(u - P_c^-\) grows at most \(|x|^\beta_c + \sigma\) at infinity for any \(\sigma > 0\).

Next, we establish a boundary Harnack principle at infinity for \(u\). In Lemma 4.3 we show that after the affine transformation using \(A_c^-\) that maps \(Q\) to \(Q_c^-\) and \(P_c^-\) to \(q\), the rescaled difference \((u - P_c^-) \circ A_c^-\) is asymptotically a nonnegative multiple of the positive, harmonic, homogenous of degree \(\beta_c^-\) function \(v_0\) defined in (3.6), that is

\[
(u - P_c^-) \circ A_c^- = (a + o(1))v_0 \quad \text{at infinity on } Q_c^-,
\]

for some constant \(a\).

This expansion allows us to apply the maximum principle in the unbounded domain \(Q_c^-\). We construct two global solutions \(P_c\) and \(P_c^+\) to (4.1) for which the constant \(a\) changes sign. Using quadratic rescalings of these solutions together with \(P_c^-\), we obtain a continuous family of solutions to (4.1) for which the constant \(a\) ranges over the full \(\mathbb{R}\). The classification of global solutions then follows by the maximum principle.

We first show that a solution \(u\) to (4.1) which is different than \(P_c^+\) must be close to \(P_c^-\) at infinity.

**Lemma 4.1.** Assume that \(u\) satisfies (4.1) and \(u \neq P_c^+\). Then

\[(4.2) \quad \lim_{|x| \to \infty} D^2 u(x) = D^2 P_c^- .\]

**Proof.** First we show that

\[(4.3) \quad u(x) \to \infty \quad \text{as} \quad |x| \to \infty.\]

Indeed, we use \(P_c^- - C(x_1 + x_2)\) as a lower barrier for \(u\) in \(Q \cap B_1\) and deduce from the convexity of \(u\) that

\[v := u + C(x_1 + x_2) \geq 0 \quad \text{in } Q.\]

We consider the sections of \(v\), \(S_h := \{x \in \overline{Q} : v(x) < h\}\) with \(h\) large. Since \(\det D^2 v = c\) we find \(|S_h| < Ch\) for some large \(C\) depending on \(c\). On the other hand \(S_h \subset Q\) is a convex set which contains line segments of length \(\frac{1}{2\sqrt{h}}\) along \(\partial Q\) starting at the origin. In conclusion \(S_h \subset B_{C\sqrt{h}}\) for some large \(C\) which means that \(v(x) \geq c_0|x|^2\) for some \(c_0(c) > 0\) and for all large \(|x|\) and our claim (4.3) is proved.

As in Section 2.1, we have from the convexity of \(u\) that \(u(x) \leq |x|^2\) in \(Q\). We deduce from this and (4.3) that the rescalings

\[u_\lambda(x) := \lambda^{-2} u(\lambda x),\]

must converge uniformly on compact sets of \(\overline{Q}\) along subsequences of \(\lambda_k \to \infty\) to a solution \(\bar{u}\) to (4.1), and \(\bar{u} \geq 0\) by (4.3). If \(\bar{u} \neq P_c^-\) then, by Lemma 3.11 \(\bar{u}_{12}(x) \to \sqrt{1-c}\) as \(x \to 0\) and, after a quadratic rescaling by a factor we may assume

\[|\bar{u} - P_c^+| \leq \frac{1}{2} \varepsilon_0 \quad \text{in } Q \cap B_1\]

where \(\varepsilon_0 = \varepsilon_0(c) > 0\) is the small constant in Corollary 3.2. This implies that

\[|u_\lambda - P_c^+| \leq \varepsilon_0 \quad \text{in } Q \cap B_1,\]
for a sequence of $\lambda_k \to \infty$. By Corollary 3.2 we obtain
\[ |u_{\lambda_k} - P_c^+| \leq C\varepsilon_0|x|^{2+\alpha} \quad \text{in } Q \cap B_1, \]
which gives $u = P_c^+$, and we reach a contradiction.

In conclusion $\bar{u} = P_c^-$ for any sequence of $\lambda \to \infty$. As in Lemma 2.1 in $\lim_{\lambda \to \infty} P_c^- \to 0$ which implies (4.2).

Next we establish the asymptotic behavior of solutions to (4.1) which have $P_c^-$ as a quadratic limit at infinity.

**Lemma 4.2.** Assume that $u \neq P_c^+$ satisfies (4.2). Then for any $\sigma > 0$, we have
\[ u(x) - P_c^-(x) = O(|x|^\beta_c - \sigma) \quad \text{at infinity,} \]
and
\[ D^2(u - P_c^-)(x) = O(|x|^\beta_c - \sigma - 2) \quad \text{at infinity.} \]
That is, for all $|x| \geq R(\sigma, c)$, we have
\[ |u(x) - P_c^-(x)| \leq C(\sigma, c)(|x|^\beta_c + \sigma) \quad \text{and } |D^2(u - P_c^-)(x)| \leq C(\sigma, c)(|x|^\beta_c + \sigma - 2). \]

**Proof.** We define
\[ w := u - P_c^- . \]
Let $\varepsilon_0 = \varepsilon_0(c, 2)$ and $\rho = \rho(c, 2)$ be as in Proposition 3.3.

First, by applying Proposition 3.3 in outgoing annuli towards infinity, we conclude that
\[ w(x) = O(|x|^{\beta_c - \sigma}) \quad \text{at infinity, with} \quad \mu := \frac{\log \frac{\rho}{\sigma}}{\log \rho}. \]
The proof of (4.6) goes as follows. First, by (4.2), we have
\[ \lim_{|x| \to \infty} D^2w(x) = 0. \]
For each $\varepsilon \in (0, \varepsilon_0)$, using this and the Taylor formula, we can find $R(\varepsilon) > 1$ such that
\[ |w(z)| \leq \varepsilon |z|^2 = \varepsilon |z|^{\beta_0} \quad \text{for all } z \in Q \setminus B_{R(\varepsilon)}. \]
Here $\beta_0 = 2$ and hence $\rho = \rho(c, \beta_0)$. For all $z_0 \in Q$ with $|z_0| = r \geq \frac{R(\varepsilon)}{\rho}$, we apply Proposition 3.3 to the function $\tilde{w}(z) = r^{-2}w(rz)$ with
\[ |\tilde{w}(z)| \leq \varepsilon r^\beta_0 - 2 |z|^{\beta_0} \quad \text{for all } |z| \geq \rho \]
to obtain $|\tilde{w}(z_0/r)| \leq \frac{1}{2}\varepsilon r^\beta_0 - 2$, which implies that $|w(z_0)| \leq \frac{\varepsilon}{2}|z_0|^{\beta_0}$. Therefore, we have
\[ |w(z)| \leq \frac{\varepsilon}{2}|z|^{\beta_0} \quad \text{for all } z \in Q \setminus B_{\frac{R(\varepsilon)}{\rho}}. \]
By induction, we obtain
\[ |w(z)| \leq \frac{\varepsilon}{2^k}|z|^{\beta_0} \quad \text{for all } z \in Q \setminus B_{\frac{R(\varepsilon)}{\rho^k}}. \]
Then, for $|z|$ sufficiently large, we have
\[ |w(z)| \leq 2[R(\varepsilon)]^\mu |z|^{\beta_0 - \mu} = O(|z|^{\beta_0 - \mu}) = O(|z|^{\beta - \frac{1}{2}\mu}) \]
from which (4.6) easily follows.

Next, we show that the exponent $\beta := 2 - \frac{1}{2}\mu$ in (4.7) can be lowered successively to become as close as we want to $\beta_c \in (1, 2)$. Indeed, if $\beta \leq \beta_c$ then we are done. Otherwise, the same rescaling argument as above shows that
\[ w(z) = O(|z|^{\beta - \mu_1}) = o(|z|^{\beta - \frac{1}{2}\mu_1}) \quad \text{where } \mu_1 := \frac{\log \frac{1}{2}}{\log \rho(c, \beta)}. \]
Note that, if $\beta$ is bounded away from $\beta_c^-$ then $\rho(c, \beta)$ is also bounded away from 0 by Remark 3.10. Thus we can repeat the above argument and can replace $\beta$ by $\beta_c^- + \sigma$ for any $\sigma > 0$, after a finite number of steps. In conclusion, we have $w = O(|x|^{\beta_c^- + \sigma})$ at infinity from which is exactly (4.4).

Finally, we note that (4.5) is a consequence of (4.4) and Schauder estimates (see [GT]) applied to the equation

$$0 = \det D^2 u - \det D^2 P_c^- = \text{trace}(AD^2w)$$

where

$$A = \int_0^1 \text{cof}(D^2 P_c^- + t(D^2 u - D^2 P_c^-)) dt.$$ 

Here we use $\text{cof}(M)$ to denote the cofactor matrix of $M$. Notice that by [2.1]-[2.2], the coefficient matrix $A$ is uniformly elliptic and its first derivatives are bounded by $C|x|^{-1}$ at infinity.

Before proceeding further, we recall the notation in Section 3.1 and Section 3.2. Let

$$A_c^- = \begin{pmatrix} 1 & \sqrt{1 - \sigma} \\ 0 & \sqrt{\sigma} \end{pmatrix}, \quad Q_c^- = (A_c^-)^{-1}Q,$$

$$v_0(r, \theta) = r^{\beta_c^-} \sin(\beta_c^- \theta), \quad \beta_c^- \in (1, 2).$$

We recall that $v_0$ is the positive, homogenous of degree $\beta_c^- \in (1, 2)$ harmonic function in $Q_c^-$.

The next lemma establishes a boundary Harnack principle at infinity for non-quadratic solutions to (1.2)-(1.3). The precise statement is as follows.

**Lemma 4.3.** Assume that $u \neq P_c^+$ satisfies (4.1). Then

$$u \circ A_c^- = q + (a + o(1))v_0 \quad \text{at infinity on } Q_c^-$$

for some constant $a$.

**Proof of Lemma 4.3.** We recall from Section 3.1 that

$$P_c^- \circ A_c^- = q \quad \text{and } u_c^- := u \circ A_c^-.$$ 

To simplify notation, let us denote

$$w := u_c^- - q = u \circ A_c^- - q.$$ 

We need to show that $w$ satisfies

$$w = (a + o(1))v_0 \quad \text{at infinity on } Q_c^-$$

for some constant $a$.

We start with the fact that $\det D^2 u_c^- = \det D^2 q = 1$ in $Q_c^-$ and moreover, $w = u_c^- - q$ solves a linearized equation

$$a_{ij}w_{ij} = 0 \quad \text{in } Q_c^-, \quad \text{with } w = 0 \quad \text{on } \partial Q_c^-.$$ 

Furthermore, by Lemma 4.2 we have for any $\sigma > 0$,

$$|w(x)| \leq C(\sigma, c)|x|^{\beta_c^- + \sigma} \quad \text{and } |a_{ij}(x) - \delta_{ij}| + |D^2 w(x)| \leq C(\sigma, c)|x|^{\beta_c^- + \sigma - 2} \quad \text{at infinity on } Q_c^-.$$ 

At infinity, we have

$$\Delta w(x) = (\delta_{ij} - a_{ij}(x))w_{ij}(x) = O(|x|^{2(\beta_c^- + \sigma - 2)})$$

By choosing $\sigma \in (0, (2 - \beta_c^-)/3]$, we find

$$\Delta w = f, \quad \text{with } |f(x)| = O(|x|^{\beta_c^- - \sigma - 2}) \quad \text{at infinity on } Q_c^-.$$
We can find (see Lemma 4.7) an explicit homogenous of degree $\beta_\varepsilon - \sigma$ function $v_1 \geq 0$ on $Q_\varepsilon$ which vanishes on the boundary of $Q_\varepsilon$, such that
\[
\triangle v_1(x) \leq -|x|^{\beta_\varepsilon - \sigma - 2} \text{ on } Q_\varepsilon.
\]
This means that we can solve by Perron’s method
\[
\begin{cases}
\Delta v = f \text{ in } Q_\varepsilon, \\
v = 0 \text{ on } \partial Q_\varepsilon
\end{cases}
\]
for some function $v$ such that $-Cv_1 \leq v \leq Cv_1$. It follows that
\[
w(x) - v(x) = O(|x|^{\beta_\varepsilon + \sigma}) \text{ at infinity on } Q_\varepsilon
\]
is harmonic in $Q_\varepsilon$ and vanishes on the boundary $\partial Q_\varepsilon$, thus
\[
(4.10) \quad w - v = av_0,
\]
for some constant $a$. This can be easily seen using a conformal transformation mapping $Q_\varepsilon$ to the upper half-plane $\mathbb{H}$ and arguing as in the proof of Lemma 3.9.

Now on $\partial B_1 \cap Q_\varepsilon$ we know that $v_0$ and $v_1$ are comparable. Recalling the homogeneities of $v_1$ and $v_0$ and using $|v| \leq Cv_1$, we have
\[
v = o(1)v_0 \quad \text{at infinity on } Q_\varepsilon.
\]
Combining this with (4.10), we conclude that $w = (a + o(1))v_0$ at infinity on $Q_\varepsilon$.

\[\square\]

**Corollary 4.4.** Assume that $u, \tilde{u} \neq P_\varepsilon^+$ satisfy (4.1), and let $a$ and $\tilde{a}$ denote their corresponding constants in the expansion (4.8). If $a < \tilde{a}$ then $u \leq \tilde{u}$ in $Q$.

Indeed, $a < \tilde{a}$ in the expansion (4.8) implies that $u < \tilde{u}$ on $A_\varepsilon^+(\partial B_r) \cap Q$ for all large $r$’s. Since $u = \tilde{u}$ on $\partial Q$ and they both satisfy (4.1), we can apply the maximum principle in $A_\varepsilon^-(Q_\varepsilon \cap B_r)$ and conclude that $u < \tilde{u}$ in this set.

In the following lemma, we construct two particular solutions to (4.1) that are not quadratic.

**Lemma 4.5.** There are two solutions $\tilde{P}_c$, $P_c$ to (4.1) so that
\[
P_c < P^-_c < \tilde{P}_c < P^+_c \text{ in } Q, \quad \text{and } \tilde{P}_c(1,1) = 1, \quad P_c(1,1) = 0.
\]

At the origin $\tilde{P}_c$ is pointwise $C^{2,\alpha}$ for some $\alpha = \alpha(c) \in (0,1)$ and $P_c$ has a conical singularity. Moreover, their corresponding constants in the expansion at infinity (4.8) satisfy $\tilde{a} > 0$ and $a < 0$.

At infinity, we have
\[
\tilde{P}_c(x) - P^-_c(x) = O(|x|^{\beta_\varepsilon + \sigma}) \quad \text{and} \quad P_c(x) - P^-_c(x) = O(|x|^{\beta_\varepsilon + \sigma}) \quad \text{for any } \sigma > 0.
\]

**Proof.** We first construct $\tilde{P}_c$.

For each $R > 0$, we solve the Dirichlet problem on $Q \cap B_R$
\[
(4.11) \quad \begin{cases}
\det D^2 P_R = c & \text{in } Q \cap B_R, \\
P_R = P^-_c + t_R x_1 x_2 & \text{on } \partial(Q \cap B_R),
\end{cases}
\]
where $t_R \in (0,2\sqrt{1-c})$ is chosen such that the solution $P_R$ takes value 1 at $(1,1)$, that is,
\[
P_R(1,1) = 1.
\]
The existence of $t_R \in (0,2\sqrt{1-c})$ follows by continuity. In fact, when $t_R = 0$, we have $P_R = P^-_c$ with $P^-_c(1,1) = 1 - \sqrt{1-c}$, and when $t_R = 2\sqrt{1-c}$, we have $P_R = P^+_c$ with $P^+_c(1,1) = 1 + \sqrt{1-c}$.

From $t_R \in (0,2\sqrt{1-c})$, we have $P^-_c \leq P_R \leq P^+_c \leq P^+_c$ on $\partial(Q \cap B_R)$. Thus, by the comparison principle for the Monge-Ampère equation, we have
\[
P^-_c \leq P_R \leq P^+_c \text{ in } Q \cap B_R,
\]
hence the \( P_R \)'s are locally bounded independent on \( R \).

We let \( R \to \infty \) and, by compactness extract a convergence subsequence of \( P_R \) to \( \bar{P} \) satisfying (4.4) and \( \bar{P}(1, 1) = 1 \). Moreover, by the inequalities above we have \( P^-_c < \bar{P} < P^+_c \) in \( Q \).

Since \( \bar{P}_c > P^-_c \), we obtain from Corollary 4.3 that \( \bar{a} \geq 0 \). We claim that \( \bar{a} \) cannot be 0.

Otherwise, let \( u^-_c := P_c \circ A_c^- \) denote the affine deformation of \( P_c \) in the angle \( Q^-_c \), and we have

\[
\frac{\partial P}{\partial x} = \frac{\partial P}{\partial x} \
\]

Thus, for each \( \varepsilon > 0 \), there is \( R = R(\varepsilon) \) large such that

\[
Q^-_c \cap \{ x \leq \varepsilon \}, \quad \text{on \( \partial Q^-_c \cap B_R \).
}

By the comparison principle, we have \( u^-_c \leq q + \varepsilon v_0 \) in \( \bar{Q}_c \cap B_R \), hence, together with (4.13), we obtain

\[
u^-_c \leq q + \varepsilon v_0 \in \bar{Q}_c.
\]

By letting \( \varepsilon \to 0 \), we obtain \( u^-_c \leq q \) in \( \bar{Q}_c \). Transforming back this inequality to the first quadrant \( Q \), we find that

\[
\bar{P}_c \leq P^-_c \quad \text{in \( Q \),}
\]

and we reached a contradiction.

Next we discuss the construction of \( P_c \). For this we solve (4.11) for each \( R > 2 \) with \( t_R \in (-1, 0) \) to obtain the solution \( P_R \) so that \( P_R(1, 1) = 0 \). The existence of such a \( t_R \) follows by continuity as above. In fact, when \( t_R = -1 \), we have the solution \( P_R \) of (4.11) with \( P_R(0) = 0 \) and \( P_R(R, R) \) remains valid.

By symmetry we have \( P_R \geq 0 \) in \( Q \cap B_R \cap \{ x_1 + x_2 \geq 2 \} \) which implies \( P_R > -C \) in \( Q \) for some \( C \) universal. From \( t_R < 0 \), we have \( P_R \leq P^-_c \) on \( \partial Q \cap B_R \). Thus, by the comparison principle for the Monge-Ampère equation, we have

\[
P_R \leq P^-_c \quad \text{in \( Q \cap B_R \).}
\]

As above, we obtain by compactness the existence of \( P_c \) satisfying (4.11) and \( P_c(1, 1) = 0 \). Also \( P_c < P^-_c \) in \( Q \) which gives \( a \leq 0 \) in view of Corollary 4.4. We claim that \( a \) cannot be 0.

Assume by contradiction that \( a = 0 \). Denote as above \( u^-_c := P_c \circ A_c^- \) and (4.12) remains valid. Since \( 2\beta^-_c - 2 \in (0, \beta^-_c) \), by Lemma 4.7 there is a homogenous of degree \( 2\beta^-_c - 2 \) function \( v_1 \geq 0 \) on \( Q^-_c \) which vanishes on \( \partial Q^-_c \) and

\[
\Delta v_1(x) \leq -|x|^{2\beta^-_c - 4} \quad \text{on \( Q^-_c \).
}
\]

Define

\[
q^1_\varepsilon := q - \varepsilon p \cdot x, \quad \text{and} \quad q^2_\varepsilon := q - \varepsilon(1 + v_0 + v_1).
\]

The linear function \( p \cdot x \) is chosen such that \( p \in Q^-_c \) and \( q^1_\varepsilon < q^2_\varepsilon \) in \( (B_1 \setminus B_{1/2}) \cap Q^-_c \). We show that

\[
q_\varepsilon := \max\{\chi_{B_1} q^1_\varepsilon, \quad q^2_\varepsilon\},
\]

is a lower barrier for \( u^-_c \) in \( Q^-_c \cap B_R \) for some large \( R \). Clearly \( q_\varepsilon = q^1_\varepsilon \) in a neighborhood of 0 and \( q_\varepsilon = q^2_\varepsilon \) outside \( B_{1/2} \) hence \( q_\varepsilon \leq u^-_c \) on \( \partial(Q^-_c \cap B_R) \) for \( R \) large. For the interior inequalities in \( Q^-_c \cap B_R \), we have

\[
det D^2 q^1_\varepsilon = 1 = det D^2 u^-_c,
\]

and outside a neighborhood of the origin, we have

\[
det D^2 q^2_\varepsilon = 1 - \varepsilon \Delta(v_1 + v_0) + O(\varepsilon^2 |x|^{2(\beta^-_c - 2)}) > 1,
\]
for $\varepsilon$ sufficiently small. Here we used \eqref{eq:4.14}.

In conclusion $q_\varepsilon \leq u^-_c$ in $Q^-_c$ and by letting $\varepsilon \to 0$, we obtain $q \leq u^-_c$, which gives $P^-_c \leq \underline{P}_c$ and we reached a contradiction.

Now, we establish the asymptotic behaviors of $\underline{P}_c$ and $\overline{P}_c$ at the origin and infinity.

Since $\overline{P}_c > 0$ is not quadratic, by Lemma \ref{lem:3.11} we have $\lim_{x \to 0} \overline{P}_{c,12}(x) = \sqrt{1 - c}$. Then, from Corollary \ref{cor:2.5} and Corollary \ref{cor:3.2} we obtain the following asymptotic expansion

$$\overline{P}_c(x) = P^+_c(x) + O(|x|^{2+\alpha})$$

near the origin

for some $\alpha = \alpha(c) \in (0, 1)$. Hence, $\overline{P}_c$ is pointwise $C^{2,\alpha}$ at the origin.

On the other hand, we note that $\underline{P}_c$ has a conical singularity at the origin, that is $\|D^2 \underline{P}_c(x)\| \to 0$ as $x \to 0$. Indeed, suppose otherwise then the tangent plane of $\underline{P}_c$ at the origin coincides with the tangent plane of $\frac{|x|^2}{2}$, hence $\underline{P}_c \geq 0$ in $Q$. This is a contradiction because from $\underline{P}_c(0) = \underline{P}_c(1, 1) = 0$, we have from the strict convexity of $\overline{P}_c$ that $\underline{P}_c(\frac{1}{2}, \frac{1}{2}) < 0$.

Finally, since $\underline{P}_c < \overline{P}_c < P^+_c$, by \eqref{eq:4.1} of Lemma \ref{lem:4.2} we have the asymptotic expansions for $\underline{P}_c$ and $\overline{P}_c$ at infinity as stated in the lemma.

We are now ready to state the main classification result of this section from which Theorem \ref{thm:1.3} easily follows.

**Proposition 4.6.** Assume that $u$ satisfies \eqref{eq:4.1}. Then either $u = P^\pm_c$ or

$$u(x) = \lambda^2 \overline{P}_c\left(\frac{x}{\lambda}\right), \quad \text{or} \quad u(x) = \lambda^2 \underline{P}_c\left(\frac{x}{\lambda}\right),$$

for some $\lambda \in (0, \infty)$. Here, $\overline{P}_c$, $\underline{P}_c$ are two solutions to \eqref{eq:4.1} constructed in Lemma \ref{lem:4.3}.

**Proof.** Assume $u \neq P^+_c$, and let $a$ denote the constant of a solution $u$ in the expansion \eqref{eq:4.8}. Then a quadratic rescaling of factor $\lambda$ of $u$ (that is, one of the form $\lambda^2 u(\frac{x}{\lambda})$) has constant $a\lambda^{2-\beta}$. By Lemma \ref{lem:4.5} $P^-_c$ and the two families of rescalings above generate an increasing continuous family of solutions indexed by constants $a$ in the expansion \eqref{eq:4.8}, with $a$ ranging over all $\mathbb{R}$. Now the classification result follows by the maximum principle in Corollary \ref{cor:4.4}.

**Proof of Theorem 1.3.** Combining Lemma \ref{lem:2.2}, Lemma \ref{lem:4.5} and Proposition \ref{prop:4.6} we obtain the conclusions of Theorem 1.3.

For completeness, we indicate a construction of $v_1$ alluded to in the proof of Lemma 4.3.

**Lemma 4.7.** Let $\beta \in [0, \beta^-_c)$. There exists an explicit homogenous of degree $\beta$ function $v_1 \geq 0$ on $Q^-_c$ which vanishes on the boundary of $Q^-_c$, such that $\Delta v_1(x) \leq -|x|^\beta - 2$ on $Q^-_c$.

**Proof.** The opening angle of $Q^-_c$ is $\alpha^-_c = \frac{\pi}{\beta^+_c}$. We look for $v$ of the following form in polar coordinates

$$v(r, \theta) = r^\beta \varphi(\theta), 0 \leq \theta \leq \alpha^-_c$$

where $\varphi(0) = \varphi(\alpha^-_c) = 0$ and $\varphi(\theta) \geq 0$ for $0 \leq \theta \leq \alpha^-_c$.

Compute

$$\Delta v = r^{\beta-2}[\beta^2 \varphi(\theta) + \varphi''(\theta)].$$

The problem reduces to finding $\varphi$ such that $\beta^2 \varphi(t) + \varphi''(t) < 0$ on $[0, \alpha^-_c]$, and then choosing $v_1 = Av$ for some large constant $A$.

We can choose $\varphi$ of the form

$$\varphi(t) = \sin(\beta^-_c t) + \delta t(\alpha^-_c - t)$$

with $\delta$ small. Indeed, for $\delta > 0$ small, we have on $[0, \alpha^-_c]\n
$$\beta^2 \varphi(t) + \varphi''(t) = -((\beta^-_c)^2 - \beta^2) \sin(\beta^-_c t) + \delta [\beta^2 t(\alpha^-_c - t) - 2] < 0.$$
5. Proof of the global $C^{2,\alpha}$ estimates

In this section, we prove Theorem 1.1 and its extension by using the results established in Proposition 3.1 and Proposition 4.6.

Proof of Theorem 1.1

Let $u, f, \Omega, \varphi, \beta$ be as in the statement of Theorem 1.1. We proceed by showing first that $u$ is pointwise $C^{2,\alpha}$ at each vertex of $\Omega$, and then it is $C^{2,\alpha}$ in a neighborhood of each vertex, and finally, $u$ is globally $C^{2,\alpha}$ in $\Omega$.

Step 1: $u$ is pointwise $C^{2,\alpha}$ at each vertex. Consider a vertex of $\Omega$, which we can assume to be the origin 0.

We show that $u$ is pointwise $C^{2,\alpha}$ at 0. After subtracting a linear function and after performing an affine transformation, we can assume:

1. the local geometry of $\Omega$ at 0 is that of the first quadrant, $\Omega \cap B_{\rho} = Q \cap B_{\rho}$ for some $\rho \in (0, 1)$.
2. $u(0) = 0$, $\nabla u(0) = 0$, $u_{11}(0) = u_{22}(0) = 1$.

This implies that $u \geq u \geq 0$ and

$$\det D^2 u = f \text{ in } Q \cap B_{\rho}, \quad u = \varphi \text{ on } \partial Q \cap B_{\rho}$$

with

$$|f(x) - f(0)| \leq C|x|^\beta \text{ in } Q \cap B_{\rho}, \quad |\varphi(x) - q(x)| \leq C|x|^{2+\beta} \text{ on } \partial Q \cap B_{\rho},$$

for some $C > 0$ depending on $\|f\|_{C^{2,\beta}(\Omega)}$ and $\|\varphi\|_{C^{2,\beta}(\partial\Omega)}$.

Define

$$c := f(0),$$

and using that $\underline{u}$ is a strict subsolution we have $c < 1$ since

$$c = f(0) < \bar{f}(0) = \det D^2 \underline{u}(0) \leq 1.$$

We claim that there exists $r$ small depending on the data above and the $C^2$ norm of $\underline{u}$ such that the rescalings

$$u_r(x) := \frac{1}{r^2} u(rx), \quad f_r(x) := f(rx), \quad \varphi_r(x) := \frac{1}{r} \varphi(rx),$$

satisfy the hypotheses of Corollary 3.2. We can always choose $\alpha \leq \beta$ if necessary in Corollary 3.2, so the only part that needs to be checked is

$$|u_r(x) - P_r^{+}(x)| \leq \varepsilon_0 |x|^2 \text{ in } Q \cap B_1.$$  \hspace{1cm} (5.1)

This follows by compactness. Indeed, we have

$$u \geq \underline{u} = \frac{1}{2} x^T D^2 \underline{u}(0) x + o(|x|^2),$$

and any blow-up limit $\bar{u}$ of a sequence of $u_r$’s must be one of the global solutions characterized in Proposition 4.6. Since $\bar{u}$ is above the quadratic tangent polynomial of $\underline{u}$ at the origin, which in turn separates quadratically above $P_c^+$, we find $\bar{u} = P_c^+$, which proves our claim.

Step 2: $u$ is $C^{2,\alpha}$ in a neighborhood of each vertex. Now it is standard to extend the pointwise $C^{2,\alpha}$ estimate from one vertex to $C^{2,\alpha}$ estimates in a neighborhood of that vertex. For this we use the $C^{2,\alpha}$ estimates at the boundary for the Monge-Ampère equation (see [S1, Theorem 1.1]).

Assume that we are in the setting of Step 1. Notice that as Section 2.1 we have that $u$ separates quadratically from its tangent plane at the boundary points on $\partial Q$ in annular domains $Q \cap (B_{4r} \setminus B_r)$ for all $r > 0$ small. We can apply the results in [S1] and conclude that

$$\|u_r - P_r^+\|_{C^{2,\alpha}} \leq C r^\alpha \text{ in } Q \cap (B_{3r} \setminus B_{2r}),$$
for all $r$ small. This implies that $u$ is $C^{2,\alpha}$ in a neighborhood of the origin.

**Step 3: Conclusion.** Having proved that $u$ is $C^{2,\alpha}$ in a neighborhood of each vertex of $\Omega$, we can combine these with $C^{2,\alpha}$ estimates for the Monge-Ampère equation at the boundary (see \[S1\] Theorem 1.1]) and in the interior interior (see \[[\text{C}]\]) to conclude that $u \in C^{2,\alpha}(\Omega)$.

Next we give a version of Theorem 1.1 in which the hypothesis that $u$ is a strict subsolution is removed and we list all possible scenarios for the regularity of $u$ at the origin. For simplicity we assume that

$$\Omega := Q \cap B_1.$$

**Theorem 5.1.** Assume that $u$ is a convex function that satisfies

$$\begin{cases}
\det D^2 u = f & \text{in } \Omega, \\
u = \varphi & \text{on } \partial Q
\end{cases}$$

where for some $\beta \in (0,1)$,

$$f \in C^\beta(\Omega), \quad f > 0, \quad \text{and } \varphi \in C^{2,\beta}(\partial Q \cap B_1).$$

(i) If $f(0) < \varphi_{11}(0)\varphi_{22}(0)$ then either $u$ is $C^{2,\alpha}$ in a neighborhood of the origin for some $\alpha > 0$ or $u$ has a conical singularity at $0$.

(ii) If $f(0) = \varphi_{11}(0)\varphi_{22}(0)$ then either $u$ is $C^2$ in a neighborhood of the origin or $u$ has a conical singularity at $0$.

(iii) If $f(0) > \varphi_{11}(0)\varphi_{22}(0)$ then $u$ has a conical singularity at $0$.

**Proof.** Assume that $\varphi(0) = 0$, $\nabla \varphi(0) = 0$. If $u$ has a conical singularity at $0$ then we are done. Now, suppose that $u$ does not have a conical singularity at $0$. Then its tangent plane at the origin coincides with the tangent plane of $\varphi$, hence $u \geq 0$ in $\Omega$.

The proof of (i) is essentially given in that of Theorem 1.1 above. The only difference is that now the blow-up limit $\bar{u} \geq 0$ can also be $P_{c}^-$ or a quadratic rescaling of $\bar{P}_c$. In the second case, after a rescaling by a large factor we end up again in the situation \[5.1\]. On the other hand, if $\bar{u} = P_{c}^-$ for any blowup limit of the $u_n$'s, then we are in the setting of Lemma \[3.12\]. Now we obtain that $u$ is $C^{2,\alpha}$ at the origin with $P_{c}^-$ as its quadratic tangent polynomial at the origin.

The proof of (ii) corresponds to the case $c = 1$ of Theorem 1.3. Then the blowup limit $\bar{u}$ is unique $\bar{u} = q$ which gives that $u$ is pointwise $C^2$ at the origin. We can extend this estimate in a neighborhood of $0$ as in the proof of Theorem 1.1 above.

The case (iii) corresponds to $c > 1$ and it is obvious by Theorem 1.3.

**Remark 5.2.** The $C^{2,\alpha}$ norm of $u$ cannot be easily quantified in the case (i) of Theorem 5.1 above. This is because by Proposition 4.6 the quadratic polynomial $P_{c}^-$ is unstable for the $C^2$ norm: any small positive perturbation on $\partial B_1 \cap Q$ produces a jump of order $1$ for $D^2 u(0)$ while a small negative perturbation produces a conical singularity at the origin, i.e., $\|D^2 u(x)\| \to \infty$ as $x \to 0$. On the other hand, in Theorem 1.1 the existence of a global strict subsolution $\bar{u} \in C^2$ prevents $D^2 u$ being close to $D^2 P_{c}^-$ near the origin.

We finally mention that our results in Theorem 5.1 are sharp in the sense that $u \notin C^{2,\alpha}(0)$ in the case (ii). Indeed, if $c = 1$ and consider a solution to

$$\det D^2 u = 1 \quad \text{in } Q \cap B_1, \quad u = q \quad \text{on } \partial Q,$$

with

$$u \geq q + \varepsilon x_1 x_2 \quad \text{on } \partial B_1 \cap Q.$$

Then $u \geq q$ by the maximum principle and, as shown above $q$ is the tangent quadratic polynomial of $u$ at the origin. We claim that

$$u \geq q + (\varepsilon - C\varepsilon^2)x_1 x_2 \quad \text{on } \partial B_{1/2} \cap Q,$$

\[(5.2)\]
which after iteration implies that
\[ u \geq q + \min \left\{ \varepsilon / 2, \varepsilon' \log |x|^{-1} \right\} x_1 x_2, \]
for some small \( \varepsilon' > 0 \). This shows that \( u \notin C^{2,\alpha}(0) \) for any \( \alpha > 0 \).

The claim \((5.2)\) follows from the maximum principle by checking that
\[ q + \varepsilon x_1 x_2 + \varepsilon^2 v \]
is a lower barrier for \( u \), where \( v \) is a \( C^2 \) function that satisfies
\[ \triangle v \geq 2, \quad \|D^2 v\| \leq C \quad \text{in} \quad Q \cap B_1, \]
and
\[ v \leq 0 \quad \text{on} \quad \partial(Q \cap B_1), \quad v = 0 \quad \text{on} \quad \partial Q \cap (B_{3/4} \setminus B_{1/4}). \]

REFERENCES

[C] Caffarelli, L. A. Interior \( W^{2,p} \) estimates for solutions of the Monge-Ampère equation. Ann. of Math. (2) 131 (1990), no. 1, 135–150.

[CC] Caffarelli, L. A.; Cabré, X. Fully nonlinear elliptic equations. American Mathematical Society Colloquium Publications, 43. American Mathematical Society, Providence, RI, 1995.

[CL] Caffarelli, L. A; Li, Y. Y. An extension to a theorem of Jörgens, Calabi, and Pogorelov. Comm. Pure Appl. Math. 56 (2003), no. 5, 549–583.

[CNS] Caffarelli, L. A.; Nirenberg, L.; Spruck, J. The Dirichlet problem for nonlinear second-order elliptic equations. I. Monge-Ampère equation. Comm. Pure Appl. Math. 37 (1984), no. 3, 369–402.

[F] Figalli, A. The Monge-Ampère equation and its applications. Zurich Lectures in Advanced Mathematics. European Mathematical Society (EMS), Zürich, 2017.

[GT] Gilbarg, D.; Trudinger, N. S. Elliptic partial differential equations of second order. Reprint of the 1998 edition. Classics in Mathematics. Springer-Verlag, Berlin, 2001.

[Gu] Gutiérrez, C. E. The Monge-Ampère equation. Second edition. Progress in Nonlinear Differential Equations and their Applications. Birkhäuser, Boston, 2016.

[I] Ivočkina, N. M. A priori estimate of \( |u|_{C^2(\overline{U})} \) of convex solutions of the Dirichlet problem for the Monge-Ampère equation. (Russian) Zap. Nauchn. Sem. Leningrad. Otdel. Mat. Inst. Steklov. (LOMI) 96 (1980), 69–79.

[K] Krylov, N. V. Boundedly inhomogeneous elliptic and parabolic equations in a domain. (Russian) Izv. Akad. Nauk SSSR Ser. Mat. 47 (1983), no. 1, 75–108.

[LS] Le, N. Q.; Savin, O. Schauder estimates for degenerate Monge-Ampère equations and smoothness of the eigenfunctions. Invent. Math. 207 (2017), no. 1, 389–423.

[S1] Savin, O. Pointwise \( C^{2,\alpha} \) estimates at the boundary for the Monge-Ampère equation. J. Amer. Math. Soc. 26 (2013), no. 1, 63–99.

[S2] Savin, O. A localization theorem and boundary regularity for a class of degenerate Monge-Ampère equations. J. Differential Equations. 256 (2014), no. 2, 327–388.

[TW1] Trudinger, N. S.; Wang, X. J. Boundary regularity for the Monge-Ampère and affine maximal surfaces equations. Ann. of Math. (2) 167 (2008), no. 3, 993–1028.

[W] Wang, X. J. Regularity for Monge-Ampère equation near the boundary, Analysis 16 (1996), no. 1, 101–107.

Department of Mathematics, Indiana University, Bloomington, IN 47405, USA
E-mail address: nqle@indiana.edu

Department of Mathematics, Columbia University, New York, NY 10027, USA
E-mail address: savin@math.columbia.edu