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Abstract
For nonconvex quadratically constrained quadratic programs (QCQPs), we first show that, under certain feasibility conditions, the standard semidefinite programming (SDP) relaxation is exact for QCQPs with bipartite graph structures. The exact optimal solutions are obtained by examining the dual SDP relaxation and the rank of the optimal solution of this dual SDP relaxation under strong duality. Our results generalize the previous results on QCQPs with sign-definite bipartite graph structures, QCQPs with forest structures, and QCQPs with non-positive off-diagonal data elements. Second, we propose a conversion method from QCQPs with no particular structure to the ones with bipartite graph structures. As a result, we demonstrate that a wider class of QCQPs can be exactly solved by the SDP relaxation. Numerical instances are presented for illustration.
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1 Introduction
We consider nonconvex quadratically constrained quadratic programs (QCQPs) of the form

\[
\begin{align*}
\min & \quad x^T Q^0 x \\
\text{s.t.} & \quad x^T Q^p x \leq b_p, \quad p \in [m],
\end{align*}
\]
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where $Q^0, \ldots, Q^m \in S^n$, $b \in \mathbb{R}^m$, $x \in \mathbb{R}^n$, and $[m]$ denotes the set $\{i \in \mathbb{N} | 1 \leq i \leq m\}$. We use $S^n$ to denote the space of $n \times n$ symmetric matrices. A general form of QCQPs with linear terms

$$\begin{align*}
\min & \quad x^T Q^0 x + (q^0)^T x \\
\text{subject to} & \quad x^T Q^p x + (q^p)^T x \leq b_p, \quad p \in [m],
\end{align*}$$

can be represented in the form of $(P)$ using a new variable $x_0$ such that $x_0^2 = 1$, where $q^0, \ldots, q^m \in \mathbb{R}^n$. Since the additional constraint can be divided into two inequality constraints $x_0^2 \leq 1$ and $x_0^2 \geq 1$, the above QCQP can be transformed into a QCQP with $(m + 2)$ inequality constraints. For simplicity, we describe QCQPs as $(P)$. To consider solutions of QCQPs, we assume that $(P)$ is feasible in this paper.

Nonconvex QCQPs $(P)$ are known to be NP-hard in general, however, finding the exact solution of some class of QCQPs has been a popular subject [3, 5, 10, 11, 22–24] as they can provide solutions for important applications formulated as QCQPs $(P)$. They include optimal power flow problems [15, 28], pooling problems [14], sensor network localization problems [4, 13, 21], quadratic assignment problems [19, 27], the max-cut problem [7]. Moreover, it is well-known that polynomial optimization problems can be recast as QCQPs.

By replacing $xx^T$ with a rank-1 matrix $X \in S^n$ in $(P)$ and removing the rank constraint of $X$, the standard (Shor) SDP relaxation and its dual problem can be expressed as

$$\begin{align*}
\min & \quad Q^0 \bullet X \\
\text{subject to} & \quad Q^p \bullet X \leq b_p, \quad p \in [m], \\
& \quad X \succeq 0,
\end{align*}$$

$$\begin{align*}
\max & \quad -b^T y \\
\text{subject to} & \quad S(y) := Q^0 + \sum_{p=1}^m y_p Q^p \succeq 0, \quad y \geq 0,
\end{align*}$$

where $Q^p \bullet X$ denotes the Frobenius inner product of $Q^p$ and $X$, i.e., $Q^p \bullet X := \sum_{i,j} Q^p_{ij} X_{ij}$, and $X \succeq 0$ means that $X$ is positive semidefinite. The SDP relaxation provides a lower bound of the optimal value of $(P)$ in general. When the SDP relaxation $(P_R)$ provides a rank-1 solution $X$, we say that the SDP relaxation is exact. In this case, the exact optimal solution and exact optimal value can be computed in polynomial time. A second-order cone programming (SOCP) relaxation can be obtained by further relaxing the positive semidefinite constraint $X \succeq 0$, for instance, requiring all $2 \times 2$ principal submatrices of $X$ to be positive semidefinite [11, 20]. For QCQPs with a certain sparsity structure, e.g., forest structures, the SDP relaxation coincides with the SOCP relaxation.

In this paper, we present a wider class of QCQPs that can be solved exactly with the SDP relaxation by extending the results in [3, 22]. The extension is based on that trees or forests are bipartite graphs and that QCQPs with no structure and the same sign of $Q^p$ for $p = 0, 1, \ldots, m$ can be transformed into ones with bipartite structures. Sufficient conditions for the exact SDP relaxation of QCQP $(P)$ are described. These conditions are called exactness conditions in the subsequent discussion. We mention that our results on the exact SDP relaxation is obtained by investigating the rank of $S(y)$ in the dual of SDP relaxation $(D_R)$.

When discussing the exact optimal solution of nonconvex QCQPs, convex relaxations of QCQPs such as the SDP or SOCP have played a pivotal role. In particular, the signs of the elements in the data matrices $Q^0, \ldots, Q^m$ as in [11, 22] and graph structures such as forests [3] and bipartite structures [22] have been used to identify the classes of nonconvex QCQPs.
whose exact optimal solution can be attained via the SDP relaxation. QCQPs with nonpositive off-diagonal data matrices were shown to have an exact SDP and SOCP relaxation [11]. This result was generalized by Sojoudi and Lavaei [22] with a sufficient condition that can be tested by the sign-definiteness based on the cycles in the aggregated sparsity pattern graph induced from the nonzero elements of data matrices in $\mathcal{P}$. A finite set $\{Q_{ij}^0, Q_{ij}^1, \ldots, Q_{ij}^m\} \subseteq \mathbb{R}$ is called sign-definite if the elements of the set are either all nonnegative or all nonpositive. We note that these results are obtained by analyzing the primal problem ($\mathcal{P}$). For general QCQPs with no particular structure, Burer and Ye [5] presented sufficient conditions for the exact semidefinite formulation with a polynomial-time checkable polyhedral system. From the dual SDP relaxation ($\mathcal{D}_R$) using strong duality, they proposed an LP-based technique to detect the exactness of the SDP relaxation of QCQPs consisting of diagonal matrices $Q^0, \ldots, Q^m$ and linear terms. Azuma et al. [3] presented related results on QCQPs with forest structures.

With respect to the exactness conditions, Yakubovich’s S-lemma [18, 26] (also known as S-procedure) can be regarded as one of the most important results. It showed that the trust-region subproblem, a subclass of QCQPs with only one constraint $(m = 1)$ and $Q^1 \succeq O$, always admits an exact SDP relaxation. Under some mild assumptions, Wang and Xia [25] generalized this result to QCQPs with two constraints $(m = 2)$ and any matrices satisfying $Q^1 = -Q^2$ but not necessarily being positive semidefinite. For the extended trust-region subproblem whose constraints consist of one ellipsoid and linear inequalities, the exact SDP relaxation has been studied by Jeyakumar and Li [10]. They proved that the SDP relaxation of the extended trust-region subproblem is exact if the algebraic multiplicity of the minimum eigenvalue of $Q^0$ is strictly greater than the dimension of the space spanned by the coefficient vectors of the linear inequalities. This condition was slightly improved by Hsia and Sheu [9]. In addition, Locatelli [16] introduced a new exactness condition for the extended trust-region subproblem based on the KKT conditions and proved that it is more general than the previous results.

A different approach on the exactness of the SDP relaxation for QCQPs is to study the convex hull exactness, i.e., the coincidence of the convex hull of the epigraph of a QCQP and the projected epigraph of its SDP relaxation. Wang and Kılınç-Karzan [24] presented sufficient conditions for the convex hull exactness under the condition that the feasible set $\Gamma := \{y \geq 0 : S(y) \succeq O\}$ of ($\mathcal{D}_R$) is polyhedral. Their results were improved in [23] by eliminating this condition. The rank-one generated (ROG) property, a geometric property, was employed by Argue et al. [2] to evaluate the feasible set of the SDP relaxation. In their paper, they proposed sufficient conditions that the feasible set of the SDP relaxation is ROG, and connected the ROG property with both the objective value and the exactness of the convex hull.

We describe our contributions:

- We first show that if the aggregated sparsity pattern graph is connected and bipartite and a feasibility checking system constructed from QCQP ($\mathcal{P}$) is infeasible, then the SDP relaxation is exact in Sect. 3. It is a polynomial-time method as the systems can be represented as SDPs. This result can be regarded as an extension of Azuma et al. [3] in the sense that the aggregated sparsity pattern was generalized from forests to bipartite. We should mention that the signs of data are irrelevant. We give in Sect. 5 two numerical examples of QCQPs which can be shown to have exact SDP relaxations by our method, but fails to meet the conditions for real-valued QCQP of [22].
- We propose a conversion method to derive a bipartite graph structure in ($\mathcal{P}$) from QCQPs with no apparent structure, so that the SDP relaxation of the resulting QCQP provides
the exact optimal solution. More precisely, for every off-diagonal index \((i, j)\), if the set \(\{Q^0_{ij}, \ldots, Q^m_{ij}\}\) is sign-definite, i.e., either all nonnegative or all nonpositive, then any QCQP \((P)\) can be transformed into nonnegative off-diagonal QCQPs with bipartite aggregated sparsity by introducing a new variable \(z := -x\) and a new constraint \(\|x + z\|^2 \leq 0\), which covers a result for the real-valued QCQP proposed in [22].

- We also show that the known results on the exactness of QCQPs where (a) all the off-diagonal elements are sign-definite and the aggregated sparsity pattern graph is a forest or (b) all the off-diagonal elements are nonpositive, can be proved using our method.
- For disconnected pattern graphs, a perturbation of the objective function is introduced, as in [3], in Sect. 4 to demonstrate that a QCQP is exact if there exists a sequence of perturbed problems converging to the QCQP while maintaining the exactness of their SDP relaxation under assumptions weaker than [3].

Throughout this paper, the following example is used to illustrate the difference between our result and previous works.

**Example 1.1**

\[
\begin{align*}
\min & \quad x^T Q^0 x \\
\text{s.t.} & \quad x^T Q^1 x \leq 10, \quad x^T Q^2 x \leq 10, \quad x^T Q^3 x \leq 5,
\end{align*}
\]

where

\[
Q^0 = \begin{bmatrix}
0 & -2 & 0 & 2 \\
-2 & 0 & -1 & 0 \\
0 & -1 & 5 & 1 \\
2 & 0 & 1 & -4
\end{bmatrix}, \quad Q^1 = \begin{bmatrix}
5 & 2 & 0 & 1 \\
2 & -1 & 3 & 0 \\
0 & 3 & 3 & -1 \\
1 & 0 & -1 & 4
\end{bmatrix},
\]

\[
Q^2 = \begin{bmatrix}
-1 & 1 & 0 & 0 \\
1 & 4 & -1 & 0 \\
0 & -1 & 6 & 1 \\
0 & 0 & 1 & -2
\end{bmatrix}, \quad Q^3 = \begin{bmatrix}
4 & -1 & 0 & 0 \\
-1 & -2 & 1 & 0 \\
0 & 1 & -2 & 4 \\
0 & 0 & 4 & 2
\end{bmatrix}.
\]

Although Example 1.1 does not satisfy the sign-definiteness, the proposed method can successfully show that the SDP relaxation is exact.

The rest of this paper is organized as follows. In Sect. 2, the aggregated sparsity pattern of QCQPs and the sign-definiteness are defined and related works on the exactness of the SDP relaxation for QCQPs with some aggregated sparsity pattern are described. Sections 3 and 4 include the main results of this paper. In Sect. 3, the assumptions necessary for the exact SDP relaxation are described, and sufficient conditions for the exact SDP relaxation are presented under the connectivity of the aggregated sparsity pattern. In Sect. 4, we show that the sufficient conditions can be extended to QCQPs which do not satisfy the connectivity condition. The perturbation results on the exactness are utilized to remove the connectivity condition. In Sect. 5, we also provide specific numerical instances to compare our result with the existing work and illustrate our method. Finally, we conclude in Sect. 6.

### 2 Preliminaries

We denote the \(n\)-dimensional Euclidean space by \(\mathbb{R}^n\) and the nonnegative orthant of \(\mathbb{R}^n\) by \(\mathbb{R}^n_+\). We write the zero vector and the vector of all ones as \(0 \in \mathbb{R}^n\) and \(1 \in \mathbb{R}^n\), respectively. We also write \(M \succeq O\) and \(M \succ O\) to indicate that the matrix \(M\) is positive semidefinite and positive.
Let \( n \) denote the set of indices of rows and columns of \( n \times n \) symmetric matrices. Then, the set of indices
\[
E = \{(i, j) \in V \times V | i < j \text{ and } Q_{ij}^p \neq 0 \text{ for some } p \in [0, m]\}
\]
is called the aggregated sparsity pattern for both a given QCQP \((P)\) and its SDP relaxation \((P_R)\). If \( E \) denotes the set of edges of a graph with vertices \( V \), the graph \( G(V, E) \) is called the aggregated sparsity pattern graph. A matrix \( Q \) is called the aggregated sparsity pattern matrix if \( Q \) is an adjacency matrix of the graph \( \bar{G}(V, E \cup \{(i, i) | i \in V\}) \).

Consider the QCQP in Example 1.1 as an illustrative example. As \((1, 3)\)th and \((2, 4)\)th elements are zeros in \( Q^0, Q^1, Q^2 \), the aggregated sparsity pattern graph is a cycle with 4 vertices as shown in Fig. 1. We see that the graph has only one cycle with 4 vertices. This graph is the simplest of connected bipartite graphs with cycles.

For the discussion on QCQPs with sign-definiteness, we adapt the following notation from [22]. We define the sign \( \sigma_{ij} \) of each edge in \( E \) as
\[
\sigma_{ij} = \begin{cases} +1 & \text{if } Q^0_{ij}, \ldots, Q^m_{ij} \geq 0, \\ -1 & \text{if } Q^0_{ij}, \ldots, Q^m_{ij} \leq 0, \\ 0 & \text{otherwise}. \end{cases}
\]
Note that the sign \( \sigma_{ij} \) is only defined for \((i, j) \in E\), and not defined when \( Q^0_{ij} = \cdots = Q^m_{ij} = 0 \). Obviously, \( \sigma_{ij} \in \{-1, +1\} \) if and only if \( \{Q^0_{ij}, \ldots, Q^m_{ij}\} \) is sign-definite.

Sojoudi and Lavaei [22] proposed the following condition for exactness.

**Theorem 2.1** [22, Theorem 2] The SDP relaxation and the SOCP relaxation of \((P)\) are exact if both of the following hold:
\[
\sigma_{ij} \neq 0, \quad \forall (i, j) \in E, \tag{1}
\]
\[
\prod_{(i, j) \in C_r} \sigma_{ij} = (-1)^{|C_r|}, \quad \forall r \in \{1, \ldots, \kappa\}, \tag{2}
\]
where the set of cycles \( C_1, \ldots, C_\kappa \subseteq E \) denotes a cycle basis for \( G \).
With the aggregated sparsity pattern graph $G$ of a given QCQP, they presented the following corollary:

**Corollary 2.2** [22, Corollary 1] The SDP relaxation and the SOCP relaxation of $(\mathcal{P})$ are exact if one of the following holds:

(a) $G$ is forest with $\sigma_{ij} \in \{-1, 1\}$ for all $(i, j) \in \mathcal{E}$,
(b) $G$ is bipartite with $\sigma_{ij} = 1$ for all $(i, j) \in \mathcal{E}$,
(c) $G$ is arbitrary with $\sigma_{ij} = -1$ for all $(i, j) \in \mathcal{E}$.

### 2.2 Conditions for exact SDP relaxations with forest aggregated sparsity pattern graph

Recently, Azuma et al. [3] proposed a method to decide the exactness of the SDP relaxation of QCQPs with forest structures. The forest-structured QCQPs or their SDP relaxation have no cycles in their aggregated sparsity pattern graph. In their work, the rank of the dual SDP relaxation was determined using feasibility systems under the following assumption:

**Assumption 2.3** The following conditions hold for $(\mathcal{P})$:

(i) there exists $\bar{y} \geq 0$ such that $\sum \bar{y}_p Q^p \succ O$, and
(ii) $(\mathcal{P}_R)$ has an interior feasible point.

We note that Assumption 2.3 is used to derive strong duality of the SDP relaxation and the boundedness of the feasible set. More precisely, for $\bar{y}$ in Assumption 2.3, multiplying $Q^p \bullet X \leq b_p$ by $\bar{y}_p$ and adding together leads to

$$
\left( \sum_{p=1}^{m} \bar{y}_p Q^p \right) \bullet X \leq b^T \bar{y},
$$

which implies that the feasible set of $X$ is bounded since $X \succeq O$.

We describe the result in [3] for our subsequent discussion.

**Proposition 2.4** [3] Assume that a given QCQP satisfies Assumption 2.3, and that its aggregated sparsity pattern graph $G(\mathcal{V}, \mathcal{E})$ is a forest. The problem $(\mathcal{P}_R)$ is exact if, for all $(k, \ell) \in \mathcal{E}$, the following system has no solutions:

$$
y \geq 0, \; S(y) \succeq O, \; S(y)_{k\ell} = 0.
$$

(3)

The above feasibility system, formulated as SDPs, can be checked in polynomial time since the number of edges of a forest graph with $n$ vertices is at most $n - 1$.

### 3 Conditions for exact SDP relaxations with connected bipartite aggregated sparsity pattern graph

Throughout this section, we assume that the aggregated sparsity pattern graph $G(\mathcal{V}, \mathcal{E})$ of a QCQP is connected and bipartite. Under this assumption, we present sufficient conditions for the SDP relaxation to be exact. The main result described in Theorem 3.5 in this section is extended to the ones for the disconnected aggregated sparsity in Sect. 4.

In this section, we introduce Assumption 3.1 instead of Assumption 2.3. Assumption 2.3 has been introduced to use the strong duality in the proof of Proposition 2.4 in [3]. As shown
in Remark 3.2 below, Assumption 3.1 is a weaker condition than Assumption 2.3; however, the strong duality holds under this weaker condition. Under the new assumption, we provide a new exactness conditions that can be applied to wider problems than that in [3].

**Assumption 3.1** The following two conditions hold:

(i) the sets of optimal solutions for \((P_R)\) and \((D_R)\) are nonempty; and

(ii) at least one of the following two conditions holds:

(a) the feasible set of \((P_R)\) is bounded; or

(b) the set of optimal solutions for \((D_R)\) is bounded.

**Remark 3.2** Assumption 3.1 is weaker than Assumption 2.3. To compare these assumptions, we suppose that there exists \(\bar{y} \geq 0\) such that \(\sum_p \bar{y}_p Q^p > O\). Then, there obviously exists sufficiently large \(\lambda > 0\) such that

\[
\lambda \bar{y} \geq 0 \quad \text{and} \quad Q^0 + \sum_p \lambda \bar{y}_p Q^p > O,
\]

which implies \((D_R)\) has an interior feasible point. It follows that the set of optimal solutions of \((P_R)\) is bounded. Similarly, since \((P_R)\) has an interior point by Assumption 2.3, the set of optimal solutions of \((D_R)\) is also bounded. This indicates Assumption 3.1(i) and (ii)(b).

When the QCQP has linear terms and we assume \((P_R)\) has a relative interior point (due to the additional constraint \(x_0^2 = 1\)) instead of Assumption 2.3(ii), we can only guarantee that the set of optimal solutions of \((D_R)\) is nonempty. However, Assumption 3.1(ii)(a) is valid from the discussion which follows.

In addition, as mentioned right after Assumption 2.3, the feasible set of \((P_R)\) is bounded. Thus, Assumption 3.1(ii)(a) is also satisfied, under Assumption 2.3. Note that Assumption 3.1(ii)(a) can sometimes be inferred from the boundedness of the feasible region of \((P)\). For example, if \(-M \leq x_i \leq M\) holds for each \(i\) in \((P)\) for some large \(M\), we can add a redundant constraint \(x^T x \leq nM^2\), and its SDP relaxation \((P_R)\) has a bounded feasible region.

As stated above, the following lemma states that strong duality of the SDP relaxation always holds under Assumption 3.1.

**Lemma 3.3** If Assumption 3.1 is satisfied, strong duality holds between \((P_R)\) and \((D_R)\), that is, \((P_R)\) and \((D_R)\) have optimal solutions and their optimal values are finite and equal.

**Proof** Since either the set of optimal solutions for \((P_R)\) or that for \((D_R)\) is nonempty and bounded, Corollary 4.3 of Kim and Kojima [12] indicates that the optimal values of \((P_R)\) and \((D_R)\) are finite and equal. 

\(\square\)

### 3.1 Bipartite sparsity pattern matrix

For a given matrix \(M \in S^n\), a sparsity pattern graph \(G(V, E_M)\) can be defined by the vertex set and edge set:

\[
V = [n], \quad E_M = \{(i, j) \in V \times V | i < j, \ M_{ij} \neq 0\}.
\]

Conversely, if \((i, j) \notin E_M\), then the \((i, j)\)th element of \(M\) must be zero.

The graph \(G(V, E)\) is called bipartite if its vertices can be divided into two disjoint sets \(L\) and \(R\) such that no two vertices in the same set are adjacent. Equivalently, a bipartite \(G\)
is a graph with no odd cycles. If \( G(V, E) \) is bipartite, it can be represented with \( G(L, R, E) \), where \( L \) and \( R \) are disjoint sets of vertices. The sets \( L \) and \( R \) are sometimes called parts of the bipartite graph \( G \).

The following lemma is an immediate consequence of Proposition 1 of \([8]\). It shows that the rank of a nonnegative positive semidefinite matrix can be bounded below by \( n - 1 \) under some sparsity conditions if the sum of every row of the matrix is positive. We utilize Lemma 3.4 to estimate the rank of solutions of the dual SDP relaxation, and establish conditions for the exact SDP relaxation in this section.

**Lemma 3.4** \([8, \text{Proposition 1}]\) Let \( M \in \mathbb{R}^{n \times n} \) be a nonnegative and positive semidefinite matrix with \( M1 > 0 \). If the sparsity pattern graph of \( M \) is bipartite and connected, then \( \text{rank}(M) \geq n - 1 \).

As the aggregated sparsity pattern graph \( G \) composed from \( Q_0, Q_1, \ldots, Q_m \) is used to investigate the exactness of the SDP relaxation of a QCQP, the sparsity pattern graph of the matrix \( S(y) \) in the dual of the SDP relaxation is clearly a subgraph of \( G \). As a result, if \( G \) is bipartite, then the rank of \( S(y) \) can be estimated by Lemma 3.4 since \( S(y) \) is also bipartite. This will be used in the proof of Theorem 3.5.

### 3.2 Main results

We present our main results, that is, sufficient conditions for the SDP relaxation of the QCQP with bipartite aggregated sparsity pattern graphs to be exact.

**Theorem 3.5** Suppose that Assumption 3.1 holds and the aggregated sparsity pattern \( G(V, E) \) is a bipartite graph. Then, \((P_R)\) is exact if

- \( G(V, E) \) is connected,
- for all \((k, \ell) \in E\), the following system has no solutions:
  \[
  y \geq 0, \quad S(y) \succeq 0, \quad S(y)_{k\ell} \leq 0. \tag{4}
  \]

**Proof** Let \( X^* \) be any optimal solution for \((P_R)\) which exists by Assumption 3.1. By Lemma 3.3, the optimal values of \((P_R)\) and \((D_R)\) are finite and equal. Thus, there exists an optimal solution \( y^* \) for \((D_R)\) such that the complementary slackness holds, i.e.,

\[
X^*S(y^*) = O.
\]

Since \( y^* \geq 0 \) and \( S(y^*) \succeq 0 \), by the infeasibility of (4), we obtain \( S(y^*)_{k\ell} > 0 \) for every \((k, \ell) \in E\). Furthermore, for each \( i \in V \), the \( i \)th element of \( S(y^*)1 \) is

\[
[S(y^*)1]_i = \sum_{j=1}^{n} S(y^*)_{ij} = S(y^*)_{ii} + \sum_{(i, j) \in E} S(y^*)_{ij} > 0.
\]

By Lemma 3.4, \( \text{rank}\{S(y^*)\} \geq n - 1 \). From the Sylvester’s rank inequality \([1]\),

\[
\text{rank}(X^*) \leq n - \text{rank}\{S(y^*)\} + \text{rank}\{X^*S(y^*)\} \leq n - (n - 1) = 1.
\]

Therefore, the SDP relaxation is exact. \(\square\)

The exactness of a given QCQP can be determined by checking the infeasibility of \(|E|\) systems.
Each system (4) should be infeasible if an SDP with objective function 0 and constraints (4) has no solutions, or if the optimal value of the following SDP:

\[
\mu^* = \min_S S(y) + k\ell \\
\text{s.t.} y \geq 0, S(y) \succeq O,
\]

is positive. Thus, we can check the infeasibility of them by using SDP solvers. In Sect. 5.2, we used the latter SDP to determine the exactness of a QCQP instance under the default parameters of the solver MOSEK [17] in Julia. Moreover, as seen in the following subsections, we can also analytically check the infeasibility if the SDP has nice properties. For instance, some of the properties were discussed in [22]. As a result, Theorem 3.5 can be considered as a generalization of the previous result.

Compared with Proposition 2.4 in [3], Theorem 3.5 can determine the exactness of a wider class of QCQPs in terms of the required assumption and sparsity. As mentioned in Remark 3.2, the assumptions in Theorem 3.5 are weaker than those in Proposition 2.4, and the aggregated sparsity pattern of \( G \) is extended from forest graphs to bipartite graphs.

When the assumption of Theorem 3.5 is satisfied, the optimal values of a given QCQP and its SDP relaxation are equal due to the exactness of the SDP relaxation. Simultaneously, in the proof of Theorem 3.5, it is also guaranteed that all solutions of the SDP relaxation are of rank-1, which implies that any optimal solution of the SDP relaxation can recover the corresponding optimal solution of the original QCQP. This guarantee does not necessarily hold under any other exactness conditions.

### 3.3 Nonnegative off-diagonal QCQPs

We can also prove a known result by Theorem 3.5, i.e., the exactness of the SDP relaxation for QCQPs with nonnegative off-diagonal data matrices \( Q_0, \ldots, Q^m \), which was referred as Corollary 2.2(b) above and was proved in [22]. The aggregated sparsity pattern graph \( G(V, E) \) is assumed to be connected and \( Q_{ij}^0 > 0 \) for all \((i, j) \in E\) in this subsection. These assumptions will be relaxed in Sect. 4.3.

**Corollary 3.6** Suppose that Assumption 3.1 holds, and the aggregated sparsity pattern graph \( G(V, E) \) of \((P)\) is bipartite and connected. If \( Q_{ij}^0 > 0 \) for all \((i, j) \in E\) and \( Q_{ij}^p \geq 0 \) for all \((i, j) \in E\) and all \( p \in [m] \), then the SDP relaxation is exact.

**Proof** Let \( \hat{y} \geq 0 \) be any nonnegative vector satisfying \( S(\hat{y}) \geq O \). By the assumption, for any \((i, j) \in E\),

\[
S(\hat{y})_{ij} = Q_{ij}^0 + \sum_{p \in [m]} \hat{y}_p Q_{ij}^p \geq Q_{ij}^0 > 0.
\]

Hence, the system (4) for every \((i, j) \in E\) has no solutions. Therefore, by Theorem 3.5, the SDP relaxation is exact. \( \square \)

### 3.4 Conversion to QCQPs with bipartite aggregated sparsity pattern graph

We show that a QCQP can be transformed into an equivalent QCQP with a bipartite sparsity pattern graph. We then compare Theorem 3.5 with Theorem 2.1. As our result has been obtained by the rank of the dual SDP \((D_R)\) via strong duality while the result in [22] is from the evaluation of \((P_R)\), the classes of QCQPs that can be solved exactly with the SDP...
relaxation become different. In this section, we show that a class of QCQPs obtained by Theorem 3.5 under Assumption 3.1 is wider than those by Theorem 2.1.

To transform a QCQP into an equivalent QCQP with bipartite aggregated sparsity pattern graph and to apply Theorem 3.5, we define a diagonal matrix $D_\alpha \in \mathbb{S}^n$ with a positive number from the diagonal of $Q_\alpha$ for every $\alpha$. In addition, off-diagonal elements of $Q_\alpha$ are divided into two nonnegative symmetric matrices $2N_\alpha^+, 2N_\alpha^- \in \mathbb{S}^n$ according to their signs such that $Q_\alpha = D_\alpha + 2N_\alpha^+ - 2N_\alpha^-$. More precisely, for an arbitrary positive number $\delta > 0$,

$D_\alpha^i = \begin{cases} Q_\alpha^i + 2\delta, & \text{if } i \neq j \text{ and } Q_\alpha^{ij} > 0, \\ 0, & \text{otherwise,} \end{cases}$

$2[N_\alpha^+]_{ij} = \begin{cases} +Q_\alpha^{ij}, & \text{if } i \neq j \text{ and } Q_\alpha^{ij} > 0, \\ 0, & \text{otherwise,} \end{cases}$

$2[N_\alpha^-]_{ij} = \begin{cases} -Q_\alpha^{ij}, & \text{if } i \neq j \text{ and } Q_\alpha^{ij} < 0, \\ 2\delta, & \text{if } i = j, \\ 0, & \text{otherwise.} \end{cases}$

We introduce a new variable $z$ such that $z = -x$. Then,

$x^T Q_\alpha x = \begin{bmatrix} x & z \end{bmatrix}^T \begin{bmatrix} D_\alpha + 2N_\alpha^+ N_\alpha^- O \\ N_\alpha^- \end{bmatrix} \begin{bmatrix} x \\ z \end{bmatrix}.$

The constraint $z = -x$ can be expressed as $\|x + z\|^2 \leq 0$, which can be written as

$(x + z)^T (x + z) = \begin{bmatrix} x & z \end{bmatrix}^T \begin{bmatrix} I & I \\ I & I, \end{bmatrix} \begin{bmatrix} x \\ z \end{bmatrix} \leq 0.$

Thus, we have an equivalent QCQP:

$$\min \begin{bmatrix} x \end{bmatrix}^T \begin{bmatrix} D_0 + 2N_0^+ N_0^- O \\ N_0^- \end{bmatrix} \begin{bmatrix} x \\ z \end{bmatrix}$$

$$\text{s.t. } \begin{bmatrix} x \end{bmatrix}^T \begin{bmatrix} D_\alpha + 2N_\alpha^+ N_\alpha^- O \\ N_\alpha^- \end{bmatrix} \begin{bmatrix} x \\ z \end{bmatrix} \leq b_\alpha, \quad \alpha \in [m],$$

$$\begin{bmatrix} x \end{bmatrix}^T \begin{bmatrix} I & I \\ I & I, \end{bmatrix} \begin{bmatrix} x \\ z \end{bmatrix} \leq 0.$$ (5)

Note that (5) includes $m + 1$ constraints and all off-diagonal elements of data matrices are nonnegative since $N_\alpha^+$ and $N_\alpha^-$ are nonnegative. Let $\tilde{G}(\tilde{V}, \tilde{E})$ denote the aggregated sparsity pattern graph of (5). The number of vertices in $\tilde{G}$ is twice as many as that in $G$ due to the additional variable $z$. If $\tilde{G}$ is bipartite and $Q_{ij}^0 \neq 0$ for all $(i, j) \in \tilde{E}$, the SDP relaxation of (5) is exact since the assumptions of Corollary 3.6 are satisfied.

**Example 3.7** Now, consider an instance of QCQP ($P$) with $n = 4$, $Q_{24}^p = 0$ ($p \in [0, m]$) and the edge signs as:

$\sigma_{12} = +1, \quad \sigma_{13} = -1, \quad \sigma_{14} = +1, \quad \sigma_{23} = +1, \quad \sigma_{34} = +1.$

Figure 2 illustrates the above signs. We also suppose that $Q_{ij}^0 \neq 0$ for all $(i, j) \in \tilde{E}$. Then, for any distinct $i, j \in [n]$, the set $\{Q_{ij}^0, \ldots, Q_{ij}^m\}$ is sign-definite by definition. Since there exist odd cycles, e.g., $\{(1, 2), (2, 3), (3, 1)\}$, the aggregated sparsity pattern graph of a QCQP with the above edge signs is not bipartite. Next, we transform the QCQP instance into an
Fig. 2 An aggregated sparsity pattern graph with edge signs. The solid and dashed lines show that the corresponding $\sigma_{ij}$ are $+1$ and $-1$, respectively. Both lines indicate the existence of nonzero elements in some $Q^p$.

Fig. 3 Aggregated sparsity pattern graph of the transformed example. The solid lines and the dashed lines come from $N^+_p$ and $N^-_p$, respectively. The dotted lines are for the new constraint $\|x + z\|^2 \leq 0$.

The edges in (i) and (ii) are derived from four elements of $N^+_p$ on the upper-left of the data matrices, and two elements of $N^-_p$ on the upper-right and the lower-left of the data matrices, respectively. The edges for (iii) represent off-diagonal elements in $[I; I]$ in the new constraint. In Fig. 3a, the cycle in the solid lines is bipartite with the vertices $\{1, 2, 3, 4\}$, and hence its vertices can be divided into two distinct sets $L_1 = \{1, 3\}$ and $R_1 = \{2, 4\}$. If we let $L_2 := \{6, 8\}$ and $R_2 := \{5, 7\}$, there are no edges between any distinct $i, j$ in $L_1 \cup L_2$, and the same is true for $R_1 \cup R_2$. The graph $\tilde{G}$ is thus bipartite (Fig. 3b). We can conclude that the SDP relaxation of (5) is exact by Corollary 3.6.

Similarly, the SDP relaxation of any QCQP that satisfies Theorem 2.1 can be shown to be exact by the transformation. Therefore, Theorem 3.5 includes a wider classes of QCQPs than Theorem 2.1. We prove this assertion in the following.
In addition, the SDP relaxation of \((P)\) is also exact. 

\(Q_m\) is also exact.

\(G(V,E)\) of \((P)\) is connected, and for all \((i,j) \in E, Q^0_{ij} \neq 0\). If \((P)\) satisfies the assumption of Theorem 2.1, then the SDP relaxation of the equivalent QCQP (5) is exact by Corollary 3.6. In addition, the SDP relaxation of \((P)\) is also exact.

Proof: Let \(\tilde{G}(\tilde{V}, \tilde{E})\) be the aggregated sparsity pattern graph of (5). Since the number of variables is \(2n\), \(\tilde{V} = [2n]\) holds.

The edges in \(\tilde{G}\) are:

\[
\begin{align*}
(i) & \quad (i,j) \quad \text{for } i,j \in \tilde{V} \text{ such that } \sigma_{ij} = +1, \\
(ii) & \quad (i,j+n), (j,i+n) \quad \text{for } i,j \in \tilde{V} \text{ such that } \sigma_{ij} = -1, \\
(iii) & \quad (i,i+n) \quad \text{for } i \in \tilde{V}.
\end{align*}
\]

Note that no edges exist among the vertices in \([n+1, \ldots, 2n]\). By the definition of (5), an edge \((i,j)\) with \(\sigma_{ij} = -1\) in \(G\) is decomposed into two paths with positive signs in \(\tilde{G}\): (a) the edges \((j,i+n)\) and \((i+n,i)\); (b) the edges \((i,j+n)\) and \((j+n,j)\), as shown in Fig. 4. Since \(G\) is connected, so is the graph \(\tilde{G}\). Recall that all off-diagonal elements of the data matrices in (5) are nonnegative, since both \(N^p_+\) and \(N^p_-\) are nonnegative matrices. In particular, for each \((i,j) \in \tilde{E}\), the \((i,j)\)th element of the matrix in the objective function is not only nonnegative but also positive by assumption. Thus, to apply Corollary 3.6, it remains to show that \(\tilde{G}\) is bipartite.

Assume, to the contrary, that there exists an odd cycle \(\tilde{C}\) in \(\tilde{G}\). Let \(\tilde{U} \subseteq [n+1, 2n]\) denote the set of vertices on \([n+1, 2n]\) in \(\tilde{C}\). As illustrated in Fig. 4, any vertex \(v := i+n \in \tilde{U}\) connects with \(i\) and \(j \in \tilde{V}\) in \(\tilde{C}\). Hence for every vertex \(v \in \tilde{U}\), by removing the edges \((i,v)\) and \((v,j)\) from \(\tilde{C}\) and adding the edge \((i,j)\) with the negative sign to \(\tilde{C}\), we obtain a new cycle \(C\) in \(G\). Since \(2|\tilde{U}|\) edges are removed and \(|\tilde{U}|\) edges are added in this procedure, it follows \(|C| = |\tilde{C}| - 2|\tilde{U}| + |U| = |\tilde{C}| - |\tilde{U}|\). Figure 5 displays a case for \(|\tilde{U}| = 2\). Thus, if \(|\tilde{U}|\) is even (odd), \(|C|\) is odd (resp., even), hence, by (2) in Theorem 2.1, the number of negative edges in \(C\) must be odd (resp., even). However, the number of negative edges in \(C\) is equal to \(|\tilde{U}|\) since \(\tilde{C}\) has no negative edges and all the additional edges in the conversion from \(\tilde{C}\) to \(C\) are negative. This is a contradiction. Therefore, there are no odd cycles in \(\tilde{G}\), which implies \(\tilde{G}\) is bipartite. By Corollary 3.6, the SDP relaxation of (5) is exact.

For any feasible point \(\tilde{X}\) of the SDP relaxation of \((P)\), the matrix \(\tilde{X} - \tilde{X}\tilde{X}\) is a feasible point of the SDP relaxation of (5) with the same objective value. Since there exists a bijection \(x \mapsto [x; -x]\) between optimal solutions of \((P)\) and those of (5), the same optimal value is attained by \((P), (5)\), and their SDP relaxations. Therefore, the SDP relaxation of \((P)\) is also exact. 

Proposition 3.8 is proved under the assumptions that: (i) \(G\) is connected; (ii) for all \((i,j) \in E, Q^0_{ij} \neq 0\). These assumptions may seem strong; however, we will show that they can be removed using Corollary 4.5 in Sect. 4.

At the end of this section, we apply Proposition 3.8 to a class of QCQPs where all the off-diagonal elements of every matrix \(Q^0, \ldots, Q^m\) are nonpositive. We call QCQPs in this...
class nonpositive off-diagonal QCQPs. It is well-known that their SDP relaxations are exact [11]. By applying the same transformation above, we obtain (5) with $N_p^p = O$ for every $p$ since no positive off-diagonal elements exist. The diagonal elements of $D_p$ do not generate edges in the aggregated sparsity pattern graph, thus, the data matrices in (5) induce a bipartite sparsity pattern graph. Therefore, the SDP relaxation is exact. This can be regarded as an alternative proof for [11] and Corollary 2.2(c).

Corollary 3.9 Under Assumption 3.1, the SDP relaxation of a nonpositive off-diagonal QCQP is exact if the aggregate sparsity pattern graph $G(V, E)$ of $(P)$ is connected and $Q_{ij}^0 < 0$ for all $(i, j) \in E$.

4 Perturbation for disconnected aggregated sparsity pattern graph

The connectivity of $G$ has played an important role for our main theorem in Sect. 3. For QCQPs with sparse data matrices, the connectivity assumption might be a difficult condition to be satisfied. In this section, we replace the assumption for connected graphs by a slightly different assumption (Assumption 4.1), and present a new condition for the exact SDP relaxation.

The following assumption is slightly stronger than Assumption 3.1 in the sense that it requires the existence of a feasible interior point of $(D_R)$. However, it can be satisfied in practice without much difficulty.

Assumption 4.1 The following two conditions hold:

(i) the sets of optimal solutions for $(P_R)$ and $(D_R)$ are nonempty; and

(ii) at least one of the following two conditions holds:

(a) the feasible set of $(P_R)$ is bounded; or

(b) for $(D_R)$, the set of optimal solutions is bounded, and the interior of the feasible set is nonempty.

We now perturb the objective function of a given QCQP to remove the connectivity of $G$ from Theorem 3.5. Let $P \in \mathbb{S}^n$ be an $n \times n$ nonzero matrix, and let $\varepsilon > 0$ denote the magnitude of the perturbation. An $\varepsilon$-perturbed QCQP is described as follows:

$$
\begin{align*}
&\min \quad x^T (Q^0 + \varepsilon P) x \\
&\text{s.t.} \quad x^T Q^p x \leq b_p, \quad p \in [m].
\end{align*}
$$

To generalize $S(y)$ for the $\varepsilon$-perturbed QCQP, we define

$$
S(y; \varepsilon) := Q^0 + \varepsilon P + \sum_{p=1}^m y_p Q_p = S(y) + \varepsilon P.
$$
4.1 Perturbation techniques

Under the condition that the feasible set of a QCQP is bounded, Azuma et al. [3, Lemma 3.3] proved that the SDP relaxation is exact if a sequence of perturbed QCQPs that satisfy the exactness condition converges to the original one. This result was used to eliminate the requirement that the aggregated sparsity pattern graph is connected from their main theorem. The following lemmas are extensions of the results in [3] under a weaker assumption.

Lemma 4.2 Suppose that Assumption 4.1(i) and (ii)(a) hold. Let \( P \) be an \( n \times n \) nonzero matrix, and \( \{ \epsilon_t \}_{t=1}^{\infty} \) be a monotonically decreasing sequence such that \( \lim_{t \to \infty} \epsilon_t = 0 \). If the SDP relaxation of the \( \epsilon_t \)-perturbed problem (\( P^\epsilon_t \)) is exact for all \( t = 1, 2, \ldots \), then the SDP relaxation of the original problem (\( P \)) is also exact.

Proof Let \( A \) and \( B \) be the feasible sets of (\( P \)) and (\( P_R \)), respectively:

\[
A := \{ x \in \mathbb{R}^n \mid Q^p \bullet (xx^T) \leq b_p, \quad p = 1, \ldots, m \}, \\
B := \{ X \in S^+ \mid Q^p \bullet X \leq b_p, \quad p = 1, \ldots, m \}.
\]

Note that \( B \) is a compact set by the assumption. The intersection of \( B \) and the set of at most rank-1 matrices

\[
B_1 := B \cap \{ X \in S^n \mid \operatorname{rank}(X) \leq 1 \}
\]

is also a compact set since \( \{ X \in S^n \mid \operatorname{rank}(X) \leq 1 \} \) is closed. There exists a bijection \( f : A \to B_1 \) given by \( f(x) = xx^T \), thus \( A \) is also a compact set. By an argument similar to the proof of [3, Lemma 3.3], we obtain the desired result. \( \square \)

Lemma 4.3 Suppose that Assumption 4.1(i) and (ii)(b) hold. Let \( P \) be an \( n \times n \) negative semidefinite nonzero matrix, and \( \{ \epsilon_t \}_{t=1}^{\infty} \) be a monotonically decreasing sequence such that \( \lim_{t \to \infty} \epsilon_t = 0 \). If the SDP relaxation of the \( \epsilon_t \)-perturbed problem (\( P^\epsilon_t \)) is exact for all \( t = 1, 2, \ldots \), then the SDP relaxation of the original problem (\( P \)) is also exact.

Proof Let \( \Gamma := \{ y \geq 0 \mid S(y) \succeq O \} \) be the feasible set of (\( D_R \)). Let (\( D_R^\epsilon \)) denote the dual of the SDP relaxation for \( \epsilon \)-perturbed QCQP (\( P^\epsilon \)), and define \( \Gamma(\epsilon) := \{ y \geq 0 \mid S(y; \epsilon) \succeq O \} \) as the feasible set of (\( D_R^\epsilon \)). Since \( P \) is negative semidefinite, we have \( S(y; \epsilon_1) \preceq S(y; \epsilon_2) \) for any \( y \geq 0 \) and \( \epsilon_1 > \epsilon_2 > 0 \), which indicates a monotonic structure of the sequence \( \{ \Gamma(\epsilon_t) \}_{t=1}^{\infty} \):

\[
\Gamma = \Gamma(0) \supseteq \cdots \supseteq \Gamma(\epsilon_{t+1}) \supseteq \Gamma(\epsilon_t) \supseteq \cdots
\]

From Assumption 4.1(ii)(b), there exists a point \( \tilde{y} \in \Gamma \) such that \( S(\tilde{y}) \succ O \). Since each \( \Gamma(\epsilon_t) \) is a closed set and \( \lim_{t \to \infty} \epsilon_t = 0 \), there exists an integer \( T \) such that \( S(\tilde{y}; \epsilon_T) \succ O \). In addition, it holds that \( S(\tilde{y}; \epsilon_t) \succeq S(\tilde{y}; \epsilon_T) \) for \( t \geq T \).

Let \( v^*_t \) and \( B^*_t(\epsilon_t) \) be the optimal value and the set of the corresponding optimal solutions of the SDP relaxation of (\( P^{\epsilon_t} \)), respectively. From the assumptions that (\( P \)) has a feasible point and \( P \) is negative semidefinite, there is an upper bound \( \tilde{v} \) such that \( v^*_t \leq \tilde{v} \) for any \( t \).
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Therefore, it holds that, for any $t \geq T$,
\[
B^*(\epsilon_t) = \{ X \in \mathbb{S}^n \mid X \geq O,\ (Q^0 + \epsilon_t P) \bullet X = v^*_t,\ Q^p \bullet X \leq b_p \text{ for all } p \in [m] \}
\subseteq \{ X \in \mathbb{S}^n \mid X \geq O,\ (P^0 + \epsilon_t P + \sum_{p=1}^{m} \tilde{y}_p Q^p) \bullet X \leq v^*_t + \tilde{y}^T b \},
= \{ X \in \mathbb{S}^n \mid X \geq O,\ S(\tilde{y}; \epsilon_t) \bullet X \leq v^*_t + \tilde{y}^T b \},
\subseteq \{ X \in \mathbb{S}^n \mid X \geq O,\ S(\tilde{y}; \epsilon_t) \bullet X \leq v^* + \tilde{y}^T b \},
\]
which implies $\bigcup_{t=T}^{\infty} B^*(\epsilon_t)$ is bounded since $S(\tilde{y}; \epsilon_T) = O$. With the exact SDP relaxation of the perturbed problems and strong duality, we can consider $X^t \in B^*(\epsilon_t)$, a rank-1 solution of the primal SDP relaxation, and $y^t \in \Gamma(\epsilon_t)$, an optimal solution of $(\mathcal{P}_R)$ satisfying $X^t S(y^t; \epsilon_t) = O$. We define a closed set as
\[
U := \text{cl}\left( \bigcup_{t=T}^{\infty} B^*(\epsilon_t) \right)
\]
so that the sequence $\{X^t\}_{i=T}^{\infty} \subseteq U$. Since $\bigcup_{t=T}^{\infty} B^*(\epsilon_t)$ is bounded, the set $U$ is a compact set. As the sequence has an accumulation point, we let $X^\text{lim} := \lim_{t \to \infty} X^t \in U$ by taking an appropriate subsequence from $\{X^t\mid t \geq T\}$. Moreover, since $\bigcup_{t=T}^{\infty} B^*(\epsilon_t)$ is included in the feasible set of $(\mathcal{P}_R)$, its closure $U$ is also in the same set, which implies that $X^\text{lim}$ is an at most rank-1 feasible point of $(\mathcal{P}_R)$.

Finally, we show the optimality of $X^\text{lim}$ for $(\mathcal{P}_R)$. Let $v^*$ be the optimal value of the SDP relaxation of $(\mathcal{P})$. For any $t$, we have
\[
Q^0 \bullet X^t + \epsilon_t (P \bullet X^t) = v^*_t \leq v^* \leq Q^0 \bullet X^t.
\]
The first inequality comes from the negative semidefiniteness of $P$. By taking the limit of both sides, $Q^0 \bullet X^\text{lim} = v^*$ follows. \hfill \Box

We note that the negative semidefiniteness of $P$ assumed in Lemma 4.3 is not included in Lemma 4.2. In the subsequent discussion, we remove the assumption on the connectivity of $G$ from Theorem 3.5 using Lemmas 4.2 and 4.3.

### 4.2 QCQPs with disconnected bipartite aggregated sparsity pattern graph

We present an improved version of Theorem 3.5 for QCQPs with disconnected aggregated sparsity pattern graphs $G$.

**Theorem 4.4** Suppose that Assumption 4.1 holds and that the aggregated sparsity pattern graph $G(\mathcal{V}, \mathcal{E})$ is bipartite. Then, $(\mathcal{P}_R)$ is exact if, for all $(k, \ell) \in \mathcal{E}$, the system (4) has no solutions.

**Proof** Let $L$ denote the number of connected components of $G$, and choose an arbitrary vertex $u_i$ from the connected components indexed by $i \in [L]$. Then, we define the edge set
\[
\mathcal{F} = \{ (u_i, u_{i+1}) \mid i \in [L-1] \}.
\]
Since $\mathcal{F}$ connects the $i$th and $(i+1)$st component, the graph $\hat{G}(\mathcal{V}, \mathcal{E} := \mathcal{E} \cup \mathcal{F})$ is a connected and bipartite graph. Let $P \in \mathbb{S}^n$ be the negative of the Laplacian matrix of a subgraph $\hat{G}(\mathcal{V}, \mathcal{F})$.
of $\tilde{G}$ induced by $\mathcal{F}$, i.e.,

$$
P_{ij} = \begin{cases} 
-\deg(i) & \text{if } i = j, \\
1 & \text{if } (i, j) \in \mathcal{F} \text{ or } (j, i) \in \mathcal{F}, \\
0 & \text{otherwise},
\end{cases}
$$

where $\deg(i)$ denotes the degree of the vertex $i$ in the subgraph $\tilde{G}(\mathcal{V}, \mathcal{F})$. Since the Laplacian matrix is positive semidefinite, $P$ is negative semidefinite. By adding a perturbation $\varepsilon P$ with any $\varepsilon > 0$ into $(P)$, we obtain an $\varepsilon$-perturbed QCQP $(P^\varepsilon)$ whose aggregated sparsity pattern graph is $\tilde{G}(\mathcal{V}, \tilde{\mathcal{F}})$.

To check the exactness of the SDP relaxation for $(P^\varepsilon)$ by Theorem 3.5, it suffices to show that the following system

$$
y \geq 0, \quad S(y; \varepsilon) \succeq O, \quad S(y; \varepsilon)_{k\ell} \leq 0
$$

has no solutions for all $(k, \ell) \in \tilde{\mathcal{F}}$, where $S(y; \varepsilon) := (Q^0 + \varepsilon P) + \sum_{p=1}^{m} \gamma_p Q_p$. Let $\hat{y}$ be an arbitrary vector satisfying the first two constraints, i.e., $\hat{y} \geq 0$ and $S(\hat{y}; \varepsilon) \succeq O$.

(i) If $(k, \ell) \in \mathcal{F}$, then $P_{k\ell} = 1$ and $Q^p_{k\ell} = 0$ for any $p \in [0, m]$ by definition. Thus, we have

$$
S(\hat{y}; \varepsilon)_{k\ell} = \varepsilon P_{k\ell} > 0.
$$

(ii) If $(k, \ell) \in \tilde{\mathcal{F}} \setminus \mathcal{F} = \mathcal{E}$, the system (4) with $(k, \ell)$ has no solutions, which implies $S(\hat{y})_{k\ell} > 0$. Since $(k, \ell) \notin \mathcal{F}$, we have $P_{k\ell} = 0$. Hence, it follows

$$
S(\hat{y}; \varepsilon)_{k\ell} = S(\hat{y})_{k\ell} > 0.
$$

Therefore, all the systems have no solutions, and the SDP relaxation of $(P^\varepsilon)$ is exact.

Let $\{\varepsilon_i\}_{i=1}^\infty \subseteq \mathbb{R}_+$ be a monotonically decreasing sequence converging to zero, then the SDP relaxation of the $\varepsilon_i$-perturbed QCQP is exact as discussed above. By Lemmas 4.2 or 4.3, the desired result follows. \qed

### 4.3 Disconnected sign-definite QCQPs

For QCQPs with the bipartite sparsity pattern and nonnegative off-diagonal elements of $Q^0, \ldots, Q^m$, their SDP relaxation is known to be exact (see Theorem 2.1 [22]). In contrast, when we have dealt with such QCQPs in Sect. 3.3, the connectivity of $G$ and $Q^0_{ij} > 0$ have been assumed to derive the exactness of the SDP relaxation. In this subsection, we eliminate these assumptions using the perturbation techniques of Sect. 4.1.

**Corollary 4.5** Suppose that Assumption 4.1 holds, and suppose the aggregated sparsity pattern graph $G(\mathcal{V}, \mathcal{E})$ of $(P)$ is bipartite. If $Q^0_{ij} \geq 0$ for all $(i, j) \in \mathcal{E}$ and for all $p \in [0, m]$, then the SDP relaxation is exact.

**Proof** Let $P \in \mathbb{S}^n$ be the negative of the Laplacian matrix of $G(\mathcal{V}, \mathcal{E})$, i.e.,

$$
P_{ij} = \begin{cases} 
-\deg(i) & \text{if } i = j, \\
1 & \text{if } (i, j) \in \mathcal{E} \text{ or } (j, i) \in \mathcal{E}, \\
0 & \text{otherwise}.
\end{cases}
$$

Since the Laplacian matrix is positive semidefinite, $P$ is negative semidefinite. By adding a perturbation $\varepsilon P$ with any $\varepsilon > 0$, we obtain an $\varepsilon$-perturbed QCQP $(P^\varepsilon)$ whose aggregated sparsity pattern graph remains the same as the graph $G(\mathcal{V}, \mathcal{E})$. \qed
To determine whether the SDP relaxation is exact for this \( \varepsilon \)-perturbed QCQP (\( P^\varepsilon \)), it suffices to check the infeasibility of the system, according to Theorem 4.4:

\[
y \geq 0, \quad S(y; \varepsilon) \succeq O, \quad S(y; \varepsilon)_{k\ell} \leq 0.
\]

Let \( \hat{y} \geq 0 \) be an arbitrary vector satisfying the first two constraints, i.e., \( \hat{y} \geq 0 \) and \( S(\hat{y}; \varepsilon) \succeq O \). For every \( (k, \ell) \in \mathcal{E} \), since \( S(\hat{y})_{k\ell} \geq 0 \) and \( P_{k\ell} > 0 \), we have

\[
S(\hat{y}; \varepsilon)_{k\ell} \geq \varepsilon P_{k\ell} > 0,
\]

which implies that the system above has no solutions. Hence, by Theorem 4.4, the SDP relaxation of the \( \varepsilon \)-perturbed QCQP (\( P^\varepsilon \)) is exact.

Let \( \{\varepsilon_t\}_{t=1}^\infty \subseteq \mathbb{R}_+ \) be a monotonically decreasing sequence converging to zero, then the SDP relaxation of the \( \varepsilon \)-perturbed QCQP is exact as discussed above. By Lemmas 4.2 or 4.3, the SDP relaxation of a QCQP with nonnegative off-diagonal elements and bipartite structures is also exact.

We can extend Proposition 3.8 and Corollary 3.9 using Corollary 4.5 to the following results.

**Proposition 4.6** Suppose that Assumption 4.1 holds and no conditions on sparsity are considered. If \( (P) \) satisfies the assumption of Theorem 2.1, then \( (P) \) also satisfies that of Corollary 4.5. In addition, the exactness of its SDP relaxation can be proved by Theorem 4.4.

**Corollary 4.7** Under Assumption 4.1, the SDP relaxation of a nonpositive off-diagonal QCQP is exact.

**Proof** (Both Proposition 4.6 and Corollary 4.7) It is easy to check that the aggregated sparsity pattern graph of (5) generated by the given problem is bipartite by the arguments similar to the proof of Proposition 3.8. Therefore, (5) satisfies the assumption of Corollary 4.5.

## 5 Numerical experiments

We investigate analytical and computational aspects of the conditions in Theorem 3.5 with two QCQP instances below. The first QCQP consists of \( 2 \times 2 \) data matrices. We show the exactness of its SDP relaxation by checking the feasibility systems in Theorem 3.5 without SDP solvers. Next, Example 1.1 is considered for the second QCQP. As the size \( n \) of the second QCQP is 4, it is difficult to handle the positive semidefinite constraint \( S(y) \succeq O \) without numerical computation. We present a numerical method for testing the exactness of the SDP relaxation with a computational solver.

We also detail the difference between our results and the existing results using these two QCQP instances. As discussed in Sect. 3.4, if the aggregated sparsity pattern graph is bipartite, then Theorem 3.5 covers a wider class of QCQPs than those by Theorem 2.1 in [22] under the connectivity and the elementwise condition on \( Q^0 \). Theorem 3.5 has been generalized in Sect. 4 to Theorem 4.4, and this theorem covers a wider class of QCQPs without the connectivity condition.

For numerical experiments, JuMP [6] was used with the solver MOSEK [17] and SDPs were solved with tolerance \( 1.0 \times 10^{-8} \). All numerical results are shown with four significant digits.
5.1 A QCQP instance with \( n = 2 \)

**Example 5.1** Consider the QCQP \((\mathcal{P})\) with

\[
    n = 2, \quad m = 1, \quad b = [1], \quad Q^0 = \begin{bmatrix} -3 & -1 \\ -1 & -2 \end{bmatrix}, \quad Q^1 = \begin{bmatrix} 3 & 4 \\ 4 & 6 \end{bmatrix}.
\]

We first verify whether the problem satisfies the assumption of Theorem 3.5. The aggregated sparsity pattern graph \( G \) is bipartite and connected as it has only two vertices and \( Q^0_{12} \neq 0 \). Since \( Q^1 \) is positive definite, the problem satisfies Assumption 2.3. By the discussion in Remark 3.2, it also satisfies Assumption 3.1. It only remains to show that the system

\[
    y_1 \geq 0, \quad \hat{S}(y_1) = \begin{bmatrix} -3 & -1 \\ -1 & -2 \end{bmatrix} + y_1 \begin{bmatrix} 3 & 4 \\ 4 & 6 \end{bmatrix} \geq O,
\]

has no solutions. By definition, \( \hat{S}(y_1) \geq O \) holds if and only if all the principal minors of \( \hat{S}(y_1) \) are nonnegative, or equivalently, \(-3+3y_1 \geq 0, -2+6y_1 \geq 0, \) and \(2y_1^2-16y_1+5 \geq 0\). Hence, if \( y_1 \geq 4+3\sqrt{6}/2 \approx 7.674, \) then the first two inequalities of the system are satisfied. Since \(-1+4y_1 \geq -1+4(4+3\sqrt{6}/2) = 15+6\sqrt{6} > 0, \) the last inequality does not hold for such \( y_1 \). The problem therefore admits an exact SDP relaxation.

Actually, we numerically obtained an optimal solution of the above QCQP in Example 5.1 and its SDP relaxation as \( x^* \cong [1.731; -1.167] \) and \( X^* \cong [2.997; -2.021; -2.021, 1.362] \), respectively. From \( (x^*)^T Q^0 x^* - Q^0 \bullet X^* \cong 5.379 \times 10^{-10} \), we see numerically that the SDP relaxation provided the exact optimal value.

Since \( G \) is clearly a forest (no cycles), we can also apply Proposition 2.4 in [3]. From the discussion above, the system (3) has no solutions for \((k, \ell) = (1, 2)\) and Assumption 2.3(i) is satisfied. By taking \( \hat{X} = [0.1 \ 0; 0 \ 0.1] \geq O, \) we know \( Q^1 \bullet \hat{X} = 0.9 \leq 1 = b_1, \) Hence, the exactness of the SDP relaxation can be proved by Proposition 2.4. We mention that this result cannot be obtained by Theorem 2.1 in [22]. Since \( Q^0_{12} = -1 \) and \( Q^1_{12} = 4, \) the edge sign \( \sigma_{12} \) of the edge \((1, 2)\) must be zero by definition, contradicting (1).

5.2 Example 1.1

We computed an optimal solution of Example 1.1 and that of its SDP relaxation as

\[
    x^* \cong \begin{bmatrix} 3.412 \\ -4.536 \\ 1.513 \\ -4.642 \end{bmatrix} \quad \text{and} \quad X^* \cong \begin{bmatrix} 11.65 & -15.48 & 5.163 & -15.84 \\ -15.48 & 20.57 & -6.862 & 21.06 \\ 5.163 & -6.862 & 2.289 & -7.024 \\ -15.84 & 21.06 & -7.024 & 21.55 \end{bmatrix} \in \mathbb{S}^4,
\]

respectively. From \( (x^*)^T Q^0 x^* - Q^0 \bullet X^* \cong 2.450 \times 10^{-8} \), we see numerically that the SDP relaxation resulted in the exact optimal value.

The aggregated sparsity pattern graph \( G(\mathcal{V}, \mathcal{E}) \) is a cycle graph with 4 vertices (Fig. 1). We first see whether it satisfies the assumption of Theorem 3.5. We compute \( 3Q^1 + 4Q^2 + 0Q^3 \) as

\[
3 \begin{bmatrix} 5 & 2 & 0 & 1 \\ 2 & -1 & 3 & 0 \\ 0 & 3 & 3 & -1 \\ 1 & 0 & -1 & 4 \end{bmatrix} + 4 \begin{bmatrix} -1 & 1 & 0 & 0 \\ 1 & 4 & -1 & 0 \\ 0 & -1 & 6 & 1 \\ 0 & 0 & 1 & -2 \end{bmatrix} + 0 \cdot Q^3 = \begin{bmatrix} 11 & 10 & 0 & 3 \\ 10 & 13 & 5 & 0 \\ 0 & 5 & 33 & 1 \\ 3 & 0 & 1 & 4 \end{bmatrix},
\]
Table 1 Optimal values of (6) for each \((k, \ell)\)

| \((k, \ell)\) | (1, 2) | (2, 3) | (1, 4) | (3, 4) |
|-------------|--------|--------|--------|--------|
| \(\mu^*\)  | 7.828  | 7.301  | 5.653  | 0.3215 |

and its minimum eigenvalue is approximately 0.1577. Thus, there exists \(\bar{y} \geq 0\) such that 
\[
\bar{y}_1 Q_1^1 + \bar{y}_2 Q_2^2 + \bar{y}_3 Q_3^3 \succ O,
\]
e.g., \(\bar{y} = [3; 4; 0]\). As mentioned in Remark 3.2, it follows that the second problem satisfies Assumption 3.1. To show the exactness of the SDP relaxation for the problem, it only remains to show that the systems (4) for all \((k, \ell) \in \mathcal{E}\) has no solutions. Using an SDP solver on a computer, we could observe that there is no solution for the system.

Indeed, for every \((k, \ell) \in \mathcal{E}\), the SDP

\[
\mu^* = \min_{S(y)} \quad S(y)_{k\ell} \quad \text{s.t.} \quad y \geq 0, \quad S(y) \succeq O, \quad (6)
\]

returns the optimal values shown in Table 1, which implies that no solution exists for (4) since \(S(y)_{k\ell}\) cannot attain a nonpositive value. Therefore, the SDP relaxation of Example 1.1 is exact by Theorem 3.5.

With Theorem 2.1 in [22], it is not possible to show the exactness of the SDP relaxation. The edge sign \(\sigma_{12}\) for \((1, 2)\)th element is 0 by definition. Since the cycle basis of \(G\) is only \(C_1 = G\), the left-hand side of (2) is \(\sigma_{12}\sigma_{23}\sigma_{34}\sigma_{41} = 0\). However, its right-hand side only takes \(-1\) or \(+1\). This implies that Theorem 2.1 cannot be applied to Example 1.1.

6 Concluding remarks

We have proposed sufficient conditions for the exact SDP relaxation of QCQPs whose aggregated sparsity pattern graph can be represented by bipartite graphs. Since these conditions consist of at most \(n^2/4\) SDP systems, the exactness can be investigated in polynomial time. The derivation of the conditions is based on the rank of optimal solutions \(y\) of the dual SDP relaxation under strong duality. More precisely, a QCQP admits the exact SDP relaxation if the lower bound of the rank of \(S(y)\) is \(n - 1\). For the lower bound, we have used the fact that any nonnegative matrix \(M \succeq O\) with bipartite sparsity pattern is of at least rank \(n - 1\) if it satisfies \(M1 > 0\).

Using results from the recent paper [12], the sufficient conditions have been considered under weaker assumptions than those in [3]. That is, the sparsity of bipartite graphs includes that of tree and forest graphs, therefore, the proposed conditions can serve for a wider class of QCQPs than those in [3]. We have also shown in Proposition 4.6 that one can determine the exactness for all the problems which satisfy the condition considered in Theorem 2.1 [22].

For our future work, sufficient conditions for the exactness of a wider class of QCQPs than those with bipartite aggregated sparsity pattern graph will be investigated. We will also study whether there may be simpler conditions based on the optimal solutions of \((P_R)\) and \((D_R)\) than Assumption 3.1 in Theorem 3.5. Furthermore, examining our conditions to analyze the exact SDP relaxation of QCQPs transformed from polynomial optimization would be an interesting subject. In the proof of Proposition 3.8, a feasible point of the SDP relaxation of (5) was constructed from an optimal solution of \((P_R)\). The equivalence of the two SDP relaxations can be established by showing the opposite direction, however, it is currently not clear whether they are equivalent. We would like to investigate this issue in our future work.
as more general sparsity patterns than the bipartite graph pattern may result in the equivalent SDP relaxations.
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