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Abstract. It is well known that vortex patches are wellposed in $C^{1,\alpha}$ if $0 < \alpha < 1$. In this paper, we prove the illposedness of $C^2$ vortex patches. The setup is to consider the vortex patches in Sobolev spaces $W^{2,p}$ where the curvature of the boundary is $L^p$ integrable. In this setting, we show the persistence of $W^{2,p}$ regularity when $1 < p < \infty$ and construct $C^2$ initial patch data for which the curvature of the patch boundary becomes unbounded immediately for $t > 0$. The key ingredient is the evolution equation for the curvature, the dominant term in which turns out to be linear and dispersive.

1. Introduction

1.1. Vortex patches. Vortex patches are an important family of weak solutions to the 2D Euler equations. We recall that the 2D Euler equation in the vorticity form is given by

$$\partial_t \omega + (v \cdot \nabla) \omega = 0.$$  \hfill (1.1)

At each time $t$, the velocity field $u$ is determined by the Biot-Savart law

$$v(x, t) = K \ast \omega(x, t) := \frac{1}{2\pi} \int_{\mathbb{R}^2} \frac{(x - y) \perp}{|x - y|^2} \omega(y, t) \, dy,$$  \hfill (1.2)

where $x \perp = (-x_2, x_1)$ for any $x \in \mathbb{R}^2$.

A vortex patch is a solution to (1.1) of the form

$$\omega(t, x) = \chi_{\Omega(t)},$$  \hfill (1.3)

where $\chi_{\Omega(t)}$ denotes the characteristic function of a connected bounded domain $\Omega(t) \subset \mathbb{R}^2$ that evolves according to (1.2). Note that in the literature, the term vortex patch solution often refers to a solution of the form $\omega = \sum_{1 \leq i \leq N} \theta_i(x, t) \chi_{\Omega_i(t)}$ with $\Omega_i$ being mutually disjoint bounded domains and $\theta_i(x, t)$ being the profiles of vorticity. In this paper, we consider only the case of a single patch in $\mathbb{R}^2$ with a constant vorticity $2\pi$.

Given an initial patch data $\omega_0 = \chi_{\Omega_0}$, there exists the unique patch solution $\omega = \chi_{\Omega}$ thanks to the Yudovich theory [Yud62] of $L^1 \cap L^\infty$ weak solutions. The Yudovich theory only implies that $\Omega(t)$ remains a bounded domain whose area is constant in time, but does not address the regularity of $\Omega(t)$, which in this case refers to the smoothness of the patch boundary $\partial \Omega$. The question of whether the smoothness of the patch boundary breaks down in finite time was a subject of debate [But89, DM90] in numerical analysis. However, this controversy was settled by Chemin [Che93] in 1993 who proved that the patch boundary remains smooth for all times if it is smooth initially.
A key step towards understanding global regularity for smooth vortex patches is the global wellposedness of patches in $C^{1,\alpha}$ for $0 < \alpha < 1$ (see e.g. [MB02]). The restriction $0 < \alpha < 1$ and the recent illposedness result of Bourgain–Li [BL15b] for the 2D and 3D Euler equations in the smooth setting for $\omega_0 \in C^k$ with integer $k \geq 1$ suggest that the patch problem may also be ill-posed in $C^k$ for integer $k \geq 1$. The main purpose of this paper is twofold. First, we confirm this conjecture by showing that the vortex patch problem is indeed illposed in $C^2$ or $C^{1,1}$. Secondly, our approach to this question involves an analysis of the evolution equation for the curvature of the patch. Essentially, the equations for intrinsic geometric parameters of the patch, the curvature and arc-length, can be viewed as an alternative formulation for the patch evolution problem. The resulting equations do not contain information on patch orientation or position but otherwise recapture the patch precisely (and the former details can be recovered by solving simple ODEs if needed). Interestingly, using this reformulation allows us to see the illposedness in $C^2$ on the conceptual level quite directly (notwithstanding the technical estimates one needs to carry out). We believe that this approach can be useful in further analysis of finer features of patch dynamics.

1.2. Historical development. As we mentioned above, the study of vortex patch dynamics reduces to the analysis of the patch boundary evolution. If the patch boundary is at least piece-wise $C^1$, then one can derive an 1D equation for the parametrization of the boundary. This equation, known as the contour dynamics equation (CDE), first appeared in [ZHR79] and [Maj86]:

$$\partial_t \gamma(\xi, t) = \int_T \hat{\gamma}(\eta, t) \ln \left| \gamma(\xi, t) - \gamma(\eta, t) \right| d\eta,$$

(CDE)

where $\gamma : \mathbb{T} \times [0, T] \to \mathbb{R}^2$ is a parametrization of the patch boundary at each time $t \in [0, T]$. In this paper, $\mathbb{T}$ denotes the 1-dimensional torus/circle which we identify with an interval $(-\pi, \pi]$ with periodic boundary condition. The local wellposedness of (CDE) in the framework of $C^{k,\alpha}$ patches was proved by Bertozzi in [Ber91] (see also [MB02]).

After the work of Chemin, several different proofs of global regularity for Euler patches appeared: by Serfati [Ser94] and by Bertozzi and Constantin [BC93] (see also more recent [Ver21] for patches of other active scalar equations). We should emphasize that these works consider the patch regularity problem in the $C^{k,\alpha}$ setting for $k \in \mathbb{N}$ and $0 < \alpha < 1$, and more importantly, the 2D dynamics of the patches is used in an essential way. In other words, we are not aware of a proof of global regularity for vortex patch using only the contour dynamics (CDE).

Our interest in the ill-posedness patch problem was partly motivated by the recent significant developments on the Cauchy problem of the Euler equations (both in 2D and 3D in the non-patch setting) with initial data in integer Hölder spaces $C^k$ or in critical Sobolev spaces [BL15a, BL15b, EM20, MeY16]. In particular, it has been shown by Bourgain and 0Li [BL15a, BL15b] that the Euler equations (in 2D and 3D) are illposed for vorticity in critical Sobolev spaces $\omega_0 \in W^{\frac{d}{p},p}$ for $1 \leq p < \infty$ and integer Hölder spaces $\omega_0 \in C^k$ with $k \geq 0$. In contrast to the illposeness results in the smooth setting, the following question has remained open for patches:

Is the vortex patch problem illposed in $C^k$ or $C^{k-1,1}$ with integer $k \geq 1$?
Even whether Sobolev regularity of the patch boundary, say $W^{k,p}$ for $k \geq 2$, persists globally or locally in time was not known. In this paper, we show global well-posedness in $W^{2,p}$ with $1 < p < \infty$, and prove that the vortex patch problem is ill-posed in $C^2$ (and also $C^{1,1}$).

Another motivation for our work are beautiful simulations by Scott and Dritschel [SD14, SD19] on singularity formation for SQG patches. Rigorously, singularity formation for $\alpha$-SQG patches has only been proved for small $\alpha$ in half-plane [KRYZ16, GP21]. In forthcoming work, we plan to prove ill-posedness results for $\alpha$-SQG patches using ideas related to this paper. We think that curvature/arc-length equations can be useful for further analysis of singular scenarios in this setting.

1.3. Main results. We now present the main results of this paper. To streamline the presentation, we introduce the definition of $C^{k,\alpha}$ (and $W^{k,p}$) domains and refer to the domain $\Omega(t)$ as a patch solution.

**Definition 1.1.** Let $\Omega \subset \mathbb{R}^2$ be a simply-connected bounded domain. We say $\Omega$ is $C^{k,\alpha}$ (respectively $W^{k,p}$) if the arc-length parametrization $\gamma : \frac{L}{2\pi} \mathbb{T} \to \mathbb{R}^2$ satisfies $\gamma \in C^{k,\alpha}(\frac{L}{2\pi} \mathbb{T})$ (resp. $W^{k,p}(\frac{L}{2\pi} \mathbb{T})$) where $L$ is the length of $\gamma$ and $\mathbb{T} = [0,2\pi)$ is the one dimensional torus.

We say $\Omega(t)$ is a $C^{k,\alpha}$ (respectively $W^{k,p}$) patch solution (or vortex patch) on a time interval $I \subset \mathbb{R}$ if

- The characteristic function $\chi_{\Omega(t)}$ is a solution of (1.1)-(1.3);
- The domain $\Omega(t)$ is $C^{k,\alpha}$ (respectively $W^{k,p}$) for all $t \in I$.

Our first main result is the wellposedness of $W^{2,p}$ patch solutions, which is needed to show the $C^2$ illposedness.

**Theorem 1.2.** Let $1 < p < \infty$ and $\Omega_0 \subset \mathbb{R}^2$ be a $W^{2,p}$ domain. Then the unique patch solution $\Omega(t)$ with initial data $\Omega_0$ is a $W^{2,p}$ patch solution for all $t > 0$.

**Remark 1.3.**

1. This $W^{2,p}$ regularity result does not follow from simple modification of the arguments in [Che93, BC93] for the $C^{1,\alpha}$ patches.

2. We use the contour equation (CDE) to establish the local wellposedness of $W^{2,p}$ patches. The global wellposedness of $W^{2,p}$ patches follows from a continuation criterion based on known global regularity for $C^{1,\alpha}$ patches.

3. The result generalizes to higher order Sobolev spaces $W^{k,p}$ for all $k \geq 2$ and $1 < p < \infty$ in a straightforward (though highly computational) manner.

In contrast to the wellposedness of $W^{2,p}$ patch solutions when $1 < p < \infty$, we show that the patch problem is ill-posed in $C^2$.

**Theorem 1.4.** There exist $C^2$ domains $\Omega_0 \subset \mathbb{R}^2$ and $T > 0$ such that the unique patch solution $\Omega(t)$ with initial data $\Omega_0$ is not $W^{2,\infty}$ for any $t \in (0,T]$.

**Remark 1.5.** A few remarks concerning Theorem 1.4.

1. It follows that the patch problem is illposed in $C^2$ and $C^{1,1}$ thanks to the equivalence $C^{1,1}(\mathbb{T}) = W^{2,\infty}(\mathbb{T})$.

2. The illposedness mechanism is based on a certain dispersion effect in the evolution of the curvature which is purely linear. We discuss this in detail in the coming subsection.
In fact, one can show that the constructed patch solution \( \Omega(t) \) in our ill-posedness example is \( C^2 \) if and only if \( t \in \mathbb{Z} \), and for other times \( t \in \mathbb{R} \setminus \mathbb{Z} \), \( \Omega(t) \) is only \( W^{2,p} \) for all \( p < \infty \). See Theorem 5.8 for details.

Using our setup it should be possible to prove the ill-posedness of the patch problem in \( C^k \) for any integer \( k \geq 2 \). The case \( C^1 \) seems to be out of reach at the moment.

1.4. Outline of the proof. Our proof for both the well-posedness and ill-posedness is Lagrangian in its heart and based on the contour equation \((CDE) \gamma : \mathbb{T} \times [0,T] \to \mathbb{R}^2\).

The existence of \( W^{2,p} \) vortex patches follows from a standard Banach fixed-point argument. The key step is to show the contraction estimates in this setup. It is known that for the vortex patch the velocity gradient is not continuous in \( \mathbb{R}^2 \), specifically across the patch boundary. However, we show that in the Lagrangian variable, the velocity field \( v \) is \( W^{2,p} \) along the patch boundary. This can be proved to establish local well-posedness. Once we have the local existence for \( W^{2,p} \) vortex patches, the global regularity follows from the well-known \( C^{1,\alpha} \) global regularity.

As expected, the \( W^{2,p} \) well-posedness argument breaks down at \( p = 1 \) and \( p = \infty \), but for different reasons. The case \( p = 1 \) is due to lack of regularity/control and seems to be out of reach of the techniques in the current paper. The case \( p = \infty \) fails due to the unboundedness of certain singular operator appearing in the second-order derivative of the velocity \( v \), indicative of the ill-posedness of the patch problem in \( L^\infty \)-based spaces.

To prove the \( C^2 \) ill-posedness, we do not use the contour equation \((CDE)\) directly. Instead, we track the evolution of the (signed) curvature \( \kappa : \mathbb{T} \times [0,T] \to \mathbb{R} \) of the patch boundary. In fact, the curvature \( \kappa \) and the arc-length metric \( g : \mathbb{T} \times [0,T] \to \mathbb{R}^+ \) under the flow of the velocity vector field can be used to give an alternative formulation of patch evolution problem. The arc-length and curvature determine a patch solution up to a translation and rotation. As we will see later, the position and the orientation of the patch can be obtained by solving simple ODEs when \( \kappa \) and \( g \) are given, thus fully recovering the parametric curve \( \gamma \), which is the unique solution of the patch boundary by the Yudovich theory. A careful examination of the curvature equation reveals that it has the following structure:

\[
\partial_t \kappa = (-\partial_s v \cdot \mathbf{T} + \pi \mathcal{H})\kappa + l.o.t
\]

where \( \mathcal{H} \) is the periodic Hilbert transform and \( \mathbf{T} \) is the tangent vector. The rest of the terms entering the equation are strongly nonlinear but can be shown to have higher (Hölder) regularity. This type of equations is known to be illposed in \( L^\infty \)-based spaces, such as \( C^2 \) or \( W^{2,\infty} \) (see e.g. [EM20]).

These observations together allow us to pick fairly explicit initial data with curvature \( \kappa_0 \in C(\mathbb{T}) \) such that the unique solution \( \kappa(t) \in L^p \) for all \( p < \infty \) but \( \kappa(t) \notin L^\infty \) on \( 0 < t < T \) for some \( T > 0 \). The claim in Remark 1.5 about the patch being \( C^2 \) only for \( t \in \mathbb{Z} \) follows from the explicit formula of the group \( e^{i\pi t} = \cos(\pi t) \text{Id} + \sin(\pi t) \mathcal{H} \).

1.5. Organization of the paper. The rest of the paper is as follows.

(1) In Section 2, we establish the (local) wellposedness for \( W^{2,p} \). The proof is based on \( W^{2,p} \) Sobolev estimates of the velocity field along the patch boundary.
(2) In Section 3, we show how to obtain the global $W^{2,p}$ regularity of vortex patches by using known $C^{1,\alpha}$ regularity results, thus proving Theorem 1.2.

(3) In Section 4, we introduce some preliminary geometric calculations and then derive the evolution equation for the (signed) curvature of the patch boundary. We also discuss the arc-length/curvature system as an alternative formulation of patch evolution.

(4) In Section 5, we use the curvature equation to show that the vortex patch problem is ill-posed in $C^2$.
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2. Existence of $W^{2,p}$ vortex patches

In this section, we prove the existence of $W^{2,p}$ vortex patches using the contour equation (CDE). The argument is based on a fixed-point argument in a suitable Sobolev setting. Compared to the $C^{1,\alpha}$ local existence result [MB02], we emphasize the geometric quantities such as tangent vector, arc-length metric, and curvature. Such an emphasis allows us not only to prove the local existence of vortex patches in the Sobolev spaces $W^{2,p}$ but also to reveal the dispersive characteristics in the evolution that we will exploit in Section 5 for the illposedness.

As a general comment, throughout the paper, the time variable $t$ will often be suppressed, and the evolution equations are understood at each fixed time $t$.

2.1. Preliminaries. The motion of a vortex patch is given by a parametric curve $\gamma : T \times [0,T] \to \mathbb{R}^2$

$$\frac{\partial}{\partial \xi} \gamma(\xi, t) = v(\gamma(\xi, t), t),$$

where the velocity field $v : \mathbb{R}^2 \times [0,T] \to \mathbb{R}^2$ is defined by the Biot-Savart law,

$$v(\gamma(\xi, t), t) = \int_T \dot{\gamma}(\eta) \ln |\gamma(\xi) - \gamma(\eta)| d\eta.$$ (2.2)

Here and throughout the paper, we denote the arc-length metric by $g = |\dot{\gamma}|$, where the dot on top indicates $\partial_\xi = \frac{\partial}{\partial \xi}$.

We consider the usual counterclockwise orientation of $\gamma$, let $T$ be the unit tangent vector and $N = -T^\perp$ be the outer unit normal vector for the curve $\gamma$. In the Lagrangian coordinates we write $T(\xi, t)$ or just $T(\xi)$ for the tangent vector at a point $\gamma(\xi)$ and time $t$. The (signed) curvature $\kappa : T \times [0,T] \to \mathbb{R}$ of $\gamma$ is defined via

$$\begin{cases}
\partial_s T = -\kappa N, \\
\partial_s N = \kappa T,
\end{cases}$$ (2.3)

where $\partial_s = \frac{1}{g} \partial_\xi$ denotes the derivative with respect to the arc-length parameter $s : \xi \mapsto \int_0^\xi g(\eta) d\eta$.

Here and in what follows, we sometimes switch between a given parametrization $T \ni \xi \mapsto \gamma(\xi)$ and an arc-length parametrization $\frac{d}{ds}T \ni s \mapsto \gamma(s)$ and still use the same notation $\gamma, \kappa, T, N, \ldots$ for the position $\gamma$, curvature $\kappa$, tangent $T$, normal $N$ etc, except that we use arguments $s$ and $s'$ as the arc-length parameters instead of $\xi, \eta$ and $\tau$ for Lagrangian labels.
2.2. Functional setup. In this subsection, we set up the functional spaces for the parametric curves. To ensure a $C^1$ function $\gamma : \mathbb{T} \to \mathbb{R}^2$ parameterize a simple curve (no self-intersection), we need the so-call arc-chord $\Gamma$, defined by

$$\Gamma(\gamma) = \sup_{\xi, \eta \in \mathbb{T}, \xi \neq \eta} \frac{|\xi - \eta|}{|\gamma(\xi) - \gamma(\eta)|},$$

(2.4)

To show the existence of $W^{2,p}$ patches, let us consider an open subset $X_p$ of the Banach space $W^{2,p}(\mathbb{T})$

$$X_p := \{ \gamma : \mathbb{T} \to \mathbb{R}^2 : \gamma \in W^{2,p}(\mathbb{T}) \text{ such that } \Gamma < \infty \text{ and } g = |\gamma| > 0 \},$$

which includes all proper parametrizations of the boundaries of all $W^{2,p}$ simply-connected bounded domains.

To run the Banach fixed point argument, we need a complete metric space in $X_p$. For any $M > 1$, we consider a closed set $B^M_p \subset X_p$

$$B^M_p := \{ \gamma \in X_p : |\gamma|_{W^{2,p}(\mathbb{T})} \leq M, |\gamma|_* \leq M, \Gamma \leq M \},$$

(2.5)

where for $g \in W^{1,p}(\mathbb{T})$ the functional $| \cdot |_*$ is defined by

$$|g|_* := \max\{|1/g|_{L^\infty(\mathbb{T})}, |g|_{L^\infty(\mathbb{T})}\}.$$

(2.6)

(in particular, it is not a norm).

For any $M > 1$, $B^M_p$ is a subset of simple closed $W^{2,p}$ curves, i.e with $L^p$ curvature, and $X_p = \bigcup_{M>0} B^M_p$. Next, we show that $B^M_p$ is a complete metric space with the natural norm $| \cdot |_{W^{2,p}(\mathbb{T})}$, which is necessary for the Banach fixed point argument later.

**Lemma 2.1.** For any $1 < p \leq \infty$ and $M > 1$, $B^M_p$ is a complete metric space with metric $d(\gamma_1, \gamma_2) = |\gamma_1 - \gamma_2|_{W^{2,p}(\mathbb{T})}$.

**Proof.** Let $\gamma_n \in B^M_p$ be a Cauchy sequence in the metric $d$. Then there is $\gamma \in W^{2,p}(\mathbb{T})$ such that $\gamma_n \to \gamma$. We need to show that in fact $\gamma \in B^M_p$.

Apparently, $|\gamma|_{W^{2,p}(\mathbb{T})} \leq M$, so it remains to verify the bounds for $g$ and $\Gamma$. Due to the Sobolev embedding $W^{1,p}(\mathbb{T}) \subset C(\mathbb{T})$ for $p > 1$ and the inequality

$$g_n - |g_n - g|_{L^\infty(\mathbb{T})} \leq g \leq g_n + |g_n - g|_{L^\infty(\mathbb{T})}$$

we have that

$$1/M - \epsilon < g < M + \epsilon \quad \text{for any } \epsilon > 0,$$

which concludes that $|g|_* \leq M$.

For the arc-chord $\Gamma$, we see that for any $\eta, \xi \in \mathbb{T}$, $\eta \neq \xi$ and any $n \in \mathbb{N}$,

$$\frac{|\xi - \eta|}{|\gamma(\xi) - \gamma(\eta)|} \leq \frac{|\xi - \eta|}{|\gamma_n(\xi) - \gamma_n(\eta)|} \leq \frac{|\xi - \eta|}{|2\pi|\gamma - \gamma_n|_{L^\infty(\mathbb{T})}|}.$$ 

Since $|\gamma - \gamma_n|_{L^\infty(\mathbb{T})} \leq C_p|\gamma - \gamma_n|_{W^{2,p}(\mathbb{T})} \to 0$ as $n \to \infty$, for any $\epsilon > 0$, we can choose $n$ sufficiently large depending on $\xi, \eta, M$, and $\epsilon$ such that

$$\frac{|\xi - \eta|}{|\gamma(\xi) - \gamma(\eta)|} \leq M + \epsilon.$$

Since $\epsilon > 0$ is arbitrary, this implies $\Gamma(\gamma) \leq M$. We conclude that $\gamma \in B^M_p$. \qed
2.3. Basic estimates of $W^{2,p}$ curves. In this subsection, we derive suitable Sobolev estimates for the $W^{2,p}$ curves. These estimates will rely on $L^p$-boundedness of the maximal function, for which we recall the necessary definitions here.

Given any $f \in L^1(\mathbb{T})$, we denote by $Mf : \mathbb{T} \to \mathbb{R}$ the maximal function of $f$,

$$Mf(\xi) = \sup_{0 < \epsilon < 4\pi} \frac{1}{2\epsilon} \int_{\xi - \epsilon}^{\xi + \epsilon} |f(\eta)| d\eta.$$  

(2.7)

The restriction of $\epsilon < 4\pi$ is inessential and the boundedness of $M$ on $L^p(\mathbb{T})$ for $1 < p \leq \infty$ follows from the standard $\mathbb{R}^d$ results [Ste70].

In the remainder of this paper, we denote by $C_M$ a positive constant depending only on $M$ and $p$ that may change from line to line. We also recall the big O notation $X = O(Y)$ for a quantity $X$ such that $|X| \leq CY$ for some absolute constant $C > 0$.

Now we state a few basic estimates that we will use as the building blocks.

**Lemma 2.2.** Let $1 < p \leq \infty$, $\alpha = 1 - \frac{1}{p}$, and $\gamma \in B_p^M$. For any $\xi, \eta \in \mathbb{T}$, we have

$$T(\xi) \cdot T(\eta) = 1 + O(C_M|\xi - \eta|^{2\alpha})$$  

(2.8a)

$$T(\xi) - T(\eta) = O(C_M|\xi - \eta|^{\alpha})$$  

(2.8b)

$$T(\eta) \cdot N(\xi) = O(C_M|\xi - \eta|^{\alpha})$$  

(2.8c)

$$(\gamma(\xi) - \gamma(\eta)) \cdot N(\xi) = O(C_M|\xi - \eta|^{1+\alpha})$$  

(2.8d)

$$(T(\xi) - T(\eta)) \cdot T(\xi) = O(C_M|\xi - \eta|^{2\alpha})$$  

(2.8e)

$$|\gamma(\xi) - \gamma(\eta)|^{-1} = O(C_M|\xi - \eta|^{-1})$$  

(2.8f)

and for any $\zeta \in \mathbb{T}$ such that $|\eta - \zeta|, |\xi - \zeta| \leq |\xi - \eta|$, the maximal estimates

$$T(\eta) \cdot N(\xi) = O(C_MM(\zeta)|\xi - \eta|)$$  

(2.9a)

$$T(\eta) \cdot T(\xi) = 1 + O(C_MM(\zeta)|\xi - \eta|^{1+\alpha})$$  

(2.9b)

$$(\gamma(\xi) - \gamma(\eta)) \cdot N(\xi) = O(C_MM(\zeta)|\xi - \eta|^{\alpha})$$  

(2.9c)

$$(T(\xi) - T(\eta)) \cdot T(\xi) = O(C_MM(\zeta)|\xi - \eta|^{2+\alpha})$$  

(2.9d)

$$[(\gamma(\xi) - \gamma(\eta)) \cdot T(\xi) - T(\eta)] = O(C_MM(\zeta)|\xi - \eta|^{2+\alpha}).$$  

(2.9e)

Finally,

$$(\gamma(\xi) - \gamma(\eta)) \cdot T(\xi) = g(\zeta)(\xi - \eta) + O(C_M|\xi - \eta|^{1+\alpha}).$$  

(2.10)

**Proof.** Let us consider the first set of estimates. (2.8f) is a consequence of the assumption $\gamma \in B_p^M$.

Bounds (2.8b) and (2.8c) follow from the fundamental theorem of calculus and the assumption $\gamma \in B_p^M$. For instance,

$$T(\eta) \cdot N(\xi) \leq \int_\eta^\xi \kappa(\tau)g(\tau)N(\tau) \cdot N(\eta) d\tau \leq |\kappa|_{L^p(\mathbb{T})}|g|_{L^\infty(\mathbb{T})}|\xi - \eta|^\alpha$$

and due to $g \in W^{1,p}(\mathbb{T})$ with $|g|_* \leq M$ we have $|\kappa|_{L^p(\mathbb{T})}|g|_{L^\infty(\mathbb{T})} \leq C_M$.

The fundamental theorem of calculus with (2.8c) implies (2.8a) and (2.8e). Indeed, we have

$$(T(\xi) - T(\eta)) \cdot T(\xi) = -\int_\eta^\xi \kappa(\tau)g(\tau)N(\tau) \cdot T(\xi) d\tau = O(C_M|\xi - \eta|^{2\alpha}).$$
At last, (2.8d) follows from (2.8c), and the estimate (2.8a) together with the Hölder continuity of \( g \) also imply the last identity (2.10).

Now we focus on the second set of estimates (2.9a)–(2.9e) involving maximal function. These estimates rely on the following simple bound:

\[
\int_\eta^\xi |\kappa(\tau)g(\tau)| \, d\tau \leq 2|\xi - \eta|M\kappa(\xi)|g|_{L^\infty(\mathbb{T})}
\]  

(2.11)

for any \( \zeta \in \mathbb{T} \) such that \( |\zeta - \xi|, |\zeta - \eta| \leq |\xi - \eta| \).

We demonstrate how to obtain (2.9a) and (2.9e), as the rest follows mutatis mutandis. By the fundamental theorem of calculus,

\[
T(\eta) \cdot N(\xi) = -\int_\eta^\xi N(\tau) \cdot N(\xi)g(\tau) \kappa(\tau) \, d\tau = O\left(C_M \int_\eta^\xi |\kappa(\tau)| \, d\tau\right)
\]

So (2.9a) follows from the bound (2.11). For (2.9c), we use the fundamental theorem of calculus twice:

\[
(\gamma(\xi) - \gamma(\eta)) \cdot N(\xi) = \int_\eta^\xi T(\tau) \cdot N(\xi)g(\tau) \, d\tau
\]

\[
= \int_\eta^\xi \int_\eta^{\xi} N(\tau') \cdot N(\xi)g(\tau') \kappa(\tau) \, d\tau'g(\tau) \, d\tau
\]

and hence for any \( \zeta \) lying between \( \xi \) and \( \eta \),

\[
|\gamma(\xi) - \gamma(\eta)| \cdot |N(\xi)| \leq C_M \int_\eta^\xi \int_\eta^{\xi} |\kappa(\tau)| \, d\tau' \, d\tau = O(C_M M\kappa(\xi)|\xi - \eta|^{2}).
\]

\[\square\]

The next result will be crucial for both the wellposedness and ill-posedness results.

**Corollary 2.3.** Let \( 1 < p \leq \infty, \alpha = 1 - \frac{1}{p}, \) and \( \gamma \in B_p^M \). For any \( \xi, \eta \in \mathbb{T}, \xi \neq \eta \) and any \( \zeta \in \mathbb{T} \) such that \( |\zeta - \xi|, |\zeta - \eta| \leq |\xi - \eta| \), there holds

\[
\frac{|\gamma(\xi) - \gamma(\eta)|}{|\gamma(\xi) - \gamma(\eta)|^2} = \frac{\xi - \eta}{g(\zeta)|\xi - \eta|^2} + O(C_M|\xi - \eta|^\alpha - 1).
\]

**Proof.** Taylor expansion shows that for any \( M > 1 \), there exists a small \( \epsilon_M > 0 \) such that for any \( 0 < |\xi - \eta| \leq \epsilon_M \) we have

\[
\frac{|\xi - \eta|^2}{|\gamma(\xi) - \gamma(\eta)|^2} = \frac{1}{g(\xi)|\xi - \eta|^2} + O(C_M|\xi - \eta|^\alpha); \tag{2.12}
\]

this follows from Hölder regularity of \( g \) and \( T \). Then due to the arc-chord \( \Gamma \leq M \), we also have that (2.12) holds in the regime \( |\xi - \eta| \geq \epsilon_M \) as well (for a sufficiently large \( C_M > 0 \)). The conclusion then follows from the estimate (2.10) in Lemma 2.2 and the assumption \( \gamma \in B_p^M \). \( \square \)

**2.4. Differentiability of the velocity field.** A key ingredient in the existence proof is the differentiability of the velocity field along the patch boundary. In this subsection, we show that if \( \gamma \) is a simple closed \( W^{2,p}(\mathbb{T}) \) parametric curve, i.e. \( \gamma \in B_p^M \), then the velocity \( v(\gamma) \) defined according to the Biot-Savart law (2.2) is also \( W^{2,p}(\mathbb{T}) \). Note that the argument below proving \( L^p \) bounds of \( \partial_x^2 v \) fails when \( p = \infty \), which suggests the \( C^2 \) illposedness of the vortex patch.
The main result of this subsection is the following. Note that we specifically use arc-length derivatives as these formulas will be used in Section 5.

**Proposition 2.4.** Let $1 < p < \infty$ and $\gamma \in B^p_\gamma$ for some $M > 1$. Then the velocity $v = v(\gamma)$ defined according to (2.2) satisfies $v \in W^{2,p}(T)$. In particular, $v$ is differentiable a.e with arc-length derivative

$$\partial_\gamma v(\gamma(\xi)) = \text{P.V.} \int_{\gamma} T(\eta) \frac{(\gamma(\xi) - \gamma(\eta)) \cdot T(\xi)}{|\gamma(\xi) - \gamma(\eta)|^2} g(\eta) \, d\eta,$$

(2.13)

and $\partial_\gamma v$ is a.e. differentiable with arc-length derivative

$$\partial_{\gamma}^2 v(\gamma(\xi)) = -\text{P.V.} \int_{\gamma} \kappa(\eta) N(\eta) \frac{(\gamma(\xi) - \gamma(\eta)) \cdot T(\xi)}{|\gamma(\xi) - \gamma(\eta)|^2} g(\eta) \, d\eta$$

$$+ \int_{\gamma} T(\eta) \frac{[(T(\xi) - T(\eta)) \cdot T(\xi) - \kappa(\xi)(\gamma(\xi) - \gamma(\eta)) \cdot N(\xi)]}{|\gamma(\xi) - \gamma(\eta)|^2} g(\eta) \, d\eta$$

$$- 2 \int_{\gamma} T(\eta) \frac{(\gamma(\xi) - \gamma(\eta)) \cdot T(\xi)}{|\gamma(\xi) - \gamma(\eta)|^2} \frac{(\gamma(\xi) - \gamma(\eta)) \cdot (T(\xi) - T(\eta))}{|\gamma(\xi) - \gamma(\eta)|^4} g(\eta) \, d\eta,$$

(2.14)

where the right-hand side of (2.13) and (2.14) are well-defined functions in $W^{1,p}(T)$ and respectively $L^p(T)$.

In addition, for any $M > 1$ there exists a constant $C_M$ such that

$$|v|_{W^{2,p}(T)} \leq C_M.$$

(2.15)

**Proof.** We proceed in several steps: first, show the expressions of derivatives are $W^{1,p}$ and $L^p$ functions; next, show that they are derivatives of the velocity in distributional sense; then, conclude that velocity is differentiable a.e. with derivative equal to those expressions.

**Step 1:** bounds of (2.13)

Let us first show that the right-hand side of (2.13) is a well-defined function in $L^\infty(T)$. Appealing to Corollary 2.3 and the bound (2.8b), we have

$$\text{P.V.} \int_{\gamma} T(\eta) \frac{(\gamma(\xi) - \gamma(\eta)) \cdot T(\xi)}{|\gamma(\xi) - \gamma(\eta)|^2} g(\eta) \, d\eta$$

$$= \text{P.V.} \int_{\gamma} T(\eta) \frac{\xi - \eta}{g(\eta) |\xi - \eta|^2} g(\eta) \, d\eta + \int_{\gamma} O(C_M |\xi - \eta|^{-1+\alpha}) \, d\eta$$

(2.16)

$$= \int_{\gamma} O(C_M |\xi - \eta|^{-1+\alpha}) \, d\eta \leq C_M;$$

the first term in the penultimate line is zero due to odd symmetry.

**Step 2:** $W^{1,p}$ differentiability of $v$

To justify the formal differentiation under the integral, we define $D_\epsilon(\xi)$, a function on $T$, by

$$D_\epsilon(\xi) = g(\xi) \int_{|\xi - \eta| \geq \epsilon} T(\eta) \frac{(\gamma(\xi) - \gamma(\eta)) \cdot T(\xi)}{|\gamma(\xi) - \gamma(\eta)|^2} \, d\eta,$$

such that $\lim_{\epsilon \to 0^+} D_\epsilon(\xi)$ equals to the right hand side of (2.13) times $g(\xi)$. In fact, the proof of (2.16) above implies that $|D_\epsilon(\xi)| \leq C_M$ for any $\xi \in T$ uniformly for $0 < \epsilon \leq 1$. So by the dominated convergence, it suffices to show that for any $\varphi \in C^\infty(T)$ we have

$$\lim_{\epsilon \to 0^+} \int_T D_\epsilon \varphi \, d\xi = -\int_T v \varphi' \, d\xi.$$

(2.17)
By Fubini for all $\epsilon > 0$ we have

$$
\int_{T} D_{\epsilon} \varphi d\xi = \int_{T} \int_{|\xi - \eta| \geq \epsilon} g(\xi) T(\eta) \frac{(\gamma(\xi) - \gamma(\eta)) \cdot T(\xi)}{|\gamma(\xi) - \gamma(\eta)|^2} \varphi(\xi) d\xi d\eta.
$$

Since in the region $|\xi - \eta| \geq \epsilon$, we have $g(\xi) \frac{(\gamma(\xi) - \gamma(\eta)) \cdot T(\xi)}{|\gamma(\xi) - \gamma(\eta)|^2} = \partial_\xi \ln |\gamma(\xi) - \gamma(\eta)|$, we can integrate by parts in the variable $\xi$, and the conclusion would follow if we can show the boundary terms vanish:

$$
\varphi(\xi) \ln |\gamma(\xi) - \gamma(\eta)| \bigg|_{\xi = -\epsilon}^{\xi = \epsilon} \to 0 \quad \text{uniformly as } \epsilon \to 0. \quad (2.18)
$$

This is not hard to show by using the $W^{2,p}$, $p > 1$ regularity of $\gamma$. Indeed, let $\alpha = 1 - \frac{1}{p}$, let us still denote by $\hat{\gamma}$ $K$ be such that $\hat{\gamma} T(\gamma)$ proved, the integration by parts is justified and we have established

$$
\partial_{\xi} T(\gamma) = \partial_{\xi} F \quad \text{or simplicity, let us still denote by } \hat{\gamma} T(\gamma). \quad (2.19)
$$

With these bounds, we can show (2.18). Indeed, we have

$$
\left| \varphi(\xi) \ln |\gamma(\xi) - \gamma(\eta)| \right|_{\xi = -\epsilon}^{\xi = \epsilon} = \left| \left[ \varphi(\xi + \epsilon) - \varphi(\xi - \epsilon) \right] \ln |\gamma(\xi) - \gamma(\xi + \epsilon)| \right|
$$

$$
+ \varphi(\xi - \epsilon) \ln \left| \frac{\gamma(\xi) - \gamma(\xi + \epsilon)}{\gamma(\xi) - \gamma(\xi - \epsilon)} \right|
$$

$$
\lesssim \epsilon \left| \varphi \right|_{L^\infty(T)} (1 + |\ln \epsilon|) + \ln \left| \frac{1 + C_M \epsilon^\alpha}{1 - C_M \epsilon^\alpha} \right| \to 0 \quad \text{as } \epsilon \to 0^+.
$$

With (2.18) proved, the integration by parts is justified and we have established (2.17). So $v \in W^{1,p}(T)$ and (2.13) holds.

**Step 3: bounds of (2.14)**

For simplicity, let us still denote by $\partial_{\xi}^2 v$ the right-hand side of (2.14). To show that this object is in $L^p(T)$, we consider the decomposition

$$
\partial_{\xi}^2 v(\xi) = \sum_{1 \leq i \leq 4} K_i(\xi)
$$

where terms $K_i$ are explicitly defined below

$$
K_1 = -P.V. \int_T \kappa(\eta) N(\eta) \frac{(\gamma(\xi) - \gamma(\eta)) \cdot T(\xi)}{|\gamma(\xi) - \gamma(\eta)|^2} g(\eta) d\eta
$$

$$
K_2 = \int_T T(\eta) \frac{(T(\xi) - T(\eta)) \cdot T(\xi)}{|\gamma(\xi) - \gamma(\eta)|^2} g(\eta) d\eta
$$

$$
K_3 = -\kappa(\xi) \int_T T(\eta) \frac{(\gamma(\xi) - \gamma(\eta)) \cdot N(\xi)}{|\gamma(\xi) - \gamma(\eta)|^2} g(\eta) d\eta
$$

$$
K_4 = -2 \int_T T(\eta) \frac{(\gamma(\xi) - \gamma(\eta)) \cdot T(\xi) ((\gamma(\xi) - \gamma(\eta)) \cdot (T(\xi) - T(\eta)))}{|\gamma(\xi) - \gamma(\eta)|^4} g(\eta) d\eta.
$$

**Estimate of $K_1$:**
By Corollary 2.3,
\[ |K_1|_{L^p(T)} \leq \left[ \int_T \left| \int_T \kappa(\eta)N(\eta) \frac{(\xi - \eta)}{g(\eta)\xi - \eta}^2 g(\eta) \, d\eta \right|^p \, d\xi \right]^{\frac{1}{p}} + O \left( C_M \int_T \left| \int_T |\kappa(\eta)||\xi - \eta|^\alpha \, d\eta \right|^p \, d\xi \right)^{\frac{1}{p}}. \]

Since \( 1 < p < \infty \) and \( |\kappa|_{L^p(T)} \leq M \), the \( L^p \)-boundedness of the Hilbert transform and Young’s inequality imply that \( |K_1|_{L^p(T)} \leq C_M \).

**Estimate of \( K_2 \):**
By the maximal estimate (2.9d) from Lemma 2.2 with \( \zeta = \xi \),
\[ |K_2(\xi)| \leq \int_T \left| \frac{(T(\xi) - T(\eta)) \cdot T(\xi)}{\gamma(\xi) - \gamma(\eta)} g(\eta) \, d\eta \right| \leq C_M \int_T |\mathcal{M}(\xi)||\xi - \eta|^{-1+\alpha} \, d\eta, \]
so Young’s inequality implies that \( |K_2|_{L^p(T)} \leq C_M \).

**Estimate of \( K_3 \):**
Since \( |\kappa|_{L^p(T)} \leq C_M \), it suffices to show that
\[ \sup_{\xi} \left| \int_T T(\eta) \frac{(\gamma(\xi) - \gamma(\eta)) \cdot N(\xi)}{|\gamma(\xi) - \gamma(\eta)|^2} g(\eta) \, d\eta \right| < \infty. \]
Thanks to (2.8d), we have
\[ \sup_{\xi} \left| \int_T T(\eta) \frac{(\gamma(\xi) - \gamma(\eta)) \cdot N(\xi)}{|\gamma(\xi) - \gamma(\eta)|^2} g(\eta) \, d\eta \right| \leq C_M \sup_{\xi} \int_T |\xi - \eta|^{-1+\alpha} \, d\eta, \]
and thus the bound for \( K_3 \) is established.

**Estimate of \( K_4 \):**
For \( K_4 \), we apply absolute value to the integrand and then the estimate (2.9e) to obtain
\[ K_4(\xi) \leq C_M \int_T \left| \frac{(\gamma(\xi) - \gamma(\eta)) \cdot T(\xi) \cdot (\gamma(\xi) - \gamma(\eta)) \cdot (T(\xi) - T(\eta))}{|\gamma(\xi) - \gamma(\eta)|^4} \right| \, d\eta, \]
\[ \leq C_M \int_T \left| \frac{\gamma(\xi) - \gamma(\eta)) \cdot (T(\xi) - T(\eta))}{|\gamma(\xi) - \gamma(\eta)|^3} \right| \, d\eta \]
\[ \leq C_M \int_T |\mathcal{M}(\xi)||\xi - \eta|^{-1+\alpha} \, d\eta. \]
Since \( |\kappa|_{L^p(T)} \leq C_M \), we conclude that \( |K_4|_{L^p(T)} \leq C_M \).

We have thus shown the right-hand side of (2.14) defines a function in \( L^p(T) \).

**Step 4: \( W^{2,p} \) differentiability of \( v \)**
We now prove \( v(\gamma) \in W^{2,p}(\mathbb{T}) \) by showing (2.14). To verify that (2.14) holds, it suffices to show that the derivative \( \partial_t (\partial_x \phi) \) equals to the right-hand side of (2.14) times \( g(\xi) \), which we denote by \( E(\xi) \). Again, since we have shown the right-hand side of (2.14) is in \( L^p(T) \) and \( g = |\gamma| \in W^{1,p}(\mathbb{T}) \), it suffices to show for any \( \varphi \in C^\infty(\mathbb{T}) \),
\[ \lim_{\varepsilon \to 0^+} \int_T D_\varepsilon \phi' \, d\xi = - \int_T E \varphi \, d\xi. \]
Reparametrizing the integral $D_\epsilon$ via $\eta \mapsto \eta + \xi$ and then applying Fubini yield
\[
\lim_{\epsilon \to 0^+} \int_T D_\epsilon \varphi' \, d\xi = \lim_{\epsilon \to 0^+} \int_{|\eta| \geq \epsilon} \int_T T(\xi + \eta) \frac{(\gamma(\xi) - \gamma(\xi + \eta)) \cdot T(\xi)}{|\gamma(\xi) - \gamma(\xi + \eta)|^2} \, d\eta \varphi' \, (\xi) \, d\xi
\]
\[
= \lim_{\epsilon \to 0^+} \int_{|\eta| \geq \epsilon} \int_T \frac{\gamma(\xi) - \gamma(\xi + \eta) \cdot T(\xi)}{|\gamma(\xi) - \gamma(\xi + \eta)|^2} \varphi' \, (\xi) \, d\xi \, d\eta \quad \text{a.e. differentiable with respect to } \xi
\]
\[
(2.20)
\]

Since $\gamma$ is $W^{2,p}$, as shown above, for each fixed $\eta \in T$, $|\eta| \geq \epsilon$, the inner integrand in (2.20) is a.e. differentiable with respect to $\xi$, with derivative
\[
- g(\xi)\kappa(\xi + \eta)N(\xi + \eta) \frac{(\gamma(\xi) - \gamma(\xi + \eta)) \cdot T(\xi)}{|\gamma(\xi) - \gamma(\xi + \eta)|^2}
\]
\[
+ g(\xi)T(\xi + \eta) \left[ \frac{(T(\xi) - T(\xi + \eta)) \cdot T(\xi) - (\gamma(\xi) - \gamma(\xi + \eta)) \cdot \kappa(\xi)N(\xi)}{|\gamma(\xi) - \gamma(\xi + \eta)|^2} \right]
\]
\[
- 2g(\xi) \frac{T(\xi + \eta)((\gamma(\xi) - \gamma(\xi + \eta)) \cdot T(\xi))(\gamma(\xi) - \gamma(\xi + \eta)) \cdot (T(\xi) - T(\xi + \eta)))}{|\gamma(\xi) - \gamma(\xi + \eta)|^4}
\]
\[
(2.21)
\]

As a result, we can integrate by parts in the $\xi$ variable in (2.20) and use Fubini once again to obtain that
\[
\lim_{\epsilon \to 0^+} \int_T D_\epsilon \varphi' \, d\xi = - \lim_{\epsilon \to 0^+} \int_{|\eta| \geq \epsilon} \int_T (2.21) \varphi(\xi) \, d\xi \, d\eta
\]
\[
= - \lim_{\epsilon \to 0^+} \int_T \int_{|\eta| \geq \epsilon} (2.21) \varphi(\xi) \, d\eta \, d\xi.
\]

We reparametrize back $\xi + \eta \mapsto \eta$ and compare the above to (2.19) (recall that $E(\xi)$ equals to right-hand side of (2.14) times $g(\xi)$) to obtain
\[
\lim_{\epsilon \to 0^+} \int_T D_\epsilon \varphi' \, d\xi = - \int_T E \varphi \, d\xi + \lim_{\epsilon \to 0^+} \int_T \varphi \, \int_{|\xi - \eta| < \epsilon} Z(\xi, \eta) \, d\eta \, d\xi
\]
where the integrand $Z(\xi, \eta)$ corresponds to the last two lines of (2.21) (since the principal value part cancels by definition) and is given by
\[
Z(\xi, \eta) := - g(\xi)T(\eta) \left[ \frac{(T(\xi) - T(\eta)) \cdot T(\xi) - \kappa(\xi)(\gamma(s) - \gamma(\eta)) \cdot N(\xi)}{|\gamma(\xi) - \gamma(\eta)|^2} \right]
\]
\[
+ 2g(\xi)T(\eta) \frac{((\gamma(\xi) - \gamma(\eta)) \cdot T(\xi))((\gamma(\xi) - \gamma(\eta)) \cdot (T(\xi) - T(\eta)))}{|\gamma(\xi) - \gamma(\eta)|^4}
\]
To show (2.19) holds, we need to show the remaining error
\[
\int_T \varphi \int_{|\xi - \eta| < \epsilon} Z(\xi, \eta) \, d\eta \, d\xi \to 0 \quad \text{as } \epsilon \to 0.
\]
(2.22)

We present a proof of (2.22) using Lemma 2.2. Observe that (2.9d), (2.8d), and (2.8f) imply
\[
\left| T(\eta) \frac{|(T(\xi) - T(\eta)) \cdot T(\xi)|}{|\gamma(\xi) - \gamma(\eta)|^2} \right| \leq C_M \kappa(\xi)|\xi - \eta|^{-1+\alpha}
\]
(2.23)
\[
\left| T(\eta) \frac{\kappa(\xi)(\gamma(\xi) - \gamma(\eta)) \cdot N(\xi)}{|\gamma(\xi) - \gamma(\eta)|^2} \right| \leq C_M \kappa(\xi)|\xi - \eta|^{-1+\alpha};
\]
(2.24)
while (2.9e) and (2.8f) imply
\[ \left| T(\eta) \left( (\gamma(\xi) - \gamma(\eta)) \cdot T(\xi) \right) \right| \leq C_M \mathcal{M}\kappa(\xi)|\xi - \eta|^{-1+\alpha}. \] (2.25)

These estimates (2.23)–(2.25) imply for all \( \eta \neq \xi \) the bound
\[ |Z(\xi, \eta)| \leq C_M \left( \mathcal{M}\kappa(\xi)|\xi - \eta|^{-1+\alpha} + \kappa(\xi)|\xi - \eta|^{-1+\alpha} \right). \] (2.26)

By (2.26), the Hölder inequality, and the boundedness of the maximal function in \( L^p \) for \( p > 1 \), we have that
\[ \lim_{\varepsilon \to 0^+} \left| \int_{\gamma} \varphi(\xi) \int_{|\xi - \eta| < \varepsilon} Z \, d\eta \, d\xi \right| \leq C_M |\varphi|_{L^\infty(T)} \lim_{\varepsilon \to 0^+} \int_{|\xi| < \varepsilon} |\xi|^{-1+\alpha} \, d\xi \leq C_M |\varphi|_{L^\infty(T)} \lim_{\varepsilon \to 0^+} \varepsilon^\alpha = 0. \]

Now that (2.19) is established, we conclude that \( \partial_s v \in W^{1,p}(\mathbb{T}) \) and (2.14) holds. \( \square \)

2.5. Contraction estimates of the solution map. The last ingredient for the Banach fixed-point argument is the Lipschitz continuity for the nonlinear map \( \gamma \mapsto v(\gamma) \) in the Sobolev space \( W^{2,p} \). The main results are Proposition 2.7 and Proposition 2.8 below.

We fix \( 1 < p < \infty \) in this subsection and let \( \gamma_i \in \mathcal{B}_p^M \) for \( i = 1, 2 \). We use the notation \( g_i, T_i, N_i \) and \( \kappa_i \) to denote the arc-length, tangent, normal, and curvature of the curve \( \gamma_i \). In addition \( v_i : \mathbb{T} \to \mathbb{R}^2 \) denotes the velocity associated to \( \gamma_i \), and \( \partial_s v_i = \frac{\partial}{\partial s} v_i \) denotes the corresponding differentiation in arc-length on the curve \( \gamma_i \).

Since we will be frequently taking difference between functions defined by \( \gamma_1 \) and \( \gamma_2 \), we introduce the notation \( \Delta [f_i] := f_1 - f_2 \) for any functions \( f_i \) defined by \( \gamma_i \) on \( T \). For instance, \( \Delta[\gamma_i](\xi) = \gamma_1(\xi) - \gamma_2(\xi) \) and \( \Delta [T_1(\xi) - T_1(\eta)] = [T_1(\xi) - T_1(\eta)] - [T_2(\xi) - T_2(\eta)] \). We will frequently use the telescoping formula
\[ \Delta [f_i g_i] = \Delta [f_i] g_i + f_2 \Delta [g_i]. \] (2.27)

For brevity, we denote by \( \delta \geq 0 \) the distance between two sets of data in \( X_p \):
\[ \delta = |\gamma_1 - \gamma_2|_{W^{2,p}(\mathbb{T})}. \] (2.28)

These conventions allow for a more streamlined argument.

Again, we start with a few basic estimates that will serve as the “building blocks” in the estimation below. Recall that \( \alpha := 1 - \frac{1}{p} \) and \( C_M > 0 \) denotes a constant depending on \( M \) and \( p \) that may change from line to line.

The assumption on \( \gamma_i \) and the definition of \( \delta \) imply directly the estimates
\[ |\Delta[T_i]|_{L^\infty(\mathbb{T})} \leq C_M \delta \] (2.29a)
\[ |\Delta[g_i]|_{L^\infty(\mathbb{T})} \leq C |\Delta[g_i]|_{W^{1,p}(\mathbb{T})} \leq C_M \delta. \] (2.29b)
\[ |\Delta[\kappa_i]|_{L^p(\mathbb{T})} \leq C_M \delta, \] (2.29c)
which by the fundamental theorem of calculus and simple telescoping further implies the following set of estimates

\[
|\Delta [\gamma_i(\xi) - \gamma_i(\eta)]| \leq C_M \delta |\xi - \eta| \tag{2.30a}
\]
\[
|\Delta [T_i(\xi) - T_i(\eta)]| \leq C_M \delta |\xi - \eta|^{1+\alpha} \tag{2.30b}
\]
\[
|\Delta [g_i(\xi) - g_i(\eta)]| \leq C_M \delta |\xi - \eta|^{\alpha}. \tag{2.30c}
\]

The following lemma is our main building block for proving the Lipschitz continuity for the map \( \gamma \mapsto v(\gamma) \) in \( W^{2,p}(\mathbb{T}) \).

**Lemma 2.5.** Let \( \gamma_i \in B^M_p \), \( i = 1, 2 \). For any \( \xi, \eta \in \mathbb{T} \),

\[
\Delta \left[ (\gamma_i(\xi) - \gamma_i(\eta)) \cdot T_i(\xi) \right] = \Delta [g_i(\xi)(\xi - \eta) + O(C_M \delta |\xi - \eta|^{1+\alpha})] \tag{2.31a}
\]
\[
\Delta \left[ (\gamma_i(\xi) - \gamma_i(\eta)) \cdot N_i(\xi) \right] = O(C_M \delta |\xi - \eta|^{1+\alpha}) \tag{2.31b}
\]

and there exists a bounded function \( |C_\delta(\xi)| \leq C_M \delta \) such that

\[
\Delta \left[ \frac{1}{|\gamma_i(\xi) - \gamma_i(\eta)|} \right] = \frac{C_\delta(\xi)}{|\xi - \eta|^2} + O(C_M \delta |\xi - \eta|^{-2+\alpha}). \tag{2.32}
\]

In addition, for any \( \xi, \eta \in \mathbb{T} \) and any \( \zeta \in \mathbb{T} \) such that \( |\eta - \zeta|, |\xi - \zeta| \leq |\xi - \eta| \) we have the maximal estimates

\[
|\Delta [(T_i(\xi) - T_i(\eta)) \cdot T_i(\xi)]| \leq C_M |\xi - \eta|^{1+\alpha} \left( \delta \max_i \mathcal{M}_\nu_i(\zeta) + \mathcal{M} \Delta [\kappa_i(\zeta)] \right), \tag{2.33a}
\]
\[
|\Delta [(\gamma_i(\xi) - \gamma_i(\eta))(T_i(\xi) - T_i(\eta))]| \leq C_M |\xi - \eta|^{2+\alpha} \left( \delta \max_i \mathcal{M}_\nu_i(\zeta) + \mathcal{M} \Delta [\kappa_i(\zeta)] \right). \tag{2.33b}
\]

**Proof.** We prove these one by one using repeatedly the fundamental theorem of calculus, (2.29a)–(2.29c), and (2.30a)–(2.30c).

**Estimate for (2.31a).**

We first rewrite the left-hand side by the telescoping formula (2.27)

\[
\Delta \left[ (\gamma_i(\xi) - \gamma_i(\eta)) \cdot T_i(\xi) \right] = \int_\eta^\xi \Delta [T_i(\tau) g_i(\tau) \cdot T_i(\xi)] \, d\tau
\]
\[
= \int_\eta^\xi \left( \Delta \left[ (T_i(\tau) - T_i(\xi)) g_i(\tau) \cdot T_i(\xi) \right] + \Delta [g_i(\tau)] \right) \, d\tau
\]
\[
= \Delta [g_i(\xi)(\xi - \eta)] + \int_\eta^\xi \left( \Delta \left[ (T_i(\tau) - T_i(\xi)) g_i(\tau) \cdot T_i(\xi) \right]
\]
\[
+ \Delta [g_i(\tau) - g_i(\xi)] \right) \, d\tau
\]

By (2.29a), (2.29b), and (2.30b),

\[
|\Delta \left[ (T_i(\tau) - T_i(\xi)) g_i(\tau) \cdot T_i(\xi) \right]| = O(C_M \delta |\xi - \tau|^{\alpha}),
\]

so this and (2.30c) prove (2.31a):

\[
\Delta \left[ (\gamma_i(\xi) - \gamma_i(\eta)) \cdot T_i(\xi) \right] = \Delta [g_i(\xi)(\xi - \eta)] + O(C_M \delta |\xi - \eta|^{1+\alpha}).
\]

**Estimate for (2.31b).**
We use fundamental theorem of calculus twice to obtain
\[
\Delta \left[ (\gamma_i(\xi) - \gamma_i(\eta)) \cdot \mathbf{N}_i(\xi) \right] = \Delta \left[ \int_{\eta}^{\xi} \int_{\tau}^{\xi} \kappa_i(\tau') g_i(\tau') \mathbf{N}_i(\tau') \cdot \mathbf{N}_i(\xi) g_i(\tau) \, d\tau' \, d\tau \right].
\] (2.34)

Distributing \( \Delta \) in (2.34) gives
\[
\Delta \left[ (\gamma_i(\xi) - \gamma_i(\eta)) \cdot \mathbf{N}_i(\xi) \right] = \int_{\eta}^{\xi} \int_{\tau}^{\xi} \Delta \left[ \kappa_i(\tau') \right] g_i(\tau') \mathbf{N}_i(\tau') \cdot \mathbf{N}_i(\xi) g_i(\tau) \, d\tau' \, d\tau
+ \int_{\eta}^{\xi} \int_{\tau}^{\xi} \kappa_i(\tau') \Delta \left[ g_i(\tau') \right] \mathbf{N}_i(\tau') \cdot \mathbf{N}_i(\xi) g_i(\tau) \, d\tau' \, d\tau.
\]

We can estimate the first term by its absolute value and the second term by using the pointwise bound \( |\Delta[g_i(\tau') \mathbf{N}_i(\tau') \cdot \mathbf{N}_i(\xi) g_i(\tau)]| \leq C_M \delta \) thanks to (2.29a)–(2.29c). These considerations along with the assumption \( |\kappa_{L^p(T)}| \leq M \) and the Hölder inequality imply
\[
\Delta \left[ (\gamma_i(\xi) - \gamma_i(\eta)) \cdot \mathbf{N}_i(\xi) \right] = O(C_M |\Delta[\kappa_i]|_{L^p(T)} |\xi - \eta|^{1+\alpha})
+ O \left( C_M \delta \int_{\eta}^{\xi} \int_{\tau}^{\xi} |\kappa_i(\tau')| \, d\tau' \, d\tau \right)
= O(C_M \delta |\xi - \eta|^{1+\alpha}).
\]

**Estimate for (2.32).**

We start with
\[
\Delta \left[ \frac{1}{|\gamma_i(\xi) - \gamma_i(\eta)|^2} \right] = \frac{|\gamma_i(\xi) - \gamma_i(\eta)| \cdot (\gamma_i(\xi) - \gamma_i(\eta) + \gamma_i(\xi) - \gamma_i(\eta))}{|\gamma_i(\xi) - \gamma_i(\eta)|^2 |\gamma_i(\xi) - \gamma_i(\eta)|^2}. \tag{2.35}
\]

Observe that
\[
\Delta \left[ (\gamma_i(\xi) - \gamma_i(\eta)) \right] = \Delta \left[ (\gamma_i(\xi)) (\xi - \eta) \right] + O(C_M \delta |\xi - \eta|^{1+\alpha}). \tag{2.36}
\]

Also, as in (2.12), for any \( \xi, \eta \in T \) with \( \xi \neq \eta \), we have
\[
\frac{|\xi - \eta|^2}{|\gamma_i(\xi) - \gamma_i(\eta)|^2} = \frac{1}{g_i(\xi)^2} + O(C_M |\xi - \eta|^{\alpha}). \tag{2.37}
\]

So by (2.35), (2.36), and (2.37), we have for some bounded function \( |C_\delta(\xi)| \leq C_M \delta \) that
\[
\Delta \left[ \frac{1}{|\gamma_i(\xi) - \gamma_i(\eta)|^2} \right] = \frac{\Delta \left[ (\gamma_i(\xi)) (\xi - \eta) + O(C_M \delta |\xi - \eta|^{1+\alpha}) \right]}{|g_i(\xi)|^2 |g_2(\xi)|^2 |\xi - \eta|^4}
\times \left[ (\gamma_i(\xi) + \gamma_i(\xi))(\xi - \eta) + O(C_M |\xi - \eta|^{1+\alpha}) \right]
+ O(C_M \delta |\xi - \eta|^{-2+\alpha})
= \frac{C_\delta(\xi)}{(|\xi - \eta|^2) + O(C_M \delta |\xi - \eta|^{\alpha-2})}.
\]

**Estimate for (2.33a).**
By the telescoping formula (2.27),
\[
\Delta [(T_i(\xi) - T_i(\eta)) \cdot T_i(\xi)] = \int_\eta^\xi \Delta [N_i(\tau) \cdot T_i(\xi)\kappa_i(\tau)g_i(\tau)] \, d\tau \\
= -\int_\eta^\xi \Delta [N_i(\tau) \cdot T_i(\xi)]\kappa_1(\tau)g_1(\tau) \, d\tau \\
- \int_\eta^\xi N_2(\tau) \cdot T_2(\xi)\Delta [\kappa_i(\tau)] \, g_1(\tau) \, d\tau \\
- \int_\eta^\xi N_2(\tau) \cdot T_2(\xi)\kappa_2(\tau)\Delta [g_i(\tau)] \, d\tau.
\]

We use (2.8c), the difference bounds (2.30a)-(2.30c) to obtain that
\[
\Delta [(T_i(\xi) - T_i(\eta)) \cdot T_i(\xi)] = O \left( C_M\delta |\xi - \eta|^{\alpha} \int_\eta^\xi |\kappa_1(\tau)| \, d\tau \right) \\
+ O \left( C_M|\xi - \eta|^{\alpha} \int_\eta^\xi |\Delta [\kappa_1(\tau)]| \, d\tau \right) \\
+ O \left( C_M\delta |\xi - \eta|^{\alpha} \int_\eta^\xi |\kappa_2(\tau)| \, d\tau \right).
\]

So by the definition of maximal function we have
\[
\Delta [(T_i(\xi) - T_i(\eta)) \cdot T_i(\xi)] = O(C_M\delta |\xi - \eta|^{1+\alpha}\max_i M\kappa_i(\xi)) \\
+ O(C_M|\xi - \eta|^{1+\alpha}M\max_i |\kappa_i|)(\xi).
\]

**Estimate for (2.33b)**

Since by the fundamental theorem of calculus,
\[
\Delta (\tau_i - \gamma_i(\eta)((T_i(\xi) - T_i(\eta)) \\
= -\int_\eta^\xi \int_\eta^\xi \Delta [g_i(\tau)\tau_i(\tau) \cdot N_1(\tau'')\kappa_i(\tau'')g_i(\tau'')] \, d\tau' \, d\tau,
\]
the bound follows from the same argument for (2.33a). The extra power of $|\xi - \eta|$ is given by the extra layer of integration.

Thanks to (2.32) and (2.31a), we have the following estimate for the differences of factors with linear dispersion in $\partial_y^2 v$.

**Corollary 2.6.** Let $\gamma_i \in B^M_p$, $i = 1, 2$. There exists a bounded function $|C_\delta(\xi)| \leq C_M\delta$ such that for all $\xi, \eta \in \mathbb{T}$, we have
\[
\Delta \left[ \frac{(\gamma_i(\xi) - \gamma_i(\eta)) \cdot T_i(\xi)}{|\gamma_i(\xi) - \gamma_i(\eta)|^2} \right] = C_\delta(\xi) \frac{\xi - \eta}{|\xi - \eta|^2} + O(C_M\delta |\xi - \eta|^{1-\alpha}). \quad (2.38a)
\]

With all the preparations, we first show the Lipschitz continuity of $\gamma \to v(\gamma)$ in $B^M_p$ with a norm depending on $M$. As before, we will frequently use the telescoping formula
\[
\Delta [f_i g_i] = \Delta [f_i] g_i + f_2 \Delta [g_i].
\]
Proposition 2.7. Let \( \gamma_i \in B^M_p \), \( i = 1, 2 \). Denote the distance between them in \( X_p \) by \( \delta = |\Delta[\gamma_i]|_{W^{2,p}(T)} \). The map \( \gamma \mapsto v(\gamma) \) satisfies
\[
|v(\gamma_1) - v(\gamma_2)|_{L^\infty(T)} \leq C_M \delta.
\] (2.39)

Proof. \[
\Delta [v(\gamma_i)] = \int_T \Delta [T_i(\eta)g_i(\eta)] \ln |\gamma_1(\xi) - \gamma_1(\eta)| \, d\eta
\]
\[
\quad + \int_T T_2(\eta)g_2(\eta) \Delta [\ln |\gamma_2(\xi) - \gamma_2(\eta)|] \, d\eta.
\]

For the first term, since \( \gamma_i \in B^M_p \), we have \( C_M^{-1} |\xi - \eta| \leq |\gamma_i(\xi) - \gamma_i(\eta)| \leq C_M |\xi - \eta| \). This implies the bound
\[
|\ln |\gamma_1(\xi) - \gamma_1(\eta)|| \leq C_M + |\ln |\xi - \eta||. \tag{2.40}
\]

For the second term, without loss of generality we assume \( |\ln |\gamma_i(\xi) - \gamma_i(\eta)|| \geq 1 \). We start with an elementary inequality \( \ln(1 + x) \leq x \) for \( x > 0 \):
\[
|\Delta [\ln |\gamma_1(\xi) - \gamma_1(\eta)||] = \ln \left| \frac{\gamma_1(\xi) - \gamma_1(\eta)}{\gamma_2(\xi) - \gamma_2(\eta)} \right|
\]
\[
\quad \leq \ln \left( 1 + \left| \frac{\Delta [\gamma_1(\xi) - \gamma_1(\eta)]}{\gamma_2(\xi) - \gamma_2(\eta)} \right| \right) \leq \left| \frac{\Delta [\gamma_1(\xi) - \gamma_1(\eta)]}{\gamma_2(\xi) - \gamma_2(\eta)} \right|.
\]

Since the definition of \( \delta \) and assumptions \( \gamma_i \in B^M_p \) imply that
\[
|\Delta [\ln |\gamma_i(\xi) - \gamma_i(\eta)||] \leq C_M \delta,
\]
we have the bound for the second part:
\[
\left| \int_T T_2(\eta)g_2(\eta) \Delta [\ln |\gamma_i(\xi) - \gamma_i(\eta)||] \, d\eta \right| \leq C_M \delta. \tag{2.41}
\]

Combining the two parts (2.40) and (2.41), we conclude that
\[
|\Delta [v(\gamma_i)]|_{L^\infty(T)} \leq C_M \delta.
\]

Next, we estimate the second-order derivative for the map \( \gamma \mapsto v(\gamma) \) as the bound of the first-order derivative can be recovered by interpolation.

Proposition 2.8. Let \( \gamma_i \in B^M_p \), \( i = 1, 2 \). Denote the distance between them in \( X_p \) by \( \delta = |\Delta[\gamma_i]|_{W^{2,p}(T)} \). The map \( \gamma \mapsto v(\gamma) \) satisfies
\[
|\partial^2_\xi v(\gamma_1) - \partial^2_\xi v(\gamma_2)|_{L^p(T)} \leq C_M \delta. \tag{2.42}
\]

Proof. We apply the difference \( \Delta \) to each term in \( \partial^2_\xi v \) (2.14) and obtain the decomposition:
\[
\Delta [\partial^2_\xi v(\gamma_i)] := \sum_{1 \leq n \leq 4} H_n(\xi),
\]
with

\[ H_1(\xi) := -P.V. \int_{\mathbb{T}} A \left[ \kappa_i(\eta)N_i(\eta) \frac{(\gamma_i(\xi) - \gamma_i(\eta)) \cdot T_i(\xi)}{|\gamma_i(s) - \gamma_i(\eta)|^2} g_i(\eta) \right] d\eta \]

\[ H_2(\xi) := \int_{\mathbb{T}} A \left[ T_i(\eta) \frac{(T_i(\xi) - T_i(\eta)) \cdot T_i(\xi)}{|\gamma_i(s) - \gamma_i(\eta)|^2} g_i(\eta) \right] d\eta \]

\[ H_3(\xi) := -\int_{\mathbb{T}} A \left[ \kappa_i(\xi) \int_{\mathbb{T}} T_i(\eta) \frac{(\gamma_i(\xi) - \gamma_i(\eta)) \cdot N_i(\xi)}{|\gamma_i(s) - \gamma_i(\eta)|^2} g_i(\eta) \right] d\eta \]

and

\[ H_4(\xi) := -2 \int_{\mathbb{T}} A \left[ T_i(\eta) \left( \frac{(\gamma_i(\xi) - \gamma_i(\eta)) \cdot T_i(\xi)}{|\gamma_i(s) - \gamma_i(\eta)|^4} \right) g_i(\eta) \right] d\eta. \]

**Estimates of \( H_1 \):**

We first telescope and obtain a further decomposition

\[ H_1(\xi) = P.V. \int_{\mathbb{T}} A \left[ \kappa_i(\eta)g_i(\eta)N_i(\eta) \right] \frac{(\gamma_i(\xi) - \gamma_i(\eta)) \cdot T_i(\xi)}{|\gamma_i(s) - \gamma_i(\eta)|^2} d\eta + P.V. \int_{\mathbb{T}} \kappa_2(\eta)g_2(\eta)N_2(\eta) \Delta \left[ \frac{(\gamma_i(\xi) - \gamma_i(\eta)) \cdot T_i(\xi)}{|\gamma_i(s) - \gamma_i(\eta)|^2} \right] d\eta \]

\[ := H_{11}(\xi) + H_{12}(\xi). \]

By Corollary 2.3, the first term is equal to

\[ H_{11}(\xi) = P.V. \int_{\mathbb{T}} A \left[ \kappa_i(\eta)g_i(\eta)N_i(\eta) \right] \frac{\xi - \eta}{g_i(\eta)|\xi - \eta|^2} + O(C_M |\xi - \eta|^{\alpha - 1}) d\eta. \]

Thus by the \( L^p \) boundedness of the Hilbert transform and Young’s inequality, we get

\[ |H_{11}|_{L^p(\mathbb{T})} \leq C_M |\Delta [\kappa_i N_i g_i]|_{L^p(\mathbb{T})} \leq C_M \delta, \]

where in the last step we have used bounds (2.29a)–(2.29c).

For the second term \( H_{12} \), we apply Corollary 2.6 to obtain that

\[ |H_{12}|_{L^p(\mathbb{T})} \leq \left( \int_{\mathbb{T}} |C_\delta(\xi)| P.V. \int_{\mathbb{T}} \kappa_2(\eta)N_2(\eta)g_2(\eta) \frac{\xi - \eta}{|\xi - \eta|^2} d\eta \right)^{\frac{p}{p'}} + C_M \delta \left( \int_{\mathbb{T}} \int_{\mathbb{T}} |\kappa_2(\eta)| |\xi - \eta|^{\alpha - 1} d\eta \right)^{\frac{p}{p'}}. \]

Then by the \( L^p \) boundedness of the Hilbert transform and \( |C_\delta(\xi)| \leq C_M \delta \) we get the same bound as \( H_{11} \) for \( H_{12} \).

**Estimates of \( H_2 \):**
As before, we further split $H_2$,  
\[
H_2(\xi) = \int_T \Delta [T_i(\eta)g_i(\eta)] \frac{[(T_1(\xi) - T_1(\eta)) \cdot T_1(\xi)]}{|\gamma_1(\xi) - \gamma_1(\eta)|^2} \, d\eta \\
+ \int_T T_2(\eta)g_2(\eta) \Delta \frac{[(T_1(\xi) - T_1(\eta)) \cdot T_1(\xi)]}{|\gamma_1(\xi) - \gamma_1(\eta)|^2} \, d\eta \\
:= H_{21}(\xi) + H_{22}(\xi).
\]

We first look at the term $H_{21}$. By (2.29a) and (2.29b),  
\[
\Delta [T_i(\eta)g_i(\eta)] = O(C_M \delta),
\]
while (2.8f) and (2.9d) from Lemma 2.2 imply that  
\[
\frac{[(T_1(\xi) - T_1(\eta)) \cdot T_1(\xi)]}{|\gamma_1(\xi) - \gamma_1(\eta)|^2} = O(C_M \mathcal{M} \kappa_1(\xi)|\xi - \eta|^{\alpha - 1}).
\]

From these bounds, it follows that  
\[
|H_{21}|_{L^p(T)} \leq C_M \delta \left[ \int_T \left| \int_T \mathcal{M} \kappa_1(\xi)|\xi - \eta|^{\alpha - 1} \, d\eta \right|^p \, d\xi \right]^\frac{1}{p} \leq C_M \delta,
\]
where we have used again the $L^p$ boundedness of the maximal function.

Next, we similarly bound $H_{22}$. As before, we first telescope,  
\[
\Delta \frac{[(T_1(\xi) - T_1(\eta)) \cdot T_1(\xi)]}{|\gamma_1(\xi) - \gamma_1(\eta)|^2} = \Delta \left[ [(T_1(\xi) - T_1(\eta)) \cdot T_1(\xi)] \frac{1}{|\gamma_1(\xi) - \gamma_1(\eta)|^2} \right] \\
+ [(T_2(\xi) - T_2(\eta)) \cdot T_2(\xi)] \Delta \left[ \frac{1}{|\gamma_1(\xi) - \gamma_1(\eta)|^2} \right].
\]

Let us consider terms in (2.43) one by one. By (2.33a) from Lemma 2.5 and (2.8f) from Lemma 2.2,  
\[
\Delta \left[ [(T_1(\xi) - T_1(\eta)) \cdot T_1(\xi)] \frac{1}{|\gamma_1(\xi) - \gamma_1(\eta)|^2} \right] = O(C_M \delta |\xi - \eta|^{-1+\alpha} \max \mathcal{M} \kappa_i(\xi)) \\
+ O(C_M |\xi - \eta|^{-1+\alpha} \mathcal{M} \Delta [\kappa_i](\xi)) \quad (2.44)
\]
and by (2.9d) and (2.32),  
\[
[(T_2(\xi) - T_2(\eta)) \cdot T_2(\xi)] \Delta \left[ \frac{1}{|\gamma_1(\xi) - \gamma_1(\eta)|^2} \right] = O(C_M \mathcal{M} \kappa_2(\xi)|\xi - \eta|^{-1+\alpha} C_\delta(\xi)) + O(C_M \mathcal{M} \kappa_2(\xi)|\xi - \eta|^{-1+2\alpha}). \quad (2.45)
\]

Therefore, combining (2.44) and (2.45) we obtain  
\[
|H_{22}(\xi)| \leq C_M \delta \max \mathcal{M} \kappa_i(\xi) \int_T |\xi - \eta|^{\alpha - 1} \, d\eta + C_M \mathcal{M} \Delta [\kappa_i](\xi) \int_T |\xi - \eta|^{\alpha - 1} \, d\eta,
\]
and integrating in $\xi$ gives $|H_{21}|_{L^p(T)} \leq C_M \delta$.

**Estimates of $H_3$:**

To show $|H_3|_{L^p(T)} \leq C_M \delta$, it suffices to obtain the bound  
\[
\sup \xi \int_T \left| T_i(\eta)g_i(\eta) \Delta \left[ \frac{[(\gamma_1(\xi) - \gamma_1(\eta)) \cdot N_i(\xi)]}{|\gamma_1(\xi) - \gamma_1(\eta)|^2} \right] \right| \, d\eta \leq C_M \delta \quad (2.46)
\]
since when the difference $\Delta$ applies to $\kappa_i(\xi)$ or $T_i(\eta)g_i(\eta)$, the bound of the resulting terms follows from (2.8d) and the definition of $\delta$.

To show (2.46), we first telescope

$$
\Delta \left[ \frac{(\gamma_i(\xi) - \gamma_i(\eta)) \cdot N_i(\xi)}{|\gamma_i(\xi) - \gamma_i(\eta)|^2} \right] = \Delta \left[ \frac{(\gamma_i(\xi) - \gamma_i(\eta)) \cdot N_i(\xi)}{|\gamma_i(\xi) - \gamma_1(\eta)|^2} \right]
\quad + \left[ (\gamma_2(\xi) - \gamma_2(\eta)) \cdot N_2(\xi) \right] \Delta \left[ \frac{1}{|\gamma_2(\xi) - \gamma_2(\eta)|^2} \right]
$$

and then apply (2.31b) and (2.8f) to obtain that

$$
\Delta \left[ \frac{(\gamma_i(\xi) - \gamma_i(\eta)) \cdot N_i(\xi)}{|\gamma_i(\xi) - \gamma_i(\eta)|^2} \right] = O(C_M \delta|\xi - \eta|^{-1+\alpha}),
$$

(2.47)

and (2.8d) and (2.32) to obtain that

$$
\left[ (\gamma_2(\xi) - \gamma_2(\eta)) \cdot N_2(\xi) \right] \Delta \left[ \frac{1}{|\gamma_2(\xi) - \gamma_2(\eta)|^2} \right] = O(C_M \delta|\xi - \eta|^{-1+\alpha}).
$$

(2.48)

The bound (2.46) follows from (2.47) and (2.48) by a direct integration.

**Estimates of $H_4$:**

$$
H_4 = -2 \int_{\mathbb{T}} \Delta[T_i(\eta)g_i(\eta)](\gamma_1(\xi) - \gamma_1(\eta)) \cdot T_i(\xi) \frac{((\gamma_i(\xi) - \gamma_i(\eta)) \cdot (T_i(\xi) - T_i(\eta)))}{|\gamma_i(\xi) - \gamma_i(\eta)|^4} d\eta
\quad -2 \int_{\mathbb{T}} T_2(\eta)g_2(\eta) \Delta \frac{((\gamma_i(\xi) - \gamma_i(\eta)) \cdot T_i(\xi))}{|\gamma_i(\xi) - \gamma_i(\eta)|^4}
\quad \times ((\gamma_i(\xi) - \gamma_i(\eta)) \cdot (T_i(\xi) - T_i(\eta))) d\eta
\quad := H_{41} + H_{42}.
$$

We first claim that it suffices to consider the term $H_{42}$ since the estimates for $K_4$ in Proposition 2.4 together with the simple bound $|\Delta[T_i(\eta)g_i(\eta)]| \leq C_M \delta$ imply the estimate for $H_{41}$.

For $H_{42}$, applying absolute value, let us further consider the decomposition

$$
H_{42}(\xi) \leq C_M (H_{421}(\xi) + H_{422}(\xi))
$$

where $H_{421}$ and $H_{422}$ are respectively

$$
H_{421}(\xi) := \int_{\mathbb{T}} \Delta \left[ \frac{((\gamma_i(\xi) - \gamma_i(\eta)) \cdot T_i(\xi))}{|\gamma_i(\xi) - \gamma_i(\eta)|^2} \right] \left[ \frac{((\gamma_1(\xi) - \gamma_1(\eta)) \cdot (T_1(\xi) - T_1(\eta)))}{|\gamma_1(\xi) - \gamma_1(\eta)|^2} \right] d\eta
$$

$$
H_{422}(\xi) := \int_{\mathbb{T}} \frac{((\gamma_2(\xi) - \gamma_2(\eta)) \cdot T_2(\xi))}{|\gamma_2(\xi) - \gamma_2(\eta)|^2} \Delta \left[ \frac{((\gamma_i(\xi) - \gamma_i(\eta)) \cdot (T_i(\xi) - T_i(\eta)))}{|\gamma_i(\xi) - \gamma_i(\eta)|^2} \right] d\eta.
$$

For $H_{421}$, we use Corollary 2.6 and (2.9e) to obtain that

$$
H_{421}(\xi) \leq O(C_M \max_i M\kappa_i(\xi) \delta|\xi - \eta|^{1-\alpha}),
$$

(2.49)

and Young’s inequality implies that $|H_{421}|_{L^p(\mathbb{T})} \leq C_M \delta$. 

For $H_{422}$, we first bound the first factor by Corollary 2.3,

$$H_{422}(\xi) \leq C_M \int_T |\xi - \eta|^{-1} \left| \Delta \left( \frac{(\gamma_i(\xi) - \gamma_i(\eta)) \cdot (T_i(\xi) - T_i(\eta))}{|\gamma_i(\xi) - \gamma_i(\eta)|^2} \right) \right| d\eta. \quad (2.50)$$

By (2.33b), (2.32) and also (2.9e), we telescope again and infer the bound

$$\Delta \left( \frac{(\gamma_i(\xi) - \gamma_i(\eta)) \cdot (T_i(\xi) - T_i(\eta))}{|\gamma_i(\xi) - \gamma_i(\eta)|^2} \right) = C_M |\xi - \eta|^\alpha \left( \delta \max_i M \kappa_i(\xi) + M \Delta[\kappa_i](\xi) \right). \quad (2.51)$$

So combining (2.50) and (2.51) we obtain

$$|H_{422}|_{L^p(T)} \leq C_M \left[ \int_T \left( \int_T C_M |\xi - \eta|^{-1+\alpha} \left( \delta \max_i M \kappa_i(\xi) + M \Delta[\kappa_i](\xi) \right) d\eta \right)^p d\xi \right]^\frac{1}{p} \leq C_M \delta$$

where we have used the $L^p$-boundedness of the maximal function and Young’s inequality.

Since all the terms in $H_4$ have been estimated, we conclude that

$$|H_4|_{L^p(T)} \leq C_M \delta.$$

2.6. The fixed-point argument. To run the fixed point argument, we will rewrite (CDE) in integral form:

$$\gamma(\xi, t) = \gamma_0(\xi) + \int_0^t v(\gamma(\xi, t'), t') \, dt'.$$ \quad (2.52)

Now we prove that the integral equation (2.52) is suited for a fixed-point argument.

**Proposition 2.9.** For any $1 < p < \infty$ and $M > 1$, there exist $T = T(M, p) > 0$ such that the following holds. Given $\gamma_0 \in B_p^{B_p^M}$, the solution map $S : C([0, T]; B_p^M) \to C([0, T]; B_p^M)$

$$\gamma \mapsto S(\gamma) = \gamma_0(\xi) + \int_0^t v(\gamma(\xi, t'), t') \, dt'$$ \quad (2.53)

is well-defined and is a contraction on $C([0, T]; B_p^M)$, namely

$$||S(\gamma)||_{C([0, T]; B_p^M)} \leq \rho ||\gamma||_{C([0, T]; B_p^M)},$$

with the contracting factor $\rho \leq C_M T < 1$.

**Proof.** Let us first show that the map $S$ is $C([0, T]; B_p^M) \to C([0, T]; B_p^M)$. Given $\gamma(\xi, t)$, denote by $\bar{\gamma}(\xi, t)$ the image, $\bar{\gamma} = S(\gamma)$. By (2.53), for any $t, t_0 \in [0, T]$, we have

$$|\bar{\gamma}(t) - \bar{\gamma}(t_0)|_{W_{2,p}(\Omega)} \leq |t - t_0| \sup_{t' \in [0, T]} |v(\gamma)|_{W_{2,p}(\Omega)} \leq |t - t_0| C(M, p).$$

So $\sup_{t \in [0, T]} |\bar{\gamma}|_{W_{2,p}(\Omega)} \leq M$ if we choose $T = T(M, p)$ sufficiently small. We also have the continuity of the map in the norm $| \cdot |_{W_{2,p}(\Omega)}$. 

It remains to show $|\bar{g}| \leq M$ and $\Gamma(\bar{g}) \leq M$. The bound $|\bar{g}| \leq M$ follows from the embedding $W^{1,p}(\mathbb{T}) \subset C(\mathbb{T})$ by the following argument. Since
\[|\bar{g} - g_0| \leq T \sup_{t' \in [0,T]} \int_0^t |\partial_s v(\gamma(\xi, t'), t') g(\xi, t)|_{L^\infty(\mathbb{T})} dt' \leq T C(M, p) \leq \frac{1}{2M},\]
and $\frac{\mathcal{A}}{M} \leq g_0 \leq \frac{M}{2}$, we can choose $T > 0$ sufficiently small depending on $M$ and $p$ such that $\frac{\mathcal{A}}{M} \leq \bar{g} \leq M$.

The bound $\Gamma(\bar{g}) \leq M$ follows from $\Gamma(\kappa_0, g_0) \leq M/2$ and arguing similarly to Lemma 2.1. Indeed, for any $t \in [0,T]$ and any $\xi \neq \eta$, by (2.53) and the mean value theorem we have
\[|\gamma(\xi, t) - \gamma(\eta, t)| \geq |\gamma_0(\xi) - \gamma_0(\eta)| - \int_0^t |v(\gamma(\xi, t'), t') - v(\gamma(\eta, t'), t')| dt' \geq |\gamma_0(\xi) - \gamma_0(\eta)| - M T |\xi - \eta| \sup_{t \in [0,T]} |\partial_s v(\gamma(\cdot, t), t)|_{L^\infty(\mathbb{T})}
\]
So if $T > 0$ is sufficiently small depending on $M$, then by Proposition 2.4 and the assumption $\gamma_0 \in B_p^M$
\[\frac{|\xi - \eta|}{|\gamma(\xi, t) - \gamma(\eta, t)|} \leq \frac{1}{\frac{|\gamma_0(\xi) - \gamma_0(\eta)|}{|\xi - \eta|} - C_M T} = \frac{1}{\frac{\mathcal{A}}{M} - C_M T} \leq M.
\]

We have thus shown the solution map $S : C([0,T]; B_p^M) \rightarrow C([0,T]; B_p^M)$ is well-defined.

Finally, we show the contraction property of $S$ on $C([0,T]; B_p^M)$, which will follow directly from the Lipschitz continuity estimates of $\partial_s v$ and $\partial_s^2 v$ from Proposition 2.7 and 2.8. Let $\gamma_i \in C([0,T]; B_p^M)$ and denote by $\bar{\gamma}_i = S(\gamma_i)$ their respective images. Then by (2.53)
\[|\Delta \bar{\gamma}_i|_{C W^{2,p}} \leq T \sup_t |\Delta [v_i(\cdot, t)]|_{W^{2,p}(\mathbb{T})}
\]
By taking sufficiently small $T > 0$, using Proposition 2.7 and interpolations, it suffices to show
\[\sup_t |\Delta [\partial_s^2 v_i(\cdot, t)]|_{L^p(\mathbb{T})} \leq C_M \delta. \tag{2.54}
\]
Since $\partial_\xi = g_i^{-1} \partial_s$ on each $\gamma_i$, we have that
\[\Delta [\partial_\xi^2 v_i(\cdot, t)] = \Delta \left[\frac{-\dot{g}_i}{g_i^2} \partial_s v_i + \frac{\partial_s^2 v_i}{g_i^2}\right].
\]
Since $\sup_t |\Delta [g_i]|_{W^{1,p}(\mathbb{T})} \leq C_M \delta$ and $g_i \geq \frac{1}{M}$, (2.54) holds thanks to Proposition 2.8.

\[\square\]

Proposition 2.9 yields the local wellposedness for $W^{2,p}$ patches.

**Theorem 2.10.** Let $1 < p < \infty$. For any $\gamma_0 \in X_p$, there is a unique local solution $\gamma$ to (CDE) in $C([0,T]; X_p)$ for some $T > 0$ satisfying $\gamma(0) = \gamma_0$. 

The continuity in time with values in $X_p$ is understood in the sense of $W^{2,p}$ norm. Moreover, due to $W^{2,p}$ bounds on $v$ from Proposition 2.4 and Proposition 2.8, it follows from (2.52) that the solution is actually in $C^1([0,T];W^{2,p}(\mathbb{T}))$ as we show in the next section.

3. Global wellposedness in $W^{2,p}$ from $C^{1,\alpha}$

In this section, we explain how to use the global $C^{1,\alpha}$ regularity to obtain the global $W^{2,p}$ regularity for the vortex patches.

3.1. Improved estimates assuming $C^{1,\alpha}$. The key ingredient we need is the following proposition, which is a direct consequence of the local well-posedness of the CDE in $C^{1,\alpha}$ combined with the global regularity of $C^{1,\alpha}$ patches.

**Proposition 3.1.** Let $1 < p < \infty$. For any $\gamma_0 \in X_p$, the unique solution $\gamma \in C([0,T];X_p(\mathbb{T}))$ to (CDE) on some $[0,T]$ can be uniquely continued for all times as a $C^{1,\alpha}$ solution to (CDE) satisfying

$$
\sup_{t \in [0,T]} \left( |g|_1 + |T|_{C^\alpha(\mathbb{T})} + \Gamma + |\partial_s v|_{L^\infty(\mathbb{T})} \right) \leq C(\gamma_0, T_1) < \infty. \quad (3.1)
$$

**Proof.** By the embedding $W^{2,p}(\mathbb{T}) \subset C^{1,\alpha}(\mathbb{T})$, we have that $\gamma_0 \in C^{1,\alpha}(\mathbb{T})$. The result then immediately follows from the estimates for the contour equation and the global $C^{1,\alpha}$ regularity in [MB02, Section 8.3]. \hfill \square

In the remainder of this section, we consider a fixed vortex patch solution $\gamma \in C([0,T];X_p)$ with initial data $\gamma_0$. To show global regularity in $X_p$, it suffices to show $\gamma \in C([0,\infty);W^{2,p}(\mathbb{T}))$ as the rest of the information is encoded in the global $C^{1,\alpha}$ regularity.

The constant $C_0 > 0$ below is a positive constant depending only on the initial data $\gamma_0$, $T > 0$, and $p > 1$ that may change from line to line. Its existence is ensured by Proposition 3.1. Using the additional bounds in (3.1), we have the improved building blocks estimates, analogous to Lemma 2.2.

**Lemma 3.2.** Let $\gamma \in C([0,T];X_p)$ be a solution of (CDE) with initial data $\gamma_0$. Let $\alpha = 1 - \frac{1}{p}$. For any $t \in [0,T]$ and any $\xi, \eta \in \mathbb{T}$, we have

$$
T(\xi) \cdot T(\eta) = 1 + O(C_0|\xi - \eta|^{2\alpha}) \quad (3.2a)
$$

$$
T(\xi) - T(\eta) = O(C_0|\xi - \eta|^\alpha) \quad (3.2b)
$$

$$
T(\eta) \cdot N(\xi) = O(C_0|\xi - \eta|^\alpha) \quad (3.2c)
$$

$$
(\gamma(\xi) - \gamma(\eta)) \cdot N(\xi) = O(C_0|\xi - \eta|^{1+\alpha}) \quad (3.2d)
$$

$$
(T(\xi) - T(\eta)) \cdot T(\xi) = O(C_0|\xi - \eta|^{2\alpha}) \quad (3.2e)
$$

$$
|\gamma(\xi) - \gamma(\eta)|^{-1} = O(C_0|\xi - \eta|^{-1}) \quad (3.2f)
$$
and for any $\zeta \in \mathbb{T}$ lying between $\eta$ and $\xi$, the maximal estimates

$$\mathbf{T}(\eta) \cdot \mathbf{N}(\xi) = O(C_0 M \kappa(\zeta) |\xi - \eta|)$$ (3.3a)
$$\mathbf{T}(\eta) \cdot \mathbf{T}(\xi) = 1 + O(C_0 M \kappa(\zeta) |\xi - \eta|^{1+\alpha})$$ (3.3b)
$$\gamma(\xi) - \gamma(\eta)) \cdot \mathbf{N}(\zeta) = O(C_0 M \kappa(\zeta) |\xi - \eta|^2)$$ (3.3c)
$$\mathbf{T}(\xi) \cdot \mathbf{T}(\xi) = 0$$ (3.3d)
$$\gamma(\xi) - \gamma(\eta)) \cdot \mathbf{T}(\xi) - \mathbf{T}(\eta) = O(C_0 M \kappa(\zeta) |\xi - \eta|^{2+\alpha}).$$ (3.3e)

Finally,

$$\gamma(\xi) - \gamma(\eta)) \cdot \mathbf{T}(\xi) = g(\zeta)(\xi - \eta) + O(C_0 |\xi - \eta|^{1+\alpha}).$$ (3.4)

The proof of Lemma 3.2 follows the same argument as Lemma 2.2: we just need to replace the constant $C_M$ there by $C_0$.

We are ready to prove the improved Sobolev estimate for $v(\gamma)$.

**Proposition 3.3.** Let $1 < p < \infty$. If $\gamma \in C([0, T]; X_p)$ is a solution of (CDE), then

$$|\partial^2 v_L|_{L^p(\mathbb{T})} \leq C_0 |\gamma|_{W^{2, p}(\mathbb{T})}$$ (3.5)

for all $0 \leq t \leq T$.

**Proof.** The key is the linear appearance of $|\gamma|_{W^{2, p}(\mathbb{T})}$ in (3.5). We use the same decomposition as in Proposition 2.4,

$$\partial^2 v(\xi) = \sum_{1 \leq i \leq 4} K_i(\xi)$$

with

$$K_1 = -P.V. \int_{\mathbb{T}} \kappa(\eta) \mathbf{N}(\eta) \frac{(\gamma(\xi) - \gamma(\eta)) \cdot \mathbf{T}(\xi)}{|\gamma(\xi) - \gamma(\eta)|^2} g(\eta) \, d\eta$$
$$K_2 = \int_{\mathbb{T}} \mathbf{T}(\eta) \frac{(\mathbf{T}(\xi) - \mathbf{T}(\eta)) \cdot \mathbf{T}(\xi)}{|\gamma(\xi) - \gamma(\eta)|^2} g(\eta) \, d\eta$$
$$K_3 = -\int_{\mathbb{T}} \mathbf{T}(\eta) \frac{\kappa(\xi)(\gamma(\xi) - \gamma(\eta)) \cdot \mathbf{N}(\xi)}{|\gamma(\xi) - \gamma(\eta)|^2} g(\eta) \, d\eta$$
$$K_4 = -2 \int_{\mathbb{T}} \mathbf{T}(\eta) \frac{(\gamma(\xi) - \gamma(\eta)) \cdot \mathbf{T}(\xi) (\gamma(\xi) - \gamma(\eta)) \cdot (\mathbf{T}(\xi) - \mathbf{T}(\eta))}{|\gamma(\xi) - \gamma(\eta)|^4} g(\eta) \, d\eta.$$

The proof goes almost identically to Proposition 2.4, so we only sketch the details for $K_1$.

$$|K_1|_{L^p(\mathbb{T})} \leq \left[ \int_{\mathbb{T}} \left( \int_{\mathbb{T}} \kappa(\eta) |\mathbf{N}(\eta)| \frac{(\xi - \eta)}{|\gamma(\xi) - \gamma(\eta)|^2} g(\eta) \, d\eta \right)^p \, d\xi \right]^\frac{1}{p} + O \left( C_0 \int_{\mathbb{T}} \left( \int_{\mathbb{T}} |\kappa(\eta)| |\xi - \eta|^{\alpha-1} \, d\eta \right)^p \, d\xi \right)^\frac{1}{p}.$$ (3.3f)

By the $L^p$-boundedness of the Hilbert transform and Young's inequality imply that $|K_1|_{L^p(\mathbb{T})} \leq C_0 |\kappa|_{L^p(\mathbb{T})}$. Once we have $|\partial^2 v|_{L^p(\mathbb{T})} \leq C_0 |\kappa|_{L^p(\mathbb{T})}$, the conclusion follows, since by Proposition 3.1 we have uniform control of $|g|$, and thus $|\kappa|_{L^p(\mathbb{T})} \leq C_0 |\gamma|_{W^{2, p}(\mathbb{T})}$ for all $t \in [0, T]$.

\[ \square \]
3.2. Global $W^{2,p}$ regularity. With the previous proposition, we obtain the global $W^{2,p}$ regularity for vortex patches.

**Theorem 3.4.** Let $1 < p < \infty$. For any $\gamma_0 \in X_p$, there is a unique global solution $\gamma$ to (CDE) in $C([0, \infty); X_p) \cap C^1([0, \infty); W^{2,p}(\mathbb{T}))$ satisfying $\gamma(0) = \gamma_0$.

**Proof.** Let $\gamma$ be the unique local solution given by Theorem 2.10. Since $\gamma$ is a global $C^{1,\alpha}$ patch solution for $\alpha = 1 - \frac{1}{p}$ satisfying (3.1) for all $t \geq 0$, $\gamma$ ceases to be a $W^{2,p}$ patch solution if and only if $|\gamma(t)|_{W^{2,p}(\mathbb{T})}$ blows up at some finite time $T > 0$.

We show that $\sup_{t \in [0,T]} |\gamma(t)|_{W^{2,p}(\mathbb{T})} \leq C(\gamma_0, T) < \infty$, arriving at a contradiction due to local $W^{2,p}$ wellposedness. For any $t < T$, we have

$$|\gamma(t)|_{W^{2,p}(\mathbb{T})} \leq |\gamma_0|_{W^{2,p}(\mathbb{T})} + \int_0^t |v(\gamma(\cdot, t), t)|_{W^{2,p}(\mathbb{T})}. \quad (3.6)$$

By Proposition 3.3 and Proposition 3.1,

$$|v(\gamma(\cdot, t), t)|_{W^{2,p}(\mathbb{T})} \leq |v|_{L^\infty(\mathbb{T})} + |\nabla v|_{L^\infty(\mathbb{T})} + |\partial^2_x v|_{L^p(\mathbb{T})} \leq C(\gamma_0, T) + C(\gamma_0, T)|\gamma(\cdot, t)|_{W^{2,p}(\mathbb{T})}. \quad (3.7)$$

By Gronwall’s inequality, it then follow from (3.6) and (3.7) that

$$|\gamma(t)|_{W^{2,p}(\mathbb{T})} \leq C e^{Ct},$$

and we conclude that $\gamma$ remains a $W^{2,p}$ patch solution up to $T$.

The above augment shows that $\gamma \in C([0, \infty); W^{2,p})$. We now show the regularity $C^1([0, \infty); W^{2,p}(\mathbb{T}))$ using the integral formulation of $\partial_t \gamma = v(\gamma)$. By Proposition 2.8, for any $t_1, t_2 \in [0, \infty)$, we have

$$|v(\gamma(\cdot, t_1), t_1) - v(\gamma(\cdot, t_2), t_2)|_{W^{2,p}(\mathbb{T})} \lesssim |\gamma(\cdot, t_1) - \gamma(\cdot, t_2)| \rightarrow 0 \quad \text{as } |t_1 - t_2| \rightarrow 0.$$ 

So $v(\gamma) \in C([0, \infty); W^{2,p})$ and this in turn implies the regularity $\gamma \in C^1([0, \infty); W^{2,p})$. \qed

4. THE CURVATURE EQUATION AND EQUIVALENT FORMULATION OF PATCH EVOLUTION

In this section, we derive the equations for the evolution of geometric quantities such as the tangent vector, arc-length metric, and curvature of the vortex patches according to (CDE). To this end, we first sketch the derivation of these equations for general velocity fields, which is a classical topic in differential geometry, see e.g. [KTZ92, Mv01]. Then we justify the computation for $W^{2,p}$ vortex patches.

4.1. Derivation of the curvature equation. In our derivations in this section, we assume that all occurring objects are sufficiently regular. Later we will make the regularity assumptions more precise in Proposition 4.2.

4.1.1. Evolution of the arc-length. Since the evolution of the curve $\gamma$ is enabled by the velocity $v$, we project the vector field $v$ in (2.1) to the tangent and normal vectors on the curve $\gamma$ so that

$$\partial_t \gamma = (v \cdot \mathbf{T}) \mathbf{T} + (v \cdot \mathbf{N}) \mathbf{N} = v_t \mathbf{T} + v_n \mathbf{N},$$

where $v_t$ and $v_n$ are respectively the tangent and normal component of the velocity on the curve $\gamma$. 


To simplify the derivation, we denote by $\theta$ the angle between $x_1$-axis and the tangent, namely $\mathbf{T} = (\cos(\theta), \sin(\theta))$ and $\mathbf{N} = (\sin(\theta), -\cos(\theta))$. Then the signed curvature $\kappa$ can be computed by
\[
\kappa = -\partial_s \mathbf{T} \cdot \mathbf{N} = \partial_s \theta. \tag{4.1}
\]

Next, we derive the evolution of the arc-length $g := |\dot{\gamma}|$. Using (2.3) we obtain
\[
\partial_t g^2 = 2\dot{\gamma} \cdot \partial_t \dot{\gamma} = 2g \mathbf{T} \cdot \partial_\xi (v_\tau \mathbf{T} + v_n \mathbf{N}) = 2g(\dot{v}_\tau + v_n \kappa g).
\]

Since by definition and (2.3),
\[
\dot{v}_\tau = \dot{v} \cdot \mathbf{T} - v_n \kappa g,
\]
we have
\[
\partial_t g^2 = 2g \dot{v} \cdot \mathbf{T} = 2g^2 \partial_s v \cdot \mathbf{T}. \tag{4.2}
\]

4.1.2. Evolution of the tangent, normal and curvature. To derive the curvature equation, we need to make use of the commutation identity:
\[
\partial_t \partial_s = - (\partial_s v \cdot \mathbf{T}) \partial_s + \partial_s \partial_t, \tag{4.3}
\]
which follows from (4.2) and $\partial_s = g^{-1} \partial_\xi$ by a routine application of product rule. Using (4.3) we obtain the evolution of the tangent $\mathbf{T}$,
\[
\partial_t \mathbf{T} = -(\partial_s v \cdot \mathbf{T}) \mathbf{T} + \partial_s v = (\partial_s v \cdot \mathbf{N}) \mathbf{N}. \tag{4.4}
\]

Since
\[
0 = \partial_t (\mathbf{N} \cdot \mathbf{T}) = \partial_t \mathbf{N} \cdot \mathbf{T} + \mathbf{N} \cdot \partial_t \mathbf{T},
\]
for the normal $\mathbf{N}$, we have by (4.4)
\[
\partial_t \mathbf{N} = -(\partial_s v \cdot \mathbf{N}) \mathbf{T}. \tag{4.5}
\]

Finally, using (4.1) and (4.3), we have
\[
\partial_t \kappa = \partial_t \partial_s \theta = -(\partial_s v \cdot \mathbf{T}) \partial_s \theta + \partial_s (\partial_s v \cdot \mathbf{N}) \tag{4.6}
\]
which yields the curvature evolution equation
\[
\partial_t \kappa = -2\kappa \partial_s v \cdot \mathbf{T} - \partial_s^2 v \cdot \mathbf{N}. \tag{4.7}
\]

4.2. The curvature equation of vortex patches. The next lemma can be used to simplify the right-hand side of (4.7).

**Lemma 4.1.** For $\gamma \in X_p$, the following identity holds:
\[
\partial_s v \cdot \mathbf{T} = -\int_\Omega \mathbf{T}(\eta) \cdot \mathbf{N}(\xi) \frac{\gamma(\xi) - \gamma(\eta)}{|\gamma(\xi) - \gamma(\eta)|^2} g(\eta) d\eta. \tag{4.8}
\]

**Proof.** Denote by $\Omega$ the domain with $\gamma$ as the boundary. In this proof, we write everything in arc-length parametrization. Recall (2.13) and note that $\mathbf{T}(s) \cdot \mathbf{T}(s') = \mathbf{T}(s) \cdot \mathbf{T}(s') = \theta$.
Lemma 4.2. Let \( \gamma \) be a proper parametrization of a simple closed curve and let \( (g_0, \kappa_0) \in W^{1,p}(\mathbb{T}) \times L^p(\mathbb{T}) \) be the corresponding arc-length and curvature. Then the following statements are true.

\[ \partial_t v \cdot T = P.V. \int_{\gamma} \mathbf{N}(s) \cdot \mathbf{N}(s') (\gamma(s) - \gamma(s')) \cdot T(s) \frac{ds'}{|\gamma(s) - \gamma(s')|^2} \]

\[ = P.V. \int_{\Omega} \text{div}_y \left( \mathbf{N}(s) \frac{(\gamma(s) - y) \cdot T(s)}{|\gamma(s) - y|^2} \right) dy \]

\[ = -2P.V. \int_{\Omega} \frac{(\gamma(s) - y) \cdot \mathbf{N}(s)(\gamma(s) - y) \cdot T(s)}{|\gamma(s) - y|^4} dy. \] (4.9)

On the other hand, the right hand size is equal to

\[ \int_{\gamma} \mathbf{N}(s') \cdot T(s) (\gamma(s) - \gamma(s')) \cdot \mathbf{N}(s) \frac{ds'}{|\gamma(s) - \gamma(s')|^2}, \]

which after integration by parts is equal to

\[ -2 \int_{\Omega} \frac{(\gamma(s) - y) \cdot \mathbf{N}(s)(\gamma(s) - y) \cdot T(s)}{|\gamma(s) - y|^4} dy. \]

\[ \square \]

Based on the previous derivations (4.2) and (4.7) and the integrals for derivatives \( \partial_s v \) and \( \partial_s^2 v \) in Proposition 2.4, we introduce the system for arc-length \( g \) and curvature \( \kappa \) evolution equations:

\[ \begin{cases} \partial_t \kappa = K(g, \kappa) \\ \partial_t g = G(g, \kappa) \end{cases} \] (4.10)

where \( K(g, \kappa) \) and \( G(g, \kappa) \) are the nonlinear functionals given by (in part due to Lemma 4.1)

\[ K(g, \kappa) = -\kappa(\xi) \partial_s v \cdot T(\xi) + P.V. \int_{\gamma} \kappa(\eta) \mathbf{N}(\eta) \cdot \mathbf{N}(\xi) (\gamma(\xi) - \gamma(\eta)) \cdot T(\xi) \frac{ds}{|\gamma(\xi) - \gamma(\eta)|^2} g(\eta)d\eta 
- \int_{\gamma} \mathbf{T}(\eta) \cdot \mathbf{N}(\xi) \frac{(\mathbf{T}(\xi) - \mathbf{T}(\eta)) \cdot T(\xi)}{|\gamma(\xi) - \gamma(\eta)|^2} g(\eta)d\eta 
+ 2 \int_{\gamma} \mathbf{T}(\eta) \cdot \mathbf{N}(\xi) \frac{(\gamma(\xi) - \gamma(\eta)) \cdot T(\xi) ((\gamma(\xi) - \gamma(\eta)) \cdot (\mathbf{T}(\xi) - \mathbf{T}(\eta)))}{|\gamma(\xi) - \gamma(\eta)|^4} g(\eta)d\eta \]

and

\[ G(g, \kappa) = g(\xi) \partial_s v \cdot T(\xi). \] (4.11)

We remark that the nonlinear functionals \( K(g, \kappa) \) and \( G(g, \kappa) \) are well-defined in the sense that their values can be computed using only arc-length \( g \) and curvature \( \kappa \) of the curve \( \gamma \). In particular, they do not depend on the orientation or location of the patch.

4.3. Equivalence of the arc-length/curvature system and vortex patch evolution. In this subsection, we show that a solution \( (g, \kappa) \in C([0, T]; W^{1,p}(\mathbb{T}) \times L^p(\mathbb{T})) \) of (4.10) corresponds to the unique Euler patch solution \( \gamma \in C([0, T]; W^{2,p}(\mathbb{T})) \) of (CD) and vice versa.

Proposition 4.2. Let \( \gamma_0 \in W^{2,p}(\mathbb{T}) \) be a proper parametrization of a simple closed curve and let \( (g_0, \kappa_0) \in W^{1,p}(\mathbb{T}) \times L^p(\mathbb{T}) \) be the corresponding arc-length and curvature. Then the following statements are true.
(1) If \( \gamma \in C([0,T]; X_p) \) is a solution of (CDE) with initial data \( \gamma_0 \), then its arc-length \( g \) and curvature \( \kappa \) of \( \gamma \) must satisfy the equations (4.10) with initial data \( g_0 \) and \( \kappa_0 \).

(2) If \((g, \kappa) \in C([0,T]; W^{1,p}(T) \times L^p(T))\) as the arc-length and curvature defines a simple closed curve and satisfies the equations (4.10) with initial data \( g_0 \) and \( \kappa_0 \), then there exist a solution \( \gamma \in C([0,T]; W^{2,p}(T)) \) of (CDE) with initial data \( \gamma_0 \) such that \((g, \kappa)\) is the arc-length and curvature of \( \gamma \).

Before proving the proposition, we remark that the condition of \((g, \kappa)\) defining a closed curve in at each time \( t \in [0,T] \) is equivalent to the conditions

\[
\int_T (\cos(\theta(\xi)), \sin(\theta(\xi))) \, d\xi = 0
\]

with \( \theta(\xi) = \int_\xi \kappa(\eta) g(\eta) \, d\eta \) and \( \int_T \kappa(\xi) g(\xi) \, d\xi = 2\pi \) for every \( t \in [0,T] \).

**Proof.** (1) \( \Rightarrow \) (2):

Since \( \gamma \in C([0,T]; X_p) \), it satisfies the assumptions of Proposition 2.4 on \([0,T]\) for a sufficiently large \( M \). By Theorem 3.4 we also have \( \gamma \in C^1([0,T]; W^{2,p}) \).

This \( C^1([0,T]; W^{2,p}) \) regularity of \( \gamma \) implies the regularity \( g \in C^1([0,T]; W^{1,p}) \), \( T \in C^1([0,T]; W^{1,p}) \) and \( \kappa \in C^1([0,T]; L^p) \) thanks to the fact that \( g = \dot{\gamma} > 0 \) uniformly on \( T \times [0,T] \). Such regularity in turn allows us to derive the arc-length equation (4.2) using the (now rigorous) computation in (4.1.1). The derivations of the evolution of tangent (4.4) and curvature (4.6) are also justified following (4.3).

(2) \( \Rightarrow \) (1):

Let us define the tangent vectors \( T(\xi, t) \)

\[
T(\xi, t) = (\cos \theta(\xi, t), \sin \theta(\xi, t)), \quad \theta(\xi, t) = \theta(0, t) + \int_0^\xi \kappa(\eta, t) g(\eta, t) \, d\eta,
\]

and the curve

\[
\gamma(\xi, t) = \gamma(0, t) + \int_0^\xi T(\eta, t) g(\eta, t) \, d\eta,
\]

with \( \theta(0, t) \) and \( \gamma(0, t) \) to be determined. By the assumptions on \((g, \kappa)\), \( \gamma \) is a well-defined simple closed curve, and \( \gamma \in C([0,T]; W^{2,p}(T)) \) provided \( \theta(0, t), \gamma(0, t) \in C([0,T]) \). Therefore, we only need to show how to determine \( \theta(0, t) \) and \( \gamma(0, t) \) so that \( \gamma \) solves (CDE).

Thanks to the invariance of translation and rotation in the definition of nonlinear functionals \( K(g, \kappa) \) and \( G(g, \kappa) \), we can use (4.13) and (4.14) to evaluate the equations (4.11) and (4.12). In particular, we known that the quantities \( \partial_s^2 v \cdot N \), \( \partial_s v \cdot T \) are known functions on \( T \times [0,T] \) given by \( g \) and \( \kappa \), but \( \partial_s v \) and \( v \) are to be determined along with \( T, N \), and \( \gamma \).

Differentiating (4.13) in time, we find that

\[
\partial_t T(\xi, t) = - \left( \int_0^\xi \partial_t (\kappa g) \, d\eta + \partial_t (\theta(0, t)) \right) T(\xi, t).
\]

Since \((g, \kappa)\) is a solution of (4.10)

\[
\partial_t (\kappa g) = - \partial_s (\partial_s v \cdot N) g.
\]

Using (4.16), we find that the expression in the bracket in (4.15) is equal to

\[-(\partial_s v \cdot N) (\xi, t) + (\partial_s N)(0, t) + \partial_t \theta(0, t).\]
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Let us now define $\theta(0,t)$ to be the solution of

$$\begin{cases}
\partial_t \theta(0,t) = - (\partial_x v \cdot N)(0,t), \\
\theta(0,0) = \theta_0(0),
\end{cases} \tag{4.17}$$

where $\theta_0(\xi)$ the initial angle is computed using the initial data $\gamma_0$. Note that the right-hand side of (4.17) is a known function in terms of $g$ and $\kappa$. Then by (4.13) and (4.15) we arrive at

$$\partial_t T(\xi, t) = - (\partial_x v \cdot N)(\xi, t) T^\perp(\xi, t). \tag{4.18}$$

Now that we have determined the tangent $T$ and normal $N$, we have

$$\partial_\xi v = g(\partial_x v \cdot T)T + g(\partial_x v \cdot N)N \tag{4.19}$$

is also determined. Furthermore, since $v = \int_T T(\eta) g(\eta) \ln |\gamma(\xi) - \gamma(\eta)| d\eta$ does not depend on $\gamma(0,t)$ in (4.14), we have fully determined the velocity $v$ on $\gamma$ as a function $T \times [0,T] \to \mathbb{R}^2$.

Next, we will determine the curve $\gamma$ by solving $\gamma(0,t)$, and show that $\gamma$ is a solution of (CDE). Let us differentiate (4.14) in time. We obtain

$$\partial_t \gamma(\xi, t) = \partial_t \gamma(0,t) + \int_0^\xi \partial_t (T(\eta, t) g(\eta, t)) d\eta.$$ 

Using (4.18), (4.2), and $N = -T^\perp$, we find that the expression under the integral is equal to

$$- (\partial_x v \cdot N) T^\perp g + T g(\partial_x v \cdot T) = (\partial_\xi v \cdot T) T + (\partial_\xi v \cdot N) N = \partial_\xi v.$$

Therefore, $\gamma$ satisfies the equation

$$\partial_t \gamma(\xi, t) = v(\gamma(\xi, t), t) - v(\gamma(0,t), t) + \partial_t \gamma(0,t).$$

Define $\gamma(0,t)$ by solving $\partial_t \gamma(0,t) = v(\gamma(0,t), t)$, then we see that $\gamma(\xi, t)$ satisfies the Euler patch equation (CDE).

\[\square\]

5. ILLPOSEDNESS OF $C^2$ PATCHES

In this section, we will prove the main illposedness results based on the curvature equation. The proof goes in several steps.

(1) The first step is to rewrite the curvature equation (4.7) into (5.2) by isolating the linear dispersion effect.

(2) We then show that in the $W^{2,p}$ setting, namely when $\gamma \in X_p$ for $p$ large, the linear term in (5.2) is the dominant term.

(3) The last step is to use Duhamel’s principle and pick initial data to show the evolution group induces the norm inflation $|\kappa|_{L^p(T)} \to \infty$ as $p \to \infty$ over a fixed time interval $[0,T]$ that is independent of $p$.

5.1. Reformulation of the curvature equation. We start by recasting the curvature equation. Denote by $\mathcal{H}$ the Hilbert transform on $T$, namely

$$\mathcal{H} f(\xi) = \frac{1}{2\pi} P.V. \int_T f(\eta) \cot \left( \frac{\xi - \eta}{2} \right) d\eta.$$
Note that the kernel is obtained by periodizing the Hilbert transform on the real line,

\[
\frac{1}{2\pi} \cot \left( \frac{x}{2} \right) = \frac{1}{\pi x} + \frac{1}{\pi} \sum_{n \geq 1} \frac{1}{x + 2\pi n} + \frac{1}{x - 2\pi n}.
\] (5.1)

It is classical [CZ54] (see also e.g. [MS13] for an easy reference) that the periodic Hilbert transform is bounded on \( L^p(\mathbb{T}) \) for \( 1 < p < \infty \) and on \( C^\alpha(\mathbb{T}) \) for \( 0 < \alpha < 1 \).

We first rewrite the curvature equation (4.10), (4.11) as follows:

\[
\frac{\partial \kappa}{\partial t} = a(\xi, t)\kappa + \pi H(\kappa)(\xi, t) + F(\xi, t),
\] (5.2)

where \( a = -\partial_x \cdot T(\xi, t) \) and we will split \( F := F_L + F_N \) as shown below.

The two error terms \( F_L \) and \( F_N \) are defined respectively by

\[
F_L(\xi) := -\pi H(\kappa) + P.V. \int_\mathbb{T} \kappa(\eta) N(\eta) \cdot N(\xi) \frac{(\gamma(\xi) - \gamma(\eta)) \cdot T(\xi)}{|\gamma(\xi) - \gamma(\eta)|^2} g(\eta) d\eta
\] (5.3)

and

\[
\begin{align*}
F_N(\xi) & = - \int_\mathbb{T} T(\eta) \cdot N(\xi) \frac{[T(\xi) - T(\eta)] \cdot T(\xi)}{|\gamma(\xi) - \gamma(\eta)|^2} g(\eta) d\eta \\
& + 2 \int_\mathbb{T} T(\eta) \cdot N(\xi) \left( (\gamma(\xi) - \gamma(\eta)) \cdot T(\xi) \right) \times \\
& \quad \frac{(\gamma(\xi) - \gamma(\eta)) \cdot (T(\xi) - T(\eta))}{|\gamma(\xi) - \gamma(\eta)|^3} g(\eta) d\eta.
\end{align*}
\] (5.4)

The driving mechanism of \( C^2 \) illposedness is the dispersion of the Hilbert transform in (5.2). In fact, since \( H^2 = -\text{Id} \), one has the following formula

\[
e^{t\pi H} = \sum_n \frac{(t\pi H)^n}{n!} = \cos(\pi t) \text{Id} + \sin(\pi t) H.
\] (5.5)

To exploit the above dispersion of the Hilbert transform, we first need to establish suitable estimates for \( a \) and \( F \). Then by a simple application of the Duhamel formula (namely (5.23) below), we can establish norm inflation for a suitable new variable that implies \( C^2 \) illposedness.

### 5.2. Hölder estimates of coefficients.

We first show that \( F \) is Hölder if \( p > 2 \) with a Hölder exponent \( \beta = 1 - \frac{2}{p} \).

Before we proceed, recall that \( C_M \) denotes a positive constant depending only on \( M, p \) that may change from line to line and the big O notation \( X = O(Y) \) for a quantity \( X \) such that \( |X| \leq CY \) for some absolute constant \( C > 0 \).

**Proposition 5.1.** Let \( 2 < p \leq \infty \) and \( \beta = 1 - \frac{2}{p} \). If \( \gamma \in C([0, T]; B^M_p) \) for some \( M > 1 \), then the error term \( F_L \) defined by (5.3) satisfies the estimate

\[
|F_L|_{C^\beta(\mathbb{T})} \leq C_M.
\]

**Proof.** Let us write \( F_L \) in abbreviation

\[
F_L = P.V. \int_\mathbb{T} \kappa(\eta) Q_L(\xi, \eta) d\eta + \int_\mathbb{T} \kappa(\eta) Q_S(\xi, \eta), d\eta.
\] (5.6)
where the first term with the kernel $Q_L$ is the main term
\[
Q_L(\xi, \eta) = -\frac{1}{\xi - \eta} + N(\eta) \cdot N(\xi) \frac{\gamma(\xi) - \gamma(\eta)}{|\gamma(\xi) - \gamma(\eta)|^2} g(\eta) \tag{5.7}
\]
while the second term has a smoothing kernel $Q_S(\xi, \eta) = -\sum_{n \geq 1} (\xi - \eta + 2\pi n)^{-1} - (\xi - \eta - 2\pi n)^{-1}$.

It suffices to show the bound only for the first term in (5.6). Similarly to the earlier arguments and with slight abuse of notation, let us denote $\Delta_\delta f(\xi) = f(\xi + \delta) - f(\xi)$. We have
\[
\Delta_\delta P.V. \int_{\mathbb{T}} \kappa(\eta) Q_L(\xi, \eta) \, d\eta = \int_{|\xi - \eta| < 2\delta} \kappa(\eta) \left( Q_L(\xi + \delta, \eta) - Q_L(\xi, \eta) \right) \, d\eta + \int_{|\xi - \eta| \geq 2\delta} \kappa(\eta) \left( Q_L(\xi + \delta, \eta) - Q_L(\xi, \eta) \right) \, d\eta
\]
\[
:= F_1(\xi) + F_2(\xi).
\]
The rest of the proof is devoted to proving $|F_1(\xi)| \leq C_M \delta^\beta$.

For the inner region $|\xi - \eta| < 2\delta$, by Corollary 2.3 and (2.8a) from Lemma 2.2 for each $\eta \in \mathbb{T}$, there exists a bounded function $C_{\eta}(\xi)$ with $|C_{\eta}(\xi)| \leq C_M$ such that for all $\xi \neq \eta$
\[
|Q_L(\xi, \eta)| = \left| \frac{\xi - \eta}{|\xi - \eta|^2} - N(\eta) \cdot \frac{\gamma(\xi) - \gamma(\eta)}{|\gamma(\xi) - \gamma(\eta)|^2} g(\eta) \right| = C_{\eta}(\xi)|\xi - \eta|^{-1+\alpha}.
\]
We then apply absolute value to the integrand in $F_1$ and use the bound on $C_{\eta}(\xi)$ to obtain that
\[
|F_1(\xi)| \leq C_M \int_{|\xi - \eta| < 2\delta} |\kappa(\eta)| \left| \left( \frac{\xi + \delta - \eta}{|\xi - \eta|^{1+\alpha}} + |\xi - \eta|^{-1+\alpha} \right) \right| \, d\eta.
\]
By Hölder’s inequality with $p'$ being the Hölder dual of $p$, it follows that
\[
|F_1(\xi)| \leq C_M |\kappa|_{L^p} \left[ \int_{|\xi - \eta| < 2\delta} |\xi - \eta|^{-(1+\alpha)p'} \, d\eta \right]^\frac{1}{p'} = C(M, p)|\kappa|_{L^p} \delta^{1-\frac{2}{p'}}.
\]
Here in the last step we have used $(-1+\alpha)p' = \frac{p-2}{p-1} > -1$ when $p > 2$.

For the outer region $|\xi - \eta| \geq 2\delta$, $Q_L$ is a.e. differentiable in $\xi$, and we first derive a bound for $\partial_\xi Q_L$. Differentiating (5.7) in $\xi$ gives
\[
\partial_\xi Q_L(\xi, \eta) = \left( \frac{1}{|\xi - \eta|^2} + N(\eta) \cdot N(\xi) \frac{g(\xi)}{|\gamma(\xi) - \gamma(\eta)|^2} g(\eta) \right) - 2N(\eta) \cdot N(\xi) \frac{(\gamma(\xi) - \gamma(\eta)) \cdot T(\xi)}{|\gamma(\xi) - \gamma(\eta)|^4} g(\eta)
\]
\[
+ \kappa(\xi) g(\xi) \left( N(\eta) \cdot T(\xi) \frac{(\gamma(\xi) - \gamma(\eta)) \cdot T(\xi)}{|\gamma(\xi) - \gamma(\eta)|^2} - N(\eta) \cdot N(\xi) \frac{(\gamma(\xi) - \gamma(\eta)) \cdot N(\xi)}{|\gamma(\xi) - \gamma(\eta)|^2} \right) g(\eta).
\]
We now use the estimates in Lemma 2.2 to obtain the bounds on each summand in $\partial_\xi Q_L$: for instance, (2.8a), (2.12) and the $C^\alpha$ continuity of $g$ yield
\[
- N(\eta) \cdot N(\xi) \frac{g(\xi)}{|\gamma(\xi) - \gamma(\eta)|^2} g(\eta) = \frac{-1}{|\xi - \eta|^2} + O(C_M |\xi - \eta|^{-2+\alpha}); \tag{5.8}
\]
(2.8a), Corollary 2.3, and the $C^\alpha$ continuity of $g$ yield
\[
2N(\eta) \cdot N(\xi) \left[ \frac{\gamma(\xi) - \gamma(\eta)}{\gamma(\xi) - \gamma(\eta)} \cdot T(\xi) \right]^2 g(\xi) \frac{g(\eta)}{|\xi - \eta|^2} = \frac{2}{|\xi - \eta|^2} + O(C_M|\xi - \eta|^{-2+\alpha}),
\]  
(5.9)
and similarly
\[
\left| N(\eta) \cdot T(\xi) \frac{\gamma(\xi) - \gamma(\eta)}{\gamma(\xi) - \gamma(\eta)} \cdot T(\xi) \right| \leq C_M|\xi - \eta|^{-1+\alpha},
\]  
(5.10)
\[
\left| N(\eta) \cdot N(\xi) \frac{\gamma(\xi) - \gamma(\eta)}{\gamma(\xi) - \gamma(\eta)} \cdot N(\xi) \right| \leq C_M|\xi - \eta|^{-1+\alpha}.
\]

Then it follows from (5.8), (5.9), and (5.10) that for $\xi, \eta \in T$ such that $|\xi - \eta| \geq 2\delta$, we have
\[
\partial_\xi Q_L(\xi, \eta) = O(C_M|\xi - \eta|^{-2+\alpha}) + \kappa(\xi)O(C_M|\xi - \eta|^{-1+\alpha}).
\]  
(5.11)
By the fundamental theorem of calculus and (5.11), for any $\delta > 0$ and any $\eta \in T$ with $|\xi - \eta| \geq 2\delta$ we have
\[
\left| Q_L(\xi + \delta, \eta) - Q_L(\xi, \eta) \right| \leq \int_\xi^{\xi+\delta} \left| \partial_\xi Q_L(\xi', \eta) \right| d\xi'
\leq C_M \int_\xi^{\xi+\delta} \left( |\xi' - \eta|^{-2+\alpha} + |\kappa(\xi')| |\xi' - \eta|^{-1+\alpha} \right) d\xi'.
\]  
(5.12)
Now we compute the integral on the right-hand side above. Since $|\xi - \eta| \geq 2\delta$, we have $|\xi' - \eta| \leq 2|\xi - \eta|$ in the above integral, and it follows from (5.12), $|\kappa|_{L^p(T)} \leq C_M$, and Hölder’s inequality that
\[
\left| Q_L(\xi + \delta, \eta) - Q_L(\xi, \eta) \right| \leq C_M \left( |\xi - \eta|^{-2+\alpha} + |\xi - \eta|^{-1+\alpha} \int_\xi^{\xi+\delta} |\kappa(\xi')| d\xi' \right)
\leq C_M \left( |\xi - \eta|^{-2+\alpha} + \delta^\alpha |\xi - \eta|^{-1+\alpha} \right).
\]  
(5.13)
Now that we have a good bound on the finite difference of $Q_L$, it follows from (5.13) that
\[
|F_2(\xi)| \leq C_M \int_{|\xi - \eta| \geq 2\delta} |\kappa(\eta)| \left| Q_L(\xi + \delta, \eta) - Q_L(\xi, \eta) \right| d\eta
\leq C_M \int_{|\xi - \eta| \geq 2\delta} \kappa(\eta) (|\xi - \eta|^{-2+\alpha} + \delta^\alpha |\xi - \eta|^{-2+\alpha}) d\eta
\leq C_M \delta \int_{|\xi - \eta| \geq 2\delta} \left| \xi - \eta \right|^{-2+\alpha} d\eta + C_M \delta^\alpha \int_{|\xi - \eta| \geq 2\delta} \left| \xi - \eta \right|^{-1+\alpha} d\eta \leq C_M \delta^{1-\frac{\alpha}{p}},
\]
where we have used that $|\kappa|_{L^p(T)} \leq C_M$ together with the Hölder inequality.

Next, we show that the other error term $F_N$ is also Hölder continuous in space.

**Proposition 5.2.** Let $T > 0$. For any $\frac{3}{2} < p \leq \infty$, if $\gamma \in C([0,T]; B^M_p)$ for some $M > 1$, then the nonlinear error term $F_N$ defined by (5.4) satisfies the estimate
\[
|F_N|_{C^\alpha(T)} \leq C_M,
\]
Indeed, as in the proof of Proposition 2.4, by (2.8c), (2.9d), and (2.9e)

\[ |R_N(\xi, \eta)| \leq C_M \left| T(\eta) \cdot N(\xi) \left((\gamma(\xi) - \gamma(\eta)) \cdot T(\xi)\right) \right| \frac{((\gamma(\xi) - \gamma(\eta)) \cdot (T(\xi) - T(\eta)))}{|\gamma(\xi) - \gamma(\eta)|^4} \]

\[ + C_M \left| T(\eta) \cdot N(\xi) \left[ (T(\xi) - T(\eta)) \cdot T(\xi) \right] \right| \frac{1}{|\gamma(\xi) - \gamma(\eta)|^2} \]

\[ \leq C_M |\xi - \eta|^\alpha |\xi - \eta|^{2+\alpha} |\xi - \eta|^{-4} \]

\[ + C_M |\xi - \eta|^\alpha M(\xi - \eta) |\xi - \eta|^{1+\alpha} |\xi - \eta|^{-2} \]

\[ \leq C_M M(\xi - \eta) |\xi - \eta|^{-1+2\alpha}. \]

Then by (5.14) and the Hölder inequality with \( p' = \frac{p}{p-1} \)

\[ |F_1(\xi)| \leq C_M \int_{|\xi-\eta|<2\delta} \eta \left[ |\xi + \delta - \eta|^{-1+\alpha} + |\xi - \eta|^{-1+\alpha} \right] d\eta \]

\[ \leq C_M \left( \int_{|\xi-\eta|<4\delta} |\xi - \eta|^{-1+2\alpha} p' \ d\eta \right)^{\frac{1}{p'}}. \]

This is integrable since \((1 - 2\alpha)p' = \frac{p-2}{p-1} \in (-1, 1)\) when \( p > \frac{3}{2} \), and we compute the integral to find that \( |F_1(\xi)| \leq C_M \delta^2 - \frac{2}{5} \), which is more than we need.

Next, we consider the outer region \( |\xi - \eta| \geq 2\delta \). We use the same strategy as in the previous proposition. As \( R_N(\xi, \eta) \) is a.e. differentiable in \( \xi \) in this region, we first derive a bound for the \( \partial_\xi R_N \). Differentiating in \( \xi \) gives

\[ \partial_\xi R_N(\xi, \eta) = \kappa(\xi) g(\xi) \left( -I_1 + I_2 + 2I_3 - 2I_4 - 2I_5 \right) \]

\[ + g(\xi) (2J_1 + 2J_2 + 2J_3 - 8J_4) \]

(5.15)

where as before \( \alpha = 1 - \frac{1}{p} \).

Proof. Let us introduce the shorthand notation

\[ F_N(\xi) = \int_T R_N(\xi, \eta) \ d\eta. \]

As before denote by \( \Delta \delta \) the difference of forward spacing \( \delta > 0 \). We have

\[
\Delta \delta F_N(\xi) = \int_{|\xi-\eta|<2\delta} \left( R_N(\xi + \delta, \eta) - R_N(\xi, \eta) \right) d\eta \\
+ \int_{|\xi-\eta|\geq2\delta} R_N(\xi + \delta, \eta) - R_N(\xi, \eta) d\eta \\
:= F_5(\xi) + F_4(\xi).
\]

We need to show \( |F_4(\xi)| \leq C_M \delta^\alpha \).

For the inner region, \( |\xi - \eta| \leq 2\delta \), we first show the bound

\[ |R_N(\xi, \eta)| \leq C_M M(\xi - \eta) |\xi - \eta|^{-1+2\alpha}. \] (5.14)

Indeed, as in the proof of Proposition 2.4, by (2.8c), (2.9d), and (2.9e)
where the terms $I_i$ are

\[
I_1 := T(\eta) \cdot T(\xi) \left[ \frac{(T(\xi) - T(\eta)) \cdot T(\xi)}{|\gamma(\xi) - \gamma(\eta)|^2} \right] g(\eta)
\]

\[
I_2 := T(\eta) \cdot N(\xi) \left[ \frac{(T(\xi) - T(\eta)) \cdot N(\xi)}{|\gamma(\xi) - \gamma(\eta)|^2} \right] g(\eta)
\]

\[
I_3 := T(\eta) \cdot T(\xi) \left[ \frac{(\gamma(\xi) - \gamma(\eta)) \cdot T(\xi) \cdot \gamma(\xi) - \gamma(\eta)) \cdot T(\xi) - T(\eta)}{|\gamma(\xi) - \gamma(\eta)|^4} \right] g(\eta)
\]

\[
I_4 := T(\eta) \cdot N(\xi) \left[ \frac{(\gamma(\xi) - \gamma(\eta)) \cdot T(\xi) \cdot (\gamma(\xi) - \gamma(\eta)) \cdot T(\xi) - T(\eta)}{|\gamma(\xi) - \gamma(\eta)|^4} \right] g(\eta)
\]

\[
I_5 := T(\eta) \cdot N(\xi) \left[ \frac{(\gamma(\xi) - \gamma(\eta)) \cdot T(\xi) \cdot (\gamma(\xi) - \gamma(\eta)) \cdot N(\xi)}{|\gamma(\xi) - \gamma(\eta)|^4} \right] g(\eta)
\]

and terms $J_i$'s are

\[
J_1 := T(\eta) \cdot N(\xi) \left[ \frac{(T(\xi) - T(\eta)) \cdot T(\xi) \cdot (\gamma(\xi) - \gamma(\eta)) \cdot T(\xi)}{|\gamma(\xi) - \gamma(\eta)|^4} \right] g(\eta) d\eta
\]

\[
J_2 := T(\eta) \cdot N(\xi) \left[ \frac{(\gamma(\xi) - \gamma(\eta)) \cdot T(\xi) \cdot (\gamma(\xi) - \gamma(\eta)) \cdot T(\xi) - T(\eta)}{|\gamma(\xi) - \gamma(\eta)|^4} \right] g(\eta) d\eta
\]

\[
J_3 := T(\eta) \cdot N(\xi) \left[ \frac{(\gamma(\xi) - \gamma(\eta)) \cdot T(\xi) \cdot (\gamma(\xi) - \gamma(\eta)) \cdot T(\xi) - T(\eta)}{|\gamma(\xi) - \gamma(\eta)|^4} \right] g(\eta)
\]

\[
J_4 := T(\eta) \cdot N(\xi) \left[ \frac{(\gamma(\xi) - \gamma(\eta)) \cdot T(\xi) \cdot (\gamma(\xi) - \gamma(\eta)) \cdot T(\xi) - T(\eta)}{|\gamma(\xi) - \gamma(\eta)|^6} \right] g(\eta).
\]

Next, we will derive the bound

\[
|\partial_\xi R_N(\xi, \eta)| \leq C_M \left( |\kappa(\xi)| + M_\kappa(\xi) \right) M_\kappa(\eta) |\xi - \eta|^{1+\alpha}.
\]  

(5.16)

By the structure of $\partial_\xi R_N$ given by (5.15), it suffices to show for $I_i$ 's the bound

\[
|I_i(\xi, \eta)| \leq C_M M_\kappa(\eta) |\xi - \eta|^{-1+\alpha}
\]  

(5.17)

and for $J_i$ 's the bound

\[
|J_i(\xi, \eta)| \leq C_M M_\kappa(\xi) M_\kappa(\eta) |\xi - \eta|^{-1+\alpha}.
\]  

(5.18)

**Estimates of $I_i$ 's:**

For each $I_i$ term, we use one of the maximal bounds in Lemma 2.2.

By (2.9d),

\[
|T(\eta) \cdot T(\xi) (T(\xi) - T(\eta)) \cdot T(\xi)| \leq C_M M_\kappa(\eta) |\xi - \eta|^{1+\alpha},
\]

so $I_1$ satisfies (5.17).

By (2.8b) and (2.9a),

\[
|T(\eta) \cdot N(\xi)||T(\xi) - T(\eta)||N(\xi)| \leq C_M M_\kappa(\eta) |\xi - \eta|^{1+\alpha},
\]

so $I_2$ satisfies (5.17).

By (2.9e),

\[
|\gamma(\xi) - \gamma(\eta)| \cdot (T(\xi) - T(\eta))| \leq C_M M_\kappa(\eta) |\xi - \eta|^{2+\alpha},
\]

so $I_3$ satisfies (5.17).
By (2.8c), (2.8d), and (2.9e),
\[ |T(\eta) \cdot N(\xi)((\gamma(\xi) - \gamma(\eta)) \cdot N(\xi))((\gamma(\xi) - \gamma(\eta)) \cdot (T(\xi) - T(\eta)))| \leq C_M M \kappa(\eta)|\xi - \eta|^{3+3\alpha} \]
so $I_4$ satisfies (5.17).

By (2.8c) and (2.9e),
\[ |T(\eta) \cdot N(\xi)((\gamma(\xi) - \gamma(\eta)) \cdot T(\xi))((\gamma(\xi) - \gamma(\eta)) \cdot N(\xi))| \leq C_M M \kappa(\eta)|\xi - \eta|^{3+\alpha} \]
so $I_5$ satisfies (5.17).

**Estimates of $J_i$:**

Next, we look at the $J_i$ terms. Each of these requires using two maximal bounds from Lemma 2.2.

By (2.9a) and (2.9d), $J_1$ satisfies (5.18):
\[ |J_1(\xi, \eta)| \leq \left| T(\eta) \cdot N(\xi) \frac{(T(\xi) - T(\eta)) \cdot T(\xi)}{|\gamma(\xi) - \gamma(\eta)|^3} \right| \leq C_M M \kappa(\xi) M \kappa(\eta)|\xi - \eta|^{-1+\alpha}. \]

By (2.9a) and (2.9e), $J_2$ satisfies (5.18):
\[ |J_2(\xi, \eta)| \leq C_M \left| T(\eta) \cdot N(\xi) \frac{(\gamma(\xi) - \gamma(\eta)) \cdot (T(\xi) - T(\eta))}{|\gamma(\xi) - \gamma(\eta)|^4} \cdot g(\eta) \right| \leq C_M M \kappa(\xi) M \kappa(\eta)|\xi - \eta|^{-1+\alpha}. \]

By (2.9a) and (2.9d), $J_3$ satisfies (5.18):
\[ |J_3(\xi, \eta)| \leq C_M \left| T(\eta) \cdot N(\xi) \frac{(T(\xi) \cdot (T(\xi) - T(\eta)))}{|\gamma(\xi) - \gamma(\eta)|^3} \right| \leq C_M M \kappa(\xi) M \kappa(\eta)|\xi - \eta|^{-1+\alpha}. \]

By (2.9a) and (2.9e), $J_4$ satisfies (5.18):
\[ |J_4(\xi, \eta)| \leq C_M \left| T(\eta) \cdot N(\xi) \frac{(\gamma(\xi) - \gamma(\eta)) \cdot T(\xi))^2 (\gamma(\xi) - \gamma(\eta)) \cdot (T(\xi) - T(\eta))}{|\gamma(\xi) - \gamma(\eta)|^6} \right| \leq C_M M \kappa(\xi) M \kappa(\eta)|\xi - \eta|^{-1+\alpha}. \]

Combining the bounds for $I_i$ and $J_i$, we have established (5.16). Since $\xi + \delta \neq \eta$ in the region $|\xi - \eta| \geq 2\delta$, by the fundamental theorem of calculus, (5.16), and the bound $|\xi' - \eta| \leq 2|\xi - \eta|$ for all $\xi' \in [\xi, \xi + \delta]$, we have
\[ |R_N(\xi + \delta, \eta) - R_N(\xi, \eta)| \leq \int_\xi^{\xi + \delta} |\partial_x R_N(\xi', \eta)| \, d\xi' \leq C_M M \kappa(\eta) \int_\xi^{\xi + \delta} |\xi' - \eta|^{-1+\alpha} (\kappa(\xi) + M \kappa(\xi)) \, d\xi' \leq C_M |\xi - \eta|^{-1+\alpha} M \kappa(\eta) \int_\xi^{\xi + \delta} (\kappa(\xi) + M \kappa(\xi)) \, d\xi' \leq C_M \delta^\alpha |\xi - \eta|^{-1+\alpha} M \kappa(\eta). \]
Inserting this above into $F_2$, by Hölder’s inequality we have

$$|F_2(\xi)| \leq C_M \delta^\alpha \int_{|\xi - \eta| \geq 2\delta} |\xi - \eta|^{-1+\alpha} M_\kappa(\eta) \, d\eta \leq C_M \delta^\alpha$$

where we have used that $|\xi - \eta|^{-1+\alpha} \in L^p(\mathbb{T})$ when $p > \frac{3}{2}$.

We recall that the multiplicative coefficient $a = -\partial_x v \cdot \mathbf{T}$ is also Hölder continuous, with an exponent $\alpha = 1 - \frac{1}{p}$ by Proposition 2.4.

**Lemma 5.3.** Let $1 < p \leq \infty$, and assume $\gamma \in C([0, T]; B^M_p)$, then the coefficient $a = -\partial_x v \cdot \mathbf{T}$ satisfies the estimate

$$|a|_{C^\alpha(\mathbb{T})} \leq C_M.$$

### 5.3. A commutator estimate.

The last ingredient we need for the $C^2$ illposedness is

**Lemma 5.4.** Let $1 < p < \infty$ and $\frac{1}{p} < \sigma \leq 1$. Suppose that $f \in L^p(\mathbb{T})$ and $h \in C^\sigma(\mathbb{T})$. Then the commutator satisfies the estimate

$$||[\mathcal{H}, h]f||_{C^\beta(\mathbb{T})} \leq C(p, \sigma)|h|_{C^\sigma(\mathbb{T})}|f|_{L^p(\mathbb{T})}$$

for $\beta = \sigma - \frac{1}{p}$.

**Proof.** This follows from a standard computation in PDE and we sketch the details here. Denote by $H(\xi)$ the kernel of the periodic Hilbert transform. We have

$$[\mathcal{H}, h]f(\xi) = \int_{\mathbb{T}} [h(\eta) - h(\xi)] f(\eta) H(\xi - \eta) \, d\eta.$$  

Since $H(\xi - \eta) \sim (\xi - \eta)^{-1}$ for small $|\xi - \eta| > 0$ and $|h(\eta) - h(\xi)| \leq |h|_{C^\sigma} |\xi - \eta|^{\sigma}$, we have $||[\mathcal{H}, h]f||_{L^\infty} \lesssim |f|_{L^p} |h|_{C^\sigma}$.

Next, we show the Hölder continuity with exponent $\beta = \sigma - \frac{1}{p}$. Denote by $\Delta_\delta$ the difference operator of spacing $\delta$, namely $\Delta_\delta f = f(\xi + \delta) - f(\xi)$. Without loss of generality we assume $\delta > 0$ and aim to prove $|\Delta_\delta [\mathcal{H}, h]f| \lesssim \delta^\beta |h|_{C^\sigma} |f|_{L^p}$. We split the integral $\Delta_\delta [\mathcal{H}, h]f$ in the following way:

$$\Delta_\delta [\mathcal{H}, h]f = \int_{\mathbb{T}} \left[ (h(\eta) - h(\xi + \delta)) H(\xi - \eta + \delta) - (h(\eta) - h(\xi)) H(\xi - \eta) \right] f(\eta) \, d\eta$$

$$:= I_1 + I_2$$

where $I_1$ is the integral on $|\xi - \eta| < 2\delta$ and $I_2$ on $|\xi - \eta| \geq 2\delta$.

**Case 1:** $|\xi - \eta| < 2\delta$

In this case, we first use the $\sigma$-Hölder continuity of $h$ to obtain that

$$I_1 \leq \int_{|\xi - \eta| < 2\delta} \left| (h(\eta) - h(\xi + \delta)) H(\xi - \eta + \delta) - (h(\eta) - h(\xi)) H(\xi - \eta) \right| f(\eta) \, d\eta$$

$$\leq |h|_{C^\sigma} \int_{|\xi - \eta| < 2\delta} \left( |\xi - \eta + \delta|^\sigma + |\xi - \eta|^\sigma \right) |f(\eta)| \, d\eta.$$  

Since $-1 < \sigma - 1 \leq 0$, a direct computation using the Hölder inequality and the bound $|\xi - \eta| < 2\delta$ gives

$$I_1 \lesssim |h|_{C^\sigma} |f|_{L^p} \left[ \int_{|\xi - \eta| < 4\delta} |\xi - \eta|^{(\sigma - 1)} \, d\eta \right]^{\frac{1}{p-1}}.$$
Since \((\frac{p}{p-1})\sigma - 1 > -1\), we can evaluate the integral and obtain that
\[
I_1 \lesssim |h|_{C^\sigma} |f|_{L^p} \delta^{\sigma-1+\frac{p-1}{p}} = |h|_{C^\sigma} |f|_{L^p} \delta^\beta.
\]

**Case 2:** \(|\xi - \eta| \geq 2\delta\)

In this case, we first rearrange the terms as follows.
\[
I_2 \lesssim \left| \int_{|\xi-\eta| \geq 2\delta} \left[ (h(\eta) - h(\xi)) (H(\xi - \eta + \delta) - H(\xi - \eta)) 
+ (h(\xi) - h(\xi + \delta)) H(\xi - \eta + \delta) \right] f(\eta) \, d\eta \right|.
\]
Recall that for the kernel \(H(\xi) = \frac{1}{2\pi} \cot(\frac{\xi}{2})\), we have for all \(|\xi - \eta| \geq 2\delta\) the bounds
\[
|H(\xi - \eta + \delta) - H(\xi - \eta)| \lesssim \frac{\delta}{|\xi - \eta|^2},
|H(\xi - \eta + \delta)| \lesssim \frac{1}{|\xi - \eta|}.
\]

It then follows from \((5.19)\) and the \(\sigma\)-Hölder continuity of \(h\) that
\[
I_2 \lesssim |h|_{C^\sigma} \left( \delta \int_{|\xi-\eta| \geq 2\delta} |\xi - \eta|^{\sigma-2} f(\eta) \, d\eta + \delta^\sigma \int_{|\xi-\eta| \geq 2\delta} |\xi - \eta|^{-1} f(\eta) \, d\eta \right)
\lesssim |h|_{C^\sigma} \delta^\sigma \int_{|\xi-\eta| \geq 2\delta} |\xi - \eta|^{-1} f(\eta) \, d\eta.
\]

From here we can apply Hölder’s inequality (since \(p < \infty\)) and use the condition \(\beta = \sigma - \frac{1}{p}\) to conclude that
\[
I_2 \lesssim |h|_{C^\sigma} |f|_{L^p} \delta^\sigma \left( \int_{|\xi-\eta| \geq 2\delta} |\xi - \eta|^{-\frac{\sigma}{p-1}} \right)^{\frac{p-1}{p}} = |h|_{C^\sigma} |f|_{L^p} \delta^\beta.
\]

\(\square\)

### 5.4. Proof of \(C^2\) illposedness.

In what follows, we restrict ourselves to the case \(4 \leq p \leq \infty\) (away from \(p = 2\)) so that there exists a fixed small \(\beta > 0\) with the following property.

In the remainder of this section, we denote by \(C(M, T)\) a large constant depending only on \(M\) and \(T\) but not \(p\) that may change from line to line.

**Lemma 5.5.** Fix \(\beta = \frac{1}{2}\). For any \(M > 1\) and \(T > 0\), there is a large constant \(C = C(M, T)\) depending only on \(M\) and \(T\) such that for any \(\gamma \in C([0, T]; B^M_t)\) the uniform Hölder estimates hold
\[
\sup_{t \in [0, T]} |F|_{C^\beta(t)} + \sup_{t \in [0, T]} |a|_{C^\beta(t)} \leq C(M, T),
\]
and
\[
\sup_{t \in [0, T]} \|\mathcal{H}, e^{-J_0^t} \|_{C^\beta(t)} \leq C(M, T).
\]

**Proof.** Since \(1 - \frac{\sigma}{4} = \frac{1}{2}\), \((5.20)\) follows directly from Propositions 5.1, 5.2 and Lemma 5.3.
Lemma 5.4 with $\sigma = 3/4$ and $p = 4$ implies that
\[ |[\mathcal{H}, e^{-\int_0^t a}]\kappa|_{C^{\frac{1}{2}}(\mathbb{T})} \leq C|\kappa|_{L^4(\mathbb{T})}|e^{-\int_0^t a}|_{C^{\frac{1}{2}}(\mathbb{T})} \leq C(M,T), \]
where we have used $a = \partial_x v \cdot \mathbf{r} \in C([0,T]; C^{\frac{1}{2}}(\mathbb{T}))$ since $\gamma \in C([0,T]; B^M_4)$.

With Lemma 5.5, we are in position to prove $C^2$ illposedness. Define a new variable using a variation of parameters
\[ K(\xi, t) = e^{-\int_0^t a(\xi, \tau) d\tau} K(\xi, t), \quad (5.22) \]
then by (5.2) it satisfies the equation
\[ \partial_t K = \pi \mathcal{H} K - \pi [\mathcal{H}, e^{-\int_0^t a}] \kappa + \bar{F}, \]
where $\bar{F} := e^{-\int_0^t a} F$ and $[A, B] := AB - BA$ denote the commutator.

By Duhamel’s principle, we recast the equation for $K$ into the integral form
\[ K(t) = e^{t\pi \mathcal{H}} K_0 + \int_0^t e^{(t-\tau)\pi \mathcal{H}} \left( -\pi [\mathcal{H}, e^{-\int_0^\tau a}] \kappa + \bar{F} \right) d\tau', \quad (5.23) \]
By Lemma 5.5, for any $M > 1$ and $T > 0$ we have the following uniform bound for any $p \geq 4$,
\[ |K(t)|_{L^p(\mathbb{T})} \leq c(M,T)|\kappa(t)|_{L^p(\mathbb{T})} \quad \text{for all } t \in [0, T]. \]
So it suffices to show the inflation for $K$ as $p \to \infty$.

For some suitable initial data $\gamma_0 \in C^2(\mathbb{T})$ with $\kappa_0 \in C(\mathbb{T})$, we will see that the linear dispersion yields $|e^{t\pi \mathcal{H}} K_0|_{L^p(\mathbb{T})} \to \infty$ as $p \to \infty$. So the task is to verify the flux terms in (5.23) are well-controlled, say in $L^\infty(\mathbb{T})$ on $[0, T]$.

**Lemma 5.6.** For $M > 1$ and any $T > 0$, there exists a constant $C(M,T) > 0$ such that for any $\gamma \in C([0,T]; B^M_4)$, $4 \leq p \leq \infty$, we have
\[ \sup_{t \in [0,T]} \left| \int_0^t e^{(t-\tau)\pi \mathcal{H}} \left( -\pi [\mathcal{H}, e^{-\int_0^\tau a}] \kappa + \bar{F} \right) d\tau' \right|_{L^\infty(\mathbb{T})} \leq C(M,T). \]

**Proof.** Let $\beta = \frac{1}{2}$ be fixed as in Lemma 5.5. We replace the $L^\infty$ norm on the left-hand side by the $\beta$-Hölder norm and find that
\[ \left| \int_0^t e^{(t-\tau)\pi \mathcal{H}} \left( [\mathcal{H}, e^{-\int_0^\tau a}] \kappa + \bar{F} \right) d\tau' \right|_{C^\beta(\mathbb{T})} \leq T \sup_t \left| [\mathcal{H}, e^{-\int_0^t a}] \kappa \right|_{C^\beta(\mathbb{T})} + T \sup_t |\bar{F}|_{C^\beta(\mathbb{T})}, \]
where in the first step we have used that the free evolution $e^{t\pi \mathcal{H}}$ is bounded on $C^\sigma(\mathbb{T})$ for any $0 < \sigma < 1$ by (5.5).

Then by (5.20) and (5.21) we have
\[ \sup_{t \in [0,T]} \left| \int_0^t e^{(t-\tau)\pi \mathcal{H}} \left( [\mathcal{H}, e^{-\int_0^\tau a}] \kappa + \bar{F} \right) d\tau \right|_{L^\infty(\mathbb{T})} \leq C(M,T). \]

Then we choose the initial configuration such that the free linear evolution inflates, or more precisely $|e^{t\pi \mathcal{H}} K_0|_{L^p(\mathbb{T})} \to \infty$ as $p \to \infty$. \qed
Lemma 5.7. There exists initial data $\gamma_0 \in C^2(\mathbb{T})$ which is a simple closed curve with curvature $\kappa_0 \in C(\mathbb{T})$ such that the following holds. For any $t \in (0, 1)$,

$$|e^{t\pi H}K_0|_{L^p(\mathbb{T})} \geq C_0 \max\{t(1-t)p, 1\} \quad \text{for all } p < \infty$$

where $C_0 > 0$ is a constant depending only on the initial data $\gamma_0$.

Proof. It is well-known that the Hilbert transform is not bounded $C(\mathbb{T}) \to L^\infty(\mathbb{T})$, and we may pick $\gamma_0 \in C^2$ with $k_0 \in C(\mathbb{T})$ such that $|\mathcal{H}k_0|_{L^p(\mathbb{T})} \sim p$ as $p \to \infty$. Let us sketch an explicit argument for the sake of completeness. For instance, one can take $\epsilon > 0$ small and a curve $\gamma_0$ whose curvature $\kappa_0$ satisfies

$$\kappa_0(\xi) = \begin{cases} (\ln |\xi|^{-1})^{-\frac{1}{2}} & \xi \in (0, \epsilon] \\ -(\ln |\xi|^{-1})^{-\frac{1}{2}} & \xi \in [-\epsilon, 0) \end{cases} \quad (5.24)$$

Such initial data $\gamma_0 \in C^2(\mathbb{T})$ exists since (5.24) is a local continuity condition near $\xi = 0$. One can take a function $\kappa_0$ satisfying (5.24) and then smoothly extend it on $[\epsilon, \pi] \cup [-\pi, -\epsilon]$ to obtain a curve $\gamma_0 \in C^2(\mathbb{T})$ with $\kappa_0 \in C(\mathbb{T})$ as its curvature. We have

$$\pi \mathcal{H}k_0(\xi) = \int_0^\xi \frac{\kappa_0(\eta)}{\xi - \eta} d\eta + \int_\xi^{2\pi} \frac{\kappa_0(\eta)}{\xi - \eta} d\eta + \int_{-\pi}^0 \frac{\kappa_0(\eta)}{\xi - \eta} d\eta + \int_{2\pi}^\xi \frac{\kappa_0(\eta)}{\xi - \eta} d\eta + R_H(\xi),$$

where $|R_H(\xi)| \leq C|k_0|_{L^\infty(\mathbb{T})} \ln \epsilon^{-1}$. Since $\kappa_0$ is increasing on $[0, \epsilon]$, the sum of the first two terms is negative. The third and fourth terms are also negative. Therefore,

$$|\mathcal{H}k_0(\xi)| \geq \int_\pi^{\epsilon} \frac{\kappa_0(\eta)}{\eta - \xi} d\eta - C|k_0|_{L^\infty(\mathbb{T})} \ln \epsilon^{-1} \geq \kappa_0(2\xi) \ln \epsilon^{-1} - C|k_0|_{L^\infty(\mathbb{T})} \ln \epsilon^{-1}.$$ 

Thus there exists a scale $\epsilon_1 \leq \epsilon$ so that $|\mathcal{H}k_0(\xi)| \geq c(\ln \epsilon^{-1})^{1/2}$ for $\xi \in [0, \epsilon_1]$ (one can take $\epsilon_1 = e^n$ with sufficiently large $n$ depending on $C$ and $|k_0|_{L^\infty(\mathbb{T})}$). Then

$$|\mathcal{H}k_0|_{L^p} \geq \left( \int_0^{\epsilon_1} |\ln \xi^{-1}|^{p/2} d\xi \right)^{1/p} = \left( \int_{\ln \epsilon_1}^{\infty} z^{p/2} e^{-z} dz \right)^{1/p} \geq (p!)^{1/p} \geq p.$$ 

With the initial data $k_0$ chosen as above, we have

$$e^{t\pi H}K_0 = e^{t\pi H}k_0 = \sum_n \frac{(t\pi H)^n}{n!}k_0 = \cos(\pi t)k_0 + \sin(\pi t)\mathcal{H}k_0,$$

and the conclusion follows immediately since $\sin(\pi t) \sim t$ when $t \in (0, \frac{1}{2}]$ and $\sin(\pi t) \sim 1 - t$ when $t \in \left[\frac{3}{2}, 1\right)$.

These two lemmas, combined with the global $W^{2,p}$ regularity, yield the main $C^2$ and $C^{1,1}$ illposedness result.

Theorem 5.8. There exists initial data $\gamma_0 \in C^2(\mathbb{T})$ which is a simple closed curve with curvature $\kappa_0 \in C(\mathbb{T})$ such that the following holds. The unique solution $\gamma$ of (CDE) with initial data $\gamma_0$ satisfies $\gamma \in C([0, \infty); X_p)$ for all $p < \infty$ and

$$|\kappa(t)|_{L^\infty(\mathbb{T})} = \infty \quad \text{for all } t \in [0, \infty) \setminus \mathbb{Z}.$$

Proof. We only demonstrate how to show $|\kappa(t)|_{L^\infty(\mathbb{T})} = \infty$ for $0 < t < 1$ as the rest of the cases $t \in \mathbb{R} \setminus \mathbb{Z}$ are similar.

First of all, since $\gamma_0 \in X_\infty$, by Theorem 3.4, the unique solution $\gamma$ belongs to $C([0, \infty); X_p)$ for any $p < \infty$. 

We proceed with a proof by contradiction. Suppose $|\kappa(t^*)|_{L^\infty(T)} < \infty$ for some $t^* \in (0, 1)$, then one must have
\[
\limsup_{p \to \infty} |\kappa(t^*)|_{L^p(T)} < \infty,
\]
and hence for the new variable $K$ introduced in (5.22),
\[
\limsup_{p \to \infty} |K(t^*)|_{L^p(T)} < \infty.
\] (5.25)

Then by (5.23), for all $p \geq 4$ we have that
\[
|K(t^*)|_{L^p(T)} \geq \left| e^{t^* \pi H} K_0 \right|_{L^p(T)} - 2\pi \int_0^{t^*} e^{(t^*-t') \pi H} \left( [H, e^{\int_0^{t'} a]} \kappa + \tilde{F} \right) dt' \right|_{L^\infty(T)}.
\]
It follows from Lemma 5.6 that there exists a constant $0 < C < \infty$ independent of $p$ such that
\[
|K(t^*)|_{L^p(T)} \geq \left| e^{t^* \pi H} K_0 \right|_{L^p(T)} - C
\]
for all $p \geq 4$.

which is a contradiction to (5.25) by Lemma 5.7 since $t^* \in (0, 1)$.

□
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