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Abstract

We interpret steady linear statistical inverse problems as artificial dynamic systems with white noise and introduce a stochastic differential equation (SDE) system where the inverse of the ending time plays the role of the squared noise level. The time-continuous framework then allows us to apply classical methods from data assimilation, namely the Kalman-Bucy filter and 3DVAR, and to analyze their behavior as a regularization method for the original problem. Such treatment offers some connections to the famous asymptotical regularization method, which has not yet been analyzed in the context of random noise. We derive error bounds for both methods in terms of the mean-squared error under standard assumptions and discuss commonalities and differences between both approaches. If an additional tuning parameter for the initial covariance is chosen appropriately in terms of the ending time, one of the proposed methods gains order optimality. Our results extend theoretical findings in the discrete setting given in the recent paper Iglesias et al. [23]. Numerical examples confirm our theoretical results.
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1 Introduction

1.1 From steady inverse problems to dynamical systems

The probably most often investigated setting in statistical inverse problems is the recovery of an unknown solution $u^\dagger$ from the indirect noisy measurement

$$y^\delta = Au^\dagger + \delta \eta$$

(1.1)

where $A$ is a compact linear operator acting between separable Hilbert spaces $\mathcal{X}$ and $\mathcal{Y}$, $\eta$ is a (weak) Gaussian process on $\mathcal{Y}$ with a covariance operator $\Sigma$ (we write $\eta \sim N_{\mathcal{Y}}(0, \Sigma)$), and $\delta > 0$ is a noise level. Note that (depending on $\Sigma$), $y^\delta$ might not be identifiable with an element in $\mathcal{Y}$, but has rather to be understood as an element in $\mathcal{Y}^*$, which is why $u^\dagger$ is usually read in a weak
sense. (1.1) is a prototypical inverse problem, which has widely been considered in the literature, and we refer to the monographs [14, 28] and the references therein.

To solve the linear inverse problem (1.1) stably, one usually uses regularization methods. Most common examples are either spectral methods of the form

\[ u_\delta = q_\epsilon (A^* A) A^* y_\delta \]

with a filter function \( q_\epsilon \) (see e.g. [6, 8, 14, 26, 30, 37]), or variational ones of the form

\[ u_\delta \in \text{argmin}_{u \in \mathcal{X}} \left[ \| Au \|_\mathcal{Y}^2 - 2 \langle Au, y_\delta \rangle_{\mathcal{Y} \times \mathcal{Y}^*} + \epsilon R(u) \right] \]

where \( R : \mathcal{X} \to (-\infty, \infty] \) is a proper convex functional (see e.g. [2, 21, 36, 38]). For a better understanding, note that \( y \mapsto \| y \|_\mathcal{Y}^2 - 2 \langle y, y_\delta \rangle_{\mathcal{Y} \times \mathcal{Y}^*} \) is an infinite-dimensional version of the Gaussian negative log-likelihood functional. Note that both methods rely on a so-called regularization parameter \( \epsilon > 0 \), which has to be chosen appropriately.

Given the datum \( y_\delta \) in (1.1), many of the aforementioned methods perform optimal in the classical minimax sense, i.e. for \( u^\dagger \) in a prescribed smoothness class, the obtained convergence rate of the mean-squared error (MSE) \( \mathbb{E} \| u^\dagger - u \|^2 \) agrees with the best possible one under all estimators if \( \epsilon > 0 \) is chosen appropriately. However, in many practical applications the single datum in (1.1) arises from averaging several sequential (and independent) observations \( y_1, ..., y_N \) according to the model

\[ y_i = Au^\dagger + \eta_i, \quad 1 \leq i \leq N, \quad \eta_i \sim \mathcal{N}_\mathcal{Y}(0, \Sigma_i) \]  

(1.2)

which yields

\[ y_\delta := \frac{1}{N} \sum_{i=1}^N y_i = Au^\dagger + \frac{1}{N} \sum_{i=1}^N \eta_i, \quad \frac{1}{N} \sum_{i=1}^N \eta_i \sim \mathcal{N}_\mathcal{Y} \left( 0, \frac{1}{N^2} \sum_{i=1}^N \Sigma_i \right) \]  

(1.3)

by independence, see also [17]. If the sequential noise contributions \( \eta_i \) have identical covariance operators \( \Sigma_i = \Sigma \), then (1.3) yields the original model (1.1) with \( \delta = 1/\sqrt{N} \). From this point of view, it might be advantageous to work with the sequence (1.2) of problems instead of the single problem (1.1). Note that (1.2) can also be interpreted as an (artificial) dynamical system

\[ u_n = u_{n-1} \]  

(1.4a)

\[ y_n = Au_n + \eta_n \]  

(1.4b)

with \( u_0 = u^\dagger \) on a finite time horizon \( n \in \{1, 2, \ldots N\} \), similar to the one considered in [22].

### 1.2 Data assimilation as regularization

The artificial dynamic system (1.4) then allows us to apply classical data assimilation methods for the recovery of \( u^\dagger \), e.g. the Kalman filter and 3DVAR, which lead to a solution of the original inverse problem (1.1) in form of a posterior Gaussian distribution. This also offers a connection to Bayesian inverse problems, see e.g. the seminal work [33] or [10, 11] for recent developments.

For the sake of completeness, we briefly describe these approaches here. The Kalman filter yields the posterior Gaussian distribution \( \mathcal{N}_\mathcal{X}(m_n, C_n) \) where

\[ K_n = C_{n-1} A^* \left( A C_{n-1} A^* + \Sigma \right)^{-1} \]  

(1.5a)

\[ m_n = m_{n-1} + K_n(y_n - A m_{n-1}) \]  

(1.5b)

\[ C_n = (I - K_n A) C_{n-1}, \]  

(1.5c)

with an initial (prior) distribution \( \mathcal{N}_\mathcal{X}(m_0, C_0) \). Note that \( \mathcal{N}_\mathcal{X}(m_0, C_0) \) is a tight probability if and only if the operator \( C_0 \) is of trace class, and this property is inherited by the posterior
distribution. In (1.5), $K_n$ is called the Kalman gain, $m_n$ is the posterior mean and $C_n$ is the posterior covariance. The well-known 3DVAR filter is obtained by fixing the posterior covariance, i.e. setting $K_n \equiv K$, which yields the posterior Gaussian distribution $N(\zeta_n, C)$ with

$$K_n \equiv K := C_0 A^* (A C_0 A^* + \Sigma)^{-1},$$  
(1.6a)

$$\zeta_n = \zeta_{n-1} + K (y_n - A \zeta_{n-1}),$$  
(1.6b)

$$C \equiv (I - KA) C_0.$$  
(1.6c)

Note that the computational effort for (1.6) is considerably lower than for (1.5), as the covariance operator $C$ does not have to be updated in each iteration. Error bounds for both methods in the above setting have been investigated in [23] where a logarithmic difference between them is obtained.

We shall mention that the artificial dynamic system (1.4) has the further advantage that a nonlinear inverse problem can be solved by the ensemble Kalman filter (EnKF) without deriving the Fréchet derivative of the forward operator, c.f. [22]. We further refer to [34] for estimation of parameters in dynamical systems, and to [7, 32] for recent error bounds of the EnKF.

### 1.3 Towards a continuous analog

In many applications arising from astrophysics to biomedical image analysis, the introduction of time-steps in (1.4) is artificial in the sense that the actual measurement process is rather discrete but continuous in time (see e.g. [20, 31] for mathematical reviews on the corresponding models). Therefore it is a natural question to ask for a continuous analog of (1.4) and the corresponding assimilation methods (1.5) and (1.6). It has already been pointed out in [25, Ch.6] that the discrete system (1.4) can heuristically be transferred to a continuous one, but however our derivation here will be slightly different. Let us start by interpreting discrete state variables $u_n$ as equidistant (approximate) samples of a random process $u$ in the time interval $[0, T]$ (note that the ending time $T$ will in principle have the same meaning as $N$ before). Similarly we introduce (weak) random variables $z_1, ..., z_n$ as equidistant (approximate) samples of a random process $z$ to be observed such that $y_n = \left(\frac{z_n - z_{n-1}}{\tau}\right)$ with a time step $\tau > 0$. If now $\tau \to 0$, then the number of observations within $[0, T]$ increases, and hence to obtain a meaningful limit, the covariances of the noise contributions in (1.4b) have to increase proportional to $\tau^{-1}$ as well. This also reflects the physical fact that an increased measurement frequency typically leads to a worse signal-to-noise ratio per observation. Thus assume that the white noise $\eta_n$ in (1.4b) have a covariance $\tau^{-1} \Sigma$. Then we can revise (1.4b) into

$$z_n = z_{n-1} + \tau A u_n + \sqrt{\tau \Sigma} \eta_n, \quad n \in \mathbb{Z}^+,$$
(1.7a)

$$z_0 = 0,$$
(1.7b)

with an i.i.d. sequence $\eta = \{\eta_n\}_{n \in \{1, ..., T/\tau\}}$ obeying $\eta_1 \sim N_\Sigma(0, I)$. Here and in what follows, $I$ denotes the identity operator. Now it can readily be seen that $z_n$ in (1.7) is just given as the Euler-Maruyama approximation with time step $\tau$ of the continuous process $z$ in the SDE

$$du = 0, \quad u(0) = u^\dagger;$$
(1.8a)

$$dz = A u dt + \sqrt{\Sigma} dW, \quad z(0) = 0,$$
(1.8b)

on $[0, T]$ where $W$ is the standard Wiener process. As a consistency check, we note that

$$y^\delta := \frac{1}{T} \int_0^T z(t) \, dt = A u^\dagger + \frac{1}{T} \sqrt{\Sigma} (W(T) - W(0)), \quad \sqrt{\Sigma} (W(T) - W(0)) \sim N_\Sigma(0, T \Sigma).$$

Hence, the ending point of the observable process $z$ carries the same information as the data observed in the original inverse problem (1.1) with $\delta = 1/\sqrt{T}$.
1.4 Continuous data assimilation approaches as regularization methods and aims of this paper

The above reformulation, in particular the continuous system (1.8), allows us to implement the classic Kalman-Bucy filter in data assimilation and to derive SDEs involving the estimator \( m(t) \) for the state variable \( u(t) \), which is assumed to be time-independent according to (1.8a). More precisely, referring to [25, Ch. 6], we can obtain the following system

\[
\begin{align*}
\dot{m} &= C A^* \Sigma^{-1} (dz - A m dt), \quad m(0) = m_0; \\
\dot{C} &= -C A^* \Sigma^{-1} A C dt, \quad C(0) = C_0.
\end{align*}
\]

Concerning \( C_0 \), the same comments as after (1.5) apply. It is immediately clear that the posterior distribution of \( u | z \) is Gaussian with the mean \( m(t) \) and covariance \( C(t) \). Note that - as \( z \) is observable on \([0, T]\) only - the Kalman-Bucy filter and its mean function \( m \) are well-defined on \([0, T]\) only. In the limit \( T \to \infty \) we expect convergence \( m(T) \to u^\dagger \), which will be investigated in Section 3.

To obtain the posterior distribution, one need to firstly solve the Riccati equation (1.9b) for the posterior covariance \( C(t) \) and substitute it into (1.9a) to further derive the posterior mean \( m(t) \). In general, the Riccati equation can not be solved explicitly. Nevertheless, because of the stationary state equation (1.8a) we are able to write down the solution of (1.9). Actually, without loss of generality, we assume that \( C(t) \) is positive definite for any finite time \( t > 0 \). Then, the inverse of \( C(t) \), denoted by \( C^{-1}(t) \), is well-defined at any finite time \( t \) which yields

\[ 0 = d[C(t) C^{-1}(t)] = [dC(t)] C^{-1}(t) + C(t) [dC^{-1}(t)]. \]

Hence by substituting (1.9b), we obtain

\[ dC^{-1}(t) = -C^{-1}(t) [dC(t)] C^{-1}(t) = A^* \Sigma^{-1} A dt, \]

and it is straightforward to derive \( C^{-1}(t) = C_0^{-1} + t A^* \Sigma^{-1} A \) since \( A^* \Sigma^{-1} A \) is time-independent. Equivalently we can write

\[ C(t) = (C_0^{-1} + t A^* \Sigma^{-1} A)^{-1}, \quad t > 0, \]

and insert it into (1.9a) to obtain the following initial value problem

\[ \dot{m} = (C_0^{-1} + t A^* \Sigma^{-1} A)^{-1} A^* \Sigma^{-1} (dz - A m dt), \quad m(0) = m_0 \]

which will be called the non-stationary Asymptotical Regularization Method (non-stationary ARM).

On the other hand, we can also consider some approximate Gaussian (continuous) filter such as the 3DVAR by fixing the posterior covariance in (1.9). Then the posterior mean and covariance, denoted by \( \zeta(t) \) and \( C(t) \), is formally obtained by

\[
\begin{align*}
\dot{\zeta} &= C A^* \Sigma^{-1} (dz - A \zeta dt), \quad \zeta(0) = m_0, \\
\dot{C} &= 0, \quad C(0) = C_0.
\end{align*}
\]

which is called the stationary Asymptotical Regularization Method (stationary ARM).

The aim of this paper is to derive error bounds for the asymptotical regularization methods (1.11) (or (1.9), (1.12) under standard assumptions, and to compare these results with classical regularization methods for the original inverse problem (1.1) such as Tikhonov and Showalter regularization. Noticing that the method (1.12), which does not update the posterior covariance, is computationally more efficient than the method (1.11), the quantitative difference between them will also be revealed. One essential point is that both (1.11) and (1.12) allow for an online-type reconstruction of the unknown quantity \( u^\dagger \), whereas classical concepts from regularization theory can only be applied after gathering and averaging all data. Hence, it is an interesting question if this advantage comes for free (at least asymptotically in the sense that the rates of
convergence agree as $T \to \infty$ and $\delta \to 0$), or if there is a price to pay for these immediate availability of reconstructions.

Note that we also extend the study of linear statistical inverse problems to a continuous form, which yields a Wiener process and is novel in error bound analysis of the asymptotical regularization. It is worth to emphasize that inverse problems of differential equations with Wiener processes have attracted much attention recently and we mention [1, 13, 24].

The outline of this study is as follows. In Section 2 we present our standing assumptions and provide a brief discussion of necessary techniques from regularization theory and stochastic calculus. The main error bounds are derived in Section 3 where the quantitative difference between both methods are presented. In Section 4 numerical examples confirm the theoretical results and Section 5 ends the study with a discussion and possible future extensions.

2 Assumptions and necessary concepts

In this section we state our main assumptions and provide necessary concepts for further investigation.

2.1 Assumptions

To obtain error estimates of the non-stationary and stationary ARM (1.11) and (1.12) derived from the Kalman-Bucy filter and 3DVAR, we need to pose some standard assumptions. In particular, we shall measure the smoothness of the exact solution $u^\dagger$ related to the forward operator in certain sense by source conditions. An extended discussion on related topics can be found in [14, 28, 29] and the references therein.

Before we proceed further, the following assumption on the noise covariance operator and the initial covariance operator is posed:

**Assumption 2.1.** The noise covariance operator $\Sigma$ is self-adjoint and positive definite. The initial covariance is chosen as $C_0 = \alpha^{-1}\Omega$ with a tuning parameter $\alpha > 0$ and a self-adjoint, positive definite trace class operator $\Omega$.

Note that, as already mentioned below (1.5), under Assumption 2.1 both means $m$ and $\zeta$ of (1.11) and (1.12) are tight probabilities in the sense that their posterior covariances are of trace class as well and hence $\mathbb{P}[m(t) \in \mathcal{X}] = \mathbb{P}[\zeta(t) \in \mathcal{X}] = 1$ for all $t \in [0,1]$.

The tuning parameter $\alpha$ will later be chosen depending on $t$ (or the ending time $T$) to obtain convergence (and also an optimal convergence behavior) of $m$ and $\zeta$, respectively.

Since there appear several operators $A, \Sigma, \Omega$ in both methods (1.11) and (1.12), similar to the reformulation in [27], we pre-whiten the original artificial dynamic (1.4) by multiplying with $\Sigma^{-1/2}$ on both sides and assume the following:

**Assumption 2.2.**

1. $\mathcal{R}(A) \subset \mathcal{D}(\Sigma^{-1/2})$. Denote $K := \Sigma^{-1/2}A$ be the modified forward operator.

2. The trace prior covariance operator $\Omega$ is chosen as a power of $K^*K$ such that there exists a constant $p > 0$ and $\Omega = (K^*K)^p$.

3. Without loss of generality, we assume that $\|K\| \leq 1$.

Note that Item 1 in Assumption 2.2 is necessary to allow for pre-whitening. In a particular case, one may choose $\Sigma = I$ representing the white noise and consequently $K = A$. Item 2 ensures that $\Omega$ and functions of $K^*K$ commute. Item 3 is more technical for the proof in Section 3 and can be guaranteed by re-scaling the norms in $\mathcal{X}$ and $\mathcal{Y}$.

Under Assumption 2.2 we thus introduce a new operator $B := \Sigma^{-1/2}A\Omega^{1/2} = K\Omega^{1/2}$ such that

$$
B^*B = (K^*K)^{p+1}, \quad \text{and} \quad \Omega = (B^*B)^{1/(p+1)}.
$$

(2.1)
Another assumption concerns the smoothness of the unknown solution \(u^\dagger\) which is usually described by the source condition. Here we focus on the spectral source conditions as considered e.g. in [28,29]. Therefore recall, that an \textit{index function} is a non-decreasing and continuous function \(\varphi : (0, \infty) \to (0, \infty)\) with \(\lim_{\lambda \to 0} \varphi(\lambda) = 0\). Following a similar way as in [15,27] the general source condition is introduced upon the modified forward operator \(K\) and presented below.

\textbf{Assumption 2.3.} \textit{We assume that there exists an index function \(\varphi\) such that}

\[
m_0 - u^\dagger \in A_\varphi := \{x, x = \varphi(K^* K)v, \|v\| \leq 1\}.
\]

Note that this assumption is suitable for both the stationary and the non-stationary ARM, as we have assumed \(\zeta(0) = m(0) = m_0\).

The most common example of an index function \(\varphi\) is

\[
\varphi(\lambda) = \lambda^\nu, \quad \nu > 0,
\]

in which case the corresponding smoothness assumption is called a \textit{Hölder source condition}. It is well-known that such assumptions are reasonable in moderately ill-posed problems, c.f. [14]. On the other hand, for the exponentially ill-posed problems it is reasonable to consider a \textit{logarithmic source conditions} where

\[
\varphi(\lambda) = (-\ln \lambda)^{-p}, \quad p > 0,
\]

c.f. [18].

\section{2.2 Tools from regularization theory}

In our analysis, several concepts from regularization theory will turn out useful. Therefore we recall the notation of a qualification and the residual function, c.f. [14,28].

\textbf{Definition 1.} A family \((q_\epsilon)_{\epsilon > 0}\) of measurable functions

\[
q_\epsilon(\lambda) : [0, \|B^* B\|] \to \mathbb{R}
\]

is called a regularization if

\[
\sup_{0 < \lambda \leq \|B^* B\|} |q_\epsilon(\lambda)| \leq \frac{C_{-1}}{\epsilon} \quad \text{for all} \quad \epsilon > 0
\]

with a positive constant \(C_{-1}\), and if its residual function \(r_\epsilon(\lambda) := 1 - q_\epsilon(\lambda)\lambda\) satisfies

\[
\sup_{0 < \lambda \leq \|B^* B\|} |r_\epsilon(\lambda)| \leq C_0 \quad \text{for all} \quad \epsilon > 0
\]

with a positive constant \(C_0\).

The index \(\nu_0 > 0\) is called the qualification of \((q_\epsilon)_{\epsilon > 0}\) if there exists a constant \(c_\nu\) such that

\[
\sup_{\lambda \in [0, \|B^* B\|]} |\lambda^\nu r_\epsilon(\lambda)| \leq c_\nu e^\epsilon \quad \text{for all} \quad \epsilon > 0 \quad \text{and} \quad 0 \leq \nu \leq \nu_0.
\]

We provide two examples of regularization methods, which will be useful in the following:

\textbf{Example 2.4. Tikhonov regularization} \textit{For} \(0 < \lambda, \epsilon \leq \|B^* B\|\), \textit{we let}

\[
q_{1,\epsilon}(\lambda) := \frac{1}{\lambda + \epsilon}, \quad r_{1,\epsilon}(\lambda) = \frac{\epsilon}{\lambda + \epsilon}.
\]

Referring to [14,28] we have

\[
\sup_{\lambda} r_{1,\epsilon}(\lambda) \lambda^{\nu} \leq e^\epsilon, \quad \epsilon > 0, \quad 0 \leq \nu \leq 1, \quad \lambda \in (0, \|B^* B\|]. \quad (2.2)
\]
Showalter regularization  For $0 < \lambda \leq \| B^* B \|$, $0 < \epsilon$, we let
\[ q_{2,\epsilon}(\lambda) := \frac{1 - e^{-\frac{1}{\epsilon}}}{\lambda}, \]
\[ r_{2,\epsilon}(\lambda) = e^{-\frac{1}{\epsilon}}. \]

Referring to [22], we have
\[ \sup_{0 \leq \lambda \leq 1} r_{2,\epsilon}(\lambda) \lambda^\mu \leq c \left( 1 + \frac{1}{\epsilon} \right)^{-\mu} \leq c\epsilon^\mu, \quad \epsilon > 0, \quad \mu \geq 0, \quad \lambda \in (0, \| B^* B \|], \quad \| B^* B \| \leq 1. \]

(2.3)

The constant $c$ in (2.3) is $c = \max \{ \mu^\epsilon, 1 \}$.

We shall emphasize that the inequalities (2.2) and (2.3) shed light on the qualification of both residual functions, where $r_{1,\epsilon}(\cdot)$ yields a qualification of $\nu_0 = 1$ for Tikhonov regularization and $r_{2,\epsilon}(\cdot)$ yields a qualification of $\nu_0 = \infty$ for Showalter regularization.

In the end of current subsection, we introduce the effective dimension $\mathcal{N}(\epsilon)$ of the operator $B$ defined by
\[ \mathcal{N}(\epsilon) = \mathcal{N}_B(\epsilon) := \text{tr} \left( (\epsilon I + B^* B)^{-1} B^* B \right), \quad \epsilon > 0. \]

(2.4)

The value of $\mathcal{N}(\epsilon)$ depends on the singular values of $B$ and, in the infinite dimensional setting, it yields Hölder type or logarithmic type asymptotics with respect to the power-type or exponential decay of singular values of $B$. We refer to [27, Lem. 2.2] for some properties of the effective dimension, which will be recalled in bounding the error estimate below.

### 2.3 Necessary concepts of stochastic calculus

Note that in both methods [11] and [12], there appear some stochastic integrals with respect to a Wiener process. To obtain corresponding error bounds, we will make use of some techniques from stochastic calculus to be presented in the current subsection. Most concepts can be found in [10, Chap. 2] and we collect them here for sake of completeness.

Recall that $\mathcal{X}$ and $\mathcal{Y}$ are separable Hilbert spaces, denote $\mathcal{Q}$ be a self-adjoint positive semi-definite trace class operator on $\mathcal{Y}$, and by $\lambda_j > 0, f_j, j = 1, 2, \ldots$ all its eigenvalues and eigenvectors. Then we can define the separable Hilbert space $\mathcal{Y}_Q = Q^{1/2} \mathcal{Y}$ equipped with the scalar product
\[ \langle w, v \rangle_{\mathcal{Y}_Q} = \sum_{j=1}^{\infty} \frac{1}{\lambda_j} \langle w, f_j \rangle_{\mathcal{Y}} \langle v, f_j \rangle_{\mathcal{Y}}. \]

For a sequence $\{ \omega_j(t) \}, \quad j = 1, 2, \ldots$ of independent Brownian motions, the $\mathcal{Y}$-valued $Q$-Wiener process $W(t)$ is defined by
\[ W(t) = \sum_{j=1}^{\infty} \lambda_j^{1/2} \omega_j(t) f_j. \]

Denote by $\mathcal{L}_2(\mathcal{Y}_Q, \mathcal{X})$ the space of Hilbert-Schmidt operators from $\mathcal{Y}_Q$ to $\mathcal{X}$. If $\{ e_j \}_{j=1}^{\infty}$ is a complete orthonormal system in $\mathcal{X}$, then the Hilbert-Schmidt norm of an operator $L \in \mathcal{L}_2(\mathcal{Y}_Q, \mathcal{X})$ is given by
\[
\| L \|_{\mathcal{L}_2(\mathcal{Y}_Q, \mathcal{X})} = \sum_{j,i=1}^{\infty} \langle L(\lambda_j^{1/2} f_j), e_i \rangle_{\mathcal{X}}^2 = \sum_{j,i=1}^{\infty} \langle L Q^{1/2} f_j, e_i \rangle_{\mathcal{X}}^2 \\
= \| L Q^{1/2} \|_{\mathcal{L}_2(\mathcal{Y}, \mathcal{X})}^2 = \text{tr} \left( (L Q^{1/2})(L Q^{1/2})^* \right) \\
= \text{tr} (L Q L^*). 
\]
Let now \( \Lambda_2(\mathcal{Y}, \mathcal{X}) \) be the class of \( \mathcal{L}_2(\mathcal{Y}, \mathcal{X}) \)-valued processes that satisfy the condition

\[
E \int_0^T \| \Phi(s) \|^2_{\mathcal{L}_2(\mathcal{Y}, \mathcal{X})} ds < \infty.
\]

One can verify that \( \Lambda_2(\mathcal{Y}, \mathcal{X}) \) is a Hilbert space equipped with the norm

\[
\| \Phi \|_{\Lambda_2(\mathcal{Y}, \mathcal{X})} = \left( E \int_0^T \| \Phi(s) \|^2_{\mathcal{L}_2(\mathcal{Y}, \mathcal{X})} ds \right)^{1/2}.
\]

For \( \Phi \in \mathcal{L}_2(\mathcal{Y}, \mathcal{X}) \), the stochastic integral \( \int_0^t \Phi(s) dW(s) \), \( 0 \leq t \leq T \), can be defined just as in the finite dimensional case based on elementary processes and continuous extension, see \cite{16} Sec. 2.2 for details. The following theorem in \cite{16}, which is the Itô-isometry in the infinite-dimensional setting, is important and forms the main tool to handle the stochastic integrals in current work.

**Theorem 2.5.** \cite{16} see Theorem 2.3] The stochastic integral \( \Phi \rightarrow \int_0^t \Phi(s) dW(s) \) with respect to a \( \mathcal{Y} \)-valued \( Q \)-Wiener process \( W(s) \) satisfies

\[
E \left\| \int_0^t \Phi(s) dW(s) \right\|^2_{\mathcal{X}} = E \int_0^t \| \Phi(s) \|^2_{\mathcal{L}_2(\mathcal{Y}, \mathcal{X})} ds < \infty,
\]

for \( t \in [0, T] \).

### 3 Bounds for mean squared error

In this section we present our main results consisting of error bounds for both methods \cite{11} and \cite{12} on the MSE

\[
E \| m(t) - u_t \|^2, \quad E \| \zeta(t) - u_t \|^2
\]

where \( m(t) \) (or \( \zeta(t) \)) is the posterior mean derived by the non-stationary (or stationary) ARM in Subsection 1.4 respectively. We will derive bounds for both quantities whenever \( 0 \leq t \leq T \), even though \( t = T \) is - in view of \cite{11} - the most interesting case as it contains full data in the whole time interval \([0, T]\). The MSE estimates will be carried out by the classic bias-variance decomposition

\[
E \| m(t) - u^t \|^2 = E \| m(t) - \text{Em}(t) \|^2 + E \| \text{Em}(t) - \text{Em}(t) \|^2,
\]

and analogously for \( \zeta(t) \). In the right-hand side of above equality \cite{12}, we call \( E \| m(t) - u_t \|^2 \) be the bias term and \( E \| m(t) - \text{Em}(t) \|^2 \) be the variance term.

#### 3.1 Non-stationary ARM

To bound the MSE, we first derive an explicit formula for the error between the posterior mean and the unknown exact solution. The non-stationary ARM \cite{19} has an updating covariance operator \( C(t) \) which varies when the time variable \( t \) increases. The calculation in Subsection 1.4 allows us to write down the covariance operator \( C(t) \) and derive the equivalent form \cite{11} of the posterior mean \( m(t) \). Noticing the fact that \( du = 0 \) and \( dz = A(\mu)dt + \sqrt{\Sigma}dW \), we could reform \cite{11} into

\[
\begin{cases}
  d(u - m) = -(C_0^{-1} + tA^*\Sigma^{-1}A)^{-1}A^*\Sigma^{-1}A(u - m)dt - (C_0^{-1} + tA^*\Sigma^{-1}A)^{-1}A^*\Sigma^{-1/2}dW, \\
  u(0) - m(0) = u^0 - m_0.
\end{cases}
\]

(3.3)

Here we denote \( u(t) \equiv u_t^\dagger \) be the exact solution which is deterministic and stationary with respect to the time variable \( t \).
Solving the above initial value problem \(\text{(3.3)}\), we obtain the solution \((u - m)(t)\) by
\[
(u - m)(t) = e^{-\int_0^t (C_0^{-1} + tA^*\Sigma^{-1}A)^{-1}A^*\Sigma^{-1}Adt} (u - m)(0) 
- \int_0^t e^{-\int_s^t (C_0^{-1} + \tau A^*\Sigma^{-1}A)^{-1}A^*\Sigma^{-1}Adt} (C_0^{-1} + sA^*\Sigma^{-1}A)^{-1} A^*\Sigma^{-1/2}dW(s). \quad (3.4)
\]

By elementary operator calculations, cf. \([5]\), we find
\[
e^{-\int_0^t (C_0^{-1} + \tau A^*\Sigma^{-1}A)^{-1}A^*\Sigma^{-1}Adt} = (C_0^{-1} + tA^*\Sigma^{-1}A)^{-1} (C_0^{-1} + sA^*\Sigma^{-1}A). \quad (3.5)
\]

Then we insert the exact solution \(u(t) = u^\dagger\), the initial mean \(m(0) = m_0\) and rewrite \(\text{(3.4)}\) into
\[
u^\dagger - m(t) = (C_0^{-1} + tA^*\Sigma^{-1}A)^{-1}C_0^{-1}(u^\dagger - m_0) 
- \int_0^t e^{-\int_s^t (C_0^{-1} + \tau A^*\Sigma^{-1}A)^{-1}A^*\Sigma^{-1}Adt} (C_0^{-1} + sA^*\Sigma^{-1}A)^{-1} A^*\Sigma^{-1/2}dW(s). \quad (3.6)
\]

Hence, the bias-variance decomposition involves the two terms
\[
u^\dagger - Em(t) = (C_0^{-1} + tA^*\Sigma^{-1}A)^{-1}C_0^{-1}(u^\dagger - m_0), \quad (3.7a)
Em(t) - m(t) = - \int_0^t e^{-\int_s^t (C_0^{-1} + \tau A^*\Sigma^{-1}A)^{-1}A^*\Sigma^{-1}Adt} (C_0^{-1} + sA^*\Sigma^{-1}A)^{-1} A^*\Sigma^{-1/2}dW(s), \quad (3.7b)
\]
and we bound each term separately. Note that \(\text{(3.7b)}\) consists of an infinite dimensional stochastic integral, which has to be treated with some care.

As the bias term is deterministic, we bound it below by standard techniques in regularization theory.

**Proposition 3.1.** Let Assumptions \([2.1, 2.3]\) hold, then the non-stationary ARM yields error bounds of the bias term

1. **If the function** \(\lambda \mapsto \phi(\lambda)/\lambda^{p+1}\) **is non-increasing, then**

\[
\|Em(t) - u^\dagger\|^2 \leq \phi^2 \left( \frac{\alpha}{t} \right)^{p+1} \quad \text{for all} \quad 0 \leq t \leq T.
\]

2. **If there is a constant** \(c < \infty\) **with** \(\phi(\lambda) \leq c\lambda^{p+1}\) **as** \(\lambda \to 0\), **then**

\[
\|Em(t) - u^\dagger\|^2 \leq c \left( \frac{\alpha}{t} \right)^2 \quad \text{for all} \quad 0 \leq t \leq T.
\]

**Proof.** Using Assumptions \([2.1, 2.2]\) we rewrite \(\text{(3.7a)}\) into
\[
u^\dagger - Em(t) = \Omega^{1/2} \frac{\alpha}{t} \left( \frac{\alpha}{t} + B^*B \right)^{-1} \Omega^{-1/2} (u^\dagger - m_0)
= \frac{\alpha}{t} \left( \frac{\alpha}{t} + B^*B \right)^{-1} (u^\dagger - m_0)
\]
where the latter equality follows after the commuting property between \(\Omega^{1/2}\) and \(B^*B\) under Assumption \(2.2\). We thus obtain, by using Assumption \(2.3\)
\[
\|Em(t) - u^\dagger\|^2 = \|\rho_1 \frac{\alpha}{t} (B^*B) \phi(K^*K)\|^2.
\]

A direct call of \([27]\) Lemma 3.1) or implementation of \(2.2\) then yields the results by viewing \(\alpha/t\) as the regularization parameter.

To treat the variance term, we need to investigate the stochastic integral in \(\text{(3.7b)}\) carefully and provide its bound below.
Proposition 3.2. Let Assumptions 2.1-2.2 hold, then the non-stationary ARM yields a bound of the variance term

\[ \mathbb{E}\|\mathbb{E}m(t) - m(t)\|^2 \leq \min \left\{ \alpha^{-1} \text{tr} \left( \Omega \right), \alpha^{-\frac{p}{p+1}} t^{-\frac{p}{p+1}} \mathcal{N} \left( \frac{\alpha}{t} \right) \right\} \text{ for all } 0 \leq t \leq T. \]

Proof. We first rewrite

\[ \mathbb{E}m(t) - m(t) = - \int_0^t e^{- \int_0^s (C_0^{-1} + rA^* \Sigma^{-1}A)^{-1} A^* \Sigma^{-1} A^\dagger (C_0^{-1} + sA^* \Sigma^{-1}A)^{-1} A^* \Sigma^{-1}/2 (BB^*)^{-\frac{p}{p+1}} (BB^*)^\frac{p}{p+1} ds \text{d}W(s). \]

In particular, we denote \( \text{d}W(s) := (BB^*)^{-\frac{p}{p+1}} \text{d}W(s) \) where \( W(s) \) is a \( Q \)-Wiener process for \( Q := (BB^*)^\frac{p}{p+1} \). As \( B^*B \) and \( BB^* \) have the same eigenvalues\(^1\), the operator \( Q \) is a positive definite self-adjoint trace class operator according to Assumption 2.1 and Item 2 of Assumption 2.2.

Meanwhile we define the following process

\[ \Pi(s) := e^{- \int_0^s (C_0^{-1} + rA^* \Sigma^{-1}A)^{-1} A^* \Sigma^{-1} A^\dagger (C_0^{-1} + sA^* \Sigma^{-1}A)^{-1} A^* \Sigma^{-1}/2 (BB^*)^{-\frac{p}{p+1}} (BB^*)^\frac{p}{p+1} ds. \]

and will verify that the square of the Hilbert-Schmidt norm \( \|\Pi(s)\|^2_{L_2(Y_Q, X)} = \text{tr}(\Pi Q \Pi^*) \) is bounded. To this end, we recall (3.5), Assumptions 2.1, 2.2 and rewrite the process by

\[ \Pi(s) = (C_0^{-1} + tA^* \Sigma^{-1}A)^{-1} A^* \Sigma^{-1}/2 (BB^*)^{-\frac{p}{p+1}} (BB^*)^\frac{p}{p+1} \]

One then can prove that \( \Pi(s) \) is a bounded process with respect to the variable \( s \) for any fixed \( \alpha, t \in (0, \infty) \) noticing that

\[ \sup_{\lambda \in (0, \|B^*B\|]} \left| \frac{1}{t} \lambda^{-\frac{p}{p+1}} \left( \frac{\alpha}{t} + \lambda \right)^{-1} \lambda^{-\frac{p}{p+1}} \lambda^{1/2} \right| \leq \frac{1}{\sqrt{\alpha t}} \]

From Theorem 2.5 we verify that

\[ \mathbb{E}\|\mathbb{E}m(t) - m(t)\|^2 = \mathbb{E} \left\| \int_0^t \Pi(s) \text{d}W(s) \right\|^2 = \mathbb{E} \int_0^t \|\Pi(s)\|^2_{L_2(Y_Q, X)} \text{d}s < \infty. \]

By using Assumptions 2.1, 2.2, again, we end the proof by further implementing the cyclic property of the trace operator and 2.2 to derive

\[ \mathbb{E}\|\mathbb{E}m(t) - m(t)\|^2 = \frac{1}{t} \text{tr} \left( \Omega \left( \frac{\alpha}{t} + B^*B \right)^{-2} B^*B \right) \leq \frac{1}{\alpha t} \left\| \Omega \left( \frac{\alpha}{t} + B^*B \right)^{-1} \sqrt{B^*B} \right\|^2 \text{tr}(\Omega) \leq \alpha^{-1} \text{tr}(\Omega) \]

or

\[ \mathbb{E}\|\mathbb{E}m(t) - m(t)\|^2 = \frac{1}{t} \text{tr} \left( \Omega \left( \frac{\alpha}{t} + B^*B \right)^{-2} B^*B \right) \leq \frac{1}{t} \left\| \Omega \left( \frac{\alpha}{t} + B^*B \right)^{-1} \right\| \text{tr} \left( \left( \frac{\alpha}{t} + B^*B \right)^{-1} B^*B \right) \leq \frac{1}{\alpha} \sup_{\lambda \in (0, \|B^*B\|]} \lambda^{-\frac{p}{p+1}} r_1(\lambda) N \left( \frac{\alpha}{t} \right), \]

\[ = \alpha^{-\frac{p}{p+1}} t^{-\frac{p}{p+1}} N \left( \frac{\alpha}{t} \right) \]

\(^1\)If \( u \) is an eigenfunction for \( B^*B \) with eigenvalue \( \lambda \), then \( BB^*Bu = B(B^*B)u = B\lambda u = \lambda Bu \), i.e. \( Bu \) is an eigenfunction of \( BB^* \) with the same eigenvalue and vice versa.
where the term \( \operatorname{tr} \left( \left( \frac{\alpha}{t} + B^*B \right)^{-1} B^*B \right) \) is the effective dimension \( N \left( \frac{\alpha}{t} \right) \) of \( B^*B \).

\[ \square \]

**Remark 1.** Note, that introducing \( dW(t) := (B^*)^{\frac{\rho}{p+1}} dW(t) \) can be considered as a pre-smoothing step, which transforms the white noise \( W \) into \( \mathcal{Y} \)-valued noise \( W \). However, we do this only for the analysis of the variance term here (which avoids replacing the whole problem \( (\ref{1.1}) \) by a smoother but more ill-posed one), and this is furthermore only possible because we assumed the initial covariance \( \Omega \) to be of trace class.

**Remark 2.** We shall mention that in both finite and infinite-dimensional settings, the variance term is asymptotically decaying when the time variable \( t \) becomes large. Extended discussion is provided here.

**Case 1. Finite dimensional setting:** Note that

\[
\mathbb{E} \| m(t) - m(t) \|^2 = \frac{1}{t} \operatorname{tr} \left( \Omega \left( \frac{\alpha}{t} + B^*B \right)^{-1} B^*B \right)
\]

\[
\leq \frac{1}{\alpha^2} \left\| \frac{\alpha}{t} \left( \frac{\alpha}{t} + B^*B \right)^{-1} \sqrt{B^*B} \Omega \right\|^2 \operatorname{tr}(I)
\]

\[
\leq d \alpha^{-\frac{p}{p+1}} t^{-\frac{p+1}{p+1}}
\]

where \( d \) is the dimensionality of the state variable \( u^1 \) as well as the upper bound of \( N \left( \frac{\alpha}{t} \right) \).

**Case 2. Moderately ill-posed operator:** Assume that the singular value \( s_j^2 \) of \( B^*B \) decays in a polynomial manner, i.e. \( s_j^2 \asymp j^{-2\theta} \) for some \( \theta > 0 \), then \( (2.1) \) and Item 2 of Assumption \( 2.3 \) yields

\[
2\theta \frac{p}{p+1} > 1.
\]

At the same time, we recall the asymptotical behavior of the effective dimension in \([27]\) Page. 901 such that \( N \left( \frac{\alpha}{t} \right) \asymp \left( \frac{\alpha}{t} \right)^{-\frac{1}{2\theta}} \). Then we obtain

\[
\mathbb{E} \| m(t) - m(t) \|^2 \leq \alpha^{-\frac{p}{p+1}} t^{-\frac{p+1}{p+1}} N \left( \frac{\alpha}{t} \right)
\]

\[
\asymp \alpha^{-\frac{p}{p+1}} t^{-\frac{p+1}{p+1}} \frac{1}{2\theta}.
\]

Noticing that \( \frac{p}{r+1} - \frac{1}{2\theta} > 0 \), we obtain an asymptotically decaying variance for any fixed \( \alpha > 0 \).

**Case 3. Severely ill-posed operator** On the other hand, assume that the singular value \( s_j^2 \) of \( B^*B \) decays in an exponential manner, i.e. \( s_j^2 \asymp \exp(-2c j) \) for some \( c > 0 \). Then \( N \left( \frac{\alpha}{t} \right) \asymp \frac{1}{2c} \log \left( \frac{\alpha}{t} \right) \) yields an asymptotically decaying variance for any fixed \( \alpha > 0 \).

We summarize both bias and variance bounds and derive the asymptotic behavior of the non-stationary ARM below.

**Theorem 3.3.** Let Assumptions \( 2.1, 2.3 \) hold, then the non-stationary ARM yields MSE estimates

1. If the function \( \lambda \mapsto \varphi(\lambda)/\lambda^{p+1} \) is non-increasing, then

   \[
   \mathbb{E} \| m(t) - u^t \|^2 \leq \varphi^2 \left( \left( \frac{\alpha}{t} \right)^{\frac{p+1}{p+1}} \right) + \alpha^{-\frac{p}{p+1}} t^{-\frac{p+1}{p+1}} N \left( \frac{\alpha}{t} \right)
   \]

   for all \( 0 \leq t \leq T \).

2. If there is a constant \( c < \infty \) with \( \varphi(\lambda) \leq c\lambda^{p+1} \) as \( \lambda \to 0 \), then

   \[
   \mathbb{E} \| m(t) - u^t \|^2 \leq c \left( \frac{\alpha}{t} \right)^2 + \alpha^{-\frac{p}{p+1}} t^{-\frac{p}{p+1}} N \left( \frac{\alpha}{t} \right)
   \]

   for all \( 0 \leq t \leq T \).
We provide some discussion concerning the above error bounds. In view of Remark 2, the bound \( \alpha - 1 + N(\frac{\alpha}{T}) \) in Proposition 2.2 decays faster than the constant bound \( \alpha^{-1} \text{tr}(\Omega) \) if any constant \( \alpha \) is fixed. Meanwhile, to obtain a better estimate, we can tune the parameter \( \alpha \) with respect to the time variable \( t \) which balances both bias and variance. For instance, if the ending time is fixed by \( T \), we let

\[
\Theta_\varphi(\epsilon) := \epsilon \varphi(\epsilon) / \sqrt{\epsilon N(\epsilon^{p+1})}
\]

with \( \epsilon := \left( \frac{T}{\alpha} \right)^{\frac{1}{p+1}} \). Then by choosing \( \alpha^*_\Theta \) where \( \epsilon_{\Theta}^* = \left( \frac{T}{\alpha^*_\Theta} \right)^{\frac{1}{p+1}} \) is a solution to the equation

\[
\Theta_\varphi(\epsilon_{\Theta}^*) = \sqrt{\frac{T}{T}}
\]

we obtain the following corollary concerning the a priori parameter choice rule \( \alpha^*_\Theta \).

**Corollary 3.4.** Suppose \( \varphi(\lambda) \prec \lambda^{p+1} \). Let Assumptions 2.1-2.3 hold and \( T \) be the ending time of the non-stationary ARM, if we choose the a priori parameter choice \( \alpha^*_\Theta \) satisfying (3.9), then

\[
E \|m(T) - u^\dagger\|^2 \leq c \varphi^2 \left( \Theta_\varphi^{-1} \left( \frac{T}{\alpha^*_\Theta} \right) \right), \quad \text{as } T \to \infty.
\]

**Remark 3.** In particular, let \( \varphi(\lambda) = \lambda^{p+1} \) and assume that the singular value \( s_j^2 \) of \( B^*B \) decays in a polynomial manner, i.e. \( s_j^2 \approx j^{-2\theta} \) for some \( \theta > 0 \) which yields \( N(\frac{\alpha}{T}) \approx (\frac{T}{\alpha})^{-\frac{1}{2\theta}} \). Then we obtain

\[
E \|m(T) - u^\dagger\|^2 \leq c T^{-\frac{2\theta}{p+1} + 1 + \frac{1}{p+1}}
\]

by choosing \( \alpha^*_\Theta = T^{\frac{2\theta + 1}{p+1}} \). As Item 2 of Assumption 2.2 shows \( \frac{p}{p+1} > \frac{1}{2\theta} \), we thus obtain

\[
T^{-\frac{2\theta}{p+1} + 1 + \frac{1}{p+1}} \sim o(T^{-2/3}), \quad \text{as } T \to \infty
\]

which is a clear advantage when we use the effective dimension \( N(\frac{\alpha}{T}) \) in bounding the variance term.

At the same time, the error estimate in (3.11) is the saturation of the non-stationary ARM such that one can not improve the rate by assuming a higher smoothness index function \( \varphi \).

In the end of current subsection, we compare the non-stationary ARM with the Bayesian approach. As has been proven in [23], the discrete Kalman filter is equivalent to the Bayesian approach where the same optimal error estimate can be obtained under appropriate assumptions. Meanwhile, in current subsection, we also verify that the non-stationary ARM, as a continuous analogue of the Kalman filter, is equivalent to the Bayesian approach as investigated in [27] if we let \( \delta \) in (1.1) obey \( \delta = 1/\sqrt{T} \) as heuristically discussed in the end of Subsection 1.3.

### 3.2 Stationary ARM

To obtain the MSE estimate of the stationary ARM (1.12), similar to (3.3), we derive the error between the posterior mean and the unknown exact solution below

\[
\left\{ \begin{array}{l}
\quad d(u - \zeta) = -C_0 A^* \Sigma^{-1} A (u - \zeta) dt - C_0 A^* \Sigma^{-1/2} dW, \\
\quad u(0) - \zeta(0) = u^\dagger - m_0.
\end{array} \right.
\]

(3.11)
We thus calculate the solution of above initial value problem (3.11) by
\[ (u - \zeta)(t) = e^{-C_0 A^* \Sigma^{-1} A t}(u - \zeta)(0) - \int_0^t e^{-f_2 C_0 A^* \Sigma^{-1} A \Gamma_2 C_0 A^* \Sigma^{-1/2} dW(s)}. \]

The bias-variance decomposition then allows us to derive the MSE estimate
\[ \mathbb{E}\|\zeta(t) - u^\dagger\|^2 = \|u^\dagger - \mathbb{E}\zeta(t)\|^2 + \mathbb{E}\|\mathbb{E}\zeta(t) - \zeta(t)\|^2 \]
where
\[ u^\dagger - \mathbb{E}\zeta(t) := e^{-C_0 A^* \Sigma^{-1} A t}(u - \zeta)(0), \]
\[ \mathbb{E}\zeta(t) - \zeta(t) := - \int_0^t e^{-f_2 C_0 A^* \Sigma^{-1} A \Gamma_2 C_0 A^* \Sigma^{-1/2} dW(s)}. \]

Similar to the previous subsection, we bound both terms separately.

**Proposition 3.5.** Let Assumptions 2.1-2.3 hold, then the stationary ARM yields an error bound of the bias term
\[ \|\mathbb{E}\zeta(t) - u^\dagger\|^2 \leq c\varphi^2 \left( \frac{\alpha}{t} \right)^{1/2} \quad \text{for all} \quad 0 \leq t \leq T \]
with the constant \( c = \max\{\nu_0/(p + 1)^{\nu_0/(p+1)}, 1\} \) and \( \nu_0 \) is the qualification index.

**Proof.** Using Assumptions 2.1,2.3 we can rewrite the bias term by
\[ \|u^\dagger - \mathbb{E}\zeta(t)\| = \|e^{-\frac{1}{2} B^* B}\varphi(K^* K)\| = \sup_{0 < \lambda \leq \|B^* B\|} r_2,\varphi(\lambda)\varphi(\lambda^{1/(p+1)}). \]

We separate the bias estimation into two cases, namely, \( 0 < \frac{\alpha}{t} < \lambda \) and \( \frac{\alpha}{t} > \lambda \). Notice that the qualification \( \nu_0 > 0 \) yields a non-increasing function \( \lambda \mapsto \varphi(\lambda^{1/(p+1)})/\lambda^{\nu_0/(p+1)} \). So we derive
\[ \varphi(\lambda^{1/(p+1)})/\lambda^{\nu_0/(p+1)} \leq \varphi \left( \left( \frac{\alpha}{t} \right)^{1/(p+1)} \right) / \left( \frac{\alpha}{t} \right)^{\nu_0/(p+1)}, \quad 0 < \frac{\alpha}{t} \leq \lambda. \]

Then by the above inequality and 2.3 we derive
\[
\begin{align*}
r_2,\varphi(\lambda)\varphi(\lambda^{1/(p+1)}) & \leq r_2,\varphi(\lambda)\lambda^{\nu_0/(p+1)}\varphi \left( \left( \frac{\alpha}{t} \right)^{1/(p+1)} \right) / \left( \frac{\alpha}{t} \right)^{\nu_0/(p+1)} \\
& \leq c \left( \frac{\alpha}{t} \right)^{\nu_0/(p+1)} \varphi \left( \left( \frac{\alpha}{t} \right)^{1/(p+1)} \right) / \left( \frac{\alpha}{t} \right)^{\nu_0/(p+1)} = c\varphi \left( \left( \frac{\alpha}{t} \right)^{1/(p+1)} \right)
\end{align*}
\]
with the constant \( c = \max\{\nu_0/(p + 1)^{\nu_0/(p+1)}, 1\} \). On the other hand, if \( \frac{\alpha}{t} > \lambda \) we directly obtain
\[
\begin{align*}
r_2,\varphi(\lambda)\varphi(\lambda^{1/(p+1)}) & \leq r_2,\varphi(\lambda)\varphi \left( \left( \frac{\alpha}{t} \right)^{1/(p+1)} \right) \leq \varphi \left( \left( \frac{\alpha}{t} \right)^{1/(p+1)} \right)
\end{align*}
\]
noticing \( r_2,\varphi(\lambda) \leq 1 \) if \( \frac{\alpha}{t} > 0 \) and \( \lambda \geq 0 \). \( \square \)

**Remark 4.** We shall emphasize that the qualifications of non-stationary and stationary ARMs are different as shown in Propositions 5.1 and 7.3. More precisely, non-stationary ARM has a qualification \( \nu_0 = p + 1 \) and the stationary one has a qualification \( \nu_0 = \infty \).

The main quantitative difference between the non-stationary and stationary ARMs is provided by the following result.
Proposition 3.6. Let Assumptions 2.1-2.2 hold, then the stationary ARM yields a bound of the variance

\[ \mathbb{E}[\mathbb{E}(\zeta(t) - \zeta(t)^2) \leq \frac{1}{2} \alpha^{-1} \text{tr}(\Omega) \quad \text{for all} \quad 0 \leq t \leq T. \]

Proof. Similar to the proof of Proposition 3.2, we recall the discussion in Subsection 2.3 and implement Assumption 2.1 to derive

\[ \mathbb{E}[\mathbb{E}(\zeta(t) - \zeta(t)^2) = \frac{1}{2} \alpha^2 J \int_0^t \text{tr} \left( \mathcal{A}^{-1} \mathcal{A}^* \mathcal{A} \right) ds. \]

Then Assumption 2.2 further yields

\[ \mathbb{E}[\mathbb{E}(\zeta(t) - \zeta(t)^2) = \frac{1}{2} \alpha^2 J \int_0^t \text{tr} \left( \mathcal{A}^{-1} \mathcal{A}^* \mathcal{A} \right) ds. \]

Let now \( \lambda_j > 0 \) be the eigenvalues of \( \mathcal{A} \). Then we can compute the trace as a sum, and if we furthermore apply Levy’s monotone convergence theorem (exploiting \( \lambda_j > 0 \)), we find

\[ \mathbb{E}[\mathbb{E}(\zeta(t) - \zeta(t)^2) = \frac{1}{2} \alpha^2 J \int_0^t \text{tr} \left( \mathcal{A}^{-1} \mathcal{A}^* \mathcal{A} \right) ds. \]

One may doubt whether it is possible to derive an error bound of the variance with respect to the effective dimension as shown in Proposition 3.2. The following calculation confirms that such an upper bound blows up faster than it is in Proposition 3.6 when the time variable \( t \) becomes large. Indeed, we could estimate

\[ \mathbb{E}[\mathbb{E}(\zeta(t) - \zeta(t)^2) = \frac{1}{2} \alpha^2 J \int_0^t \text{tr} \left( \mathcal{A}^{-1} \mathcal{A}^* \mathcal{A} \right) ds. \]

Using (2.23), we derive

\[ \sup_{0 < \lambda \leq 1} | e^{-\frac{i t \alpha}{\lambda}} \lambda^{\frac{2s}{\alpha}} | \leq 1 / \left( \frac{2 \frac{t - s}{\alpha}}{\lambda^{\frac{2s}{\alpha}}} \right). \]
In particular, we also obtain, with $c = \left( \frac{2p+1}{p+1} \right)^{\frac{2p+1}{p+1}}$

$$
\sup_{0 < \lambda \leq 1} | c^{-\frac{s}{1 + \frac{q}{p}}} \lambda^{\frac{1}{1 + \frac{q}{p}}} | \leq c/ \left( 1 + 2 \frac{t - s}{\alpha} \right)^{\frac{2p+1}{p+1}}
$$

we thus derive

$$
\mathbb{E}[\mathbb{E} \zeta(t) - \zeta(t)]^2 \leq c_1 \alpha^{-\frac{1}{\gamma+1}} t^{-\frac{1}{\gamma+1}} \mathcal{N} \left( \frac{\alpha t}{2} \right) + c_2 \alpha^{-1} \left( 1 - \left( 1 + 2 \frac{t}{\alpha} \right)^{-\frac{1}{\gamma+1}} \right) \mathcal{N} \left( \frac{\alpha}{2} \right),
$$

with $c_1 = 2^{-\frac{1}{\gamma+1}} (p + 1)^{-1}$ and $c_2 = \frac{p}{2(p+1)} \left( \frac{2p+1}{p+1} \right)^{\frac{2p+1}{p+1}}$. Note that $1 - \frac{1}{\gamma} \leq \gamma - 1$ for all $\gamma \geq 0$. Hence

$$
\left( 1 - \left( 1 + 2 \frac{t}{\alpha} \right)^{-\frac{1}{\gamma+1}} \right) \leq \left( 1 + 2 \frac{t}{\alpha} \right)^{-\frac{1}{\gamma+1}} - 1.
$$

As the mapping $1 + \gamma \mapsto (1 + \gamma)^q$ with $q = \frac{p}{p+1} < 1$ is concave, it holds $(1 + \gamma)^q - 1 \leq 1^q + \gamma^q - 1 = \gamma^q$, and thus

$$
\left( 1 - \left( 1 + 2 \frac{t}{\alpha} \right)^{-\frac{1}{\gamma+1}} \right) \leq \left( 1 + 2 \frac{t}{\alpha} \right)^{-\frac{1}{\gamma+1}} - 1 \leq \left( 2 \frac{t}{\alpha} \right)^{-\frac{1}{\gamma+1}}.
$$

We thus obtain

$$
\mathbb{E}[\mathbb{E} \zeta(t) - \zeta(t)]^2 \leq c_1 \alpha^{-\frac{1}{\gamma+1}} t^{-\frac{1}{\gamma+1}} \mathcal{N} \left( \frac{\alpha t}{2} \right) + c_2 2 \alpha^{-1} \alpha^{-\frac{1}{\gamma+1}} t^{-\frac{1}{\gamma+1}} \mathcal{N} \left( \frac{\alpha}{2} \right) \quad (3.12)
$$

where the second term in the right-hand side blows up faster than a constant function when $t$ increases.

To some extent, it seems intuitive that the stationary ARM does not yield a better bound for the variance, as in [1] the covariance is fixed, and hence no improvement over time is to be expected. In fact, the bound from Proposition [3.6] reminds a bit of the classical worst-case bound in deterministic inverse problems, exploiting that the initial covariance $\Omega$ was assumed to be of trace class. However, this is insufficient for minimax optimality in statistical inverse problems and emphasizes the difference between the stationary ARM and Showalter regularization, the latter known to be minimax optimal in many situations (cf. [3]).

We summarize both bias and variance bounds and derive the asymptotic behavior of the stationary ARM below.

**Theorem 3.7.** Let Assumptions 2.1-2.3 hold, then the stationary ARM yields the MSE estimate

$$
\mathbb{E}[\zeta(t) - u^\dagger]^2 \leq c \varphi^2 \left( \frac{\alpha t}{2} \right)^{\frac{1}{p+1}} + \frac{1}{2} \alpha^{-1} \text{tr} (\Omega) \quad \text{for all} \quad 0 \leq t \leq T.
$$

with the constant $c = \max \{ (\nu_0/(p+1))^{\nu_0/(p+1)}, 1 \}$.

Similar to the previous subsection, we provide some discussion concerning the above error bound. To obtain a suitable bound for the MSE in case of the stationary ARM, we can again tune the parameter $\alpha$ to balance both bias and variance. For instance, if the ending time is fixed sufficiently large by $T$, we let

$$
\Psi_\varphi (\epsilon) := \epsilon^{\frac{1}{p+1}} \varphi (\epsilon)$$

with $\epsilon := \left( \frac{\alpha t}{2} \right)^{\frac{1}{p+1}}$. Then by choosing $\alpha_\varphi^*$ where $\epsilon_\varphi^* = \left( \frac{\alpha_\varphi^*}{2} \right)^{\frac{1}{p+1}}$ is a solution to the equation

$$
\Psi_\varphi (\epsilon_\varphi^*) = \frac{1}{\sqrt{T}} \quad (3.13)
$$

we obtain the following corollary concerning the a priori parameter choice rule $\alpha_\varphi^*$. 
Corollary 3.8. Let Assumptions 2.1-2.3 hold and $T$ be the sufficiently large ending time of the stationary ARM, if we choose the a priori parameter choice $\alpha^*_{\psi}$ satisfying (3.13), then

$$\mathbb{E} \|m(T) - u^\dagger\|^2 \leq c(1 + \text{tr}(\Omega)) t^{\phi^2} \left( \Psi^{-1}_\phi \left( \sqrt{\frac{1}{T}} \right) \right), \quad \text{as} \quad T \to \infty.$$ 

Comparing the variance terms in Propositions 3.2 and 3.6, we quantitatively observe a difference between non-stationary and stationary ARMs, where the use of the effective dimension leads to a better variance bound when implementing the non-stationary ARM. Some discussion concerning the corresponding MSE bounds is provided below.

Noticing that both $\Theta_{\phi}(\epsilon)$ and $\Psi_{\phi}(\epsilon)$ are non-decreasing continuous functions and $\lim_{\epsilon \to 0} \Theta_{\phi}(\epsilon) = 0, \lim_{\epsilon \to 0} \Psi_{\phi}(\epsilon) = 0$, we obtain $\lim_{T \to \infty} \frac{\Psi_{\phi}(\epsilon)}{\Theta_{\phi}(\epsilon)} = 0$. Meanwhile, for all $\epsilon \in (0, \infty)$, there holds

$$\frac{\Psi_{\phi}(\epsilon)}{\Theta_{\phi}(\epsilon)} \leq \frac{\epsilon^2}{\sqrt{N(\epsilon^{p+1})}} \leq \sqrt{\text{tr}(\Omega)},$$

where the latter estimate follows from (2.2) and the computation

$$N(\epsilon^{p+1}) = \text{tr} \left( (\epsilon^{p+1} + B^*B)^{-1} B^*B \right) \leq \frac{1}{\epsilon^{p+1}} \left\| r_{1,\epsilon^{p+1}} (B^*B) (B^*B)^{1/\epsilon^{p+1}} \right\| \text{tr} \left( (B^*B)^{1/\epsilon^{p+1}} \right) \leq \frac{1}{\epsilon^p} \text{tr} (\Omega).$$

Hence, whenever

$$\epsilon^2 \sqrt{N(\epsilon^{p+1})} \to 0 \quad \text{as} \quad \epsilon \to 0,$$

we have $\lim_{\epsilon \to 0} \frac{\Psi_{\phi}(\epsilon)}{\Theta_{\phi}(\epsilon)} = 0$ and consequently

$$\lim_{T \to \infty} \frac{\Theta^{-1}_{\phi} \left( \sqrt{\frac{1}{T}} \right)}{\Psi^{-1}_{\phi} \left( \sqrt{\frac{1}{T}} \right)} = 0.$$

This shows that for Hölder-type source conditions with $\nu \leq \nu_0 = p + 1$ (where according to Remark 2 (3.14) is satisfied) the obtained rates for non-stationary ARM in Theorem 3.3 are better than the ones from Theorem 3.7 for the stationary ARM. However, under higher order source conditions, the stationary ARM will yield a better convergence rate due to its infinite qualification, as discussed in the following Remark.

Remark 5. We take two special choices of $\phi(\lambda)$. The first one considers $\phi(\lambda) = \lambda^{p+1}$ which yields

$$\mathbb{E} \|m(T) - u^\dagger\|^2 \leq c(1 + \text{tr}(\Omega)) T^{-\frac{2}{q}}, \quad \text{as} \quad T \to \infty.$$ 

Meanwhile, if $\phi(\lambda) = \lambda^{2(p+1)}$ we obtain

$$\mathbb{E} \|m(T) - u^\dagger\|^2 \leq c(1 + \text{tr}(\Omega)) T^{-\frac{1}{q}}, \quad \text{as} \quad T \to \infty.$$ 

Because of high qualification of the stationary ARM, we can obtain a better error estimate if the unknown solution is sufficiently smooth. In view of the error estimate in Remark 3 for the non-stationary ARM, a better error estimate is only available if either the modified forward operator or the prior is smooth enough.
4 Numerics

In this section we will describe a possible implementation of non-stationary and stationary ARMs (1.11) and (1.12). Therefore note that both give implicit formulas for the mean functions $m(t)$ and $\zeta(t)$ respectively as solutions of initial value problems. In principle, these initial value problems are of stochastic nature (due to the random noise contributions), but we will however solve them by the standard explicit Euler method for the solution of deterministic ODE's, as the randomness is purely due to the data and hence predetermined. Let therefore the process $(z(t))_{t \in [0,T]}$ as in (1.8) be given and let $h > 0$ be a time step. As mentioned before, we have $\delta = 1/\sqrt{T}$ referring to the noise level in the original problem (1.1).

Non-stationary ARM The explicit Euler method for the initial value problem (1.11) leads to the iteration

$$m_n := m_{n-1} + C_{n-1} A^* \Sigma^{-1} (z(nh) - z((n-1)h) - h A m_{n-1}),$$

$$C_n := C_{n-1} - h C_{n-1} A^* \Sigma^{-1} A C_{n-1}$$

with $n \in \{1, \ldots, \left[\frac{T}{h}\right]\}$.

Note, that in view of (2.2), this method should (for suitably chosen $h > 0$) lead to results comparable with the Tikhonov regularization applied to the final datum $z(T)$, i.e.

$$\hat{m}_\epsilon := (\epsilon + K^* K)^{-1} K^* z(T)$$

with $\epsilon = \alpha/T$ and the pre-whitened operator $K = \Sigma^{-1/2} A$.

Stationary ARM The explicit Euler method for the initial value problem (1.12) leads to the iteration

$$\zeta_n := \zeta_{n-1} + C_0 A^* \Sigma^{-1} (z(nh) - z((n-1)h) - h A \zeta_{n-1})$$

with $n \in \{1, \ldots, \left[\frac{T}{h}\right]\}$.

Note, that in view of (2.3), this method should (for suitably chosen $h > 0$) lead to results comparable with the Showalter regularization applied to the final datum $z(T)$, i.e.

$$\hat{\zeta}_\epsilon := \left(1 - \exp\left(\frac{1}{\epsilon} K^* K\right)\right) (K^* K)^{-1} K^* z(T)$$

again with $\epsilon = \alpha/T$ and the pre-whitened inverse operator $K = \Sigma^{-1/2} A$.

In current section, we consider a prototypical inverse problem as an illustration. In particular, both non-stationary and stationary ARMs are implemented to solve the following second anti-derivative problem. Let $A$ be given as the integral operator $A : L^2([0,1]) \to L^2([0,1])$ of the first kind

$$(Au)(x) := \int_0^1 k(x,y) u(y) \, dy, \quad x \in [0,1]$$

with the kernel $k(x,y) = \min\{x(1-y), y(1-x)\}$, $x, y \in [0,1]$, see [19] [57]. We discretize the operator $A$ using the composite midpoint rule. Concerning the solution $u^\dagger$, we consider three different choices of increasing smoothness. To obtain numerical results, we consider $T \in \{100 \cdot 2^i \mid 0 \leq i \leq 9\}$, and compute empirical values of the root mean-squared error (RMSE) $\sqrt{\mathbb{E}\|\hat{u} - u^\dagger\|^2}$ by $M = 100$ Monte-Carlo repetitions. The parameter $\alpha$ is then chosen as the value in $\{0.1 \cdot 2^j \mid 0 \leq j \leq 39\}$ which minimizes the RMSE for the corresponding value of $T$. The remaining parameters are set as the discretization level $n = 512$, the time step $h = T/100$ and the noise covariance $\Sigma = I$. As for the initial covariance, we set $C_0 = (A^* A)^{p/p+1}$ noticing $\Sigma = I$, where $p$ can be chosen as zero in the finite dimensional numerical examples and consequently $C_0 = I$. 
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Remark 6. In this setting, the minimax rate of convergence for the RMSE for \( u^\dagger \in H^s[0,1] \) with the standard Sobolev space

\[
H^s[0,1] := \left\{ u \in L^2[0,1] \mid \sum_{k=1}^{\infty} (1+k^2)^s u_k^2 < \infty \right\}
\]

where \( u_k \) denote the Fourier coefficients of \( u \) is given by \( \mathcal{O}\left(\delta^{-\frac{s+1}{2}}\right) \), see e.g. \([9,12]\). This makes use of the fact that the singular values \( \sigma_k \) of our operator \( A \) in (4.1) decay like \( \sigma_k \sim k^{-2} \). Using this, we can furthermore see that \( u^\dagger \in H^s[0,1] \) if and only if \( u^\dagger \in R((A^*A)^{\frac{s}{2}}) \).

This shows that the minimax rate of convergence for the RMSE under the source condition \( u^\dagger \in R((A^*A)^{\frac{s}{2}}) \) is \( \mathcal{O}\left(\delta^{-\frac{s+1}{2}}\right) \).

Example 4.1 (Exact solutions with low smoothness). The first example chooses \( u^\dagger \) as the hat function

\[
u^\dagger(x) = \begin{cases} x & \text{if } 0 \leq x \leq \frac{1}{2}, \\ 1-x & \text{if } \frac{1}{2} \leq x \leq 1, \end{cases}
\]

which leads to the exact datum

\[
(Au^\dagger)(x) = \begin{cases} -\frac{x(4x^2-3)}{24} & \text{if } 0 \leq x \leq \frac{1}{2}, \\ \frac{(x-1)(4x^2-8x+1)}{24} & \text{if } \frac{1}{2} \leq x \leq 1. \end{cases}
\]

It can readily be seen, that this function satisfies a source condition of the form \( u^\dagger \in R((A^*A)^{\frac{3}{2}-\varepsilon}) \) for any \( \varepsilon > 0 \), and consequently the optimal rate of convergence of the RMSE for this choice of \( A \) and \( u^\dagger \) in (1.1) is \( \mathcal{O}\left(\delta^{\frac{s}{2}-\varepsilon}\right) \), i.e. \( \mathcal{O}\left(\left(\frac{1}{\sqrt{T}}\right)^{\frac{3}{2}-\varepsilon}\right) \) for any \( \varepsilon > 0 \) and \( p = 0 \) (see e.g. \([9,26]\) for details). In Figure 1 we present the empirical RMSEs and optimal values of the regularization parameter \( \alpha \) driven by 100 runs. As can be observed in the left panel, the empirical RMSE by the non-stationary ARM fits the theoretical rate accurately. Meanwhile, the empirical RMSE by the stationary ARM decays asymptotically when \( T \) increases but with a smaller slope compared with the non-stationary ARM, which numerically verifies the quantitative difference between both methods. We shall mention that in Example 4.1 we have chosen the prior with \( p = 0 \) since the discretization of the forward operator yields a finite dimensional matrix. We will tune this value in the high smoothness example to visualize the improvement induced by the smooth initial covariance.

Example 4.2 (Exact solutions with intermediate smoothness). \( u^\dagger \) is chosen as a scaled version of \( A \) applied to the above hat function, i.e.

\[
u^\dagger(x) = 10 \begin{cases} -\frac{x(4x^2-3)}{24} & \text{if } 0 \leq x \leq \frac{1}{2}, \\ \frac{(x-1)(4x^2-8x+1)}{24} & \text{if } \frac{1}{2} \leq x \leq 1. \end{cases}
\]

This leads to the exact datum

\[
(Au^\dagger)(x) = 10 \begin{cases} \frac{x(16x^4-40x^2+25)}{1920} & \text{if } 0 \leq x \leq \frac{1}{2}, \\ -\frac{16x^5+80x^4-120x^3+40x^2+15x+1}{1920} & \text{if } \frac{1}{2} \leq x \leq 1. \end{cases}
\]
Figure 1: (Low smoothness) Empirical RMSEs (left) and optimal values of the regularization parameter $\alpha$ (right) for solving the second anti-derivative problems (simulated from 100 runs) with $u^\dagger$ as in Example 4.1. Shown are stationary ARM ( ), non-stationary ARM with $p = 0$ ( ), cf. Assumption 2.2, as well as the optimal rate of convergence ( ).

As $A$ is self-adjoint, we obtain $u^\dagger \in R \left( (A^*A)^{7/8} - \varepsilon \right)$ for any $\varepsilon > 0$, and consequently the optimal rate of convergence of the RMSE for this choice of $A$ and $u^\dagger$ in (1.1) is $O \left( \delta^{7/12} \right)$, i.e. $O \left( \left( \frac{1}{\sqrt{T}} \right)^{7/12} \right)$ for any $\varepsilon > 0$ and $p = 0$.

In Figure 2 we present the empirical RMSEs and optimal values of the regularization parameter $\alpha$ driven by 100 runs for Example 4.2. As can be observed in the left panel, the empirical RMSE by both non-stationary and stationary ARMs fits the theoretical rate accurately. At the same time, the increased smoothness allows better performance of the stationary ARM.

Figure 2: (Intermediate smoothness) Empirical RMSEs (left) and optimal values of the regularization parameter $\alpha$ (right) for solving the second anti-derivative problems (simulated from 100 runs) with $u^\dagger$ as in Example 4.2. Shown are stationary ARM ( ), non-stationary ARM with $p = 0$ ( ), cf. Assumption 2.2, as well as the optimal rate of convergence ( ).

Example 4.3 (Exact solutions with high smoothness). $u^\dagger$ is chosen as a scaled version of $A^*A$ applied to the above hat function, i.e.

$$u^\dagger(x) = 100 \begin{cases} x(16x^4 - 40x^2 + 25) & \text{if } 0 \leq x \leq \frac{1}{2}, \\ x(16x^4 - 40x^2 + 25) - 120x^3 + 40x^2 + 15x + 1 & \text{if } \frac{1}{2} \leq x \leq 1. \end{cases}$$
This leads to the exact datum
\[
(Au^\dagger) (x) = 100 \begin{cases} 
\frac{427x - 700x^3 + 336x^5 - 64x^7}{322560} & \text{if } 0 \leq x \leq \frac{1}{2}, \\
\frac{-1 + 441x - 84x^2 - 420x^3 - 560x^4 + 1008x^5 - 448x^6 + 64x^7}{322560} & \text{if } \frac{1}{2} \leq x \leq 1.
\end{cases}
\]

We obtain \( u^\dagger \in R \left( (A^*A)^{\frac{1}{2}} - \varepsilon \right) \) for all \( \varepsilon > 0 \), and consequently the optimal rate of convergence of the RMSE for this choice of \( A \) and \( u^\dagger \) in (1.1) is \( O \left( \delta^\frac{1}{16} - \varepsilon \right) \), i.e. \( O \left( \left( \frac{1}{\sqrt{T}} \right)^\frac{1}{16} - \varepsilon \right) \) for any \( \varepsilon > 0 \).

Note that, when \( p = 0 \), this function is smoother than the qualification of the non-stationary ARM allows for, as the best possible rate to be obtained by Tikhonov regularization in the model (1.1) with the operator \( A \) described here is \( O \left( \delta^\frac{1}{16} \right) \), i.e. \( O \left( \left( \frac{1}{\sqrt{T}} \right)^\frac{1}{16} \right) \).

In Figure 3, we present the empirical RMSEs and optimal values of the regularization parameter \( \alpha \) driven by 100 runs for Example 4.3. It can be seen from the left panel, that the non-stationary ARM with \( p = 0 \) saturates at the rate \( O \left( \left( \frac{1}{\sqrt{T}} \right)^{\frac{1}{8}} \right) \) and does not yield order-optimal results. Hence, we also implemented the non-stationary ARM with \( p = \frac{1}{2} \), which yields order optimal convergence as visible in the left panel of Figure 3. Furthermore, the stationary ARM fits the theoretical rate accurately.

**Figure 3:** (High smoothness) Empirical RMSEs (left) and optimal values of the regularization parameter \( \alpha \) (right) for solving the second anti-derivative problems (simulated from 100 runs) with \( u^\dagger \) as in Example 4.3. Shown are stationary ARM ( ), non-stationary ARM with \( p = 0 \) ( ), cf. Assumption 2.2, and non-stationary ARM with \( p = \frac{1}{2} \) ( ), as well as the optimal rate of convergence in the corresponding example with \( p = 1/2 \) ( ) and the saturation rate of non-stationary ARM with \( p = 0 \) ( ).

## 5 Conclusion and future extensions

In this paper we investigate asymptotical regularization for linear inverse problems in presence of white noise. By arguing that the available data often arises from subsequent identical measurements, we analyze two different methods for a continuous artificial dynamical system related to the original problem. Those are the non-stationary ARM, which is a consequence of the Kalman-Bucy filter where the posterior covariance varies with respect to the time variable, and the stationary ARM, which is a consequence of the 3DVAR with a fixed posterior covariance. This bridges a gap between regularization theory and data assimilation. Both methods have the advantage that they can be applied in an online fashion to real world problems, whereas standard methods from regularization theory can only be applied after the final datum has been measured.
Methodologically, we derive error bounds for both methods by carefully treating the variance part which is given in terms of an infinite-dimensional stochastic integral against a standard Wiener process. Our theoretical results reveal that the non-stationary ARM is comparable to Tikhonov regularization, and that the derived convergence rates are minimax optimal. Meanwhile, the stationary ARM is comparable to the Showalter regularization, and our error bound seems sub-optimal. From our viewpoint it is not clear if this sub-optimality results from our analysis or the subsequent formulation of the underlying model \[1.8\]. Nevertheless, the high qualification of the stationary ARM is able to provide better error bounds if the unknown exact solution is sufficiently smooth. Numerical examples confirm these theoretical predictions.

As of now, we have only considered a priori parameter choice rules for the tuning parameter \(\alpha\) in the initial covariance. The a posteriori choice of \(\alpha\) remains an interesting topic for future research, as those come with two difficulties: On the one hand, in our current formulation \(\alpha\) has to be chosen in a preparation step before data comes in. Hence, \(\alpha\) cannot be chosen depending on the data. However, one could think of an adaptive formulation, which allows to change \(\alpha\) over time depending on the data. On the other hand, standard approaches such as the discrepancy principle or Lepskii’s balancing principle might be applicable, but require a completely different analysis (e.g. with a.s. bounds instead of MSE bounds as derived in this paper).

It might also be interesting to consider higher-order asymptotical regularization methods as recently treated in the deterministic setting in \[4, 39\]. There, the first-order governing ordinary differential equation is replaced by a high order one to reduce computational costs. The realization of such high-order extensions in present of the Wiener process can enrich the development of approaches in data assimilation.

Finally, our current numerical examples focus on moderately ill-posed problems where the quantitative difference between the non-stationary and stationary ARMs can be visualized. Meanwhile, more numerical evidences could be carried out to support the theoretical predictions including severely ill-posed problems, where it is to be expected that the bias term dominates the MSE.
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