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1 Introduction

In this paper we will consider the extreme points of the Vandermonde determinant on various surfaces. The examination is primarily motivated by mathematical curiosity but the techniques used here are likely to be extensible to some problems related to optimal experiment design for polynomial regression, see Section 3.
To the authors’ knowledge, this problem has previously been examined on cubes (see Section 3) and spheres, see Szegő (1939). Here we will consider some techniques to extend some of these results to other surfaces such as ellipsoids, cylinders, p-norm spheres and other surfaces defined by homogeneous polynomials. Our examination will mostly be restricted to three dimensions but many of the techniques can in principle be extended to higher dimensions.

2 The Vandermonde Matrix

A rectangular Vandermonde matrix of size $m \times n$ is determined by $n$ values $x = (x_1, \ldots, x_n)$ and is defined by

$$V_{mn}(x) = \begin{bmatrix} x_1^{j-1} & \cdots & x_n^{j-1} \\ x_1 & \cdots & x_n \\ \vdots & \ddots & \vdots \\ x_1^{m-1} & \cdots & x_n^{m-1} \end{bmatrix}.$$  \hspace{1cm} (1)

Note that some authors use the transpose of this as the definition and possibly also let indices run from 0. All entries in the first row of Vandermonde matrices are ones and by considering $0^0 = 1$ this is true even when some $x_j$ is zero. In this paper we will primarily consider square Vandermonde matrices and for convenience we will use the notation $V_n(x) = V_{nn}(x)$.

The determinant of the Vandermonde matrix is well known.

**Theorem 1** The determinant of square Vandermonde matrices has the form

$$\det V_n(x) \equiv v_n(x) = \prod_{1 \leq i < j \leq n} (x_j - x_i).$$  \hspace{1cm} (2)

This determinant is also simply referred to as the Vandermonde determinant or Vandermonde polynomial or Vandermondian (Vein and Dale 1999).

In this paper we will use the method of Lagrange multipliers to optimize the Vandermonde determinant over a surface. For this purpose the following properties will be useful.

**Lemma 1** The Vandermonde determinant is a homogeneous polynomial of degree $\frac{n(n-1)}{2}$.

**Proof** Considering (2) the numbers of factors of $v_n(x)$ is $\sum_{i=1}^{n} i - 1 = \frac{n(n-1)}{2}$. Thus

$$v_n(cx) = c^{\frac{n(n-1)}{2}} v_n(x).$$  \hspace{1cm} (3)

3 Application to D-optimal Experiment Designs for Polynomial Regression with a Cost-function

Suppose an experiment is conducted where $m$ data points from some compact interval, $\mathcal{X} \subset \mathbb{R}$, $i = 1, 2, \ldots, m$, are used to create a polynomial regression model of degree
A vector containing the data points, $x_m = (x_1, x_2, \ldots, x_m) \in X^m$, is called a design and a design is said to be $D$-optimal if $\det(M_n(x_m)) \geq \det(M_n(y_m))$ for all $y \in X^m$ where

$$M_m(x) = \begin{bmatrix} m & \sum_{i=1}^{m} x_i & \ldots & \sum_{i=1}^{m} x_i^{n-1} \\
 & \sum_{i=1}^{m} x_i & \ldots & \sum_{i=1}^{m} x_i^2 \\
 & \vdots & \ddots & \vdots \\
 & \sum_{i=1}^{m} x_i^{n-1} & \sum_{i=1}^{m} x_i^n & \ldots & \sum_{i=1}^{m} x_i^{2n-2} \end{bmatrix}$$

is the Fischer information matrix, see Kiefer (1959) and Gaffke and Krafft (1982).

Optimal experiment design is often used to find the minimum number of points needed for a certain model. If we let $m = n$ we get an interpolation problem defined by a square Vandermonde matrix and the Fischer information matrix is $M_n(x) = V_n(x)^\top V_n(x)$ and since $V_n(x)$ is an $n \times n$ matrix $\det(M_n(x)) = \det(V_n(x)^\top) \det(V_n(x)) = \det(V_n(x))^2$. Thus the maximization of the determinant of the Fischer information matrix is equivalent to finding the extreme points of the determinant of a square Vandermonde matrix in some volume given by the set of possible designs, see Gaffke and Krafft (1982).

Optimal designs for various kinds of polynomial regression models are known, see Dette and Trampisch (2010) for an overview. The typical set of possible design is given by constraining each parameter of the model to be in a certain interval. Usually these intervals are also normalized such that the vector of parameters $x$ can be found in the $n$-dimensional cube $x \in [-1, 1]^n$. When consider certain other sets of possible designs the results presented in this paper might be useful.

Suppose there is a cost-function associated with the data such that the total cost of the experiment being below some threshold value, $g(x) \leq 1$, defines some compact set, $G = \{x \in R^n | g(x) \leq 1\}$, such that $G \subset X^m$. Since the Vandermonde determinant is a homogeneous polynomial for any $c > 1 |v_n(x)| > |v_n(cx)|$ the extreme points will be on the surface of the compact set and thus it is enough to consider the set of points defined by $g(x) = 1$.

### 4 Optimization using Gröbner Bases

Gröbner bases together with algorithms to find them, and algorithms for solving a polynomial equation is an important tool that arises in many applications. One such application is the optimization of polynomials over affine varieties through the method of Lagrange multipliers. We will here give some main points and informal discussion on these methods as an introduction and to fix some notation.

**Definition 1** (Cox et al. 1997) Let $f_1, \ldots, f_m$ be polynomials in $\mathbb{R}[x_1, \ldots, x_n]$. The affine variety $V(f_1, \ldots, f_m)$ defined by $f_1, \ldots, f_m$ is the set of all points $(x_1, \ldots, x_n) \in \mathbb{R}^n$ such that $f_i(x_1, \ldots, x_n) = 0$ for all $1 \leq i \leq m$. 
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When \( n = 3 \) we will sometimes use the variables \( x, y, z \) instead of \( x_1, x_2, x_3 \). Affine varieties are the common zeros of a set of multivariate polynomials. Such sets of polynomials will generate a greater set of polynomials (Cox et al. 1997) by

\[
\langle f_1, \cdots, f_m \rangle \equiv \left\{ \sum_{i=1}^{m} h_i f_i : h_1, \cdots, h_m \in \mathbb{R}[x_1, \cdots, x_n] \right\},
\]

and this larger set will define the same variety. But it will also define an ideal (a set of polynomials that contains the zero-polynomial and is closed under addition, and absorbs multiplication by any other polynomial) by \( I(f_1, \cdots, f_m) = \langle f_1, \cdots, f_m \rangle \). A Gröbner basis for this ideal is then a finite set of polynomials \( \{g_1, \cdots, g_k\} \) such that the ideal generated by the leading terms of the polynomials \( g_1, \cdots, g_k \) is the same ideal as that generated by all the leading terms of polynomials in \( I = \langle f_1, \cdots, f_m \rangle \).

In this paper we consider the optimization of the Vandermonde determinant \( v_n(x) \) over surfaces defined by a polynomial equation of the form

\[
s_n(x_1, \cdots, x_n; p; a_1, \cdots, a_n) \equiv \sum_{i=1}^{n} a_i |x_i|^p = 1, \quad (4)
\]

where we will select the constants \( a_i \) and \( p \) to get ellipsoids in three dimensions, cylinders in three dimensions, and spheres under the \( p \)-norm in \( n \) dimensions. The case of the ellipsoid is suitable for solution by Gröbner basis methods, but due to the existing symmetries the spheres are more suitable for other methods, as provided in Section 8.

From (3) and the convexity of the interior of the sets defined by (4), under a suitable choice of the constant \( p \) and non-negative \( a_i \), it is easy to see that the optimal value of \( v_n \) on \( \sum_{i=1}^{n} a_i |x_i|^p \leq 1 \) will be attained on \( \sum_{i=1}^{n} a_i |x_i|^p = 1 \). And so, by the method of Lagrange multipliers we have that the minimal/maximal values of \( v_n(x_1, \cdots, x_n) \) on \( s_n(x_1, \cdots, x_n) \) are attained at points such that \( \partial v_n / \partial x_i - \lambda \partial s_n / \partial x_i = 0 \) for \( 1 \leq i \leq n \) and some constant \( \lambda \) and \( s_n(x_1, \cdots, x_n) - 1 = 0 \), Tyrrell Rockafellar (1993).

For \( p = 2 \) the resulting set of equations will form a set of polynomials in \( \lambda, x_1, \cdots, x_n \). These polynomials will define an ideal over \( \mathbb{R}[\lambda, x_1, \cdots, x_n] \), and by finding a Gröbner basis for this ideal we can use the especially nice properties of Gröbner bases to find analytical solutions to these problems, that is, to find roots for the polynomials in the computed basis.

5 Extreme Points on the Ellipsoid in Three Dimensions

In this section we will find the extreme points of the Vandermonde determinant on the three dimensional ellipsoid given by

\[
ax^2 + by^2 + cz^2 = 1, \quad (x, y, z) \in \mathbb{R}^3
\]

where \( a > 0, b > 0, c > 0 \).

Using the method of Lagrange multipliers together with (5) and some rewriting gives that all stationary points of the Vandermonde determinant lie in the variety

\[
V = V \left( ax^2 + by^2 + cz^2 - 1, ax + by + cz, \right. \\
ax(z - x)(y - x) - by(z - y)(y - x) + cz(z - y)(z - x) \left. \right).
\]
Computing a Gröbner basis for $V$ using the lexicographic order $x > y > z$ give the following three basis polynomials:

\[
g_1(z) = (a + b)(a - b)^2 - \left(4(a + b)^2(a + c)(b + c) + 3c^2(a^2 + ab + b^2) + 3c(a^3 + b^3)\right)z^2 + 3c(a + b + c)(4(a + b)(a + c)(b + c) + (a^2 + b^2)c + (a + b)c^2)z^4 - c^2(b + c)(a + c)(a + b + c)^2z^6,
\]

\[
g_2(y, z) = \left(2(a + b)^2(a + c)(b + c) + c(a^2 + 2b^2)(a + b + c) + 2bc^2(a + b)\right)z + q_1z^5 - q_2z^3 - b(a - b)(a + b)(a + b + 3c)y,
\]

\[
g_3(x, z) = \left(2(a + b)^2(a + c)(b + c) + c(2a^2 + b^2)(a + b + c) + 2ac^2(a + b)\right)z - q_1z^5 + q_2z^3 - a(a - b)(a + b + 3c)x,
\]

\[
q_1 = 9c^2(b + c)(a + c)(a + b + c)^2,
\]

\[
q_2 = 3c(a + b + c)(3a^2b + 4a^2c + 3ab^2 + 6abc + 4ac^2 + 4b^2c + 4bc^2).
\]

The calculation of this basis was done using software for symbolic computation (Maple 18.02 2015).

Since $g_1$ only depends on $z$ and $g_2$ and $g_3$ are first degree polynomial in $y$ and $x$ respectively the stationary points can be found by finding the roots of $g_1$ and then calculate the corresponding $x$ and $y$ coordinates. A general formula can be found in this case (since $g_1$ only contains even powers of $z$ it can be treated as a third degree polynomial) but it is quite cumbersome and we will therefore not give it explicitly.

Note that in general the polynomials in the Gröbner basis are not guaranteed to have real-valued roots. For the ellipsoid case examined here it can be shown that the computed Gröbner basis will only give real-valued coordinates. Since the extreme points of the Vandermonde determinant is a subset of the points with coordinates given by the roots of the polynomials in the Gröbner basis this means that we will not need to check that the found points are real-valued or not, we only need to check whether they are proper extreme points or not.

**Lemma 2** The polynomial equation system defined by (6)–(8) will only have solutions with real-valued $x$, $y$ and $z$.

**Proof** The discriminant is a useful tool for determining how many real roots low-level polynomials have. Following Irving (2004) the discriminant, $\Delta(p)$, of a third degree polynomial $p(x) = c_0 + c_1x + c_2x^2 + c_3x^3$ is

\[
\Delta(p) = 18c_1c_2c_3c_4 - 4c_2^3c_4 + c_2^2c_3^2 - 4c_1c_3^3 - 27c_1^2c_4^2
\]

and if $\Delta(p)$ is non-negative then all roots will be real (but not necessarily distinct). Since the first basis polynomial $g_1$ only contains terms with even exponents and is of degree 6 the polynomial $\tilde{g}_1$ defined by $\tilde{g}_1(z^2) = g_1(z)$ will be a polynomial of degree 3 whose roots are the square fo the roots of $g_1$. Calculating the discriminant of $\tilde{g}_1$ gives

\[
\Delta(\tilde{g}_1) = 9(a - b)^2(a + b + 3c)^2(a + b + c)^4abc^3(32a^3b^2 + a^3c^2 + a^2b^3 + a^2c^3 + b^3c^2 + b^2c^3) + 61abc(a + b + c)^2.
\]
Since \( a, b \) and \( c \) are all positive numbers it is clear that \( \Delta(g_1) \) is non-negative. Furthermore, since \( a, b \) and \( c \) are positive numbers all terms in \( \tilde{g}_1 \) with odd powers have negative coefficients and all terms with even powers have positive coefficients. Thus if \( w < 0 \) then \( \tilde{g}_1(w) > 0 \) and thus all roots must be positive. Since \( g_2 \) is a first order polynomial with respect to \( y \) a real-valued \( z \) will give a real-valued \( y \). Since \( g_3 \) is a first order polynomial with respect to \( x \) a real-valued \( z \) will give a real-valued \( x \).

An illustration of an ellipsoid and the extreme points of the Vandermonde determinant on its surface is shown in Fig. 1.

6 Extreme Points on the Cylinder in Three Dimensions

In this section we will examine the local extreme points on an infinitely long in 3 dimensions cylinder aligned with the \( x \)-axis. In this case we do not need to use Gröbner basis techniques since the problem can be reduced to a one dimensional polynomial equation.

Consider the cylinder defined by

\[
by^2 + cz^2 = 1, \quad \text{where} \quad b > 0, \quad c > 0.
\]

Using the method of Lagrange multipliers gives the equation system

\[
\frac{\partial v_3}{\partial x} = 0, \\
\frac{\partial v_3}{\partial y} = 2\lambda by, \\
\frac{\partial v_3}{\partial z} = 2\lambda cz.
\]

Taking the sum of each expression gives

\[by + cz = 0 \iff y = -\frac{c}{b}z.\]

Combining (9) and (10) gives

\[
\left(\frac{c}{b} + 1\right)cz^2 = 1 \Rightarrow z = \pm \sqrt{\frac{b}{c}} \frac{1}{\sqrt{b + c}} \Rightarrow y = \mp \sqrt{\frac{c}{b}} \frac{1}{\sqrt{b + c}}.
\]

Fig. 1 Illustration of the ellipsoid defined by \( \frac{x^2}{9} + \frac{y^2}{4} + z^2 = 0 \) with the extreme points of the Vandermonde determinant marked. Displayed in Cartesian coordinates on the right and in ellipsoidal coordinates on the left.
Thus the plane defined by (10) intersects with the cylinder along the lines

\[ \ell_1 = \left\{ (x, \sqrt{\frac{c}{b}} \frac{1}{\sqrt{b+c}}, -\sqrt{\frac{b}{c}} \frac{1}{\sqrt{b+c}}) \mid x \in \mathbb{R} \right\} = \{ (x, r, -s) \mid x \in \mathbb{R} \}, \]

\[ \ell_2 = \left\{ (x, -\sqrt{\frac{c}{b}} \frac{1}{\sqrt{b+c}}, \sqrt{\frac{b}{c}} \frac{1}{\sqrt{b+c}}) \mid x \in \mathbb{R} \right\} = \{ (x, -r, s) \mid x \in \mathbb{R} \}. \]

Finding the stationary points for \( v_3 \) along \( \ell_1 \):

\[ v_3 (x, r, -s) = \left( x^2 + \frac{1}{\sqrt{b+c}} \left( \sqrt{\frac{b}{c}} - \sqrt{\frac{c}{b}} \right) x + \frac{1}{b+c} \right) (r + s), \]

\[ \frac{\partial v_3}{\partial x} (x, r, -s) = \left( 2x + \frac{1}{\sqrt{b+c}} \left( \sqrt{\frac{b}{c}} - \sqrt{\frac{c}{b}} \right) \right) (r + s). \]

From this it follows that

\[ \frac{\partial v_3}{\partial x} (x, r, -s) = 0 \iff x = \frac{1}{2\sqrt{b+c}} \left( \sqrt{\frac{c}{b}} - \sqrt{\frac{b}{c}} \right). \]

Thus

\[ x_1 = \frac{1}{\sqrt{b+c}} \left( \frac{1}{2} \left( \sqrt{\frac{c}{b}} - \sqrt{\frac{b}{c}} \right) , \sqrt{\frac{c}{b}} - \sqrt{\frac{b}{c}} \right) \] \hspace{1cm} (11)

is the only stationary point on \( \ell_1 \). An analogous argument shows that \( x_2 = -x_1 \) is the only stationary point on \( \ell_2 \).

An example of where these points are placed on the cylinder is shown in Fig. 2.

7 Optimizing the Vandermonde Determinant on a Surface Defined by a Homogeneous Polynomial

When using Lagrange multipliers it can be desirable to not have to consider the \( \lambda \)-parameter (the scaling between the gradient and direction given by the constraint), we demonstrate a simple way to remove this parameter when the surface is defined by an homogeneous polynomial.

![Fig. 2](image-url) Illustration of the cylinder defined by \( y^2 + \frac{16}{25} z^2 = 1 \) with the extreme points of the Vandermonde determinant marked. Displayed in Cartesian coordinates on the right and in cylindrical coordinates on the left.
Lemma 3 Let $g : \mathbb{R}^n \to \mathbb{R}^n$ be a homogeneous polynomial such that $g(cx) = c^k g(x)$ with $k \neq \frac{n(n-1)}{2}$ such that $g(x) = 1$, $x \in \mathbb{R}^n$ defines a continuous bounded surface. Let $z \in \mathbb{R}^n$ be a point on the surface. Then $z$ can be written as $z = cy$ where

$$\frac{\partial v_n}{\partial x_i} \bigg|_{x=y} = \frac{\partial g}{\partial x_i} \bigg|_{x=y}, \quad i \in 1, 2, \ldots, n$$

and $c = g(y)^{-\frac{1}{k}}$, if and only if $z$ a stationary point for the Vandermonde determinant.

Proof By the method of Lagrange multipliers the point $y \in \{x \in \mathbb{R}^n | g(x) = 1\}$ is a stationary point for the Vandermonde determinant and only if

$$\frac{\partial v_n}{\partial x_k} \bigg|_{x=y} = \lambda \frac{\partial g}{\partial x_k} \bigg|_{x=y}, \quad k \in 1, 2, \ldots, n$$

for some $\lambda \in \mathbb{R}$.

The stationary points on the surface given by $g(cx) = c^k$ will be given by

$$c^{\frac{n(n-1)}{2}} \frac{\partial v_n}{\partial x_k} \bigg|_{x=y} = c^k \lambda \frac{\partial g}{\partial x_k} \bigg|_{x=y}, \quad k \in 1, 2, \ldots, n$$

and if $c$ is chosen such that $\lambda = c^{\frac{n(n-n)}{2}} c^k$ then the stationary points are defined by

$$\frac{\partial v_n}{\partial x_k} = \frac{\partial g}{\partial x_k}, \quad k \in 1, 2, \ldots, n.$$

Suppose that $y \in \{x \in \mathbb{R}^n | g(x) = c^k\}$ is a stationary point for $v_n$ then the point given by $z = cy$ where $c = g(y)^{-\frac{1}{k}}$ will be a stationary point for the Vandermonde determinant and will lie on the surface defined by $g(x) = 1$.

Lemma 4 If $z$ is a stationary point for the Vandermonde determinant on the surface $g(x) = 1$ where $g(x)$ is a homogeneous polynomial then $-z$ is either a stationary point or does not lie on the surface.

Proof Since $g(-x) = (-1)^k g(x)$ is either 1 or $-1$ then $|v_n(x)| = |v_n(-x)|$ for any point, including $z$ and the points in a neighbourhood around it which means that if $g(-x) = g(x)$ then the stationary points are preserved and otherwise the point will lie on the surface defined by $g(x) = -1$ instead of $g(x) = 1$.

A well-known example of homogeneous polynomials are quadratic forms. If we let

$$g(x) = x^T S x$$

then $g(x)$ is a quadratic form which in turn is a homogeneous polynomial with $k = 2$. If $S$ is a positive definite matrix then $g(x) = 1$ defines an ellipsoid. Here will will demonstrate the use of Lemma 3 to find the extreme points on a rotated ellipsoid.

Consider the ellipsoid defined by

$$\frac{1}{9} x^2 + \frac{5}{8} y^2 + \frac{3}{4} yz + \frac{5}{8} z^2 = 1$$

(13)
then by Lemma 3 we can instead consider the points in the variety
\[
V = V\left(-2xy + 2xz + y^2 - z^2 - \frac{2}{9}x, \right.
\]
\[
-x^2 + 2xy - 2yz + z^2 - \frac{5}{4}y - \frac{3}{4}z, \\
-2xz - y^2 + 2yz + x^2 - \frac{3}{4}y - \frac{5}{4}z\Bigg).
\]
Finding the Gröbner basis of \(V\) gives
\[
g_1(z) = z(6z + 1)(260642z^2 - 27436z + 697),
\]
\[
g_2(y, z) = -1138484256z^3 - 127275604z^2 + 16689841z + 6277879y,
\]
\[
g_3(x, z) = 10246358304z^3 + 1145480436z^2 - 93707658z + 6277879x.
\]
This system is not difficult to solve and the resulting points are:
\[
p_0 = (0, 0, 0),
\]
\[
p_1 = \left(0, \frac{1}{6}, -\frac{1}{6}\right),
\]
\[
p_2 = \left(\frac{45\sqrt{2}}{361}, -\frac{1}{19} - \frac{5\sqrt{2}}{722}, 1 - \frac{5\sqrt{2}}{722}\right),
\]
\[
p_3 = \left(\frac{45\sqrt{2}}{361}, -\frac{1}{19} + \frac{5\sqrt{2}}{722}, 1 + \frac{5\sqrt{2}}{722}\right).
\]
The point \(p_0\) is not a valid solution since it does and does not lie on any ellipsoid defined by (5) and can therefore be discarded. By Lemma 4 there are also three more stationary points \(p_4 = -p_1, p_5 = -p_2\) and \(p_6 = -p_3\). Rescaling each of these points according to Lemma 3 gives \(q_i = \sqrt{g(p_i)}\) which are all points on the ellipsoid defined by \(g(x) = 1\). The result is illustrated in Fig. 3.

Note that this example gives a simple case with a small Gröbner basis that is small and easy to find. Using this technique for other polynomials and in higher dimensions can require significant computational resources.

![Fig. 3 Illustration of the ellipsoid defined by (13) with the extreme points of the Vandermonde determinant marked. Displayed in Cartesian coordinates on the right and in ellipsoidal coordinates on the left](image-url)
8 The Vandermonde Determinant on \( p \)-norm Spheres

The optimization of the Vandermonde determinant on the sphere \( (p = 2) \) and on the cube \( (p = \infty) \) lends themselves to methods in orthogonal polynomials. In fact, as shown by Stieltjes and recaptured by Szegő (1939), and presented in more detail in and extended in (Lundengård et al. 2013) there is a fairly straightforward solution derived from electrostatic considerations, which implicitly deals with the Vandermonde determinant.

Consider the optimization of \( v_n(x) \) over the sphere

\[
s_n(x) = \sum_{i=1}^{n} x_i^p = 1,
\]

for suitable choices for \( p \) (even). Instead of optimizing \( v_n \) we are free to optimize \( \ln |v_n| \) over the sphere to the same effect (\( v_n(x) = 0 \) is not a solution, all \( x_i \) are pair-wise distinct). This leaves us with the set of equations by Lagrange multipliers.

\[
\frac{\partial \ln |v_n|}{\partial x_k} = \lambda \frac{\partial s_n}{\partial x_k}, \quad s_n = 1,
\]

where the left-most equation holds for \( 1 \leq k \leq n \). It is easy to show that the partial derivatives can be written

\[
\frac{\partial \ln |v_n|}{\partial x_k} = \sum_{i=1}^{n} \frac{1}{x_k - x_i}.
\]

From this it is easy to show that (15) can be rewritten by introducing the univariate polynomial \( P_n(x) = \prod_{i=1}^{n} (x - x_i) \) as

\[
\frac{\partial \ln |v_n|}{\partial x_k} = \frac{1}{2} \frac{P''(x_k)}{P'(x_k)}.
\]

Now the leftmost equation of (14) can be written

\[
\frac{1}{2} \frac{P''(x_k)}{P'(x_k)} = \lambda \frac{\partial s_n}{\partial x_k},
\]

or more succinct

\[
P''(x_k) - 2\lambda \frac{\partial s_n}{\partial x_k} P'(x_k) = 0,
\]

In the case \( p = 2 \) we are lucky since (16) becomes, by introducing the new “multiplier” \( \rho \)

\[
(P''(x) + \rho_n x P'(x)) |_{x=x_k} = 0,
\]

and since the left part of this equation is a polynomial of degree \( n \) and has roots \( x_1, \cdots, x_n \) we must have

\[
P''(x) + \rho_n x P'(x) + \sigma_n P(x) = 0,
\]

for some \( \rho_n, \sigma_n \) that may depend on \( n \). Now if choose \( P(x) \) to be monic, note that \( \rho_n \neq 0 \), and require us to be on the sphere we get \( P(x) = x^n - \frac{1}{2} x^{n-2} + \cdots \), and by identifying coefficients we get \( \rho_n \) and \( \sigma_n \):
Now, this is for $p = 2$. For $p = 4$ we continue from (16) instead with
\[ \left( P''(x) + \rho_n x^3 P'(x) \right) |_{x=x_k} = 0. \] (19)
Now the polynomial in $x$ in the left part of this equation has shared roots with $P(x)$ and so by the same method as for $p = 2$ we get:
\[ P''(x) + \rho_n x^3 P'(x) + (\sigma_n x^2 + \tau_n x + \nu_n) P(x) = 0. \] (20)

It is easy to show for the sphere under any $p$-norm that the extreme points of $\ln |v_n(x)|$ where $x_1 < \cdots < x_n$ are unique, see Szegö (1939) and Lundengård et al. (2013), this coupled with the symmetry relation $\ln |v_n(x)| = \ln |v_n(-x)|$, provides us with the property that the extreme points are symmetric in the sense that for all $1 \leq i \leq n$ we have that there exists a $1 \leq j \leq n$ such that $x_i = -x_j$, for odd $n$ we then have that $x_i = 0$ for some $i$. We thus get polynomials $P(x)$ on the form:
\[ P(x) = x^n + c_{n-2} x^{n-2} + c_{n-4} x^{n-4} + \cdots, \]
with every other coefficient zero, for even $n$ we have only even powers, for odd $n$ we have odd powers. By identifying powers in (20) we get that $\tau_n x P(x)$ will not share any powers with any other part of the equation and so $\tau_n = 0$. We can also by identifying coefficients get $n \rho_n + \sigma_n = 0$. We now have
\[ P''(x) + \rho_n x^3 P'(x) + (-n \rho_n x^2 + \nu_n) P(x) = 0. \] (21)

For $n = 2$ we get the specific system
\[ 2 + \rho x^3 (2x) + (-2 \rho x^2 + \nu) (x^2 + c_0) = 0, \]
but we actually don’t need to calculate much here since it is easy do adapt the roots of $x^2 + c_0$ to the sphere with $p = 4$, we get:
\[ P_4^2(x) = x^2 - \frac{1}{\sqrt{2}}. \]

The case $n = 3$ is also easy and by symmetry we get a zero coordinate:
\[ P_3^4(x) = x^3 - \frac{1}{\sqrt{2}} x. \]

The case $n = 4$ becomes a bit more interesting:
\[ (12 x^2 + 2c_2) + \rho x^3 (4x^3 + 2c_2 x) + (-4 \rho x^2 + \nu) (x^4 + c_2 x^2 + c_0) = 0, \]
\[ (\nu - 2 \rho c_2) x^4 + (12 + \nu c_2 - 4 \rho c_0) x^2 + (2 c_2 + \nu c_0) = 0, \]
This provides three equations. Now letting $t = x^2$ so that
\[ P(t) = t^2 + c_2 t + c_0 = (t - t_1)(t - t_2) = t^2 - (t_1 + t_2)t + t_1 t_2, \]
gives us the last equation $\sum x_i^4 = 2 \sum t_i^2 = 2(c_2^2 - 2c_0) = 1$. Solving this gives us
\[ P_4^4(x) = x^4 - \frac{2}{\sqrt{6}} x^2 + \frac{1}{12}. \]

9 Conclusion

In this paper we have examined the extreme points of the Vandermonde determinant on various surfaces in three dimensions. Explicit expressions for the placement of the extreme
points on an ellipsoid aligned with the axis and a cylinder aligned with the $x$-axis were found using Gröbner bases in Sections 5 and 6.

A convenient way of rewriting the system of polynomial equations that the method of Lagrange multipliers gives was shown in Section 7 and it was illustrated how this rewrite could be used to find the extreme points on an ellipsoid not aligned with the coordinate system.

In Section 8 a method for finding the extreme points on spheres with $p$-norm was discussed, specifically the case when $p = 4$ for two, three and four dimensions.

Further work will be to extend the methods described here to higher dimensions and also examine matrices related to the Vandermonde matrices, for instance the matrices described in Section 3.
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