Investigation of Coronavirus Pandemic Indicators of the Countries with Hierarchical Clustering and Multidimensional Scaling
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ABSTRACT
In this study it is aimed to analyze the similarities of 50 countries where coronavirus pandemic, which has been profoundly affecting the whole world socially, psychologically and economically, was mostly seen. The similarities of the countries were investigated with Hierarchical Cluster Analysis and Multi-dimensional Scaling Analysis, which are among multivariate statistical analysis techniques in terms of coronavirus pandemic indicators. The variables used in the analysis are death rate, recovery rate, active rate, serious case rate, case rate per 1 million, death rate per 1 million, and test rate per 1 million. As a result of Hierarchical Cluster Analysis, the countries were divided into seven clusters. In the two-dimensional projections of Multidimensional Scaling, Kruskal stress statistics was found as 0.00001. According to this, a complete compatibility was found between data distances and configuration distances. Also, the fact that $R^2$ is 1.00000 shows that the model is quite powerful. As a result of the study, the results of both methods were found to be very close to each other. In the same subgroup, Turkey; Peru, Poland, Panama, Romania, Netherlands and Kazakhstan take place. In the study; both developed and underdeveloped countries were found to be in the same cluster. This is a surprising situation. While developed countries are expected to be more effective in combating the epidemic, it was observed that they showed similarities with underdeveloped countries.
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Introduction
First appeared on 29 December 2019 in Wuhan of China, coronavirus (COVID-19) pandemic affected the whole world soon after its appearance. Declared to be a pandemic by the World Health Organization (WHO) on 11 March 2020, Covid-19 has become an international public health issue (1). It has been observed that coronavirus has profoundly affected the countries socially, economically and psychologically. From the first day when the virus appeared until now, the number of cases has been increasing. By 3th of November, it was reported that the number of coronavirus cases in the world was 47,364,064, the death toll was 1,212,116 and the number of healed patients was 34,060,313 (2). The aim of this study is to analyze the similarities between 50 countries, where Covid-19 has been observed, with the help of most utilized updated data and by using multivariate statistical methods.

When Figure 1 is examined closely, it is observed that the countries with the highest number of cases are the USA, India, after them comes Brazil and Russia.

Material and methods
In the study, Hierarchical cluster analysis and Multidimensional Scale, two of the multivariate statistical methods, were used in order to determine the similarities between 50 countries having the highest number of coronavirus cases in the world. These data were downloaded from the website, https://www.worldometers.info/coronavirus/, on 03 November 2020, and they were made available for analyzing in excel. The variables used in the
Cluster analysis is a multivariate statistical method that divides variables or units in X data matrix into subgroups that are not homogeneous and different among themselves according to their similarities (4-5). The method has the properties to reveal the unknown relations between units or objects, dimension reduction, and determine outlier values (6-7). What differs this method from the other multivariate methods is the fact that it does not consider the assumption as normal. In practice, it is accepted as sufficient when the distance values are normal (8-11). Also, there is no assumption about the cluster number and structure in the method (9, 12-13).

Cluster analysis is grouped as hierarchical and non-hierarchical analysis (13-16). Hierarchical cluster analysis takes the similarities of units in data matrix and combines the variables or units together in accordance with their distances (5,10). In general, Euclidean metric is employed for distance measurements. Various algorithms such as single linkage, complete linkage, average linkage and Ward’s clustering method are used in clustering (6-7,12). In single linkage method, the clusters are formed according to nearest neighbors. The nearest neighborhood shows the smallest distance or the biggest similarity. Although the complete linkage method is similar to the single linkage method, there is an important difference between them. The distances between the clusters are determined by the distances between the two clusters, each of which has a significant distance from the other. In the average linkage method, the distance between the two sets is calculated according to the average distance between the object pairs (12). Ward method, also known as the smallest variance method, is generally used in studies where the number of observations is few (16). Ward method tends to produce rough clusters with the same number of observations and predominantly deviate from
Table 1. Compatibility Level According to Stress Values

| Stress Value | Compatibility       |
|--------------|---------------------|
| ≥ 0.20       | Incompatible display |
| 0.10 - < 0.20| Low compatibility   |
| 0.05 - < 0.10| Good compatibility  |
| 0.025 - < 0.05| Excellent compatibility |
| 0.000 - < 0.025| Full compatibility |

Table 2. Clusters formed as a result of hierarchical cluster analysis

| Cluster | The elements of the cluster | Number of countries |
|---------|-----------------------------|---------------------|
| 1       | Indonesia, Egypt, Bolivia, Pakistan, Japan, Bangladesh, Saudi Arabia, Guatemala, Mexico, Ecuador | 10 |
| 2       | Iran, Dominican Republic, Philippines, Nepal, Spain, Brazil, Colombia, Argentina, Oman, Costa Rica, Iraq, Ukraine, India, South Africa, Morocco | 15 |
| 3       | Peru, Poland, Panama, Turkey, Romania, Netherlands, Kazakhstan | 7 |
| 4       | France, Austria, Germany, Canada, Italy, Czechia, Kuwait, Chile, Switzerland, Sweden | 10 |
| 5       | Portugal, Qatar | 2 |
| 6       | UK, Israel, USA, Belgium, Russia | 5 |
| 7       | UAE | 1 |

outliers (17). In this method, sum of squares of deviations calculated by considering the average distance of the observation falling in the middle of a cluster according to the observations in the same cluster (16, 18-19).

The stages of the hierarchical cluster analysis are as follows, respectively: Primarily, the data matrix is created as the objects to be clustered in columns, and the properties that define the objects in rows. Then the created data matrix is standardized. Then, using the standardized data matrix or data matrix, similarity coefficient values are calculated to measure the similarities between all object pairs. A clustering method is applied to these values. Results are shown with a tree diagram or dendrogram showing the hierarchy of similarities between object pairs (20).

Non-hierarchical methods also known as K mean or iterative methods divide a data set into previously determined numbered sets. After the center points of the first set are selected, each observation is assigned to the group that has the nearest centerpoint. The cluster centers are recalculated each time when new observations are assigned. This continues until the situation reaches an optimal solution (17). The non-hierarchical cluster method is generally preferred by researchers because of their strong theoretical basis, trusting their prior knowledge of the number of clusters or being able to decide on the appropriate cluster (9).

**Multidimensional Scaling Analysis:**

Multidimensional scaling (MDS) is a multivariate statistical method that aims to reveal the positions of the objects in the metric space as m dimension (m<p) based on the distance determined by the p variable between n objects or units (5, 8, 13, 21-26). MDS is a powerful method which is used to demonstrate the data structure. In this method, the data are generally displayed graphically in a two-dimensional space (27). The purpose of multidimensional scaling is to place the original data in a less dimensional coordinate system as much as possible and to reveal the relationships between the variables (8, 11, 13, 28-31).

MDS is used in cases where the relationships between units or objects are not known exactly, but the distance matrix can be obtained (26, 29). MDS shows the relationship structure of the data in a multi-dimensional space very close to their original positions in order to understand the similarities between the variables better (12, 26, 32).

In the graphical representation that occurs in the MDS, the points representing similar objects in space are located close to each other, while distant ones are located far apart (14). In multidimensional scaling, presentation of objects...
Table 3. Agglomerative table

| Stage | Cluster 1 | Cluster 2 | Coefficients |
|-------|-----------|-----------|--------------|
| 1     | 19        | 49        | 291,948      |
| 2     | 28        | 50        | 1033,863     |
| 3     | 15        | 31        | 2668,620     |
| 4     | 27        | 48        | 4689,079     |
| 5     | 26        | 42        | 6901,436     |
| 6     | 17        | 20        | 9443,006     |
| 7     | 3         | 8         | 12064,251    |
| 8     | 14        | 41        | 14840,487    |
| 9     | 10        | 27        | 17849,956    |
| 10    | 2         | 13        | 20996,611    |
| 11    | 23        | 33        | 24289,457    |
| 12    | 7         | 44        | 27752,267    |
| 13    | 16        | 34        | 31640,307    |
| 14    | 21        | 28        | 35927,695    |
| 15    | 24        | 30        | 40344,736    |
| 16    | 5         | 45        | 45265,992    |
| 17    | 2         | 17        | 50734,230    |
| 18    | 12        | 15        | 56305,008    |
| 19    | 10        | 35        | 62035,229    |
| 20    | 7         | 47        | 67902,087    |
| 21    | 19        | 37        | 75088,746    |
| 22    | 14        | 23        | 83506,086    |
| 23    | 16        | 43        | 92279,260    |
| 24    | 10        | 21        | 101360,115   |
| 25    | 2         | 32        | 110527,603   |
| 26    | 9         | 29        | 119965,436   |
| 27    | 11        | 22        | 129739,343   |
| 28    | 1         | 18        | 139529,994   |
| 29    | 5         | 12        | 150341,979   |
| 30    | 25        | 46        | 162630,469   |
| 31    | 16        | 26        | 176552,486   |
| 32    | 11        | 39        | 191907,213   |
| 33    | 1         | 4         | 208920,800   |
| 34    | 36        | 40        | 226369,782   |
| 35    | 6         | 14        | 243930,717   |
| 36    | 24        | 25        | 268408,142   |
| 37    | 2         | 7         | 293356,810   |
| 38    | 10        | 19        | 324590,170   |
| 39    | 2         | 3         | 359114,461   |
| 40    | 11        | 24        | 401108,530   |
| 41    | 2         | 6         | 462289,630   |
| 42    | 1         | 9         | 530213,882   |
| 43    | 5         | 16        | 598227,302   |
| 44    | 1         | 36        | 729409,594   |
| 45    | 5         | 11        | 946022,692   |
| 46    | 2         | 10        | 1169996,995  |
| 47    | 1         | 38        | 1940090,761  |
| 48    | 1         | 5         | 2934050,882  |
| 49    | 1         | 2         | 4824781,251  |

In common space is shown in an easily understandable and explainable way (31). Here, the points representing similar objects in space take place close to each other; on the other hand, distant ones are far apart (14, 26).

In MDS, metric and non-metric scaling methods are used depending on the types of data (5, 11, 14). The applied techniques vary depending on the scale and data type used in MDS. This analysis can be applied to various data types measured by scale.
**Table 4. Stimulating coordinates**

| Order No | Countries       | 1.Dimension | 2.Dimension |
|----------|-----------------|-------------|-------------|
| 1        | USA             | 1,7624      | -0,0551     |
| 2        | India           | -0,6660     | 0,0566      |
| 3        | Brazil          | -0,5196     | -0,0728     |
| 4        | Russia          | 1,5847      | 0,0559      |
| 5        | France          | 0,4647      | -0,0336     |
| 6        | Spain           | -0,9392     | -0,0925     |
| 7        | Argentina       | -0,7524     | -0,0766     |
| 8        | Colombia        | -0,5358     | -0,0425     |
| 9        | UK              | 2,1176      | 0,0379      |
| 10       | Mexico          | -1,0722     | 0,0420      |
| 11       | Peru            | -0,2929     | -0,0777     |
| 12       | Italy           | 0,5505      | 0,0355      |
| 13       | South Africa    | -0,6605     | 0,0157      |
| 14       | Iran            | -0,8090     | 0,0446      |
| 15       | Germany         | 0,5134      | 0,0704      |
| 16       | Chile           | 0,3053      | -0,0644     |
| 17       | Iraq            | -0,7264     | 0,0174      |
| 18       | Belgium         | 1,6520      | -0,1204     |
| 19       | Indonesia       | -1,1840     | 0,0776      |
| 20       | Ukraine         | -0,6973     | 0,0335      |
| 21       | Bangladesh      | -1,1013     | 0,0725      |
| 22       | Poland          | -0,3586     | 0,0320      |
| 23       | Philippines     | -0,9063     | 0,0689      |
| 24       | Turkey          | -0,0910     | 0,0753      |
| 25       | Netherlands     | 0,0774      | -0,0333     |
| 26       | Czechia         | 0,2427      | -,1045      |
| 27       | Saudi Arabia    | -1,041      | 0,0246      |
| 28       | Pakistan        | -1,062      | 0,0795      |
| 29       | Israel          | 2,1151      | -0,0856     |
| 30       | Romania         | -0,0760     | 0,0194      |
| 31       | Canada          | 0,4920      | 0,0723      |
| 32       | Morocco         | -0,5996     | 0,0569      |
| 33       | Nepal           | -0,8662     | 0,0531      |
| 34       | Switzerland     | 0,3327      | -0,0216     |
| 35       | Ecuador         | -0,9910     | 0,0279      |
| 36       | Portugal        | 1,0254      | 0,0278      |
| 37       | Bolivia         | -1,1752     | 0,0084      |
| 38       | UAE             | 7,618       | 0,1366      |
| 39       | Panama          | -0,1640     | -0,1001     |
| 40       | Qatar           | 1,104       | -0,1865     |
| 41       | Dominican Republic | -0,8310  | 0,0163      |
| 42       | Kuwait          | 0,2210      | -0,0846     |
| 43       | Sweden          | 0,2560      | 0,0297      |
| 44       | Oman            | -0,7139     | -0,0528     |
| 45       | Austria         | 0,4598      | 0,0306      |
| 46       | Kazakhstan      | 0,0131      | -0,1807     |
| 47       | Costa Rica      | -0,7980     | -0,0490     |
| 48       | Guatemala       | -1,0364     | 0,0506      |
| 49       | Egypt           | -1,1864     | 0,0806      |
| 50       | Japan           | -1,0535     | 0,0843      |

such as Ordinal Scale, Interval Scale and Ratio Scale (33). While metric scaling uses data obtained by ratio or interval scale, non-metric scaling is applied to score, ordinal and categorical data (5, 31, 34). Since the variables can be in different scale types and different units of measurement, the results of the analysis may be affected. Therefore, it is recommended to convert the values to score values or standard values to reduce the effects (5).

In MDS, the most important point is the determination of the distance measure and it is
necessary to prefer the methods of obtaining the distance suitable for the data types. In data sets obtained with interval and proportional scale; Euclidean distance, Quadratic Euclidean distance, Chebychef, City-Blok, Minkowski distances can be selected. In binary scale data types, on the other hand, Euclidean distance, Quadratic Euclidean distance, Pattern difference, Lance Williams distance can be preferred (5, 28).

One of the most important issues in performing of MDS is to indicate the number of dimensions. In determining whether the number of dimensions to be used is suitable, Kruskal stress value is used to show the compatibility between the original and the displayed distances (5, 26). The most appropriate value is the smallest stress value found as a result of the analysis (7, 35).

Stress size is calculated by the following equation (5):

\[ S = \frac{\sum_{i<j}(d_{ij} - \hat{d}_{ij})^2}{\sum_{i<j}d_{ij}^2} \]

Kruskal tolerance ratios are used in the interpretation of the configuration distances according to the magnitude of the stress values. The tolerance rates are as follows (5, 7, 26, 34-35). The high stress value indicates that the incompatibility is high, while the low stress value indicates low incompatibility.

Results

Hierarchical Cluster Analysis Findings: Ward method was chosen for hierarchical cluster analysis and Euclidean distance measure was used as distance measure. A dendrogram was obtained from the hierarchical cluster analysis. Clusters formed as a result of hierarchical cluster analysis are shown in Table 2.

It is known that the countries that have the highest similarities to each other in the agglomerative table have the lowest coefficient value, while those that do not have the highest similarities have the highest coefficient value. From the Table 3, it can be understood that the countries that have the highest similarities are Indonesia and Egypt with the lowest coefficient value, while the countries that do not have the highest similarities are the USA and India with the highest coefficient value.

Multidimensional Scaling Analysis Findings: Considering the coronavirus pandemic indicators, the coordinates obtained for the relevant variables as a result of the two-dimensional MDS are given in Table 4. In the two-dimensional representation of MDS, Kruskal stress statistics were found 0.00001. Accordingly, there is complete compatibility between data distances and configuration distances. Also, the fact that R² is 1.00000 shows that the model is quite strong.

Table 4 shows that UAE is the most important parser in this dimension as the country with the highest positive value in the first dimension. Also; USA, Russia, UK, Belgium, Israel, Portugal and Qatar are similar countries with the highest positive value above 1 and they are important separators in this dimension. It can be concluded that Mexico, Indonesia, Bangladesh, Saudi Arabia, Pakistan, Bolivia, Guatemala, Egypt and Japan are the most different countries in the first dimension since they have high negative values above 1. In the second dimension, it is revealed that countries in this dimension are not different from each other since there is no country with more than 1 positive value.

Discussion

In this study, 50 countries with the highest number of cases in terms of Coronavirus pandemic indicators were tried to be determined by multivariate statistical methods, hierarchical cluster analysis and multidimensional scaling results which supported one another. At the end of the study, countries were divided into four subgroups according to the coronavirus indicators. In the first subgroup, while Indonesia, Egypt, Bolivia, Pakistan, Japan, Bangladesh, Saudi Arabia, Guatemala, Mexico and Ecuador took place, in the second subgroup, Iran, the Dominican Republic, the Philippines, Nepal, Spain, Brazil, Colombia, Argentina, Oman, Costa Rica, Iraq, Ukraine, India, South Africa and Morocco, and in the third subgroup, Peru, Poland, Panama, Turkey, Romania, the Netherlands and Kazakhstan, and in the fourth subgroup, France, Austria, Germany, Canada, Italy, Czechia, Kuwait, Chile, Switzerland and Sweden, and in the fifth subgroup, Portugal and Qatar, and the UK, Israel, the USA, Belgium and Russia took place, and in the sixth subgroup, and finally, the seventh subgroup included the country of the UAE. It was comprehended that the UAE appear to be taking place at a location different from other countries. The result of multidimensional scaling was supported by the fact that these countries are different from other countries which are similar to each other.
According the result of the study, it was found out that not only the developed countries but also underdeveloped countries took place in the same cluster. This is a surprising state. While the developed countries are expected to struggle with the pandemics more effectively, it was determined in this study that they exhibit either in the same or worse state with underdeveloped countries. This reveals that the developed countries either ignore the pandemics or do not intervene in on time. On the other hand, that the developed countries exhibit similarities with underdeveloped countries in struggling with pandemics may remain at a tolerable level on behalf of developed countries. However, it is obvious that pandemics will leave much deeper traces on both developed and underdeveloped countries. Therefore, considering rapidly spreading pandemics throughout the world, it is important that the international community should struggle with pandemics globally. Consequently, in order that the countries can successfully struggle with possible pandemics in the future, it has become compulsory that the awareness of the communities should be raised, and strong health infrastructures should be set up, and research and development activities should be accelerated, and emergency activity plan should be prepared, and global corporation should be established.
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