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Abstract

Device-to-Device (D2D) communication is one of the promising technology for the future 5G networks. Utilizing D2D in cellular networks has advantage in terms of capacity and delay. However, in D2D underlay cellular setting, the main concern is quality of service (QoS) for the cellular user due to the mutual interference between D2D user and the cellular user (CU). To utilize the gain brought by D2D setting without violating QoS of the CU, resource sharing is an important design criteria. To this end, we present an optimization model to investigate a resource sharing problem combined with scheduling in a D2D uplink underlay setting. We have used the proposed model to investigate an example resource sharing scenario, in which multiple D2D pairs share the uplink resource of CU, and identified delay and sum throughput for different parameter settings. We observed that there is a significant gain in terms of sum-throughput in allowing a small number of D2D pairs to re-use the cellular resources.
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1 Introduction

In conventional cellular networks, a base station (BS) plays a relay role for all communications between the user devices, instead in Device-to-Device (D2D) communication, there is a direct communication link between two users and communication between them takes place without passing through the BS.

There are two types of implementation model for D2D communication to the cellular networks: the underlay and overlay models [1]. In the underlay model, D2D users and cellular users (CUs) can simultaneously share the uplink or downlink channels while in the overlay model there exist a dedicated resource for D2D either in uplink or downlink channel. In the literature, most of the studies considered underlay D2D communication due to its higher spectral gain over to overlay model [2]-[5]. In D2D communications that underlay the communication links of a cellular network, D2D users communicate directly with each other by sharing the radio resources with cellular users, either in a non-orthogonal or orthogonal manner [1]. In this study, we consider the uplink channel and non-orthogonal resource sharing. In such a scenario, there is a mutual interference between CU and D2D pairs, therefore transmission power control is very important to maximize overall network performance. In addition we also consider the queuing dynamics at each device for satisfying required delay constraints.

In the literature, combining the information theoretical bounds and queuing dynamics has been done either by converting a latency constraint into an equivalent rate constraint [6] or relying on elimination [7] or minimization [8] of the interference. In [6], a delay aware resource allocation problem was defined as a sum throughput maximization problem and two statistical approaches were used for expressing a delay constraint in terms of physical layer parameters. In the first approach, a large deviation theory was used to convert the delay constraint into the equivalent rate constraint and in the second approach the characteristics of the power control policies was analyzed by using Lapunov drift stochastic stability analysis. In both approaches, the sum throughput utility optimization problem is converted to a weighted sum rate maximization. In [7], authors formulated a problem of joint
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mode selection, spectrum and power allocation problem with an objective to minimize the maximal buffer size of user devices and evaluated the resulting delay of different resource allocation schemes. In [8], stochastic optimization problem of delay aware dynamic power control was formulated as an infinite horizon average cost Markov Decision Process. To overcome the huge complexity of associated Bellman equations, considering an interference filtering property of the MAC protocol, authors obtained a closed form approximate priority function and introduced a delay-aware power control algorithm. To summarize, [7] and [8] investigated the delay with respect to the average data arrival rates with an assumption of specific stochastic arrival distributions. The authors in [8] also investigated the delay effect of increased number of D2D users without considering the spectral gain trade-off. In [9], a stochastic multi-objective optimization problem is formulated aiming at maximizing spectral efficiency and energy efficiency simultaneously subject to the queue stability constraint. Authors consider a scenario where few D2D devices exist to share many CU’s channel therefore they don’t consider the cellular user’s delay. In [10], authors aims to minimize the average delay and average drop rate, but does not consider the spectral efficiency. In [11], authors focus on distributed flow control and power allocation strategies for delay-aware D2D communication and instead of maximizing overall sum throughput they aim to maximize individual D2D throughput. In [12], dynamic power control is proposed to minimize the average transmit power and average delay but only for overlay D2D communication model.

Resource sharing problem in D2D underlay setting is studied extensively in the literature [2],[3],[14]-[17]. However all these studies focused on increasing sum rate of the network and all of them investigate the case where only one D2D pair is allowed to share the channel with CU. In addition, only few of the existing studies considered QoS limitations of CU in terms of both delay and spectral efficiency [11],[17]. Our contribution is twofold; first, we apply Little’s law for delay calculation which allow us to do more general analysis without relying on any specific data arrival regime. Second, we investigate a scenario where more than one D2D users are allowed to be scheduled for resource sharing. When the channel access is more essential than the data rate this scenario would be an option for the delay tolerance applications.

In this study, we proposed an optimization model that allows to determine the average delay in D2D communication underlaying cellular uplink by joint resource sharing and scheduling. In order to consider the queuing dynamics, we use the Little’s Law which defines a formula to relate packet arrival and departure rates with the average delay for a packet waiting in the queue. Calculated average delay does not depend on any stochastic data arrival regime. Our goal is to maximize the sum data rate of cellular networks, in which one CU shares the uplink resources with the scheduled D2D pairs according to a trade-off between throughput and delay constraints. We formulate the resource sharing problem as a mixed integer nonlinear programming (MINLP) where the transmission powers of the devices and the selection of D2D pairs are determined as decision variables and an objective function is set as maximizing the sum throughput subject to interference and delay constraints. Finally, we present an example case study that considers a D2D communication scenario where multiple D2D pairs can share the sub-channels with cellular users and investigate the sum throughput and delay as a function of increasing number of D2D pairs on the sub-channel.

2 System model

We focus our analysis on a single cell composed by a base station (BS), one CU and 2N devices, as depicted in Figure 1a. The D2D pairs are denoted as $D = \{1, 2, \ldots, N\}$. We assume that the cellular device has an ongoing uplink communication while the 2N devices establish direct D2D links between themselves in pairs, forming N D2D pairs. The set of devices are denoted as $D = \{1, 2, \ldots, (2N + 1)\}$ (i.e. 2N user devices and one cellular user.)

We also assume that communications take place over a frame composed by $M$ time-slots of duration $t_s$ (i.e. the duration of frame is $\{t_f = Mt_s\}$). Furthermore, the distribution of $n$ D2D communication links across the multiple time-slots within a frame is scheduled at the beginning of each frame. As depicted in Figure 1b, in each time-slot $n$ D2D pairs are allowed to share the uplink channel with CU. Note that Figure 1b illustrates an example scenario for a case where only one D2D pair ($n = 1$) shares the resource with CU. The respective mutual interference from the active links occurs as illustrated in Figure 1a.

![Figure 1a](image1a.png) Figure 1a: Uplink resource sharing (desired signals are full lines while interfering signals are traced lines. (b): Scheduling example of two D2D pairs in a frame.

In each slot, $n$ number of D2D pairs are scheduled to share the uplink to maximize the sum rate. SINR levels at each receiver and delay tolerance of user devices are the main criteria for the decision of the scheduling.

2.1 Queue dynamics

We assume that all transmitting devices have to send a volume of data from which they receive from the application layer with a mean rate of $\lambda$ bps. These data are saved in the buffer. The queue length of the buffer for the $i^{th}$ device is $Q_i(m)$ bits at the $m^{th}$ slot. The data in the queue are transmitted in a FIFO fashion. The queue length for the device $i$ at the slot $m$ is calculated as

$$Q_i(m) = Q_i(m - 1) + \lambda t_s - \beta_i(m) R_{i,nom}(m) t_s \tag{1}$$

Where $Q_i(m - 1)$ is the queue length in the former slot and $\lambda t_s$ is total bits arrived in the current slot $m$. The third expression in the right side of the Equation (1) shows the number of bits that are transmitted in one slot from transmitter $i$. Scheduling decision is symbolized with a Boolean variable $\beta_i(m)$. If the $m^{th}$ time slot is assigned to $i^{th}$ transmitter $\beta_i(m) = 1$, otherwise $\beta_i(m) = 0$. The packets in the queue of $i^{th}$ transmitter, $Q_i(m)$ are transmitted at a rate of $R_i(m)$ bits per second. However, in order to calculate the residual queue length we need to
consider a rate without overhead data. We call this rate as a nominal data rate, \( R_{\text{nom}}(m) \) and calculate with
\[
R_{\text{nom}}(m) = R_l(m) - R_{\text{over}}. \tag{2}
\]
The transmission rate, \( R_l(m) \) is calculated with the Shannon formula as follows:
\[
R_l(m) = B \log_2 (1 + \varphi_l) - R_{\text{over}}. \tag{3}
\]
Where \( B \) is the uplink bandwidth and \( \varphi_i \) is the SINR at the receiver of \( i^{th} \) D2D pair. Note that for Equation (3) to be valid, we assume that no bits are dropped and there is always enough buffer to store generated data at the application layer. The SINR value for \( i^{th} \) transmitter is obtained as
\[
\varphi_i(m) = \frac{g_i(m) p_i(m)}{\sigma^2 + \sum_{j \neq i}^{M} p_j(m) h_{ij}(m)} \tag{4}
\]
Where \( g_i(m) \) and \( p_i(m) \) are the channel gain and transmission power at the slot \( m \), respectively, and the white Gaussian noise power is shown as \( \sigma^2 \). At the denominator of Equation (4), channel gain and transmission powers are denoted as \( p_j(m) \) and \( h_{ij}(m) \) for the interfering D2D pairs. There is a minimum SINR threshold \( \varphi_{\text{thr}} \) for \( i^{th} \) transmitter and receiver pair to be scheduled for resource sharing; \( \varphi_i \geq \varphi_{\text{thr}} \). For scheduled devices this property is formulated with the help of Boolean variable, \( \beta_i(m) \) as
\[
\varphi_i(m) \geq \beta_i(m) \varphi_{\text{thr}}, \quad \beta_i(m) \in \{0,1\}. \tag{5}
\]
Minimum required SINR level is determined based on required minimum data rate values.

### 2.2 Scheduling model and delay

We consider estimated delay for new generated packets at the application layer. To do this we utilize Little’s Law. The delay at the slot \( m \), \( D_i(m) \) is the delay experienced by the \( i^{th} \) transmitter at the \( m^{th} \) slot, denoted as \( D_i(m) \), is obtained using Little’s Law as
\[
D_i(m) = \frac{Q_i(m)}{\lambda_{i} \tau_s} \leq D_{\text{max}}. \tag{6}
\]
Where \( D_{\text{max}} \) is the maximum delay tolerance and given in the form of the maximum number of frames \( L \). The impact of the delay in the scheduling decision at each link is modeled by the Boolean variable \( \beta_i(m) \) in the queue length Equation (1).

### 3 Resource sharing problem formulation

In this section, we define the optimal resource sharing for a frame \( \ell \) by taking into account the channel conditions and delay of all communication links and formulate the problem as MINLP. For this to be possible, we assume that all this information is made available to the BS. In a given frame, \( \ell \), the sum rate of CU and the scheduled D2D pairs are given by
\[
R_{\text{sum}}^\ell = \sum_{i=1}^{N} \sum_{m=1}^{M} \beta_i^\ell(m) R_i^\ell(m) + R_l^\ell(m) \quad \forall \ell \in D. \tag{7}
\]
The sum rate \( R_{\text{sum}}^\ell \) is chosen as the objective function of the mathematical programming. In each slot, data rate for the scheduled D2D pairs are determined using the Boolean variable \( \beta_i(m) \), and added to the data rate of the cellular device.

In each slot, \( n \) number of D2D pairs (out of \( N \) D2D pairs who wait for transmission) are chosen to be scheduled to share the channel with CU. The chosen set of D2D pairs are determined to achieve maximum sum throughput. In the optimization model, we maximize \( R_{\text{sum}}^\ell \) by choosing the appropriate transmit power values and a scheduling matrix. Optimum transmitter power levels may be represented by two vectors as follow
\[
P_\ell^\ell = (p_i^\ell)_{m=1}^{M}, \tag{8}
\]
\[
P_\ell^\ell = (p_i^\ell)_{m=1}^{M} \quad \forall \ell \in D. \tag{9}
\]
The scheduling matrix shows that which D2D transmitter scheduled in a given slot for the frame \( \ell \) and shown as follow
\[
B^\ell = (\beta_{i}^\ell(m), ..., \beta_{i}^\ell(m))_{m=1}^{M}. \tag{10}
\]
We formulate the resource sharing and scheduling problem for frame \( \ell \) in the following:

\[
\begin{align*}
\text{max} & \quad 0 \leq P_i \leq P_{\text{max}} \quad R_{\text{sum}}^\ell \\
\text{subject to} & \quad R_{\text{min}} \leq R_i^\ell(m) \leq R_{\text{max}} \tag{11a} \quad \beta \in \{0,1\} \\
& \quad \sum_{i=1}^{N} x_i^\ell(m) = n, \forall m \in M, \forall i \in D^P, \tag{11b} \\
& \quad R_i^\ell(m) = B \log_2 (1 + \varphi_i) - R_{\text{over}} \tag{11c} \\
& \quad \varphi_i(m) = \frac{g_i(m) p_i(m)}{\sigma^2 + \sum_{j \neq i}^{M} p_j(m) h_{ij}(m)} \tag{11d} \\
& \quad \varphi_i(m) \geq \beta_i(m) \varphi_{\text{thr}}, \quad \beta_i(m) \in \{0,1\} \tag{11e} \\
& \quad \frac{Q_i(m)}{\lambda_{i} \tau_s} \leq D_{\text{max}} \tag{11f}
\end{align*}
\]

Where the constraint (11a) denotes the upper and lower bound of data rate while constraint (11b) ensures that maximum numbers of D2D pair can be scheduled simultaneously with CU. (Refer Figure 1b which illustrates the case for \( n = 1 \)). The constraint (11c) denotes the Shannon limit for the data rate and constraint (11d) determines the SINR value for of \( i^{th} \) transmitter. Minimum SINR threshold for D2D pairs to be scheduled is determined by the constraint (11e). Finally the constraint (11f) provides that all users are served within a maximum number of frames, \( D_{\text{max}} \). However, the constraint (11b) does not guarantee that a particular D2D pair should be served in the current frame. To solve the formulated MINLP problem, we use extensive Monte Carlo simulations. Although the solution provides an upper bound on the achievable sum throughput with D2D underlay setting, this bound is not tight due to two reasons. The first, as the delay constraint we utilize the Little’s law which provides the average delay, hence there might be higher delay bounds which may result higher sum throughput values, i.e. even though there exist a set of D2D pairs with better channel gain, another set of D2D pairs with worse channel gain might be scheduled due to their delay constraint. The second, we solve the problem by using extensive Monte Carlo simulations. Hence, the solution might not be global due to non-convex nature of the problem.
4 Delay aware scheduling

In this section, we introduce an algorithm to obtain delay aware scheduling of \( n \) number of D2D pairs in cellular underlay setting, which uses the proposed optimization model. To investigate the sum throughput and delay trade-off, we focus on the following three metrics:

I) The maximum delay experienced by the D2D pairs in cellular network \( D_{\text{max}} \) is calculated as

\[
D_{\text{max}}(n) = \max(D^1_{\text{max}}, ..., D^L_{\text{max}}), \quad \forall i \in D,
\]

where \( D^i_{\text{max}}(n) = \max(D^i(1), ..., D^i(M)) \).

II) The maximum delay experienced by the cellular user defined as

\[
D_{\text{max}}^c(n) = \max(D^i_{\text{max}}(1), ..., D^i_{\text{max}}(M)).
\]

III) The mean sum throughput for \( L \) frame duration when \( n \) D2D pairs share the CU’s resource on the sub-channel.

\[
R_{\text{mean}}(n) = \text{mean}(R^1_{\text{sum}}, ..., R^L_{\text{sum}}).
\]

The solution of the problem (11) provides the scheduling of the \( n \) number of D2D pairs across the multiple time slots within a single frame, and the resulting transmission powers are optimum for the maximum sum throughput.

In order to determine the problem (11) is solved for \( L \) successive frames using a delay calculation algorithm (Table 1). We then obtained and evaluated the delay and sum throughput as a function of increasing number of D2D pairs who share the CU’s uplink.

At the frame number one, queue is empty, but for any successive frames the problem is solved by considering residual queue sizes that are calculated with Equation (1). Outline of the algorithm is given in Table 1.

| Steps | Operation |
|-------|-----------|
| Step 1 | Initialize \( n = 1, \ell = 1, D^L_{\text{max}} = L, \lambda_i = \lambda \)
|       | Set \( n \) in Equation (10) \( \forall i \in D \) |
| Step 2 | Obtain the optimal transmission powers and scheduling matrix \((P^i_c, P^i_k, B^\ell)\) |
| Step 3 | Return \( R^\ell_{\text{sum}}(n), D^i_{\text{max}}(n) \) |
| Step 4 | Update the delay constraints with residual queue size |
| Step 5 | Update \( \ell = \ell + 1 \) until \( \ell \leq L \) go to Step 2 |
| Step 6 | Calculate \( R_{\text{mean}}(n) \) and \( D_{\text{max}}(n) \) |

The proposed resource sharing formulation can be used with any resource sharing scenarios. As an example study, we investigate fixed maximum power scheme, where the CU and D2D pairs communicate with fixed maximum power.

5 Numerical results and discussions

In this section, we present a case study for the application of proposed optimization model in a D2D underlying cellular network. We evaluated the performance of the network in terms of sum throughput and delay experienced by CU and D2D pairs. Formulated MINLP problem is solved for \( L \) number of frames using the parameters in Table 2.

| Parameters | Values |
|------------|--------|
| \( P_{\text{max}}, P_{\text{min}} \) | 23 dBm, -40 dBm |
| \( R_{\text{max}}, R_{\text{min}} \) | -114 dBm |
| Number of slots per frame, \( M \) | 2 |
| Slots length, \( t_s \) | 0.5 ms |
| Number of frames, \( L \) | 50 |
| Max delay tolerance | 100 slots |
| SINR threshold, \( \varphi_{\text{thr}} \) | -80 dB |
| Bandwidth | 5 MHz |
| Maximum Rate, \( R_{\text{max}} \) | 10 Mbps |

We assume that there are 10 D2D pairs and one CU in a cell and the CU shares its uplink resources with \( n \) number of D2D pairs out of 10 D2D pairs. It is assumed that D2D devices and CU are randomly located on a circle with a diameter of \( R = 500 \) m. Note that scheduling of \( n \) D2D pairs corresponds to setting the right hand side of (11b). The numerical results correspond to an average of 1000 fading channel realization in which channel coefficients follow exponential distribution with unit mean. The path loss exponent is chosen as 3.

Figure 2 shows the maximum D2D delay experienced in the network for increased number of scheduled D2D pairs on the sub-channel. We investigated two different arrival rates and two different D2D distances. When no D2D pairs are allowed to be scheduled, the maximum experienced delay is equal to the evaluation period \((D_{\text{max}})\). But, when we let more D2D pairs be scheduled and share the channel with CU then the maximum delay experienced by the D2D pairs is decreasing. As shown in Figure 2, increased data arrival rates \((\lambda = 1 \text{ to } 5 \text{ Mbps})\) cause higher delay, and the distance between D2D pairs has a limited effect on the delay.

Figure 3 shows the maximum delay experienced by CU with different number of D2D pairs on the sub-channel. As shown in Figure 3, as the number of scheduled D2D pairs increases, the maximum delay experienced by the CU increases. It can be also seen from Figure 3 that distance between D2D pairs and CU does not have a significant effect on the CU’s delay.

The sum throughput as a function of the number of scheduled D2D pairs on the sub-channel is illustrated in Figure 4, where two different distance between user equipments are considered to see the effect of interference. We also obtain the sum throughput for different data arrival rates, but they are not illustrated because of negligible difference on sum throughput for the same distance. It can be seen from Figure 4 that, higher distance between D2D pairs result higher sum throughput, but in case a sub-channel is shared by 8 or more D2D pairs, due to the higher mutual interference, the effect of distance between D2D pairs on the sum throughput becomes negligible. As shown in the Figure 4, when D2D pairs are 50m apart, sharing the uplink channel with up to 2 D2D pairs provides the throughput gain compared to the case of no resource sharing (i.e. zero number of D2D pairs on the sub-channel). However, for the distance of 200m the throughput gain exists for the case of up to 3 D2D pairs on the sub-channel. In both distance, for the higher number of D2D pairs on the sub-channel, D2D communication does not enhance the performance in terms of sum throughput. Because cross interference is too strong, the effect of distance on the throughput becomes invisible after
having 8 nodes on the subchannel. However, we can see that significant delay performance (delay reduction) in regards to D2D can only be obtained at the cost of decreased sum throughput and higher cellular delay.

Figure 2. Maximum delay experienced by the D2D pairs.

Figure 3. Maximum delay experienced by cellular user.

Figure 4. Mean sum throughput for increasing number of D2D pairs on the subchannel.

6 Conclusion

In this paper, we have studied D2D communication underlaying a cellular network where we focus the delay aware resource allocation problem for maximum sum rate. The transmission powers and scheduling order of D2D pairs are the main decision variables for maximizing the sum rate subject to delay constraints. By solving the formulated problem, throughput and delay trade-off for a scenario in which multiple D2D pairs are allowed for concurrent communication with a CU is investigated. The results showed that the maximum experienced delay by D2D devices decrease with increasing number of allowed D2D pairs on a sub-channel, while it produces higher delay for CU. However, when the number of D2D pairs on a sub-channel increase, it can be obtained up to 10% gain in terms of sum throughput for only a certain number of D2D pairs, for more D2D pairs the gain starts to decrease due to inevitable mutual interference.
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