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ABSTRACT
MobileNet is widely used for Acoustic Scene Classification (ASC) in embedded systems. Existing works reduce the complexity of ASC algorithms by pruning some components, e.g. pruning channels in the convolutional layer. In practice, the maximum proportion of channels being pruned, which is defined as Ratio of Prunable Channels ($R_{PC}$), is often decided empirically. This paper proposes a method that determines the $R_{PC}$ by simple linear regression models related to the Sparsity of Channels ($S_C$) in the convolutional layers. In the experiment, $R_{PC}$ is examined by removing inactive channels until reaching a knee point of performance decrease. Simple methods for calculating the $S_C$ of trained models and resulted $R_{PC}$ are proposed. The experiment results demonstrate that 1) the decision of $R_{PC}$ is linearly dependent on $S_C$ and the hyper-parameters have a little impact on the relationship; 2) MobileNet shows a high sensitivity and stability on proposed method.
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1. INTRODUCTION
Recently, attempts to deploy Acoustic Scene Classification (ASC) algorithms in mobile devices like microphone [1], headphone [2] and audiophone [3] are in vogue. Various deep learning models are involved, especially the MobileNet [4]. While mobile devices mostly require limited system complexity, further compression of MobileNet becomes a vitally important research topic to reduce the consumption of resources.

The state-of-the-art compression methods for neural networks comprises low rank approximation [5], weight quantization [6], neural network pruning [7] and knowledge distillation [8]. Among methods mentioned, neural network pruning is commonly used, which prunes the components of a neural network with little contribution to the final performance. Pruning methods can be broadly divided into two subcategories based on the type of components being pruned, unstructured pruning and structured pruning. Unstructured pruning [9], so called weight pruning at first, prunes the sole weight in the scope of whole network, and usually requires dedicated hardware. By contrast, structured pruning [10] avoids the problem by pruning the structured components of a neural network, like the channels in convolutional layers. Lately, Liu et al. [11] introduced the channel-level scaling factors to distinguish the important and unimportant channels, which is leveraged in our experiments.

However, the maximum percentage of channels to be pruned, so called Ratio of Prunable Channels ($R_{PC}$), is often determined empirically, which takes additional time and resources. There are some existing works [12] [13] attempting to automatically decide the $R_{PC}$ by setting up a tolerance limit of performance drop to stop the pruning process. However, setting up a fixed number lacks flexibility when being applied to different neural network architectures. Therefore, we aim to propose a new method to find an adaptive $R_{PC}$ for different network architectures.

In this paper, we focus on deciding the $R_{PC}$ directly from the statistical representation of weights in convolutional layers. In previous work [11], we observed that the Sparsity of Channels ($S_C$) in convolutional layers appeared some relevance with the pruning performance. Therefore, a method related to the scaling factors [11] is proposed to describe the $S_C$. In the experiment, we implement the architecture of MobileNet, and train sparse networks with different degree of regularization, then the $S_C$ of trained models is calculated. Next, channels are pruned empirically to discover the $R_{PC}$. Furthermore, the linear regression analysis is used to investigate the relationship between $R_{PC}$ and $S_C$. In addition, the effect of hyper-parameters of a single network architecture on the relationship is explored. Consequently, we draw a conclusion based on the experimental results.

The paper is organized as below. The Section 2 introduces the methods we use to obtain and analyze the data set of $S_C$ and $R_{PC}$. Technical details of experiments are elaborated in Section 3. Section 4 sets forth the results and analysis. Conclusion and perspective are drawn in Section 5.
2. METHODS

2.1. Network Architectures

MobileNet \cite{14} has been currently developed in many ASC tasks. It is invented for the scenario of deploying deep models in mobile devices, which achieved low complexity by using depthwise separable convolution \cite{14}.

The convolutional layers of MobileNet are commonly followed by a BN layer \cite{15}. The transformation of a BN layer can be denoted by Formulas (1) and (2).

\[
\hat{x} = \frac{x_{in} - \mu_c(B)}{\sqrt{\sigma_c^2(B) + \epsilon}},
\]

\[
x_{out} = \gamma \cdot \hat{x} + \beta
\]

where \(x_{in}\) and \(x_{out}\) respectively represent the input and output of the BN layer, \(\mu_c(B)\) and \(\sigma_c^2(B)\) separately indicate the mean and standard deviation of input on the scale of a mini-batch \(B\), \(\epsilon\) is an extremely small constant for numerical stability, \(\gamma\) and \(\beta\) are trainable parameters for scaling and shifting. Following \cite{11}, the channels with small value of \(\gamma\) are regarded as unimportant channels, which can be safely removed. In other words, the scaling factors \(\gamma\) of channels can be directly used to measure the significance of channels.

2.2. Sparsity

Training a sparse network before pruning is a common way to bring about a larger compression rate. We achieve sparsity at the level of channels by adding a L1-norm term on the scaling factors \(\gamma\) to the loss function, i.e. \(R(\gamma) = ||\gamma||_1\). As shown in Equation (3).

\[
\min_\theta \sum_{i=1}^{n} L(f(\theta; x_i), y_i) + \lambda R(\gamma)
\]

where \(L(\cdot)\) is the loss function of neural network \(f(\cdot)\), \(x_i\) and \(y_i\) respectively denote the input feature and label of the \(i\)th sample of the training set \(\{(x_i, y_i)\}_{i=1}^{n}\), \(\theta\) represent the parameters of network, \(\lambda\) is a hyper-parameter for adjusting the degree of regularization. The penalty term \(\lambda R(\gamma)\) forces the value of \(\gamma\) to near zero during training, the process is so called channel selection. However, a network may achieve different sparsities by controlling \(\lambda\) during training.

Therefore, a simple statistical method is proposed to calculate the \(S_C\) in the MobileNet. During the process of channel selection, the more number of scaling factors closing to zero indicates a sparser network. By regarding the channels with scaling factors \(\gamma\) less than 0.01 as unimportant channels, \(S_C\) is calculated through dividing the number of unimportant channels by the total number of channels. Let \(\Gamma = \{\gamma_1, \gamma_2, ..., \gamma_n\}\), we get:

\[
S_C = \frac{|\{\gamma_i < 0.01| \gamma_i \in \Gamma\}|}{n}.
\]

2.3. Ratio of Prunable Channels

As show in Fig. 1 in real-world applications, ASC system is usually pruned to a knee point of accuracy loss, the pruning rate of which is defined as \(R_{PC}\). However, \(R_{PC}\) varies in network with different sparsities.

The knee of a curve is commonly defined as the point of maximum curvature. In this paper, we introduce a knee detection technique, Kneedle \cite{16}, to help determine the knee of pruning curves in MobileNet with different sparsities. It works as follows, for a discrete data set \(D = \{(x_i, y_i) \in \mathbb{R}|x_i, y_i \geq 0\}\), the points \((x_i, y_i)\) are firstly min-max normalized. Secondly, the data set of difference \(D_d = \{(x_{d_i}, y_{d_i})| x_{d_i} = x_i, y_{d_i} = y_i - x_i\}\) is computed. Thirdly, the local maxima of the difference curve \((x_{lmx_i}, y_{lmx_i})\) are discovered by \(x_{lmx_i} = x_{d_i}, y_{lmx_i} = y_{d_i}| y_{d_{i-1}} < y_{d_i}, y_{d_{i+1}} < y_{d_i}\). Finally, the knee will be detected as long as \((x_{d_i}, y_{d_i})\) decreases blow the threshold \(T_{lmx_i}\) before the next local maxima is reached. \(T_{lmx_i}\) is calculated by Formula (5), where \(\psi\) is a parameter to control the sensitivity.

\[
T_{lmx_i} = y_{lmx_i} - \psi \cdot \frac{\sum_{i=1}^{n-1} (x_{i+1} - x_n)}{n - 1}
\]

Fig. 1. Pruning Curve of MobileNet (Width=1). Selected examples for illustrating knee and \(R_{PC}\).

2.4. Experiment Design

The experiment is designed to reveal the linear relationship between \(S_C\) and \(R_{PC}\). It has been divided into 3 steps.

1) Training sparse networks. By controlling the hyper-parameter \(\lambda\) in Formula (1) at the training process, we are able to obtain networks with different degree of sparsity and calculating the sparsity \(S_C\) by Formula (4).

2) Pruning. Firstly, a trained model is iteratively pruned with a small fixed pruning rate of channels for each step. Then, we get a discrete data set of pruning rate and accuracy loss after evaluations. Finally, the knee is detected from the data set by using Kneedle and corresponding \(R_{PC}\) is found.

3) Linear
Data augmentation techniques play a crucial role in audio processing tasks, with the advantages of improving generalization abilities and reducing the effect of overfitting. We use Mixup [18] with $\alpha = 0.4$ and SpecAugmentation [19] with a frequency mask of 4 and a time mask of 40 in all experiments. All dropout layers in MobileNet are removed as data augmentation methods already provide some regularization.

### 3.3. Training

Four variants of MobileNet [4] with different widths are selected, separately 0.25, 0.5, 0.75 and 1. Meanwhile, another two CNN architectures are chosen for comparison, VGGNets [20] with respectively 11, 13, 16, 19 layers of depth, and ResNets [21] with respectively 11, 20, 29, 38 layers of depth. The scaling factors $\gamma$ are initialized by 0.5 to get a better performance according to [22] and [23]. All networks follow the same training setups, for 100 epochs with batch size 32, using Adam optimizer with learning rate to 0.1, momentum to 0.9, weight decay to 0.0001. In addition, the value of $\lambda$ in Equation 3 is adjusted before training, in order to get networks with various sparsities. It is worth mentioning if $\lambda$ is assigned a large value, the model will suffer a dramatic degeneration of performance, so sparse networks are trained with $\lambda$ from a tiny value to an upper limit (varies for different networks) for less than 3% accuracy loss comparing with the top performance. $S_C$ is calculated once after each sparse training as shown in the left of Table 1 following Equation (4).

### 3.4. Pruning

After training a model, as in [11], the channels are iteratively pruned for a 5% pruning rate, starting from the channels with lowest values of scaling factors $\gamma$. Meanwhile, the performance of the pruned model is evaluated after each pruning iteration, so as to obtain the discrete data set of pruning rate and accuracy loss. Then, the knee of pruning curve is detected by using Kneedle [16] and the corresponding $R_{PC}$ is revealed as shown in the middle of Table 1. Besides, we also fine-tune the model with the same optimizer as in training process for 5 epochs [9] at training set after pruning, to recover some performance loss. The fine-tuned model is also evaluated to get the $R_{PC}$ with fine-tuning as shown in the right of Table 1. It is worth mentioning that we repeat this approach for each CNN and observe the average performance decrease of all CNNs at $R_{PC}$ is approximately between 1% and 2%.

### 4. RESULTS

The analysis results are shown in Fig. 2 and Table 2. It can be easily seen that $R_{PC}$ linearly grows with the increase of $S_C$ in most cases. Generally, the slope of lines $m$ with fine-tune is smaller than that without fine-tune, which indicates $R_{PC}$ becomes less sensitive to $S_C$ when fine-tune is applied.
Table 2. Linear Regression of $S_C$ and $R_{PC}$. $m$ and $b$ are slope and bias of the linear equation $R_{PC} = m \cdot S_C + b$, can be solved by Equation (6),(7). $R^2$ indicates the goodness of fit. The row with bold font for each architecture means all data of 4 variants of a CNN is involved.

In the case of pruning models without fine-tuning, $R_{PC}$ of all 3 networks are linearly dependent on $S_C$ with $R^2$ extremely closing to 1. In addition, the hyper-parameters of network, depth and width, hardly influence the linear relationship. Therefore, $R_{PC}$ can be safely calculated by $R_{PC} = 0.9 \cdot S_C + 0.1$ for MobileNets, VGGNets and ResNets while pruning without fine-tuning. In the other case of pruning with fine-tuning, the slope of line $m = 0.7$ represents that $R_{PC}$ is relatively most sensitive to $S_C$, while VGGNets preserve the least sensitivity. Moreover, the line of MobileNets retain the highest goodness of fit with $R^2 = 0.852$. Specially, with the increase of depth of ResNet, the slope of line $m$ decreases from 0.8 to 0.3 and $R^2$ drops from 0.917 to 0.550, in other words, the hyper-parameters do more impacts to the lines of ResNets. In summary, the linear model of MobileNets behaves better than that of other two architectures when fine-tune is used.

5. CONCLUSION

This paper proposes a new method to determine the Ratio of Prunable Channels ($R_{PC}$) for MobileNet in ACS scenario by linear regressions related to the Sparsity of Channels ($S_C$). In the case of only pruning, we demonstrate that $R_{PC}$ is linearly dependent on $S_C$ regardless of architectures, and the relationship can be approximately denoted by formula $R_{PC} = 0.9 \cdot S_C + 0.1$. Meanwhile, it shows that the hyper-parameters, i.e. depth and width, have little influence on the relationship. In the other case of pruning with fine-tuning, it is recommended to use MobileNet as the linear model of MobileNet explains $R_{PC}$ with the highest sensitivity and stability. In future works, the relationship between sparsity and performance of networks is a topic worth a deeper dig.
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