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ABSTRACT
Fair machine learning aims to mitigate the biases of model predictions against certain subpopulations regarding sensitive attributes such as race and gender. Among the many existing fairness notions, counterfactual fairness measures the model fairness from a causal perspective by comparing the predictions of each individual from the original data and the counterfactuals. In counterfactuals, the sensitive attribute values of this individual had been modified. Recently, a few works extend counterfactual fairness to graph data, but most of them neglect the following facts that can lead to biases: 1) the sensitive attributes of node’s neighbors may causally affect the prediction w.r.t. this node; 2) the sensitive attributes may causally affect other features and the graph structure. To tackle these issues, in this paper, we propose a novel fairness notion—graph counterfactual fairness, which considers the biases led by the above facts. To learn node representations towards graph counterfactual fairness, we propose a novel framework based on counterfactual data augmentation. In this framework, we generate counterfactuals corresponding to perturbations on each node’s and their neighbors’ sensitive attributes. Then we enforce fairness by minimizing the discrepancy between the representations learned from the original graph and the counterfactuals for each node. Experiments on both synthetic and real-world graphs show that our framework outperforms the state-of-the-art baselines in graph counterfactual fairness, and also achieves comparable prediction performance.

CCS CONCEPTS
• Computing methodologies → Machine learning; • Applied computing → Law, social and behavioral sciences.
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1 INTRODUCTION
Representation learning on graphs aims to map nodes into a latent embedding space. These node representations are often used to power downstream predictive tasks, and have become the new state-of-the-art in multiple real-world applications [24, 37, 43, 44]. However, these node representation learning approaches may overlook potential biases buried in the graph data, thus introducing algorithmic biases against subpopulations defined by certain sensitive attributes such as race, gender, and age. Consequently this may raise ethical and societal concerns, especially in high-stake decision-making scenarios such as ranking of job applicants [29] and credit scoring [34]. For example, it would become a serious ethical issue if a bank’s decision on the loan application was affected by the applicant’s and their close contacts’ race information.

To tackle the above problem, several approaches were proposed to assess and address the fairness of node representation learning on graphs. The majority of these methods aim to learn node representations which can elicit statistically fair predictions across the population [1, 6, 12, 27]. In addition, the concept of counterfactual fairness has been extended to graph-structured data recently [1, 2]. Different from the previous statistical notions, counterfactual fairness extends Pearl’s causal structural models [32] and aims to encourage the predictions made from different versions of the same individual (a.k.a. counterfactuals) to be equal. For example, the prediction for one’s loan application being approved should be the same regardless this applicant being Black or White.
This paper falls under the umbrella of counterfactual fairness but focuses on addressing two critical limitations of existing studies [1, 2] of counterfactual fairness on graphs: 1) biases induced by one’s neighboring nodes and 2) biases induced by the causal relations from the sensitive attributes to other features as well as the graph structure. We follow the previous loan application example to explain these limitations in details: i) As illustrated in Fig. 1(a), existing studies mostly focus on mitigating the causal influence from the sensitive attribute (race information $S_i$) of the $i$-th applicant on the prediction of the label (loan approval decision $Y_i$), but neglect the fact that the race information of the applicant’s social contacts ($S_j$) can also causally affect the fairness of the prediction (as labeled using red dashed edges in Fig. 1(b)). ii) On the other hand, existing methods may implicitly assume the sensitive attribute ($S_i$) has no causal effect on other variables such as node features ($X_i$) and the graph structure ($A_{i,j}$) so that they can safely simplify the counterfactual data generation mechanism as by just flipping the sensitive attribute values. However, we question the applicability of this assumption since such causal effect is ubiquitous in real-world scenarios. For example, one’s race can causally influence their social relations as well as the residential neighborhood they live in (as labeled using green dashed edges in Fig. 1(b)).

We argue that biases in model predictions can be induced by the aforementioned pathways. In this paper, we propose a more comprehensive fairness notion on graphs — graph counterfactual fairness, which considers the potential biases regarding the sensitive attributes of each node and its neighboring nodes, as well as the biases led by the causal effect from sensitive attributes on other variables. With this notion, learning node representations towards graph counterfactual fairness is still challenging. It is because the causal relations among variables (as showed in Fig. 1(b)) are often required to obtain the counterfactuals, but these causal relations are often unknown in practice. Manually constructing the entire causal model requires extensive domain knowledge and human efforts, especially for large-scale graph data. To address the above challenge, we propose a novel framework to learn Graph counterfactual node Representations (GEAR). GEAR aims to learn node representations towards graph counterfactual fairness, and maintain high performance for downstream tasks such as node classification. GEAR includes the following modules: 1) Subgraph generation. To reduce the costs of modeling the causal relations on large graphs, we first develop an algorithm to automatically infer the importance scores among nodes. For each individual node, we then prune the range of the causal model to an ego-centric subgraph which contains only the node itself and its most influential neighboring nodes. 2) Counterfactual data augmentation. For each node, we leverage the graph auto-encoder technique [23] and fairness constraints to generate two types of counterfactuals as data augmentation: 1) self-perturbation: the counterfactuals where each node’s own sensitive attribute value had been modified; 2) neighbor-perturbation: the counterfactuals where the sensitive attribute values of neighbors had been modified. 3) Node representation learning. To learn node representations towards graph counterfactual fairness, we leverage a Siamese network [7] to minimize the discrepancy between the representations learned from the original subgraph and those learned from counterfactuals.

### Table 1: Notation.

| Notation | Definition |
|----------|------------|
| $G=\{V,E\}$ | the original graph, the set of vertices/edges |
| $X, x_i$ | features of all nodes/the $i$-th node |
| $A$ | adjacency matrix |
| $n$ | the number of nodes |
| $S, S_i$ | sensitive attribute values of all nodes/the $i$-th node |
| $Z, z_i$ | representations of all nodes/the $i$-th node |
| $\Phi(\cdot), \phi(\cdot)$ | encoder/subgraph encoder |
| $\text{AGG}(\cdot)$ | aggregator |
| $f(\cdot)$ | downstream classifier/predictor |
| $(U)_{V \setminus \{i\}}$ | counterfactual of variable $U$ when $V$ had been set to $\{\}$ |
| $\mathbf{d}, \mathbf{d}_i$ | dimension of features/representations |
| $(\cdot)^{(i)}$ | information of the subgraph with central node $i$ |
| $\text{SUB}(\cdot)$ | subgraph generation operator |
| $\text{SM}(\cdot)$ | sampling operation of sensitive attribute |
| $S$ | the summary of neighboring sensitive attribute values |
| $G(i) \rightarrow \tilde{G}(i)$ | the set of counterfactual subgraphs of $G$ under self-perturbation/neighbor-perturbation |
| $C$ | the sampling number in neighbor-perturbation |

2 PROBLEM DEFINITION

**Notations.** Given a graph $G = \{V, E, X\}$, where $V$ is the set of nodes, $E$ is the set of edges, $X = \{x_i\}_{i=1}^n$ denotes the node features ($n = |V|$), and $x_i \in \mathbb{R}^d$ represents the features of node $i$. $A \in \mathbb{R}^{n \times n}$ denotes the adjacency matrix of the graph $G$, where $A_{i,j} = 1$ if edge $i \rightarrow j$ exists, otherwise $A_{i,j} = 0$. Without loss of generalization, we assume $G$ is undirected and unweighted, but this work can be naturally extended to directed or weighted settings. Each node $i$ has a sensitive attribute $s_i \in \{0, 1\}$ (we assume one single, binary sensitive attribute for simplicity, but our model can also be easily extended to multivariate or continuous sensitive attributes). $S = \{s_i\}_{i=1}^n$, and $s_i$ is included in $x_i$. We denote the non-sensitive features as $X^{\neg s} = \{x_1^{\neg s}, \ldots, x_n^{\neg s}\}$, where $x_i^{\neg s} = x_i \setminus s_i$.

Traditional node representation learning methods train an encoder $\Phi(\cdot) : \mathbb{R}^{n \times d} \times \mathbb{R}^{n \times n} \rightarrow \mathbb{R}^{n \times d'}$ to map each node to a latent representation. The learned representations for the $n$ nodes are

---

There may also exist causal relations between non-sensitive features and the graph structure, although we do not show them in Fig.1 for simplicity of illustration.
denoted by \( Z = \{ z_i \}_{i=1}^n \) where \( z_i = (\Phi(X, A))_i, z_i \in \mathbb{R}^{d'} \) for any node \( i \), and \( d' \) is the dimensionality of node representations. These representations can be used in various downstream tasks like node classification [4], link prediction [28], and graph classification [46]. \( f(\cdot) \) denotes the downstream classifier/predictor. In the node classification task, let \( y_i \) denote the true label of the node \( i \), \( f(\cdot) \) takes the representation \( z_i \) as input, and outputs the predicted label \( \hat{y}_i \).

**Counterfactual fairness.** Counterfactual fairness [25] is a fairness notion based on Pearl’s structural causal model [32]. A causal model consists of a causal graph and structural equations. A causal graph is a directed acyclic graph (DAG), where each node represents a variable, and each directed edge represents a causal relationship. Structural equations describe these causal relations among variables. For variables \( Y, S \), the value of the counterfactual “what would \( Y \) have been if \( S \) had been set to \( s' \)” is denoted by \( Y_{S=s'} \). Based on a given causal model, a predictor \( \tilde{Y} = f(X) \) is counterfactually fair [25] if under any features \( X = x \) and sensitive attribute \( S = s \),

\[
P(Y_{S=s} = y | X = x, S = s) = P(Y_{S=s'} = y | X = x, S = s),
\]

for all \( y \) and \( s' \neq s \). Here \( Y_{S=s} = f(X_{S=s}, A) \) denotes the prediction made on the counterfactual when \( S \) had been set to \( s' \). Intuitively, it aims to minimize the difference between predictions made on each individual and its counterfactuals with different sensitive attribute values. Ideally, the counterfactuals should be generated based on the ground truth causal model. Different from the statistical fairness notions such as equality of opportunity (EO) [19, 47] and demographic parity (DP) [48], counterfactual fairness aims to eliminate the biases led by the causal effect from the sensitive attribute on the observed variables used for model training. However, most existing works of counterfactual fairness focus on i.i.d. data.

**Existing notion of counterfactual fairness on graph.** Recent works [1, 2] have extended counterfactual fairness to graphs. Given a graph \( X = X, A = A \), these works consider that an encoder \( \Phi(\cdot) \) satisfies counterfactual fairness if for any node \( i \):

\[
\Phi(X_{S_i=0}, A) = \Phi(X_{S_i=1}, A),
\]

where \( X_{S_i=0} \) and \( X_{S_i=1} \) denote the node features after setting \( S_i \) as 0 and 1, respectively, while everything else does not change\(^3\). This notion considers fairness as minimizing the discrepancy between the representations of each node with different values of its sensitive attribute (while everything else is fixed). This notion has the following limitations: 1) it does not consider the potential biases led by the causal effect from the sensitive attribute of other nodes in the graph on the prediction of each node; 2) it implicitly assumes that the sensitive attribute has no causal effect on other features or the graph structure. In a nutshell, this fairness notion is more limited than the general counterfactual fairness notion.

**Graph counterfactual fairness.** To address the above limitations, in this work, we propose a novel fairness notion on graphs:

**Definition 2.1.** (Graph counterfactual fairness). An encoder \( \Phi(\cdot) \) satisfies graph counterfactual fairness if for any node \( i \):

\[
P((Z_i)_{S_i=s''} | X = X, A = A) = P((Z_i)_{S_i=s'} | X = X, A = A),
\]

for all \( s' \neq s'' \), where \( s', s'' \in \{0,1\}^n \) are arbitrary sensitive attribute values of all nodes, \( Z_i = (\Phi(X, A))_i \) denotes the node representations for node \( i \). In other words, given a graph \( X = X, A = A, \Phi(\cdot) \) should minimize the distribution discrepancy between the representations \( \Phi(X_{S_i=s'}, A_{S_i'=s''}) \) and \( \Phi(X_{S_i=s''}, A_{S_i=s'}) \) for any node \( i \).

Intuitively, this notion encourages the representations learned from the original graph and counterfactuals to be equal. The counterfactuals correspond to different cases when the sensitive attribute of the \( n \) nodes had been set to any values. For notation simplicity, in the following sections, we use \( X_{S_i=s'} \) to denote a specific value of the counterfactual “what would the node features have been if the sensitive attribute of the \( n \) nodes had been set by \( s' \), given the original data, i.e., node features \( X \) and graph structure \( A \)”. We also use notation \( A_{S_i=s'} \) in a similar way.

In this work, we aim to develop a framework which learns node representations on graph towards graph counterfactual fairness, and maintains a good prediction performance simultaneously.

### 3 THE PROPOSED FRAMEWORK — GEAR

In this section, we propose a novel framework GEAR which aims to learn node representations for graph counterfactual fairness. As the illustration shown in Fig. 2, GEAR mainly includes three key components: 1) subgraph generation; 2) counterfactual data augmentation; 3) fair representation learning. In subgraph generation, GEAR extracts a context subgraph for each node, which contains the local graph structure including the node itself (central node) and its nearest neighbors with respect to precomputed importance scores. In counterfactual data augmentation, we generate counterfactuals in which the sensitive attribute of nodes in these subgraphs had been perturbed. Based on the augmented counterfactuals, the fair representation learning component leverages Siamese networks [7] to minimize the distance between the representations learned from the original data and the counterfactuals w.r.t. the same node.

#### 3.1 Subgraph Generation

True causal models for graph data are often difficult to be completely obtained, especially for large-scale graphs. Based on a common observation [18, 21] that each node is mostly influenced by its nearest neighbors, we extract a subgraph \( G(\cdot) \) with node features \( X(\cdot) \) and adjacency matrix \( A(\cdot) \) for each node \( i \). This subgraph extracts the context information of the central node \( i \) on \( G \), i.e., the subgraph of \( G \) which only contains the top \( k \) neighbors of node \( i \) (including itself). These top-\( k \) neighbors are usually within several hops from the central node. Specifically, for each node \( i \) on the graph, we generate its context subgraph \( G(\cdot) \) with a subgraph generator \( \text{Sub}(\cdot) \).

Based on these context subgraphs, we learn the representations for their corresponding central nodes. This is based on a commonly used assumption [18] that each node has a low dependency with the nodes outside its context subgraph. Therefore, each subgraph is expected to be informative enough with respect to the graph structure relative to the central node for high-quality representation learning and counterfactual data augmentation afterwards.

Inspired by recent subgraph based node representation learning methods [21, 50], we first compute the importance scores for every node pair with personalized pagerank algorithm [20]. The importance scores can be calculated as:

\[
R = a(I - (1 - a)A),
\]

where \( R \) is the importance score matrix, and each entry \( R_{ij} \) describes how important node \( j \) is for node \( i \), and \( R_{ii} \) denotes the importance
We assume, once we intervene on the sensitive attribute, we need to mitigate the causal effect from the sensitive attribute on the embeddings by removing the statistical dependency between them. To achieve this target, we use an adversarial learning method to learn embeddings which are invariant to different sensitive attribute values of each node and their neighbors. Specifically, we use a discriminator here to predict the summary of neighboring sensitive attribute values. Here we take the summary \( \bar{s}_i \) as the mean aggregation over all the nodes in the subgraph \( G^{(i)} \), i.e., \( \bar{s}_i = \frac{1}{|V^{(i)}|} \sum_{j \in V^{(i)}} s_j \). We divide the summary into \( B \) ranges to formulate it as a multivariate classification task for the discriminator \( D(\cdot) \). We use a fairness constraint as follows: \( L_D = \sum_{b \in [B]} \mathbb{E} [\log D(H, b)] \), where the discriminator \( D(H, b) \) predicts the probability of whether the summary of sensitive attribute values is in range \( b \). Based on the theoretical analysis in [6, 36], \( L_D \) is a regularizer to minimize the mutual information between the summary of sensitive attribute values and the embeddings. The final loss of the counterfactual data augmentation is: \( L_{\Phi} = L_r + \beta L_d \), where \( \beta \) is a hyperparameter for the weight of fairness constraint. We use alternating stochastic gradient descent for optimization: 1) we minimize \( L_a \) by fixing the discriminator and updating parameters in other parts; 2) we minimize \( -L_d \) with respect to the discriminator while other parts fixed. To achieve graph counterfactual fairness, we expect the embeddings \( H \) can capture the latent variables which are informative of the input subgraph but not causally influenced by the sensitive attribute of the nodes in the subgraph. We pretrain the counterfactual data augmentation module to better disentangle different components of the framework. If more prior knowledge of the causal model is provided, we can incorporate it in counterfactual data augmentation, e.g., directly generate counterfactuals with a given causal model, and do not need to change other components in the framework.

Based on the above techniques, we conduct perturbations on the original subgraphs and obtain different types of counterfactuals. For each context subgraph \( G^{(i)} \), we generate two kinds of perturbations
on it, including self-perturbation on the sensitive attribute of the central node, and neighbor-perturbation on the sensitive attribute of other nodes in the subgraph.

**Self-perturbation.** In the subgraph \( G^{(i)} \), we take its node embeddings, flip the sensitive attribute value of the central node \( s_i \), then feed the embeddings and the perturbed sensitive attribute into the decoder of the pretrained counterfactual data augmentation module, and take the reconstructed subgraph as the corresponding counterfactual. The set containing the subgraphs after self-perturbation is denoted by \( \mathcal{G}_S^{(i)} \).

**Neighbor-perturbation.** Similarly, in the subgraph \( G^{(i)} \), we randomly perturb the sensitive attribute values of any nodes except the central node, i.e., the nodes in the set \( V \setminus \{i\} \). After such perturbation, we generate a set of counterfactuals \( \mathcal{G}_S^{(i)} \), where \( \mathbb{SMP}(\cdot) \) randomly samples specific values of the sensitive attribute out of the value space \([0, 1]\). We use a parameter \( \mathcal{C} \) to denote the number of \( \mathbb{SMP}(\cdot) \) operations in neighbor-perturbation.

### 3.3 Fair Representation Learning

Based on the above counterfactual data augmentation, we learn fair representations which are expected to elicit the same predicted label across different counterfactuals w.r.t. the same node. To achieve this goal, we leverage Siamese networks [7] to encode the three kinds of subgraphs: original subgraphs \( G^{(i)} \), counterfactual subgraphs \( \mathcal{G}_S^{(i)} \) and \( \mathcal{G}_N^{(i)} \) for each central node \( i \). For graph counterfactual fairness, we expect to learn the same representations for each central node from the three kinds of subgraphs. We train a subgraph encoder \( \phi(\cdot) \) to generate the representations \( z_i, z_j, z_k \) for each central node \( i \) on these three kinds of subgraphs, respectively. Then we minimize the distance between the central node representations learned from the original subgraph and from the counterfactuals. We formulate the loss for graph counterfactual fairness as:

\[
\mathcal{L}_f = \frac{1}{|V|} \sum_{i \in V} \| d(z_i, z_i) + \lambda SMP(z_i) \|_2, \tag{8}
\]

where \( d(\cdot) \) is a distance metric such as cosine distance, \( \lambda \in [0, 1] \) is a hyperparameter which controls the weight of neighbor-perturbation. From the original subgraph and the counterfactuals, we obtain the node representations in the following way:

\[
z_i = (\phi(X^{(i)}, A^{(i)})) \] (9)

\[
z_j = \mathbb{AGG}(\{(\phi(X^{(i)}_{S_i \rightarrow 1-s_j}, A^{(i)}_{S_i \rightarrow 1-s_j}))\}_i), \tag{10}
\]

\[
z_k = \mathbb{AGG}(\{(\phi(X^{(i)}_{S_i \rightarrow 1-s_j}, A^{(i)}_{S_i \rightarrow 1-s_j}))\}_i), \tag{11}
\]

where \( \phi(\cdot) : \mathbb{R}^{k \times d} \times \mathbb{R}^{k \times k} \rightarrow \mathbb{R}^{k \times d'} \) takes each subgraph as input, and embeds each node on the input subgraph into a latent representation. We take the representations of each central node \( i \) learned from the original data as \( z_i \), and use \( Z = \{z_i\}_{i=1}^n \) for downstream tasks. For the sampled counterfactual subgraphs in \( \mathcal{G}_S^{(i)} \) and \( \mathcal{G}_N^{(i)} \), we use an aggregator (e.g., mean aggregator) \( \mathbb{AGG}(\cdot) \) to aggregate the representations of each central node \( i \), and obtain the final representations \( Z_i \) and \( Z_j \).

To encode useful information of node features and graph structure into the representations, we use labels as supervision. We use the task of node classification as an example, but our framework can be naturally extended to other kinds of tasks on graph data such as link prediction. We denote the class labels as \( Y = (y_1, \ldots, y_n) \) for the \( n \) nodes. The prediction loss can be formulated as:

\[
\mathcal{L}_p = \frac{1}{n} \sum_{i \in [n]} \log p(Y_i | \cdot), \tag{12}
\]

where \( \log p(\cdot) \) is the loss function (e.g., cross-entropy) which measures the prediction error, \( f(\cdot) \) makes predictions for downstream tasks with the representations, i.e., \( \hat{y}_i = f(z_i) \). Finally, the overall loss function for fair representation learning is:

\[
\mathcal{L} = \mathcal{L}_p + \lambda \mathcal{L}_f + \mu ||\theta||^2, \tag{13}
\]

where \( \theta \) is the set of model parameters, \( \lambda \) and \( \mu \) are hyperparameters controlling the weight of the graph counterfactual fairness constraint, and \( \mathcal{L}_2 \) norm regularization, respectively.

### 4 EXPERIMENTS

We evaluate the proposed method on both synthetic and real-world graphs. The detailed statistics of these datasets are shown in Table 2, including the number of nodes, the number of edges, the dimension of features, the average degree, and the number of intra-group and inter-group edges with respect to the sensitive attribute.

#### 4.1 Datasets

A synthetic dataset and two real-world datasets are used in the experiments. In the synthetic dataset, we create a causal model with which we can fully manipulate the data generation process. More specifically, in this synthetic dataset, we generate the features, latent embeddings, graph structure, and labels as below:

\[
S_i \sim \text{Bernoulli}(p), \quad Z_i \sim N(0, I), \quad X_i = S(Z_i) + S_i \nu, \quad \mathcal{Y}_i = \mathcal{B}(w_z + w_s \sum_{j \in N(i)} S_j), \tag{14}
\]

\[
P(A_{i,j} = 1) = \sigma(\cos(Z_i, Z_j) + a_1(S_i = S_j)), \quad \mathcal{Y}_i = \mathcal{B}(w_z + w_s \sum_{j \in N(i)} S_j), \tag{15}
\]

where we sample the sensitive attribute with Bernoulli distribution, where \( p = 0.4 \) is the probability of \( S_i = 1 \). We sample latent embeddings \( Z_i \in \mathbb{R}^{d_z} \) from a Gaussian distribution, where \( d_z = 50 \). \( Z_i \) influences the node features and the graph structure for each node \( i \), and \( S(\cdot) \) denotes a sampling operation which randomly selects \( d = 25 \) dimensions out of the latent embeddings to form the observed features \( X_i \). \( \nu \sim N(0, I) \) controls the influence of the sensitive attribute on other features. We simulate the probability of each edge \((i, j)\) based on the cosine similarity between \( Z_i \) and \( Z_j \), as well as whether their sensitive attribute values are equal. Here \( 1(\cdot) \) is an indicator function which outputs 1 when the input statement is true and 0 otherwise. We set parameter \( a = 0.01 \). Then we sum up the above similarity between \((Z_i, Z_j)\) and the indicator function’s output of \((S_i = S_j)\), and map it into a range

| Dataset | Synthetic | Bail | Credit |
|---------|-----------|------|--------|
| | 2,000 | 18,876 | 30,000 |
| | 4,120 | 311,870 | 137,377 |
| Feature dimension | 26 | 18 | 13 |
| Average degree | 5.120 | 34,044 | 10.158 |
| # of intra-group edges | 2,379 | 162,821 | 120,750 |
| # of inter-group edges | 1,741 | 149,049 | 16,627 |
of $[0, 1]$ with a Sigmoid function $\sigma(\cdot)$ to compute the link probability between $(i, j)$. $w \in \mathbb{R}^{d_i}$ contains parameters sampled from Normal distribution. We average each node’s and their one-hop neighbors’ sensitive attribute values and use it into label generation with weight $w_i = 0.5$. In $B(\cdot)$, we map $Y_i$ into a binary value. Specifically, we first compute the mean value of $Y_i$ over all nodes, and set $Y_i = 1$ if it is larger than the mean value, otherwise $Y_i = 0$.

As for the real-world graphs, we use: 1) Bail [1]: This graph contains the data of defendants who got released on bail at the U.S. state courts. In this graph, each node represents a defendant, each edge between a pair of nodes represents their similarity of criminal records and demographics. We use the defendants’ race as the sensitive attribute. The task is to classify defendants into bail (not tend to commit a violent crime if released) or no bail. 2) Credit defaulter [1]: This graph contains people’s default payment information. In this graph, each node represents an individual, each edge between a pair of nodes represents the similarity of their spending and payment patterns. We use their age as the sensitive attribute, and the task is to predict that their default ways of payment is credit card or not.

To evaluate the graph counterfactual fairness of the proposed method, we need to generate the ground-truth counterfactuals with the perturbations on different nodes’ sensitive attribute. On the synthetic dataset, the counterfactuals can be generated based on the predefined causal model. On the real-world graphs, the ground-truth causal models are unknown, so we use a simple causal model and fit the observed data, and use the learned parameters in the fitted causal model to generate the counterfactuals for the whole graph. More specifically, we first use a Naïve Bayes model to learn $P(X_i|S_i)$, and then update the counterfactual features by $(x_i)_{S_i \leftarrow \neg s_i} = E[X_i|S_i = 1 - s_i] - E[X_i|S_i = s_i] + x_i$. We use $(\cdot)^{CF}$ to denote any counterfactuals. Then we generate the counterfactual graph edge for each $(i, j)$ based on the following rules:

$$P(A_{ij}^{CF} = 1) = \sigma(cos(X_i^{CF}|S_i^{'CF}, X_j^{CF}|S_j^{'CF}) + \gamma(1(S_i^{'CF}, S_j^{'CF})),$$

(16)

where $cos(\cdot)$ is cosine similarity. We use $\sigma(\cdot)$ to map its input into a range $[0, 1]$ to compute the link probability for any node pairs in the counterfactual graph. We fit the data with this causal model and learn the parameter $\gamma$. For evaluation, we use the counterfactual data generated by the causal model and learned parameters.

As discussed in [33], there might be multiple possible causal models in the real-world data, so we have tried different causal models to fit the real-world data. Due to the space limit, we only show the results based on the causal model as described above, but the observations over all the experiments are generally consistent.

### 4.2 Experiment Settings

**Metrics.** We evaluate the proposed framework with respect to two aspects: prediction performance and fairness. To evaluate the prediction performance, we use the widely-used node classification metrics: accuracy, F1-score, and AUROC. To measure the fairness of the representations, we first use two metrics which are commonly used in statistical fairness: $\delta_{SF} = |P(Y_i|S_i = 0) - P(Y_i|S_i = 1)|$, and $\delta_{EO} = |P(Y_i|Y_i = 1, S_i = 0) - P(Y_i|Y_i = 1, S_i = 1)|$. To evaluate graph counterfactual fairness, we design a metric $\delta_{CF}$:

$$\delta_{CF} = |P(\widehat{Y}_i|S_i = s_i) = X, A = A) - P(\widehat{Y}_i|S_i = s_i) = X, A = \neg A)|,$$

(17)

where $s_i, s_i' \in \{0, 1\}^n$ are arbitrary values of sensitive attribute of all nodes. As there are too many different counterfactuals (e.g., there are $2^n$ cases for a graph with $n$ nodes), it is difficult to evaluate the difference of predictions under all these counterfactuals. Therefore, we evaluate the graph counterfactual fairness of the
The proposed model in the following way: on each dataset, we control the rate of sensitive subgroup population and randomly perturb the sensitive attribute of all nodes. More specifically, we randomly select 0%, 50%, 100% nodes, and set their sensitive attribute values to 1, while set the sensitive attribute of other nodes to be 0. With such perturbations, we generate counterfactual data for the whole graph with different ratios of sensitive subgroup, based on the causal model described in Section 4.1. Intuitively, these perturbations implicitly control the distribution of the sensitive attribute in each node’s neighborhood, and we take the averaged ratio of nodes which flip their predicted labels as an estimation for $\delta_{CF}$. Besides, we also compute the R-square $R^2(\tilde{Y}_i, \tilde{S}_i)$ to measure how well a linear regression predictor for $\tilde{Y}_i$ can be explained by the summary of the neighboring sensitive attribute values for any node $i$. Here we use the mean aggregator over the sensitive attribute values of all one-hop neighbors and each node $i$ itself to compute the sensitive attribute summary $\tilde{S}_i$. This R-square metric can reflect the statistical dependency between $\tilde{Y}_i$ and $\tilde{S}_i$.

**Baselines.** We compare the proposed framework with several state-of-the-art node representation learning methods. We divide them into two categories: 1) node representation learning methods without fairness constraints: these methods only aim to encode useful information from the input graph and improve the prediction performance in downstream tasks. We use graph convolutional network (GCN) [24], GraphSAGE [18], and Graph Isomorphism Network (GIN) [44] as baselines; 2) fair representation learning methods on graphs: these methods target on learning fair node representation on graphs. Among them, C-ENC [6] and FairGNN [12] enforces fairness with an adversarial discriminator to predict the sensitive attribute; NIFTY [1] enforces fairness by maximizing the similarity of representations learned from the original graph and their augmented counterfactual graphs, where the sensitive attribute values of all nodes are flipped, while other parts remain unchanged. We use two variants of it with GCN or GraphSAGE encoders, denoted by NIFTY-GCN and NIFTY-SAGE, respectively.

**Setup.** Each dataset is randomly split into 60%/20%/20% training/validation/test set. Unless otherwise specified, we set the hyperparameters as $\lambda = 0.6$, $C = 2$, $\lambda_x = 0.4$, $\beta = 10$, $\mu = 1e - 5$, $k = 20$, $B = 4$. The learning rate is 0.001, the number of epochs is 1,000, the representation dimension is 1,024, batch size is 100. Experimental results are averaged over ten repeated executions. We use the Adam optimizer and implement our method with Pytorch [31].

### 4.3 Prediction Performance and Fairness

The performance of prediction and fairness is shown in Table 3. The best results are shown in **bold**, and the runner-up results are underlined. Generally speaking, we have the following observations: 1) The proposed model GEAR shows comparable prediction
performance with the state-of-the-art node representation learning methods, and it outperforms all the fair node representation learning methods in prediction; 2) The proposed model outperforms all the other fair node representation learning methods in δ_{CP} and R^2. These two fairness metrics explicitly consider the causal/statistical relation between the neighboring sensitive attribute and the model prediction, thus this observation validates the effectiveness of our framework in mitigating the biases from neighbors. Besides, GEAR also performs well in other fairness metrics Δ_{EO} and Δ_{DP}. The baseline NIFTY also has good performance in graph counterfactual fairness, because NIFTY also generates counterfactuals during training. Although NIFTY does not explicitly consider the causal effect from neighbors’ sensitive attribute on each node, its counterfactuals still implicitly promote graph counterfactual fairness. However, our method still outperforms all these fairness methods mainly for two reasons: a) GEAR generates multiple versions of counterfactuals with self-perturbation and neighbor-perturbation. It has better coverage of the space of possible counterfactuals, while NIFTY only generates one counterfactual by flipping all nodes’ sensitive attribute values, here the influence from the neighbors’ sensitive attribute may counteract with each other; b) GEAR generates counterfactuals which include changes in both features and graph structure after modifying the sensitive attribute, rather than simply changing the sensitive attribute. More specifically, the counterfactual augmentation component in GEAR removes biases caused by misusing the descendants of the sensitive attribute in node representation learning.

4.4 Model Structure & Parameter Study

To investigate the model performance under different options of model structure, we vary the encoder of subgraphs, including GCN [24], GraphSAGE (mean aggregator) [18], Informax [38], GIN [44], and Jumping Knowledge (JK) [45]. Due to the space limit, we only show the results in Table 4, but the observations are consistent in other datasets. Generally, all the subgraph encoders show good performance in both prediction and fairness. Among them, GraphSAGE encoder shows the best performance over all the variants.

To evaluate the robustness of GEAR under different parameters, we vary the parameters λ (the weight of constraint for graph counterfactual fairness), λ_s (the weight for neighbor-perturbation), subgraph size k, and the number of neighbor-perturbations C in $\Delta_C^D$ to investigate how the model performance varies. The results over different settings of parameters in Table 4 are shown in Fig 4. We observe that: 1) The model achieves better fairness with larger λ and $\lambda_s$ while with slight sacrifice of the prediction performance; 2) The model achieves better fairness with relatively larger subgraph size, but this improvement becomes less significant when the subgraph size is over 20. 3) When the number of neighbor-perturbations in $\Delta_C^D$ becomes larger, the predictions become more fair. These observations generally match our expectation.

4.5 Ablation Study

In ablation study, we compare different variants of GEAR to verify the effectiveness of different components. We first remove self-perturbations, denote this variant as GEAR-NS. Next, we remove neighbor-perturbations, denoted by GEAR-NN. We then remove all the perturbations, denote this variant as GEAR-NP. We remove the counterfactual data augmentation module, just flip the sensitive attribute values, and denote this variant as GEAR-NC. The model performance of these variants is shown in Table 4. We observe that all the variants perform worse than GEAR with respect to fairness. These results validate the effectiveness of different components in GEAR for learning fair node representations.

5 RELATED WORK

Graph representation learning. Many efforts have been made for graph representation learning [16, 17, 41] in recent years. Among them, neural network methods encode the attributes and graph structure into a latent space as representations to capture useful information. These methods include the well-known graph convolutional networks (GCNs) [24], variational graph auto-encoders (VGAE) [23], GraphSAGE [18], and structural deep network embedding (SDNE) [40]. Recently, subgraph-based methods [11, 21, 30] utilize the correlation between central nodes and their sampled subgraphs to capture regional structure information and improve the model scalability. Despite the success of these methods in different domains, they may exhibit biases against certain sensitive groups.

Fairness on graphs. Fairness in machine learning has attracted significant attention recently [5, 26, 39]. Typical fairness notions include group fairness [10, 13, 19, 47, 48], individual fairness [15, 35], and counterfactual fairness [9, 25, 33, 42]. Recent works [1, 6, 8, 12, 14, 22] promote fairness in node representation learning. Most of works are based on adversarial learning [3, 49], aiming to prevent the learned representations from accurately predicting the corresponding sensitive attribute. These works focus on removing the statistical dependency between the sensitive attribute and predictions elicited by the learned representations, but do not consider the biases in the features, graph structure or labels due to the causal effect from the sensitive attribute on them. Differently, few works [1, 2] extend counterfactual fairness to graphs. However, most of these works do not consider the potential biases brought by the sensitive attribute of neighboring nodes, and the causal effect from the sensitive attribute to other node features and graph structure.

6 CONCLUSION

In this paper, we propose a novel fairness notion of graph counterfactual fairness, which explicitly considers the causal influence from the neighboring nodes’ sensitive attribute to each node, as well as the causal effect from the sensitive attribute to other features and the graph structure. We propose a novel framework GEAR to learn node representations which can achieve graph counterfactual fairness and good prediction performance simultaneously. Specifically, in GEAR, we use a counterfactual data augmentation module to generate counterfactuals with interventions on the sensitive attribute of different nodes. GEAR then maximizes the similarity between the node representations learned from the original data and different counterfactuals. Experimental results on synthetic and real-world graphs validate the effectiveness of our framework with respect to both prediction performance and fairness.
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