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ABSTRACT

The COVID-19 pandemic is a major global public health problem that has caused hardship to people's normal production and life. Predicting the traffic revitalization index can provide references for city managers to formulate policies related to traffic and epidemic prevention. Previous methods have struggled to capture the complex and diverse dynamic spatio-temporal correlations during the COVID-19 pandemic. Therefore, we propose a deep spatio-temporal meta-learning model for the prediction of traffic revitalization index (DeepMeta-TRI) using external auxiliary information such as COVID-19 data. We conduct extensive experiments on a real-world dataset, and the results validate the predictive performance of DeepMeta-TRI and its effectiveness in addressing underfitting.

1. Introduction

The COVID-19 outbreak has brought about major changes in urban functions and people's normal production and life, with significant negative impacts on the economy and transportation [1]. During the Spring Festival 2020, the railway, road, waterway, and civil aviation nationwide handled 1.48 billion passenger trips, down 50.3% from the same period in 2019 [2]. The urban traffic revitalization index (TRI), which is close to 1 under normal conditions, plummeted as a result of the direct impact of the COVID-19 pandemic. TRI falls within the ambit of traffic vitality in urban vitality, which is a key indicator of the health and orderliness of urban functions, production, and life, proposed by Didi in cooperation with the National Engineering Laboratory of Big Data Analysis and Application Technology of Peking University and the China Center for Information Industry Development. In [3], the urban vitality index was evaluated in five aspects: transportation, society, commerce, tourism, and culture-education. [4] proposed a model to evaluate the social vitality recovery level based on taxi travel data. [5] described the average weekly recovery rate of urban traffic flow during the COVID-19 pandemic. [6] studied the recovery of urban transportation systems from massive events. The above studies illustrate the importance of TRI. With the anti-epidemic measures implemented by the government and the recovery of work in the post-epidemic period, urban production and life have gradually recovered. Coupled with the continuous improvement of the transportation hub system that plays a role in promoting transportation development, TRI shows a stepwise increase, as shown in Fig. 1, and TRI is proportional to the activity of urban traffic activities.

Gross Domestic Product (GDP) is one of the most important metrics to measure the development of the national economy, which is affected by the development of infrastructure. As a carrier of the national economy, urban transportation plays an extremely vital role in economic development. Fig. 2 shows the GDP and the average TRI for the first and second quarters, from which we can see that with the improvement of the domestic epidemic prevention and control situation, TRI in the second quarter is higher than that in the first quarter, and because GDP is affected by the traffic vitality, the GDP in the second quarter is higher than that in the first quarter. There is a dynamic synchronization between TRI and GDP.

With the alleviation of the COVID-19 pandemic, economic recovery in the post-epidemic period has become one of the government's top priorities. The recovery of urban transportation is crucial in the process of stable economic activities. To perceive the recovery and states of urban traffic, the analysis and prediction of TRI are indispensable. The prediction of TRI can be deployed and applied to transportation-related platforms to present real-time and predicted data to the public scientifically, objectively, and intuitively, as well as indirectly reflect the economic development and the trend of the COVID-19 epidemic in the city. TRI can also be provided as data support and reference for local governments to further formulate and adjust policies related to urban traffic management and epidemic prevention.
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Traffic revitalization index forecasting falls within the field of traffic forecasting [7–10], which has been extensively researched and developed in the past decades. Assuming the traffic is static, the existing time series models, such as linear regression [11] and autoregressive integrated moving average models (ARIMA [12]), are based on linear models to capture the temporal dependence. However, real-world traffic states exhibit complex nonlinear relationships and are typically non-static in terms of geographic location, travel time, and weather. Therefore, they cannot model complex nonlinear spatio-temporal relationships. Machine learning models, such as support vector regression, k-nearest neighbor, and artificial neural networks (ANN) [13], build empirical functions in a data-driven manner and more accurately characterize nonlinear spatio-temporal correlations. Nevertheless, they are not efficient in mining deep spatio-temporal correlations in massive traffic data and still cannot capture sophisticated nonlinear spatio-temporal dependencies effectively. Research and development in deep learning [14–17] have enabled the modeling of complex spatio-temporal dependencies, and applications of deep learning networks to traffic prediction have been deployed in real-world cities [18,19]. Recurrent neural networks (RNNs) have been widely used for various sequence prediction tasks. As variants of RNNs, long short-term memory (LSTM) and gated recurrent unit (GRU) are capable of capturing long-term nonlinear temporal dependencies. To model spatial correlations, researchers applied convolutional neural networks (CNNs) [20] to capture dependencies in Euclidean space. Models incorporating the above methods [21] can learn both spatial and temporal dependencies. However, CNNs are limited to dealing with regular grid structures (e.g., images and videos) and do not consider non-Euclidean correlations. In a bid to more precisely capture the spatial features of irregular traffic networks, graph convolutional networks (GCNs) [22] have been used to model topological features in non-Euclidean structures. The research on meta-learning [23] (e.g., metric-based meta-learning and optimization-based meta-learning), has become an essential driving force to enhance the overall effectiveness of deep learning.

The dynamics changes of spatio-temporal correlations during COVID-19 lead to the inability of existing models to effectively capture the potential relationships between different spatial locations and times, while the integration of external auxiliary information is required. We propose a deep spatio-temporal meta-learning model for traffic revitalization index prediction (DeepMeta-TRI), which copes with the complex and diverse dynamic spatio-temporal correlations.
under the COVID-19 pandemic. DeepMeta-TRI consists of a temporal convolution module (TCM), a meta graph convolution network module (MetaGCN), and a meta temporal convolution module (MetaTCM). The predictive performance is further improved mainly by fusing TRI context and external auxiliary information (e.g., COVID-19 data, traffic hubness, weather, etc.) through a multi-scale post-fusion approach and meta-learning based on weight generation. The main contributions of our research are as follows:

- We propose a new deep spatio-temporal meta-learning network. To the best of our knowledge, this is the first one to integrate meta-learning as well as external auxiliary information such as the COVID-19 pandemic and urban traffic hubness, to predict urban traffic revitalization index.
- To model the complex and diverse spatio-temporal correlations, we design a meta graph convolution network module and a meta temporal convolution module. The feature extraction from external auxiliary information with TRI context is processed by the meta gating fusion module and then the parameter weights of the spatial and temporal modules are generated by the meta learner, respectively.
- We evaluate several baseline methods and DeepMeta-TRI using a real-world statistically derived urban traffic revitalization index dataset and conduct ablation experiments to verify the effectiveness of each split internal module. The experimental results show that our model has significant strengths in metrics and tackling underfitting.

2. Related work

2.1. Modeling methods

Traditional forecasting models are usually modeled with the help of statistical analysis. The seasonal autoregressive integrated moving average model [24] considers the relationship between historical and current data for forecasting based on the periodicity and trend of the data. The Kalman filter model [25] uses state equations to derive predictions. Machine learning models, such as artificial neural networks and support vector regression [13], obtain nonlinear changes in the data by back propagation (or radial basis function) and features of historical data, respectively. However, the above methods are difficult to handle large amounts of data and model complex nonlinear spatio-temporal relationships.

Deep learning-based models [26–28] have been widely applied to different spatio-temporal forecasting tasks. RNNs have been successfully employed for sequence learning tasks, and their variants LSTM [29] and GRU [30] are able to model long-term temporal dependence. The crowd flow is predicted by convolution-based residual networks in [31]. [32] uses traffic networks as images for traffic speed prediction based on CNN. However, a single network cannot efficiently and explicitly model spatio-temporal correlation. [33] combines CNN and RNN to capture spatio-temporal dependencies. [34] employs attention-weighted traffic flow features to learn dynamic spatio-temporal representations and explores the role of external factors, such as weather and holiday information. STDN [35] embeds multiple external information (e.g., weather, events, etc.) in the spatio-temporal dimensions and uses the dynamic similarity between locations and periodic attention shifting mechanisms to predict taxi demand at the regional level.

However, unlike the spatially localized structured data, graph data has an arbitrary range and complex topology. CNNs are suitable for processing grid-like regular data, ignoring the topology of the traffic network, therefore, failing to characterize the spatial dependence of traffic in essence. Graph Convolutional Networks (GCNs) [22] can model non-Euclidean spatially structured data and extract spatial features by aggregating the features of neighbors in the traffic graph. [36] incorporates GCN and RNN-based models to capture spatio-temporal dependencies and further improve prediction accuracy. [37] combines a variety of external factors such as metro stations, bus stop information, etc., enabling the integration of spatio-temporal characteristics of knowledge and data. T-GCN [38] integrates GCN and GRU to present steady-state prediction results in different time intervals for long-term traffic prediction tasks. A3TGCN [39] introduces an attention mechanism, GCN and GRU to capture global changes. The above methods have a large number of parameters due to the introduction of RNN, which leads to a decrease in computational performance. A model composed entirely of convolution can greatly improve computational performance. [40] proposes a model that incorporates GCN and is able to compute long-range dependencies. STGCN [41] combines GCN with Conv1D based on sensor data to simulate spatio-temporal correlation for traffic prediction. ASTGCN [42] includes three temporal attributes, i.e., recent, daily-periodic, and weekly-periodic dependencies, using temporal and spatial attention mechanisms, GCN, and Conv1D to capture spatio-temporal dynamics. The three models mentioned above, although composed entirely of convolution, do not take into account that the traffic state is influenced by complex and diverse external information.

2.2. Meta-learning

The purpose of the weight-based meta-learning approach is to learn and initialize valid weight parameters of the network. In the literature [43], a weight function is learned implicitly in the gradient update to adjust the weights of the samples. [44] proposes a method for learning the parameters of a deep model in one shot, which can generalize a complete deep discriminative model from a single supervised example to identify other instances of the same object class. In [45], a weighting function is explicitly learned to adjust the weights of the samples in the gradient update, while optimizing the noise label and category imbalance. [46] performs data augmentation and weighting by learning a data manipulation method. [47] is a method that uses a supernetwork to generate weights for another network and is often adopted for compression or multitask learning. [48] provides a meta-multitask learning sequence modeling approach that utilizes a shared meta-network to capture the meta-knowledge of semantic combinations. [49] proposes a small-sample learning algorithm based on weight generation, using a generator to generate attention weight parameters for classifiers.

There are also a couple of meta-learning studies related to the graph structure. [50] employs local subgraphs for meta-learning. [51] can aggregate graph-level information by directly learning graph representations and generate weights directly by running inference on a graph neural network to amortize the search cost. [52] uses a message-passing-based approach to pass labeled supported samples to unlabeled samples via graph inference. [53] is applied to capture semantic higher-order relations and uses an attention mechanism to learn the personalized meta-graph weights for each node.

Distinct from the approaches mentioned above, we employ a combined spatio-temporal model to capture the nonlinear spatio-temporal dependencies in traffic, which is capable of processing non-Euclidean data, overcoming problems such as the slow training speed of traditional recurrent neural networks, and capturing long-term historical information. Since external factors have complex effects on TRI, we integrate external auxiliary information in DeepMeta-TRI. To leverage the value of external auxiliary information, we first analyze the external data and pre-process them, and then use a multi-scale post-fusion approach instead of directly integrating the weights extracted from the external auxiliary information with TRI. The multi-scale post-fusion approach is utilized to fuse the external auxiliary information with the TRI context and further feed them into the meta learner based on the weight generation to learn the parameter weights of the network, which is more efficient for the integration of semantic features at different levels. A unique problem with the urban traffic revitalization index during COVID-19 has finally fully lived up to its predictions.
3. Methodologies

3.1. Problem statement

The task of this work is to learn a function \( F \Theta (\cdot) \) that utilizes historical data of the TRI \( X_{\text{in}} \), external auxiliary information \( E_i \), and graph structure \( G \) to predict the TRI \( X_{\text{out}} \) at time \( t \), as shown in Eq. (1).

\[
X_{\text{out}} = F \Theta (X_{\text{in}}, E_i, G)
\]

Definition 1 (Input and Output). \( X_{\text{in}} = (X_{t-1}, X_{t-1+c}, \ldots, X_{t-1}) \in \mathbb{R}^{N \times T} \) is the set of input data consisting of recent consecutive periods. \( X_{\text{out}} = X_i \in \mathbb{R}^{N \times T} \) is the output data, where \( N \) is the number of nodes and \( T \) is the number of time steps required for prediction.

Definition 2 (External Auxiliary Information). \( E_i \) is the set of external auxiliary information, including the similarity of Points of Interest (POIs) \( P_i \in \mathbb{R}^{N \times N} \) at spatial locations \( i \) and \( j \), the COVID-19 data \( e_i \in \mathbb{R}^{N \times T \times M} \), urban traffic hubness \( e_{i}^{\text{sub}} \in \mathbb{R}^{N \times T} \), weather conditions \( e_{i}^{\text{wa}} \in \mathbb{R}^{N \times T} \), temperature \( e_{i}^{\text{tm}} \in \mathbb{R}^{N \times T} \) and holiday \( e_{i}^{\text{h}} \in \mathbb{R}^{N \times T} \) at time \( t \). \( M \) is the category of the COVID-19 data.

Definition 3 (Transportation Network). \( G \) is an undirected graph representing the topological relationship between city regions, denoted as \( G = (V, E, A) \). \( V = \{ v_1, \ldots, v_N \} \) is the set of nodes of this undirected graph. \( E = \{ e_{ij} \mid 1 < i, j < N \} \) is the set of edges between nodes in the undirected graph, and \( A \) is the adjacency matrix \( A_{D} \in \mathbb{R}^{N \times N} \) of the distance-based undirected graph.

3.2. Method design

3.2.1. Framework overview

Fig. 3 illustrates the overall structure of DeepMeta-TRI. To begin with, we use a temporal convolution module (TCM) to extract the long-term temporal dependence of TRIs and low-level abstract features. In addition, we design a meta graph convolution module (MetaGCN) to model diverse spatial correlations. The external static auxiliary information and the output of TCM are fused in the MetaGCN’s meta gating fusion module and fed to the meta learner. The parameter weights of the network generated by the meta learner are fed to the residual unit jointly with the output of the MetaGCN. Furthermore, the output of MetaTCM is normalized using BatchNorm to avoid the gradient explosion and gradient disappearance caused by a network composed entirely of convolution and to speed up the convergence of the network. Finally, the results are output by the fully connected layer.

3.2.2. Temporal convolution module

TCM is utilized to extract the low-level features of the TRI, which consists of several residual units as shown in Fig. 4.

Causal Convolution Since this module deals with sequence modeling to ensure that historical data are not missed, we employ causal convolution \([54]\). The causal convolution focuses only on the historical information and is a one-way time-constrained structure, which allows the TRI features of the current node in the hidden layer to be associated with all the historical information, enhancing the temporal dependence of the sequence. The causal convolution at \( x_i \) is computed in Eq. (2),

\[
(F * X)(x_i) = \sum_{j=1}^{K} f_j \cdot x_{i-K+j}
\]

where \( F = \{ f_1, f_2, \ldots, f_K \} \) is the filter and \( X = \{ x_1, x_2, \ldots, x_T \} \) is the sequence. However, the modeling length of causal convolution over time is limited by the size of the convolution kernel, and to obtain more distant dependencies, more convolution layers need to be stacked, which raises problems such as training complexity and gradient disappearance.

Dilated Convolution In deep networks, to ensure a lower computational effort while expanding the perceptual field, we adopt dilated convolution \([55]\). The filter can be applied to regions larger than the length of the filter itself by skipping some of the inputs (interval sampling). The interval size is controlled by the \( \text{dilation rate} = O(2^t) \).
which allows the receptive field to grow exponentially as the network deepens, without introducing additional parameters. Each layer in the dilated convolution is padded with \( \text{padding} = (k - 1)d \), \( \text{receptive field} = (k - 1)d + 1 \), \( k \) being the convolution kernel size, and \( d \) being the dilatation rate. Increasing \( d \) or \( k \) enlarges the receptive field. For the data that is greatly affected by time series like traffic vitality, dilated convolution can extract the temporal features of traffic vitality more completely. The formula of the dilated convolution at a dilatation rate equals to \( d \) is shown in Eq. (3).

\[
(F \ast_{g} X)(x) = \sum_{i=0}^{K-1} f_{i} \cdot x_{1-d-i} \tag{3}
\]

The deeper the network the more abstract and semantically informative the features extracted, but simply increasing the depth would lead to gradient disappearance or gradient explosion. Therefore, we apply residual connection, which allows historical data to be used effectively over time.

### 3.2.3. Meta graph convolutional network module
As the TRI is affected by the spatial location, we propose the meta graph convolution network module (MetaGCN), which consists of a meta gating fusion module, a meta learner, and the GCN, where the meta fusion gating module and the meta learner are shown in Fig. 5.

**Meta Fusion Gating Module** This module as a component of MetaGCN is mainly used to provide the relationship between contextual information about TRI and external auxiliary information to improve the predictive performance. Numerous previous works [41,42] assume that the traffic conditions in one area are influenced by the traffic conditions in nearby areas. However, spatial correlation does not depend entirely on the distance between geographical locations. If two regions far from each other have comparable POI distributions, they also have similar patterns of trend changes. POIs are points of interest in geometric information systems and map services. POIs have been shown to have a strong correlation with traffic travel [56]. We classify POIs by representative 23 categories, obtain the number of each type of POI in a region and form a vector whose dimension is the number of categories of POIs. Then the similarity \( P_{ij} \) of POIs between regions is calculated by using the Pearson correlation coefficient, which is defined as follows:

\[
P_{ij} = \text{Pearson}(P_i, P_j) \in [0, 1] \tag{4}
\]

where \( P_i \) and \( P_j \) are the POI vectors of regions \( i \) and \( j \), respectively.

Instead of directly integrating the weights generated from external auxiliary information with TRI, we obtain the weights after a multi-scale post-fusion approach, i.e., fusing the separately processed TRI and external auxiliary information before extracting the parameter weights for the network. The output feature of the meta fusion gating module is input to two weight-based generation meta learners to generate the parameter weights for the network. The output feature of the meta learners with parameter weights are fed into the GCN and further combined with the TCM to capture different spatial correlations. The parameter weights are calculated as shown in Eq. (6),

\[
w_{S,i}, b_{S,i} = g_{S,w}\left(X_{S,G}, \cdot g_{S,b}\left(X_{S,G}\right) \right) \tag{6}
\]

where \( X_{S,G} \) is the output of the meta gating fusion module of MetaGCN, \( \text{Tanh}(\cdot) \) is the hyperbolic tangent function that ensures that the output value is between \(-1\) and \(1\), \( FC(N(\cdot)) \) is the fully connected network that acts as a meta-features learner to learn the features of \( P_{ij} \). \( \odot \) is the element-wise product, and \( \sigma(\cdot) \) is the sigmoid function that determines the proportion of information passed to the next layer.

**Meta Learner** The meta learner consists of a three-layer fully connected network, which includes nonlinear, batch processing, and activation functions. The output of the meta gating fusion module is input to two weight-based generation meta learners to generate the parameter weights for the network. The output feature of the meta learners with parameter weights are fed into the GCN and further combined with the TCM to capture different spatial correlations. The parameter weights are calculated as shown in Eq. (6),

\[
w_{S,i}, b_{S,i} = g_{S,w}(X_{S,G}) \cdot g_{S,b}(X_{S,G}) \tag{6}
\]

where \( X_{S,G} \) is the output of the meta gating fusion module. \( w_{S,i} \) and \( b_{S,i} \) are the parameter weights of the network learned by meta learners \( g_{S,w} \) and \( g_{S,b} \), respectively.

**Graph Convolutional Network** Since regions (nodes) are connected in the form of topological graphs and spatial features are mainly manifested in the existence of interactions between different nodes, we use GCN for information transfer at the region level. GCN has the ability to handle highly nonlinear data in non-Euclidean spaces and can effectively extract complex spatial correlations.

GCN learns a function by mapping nodes \( v_i \) in the graph. \( v_i \) is influenced by adjacent or distant nodes by aggregating their features \( x_i \) and the features \( x_j \) of neighboring nodes to continuously generate new representations of \( v_i \) until equilibrium is reached. GCN operation mainly takes advantage of the fact that the Laplacian matrix can perform a feature decomposition of the graph information. To incorporate the influence of nodes on themselves in the computation, we employ an advanced version of the Laplacian matrix in Eq. (7),

\[
L = D^{-1/2} \tilde{A} D^{-1/2} \tag{7}
\]

where \( \tilde{A} = A + I \) denotes the distance-based adjacency matrix after adding the self-join and \( \tilde{D}_i = \sum_j \tilde{A}_{ij} \) represents the degree distribution of the nodes of \( A \).

For large-scale graph structures, however, the eigendecomposition of Laplacian matrices is inefficient [22]. Therefore, we approximate the Laplacian matrix with \( K \)-order Chebyshev polynomials to reduce the time complexity. Meanwhile, it implicitly avoids the computation of the graph Fourier basis and ensures that the current node only considers the influence of nodes in the range \( K \) on itself. The formula is shown in Eq. (8),

\[
x * g(\theta) = \sum_{k=0}^{K} \theta_k T_k(\tilde{L})x \tag{8}
\]

where \( x \) is the feature matrix of the output of the temporal convolution module. \( T_k(\tilde{L}) = 2\tilde{L} - T_{k-1}(\tilde{L}) - T_{k-2}(\tilde{L}) \) indicates the recursive definition of the Chebyshev polynomial, \( T_1(\tilde{L}) = \tilde{L}, T_0(\tilde{L}) = 1, \tilde{L} = \frac{2}{\lambda_{\max}} L - I_n \).
3.2.4. Meta temporal convolution module

For modeling complex and diverse temporal correlations and higher-level abstract features, the meta temporal convolution module (MetaTCM) adds a meta gating fusion module and the meta learner to the TCM, and their structures are similar to those mentioned in MetaGCN. The input of the MetaTCM’s meta gating fusion module is the output of the MetaGCN with external dynamic auxiliary information such as COVID-19 data, traffic hubness, and weather conditions.

The emergence of the COVID-19 pandemic has seriously affected the traffic operations of various cities. The transportation capacity of many cities has declined, and the vitality of transportation has also been greatly weakened. Fig. 6 shows the cross-correlation (CC) between TRI and the four selected types of COVID-19 data (i.e., the number of cured cases, confirmed cases, deaths, and suspected cases), which represents the degree of correlation between the two temporal series. Figs. 6(a) and 6(b) show the visualization of the trend of the TRI and the four types of COVID-19 data over time, respectively. The X-axis in Figs. 6(c)–6(f) is the lag coefficient, the Y-axis corresponds to the degree of correlation between 6(a) and 6(b), and each vertical line indicates the correlation coefficient at the lag time. It is evident that the degree of correlation between both sets of data is significant, which further illustrates the importance of integrating the COVID-19 data.

As can be seen in Fig. 6, there is a significant correlation between the selected four types of COVID-19 data and TRI, and in particular, there is a stronger dynamic correlation between the number of cured cases and TRI in comparison. Therefore, the dimensionality of the channel is increased to indicate the number of cured cases after concatenating the four types of data, with a final ratio of 2:1:1:1. Then Conv2d with a kernel size of 3×1 is applied to extract their preliminary features, and Fig. 7 shows a more visualized operation.

**Meta Gating Fusion Module & Meta Learner**

The external dynamic auxiliary information involved in the meta gating fusion module includes traffic hubness, weather conditions, temperatures, and holidays, in addition to the COVID-19 data. Traffic hubness promotes the organic connection of multiple modes of transportation within a certain area and contributes considerably to the growth of the city’s TRI. Unusual weather conditions, for instance, heavy rainfall and snowstorms, affect people’s travel characteristics and reduce traffic capacity, leading to a decrease in urban traffic vitality. The above dynamic information is first processed by the meta-features learner hierarchically to get the COVID-19 pandemic \( e^c \), traffic hubness \( e^{hub} \), weather \( e^w \), temperature \( e^t \) and holiday \( e^h \) respectively before concatenating to obtain \( E_D \) in Eq. (9). Then \( E_D \) is fused with TRI context to get \( X_{T,G} \), as shown in Eq. (10),

\[
E_D = e^c \oplus e^{hub} \oplus e^w \oplus e^t \oplus e^h
\]
\[ X_{T,G} = Tanh \left( FCN \left( E_D \right) \right) \odot \sigma(\text{Conv2d}(TRI)) \] 

where \( X_{T,G} \) is the output of the Meta Gating Fusion Module, \( Tanh(.) \) is the hyperbolic tangent function, \( FCN(.) \) is the fully connected network that acts as a meta-features learner to learn the features of \( E_D \), \( \odot \) is the element-wise product, and \( \sigma \) is the sigmoid function.

The meta learner in MetaTCM consists of a three-layer fully connected network, similar to that in MetaGCN. The parameter weights generated by the meta learners and the output of MetaGCN are jointly fed into the residual unit to learn the multi-scale spatio-temporal features. The parameter weights are calculated as shown in Eq. (11),

\[ w_{T,j}, b_{T,j} = s_{T,\mu} \left( X_{T,G} \right) \cdot s_{T,\mu} \left( X_{T,G} \right) \]

where \( X_{T,G} \) is the output of the meta gating fusion module. \( w_{T,j} \) and \( b_{T,j} \) are the parameter weights of the network learned by meta learners \( s_{T,\mu} \) and \( s_{T,\sigma} \), respectively.

4. Experiments

4.1. Experimental settings

4.1.1. Dataset

The urban traffic revitalization index (TRI) [57] in this experiment is based on the time range of February 10, 2020, to June 30, 2020, and the spatial range is 29 major cities in China. TRI is obtained by fitting, cross-validating, and weighting urban traffic trajectories, road congestion data, and commuting data from the Didi platform, which can reflect trends in traffic activity and urban recovery.

COVID-19 data include four types (the number of confirmed cases, suspected cases, cured cases, and deaths) for 29 cities with the same time range as TRI. The COVID-19 data are collected from the National Health Commission of the People’s Republic of China [58].

1. Number of confirmed cases: Number of persons with clinical symptoms of COVID-19 and epidemiological history, as well as a positive nucleic acid test or confirmed by other laboratory test results.
2. Number of suspected cases: The number of persons diagnosed based on clinical symptoms and epidemiological history of COVID-19 and other actual circumstances.
3. Number of cured cases: Number of persons who had two consecutive negative nucleic acid tests with an interval of at least one day, as well as those who had significant improvement in respiratory symptoms, etc.
4. Number of deaths: The number of deaths due to clinically relevant disease among suspected or confirmed cases.

Data on urban transport hubness [59] are derived from a principal component analysis of the energy level of high-speed railway stations within cities, the number of highways passing through the national level, the number of cities directly accessible by road in 3 h, and the number of logistics stations. Intercity transportation infrastructure is the basic guarantee for urban transportation, and its construction efforts will undoubtedly affect the restoration of future transportation vitality.

POIs can accurately depict the distribution characteristics of city function points. We acquire POIs through the open API of Gaode Map, and there are 482,175 POIs, which are divided into 23 categories: food service, shopping service, sports and leisure service, accommodation service, scenic spot, science, education and culture service, company enterprise, etc. Weather conditions are classified into 14 categories, including heavy snow, heavy rain, thunderstorms, sunny, etc. We normalize the temperature data to the range \([-1, 0]\) with Min–Max normalization. Holiday data are labeled with weekdays and weekends.

4.1.2. Implementation details

In TCM and MetaTCM, five residual units are stacked with dilatation rates of 1, 2, 4, 8, and 16 to capture temporal features from different receptive fields, and the kernel size is 3 × 3, padding is 2 × dilatation rate, and dropout is 0.2. The contextual learner is the Conv2d with a kernel of 3 × 5, the meta-features learner is a 32-dimensional FCN, and the meta learner consists of FCNs with dimensions of 16, 2, and 2, respectively, where \( z \) is the target output dimension. \( K \) of Chebyshev polynomial in GCN is 3. Finally, a 3-dimensional fully connected layer maps the spatio-temporal features to obtain the final predictions.

We use the historical TRI at 12 time steps to predict the TRI at the last 3 time steps. The results are the average of 5 training times. The batch size is set to 5 and the initial learning rate adopted for training is 0.001. All models are trained by the Adam optimizer. In this experimental training process, we choose the commonly employed loss function L2, which enables the model to converge quickly, giving the gradient an appropriate penalty weight and making a more accurate gradient update direction. Our framework is implemented by the library of PyTorch 1.9.0. All methods run on a 6-core computer with a GPU of NVIDIA GeForce RTX 2080Ti and a CPU of Intel Xeon W-2133 3.6 GHz.

4.1.3. Baseline methods

We compare DeepMeta-TRI with the following state-of-the-art approaches.

- LSTM [29]: Long Short-Term Memory network is a special recurrent neural network that learns long-term dependent information.
- GRU [30]: Gated Recurrent Unit replaces forget gate and input gate in LSTM with update gate, which consumes less computational resources and improves computational efficiency.
- GCN [22]: Graph Convolution Network is a generalization of the convolutional neural network on the graph domain, which can perform end-to-end learning of both node feature information and structure information.
- STDN [35]: Spatio-Temporal Dynamic Network consists of CNN and LSTM. A traffic gating mechanism is introduced and a periodic movement attention mechanism is designed to handle periodic temporal movements.
- T-GCN [38]: Temporal Graph Convolutional Network which consists of two parts: graph convolutional network and gated recurrent units.
- A3TGCN [39]: Attention Temporal Graph Convolutional Network adds the attention mechanism to GCN and LSTM to adjust the importance of different time points.
- STGTCN [41]: Spatial-Temporal Graph Convolutional Network integrates ChebNet and gated sequential convolution.
- ASTGTCN [42]: Attention-based Spatial-Temporal Graph Convolutional Networks is designed with spatio-temporal attention mechanisms, integrating three components to model three temporal properties separately.

4.1.4. Evaluation metrics

In the experiments, three popular metrics are applied to evaluate the predictive performance of all methods, which are defined as:

\[
\begin{align*}
\text{MAE} &= \frac{1}{n} \sum_{i=1}^{n} |f_i - y_i| \\
\text{RMSE} &= \sqrt{\frac{1}{n} \sum_{i=1}^{n} (f_i - y_i)^2} \\
\text{MAPE} &= \frac{100}{n} \sum_{i=1}^{n} \left| \frac{f_i - y_i}{y_i} \right|
\end{align*}
\]

where \( y_i \) is the true value, and \( f_i \) is the corresponding predicted value. Specifically, Mean Absolute Error (MAE) describes the difference between the predicted and true values. Root Mean Squared Error (RMSE) measures the degree of dispersion of a set of numbers itself and gives a strong indication of the accuracy of the model. Mean Absolute Percentage Error (MAPE) not only considers the error between the predicted and true values but also the ratio between the error and the true value.
4.2. Performance analysis

4.2.1. Autocorrelation analysis

Autocorrelation generally exists between time series, but to verify that our work is not entirely based on the autocorrelation of the data, we make a lag scatter plot and autocorrelation figure of the experimental data. Then, the experimental results derived from the autocorrelation model are compared with the true values to illustrate the unpredictability of the autocorrelation method in this work.

As shown in Fig. 8, the lag scatters plot of the time-series data at moments $t$ and $t+1$ can visualize the degree of autocorrelation of the data. We can see that the distribution of scatter points from the lower left to the upper right is aggregated, which indicates that the data are positively correlated and have a strong autocorrelation. We use the Pearson correlation coefficient to calculate the correlation between the data, as shown in Fig. 9. Lag on the $X$-axis means the lag coefficient, and the lag value of 12 in the figure denotes the correlation between series values separated by 12 time intervals. Values in $[-1, 1]$ show a positive correlation, and 0 represents no correlation. The shaded area is the 95% confidence interval, and points falling outside or near the 95% confidence interval demonstrate significant non-zero, i.e., the presence of autocorrelation.

We utilize a univariate autoregressive model [60] as an autocorrelation model, and the predicted results are shown in Fig. 10. The $X$-axis denotes the time step. The $Y$-axis represents TRI. We can clearly see that the autocorrelation model is capable of enhancing the forecasting performance, because they only account for the statistical characteristics of the input data and cannot handle complex spatio-temporal data. Although the predicted results fluctuate in the short term, the trend gradually disappears with time.

After validation and analysis, we can conclude that although there is a certain degree of autocorrelation in the data, the autocorrelation model is not applicable to the mining and calculation of the features in this work.

4.2.2. Overall comparison

This section discusses the overall predictive performance of the model as well as the predictive performance w.r.t. the same location over continuous-time and different locations at the same time.

Table 1 compares the predictive performance of our method with eight baselines at three different time steps, and the results are presented as averages. Fig. 11 shows the predictive performance of DeepMeta-TRI compared with 4 types of baseline methods. The $X$-axis represents the ground truth and the $Y$-axis shows the predicted value. The closer the scatter point is to the red line, the more accurate the prediction is. It can be seen that DeepMeta-TRI obtains superior results.

On one hand, LSTM and GRU are able to capture temporal correlation effectively. However, in this case, spatial correlation is ignored, resulting in lower accuracy for these prediction tasks. Although GRU is optimized on the basis of LSTM by reducing a gate function, the experimental results of LSTM and GRU are poor overall. On the other hand, GCN can capture spatial features of topological graph structures effectively, but it focuses only on spatial relationships and cannot adequately learn features of time series. From the perspective of space and time, compared with GCN, LSTM, and GRU, which focus only on one of the spatio-temporal relations, STDN that considers both of them improves the predictive performance, and its three metrics obtain 4.47%, 3.05%, and 3.75% improvement relative to GRU, respectively. However, the CNN in STDN does not fully learn spatial features. T-GCN, which also incorporates spatio-temporal relations, uses GCN in processing spatial information, and its three metrics improve to 0.66%, 0.15%, and 0.47% relative to STDN. The A3TGCN with the addition of the attention mechanism highlights the importance of different time points, which boosts the prediction accuracy to some extent. STGCN and ASTGCN are two powerful baselines. Compared with A3TGCN, the three metrics of STGCN get an average improvement of 38.4%, 45.6%, and 45.4%, respectively. They consist entirely of convolution and do not rely on recurrent neural networks, therefore, they have a significant improvement in predictive performance. In comparison with STGCN, DeepMeta-TRI has an average improvement of 4.01%, 4.77%, and 4.54% in the three metrics, respectively. And since the

![Fig. 8. Lag scatter.](image_url)

![Fig. 9. Autocorrelation of order 1–12.](image_url)

![Fig. 10. Predicted results of the autocorrelation model.](image_url)
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number of filters of the temporal convolution module in DeepMeta-TRI depends on the number of layers (only one filter per layer) rather than the input length, the memory requirement of DeepMeta-TRI is lower than that of the RNN-based model, where the GPU memory requirements of DeepMeta-TRI, STDN and A3TGCN are 3657.2MB, 4319.4MB, and 4215.8MB. DeepMeta-TRI shows stable and superior predictive performance in different time ranges. The main reason is that DeepMeta-TRI introduces external auxiliary factors such as COVID-19 epidemics based on the consideration of spatio-temporal correlations, which facilitates the model to perceive and learn from a global perspective. The relationship between external auxiliary factors and dynamic TRI is also integrated, and the performance of the network is enhanced by the meta learner, which realizes the learning of complex and diverse dynamic spatio-temporal correlations and trends of TRI.

The experimental results are visualized from two perspectives of the same node at continuous-time and different nodes at the same time to further analyze the underfitting problem.

It can be concluded from the metrics in Table 1 that the prediction accuracy of some methods is ideal, and they can achieve a certain degree of fitting for the more aggregated data in the middle part seen in Fig. 12. However, RNN-based GRU, STDN, and A3TGCN have poor fitting results at the beginning and end, and no trend is even observed. In Figs. 12 and 13, although the accuracy of GCN in Table 1 is not as high as that of A3TGCN and STDN, convolution-based GCN and STGCN alleviate the above problems. The above method also suffers from the problem of unsatisfactory fitting of local peaks when the data suddenly changes significantly. In contrast, DeepMeta-TRI has a stronger perception and fit for the overall trend, local peaks, and values at the beginning and end.

In summary, by comparing the metrics in Table 1 and the visualizations in Figs. 12 and 13, we can draw that DeepMeta-TRI has significant competitiveness and superiority. First, compared to RNN-based methods, TCM in DeepMeta-TRI is able to process long-term sequences in a non-recursive manner, which facilitates parallel computation and mitigates gradient explosion. Another difference from RNN is
that the gradient is not in the temporal direction but the network depth direction and is more stable due to the use of residual connections. As the network deepens, its receptive field grows exponentially without introducing additional parameters. The feature extraction capability of the low-parameter convolution provides more detailed long-term dependence information. Then, to strengthen the dynamic synchronization features of urban nodes, we adopt GCN instead of CNN to establish the spatial relative relationships among nodes in the graph structure. Further, the effective integration of external auxiliary information such as the COVID-19 pandemic, traffic hubness, etc. enhances DeepMeta-TRI’s perception of semantic and temporal global perspectives. And subsequently captures the intrinsic relationship between external auxiliary information and dynamic TRI in a multi-scale post-fusion manner. Finally, the introduction of meta-learning based on parameter weight generation augments the information extraction capability of TCM and GCN. Thus, DeepMeta-TRI is more effective and stable in TRI prediction.

4.2.3. Ablation experiments
To illustrate the effectiveness of incorporating the COVID-19 pandemic data and traffic hubness, the meta gating fusion module, and the meta learner, we conduct ablation experiments and show the results in Table 2.

- **No MGF in MetaGCN**: the TRI context of the meta gating fusion module (MGF) in the meta graph convolution module is removed, i.e., no fusion is applied, and only the processed external static auxiliary information is fed to the meta learner.
- **No MGF in MetaTCM**: the TRI context of the meta gating fusion module (MGF) in the meta temporal convolution module is removed, i.e., no fusion is applied, and only the processed external dynamic auxiliary information is input to the meta learner.
- **No ML in MetaGCN**: remove the meta learner (ML) of the meta graph convolution network module.
- **No ML in MetaTCM**: remove the meta learner (ML) of the meta temporal convolution module.

From Table 2 and Fig. 14, we can visualize that removing the MGF of MetaGCN has the greatest impact on the prediction effect of the model, mainly due to learning the meta-features of external auxiliary information and considering the dynamic TRI while capturing the intrinsic relationship between spatio-temporal correlation and dynamic TRI. Compared with DeepMeta-TRI, the metrics are reduced by 11.1%, 11.2%, and 13.5%, respectively, verifying the necessity of fusing external auxiliary information with dynamic TRI in a multi-scale post-fusion manner. Secondly, the proposed model No COVID-19 data illustrates that COVID-19 pandemic data is also an essential part and its influence is stronger than the traffic hubness and pre-processing before the COVID-19 data, because of the significant dynamic cross-correlation between COVID-19 pandemic data and TRI. Comparison of DeepMeta-TRI with No ML in MetaGCN or No ML in MetaTCM demonstrates the effectiveness of meta-learning based on weight generation for the prediction of TRI. Although the metrics of removing the meta learner in MetaTCM are not greatly reduced compared to DeepMeta-TRI, DeepMeta-TRI still has 1.86%, 1.16%, and 0.47% improvement in metrics. Despite the integration of multiple modules in DeepMeta-TRI, its running time is not significantly increased. As can be seen in Fig. 15, the changing speed of each loss varies significantly with epoch, and the loss of DeepMeta-TRI, which integrates multiple modules, decreases faster and changes smoother in the later stages.

Table 2
Performance comparison of ablation experiments.

| Models                     | Running time (s/epoch) | MAE  | RMSE | MAPE |
|----------------------------|------------------------|------|------|------|
| No MGF in MetaGCN         | 0.6317                 | 2.96 | 3.82 | 4.86 |
| No COVID-19 data          | 0.6440                 | 2.97 | 3.78 | 4.84 |
| No MGF in MetaTCM         | 0.6403                 | 2.77 | 3.59 | 4.56 |
| No hubness                | 0.6389                 | 2.75 | 3.56 | 4.40 |
| No pp COVID-19 data       | 0.6716                 | 2.72 | 3.51 | 4.34 |
| No ML in MetaTCM          | 0.6188                 | 2.68 | 3.43 | 4.22 |
| DeepMeta-TRI              | 0.6449                 | 2.63 | 3.39 | 4.20 |

Fig. 13. Visualization of detailed performance w.r.t. all nodes at the same time.

Fig. 14. Performance of ablation experiments.
5. Conclusion

Traffic is an indispensable guarantee for urban development. The prediction of TRI during the COVID-19 pandemic can be deployed and applied to transportation-related platforms to provide informative references for the analysis and prediction of public safety disasters. We propose a deep spatio-temporal meta-learning framework for traffic revitalization index prediction (DeepMeta-TRI). DeepMeta-TRI consists of a temporal convolution module, a meta-graph convolution network module (MetaGCN), and a meta-temporal convolution module (MetaTCM). Both MetaGCN and MetaTCM include the meta learner and meta gating fusion module, which integrates the external auxiliary information, such as COVID-19 data and traffic hubness. We conduct extensive experiments to evaluate DeepMeta-TRI on real-world traffic revitalization index, and the experimental results demonstrate that our method exhibits highly competitive performance both in metrics and degree of the fitting. In the future, we will further explore the factors affecting the traffic revitalization index, investigate its learning and fusion approach, and extend our framework to a broader range of traffic prediction tasks.
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