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Abstract

Adaptive optimization methods have been widely used in deep learning. They scale the learning rates adaptively according to the past gradient, which has been shown to be effective to accelerate the convergence. However, they suffer from poor generalization performance compared with SGD. Recent studies point that smoothing exponential gradient noise leads to generalization degeneration phenomenon. Inspired by this, we propose AdaL, with a transformation on the original gradient. AdaL accelerates the convergence by amplifying the gradient in the early stage, as well as damps the oscillation and stabilizes the optimization by shrinking the gradient later. Such modification alleviates the smoothness of gradient noise, which produces better generalization performance. We have theoretically proved the convergence of AdaL and demonstrated its effectiveness on several benchmarks.

1 Introduction

Deep learning has shown great potential in many fields, especially in computer vision and natural language processing. As an important role in deep learning, optimization algorithm has attracted more and more attention. In recent years, researchers have proposed various optimizers (also known as optimization algorithms) for deep learning, which can be categorized into two branches: one is the stochastic gradient descent and its variants, such as SGD with momentum [Zhou et al., 2019], Nesterov accelerated gradient [Nesterov, 1983], RMSProp [Tieleman and Hinton, 2012; Zeiler, 2012; Loshchilov and Hutter, 2018; Liu et al., 2019; Li et al., 2020], etc.. These algorithms have the following generic framework:

\[ x_{t+1} = x_t - \frac{\alpha_t}{\psi(g_1, ..., g_t)} \phi(g_1, ..., g_t) \]  \hspace{1cm} (1)

where \( g_i \) is the gradient of the \( i \)-th time step, \( \alpha_t/\psi(\cdot) \) is the adaptive learning rate, and \( \phi(\cdot) \) is the gradient estimation.

Different \( \psi(\cdot) \) and \( \phi(\cdot) \) derive different optimization algorithms. For example, in SGD, \( \psi(\cdot) = 1 \) and \( \phi(\cdot) = g_t \), while in Adam, \( \psi(\cdot) = (1 - \beta_1) \sum_{i=1}^{t} \beta_1(t - i) g_i \) and \( \phi(\cdot) = (1 - \beta_2) \text{diag}(\sum_{i=1}^{t} \beta_2(t - i) g_i^2) \).

The key idea of SGD is to randomly select a mini-batch of samples to compute the gradients and update the parameters, thereby reducing the computational cost of the batch gradient descent from \( O(n) \) to \( O(1) \). To accelerate the convergence speed of SGD, SGD with momentum [Kingma and Ba, 2015] has been proposed to reduce the oscillation of SGD. Based on SGD, Nesterov accelerated gradient [Nesterov, 1983] uses \( x_t - \gamma m_{t-1} \) to replace \( x_t \) to give us a prediction of the next position of the parameter.

Adaptive algorithms [Duchi et al., 2011; Zeiler, 2012; Kingma and Ba, 2015; Loshchilov and Hutter, 2018; Liu et al., 2019; Li et al., 2020; Zhuang et al., 2020] are proposed to solve the problem that SGD scales the gradient uniformly in all directions, which may lead to limited training speed as well as poor performance when the training data are sparse. Adam [Kingma and Ba, 2015] is perhaps the most popular adaptive stochastic optimization method which uses exponential moving average to estimate the learning rate scheduler and gradient adaptively. Compared with SGD, Adam adjusts the learning rate according to the gradient value of the independent variable in each dimension. Such modification contributes to the convergence speed in the training phase. However, adaptive gradient algorithms usually suffer from poor generalization performance while SGD performs better.

There are several studies that try to explore why SGD generalizes better than Adam. A recent study [Simsekli et al., 2019] observes that the gradient noise in the training phase converges to a heavy-tailed \( \alpha \)-stable distribution. Another study [Zhou et al., 2020] builds the connection of generalization performance and gradient noise distribution in the training phase. [Zhou et al., 2020] points that the exponential gradient average in Adam, that is \( \phi(\cdot) = \sum_{i=1}^{t} \beta_1(t - i) g_i \), smooths the gradients and diminishes the anisotropic of gradient noise, thus leads to a lighter noise tail than SGD, which damages the generalization performance.

Inspired by above observations, we propose AdaL. We suggest that conducting the transformation on the current gradient \( g_t \) will contribute to the convergences and generalizations. Specifically, we compute the \( l_1 \)-norm of \( g_t \). The insight be-
hind this modification is that we need accelerate the convergence speed by amplifying the gradients in the early stage and dampen the oscillation and stabilize the optimization by shrinking the gradient later. In such way, we ensure the consensus of desired optimizers in deep learning.

Besides, we theoretically analyze the convergence behaviors of AdaL in both convex online optimization and non-convex stochastic online optimization. We rigorously show that the regret under the convex assumption is upper bounded by $O(\sqrt{T})$, while the convergence rate in the non-convex case is upper bounded by $O(\log T/\sqrt{T})$. It is noticeable that previous proofs are all based on a decreasing $\beta_1$ to ensure the convergence, while in our proof we remove this constraint. We derive a data-dependent regret bound with a constant $\beta_1$ following [Alacaoglu et al., 2020], which bridges the gap between theoretical analysis and practice. Finally, we validate the performance of AdaL on some typical computer vision tasks. In summary, our contribution can be concluded as:

- We proposed AdaL, which performs a gradient transformation on Adam without extra parameters. AdaL has two merits: (1) fast convergence as adaptive methods, (2) better generalization performance than Adam.
- We have strictly proved the convergence behaviors of AdaL in both convex case and non-convex case with a non-attenuated $\beta_1$, which aligns the theoretical proof with the practice.
- We evaluate the empirical performance of AdaL on several benchmarks. AdaL achieves rapid convergence as adaptive methods and good generalization as SGD method.

2 Methods

2.1 Notations

We start from the necessary notations in this paper. Let $\theta_i$ denote the $i$-th coordinate of a vector $\theta \in \mathbb{R}^d$. Let $\|\theta\|_1$, $\|\theta\|_2$, and $\|\theta\|_{\infty}$ denote the $l_1$-norm, $l_2$ norm and $l_{\infty}$-norm, respectively. Given a vector $a \in \mathbb{R}^d$ and a positive definite matrix $M \in \mathbb{R}^{d \times d}$, we denote $M^{-1} a$ as $a/M$ and $\sqrt{M}$ as $M^{1/2}$. Here for a vector, $\|\theta\|_1 = \sum_{i=1}^{d} |\theta_i|$, $\|\theta\|_2 = \sqrt{\sum_{i=1}^{d} \theta_i^2}$, $\|\theta\|_{\infty} = \max |\theta_i|$. For a matrix $N \in \mathbb{R}^{m \times n}$, we may have a little abuse of notations. We denote $\|N\|_1 = \sum_{i=1}^{m} \sum_{j=1}^{n} |N_{ij}|$, which is different from the definition of $1$-norm of matrix. The projection operation defined as $P_{\mathcal{X}}(x) = \text{arg min}_{y \in \mathcal{X}} \|y - x\|_M$, where $\|a\|_M = \langle a, \text{diag}(M) a \rangle$. We assume $P_{\mathcal{X}}(x)$ is non-expansive, that is $\|P_{\mathcal{X}}(y) - P_{\mathcal{X}}(x)\|_M \leq \|y - x\|_M$. $\mathcal{X}$ has bounded diameter $D$ if $\max_{x,y \in \mathcal{X}} \|x - y\|_{\infty} \leq D$.

2.2 AdaL

Like previous methods, we aim to find an optimization strategy that converges as fast as Adam while generalizes as good as SGD. In this section we develop a new variant of Adam, termed AdaL (Algorithm 1), and provide the convergence analysis.

![Algorithm 1 AdaL](image)

The difference from Adam is marked in red. We can see that no extra parameters are introduced in AdaL. The difference between Adam and AdaL is that the latter adds a coefficient to the current gradient $g_t$. Intuitively, we want to accelerate the convergence by amplifying the gradient in the early stage and dampen the oscillation and stabilize the optimization by shrinking the gradient later. Note that we choose the $l_1$-norm of $g_t$, that is $\|g_t\|_1$. We make an assumption that $g_t$ in each iterative step is decreasing with oscillation in a general view. We will give specific examples in the following section to illustrate this assumption.

2.3 Study on $l_1$-norm of $g_t$

It is noticeable that the insight behind adaptive algorithm is that we choose adaptive step (determined by the current gradient) to update the parameters in each direction, since frequently occurring and infrequent features should conduct different learning rates. In deep learning models, parameters in the same layer usually share similar properties. The basic unit in the neural network is $A X + b$, where $A$ is weight matrix and $b$ is bias. We compute $\|A\|_1 = \sum_{ij} |A_{ij}|$ to amplify or shrink the gradient for each coordinate. All the parameters in the same “group” share the same coefficient. Here “group” means the parameters in one layer play a similar role. Actually, it is easy to achieve this modification in PyTorch [Paszke et al., 2019] within several lines of code as following:

```import torch

... grad_norm = torch.norm(grad, p=1, dim=None)
grad_new = grad_norm * grad
# replace grad with grad_new
...
```

We give two specific examples of $\|g_t\|_1$: MLP on MNIST and ResNet34 on CIFAR 10 in the training process. In Figure [1] we choose one parameter and compute its gradient norm, which is shown decreasing. As for ResNet on CIFAR 10, we choose two typical gradient paradigms. In Figure [2(a)] it is similar with Figure [1] which is shown decreasing. In Figure [2(b)] the gradient norm is maintained at a low level.
2.4 Why AdaL generalizes better than Adam

It is known that adaptive gradient method usually suffers from poor generalization performance than SGD. Inspired by recent studies [Simsekli et al., 2019] on the stochastic gradient noise in deep neural networks, [Zhou et al., 2020] explains this issue by introducing the Lévy-driven stochastic differential equations (SDEs) to explore the escaping time of SDEs from a local basin. Their results show that the Radon measure of the basin and the heaviness of gradient noise influence the escaping time, which is related to the generalization performance positively. Specifically, the escaping time depends on the Radon measure of the basin on the landscape positively and the heaviness of gradient noise during the training phase negatively. Adam scales each gradient coordinate adaptively, which results a large Radon measure as well as Adam smooths the current gradient by exponential gradient average, which leads to lighter gradient noise tails.

In Figure 3, we illustrate the gradient noise of the Adam, SGD and our AdaL in a line. We show that the gradient noise of AdaL is much closer to SGD.

We denote the noise of gradient in optimizers as \( u_t \) follow-

\[ u_t = \nabla F(\theta_t) - \nabla f_{R_t}(\theta_t) \]

where \( F \) means the average loss, which is defined as:

\[ \min_{\theta \in \mathbb{R}^d} F(\theta) = \frac{1}{n} \sum_{i=1}^{n} f_i(\theta), \]

where \( f_i(\theta_t) \) is the loss of \( t \)-th sample. Accordingly, \( \nabla f_{R_t}(\theta_t) \) denotes the gradient on mini-batch \( S_t \).

Then for popular optimizers SGD and Adam, we have:

\[
\begin{align*}
    u_t^{\text{SGD}} &= \sum_{i=0}^{t} g_t - g_t \\
    u_t^{\text{Adam}} &= \frac{1 - \beta_1}{1 - \beta_1^t} \sum_{i=0}^{t} \beta_1^{t-i} u_t
\end{align*}
\]

For AdaL,

\[
\begin{align*}
    u_t^{\text{AdaL}} &= \frac{1 - \beta_1}{1 - \beta_1^t} \sum_{i=0}^{t} \beta_1^{t-i} u_t'
\end{align*}
\]

In AdaL, the current gradient is amplified by the \( l_1 \) norm, which alleviates the heaviness of gradient noise. In this way, AdaL reduces the generalization gap with SGD. We refer readers to [Zhou et al., 2020] for more details of gradient noise and Radon measure.

2.5 Convergence analysis

Online Optimization At each time step \( t \), the optimization algorithm picks a point \( x_t \) in a feasible set \( \mathcal{X} \in \mathbb{R}^d \). Let \( f_t \) be the loss function corresponding to the underlying mini-batch, and the algorithm incurs loss \( f_t(x_t) \). We use regret, which is defined as the sum of all the differences between online prediction \( f_t(x_t) \) and loss incurred by the fixed parameter point in \( \mathcal{X} \) for all the steps, to evaluate the algorithm.

\[
R(T) = \sum_{t=1}^{T} f_t(x_t) - \min_{x \in \mathcal{X}} \sum_{t=1}^{T} f(x)
\]

\( \mathbf{Theorem 1} \) (Convergence in convex optimization). Let \( \{x_t\} \) and \( \{v_t\} \) be the sequences defined in Algorithm 1, \( \alpha_t = \alpha/\sqrt{t}, \beta_1 < 1, \beta_2 < 1, \gamma = \beta_2^2 < 1 \). Let \( x \in \mathcal{X} \), where \( \mathcal{X} \in \mathbb{R}^d \) is a compact convex set and has bounded diameter \( D \). Let \( G = \max \|g_t\|_{\infty} \) and \( M = \max \|g_t\|_1 \) for all \( t \), then
for \( \{x_t\} \) generated using AdaL, we have the following bound on the regret

\[
R(T) \leq \frac{D^2 \sqrt{T}}{2\alpha (1 - \beta_1)} \sum_{i=1}^{d} \hat{v}_{T,i}^{1/2} + \frac{\alpha \sqrt{1 + \log TM}}{\sqrt{(1 - \beta_2)(1 - \gamma)}} \sum_{i=1}^{d} \sum_{t=i}^{T} g_{t,i}^2
\]

It is shown that the regret of AdaL is upper bounded by \( O(\sqrt{T}) \). It is noticeable that we don’t need a decaying \( \beta_1 = \beta_1/T \) to ensure a regret of \( O(\sqrt{T}) \) like previous proofs. Here we adopt the new regret analysis for Adam-type algorithms provided by [Alacaoglu et al., 2020].

**Theorem 2 (Convergence in non-convex optimization).** Under the following assumptions:

- \( f \) is L-smooth: \( \| \nabla f(x) - \nabla f(y) \| \leq L \| x - y \|, \forall x, y. \)
- \( G = \max_t \| \nabla f(x_t) \|_{\infty} \) and \( f_t(x) = f(x, \xi_t). \)
- \( M = \max_t \| \nabla f(x_t) \|_1. \)
- \( x_* \in \arg \min_x f(x) \) exists.

\( \alpha_t = \alpha/\sqrt{t}, \beta_1 < 1, \beta_2 < 1, \gamma = \beta_2^2 < 1. \) We have the following bound on the regret

\[
\frac{1}{T} \sum_{t=1}^{T} E[\| \nabla f(x_t) \|^2] \leq \frac{1}{\sqrt{TM}} \left[ G(f(x_1) - f(x_*)) + G^3M \hat{v}_0^{-1/2} \right] + \frac{G^3d}{4L\alpha(1 - \beta_1)} + \frac{G\log(1 - \beta_1)(1 + \log T)}{(1 - \beta_2)(1 - \gamma)}
\]

Theorem 2 implies the convergence rate of AdaL in the non-convex case is upper bounded by \( O(\log T/\sqrt{T}) \), which is similar to other optimizers.

Full proof can be found in the Appendix.

### 3 Experiments

In this section, we evaluate the performance of AdaL with other popular optimizers, including Adam, NosAdam, AMSGrad on several benchmarks. We study the task of multi-class classification on CIFAR 10 and CIFAR 100 using deep convolutional neural networks. The setup for each task is detailed in Table 1. We demonstrate that AdaL can efficiently perform well compared with the state of the art.

| Dataset     | Network type       | Architecture  |
|-------------|--------------------|---------------|
| CIFAR10     | Deep Convolutional | ResNet-34     |
| CIFAR10     | Deep Convolutional | DenseNet-34   |
| CIFAR100    | Deep Convolutional | ResNet-34     |
| CIFAR100    | Deep Convolutional | DenseNet-121  |

Table 1: Details of the models for experiments.

Following the previous setting, we fix \( \beta_1 \) to be 0.9, \( \beta_2 \) to be 0.999 for all the Adam-like adaptive methods throughout our experiments. We run 150 epochs for all the experiments.

For image classification task, we use cross-entropy as loss function and apply weight decay \( \lambda = 5 \times 10^{-4} \) on the parameters to prevent overfitting. We set the mini-batch size to be 128 and search learning rate among \( \{0.01, 0.001, 0.0001\} \). We employ learning rate decay scheme at epoch 50 and epoch 100 by multiplying 0.1.

We also find that many existing methods don’t provide the testing loss curve, which indicates the generalization ability of optimizer to some extent. We provide the test loss curve as another metric besides test accuracy.

All the experiments are conducted on NVIDIA TITAN RTX 24GB GPU using Pytorch [Paszke et al., 2019].

#### 3.1 Synthetic Experiments

We first give two examples of synthetic non-convex objective landscape, named Rastrigin and Rosenbrock benchmark functions. Rastrigin function has one global minimum in \((0.0, 0.0)\) with lots of local minima surrounding it, while Rosenbrock function has one global minimum in \((1.0, 1.0)\) in a flat valley. These two functions are typical because they show some assumptions of the landscape in deep learning. Some previous studies suggest that the landscape has many local minima, which straps the behaviors of optimizers, while recent studies [Choromanska et al., 2015] [Wu et al., 2017] [He et al., 2019] show that the flat minima are more common.

Figure 4(a) and Figure 4(c) show the landscape of the objective functions. Figure 4(b) and Figure 4(d) show the behaviors of AdaL on contour. The green darker indicates the
global minimum of Rastrigin function. We conduct the optimization on these two functions and plot the trajectories (red line) of AdaL. Experimental results show that AdaL converges well on these two situations. As for other optimizers, we refer readers to an open-source GitHub repository\footnote{https://github.com/jettify/pytorch-optimizer} for more details. We can find that AdaL performs well than most optimizers.

### 3.2 Deep Convolutional Neural Network

We conduct the task of image classification on CIFAR-10 and CIFAR-100 using two typical networks: ResNet-34 [He et al., 2016] and DenseNet-121 [Huang et al., 2017]. For each optimizer, we search for the optimal hyperparameters and report the best parameters.

Different from previous evaluation metric (i.e. accuracy), we consider the loss and accuracy on the testset simultaneously. The intuition is that there exists a gap between test accuracy and test loss, that is, lower loss does not indicate higher accuracy. In the experimental part, we will observe this phenomenon in other baseline optimizers.

The accuracy curves and loss curves are shown in Figure \ref{fig:resnet_cifar}. We can see that AdaL has fast converge speed in the early stage and achieves higher test accuracy and lower test loss in the final stage. It is noticeable that the test loss of AdaL is also low in several experiments while other optimizers remain a high test loss. Previous studies omit the training and testing loss curves, which are important to reflect the generalization performance to some extent. Experiments illustrate the fast convergence speed and good generalization performance of AdaL.

### 3.3 Analysis

To verify the efficacy of AdaL, we conduct several experiments to compare the performance based on the results shown above. It is easy to find that AdaL converges fast compared with baseline methods. It is also noticeable that convolutional and fully connected layers play different parts in deep CNN models. Parameters in different convolutional layers have different roles, which leads to a distinct variation of gradients and their norms.

### 4 Future Work

It is worthwhile to explore several other problems, which is important to understand the optimization and generalization in deep learning. For example, current optimizers always ignore the discussion of generalization from a theoretical view. Many studies aim to explore the global minimum or local minima, which is not the key of deep learning. It is more important to explore the property of optimal point searched by optimizers when designing optimization algorithms. We should pay more attention to the flat minima or sharp minima, which influences the generalization performance to some extent heavily [Hardt et al., 2016, Kleinberg et al., 2018, Xie et al., 2020]. Current optimizers should reduce this fragmentation between optimization and generalization. Besides, the gradient noise plays a vital role...
in the dynamics of optimization, as the noise is anisotropic and location-dependent, which implies complex dynamics. Last but not least, efficient second-order gradient may provide more insight on the convergence and generalization, which remains to explore.

5 Conclusion

In this study, we propose an improved Adam called AdaL, which accelerates the convergence by amplifying the gradient in the early stage, as well as dampens the oscillation and stabilizes the optimization by shrinking the gradient later. Compared with Adam, this modification alleviates the smoothness of gradient noise, which produces better generalization performance. We theoretically proved the convergence of AdaL and empirically demonstrated its powerful global search ability through two complex non-convex functions. Moreover, extensive experiments on image classification problems show that AdaL can effectively accelerate the convergence speed of deep neural networks and improve the generalization ability of their models.
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