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HIGHLIGHTS
• Modeling and forecasting are key steps to build Wastewater Surveillance System for COVID-19.
• VAR is used to forecast the number of COVID-19 cases from SARS-CoV-2 concentration in wastewater.
• Forecasts in future clinical case counts can help to mitigate the risk of COVID-19 spread.
• Long-term SARS-CoV-2 concentration monitoring is more reliable for forecasting COVID-19 cases.

GRAPHICAL ABSTRACT

The building of an effective wastewater-based epidemiological model that can translate SARS-CoV-2 concentrations in wastewater to the prevalence of virus shedders within a community is a significant challenge for wastewater surveillance. The objectives of this study were to investigate the association between SARS-CoV-2 wastewater concentrations and the COVID-19 cases at the community-level and to assess how SARS-CoV-2 wastewater concentrations should be integrated into a wastewater-based epidemiological statistical model that can provide reliable forecasts for the number of COVID-19 infections and the evolution over time as well. Weekly variations on the SARS-CoV-2 wastewater concentrations and COVID-19 cases from April 29, 2020 through February 17, 2021 were obtained in Borough of Indiana, PA. Vector autoregression (VAR) model with different data forms were fitted on this data from April 29, 2020 through January 27, 2021, and the performance in three weeks ahead forecasting (February 3, 10, and 17) were compared with measures of Mean Absolute Error (MAE) and Mean Absolute Percentage Error (MAPE). A stationary block bootstrapping VAR method was also presented to reduce the variability in the forecasting values. Our results demonstrate that VAR(1) estimated with the logged data has the best interpretation of the data, but a VAR(1) estimated with the original data has a stronger forecasting ability. The forecast accuracy, measured by MAPE, for 1 week, 2 weeks, and 3 weeks in the future can be as low as 11.85%, 8.97% and 21.57%. The forecasting performance of the model on a short time span is unfortunately not very impressive. Also, a single increase in the SARS-CoV-2 concentration can impact the COVID-19 cases in an inverted-U shape pattern with the maximum impact occur in the third week after. The flexibility of this approach and easy-to-follow explanations are suitable for many different locations where the wastewater surveillance system has been implemented.

© 2021 Elsevier B.V. All rights reserved.

⁎ Corresponding author at: 210 South Tenth Street, Indiana, PA 15705, USA.
E-mail address: ycao@iup.edu (Y. Cao).

https://doi.org/10.1016/j.scitotenv.2021.147451
0048-9697/© 2021 Elsevier B.V. All rights reserved.
1. Introduction

As the COVID-19 pandemic continues, clinical diagnostic testing for COVID-19 on individual levels does not by itself provide a holistic indicator of community health risk. One significant concern with COVID-19 is that most cases in the U.S. are often asymptomatic and presymptomatic, allowing infected individuals to spread the virus without knowing that they are carriers (Moghadas et al., 2020). Moreover, a considerable percent of patients recovered from COVID-19 could still carry and shed virus (Landi et al., 2021). This implies that to monitor the current state and spread of the epidemic, other surveillance tests should be used in conjunction with the clinical testing data. Among the common surveillance strategies, wastewater-based epidemiology (WBE) to monitor for the SARS-CoV-2 virus in wastewater has demonstrated to be an effective technology for public health surveillance (U.S. CDC). As more and more municipalities, laboratories, and universities have taken the efforts to implement systematic wastewater surveillance in the U.S., crucial areas were also identified requiring additional research to further strengthen this approach and take full advantage of its potential for public health actions (Kitajima et al., 2020; Shalil et al., 2020).

Of those challenges, how the data generated from wastewater surveillance should be analyzed (Graham et al., 2021) and be used to build a feasible and reliable wastewater-based epidemiological model that can translate SARS-CoV-2 concentrations in wastewater to the prevalence of virus shedders within a community is an urgent need. Currently, descriptive and graphical analyses, correlation analysis (Duvall et al., 2021), and linear regression analysis (U.S. CDC; Vallejo et al., 2020) are the major tools in the public health interpretation and analysis of wastewater surveillance data. The descriptive analysis and visualizations provide a summary of the sample studied, but the findings are limited to empirical descriptions and interpretations of the epidemic phenomena (Duvall et al., 2021). In addition, the Spearman’s rank correlation test and the regression analysis have limitations, i.e., they are primarily designed for independent data with linear correlations. The wastewater-based epidemiology data being analyzed are in the context of time series data, i.e., dependent data, and may not be linearly correlated. Thus, the use of those methods may produce misleading inferences.

The fact that the majority of the current studies applied only basic and simple statistical analysis is because the time span of the available wastewater surveillance data is insufficient for robust time series analysis. With the data that constructed in this work, it can be seen that multivariate time series models are applicable to address the nonlinearity, endogeneity, and especially the lagging issues (Pecchia et al., 2020) that exist in wastewater-based epidemiology data. Therefore, the present work seeks to use vector autoregression (VAR) combined with bootstrapping inferences to build a wastewater-based epidemiological statistical model for clarifying the structure of wastewater surveillance data as well as for forecasting the COVID-19 evolution over time at the community-level. The flexibility of this approach and easy-to-follow explanations are suitable for many different locations where the wastewater surveillance system has been implemented.

2. Methods

2.1. Study populations

Our major data come from the Borough of Indiana Wastewater Treatment Plant (WWTP), which is located within Center Township, Pennsylvania. This plant services a population of approximately 30,000 people, which includes the Borough of Indiana, Indiana University of Pennsylvania (IUP), and the Township of White as shown in Fig. 1. The Wastewater treatment plant is an activated sludge, secondary treatment facility with a hydraulic design capacity of 8.2 MGD, and an organic capacity of 10,000 pounds per day. The service area is almost entirely comprised of residential units and contains the only hospital within the County.

To validate our data analysis, modeling, and forecasting, data from the Green Bay Metropolitan Sewerage District (MSD) that located in Wisconsin and Salt Lake City Water Reclamation Facility (WRF) that is in Utah are investigated. The Green Bay MSD currently serves an estimated of 189,000 people, while the Salt Lake City WRF serves 209,645 people.

2.2. Wastewater sampling in Indiana WWTP

Since April 2020, Indiana Borough has been partnering with Biobot Analytics, Inc, an MIT-based startup that analyzes wastewater samples for SARS-CoV-2, the virus responsible for COVID-19. Weekly flow proportional samples were collected beginning on April 8th, 2020 and continue today. Each sample is collected over a 24-h period every Thursday at approximately 7:00 AM from a refrigerated Isco sampler located at the headworks of the facility. The sample is then poured into three 50 ml plastic sample containers and shipped overnight to Biobot’s analytical lab in Cambridge, Massachusetts. An insulated envelope and ice pack are used to maintain the sample’s temperature at or below 4 degrees C. The sample’s metadata is collected via online form, which contains the location, date, time, and flow rate on the sampling day, as well as sample type, and the amount of any precipitation events.

2.3. Lab analysis and data processing

Lab analysis and data processing for SARS-CoV-2 RNA are done by Biobot Analytics, Inc. (Cambridge, MA). Their protocol for detecting SARS-CoV-2 in sewage has been adapted from the CDC protocol, which includes steps to filter, concentrate, and test for the virus genetic material using the Polymerase Chain Reaction (PCR) procedure according to Wu et al. (2021). PCR amplifies the signal so it can be detected and is the same type of analysis that is used to test for infection in humans. Quantification of the SARS-CoV-2 virus genetic material present in the water samples are given by the raw viral copies per liter of sewage and normalized concentrations. The normalized concentrations, denoted as viral copies, are used in this study.

Local COVID-19 case data were obtained from the within the Borough of Indiana by zip code. Cases were reported by the previous date of sample collection, i.e. every Wednesday. Weekly confirmed cases were calculated by subtracting the cumulative confirmed cases between Wednesdays. Finally, wastewater data and epidemiology data were combined to make the time series, see Table 1, for modeling and forecasting (Data used in this work as well as the updated data are presented in an online web App, which can be viewed at https://ytcao.shinyapps.io/wwapp2/).

2.4. Statistical analysis

In the conducted study, based on the characteristic of each time series with some correlation structure between each other, Vector Autoregression (VAR) method is applied. VAR, at its core, is basically an extension of univariate autoregressive (AR) model. Since the seminal work of (Sims, 1980), different kinds of VAR models have increased their presence and importance within the field of economics and econometric analysis. It has been found that these kinds of simple models, with a small number of variables and parameters, can seriously compete in terms of their forecasting capabilities with the large macroeconomic models that have hundreds of variables and parameters (Alvarez-De-Toledo et al., 2008).

Prior to VAR model was completely formed eventually, a model selection procedure should be taken place by evaluating its lag value $p$. In the conducted study, in order to assess the optimal lag of the COVID-19 case forecast model, it required applying Akaike’s Information Criterion (AIC) calculation for some $k$ independent variables where the AIC value is generally defined using the following mathematical equation.

$$AIC = \log \sigma^2 + \frac{n + 2k}{n}$$  \hspace{1cm} (1)
where $\sigma_k^2 = \frac{\text{SSE}}{n}$ with $\text{SSE} = \sum_{i=1}^{n} (y_i - \bar{y})^2$. In which $y_i$ is the observed value at the $i$th-time, $k$ is the number of parameters in the model, $\bar{y}$ is the mean of the process, and $n$ is number of observations. In this case, it can be stated that a better lag value $p$ is achieved at a smaller AIC value.

After accomplishing to determine the ($p$) lag value with AIC, the VAR model as a combination of the weekly change in COVID-19 cases (WC) and SARS-CoV-2 viral copies (VC) on the log scale can be written in the form of a matrix equation as follows:
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or, more compactly,

$$
y_t = c + \sum_{i=1}^{p} A_i y_{t-i} + \epsilon_t
$$

In which $y_{WC,t}$ is the COVID-19 cases at time $t$; $y_{VC,t}$ is the SARS-CoV-2 viral copies at time $t$. Meanwhile, $c$ is a constant indicating the intercept; $\epsilon_t$'s are the error terms and $\epsilon_t \sim N(0, \Sigma)$; and $p$ is the lag length. In this case, the model parameter $a$'s can be estimated by using Ordinary Least Square (OLS) method, i.e. by minimizing the value of squared error (minimizing $\epsilon^2$ values).

Since all variables in a VAR model depend on each other, individual coefficient estimates only provide limited information on the reaction of the system to one shock. To get a better picture of the model's dynamic behavior, impulse responses (IR) are used. The departure point of every impulse response function for a linear VAR model is its moving average (MA) representation, which is also the forecast error impulse
response (FEIR) function. Mathematically, the FEIR $\Phi_i$ for the $i$th period after the shock is obtained by

$$\Phi_i = \sum_{j=1}^{i} \Phi_{i-j}, i = 1, 2, \ldots$$

(4)

with $\Phi_0 = I_0$ and $A_k = 0$ for $j > p$ where $k$ is the number of endogenous variables and $p$ is the lag order of the VAR model.

Once the best model was obtained and able to be used for forecasting, the forecast accuracy level of the model can also be evaluated by Mean Absolute Error (MAE) and/or Mean Absolute Percentage Error (MAPE), which are given by the following mathematical equations, respectively

$$MAE = \frac{1}{H} \sum_{h=1}^{H} |y_{T-h} - \hat{y}_{T-h}|;$$

(5)

$$MAPE = \frac{1}{H} \sum_{h=1}^{H} \frac{|y_{T-h} - \hat{y}_{T-h}|}{y_{T-h}} \times 100,$$

(6)

where $y_{T-h}$ is the forecast value at the $h$-step ahead, $y_{T+h}$ is the actual value at the $h$-step ahead, and $H$ is length of time requires forecast.

If one fits a VAR model but the model cannot be able to capture the structure and/or behavior exists in the series in a satisfactory way and thus leads to poor forecast, then bootstrapped time series can be applied to improve the forecast accuracy. Bootstrap aggregating (bagging) prediction models is a general method for fitting multiple versions of a prediction model and then combining (or ensemble) them into an aggregated prediction (Breiman, 1996). Bagging is a straightforward algorithm in which bootstrap copies of the original training data are created, the regression or classification algorithm is applied to each bootstrap sample and, in the regression context, new predictions are made by averaging the predictions together from the individual optimal algorithms. There are several bootstrapping methods appeared in the literature, the stationary block bootstrap scheme as outlined in (Politis and Romano, 1994) was applied to investigate the performance of bagging VAR on our data in this study. A non-parametric stationary block bootstrapping algorithm is developed and demonstrated in Table 2. All the visualizations and statistical analysis were performed in R 4.0.3 (R Development Core Team). A web App is also developed to go along with this paper and can be viewed at https://ytcao.shinyapps.io/wwapp2/.

3. Results

3.1. Variables exploration and transformation

In the Indiana Borough (IB) data, influent wastewater characteristics such as average daily flow in MGD and biochemical oxygen demand (BOD) were also obtained. However, no correlation was detected between the two and SARS-CoV-2 concentrations or COVID-19 cases. This finding was also confirmed in (Vallejo et al., 2020). Therefore, influent wastewater characteristics will not be analyzed in what follows. Descriptive statistics of SARS-CoV-2 concentrations and COVID-19 cases for the three studied catchment areas are summarized in Table 3. Fig. 2 (top panel) illustrates the distributions of the weekly COVID-19 cases and SARS-CoV-2 Concentrations in the IB data. It can be seen that the distribution of SARS-CoV-2 Concentrations is right skewed, after logarithm transformation the distribution becomes less skewed but more regular. That is why most of the data analysis on wastewater data suggest to log transform this variable (U.S. CDC). Distribution of the weekly COVID-19 cases is more like uniform but with some spikes as expected. These spikes can make the data analysis more challenge and the forecasting less reliable. A logarithm transformation can make this variable a slightly more stable. Same conclusion can be drawn for the Salt Lake (SL) City and Green Bay (GB) data as all the mean values are greater than the median values in these data (Table 3).

Figs. 3, A1, and A2 show the time series plot of the SARS-CoV-2 concentrations in the three studied catchment areas along with their autocorrelation characteristics. It can be observed that both the SARS-CoV-2 concentration and logged SARS-CoV-2 concentration exhibit an AR (1) process property (ACF plot shows an exponential decay and PACF shows a cutoff after lag 1) in IB and SL City with the exception that the (logged) SARS-CoV-2 concentration in GB shows a random walk property. This may be due to the short time span of this data set. Figs. 4, A3, and A4 show the dependence pattern in the change of COVID-19 cases in the three areas. Again, they all demonstrate an AR(1) property regardless of the form and time span of the variables, i.e., whether it is the weekly change cases, the logged weekly change cases, the 7-day rolling average cases, or the logged 7-day rolling average cases. Phillips-Perron

Table 1
Part of the wastewater-based epidemiology data from Indiana Borough WWTP.

| Time            | Ave daily flow (MGD) | Influent BOD (mg/l) | COVID-19 viral copies (X1000) | Weekly clinical change |
|-----------------|----------------------|---------------------|-----------------------------|------------------------|
| 4/29/2020       | 6.09                 | 59                  | 0.1                         | 21                     |
| 5/6/2020        | 8.55                 | 114                 | 0                           | 1                      |
| 5/13/2020       | 3.7                  | 137                 | 0                           | 1                      |
| 2/3/2021        | 3.47                 | 169                 | 180.80                      | 17                     |
| 2/10/2021       | 3.26                 | 207                 | 397.27                      | 37                     |
| 2/17/2021       | 5.23                 | 83.0                | 159.75                      | 31                     |

Note: There are two missing values in this data set, which occurred on November 4, 2020 and January 6, 2021.

Data from Green Bay MSD and Salt Lake City (WRF) are available from https://www.dhs.wisconsin.gov/covid-19/wastewater.htm and https://deq.utah.gov/water-quality/sars-cov-2-sewage-monitoring, respectively.

Table 2
The non-parametric stationary block bootstrapping algorithm with a VAR model.

| Step | Description |
|------|-------------|
| 0    | Estimate a VAR model of order $p$ using the original data and obtain the point forecast(s). |
| 1    | Draw random samples with the stationary resampling procedure from the original data with the same size, estimate the VAR model of order $p$ and obtain the point forecast(s). |
| 2    | Repeat step 1 for $B$ times. |
| 3    | Combine the $B-1$ forecast(s). |
| 4    | Calculate the point forecast(s) using mean if the bootstrap distribution is symmetric and median if the bootstrap distribution is skewed. Construct the 95% CI by taking the 2.5th percentile and 97.5th percentile together. |

Table 3
Summary statistics of SARS-CoV-2 Concentrations and COVID-19 Cases for the three studied locations in the U.S.

|                | SARS-CoV-2 Concentrations | COVID-19 Cases |
|----------------|---------------------------|---------------|
|                | Mean (sd) | Median (IQR) | Mean (sd) | Median (IQR) |
| Indiana Borough | 318.37 (463.98) | 137.9 (458.72) | 45.5 (50) | 25.5 (61.25) |
| Salt Lake City  | 116.8 (163.98) | 69 (141.8) | 231.68 (157.43) | 185.6 (238.55) |
| Green Bay       | 14.043 (8.15) | 11.717 (11.636) | 55.71 (21.45) | 54.12 (37.97) |

Notes: (1) For Indiana Borough data: the timespan is 4/29/2020 through 1/27/2021 ($n = 38$, due to 2 missing values); the unit for SARS-CoV-2 Concentrations is thousand genome copies per liter of sewage; the unit for COVID-19 cases is the weekly confirmed cases. (2) For Salt Lake City data: the timespan is 5/7/2020 through 1/19/2021 ($n = 38$); the unit for SARS-CoV-2 Concentrations is million gene copies per liter of sewage; the unit for COVID-19 cases is the weekly confirmed cases per 100,000 people. (3) For Green Bay data: the timespan is 8/31/2020 through 1/13/2021 ($n = 20$); the unit for SARS-CoV-2 Concentrations is million gene copies per person; the unit for COVID-19 cases is the 7-day rolling average per 100,000 people.
Unit Root Test shows that the logged change in COVID-19 cases from IB is a stationary process \((p < 0.01)\), but all the other logged variables are non-stationary. The most common feature that can be found from these figures is that the logged variables are more stable, i.e., showing less variability and spikes than that in their raw variables. Figs. 5, A5, and A6 demonstrate the correlation between the weekly change in COVID-19 cases...
and SARS-CoV-2 concentrations in both the original form and the logged form. It is clear that an increase in SARS-CoV-2 concentration has been consistently associated with an increased number of COVID-19 infections. Furthermore, the logarithm transformation on both variables can significantly stabilize their relationship, mainly because they are both non-negative variables and are skewed to the right.

Taken together, the findings in Figs. 3, 4, and 5 provide a consistent evidence that a VAR system can be used to model the association

![Fig. 4. Time series plot of COVID-19 cases and logged COVID-19 cases concentration and their ACF and PACF plots for Indiana Borough data.](image)

and SARS-CoV-2 concentrations in both the original form and the logged form. It is clear that an increase in SARS-CoV-2 concentration has been consistently associated with an increased number of COVID-19 infections. Furthermore, the logarithm transformation on both variables can significantly stabilize their relationship, mainly because they are both non-negative variables and are skewed to the right.

Taken together, the findings in Figs. 3, 4, and 5 provide a consistent evidence that a VAR system can be used to model the association

![Fig. 5. The correlation between weekly change in COVID-19 cases and SARS-CoV-2 concentration; and logged weekly change in COVID-19 cases and logged SARS-CoV-2 concentration in IB data.](image)
exists in the data on either the raw level or the logged level for interpretation and forecasting as well.

3.2. Model building and forecasting

To build a reliable VAR system, performance of multiple models on fitting the data (measured with AIC) and forecasting future values (measured with MAE and MAPE) were investigated in this section. Specifically, for each of the IB, SL, and GB data, a VAR(1) model was fitted with both the original data and the logged data, i.e. VAR(1) log-log. The results are summarized in Table 4.

The overall conclusion that can be drawn from this comparison is that the log-log VAR(1) model fits the data better as a smaller AIC value is achieved in each of the three cases, but the VAR(1) model estimated with the original data has a much stronger prediction power. The worst forecasting performance comes from the GB data, even though the MAPE for the first week is 31.65%, which can be considered reasonable. The low performance on the GB data is mainly due to the short time span as the length is only 20 weeks. The forecasting ability for the VAR(1) and log-log VAR(1) are very close to each other based on the IB data. The log-log VAR(1) models forecasts slightly better for the first week, but the VAR(1) model forecasts better for both week 2 and week 3 in the future. Thus, it can be concluded that the VAR(1) outperforms the log-log VAR(1) in fitting the data, but not in forecasting future COVID-19 cases. Moreover, one can see that the 95% confidence intervals generated from the VAR(1) model for the IB data includes negative values, which is because there are some zero (0) cases in the data. This problem can be overcome by using the Bootstrap methods.

The main purpose of impulse response analysis is to describe the evolution of a VAR model’s variables in reaction to a shock in one or more variables. This feature allows to trace the transmission of a single shock within an otherwise noisy system of equations and, thus, makes them very useful tools in understanding the dynamic relations. As the goal is to forecast the COVID-19 cases from the SARS-CoV-2 concentration in wastewater, Fig. 6 shows how a single shock in SARS-CoV-2 concentration impact the COVID-19 cases in

![Fig. 6](image)

**Table 4**

Comparison of the model fitting and forecasting performance of a VAR(1) model in the original form and log-log form on the three data sets.

| Measures   | IB data | SL data | GB data |
|------------|---------|---------|---------|
|            | VAR(1)  | VAR(1)  | VAR(1)  |
|            | log-log | log-log | log-log |
| AIC        | 869.42  | 190.54  | 273.3   |
| Actual.1   | 17      | 17      | 32.35   |
| Forecast.1 | 27      | 25      | 42.6    |
| 95% CI     | (−27, 80) | (4, 33) | (22.4, 62.8) |
| Actual.2   | 37      | 37      | 27.66   |
| Forecast.2 | 30      | 26      | 49.22   |
| 95% CI     | (−41, 100) | (2, 214) | (20.7, 77.8) |
| Actual.3   | 31      | 31      | 17.76   |
| Forecast.3 | 32      | 27      | 51      |
| 95% CI     | (−49, 113) | (2, 286) | (19.1, 82.8) |
| MAE.1      | 58.8%   | 47.06%  | 31.65%  |
| MAPE.1     | 32.9    | 11.85%  | 14.65%  |
| MAE.2      | 25.83%  | 52.2    | 19.19   |
| MAPE.2     | 5.97    | 71.7    | 65.56%  |
| MAE.3      | 44.4    | 33.6    | 19.19   |
| MAPE.3     | 21.57%  | 73.9    | 65.56%  |

Notes: (1) VAR(1) means the model was estimated with the original data, while VAR(1) log-log means the model was estimated using the logged data. (2) Actual.1, Actual.2, and Actual.3 denote the actual values in the first, second, and third week after the model fitting data. For IB, these three weeks are 2/3/2021, 2/10/2021, and 2/17/2021; for SL these three weeks are 1/25/2021, 2/1/2021, and 2/8/2021; for GB these three weeks are 1/20/2021, 1/27/2021, and 2/3/2021. (3) Forecast.1, Forecast.2, and Forecast.3 are the model forecast values for the first, second, and third week ahead. (4) MAE.1, MAE.2, and MAE.3 are the MAE measures for the forecasting accuracy for 1 week, 2 weeks and 3 weeks in the future, while MAPE.1, MAPE.2, and MAPE.3 are the MAPE measures for the forecasting accuracy for 1 week, 2 weeks and 3 weeks in the future.
the future based on the log-log VAR(1) model for IB data. It can be observed that an increase in the SARS-CoV-2 concentration in the current week implies a steadily increase in the COVID-19 cases in the following three weeks and with the maximum impact occur in the third week. Then the impact will go down and eventually disappear after 6 weeks in the future.

3.3. Bootstrapping with VAR

To overcome the possible negative values in the statistical inference as well as to better quantify the uncertainty for using a single model for forecasting, bootstrapping results based upon the IB data were provided in this section. Displayed in Fig. 7 are the non-parametric bootstrapping distributions (b = 1000) for the first week, second week, and third week forecast respectively. Since all the distributions are skewed to the right, median value of the distribution is used to obtain a robust point forecast (as marked by the dots in Fig. 7). Therefore, the point forecasts for week 1, week 2, and week 3 in the future are 31, 35, and 37, respectively. Taking together the 2.5th percentile and 97.5th percentile of the bootstrap results, one can construct the 95% prediction interval, which, in this case, are (6, 152), (10, 142), and (11, 132), respectively. Again, the forecasts for week 2 and 3 are reasonable and are much better than that for week 1. In terms of the accuracy measures, MAE.1 = 14 (MAPE.1 = 82.35%), MAE.2 = 8 (MAPE.2 = 43.88%), and MAE.3 = 7.3 (MAPE.3 = 35.7%) were calculated.

4. Discussion

Since the start of the ongoing COVID-19 pandemic, scientists have found that detecting SARS-CoV-2 RNA, the virus that causes the COVID-19 infection in sewage, can serve as an important indicator of COVID-19 spread within the community. Despite many successful “proof of concept” efforts that have been done so far; it is important to elevate the potential benefits of wastewater surveillance to the next level - delivering the results to better inform public health efforts, including using this information to better understand the spread of the epidemic in order to mitigate the risk of virus transmission. There are, however, two major obstacles (see NIH https://grants.nih.gov/grants/guide/rfa-files/RFA-OD-20-015.html) in this process: (1) how to enhance and standardize the methods to reduce the cost, time, and inaccuracies in detecting the SARS-CoV-2 concentration in wastewater, and (2) how to analyze the data collected and deliver the results to the public. The present work contributes to the existing literature on COVID-19 and wastewater surveillance by using the environmental and clinical data to build models that aim to understand the spread of the epidemic and mitigate the risk of virus transmission within a community.

Although the results demonstrate effectiveness and usability of the methodology presented in this work, several limitations should also be noted. There are two limitations to our model. First, the forecasting reliability of the model depends heavily on the length of time series. As it can be seen from the GB data (the sample size for modeling is only 21), the forecasting error can be as high as 100%. Thus, care must be taken when the length of the data is short in practice. Second, the basic VAR model can only be used to model regular (i.e., daily, weekly, monthly, etc.) data, but not the irregular data. However, it was noticed that in some areas wastewater was monitored multiple times and/or irregularly in each week (such as in some areas in Utah, SARS-CoV-2 concentration were measured irregularly every Sundays, Mondays, Wednesdays, or sometimes even on Thursdays). If this is the case, to benefit from as much as of the data collected, Mixed-Frequency VAR (Schorfheide and Song, 2015) or Bayesian Mixed Frequency VARs (Eraker et al., 2015) are recommended.

Another limitation to this work needs to be addressed is the accuracy of the data used. Two types of inaccuracy worth to be emphasized. The first one is that there is a discrepancy between the wastewater sample collection time and the COVID-19 cases report time. For example, in the IB data, wastewater sample were collected every Thursday at approximately 7:00 AM, but the COVID-19 cases used were reported on later Wednesday. The second discrepancy is between the wastewater catchment area (where the wastewater sample collected) and the corresponding ZIP code area (where the COVID-19 cases reported). Take the IB data as an example again, where the wastewater catchment area includes two ZIP code areas (15,701 and 15,705), but these two areas together just cover 92.45% of the population in the wastewater sewer shed. Therefore, more fitting and forecasting accuracy can be gained if the reliability of data collection procedure can be improved.
5. Conclusions

It has been widely recognized that there is a strong association between the SARS-CoV-2 concentration in the wastewater and the population-level of COVID-19 cases within a community, thus the former can be used to forecast the latter without even clinical testing data. Benefiting from the relatively abundant time series data available, this study has presented that a multivariate time series model, VAR, can be used to forecast the COVID-19 cases at a community level using SARS-CoV-2 concentration in the wastewater. Several important conclusions can be drawn from our data and analysis. First, if the goal is to understand the dynamic relationship between the COVID-19 cases and SARS-CoV-2 concentration in wastewater (Fig. 6), then the VAR(1) model should be estimated using the logged data. But, if the primary goal to is forecast the future trend and infection counts in the future, the model should be estimated with the original raw data. This conclusion is quite contrary to the current analysis recommendations (U.S. CDC). Second, for short time series, the forecast for the first week is more reliable than that for two or more weeks ahead; but when the time series is relative long, the forecasts for two to three weeks can be reliable. Finally, bootstrapping method can be used to further improve the quality of model estimation and forecasting.
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