Brazovskii–Dyugaev effect on the inhomogeneous chiral transition in quark matter
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1. Introduction

A full understanding of a phase structure for quantum chromodynamics (QCD) in the plane of temperature ($T$) and chemical potential ($\mu$) is among the ultimate goals in high energy nuclear and hadron physics (see, e.g., [1] for a recent review). In recent theoretical investigations of QCD at moderate densities, there has been a growing number of studies focusing on inhomogeneous chiral condensates [2–12] which are spatially modulated with finite total momentum in analogy with charge and spin density waves [13–16] or Fulde–Ferrell–Larkin–Ovchinikov states [17,18]. The presence of inhomogeneous chiral phases may extend the chiral-broken regime and thereby could delay the complete restoration of chiral symmetry as well, dramatically refreshing the conventional QCD phase diagram (see [19] for a review).

The fundamental concept of the inhomogeneous chiral order parameter is presented by generalizing the usual (homogeneous) one. Considering the chiral $SU(2)_L \times SU(2)_R$ symmetry and introducing the composite fields made of the quark bilinear fields, $\phi_0 \sim \bar{\psi}\psi$ and $\phi_i \sim \bar{\psi}\gamma_5\tau_i\psi$ with the light quark fields $\psi$ and the $SU(2)$ generators $\tau_i$, we define a spatially modulated order parameter such as $\Phi(z) \equiv \langle \phi_0(z) \rangle + i \langle \phi_3(z) \rangle \equiv \Delta(z)e^{i\theta(z)}$, where $\Delta(z)$ and $\theta(z)$ are the modulated amplitude and phase in the $z$-direction, respectively. This corresponds to a one-dimensional modulation embedded...
in 1+3 dimensions\(^1\) and can be classified in the context of the phase modulation and the amplitude modulation, i.e., \(\Phi(z) = \Delta e^{iqz}\) and \(\Phi(z) = \Delta(z)\); the former is called the dual chiral density wave (DCDW) \([4]\) and the latter the real kink crystal (RKC) \([8]\).

Earlier studies about inhomogeneous chiral phases so far have been restricted to special situations such as vanishing current quark masses, zero magnetic fields, no fluctuations, and so forth. However, more elaborate studies are needed to fully understand the inhomogeneous chiral transition and discuss its phenomenological implications. Recently, there have been growing attempts to incorporate various elements to this end.\(^2\) For the effect of the current quark mass, there are some differences between the DCDW phase and the RKC phase; the exact solution is obtained for the RKC phase in a self-consistent treatment \([7,26]\), while for the DCDW phase the corresponding solutions are approximately achieved by using a perturbative method \([27]\) or a variational method \([28,29]\). In particular, for the DCDW case, it has been shown that finite current mass gives rise to a modification of the function form of the inhomogeneous condensate. A nonzero magnetic field extends the DCDW phase to the wide region \([30,31]\). This is because an anomalous baryon number is induced due to the spectral asymmetry of the lowest Landau level \([32]\). A new type of condensate, the hybrid chiral condensate, may also be realized there \([31]\), which is akin to the so-called twisted kink crystal \([33]\).

As another interesting possibility, there is a recent work \([34]\) that discusses the spontaneous magnetization stemming from the spectral asymmetry. For the effect of the fluctuations in the DCDW phase, it has been shown that thermal fluctuations lead to a Landau–Peierls instability \([35]\) and thus wash out the long-range order \([36]\). However, an algebraically decaying (quasi-long-range) order remains (see also \([37]\) for the RKC phase).

In this paper, we focus on another effect of the fluctuations around the order parameter in the inhomogeneous chiral transition: \(\phi_a(t, r) = \langle \phi_a(t, r) \rangle + \delta \phi_a(t, r)\) with \(a = 0 \sim 3\), where the symbol \(\langle \cdots \rangle\) means the thermal average and \(\delta \phi_a(t, r)\) is the fluctuation field. We, hereafter, consider the quark–antiquark and particle–hole pair fluctuations (we call them the “chiral pair fluctuations” in this paper) in the chiral-restored phase to discuss the fluctuation-induced phase transition. In general, quantum and/or thermal fluctuations around the spatially modulated order parameter can change the order of the phase transition due to the peculiar form of the propagator \(G(q_0, q)\) of the fluctuation field near the transition point, which differs from the usual one in holding a nonzero momentum, \(|q| = |q_c| = q_c\). This was first shown by Brazovskii \([38]\), who pointed out that thermal fluctuations change the coefficients of the terms in each order of \(\langle \phi_a(z) \rangle\) in the thermodynamic potential, which implies that the phase transition between spatially homogeneous and inhomogeneous phases becomes of the first order rather than of the second order. Such an effect is called the Brazovskii effect, which has been refined and applied to systems that undergo a phase transition to a spatially inhomogeneous state, e.g., soft matter systems \([39,40]\), and also has been experimentally confirmed in diblock copolymers \([41]\). Dyugaev \([42]\), on the other hand, has discussed that quantum fluctuations also exhibit the same effect in the context of pion condensation. Similar effects could then be expected for the inhomogeneous chiral transition.

We now consider flavor-singlet quark matter for a given density and temperature near the transition point. Integrating out the quark degrees of freedom, one can obtain an effective action \(S_{\text{eff}}\) in terms

\[^1\]A self-consistent solution for inhomogeneous condensates has been analytically discovered in 1+1 dimensions \([5,6]\).

\[^2\]There are also efforts allowing, e.g., strangeness \([20]\) and isospin differences both with \([21,22]\) and without \([23–25]\) charged “pion” condensates.
of the composite fields \( \phi \), respecting the symmetry \( SU(2)_L \times SU(2)_R \simeq O(4) \) in the chiral limit: 
\[ S_{\text{eff}} \sim \int d^4x \left[ \left( \frac{1}{2!} \Gamma^{(2)} \phi^2 + \frac{1}{4!} \Gamma^{(4)} (\phi^2)^2 + \cdots \right) \right]. \]

In the following, we call \( \Gamma^{(n)} \) the \( n \)th-order vertex function. Note that \( \Gamma^{(2)} \) is closely connected to the inverse of the propagator of the composite fields, \( G^{-1}(q_0, \mathbf{q}) \), which can be written as \( G^{-1}(q_0, \mathbf{q}) = q^2 - m^2 - \Pi(q_0, \mathbf{q}) \), where \( m \) is the mass for \( \phi \) in the vacuum and \( \Pi(q_0, \mathbf{q}) \) is the self-energy from the quark particle–hole excitations. In the vicinity of the inhomogeneous chiral transition, \( G^{-1}(q_0, \mathbf{q}) \) should have a minimum at a nonzero momentum \( |\mathbf{q}| = q_c \), reflecting the extent of the spatial modulation in the inhomogeneous chiral phase, and thus can be expanded around \( q_c \) as \( G^{-1}(q_0, \mathbf{q}) \sim q_0^2 - \gamma (|\mathbf{q}|^2 - q_c^2)^2 + \text{const} \). Here one should keep in mind that such a minimum of \( G^{-1}(q_0, \mathbf{q}) \) gives rise to the singular effect through the loop integrals of the fluctuation fields.

The thermodynamic potential \( \Omega \) can be schematically written in a similar form, in terms of the order parameters \( \Phi \),
\[ \Omega = \int d^3x \left[ \frac{1}{2!} \Gamma^{(2)} |\Phi|^2 + \frac{1}{4!} \Gamma^{(4)} |\Phi|^4 + \cdots \right], \tag{1} \]
where the coefficients \( \Gamma^{(n)} \) are modified by the chiral pair fluctuations from \( \Gamma^{(n)} \) corresponding to the mean-field approximation (MFA). Indeed, it has been argued \cite{42} that at zero temperature the pion fluctuations alter the order of the phase transition by way of the sign change of the fourth-order vertex function \( \Gamma^{(4)} \), while the effect of \( \bar{\Gamma}^{(2)} \) is discarded. A similar effect has been found \cite{38} in the study of the effects of thermal fluctuations on \( \bar{\Gamma}^{(2)} \) and \( \bar{\Gamma}^{(4)} \), but the effect of quantum fluctuations is discarded. Therefore, there is no study that simultaneously treats both thermal and quantum fluctuations. In addition, it is unclear how both fluctuations affect the vertexes \( \bar{\Gamma}^{(2)} \) and \( \bar{\Gamma}^{(4)} \). In this paper, we discuss distinctive features of the inhomogeneous chiral phase transition between the chiral-restored phase and the inhomogeneous chiral phase, along the lines in Refs. \cite{38,42}.

The paper is organized as follows. In the next section, we construct a fundamental framework for analyzing the effect of the fluctuations. Also, we extend the Brazovskii theory and show the function form of the thermodynamic potential including the fluctuation effects. In Sect. 3, we present our results for the phase structure between the inhomogeneous chiral and the chiral-restored phase, along with some discussions. Finally, Sect. 4 is devoted to a summary and concluding remarks.

2. Effective thermodynamic potential for inhomogeneous condensates

Let us start with the following Lagrangian density in the two-flavor Nambu–Jona-Lasinio (NJL) model \cite{43}:
\[ \mathcal{L}_{\text{NJL}} = \bar{\psi} i \gamma^\mu \partial_\mu \psi + G \left[ \left( \bar{\psi} \gamma_5 \psi \right)^2 + \left( \bar{\psi} i \gamma_5 \tau_3 \psi \right)^2 \right], \tag{2} \]
where \( \psi \) is the quark field, \( \tau_3 \) denotes the isospin Pauli matrices, and \( G \) is a coupling constant of four-Fermi interactions. We employ the MFA, allowing the space-dependent nonzero expectation values for the scalar and pseudoscalar condensates. For later convenience, we introduce the composite fields, \( \phi_0 = -2G \bar{\psi} \psi \) and \( \phi_i = -2G \bar{\psi} \gamma_5 \tau_i \psi \), and the following spatially modulated order parameter:
\[ \Phi(z) \equiv -2G \left[ \left( \bar{\psi} \gamma_5 \psi \right) + i \left( \bar{\psi} \gamma_5 \tau_3 \psi \right) \right] = \Delta(z) e^{i\theta(z)}. \tag{3} \]

Under the calculation within the MFA, the resulting inhomogeneous chiral phase has two boundaries \cite{4,7}: one is the onset boundary between the homogeneous and the inhomogeneous chiral phase, the other is the termination boundary between the inhomogeneous chiral and the chiral-restored phase. The former is of the first order for the DCDW condensate and of the second order for the RKC condensate within the MFA. The latter, on the other hand, is always of the second order for both cases. In the following, we concentrate on the termination boundary.
2.1. Propagator of the composite fields

In this paper, we are interested in the inhomogeneous chiral phase prescribed by Eq. (3). In order to discuss the order change of the phase transition, we only construct the thermodynamic potential near the phase boundary and focus on it at least up to the fourth order in powers of $\Phi(z)$. We start from an effective action in the chiral-restored phase. The effective action can be deduced from QCD, but one may derive it as well by using the effective model of QCD, e.g., the NJL model.

Integrating out the quark degrees of freedom, one can obtain the following thermal effective action, with the Matsubara frequency $\omega_n = 2n\pi T$,

$$S_0(\phi) = \frac{1}{2!} T \sum_{n_1} \int \frac{d^3q_1}{(2\pi)^3} \Gamma^{(2)}_{\text{ps}}(\omega_{n_1}, q_1) \phi(\omega_{n_1}, q_1) \phi(-\omega_{n_1}, -q_1)$$

$$+ \frac{1}{4!} T^4 \prod_{i=1}^4 \sum_{n_i} \int \frac{d^3q_i}{(2\pi)^3} \lambda(\{\omega_{n_i}\}, \{q_i\}) \phi(\omega_{n_1}, q_1) \phi(\omega_{n_2}, q_2) \phi(\omega_{n_3}, q_3) \phi(\omega_{n_4}, q_4).$$

(4)

Here, the odd-power terms of $\phi$ should vanish due to the chiral symmetry. Note that while the effective action should be written in a symmetric form for all composite fields $\phi_n$, it is sufficient to keep only the specific composite field $\phi_0$ or $\phi_3$. Hereafter we only take $\phi \equiv \phi_3 = -2G\bar{\psi}i\gamma_5\tau_3\psi$ to discuss the inhomogeneous chiral transition, especially for the DCDW. The coefficients of each order of $\phi$ in the action should be determined from the underlying quark dynamics. Here, the coefficient $\lambda(\{\omega_{n_i}\}, \{q_i\}) = \lambda(\omega_1, \omega_2, \omega_3, \omega_4, q_1, q_2, q_3, q_4)$ denotes the interaction vertex among $\phi$.

In the following, we derive the formula of $\Gamma^{(2)}_{\text{ps}}(\omega_n, q)$. We now simply evaluate $\Gamma^{(2)}_{\text{ps}}(\omega_n, q)$ within the random phase approximation (RPA) in the NJL model [44], instead of the full calculation. By introducing the $q\bar{q}$ polarization function $\Pi_{\text{ps}}^0(\omega_n, q)$, we find

$$\Gamma^{(2)}_{\text{ps}}(\omega_n, q) = \frac{1 - 2G\Pi_{\text{ps}}^0(\omega_n, q)}{2G}.$$  

(5)

Here, $\Pi_{\text{ps}}^0(\omega_n, q)$ is given by

$$\Pi_{\text{ps}}^0(\omega_n, q) \equiv T \sum_m \int \frac{d^3p}{(2\pi)^3} \text{tr} \left[ i\gamma_5\tau_3 S_{\beta}(\omega_n + \tilde{\omega}_m, q + p) i\gamma_5\tau_3 S_{\beta}(\tilde{\omega}_m, p) \right]$$

$$= \Pi_{\text{ps}}^{0,\text{vac}}(\omega_n, q) + \Pi_{\text{ps}}^{0,\text{med}}(\omega_n, q),$$

(6)

where $\tilde{\omega}_m = (2m + 1)\pi T$ ($m \in \mathbb{Z}$) is the Matsubara frequency for quark in the loop integral [45], $S_{\beta}(\tilde{\omega}_m, p)$ is the thermal quark propagator, and $\Pi_{\text{ps}}^{0,\text{vac}}(\omega_n, q)$ and $\Pi_{\text{ps}}^{0,\text{med}}(\omega_n, q)$ are the vacuum and the thermal contributions to the polarization function, respectively. Employing a straightforward calculation, we obtain

$$\Pi_{\text{ps}}^{0,\text{vac}}(\omega_n, q) = \frac{N_fN_c}{(2\pi)^2} \left[ \Lambda^2 - \frac{\omega_n^2 + |q|^2}{2} \int_0^1 dt \int_0^\infty \frac{d\tau}{\tau} e^{-(\omega_n^2 + |q|^2)(1-t)\tau} \right].$$

(7)

---

3 Other composite fields also contribute to the thermodynamic potential, but their coupling with the condensate is suppressed by $O(N^{-1})$ with the number of $\phi_n, N$, relative to $\phi_0$ or $\phi_3$, once the specific form of $\Phi$ is assigned.
\[ \Pi_{\text{ps}}^{0,\text{med}}(\omega_n, \mathbf{q}) = -\frac{2N_f N_c}{(2\pi)^2} \sum_{s=\pm} \int_0^\infty \text{d}p \frac{1}{e^{\beta(p+p_s\mu)} + 1} \left( 2 + \frac{\omega_n^2 + |\mathbf{q}|^2}{4p|\mathbf{q}|} \log \frac{\omega_n^2 + (|\mathbf{q}| - 2p)^2}{\omega_n^2 + (|\mathbf{q}| + 2p)^2} \right), \]

(8)

where we have used the proper time regularization (PTR) in \( \Pi_{\text{ps}}^{0,\text{vac}}(\omega_n, \mathbf{q}) \). For details, see Appendix A.

In the following, we derive the formula for the imaginary-time propagator of the composite field. Note here that \( 1 - 2G \Pi_{\text{ps}}^{0,\text{vac}}(\omega_n, \mathbf{q}) \) is associated with the propagator of the composite field in the vacuum,

\[ 1 - 2G \Pi_{\text{ps}}^{0,\text{vac}}(\omega_n, \mathbf{q}) \sim 1 - 2G \Pi_{\text{ps}}^{0,\text{vac}}(0, 0) + 2G \frac{\partial}{\partial q^2} \Pi_{\text{ps}}^{0,\text{vac}} \bigg|_{\omega_n = |\mathbf{q}| = 0} \left( \frac{\omega_n^2 + |\mathbf{q}|^2}{4} \right) \]

\[ = 2G \frac{g_{\phi qq}^2}{\Pi_{\text{ps}}^{0,\text{vac}}(\omega_n, \mathbf{q})}, \]

(9)

where \( G_{\text{ps}, \text{vac}}(\omega_n, \mathbf{q}) = [m^2 + \omega_n^2 + |\mathbf{q}|^2]^{-1} \) is the imaginary-time propagator of the composite field, \( m^2 \equiv \frac{g_{\phi qq}^2}{2G} \left( 1 - 2G \Pi_{\text{ps}}^{0,\text{vac}}(0, 0) \right) \) is the mass term for \( \phi \), and \( g_{\phi qq} \) is the effective coupling constant between \( \phi \) and quarks defined by \( \partial \Pi_{\text{ps}}^{0,\text{vac}} / \partial q^2 |_{q^2 = 0} = g_{\phi qq}^2 \) [46]. We remark that there is the dynamically generated kinetic term for the composite field made of \( q\bar{q} \) by way of the vacuum polarization, while it does not apparently exist in the NJL model [47,48]. Thus, \( \Gamma_{\text{ps}}^{(2)} \) can be written as

\[ \left[ \Gamma_{\text{ps}}^{(2)}(\omega_n, \mathbf{q}) \right]^{-1} \sim \frac{g_{\phi qq}^2}{m^2 + \omega_n^2 + |\mathbf{q}|^2 - g_{\phi qq}^2 \Pi_{\text{ps}}^{0,\text{med}}(\omega_n, \mathbf{q})} \equiv \frac{g_{\phi qq}^2}{\Pi_{\text{ps}}^{0,\text{med}}(\omega_n, \mathbf{q})} G_{\text{ps}}(\omega_n, \mathbf{q}), \]

(10)

where \( G_{\text{ps}}(\omega_n, \mathbf{q}) \) is the propagator in medium and \( \Pi_{\text{ps}}^{0,\text{med}}(\omega_n, \mathbf{q}) \) represents the self-energy coming from the interaction with the surrounding quarks.

We should keep in mind that the field variable \( \phi \) in Eq. (4) should be properly rescaled because \( \Gamma_{\text{ps}}^{(2)} \) does not actually render a form of the inverse propagator. In order to extract the physical results, we rewrite the action in terms of the rescaled field variable \( \tilde{\phi} \equiv g_{\phi qq}\phi \). Thus, the coefficients in Eq. (4) are rewritten as follows: \( \Gamma_{\text{ps}}^{(2)} \rightarrow G_{\text{ps}}^{-1} \) and \( \tilde{\lambda} \rightarrow \tilde{\lambda} \equiv g_{\phi qq}^2 \tilde{\lambda} \). Consequently, the physical action has the same form as the original one, while the coefficients are modified. For simplicity, we write again \( \tilde{\phi} \) and \( \tilde{\lambda} \) as \( \phi \) and \( \lambda \), respectively.

In the static limit (\( \omega_n = 0 \)), \( G_{\text{ps}}(0, \mathbf{q}) \) is proportional to the correlation function of the pseudoscalar density or the static susceptibility in the pseudoscalar channel; when the static susceptibility diverges at a finite momentum, it is a signal of the second-order phase transition to the inhomogeneous chiral phase [4]. This method is called the correlation function method (for details, see Appendix B). Note that \( G_{\text{ps}}^{-1}(0, \mathbf{q}) \) has a minimum with finite \( |\mathbf{q}| \) near the transition point.\(^4\) Since \( G_{\text{ps}}^{-1}(0, \mathbf{q}) \) is an even function of \( |\mathbf{q}| \) [see Eq. (B1) in Appendix B], we can expand it as follows:

\[ G_{\text{ps}}^{-1}(0, \mathbf{q}) \sim \tau + \gamma \left( |\mathbf{q}|^2 - q_c^2 \right)^2, \]

(11)

where \( q_c \) is defined as the minimum point of \( G_{\text{ps}}^{-1}(0, \mathbf{q}) \), \( \partial_{\mathbf{q}} \Pi_{\text{ps}}^{0}(0, \mathbf{q}_c) = 0 \) (for a numerical confirmation, see Fig. B1). The presence of the minimum in \( G_{\text{ps}}^{-1}(0, \mathbf{q}) \) with finite momentum is physically

\(^4\) For the homogeneous chiral transition, it has a minimum with \( |\mathbf{q}| = 0 \) [see Eq. (36)].
interpreted as the consequence of the derivative coupling between the $q\bar{q}$ polarization and quarks in the pseudoscalar channel. The quantities $\tau$ and $\gamma$ are defined as

$$\tau = G_{ps}^{-1}(0, q)\big|_{q=q_c} = m^2 - g^2_{qqq} \Pi_{ps}^{0,med}(0, q)\big|_{q=q_c},$$

and

$$\gamma = \frac{1}{2} \left( \frac{d^2}{d|q|^2} \right)^2 G_{ps}^{-1}(0, q)\big|_{q=q_c} = -g^2_{qqq} \frac{d^2}{d|q|^2} \Pi_{ps}^{0,med}(0, q)\big|_{q=q_c},$$

respectively, which are functions of temperature and chemical potential.

If we consider the chiral pair fluctuations around the condensate, we should take into account the loop diagrams composed of the propagator, where the summation over the Matsubara frequency is needed. Thus, we consider the propagator with the external Matsubara frequency: $g^2_{qqq} G_{ps}(\omega_n, q) = 2G/(1 - 2G \Pi_{ps}^{0}(\omega_n, q))$. Here, $G_{ps}^{-1}(\omega_n, q)$ is expanded in the same way as Eq. (11),

$$G_{ps}^{-1}(\omega_n, q) \sim \tau + \gamma \left( |q|^2 - q_c^2 \right)^2 + f(\omega_n, q),$$

where $f(\omega_n, q) = \omega_n^2 - g^2_{qqq} \left( \Pi_{ps}^{0,med}(\omega_n, q) - \Pi_{ps}^{0,med}(0, q) \right)$ satisfies $f(0, q) = 0$. When we evaluate the loop diagrams of $G_{ps}(\omega_n, q)$ in the numerical calculation, we further approximate $f(\omega_n, q)$ in Eq. (14) by expanding it up to the second order in powers of $\omega_n$ without loss of essentials: $f(\omega_n, q) \sim a_1(|q|) |\omega_n| + a_2(|q|) |\omega_n|^2$. Since the momentum around $q_c$ mainly contributes to the loop integrals of $G_{ps}$, we here approximate $a_1(|q|)$ by $a_1(q_c) \equiv a_i$.

The resulting formula of the propagator reads

$$G_{ps}^{-1}(\omega_n, q) \sim \tau + \gamma \left( |q|^2 - q_c^2 \right)^2 + a_1 |\omega_n| + a_2 |\omega_n|^2,$$

where

$$a_1 \equiv \frac{d}{dx} G_{ps}^{-1}(x, q)\big|_{x=0, |q|=q_c} = -g^2_{qqq} \frac{d}{dx} \Pi_{ps}^{0,med}(x, q)\big|_{x=0, |q|=q_c},$$

and

$$a_2 \equiv \frac{1}{2} \frac{d^2}{dx^2} G_{ps}^{-1}(x, q)\big|_{x=0, |q|=q_c} = 1 - \frac{1}{2} \frac{d^2}{dx^2} \Pi_{ps}^{0,med}(x, q)\big|_{x=0, |q|=q_c}.$$

### 2.2. Thermodynamic potential

Now we are going to construct the effective thermodynamic potential, starting with the effective action in Eq. (4).

In the beginning, we show the formula of $\hat{\lambda}(\{\omega_n\}, \{q_i\})$. Generally the coupling function $\hat{\lambda}(\{\omega_n\}, \{q_i\})$ should be nonlocal and depends on $\{\omega_n\}$ and $\{q_i\}$. In the following we approximate it as a local four-point function: $\hat{\lambda}(\{\omega_n\}, \{q_i\}) \sim \lambda \delta(q_1 + q_2 + q_3 + q_4)$ with the coupling constant $\lambda$. The proper formula of $\lambda$ can be obtained by the one-loop quark propagator,

$$\lambda \sim T \sum_m \int \frac{d^3p}{(2\pi)^3} \text{tr} \left[ i \gamma_5 \tau_3 S_\beta(\tilde{\omega}_m, p + q_c) i \gamma_5 \tau_3 S_\beta(\tilde{\omega}_m, p) \right. \times i \gamma_5 \tau_3 S_\beta(\tilde{\omega}_m, p - q_c) i \gamma_5 \tau_3 S_\beta(\tilde{\omega}_m, p) \right. \left. \right],$$

because $|q| \sim q_c$ of the propagator predominantly contributes to the loop diagrams of the propagator.

A similar discussion is given in the context of pion condensation [49].
We here divide the composite field into the thermal average $\Phi = \langle \phi \rangle$ and the fluctuation field $\xi$: $\phi(\omega_n, \mathbf{q}) = \beta \Phi(\mathbf{q}) \delta_{n0} + \xi(\omega_n, \mathbf{q})$. Since the fluctuation field $\xi$ depends not only on the momentum but on the Matsubara frequency, the quantum and thermal fluctuations are properly taken into account in the finite temperature and chemical potential region.

The effective action is then divided into two components: $S_0(\phi) = S_0(\beta \Phi \delta_{n0}) + S_1(\Phi, \xi)$, where

$$S_1(\Phi, \xi) = \int \frac{d^3 p_1}{(2\pi)^3} G_{ps}^{-1}(0, \mathbf{p}_1) \Phi(\mathbf{p}_1) \xi(0, -\mathbf{p}_1)$$

$$+ \frac{1}{2} T \sum_{\mathbf{n}_1} \int \frac{d^3 p_1}{(2\pi)^3} G_{ps}^{-1}(\omega_{n1}, \mathbf{p}_1) \xi(\omega_{n1}, \mathbf{p}_1) \xi(-\omega_{n1}, -\mathbf{p}_1)$$

$$+ \frac{\lambda}{6} \prod_{i=1}^3 \int \frac{d^3 p_i}{(2\pi)^3} \Phi(\mathbf{p}_1) \Phi(\mathbf{p}_2) \Phi(\mathbf{p}_3) \xi(0, -\mathbf{p}_1 - \mathbf{p}_2 - \mathbf{p}_3)$$

$$+ \frac{\lambda}{4} T \prod_{n_2, n_3} \int \frac{d^3 p_i}{(2\pi)^3} \Phi(\mathbf{p}_1) \Phi(\mathbf{p}_2) \Phi(\mathbf{p}_3) \xi(\omega_{n2}, \mathbf{p}_2) \xi(\omega_{n3}, \mathbf{p}_3)$$

$$+ \frac{\lambda}{24} T^3 \prod_{n_i} \int \frac{d^3 p_i}{(2\pi)^3} \xi(\omega_{n1}, \mathbf{p}_1) \xi(\omega_{n2}, \mathbf{p}_2) \xi(\omega_{n3}, \mathbf{p}_3)$$

$$\times \xi(-\omega_{n1} - \omega_{n2} - \omega_{n3}, -\mathbf{p}_1 - \mathbf{p}_2 - \mathbf{p}_3). \quad (19)$$

Here, $S_0$ has already been given in Eq. (4). Before deriving the vertex functions of the order parameter $\bar{\Gamma}^{(n)}$ in the thermodynamic potential, we remark on $S_1(\Phi, \xi)$. The first term in Eq. (19) corresponds to the leading contribution to the tadpole diagram. The second and fourth terms contribute to the propagator of $\xi$ in the presence of the condensate. The third and fifth terms represent the couplings of $\xi$ with the condensate. Finally, the sixth term represents the contact four-point interaction among $\xi$, which would mainly contribute to the self-energy of $\xi$.

Employing the functional integral with $\xi$, we obtain the following effective thermodynamic potential:

$$\Omega(\Phi) = TS_0(\beta \Phi \delta_{n0}) - T \log \int \mathcal{D} \xi \exp\{-S_1(\Phi, \xi)\}. \quad (20)$$

If we neglect the effect of the fluctuations given by the second term in Eq. (20), the thermodynamic potential coincides with that within the MFA. Expanding Eq. (20) with respect to the order parameter, we find

$$\Omega(\Phi) = \frac{1}{2!} \int \frac{d^3 p_1}{(2\pi)^6} \frac{d^3 p_2}{(2\pi)^6} \bar{\Gamma}^{(2)}(\mathbf{p}_1, \mathbf{p}_2) \Phi(-\mathbf{p}_1) \Phi(-\mathbf{p}_2) + \frac{1}{4!} \int \frac{d^3 p_1}{(2\pi)^6} \frac{d^3 p_2}{(2\pi)^6} \frac{d^3 p_3}{(2\pi)^6} \frac{d^3 p_4}{(2\pi)^6}$$

$$\times \bar{\Gamma}^{(4)}(\mathbf{p}_1, \mathbf{p}_2, \mathbf{p}_3, \mathbf{p}_4) \Phi(-\mathbf{p}_1) \Phi(-\mathbf{p}_2) \Phi(-\mathbf{p}_3) \Phi(-\mathbf{p}_4) \cdots. \quad (21)$$

In the following, we derive the modified vertex functions for the effective thermodynamic potential, which are defined as

$$\bar{\Gamma}^{(n)}(\mathbf{q}_1, \mathbf{q}_2, \ldots, \mathbf{q}_n) = \frac{\delta^n \Omega}{\delta \Phi(-\mathbf{q}_1) \delta \Phi(-\mathbf{q}_2) \cdots \delta \Phi(-\mathbf{q}_n)} \bigg|_{\Phi=0}. \quad (22)$$
We then obtain the first-order functional derivative of $\Omega$, which is a key equation for deriving the higher-order modified vertex functions:

$$
\frac{\delta \Omega}{\delta \Phi(-\mathbf{q}_1)} = G_{ps}^{-1}(0, \mathbf{q}_1) \Phi(\mathbf{q}_1) + \frac{\lambda}{3!} \int \frac{d^3 p_2 \, d^3 p_3}{(2\pi)^6} \Phi(p_2) \Phi(p_3) \Phi(q_1 - p_2 - p_3)
$$

$$
+ \frac{\lambda}{2!} T^2 \sum_n \int \frac{d^3 p_2 \, d^3 p_3}{(2\pi)^6} \langle \delta(\omega_n, \mathbf{p}_2) \delta(-\omega_n, -\mathbf{p}_3) \rangle \xi \Phi(q_1 - p_2 - p_3)
$$

$$
+ \frac{\lambda}{3!} T^3 \sum_{n_2, n_3} \int \frac{d^3 p_2 \, d^3 p_3}{(2\pi)^6} \langle \delta(\omega_{n_2}, \mathbf{p}_2) \delta(\omega_{n_3}, \mathbf{p}_3) \delta(-\omega_{n_2} - \omega_{n_3}, \mathbf{q}_1 - \mathbf{q}_2 - \mathbf{p}_3) \rangle \xi,
$$

(23)

where the symbol $\langle \cdots \rangle_\xi$ denotes the thermal average. Solving the equation $\delta \Omega \delta \Phi(-\mathbf{q}_1) = 0$, we obtain possible solutions of the order parameter. Also, these solutions admit that the thermodynamic potential can be written as a function of amplitude ($\Delta$) and wave vector ($\mathbf{q}$) at each temperature and chemical potential. Note here that $\Delta = 0$ is the trivial solution and gives the minimum of the thermodynamic potential in the chiral-restored phase. The phase transition should occur with the wave vector, $\mathbf{q} \sim \mathbf{q}_c$, which minimizes the curvature of the thermodynamic potential near $\Delta = 0$. Thus, we can expect that $\Phi(\mathbf{q}) \sim \Phi(\pm \mathbf{q}_c)$ plays the primary role near the critical point.

In the following we evaluate the thermal average $\langle \delta(\omega_n, \mathbf{p}_2) \delta(-\omega_n, -\mathbf{p}_3) \rangle_\xi$. In general, the propagator of $\xi$ does not preserve its momentum between the in and out states because of the presence of the fourth term in Eq. (19). However, we can neglect the off-diagonal momentum component ($\mathbf{p}_2 \neq \mathbf{p}_3$) in $\langle \delta(\omega_n, \mathbf{p}_2) \delta(-\omega_n, -\mathbf{p}_3) \rangle_\xi$, as long as we consider the loop diagrams of the propagator $[38]$, since $\langle \delta(\omega_n, \mathbf{p}_2) \delta(-\omega_n, -\mathbf{p}_3) \rangle_\xi = \beta \delta(\mathbf{p}_2 - \mathbf{p}_3) G_{ps}(\omega_n, \mathbf{p}_2)$ in the lowest order of $\lambda$ and $|\mathbf{p}_2| \sim q_c$ give a singular contribution in the loop integrals, the diagonal momentum components always dominate over the off-diagonal ones in higher-order diagrams.

If we consider the correction to the self-energy, the lowest-order diagram is a simple loop and gives $T \sum_n \int \frac{d^3 p}{(2\pi)^3} G_{ps}(\omega_n, \mathbf{p})$. Since the simple loop integral exhibits a singular behavior $\sim 1/\sqrt{r}$, we must resum the higher-order diagrams connecting the simple loops by the sixth term in Eq. (19) to get a meaningful result. Employing the Dyson–Schwinger equation depicted in Fig. 1, we obtain the modified propagator of $\xi$,

$$
\langle \delta(\omega_n, \mathbf{q}_1) \delta(-\omega_n, -\mathbf{q}_2) \rangle_\xi = \frac{\beta \delta(q_1 - q_2)}{r + \gamma(|q_1|^2 - q_2^2) + a_1 |\omega_n| + a_2 |\omega_n|^2},
$$

(24)

where $r$ is the modified mass term of the propagator, satisfying the equation

$$
r = \tau + V^{-1} \int \frac{d^3 p}{(2\pi)^3} \Phi(p) \Phi(-p)
$$

$$
+ \frac{\lambda}{2} T \sum_n \int \frac{d^3 p}{(2\pi)^3} \frac{1}{r + \gamma(|p|^2 - q_2^2) + a_1 |\omega_n| + a_2 |\omega_n|^2}.
$$

(25)

Here, $V$ is the volume of the system. Note that Fig. 1 shows a part of the self-energy diagrams.

We have discarded part of the tadpole diagrams coming from the third term in Eq. (19) and higher-order diagrams (see, e.g., Fig. 2). The left diagram in Fig. 2 arises from the fourth term in Eq. (23), and predominantly contributes at high temperatures, so that further studies are needed to determine the phase boundary near the Lifshitz point (LP) where the homogeneous chiral, inhomogeneous chiral, and chiral-restored phases meet. Accordingly, we, hereafter, discard the fourth term in Eq. (23). The right diagram in Fig. 2 is less important than the second diagram in Fig. 1 by at least $O(\lambda)$.
analytically perform the Matsubara frequency sum as 

\[ \text{Fig. 2.} \] 

Next-to-leading-order diagrams contributing to the Dyson–Schwinger equation.

From Eqs. (24) and (25), we can rewrite Eq. (23) as 

\[
\frac{\delta \Omega}{\delta \Phi(-q_1)} = \left[ r + \gamma \left( |q_1|^2 - q_c^2 \right)^2 \right] \Phi(q_1) - V^{-1} \frac{\lambda}{2!} \Phi(q_1) \int \frac{d^3 p_2}{(2\pi)^3} \Phi(p_2) \Phi(-p_2) \\
+ \frac{\lambda}{3!} \sum_n \int \frac{d^3 p_2 \, d^3 p_3}{(2\pi)^6} \Phi(p_2) \Phi(p_3) \Phi(q_1 - p_2 - p_3). \quad (26)
\]

Subsequent functional derivatives to Eq. (26) give the formula of any order of modified vertex functions. Since any odd-order term is equal to zero, we hereafter consider only the even-order terms.

In the following, we derive the second- and fourth-order modified vertex functions. We first show the formula of the second-order vertex function. Performing functional derivative to Eq. (26), the formula of \( \tilde{\Gamma}^{(2)} \) is given by 

\[
\tilde{\Gamma}^{(2)}(q_1, q_2) = \delta(q_1 + q_2) \left[ \tau_R + \gamma \left( |q_1|^2 - q_c^2 \right)^2 \right], \quad (27)
\]

where \( \tau_R \equiv r |_{\Phi=0} \) is the modified mass term of \( \phi \) and satisfies the equation

\[
\tau = \tau_R - \frac{\lambda}{2} T \sum_n \int \frac{d^3 p}{(2\pi)^3} G^R_{\rho n}(\omega_n, p), \quad (28)
\]

where \( G^R_{\rho n}(\omega_n, p) = 1/[\tau_R + \gamma (|p|^2 - q_c^2)^2 + a_1 |\omega_n| + a_2 \omega_n^2] \). The second term in Eq. (28) represents the contribution of the self-energy corresponding to the second diagram in Fig. 1. We can analytically perform the Matsubara frequency sum as

\[
\tau = \tau_R + \frac{\lambda}{8a_2 \pi^3} \int_0^\infty dp \int_1/\Lambda^2 \frac{dx}{x} \frac{p^2}{\rho} \left( e^{-(\sigma - \rho)^2 x^2} - e^{-(\sigma + \rho)^2 x^2} \right) \\
- \frac{\lambda}{16\pi} \frac{q_c T}{\sqrt{\gamma}} \frac{1}{\sqrt{\tau_R}} - \frac{\lambda \sigma / a_2 \pi^3}{\sqrt{\gamma}} \int_0^\infty dp \int_0^\infty \frac{dz}{e^{z/T} + 1} \frac{p^2}{[z^2 + (\sigma + \rho)^2][z^2 + (\sigma - \rho)^2]}.
\]

(29)

Here, the second term is the vacuum contribution, the third term comes from the lowest order of the Matsubara frequency, and the fourth term is the residual thermal contribution. The vacuum contribution has been regularized with the help of the PTR scheme, and \( \sigma \) and \( \rho \) are defined by \( \sigma = -a_1 \omega_2^2 - \pi T \) and \( \rho = \sqrt{a_1^2 - 4a_2 \eta / 2a_2} \) with \( \eta \equiv \tau_R + \gamma (|p|^2 - q_c^2)^2 \), respectively (for details, see Appendix C). The above equation shows a singular behavior of \( \tau_R \). Here, the second and third terms diverge at \( \tau_R \to 0 \) (see Fig. 6 for the divergence of the second term), so that \( \tau_R \) is positive definite, while \( \tau \) becomes negative at any point of the inhomogeneous chiral phase within the MFA. Thus, the second-order phase transition is prohibited by the chiral pair fluctuations (cf. Refs. [50–52]).
Next we present the formula of the fourth-order vertex function. From Eq. (26), as in the second-order vertex function, we find

$$\tilde{\Gamma}^{(4)}(q_1, q_2, q_3, q_4) = \lambda \delta(q_1 + q_2 + q_3 + q_4) + V^{-1} \lambda \frac{L(0)}{1 + \frac{\lambda}{2} L(0)} \left[ \delta(q_1 + q_2) \delta(q_3 + q_4) + \delta(q_1 + q_3) \delta(q_2 + q_4) + \delta(q_1 + q_4) \delta(q_2 + q_3) \right],$$

(30)

where $L(k)$ represents the two-$\phi$ exchange diagram between the four-point vertexes depicted in Fig. 3 and is given by

$$L(k) = T \sum_n \int \frac{d^3p}{(2\pi)^3} G_{ps}^R(\omega_n, p) G_{ps}^R(-\omega_n, k - p).$$

(31)

The first term in Eq. (30) is obtained by performing functional derivatives to the third term in Eq. (26). The second term in Eq. (30) is obtained by the first and second terms in Eq. (26). The resummation of the two-$\phi$ exchange diagram is obtained by performing the functional derivatives to the self-energy of $r$ given by the second term in Fig. 1. Note that this is a dangerous diagram and has been shown to exhibit a singular behavior [42]; in the limit $k \to 0$, $L(0)$ will diverge near the transition point, $\tau_R = 0$. Thus, we find

$$L(0) = \frac{1}{16\pi} \frac{q_c}{\sqrt{V}} \left( \frac{1}{\pi a_1} \frac{1}{\sqrt{\tau_R + \pi T a_1}} + \frac{T}{\tau_R^{3/2}} \right)$$

$$- \frac{2}{\pi^2 a_1} \int_0^\infty dp \int_0^\infty dz \frac{1}{e^{\gamma/T} + 1} \left[ \tau_R + \gamma \left( p^2 - q_c^2 \right)^2 + \pi T a_1 \right] \left( a_1^2 z^2 + \left( \tau_R + \gamma \left( p^2 - q_c^2 \right)^2 + \pi T a_1 \right)^2 \right)^{3/2}$$

$$\sim \frac{1}{16\pi} \frac{q_c}{\sqrt{V}} \left( \frac{1}{\pi a_1} \frac{1}{\sqrt{\tau_R}} + \frac{T}{\tau_R^{3/2}} \right),$$

(32)

which surely diverges as $\tau_R \to 0$. In the last line here we have kept the terms which give the leading contribution to $L(0)$.

In order to clearly see the appearance of the fluctuation-induced phase transition, we here rewrite $\tilde{\Gamma}^{(4)}$ as a contact interaction. We perform the isotropic approximation [53]: we tune it to make both the nonlocal and local interactions give the same contribution for the $\Phi^4$ term in the thermodynamic potential,

$$\tilde{V}^{-1} \left( \delta(q_1 + q_2) \delta(q_3 + q_4) + \delta(q_1 + q_3) \delta(q_2 + q_4) + \delta(q_1 + q_4) \delta(q_2 + q_3) \right)$$

$$\sim 2\delta(q_1 + q_2 + q_3 + q_4),$$

(33)

where $\tilde{V}$ is the volume of the Wigner–Seitz cell, $\tilde{V} = \pi l^2 / q$, with $l$ being the system length for $x$ and $y$ directions. The factor 2 is obtained by inserting an explicit form of $\Phi = \Delta \sin(qz)$ as follows. Evaluating the $\Phi^4$ term in the thermodynamic potential from the second term in Eq. (30) with
\[ \Phi = \Delta \sin(gz), \]

we find

\[ 3 \times \left( \frac{q}{\pi} \int_0^{\pi/q} dz \Phi^2(z) \right)^2 = 2 \times \frac{q}{\pi} \int_0^{\pi/q} dz \Phi^4(z). \quad (34) \]

Here, the factor 3 comes from the combinatorial factor to choose \( \Phi^2 \) pairs from \( \Phi^4 \). While we have used a specific form of \( \Phi \), we can easily apply this procedure for any form of \( \Phi \).

Consequently, we obtain \( \tilde{\Gamma}^{(4)} \) as a coefficient of \( \Phi^4 \),

\[ \tilde{\Gamma}^{(4)} \sim \lambda \frac{1 - \frac{1}{2} L(0)}{1 + \frac{1}{2} L(0)} \delta(q_1 + q_2 + q_3 + q_4). \quad (35) \]

As we will see in the next section, \( \tilde{\Gamma}^{(4)} \) is rapidly decreasing just after \( \tilde{\Gamma}^{(4)} = 0 \) (see Fig. 7), and if the curvature of the thermodynamic potential \( \Omega(\Phi) \) at \( \Phi = 0 \), which is equal to \( \tau_R \), is sufficiently small near the critical point, \( \Omega(\Phi) \) should touch the level line of \( \Omega(0) \) at small \( \Phi \). Thus, we may say that \( \tilde{\Gamma}^{(4)} = 0 \) is a signal of the first-order phase transition [38, 42].

We find from Eq. (32) that our procedure contains both quantum and thermal fluctuations. In fact, the first term in Eq. (32) remains in the limit \( T \to 0 \), so that the corresponding term exhibits the effect of the quantum fluctuations. This term corresponds to the term derived by Dyugaev [42]. Thus, we find that our formula is more refined. While in the study by Dyugaev only the effect associated with the fourth-order vertex function is taken into account and hence \( L(0) \) is proportional to \( 1/\sqrt{\tau} \), we consider the effect of the fluctuation associated with both the second-order and the fourth-order vertex function in our work. Therefore, \( L(0) \) is proportional to \( 1/\sqrt{\tau_R} \) and its coefficient completely coincides with that derived by Dyugaev. In addition, the term with \( T/\tau_R^{3/2} \) in Eq. (32) completely coincides with that in the work by Brazovskii [38]. Thus, our method indeed contains the results of earlier seminal works.

For the fluctuation effect associated with the sixth-order vertex function, it turns out to be negligible from a straightforward calculation. Therefore, unlike \( \tilde{\Gamma}^{(2)} \) and \( \tilde{\Gamma}^{(4)} \), there is no influence on the determination of a critical point.

### 3. Phase boundary

#### 3.1. Homogeneous case

In order to figure out the difference in the effect of the chiral pair fluctuations between the homogeneous and inhomogeneous chiral transitions, we now discuss the phase boundary in the high temperature and small chemical potential region, where the inhomogeneous chiral phase is thermodynamically disfavored compared to the homogeneous phase. In this paper, we take \( \Lambda = 660.37 \) MeV and \( G\Lambda^2 = 6.35 \) so as to reproduce the constituent quark mass and the pion decay constant in the vacuum.

Our framework given in Sect. 2.2 is unchanged for the case of the homogeneous transition, while the formula of \( G_{ps}(\omega_n, \mathbf{q}) \) is somewhat modified. Since \( G_{ps}^{-1}(\omega_n, \mathbf{q}) \) should have a minimum at \( |\mathbf{q}| = 0 \) in the homogeneous chiral transition, \( \mathcal{O}(|\mathbf{q}|^2) \) is the leading term in \( G_{ps}^{-1}(\omega_n, \mathbf{q}) \). Thus, the propagator for the homogeneous transition renders

\[ G_{ps}^{-1}(\omega_n, \mathbf{q}) \sim \tau + \tilde{\tau} |\mathbf{q}|^2 + a_1 |\omega_n| + a_2 |\omega_n|^2, \quad (36) \]

where

\[ \tilde{\tau} \equiv \left. \frac{d}{d|\mathbf{q}|^2} G_{ps}^{-1}(0, \mathbf{q}) \right|_{|\mathbf{q}|=0}. \quad (37) \]
As in the previous section, we solve the Dyson–Schwinger equation represented in Fig. 1,  
\[ \tau \simeq \tau_R - \frac{\lambda}{4\pi^2} \left[ \frac{1}{8\sqrt{a_2\gamma}} \int \frac{dx}{x^2} e^{-\tau_{R\xi}/\bar{\gamma}} + \frac{\sqrt{a_2}}{\bar{\gamma}^{3/2}} \int_0^{\Lambda} \frac{dp}{\sqrt{\tau_{R}/a_2 + p^2}} e^{\beta(2\tau_{R}/a_2 + p^2 + 1)} \right], \]  
(38)  
where we have used the PTR for the vacuum contribution. Here, since the numerical calculation shows that \( a_1 \) is sufficiently small, we have ignored \( a_1 |\omega_n| \) in \( G^{-1}_{ps}(\omega_n, \mathbf{q}) \). Unlike the inhomogeneous case, we observe that the second term in the right-hand side of Eq. (38) remains finite even if \( \tau_R \) is equal to zero. Thus, one may expect that the homogeneous transition remains of the second order, even though the chiral pair fluctuations are taken into account. Note that the order of the phase transition in this region is of the second order, which is suggested by the \( O(4) \) universality in the Ginzburg–Landau–Wilson approach. Therefore, we consider the effect of the chiral pair fluctuations on the change of the phase boundary.

Instead of analytically carrying out the loop integral in Eq. (18), we here apply a rather simple way given in [7], which corresponds to the approximation of Eq. (18) up to \( O(q^2_c) \). Under the proper rescaling of the field variable, we find  
\[ \lambda = \frac{3g_{\phi qq}^4N_f N_c}{\pi^2} \left[ -1 + \int_0^{\Lambda} \frac{dp}{p} \left( 1 - \frac{1}{e^{\beta(p-\mu)}} + 1 - \frac{1}{e^{\beta(p+\mu)}} + 1 \right) \right] \equiv 3\chi. \]  
(39)  
Figure 4 shows the phase diagram for the homogeneous chiral phase, containing the effect of the chiral pair fluctuations. Since \( \lambda \) becomes small near the LP, the effect of fluctuations becomes small there. From this figure, we find that the effect of the chiral pair fluctuations reduces the size of the homogeneous phase. This is due to the enlargement of \( \tau_R \) by the fluctuation effects as shown in Fig. 5.

We can see that both \( \tau_R \) and \( \tau \) monotonically decrease with decreasing temperature and eventually cross the zero line at a certain temperature. These crossing points correspond to the critical points for the second-order phase transition with or without fluctuations, which are denoted as \( T_c \) and \( T_{c, mf} \). The blue line shows the temperature dependence of the difference \( \Delta \tau = \tau_R - \tau \) as a criterion for evaluating the effect of the chiral pair fluctuations. Since \( \Delta \tau \) monotonically decreases with increasing
temperature, one may expect that thermal fluctuations become larger. However, the result exhibits the opposite behavior. This result can be understood by recalling that the coefficients of $G_{ps}^{-1}(\omega_{n}, q)$ are the functions of temperature and chemical potential.

### 3.2. Inhomogeneous case

Here we discuss the effect of the chiral pair fluctuations to the inhomogeneous chiral transition. First, restricting our discussion to the zero-temperature limit where the quantum fluctuations are dominant, we shall see that the quantum fluctuations change the order of the phase transition from the second to the first order by changing the sign of the fourth-order vertex function $\bar{\Gamma}^{(4)}$, while the quantum fluctuations to the second-order vertex function $\bar{\Gamma}^{(2)}$ move the phase boundary.

Next we discuss the fluctuation effects at finite temperature. Since the temperature dependence of the parameters dominates over the effect of the thermal fluctuations, we shall see that the phase boundary monotonically becomes close to that determined by the MFA as temperature increases.

In the following, we simply evaluate the formula of $\lambda$ as in the homogeneous case. A similar procedure can be done and we find $\lambda = -2\chi$ in the inhomogeneous case.

#### 3.2.1. $T = 0$

We first discuss the effect of the quantum fluctuations to $\bar{\Gamma}^{(2)}$.

Here we show the behavior of $\tau$ as a function of $\tau_{R}$ in Fig. 6, where $\tau$ monotonically increases with increasing $\tau_{R}$. In particular, it diverges at $\tau_{R} \sim 0$ and never crosses with $\tau_{R} = 0$, so that $\tau_{R}$ is positive definite. This behavior implies that the phase transition never occurs as the second order. It is one of the differences from the study by Dyugaev [42], where only the possibility of the first-order phase transition is discussed. Such a behavior still remains in the high-temperature region.

Next we discuss the change of the location of the critical point by including the quantum fluctuations to $\bar{\Gamma}^{(2)}$. Figure 7 shows the chemical potential dependence of $\bar{\Gamma}^{(4)}$ at $T \sim 0$. From this figure, we find the red and green lines monotonically decrease with decreasing chemical potential, and eventually cross the zero line at a certain chemical potential denoted by $\mu_{c}$ and $\tilde{\mu}_{c}$.

---

*Fig. 5.* Temperature dependence of $\tau$ and $\tau_{R}$ at $\mu/\Lambda = 0$ in the homogeneous order parameter. The red (green) line denotes the change of $\tau_{R}$ ($\tau$). The blue line denotes the difference $\Delta \tau = \tau_{R} - \tau$. In the horizontal axis, $T_{c}$ ($T_{c}^{MF}$) represents the critical point with (without) the chiral pair fluctuations.
Fig. 6. $\tau_R$ dependence of $\tau$ at $T/\Lambda \sim 0$ and $\mu/\Lambda = 0.5566$.

Fig. 7. Chemical potential dependence of $\bar{\Gamma}^{(4)}$ at $T/\Lambda \sim 0$. The red (green) line denotes $\bar{\Gamma}^{(4)}$ with (without) including the effect of the chiral pair fluctuations to $\bar{\Gamma}^{(2)}$. In the horizontal axis, $\mu_c$ ($\tilde{\mu}_c$) represents the critical point with (without) fluctuations.

The quantitative difference between $\mu_c$ and $\tilde{\mu}_c$ comes from the effect of the quantum fluctuations in $\bar{\Gamma}^{(2)}$; the inequality $\tau_R > \tau$ holds due to the quantum fluctuations, which implies that $L(0)$ becomes small. Since $\tau_R$ should be monotonically decreasing with decreasing chemical potential, we find that the phase boundary is shifted toward smaller chemical potential.

3.2.2. $T > 0$

Finally, we discuss the termination boundary, taking into account the thermal fluctuations. As in the zero-temperature case, since the positiveness of $\tau_R$ also holds due to the third term in Eq. (29) and $\bar{\Gamma}^{(4)}$ becomes negative with $\tau_R \sim 0$, the chiral pair fluctuations change the order of the phase transition from the second to the first order at any temperature.

In Fig. 8, we present the phase diagram in the plane of temperature and chemical potential, taking into account the effect of the chiral pair fluctuations. As in the case of the homogeneous transition, the fluctuation effects reduce the inhomogeneous chiral phase. The effect of the chiral pair fluctuations...
Fig. 8. Phase diagram in the plane of temperature and chemical potential, including the chiral pair fluctuation effects. The black dot represents the LP. The black and blue lines above the LP are the same as in Fig. 4. The blue (red) lines below the LP denote the phase boundary without (with) the effect of the chiral pair fluctuations.

Fig. 9. The termination boundary obtained by including the chiral pair fluctuations. The black dot represents the LP. The blue line represents the first-order phase transition, including the quantum fluctuations to $\tilde{\Gamma}^{(4)}$, which completely coincides with the second-order phase transition determined within the MFA. The green (red) line denotes the first-order phase transition, including the chiral pair fluctuations to $\tilde{\Gamma}^{(4)}$ and thermal fluctuations (both quantum and thermal fluctuations) to $\tilde{\Gamma}^{(2)}$.

to $\tilde{\Gamma}^{(4)}$ gives rise to the sign change. Thus, unlike the homogeneous case, the fluctuation-induced phase boundary is of the first order.

In the following, we compare various fluctuation effects. Figure 9 shows the termination boundary for several cases by partially switching off the chiral pair fluctuations to $\tilde{\Gamma}^{(2)}$ and/or $\tilde{\Gamma}^{(4)}$.

If we only consider the quantum fluctuations to $\tilde{\Gamma}^{(4)}$, which corresponds to the study by Dyugaev, the order of the phase transition changes from the second order to the first order (the blue line). On the other hand, the location of the phase boundary is unchanged from the one within the MFA. Thus, we find that the quantum fluctuations to $\tilde{\Gamma}^{(4)}$ only change the order of the phase transition. We plot the phase boundary (the green line) by only including the thermal fluctuations to $\tilde{\Gamma}^{(2)}$ and $\tilde{\Gamma}^{(4)}$, which corresponds to the study by Brazovskii. From the comparison of the blue and green lines, it turns
out that the inhomogeneous chiral phase is reduced by the thermal fluctuations. By including both quantum and thermal fluctuations to $\tilde{\Gamma}^{(2)}$ and $\tilde{\Gamma}^{(4)}$, we obtain the red line in Fig. 9. We see that the effect of the quantum fluctuations reduce the inhomogeneous chiral phase. From the comparison of the blue, green, and red lines, it turns out that the inclusion of the quantum fluctuations gives rise to the reduction of the inhomogeneous chiral phase in the low-temperature region. On the other hand, with increasing temperature, we find that the inclusion of the thermal fluctuations mainly reduces the inhomogeneous chiral phase. In particular, the inclusion of the quantum fluctuations to $\tilde{\Gamma}^{(2)}$ is negligible around $T/\Lambda = 0.04$.

Since the thermal fluctuations should become large in the high-temperature region, it seems that our result is contrary to our naive thinking. However, we recall that the parameters in $G_{pq}(\omega_n, \mathbf{p})$ are functions of temperature and chemical potential. For instance, the wave vector of the inhomogeneous condensate is monotonically decreasing with increasing temperature (or with decreasing chemical potential), so that this behavior should be dominant over the thermal fluctuations. Thus, we should take into account the change of the parameters to estimate the thermal-fluctuation effects. In order to measure these effects, we show the temperature dependence of the difference $\Delta \tau = \tau_R - \tau$ for fixed chemical potentials in Fig. 10.

The behaviors of $\tau$, $\tau_R$, and $\Delta \tau$ are qualitatively unchanged from the case of the homogeneous chiral phase, as in Fig. 5. In particular, $\Delta \tau$ is monotonically decreasing with increasing temperature. This implies that the change of the parameters dominates over the thermal fluctuations.

4. Summary and concluding remarks

In this paper, we have investigated the effect of the chiral pair fluctuations to the inhomogeneous chiral transition. In the MFA, the order of the phase transition is always of the second order, regardless of the function form of the inhomogeneous chiral condensate. In order to discuss both quantum and thermal fluctuations by considering the chiral pair excitations, we have formulated an effective action in terms of the composite fields made of the quark bilinear fields.

Starting from the effective action in the chiral-restored phase, which is a functional of the composite fields of quarks, we have constructed the thermodynamic potential. Since the order parameter is defined as the expectation value of the composite fields or the bilinear fields of quarks, the coefficients
of the thermodynamic potential (e.g., $\Gamma^{(2)}$ and $\Gamma^{(4)}$) should be described by the quark diagrams. Thus, we have introduced the propagator by considering the loop diagrams of the $q\bar{q}$ propagator in the NJL model. We have considered the effect of the chiral pair fluctuations to the second-order vertex function ($\tilde{\Gamma}^{(2)}$) and the fourth-order vertex function ($\tilde{\Gamma}^{(4)}$), and then have shown that our method incorporates both quantum and thermal fluctuations simultaneously. In particular, we have seen that terms given in the works by Brazovskii and Dyugaev are correctly reproduced in our formula, as a leading term of the thermal or vacuum fluctuations.

Further, we have presented some numerical results. In the beginning, we have discussed the chiral pair fluctuations in the homogeneous chiral transition. We have found that $\tilde{\Gamma}^{(2)}$ approaches zero at finite temperature and chemical potential, where the susceptibility becomes divergent and it is a signal of the second-order phase transition. We have also found that the effect of the chiral pair fluctuations only moves the location of the phase boundary because the universality of the $O(4)$ symmetry ensures the order of the phase transition as second order in the homogeneous phase transition.

Next, we have discussed the effect of the chiral pair fluctuations in the inhomogeneous chiral phase. To begin with, we have discussed the zero-temperature limit in order to concentrate on the effect of the quantum fluctuations. We have found that $\tau_R$ decreases monotonically with decreasing chemical potential, but always stays positive. Thus we can conclude that the second-order phase transition is prohibited by the chiral pair fluctuations.

When $\tau_R$ becomes smaller, $\tilde{\Gamma}^{(4)}$ decreases and eventually changes its sign. Thus, the order of the phase transition should change from the second to the first order. The location of the critical point is moved because of the effect of the quantum fluctuations to $\tilde{\Gamma}^{(2)}$, whereas the location is not moved if we only consider the effect to $\tilde{\Gamma}^{(4)}$. Subsequently, we have discussed the effects of the thermal fluctuations. The effects are qualitatively the same as the quantum fluctuations: $\tau_R$ is positive definite and $\Gamma^{(4)}$ changes its sign. Finally, we have considered both fluctuation effects in the temperature–chemical potential plane. We have observed that both fluctuations to each vertex function change the order of the phase transition and reduce the region of the inhomogeneous chiral phase at any temperature. In the low-temperature region, the thermal fluctuations to both vertexes are small compared to the quantum fluctuations to $\tilde{\Gamma}^{(2)}$, while it becomes predominant with increasing temperature.

There remain some interesting subjects in connection with our study. It is important to find some thermodynamic quantities characterized by the nature of the first-order phase transition. Typically, there are some quantities such as entropy or latent heat that are discontinuous at the phase boundary. In this paper, we have discussed the effect of the chiral pair fluctuations based on the resummation of the diagram. A more sophisticated approach might be needed to confirm our findings and extract more information about the fluctuation-induced first-order phase transition. For instance, Ling et. al. [54] have discussed the inhomogeneous phase transition in some simple models with the help of the renormalization group (RG) method. We expect the RG method can also be applied in the context of the inhomogeneous chiral transition.
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**Appendix A. Derivation of Eqs. (7) and (8)**

Here we derive the propagator. In the following, $\omega_n$ ($\tilde{\omega}_m$) represents the Matsubara frequency for bosonic (fermionic) fields. Hereafter, we restrict $\omega_n$ to the positive frequency. In order to evaluate
Eq. (6), we use the retarded/advanced Green’s function in real time, which is defined by

$$S_{R/A}(\omega, \mathbf{q}) = -\int_{-\infty}^{\infty} dp_0 \frac{p_0'(\gamma \cdot \mathbf{q})}{\omega - p_0 \pm i\epsilon} \delta\left(p_0'^2 - \mathbf{q}^2\right), \quad (A1)$$

where $p_0' = p_0 + \mu$ and $\epsilon$ is an infinitesimal number. Here, $S_{R/A}$ is closely related to the thermal Green’s function,

$$S_\beta(\omega_m, \mathbf{q}) = S_R(i\omega_m, \mathbf{q}). \quad (A2)$$

Using the equality of Eq. (A2) and performing the fermionic Matsubara frequency sum, we can rewrite Eq. (6) as

$$\Pi^0_{ps}(\omega_n, \mathbf{q}) = \int \frac{d^4 p}{(2\pi)^4} \frac{\beta p_0}{2} \text{tr} \left[ S_R(p_0 + i\omega_n, \mathbf{p} + \mathbf{q}) \text{Im}S_R(p_0, \mathbf{p}) + S_A(p_0 - i\omega_n, \mathbf{p} - \mathbf{q}) \text{Im}S_R(p_0, \mathbf{p}) \right]. \quad (A3)$$

For the first and second terms, a straightforward calculation yields the following results:

$$\int \frac{d^4 p}{(2\pi)^4} \frac{\beta p_0}{2} \text{tr} \left[ S_R(p_0 + i\omega_n, \mathbf{p} + \mathbf{q}) \text{Im}S_R(p_0, \mathbf{p}) \right]$$

$$= -\frac{1}{2} \frac{N_f N_c}{(2\pi)^2} \int d\gamma dp \left[ \frac{\beta(p - \mu)}{2} \right] \left[ \tanh \left( \frac{\beta(p - \mu)}{2} \right) \left( 1 - \frac{-\omega_n^2 - |\mathbf{q}|^2 + 2p|\mathbf{q}|x + 2i\omega_n p_0}{-\omega_n^2 + |\mathbf{q}|^2 + 2p|\mathbf{q}|x - 2i\omega_n p_0} \right) \right], \quad (A4)$$

$$\int \frac{d^4 p}{(2\pi)^4} \frac{\beta p_0}{2} \text{tr} \left[ \text{Im}S_R(p_0, \mathbf{p}) S_A(p_0 - i\omega_n, \mathbf{p} - \mathbf{q}) \right]$$

$$= -\frac{1}{2} \frac{N_f N_c}{(2\pi)^2} \int d\gamma dp \left[ \frac{\beta(p - \mu)}{2} \right] \left[ \tanh \left( \frac{\beta(p - \mu)}{2} \right) \left( 1 - \frac{-\omega_n^2 - |\mathbf{q}|^2 + 2p|\mathbf{q}|x - 2i\omega_n p_0}{-\omega_n^2 + |\mathbf{q}|^2 - 2p|\mathbf{q}|x + 2i\omega_n p_0} \right) \right], \quad (A5)$$

Substituting Eqs. (A4) and (A5) into Eq. (A3) and performing the PTR for the vacuum contribution, we obtain Eqs. (7) and (8).

**Appendix B. Correlation function method**

We briefly review the correlation function method [4] to analyze the second-order phase transition. The function form of the static polarization function $\Pi^0_{ps}$ at finite temperature and chemical potential is given by

$$\Pi^0_{ps}(0, \mathbf{q}) = T \sum_m \int \frac{d^3 p}{(2\pi)^3} \text{tr} \left[ i\gamma_5 \tau_3 S_\beta(\omega_m, \mathbf{q} + \mathbf{p}) i\gamma_5 \tau_3 S_\beta(\omega_m, \mathbf{p}) \right]$$

$$= \frac{N_f N_c}{(2\pi)^2} \Lambda^2 - 2i N_f N_c |\mathbf{q}|^2 I \left( |\mathbf{q}|^2 \right)$$

$$+ \frac{N_f N_c}{(2\pi)^2} \int_0^\infty dp \frac{1}{e^{\beta(p + \mu)} + 1} \left( 2 - \frac{|\mathbf{q}|}{2p} \log \left| \frac{|\mathbf{q}| + 2p}{|\mathbf{q}| - 2p} \right| \right)$$

$$= \Pi^0_{ps,vac}(0, \mathbf{q}) + \Pi^0_{ps,med}(0, \mathbf{q}). \quad (B1)$$
Fig. B1. Function $G_{\text{ps}}^{-1}(0, \mathbf{q})$ versus momentum $q$ near the phase boundary. The red (green) line denotes the phase boundary between the inhomogeneous (homogeneous) chiral and chiral-restored phases at $T/\Lambda = 0.001(0.27)$ and $\mu/\Lambda = 0.5845(0)$ with $\Lambda = 660.37$ MeV.

where $S_\beta$ is the thermal quark propagator and $\Lambda$ an ultraviolet cutoff. Here, $I(|q|^2)$ is defined as

$$I(|q|^2) \equiv \frac{i}{16\pi^2} \int_0^1 dt \int_{1/\Lambda^2}^{\infty} \frac{d\tau}{\tau} e^{-|q|^2(1-t)\tau},$$  \hspace{1cm} \text{(B2)}$$

where the vacuum contribution has been regularized with the PTR scheme. Expanding the logarithmic function of $|q|$ in Eq. (B1), one can easily find that $\Pi_{\text{ps}}^{0,\text{med}}(0, \mathbf{q})$ is an even function of $|q|$.

If the phase transition is of the second order, the minimum of $\Gamma_{\text{ps}}^{(2)}(0, \mathbf{q})$ is always positive in the chiral-restored phase. At fixed $T$, the minimum monotonically decreases with decreasing $\mu$ and eventually reaches zero. At this point the susceptibility diverges with a finite momentum, and thus the phase transition occurs between the inhomogeneous chiral and the chiral-restored phase. Consequently, the following specific conditions are obtained:

$$1 - 2G\Pi_{\text{ps}}^{0}(0, \mathbf{q}) = 0 \quad \text{and} \quad \partial_q \Pi_{\text{ps}}^{0}(0, \mathbf{q}) = 0.$$  \hspace{1cm} \text{(B3)}$$

Figure B1 shows the typical behavior of the static propagator, $G_{\text{ps}}(0, \mathbf{q})$, near the phase boundary. Note that $G_{\text{ps}}^{-1}$ has a minimum with finite momentum near the phase boundary between the inhomogeneous chiral and chiral-restored phases, while it takes a minimum with zero momentum near the phase boundary between the homogeneous chiral and chiral-restored phases.

Appendix C. Matsubara frequency sum of the last term in Eq. (28)

We perform the Matsubara frequency sum given by

$$T \sum_n G_{\text{ps}}^R(\omega_n, \mathbf{p}) = TG_{\text{ps}}^R(0, \mathbf{p}) + 2T \sum_{n=1}^{\infty} \frac{1}{\eta + a_1|\omega_n| + a_2\omega_n^2},$$  \hspace{1cm} \text{(C1)}$$

where $\eta \equiv \tau_R + \gamma(|\mathbf{p}|^2 - q_c^2)^2$. Here we take the Matsubara frequency sum in the second term. In the following, we denote the solution of the equation $\eta + a_1x + a_2x^2 = 0$ by $\kappa_\pm$. From the numerical results we find that $a_1$ and $\eta$ are always positive and $a_2$ is always negative.
Considering the contour as in Fig. C1, we perform the Matsubara frequency sum:

$$T \sum_{n=1}^{\infty} \frac{1}{\eta + a_1 |\omega_n| + a_2 \omega_n^2} = \int_{i\infty}^{-i\infty} \frac{dz}{2\pi} \frac{1}{e^{iz/T} + 1} \frac{1}{\eta + a_1 z + a_2 z^2}. \tag{C2}$$

Here, since there is one pole in the positive real axis, we should consider the contribution from it. Thus, we regard $\kappa_+$ as a pole of the integrand in the positive real axis.

If $\kappa_+$ is smaller than $\pi T$, we do not have to consider the contribution from the pole $\kappa_+$ and hence obtain Eq. (29). If $\kappa_+$ is larger than $\pi T$, on the other hand, we should consider the contribution from the pole $\kappa_+$ by performing the Matsubara frequency sum,

$$T \sum_{n=1}^{\infty} \frac{1}{\eta + a_1 |\omega_n| + a_2 \omega_n^2} = -\frac{2}{a_2} \int_0^{\infty} \frac{dz}{2\pi} \tanh \frac{z}{2T} \frac{1}{z^2 + (\sigma + \rho)^2} \left[ \frac{1}{z^2 + (\sigma - \rho)^2} \right]$$

$$- i \text{Res}_{z \to \kappa_+} \frac{1}{a_2(z - \kappa_+)(z - \kappa_-) e^{iz/T} - 1}$$

$$= -\frac{2}{a_2} \int_0^{\infty} \frac{dz}{2\pi} \tanh \frac{z}{2T} \frac{1}{z^2 + (\sigma + \rho)^2} \left[ \frac{1}{z^2 + (\sigma - \rho)^2} \right]$$

$$+ \frac{1}{2\sqrt{a_1^2 - 4a_2 \eta}} \cot \frac{\kappa_+}{2T}. \tag{C3}$$

where $\sigma$ and $\rho$ are defined by

$$\sigma = -\frac{a_1}{a_2} - \pi T, \tag{C4}$$

and

$$\rho = \frac{\sqrt{a_1^2 - 4a_2 \eta}}{2a_2}. \tag{C5}$$

Here, since $\eta$ and $\kappa_+$ depend on the momentum, we find that the last term in Eq. (C3) oscillates rapidly in the momentum space and is almost canceled out in each period in the momentum integration. Thus, we obtain the result given in Eq. (29), assuming that the contribution from the last term in Eq. (C3) can be negligible.
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