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ABSTRACT

In the modern digital era, the Web has been utilized for searching information by using different search engines (SE) as a tool. However, web spammers misuse the web for financial benefits by ranking the irrelevant and spam web pages higher than relevant pages in the search engine's results pages (SERPs) by using web spamming techniques. Furthermore, those top-ranked unrelated web pages contain insufficient or inappropriate information for the user. In addition, web spamming techniques dramatically affect the quality of the search engine. Researchers introduced several web spam detection techniques such as content-based features, link-based features, label propagation, label refinement, click-based web spamming detection, and real-time web spam detection. However, identifying all spam pages on the Web with high accuracy is still remains unsolved. This work proposes a content-based web spam detection framework, link-based web spam detection framework, and a combined approach to identify both types of web spams with high accuracy that can detect the newly evolved link pyramid. The content-based web spam detection framework uses three proposed and two improved content-based algorithms for web spam detection. The link-based web spam detection framework initially exposed the relationship network behind the link spamming and then used the paid-links database algorithm, spam signals algorithm, and improved link farms algorithm for link-based web spam identification. Finally, the combination of both content and link-based frameworks enhance the accuracy of web spam detection. The proposed combined approach's performance has been evaluated and compared with the J48 classifier, C4.5 decision tree classifier, SVM classifier, and heuristic combined approach. Some experiments were conducted to obtain the threshold values using the proposed collection architecture on well-known datasets WEB SPAM-UK2006 and WEB SPAM-UK2007. The results show that the proposed methods outperform other methods with 82.1% precision and an F-measure of 80.6% to illustrate the proposed framework's effectiveness and applicability.
ABSTRAK

Dalam era digital moden, jaringan telah digunakan secara meluas sebagai alat untuk mencari maklumat melalui enjin carian yang berbeza (SE). Walau bagaimanapun, penghantaran spam telah menyalahgunakan jaringan untuk mengaut keuntungan dengan menyenaraikan laman jaringan yang tidak relevan dan menghasilkan lebih banyak spam daripada hasil carian halaman yang berkaitan di dalam halaman hasil enjin carian (SERPs) dengan menggunakan teknik jaringan web. Di samping itu, teknik jaringan web secara dramatik boleh menjjejaskan kualiti hasil enjin carian dan memberikan kesan buruk kepada ekonomi kerana data pengiklanan percuma dihasilkan dengan banyak dan diindeks pada enjin carian sekali gus meningkatkan jumlah lalu lintas jaringan pada tapak jaringan yang disasarkan. Penyelidik berusaha memperkenalkan beberapa teknik pengesanan spam seperti pengujian kandungan, ciri berasaskan pauta, penyebaran label, penambahbaikan label, pengesanan jaringan web berasaskan klik, pengesanan jaringan web masa nyata dan sebagainya. Walau bagaimanapun, mengenalpasti semua halaman spam di jaringan dengan ketepatan yang tinggi masih menjadi isu utama dan tidak dapat diselesaikan hingga kini. Kajian ini mencadangkan gabungan rangka kerja pengesanan jaringan web berasaskan kandungan dan berasaskan pautan bagi mengenalpasti kedua-dua jenis spam jaringan dengan ketepatan yang tinggi dan dapat mengesan piramid pautan yang baru berkembang. Rangka pengesanan jaringan web yang dicadangkan menggunakan tiga kaedah dan dua algoritma berasaskan kandungan sementara rangka pengesanan jaringan web berasaskan pautan mendedahkan rangkaian hubungan di belakang pautan jaringan web dengan menggunakan algoritma pangkalan data pautan, algoritma isyarat spam, dan algoritma ladang pautan yang lebih baik untuk mengenalpasti jaringan berasaskan pautan. Prestasi pendekatan gabungan yang dicadangkan telah dinilai dan dibandingkan dengan teknik J48, pepohon keputusan C4.5, teknik SVM dan pendekatan gabungan heuristik. Keputusan eksperimen yang dijalankan terhadap dataset yang terkenal seperti WEB SPAM-UK2006 dan WEB SPAM-UK2007 menunjukkan menunjukkan bahawa kaedah yang dicadangkan lebih baik daripada kaedah lain dengan ketepatan 82.1% dan F-ukuran 80.6%.
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CHAPTER 1

INTRODUCTION

1.1 Background of the Research

Web page spamming is an intentional act intended to trigger illegally favorable importance or relevance for some page, considering the web page's real significance (Metaxas and Pruksachatkun, 2017). Web page spamming is a well-known challenge to search engines because it massively degrades the quality of the search engine's results, and it annoys the user for getting inappropriate information (Jakubíček et al., 2020). As the World Wide Web (WWW) is growing with an unprecedented ratio, the size of available textual data has become huge to any end-user. A recent survey by an organization, “WorldWideWebSize” shows that the Web consists of 5.26 billion web pages (Kunder, 2021). Every day, thousands of web pages are being added to the Web Corpus, and many are either duplicated or spam web pages (Ardi and Heidemann, 2019). Web spammers are using several creative spamming techniques for dragging internet users to their websites in order to take different benefits from them. The goal behind creating spam web pages is to cheat the search engine in such a way that it presents spam pages to the web users, which are entirely non-beneficial and irrelevant to them (Practices, 2015). The ultimate target of any spammers is to improve their spam web page's rank in search engine results. Besides that, there is a substantial economic impact of web spamming. A website with a higher page rank can qualify for free advertisements and large web traffic volume. During the past couple of decades, researchers from industry and academia are working hard to develop advanced web spam detection methods. Still, web spamming methods are evolving, and spammers
are introducing new spamming methods every day (MCA & Prakash, 2016). Web spam detection research becomes an arms race to challenge an opponent who consistently introduces the latest advanced techniques. Currently, more efficient and advanced search engines are required, which can provide promising results according to the user's search query.

Web page spamming has several adverse effects on both end-user and search engines. Web page spamming is not only wasting time and processing resources but also destroying the storage space. As search engines need to index and store many web pages, so more space is required for storage. In 2017 the total financial losses worldwide caused by spam were considered 450 billion dollars (Admin, 2018). In 2016, the economic loss from spam in the United States surpassed 1.3 billion dollars. In 2009, spam's global financial losses were considered 130 billion dollars (Rao & Reiley, 2012). Moreover, based on the user's search query, a search engine needs to search the large corpus of web pages. Therefore, more time is required for searching and retrieving the relevant data. This decreases the search engine's effectiveness and reduces the end user's trust in the search engine (Li et al., 2018).

Enhancement in anti-web spamming techniques is required to overcome the web spamming attacks. Generally, there are three different types of web spamming, (a) content-based web spamming, (b) link-based web spamming, and (c) cloaking. In cloaking, spammers offer content to the end-users entirely different from the content submitted to the search engine spiders (Guo & Guan, 2018). However, content and link-based web spamming are the most common types of web spamming. Furthermore, any web spammer technique for changing a search engine's logical view over the web page contents is known as content-based spamming (Shahzad et al., 2020). And it is a widespread type of web spamming (Spirin and Han, 2012). As most of the search engines are using information retrieval models (IRM) such as BM25 (Robertson et al., 2004), vector space model (Salton et al., 1975), statistical language model (Zhai, 2008), and probabilistic model. These models are applied to the content of web pages for ranking the web page. Therefore, content web spamming is very popular among web spammers. They are utilizing these models' vulnerabilities for manipulating the content of the spam web page (El-Mawass & Alaboodi, 2017). For example, they might use the famous keywords on the spam web page many times to increase the keywords frequencies. Or copy the legitimate website's content, produce the machine-
generated content for spam web pages, and add all the words from a dictionary to a spam web page. Then, change the text color of dictionary words like background color so the user cannot see these words on the spam web page and only visible to search engine spiders.

The other widespread type of web spamming is link-based web spam. Petkova (2019) explained link-based spamming as if the links among several pages are present only for web spamming and is known as link-based web spamming. In link-based web spamming, spammers establish the link structure to get recognition from link-based algorithms. For instance, the PageRank algorithm will assign a higher rank to a web page if other highly ranked web pages point to the web page with backlinks. Web spammers are using link spamming techniques for various reasons, ranging from malware propagation to money-related activities. Due to the fast growth and volatile nature of the internet, spammers are introducing more sophisticated techniques to generate more revenue (Z. Li et al., 2012; Stone-Gross et al., 2011; Zarras et al., 2014). Unfortunately, these practices have several negative impacts on both search engines and the user's experience. For instance, users get annoyed when they cannot find what they are looking for, and their systems face possibly high-security threats due to malicious content on these spam web pages.

Researchers developed several new anti-web spamming techniques to overcome this issue (Ledford, 2015). However, web spammers keep a close eye on anti-web spam techniques, and they constantly improve their spamming practices to avoid detection. Therefore, a couple of years old designed methods for web page spam detection might not detect spam pages with high accuracy after few years. Due to the continuously changing nature of web page spamming techniques and introducing new spamming methods every day, tweaking is also required in existing web page spam detection techniques. The techniques designed a few years ago cannot detect today's advanced spamming practices. Every search engine is changing and tweaking its algorithms every year, and Google changes its algorithm several times every year (Moz, 2020). Search engines already provided the guidelines to website owners in achieving excellent PageRank. However, spammers are still using Facebook search engine optimization (SEO) groups, SEO forums, paid link services, subreddits, and SEO service providers to achieve high PageRank using illegal SEO techniques (Sharma et al., 2019).
Based on the literature review, it is noticed that a lot of work has been done to detect a single type of web page spamming techniques, and most of the researchers are focusing on improving the methods that can detect only one kind of web page spamming. The drawback of using these techniques is that they can only identify a single type of web page spam technique. For example, a technique designed for a specific kind of content-based spam page detection can only classify those web pages as spam that are practicing this content-based spamming technique. It will not identify other types of content and link-based web page spamming techniques.

However, very little work has been done using a combined approach. Egele *et al.* (2011) introduced a new technique and used a j48 decision tree classifier in their approach to differentiate the legitimate web pages from the spam web pages. They could detect one spam page out of five spam web pages by decreasing the false positive to zero. Fdez-Glez *et al.*, (2016) proposed a WSF2: a novel framework for filtering web spam, particularly fit for identifying spam content on web pages. Their framework allows the effortless combination of several filtering techniques. They combined the content and link-based features for spam web page detection and applied their proposed framework on publicly available WEBSPAM-UK datasets and achieved 79.8 percent accuracy. Roul *et al.* (2016) proposed a combined approach of content and link-based techniques for web spam detection. They used part of speech (POS) ratio and term density to detect content-based spam and explored the Personalized Page Rank to classify web pages as non-spam or spam. They used the WEBSPAM-UK2006 dataset to compare their experimental results with the existing techniques, and an excellent F-measure of 75.2 percent shows the effectiveness of their approach. Singh and Singh (2018) proposed a combined technique for web page spam detection using content and link-based features. They combined the characteristics of the Particle Swarm Optimization strategy and Correlation Based Feature Selection Technique. The authors assessed the performance of CFS-PSO on the WEBSPAM-UK dataset with five different classifiers Naive Bayes, AdaBoost, SVM, J48, and MLP classifier. Their experimental results show an 88 percent reduction in original features and achieved the maximum F-measure of 78.4 percent for the Naive Bayes Classifier. Asdaghi and Soleimani, (2019) proposed an effective technique for spam page identification. Their technique combined the content and link-based features and then applied the features reduction method to reduce the features. They used the standard WEBSPAM-UK
datasets with the Naïve Bayes classifier and achieved 71.8 percent accuracy with 63.6 percent recall.

Moreover, almost every researcher in the field uses the standard datasets provided by the Laboratory of Web Algorithmic to conduct their experiments. Conducting the experiments with thirteen years old dataset has some limitations, such as whether it is fit for the rapid development of today's web page spam detection techniques (J. Liu et al., 2020). Therefore, new datasets are required for the development of today's advanced web spam detection techniques as well as dataset collection where an improved data collection architecture is needed. In the first place, Zarras et al., (2015) used the idea of collecting data using the non-traditional method by proposing the concept of data collection architecture for collecting web spam data from SEO forums. Zarras’s idea can be enhanced to propose an improved data collection architecture for obtaining the new spam web page dataset.

Therefore, this research focuses on improved data collection architecture and a combined approach for content and link-based web spam detection. The benefit of improved data collection architecture is it will provide a new dataset that practices the current spamming techniques, and this dataset can be used to propose the new techniques for spam web page detection. Similarly, the combined approach’s benefit is that it can identify web pages practicing either content or link-based web spamming techniques, which ultimately improves web spam detection accuracy. The existing conventional web spam detection methods cannot identify the newly evolved spams, such as link pyramids. Therefore, there is a need for an improved combined approach.

1.2 Problem Statement

From the prior studies on web spamming, it was realized that search engines are continuously ranking the malicious websites high on their results pages, which are usually related to pornography, pirated software, mortgage consolidation, and general consumer search terms. Users are getting directed to websites by search engines, which may be malicious in some sense. Most of the researchers focus on content or link-based techniques for web spam detection ignored the power of combined web spam detection techniques, only a few researchers worked on combined techniques. The recently combined techniques cannot achieve excellent web spam detection accuracy.
and remain unsolved (Roul et al., 2016), (Singh and Singh, 2018). Furthermore, the existing combined techniques cannot efficiently detect the newly invented spamming techniques such as link pyramids. Due to several adverse effects, web spam detection is becoming a considerable challenge for all search engines. Therefore, an improved combined approach is required to detect the existing spam pages with high accuracy and detect newly evolved techniques in both content and link-based web spamming.

Moreover, from the literature review, it was identified that there are only two standard datasets (WEB SPAM-UK2006 and WEB SPAM-UK2007) available for the researchers to conduct their experiments. The datasets were developed in 2006 and 2007, as web spamming is continuously evolving, and web spammers introduced several new web spamming techniques. Therefore, these standard datasets cannot be used to propose advanced techniques that can identify existing and newly evolved web spam (Liu et al., 2020). Due to continuous evolution in web spamming techniques, there is a need for an improved data collection architecture to build a new dataset. The new dataset can be used to develop advanced and better web spam detection techniques.

1.3 Aims of the Research

This study aims to improve web spam detection accuracy by introducing an improved combined technique and providing the roadmap for further research in the area. This research advances by introducing improved techniques for content and link-based web spam detection. Moreover, this study pursues a data collection architecture to reveal the secret relationship behind the spam network, identify the spam signals on spam web pages, and collect the new dataset that is practicing the newly evolved web spamming techniques. The proposed improved combined approach improves web spam detection accuracy and detects the spam web pages that participate in link farms and link pyramids creation with high accuracy.

1.4 Objectives of the Research

This research includes the following three objectives:
1. To propose an improved data collection architecture that collects the updated spam data and reveals the secret relationships and techniques behind the spam network.

2. To propose a combined approach using the content and link-based approach that detects both content and link-based spam web pages accurately and can help identify the newly evolved web spamming technique link pyramid.

3. To evaluate and compare the proposed combined approach's performance in (b) with other existing techniques in terms of accuracy.

1.5 Scope of the Research

This study focuses on the content and link-based web spam detection algorithms and techniques to solve the problem of identifying several types of existing and newly evolved web spamming techniques. The proposed framework will identify the English language spam web pages. The study also focuses on the data collection architecture to obtain a new dataset for conducting the experiments. A database is used to store and preprocess the dataset. Moreover, the content and link-based techniques are combined to improve web spam detection accuracy. The accuracy of the proposed combined technique is verified and compared with other benchmark techniques.

1.6 Significance of the Research

This research contributes to the field of web spam detection in the following directions.

1. The proposed improved data collection architecture helped in collecting the updated spam data and revealed the secret relationships and techniques behind the spam network.

2. The proposed improved framework for content and link-based web spam detection used a combined approach for detecting the content and link-based spam web pages with more accuracy than existing benchmark techniques.

3. The proposed improved combined approach helped in the identification of the newly evolved web spamming technique link pyramid.
1.7 Outline of the Thesis

We subdivided the thesis into five chapters, including the Introduction and Conclusion chapters. The outline of each chapter is as below.

In addition to presenting an outline of the thesis, Chapter 1 includes an overview of the background studies, the research's scope, aims of the research, objectives, and importance of the research undertaken.

Chapter 2 outlines the prior studies made on web spam detection with a detailed overview of the use of search engine optimization methods for spamming, and algorithms developed to detect these spamming methods are reviewed. After an in-depth review, problems and improvements in previously developed algorithms are highlighted, and the necessity for further improvements is intimated. The chapter examines the content-based algorithms, linked-based algorithms, combined techniques for web spam detection, and some non-traditional algorithms for web spam detection. Moreover, Chapter 2 outlines the prior studies made on data collection architecture. Finally, Chapter 2 ends while discussing the research gap analysis on the combined approach.

Moreover, Chapter 3 presents data pre-processing and data collection architecture used to reveal the secret relationships and techniques used in link-spam networks. Based on Chapters 2, Chapter 3 presents proposed content and link-based frameworks for web spam detection, for instance, the keywords density method, stopwords technique, spam keywords database, POS and Unicheck for identification of content-based spam, and spam link database, spam signals, and link farm algorithm for detection of newly evolved link pyramid spamming.

Finally, this chapter introduces the proposed combined approach for web spam detection with more accuracy. The proposed techniques, such as keywords density, stopwords density, POS ratio test, paid-links database, link farm algorithm, and all other techniques, are implemented and tested for accuracy.

Chapter 4 ends with the comparison of our proposed combined technique's results with other conventional methods. In chapter 5, we summarized the research, and this chapter also discussed the future works at the end.
CHAPTER 2

LITERATURE REVIEW

2.1 Introduction

This chapter starts by describing the search engine optimization techniques and their types in detail. Furthermore, the chapter discussed the web spam taxonomy and the different techniques used for web spamming. In the same section, different spamming techniques used by web spammers are divided into subcategories based on their types. Researchers worked on various web spam detection and prevention algorithms and techniques for content and link-based web spamming, while very few worked on combined approaches. Their proposed algorithms and techniques for web spam detection are discussed thoroughly. In the same section, the web spam detection algorithms are divided into four subcategories based on their types. And all subcategories are discussed in detail. Then further down in the sections, there is a discussion on the importance of improved web spam detection techniques. Finally, the chapter is concluded with details on research gap analysis on the combined approach for web spam detection.

2.2 Search Engine Optimization and Web Page Spamming

Search engine optimization (SEO) improves web traffic to a given web page by improving the web page's visibility in the search engine (SE) results. SEO professionals enhance web page relevancy by improving the web page's content and
ensuring that the web page can be indexed accurately (Zhang & Cabage, 2017). There are two types of SEO, on-page and off-page SEO. On-page optimization is also known as on-site optimization, where the web pages are optimized to get a higher rank on search engine results pages (SERPs) to get the more relevant traffic in search engines (SEs). On-page optimization deals with a web page's contents that affect the search engine rankings (Carraher & Palmer, 2017).

Off-page optimization is also used for improving the rank of a website on search engine results pages. It is a common perception that only link building is off-page optimization, but it is not always true. There are many other techniques for off-page optimization, for instance, Social Media Marketing and Social bookmarking. However, these techniques mainly focus on developing the incoming links to a web page (Adams et al., 2017) by using different link creation methods. Such as by submitting the web page's URL to search engines, social media, listing directories, and other link building repositories (Carraher & Palmer, 2017). SEO experts are using three different types of techniques on on-page and off-page search engine optimization. The first technique is white hat SEO, which is the proper SEO method, which fulfills the search engine's guidelines (Google, 2017), and it remains for a long time. The second technique is gray hat SEO, the usage of grey hat techniques is technically legal for increasing the web page rankings, but it is ethically doubtful, and one day, it could become a black hat technique (Regalado et al., 2015). And the third technique is black hat SEO, which is not a proper method for search engine optimization. It is used to get extraordinary SE rankings unethically by abusing the SE guidelines.

Another name for these techniques is spamdexing or web poisoning (Giometakis & Veglis, 2016). Spamdexing is a mixture of two different words, 'spam' and 'indexing'. Spamdexing is also known as search engine spamming, which produces intentional manipulation of SE ranking's results to get more web traffic on an undeserving web page to obtain a higher ranking in all vital search engines (Castillo et al., 2006). This technique is volatile and aggressive, and search engines discouraged the technique of approaching the search engine optimization ranking process. Black hat techniques are mainly designed for search engines and not for real users (Carraher & Palmer, 2017). Web spammers are using several web spamming techniques for indexing their websites on top in SERPs. Based on the working mechanism, web
spamming techniques can be categorized into different categories. Figure 2.1 depicts the categorization of web spamming techniques, where it mainly categorized into two categories, on-page web spamming, and off-page web spamming and then these main categories are sub categorized in several categories.

Figure 2.1: Categorization of web spamming techniques

In order to identify and resist the web spamming techniques as depicted in Figure 2.1, researchers proposed several algorithms and methods (Chandra, A; Suaib, 2014). All
proposed techniques can be categorized into four different groups. Figure 2.2 depicts the categorization of techniques combating web spamming.

![Figure 2.2: Categorization of anti-web spamming techniques](image)

The first group consists of techniques that analyze content features, such as content duplication, word counts, or language models. The second group of techniques includes link-based information such as performs link-based trust and distrust propagation, link pruning, neighbor graph connectivity, graph-based label smoothing, and study statistical anomalies. The third group consists of non-traditional techniques for web spam detection, such as exploiting clickstream data, HTTP sessions information, and user behavior data. Finally, the last group practicing the combined approach for web spam detection. The web spam combating algorithms in each group are discussed in detail in the next sections.

### 2.3 Algorithms for Content-Based Web Page Spam Detection

Fetterly et al. (2004) did the fundamental research on content-based spam detection, and they provided the base for content-based spam detection and prevention
algorithms (Fetterly et al., 2003, 2004, 2005; Jindal & Liu, 2008). Usually, in content-based techniques, statistical analysis is used for spam detection (Fetterly et al., 2004). Spammers are mostly using the software to generate spam web pages (Gan & Suel, 2007). They apply software in the weaving and phrase stitching techniques and are not meant for real users. These pages present the unusual properties (Gyongyi & Garcia-Molina, 2005). In different studies conducted by researchers in the area, they have identified that spam page URLs have an unprecedented number of dashes, dots, length, and digits (Spirin & Han, 2012). The authors reported that 80 percent of the longest identified hostnames point towards the adult web pages, while 11 percent refer to financial credit web pages. The researchers also determined that these web pages themselves have a replicated nature. Most of the spam web pages on the same host will have a low word count variation.

Another very fascinating observation by researchers is that spam web pages' change quickly. They mainly observed the average amount of weekly changes on a given host for all the pages and identified that most of the very active spam hosts could be detected using this feature. All recommended features can be seen in the article (Fetterly et al., 2004). In other work done by them (Fetterly et al., 2003, 2005), they worked on content duplication and identified that massive clusters with identical content are spam. (Fetterly et al., 2004) applied the shingling technique (Broder et al., 1997) for finding the duplicate content and such clusters, which is the Rabin fingerprint-based method.

In the research article, Jindal & Liu, (2008) performed a more in-depth analysis and came up with few other content-based features. Finally, they combined all these features in a classification model within boosting, bagging frameworks, and C4.5. In another work, Gyöngyi et al., (2004) presented a detailed report on how machine learning models and features can improve web spam detection algorithms' quality. The researchers obtained excellent classification outcomes using state of the art learning models, RandomForest and LogitBoost, and low computational content features. Gyöngyi et al., also identified the global and computationally demanded features such as, PageRank (PR) yield only little additional improvement in the quality. Therefore, the proper and careful choice of a machine learning model is critical.

Piskorski et al., (2008) and Sydow et al., (2007) analyzed the linguistic features for identifying web spam. They considered various Natural Language Processing
(NLP) features. Such as lexical and content diversity, emotiveness, lexical validity, usage of active and passive voices, entropy and syntactical diversity, and several other features. Finally, several features are proposed by Benczúr et al., (2007) based on the appearance of keywords on a webpage that is either hugely spammed or excellent advertising value. Authors also investigate the discriminative influence of the following features: Yahoo Mindset Classification of a web page as either non-commercial or commercial, Online Commercial Intention value allocated to an URL in a Microsoft adCenter, number of Google AdSense ads on a web page, and popular keywords by Google AdWords (Spirin & Han, 2012). The accuracy of spam detection is 3% more than the work done by Castillo et al., (2006), and they did not consider these features.

Chellapilla and Chickering, (2006) analyzed the advertising click-through logs and Search Engine (SE) query logs for monetizability and query popularity. Monetizability is that income generated by all advertisements presented to the users in response to their search keywords, while query popularity is popular keywords used by the users for searching relevant information on the internet. Out of all keyword categories, authors used the top five thousand keywords, and then, they requested the top two hundred links for every keyword four times by using the several agent-fields to mimic requests by a Crawler (c) and a User (u). Moreover, they applied the cloaking test using Equation 2.1, the revised version of the cloaking detection test proposed in the initial work (Wu & Davison, 2005, 2006).

\[
CloakingScore (p) = \frac{\min[D(c_1, u_1), D(c_2, u_2)]}{\max[D(c_1, c_2), D(u_1, u_2)]}
\]  
\(\text{(2.1)}\)

Where

\[
D(a_1, a_2) = 1 - 2 \frac{a_1 \cap a_2}{a_1 \cup a_2}
\]  
\(\text{(2.2)}\)

Equation 2.2 represents the normalized-term-frequency difference for two copies of a web page described as a set of terms. Chellapilla and Chickering, (2006) reported 0.75 and 0.985 accuracies at high recall values for monetizable and popular queries, which apparently suggests that their proposed method is beneficial for cloaking detection. However, there are some weaknesses in their work. The proposed technique can have a slightly high false-positive rate. For instance, legitimately generated dynamic web pages also include several links and terms on each access. To overcome this weakness,
they enhanced their previously proposed method by using the structural properties of a web page (Lin, 2009). The enhanced method used tags instead of links and words on web pages to calculate the cloaking score.

Ji and Zhang, (2015) analyzed the content features of spam and non-spam web pages. The content features of non-spam web pages contain several statistical regularities. While spam web pages contain only a few statistical regularities due to the reason that spam web pages are created randomly with a lot of duplicate content to boost the PR in SERPs. Ji and Zhang explored the content features of pages and identified huge differences between spam and no-spam web pages of content features. Authors examined the content features includes the number of words in the title, number of words on the page, the average length of the word, the anchor's text fraction, the fraction of the visible text, corpus precision, compression rate, corpus recall, query recall, query precision, entropy, and independent LH. After examining the features above, it was identified that many regularities exist in the content features for non-spam web pages, while a few regularities exist in spam web pages (Ji & Zhang, 2015).

Rubinstein et al., (2017) introduced spam detection and prevention strategy in social media networks. This social networking system is consisting of two modules, detection, and a prevention module. The detection module detects the spam comments posted by the users. At the same time, the prevention module extracts the content signals to analyze and determine whether the comment includes spam content or not. After identifying the spam content based on social signal analysis and content signal analysis, the prevention module acts by blocking the spam comment, and it also educates the user who posted the spam comment. In (Jain et al., 2018), the authors discussed the importance of spam detection strategies in a social media text. The authors proposed using Convolutional Neural Network (CNN), a deep learning technology for spam detection and suggested adding an extra semantic layer on the top of it. The proposed model is known as the Semantic Convolutional Neural Network (SCNN). After testing the model using the Twitter dataset and SMS Spam dataset, they reported very high spam detection accuracy. Automated article spinning tools are more favorite among the web spammers and they are using spinning tools to avoid the detection of duplicate contents.

In any input article, the spinning tool can replace the phrases or words with a synonym to cheat the plagiarism detectors. Spinning tools are easy to use, and with
very few clicks, spammers can spin the given article hundreds of times, and then using web proxies, they are posting their spam articles on target websites. Zhang et al., (2014) introduced a method for the identification of spun content. This technique is directly attached to the underlying mechanism used by article spinning tools. The author's method was based on the phrases or words which do not change when the spinning tools generate spun content. Based on the idea above, they developed a tool Dspin for the identification of spun articles. For experiments, they used two datasets of crawled articles to identify automatically spun articles and spamming behavior of the spammer. The researcher also identified link-based web spam, and they proposed several algorithms and techniques for link-based web spam detection. All web spam combating algorithms which are using link-based features are categorized and discussed in the next sections.

2.4 Algorithms for Link-Based Web Page Spam Detection

Based on the working mechanism, all web page spam detection link-based algorithms can be divided into five categories. The first category focuses on the recognition of suspicious nodes, links, and their succeeding down-weighting. Web spam detection algorithms in the second category deal with the topological relationship between a set of web pages with known labels and web pages with unknown labels. Graph regularization methods are used by the third category of link-based web spam detection algorithms. The concept of label refinement based on web graph topology is used by the fourth category of link-based spam detection algorithms. The algorithms in the final category extract the link-based features for every node and apply several machine learning techniques to detect web spam.

Table 2.1 shows the category of link-based techniques. The comparison criteria are based on the working mechanism, algorithms used, complexity, and information type used. As most of the link-based techniques support the Hyperlink-Induced Topic Search (HITS) and PageRank (PR) algorithms, among all these algorithms, PR and HITS are the most critical ones. Each category of link-based web spam detection algorithms is discussed in detail in the next subsections.
Table 2.1: The comparison of link-based detection algorithms

| Techniques                      | Label Propagation Strategies | Feature-Based Strategies | Graph Regularization Strategies | Label Refinement Strategies | Reweighting and Link Pruning |
|--------------------------------|------------------------------|--------------------------|---------------------------------|-----------------------------|-----------------------------|
| Algorithms used by spam detection Strategies | PageRank                    | TrustPage                | PageRank                        | Clustering Algorithms       | HITS PageRank               |
| The working mechanism of Spam detection Strategies | Exploits the topological relationship between the web pages | Work-based on graph regularization method | Uses the idea of label refinement based on the web graph topology | Extracting link-based features for each node and use various machine learning algorithms | Identify the suspicious nodes and links and their subsequent down weighting |
| Techniques used for Mining | Web Structure Mining         | Web structure Mining     | Web Structure Mining            | Web Content Mining          | Web Structure Mining and Web Content Mining |
| Information Type used by the web spam detection Strategy | Topological Relationship     | Structural Patterns      | URL                             | Link base features of each node | Down weighting of links and nodes |
| Complexity                     | Internal Structure           | URL                      | Classification                  | Limited data set are allowed | Relationship between the nodes |

2.4.1 Algorithms Based on Label Propagation

The first category of Link-based web spam detection is Label propagation. The fundamental concept behind the label propagation-based algorithms is to analyze the group of web pages on the internet for which labels are already known and then by applying the several propagation rules for computing the labels of other nodes. TrustRank (TR) is one of the earliest algorithms from this group. It uses the personalized PageRank for propagating the trust from a tiny seed set of excellent web pages (Gyöngyi et al., 2004). The general perception is that excellent web pages point mostly to the best quality websites. TrustRank relies on the principle of the relative isolation of a perfect set of pages.

The authors suggested the inverse PageRank for selecting the seed set of legitimate famous pages. It works on the graph with all edges reversed. After
calculating the inverse PageRank values for all the web pages on the World Wide Web, they took Top-P web pages and asked the human experts to judge these web pages' status. The personalization vector is constructed by them where components corresponding to creditable judged web pages are non-zero. Ultimately, Personalized Page Rank is computed. As compare to PageRank, TrustRank shows good properties for web spam status. Anti-TrustRank (ATR) is the follow-up work on trust propagation (Krishnan & Raj, 2006). Manaskasemsak & Rungsawang, (2015) Worked on a web spam detection problem and proposed a novel technique that adopts the ACO learning to construct a rule-based classifier. The authors proposed three different strategies, Trust-ACO, Distrust ACO, and Combine ACO, which depend on distrust and trust hypotheses. The first strategy is designed for constructing the non-spam classifier, which detects the non-spam from spam pages.

Besides the TrustRank, there is another technique known as distrust propagation, and researchers used this technique on a group of spam web pages on an inverted graph. They selected the seed set of web pages having high PR values. This approach to finding the spam web pages outperformed the TrustRank with high accuracy. Some more researchers worked on Trust and Anti-TrustRank (Leng et al., 2014; Smitha, 2017; Whang et al., 2018). In Zhang et al., (2014), another group of researchers proposed a new semi-automatic anti-spam algorithm, TDR. This method is taking advantage of trust and distrust propagation and also implements differential trust and distrust propagation. To each page, TDR assigns a D-Rank and T-Rank Score for simultaneous propagation from seed sets using bidirectional links to the whole web. D-Rank/T-Rank propagation is penalized by the target's current T-Rank/D-Rank, i.e., trustworthy/untrustworthy web pages received more trust/distrust propagation than an untrustworthy/trustworthy page from a similar source page. TRD overcomes TrustRank and Anti-TrustRank limitations because differential trust/distrust propagation decreases much bad-to-good distrust propagation and good-to-bad trust propagation, which cause adverse impacts to Anti-TrustRank and TrustRank. Authors claimed that their experimental results outperform the existing anti-spam techniques for spam detection and spam demotion tasks (Zhang et al., 2014).

Another algorithm is used for computing the badness of a web page using the inverse page rank calculation which is known as BadRank (BR) (Sobek, 2002). The correlation between page rank and trust rank is the same as the relationship between
bad rank and antitrust rank. Wu et al. worked more on the concept of propagation by investigating how distrust and trust propagation approaches can work together (Davison, 2006). First, the TR algorithm’s trust propagation method is challenged; each child receives the equivalent share of trust from a parent, \( \frac{TR(p)}{|out(p)|} \). Moreover, they suggested two more procedures:

i. Logarithmic splitting: In logarithmic splitting, every child receives an equivalent share of the score from a parent normalized by the log of the number of children.

\[
c_c \frac{TR(p)}{\log(1 + |out(p)|)}
\]  

(2.3)

ii. Constant Splitting: While in constant splitting, every child receives a similar discounted share of trust from parent \( c \cdot TR(p) \) regardless of the number of children.

Several partial trust aggregation strategies are also analyzed by them, while TR only recapitulates every parent’s trust score. Finally, they came up with a linear combination of distrust and trust values:

\[
TotalScore(p) = \eta \cdot TR(p) - \beta \cdot AntiTR(p)
\]

(2.4)

Where \( \eta, \beta \in (0, 1) \). The investigation shows that the combination of both propagation techniques performs better in identifying web spam detection.

Guha et al., (2004) worked on the concept of trust and distrust propagation, keeping reputation systems in mind. The disintegration property of page rank is utilized by the two algorithms (Benczur et al., 2005; Gyongyi et al., 2006) to determine the underserved number of page ranks coming from dubious pages.

Benczur et al., (2005) proposed the SpamRank (SR) algorithm, to find the sponsors of a webpage, they used Monte Carlo Simulations (Berman & Plemmons, 1994). Benczur et al., introduced the concept of penalty score. A penalty score will be assigned to every web page after analyzing whether PPR score \( PPR(\chi_j)I(\chi_j \rightarrow i) \) is shared with dubious web pages. And finally calculates the spam rank for every web page. The fundamental task of this algorithm is assigning the penalty scores. This
The proposed technique's primary perception is that page rank obeys the power-law distribution (Pandurangan et al., 2006).

Gyongyi et al., (2006) also introduced the concept of Spam Mass (SM). It calculates the value of page rank coming from spam web pages. Like trust rank, it also requires the core of useful known web pages for calculating the score of page rank coming from the excellent web pages. The algorithm operates in two steps. In the first step, it calculates the PR $\vec{\pi}$ and TR $\vec{\pi}'$ vectors and determines the score of spam mass for every web page by applying the formula $m = \frac{\vec{\pi} - \vec{\pi}'}{\vec{\pi}}$. The second step is threshold decision. It depends on the score of spam mass, is made. It is worth mentioning that the algorithm can efficiently use the information about spam web pages.

Page et al., (1999) described the credibility-based link analysis and discussed the idea of each page's k-Scope credibility for its estimation. Pages et al., proposed various techniques and showed how to use them for web spam detection. Explicitly, the authors described the idea of Badpath (BP). It is a k-hop random walk beginning from the current webpage and stopping at a spam webpage, and then calculate the tuned k-Scope Credibility value as

$$C_k(p) = \left\{ 1 - \sum_{i=1}^{k} \left[ \sum_{path_i(p) \in BadPath_i(p)} P(path_i(p)) \right] \right\}$$

Where $k$ is a parameter which specifies the range of a random walk, $\gamma(p)$ represents the credibility penalty factor which is required to deal with only incomplete information of all spam web pages on World Wide Web and $P(path_i(p)) = \prod_{l=0}^{i-1} w_{l+1}$. Before doing the link-based ranking or altering the personalization vector in trust rank, antitrust rank, or personalized page rank, a credibility score can be used to prune or down-weight the low trustworthy links.

The author described the anchor's idea as a subset of web pages with already recognized labels, and several anchor-based measures on graphs are investigated. They discussed Personalized Page Rank (PPR), Harmonic Rank (HR), and Nonconserving Rank (NR) in this work. Harmonic rank is defined through a random walk on a transformed graph with an added sink and source such that every anchor vertex is connected to a source, and the sink is connected to every vertex with probability c. Nonconserving rank is the generalization of PPR satisfying the equation
\[ \tilde{\pi} = (I - (1 - c).M^T)^{-1} \tilde{\pi} . \] (2.6)

The authors concluded that harmonic rank is best for distrust propagation, while non-conserving rank is best for trust propagation. Benczúr et al., (2006) introduced the spam detection algorithm. The algorithm utilizes the web page’s similarity. For computing a spam value for a new web page, they used similarity-based top-K lists. For computing the similarity between web pages, authors considered the different methods like CampanionRank (CR), co-citation, KNN-SVD projections, and SimRank (SR) (Jeh & Widom, 2002). Based on the experiments, It can be concluded that similarity-based spam detection produces excellent results at high recall levels, while at low levels of recall, combined trust-distrust (Davison, 2006) and ATR (Krishnan & Raj, 2006) show the higher precision.

Some other researchers did fundamental research in the area and provided the base for further research (Baeza-Yates et al., 2006; Becchetti et al., 2006a, 2008b). They introduced the concept of Functional Rank (FR), by using the several damping functions, they generalized the PageRank. They considered the general formula for ranking:

\[ \tilde{p} = \frac{1}{n} \sum_{j=0}^{\infty} \text{damping}(j)(M^T)^j \] (2.7)

The authors proved the theorem that whatever is the damping function, for instance 1 is the sum of damping’s yields a best defined normalized functional ranking. For proposing the practical techniques of rank calculation, they studied different damping functions like linear, exponential (PR), General Hyperbolic (HyperRank), and quadratic hyperbolic (TotalRank). In another research work done by them, they worked on the application of general damping functions for detecting web spam, and they proposed a truncated PR algorithm (Becchetti et al., 2006). This algorithm is using the truncated exponential model. As spam web pages have a massive number of different supporters at the shorter distance, while at the longer distances, the number of supporters is less. Thus, they suggested the use of the damping function, which ignores the direct participation of in-links for the first several levels.
\[ damping(j) = \begin{cases} 
0 & \text{if } j \leq J, \\
D(1 - c)^j & \text{otherwise} 
\end{cases} \] (2.8)

They also propose the probabilistic counting algorithm in the same work. The primary purpose of this algorithm is to determine the supporters for a web page efficiently.

2.4.2 Algorithms Based on Link-based Features

In this second category of link-based web spam detection algorithms, the web pages are represented as feature vectors to perform the clustering analysis or standard classification. Amitay et al., (2003) worked on link-based features to accomplish website categorization based on their functionality. The authors assumed that websites that share that structural pattern, such as the number of outgoing links per web page or average page level, share similar roles on the web. For example, online web directories (Yelp, Yellow Pages, Google My Business, Bing Places) frequently consist of web pages with the high ratio of the outgoing links to inlinks, like a structure of a tree, with the depth of a web page the number of outgoing links increases. While spam websites consist of particular topologies with the primary aim of boosting PR using prohibited techniques. Overall, the researchers represented every website as a vector of sixteen connectivity features and then performed the clustering using cosine for similarity measure. In a dataset of eleven hundred websites, the researchers claimed that they managed to recognize a hundred and eighty-three web spam rings forming thirty-one clusters. Using TrustRank (TR), PageRank (PR), and Truncated PageRank (TPR) computations, several link-based features are derived by Becchetti et al., (2006b).

Kumar et al., (2016), proposed a fascinating strategy, Dual-Margin Multi-Class Hypersphere Support Vector Machine (DMMH- SVM), which can classify the web spam automatically based on web spam type. They also introduced cloaking-based spam features to support their classifier model and achieve high precision and recall rate. The proposed classifier DMMH-SVM classifies the web pages into four different categories, i.e., cloaking spam, link spam, content spam, and combined spam. The authors reported that their classifier model could effectively categorize web spam and achieve high precision, accuracy, and recall. In Iqbal et al., (2017), the authors compared different machine learning classifiers currently used for web spam...
classification. The authors evaluated the efficiency of current machine learning classifiers and discussed the ideas about new features, which can be helpful for web spam detection.

Patil and Bhadane, (2016) studied the different efficient spam identification methods based on a classifier that joins language models with new link-based features. Singh and Singh, (2018) proposed CFS-PSO, a Swarm-Based hybrid technique, and this hybrid technique consolidates the characteristics of the Particle Swarm Optimization (PSO) strategy and Correlation-Based Feature Selection (CFS). For Machine Learning and Data Mining, the crucial part is feature selection (pre-processing strategy). The main goal of feature selection is to build a simple and more logical model to improve the performance regarding increasing the accuracy and decreasing the time to develop the learning model. The authors evaluated the performance of their technique on WEB SPAM-UK2006 with five classifiers. Their empirical results showed a decrease in original features and an increase in F-measure up to 88% and 45.83% sequentially.

### 2.4.3 Algorithms Based on Graph Regularization

The third group of the Link-based web spam detection algorithm is more effective because it utilizes the web graph to smoother the predicted labels. Some empirical analysis and studies proved that using graph regularization algorithms for web spam detection is more effective. Tikhonov et al., (1977) and Wahba, (1990) used the regularization theory for spam detection as described in Abernethy et al., (2010). The main reasons behind it are that it is addressing the fact that spammers are not placing the hyperlinks randomly, and to some extent, there is a similarity between linking web pages Chakrabarti, (2002) and Davison, (2000b). This motivated them to add the regularizer to the objective function for even predictions. In addition, the second reason is that it is using the technique of approximate isolation of genuine web pages that argues for asymmetric regularizer. They come up with the following final objective function:

\[
\Omega(\bar{w}, \bar{z}) = \frac{1}{l} \sum_{i=1}^{l} L(\bar{w}^T \bar{x}_i + z_i, y_i) + \lambda_1 ||\bar{w}||^2 + \lambda_1 ||\bar{z}||^2 + \\
\gamma \sum_{(i,j) \in \mathcal{E}} a_{ij} \Phi(\bar{w}^T \bar{x}_i + z_i, \bar{w}^T \bar{x}_j + z_j),
\]

(2.9)
Where \( \vec{w} \) expresses the vector of coefficients, \( \vec{x}_i \) and \( y_i \) representing the features and a real label correspondingly, \( L(a, b) \) denotes the loss function, bias term is \( z_i \), the weight of the link \( (i, j) \in E \) is represented by \( a_{ij} \), and the regularization function is \( \Phi(a, b) = \max[0, b - a]2 \). To find the optimization problem solution, the authors provided two different methods, alternating optimization and the conjugate gradient. For the host graph, the problem of weights setting is also studied by these researchers and concludes that the best results can be achieved by the logarithm of the number of links. Finally, their experimental study proved that the algorithm got excellent scalability properties. A discrete analog of classification regularization theory (Tikhonov et al., 1977; Wahba, 1990), is built by (Dengyong Zhou et al., 2007) by determining discrete operators of Divergence, gradient, and Laplacian on the directed graphs, and they propose the following algorithm. Initially, the inverse weighted PR is computed with transition probabilities, which are defined as \( a_{ij} = \frac{w_{ji}}{\ln(\vec{p}_i)} \). In their second step, they created the graph Laplacian.

\[
L = \Pi - \alpha \frac{\Pi A + A^T \Pi}{2}
\]  

Here \( \alpha \) represents the user-specified parameter in \([0, 1]\), the transition matrix is represented with \( A \), and \( \Pi \) represents the diagonal matrix with the PR score over diagonal. Then, they solved the matrix equation below.

\[
L \vec{\phi} = \Pi \vec{y}
\]

Where vector \( \vec{y} \) is consisting of three values \(-1, 0, 1\), if the page is normal then the value of \( y_i = 1 \), if the page is spam the value of \( y_i \) is 0 and if the page's label is unknown, then the value of the vector \( y_i \) is 0. Finally, they used the sign of the corresponding component of the vector \( \vec{\phi} \) for the classification decision. The algorithm works excellent on graphs that are strongly connected.

Some more researchers conducted different studies on the algorithms based on graph regularization and come up with different interesting results. (Cheng et al., 2011) gave the idea of extracting web spam URLs from search engine optimization
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