Fig. 1: Overview of CelebV-HQ. CelebV-HQ contains 35,666 videos, including 15,653 identities. Each video was manually labeled with 83 facial attributes, covering appearance, action, and emotion attributes.

Abstract. Large-scale datasets have played indispensable roles in the recent success of face generation/editing and significantly facilitated the advances of emerging research fields. However, the academic community still lacks a video dataset with diverse facial attribute annotations, which is crucial for the research on face-related videos. In this work, we propose a large-scale, high-quality, and diverse video dataset with rich facial attribute annotations, named the High-Quality Celebrity Video Dataset (CelebV-HQ). CelebV-HQ contains 35,666 video clips with the
resolution of 512 × 512 at least, involving 15,653 identities. All clips are labeled manually with 83 facial attributes, covering appearance, action, and emotion. We conduct a comprehensive analysis in terms of age, ethnicity, brightness stability, motion smoothness, head pose diversity, and data quality to demonstrate the diversity and temporal coherence of CelebV-HQ. Besides, its versatility and potential are validated on two representative tasks, i.e., unconditional video generation and video facial attribute editing. We finally envision the future potential of CelebV-HQ, as well as the new opportunities and challenges it would bring to related research directions. Data, code, and models are publicly available.
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1 Introduction

The rapid development of Generative Adversarial Networks (GANs) [17,55,34,36,37,35] has demonstrably promoted advances in face generation and editing. This progress relies heavily on the contribution of large-scale datasets, e.g., CelebA [45], CelebA-HQ [34], and FFHQ [36]. These datasets, with high-quality facial images, have facilitated the development of a series of face generation and editing tasks, such as unconditional face generation [17,55,34,36,37,65,81,63,31], facial attribute editing [8,26,61,66,77] and neural rendering [24,18,52,4,52,3,19,14,6]. However, most of these efforts are based on static image modality. In industry, with the booming development of mobile internet [10], video modality data begins to take a bigger and bigger share in customers’ daily shootings [28,48]. A well-suited dataset, which is capable of supporting the face generation and editing tasks in video modality, is eagerly asked.

Recent works [37,2] have shown that the scale and quality are essential factors for a facial dataset in image modality. A more sufficient utilization of large-scale datasets would improve model generalization [58], while the quality of the dataset largely determines the limit of the generative models [55,36,37,65,81,63]. In addition, facial attribute provides effective information to help researchers go more deeply into the face-related topics [45,26,61]. However, the current public facial datasets consist of either static images with attribute labels [45,34] or videos with insufficient scale [72] and quality [51,9].

Constructing a large-scale and high-quality face video dataset with diverse facial attribute’s annotations is still an open question, given the challenges brought by the nature of video data. 1) Scale. The collected videos need to meet several requirements, such as temporal consistency, high-resolution and full-head. The strict standards together with the limited sources, make the expansion of dataset’s scale both time and labor consuming. 2) Quality. The quality is not

---

4 Project page: [https://celebv-hq.github.io/](https://celebv-hq.github.io/)
Code and models: [https://github.com/CelebV-HQ/CelebV-HQ](https://github.com/CelebV-HQ/CelebV-HQ)
only reflected in the high fidelity and resolution, but also in the diverse and natural distribution of data samples. It asks for a well-designed data-filtering process to ensure all of the requirements of fidelity, resolution and data distribution. 3) Attribute Annotation. The coverage of the facial attribute set need to be sufficient to describe a human face thoroughly, both in the time-invariant and time-variant perspective. Also, the annotation process need to be accurate and highly efficient.

In order to tackle the challenges discussed above, we carefully devise a procedure for dataset construction. First, to ensure the scale of the collected video, we build a large and diverse set of Internet queries. The designed queries cover a rich set of scenarios and thus successfully enable a huge raw data pool with millions of clips. Then, to filter out high-quality data from the raw data pool, we introduce an automatic pre-processing pipeline. In this pipeline, we leverage face detection and alignment tools to ensure the high fidelity and resolution. Finally, we propose a facial attributes set with extensive coverage, including appearance, action and emotion. To ensure the accuracy and efficiency of the annotation, we design a systematic attributes annotation process, including annotator training, automatic judgment and quality check steps.

To this end, we successfully create the High-Quality Celebrity Video (CelebV-HQ) Dataset, a large-scale, diverse, and high-quality video facial dataset with abundant attributes’ annotations. CelebV-HQ contains 35,666 in-the-wild video clips with the resolution of 512 × 512 at least, involving 15,653 person identities and 83 manually labeled facial attributes. Our labeling comprises a comprehensive set of face-related attributes, including 40 appearance attributes, 35 action attributes, and 8 emotion attributes. Samples on CelebV-HQ are shown in Fig. 1.

We perform a comprehensive analysis of data distribution to demonstrate CelebV-HQ’s statistical superiority to existing image and video datasets. First, compared to image datasets with attribute annotations [45, 34], CelebV-HQ has much higher resolution (2×) than CelebA [45] and comparable scale to high-quality dataset [34]. Also, by comparing CelebV-HQ with CelebA-HQ [34] in the time-invariant aspects, we demonstrate that CelebV-HQ has a reasonable distribution on appearance and facial geometry. Furthermore, we compare CelebV-HQ with a representative video face dataset VoxCeleb2 [9] in the time-variant aspects, such as temporal data quality, brightness variation, head pose distribution, and motion smoothness, suggesting that CelebV-HQ has superior video quality.

Besides, to demonstrate the effectiveness and potential of CelebV-HQ, we evaluate representative baselines in two typical tasks: unconditional video generation and video facial attribute editing. For the task of unconditional video generation, we train state-of-the-art unconditional video GANs [65, 81] on CelebV-HQ fullset and its subsets that divided by different actions. When trained on different subsets of CelebV-HQ, the corresponding actions can be successfully generated. Further, we explore the video facial attribute editing task using temporal constrained image-to-image baselines [26, 8]. Thanks to the rich sequential information included in CelebV-HQ dataset, We show that simple modification of current image-based methods can bring remarkable improvement in the tem-
Table 1: Face datasets comparison. The symbol “#” indicates the number. The abbreviations “Id.”, “Reso.”, “Dura.”, “App.”, “Act.”, “Emo.”, “Env.”, and “Fmt.” stand for Identity, Resolution, Duration, Appearance, Action, Emotion, Environment, and Format, respectively. The “∗” denotes the estimated resolution.

| Datasets          | Meta Information | Attributes | Env. | Fmt. |
|-------------------|------------------|------------|------|------|
|                   | #Samples | #Id. | Reso. | Dura. | N/A | ✓ | ✗ | ✗ | Wild | IMG |
| CelebA [45]       | 202,599 | 10,177 | 178×218 | N/A | ✓ | ✗ | ✗ | Wild | IMG |
| CelebA-HQ [34]    | 30,000  | 6,217  | 1024×1024 | N/A | ✓ | ✗ | ✗ | Wild | IMG |
| FFHQ [35]         | 70,000  | N/A    | 1024×1024 | N/A | ✓ | ✗ | ✗ | Wild | IMG |
| CelebV [46]       | 5       | 5      | 256×256 | 2hrs | x | x | x | Wild | VID |
| FaceForensics [50]| 1,004   | 1,004  | 256×256 | 4hrs | x | x | x | Wild | VID |
| VoxCeleb [31]     | 21,245  | 1,251  | 2124×2124 | 352hrs | x | x | x | Wild | VID |
| VoxCeleb2 [9]     | 150,480 | 6,112  | 224×224 | 2,442hrs | x | x | x | Wild | VID |
| MEAD [72]         | 281,400 | 60     | 1980×1080 | 39hrs | x | x | ✓ | Lab | VID |
| CelebV-HQ         | 35,666  | 15,653 | 512×512 | 68hrs | ✓ | ✓ | ✓ | Wild | VID |

In summary, our contributions are threefold: 1) We contribute the first large-scale face video dataset, named CelebV-HQ, with high-quality video data and diverse manually annotated attributes. Corresponding to CelebA-HQ [34], CelebV-HQ fills in the blank on video modality and facilitates future research. 2) We perform a comprehensive statistical analysis in terms of attributes diversity and temporal statistics to show the superiority of CelebV-HQ. 3) We conduct extensive experiments on typical video generation/editing tasks, demonstrating the effectiveness and potential of CelebV-HQ.

2 Related Work

2.1 Video Face Generation and Editing

Recent advances in face video generation typically focused on unconditional video generation [70,57,67,81,65,63] and conditional face video generation [70,62,21,73,85,5,88,86,30]. Conventional unconditional video face generation [70,57,67,81] are mainly based on GANs [17]. These models usually decompose the latent code into content and motion codes to control the corresponding signals. Some recent efforts [65,63] aimed to extend high-quality pre-trained image generators to a video version to exploit the rich prior information. Conditional face video generation mainly including face reenactment [70,62,82,73] and talking face generation [85,88,86,30]. The motivation of these tasks is to use visual and audio modalities to guide the motion of a face video.
Face video editing is another emerging field \cite{79,68}. The common characteristic of these works is to edit face attributes on the StyleGAN \cite{37} latent space. Nevertheless, due to the lack of large-scale high-quality video datasets, these video-based editing efforts are still trained on images, exploiting the rich information of a pre-trained image model \cite{37}. This leads to the main problem of having to solve for temporal consistency. The face video dataset proposed in this paper would help to address such hurdles and facilitate more interesting research in video face generation and editing.

### 2.2 Face Datasets

Face datasets can be divided into two categories: image datasets and video datasets. Many face image datasets are initially proposed for face recognition, like LFW \cite{25} and CelebFaces \cite{64} which largely promote the development of related fields. To analyze facial attributes, datasets like CelebA and LFWA \cite{45} have been proposed. Both of them have 40 facial attribute annotations and have advanced the research field to a finer level of granularity. CelebA-HQ \cite{34} improves 30k images in CelebA to \(1024 \times 1024\) resolution. CelebAMask-HQ \cite{38} further labels 19 classes of segmentation masks. CelebA-Dialog \cite{32} labels captions describing the attributes.

In addition to the above image datasets, many video datasets have also been released. CelebV \cite{76} was proposed for face reenactment. Audiovisual datasets such as VoxCeleb \cite{51} and VoxCeleb2 \cite{9} were originally released for speaker recognition, and further stimulated the development of audiovisual speaker separation and talking face generation domains. There are also several face video datasets with emotion attributes, such as RAVDESS \cite{46} and MEAD \cite{72}. MEAD \cite{72} is the largest emotional video dataset, which includes 60 actors recorded from seven view directions. However, all of these datasets either contain only images with attribute annotations or are unlabeled videos with insufficient diversity. The rapidly growing demand for video facial attribute editing cannot be met. A video version of the dataset like CelebA-HQ \cite{34} is urgently needed.

### 3 CelebV-HQ Construction

A dataset lies the foundation for model training, and its quality greatly affects the downstream tasks. The principle of building CelebV-HQ is to reflect real-world distribution with large-scale, high-quality, and diverse video clips. Hence, we design a rigorous and efficient pipeline to construct CelebV-HQ dataset, including Data Collection, Data Pre-processing, and Data Annotation.

#### 3.1 Data Collection

The data collection process consists of the following steps. We start by creating various queries in order to retrieve human videos that are diverse in content.
and rich in attributes. The queries are designed to include keywords of different categories such as celebrity names, movie trailers, street interviews and vlogs, all in different languages, with 8376 entities, and 3717 actions. Then, we use these queries to collect the raw videos from the Internet. During the collection process, we introduce several constraints to discard unsatisfactory videos. For each query, we only collect the first 30 results to reduce duplicate human IDs, and the raw videos are required to have a resolution greater than 1080p with a normal bitrate. Consequently, we obtain a raw data pool with millions of video clips.

3.2 Data Pre-processing

In order to sample high-quality face video clips from the raw data pool, we develop an automatic video pre-processing pipeline. Please refer to the supplementary materials for more details. We choose $512^2$ as the normalized resolution due to the following reasons. 1) The face regions of web videos usually do not reach the resolution of $1024^2$ or higher, and it is difficult to obtain super high-resolution videos and ensure their diversity. Before the rescaling, the percentage of video resolution: 0.6% for $450^2$~$512^2$, 76.6% for $512^2$~$1024^2$, and 22.7% for $1024^2$+. 2) We need to make sure that all the videos are of the same resolution when training models. We choose $512^2$ to ensure that all the clips are not upsampled significantly, which would affect the video quality. Also, to meet different usage scenario, a tool is provided on our project page that offers options to keep the original resolution.

3.3 Data Annotation

Data annotation is the core part of CelebV-HQ, and the annotation accuracy is vital. We first describe how we select the attributes to be annotated, then present the standard protocol of manual annotation.

**Attribute Selection.** We decouple a face video into three factors, *i.e.*, appearance, action, and emotion. Appearance describes the facial attributes that do not change along with the video sequence, such as hair color and gender. Action describes facial attributes that are related with video sequence, such as laugh and talk. Emotion describes the high-level mental status of human, such as neutral and happy. These three categories serve as important feature dimensions to characterize face video clips. We provide the design details and the complete list of all the attributes in the supplementary materials.

**Attribute Annotation.** To ensure the accuracy of the annotations, our entire annotation process includes the training of annotators, annotation, and quality control. Before the labeling begins, training courses are provided to help annotators understand each attribute and to have the same criteria for judging each attribute. We set up a Multi-label Annotation Table for each video, the table contains all labels that need to be labeled. Each video clip is independently annotated by 5 trained annotators. We select the annotation that has been agreed the most. If the annotation is only marginally agreed (3 vs 2), the sample will
CelebV-HQ consists of 35,666 video clips of 3 to 20 seconds each, involving 15,653 identities, with a total video duration of about 65 hours. For facial attributes, the attribute distribution of CelebV-HQ covers time-invariant (i.e., appearance), time-variant attributes (i.e., action and emotion).

As shown in Table I, compared to the image datasets that contain facial attribute annotations [15][14], the resolution of CelebV-HQ is more than twice that of CelebA [34], and has a comparable scale to the high-quality dataset, CelebA-HQ [15]. More importantly, CelebV-HQ, as a video dataset, contains not only

Fig. 2: The distributions of each attribute. CelebV-HQ has a diverse distribution on each attribute category. (Please zoom in for details).

4 Statistics

In this section, we present the statistics of CelebV-HQ to demonstrate its statistical superiority. Then, we make comparison of CelebV-HQ with two most related and representative image and video datasets (i.e., CelebA-HQ [34] and VoxCeleb2 [9]) respectively, in which we verify that the proposed CelebV-HQ has a natural distribution and better quality.

4.1 Analysis of CelebV-HQ

CelebV-HQ has a diverse distribution on each attribute category. (Please zoom in for details).
appearance attribute annotations, but also action and emotion attribute annotations, which make it contains richer information than image datasets. Other than the diverse annotations, compared to the recent in-the-wild video datasets (CelebV \cite{76}, FaceForensics \cite{56}, VoxCeleb \cite{51} and VoxCeleb2 \cite{9}), CelebV-HQ has a much higher resolution. Specifically, VoxCeleb2 \cite{9} and MEAD \cite{72}, as two representative face video datasets, are the largest audiovisual video face datasets under in-the-wild and lab-controlled environments respectively. Although the data volume of VoxCeleb2 \cite{9} and MEAD \cite{72} is relatively large, the videos on these two datasets are homogeneous and in limited distributions. The videos on VoxCeleb2 are mainly talking face, while MEAD was collected in a constrained laboratory environment. In contrast, CelebV-HQ is collected in real-world scenarios with a diverse corpus, making it more natural and rich in the distribution of attributes.

We start our analysis of CelebV-HQ with the attribute distribution. 1) CelebV-HQ contains a total of 40 appearance attributes, as shown in Fig. 2 (a), of which 10 attributes account for more than 20% each, while there are more than 10 attributes accounting for about 10% each. Meanwhile, the overall attribute distribution has a long tail, with 10 attributes accounting for less than 3% each. We compare the hair colors separately, as they are mutually exclusive. From Fig. 2 (b), the distribution in hair color is even, and there are no significant deviations. 2) There are diverse action attributes in CelebV-HQ as shown in Fig. 2 (c). The common actions, such as “talk”, “smile”, and “head wagging”, account for over 20% each. About 20 uncommon actions, such as “yawn”, “cough” and “sneeze”, account for less than 1% each. This result is in line with our expectation that these uncommon attributes remain open challenges for the academic community. 3) The proportion of emotion attributes also varies as shown in Fig. 2 (d), with “neutral” accounting for the largest proportion, followed by “happiness” and “sadness” emotions. Unlike the data collected in the laboratory, we do not strictly control the proportion of each attribute, so the overall distribution is more in line with the natural distribution. Overall, the CelebV-HQ is a real-world dataset with diverse facial attributes in a natural distribution, bringing new opportunities and challenges to the community.

4.2 Comparison with Image Dataset

Due to CelebV-HQ can be considered as a video version of CelebA-HQ \cite{34} which is a commonly used dataset and its facial attributes annotation is successful in many works \cite{60,61,21,11,36,37,8}. We argue that a face video dataset that has similar distribution with CelebA-HQ would also effective. To show a reasonable distribution of CelebV-HQ, we compare the proposed CelebV-HQ with CelebA-HQ \cite{34} in face attribute aspects such as age, ethnicity, and face shape. Face shape comparisons are provided in the supplementary materials. These factors reflect the basic face information in terms of facial appearance and geometry. Since ethnicity and age attributes are not explicitly labeled, we estimate them for both datasets using an off-the-shelf facial attribute analysis framework \cite{59}.
Age distribution. We evaluate whether the dataset is biased towards certain age groups. From Fig. 3(a), we can see that the age in CelebA-HQ is mainly distributed below 35 years old, while the age distribution of CelebV-HQ is smoother.

Ethnic Distribution. The ethnic distribution roughly reflects the data distribution in terms of geography. As shown in Fig. 3(b), CelebV-HQ achieves a distribution close to CelebA-HQ [34], and has a more even distribution in Latino Hispanic, Asian, Middle-eastern and African. As shown in Fig. 3(c), we show a random sample of each ethnic group in the CelebV-HQ.

4.3 Comparison with Video Dataset

As stated before, VoxCeleb2 [9] is one of the largest in-the-wild face video datasets, and it contains massive face videos, that have contributed to the development of many fields [13, 89, 16, 85, 5, 88, 86, 30]. However, CelebV-HQ not only contains speech-based videos, we believe that if it is more diverse and of higher quality than the videos in VoxCeleb2 [9], this can be used to further improve the
Fig. 5: Distributions of average head pose and movement range. There is a wide range of head movement in CelebV-HQ, including both stable videos (less than 20° of movement) and videos with significant movement (from 75° to 100°).

performance of the related models. To demonstrate the superiority of CelebV-HQ and its ability to better support relevant studies, we compare with VoxCeleb2 \cite{9} in terms of the data quality and temporal smoothness. For temporal smoothness, we conduct a comprehensive evaluation in brightness and head pose. We also provide a comparison of the richness and smoothness of the action units in the supplementary material.

**Data Quality.** We use BRISQUE \cite{49} as a static quality evaluation metric, which is a non-reference evaluation algorithm. For each video clip, we average the BRISQUE \cite{49} value between frames. For the comparison of video quality distributions, we apply the VSFA \cite{40} measurement, a non-reference evaluation method that scores content dependency and temporal memory effects. The distributions are shown in Fig. 4 and CelebV-HQ offers higher quality than VoxCeleb2 \cite{9} at both image and video levels.

**Brightness Variation.** We also compare video brightness variance distribution with VoxCeleb2 \cite{9}. We first obtain the brightness of each frame and compute the standard deviation in the temporal dimension. The brightness is calculated by averaging the pixels and then converting them to “perceived brightness” \cite{1}. The lower variance of brightness indicates more similar luminance within the video clip, i.e., better brightness uniformity. Fig. 4(c) shows that CelebV-HQ contains more low variance videos, that demonstrates the brightness change during videos in CelebV-HQ is more stable in the temporal dimension. As shown in Fig. 4(c), CelebV-HQ contains videos of diverse brightness conditions, we categorized the videos in terms of brightness to further facilitate the usage of CelebV-HQ.

**Head Pose Distribution.** The head pose distribution is compared in two aspects: the average head pose of a video and the range of head pose movement. These two are used to show the diversity of head poses across the dataset and within the videos, respectively. As stated before, we leverage \cite{75} to detect the head pose in the yaw direction. As shown in Fig. 5(a), CelebV-HQ is more diverse and smoother than VoxCeleb2 \cite{9} in the overall distribution. From Fig. 5(b), we see that we have about 75% of the data with movements less than 30°, which means that most of the data are stable, while there are still 25% of movements between 30° and 100°, indicating the overall distribution is diverse. The illustration of average head pose and movement range is shown in Fig. 5(c).
5 Evaluation

In this section, we describe our experimental setups and the implementation details of baseline methods. We report the results on state-of-the-art baselines in two typical video generation/editing tasks, i.e., unconditional video generation and video facial attribute editing.

5.1 Unconditional Video Generation

Settings. We employ four unconditional video generation methods, i.e., VideoGPT [78], MoCoGAN-HD [65], DIGAN [81], and StyleGAN-V [63]. We chose these methods based on their performance and code availability. Furthermore, since CelebV-HQ contains action annotations, the models are evaluated under two settings, i.e., the full set of data and the subsets split by different action attributes, e.g., smile. We followed the original authors’ setting. To evaluate the model performance, we leverage FVD [69] and FID [22] to access video quality and image quality, respectively.

Results. As shown in Fig. 6, MoCoGAN-HD [65] and DIGAN [81] can generate consistent videos trained on CelebV-HQ. Besides, all methods can successfully produce the desire actions when trained on different subsets of CelebV-HQ with specific attributes. Satisfactory results achieved on the these state-of-the-art methods, demonstrating the effectiveness of CelebV-HQ. More results of different methods are provided in the supplementary materials.
Table 2: **Quantitative results of unconditional video generation.** We evaluate VideoGPT [78], MoCoGAN-HD [65], DIGAN [81], and StyleGAN-V [63] on different datasets and report the FVD and FID scores. “↓” means a lower value is better.

| Dataset      | VideoGPT [78] | MoCoGAN-HD [65] | DIGAN [81] | StyleGAN-V [63] |
|--------------|---------------|-----------------|------------|-----------------|
| FaceForensics| FVD (↓)       | FID (↓)         | FVD (↓)    | FID (↓)         |
|              | 185.90        | 38.19           | 187.95     | 65.18           |
| Vox          | 111.80        | 7.12            | 314.68     | 55.98           |
| MEAD         | 62.50         | 19.10           | 201.21     | 72.21           |
| CelebV-HQ    | 47.41         | 9.45            | 112.66     | 60.41           |

Table 3: **Quantitative results of video facial attribute editing.** The “Video” version achieves lower FVD scores and comparable FID performance than “Original”.

| Metrics | StarGAN-v2 (Gender) | MUNIT (Gender) |
|---------|---------------------|----------------|
|         | Original Video      | Original Video |
|         | Reference Label     | Reference Label |
| FVD (↓) | 284.80              | 258.36         |
| FID (↓) | 80.61               | 65.70          |

**Benchmark.** We construct a benchmark of unconditional video generation task, for four currently prevalent models (VideoGPT [78], MoCoGAN-HD [65], DIGAN [81], and StyleGAN-V [63]) on 4 face video datasets (FaceForensics [56], Vox [51], MEAD [72] and CelebV-HQ). The benchmark is presented in Table 2. Firstly, it can be observed that the ranking achieved by CelebV-HQ is similar to other prevalent datasets within different methods, which indicates the effectiveness of CelebV-HQ. In addition, the current video generation models [78,65,81,63] obtained good FVD/FID metrics compared to the Vox [51] dataset with similar data size. This illustrates that CelebV-HQ further exploits the potential of the current work, allowing it to generate more diverse and higher quality results. However, CelebV-HQ as a challenging real-world dataset, still has room for community to make improvement.

5.2 Video Facial Attribute Editing

**Settings.** We employ two representative facial editing baselines, i.e., StarGAN-v2 [8] and MUNIT [26], to explore the potential of CelebV-HQ on video facial attribute editing task. The canonical StarGAN-v2 [8] and MUNIT [26] are designed for image data. We also modify these models by simply adding a vanilla temporal constraint, i.e., estimating the optical flows for adjacent frames in different domains by LiteFlowNet [27] and enforcing L2 Loss between flows. Other losses the original authors proposed remain unchanged. To demonstrate the practical value of our dataset, we select a commonly used appearance attribute, i.e., “Gender”, for different baselines.

**Results.** The baseline methods achieve good results when editing the Gender attribute. The main difference lies in the temporal consistency. In Fig. 7, we observe that the results generated by the original image models are sometimes unstable in the hair area. As reported in Table 3, the “Video” version outperform the
Fig. 7: Qualitative results of video facial attribute editing. Results of “Original” tend to have a jittering in the hair area, while results of “Video” are more stable.

“Original” one with respect to the FVD metric in all cases (highlighted in blue), with comparable FID scores. These results indicate that a simple modification using the temporal cues in video dataset can bring performance improvement.

6 Discussion

6.1 Empirical Insights

Some empirical insights are drawn during the construction of CelebV-HQ and the baseline benchmarking. 1) We observe a trend in the growing demand for video facial editing due to the prevalence of short videos [48][28]. However current applications are mainly based on static images [47][28]. Therefore, the research on transforming face editing from images to videos would be an emerging direction. 2) An effective video alignment strategy is important for coherent video generation. In most image generation studies, faces are usually aligned by key points. And the quality might degrade if faces are not aligned. This suggests a new method that can simultaneously retain temporal information and align the face may improve the video face generation.
6.2 Future Work

Finally, we envision the research areas that may benefit from CelebV-HQ. **Video Generation/Editing.** CelebV-HQ provides the possibility of improving Video Generation/Editing, such as unconditional face generation [17,55,48,63], text-to-video generation [43,74,23], video facial attributes editing [77], face reenactment [76,62,82], and face swapping [41,87,15]. These tasks rely heavily on the scale and quality of the dataset. CelebV-HQ also contains rich facial annotations, this would allow researcher to go deeper when using this information, e.g., synthesize text description with templates and learning disentanglement of facial attributes.

**Neural Rendering.** CelebV-HQ has great potential for applications in Neural Rendering. Current tasks, such as novel view synthesis [24,81,54,44] and 3D generation [4,28,19,14,6], are trained on in-the-wild image datasets [34,36] which lacks facial dynamics to provide natural geometries. CelebV-HQ provides diverse natural facial dynamics and 3D geometries. These features on video modality could not only be further exploited to improve the quality of current models, but also stimulate the emerging of several budding topics, such as Dynamic NeRF [54] and Animatable NeRF [53].

**Face Analysis.** Face Analysis tasks, such as Attribute Recognition [84,11,33], Action Recognition [11,29], Emotion Recognition [12,39], Forgery Detection [20,90], and Multi-modal Recognition [83,60]. These tasks usually require the dataset to have diverse attribute coverage and natural distribution. CelebV-HQ not only meets these requirements, but also could help to transfer previous image tasks to the video version by learning spatio-temporal representations.

7 Conclusion

In this paper, we propose a large-scale, high-quality, and diverse video dataset with rich facial attributes, called CelebV-HQ. CelebV-HQ contains 35,666 video clips involving 15,653 identities, accompanied by 40 appearance attributes, 35 action attributes, and 8 emotion attributes. Through extensive statistical analysis of the dataset, we show the rich diversity of CelebV-HQ in terms of age, ethnicity, brightness, motion smoothness, pose diversity, data quality, etc. The effectiveness and future potential of CelebV-HQ are also demonstrated via the unconditional video generation and video facial attribute editing tasks. We finally provide an outlook on the future prospects of CelebV-HQ, which we believe can bring new opportunities and challenges to the academic community. In the future, we are going to maintain a continued evolution of CelebV-HQ, including the scale, quality and annotations.
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