Quantifying uncertainties in the solar axion flux and their impact on determining axion model parameters
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Abstract. We review the calculation of the solar axion flux from axion-photon and axion-electron interactions and discuss the size of various effects neglected in current calculations. For the Primakoff flux we then explicitly include the partial degeneracy of electrons. We survey the available solar models and opacity codes and develop a publicly available C++/Python code to quantify the associated systematic differences and statistical uncertainties. The number of axions emitted in helioseismological solar models is systematically larger by about 5% compared to photospheric models, while the overall statistical uncertainties in solar models are typically at the percent level in both helioseismological and photospheric models. However, for specific energies, the statistical fluctuations can reach up to about 5% as well. Taking these uncertainties into account, we investigate the ability of the upcoming helioscope IAXO to discriminate KSVZ axion models. Such a discrimination is possible for a number of models, and a discovery of KSVZ axions with high $E/N$ ratios could potentially help to solve the solar abundance problem. We discuss limitations of the axion emission calculations and identify potential improvements, which would help to determine axion model parameters more accurately.
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1 Introduction

QCD axions [1–4] and axion-like particles (ALPs) [5, 6] are intriguing hypothetical particles, which could play an important role as a solution for the Strong CP problem [1, 2], as dark matter (DM) candidates [7–12], or in explaining anomalous observations in a variety of astrophysical objects [e.g. 13, 14]. The additional energy loss of stars through the emission of ALPs has also long been used to place limits on their properties (see e.g. refs [15–21] for early works on this subject). The production of ALPs inside the Sun has recently received renewed attention due to an increased activity in studying previously neglected interactions of solar ALPs [22–25] as well as in the context of the observation of an excess of electronic recoil events in the XENON1T experiment [26].

This interest is also driven by the upcoming helioscope [27–29] experiment IAXO [30, 31], which will improve on the sensitivity of previous experiments by more than an order of magnitude. Helioscopes use magnetic fields inside a light-tight experimental setup to convert axions originating from the Sun into detectable photons. Previous helioscopes [32–42] placed
some of the strongest limits on axion-photon interactions for sub-meV axion masses – currently \( g_{\alpha \gamma \gamma} < 0.66 \times 10^{-10} \text{ GeV}^{-1} \) (at 95\% CL) from the CAST experiment [43]. IAXO even has potential to measure the axion’s mass and couplings [44, 45]. It could also open the door for studying solar properties such as metal abundances [46] and magnetic fields inside the Sun [23].

While this prospect is very exciting, both the precise determination of axion properties as well as the study of solar physics using axions depend on our ability to accurately predict the expected solar axion flux. For a possible “axion precision age”, it is therefore unavoidable to quantify the systematic and statistical uncertainties related to axion generation inside the Sun.

To this end, we developed a C++ code (with a Python frontend) that provides a state of the art calculation of the solar axion flux.\(^1\) Our implementation of the equations is based on the calculations of refs. [21–23, 25, 47, 48] as well as code written for our previous works [46, 49]. We revisit all currently available solar models, assessing their suitability for axion studies and quantify the systematic differences between them. Using the results of the Monte Carlo simulations for representative helioseismological and photospheric solar models developed in refs. [50–52], we respectively estimate the statistical uncertainties on the solar axion flux and investigate the experimental consequences.

The main aim of our work is to quantify important sources of uncertainties in the solar axion flux. To demonstrate how this can affect uncertainties in the determination of the axion properties (cf. refs. [44, 45]) from experimental helioscope measurements, we show that the flux calculations are precise enough such that KSVZ axion models within the reach of IAXO can be distinguished from each other.

This work is structured as follows; in section 2 we review the calculation of the solar axion flux and highlight changes and improvements in our treatment compared to previous work. In section 3 we discuss the publicly available solar models and opacity codes. Sections 4 and 5 are dedicated to our results regarding the statistical uncertainties and axion models. Finally, in section 6 we provide conclusions from this study and provide an outlook with respect to upcoming helioscope searches.

2 Calculation of the solar axion flux

Let us review the calculation of the different contributions to the solar axion flux. For simplicity we only consider ALPs that are completely defined by their mass \( m_a \) and couplings to photons \( g_{\alpha \gamma \gamma} \) and electrons \( g_{\alpha ee} \),

\[
\mathcal{L}_{\text{ALP}} = \frac{1}{2} \left( \partial_\mu a \right)^2 - \frac{1}{2} m_a^2 a^2 + \frac{g_{\alpha ee}}{2 m_e} \left( \partial_\mu a \right) \bar{e} \gamma^\mu \gamma^5 e - \frac{g_{\alpha \gamma \gamma}}{4} a F_{\mu \nu} \tilde{F}^{\mu \nu}.
\] (2.1)

Note that, in QCD axion models, both \( g_{\alpha ee} \) and \( g_{\alpha \gamma \gamma} \) are proportional to the inverse of the axion decay constant i.e. \( g_{\alpha \gamma \gamma}, g_{\alpha ee} \propto 1/f_a \) or, equivalently, proportional to \( m_a \). We return to this connection in section 5, but ignore it until then to provide a general description. Further note that we write the axion-electron interactions with the derivative term instead of a pseudoscalar Yukawa term, viz. \(-ig_{\alpha ee} a \bar{e} \gamma^\mu \gamma^5 e\). Even though the two descriptions are related through the equation of motion, the Yukawa term can give a sizable contribution to

\(^{1}\)The code has been made available as open source software under the BSD-3-Clause licence at [https://github.com/sebhoof/SolarAxionFlux](https://github.com/sebhoof/SolarAxionFlux). We used version v0.8b for this work, which can be obtained from the version tagged with the corresponding label. Details on the Python frontend can be found in appendix B.
The dominant production mechanism due to axion-photon interactions is the Primakoff effect. It can be viewed as excitations of the electromagnetic field inside the plasma – called plasmons – converting into an axion in the electromagnetic field of electrons or ions (charged nuclei).

The Primakoff process has always been the focus of solar axion searches, for which there are two main reasons: one is that nearly all axion models feature a non-vanishing $g_{a\gamma\gamma}$. Second, and more practically, helioscope detection relies on the photon coupling and hence cannot discover axions with $g_{a\gamma\gamma} = 0$. Therefore, in helioscope searches, a contribution from the Primakoff production is essentially unavoidable – even though other productions mechanisms, such as the ones discussed below for non-vanishing electron coupling, may be dominant.
Table 1. Corrections and uncertainties relative to the respective solar axion flux. Where possible, we provide a parametric estimate and the averaged and maximal effect between 1 and 10 keV. See section 4 for details on the various corrections or sources of uncertainty. The intrinsic plasmon conversion flux uncertainties are completely dominated by the uncertainty of the solar magnetic field strength (varies up to a factor of 225), and we hence do not discuss smaller corrections to these contributions.

| Correction/Uncertainty | Order | Averaged | Maximal |
|------------------------|-------|----------|---------|
| **Primakoff flux**     |       |          |         |
| Solar model uncertainty (systematic) | ∼ 5.1% | ∼ 11% | |
| Solar model uncertainty (statistical) | ∼ 1% | ∼ 2.5% | |
| Atomic transition (ff, bf, & bb) emitting γ + a | ∼ 0.2% | ∼ 4% | |
| Higher-order QED effects (α_{EM}) | ∼ 0.7% | ∼ 0.7% | |
| Electro-Primakoff effect | < 4 × 10^{-5} | < 0.4% | |
| Non-vanishing axion mass (m_a ≈ eV) | m_a/ω | < 0.1% | < 0.1% | |
| Inelastic Primakoff | ≲ 0.1% | ≲ 0.1% | |
| Form factor for non-static charges | ≲ 0.02% | ≲ 0.02% | |
| Full relativistic dispersion relation | ≲ 5 × 10^{-6} | ≲ 10^{-6} | |
| Non-resonant transverse plasmon conversion† | 0.01%–5% | 0.02%–50% | |
| Resonant longitudinal plasmon conversion† | < 2 × 10^{-6} | < 0.7 × 10^{-4} | |

| **Resonant longitudinal plasmon conversion** | | | |
| Solar magnetic field strength | factor 225 | factor 225 | |
| (Rosseland mean vs. monochromatic) | | | |

| **Non-resonant transverse plasmon conversion** | | |
| Solar magnetic field strength | factor 225 | factor 225 | |
| Total scattering rate Γ_T | factor 2.2 | factor 15.2 | |

| **ABC flux** | | |
| Solar model uncertainty (systematic) | ∼ 5.4% | ∼ 19% | |
| Solar model uncertainty (statistical) | ∼ 1.5% | ∼ 5% | |
| Opacity uncertainty (systematic) | 1%–3% | < 440% | |
| OP opacity uncertainty (statistical) | ≲ 1% | ∼ 17% | |
| Born approximation in eqs. (2.29) and (2.30) | ω/(m_e Z α_{EM}) | ≲ 10% | ≲ 10% | |
| Electron degeneracy | ≲ 7% | ≲ 8% | |
| Higher order in multipole expansion in eq. (2.35) | α_{EM} | ≲ 2% | ≲ 7% | |
| Effects of relativistic electron | ≲ 3% | ≲ 6% | |
| Higher-order QED effects | α_{EM} | < 0.7% | < 0.7% | |
| Spatial and spin wave function non-separable | E_n (Z α_{EM})^2/n | ≲ 0.5% | ≲ 0.5%* | |
| Non-vanishing axion mass (m_a ≈ eV) | m_a/ω | < 0.1% | < 0.1% | |

† While plasmon fluxes also arise from g_{αγγ}, they are distinct and experimentally distinguishable from the Primakoff flux. We include them here to give an idea about their potential relevance. Strictly speaking, resonant longitudinal plasmon conversions are vanishingly small compared to the Primakoff flux in the energy range of 1–10 keV. This is because the plasma frequency is always smaller than 1 keV. The values quoted here correspond to the off-resonance conversions taken into account by using eq. (2.21).

* The assumption of separability of spatial and spin wave functions only works if we do not resolve the atomic fine structure. In practice this limits the resolution to about ∼ 25 eV. We estimate this from the lines listed in the NIST database [59], which is in line with the parametric estimate given in the table. The uncertainty given here corresponds to a spectrum smoothed out at this level of resolution. At better resolution, the local uncertainty can be much larger. See section 4.4 for details.
The Primakoff production rate ($\Gamma^P_a$) is crucially affected by charge screening in the plasma, first included by Raffelt [21, 47]. His screening prescription assumes a static potential during each scattering event. First steps to go beyond this approximation, and a calculation of the relative size of associated corrections, are included in appendix A. Raffelt’s result can be expressed in terms of the Debye screening scale $\kappa_s$, the plasma temperature $T$, the axion energy $\omega$, the number density of free electrons $n_e$ and the axion-photon coupling $g_{a\gamma\gamma}$, such that

$$\Gamma^P_a(\omega) = g^2_{a\gamma\gamma}\alpha_{EM} \frac{n_e + \bar{n}}{8} \left[ 1 + \frac{\kappa_s^2}{4\omega^2} \right] \ln \left( 1 + \frac{4\omega^2}{\kappa_s^2} \right) - 1 \ln \left( 1 + \frac{4\omega^2}{\kappa_s^2} \right) - 1 \right] \frac{2}{e^{\omega/T} - 1}, \quad (2.2)$$

where the quantity $\bar{n}$ is defined as the sum of number densities of each ion ($n_z$), weighted by the square of its electric charge ($Q^2_z$) in units of the elementary charge squared i.e.

$$\bar{n} \equiv \sum_z Q^2_z n_z. \quad (2.3)$$

$z$ is a label for all types of ions in the plasma. Note that, even close to the centre of the Sun, $Q_z$ is in general not equal to the atomic number since we cannot assume full ionisation of all atoms (see section 2.5). Moreover, $\alpha_{EM} \approx 1/137.036$ is the fine-structure constant. In the non-degenerate limit, the Debye screening scale $\kappa_s$ is given by [21]

$$\kappa_s^2 = \frac{4\pi\alpha_{EM}}{T} (n_e + \bar{n}). \quad (2.4)$$

Equation (2.2) does not take into account that photons inside a plasma have a non-trivial dispersion relation. In the non-relativistic and non-degenerate limit, the dispersion relation reads [60]

$$\omega^2 = \omega^2_{pl} + k^2_\gamma. \quad (2.5)$$

Higher order corrections to this relation are suppressed by powers of $T/m_e$. We discuss these in section 4.4. The plasma frequency $\omega_{pl}$ is given by

$$\omega^2_{pl} = \frac{4\pi\alpha_{EM}}{m_e} n_e, \quad (2.6)$$

where $m_e \approx 511.0$ keV is the electron mass.

We stress that eq. (2.2) is only valid in the limit of $\omega \gg \omega_{pl}$. The rate vanishes for $\omega < \omega_{pl}$, and it is significantly suppressed when $\omega \approx \omega_{pl}$. The full result, which includes the plasma frequency, and is valid for all $\omega > \omega_{pl}$, is given by [23, 61]

$$\Gamma^P_a(\omega) = g^2_{a\gamma\gamma}\alpha_{EM} \frac{n_e + \bar{n}}{8} \left[ \frac{1}{2} \int\limits_{-1}^1 dx \frac{1 - x^2}{(\xi_1 - x)(\xi_2 - x)} \right] \frac{2}{e^{\omega/T} - 1} d\omega \quad (2.7)$$

with $\xi_1 \equiv \frac{\kappa_s^2 + k^2_\gamma}{2k_a k_\gamma}$ and $\xi_2 \equiv \xi_1 + \frac{\kappa_s^2}{2k_a k_\gamma}. \quad (2.8)$

We determine the analytical result of this integral to be

$$\Gamma^P_a(\omega) = g^2_{a\gamma\gamma}\alpha_{EM} \frac{n_e + \bar{n}}{8} \left[ \left( \xi_1^2 - 1 \right) \ln \left( \frac{\xi_1 + 1}{\xi_1 - 1} \right) - \left( \xi_2^2 - 1 \right) \ln \left( \frac{\xi_2 + 1}{\xi_2 - 1} \right) \right] - 1 \ln \left( \frac{\xi_1 + 1}{\xi_1 - 1} \right) - 1 \right] \frac{2}{e^{\omega/T} - 1} \frac{\omega}{k_\gamma}. \quad (2.9)$$
where $k_a$ and $k_γ$ denote the axion and photon momenta, respectively. Since we work in the limit of ultrarelativistic axions, we have $k_a \simeq ω$, while $k_γ$ can be computed from eq. (2.5).

In summary, there are only three solar quantities that enter eq. (2.9), namely $T$, $n_e$, and $\bar{n}$. Typically only $T$ is tabulated in solar models. We discuss the calculation of $n_e$ and $\bar{n}$ in section 2.6.

### 2.2 Primakoff effect with degeneracy

Since electrons in the solar plasma are partially degenerate, treating them as an ideal gas in the previous section is only an approximation.\(^2\) Going beyond this approximation, we note that the screening scale, the plasma frequency, and total scattering rates are affected by the degeneracy of electrons at the percent level.

To include the electron degeneracy, we have to evaluate the phase space integrals with the full Fermi-Dirac distribution,

$$f(p) = \frac{1}{e^{(E(p)−\mu)/T} + 1}, \quad (2.10)$$

with energy $E$, momentum $p$ and chemical potential $\mu$. We can calculate the latter at every position inside the Sun by numerically inverting the relation for the electron number density in terms of the chemical potential. In the non-relativistic limit and assuming an ideal Fermi gas, this is given by [62]

$$n_e = 2 \left( \frac{m_e T}{2π} \right)^{3/2} F_{1/2}^{FD}(z), \quad (2.11)$$

where $z = (\mu − m_e)/T$ and the Fermi-Dirac integral is defined as

$$F_{j}^{FD}(z) \equiv \frac{1}{Γ(j + 1)} \int_0^\infty dt \frac{t^j}{e^{t−z} + 1} = − \sum_{k=1}^{∞} (−1)^k \exp(z)^k \frac{k^j}{k^{j+1}}, \quad (2.12)$$

and $Γ(·)$ is the usual gamma function.

\(^2\)We are indebted to Georg Raffelt for pointing out that this can have an appreciable effect on our results.
After solving eq. (2.12) for $\mu$, we can evaluate the full expression for the screening scale, including the degeneracy of electrons, which is

$$\kappa^2_s = \frac{4\alpha_{\text{EM}} T}{\pi} n + \frac{4\alpha_{\text{EM}}}{\pi} \int_0^\infty dp \ f(p) p \left( v + v^{-1} \right), \quad (2.13)$$

where $v = p/E = p/\sqrt{m_e^2 + p^2}$ is the electron’s velocity. It is straightforward to check that in the non-degenerate limit this reproduces eq. (2.4). Depending on the location inside the Sun, the effect of degeneracy on the screening scale is at most a reduction of 1.2%. In fig. 2, we show the different contributions to $\kappa^2_s$ as a function of the solar radius, according to eq. (2.13).

Similarly, the full expression of the plasma frequency is

$$\omega^2_{\text{pl}} = \frac{4\alpha_{\text{EM}}}{\pi} \int_0^\infty dp \ f(p) p \left( v - \frac{1}{3} v^3 \right). \quad (2.14)$$

In contrast to the expression (2.13) for the screening scale, only positive powers of the velocity appear. As the degeneracy is strongest at small velocities, the plasma frequency is less affected by the electron degeneracy than the screening scale. While the difference to the non-degenerate result in eq. (2.6) is at most of order $10^{-3}$, we always include the full expression in our calculations.

The occupation numbers can reach values of up to $\sim 0.2$ in the solar core, which can lead to Pauli blocking of scattering processes with small momenta of final state electrons. To include the corresponding suppression, we follow a strategy similar to the one used in ref. [60] to include degeneracy effects in Coulomb scattering. We define a suppression factor

$$n_e \mapsto F_{\text{deg}} n_e, \quad (2.15)$$

with the suppression factor

$$F_{\text{deg}} = \frac{\int_0^\infty dp_1 \int_{-1}^1 dy \int_{-1}^1 dx \ f(p_1) \ (1 - f(p_2)) \frac{d\sigma}{d\Omega}}{\int_0^\infty dp_1 \int_{-1}^1 dy \int_{-1}^1 dx \ f(p_1) \frac{d\sigma}{d\Omega}}. \quad (2.16)$$

Here, $p_1$ and $p_2$ are the incoming and outgoing electron momenta, respectively, and we average over the relative angle $y \equiv \cos \theta_{12}$ between the incoming momentum and the momentum transfer, as well as over the scattering angle $x \equiv \cos \theta$. The integrals have to be performed for the appropriate Fermi-Dirac distributions\(^4\) $f(p)$ and the differential Primakoff cross section $\frac{d\sigma}{d\Omega}$ from the integrand of eq. (2.7),

$$\frac{d\sigma}{d\Omega} = \frac{\alpha_{\text{EM}}}{32\pi} g_{\alpha\gamma\gamma}^2 \frac{1 - x^2}{(\xi_1 - x)(\xi_2 - x)}. \quad (2.17)$$

The final electron momentum $p_2$ depends on the transferred momentum $q$ and the relative angle $\theta_{12}$,

$$p_2^2 = p_1^2 + 2p_1q \cos(\theta_{12}) + q^2. \quad (2.18)$$

\(^3\)Since the mass of the ions in the plasma is at least a factor of 2000 larger than $m_e$, they are highly non-degenerate.

\(^4\)In the non-degenerate case and taking the limit of stationary electron targets everything can be expressed in terms of the electron number density and the statistical distribution of the electron energy drops out. To normalise appropriately we can therefore use the Fermi-Dirac distribution in the denominator.
while the momentum transfer $q$ can be computed as

$$
\left(\frac{q}{\omega}\right)^2 = 2 - \left(\frac{\omega_{pl}}{\omega}\right)^2 - 2 \sqrt{1 - \left(\frac{\omega_{pl}}{\omega}\right)^2} \cos(\theta). \tag{2.19}
$$

Evaluating the degeneracy factor numerically,\textsuperscript{5} we find that it is around $F_{\text{deg}} \sim 0.87$ at the centre of the Sun, approaching unity as $r \to 1$ with only weak dependence on the energy of the emitted axion $\omega$ in the range of interest (1-10) keV. To further simplify the calculation, we may therefore compute $\langle F_{\text{deg}} \rangle_\omega$, the energy-averaged values between 1 keV to 10 keV, by adding an integration over energy for both the numerator and denominator in eq. (2.16). The result for the example of AGSS09 model is shown in figure 3. As a result of the combined electron degeneracy effects, the integrated Primakoff flux in the relevant energy range is reduced by about 2.6%.

### 2.3 Plasmon conversion in the solar magnetic field

Apart from the electromagnetic fields of ions, which vary on small length scales, the Sun is also permeated by a large-scale magnetic field. This macroscopic magnetic field plays a similar role to the microscopic electromagnetic fields for the Primakoff effect, and plasmons can convert into axions through axion-photon interactions. This effect has recently gained attention because the conversion rates of both longitudinal and transverse plasmons feature resonances, which enhance this contribution at the resonance energy scale. As a consequence, the plasmon contributions are potentially detectable [22, 23] or relevant for stellar energy loss arguments [22, 25].

\textsuperscript{5}Note that the integrals over $x = \cos(\theta)$ in both the numerator and denominator, as well as the integral over $y = \cos(\theta_1)$ in the denominator, can be performed analytically. The latter can be calculated with the help of $\int_{-1}^{1} dy f(p_2) = -T^2[2 \ln(1 + e^{|z|}) + 2F_1(z_0 - z)]/[\langle p_1 q \rangle_\pm^2]$, where $z_0 \equiv \mu/T$ and where $z$ needs to be replaced by $z_\pm \equiv \sqrt{m_2^2 + (p_1 \pm q)^2}/T$ for the upper/lower limit of $y = \pm 1$. 
We adopt the magnetic field model used in ref. [23], where the field is toroidal, $B(\mathbf{r}) = -3B(r) \cos(\theta) \sin(\theta) \hat{e}_\phi$, $\theta$ is the azimuthal angle inside the Sun and

$$B(r) = \begin{cases} B_{\text{rad}}(1 + \lambda)(1 + \frac{1}{3})^\lambda \left(\frac{r}{r_{\text{CZ}}}\right)^2 \left[1 - \left(\frac{r}{r_{\text{CZ}}}\right)^2\right]^\lambda & \text{for } r < r_{\text{CZ}} - d_{\text{tach}} \\ B_{\text{tach}} \left[1 - \left(\frac{r-r_{\text{tach}}}{d_{\text{tach}}}\right)^2\right] & \text{for } |r - r_{\text{CZ}}| < d_{\text{tach}} \\ B_{\text{outer}} \left[1 - \left(\frac{r-r_{\text{upper}}}{d_{\text{upper}}}\right)^2\right] & \text{for } |r - r_{\text{upper}}| < d_{\text{upper}} \\ 0 & \text{otherwise} \end{cases} \quad (2.20)$$

Here, $r_{\text{CZ}} \approx 0.712 R_\odot$ is the approximate radius of the radiative zone, $\lambda \equiv 10 r_{\text{CZ}}/R_\odot + 1$, $r_{\text{upper}} \approx 0.96 R_\odot$ is the nominal beginning of the outer layers of the Sun, and $d_{\text{tach}} \approx 0.02 R_\odot$ and $d_{\text{upper}} \approx 0.035 R_\odot$ are the shell thickness of the tachocline and the outer layers of the Sun, respectively. We choose the same ranges for the $B$-field normalisations as considered in Fig. 3 of ref. [23], viz. $B_{\text{rad}} \in [200 \ T, \ 3000 \ T]$, $B_{\text{tach}} \in [4 \ T, \ 50 \ T]$, and $B_{\text{outer}} \in [3 \ T, \ 4 \ T]$.

The conversion rate of longitudinal plasmons into axions is given by [22, 23]

$$\Gamma_a^{\text{LP}}(\omega) = \frac{g_{a\gamma\gamma}^2 B_\parallel^2}{\omega^2 - \omega_{\text{pl}}^2 + (\omega \Gamma_L)^2},$$

where $B_\parallel$ is the magnetic field strength projected onto the propagation direction of the plasmon, and $\Gamma_L$ is the collision rate of longitudinal plasmons. $\Gamma_a^{\text{LP}}$ is dominated by the resonance at $\omega = \omega_{\text{pl}}$, and $\Gamma_L$ only sets the (narrow) width of this peak.\(^6\) This is why the rate $\Gamma_a^{\text{LP}}$ is commonly approximated by a delta function [22, 23, 25]. Since the plasma frequency inside the Sun is limited to values $\omega_{\text{pl}} \lesssim 0.3 \text{ keV}$, the axion flux from resonant longitudinal photon conversion only contributes at small energies with three identifiable peaks corresponding to the plasma frequencies in the radiative zone, the tachocline and the upper layers of the Sun (see also Fig. 2 in ref. [23]). The non-resonant conversion of longitudinal plasmons is suppressed due to its peculiar dispersion relation. In the limit of non-relativistic, non-degenerate electrons, and to leading order in $T/m_e$, it is [60]

$$\omega^2 = \omega_{\text{pl}}^2 \left(1 + \frac{k^2 T}{\omega^2 m_e}\right).$$

For momenta of the order of the energy, this implies $\omega \approx \omega_{\text{pl}}$ [25, 60], which is precisely the resonance condition that can be implemented by the delta function. At momenta much larger than $\omega$, the modes are not on resonance but – because their four-momentum is space-like ($k > \omega$) – they are affected by Landau damping [60, 63]. Raffelt concludes that in this case longitudinal modes no longer exist, which is why we only integrate over a small region around the resonance peak of $\Gamma_a^{\text{LP}}$. This is effectively the same as using a delta function as done in refs. [22, 23, 25]. A closer investigation of how the off-resonance contributions are suppressed may be interesting, but we expect the ensuing corrections to be very small.

Transverse plasmons, on the other hand, obey the dispersion relation given in eq. (2.5). As a consequence, resonant conversion is only possible when the axion is massive with $m_a = \omega_{\text{pl}}$. The corresponding rate is given by [23]

$$\Gamma_a^{\text{TP}}(\omega) = \frac{2 g_{a\gamma\gamma}^2 B_\perp^2}{\omega^2 - \omega_{\text{pl}}^2 + (\omega \Gamma_T)^2},$$

\(^6\)In fact, the resonance is so narrow that we had to set $\Gamma_L = \max(\Gamma_T, 0.1 \text{ eV})$ to improve convergence for general integration intervals.
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Figure 4. Axion flux from longitudinal (LP) and transverse (TP) plasmon interactions for $g_{a\gamma\gamma} = 10^{-10}$ GeV$^{-1}$. The blue and purple shaded contours show the LP and TP flux between our minimal and maximal $B$-field reference values, respectively, using monochromatic opacities $\kappa(\omega, r)$. Dotted lines show the LP and TP fluxes when the Rosseland mean opacities are used. In both cases, the opacities are calculated using OP data. The dashed black line shows the Primakoff flux for comparison.

with the average square of the magnetic field projected onto the polarisation vector $B^2_\perp$ defined as in ref. [23]. $\Gamma_T$ is the collision rate of transverse plasmons and the prefactor of two accounts for the two linearly independent polarisation states.

As mentioned previously, we only consider ultrarelativistic axions with negligible mass compared to the plasma frequency such that we are only interested in the limit $m_a \to 0$ of eq. (2.23). Far from the resonance, the axion production rate becomes proportional to the collision rate $\Gamma_T$. This introduces a complication since $\Gamma_T$ is frequency-dependent. We can, however, deduce $\Gamma_T$ from the monochromatic opacity $\kappa(\omega)$, which is defined as the absorption coefficient $k$ (inverse of the mean free path) per plasma density $\rho$:

$$\kappa(\omega) = \frac{k(\omega)}{\rho}. \quad (2.24)$$

The total collision rate is then given by [25],

$$\Gamma_T = k(\omega) \left(1 - e^{-\omega/T}\right) = \kappa(\omega) \rho \left(1 - e^{-\omega/T}\right). \quad (2.25)$$

Details about different opacity codes are given in sections 2.4 and 3.

Previous studies of the non-resonant transverse axion flux have used the frequency-independent Rosseland mean opacity $\kappa_R$ for the evaluation of $\Gamma_T$ [25], which is defined by [64]

$$\frac{1}{\kappa_R} = \int_0^\infty \frac{R(\omega/T)}{T \kappa(\omega)} d\omega \quad (2.26)$$

with the Rosseland weight function

$$R(u) \equiv \frac{15}{4\pi^4} \frac{u^4 e^u}{(e^u - 1)^2}. \quad (2.27)$$

The Rosseland mean opacity is therefore derived from the more fundamental monochromatic opacity in the sense that it is an effective description that depends on a weight function.
Similar to the Planck mean opacity, and other possible definition of mean opacities, it provides a useful description in certain contexts but may not be meaningful in others (see e.g. ref. [65]). Based on this, we expect that the more fundamental monochromatic opacities provide a more accurate description in situations where the results obtained from monochromatic and mean opacities disagree.

In figure 4, we can clearly see that the choice of opacity function makes a rather large difference for the TP flux – especially for smaller energies where the non-resonant conversion of longitudinal plasmons can potentially become comparable, or even larger, than the Primakoff flux. Furthermore, unlike after Rosseland averaging, the peaks from the monochromatic opacity are still present in the flux, which results in distinct, potentially interesting features at these frequencies.

In summary, since the monochromatic opacity is – as explained above – the more fundamental quantity, we propose that using it to estimate the mean free path provides a more accurate description of the axion spectrum from transverse plasmons than the Rosseland mean opacity.

We show the spectral axion fluxes from longitudinal and transverse plasmon conversions in figure 4 along with the Primakoff flux for comparison. The large possible range of plasmon flux values for a given energy is due to the fact that the large-scale solar magnetic field is poorly constrained: the normalisations of its inner components differ by factors larger than an order of magnitude.

Although plasmon conversions inside large-scale magnetic fields are due to $g_{a\gamma\gamma}$, they are not simply corrections or sources of uncertainty of the Primakoff prediction. This is because the peaks in the axion spectrum corresponding to longitudinal plasmon conversion are well separated from the bulk of the Primakoff contribution, and they can therefore be detected independently. As was pointed out in ref. [23], this would enable a measurement of the magnetic fields in the deep solar interior. Such a measurement would also allow for a more accurate prediction of the non-resonant conversion rate of transverse plasmons. In addition, the angular distribution of the flux from plasma conversions depends on the geometry of the solar magnetic field. This results in an anisotropic axion emission and an annually oscillating flux on earth, giving us another handle to distinguish the two flux components [23].

In what follows, we consider the Primakoff flux as the only process that arises from $g_{a\gamma\gamma}$. We do this since it is currently not possible to quantify the uncertainties on the plasmon flux normalisations. As mentioned before, it is possible to distinguish the plasmon and Primakoff components of the flux from their different spectral behaviour and angular distributions.

### 2.4 Axion-electron interactions

There are numerous processes by which axions can be produced through their coupling to electrons. On the level of Feynman diagrams, an outgoing photon of any “ordinary” tree level scattering process can usually be replaced by an axion, even though the corresponding interaction terms differ in their spin structure. This is why electron scattering processes, which are constantly occurring at a high rate in the solar plasma, have a (highly-suppressed)

\[ \text{Note that we do not include a geometrical factor of 1.8, which is required to calculate the time averaged flux on Earth from } \Gamma_{LP}^a \text{ as discussed in Sec. III D of ref. [23]}. \]

This is because, in general, this factor depends on the data taking times throughout the year and therefore is – at least slightly – different for each experiment. Instead, we show the flux averaged over all emission directions from the Sun, for which the geometric factor was found to be $1/3$ in ref. [25]. To recover the result in ref. [23], one has to multiply the spectrum labelled LP in fig. 4 by $3 \times 1.8$. 

---

7 Note that we do not include a geometrical factor of 1.8, which is required to calculate the time averaged flux on Earth from $\Gamma_{LP}^a$ as discussed in Sec. III D of ref. [23]. This is because, in general, this factor depends on the data taking times throughout the year and therefore is – at least slightly – different for each experiment. Instead, we show the flux averaged over all emission directions from the Sun, for which the geometric factor was found to be $1/3$ in ref. [25]. To recover the result in ref. [23], one has to multiply the spectrum labelled LP in fig. 4 by $3 \times 1.8$. 

---
axion equivalent. Examples for these axion production mechanisms are given by the diagrams in figure 1.

The interaction rates of some of these processes, such as electrons scattering off nuclei (ff), electron bremsstrahlung (ee) and via the Compton effect (C) can be computed analytically similar to the Primakoff rate. Again, charge screening in the stellar plasma has to be taken into account. Here, we only cite the results in their compact form following ref. [48]:

\[
\Gamma_{\text{ff};a,z}(\omega) = g_{\text{ace}}^2 \alpha_{\text{EM}}^2 \frac{Q_z^2 n_e}{8\sqrt{2\pi} \sqrt{T m_e^{7/2} \omega}} e^{-\omega/T} I(\omega/T, y),
\]

\[
\Gamma_{\text{ff};a}(\omega) = \sum_z \Gamma_{\text{ff};a,z},
\]

\[
\Gamma_{\text{ee};a}(\omega) = g_{\text{ace}}^2 \alpha_{\text{EM}}^2 \frac{4\sqrt{\pi} n_e^2}{3 \sqrt{T m_e^{7/2} \omega}} e^{-\omega/T} I(\omega/T, \sqrt{2} y),
\]

\[
\Gamma_{\text{C};a}(\omega) = g_{\text{ace}}^2 \alpha_{\text{EM}}^2 \frac{\omega^2}{3m_e^2} \frac{e^{-\omega/T - 1}}{\omega^2},
\]

where we have used the function\(^8\)

\[
I(u, y) = \int_0^{\infty} dx \ e^{-x^2} \int\frac{x^2 + u + x}{\sqrt{x^2 + u - x}} dt \ \frac{t}{(t^2 + y^2)},
\]

and where \(y\) is defined as

\[
y \equiv \frac{\kappa_s}{\sqrt{2m_e T}}.
\]

Recall that \(\alpha_{\text{EM}}\) denotes the fine-structure constant and that \(\bar{n}\) is defined as in eq. (2.3). In contrast to ref. [48], we use a different screening description, which results in a change of the integrand in the \(I\) function in eq. (2.32). Following the arguments given in refs. [21, 60, 66], we concluded that charge screening for ion- and electron-bremsstrahlung is best described by an effective form factor \(q^2/(q^2 + \kappa_s^2)\) in the transition amplitude, where \(q\) is the transferred momentum. Reference [48] used the square of this form factor. More fundamentally, the two choices for the form factor arise from either taking the average over charge distributions at the level of the matrix element squared or the matrix element itself [60]. The former description is better if the time it takes for the scattering electron to cross the potential is smaller than the typical timescale of screening cloud formation. While this is expected to be a reasonable approximation for the screening contribution of the ions, it is not so straightforward for the part arising from the electrons. A more systematic investigation of this effect is beyond the scope of this work but would be highly desirable.

Comparing the fluxes arising from both descriptions (for simplicity we apply the different prescriptions for the whole screening), we find that our integrated ABC flux between 1 keV to 10 keV is about 5.7% larger compared to the form factor used in ref. [48] while the difference in the spectral flux within the same energy range is at most 26%.

The production rates in eqs. (2.29)–(2.31) are affected by the partial degeneracy of electrons in two ways. First, the degeneracy suppresses the screening scale compared to the non-degenerate case. We account for this by using eq. (2.13). Second, the rates can be suppressed by Pauli blocking since all three processes contain at least one electron in the final state (see also refs. [60, 67]). We do not correct for this non-negligible effect, and we discuss its size in more detail in section 4.4.

\(^8\)Note that the second integral as a function of \(t\) has an analytical solution, which reads \(\ln(t^2 + y^2)/2.\)
Bound-bound (bb) and free-bound (fb) transitions in the atomic shell require additional attention because atomic structures of the involved elements enter the calculation. The first thorough calculation involving all of these processes was done by Redondo [48]. In two steps, he relates the production of axions to the absorption of photons. This is commonly given via the monochromatic opacity $\kappa$ defined in eq. (2.24).

The opacity is a crucial ingredient for solar modelling since it determines the amount of energy transport by radiative diffusion. Accordingly, large efforts have been made to compute opacities of stellar plasmas (see refs. [64, 68–72] for an overview of works in this direction). These calculations include the aforementioned atomic structures as well as plasma effects. Following Redondo we can therefore avoid a detailed modelling of atomic transitions by relating these results to the solar axion emission.

In a first step, the production and absorption of photons from interactions with ions can be related to one another by detailed balance under the assumption of a local thermal equilibrium [48],

$$\Gamma_i^{\gamma, \text{abs}} e^{-\omega/T} = \Gamma_i^{\gamma, \text{prod}}. \quad (2.34)$$

Here, $\Gamma_i^{\gamma, \text{abs}}$ and $\Gamma_i^{\gamma, \text{prod}}$ are the absorption and production rate per photon phase space for process $i$ (with $i = \text{bb, fb, ff}$), respectively. The factor $e^{-\omega/T}$ is required in order to have the same overall production and absorption rates per solar volume, taking into account stimulated emission as well as the thermal occupation number. As discussed in ref. [48], detailed balance implies that eq. (2.34) is satisfied for all processes individually. All the following rates will be production interaction rates, which is why we drop the respective subscripts.

In a second step, the ratio of axion relative to spin averaged photon production for each of the three processes can be calculated via [48]

$$\frac{\Gamma_i^a}{\Gamma_i^\gamma} = \frac{1}{8\pi} \frac{g_{\text{ae} e} \omega^2 \alpha_{\text{EM}} m_e^2}{e^{-\omega/T} - 1 + \frac{1}{2} e^{-\omega/T} - 1 \Gamma_a^C + \Gamma_a^{ee}}. \quad (2.35)$$

Combining these relations, Redondo was able to express the total axion emission rate $\Gamma_a^{ABC}$ in terms of the monochromatic absorption coefficient $k(\omega)$ as well as the Compton and ee bremsstrahlung rates [48],

$$\Gamma_a^{ABC} = \Gamma_a^{\text{ff}} + \Gamma_a^{\text{fb}} + \Gamma_a^{\text{bb}} + \Gamma_a^C + \Gamma_a^{ee}$$

$$= \frac{1}{8\pi} \frac{g_{\text{ae} e} \omega^2}{\alpha_{\text{EM}} m_e^2} \frac{k(\omega)}{\omega - T - 1 + \frac{1}{2} \omega/T - 1} \Gamma_a^C + \Gamma_a^{ee}. \quad (2.37)$$

We will use this final expressions together with eqs. (2.31) and (2.30), whenever we work with the total monochromatic opacity of the solar plasma. However, when monochromatic opacities are available for each element individually, we follow the suggestion of Redondo to calculate the ff processes involving hydrogen and helium directly with eq. (2.29) and only include the opacities from elements heavier than helium in the first term of eq. (2.37). In this case, also the full Compton rate has to be included.

2.5 Electron densities and ionisation states

We saw in sections 2.1 to 2.4 that the overall axion production rate can be computed from the monochromatic opacity and a small set of plasma parameters. These parameters are the temperature $T$, the number density of free electrons $n_e$, and the number density of ions weighted by their charge squared $\bar{n}$. Publicly available solar models typically only contain the
Figure 5. Overview of various properties as a function of solar radius for the B16-AGSS09 solar model [52]. Left: The integrated Primakoff ($\Phi_P$) and ABC fluxes ($\Phi_{ABC}$) in addition to the solar temperature ($T$), density ($\rho$), and plasma frequency ($\omega_p$) w.r.t. their maximum values. Right: The degree of ionisation for various elements, including those with the largest mass fractions at the core (full ionisation corresponds to a value of 1; extracted from the OP code [70, 73]). The vertical, dashed grey lines in both panels correspond to the radius by which 99% of the total Primakoff and ABC fluxes have been emitted.

values of $T$ at every radius, as well as other solar properties and element abundances. The values of $n_e$, $\bar{n}$, $\kappa_s$, and $\kappa$ are usually not tabulated, and hence need to be computed.

An overview of solar properties as a function of radius and the integrated solar axion fluxes is shown in figure 5. Note already that most axions from Primakoff and ABC fluxes are generated inside the solar core ($r/R_\odot < 0.25$) and almost the entire flux is emitted until about $r/R_\odot = 0.5$. The harder Primakoff spectrum is produced even more closely to the centre than the ABC flux. This will be relevant for the discussion of ionisation stages in this section.

We consider two options for the calculation of the electron density. First, Raffelt [21] approximated $n_e$ by calculating the number of nucleons and assuming that there is one free electron per hydrogen core and one free electron per every two nucleons of all other elements i.e.

$$n_e \approx \frac{X + 1}{2} \frac{\rho}{m_u}, \quad (2.38)$$

where $m_u \approx 1820 m_e \approx 0.93$ GeV denotes the atomic mass unit and $X$ denotes the hydrogen mass fraction. This approximation works extremely well since it is correct for all of the (fully ionised) hydrogen and helium in the Sun which is already more than 98% of its total density. Heavier elements also contribute almost one electron per two nucleons when they are fully ionised.

Second, since our solar models give the mass fractions of all relevant heavy elements, we can directly assume full ionisation and sum over the atomic number $z$,

$$n_e \approx \sum_z z n_x = \sum_z z X_x \frac{\rho}{A_x m_u}, \quad (2.39)$$

We adopt the commonly used notation of denoting the mass fraction of all hydrogen isotopes as $X$ and the mass fraction of all helium isotopes as $Y$, which in turn defines the metallicity $Z \equiv 1 - X - Y$. 

---
were $X_z$ is the mass fraction of each element and $A_z$ is its standard atomic weight.\textsuperscript{10} This agrees with Raffelt’s approximation at the sub-percent level everywhere inside the Sun.\textsuperscript{11}

Since the mass fractions in our solar models add up to exactly one, we know that both the full ionisation result (2.39) and Raffelt’s approximation (2.38) are larger than the true value of $n_e$. We hence use the smaller of the two, i.e. the full ionisation result in eq. (2.39), as our default option.

Full ionisation is a particularly good approximation for $n_e$ close to the core (for high temperatures) where most of the axion flux is generated.\textsuperscript{12} Because metals contribute some fraction smaller than the metallicity $Z$ to the total number of free electrons and their ionisation fraction close to the core is of the order of 90%, we can conservatively estimate that the relative error of the full ionisation assumption should be smaller than 0.1%. This renders it negligible compared to the intrinsic uncertainties of the solar models themselves.

The next parameter of interest, $\bar{n}$, is most significant for the Primakoff flux which we expressed in terms of the Debye screening scale in eq. (2.2), but it also enters the ABC flux through the function $\mathcal{I}$ in eq. (2.32). To calculate $\bar{n}$, Raffelt used a similar approximation as the one for $n_e$ in equation (2.38) [21],

$$\bar{n} = \sum_z Q^2_z X_z = \sum_z Q^2_z X_z \frac{\rho}{A Z m_u} \approx \frac{\rho}{m_u}. \quad (2.40)$$

This approximation is, however, significantly less accurate than the previous one since the densities of heavy nuclei enter weighted by the square of their charges. Consequently, the metallic components become more significant and treating all metals as if they were helium-like underestimates the overall result. As already discussed above, the energy required to fully ionise heavy elements far exceeds the temperature at the solar core. This means that the assumption of full ionisation, which worked well for $n_e$, would be problematic for calculating $\bar{n}$. To make matters worse, the metallicity and the abundances of each metal are poorly known parameters.

To resolve this issue, we follow ref. [48] and make use of data from the Opacity Project (OP) [73]. Besides calculating opacities for arbitrary chemical compositions of Sun-like plasmas, the OP also provides tables of ionisation states for heavy ions in such plasmas. These tables can be interpolated to calculate $Q^2_z$ as a function of $T$ and $n_e$ (cf. right panel of figure 5). Due to the dependence on $n_e$, we could not use these tables for calculating $n_e$ itself. We can however make a consistency check by calculating $n_e$ using OP ionisation states with $n_e$ from full ionisation as input and compare it with the full ionisation result. We find that the relative difference does not exceed 0.2% in the axion production region which is small enough for our purposes.\textsuperscript{13}

\textsuperscript{10}We use the exact weight where isotopes are individually tracked in the solar abundance and average (solar or terrestrial) weight where elements are only tracked in bulk (cf. ref. [49, 74]).

\textsuperscript{11}Note that there is a third option for approximating $n_e$ by deducing it from the pressure of the plasma i.e. $n_e \approx (p - p_{\text{rad}})/T - \sum_z n_z$ with the radiation pressure $p_{\text{rad}} = \pi^2 T^4/45$. The problem with this calculation is that it assumes the ideal gas equation for electrons in the plasma, which only becomes reasonable close to the core but is always far from exact.

\textsuperscript{12}We can estimate the systematic uncertainty of this calculation by doing a naïve comparison of ionisation energies with the thermal energy in the core of the Sun. For instance, the last ionisation stage from \textit{Fe}^{25+} to \textit{Fe}^{26+} requires around 9.3 keV [59] compared to $T \approx 1.3$ keV at the centre of the Sun, see also right panel of figure 5.

\textsuperscript{13}The OP ionisation tables agree well with a similar calculation performed in the context of another opacity code named STAR [64].
Some solar models (BP and BS models in table 2) do not track the mass fractions \( X_z \) for all relevant elements. In these cases we resort to calculating \( \bar{n} \) under the assumption of full ionisation. As we have discussed above, this is a rough approximation. The use of these models should therefore be disfavoured for the prediction of the solar axion flux.

### 2.6 Integration over the solar model

Helioscopes can track the solar disc throughout the day, and the year, as the Sun moves across the sky. Since the (variable) Sun-Earth distance \( d_E \) is much larger than the solar radius, \( R_\odot/d_E \approx 0.005 \), a reasonable first approximation is to treat the Sun as a point source (an assumption we will later relax).

Using this approximation, the total spectral axion flux \( d\Phi_a/d\omega \) can be written as an integral of the production rate \( \Gamma \) over the solar volume \( V \),

\[
\frac{d\Phi_a}{d\omega} = \frac{1}{4\pi d_E^2} \int dV \frac{4\pi \omega^2}{(2\pi)^3} \Gamma(\omega, r),
\]

where \( d_E \) is the (averaged) distance between the Sun and the Earth during the observation and \( \Gamma \) can be any (or the sum of all) of the production rates discussed earlier in this section. All axion fluxes in this work use \( d_E = 1 \) au \( \approx 1.496 \times 10^{11} \) m [75].

Note that eq. (2.41) assumes that ALPs are effectively massless as far as the solar plasma is concerned i.e. ALPs with masses \( m_a \ll O(\text{keV}) \). Otherwise, eq. (2.41) would have to be modified to include the axion dispersion relation between \( k \) and \( \omega \) (see e.g. equation (7) of ref. [36]).

Since all quantities only depend on the position inside the Sun, the integration reduces to a one-dimensional integral,

\[
\frac{d\Phi_a}{d\omega} = \frac{R_\odot^3}{4\pi d_E^2} \frac{4\pi \omega^2}{(2\pi)^3} \int_0^{2\pi} d\phi \int_0^\pi d\theta \sin(\theta) \int_0^1 dr r^2 \Gamma(\omega, r) = \frac{R_\odot^3 \omega^2}{2\pi^2 d_E^2} \int_0^1 dr r^2 \Gamma(\omega, r),
\]

where we express the radius \( r \) in units of the solar radius \( R_\odot \).

By employing good optics and observing a sufficiently large number of photon events, helioscopes may also resolve different regions of the solar disc. Therefore, another interesting geometry for the solar integration is to consider only parts of the solar disc e.g. the central part of the solar disc. Neglecting parallax [36], the line-of-sight (LOS) integration corresponds to a cylindrical field-of-view. This means that we have to perform an additional integration as we break one rotational degree of freedom. If \( \rho \) is the radius on the solar disc (from its centre) and \( r \) the position inside the Sun, we have to integrate along the LOS coordinate \( z \)

---

14 The macroscopic magnetic field in eq. (2.20) is not spherically symmetric. Hence, the projected magnetic fields \( B_\perp \) and \( B_\parallel \) have to be averaged over plasmon directions and the spherical shell inside the Sun, as was done in refs. [22, 23, 25]. The integration of the plasmon fluxes for specific geometries is currently not fully supported in our code – e.g. over parts of the solar disc – and the results cannot be simply rescaled for more complex geometries.

15 We may neglect parallax because \( R_\odot/d_E \approx 0.005 \) and also because the outer parts of the Sun, where parallax is more pronounced, are less relevant for the calculation of the solar axion flux, cf. Fig 5.
with \( r^2 = \rho^2 + z^2 \) and \(|z| < z_{\text{max}} = \sqrt{1 - \rho^2} \). If we integrate between \( \rho \in [0, \rho_1] \), we find

\[
\frac{d\Phi_a}{d\omega} = \frac{R_3^2}{(2\pi)^3dE} \int_0^{2\pi} d\phi \int_0^{\rho_1} d\rho \rho \int_{-z_{\text{max}}(\rho)}^{z_{\text{max}}(\rho)} dz(\rho) \Gamma(\omega, r) \tag{2.43}
\]

\[
= \frac{R_3^2}{(2\pi)^3dE} \int_0^{\rho_1} d\rho \rho \left( \frac{2}{\rho} \int_0^1 dr \frac{dz}{dr} \right) \Gamma(\omega, r) \tag{2.44}
\]

\[
= \frac{R_3^2}{2\pi^2dE} \int_0^{\rho_1} d\rho \rho \int_0^1 dr \frac{r}{\sqrt{r^2 - \rho^2}} \Gamma(\omega, r), \tag{2.45}
\]

where the factor of two is due to the \( \mathbb{Z}_2 \) symmetry of the \( z \) direction inside the Sun.

## 3 Solar models and opacity codes

Let us first discuss the publicly available solar models considered in this work, which we list in table 2. Importantly, note that some solar models provide less information than others on the abundances of heavier solar metals, e.g. Fe, which is relevant for axion-electron interactions. Another observation is that all of the available solar models fail to consistently explain both seismological observations and photospheric measurements. This is known as the solar metallicity or abundance problem \([51, 74, 81–84]\) in the literature, which has not yet been resolved.

Table 3 shows an overview of all opacity codes that we have considered. Note that we could only use the Opacity Project (OP) code to easily accommodate a solar model with...
Table 3. Overview of opacity codes, ordered by their publication dates. Green ticks and red crosses denote whether or not it is possible to calculate opacities for arbitrary solar composition (“Arb. comp.”). Note that with the LEDCOP and ATOMIC codes, this is only possible via an online interface (tick in brackets).

| Opacity codes | Comments | Arb. comp. | References |
|---------------|----------|------------|------------|
| OP            |          | ✓          | refs. [70, 73] |
| LEDCOP        | (✓)      |            | ref. [71]a |
| ATOMIC        | (✓)      |            | ref. [85]a |
| OPAS          | Only for AGSS09 comp. | ✗          | refs. [72, 86]b |

a See https://aphysics2.lanl.gov/apps/

b The monochromatic opacities for the AGSS09 composition used in this work are not publicly available. We thank C. Blancard and the OPAS collaboration for kindly making the additional data available to us.

Figure 6. Overview of solar axion fluxes for different solar models between 0.1 and 10 keV, using opacities from the OP code and a stepsize of $\Delta \omega = 1$ eV. We show the ABC fluxes for $g_{aee} = 10^{-12}$ and the Primakoff (P) as well as combined LP and TP fluxes for $g_{a\gamma\gamma} = 10^{-10}$ GeV$^{-1}$.

arbitrary metal abundances. The LEDCOP and ATOMIC codes also work for opacities of arbitrary mixtures but they can only be generated via an online interface which is unfeasible for the very large number of different models which we considered. The OPAS collaboration only provided opacities for the abundances in the AGSS09 model.

To illustrate how differences in the solar models of table 2 manifest themselves with regard to axion production inside the Sun, we show the corresponding axion fluxes in figure 6. Since the BP and BS models are missing information on the abundance of heavier metals, the flux from axion-electron interactions ($\Phi_a^{ABC}$) is missing contributions from these high-Z
Figure 7. Relative deviations in the axion flux from different solar models (compared to the B16-AGSS09 model) for axion-photon interactions (left panel) and axion-electron interactions (right panel).

constituents. As a consequence, the smooth part of the spectrum is smaller than the B16-AGSS09 model by about 20–40% for most parts of the spectrum. Moreover, the peaks from these heavier metals are absent, and these distinct features could therefore not be compared to observation.

Clearly, the lack of information on the heavier metals makes these models unsuitable for investigating the axion-electron interactions.

For the Primakoff spectrum ($\Phi_{Pa}$) the deviations between the BP/BS models and all other models enter through differences in the Debye screening scale. The spectral flux can be up to about 12.5\% larger than the Primakoff flux from e.g. the B16-AGSS09 model. While the differences are not as striking as in the $g_{aee}$ case, the lack of information on the heavier metals still causes a relatively large systematic difference. Due to these shortcomings, from now on we will not consider the BP and BS models investigating solar models in the context of axion physics. In figure 7 we only show the deviations for the models that provide the most complete information on individual isotope abundances in order to get a better idea of what the systematic differences between competing solar models is. For the Primakoff flux, we see that deviations are typically a few, but no more than about 10\%. The differences become more pronounced at higher energies. For $g_{aee}$ interactions, we observe a similar trend with deviations of up to about 15\%.

Analogously, figure 8 summaries how different opacity codes affect the solar axion flux, using the AGSS09 model as a reference solar model. The outcome of this comparison is rather diffuse, with differences of the 10–20\% level being typical across the whole energy range and huge deviations around some of the peaks in the $g_{aee}$ spectrum. The latter are particularly important for studying the metal content of the Sun with suitable energy resolution [46], but become less of an issue for integrated flux measurements i.e. experiments with an energy resolution somewhat larger than the width of the peaks. Due to the flexibility offered by the

\[\text{Recall that the capacities from the OPAS code are based on the AGSS09 composition, which is hence the only possible choice for a consistent comparison.}\]
OP code, it is our preferred choice for calculating the opacities. However, it should be kept in mind that a different choice of opacity code can significantly affect the outcome of a solar axion study. A very detailed and thorough investigation of the different opacity codes in the context of axions has already been provided by ref. [48].

4 Intrinsic uncertainties in solar models and opacity codes

While it is interesting to compare how the solar axion flux differs for various solar models and opacity codes, we want to arrive at a more complete representation of the total uncertainty. To do this, we need to investigate the intrinsic, statistical uncertainties associated with a given combination of solar model and opacity code. Since only the OP code allows for full flexibility regarding different solar compositions, it is the natural choice as a benchmark for the opacity calculation.

In this section we focus on the uncertainties arising from the modelling of the solar plasma properties. Our baseline is the Primakoff flux (2.7) including the electron degeneracy factor (2.15), and the full ABC flux (without Pauli blocking) (2.36). For simplicity we do not include the flux from plasmon conversions in the magnetic field which are much more strongly affected by the uncertainties in the modelling of the solar magnetic fields and which is anyway expected to be subdominant in the 1–10 keV range, cf. figure 4.

4.1 Solar model uncertainties from Monte Carlo simulations

To explore how uncertainties of solar models translate into uncertainties of the solar axion flux, we use results produced by the authors of ref. [50], who generate a sample of about
10,000 solar models from a Monte Carlo (MC) simulation.\footnote{We thank Aldo Serenelli for providing us with new MC samples for 9978 (9971) converged AGSS09 (GS98) solar models.}

As mentioned earlier, the solar abundance problem \cite{51,74,81–84} currently still persists, with models from the high-Z as well as the low-Z category being favoured by helioseimology and photospheric observations, respectively. To cover both extremes, we pick representative models from both categories.

The authors of ref. \cite{50} generate MC samples in the following manner: the Garching stellar evolution code \cite{87} is employed to evolve an initially homogeneous star over the full lifetime of the Sun. By varying three free parameters (initial helium abundance, initial metallicity, and mixing length parameter), one can ensure that the model converges to the desired present solar properties (luminosity, radius, and chemical composition at the surface) within a relative accuracy of $10^{-4}$, ending up with a realistic model for the current state of the Sun.

Apart from the three free parameters, which are varied in order to fulfill the criteria of convergence, this procedure depends on a total of 21 input parameters, which can have a strong effect on the final solar model. These include rates of nuclear fusion reactions, solar properties (e.g. luminosity, age, and diffusion coefficient), chemical composition as well as opacities and equations of state. All of these inputs come with their own uncertainty, which can be expressed in the form of a set of independent probability distributions, one for each input parameter. For the 10,000 solar models in \cite{50} the input parameters are drawn from these probability distributions, before applying the procedure summarised above. This procedure ensures the generation of a statistically representative sample of solar models.

The authors of ref. \cite{50} use this sample to quantify uncertainties of the solar neutrino fluxes, helioseismological quantities, and other characteristic values such as the core temperature. This demonstrates the flexibility of this approach and we can readily apply it to solar axion fluxes.

For our study, we use an updated set of around 10,000 realisations of each the AGSS09 and GS98 solar model. By calculating all of the corresponding solar axion spectra as described in section 2, we find the statistical uncertainty of the axion flux directly from the statistical uncertainties of the input parameters used to build a solar model. The MC samples for solar models automatically take into account all possible dependencies between the solar parameters that enter our axion flux calculation.

### 4.2 Opacity code uncertainties

As discussed, the ABC flux requires external information in form of monochromatic opacities, which depend on $T$ and $n_e$. We illustrated in figure 8 that using different opacity codes can in general result in significantly different powers of the flux. Even though some of these deviations can be discarded as unphysical \cite{48}, the question remains how we can estimate the uncertainty of the monochromatic opacity.

Recall that we choose the OP code for our uncertainty estimation since it allows us to compute opacities for arbitrary chemical compositions, and therefore to use eq. (2.29) for all $\text{ff}$ processes involving $\text{H}$ and $\text{He}$. It also allows us to calculate opacities for each mixture of the $2 \times 10,000$ solar models individually. Furthermore, the OP does not make assumptions or include effects that are fundamentally not applicable to axion production, which is also why Redondo picked it for his “best guess” result \cite{48}. The OP does not supply its own uncertainty estimate for monochromatic opacities. However, recent efforts in solar modelling...
have carefully analysed uncertainties of their opacity input [52]. They found that opacity uncertainties are much larger at the bottom of the convective zone (CZ) compared to the solar centre (i.e. at $r = 0$). This led them to the idea of a temperature-dependent relative opacity uncertainty $\delta\kappa(T)$, which we too adopt for our MC simulation. The authors of ref. [52] use a logarithmic interpolation between the uncertainty level at the core (2%) and at the bottom of the convection zone (7%). This can be achieved by modifying the opacity $\kappa_{OP}$ as calculated from the OP
to
\[
\kappa(\omega; T, n_e) = \kappa_{OP}(\omega; T, n_e) \left(1 + \delta\kappa(T)\right),
\]
where
\[
\delta\kappa(T) = a + b \frac{\log_{10}(T_0/T)}{\log_{10}(T_0/T_{CZ})},
\]
with $\log_{10}(T_0/T_{CZ}) \approx 0.9$ and where we take $T_0 \equiv T(r = 0)$ directly from the solar model. With these definitions, we can include opacity uncertainties into our MC simulation by drawing the parameters $a$ and $b$ from normal distributions with $\sigma_a = 0.020$ and $\sigma_b = 0.067$ [52].

A significant difference between our application and solar modelling, for which this parameterisation of the opacity uncertainty was developed, is that we are working with monochromatic opacities. In solar modelling, one is mostly interested in radiative energy transport and hence only frequency averaged opacities such as the Rosseland mean opacity are required (as e.g. in ref. [52]). One may therefore worry if simply taking the uncertainty of the mean as the uncertainty at every energy $\omega$ is valid. One reason why we think it should be reasonable is that we indeed vary the spectral shape of the monochromatic opacity but merely through its dependence on the chemical composition, which is different for each of the 10,000 solar models.

Another reason is that the composition is already one of the main sources of the uncertainty in the spectrally-averaged opacity. By varying both composition and overall opacity, we are therefore more likely to over- than to underestimate the axion flux uncertainty. However, this only holds true for smooth parts of the spectrum, where it is reasonable to expect that the uncertainty of the monochromatic opacity contribution from one element is not much larger than the uncertainty of the Rosseland mean. The story is very different at and around the peaks from bb transitions in the atomic shell. At these energies, the different opacity codes produce noticeably diverging results. This issue was already discussed in the context of the solar abundance problem [84] but it also has consequences for solar axion searches: for example, even if the peaks can be experimentally resolved, the uncertainty in the opacity calculation causes problems for abundance measurements of solar metals [46]. Since this is an unresolved issue, we can still only estimate the uncertainty in the solar axion flux around the peaks by comparing different opacity codes. Note, however, that the influence of this uncertainty on the integrated axion flux is small since the power in all of the peaks is negligible – the only possible exception being the iron peak at $\sim 6.5$ keV, which can constitute up to 1% of the total flux. Hence, this locally large uncertainty in the spectrum is irrelevant for many solar axion searches with limited spectral resolution.

4.3 Results

Following the procedure outlined before, we calculate the axion fluxes for all MC realisations. The outcome for both AGSS09 and GS98 models are shown in figure 9. Echoing the trend for the systematic effects, the relative statistical fluctuations are also larger for higher energies. However, the overall level of the uncertainties is noticeably smaller, usually at the few-percent
Figure 9. Solar axion spectra obtained from Monte Carlo simulations, relative to the mean value of the AGSS09 model. We show the mean values (solid line) and ±1σ bands (dotted lines) for axion-photon (left panel) and axion-electron interactions (right panel), and AGSS09 (blue) and GS98 (red) solar models. The transparent grey lines are 100 randomly chosen Monte Carlo samples of the AGSS09 model.

Figure 10. Relative statistical errors of the solar axion flux as a function of energy ω and ratio of Primakoff to ABC flux γ. We show the corresponding density plot for AGSS09 solar models in the left panel. The right panel compares AGSS09 (red lines) and GS98 (blue lines) solar models. Note that the systematic uncertainties around the peaks can be notably larger than a few percent (cf. figure 8).

level. Owing to the greater complexity and higher number of processes involved, the typical uncertainties for the ABC spectrum are generally larger than for the Primakoff flux.

To visualise the difference between the different interactions, let us define the quantity γ, which represents the ratio of Primakoff and ABC fluxes as a proxy for relative strength and
importance of axion interactions:

\[
\gamma \equiv \frac{\Phi_P}{\Phi_{ABC}} = 1.32 \left( \frac{g_{a\gamma\gamma}}{10^{-10} \text{ GeV}^{-1}} \right)^2 \left( \frac{10^{-12}}{g_{aee}} \right)^2,
\]

where the numerical prefactor is obtained from integrating the rates over the whole Sun and the resulting spectrum between 0.1 keV and 10 keV for the AGSS09 model and OP opacities. If \( \gamma \ll 1 \) (\( \gamma \gg 1 \)), then axion-electron (axion-photon) interactions are the dominant contribution to the solar axion flux.

It is useful to look at the results with this definition in mind, which is what we do in figure 10. In the left panel, we show the relative 1σ uncertainty of the total solar axion flux from AGSS09 models. We confirm that typical uncertainties are of the order of a few percent, with the largest uncertainties of about 5% occurring around the peaks in the ABC spectra, where the systematic uncertainties are larger anyway. Away from the peaks, the differences between AGSS09 (low-Z) and GS98 (high-Z) models are smaller. From the right panel in figure 10 we can also clearly see that the uncertainties approach asymptotic values as \( \gamma \ll 1 \) or \( \gamma \gg 1 \), indicating that one type of axion interactions dominates and confirming that our definition of \( \gamma \) to quantify this is indeed sensible.

4.4 Additional sources of uncertainty and limitations of our approach

By using solar model samples from MC simulations whilst also simulating the monochromatic opacity uncertainties, we can address the statistical sources of uncertainty. In addition, figures 6 to 8 illustrate the systematic differences between solar models and opacity codes. However, there are further systematic uncertainties and corrections. These originate from the approximations employed in sections 2.1 and 2.4. All possible corrections that we consider are listed in table 1, for comparison together with our other findings.

Primakoff flux. The Primakoff flux may receive corrections from Compton scattering, bremsstrahlung or atomic interactions that emit a photon and an axion instead of only a photon. The rate of such processes is highly suppressed, and we can approximate it with an expression analogous to eq. (2.35),

\[
\frac{\Gamma_{i+a}}{\Gamma_{i\gamma}} \sim g_{a\gamma\gamma}^2 \omega^2,
\]

where \( i = \text{bb}, \text{fb}, \text{ff}, \text{B}, \text{C} \). Since eq. (4.4) has the same \( \omega \) dependence as the ABC flux, we can immediately see that this correction will be largest for lower axion energies. At 1 keV, we expect an effect of a few percent, while the effect on the overall flux becomes negligible at a relative size of less than 0.2%.

When the ions involved in Primakoff interactions are not fully ionised, the Primakoff process can be inelastic in the sense that energy may be transferred by exciting or de-exciting an electron in the shell.\(^{18}\) This effect is, however, negligibly small. To see this, we follow ref. [88], which investigated inelastic scattering in the context of the inverse Primakoff effect. While the elastic Primakoff cross section is proportional to the charge of the ion or electron, ref. [88] showed that the inelastic Primakoff effect is proportional to the incoherent scattering

\(^{18}\)We thank Georg Raffelt for pointing out this contribution.
function $S(q)$, whose maximal value is given by the number of bound electrons $z - Q_z$ \[89\]. The inelastic Primakoff cross section in the plasma is hence suppressed by

$$\sum_z n_z (z - Q_z)^2 \lesssim 0.1\%,$$

(4.5)

where $z$ is the atomic number. One may wonder whether the energy transfer in inelastic scattering can lead to a resonant enhancement that potentially compensates for this suppression. However, we have checked that no such resonance occurs when taking into account the plasma frequency as an effective photon mass.\[19\]

Furthermore, we do not include the electro-Primakoff process \[21\] i.e. an electron scattering off an ion or electron, with an axion emitted from the virtual photon propagator. This is because we can use the total energy emission of this process, as calculated in ref. \[21\], to estimate the resulting average correction of the Primakoff flux. In line with their conclusion, we find it to be completely negligible at the order of $4 \times 10^{-5}$. To provide an upper bound on the correction at specific energies, we allow for a relative scaling between Primakoff and electro-Primakoff of $\omega^2$. As a result, the correction between 1 and 10 keV is at most 0.4%.

The Primakoff flux may also receive corrections from higher-order QED diagrams, which feature an additional factor of $\alpha_{\text{EM}}$. Also recall that we assume the axion mass to be negligible since solar axion searches are typically not sensitive to axions heavier than 1 eV. Corrections associated with a non-vanishing axion mass are expected to be smaller than $m_a/\omega \lesssim 0.1\%$.

At low energies near the plasma frequency, the dispersion relation in eq. (2.5), and hence the Primkoff flux, may receive further corrections because we worked in the limit of non-relativistic and non-degenerate electrons. However, evaluating the full expression as given in ref. \[60\] only changes the prefactor of $\omega^2_{\text{pl}}$ by 0.3%. This results in a tiny change of the low-energy cutoff but does not have any significant effect on the flux in our energy range of interest between 1 and 10 keV (see relative uncertainties given in table 1).

Another potential source of uncertainty is the correct screening prescription. As Raffelt pointed out in ref. \[21\], the time it takes for one plasmon to cross the scattering potential is much smaller than the typical time it takes for an electron to cover the same distance. This is the justification for deriving the effective Primakoff form factor in the static limit, which amounts to first squaring the matrix elements and then averaging over different charge distributions. The resulting form factor is included in the Primakoff rates in eqs. (2.2) and (2.9). To quantify the uncertainty associated with this static limit, we generalised Raffelt’s calculation to charges moving at constant velocities in appendix A. We find the relative corrections to be of $O(10^{-4})$, and thus negligible.

Finally, note that we do not include the contribution from the conversion of plasmons as described in refs. \[22, 23, 25\] because they depend on the solar magnetic field, which is not tabulated in our solar models. As discussed before, the flux component from longitudinal plasmons is only present at energies $\lesssim 0.2$ keV and can therefore be separated from the Primakoff flux with spectral information. That is why we do not regard it as a source of uncertainty in this work. The flux from non-resonant conversions of transverse plasmons is not equally well separated from the Primakoff spectrum. However, it has a similar dependence on the large scale magnetic field, which means that its relevance can be inferred from the measurement of the resonant longitudinal plasmon flux. Hence, it is also not treated as a correction to the Primakoff flux.

\[19\] Here, we point out again, that a more systematic treatment of screening effects would be useful.
ABC flux. Some of the Primakoff flux corrections also apply to the ABC flux, but there are a few additional ones. For instance, three simplifications were used in the derivation of eq. (2.35): a non-relativistic expansion of the interaction Hamiltonian for the electron, a leading-order multipole expansion of the transition amplitudes, and a separation of the wave functions in spin and spatial parts [48].

The non-relativistic expansion of the matrix elements entering the derivation of eqs. (2.29) and (2.30) discards terms that are suppressed by the electron velocity. To get an upper bound on the resulting error, we do a full relativistic calculation of the bremsstrahlung rates (as described in refs. [60, 67]) in the core of the Sun, where relativistic effects are expected to be most significant. For the spectral average, we arrive at an uncertainty of about 3%. This can be rescaled to obtain an estimate for the high-energy tail, where we expect relativistic corrections to be less than 6%.

The multipole expansion of the transition amplitudes for both axion and photon production is outlined in ref. [48]. Each higher order comes with an additional product of the photon/axion momentum \( k \) and the electron’s position operator. We can estimate the size of these contributions to the transition amplitudes by a factor of \( \omega/(m_e Z\alpha_{EM}) \), for which we used \( k \sim \omega \) and approximated the distance by the Bohr radius of a hydrogen-like atom. Since this only applies to \( fb \) and \( bb \) transitions, and since higher-order multipoles do not play a role in \( ff \) interactions, the size of this correction relative to the overall flux is limited to few percent for most of the energy range.

A final simplification, entering eq. (2.35), is the separability of spin and spatial wave functions. This effectively neglects spin-orbit interactions in \( bb \) and \( fb \) transitions, and has two effects. To obtain eq. (2.35), an average over the spin states is used. However, spin-orbit couplings split the energy levels according to their total angular momentum. The individual energy levels from the fine structure may contribute to the axion emission with a rate different from the average. Equation (2.35) is therefore only valid if the fine structure is not resolved. This effectively limits the energy resolution for which one can employ this approximation. For the prominent Fe peak, this corresponds to an energy resolution of \( \Delta E \sim 25 \text{eV} \) (to estimate this we consider the spread between different fine structure states of transitions relevant to the axion emission using the NIST database [59]). Second, the matrix element explicitly depends on the energy of the transition and will receive relative corrections of the order \( \Delta E/\omega \).

As already mentioned in section 2.4, the ABC flux is affected by the degeneracy of electrons: first through the dependence of eqs. (2.29) and (2.30) on the screening scale and, second, due to Pauli blocking. While degeneracy effects are included in our calculations, we estimate that Pauli blocking of the same bremsstrahlung processes can reduce the ABC flux by at most 7%. To arrive at this upper bound, we evaluate the full ion-bremsstrahlung phase space integrals with and without Pauli blocking around the solar core. The resulting suppression factor can be used for all radii and squared due to the two electrons in the final state of electron-electron bremsstrahlung. Since degeneracy effects are expected to be strongest at the core, our estimate should be conservative. In principle, it would be possible to replace eqs. (2.29) and (2.30) by full phase space integrals, including Pauli blocking. However, since the ABC flux is affected by several other large uncertainties, our focus on KSVZ axion models, and due to the computational cost of such high-dimensional integrals, we do not perform the full phase-space integrals in general. Note, however, that the full calculation would be required for a high-precision measurement of the ABC flux.

\[^{20}\text{We are very grateful to Javier Redondo for allowing us to study his more detailed notes and calculations for ref. [48].}\]
As also discussed in section 2.4, different screening prescriptions lead to additional uncertainties of the order of at least a few percent.

Furthermore, the bremsstrahlung rates in eqs. (2.29) and (2.30) are computed in the Born approximation, which assumes plain wave solutions for the incident electrons. However, long-range attractive forces can significantly enhance the scattering amplitude – an effect that is often referred to as Sommerfeld enhancement. For a Coulomb potential, the size of this effect can be well approximated by including the Elwert factor \cite{66, 90} in the phase space integral, as was done for neutrino emission in ref. \cite{66}. We find that including the Elwert factor enlarges the results of eqs. (2.29) and (2.30) by approximately 20%. Note that this estimate should be understood as an upper bound only: as mentioned above, long-range Coulomb interactions are screened in the solar plasma, thus reducing the Sommerfeld enhancement. We use the estimate provided in ref. \cite{66} and conclude that expressions (2.29) and (2.30) should underestimate the true value by less than approximately 10%.

As Redondo pointed out \cite{48}, the OP opacities employ Coulomb wave functions in their calculations. This means that the effect of enhanced wave functions towards the centre of the scattering potential is overestimated since charge screening is not taken into account for the incident waves. The OP’s approximation should, however, become more precise with larger charges of the target nuclei because Coulomb wave functions and plain waves only differ at radii given by the size of electronic orbitals around the nucleus. This is yet another reason to use the analytical results in eqs. (2.29) and (2.30) for the scattering of light nuclei or two electrons, and to apply eq. (2.37) with the OP data only for heavier elements.

In conclusion, our calculation in section 2.4 underestimates the bremsstrahlung rates for light nuclei or two electrons. This is due to using the Born approximation with incident plain waves. On the other hand, the Coulomb wave functions employed by the OP overestimate the rates of electrons scattering off heavier nuclei – even though to a smaller degree. We conservatively estimate that the systematic uncertainty of the total ABC rate resulting from both effects is smaller than \( \sim 10\% \).

**Interference effects.** Interference between two axion production processes may only occur if both have identical initial and final states. It may also occur for processes that are mediated by different couplings such that interference terms can in principle prevent us from strictly separating Primakoff and ABC fluxes. In particular, as there can be a relative sign between photon and electron couplings, the interference between \( g_{a\gamma\gamma} \) and \( g_{aee} \) interactions can be either negative or positive.

Out of all the diagrams in figure 1, only the Primakoff and Compton processes can interfere. As pointed out in ref. \cite{21}, this interference is suppressed by \( \omega/m_e \) because in the non-relativistic limit the two final state electrons have opposing spin. Therefore, the interference can only give a significant contribution to the Primakoff flux when \( g_{aee} \) is very large, compensating for the \( \omega/m_e \) suppression and the fact that the Compton process only contributes a small fraction to the ABC flux. Such a large electron coupling would necessarily result in a dominant ABC flux i.e. \( \gamma \ll 1 \). For our further investigations in section 5.2, we require that Primakoff interactions dominate, \( \gamma \gg 1 \), such that interference effects will not have a significant effect on the Primakoff flux.

There is further a possible interference between electro-Primakoff, whose rate we found to be negligible in agreement with \cite{21}, and bremsstrahlung processes. Here, we also find a \( \omega/m_e \) suppression because the spin of final state electrons in the non-relativistic limit differs between the two processes.
Table 4. Statistical uncertainties (“Error”) of the integrated Primakoff and ABC fluxes, respectively. We normalise the mean values (“Mean”) to the corresponding mean values of the AGSS09 model.

| Model | $N_a^P$ | $N_a^{ABC}$ |
|-------|---------|-------------|
|       | Mean Error | Mean Error |
| AGSS09 | 1 1.2% | 1 1.4% |
| GS98 | 1.052 1.3% | 1.051 1.6% |

Sun-Earth distance and positioning. To conclude this section, note the dependence of the solar axion flux in eq. (2.41) on the distance between Sun and Earth $d_E$. Over the course of a year, $d_E$ oscillates around its average by about 1.7% [75]. Consequently, this effect has to be taken into account when a sizable axion signal is detected. Since $d_E$ can, in principle, be measured with high precision, we do not consider this as a source of uncertainty. Besides, our results for the reference value of $d_E = 1$ au can simply be rescaled to the measured value.

A similar, biannual effect applies to the relative positioning of Earth w.r.t. the Sun’s equator, which affects the plasmon flux since the large-scale solar magnetic fields are not spherically symmetric (see e.g. Fig. 4 of ref. [23]). The resulting geometrical factor may be determined for the data taking times of an experiment, and then be used to rescale the equations presented in this work.

5 Consequences for axion detection

While more and more axion searches are setting out to explore large parts of the presently untested parameter space, it is often unclear how much information could be gained from a possible detection. Determining as many properties of the detected particle as possible is crucial for learning about the underlying UV model. The ultimate proof for the existence of QCD axions would be a measurement of the axion-gluon coupling, which would confirm the PQ solution of the Strong CP problem. Since helioscopes rely on the axion-photon coupling for detection, they cannot achieve this. However, helioscopes are in principle able to find or constrain three axion parameters – $m_a$, $g_a\gamma\gamma$, and $g_{aee}$ – from the strength and shape of the signal [44, 45]. This means that they can locate the axion within the so-called QCD axion band, which is defined by a range of proportionality constants between the mass $m_a$ and the photon interaction $g_a\gamma\gamma$ of an axion. In addition, helioscopes can also be seen as a new way of observing the Sun. It has already been suggested that they could probe individual heavy element abundances [46] and the solar magnetosphere [23]. Having discussed the systematic and statistical solar axion flux uncertainties in the previous sections, we can now investigate how they affect these kinds of axion parameter measurements.

5.1 Uncertainties on the axion signal

To gain an intuition for the overall statistical errors, one can e.g. consider the uncertainties on the integrated solar axion fluxes in the relevant energy range of $\omega \in [0.1 \text{keV}, 10 \text{keV}]$. We quote these uncertainties in table 4. As noticed before, the overall statistical uncertainty of the axion flux for each solar model is only at the percent level. However, for both the axion-photon and ABC flux, the resulting counts are systematically higher by about 5% for photospheric, GS98-type models.
To consider a more concrete example, we take the latest data and limits from the CAST experiment [43]. In figure 11, we show the profile likelihood ratios resulting from this measurement using different solar models (the axions are treated as effectively massless). Clearly, the overall effect of the systematic differences on the limits from the different models is rather small, and the statistical differences (not shown) are smaller still. We conclude that the impact of the uncertainty on the exclusion limits is negligible. This is not unexpected, as the uncertainties only enters as the fourth root in the effective coupling parameter.

5.2 Disentangling axion and solar models

We saw in table 4 that the statistical uncertainty of each model is typically much smaller than the difference between high-Z and low-Z solar models. This means that it is in principle possible to distinguish the two cases. The problem with this naïve observation is a degeneracy between the solar metallicity and the axion coupling constants. Smaller Z values result in a smaller axion flux, which may always be compensated by a larger value of the unknown coupling constant.

To see how this degeneracy can be circumvented, we note a crucial difference between the two axion coupling constants $g_{\text{ace}}$ and $g_{\text{a}\gamma\gamma}$. In DFSZ models, for example, $g_{\text{ace}}$ depends on the mixing angle between two Higgs fields. As a result, $g_{\text{ace}}$ can take any value within a range only constrained by perturbative unitarity [14]; the latter implying that the ratio of the Higgs vevs, usually called $\tan(\beta)$, is constrained by $0.28 < \tan(\beta) < 140$ [91]. Measuring $m_a$ relatively precisely, and combining with the restriction on $\tan(\beta)$, may reduce this degeneracy.

In contrast, $g_{\text{a}\gamma\gamma}$ is generated from an anomaly, and it takes on discrete values for different viable axion models. A comprehensive list of values of $g_{\text{a}\gamma\gamma}$ in hadronic (also known as KSVZ [92, 93]) axion models with a single additional coloured fermion (“heavy quark”) is given in refs. [94, 95]. The authors consider KSVZ models to be preferred if the additional

Figure 11. Profile likelihoods of the axion-photon coupling (left; assuming $\gamma \gg 1$) and the product $\sqrt{g_{\text{ace}} g_{\text{a}\gamma\gamma}}$ (right; assuming $\gamma \ll 1$) for $m_a = 0$ and using CAST 2017 data [43] (based on the implementation in ref. [49]). We show these for different solar models (different coloured lines). For reference, we also indicate the 95% CLs (dashed red lines) and the corresponding nominal likelihood thresholds (dotted black lines). Note that the CAST 2017 limit on $g_{\text{a}\gamma\gamma}$ [43] uses the BP04 model, and that the reference limit for $\sqrt{g_{\text{ace}} g_{\text{a}\gamma\gamma}}$ was only derived for older data by the CAST collaboration [40].
heavy quark is sufficiently unstable and if the model has no Landau pole below the Planck scale. Considering hadronic axions with the above properties, which we call the preferred axion window, we can break the degeneracy between the solar metallicity and the coupling constant. This is because $g_{a\gamma\gamma}$ cannot be continuously adjusted to compensate for the uncertainty of the metallicity.

Before continuing, let us make three comments regarding the preferred models of refs. [94, 95]. First, a specific $E/N$ value does in general not correspond to a unique UV model. For instance, among the models that we have considered, there are multiple ones with $E/N = 2/3$ and $E/N = 8/3$. Second, note that the Landau pole criterion imposed in ref. [95] eliminates five hadronic models, for which we calculate $E/N$ values of 5/12, 23/3, 35/3, 47/3, and 62/3.[21] Lifting the Landau pole criterion therefore allows for additional values of $E/N$, potentially making the model distinction more difficult but also potentially allowing us to explain axion detection corresponding to higher $E/N$ values. Finally, one could extend the models under consideration to KSVZ axion models with more than one new heavy fermion, DFSZ models, models with non-universal couplings, or even ALPs. This would drastically increase the possible $E/N$ ratios and, hence, the model density in the axion band (see e.g. ref. [96] for a recent review on the landscape of axion models). This implies the need for complementary information, e.g. on $g_{aee}$, in order to distinguish these. Nevertheless, a measurement of $E/N$ would be a severe restriction on possible UV models and going beyond typical values for $E/N$, which we are considering, one often runs into cosmological problems or requires an extended UV sector.

With all these considerations in mind, we want to answer two questions for the specific case of solar axion detection with IAXO. First, can IAXO distinguish the different types of hadronic models within the axion window? And, second, could IAXO find a preferred combination of a solar and an axion model that is compatible with the observed signal? To answer both these questions, we must carefully take into account all uncertainties which are relevant for the detection of a Primakoff flux in helioscopes.

Since hadronic axion models have a negligible axion-electron coupling, $\gamma \gtrsim 10^7$, we can assume that the resulting solar axion spectrum will be Primakoff-dominated.22 Because the relative systematic (left panel of figure 7) and statistical (left panel of figure 9) uncertainties of the Primakoff flux are approximately constant for all relevant energies,23 we can model the solar uncertainty by a simple re-scaling of the axion spectrum. To this end, we introduce a scaling constant $C$ such that the overall signal or, equivalently, the expected number of detected photons $N_\gamma$ is proportional to $(Cg_{a\gamma\gamma})^4$, i.e. $N_\gamma \propto (Cg_{a\gamma\gamma})^4$. $C$ is normalised to unity for the B16-AGSS09 model, which is our preferred low-Z solar model. With these definitions, IAXO does not directly constrain $g_{a\gamma\gamma}$ but $Cg_{a\gamma\gamma}$ instead.

This definition allows us to make a plot of IAXO’s predicted sensitivity in the plane spanned by $m_a$ and $Cg_{a\gamma\gamma}$. Since $C$ is different for high-Z and low-Z solar models, each combination of a solar model with a hadronic axion model can be plotted separately. This results in low-Z (red) and high-Z (blue) bands in figure 12, which are only clearly visible as

---

[21] We thank Vaisakh Plakkot for confirming these values with an independent calculation.

[22] We remind the reader of our assumption that the flux generated by plasmon conversions in large scale magnetic fields is small or separately detectable.

[23] While not exactly true, this is an acceptable approximation for our purposes. In case of an experimental detection, the data analysis (in the $m_a-g_{a\gamma\gamma}$ plane) needs to be repeated with various solar models (not by a simple rescaling) in order to make statements about the nature of the signal. Analyses in the $m_a-g_{a\gamma\gamma}$ plane lead to multiple confidence regions from the different solar models, which can be compared to a single band for each KSVZ model; this in contrast to the $m_a-Cg_{a\gamma\gamma}$ plane (single region, multiple bands).
Axion mass $m_a$ $[\text{meV}]$

Scaled axion-photon coupling $C_{a\gamma\gamma}$ $[\text{GeV}^{-1}]$

Figure 12. IAXO sensitivity and benchmark cases in the $m_a$-$C_{a\gamma\gamma}$ parameter plane. We show hadronic axion models in the preferred axion window for high- and low-Z solar models (blue and red shading, respectively; their overlaps appear in a darker, purple shading). **Left:** We select seven benchmark points (black crosses) and determine the expected 95\% CLs (grey-shaded areas) of a detection with the baseline IAXO setup \[31\]. We show the corresponding IAXO sensitivity (dashed black line) and include the region already excluded by CAST \[43\] (yellow region). **Right:** We provide zoom-ins for the most precise measurements, labeled (a) to (d).

Individual bands in the zoom-ins (right panel). Overlapping bands appear in a darker, purple shading.

The underlying uncertainties in the axion model parameters are the reason why each combination of a solar and an axion model defines a narrow band rather than a line. The width of each band includes the statistical uncertainty of the solar model in addition to the QCD uncertainties of $m_a$ and $g_{a\gamma\gamma}$:

\[
m_a = \frac{\Lambda^2}{f_a} = 5.69(5) \, \text{meV} \left( \frac{10^{12} \, \text{GeV}}{f_a} \right),
\]

\[
g_{a\gamma\gamma} = \frac{\alpha_{\text{EM}}}{2\pi f_a} \left( \frac{E}{N} - \tilde{C}_{a\gamma\gamma} \right) = \frac{\alpha_{\text{EM}} m_a}{2\pi \Lambda^2} \left( \frac{E}{N} - \tilde{C}_{a\gamma\gamma} \right)
= 2.04(2) \times 10^{-10} \, \text{GeV}^{-1} \left( \frac{m_a}{\text{eV}} \right) \left( \frac{E}{N} - 1.93(3) \right).
\]

To derive the errors on $\Lambda_\chi = 75.4(3) \, \text{MeV}$ and $\tilde{C}_{a\gamma\gamma} = 1.93(3)$, we follow refs. \[97, 98\] and use updated numbers and additional corrections from ref. \[98\] where available. Note that, mostly through their dependence on the up- and down-quark mass ratio, the errors in eq. (5.2) are correlated. By propagating the errors with MC simulations, we estimate the correlation coefficient between $\Lambda_\chi$ and $\tilde{C}_{a\gamma\gamma}$ to be about $-0.098$. In what follows, we take this correlation into account. The uncertainty from $\tilde{C}_{a\gamma\gamma}$ dominates the total theoretical uncertainty of axion models when $E/N$ is close to $\tilde{C}_{a\gamma\gamma}$ i.e. for models with small couplings to photons. This effect is clearly visible in figure 12, where the bands with smallest couplings are also the widest.
It is now interesting to look at how the width and the distance between the model bands compare to the discovery potential of IAXO. To estimate the latter, we perform a likelihood ratio analysis of the Asimov data set to find the expected exclusion contours at the 95% confidence limit (CL) for each point in the \((m_a, C g_{a\gamma\gamma})\) parameter space. Similar studies have been performed in refs. [44, 45]. We apply the same method for benchmark values of \(m_a\) and \(g_{a\gamma\gamma}\), using the baseline IAXO parameters as given in ref. [31]. We choose seven benchmark points to illustrate qualitatively-different potential experimental outcomes. They are marked with black crosses in figure 12 and are surrounded by their respective expected 95% CL contour, shaded in grey.24

Looking at the two points at the bottom with the smallest coupling constants, it becomes clear that in order to locate the true axion values within a specific model band, we necessarily require a mass measurement. For IAXO this is only possible if the axions mass is at least a few meV and the coupling is sufficiently large [44, 45]. A detailed discussion, and the full region of parameter space where a mass measurement is possible, is given in ref. [45].

In all cases with \(g_{a\gamma\gamma} \sim 10^{-11} \text{ GeV}^{-1}\) and \(m_a \sim 10 \text{ meV}\), the axion parameters can be located on a specific axion band, which means that there is only one possible value of \(E/N\) within the preferred axion window that would explain the observation. This is of course only true if the observed particle actually falls on such a band.

At large coupling values, the experimental precision becomes so good that the expected 95% CL contour is only visible when we zoom in on the corresponding region (right part of figure 12). In these zoom-ins, we can also clearly make out the high- (blue) and low-metallicity (red) solar models. The two bands overlap due to the combination of statistical solar model and QCD uncertainties, recalling that the latter dominate the overall uncertainty. In fact, had we excluded the QCD uncertainties, the two bands would not overlap.

As we can see from the grey region in figure 12, it is possible to obtain a hint from IAXO towards higher or lower metallicity in some serendipitous cases. For instance, a measurement as indicated in subpanel (a) of figure 12 could only be explained by the combination of a specific value of \(E/N\) and a high-\(Z\) solar model. In contrast, example (b) shows the case where IAXO makes a detection that cannot be explained by any of the preferred hadronic axion models. Example (c) could also be interpreted as a hint towards lower \(Z\) even though the picture is less clear in this case. In example (d), the experimental uncertainty smears out any potential information on the solar metallicity.

With these observations, we can answer the two questions stated above: IAXO can indeed differentiate between different hadronic axion models in the preferred axion window. This is approximately possible for all parameters in the mass-coupling plane, for which IAXO can determine the (non-zero) axion mass, as described in refs. [44, 45]. In the case of a strong signal in IAXO, it may also be possible to infer a combination of a solar model and axion model at the same time, cf. example (a) in figure 12. Indeed for such a fortuitous case, and making the assumption of a reasonably simple KSVZ model, it is possible to distinguish low-\(Z\) and high-\(Z\) models without making use of the \(g_{aee}\) coupling (which was used in ref. [46]).

It is, however, important to note that a detected particle could also not be in the preferred axion window, example (b), and hence may not fall on one of the bands in figure 12. This could for instance be an axion model which includes multiple heavy coloured fermions in various representations of \(\text{SU}(3)\) [94]. In such a case, it would still be interesting to find

---

24For simplicity, we only simulate an evacuated IAXO setup. If, instead, the experimental setup is filled with a buffer gas, the experimental sensitivity would improve for higher axion masses [31, 99].
out that a simple realisation of an hadronic axion is not able to explain the signal. The degeneracy between metallicity and the axion coupling would still persist.

6 Conclusions

In light of the recently growing interest in solar axions, we have revisited the processes generating the solar axion flux to assess their uncertainties. This is motivated by the crucial influence that they can have when measuring QCD axion or axion-like particle properties, such as their mass or their couplings to electrons and photons.

The solar axion flux depends on solar properties and therefore on solar models. We find that the uncertainties of the axion flux resulting from the statistical variation within solar models of a given type are relatively modest in size. This shifts the focus to a better determination of systematic errors. One example is the metallicity problem, which yields flux uncertainties at the level of 10\% or more across a large energy range.

To determine properties of underlying axion models it would be desirable to achieve percent-level accuracy. Reaching this target will not only depend on better astrophysical modelling but also requires improving the theoretical inputs. Calculations of the solar axion flux use several approximations, some of which may need to be improved in order to reduce the systematic theory errors. An important example is the partial degeneracy of electrons in the solar core (cf., e.g., ref. [60]), which we included in section 2.2 for the Primakoff emission. Recently, this effect has also been investigated for the case of electron-ion bremsstrahlung [67] while work on other contributions to the ABC flux is still underway.

The ABC flux is also affected by uncertainties originating from variations between different opacity codes. Achieving percent-level accuracy here will likely require going beyond the approximation where the axion emission is directly proportional to the photon opacity and accounting for the differences between the emission of axions and photons from each atomic transition. Moreover, a better treatment of screening effects as well as non-trivial electron wave-functions (Sommerfeld enhancement) using a systematic, first-principles calculation would be very useful.

Beyond uncertainties in the standard Primakoff and ABC fluxes, there are additional production mechanisms such as the plasmon conversion in the Sun’s magnetic field. The latter could add a noticeable flux contribution in our energy range of interest if the magnetic fields are at the higher end of the estimated ranges. To our knowledge, the uncertainty of the magnetic field has not yet been statistically quantified, which would be a logical next step for further investigating the plasmon conversion.

The inference of underlying axion model parameters is also limited by the current knowledge of low-energy axion parameters, such as the mass and the model-independent contribution to the axion-photon coupling (see e.g. refs. [97, 98]). Addressing these effects will be important in order to accurately determine the properties of axion models with helioscopes.

Having said all this, the Primakoff flux calculation is less affected by uncertainties, which makes it suitable for a case study on the determination of axion model parameters. As a concrete example for such a study, we considered benchmark cases of a potential future axion detection in section 5.2. We find that the known uncertainties on the solar Primakoff flux are sufficiently small that (an upgraded version of) IAXO may indeed be able to identify and discriminate between different KSVZ axion models. Moreover, it may even be possible to address solar physics questions by distinguishing between low-Z and high-Z solar models.
In summary, the present work highlights the potential of helioscopes as high-precision axion probes and – in case of a discovery – also solar probes. Fully realising this potential will require additional theoretical work on the calculation of the axion flux as well as the low-energy axion parameters.
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A Corrections to the Primakoff form factor

The derivations of the Primakoff rates $\Gamma_P^a$ in eqs. (2.2) and (2.9) assume a form factor for the scattering potential of the form [21]

$$|F_{\text{eff}}|^2 = Z^2 \frac{q^2}{q^2 + \kappa_s^2}, \quad (A.1)$$

where $Z$ is the charge in units of the elementary charge, $q = |q|$ is the magnitude of the transferred momentum $q$, and $\kappa_s$ is the usual screening scale.

This form factor was derived in ref. [21] by applying the strict static limit, hence assuming that the scattering potential does not change during the time it takes for one plasmon to cross the potential. Since charges are screened at typical distances of $1/\kappa_s$, the corresponding time scale is given by $t \sim 1/\kappa_s$.

The opposing limit would be to assume a Yukawa potential for every scattering plasmon. Since the results of these two limiting cases differ by a large factor $\sim 100$, it is necessary to investigate the size of the expected corrections once we drop the assumption of static point charges. To do this, we briefly recap the calculation in the static limit as presented in ref. [21], and then modify it to include point charges moving at constant velocity.

A.1 Static limit

As a starting point, let us recall the standard result for a situation where the plasmon encounters a set of non-moving charges $Z_i$. This was first discussed in [21] whom we follow closely.

The form factor of $N$ particles with charges $Z_i$ at positions $r_i$ is given by

$$F_N(q) = \sum_{i=1}^N Z_i e^{i q \cdot r_i}, \quad (A.2)$$
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and hence
\[ |F_N(q)|^2 = \sum_i Z_i^2 + \sum_{i,j} Z_i Z_j \cos(q \cdot r_{ij}), \tag{A.3} \]
where \( r_{ij} \) are the interparticle distances. To obtain the result in the plasma we now have to average this over the locations of the charges. Using the probability density \cite{21,100}
\[ p_{ij} = \frac{1}{V} \left( e^{-\Lambda r} - \frac{Z_i Z_j \alpha_{EM} e^{-\kappa_s r}}{T} \right), \tag{A.4} \]
where \( r \) is the distance between particles \( i \) and \( j \), we can take into account that the locations of particles \( i \) and \( j \) are not entirely independent. To simplify the calculation of volume integrals we have explicitly included a regulator \( \Lambda \) which will be taken to 0 at the end. \( V \) is a volume normalisation factor that converges to the full volume in the limit of \( \Lambda \to 0 \). The screening scale as in eq. (2.4) can then be written as
\[ \kappa_s^2 = \frac{4\pi\alpha_{EM} T}{\sum_i Z_i^2}, \tag{A.5} \]

Averaging \( |F_N|^2 \) over the interparticle distances yields
\[ \langle |F_N(q)|^2 \rangle_r = \sum_i Z_i^2 + \sum_{i,j} Z_i Z_j \int dr^3 p_{ij}(r) \cos(q \cdot r) \\
= \sum_i Z_i^2 + 4\pi \sum_{i,j} Z_i Z_j \int_0^\infty dr r^2 \frac{1}{V} \left( e^{-\Lambda r} - \frac{Z_i Z_j \alpha_{EM} e^{-\kappa_s r}}{T} \right) \sin(q r) \frac{r}{q r}. \tag{A.6} \]

The first term in parantheses vanishes in the limit \( \Lambda \to 0 \), while the second one gives a finite contribution. For the second term, we have to evaluate the sum
\[ \sum_{i,j} Z_i^2 Z_j^2 = \sum_i Z_i^2 \sum_{j \neq i} Z_j^2 \simeq \sum_i Z_i^2 \frac{\kappa_s^2 T V}{4\pi\alpha_{EM}}, \tag{A.7} \]
where the last equality is exact in the large volume limit. Putting everything together, we recover the result of ref. \cite{21}, viz. eq. (A.1):
\[ \langle |F_N(q)|^2 \rangle_r = \sum_i Z_i^2 \left( 1 - \frac{\kappa_s^2}{\kappa_s^2 + q^2} \right) = \sum_i Z_i^2 \frac{q^2}{\kappa_s^2 + q^2}. \tag{A.8} \]

\section*{A.2 Beyond the static limit}
To see how decoherence can affect the expected form factor, we now drop the strict static limit and assume that each particle \( i \) moves with a constant velocity \( \mathbf{v}_i \). As a result, the form factor is now time-dependent,
\[ F_N(q) = \sum_i Z_i e^{i q \cdot (r + \mathbf{v}_i t)}, \tag{A.9} \]
As one would expect, this result converges to our previous one in the limit $\Delta \phi_i \to 0$.

The average over the interparticle distance can now be evaluated exactly as before, up to the point of eq. (A.6), by just carrying along the factors of $\sin(\Delta \phi_i)$:

$$\langle|\langle F_N(q)\rangle_q \rangle^2 \rangle^* = \sum_i Z_i^2 \sin^2(\Delta \phi_i)$$

$$+ \frac{4\pi}{V} \sum_{i,j} Z_i Z_j \sin(\Delta \phi_i) \sin(\Delta \phi_j) \int_0^\infty dr r^2 \left( e^{-\Lambda r} - \frac{Z_i Z_j \alpha_{\text{EM}} e^{-\kappa_{\text{eff}} r}}{r} \right) \frac{\sin(q r)}{q r}.$$

As before, the first term in parentheses vanishes in limit $\Lambda \to 0$ while the second term is finite. The sum over pairs of charges is modified by the suppression factors.

$$\sum_i \sin(\Delta \phi_i) Z_i^2 \sin(\Delta \phi_j) Z_j^2 = \sum_i \sin(\Delta \phi_i) Z_i^2 \sum_{j \neq i} \sin(\Delta \phi_j) Z_j^2$$

$$\simeq \sum_i \sin(\Delta \phi_i) Z_i^2 \frac{\kappa_{\text{eff}}^2 TV}{4\pi \alpha_{\text{EM}}},$$

where in the last line we have defined $\kappa_{\text{eff}}^2$ as

$$\kappa_{\text{eff}}^2 \equiv \frac{4\pi \alpha_{\text{EM}}}{T} \sum_i \sin(\Delta \phi_i) Z_i^2.$$

Inserting these results into the expression for $\langle|\langle F_N(q)\rangle_q \rangle^2 \rangle^*$, we get

$$\langle|\langle F_N(q)\rangle_q \rangle^2 \rangle^* = \sum_i \sin(\Delta \phi_i) Z_i^2 \left( \sin(\Delta \phi_i) - \kappa_{\text{eff}}^2 \int_0^\infty dr e^{-\kappa_{\text{eff}} r} \frac{\sin(q r)}{r} \right)$$

$$= \sum_i Z_i^2 \sin(\Delta \phi_i) \left( \sin(\Delta \phi_i) - \frac{\kappa_{\text{eff}}^2}{\kappa_{\text{eff}}^2 + q^2} \right)$$

$$= \sum_i Z_i^2 \sin(\Delta \phi_i) \left( \sin(\Delta \phi_i) \kappa_{\text{eff}}^2 - \kappa_{\text{eff}}^2 + \sin(\Delta \phi_i) q^2 \right).$$

As one would expect, this result converges to our previous one in the limit $\Delta \phi_i \to 0$ where $\kappa_{\text{eff}} \to \kappa_{\text{s}}$.

To evaluate the relative correction of the new result compared to the static limit, we need to evaluate the thermal averages of the suppression factors $\sin(\Delta \phi_i)$ and $\sin^2(\Delta \phi_i)$. For simplicity, we assume a Maxwell-Boltzmann distribution for electrons and use typical values for the solar core temperature. By expanding the $\sin(\cdot)$ function, we arrive at the estimates

$$\langle \sin(\Delta \phi_i) \rangle_{\text{e}} = \int d^3 v \sin(\Delta \phi_i) \left( \frac{m_e}{2\pi T} \right)^3 e^{-\frac{m_e v^2}{2T}} \sim 1 - \left( 10^{-4} \frac{q^2}{\kappa_{\text{s}}^2} \right),$$

$$\langle \sin^2(\Delta \phi_i) \rangle_{\text{e}} = \int d^3 v \sin^2(\Delta \phi_i) \left( \frac{m_e}{2\pi T} \right)^3 e^{-\frac{m_e v^2}{2T}} \sim 1 - \left( 2 \times 10^{-4} \frac{q^2}{\kappa_{\text{s}}^2} \right).$$
Table 5. Functions of the Python wrapper for SolarAxionLib. Arguments highlighted in **bold** must be lists or arrays; the default values of optional arguments are highlighted in **grey**. See the text for further explanations.

| Python function                | Arguments                                                                 |
|-------------------------------|---------------------------------------------------------------------------|
| module_info                   | none                                                                      |
| test_module                   | none                                                                      |
| save_solar_model              | ergs, solar_model_file, output_file_root, n_radii=1000                   |
| calculate_spectra             | ergs, radii, solar_model_file, output_file_root, process="Primakoff", op_code="OP" |
| calculate_varied_spectra      | ergs, solar_model_file, output_file_root, a=0, b=0, c=[3e3,40,3]          |
| calculate_reference_counts    | masses, dataset, spectrum_file_P, spectrum_file_ABC=",", output_file_name="" |

These factors for electrons are already very close to unity and it is safe to neglect the equivalent suppression factors for the significantly heavier ions.

The effective screening scale as defined in eq. (A.14) still depends on the velocities of particles. But using eq. (A.18), and the fact that electrons contribute at most 45% to the square of the screening scale (as shown in fig. 2), we find that the thermal average of the difference between $\kappa_s^2$ and $\kappa_{eff}^2$ is given by

$$\kappa_s^2 - \langle \kappa_{eff}^2 \rangle_v \lesssim 0.45 \times 10^{-4} q^2.$$  \hspace{1cm} (A.20)

This means that the resulting relative correction to the square of the form factor in eq. (A.17) does not exceed $5 \times 10^{-5}$. Furthermore, eqs. (A.18) and (A.19) indicate that the sinc(·) factors in eq. (A.17) result in corrections by at most $10^{-4}$ when we conservatively assume that $q \lesssim \kappa_s$.

In conclusion, we expect the square of the form factor, and thereby the total Primakoff rate, to only change by $\lesssim 0.02\%$ when we drop the assumption of a static distribution of point-like charges.

### B Description of the SolarAxionFlux library Python wrapper

Here we describe the Python frontend for our SolarAxionFlux C++ library, which we developed based on existing code from our previous work \cite{46, 49}. The library is available at [https://github.com/sebhoof/SolarAxionFlux](https://github.com/sebhoof/SolarAxionFlux) under the BSD 3-clause license. The most up-to-date information, including e.g. a description on how to install the library, can be found following the Github link. The version used for this paper has been tagged as v0.8b.

To facilitate the reproducibility of this paper, the Python frontend wraps the underlying C++ functions relevant for this paper. However, note that the underlying C++ code and development branches contain more functions and objects that are not explicitly documented here.

Table 5 provides an overview of the functions and their function arguments described in what follows. Note that SolarAxionLib ships with a number of standard solar models, which can be found in the `data/solar_models/` folder. To use the Python frontend, the library has
to be installed with Python support (turned on by default), which requires Python 3 and the pybind11 library and the cython extension/package.\textsuperscript{25}

\textbf{module_info()}

Prints a string that contains the library version and the directory where it was installed. This function has no arguments.

\textbf{test_module()}

Runs a series of test routines for the library, which can take up to 10–15 minutes. The source code of this routine can be found in include/solaxlib/tests.hpp and should provide a good starting point for understanding the C++ code of the library. This function has no arguments.

\textbf{save_solar_model(ergs, solar_model_file, output_file_root, n_radii=1000)}

Saves the solar model from file \texttt{solar_model_file} as a table (in the file \texttt{output_file_root} plus the suffix ".model.dat") for \texttt{n_radii} equally-spaced values of the allowed radius range. The file only contains all relevant quantities for axion physics. A separate table (suffix ".opacities.dat") stores the total opacity values for all combinations of the \texttt{n_radii} radius values and the energies \texttt{ergs}. The headers of the output files contain information regarding the format.

\textbf{calculate_spectra(ergs, radii, solar_model_file, output_file_root, process="Primakoff", op_code="OP")}

Saves files that contain the radius values on the solar disc (if \texttt{radii} contains more than one value), energy values (specified in \texttt{ergs}), and the corresponding differential axion fluxes as columns. The strings \texttt{solar_model_file} and \texttt{output_file_root} are paths to the solar model and output files (saved as \texttt{output_file_root} plus suffix ".plasmon.dat", ".P.dat", or ".ABC.dat" for the plasmon, Primakoff, or ABC flux, respectively). The string \texttt{process} can be "plasmon", "Primakoff", "ABC", or "all". The string \texttt{op_code} specifies the opacity code to be used (can be "OP", "OPAS", "ATOMIC", or "LEDCOP"). The headers of the output files contain information regarding the format.

\textbf{calculate_varied_spectra(ergs, solar_model_file, output_file_root, a=0, b=0, c=[3e3,40,3])}

Saves files, which contain the energy values (specified in \texttt{ergs}) and the corresponding differential plasmon, Primakoff and ABC fluxes as columns (integrated over the entire Sun). The float variables \texttt{a} and \texttt{b} refer to the opacity variation parameters in eq. (4.2), the array \texttt{c} contains the normalisations $B_{\text{rad}}$, $B_{\text{tach}}$, and $B_{\text{outer}}$ in eq. (2.20). The remaining function arguments are identical to those in \textbf{calculate_spectra}.

\textsuperscript{25}The SolarAxionFlux library itself depends on the popular GSL library. More information on how to obtain all dependencies and how to install SolarAxionLib can be found at https://github.com/sebhoof/SolarAxionFlux.
calculate_reference_counts(masses, dataset, spectrum_file_P, 
spectrum_file_ABC='', output_file_name='')

Returns an array whose columns correspond to the axion mass values (in eV) contained in masses, the central energy of each bin for the experimental setup dataset, the reference photon counts obtained by integrating a tabulated Primakoff and/or plasmon spectrum (from file spectrum_file_P) and, optionally, a tabulated ABC spectrum (from file spectrum_file_ABC). Note that the distinction is important because the code will use a (slower but more accurate) integrator for the ABC spectrum. The variable output_file_name, optionally, specifies the full name of the output file, which has the same format as the returned array. Currently allowed options for dataset are "CAST2007" and "CAST2017_A", "CAST2017_B", ..., "CAST2017_L", corresponding to data from refs. [36] and [43] (see ref. [49] for details on the implementation).
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