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Abstract: End-to-end models have significant potential in most languages and recently proved their robustness in ASR tasks. Many robust architectures are proposed, and among many techniques, Recurrent Neural Network – Transducer (RNN-T) shows remarkable success. However, with background noise or reverb in spontaneous speech, this architecture generally suffers from high deletion error problems. For this reason, we propose the blank label re-weighting technique to improve the state-of-the-art Conformer transducer model. Our proposed system adopts the Stochastic Weight Averaging approach, stabilizing the training process. Our work achieved the first rank with a 4.17% of syllable error rate in Task 2 of the VLSP 2021 Competition.
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1. Introduction

Automatic Speech Recognition (ASR) has represented the growth of the speech processing field. The trend of developing ASR models is spreading worldwide in terms of theoretical studying and actual products. Starting from [1], sequence-to-sequence models have outperformed the hybrid HMM/DNN ASR systems. From this, many robust End-to-End (E2E) ASR architectures have been proposed. The complexity of original hybrid systems has been reduced by using a single network to directly transform an input voice into an output sequence. Among many modern deep-learning architectures, the study [2] shows that combining convolution and self-attention is better than using these methods individually. To our best knowledge, although this approach has proven its strength in many languages, there have not been many proposals or studies for Vietnamese speech. Therefore, we implemented the RNN-T with Conformer encoder architecture [3] for Vietnamese speech. While a backlog problem remains that E2E models generally suffer from a considerable deletion error rate, blank label
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re-weighting is proposed. Our approach aims not only the blank-label suppression but also to keep the balance between blank and non-blank tokens. This technique directly improves our result, which reached 4.17% SyER. The result ranked first in the 8th International Workshop on Vietnamese Language and Speech Processing (VLSP 2021)[4].

The pipeline of this paper starts with corpus detail in section 2. Then in section 3, we present our methods, specifically with the Conformer transducer and blank label re-weighting. We finally show our experiments and evaluation in section 4, and conclude our work in section 5.

2. Corpus description

We collected and labeled about 2000 hours of audio from Youtube videos. Because our target is spontaneous speech in different real scenarios, we prioritized selecting conversational videos. All game-show or advertisement speech that does not contain diverse speakers, flexible context, or expressions is significantly removed. We use the WebRTC [5] as the tool for preprocessing stage.

We aim to ensure that the model learns the most accurate knowledge of dialogues’ acoustic and language representation. Therefore, we clean the data by removing noisy audio, unclear speech, and samples with wrong transcripts. This preparation forces the model to be familiar with natural dialogue speech rather than pre-scripted ones. The duration distribution of the dataset is shown in Figure 1. The most frequent duration is centralized at the interval of 4 seconds. The most prolonged duration is about 15 seconds, and it only accounts for a small number of utterances

3. Method

In this section, we present the transducer model reasoning and implementation in Section 3.1. Then most importantly, we propose a blank label re-weighting algorithm in Section 3.2 to solve the deletion error problem.

3.1. Transducer model

Sequence to sequence learning with E2E approaches is divided into some main types such as Connectionist Temporal Classification (CTC) [6, 7], Recurrent Neural Network Transducer (RNN-T) [8], and Attention-based Encoder-Decoder (AED) [1, 9]. Comparisons have been raised and point out that the RNN-T architecture extends the superior advantages among these approaches [10]. Contrary to the old RNN-T that used LSTM-RNN for the encoder, the futuristic encoder is equipped with Conformer [3] architecture. This inherited and improved the strength of transformer [11] with the combination of convolution and self-attention.
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With this tendency, we build a Conformer-Transducer E2E model. Particularly, the aim of the model is to predict the \( P(Y|X) \) distribution of all output token sequences \( Y = [y_1, y_2, \ldots, y_U] \) on condition that a sequence of acoustic feature

\( X = [x_1, x_2, \ldots, x_T] \) is taken as input. Our aim is getting a high-level representation from the encoded inputs. This transducer model in
Figure 2 contains a combination of a LSTM-RNN prediction network, a Conformer encoder and a joint network. The high-level representation from the encoder $f^{enc}$ is setup as $h^{enc} = [h_1^{enc}, h_2^{enc}, ..., h_T^{enc}]$, with the output from the embedding vectors of labels $[y_1, y_2, ..., y_u]$, at step $u$ is hupred and frame t-th, the joint network outputs the logits:

$$Z_{t,u}^{joint} = f^{joint}(h_t^{enc}, h_u^{pred})$$ (1)

The distribution of probability over vocabulary at frame t-th and step u-th is calculated using the softmax layer.

3.2. Blank Label Re-weighting

With each frame fed into the network in transducer architecture, the model can generate an arbitrary number of tokens. This architecture uses an extra token called a blank token ()). During model testing, the probability of a blank token is usually quite large [13]. This led to an increase in deletion error where output missed many tokens.

**Algorithm 1** Blank Label Re-weighting (BLR)

```plaintext
# Non-blank probabilities before BLR
P_{t,u}(blank) ← 1 - P_{t,u}(non-blank)

# Scale factor calculation
γ ← 1 + \frac{P_{t,u}(blank)}{P_{t,u}(non-blank)}

# blank token probabilities after BLR
P_{t,u}(blank) ← (1 - β) · P_{t,u}(blank)

# Non-blank token probabilities after BLR
P_{t,u}(non-blank) ← γ · P_{t,u}(non-blank)
```

To deal with this problem, we refer to the blank label re-weighting approach [13]. This original article proposed reducing the probability of a blank token. Generally, the model has the bias of generating blank tokens due to its huge likelihood. In this work, our method also suppresses the blank token probability. However, there has to be a balance between the blank and non-blank token scores. If the suppression factor is too high, deletion errors would be replaced by insertion errors, which is not what we expected.

Our improvement is to normalize the scores for non-blank symbols to ensure that the total sum of the probabilities over all RNN-T outputs (including both blank and non-blank) equals one. This helps to keep both the blank and non-blank token values balance. Blank label re-weighting process is described in the Algorithm 1. The $\beta$ hyper-parameter is used as a scale factor of blank probability. This directly solves the problem of overvalued blank scores.

4. Experiments

4.1. Environmental Setup

To show improvement and evaluate the system performance on the datasets, we computed 80-channels of Mel-filterbank, set up the window width to 25ms and the stride to 10ms. We also apply speed perturbation [14, 15] and SpecAugment [16] with mask parameter $F = 27$, and ten-time masks with maximum time-mask ratio $pS = 0.05$, where the maximum size of the time mask is set to $pS$ times the length of the utterance.

The filterbank features are first passed into two blocks of 2d-Conv layers, and then time reduction layers are added after each block to down-sample the frame rate to 4 before passing into the encoder. The encoder model consists of 16 layers of conformer block, where we set the model dimension to 640, with eight attention heads, 31 kernel size in convolution block, with the same setting as Conformer-L [3]. We use LSTM as our predictor, and the LSTM predictor contains one layer with 640 units and a projection layer with 640 units. The transducer’s joint network is designed as a simple feed-forward layer.

The total number of parameters is about 166M. Our model is implemented in Pytorch optimized with Adam. We use the learning rate warmup for the first 10k updates up to 1e-4 peak for both transducer model training. The model is trained on 8 Nvidia A100 GPUs with a batch size of 128, for 30 hours of training.
time. We observe that the model convergence can be improved by applying weight averaging and learning rate cycles in the training stage. Therefore, while the model is trained with 30 epochs, the last six epochs are used with stochastic weight averaging [17].

4.1. Evaluation

As shown in Table 1, we find out the best β coefficient in blank label re-weighting, with the value of 0.5. After employing testing experiments, we observed the relationship between the value of the coefficient and the error rate. The reason is that if the value of β is too low, deletion errors will happen more frequently. On the contrary, our model would suffer an insertion error problem when the coefficient value is too high.

Finally, we achieved 4.17% SyER on the VLSP 2021 test set. This result got first place in the VLSP 2021 evaluation campaign, surpassed all competitors, and proved the robustness of the proposed method.

Table 1. Influence of β on Syllable error rate (% SyER) over VLSP test datasets:

| β   | VLSP2019 | VLSP2020 | VLSP2021 |
|-----|----------|----------|----------|
| 0   | 13.109   | 5.393    | 4.463    |
| 0.1 | 12.251   | 5.358    | 4.389    |
| 0.2 | 12.231   | 5.319    | 4.277    |
| 0.3 | 12.192   | 5.256    | 4.191    |
| 0.4 | 12.18    | 5.210    | 4.175    |
| 0.5 | 12.174   | 5.162    | 4.165    |
| 0.6 | 12.543   | 5.35     | 4.165    |

5. Conclusion

This paper proposed blank label re-weighting on a transducer model to point out the best-chosen hyper-parameter. SWA was also implemented to improve the accuracy over the training stage. Concerning minimizing the syllable error rate, we evaluated the efficiency of our model on different β coefficient values while re-weighting the blank token. After many experiments, our best model achieved the result of 4.17% SyER. In future works, we will implement this method of blank token re-weighting in the training process. Instead of a fixed value of scale factor that might not be the best optimized, jointly training will be used to get the best re-weighting factor value.
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