The time evolution of a finite fermion system toward statistical equilibrium is investigated using analytical solutions of a nonlinear partial differential equation that had been derived earlier from the Boltzmann collision term. The solutions of this fermionic diffusion equation are rederived in closed form, evaluated exactly for simplified initial conditions, and applied to hadron systems at low energies in the MeV-range, as well as to quark systems at relativistic energies in the TeV-range where antiparticle production is abundant. Conservation laws for particle number including created antiparticles, and for the energy are discussed.
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I. INTRODUCTION

The evolution of a physical system toward local statistical equilibrium is of general interest. In the realm of quantum physics, fermions and bosons with their respective quantum-statistical properties must be considered separately. Due to the antisymmetry of their states, fermions obey Pauli’s principle. Changes of the occupation probabilities of single-particle states are correspondingly suppressed, causing significantly larger local equilibration times as in the case of bosons. The latter are not only free to occupy any state, but can also form a condensate at energy $\epsilon = 0$, which can have a significant effect on the statistical equilibration process.

In this work we concentrate on the thermalization of fermionic systems, with possible applications to heavy-ion collisions at low (MeV-range), intermediate, and relativistic (TeV-range) energies. At low energies, Pauli’s principle suppresses nucleon-nucleon collisions leading into occupied states. Hence, the nucleons (fermions) have a long mean free path and can be considered to move in a self-consistent, time-dependent mean field, giving rise to the time-dependent Hartree-Fock approximation (TDHF) [1]. At intermediate energies up to $\sqrt{s_{NN}} \simeq 100$ MeV, mean-field effects as well as two-body collisions due to the residual interaction must be considered [2,3]. At relativistic energies in the GeV and TeV region, mean-field effects can be neglected. The fermionic Boltzmann collision term is then relevant for the local statistical equilibration of quarks, and the corresponding bosonic collision term for the equilibration of gluons.

The full many-body problem with mean-field and collision term can only be solved numerically. Approximate solutions may be obtained with simplified forms of the collision term. As an example, a phenomenological collision term based on a linear relaxation ansatz that governs the equilibration toward the local mean momentum had been added to the Wigner transform of the one-body density in nonrelativistic calculations [7]. A similar ansatz has also been used in relativistic calculations [8,9]. Obviously it does not properly account for the system’s nonlinearity that is imposed by the dynamical effect of two-body collisions. It was therefore proposed by one of us in Ref. [10], and in Ref. [11] for bosons, to replace the relaxation ansatz for the collision term by a nonlinear diffusion equation in momentum space which can be solved analytically.

In this work, we rederive the exact solutions of the nonlinear fermionic diffusion equation using a different method that yields the same result. We give the explicit form of the solutions for schematic initial conditions, and apply the model to nonrelativistic as well as to relativistic energies where the creation of particle-antiparticle pairs is included. Finally, we discuss the conservation laws for particle number and energy.

In the next section, we reconsider the derivation of the nonlinear fermionic diffusion equation from the Boltzmann collision term. Its solution is rederived in Sec. III using a nonlinear transformation that leads to an exactly solvable Fokker-Planck equation, and compared to the linear relaxation ansatz. It is shown that the analytical solution is identical to the one obtained in Ref. [10], where a different solution method was used. In Sec. IV, the solution is applied to the thermalization of a hadronic system through the collision term at MeV energies, and a quark system at TeV energies. The conservation laws for particle number and energy are discussed in Sec. V, and the conclusions are drawn in the final section.

II. DERIVATION OF THE NONLINEAR DIFFUSION EQUATION

The time-dependent mean-field or TDHF approximation [1] for heavy-ion collisions is expected to be good for the low-energy domain, where the mean free path of the particles is comparatively long. However, at higher energies the effects of two-body collisions cannot be neglected,
so that the mean field description has to be extended in order to include residual interactions \([2,6]\). In particular, in Ref. \([5]\) a random matrix model had been used to obtain an equation for the reduced single-particle density operator \(\hat{\rho}_N^{(1)}(t)\) of the \(N\)-particle system which extends the mean-field approximation through an additional collision term:

\[
i\hbar \partial_t \rho_N^{(1)}(t) = [\hat{H}(t), \rho_N^{(1)}(t)] + i\hat{K}(t) .
\]  

(1)

The first term on the r.h.s. describes the changes of \(\rho_N^{(1)}(t)\) as a result of the mean field \(\hat{H}(t)\), whereas the collision term \(\hat{K}(t)\), whose exact form is derived in Ref. \([5]\), determines the effect of two-body collisions. We now switch to a representation of the one-particle Hilbert space through an orthonormal set of eigenvectors \(\{|\alpha(t)\rangle\}_\alpha\) of the mean field Hamiltonian \(\hat{H}(t)\), such that

\[
\hat{H}(t) |\alpha(t)\rangle = \epsilon_\alpha(t) |\alpha(t)\rangle .
\]  

(2)

The single-particle density operator can then be expressed through the density matrix of this representation:

\[
\rho_N^{(1)}(t) = \sum_{\alpha,\beta} |\alpha(t)\rangle \langle \beta(t)| \rho_N^{(1)}(t)_{\alpha,\beta} |\beta(t)\rangle \langle \alpha(t)| .
\]  

(3)

The diagonal elements \(\langle \rho_N^{(1)}(t) \rangle_{\alpha,\alpha} = n(\epsilon_\alpha, t)\) of the density matrix can be interpreted as the probability to find the particle in a state with energy \(\epsilon_\alpha\). As in fermionic systems each state can be occupied by one particle at most, \(n(\epsilon_\alpha, t)\) is equivalent to the mean occupation number of the state \(|\alpha(t)\rangle\). It is shown in Ref. \([5]\) that inserting Eq. (3) into Eq. (1) and neglecting the off-diagonal elements of the density matrix leads to a master equation for the diagonal elements

\[
\partial_t n_\alpha = \sum_{\beta,\gamma,\delta} (V^2_{\alpha,\beta,\gamma,\delta}) G_E [(1 - n_\alpha)(1 - n_\beta)n_\gamma n_\delta - (1 - n_\delta)(1 - n_\gamma)n_\beta n_\alpha] .
\]  

(4)

Here, \(V^2_{\alpha,\beta,\gamma,\delta}\) denotes the second moment of the residual interaction defined through the random matrix model and expresses the strength of pairwise interactions between the particles. The energy conserving function is \(G_E = G_E(\epsilon_\alpha + \epsilon_\beta, \epsilon_\gamma + \epsilon_\delta)\), which unlike the delta-function has a width greater than zero for finite systems, such that collisions between particles whose single-particle states lie apart in energy space become possible. Its exact form is derived in Ref. \([5]\).

In order to simplify Eq. (4), we adopt an approach presented in Ref. \([10]\), which aims to transform the equation into a partial differential equation. First, we define the transition probabilities

\[
W_{\gamma \rightarrow \alpha} := \sum_{\beta,\delta} \langle V^2_{\alpha,\beta,\gamma,\delta} \rangle G_E (1 - n_\alpha) n_\beta ,
\]  

(5)

\[
W_{\alpha \rightarrow \gamma} := \sum_{\beta,\delta} \langle V^2_{\alpha,\beta,\gamma,\delta} \rangle G_E (1 - n_\beta) n_\delta ,
\]  

(6)

which allow us to split the r.h.s. of Eq. (4) into a gain and a loss term:

\[
\partial_t n_\alpha = (1 - n_\alpha) \sum_\gamma W_{\gamma \rightarrow \alpha} n_\gamma + n_\alpha \sum_\gamma W_{\alpha \rightarrow \gamma} (1 - n_\gamma) .
\]  

(7)

The \(\gamma\)-summation is then replaced by an integration, thereby introducing the density of states \(g_\alpha \equiv g(\epsilon_\alpha)\) and \(g_\gamma \equiv g(\epsilon_\gamma)\), and substituting \(W_{\gamma \rightarrow \alpha} \rightarrow W_{\gamma,\alpha} g_\alpha\) and \(W_{\alpha \rightarrow \gamma} \rightarrow W_{\alpha,\gamma} g_\gamma\). Because fermions are interchangeable particles, we have \(W_{\alpha,\gamma} = W_{\gamma,\alpha} \equiv W(\epsilon_\alpha, \epsilon_\gamma, t)\), yielding

\[
\partial_t n_\alpha = \int_0^\infty W_{\alpha,\gamma} [g_\alpha (1 - n_\alpha) n_\gamma - g_\gamma (1 - n_\gamma) n_\alpha] \, d\epsilon_\gamma .
\]  

(8)

If \(\epsilon_\alpha\) and \(t\) are fixed, \(W_{\alpha,\gamma} \equiv W(\epsilon_\alpha, \epsilon_\gamma, t)\) is peaked around \(\epsilon_\gamma = \epsilon_\alpha\) due to the finite width of \(G_E\) (see Refs. \([5]\) and \([10]\)), so that an approximation of Eq. (5) can be obtained by a Taylor expansion of \(n_\gamma\) and \(g_\gamma(1 - n_\gamma)\) around \(\epsilon_\gamma = \epsilon_\alpha\) to second order. With the help of the transport coefficients

\[
D \equiv D(\epsilon_\alpha, t) := \frac{1}{2} g_\alpha \int_0^\infty W_{\alpha,\gamma} (\epsilon_\gamma - \epsilon_\alpha)^2 \, d\epsilon_\gamma ,
\]  

(9)

\[
v \equiv v(\epsilon_\alpha, t) := g_\alpha^{-1} \partial_{\epsilon_\alpha} [g_\alpha D(\epsilon_\alpha, t)] .
\]  

(10)

Eq. (5) can be rewritten as a non-linear partial differential equation

\[
\partial_t n_\alpha = -\partial_{\epsilon_\alpha} [v n_\alpha (1 - n_\alpha) + n_\alpha^2 (\partial_{\epsilon_\alpha} D)] + \partial^2_{\epsilon_\alpha} [D n_\alpha] .
\]  

(11)

The non-linear terms in Eq. (11) highlight Pauli’s exclusion principle, which prohibits additivity of solutions in order to prevent mean occupation numbers greater than one. One can see that the transport coefficients \(D\) and \(v\), which depend on the strength of residual two-body interactions, enforce the time evolution of the system and can be expected to yield a fast equilibration.

### III. SOLUTION OF THE NONLINEAR DIFFUSION EQUATION

Analytical solutions of Eq. (11) are difficult to obtain. We therefore consider the further limit of constant transport coefficients \(D\) and \(v\), resulting in a fermionic diffusion equation from Eq. (11) \((n_\alpha \equiv n(\epsilon_\alpha, t) \rightarrow n \equiv n(\epsilon, t))\):

\[
\partial_t n = -v \partial_\epsilon [n(1 - n)] + D \partial^2_\epsilon n .
\]  

(12)

Although this approximation appears to be very rough, it will be justified retroactively by its correct description of the equilibrium case and compatibility with conservation laws. In this section, we shall solve this nonlinear equation exactly.
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### A. Relaxation Ansatz

Before we look for analytical solutions of Eq. (12), we examine its stationary solutions \( n_\infty(\epsilon) \neq \text{const.} \), which solve the equation for \( \partial_t n_\infty(\epsilon) = 0 \). In this case, Eq. (12) can be integrated over \( \epsilon \), yielding \( n_\infty \equiv n_\infty(\epsilon) \)

\[
\partial_t n_\infty = \beta n_\infty(n_\infty - 1) + c,
\]

where \( \beta := -v/D \) and \( c \in \mathbb{R} \). Under the assumption that \( \lim_{\epsilon \to \infty} n_\infty = 0 = \lim_{\epsilon \to \infty} \partial_\epsilon n_\infty \), which is due to reasons of normalisation, Eq. (13) is solved by the Fermi-Dirac distribution

\[
n_\infty(\epsilon) = \left[ 1 + \exp(\beta(\epsilon - \mu)) \right]^{-1},
\]

which correctly describes the mean occupation number of fermionic systems in thermodynamic equilibrium in the grand canonical formalism. The parameters \( \beta = -v/D \) and \( \mu \) from Eq. (14) can be interpreted as the inverse temperature and the chemical potential of the system, which are assumed to be fixed. Note that \( \beta \) and \( \mu \) are only well-defined once the \( N \)-particle system has reached thermodynamic equilibrium, that is after a system-specific equilibration time \( \tau_{eq} \) which had been determined in Ref. [10] to be \( \tau_{eq} = 4D/v^2 \). It can be used to obtain an approximate solution of the diffusion equation Eq. (12) through the relaxation ansatz

\[
n_{rel}(\epsilon,t) := n_\infty(\epsilon) + [n_0(\epsilon) - n_\infty(\epsilon)] e^{-t/\tau_{eq}},
\]

where \( n_0(\epsilon) \) is an arbitrary initial distribution. Fig. 1 shows \( n_{rel}(\epsilon,t) \) for a simple stepped initial distribution evaluated at different times \( t \).

### B. Exact solution

Analytical solutions for physically meaningful nonlinear partial differential equations are rarely available. A prototypical exception is the Korteweg-de Vries equation [12], which is of third order in the (single) spatial variable and has soliton solutions. Another example is Burgers’ equation [13], which has the structure of a one-dimensional Navier-Stokes equation without pressure term. It has been used to describe fluid flow and, in particular, shock waves in a viscous fluid, and it can be solved through Hopf’s transformation [14].

In case of the fermionic diffusion equation Eq. (12), one of us had proposed two analytical solution schemes in Ref. [10]: Either start with the nonlinear transformation

\[
n(\epsilon,t) = \frac{D}{vP(\epsilon,t)} \partial_\epsilon P(\epsilon,t) = \frac{D}{v} \partial_\epsilon \ln P(\epsilon,t),
\]

which reduces Eq. (12) to a linear Fokker-Planck equation for \( P \equiv P(\epsilon,t) \) (see below for the treatment of the missing constant)

\[
\partial_t P = -v \partial_\epsilon P + D \partial_\epsilon^2 P
\]

that is readily solvable. Alternatively, it was proposed to perform the linear transformation

\[
n(\epsilon,t) = \frac{1}{2v} [v - w(\epsilon,t)],
\]

with \( w \equiv w(\epsilon,t) \) obeying Burgers’ equation

\[
\partial_t w + w \partial_\epsilon w = \partial_\epsilon^2 w,
\]

which can then be solved analytically. In both cases, one can retransform back to \( n(\epsilon,t) \) and obtain the exact solution of the nonlinear fermionic diffusion equation Eq. (12).

Whereas in Ref. [10], and subsequently in Ref. [11], the second path was chosen to obtain the exact solution explicitly, we now make use of the first possibility to arrive at the same result. To better motivate the transformation Eq. (16), we recall that the Fermi-Dirac distribution \( n_\infty(\epsilon) \) can be written as

\[
n_\infty(\epsilon) = -\beta^{-1} \partial_\epsilon \ln(P_G(\epsilon)) \equiv -\beta^{-1} \partial_\epsilon \ln(P(\epsilon,t)),
\]

where \( P_G(\epsilon) = 1 + e^{-\beta(\epsilon-\mu)} \) is the grand canonical partition function of a one-state system. We extend this property to all times by making the ansatz

\[
n(\epsilon,t) = -\beta^{-1} \partial_\epsilon \ln(P(\epsilon,t)),
\]

which, inserted into Eq. (12), leads to

\[
\partial_t \ln(P) \equiv \frac{1}{v} \partial_\epsilon \ln(P) + D \left( \partial_\epsilon \ln(P) \right)^2 + D \partial_\epsilon^2 \ln(P) + c(t).
\]

Here, \( c(t) \) is a time dependent function that arises due to an integration over \( \epsilon \), but which will later turn out to be of no importance for the final expression for \( n(\epsilon,t) \). After carrying out the derivatives with respect to \( t \) and \( \epsilon \),
in Eq. (22), one arrives at the following partial differential equation for $P(\epsilon, t)$:

$$
\partial_t P = -v \partial_\epsilon P + D \partial_\epsilon^2 P + c(t) P .
$$

(23)

Apart from the last term on the r.h.s., it has the same form as the Fokker-Planck equation Eq. (17) with constant drift coefficient $v$ and constant diffusion coefficient $D$. It can be solved by performing a Fourier transform with respect to $\epsilon$, leading to an ordinary differential equation of first order with respect to $t$:

$$
\partial_t \tilde{P}(k, t) = -[Dk^2 + ivk - c(t)] \tilde{P}(k, t)
\Rightarrow \tilde{P}(k, t) = \tilde{P}_0(k) e^{-[Dk^2 + ivk]t + C(t)} .
$$

(24)

Here, we have defined $C(t) := \int_0^t c(t')dt' + C_0$ and introduced the initial distribution in k-space; $\tilde{P}_0(k) = (2\pi)^{-\frac{1}{2}} \int_{-\infty}^{\infty} P_0(x)e^{-ikx}dx$. The function $P(\epsilon, t)$ can be obtained by performing an inverse Fourier transform, yielding

$$
P(\epsilon, t) = (4\pi Dt)^{-1/2} \exp \left( C(t) + \frac{t}{\tau_{eq}} - \frac{\beta}{2}\epsilon \right) \times \int_{-\infty}^{\infty} P_0(x) \exp \left( -\frac{(\epsilon - x)^2}{4Dt} + \frac{\beta}{2}x \right) dx .
$$

(25)

Here, we used $\beta = -v/D$ and $\tau_{eq} = 4D/v^2$. As the transport coefficients are related to the second moment of the residual interaction, the equilibration time and thus the speed of the equilibration process is determined by the strength of the residual interaction.

C. Generalized Partition Function

As a consequence of Eq. (21), the initial distribution $P_0(\epsilon)$ has to be related to the initial mean occupation number $n_0(\epsilon)$:

$$
n_0(\epsilon) = -\beta^{-1} \partial_\epsilon \ln (P_0(\epsilon))
\Rightarrow P_0(\epsilon) = \exp \left( -\beta \int_0^{\epsilon} n_0(y) dy + c' \right)
$$

(26)

with $c' \in \mathbb{R}$. The solution Eq. (24) then takes the form

$$
P(\epsilon, t) = (4\pi Dt)^{-1/2} \exp \left( c' + C(t) + \frac{t}{\tau_{eq}} \right) \times \exp \left( -\frac{\beta}{2}\epsilon \right) Z(\epsilon, t) ,
$$

(27)

where the generalized partition function $Z(\epsilon, t)$ is defined as

$$
Z(\epsilon, t) := \int_{-\infty}^{\infty} f(x, \epsilon, t) dx \quad \text{with}
$$

$$
f(x, \epsilon, t) := \exp \left( \frac{\beta}{2} \left[ x - 2 \int_0^{x} n_0(y) dy \right] - \frac{(\epsilon - x)^2}{4Dt} \right).
$$

(28)

According to Eq. (21), the mean occupation number follows as

$$
n(\epsilon, t) = \frac{1}{2} - \beta^{-1} \partial_\epsilon \ln \left( Z(\epsilon, t) \right) ,
$$

(29)

or in integral representation:

$$
n(\epsilon, t) = \frac{1}{Z(\epsilon, t)} \int_{-\infty}^{\infty} \left[ \frac{1}{2} - \frac{\epsilon - x}{2vt} \right] f(x, \epsilon, t) dx .
$$

(30)

This result coincides with the result obtained in Ref. [10], where the fermionic diffusion equation Eq. (12) is solved through the second solution scheme mentioned above leading to the Burgers’ equation instead of the Fokker-Planck equation. We note that the solution Eq. (29) is independent of the terms $C(t)$ and $c'$, which emerged as integration constants. The calculation of $n(\epsilon, t)$ can be reduced to the calculation of the generalized partition function, which contains the relevant information on the time evolution and the initial distribution of the mean occupation number. In the following, this will be done for a set of simple initial distributions of the mean occupation number.

IV. DISCRETE VALUED INITIAL CONDITIONS

A. Step Functions

Apart from constant distributions $n_0(\epsilon) = \text{const.}$, which can be excluded due to reasons of normalisation, the simplest initial distributions of the mean occupation number are given by locally constant functions. In this case, the energy space is split up into a finite number of connected components that are accessible to the system, each of which is assigned a constant mean occupation number. Formally, we consider discrete valued step functions of the type

$$
n_0(\epsilon) = \sum_{i=0}^{m} N_i \Theta(\epsilon_i - \epsilon) \Theta(\epsilon - \epsilon_{i-1}) ,
$$

(31)

where $m \in 2\mathbb{N}$, $N_i \in \mathbb{R}_{\geq 0}$ $\forall i \in \{0, 2, ..., m\}$, $\epsilon_j \in \mathbb{R}_{\geq 0}$ $\forall j \in \{0, 1, ..., m\}$ with $\epsilon_j \leq \epsilon_{j+1} \forall j \in \{0, 1, ..., m-1\}$ and $\epsilon_{-1} := -\infty$. They correspond to occupations of the energy intervals $(\epsilon_{i-1}, \epsilon_i)$ with occupation numbers $N_i$ $(i = 0, 2, 4, ..., m)$, which have to be bounded from above by one in fermionic systems. If $N_i \in \{0, 1\}$, the initial energy distribution of the $N$-particle-system is exactly known, whereas the case $0 < N_i < 1$ can be interpreted as a statistical distribution of an ensemble of $N$-particle systems over the intervals $(\epsilon_{i-1}, \epsilon_i)$. Let $\mathcal{S}$ be the set of

\footnote{A misprint in Eq. (14) of Ref. [10] had been corrected in Ref. [11].}
all step functions of the form Eq. (61). Our aim is now to determine the generalized partition function $Z(\epsilon, t)$ for $n_0 \in \mathcal{S}$. For a given step function $n_0 \in \mathcal{S}$ we define the abbreviation

$$\delta_j := \begin{cases} 
1 - 2N_j & j \text{ even} \\
1 & j \text{ odd} 
\end{cases}, \quad (32)$$

as well as the alternating energy moments

$$\mu_j := \sum_{k=0}^{j-1} (-1)^k N_{g(k)} \epsilon_k \in \mathbb{R}, \quad (33)$$

where $g(k) := k + \frac{1}{2}(1 - (-1)^k)$. The highest alternating energy moment $\mu_{m+1} := \mu$ is called chemical potential. With the help of the auxiliary functions

$$a_j(\epsilon, t) := \epsilon - vt\delta_j, \quad (34)$$

$$E_j(\epsilon, t) := \beta \left( \frac{1}{2} (1 + \delta_j) \epsilon - \mu_j \right) + (\delta_j^2 - 1) \frac{t}{\tau_{eq}}, \quad (35)$$

the evaluated generalized partition function can be written as

$$Z(\epsilon, t) = (\pi D t)^{1/2} \exp \left( \frac{t}{\tau_{eq}} - \beta \frac{2}{2} \right) p(\epsilon, t), \quad (36)$$

where we have introduced

$$p(\epsilon, t) := \sum_{j=0}^{m+1} e^{E_j(\epsilon, t)} p_j(\epsilon, t),$$

and set $\epsilon_{m+1} := \infty$. Inserting Eq. (39) into Eq. (29), then yields the following solution for the mean occupation number:

$$n(\epsilon, t) \equiv 1 - \beta^{-1} \partial_\epsilon \ln (p(\epsilon, t)). \quad (38)$$

We note that the generalized partition function $Z(\epsilon, t)$ has been replaced by the function $p(\epsilon, t)$, which differs from $Z(\epsilon, t)$ by irrelevant prefactors.

B. Stationarity Conditions

Eq. (38) is valid for any step function $n_0 \in \mathcal{S}$. However, as the mean occupation number has to be normalizable for all times and especially for $t \to \infty$, we can allow only those step functions to be considered as valid initial distributions for which the sequence $(n(\epsilon, t))_t$ converges to a non-constant stationary solution. For $N_0 \leq \frac{1}{2}$, the solution $n(\epsilon, t)$ can be shown to vanish in thermodynamic equilibrium: $\lim_{t \to \infty} n(\epsilon, t) = 0$. For $N_0 > \frac{1}{2}$, its asymptotic behaviour for $t \to \infty$ is given by

$$n(\epsilon, t) \approx N_0 \left[ 1 + \exp \left( \beta (N_0 \epsilon - \mu_{m+1} + \frac{t}{\tau_{eq}} (1 - \delta_0)) \right) \right]^{-1}. \quad (39)$$

We conclude that the convergence of $n(\epsilon, t)$ toward a stationary solution only depends on the parameter $N_0$, which describes the occupation number assigned to states with negative energy. For $N_0 > \frac{1}{2}$ we can expect a stationary limit if the time dependent term in Eq. (39) drops out. This is the case if

$$1 - \delta_0 = 0 \Rightarrow \delta_0 \equiv 1 - 2N_0 = -1 \Rightarrow N_0 = 1. \quad (40)$$

Therefore, step functions $n_0 \in \mathcal{S}$ converge to a stationary solution if and only if $N_0 = 1$. We pool all the step functions fulfilling this condition in the subset $\mathcal{S}_1 := \{n_0 \in \mathcal{S} | N_0 = 1 \} \subset \mathcal{S}$. According to Eq. (39), the stationary limit in this case is given by

$$n_\infty(\epsilon) := \lim_{t \to \infty} n(\epsilon, t) = \left[ 1 + \exp(\beta(\epsilon - \mu)) \right]^{-1}, \quad (41)$$

where we used the definition of the chemical potential $\mu = \mu_{m+1}$. Note that there are no formal restrictions for the remaining occupation numbers $N_j (j = 1, ..., m)$, so that initial occupations of a state with positive energy with more than one particle would also lead to the correct equilibrium distribution. However, the Pauli exclusion principle demands that we restrict all $N_j$ to the interval $[0, 1]$.

C. Example Solutions

The transport coefficients $D$ and $v$ have been introduced as a result of a microscopic theory for the $N$-particle system. However, they could be connected to macroscopic variables such as the temperature $T := \beta^{-1} \equiv -D/v$ and the equilibration time $\tau_{eq} \equiv 4D/v^2$. If we assume these as given, we can therefore determine the microscopic transport coefficients as

$$D = \frac{4}{\tau_{eq}} T^2, \quad v = -\frac{4}{\tau_{eq}} T. \quad (42)$$

In the following, some example solutions for initial distributions $n_0 \in \mathcal{S}_1$ are discussed. In the simplest case $n_0(\epsilon) = \Theta(\epsilon_0 - \epsilon)$, the solution Eq. (45) takes the form

$$n(\epsilon, t) = 1 - \beta^{-1} \partial_\epsilon \ln (p_0 + e^{E_1} p_1), \quad (43)$$

where

$$p_0 \equiv p_0(\epsilon, t) = 1 + \text{erf} \left( \frac{\epsilon_0 - \epsilon - vt}{(4Dt)^{1/2}} \right), \quad (44)$$

$$p_1 \equiv p_1(\epsilon, t) = 1 - \text{erf} \left( \frac{\epsilon_0 - \epsilon + vt}{(4Dt)^{1/2}} \right), \quad (45)$$

$$E_1 \equiv E_1(\epsilon, t) = \beta(\epsilon - \epsilon_0). \quad (46)$$

The initial maximum energy $\epsilon_0$ corresponds to the chemical potential $\mu$ in equilibrium. Fig. 2 shows the solution Eq. (43) for a low-energy case with temperature $T = 4$ MeV and equilibration time $\tau_{eq} = 3.2 \cdot 10^{-21}$ s as well as for a high-energy case with temperature $T = 510$ MeV.
and equilibration time $\tau_{eq} = 0.3 \cdot 10^{-23} \text{s}$. One can see that the distributions approach the expected Fermi-Dirac distribution for $t \to \infty$ and are point-symmetric around $\epsilon = \epsilon_0$ at all times:

$$n(\mu + \epsilon, t) = 1 - n(\mu - \epsilon, t) \quad \forall \epsilon \in \mathbb{R}, t \in \mathbb{R}_{\geq 0}. \quad (47)$$

In contrast to the relaxation ansatz shown in Fig. 1, the equilibration takes place comparatively fast and the distributions vary smoothly for $t \in \mathbb{R}_{\geq 0}$ with no discontinuities at $\epsilon = \epsilon_0$. Whereas in the low-energy case, all states on the negative real axis are fully occupied, occupation numbers below one occur for $\epsilon < 0$ in the high-energy case. This circumstance will later be interpreted as the creation of antiparticles.

In Fig. 3 the analytical solutions for the low- and high-energy case are compared to the respective numerical solutions of Eq. (12) obtained with the NDSolve routine of Mathematica 11.1. Apart from the initial case at $t = 0$, in which the numerical solutions are smoothed out by a hump around the Fermi edge in order to guarantee differentiability, the numerical solutions (solid) coincide with the analytical solutions (dashed).

Fig. 2 shows the evolution of the mean occupation number for different initial distributions $n_0 \in S_1$ in the low-energy case. In both cases, the distributions are bounded from above by one, $n(\epsilon, t) \leq 1 \quad \forall \epsilon \in \mathbb{R}, t \in \mathbb{R}_{\geq 0}$, such that Pauli’s exclusion principle is respected. The initial distributions contain unoccupied gaps below and occupied bands above the chemical potential $\mu$, which are filled and emptied respectively during the equilibration process. Due to a suitable choice of initial conditions, all the solutions portrayed in Fig. 3 are point-symmetric around $\epsilon = \mu$ in the sense of Eq. (47), which is not generally the case for an arbitrary initial distribution $n_0 \in S_1$.

V. CONSERVATION LAWS

A. Particle Number Conservation

As we have seen in section IV B, solutions for the mean occupation number with discrete valued initial distributions can only be expected to have stationary limits for $t \to \infty$ if $N_0 = 1$. Because of Pauli’s exclusion principle $n(\epsilon, t) \leq 1 \forall \epsilon, t$, this corresponds to a full occupation of all states with negative energy. In the framework of the theoretical model of the Dirac sea (see Ref. [15]), holes
Here, we have introduced the density of states $\Theta(\epsilon)$ and the occupation number $n(\epsilon, t)$ evaluated at different times for different initial distributions in the low-energy case ($T = 4 \text{ MeV}, \tau_{\text{eq}} = 3.2 \cdot 10^{-25} \text{ s}$). Upper diagram: $n_0(\epsilon) = \Theta(\epsilon_0 - \epsilon) + \Theta(\epsilon - \epsilon_1)\Theta(\epsilon_2 - \epsilon), \epsilon_0 = 40 \text{ MeV}, \epsilon_1 = 50 \text{ MeV}, \epsilon_2 = 60 \text{ MeV}, n(\epsilon, t) = 0, 0.021, 0.094, 0.234, 0.594, \infty$. Lower diagram: $n_0(\epsilon) = \Theta(\epsilon_0 - \epsilon) + \Theta(\epsilon - \epsilon_1)\Theta(\epsilon_2 - \epsilon) + \Theta(\epsilon - \epsilon_3)\Theta(\epsilon_4 - \epsilon), \epsilon_0 = 40 \text{ MeV}, \epsilon_1 = 50 \text{ MeV}, \epsilon_2 = 60 \text{ MeV}, \epsilon_3 = 70 \text{ MeV}, \epsilon_4 = 80 \text{ MeV}, n(\epsilon, t) = 0, 0.022, 0.1, 0.253, 0.656, 1.594, \infty$.

![Graphs showing the evolution of occupancy numbers](image)

**FIG. 4.** Mean occupation number $n(\epsilon, t)$ evaluated at different times for different initial distributions in the low-energy case ($T = 4 \text{ MeV}, \tau_{\text{eq}} = 3.2 \cdot 10^{-25} \text{ s}$). Upper diagram: $n_0(\epsilon) = \Theta(\epsilon_0 - \epsilon) + \Theta(\epsilon - \epsilon_1)\Theta(\epsilon_2 - \epsilon), \epsilon_0 = 40 \text{ MeV}, \epsilon_1 = 50 \text{ MeV}, \epsilon_2 = 60 \text{ MeV}, n(\epsilon, t) = 0, 0.021, 0.094, 0.234, 0.594, \infty$. Lower diagram: $n_0(\epsilon) = \Theta(\epsilon_0 - \epsilon) + \Theta(\epsilon - \epsilon_1)\Theta(\epsilon_2 - \epsilon) + \Theta(\epsilon - \epsilon_3)\Theta(\epsilon_4 - \epsilon), \epsilon_0 = 40 \text{ MeV}, \epsilon_1 = 50 \text{ MeV}, \epsilon_2 = 60 \text{ MeV}, \epsilon_3 = 70 \text{ MeV}, \epsilon_4 = 80 \text{ MeV}, n(\epsilon, t) = 0, 0.022, 0.1, 0.253, 0.656, 1.594, \infty$.

(not fully occupied states) in the Dirac sea are interpreted as antiparticles. We therefore define the number of particles $N_+$ and antiparticles $N_-$ in the system as [11] (see Fig. 5)

$$N_+(t) := \int_0^\infty n(\epsilon, t) g(\epsilon) \, d\epsilon,$$

$$N_-(t) := \int_0^\infty [1 - n(\epsilon, t)] g(\epsilon) \, d\epsilon.$$  

Here, we have introduced the density of states $g(\epsilon)$ which for simplicity is assumed to be constant; $g(\epsilon) \equiv g \in \mathbb{R}$. The condition $N_0 = 1 \equiv N_+(0) = N_-(0)$ implies the absence of antiparticles at initial time $t = 0$. The integrals in Eqs. (48) and (49) can be solved by plugging in the solution Eqs. (48) for $n(\epsilon, t)$, yielding

$$N_+(t) = g \left[ \mu + \beta^{-1} \ln \left( \frac{1}{2} p(0, t) \right) \right],$$

$$N_-(t) = g \beta^{-1} \ln \left( \frac{1}{2} p(0, t) \right).$$  

We immediately see that $N_+(t) \equiv g\mu + N_-(t)$, such that

![Graph showing relative antiparticle number evolution](image)

**FIG. 5.** Sketch of particle-antiparticle creation at relativistic energies. The Dirac sea in the negative-energy domain is occupied and prevents particles $(N_+)$ from dropping below zero energy. Holes in the Dirac sea are interpreted as antiparticles $(N_-)$. The number of particles minus antiparticles $N = N_+(t) - N_-(t)$ is preserved by the nonlinear diffusion equation.

the effective particle number $N$ is conserved over time:

$$N = N_+(t) - N_-(t) = g\mu \equiv \text{const.} \quad (52)$$

Particles and antiparticles are produced with the same rate $R(t) := \partial_t N_+(t) = \partial_t N_-(t)$, so that for every produced particle an antiparticle is produced to keep the effective particle number constant. With Eq. (52) we can identify $g = \mu/\beta$ and define the relative particle and antiparticle numbers

$$n_+(t) := N_+(t)/N \equiv 1 + (\mu\beta)^{-1} \ln \left( \frac{1}{2} p(0, t) \right),$$

$$n_-(t) := N_-(t)/N \equiv (\mu\beta)^{-1} \ln \left( \frac{1}{2} p(0, t) \right).$$

Fig. 6 shows the evolution of the relative antiparticle number $n_-(t)$ for the initial distribution $n_0(\epsilon) = \Theta(\mu - \epsilon)$ with different chemical potentials $\mu$ in the high-energy case. One can see that in all cases the relative antiparticle number strives toward a limit value for $t \to \infty$, which is given by

$$\lim_{t \to \infty} n_-(t) = (\mu\beta)^{-1} \ln(1 + e^{-\mu\beta}).$$

It only depends on the ratio $\mu\beta$ of the chemical potential and the temperature of the system and vanishes for $\mu\beta \to \infty$.

**B. Energy Conservation**

Both particles and antiparticles contribute to the total internal energy of the system. Based on the expressions Eqs. (48) and (49) for the particle and antiparticle number, we define the respective energy portions
We have adopted the constant density of states $g = N/\mu$ from before. The minus sign in Eq. (57) represents the fact that, although holes in the Dirac sea are located on the negative energy domain, the corresponding antiparticles are interpreted as real particles with positive energy. The total internal energy of the system is given by

$$E(t) := E_+(t) + E_-(t).$$

It includes the kinetic and potential energy of the particles and antiparticles as well as the thermal energy. The latter is converted from the kinetic (or relativistic) energy of the collision partners in two-body collisions. However, as the temperature is only a well-defined variable once the $N$-particle system has reached thermodynamic equilibrium, $E(t)$ has to increase over time to include the additional thermal energy next to the initial energy content $E(0)$, which is determined solely by the initial distribution $n_0 \in S_1$ and is thus completely independent of the temperature $T$. In order to compare the initial energy content with the total inner energy in thermodynamic equilibrium, we evaluate $\lim_{t \to \infty} E(t)$ for an arbitrary initial distribution $n_0 \in S_1$ with chemical potential $\mu$:

$$\lim_{t \to \infty} E_+(t) = g \int_0^\infty \epsilon \left[1 + \exp(\beta(\epsilon - \mu))\right]^{-1} d\epsilon = -\frac{g}{\beta^2} \text{Li}_2(-e^{\beta\mu}),$$

$$\lim_{t \to \infty} E_-(t) = -g \int_0^\infty \epsilon \left[1 + \exp(\beta(\mu - \epsilon))\right]^{-1} d\epsilon = -\frac{g}{\beta^2} \text{Li}_2(-e^{-\beta\mu}),$$

$$\Rightarrow \lim_{t \to \infty} E(t) = -\frac{g}{\beta^2} \left[\text{Li}_2(-e^{\beta\mu}) + \text{Li}_2(-e^{-\beta\mu})\right] = N \left(\frac{1}{2} \mu + \frac{\pi^2}{6\mu^2}\right).$$

Here, we made use of the complex dilogarithm

$$\text{Li}_2(z) := \sum_{k=1}^{\infty} \frac{z^k}{k^2}, \quad z \in \mathbb{C},$$

and applied the addition theorem $\text{Li}_2(-z) + \text{Li}_2(-z^{-1}) = \frac{1}{2} \ln^2(z) + \frac{z^2}{2}, \quad z \in \mathbb{C}$. We compare the result Eq. (61) to the initial energy content of the simple initial distribution $n_0(\epsilon) = \Theta(\epsilon_0 - \epsilon)$, which is given by

$$E(0) = g \int_0^\infty \epsilon \Theta(\epsilon_0 - \epsilon) d\epsilon = \frac{N}{2} \mu,$$

using $\epsilon_0 = \mu$. The thermal energy is given by the difference between the final and initial total inner energy:

$$E_{\text{th}}(T) := \lim_{t \to \infty} E(t) - E(0) = N \frac{\pi^2}{6\mu} T^2.$$
VI. CONCLUSION AND OUTLOOK

To summarize, we have schematically modeled the time evolution of an equilibrating finite fermionic system through a non-linear partial differential fermionic diffusion equation, which resulted from a suitable transformation of the master equation for the mean occupation number \[ \overline{n} \]. In the limit of constant transport coefficients \( D \) and \( v \), the equation could be solved analytically, yielding the correct limit value behaviour in thermodynamic equilibrium. Neglecting the energy and time dependence of the transport coefficients represented a rough but important approximation, which was justified by the equilibrium properties and the analytical solvability of the resulting differential equation.

Taking into account the dependances of \( D \) and \( v \) would require a detailed understanding of the energy conserving function and microscopic interactions between the particles, and would lead to a highly nonlinear diffusion equation which can only be solved numerically. It would therefore become difficult to link the transport coefficients and thus the strength of residual interactions to macroscopic variables such as the equilibration time. A microscopic calculation of \( \tau_{eq} \) from Eqs. (9) and (10) is, however, desirable.

The analytical solutions of the fermionic diffusion equation were evaluated for a set of simple discrete valued initial distributions, which were shown to converge toward a Fermi-Dirac distribution if and only if the Dirac sea is fully occupied at initial time \( t = 0 \). More general initial conditions describing statistical distributions over the single-particle energy-states are conceivable, yet have to be checked for the correct limit value behaviour in thermodynamic equilibrium. It appears that the full occupation of the Dirac sea at initial time \( t = 0 \) represents a necessary condition. Under the assumption of a constant density of states, the solutions preserve the effective particle number over time if the creation of antiparticles is taken into account.

Typical densities of states display an energy dependence such as \( g(\epsilon) \propto \sqrt{\epsilon} \) in non-relativistic or \( g(\epsilon) \propto \epsilon^2 \) in relativistic particle dynamics, however, introducing non-constant densities of states leads to a violation of the conservation of the effective particle number as defined in Eq. (62). Hence, the chemical potential \( \mu \) must then be renormalized to secure particle-number conservation.

The total inner energy of the system was shown to gain additional thermal energy over time, which coincides with the expression for the energy of an ideal Fermi gas in the limit \( \mu \beta \gg 1 \) if antiparticles are interpreted as real particles with positive energy. The additional thermal energy is taken from the kinetic energy of the collision partners, at very high energies from the available relativistic energy.

The analytical model investigated in this work was built on the quantum mechanical description of fermionic systems through density operators consisting of antisymmetric states. An analogous approach can be made for the description of equilibrating bosonic systems. This has been done in Ref. [11], where a bosonic diffusion equation for the mean occupation number \( n = n(\epsilon, t) \) of the single-particle energy-states is obtained similarly to the fermionic case:

\[
\partial_t n = -v \partial_\epsilon [n(1 + n)] + D \partial_\epsilon^2 n. \tag{65}
\]

One can see that the only difference to the fermionic diffusion equation lies in a plus sign instead of a minus sign in the non-linear term on the r.h.s. of the equation. The stationary solution of Eq. (65) is given by the Bose-Einstein distribution

\[
n_\infty(\epsilon) = \left[ \exp(\beta(\epsilon - \mu)) - 1 \right]^{-1} \tag{66}
\]

with \( \beta := -v/D \) and \( \mu \in \mathbb{R} \), which correctly describes bosonic systems in thermodynamic equilibrium. Analytical solutions of Eq. (65) have been obtained in Ref. [11] analogously to the fermionic case.

However, the analytical modelling of the equilibration process through Eq. (65) is more challenging than in the fermionic case, because Bose-Einstein condensation may occur at sufficiently low temperatures [16], leading to a final state that differs from the purely thermal distribution [17]. The buildup of the thermal tail for bosons in the ultraviolet, as well as the population of the condensate that is accounted for indirectly through the conservation of the total particle number in Eq. (65) have been examined in Ref. [11], and applied to cold quantum gases in Ref. [18].
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FIG. 7. Time evolution of the relative inner energy \( E(t)/N \) for the initial distribution \( n_0(\epsilon) = \Theta(\mu - \epsilon) \) with \( \mu = 1 \) GeV for six different temperatures \( T = 0 - 510 \) MeV, while the diffusion coefficient \( D = 3.1 \cdot 10^{29} \text{GeV}^2 \text{s}^{-1} \) is held constant.
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