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Abstract—We propose a purely data-driven model predictive control (MPC) scheme to control unknown linear time-invariant systems with guarantees on stability and constraint satisfaction in the presence of noisy data. The scheme predicts future trajectories based on data-dependent Hankel matrices, which span the full system behavior if the input is persistently exciting. This paper extends previous work on data-driven MPC by including a suitable constraint tightening mechanism that ensures the closed-loop trajectory satisfies desired pointwise-in-time output constraints. Furthermore, we provide estimation procedures to compute system constants related to controllability and observability, which are required to implement the constraint tightening. The practicality of the proposed approach is illustrated via a numerical example.

I. INTRODUCTION

Satisfying hard input and output constraints is a challenging control problem, in particular in the presence of uncertainty. Perhaps the most suitable method to deal with constraints is model predictive control (MPC), which relies on the repeated solution of an open-loop optimal control problem [1]. While most of the existing literature on MPC is based on some form of model knowledge, there have been various recent contributions in the field of data-driven MPC [2], [3], [4], [5], [6]. In these works, the key idea is to replace the standard model commonly used for prediction in MPC by Hankel matrices consisting of one input-output data trajectory. It is shown in [7] for linear time-invariant (LTI) systems that, if the input generating the data is persistently exciting, these Hankel matrices span the full system behavior and hence, they provide an implicit model characterizing all possible future trajectories. A first theoretical analysis of closed-loop properties under data-driven MPC based on [7] is provided in [5], both for the nominal case and for the scenario that the output measurements are perturbed by noise. In particular, closed-loop guarantees on (practical) stability are derived and connections between the richness of the data, design parameters and desirable closed-loop properties are revealed. This formulation has been extended to setpoint tracking in [6]. While [5] and [6] both prove closed-loop constraint satisfaction of the output for the nominal noise-free case, deriving an analogous result in the presence of noise remains an open problem. In this paper, we augment the MPC scheme proposed in [5] by an output constraint tightening, which ensures that the true closed-loop output satisfies pointwise-in-time constraints. The key contributions of this paper are the proposed constraint tightening, the proof of closed-loop constraint satisfaction, as well as a data-based estimation procedure for two system constants that are required to implement the constraint tightening.

Generally speaking, data-driven MPC schemes [2], [3], [4], [5], [6] are inherently output-feedback MPC schemes, since no state measurement is used. Due to the presence of measurement noise in the data, the proposed approach can be seen as an alternative to model-based robust output-feedback MPC [8], [9], MPC for parametric uncertainty (e.g., adaptive MPC [10]), or learning-based MPC [11], [12]. Possibly competitive output-feedback MPC schemes for uncertain systems have recently been proposed in [13], [14], using set membership methods to obtain a model. We compare the proposed data-driven MPC scheme with the scheme presented in [14] via a numerical example.

The remainder of the paper is structured as follows. After introducing some preliminaries in Section II, we present the proposed MPC scheme in Section III together with the novel constraint tightening. Section IV contains a theoretical analysis of this MPC scheme, including a proof of recursive feasibility and constraint satisfaction of the closed loop. In Section V, we propose a data-based estimation procedure for the system constants used in the constraint tightening. Finally, Sections VI and VII contain a numerical example illustrating the applicability of the presented approach and a conclusion, respectively.

II. SETTING

For a vector \( x \in \mathbb{R}^n \), we denote by \( \| x \|_1, \| x \|_2, \) and \( \| x \|_\infty \) the 1-, 2-, and \( \infty \)-norm, respectively, and similarly for induced matrix norms. Further, we define \( \| x \|_P = \sqrt{x^\top P x} \) for a positive definite matrix \( P = P^\top > 0 \). The set of integers in the interval \([ a, b ]\) is denoted by \( \mathbb{Z}_{[a,b]} \). We denote the interior of a set \( M \) by \( \text{int}(M) \). For a sequence \( \{ u_k \}_{k=0}^{N-1} \), we define the Hankel matrix

\[
H_L(u) = \begin{bmatrix}
u_0 & u_1 & \ldots & u_{N-L} \\
u_1 & u_2 & \ldots & u_{N-L+1} \\
\vdots & \vdots & \ddots & \vdots \\
u_{L-1} & u_L & \ldots & u_{N-1}
\end{bmatrix}
\]

Further, for integers \( a, b \), we abbreviate a stacked window of the sequence as \( u_{[a,b]} = [u_a^\top \ldots u_b^\top]^\top \). Moreover, \( u \) will denote either the sequence itself or the stacked vector

\[
u = [u_0, u_1, \ldots, u_{N-1}]^\top
\]
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\[ u(0, N-1) \] containing all of its components. We consider the following standard definition of persistence of excitation.

**Definition 1.** We say that a sequence \( \{u_k\}_{k=0}^{N-1} \) with \( u_k \in \mathbb{R}^m \) is persistently exciting of order \( L \) if \( \text{rank}(H_L(u)) = mL \).

In this paper, we propose a data-driven MPC scheme to control discrete-time LTI systems, using no model knowledge but only measured data, where the input generating the data is persistently exciting of a sufficiently high order. We assume that the system order, denoted by \( n \), is known, but our theoretical results remain true if \( n \) is replaced by an upper bound. Further, we write \( m \) and \( p \) for the number of inputs and outputs, and we assume that the input-output behavior of the system can be explained via a (controllable and observable) minimal realization.

**Definition 2.** We say that an input-output sequence \( \{u_k, y_k\}_{k=0}^{N-1} \) is a trajectory of an LTI system \( G \), if there exists an initial condition \( \bar{x} \in \mathbb{R}^n \) as well as a state sequence \( \{x_k\}_{k=0}^{N-1} \) such that

\[
\begin{align*}
    x_{k+1} &= Ax_k + Bu_k, \quad x_0 = \bar{x}, \\
    y_k &= Cx_k + Du_k,
\end{align*}
\]

for \( k = 0, \ldots, N-1 \), where \((A, B, C, D)\) is a minimal realization of \( G \).

The following result, originally proven in the context of behavioral systems theory [7], shows that a single trajectory of an unknown LTI system can be used to parametrize all trajectories of the system if the input is persistently exciting.

**Theorem 3** ([15]). Suppose \( \{u_k^d, y_k^d\}_{k=0}^{N-1} \) is a trajectory of an LTI system \( G \), where \( u^d \) is persistently exciting of order \( L + n \). Then, \( \{\tilde{u}_k, \tilde{y}_k\}_{k=0}^{L-1} \) is a trajectory of \( G \) if and only if there exists \( \alpha \in \mathbb{R}^{nL+n} \) such that

\[
\begin{align*}
    H_L(u^d) &\alpha = \tilde{u} \\
    H_L(y^d) &\alpha = \tilde{y},
\end{align*}
\]

In this paper, we employ Theorem 3 to set up a data-driven MPC scheme which practically exponentially stabilizes an input-output setpoint \((u^s, y^s)\) while the closed-loop trajectory satisfies pointwise-in-time input and output constraints \( u_k \in \mathbb{U} \) and \( y_k \in \mathbb{Y} \). The setpoint \((u^s, y^s)\) is required to be an equilibrium of the unknown LTI system in the sense that the sequence \( \{\tilde{u}_k, \tilde{y}_k\}_{k=0}^{L-1} \) with \( \tilde{u}_k, \tilde{y}_k = (u^s, y^s) \) for all \( k \in [0,n-1] \) is a trajectory of \( G \). We abbreviate \( u_k^s \) and \( y_k^s \) as the column vectors containing \( n \) inputs and \( n \) output setpoint, respectively, and we assume \((u^s, y^s) \in \text{int}\,(\mathbb{U} \times \mathbb{Y})\). Further, the constraint set \( \mathbb{U} \) is assumed to be a compact convex polytope. For simplicity, we consider hyperbox constraints on the output, which are w.l.o.g. assumed to be symmetric w.r.t. zero, i.e., \( \mathbb{Y} = \{y \in \mathbb{R}^p \mid \|y\|_{\infty} \leq y_{\text{max}}\} \), where \( y_{\text{max}} > 0 \). It is straightforward to extend the results of this paper to constraints with different bounds, \( y_{\text{max}} \), \( i = 1, \ldots, p \), for each component of the output, e.g., by scaling all output measurements by \( y_{\text{max}} \). Moreover, we conjecture that similar results can be obtained for general polytopic output constraints.

### III. ROBUST DATA-DRIVEN MPC

In this section, we propose a data-driven MPC scheme which uses Theorem 3 to predict future trajectories based on a single noisy data trajectory. In order to guarantee output constraint satisfaction despite the noisy data, the scheme uses a constraint tightening which ensures that the closed-loop output satisfies the desired constraints \( y_k \in \mathbb{Y} \) for all \( k \). We first present the MPC scheme in Section III-A and thereafter, in Section III-B, we describe the constraint tightening in more detail.

#### A. Proposed MPC scheme

In this paper, we consider the scenario that the output measurements are affected by additive noise \((i)\) in the initial data used for prediction via Theorem 3, i.e., \( \tilde{y}_k = y_k^d + \varepsilon_k^d \), similar to parametric uncertainty in model-based MPC, and \((ii)\) in the online measurements used for feedback, i.e., \( \bar{y}_k = y_k + \varepsilon_k \), where the noise is bounded as \( \|\varepsilon_k\|_{\infty} \leq \bar{\varepsilon} \), \( \|\varepsilon_k\|_{\infty} \leq \bar{\varepsilon} \), for some constant \( \bar{\varepsilon} > 0 \). Clearly, if the output trajectory \( y^d \) in Theorem 3 is affected by noise, then the theorem statement is invalid and hence, it is non-trivial to provide guarantees for a data-driven MPC scheme based on Theorem 3 with noisy data. The same noise setting was considered in [5], where recursive feasibility and practical stability of a data-driven MPC scheme were proven for the case of no output constraints, i.e., \( \mathbb{Y} = \mathbb{R}^p \). In this paper, we enhance the scheme of [5] by a constraint tightening which guarantees closed-loop output constraint satisfaction. To ensure stability of the setpoint \((u^s, y^s)\), we consider the stage cost

\[
\ell(u, y) := \|u - u^s\|_R^2 + \|y - y^s\|_G^2,
\]

with weighting matrices \( Q, R > 0 \). To this end, given a noisy data trajectory \( \{u_k, \tilde{y}_k\}_{k=0}^{N-1} \), past \( n \) input-output measurements \( \{u_{[t-n,t-1]}, \tilde{y}_{[t-n,t-1]}\} \) to specify initial conditions, as well as a desired input-output setpoint \((u^s, y^s)\), we define the following data-driven MPC scheme.

\[
J^p_{L}(u_{[t-n,t-1]}, \tilde{y}_{[t-n,t-1]}) = \min_{\alpha(t), \sigma(t)} \sum_{k=0}^{L-1} \ell(\tilde{u}_k(t), \tilde{y}_k(t)) + \lambda_\alpha \|\alpha(t)\|_2^2 + \lambda_\sigma \|\sigma(t)\|_2^2
\]

s.t.

\[
\begin{align*}
    \bar{u} &\mid \tilde{u}(t) + \sigma(t) \mid H_L(u^d) \alpha(t), \\
    \bar{y} &\mid \tilde{y}(t) + \sigma(t) \mid H_L(y^d) \alpha(t),
\end{align*}
\]

\[
\begin{align*}
    \bar{u}_{[t-n-1], t} &\mid u_{[t-n-1]}, t \mid H_{L+n} \alpha(t), \\
    \bar{y}_{[t-n-1], t} &\mid y_{[t-n-1]}, t \mid H_{L+n} \alpha(t),
\end{align*}
\]

\[
\begin{align*}
    \|\sigma(t)\|_{\infty} &\leq \bar{\varepsilon} (1 + \|\alpha(t)\|_1), \\
    \|\tilde{y}(t)\|_{\infty} &\leq a_1 \|\tilde{u}(t)\|_{1} + a_2 \|\sigma(t)\|_1 + a_3 \|\tilde{u}(t)\|_{1} + a_4 k \leq y_{\text{max}}, \quad k \in [0,L-n-1].
\end{align*}
\]

As in previous works on data-driven MPC, Problem (2) relies on a Hankel matrix constraint (2a) in order to predict future system trajectories based on Theorem 3. Further, (2b) ensures that the initial conditions are correctly initialized.
whereas (2c) is a terminal equality constraint on the extended (non-minimal) state
\[
\xi_t = \begin{bmatrix} u_{[t-n,t-1]} \\ y_{[t-n,t-1]} \end{bmatrix},
\] (3)
similar to terminal equality constraints in model-based MPC [1]. In order to obtain recursive feasibility and stability guarantees despite noisy data, Problem (2) contains an \( \ell_2 \)-regularization of the variable \( \alpha(t) \in \mathbb{R}^{N-L-n+1} \) in the cost, as well as an additional slack variable \( \sigma(t) \in \mathbb{R}^{n(L+n)} \) which renders the equality constraints feasible and whose norm is also penalized in the cost. Note that, except for the constraint (2d), all constraints in Problem (2) can be written as linear equality and inequality constraints. As is discussed in more detail in [5], the non-convex constraint (2d) can be dropped in practice if \( \lambda_o \) is large enough, retaining the same theoretical guarantees. In this case, Problem (2) is a strictly convex quadratic program of size similar to model-based MPC (compare [5] for details) and can thus be solved efficiently.

Finally, Problem (2) contains the constraint tightening (2e) which ensures closed-loop output constraint satisfaction despite noisy measurements. As will become clear later in the paper, the output prediction error induced by the noise depends on the size of the quantities \( \tilde{u}(t) \), \( \alpha(t) \), \( \sigma(t) \), which explains their occurrences in the constraint tightening. Appropriate definitions of the constants \( a_{i,k} \) to guarantee recursive feasibility and closed-loop constraint satisfaction are provided in Section III-B (to be more precise, in Equations (11) and (12)). Problem (2) is solved in an \( n \)-step fashion, as defined in Algorithm 4.

Algorithm 4. \( n \)-Step Data-Driven MPC Scheme
1) At time \( t \), take the past \( n \) measurements \( u_{[t-n,t-1]} \), \( y_{[t-n,t-1]} \) and solve (2).
2) Apply the input sequence \( u_{[t,t+n-1]} = \bar{u}_{[0,n-1]}(t) \) over the next \( n \) time steps.
3) Set \( t = t + n \) and go back to 1).

For the present MPC approach, considering a multi-step scheme instead of a standard (1-step) MPC scheme leads to stronger theoretical closed-loop guarantees, due to the joint occurrence of noisy data in the prediction model (2a) and terminal equality constraints. In particular, the closed-loop properties of the corresponding 1-step MPC scheme (when appropriately modifying the constraints (2e)) hold only locally around the origin (compare [5, Remark 4] for details). Throughout the paper, we denote the optimal solution of Problem (2) at time \( t \) by \( \bar{u}^*(t) \), \( \bar{y}^*(t) \), \( \alpha^*(t) \), \( \sigma^*(t) \). Closed-loop values of the input and output at time \( t \) are denoted by \( u_t \) and \( y_t \), respectively.

B. Constraint tightening

In this section, we define the constants \( a_{i,k} \) involved in the constraint tightening (2e), based on data and system parameters. First, we assume knowledge of a controllability constant \( \Gamma > 0 \) such that for any initial trajectory \( \{u_k, y_k\}_{k=-n}^{n-1} \) with \( u_{[0,n-1]} = 0 \), there exists an input-output trajectory \( \{\bar{u}_k, \bar{y}_k\}_{k=-n}^{n-1} \) such that
\[
(\bar{u}_{[n-1,n]}, \bar{y}_{[n-1,n]}) = (u_{[n-1,n]}, y_{[n-1,n]}),
\] (4)
\[
(\bar{u}_{[n,2n-1]}, \bar{y}_{[n,2n-1]}) = (0, 0),
\] (5)
\[
\|u_{[0,n-1]}\|_1 \leq \Gamma \|y_{[0,n-1]}\|_{\infty}.
\] (6)

Essentially, this means that, for any given initial input-output trajectory \( \{u_k, y_k\}_{k=-n}^{n-1} \), there exists an input that can be appended to this trajectory which steers the system to zero in \( n \) steps. Moreover, the norm of this input is bounded from above by the norm of the output that would result from the same initial trajectory when applying a zero input. Since we consider only systems whose input-output behavior can be explained by a minimal realization (compare Definition 2), the system is controllable. Therefore, the above condition is always satisfied for some \( \Gamma > 0 \). Further, we assume that there exist (known) constants \( \rho_k, k \in \mathbb{N}[n,n+L-n+1] \), defined as
\[
\rho_k = \max_{y \in \mathbb{R}^{k+1}} \|y_k\|_{\infty}
\]
s.t. \( \|y_{[0,n-1]}\|_{\infty} = 1 \),
\[
\{0, y_j \}_{j=0}^{k} \text{ is a trajectory of } G.
\] (7)

The constants \( \rho_k \) are related to observability of the underlying system. According to its definition, \( \rho_k \) is equal to the norm of the output of the unknown LTI system \( G \) at time \( k \), assuming that the input is zero and the initial output is norm-bounded by 1. In Section V, we describe how \( \Gamma \) as well as \( \rho_k \) can be estimated from measured data. Furthermore, since the input and output constraint sets \( U, Y \) are compact, we can define
\[
\xi_{\max} := \max_{\xi \in U \times Y} \|\xi\|_1.
\] (8)

Finally, we define
\[
H_{u\xi} = \begin{bmatrix} H_{L+u}(\xi^d) \\ H_1 \left( \xi^d \right) \end{bmatrix},
\] (9)
where \( \xi^d \) is the extended state defined in (3), corresponding to the measured data \( \{u^d_k, y^d_k\}_{k=-n}^{n-1} \). We define the constant \( c_{pc} := \|H_{u\xi}^\dagger\|_1 \), where \( H_{u\xi}^\dagger \) is the Moore-Penrose inverse of \( H_{u\xi} \). Note that \( H_{u\xi} \) does in general not have full row rank, even if the input is persistently exciting, since the state-space model with state \( \xi \) is typically not controllable (only under strict conditions, e.g., single-input single-output systems with exactly known order, compare [16], [17, Lemma 3.4.7]). Nevertheless, if the input is persistently exciting of order \( L+2n \), then for any desired input \( \{u_k\}_{k=0}^{L-1} \) and extended state \( \xi_0 \), there exists \( \alpha \in \mathbb{R}^{N-L-n+1} \) such that
\[
H_{u\xi}^\dagger \alpha = \begin{bmatrix} u \\ \xi_0 \end{bmatrix},
\] (10)

1In order to construct this state at times 0 through \( n-1 \), we require \( n \) additional data points \( \{u^d_k, y^d_k\}_{k=-n}^{n-1} \). For notational simplicity, we neglect this fact throughout the paper and simply assume that \( N+n \) overall data points are available, the first \( n \) of which are only used to construct \( \{\xi^d_k\}_{k=0}^{n-1} \).

2According to [7, Corollary 2], both persistence of excitation as well as controllability are required to ensure that \( H_{u\xi} \) has full row rank.
A related constant $\|H_{ux}\|^2_2$, where $x$ is the state in some minimal realization, was extensively studied in [5]. In this paper, we consider the matrix $H_{ux}$ instead of $H_{ux}$ since the extended state $x$ depends only on input-output measurements and a minimal state $x$ is not available in the present setting. The constant $c_{pe}$ can be rendered arbitrarily small by choosing the norm of a sufficiently rich persistently exciting input $u^d$ sufficiently large. In [5], in the absence of output constraints, it was shown that a small value of $c_{pe}$ corresponds to a large region of attraction and a small tracking error for the closed loop under the data-driven MPC scheme (2). Similarly, we will see in our main theoretical results that a small constant $c_{pe}$ reduces the conservatism of the proposed output constraint tightening.

Now we are in the position to state the coefficients $a_{i,k}$, $i = 1, \ldots, 4$, in (2e). For the first $n$ steps $k \in \{0, \ldots, n-1\}$, define

$$
a_{1,k} = 0, \quad a_{2,k} = \varepsilon a_{3,k},
$$
$$
a_{3,k} = 1 + \rho_{\text{max}}^n a_{4,k} = \varepsilon \rho_{\text{max}}^n,
$$

where $\rho_{\text{max}}^n := \max_{k \in \{0, \ldots, n-1\}} \rho_{L+k}$. For $k \in \{0, \ldots, 2n-1\}$, the coefficients $a_{i,k+n}$ are defined recursively as

$$
a_{1,k+n} = a_{1,k} + (a_{2,k} + a_{3,k} \varepsilon)c_{pe},
$$
$$
a_{2,k+n} = \varepsilon a_{3,k+n},
$$
$$
a_{3,k+n} = 1 + \rho_{2n+k} + \Gamma(1 + \rho_{\text{max}}^L)a_{1,k+n},
$$
$$
a_{4,k+n} = a_{2,k} + \varepsilon \rho_{2n+k} + \varepsilon a_{1,k+n} \rho_{\text{max}}^L
$$
$$
+ \varepsilon a_{3,k} + (a_{2,k} + a_{3,k} \varepsilon)c_{pe} \varepsilon_{\text{max}},
$$

where $\rho_{\text{max}}^L := \max_{k \in \{0, \ldots, n-1\}} \rho_{L+k}$. According to the above definition, $a_{2,k} = \varepsilon a_{3,k}$ for all $k \in \{0, \ldots, n-1\}$ and hence, $a_{2,k}$ is arbitrarily small if $\varepsilon$ is arbitrarily small. This implies that the same holds true for $a_{1,k}$ and $a_{4,k}$ and hence, $a_{3,k}$ becomes arbitrarily close to $1 + \rho_{n+k}$ for $k \geq n$. Thus, except for $a_{3,k}$, all constants involved in the constraint tightening can be rendered arbitrarily small for sufficiently small noise levels. Finally, the slack variable $\sigma(t)$ becomes arbitrarily small for small noise levels due to the constraint (2d) and hence, the tightened constraints (2e) recover the nominal output constraints $\|\hat{y}_k(t)\|_\infty \leq \hat{y}_{\text{max}}$ if the noise level tends to zero.

In order to implement the MPC scheme, the coefficients $a_{i,k}$ need to be computed according to the above recursion. This requires knowledge of the constants $\rho_k, \Gamma, \varepsilon_{\text{max}}, c_{pe}$. Note that $\varepsilon_{\text{max}}$ can be computed directly using only the definition of the constraints $U, Y$. Similarly, using (9), the constant $c_{pe}$ can be (approximately) computed based on the data \{$(u_{k-1}^d, \hat{y}_{k-1}^d)$\}_{k=0}^n$, i.e.,

$$
c_{pe} \approx \|H_{ux}\|_1,
$$

with $\tilde{c}_k = \left[u_{[k-n-1,k-1]}^T \hat{y}_{[k-n-1,k-1]}^T\right]^T$. On the other hand, the quantities $\rho_k$ and $\Gamma$ cannot be computed without additional model knowledge. In Section V, we propose methods to estimate these constants from measured data based on Theorem 3.

IV. THEORETICAL GUARANTEES

In this section, we provide a theoretical analysis of closed-loop properties of the proposed MPC scheme with the constraint tightening described in Section III-B. First, we state the main assumptions in Section IV-A and thereafter, we prove recursive feasibility as well as closed-loop stability and constraint satisfaction in Sections IV-B and IV-C.

A. Assumptions

In the remainder of the paper, we consider the case $(u^*, y^*) = (0, 0)$, i.e., the desired setpoint is the origin, and we comment on setpoints $(u^*, y^*) \neq (0, 0)$ in Remark 9. We make the assumption that the input generating the initial data is sufficiently rich in the following sense.

**Assumption 5.** The input $u^d$ of the data trajectory is persistently exciting of order $L + 2n$.

Note that Assumption 5 requires persistence of excitation of order $L + 2n$, although Theorem 3 assumes only an order of $L + n$. This is due to the fact that the length of the trajectories predicted via Problem (2) is $L + n$, due to the initial trajectory in (2b). Moreover, we require that the prediction horizon $L$ is at least twice as long as the system order.

**Assumption 6.** The prediction horizon satisfies $L \geq 2n$.

In order to provide theoretical guarantees on closed-loop output constraint satisfaction, we require information on the prediction error induced by the additive noise in the “prediction model” (2a), i.e., on the difference between the predicted solution $\hat{y}^*(t)$ and the actual trajectory $\hat{y}_{[t,t+L-1]}$ which would result from an (open-loop) application of $u^*(t)$. To be more precise, $\hat{y}$ is defined as

$$
\hat{y}_{t+k} = CA^k x_t + \sum_{j=0}^{k-1} CA^{k-j-1} B \hat{u}_j^*(t) + D \hat{u}_k^*(t),
$$

where $x$ is the state in some minimal realization $(A, B, C, D)$. In [5], the following bound on this difference is derived for the proposed MPC scheme.

**Lemma 7.** [5, Lemma 2] If (2) is feasible at time $t$, then the following holds for all $k \in \{0, \ldots, n-1\}$

$$
\|\hat{y}_{t+k} - \hat{y}_k^*(t)\|_\infty \leq \varepsilon \rho_{n+k} + \varepsilon (1 + \rho_{n+k}) \|\alpha^*(t)\|_1
$$
$$
+ (1 + \rho_{n+k}) \|\alpha^*(t)\|_\infty.
$$

Lemma 7 shows that the prediction error depends not only on the noise bound $\varepsilon$ and the slack variable $\sigma$, but also on the weighting vector $\alpha$. As we will see in the recursive feasibility proof in Section IV-B, the candidate solution for $\alpha$ in turn depends on the optimal input $u^*(t)$, which thus explains why all of these variables are included in the tightened constraints (2e). In [5], it is shown that (14) holds as long as $\rho_k$ is an upper bound on $\|CA^k F\|_\infty$ for $k \in \{n, \ldots, L-1\}$, where $\Phi$ denotes the observability matrix $\Phi = \left[C^T \ A^T C^T \ \cdots \ (A^{n-1})^T C^T\right]^T$. It is not difficult to see that, by definition of the induced matrix norm, $\rho_k$ as
defined in (7) is equal to \( \|CA_k\Phi^\dagger\|_\infty \), which thus implies that (14) holds.

**B. Recursive feasibility**

In this section, we prove that, if the proposed data-driven MPC scheme is feasible at time \( t \), then it is feasible at time \( t+n \), provided that the noise bound \( \tilde{\varepsilon} \) is sufficiently small. While this was proven in [5] for Problem (2) without any constraints on the output, i.e., without (2e), it is an essential contribution of the present paper to prove the same recursive feasibility property for the scheme with tightened output constraints (2e). First, let us define an input-output-state-stability (IOSS) Lyapunov function \( W(\xi) = \|\xi\|^2_P \) with \( P > 0 \), where \( \xi \) is the extended state defined in (3) corresponding to the (detectable) system realization \((\hat{A}, \hat{B}, \hat{C}, \hat{D})\), such that

\[
W(\hat{A}\xi + \hat{B}u) - W(\xi) \leq -\frac{1}{2}\|\xi\|^2 + c_1\|u\|^2 + c_2\|\hat{y}\|^2,
\]

for all \( u, \xi \), and \( \hat{y} = \hat{C}\xi + \hat{D}u \) (compare [19]). As a Lyapunov function candidate for the closed loop under the proposed MPC scheme we consider the sum of the optimal cost of (2) and an IOSS Lyapunov function \( W \), i.e.,

\[
V_t := J^*_L(u_{[t-n,t-1]}, \hat{y}_{[t-n,t-1]}) + \gamma W(\xi_t),
\]

for some \( \gamma > 0 \).

**Proposition 8.** Suppose Assumptions 5 and 6 hold. Then, for any \( V_{ROA} > 0 \), there exists an \( \tilde{\varepsilon}_0 > 0 \) such that for all \( \tilde{\varepsilon} \leq \tilde{\varepsilon}_0 \), if \( V_t \leq V_{ROA} \) for some \( t \geq 0 \), then Problem (2) is feasible at time \( t+n \) for the resulting closed loop.

**Proof.** First, we recall the candidate solution at time \( t+n \) used to prove recursive feasibility in [5] without the tightened constraints (2e). For \( k \in [1, \ldots, L-n-1] \), the input candidate is chosen as the shifted previously optimal solution, i.e.,

\[
\hat{u}'_{t,n-1}(t+n) = \hat{u}_{k+n}(t).
\]

The output candidate is chosen as

\[
\hat{y}'_{t,n-1}(t+n) = \hat{y}_{t,n-1}(t+n) = \hat{y}_{t+n+k}
\]

for \( k \in [0, \ldots, L-n-1] \), where \( \hat{y} \) denotes the output trajectory resulting from an open-loop application of the input \( \hat{u}'(t) \). (compare 13). It follows from controllability that the above input candidate can be extended such that \( \hat{u}'_{t,n-1}(t+n) \) steers the system to zero in \( n \) steps. If the noise bound \( \tilde{\varepsilon} \) is sufficiently small, then \( \hat{y}_{t+n} \) becomes arbitrarily small for \( k \in [1, \ldots, L-n-1] \) due to (14) together with \( \gamma W(\xi_t) \). Therefore, for \( \tilde{\varepsilon} \) sufficiently small, the above-defined input \( \hat{u}'_{t,n-1}(t+n) \) satisfies the input constraints in (2e) (recall that we assumed \( 0 \in \text{int}(\mathbb{U}) \)). At time instants \( k \in [0, \ldots, L-n-1] \), the output candidate \( \hat{y}'_{k+n}(t+n) \) is chosen as the output trajectory resulting from this input. Further, the weighting vector candidate \( \alpha'(t+n) \) is chosen as

\[
\alpha'(t+n) = H_{t,n}^\dagger \left[ \hat{u}'(t+n) \right] \xi_t,
\]

where \( H_{t,n}^\dagger \) is the Moore-Penrose inverse of \( H_{t,n} \xi \), compare also (10). The slack variable is defined as \( \sigma'(t+n) = H_{t,n}^\dagger \hat{y}'(t+n) - \hat{y}'(t+n) \). This implies that (2a)-(2c) hold. Moreover, analogously to [5], it can be shown that this candidate solution also satisfies (2d). It thus only remains to show that (2e) holds. Note that, by definition, the optimal solution at time \( t \) satisfies

\[
\|\hat{y}_k(t)\|_{\infty} + a_{1,k}\|\hat{u}'(t)\|_1 + a_{2,k}\|\alpha'(t)\|_1 + a_{3,k}\|\sigma'(t)\|_{\infty} + a_{4,k} \leq \gamma_{\max}.
\]

We bound now each separate component appearing in the constraint (2e) at time \( t+n \) to show that it is satisfied for \( k \in [0, \ldots, L-n-1] \) by the candidate solution defined above. First, it holds for the output that

\[
\|\hat{y}_k(t+n)\|_{\infty} \leq \|\hat{y}_{k+n}(t)\|_{\infty} + \|\hat{y}_{t+n+k} - \hat{y}_{k+n}(t)\|_{\infty} \leq \gamma_{\max} - a_{1,k+n}\|\hat{u}'(t)\|_1 - a_{2,k+n}\|\alpha'(t)\|_1 - a_{3,k+n}\|\sigma'(t)\|_{\infty} - a_{4,k+n} + \tilde{\varepsilon}(1 + \rho_{2n+k})\|\alpha'(t)\|_1 + (1 + \rho_{2n+k})\|\sigma'(t)\|_{\infty} + \tilde{\varepsilon}\rho_{2n+k}.
\]

We obtain for the input candidate that

\[
\|\hat{u}'(t+n)\|_1 = \|\hat{u}'_{[0,L-n-1]}(t)\|_1 + \|\hat{u}'_{t,n-1}(t+n)\|_1.
\]

Due to the terminal equality constraint \( \hat{u}'_{t,n-1}(t+n) = 0 \) as well as the definition of \( \gamma \) in (13), we can use (6) to bound the second term on the right-hand side as

\[
\|\hat{u}'_{t,n-1}(t+n)\|_1 \leq \Gamma \|\hat{y}_{t+n,t,L-1}\|_{\infty}.
\]

Using now the bound (14) together with the fact that \( \hat{y}_{k+n}(t) = 0 \) for \( k \in [0, \ldots, L-n-1] \) according to the terminal equality constraint (2e), it follows that

\[
\|\hat{y}'_{t,n-1}(t+n)\|_1 \leq \Gamma \|\hat{y}_{t+n,t,L-1}\|_{\infty} \leq \Gamma \|\hat{y}_{t+n,t,L-1}\|_{\infty} \leq \Gamma \|\hat{y}_{t+n,t,L-1}\|_{\infty} \leq \gamma_{\max}.
\]

Further to (15), \( \alpha'(t+n) \) can be bounded as

\[
\|\alpha'(t+n)\|_1 \leq \epsilon \|\hat{u}'(t+n)\|_1 + \|\xi_{\max}\|_{\infty} \leq \epsilon \|\hat{u}'(t+n)\|_1 + \|\xi_{\max}\|_{\infty}.
\]

with \( \epsilon \). Finally, it is shown in [5] that the slack variable candidate satisfies the constraint (2d), i.e.,

\[
\|\sigma'(t+n)\|_{\infty} \leq \epsilon(1 + \|\alpha'(t+n)\|_1).
\]

It follows from straightforward algebraic manipulations, using the definition of the coefficients \( a_{i,k} \) in (11) and (12) as well as the bounds (17), (18), (19), and (20), that the candidate solution satisfies

\[
\|\hat{y}'(t+n)\|_{\infty} + a_{1,k}\|\hat{u}'(t+n)\|_1 + a_{2,k}\|\alpha'(t+n)\|_1 + a_{3,k}\|\sigma'(t+n)\|_{\infty} + a_{4,k} \leq \gamma_{\max}.
\]

i.e., the constraint (2e) holds for \( k \in [0, \ldots, L-n-1] \). If \( \tilde{\varepsilon} \) is sufficiently small, then \( \hat{y}'_{k+n}(t) \) is arbitrarily small for \( k \in [0, \ldots, L-n-1] \) (recall its definition at the beginning of the proof) and also the other components appearing on the left-hand side of the constraint (2e) become arbitrarily small (compare the discussion below (12)). Hence, since \( \gamma_{\max} > 0 \), the constraint (2e) holds also for \( k \in [0, \ldots, L-n-1] \).
Proposition 8 shows that the proposed $n$-step MPC scheme is $n$-step feasible in the sense that, for a given Lyapunov function sublevel set $V_t \leq V_{ROA}$ with some $V_{ROA} > 0$, there exists a noise bound $\tilde{e}$ sufficiently small such that the scheme is feasible at time $t + n$. In Section IV-C we prove that, in addition, the sublevel set $V_t \leq V_{ROA}$ is positively invariant, which then implies recursive feasibility of the MPC scheme in the classical sense. The set $V_t \leq V_{ROA}$ can be seen as the guaranteed region of attraction of the closed loop under the proposed MPC scheme. In order to ensure a larger region of attraction $V_{ROA}$, the admissible noise bound $\tilde{e}$ needs to be smaller [5].

The proof of Proposition 8 utilizes the same candidate solution as in [5]. While it is shown in [5] that this candidate solution satisfies the constraints (2a)-(2d), Proposition 8 proves that it additionally satisfies the tightened constraints (2e), which is the main technical contribution of this paper.

**Remark 9.** All results in this paper hold true qualitatively for non-zero setpoints $(u^*, y^*) \neq (0, 0)$, but the guarantees deteriorate quantitatively. To be more precise, for non-zero setpoints, closed-loop stability and constraint satisfaction hold true under suitable assumptions on system and design parameters, but the maximal noise bound for which they are guaranteed decreases (compare [5, Remark 5] for details). Moreover, the implementation of the constraint tightening (2e) changes slightly when considering $(u^*, y^*) \neq (0, 0)$. This is due to the fact that, in this case, the controllability bound (6) leads to

$$
\|u_{[0,n-1]} - u_n\| \leq \Gamma \|y_{[0,n-1]} - y_n\|.
$$

When modifying the bound (19) accordingly, an additional additive term on the right-hand side of (19) needs to be introduced, depending on the setpoint $(u^*, y^*)$. In this paper, we do not consider the case $(u^*, y^*) \neq (0, 0)$ since, compared to the other terms involved in the constraint tightening, the effect of a non-zero setpoint is relatively small and considering it complicates some of the arguments.

**C. Constraint satisfaction and stability**

The following result shows that the proposed MPC scheme renders the origin practically exponentially stable w.r.t. the noise bound $\tilde{e}$, and that the closed-loop output satisfies the constraints $y_t \in \mathbb{Y}$ for all $t \geq 0$.

**Theorem 10.** Suppose Assumptions 5 and 6 hold. Then, for any $V_{ROA} > 0$, there exist constants $\lambda_\alpha, \lambda_y, \lambda_\sigma, \lambda_\rho > 0$ such that, for all $\lambda_\alpha, \lambda_y, \lambda_\sigma$ satisfying

$$
\lambda_\alpha \leq \lambda_\alpha \leq \lambda_y, \quad \lambda_\sigma \leq \lambda_\sigma \leq \lambda_\sigma,
$$

there exist constants $\tilde{e}_0, \tilde{c}_{pe} > 0$, as well as a continuous, strictly increasing function $\beta : [0, \tilde{e}_0] \rightarrow [0, V_{ROA}]$ with $\beta(0) = 0$, such that, for all $\tilde{e}, \tilde{c}_{pe}$ satisfying

$$
\tilde{e} \leq \min\left\{ \tilde{e}_0, \frac{\tilde{c}_{pe}}{\tilde{c}_{pe}} \right\},
$$

for any initial condition satisfying $V_0 \leq V_{ROA}$, the closed loop of the $n$-step MPC scheme satisfies the constraints, i.e., $y_t \in \mathbb{Y}$ for all $t \geq 0$, and $V_t$ converges exponentially to $V_t \leq \beta(\tilde{e})$.

**Proof.** In [5], it is shown that the set $V_t \leq V_{ROA}$ is robustly positively invariant and that $V_t$ converges exponentially to $V_t \leq \beta(\tilde{e})$, using the same candidate solution as in Proposition 8, but for an MPC scheme without the tightened output constraint (2e). As Proposition 8 shows, also the tightened constraints are satisfied by this candidate solution and hence, we can apply the exact same arguments as in [5] to conclude recursive feasibility as well as exponential convergence to $V_t \leq \beta(\tilde{e})$. To prove closed-loop output constraint satisfaction, note that $\hat{y}_{t+k} = y_{t+k}$ for $k \in [0,n-1]$ due to the $n$-step MPC scheme, with $\hat{y}$ from (13). Hence, (14) implies

$$
\|y_{t+k} - \bar{y}_k^n(t)\|_\infty \leq \tilde{e}(1 + \rho_n^{\max})\|\alpha^*(t)\|_1 + (1 + \rho_n^{\max})\|\sigma^*(t)\|_\infty + \tilde{e}\rho_n^{\max},
$$

for any $k \in [0,n-1]$, where $\rho_n^{\max} = \max_{k \in [0,n-1]} \rho_{n+k}$. Further, since the optimal solution satisfies (2e), it follows from the definition of the coefficients $a_{i,k}, i \in [1,4], k \in [0,n-1]$, in (11) that

$$
\|\bar{y}_k^n(t)\|_\infty \leq y_{\max} - \tilde{e}(1 + \rho_n^{\max})\|\alpha^*(t)\|_1 - (1 + \rho_n^{\max})\|\sigma^*(t)\|_\infty + \tilde{e}\rho_n^{\max},
$$

for any $k \in [0,n-1]$. Combining (23) and (24), we thus obtain

$$
\|y_{t+k}\|_\infty \leq \|y_{t+k} - \bar{y}_k^n(t)\|_\infty + \|\bar{y}_k^n(t)\|_\infty \leq y_{\max},
$$

i.e., the closed-loop output satisfies the constraints. □

Except for output constraint satisfaction $y_t \in \mathbb{Y}$, Theorem 10 follows from Proposition 8 and the results in [5]. It is the key contribution of the present paper to suggest a suitable output constraint tightening, compare (2e) with parameters (11) and (12), and to prove recursive feasibility of this constraint tightening (Proposition 8) as well as closed-loop constraint satisfaction (Theorem 10). A detailed discussion of the conditions on the system parameters $\lambda_\alpha, \lambda_y$ and the data parameters $\tilde{e}$ and $c_{pe}$, and their relation to the region of attraction $V_0 \leq V_{ROA}$ and the tracking error described via $\beta(\tilde{e})$, can be found in [5]. Loosely speaking, it is shown therein that closed-loop performance improves if either the noise bound decreases or persistence of excitation increases quantitatively (i.e., $c_{pe}$ decreases).

**V. Estimation of system constants**

In order to define the tightened output constraints (2e) and thus, to implement the proposed MPC scheme in practice, appropriate values for the coefficients $a_{i,k}$ as in (11) and (12) need to be computed. This requires knowledge of the system constants $\Gamma$ and $\rho_k$ defined in (6) and (7), respectively. In this section, we employ Theorem 3 to derive a purely data-driven estimation procedure for these system constants. Similar to [20], which verifies integral quadratic constraints from measured data, we use Theorem 3 to optimize over all system trajectories based on a single measured trajectory.
in order to compute the desired constants, i.e., to verify a quantitative controllability and observability property.

While the stability and constraint satisfaction results of the previous section hold true if the data are affected by noise (assuming that upper bounds on $\rho_k$ and $\Gamma$ are available), we assume throughout this section that a noise-free input-output trajectory $\{u_k^i, y_k^i\}$ of the unknown system is available. An extension of the estimation procedures presented in this section to the case of noisy measurements is an interesting issue for future research.

A. Controllability

In the following, we derive a purely data-driven optimization problem to compute a constant $\Gamma > 0$ according to (6). To be more precise, $\Gamma$ is equal to the optimal value of the optimization problem

$$\begin{align*}
\max_{u,y,\alpha} & \quad \min_{y^\alpha} \|u_{[0,n-1]}\|_1 \\
\text{s.t.} & \quad (u_{[n-1]}, y_{[n-1]}) = (u_{[n-1]}, y_{[n-1]}), \\
& \quad (u_{[n,2n-1]}, y_{[n,2n-1]}) = (0, 0), \\
& \quad \|y_{[0,n-1]}\|_\infty \leq 1, \quad u_{[0,n-1]} = 0, \\
& \quad \left[ H_{3n}(u^d) \right] \tilde{\alpha} = \begin{bmatrix} \bar{u} & \bar{y} \end{bmatrix}, \\
& \quad \left[ H_{3n}(y^d) \right] \alpha = \begin{bmatrix} u & y \end{bmatrix}.
\end{align*}$$

(25)

In Problem (25), we impose $\|y_{[0,n-1]}\|_\infty \leq 1$ instead of $\|y_{[0,n-1]}\|_\infty = 1$ since the inequality constraint is always satisfied with equality due to the maximization in $y$. We proceed in solving (25) as follows: The set of all feasible $(u,y)$ in (25) is a compact convex polytope $\mathcal{Z}$ and hence, instead of maximizing over all $(u,y)$, it suffices to solve the minimization problem for all vertices of this polytope. To be more precise, denote the set of vertices of $\mathcal{Z}$ by $\mathcal{Z}_v = \{(u^i, y^i), i \in \{1, \ldots, \ell\}\}$ and note that $\mathcal{Z}_v$ can be conveniently computed from data, e.g., using the MPT3-toolbox [21]. We compute $\Gamma$ as the optimal value of

$$\begin{align*}
\max_{i \in \{1, \ldots, \ell\}} & \quad \min_{u,y,\alpha} \|u_{[0,n-1]}\|_1 \\
\text{s.t.} & \quad (u_{[n-1]}, y_{[n-1]}) = (u^i_{[n-1]}, y^i_{[n-1]}), \\
& \quad (u_{[n,2n-1]}, y_{[n,2n-1]}) = (0, 0), \\
& \quad \left[ H_{3n}(u^d) \right] \tilde{\alpha} = \begin{bmatrix} \bar{u} & \bar{y} \end{bmatrix}, \\
& \quad \left[ H_{3n}(y^d) \right] \alpha = \begin{bmatrix} u & y \end{bmatrix}.
\end{align*}$$

(26)

Note that, for any fixed $i$, the inner minimization problem in (26) is a linear program (LP) which can be solved efficiently using standard solvers. Hence, to compute the constant $\Gamma$, we need to (i) compute the vertex set $\mathcal{Z}_v$ and (ii) solve a single LP for each element of $\mathcal{Z}_v$. Due to the computation of the vertices $\mathcal{Z}_v$, the complexity of the above approach scales exponentially with the number of inputs and outputs and with the system dimension. Nevertheless, it remains practical for medium-sized problems, due to the availability of efficient LP solvers. Moreover, the computation is carried out once offline, i.e., it does not increase the online complexity of the proposed MPC scheme.

B. Observability

Next, we compute the constants $\rho_k$, $k \in \mathbb{I}_{[n,L+n-1]}$, as in (7) from data. Applying Theorem 3, the optimization problem (7) can be reformulated as

$$\begin{align*}
\rho_k = \max_{y,\alpha} & \quad \|y_k\|_\infty \\
\text{s.t.} & \quad \|y_{[0,n-1]}\|_\infty \leq 1, \\
& \quad \left[ H_{k+1}(u^d) \right] \alpha = \begin{bmatrix} 0 & y_{[0,k]} \end{bmatrix}.
\end{align*}$$

(27)

As in (25), we replace $\|y_{[0,n-1]}\|_\infty = 1$ by $\|y_{[0,n-1]}\|_\infty \leq 1$ since the constraint is always active for the optimal solution. The maximization of $\|y_k\|_\infty$ can be reformulated as a linear objective via additional integer variables and hence, Problem (27) can be directly solved using a mixed integer programming solver, which is, e.g., provided by MOSEK [22]. For systems with one output, i.e., $p = 1$, Problem (27) is an LP.

VI. Example

In this section, we apply the proposed MPC scheme to the example from [14]. The goal is to control an unknown LTI system with transfer function

$$G(z) = \frac{2z^2 + 6.1z + 1}{z^3 - 2.1z^2 + 1.5z - 0.3},$$

such that closed-loop input and output constraint satisfaction is guaranteed for the constraint sets $U = \mathcal{V} = [-10, 10]$, i.e., $y_{\max} = 10$. We produce data $\{u_k^i, y_k^i\}_{k=0}^{N-1}$ by sampling the input uniformly from $U$, where the data length is $N = 1000$. The output is affected by measurement noise with bound $\bar{\xi} = 0.0001$. In order to study the conservatism of the tightened output constraints, we consider the stage cost $\ell(u,y) = -y$, i.e., the MPC objective is maximization of the output $y$. Further, we choose $\lambda_\alpha\bar{\xi} = 1$ as well as $\lambda_\sigma = 100$. Note that, since the stage cost function is not positive definite in the input and output, the stability guarantees derived in Theorem 10 do not hold in general. Nevertheless, it is readily seen that recursive feasibility and constraint satisfaction are not affected since a terminal equality constraint as in (2c) is included. We consider a terminal equality constraint with the setpoint $(u^*, y^*) = (5, 5)$ and a prediction horizon $L = 10$. The system constants $\Gamma$ and $\rho_k$ for the constraint tightening are computed with the procedure described in Section V and they are indeed equal to the corresponding model-based values.

The closed-loop input of the proposed data-driven $n$-step MPC scheme is displayed in Figure 1, where it can be seen that the input operates on the boundary of the constraints $u_{\max} = 10$ at several time steps. Moreover, Figure 2 shows open-loop predictions at several time instants as well as the closed-loop output under the proposed MPC scheme. Due to the tightened constraints (2e), the output does not approach the boundary of the constraints but oscillates around $y = 7$. A similar behavior can be observed for the application of the MPC scheme in [14]. Notably, the noise level that can be handled in [14] for the present example...
is considerably larger than the one considered above. For larger noise levels, the proposed MPC scheme is initially infeasible since \( a_{4,k} \geq y_{\text{max}} \) already for small values of \( k \). This is due to the fact that, in our proof, several conservative bounds are used. In particular, for bounding \( \alpha'(t + n) \) in the proof of Proposition 8, we bound a product involving \( H_{\text{opt}} \) by \( C_{\text{PC}} \) and we replace \( \|\xi\|_1 \) by \( \zeta_{\text{max}} \), cf. (8), which is the main source of conservatism. Nevertheless, the approach presented in this paper leads to end-to-end guarantees from noisy data of finite length to closed-loop output constraint satisfaction under mild assumptions. Compared to [14], our method is more general (i.e., it requires less assumptions) but more conservative, and it is very simple to apply since only a measured data trajectory as well as scalar estimates of the system constants \( \Gamma \) and \( \beta_k \) are required for its implementation.

VII. CONCLUSION

In this paper, we augment the recently proposed data-driven MPC scheme from [5] by a constraint tightening to guarantee closed-loop output constraint satisfaction despite noisy output measurements. The key contributions are (i) the constraint tightening, (ii) a proof of recursive feasibility and closed-loop constraint satisfaction, and (iii) data-based estimation procedures for two system constants related to controllability and observability of the unknown system.

Since the proposed MPC scheme uses noisy data to predict future trajectories, our result can also be seen as an alternative to model-based output-feedback MPC in the presence of parametric uncertainty and measurement noise.
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