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Abstract

We investigate the capability of a transformer pretrained on natural language to generalize to other modalities with minimal finetuning – in particular, without finetuning of the self-attention and feedforward layers of the residual blocks. We consider such a model, which we call a Frozen Pretrained Transformer (FPT), and study finetuning it on a variety of sequence classification tasks spanning numerical computation, vision, and protein fold prediction. In contrast to prior works which investigate finetuning on the same modality as the pretraining dataset, we show that pretraining on natural language can improve performance and compute efficiency on non-language downstream tasks. Additionally, we perform an analysis of the architecture, comparing the performance of a random initialized transformer to a random LSTM. Combining the two insights, we find language-pretrained transformers can obtain strong performance on a variety of non-language tasks.

Performance on Multimodal Sequence Benchmarks

Figure 1: A frozen language-pretrained transformer (FPT) – without finetuning the self-attention and feedforward layers – can achieve strong performance compared to a transformer fully trained from scratch on a downstream modality on benchmarks from literature [Tay et al., 2020; Rao et al., 2019]. We show results on diverse classification tasks (see Section 2.1): numerical computation (Bit Memory/XOR, ListOps), image classification (MNIST, CIFAR-10), and protein fold prediction (Homology). We also show results for a fully trained LSTM to provide a baseline.

Code available at github.com/kzl/universal-computation. For a summary of changes made in the updated arXiv version, see Appendix A.
1 Introduction

The transformer architecture (Vaswani et al., 2017) has shown broad successes in deep learning, serving as the backbone of large models for tasks such as modeling natural language (Brown et al., 2020), images (Dosovitskiy et al., 2020), proteins (Jumper et al., 2021), behaviors (Abramson et al., 2020), and multimodal tasks comprising of both images and text (Lu et al., 2019; Radford et al., 2021). Inspired by these successes, we seek to explore the generalization capabilities of a transformer in transferring from one modality to another.

Classical approaches to sequence processing used recurrent neural network (RNN) approaches (Rumelhart et al., 1985; Hochreiter & Schmidhuber, 1997). In contrast, transformers utilize self-attention layers to extract features across tokens of a sequence, such as words (Vaswani et al., 2017) or image patches (Dosovitskiy et al., 2020). Furthermore, it has become common practice to train large models on unsupervised or weakly supervised objectives before finetuning or evaluating zero-shot generalization on a downstream task. However, the downstream tasks that have been studied are generally restricted to the same modality as the original training set: for example, train GPT (Radford et al., 2018) on a large language corpus, and finetune on a small task-specific dataset. Our goal in this work is to investigate finetuning on modalities distinct from the training modality.

We hypothesize that transformers, namely the self-attention layers, can be pretrained on a data-rich modality (i.e. where data is plentiful, such as a natural language corpus) and identify feature representations that are useful for arbitrary data sequences, enabling downstream transfer to different modalities. In particular, we seek to investigate what pretrained language models (LMs) are capable of in terms of generalizing to other modalities with sequential structure.

To investigate this hypothesis, we take a transformer model pretrained on natural language data, GPT-2 (Radford et al., 2019), and finetune only the linear input and output layers, as well as the positional embeddings and layer norm parameters. We call this model a Frozen Pretrained Transformer (FPT). On a range of tasks across a variety of modalities – including numerical computation, image classification, and protein fold prediction – FPT displays comparable performance to training the entire transformer or LSTM models from scratch, matching reported benchmarks for these tasks (Figure 1). Additionally, we find FPT models also converge faster during training. Our results suggest the self-attention layers learned by a language model may have properties amenable to efficient universal computation. Through a series of experiments, we seek to investigate what contributes to the performance of FPTs by isolating various sub-components of these models.

2 Methodology

2.1 Tasks

We evaluate on a diverse set of classification tasks representative of different modalities. In particular, we are interested in if language models are inherently capable of universal computation, by which we mean the ability to learn representations for predictive learning across diverse modalities.

**Bit memory.** Similar to the task proposed by Miconi et al. (2018), we consider a bit memory task where the model is shown 5 bitstrings each of length 1000. Afterwards, the model is shown a masked version of one of the bitstrings, where each bit is masked with probability 0.5, and the model is tasked with producing the original bitstring. The bitstrings are broken up into sequences of length 50, so that the models are fed 120 tokens of dimension 50.

**Bit XOR.** Similar to the bit memory task, the model is shown 2 bitstrings of length 5, where the model must predict the element-wise XOR of the two bitstrings. The bitstrings are shown 1 bit at a time, so the models are fed 10 tokens of dimension 1.

**ListOps.** Taken from Tay et al. (2020), the model is shown a sequence of list operations (ex. \([\text{MAX} 4 3 \ [\text{MIN} 2 3 \ ] \ 1 0])\) and tasked with predicting the resulting output digit (ex. 4). This task evaluates the ability of a model to parse mathematical expressions and evaluate over a long context. The model is shown 1 token at a time, so the models are fed 512 tokens of dimension 15.

**MNIST.** We use the standard MNIST benchmark, where the model must classify a handwritten digit from a 32 × 32 black-and-white image. The tokens given to the model are 4 × 4 image patches, so the models are fed 64 tokens of dimension 16.
Figure 2: Frozen Pretrained Transformer (FPT). The self-attention & feedforward layers are frozen.

**CIFAR-10.** We use the standard CIFAR-10 benchmark (Krizhevsky et al., 2009), where the tokens given to the model are $4 \times 4$ image patches, so the models are fed 64 tokens of dimension 16.

**CIFAR-10 LRA.** This is a modified version of the above task taken from the Long Range Arena benchmark where the images are converted to grayscale and flattened with a token length of 1 (Lay et al., 2020). As a result, the input sequence consists of 1024 tokens of dimension 1. This task is much more challenging than vanilla CIFAR-10 classification above as the models must learn patterns over a significantly longer sequence length and have minimal spatial inductive bias.

**Remote homology detection.** In this task, we are interested in predicting the fold for a protein, represented as an amino acid sequence. We use the datasets provided by TAPE (Rao et al., 2019; Fox et al., 2013; Hou et al., 2018), where the train/test split is generated by holding out certain evolutionary groups. Note that we do not pretrain on Pfam (El-Gebali et al., 2019), which is common in other works. There are 20 common and 5 uncommon amino acids (25 different types of inputs), and there are 1195 possible labels to predict. We only consider sequences of length less than 1024 for simplicity. The models are thus fed up to 1024 tokens of dimension 25.

**2.2 Architecture**

The architecture we use is summarized in Figure 2. Denote the embedding size/hidden dimension of the transformer as $n_{\text{dim}}$, the number of layers as $n_{\text{layers}}$, (note $n_{\text{dim}} = 768$ and $n_{\text{layers}} = 12$ for the base size models), the input dimension as $d_{\text{in}}$, the output dimension (number of classes) as $d_{\text{out}}$, and the maximum length of the sequence as $l$. We consider finetuning the following parameters of a pretrained GPT-2 model (Radford et al., 2019):

- **Output layer:** it is crucial to finetune the output layer since we are transferring to a completely new task – we use the simplest possible instantiation of an output network, being a single linear layer applied to the last output token output by the transformer, in order to highlight that almost all the computation is being performed by the frozen transformer. The output layer has $n_{\text{dim}} \times d_{\text{out}}$ parameters for the weight matrix. For example, for the base models on CIFAR-10, this comes out to $768 \times 10 = 7680$ parameters.

- **Input layer:** it is important to reinitialize a new input layer since we are reading in a new modality; in essence, we are learning how to query the transformer. This contrasts with prior unsupervised embedding evaluation techniques, such as linear probing – due to the change in modality, we instead should train the input layer as well, and evaluate if the frozen intermediate transformer model performs effective computation. Again, we use a linear layer to minimize the amount of computation outside the transformer. The input layer has $d_{\text{in}} \times n_{\text{dim}}$ parameters for the weight matrix/embeddings, and an additional $n_{\text{dim}}$ parameters if there is a bias term. For the base models on CIFAR-10, this comes out to $16 \cdot 768 = 13056$ parameters.

- **Layer norm parameters:** as is standard practice in other finetuning works (Rebuffi et al., 2017; Houlsby et al., 2019), we also finetune the affine layer norm parameters (scale and bias), which adapt to the statistics of the downstream task in a new domain. In GPT-2, layer norm is applied twice per block, so these are a total of $4 \times n_{\text{dim}} \times n_{\text{layers}}$ parameters. For the base models on CIFAR-10, these come out to $4 \cdot 768 \cdot 12 = 36684$ parameters.

- **Positional embeddings:** While we observe that positional embeddings can be surprisingly universal between modalities (see Section 3.12), we generally see a small benefit to finetuning the positional embeddings which have a cheap parameter cost of $l \times n_{\text{dim}}$. For the base models on CIFAR-10, these come out to $64 \cdot 768 = 49512$ parameters.
Given the cheap linear scaling of these parameters, the parameter counts of large transformer models are dominated by the quadratic (in \( n_{\text{dim}} \) and \( l \)) self-attention and feedforward layers. For the base CIFAR-10 model with 124M parameters, these come out to approximately 0.086% of the network. Due to this scaling, this number decreases with larger model sizes, down to 0.029% of the GPT-2 XL model. We further ablate the importance of each parameter in Section 3.12. For more details and a description of the architecture, see Appendix B.

Note that, crucially, all communication between tokens in the model are frozen. The data in each datapoint is chunked into discrete tokens (bits, image patches, amino acids, etc.), and can only reference each other via the frozen attention connections, which are not trained; additionally, neither the output nor the input layers are connected to multiple tokens. Our key investigation is to analyze the computation that is already inherent in the language model, and hence we do a minimal amount of computation that is learned on the downstream modality.

3 Empirical Evaluations

In this section, we review the results demonstrating transfer from language to other modalities, and seek to better understand why this occurs and what enables this transfer. All model sizes are the base model size (12 layers, 768 hidden dimension), unless stated otherwise. See Appendix C for more details on experiments.

3.1 Can pretrained language models transfer to different modalities?

We investigate if the self-attention and feedforward layers – the main body – of a pretrained transformer can be applied to a classification problem in a different modality without finetuning. To do this, we apply our base procedure as described above, where the input embedding layer, output readout layer, and layer norm parameters are finetuned.

Our results are shown in Figure 1 and also summarized below in Table 1. We compare to state-of-the-art from literature when available (full transformer on ListOps, CIFAR-10 LRA, and Remote Homology; LSTM on Remote Homology). Note the benchmarks from literature do not include decimal points, so for those numbers we report without a decimal.

We find that across all seven tasks considered, FPT achieves comparable performance to the fully trained transformer benchmarks. We believe these results support the idea that these models are learning representations and performing computation that is agnostic to the modality. We also note that both transformer variants significantly outperform LSTMs on some tasks, particularly ListOps and CIFAR-10 LRA, which have long sequence lengths of 512 and 1024, respectively.

On the two bit tasks (Memory and XOR), the models achieve 100% performance, i.e. they are able to recover the exact algorithm. Although our tables show results for \( n = 5 \), we actually find FPT can still recover the exact algorithm on sequence lengths greater than \( n = 256 \) (the elementwise XOR of two bitstrings each of length 256), hinting that FPT has a fairly large working memory.

| Model | Bit Memory | XOR | ListOps | MNIST | CIFAR-10 | C10 LRA | Homology |
|-------|------------|-----|---------|-------|----------|---------|----------|
| FPT   | 100%       | 100%| 38.4%   | 98.0% | 72.1%    | 38.6%   | 12.7%    |
| Full  | 100%       | 100%| 38%     | 99.1% | 70.3%    | 42%     | 9%       |
| LSTM  | 60.9%      | 50.1%| 17.1%   | 99.5% | 73.6%    | 11.7%   | 12%      |

Table 1: Test accuracy of FPT vs fully training transformer on downstream task vs fully training LSTM on downstream task (results are transcribed from Figure 1).

We highlight a few important points for contextualizing these results. We find that it can be difficult to fully train a 12-layer transformer on some of these (relatively small) datasets, as training can either diverge/overfit or be unstable. For CIFAR-10, we report the full transformer results for a 3-layer model; for ListOps and CIFAR-10 LRA we report the number given for the 3-layer model from Tay et al. (2020); for Remote Homology we report the number for a smaller 12-layer model from Rao et al. (2019). From an engineering perspective, this makes the full transformers harder to tune since we must choose model sizes that are stable and avoid overfitting – see Section 3.6 for more...
In particular, the numbers from Tay et al. (2020) are generated from “extensive sweeps over different hyper-parameters” and use task-specific hyperparameters, while we do not tune the hyperparameters for FPT (except for remote homology; see Appendix C). In contrast, we find it is easy to improve the performance of FPT by increasing model size (see Section 3.7) – the CIFAR-10 number for FPT here is for the 36-layer large model.

Furthermore, unlike some other works utilizing transformers for vision, we use minimal spatial bias to emphasize the universal sequential aspect of the problem – for instance, we do not interleave self-attention and convolution layers. Note that we also do not use 2D positional embeddings (or other domain-specific techniques), hence providing very weak inductive prior to the model. Our reasoning for these decisions is to evaluate the ability of transformers to work on arbitrary sequential tasks.

3.2 What is the importance of the pretraining modality?

We now compare pretraining on language to other pretraining methods for base model sizes:

- Random initialization (Random): initialization of the frozen transformer parameters randomly using the default initialization choices for GPT-2, i.e. without pretraining.
- Bit memory pretraining (Bit): pretraining from scratch on the Bit Memory task and then freezing the parameters before transferring. This allows the transformer to gain supervision working with arbitrary bit strings and performing memory/denoising on independent inputs.
- Image pretraining (ViT): using a pretrained Vision Transformer (Dosovitskiy et al., 2020) pretrained on ImageNet-21k (Deng et al., 2009). Note that the architecture is a bit different, notably not using the autoregressive masking of GPT-2, since ViT is only pretrained on classification tasks (for other details, see Appendix D.2).

These experiments highlight the significance of pretraining – as opposed to simply the transformer architecture – and compare language to other methods of supervision. Our results are shown in Table 2. Although the random transformers can achieve surprisingly strong accuracies, there is a considerable gap to using natural language pretraining, such as in MNIST, where random transformers achieve similar performance to a linear classifier on top of raw features (92%). Thus we believe that while the transformer architecture might be naturally conducive to these evaluations, the attention mechanisms used to transfer may be nontrivial and not fully specified by the architecture. We also find that, in addition to performance benefits, language pretraining improves convergence compared to the randomly initialized transformer (see Section 3.4).

| Model     | Bit Memory | XOR | ListOps | MNIST | C10  | C10 LRA | Homology |
|-----------|------------|-----|---------|-------|------|--------|----------|
| FPT       | 100%       | 38.4% | 98.0%   | 68.2% | 38.6%| 12.7%  |
| Random    | 75.8%      | 34.3% | 91.7%   | 61.7% | 36.1%| 9.9%   |
| Bit       | 100%       | 35.4% | 97.8%   | 62.6% | 36.7%| 7.8%   |
| ViT       | 100%       | 37.4% | 97.8%   | 72.5% | 43.0%| 7.5%   |

Table 2: Test accuracy of language-pretrained (FPT) vs randomly initialized (Random) vs Bit Memory pretraining (Bit) vs pretrained Vision Transformer (ViT) models. The transformer is frozen.

Pretraining on bit memory improves performance compared to the random models, but still lags behind training on natural language data. Furthermore, measured by gradient steps, all models converge faster than the randomly initialized transformers (more details in Section 3.4), indicating that all modes of pretraining improve upon random initialization even without considering accuracy. Additionally, while freezing a vision transformer yields better improvements on CIFAR-10, pretraining on images is not uniformly better; e.g., ViT is worse on protein classification. One hypothesis is that protein sequences are structured like language, in terms of discrete units of information with a “grammar”, so transfer from language to proteins may be more natural.
3.3 How important is the transformer architecture compared to LSTM architecture?

In Section 3.2, we found the transformer architecture can already be fairly effective in this regime, even with only random parameters. In this section, we consider using a random LSTM architecture instead of the transformer, allowing us to consider the raw effect of architecture and ablating pretraining. Like FPT, we finetune the input, output, and layernorm parameters for the LSTMs.

| Model | Bit Memory | XOR | ListOps | MNIST | CIFAR-10 | C10 LRA | Homology |
|-------|------------|-----|---------|-------|----------|---------|----------|
| Trans. | 75.8% | 100% | 34.3% | 91.7% | 61.7% | 36.1% | 9.3% |
| LSTM  | 50.9% | 50.0% | 16.8% | 70.9% | 34.4% | 10.4% | 6.6% |
| LSTM* | 75.0% | 50.0% | 16.7% | 92.5% | 43.5% | 10.6% | 8.6% |

Table 3: Test accuracy of randomly initialized transformers vs randomly initialized LSTM models. Note unlike in Figure 1, the LSTM here is frozen. Frozen LSTMs perform very poorly. LSTM* represents an LSTM with additional architecture improvements to match the transformers (see below).

Our results are shown in Table 3. "LSTM" refers to a 3-layer "standard" LSTM with a hidden dimension of 768, matching standard implementations of LSTMs, without residual connections or positional embeddings (see discussion below). This matches the width of the FPT models, but not the depth or total parameter count (note that LSTMs also do not have positional embeddings). We find that the self-attention architecture already serves as an effective inductive bias for universal computation, improving significantly over the recurrent LSTM model and comprising most of the improvement in test accuracy from random LSTM to FPT.

Here, we compare the 3-layer “standard” LSTM to a 12-layer “standard” LSTM. Note that most LSTM implementations, including the one used in Table 3, do not feature residual connections and positional embeddings. We include this comparison to represent the traditional method more faithfully, but add these additional architectural components below. In the same style of FPT and GPT-2, we do not use a bidirectional LSTM. Under these model choices, we report the performance of a frozen random 3-layer vs 12-layer LSTM in Table 4. Naively, the 12-layer model is much worse than the 3-layer model, hinting that there is some loss of information by repeated LSTM layers.

| Layers | ListOps | MNIST | CIFAR-10 | C10 LRA |
|--------|---------|-------|----------|---------|
| 12     | 16.2%   | 11.7% | 10.8%    | 10.4%   |
| 3      | 16.8%   | 70.9% | 34.4%    | 10.4%   |

Table 4: Test accuracy of randomly initialized “standard” LSTMs varying number of layers with a hidden dimension of 768. The simple 12-layer LSTM achieves only near-trivial performance.

We also experiment with ablating other architectural improvements included with the transformer architecture in Table 3. Once residual connections (He et al., 2016) are added, the 12-layer LSTM makes up a lot of the performance drops, hinting that residual connections could make up for loss of information from the LSTM layers which otherwise linearly combine the features. We also add positional embeddings, which finishes bridging the gap between standard LSTM implementations and the transformer. Even with these additional benefits, the LSTM still performs worse. Note that the final 12-layer LSTM has about the same number of trainable parameters as the transformer.

| Model           | ListOps | MNIST | CIFAR-10 | C10 LRA |
|-----------------|---------|-------|----------|---------|
| 12-Layer LSTM   | 16.2%   | 11.7% | 10.8%    | 10.4%   |
| + Residual Connections | 16.8% | 70.9% | 34.4%    | 10.4%   |
| + Positional Embeddings | 16.7% | 92.5% | 43.5%    | 10.6%   |
| Random Transformer | 34.3% | 91.7% | 61.7%    | 36.1%   |

Table 5: Test accuracy of 12-layer randomly initialized “standard” LSTMs additional architectures modifications to match transformers: residual connections and positional embeddings. The bottom row, LSTM with residual connections and positional embeddings, is nearly identical to GPT-2.
3.4 Does language pretraining improve compute efficiency over random initialization?

We investigate compute efficiency by considering the number of gradient steps to converge for FPT vs random transformer models, shown in Table 6. We generally find FPT converges faster, which indicates language pretraining can yield compute benefits for non-language tasks. While random transformer models achieve decent test accuracies, in particular when compared to random LSTMs, there is still a considerable gap in the compute efficiency compared to using pretraining. Note that bit memory pretraining introduced in Section 3.2 generally falls between the two models, and notably is $6 \times$ slower than FPT on Bit XOR, which is significantly better than random.

| Model  | Memory | XOR   | ListOps | MNIST | C10   | C10 LRA | Homology |
|--------|--------|-------|---------|-------|-------|---------|----------|
| FPT    | $1 \times 10^4$ | $5 \times 10^2$ | $2 \times 10^3$ | $5 \times 10^3$ | $4 \times 10^5$ | $3 \times 10^5$ | $1 \times 10^5$ |
| Random | $4 \times 10^4$ | $2 \times 10^4$ | $6 \times 10^3$ | $2 \times 10^4$ | $4 \times 10^5$ | $6 \times 10^5$ | $1 \times 10^5$ |
| Speedup| $4 \times$ | $40 \times$ | $3 \times$ | $4 \times$ | $1 \times$ | $2 \times$ | $1 \times$ |

Table 6: Approximate number of gradient steps until convergence for pretrained (FPT) vs randomly initialized (Random) models. Note that we use the same batch size and learning rate for both models.

3.5 Do the frozen attention layers attend to modality-specific tokens?

We investigate if FPT attends to semantically meaningful patterns in the data. We plot the attention weights (i.e. the values of the softmax of query-key dot product) from the first layer. We show the results in Figures 3 and 4 for the bit tasks. Note GPT-2 is autoregressive, so the upper right corner of the attention mask is zeroed out. On these tasks, FPT yields an interpretable attention pattern despite not training the self-attention layers themselves. We did not find easily interpretable patterns on the other tasks.

Figure 3: On Bit XOR, the model must produce the element-wise XOR of two bitstrings presented sequentially (inputs 0-4 are the first bitstring, inputs 5-9 are the second). Each token is one bit. FPT learns to attend positionally to the two bits that are XOR’ed by the output token.

Figure 4: On Bit Memory, the model must return one of five strings (inputs 0-99) given a masked version of one of the strings (inputs 100-119). Each token is 50 bits. FPT learns to attend to the correct string based on finding similarity to the inputs, not relying solely on position as in Bit XOR.
We also include the attention map for Bit XOR using a randomly initialized transformer (which also solves the task) in Figure 5. This model also learns to exploit the diagonal pattern, although the strength is a little weaker. This indicates that while the random transformer still learns to solve the task, it learns a less semantically interpretable/strong attention pattern.

Figure 5: A transformer with frozen randomly initialized self-attention layers also learns to correlate the two diagonal elements on Bit XOR, although the magnitude of the diagonals is lower (note the extra attention weights distributed in between the diagonals).

3.6 Does freezing the transformer prevent overfitting or underfitting?

Our general findings are that – in contrast to their fully trained counterparts – FPT models underfit the data, which lends them to further improvements by increasing model capacity (see Section 3.7). For example, consider CIFAR-10 LRA, which is maximally difficult due to lack of inductive prior over the sequence (each pixel is fed in as an arbitrary token only ordered by a raster scan) and relatively small dataset (50k images). In Table 7, we show the train/test gap between training FPT vs a 3-layer transformer from Tay et al. (2020), which we find to give stronger results than our experiments. In particular, they are much better than training a 12-layer transformer, which works poorly. Our results indicate that FPT is generally providing generalizable task representations without causing overfitting, whereas transformers can overfit arbitrarily poorly in low-data regimes (such as for Linformer, which overfit the most out of the architectures tested by Tay et al. (2020)). More work can investigate how to increase the model expressiveness, which could yield performance benefits.

| Model              | # Layers | Test Accuracy | Train Accuracy |
|--------------------|----------|---------------|----------------|
| FPT (GPT-2)       | 12       | 38.6%         | 38.5%          |
| Vanilla Transformer| 3        | 42%           | 70%            |
| Linformer          | 3        | 39%           | 97%            |

Table 7: Train vs test accuracies on CIFAR-10 LRA task.

3.7 Does performance scale with model size?

We evaluate the efficacy of adding more parameters to these models on CIFAR-10. Most of the additional parameters are in the transformer layers and are trained during the natural language pre-training phase. Our results for pretrained and random models are in Table 8. Unlike fully training a transformer, which exhibits more overfitting and divergence during training with larger models, increasing model size stably increases the capacity of the models. This result indicates our observations and results are likely to scale as we move towards larger models and higher-data regimes.

| Model Size  | # Layers | Total Params | Trained Params | FPT   | Random |
|-------------|----------|--------------|----------------|-------|--------|
| Small (Base)| 12       | 117M         | 106K           | 68.2% | 61.7%  |
| Medium      | 24       | 345M         | 190K           | 69.8% | 64.0%  |
| Large       | 36       | 774M         | 300K           | 72.1% | 65.7%  |

Table 8: Test accuracy of larger frozen transformer models on CIFAR-10.
3.8 Can performance be attributed simply to better statistics for initialization?

In this section, we ablate taking the layer-wise mean and standard deviation from the pretrained model and using it to initialize a random transformer, in order to ablate if a better initialization scheme via an “oracle” standard deviation can recover the performance of FPT. Note that the GPT-2 initialization scheme initializes parameters as Gaussian; traditionally, the standard deviation is 0.02 by default. For clarity, we show the standard deviation by layer for the weights and biases of the attention and feedforward layers in Figure 6 for the pretrained models.

![Figure 6: Standard deviation of the parameters by layer for the pretrained GPT-2 model versus default initialization hyperparameters (0.02 for weights and 0 for biases).](image)

We show the results using this initialization scheme in Table 9 (note that all of the weights, biases, layer norm, and positional embeddings are initialized – both mean and variance – in this fashion). This yields better results on most tasks, but does poorly on CIFAR-10. As a result, we believe the benefits of language pretraining cannot be recovered with a simple better initialization scheme, although we believe future work in transformer initialization could yield different results.

| Initialization     | Memory | XOR | ListOps | MNIST | C10  | C10 LRA | Homology |
|--------------------|--------|-----|---------|-------|------|---------|----------|
| Pretrained         | 100%   | 100%| 38.4%   | 98.0% | 68.2%| 38.6%   | 12.7%    |
| Statistics Only    | 100%   | 100%| 37.4%   | 97.2% | 56.5%| 33.1%   | 11.0%    |
| Default            | 75.8%  | 100%| 34.3%   | 91.7% | 61.7%| 36.1%   | 9.3%     |

Table 9: Test accuracy when initializing parameters with pretrained weights (i.e., FPT) vs randomly initializing parameters according to the mean and variance of the pretrained transformer (Statistics Only) vs random initialization with default parameters (Default).

3.9 Can we train a transformer by only finetuning the output layer?

We consider using FPT solely for naive feature extraction for linear classification, where we fix a randomly initialized input layer and freeze all parts of the model except for the output. Note that this resembles reservoir computing/echo state networks (see Section 4.5 for discussion). The model evaluates on every example in the training set once, caches the features, and then we train a linear output layer. This enables subsequent epochs after the first to run extremely quickly, but does not easily handle dropout/data augmentations, and scales well in terms of number of epochs, but not in dataset size. Note that this is mathematically equivalent to linear classification. Our results are shown in Table 10. Although we find speedups extremely significant and they obtain nontrivial performance, performance significantly degrades and the models also exhibit overfitting (likely due to lack of regularization; unlike the training of FPT, dropout is not applied).

| Task               | Speedup | Output Only | FPT  | Full Transformer |
|--------------------|---------|-------------|------|------------------|
| ListOps            | 500 – 2000× | 32.8%      | 38.4%| 38%              |
| CIFAR-10 LRA       | 500 – 2000× | 24.7%      | 38.6%| 42%              |

Table 10: Training only the output layer as a linear regression problem. Speedup refers to wall clock time per epoch (after the first). Larger models have larger speedups.
3.10 What is the role of model depth in token mixing?

One interesting question is the importance of the depth of the transformer for generating representations which “mix” tokens: for instance, if there is only one layer and the parameters are random, it is unlikely for the tokens to be mixed well, whereas if there are many layers, there are many chances for the tokens to mix and form interesting representations useful for downstream tasks. We investigate this on ListOps by considering pretrained vs random models, where we only take the first X layers of the 12-layer pretrained model (i.e. for X=3, we use the first 3 layers of the pretrained GPT-2 model and perform classification from those hidden states). Additionally, to maximally highlight the importance of the pretrained parameters, we randomly initialize the input layer, and do not train the input or positional parameters. We first show results are finetuning the output layer and layernorm parameters, and then show only finetuning the output layer.

With finetuning layernorm. We first investigate this question with finetuning the layernorm parameters (i.e. we finetune only the output layer and the layernorm parameters). Results are shown in Table 11. Both models are unable to do well with only one layer, but the pretrained model performs significantly better than the random model at 2 layers, indicating that while the difference in performance at 12 layers is relatively small, there is a great benefit to using pretrained layers for when considering a small number of layers in that the tokens are “mixed” faster.

| Number of Layers | Pretrained | Random |
|------------------|------------|--------|
| 1                | 17%        | 17%    |
| 2                | 36%        | 16%    |
| 6                | 38%        | 35%    |

Table 11: Test accuracy on Listops while varying model depth and finetuning layernorm parameters. Pretrained layers “mix” the tokens faster, performing better at low model depths.

Without finetuning layernorm. We now investigate this question without finetuning the layernorm parameters, and only finetuning the output parameters, as in the reservoir computing setup in Section 3.9. Note this is equivalent to linear classification. This setting is the most challenging since all processing that is able to mix tokens is done by either random or pretrained parameters, and we are only able to train a linear layer on top of the output of the last token; as a result, the only token mixing that is done is performed entirely by the pretrained self-attention layers. Results are shown in Table 12. The random model does not do well even for a large number of layers, while the pretrained model can still do reasonably well, even though it requires more layers than before.

| Number of Layers | Pretrained | Random |
|------------------|------------|--------|
| 1                | 12%        | -      |
| 3                | 18%        | -      |
| 6                | 33%        | -      |
| 12               | 33%        | 17%    |
| 24               | -          | 17%    |

Table 12: Test accuracy on Listops while varying model depth and only training output parameters. Even for a large number of layers, the random model does not learn to perform well.

3.11 Can training more parameters improve performance?

Our focus in this work was primarily to investigate if and how efficient, general-purpose pretraining can transfer across modalities. However, for practical applications, it would naturally be more suited to choose a more specialized finetuning scheme or add more trainable parameters. In this section, we investigate additionally finetuning parameters with various methods, to see if frozen language transformers can serve as a practical base for future work.

We first investigate additionally finetuning the self-attention and feedforward layers, which were previously frozen. We simply add them to the list of parameters finetuned, without changing the
optimization or learning rate scheme, although this is suboptimal. Our results are shown in Table 13. Note that +Both is fully finetuning the 12-layer transformer (in other sections, we use full transformer to denote fully finetuning a transformer from scratch where the depth was tuned, whereas here the depth is fixed). We find that finetuning the feedforward layers can improve performance, which is similar to techniques used in prior work (Houlsby et al., 2019), but finetuning the attention layers can lead to divergence.

| Model | Memory | XOR | ListOps | MNIST | C10 | C10 LRA | Homology |
|-------|--------|-----|---------|-------|-----|--------|----------|
| FPT   | 100%   | 100%| 38.4%   | 98.0% | 68.2%| 38.6%  | 12.7%    |
| + Feedforward | 100% | 100%| 36.0%   | 98.3% | 76.6%| 38.2%  | 13.1%    |
| + Attention | 100%| 100%| 36.8%   | 89.0%†| 47.7%†| 23.0%  | 10.9%    |
| + Both | 100% | 100%| 35.8%   | 93.1%†| 32.9%| 21.0%  | 10.5%    |

Table 13: Additionally finetuning either the feedforward layers, attention layers, or both. We do not use a per-layer learning scheme/etc. †training diverged, number reported before divergence.

On CIFAR-10, we experiment with additionally finetuning the last attention layer, shown in Table 14. Generally we find smarter pretraining methods can yield better performance, so we are optimistic about the possibility of multimodal training/architectures improving performance in future work.

| Task          | Base (FPT) | + Finetuning All FF Layers | + Finetuning Last Attn Layer |
|---------------|------------|---------------------------|-----------------------------|
| CIFAR-10      | 68.2%      | 76.6%                     | 80.0%                       |

Table 14: Test accuracy on CIFAR-10 when finetuning additional parameters. In addition to FPT, if we finetune the feedforward layers and the last self-attention layer, we can achieve 80% accuracy.

3.12 Which parameters of the model are important to finetune?

We now run ablations for only finetuning select parameters to see which parameters are most sensitive. Note for all experiments (including the previous ones), we initialize the input layers as Gaussian if embeddings are used, or use an orthogonal initialization for linear layers; in particular, we find orthogonal initialization to be very important when input parameters are not trained. We highlight some results in Table 19; full results are shown on Page 16. Similar to a study of random CNNs by Frankle et al. (2020), we generally find the layer norm parameters to be most important.

| Task          | output only | + layernorm | + input | + positions |
|---------------|-------------|-------------|---------|-------------|
| Bit Memory    | 76%         | 94%         | 100%    | 100%        |
| Bit XOR       | 56%         | 98%         | 98%     | 100%        |
| ListOps       | 15%         | 36%         | 36%     | 38%         |
| MNIST         | 23%         | 96%         | 98%     | 98%         |
| CIFAR-10      | 25%         | 54%         | 60%     | 68%         |
| CIFAR-10 LRA  | 17%         | 39%         | 39%     | 39%         |
| Homology      | 2%          | 9%          | 10%     | 13%         |

Table 15: Ablation by successively adding certain parameters to the list of finetuned parameters for pretrained frozen transformers.

3.13 Is finetuning layer norm necessary for FPT to perform well?

While previously we showed performance gains with finetuning layer norm, we could instead consider only finetuning the input and output layers, treating the entire GPT model as a black box. We show results on CIFAR-10 in Table 16. The model performs worse; note accuracy is similar to not finetuning the positional embeddings (see Section 3.12). This suggests the internal modulation of the affine layer norm parameters help, possibly by about as much as finer positional information.
### 3.14 How well do the trends hold across other transformer models?

We also investigate how other transformer architectures perform when swapped out with GPT-2: BERT (Devlin et al., 2018), T5 (Raffel et al., 2019), and Longformer (Beltagy et al., 2020). For T5, we only use the encoder, and not the decoder. Our results are in Table 17. We find results to roughly hold across some architectures – with some differences – although T5 tends to be slightly worse than the other models. An interesting question for future work is whether subtle differences in architecture, pretraining objective, or dataset contribute to these differences.

| Task    | GPT-2 (FPT Default) | BERT | T5    | Longformer |
|---------|----------------------|------|-------|------------|
| ListOps | 38.4%                | 38.3%| 15.4% | 17.0%      |
| CIFAR-10| 68.2%                | 68.8%| 64.7% | 66.8%      |

Table 17: Test accuracy for frozen pretrained transformer variants (base model sizes).

### 4 Related Work and Discussion

#### 4.1 Transformers in multimodal settings

Transformers (Vaswani et al., 2017) were first used successfully for natural language processing (Radford et al., 2018; Devlin et al., 2018; Radford et al., 2019; Brown et al., 2020). In recent years, they have also been shown to be effective architectures for other modalities. One particular modality of interest is computer vision (Chen et al., 2020a; Touvron et al., 2020); in particular, Dosovitskiy et al. (2020) showed that transformers can outperform CNNs in the high-data regime on standard object recognition benchmarks such as ImageNet and CIFAR. Furthermore, transformers have also been used for prediction tasks over protein sequences (Jumper et al., 2021; Rao et al., 2021), reinforcement learning (Parisotto et al., 2020), and imitation learning (Abramson et al., 2020).

Work specifically tackling multimodal tasks include Kaiser et al. (2017), who showed a single model could learn a variety of multimodal tasks with an attention architecture. Recent work has utilized transformers for multimodal predictive tasks, such as images and text in ViLBERT (Lu et al., 2019) and CLIP (Radford et al., 2021); these approaches generally use two distinct transformers to embed images and text. Lu et al. (2020) applies ViLBERT to train a single model for a variety of combined vision and language tasks. Recent work from OpenAI (Goh et al., 2021) finds that some neurons learned by CLIP are activated by a particular semantic concept, regardless of if the concept is presented in language or picture form. Our work is most similar to DALL-E (Ramesh et al., 2021), which uses a single transformer to embed both the image and text modalities, which we consider to be generating a “universal latent space” that projects any type of input into a single latent space. Such a latent space would be useful for a model that could learn from many sources of supervision.

#### 4.2 Transformers in transfer settings

There are also many works looking at transformers specifically in the context of in-modality transfer, such as ViT for vision (Dosovitskiy et al., 2020), T5 for language (Raffel et al., 2019), and UDSMProt for protein sequences (Stroudhoff et al., 2020). CLIP (Radford et al., 2021) showed that training on text in addition to images could allow for zero-shot classification via providing downstream labels as text. Hernandez et al. (2021) do a thorough investigation of transfer with language pretraining, notably showing transfer from English to Python, which they consider to be reasonably distanced from English; many works have also looked at transferring from one language to another (Artetxe et al., 2019; Ponti et al., 2019). Similar to our work, Papadimitriou & Jurafsky (2020)
investigate transfer for LSTMs between modalities including code, different languages, and music, finding that pretraining on “non-linguistic data with latent structure” can transfer to language, finding grammatical structure in a modality to be important, although we generally investigate the other direction and explore more distanced modalities. Kiela et al. (2019) make similar observations for aligning representation spaces of language and vision. Li et al. (2020) pretrain on a referential communication game where an emergent learned language is used to transfer to NLP tasks. Wu et al. (2021) found explicitly pretraining computational primitives to transfer to mathematics tasks.

4.3 Pretraining and finetuning of transformer models

A common trend in deep learning models is to first train a large model on an unsupervised objective on a large dataset (Dai & Le, 2015; Radford et al., 2018) and then finetune on a small downstream dataset (e.g., by freezing the model and only finetuning the output layer). A common method used to finetune transformers are adapter networks (Rebuffi et al., 2017; Houlsby et al., 2019), which add a fully connected residual block for each unique downstream task and also finetune the layer norm parameters. For simplicity, we do not add the full adapter block but only train the layer norm parameters, reducing the number of parameters we consider. These techniques used are similar to prior approaches such as FiLM (Perez et al., 2018) and self-modulation (Chen et al., 2018). A recent direction of research has explored learning prompt templates for large models (Shin et al., 2020) that simply require forward passes over the transformer. Unlike these works, we consider finetuning on one modality (language) and finetuning on others, whereas prior work investigates finetuning on the same modality as the pretraining task. Another interesting related work, although not investigating transformers, by Frankle et al. (2020) find randomly initialized CNNs, which only train the batchnorm affine parameters, to work well on CIFAR-10. Their numbers are stronger than ours on CIFAR-10, but include significantly more inductive bias via a convolutional architecture, so the main takeaway is slightly more relevant towards image tasks rather than arbitrary sequences.

4.4 Self-attention layers as optimization steps

The nature of computation performed by self-attention layers has also been explored by other related works. Bai et al. (2019) show that a single transformer self-attention block can be trained to perform an optimization step towards finding a stationary point, representing the solution to the task. Ramsauer et al. (2020) show that the self-attention layer is a gradient step in a Hopfield network with a learning rate of 1, hinting that transformers are capable of storing and retrieving a large amount of patterns with an implicit energy function. An interesting discussion from Goyal & Bengio (2020) points out a connection in viewing the key-value queries used in attention as similar to function signatures in computer programming: the key maps the input to a type (e.g., float) and the value maps the input to its value (e.g., 3.14), and if the type matches the function signature, the function can be applied to the value – this may be particularly relevant when we consider using a single self-attention layer applied to different modalities, as the modality may be embedded in the type.

4.5 Global workspace theory

A common technique for evaluating the embeddings learned by an unsupervised model is to train a linear layer on top of the embeddings for a downstream task (Donahue et al., 2016; Oord et al., 2018; Chen et al., 2020b), which is reasonable when you finetune on the same modality as the pretrained one. However, when finetuning on a different modality, as in our setting, we have to reframe this notion of generalizable embedding quality – instead of only finetuning the output layer, we also want to finetune the input layer, and instead evaluate the ability of the frozen intermediate model to perform generalizable computation. This is reminiscent of Global Workspace Theory (Baars, 1993), which revolves around the notion that there is a “blackboard” that different parts of the brain send data to; we might consider the frozen language model as being a blackboard in this setting. Language might also be a natural choice of model for this blackboard, as there are hypotheses that language may serve as a good multipurpose high-level representation for cognitive behavior and conscious planning (Andreas et al., 2017; Goyal & Bengio, 2020).
4.6 Reservoir computing

Similarly to the FPT setup and Global Workspace Theory, in reservoir computing (Tanaka et al., 2019) and echo state networks (Jaeger, 2001; Jaeger & Haas, 2004), a random recurrent network is frozen and only the output readout layer is trained. These models are very fast to train, using a similar setup as in Section 3.9 because the activations of the recurrent network can be cached and it is unnecessary to backpropagate over time. Somewhat differently to the FPT architecture, echo state networks are recurrent and thus feed back into themselves, which allows the outputs of the random frozen network to modulate future inputs. Unlike echo state networks, we also notably finetune the input and positional embeddings, which allow the inputs to the frozen network to adapt to a particular modality/or a query to the frozen network to be learned. Echo state networks are also similar to the perspective of self-attention applying a data-dependent filter to the inputs, as opposed to 1D convolutions, which are fixed filters regardless of the input modality.

5 Conclusion

We proposed transferring a pretrained transformer language model for downstream tasks in non-language modalities. Through extensive empirical evaluation, we showed that these models could achieve performance competitive with transformers fully trained on the downstream task without having to finetune the self-attention and feedforward layers, relying solely on frozen parameters from the language model to perform the bulk of the computation.

We believe this work can serve as the foundation for future work investigating transfer between modalities. In future, we are interested in investigating the use of other data-rich modalities (e.g., vision) or a hybrid of multiple domains being used to provide the necessary substrate for pretraining a universal computational engine. It would also be interesting to explore frozen pretrained models for tasks beyond predictive modeling, such as reinforcement learning (Abramson et al., 2020).

We note that a limitation of our analysis in that we analyze specific models on a restricted set of tasks. More investigation can highlight whether or not similar behavior occurs for other models on other tasks. For instance, in Section 3.14, we find the architecture can have a significant impact on results. As training regimes for these models evolve, performing similar experiments may yield different results, and we are excited for more research in this direction.

For high stakes applications in the real-world, there are potential concerns with transfer of harmful biases from one modality to one another using pretrained transformer models trained on vast quantities of unlabeled, uncurated datasets (Sheng et al., 2019; Bender et al., 2021). Mitigating these biases is an active area of research (Grover et al., 2019; Choi et al., 2020). Conversely, there are also potential upsides with FPT models being able to better exploit representative datasets from one or more modalities, which merit future investigation as well.
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Parameter ablations for pretrained models

| Task         | output only | output + input | output + positions | output + layernorm |
|--------------|-------------|----------------|--------------------|--------------------|
| Bit Memory   | 76%         | 98%            | 93%                | 94%                |
| Bit XOR      | 56%         | 72%            | 84%                | 98%                |
| ListOps      | 15%         | 17%            | 35%                | 36%                |
| MNIST        | 23%         | 85%            | 93%                | 96%                |
| CIFAR-10     | 25%         | 53%            | 38%                | 54%                |
| CIFAR-10 LRA | 17%         | 22%            | 30%                | 39%                |
| Homology     | 2%          | 8%             | 8%                 | 9%                 |

Table 18: Ablation by only finetuning individual types of parameters for pretrained frozen transformers. We bold the most important parameter (measured by highest test accuracy) for each task.

| Task         | output only | + layernorm | + input | + positions |
|--------------|-------------|-------------|---------|-------------|
| Bit Memory   | 76%         | 94%         | 100%    | 100%        |
| Bit XOR      | 56%         | 98%         | 98%     | 100%        |
| ListOps      | 15%         | 36%         | 36%     | 38%         |
| MNIST        | 23%         | 96%         | 98%     | 98%         |
| CIFAR-10     | 25%         | 54%         | 60%     | 68%         |
| CIFAR-10 LRA | 17%         | 39%         | 39%     | 39%         |
| Homology     | 2%          | 9%          | 10%     | 13%         |

Table 19: Ablation by successively adding certain parameters to the list of finetuned parameters for pretrained frozen transformers.

Parameter ablations for random models

| Task         | output only | output + input | output + positions | output + layernorm |
|--------------|-------------|----------------|--------------------|--------------------|
| Bit Memory   | 75%         | 75%            | 75%                | 75%                |
| Bit XOR      | 50%         | 51%            | 59%                | 100%               |
| ListOps      | 17%         | 17%            | 18%                | 35%                |
| MNIST        | 25%         | 28%            | 34%                | 83%                |
| CIFAR-10     | 20%         | 24%            | 21%                | 46%                |
| CIFAR-10 LRA | 11%         | 16%            | 12%                | 34%                |
| Homology     | 2%          | 2%             | 6%                 | 9%                 |

Table 20: Finetuning individual types of parameters for random frozen transformers.

| Task         | output only | + layernorm | + input | + positions |
|--------------|-------------|-------------|---------|-------------|
| Bit Memory   | 75%         | 75%         | 75%     | 76%         |
| Bit XOR      | 50%         | 100%        | 100%    | 100%        |
| ListOps      | 17%         | 35%         | 36%     | 37%         |
| MNIST        | 25%         | 83%         | 92%     | 92%         |
| CIFAR-10     | 20%         | 46%         | 56%     | 62%         |
| CIFAR-10 LRA | 11%         | 34%         | 36%     | 36%         |
| Homology     | 2%          | 9%          | 9%      | 9%          |

Table 21: Ablation by successively adding certain parameters to the list of finetuned parameters for random frozen transformers.
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### A Summary of arXiv Updates

We summarize changes made in updated versions:

- **v1.** (9 Mar 2021) Original release.
- **v2.** (30 June 2021) Updated Section 3.3 with more analysis of the frozen LSTM architecture and additional experimental details. Added new Section 3.10 discussing model depth and token mixing, new results in Section 3.11 discussing how different freezing strategies can improve performance, and attention mask visualization for random frozen transformer to Section 3.5. Included more details about experiments and hyperparameters, and added some new citations (notably [Wu et al. (2021)] for related LIME work and [Frankle et al. (2020)] for similar frozen analysis for CNNs). Github was also updated to include LSTM architecture, vision pretrained, and remote homology tasks. Minor writing updates.

### B Background on Transformers

In this section, we give a description of the transformer architecture used in our experiments, namely the GPT-2 architecture ([Radford et al.](2019)).

#### B.1 Self-Attention

The main subcomponent of the transformer architecture is the self-attention layer, which takes in \( l \) input tokens and outputs \( l \) output tokens, both of dimension \( n_{\text{dim}} \). Each input token \( x_i \) is mapped by linear transformations \( Q, K, \) and \( V \) — denoting query, key, and values, respectively — into \( q_i, k_i, \) and \( v_i \). Both \( q_i \) and \( k_i \) have dimension \( d_k \), and \( v_i \) has dimension \( d_v \). To generate the output token \( y_i \), dot products are calculated between query \( q_i \) and keys \( k_j \), and fed into a softmax operation to generate weights \( w_i \in [0, 1] \) (in practice, a scaling temperature factor of \( \frac{1}{\sqrt{d_k}} \) is used to reduce the sharpness of the softmax). Then, the weights are used to generate \( y_i \) as a weighted sum of all the values, i.e.:

\[
y_i = \sum_{j=1}^{l} \frac{\exp(q_i^\top k_j)}{\sum_{k=1}^{l} \exp(q_i^\top k_k)} v_j
\]

This is extended to *multi-head* attention over \( n_{\text{heads}} \) heads by doing the above procedure \( n_{\text{heads}} \) times, and then concatenating. To recover the original dimension the concatenated vector (of dimension \( d_v n_{\text{heads}} \)) is multiplied by a projection matrix \( W_{\text{proj}} \in \mathbb{R}^{d_v n_{\text{heads}} \times n_{\text{dim}}} \).

GPT-2 applies a causal mask to its inputs, i.e. the output token \( i \) is only allowed to attend to the input tokens \( j \leq i \), which changes the upper bounds of the sums in Equation (1) to \( i \) instead of \( l \). This allows for unsupervised pretraining methods like language modeling (see Appendix [4.4]).

A residual connection is used to connect the inputs with the outputs of the attention layer. Then, in the rest of the transformer block, a two-layer MLP is used, conventionally projecting the dimension upwards to \( 4 \cdot n_{\text{dim}} \) for the inner dimension and using the GELU activation function ([Hendrycks & Gimpel](2016)). Another residual connection is used to connect the outputs of the MLP with the previous outputs of the attention layer.

This forms the basis of the transformer block. As it preserves the dimension \( n_{\text{dim}} \), multiple blocks can be learned and stacked on top of each other \( n_{\text{layers}} \) times, before feeding the final hidden states to the output layer. In our work, we only use the output of the last hidden state for classification, although in principle other methods are reasonable.

#### B.2 Positional Embeddings

As the self-attention blocks are permutation-invariant, in order to capture positional information about sequences, positional embeddings are learned. For each position \( i \in (1, \ldots, \text{max_len}) \), a vector \( p_i \) is learned. At the front of the transformer, before feeding in the inputs \( x_i \) into the self-attention blocks, the positional embeddings are added to the input embeddings as \( x_i := x_i + p_i \).
B.3 Layer Norm

Layer norm (Ba et al., 2016) is frequently used in recurrent and transformer architectures as a means of normalizing the activations. In particular, for the activations of training example $x$ of dimension $n_{\text{dim}}$, it normalizes by the mean and variance over the features:

$$
\tilde{y}_i = x_i - \text{mean}(\{x_j\}_{j=1}^{n_{\text{dim}}}) / \text{std}(\{x_j\}_{j=1}^{n_{\text{dim}}})
$$

(2)

Then, affine scale and shift parameters each of dimension $n_{\text{dim}} - \gamma$ and $\beta$, respectively, are learned to generate the outputs $y$.

$$
y_i = \gamma_i \tilde{y}_i + \beta_i
$$

(3)

Layer norm is applied twice per self-attention block: once before the attention layer and once before the MLP. As a result, a total of $4 \cdot n_{\text{layers}} \cdot n_{\text{dim}}$ layer norm parameters are learned.

B.4 Pretraining Objective

GPT-2 is pretrained on an retrogressive language modeling objective optimizing for parameters which maximize the log-likelihood of the data: $\max_\theta E[\log p_\theta(x)]$. GPT-2 models sequences autoregressively, factorizing the probability distribution $p(x) = p(x_1, \ldots, x_l)$ via chain rule as:

$$
p(x) = \prod_{i=1}^{l} p(x_i|x_{i-1}, \ldots, x_1)
$$

(4)

For the language domain, this objective can be interpreted as “given the previous $i - 1$ words of a sentence, predict the next word”.

B.5 Model Sizes

The model sizes from Section 3.7 are as follows:

| Model Size      | $n_{\text{layers}}$ | $n_{\text{dim}}$ | $n_{\text{heads}}$ | # Parameters |
|-----------------|----------------------|-------------------|---------------------|--------------|
| Small (Base)    | 12                   | 768               | 12                  | 117M         |
| Medium          | 24                   | 1024              | 16                  | 345M         |
| Large           | 36                   | 1280              | 20                  | 774M         |

Table 22: Hyperparameters for architectures for larger model sizes.

The hyperparameters for the experiments with other architectures (Vision Transformer, BERT, Longformer, T5) are the same as for the base model size shown above.

C Experimental Details

We use implementations of and pretrained models from the Huggingface Transformers library (Wolf et al., 2020). We train all models using the Adam (Kingma & Ba, 2014) optimizer following Pytorch (Paszke et al., 2019) defaults. For all transformer models, we use a learning rate of $10^{-3}$ without learning rate scheduling. For the remote homology task only, we use a learning rate of $10^{-4}$ as we found it to give better performance than $10^{-3}$. We generally use the largest batch size that fits on an RTX 2080 Ti graphics card, somewhere between 2 and 16, without gradient accumulation. Note that except for the remote homology task, we did not tune the FPT hyperparameters. For all LSTMs, we use a lower learning rate of $3 \times 10^{-4}$ and the same batch sizes as transformers of the same size. Models are trained to convergence and evaluated on a heldout test set.
D Details by Table

For clarity, we explicitly write out finer details for some experiment sections where numbers can represent different model types.

D.1 Can pretrained language models transfer to different modalities?

This section refers to Table 1 in Section 3.1

Bit Memory

1. FPT: 12-layer base size FPT model (finetuning input, output, position, and layernorm params).
2. Full: 12-layer base size GPT-2 model (training all params).
3. LSTM: 3-layer, 768 hidden dimension LSTM model (training all params).

Bit XOR

1. FPT: 12-layer base size FPT model (finetuning input, output, position, and layernorm params).
2. Full: 12-layer base size GPT-2 model (training all params).
3. LSTM: 3-layer, 768 hidden dimension LSTM model (training all params).

ListOps

1. FPT: 12-layer base size FPT model (finetuning input, output, position, and layernorm params).
2. Full: number reported from [Tay et al. 2020] (3-layer vanilla transformer).
3. LSTM: 3-layer, 768 hidden dimension LSTM model (training all params).

CIFAR-10

1. FPT: 36-layer large size FPT model (finetuning input, output, position, and layernorm params).
2. Full: 3-layer, 768 hidden dimension GPT-2 model (training all params).
3. LSTM: 3-layer, 768 hidden dimension LSTM model (training all params).

CIFAR-10 LRA

1. FPT: 12-layer base size FPT model (finetuning input, output, position, and layernorm params).
2. Full: number reported from [Tay et al. 2020] (3-layer vanilla transformer).
3. LSTM: 3-layer, 768 hidden dimension LSTM model (training all params).

Remote Homology

1. FPT: 12-layer base size FPT model (finetuning input, output, position, and layernorm params).
2. Full: number reported from [Rao et al. 2019] (12-layer, 512 hidden dimension vanilla transformer).
3. LSTM: 3-layer, 768 hidden dimension LSTM model (training all params).
D.2 What is the importance of the pretraining modality?

This section refers to Table 2 in Section 3.2

All tasks

1. FPT: 12-layer base size FPT model (finetuning input, output, position, and layernorm params). This differs from Table 1 in Section 3.1 only in the CIFAR-10 model size.

2. Random: 12-layer randomly initialized (default scheme) base size GPT-2 model (training input, output, position, and layernorm params).

3. Bit: 12-layer base size GPT-2 model (finetuning input, output, position, and layernorm params), after first being fully finetuned on Bit Memory following default random initialization.

4. ViT: 12-layer, 768 hidden dimension base size ViT model (finetuning input, output, position, and layernorm params), pretrained on 224 × 224 ImageNet-21k with a patch size of 16. (vit_base_patch16_224 from the timm Pytorch library [Wightman, 2019]). We reinitialize the input layer from scratch to match each task, and do not use a CLS token or an MLP as the output network – instead using a linear layer from the last token – matching the protocol for the other methods.

D.3 How important is the transformer architecture compared to LSTM architecture?

The following refer to Section 3.3 in Table 3

All tasks

1. Trans: 12-layer randomly initialized (default scheme) base size GPT-2 model (training input, output, and layernorm params). Note: same as “Random” in Table 2 in Section 3.2

2. LSTM: 3-layer, 768 hidden dimension “standard” LSTM (training input, output, and layernorm params). Does not have residual connections or positional embeddings.

3. LSTM*: 12-layer, 768 hidden dimension LSTM (training input, output, position, and layernorm params).

Table 4

All tasks

1. 12: 12-layer, 768 hidden dimension “standard” LSTM (training input, output, and layernorm params).

2. 3: 3-layer, 768 hidden dimension “standard” LSTM (training input, output, and layernorm params).

Table 5

All tasks

1. 12-layer LSTM: 12-layer, 768 hidden dimension “standard” LSTM (training input, output, and layernorm params). Note: same as “12” in Table 4 in Section 3.3

2. + Residual Connections: 12-layer, 768 hidden dimension LSTM with residual connections (training input, output, and layernorm params).

3. + Positional Embeddings: 12-layer, 768 hidden dimension LSTM with residual connections and positional embeddings (training input, output, position, and layernorm params). Note: same as “LSTM*” in Table 3 in Section 3.3
D.4 Does language pretraining improve compute efficiency over random initialization?

This section refers to Table 6 in Section 3.4.

All tasks

1. FPT: 12-layer base size FPT model (finetuning input, output, position, and layernorm params). Note: same models as “FPT” in Table 2 Section 3.2

2. Random: 12-layer randomly initialized (default scheme) base size GPT-2 model (training input, output, position, and layernorm params). Note: same models as “Random” in Table 2 Section 3.2