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Abstract

Nanoscale secondary ion mass spectrometry (nanoSIMS) and fluorescence in situ hybridization (FISH) microscopy provide high-resolution, multimodal image representations of the identity and cell activity respectively of targeted microbial communities in microbiological research. Despite its importance to microbiologists, multimodal registration of FISH and nanoSIMS images is challenging given the morphological distortion and background noise in both images. In this study, we use convolutional neural networks (CNNs) for multiscale feature extraction, shape context for computation of the minimum transformation cost feature matching and the thin-plate spline (TPS) model for multimodal registration of the FISH and nanoSIMS images. Registration accuracy was quantitatively assessed against manually registered images, at both, the pixel and structural levels using standard metrics. Although all six tested CNN models performed well, ResNet18 was observed to outperform VGG16, VGG19, GoogLeNet and ShuffleNet and ResNet101 based on most metrics. This study demonstrates the utility of CNNs in the registration of multimodal images with significant background noise and morphology distortion. We also show aggregate shape, preserved by binarization, to be a robust feature for registering multimodal microbiology-related images.
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Introduction

Nanoscale secondary ion mass spectrometry (nanoSIMS) is a powerful tool to quantify elemental distribution at nanometer-scale resolution (1). Combining nanoSIMS imaging with fluorescence in situ hybridization (FISH) microscopy allows one to study microbial activity and correlate it with the identity of cells (2). However, the nanoSIMS and FISH images display unequal magnification and distortion. Several image registration algorithms exploit geometrical information to align the input images (3). Notably, feature-based registration methods rely on point- or shape-based correspondences between two images where the features, such as corners or contours of structures, are either derived automatically from the underlying image or from markers with known positions. Once the corresponding points are selected, their locations in the two images are used to reconstruct a spatial transformation (4, 5). In contrast, in intensity-based methods, only pixel intensity values, instead of specific features, are considered to determine the spatial transformation.

Deep learning has been increasingly recognized as a powerful toolbox for multimodal image registration, especially in medical imaging (6, 7) and remote sensing (8, 9). The convolutional neural network (CNN) is a widely used deep neural network (DNN) architecture comprising of convolutional layers, max-pooling layers and a softmax layer, in addition to problem-specific layers. The CNN has been used extensively for feature extraction in image classification (10, 11), image segmentation (12, 13) and image registration (14, 15) tasks, and several variants of the CNN architecture have been proposed for multimodal image registration (6, 16, 17). In the past decade, CNNs have been shown to be very successful in solving biomedical multimodal image registration problems (18-21). Notably, several CNN
architectures have won awards in international competitions such as the ImageNet Large Scale Visual Recognition Challenge (ILSVRC), for example GoogLeNet (ILSVRC 2014 winner) (22) and VGG16 (ILSVRC 2014 runner up) (23). Additionally, one can easily leverage existing, CNN architectures that are well recognized for their high accuracy and speed in image classification and feature extraction, with pretrained weights derived from the several million training images in the ImageNet database (http://www.image-net.org). Although images of neither microorganisms nor microbial aggregates are available in the ImageNet database, deep CNN architectures that are pre-trained on ImageNet are excellent at general image feature extraction. To the best of our knowledge, this is the first documented application of deep CNN models to extract features from and subsequently register multimodal microbial images. Here, we present an automated scheme to register FISH and nanoSIMS images using multiple CNN models. The convolutional feature map is extracted at multiple image resolutions and used for feature point selection. Shape context is used to identify matched features and the thin-plate spline (TPS) model is employed to register the FISH and nanoSIMS images by computing a transformation matrix. The results using the different CNNs, feature matching approaches and transformation computation and registration methods are compared and discussed.

**Methods**

FISH and nanoSIMS images were acquired by McGlynn et al. (24). Image analysis and registration accuracy measurement methods with manual image alignment are described in (24). In this work, both raw RGB images and their binarized versions were used. The computational workflow for the multimodal registration scheme is depicted in Fig. 1. Briefly, the input images were preprocessed to remove background noise and then fed to selected CNN models with pretrained weights. Features were then extracted at desired predetermined layer depths (scales) using the selected CNN models. A subset
of the extracted features was selected and further constrained to generate a 2-D array of matched feature points using *shape context* and *bipartite graph matching* algorithms. Finally, the matched feature points were used for image transformation computation and image registration using the TPS model. Quantitative registration accuracy metrics such as the *root mean squared error* (RMSE), *structural similarity index* (SSIM), and *average absolute intensity difference* (AAID) were computed at both, the pixel and structural levels. The details of each workflow stage are explained in the following subsections.

**Fig. 1.** Workflow for multimodal registration of FISH and nanoSIMS images. Use grayscale image in print.
**Non-rigid registration using a CNN**

CNN architectures *ShuffleNet* (25), *GoogLeNet* (22), *ResNet-18* and *ResNet-101* (26), and *VGG16* and *VGG19* (23) were used in this study, with pretrained weights derived from the several million training images in the ImageNet database (http://www.image-net.org). Input images to the CNN were either raw RGB or preprocessed binary FISH and nanoSIMS images (see supplement A1). All input images were rescaled to a size of 224×224 pixels and fed through the convolutional layers. Feature points were extracted from the FISH and nanoSIMS images at multiple CNN layers and used for multimodal registration via TPS interpolation.

*Feature points extraction and matching*

Features were extracted from the final layer of each individual module in the CNN architecture starting with a layer size of 28×28, and proceeding to 14×14 and 7×7, as indicated in Figs. S2 – S7. The selection of convolutional layers was heuristic and aimed to include both high- and low-level features. The feature map obtained from each layer was normalized by applying the transformation \( z = (x - \mu) / \sigma \), where the feature points \( x \) in each feature map are assumed to be normally distributed with mean \( \mu \) and standard deviation \( \sigma \). Next, we generated the feature distance map by computing the symmetric matrix of pairwise feature distance values. We concatenated the feature distance maps from each layer to yield a single feature distance map for each FISH and nanoSIMS image pair. We then processed the concatenated feature distance map by selecting the smallest value from each row and using the match threshold to select the top 20% matched points.

*Shape context*

After selecting the preliminary matching features, we used *shape context* to determine the matching that minimizes a transformation cost function that quantifies shape similarity based on the
neighborhood structure of a feature point on a shape contour. The shape context at feature point \( p_i \) is defined as a histogram \( h_i \) of the relative coordinates \( q \) of the remaining \( n - 1 \) feature points (27):

\[
h_i(k) = \#\{q \neq p_i : |(q - p_i)| \in \text{bin}(k)\}
\]

Eq. 1

where the bins uniformly divide the log-polar space. To obtain a shape context descriptor, we computed the distance values between points in the matched feature map and normalized them by the mean. Next, we computed the shape context descriptor by directly counting the points within each radial and angular region as previously assigned.

**Bipartite graph matching**

Consider minimizing the total cost of matching given by

\[
H(\pi) = \sum_i C(p_i, q_{\pi(i)})
\]

Eq. 2

where \( \pi \) denotes a permutation, and \( C \) is the cost function defined as

\[
C_{i,j} = 1/2 \sum_{k=1}^{K} \frac{(h_i(k)-h_j(k))^2}{h_i(k)+h_j(k)},
\]

where \( h_i \) and \( h_j \) are the obtained shape context descriptors (normalized \( k \)-bin histograms) for the matched feature points \( p_i \) and \( q_j \) on the FISH and nanoSIMS images, respectively. The resulting weighted bipartite graph matching problem based on \( H(\pi) \) was solved using the efficient Jonker-Volgenant algorithm (28). Finally, we computed the Euclidian distance between each matched feature pair and only retained the matches that fall between the 25% and 75% quantile as inliers. The values of the matching threshold were chosen based on trial and error.

**Transformation and Registration**

Given a finite set of point correspondences between two shapes, image transformation and registration function \( T : \mathbb{R}^2 \rightarrow \mathbb{R}^2 \) can be realized using the TPS model (29) which performs non-rigid registration or alignment of deformed images. The underlying transformation was modeled as a radial-basis function where the foreground pixels of the moving image deform under the influence of the control points \( p_i, \ i = 1, \ldots, n \).
**Similarity registration**

Similarity registration was used as a comparison to our proposed non-rigid, TPS-based registration scheme. Using the features extracted from CNN models, similarity registration allows for alignment of images via a combination of translation, rotation, and scaling parameters (30, 31).

**Comparison to a state-of-art registration method and non-CNN feature extraction methods**

A state-of-art registration scheme, termed as the CoMIR (Contrastive Multimodal Image Representations) method proposed by Pielawski et al., 2021 (40) was implemented in this study for comparison, following the directions from GitHub repository ([https://github.com/MIDA-group/CoMIR](https://github.com/MIDA-group/CoMIR)). The CoMIR approach showed outstanding performance in the registration of remote sensing images and biomedical images, outperforming several other state-of-the-art image registration methods. To further evaluate the performance of our CNN-based methods, we also implemented and evaluated a variety of non-CNN-based feature extraction methods such as SURF (Speeded Up Robust Features, Bay et al. 2008(35)), KAZE (Alcantarilla et al. 2012(36)), BRISK (Binary Robust Invariant Scalable Keypoints, Leutenegger et al. 2011(37)), Harris (Harris et al. 1988(38)), and FAST (Features from Accelerated Segment Test, Rosten et al. 2005(39)) features (Fig. S15 and Fig. S16). SURF is a similarity-invariant, fast and robust algorithm for local feature extraction (35). KAZE is a scale- and rotation-invariant, fast multiscale feature detection and description approach for nonlinear scale spaces (36). BRISK is a scale- and rotation-invariant, fast feature point extraction algorithm (37). In contrast, Harris (38) and FAST (39) are corner detection algorithms commonly used to extract corner-like features in an image.

**Quantitative image registration assessment**

Automated registration was compared to manually registered images (the ground truth). Three different error metrics were employed to assess registration accuracy at the pixel and structural levels: *root mean squared error* (RMSE), *structural similarity index* (SSIM), and *average absolute intensity*
difference (AAID). RMSE quantifies the difference between registered images \((\hat{y}, y)\) by computing the square root of the mean square error of pixel values over RGB channels between two images (38):

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{N} (\hat{y}_i - y_i)^2}{N}} \tag{Eq. 3}
\]

SSIM measures the perceived similarity in structural information between two images and entails computing a weighted combination of the luminance index \(l\), the contrast index \(c\) and the structural index \(s\) (39):

\[
SSIM = [l(\hat{y}, y)]^\alpha [c(\hat{y}, y)]^\beta [s(\hat{y}, y)]^\gamma \tag{Eq. 4}
\]

with \(l(\hat{y}, y) = \frac{2\mu_{\hat{y}}\mu_y + c_1}{\mu_{\hat{y}}^2 + \mu_y^2 + c_1}\), \(c(\hat{y}, y) = \frac{2\sigma_{\hat{y}}\sigma_y + c_2}{\sigma_{\hat{y}}^2 + \sigma_y^2 + c_2}\), and \(s(\hat{y}, y) = \frac{\sigma_{\hat{y}y} + c_3}{\sigma_{\hat{y}}\sigma_y + c_3}\), where \(\mu_{\hat{y}}, \mu_y\) are the local means; \(\sigma_{\hat{y}}, \sigma_y\) the standard deviations; and \(\sigma_{\hat{y}y}\) the cross-covariance for images \(\hat{y}\) and \(y\), respectively. The weights \(\alpha, \beta\) and \(\gamma\) were set to 1.

The AAID metric is based on the absolute intensity difference between two images (32):

\[
AAID = \frac{1}{MNQ} \sum_{i=1}^{M} \sum_{j=1}^{N} \sum_{k=1}^{Q} |\hat{y}_{i,j,k} - y_{i,j,k}| \tag{Eq. 5}
\]

where \(M, N\), and \(Q\) represent the dimension of images.

Smaller RMSE and AAID values represent a better registration result, whereas SSIM is larger for better aligned images.

**Results and Discussion**

Visual (Figs. 2 and 3) and quantitative (Table 1) comparison of our results with manually registered images shows good agreement, signifying the advantages of the automated registration. Image preprocessing with binary thresholding (see Supplemental A1) significantly improved the accuracy of image registration compared to RGB images (left panels in Figs. 2 and 3). Binarization yielded substantially better results than when analyzing the raw RGB images (Table 1), i.e., the pixel differences in RMSE and AAID were very small (TPS registration, Table 1), whereas the SSIM index was \(> 0.8\) for
a significantly deformed FISH image and > 0.78 for a deformed FISH image with multiple components (TPS registration). This shows that the aggregate shape, which is deformed but consistent between image modalities, is critical. The addition of intra-aggregate features, which may differ between the FISH and nanoSIMS images, results in deterioration of the registration results (Figs. 4 and 5). It is also noted that residual component(s) in the FISH and nanoSIMS images outside the region of interest (ROI) did not match well even after exhaustive trial and error iterations (see binary images in Figs. 2 and 3).

However, mismatches between small components due to the binarization preprocessing did not impact registration of our microbial aggregate images. Although a dominant object exists in the image examined (Fig. 5), there is no need to first remove other smaller components in the two images before proceeding to align them. This is largely due to the observation that features extracted using the CNNs were mostly found to be from the dominant object in the image (Fig. 5).

Our results show that TPS-based registration outperforms registration based on similarity metrics (Figs. 2 and 3). With radial basis functions, TPS-based registration is capable of locally transforming and warping the target FISH image onto the nanoSIMS image. In contrast, similarity-based registration entails only global linear transformations, i.e., rotation, scaling, and translation (33), leading to significant disparity in registration results between TPS-based and similarity-based registration (Fig. 2). While computationally more intensive, TPS-based registration introduces smooth, elastic deformations, producing a reasonably well-aligned image even for a significantly deformed FISH image (Fig. 2). This finding is consistent with the reported high accuracy and robustness of TPS in data interpolation and image registration (34).

Although there are no images of microorganisms or microbial aggregates in the ImageNet database, our results indicate that all six CNN models yield high registration accuracy at both, the pixel and structural levels (Figs. 2 and 3, Table 1). The analysis of a significantly deformed image (Fig. 2), and
a deformed image with multiple components (Fig. 3) revealed that, in general, features identified by ResNet and ShuffleNet were more complex than their VGG and GoogLeNet counterparts (Figs. S8 and S10), potentially contributing to slightly better registration results for a significantly deformed FISH image (Fig. 2 and Table 1). Moreover, CNN models also performed well in more complicated scenarios comprising of a deformed FISH image with multiple components (Fig. 3).

**Fig. 2.** Registration of a significantly deformed FISH image and nanoSIMS image using binary (left) and RGB (right) images as input with TPS-based (upper two panels) and similarity-based (lower two panels) schemes. Use grayscale image in print.
Fig. 3. Registration of a deformed FISH image with multiple components and nanoSIMS image using binary (left) and RGB (right) images as input with TPS-based (upper two panels) and similarity-based (lower two panels) schemes. Use grayscale image in print.

Fig. 4. Feature mapping after final thresholding during registration of a significantly deformed FISH image and nanoSIMS image using binary (upper two panels) and RGB inputs (lower two panels). Use grayscale image in print.
**Fig. 5.** Feature mapping after final thresholding during registration of a deformed FISH image with multiple components and nanoSIMS image using binary (upper two panels) and RGB inputs (lower two panels). Use grayscale image in print.
Table 1. Image registration accuracy for a significantly deformed FISH image and a deformed FISH image with multiple components. RMSE and AAID is smaller when the registration result is better, whereas SSIM is higher for a better aligned image. Best performance measures when compared across CNNs are highlighted in gray. Best performance for registration and CNN for a given image type are in bold. Best performance for each aggregate is indicated in red.

|                | Significantly deformed |   | Deformed with multiple components |   |
|----------------|------------------------|---|----------------------------------|---|
|                | Similarity | TPS | Similarity | TPS | Similarity | TPS | Similarity | TPS | Similarity | TPS |
|                | RMSE | AAID | SSIM | RMSE | AAID | SSIM | RMSE | AAID | SSIM | RMSE | AAID | SSIM | RMSE | AAID | SSIM |
| GoogLeNet      | 19.26 | 6.41 | 0.83 | 19.48 | 2.68 | 0.82 | 75.05 | 60.91 | 0.20 | 71.03 | 11.40 | 0.48 | 38.69 | 2.50 | 0.75 |
| ResNet101      | 19.66 | 4.93 | 0.81 | 13.97 | 1.66 | 0.88 | 75.07 | 63.37 | 0.21 | 49.53 | 19.77 | 0.53 | 38.78 | 2.56 | 0.74 |
| ResNet18       | 25.01 | 8.66 | 0.75 | 12.44 | 1.67 | 0.89 | 54.80 | 32.06 | 0.51 | 32.45 | 6.65 | 0.70 | 43.34 | 3.09 | 0.71 |
| ShuffleNet     | 15.52 | 4.68 | 0.85 | 13.23 | 1.83 | 0.88 | 54.80 | 33.93 | 0.48 | 44.70 | 9.36 | 0.62 | 40.97 | 3.20 | 0.72 |
| VGG16          | 39.04 | 17.75 | 0.67 | 14.38 | 2.25 | 0.87 | 66.49 | 51.63 | 0.24 | 45.74 | 10.59 | 0.60 | 41.47 | 3.41 | 0.72 |
| VGG19          | 15.68 | 4.40 | 0.86 | 19.84 | 2.10 | 0.81 | 67.67 | 51.45 | 0.23 | 54.67 | 23.39 | 0.53 | 41.08 | 3.17 | 0.73 |

For validation purposes, we first compared our CNN-based methods to other well-recognized standard feature extraction methods SURF, KAZE, BRISK, Harris and FAST. None of them produced satisfactory results in our tests, which include registration of a modestly deformed (upper panel in Fig. S15), a significantly deformed (middle panel in Fig. S15), and a multiple-component deformed (lower panel in Fig. S15) FISH image with a nanoSIMS image. With RGB images as input, all standard feature extraction methods failed completely to register the FISH images with the nanoSIMS image due to the inherent shortcomings of the extracted and matched features.

To assess the quality of our CNN-based implementation, we compared it with the results of the state-of-the-art CoMIR method (40). Here we registered three distinct types of deformed FISH images: a moderately deformed FISH image (Fig. 6A), significantly deformed FISH image (Fig. 6B), and multiple-component deformed FISH image (Fig. 6C). CoMIR registered the FISH images with nanoSIMS images with high accuracy. Our proposed CNN-based methods performed comparably to the state-of-the-art CoMIR method, while significantly outperforming the rigid registration methods.
Fig. 6. Comparison of state-of-art method to our proposed CNN models. Image registration accuracy for a moderately deformed FISH image (A), significantly deformed FISH image (B), and deformed with multiple components (C): RMSE (upper panel), AAID (middle panel), and SSIM (lower panel). RMSE and AAID are smaller when the registration result is better, whereas SSIM is higher for a better aligned image. Use grayscale image in print.
Conclusion

Our proposed workflow employed advanced CNN models to successfully extract shared feature points in FISH and nanoSIMS images for multimodal image registration. CNN-derived, feature-based non-rigid TPS registration methods significantly outperformed conventional similarity-based rigid registration methods, and produced registration results that were very comparable to those of the state-of-art method CoMIR method. We tested six CNN models using TPS-based non-rigid registration for different FISH and nanoSIMS images. The differences between the registration results obtained from the different CNN models considered in this study were minor. We demonstrated that image preprocessing with binarization is critical for final image registration and aggregate shape is a robust feature for microbiology-derived images such as FISH and nanoSIMS images. This may be largely owing to the significant differences in intra-aggregate patterns between the FISH and nanoSIMS images, leading to poor registration performance when using raw RGB images as input. It is also noted that images with significant background noise (non-ROI components) that cannot be easily removed via simple thresholding and binarization still pose a significant challenge. This highlights the importance of preserving aggregate morphology and reducing background noise in images with multiple aggregates.
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