Structural complementarity and similarity: linking relational principles to network structure
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Abstract

Similarity is one of the most important relational principles shaping the structure of networks. It is linked to homophily, triadic closure and the abundance of triangles as its characteristic motif. However, many important phenomena, such as collaboration and division of labor, are driven rather by complementarity, or differences and synergy. The principle of complementarity attracted much less attention and in particular has not been operationalized in network terms. Here we address this problem and show that complementarity is linked to the abundance of quadrangles and the presence of dense bipartite-like subgraphs. Starting from very general geometric arguments we define two families of coefficients: (1) similarity coefficients generalizing the notions of local clustering and closure; (2) analogous complementarity coefficients based on quadrangles instead of triangles. We study their main properties and behavior in random graph models and demonstrate their theoretical validity and practical utility on a set of real-world social networks. We show that friendship relations are linked to increased levels of structural similarity and health advice to significantly higher complementarity.
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1. Introduction

The structure of networks is commonly indicative of their functional properties as well as mechanisms or processes that created them. It is one of the important insights of network science that the statistical overrepresentation of particular motifs (small subgraphs) is very often informative of the underlying generating processes or functional properties of a given system [41]. In particular, there is a large body of evidence showing that the abundance of triangles (3-cycles) is a structural signature of relations driven by similarity between nodes in some (possibly latent) metric space [9, 10, 12, 32, 50].

The importance of similarity and its impact on structure of social networks has been recognized in sociology for a long time, as it is linked to homophily and triadic closure [5, 31, 37, 40, 46]. While
it is usually hard to disentangle their effects [4], these two processes are also inherently linked as they lead to structural similarity between connected nodes. In other words, in similarity-driven systems two adjacent nodes are likely to share a lot of neighbors, and this implies the abundance of triangles and a latent geometric structure [32, 44].

Geometry induced by similarity has been often used for defining statistical models of social networks [26, 33], as well as networks from other domains, including protein-protein interaction and brain networks [3, 25] or the Internet [11]. Moreover, geometric representations of social systems have a long tradition in sociology [8, 13, 14, 39].

However, while important, similarity cannot be the only relational principle organizing the structure of networks. For instance, some phenomena such as cooperation, consumer choices, some types of protein-protein bindings or business interactions and division of labor may be better explained by complementarity or synergy between diverse features of the participating agents [17, 19, 21, 36, 48, 51, 56]. More generally, complementarity can be seen as a particular interpretation of the principle of heterophily, which is a preference for connecting to others who are different with respect to some salient attributes [48].

Hence, it is natural to ask whether there are motifs characteristic for complementarity-driven relations, in the same way as triangles are characteristic for similarity? And whether there is some latent geometric principle that would explain it? This problem of structural signatures of complementarity and their geometric interpretation has attracted much less attention than similarity, but it is no less fundamental and needs to be addressed.

In this paper we introduce a simple but comprehensive approach for quantifying the extent to which relations in networks are driven by the relational principles of similarity and complementarity. To do so, we define two families of graph-theoretical coefficients which are based on the idea of linking relational principles to their characteristic network motifs. The coefficients are purely combinatorial but are derived from first principles based on very general geometric arguments.

We start from the simpler case of similarity coefficients which can be seen as a generalization of local clustering and closure coefficients [55, 57]. They are based on linking the principle of similarity to the abundance of triangles as its characteristic motif and can be defined for edges, nodes and entire graphs. Then, starting from a simple geometric model we argue that quadrangles (4-cycles) are the characteristic motif for complementarity and use the same logic as in the case of similarity to define an analogous family of complementarity coefficients. Crucially, our approach allows us to show that complementarity is inherently linked to the presence of locally-dense bipartite-like subgraphs.

We will call the proposed measures structural coefficients because they will not be defined with respect to node attributes, latent or observed, but to how different nodes are embedded in the network and connected to their 1- and 2-hop neighbors. Moreover, we will show that they are closely linked to the fundamental notion of structural equivalence [42, 54].

In the second part of the paper we study the behavior of structural coefficients in some of the most fundamental random graph models as well as several real-world networks from different domains. In particular, we focus on correlations with node degrees. Then, we demonstrate the theoretical validity and practical utility of the proposed framework and show that structural coefficients can be used to effectively discriminate between real-world social networks driven by similarity, or homophily, and complementarity. We end by concluding remarks and a discussion of promising connections to other results.
Last but not least, all methods introduced in this paper are implemented in a Python package called pathcensus (see Sec. 4.2). It will be distributed through Python Package Index upon publication.

Datasets used and technical details including efficient methods for computing the proposed structural coefficients are discussed in Sec. 4 (Materials and methods) as well as Supplementary Materials (SM). In particular, we discuss an efficient algorithm for counting triples/quadruples and triangles/quadrangles. Summary of the notation used for denoting structural coefficients is presented in Table 1.

1.1. Notation & technical remarks
In this paper we consider simple undirected and unweighted graphs \( G = (V, E) \). We use \( n = |V| \) and \( m = |E| \) to denote numbers of nodes and edges in \( G \) respectively. Elements of the adjacency matrix of a graph \( G \) will be denoted by \( a_{ij} \) and assumed to be equal to 1 if the edge \((i, j)\) exists and 0 otherwise. For any node \( i \in V \) we denote its degree by \( d_i \) and its \( k \)-hop neighborhood by \( \mathcal{N}_k(i) \), in particular 1-hop neighborhood will be denoted by \( \mathcal{N}_1(i) \). Moreover, we will use \( n_{ij} = |\mathcal{N}_1(i) \cap \mathcal{N}_1(j)| \) to denote the number of shared neighbors between nodes \( i \) and \( j \). Averaged quantities will be denoted by diamond brackets. For instance, \( \langle d_i \rangle \) will denote average node degree.

2. Results
2.1. Structural similarity
It is arguably natural to think about similarity in terms of distance between different objects in a feature space. Hence, the motivating geometric model for similarity-driven relations posits that nodes are positioned in some metric space and the probability of observing a link between them is a decreasing function of the corresponding distance. Such a generic model can be seen as an instance of the class of Random Geometric Graphs (RGGs) \[10, 50\]. The crux is that this very general formulation is enough to guarantee the abundance of triangles (3-cycles), provided that the link probability function decreases with respect to distance at a high enough rate \[32\]. In other words, triangles are the characteristic network motif for similarity-driven relations (see Fig. 1A).

In this light, a natural starting point for our endeavor is local clustering coefficient \[55\], of which value for node \( i \) will be denoted by \( s^W_i \). It is a classical network measure of how dense the 1-hop neighborhood (ego-network) of \( i \) is and it is defined as:

\[
s^W_i = \frac{2T_i}{t^W_i}
\]

where \( T_i \) is the number of triangles including \( i \) and \( t^W_i \) is the number of wedge triples centered at \( i \) or 2-paths with \( i \) in the middle (Fig. 1B). Crucially, \( s^W_i \in [0, 1] \) and is equal to 1 if and only if \( \mathcal{N}_1(i) \) forms a fully connected network. In sociological terms, it measures the extent to which my friends are friends with each other. Note, however, that this is only one side of the triadic closure process as it corresponds to the closing of the loop between friends of the focal node \( i \). The other part is about closing the loop between \( i \) and friends of its friends and local clustering coefficient does not capture it.
To address this issue a new local closure coefficient \([57]\) has been proposed more recently:

\[
s_i^H = \frac{2T_i}{i_i}
\]

where \(t_i^H\) is the number of head triples originating from \(i\), that is, 2-paths starting at \(i\) (Fig. 1C). It is also in the range of \([0,1]\) and attains the maximum value if and only if no neighbor of \(i\) is adjacent to a node which is not already in \(N_1(i)\). In other words, when \(s_i^H = 1\) a random walker starting at \(i\) will never leave \(N_1(i)\). Thus, local closure coefficient measures the extent to which...
friends of my friends are my friends, that is, it is a measure of the triadic closure between the focal node \( i \) and neighbors of its neighbors. As a result, it captures exactly what local clustering is blind to. Since the local clustering and closure coefficients are based on triples we will later refer to them as \( t \)-clustering and \( t \)-closure respectively.

The two coefficients complement each other so it is only natural to combine them in a single measure. We now propose such a measure which we will call structural similarity coefficient:

\[
s_i = \frac{4T_i}{t_i^W + t_i^H} = \frac{t_i^W s_i^W + t_i^H s_i^H}{t_i^W + t_i^H}
\]

Note that \( s_i \) is equal to the fraction of both wedge and head triples including \( i \) which can be closed to make a triangle. It is also equivalent to a weighted average of \( s_i^W \) and \( s_i^H \), which implies that \( \min(s_i^W, s_i^H) \leq s_i \leq \max(s_i^W, s_i^H) \).

Moreover, since \( s_i^W = 1 \) if and only if \( \mathcal{N}_1(i) \) is fully connected and \( s_i^H = 1 \) if there are no links leaving \( \mathcal{N}_1(i) \) then it must be that \( s_i = 1 \) if and only if \( i \) belongs to a fully connected network (Fig. 1F), so in the limit as \( s_i \to 1 \) the coefficient becomes a global measure describing the structure of the entire component containing \( i \). Fig. 1 provides a summary of the motivation and main properties of \( s_i \), including examples of when \( t \)-clustering and \( t \)-closure coefficients are maximal while structural similarity is only moderate (Figs. 1D and 1E).

### 2.1.1. Edge-wise similarity and structural equivalence

Structural similarity coefficient can also be defined for edges. In this case it is equal to the ratio of triangles including nodes \( i \) and \( j \) to the total number of 2-paths traversing the \((i, j)\) edge (Fig. 1G). In other words, it is equivalent to the number of shared neighbors relative to the total number of neighbors of \( i \) and \( j \), excluding \( i \) and \( j \) themselves:

\[
s_{ij} = \frac{2T_{ij}}{t_{ij}^W + t_{ij}^H} = \frac{2n_{ij}}{d_i + d_j - 2}
\]

where \( T_{ij} \) is the number of triangles including \( i \) and \( j \), \( t_{ij}^W \) is the number of \((k, i, j)\) and \( t_{ij}^H \) of \((i, j, k)\) triples. Importantly, \( s_{ij} \) is symmetric since \( T_{ij} = T_{ji} \) and \( t_{ij}^W = t_{ji}^W \).

Note that \( s_{ij} \) is closely related to the Sørenson Index or normalized Hamming similarity [42, 49], \( H_{ij} = 2n_{ij}/(d_i + d_j) \), and differs only in the \(-2\) term in the denominator which accounts for the fact that \( i \) and \( j \) are known to be connected. Hamming distance/similarity is one of the common measures of structural equivalence [Sec. 7.12.3 in 42] which implies that the proposed node-wise similarity coefficient can be seen as a proxy for the extent to which \( i \) is structurally equivalent to its own neighbors. More concretely, since \( s_i \) can be expressed as a weighted average of \( s_{ij} \)'s for \( j \in \mathcal{N}_1(i) \) we have that:

\[
\min_j H_{ij} < s_i \leq \max_j \left( H_{ij} \frac{d_i + d_j}{d_i + d_j - 2} \right) = \max_j H_{ij}
\]

In other words, local similarity coefficient of a node \( i \) is approximately bounded between minimum and maximum structural equivalence between \( i \) and any of its neighbors (see SM: S1 for the derivation). This justifies the interpretation of the proposed similarity coefficients in terms of structural similarity.
2.1.2. Global similarity

From the global perspective both local clustering and local closure lead to the same conclusion that the corresponding global measure is just the fraction of triples that can be closed to make a triangle [57]. This implies that the same quantity is also the proper global measure of the extent to which relations are driven by similarity. In other words, the global similarity coefficient is equal to the standard global clustering coefficient and can be defined as:

\[ s = \frac{3T}{\sum_i d_i(d_i-1)} \]  

where \( T \) is the total number of triangles and the denominator counts the number of triples.

Note that it is indeed a reasonable measure of similarity-driven relations as it is maximized only when a network is fully connected, so all nodes are structurally redundant and can be removed without affecting the overall connectivity.

2.2. Structural complementarity

First, let us consider an intuitive meaning of complementarity. We posit that two objects are complementary when their features are different but in a well-defined synergistic way. As we will see, this additional synergy constraint is crucial. However, before we discuss this further let us note that in the case of similarity an analogous constraint is built-in by design. It is so, because for any point there is always only one point minimizing the distance in the feature space (maximizing similarity) and it is the point itself. Hence, it is arguably natural to say that any object is most similar to itself. As a result, there is a well-defined notion of maximal similarity.

On the other hand, the case of difference is more complex. To make our argument more concrete, let the feature space be \( \mathbb{R}^k \) with \( k \geq 1 \). Now, it is easy to see that for any two points \( p \) and \( r \) at a distance \( d(p, r) \) we can find a third point \( s \) such that \( d(p, s) > d(p, r) \). In other words, for any point \( p \) there is no well-defined point at the maximum distance. As a result, complementarity cannot be defined in terms of difference without some additional constraints. Intuitively, complementarity understood in terms of unconstrained difference inevitably leads to the result that for any object there is an infinite variety of more and more complementary (different) objects, which clearly does not map well on the common understanding of the notion of complementarity. Thus, we need a definition with the same property as in the case of similarity, that is, one yielding a sequence of ever smaller sets of more and more complementary elements converging to a single well-defined point in the limit of maximum complementarity.

Note that the above abstract argument can be related to known complementarity-driven systems in a rather straightforward manner. For instance, a key and a lock are complementary not because they are just different in an arbitrary manner, but because they differ in a very specific way by being structural negatives of each other. Similarly, division of labor in advanced societies is based on complex synergies between capabilities of different individuals and organizations.

Thus, we argue that complementarity should be defined in terms of distance maximization but with additional constraints ensuring that for any point in the feature space there is only one point at the maximum distance. This can be achieved in several different ways, but to keep things simple we will focus on one particularly natural and convenient solution.

We consider nodes as placed on the surface of a \( k \)-dimensional (hyper)sphere with \( k \geq 1 \). In this setting for each point there is only a single point at the maximum distance and the maximum
distance is the same for all points. Now, if nodes connect preferentially to others who are far away, we obtain a model analogous to the similarity but now the connections of a node are not concentrated in its vicinity but instead on the other side of the space. From this it follows that any two connected nodes \(i\) and \(j\) will not share a lot of neighbors, so triangles will be rare, but instead the 1-hop neighborhood of \(i\) should be approximately equal to the 2-hop neighborhood of \(j\) and \textit{vice versa}, that is, \(\mathcal{N}_1(i) \approx \mathcal{N}_2(j)\) and \(\mathcal{N}_2(i) \approx \mathcal{N}_1(j)\). Such a spatial structure must inevitably lead to the abundance of quadrangles and in general locally dense bipartite-like subgraphs (Fig. 2A).

Note that the choice of a (hyper)sphere surface is far from arbitrary as it is a specific instance in the broader class of compact homogeneous and isotropic manifolds, for which it has been shown that it is a proper choice for a latent geometry capable of reproducing jointly sparsity with high clustering, small-world effect and arbitrary degree distributions in similarity-driven networks [10]. In other words, in this setting latent geometry can explain some of the most fundamental structural properties of many real-world networks, in particular social networks [50]. Thus, we argue, it is also a natural first choice for representing relations driven by complementarity, especially that thanks to its structure it seems particularly well-suited for this task (but see Ref. [30] for an alternative approach).

Depending on the context different authors may refer to slightly different objects when using the term \textit{quadrangle}. Namely, a quadrangle may contain up to two chords or diagonal links between its vertices. Here we will consider only quadrangles without any chords which we will call \textit{strong quadrangles}. This choice follows, of course, from the proposed geometric model and the fact that only strong quadrangles are characteristic for locally dense bipartite graphs.

Now we can start defining coefficients measuring complementarity-driven relations. As previously, we begin with a local clustering coefficient which we will call \(q\)-clustering. It is defined analogously, but this time in terms of quadrangles and wedge quadruples, that is, 3-paths with the focal node \(i\) at the second position (Fig. 2B):

\[
c_W^i = \frac{2Q_i}{q_W^i}
\]

where \(Q_i\) is the number of strong quadrangles including the focal node \(i\) and \(q_W^i\) is the number of wedge quadruples it belongs to. Note that we consider only quadruples with \(i\) at the second position, such as \((l, i, j, k)\) but not \((k, j, i, l)\), in order to avoid double counting and make the number of wedge and head quadruples per quadrangle equal. Intuitively, it quantifies the extent to which the local environment of \(i\) is bipartite-like and its neighbors are structurally equivalent to each other.

Local \(q\)-closure coefficient is defined in the same way as the fraction of head quadruples originating from \(i\) (Fig. 2C) that can be closed to make a (strong) quadrangle:

\[
c_H^i = \frac{2Q_i}{q_H^i}
\]

where \(q_H^i\) is the number of head quadruples starting at \(i\). Conceptually, it measures the extent to which the local environment of \(i\) is bipartite-like and \(i\) is structurally equivalent to its 2-hop neighbors.

We can now define \textit{structural complementarity coefficient} as the fraction of quadruples including the focal node \(i\) which can be closed to make a (strong) quadrangle which, again, is equivalent to a weighted average of \(q\)-clustering and \(q\)-closure:

\[
c_i = \frac{4Q_i}{q_W^i + q_H^i} = \frac{q_W^i c_W^i + q_H^i c_H^i}{q_W^i + q_H^i}
\]
Figure 2. Geometric motivation and the main properties of structural complementarity coefficient. (A) On the surface of a (hyper)sphere for each point there is only a single other point at the maximum distance, so complementarity based on distance maximization must lead to the abundance of (strong or chordless) quadrangles and locally dense bipartite-like structures. (B and C) Wedge and head quadruples. (D) Local $q$-clustering can be maximized even when some 2-hop neighbors (node $k$ on the figure) of the focal node connect to nodes which are not in $N_1(i)$, while the complementarity coefficient correctly identifies this structure. (E) Local $q$-closure can be maximized even for nodes with sparse 1-hop neighborhoods if they are star-like as neighbors with degree one do not generate any head quadruples. (F and G) Necessary and sufficient conditions for maximum structural complementarity coefficient at the levels of nodes and edges.

Note that again we have that $\min(c_{iW}, c_{iH}) \leq c_i \leq \max(c_{iW}, c_{iH})$, so $c_i$ is always bounded between its constitutive clustering and closure coefficients. Moreover, the interpretations of $q$-clustering and $q$-closure jointly imply that $c_i = 1$ if and only if the focal node $i$ belongs to a fully connected bipartite network. Fig. 2 presents a summary of the most important terms and facts related to $c_i$. 
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Last but not least, the geometric model underlying the definition of \( c_i \) indeed justifies the interpretation in terms of complementarity or synergy. Nodes are more likely to be connected when they are far away in the feature space, meaning that they have different properties which can be possibly combined in a synergistic manner. Crucially, the mesoscopic network structure that is implied by this model is also related to complementarity in a straightforward manner. Bipartite networks are representations of complementarity-driven systems *par excellence* as they consist of two types of nodes and allow only for connections between them. Hence, \( c_i \), being a combined measure of local bipartiteness and density, is actually indicative of the degree to which the local environment of a node resembles such a complementarity-driven system. Note that the fact that \( c_i \) is constrained by the density of bipartite connections is crucial as tree-like networks are also locally bipartite-like (i.e. \( \mathcal{N}_1(i) \) corresponds to the first type and \( \{i\} \cup \mathcal{N}_2(i) \) to the second) but in a trivial way as connections between the two “types” of nodes are very sparse, indicating rather a random organization, or at least such a structure cannot be interpreted as compelling evidence of complementarity.

Note that the proposed measures of structural complementarity are based on strong, chordless quadrangles and therefore are different from alternatives such as those proposed in Ref. [27], where authors used a weak definition of quadrangles allowing for any number of chords. This is important as only strong quadrangles lead to definitions which can be interpreted strictly in terms of dense locally bipartite structures and this, as we argue, is crucial for measuring complementarity-driven relations.

Furthermore, when applied to purely bipartite networks the quadrangle-based measures can be seen as variations of the bipartite clustering coefficient(s) [35, 43, 58]. However, the crux is that in our approach quadrangle-based complementarity coefficients can be also applied to unipartite networks in order to quantify jointly local bipartiteness and density, which together are indicative of complementarity-driven relations.

### 2.2.1. Edge-wise complementarity and structural equivalence

Structural complementarity may be measured also at the level of edges (Fig. 2G). The edge-wise coefficient is defined as:

\[
c_{ij} = \frac{2Q_{ij}}{q_{ij}^W + q_{ij}^H}
\]

where \( Q_{ij} \) is the number of (strong) quadrangles including nodes \( i \) and \( j \), \( q_{ij}^W \) is the number of \((j,i,k,l)\) and \( q_{ij}^H \) of \((i,j,k,l)\) quadruples. Again, \( Q_{ij} = Q_{ji} \) and \( q_{ij}^W = q_{ij}^H \) so \( c_{ij} \) is symmetric.

This way \( c_{ij} \) can be seen as a joint measure of bipartiteness around an \((i,j)\) edge and structural equivalence between \( i \) and 1-hop neighbors of \( j \) and *vice versa*. This way \( c_{ij} \) measures the extent to which \( \mathcal{N}_2(i) \approx \mathcal{N}_1(j) \) and \( \mathcal{N}_1(i) \approx \mathcal{N}_2(j) \) without requiring dense connections between the 1-hop and 2-hop neighborhoods of \( i \) and \( j \). Note that this is analogous to edge-wise similarity which measures only the extent to which \( \mathcal{N}_1(i) \approx \mathcal{N}_1(j) \) without considering the density of connections between the neighbors of \( i \) and \( j \) as this would be a higher-order property unrelated to whether an edge is driven by similarity or not (see Figs. 3A and 3B for details).

The formal connection between complementarity and structural equivalence is somewhat more complicated than in the case of similarity and we need to introduce one additional quantity. For a connected triple \((k,i,j)\) we define *Asymmetric Excess Sørenson Index*:

\[
H_{kj|i} = \frac{n_{jk} - 1}{d_k - 1 - a_{jk}}
\]
Figure 3. Interpretation of the edge-wise structural coefficients and Asymmetric Excess Sørenson Index. 

(A) If $(i,j)$ edge is driven by similarity then any neighbor of either $i$ or $j$ ($k$ and $l$ on the figure) should be near $i$ (or $j$) in the latent space making it likely that it links to the other member of the $(i,j)$ pair too. On the other hand, $k$ and $l$ may still be quite far away so the link between them may not exist. (B) If $(i,j)$ edge is driven by complementarity then any 2-hop neighbor of $j$ ($i$), such as $l$ ($k$) on the figure, should be a 1-hop neighbor of $i$ ($j$). On the figure the quadruple $(i,j,k,l)$ corresponds to such a situation. On the other hand, any pair of neighbors of $i$ and $j$ correspondingly may be located in the latent space close enough to each other as to make a tie between them unlikely (as it happens for nodes $m$ and $k$ on the figure). (C) Construction of the Asymmetric Excess Sørenson Index ($H_{k||i}$) measuring how structurally equivalent is $k$ with respect to $j$ disregarding any direct links between $i$, $j$ and $k$.

which measures how structurally equivalent $k$ is with respect to $j$ while disregarding edges $(i,k)$, $(i,j)$ and $(j,k)$. Note that the excess degree of $k$ is used in the denominator as the $(i,k)$ link needs to be ignored. Moreover, $a_{jk}$ term accounts for the possible presence of the $(j,k)$ link. Finally, 1 is subtracted from $n_{jk}$ to account for the fact that $i$ is a shared neighbor of $j$ and $k$ (see Fig. 3C).

It is possible to show that $c_{ij} \leq \max_{k,l}(H_{k||i}, H_{l||j})$ for $k \in \mathcal{N}_1(i) - \{j\}$ and $l \in \mathcal{N}_1(j) - \{i\}$. Moreover, it can be shown that $c_i$ is a weighted average of $c_{ij}$’s. These two facts jointly imply that for $j \in \mathcal{N}_1(i)$, $k \in \mathcal{N}_1(i) - \{j\}$ and $l \in \mathcal{N}_1(j) - \{i\}$ the following inequality holds:

$$0 \leq c_i \leq \max_{j,k,l} (H_{kj||i}, H_{li||j})$$

In other words, local complementarity around a node $i$ is bounded from above by the maximum asymmetric structural equivalence between any pair of its neighbors or neighbors of its neighbors and itself. Crucially, this justifies the interpretation in terms of structural complementarity. See SM: S2 for the derivation and other details.
2.2.2. Global complementarity coefficient

From the global perspective of an entire network there is of course no difference between wedge and head quadruples. Hence, the global coefficient can be defined simply as:

\[ c = \frac{4Q}{\sum_{i,j} (d_i - 1)(d_j - 1) - n_{ij}} \]  \hspace{1cm} (13)

where \((i, j) \in E\) and \(Q\) is the total number of quadrangles with no chords. The denominator counts the total number of quadruples.

Note that \(c = 1\) if and only if the graph as such is fully connected and bipartite. This agrees with the intuition as this is exactly the structure one should expect in a system composed of two classes of elements in which each element in one class is perfectly complementary to every element of the other.

2.3. Structural coefficients in random graphs

In this section we discuss the behavior of structural coefficients in some of the most important random graph models as such results can be used as natural benchmarks against which to compare and calibrate values observed in real-world networks. First, let us note that in the Erdős–Rényi (ER) model [20] the expected global similarity, which is of course equivalent to global clustering, is simply \(E[s] = p\), or equal to the probability that any edge exists. This is a standard result that follows from the fact that for any \((i, j, k)\) triple the closing \((i, k)\) edge always exists with probability \(p\) [Sec. 12.4 in 42].

We can use a similar argument to derive the expected value of global complementarity coefficient in the ER model. Let \((i, j, k, l)\) be any connected quadruple. It forms a quadrangle with no chords if and only if the \((i, l)\) edge exists while the \((i, k)\) and \((j, l)\) edges do not. Since all edges in the ER model exist independently with probability \(p\) it means that the expected value of global complementarity coefficient is \(E[c] = p(1 - p)^2\).

2.3.1. Correlations with node degrees in configuration models

A natural null model for studying correlations of node-wise coefficients with node degrees is the configuration model in which a particular degree sequence is enforced while apart from that connections are established as randomly as possible [cf. Sec. 13.2 in 42]. In order to describe the qualitative behavior of the node-wise structural similarity and complementarity coefficients we will use the fact that in both cases they are bounded by their corresponding clustering and closure coefficients (cf. Secs. 2.1 and 2.2). In other words, by describing the correlations between node degrees and triangle/quadrangle clustering and closure coefficients we will be able to reveal the range of the possible behaviors of structural coefficients.

First, let us note that it is usually conjectured that \(t\)-clustering should generally decrease with node degree [Sec. 8.6.1 in 42]. More recently, it was analytically proven for the family of random networks with power law degree distributions that \(t\)-clustering is on average roughly constant for low-degree nodes and then starts to decrease more quickly as node degree grows [53].

On the other hand, the authors of local closure coefficient, or \(t\)-close using our terminology, showed that it is positively correlated with node degree in the configuration model [57]. Thus, these two results together imply that the structural similarity coefficient, \(s_i\), can display rich, also
non-monotonic, correlations with node degree depending on the large-scale structure of a particular
network.

We leave analytical study of the analogous properties of \( q \)-clustering and \( q \)-closure for future
work. However, since both types of clustering and closure coefficients are very similar by construc-
tion — in the first case the closing link is between two (in)direct neighbors of \( i \) while in the second
it is between \( i \) and one of its (in)direct neighbors — we conjecture that they should display the
same qualitative behavior in the configuration model. More concretely, we expect that \( q \)-clustering
should decrease with node degree, especially for well-connected nodes, and \( q \)-closure should increase
with node degree. As a result, we also expect that structural complementarity should vary with
respect to node degree in various, also non-monotonic, ways.

We validated the above reasoning on a set of four real-world networks from different domains:
(1) Jazz collaborations (offline social); (2) Combined friendship network made of 10 samples of
ego-nets from Facebook (online social); (3) Reactome or Human Protein Interactome (biological);
(4) Internet at the level of Autonomous System (technological) (see Sec. 4.3 for details).

We studied the correlations between various similarity and complementarity coefficients by plot-
ting their averaged values against node degrees using logarithmic binning with base 2. Moreover,
we also plotted corresponding averages calculated based on 100 randomized replicates sampled from
Undirected Binary Configuration Model (UBCM) (see Sec. 4.4 for details).

As evident in Fig. 4, the general qualitative behavior of all similarity and complementarity coeffi-
cients in randomized networks agrees with the theoretical expectations. Both clustering coefficients
tend to be either roughly constant or decrease with node degree in randomized networks. Their
behavior in real, observed networks is more nuanced, but in most of the cases follows similar corre-
lation patterns, even if the actual observed values of coefficients are very different. Similarly, both
closure coefficients tend to increase with node degrees in both randomized and observed networks
suggesting that this correlation may be quite universal.

Similarity and complementarity coefficients in randomized networks tend to follow a path more
similar to closure coefficients, but the increase for high degree nodes is less pronounced or the
coefficients start to decrease slightly. On the other hand, in many of the observed networks they
display more complex, non-monotonic behavior. In other words, the analysis strongly suggests that
the theoretical expectations discussed earlier are reasonable and capture much of the trends that
can be seen in empirical data.

Interestingly, the analysis also points to some potential differences in terms of the importance
of similarity and complementarity between different types of networks. Not surprisingly, all ob-
served similarity-related coefficients are much higher than their randomized counterparts in social
networks (Jazz collaborations and Facebook ego-nets). On the other hand, the observed values of
complementarity-related coefficients are much closer to the expectations based on the configuration
model or even significantly lower.

On the other hand, the correlations observed in the interactome network are somewhat differ-
ent. In particular, all complementarity measures are significantly increased for low-degree nodes
suggesting that the peripheries of the network are more dense and bipartite-like than what could
be expected by chance. A similar, but much weaker, increase of complementarity can be observed
also in the case of the Internet at the level of Autonomous System, which also features low values
of similarity coefficients. Thus, the results suggest that relations in biological and technological
networks may be driven by complementarity more often than in social networks. This is, of course,
a tentative hypothesis which needs to be tested on a richer empirical material. The crux is, it is
structural coefficient we propose that facilitate asking such questions.
Figure 4. Observed and randomized values of similarity and complementarity coefficients in four real-world networks as a function of node degree agree with the theoretical expectations. Values are averaged in logarithmic bins (with base 2). Dashed lines represent averages based on 100 randomized replicates sampled from Undirected Binary Configuration Model (UBCM) and shaded regions correspond to 95% confidence interval for the null model average.

From a more practical perspective, the analysis indicates that observed values of structural coefficients are usually at least partially constrained by node degrees. Thus, when comparing different networks it is probably best to calibrate the observed values based on a plausible null model such as UBCM in order to account for effects induced purely by the first-order structure (i.e., degree sequences).

2.4. Discriminating between similarity- and complementarity-driven networks

We now turn to the question of the theoretical validity and practical utility of the proposed coefficients. In other words, we want to test whether our measures are related to meaningful, interpretable, domain-specific phenomena.

We test whether structural coefficients can be used to discriminate between different types of social relations. For this purpose, we used a set of (undirected and unweighted) social networks collected by Chami et al. [16] in 17 rural villages in Mayuge District, Uganda. For each village two networks of relations between households were measured: (1) a friendship network and (2) a health advice network (see Sec. 4.3.5 for details).

This dataset provides a perfect opportunity for testing the theoretical validity of our approach as it is sociologically justified to consider the two types of networks as driven by different generating mechanisms. It is a well documented fact that friendship relations are to a large extent driven by homophily, or similarity, between different persons [2, 31, 37, 40]. On the other hand, health
Figure 5. Comparison of structural coefficients between friendship and health advice networks in 17 Ugandan villages. Structural coefficients calibrated against a proper null model accounting for differences in terms of the first-order structure discriminate between friendship and health advice networks. (A) Distributions of calibrated coefficients based on 500 samples from UBCM. Effect sizes are expressed in terms of average relative differences between friendship and health advice networks from the same village ($\Delta$). Statistical significance was assessed using one-sample $t$-test applied to the differences between friendship and health advice networks from the same villages and $p$-values were adjusted using Holm-Bonferroni method. (B) Bivariate distribution of calibrated values of average node-wise similarity and (strong) complementarity coefficients. The decision boundary separating the friendship and health advice networks (marked in red) is based on Quadratic Discriminant Analysis (QDA). (C) Distributions of raw coefficients. (D) Average first-order structure of the two types of networks as quantified through average degrees and coefficients of variation of degree distributions.

advice networks should be at least partially driven by complementarity, as the act of advice is usually based on a difference in knowledge or information between an adviser and an advisee. More generally, advising can be seen as a particular kind of collaboration, which is known to be linked to complementarity and heterophily [48, 56]. Of course, the structure of the health advice networks can still be expected to be partially influenced by homophily as well as various other processes as.
real networks are hardly ever products of a single generating mechanism. However, if the proposed theory is true, there should be some kind of statistical signature of complementarity present in their structure.

In this context it is natural to expect that both global as well as average node- and edge-wise similarity coefficients ($s_i$, $\langle s_i \rangle$, and $\langle s_{ij} \rangle$) should be typically higher in the friendship networks. On the other hand, the analogous complementarity coefficients ($c_i$, $\langle c_i \rangle$, and $\langle c_{ij} \rangle$) should be on average higher in the health advice networks. Moreover, due to substantial differences between degree distributions of the friendship and health advice networks (see Fig. 5D) the main test was based on values calibrated relative to 500 samples from UBCM (see Sec. 4.5).

As evident in Fig. 5A, the results are in clear agreement with the theoretical expectations. The similarity coefficients in the friendship networks were typically increased relative to the null model (log-ratios greater than zero) and the mean differences were statistically significant at $p \leq 0.001$. On the other hand, the results for the complementarity coefficients were exactly opposite and in this case the health advice networks had significantly larger calibrated values with all mean differences significant at $p \leq 0.01$.

Note that the calibration was necessary as raw values of complementarity coefficients are strongly affected by degree sequences. This is evident in Fig. 5C where the results for similarity coefficients agree with the calibrated analysis while for complementarity they do not. This should not be surprising as quadrangles are higher-order motifs compared to triangles (they consist of 4 instead of 3 nodes) and therefore are more likely to be distorted in noisy, real-world networks. This is why calibration is often necessary when comparing different networks.

In summary, the results confirm that similarity- and complementarity-driven networks have specific structural signatures which can be statistically detected. In order to gauge the discriminatory power of the coefficients better, we fitted also a simple supervised classifier based on Quadratic Discriminant Analysis (QDA) [Sec. 4.3 in 24]. To facilitate visualization we used only two predictors: average node similarity and complementarity coefficients. The out-of-sample accuracy of the model estimated with 17-fold stratified cross-validation (one fold per village) was 85.29% (see Fig. 5B), which provides further confirmation of the theoretical validity of our approach.

### 3. Discussion

Starting from very general geometric arguments we linked two fundamental relational principles of similarity and complementarity to their characteristic network motifs, that is, triangles and quadrangles correspondingly, and formulated a comprehensive quantitative framework for measuring the extent to which they shape relations in networks. While similarity and its connections to homophily, triadic closure and the density of ego-nets are well-known [31, 32, 50, 57], the principle of complementarity has not been studied systematically from the network perspective. Here we showed that it is linked to the abundance of quadrangles (4-cycles) and the presence of locally dense bipartite-like subgraphs. In other words, both similarity and complementarity leave statistically detectable structural signatures which allow for assessing the degree to which they shaped the structure of any given network.

To formalize our analysis we have introduced two general families of graph-theoretical coefficients for measuring the extent to which relations are driven by similarity or complementarity that can be calculated at the level of edges, nodes and entire graphs. They can be applied to undirected and unweighted networks and are defined in purely combinatorial manner, that is, in terms of counts of
different kinds of paths (triples and quadruples) and cycles (triangles and quadrangles). However, they are motivated by geometric arguments which can be used to extend models developed within the emerging field of network geometry (see Ref. [9] for a recent overview) to systems driven not only by similarity but also complementarity. Indeed, the present work stemmed from our considerations of network geometry going beyond the principle of homophily [40] and we hope that it will prove to be of value in informing a new generation of latent space models.

Even more importantly, by proposing a quantitative network operationalization of the principle of complementarity, our work opens up new possibilities for research on the structure and origins of real-world networks. In particular, our measures of complementarity provide novel tools relevant for studies on systems shaped by collaboration, division of labor and, more generally, heterophily [48, 56].

While we are aware of the complexities associated with the term “structural” in the general network science literature, for instance in the context of graph or node distance/similarity metrics (see Refs. [23, 49] for an overview of these rich topics), we still argue that the measures we propose can be meaningfully called structural coefficients. We think so for two reasons: (1) they are defined mathematically purely in terms of observable network structure or without any reference to node or edge attributes (observed or latent); (2) as we show in Secs. 2.1.1 and 2.2.1 they are directly linked to the fundamental notion of structural equivalence [42, 54]. In other words, they really measure the extent to which the structure at the level of a given edge, node or graph is driven by similarity or complementarity.

The proposed family of structural similarity coefficients is built on top of classical local clustering [55] and more recent local closure [57] coefficients. Crucially, it combines these two perspectives in one general measure which captures two different aspects of the fundamental triadic closure process: (1) the tendency of “friends” of ego to connect to each other and (2) the analogous tendency of ego to connect to “friends of its friends”. Moreover, as we show, structural similarity at the level of a node is maximal if and only if the node belongs to a fully connected network. This links our notion of structural similarity directly to a classical result from structural balance theory, namely, the discovery that for a network to be perfectly clusterable it either has to be fully connected or decomposed into multiple fully connected components [18]. In other words, this suggests that too strong a pressure on structural similarity, assuming fixed average degree, must inevitably lead to a decomposition of a system into disconnected parts. We believe that this result may be useful for studies on polarization and social fragmentation [6, 47].

On the other hand, the family of complementarity coefficients, based on counting quadrangles instead of triangles, can be used to measure how dense and bipartite-like are networks at different levels. When limited to the domain of purely bipartite graphs the coefficients can be viewed simply as variations of bipartite clustering coefficient(s) [35, 43, 58]. However, the crux is that the distinction between purely unipartite and bipartite networks is often too sharp and, we argue, network science needs measures for quantifying local bipartiteness. But this should not be done by simply checking whether a given subgraph is bipartite-like, as tree-like subgraphs are also bipartite-like. Instead, a proper measure should account for both bipartiteness and density in order to rule out simpler tree-like structures and this is exactly what is captured by structural complementarity coefficients. Crucially, since bipartite networks are composed of two distinct kinds of entities with connections going only between them, they are complementarity-driven systems par excellence. This justifies the interpretation of our coefficients in terms of structural complementarity.

The connection between complementarity and bipartiteness implied by structural coefficients emerges naturally also in other contexts such as games on graphs. One of many types of games
studied in game theory are so-called complementarity games which are used to model problems
with negative externalities, that is, such in which the higher the number of players choosing a
particular strategy the lower the payoff. Remarkably, it has been shown that if a complementarity
game is played on a bipartite graph the equilibrium does not depend on the payoffs associated with
different strategies. It is fully determined by the structure of the network [15]. This result not
only validates our analysis which links complementarity and bipartiteness but also suggests that
complementarity-driven relations may be characteristic for systems and processes characterized by
negative externalities (e.g. specialization of countries within the international trade network). This
suggests new exciting possibilities for research on links between observable structure of various
systems and the principle of complementarity.

Furthermore, we studied the expected values of structural coefficients and their correlations with
node degrees in some of the most fundamental random graph models and compared the results to
trends observed in several real-world networks from different domains. Our analysis suggests that
the presence of complementarity-driven ties may be stronger among low-degree nodes in biological
and technological networks than in social networks, which in general do not feature dense bipartite-
like subgraphs. The results indicate that more systematic studies of the importance of similarity and
complementarity in different types of networks may yield some interesting insights into connections
between the structure of networks and their underlying generating mechanisms.

Crucially, we demonstrated that structural coefficients are related to meaningful domain-specific
phenomena. We showed that they can be used to discriminate with high accuracy between friendship
and health advice networks where the former feature increased structural similarity and the latter
increased complementarity.

Last but not least, we designed an efficient algorithm for calculating structural coefficients which
can be viewed as a special case of the state-of-the-art graphlet counting method [1] (see Sec. 4.1).
The algorithm, together with a suite of auxiliary methods, will be distributed as a Python package
through Python Package Index upon publication.

An important limitation of our work is the fact that our methods currently can be applied only
to undirected and unweighted networks. However, generalizing them to the weighted case should
be rather straightforward and we plan to address this problem in the future. In particular, it
should be possible to define weighted structural coefficients in the same way as Barrat et al. [7]
defined weighted clustering coefficient. On the other hand, the geometric motivation of structural
coefficients as well as most of latent space models are inherently undirected, so it is not immediately
clear how directed coefficients could be defined. For now, we leave it as an interesting open problem.

4. Materials and methods

4.1. Computing structural coefficients

Structural coefficients are based on counting triples and triangles (similarity) as well as quadruples
and quadrangles (complementarity). While the first problem is relatively easy and efficient methods
for solving it are implemented in most of popular libraries for graph-theoretical computations, the
second problem of counting quadruples and quadrangles is more difficult and corresponding efficient
algorithms are not widely known. Here we solve both problems by counting all motifs of interest at
the level of individual edges and then aggregate the edge-wise counts to node-wise or global counts
when necessary. We propose an algorithm which can be seen as a special case of the state-of-the-
art graphlet counting method proposed in Ref. [1]. Pseudocode for the algorithm is presented in
SM: S3.1. We call it PathCensus algorithm as ultimately it counts how often different types of paths and cycles occur in a given network.

Node and global counts can be obtained by aggregating edge counts. The rules of aggregation are summarized in Table 1. Table S1 in SM presents detailed formulas for all structural coefficients expressed in terms of the aggregated counts.

| Table 1. Notation summary and formulas for aggregating from edge to node and global counts |
|-----------------------------------|---|---|---|
| Counting level | Edge | Node | Global |
| Paths | | | |
| Wedge triples | $t^W_{ij}$ | $t^W_i = \sum_j t^W_{ij}$ | $t^W = \frac{1}{2} \sum_{i,j} t^W_{ij}$ |
| Head triples | $t^H_{ij}$ | $t^H_i = \sum_j t^H_{ij}$ | $t^H = \frac{1}{2} \sum_{i,j} t^H_{ij}$ |
| Wedge quadruples | $q^W_{ij}$ | $q^W_i = \sum_j q^W_{ij}$ | $q^W = \frac{1}{2} \sum_{i,j} q^W_{ij}$ |
| Head quadruples | $q^H_{ij}$ | $q^H_i = \sum_j q^H_{ij}$ | $q^H = \frac{1}{2} \sum_{i,j} q^H_{ij}$ |
| Cycles | | | |
| Triangles | $T_{ij}$ | $T_i = \frac{1}{2} \sum_j T_{ij}$ | $T = \frac{1}{6} \sum_{i,j} T_{ij}$ |
| Quadrangles | $Q_{ij}$ | $Q_i = \frac{1}{2} \sum_j Q_{ij}$ | $Q = \frac{1}{8} \sum_{i,j} Q_{ij}$ |
| Structural coefficient | Similarity | $s_{ij}$ | $s_i = (s^W_i, s^H_i)$ | $s$ |
| | Complementarity | $c_{ij}$ | $c_i = (c^W_i, c^H_i)$ | $c$ |

4.2. pathcensus package

We implemented all the methods and algorithms for calculating structural coefficients as well as several other utilities including most appropriate null models and auxiliary methods for conducting statistical inference in pathcensus package for Python. The core routines are just-in-time compiled to highly optimized C code using Numba library [34] ensuring high efficiency. The package has an extensive documentation including several usage examples. It will be distributed through Python Package Index upon publication.

4.3. Network datasets

All network datasets used in this paper were obtained from the Netzschleuder network catalogue and repository [45]. In all analyses only largest connected components were used and networks were simplified by removing multilinks and self-loops. Individual network datasets are described below and their unique names within the repository are provided in the following subsection headings. Each dataset can be accessed via a generic link of the form: networks.skewed.de/net/<name> where <name> is a placeholder which should be substituted with the name of a specific dataset.

Main descriptive statistics for the network datasets (calculated on the giant components) are listed in the corresponding tables in Supplementary Materials (SM).
4.3.1. Facebook ego-network (ego, _social_) 

The network \((n = 4039, m = 88234)\) is a combination of 10 ego-nets sampled from Facebook [38]. The network is undirected and unweighted.

4.3.2. Jazz collaborations (jazz, _collab_) 

This is an undirected and unweighted network \((n = 198, m = 2742)\) of collaborations between jazz musicians and bands performing between 1912 and 1940 [22].

4.3.3. Joshi-Tope human protein interactome (reactome) 

A network of human proteins and their binding interactions, extracted from Reactome project \((n = 6327, m = 147547)\). Nodes represent proteins and an edge represents a binding interaction between two proteins [28].

4.3.4. Internet at the level of Autonomous System (internet, _as_) 

A symmetrized snapshot of the structure of the Internet at the level of Autonomous Systems (AS), reconstructed from BGP tables posted by the University of Oregon Route Views Project \((n = 22936, m = 48436)\). This snapshot was created on 22 July 2006 [29].

4.3.5. Ugandan village networks (ugandan, _village_) 

The dataset consists of unweighted and undirected networks of friendship and health advice relations between households in 17 rural villages bordering Lake Victoria in Mayuge District, Uganda. It has been collected and originally studied by Chami et al. [16]. Relations were measured using the name generator approach in which a representative of each household was asked to indicate up to 10 persons considered friends or trustworthy in regard to health issues. Resulting ties were symmetrized.

4.4. Undirected Binary Configuration Model 

Observed values of structural coefficients were calibrated based on Undirected Binary Configuration Model (UBCM) [52]. The model induces a maximum entropy probability distribution over undirected and unweighted networks with \(n\) nodes constrained to have a specific expected degree sequence.

4.5. Calibrating values of structural coefficients 

In the analyses comparing different networks we calibrated observed values of structural coefficients against UBCM in order to account for effects induced purely by the first-order structure (i.e. degree sequences). Such a calibration may be implemented in many different ways, but all reasonable approaches should yield qualitatively comparable results. We explain our method using an example of a calibration of a graph-level statistic such as average node-wise similarity coefficient, \(\langle s_i \rangle\).

First, for an observed network \(G\) calculate the value of a graph statistic of interest, \(x(G)\). Then, sample \(R\) randomized replicates \(G_i\)'s of the observed network from a chosen null model (e.g. UBCM)
and calculate $x(G_i)$ for $i = 1, \ldots, R$. Finally, the calibrated value of $x(G)$ based on $R$ samples from the null model is defined as the average log-ratio of the observed value and the randomized values:

$$C(x, R)(G) = \frac{1}{R} \sum_{i=1}^{R} \log \frac{x(G)}{x(G_i)} \quad (14)$$
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Supplementary Materials

S1. Similarity and structural equivalence

Here we derive the relationship between nodal similarity coefficient $s_i$ and structural equivalence between a node $i$ and its neighbors. First, we show that $s_i$ is a weighted average of node-wise coefficients $s_{ij}$’s for $j \in N_1(i)$, that is:

$$s_i = \frac{4T_i}{t^W_i + t^H_i} = \frac{\sum_j (t^W_{ij} + t^H_{ij}) s_{ij}}{\sum_j t^W_{ij} + t^H_{ij}} \quad (S1)$$

Note that Eq. (4) implies that $(t^W_{ij} + t^H_{ij}) s_{ij} = 2T_{ij}$. Moreover, since each triangle including $i$ is shared with two other nodes we have that:

$$\sum_{j \in N_1(i)} (t^W_{ij} + t^H_{ij}) s_{ij} = \sum_{j \in N_1(i)} 2T_{ij} = 4T_i \quad (S2)$$

On the other hand, $t^W_{ij} + t^H_{ij}$ is the number of 2-paths traversing the $(i, j)$ edges so it can be written as $t^W_{ij} + t^H_{ij} = d_i + d_j - 2$. Hence, it is easy to see that:

$$\sum_{j \in N_1(i)} t^W_{ij} + t^H_{ij} = \sum_{j \in N_1(i)} (d_i + d_j - 2)$$

$$= d_i(d_i - 1) + \sum_{j \in N_1(i)} (d_j - 1)$$

$$= t^W_i + t^H_i \quad (S3)$$

Finally, substituting (S2) and (S3) into (S1) we confirm the desired equality.

Now, we note the relationship between Sørenson Index (normalized Hamming similarity) for connected nodes $i$ and $j$ and $s_{ij}$ (4):

$$H_{ij} = \frac{2T_{ij}}{d_i + d_j} = s_{ij} \frac{d_i + d_j - 2}{d_i + d_j} \quad (S4)$$

Note that the above implies that $H_{ij} < s_{ij}$ for all $(i, j)$ edges for which $s_{ij}$ is defined. And since we established that $s_i$ is a weighted average of $s_{ij}$’s with $j \in N_1(i)$ we have that:

$$\min_j H_{ij} < \min_j s_{ij} \leq s_i \leq \max_j s_{ij} = \max_j \left( H_{ij} \frac{d_i + d_j}{d_i + d_j - 2} \right) \quad (S5)$$

which proves inequality (5). Note that for large values of $d_i + d_j$, the above is approximately equivalent to:

$$\min_j H_{ij} < s_i \leq \max_j H_{ij} \quad (S6)$$
In other words, we showed that the similarity coefficient of a node $i$ is approximately bounded between minimum and maximum structural equivalence (Sørenson Index) between itself and any of its neighbors.

**S2. Complementarity and structural equivalence**

Here we derive the relationship between nodal complementarity coefficient $c_i$ and structural equivalence. We start by showing that $c_i$ is a weighted average of edge-wise coefficients $c_{ij}$’s for $j \in N_1(i)$, that is:

$$c_i = \frac{4Q_{ij}}{q_i^W + q_i^H} = \sum_{j} \left( \frac{q_{ij}^W + q_{ij}^H}{q_{ij}^W + q_{ij}^H} \right) c_{ij}$$  \hspace{1cm} (S7)

Using Eq. (10) we can write $2Q_{ij} = (q_{ij}^W + q_{ij}^H) c_{ij}$. Moreover, each strong quadrangle including a node $i$ is shared with exactly two other nodes. Hence, we have that:

$$\sum_{j \in N_1(i)} (q_{ij}^W + q_{ij}^H) c_{ij} = \sum_{j \in N_1(i)} 2Q_{ij} = 4Q_i$$  \hspace{1cm} (S8)

Next, note that each 3-path starting at an $(i, j)$ edge defines a unique ordered quadruple of the form $(i, j, k, l)$ or $(j, i, k, l)$. The first form is counted as a head quadruple of the node $i$ and a wedge quadruple of the node $j$ and in the second case the order is reversed. And since $q_{ij}^W + q_{ij}^H$ is the number of 3-paths starting at the $(i, j)$ edge it must hold that the:

$$\sum_{j \in N_1(i)} q_{ij}^W + q_{ij}^H = q_i^W + q_i^H$$  \hspace{1cm} (S9)

Finally, note that (S8) and (S9) jointly mean that Eq. (S7) must be true. As a result, for $j \in N_1(i)$ we have that:

$$\min_j c_{ij} \leq c_i \leq \max_j c_{ij}$$  \hspace{1cm} (S10)

Now, in order to derive the connection between complementarity coefficients and structural equivalence we need to use the notion of weak quadrangles allowing for any number of chordal edges. Let $W_{ij} \geq Q_{ij}$ be the number of quadrangles with any number of chords incident to the $(i, j)$ edge. We also define weak edge-wise complementarity to be $h_{ij} = W_{ij}/(q_{ij}^W + q_{ij}^H) \geq c_{ij}$. It is easy to see that:

$$W_{ij} = \sum_{k \in N_1(i) \setminus \{j\}} n_{jk} - 1$$  \hspace{1cm} (S11)

On the other hand, the number of 3-paths starting at the $(i, j)$ edge is:

$$q_{ij}^W + q_{ij}^H = \sum_{k \in N_1(i) \setminus \{j\}} (d_k - 1) + \sum_{l \in N_1(j) \setminus \{i\}} (d_l - 1) - 2n_{ij}$$  \hspace{1cm} (S12)

since $q_{ij}^W$ is the number of $(j, i, k, l)$ and $q_{ij}^H$ of $(i, j, k, l)$ quadruples. The second equality comes from the fact that $n_{ij} = \sum_k a_{jk} = \sum_l a_{il}$. Now, we can use the two above results and the Asymmetric
Excess Sørenson Index defined in Eq. (11) to rewrite the weak edge-wise complementarity as:

\[ h_{ij} = \frac{\sum_k (d_k - 1 - a_{jk}) H_{kji} + \sum_l (d_l - 1 - a_{il}) H_{lij}}{\sum_k (d_k - 1 - a_{jk}) + \sum_l (d_l - 1 - a_{il})} \tag{S13} \]

As a result we have that:

\[ \min_{k,l} (H_{kji}, H_{lij}) \leq h_{ij} \leq \max_{k,l} (H_{kji}, H_{lij}) \tag{S14} \]

Using Eq. (S10) we can write:

\[ \min_{j,k,l} (H_{kji}, H_{lij}) \leq h_i \leq \max_{j,k,l} (H_{kji}, H_{lij}) \tag{S15} \]

Finally, since by definition \( c_{ij} \leq h_{ij} \) this proves Eq. (12). In other words, we just showed that structural complementarity coefficient defined for a node \( i \) is bounded from above by the maximum Asymmetric Excess Sørenson Index between any two of its neighbors or itself and any neighbor of its neighbors. Intuitively, high complementarity can exist only in the presence of high structural equivalence between neighbors of \( i \) as well as \( i \) and neighbors of its neighbors. Moreover, in the weak case we also have a lower bound of the same nature. We leave a more detailed analysis of the notion of weak complementarity for future work.
S3. Structural coefficients and PathCensus

S3.1. Algorithm

Algorithm S1. PathCensus algorithm. It takes an undirected graph $G = (V, E)$ with $|V| = n$ and $|E| = m$ as input and returns edge-wise counts of wedge and head triples and quadruples as well as triangles and strong quadrangles.

1: Initialize empty $C$ \( \rightarrow m \times 8 \) array for storing path counts
2: Initialize $R$ such that $R_i = 0 \ \forall i \in V$ \( \rightarrow n \times 1 \) array for keeping track of node roles
3: Let $D$ be the degree sequence of $G$ \( \rightarrow n \times 1 \) array
4: Initialize $u = 0$
5: for $e = (i, j) \in E$ do \( \rightarrow \) the loop may be parallelized
6: Set $u = u + 1$
7: Initialize $T_{ij}, t^W_{ij}, t^H_{ij} = 0$ \( \rightarrow \) counts of triangles and wedge and head triples
8: Initialize $Q_{ij}, q^W_{ij}, q^H_{ij} = 0$ \( \rightarrow \) counts of strong quadrangles and wedge and head quadruples
9: Initialize $\text{Star}_i, \text{Star}_j, \text{Tri}_{ij} = \emptyset$ \( \rightarrow \) Empty sets for keeping track of nodes with different roles
10: for $(k \neq j) \in N_i(i)$ do
11: Add $k$ to $\text{Star}_i$ and set $R_k = 1$
12: Set $t^W_{ij} = t^W_{ij} + 1$
13: for $(k \neq i) \in N_j(j)$ do
14: if $R_k = 1$ then
15: $T_{ij} = T_{ij} + 1$
16: Remove $k$ from $\text{Star}_i$, add $k$ to $\text{Tri}_{ij}$ and set $R_k = 3$
17: else
18: Add $k$ to $\text{Star}_j$ and set $R_k = 2$
19: $t^H_{ij} = t^H_{ij} + 1$
20: for $(k \neq j) \in N_l(l)$ do \( \rightarrow \) This internal nested loop determines computational complexity
21: for $(l \neq i, j)$ do
22: if $R_k = 1$ and $R_l = 2$ then
23: $Q_{ij} = Q_{ij} + 1$
24: for $k \in \text{Star}_i$ do
25: Set $R_k = 0$
26: for $k \in \text{Star}_j$ do
27: Set $q^W_{ij} = q^W_{ij} + D_k - 1$ and set $R_k = 0$
28: for $k \in \text{Tri}_{ij}$ do
29: Set $q^H_{ij} = q^H_{ij} + D_k - 2$ and set $R_k = 0$
30: Set $C_u = \left(T_{ij}, t^W_{ij}, t^H_{ij}, Q_{ij}, q^W_{ij}, q^H_{ij}\right)$ \( \rightarrow \) Set $u$-th row of $C$
32: return $C$

S3.2. Calculating counts for reversed edges

Note that in our implementation $t^W_{ij}$ counts the number of $(k, i, j)$ and $t^H_{ij}$ tracks $(i, j, k)$ triples. Thus, we have that $t^W_{ij} = t^H_{ji}$. Similarly, $q^W_{ij}$ counts $(j, i, k, l)$ and $q^H_{ij}$ $(i, j, k, l)$ quadruples, so again we have that $q^W_{ij} = q^H_{ji}$. On the other hand, counts of triangles and quadrangles are symmetric. As a result, for the purpose of counting we can assume that all edges are of the form $i < j$ and still be able to count everything correctly. In other words there is no need to consider each undirected edge twice.
S3.3. Formulas

Table S1 below defines formulas for all structural coefficients. They are expressed in terms of path and cycle counts defined in Table 1.

Table S1. Formulas for structural coefficients based on path and cycle counts

| Relational principle | Level | Coefficient | Similarity | Complementarity |
|----------------------|-------|-------------|------------|-----------------|
|                      | Edges | Structural  | $s_{ij} = \frac{2T_{ij}}{T_{ij} + H_{ij}}$ | $c_{ij} = \frac{2Q_{ij}}{q_{ij} + q''_{ij}}$ |
|                      | Nodes | Structural  | $s_i = \frac{4T_i}{T_i + c_i}$ | $c_i = \frac{4Q_i}{q_i + q''_i}$ |
|                      |       | Clustering  | $s^W_i = \frac{2T_i}{T_i + c}$ | $c^W_i = \frac{2Q_i}{q_i}$ |
|                      |       | Closure     | $s^H_i = \frac{2T_i}{T_i + c}$ | $c^H_i = \frac{2Q_i}{q_i}$ |
|                      |       | Global$^1$  | $s = \frac{6T}{6T + q + q''}$ | $c = \frac{8Q}{q + q''}$ |
|                      |       | Clustering  | $s^W = \frac{3T}{3T + q}$ | $c^W = \frac{4Q}{q}$ |
|                      |       | Closure     | $s^H = \frac{3T}{3T + q}$ | $c^H = \frac{4Q}{q}$ |

$^1$ – All global measures are equivalent.

S3.4. Computational complexity

It is clear from the structure of the three nested loops that the asymptotic worst-case computational complexity of both algorithms is $O(md_{\text{max}}^2)$ where $m$ is the number of edges and $d_{\text{max}}$ is the maximum node degree. This agrees with the analysis presented in Ref. [1]. However, in practice the runtime can be reduced by enforcing that edges are defined to satisfy the condition $d_i \leq d_j$ (note that this can always be done without loss of generality). The impact of this optimization can be quite significant for networks with highly heterogeneous degree distributions. For instance, in the case of the network of Internet at the level of Autonomous System ($n = 22936; \langle d_i \rangle = 4.22; d_{\text{max}} = 2390$) it yields more than five times shorter computation times on average.
### S4. Network datasets: descriptive statistics

Table S2. Descriptive statistics for other network datasets \((N = 4)\)

| domain               | network                  | \(s\) | \(c\) | \(n\)  | \(S\) | \(\rho\) | \(\langle d_i \rangle\) | \(\sigma_{d_i}\) | \(d_{max}\) |
|----------------------|--------------------------|-------|-------|--------|-------|---------|------------------------|-----------------|------------|
| biological           | reactome                 | 0.61  | 0.05  | 5973   | 0.94  | 0.01    | 48.81                  | 1.39            | 855        |
| social (offline)     | jazz_collab              | 0.52  | 0.02  | 198    | 1.00  | 0.14    | 27.70                  | 0.63            | 100        |
| social (online)      | facebook_combined        | 0.52  | 0.02  | 4039   | 1.00  | 0.01    | 43.69                  | 1.20            | 1045       |
| technological        | internet_as              | 0.01  | 0.00  | 22963  | 1.00  | 0.00    | 4.22                   | 7.81            | 2390       |
| **Average**          |                          | **0.41** | **0.02** | **8293.25** | **0.99** | **0.04** | **31.10**        | **2.76**        | **1097.50** |

\(s\) - global similarity (clustering)
\(c\) - global complementarity
\(n\) - number of nodes in the giant component
\(S\) - relative size of the giant component
\(\rho\) - edge density
\(\langle d_i \rangle\) - average node degree
\(\sigma_{d_i}\) - coefficient of variation of node degrees
\(d_{max}\) - maximum node degree
### Table S3. Descriptive statistics for Ugandan village networks ($N = 34$)

| domain        | network              | $s$  | $c$  | $n$  | $S$  | $\rho$ | $\langle d_i \rangle$ | $\sigma_{d_i}$ | $d_{max}$ |
|---------------|----------------------|------|------|------|------|--------|------------------------|----------------|-----------|
| social (offline) | friendship-1         | 0.06 | 0.03 | 202  | 1.00 | 0.03   | 5.42                  | 0.72           | 32        |
|               | friendship-2         | 0.11 | 0.05 | 181  | 0.99 | 0.04   | 7.60                  | 0.77           | 44        |
|               | friendship-3         | 0.13 | 0.06 | 192  | 1.00 | 0.06   | 11.04                 | 0.74           | 53        |
|               | friendship-4         | 0.09 | 0.05 | 320  | 1.00 | 0.04   | 12.97                 | 0.66           | 50        |
|               | friendship-5         | 0.12 | 0.05 | 184  | 1.00 | 0.04   | 7.83                  | 0.69           | 30        |
|               | friendship-6         | 0.14 | 0.07 | 139  | 1.00 | 0.07   | 9.09                  | 0.68           | 42        |
|               | friendship-7         | 0.17 | 0.09 | 121  | 1.00 | 0.11   | 12.73                 | 0.52           | 32        |
|               | friendship-8         | 0.16 | 0.06 | 178  | 1.00 | 0.07   | 12.02                 | 0.78           | 80        |
|               | friendship-9         | 0.10 | 0.07 | 207  | 1.00 | 0.05   | 10.55                 | 0.64           | 44        |
|               | friendship-10        | 0.09 | 0.04 | 250  | 1.00 | 0.03   | 8.50                  | 0.70           | 44        |
|               | friendship-11        | 0.08 | 0.05 | 229  | 1.00 | 0.03   | 7.62                  | 0.86           | 58        |
|               | friendship-12        | 0.10 | 0.06 | 183  | 1.00 | 0.05   | 8.84                  | 0.68           | 34        |
|               | friendship-13        | 0.15 | 0.06 | 124  | 1.00 | 0.07   | 8.47                  | 0.64           | 36        |
|               | friendship-14        | 0.07 | 0.04 | 120  | 1.00 | 0.04   | 4.57                  | 0.70           | 17        |
|               | friendship-15        | 0.05 | 0.03 | 372  | 1.00 | 0.02   | 7.38                  | 0.72           | 43        |
|               | friendship-16        | 0.25 | 0.07 | 65   | 1.00 | 0.12   | 7.91                  | 0.70           | 31        |
|               | friendship-17        | 0.05 | 0.04 | 187  | 0.98 | 0.02   | 4.61                  | 1.31           | 60        |
|               | health-advice_1      | 0.06 | 0.06 | 170  | 1.00 | 0.03   | 4.64                  | 1.66           | 70        |
|               | health-advice_2      | 0.08 | 0.05 | 185  | 1.00 | 0.04   | 6.90                  | 1.43           | 78        |
|               | health-advice_3      | 0.06 | 0.04 | 316  | 1.00 | 0.02   | 6.61                  | 0.96           | 72        |
|               | health-advice_4      | 0.09 | 0.02 | 166  | 0.99 | 0.03   | 4.65                  | 1.45           | 70        |
|               | health-advice_5      | 0.06 | 0.02 | 131  | 0.98 | 0.03   | 4.34                  | 1.93           | 75        |
|               | health-advice_6      | 0.14 | 0.06 | 121  | 1.00 | 0.07   | 7.82                  | 0.80           | 46        |
|               | health-advice_7      | 0.05 | 0.03 | 361  | 1.00 | 0.02   | 6.85                  | 1.04           | 84        |
|               | health-advice_8      | 0.10 | 0.05 | 173  | 1.00 | 0.04   | 7.20                  | 1.42           | 98        |
|               | health-advice_9      | 0.13 | 0.05 | 204  | 1.00 | 0.04   | 8.04                  | 0.98           | 71        |
|               | health-advice_10     | 0.05 | 0.04 | 234  | 0.97 | 0.02   | 4.50                  | 1.67           | 85        |
|               | health-advice_11     | 0.04 | 0.04 | 218  | 0.99 | 0.02   | 4.90                  | 1.30           | 79        |
|               | health-advice_12     | 0.06 | 0.03 | 157  | 0.91 | 0.02   | 3.64                  | 1.25           | 51        |
|               | health-advice_13     | 0.11 | 0.05 | 120  | 1.00 | 0.05   | 5.43                  | 0.80           | 26        |
|               | health-advice_14     | 0.06 | 0.05 | 117  | 1.00 | 0.03   | 3.35                  | 1.36           | 34        |
|               | health-advice_15     | 0.04 | 0.01 | 349  | 1.00 | 0.01   | 4.94                  | 2.21           | 152       |
|               | health-advice_16     | 0.13 | 0.06 | 63   | 1.00 | 0.07   | 4.63                  | 0.95           | 28        |
|               | health-advice_17     | 0.06 | 0.05 | 117  | 1.00 | 0.03   | 3.35                  | 1.36           | 34        |
|               | health-advice_18     | 0.04 | 0.01 | 349  | 1.00 | 0.01   | 4.94                  | 2.21           | 152       |
|               | health-advice_19     | 0.13 | 0.06 | 63   | 1.00 | 0.07   | 4.63                  | 0.95           | 28        |

$s$ - global similarity (clustering)

$c$ - global complementarity

$n$ - number of nodes in the giant component

$S$ - relative size of the giant component

$\rho$ - edge density

$\langle d_i \rangle$ - average node degree

$\sigma_{d_i}$ - coefficient of variation of node degrees

$d_{max}$ - maximum node degree