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In “Differential Perspectives: Epistemic Disconnects Surrounding the US Census Bureau’s Use of Differential Privacy,” boyd and Sarathy argue that empirical evaluations of the Census Disclosure Avoidance System (DAS), including our published analysis, failed to recognize how the benchmark data against which the 2020 DAS was evaluated is never a ground truth of population counts. In this commentary, we explain why policy evaluation, which was the main goal of our analysis, is still meaningful without access to a perfect ground truth. We also point out that our evaluation leveraged features specific to the decennial Census and redistricting data, such as block-level population invariance under swapping and voter file racial identification, better approximating a comparison with the ground truth. Lastly, we show that accurate statistical predictions of individual race based on the Bayesian Improved Surname Geocoding, while not a violation of differential privacy, substantially increases the disclosure risk of private information the Census Bureau sought to protect. We conclude by arguing that policy makers must confront a key trade-off between data utility and privacy protection, and an epistemic disconnect alone is insufficient to explain disagreements between policy choices.
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We thank the editors of this special issue for giving us an opportunity to comment on an insightful article, “Differential Perspectives: Epistem ic Disconnects Surrounding the US Census Bureau’s Use of Differential Privacy” by boyd & Sarathy (2022). Most academic papers surrounding the use of differential privacy in the 2020 Census have focused on technical issues, including the task of developing a better Census disclosure avoidance system (DAS). In contrast, boyd and Sarathy considered how the differing perspectives held by policy makers, census officials, and external stakeholders can have significant political impacts. The authors conducted over 40 interviews to obtain a range of views.\(^1\) We agree with boyd and Sarathy that attention to these often-overlooked epistemic issues is also essential.

One of the central claims put forth by boyd and Sarathy is that many researchers and Census users fell prey to the “statistical illusion” that the 2010 DAS Census files represent an accurate and objective “ground truth.” The authors criticize our work on the DAS and redistricting (Kenny et al., 2021b) by writing that we published our findings “[d]espite ‘ground truth’ critiques” of our earlier working paper (Kenny et al., 2021a).\(^2\) They contend that we “ignor[ed] biases that the published 2010 data might have introduced into the redistricting process.” Cohen et al. (2022), in the same issue, shares this characterization, writing that the approach in Kenny et al. (2021b) “ignores the effects of swapping […] as well as all of the other documented sources of error known to courts for many years.”

In this commentary, we explain why this “ground truth” critique advanced by boyd and Sarathy and others does not diminish the value of our published analysis. First, we point out that the main goal of our analysis was to empirically evaluate the potential impacts of the Census Bureau’s policy change (from the old DAS based on swapping to the new DAS based on differential privacy) on redistricting and its evaluation. Such policy evaluation is meaningful even without the unattainable “ground truth” because it sheds light on how a policy change under consideration may influence relevant outcomes. Our analysis showed that the change

---

\(^1\)None of the authors of this commentary was interviewed for the article.

\(^2\)boyd and Sarathy relate our working paper with the state of Alabama’s litigation against differential privacy, \textit{Alabama v. Commerce}, by writing “Scientific debates turned into communicative spectacle after lawsuits were filed. First, some external analyses were introduced as expert reports in \textit{Alabama v. Commerce} […] After oral arguments at the district court, a group of political scientists and statisticians released a working paper arguing that the government’s system had significant issues that would harm redistricting work.” Contrary to the perception one might get from this characterization, our working paper was not timed for this lawsuit. Indeed, none of the authors of this article were involved in this lawsuit. We prepared our working paper in response to the Census Bureau’s call for feedback based on their April 2021 demonstration data and submitted it just in time for the May 28 deadline (see the acknowledgement section of Kenny et al. (2021a)). Admittedly, some of the language in the working paper was too strong, and we refined it in our published paper (Kenny et al., 2021b) after receiving feedback from other scholars including Bun et al. (2021).
of DAS procedure can disproportionately affect certain racial groups and alter the redistricting process and its evaluation.

Second, although the validity of our policy evaluation does not depend on access to the unattainable “ground truth,” much of our analysis is based on reasonable approximations to “ground truth.” In particular, boyd and Sarathy fail to recognize the fact that the swapping method does not introduce bias to population counts, which represent the key variable used in our redistricting simulation analysis. In addition, both the election data and the self-reported race in voter files used in our analysis are generally seen as close approximations to their respective “ground truths.” Thus, parts of our policy evaluation also speak to the accuracy of redistricting analysis and evaluation to the extent that these data are considered as “ground truth” or its reasonable estimate.

Lastly, we show that accurate predictions of individuals’ race based on the Bayesian Improved Surname Geocoding (BISG), while not a violation of differential privacy, substantially increases the actual disclosure risk of private information the Census Bureau sought to protect when developing the new DAS. It is important to recognize that differential privacy is one, but not the only, definition of privacy. Members of the public and policy makers may care about the actual disclosure risk rather than differential privacy.

We conclude this commentary with a discussion of various factors that affect the key trade-off between data utility and privacy protection that is at the heart of the Census DAS debate. In this regard, we are in complete agreement with Hotz et al. (2022) who point out that insufficient attention has been paid to this trade-off. More evaluation studies like ours are needed in order to assess the impacts of different disclosure avoidance methods on the data utility of the decennial Census in different policy areas.

### 1 Policy evaluation is meaningful even without the unattainable “ground truth”

The goal of our analysis published in Kenny et al. (2021b) was to “empirically evaluate the impact of the DAS, both the noise injection and postprocessing, on redistricting and voting rights analysis across local, state, and federal contexts” (p.1). Our study, therefore, should be

---

3Hotz et al. (2022) use the term “data usability” instead of “data utility” to refer to the same concept. They define it as “the potential for data to effectively help answer specific questions of interest” (p. 2).
understood as an example of *policy evaluation* that empirically assesses how a policy change—a change in the Census Bureau’s DAS, in this case—might influence outcomes of interest. Policy evaluation enables policy makers and relevant stakeholders to better understand the potential consequences of a policy change under consideration prior to its implementation. In fact, partly based on the feedback received from our team and others, the Census Bureau made several important modifications to address concerns about the previous version of the DAS, including those described in Kenny et al. (2021a). Regardless of one’s opinion about the final DAS, the iterative rounds of feedback solicitation and revision—conducted prior to its final rollout—represent an exemplary policy making process.

Most policy evaluation compares the potential outcomes under one policy (e.g., existing policy) with those of an alternative policy (e.g., new policy). For this reason, the conceptual and methodological framework of causal inference constitutes the intellectual foundation of policy evaluation (Imbens & Rubin, 2015). Our study is no exception. Specifically, our goal was to compare the potential outcomes of redistricting and voting rights analysis that would result under the old DAS with those under the new DAS. We do so by applying the same exact analysis procedure to the two April demonstration data sets—one prepared under the old DAS and the other under the new DAS—and comparing the resulting findings.

It is critical to recognize that we are not evaluating the redistricting analysis results under the new DAS against their “ground truth,” defined here as the results one would obtain by analyzing the true Census day population counts without any measurement error. We agree with boyd and Sarathy that such ground truths are never obtainable. It is well known to social scientists and statisticians that the Census data are at best approximate, and suffer from various undercounts, overcounts, and other types of measurement errors, however small they might be (Anderson & Fienberg, 1999; Strmic-Pawl et al., 2018). For example, the Census Bureau itself estimates that the 2020 Census undercounted the Black population by 3.3% and the Hispanic population by 5%, while simultaneously overcounting eight entire states (U.S. Census Bureau, 2022). Thus, the decennial Census is not free of measurement error and does not represent the true population at the time of redistricting.

Nevertheless, many policy makers, analysts and courts have long treated the decennial Census data “as-is” while recognizing their potential inaccuracies. In particular, the Supreme Court wrote in *Karcher v. Daggett* (1983):

> “The census count provides the only reliable – albeit less than perfect – indication

\[4\] See the postscript section of Kenny et al. (2021b) for details.
of the districts’ ‘real’ relative population levels, and furnishes the only basis for good faith attempts to achieve population equality.”

And yet, in the same case, the Supreme Court also found that the existence of enumeration error is not a justification for deviation from the enumerated population counts. There exist numerous precedents where the courts relied on relatively small differences in the published P.L. 94-171 population counts to decide whether a district is malapportioned. This long-standing practice provides one reason why it is important to empirically evaluate the impacts of the change in the DAS procedure under the assumption that the released Census data would be treated as-is.

We explicitly stated this point in our original paper, writing (p. 1):

“Using these demonstration data, we conduct our empirical evaluation under a likely scenario, in which practitioners, map drawers and analysts alike, treat these DAS-protected data”as-is” as they have done in the past, without accounting for the DAS noise generation mechanism.”

boyd & Sarathy (2022) suggest that our focus of “what would arise ‘in practice’ ” should not have been an excuse to analyze the April demonstration data as-is. To the contrary, we believe that this focus on practice is exactly what is needed when evaluating the impacts of the change in the DAS procedure. In fact, we are not aware of any redistricting case during this cycle in which map drawers, expert witnesses, or courts have accounted for noise introduced by the new DAS procedure. All parties involved in these cases treated the 2020 decennial Census as-is, consistent with past practice and what we assumed in our published article.

In sum, the unattainable “ground truth” is not required for the purpose of evaluating the potential impacts of a policy change. The main goal of our analysis was not to assess the accuracy of the redistricting analysis results based on the new DAS procedure as compared to those based on unattainable true Census counts. Instead, we investigated how different the results of redistricting and voting rights analysis might become relative to the current status quo policy once the Census Bureau changed its DAS procedure. Our analysis showed that this

---

5 Examples include Baker v. Carr (1962), Reynolds v. Sims (1964), Wesberry v. Sanders (1964), Kirkpatrick v. Preisler (1969) and Anne Arundel County Republican Central Committee v. State Administrative Board of Election Laws (1991).

6 In the future, policy makers, expert witnesses, and academic researchers may consider including statistical adjustments for the DAS procedure in their analyses. Releasing the so-called “noisy measurements” may facilitate such analyses.
policy change can disproportionately affect certain racial groups and can alter the redistricting process and its evaluation.

2  Policy evaluations can shed light on accuracy in some cases

Although the main goal of our study was policy evaluation, which can be conducted without “ground truth,” our analysis also provides insights into the accuracy of redistricting and voting analysis based on the new DAS procedure. In our paper, we demonstrated this in two ways. First, we accounted for the fact that the confidential data in the Census Edited File — which, according to boyd and Sarathy, the Census Bureau regards as ground truth\(^7\) — are accurately reflected in public data in terms of marginal population counts. We took advantage of the population invariance property of the previous DAS procedure (based on the method of swapping), which allowed us to compare the results based on the new DAS procedure against those based on the confidential data without access to such data. Second, given the potential inaccuracy of the Census confidential data, we also used another potential source of “ground truth”— self-reported race from publicly available voter registration files — to assess the accuracy of racial imputation based on the new DAS procedure. We explain each of these evaluation strategies below.

2.1 Population invariance under swapping

A primary contention of boyd & Sarathy (2022) is that analyses of the new DAS, including ours, incorrectly compared new DAS-protected data with published 2010 Census data, which itself was subject to privacy-protecting distortions in the form of swapping. Citing Fienberg & McIntyre (2005), they note that unbeknownst to most external stakeholders, “techniques like swapping [had already] introduced distortion into the data”. As an example, boyd & Sarathy (2022) claim that we ignored these biases of the 2010 Census data in our published analysis.

As we discuss above, the comparison between swapping-protected and new DAS-protected data is still meaningful for policy evaluation. But, even if boyd and Sarathy wish to consider whether our analysis is useful as *accuracy evaluation* rather than policy evaluation, their ground

\(^7\)boyd & Sarathy (2022) report that “The Census Bureau knows that its data collection processes are imperfect but believes that, given the operational and confidentiality constraints, the data collected and produced through its well-studied, systematic approach are the best data possible. Thus, it treats its confidential data as ground truth.” (emphasis added)
truth critique ignores the actual details of the swapping mechanism, leading to an invalid conclusion. Critically, swapping—unlike the new DAS—holds invariant the total population and voting-age population of census blocks. As the Bureau describes in its documentation of the 2010 SF1 summary file:

“A sample of households is selected and matched on a set of selected key variables with households in neighboring geographic areas (geographic areas with a small population) that have similar characteristics (same number of adults, same number of children, etc.). [...] there is no effect on the marginal totals for the geographic area with a small population.” (SF1 documentation, p. 518)

Since swapped households are matched on the total number of adults and that of children, both total population and voting-age population are preserved under the swapping mechanism. Citing the same reasoning, Census Bureau statisticians also compared the TopDown algorithm to the public swapped dataset in their report studying population parity (Wright & Irimata, 2021, p. 2).

Thus, all of the main analyses in our paper about population parity and “One Person One Vote” (Kenny et al. (2021b), Figs. 3-4), and similar analyses by other authors, actually compare DAS-protected data to what is treated by the Census Bureau as “ground truth” (see footnote 7). In addition, our partisan gerrymandering analysis (Kenny et al. (2021b), Fig. 5) uses only total population data to perform the redistricting simulation, and election results to tabulate district vote shares. These official election results are reported exactly by state and county election boards and are not subject to privacy protection. 8 Here, too, the comparison is between an analysis of the new DAS-protected data and the same analysis of what the Census Bureau considers “ground truth” data.

While the swapping method used in the past decade preserves total and voting-age population, the new DAS procedure does not—it only preserves the total number of households (and the total population at the state level). As we showed in our paper, this difference can have a large effect on the meaning of “One Person One Vote,” as defined by courts and implemented by policy makers, inflating nominal population balance thresholds by five times or more. Our partisan analysis also demonstrates the potential impacts of the change in DAS procedure on the evaluation of partisan gerrymandering.

8Of course, the official election data may also contain small counting errors and hence, like the Census Edited File, are not necessarily “ground truth” in a strict sense.
While swapping adds some statistical noise to characteristics of neighboring geographic areas, its block-level population invariance property is powerful. Under the One Person One Vote principle, plans with a population deviation above certain thresholds can be presumed to be unconstitutional (see White v. Regester (1973) or Karcher v. Daggett (1983) for some examples). Since block populations are no longer invariant under the new DAS, the universe of constitutional plans is different from the one that would be obtained under the old DAS. Depending on random noise injected by the new DAS, plans which are presumptively constitutional can lose that presumption, while other plans may gain that presumption. Although boyd & Sarathy (2022) use Cohen et al. (2021) to rebut some of our original claims, both articles fail to appreciate the fact that actual redistricting can be sensitive to minor perturbations or inaccuracies in these numbers. If noise added to population counts were completely random, the space of possible plans would change, but this change would be generally uncorrelated with outcomes like race or partisanship. As we showed in Kenny et al. (2021b), however, these errors were strongly correlated with racial diversity in the April 2020 DAS release, leading to unintended consequences in terms of both race and partisanship.

Beyond redistricting, census population counts are the sole or primary determinant of the apportionment and distribution of federal funds to states, counties, and municipalities. Addition of noise to population totals must therefore be done carefully due to its more central role in funding apportionment than many other published Census statistics. Our analysis shows that the new DAS concentrated these population errors disproportionately on minority groups and Democratic voters, suggesting potential disparate impacts of the change in the DAS procedure.

2.2 The use of self-reported race in voter files as “ground truth”

boyd and Sarathy’s “illusion of ground truth” critique also does not apply to our accuracy evaluation of racial imputation based on Bayesian Improved Surname Geocoding (BISG). In that

---

9 Authors of Cohen et al. (2021) appear alongside boyd & Sarathy (2022) in the HDSR special issue as Cohen et al. (2022) and make similar claims. Both Cohen et al. (2021) and Cohen et al. (2022) do not acknowledge the possibility that because DAS noise is applied to the Census Edited File, courts may decide that DAS noise is qualitatively different from previously known sources of error already included in the Census Edited File. This qualitatively different noise perturbs the populations in the released data, which changes the space of legal plans away from those possible under the Census Edited File.

10 Our findings do not necessarily imply that swapping should be preferred over the differential privacy in general. For example, it is possible to develop a differential privacy procedure that preserves population counts (e.g., Gong & Meng, 2020).
analysis, we relied upon the self-reported race of individual voters in North Carolina’s voter registration records, which are publicly available on the Internet for download. To the extent that an individual’s self-reported race can be considered “ground truth,” our analysis showed that the new DAS procedure does not negatively impact BISG’s predictive accuracy when compared to the old DAS procedure.

This finding is notable because the Census Bureau’s primary motivation for adopting the new DAS procedure was the protection of individuals’ self-reported race in the confidential file (Abowd, 2021). Thus, while the moderate amount of noise added by the DAS negatively impacted the utility of the 2020 Census data for redistricting purposes, the DAS left unchanged the ability to accurately infer individual’s race, which they sought to protect.

2.3 Accurate statistical prediction increases individual disclosure risk

The initial version of our working paper (Kenny et al., 2021a), as it was submitted to the Census Bureau for public comment, attracted critiques by other scholars. Most notably, a group of differential privacy scholars posted a commentary (Bun et al., 2021) on the interpretation of our findings regarding the use of BISG to predict individual-level race. In boyd and Sarathy’s accounting of this exchange, our working paper “incensed other Harvard researchers, some of whom issued a technical rebuttal highlighting how the comparison data was not ground truth.”

It is important to note that boyd and Sarathy mischaracterize Bun et al.’s critique. Bun et al. (2021) are not occupied by whether the comparison data represent “ground truth.” In fact, there is no reason to believe that self-reported individual race in voter files is less accurate than the corresponding information in the Census confidential data. Rather, Bun et al. (2021) take issue with our interpretation of the probabilistic prediction of individual race based on the DAS data. They contend that our BISG exercise is that of statistical inference and prediction, so its success in predicting individual race is not a privacy violation.

We agree with Bun et al. (2021) that accurate BISG predictions do not constitute a violation of differential privacy (Kenny et al., 2021b, p. 13). Differential privacy is a mathematical definition of privacy which provides a probabilistic guarantee on a certain type of disclosure risk. We do not dispute that the new Census DAS builds upon this formal definition, but differential privacy is not the only definition of privacy. Privacy is a concept that has several legal, technical, and non-technical definitions, and the courts, general public, and policy makers may not agree with differential privacy (Cormode et al., 2013; e.g., Hotz et al., 2022; Hotz & Salvo, 2022;
Indeed, a primary goal of the Census Bureau in adopting the new DAS was to prevent inference of individuals’ “private” racial information (Abowd, 2019). This notion of disclosure is close to the operationalization of privacy as absolute disclosure risk rather than the DP criterion (Duncan & Lambert, 1986, 1989). The absolute disclosure risk is defined as the “probability that an ‘intruder’ can identify individuals in a data set, based on the released data, [and] what intruders know about individuals in the absence of such data” (Hotz & Salvo, 2022). Highly accurate statistical prediction of individual race is just as much a violation of this notion of privacy as a reidentification accomplished through database reconstruction.11 This point was also made in a 2022 report commissioned by the Bureau itself (JASON, 2022) (p. 114):

“In the context of the decennial census, there is no risk to an individual if it is learned that their data are included in the census. The decennial data includes all United States persons whether or not they self-report data to the Census Bureau. . . . Hence, the concern for the Census Bureau should be focused on inferential disclosure risk [emphasis added]. The risk that matters is if the released data allows an adversary to make inferences about an individual’s characteristics with more accuracy and confidence than could be done without the data released by the Census Bureau.”

Specifically, the absolute disclosure risk is defined as \( \Pr(J = j, Y_j | D^*, A) \), where \( A \) is an attacker’s dataset, \( D^* \) is a differentially private data release, \( Y \) is the protected attribute, \( J \) is the target individual in \( A \), and \( j \) is an individual in \( D^* \). Hotz et al. (2022) assume that \( D^* \) takes the form of individual records with \( Y_j \) observed. In that context, \((J = j, Y_j)\) means that a particular entry \( Y_j \) in \( D^* \) is associated to the target individual \( J \). In the case of decennial Census, every individual in the U.S. is supposed to be in the data, but \( D^* \) consists of noised tables for each Census geography rather than microdata. Therefore, \((J = j, Y_j)\) is equivalent to identification of the unobserved attribute \( Y_J \) for the target individual, i.e., \( \Pr(J = j, Y_j | D^*, A) = \Pr(Y_J | D^*, A) \).12 This is the same connection Hotz et al. (2022) make between their notation and that of Gong &

11 Like Hotz et al. (2022), we are aware of the difficulty of controlling the absolute disclosure (Dwork & Naor, 2010). Nevertheless, the multifaceted nature of privacy means that members of the public and policymakers may feel that using Census data to accurately predict their racial information is a violation of their privacy even though the new DAS protects one particular definition of privacy.

12 Since the residence location of each registered voter is publicly available as part of voter files, inferring their race is equivalent of identifying them in a census table of race counts.
Meng (2020) who refer to the absolute disclosure risk as the *actual posterior risk of disclosure* and write it as  \( \Pr(Y_j \mid D^*) \), where the conditioning on auxiliary data \( A \) is absorbed into the prior. This is precisely what BISG produces: the probability that a target individual \( J \) who is in the Census data has a particular self-reported race \( (Y_J) \), conditioning on the information contained in the Census data release \( (D^*) \) and using auxiliary name data \( (A) \) as a prior.

Of course, one must take into account the baseline disclosure risk when assessing the role of a particular data release in contributing to the absolute risk of disclosure. As in Kenny et al. (2021b), we evaluate the North Carolina voter file obtained in February 2021 through L2 Inc., a leading national nonpartisan firm that supplies voter data and related technology. Unsurprisingly, we find that the decennial Census, even under the new DAS, substantially increases the absolute disclosure risk, compared to a baseline without any detailed Census data. Table 1 shows the error rate in BISG predictions when using 2010 Census data, as well as the error rates when not using the data (i.e., only using name information to predict race), for the North Carolina data. Misclassification rates are computed by assigning every individual to the maximum a posteriori class and comparing against true, self-reported race. The results show that the inclusion of detailed Census geographic and racial data substantially improves the prediction accuracy and thus the absolute risk of disclosure.

The last column presents the maximum observed relative risk of disclosure for an individual in the dataset: the factor by which our confidence in their individual racial information increased or decreased going from the name-only predictions to the name-and-Census-data predictions. This relative risk is precisely the quantity controlled by the differential privacy guarantee (Gong & Meng, 2020). The numbers here should be considered as a lower bound; they could be higher depending on the presence of other auxiliary information. While the relative disclosure risk is quite large for some individuals, it is not a violation of differential privacy—the guarantees provided by the large privacy loss budget of \( \varepsilon = 19.61 \) in the new DAS are extremely weak.\(^{13}\) Nevertheless, the substantially higher absolute risk of disclosure indicated by the lower error rates, as well as the large relative risk, could potentially be concerning to members of the public who are worried about the disclosure of racial self-identification. Moreover, these risks are not borne equally: the *average* individual relative risk varies substantially by race, from 1.96 for

---

\(^{13}\)Gong & Meng (2020) show that \( \varepsilon \) can be interpreted as a bound on how much the prior probability of an individual having a certain protected attribute can change under Bayesian updating from differentially private data release. Specifically, the prior probabilities can change by no more than a factor of \( \exp(\pm \varepsilon) \). With \( \varepsilon = 19.61 \), this factor is over 328 *million*. As the Bureau-commissioned report writes, “the formal guarantees provided by differential privacy at this level provide little guaranteed uncertainty” (JASON, 2022, p. 67).
White voters to as high as 14.0 and 21.5 for Asian and “Other” voters, respectively.¹⁴

Table 1: BISG error rates based on the data sources used in racial predictions. All examples use the overall surname-by-race table also published by the Census Bureau. Maximum individual relative disclosure risk is calculated as the maximum possible ratio \( \Pr(Y_j|D^*) / \Pr(Y_j) \) (or its inverse) with \( Y_j \) the race of individual \( J \) and \( D^* \) the DAS-19.61 data, with the prior \( \Pr(Y_j) \) representing the name-only predictions.

| BISG Method                        | Error rate without Census data | Error rate with DAS-19.61 data | Maximum individual relative disclosure risk |
|------------------------------------|--------------------------------|--------------------------------|--------------------------------------------|
| Only last names                    | 40.9%                          | 15.5%                          | 796.9                                      |
| First and last names               | 27.5%                          | 12.4%                          | 969.6                                      |
| First, middle, and last names      | 19.0%                          | 10.2%                          | 1077.8                                     |

boyd & Sarathy (2022) argue that those who embrace differential privacy harness uncertainty, while those who reject differential privacy “view centering uncertainty as politically, legally, and rhetorically dangerous; they prefer statistical illusions, however technically imperfect.” Such a characterization of the Census DAS debate is overly simplistic, because other definitions of privacy, including absolute risk of disclosure presented here, incorporate uncertainty as well.

In sum, although accurate statistical prediction is not a violation of differential privacy, a highly accurate probabilistic assessment of individuals’ private information can be problematic from other privacy protection points of view. Members of the public and policy makers may care about other notions of privacy such as absolute risk of disclosure. As our analysis shows, the release of decennial Census under the new DAS can still substantially increase the accuracy of these probabilistic assessments. A similar point is made in the literature on fairness in decision-making. For example, even if race is not directly used in a decision, an accurate proxy of race can be leveraged to discriminate against individuals of certain racial groups. Our analysis addressed the question of how the change in DAS affects the accuracy of predicting the private information the Census Bureau sought to protect.

¹⁴These averages were calculated as the geometric mean of the individual relative risk for BISG using first, middle, and last names. The lower average risk for White voters stems from the correspondingly high prior probability of being white, given U.S. demographics. The “Other” category includes those selecting two or more races as well as the American Indian / Alaska Native population.
3 Concluding remarks: trade-off between data utility and privacy protection

boyd & Sarathy (2022) made a valuable contribution by drawing attention to the epistemic issues surrounding the 2020 Census DAS. We agree with the authors that the trust relationships between the Census Bureau and Census data users play an essential role in the credibility of the Census data among policy makers and researchers. In this commentary, we responded to the “illusion of ground truth” critique offered by boyd and Sarathy against our published work. We argued that policy evaluation conducted in Kenny et al. (2021b) is important even if no agreement exists about what constitutes “ground truth.” Evaluating the change in outcomes from the status quo (old DAS with swapping) to a new policy (new DAS with differential privacy) is a meaningful exercise because the current legal and practical structure of redistricting uses Census data as-is. We also showed that many of our analyses can illuminate the accuracy of redistricting and voting rights analysis by exploiting the availability of certain data and their properties. Lastly, we pointed out that differential privacy is only one definition of privacy and other conceptualizations of privacy may also play an important role when developing an optimal DAS procedure. For example, accurate statistical predictions of individuals’ private information can lead to the increased disclosure risk, which members of the public and policy makers may find problematic.

The Census Bureau is bound by law to protect respondent privacy. Our analysis presented in Kenny et al. (2021b) does not question this goal. Policy makers, however, must balance between data utility and privacy protection. This consideration is essential given the paramount importance of the decennial Census in policy making. Even if the Census Bureau, the public, and other external stakeholders agree on differential privacy as an appropriate privacy framework, the right amount of noise to inject should be informed by the specific privacy harms the Bureau wants to protect against, as well as the “base rate” accuracy of statistical inference of protected attributes (Francis, 2022).

The policy evaluation in Kenny et al. (2021b) examines this key tradeoff that is inherent in the DAS. We demonstrated that the moderate amount of error injected by the DAS degrades the utility of the Census data for redistricting purposes while failing to reduce the ability to accurately infer the individual race information that the Census Bureau claims it needs to protect. Hotz et al. (2022) point out that “the discussion [surrounding the DAS] has focused almost entirely on privacy protection, with little assessment of the impact on data usability and, hence,
social knowledge” (p. 9). Our study helped fill this gap by examining how this change in the DAS affects data usability in legislative redistricting. The Bureau-commissioned study (JASON, 2022) reinforces the need for these kinds of studies:

“The Census Bureau sought to satisfy utility needs while minimizing formal privacy loss, but concrete disclosure risks are not sufficiently quantified to factor into decisions about disclosure avoidance options. […] It is unclear if the privacy mechanisms adopted are sufficient to mitigate the vulnerabilities.” (pp. 4-5)

The data used for our evaluation of BISG prediction raises an additional policy consideration when weighing the cost and benefit of the change in the DAS procedure. In particular, individual self-reported race, which the Census Bureau sought to protect, is already publicly available for all registered voters in several southern states (Alabama, Florida, Georgia, Louisiana, North Carolina, and South Carolina) in their voter files. Although selection into the voter file is a voluntary choice, about 40 million Americans’ self-reported race is available in these public records. When weighing the trade-off between data utility and privacy protection, it is important to consider what information is already available, what constitutes private information, and whether such private information can already be accurately predicted.

The 2010 and 2020 Census may comprise a “statistical imaginary,” in which different stakeholders possess different understandings and use cases for data released by the Census Bureau and their utility. But, policy changes can have meaningful real-world impacts even if they incorporate imperfect measures of their goals. Although our focus was redistricting, this is an important feature of any policy change. For example, a change in the question format of standardized tests may yield disparate impacts among different groups of students even if these tests do not perfectly measure student readiness for college. Our original article documented how the proposed change in the Census DAS procedure would affect the usability of the data.
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