In this work we present the open source hunvec Word2vec framework for custom features. Model parameters we experiment with affect the vectorial word representations used by the model; we apply recognition tasks, using English and Hungarian datasets, where we modify both model and training parameters, and illustrate the usage of our framework, built upon Theano, attempts to fill this gap.

The Hunvec Framework For NN-CRF-based Sequential Tagging

Katalin Pajkossy
BUTE, Institute of Mathematics
H-1111 Egry József u. 13-17, Budapest
pajkossy@mokk.bme.hu

Attila Zséder
HAS Research Institute for Linguistics
H-1068 Benčzúr u 33, Budapest
zseder@mokk.bme.hu

Abstract

In this work we present the open source hunvec framework for sequential tagging, built upon Theano and Pylearn2. The underlying statistical model, which connects linear CRF-s with neural networks, was used by Collobert and co-workers, and several other researchers. For demonstrating the flexibility of our tool, we describe a set of experiments on part-of-speech and named-entity-recognition tasks, using English and Hungarian datasets, where we modify both model and training parameters, and illustrate the usage of custom features. Model parameters we experiment with affect the vectorial word representations used by the model; we apply different word vector initializations, defined by Word2vec and GloVe embeddings and enrich the representation of words by vectors assigned trigram features. We extend training methods by using their regularized (l2 and dropout) version. When testing our framework on a Hungarian named entity corpus, we find that its performance reaches the best published results on this dataset, with no need for language-specific feature engineering. Our code is available at http://github.com/zseder/hunvec.
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1. Introduction and related work

Sequential labeling models provide algorithms for NLP tasks of basic importance, including part-of-speech tagging (POS) and named entity recognition (NER). In this work we use a model which connects linear CRF-s with neural networks, introduced in Collobert and Weston, 2008; Peng et al., 2009; Do and Artieres, 2010. Our implementation is based on Collobert et al., 2011. This work attracted much attention among NLP researchers, inspiring several adaptations (see Zheng et al., 2013) and extensions (see Santos and Zadrozny, 2014). The model is capable of utilizing distributed word representations as part of the model’s initialization; the effect of using different embeddings has also been studied (Demir and Ozgur, 2014). Ling et al., 2015). Although the results of the previous work are impressive, the number of tools publicly available for researchers is limited. For creating word embeddings there are excellent open source packages, Word2Vec Mikolov et al., 2013 and GloVe Pennington et al., 2014. There are also several low-level libraries for working with deep neural networks, like Theano Bergstra et al., 2010; Bastien et al., 2012, Torch Collobert et al., 2002, or the recently published Tensorflow Abadi et al., 2015. However, working with these frameworks requires solid programming skills and to the best of our knowledge, there is no publicly available, high-level library for sequential tagging, that would let a broader range of researchers investigate the domain. Our framework, hunvec, built upon Theano, attempts to fill this gap.

2. Model and architecture

Our model, following the work of Collobert et al., 2011, uses their sentence-level training scheme. The log likelihood of a sentence \( s_1 s_2 \ldots s_T \) having labels indexed by \( t_1 t_2 \ldots t_T \) is defined as

\[
\sum_{i=1}^{T} \{ A(t_i, t_{i+1}) + f_{\theta, t_i}(s_i) \} - \log \mathcal{Z}_\theta (\mathcal{S}) \tag{1}
\]

where the trainable elements \( A[i,j] \) form a transition matrix \( A \). \( f_{\theta, t_i}(s_i) \) scores are given by a neural network’s output with trainable parameters \( \theta \), \( s_i \) is the input vector computed for \( s_i \), and \( \mathcal{Z}_\theta \) is the partition function which accounts for normalizing the probabilities.

We follow a windowing approach: the network’s input, \( s_i^* \) is the concatenation of a fixed length sequence (window) surrounding the target word \( s_i \) in the sentence, where the units in the sequence are the words, possibly augmented with word features (see Figure 1 for illustration). In the first layer these units are mapped to a continuous vector space, which can be of different dimension for the words and features (practically, the feature space is of much lower dimension). The first layer’s output is the concatenation of these vectors, then, transformations defined by regular multilayer perceptron layers follow, and the output layer’s (unnormalized) activations correspond to the tag scores. We chose tanh as activation function.

The window size, the dimension of the word and feature representations and the number of hidden layers and neurons are hyperparameters of the model. We can enhance our models by initializing the mapping of words using pre-trained word vectors (embeddings). We train the parameters of our model (network weights and transition scores) using stochastic gradient descent.

3. Implementation

As a basis of our implementation, we chose Pylearn2 Goodfellow et al., 2013, which is a machine learning library for conducting scientific experiments built upon Theano Bergstra et al., 2010; Bastien et al., 2012. Therefore, we get all the benefits of Theano; the automatic calculation of the gradients will be optimized and stabilized, and the same code can be compiled to GPU if preferred to CPU. One training epoch on a tagged corpora of average size (15-50 thousand sentences) runs for 15-90 minutes on a regular 2-core CPU, and it usually took 15-20 epochs until converged. Tagging the same amount of sentences takes...
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4. Experiments

Although the library is still rough on the edges, we are con-
uously experimenting with it. We publish the library in
this early phase, because we believe that it can be already
useful for researchers and also the development could ben-
from their feedback. As a sanity check, we repeated
the experiments of (Collobert et al., 2011) on English POS-
tagging and NER, using the same experimental setup (ex-
plained in Section 4.1, 4.2, and 4.3). For demonstrating
the flexibility of our tool, we also present results of modify-
ing some of the hyperparameters of our model (see Section
4.2 and 4.3). In order to investigate whether our tool is
applicable to different datasets with good results, we also
trained models on a Hungarian NER corpus (see 4.1).

4.1. Datasets and preprocessing

For English POS task we use the Wall Street Journal dataset
from Penn Treebank III. (Marcus et al., 1993), and use a
canonical split, section 0-18 for training, section 19-21 for
validation and section 22-24 for testing.

For English NER we use the CoNNL-2003 benchmark
(Reuters) dataset (Tjong Kim Sang and De Meulder, 2003).
For Hungarian NER we use the Szeged NER Corpus
(Szarvas et al., 2006a, which is CoNNL-style annotated
corpus of 200 thousand tokens. We use the same train-
development-test split as the authors of (Szarvas et al.,
2006b) and (Varga and Simon, 2007).

We preprocess our corpora by replacing the numerical
strings with a common symbol.

4.2. Network and training parameters

Following (Collobert et al., 2011), we use a network archi-
building a single hidden layer of 300 units, and use a
fixed learning rate, scaled by the respective layer’s size.
We experiment with applying different regularization meth-
ods; l2 penalty term and dropout regularization (Srivastava,
2013).

4.3. Pretrained word embeddings and features

As in (Collobert et al., 2011), we use a window size of 5,
and use word vectors of 50 and feature vectors of 5 dimen-
sions. In our experiments on English datasets we apply dif-
derent embeddings as word vector initialization; the embed-
ding published by (Collobert et al., 2011) (which will be re-
ferred to as Senna in the later sections), and the word vec-
tors published by the GloVe project, which were trained
on Wikipedia 2014 and Gigaword 5 corpora. For mod-
els trained on the Hungarian dataset we use Word2Vec
vectors, which we trained on the Hungarian Webcorpus
(Halácsy et al., 2004) with negative sampling, using the
tool’s skipgram model. For the feature vectors we use no
specific initialization.

Following (Collobert et al., 2011), we use a capitalization
feature in all our experiments, which we extend with ad-
ditional features in some setups. Our additional feature
set for the English POS task is the same that was used by
Collobert, consisting only of features corresponding to the
two-long suffices. As our aim is to demonstrate the flexibil-
ity of our tool, we tested our models the Hungarian dataset
without any laborious language-specific feature engineer-
ing; instead, we chose to use a simple feature set contain-
ing three features representing the last three trigrams of the
given word. We use this feature set also for the English
NER task.

5. Results

Our results on the different datasets are described in Section
5.1, 5.2 and 5.3 and some conclusions we could draw
regarding the used word vector initializations and regular-
ization methods can be read in Section 5.4 and 5.5.

For evaluation we use metrics commonly used for these
tasks; for evaluating POS tagging we calculate per word
Table 1: Results of English POS tagging (precision)

|                | l2   | dropout | Collobert |
|----------------|------|---------|-----------|
| only caps.     | 96.80| 96.87   | 96.37     |
| caps. + bigram | 97.05| 97.13   |           |
| suffix         | 97.22| 97.15   | 97.29     |

Table 2: Results of English NER (F1-measure)

|                | l2   | dropout | Collobert |
|----------------|------|---------|-----------|
| only caps.     | 83.78| 83.38   | 81.47     |
| caps. + bigram | 84.05| 84.42   |           |
| suffix         | 88.33| 88.35   |           |

5.1. English POS tagging task

Table 1 shows our results on this dataset, compared to those reported in (Collobert et al., 2011). As can be seen, results of identical setup are similar, our results of the simplest model being slightly better (see first row). Our best result on this dataset is 97.33% precision, the model in question was trained using Senna initialization and l2 regularization, and uses bigram suffix features.

5.2. Results on English NER

Table 2 shows our results on English NER. On this dataset we experimented with the setup used in (Collobert et al., 2011) (see first block) and with the addition of simple trigram features (see second block). As the table shows, when using identical setup than reported by Collobert and co-workers, our results are similar (the performance of simplest models being somewhat higher and those using Senna initialization slightly lower). The results also show that the usage of the trigram features resulted in a definite boost of performance in every setup. Our best result on this dataset is 88.74 F1-measure, it was reached using Senna initialization and dropout regularization, with the usage of trigram features.

5.3. Results on Hungarian NER

For Hungarian NER task the best published results of NER systems trained and tested on Szeged NER Corpus reach 94.77 (Szarvas et al., 2006b) and 95.05 F1-measure (Varga and Simon, 2007). For this task we extended our basic models using Word2Vec initialization, and with added trigram features. Our results are shown in Table 3. As can be seen, here the impact of the word vector initialization is less, than on the CoNNL-2003 benchmark dataset, still, it provides a consistent boost of performance, as well as the usage of the trigram features. Our models trained with both Word2Vec initialization and trigram features reach the performance of the above two, more sophisticated systems on this dataset (see last row of Table 3).

5.4. Effect of dropout regularization

We compared the effect of dropout regularization (with a dropout rate of 0.5 for all weights) versus l2 weight decay in all experimental setups. The results are mixed; while on the POS dataset models trained with l2 weight decay performed somewhat better in most of the setups, on the other datasets (English and Hungarian NER) dropout regularization resulted in better results, especially in the case where we used additional features.

5.5. Effect of different word vector initializations

On both of our English datasets we compared the effect of using Senna and GloVe initialization. As the results presented show, models with Senna initialization outperformed those initialized with GloVe in almost all experimental setups; slightly on the POS and in a larger extent on the NER dataset. However, since these vectors were trained on different datasets, we cannot conclude that the model that generated Senna is the better suited to this task, we only compare the utility of the resulting word vectors.

On the Hungarian dataset we experimented with Word2Vec initialization; using these vectors which we could train in only a few hours improved our results in all setups.

6. Conclusions and future work

In this work, we presented an open-source library for neural network based sequential tagging, and showed its basic functionalities of it on common NLP tasks. When testing our framework on a standard Hungarian named entity corpus, we found that without much optimization or language-specific feature engineering its performance reaches the best published results on this dataset. In the future we plan to further investigate the effect of different hyperparameters, including training parameters (like tuning the dropout rate), different word vector initializations and feature vectors, and as a further goal, network depth.
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