Speech acoustics: How much science?
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Abstract
Human vocalizations are sounds made exclusively by a human vocal tract. Among other vocalizations, for example, laughs or screams, speech is the most important. Speech is the primary medium of that supremely human symbolic communication system called language. One of the functions of a voice, perhaps the main one, is to realize language, by conveying some of the speaker’s thoughts in linguistic form. Speech is language made audible. Moreover, when phoneticians compare and describe voices, they usually do so with respect to linguistic units, especially speech sounds, like vowels or consonants. It is therefore necessary to understand the structure as well as nature of speech sounds and how they are described. In order to understand and evaluate the speech, it is important to have at least a basic understanding of science of speech acoustics: how the acoustics of speech are produced, how they are described, and how differences, both between speakers and within speakers, arise in an acoustic output. One of the aims of this article is try to facilitate this understanding.
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INTRODUCTION
Speech sounds
Speech sounds, just like any other sound, are rapid fluctuations in air pressure. Speech sounds are generated when air is made to move by the vocal organs. While speaking, acoustic energy is radiated from the vocal tract. This acoustic disturbance, consisting of pressure fluctuations, causes the listener's eardrum to move rapidly in and out – in when the pressure is positive, out when negative. Thus acoustic energy is transformed into mechanical energy at the eardrum. This mechanical energy, and the information it contains, go through several more transformations before arriving as patterns of neural energy at the listener's brain. The processing of the information in the listener's brain results in the percept of sound.

The acoustic properties of the radiated speech wave are of great importance since they constitute the basis for both the phonetician's acoustic analysis and auditory transcription.

Speech waves
The speech wave is distributed, at any given instant, as a sound pressure wave in the air around the speaker, and can be looked at as pressure varying as a function of distance from the speaker. Think of the distribution of the height of waves in the sea. At any particular instant one could describe the height of the wave as a function of the distance from, say, someone standing in the water. In the same way, it is possible to specify the pressure of the speech wave at a given instant as a function of distance, having such-and-such pressure at such-and-such point in space (including within the speaker's vocal tract). The mathematical equation that describes pressure fluctuations in this way is called a distance–pressure function.

In speech acoustics, however, it is more common to consider the air pressure in a speech wave as varying not as a function of distance but as a function of time. This is equivalent to saying that at such-and-such point in space, the air pressure varies in such-and-such way over time.

In speech, one such point in space is commonly the
microphone that transduces the acoustic signal. The mathematical equation that describes pressure fluctuations in this way is often referred to as a time–pressure function,[8] and variations in air pressure shown as a function of time are called time–pressure waves.[8,9]

**Frequency**

It can be seen that the magnified speech wave consists of rapid variations in air pressure as a function of time. Variations represent positive increases in pressure relative to atmospheric pressure and also negative.[7,8] The variations are periodic – they repeat and are obviously complex, in that the air pressure can be seen to be varying simultaneously at several different frequencies. These frequencies can be roughly estimated visually as follows.[10]

**Fundamental frequency**

First, the magnified portion of the wave apparently consists of a little less than three repetitions of a complex pattern. (One repetition is taken to occur between recurring events in the wave, for example, the peak values.) The first two repetitions can be seen to occur within 0.013 s. The elapsed time between recurring events is called the wave period, and so the average period of this wave is 0.013 s divided by 2, or 0.0065 s. The most common unit of acoustic duration is milliseconds (thousandths of a second, abbreviated msec or ms).[1,7,9] So the average period of this wave is 6.5 ms. Duration is also found quantified in centiseconds (hundredths of a second, abbreviated csec or cs), in which case the wave period is 0.65 cs.[9]

Frequency is expressed as number of times per second, or hertz. So if the wave has a period of 0.0065 s, in 1 second it will repeat 1/0.0065 = 153.8 times, or 154 Hz (rounded off to the nearest Hz). The frequency in Hz is thus the reciprocal of the period (1 divided by the period) in seconds (1/0.0065 s = 154 Hz).[1,6,10]

The rate of repetition of the complex wave is called its fundamental frequency (abbreviated F0, which is pronounced “eff-oh” or “eff sub-zero”) and this wave therefore has an F0 of 154 Hz. Fundamental frequency is an extremely important measure in acoustic phonetics in general.[1,3,6,8]

From the point of view of speech production, the F0 corresponds to the rate at which the vocal folds vibrate. From the point of view of speech perception, had been in the vicinity of the waveform, an eardrum would have been going in and out 154 times per second as a response to these pressure fluctuations.[1,13]

**Higher frequency components**

Within each single repetition of the basic pattern, more fluctuations of pressure can be one pattern of fluctuation that recurs twice in each period. Between two peak values, for example, the pressure first goes down, then up, then down, and then up. These fluctuations in pressure are therefore occurring at about twice the F0 (i.e., 2 × 154 Hz = ca. 300 Hz).[9]

Finally, there is a second pattern of pressure fluctuations that recurs about 15–16 times per period. These can most easily been seen in the second repetition. Starting from the beginning of the second main peak of the waveform, for example, the pressure goes down a little, then up a little, then down a little, and then up a little about 15–16 times before arriving at the third main peak.[6,7] Since there are between 15 and 16 of these little fluctuations per period, this means a frequency of between ca. 2460 Hz (16 × 154 Hz) and ca. 2300 Hz (15 × 154 Hz).[1,7,8,12]

**Fourier analysis**

One way of looking at the speech wave is as complex fluctuations in air pressure as a function of time. Another is as a spectrum, which shows exactly what frequencies are present with what amplitudes.[4,9] But how does the spectrum relate to the time-domain speech wave? Fourier’s theorem shows that any complex wave can be decomposed into, or represented as, a set of sine waves, also called sinusoids, each with its own frequency and amplitude.[13]

Let us assume the summation graphically. To do this, all waves – the complex wave and its sinusoidal components are – put together. The complex wave is made up of the three sinusoids, such that the amplitude of the complex wave at any point in time,[1,11,13]

The calculation of the pressure in the complex wave at \( t = 1.25 \text{ ms} \) can be illustrated as follows. In each of the sinusoids, the value for the pressure at any given time is given by the following formula:

\[
P = A \times \sin(\omega t).
\]

In this formula, \( P \) is the pressure to be determined, \( A \) is the maximum positive amplitude of the sinusoid wave, and \( t \) is the time, in seconds, at which the pressure is to be determined. \( \omega \), called the angular frequency, is 360 times the frequency of the wave, and is expressed as degrees per second. Thus if the frequency of the wave is 2 Hz, the angular frequency \( \omega \) is \( 360 \times 2 = 720 \) degrees per second. The number 360 and the use of degrees as a unit comes from the fact that the shape of a sinusoidal wave is related to circular motion, and 360° represents one revolution in a circle and one full cycle of a wave.[1,2,7,9,12] Sine (written as “sin” in formulae) is the name for one of the basic trigonometric functions relating the size of one angle in a right-angled triangle to the lengths of two of its sides, and
the sine of an angle can be found on a calculator or looked up in a table: for example, \( \sin(90\,\text{degrees}) = 1 \).\(^{[3]}\)

It can be seen that the pressure is zero when \( t = 0 \) ms, when \( t = 5 \) ms, and so on; the maximum positive pressure is when \( t = 2.5 \) ms, \( t = 12.5 \) ms, etc., and the maximum negative pressure (~1000) is at \( t = 7.5 \) ms, \( t = 17.5 \) ms, and so on. The formula, pressure = amplitude \( \times \sin(\omega t) \), can be used to work out the pressure in this wave when time is 1.25 ms, as follows. The frequency of this wave is 100 Hz, that is, it repeats 100 times per second, and therefore \( \omega \) will be \( 100 \times 360 \text{ degrees/s} = 36,000 \text{ degrees/s} \). The maximum amplitude of the wave is 1000, and so when \( t = 1.25 \) ms, the value of the pressure will be the maximum amplitude (1000) times the sine of the product of the angular frequency \( \omega \) and the time \( (36,000 \times 0.00125) \). This product is 45, and the sine of 45 (degrees) is 0.707, and so the pressure at time \( t = 1.25 \) ms is \( 0.707 \times 1000 = 707 \).\(^{[1,5,8,9]}\)

**The spectrum**

The above section of the article showed how a complex wave can be represented as the sum of a set of sinusoids, each with its own amplitude and frequency. The concept of spectrum can now be introduced. The spectrum is plotted on a frequency axis and an amplitude axis. Each sinusoid is represented as a vertical line at its frequency with the length of the line corresponding to its amplitude. This spectrum thus shows the wave to consist of energy at three frequencies: 100 Hz, 200 Hz, and 1.6 kHz. It also shows the amount of energy present at each frequency: 1000 amplitude units at 100 Hz and 200 Hz, and 100 amplitude units at 1.6 kHz.\(^{[1,15]}\)

The Fourier process works both ways: it can be understood in terms of both analysis and synthesis. Unlike the time-domain waveform, the spectrum no longer contains information about the variation of the wave over time.\(^{[1,15-17]}\)

**Harmonic spectrum**

There are many different types of spectral representations. One type is called a fast Fourier transform or FFT. This is actually a spectral representation of the three periods of the [i] vowel and the axes are the same.\(^{[1,10-15]}\)

The principle is the same for the spectral profile for the [i] and idealized line spectrum. The local spikes of energy correspond to the sinusoidal components, each with a given frequency and amplitude. Thus the sinusoidal component with the lowest frequency can be seen to have an amplitude of about 70 dB.\(^{[1,3,7]}\)

These sinusoidal components are called harmonics, and the one with the lowest frequency is the fundamental frequency (the rate of repetition of the complex wave, and the main correlate of the pitch).\(^{[1,3,9]}\) The fundamental frequency is the first harmonic (H1), the next higher in frequency is the second harmonic (H2), the next higher the third (H3), and so on. The harmonics occur at whole number multiples of the fundamental. That is, assuming \( F_0 \) is 150 Hz, H2 will be at 300 Hz and H3 at 450 Hz, and so on.\(^{[1,18]}\)

**Smoothed spectrum**

In addition to the fine harmonic structure in the spectrum, grosser structure can be detected. This can be best appreciated if the jagged structure of the harmonics is smoothed. The smoothing has been carried out by a rather complicated, but well-established signal processing technique called linear prediction (or LP) analysis.\(^{[1]}\)

The smoothed spectral envelope from the LP analysis shows five major peaks; these are marked P1–P5. One peak (P1) is low in frequency, at about the frequency of the second harmonic, and the rest are above 2000 Hz.\(^{[1,15]}\) The frequencies of the lowest three major peaks are the primary correlates of vowel quality.\(^{[1,10,11,13,15]}\)

**The acoustic theory of speech production**

What gives rise to the radiated time–pressure variations of the speech wave? Where do its properties of fundamental frequency, harmonics, and spectral envelope crucial to the signaling of pitch and vowel quality come from? The theory that explains the radiated acoustics in terms of the vocal mechanism that produces them is called the acoustic theory of speech production, or source–filter theory.\(^{[1,19]}\) It was developed by the Swedish speech scientist Gunnar Fant, and the first full account was given in his 1960 book *Acoustic Theory of Speech Production*. Part of the book tests how the theory works by first predicting, from the source–filter theory,\(^{[1,2,4,19]}\) the acoustic output of a Russian speaker using estimates of the size and shape of his supralaryngeal vocal tract derived from X-rays, and then comparing the predicted output with the speaker's actual output.\(^{[1,20]}\)

It is worth pointing out that the source–filter theory is different from other theories in linguistics. Linguistics, as a hermeneutic science, that is a science of interpreting human behavior, is full of competing accounts of syntactic, semantic, and phonological phenomena (phonemics is one!). The source–filter theory, on the other hand, does not have any competitors and has not as yet been falsified. It is a received theory that is largely responsible for “raising the field of acoustic phonetics toward the level of a quantitative science.”\(^{[9,17,19]}\) The source–filter theory relates acoustics to production in terms of the interaction of two components: a source (or sources) of energy – the energy input into the system – and a filter, which modifies that energy. Let us consider the source first.\(^{[1,28]}\)
**Source**

As the air flows through the glottis, vocal cord oscillation is started, whereby the cords come together, stay together for an instant, and then come apart. The cycle is then repeated as long as the aerodynamic and muscular tension conditions for phonation are met. The result of this is a periodic stream of high-velocity jets of air being shot into the supralaryngeal vocal tract. The volume velocity or glottal volume velocity which is volume of air flowing through the glottis. In terms of cubic centimeters (cm³) of air / second it can be observed that the portion of the particular wave repeats twice in 20 milliseconds. This means its fundamental frequency is 100 Hz. [1,4,8,20,21]

The air-flow profile is a time domain which tells how the air-flow changes as a function of time. The precise energy content of a time-domain wave can be best understood in its spectral, or frequency-domain transformation. The spectrum of the wave shows the energy present in the volume velocity waveform (the energy input into the system). [1,19-21]

**Filter**

The energy content of the volume velocity wave at the glottis specifies the energy input into the system. This energy is then modified by its passage through the supralaryngeal vocal tract. The contribution of the supralaryngeal vocal tract is to act as an acoustic filter that suppresses energy at certain frequencies and amplifies it at others. [1,21]

During the production of a vowel, air is being expelled at a fairly constant rate through the vocal tract. (This is usually referred to as a pulmonic regressive airstream, because the movement of air is initiated by the lungs, and the direction of the movement of air is outward.) [1,22-25] This airstream is interrupted by the vibratory action of the vocal cords, so that a sequence of high-velocity jets of air is injected into the supralaryngeal vocal tract. The effect of these high-velocity jets is to cause the air present in the supralaryngeal vocal tract to vibrate. [1,23]

The way the air vibrates in particular, the frequencies at which it vibrates and the amplitude of those frequencies are determined by the shape of its container: the supralaryngeal vocal tract. The point in time at which the main response of the supralaryngeal air occurs corresponds to the most rapid change in the glottal flow rate, that is, when the cords are closing. [1,13,19,21,22,24,25-28]

The way in which the air in the supralaryngeal vocal tract will vibrate, given a particular supralaryngeal vocal tract shape, can again be conveniently observed by a frequency–amplitude spectrum, often called a transfer function. This spectrum, or transfer function, represents the acoustic response of the air in the supralaryngeal vocal tract for a schwa [m] – a vowel like that in the word “heard” – when said by a speaker with a supralaryngeal vocal tract 17.5 cm long. (The length of the supralaryngeal vocal tract means the distance between the glottis and the lips.) [1,2,5,8,9,14,16,19,20]

**Interaction of the source and filter**

The spectral envelope shows how the air would vibrate, given a supralaryngeal vocal tract in the shape of a schwa (with a uniform cross-sectional area). This is often called a filter or transfer function. Now we will find out what happens when some energy is actually provided from the laryngeal source. Recall that the energy input to the system, for vowels, is the spectrum of the volume velocity wave at the glottis. [1,5,11]

Talking about the time when the source is combined with the filter, visually, it appears as if the shape of the transfer function has been superposed on the harmonically rich spectrum of the source. It can be observed that energy contributed by the source is now present at the fundamental and harmonics. It can also be seen that the overall falling shape of the source spectrum has been modified by the envelope of the supralaryngeal vocal tract response. [1,3,9,14,26]

During speech, the fundamental frequency moves up and down and the harmonics concertina in and out as the speaker changes the pitch by changing the rate of vibration of the vocal cords. [1,27,28]

**Spectrograms**

One of the commonest ways of displaying speech data is using spectrograms, and so it is important to explain them, and enough speech acoustics has now been covered to do this. [1]

It has been shown how speech acoustics can be represented spectrally as a two-dimensional plot of amplitude against frequency. This shows how much energy is present at what frequencies at a particular instant, and it is a unique function of the vocal tract that produced it. [1,25,27,28]

Major peaks in the harmonic structure can be observed in the 2nd, 8th, 14th, and 22nd harmonics, and there are also some minor peaks at the 6th, 19th, and 27th harmonics. There is also a clear zero, or antiresonance (i.e., absorption of energy), at about 4.5 kHz. The LP-smoothed spectrum can be seen to have resolved the major peaks in the harmonic spectrum, but not the minor ones. The first three major peaks in the harmonic structure coincide with the first three formants (marked F1, F2 and F3). The weak harmonic peak at 3.5 kHz actually reflects the fourth formant since it would expect it to be found at that frequency given the frequencies...
of the first three formants, and the auditory quality of the vowel (the fact that it sounds like a schwa).\textsuperscript{[1,22,25,26,29]}

A spectrogram allows us to infer quite a lot about the production of speech. To demonstrate this, some other acoustic features of the spectrogram that reflect aspects of articulation can be commented on at this point, as follows:\textsuperscript{[1]}

- The closely spaced vertical striations in the vowel represent the energy pattern resulting from the individual glottal pulses. These are the points in time where the major excitation of the air in the supralaryngeal vocal tract occurs. The individual glottal pulses can also be seen in the vertical striations in the time-domain waveform.\textsuperscript{[1]}

- The two vertical transients almost at the end of the spectrogram indicate the energy from the release of the /d/ and the energy is concentrated into formant regions for a very short time after that. The double transient is not typical for alveolars.\textsuperscript{[1,3,9,15,16,20,23,28,30]}

**Between-speaker variation in vowel acoustics**

The best illustration of how big between-speaker differences in vowel acoustics can be will be found between the vowels of a male (long vocal tract) and a child (short vocal tract). The next best demonstration will be between adult speakers of different sexes, and this is what is shown here.\textsuperscript{[1,30-36]} In order to maximize the chances of getting large differences in the formant value assume a fairly tall male and a very short female for comparison. This is because, formant frequencies correlate with the vocal tract length, and the vocal tract length can be assumed to show at least some correlation with height. The data were maximally controlled for vowel quality.\textsuperscript{[1,4,6,8,9 31,35-37]}

Formant frequencies not only reflect the overall length of the vocal tract that produced them, but also the particular vowel that is being produced.\textsuperscript{[1,38]} Of course, from a investigative point of view, differences of such magnitude will never be the source of legal controversy because the voices that produced them sound so different that they will never be confused in the first place.\textsuperscript{[1,30,40-42]}

**The cepstrum**

There are two kinds of acoustic parameters used in speaker recognition: traditional and automatic, the latter being used in commercial speaker identification. The undoubted algorithmic mainstay of automatic speaker recognition is the cepstrum, and this section gives a brief nontechnical idea of what it is like.\textsuperscript{[1,25,27,40,43-47]}

From the mid-1960s to the mid-1970s was a very prolific period in the development of signal processing methods, and the cepstrum was first developed then,\textsuperscript{[1,41,42]} as an analytical tool for automatically extracting the fundamental frequency from the speech wave.\textsuperscript{[1,21,29,43-44]} The cepstrum very effectively decoupled the parts of the speech wave that were due to the glottal excitation from those that were due to the supralaryngeal response, and the former were used to estimate the \( F_0 \).\textsuperscript{[1,34,45,46,48-51]}

Its use in speaker and speech recognition rests primarily on its function as a spectral parameter, and not as a fundamental frequency estimator.\textsuperscript{[1,26,33,34,35,48,50]}

**Speech defects**

Speech disorders belong to a broad category of disorders called communication disorders that also include language and hearing disorders. Speech disorders refer to difficulties in producing speech sounds or problems with voice quality. They may be characterized by an interruption in the flow or rhythm of speech such as stuttering, or by problems with the way sounds are formed, also called articulation or phonological disorders, or they may involve voice problems such as pitch, intensity, or quality. Often, there is a combination of several different problems.\textsuperscript{[1,49,50,52-54]}

Speech disorders can either be present at birth or acquired as a result of stroke, head injury, or illness. Major speech disorders include.\textsuperscript{[1]}

**Articulation disorders**

Articulation is the production of speech sounds, and persons affected by articulation disorders experience difficulty in being understood because they produce incorrect speech sounds. As a result, their speech is not intelligible. They may substitute one sound for another or may distort the sound which results into incorrect sounds, even though still recognizable, or omit one or more sounds in a word.\textsuperscript{[1,49,53,55]}

**Phonological disorders**

Phonology is the science of speech sounds and sound patterns and of the language rules that dictate how sounds may be combined to produce a language. Persons affected by phonological disorders do not use the conventional rules for their native language but substitute their own variants.\textsuperscript{[1,49,56,57]}

**Stuttering**

Normal speech is fluent, in that it is spoken effortlessly and without hesitation. A break in fluent speech is called a dysfluency. Although some degree of dysfluency occurs in normal speech from time to time, stuttering has more dysfluencies than is considered average.\textsuperscript{[1,49,56,57]}

**Apraxia**

This is a speech disorder in which voluntary muscle movement is impaired without muscle weakness. There are
two main types of apraxias: buccofacial apraxia and verbal apraxia. Buccofacial apraxia impairs the ability to move the muscles of the mouth for nonspeech purposes such as coughing, swallowing, and wiggling of the tongue. Verbal apraxia impairs the proper sequencing of speech sounds. Apraxias can either be acquired or developmental and have different degrees of severity, ranging from the inability to initiate speech to mild difficulties with the pronunciation of multisyllabic words.[1,50,51,58,59]

Dysarthria
This is a speech disorder that affects the muscles involved in the production of speech. As a result, speech is slow, weak, inaccurate, and hesitant. Dysarthria results from a weakness in any one of these elements or in the absence of proper coordination between them.[1,49-51,56]

Causes and symptoms
The causes of articulation and phonological disorders are unclear, although it has been observed that they tend to develop in children before the age of four and run in families. Articulation is considered a disorder when it is unintelligible or draws negative attention to the speaker. For example, the word “super” is pronounced as “thuper.”[1,58,59]

The causes of stuttering are not very well understood. There is some evidence that stuttering has a genetic cause since it has been observed to run in some families.[1,49,52,57]

The main causes of organic voice disorders include neuromuscular disorder, cancer, vocal cord paralysis, endocrine changes, various benign tumors such as inflammatory growths (granulomas), or consisting of a mass of blood vessels (hemangiomas), or occurring on mucous membranes (papillomas).[1,50-52,54,58]

Diagnosis
Speech disorders are usually identified using a combination of hearing tests and physical exams. Physicians then recommend specialized evaluation by speech-language pathologists, who can best establish an accurate diagnosis.[1]

A stuttering diagnosis is established on the basis of the type, frequency, and duration of speech dysfluency. The number of dysfluencies occurring in 100 words is counted to determine the dysfluency percentage.[1,59] One half a stuttered word per minute is the usual criterion. Determining the type of stuttering behavior, either overt or covert, is the most important factor in diagnosing stuttering.[1,52]

Organic and functional voice disorders are diagnosed with the assistance of an ear, nose, and throat specialist, an otolaryngologist, who can identify the organic cause of the voice disorder, if present.[1,51-53,57,59]

Treatment
Speech pathologists have designed approaches for treating speech disorders with the type of treatment depending upon the type of impairment. A wide variety of treatment techniques are available for treating affected children, adolescents, and adults. A thorough assessment is normally conducted with the aim of determining the most effective and acceptable treatment approach for each disorder on an individual basis. A common treatment for many patients involves increasing sensory motor awareness of selected aspects of speech and systematically shaping the target speech behaviors.[1,49,51-53,56]

Speech-language pathologists use many different approaches to treat voice problems. Functional voice disorders can often be successfully treated by voice therapy. Voice therapy involves identifying voice abuses and misuses and designing a course of treatment aimed at eliminating them. Voice disorders may require surgery if cancer is present.[1,53,55]

The treatment of apraxia depends on the extent of the impairment. For individuals diagnosed with moderate to severe apraxia, therapy may be for them to start saying individual sounds and contrasting them, thinking about how the lips and tongue should be placed.

Treatment of dysarthria usually aims at maximizing the function of all speech systems with the use of compensatory strategies.[1,53]

Prognosis
The prognosis depends on the cause of the disorder; many speech disorders can be improved with speech therapy. In the case of childhood speech disorders, prognosis also significantly improves with early diagnosis and intervention. Children who do not receive speech therapy and do not outgrow their speech difficulties will continue to have the disorder as adults.[1,56-59]

Health care team roles
The treatment of speech disorders belongs to the field of speech-language pathology. Speech-language pathologists assist individuals who have speech disorders and collaborate with families, teachers, and physicians to design an appropriate course of treatment, which depends on the specific nature of the disorder. They also provide individual therapy to affected persons, consult with teachers about effective classroom strategies to help children with speech disorders, and work closely with families to develop effective therapies.[1,49,53,57,59,60]
CONCLUSION

This article tries to explain a little of the theory of how speech acoustics are produced and applied, speech defects, and two important acoustic parameters: vowel F-pattern and long-term fundamental frequency.

Speech acoustics reflect the vocal tract that produced them, and can be extracted and quantified with relative ease using currently available signal-processing software. Distributions of acoustic parameters like FO can then be successfully modeled statistically to enable quantified comparison between speech samples, and spectral features can be modeled with the cepstrum.

Speech acoustics only reflect how a speaker is speaking on a particular occasion; however, just like any other parameter, they are not invariant and show both within-speaker as well as between-speaker variation. But for successful comparison between speech samples requires well-controlled data from different occasions.
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