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Abstract—In order to create cooperating swarms of Unmanned Autonomous Vehicles (UAVs) that also interact with various other systems and devices, open and free communication systems are mandatory. This paper presents an implementation of such a communication system to incorporate the Crazyflie nano-drone as a UAV platform. The protocol stack leverages the open Predictably Reliable Real-time Transport (PRRT) protocol that adds latency-awareness and -predictability to stacks composed of standard Internet protocols. To enable the drone to receive and reply to control commands via Wi-Fi, it has been extended with a Raspberry Pi that runs two variants of the Crazybridge—a software to connect the control board to the network. To evaluate how practical this solution is for the use in control applications, the communication has been analysed with a focus on the latency properties. Our investigations show that despite using the open protocol stack—and hence opting out of specialised implementations—the resulting latencies are in the same order of magnitude (4 to 9 ms) as the latency of the proprietary link.

Index Terms—Communication Architectures, Communication Protocols, Drone Networks, Latency Evaluation

I. INTRODUCTION

Dedicated workshops on drones mirror the fact that Unmanned Autonomous Vehicles (UAVs) are gaining attraction and are increasingly used for various application domains (e.g. agriculture [1], logistics, or emergency services [2]). In order to support this vast range of applications, the hardware platforms differ greatly, which is also the case for the employed software as well as communication systems [3]–[6]. While the former is acceptable, given the different application workloads, the latter must be questioned. This is in particular the case, because eventually these systems are bound to cooperate and therefore communicate, when they occupy the same areas in the air [7]. As of today, swarm control is either leveraging identical UAVs or employing middleware that connects different solutions together—two approaches that impede the implementation of applications that incorporate large swarms. Using a multitude of proprietary and non-interoperable communication platforms is bound to lead to (a) high costs (equipping systems with all platforms), (b) minimal synergies (components are reinvented and cannot be reused), and (c) research difficulties (building widely-usable solutions and appropriate models for closed, heterogeneous systems). Therefore, it is imperative to use free, open, and interoperable communication systems for building and operating future networks of UAVs.

The Internet architecture [8], with its focus on interoperability, has provided the ground for the digitally connected world we live in today. Even though Internet technologies (e.g. Ethernet or TCP) have been technically inferior\(^1\) to other solutions present at the time of their invention, Internet technologies have now achieved market domination thanks to their openness and the possibility to produce them in large quantities for competitive prices. Looking at the expectations of how many UAVs are going to be operated in the next decade [7], it is evident that the same technology policy should be employed to support these high numbers of devices.

Nevertheless, these Internet protocols often provide lower performance than their proprietary counterparts. However, various projects aim at improving this performance while maintaining the interoperability, e.g. in industrial manufacturing [9]. In addition to these activities on the lower layers of the ISO/OSI communication model, there is a demand for predictable latency at the transport layer [10]. One solution is the Predictably Reliable Real-time Transport (PRRT) protocol [11], which is also used in this paper. We leverage this protocol, together with other off-the-shelf networking and software components, to remote control a nano-drone, i.e. the Bitcraze Crazyflie\(^2\).

The contributions of this paper are threefold:

- We describe the design and implementation of a communication path that allows to remote control the Crazyflie drone platform using open protocol stacks.
- We show how to leverage the PRRT protocol for this task—an open, latency-aware and -predictable solution.
- We provide a thorough latency evaluation of this open system we have developed to show its general suitability for control tasks.

\(^1\) For instance, having to cope with higher loss rates due to statistical multiplexing and increased latency caused by in-network buffers.

\(^2\) [https://www.bitcraze.io/portals/research/](https://www.bitcraze.io/portals/research/)
The rest of this paper is structured as follows: Section II gives further background on UAVs, the Crazyflie platform, as well as the PRRT protocol. A description of our concrete implementation is given in Section III and evaluated in Section IV. Finally, we review related work in Section V and give an outlook in Section VI.

II. BACKGROUND

As UAVs provide an unprecedented tool, due to their special characteristics (i.e. flight dynamics, size and weight, computational power), many different application domains consider to leverage these. Operating these vehicles efficiently and safely demands a proper cooperation between the cyber components (i.e. information processing) and the physical components (i.e. mechanical flight systems). Therefore, we consider UAVs (or drones) as an incarnation of Cyber-Physical Systems (CPS), where control and communication must cooperate to successfully operate in the physical world. In this realm, a particular challenge is to have appropriate timing and provide predictably low latency for processing as well as communication [12].

A. The Crazyflie UAV Platform

For our implementation and evaluation, we use the Bitcraze Crazyflie platform that uses software developed and maintained in the open, i.e. as a set of public GitHub repositories\(^3\). This platform provides high flexibility, as it can host various decks for different navigation modes (e.g. relative / absolute positioning) as well as tasks (e.g. video capture and AI inference). Furthermore, it is safe to operate this platform in a research and development context, as it is lightweight (27 g for the stock version) but at the same time robust. In addition to the flying platform itself, the Crazyflie has an ecosystem that includes various tools and libraries that makes it easily accessible for hobbyists, as well as developers from industry and academia alike. This platform has been used for several applications, in particular research projects in the control engineering domain, e.g. autonomous room exploration [2], swarm orchestration [13], vision-based control [14], [15], and remote path optimization [16].

B. Communication Architectures for Networks of UAVs

UAVs, as well as other CPSs, demand latency-aware and latency-predictable communication to maintain the stability of the physical process under control. Concretely, this means achieving a stable flight while following the desired path as close as possible or being at the correct relative position with regards to other UAVs in a swarm. If we look at existing communication solutions, we can coarsely categorise them into (a) proprietary protocols that often impede interoperability, and (b) open protocols where interoperability is a major design goal (as, e.g., in the Internet architecture).

Proprietary communication solutions are typically designed with latency constraints and concrete operating environments in mind, thereby providing tailored performance to the desired application. This approach leads to the best performance, but comes with a higher price tag (mass production might not be feasible) and a lack of interoperability (approach is special-purpose). The proprietary communication solution for the Crazyflie used in this paper is the Enhanced Shock Burst (ESB) protocol developed by Nordic Semiconductor, which works at the 2.4GHz frequency band and provides the necessary encapsulation for data transmission, as well as an acknowledgement mechanism. The Crazyflie implements a reliable system setup on the application layer by retransmitting a packet until an acknowledgement for that packet is received, and regularly updates flight commands. Given its minimalistic design, the underlying ESB could be replaced by standardised physical layers providing a similar service (e.g. Bluetooth, Wi-Fi) without a significant impact on the overall communication performance, although this might come at the cost of higher power consumption.

Open solutions make fewer assumptions about the operating environment as well as the application, so that trade-offs are made in favour of higher flexibility and support for a broader range of use cases. This approach typically sacrifices performance, as it often uses layered design where information is not shared across layers to maximise encapsulation. If we consider future networks of UAVs, interoperability is necessary to allow successful coordination in the air—at least to ensure safety via coordinated collision avoidance. As this also demands a certain level of performance with respect to predictably low latency, this paper investigates how Internet protocols can be used to control UAVs.

C. Leveraging Internet Protocols for Remote Control

In order to establish networked communication between UAVs and ground stations, a straightforward communication stack (following the OSI model) would use Wi-Fi, IP as well as TCP. This stack provides wireless, networked, process-to-process communication as well as several layers of error control (multiple checksums, Wi-Fi and TCP retransmissions). Nevertheless, the 5G New Radio is envisioned to replace the Wi-Fi protocols in some UAV deployments due to its better performance in terms of latency and throughput. Although 5G has not been considered in this paper, we expect that the proposed solutions would also benefit from the performance increase, since these solutions lie within the upper layers of the stack. Therefore, exchanging Wi-Fi by 5G New Radio would also benefit the solutions presented in this paper.

With this protocol stack it is possible to leverage existing solutions for wireless communication and allow interconnection with the pre-existing infrastructure, i.e. edge computing nodes. A major concern in this scenario is TCP, which provides full reliability but at the cost of unconstrained and uncontrollable latency [11]. Replacing TCP with UDP does not help either, as UAV communication networks demand congestion, flow, and rate control to share communication resources appropriately and avoid increased latency and losses. Hence, it is necessary to find an alternative on the transport layer that provides better latency characteristics but is an open solution at the same time.
Therefore, the Crazyflie has been extended with a Raspberry Pi Zero W—a prototype module provided by Bitcraze. A further extension is the Raspberry Pi Camera 2.1 connected to the Raspberry Pi to capture video.

As the additional hardware (in comparison to the stock Crazyflie) increases weight and size of the drone, a custom 3D-printed frame holds slightly bigger motors (8.50 mm) with longer propellers (66 mm). To have enough power to fly for a reasonable amount of time also a battery with a higher capacity of 500 mAh is used. Nevertheless, the drone and all its hardware components have a weight of only 75 g.

The Raspberry Pi added to the drone is responsible for enabling the control communication and transmitting video—leveraging its built-in radio chips for Wi-Fi. For this, the Raspberry Pi is running Raspbian Buster (2019-09-26 release) as an operating system with a PREEMPT_RT kernel patch. To further optimise the performance, most services that come with Raspbian by default have been disabled to have a minimal number of services running in parallel to control the drone and transmit video.

B. Communication Paths

The Crazyflie is controlled by Bitcraze’s application layer protocol called Crazy Real-Time Protocol (CRTP) that encapsulates all control or feedback messages. These CRTP packets have to be transmitted between the controlling device, e.g. a PC, and the Crazyflie. The traditional communication path, including a proprietary radio link as wireless connection to the drone, and the newly developed communication path that uses open protocols to establish a wireless connection are shown in Figure 2.

In both cases, a Python script can leverage Bitcraze’s Crazyflie Python Library (cflib) to send control messages. The traditional radio communication path relies on the Crazyradio USB Dongle to send CRTP messages via the ESB protocol. Therefore, this path is called Crazyradio communication path. On the drone the ESB messages are received by the microcontroller responsible for radio communication (Radio chip) and the included CRTP packet is passed on to the microcontroller running the main application (Control chip) via UART.

The new communication path uses PRRT on the transport layer of the wireless link and is therefore called PRRT communication path. On this path the cflib transmits the CRTP packages to the Raspberry Pi with the help of a Wi-Fi link and IP addressing. The Raspberry Pi then bridges the CRTP packets to the Control chip on the Crazyflie via UART.

C. Crazybridge

The central piece of software required for controlling the Crazyflie via the PRRT communication path is the crazybridge that we developed. In principle, this component is responsible for bridging the PRRT-link (that covers the Wi-Fi link) to the UART link (that covers the on-drone communication) on the Raspberry Pi.

---

4 https://www.raspberrypi.org/products/raspberry-pi-zero-w/
5 https://www.bitcraze.io/crazyflie-2-1/
6 https://www.bitcraze.io/flow-deck-v2/
1) Python Crazybridge: The first version of the bridge has been developed in Python and leverages Python drivers for UART and PRRT from the cflib\textsuperscript{7}. The Crazybridge itself is a Python script that uses two threads that receive messages from the two interfaces by blocking receive calls and send the messages out on the other interface.

The developed UART and PRRT drivers handling the receive and send calls in the cflib have been made available to Bitcraze by several pull requests and are available in their official software on GitHub by now\textsuperscript{8}. Internally the UART driver builds up on the functionality of the pySerial\textsuperscript{9} package with two threads, one for receiving CRTP packages and one for sending CRTP packages. Between threads data is passed using queues. The PRRT driver manages sending and receiving without additional, Python-level threads—concurrent reception and sending is encapsulated in the PRRT module that internally leverages several POSIX threads and wait-free inter-process communication.

2) Rust Crazybridge: Initial experiments with the Python-based Crazybridge showed that the on-drone communication increased the latency significantly, although it is still acceptable for control scenarios that can work with 20 ms RTT (cf. Section IV-C). We found that, in particular, the UART communication between Raspberry Pi and Crazyflie is the bottleneck (cf. Section IV-D)—although a physical layer analysis revealed that the Crazyflie answers fast, the Python code handling the serial communication is slow. Hence, we decided to recreate the bridge using the Rust programming language\textsuperscript{10}. At the time of writing, there is no crazyflie-lib-rust, so we consider this solution to be less off-the-shelf than the Python solution, even though we also open-source the code\textsuperscript{11}. Later evaluations (cf. Section IV-C) show that indeed this implementation achieves far better performance during operation as well as at start-up.

Similar to the Python-based version, the Rust Crazybridge uses threads for passing the packets received from PRRT to UART and vice versa. For inter-thread communication, the crossbeam crate is used, in particular the multi-producer multi-consumer channels for message passing, i.e. moving packets from one link to the other. The small and custom crazyflie-lib-rust contains a UART driver and the CRTP packet format. The UART driver builds up on the rppal crate that provides the UART functionality for the Raspberry Pi. For the PRRT communication a prrt crate\textsuperscript{12} has been created with Rust bindings for the C implementation of PRRT.

D. Firmware

The control chip on the Crazyflie control board is running the Crazyflie firmware\textsuperscript{13} from Bitcraze, which is in turn based on FreeRTOS. This has been extended by accepting control communication via UART to enable the connection via the Raspberry Pi. Our addition including packet parsing for the UART interface and changed packet routing is, by now, available in the Bitcraze mainline repository on GitHub due to a pull request\textsuperscript{14}.

E. Video Streaming

In addition to the control communication, which we evaluate in detail in the next section, we have established video communication by streaming the frames captured via the Raspberry Pi camera to the ground station. For this task, we have leveraged

\textsuperscript{7} https://github.com/bitcraze/crazyflie-lib-python
\textsuperscript{8} https://github.com/bitcraze/crazyflie-lib-python/pull/140
\textsuperscript{9} https://pyserial.readthedocs.io/
\textsuperscript{10} https://rust-lang.org
\textsuperscript{11} https://git.nt.uni-saarland.de/LARN/RNA/crazyflie-lib-rust
\textsuperscript{12} http://prrt.larn.systems
\textsuperscript{13} https://github.com/bitcraze/crazyflie-firmware
\textsuperscript{14} https://github.com/bitcraze/crazyflie-firmware/pull/558
Fig. 5: Logging timestamps of control communication.

IV. EVALUATION

In order to show how well remote control of UAVs can be implemented, we compare the proprietary solutions with the open solution we have implemented with respect to latency.

A. System Setup

For the evaluation of the control communication, the same tests have been executed with both communication paths from Figure 2. The setup consists of a drone as described in Section III-A and a laptop as the controlling device. For the traditional radio communication, the Crazyradio dongle is plugged into the USB port of the laptop (Figure 3a). For the PRRT communication path, we have a D-Link DAP-1665 access point connected to the laptop via an Ethernet cable (Figure 3b). The access point is configured to provide 802.11n Wi-Fi in the 2.4GHz band only—the 5GHz band as well as other standards have been disabled. The reason behind this is that the Raspberry Pi Zero W does not support 5GHz Wi-Fi yet.

On top of the Wi-Fi link, we run standard IPv4 for network addressing, UDP for process multiplexing and PRRT for timing-aware transmission of CRTP packets (Figure 4a). When transmitting CRTP packets via the traditional radio link using the Crazyradio, the protocol stack only consists of ESB as a link layer that provides the fundamental functionality below CRTP (Figure 4b).

B. Evaluations

We evaluate three scenarios of communication with the drone, which are

a. the Crazyradio communication path using the traditional radio link
b. the PRRT communication path with the Python bridge, and
c. the PRRT communication path with the Rust bridge.

Each scenario has been evaluated multiple times with the generation of a packet log on the controlling laptop. Two of these executions are given to shed light on the variation of the results (named 1 and 2 for each of the scenarios). The evaluations shown in the diagrams relate to the scenarios as follows: a radio, b prrt python, and c prrt rust.

C. Inter-Packet and Round-Trip Latency Analysis

The packet log taken on the controlling device captures the timestamps of outgoing and incoming packets. Figure 5 shows an example of two packet–response pairs with their logged timestamps. The logs allow to compute inter-packet times (IPT) and round-trip times (RTT) to analyse and compare the properties of the communication path.

---

15 https://gstreamer.freedesktop.org/
16 http://gst-prrt.larn.systems
The IPT reflects how fast packets are transmitted one after each other and it is calculated as the time difference between outgoing packets:

$$\text{IPT} = t_{p2} - t_{p1}$$

Figure 6 shows the cumulative density functions of the IPT for the three scenarios. The exact shape of the curve shows several aspects of the system design. The lower range until 200 ms IPT is mainly influenced by the RTT, because packet–response pairs are sent non-pipelined, i.e. the system waits for the reply before a new packet request is sent. The step at 200 ms is caused by control command updates that are issued every 200 ms. The rather long tail is due to a time gap between the system setup and the in-flight phase, which causes few packets with high IPT, but this does not indicate a performance issue of the communication path. As the main difference of the IPTs for the different scenarios is caused by the RTT, we have a further look at this quantity.

The RTT shows the reaction time of the system, i.e. it is the latency between sending a request packet ($t_{p1}$) and receiving the corresponding response ($t_{r1}$):

$$\text{RTT} = t_{r1} - t_{p1}$$

Figure 7 shows the cumulative density functions of the RTT. Here, we only consider packets that receive a response and exclude control commands that are not answered. If request or response packets are lost, the controller may resend the request packet to get a response. In such a case the RTT is calculated as the time between the first request packet sent and the first response packet received, which leads to high tail RTTs in the curves in Figure 7. From the different latencies of the major rise in the curves, it is obvious that the RTT in the Crazyradio communication path is the lowest at about 4 ms, followed by the RTT in the PRRT communication path with the Rust bridge at 9 ms, and the RTT in the PRRT communication path with the Python bridge at 18 ms. In consequence, exchanging the Python bridge with the Rust bridge significantly improved the performance of the communication path by halving the RTT and approaching the RTT of the Crazyradio communication path. Even though the RTT of the Rust bridge is still higher than the one for the Crazyradio communication path, this curve is steeper, which means that the RTT is more predictable. Furthermore, the difference between the two executions for the Crazyradio communication path is higher. In summary, changing the communication path results in (a) an increased RTT, which is still well suited for many control applications (even though it may prohibit applications with very high demands), and (b) an improved predictability of the RTT.

D. Cross-Layer Analysis using X-Lap

The primary motivation for exchanging the Python bridge by the Rust bridge was the in-depth analysis of the latency that the PRRT communication path with the Python bridge introduced. This analysis leverages X-Lap\textsuperscript{17}, an open-source cross-layer latency analysis tool we developed previously [17], [18]. X-Lap captures traces that allow to deduce how long a packet needed to be processed in a certain step in the communication and processing chain. This has been applied to the packet–response pairs from the execution number 1 of the PRRT communication path with the Python bridge. Figure 8

\textsuperscript{17} https://xlap.larn.systems
shows box plots over packet traces and how these processing and communication latencies vary.

What we can see is that the median end-to-end latency is 17.50 ms. This end-to-end latency is composed of the PRRT round-trip latency—that is the transmission and propagation latencies of the request packet from the controller to the Raspberry Pi together with the same latencies of the response packet from the Raspberry Pi to the controller—and the latency that the Raspberry Pi causes. The latency of the Raspberry Pi consists of processing the request packet, the latency that the UART driver takes to send the request to the Crazyflie till it gets a response, and the processing of the response packet.

The PRRT round-trip latency has a median latency below 7 ms—a result that is inline with ping results of 6 to 7 ms we got using the same setup. As we are using Wi-Fi and IP for the controller to Raspberry Pi communication, this 7 ms represent the baseline that we cannot reduce for our experiments\(^{18}\). The time spent on the Raspberry Pi with a median of 11 ms makes up for about two thirds of the end-to-end latency. Especially the UART driver takes a lot of time—it accounts for 5 ms median latency and up to 12 ms in the worst case, and it is a major cause of jitter in this scenario. The Crazyflie control board answered the requests in the range of 100 \(\mu\text{s}\) thus the latency must have been introduced on the Raspberry Pi. These results suggested replacing the software component on the Raspberry Pi, which led us to the development of the Rust bridge (cf. Section III-C2) to make the latencies smaller and more predictable (cf. Figure 7).

The Rust bridge, which reimplements parts of the Crazyflie Python Library in Rust, does not yet include the logging functionality required for a in-depth latency analysis using X-Lap. But from the RTT measurements we know that the end-to-end latency is about 9 ms. As the wireless transmission does not differ dependent on the bridge module, the PRRT round-trip latency should be around 6 to 7 ms. Thus, the time usually spent in the Rust bridge is less than 3 ms, which is a significant improvement in comparison with the Python bridge with about 11 ms.

V. RELATED WORK

One of the earliest works using open wireless communication for a drone testbed is the STARMAC testbed [3]. The testbed uses the Bluetooth protocol for carrying out multi-agent control tasks (e.g. collision and obstacle avoidance or searching). As Bluetooth is by design limited to seven devices, we believe that our approach using Wi-Fi, IP, and a real-time transport layer can provide higher scalability. As they give little details about the software stack, we do not expect that they leverage the same portion of free, open components. Nevertheless, they provide a very thorough system design and description in their paper.

In the last years, there have been several other works aiming at providing an open-source UAV platform with respect to both hardware and software. The authors of [4] describe an open architecture to operate UAVs, e.g. for research and educational purposes. In contrast to previous work, they employ the Robot Operating System (ROS) and use Wi-Fi standards for transmission—making this solution cheap and easy to reproduce as well as extend. However, they do not describe details about their networking stack and do not mention how they ensure predictably low latency communication.

In the recent years there has been a trend towards the miniaturization of UAVs, which usually entails the deployment of more constrained devices due to the weight restrictions, what in turn hinders meeting the delay requirements with open operating systems and protocol stacks. One of such attempts to reduce the UAV weight is the X4-MaG [5], which in contrast to [4] only weighs 307 g. Their system design is similar to ours, as they also employ a Linux operating system running on the mounted Computer-on-Module chip, as well as leverage Wi-Fi for communication. Even tough they mention real-time monitoring of the UAV using Wi-Fi, they do not give details about the communication performance.

A further step down the weight scale is \(\mu\text{AV}\) [6] (86 g), which is also running the open ROS and leveraging Wi-Fi (802.11b/g) for ground-to-drone communication. This communication is using the MAVlink message library for efficient payload compression and marshalling—apart from which no special network protocols or algorithms are used, e.g. to achieve predictably low latency.

Apart from this related work with a focus on open-source UAV platforms, there is further work on the Crazyflie in particular.

In CrazySwarm [13], a system architecture is described that allows to coordinate 49 Crazyflies in the air, using a motion capturing system for positioning and Crazyradio for communication. The communication is done using three distinct radio channels and statically group drones into these channels. They make heavy use of broadcast during flight and request-response messages (as we do for all commands) for configuration. Reliability and low latency are achieved by acknowledgements and retransmissions for non-critical unicast messages and a fixed number of proactive transmissions for broadcast messages. In this respect, our usage of PRRT provides greater flexibility, as we can adapt the hybrid error correction scheme during operation, i.e. to make the communication be more proactive or reactive. Furthermore, our cross-layer pacing allows the systems to adapt their sending rate to the current network bottleneck.

In [2], the authors have also leveraged Crazyradio to do local communication between drones—in the absence of ground infrastructure to coordinate the communication. As Wi-Fi standards also allow ad-hoc modes of operation (e.g. the 802.11p standard), it could be worthwhile to use our protocol stack for this drone-to-drone communication—leveraging PRRT to achieve latency-awareness and predictability.

The proposal for a network architecture for high volume data collection in agricultural applications [1] depicts a scenario where two radio communication approaches for drones

---

\(^{18}\) Using another physical layer, e.g. SGNR, can reduce the latency of the wireless link, but requires different hardware than in our setup.
are combined: LoRa and Wi-Fi. The sensor nodes use LoRa to regularly publish their location (low information volume) and indicate if data is ready for retrieval. If this is the case, drones (acting as data mules) fly near the sensor node and collect the data using Wi-Fi (large information volume). For this scenario, our system could assist in making the local Wi-Fi-based communication more flexible in terms of latency and reliability.

The results presented in [14], [15] leverage the images captured by a camera installed on the drones and deep convolutional neural networks (CNN) to autonomously perform the control function. Palossi et al. [14] focus on making the drones entirely autonomous, so that the models run on-board without the need for external communication, which is achieved by adding a new device for CNN inference. In contrast, Kang et al. [15] deploy the model in a remote server and transmit the video over the Crazyradio link. As long as the neural network model is deployed on a server in the edge, our system could provide predictable transport for the transmitted video signal, thus improving the Quality of Control.

There are several related proposals for the lower (i.e. physical) layers of communication architectures in drone communication as well as their modelling. On the technology side, for instance, [19] presents backscatter techniques that are used to implement resource-efficient sensor-node-to-drone communication. On the modelling side, [20] focuses on the validation of air-to-ground propagation models and the resulting communication performance. We consider these as orthogonal to our work, which could leverage these systems and models.

VI. CONCLUSION

In order to control large networks of UAVs and let these system cooperate, it is essential to use open communication platforms to maximise interoperability. These communication platforms must provide latency-awareness and predictably low latency to support the demanding UAV applications. In this paper, we have shown an open platform (the Crazyflie) and our open communication stack (Wi-Fi, IP, PRRT) to remote control the drone. The evaluation has shown that this stack allows to achieve latencies that are comparable with the ones produced by proprietary communication stacks, but provide a higher potential for interoperability, as open and off-the-shelf solutions have been used.

In future work, we consider to use our platform for evaluating multi-UAV setups to show how open, interoperable platforms can provide benefits over proprietary, special-purpose solution. Besides, we plan to leverage PRRT for video-assisted drone control scenarios, which we think allows to further reduce the complexity of drones, since only widely available video encoders are needed instead of tailored AI devices.
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