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Abstract

Homogeneous Yang–Baxter (YB) deformation of $\text{AdS}_5 \times S^5$ superstring is revisited. We calculate the YB sigma model action up to quadratic order in fermions and show that homogeneous YB deformations are equivalent to $\beta$-deformations of the $\text{AdS}_5 \times S^5$ background when the classical $r$-matrices consist of bosonic generators. In order to make our discussion clearer, we discuss YB deformations in terms of the double-vielbein formalism of double field theory. We further provide an $O(10,10)$-invariant string action that reproduces the Green–Schwarz type II superstring action up to quadratic order in fermions. When an AdS background contains a non-vanishing $H$-flux, it is not straightforward to perform homogeneous YB deformations. In order to get any hint for such YB deformations, we study $\beta$-deformations of $H$-fluxed AdS backgrounds and obtain various solutions of (generalized) type II supergravity.
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1 Introduction

Yang–Baxter (YB) sigma model was originally introduced by Klimčík [1] as a class of Poisson–Lie symmetric sigma models. It is characterized by a classical $r$-matrix that satisfies the modified classical YB equation (mCYBE). It was later shown to be integrable by constructing the Lax pair [2]. The original YB sigma model can be applied only to sigma models on group manifolds, but it was later generalized to coset sigma models in [3] and to the case of the homogeneous classical YB equation (CYBE) in [4].

An interesting application of YB deformations is an integrable deformation of type IIB superstring theory on the $\text{AdS}_5 \times \text{S}^5$ background [5–7], that has been studied in the context of the AdS/CFT correspondence. Through various examples [8–13], it turned out that, when we employ an Abelian classical $r$-matrix, the YB-deformed $\text{AdS}_5 \times \text{S}^5$ superstring can be described as type IIB superstring on a TsT-transformed $\text{AdS}_5 \times \text{S}^5$ background [14–20] (see [21] for a clear explanation and generalizations). Namely, Abelian YB deformation was found to be equivalent to a TsT-transformation. For non-Abelian classical $r$-matrices, the deformations of the $\text{AdS}_5 \times \text{S}^5$ background have not been understood clearly; some deformed backgrounds were obtained through non-commuting TsT-transformations (see for example [22]) and some were obtained through a combination of diffeomorphisms and $T$-dualities [23], but it is not clear whether an arbitrary YB deformation can be realized as a combination of Abelian $T$-dualities and gauge symmetries of the supergravity (it was recently shown in [24–28] that YB deformations can be also reproduced from non-Abelian $T$-dualities [29–38]). As shown in a seminal paper [22], at least when an $r$-matrix satisfies a certain criterion called unimodularity, the deformed $\text{AdS}_5 \times \text{S}^5$ background are solutions of type IIB supergravity. Moreover, for a non-unimodular $r$-matrix, the deformed $\text{AdS}_5 \times \text{S}^5$ background was shown to satisfy the generalized supergravity equations of motion (GSE) [39,40], and a Killing vector $I^m$ appearing in the GSE was determined for a general $r$-matrix. In a recent paper [41] (which appeared a few days after this manuscript was posted to the arXiv), a more tractable expression for $I^m$ has been given for $r$-matrices consisting only of bosonic generators (see Appendix A for more details). On the same day, the second version of [42] appeared on the arXiv, which has derived the GSE from the dual sigma model of [35] in a general NS-NS background, and has determined the Killing vector $I^m$ in the non-Abelian $T$-dualized backgrounds.

Recently, in [43–47], the GSE and YB deformations were studied from a viewpoint of a manifestly $T$-duality covariant formulation of supergravity, called the double field theory.

\footnote{A TsT transformation is a sequence of two Abelian $T$-dualities with a coordinate shift in between.}
(DFT) \cite{48,53} and its extensions. Through various examples of non-Abelian YB deformations, it was noticed that YB deformations are equivalent to (local) $\beta$-transformations of the $\text{AdS}_5 \times S^5$ background \cite{46}. The local $\beta$-transformations may be realized as gauge transformations in DFT, known as the generalized diffeomorphism, and for many examples of non-Abelian $r$-matrices, YB-deformed backgrounds were reproduced by acting generalized diffeomorphisms to the $\text{AdS}_5 \times S^5$ background. However, until now the equivalence between YB deformations and local $\beta$-transformations has not yet been proven.

In this paper, we show the equivalence for YB deformations of the $\text{AdS}_5 \times S^5$ superstring. To be more precise, we show that, for a classical $r$-matrix consisting of the bosonic generators and satisfying the homogeneous CYBE, the YB deformed $\text{AdS}_5 \times S^5$ superstring action can be regarded as the Green–Schwarz (GS) type IIB superstring action \cite{54} defined in a $\beta$-transformed $\text{AdS}_5 \times S^5$ background. During the proof, we perform a suitable identification of the deformed vielbein and make a redefinition of the fermionic variable. These procedures can be clearly explained by using the double-vielbein formalism of DFT \cite{48,55–59}.

We also find a manifestly O(10, 10)-invariant string action that reproduces the conventional GS superstring action up to quadratic order in fermions. In the previous works, $T$-duality covariant string theories with the worldsheet supersymmetry were studied in \cite{60–62}. The GS-type string actions were also constructed in \cite{63–65} but the target space was assumed to be flat and have no the R-R fluxes. Our GS-type string action can apply to arbitrary curved backgrounds with the R–R fields and is a generalization of the previous ones (another $T$-duality manifest GS superstring action in a general background was proposed in \cite{66,67} although the relation to our action is unclear so far).

We expect that the equivalence between YB deformations and $\beta$-deformations will hold in more general backgrounds beyond the $\text{AdS}_5 \times S^5$ background. As a non-trivial example, we study local $\beta$-deformations of the $\text{AdS}_3 \times S^3 \times T^4$ background that contains a non-vanishing $H$-flux. In this case, due to the presence of $H$-flux, it is not straightforward to perform YB deformations \footnote{There are several works \cite{68–72} where YB deformations of the WZ(N)W model based on the mCYBE have been studied.}. Therefore, we do not show the equivalence in this paper. However, thanks to the homogeneous CYBE for the local $\beta$-deformations, all examples of the $\beta$-deformed backgrounds are shown to satisfy the equations of motion of DFT, or the (generalized) supergravity.

This paper is organized as follows. In section 2, we review the double-vielbein formalism of DFT and find a simple $\beta$-transformation rule for the Ramond–Ramond (R–R) fields. We
also find the action of the double sigma model for type II superstring that reproduces the conventional GS superstring action. In section 3 we concisely review YB deformations of AdS₅ × S⁵ superstring and show the equivalence of homogeneous YB deformations and local β-transformations. In section 4, we perform β-transformations of the AdS₃ × S³ × T⁴ background and obtain various solutions. We also discuss a more general class of local O(10, 10) transformations that are based on the homogeneous CYBE. Section 5 is devoted to conclusions and discussions. Various technical computations are explained in the Appendices.

2 Local β-deformations in DFT

In this section, we review the basics of the type II DFT and find a simple transformation rule for bosonic fields under local β-deformations. We also find a manifestly O(10, 10)-invariant superstring action that reproduces the conventional GS type II superstring action.

2.1 DFT fields and their parameterizations

Bosonic fields in DFT are the generalized metric $H_{MN}$, the $T$-duality-invariant dilaton $d$, and the R–R potential $\hat{C}$, which is an $O(1,D-1) \times O(D-1,1)$ bispinor. In this subsection, we review their definitions and basic properties by turning off fermions (such as gravitino). Here, we employ the double-vielbein formalism developed in [48, 55–59] (see also [73]), which is quite suitable for discussing YB deformations.

**NS–NS fields:** The generalized metric $H_{MN}$ ($M, N = 0, \ldots, 2D - 1$) is defined as

\[
\begin{align*}
H & \equiv (H_{MN}) \equiv E S E^\top, \\
S & \equiv (S_{MN}) \equiv \text{diag}(-1, +1, \ldots, +1, -1, +1, \ldots, +1),
\end{align*}
\]

where the $O(D, D)$ property of the generalized vielbein $E$ is defined as

\[
E \eta E^\top = \eta = E^\top \eta E, \quad \eta \equiv (\eta_{MN}) \equiv \begin{pmatrix} 0 & \delta^n_m \\ \delta^m_n & 0 \end{pmatrix}, \quad (m, n = 0, \ldots, D - 1).
\]

The familiar properties of the generalized metric

\[
H^\top = H, \quad H^\top \eta H = \eta,
\]
follow from the above definitions. For an $O(D, D)$ matrix $h$ satisfying $h^T S h = S$, namely an $O(1, D - 1) \times O(D - 1, 1)$ matrix $h$, both $E$ and $E h$ give the same generalized metric $H$. Thus, the generalized metric $H$ can be regarded as a representative of a coset

$$\frac{O(D, D)}{O(1, D - 1) \times O(D - 1, 1)},$$

(2.4)

where $O(1, D - 1) \times O(D - 1, 1)$ is known as the double local Lorentz group [57]. We raise or lower the $O(D, D)$ indices by using the $O(D, D)$-invariant metric $\eta$ like $H_{MN} \equiv H_{MP} \eta^{PN}$, and then (2.3) indicates that the matrix $H_{MN}$ has eigenvalues $\pm 1$. Then, we introduce the double (inverse) vielbeins $V^M_a$ and $\bar{V}^M_{\bar{a}}$ ($a, \bar{a} = 0, \ldots, D - 1$) as the eigenvectors

$$H_{MN} V^M_a = + V^M_a, \quad H_{MN} \bar{V}^M_{\bar{a}} = - \bar{V}^M_{\bar{a}}.$$

(2.5)

Since the eigenvalues are different, they are orthogonal to each other

$$H_{MN} V^M_a \bar{V}^N_{\bar{b}} = 0, \quad \eta_{MN} V^M_a \bar{V}^N_{\bar{b}} = 0.$$

(2.6)

Following [55–59], we normalize the double vielbeins as

$$\eta_{ab} = \eta_{MN} V^M_a V^N_b = \delta_{ab}, \quad \eta_{\bar{a} \bar{b}} = \eta_{MN} \bar{V}^M_{\bar{a}} \bar{V}^N_{\bar{b}} = \delta_{\bar{a} \bar{b}}.$$

(2.7)

By introducing $2D \times 2D$ matrices,

$$(V^M_A) \equiv \begin{pmatrix} V^M_a \\ \bar{V}^M_{\bar{a}} \end{pmatrix}, \quad (\eta_{AB}) \equiv \begin{pmatrix} \eta_{ab} & 0 \\ 0 & \eta_{\bar{a} \bar{b}} \end{pmatrix}, \quad (H_{AB}) \equiv \begin{pmatrix} \eta_{ab} & 0 \\ 0 & -\eta_{\bar{a} \bar{b}} \end{pmatrix},$$

(2.8)

where $\{A\} \equiv \{a, \bar{a}\}$, the above orthonormal conditions are summarized as

$$\eta_{AB} = V^M_A \eta_{MN} (V^T)_{NB} = \delta_{AB}, \quad H_{AB} = V^M_A H_{MN} (V^T)_{NB}.$$

(2.9)

The matrix $V^M_A$ is always invertible and the inverse matrix is given by

$$(V^{-1})^M_A = \eta_{MN} (V^T)_{NB} \eta^{BA},$$

(2.10)

which indeed satisfies

$$V^M_A (V^{-1})^M_B = \eta_{MN} V^M_A V^N_C \eta^{CB} = \delta^B_A.$$

(2.11)

As long as we raise or lower the indices $M, N$ with $\eta_{MN}$ and $A, B$ with $\eta_{AB}$ (namely, $a, b$ and $\bar{a}, \bar{b}$ with $\eta_{ab}$ and $\eta_{\bar{a} \bar{b}}$, respectively), there is no difference between $V^M_A$ and $(V^{-1})^M_A \equiv \eta_{AB} \eta^{MN} (V^{-T})_{B N}$. Thus, in the following, we may not show the inverse or the transpose explicitly.
When $D \times D$ matrices, $V^m_a$ and $\tilde{V}^m_{\tilde{a}}$, are invertible, we can parameterize the double vielbeins as

$$
(V^M_a) = \frac{1}{\sqrt{2}} \left( \begin{array}{c}
(e^{-T})^m_a \\
E_{mn} (e^{-T})^n_a
\end{array} \right), \quad
(\tilde{V}^M_{\tilde{a}}) = \frac{1}{\sqrt{2}} \left( \begin{array}{c}
(e^{-T})^m_{\tilde{a}} \\
\tilde{E}_{mn} (e^{-T})^n_{\tilde{a}}
\end{array} \right),
$$

(2.12)

where we introduced matrix notations, $e \equiv (e^m_a)$ and $\tilde{e} \equiv (\tilde{e}^m_{\tilde{a}})$. From (2.9), we find

$$
E_{mn} = -E^T_{mn}, \quad g_{mn} \equiv E_{(mn)} = (e \eta e^T)_{mn} = -(\tilde{e} \bar{\eta} \tilde{e}^T)_{mn}.
$$

(2.13)

By denoting $B_{mn} \equiv E_{(mn)}$, the parameterizations of the double vielbeins and the generalized metric become

$$
(V^M_a) = \frac{1}{\sqrt{2}} \left( \begin{array}{c}
\bar{e}^m_a \\
(g + B)_{mn} (e^{-T})^n_a
\end{array} \right), \quad
(\tilde{V}^M_{\tilde{a}}) = \frac{1}{\sqrt{2}} \left( \begin{array}{c}
\bar{e}^m_{\tilde{a}} \\
-(g - B)_{mn} (e^{-T})^n_{\tilde{a}}
\end{array} \right),
$$

(2.14)

$$
\mathcal{H} = \left( \begin{array}{c}
(g - B)_{mn} (B g^{-1})_m^n \\
(g - B)_{mn} g_{mn}
\end{array} \right) = \left( \begin{array}{c}
\delta^p_m B_{mp} \\
0
\end{array} \right) = \left( \begin{array}{c}
\delta^p_m \\
0
\end{array} \right) \left( \begin{array}{c}
\delta^q_n \\
0
\end{array} \right)
$$

(2.15)

The dual parameterization, that can be prescribed when $V^m_a$ and $\tilde{V}^m_{\tilde{a}}$ are invertible, is

$$
V^M_a = \frac{1}{\sqrt{2}} \left( \begin{array}{c}
\bar{e}^m_a \\
(G^{-1} - \beta)_{mn} \bar{e}^m_n
\end{array} \right), \quad
\tilde{V}^M_{\tilde{a}} = \frac{1}{\sqrt{2}} \left( \begin{array}{c}
\bar{e}^m_{\tilde{a}} \\
-(G^{-1} + \beta)_{mn} \bar{e}^m_n
\end{array} \right),
$$

(2.16)

$$
G_{mn} \equiv (\bar{e} \bar{\eta} \bar{e}^T)_{mn} = -(\bar{e} \bar{\eta} \tilde{e}^T)_{mn}, \quad \beta_{mn} = -\beta_{nm},
$$

and it provides the dual parameterization of the generalized metric

$$
\mathcal{H} = \left( \begin{array}{c}
G_{mn} \\
-(\beta G)_{mn}
\end{array} \right) = \left( \begin{array}{c}
\delta^p_m \\
-\beta_{mp}
\end{array} \right) = \left( \begin{array}{c}
\delta^p_m \\
0
\end{array} \right) \left( \begin{array}{c}
\delta^q_n \\
0
\end{array} \right).
$$

(2.17)

When both parameterizations are possible, comparing (2.15) and (2.17), we obtain

$$
E_{mn} \equiv (E^{-1})_{mn} = G_{mn} - \beta_{mn} \quad (E_{mn} \equiv g_{mn} + B_{mn}),
$$

(2.18)

$$
g_{mn} = E_{mp} E_{nq} G^{pq}, \quad B_{mn} = E_{mp} E_{nq} \beta^{pq}.
$$

In the following, we raise or lower the indices of \{\(e^m_a, \bar{e}^m_{\tilde{a}}, \bar{e}^m_a, \bar{\bar{e}}^m_{\tilde{a}}\)\} as

$$
\begin{align*}
e^m_a &= g^{mn} e^n_{\eta a}, & \bar{e}^m_a &= g^{mn} \bar{e}^n_{\bar{\eta} a}, \\
\bar{e}^m_{\tilde{a}} &= G^{mn} e^n_{\eta \tilde{a}}, & \bar{\bar{e}}^m_{\tilde{a}} &= G^{mn} \bar{e}^n_{\bar{\eta} \tilde{a}},
\end{align*}
$$

(2.19)

and then we obtain relations like $(e^{-T})^m_a = e^m_a$. We can then omit the inverse or the transpose without any confusions as long as the indices are shown explicitly. By using the two metrics, $g_{mn}$ and $G_{mn}$, we also introduce two parameterizations of the dilaton $d$,

$$
\sqrt{|G|} e^{-2\phi} = e^{-2d} = \sqrt{|g|} e^{-2\Phi}.
$$

(2.20)
Ramond–Ramond fields: In order to study the ten-dimensional type II supergravity, let us consider the case $D = 10$. Associated with the double local Lorentz group $O(1, 9) \times O(9, 1)$, we introduce two sets of gamma matrices, $(\Gamma^a)^{\alpha}_{\beta}$ and $(\bar{\Gamma}^b)^{\bar{\alpha}}_{\bar{\beta}}$, satisfying

$$\{ \Gamma^a, \Gamma^b \} = 2\eta^{ab}, \quad \{ \bar{\Gamma}^a, \bar{\Gamma}^b \} = 2\bar{\eta}^{\bar{a}\bar{b}},$$

$$(\Gamma^a)^l = -\Gamma^0 \Gamma^a (\Gamma^0)^{-1} = \pm \Gamma^a, \quad a = \left\{ \begin{array}{c} 0 \nonumber \\
1, \ldots, 9 \end{array} \right.$$

$$(\bar{\Gamma}^a)^l = \pm \bar{\Gamma}^0 \bar{\Gamma}^a (\bar{\Gamma}^0)^{-1} = \pm \bar{\Gamma}^a, \quad \bar{a} = \left\{ \begin{array}{c} 0 \nonumber \\
1, \ldots, 9 \end{array} \right..$$

We also introduce the chirality operators

$$\Gamma^{11} \equiv \Gamma^{012 \cdots 9}, \quad \bar{\Gamma}^{11} \equiv \bar{\Gamma}^{012 \cdots 9}, \quad (\Gamma^{11})^l = \Gamma^{11}, \quad (\bar{\Gamma}^{11})^l = \bar{\Gamma}^{11},$$

and the charge conjugation matrices $C_{\alpha\beta}$ and $\bar{C}_{\bar{\alpha}\bar{\beta}}$ satisfying

$$C \Gamma^a C^{-1} = -(\Gamma^a)^T, \quad C = -C^T = C^{-1}, \quad C^* = C,$$

$$\bar{C} \bar{\Gamma}^a \bar{C}^{-1} = -(\bar{\Gamma}^a)^T, \quad \bar{C} = -\bar{C}^T = \bar{C}^{-1}, \quad \bar{C}^* = \bar{C}. \quad (2.23)$$

We can show $C \Gamma^{11} C^{-1} = -\Gamma^{11}$ and $\bar{C} \bar{\Gamma}^{11} \bar{C}^{-1} = -\bar{\Gamma}^{11}$ by using

$$C \Gamma^{a_1 \cdots a_n} C^{-1} = (-1)^{\frac{n(n+1)}{2}} (\Gamma^{a_1 \cdots a_n})^T, \quad \bar{C} \bar{\Gamma}^{\bar{a}_1 \cdots \bar{a}_n} \bar{C}^{-1} = (-1)^{\frac{n(n+1)}{2}} (\bar{\Gamma}^{\bar{a}_1 \cdots \bar{a}_n})^T. \quad (2.24)$$

We raise or lower the spinor indices by using the charge conjugation matrices like

$$(\Gamma^a)_{\alpha\beta} \equiv (\Gamma^a)^{\gamma}_{\beta} C_{\gamma\alpha}, \quad (\Gamma^a)^{\alpha\beta} \equiv C^{\beta\gamma}(\Gamma^a)_{\alpha\gamma},$$

$$(\bar{\Gamma}^b)_{\bar{\alpha}\bar{\beta}} \equiv (\bar{\Gamma}^b)^{\bar{\gamma}}_{\bar{\beta}} \bar{C}_{\bar{\gamma}\bar{\alpha}}, \quad (\bar{\Gamma}^b)^{\bar{\alpha}\bar{\beta}} \equiv \bar{C}^{\bar{\gamma}\bar{\beta}}(\bar{\Gamma}^b)_{\bar{\alpha}\bar{\gamma}}, \quad (2.25)$$

and then from (2.23) we have

$$(\Gamma^a)_{\alpha\beta} = (\Gamma^a)_{\beta\alpha}, \quad (\bar{\Gamma}^b)_{\bar{\alpha}\bar{\beta}} = (\bar{\Gamma}^b)_{\bar{\beta}\bar{\alpha}}. \quad (2.26)$$

We define the R–R potential as a bispinor $\hat{C}^{\alpha}_{\beta}$ with a definite chirality

$$\Gamma^{11} \hat{C} \bar{\Gamma}^{11} = \pm \hat{C},$$

where the sign is for type IIA/IIB supergravity. The R–R field strength is defined as

$$\tilde{F}^{\alpha}_{\beta} \equiv D_{\alpha} \hat{C}^{\beta}_{\alpha} \equiv \frac{1}{\sqrt{2}} (\Gamma^M D_M \hat{C} + \Gamma^{11} D_M \hat{C} \bar{\Gamma}^M )^{\alpha}_{\beta},$$

$$\Gamma^M \equiv V^M_a \Gamma^a, \quad \bar{\Gamma}^M \equiv \bar{V}^{M}_{\bar{a}} \bar{\Gamma}^{\bar{a}}. \quad (2.28)$$

---

3In order to follow the convention of [74], we employ the charge conjugation matrices $C_-$ and $\bar{C}_-$ of [58] rather than $C_+$ and $\bar{C}_+$. They are related as $C_- = C_+ \Gamma^{11}$ and $\bar{C}_- = \bar{C}_+ \bar{\Gamma}^{11}$.
where $D_+$ is a nilpotent operator introduced in [58], and the covariant derivative $D_M$ for a bispinor $\mathcal{T}^\alpha_{\bar{\beta}}$ and the spin connections are defined as [55, 56, 58]

$$
D_M \mathcal{T}^\alpha_{\bar{\beta}} \equiv \partial_M \mathcal{T}^\alpha_{\bar{\beta}} + \Phi_M^\alpha_{\gamma} \mathcal{T}^\gamma_{\bar{\beta}} - \mathcal{T}^\alpha_{\gamma} \bar{\Phi}^\gamma_{\bar{\beta}},
$$

$$
\Phi_M^\alpha_{\gamma} \equiv \frac{1}{4} \Phi_{\text{Mod}} (\Gamma^{cd})^\alpha_{\beta}, \quad \bar{\Phi}^\alpha_{\bar{\beta}} \equiv \frac{1}{4} \bar{\Phi}_{\text{Mod}} (\Gamma^{\bar{c}\bar{d}})^\alpha_{\beta},
$$

(2.29)

where $\nabla_M$ is the (semi-)covariant derivative in DFT [55, 75, 76] (see also [43] which employs the same convention as this paper). Since $D_+$ flips the chirality, $\hat{\mathcal{F}}$ has the opposite chirality to $\hat{\mathcal{C}}$ [58]

$$
\Gamma^{11} \hat{\mathcal{F}} \Gamma^{11} = \mp \hat{\mathcal{F}}.
$$

(2.30)

As it has been shown in [58], $\hat{\mathcal{F}}$ transforms covariantly under the O(1, 9) \times O(9, 1) double Lorentz transformations, and transforms as a scalar under generalized diffeomorphisms. Further, from the nilpotency of $D_+$, $\hat{\mathcal{F}}$ is invariant under gauge transformations of R–R potential

$$
\delta \hat{\mathcal{C}} = D_+ \lambda, \quad \Gamma^{11} \lambda \Gamma^{11} = \mp \lambda,
$$

(2.31)

and the Bianchi identity is given by

$$
D_+ \hat{\mathcal{F}} = 0.
$$

(2.32)

As in the case of the democratic formulation [77, 78], the self-duality relation

$$
\hat{\mathcal{F}} = -\Gamma^{11} \hat{\mathcal{F}} (= \pm \hat{\mathcal{F}} \Gamma^{11}),
$$

(2.33)

for type IIA/IIB supergravity is imposed by hand at the level of the equations of motion.

**Section condition and gauge symmetry:** In DFT, fields are defined on the doubled spacetime with the generalized coordinates $(x^M) = (x^m, \tilde{x}_m)$, where $x^m$ are the standard “physical” $D$-dimensional coordinates and $\tilde{x}_m$ are the dual coordinates. For the consistency of DFT, we require that arbitrary fields or gauge parameters $A(x)$ and $B(x)$ satisfy the so-called section condition [49, 51, 52],

$$
\eta^{MN} \partial_M A(x) \partial_N B(x) = 0, \quad \eta^{MN} \partial_M \partial_N A(x) = 0.
$$

(2.34)

In general, under this condition, fields and gauge parameters can depend on at most $D$ coordinates out of the $2D$ coordinates $x^M$. We frequently choose the “canonical solution”
where all fields and gauge parameters are independent of the dual coordinates; \( \hat{\partial}^m \equiv \frac{\partial}{\partial \tilde{x}^m} = 0 \). In this case, DFT reduces to the conventional supergravity. Instead, if all fields depend on \((D - 1)\) coordinates \(x^i\) and only the dilaton \(d(x)\) has an additional linear dependence on a dual coordinates \(\tilde{z}\), DFT reduces to the generalized supergravity as discussed in \([43, 45]\).

When the section condition is satisfied, the gauge symmetry of DFT is generated by the generalized Lie derivative \([49, 52]\)

\[
\hat{L}_V W^M \equiv V^N \partial_N W^M - (\partial_N V^M - \partial^M V_N) W^N.
\] (2.35)

This symmetry is interpreted as diffeomorphisms in the doubled spacetime, \(x^M \rightarrow x^M + V^M(x)\). Indeed, under the canonical section \(\hat{\partial}^m = 0\), this symmetry consists of the conventional diffeomorphisms and \(B\)-field gauge transformations. If we parameterize the diffeomorphism parameter as \((V^M) = (v^m, \tilde{v}_m)\), the vector \(v^m\) corresponds to the \(D\)-dimensional diffeomorphism parameter while the 1-form \(\tilde{v}_m\) corresponds to the gauge parameter of the \(B\)-field gauge transformation, \(B_2 \rightarrow B_2 + d\tilde{v}_1\). Under the canonical section, this is the whole gauge symmetry, but if we choose a different section, the generalized diffeomorphism may generate other local \(O(D, D)\) transformations, such as \(\beta\)-transformations. For more details, the reader may consult a concise review \([79]\).

### 2.2 Diagonal gauge fixing

In this subsection, we review the diagonal gauge fixing introduced in \([55, 58]\).

#### 2.2.1 NS–NS fields

In order to constrain the redundantly introduced two vielbeins \(e_m{}^a\) and \(\bar{e}_m{}^{\bar{a}}\), we implement the diagonal gauge fixing

\[
e_m{}^a = \bar{e}_m{}^{\bar{a}},
\] (2.36)

which is important to reproduce the conventional supergravity. Before the diagonal gauge fixing, the double vielbeins transform as

\[
V_a{}^M \rightarrow h^M{}_N V_a{}^N, \quad \bar{V}_{\bar{a}}{}^M \rightarrow h^M{}_N \bar{V}_{\bar{a}}{}^N,
\] (2.37)
under a global O(10, 10) rotation or a finite generalized diffeomorphism. We parameterize the O(10, 10) matrix $h^M_N$ as

$$h_M^N = \begin{pmatrix} p_m^n & q_{mn} \\ r_{mn} & s_m^n \end{pmatrix}, \quad h^M_N = \begin{pmatrix} s_m^m & r_{mn} \\ q_{mn} & p_m^n \end{pmatrix}$$

(2.38)

and then obtain the following transformation rule:

$$e_m^a \rightarrow [(s^T + E^T r^T)^{-1}]_m^a e_n^a, \quad \bar{e}_m^{\bar{a}} \rightarrow [(s^T - E r^T)^{-1}]_m^{\bar{a}} \bar{e}_n^a,$$

$$\tilde{e}_m^a \rightarrow (p + q E^{-1})_m^a \tilde{e}_n^a, \quad \tilde{\bar{e}}_m^{\bar{a}} \rightarrow (p - q E^{-1})_m^{\bar{a}} \tilde{\bar{e}}_n^a,$$

$$E_{mn} \rightarrow [(q + p E) (s + r E)^{-1}]_{mn}, \quad E_{\bar{m} \bar{n}} \rightarrow [(r + s E^{-1}) (p + q E^{-1})^{-1}]_{\bar{m} \bar{n}}.$$  

(2.39)

At the same time, the dilaton transforms as

$$e^{-2d} \rightarrow |\det(p_m^n)| e^{-2d},$$

(2.40)

and the bispinors of R–R fields, $\tilde{\mathcal{C}}$ and $\tilde{\mathcal{F}}$, are invariant.

As we can see from (2.39), under a (geometric) subgroup (where $r_{mn} = 0$),

$$h_M^N = \begin{pmatrix} p_m^n & q_{mn} \\ 0 & (p^{-1})_m^n \end{pmatrix}, \quad h^M_N = \begin{pmatrix} (p^{-1})_m^n & 0 \\ q_{mn} & p_m^n \end{pmatrix}$$

(2.41)

$e_m^a$ and $\bar{e}_m^{\bar{a}}$ transform in the same manner. However, if we perform a general O(10, 10) transformation with $r_{mn} \neq 0$, even if we choose the diagonal gauge in the original duality frame ($e_m^a = \bar{e}_m^{\bar{a}}$), after the transformation, $e_m^a \rightarrow e_m'^a$ and $\bar{e}_m^{\bar{a}} \rightarrow \bar{e}_m'^{\bar{a}}$, we obtain

$$e_m'^a = (\Lambda^{-1})_a^b e_m'^b, \quad \Lambda^a_\bar{b} \equiv [e^T (s + r E)^{-1} (s - r E^{-1}) e^{-T}]_a^\bar{b} \in O(9, 1).$$

(2.42)

In order to maintain the diagonal gauge (2.36), we shall simultaneously perform an O(9, 1) local Lorentz transformation for barred tensors that compensates the deviation of $\bar{e}_m^{\bar{a}}$ from $e_m^a$. Namely, we modify the O(10, 10) transformation as [58]

$$V_M^a \rightarrow h_M^N V_N^a, \quad \tilde{V}_M^{\bar{a}} \rightarrow h_M^N \Lambda_{\bar{a} \bar{b}} \tilde{V}_N^{\bar{b}}.$$  

(2.43)

After the diagonal gauge fixing, since there is no more distinction between $\{a, \alpha\}$ and $\{\bar{a}, \bar{\alpha}\}$, we may simply replace $\{\bar{a}, \bar{\alpha}\}$ by $\{a, \alpha\}$. In this replacement, we should be careful about the signature

$$\tilde{\eta}_{ab} = -\eta_{ab}, \quad \tilde{C}_{\alpha\beta} = C_{\alpha\beta}.$$  

(2.44)

In addition, we relate the two sets of gamma matrices as

$$\tilde{\Gamma}^a = \Gamma^{11} \Gamma^a, \quad \{\tilde{\Gamma}^a, \tilde{\Gamma}^b\} = -\{\Gamma^a, \Gamma^b\} = 2 \tilde{\eta}^{ab}, \quad \tilde{\Gamma}^{11} = -\Gamma^{11}.$$  

(2.45)
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2.2.2 R–R fields

According to the diagonal gauge fixing, there is no distinction between the two spinor indices \( \alpha \) and \( \bar{\alpha} \), and we can convert the bispinors into polyforms:

\[
\hat{\mathcal{C}}^\alpha_{\beta} = \sum_n \frac{1}{n!} \hat{\mathcal{C}}_{a_1 \cdots a_n} (\Gamma^{a_1 \cdots a_n})^\alpha_{\beta}, \quad \hat{\mathcal{F}}^\alpha_{\beta} = \sum_n \frac{1}{n!} \hat{\mathcal{F}}_{a_1 \cdots a_n} (\Gamma^{a_1 \cdots a_n})^\alpha_{\beta}.
\]

From the identity,

\[
\Gamma^{a_1 \cdots a_p} = (-1)^{\frac{p(p+1)}{2}} \epsilon^{a_1 \cdots a_p b_{10} \cdots (10-p)} \Gamma_{b_{10} \cdots (10-p)},
\]

where \( \epsilon_{0 \cdots 9} = -\epsilon^{0 \cdots 9} = 1 \), the self-duality relation (2.33) can be expressed as

\[
\hat{\mathcal{F}}_\rho = (-1)^{\frac{p(p-1)}{2}} \ast \hat{\mathcal{F}}_{10-p}.
\]

Here, we have defined

\[
\hat{\mathcal{F}} = \sum_p \hat{\mathcal{F}}_\rho, \quad \hat{\mathcal{F}}_\rho = \frac{1}{p!} \hat{\mathcal{F}}_{m_1 \cdots m_p} d x^{m_1} \wedge \cdots \wedge d x^{m_p},
\]

\[
\hat{\mathcal{C}} = \sum_p \hat{\mathcal{C}}_\rho, \quad \hat{\mathcal{C}}_\rho = \frac{1}{p!} \hat{\mathcal{C}}_{m_1 \cdots m_p} d x^{m_1} \wedge \cdots \wedge d x^{m_p},
\]

where the R–R fields with the curved indices are defined as

\[
\hat{\mathcal{F}}_{m_1 \cdots m_p} = e_{m_1}^{a_1} \cdots e_{m_p}^{a_p} \hat{\mathcal{F}}_{a_1 \cdots a_p}, \quad \hat{\mathcal{C}}_{m_1 \cdots m_p} = e_{m_1}^{a_1} \cdots e_{m_p}^{a_p} \hat{\mathcal{C}}_{a_1 \cdots a_p}.
\]

In addition, if we define the components of the spin connections as

\[
\Phi_{acd} \equiv \bar{V}^M a \Phi_{Mcd}, \quad \bar{\Phi}_{\bar{a}c\bar{d}} \equiv \bar{V}^M \bar{a} \bar{\Phi}_{M\bar{c}\bar{d}},
\]

\[
\Phi_{acd} \equiv \bar{V}^M \bar{a} \Phi_{Mcd}, \quad \bar{\Phi}_{\bar{a}c\bar{d}} \equiv V^M a \bar{\Phi}_{M\bar{c}\bar{d}},
\]

and compute their explicit forms under the canonical section \( \hat{\mathcal{H}}^m = 0 \) as

\[
\Phi_{abc} = \frac{1}{\sqrt{2}} \left( \omega_{abc} + \frac{1}{2} H_{abc} \right), \quad \bar{\Phi}_{\bar{a}\bar{b}\bar{c}} = \frac{1}{\sqrt{2}} \left( -\omega_{\bar{a}\bar{b}\bar{c}} + \frac{1}{2} H_{\bar{a}\bar{b}\bar{c}} \right),
\]

\[
\Phi_{[abc]} = \frac{1}{\sqrt{2}} \left( \omega_{[abc]} + \frac{1}{6} H_{abc} \right), \quad \bar{\Phi}_{[\bar{a}\bar{b}\bar{c}]} = \frac{1}{\sqrt{2}} \left( -\omega_{[\bar{a}\bar{b}\bar{c}]} + \frac{1}{6} H_{\bar{a}\bar{b}\bar{c}} \right),
\]

\[
\eta^{\bar{a}\bar{b}} \Phi_{abc} = \frac{1}{\sqrt{2}} \left( \eta^{\bar{a}\bar{b}} \omega_{abc} - 2 e_c^m \partial_m \Phi \right) = \eta^{\bar{a}\bar{b}} \bar{\Phi}_{\bar{a}\bar{b}\bar{c}},
\]

\[
\omega_{abc} \equiv e_a^m \omega_{abc}, \quad \omega_{mab} \equiv 2 e_c^m \partial_{[m} e_{n]} b - e_a^p e_b^q \partial_{[p} e_{q]} c e_{mc},
\]

\[
H_{abc} \equiv e_a^m e_b^n e_c^p H_{mnp}, \quad H_{mnp} \equiv 3 \partial_{[m} B_{np]},
\]
we can show that the relation (2.28) between \( \hat{\mathcal{F}} \) and \( \hat{\mathcal{C}} \) can be expressed as

\[
\hat{\mathcal{F}} = d\hat{\mathcal{C}} - d\Phi \wedge \hat{\mathcal{C}} + H_3 \wedge \hat{\mathcal{C}}.
\] (2.53)

Originally, the R–R fields were invariant under global O(10, 10) transformations or generalized diffeomorphisms, but after the diagonal gauge fixing, according to the modified transformation rule (2.43), they transform as

\[
\hat{\mathcal{C}} \rightarrow \hat{\mathcal{C}} \Omega^{-1}, \quad \hat{\mathcal{F}} \rightarrow \hat{\mathcal{F}} \Omega^{-1},
\] (2.54)

where \( \Omega \) is the spinor representation of the local Lorentz transformation (2.42),

\[
\Omega^{-1} \Gamma^a \Omega = \Lambda^a_b \Gamma^b \quad \left( \Lambda^a_b = \left[ e^T (s + r E)^{-1} (s - r E^T) e^{-T} \right]^a_b \right).
\] (2.55)

For later convenience, we here introduce several definitions of R–R fields that can be summarized as follows:

\[
(\hat{\mathcal{C}}, \hat{\mathcal{F}}; \hat{\Phi}, \hat{\mathcal{F}}) \xrightarrow{\text{\(B\)-untwist} (for polyform \(e^\beta \))} (A, \Phi; \bar{A}, \bar{\Phi}) \xrightarrow{\text{\(B\)-untwist} \left(\text{for polyform} \ e_{B^2} \right)} (\hat{\mathcal{C}}, \hat{\mathcal{F}}; \hat{\Phi}, \hat{\mathcal{F}})
\]

\[
(\hat{\mathcal{C}}, \hat{\mathcal{F}}; \hat{\mathcal{C}}, \hat{\mathcal{F}}) \xrightarrow{\text{Eqs. } (2.53) \text{ and } (2.54)} (\hat{\mathcal{C}}, \hat{\mathcal{F}}; \hat{\mathcal{C}}, \hat{\mathcal{F}})
\]

(2.56)

The quantities at the lower right, polyforms (\( \hat{\mathcal{C}} \), \( \hat{\mathcal{F}} \)) and bispinors (\( \hat{\Phi} \), \( \hat{\mathcal{F}} \)), are already defined, which we call \((B, \hat{\Phi})\)-untwisted fields. There, the curved indices and flat indices are interchanged by using the usual vielbein \( e_m^a \) like (2.50). The quantities at the upper right, which we call the \( B \)-untwisted fields, are defined as

\[
\hat{\mathcal{C}} \equiv e^{-\Phi} \hat{\mathcal{C}}, \quad \hat{\mathcal{F}} \equiv e^{-\Phi} \hat{\mathcal{F}};
\]

\[
\hat{\mathcal{C}} \equiv e^{-\Phi} \hat{\mathcal{C}}, \quad \hat{\mathcal{F}} \equiv e^{-\Phi} \hat{\mathcal{F}}.
\] (2.57)

---

\( ^4 \)Here, we have used the following identities for type IIA/IIB theory:

\[
\frac{1}{2} \left( \Gamma^m \partial_n \hat{\mathcal{C}} + \partial_m \hat{\mathcal{C}} \Gamma^m \right) = \sum_n \frac{1}{n!} (d\mathcal{C})_{a_1 \cdots a_n,} \Gamma^a_{1 \cdots a_n},
\]

\[
\frac{1}{2} \left( \partial_m \Phi \left( \Gamma^m \hat{\mathcal{C}} + \hat{\mathcal{C}} \Gamma^m \right) \right) = \sum_n \frac{1}{n!} (d\Phi \wedge \mathcal{C})_{a_1 \cdots a_n,} \Gamma^a_{1 \cdots a_n},
\]

\[
\frac{1}{8} \omega_{mab} \left[ \Gamma^a \left( \Gamma^{bc} \hat{\mathcal{C}} - \hat{\mathcal{C}} \Gamma^{bc} \right) + \left( \Gamma^{bc} \hat{\mathcal{C}} - \hat{\mathcal{C}} \Gamma^{bc} \right) \Gamma^a \right] = \sum_n \frac{\omega_{a_1 a_2 a_3} C_{[a_1 a_2 \cdots a_n]} \Gamma^a_{1 \cdots a_n}}{2n! (n - 2)!},
\]

\[
\frac{1}{16} H_{abc} \left[ \frac{1}{3} \left( \Gamma^{abc} \hat{\mathcal{C}} - \hat{\mathcal{C}} \Gamma^{abc} \right) + \left( \Gamma^{abc} \hat{\mathcal{C}} - \hat{\mathcal{C}} \Gamma^{abc} \right) \Gamma^a \right] = \sum_n \frac{1}{n!} (H_3 \wedge \mathcal{C})_{a_1 \cdots a_n,} \Gamma^a_{1 \cdots a_n}.
\]
The curved and flat indices are again related as
\[ \hat{C}_{m_1\cdots m_n} \equiv \epsilon_{m_1}^{a_1} \cdots \epsilon_{m_n}^{a_n} \hat{C}_{a_1\cdots a_n}, \quad \hat{F}_{m_1\cdots m_n} \equiv \epsilon_{m_1}^{a_1} \cdots \epsilon_{m_n}^{a_n} \hat{F}_{a_1\cdots a_n}. \] (2.58)

The \( B \)-untwisted fields are rather familiar \( R-R \) fields satisfying
\[ \hat{F} = d\hat{C} + H_3 \wedge \hat{C}, \] (2.59)
which can be shown from (2.53). We also define a polyform \( A \) and its field strength \( F \) as
\[ A = e^{-\Phi} e^{B_2} \hat{C} = e^{B_2} \hat{C}, \quad F = e^{-\Phi} e^{B_2} \hat{F} = e^{B_2} \hat{F}. \] (2.60)

These are utilized in [77][80][81] to define \( R-R \) fields as \( O(D, D) \) spinors (see also [45])
\[ A \equiv \sum_n \frac{1}{n!} A_{m_1\cdots m_n} \gamma^{m_1\cdots m_n} |0\rangle, \quad F \equiv \sum_n \frac{1}{n!} F_{m_1\cdots m_n} \gamma^{m_1\cdots m_n} |0\rangle. \] (2.61)

By using the dual fields \( (\tilde{e}_m^a, \beta^{mn}, \tilde{\phi}) \), we can also introduce the dual \( R-R \) fields,

- \( \beta \)-untwisted fields: polyforms \( (\hat{C}, \hat{F}) \) and bispinors \( (\hat{C}, \hat{F}) \),
- \( (\beta, \tilde{\phi}) \)-untwisted fields: polyforms \( (\hat{C}, \hat{F}) \) and bispinors \( (\hat{C}, \hat{F}) \).

By introducing an operator \( \beta \wedge F \equiv \frac{1}{2} \beta^{mn} \Gamma_{mn} F \), we define these polyforms as
\[ \tilde{C} \equiv e^{\beta \wedge} A, \quad \tilde{F} \equiv e^{\beta \wedge} F, \quad \tilde{C} \equiv e^{\tilde{\phi}} e^{\beta \wedge} A, \quad \tilde{F} \equiv e^{\tilde{\phi}} e^{\beta \wedge} F, \] (2.62)
and their flat components as
\[ \tilde{C}_{a_1\cdots a_p} \equiv \tilde{e}_{a_1}^{m_1} \cdots \tilde{e}_{a_p}^{m_p} \hat{C}_{m_1\cdots m_p}, \quad \tilde{F}_{a_1\cdots a_p} \equiv \tilde{e}_{a_1}^{m_1} \cdots \tilde{e}_{a_p}^{m_p} \hat{F}_{m_1\cdots m_p}. \] (2.63)

By using the dual vielbein \( \tilde{e}_m^a \). Their corresponding bispinors are defined as
\[ \tilde{C} \equiv \sum_n \frac{1}{n!} \tilde{C}_{a_1\cdots a_n} \Gamma^{a_1\cdots a_n}, \quad \tilde{F} \equiv \sum_n \frac{1}{n!} \tilde{F}_{a_1\cdots a_n} \Gamma^{a_1\cdots a_n}, \] (2.64)
\[ \tilde{C} \equiv \sum_n \frac{1}{n!} \tilde{C}_{a_1\cdots a_n} \Gamma^{a_1\cdots a_n}, \quad \tilde{F} \equiv \sum_n \frac{1}{n!} \tilde{F}_{a_1\cdots a_n} \Gamma^{a_1\cdots a_n}. \]

### 2.2.3 Single \( T \)-duality

As a simple application of the formula (2.54), let us explain how the \( R-R \) fields transform under a single \( T \)-duality along the \( x^z \)-direction,
\[ (h^M_N) = \begin{pmatrix} 1 & e_z \\ e_z & 1 \\ \end{pmatrix}, \quad e_z \equiv \text{diag}(0, \ldots, 0, 1, 0, \ldots, 0). \] (2.65)
In this case, the vielbein and the dilaton transform as
\[ e' = [1_{10} - (1_{10} - E^T) e_z]^{-1} e = [1_{10} + g_{zz}^{-1} (1_{10} - E^T) e_z] e, \quad e^\Phi' = \frac{1}{\sqrt{g_{zz}}} e^\Phi, \] (2.66)
and the Lorentz transformation matrix is
\[ \Lambda \equiv (\Lambda^a_b) = e^T [1_{10} - e_z (1_{10} - E)]^{-1} [1_{10} - e_z (1_{10} + E^T)] e^{-T}. \] (2.67)
This can be simplified as
\[ \Lambda^a_b = \delta^a_b - 2 \frac{e_a e_b}{g_{zz}}, \] (2.68)
and we can easily see that the R–R field transforms under the T-duality as
\[ \hat{C}' = \hat{C} \Omega_z^{-1}, \quad \Omega_z \equiv \frac{e_{za}}{\sqrt{g_{zz}}} \tilde{\Gamma}^a \tilde{\Gamma}^{11} = \frac{1}{\sqrt{g_{zz}}} \Gamma_z = \Omega_z^{-1} (\Gamma_m \equiv \epsilon_m^a \Gamma_a), \] (2.69)
where we have supposed \( g_{zz} \geq 0 \).

From the identity (A.20), we obtain
\[ \hat{C}' = \hat{C} \Omega_z^{-1} = \frac{1}{\sqrt{g_{zz}}} \sum_n \frac{1}{n!} \left( n \hat{C}_{[a_1 \ldots a_{n-1}] e_{an} z} + \hat{C}_{a_1 \ldots a_n} e_z^b \right) \Gamma^{a_1 \ldots a_n}. \] (2.70)
By using the B-untwisted R–R potentials, \( \hat{C} = e^{-\Phi} \hat{C} \) and \( \hat{C}' = e^{-\Phi} \hat{C} \) (2.70) is expressed as
\[ \hat{C}' = \sum_n \frac{1}{n!} \left( n \hat{C}_{[a_1 \ldots a_{n-1}] e_{an} z} + \hat{C}_{a_1 \ldots a_n} e_z^b \right) \Gamma^{a_1 \ldots a_n}, \] (2.71)
where we have used (2.66). For the curved components, using the transformation rule of the vielbein (2.66), we obtain
\[ \hat{C}'_{m_1 \ldots m_n} = e'_{m_1} a_1 \ldots e'_{m_n} a_n (n \hat{C}_{[a_1 \ldots a_{n-1}] e_{an} z} + \hat{C}_{a_1 \ldots a_n} e_z^b) \]
\[ = n \hat{C}_{[m_1 \ldots m_{n-1} \, g_{mn} z]} + \hat{C}_{m_1 \ldots m_n} \]
\[ + n \, g_{zz}^{-1} \, \left[ \hat{C}_{[m_1 \ldots m_{n-1} \, g_{zz} - (n - 1) \hat{C}_{[m_1 \ldots m_{n-2} \vert] \, g_{mn-1} z]} \right] (\delta_{mn}^z - E_m^T) \]
\[ = \hat{C}_{m_1 \ldots m_n} + n \left[ \hat{C}_{[m_1 \ldots m_{n-1} \, g_{mn-1} z]} \right] (\delta_{mn}^z + B_{mn} z). \] (2.72)
This reproduces the famous transformation rule,
\[ \hat{C}'_{i_1 \ldots i_n} = \hat{C}_{i_1 \ldots i_n} + n \hat{C}_{[i_1 \ldots i_{n-1} \, B_{in} z]} + n \left( n - 1 \right) \frac{\hat{C}_{[i_1 \ldots i_{n-2} \, B_{in-1} z]} \, g_{zn}^{i_1 \ldots i_{n-1} z}}{g_{zz}}, \] (2.73)
\[ \hat{C}'_{i_1 \ldots i_{n-1} z} = \hat{C}_{i_1 \ldots i_{n-1}} - (n - 1) \frac{\hat{C}_{[i_1 \ldots i_{n-2}] g_{in} \, g_{zn}^{i_1 \ldots i_{n-1} z}}}{g_{zz}}. \]
where we have decomposed the coordinates as \( \{ x^m \} = \{ x^i, x^z \} \).

It is also noted that, under the single \( T \)-duality after taking the diagonal gauge, an arbitrary \( O(1,9) \) spinor \( \Psi_1^\alpha \) and an \( O(9,1) \) spinor \( \Psi_2^\bar{\alpha} \) transform as

\[
\Psi_1 \rightarrow \Psi_1' = \Psi_1, \quad \Psi_2 \rightarrow \Psi_2' = \Omega \Psi_2 = \frac{e^z a}{\sqrt{g_{zz}}} \tilde{\Gamma}^a \tilde{\Gamma}^{11} \Psi_2.
\] (2.74)

When we consider a single \( T \)-duality connecting type IIA and type IIB superstring, these transformations are applied to the spacetime fermions \( \Theta_1 \) and \( \Theta_2 \) introduced later.

### 2.3 \( \beta \)-transformation of R–R fields

In this subsection, we consider local \( \beta \)-transformations

\[
h^{MN} = \begin{pmatrix} 1_{10} & 0_{10} \\ r^{mn}(x) & 1_{10} \end{pmatrix}, \quad h^{MN} = \begin{pmatrix} 1_{10} & r^{mn} \\ 0_{10} & 1_{10} \end{pmatrix} \quad (r^{mn} = -r^{nm}).
\] (2.75)

From the general transformation rule (2.54), the R–R fields should transform as \( \hat{C} \rightarrow \hat{C}' = \hat{C} \Omega^{-1} \) and \( \mathcal{F} \rightarrow \mathcal{F}' = \mathcal{F} \Omega^{-1} \). We here find an explicit form of \( \Omega \) associated with \( \beta \)-transformations [the final result is obtained in (2.95)].

#### 2.3.1 Gauge fixing for dual fields

Let us first specify the dual vielbein \( \tilde{e}_m^a \) explicitly. As we can see from (2.39), under \( \beta \)-transformations, we have the following transformation rules:

\[
e_m^a \rightarrow e'_m^a = [(E^{-T} - r)^{-1} E^{-T}]_m^n e_n^a, \\
\tilde{e}_m^a \rightarrow \tilde{e}'_m^a = \tilde{e}_m^a, \quad E^{mn} \rightarrow E'^{mn} = E^{mn} + r^{mn}.
\] (2.76)

Then, we can consistently relate \( e_m^a \) and \( \tilde{e}_m^a \) as

\[
\tilde{e}_m^a = E_{mn} e_n^b \eta^b a.
\] (2.77)

This is equivalent to a direct identification of two parameterizations,

\[
\frac{1}{\sqrt{2}} \begin{pmatrix} e_m^a \eta^b a \\ (g + B)_{mn} e_n^b \eta^b a \end{pmatrix} = V^{Ma} = \frac{1}{\sqrt{2}} \begin{pmatrix} (G^{-1} - \beta)^{mn} \tilde{e}_m^a \\ \tilde{e}_m^a \end{pmatrix},
\] (2.78)

\footnotetext{The transformation rule of \( e_m^a \) given (2.76) make sense only when \( (E^{-T})^{mn} \) is not singular. When \( (E^{-T})^{mn} \) is singular, we should express it as \( e_m^a \rightarrow e'_m^a = [(1 - E^T r)^{-1}]_m^n e_n^a \). When both \( E_{mn} \) and \( E^{mn} \) are singular, we should choose another parameterization of the double vielbein, although we do not consider such cases in this paper.}
and consistent with the relation (2.18). If we introduce the flat components of $E^{mn}$ as

$$E^{ab} \equiv \tilde{e}_m^a \tilde{e}_n^b E^{mn} \equiv \eta^{ab} - \beta^{ab},$$  

(2.79)

we obtain

$$E_{mn} = \tilde{e}_m^a \tilde{e}_n^b (\mathcal{E}^{-1})_{ab} = e_m^a e_n^b (\mathcal{E}^\top)_{ab}.$$  

(2.80)

Namely, we have simple expressions,

$$g_{mn} = e_m^a e_n^b \eta_{ab}, \quad B_{mn} = e_m^a e_n^b \beta_{ab},$$  

(2.81)

In terms of $\mathcal{E}^{ab}$, the relation (2.77) can also be expressed as

$$e_m^a = \tilde{e}_m^b (\mathcal{E}^{-\top})_b^a.$$  

(2.82)

From (2.82), the relation (2.20) between the two dilatons, $\Phi$ and $\tilde{\phi}$, can be expressed as

$$e^\Phi = (\det \mathcal{E}_a^b)^{-\frac{1}{2}} e^{\tilde{\phi}}.$$  

(2.83)

### 2.3.2 Relation between untwisted R–R fields

From (2.56), the relation between $(B, \Phi)$-untwisted R–R polyforms and the $(\beta, \tilde{\phi})$-untwisted R–R polyforms can be expressed as

$$\hat{F} = e^{\tilde{\phi} - \Phi} e^{\beta^\top} e^{B_2 \wedge} \hat{F}, \quad \tilde{F} = e^{\Phi - \tilde{\phi}} e^{-B_2 \wedge} e^{-\beta^\top} \tilde{F},$$  

$$\hat{C} = e^{\tilde{\phi} - \Phi} e^{\beta^\top} e^{B_2 \wedge} \hat{C}, \quad \tilde{C} = e^{\Phi - \tilde{\phi}} e^{-B_2 \wedge} e^{-\beta^\top} \tilde{C}.$$  

(2.84)

As we show in Appendix D by a brute force calculation, if rephrased in terms of bispinors, these relations have quite simple forms

$$\hat{F} = \mathcal{F} \Omega_0^{-1}, \quad \hat{C} = \mathcal{C} \Omega_0^{-1}, \quad \tilde{F} = \mathcal{F} \Omega_0, \quad \tilde{C} = \tilde{C} \Omega_0,$$  

(2.85)

where $\mathcal{E}$ is an exponential-like function with the gamma matrices totally antisymmetrized

$$\mathcal{E}\left(\frac{1}{2} \beta^{ab} \Gamma_{ab}\right) \equiv \sum_{p=0}^{5} \frac{1}{2^p p!} \beta_{a_1 a_2} \cdots \beta_{a_{2p-1} a_{2p}} \Gamma^{a_1 \cdots a_{2p}}.$$  

(2.86)

In fact, this $\Omega_0$ is a spinor representation of a local Lorentz transformation

$$\Omega_0^{-1} \Gamma^a \Omega_0 = (\mathcal{E}^{-1} \mathcal{E}^\top)_a^b \Gamma^b.$$  

(2.87)

Note that $\tilde{\Gamma}^a = \Gamma^{11} \Gamma^a$ also satisfies the same relation, $\Omega_0^{-1} \tilde{\Gamma}^a \Omega_0 = (\mathcal{E}^{-1} \mathcal{E}^\top)_a^b \tilde{\Gamma}^b$. 

---
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as we can show by employing the formula provided below \[80\] (see Appendix \[3\] for a proof). In this sense, the \((B, \Phi)\)-untwisted fields and the \((\beta, \tilde{\phi})\)-untwisted fields are related by a local Lorentz transformation.

**Formula:** For an arbitrary antisymmetric matrix \(a_{ab}\), the spinor representation of a local Lorentz transformation

\[
\Lambda^a_b \equiv \left[(\eta + a)^{-1}(\eta - a)\right]^a_b = \left[(\eta - a)(\eta + a)^{-1}\right]^a_b \in O(1, D - 1), \tag{2.88}
\]

is given by

\[
\Omega_{(a)} = \left[\det(\delta^d_c \pm a_c^d)\right]^{-\frac{1}{2}} \mathcal{A} \left(-\frac{1}{2} a_{ab} \Gamma^{ab}\right), \quad \Omega_{(a)}^{-1} = \left[\det(\delta^d_c \pm a_c^d)\right]^{-\frac{1}{2}} \mathcal{A} \left(\frac{1}{2} a_{ab} \Gamma^{ab}\right), \quad \Omega_{(a)}^{-1} \Gamma^a \Omega_{(a)} = \Lambda^a_b \Gamma^b. \tag{2.89}
\]

**2.3.3 General formula for \(\Omega\)**

Now, let us find the explicit form of \(\Omega\) for \(\beta\)-transformations [recall (2.55)], satisfying

\[
\Omega_{(a)}^{-1} \bar{\Gamma}^a \Omega = \Lambda^a_b \bar{\Gamma}^b \quad \left[\Lambda = e^\top (1 + r \, E)^{-1} (1 - r \, E^\top) \, e^{-1}\right]. \tag{2.90}
\]

A key observation is that by using (2.77), (2.79), and (2.82), \(\Lambda^a_b\) can be decomposed into a product of two Lorentz transformations,

\[
\Lambda = \Lambda' \Lambda_0^{-1}, \quad \Lambda' \equiv \eta^{-1} \mathcal{E}^{\prime \top} \mathcal{E} \eta, \quad \Lambda_0 \equiv \eta^{-1} \mathcal{E}^{-1} \mathcal{E}^\top \eta, \tag{2.91}
\]

where \(\mathcal{E}^{\prime}\) is defined by

\[
\mathcal{E}^{\prime \prime} = [\bar{\epsilon}^\top (E^{-1} + r) \, \bar{e}]^{ab} \equiv \eta^{ab} - \beta^{ab} = (\beta^{ab} - r_{mn} \bar{\epsilon}_m^a \bar{\epsilon}_n^b). \tag{2.92}
\]

Then, we can check the following relations associated with \(\mathcal{E}^{\prime \prime}\):

\[
\mathcal{E}^{ab} = \bar{e}_m^a \, \bar{e}_n^b \, E^{mn} = \bar{e}_m^{\prime a} \, \bar{e}_n^{\prime b} \, E'^{\prime \top}_{mn}, \quad E'^{mn} = E^{mn} + r_{mn} \equiv \omega^{mn} - \beta^{mn}, \tag{2.93}
\]

\[
e_m^a \equiv E'^{\prime \top}_{mn} \bar{e}_n^a = (\mathcal{E}'^{\prime \top})_b^a \, \bar{e}_m^b, \quad E'_{mn} = [(E^{-1} + r)^{-1}]_{mn} \equiv g'_{mn} + B'_{mn},
\]

where \(g'_{mn}\) and \(B'_{mn}\) are the \(\beta\)-transformed metric and \(B\)-field, respectively. From the invariance of \(d, \bar{e}_m^a, \) and \(\tilde{\phi}\) under \(\beta\)-transformations, the dilaton \(\Phi\) in the \(\beta\)-transformed background becomes

\[
e^\Phi' = (\det \mathcal{E}'^{\prime \top})^{-\frac{1}{2}} \, e^\tilde{\phi} = (\det \mathcal{E}'^{\prime \top})^{-\frac{1}{2}} \, e^\Phi. \tag{2.94}
\]
Corresponding to the decomposition (2.91), we can also decompose \( \Omega \) as

\[
\Omega = \Omega' \Omega_0^{-1} = \left[ \det(\mathcal{E}' \mathcal{E}) \right]^{-\frac{1}{2}} \mathcal{E}\left( \frac{1}{2} \beta^{ab} \Gamma_{ab} \right) \mathcal{E}\left( -\frac{1}{2} \beta^{cd} \Gamma_{cd} \right),
\]

\[
\Omega^{-1} = \Omega_0 \Omega'^{-1} = \left[ \det(\mathcal{E}' \mathcal{E}) \right]^{-\frac{1}{2}} \mathcal{E}\left( \frac{1}{2} \beta^{ab} \Gamma_{ab} \right) \mathcal{E}\left( -\frac{1}{2} \beta^{cd} \Gamma_{cd} \right).
\]

(2.95)

where we have defined

\[
\Omega' \equiv \left( \det(\mathcal{E}' \mathcal{E}) \right)^{-\frac{1}{2}} \mathcal{E}\left( \frac{1}{2} \beta^{ab} \Gamma_{ab} \right), \quad \Omega'^{-1} = \left( \det(\mathcal{E}' \mathcal{E}) \right)^{-\frac{1}{2}} \mathcal{E}\left( -\frac{1}{2} \beta^{ab} \Gamma_{ab} \right).
\]

(2.96)

This gives the desired local Lorentz transformation,

\[
\Omega^{-1} \Gamma^a \Omega = \Omega_0 \Omega'^{-1} \Gamma^a \Omega' \Omega_0^{-1} = (\Lambda' \Lambda_0^{-1})^b \Gamma_b = \Lambda^a_b \Gamma_b.
\]

(2.97)

The \( \beta \)-transformed R–R field is then expressed as

\[
\hat{F}' = \hat{F} \Omega^{-1}.
\]

(2.98)

In terms of the differential form, we can express the same transformation rule as

\[
\hat{F}' = e^{\phi' - \Phi} e^{-B_2^\wedge} e^{r^\vee} e^{B_2^\wedge} \hat{F}, \quad \left( \hat{F}'_{m_1 \cdots m_n} \equiv e'_{m_1} a_1 \cdots e'_{m_n} a_n \hat{F}'_{a_1 \cdots a_n} \right).
\]

(2.99)

In terms of the \( B \)-untwisted field \( \hat{F} \), the \( \beta \)-untwisted field \( \hat{F} \), and the \( (\beta, \tilde{\phi}) \)-untwisted field \( \hat{F} \), we can express the above formula as

\[
\hat{F}' = e^{-B_2^\wedge} e^{r^\vee} e^{B_2^\wedge} \hat{F}, \quad \hat{F}' = \hat{F}, \quad \hat{F}' = \hat{F}.
\]

(2.100)

Namely, the \( \beta \)- or \( (\beta, \tilde{\phi}) \)-untwisted field is invariant under \( \beta \)-transformations, which has been shown in [46] (see also [45]) by treating the R–R fields, \( A \) and \( F \), as \( O(D, D) \) spinors.

Specifically, if the \( B \)-field and the dilaton \( \Phi \) are absent before the \( \beta \)-transformation, we have \( \beta^{ab} = 0 \), \( \mathcal{E}_a^b = \delta_a^b \), and \( \beta'^{ab} = -r^{mn} \hat{e}_m^a \hat{e}_n^b \). Then, (2.95) becomes

\[
\Omega = \left( \det(\mathcal{E}' \mathcal{E}) \right)^{-\frac{1}{2}} \mathcal{E}\left( -\frac{1}{2} r^{ab} \Gamma_{ab} \right) \quad \left( r^{ab} \equiv r^{mn} \hat{e}_m^a \hat{e}_n^b \right).
\]

(2.101)

In section 3 we see that this \( \Omega \) plays an important role in YB deformations of \( \text{AdS}_5 \times \text{S}_5 \) superstring [see Eq. (3.64) where \( 2 \eta \chi^{ab} \) plays the same role as \( r^{ab} \) here].

### 2.4 \( T \)-duality-invariant Green–Schwarz action

In section 3 we study homogeneous YB deformations of the GS type IIB superstring action and show that YB deformations are equivalent to \( \beta \)-deformations of the target space. In order to show the equivalence, it will be useful to manifest the covariance of the GS superstring
theory under $\beta$-transformations. In this section, we provide a manifestly $O(10, 10)$ $T$-duality-covariant formulation of the GS type II superstring theory.

A manifestly $T$-duality covariant formulations of string theory, the so-called double sigma model (DSM), has been developed in [60, 82–87] for the bosonic string. More recently, the DSM for the GS type II superstring theory was formulated in [64] (see also [60–63, 65] for other approaches to supersymmetric DSMs). The action by Park, in our convention, is given by

$$S = \frac{1}{4\pi\alpha'} \int \left[ \frac{1}{2} H_{MN} \Pi^M \wedge * \Pi^N - DX^M \wedge (A_M + \Sigma_M) \right]$$

$$= \frac{1}{4\pi\alpha'} \int \sqrt{-\gamma} d^2\sigma \left[ \frac{1}{2} \gamma^{\alpha\beta} H_{MN} \Pi_M^\alpha \Pi_N^{\beta} + \varepsilon^{\alpha\beta} D_\alpha X^M (A_{\beta M} + \Sigma_{\beta M}) \right], \quad (2.102)$$

where $\gamma_{\alpha\beta}$ is the intrinsic metric on the string worldsheet and

$$\Pi^M \equiv DX^M + \Sigma^M, \quad DX^M \equiv dX^M - A^M, \quad \varepsilon^{01} \equiv \frac{1}{\sqrt{-\gamma}},$$

$$(X^M) \equiv \left( X^m, \bar{X}_m \right), \quad \Sigma^M \equiv \left( \Sigma^m, \bar{\Sigma}_m \right) \equiv \frac{i}{\sqrt{2}} (\bar{\Theta}_1 \Gamma^M d\Theta_1 + \bar{\Theta}_2 \bar{\Gamma}^M d\Theta_2), \quad (2.103)$$

and a worldsheet 1-form $A^M(\sigma)$ is defined to satisfy,

$$A^M \partial_M T = 0, \quad A^M A_M = 0, \quad (2.104)$$

for arbitrary supergravity fields or gauge parameters $T(x)$. Here, the Dirac conjugates for the spacetime fermions $\Theta_1^\alpha$ and $\Theta_2^\alpha$ are defined respectively as

$$\bar{\Theta}_1 \equiv \Theta_1^\dagger \Gamma^0, \quad \bar{\Theta}_2 \equiv -\Theta_2^\dagger \bar{\Gamma}^0, \quad (2.105)$$

which indeed transform as

$$\bar{\Theta}_1 \rightarrow \bar{\Theta}_1 e^{-\frac{i}{4} \omega_{ab} \Gamma^{ab}}, \quad \bar{\Theta}_2 \rightarrow \bar{\Theta}_2 e^{-\frac{i}{4} \bar{\omega}_{\bar{a}\bar{b}} \bar{\Gamma}^{\bar{a}\bar{b}}}, \quad (2.106)$$

under a double Lorentz transformation $\Theta_1 \rightarrow e^{\frac{i}{4} \omega_{ab} \Gamma^{ab}} \Theta_1$ and $\Theta_2 \rightarrow e^{-\frac{i}{4} \bar{\omega}_{\bar{a}\bar{b}} \bar{\Gamma}^{\bar{a}\bar{b}}} \Theta_2$. The Majorana–Weyl conditions are defined as

$$\Theta_1 = C (\Gamma^0)^T \Theta_1^*, \quad \Theta_2 = -\Gamma^{11} C (\Gamma^0)^T \Theta_2^*, \quad \Gamma^{11} \Theta_1 = \Theta_1, \quad \bar{\Gamma}^{11} \bar{\Theta}_2 = \pm \bar{\Theta}_2 \quad (\text{IIA/IIB}), \quad (2.107)$$

$^7$The non-standard factor $-\Gamma^{11}$ is introduced in the Majorana condition for $\Theta_2$ such that the condition becomes the standard Majorana condition after the diagonal gauge fixing; $\Theta_2 = C (\Gamma^0)^T \Theta_2^*$. 
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and then we obtain
\[
\bar{\Theta}_1 = \Theta_1^\dagger \Gamma^0 = \Theta_1^\dagger C, \quad \bar{\Theta}_2 = -\Theta_2^\dagger \bar{\Gamma}^0 = -\Theta_2^\dagger \bar{C} \bar{\Gamma}^{11}.
\] (2.108)

In [64], the target space was assumed to be flat, but here we generalize the action to arbitrary curved backgrounds.

In order to consider the superstring action in the presence of fluxes, such as the H-flux and the R–R fluxes, we introduce generalized tensors,
\[
K^{(1)}_{MN} \equiv -\frac{i}{\sqrt{2}} V(M^a \bar{V}_N)^{\bar{b}} \bar{\Theta}_1 \Gamma_a \Gamma^{cd} \Theta_1 \Phi_{bcld},
\]
\[
K^{(2)}_{MN} \equiv -\frac{i}{\sqrt{2}} \bar{V}(M^a V_N)^{\bar{b}} \bar{\Theta}_2 \bar{\Gamma}_a \bar{\Gamma}^{cd} \Theta_2 \bar{\Phi}_{bcld},
\]
\[
K^{(RR)}_{MN} \equiv \frac{i}{4} V(M^a \bar{V}_N)^{\bar{b}} \bar{\Theta}_1 \Gamma_a \mathcal{F} \bar{\Gamma}_n \Theta_2.
\] (2.109)

Then, we add the following term to the DSM action (2.102):
\[
\Delta S \equiv \frac{1}{8 \pi \alpha'} \int K_{MN} \Pi^M \wedge \ast_{\gamma} \Pi^N, \quad K_{MN} \equiv K_{(1)}^{MN} + K_{(2)}^{MN} + K_{(RR)}^{MN}.
\] (2.110)

By choosing the diagonal gauge, the explicit form of \(K_{MN}\) becomes
\[
K_{MN} = \begin{pmatrix}
-(g \kappa^a g + B \kappa^a B + B \kappa^a g + g \kappa^a B)_{mn} & (B \kappa^a + g \kappa^a)_m^n \\
-(\kappa^a B + \kappa^a g)_m^n & (\kappa^a)_{mn}
\end{pmatrix},
\] (2.111)
\[
\kappa_{mn} = -\frac{i}{4} \left( \sqrt{2} \bar{\Theta}_1 \Gamma_m \Gamma^n \Theta_1 \Phi_{mnab} + \sqrt{2} \bar{\Theta}_2 \bar{\Gamma}_m \bar{\Gamma}^{ab} \Theta_2 \bar{\Phi}_{mnab} - \frac{1}{2} \bar{\Theta}_1 \Gamma_m \mathcal{F} \bar{\Gamma}_n \Theta_2 \right),
\] (2.112)

where we defined \(\kappa^a_{mn} \equiv \kappa_{(mn)}\) and \(\kappa^a_{mn} \equiv \kappa^{[mn]}\) and their indices are raised or lowered with the metric \(g_{mn}\). Note that \(K_{MN}\) is an O(10, 10) matrix up to quadratic order in \(\Theta_I (I = 1, 2)\).

The modification of the DSM action, \(S \rightarrow S + \Delta S\), is equivalent to the replacement of the generalized metric
\[
\mathcal{H}_{MN} \rightarrow \mathcal{M}_{MN} \equiv \mathcal{H}_{MN} + K_{MN}.
\] (2.113)

The explicit form of \(\mathcal{M}_{MN}\) is given by
\[
(\mathcal{M}_{MN}) = \begin{pmatrix}
\delta_p^m \mathbf{B}_{mp} & (\kappa^a)_{pq}^q \\
0 & (\kappa^a)_{pq}^q
\end{pmatrix}
= \begin{pmatrix}
\delta_p^m \mathbf{\hat{B}}_{mp} & (\kappa^a)_{pq}^q \\
0 & (\kappa^a)_{pq}^q
\end{pmatrix}
+ \mathcal{O}(\Theta^4),
\] (2.114)

where we defined
\[
\hat{g}_{mn} \equiv g_{mn} - \kappa^a_{mn}, \quad \mathbf{\hat{B}}_{mn} \equiv B_{mn} + \kappa^a_{mn}.
\] (2.115)
Then, we consider an action

\[
S = \frac{1}{4\pi\alpha'} \int \left[ \frac{1}{2} \mathcal{M}_{MN} \Pi^M \wedge *_{\gamma} \Pi^N - DX^M \wedge (\mathcal{A}_M + \Sigma_M) \right].
\]

(2.116)

Before we choose the diagonal gauge, spinors \(\Theta_I\), R–R fields \(\mathcal{F}^{\alpha\beta}\), and the spin connections \(\Phi_{abc}, \tilde{\Phi}_{abc}\) are invariant under global \(O(10,10)\) transformations or (finite) generalized diffeomorphisms, while \(\mathcal{H}_{MN}, \mathcal{K}_{MN}, \Pi^M\), and \(\Sigma^M\) transform covariantly and the action is invariant. The global double Lorentz symmetry is manifest but the local one is not manifest because \(\Sigma^M\) contains non-covariant quantity \(d\Theta_I\) (or \(\mathcal{K}_{MN}\) contains the spin connection). The local symmetry becomes manifest only after eliminating the auxiliary fields. On the other hand, if we choose the diagonal gauge fixing, although the global \(O(10,10)\) transformations are manifest, the covariance under generalized diffeomorphisms are lost, because the barred indices are rotated under the compensating local Lorentz transformation. Indeed, the transformation rule of fermionic fields after the diagonal gauge fixing is

\[
\Theta_1 \rightarrow \Theta_1, \quad \Theta_2 \rightarrow \Omega \Theta_2,
\]

(2.117)

where \(\Omega\) is the one given in (2.55), and in general, it is non-constant. Accordingly, \(d\Theta_2\) (and thus \(\Sigma^M\) also) does not transform covariantly.

It is interesting to note that all information on the curved background is contained in the generalized metric \(\mathcal{M}_{MN}\). The usual generalized metric \(\mathcal{H}_{MN}\) contains only the \(P-P\) or \(\tilde{P}-\tilde{P}\) components [see (2.6)] while other quantities such as the R–R fluxes are contained in the \(P-\tilde{P}\) or \(\tilde{P}-P\) components \(\mathcal{K}_{MN}\).

In the following, we show that the action (2.116) reproduces the conventional GS super-string action [88] up to quadratic order in fermions \(\Theta_I\).

### 2.4.1 Classical equivalence to the type II GS action

In order to reproduce the conventional action, we choose the canonical section \(\tilde{\partial}^m = 0\). Then, the condition (2.104) for \(\mathcal{A}^M\) indicates that \(\mathcal{A}^M\) takes the form \((\mathcal{A}^M) = (0, A_m)\) and \(DX^M\) becomes

\[
DX^M = \begin{pmatrix}
\frac{dX^m}{d\tilde{X}_m - A_m} \\
\frac{dX^m}{P_m}
\end{pmatrix} = \begin{pmatrix}
\frac{dX^m}{P_m}
\end{pmatrix},
\]

(2.118)

\footnote{More precisely, as discussed in [61,87], \(\mathcal{A}^M\) does not transform covariantly because \(dX^M\) does not transform covariantly, and \(DX^M \wedge \mathcal{A}_M\) is not invariant under generalized diffeomorphisms. However, the variation is only the total-derivative term and the action is invariant under generalized diffeomorphisms.}
where, for simplicity, we defined $P_m$ and treated it as a fundamental variable rather than $A_m$. The action then becomes

$$ S = \frac{1}{4\pi\alpha'} \int \left[ \frac{1}{2} \mathcal{M}_{MN} \Pi^M \wedge \ast_7 \Pi^N - P_m \wedge (dX^m + \Sigma^m) \right] $$

$$ - \frac{1}{4\pi\alpha'} \int (dX^m \wedge \Sigma_m + dX^m \wedge d\hat{X}_m). $$

We can expand the first line as

$$ \frac{1}{2} \mathcal{M}_{MN} \Pi^M \wedge \ast_7 \Pi^N - P_m \wedge (dX^m + \Sigma^m) $$

$$ \equiv \frac{1}{2} \hat{g}_{mn} (dX^m + \Sigma^m) \wedge \ast_7 (dX^n + \Sigma^n) $$

$$ + \frac{1}{2} \hat{g}^{mn} \left[ P_m + \hat{\Sigma}_m - \hat{B}_{mp} (dX^p + \Sigma^p) \right] \wedge \ast_7 \left[ P_n + \hat{\Sigma}_n - \hat{B}_{nq} (dX^q + \Sigma^q) \right] $$

$$ - P_m \wedge (dX^m + \Sigma^m) $$

$$ \equiv \hat{g}_{mn} (dX^m + \Sigma^m) \wedge \ast_7 (dX^n + \Sigma^n) + \left[ \hat{\Sigma}_n + \hat{B}_{mn} (dX^m + \Sigma^m) \right] \wedge (dX^n + \Sigma^n) $$

$$ + \frac{1}{2} \hat{g}^{mn} \left[ P_m + \hat{\Sigma}_m - \hat{B}_{mp} (dX^p + \Sigma^p) - \hat{g}_{mp} \ast_7 \left[ P_n + \hat{\Sigma}_n - \hat{B}_{nq} (dX^q + \Sigma^q) \right] \right], $$

and eliminating the auxiliary fields $P_m$, we obtain

$$ S = \frac{1}{4\pi\alpha'} \int \left[ \hat{g}_{mn} (dX^m + \Sigma^m) \wedge \ast_7 (dX^n + \Sigma^n) + \hat{B}_{mn} (dX^m + \Sigma^m) \wedge (dX^n + \Sigma^n) $$

$$ - 2dX^m \wedge \Sigma_m - \Sigma^m \wedge \hat{\Sigma}_m - dX^m \wedge d\hat{X}_m \right]. $$

By using the explicit expression for $\Sigma^M$,

$$ \Sigma^M = \left( \begin{array}{c} \Sigma^m \\ \Sigma_m \end{array} \right) \equiv \left( \begin{array}{c} \Sigma^m \\ \Sigma_m + B_{mn} \Sigma^n \end{array} \right), \quad \left( \begin{array}{c} \Sigma^m \\ \Sigma_m \end{array} \right) \equiv \frac{i}{2} \left( \bar{\Theta}_1 \Gamma^m d\Theta_1 + \bar{\Theta}_2 \bar{\Gamma}^m d\Theta_2 \right), $$

and neglecting quartic terms in $\Theta$ and the topological term, the action becomes

$$ S = \frac{1}{2\pi\alpha} \int d^2\sigma \sqrt{-\gamma} \mathcal{L}, $$

$$ \mathcal{L} = -\frac{1}{2} \left( \gamma^{\bar{a}\bar{b}} - \epsilon^{\bar{a}\bar{b}} \hat{g}_{mn} + \hat{B}_{mn} \right) \partial_\alpha X^m \partial_\beta X^n - g_{mn} \partial_\alpha X^m \left( \gamma^{\bar{a}\bar{b}} \Sigma^n + \epsilon^{\bar{a}\bar{b}} \hat{\Sigma}^n \right). $$

In order to compare the obtained action with the conventional GS superstring action, let us further expand the Lagrangian string as

$$ \mathcal{L} = -P^\bar{a}\bar{b}_+ (g_{mn} + B_{mn}) \partial_\alpha X^m \partial_\beta X^n $$

$$ - i P^{\bar{a}\bar{b}}_+ \partial_\alpha X^m \bar{\Theta}_1 \Gamma_m \left( \partial_\beta \Theta_1 + \frac{1}{4} \partial_\beta X^n \omega_{+ab} \Gamma^{ab} \Theta_1 \right) $$

$$ - i P^{-\bar{a}\bar{b}}_+ \partial_\alpha X^m \bar{\Theta}_2 \Gamma_m \left( \partial_\beta \Theta_2 - \frac{1}{4} \partial_\beta X^n \omega_{-ab} \Gamma^{ab} \Theta_2 \right) $$

$$ + i \frac{1}{8} P^{\bar{a}\bar{b}}_+ \Theta_1 \Gamma_m \hat{F} \bar{\Gamma}_n \Theta_2 \partial_\alpha X^m \partial_\beta X^n. $$

(2.124)
where we have defined
\[ P_{\pm\alpha\beta} \equiv \frac{\gamma_{\alpha\beta} \pm \epsilon_{\alpha\beta}}{2}, \quad \Theta_2 \equiv \Theta^+_2 \Gamma^0 \quad \left( \bar{\Theta}_2 \Gamma_m = \bar{\Theta}_2 \Gamma_m \right), \tag{2.125} \]
and used the explicit form of the spin connection (2.52),
\[ \Phi_{mab} = \frac{1}{\sqrt{2}} \omega_{mab}, \quad \Phi_{m\bar{a}b} = -\frac{1}{\sqrt{2}} \omega_{m\bar{ab}}, \quad \omega_{mab} \equiv \omega_{mab} \pm \frac{1}{2} \epsilon_{m}^{c} H_{cab}. \tag{2.126} \]

Further using
\[ \hat{\Gamma}^{ab} = -\Gamma^{ab}, \quad \hat{\mathcal{F}} \Gamma_m = \mp \hat{\mathcal{F}} \Gamma_m \quad \text{(IIA/IIB)}, \tag{2.127} \]
we obtain the type II superstring action
\[ \mathcal{L}_{\text{IIA/IIB}} = -P_{-\alpha\beta} (g_{mn} + B_{mn}) \partial_{\alpha} X^{m} \partial_{\beta} X^{n} \]
\[ -i \left( P_{+\alpha\beta} \partial_{\alpha} X^{m} \bar{\Theta}_1 \Gamma_m D_{+\beta} \Theta_1 + P_{-\alpha\beta} \partial_{\alpha} X^{m} \bar{\Theta}_2 \Gamma_m D_{-\beta} \Theta_2 \right) \]
\[ \mp i \frac{1}{8} P_{+\alpha\beta} \Theta_1 \Gamma_m \mathcal{F} \Gamma_n \Theta_2 \partial_{\alpha} X^{m} \partial_{\beta} X^{n}, \tag{2.128} \]
where we defined
\[ D_{\pm\alpha} \equiv \partial_{\alpha} + \frac{1}{4} \partial_{\alpha} X^{m} \omega_{m}^{ab} \Gamma_{ab}. \tag{2.129} \]

For type IIA superstring, defining \( \Theta \equiv \Theta_1 + \Theta_2 \), we obtain a simple action
\[ \mathcal{L}_{\text{IIA}} = -P_{-\alpha\beta} (g_{mn} + B_{mn}) \partial_{\alpha} X^{m} \partial_{\beta} X^{n} \]
\[ -i \frac{1}{2} \gamma_{\alpha\beta} \partial_{\alpha} X^{m} \bar{\Theta}_1 \Gamma_m D_{\beta} \Theta - i \frac{1}{2} \epsilon_{\alpha\beta} \partial_{\alpha} X^{m} \bar{\Theta} \Gamma^{11} \Gamma_m D_{\beta} \Theta, \tag{2.130} \]
where we defined
\[ D_{\alpha} \equiv \partial_{\alpha} + \frac{1}{4} \partial_{\alpha} X^{m} \omega_{m}^{ab} \Gamma_{ab} - \frac{1}{8} \partial_{\alpha} X^{m} H_{m}^{ab} \Gamma_{ab} \Gamma^{11} + \frac{1}{16} \partial_{\alpha} X^{m} \mathcal{F} \Gamma_{m}. \tag{2.131} \]

On the other hand, for type IIB superstring, using the Pauli matrices \( \sigma^{IJ}_{i} \) (\( i = 1, 2, 3 \)), we can rewrite the action in a familiar form
\[ \mathcal{L}_{\text{IIB}} = -P_{-\alpha\beta} (g_{mn} + B_{mn}) \partial_{\alpha} X^{m} \partial_{\beta} X^{n} \]
\[ -i \left( \gamma_{\alpha\beta} \delta^{JK} + \epsilon_{\alpha\beta} \sigma^{JK}_{3} \right) \bar{\Theta}_1 \partial_{\alpha} X^{m} \Gamma_{m} D^{KJ}_{\beta} \Theta, \tag{2.132} \]
where we used (A.25) and defined
\[ D^{IJ}_{\alpha} \equiv \delta^{IJ} \left( \partial_{\alpha} + \frac{1}{4} \partial_{\alpha} X^{m} \omega_{m}^{ab} \Gamma_{ab} \right) + \frac{1}{8} \sigma^{IJ}_{3} \partial_{\alpha} X^{m} H_{m}^{ab} \Gamma^{ab} \]
\[ - \frac{1}{8} \left( \epsilon^{IJ} \mathcal{F} + \sigma^{IJ}_{1} \mathcal{F} + \epsilon^{IJ}_{5} \mathcal{F} \right) \partial_{\alpha} X^{m} \Gamma_{m}, \tag{2.133} \]
\[ \mathcal{F}_{p} \equiv \frac{1}{p!} \mathcal{F}_{a_1 \ldots a_p} \Gamma^{a_1 \ldots a_p}, \quad (\epsilon^{IJ}) \equiv \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}. \]
As discussed around (2.74), under a single $T$-duality along the $x^z$-direction, the fermionic variables transform as

$$
\Theta_1 \rightarrow \Theta_1, \quad \Theta_2 \rightarrow \frac{1}{\sqrt{g_{zz}}} \Gamma_z \Theta_2 .
$$

(2.134)

Since it flips the chirality of $\Theta_2$, it maps type IIA and IIB superstring to each other.

3 YB deformations of AdS$_5 \times$ S$^5$ superstring

In this section, we revisit the homogeneous YB deformations of the AdS$_5 \times$ S$^5$ superstring. After a concise review of the supercoset construction of AdS$_5 \times$ S$^5$ superstring, we show that the action of the YB sigma model can be expressed as the GS superstring action in the $\beta$-deformed AdS$_5 \times$ S$^5$ background.

3.1 A supercoset construction of AdS$_5 \times$ S$^5$ superstring

3.1.1 Metsaev–Tseytlin action

Before considering YB deformations, we review a supercoset construction of the AdS$_5 \times$ S$^5$ superstring action based on the supercoset

$$
\frac{\text{PSU}(2,2|4)}{\text{SO}(1,4) \times \text{SO}(5)} .
$$

(3.1)

In order to perform the supercoset construction, we introduce a coset representative $g \in \text{SU}(2,2|4)$ and define the left-invariant current $A$ as

$$
A = g^{-1} dg ,
$$

(3.2)

which satisfies the Maurer–Cartan equation

$$
dA + A \wedge A = 0 .
$$

(3.3)

By using the projections $P^{(i)}$ ($i = 0, 1, 2, 3$) to the $\mathbb{Z}_4$-graded components of $g \equiv \text{su}(2,2|4)$ [see (B.8)], we decompose the left-invariant current as

$$
A = A^{(0)} + A^{(1)} + A^{(2)} + A^{(3)} .
$$

(3.4)
We also define projection operators $d_\pm$ as
\[ d_\pm \equiv P^{(1)} + 2 P^{(2)} \pm P^{(3)}, \tag{3.5} \]
which satisfy
\[ \text{Str}[X d_\pm(Y)] = \text{Str}[d_\pm(X) Y]. \tag{3.6} \]

Now, we consider the sigma model action \[89\]
\[ S = T \frac{2}{2} \int \text{Str}(A^{(2)} \wedge +, A^{(2)} - A^{(1)} \wedge A^{(3)}) \]
\[ = -T \frac{2}{2} \int d^2 \sigma \sqrt{-\gamma} P^{\alpha\beta} \text{Str}[A_\alpha d_- (A_\beta)], \tag{3.7} \]
where $T \equiv R^2/2\pi\alpha'$ ($R$: the radius of AdS$_5$ and S$^5$) is the dimensionless string tension. In order to relate the supercoset sigma model action to the AdS$_5 \times$ S$^5$ superstring action, let us prescribe a concrete parameterization of $g$ and expand the action up to the second order in fermions. We first decompose the group element into the bosonic and the fermionic parts,
\[ g = g_b \cdot g_f, \tag{3.8} \]
and parameterize the bosonic part $g_b$ as (see Appendix B for the details)
\[ g_b = g_{\text{AdS}_5} \cdot g_{S^5}, \quad g_{\text{AdS}_5} \equiv \exp(x^\mu P_\mu) \cdot \exp(\ln zD), \]
\[ g_{S^5} \equiv \exp(\phi_1 h_1 + \phi_2 h_2 + \phi_3 h_3) \cdot \exp(\xi J_{56}) \cdot \exp(rP_5). \tag{3.9} \]
Here, $P_\mu$ ($\mu, \nu = 0, \ldots, 3$) and $D$ are the translation and dilatation generators in the conformal algebra $\mathfrak{so}(2, 4)$, and $h_i$ ($i = 1, 2, 3$) are Cartan generators of the $\mathfrak{so}(6)$ algebra, given by
\[ h_1 \equiv J_{57}, \quad h_2 \equiv J_{68}, \quad h_3 \equiv P_9. \tag{3.10} \]
On the other hand, we parameterize the fermionic part $g_f$ as
\[ g_f = \exp(Q^I \theta_I), \quad Q^I \theta_I = (Q^I)^\hat{\alpha}\hat{\alpha} \theta_{\hat{\alpha}\hat{\alpha}}, \tag{3.11} \]
where the supercharges $(Q^I)^\hat{\alpha}\hat{\alpha}$ ($I = 1, 2$) are labeled by two indices $(\hat{\alpha}, \hat{\alpha} = 1, \ldots, 4)$ and $\theta_{\hat{\alpha}\hat{\alpha}}$ ($I = 1, 2$) are 16-components Majorana–Weyl fermions. Then, we can expand the left-invariant current $A$ as
\[ A = g_I^{-1} A_{(0)} g_I + Q^I d\theta_I \]
\[ = A_{(0)} + [A_{(0)}, Q^I \theta_I] + \frac{1}{2} [[A_{(0)}, Q^I \theta_I], Q^J \theta_J] + Q^I d\theta_I + O(\theta^3) \tag{3.12} \]
\[ = \left(e^a + \frac{i}{2} \bar{\theta}_I \gamma^a D^{IJ} \theta_J\right) P_a - \frac{1}{2} \left(\omega^{ab} - \frac{1}{4} \epsilon^{IK} \theta_I \gamma^{cd} R_{cd}^{ab} D^{KJ} \theta_J\right) J_{ab} + Q^I D^{IJ} \theta_J + O(\theta^3), \]
where we have defined
\[
A_{(0)} \equiv g_b^{-1} d g_b = \left( e_m^a P_a - \frac{1}{2} \omega_{mab} J_{ab} \right) d X^m,
\]
\[
D^{IJ} \equiv \delta^{IJ} \left( d + \frac{1}{4} \omega^{ab} \gamma_{ab} + \frac{i}{2} \epsilon^{IJ} e^a \tilde{\gamma}_a \right),
\]
and used \(\delta^{IJ} \tilde{\theta}_I \tilde{\gamma}_a d \theta_J = 0\) and \(\epsilon^{IJ} \tilde{\theta}_I \gamma^{ab} d \theta_J = 0\). The vielbein \(e^a = e_m^a d X^m\) takes the form
\[
e^a = \left( \frac{d x^0}{z}, \frac{d x^1}{z}, \frac{d x^2}{z}, \frac{d x^3}{z}, \frac{d z}{z}, \frac{d r}{r}, \sin r d \xi, \sin r \cos \xi d \phi_1, \sin r \sin \xi d \phi_2, \cos r d \phi_3 \right),
\]
and \(\omega^{ab} = \omega_{mab} d X^m\) and \(R_{a b c d}\) are the corresponding spin connection and the Riemann curvature tensor (see Appendix A for our conventions). Using the expansion (3.12), we can straightforwardly obtain
\[
\frac{1}{2} \text{Str} \left[ A_\alpha d_-(A_\beta) \right] = \eta_{ab} e^a_\alpha e^b_\beta + i \left[ e^a_\beta (\tilde{\theta}_1 \tilde{\gamma}_a \partial_a \theta_1) + e^a_\alpha (\tilde{\theta}_2 \tilde{\gamma}_a \partial_a \theta_2) \right] + \frac{i}{4} \left[ e^b_\beta e^a_\alpha \omega_{a \alpha cd} (\tilde{\theta}_1 \tilde{\gamma}_b \gamma_{cd} \theta_1) + e^a_\alpha e^b_\beta \omega_{b \alpha cd} (\tilde{\theta}_2 \tilde{\gamma}_a \gamma_{cd} \theta_2) \right] - e^a_\beta e^a_\alpha \tilde{\theta}_1 \tilde{\gamma}_a \tilde{\gamma}_b \theta_2,
\]
where \(e^a_\alpha \equiv e_m^a \partial_a X^m\). Further using Eqs. (B.36), (B.40), and (B.41), we obtain
\[
\frac{1}{2} \text{Str} \left[ A_\alpha d_-(A_\beta) \right] = g_mn \partial_a X^m \partial_b X^n + i \left[ e^a_\beta (\tilde{\theta}_1 \tilde{\gamma}_a \Gamma_a \partial_a \Theta_1) + e^a_\alpha (\tilde{\theta}_2 \tilde{\gamma}_a \partial_a \Theta_2) \right] + \frac{i}{4} \left[ e^b_\beta e^a_\alpha \omega_{a \alpha cd} (\tilde{\theta}_1 \tilde{\gamma}_b \Gamma_c \partial_a \Theta_1) + e^a_\alpha e^b_\beta \omega_{b \alpha cd} (\tilde{\theta}_2 \tilde{\gamma}_a \Gamma_c \partial_a \Theta_2) \right] \frac{i}{8} e^a_\beta e^a_\alpha \tilde{\theta}_1 \Gamma_a \tilde{\gamma}_a \tilde{\gamma}_b \theta_2,
\]
where \(\mathcal{F}_5\) is a bispinor
\[
\mathcal{F}_5 \equiv 4 \left( \Gamma^{01234} + \Gamma^{56789} \right).
\]
Then, the action (3.7) becomes the GS type IIB superstring action (2.132) with the target
space given by the familiar $\text{AdS}_5 \times S^5$ background.\footnote{Here, we have defined $(\eta_{ij}) = \text{diag}(-1,1,1,1)$ and}
\[
\text{ds}^2 = \frac{\eta_{ij} \, dx^i \, dx^j + dz^2}{z^2} + \text{ds}^2_{S^5}, \quad B_{mn} = 0, \quad e^\Phi \hat{F}_5 = 4 \left( \omega_{\text{AdS}_5} + \omega_{S^5} \right).
\]
From the supergravity equations of motion (or the Weyl invariance of string theory), the dilaton is determined as $\Phi = 0$.

### 3.1.2 Killing vectors

For later convenience, let us calculate the Killing vectors $\hat{T}_i \equiv \hat{T}^m_i \partial_m$ associated with the bosonic symmetries $T_i$ of the $\text{AdS}_5$ background. From the general formula (C.12) explained in Appendix C, the Killing vectors can be expressed as
\[
\hat{T}_i = \hat{T}^m_i \partial_m = [ \text{Ad}_{g_b}]^a_i \, e_m^a \partial_m = \text{Str} (g_b^{-1} T_i g_b \, P_a) \, e^m_0 \partial_m, \quad (3.19)
\]
where we introduced a notation $g T_i g^{-1} \equiv [\text{Ad}_g]^i_j T_j$. By using our parameterization (3.9), the Killing vectors on the $\text{AdS}_5$ background are given by
\[
\hat{P}_\mu \equiv \text{Str} (g_b^{-1} P_\mu g_b \, P_a) \, e^m a \partial_m = \partial_\mu, \\
\hat{K}_\mu \equiv \text{Str} (g_b^{-1} K_\mu g_b \, P_a) \, e^m a \partial_m = (x^\nu x_\nu + z^2) \partial_\mu - 2 x_\mu (x^\nu \partial_\nu + z \partial_z), \\
\hat{M}_{\mu\nu} \equiv \text{Str} (g_b^{-1} M_{\mu\nu} g_b \, P_a) \, e^m a \partial_m = x_\mu \partial_\nu - x_\nu \partial_\mu, \\
\hat{D} \equiv \text{Str} (g_b^{-1} D g_b \, P_a) \, e^m a \partial_m = x^\mu \partial_\mu + z \partial_z. \quad (3.20)
\]
The Lie brackets of these vector fields satisfy the same commutation relations (B.25) as the conformal algebra $\mathfrak{so}(2,4)$ (with negative sign, $[\hat{T}_i, \hat{T}_j] = -f_{ij}^k \hat{T}_k$):
\[
[\hat{P}_\mu, \hat{K}_\nu] = -2 (\eta_{\mu\nu} \hat{D} - \hat{M}_{\mu\nu}), \quad [\hat{D}, \hat{P}_\mu] = -\hat{P}_\mu, \quad [\hat{D}, \hat{K}_\mu] = \hat{K}_\mu, \\
[M_{\mu\nu}, \hat{P}_\rho] = -\eta_{\mu\rho} \hat{P}_\nu + \eta_{\nu\rho} \hat{P}_\mu, \quad [M_{\mu\nu}, \hat{K}_\rho] = -\eta_{\mu\rho} \hat{K}_\nu + \eta_{\nu\rho} \hat{K}_\mu, \\
[M_{\mu\nu}, \hat{M}_{\rho\sigma}] = -\eta_{\mu\rho} \hat{M}_{\nu\sigma} + \eta_{\nu\rho} \hat{M}_{\mu\sigma} + \eta_{\nu\sigma} \hat{M}_{\mu\rho} - \eta_{\mu\sigma} \hat{M}_{\nu\rho}. \quad (3.21)
\]
3.2 YB deformed AdS$_5 \times S^5$ backgrounds

Let us now consider (homogeneous) YB deformations of the AdS$_5 \times S^5$ superstring action. A key ingredient that characterizes the YB deformation is an $R$-operator. It is a linear operator $R : g \to g$, that solves the homogeneous CYBE

\[ \text{CYBE}(X, Y) \equiv [R(X), R(Y)] - R([R(X), Y] + [X, R(Y)]) = 0 , \tag{3.22} \]

where $X, Y \in g$. We also define the dressed $R$-operator $R_g$ as

\[ R_g(X) \equiv g^{-1} R(g X g^{-1}) g , \tag{3.23} \]

which also satisfies the homogeneous CYBE \eqref{3.22},

\[ \text{CYBE}_g(X, Y) \equiv [R_g(X), R_g(Y)] - R_g([R_g(X), Y] + [X, R_g(Y)]) = 0 , \tag{3.24} \]

as long as $R$ satisfies the homogeneous CYBE. Then, the action of YB-deformed AdS$_5 \times S^5$ superstring is given by

\[ S_{\text{YB}} = -\frac{T}{2} \int d^2 \sigma \sqrt{-\gamma} P_{\bar{\alpha}\bar{\beta}} \text{Str}[A_{\bar{\alpha}} d_+ \circ O_{\bar{\beta}}^{-1}(A_\beta)] , \tag{3.25} \]

where we defined linear operators $O_\pm$ as

\[ O_\pm = 1 \pm \eta R_g \circ d_\pm , \tag{3.26} \]

and $\eta \in \mathbb{R}$ is a deformation parameter. This action reduces to the undeformed AdS$_5 \times S^5$ action \eqref{3.7} by taking $\eta = 0$.

In this paper, we consider a class of $R$-operators that can be specified by using a skew-symmetric classical $r$-matrix. By introducing an $r$-matrix $r \in g \otimes g$ of the form

\[ r = \frac{1}{2} r^{ij} T_i \wedge T_j , \quad r^{ij} = -r^{ji} , \quad T_i \in g , \tag{3.27} \]

the $R$-operator is defined as

\[ R(X) = r^{ij} T_i \text{Str}(T_j X) , \quad X \in g . \tag{3.28} \]

Then, the YB deformations are characterized only by the $r$-matrix. In terms of the $r$-matrix, the homogeneous CYBE \eqref{3.22} can be expressed as

\[ f_{i_1 i_2}^i r^{j_1 i_1} r^{k_1 j_2} + f_{i_1 i_2}^j r^{k_1 i_1} r^{j_1 d_2} + f_{i_1 i_2}^k r^{d_1 j_1} r^{j_2} = 0 , \tag{3.29} \]

where $f_{ij}^k$ is the structure constant, $[T_i, T_j] = f_{ij}^k T_k$. 
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3.2.1 Preparations

In the following, we rewrite the YB-deformed action in the form of the conventional GS action, and show that the target space is a $\beta$-deformed AdS$_5 \times$ S$^5$ background. In order to determine the deformed background, it is sufficient to expand the action up to quadratic order in fermions,

$$S_{YB} = S(0) + S(2) + O(\theta^4).$$

(3.30)

This kind of analysis has been performed in [74] for the $q$-deformation of AdS$_5 \times$ S$^5$ and in [13] for homogeneous YB deformations. However, the obtained deformed actions in the previous works are very complicated and it is not easy to read off the deformed background explicitly.

In this paper, we provide a general formula for the deformed background for an arbitrary $r$-matrix satisfying homogeneous CYBE, though our analysis is limited to the cases where the $r$-matrices are composed only of the bosonic generators of the superalgebra $\mathfrak{g}$.

In order to expand the YB sigma model action (3.25), let us introduce some notations. Since we are supposing that the $r$-matrices are composed of the bosonic generators, the dressed $R$-operator $R_{gh}$ acts as

$$R_{gh}(P_a) = \lambda_a^b P_b + \frac{1}{2} \lambda_a^{bc} J_{bc}, \quad R_{gh}(J_{ab}) = \lambda_{ab}^c P_c + \frac{1}{2} \lambda_{ab}^{cd} J_{cd}, \quad R_{gh}(Q^I) = 0. \quad (3.31)$$

According to the definition (3.28), the (dressed) $R$-operator is skew-symmetric

$$\text{Str}[R_{gh}(X) Y] = r^{ij} [\text{Ad}_{g_{ij}^{-1}}]_i^k [\text{Ad}_{g_{ij}^{-1}}]_j^l \text{Str}(T_k Y) \text{Str}(T_l X) = -\text{Str}[X R_{gh}(Y)], \quad (3.32)$$

and by choosing $X$ and $Y$ as $P_a$ or $J_{ab}$, we obtain the following relations:

$$\lambda_{ab} \equiv \lambda_a^c \eta_{cb} = -\lambda_{ba}, \quad \lambda_{ab}^c = -\frac{1}{2} \eta^{cd} R_{abef} \lambda_d^{ef}, \quad \lambda_{ab}^{ef} R_{efcd} = -\lambda_{cd}^{ef} R_{efab}. \quad (3.33)$$

For later convenience, we introduce the deformed currents as

$$J_\pm \equiv O_\pm^{-1} A_\pm. \quad (3.34)$$

By using the results of Appendix [F] it can be expanded as

$$J_\pm = O_{\pm(0)}^{-1}(A_0) + O_{\pm(1)}^{-1}(A_1) + O_{\pm(1)}^{-1}(A_0) + O(\theta^2)$$

$$= e_\pm^a P_a - \frac{1}{2} W_\pm^{ab} J_{ab} + Q^I D_\pm^{IJ} \theta_J + O(\theta^2), \quad (3.35)$$

12Rewriting of the YB sigma model action to the standard GS form based on the $\kappa$-symmetry was done in [22] to full order in fermionic variables, and there, the deformed background associated with a general $r$-matrix was determined.
where we have defined
\[
\begin{align*}
e_\pm^a &\equiv e^b k_\pm^b a, & k_\pm^b &\equiv [(1 \pm 2 \eta \lambda)^{-1}]_a^b, & W_\pm^{ab} &\equiv \omega^{ab} \pm 2 \eta e_\pm^c \lambda e^{ab}, \\
D_\pm^{IJ} &\equiv \delta^{IJ} D_\pm + \frac{i}{2} \epsilon^{IJ} e_\pm^a \gamma_a, & D_\pm &\equiv d + \frac{1}{4} W_\pm^{ab} \gamma_{ab}.
\end{align*}
\] (3.36)

As it turns out, \(e_\pm^a\) and \(W_\pm^{ab}\), respectively, play the roles of the two vielbeins and the torsionful spin connections \(\omega_\pm\) in the deformed background.\(^\text{13}\)

3.2.2 NS–NS sector

Let us first consider the NS–NS part of the YB sigma model action,
\[
S(0) = -\frac{T}{2} \int d^2 \sigma \sqrt{-\gamma} P^{\bar{a}\bar{b}} \text{Str} [A_{\bar{a}(0)} d_{-} \circ \mathcal{O}^{-1}_{-}(0)(A_{\bar{b}(0)})].
\] (3.38)

From (3.4), we can easily see that it takes the form
\[
S(0) = -T \int d^2 \sigma \sqrt{-\gamma} P^{\bar{a}\bar{b}} \eta_{ab} e_{\bar{a}}^a e_{\bar{b}}^b.
\] (3.39)

By comparing this with the NS–NS part of the GS action [i.e. the first line of (2.132)], we can regard (3.39) as the NS–NS part of the string sigma model on a deformed background
\[
g'_{mn} = e_m^a e_n^b k_{+ab}, \quad B'_{mn} = e_m e_n^b k_{+ab}.
\] (3.40)

Then, we obtain
\[
E''_{mn} \equiv [(g' + B')^{-1}]_{mn} = (k_{+1})^{ab} e_m^a e_n^b = (\eta + 2 \eta \lambda)^{ab} e_m^a e_n^b.
\] (3.41)

In the original \(\text{AdS}_5 \times S^5\) background, the \(B\)-field is absent and we have
\[
E_{mn} = g_{mn} = e_m^a e_n^b \eta_{ab}, \quad E_{mn} = \eta^{ab} e_m^a e_n^b.
\] (3.42)

Therefore, the deformation can be summarized as
\[
E_{mn} \rightarrow E''_{mn} = E_{mn} + 2 \eta \lambda^{ab} e_m^a e_n^b.
\] (3.43)

By comparing this with the \(\beta\)-transformation rule (2.76), we can regard the YB deformation as \(\beta\)-deformation with the parameter
\[
r''_{mn} = 2 \eta \lambda^{ab} e_m^a e_n^b.
\] (3.44)

\(^{13}\)More precisely, we have \(W_{\pm ab} \wedge e_\pm^a \wedge e_\pm^b = (\omega_{\pm ab} \pm \frac{1}{2} \epsilon_\pm^c H'_{cab}) \wedge e_\pm^a \wedge e_\pm^b\), where \(\omega_{\pm a}\) represent the spin connections associated with the vielbeins \(e_\pm\) and \(H_3\) represents the \(H\)-flux in the deformed background.
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If we compute the dual field in the deformed background, we obtain
\[ G'_{mn} = \eta_{ab} e^a_m e^b_n , \quad \beta'^{mn} = -2 \eta \lambda^{ab} e^a_m e^b_n . \] (3.45)

The dual metric is invariant under the deformation \( G_{mn} \to G'_{mn} = G_{mn} \), while the \( \beta \)-field, which is absent in the undeformed background, is shifted as \( \beta'^{mn} = 0 \to \beta'^{mn} = -r^{mn} \).

In addition, the YB-deformed dilaton \( \Phi' \) that is consistent with the kappa invariance (or supergravity equations of motion) has been proposed in \[13, 22\] as
\[ e^{\Phi'} = (\det k_+)^{\frac{1}{2}} = (\det k_-)^{\frac{1}{2}} . \] (3.46)

In order to compare this with the \( \beta \)-transformation law of the dilation, we consider the two vielbeins \( e_{\pm m}^a = e^b k_{\pm b}^a \) introduced in (3.36). Here, we can rewrite \( k_{\pm b}^a \) as
\[ k_{\pm b}^a \equiv [(1 \pm 2 \eta \lambda)^{-1}]_a^b = e^a_m \left[ (1 \pm g r)^{-1} \right]_m^n e^b_n = e^a_m \left[ (1 \pm E r)^{-1} \right]_m^n e^b_n , \] (3.47)
by using \( r^{mn} \) of (3.44) and \( B_{mn} = 0 \) in the undeformed background. Then, \( e_{\pm m}^a \) becomes
\[ e_{\pm m}^a = \left[ (E^{-T} \pm r)^{-1} E^{T} \right]_m^n e^a_n . \] (3.48)

Comparing this with the \( \beta \)-transformation rule (2.76), we can identify \( e_{-m}^a \) as the \( \beta \)-deformed vielbein \( e'^m_a \). Similarly, \( e_{+m}^a \) can be identified as the \( \beta \)-deformed barred vielbein \( \bar{e}'_m^a \),
\[ e_{-m}^a \leftrightarrow e'^m_a , \quad e_{+m}^a \leftrightarrow \bar{e}'_m^a . \] (3.49)

Namely, we can express the deformed metric as
\[ g'_{mn} = e_{+m}^a e_{+n}^b \eta_{ab} = e_{-m}^a e_{-n}^b \eta_{ab} , \] (3.50)
and the invariance of \( e^{-2\Phi} = e^{-2\Phi} \sqrt{-g} \) under \( \beta \)-deformations shows
\[ e^{-2\Phi'} = \frac{\sqrt{-g'}}{\sqrt{-g}} e^{-2\Phi} = \frac{\det(e_m^a)}{\det(e_{\pm m}^a)} e^{-2\Phi} = (\det k_-)^{-1} e^{-2\Phi} . \] (3.51)

Recalling \( \Phi = 0 \) in the undeformed background, the transformation rule (3.46) can be understood as the \( \beta \)-transformation. Therefore, NS–NS fields are precisely \( \beta \)-deformed under the homogeneous YB deformation.

For later convenience, let us rewrite \( r^{mn} \) of (3.44) by using the \( r \)-matrix instead of \( \lambda^{ab} \).

From the definition, \( \lambda^{ab} \) can be expressed as
\[ \lambda^{ab} = \text{Str}[R_{ab}(P^a) P^b] . \] (3.52)
By using the $r$-matrix $r = \frac{1}{2} r^{ij} T_i \wedge T_j$, this can be expressed as
\[
\text{Str}[R_{gb}(P^a) P^b] = r^{ij} \text{Str}(g^{-1}_b T_i g_b P_a) \text{Str}(g^{-1}_b T_j g_b P_a) = -r^{ij} [\text{Ad}_{g^{-1}_b}]_i^a [\text{Ad}_{g^{-1}_b}]_j^b ,
\] (3.53)
and we obtain
\[
r^{mn} = -2 \eta r^{ij} [\text{Ad}_{g^{-1}_b}]_i^a [\text{Ad}_{g^{-1}_b}]_j^b e_a^m e_b^n .
\] (3.54)

By using the Killing vectors (3.19) we obtain a very simple expression
\[
r^{mn} = -2 \eta r^{ij} \hat{T}^m_i \hat{T}^n_j .
\] (3.55)

The $\beta$-field after the deformation takes the form
\[
\beta^{mn} = -r^{mn} = 2 \eta r^{ij} \hat{T}^m_i \hat{T}^n_j , \quad \beta' \equiv \frac{1}{2} \beta^{mn} \partial_m \wedge \partial_n = 2 \eta \left( \frac{1}{2} r^{ij} \hat{T}^m_i \wedge \hat{T}^n_j \right),
\] (3.56)
and we can calculate the associated non-geometric $R$-flux
\[
R^{mnp} \equiv 3 \beta[mq] \partial_q \beta[jnp].
\] (3.57)
By using the Lie bracket for the Killing vector fields $[\hat{T}_i, \hat{T}_j] = -f_{ij}^k \hat{T}_k$, we obtain
\[
R^{mnp} = -8 \eta^2 \left( f_{il_1 i}^j r^{il_1} r^{kl_2} + f_{il_1 l_2}^j r^{kl_1} r^{il_2} + f_{il_1 l_2}^k r^{il_1} r^{jil_2} \right) \hat{T}^m_i \hat{T}^n_j \hat{T}^p_k = 0 ,
\] (3.58)
upon using the homogeneous CYBE (3.29). This shows the absence of the $R$-flux in homogeneous YB-deformed backgrounds as noted in [46].

3.2.3 R–R sector

Next, we determine the R–R fields from the quadratic part of the YB sigma model action $S_{(2)}$, and show that the R–R fields are also $\beta$-deformed with the $r^{mn}$ given in (3.55).

As noticed in [13, 74], the deformed action naively does not have the canonical form of the GS action (2.132), and we need to choose the diagonal gauge and perform a suitable redefinition of the bosonic fields $X^m$. Since the analysis is considerably complicated, we relegate the details to Appendix H and here we explain only the outline.

The quadratic part of the deformed action $S_{(2)}$ can be decomposed into two parts
\[
S_{(2)} = S_{(2)}^c + \delta S_{(2)} .
\] (3.59)
For a while, we focus only on the first part $S_{(2)}^c$ since the second part $\delta S_{(2)}$ is completely cancelled after some field redefinitions. The explicit expression of $S_{(2)}^c$ is given by

$$S_{(2)}^c = -i T \int d^2\sigma \sqrt{-\gamma} \left[ P^\alpha_+ \bar{\Theta}_1 e_{a}^{-\alpha} \Gamma_a D_\alpha \Theta_1 + P^\beta_+ \bar{\Theta}_2 e_{a}^{+\beta} \Gamma_a D_{-\beta} \Theta_2 \right.
\left. + i P^\alpha_+ \epsilon^{IJ} \bar{\Theta}_1 e_{a}^{-\alpha} \Gamma_a e_{b}^{+\beta} \bar{\gamma}_a \partial_2 \bar{\gamma}_a \right].$$

This action contains the two deformed vielbeins $e_{\pm m}^a$ similar to the DSM action (2.116) prior to taking the diagonal gauge. As we observed in (3.49), these vielbeins $e_{-m}^a$ and $e_{+m}^a$ correspond to the two vielbeins $\epsilon_m^a$ and $\epsilon_m^\alpha$ introduced in (2.114), respectively. In order to rewrite the action into the canonical form of the GS action, we need to choose the diagonal gauge $e_m^a = \bar{e}_m^a$. For this purpose, we first rewrite the action (3.60) in terms of the 32 x 32 gamma matrices. By using relations (B.36), (B.40), and (B.41), we obtain

$$S_{(2)}^c = -i T \int d^2\sigma \sqrt{-\gamma} \left[ P^\alpha_+ \bar{\Theta}_1 e_{a}^{-\alpha} \Gamma_a D_\alpha \Theta_1 + P^\beta_+ \bar{\Theta}_2 e_{a}^{+\beta} \Gamma_a D_{-\beta} \Theta_2 \right.
\left. - \frac{1}{8} P^\alpha_+ \bar{\Theta}_1 e_{a}^{-\alpha} \Gamma_a \mathcal{F}_5 e_{b}^{+\beta} \Gamma_b \Theta_2 \right],$$

where $D_{\pm a} \Theta_I \equiv (\partial_a + \frac{1}{4} W_{\pm ab} \Gamma_b) \Theta_I$ and $\mathcal{F}_5$ is the undeformed R–R 5-form field strength

$$\mathcal{F}_5 = \frac{1}{5!} \mathcal{F}_{a_1 \cdots a_5} \Gamma^{a_1 \cdots a_5} = 4 \left( \Gamma^{01234} + \Gamma^{56789} \right).$$

Next, we eliminate the barred vielbein $e_{+m}^a$ by using

$$e_{+m}^a = (\Lambda^{-1})_{a}^{b} e_{-m}^b = \Lambda_a^b e_{-m}^b, \quad \Lambda_a^b \equiv (k^{-1})_a^c k_{-a}^b \in \text{SO}(1, 9),$$

which follows from (3.36). By further using the identity [recall the formula (2.89)]

$$\Omega^{-1} \Gamma_a \Omega = \Lambda_a^b \Gamma_b, \quad \Omega = (\det k_-) \frac{1}{8} \mathcal{F}_5 \left(-\eta \lambda^{ab} \Gamma_{ab} \right),$$

the action becomes

$$S_{(2)}^c = -i T \int d^2\sigma \sqrt{-\gamma} \left[ P^\alpha_+ \bar{\Theta}_1 \epsilon_m^a \Gamma_a D_\alpha \Theta_1 + P^\beta_+ \bar{\Theta}_2 \Omega^{-1} \epsilon_m^a \Gamma_a \Omega D_{-\beta} \Theta_2 \right.
\left. - \frac{1}{8} P^\alpha_+ \bar{\Theta}_1 \epsilon_m^a \Gamma_a \mathcal{F}_5 \Omega^{-1} \epsilon_m^c \Gamma_c \Omega \Theta_2 \right].$$

We then perform a redefinition of the fermionic variables $\Theta_I$,

$$\Theta'_1 \equiv \Theta_1, \quad \Theta'_2 \equiv \Omega \Theta_2,$$

$$\Gamma_{a} \equiv \Gamma_{a}.$$
which corresponds to the transformation rule of fermions (2.117) under the diagonal gauge fixing. As the result of the redefinition, we obtain

\[
S_c^{(2)} = - T \int d^2 \sigma \sqrt{-\gamma} \left[ P_+^\alpha \bar{\Theta}_1 \epsilon'_a \Gamma_a D'_+ \Theta'_1 + P_+^\alpha \bar{\Theta}_2 \epsilon'_a \Gamma_a D'_{-\beta} \Theta'_2 \right. \\
\left. - \frac{1}{8} P_+^\alpha \bar{\Theta}_1 \epsilon'_a \Gamma_a \mathcal{F}_5 \Omega^{-1} \epsilon'_b \Gamma_b \Theta'_2 \right], \tag{3.67}
\]

where the derivatives \(D'_\pm\) are defined as

\[
D'_+ \equiv D_+ = d + \frac{1}{4} W_{+}^{ab} \Gamma_{ab}, \\
D'_- \equiv \Omega \circ D_- \circ \Omega^{-1} = d + \frac{1}{4} W_{-}^{ab} \Omega \Gamma_{ab} \Omega^{-1} + \Omega d \Omega^{-1} \tag{3.68}
\]

As we show in Appendix G, the spin connection \(\omega^{ab}\) associated with the deformed vielbein \(e'^a\) and the deformed \(H\)-flux \(H'_{abc}\) satisfy

\[
\omega^{ab} + \frac{1}{2} e'_c H'^{cab} = W^a_{+}, \\
\omega^{ab} - \frac{1}{2} e'_c H'^{cab} = \Lambda^a_c \Lambda^b_d W^c_{-} + (\Lambda d \Lambda^{-1})^{ab}, \tag{3.69}
\]

and \(D'_\pm\) can be expressed as

\[
D'_\pm = d + \frac{1}{4} \left( \omega^{ab} \pm \frac{1}{2} e'_c H'^{cab} \right) \Gamma_{ab}. \tag{3.70}
\]

Then, the deformed action (3.67) becomes the conventional GS action at order \(O(\theta^2)\) by identifying the deformed R–R field strengths as

\[
\mathcal{F}' = \mathcal{F}_5 \Omega^{-1}. \tag{3.71}
\]

The transformation rule (3.71) has originally been given in [22] but our expression of \(\Omega\) (3.64) may be more useful to recognize the homogeneous YB deformations as \(\beta\)-twists. Indeed, (3.71) is precisely the \(\beta\)-transformation rule of the R–R field strengths (2.98). Another evidence for the equivalence between YB deformations and local \(\beta\)-deformations, based on the \(\kappa\)-symmetry variations, is given in Appendix I.

Finally, let us consider the remaining part \(\delta S_{(2)}\). This is completely canceled by redefining the bosonic fields \(X^m\) [13, 74],

\[
X^m \rightarrow X^m + \frac{\eta}{4} \sigma^I J e^a b \bar{\Theta}_I \gamma_{ab} \Theta_J + O(\theta^4), \tag{3.72}
\]
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as long as the $r$-matrix satisfies the homogeneous CYBE. Indeed, this redefinition gives a shift $S(0) \to S(0) + \delta S(0)$, and as explained in Appendix H.2, the deviation $\delta S(0)$ satisfies a quite simple expression (the shift of $S(2)$ is higher order in $\theta$)

$$
\delta S(0) + \delta S(2) = \eta^2 T^2 \int d^2 \sigma \sqrt{-\gamma} P^{\alpha \beta} \sigma^I \left[ \text{CYBE}_g(0) (J^{(2)}_{\alpha m}, J^{(2)}_{\beta n}) \right]^{ab} \gamma_{ab} \theta_i \partial_\theta X^m \partial_\theta X^n,
$$

(3.73)

where CYBE$_g(0)(X, Y)$ represents the grade-0 component of CYBE$_g(X, Y)$ defined in (3.24). This shows that $\delta S(2)$ is completely cancelled out by $\delta S(0)$ when the $r$-matrix satisfies the homogeneous CYBE.

4 $\beta$-deformations with $H$-flux: $\text{AdS}_3 \times S^3 \times T^4$

In the previous section, we have shown that the YB sigma model on the $\text{AdS}_5 \times S^5$ background associated with an $r$-matrix $r = \frac{1}{2} r^{ij} T_i \wedge T_j$ can be regarded as the GS superstring theory defined on a $\beta$-deformed $\text{AdS}_5 \times S^5$ background with the $\beta$-deformation parameter $r^{mn} = -2 \eta r^{ij} \hat{T}_i^m \hat{T}_j^n$. The same conclusion will hold also for other backgrounds in string theory.

In this section, we study deformations of an AdS background with $H$-flux. In the presence of $H$-flux, it is not straightforward to define the YB sigma model, and we shall concentrate only on $\beta$-deformations. As an example, we here consider the $\text{AdS}_3 \times S^3 \times T^4$ solution

$$
ds^2 = \frac{- (dx^0)^2 + (dx^1)^2 + dz^2}{z^2} + ds^2_{S^3} + ds^2_{T^4},
$$

$$
B_2 = \frac{dx^0 \wedge dx^1}{z^2} + \frac{1}{4} \cos \theta \ d\phi \wedge d\psi, \quad \Phi = 0,
$$

$$
ds^2_{S^3} = \frac{1}{4} [d\theta^2 + \sin^2 \theta \ d\phi^2 + (d\psi + \cos \theta \ d\phi)^2],
$$

(4.1)

which contains the non-vanishing $H$-flux

$$
H_3 = -2 \frac{dx^0 \wedge dx^1 \wedge dz}{z^3} - \frac{1}{4} \sin \theta d\phi \wedge d\psi \wedge d\theta.
$$

(4.2)

Using the Killing vectors $\hat{T}_i$ of the $\text{AdS}_3 \times S^3 \times T^4$ background, we consider local $\beta$-deformations with deformation parameters of the form, $r^{mn} = -2 \eta r^{ij} \hat{T}_i^m \hat{T}_j^n$. We consider several $r$-matrices $r^{ij}$ satisfying the homogeneous CYBE, and show that all of the $\beta$-deformed backgrounds satisfy the equations of motion of (generalized) supergravity.

In order to find the Killing vectors explicitly, we introduce a group parameterization for
AdS$_3 \times S^3$ (for simplicity, we do not consider the trivial $T^4$ directions)

\[
g = g_{\text{AdS}_3} \cdot g_{S^3} \cdot g_{T^4}, \quad g_{\text{AdS}_3} = \exp(x^\mu P_\mu) \cdot \exp(\ln D) \quad (\mu = 0, 1),
g_{S^3} = \exp(\phi T^L_3) \cdot \exp(\theta T^L_3) \cdot \exp(\psi T^R_4). \tag{4.3}
\]

Here, similar to the AdS$_5 \times S^5$ case (see Appendix B), we have introduced the $\mathfrak{so}(2, 2) \times \mathfrak{so}(4)$ generators ($P_a, P_\dot{a}, J_{\dot{a}b}, J_{\dot{a}\dot{b}}$) ($\dot{a}, \dot{b} = 0, 1, 2; a, b = 3, 4, 5$) as the following $8 \times 8$ supermatrices:

\[
\begin{align*}
P_\dot{a} &= \begin{pmatrix} \frac{i}{2} \gamma_\dot{a} & 0_4 \\ 0_4 & 0_4 \end{pmatrix}, & J_{\dot{a}b} &= \begin{pmatrix} -\frac{i}{2} \gamma_{\dot{a}b} & 0_4 \\ 0_4 & 0_4 \end{pmatrix}, & \gamma_{\dot{a}} &\equiv \begin{pmatrix} +\gamma_{\dot{a}} & 0_2 \\ 0_2 & -\gamma_{\dot{a}} \end{pmatrix}, \\
P_a &= \begin{pmatrix} 0_4 & 0_4 \\ 0_4 & -\frac{i}{2} \gamma_a \end{pmatrix}, & J_{ab} &= \begin{pmatrix} 0_4 & 0_4 \\ 0_4 & -\frac{i}{2} \gamma_{ab} \end{pmatrix}, & \gamma_a &\equiv \begin{pmatrix} -\gamma_a & 0_2 \\ 0_2 & +\gamma_a \end{pmatrix}, \tag{4.4}
\end{align*}
\]

where $2 \times 2$ gamma matrices $\gamma_a$ and $\gamma_\dot{a}$ are defined as

\[
\{\gamma_0, \gamma_1, \gamma_2\} = \{i \sigma_3, \sigma_1, \sigma_2\}, \quad \{\gamma_3, \gamma_4, \gamma_5\} = \{\sigma_1, \sigma_2, \sigma_3\}. \tag{4.5}
\]

We have also defined the conformal basis \{$P_\mu, M_{\mu\nu}, D, K_\mu$\} as

\[
P_\mu \equiv P_\mu + J_{\mu 2}, \quad K_\mu \equiv P_\mu - J_{\mu 2}, \quad M_{\mu\nu} \equiv J_{\mu\nu}, \quad D \equiv P_2. \tag{4.6}
\]

The generators of $\mathfrak{su}(2)_L \times \mathfrak{su}(2)_R \simeq \mathfrak{so}(4)$ are defined as

\[
\begin{align*}
T^L_3 &= \frac{1}{2}(P_3 - J_{4,5}), & T^R_3 &= \frac{1}{2}(P_3 + J_{4,5}), \\
T^L_4 &= \frac{1}{2}(P_4 - J_{5,3}), & T^R_4 &= \frac{1}{2}(P_4 + J_{5,3}), \\
T^L_5 &= \frac{1}{2}(P_5 - J_{3,4}), & T^R_5 &= \frac{1}{2}(P_5 + J_{3,4}), \tag{4.7}
\end{align*}
\]

which satisfy the commutation relations,

\[
[T^L_i, T^L_j] = -\epsilon_{ijk} T^L_k, \quad [T^R_i, T^R_j] = \epsilon_{ijk} T^R_k, \quad [T^L_i, T^R_j] = 0 \quad (\epsilon_{345} = 1). \tag{4.8}
\]

By computing the Maurer–Cartan 1-form $A = g^{-1} dg$, and using the supertrace formula

\[
\begin{align*}
\text{Str}(P_a P_\dot{b}) &= \eta_{ab}, & \text{Str}(J_{ab} J_{\dot{c}\dot{d}}) &= R_{abcd}, \\
R_{ab}^{\ cd} &\equiv -2 \delta_{[a}^{[c} \delta_{b]}^{d]}, & R_{ab}^{\ cd} &\equiv 2 \delta_{[a}^{[c} \delta_{b]}^{d]}, \tag{4.9}
\end{align*}
\]

we can reproduce the above metric (4.1).
Then, we can find the Killing vectors $\hat{T}_i$ of this background associated with the generator $T_i$ by using the formula (3.19), or

$$\hat{T}_i^m = \text{Str}[g^{-1} T^i g P_a] e^{a m}.$$  

The result is summarized as

$$\hat{P}_\mu = \partial_\mu, \quad \hat{M}_{\mu\nu} = x_\mu \partial_\nu - x_\nu \partial_\mu, \quad \hat{D} = x^\mu \partial_\mu + z \partial_z,$$

$$\hat{K}_\mu = (x^\nu x_\nu + z^2) \partial_\mu - 2 x_\mu (x^\nu \partial_\nu + z \partial_z),$$

$$\hat{T}_3^L = \cos \phi \partial_\theta + \sin \phi \left(-\frac{1}{\tan \theta} \partial_\phi + \frac{1}{\sin \theta} \partial_\psi\right),$$

$$\hat{T}_3^R = \cos \psi \partial_\theta + \sin \psi \left(\frac{1}{\sin \theta} \partial_\phi - \frac{1}{\tan \theta} \partial_\psi\right),$$

$$\hat{T}_4^L = \partial_\phi, \quad \hat{T}_4^R = \partial_\psi,$$

$$\hat{T}_5^L = \sin \phi \partial_\theta + \cos \phi \left(\frac{1}{\tan \theta} \partial_\phi - \frac{1}{\sin \theta} \partial_\psi\right),$$

$$\hat{T}_5^R = -\sin \psi \partial_\theta + \cos \psi \left(\frac{1}{\sin \theta} \partial_\phi - \frac{1}{\tan \theta} \partial_\psi\right).$$

(4.10)

We note that among the AdS isometries, $\hat{P}_\mu$, $\hat{M}_{01}$, and $\hat{D}$ are symmetry of the $B$-field,

$$\mathcal{L}_{\hat{P}_\mu} B_2 = \mathcal{L}_{\hat{M}_{01}} B_2 = \mathcal{L}_{\hat{D}} B_2 = 0,$$

(4.11)

while the special conformal generators $\hat{K}_\mu$ change the $B$-field by closed forms,

$$\mathcal{L}_{\hat{K}_0} B_2 = -\frac{2 dx^1 \wedge dz}{z}, \quad \mathcal{L}_{\hat{K}_1} B_2 = \frac{2 dx^0 \wedge dz}{z}.$$

(4.12)

In the following, we first study $\beta$-deformations by using Killing vectors $\hat{P}_\mu$, $\hat{M}_{01}$, $\hat{D}$, and $\hat{T}_4^R$. Then, non-trivial cases using the Killing vectors $\hat{K}_\mu$ are studied in section 4.3.

### 4.1 Abelian deformations

Let us begin by studying simple examples associated with Abelian $r$-matrices. As it has been known well \cite{3,13,21}, YB deformations associated with Abelian $r$-matrices can be also realized as TsT-transformations.

#### 4.1.1 $r = \frac{1}{2} P_0 \wedge P_1$

Let us first consider an Abelian $r$-matrix

$$r = \frac{1}{2} P_0 \wedge P_1.$$

(4.13)
From $\hat{P}_0 = \partial_0$ and $\hat{P}_1 = \partial_1$, the $\beta$-transformation parameter is $r_{mn} = -\eta (\delta^m_0 \delta^n_1 - \delta^m_1 \delta^n_0)$. After the $\beta$-transformation, we obtain the background

$$ds^2 = -\frac{(dx^0)^2 + (dx^1)^2}{z^2 + 2\eta^2} + \frac{dz^2}{z^2} + ds^2_{S^3} + ds^2_{T^4},$$

$$B_2 = \frac{dx^0 \wedge dx^1}{z^2 + 2\eta^2} + \frac{1}{4} \cos \theta \, d\phi \wedge d\psi,$$

$$e^{-2\Phi} = \frac{z^2 + 2\eta^2}{z^2}.$$  \hspace{1cm} (4.14)

As we have mentioned above, we can also obtain the background by a TST transformation from the background (4.1); (1) T-dualize along the $x^1$-direction, (2) (active) shift $x^0 \rightarrow x^0 + \eta x^1$, (3) T-dualize along the $x^1$-direction. This background is of course a solution of supergravity.

As a side remark, noted that this background interpolates a linear dilaton background in the UV region ($z \sim 0$) and the undeformed AdS$_3 \times S^3 \times T^4$ background in the IR region ($z \rightarrow \infty$). Indeed, by performing a coordinate transformation

$$x^\pm = x^0 \pm x^1 / \sqrt{2}, \quad z = e^{\rho},$$  \hspace{1cm} (4.15)

the deformed background becomes

$$ds^2 = -\frac{2 e^{-2\rho}}{1 + 2\eta e^{-2\rho}} dx^+ dx^- + d\rho^2 + ds^2_{S^3} + ds^2_{T^4}, \quad e^{-2\Phi} = 1 + 2\eta e^{-2\rho},$$

$$B_2 = -\frac{e^{-2\rho}}{1 + 2\eta e^{-2\rho}} dx^+ \wedge dx^- + \frac{1}{4} \cos \theta \, d\phi \wedge d\psi.$$  \hspace{1cm} (4.16)

In the asymptotic region $e^{-2\rho} \gg \eta^{-1}$ (i.e. $z \sim 0$), the background approaches to a solution that is independent of the deformation parameter $\eta$

$$ds^2 = -2 dx^+ dx^- + d\rho^2 + ds^2_{S^3} + ds^2_{T^4}, \quad \Phi = \rho,$$

$$B_2 = -dx^+ \wedge dx^- + \frac{1}{4} \cos \theta \, d\phi \wedge d\psi,$$

where we ignored the constant part of the dilaton and rescaled light-cone coordinates $x^\pm$ as

$$x^\pm \rightarrow \sqrt{2\eta} x^\pm.$$  \hspace{1cm} (4.17)

The AdS$_3$ part of the background (4.16) is precisely the geometry obtained via a null deformation of SL(2, $\mathbb{R}$) WZW model [90] (see also [91]), which is an exactly marginal deformation of the WZW model (see [92,93] for recent studies). Note also that, under a formal $T$-duality along the $\rho$-direction, the solution (4.17) becomes the following solution in DFT:

$$ds^2 = -2 dx^+ dx^- + d\rho^2 + ds^2_{S^3} + ds^2_{T^4}, \quad \Phi = \tilde{\rho},$$

$$B_2 = -dx^+ \wedge dx^- + \frac{1}{4} \cos \theta \, d\phi \wedge d\psi,$$  \hspace{1cm} (4.18)

where $\tilde{\rho}$ is the dual coordinate to $\rho$. The AdS$_3$ part of the background (4.16) is precisely the geometry obtained via a null deformation of SL(2, $\mathbb{R}$) WZW model [90] (see also [91]), which is an exactly marginal deformation of the WZW model (see [92,93] for recent studies). Note also that, under a formal $T$-duality along the $\rho$-direction, the solution (4.17) becomes the following solution in DFT:

$$ds^2 = -2 dx^+ dx^- + d\rho^2 + ds^2_{S^3} + ds^2_{T^4}, \quad \Phi = \tilde{\rho},$$

$$B_2 = -dx^+ \wedge dx^- + \frac{1}{4} \cos \theta \, d\phi \wedge d\psi,$$  \hspace{1cm} (4.19)
where the dilaton depends linearly on the dual coordinate \( \tilde{\rho} \). This background can be also interpreted as the following solution of GSE:

\[
\begin{align*}
ds^2 &= -2 \, dx^+ \, dx^- + d\rho^2 + ds_{S^3}^2 + ds_{T^4}^2, \quad \Phi = 0, \\
B_2 &= -dx^+ \wedge dx^- + \frac{1}{4} \cos \theta \, d\phi \wedge d\psi, \quad I = \partial_{\tilde{\rho}}. 
\end{align*}
\]

\(4.20\)

4.1.2 \( r = \frac{1}{2} P_+ \wedge T_4^R \)

As the second example, let us consider an Abelian \( r \)-matrix

\[
r = \frac{1}{2} P_+ \wedge T_4^R \quad (P_+ \equiv P_0 + P_1 \sqrt{2}).
\]

\(4.21\)

For convenience, let us change the coordinates such that the background (4.1) becomes

\[
\begin{align*}
ds^2 &= -2 e^{2\rho} \, dx^+ \, dx^- + d\rho^2 + ds_{S^3}^2 + ds_{T^4}^2, \quad \Phi = 0, \\
B_2 &= -e^{2\rho} \, dx^+ \wedge dx^- + \frac{1}{4} \cos \theta \, d\phi \wedge d\psi.
\end{align*}
\]

\(4.22\)

This background has been studied in [96], where the twist was interpreted as a spectral flow transformation of the original model in the context of the NS–R formalism.

4.1.3 \( r = \frac{1}{2} D \wedge M_{01} \)

Let us also consider a slightly non-trivial example \( r = \frac{1}{2} D \wedge M_{01} \), which is also an Abelian \( r \)-matrix. The associated \( \beta \)-deformed background is given by

\[
\begin{align*}
ds^2 &= -2 e^{2\rho} \, dx^+ \, dx^- + d\rho^2 + \frac{\eta}{2} e^{2\rho} \, dx^- (d\psi + 2 \cos \theta \, d\phi) + ds_{S^3}^2 + ds_{T^4}^2, \quad \Phi = 0, \\
B_2 &= -e^{2\rho} \, dx^+ \wedge dx^- + \frac{1}{4} \cos \theta \, d\phi \wedge d\psi - \frac{\eta}{4} e^{2\rho} \, dx^- \wedge (d\psi + 2 \cos \theta \, d\phi).
\end{align*}
\]

\(4.23\)

We can easily check that this is a solution of the supergravity. In order to obtain the same background by performing a TsT transformation, we should first change the coordinates such
that the Killing vectors $\hat{D}$ and $\hat{M}_{01}$ become constant, and perform a TsT transformation, and then go back to the original coordinates. The $\beta$-transformation is much easier in this case.

In order to describe the same $\beta$-deformation in the global coordinates

$$
\begin{align*}
 ds^2 &= -\cosh^2 \rho \, d\tau^2 + \sinh^2 \rho \, d\chi^2 + d\rho^2 + ds_{S^3}^2 + ds_{T^4}^2, \\
 B_2 &= \cosh^2 \rho \, d\tau \wedge d\chi + \frac{1}{4} \cos \theta \, d\phi \wedge d\psi ,
\end{align*}
$$

we change the group parameterization as

$$
 g_{\text{AdS}_4} = \exp(i \tau D + i \chi M_{01}) \cdot \exp(\rho \mathbf{P}_1). \tag{4.26}
$$

In this case, we can compute the Killing vectors as

$$
\hat{D} = -i \partial_{\tau}, \quad \hat{M}_{01} = -i \partial_{\chi}. \tag{4.27}
$$

Then, the $\beta$-deformed background becomes

$$
\begin{align*}
 ds^2 &= \frac{-\cosh^2 \rho \, d\tau^2 + \sinh^2 \rho \, d\chi^2}{1 + \eta (\eta - 2) \cosh^2 \rho} + d\rho^2 + ds_{S^3}^2 + ds_{T^4}^2, \\
 \Phi &= \frac{1}{2} \ln \left[ \frac{1}{1 + \eta (\eta - 2) \cosh^2 \rho} \right], \\
 B_2 &= (1 - \eta) \frac{\cosh^2 \rho \, d\tau \wedge d\chi}{1 + \eta (\eta - 2) \cosh^2 \rho} + \frac{1}{4} \cos \theta \, d\phi \wedge d\psi .
\end{align*} \tag{4.28}
$$

If the deformation parameter $\eta$ and the angular coordinate $\chi$ are replaced as

$$
\eta \rightarrow 1 - \sqrt{\alpha}, \quad \chi \rightarrow \sqrt{\alpha} \chi, \tag{4.29}
$$

the AdS part of this background reproduce the background obtained in [91, 97] through a current-current deformation of the SL(2, $\mathbb{R}$) WZW model (see Eqs. (5.1)–(5.3) in [91]).

### 4.2 Non-unimodular deformations

Let us next consider $\beta$-deformations associated with non-Abelian $r$-matrices. In particular, we consider non-unimodular $r$-matrices, namely non-Abelian $r$-matrices satisfying

$$
\mathcal{I} \equiv \eta \, r^{ij} [T_i, T_j] = \eta \, r^{ij} f_{ij}^k T_k \neq 0. \tag{4.30}
$$

In general, as was shown in [22], YB deformations associated with non-unimodular $r$-matrices give backgrounds that do not satisfy the usual supergravity equations but rather the GSE
which include non-dynamical Killing vector $I^m$ (see Appendix A). As it was observed experimentally [47, 98–100], the extra vector $I^m$ typically takes the form (see Appendix A for a derivation in the case of the AdS$_5 \times$ S$^5$ superstring)

$$I^m = \mathcal{T}^m \equiv -\eta r^{ij} [\mathcal{T}_i, \mathcal{T}_j]^m = \eta r^{ij} f_{jk}^l \mathcal{T}^m_k,$$

(4.31)

Using $r_{mn} = -\frac{1}{2} \eta r_{ij} \mathcal{T}^i_j \mathcal{T}^m_n$ obtained in (3.55) and the Killing property of $\mathcal{T}^i_0$, we can also express the experimental formula as [46, 47, 98–100]

$$I^m = D_n r_{nm},$$

(4.32)

where $D_n$ is the usual covariant derivative associated with the undeformed AdS$_3 \times$ S$^3 \times$ T$^4$ background.

Interestingly, as we explain in section 4.2.2, in some examples, even for non-unimodular $r$-matrices, the $\beta$-deformed backgrounds satisfy the usual supergravity equations of motion. Such example has not been observed in the case of the AdS$_5 \times$ S$^5$ background, and this is due to a particular property of the AdS$_3 \times$ S$^3 \times$ T$^4$ background as explained below.

### 4.2.1 $r = \frac{1}{2} \bar{c}^\mu D \wedge P_\mu$

Let us consider the simplest non-unimodular $r$-matrix $r = \frac{1}{2} \bar{c}^\mu D \wedge P_\mu$, satisfying

$$\mathcal{I} = \eta \bar{c}^\mu [D, P_\mu] = c^\mu P_\mu \neq 0 \quad (c^\mu \equiv \eta \bar{c}^\mu).$$

(4.33)

The $\beta$-deformed background becomes

$$\begin{align*}
\text{ds}^2 &= \eta_{\mu\nu} dx^\mu dx^\nu + 2 z^{-1} (c^0 dx^1 - c^1 dx^0) dz + \left[ 1 + 2 z^{-2} (c^1 x^0 - c^0 x^1) \right] dz^2 \\
&\quad + \text{ds}^2_{S^3} + \text{ds}^2_{T^4}, \quad e^{-2\Phi} = \frac{z^2 + c_\mu c^\mu + 2 (c^1 x^0 - c^0 x^1)}{z^2},
\end{align*}$$

(4.34)

$$B_2 = \frac{dx^0 \wedge dx^1 - z^{-1} c_\mu dx^\mu \wedge dz}{z^2 + c_\mu c^\mu + 2 (c^1 x^0 - c^0 x^1)} + \frac{1}{4} \cos \theta \, d\phi \wedge d\psi,$$

where $c_\mu \equiv \eta_{\mu\nu} c^\nu$. Although this is not a solution of the usual supergravity, by introducing a Killing vector,

$$I = c^\mu \hat{P}_\mu = c^\mu \partial_\mu,$$

(4.35)

it becomes a solution of the GSE.

---

\[\text{See a recent paper [41] for a general analysis of such backgrounds, called the “trivial solutions” of GSE.}\]
4.2.2 \( r = \frac{1}{2} \bar{c}^\mu M_{01} \wedge P_\mu \)

The next example is a non-unimodular \( r \)-matrix \( r = \frac{1}{2} \bar{c}^\mu M_{01} \wedge P_\mu \), satisfying

\[
\mathcal{I} = -c^\mu P_\mu \neq 0 \quad (c^\mu \equiv \eta \bar{c}^\mu).
\] (4.36)

The \( \beta \)-deformed background becomes

\[
ds^2 = \frac{\eta_{\mu\nu} dx^\mu dx^\nu}{z^2 - 2 c_\mu x^\mu} + \frac{dz_2^2}{z^2} + ds_{S^3}^2 + ds_{T^4}^2, \quad e^{-2\Phi} = \frac{z^2 - 2 c_\mu x^\mu}{z^2},
\]

\[
B_2 = \frac{dx^0 \wedge dx^1}{z^2 - 2 c_\mu x^\mu} + \frac{1}{4} \cos \theta \, d\phi \wedge d\psi.
\] (4.37)

where \( c_\mu \equiv \eta_{\mu\nu} c^\nu \). As usual, by introducing

\[
I = -c^\mu \hat{P}_\mu = -c^\mu \partial_\mu,
\] (4.38)

this background satisfies the GSE.

Here, note that the defining properties of \( I^m \),

\[
\mathcal{L}_1 g_{mn} = 0, \quad \mathcal{L}_1 B_{mn} = 0,
\] (4.39)

require that the parameters should satisfy \( c^0 = \pm c^1 \). In terms of DFT, the above deformed background can be expressed as

\[
(\mathcal{H}_{MN}) = \begin{pmatrix}
(g - B g^{-1} B)_{mn} & (B g^{-1})_m^n \\
-(g^{-1} B)_m^n & g^{nn}
\end{pmatrix}, \quad d = \Phi - \frac{1}{2} \ln \sqrt{-g} + I^\mu \tilde{x}_\mu.
\] (4.40)

This solves the equations of motion of DFT for arbitrary parameters \( c^\mu \), but they satisfy the strong constraint

\[
\partial_P \mathcal{H}_{MN} \partial^P d = 0,
\] (4.41)

only when \( c^0 = \pm c^1 \). Therefore, we have to choose \( c^0 = \pm c^1 \).

In fact, this background has a distinctive feature that has not been observed before. According to the classification of [22], the condition for a YB-deformed background to be a standard supergravity background is the unimodularity condition. However, in this example, the background (4.37) satisfies the GSE even if we perform a rescaling \( I^m \to \lambda I^m \) with arbitrary \( \lambda \in \mathbb{R} \). In particular, by choosing \( \lambda = 0 \), the background (4.37) without \( I^m \) satisfies the usual supergravity equations of motion. As we explain below, the reason for the unusual behavior is closely related to the degeneracy of \( (g \pm B)_{mn} \).
According to [43], the condition for a solution of the GSE to be a standard supergravity background is given by
\[
\hat{\mathcal{L}}_Y \mathcal{H}_{MN} = 0, \quad \mathcal{H}_{MN} Y^M Y^N = \nabla_M Y^M, \tag{4.42}
\]
where \(\nabla_M\) is the (semi-)covariant derivative in DFT and
\[
X^M \equiv \left( \begin{matrix} I^m \\ 0 \end{matrix} \right), \quad Y^M \equiv \mathcal{H}_{MN} X^N = \left( \begin{matrix} - (g^{-1} B)^m_{\, n} I^n \\ (g - B g^{-1} B)_{mn} I^n \end{matrix} \right). \tag{4.43}
\]
In our example with \(c^0 = \pm c^1\), \((g \pm B)_{mn} I^n = 0\) is satisfied, and this leads to \(Y^M = \pm X^M\). Then, from the null and generalized Killing properties of \(X^M\)
\[
\mathcal{H}_{MN} X^M X^N = 0, \quad \hat{\mathcal{L}}_X \mathcal{H}_{MN} = 0, \quad \nabla_M X^M = 0, \tag{4.44}
\]
the condition (4.42) is automatically satisfied, and our GSE solution is also a solution of the standard supergravity. If we regard the background (4.37) as a solution of supergravity, the strong constraint is satisfied for an arbitrary \(c_\mu\) and it is not necessary to require \(c^0 = \pm c^1\).

4.2.3 \(r = \frac{1}{2} \left( \tilde{a}^\mu D \wedge P_\mu + \tilde{b}^\mu M_{01} \wedge P_\mu \right)\)

As a more general class of \(r\)-matrices, let us consider
\[
r = \frac{1}{2} \left( \tilde{a}^\mu D \wedge P_\mu + \tilde{b}^\mu M_{01} \wedge P_\mu \right). \tag{4.45}
\]
The homogeneous CYBE requires
\[
\tilde{a}^0 \tilde{b}^1 - \tilde{a}^1 \tilde{b}^0 = 0, \quad -\tilde{a}^0 \tilde{b}^0 + a^1 \tilde{b}^1 = 0, \tag{4.46}
\]
and we consider a non-trivial solution
\[
r = \frac{1}{2} \left( \tilde{c} D + \tilde{d} M_{01} \right) \wedge (P_0 \pm P_1). \tag{4.47}
\]
The non-unimodularity becomes
\[
\mathcal{I} = (c - d) (P_0 \pm P_1) \quad (c \equiv \eta \tilde{c}, \quad d \equiv \eta \tilde{d}). \tag{4.48}
\]
The corresponding \(\beta\)-deformed background is given by
\[
\begin{align*}
ds^2 &= \frac{\eta_{\mu \nu} dx^\mu \wedge dx^\nu + 2 z^{-1} (dx^0 \wedge dx^1) \wedge dz + \left[ 1 \pm 2 z^{-2} (c \pm d)(x^0 \mp x^1) \right] dz^2}{z^2 + 2 (c \pm d)(x^0 \mp x^1)}, \\
&\quad + ds_5^2 + ds_7^2, \quad e^{-2 \Phi} = \frac{z^2 + 2 (c \pm d)(x^0 \mp x^1)}{z^2}, \\
B_2 &= \frac{dx^0 \wedge dx^1 + c z^{-1} (dx^0 \wedge dx^1) \wedge dz}{z^2 \pm 2 (c \pm d)(x^0 \mp x^1)} + \frac{1}{4} \cos \theta \, d\phi \wedge d\psi. \tag{4.49}
\end{align*}
\]
By introducing a Killing vector, 

\[ I = (c - d) \left( \hat{P}_0 \pm \hat{P}_1 \right) = (c - d) \left( \partial_0 \pm \partial_1 \right), \quad (4.50) \]

this background becomes a solution of the GSE. In particular, when \( c = d \), this becomes a supergravity background.

Similar to the previous example, the Killing vector again satisfies \((g \pm B)_{mn} I^n = 0\), and even if we rescale the Killing vector as \( I_m \rightarrow \lambda I_m \), this is still a solution of the GSE. As a particular case \( \lambda = 0 \), the background \((4.49)\) becomes a solution of the usual supergravity.

Let us also consider the case, 

\[ r = \frac{1}{2} \tilde{\alpha}^\mu D \wedge P_\mu \quad (\text{i.e., } \tilde{\nu}^\mu = 0). \quad (4.51) \]

In this case, the \( \beta \)-deformed background becomes 

\[
d s^2 = \eta_{\mu \nu} d x^\mu d x^\nu + 2 z^{-1} (a^0 d x^1 - a^1 d x^0) d z + [1 + 2 z^{-2} (a^1 x^0 - a^0 x^1)] d z^2 \]

\[
+ d s^2_{S^3} + d s^2_{T^4}, \quad e^{-2\Phi} = \frac{z^2 + a^\mu a_\mu + 2 a^1 x^0 - a^0 x^1}{z^2}, \quad (4.52) \]

\[ B_2 = \frac{d x^0 \wedge d x^1 + z^{-1} d z \wedge (a^0 d x^0 + a^1 d x^1)}{z^2 + a^\mu a_\mu + 2 (a^1 x^0 - a^0 x^1)} + \frac{1}{4} \cos \theta d \phi \wedge d \psi, \quad I = \alpha^\mu \partial_\mu, \]

and this is a solution of the GSE for arbitrary \( a^\mu \equiv \eta \tilde{\alpha}^\mu \). In this case, we can freely rescale the Killing vector \( I^m \) only when \( a^0 = \pm a^1 \).

### 4.3 “\( \beta \)-deformations” with generalized isometries

In the previous subsections, we have not considered the special conformal generators \( \hat{K}_\mu \). As in the case of \( \text{AdS}_5 \times \text{S}^5 \) background, if there is no \( B \)-field, we can obtain various solutions from \( \beta \)-deformations using \( \hat{K}_\mu \). However, in the \( \text{AdS}_3 \times \text{S}^3 \times \text{T}^4 \) background, we cannot naively use \( \hat{K}_\mu \) according to \( \mathcal{L}_{\hat{K}_\mu} B_2 \neq 0 \). Indeed, even for a simple Abelian \( r \)-matrix, such as \( r = \frac{1}{2} K_0 \wedge K_1 \) or \( r = \frac{1}{2} K_+ \wedge P_+ \), the \( \beta \)-deformed background does not satisfy the supergravity equations of motion. In this subsection, we explain how to utilize the special conformal generators, and obtain several solutions from (generalization of) \( \beta \)-deformations.

In the canonical section \( \tilde{\partial}^m = 0 \), if there exists a pair \((v^m, \tilde{v}_m)\) satisfying 

\[ \mathcal{L}_v g_{mn} = 0, \quad \mathcal{L}_v B_2 + d \tilde{v}_1 = 0, \quad \mathcal{L}_v \Phi = 0, \quad (4.53) \]

it means that the background admits a generalized Killing vector \((V^M) = (v^m, \tilde{v}_m)\) satisfying 

\[ \mathcal{L}_V \mathcal{H}_{MN} = 0, \quad \mathcal{L}_V d = 0. \quad (4.54) \]
Then, the equation (4.12) shows that there exist generalized Killing vectors $\hat{K}_\mu^M$ associated with the Killing vectors $\hat{K}_\mu^m$. Since a generalized vector of the form $V^M = \partial^M f(x)$, which we call a trivial Killing vector, is always a generalized Killing vector, there is ambiguity in the definition of the generalized Killing vector. Using the ambiguity, we can find a set of generalized Killing vectors $\hat{T}_i = (\hat{T}_i^M)$ that satisfy

$$\hat{L}_{\hat{T}_i} H_{MN} = \hat{L}_{\hat{T}_i} d = 0, \quad \hat{L}_{\hat{T}_i} \hat{T}_j^M + \hat{L}_{\hat{T}_j} \hat{T}_i^M = 0,$$

as well as the conformal algebra $\mathfrak{so}(2,2)$ by means of the C-bracket

$$[V, W]^C_M \equiv \frac{1}{2} (\hat{L}_V W - \hat{L}_W V)^M.$$

Note that, according the requirement $\hat{L}_{\hat{T}_i} \hat{T}_j^M + \hat{L}_{\hat{T}_j} \hat{T}_i^M = 0$, the C-bracket coincides with the D-bracket, $[V, W]^M_D \equiv \hat{L}_V W^M$. We can find the following set of generalized Killing vectors:

$$\hat{D} \equiv x^+ \partial_+ + x^- \partial_- + z \partial_z, \quad \hat{P}_+ \equiv \partial_+, \quad \hat{P}_- \equiv \partial_-,$$

$$\hat{M}_{+-} = x^+ \partial_+ - x^- \partial_- + z^{-1} \partial^z,$$

$$\hat{K}_+ = z^2 \partial_+ + 2 (x^-)^2 \partial_- + 2 x^- z \partial_z + 2 \partial^- - \frac{2x^-}{z} \partial^z,$$

$$\hat{K}_- = 2 (x^+)^2 \partial_+ + z^2 \partial_- + 2 x^+ z \partial_z - 2 \partial^+ + \frac{2x^+}{z} \partial^z,$$

which satisfy

$$\eta_{MN} \hat{K}^M_+ \hat{P}^N_+ = \pm 2, \quad \eta_{MN} \hat{D}^M \hat{M}^N_{+-} = 1, \quad \eta_{MN} \hat{T}_i^M \hat{T}_j^N = 0 \quad \text{(others)}.$$

If we could find generators $\hat{T}_i'$ which satisfy

$$\eta_{MN} \hat{T}_i'^M \hat{T}_j'^N = 0,$$

they are on a common $D$-dimensional section, and we can find a duality frame where the generalized Killing vectors take the form $(T_i'^M) = (T_i^m, 0)$. If it is possible, the generalized Killing vectors reduces to the usual Killing vector and we can consider the usual $\beta$-deformations in such duality frame. However, it seems unlikely to be the case in the AdS$_3 \times$S$^3 \times$T$^4$ background, and in the following, we employ the above set of generalized Killing vectors.

### 4.3.1 $r = \frac{1}{8} K_+ \wedge P_+$

Let us first consider an Abelian $r$-matrix $r = \frac{1}{8} K_+ \wedge P_+$ associated with the Abelian generalized isometries; $[K_+, P_+] = 0$. Since $\hat{K}_+$ has the dual components, it is not clear how to perform a
"β-deformation." We thus change the generalized coordinates such that the dual components disappear.

We here employ the simple coordinate transformation law by Hohm and Zwiebach \[101\]. Namely, under a generalized coordinate transformation \( x^M \rightarrow x'^M \), the generalized tensors are transformed as

\[
\mathcal{H}_{MN}(x') = \mathcal{F}_M^K(x',x) \mathcal{F}_N^L(x',x) \mathcal{H}_{KL}(x), \quad e^{-2\xi'(x')} = \left| \det \frac{\partial x^M}{\partial x^N} \right| e^{-2\xi(x')},
\]

\[
\mathcal{F}_M^N(x',x) \equiv \frac{1}{2} \left( \frac{\partial x'_M}{\partial x_P} \frac{\partial x^N}{\partial x'_P} + \frac{\partial x'_P}{\partial x_M} \frac{\partial x^N}{\partial x'_N} \right).
\]

We can easily check that a generalized coordinate transformation

\[
z' = \bar{z} + \frac{\ln x^-}{z}, \quad x'^M = x^M \quad \text{ (others),}
\]

indeed removes the dual components; \((K_+^M) = (\hat{K}^m, 0)\) and \((P^M_+) = (\hat{P}^m, 0)\). In fact, this transformation \(\mathcal{H}_{MN} = \mathcal{F}_M^K \mathcal{F}_N^L \mathcal{H}_{KL}\) with

\[
(\mathcal{F}_M^N) = \begin{pmatrix} 1_{10} & q_{mn} \\ 0 & 1_{10} \end{pmatrix}
\]

\(q_{-z} = -q_{z} = -\frac{1}{x^- z}\),

is precisely a \(B\)-field gauge transformation,

\[
B_2 \rightarrow B_2 - \frac{dx^- \wedge dz}{x^- z}.
\]

In the transformed background, the \(B\)-field is shifted

\[
ds^2 = -2 dx^+ dx^- + \frac{dz^2}{z^2} + ds_8^2 + ds_{T4}^2, \quad B_2 = \frac{dx^- \wedge (x^- dx^+ - z \, dz)}{x^- \, z^2} + \frac{1}{4} \cos \theta \, d\phi \wedge d\psi, \quad e^{-2\Phi} = 1,
\]

we can check the isometries

\[
\mathcal{L}_{K_+} g_{mn} = \mathcal{L}_{K_+} B_{mn} = \mathcal{L}_{K_+} \Phi = 0, \quad \mathcal{L}_{P_+} g_{mn} = \mathcal{L}_{P_+} B_{mn} = \mathcal{L}_{P_+} \Phi = 0.
\]

Then, we can perform the usual β-deformation associated with \( r = \frac{1}{8} K_+ \wedge P_+ \),

\[
ds^2 = \frac{-2 dx^+ dx^- + \eta \, dx^- (dx^- - 2 x^- z^{-1} \, dz)}{z^2 + \eta (x^-)^2} + \frac{dz^2}{z^2} + ds_8^2 + ds_{T4}^2, \quad B_2 = \frac{dx^- \wedge (x^- dx^+ - z \, dz)}{x^- \, [z^2 + \eta (x^-)^2]} + \frac{1}{4} \cos \theta \, d\phi \wedge d\psi, \quad e^{-2\Phi} = \frac{z^2 + \eta (x^-)^2}{z^2}.
\]

Finally, we go back to the original coordinates, \(\mathcal{H}_{MN} = (\mathcal{F}^{-1})_M^K (\mathcal{F}^{-1})_N^L \mathcal{H}_{KL}\), and obtain

\[
ds^2 = \frac{-2 dx^+ dx^- + \eta \, dx^- (dx^- - 2 x^- z^{-1} \, dz)}{z^2 + \eta (x^-)^2} + \frac{dz^2}{z^2} + ds_8^2 + ds_{T4}^2, \quad B_2 = \frac{dx^- \wedge dx^+ + \eta \, x^- z^{-1} dx^- \wedge dz}{z^2 + \eta (x^-)^2} + \frac{1}{4} \cos \theta \, d\phi \wedge d\psi, \quad e^{-2\Phi} = \frac{z^2 + \eta (x^-)^2}{z^2}.
\]

This is a new solution of the usual supergravity.
4.3.2 General procedure

In general, it is not easy to find a generalized coordinate transformation like \((4.61)\), which removes the dual components of the generalized Killing vectors. However, in fact, it is not necessary to find such a coordinate transformation. As it is clear from the above procedure, for an \(r\)-matrix, \(\mathcal{r} = \frac{1}{2} r^{ij} \mathcal{T}_i \wedge \mathcal{T}_j\), associated with the generalized Killing vectors, the previous deformation is simply a transformation

\[
\mathcal{H}_{MN} \rightarrow \mathcal{H}'_{MN} = h_M^K h_N^L \mathcal{H}_{KL}, \quad h_M^N \equiv \delta_M^N - 2 \eta r^{ij} \hat{T}_{iM} \hat{T}_j^N. \tag{4.68}
\]

Requiring the generalized Killing vectors \(\hat{T}_i\) contained in the \(r\)-matrix to be mutually orthogonal (i.e. \(\eta_{MN} \hat{T}_i^M \hat{T}_j^N = 0\)), we can easily see that the transformation matrix \(h_{MN}\) is an \(O(D,D)\) matrix. In general, this \(O(D,D)\) transformation is a combination of a \(\beta\)-transformation and diffeomorphisms, but in particular, when all of \(\hat{T}_i\) do not have the dual components, this \(h_{MN}\) reduces to the usual \(\beta\)-transformation matrix. We can easily check that the above solution \((4.67)\) can be obtained from the original background in the single step \((4.68)\).

When we consider a non-unimodular \(r\)-matrix, we suppose that the formula \((4.30)\) will be correct in a duality frame where \(\hat{T}_i\) take the form \((\hat{T}_i^m) = (\hat{T}_i^m, 0)\). Then, the deformed background will be a solution of modified DFT (mDFT) \([43]\) with

\[
\mathbf{X}^M = \hat{T}^M \equiv \begin{pmatrix} \hat{T}_m^m \\ \hat{T}_m \end{pmatrix} \equiv \eta r^{ij} [\hat{T}_i, \hat{T}_j]^M. \tag{4.69}
\]

In terms of the GSE, it is a solution with \(I^m = \hat{T}_m^m\) and \(Z_m = \partial_m \Phi + I^n B_{nm} + \hat{T}_m\).

4.3.3 \(r = \frac{1}{2} K_+ \wedge K_-\)

For an Abelian \(r\)-matrix \(r = \frac{1}{2} K_+ \wedge K_-\), we do not find a generalized coordinate system where dual components of both \(\hat{K}_+^M\) and \(\hat{K}_-^M\) vanish. However, from the general procedure \((4.68)\), we can easily obtain the deformed background

\[
d s^2 = -2 \, d x^+ d x^- + d z^2 + 2 \eta [2 (x^- d x^+ + x^+ d x^-) - (2 x^+ x^- + z^2) \frac{d x}{z}]^2 \\
+ d s_{S^3}^2 + d s_{S^4}^2, \quad e^{-2\Phi} = \frac{z^2 + 2 \eta (2 x^+ x^- - z^2)^2}{z^2}, \\
B_2 = \frac{d x^- \wedge d x^+ - 4 \eta (2 x^+ x^- - z^2) (d x^- \wedge d x^+ + (x^- d x^+ - x^+ d x^-) \wedge \frac{d x}{z})}{z^2 + 2 \eta (z^2 - 2 x^+ x^-)^2} \\
+ \frac{1}{4} \cos \theta \, d \phi \wedge d \psi. \tag{4.70}
\]

We can easily see that this is a solution of the usual supergravity.
4.3.4 \( r = \frac{1}{2} M_{+} \wedge K_{+} \) or \( r = \frac{1}{2} D \wedge K_{+} \)

Let us next consider a non-unimodular \( r \)-matrix \( r = \frac{1}{2} M_{+} \wedge K_{+} \), satisfying

\[
\mathcal{I} = \eta [M_{+}, K_{+}] = \eta K_{+}.
\]

In this case, the deformed background

\[
ds^{2} = -2 dx^{-} dx^{+} + dz^{2} - 2 \eta \frac{d z}{z} \left[ 2 x^{+} dx^{-} + 2 x^{-} dx^{+} - (2 x^{+} x^{-} + z^{2}) \frac{d z}{z} \right]
\]

\[
+ \left( z^{2} - 2 \eta x^{-} (2 x^{+} x^{-} - z^{2}) \right),
\]

\[
s_{3}^{2} + s_{4}^{2}, \hspace{1cm} e^{-2 \Phi} = \frac{z^{2} - 2 \eta x^{-} (2 x^{+} x^{-} - z^{2})}{z^{2}},
\]

\[
B_{2} = \frac{1}{4} \cos \theta d \phi \wedge d \psi
\]

\[
+ \left( 1 + 2 \eta x^{-} \right) dx^{-} \wedge dx^{+} - \eta \frac{d z}{z} \right],
\]

\[
\frac{d z}{z} \wedge d z
\]

satisfies the equations of motion of mDFT with \( X^{M} = \eta \hat{K}^{M}_{+} \).

Similarly to the example studied in section 4.2.2, we can freely rescale \( X^{M} \) as \( X^{M} \rightarrow \lambda X^{M} \) (\( \lambda \in \mathbb{R} \)), and in a particular case \( \lambda = 0 \), equation (4.72) can be regarded as a solution of the usual supergravity.

Interestingly, we can obtain the same background also by considering an \( r \)-matrix \( r = \frac{1}{2} D \wedge K_{+} \), satisfying \( \mathcal{I} = \eta [D, K_{+}] = -\eta K_{+} \). This also may be related to the degeneracy of \( (g \pm B)_{mn} \) in the AdS \(_{3} \times S^{3} \times T^{4} \) background.

4.3.5 Non-orthogonal case: \( r = \frac{1}{2} D \wedge M_{++} \)

Let us finally comment on an Abelian \( r \)-matrix \( r = \frac{1}{2} D \wedge M_{++} \), which is a generalized version of the example considered in section 4.1.3. In this case, the associated generalized Killing vectors \( \hat{D}^{M} \) and \( \hat{M}_{+}^{N} \) are not orthogonal to each other, \( \eta_{MN} \hat{D}^{M} \hat{M}_{+}^{N} \neq 0 \), and \( h_{MN} \) in (4.72) is not an O(10,10) matrix. Accordingly, the deformed background is not a solution of the usual supergravity. In order to reproduce the example of section 4.1.3 from the general procedure (4.68), we need to utilize trivial Killing vectors. Indeed, by introducing a trivial Killing vector, \( \tilde{N}^{M} \equiv \partial^{M} \ln z \), \( \hat{M}_{+}^{M} \equiv M_{+}^{M} - \tilde{N}^{M} \) takes the form \( \hat{M}_{+}^{M} = (M_{+}^{n}, 0) \), and the transformation matrix \( h_{M}^{N} \) associated with an \( r \)-matrix \( r = \frac{1}{2} D \wedge M_{++} \) is an O(10,10) matrix. The deformed background reproduces the same background obtained in section 4.1.3.

As this example indicates, the null condition \( c_{ij} \equiv \eta_{MN} \hat{T}^{M}_{i} \hat{T}^{N}_{j} = 0 \), is very important. Since a gauge transformation in DFT (i.e. generalized diffeomorphism) is a local O(D,D)
rotation, in order to realize the deformation $h_M^N$ as a gauge symmetry in DFT, $h_M^N$ should be an $O(D,D)$ matrix. This requirement is equivalent to a condition

$$r^{ik} c_{kl} r^{lj} \hat{T}_i^M \hat{T}_j^N = 0. \quad (4.73)$$

It is interesting to find a set of generalized Killing vectors $\hat{T}_i^M$ and an $r$-matrix (satisfying CYBE) that satisfy the above condition with $c_{ij} \neq 0$, but here we simply require $c_{ij} = 0$. Note that the same the null condition $c_{ij} = 0$ is known in the context of the non-Abelian $T$-duality. As it has been studied in [102][103], the null condition played an important role in gauging non-Abelian isometries.

### 4.3.6 Short summary

Let us summarize this subsection. Usually, we prepare a bi-vector $\hat{r} = \frac{1}{2} r^{ij} \hat{T}_i \wedge \hat{T}_j$ satisfying the homogeneous CYBE (or the Poisson condition)

$$[\hat{r}, \hat{r}]_S \equiv r^{ij} r^{kl} [\hat{T}_i, \hat{T}_k] \wedge T_j \wedge T_l = -r^{ij} r^{kl} f_{ikm} \hat{T}_m \wedge \hat{T}_j \wedge \hat{T}_l = 0, \quad (4.74)$$

where $[\cdot, \cdot]_S$ is the Schouten bracket, and perform a local $\beta$-transformation

$$h_M^N = \left( \begin{array}{cc} 1_{10} & 0_{10} \\ r^{mn}(x) & 1_{10} \end{array} \right), \quad r^{mn}(x) = -2 \eta r^{ij} \hat{T}_i^m \hat{T}_j^n. \quad (4.75)$$

In this subsection, in order to allow for the non-standard Killing vectors $\hat{K}_\mu$ satisfying (4.12), we have generalized the Killing vectors $\hat{T}_i$ into the generalized Killing vectors $\hat{T}_i$. The generalized Killing vectors $\hat{T}_i$ are defined such that their C-bracket satisfy the same commutation relations as those of $\hat{T}_i$. The homogeneous CYBE is generalized by replacing the usual Lie bracket with the C-bracket, and performing $O(D,D)$ transformations

$$h_M^N = \delta_M^N - 2 \eta r^{ij} \hat{T}_i^M \hat{T}_j^N, \quad (4.76)$$

we have obtained several new solutions of DFT. In particular, when all of the generalized Killing vectors $\hat{T}_i^M$ do not have the dual components, this generalized transformation reduces to the usual local $\beta$-transformations.

### 5 Conclusions

In this paper, we have shown that, after suitable field redefinitions, a homogeneous YB-deformed AdS$_5 \times S^5$ superstring action associated with bosonic isometries can be always
express as the usual GS superstring action up to quadratic order in fermions. The deformations were made only in the supergravity backgrounds and they were identified as local $\beta$-deformations. We have also found a DSM action that reproduces the GS type II superstring action up to quadratic order in fermions. After taking the diagonal gauge, the spacetime fermion is transformed as $\Theta_2 \rightarrow \Omega \Theta_2$ under $\beta$-transformations. We found an explicit form of $\Omega$ in terms of the $\beta$-transformation parameter and the NS–NS fields. Moreover, $\beta$-deformations of $H$-fluxed AdS backgrounds were also studied and various solutions are obtained. In several examples of non-unimodular deformations, we unexpectedly obtained solutions of the usual supergravity.

In this paper, we have mainly focused on the YB deformations of the $\text{AdS}_5 \times S^5$ superstring, but the equivalence between homogeneous YB deformations and local $\beta$-deformations will be shown also for other backgrounds. Indeed, if we observe the NS–NS part of the deformed action discussed in section 3.2.2, it is clear that we have not used specific properties of the $\text{psu}(2,2|4)$ algebra. At least when the $B$-field is absent, and the algebra $\mathfrak{g}$ admits a projection $P$ to the bosonic coset generators $P_a$ and $\kappa_{ab} \equiv \text{Str}(P_a P_b)$ is non-degenerate, the bosonic part of a coset YB sigma model associated with a skew-symmetric $R$-operator becomes

$$S_{(0)} \sim \int \, d^2 \sigma \, \sqrt{-\gamma} \, P_a^\beta \, \text{Str}[A_a \, P \circ O^{-1}(A_\beta)] \big|_{\theta=0} = \int \, d^2 \sigma \, \sqrt{-\gamma} \, P_a^\beta \, e_a^a \, e_b^b \, k_{+ab},$$  \hspace{1cm} (5.1)$$

where $P(A_\alpha) \equiv e_a^a \, P_a$, $R_g(P_a) \equiv \lambda_a^b \, P_b$, and $k_{+ab} \equiv [((\kappa^{-1} + \eta \kappa^{-1} \lambda)^{-1})_{ab}$. According to the skew-symmetry $\lambda^{ab} = -\lambda^{ba}$, the YB deformation

$$E^{mn} = G^{mn} \rightarrow E''^{mn} = G^{mn} + \eta \lambda^{ab} \, e^a_m \, e^b_n \, \kappa^{mn} \equiv e_a^m \, e_b^n \, \kappa_{ab},$$  \hspace{1cm} (5.2)$$

can be regarded as a (local) $\beta$-deformation. The YB deformations of $R$–$R$ fields are rather non-trivial, but we expect that the equivalence between YB deformations and local $\beta$-deformation will be shown in more general cases, as long as the $r$-matrix consists of bosonic generators.

In a general analysis performed in [22], the YB sigma model action associated with a general $r$-matrix satisfying the homogeneous (or modified) CYBE has been expressed in the standard form of the GS superstring to all order in fermions. When the $r$-matrix contains fermionic generators, we expect the deformation of the target space can be no longer regarded as a local $\beta$-deformation. It will be an interesting future direction to clarify what kind of deformations are made in such cases.

As we showed in section 4, all of the $\beta$-deformed $\text{AdS}_3 \times S^3 \times \text{T}^4$ backgrounds are solutions of (generalized) supergravity and string theory is well-defined in such backgrounds. In this

\footnote{See a recent paper [104] for a generalization of the “YB deformations” (or the open-closed string map) beyond the coset spaces.}
sense, the local $\beta$-deformations are certain duality transformations in string theory. It will be interesting future work to check the integrability of string sigma model on the $\beta$-deformed $\text{AdS}_3 \times S^3 \times T^4$ backgrounds obtained in this paper. It is also important to formulate the homogeneous YB deformations of type II superstring in $H$-fluxed background and show the equivalence to $\beta$-transformations.

In this paper, we obtained the $O(10,10)$-invariant DSM action for type II superstring. Although we considered only up to the quadratic order in fermionic variables, it is important to obtain the complete action. In fact, a $T$-duality manifest GS superstring action has been proposed also in $[66,67]$. In our approach, the R–R field strengths are contained in the $P$-$\bar{P}$ or $\bar{P}$-$P$ components of the generalized metric $\mathcal{M}_{MN}$, but also in the approach of $[66,67]$, they will appear in the “left-right” mixing terms. It is interesting future work to make the connection between the double-vielbein formalism and the approach of $[66,67]$ clearer, and obtain a $T$-duality manifest GS superstring action in arbitrary curved backgrounds. In the conventional GS superstring, from the requirement of the kappa invariance, the (generalized) supergravity equations of motion has been obtained $[40]$. By generalizing this analysis, it will be important to derive the type II DFT equations of motion from the $T$-duality manifest GS superstring action.

It is also important to formulate the DSM that manifests the symmetry of non-Abelian $T$-dualities. When the target space is a group manifold, such DSM has been formulated in $[105,106]$ and its symmetry is clearly discussed in $[107]$ (see also $[28,108]$ for relevant recent works). Its generalization to coset space will be important for a clearer understanding of YB deformations. In the usual DSM, the generalized vector $DX^M$ has the form

$$DX^M \equiv \begin{pmatrix} \frac{dX^m}{d\tilde{X}_m - A_m} \\ B_{mn} dX^n + g_{mn} \ast \gamma dX^n \end{pmatrix},$$

(5.3)

upon using the equations of motion. In order to keep the integrability of $dX^m$ after an $O(D,D)$ transformation

$$0 = d^2 X^{nm} = d\left(s_{mn} dX^n + r^{mn} B_{np} dX^p + r^{mn} g_{np} \ast \gamma dX^p\right),$$

(5.4)

we have to require the existence of a set of generalized Killing vectors $[109]$ $V^{(m)N} \equiv (r^{(m)n}, s_{n}^{(m)})$, $\hat{\mathcal{L}}_{V^{(m)}} \mathcal{H}_{MN} = 0$.

(5.5)

As discussed in $[109]$, in the case of $\beta$-transformations ($s_{mn} = \delta^m_n$ and $r^{mn} = -r^{nm}$), by requiring the set of generalized Killing vectors $V^{(m)}$ to form a closed algebra by means of the
C-bracket, the homogeneous CYBE for the bi-vector $[\hat{r}, \hat{r}]_S = 0 \ (\hat{r} \equiv \frac{1}{2} r^{mn} \partial_m \wedge \partial_n)$ is required. In the case of an Abelian $r$-matrix, we can find a coordinate system where all of the relevant Killing vectors $\hat{T}_i$ are constant vector, and the bi-vector $r^{mn} = -2 \eta^{ij} \hat{T}_i^m \hat{T}_j^n$ automatically satisfies the requirement (5.5) and we can perform the $\beta$-deformation without breaking the integrability. This is the usual constant $\beta$-shift in the presence of Abelian isometries, that can also realized as a TsT-transformation. In the case of non-Abelian $r$-matrices, since we cannot find a coordinate system where all of the Killing vectors $\hat{T}_i$ are constant vectors, the requirement (5.5) is too restrictive. It will be interesting future work to relax the requirement (5.5) by reformulating the DSM that manifests the symmetry of non-Abelian isometries.
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A Conventions and Formulas

Differential form and curvature

The antisymmetrization is defined as

$$A_{[m_1 \ldots m_n]} \equiv \frac{1}{n!} \left( A_{m_1 \ldots m_n} \pm \text{permutations} \right). \quad (A.1)$$

For conventions of differential forms, we use

$$\varepsilon^{01} = \frac{1}{\sqrt{-\gamma}}, \quad \varepsilon_{01} = -\sqrt{-\gamma}, \quad d^2 \sigma = d\tau \wedge d\sigma,$$

$$(*_{\gamma} \alpha_q)_{\bar{a}_1 \ldots \bar{a}_{p+1-q}} = \frac{1}{q!} \varepsilon^{\bar{a}_1 \ldots \bar{a}_q} \alpha_{\bar{a}_1 \ldots \bar{a}_{p+1-q}} \alpha_{\bar{a}_1 \ldots \bar{a}_q},$$

$$(*_{\gamma} (d\sigma^{\bar{a}_1} \wedge \cdots \wedge d\sigma^{\bar{a}_q})) = \frac{1}{(p+1-q)!} \varepsilon^{\bar{a}_1 \ldots \bar{a}_q} \alpha_{\bar{a}_1 \ldots \bar{a}_{p+1-q}} d\sigma^{\bar{a}_1} \wedge \cdots \wedge d\sigma^{\bar{a}_{p+1-q}}. \quad (A.2)$$
on string worldsheet while in the spacetime, we define
\[\varepsilon^{1\ldots D} = -\frac{1}{\sqrt{-g}}, \quad \varepsilon_{1\ldots D} = \sqrt{-g}, \quad \varepsilon^{1\ldots D} = -1, \quad \varepsilon_{1\ldots D} = 1,\]
\[(\ast \alpha_q)_{m_1\ldots m_{p+1}q} = \frac{1}{q!} \varepsilon^{n_1\ldots n_q m_1\ldots m_{p+1}q} \alpha_{n_1\ldots n_q}, \quad \ast \ast = \frac{1}{(p+1-q)!} \varepsilon^{n_1\ldots n_q m_1\ldots m_{p+1}q} dx^{n_1} \wedge \cdots \wedge dx^{n_{p+1-q}},\]
\[\ast (d\sigma^{m_1} \wedge \cdots \wedge d\sigma^{m_q}) = \frac{1}{(n-1)!} \varepsilon^{n_1\ldots n_q m_1\ldots m_{p+1}q} dx^{m_1} \wedge \cdots \wedge dx^{m_{n-1}}.\]

The spin connection is defined as
\[\omega^a_{\,bc} \equiv \frac{2}{\varepsilon} e^a_{[a} \partial_{[b} e^b_{c]} - e^a_{[a} e^b_{[c]} \partial_{[b} e^c_{]_]} e_{mc},\]
which satisfies
\[de^a + \omega^a_{\,b} \wedge e^b = 0,\]
where \(e^a \equiv e^a_m \, dx^m\) and \(\omega^a_{\,b} \equiv \omega^a_m \, dx^m\). The Riemann curvature tensor is defined as
\[R^a_{\,bcd} \equiv \frac{1}{2} R^a_{\,bcd} e^c \wedge e^d \equiv \omega^a_{\,b} \wedge \omega^b_{\,c} \wedge \omega^c_{\,d}, \quad R^a_{\,bcd} = e^a_m e^b_n e^c_p e^d_q R^m_{\,npq} = 0.\]

(Generalized) supergravity

Our conventions for the type II GSE [39][40][43][45] are as follows:
\[R_{mn} - \frac{1}{4} H_{mpq} H_n^{pq} + 2 D_m \partial_n \Phi + D_m U_n + D_n U_m = T_{mn},\]
\[R + 4 D^m \partial_n \Phi - 4 |\partial \Phi|^2 - \frac{1}{2} |H_3|^2 - 4 \left(I^m I_m + U^m U_m + 2 U^m \partial_m \Phi - D_m U^m\right) = 0,\]
\[-\frac{1}{2} D^k H_{kmn} + \partial_k \Phi H^k_{\,mn} + U^k H_{kmn} + D_m I_n - D_n I_m = K_{mn},\]
\[\ast \ast \ast = \frac{1}{2} \sum_p \frac{1}{(p-1)!} \hat{c}^{k_1\cdots k_{p-1} k_p} \tilde{F}^{k_1\cdots k_{p-1} k_p} - \frac{1}{2} g_{mn} |\hat{F}_p|^2,\]
\[K_{mn} \equiv \frac{1}{4} e^{2\Phi} \sum_p \frac{1}{(p-1)!} \hat{F}^{k_1\cdots k_{p-2} k_p} \hat{F}^{k_1\cdots k_{p-2} k_p} - \frac{1}{2} g_{mn} |\hat{F}_p|^2,\]
\[\hat{F}_n \equiv d\hat{C}_{n-1} + H_3 \wedge \hat{C}_{n-3} - \iota_l B_2 \wedge \hat{C}_{n-3} - \iota_l \hat{C}_{n+1}.\]
The Killing vector $I = I^m \partial_m$ is defined to satisfy

$$\mathcal{L}_I g_{mn} = 0, \quad \mathcal{L}_I B_2 + d(U - \iota_I B_2) = 0, \quad \mathcal{L}_I \Phi = 0, \quad I^m U_m = 0. \quad (A.9)$$

When $I = 0$, the GSE reduce to the usual supergravity equations of motion.

When we describe the GSE as a special case of the modified DFT [43], the Killing vector $I^m$ and $U_m$ are packaged into a null generalized Killing vector

$$X^M \equiv \left( \begin{array}{c} I^m \\ U_m - I^n B_{nm} \end{array} \right), \quad \hat{\mathcal{L}}_X \mathcal{H}_{MN} = 0, \quad \hat{\mathcal{L}}_X d = 0, \quad \eta_{MN} X^M X^N = 0. \quad (A.10)$$

In a particular gauge $U_m = I^n B_{nm}$ (see [45] for the details), the dual components of $X^M$ vanish. We also define a generalized null vector

$$Y^M \equiv \mathcal{H}^M_N X^N = \left( \begin{array}{c} U^m \\ I_m - U^n B_{nm} \end{array} \right), \quad \eta_{MN} Y^M Y^N = 0. \quad (A.11)$$

As shown in [22], a YB deformed AdS$_5 \times S^5$ background associated with a non-unimodular $r$-matrix is a solution of the GSE. From various examples, we experimentally know that the Killing vector $I^m$ in the deformed background takes the form

$$I^m = \eta r^{ij} f_{ij}^k \hat{T}_k^m. \quad (A.12)$$

Here, we derive the experimental formula for YB deformed AdS$_5 \times S^5$ backgrounds. In the case of the AdS$_5 \times S^5$ backgrounds, a general formula for $I$ was obtained in [22], and by neglecting contributions from fermionic generators, a simple expression

$$I = -\frac{n}{2} \kappa^{ij} \frac{k}{k!} \kappa_{ij} \left( e^a_+ + e^a_- \right) \text{Str} \left( \left[ T_i, R(T_j) \right] g \mathbf{P}_a g^{-1} \right)$$

$$\equiv \eta r^{ij} f_{ij}^k \left[ \text{Ad}_{g^{-1}} \right]_k \left[ \text{Ad}_{g^{-1}} \right]_b \left( k_{-b}^a e'_a \equiv I^a e'_a \right), \quad (A.13)$$

was given in a quite recent paper [41]. This expression becomes

$$I = -\frac{n}{2} \kappa^{ij} \frac{k}{k!} \kappa_{ij} \left( e^a_+ + e^a_- \right) \text{Str} \left( \left[ T_i, T_j \right] g \mathbf{P}_a g^{-1} \right)$$

$$= \eta r^{ij} f_{ij}^k \left[ \text{Ad}_{g^{-1}} \right]_k \left[ \text{Ad}_{g^{-1}} \right]_b \left( k_{-b}^a e'_a \equiv I^a e'_a \right), \quad (A.14)$$

where we have used

$$\left[ \text{Ad}_{g} \right]_a \left[ \text{Ad}_{g} \right]_b = \text{Str} \left( g \mathbf{P}_a g^{-1} T_i \right) = \	ext{Str} \left( \mathbf{P}_a g^{-1} T_i g \right) = \left[ \text{Ad}_{g^{-1}} \right]_i \eta_{ca},$$

$$e_+^a + e_-^a = \left( k_-^1 k_-^1 \right) b^a e^b + e^b = \left( 2 - k_-^1 \right) k_-^1 b^a e^b + e^b = 2 k_-^1 b^a e^b = 2 k_-^1 b^a e^b. \quad (A.15)$$
Then, the curved components become

\[ I^m = I^a \epsilon^m_a = I^a (k^{-1})_a^b e_b^m = \eta r^{ij} f^{k}_{ij} [A_{d-1}]_k^b e_b^m = \eta r^{ij} f^{k}_{ij} \tilde{T}_k^m, \]  

(A.16)

and the formula (4.31) is reproduced. Here, it is noted that, although the right-hand side of (A.16) is expressed by using the Killing vectors \( \tilde{T}_k^m \) on the undeformed background, the Killing vector \( I^m \) on the left-hand side should be understood as a vector field defined on the YB-deformed AdS\(_5 \times S^5 \) background. Note also that if we use an identity \( r_{ijk} f^{ij} k = \frac{1}{2} r^{kj} f^{i}_{ij} \) (see (5.5) of [22]), we can also express \( I^m \) in terms of the trace of the structure constant \( \tilde{A}_{d-1} g^{-1} k \).  

\[ I^m = \frac{\eta}{2} r^{ij} f_{kj}^i \tilde{T}_k^m. \]  

(A.17)

Formulas for gamma matrices and spinors

Products of antisymmetrized \( 32 \times 32 \) gamma matrices satisfy

\[ \Gamma^{a_1 \cdots a_p} \Gamma^{b_1 \cdots b_q} = \sum_{r=|p-q|}^{p+q} \frac{(-1)^{n-1}}{(u! v! w!)} \eta^{a_1 c_1} \cdots \eta^{a_n c_n} \delta^a_{b_1} \cdots \delta^a_{b_n} \Gamma^{c_1 \cdots c_n |b_{u+1} \cdots b_q} \]  

(A.18)

where the under-barred indices are totally antisymmetrized and the integer \( r \) takes values

\[ r = |p - q|, \ |p - q| + 2, \ \ldots, \ p + q - 2, \ p + q, \]  

(A.19)

and \( u, v \) and \( w \) are non-negative integers. As particular cases, we obtain

\[ \Gamma^{a_1 \cdots a_n} \Gamma^b = \Gamma^{a_1 \cdots a_n b} + n \Gamma^{a_1 \cdots a_{n-1} \eta^{a_n b}}. \]  

(A.20)

\[ \Gamma^a \Gamma^{b_1 \cdots b_n} = \Gamma^{a b_1 \cdots b_n} + n \eta^{a [b_1 \Gamma^{b_2 \cdots b_n]}. \]  

(A.21)

Arbitrary 32-component Majorana spinors \( \Theta \) and \( \Psi \) satisfy

\[ \bar{\Theta} \Gamma^{a_1 a_2 \cdots a_n} \Psi = (-1)^{\frac{n(n+1)}{2}} \Psi \Gamma^{a_1 a_2 \cdots a_n} \Theta, \]  

(A.22)

\[ \bar{\Theta} \Gamma^{a_1 \cdots a_n} \Psi = 0 \quad (n = 1, 2, 5, 6, 9, 10). \]  

(A.23)

---

16Here, indices \( i, j, k \) are restricted to a subalgebra of \( \mathfrak{so}(2, 4) \times \mathfrak{so}(6) \) such that the \( r \)-matrix is invertible (see [22] for more details). Accordingly, the indices in (A.17) are also limited to the subalgebra.

17As shown in [24]–[28], YB deformations can be also realized as non-Abelian \( T \)-dualities. In this context, a relation between the trace of the structure constant \( f_{ki}^k \) and the Killing vector \( I^m \) was noted in [24] (see also [26]). This relation was further clarified in [27] and a simple expression \( I^i = f_{ki}^k \) was obtained in [42].
For spinors with a definite chirality, $\Gamma_{11} \Psi_\pm = \pm \Psi_\pm$ and $\Gamma_{11} \Theta_\pm = \pm \Theta_\pm$, we have

\[
\bar{\Theta}_+ \Gamma_{a_1 a_2 \cdots a_n} \Psi_\pm = \begin{cases} 
( -1 )^{\frac{n(n+1)}{2}} \bar{\Psi}_\pm \Gamma_{a_1 a_2 \cdots a_n} \Theta_+ & \text{for } n: \text{odd/even} \\
0 & \text{for } n: \text{even/odd}
\end{cases}, 
\]

\[ \bar{\Theta}_- \Gamma_{a_1 a_2 \cdots a_n} \Psi_\pm = \begin{cases} 
( -1 )^{\frac{n(n+1)}{2}} \bar{\Psi}_\pm \Gamma_{a_1 a_2 \cdots a_n} \Theta_- & \text{for } n: \text{odd} \\
0 & \text{for } n: \text{even/odd}
\end{cases}, \tag{A.24}
\]

\[
\bar{\Theta}_+ \Gamma_{b_1} \Gamma_{a_1 a_2 \cdots a_n} \Gamma_{b_2} \Psi_\pm = \begin{cases} 
( -1 )^{\frac{n(n+1)}{2}} \bar{\Psi}_\pm \Gamma_{b_2} \Gamma_{a_1 a_2 \cdots a_n} \Gamma_{b_1} \Theta_+ & \text{for } n: \text{odd/even} \\
0 & \text{for } n: \text{even/odd}
\end{cases}, 
\]

\[ \bar{\Theta}_- \Gamma_{b_1} \Gamma_{a_1 a_2 \cdots a_n} \Gamma_{b_2} \Psi_\pm = \begin{cases} 
( -1 )^{\frac{n(n+1)}{2}} \bar{\Psi}_\pm \Gamma_{b_2} \Gamma_{a_1 a_2 \cdots a_n} \Gamma_{b_1} \Theta_- & \text{for } n: \text{odd/even} \\
0 & \text{for } n: \text{even/odd}
\end{cases}. \tag{A.25}
\]

\section{psu(2, 2|4) algebra}

In this appendix, we collect our conventions and useful formulas on the psu(2, 2|4) algebra (see for example [110] for more details).

\subsection{Matrix realization}

\textbf{8 × 8 supermatrix representation}

The super Lie algebra su(2, 2|4) can be realized by using 8 × 8 supermatrices $\mathcal{M}$ satisfying $\text{Str}\mathcal{M} = 0$ and the reality condition

\[ \mathcal{M}^\dagger H + H \mathcal{M} = 0, \quad \mathcal{M} = \begin{pmatrix} A & B \\ C & D \end{pmatrix}, \tag{B.1} \]

where $\text{Str}\mathcal{M} \equiv \text{Tr}A - \text{Tr}D$ and the hermitian matrix $H$ is defined as

\[ H = \begin{pmatrix} \Sigma & 0_4 \\ 0_4 & 1_4 \end{pmatrix}, \quad \Sigma = \begin{pmatrix} 0_2 & -i \sigma_3 \\ i \sigma_3 & 0_2 \end{pmatrix} = \sigma_2 \otimes \sigma_3. \tag{B.2} \]

A trivial element satisfying the above requirement is the $u(1)$ generator

\[ Z = i \begin{pmatrix} 1_4 & 0_4 \\ 0_4 & 1_4 \end{pmatrix}, \tag{B.3} \]

and the psu(2, 2|4) is defined as the quotient $\text{su}(2, 2|4)/u(1)$.
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The $\mathfrak{psu}(2,2|4)$ has an automorphism $\Omega$ defined as

$$\Omega(\mathcal{M}) = -\mathcal{K} \mathcal{M}^{st} \mathcal{K}^{-1}, \quad \mathcal{K} = \begin{pmatrix} K & 0_4 \\ 0_4 & K \end{pmatrix},$$

where $K$ is a $4 \times 4$ matrix

$$K \equiv \begin{pmatrix} 0 & -1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \\ 0 & 0 & 1 & 0 \end{pmatrix}, \quad K^{-1} = -K,$$

and $\mathcal{M}^{st}$ represents the supertranspose of $\mathcal{M}$ defined as

$$\mathcal{M}^{st} = \begin{pmatrix} A^T & -C^T \\ B^T & D^T \end{pmatrix}.$$

By using the automorphism $\Omega$ (of order four), we decompose $\mathfrak{g} = \mathfrak{psu}(2,2|4)$ as

$$\mathfrak{g} = \mathfrak{g}^{(0)} \oplus \mathfrak{g}^{(1)} \oplus \mathfrak{g}^{(2)} \oplus \mathfrak{g}^{(3)},$$

where $\Omega(\mathfrak{g}^{(k)}) = i^k \mathfrak{g}^{(k)}$ ($k = 0, 1, 2, 3$) and the projector to each vector space $\mathfrak{g}^{(k)}$ can be expressed as

$$P^{(k)}(\mathcal{M}) \equiv \frac{1}{4} \left[ \mathcal{M} + i^3 k \Omega(\mathcal{M}) + i^{2k} \Omega^2(\mathcal{M}) + i^k \Omega^3(\mathcal{M}) \right].$$

Bosonic generators

The bosonic generators of $\mathfrak{psu}(2,2|4)$ algebra, $P_a$ and $J_{ab}$, can be represented by the following $8 \times 8$ supermatrices:

$$\{P_a\} = \{P_a, P_a\}, \quad \{J_{\hat{a}\hat{b}}\} = \{J_{\hat{a}\hat{b}}, J_{\hat{a}\hat{b}}\},$$

$$P_a = \begin{pmatrix} \frac{1}{2} \gamma_a & 0_4 \\ 0_4 & 0_4 \end{pmatrix}, \quad J_{\hat{a}\hat{b}} = \begin{pmatrix} -\frac{1}{2} \gamma_{\hat{a}\hat{b}} & 0_4 \\ 0_4 & 0_4 \end{pmatrix} \quad (\hat{a}, \hat{b} = 0, \ldots, 4),$$

$$P_a = \begin{pmatrix} 0_4 & 0_4 \\ 0_4 & -\frac{1}{2} \gamma_a \end{pmatrix}, \quad J_{\hat{a}\hat{b}} = \begin{pmatrix} 0_4 & 0_4 \\ 0_4 & -\frac{1}{2} \gamma_{\hat{a}\hat{b}} \end{pmatrix} \quad (\hat{a}, \hat{b} = 5, \ldots, 9).$$
where we defined $4 \times 4$ matrices $\gamma_a \equiv (\gamma_{\alpha^i})$ ($i, \bar{j} = 1, \ldots, 4$) and $\gamma_a \equiv (\gamma_{\alpha^i})$ ($i, \bar{j} = 1, \ldots, 4$)

$$\{\gamma_a\} \equiv \{\bar{\gamma}_0, \bar{\gamma}_1, \bar{\gamma}_2, \bar{\gamma}_3, \bar{\gamma}_5\}, \quad \{\gamma_a\} \equiv \{-\bar{\gamma}_4, -\bar{\gamma}_1, -\bar{\gamma}_2, -\bar{\gamma}_3, -\bar{\gamma}_5\}, \quad (B.10)$$

$$\bar{\gamma}_1 = \begin{pmatrix} 0 & 0 & 0 & -1 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ -1 & 0 & 0 & 0 \end{pmatrix}, \quad \bar{\gamma}_2 = \begin{pmatrix} 0 & 0 & 0 & i \\ 0 & 0 & i & 0 \\ 0 & -i & 0 & 0 \\ -i & 0 & 0 & 0 \end{pmatrix}, \quad \bar{\gamma}_3 = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix}, \quad (B.11)$$

$$\bar{\gamma}_0 = -i \bar{\gamma}_4 = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1 \\ -1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix}, \quad \bar{\gamma}_5 = i \bar{\gamma}_1 \bar{\gamma}_2 \bar{\gamma}_3 \bar{\gamma}_0 = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix},$$

and their antisymmetrizations $\gamma_{\alpha^i} \equiv \gamma_{\alpha^i} \gamma_{\beta^j}$ and $\gamma_{\alpha^i} \equiv \gamma_{\alpha^i} \gamma_{\beta^j}$. Here, $\gamma_\mu$ ($\mu = 0, \ldots, 3$) and $(\gamma_a) \equiv (\gamma_{\alpha^i}, \gamma_{\beta^j})$ satisfy

$$\{\bar{\gamma}_\mu, \bar{\gamma}_\nu\} = 2 \eta_{\mu\nu}, \quad (\eta_{\mu\nu}) \equiv \text{diag}(-1, 1, 1, 1), \quad (\gamma_a)^\dagger = K \gamma_a K^{-1}.$$  \hspace{1cm} (B.12)

The conformal basis, $\{P_\mu, M_{\mu\nu}, K_\mu\}$, of a bosonic subalgebra $\mathfrak{su}(2, 2) \cong \mathfrak{so}(2, 4)$ that corresponds to the AdS isometries, can be constructed from $P_a$ and $J_{\bar{a}b}$ as

$$P_\mu \equiv P_\mu + J_{\bar{a}4}, \quad K_\mu \equiv P_\mu - J_{\bar{a}4}, \quad M_{\mu\nu} \equiv J_{\mu\nu}, \quad D \equiv P_4,$$  \hspace{1cm} (B.13)

where $P_\mu, M_{\mu\nu}, K_\mu$ represent the translation generators, the Lorentz generators, and the special conformal generators, respectively. On the other hand, a bosonic subalgebra $\mathfrak{su}(4) \cong \mathfrak{so}(6)$ that corresponds to the isometries of $S^5$ are generated by $P_a$ and $J_{\bar{a}b}$. We choose the Cartan generators of $\mathfrak{su}(4)$ as follows

$$h_1 \equiv J_{57}, \quad h_2 \equiv J_{68}, \quad h_3 \equiv P_9.$$  \hspace{1cm} (B.14)

For later convenience, let us also define $16 \times 16$ matrices $\gamma_a, \bar{\gamma}_a$, and $\gamma_{\alpha^i}$ as

$$(\gamma_a) \equiv (\bar{\gamma}_a, \gamma_a) = (\gamma_a \otimes 1_4, 1_4 \otimes \gamma_a),$$

$$(\bar{\gamma}_a) \equiv (\bar{\gamma}_a, \gamma_a) = (\gamma_a \otimes 1_4, 1_4 \otimes i \gamma_a),$$

$$(\gamma_{\alpha^i}) \equiv (\gamma_{\alpha^i}, \gamma_{\alpha^i}) = (\gamma_{\alpha^i} \otimes 1_4, 1_4 \otimes \gamma_{\alpha^i}),$$

which satisfy

$$(\gamma_a)^\dagger = \gamma_0 \gamma_a \gamma_0, \quad (\gamma_a)^\dagger = -\gamma_0 \gamma_a \gamma_0, \quad (\gamma_a)^\dagger = (K \otimes K)^{-1} \gamma_a (K \otimes K),$$

$$(\bar{\gamma}_a)^\dagger = \gamma_0 \bar{\gamma}_a \gamma_0, \quad (\bar{\gamma}_a)^\dagger = (K \otimes K)^{-1} \bar{\gamma}_a (K \otimes K),$$

$$\{\gamma_{\alpha^i}, \gamma_{\beta^j}\} = 2 \eta_{\alpha^i\beta^j}, \quad \{\bar{\gamma}_{\alpha^i}, \bar{\gamma}_{\beta^j}\} = 2 \eta_{\alpha^i\beta^j}, \quad \{\bar{\gamma}_{\alpha^i}, \gamma_{\beta^j}\} = -2 \delta_{\alpha^i\beta^j},$$  \hspace{1cm} (B.16)
We can easily see $\gamma_{ab} = \gamma_{[a} \gamma_{b]}$ and $\gamma_{\dot{a}\dot{b}} = \gamma_{[\dot{a}} \gamma_{\dot{b}]}$. If we also define $\dot{\gamma}_{\dot{a}\dot{b}} = \dot{\gamma}_{[\dot{a}} \dot{\gamma}_{\dot{b}]}$ and $\dot{\gamma}_{\dot{a}\dot{b}} = \dot{\gamma}_{[\dot{a}} \dot{\gamma}_{\dot{b}]}$, they satisfy

$$\dot{\gamma}_{ab} = -\frac{1}{2} R_{ab}^{\phantom{ab}cd} \gamma_{cd},$$

(B.17)

where $R_{ab}^{\phantom{ab}cd}$ are the tangent components of Riemann tensor in $\text{AdS}_5 \times S^5$, whose non-vanishing components are

$$R_{\dot{a}\dot{b}}^{\phantom{\dot{a}\dot{b}}cd} = -2 \delta_{[\dot{a}}^{[\dot{c}} \delta_{\dot{b}]}^{\dot{d}],} \quad R_{\dot{a}\dot{b}}^{\phantom{\dot{a}\dot{b}}cd} = 2 \delta_{[\dot{a}}^{[\dot{i}} \delta_{\dot{b}]}^{\dot{j}].}$$

(B.18)

**Fermionic generators**

The fermionic generators $(Q^I)^{\dot{a}\dot{a}}$ $(\dot{a}, \dot{a} = 1, \ldots, 4)$ are given by

$$(Q^1)^{\dot{a}\dot{a}} = \begin{pmatrix} 0_4 & i \delta_{\dot{a}}^{\dot{i}} K^{\dot{j}\dot{a}} \\ -\delta_{\dot{i}}^{\dot{a}} K^{\dot{a}\dot{j}} & 0_4 \end{pmatrix}, \quad (Q^2)^{\dot{a}\dot{a}} = \begin{pmatrix} 0_4 & -\delta_{\dot{a}}^{\dot{i}} K^{\dot{j}\dot{a}} \\ i \delta_{\dot{i}}^{\dot{a}} K^{\dot{a}\dot{j}} & 0_4 \end{pmatrix}.$$  

(B.19)

As discussed in [74], these matrices do not satisfy the reality condition (B.1) but rather their redefinitions $Q^I$ do. The choice, $Q^I$, or $Q^I$, is a matter of convention, and we here employ $Q^I$ by following [74]. We also introduce Grassmann-odd coordinates $\theta_I \equiv (\theta_{\dot{a}\dot{a}})_I$ which are 16-component Majorana–Weyl spinors satisfying

$$(Q^I \theta_I)^\dagger H + H (Q^I \theta_I) = 0.$$  

(B.20)

Since the matrices $Q^I$ satisfy

$$(Q^I)^\dagger_{\dot{a}\dot{a}} = -i K_{\dot{a}\dot{b}}^{-1} (Q^{l'})_{\dot{a}\dot{b}} K_{\dot{b}\dot{a}}^{-1}, \quad H (Q^I)^{\dot{a}\dot{a}} H^{-1} = i (\gamma^0)_{\dot{a}}^{\dot{a}} (Q^I)^{\dot{a}\dot{a}},$$

(B.21)

the condition (B.20) is equivalent to the Majorana condition

$$\bar{\theta}_I \equiv \theta_I^\dagger \gamma^0 = \theta_I^\dagger (K \otimes K),$$

(B.22)

or more explicitly,

$$\bar{\theta}_I^{\dot{a}\dot{a}} = \theta_I^{\dagger \dot{b}} K^{\dot{b}\dot{a}} K^{\dot{a}\dot{b}}.$$  

(B.23)
Commutation relations

The generators of $\mathfrak{su}(2, 2|4)$ algebra, $P_a$, $J_{ab}$, $Q^I$, and $Z$ satisfy the following commutation relations:

$$[P_a, P_b] = \frac{1}{2} R_{ab}^{\; \; cd} J_{cd}, \quad [J_{ab}, P_c] = \eta_{ca} P_b - \eta_{cb} P_a,$$

$$[J_{ab}, J_{cd}] = \eta_{ac} J_{bd} - \eta_{ad} J_{bc} - \eta_{bc} J_{ad} + \eta_{bd} J_{ac},$$

$$[Q^I \theta_I, P_a] = i \epsilon^{IJ} Q^J \gamma_\mu \theta_I, \quad [Q^I \theta_I, J_{ab}] = \frac{1}{2} \delta^{IJ} Q^J \gamma_{ab} \theta_J,$$

$$[Q^I \theta_I, Q^J \psi_J] = -i \delta^{IJ} \bar{\theta}_I \gamma^a \psi_J P_a - \frac{1}{4} \epsilon^{IJ} \bar{\theta}_I \gamma_{ab} \psi_J R_{ab}^{\; \; cd} J_{cd} - \frac{1}{2} \delta^{IJ} \bar{\theta}_I \psi_J Z,$$

and the $\mathfrak{psu}(2, 2|4)$ algebra is obtained by dropping the last term proportional to $Z$.

On the other hand, the bosonic generators $\{P_\mu, M_{\mu\nu}, D, K_\mu\}$ satisfy the $\mathfrak{so}(2, 4)$ algebra,

$$[P_\mu, K_\nu] = 2 (\eta_{\mu\nu} D - M_{\mu\nu}), \quad [D, P_\mu] = P_\mu, \quad [D, K_\mu] = -K_\mu,$$

$$[M_{\mu\nu}, P_\rho] = \eta_{\mu\nu} P_\rho - \eta_{\rho\nu} P_\mu, \quad [M_{\mu\nu}, K_\rho] = \eta_{\mu\nu} K_\rho - \eta_{\rho\nu} K_\mu,$$

$$[M_{\mu\nu}, M_{\rho\sigma}] = \eta_{\mu\nu} M_{\rho\sigma} - \eta_{\mu\sigma} M_{\rho\nu} - \eta_{\rho\nu} M_{\mu\sigma} + \eta_{\rho\sigma} M_{\mu\nu}.$$

Supertrace and Projections

For generators of the $\mathfrak{psu}(2, 2|4)$ algebra, the supertrace become

$$\text{Str}(P_a P_b) = \eta_{ab}, \quad \text{Str}(J_{ab} J_{cd}) = R_{abcd},$$

$$\text{Str}(Q^I \theta_I Q^J \lambda_J) = -2 \epsilon^{IJ} \bar{\theta}_I \lambda_J,$$

where $R_{abcd} \equiv R_{ab}^{\; \; ef} \eta_{ec} \eta_{df}$ and

$$\eta_{ab} \equiv \begin{pmatrix} \eta_{ab} & 0 \\ 0 & \eta_{ab} \end{pmatrix}, \quad \eta_{\bar{a}\bar{b}} \equiv \text{diag}(-1, 1, 1, 1, 1), \quad \eta_{\bar{a}\bar{b}} \equiv \text{diag}(1, 1, 1, 1).$$

Each $\mathbb{Z}_4$-component $g^{(i)}$ is spanned by the following generators:

$$g^{(0)} = \text{span}_R \{J_{ab}\}, \quad g^{(1)} = \text{span}_R \{Q^I\}, \quad g^{(2)} = \text{span}_R \{P_a\}, \quad g^{(3)} = \text{span}_R \{Q^2\}.$$

Then, from the definition of $d_\pm$ (3.5),

$$d_\pm \equiv P^{(1)} + 2 P^{(2)} \pm P^{(3)},$$

we obtain

$$d_\pm(P_a) = 2 P_a, \quad d_\pm(J_{ab}) = 0, \quad d_\pm(Q^I) = \mp \sigma_3^{IJ} Q^J.$$
B.2 Connection to ten-dimensional quantities

By using the $16 \times 16$ matrices $\gamma_a$ defined in (B.15), the $32 \times 32$ gamma matrices $(\Gamma_a)^{\alpha\beta}$ are realized as

$$(\Gamma_a) \equiv (\Gamma_a, \Gamma_{\dot{a}}) \equiv (\sigma_1 \otimes \gamma_a, \sigma_2 \otimes \gamma_{\dot{a}}) .$$

We can also realize the charge conjugation matrix as

$$C = i \sigma_2 \otimes K \otimes K .$$

The 32-component Majorana–Weyl fermions $\Theta_I$ expressed as

$$\Theta_I = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \otimes \theta_I ,$$

which satisfies the chiral conditions

$$\Gamma^{11} \Theta_I = \Theta_I .$$

The Majorana condition is given by

$$\bar{\Theta}_I = \bar{\Theta}_I^T C = \begin{pmatrix} 0 & 1 \end{pmatrix} \otimes \bar{\theta}_I .$$

This decomposition leads to the following relations between 32- and 8-component fermions:

$$\bar{\theta}_I \gamma_a \theta_J = \bar{\Theta}_I \Gamma_a \Theta_J ,$$

$$\bar{\theta}_I \gamma_a \gamma_b \theta_J = -i \bar{\Theta}_I \Gamma_a \Gamma_{01234} \Gamma_b \Theta_J = i \bar{\Theta}_I \Gamma_a \Gamma_{56789} \Gamma_b \Theta_J ,$$

$$i \sigma_1 \otimes \mathbf{1}_4 \otimes \mathbf{1}_4 = \Gamma_{01234} , \quad \sigma_2 \otimes \mathbf{1}_4 \otimes \mathbf{1}_4 = \Gamma_{56789} .$$

The second relation plays an important role for a supercoset construction of the $\text{AdS}_5 \times S^5$ background since the R–R bispinor in the $\text{AdS}_5 \times S^5$ background takes the form

$$\mathbf{F}_5 = \frac{1}{5!} \mathbf{F}_{a_1 \cdots a_5} \Gamma^{a_1 \cdots a_5} = 4 (\Gamma^{01234} + \Gamma^{56789}) .$$

Indeed, we obtain

$$\bar{\theta}_I \gamma_a \gamma_b \theta_J = \frac{i}{8} \bar{\Theta}_I \Gamma_a \mathbf{F}_5 \Gamma_b \Theta_J .$$

We can also show the following relations:

$$\bar{\theta}_I \gamma_a \gamma_{bc} \theta_J = \bar{\Theta}_I \Gamma_a \Gamma_{bc} \Theta_J ,$$

$$\bar{\theta}_I \gamma_{ab} \theta_J = -i \bar{\Theta}_I \Gamma_{01234} \Gamma_{ab} \Theta = -i \bar{\Theta}_I \Gamma_{56789} \Gamma_{ab} \Theta_J ,$$

$$\bar{\theta}_I \gamma_{ab} \gamma_{cd} \theta_J = -i \bar{\Theta}_I \Gamma_{01234} \Gamma_{ab} \Gamma_{cd} \Theta_J = -i \bar{\Theta}_I \Gamma_{56789} \Gamma_{ab} \Gamma_{cd} \Theta_J .$$

\footnote{Recall that $\gamma_{ab}$ has only the components $(\gamma_{ab}) = (\gamma_{ab}, \gamma_{\dot{a}\dot{b}})$.}
C Geometry of reductive homogeneous space

In this appendix, we review geometry of reductive homogeneous spaces (see for example [111,112] for more details).

C.1 Generalities

Let us consider a homogeneous space $G/H$ and decompose the Lie algebra as a direct sum of vector spaces, $\mathfrak{g} = \mathfrak{h} \oplus \mathfrak{k}$. If $[\mathfrak{k}, \mathfrak{h}] \subset \mathfrak{k}$ is satisfied, $G/H$ is called reductive, and if $[\mathfrak{k}, \mathfrak{k}] \subset \mathfrak{h}$ is further satisfied, $G/H$ is called symmetric. We denote the basis of $\mathfrak{h}$ as $\{J_i\}$ ($i = 1, \ldots, \dim G - \dim H$) and those of $\mathfrak{k}$ as $\{P_a\}$ ($a = 1, \ldots, \dim G - \dim H$).

We choose a gauge where the coset representative $g(x)$ is expanded only in terms of $K_m$, like $g(x) = \exp(x^m K_m)$ ($m = 1, \ldots, \dim G - \dim H$). Here, $\{K_m\}$ is arbitrary as long as $\{K_m\}$ and $\{J_i\}$ span the vector spaces $\mathfrak{g}$. An obvious choice is $\{K_m\} = \{P_a\}$, but it is not necessary to choose in that way. Once we fix the set $\{K_m\}$, in order to maintain the gauge choice under a left multiplication $g(x) \to g_L g(x)$, we need to simultaneously perform a local right multiplication,

$$g(x) \to g(x') = g_L g(x) h^{-1}(x) \quad (h \in H).$$

Then, if we expand the left-invariant Maurer–Cartan 1-form as

$$A \equiv g^{-1} \text{dg} = e^a P_a - \Omega^i J_i,$$

we obtain the following transformation laws under the left multiplication (C.1):

$$e^a(x) \to e^a(x') = \Lambda^a_b e^b(x), \quad \Omega^i(x) \to \Omega^i(x') = [\Lambda^i_j \Omega^j - (h^{-1} \text{dh})^i](x),$$

where we have defined $h P_a h^{-1} = \Lambda^a_b P_b$ and $h J_i h^{-1} = \Lambda^i_j P_j$. This shows that $\Omega^i$ behaves as a connection of $H$. From the decomposition (C.2), the Maurer–Cartan equations become

$$0 = dA + A \wedge A = \left( de^a - \Omega^i \wedge e^b f_{ib}^a + \frac{1}{2} e^b \wedge e^c f_{bc}^a \right) P_a - \left( d\Omega^i - \frac{1}{2} \Omega^j \wedge \Omega^k f_{jk}^i - \frac{1}{2} e^b \wedge e^c f_{bc}^i \right) J_i.$$

If we regard $e^a$ as the vielbein on $G/H$ and suppose the absence of torsion

$$T^a \equiv de^a + \omega^a_b \wedge e^b = 0,$$
the Maurer–Cartan equations show that the spin connection can be expressed as
\[ \omega^a_b = -\Omega^i f_{ib}^a + \frac{1}{2} \epsilon^c f_{cb}^a. \] (C.6)

Moreover, the associated Riemann curvature tensor is expressed as
\[ R^a_b = \frac{1}{2} \epsilon^c \wedge \epsilon^d R^a_{cd} \equiv \Gamma^a_{cb} \omega^c_b + \omega^a_{c} \wedge \omega^c_b ; \] (C.7)
\[ R^a_{bcd} = -\left( f_{cd}^i f_{ib}^a + \frac{1}{2} f_{cd}^e f_{eb}^a - \frac{1}{2} f_{ce}^a f_{db}^e \right). \]

In order to obtain the Killing vectors on \( G/H \), let us consider an infinitesimal left multiplication
\[ g_L = 1 + \epsilon^i T_i, \quad h = 1 - \epsilon^i W_i^i J_i, \] (C.8)
under which the coordinates are supposed to transform as
\[ x'^m = x^m + \epsilon^i \hat{T}_i^m. \] (C.9)

We obtain
\[ \epsilon^i (T_i g + g W_i^i J_i) = \delta \epsilon g = g(x + \epsilon^i \hat{T}_i) - g(x) = \epsilon^i \hat{T}_i^m \partial_m g \]
\[ = \epsilon^i \hat{T}_i^m g \left( e_m^a P_a - \Omega_m^i J_i \right), \] (C.10)
and this leads to
\[ \left[ \text{Ad}_{g^{-1}} \right]_i^j T_j \equiv g^{-1} T_i g = \hat{T}_i^a P_a - (\hat{T}_i^m \Omega_m^i + W_i^i) J_i, \] (C.11)
where \( \hat{T}_i^a \equiv \hat{T}_i^m e_m^a \). We thus obtain the following expression:
\[ \hat{T}_i^a = [\text{Ad}_{g^{-1}}]_i^a, \quad W_i^i = -\hat{T}_i^m \Omega_m^i - [\text{Ad}_{g^{-1}}]_i^i. \] (C.12)

Under the same variation, we obtain
\[ \delta \epsilon A = \epsilon^i \left[ e^a W_i^i f_{ab}^P b + (dW_i^i - \Omega^j W_i^k f_{jk}^i) J_i \right], \] (C.13)
\[ \delta \epsilon \epsilon^a = \epsilon^b W_i^i f_{ba}^a, \quad \delta \epsilon \Omega^i = \epsilon^j (\Omega^j W_i^k f_{jk}^i - dW_i^i). \] (C.14)

If we define the metric on \( G/H \) as
\[ g_{mn} \equiv e_m^a e_n^b \kappa_{ab}, \] (C.15)
by using a constant matrix $\kappa_{ab}$ satisfying
\[ f_{i(a}^{\ c} \kappa_{b)c} = 0, \] (C.16)
the metric is invariant under the variation,
\[ \delta_{\epsilon}g_{mn} = -2\epsilon^i e_{(m}^\ a e_{n)}^\ b W_i^a \] (C.17)
We can check that the variation is the same as the Lie derivative,
\[ \delta_{\epsilon}e_m^a = \epsilon^i \mathcal{L}_{\hat{T}_i} e_m^a = \epsilon^i \left( \hat{T}_i^m \partial_n e_m^a + \partial_n \hat{T}_i^m e_n^a \right), \] (C.18)
and the invariance of the metric indicates that $\hat{T}_i^m$ are Killing vectors associated with the generator $T_i$. From $T_i g = \hat{T}_i^m \partial_m g - g W_i^j J_i$, we can calculate commutators of two variations as
\[ [T_i, T_j] g = -\left( \mathcal{L}_{\hat{T}_i} \hat{T}_j \right)^m \partial_m g + \left( \hat{T}_i^m \partial_n W_j^i - \hat{T}_j^m \partial_n W_i^j + W_i^j W_j^k f_{jk} \right) g J_i. \] (C.19)
On the other hand, from $[T_i, T_j] = f_{ij}^k T_k$, we can also express the left-hand side as
\[ [T_i, T_j] g = f_{ij}^k T_k g = f_{ij}^k \hat{T}_k^m \partial_m g - f_{ij}^k g W_k^i J_i, \] (C.20)
and by comparing these, we obtain
\[ [\hat{T}_i, \hat{T}_j]^m = (\mathcal{L}_{\hat{T}_i} \hat{T}_j)^m = -f_{ij}^k \hat{T}_k^m, \] (C.21)
\[ \hat{T}_i^m \partial_n W_j^i - \hat{T}_j^m \partial_n W_i^j + W_i^j W_j^k f_{jk} = -f_{ij}^k g W_k^i. \]

C.2 AdS$_5 \times$ S$^5$

In the case of the (bosonic) coset
\[ \text{AdS}_5 \times \text{S}^5 = \frac{\text{SO}(2, 4)}{\text{SO}(1, 4)} \times \frac{\text{SO}(6)}{\text{SO}(5)}, \] (C.22)
the two sets of generators are given by
\[ \{P_a\} = \{P_a\}, \quad \{J_i\} = \{J_{ab}/\sqrt{2!}\}, \] (C.23)
and it is a symmetric coset space ($f_{ab}^{\ c} = 0$). The normalization $\frac{1}{\sqrt{2!}}$ is introduced to prevent overcounting coming from the summation of antisymmetrized indices. Quantities with the
index \( i \) always contains the factor \( \frac{1}{\sqrt{2}} \) and, for example, the Maurer–Cartan 1-form \( (\text{C.2}) \) is expressed as

\[
A = e^a P_a - \Omega^i J_i \quad \leftrightarrow \quad A = e^a P_a - \frac{1}{2} \Omega^{ab} J_{ab}.
\]  
(C.24)

From \( (\text{C.6}) \) and \( f_{\alpha \beta \gamma} = 0 \), the spin connection becomes

\[
\omega^a_{\alpha \beta} = -\frac{1}{2} \Omega^{[cd]} f_{[cd]b}^a = \Omega^{ac} \eta_{eb},
\]  
(C.25)

where we used \( f_{[cd]b}^a = 2 \eta_{[c} \delta_{d]}^a \) (see \([J, P]\)-commutator of \( (\text{B.24}) \)) and we obtain

\[
A = e^a P_a - \frac{1}{2} \omega^{ab} J_{ab},
\]  
(C.26)

independent of the explicit parameterization of \( g \) like \( (3.9) \).

From \( (\text{C.7}) \) and \( f_{\alpha \beta \gamma} = 0 \), the Riemann curvature tensor becomes

\[
R^b_{\alpha \beta \gamma} = -\frac{1}{2} f_{\alpha \beta \gamma} f_{\epsilon \delta}^a = f_{\alpha \beta \gamma} \eta_{\epsilon \delta},
\]  
(C.27)

This explains why the \([P, P]\)-commutator in \( (\text{B.24}) \) is expressed in terms of the Riemann tensor; \( f_{\alpha \beta \gamma} = R^b_{\alpha \beta \gamma} = R_{\alpha \beta \gamma} \).

**D  Equivalence of (2.84) and (2.85)**

In this appendix, we prove that the relation \( (2.84) \),

\[
\hat{F} = e^{\Phi - \tilde{\phi}} e^{-B_2 \wedge} e^{-\beta \vee} \tilde{F},
\]  
(D.1)

is equivalent to the relation \( (2.85) \),

\[
\hat{\mathcal{F}} = \mathcal{F} \Omega^{-1}_0, \quad \Omega^{-1}_0 = (\det E^b_a)^{-\frac{1}{2}} \mathcal{A} \left( -\frac{1}{2} \beta^{ab} \Gamma_{ab} \right).
\]  
(D.2)

Since \( e^{\Phi - \tilde{\phi}} = (\det E^b_a)^{-\frac{1}{2}} \) from \( (2.83) \), we here show the equivalence of two relations,

\[
\hat{F} = e^{-B_2 \wedge} e^{-\beta \vee} \tilde{F} \quad \leftrightarrow \quad \hat{\mathcal{F}} = \mathcal{F} \Omega^{-1}_0, \quad \Omega^{-1}_0 \equiv \mathcal{A} \left( -\frac{1}{2} \beta^{ab} \Gamma_{ab} \right),
\]  
(D.3)

where \( \hat{F} \equiv e^{-\Phi} \mathcal{F} \) and \( \hat{\mathcal{F}} \equiv e^{-\tilde{\phi}} \tilde{\mathcal{F}} \).
D.1 Evaluation of $\hat{F} = e^{-B_2} e^{-\beta \nu} \hat{F}$

Let us first evaluate $e^{-B_2} e^{-\beta \nu} \hat{F}$. This can be expanded as

$$e^{-B_2} e^{-\beta \nu} \hat{F} = \sum_{k \; \text{even}} \sum_{s=0}^{\left[k \right]} \sum_{t=0}^{\left[D_2 - k \right]} \sum \frac{(-1)^s}{2^{s+t} s! t! (k - 2 t)!} \beta_m m_{2s} \ldots \beta_{m_{2t-1} m_{2t}}$$

$$\times \hat{F}_{n_1 \ldots n_{2t} m_{2s+1} \ldots m_{2s+k-2t}} \; dx^{n_1} \wedge \ldots \wedge dx^{m_{2s+k-2t}}$$

$$= \sum_{r \; \text{even}} \sum_{s=0}^{\left[r \right]} \sum_{t=0}^{\left[D_2 - r \right]} \sum \frac{(-1)^s}{2^{s+t} s! t! (r - 2 s)!} \beta_r r_{2s} \ldots \beta_{r_{2t-1} r_{2t}} \beta_b b_2 \ldots \beta_{b_{2s-1} b_{2s}}$$

$$\times e_{m_1} b_1 \ldots e_{m_{2s}} b_{2s} \hat{F}_{c_1 \ldots c_{2r} m_{2s+1} \ldots m_r} \; dx^{m_1} \wedge \ldots \wedge dx^{m_r},$$

(D.4)

where the square bracket $[n]$ denotes the integral part of $n$, and in the second equality, we have used relations (2.63) and (2.81). Then, $\hat{F}$ with flat indices becomes

$$\hat{F}_{a_1 \ldots a_k} \equiv e_{a_1}^{m_1} \ldots e_{a_k}^{m_k} \hat{F}_{m_1 \ldots m_k}$$

$$= \sum_{s=0}^{\left[k \right]} \sum_{t=0}^{\left[D_2 - k \right]} \frac{(-1)^s k!}{2^{s+t} s! t! (k - 2 t)!} \beta^{c_1 c_2} \ldots \beta^{c_{2t-1} c_{2t}}$$

$$\times \beta_{[a_1 a_2} \ldots \beta_{a_{2s-1} a_{2s}} \beta^{a_{2s+1} b_{2s+1}} \ldots (E^T)_{a_k} b_k \hat{F}_{b_{2s+1} \ldots b_k} c_{1 \ldots c_{2t}} \right.$$}

$$\left. = \sum_{s=0}^{\left[k \right]} \sum_{t=0}^{\left[D_2 - k \right]} \sum_{u=0}^{k-2s} \frac{(-1)^s k!}{2^{s+u} s! t! u! (k - 2 s - u)!} \beta^{c_1 c_2} \ldots \beta^{c_{2t-1} c_{2t}}$$

$$\times \beta_{[a_1 a_2} \ldots \beta_{a_{2s-1} a_{2s}} \beta^{a_{2s+1} b_{1 \ldots s-1}} \beta^{a_{2s+k-1} b_k} \hat{F}_{[b_1 \ldots b_k] [a_{2s+u+1} \ldots a_k] c_{1 \ldots c_{2t}}},$$

(D.5)

where we used $e_a^m = (E^T)_a^b \tilde{v}_b^m$ and $(E^T)_a^b = \delta^b_a + \beta^b_a$.

D.2 Evaluation of $\hat{F} = \tilde{F} \tilde{\Omega}_0^{-1}$

Next, by using the definitions,

$$\tilde{F} = \sum_{k \; \text{even}} \frac{1}{k!} \hat{F}_{a_1 \ldots a_k} \Gamma^{a_1 \ldots a_k} , \quad \tilde{\Omega}_0^{-1} = \sum_{\ell=0}^{\left[D_2 \right]} \frac{(-1)^\ell}{2^\ell \ell!} \beta^{b_1 b_2} \ldots \beta^{b_{2\ell-1} b_{2\ell}} \Gamma^{a_1 \ldots a_k} \Gamma_{b_1 \ldots b_{2\ell}},$$

(D.6)

let us expand the right-hand side of $\hat{F} = \tilde{F} \tilde{\Omega}_0^{-1}$ as

$$\hat{F} = \sum_{\ell=0}^{\left[D_2 \right]} \sum_{k \; \text{even}} \frac{(-1)^\ell}{2^\ell \ell! k!} \hat{F}_{a_1 \ldots a_k} \beta^{b_1 b_2} \ldots \beta^{b_{2\ell-1} b_{2\ell}} \Gamma^{a_1 \ldots a_k} \Gamma_{b_1 \ldots b_{2\ell}}.$$
\[
\frac{[\ell]!}{\ell!} \sum_{t=0}^{2r+k} \sum_{k: \text{even odd}} \sum_{s=|2\ell-k|} (-1)^{(r+1)} \frac{(2\ell)!}{2\ell! s! (2\ell - r)!} \beta^{b_{1}b_{2}} \cdots \beta^{b_{2r-1}b_{2s}} \eta_{b_{1}c_{1}} \cdots \eta_{b_{r}c_{r}} \hat{F}_{b_{r+1} \cdots b_{2s+1} \cdots c_{s}},
\]
\quad (D.7)

where we used the formula (A.18) and defined \( r \equiv \frac{2\ell - k + s}{2} \). Then, the R–R field strength \( \hat{F}_{a_{1} \cdots a_{k}} \) with flat indices becomes

\[
\hat{F}_{a_{1} \cdots a_{k}} = \sum_{\ell, r} \frac{(-1)^{s} 2^{u} k!}{2\ell! s! t! u! (k - r)!} \beta^{b_{1}b_{2}} \cdots \beta^{b_{2r-1}b_{2s}}
\times \beta^{c_{1} \cdots c_{s}} \hat{F}_{b_{1} \cdots b_{2s+1} \cdots c_{s}},
\]
\quad (D.8)

where the under-barred indices are totally antisymmetrized and non-negative integers \( \ell \) and \( r \) run over the region where the following relations are satisfied:

\[
0 \leq 2\ell - r, \quad 0 \leq k - r, \quad 0 \leq k + 2\ell - 2r \leq D.
\]
\quad (D.9)

We can further expand the right-hand side of (D.8) as\(^{19}\)

\[
\hat{F}_{a_{1} \cdots a_{k}} = \sum_{\ell, r, u} \frac{(-1)^{s} 2^{u} k!}{2\ell! s! t! u! (k - r)!} \beta^{b_{1}b_{2}} \cdots \beta^{b_{2r-1}b_{2s}}
\times \beta^{c_{1} \cdots c_{s}} \hat{F}_{b_{1} \cdots b_{2s+1} \cdots c_{s}},
\]
\quad (D.10)

where \( s \) and \( t \) are defined as

\[
2s \equiv r - u, \quad 2t \equiv 2\ell - r - u,
\]
\quad (D.11)

and non-negative integers \( \ell \), \( r \), and \( u \) run over the region where

\[
0 \leq s, \quad 0 \leq t, \quad r \leq k, \quad 0 \leq k + 2t - 2s \leq D,
\]
\quad (D.12)

\(^{19}\)We used the identity for arbitrary totally antisymmetric tensors \( C_{a_{1}a_{2}} \cdots C_{a_{2r-1}a_{2s}} A_{a_{1} \cdots a_{r}} B_{a_{r+1} \cdots a_{2s}} \)

\[
C_{a_{1}a_{2}} \cdots C_{a_{2r-1}a_{2s}} A_{a_{1} \cdots a_{r}} B_{a_{r+1} \cdots a_{2s}}
\equiv \sum_{u} \frac{(-1)^{u}}{s! t! u!} \frac{2^{u} k!}{(2\ell)!} C^{b_{1}b_{2}} \cdots C^{b_{2r-1}b_{2s}}
\times (C^{a_{1}a_{2}} \cdots C^{a_{2r-1}a_{2s}}) (C^{c_{1}d_{1}} \cdots C^{c_{u}d_{u}}) A_{a_{1} \cdots a_{2}, c_{1} \cdots c_{u}} B_{d_{1} \cdots d_{1} \cdots d_{2}},
\]

where \( 0 \leq r \leq 2\ell, 2s \equiv r - u, \) and \( 2t \equiv 2\ell - r - u \). The range of the summation over \( u \) is as follows:

\[
u = \begin{cases} 0, 2, \ldots, \min(r, 2\ell - r) & \text{for } r \text{ even}, \\ 1, 3, \ldots, \min(r, 2\ell - r) & \text{for } r \text{ odd} \end{cases}
\]
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are satisfied. If we change the variables, we obtain a more explicit expression,

$$\hat{F}_{a_1 \cdots a_k} = \sum_{s=0}^{k-2} \sum_{t=0}^{k-2s} \sum_{u=0}^{2s+t} \frac{(-1)^s k!}{s! t! (k - 2s - u)!}\beta^{c_1 c_2 \cdots c_{2t-1} c_{2t-1}} \times \beta_{a_1 a_2 \cdots a_{2t-1}} \beta_{a_{2t+1} \cdots} \beta_{b_1 b_2 \cdots} \hat{F}_{b_1 \cdots b_u a_{2t+1} \cdots}.$$  \tag{D.13}

This precisely matches with (D.5) and the equivalence has been proven.

## E The spinor rotation $\Omega$

In this Appendix, we prove the formula \(2.89\) in an arbitrary even dimension $D$. Namely, we prove that the spinor representation of a local Lorentz transformation $\Lambda_{a b} \equiv (O_+^{-1} O_-)^{a b}$ ($O_\pm \equiv \delta_b^a \pm a^b {a^a}$) is given by

$$\Omega_{(a)} = (\det O_\pm)^{-\frac{1}{2}} \mathcal{E} \left(-\frac{1}{2} a_{a b} \Gamma^{a b}\right), \quad \Omega_{(a)}^{-1} = (\det O_\pm)^{-\frac{1}{2}} \mathcal{E} \left(\frac{1}{2} a_{a b} \Gamma^{a b}\right). \tag{E.1}$$

If we define matrices

$$\Omega_\pm \equiv \mathcal{E} \left(\pm \frac{1}{2} a_{a b} \Gamma^{a b}\right) = \sum_{p=0}^{5} \frac{(-1)^p}{2^p p!} a_{b_1 b_2} \cdots a_{b_{2p-1} b_{2p}} \Gamma^{b_1 b_2 \cdots b_{2p-1} b_{2p}} \tag{E.2},$$

we can easily show the identity,

$$(O_\pm)^a_b \Gamma^b_\pm \Omega_\pm = (O_\pm)^a_b \Omega_\pm \Gamma^b_\pm = [\Gamma^a, \Omega_\pm] \mp a^a_b \{\Gamma^b, \Omega_\pm\} = 0, \tag{E.3}$$

and this leads to

$$\Omega_\pm^{-1} \Gamma^a \Omega_\pm = (O_\pm^{-1} O_\pm)^a_b \Gamma^b. \tag{E.4}$$

Choosing the lower sign, we obtain the desired relation,

$$\Omega_-^{-1} \Gamma^b \Omega_- = \Lambda^a_b \Gamma^b. \tag{E.5}$$

In the following, we rescale $\Omega_-$ and define $\Omega_{(a)}$ such that $\Omega_{(a)}^{-1} = \Omega_{(-a)}$. The relation (E.4) implies that $\Omega_-^{-1}$ is proportional to $\Omega_-$, and we denote their relation as

$$\Omega_-^{-1} = \frac{1}{|\Omega|^2} \Omega_+.$$

We shall show $|\Omega|^2 = \det(\delta^b_a - a^b_a) = \det O_- (= \det O_+)$, and then we find that $\Omega_{(a)} \equiv |\Omega|^{-1} \Omega_-$ satisfies the relation $\Omega_{(a)}^{-1} = \Omega_{(-a)}$. 69
We can compute $|\Omega|^2 = \Omega_- \Omega_+$ as

$$
|\Omega|^2 = \sum_{p=0}^{D/2} \frac{(2p)!}{2^{2p} (p!)^2} a[b_{1b_2} \cdots a^{b_{2p-1}b_{2p}}] a[b_{1b_2} \cdots a^{b_{2p-1}b_{2p}}]

= \sum_{p=0}^{D/2} \sum_{0 \leq b_1 < \cdots < b_{2p} \leq D-1} \sum_{\sigma \in S_{2p}} \left( \frac{\text{sgn}(\sigma)}{2^p p!} a^{b_{\sigma(1)}b_{\sigma(2)}} \cdots a^{b_{\sigma(2p-1)}b_{\sigma(2p)}} \right)

\times \sum_{\sigma' \in S_{2p}} \left( \frac{\text{sgn}(\sigma')}{2^p p!} a^{b'_{\sigma'(1)}b'_{\sigma'(2)}} \cdots a^{b'_{\sigma'(2p-1)}b'_{\sigma'(2p)}} \right)

= \sum_{p=0}^{D/2} \sum_{0 \leq b_1 < \cdots < b_{2p} \leq D-1} \varepsilon_{b_1} \text{Pf}[a(b_1, \ldots, b_{2p})]^2,
$$

(E.7)

where $S_{2p}$ is the symmetric group on a set of $2p$ indices, $\text{sgn}(\sigma)$ is the sign of a permutation $\sigma \in S_{2p}$ and $\varepsilon_{b_1} \equiv \eta_{b_1b_1}$ is $-1$ for $b_1 = 0$ and $+1$ for $b_1 \geq 1$. The Pfaffian

$$
\text{Pf}[A(b_1, \ldots, b_{2p})] \equiv \sum_{\sigma \in S_{2p}} \left( \frac{\text{sgn}(\sigma)}{2^p p!} A^{b_{\sigma(1)}b_{\sigma(2)}} \cdots A^{b_{\sigma(2p-1)}b_{\sigma(2p)}} \right),
$$

(E.8)

is the polynomial in matrix elements of the antisymmetric matrix $A(b_1, \ldots, b_{2p})$ which is defined by

$$
A(b_1, \ldots, b_{2p}) = \begin{pmatrix}
0 & A_{b_1b_2} & \cdots & A_{b_1b_{2p-1}} & A_{b_1b_{2p}} \\
-A_{b_1b_2} & 0 & \cdots & A_{b_2b_{2p-1}} & A_{b_2b_{2p}} \\
& \vdots & \ddots & \vdots & \vdots \\
-A_{b_{2p-1}b_2} & -A_{b_{2p-1}b_2} & \cdots & 0 & A_{b_{2p-1}b_{2p}} \\
-A_{b_{2p}b_1} & -A_{b_{2p}b_2} & \cdots & -A_{b_{2p-1}b_{2p}} & 0
\end{pmatrix}.
$$

(E.9)

As it is well known, the square of the Pfaffian $\text{Pf}[A(b_1, \ldots, b_{2p})]^2$ coincides with $\det[A(b_1, \ldots, b_{2p})]$.

If we define a matrix function $p_A(x)$ ($x \in \mathbb{R}$) of a $D \times D$ antisymmetric matrix $A$ as

$$
p_A(x) = -\det(x \eta_{ab} - A_{ab}),
$$

(E.10)

its Taylor series around $x = 0$ is

$$
p_A(x) = x^D + c_2 x^{D-2} + \cdots + c_D x^2 + c_D,
$$

(E.11)

where the coefficients $c_{2p}$ ($p = 0, 1, \ldots, D/2$) are given by

$$
c_{2p} = \frac{1}{(D - 2p)!} p_A^{(D-2p)}(0) = \sum_{0 \leq b_1 < \cdots < b_{2p} \leq D-1} \varepsilon_{b_1} \det[A(b_1, \ldots, b_{2p})].
$$

(E.12)
From this, we finally obtain
\[
|\Omega|^2 = \sum_{p=0}^{D/2} \sum_{0 \leq b_1 < \ldots < b_2 \leq D-1} \varepsilon_{b_1} \det[a(b_1, \ldots, b_{2p})]
\]
\[
= p_a(1) = -\det(\eta_{ab} - a_{ab}) = \det(\delta_a^b - a_a^b) = \det O_e .
\]  
(E.13)

F Expansion of $O_{\pm}^{-1}$

In this appendix, we expand the operators $O_{\pm}^{-1} \equiv (1 \pm \eta R_g \circ d_\pm)^{-1}$ in terms of $\theta$. To this end, we first use the parameterization $g = g_b \cdot g_t$, and expand $R_g(X)$ as
\[
R_g(X) = g_t^{-1} g_b^{-1} R(g_b \cdot g_t X \cdot g_t^{-1} g_b^{-1}) g_b g_t
\]
\[
= R_{g_b}(X) - [X, R_{g_b}(X)] + R_{g_b}([X, X])
\]
\[
\quad + \frac{1}{2} R_{g_b}([X, [X, X]]) + \frac{1}{2} [X, [X, R_{g_b}(X)]] - [X, R_{g_b}([X, X])] + O(\theta^3) ,
\]  
(F.1)

where $R_{g_b}(X) \equiv g_b^{-1} R(g_b X g_b^{-1}) g_b$ and $\chi \equiv Q^I \theta_I$. We can then expand $O_{\pm}$ as
\[
O_\pm = 1 \pm \eta R_g \circ d_\pm = O_{\pm(0)} + O_{\pm(1)} + O_{\pm(2)} + O(\theta^3) ,
\]
\[
O_{\pm(0)}(X) = 1 \pm \eta R_{g_b}(d_\pm(X)) ,
\]
\[
O_{\pm(1)}(X) = \pm \eta R_{g_b}([X, d_\pm(X)]) = \eta [X, R_{g_b} \circ d_\pm(X)] ,
\]
\[
O_{\pm(2)}(X) = \mp \frac{\eta}{2} ([X, [X, R_{g_b} \circ d_\pm(X)]] - R_{g_b}([X, [X, d_\pm(X)]])) - [X, O_{\pm(1)}(X)] .
\]  
(F.2)

The inverses can be also expanded as
\[
O_{\pm}^{-1} = \frac{1}{1 \pm \eta R_g \circ d_\pm} = O_{\pm(0)}^{-1} + O_{\pm(1)}^{-1} + O_{\pm(2)}^{-1} + O(\theta^3) ,
\]
\[
O_{\pm(0)}^{-1} = \frac{1}{1 \pm \eta R_{g_b} \circ d_\pm} ,
\]
\[
O_{\pm(1)}^{-1} = -O_{\pm(0)}^{-1} \circ O_{\pm(1)} \circ O_{\pm(0)}^{-1} ,
\]
\[
O_{\pm(2)}^{-1} = -O_{\pm(0)}^{-1} \circ O_{\pm(2)} \circ O_{\pm(0)}^{-1} - O_{\pm(1)}^{-1} \circ O_{\pm(1)} \circ O_{\pm(0)}^{-1} .
\]  
(F.3)

Order $O(\theta^0)$: The leading order part $O_{\pm(0)}^{-1}$ of the inverse operators act as
\[
O_{\pm(0)}^{-1}(P_a) = k_{\pm a}^b P_b \mp \eta k_{\pm a}^b \lambda_b^{cd} J_{cd} ,
\]
\[
O_{\pm(0)}^{-1}(J_{ab}) = J_{ab} , \quad O_{\pm(0)}^{-1}(Q^I) = Q^I ,
\]  
(F.4)

where we have used (3.31) and defined $k_{\pm a}^b$ as
\[
k_{\pm a}^b \equiv [(1 \pm 2 \eta \lambda)^{-1}]_a^b .
\]  
(F.5)

Note that $k_{\pm a}^b$ satisfies $k_{\pm ab} \equiv k_{\pm c}^e \eta_{eb} = k_{\pm ba}$ due to the antisymmetry of $\lambda_{ab}$ given in (3.33).
**Order** $O(\theta^1)$: At the next order, we obtain

\[
\mathcal{O}_{\pm(1)}(P_a) = \pm \eta Q^I \left( i \epsilon^{IJ} \lambda^a_b \tilde{\gamma}_b - \frac{1}{2} \delta^{IJ} \lambda^a_{bc} \tilde{\gamma}_{bc} \right) \theta_J, \quad \mathcal{O}_{\pm(1)}(J_{ab}) = 0,
\]

\[
\mathcal{O}_{\pm(1)}(Q^I \psi_I) = -\frac{i}{2} \eta \tilde{\theta}_I \left( 2 \sigma^I_{3J} \lambda^b_a \tilde{\gamma}_c + i \sigma^I_{1J} \lambda^c_{ab} \gamma_{cd} \right) \psi_J \eta^{ba} P_a + (J\text{-term}),
\]

where “(J-term)” represents terms proportional to $J_{ab}$ that are not relevant to our computation. Then, the operations of the inverse operators are

\[
\mathcal{O}_{\pm(1)}^{-1}(P_a) = \mp \eta Q^I k_{\pm a}^b \left( i \epsilon^{IJ} \lambda^a_b \tilde{\gamma}_c - \frac{1}{2} \delta^{IJ} \lambda^a_{cd} \gamma_{cd} \right) \theta_J P_b,
\]

\[
\mathcal{O}_{\pm(1)}^{-1}(Q^I \psi_I) = \frac{i}{2} \eta \tilde{\theta}_I k_{ba} \left( 2 \sigma^I_{3J} \lambda^b_a \tilde{\gamma}_c + i \sigma^I_{1J} \lambda^c_{ab} \gamma_{cd} \right) \psi_J P_a + (J\text{-term}).
\]

**Order** $O(\theta^2)$: Finally, the operators at the quadratic order are given by

\[
\mathcal{O}_{\pm(2)}(P_a) = \pm \frac{i}{2} \eta \tilde{\theta}_I \left( i \epsilon^{IJ} \lambda^a_b \tilde{\gamma}_c - \frac{1}{2} \delta^{IJ} \lambda^a_{cd} \gamma_{cd} \right) \theta_J P_b
\]

\[
+ \frac{i}{2} \eta \tilde{\theta}_I \left( i \epsilon^{IJ} \lambda^b_a \tilde{\gamma}_c - \frac{1}{2} \delta^{IJ} \gamma_{cd} \right) \tilde{\gamma}_a \theta_J P_b + (J\text{-term}),
\]

\[
\mathcal{O}_{\pm(2)}(J_{ab}) = 0.
\]

The inverses are

\[
\mathcal{O}_{\pm(2)}^{-1}(P_a) = \mp \frac{i}{2} \tilde{\theta}_I k_{ba} \left[ \left( \delta^{IJ} \delta^a_b + 2 \eta \sigma^I_{3J} \lambda^a_b \right) \tilde{\gamma}_c \left( \frac{\eta}{2} \lambda^d_{ef} \gamma_{ef} \right) \right.
\]

\[
+ \left( \frac{\eta}{2} \lambda^c_{ef} \gamma_{ef} \right) \left( \delta^{IJ} \delta^a_b + 2 \eta \sigma^I_{3J} \lambda^a_b \right) \tilde{\gamma}_c
\]

\[
+ \frac{i}{2} \epsilon^{IJ} \left( \tilde{\gamma}_b \left( 2 \eta \lambda^a_c \tilde{\gamma}_c \right) - \left( 2 \eta \lambda^c_e \tilde{\gamma}_c \right) \tilde{\gamma}_a \right)
\]

\[
+ i \sigma^I_{1J} \left( \eta \lambda^c_{ef} \gamma_{ef} \right) - \frac{\eta}{2} \lambda^d_{fg} \gamma_{fg}
\]

\[
+ \frac{i}{2} \sigma^I_{1J} \left( 2 \eta \lambda^a_d \tilde{\gamma}_a \right) \left( 2 \eta \lambda^c_e \tilde{\gamma}_c \right) \theta_J P_b + (J\text{-term}).
\]

Operators of $\mathcal{O}_{\pm(2)}^{-1}$ on other generators are not necessary for the computation of the action.

# G Deformed torsionful spin connections

In this appendix, we show that two torsionful spin connections $W^a_{ab}$ introduced in (3.36) satisfy the following relations (we basically follow the discussion of [22]):

\[
\omega^a_{+} \equiv \omega^{a} + \frac{1}{2} e'_{c} H^{abc} = W^a_{+},
\]

\[
\omega^a_{-} \equiv \omega^{a} - \frac{1}{2} e'_{c} H^{abc} = \Lambda^{a}_{c} \Lambda^{b}_{d} W^{-cd} + (\Lambda d \Lambda^{-1})^{ab},
\]

which are assumed in (3.69).
G.1 Two expressions of the deformed $H$-flux

In order to show \((G.1)\) and \((G.2)\), we here obtain two expressions for the deformed $H$-flux. Let us begin by considering two expressions of the deformed $B$

\[
B'_2 = -\eta \lambda_{ab} e^a_+ \wedge e^b_+ = \eta \text{Str} \left[ J^{(2)}_+ \wedge R_g (J^{(2)}_+) \right] \big|_{\theta = 0} \\
= -\eta \lambda_{ab} e^a_- \wedge e^b_- = \eta \text{Str} \left[ J^{(2)}_- \wedge R_g (J^{(2)}_-) \right] \big|_{\theta = 0},
\]

where $J_\pm$ are defined in \((3.34)\) and $J^{(n)}_\pm \equiv P^{(n)} J_\pm$. Since we are only interested in the $B$-field at order $O(\theta^0)$, in the following computation, we ignore terms involving the grade-1 and 3 components of $A$ and $J_\pm$ (where we have $d_\pm \sim 2 P^{(2)}$).

The exterior derivatives of the two expressions in Eq. \((G.3)\) become

\[
H'_3 \equiv \frac{1}{3!} H'_a e^a \wedge e^b \wedge e^c \equiv dB'_2 \\
= \eta d \text{Str} \left[ J^{(2)}_\pm \wedge R_g (J^{(2)}_\pm) \right] \big|_{\theta = 0} \\
= 2 \eta \text{Str} \left[ d J^{(2)}_\pm \wedge R_g (J^{(2)}_\pm) + J^{(2)}_\pm \wedge \{A, R_g (J^{(2)}_\pm)\} \right] \big|_{\theta = 0} \\
= 2 \eta \text{Str} \left[ d J^{(2)}_\pm \wedge R_g (J^{(2)}_\pm) + J^{(2)}_\pm \wedge \{J^{(0)}_\pm + J^{(2)}_\pm, R_g (J^{(2)}_\pm)\} \right] \big|_{\theta = 0} \\
\pm 4 \eta^2 \text{Str} \left[ J^{(2)}_\pm \wedge \{R_g (J^{(2)}_\pm), R_g (J^{(2)}_\pm)\} \right] \big|_{\theta = 0}.
\]

Here, in the third line, we have used a relation

\[
d [R_g (B)] = R_g (dB) - \{A, R_g (B)\} + R_g (\{A, B\}) \quad [\{B, C\} \equiv B \wedge C + C \wedge B]. \quad \text{(G.5)}
\]

for $g$-valued 1-forms $B$ and $C$, and in the last equality, we have used the relation

\[
A|_{\theta = 0} = O_\pm (J_\pm)|_{\theta = 0} = J^{(0)}_\pm + J^{(2)}_\pm \pm 2 \eta R_g (J^{(2)}_\pm)|_{\theta = 0}. \quad \text{(G.6)}
\]

It is easy to see that the last term in \((G.4)\) vanishes by using the cyclic property of the supertrace and the homogeneous CYBE

\[
\{R_g (J^{(2)}_\pm), R_g (J^{(2)}_\pm)\} - 2 R_g \{R_g (J^{(2)}_\pm), J^{(2)}_\pm\} = 0. \quad \text{(G.7)}
\]

Now, we utilize the deformed structure equation \cite{22}

\[
d J_\pm = d (O^{-1}_\pm A) = -O^{-1}_\pm d O_\pm O^{-1}_\pm A + O^{-1}_\pm (d A) \\
= \mp \eta O^{-1}_\pm (d R_g) d_\pm J_\pm - o^{-1}_\pm (A \wedge A) \\
= \mp \eta O^{-1}_\pm \left[ -\{A, R_g (d_\pm J_\pm)\} + R_g \{A, d_\pm J_\pm\} \right] d_\pm J_\pm - \frac{1}{2} O^{-1}_\pm \{A, A\} \\
= -\frac{1}{2} O^{-1}_\pm \{J_\pm, J_\pm\} \mp \eta O^{-1}_\pm R_g \{J_\pm, d_\pm J_\pm\} \\
+ \frac{\eta^2}{2} O^{-1}_\pm \left[ \{R_g (d_\pm J_\pm), R_g (d_\pm J_\pm)\} - 2 R_g (\{R_g (d_\pm J_\pm), d_\pm J_\pm\}) \right] \\
= -\frac{1}{2} O^{-1}_\pm \{J_\pm, J_\pm\} \mp \eta O^{-1}_\pm R_g \{J_\pm, d_\pm J_\pm\}, \quad \text{(G.8)}
\]
where we have repeatedly used \( A = \mathcal{O}_\pm(J_\pm) \), and in the last equality, we have used the homogeneous CYBE. In the following computation, since terms involving \( J_\pm^{(1)} \) or \( J_\pm^{(3)} \) are irrelevant, we have
\[
dJ_\pm = \frac{1}{2} \{ J_\pm, J_\pm \} \mp 2 \eta \mathcal{O}_\pm^{-1} R_g \{ J_\pm^{(2)}, J_\pm^{(2)} \},
\]
and then (G.4) is simplified as
\[
H'_3 = 2 \eta \text{Str} \left[ \{ J_\pm^{(2)}, J_\pm^{(2)} \} - \frac{1}{2} P^{(2)} \{ J_\pm, J_\pm \} \mp 2 \eta \mathcal{O}_\pm^{-1} R_g \{ J_\pm^{(2)}, J_\pm^{(2)} \} \wedge R_g (J_\pm^{(2)}) \right] |_{\theta = 0}
= 2 \eta \text{Str} \left[ \{ J_\pm^{(2)}, J_\pm^{(2)} \} \wedge \mathcal{O}_\pm^{-1} R_g (J_\pm^{(2)}) \right] |_{\theta = 0},
\]
where, in the last equality, we have used relations\(^{20}\)
\[
\pm \eta d_\pm \mathcal{O}_\pm^{-1} R_g = \pm \eta \mathcal{O}_\pm^{-1} d_\pm R_g = 1 - \mathcal{O}_\pm^{-1},
\]
\[
\{ J_\pm, J_\pm^{(2)} \} - \frac{1}{2} P^{(2)} \{ J_\pm, J_\pm \} = \{ J_\pm^{(2)}, J_\pm^{(2)} \}.
\]
We can further rewrite the expression (G.10) by using the operator \( M = \mathcal{O}_\pm^{-1} \mathcal{O}_- \) and its inverse \( M^{-1} = \mathcal{O}_+^{-1} \mathcal{O}_- \). From
\[
P^{(0)} M^\pm P^{(2)} = P^{(0)} \mathcal{O}_-^{-1} ( \mathcal{O}_- \pm 4 \eta R_g ) P^{(2)} = \pm 4 \eta P^{(0)} \mathcal{O}_-^{-1} R_g P^{(2)},
\]
we can rewrite (G.10) as
\[
H'_3 = \pm \frac{1}{2} \text{Str} \left[ \{ J_\pm^{(2)}, J_\pm^{(2)} \} \wedge M^{\pm 1}(J_\pm^{(2)}) \} \right] |_{\theta = 0}.
\]
Finally, by introducing a notation
\[
M(\mathcal{P}_c)|_{\theta = 0} = (\Lambda^{-1})_c^a \mathcal{P}_a + \frac{1}{2} M_{ab} J_{ab}, \quad M^{-1}(\mathcal{P}_c)|_{\theta = 0} = \Lambda_e^a \mathcal{P}_a + \frac{1}{2} (M^{-1})_{ab} J_{ab},
\]
\[
[ \Lambda_a^b = (k_{-1})_a^c k_{-1}^b, \quad M_{ab} \equiv 4 \eta k_{-c}^d \lambda_d^{ab}, \quad (M^{-1})_{ab} \equiv -4 \eta k_{+c}^d \lambda_d^{ab} ],
\]
and using \( e^a_+ = \Lambda_a^b e^b \), we obtain two expressions for the deformed \( H \)-flux
\[
H'_3 = \frac{1}{2} \Lambda^g_e \Lambda^{a}_b J_{e} J_{a} M_{g,ef} e^a \wedge e^b \wedge e^c \left[ [ M_{c,ab} \equiv M_{e}^{ef} \eta_{ea} \eta_{fb} ] \right]
\]
\[
= -\frac{1}{2} M_{[a,b]} e^a \wedge e^b \wedge e^c \left[ [ M_{c,ab} \equiv (M^{-1})_{e}^{ef} \eta_{ea} \eta_{fb} ] \right].
\]
\(^{20}\)The transpose of an operator \( \mathcal{O} \) is defined as \( \text{Str}[ A \mathcal{O}(B) ] = \text{Str}[ \mathcal{O}^T(A) B ] \). Since \( R_g \) is defined to be antisymmetric, \( R_g^T = -R_g \), and \( d_\pm \) satisfies \( d_\pm = d_\pm \) [see (3.3)], we can for example show \( \mathcal{O}_\pm^T = 1 \mp \eta d_\pm R_g \), \( d_\pm \mathcal{O}_\pm = \mathcal{O}_-^T d_\pm \), and \( d_\pm \mathcal{O}_\pm^{-1} = \mathcal{O}_-^{-1} d_\pm \).
G.2 Deformed torsionful spin connections

By considering the leading order part $O(\theta^0)$ of (G.9), we obtain

$$de^a_\pm + (\omega[\pm])_{ab}^a b \wedge e^b_\pm = 0 ,$$

where the spin connections $(\omega[\pm])_{ab}$ associated with the deformed vielbeins $e^a_\pm$ have the form

$$(\omega[\pm])_{ab} = W_{\pm ab} + \frac{1}{2} c^e_\pm (M_{a,bc}^{\pm1} + M_{b,ca}^{\pm1} - M_{c,ab}^{\pm1}) .$$

In particular, for the spin connection $\omega^{ab} = \omega^a_{[-]}$ associated with the deformed vielbeins $e^a = e^a_\pm$, using the formula $H'_{abc} = -3 M_{[c,ab]}^{-1}$ in (G.16), we obtain the first relation (G.1) as

$$\omega^{ab} + \frac{1}{2} c^e H^\pm_{ab} = \omega^{ab} - \frac{1}{2} c^e [((M^{-1})_a^{bc} + (M^{-1})_b^{ca} + (M^{-1})_c^{ab}]$$

$$= W_{-ab} - c^e (M^{-1})_c^{ab} = W_{-ab} + 4 \eta e^c_{k+c} d \lambda_d^{ab} = W^2_{ab} ,$$

where in the last equality we have used $^{21}$

$$W^2_{ab} = W_{ab} + 2 \eta (e^c_+ + e^c_-) \lambda_d^{ab} = W_{ab} + 2 \eta e^c (\Lambda_c^d + \delta_c^d) \lambda_d^{ab}$$

$$= W_{ab} + 2 \eta e^c [(k^-_c)_e^e + (k^+_c)_e^e] k_{+c} d \lambda_d^{ab} = W_{ab} + 4 \eta e^c k_{+c} d \lambda_d^{ab} .$$

On the other hand, if we take the upper sign in (G.17), from $e^a_\pm = \Lambda_b^a e^b_\pm$, we obtain

$$de^a + [(\Lambda^{-1})_c^a d \Lambda_b^c + \Lambda^{ad} \omega_{+de} \Lambda^e] \wedge e^c = 0 .$$

From the upper sign of (G.18), $H'_{abc} = 3 \Lambda_a^d \Lambda_b^c \Lambda_c^f M_{[d,e]}$ in (G.15), and the identity $\Lambda_a^d M_{d,ec} = -(M^{-1})_{a,be}$, we can show

$$\Lambda_a^d \omega_{+de} \Lambda^e_c = \Lambda_a^d W_{+de} \Lambda^e_c + \frac{1}{2} \Lambda_a^d \Lambda^e_c \Lambda_b^f \lambda^b_+ (M_{de,ef} + M_{ef,de} - M_{fe,de})$$

$$= \Lambda_a^d \Lambda^e_c (W_{+de} - \Lambda_b^f e^b_+ M_{de,ef}) + \frac{1}{2} e^b_+ H'_{bac}$$

$$= \Lambda_a^d \Lambda^e_c W_{-de} + \frac{1}{2} e^b_+ H'_{bac} .$$

This together with (G.21) shows the second relation (G.2),

$$\omega^{ab} = \Lambda^a_d \Lambda^b_e W^{de}_{-} + (\Lambda d \Lambda^{-1})^{ab} + \frac{1}{2} e^c_+ H^\pm_{ab} .$$

In order to show the relation $W^2_{ab} = W_{ab} - c^e (M^{-1})_c^{ab}$, it will be easier to observe the bosonic part of the relation $J^0_+ = P^{(0)} M^{-1} (J_0)$. 
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H Deformed Lagrangian at order $O(\theta^2)$

In this appendix, we show that the YB-deformed sigma model action can be rewritten as the conventional GS superstring action (up to quadratic order in fermions) by performing suitable field redefinitions.

H.1 A derivation of the deformed Lagrangian at $O(\theta^2)$

Let us start with a straightforward computation of the deformed Lagrangian $L_{(2)}$ by using the results obtained in Appendix [3]. For convenience, we decompose $L_{(2)}$ as

$$L_{(2)} = L_{(2,0,0)} + L_{(0,0,2)} + L_{(1,1,0)} + L_{(0,1,1)} + L_{(0,2,0)} + L_{(1,0,1)} + O(\theta^4),$$

where we have defined

$$L_{(a,b,c)} = -\frac{T}{2} P^\alpha_\beta \bar{\theta}_I [A_{\alpha(a)} d^- \circ O^{-1}_{\beta(b)} (A_{\bar{\beta}(c)})] ,$$

and $A_{\alpha(a)}$ ($a = 0, 1, 2$) have the following form as we can see from (3.12):

$$A_{\alpha(0)} \equiv e^a_\alpha P_a - \frac{1}{2} \tilde{\omega}^a_{\alpha b} J_{ab}, \quad A_{\alpha(1)} \equiv Q^I D_a^{IJ} \theta_J,$$

$$A_{\alpha(2)} \equiv i \bar{\theta} I \gamma^a D_a^{IJ} \theta_J P_a + \frac{1}{8} \epsilon^{IKL} \bar{\theta} I J K \gamma^{cd} R_{cd}^{ab} D_{\alpha}^{KL} \theta_J J_{ab}.$$
The result is

$$
\delta W_{\pm} = \pm 2 \eta e_\pm^a \lambda_c^{ab},
$$

which are parts of the torsionful spin connections

$$
W_{\pm}^{ab} = \omega^{ab} + \delta W_{\pm}^{ab}.
$$

Gathering the results (H.4)–(H.8), we can calculate \( \mathcal{L}_{(2)} \). In the following computation, it may be useful to use the following identities:

\[
\begin{align*}
\tilde{\theta}_I \gamma_a \gamma_{cd} \theta_J &= \tilde{\theta}_J \gamma_{cd} \gamma_a \theta_I, \\
\tilde{\theta}_I \gamma_{ab} \gamma_{cd} \theta_J &= -\tilde{\theta}_J \gamma_{ab} \gamma_{cd} \theta_I,
\end{align*}
\]

(H.11)

The result is

\[
\mathcal{L}_{(2)} = -i \frac{T}{2} P_{-}^{\tilde{a} \tilde{b}} \tilde{\theta}_I \left\{ \left[ \sigma_3^{IJ} e_\beta^a + e_{-\beta}^b (\delta^{IJ} \delta_b^a + 2 \eta \sigma_3^{IJ} \lambda_b^a) \right] \mathcal{D}_{+\tilde{a}} - \left[ -\sigma_3^{IJ} e_{\tilde{a}}^a + e_{+\tilde{a}}^b (\delta^{IJ} \delta_b^a + 2 \eta \sigma_3^{IJ} \lambda_b^a) \right] \mathcal{D}_{-\tilde{b}} + \frac{i}{2} \mathcal{E}_b^{IJ} \left[ (e_{+b}^a \mathcal{D}_{+\tilde{a}}) (e_{-\tilde{b}}^a \mathcal{D}_{-\tilde{b}}) + (e_{-b}^a \mathcal{D}_{+\tilde{a}}) (e_{+\tilde{b}}^a \mathcal{D}_{-\tilde{b}}) \right] + \frac{i}{2} \mathcal{E}_a^{IJ} \left[ (e_{+a}^b \mathcal{D}_{+\tilde{b}}) (e_{+\tilde{a}}^b \mathcal{D}_{-\tilde{b}}) \right] \right\} \theta_J
\]

(H.12)

In the second equality, we have used

\[
\begin{align*}
2 \pi^{IJ} e_{-\tilde{a}}^a &= -\sigma_3^{IJ} e_\beta^a + e_{-\beta}^b (\delta^{IJ} \delta_b^a + 2 \eta \sigma_3^{IJ} \lambda_b^a), \\
2 \pi^{IJ} e_{+\tilde{a}}^a &= \sigma_3^{IJ} e_\beta^a + e_{+\beta}^b (\delta^{IJ} \delta_b^a + 2 \eta \sigma_3^{IJ} \lambda_b^a),
\end{align*}
\]

(H.13)
where the projection operators \( \pi_{\pm}^{IJ} \) are defined by

\[
\pi_{\pm}^{IJ} = \frac{\delta^{IJ} \pm \sigma_{3}^{IJ}}{2}.
\]  

\text{(H.14)}

Now, we decompose the deformed Lagrangian into two parts

\[
\mathcal{L}_{(2)} = \mathcal{L}_{(2)}^c + \delta \mathcal{L}_{(2)},
\]

\text{(H.15)}

where \( \mathcal{L}_{(2)}^c \) takes the form of the canonical GS Lagrangian after taking the diagonal gauge (see section 3.2.3) while \( \delta \mathcal{L}_{(2)} \) is the remaining part. The explicit form of \( \mathcal{L}_{(2)}^c \) is given by

\[
\mathcal{L}_{(2)}^c = -i T \bar{\theta} \left[ P_{-}^{\alpha \beta} \sigma_{1}^{IJ} \bar{\theta} \left[ \delta W_{+\alpha}^{ab} \gamma_{ab} D_{\beta} - \delta W_{-\beta}^{ab} \gamma_{ab} D_{\alpha} \\
+ \frac{1}{4} \left( \delta W_{+\alpha}^{ab} \gamma_{ab} \right) \left( \delta W_{-\beta}^{cd} \gamma_{cd} + \left( e_{+\alpha}^{a} \gamma_{a} \right) \left( e_{-\beta}^{b} \gamma_{b} \right) \right) \right] \theta_{J} \right].
\]

\text{(H.16)}

On the other hand, the remaining term \( \delta \mathcal{L}_{(2)} \) has the form

\[
\delta \mathcal{L}_{(2)} = \frac{T}{4} P_{-}^{\alpha \beta} \sigma_{1}^{IJ} \bar{\theta} \left[ \left( \delta W_{+\alpha}^{ab} \partial_{\beta} - \delta W_{-\beta}^{ab} \partial_{\alpha} \right) \gamma_{ab} \\
+ \frac{1}{8} \left( \delta W_{+\alpha}^{ab} \omega_{\beta}^{cd} - \delta W_{-\beta}^{ab} \omega_{\alpha}^{cd} + \delta W_{+\alpha}^{ab} \delta W_{-\beta}^{cd} \right) \left[ \gamma_{ab}, \gamma_{cd} \right] \\
+ \frac{1}{2} \left( e_{+\alpha}^{a} e_{-\beta}^{b} - e_{+\alpha}^{a} e_{-\beta}^{b} \right) \left[ \gamma_{a}, \gamma_{b} \right] \theta_{J} \right]
\]

\text{(H.17)}

\[
= \frac{T}{4} P_{-}^{\alpha \beta} \sigma_{1}^{IJ} \bar{\theta} \left[ \delta W_{+\alpha}^{ab} \partial_{\beta} - \delta W_{-\beta}^{ab} \partial_{\alpha} + \left( \delta W_{+\alpha}^{a} \omega_{\beta}^{cb} - \delta W_{-\beta}^{a} \omega_{\alpha}^{cb} \right) \\
+ \left( \delta W_{+\alpha}^{a} \right) \delta W_{-\beta}^{cb} - \frac{1}{2} \left( e_{+\alpha}^{c} e_{-\beta}^{d} - e_{+\alpha}^{c} e_{-\beta}^{d} \right) R_{cd}^{ab} \right] \gamma_{ab} \theta_{J},
\]

\text{(H.18)}

where we used

\[
\tilde{\gamma}_{ab} = -\frac{1}{2} R_{ab}^{cd} \gamma_{cd}, \quad \left[ \gamma_{ab}, \gamma_{cd} \right] = -2 \left( \eta_{ac} \gamma_{bd} - \eta_{bc} \gamma_{ad} - \eta_{ad} \gamma_{bc} + \eta_{bd} \gamma_{ac} \right).
\]

\text{(H.19)}

In the following, we show that \( \delta \mathcal{L}_{(2)} \) are completely canceled by performing an appropriate redefinition of the bosonic fields \( X^{m} \).
### H.2 Bosonic shift

We consider the redefinition of \( X^m \),

\[
X^m \to X^m + \xi^m, \quad \xi^m = \frac{\eta}{4} \sigma_{IJ} e^{cm} \lambda_c^{ab} \bar{\theta}_i \gamma_{ab} \theta_J + \mathcal{O}(\theta^4). \tag{H.20}
\]

This was originally considered in [13,74] such that the unwanted terms involving \( \sigma_{IJ} \bar{\theta}_i \gamma_{ab} \bar{\theta}_a \theta_J \) in (H.18) are canceled out by the deviation of the Lagrangian under the shift (H.20), \( \delta L_{YB} = \delta L_{(0)} + \mathcal{O}(\theta^2) \) where

\[
L_{(0)} \equiv -TP_{-}^{\alpha\beta} E'_{mn} \bar{\theta}_m X^m \partial_\beta X^n
\]

\[
(E'_{mn} = g'_{mn} + B'_{mn} = e_m^a e_n^b k_{+ab} = \text{Str}[A_m O^{-1}(A_n)]|_{\theta = 0}). \tag{H.21}
\]

As we show below, in fact, \( \delta L_{(2)} \) is completely canceled out under the redefinition (H.20) when the \( r \)-matrix satisfies the homogeneous CYBE, which has been checked for specific examples in the previous works.

For simplicity, we introduce a shorthand notation

\[
\frac{1}{\sqrt{2!}} J_{ab} \to J_i, \tag{H.22}
\]

with combinatoric factors discussed around (C.25). In this notation, the commutation relations of bosonic generators \( \{P_a, J_i\} \) and matrices \( \{\hat{\gamma}_a, \gamma_i\} \) become

\[
[P_a, P_b] = f_{ab}^i J_i, \quad [J_i, J_j] = f_{ij}^k J_k, \quad [P_a, P_b] = f_{ab}^i P_i, \tag{H.23}
\]

\[
[\hat{\gamma}_a, \gamma_i] = -2 f_{ab}^i \gamma_i, \quad [\gamma_i, \gamma_j] = -2 f_{ij}^k \gamma_k.
\]

Then, \( \delta L_{(2)} \) in (H.18) can be expressed as

\[
\delta L_{(2)} = \frac{T}{2} P_{-}^{\alpha\beta} \sigma_1^{IJ} \bar{\theta}_i \gamma_k \left( \delta W_{+\alpha} \partial_\beta \theta_J - \delta W_{-\beta} \partial_\alpha \theta_J \right)
- \frac{T}{4} P_{-}^{\alpha\beta} \left[ \left( \delta W_{+\alpha} \omega^{\beta}_J + \omega^{\alpha}_J \delta W_{-\beta} + \delta W_{+\alpha} \delta W_{-\beta} \right) f_{ij}^k \right.
\]

\[
\left. + \left( e_{+\alpha} a e_{-\beta} - e_{-\beta} a e_{+\alpha} \right) f_{ab}^k \right] \sigma_1^{IJ} \bar{\theta}_i \gamma_k \theta_J. \tag{H.24}
\]

#### A computation of \( \delta L_{(0)} \)

A straightforward computation shows

\[
\delta L_{(0)} = -T P_{-}^{\alpha\beta} L_{x} E'_{mn} \partial_\alpha X^m \partial_\beta X^n
\]

\[
= -T P_{-}^{\alpha\beta} \left( \xi^p \partial_p E'_{mn} + \partial_m \xi^p E'_{pn} + \partial_n \xi^p E'_{mp} \right) \partial_\alpha X^m \partial_\beta X^n
\]
and the explicit forms of the structure constants, we can straightforwardly obtain

\[
\frac{-\eta T}{2} P_{-}^{\alpha \beta} \sigma_{1}^{I J} \bar{\theta}_{I} \gamma_{K} \left( \delta W_{+ m}^{\ k} \partial_{n} \theta_{J} - \delta W_{- n}^{\ k} \partial_{m} \theta_{J} \right) \partial_{\alpha} X^{m} \partial_{\beta} X^{n}
\]

\[
- \frac{\eta T}{2} P_{-}^{\alpha \beta} \sigma_{1}^{I J} \bar{\theta}_{I} \gamma_{K} \partial_{\rho} k_{+ a b} + \partial_{m} \lambda_{a}^{K} e_{- n}^{a} + \partial_{n} \lambda_{a}^{K} e_{+ m}^{a}
\]

\[
+ 2 e^{c p} \lambda_{a}^{K} \left( \partial_{p} e_{|a}^{m} e_{- n}^{a} + \partial_{p} e_{n}^{m} a e_{n}^{m} \right) \right] \partial_{\alpha} X^{m} \partial_{\beta} X^{n}, \quad (H.25)
\]

where we have used \( e_{\pm}^{m} a = k_{\pm a}^{m} a \) and \( \delta W_{\pm m}^{K} = \pm 2 \eta e_{\pm}^{m} a \lambda_{a}^{k} \). From this, we can easily see that the terms involving \( \sigma_{1}^{I J} \bar{\theta}_{I} \gamma_{K} \partial_{\alpha} \theta_{J} \) in \( \delta L_{(0)} \) and \( \delta L_{(2)} \) cancel each other out.

We can further compute \( \partial_{\rho} k_{+ a b} \) and \( \partial_{m} \lambda_{a}^{K} \) as follows by recalling their original definitions.

The \( \partial_{m} \lambda_{a}^{K} \) can be obtained from

\[
\partial_{m} \lambda_{a}^{K} \cdot J_{i} = \partial_{m} \left[ P^{(0)} R_{g_{n}}(P_{c}) \right] |_{\theta = 0} = -P^{(0)} \left[ A_{m}, R_{g_{n}}(P_{c}) \right] |_{\theta = 0} + P^{(0)} R_{g_{n}}(\left[ A_{m}, P_{c} \right]) |_{\theta = 0}
\]

\[
= \left[ e_{m}^{a} (\lambda_{k}^{f} a e_{k}^{c} c) - \lambda_{c}^{b} a f_{a b}^{i} \right] + \omega_{m}^{i} (\lambda_{c}^{k} a f_{j k}^{i} - \lambda_{d}^{i} a f_{j c}^{d}) \right] J_{i}.
\]

where we have used

\[
\partial_{m} R_{g}(\cdot) = -[A_{m}, R_{g}(\cdot)] + R_{g}(\left[ A_{m}, \cdot \right]), \quad A_{m}|_{\theta = 0} = e_{m}^{a} a P_{a} - \omega_{m}^{k} a J_{k},
\]

\[
R_{g}(P_{a})|_{\theta = 0} = \lambda_{a}^{b} a P_{b} - \lambda_{a}^{k} a J_{k}, \quad R_{g}(J_{i})|_{\theta = 0} = \lambda_{i}^{b} a P_{b} - \lambda_{i}^{k} a J_{k}.
\]

Similarly, we obtain

\[
\partial_{m} k_{+ a b} = \partial_{m} \text{Str} \left[ P_{b} O_{+}^{-1}(P_{a}) \right] |_{\theta = 0} = -\frac{1}{2} \text{Str} \left[ d_{-}(P_{b}) O_{+}^{-1} \circ \partial_{m} O_{-} \circ O_{+}^{-1}(P_{a}) \right] |_{\theta = 0}
\]

\[
= -\frac{1}{2} \text{Str} \left[ O_{+}^{-1} \circ d_{-}(P_{b}) \partial_{m} O_{+} \circ O_{+}^{-1}(P_{a}) \right] |_{\theta = 0}
\]

\[
= -\frac{\eta}{2} \text{Str} \left[ d_{-} O_{+}^{-1}(P_{b}) \partial_{m} R_{a} \circ d_{+} \circ O_{+}^{-1}(P_{a}) \right] |_{\theta = 0}
\]

\[
= -2 \eta k_{-a}^{c} a k_{-b}^{d} \text{Str} \left[ P_{d} \left\{ -[A_{m}, R_{g}(P_{c})] + R_{g}(\left[ A_{m}, P_{c} \right]) \right\} \right] |_{\theta = 0}
\]

\[
= -2 \eta k_{-a}^{c} a k_{-b}^{d} \text{Str} \left[ \partial_{m}^{c} a (\lambda_{k}^{d} a f_{e c}^{k} c - \lambda_{c}^{k} a f_{e k}^{d}) + \omega_{m}^{i} a (\lambda_{c}^{d} a f_{k e}^{d} - \lambda_{d}^{i} a f_{k c}^{e}) \right].
\]

By using several identities, such as

\[
e_{m}^{a} = e_{\pm}^{b} a (\delta_{b}^{a} \pm 2 \eta \lambda_{b}^{a}), \quad \partial_{m} e_{n}^{a} a = -\omega_{m}^{a} a e_{n}^{b} a,
\]

and the explicit forms of the structure constants, we can straightforwardly obtain

\[
\delta L_{(0)} = -\frac{T}{2} P_{-}^{\alpha \beta} \sigma_{1}^{I J} \bar{\theta}_{I} \gamma_{K} \left( \delta W_{+ m}^{\ k} \partial_{n} \theta_{J} - \delta W_{- n}^{\ k} \partial_{m} \theta_{J} \right) \partial_{\alpha} X^{m} \partial_{\beta} X^{n}
\]

\[
+ \frac{T}{4} P_{-}^{\alpha \beta} \left[ \left( \delta W_{+ m}^{I} a \omega_{n}^{j} + \omega_{m}^{I} a \delta W_{- n}^{j} \right) f_{i j}^{k} + 2 \eta \left( e_{m}^{a} a e_{n}^{c} a \lambda_{b}^{a} - e_{m}^{a} a e_{n}^{c} a \lambda_{c}^{a} b \right) f_{a b}^{k}
\]

\[
+ 4 \eta^{2} \left( e_{m}^{a} a \lambda_{b}^{a} - e_{m}^{a} a \lambda_{b}^{a} \right) f_{b j}^{a} \lambda_{a}^{k}
\]

\[
- 4 \eta^{2} \left( e_{m}^{a} a \lambda_{b}^{a} - e_{m}^{a} a \lambda_{c}^{b} \right) f_{a b}^{j} \lambda_{j}^{k} \right] \sigma_{1}^{I J} \bar{\theta}_{I} \gamma_{K} \theta_{J} \partial_{\alpha} X^{m} \partial_{\beta} X^{n}.
\]
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A computation of $\delta L_{(0)} + \delta L_{(2)}$

Now, the sum of \((1.30)\) and \((1.24)\) becomes

$$
\delta L_{(0)} + \delta L_{(2)} = \frac{T}{4} P^{\hat{\alpha}\hat{\beta}} \left[ 4 \eta^2 (e_m^a \lambda_c^i (e_{-n}^b \lambda_c^j) f_{ij}^k + 2 \eta (e_m^a e_{-n}^c \lambda_c^b - e_{-n}^a \lambda_c^b) f_{ab}^k - (e_m^a e_{-n}^b - e_{-n}^a e_{-n}^b) f_{ab}^k + 4 \eta^2 (e_m^c \lambda_c^i e_{-n}^b - e_m^b e_{-n}^c \lambda_c^j) f_{bj}^a \lambda_a^k + 4 \eta^2 (e_{-m}^c \lambda_c^a e_{-n}^b + e_{-m}^a e_{-n}^c \lambda_c^b) f_{ab}^j \lambda_k^i \right] \sigma_1^{IJ} \theta_I \gamma_k \theta_J \partial_\alpha X^m \partial_\beta X^n, \tag{H.31}
$$

where we used $\delta W_\pm = \pm 2 \eta \epsilon^\pm \lambda_c^i$ in the first line. Moreover, the second line is simplified as

$$
2 \eta (e_m^a e_{-n}^c \lambda_c^b - e_{-m}^a \lambda_c^a e_{-n}^b) - (e_m^a e_{-n}^b - e_{-m}^a e_{-n}^b) = 4 \eta^2 e_m^c \lambda_c^a e_{-n}^d \lambda_d^b, \tag{H.32}
$$

and we obtain

$$
\delta L_{(0)} + \delta L_{(2)} = \eta^2 T P^{\hat{\alpha}\hat{\beta}} \left[ (e_m^c \lambda_c^a (e_{-n}^d \lambda_d^b) f_{ab}^k + (e_{-m}^a \lambda_a^i) (e_{-n}^b \lambda_b^j) f_{ij}^k + (e_m^c \lambda_c^i e_{-n}^b - e_{-m}^b e_{-n}^c \lambda_c^j) f_{bj}^a \lambda_a^k - (e_{-m}^c \lambda_c^a e_{-n}^b + e_{-m}^a e_{-n}^c \lambda_c^b) f_{ab}^j \lambda_k^i \right] \sigma_1^{IJ} \theta_I \gamma_k \theta_J \partial_\alpha X^m \partial_\beta X^n. \tag{H.33}
$$

Remarkably, the quantities in the square bracket of \((H.33)\) are precisely the grade-0 component of $\text{CYBE}_{g(J_{(+)}^2, J_{(-)}^2)}$, $[\text{CYBE}_{g(J_{(+)}^2, J_{(-)}^2)}]^k = (e_m^c \lambda_c^a (e_{-n}^d \lambda_d^b) f_{ab}^k + (e_{-m}^a \lambda_a^i) (e_{-n}^b \lambda_b^j) f_{ij}^k + (e_m^c \lambda_c^i e_{-n}^b - e_{-m}^b e_{-n}^c \lambda_c^j) f_{bj}^a \lambda_a^k - (e_{-m}^c \lambda_c^a e_{-n}^b + e_{-m}^a e_{-n}^c \lambda_c^b) f_{ab}^j \lambda_k^i) = \delta L_{(0)} + \delta L_{(2)}$, \tag{H.34}

where we have used $J_{(+)}^2 = e_{+m}^a P_a$ [see \((3.35)\)]. Therefore, we obtain

$$
\delta L_{(0)} + \delta L_{(2)} = \eta^2 T P^{\hat{\alpha}\hat{\beta}} \sigma_1^{IJ} [\text{CYBE}_{g(J_{(+)}^2, J_{(-)}^2)}]^I \theta_I \gamma_I \theta_J \partial_\alpha X^m \partial_\beta X^n, \tag{H.35}
$$

which shows that $\delta L_{(0)} + \delta L_{(2)}$ vanishes when the $r$-matrix satisfies the homogeneous CYBE.

### I The $\kappa$-symmetry transformation

In fact, the YB sigma model action defined in \((3.25)\) is invariant under the following $\kappa$-symmetry variations (see \[7\] for the details):

$$
\mathcal{O}_{-1} g^{-1} \delta_\kappa g = P^{\hat{\alpha}\hat{\beta}} \left\{ Q^1 \kappa_{1\hat{\alpha}}, J_{(+)}^2 \right\} + P_{-1}^{\hat{\alpha}\hat{\beta}} \left\{ Q^2 \kappa_{2\hat{\alpha}}, J_{(-)}^2 \right\}, \tag{I.1}
$$

$$
\delta_\kappa (\sqrt{-\gamma} \gamma^{\hat{\alpha}\hat{\beta}}) = \frac{1}{4} \sqrt{-\gamma} \text{Str} \left[ Y \left( [Q^1 \kappa_{1\hat{\alpha}}, J_{(+)}^1 \hat{\beta}] + [Q^2 \kappa_{2\hat{\alpha}}, J_{(+)}^3 \hat{\beta}] \right) + (\hat{\alpha} \leftrightarrow \hat{\beta}) \right], \tag{I.2}
$$

81
where \( \kappa_{J\bar{a}} \) \((I = 1, 2)\) are local fermionic parameters and we have defined \( \Upsilon \equiv \text{diag}(1_4, -1_4) \). Here and hereafter, worldsheet vectors with \((\pm)\) are projected with the projection operator \( P_{\pm \bar{a}} \), like \( J^\pm_{\pm(\pm)} = P^\pm_{\pm \bar{a}} J_{\pm \bar{a}} \).

In this appendix, following the procedure of [74], we rewrite the \( \kappa \)-variations (I.1) and (I.2) as the standard \( \kappa \)-variations in the GS type IIB superstring [113],

\[
\delta_\kappa X^m = -\frac{i}{2} \epsilon_{\alpha m} \bar{\Theta}_I \Gamma_a \delta_\kappa \Theta_I + O(\Theta^2),
\]

where \( \kappa \) \((\pm)\) are projected with the projection operator \( P_{\pm \bar{a}} \), like \( J^\pm_{\pm(\pm)} = P^\pm_{\pm \bar{a}} J_{\pm \bar{a}} \).

The left-hand side can be expanded as

\[
P^{(2)} \circ O^{-1}_- g^{-1} \delta_\kappa g = P^{(2)} \left[ \left( \epsilon_{a m} \delta_\kappa X^m + i \frac{1}{2} \bar{\Theta}_I \gamma^a \delta_\kappa \theta_I \right) O^{-1}_- (P_a) + O^{-1}_- (Q^I \delta_\kappa \theta_I) + O(\theta^2) \right] \]

\[
= \left[ \epsilon_{m b} \delta_\kappa X^m + i \frac{1}{2} \left( \delta^{IJ} \delta^c_b + 2 \eta \sigma_3^{IJ} \lambda_b^c \right) \bar{\Theta}_I \gamma_c \delta_\kappa \theta_J \right] \Gamma_{-b} \Gamma_{-a} \Gamma_{-a} P_a
\]

\[
- \frac{\eta}{2} \sigma_1^{IJ} \bar{\Theta}_I \lambda_b^{cd} \gamma_{cd} \delta_\kappa \theta_J \Gamma_{-b} \Gamma_{-a} \Gamma_{-a} P_a + O(\theta^2).
\]

Now, by performing the redefinition (3.72) of \( \bar{\Theta}_I, \beta \)-deformations and local \( \beta \)-deformations.

**Bosonic fields**

We first consider the \( \kappa \)-symmetry transformation of the bosonic fields \( X^m \), which can be extracted from the grade-2 component of (I.1). From (I.1), we can easily see

\[
P^{(2)} \circ O^{-1}_- g^{-1} \delta_\kappa g = 0.
\]

The left-hand side can be expanded as

\[
P^{(2)} \circ O^{-1}_- g^{-1} \delta_\kappa g = P^{(2)} \left[ \left( \epsilon_{a m} \delta_\kappa X^m + i \frac{1}{2} \bar{\Theta}_I \gamma^a \delta_\kappa \theta_I \right) O^{-1}_- (P_a) + O^{-1}_- (Q^I \delta_\kappa \theta_I) + O(\theta^2) \right] \]

\[
= \left[ \epsilon_{m b} \delta_\kappa X^m + i \frac{1}{2} \left( \delta^{IJ} \delta^c_b + 2 \eta \sigma_3^{IJ} \lambda_b^c \right) \bar{\Theta}_I \gamma_c \delta_\kappa \theta_J \right] \Gamma_{-b} \Gamma_{-a} \Gamma_{-a} P_a
\]

\[
- \frac{\eta}{2} \sigma_1^{IJ} \bar{\Theta}_I \lambda_b^{cd} \gamma_{cd} \delta_\kappa \theta_J \Gamma_{-b} \Gamma_{-a} \Gamma_{-a} P_a + O(\theta^2).
\]

Now, by performing the redefinition (3.72) of \( X^m \), the term proportional to \( \sigma_1^{IJ} \) disappears and we obtain

\[
0 = \left[ \epsilon_{m b} \delta_\kappa X^m + i \frac{1}{2} \left( \delta^{IJ} \delta^c_b + 2 \eta \sigma_3^{IJ} \lambda_b^c \right) \bar{\Theta}_I \gamma_c \delta_\kappa \theta_J \right] \Gamma_{-b} \Gamma_{-a} \Gamma_{-a} P_a + O(\theta^2).
\]
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Then, solving the equation (I.8) for $\delta_\kappa X^m$, we obtain
\[
\delta_\kappa X^m = -\frac{i}{2} (k^{-1})^a_b e^{bm} \tilde{\theta}_1 \tilde{\gamma}_a \delta_\kappa \theta_1 - \frac{i}{2} (k^{-1})^a_b e^{bm} \tilde{\theta}_2 \tilde{\gamma}_a \delta_\kappa \theta_2 + \mathcal{O}(\theta^3)
\]
\[
= -\frac{i}{2} e^{am} \bar{\Theta}_1 \Gamma_a \delta_\kappa \Theta_1 - \frac{i}{2} e^{am} \bar{\Theta}_2 \Gamma_a \delta_\kappa \Theta_2 + \mathcal{O}(\Theta^3),
\]
where it is noted that the inverse of $e_{\pm m}^a = e_m^b k_{\pm b}^a$ is $e_{\pm m}^a = (k^{-1})^a_b e_m^b$. Finally, by using $\Lambda_a^b \Gamma_b = \Omega^{-1} \Gamma_a \Omega$ and the redefined fermions $\Theta'_I$ given in (3.63), (I.9) becomes
\[
\delta_\kappa X^m = -\frac{i}{2} e^{am} \bar{\Theta}_1 \Gamma_a \delta_\kappa \Theta_1 - \frac{i}{2} e^{am} \bar{\Theta}_2 \Gamma_a \delta_\kappa \Theta_2 + \mathcal{O}(\Theta^3),
\]
which is the usual $\kappa$-variation (I.3) of $X^m$.

Fermionic fields

Next, let us consider the $\kappa$-variations of fermionic variables. These can be found from
\[
P^{(1)} \mathcal{O}_-^{-1} g^{-1} \delta_\kappa g = P_{\alpha \beta}^\dagger \{ Q^1 \kappa_{1\alpha}, J^{(2)}_{-\beta} \},
\]
\[
P^{(3)} \mathcal{O}_-^{-1} g^{-1} \delta_\kappa g = P_{\alpha \beta}^\dagger \{ Q^2 \kappa_{2\alpha}, J^{(2)}_{+\beta} \}.
\]
Indeed, the left-hand side gives
\[
P^{(1)} \mathcal{O}_-^{-1} g^{-1} \delta_\kappa g = Q^1 \delta_\kappa \theta_1 + \mathcal{O}(\theta^2), \quad P^{(3)} \mathcal{O}_-^{-1} g^{-1} \delta_\kappa g = Q^2 \delta_\kappa \theta_2 + \mathcal{O}(\theta^2).
\]
In order to evaluate the right-hand side, we use the following relations [74]:
\[
Q^I P_a + P_a Q^I = \frac{1}{2} Q^I \tilde{\gamma}_a, \quad Q^I P_a + P_a Q^I = -\frac{1}{2} Q^I \tilde{\gamma}_a,
\]
which can be verified by using the matrix representations of $P_a$ and $Q_I$ given in (B.9) and (B.19). Then, the transformations (I.11) become
\[
Q^1 \delta_\kappa \theta_1 = \frac{1}{2} P_{\alpha \beta}^\dagger Q^1 (e_{-\beta} \tilde{\gamma}_a - e_{-\beta} \tilde{\gamma}_a) \kappa_{1\alpha} + \mathcal{O}(\theta^2),
\]
\[
Q^2 \delta_\kappa \theta_2 = \frac{1}{2} P_{\alpha \beta}^\dagger Q^2 (e_{+\beta} \tilde{\gamma}_a - e_{+\beta} \tilde{\gamma}_a) \kappa_{2\alpha} + \mathcal{O}(\theta^2).
\]
By using relations (B.33) and (B.35), these can be rewritten as
\[
\delta_\kappa \Theta_1 = \frac{1}{2} P_{\alpha \beta}^\dagger e_{-\beta} \Gamma_a K_{1\alpha} + \mathcal{O}(\Theta^2),
\]
\[
\delta_\kappa \Theta_2 = \frac{1}{2} P_{\alpha \beta}^\dagger e_{+\beta} \Gamma_a K_{2\alpha} + \mathcal{O}(\Theta^2),
\]
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where we have introduced
\[ K_I \equiv \begin{pmatrix} 0 \\ 1 \end{pmatrix} \otimes \kappa_I, \quad \bar{K}_I \equiv \begin{pmatrix} 1 \\ 0 \end{pmatrix} \otimes \bar{\kappa}_I, \quad (I.16) \]
and used
\[ \Gamma_a K_I = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \otimes \tilde{\gamma}_a \kappa_I, \quad \Gamma_{\bar{a}} K_I = -\begin{pmatrix} 1 \\ 0 \end{pmatrix} \otimes \tilde{\gamma}_{\bar{a}} \bar{\kappa}_I. \quad (I.17) \]
Finally, using the redefined fermions \( \Theta'_I \) and considering redefinitions of \( K_I \),
\[ K'_1 = K_1, \quad K'_2 = \Omega K_2, \quad (I.18) \]
we obtain the standard \( \kappa \)-variations of the fermions \( (I.4) \).

**Worldsheet metric**

Finally, we rewrite the \( \kappa \)-variation \( (I.2) \) of \( \gamma_{\bar{\alpha}\beta} \) into the standard form \( (I.5) \).

By using the expansion \( (3.35) \) of the deformed currents \( J_{\pm} \), the variation \( (I.2) \) can be expanded as
\[
\frac{1}{\sqrt{-\gamma}} \delta_\alpha \left( \sqrt{-\gamma} \gamma^{\bar{\alpha}\beta} \right) = -i \kappa_{1(+)}^\alpha D^\beta_{1(+)} J - i \kappa_{2(-)}^\alpha D^\beta_{2(-)} J + (\bar{\alpha} \leftrightarrow \bar{\beta}) + \mathcal{O}(\theta^3),
\]
where we have used commutation relations of \( \text{su}(2,2|4) \) algebra
\[
[Q_1^1 \kappa_{1(+)}^\alpha, J^{(1)\bar{\beta}}] = \left( -\frac{1}{2} \kappa_{1(+)}^\alpha D^\beta_{1(+)} J + \mathcal{O}(\theta^3) \right) Z + (\text{P-term}),
\]
\[
[Q_2^2 \kappa_{2(-)}^\alpha, J^{(3)\bar{\beta}}] = \left( -\frac{1}{2} \kappa_{2(-)}^\alpha D^\beta_{2(-)} J + \mathcal{O}(\theta^3) \right) Z + (\text{P-term}),
\]
and supertrace formulas
\[
\text{Str}[\Upsilon Z] = 8i, \quad \text{Str}[\Upsilon \text{ (other generators)}] = 0. \quad (I.21)
\]
It is noted that the redefinition \( (3.72) \) of \( X^m \) does not affect the variation of the worldsheet metric at the leading order in \( \theta \).

Then, by using the \( 32 \times 32 \) gamma matrices, the variation can be expressed as
\[
\frac{1}{\sqrt{-\gamma}} \delta_\alpha \left( \sqrt{-\gamma} \gamma^{\bar{\alpha}\beta} \right) = -i K_{1(+)}^\alpha \bar{D}^\beta_{1(+)} \Theta_1 - i K_{2(-)}^\alpha \bar{D}^\beta_{2(-)} \Theta_2
\]
\[
+ \frac{i}{16} \left[ \bar{K}_{1(+)}^\alpha \bar{F}_5 e^\beta_{+(-)} \Gamma_a \Theta_2 - \bar{K}_{2(-)}^\alpha \bar{F}_5 e^\beta_{-(-)} \Gamma_a \Theta_1 \right]
\]
\[
+ (\bar{\alpha} \leftrightarrow \bar{\beta}) + \mathcal{O}(\theta^3),
\]
(1.22)
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where we have used relations
\[ \tilde{\kappa}^\alpha_{I(\pm)} \gamma_{ab} \theta_J = \tilde{K}^\alpha_{I(\pm)} \Gamma_{ab} \Theta_J, \quad \tilde{\kappa}^\alpha_{I(\pm)} \hat{\gamma}_a \theta_J = \frac{i}{8} \tilde{K}^\alpha_{I(\pm)} \hat{\mathcal{F}}_5 \Gamma_a \Theta_J. \] (I.23)

Finally, we perform the redefinitions (3.66) and (I.18). By using relations (3.69) and (3.71), the variation of the worldsheet metric becomes
\[
\frac{1}{\sqrt{-\gamma}} \delta_\kappa (\sqrt{-\gamma} \gamma^{\alpha \beta}) = -i \tilde{K}^{\kappa\alpha}_{1(\pm)} D^{\beta}_{(+)} \Theta'_1 - i \tilde{K}^{\kappa\alpha}_{2(-)} D^{\beta}_{(-)} \Theta'_2 \\
+ \frac{i}{16} \left[ \tilde{K}^{\kappa\alpha}_{1(\pm)} \left( \mathcal{F}_5 \Omega^{-1} \right) c^{\beta a}_{(+)} \Gamma_a \Theta'_2 - \Theta'_1 c^{\beta a}_{(-)} \Gamma_a \left( \mathcal{F}_5 \Omega^{-1} \right) K^{\kappa\alpha}_{2(-)} \right] \\
+ (\bar{\alpha} \leftrightarrow \bar{\beta}) + O(\Theta^3)
\]
\[
= -i \tilde{K}^{\kappa\alpha}_{1(\pm)} D^{\beta}_{(+)} \Theta'_1 - i \tilde{K}^{\kappa\alpha}_{2(-)} D^{\beta}_{(-)} \Theta'_2 \\
+ \frac{i}{16} \left[ \tilde{K}^{\kappa\alpha}_{1(\pm)} \hat{\mathcal{F}}' c^{\beta a}_{(+)} \Gamma_a \Theta'_2 - \Theta'_1 c^{\beta a}_{(-)} \Gamma_a \hat{\mathcal{F}}' K^{\kappa\alpha}_{2(-)} \right] \\
+ (\bar{\alpha} \leftrightarrow \bar{\beta}) + O(\Theta^3).
\] (I.24)

In this way, we have obtained the standard $\kappa$-variation of the worldsheet metric (I.5).
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