Abstract

We discuss a multiscale Galerkin approximation scheme for a system of coupled quasilinear parabolic equations. These equations arise from the upscaling of a pore scale filtration combustion model under the assumptions of large Damköhler number and small Péclet number. The upscaled model consists of a heat diffusion equation and a mass diffusion equation in the bulk of a macroscopic domain. The associated diffusion tensors are bivariate functions of temperature and concentration and provide the necessary coupling conditions to elliptic-type cell problems. These cell problems are characterized by a reaction-diffusion phenomenon with nonlinear reactions of Arrhenius type at a gas-solid interface. We discuss the wellposedness of the quasilinear system and establish uniform estimates for the finite dimensional approximations. Based on these estimates, the convergence of the approximating sequence is proved. The results of numerical simulations demonstrate, in suitable temperature regimes, the potential of solutions of the upscaled model to mimic those from porous media combustion. Moreover, distinctions are made between the effects of the microscopic reaction-diffusion processes on the macroscopic system of equations and a purely diffusion system.
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1 Introduction

In this paper, we consider a quasilinear parabolic system that arises in the modeling of a fast exothermic chemical process involving a reactive porous medium. This scenario is prevalent in the area of filtration combustion in porous media, which can be seen in such important processes as in the combustion of fixed bed reactors [6], waste incinerators [18, 21] and in smoldering combustion process with potential to transit to flaming; see, e.g., [7, 10, 11] and all references therein. However, there are other areas of physical modeling in porous media in which the governing equations are of quasilinear parabolic type. These include, but are not limited to the modeling of biofilm growths [8], solute dispersion in porous media [2], etc.

The physical situation of interest is the following: a gaseous mixture containing an oxidizer infiltrates a porous medium predominantly by means of diffusion, assuming convective
transport is negligible at the level of description. Then, the oxidizer gas reacts (in a non-premixed manner) with the fuel (solid) surface in the presence of heat to produce char (solid product) and the heat that sustains the process. We assume that the concentration of the oxidizer and the concentration of the solid product slowly changes at a scale, which is much larger than the scale at which the chemical reaction takes place. At the chemical reaction scale of the interaction, the reaction is assumed to be fast. This is governed by a nonlinear and first order Arrhenius-type kinetics, which couples a mass and a heat transport problems at the surface of the material. The material of interest is associated with a microstructure, which is regarded as a representative unit cell of the material. The unit cell consists of two distinct parts: a solid part and a gas-filled part. Actually, this cell serves as a starting point in the construction of a mesoscopic description with periodically varying functions and parameters posed in a domain that is composed of a scaled and periodically translated copies of the representative cell. We point out that this description is inherent in the mathematical theory of periodic homogenization; see, e.g. [4, 5, 3].

Furthermore, to be able to handle the complex chemical process taking place in the domain with rapidly oscillating properties, an averaged description of the process is often required; for example, the homogenization method based on multiple scale expansions [13], when applied on the mesoscopic problem, results in an effective quasilinear parabolic problem. The latter problem is peculiar since it retains some of the attributes of the microstructure on the derived macroscopic description. That is, the microstructure can be seen as a point in the macroscopic domain where mass and heat exchange occur through a diffusion mechanism. In other words, variations in heat and mass diffusions across the macroscopic domain is influenced by reaction-diffusion processes in the unit cell. The interplay between these processes occurring at the distinct levels of description are linked through nonlinear diffusion coefficients with respect to the macroscopic variables; specifically, at each macroscopic point, a coupled microscopic reaction-diffusion elliptic problems are solved in the unit cells—one for the heat problem and another for the diffusion problem. In spite of the advantages of the reducing the complexity of the original problem by means of the homogenization method, the complexity of the present problem is given by an increased size of the system, since for each macroscopic point a coupled system of cell equations has to be solved.

Moreover, the structure of the cell problem arises from nonlinear coupling of chemical reaction at the microscopic level, in which the macroscopic variables enter as parameters. However, besides the micro-macro coupling, the coupled macroscopic problems can be formulated as a single equation incorporating the total enthalpy in terms of the macroscopic variables. The peculiar feature of the studied problem from other two-scale homogenized systems in the literature [16, 17, 19, 20] are two-fold: the first is the coupling of the micro-macro problem via the nonlinear effective diffusion tensors, which vary at each point $x$ of the macroscopic domain and at each time $t$. Next is the strong coupling between the distinct physics at the microscopic level.

Thus, our objective is to provide a Galerkin based approximation scheme that uses the structure of the quasilinear system of equations coupled to elliptic boundary value problems in the formulation of finite-dimensional approximations. The function spaces for the approximation of the cell problems consist of tensor products of functions on the macroscopic domain and on a reference unit cell. The use of such tensor products is inspired by the analysis discussed in [19]. A much recent development on the use of Galerkin approximations for multiscale problems can be found in [16, 17]. In our context, the macroscopic variable enters the cell problems as a parameter; hence, to pass to the limit in the finite-dimensional
approximates, no additional compactness arguments for the derivatives of the cell functions in terms of the macroscopic variable $x$ are necessary.

This paper is organized as follows. In Section 2, the mathematical setting of the problem is described and the necessary assumption on functions and data are stated. Section 3 introduces the Galerkin approximation function spaces, the spatial discretization and the prove of uniform estimates, which assure the compactness of the finite-dimensional approximations. In Section 4, the convergence of the Galerkin approximations is given and this is followed by some numerical experiments to demonstrate the multiscale character of the quasilinear parabolic system in Section 5.

Figure 1.1: Schematic of the macroscopic domain $\Omega \subset \mathbb{R}^2$ (a) showing its coupling with a reference unit cell $Y$ for each point $x \in \Omega$ and description of the boundary conditions at different parts of the exterior boundary $\partial \Omega$. The microstructure (b) consists of a solid part $Y_s$ and gas part $Y_g$ which are separated on by an interface $\Gamma$.

## 2 Setting of the problem

We consider a homogenization limit problem of a filtration combustion process derived under the assumption of large Damkhöler numbers and small Péclet numbers, which results in a system of quasilinear diffusion equations modeling heat and mass diffusion processes. These equations are coupled by nonlocal reactions taking place on a gas-solid interface separating the reactant species at the level of the microstructure of the porous domain. The reactions are incorporated into the global diffusion coefficients and account for a reaction-diffusion phenomena at the macroscopic level. In the sequel, we describe the multiscale geometry of the studied problem.
2.1 The geometry

Let \( \Omega \subset \mathbb{R}^d, d = 2, 3 \), be open and bounded homogeneous domain that approximates the heterogeneous porous medium consisting of a periodic system of fixed microstructures. In our setting, \( \Omega \) is either a polygon for \( d = 2 \) or a polyhedron for \( d = 3 \) with Lipschitz boundary \( \partial \Omega = \partial_D \Omega \cup \partial_N \Omega \) which is either an edge for \( d = 2 \) or a face for \( d = 3 \), where

\[
\partial_D \Omega := \partial \Omega \cap \{ x := (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d \mid x_1 = 0 \} \quad \text{and} \quad \partial_N \Omega := \partial \Omega \setminus \partial_D \Omega,
\]

are the Dirichlet and Neumann boundary parts, respectively. For each point \( x \in \Omega \), let the representative cell be denoted by \( \mathcal{Y} = [0, 1]^d \). The representative cell consists of two distinct parts-a solid part denoted by \( \mathcal{Y}_s \) and gas-filled part denoted by \( \mathcal{Y}_g \), i.e. \( \mathcal{Y} = \mathcal{Y}_s \cup \mathcal{Y}_g \). We denote the smooth boundary of the solid part of \( \mathcal{Y} \) by \( \Gamma \). The gas-filled part is denoted by \( \mathcal{Y}_g = \mathcal{Y} \setminus \mathcal{Y}_s \). On the gas-solid boundary \( \Gamma \), interface conditions are prescribed whereas periodic boundary conditions are prescribed on the exterior boundary \( \partial \mathcal{Y} \) of \( \mathcal{Y} \). The outer unit normal to the boundaries of the domains is denoted by \( \vec{n} \). Furthermore, let \( T > 0 \) be an arbitrarily chosen final time such that we can use the following time-space domains:

\[
\mathcal{O}^T = (0, T] \times \Omega, \quad \partial_D \mathcal{O}^T = (0, T] \times \partial_D \Omega, \quad \partial_N \mathcal{O}^T = (0, T] \times \partial_N \Omega.
\]

2.2 The mathematical model

Let the scaled temperature of the gas-solid system and the scaled concentration of the gaseous oxidizer be given respectively by \( u(t, x) \) and \( v(t, x) \), then the heat and mass diffusion equations can be written as

\[
\begin{align*}
\frac{c}{\theta} \frac{\partial u}{\partial t} & = \nabla \cdot \left( \lambda(u, v) \nabla u \right), \quad \text{in} \quad \mathcal{O}^T, \\
\frac{\theta}{\theta} \frac{\partial v}{\partial t} & = \nabla \cdot \left( D(u, v) \nabla v \right), \quad \text{in} \quad \mathcal{O}^T, \\
u & = u_D, v = v_D, \quad \text{on} \quad \partial_D \mathcal{O}^T, \\
\vec{n} \cdot \nabla u & = \vec{n} \cdot \nabla v = 0, \quad \text{on} \quad \partial_N \mathcal{O}^T, \\
u(t, x) & = u_I, v(t, x) = v_I, \quad \text{in} \quad \mathcal{O}, t = 0.
\end{align*}
\]

(2.2)

Here, \( u_I \) and \( v_I \) are the prescribed initial data and \( u_D \) and \( v_D \) are the Dirichlet boundary data on \( \partial_D \mathcal{O}^T \) and \( \vec{n} \) is the outward unit normal. The effective parameters appearing in the equations are the porosity \( \theta \) and the effective volumetric heat capacity \( c \) respectively given by:

\[
\theta = \frac{1}{|\mathcal{Y}|} \int_{\mathcal{Y}_g} \, dy \quad \text{and} \quad c = \int_{\mathcal{Y}_g} c_g dy + \int_{\mathcal{Y}_s} c_s dy,
\]

where \( c_g \) and \( c_s \) are respectively the heat capacities for gas and solid parts of the microstructure. The diffusion matrices are given by \( \lambda_{ij} : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \)

\[
\lambda_{ij}(s, r) = \int_{\mathcal{Y}_g} \lambda_g(y)(e_i + \nabla_y \chi_g,i) \cdot (e_j + \nabla_y \chi_g,j) \, dy \\
+ \int_{\mathcal{Y}_s} \lambda_s(y)(e_i + \nabla_y \chi_s,i) \cdot (e_j + \nabla_y \chi_s,j) \, dy
\]

(2.3)
\[ + Qf(s) \int_{\Gamma} \left[ r_\chi \chi_j + \frac{s^2}{2u_a^2} \left( \omega_j \chi_i + \omega_i \chi_j \right) \right] d\sigma, \quad i, j = 1, \ldots, d, \text{for all } s, r \in \mathbb{R} \]

and

\[ D_{ij}(s, r) = \int_{Y_g} D(y) (e_i + \nabla y \omega_i) \cdot (e_j + \nabla y \omega_j) dy \]
\[ - f(s) \int_{\Gamma} \left[ \frac{s^2}{u_a} \omega_i \omega_j + \frac{r}{2} \left( \omega_i \chi_j + \omega_j \chi_i \right) \right] d\sigma, \quad i, j = 1, \ldots, d, \text{for all } s, r \in \mathbb{R}, \] (2.4)

where \((\chi, \omega) = (\chi_j, \omega_j)_{j=1,\ldots,d}\) is the solution of the coupled cell problem

\[
\begin{cases}
-\nabla_y \cdot (\lambda_g(y) (\nabla y \chi_{g,j} + e_j)) = 0, & \text{in } \Omega \times Y_g, \\
-\nabla_y \cdot (\lambda_a(y) (\nabla y \chi_{a,j} + e_j)) = 0, & \text{in } \Omega \times Y_a, \\
\chi_{g,j} - \chi_{a,j} = 0, & \text{on } \Omega \times \Gamma, \\
[\lambda_g(y) (\nabla y \chi_{g,j} + e_j) - \lambda_a(y) (\nabla y \chi_{a,j} + e_j)] \cdot \bar{n} = Qf(u) \mathcal{H}(u, v, \chi_j, \omega_j), & \text{on } \Omega \times \Gamma, \\
-\nabla_y \cdot (D(y) (\nabla y \omega_{j} + e_j)) = 0, & \text{in } \Omega \times Y_g, \\
-\nabla_y \cdot (D(y) (\nabla y \omega_{j} + e_j)) - f(u) \mathcal{H}(u, v, \chi_j, \omega_j), & \text{on } \Omega \times \Gamma, \\
y \rightarrow (\chi(y), \omega(y)) \text{ is } Y\text{-periodic,}
\end{cases}
\] (2.5)

where \(u\) and \(v\) are solutions of (2.2). In (2.5), \(\lambda_g\) and \(\lambda_a\) are respectively the heat conductivities for gas and solid parts of the microstructure, \(Q \geq 0\) is the heat release, \(u_a\) is the activation temperature and \(A\) is the pre-exponential factor in the Arrhenius kinetics. We assume all physical quantities to be constants and dimensionless. Furthermore, the natural choices for the nonlinear terms \(f\) and \(\mathcal{H}\) are those deduced from the homogenization procedure; see, e.g. [12]. In particular, we adopt the following form in our calculations:

\[ f(s) = \frac{Au_a}{s^2} \exp \left( - \frac{u_a}{s} \right) \quad \text{and} \quad \mathcal{H}(s, r, \varphi, \psi) = r \varphi + \frac{s^2}{u_a^2} \psi. \] (2.6)

### 2.3 Working hypothesis

We assume the following for the effective tensors:

\((H1)\) The effective diffusion tensors are continuous and satisfy the following

\[
0 < \lambda_0 \leq \lambda(s, r) \leq \lambda_1, \quad 0 < D_0 \leq D(s, r) \leq D_1 \\
|\partial_s \lambda(s, r)| + |\partial_r \lambda(s, r)| \leq \beta_0, \quad |\partial_s D(s, r)| + |\partial_r D(s, r)| \leq \beta_1,
\]

for all \(s, r \in \mathbb{R}\) and for \(\lambda_i, D_i, \beta_i \in \mathbb{R}, i = 0, 1\).

For the physical properties of the material restricted to the pore domain, we assume:

\((H2)\) The molecular diffusion is periodic, isotropic and restricted to the gas region, i.e., \(D \in L^\infty_{\text{per}}(Y_g)\). In addition, it satisfies the uniformly coercive property, i.e., there exists a constant \(C > 0\) such that, for any \(\xi \in \mathbb{R}^d\),

\[ D(y) \xi \cdot \xi \geq C|\xi|^2 \text{ a.e. } y \in Y_g. \]
Similarly, the thermal conductivity is periodic, isotropic and varies in the gas and solid regions, i.e., \( \lambda \in L_\#^\infty(Y) \) and

\[
\lambda(y) = \begin{cases} 
\lambda_g, & \text{in } Y_g, \\
\lambda_s, & \text{in } Y_s.
\end{cases} \tag{2.7}
\]

In addition, it satisfies the uniformly coercive property, i.e., there exists a constant \( C > 0 \) such that, for any \( \xi \in \mathbb{R}^d \),

\[
\lambda(y)\xi \cdot \xi \geq C|\xi|^2 \text{ a.e. in } Y.
\]

The heat capacity is periodic and it is defined in the gas and the solid regions, i.e., \( c \in L_\#^\infty(Y) \) is such that \( \hat{c} \leq c \leq \tilde{c} \) and

\[
c(y) = \begin{cases} 
c_g, & \text{in } Y_g, \\
c_s, & \text{in } Y_s.
\end{cases}
\tag{2.8}
\]

For the reaction terms, we assume

\( (H3) \) Let \( f : \mathbb{R} \to \mathbb{R} \) be such that, for appropriate choice of the parameter \( u_a \gg 0 \), \( f(s) \leq As \) and hence globally Lipschitz for all \( s \in \mathbb{R} \) and \( A > 0 \).

\( (H4) \) \( \mathcal{H} : \mathbb{R} \times \mathbb{R} \times \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) is Lipschitz continuous with respect to the variables.

For the initial and boundary functions, we assume

\( (H5) \) \( u_I, v_I \in H^2(\Omega) \cap L_\#^\infty(\Omega) \)

\( (H6) \) \( u_D, v_D \in L^2(0,T;H^2(\Omega)) \cap L_\#^\infty(\Omega^T). \)

### 2.4 Weak formulation

In order to adapt the Galerkin approach to the approximation of the unique weak solution of the system \( (2.2)-(2.5) \), we make use of the following function spaces in the weak formulation of the problem:

\[
H^1_D(\Omega) = \{ \varphi \in H^1(\Omega) \mid \varphi = 0 \text{ on } \partial_D \Omega \}, \\
H^1_\#(Y) = \{ \varphi \in H^1(Y) \mid \varphi \text{ is } Y\text{-periodic, } \int_Y \varphi = 0 \}.
\]

**Definition 1.** A quadruple of functions \( (u, v, \chi, \omega) \) with

\[
(u - u_D) \in L^2((0,T);H^1_1(\Omega)), (v - v_D) \in L^2((0,T);H^1_1(\Omega)), \partial_t u \in L^2(0,T;V), \\
\partial_v \in L^2(0,T;V), \chi \in L^2(\Omega;H^1_\#(Y)^d), \omega \in L^2(\Omega;H^1_\#(Y_g)^d)
\]

is called a weak solution of \( (2.2)-(2.5) \) if for a.e. \( t \in (0,T) \) the following identities hold

\[
\int_\Omega c\partial_t u \varphi dx + \int_\Omega \lambda(u,v)\nabla u \nabla \varphi dx + \int_\Omega \theta \partial_v v dx + \int_\Omega D(u,v)\nabla v \nabla \varphi dx = 0, \tag{2.9}
\]
Thus, \( \lambda \geq 0 \), we have that

\[
\begin{align*}
\int_{\Omega \times Y_g} \lambda_y(e_j + \nabla_y \chi_{g,j}) \cdot \nabla_y \phi dy dx + \int_{\Omega \times Y_s} \lambda_y(e_j + \nabla_y \chi_{s,j}) \cdot \nabla_y \phi dy dx \\
+ Q \int_{\Omega \times Y_g} D(y)(e_j + \nabla_y \omega_j) \cdot \nabla_y \psi dy dx + Q \int_{\Omega} \int_{\Gamma} f(u) \mathcal{H}(u,v,\chi_j,\omega_j)(\phi - \psi) d\sigma(y) dx = 0
\end{align*}
\]

(2.10)

for all \((\varphi, \theta, \phi, \psi) \in H^1_D(\Omega)^2 \times L^2(\Omega; H^1_#(Y)^d) \times L^2(\Omega; H^1_#(Y_g)^d)\) with \(d = 2, 3\) and

\[
u(0) = u_I \text{ in } \Omega, \quad v(0) = v_I \text{ in } \Omega.
\]

(2.11)

**Lemma 2.** For any given values of \(s, r \in \mathbb{R}_+\), there exists a unique solution

\[(\chi, \omega) = (\chi_j, \omega_j)_{j=1,...,d} \in [H^1_#(Y)]^d \times [H^1_#(Y_g)]^d,\]

of the cell problem (2.5) up to the addition of a constant multiple of \((C, C)\) with \(C \in \mathbb{R}\).

**Proof.** It can be shown that the variational formulation (2.10) satisfies the assumptions of the Lax-Milgram Lemma. Let the quotient space \([H^1_#(Y) \times H^1_#(Y_g)]/\mathbb{R}(C, C)\) of functions defined in \(H^1_#(Y) \times H^1_#(Y_g)\) up to an additive constant vector \((C, C)\) with \(C \in \mathbb{R}\) be associated with the cell solutions \((\chi, \omega)\). It is easily seen that \(\|\nabla \chi\|_{L^2(Y)^d} + \|\nabla \omega\|_{L^2(Y_g)^d}\) is a norm for this space. By \((H2)\), it can be shown that the left hand side of (2.10) is coercive on the quotient space. Again, using \((H2)\), the right hand side of (2.10)

\[
\int_Y \lambda(y)e_j \nabla_y \phi dy + Q \int_{Y_g} D(y)e_j \nabla_y \phi dy \quad \text{for a.e. } x \in \Omega,
\]

(2.12)

is a continuous linear functional on the quotient space. \(\Box\)

**Lemma 3.** Assume \((H3)-(H4)\), the diffusion tensors \(\lambda(s, r)\) and \(\mathcal{D}(s, r)\) are uniformly coercive and bounded in the sense of \((H1)-(H2)\).

**Proof.** Since \(f(s) \leq \alpha\) implies that \(\mathcal{D}(s, r) \leq \int_{Y_g} D(y) dy\), and hence \(\mathcal{D}(s, r)\) and \(\lambda(s, r)\) are uniformly bounded. Given that the diffusion tensors (2.3) and (2.4) are symmetric and \(f(s) \geq 0\), we have that

\[
\lambda(s, r) \geq \left[ \int_{Y_g} \lambda_g(y) dy + \int_{Y_s} \lambda_s(y) dy \right] > \lambda_0,
\]

(2.13)

for some positive constant \(\lambda_0 \in \mathbb{R}\). Furthermore, by multiplying (2.4) by \(Q \geq 0\) and adding the resulting expression to (2.3) yields a lower bound given by the right hand side of (2.13). Hence, \(\mathcal{D}(s, r)\) is bounded from below by

\[
\mathcal{D}(s, r) \geq \frac{1}{Q} \left[ \int_{Y_g} \lambda_g(y) dy + \int_{Y_s} \lambda_s(y) dy - \lambda_0 \right].
\]

(2.14)

Thus, \(\lambda(s, r)\) and \(\mathcal{D}(s, r)\) are uniformly coercive. \(\Box\)
2.5 Properties of $f$

Since the function $f$ defined by (2.6) is undefined at $x = 0$, we complete its definition such that $f$ is continuous on whole $\mathbb{R}$ by rewriting (2.6) as:

$$f(s) = \begin{cases} \frac{Au_a}{s^2} \exp \left( - \frac{u_a}{s} \right), & s > 0 \\ 0, & s \leq 0. \end{cases} \quad (2.15)$$

In (2.15), $A > 0$ is the nondimensional pre-exponential factor and $u_a \gg 0$ is the nondimensional activation temperature. The continuity of (2.15) can be seen by applying the L’Hôpital’s rule to the right hand limit of $f$ as $s \to 0$, noting that the left hand side limit is zero. Furthermore, the condition on $u_a$ is motivated physically since the activation energy of solid fuels is usually large; see, e.g. [14]. Thus, (2.15), for appropriate choices of $u_a$, has at most a linear growth in $s$, i.e.

$$f(s) \leq As. \quad (2.16)$$

From (2.16), it can easily be shown that $f$ is globally Lipschitz continuous in $s$. Alternatively, the derivative of $f$ defined by

$$f'(s) = \begin{cases} - \frac{2Au_a}{s^3} \exp \left( - \frac{u_a}{s} \right) + \frac{Au_a^2}{s^4} \exp \left( - \frac{u_a}{s} \right), & s > 0 \\ 0, & s \leq 0, \end{cases} \quad (2.17)$$

is continuously differentiable and bounded since

$$\lim_{s^+ \to 0} f'(s) = \lim_{s^- \to 0} f'(s) = 0,$$

and there exists a constant $C$ such that $|f'(s)| \leq C$ for all $s \in \mathbb{R}$. Hence, $f$ is a Lipschitz function. It is worth mentioning that since (2.17) is of the same form as (2.15), it holds also that $f'(s) \leq As$, for all $s \in \mathbb{R}$.

**Lemma 4.** Assume (H3). Then, for all $s, r \in \mathbb{R}$ there exists a constant $C$ such that

$$|\lambda_s(s, r)| + |\lambda_r(s, r)| \leq C, \quad (2.18)$$

$$|D_s(s, r)| + |D_r(s, r)| \leq C. \quad (2.19)$$

**Proof.** From formulas (2.3) and (2.4) of the tensors, we only need to show that the derivatives with respect to $s$ and $r$ of the surface integrals:

$$\lambda_{ij} = Qf(s) \int_{\Gamma} \left[ r \chi_i \chi_j + s^2 \frac{\omega_j \chi_i + \omega_i \chi_j}{2u_a} \right] d\sigma, \quad (2.20)$$

$$D_{ij}^S = -f(s) \int_{\Gamma} \left[ \frac{s^2}{2u_a} \chi_i \chi_j + \frac{r}{2} (\omega_j \chi_i + \omega_i \chi_j) \right] d\sigma \quad (2.21)$$

are bounded, where $f$ is given by (2.15). Rewriting (2.20) for $\lambda_{ij}^S$ leads to

$$\lambda_{ij}^S = S_1 rf(s) + S_2 \exp \left( - \frac{u_a}{s} \right), \quad (2.22)$$

The primitive of the function $f$ is the Arrhenius kinetics in its standard form; see, e.g. [13].
where
\[
S_1 = Q \int_\Gamma \chi_i \chi_j \, d\sigma, \quad S_2 = Q \frac{\partial}{\partial t} \int_\Gamma (\omega_j \chi_i + \omega_i \chi_j) \, d\sigma.
\] (2.23)

The integral coefficients (2.23) are bounded since by the interpolation trace inequality [15], we get
\[
S_1 = \int_\Gamma \chi_i \chi_j \, d\sigma \leq C \int_\Gamma (|\chi_i|^2 + |\chi_j|^2) \, d\sigma
\]
(2.24)
\[
\leq C \left( \|\chi_i\|_{L^2(Y)} \|\chi_i\|_{H^1_0(Y)} + \|\chi_j\|_{L^2(Y)} \|\chi_j\|_{H^1_0(Y)} \right)
\leq C \left( \|\chi_i\|_{H^1_0(Y)}^2 + \|\chi_j\|_{H^1_0(Y)}^2 \right)
\]

Then, by Lemma 2, there exists a bounded solution \( \chi \in H^1_0(Y) \), unique up to an addition of a constant \( C \in \mathbb{R} \). It is easy to see that a similar argument can be arrived at for \( S_2 \). Now, differentiating (2.22) with respect to \( s \) yields
\[
|\lambda_{ij,s}| \leq |S_1||r'|(s) + |S_2||f(s)|. \quad (2.25)
\]
Using \((H3)\) (property (2.16) of \( f \) and \( f' \)) and the fact that \( |S_1| \) and \( |S_2| \) are bounded integrals since the functions, \( \chi \) and \( \omega \), are bounded, then the Lipschitz criteria follows for any \( s_1, s_2 \in \mathbb{R} \) and \( r \in \mathbb{R} \), it holds that
\[
|\lambda_{ij,s}| \leq C|s_1 - s_2| \leq C(|s_1| + |s_2|). \quad (2.26)
\]
Similarly, taking the derivative of (2.22) with respect to \( r \) leads to \( S_1 f(s) \). Since \( f \) and \( S_1 \) are bounded from above, it follows that
\[
|\lambda_{ij,r}| \leq C(|r_1| + |r_2|), \quad \text{for all } r_1, r_2 \in \mathbb{R}. \quad (2.27)
\]
By summing (2.26) and (2.27), we arrive at (2.18). Repeating the same steps as above, it is easily seen that
\[
|D_{ij,s}| + |D_{ij,r}| \leq C, \quad \text{for all } s, r \in \mathbb{R}. \quad (2.28)
\]

The uniqueness of the quasilinear parabolic system of equations is shown in the following proposition.

**Proposition 5.** Assume \((H1)\) and \((H3)\) hold. Then, there exists a unique weak solution to (2.2).

**Proof.** Let \( u_1, u_2, v_1, v_2 \) be arbitrary weak solutions of (2.2). We choose \((\varphi, \theta) = (u_2 - u_1, v_2 - v_1) \in H^1_0(\Omega) \times H^1_0(\Omega)\) as test function in the variational formulation (2.9). We obtain
\[
\frac{1}{2} \frac{d}{dt} \int_\Omega |u_2 - u_1|^2 \, dx + \frac{1}{2} \frac{d}{dt} \int_\Omega |v_2 - v_1|^2 \, dx + \int_\Omega \left( \lambda(u_2, v) - \lambda(u_1, v) \right) \nabla(u_2 - u_1) \cdot \nabla(u_2 - u_1) \, dx
\]
\[ \int_{\Omega} \left( (D(u, v_2) - D(u, v_1)) |\nabla (v_2 - v_1)|^2 \right) dx = 0. \quad (2.29) \]

In (2.29), we require to show that \( \lambda(s, r) \) and \( D(s, r) \) are bounded. We show boundedness for \( \lambda \), while \( D \) follows a similar argument. By the fundamental theorem of calculus and Lemma 4, it is easy to see that

\[ |\lambda(s_2, r) - \lambda(s_1, r)| = \int_{s_1}^{s_2} |\lambda_s(s, r)| ds \leq C |s_2 - s_1|, \quad r \in \mathbb{R}. \quad (2.30) \]

Substituting (2.30) in the third and last integral of (2.29), we get

\[
\int_{\Omega} \left( \lambda(u_2, v) - \lambda(u_1, v) \right) |\nabla (u_2 - u_1)|^2 \, dx + \int_{\Omega} \left( D(u, v_2) - D(u, v_1) \right) |\nabla (v_2 - v_1)|^2 \, dx \\
\leq C \int_{\Omega} |u_2 - u_1|^2 \, dx + C \int_{\Omega} |v_2 - v_1|^2 \, dx \\
\leq \|u_2 - u_1\|^2_{L^2(\Omega)} + \|v_2 - v_1\|^2_{L^2(\Omega)} + \|\nabla (u_2 - u_1)\|^2_{L^2(\Omega)} + \|\nabla (v_2 - v_1)\|^2_{L^2(\Omega)}. \quad (2.31)
\]

By substituting (2.31) in (2.29), integrating with respect to time and applying the Gronwall’s inequality, we deduce the desired result.

2.6 Main result

The main result of this paper is summarized in the following theorem

\textbf{Theorem 6.} Let the assumptions (H1)-(H6) be satisfied. Assume further that the projection operators \( P^N_\Omega, P^M_\Omega \) defined in (3.4) and (3.5) are stable with respect to the \( L^2 \)-norm and \( H^2 \)-norm. Let \( (u_0^N, v_0^N, \chi^N, \omega^N) \) be the finite-dimensional approximations defined in (3.6)-(3.9). Then, for \( N, M \to \infty \), the sequence \( (u_0^N + u_D, v_0^N + v_D, \chi^N, \omega^N) \) converges to the unique weak solution \( (u, v, \chi, \omega) \) of problem (2.2)-(2.5).

3 Global existence of weak solutions

To show global existence of weak solutions to problem (2.2)-(2.6), we use a multiscale Galerkin method to exploit the two-scale nature of the problem, which results to defining finite dimensional approximations for the solutions of (2.2)-(2.6). A key aspect to defining the finite dimensional approximation is the choice of the bases. For this purpose, we take clues from [19]. The basis elements on the domain \( \Omega \times Y \) are chosen as tensor products of basis elements on the macroscopic domain \( \Omega \) and on the representative cell \( Y \).

The prove of convergence of the finite-dimensional approximations to the weak solution of problem (2.2)-(2.6) is determined by the uniform estimates proved in Subsection 3.2. The convergence step is analogous to standard Galerkin approximation, however, compactness results for the finite-dimensional approximations is required for both the microscopic and macroscopic variables. The main difficulty is in handling the nature of the coupling between macroscopic variables and the cell variables and vice versa; the coupling exhibited in the multiscale scenario is such that the microscopic variables are used in the calculation of the diffusion tensors whereas the macroscopic variables enter the cell problems as parameters to the interface conditions on \( \Gamma \).
3.1 Galerkin approximation and global existence for the discretized problem

Let \( \{\xi_i \}_{i \in \mathbb{N}} \) be a basis of \( L^2(\Omega) \), with \( \xi_j \in H^2(\Omega) \cap H^1_D(\Omega) \), forming an orthonormal system (ONS) with respect to \( L^2(\Omega) \)-norm. Also, let \( \{\zeta_{jk} \}_{j,k \in \mathbb{N}} \) be a basis of \( L^2(\Omega \times Y) \), with

\[
\zeta_{jk}(x,y) = \xi_j(x) \eta_k(y),
\]

(3.1)

where \( \{\eta_k \}_{k \in \mathbb{N}} \) is a basis of \( L^2(Y) \), with \( \eta_k \in H^2(Y) \cap H^1_\#(Y) \), forming an ONS with respect to \( L^2(Y) \)-norm. We define the projection operators on finite dimensional subspaces \( P_N^x, P_M^y \) associated with the bases \( \{\xi_j \}_{j \in \mathbb{N}} \) and \( \{\eta_k \}_{k \in \mathbb{N}} \) respectively. For \( (\varphi, \psi) \) of the form

\[
\varphi(x) = \sum_{j \in \mathbb{N}} a_j \xi_j(x),
\]

(3.2)

\[
\psi(x,y) = \sum_{j,k \in \mathbb{N}} b_{jk} \xi_j(x) \eta_k(y),
\]

(3.3)

we define

\[
\left( P^N_x \varphi \right)(x) = \sum_{j=1}^N a_j \xi_j(x), \quad \left( P^N_y \psi \right)(x,y) = \sum_{j=1}^N \sum_{k \in \mathbb{N}} b_{jk} \xi_j(x) \eta_k(y),
\]

(3.4)

\[
\left( P^M_y \psi \right)(x,y) = \sum_{j \in \mathbb{N}} \sum_{k=1}^M b_{jk} \xi_j(x) \eta_k(y).
\]

(3.5)

The bases \( \{\xi_j \}_{j \in \mathbb{N}} \) and \( \{\eta_k \}_{k \in \mathbb{N}} \) are chosen such that the projection operators \( P^N_x, P^M_y \) are stable with respect to the \( L^2 \)-norm and \( H^2 \)-norm; i.e. for a given function \( \varphi \), the \( L^2 \)-norm and \( H^2 \)-norm of the truncations by the projection operators can be estimated by the corresponding norms of the function. In the next step, we look for finite-dimensional approximations of the functions

\[
u_0 = u - u_D, v_0 = v - v_D, \chi \quad \text{and} \quad \omega
\]

of the following form:

\[
u_0^N(t,x) = \sum_{j=1}^N U_j^N(t) \xi_j(x),
\]

(3.6)

\[
u_0^N(t,x) = \sum_{j=1}^N V_j^N(t) \xi_j(x),
\]

(3.7)

\[
\chi_{\alpha,p}^{N,M}(x,y) = \sum_{j=1}^N \sum_{k=1}^M X_{j,k,p}^{\alpha} \zeta_{jk}(x,y), \quad \alpha = \{g, s\}, p = 1, \ldots, d,
\]

(3.8)

\[
\omega_p^{N,M}(x,y) = \sum_{j=1}^N \sum_{k=1}^M W_{j,k,p} \zeta_{jk}(x,y), \quad p = 1, \ldots, d,
\]

(3.9)
where the coefficients $U_j^N, Y_j^N, X_{jk,p}, W_{jk,p}, j = 1, \ldots, N, k = 1, \ldots, M, p = 1, \ldots, d$ are determined by the following relations:

$$\begin{align*}
&\int_\Omega c \partial_t u_0^N \varphi dx + \int_\Omega \lambda (u_0^N + u_D, v_0^N + v_D) \nabla u_0^N \nabla \varphi dx + \int_\Omega \theta \partial_t v_0^N \varphi dx \\
&+ \int_\Omega D(u_0^N + u_D, v_0^N + v_D) \nabla v_0^N \nabla \varphi dx \\
&= \int_\Omega \left( \nabla \cdot \left( \lambda (u_0^N + u_D, v_0^N + v_D) \nabla u_D(t) \right) - c \partial_t u_D(t) \right) \varphi dx \\
&+ \int_\Omega \left( \nabla \cdot \left( D(u_0^N + u_D, v_0^N + v_D) \nabla v_D(t) \right) - \theta \partial_t v_D(t) \right) \varphi dx, \\
\end{align*}$$

(3.10)

and

$$\begin{align*}
&\int_{\Omega \times Y_k} \lambda_g(e_j + \nabla_y \chi_{g,j}^{N,M}) \cdot \nabla_y \phi dy dx + \int_{\Omega \times Y_0} \lambda_s(e_j + \nabla_y \chi_{s,j}^{N,M}) \cdot \nabla_y \phi dy dx \\
&+ Q \int_{\Omega \times Y_k} D(y)(e_j + \nabla_y \omega_j^{N,M}) \cdot \nabla_y \psi dy dx \\
&+ Q \int_{\Gamma} f(u_0^N + u_D) \mathcal{H}(u_0^N + u_D, v_0^N + v_D, \chi_j^{N,M}, \omega_j^{N,M})(\phi - \psi) d\sigma dx = 0
\end{align*}$$

(3.11)

with

$$\begin{align*}
\lambda_{ij}(u_0^N + u_D, v_0^N + v_D) &= \int_{Y_k} \lambda_g(y)(e_i + \nabla_y \chi_{g,i}^{N,M}) \cdot (e_j + \nabla_y \chi_{g,j}^{N,M}) dy \\
&+ \int_{Y_0} \lambda_s(y)(e_i + \nabla_y \chi_{s,i}^{N,M}) \cdot (e_j + \nabla_y \chi_{s,j}^{N,M}) dy \\
&+ Q f(u_0^N + u_D) \left[ \left( v_0^N + v_D \right) \chi_j^{N,M} \chi_i^{N,M} + \frac{(u_0^N + u_D)^2}{2u_a} \left( \omega_j^{N,M} \chi_i^{N,M} + \omega_i^{N,M} \chi_j^{N,M} \right) \right] d\sigma,
\end{align*}$$

(3.12)

for $i, j = 1, \ldots, d$

and

$$\begin{align*}
\mathcal{D}_{ij}(u_0^N + u_D, v_0^N + v_D) &= \int_{Y_k} D(y)(e_i + \nabla_y \omega_i^{N,M}) \cdot (e_j + \nabla_y \omega_j^{N,M}) dy \\
&- f(u_0^N + u_D) \left[ \left( \frac{(u_0^N + u_D)^2}{u_a} \right) \omega_i^{N,M} \omega_j^{N,M} + \frac{(v_0^N + v_D)^2}{2} \left( \omega_i^{N,M} \chi_j^{N,M} + \omega_j^{N,M} \chi_i^{N,M} \right) \right] d\sigma,
\end{align*}$$

(3.13)

for $i, j = 1, \ldots, d$
for all \( (\varphi, \partial, \phi, \psi) \) of the form
\[
\varphi(x) = \sum_{j=1}^{N} a_j \xi_j^u(x), \quad \partial(x) = \sum_{j=1}^{N} a_j \xi_j^v(x),
\]
\[
\phi(x, y) = \sum_{j=1}^{N} \sum_{k=1}^{M} b_{jk} \zeta_j^\chi(x, y), \quad \psi(x, y) = \sum_{j=1}^{N} \sum_{k=1}^{M} b_{jk} \zeta_j^\omega(x, y),
\]
and
\[
\mathcal{U}_N^j(0) := \int_{\Omega} \left( u_I - u_D(0) \right) \xi_j dx,
\]
\[
\mathcal{V}_N^j(0) := \int_{\Omega} \left( v_I - v_D(0) \right) \xi_j dx. \tag{3.14}
\]
In \([3.10]-[3.11]\), we take as test functions \( \varphi = \xi_j^u, \partial = \xi_j^v, \phi = \zeta_j^\chi, \) and \( \psi = \zeta_j^\omega \), for \( j = 1, \ldots, N, k = 1, \ldots, M \) and obtain the following system of ordinary differential equations for the coefficients \( \mathcal{U}_N = \left( \mathcal{U}_N^j \right)_{j=1,\ldots,N}, \mathcal{V}_N = \left( \mathcal{V}_N^j \right)_{j=1,\ldots,N} \) and algebraic equations for the coefficients \( \mathcal{X} = \left( \mathcal{X}_{jk,p} \right)_{j=1,\ldots,N, k=1,\ldots,M}, \) and \( \mathcal{W} = \left( \mathcal{W}_{jk,p} \right)_{j=1,\ldots,N, k=1,\ldots,M}, p = 1, \ldots, d \):

\[
c \partial_t \mathcal{U}^N(t) + \sum_{i,j=1}^{N} A_{ij} \left( \mathcal{U}^N(t), \mathcal{V}^N(t) \right) \mathcal{U}_N(t) = F \left( \mathcal{U}^N(t), \mathcal{V}^N(t) \right), \tag{3.15}
\]
\[
\theta \partial_t \mathcal{V}^N(t) + \sum_{i,j=1}^{N} B_{ij} \left( \mathcal{U}^N(t), \mathcal{V}^N(t) \right) \mathcal{V}_N(t) = G \left( \mathcal{U}^N(t), \mathcal{V}^N(t) \right), \tag{3.16}
\]
\[
\sum_{j=1}^{N} \sum_{k=1}^{M} \left( \mathcal{M}_{jk}^G + \mathcal{M}_{jk}^S \right) \mathcal{X}_{jk,p} + \sum_{j=1}^{N} \sum_{k=1}^{M} N_{jk} \mathcal{W}_{jk,p} + \tilde{R} (\mathcal{X}, \mathcal{W}) = - (F^G + F^S + \tilde{G}), \tag{3.17}
\]
where for \( i, j, l = 1, \ldots, N, k = 1, \ldots, M, p = 1, \ldots, d \), we have
\[
A_{ij} = \int_{\Omega} \lambda(u_0^N + u_D, v_0^N + v_D) \nabla \xi_i^u(x) \nabla \xi_j^u(x) \, dx, \tag{3.18}
\]
\[
B_{ij} = \int_{\Omega} \mathcal{D}(u_0^N + u_D, v_0^N + v_D) \nabla \xi_i^v(x) \nabla \xi_j^v(x) \, dx, \tag{3.19}
\]
\[
F_j = \int_{\Omega} \left( \nabla \cdot \left( \lambda(u_0^N + u_D, v_0^N + v_D) \nabla u_D(t) \right) - c \partial_t u_D(t) \right) \xi_j^u(x) \, dx, \tag{3.20}
\]
\[
G_j = \int_{\Omega} \left( \nabla \cdot \left( \mathcal{D}(u_0^N + u_D, v_0^N + v_D) \nabla v_D(t) \right) - \theta \partial_t v_D(t) \right) \xi_j^v(x) \, dx, \tag{3.21}
\]
\[
\left( \mathcal{M}_{jk}^G \right)_{il} = \int_{\Omega \times Y_S} \lambda(y) \nabla_y \xi_j^\chi(x, y) \nabla_y \xi_i^\chi(x, y) \, dydx,
\]


\[
\left( M_{jk}^S_{il} \right)_{il} = \int_{\Omega \times Y_k} \lambda(y) \nabla_y \zeta_{jk}^\nu(x,y) \nabla_y \zeta_{il}^\nu(x,y) \, dydx,
\]

(3.22)

\[
\left( F_p^G \right)_{il} = \int_{\Omega \times Y_k} \lambda(y) e_p \cdot \nabla_y \zeta_{il}^\omega(x,y) \, dydx,
\]

(3.23)

\[
\left( F_p^S \right)_{il} = \int_{\Omega \times Y_k} \lambda(y) e_p \cdot \nabla_y \zeta_{il}^\omega(x,y) \, dydx
\]

\[
\left( N_{jk} \right)_{il} = \int_{\Omega \times Y_k} QD(y) \nabla_y \zeta_{jk}^\nu(x,y) \nabla_y \zeta_{il}^\nu(x,y) \, dydx,
\]

(3.24)

\[
\left( G_p \right)_{il} = \int_{\Omega \times Y_k} QD(y) e_p \cdot \nabla_y \zeta_{il}^\omega(x,y) \, dydx
\]

(3.25)

The Cauchy problem (3.14)–(3.16) admits a unique solution \((U^N(t), V^N(t))\) in \(C^1([0,T])^N \times C^1([0,T])^N\) since by Lemma 4 and the regularities of the data, the functions \(A, B, F\) and \(G\) are globally Lipschitz continuous. The uniqueness of (3.17) follows from standard arguments for showing the wellposedness of discrete elliptic problems using properties (H2)-(H4).

### 3.2 Uniform estimates for the discretized problems

Here, we prove uniform estimates for the solutions of the finite dimensional problems. These estimates equip us with the necessary tool to pass in (3.10–3.13) to the limit \(N, M \to \infty\).

**Theorem 7.** Let \(P^N_x, P^N_y\) defined in (3.4) and (3.5) be stable with respect to the \(L^2\)-norm and \(H^2\)-norm and satisfies the assumptions (H1)–(H6). Then there exists a constant \(C > 0\) independent of \(N\) such that

\[
\|u_0^N\|_{L^\infty(0,T), H^1(\Omega)} + \|\partial_t u_0^N\|_{L^2((0,T), L^2(\Omega))} \leq C,
\]

(3.26)

\[
\|v_0^N\|_{L^\infty(0,T), H^1(\Omega)} + \|\partial_t v_0^N\|_{L^2((0,T), L^2(\Omega))} \leq C,
\]

(3.27)

\[
\|N^{N,\alpha}\|_{L^2(\Omega; H^1(\Omega))} \leq C, \quad \|\omega^{N,\alpha}\|_{L^2(\Omega; H^1(\Omega))} \leq C,
\]

(3.28)

**Proof.** We follow similar line of argument as in [19]. We take as test functions \((\varphi, \theta, \phi, \psi) = (u_0^N, v_0^N, \chi_{\alpha,j}^{N,M}, \omega_{\alpha,j}^{N,M})\) with \(\alpha = \{g, s\}\) in (3.10–3.13). By applying the boundedness property of the diffusion tensors, we obtain

\[
\frac{c}{2} \frac{d}{dt} \|u_0^N(t)\|^2_{L^2(\Omega)} + \frac{\theta}{2} \frac{d}{dt} \|v_0^N(t)\|^2_{L^2(\Omega)} + \lambda_1 \|\nabla u_0^N\|^2_{L^2(\Omega)} + D_1 \|\nabla v_0^N\|^2_{L^2(\Omega)}
\]

\[
\leq \int_{\Omega} \left( \nabla \left( \lambda(u_0^N + u_D, v_0^N + v_D) \nabla u_D(t) \right) - c \partial_t u_D \right) u_0^N \, dx, \quad \text{(I)}
\]

\[
+ \int_{\Omega} \left( \nabla \left( D(u_0^N + u_D, v_0^N + v_D(t)) \nabla v_D(t) \right) - c \partial_t v_D(t) \right) v_0^N \, dx, \quad \text{(II)}
\]
Repeating the steps leading to (3.31), we obtain the estimate for (II). We choose
\[ \lambda \]

Since the derivatives of \( f \) and \( \mathcal{H} \) as \( f(u_0^N + u_D)(v_0^N + v_D)\chi + \omega(u_0^N + u_D) \) such that by the Lipschitz continuity property ((H3) and (H4)), the integral reduces to
\[ \leq C \int_{\Omega} \lambda_0 \left( |\nabla \chi_j^N| + |\omega_j^N| \right) dx \]
\[ \leq C \int_{\Omega} (|u_0^N| + |u_D|^2 + |v_0^N| + |v_D|^2 + |\chi_j^N|^2 + |\omega_j^N|^2) \] \[ \leq C \left( \|u_0^N\|_{L^2(\Omega)} + \|u_D\|_{L^2(\Omega)} + \|v_0^N\|_{L^2(\Omega)} + \|v_D\|_{L^2(\Omega)} \right) \]
\[ + \delta \|\nabla \chi_j^N\|_{L^2(\Omega \times Y_k)} + C(\delta) \|\chi_j^N\|_{L^2(\Omega \times Y_k)} + \delta' \|\omega_j^N\|_{L^2(\Omega \times Y_k)} + C(\delta') \|\omega_j^N\|_{L^2(\Omega \times Y_k)}. \]
\[ (3.29) \]

The last expression on the right hand side of (3.29) is a consequence of the interpolation trace inequality. (I) can be estimated as follows:
\[ \int_{\Omega} \nabla \cdot \left( \lambda_0 \left( u_0^N + u_D, v_0^N + v_D \right) \nabla u_D(t) \right) \] \[ - c \partial_t u_D(t) \] \[ u_0^N \] \[ dx = \]
\[ \int_{\Omega} \left( \lambda_0 \nabla u_0^N \nabla u_D(t) + \lambda_{u_0} \nabla u_D(t) \cdot \nabla u_D(t) + \lambda_{v_0} \nabla v_0^N \cdot \nabla u_D(t) + \lambda_{u_D} \nabla v_D \cdot \nabla u_D(t) \right) \] \[ u_0^N \] \[ dx \]
\[ - \int_{\Omega} c \partial_t u_D(t) u_0^N \] \[ dx, \quad \text{where } \lambda = \frac{\partial \lambda}{\partial_\gamma}. \]
\[ (3.30) \]

Since the derivatives of \( \lambda(s, r) \) are bounded by virtue of Lemma 4, we get
\[ \leq C \left( \|\nabla u_0^N\|_{L^2(\Omega)} + \|\nabla u_D(t)\|_{L^2(\Omega)} + \|\nabla v_0^N\|_{L^2(\Omega)} + \|\nabla v_D\|_{L^2(\Omega)} \right) + \tilde{C} \left( \|\partial_t u_D\|_{L^2(\Omega)} + \|u_0^N\|_{L^2(\Omega)} \right). \]
\[ (3.31) \]

Repeating the steps leading to (3.31), we obtain the estimate for (II). We choose \( \delta = \lambda_1/2 \) and \( \delta' = D_1/2 \) in (3.29), substituting on the left hand side of (III), using the regularity properties of \( u_D \) and \( v_D \), integrating all with respect to time and applying the Gronwall’s inequality, we obtain
\[ \|u_0^N\|_{L^2(\Omega)} + \|v_0^N\|_{L^2(\Omega)} + \|\nabla u_0^N\|_{L^2(\Omega)} + \|\nabla v_0^N\|_{L^2(\Omega)} \]
\[ + \|\nabla \chi_j^N\|_{L^2(\Omega \times Y_k)} + \|\nabla \chi_j^N\|_{L^2(\Omega \times Y_k)} + \|\nabla \omega_j^N\|_{L^2(\Omega \times Y_k)} \leq C, \]
for all $t \in (0, T)$ and $N \in \mathbb{N}$ with constant $C$ depending on the Dirichlet boundary conditions, initial boundary data, $T$, $\omega_j^{N,M}$ and $\chi_j^{N,M}$. Next, we derive $L^\infty$-estimates with respect to gradients in time for the heat and mass equation by testing the variational formulation (3.10)–(3.13) with $(\partial_t u_0^N, \partial_t v_0^N)$:

\[
\frac{1}{2} \frac{d}{dt} \int_\Omega c|\partial_t u_0^N(t)|^2 + \frac{1}{2} \frac{d}{dt} \int_\Omega \theta|\partial_t v_0^N(t)|^2 + \int_\Omega \frac{\partial}{\partial t}(\lambda(u_0^N + u_D, v_0^N + v_D) \nabla u_0^N) \nabla \partial_t u_0^N \, dx \\
+ \int_\Omega \frac{\partial}{\partial t}(\mathcal{D}(u_0^N + u_D, v_0^N + v_D) \nabla v_0^N) \nabla \partial_t v_0^N \, dx \\
= \int_\Omega \left( \nabla \cdot \left( \frac{\partial}{\partial t}(\lambda(u_0^N + u_D, v_0^N + v_D) \nabla u_0^N(t)) \right) - \vartheta \partial_t u_0^N(t) \right) \partial_t u_0^N \, dx \\
+ \int_\Omega \left( \nabla \cdot \left( \frac{\partial}{\partial t}(\mathcal{D}(u_0^N + u_D, v_0^N + v_D) \nabla v_0^N(t)) \right) - \vartheta \partial_t v_0^N(t) \right) \partial_t v_0^N \, dx
\]

\[
(3.32)
\]

The last term on the left hand side of (3.32) can be estimated as follows:

\[
\int_\Omega \frac{\partial}{\partial t}(\lambda(u_0^N + u_D, v_0^N + v_D) \nabla u_0^N) \nabla \partial_t u_0^N \, dx \\
= \int_\Omega \left( \lambda v_0^N \partial_t u_0^N \nabla u_0^N + \lambda u_D \partial_t u_D \nabla u_0^N + \lambda v_0^N \partial_t v_0^N \nabla u_0^N + \lambda v_D \partial_t v_D \nabla u_0^N \right) \nabla \partial_t u_0^N \, dx \\
+ \int_\Omega \lambda(u_0^N + u_D, v_0^N + v_D) \left| \nabla \partial_t u_0^N \right|^2 \, dx, \quad \text{where } \lambda = \frac{\partial \gamma}{\partial \gamma}.
\]

(3.33)

Applying the boundedness property of the derivatives of $\lambda(u, v)$ (Lemma 4) and the regularities of the boundary data ensures that the first term on the right hand side of (3.33) is bounded. A similar kind of estimate is also obtained in terms of the variable $v_0^N$. From the right hand side of (3.32), we first integrate by parts in the higher order term and then differentiate the resulting expression with respect to time:

\[
\int_\Omega \left( \nabla \cdot \left( \frac{\partial}{\partial t}(\lambda(u_0^N + u_D, v_0^N + v_D) \nabla u_0^N(t)) \right) - \vartheta \partial_t u_0^N(t) \right) \partial_t u_0^N \, dx \\
= -\int_\Omega \left( \lambda v_0^N \partial_t u_0^N + \lambda u_D \partial_t u_D + \lambda v_0^N \partial_t v_0^N + \lambda v_D \partial_t v_D \right) \nabla u_D(t) \nabla \partial_t u_0^N \, dx \\
- \int_\Omega \left( \lambda(u_0^N + u_D, v_0^N + v_D) \nabla \partial_t u_D(t) \nabla \partial_t u_0^N + \vartheta \partial_t u_D(t) \partial_t u_0^N \right) \, dx.
\]

(3.34)

Again, the first term in (3.34) is bounded by virtue of Lemma 4 and the regularities of $u_D$ and $v_D$. Integrating (3.32) with respect to time, using Lemma 3 and the regularity properties of $u_D$ and $v_D$, we deduce

\[
\|\partial_t u_0^N(t)\|^2_{L^2(\Omega)} + \|\partial_t v_0^N(t)\|^2_{L^2(\Omega)} + \|\nabla \partial_t u_0^N(t)\|^2_{L^2(\Omega)} + \|\nabla \partial_t v_0^N(t)\|^2_{L^2(\Omega)}
\]
Theorem. By substituting (3.38) into (3.35) and using Gronwall’s inequality, we complete the proof of the theorem.

\[ \leq \| \partial_t u_0^N(0) \|_{L^2(\Omega)}^2 + \| \partial_t v_0^N(0) \|_{L^2(\Omega)}^2 + C \left( 1 + \int_0^t \int_\Omega |\partial_t u_0^N|^2 + \int_0^t \int_\Omega |\partial_t v_0^N|^2 \right), \]  

(3.35)

for \( t \in (0, T) \) and \( N \in \mathbb{N} \). In (3.35), the norms of the time derivatives at \( t = 0 \) need to be estimated. To this end, we evaluate the weak formulation (3.10)–(3.13) at \( t = 0 \) and test with \((\varphi, \theta) = (\partial_t u_0^N(0), \partial_t v_0^N(0))\). This leads to

\[
\int_\Omega c|\partial_t u_0^N(0)|^2\,dx + \int_\Omega \lambda(u_0^N(0) + u_D(0), v_0^N(0) + v_D(0))\nabla u_0^N(0)\nabla \partial_t u_0^N(0)\,dx \\
+ \int_\Omega c|\partial_t v_0^N(0)|^2\,dx + \int_\Omega \mathcal{D}(u_0^N(0) + u_D(0), v_0^N(0) + v_D(0))\nabla v_0^N(0)\nabla \partial_t v_0^N(0)\,dx \\
= -\int_\Omega \lambda(u_0^N(0) + u_D(0), v_0^N(0) + v_D(0))\nabla u_D(0)\nabla \partial_t u_0^N(0)\,dx - \int_\Omega c\partial_t u_D(0)\partial_t u_0^N(0)\,dx \\
- \int_\Omega \mathcal{D}(u_0^N(0) + u_D(0), v_0^N(0) + v_D(0))\nabla v_D(0)\nabla \partial_t v_0^N(0)\,dx - \int_\Omega \theta \partial_t v_D(0)\partial_t v_0^N(0)\,dx, \quad (3.36)
\]

(3.36)

where we have used integration by parts in (3.36)–(3.37). By using the boundedness property of the diffusion tensors, the regularity properties of the initial data and the Dirichlet boundary data, together with the stability of the projection operators \( P_N^x \) and \( P_N^y \) with respect to the \( H^2 \)-norms, we obtain the appropriate bounds on the derivative at \( t = 0 \):

\[ \| \partial_t u_0^N(0) \|_{L^2(\Omega)}^2 + \| \partial_t v_0^N(0) \|_{L^2(\Omega)}^2 \leq C \]  

(3.38)

By substituting (3.38) into (3.35) and using Gronwall’s inequality, we complete the proof of the theorem.

The estimates in Theorem 7 provide the compactness of the solutions \((u_0^N, v_0^N, \chi^{N,M}, \omega^{N,M})\), which we require to pass to the limit as \( N, M \to \infty \) in the nonlinear terms of the weak formulation (3.10)–(3.13).

4 Convergence of the Galerkin approximation

In this section, we focus on the convergence of the Galerkin approximating vector function \((u_0^N, v_0^N, \chi^{N,M}, \omega^{N,M})\) to the weak solution of (2.2) together with the cell problem (2.5). Based on the uniform estimates established in Subsection 3.2, we derive the convergence properties of the sequence of finite-dimensional approximations. The convergence theorem is stated in the sequel.

Theorem 8. There exists a subsequence, still denoted by \((u_0^N, v_0^N, \chi^{N,M}, \omega^{N,M})\) and a limit vector function \((u_0, v_0, \chi, \omega) \in L^2(0, T; H^1(\Omega)) \times L^2(0, T; H^1(\Omega)) \times L^2(\Omega; [H^1(\gamma)]^d) \times L^2(\Omega; [H^1(\gamma)]^d) \) with \((\partial_t u_0^N, \partial_t v_0^N) \in L^2((0, T) \times \Omega)) \times L^2((0, T) \times \Omega) \) such that

\[ (u_0^N, v_0^N, \chi^{N,M}, \omega^{N,M}) \to (u_0, v_0, \chi, \omega) \]  

(4.1)

weakly in \( L^2(0, T; H^1(\Omega)) \times L^2(0, T; H^1(\Omega)) \times L^2(\Omega; [H^1(\gamma)]^d) \times L^2(\Omega; [H^1(\gamma)]^d), \)
\[
\begin{align*}
(\partial_t u_0^N, \partial_t v_0^N) & \to (\partial_t u_0, \partial_t v_0) \text{ weakly in } L^2, \\
(u_0^N, v_0^N, \chi_{N,M}, \omega_{N,M}) & \to (u_0, v_0, \chi, \omega) \text{ strongly in } L^2, \\
\chi_{N,M}|_\Gamma & \to \chi|_\Gamma, \quad \text{and} \quad \omega_{N,M}|_\Gamma \to \omega|_\Gamma \text{ strongly in } L^2((0, T) \times \Omega, L^2(\Gamma)).
\end{align*}
\]

Proof. The estimates from Theorem 7 immediately imply (4.1) and (4.2). Since
\[
\|u_0^N\|_{L^2((0, T); H^1(\Omega))} + \|\partial_t u_0^N\|_{L^2((0, T), L^2(\Omega))} \leq C,
\]
and
\[
\|v_0^N\|_{L^2((0, T); H^1(\Omega))} + \|\partial_t v_0^N\|_{L^2((0, T), L^2(\Omega))} \leq C.
\]
By the compactness theorem, see [1, Chapter 4], there exist a subsequence such that
\[
u_0^N \to u_0 \quad \text{and} \quad v_0^N \to v_0, \quad \text{strongly in} \quad L^2((0, T) \times \Omega).
\]
We note that Theorem 3.28 implies
\[
\|\chi_{N,M}\|_{L^2(\Omega; H^1(\Omega))} \leq C.
\]
Since the embedding
\[
H^1(\Omega) \hookrightarrow L^2(\Omega, H^\beta(Y)),
\]
is compact for every \(1/2 < \beta < 1\), it follows from Lion-Aubin’s compactness theorem that there exist subsequences such that
\[
(\chi_{N,M}, \omega_{N,M}) \to (\chi, \omega) \quad \text{strongly in} \quad L^2((0, T) \times \Omega),
\]
for every \(1/2 < \beta < 1\). Due to the continuity of the trace operator
\[
H^\beta(Y) \hookrightarrow L^2(\Gamma), \quad \text{for} \quad 1/2 < \beta < 1,
\]
yields (4.3) and (4.4).

Theorem 9. Let the assumptions (H5)-(H6) on the data be satisfied. Assume further that the projection operators \(P_N^2\) and \(P_N^M\) defined in (3.1) and (3.5) are stable with respect to the \(L^2\)-norm and \(H^2\)-norm. Let \((u_0, v_0, \chi, \omega)\) be the limit function obtained in Theorem 8. Then, the function \((u_0 + u_D, v_0 + v_D, \chi, \omega)\) is the unique weak solution of the problem \((2.2)-(2.5)\), and the whole sequence of Galerkin approximates converges.

Proof. By using Theorem 8 and taking the limit of (3.10)-(3.11) for \(N \to \infty\) and \(M \to \infty\), standard arguments yield the variational formulation (2.9)-(2.10) for the function \((u_0 + u_D, v_0 + v_D, \chi, \omega)\). \(\square\)
5 Simulation results

In this section, we present some numerical experiments to demonstrate the behavior of the quasilinear parabolic equations coupled to the cell problems, which possess a reaction-diffusion character. The numerical experiments are performed in the finite element software package, FreeFeM++ [9]. The scheme involves a discretization in the space variable using triangular elements, followed by numerical integration in time using a semi-implicit Euler scheme. The discretized system is solved by using UMFPACK incorporated within the Freefem++ platform. From (2.2) and (2.5), we know that the cell problems as well as the diffusion tensors depend on the values of the homogenized solutions $u$ and $v$. So, our first numerical example is to examine how $u$ and $v$ influence the behavior of the diffusion tensors. In essence, we seek for a phase $(u,v)$ diagram illustrating the behavior of the tensors for varying values of $(u,v)$. Figure 5.1 shows the structure of $\lambda_{11}$ and $D_{11}$ as functions of $u$ and $v$. The evolution indicates that the effective diffusivity and the effective conductivity increase with temperature, but decrease with concentration. The results are calculated by solving (2.5) in the unit cell $Y = (0,1) \times (0,1)$ with a reference (circular) solid inclusion ($r = 0.4$) for the heat equation or hole for the diffusion equation and using the parameter listing in Table 1.

Table 1: Parameter values used in simulation.

| Parameter | Value       | Description                  |
|-----------|-------------|------------------------------|
| $\lambda_g$ | $2.38 \times 10^{-4}$ | conductivity of gaseous part |
| $\lambda_s$ | $7 \times 10^{-4}$ | conductivity of solid part   |
| $D$       | $0.25$      | molecular diffusion          |
| $c_g$     | $1.57 \times 10^{-3}$ | heat capacity of gas         |
| $c_s$     | $0.69$      | heat capacity of solid       |
| $u_a$     | $2.5$       | activation temperature       |

Figure 5.1: Structure of the effective diffusion tensors in a $(u,v)$-plane. (a) effective conductivity ($\lambda_{11}$) and (b) effective diffusivity ($D_{11}$) as functions of $u$ and $v$ for $A = 5., Q = 2.5$ and $u_a = 2.5$.

Since the multiscale character of the studied macroscopic system is based on its weak coupling with the cell problem (2.5), for each macroscopic point $x \in \Omega$ and for each time, $t \in [0,T]$, (2.5) is solved in the microscale domain $Y$. Consequently, a system of diffusion
coefficients, \( \lambda(s, r) : \mathbb{R} \times \mathbb{R} \to \mathbb{R}^{d \times d} \); \( \mathcal{D}(s, r) : \mathbb{R} \times \mathbb{R} \to \mathbb{R}^{d \times d} \) is simultaneously calculated in the process using formulas (2.3) and (2.4) respectively. Here, we take \( d = 2 \). The reaction-diffusion behavior exhibited by (2.2) is a simple consequence of the reaction-diffusion processes taking place at the cell level. The response of the latter processes at the macroscale level is incorporated in the diffusion tensors \( \lambda \) and \( \mathcal{D} \), which are nonlocal and weakly anisotropic with respect to the variables, \( u \) and \( v \). (2.2) is solved in a rectangular domain \( \Omega = (0, 5) \times (0, 2.5) \).

In the simulation, all parameters are assumed to be nondimensional and real constants. The parameters for the microscale simulation are given in Table 1. The kinetic parameters \((Q, A)\) and initial and boundary profiles of the field variables \( u \) and \( v \) are taken as free parameters, and hence reference to their particular values are given wherever necessary. It is worth mentioning that the effects of the kinetic parameters can also be assessed by examining their asymptotic behavior at the cell level.

Figure 5.2: Collage of cell solutions of \( \chi_1 \) corresponding to various combinations of \( u_D, v_D \) and \( Q \). Similar patterns of solutions are obtained for \( \chi_2 \).
(a) $\omega_1$ when $Q = 0$ or $A = 0$.

(b) $\omega_1$ when $Q = 0.1$, $u_D = 5.0$ and $v_D = 0.75$.

(c) $\omega_1$ when $Q = 1.0$, $u_D = 5.0$ and $v_D = 0.05$.

(d) $\omega_1$ when $Q = 2.5$, $u_D = 5.0$ and $v_D = 0.05$.

Figure 5.3: Collage of cell solutions of $\omega_1$ corresponding to various combinations of $u_D$, $v_D$ and $Q$. Similar patterns of solutions are obtained for $\omega_2$. These solutions determine the boundary condition in the simulated upscaled model.
We compute (2.2) based on various combinations in the data and parameters we used for the simulation of the cell solutions depicted in Figures 5.2 and 5.3. The cell solutions show different patterns of solutions, which are determined by choices of the parameters $Q, u$ and $v$. When the pattern of solution is as depicted in Figures 5.2a and 5.3a, the cell problem is diffusion-dominated whereas in other cases, for instance, in Figures 5.2b, 5.2c and 5.2d, the cell problem is characterized by a reaction-diffusion phenomenon. The boundary values $u_D$ and $v_D$ are chosen relative to the initial values in such a way that concentration gradients of $u$ and $v$ are initiated in the system. For the first set of simulations, the initial data is chosen as $u_I = 1.7$ and $v_I = 0.1$ while $u_D = 5.0$ and $v_D = 0.05$ are fixed to the left boundary. By varying the value of the heat release ($Q = 0.1, 1.0, 2.5$ and 25), we examine the behavior of the quasilinear system by calculating the average temperature defined as:

$$u_{\text{avg}}(t) = \frac{1}{|\Omega|} \int_{\Omega} u(t,x) dx.$$  

(5.1)

Figure 5.4 depicts the average temperature as a function of time. It also indicates the behavior of the thermal front at distinct values of $Q$. Within the simulated values of $Q$, the time to reach steady state is shortest between $Q = 0.1$ and $Q = 1$ (Fig. 5.5). Then, the time decreases for increasing $Q$. We point out that when either the heat release $Q$ or $A$ is zero (cf. Fig. 5.2a), there is no front propagation. On the other hand, in the absence of an oxidizer, i.e. $v_I = v_D = 0$, the system is purely diffusion dominated. Figures 5.6 and 5.7 depict the evolution of the spatial distributions of $u$ and $v$ at various simulation times. The front propagation (bottom to top) emanated from the reaction-diffusion processes at the cell level for each macroscopic point $x \in \Omega$. 
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Figure 5.5: Evolution of the spatial profile of $u$ for $u_D = 5.0$, $v_D = 0.05$, $u_I = 1.7$, $v_I = 0.1$ and for varying values of $Q$. Distinct time points are labeled 1-5 and correspond to the simulation times, $t = 0, 0.8, 1.6, 2.4$ and $3.2$. 

(a) $Q = 0.1$.  
(b) $Q = 1.0$.  
(c) $Q = 2.5$.  
(d) $Q = 25$. 

Figure 5.6: Evolution of the spatial distribution of temperature ($u$) for $u_D = 5$, $v_D = 0.75$, $u_I = 1.7$, $v_I = 1.0$ and $Q = 0.1$. Front propagation is from bottom to top.
Figure 5.7: Evolution of the spatial distribution of concentration \((v)\) for \(u_D = 5\), \(v_D = 0.75\), \(u_I = 1.7\), \(v_I = 1.0\) and \(Q = 0.1\). Front propagation is from bottom to top.
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