On the path-avoidance vertex-coloring game
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Abstract. For any graph $F$ and any integer $r \geq 2$, the online vertex-Ramsey density of $F$ and $r$, denoted $m^*(F,r)$, is a parameter defined via a deterministic two-player Ramsey-type game (Painter vs. Builder). This parameter was introduced in a recent paper [8], where it was shown that the online vertex-Ramsey density determines the threshold of a similar probabilistic one-player game (Painter vs. the binomial random graph $G_{n,p}$). For a large class of graphs $F$, including cliques, cycles, complete bipartite graphs, hypercubes, wheels, and stars of arbitrary size, a simple greedy strategy is optimal for Painter and closed formulas for $m^*(F,r)$ are known.

In this work we show that for the case where $F = P_\ell$ is a (long) path, the picture is very different. It is not hard to see that $m^*(P_\ell,r) = 1 - 1/k^*(P_\ell,r)$ for an appropriately defined integer $k^*(P_\ell,r)$, and that the greedy strategy gives a lower bound of $k^*(P_\ell,r) \geq \ell^r$. We construct and analyze Painter strategies that improve on this greedy lower bound by a factor polynomial in $\ell$, and we show that no superpolynomial improvement is possible.

1. Introduction

1.1. The online vertex-Ramsey density. Consider the following deterministic two-player game: The two players are called Builder and Painter, and the board is a vertex-colored graph that grows in each step of the game. Painter wants to avoid creating a monochromatic copy of some fixed graph $F$, and her opponent Builder wants to force her to create such a monochromatic copy. The game starts with an empty board, i.e., no vertices are present at the beginning of the game. In each step, Builder presents a new vertex and a number of edges leading from previous vertices to this new vertex. Painter has to color the new vertex immediately and irrevocably with one of $r$ available colors, and she loses as soon as she creates a monochromatic copy of $F$. So far this game would be rather trivial; however, we additionally impose the restriction on Builder that, for some fixed real number $d$ known to both players, the evolving board $B$ satisfies $m(B) \leq d$ at all times, where as usual we define

$$m(B) := \max_{H \subseteq B} \frac{e(H)}{v(H)},$$
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and $e(H)$ and $v(H)$ denote the number of edges and vertices of $H$, respectively. We will refer to this game as the $F$-avoidance game with $r$ colors and density restriction $d$.

We say that Builder has a winning strategy in this game (for a fixed graph $F$, a fixed number of colors $r$, and a fixed density restriction $d$) if he can force Painter to create a monochromatic copy of $F$ within a finite number of steps. For any graph $F$ and any integer $r \geq 2$ we define the online vertex-Ramsey density $m^*(F,r)$ as

$$m^*(F,r) := \inf \left\{ d \in \mathbb{R} \mid \text{Builder has a winning strategy in the } F\text{-avoidance game with } r \text{ colors and density restriction } d \right\}. \quad (1)$$

The parameter $m^*(F,r)$ was introduced in [8], where we established a general correspondence between the deterministic two-player game we just introduced, and a similar probabilistic one-player game. (We will explain this correspondence in the next section.) In [8] we also proved the following result.

**Theorem 1** ([8]). For any graph $F$ with at least one edge and any integer $r \geq 2$, the online vertex-Ramsey density $m^*(F,r)$ is a computable rational number, and the infimum in (1) is attained as a minimum.

To put Theorem 1 into perspective, we mention that none of its three statements (computable, rational, infimum attained as minimum) is known to hold for the offline counterpart of $m^*(F,r)$, i.e., for the vertex-Ramsey density

$$m^o(F,r) := \inf \left\{ m(G) \mid \text{every } r\text{-coloring of the vertices of } G \text{ contains a monochromatic copy of } F \right\}$$

introduced in [3]. It is also not known whether such statements are true for two analogous parameters related to edge-colorings (see [2] [4]). In fact, even the value of $m^o(P_3,2)$ is unknown — the authors of [3] offer 400,000 złoty (Polish currency in 1993) for its exact determination (here $P_3$ denotes the path on three vertices).

1.2. **Background: a probabilistic one-player game.** The main motivation for investigating the deterministic two-player game introduced above comes from the theory of random graphs. More specifically, following work of Łuczak, Ruciński, and Voigt [5] on vertex-Ramsey properties of random graphs, the following one-player game was studied in [6]: As usual, we denote by $G_{n,p}$ the random graph on $n$ vertices obtained by including each of the $\binom{n}{2}$ possible edges with probability $p = p(n)$ independently. The vertices of an initially hidden instance of $G_{n,p}$ are revealed one by one, and at each step of the game only the edges induced by the vertices revealed so far are visible. As in the deterministic game introduced above, the player Painter immediately and irrevocably assigns one of $r$ available colors to each vertex as soon as it is revealed, with the goal of avoiding monochromatic copies of a fixed graph $F$. We refer to this game as the probabilistic $F$-avoidance game with $r$ colors.

It follows from standard arguments (see [2] Lemma 7]) that this game has a threshold $p_0(F,r,n)$ in the following sense: For any function $p(n) = o(p_0)$ there is an online strategy that a.a.s. colors the vertices of $G_{n,p}$ with $r$ colors without creating a monochromatic copy of $F$, and for any function $p(n) = \omega(p_0)$ any online strategy will a.a.s. fail to do so. (Here a.a.s. stands for ‘asymptotically almost surely’, i.e., with probability tending to 1 as $n$ tends to infinity.)

In a recent paper [8] we extended the results of [6] on this probabilistic game and established the following general threshold result.

**Theorem 2** ([8]). For any fixed graph $F$ with at least one edge and any fixed integer $r \geq 2$, the threshold of the probabilistic $F$-avoidance game with $r$ colors is

$$p_0(F,r,n) = n^{-1/m^*(F,r)},$$

where $m^*(F,r)$ is defined in [1].
Theorem \[2\] reduces the problem of determining the threshold of the probabilistic $F$-avoidance game to the purely deterministic combinatorial problem of computing $m^*(F, r)$. Moreover, we can bound the threshold of the probabilistic game by deriving bounds on $m^*(F, r)$, which in turn can be done by designing and analyzing appropriate Painter and Builder strategies for the deterministic $F$-avoidance game.

1.3. Closed formulas for the online vertex-Ramsey density. The algorithm presented in \[8\] to compute $m^*(F, r)$ for general $F$ and $r$ is rather complex and gives no hint as to how the quantity $m^*(F, r)$ behaves for natural graph families. However, for a large class of graphs $F$, a simple closed formula for the parameter $m^*(F, r)$ follows from the results in \[5\]. This class includes cliques $K_\ell$, cycles $C_\ell$, complete bipartite graphs $K_{s,t}$, $d$-dimensional hypercubes $Q_d$, wheels $W_\ell$ with $\ell$ spokes, and stars $S_\ell$ with $\ell$ rays. In all those cases, the online vertex-Ramsey density is given by $m^*(F, r) = \frac{e(F)(1-v(F)^{-r})}{v(F)-1}$, i.e., we have

\[
\begin{align*}
m^*(K_\ell, r) &= \frac{\ell(1-\ell^{-r})}{2}, & m^*(C_\ell, r) &= \frac{\ell(1-\ell^{-r})}{\ell-1}, \\
m^*(K_{s,t}, r) &= \frac{st(1-(s+t)^{-r})}{s+t-r-1}, & m^*(Q_d, r) &= \frac{d^{d-1}(1-2^{-dr})}{2^{d-1}}, \\
m^*(W_\ell, r) &= 2(1-(\ell+1)^{-r}), & m^*(S_\ell, r) &= 1-(\ell+1)^{-r}.
\end{align*}
\]

(2)

The reason why the parameter $m^*(F, r)$ has such a simple form in all these cases is that for those graphs $F$ the following simple strategy is optimal for Painter: Assuming the colors are numbered from $1, \ldots, r$, the greedy strategy in each step uses the highest-numbered color that does not complete a monochromatic copy of $F$ (or color 1 if no such color exists).

In this work we show that the situation is much more complicated in the innocent-looking case where $F = P_\ell$ is a path on $\ell$ vertices. As it turns out, for this family of graphs the greedy strategy fails quite badly, and the parameter $m^*(P_\ell, r)$ exhibits a much more complex behaviour than one might expect in view of the previous examples.

1.4. Forests. We first introduce a more convenient way to express $m^*(F, r)$ for the case where $F$ is an arbitrary forest. Note that a density restriction of the form $d = (k-1)/k$ for some integer $k \geq 2$ is equivalent to requiring that Builder creates no cycles and no components (=trees) with more than $k$ vertices. We call this game the $F$-avoidance game with $r$ colors and tree size restriction $k$.

It is not hard to see that for any forest $F$ and any integer $r \geq 2$, Builder has a winning strategy in the $F$-avoidance game with $r$ colors and tree size restriction $k$ for large enough $k$. We denote by $k^*(F, r)$ the smallest such integer $k$ for which Builder has a winning strategy in this game.

Noting that for any forest $F$ we have

$$m^*(F, r) = \frac{k^*(F, r) - 1}{k^*(F, r)},$$

we obtain the following corollary to Theorem \[2\]

**Corollary 3 (\[8\]).** For any fixed forest $F$ with at least one edge and any fixed integer $r \geq 2$, the threshold of the probabilistic $F$-avoidance game with $r$ colors is

$$p_0(F, r, n) = n^{1-1/(k^*(F, r)-1)}.$$

For the rest of this paper, we restrict our attention to forests and focus on the parameter $k^*(F, r)$. It follows from the results in \[5\] that for any tree $F$ and any integer $r \geq 2$ the greedy strategy guarantees a lower bound of $k^*(F, r) \geq v(F)^r$ (for the sake of completeness we give the argument explicitly in Lemma \[8\] below).
1.5. Our results. For the rest of this introduction we focus on the case where $F = P_\ell$ and $r = 2$ colors are available. Table 1 shows the exact values of $k^*(P_\ell, 2)$ for $\ell \leq 45$. These were determined with the help of a computer, based on the insights of this paper and using some extra tweaks to improve running times (see Section 3.3 below). The bottom row shows the difference $k^*(P_\ell, 2) - \ell^2$, i.e., by how much optimal Painter strategies can improve on the greedy lower bound $v(P_\ell)^2 = \ell^2$.

In stark contrast to the formulas in (2), the values in Table 1 (and the corresponding optimal Painter strategies) exhibit a rather irregular behaviour and seem to follow no discernible pattern. In particular, the greedy strategy turns out to be optimal for $\ell \in \{2, \ldots, 27\} \cup \{29, 31, 33, 34, 35, 39\}$, but not for the other values of $\ell \leq 45$. (In fact, for all $\ell \geq 46$ we have $k^*(P_\ell, 2) > \ell^2$, so the listed values are the only ones for which the greedy strategy is optimal.)

These numerical findings raise the question whether and by how much optimal Painter strategies can improve on the greedy lower bound asymptotically as $\ell \to \infty$. Our main result shows that there exist Painter strategies that improve on the greedy lower bound by a factor polynomial in $\ell$, and that no superpolynomial improvement is possible.

**Theorem 4** (Main result). We have

$$\Theta(\ell^{2.01}) \leq k^*(P_\ell, 2) \leq \Theta(\ell^{2.59}) .$$

We prove the bounds in Theorem 4 by analyzing a more general asymmetric version of the path-avoidance game, where Painter’s goal is to avoid a path on $\ell$ vertices in color 1, and a path on $c$ vertices in color 2. We denote by $k^*(P_\ell, P_c)$ the smallest integer $k$ for which Builder has a winning strategy in this asymmetric $(P_\ell, P_c)$-avoidance game with tree size restriction $k$.

In the following we present our results for this asymmetric game. The next theorem shows in particular that for any fixed value of $c$, the parameter $k^*(P_\ell, P_c)$ grows linearly with $\ell$.

**Theorem 5.** For any $c \geq 1$ there is a constant $\delta(c)$ such that for any $\ell \geq 1$ we have

$$k^*(P_\ell, P_c) = (\delta(c) - o(1)) \cdot \ell ,$$

where $o(1)$ stands for a non-negative function of $c$ and $\ell$ that tends to 0 for $c$ fixed and $\ell \to \infty$.

Note that Theorem 5 does not imply that $k^*(P_\ell, 2) = (\delta(\ell) - o(1)) \cdot \ell$ as $\ell \to \infty$.

Similarly to the symmetric game, the greedy strategy guarantees a lower bound of $k^*(P_\ell, P_c) \geq c \cdot \ell$, and it is not hard to see that this is an exact equality for $c \in \{1, 2, 3\}$ (i.e., the greedy strategy is optimal, see Lemmas 8 and 9 below). Thus the constant $\delta(c)$ from Theorem 5 satisfies $\delta(c) = c$ for $c \in \{1, 2, 3\}$. The next theorem states the exact value of $\delta(c)$ for $c \in \{4, 5, 6\}$. Perhaps surprisingly, these values turn out to be irrational.

**Theorem 6.** For the constant $\delta(c)$ from Theorem 5 we have

$$\delta(4) = \frac{1}{2}(\sqrt{13} + 5) = 4.302\ldots ,$$

$$\delta(5) = \frac{1}{2}(\sqrt{24} + 6) = 5.449\ldots ,$$

$$\delta(6) = \frac{1}{2}(\sqrt{37} + 7) = 6.541\ldots .$$

Our last result bounds the asymptotic growth of the constant $\delta(c)$ from Theorem 5.
Theorem 7. As a function of $c$, the constant $\delta(c)$ from Theorem 5 satisfies
$$\Theta(c^{1.05}) \leq \delta(c) \leq \Theta(c^{1.59})$$.

Note that the upper bound in Theorem 4 follows immediately by combining Theorem 5 with the upper bound on $\delta(c)$ stated in Theorem 7 using the non-negativity of the $o(1)$ term in Theorem 5.

1.6. About the proofs. We conclude this introduction by highlighting some of the key features in our proofs in an informal way.

As it turns out, the family of all ‘reasonable’ Painter strategies in the $P_r$-avoidance game with $r = 2$ colors is in one-to-one correspondence with monotone walks from $(1, 1)$ to $(\ell, \ell)$ in the integer lattice $\mathbb{Z}^2$. Such a walk is interpreted as follows: If the walk goes from $(x, y)$ to $(x + 1, y)$, Painter will use color 1 when faced with the decision of either creating a $P_x$ in color 1 or a $P_y$ in color 2. Conversely, a step from $(x, y)$ to $(x, y + 1)$ indicates that Painter uses color 2 in the same situation. (The greedy strategy corresponds to the walk that goes from $(1, 1)$ first to $(1, \ell)$ and then to $(\ell, \ell)$.) Note that there are $\binom{2(\ell-1)}{\ell-1} = 4^{(1+o(1))\ell}$ such walks, and thus the same number of ‘candidate strategies’ for Painter.

For any fixed such walk, we can compute the smallest tree size restriction that allows Builder to enforce a monochromatic copy of $P_2$ against this particular Painter strategy by a recursive computation along the walk. This recursion involves only integers and no complicated tree structures. We can then compute the parameter $k^*(P_2, 2)$ by performing this recursive computation for all (exponentially many) walks of the described form, and taking the maximum. (This entire procedure can be seen as a highly specialized form of the general algorithm for computing $m^*(F, r)$ given in [8].) With these insights in hand, understanding the vertex-coloring path-avoidance game reduces to the algebraic problem of understanding this recursion along lattice walks.

The lattice walks (i.e. Painter strategies) yielding the lower bounds in Theorem 4 and Theorem 6 have an interesting self-similar structure: essentially, they are obtained by nesting a large number of copies of a nearly-optimal walk for the asymmetric $(P_1, P_4)$-avoidance game at different scales into each other (see Figure 3 below).

1.7. Organization of this paper. In Section 2 we collect a few general observations about the $F$-avoidance game for the case where $F$ is a forest. In Section 3 we turn to the case of paths and present the recursion that allows us to compute the parameter $k^*(P_2, 2)$ (or more generally, the parameter $k^*(P_\ell, P_c)$). This recursion is analyzed in Section 4 to derive Theorems 4-7.

2. Basic observations

For our proofs we will consider the general asymmetric $(F_1, \ldots, F_r)$-avoidance game, where Painter’s goal is to avoid a (possibly different) forest $F_s$ in each color $s \in \mathcal{r}$. We denote by $k^*(F_1, \ldots, F_r)$ the smallest integer $k$ for which Builder has a winning strategy in this asymmetric $(F_1, \ldots, F_r)$-avoidance game with tree size restriction $k$.

In this section we prove straightforward lower and upper bounds for this parameter (Lemma 8 and Lemma 9 below). These lemmas show that the constant $\delta(c)$ from Theorem 5 satisfies $\delta(c) = c$ for $c \in \{1, 2, 3\}$, and their proofs also serve as a warm-up for the reader to get familiar with the type of reasoning that is used throughout the paper.

The definition of the greedy strategy extends straightforwardly to the general asymmetric $(F_1, \ldots, F_r)$-avoidance game: This strategy in each step uses the highest-numbered color $s \in \mathcal{r}$ that does not complete a monochromatic copy of $F_s$ (or color 1 if no such color exists).

Lemma 8 (Greedy lower bound). For any trees $F_1, \ldots, F_r$, we have $k^*(F_1, \ldots, F_r) \geq v(F_1) \cdots v(F_r)$. 


Proof. We show that the greedy strategy is a winning strategy for Painter in the game with tree size restriction \( v(F_1) \cdots v(F_r) - 1 \). Suppose for the sake of contradiction that Painter loses this game when playing the greedy strategy. Then, by the definition of the strategy, the board contains a copy of \( F_1 \) in color 1. Moreover, each vertex \( v \) in color 1 in this copy is adjacent to a set of trees in color 2 which together with \( v \) form a copy of \( F_2 \), so the board contains a tree on \( v(F_1) \cdot v(F_2) \) vertices in the colors 1 or 2. Continuing this argument inductively, we obtain that for all \( k = 2, \ldots, r \) each vertex \( v \) in one of the colors \( \{1, \ldots, k - 1\} \) is adjacent to a set of trees in color \( k \) which together with \( v \) form a copy of \( F_k \), and that consequently the board contains a tree on \( v(F_1) \cdots v(F_k) \) vertices in colors from \( \{1, \ldots, k\} \). For \( k = r \) this yields the desired contradiction. \( \square \)

Observe that if Builder confronts Painter several times with the decision on how to color a new vertex that connects in the same way to copies of the same \( r \)-colored trees, then by the pigeonhole principle, Painter’s decision will be the same in at least a \((1/r)\)-fraction of the cases. As a consequence, we can assume w.l.o.g. that Painter plays consistently in the sense that her strategy is determined by a function that maps unordered tuples of \( r \)-colored rooted trees to the set of available colors \( \{1, \ldots, r\} \) (with the obvious interpretation that Painter uses the corresponding color whenever a new vertex connects exactly to copies of the same \( r \)-colored trees). This assumption is very useful when proving upper bounds for \( k^*(F_1, \ldots, F_r) \) by describing explicit strategies for Builder, as it implies that if Builder has enforced a copy of some tree on the board, then he can enforce as many additional copies of this tree as he needs. We thus avoid the hassle of making the repetitive pigeonholing steps for Builder explicit.

For the following lemma recall that we denote by \( S_\ell \) the star with \( \ell \) rays.

**Lemma 9** (Tree versus star upper bound). For any tree \( F \) and any \( \ell \geq 1 \) we have \( k^*(F, S_\ell) \leq v(F) \cdot v(S_\ell) = v(F) \cdot (\ell + 1) \).

Note that this bound matches the greedy lower bound given by the previous lemma. It follows in particular that \( k^*(P_r, P_r) = c \cdot \ell \) for any \( \ell \geq 1 \) and \( c \in \{1, 2, 3\} \).

For the proof of Lemma 9 we use the following auxiliary lemma (for a proof see e.g. [9]).

**Lemma 10** (Tree splitting). For any tree \( F \) and any integer \( s \geq 1 \) there is a subset \( S \subseteq V(F) \) with \(|S| \leq \left\lfloor \frac{|V(F)|}{s} \right\rfloor \) such that when removing the vertices of \( S \) from \( F \) all remaining components (=trees) have at most \( s - 1 \) vertices.

**Proof of Lemma 9**. We describe a winning strategy for Builder in the \((F, S_\ell)\)-avoidance game with tree size restriction \( v(F) \cdot v(S_\ell) \). We may and will assume w.l.o.g. that Painter plays consistently as defined above, implying that if Builder has enforced a copy of some tree on the board, then he can enforce as many additional copies of this tree as he needs.

Builder’s strategy works in two phases. The first phase lasts as long as Painter continues using color 1, and ends when she uses color 2 for the first time. In the first phase, for \( n = 1, 2, \ldots \) Builder enforces copies of all trees with exactly \( n \) vertices in color 1 (first all trees with one vertex, then all trees with two vertices and so on; all those copies are isolated, i.e., they are not connected to other parts of the board). Let \( s \) denote the value of \( n \) when Painter uses color 2 for the first time. At this point Builder has enforced, for each \( n \leq s - 1 \), a copy of every tree on \( n \) vertices in color 1, and a single vertex in color 2 that is contained in a tree \( T \) with \( v(T) = s \) vertices.

For the second phase, apply Lemma 10 and fix a subset \( S \subseteq V(F) \) with \(|S| \leq \left\lfloor \frac{|V(F)|}{s} \right\rfloor \) such that when removing the vertices of \( S \) from \( F \) all remaining components (=trees) have at most \( s - 1 \) vertices. In this phase Builder uses copies of the components in \( F \setminus S \) in color 1 from the first phase and connects them with \(|S|\) many new vertices in such a way that assigning color 1 to all of these new vertices would create a copy of \( F \) in color 1. At the same time, Builder also connects each of these
new vertices to the vertex in color 2 of \( \ell \) separate copies of \( T \), such that assigning color 2 to any of the new vertices would create a copy of \( S_\ell \) in color 2. (In total Builder uses \( \ell \cdot |S| \) many copies of \( T \).) Hence the game ends either with a copy of \( F \) in color 1 or a copy of \( S_\ell \) in color 2, and the number of vertices of the largest component (=tree) Builder constructs during the game is

\[
v(F) + \ell \cdot |S| \cdot v(T) \leq v(F) + \ell \cdot \left[ \frac{v(F)}{s} \right] \cdot s \leq v(F) \cdot (\ell + 1) = v(F) \cdot v(S_\ell) ,
\]

proving the lemma. \( \square \)

3. A general recursion

In this section we derive a general recursion that allows us to compute the parameter \( k^*(P_{\ell_1}, \ldots, P_{\ell_r}) \) for arbitrary values \( \ell_1, \ldots, \ell_r \geq 1 \) (see Proposition 12 below). This turns the problem of analyzing the \( (P_{\ell_1}, \ldots, P_{\ell_r}) \)-avoidance game into the algebraic problem of analyzing this recursion. As innocent as this recursion may look, it generates surprisingly complex patterns, which surface only for relatively large values of \( \ell_1, \ldots, \ell_r \) (recall Table 2 for the special case \( r = 2, \ell_1 = \ell_2 = \ell \)). Understanding the asymptotic features of this recursion will be the key to proving Theorems 4–7.

Throughout this section we include the case with more than two colors. There is little overhead for doing so, and it is notationally convenient to distinguish indices \( s \in [r] \) referring to colors from certain indices 1 and 2 that appear otherwise.

3.1. A recursion along lattice walks. Let \( \alpha = (\alpha_i)_{i \geq 1} \) be an infinite sequence with entries from the set \( [r] \). For any \( i \geq 0 \) and any \( s \in [r] \) we define

\[
\nu_{i,s} := 1 + \{|1 \leq j \leq i | \alpha_j = s\} .
\]

(3a)

It is convenient to think of \( \alpha \) as an increasing axis-parallel walk in the \( r \)-dimensional integer lattice \( \mathbb{Z}^r \) with starting point \((1,1,\ldots,1)\), where in the \( i \)-th step of the walk the current position changes by \(+1\) in the coordinate direction \( \alpha_i \). Note that \( \nu_i = (\nu_{i,1}, \ldots, \nu_{i,r}) \) as defined in (3a) denotes the position of the walk after the first \( i \) steps.

The recursion defined below is parametrized by such a sequence \( \alpha = (\alpha_i)_{i \geq 1}, \alpha_i \in [r] \), where this sequence can be interpreted as a strategy for Painter in the \( (P_{\ell_1}, \ldots, P_{\ell_r}) \)-avoidance game as follows: For any point \( \nu_i, i \geq 0 \), on the walk corresponding to \( \alpha \), whenever the longest path that would be created by assigning color \( s \) to a new vertex on the board is \( \nu_{i,s} \) for each color \( s \in [r] \), Painter chooses color \( \sigma := \alpha_{i+1} \) (i.e., she prefers completing a path on \( \nu_{i,\sigma} \) vertices in color \( \sigma \) over the other alternatives). To obtain a fully defined Painter strategy we will extend this criterion using certain natural monotonicity conditions: If e.g. Painter prefers a \( P_5 \) in color 1 over a \( P_7 \) in color 2, she will also prefer a \( P_5 \) in color 1 over a \( P_5 \) in color 2. The precise strategy definition is given below in the proof of Proposition 12. The recursion defined in the following evaluates the performance of the strategy corresponding to the given sequence \( \alpha \).

For a given sequence \( \alpha = (\alpha_i)_{i \geq 1}, \alpha_i \in [r] \), the recursion computes an infinite sequence of integers \( (k_i)_{i \geq 0} \). As auxiliary variables it maintains sequences of integers \( x_1, x_2, \ldots, x_r \), where for each \( s \in [r] \) we write \( x_s = (x_{s,0}, x_{s,1}, \ldots) \). (To simplify notation we suppress the dependence of the values \( k_i, x_s \) of the sequences \( x_s \) and of the values \( \nu_{i,s} \) defined in (3a) from the parameter \( \alpha \).)

For each \( i \geq 0 \), first \( k_i \) is computed, and then this value is appended to exactly one of the sequences \( x_1, \ldots, x_r \), namely to the sequence specified by \( \alpha_{i+1} \). Specifically, for each \( s \in [r] \) we define

\[
x_{s,0} := 0 ,
\]

(3b)

and for any \( i \geq 0 \) we define

\[
k_i := 1 + \sum_{j_1,j_2 \geq 0: \nu_{i,s} + j_1 + j_2 = \nu_{i,s} - 1} (x_{s,j_1} + x_{s,j_2})
\]

(3c)
and

\[ x_{s,i+1} := k_i \text{ if } \alpha_{i+1} = s, \quad (3d) \]

where the values \( \nu_{i,s} \) are defined in (3a) for the given sequence \( \alpha \). (One can check that after step \( i \) of the recursion exactly the values \( k_0, \ldots, k_i \) and, for each \( s \in [r] \), the values \( x_{s,0}, \ldots, x_{s,\nu_{i+1,s}-1} \) have been computed.) An example illustrating these definitions is given in Figure 1.

Note that we can think of the sequence \((k_i)_{i \geq 0}\) as being computed along the walk corresponding to \( \alpha \), and for each \( s \in [r] \) the entries of the sequence \( x_s \) are obtained by selecting those values \( (k_i)_{i \geq 0} \) where the walk takes a step in direction \( s \) (see Figure 1). As we shall see, for any \( s \in [r] \) and any \( j \geq 0 \) the number \( x_{s,j} \) equals the number of vertices in the smallest component (=tree) containing a path on \( j \) vertices in color \( s \) if Painter plays according to the strategy corresponding to the sequence \( \alpha \) (see Lemma 14 below).

The following lemma is an immediate consequence of the definitions in (3).

**Lemma 11** (Monotonicity along the recursion). For any \( \alpha = (\alpha_i)_{i \geq 1}, \alpha_i \in [r] \), the sequence \((k_i)_{i \geq 0}\) and in particular each of the sequences \( x_1, \ldots, x_r \) defined in (3) is strictly increasing.

In the following we are only interested in evaluating the above recursion for a finite number of steps. More specifically, for integers \( \ell_1, \ldots, \ell_r \geq 1 \) we denote by \( W(\ell_1, \ldots, \ell_r) \) the set of finite sequences of length

\[ d = d(\ell_1, \ldots, \ell_r) := \sum_{s \in [r]} (\ell_s - 1) \quad (4a) \]

with the property that for each \( s \in [r] \), exactly \( \ell_s - 1 \) entries are equal to \( s \) (i.e., the walk corresponding to such a sequence ends at \((\ell_1, \ldots, \ell_r)\), see Figure 1). For any such \( \alpha \in W(\ell_1, \ldots, \ell_r) \), we may evaluate the recursion (3) for the first \( d + 1 \) steps (i.e., for \( i = 0, \ldots, d \)), and define

\[ k(\alpha) := k_d. \quad (4b) \]

(In the last step \( i = d \), (3d) should be ignored.)

The following proposition is the main result of this section and characterizes the parameter \( k^*(P_{\ell_1}, \ldots, P_{\ell_r}) \) from the \((P_{\ell_1}, \ldots, P_{\ell_r})\)-avoidance game in terms of the recursion defined above.

**Figure 1.** Illustration of the definitions in (3) and (4) for the case \( r = 2 \).
Proposition 12 (General recursion). For any integers \( \ell_1, \ldots, \ell_r \geq 1 \), we have
\[
k^\ast(P_{\ell_1}, \ldots, P_{\ell_r}) = \max_{\alpha \in W(\ell_1, \ldots, \ell_r)} k(\alpha) ,
\]
where \( k(\alpha) \) is defined in (3) and (4).

3.2. Proof of Proposition 12. We begin by proving that the right hand side of (5) is an upper bound on \( k^\ast(P_{\ell_1}, \ldots, P_{\ell_r}) \). We do so by describing a Builder strategy that closely resembles the structure of the recursion (3).

Proof of Proposition 12 (upper bound). We describe a winning strategy for Builder in the \((P_{\ell_1}, \ldots, P_{\ell_r})\)-avoidance game with tree size restriction
\[
k := \max_{\alpha \in W(\ell_1, \ldots, \ell_r)} k(\alpha) .
\]
We may and will assume w.l.o.g. that Painter plays consistently in the sense of Section 2, implying that if Builder has enforced a copy of some tree on the board, then he can enforce as many additional copies of this tree as he needs. Moreover, we will ignore such repeated steps when counting the number of steps it takes until Builder has enforced a copy of some tree on the board. Intuitively, Builder’s strategy follows the recursion defined in (3) for a sequence \( \alpha = (\alpha_i)_{i \geq 1} \), \( \alpha_i \in [r] \), that is extracted step by step from Painter’s coloring decisions during the game.

Specifically, Builder maintains in each color \( s \in [r] \) a list \( T_s = (T_{s,0}, T_{s,1}, \ldots, T_{s,\nu_s-1}) \), where \( T_{s,0} \) is the null graph \( (v(T_{s,0}) = 0) \) and \( T_{s,j}, 1 \leq j \leq \nu_s - 1 \), is a tree containing a monochromatic \( P_j \) in color \( s \) for which Builder has already enforced a copy on the board. Initially, we have \( T_s = (T_{s,0}) \) for all \( s \in [r] \). In each step, Builder does the following: Given the lists \( T_s = (T_{s,0}, \ldots, T_{s,\nu_s-1}) \), \( s \in [r] \), he adds a new vertex \( v \) to the board and, for each color \( s \in [r] \), connects it to copies of two trees from the list \( T_s \) for which the sum \( v(T_{s,j_1}) + v(T_{s,j_2}) \), \( j_1 + j_2 = \nu_s - 1 \), is minimized, in such a way that if Painter assigns color \( s \) to \( v \), a path on \( j_1 + j_2 + 1 = \nu_s \) many vertices in color \( s \) is created (if one of the contributing graphs is the null graph, then no corresponding edge is added). Let \( \sigma \in [r] \) denote the color Painter assigns to \( v \), thus creating a tree that contains a copy of \( P_{\nu_s} \) in color \( \sigma \). If \( \nu_s < \ell_\sigma \), then Builder adds this tree to the end of the list \( T_\sigma \), which therefore grows by one element. Otherwise the game ends with a monochromatic \( P_{\nu_s} \) in color \( \sigma \). Let \( d' + 1 \) denote the number of steps until the game ends (we consider these steps indexed from 0 to \( d' \)), and \( \alpha' \in [r]^{1 \leq i \leq d'} \) the sequence of all coloring decisions of Painter except the last one during Builder’s strategy. (Thus Painter’s decision in step \( i, 0 \leq i \leq d' - 1 \), is given by \( \alpha'_i+1 \), in line with (3d).) As each time Painter uses some color \( s \in [r] \) the length of the list \( T_s \) grows by exactly one, the sequence \( \alpha' \) has at most \( \ell_s - 1 \) entries equal to \( s \).

It follows easily by induction that this Builder strategy satisfies the following property: For each \( 0 \leq i \leq d' \) the lists \( T_s = (T_{s,0}, \ldots, T_{s,\nu_{i,s}-1}) \), \( s \in [r] \), satisfy
\[
(v(T_{s,0}), v(T_{s,1}), \ldots, v(T_{s,\nu_{i,s}-1})) = (x_{s,0}, \ldots, x_{s,\nu_{i,s}-1}) ,
\]
and the tree constructed in step \( i \) has \( k_i \) many vertices, where \( \nu_{i,s}, k_i \) and the sequences \( x_1, \ldots, x_s \) are defined in (3) for the given \( \alpha' \).

From this property it follows with Lemma 11 that the largest tree Builder constructs is the one in the last step of the game, and that it has \( k_{d'} \) many vertices. Letting \( \alpha \) denote any sequence from the set \( W(\ell_1, \ldots, \ell_r) \) with prefix \( \alpha' \), and \( k_d \) (with \( d \) as in (4a)) the value defined in (3) for this \( \alpha \), we obtain with Lemma 11 that
\[
k_{d'} \leq k_d \leq k(\alpha) \leq k ,
\]
showing that Builder adhered to the given tree size restriction. □
For proving the lower bound in Proposition 12, we will need the following observation. (If the reader is deterred by the technical-looking statement, we recommend looking at the very elementary proof first.)

**Lemma 13** (Choosing a color). Let \( \ell_1, \ldots, \ell_r \geq 1 \) be integers and \( \alpha \in W(\ell_1, \ldots, \ell_r) \). Then for any integers \( \lambda_1, \ldots, \lambda_r \) with \( 1 \leq \lambda_s \leq \ell_s \), \( s \in [r] \), and \( \lambda_s < \ell_s \) for at least one \( s \in [r] \), the following holds: There is a unique integer \( 0 \leq i \leq d - 1 \) such that for \( \sigma := \alpha_{i+1} \) we have

\[
\nu_{i,\sigma} = \lambda_{\sigma} , \quad \nu_{i,s} \leq \lambda_s , \quad s \in [r] \setminus \{\sigma\} ,
\]

where \( \nu_{i,s} \), \( s \in [r] \), is defined in (3a) for the given \( \alpha \) and \( d = d(\ell_1, \ldots, \ell_r) \) is defined in (4a). Moreover, we then have \( \lambda_{\sigma} < \ell_{\sigma} \).

**Proof.** Geometrically, the box \( B := [1, \lambda_1] \times \cdots \times [1, \lambda_r] \) is contained in the larger box \( [1, \ell_1] \times \cdots \times [1, \ell_r] \). As the walk corresponding to the sequence \( \alpha \) starts at \((1, \ldots, 1)\) and ends at \((\ell_1, \ldots, \ell_r)\), there is a unique first step where it leaves the box \( B \). It is easy to see that the starting point \( \nu_i \) of this step (which lies on the boundary of \( B \)) is the unique integer \( i \) that satisfies the conditions of the lemma. \( \square \)

Consider now the following Painter strategy for the \((P_{\ell_1}, \ldots, P_{\ell_r})\)-avoidance game, which is defined for an arbitrary fixed \( \alpha \in W(\ell_1, \ldots, \ell_r) \), and which we denote by \( \text{AVOIDPATHS}_\alpha(P_{\ell_1}, \ldots, P_{\ell_r}) \). For each new vertex \( v \), Painter determines for each color \( s \in [r] \) the number of vertices \( \lambda'_s \) of the longest monochromatic path in color \( s \) that would be completed if that color were assigned to \( v \), and defines \( \lambda_s := \min(\lambda'_s, \ell_s) \). If \( (\lambda_1, \ldots, \lambda_r) = (\ell_1, \ldots, \ell_r) \), then she assigns an arbitrary color to \( v \) (and the game ends). Otherwise one of the values \( \lambda_s \) is strictly smaller than \( \ell_s \). Painter then chooses an \( 0 \leq i \leq d - 1 \) such that for \( \sigma := \alpha_{i+1} \) the relations (7) hold (such a choice is possible by Lemma 13), and assigns color \( \sigma \) to \( v \). (As we have \( \lambda_{\sigma} < \ell_{\sigma} \) in this case, this does not create a monochromatic \( P_{\ell_s} \) in color \( \sigma \). Moreover, using color \( \sigma \) does not increase the length of any monochromatic path in a color different from \( \sigma \), implying that the game does not end in this step.)

For the rest of this paper we usually refer to a sequence \( \alpha \in W(\ell_1, \ldots, \ell_r) \) as a *strategy sequence*, having the above interpretation in mind. Note that the greedy strategy analyzed in Lemma 8 is exactly \( \text{AVOIDPATHS}_\alpha(P_{\ell_1}, \ldots, P_{\ell_r}) \) for the strategy sequence \( \alpha = (r)^{\ell_r-1} \circ (r-1)^{\ell_{r-1}-1} \circ \cdots \circ (1)^{\ell_1-1} \). Here and throughout we use \( \circ \) to denote concatenation of sequences, and integer exponents to indicate repetitions.

The next lemma states the strategy invariant that we already briefly mentioned when we introduced the recursion (3).

**Lemma 14** (Strategy invariant). Playing according to the strategy \( \text{AVOIDPATHS}_\alpha(P_{\ell_1}, \ldots, P_{\ell_r}) \) ensures that the following invariant holds throughout (except possibly in the last step when the game ends): For each \( s \in [r] \) and each \( 0 \leq t \leq \ell_s - 1 \), each monochromatic \( P_t \) in color \( s \) on the board is contained in a component (=tree) with at least \( x_{s,t} \) vertices, where \( x_{s,t} \) is defined in (3) for the given \( \alpha \).

As we shall see, the above invariant is also maintained in the last step when the game ends, but for technical reasons we do not prove this here.

**Proof.** To show that this invariant holds, we argue by induction over the number of steps of the game: Initially, no graph is present on the board, and the statement is trivially true (with \( t = 0 \) and \( x_{s,0} = 0 \)). For the induction step consider a fixed step where the game does not end, and let \( \lambda_s \), \( s \in [r] \), be as defined in Painter’s strategy. Furthermore, let \( i \) denote the index guaranteed by Lemma 13 for these values \( \lambda_s \), and let \( \sigma = \alpha_{i+1} \) denote the color Painter assigns to the new vertex \( v \).
in this step. Clearly, the invariant is maintained for all colors $s \in [r] \setminus \{\sigma\}$, and it remains to show that it holds for $\sigma$. By Lemma 11, we have
\[ x_{\sigma,0} < x_{\sigma,1} < \cdots < x_{\sigma,\ell_{\sigma} - 1} \]
implies that it suffices to consider a longest monochromatic path in color $\sigma$ that is completed by Painter’s decision to assign color $\sigma$ to $v$. Let $Q_\sigma$ denote such a path, and set $t := v(Q_\sigma)$ (as the game does not end in the current step we have $t \leq \ell_{\sigma} - 1$). By definition of Painter’s strategy, we have
\[ \lambda_\sigma = t \]
and for each $s \in [r] \setminus \{\sigma\}$, assigning color $s$ to $v$ would have completed some (not necessarily maximal) path $Q_s$ in color $s$ on $\lambda_s$ vertices. Note that the paths $Q_1, \ldots, Q_r$ only share the vertex $v$, and that $v$ divides each of these paths into two paths $Q_{s,1}$ and $Q_{s,2}$ which for $j_{s,1} := v(Q_{s,1})$ and $j_{s,2} := v(Q_{s,2})$
\[ j_{s,1} + j_{s,2} = \lambda_s - 1 \geq \nu_{i,s} - 1 . \]
and $\ell_s$ vertices. Note that the paths $Q_{s,1}$ and $Q_{s,2}$, $s \in [r]$, were contained in $2r$ distinct components (=trees) $T_{s,1}$ and $T_{s,2}$ before being joined by the vertex $v$ in the current step. (If $Q_{s,1}$ or $Q_{s,2}$ has no vertices, then we also let $T_{s,1}$ or $T_{s,2}$ be the null graph, i.e., the graph with empty vertex set.) By induction we have
\[ v(T_{s,1}) \geq x_{s,j_{s,1}} \]
\[ v(T_{s,2}) \geq x_{s,j_{s,2}} . \]
Combining our previous observations, we obtain that the vertex $v$ is contained in a tree $T$ satisfying
\[ v(T) = 1 + \sum_{s \in [r]} (v(T_{s,1}) + v(T_{s,2})) \geq 1 + \sum_{s \in [r]} (x_{s,j_{s,1}} + x_{s,j_{s,2}}) \geq k_i , \]
where we also used Lemma 11 in the last step. Combining (3d), (7a) and (8) shows that the right hand side of (11) equals $x_{\sigma,t}$, proving that the claimed invariant holds.

We are now in a position to prove the lower bound in Proposition 12. The argument is very similar to the inductive argument in the previous proof, but due to some subtleties we have to treat the step in which the game ends separately.

Proof of Proposition 12 (lower bound). We will argue that the Painter strategy AVOIDPATHS$_\alpha(P_{\ell_1}, \ldots, P_{\ell_r})$
is a winning strategy in the $(P_{\ell_1}, \ldots, P_{\ell_r})$-avoidance game with tree size restriction $k(\alpha) - 1$, where $k(\alpha)$ is defined in (3) and (4). Optimizing over the choice of $\alpha \in W(\ell_1, \ldots, \ell_r)$, we thus obtain a winning strategy for Painter in the game with tree size restriction max$_{\alpha \in W(\ell_1, \ldots, \ell_r)} k(\alpha) - 1$, as required.

Let $\alpha \in W(\ell_1, \ldots, \ell_r)$ be fixed and suppose Painter plays according to the strategy AVOIDPATHS$_\alpha(P_{\ell_1}, \ldots, P_{\ell_r})$. Suppose for the sake of contradiction that Painter loses with a monochromatic path $P_{\ell_s}$ in some color $s \in [r]$ to the last vertex $v$ would complete a path $P_{\ell_s}$ in color $s$. This implies that in each color $s \in [r]$ the vertex $v$ joins two (not necessarily maximal) paths $Q_{s,1}$ and $Q_{s,2}$ in color $s$ which for $j_{s,1} := v(Q_{s,1})$ and $j_{s,2} := v(Q_{s,2})$
\[ j_{s,1} + j_{s,2} = \ell_s - 1 . \]
Denoting for every $s \in [r]$ by $T_{s,1}$ and $T_{s,2}$ the components (=trees) that were joined by $v$ and that contain $Q_{s,1}$ and $Q_{s,2}$, respectively, we obtain from Lemma 14 that the vertex $v$ is contained in a tree
where in the last step we also used that for \( d \) defined in \( (14) \) we have \( \nu_d = (\ell_1, \ldots, \ell_r) \). This yields the desired contradiction and completes the proof. \( \square \)

3.3. Exact values of \( k^*(P_\ell, 2) \) for small values of \( \ell \). The values in Table 1 were found by implementing the recursion in (3) and (4) and using Proposition 12. The computationally most expensive part in this approach is the maximization in (5), as e.g. for the (symmetric) \( P_r \)-avoidance game with \( r = 2 \) colors it requires maximizing over all strategy sequences from \( W(\ell, \ell) \), of which there are \( 2^{(2(\ell-1))} = 4^{(1+o(1))\ell} \) many. However, by using an appropriate branch-and-bound technique, the set of strategy sequences to be considered in the maximization can be reduced substantially. A program that implements this and further optimizations to compute \( k^*(P_{\ell_1}, P_{\ell_2}) \) is available from the authors’ websites [1].

We conclude this section by giving an example of a Painter strategy for the (symmetric) \( P_\ell \)-avoidance game with \( r = 2 \) colors that outperforms the greedy strategy. For \( \ell = 28 \), there are four strategy sequences from the set \( W(28, 28) \) achieving the optimal performance \( k^*(P_{28}, 2) = 28^2 + 7 = 791 \) (cf. Table 1). They are given by \( \alpha = (1)^6 \circ (2, 2) \circ (1)^7 \circ (2) \circ (1)^{14} \circ (2)^{24} \), \( \alpha' = (1, 1, 2, 1, 2, 2) \circ (1)^{24} \circ (2)^{24} \), and the sequences \( \overline{\alpha} \) and \( \overline{\alpha}' \) that are obtained from \( \alpha \) and \( \alpha' \) by interchanging the 1 and 2 entries, exploiting the obvious symmetry.

4. Analyzing the recursion

In this section we prove Theorems 4–7 by analyzing the recursion defined in (3) and (4) and using Proposition 12. We focus on the asymmetric path-avoidance game in most of the upcoming arguments, and derive our results for the symmetric game at the very end. For the rest of this paper we restrict our attention to the case of \( r = 2 \) colors.

4.1. Asymptotic behaviour. A crucial ingredient in our analysis of the recursion in (3) and (4) is the study of its asymptotic behaviour along a walk as described in Section 3.3 which after some initial turns moves towards infinity only along one coordinate direction (think e.g. of infinitely extending the walk in Figure 1 in coordinate direction 1). The following completely self-contained lemma is the basis for this approach.

For any sequence \( (x_\nu)_{\nu \geq 0} \) we define the corresponding sequence of first differences as \( \Delta(x) := (x_{\nu+1} - x_\nu)_{\nu \geq 0} \).

**Lemma 15** (Recursion becomes periodic). Let \( x_0, \ldots, x_t \) and \( \beta \) be arbitrary integers, and recursively define

\[
x_\nu := \beta + \min_{j_1, j_2 \geq 0: j_1 + j_2 = \nu - 1} (x_{j_1} + x_{j_2}), \quad \nu \geq t + 1.
\]

Furthermore, let \( p \) be an integer from the set \( \arg \min_{0 \leq j \leq t} \frac{x_j + \beta}{j+1} \). Then the sequence \( \Delta(x) := (x_{\nu+1} - x_\nu)_{\nu \geq 0} \) becomes periodic with period length \( p + 1 \), and for all \( \nu \geq t + 1 \) we have

\[
x_\nu - x_{\nu-(p+1)} \leq x_p + \beta
\]

with equality for all large enough \( \nu \). Moreover, for all \( k \geq 1 \) we have

\[
x_{p+k(p+1)} - x_p \geq k(x_p + \beta).
\]
Note that Lemma 15 quantifies the asymptotic behaviour of the recursion (13): In the long run, the values will change by $x_\nu = (\delta + o(1)) \cdot \nu$,

where

$$\delta = \delta(x_0, \ldots, x_t, \beta) := \min_{0 \leq j \leq t} \frac{x_j + \beta}{j + 1}.$$  \hspace{1cm} (16)

Proof. For any two integers $a \geq 1$ and $b$, applying the transformation

$$y_\nu = a(x_\nu + \beta) - b(\nu + 1)$$

(17) yields an integer sequence $y_\nu \geq 0$ that satisfies the recursion

$$y_\nu = \min_{j_1, j_2 \geq 0: j_1 + j_2 = \nu - 1} (y_{j_1} + y_{j_2}), \quad \nu \geq t + 1.$$  \hspace{1cm} (18)

Furthermore, by (17) the first differences of the sequences $(x_\nu)_{\nu \geq 0}$ and $(y_\nu)_{\nu \geq 0}$ are related via

$$\Delta(y) = a\Delta(x) - b.$$  \hspace{1cm} (19)

Applying the transformation (17) with

$$a := p + 1 \quad \text{and} \quad b := x_p + \beta,$$

(20) we obtain with the definition of $p$ in the lemma that $y_p = 0$ and $y_\nu \geq 0$ for all $0 \leq \nu \leq t$. By these initial conditions and by (18), all elements of the sequence $(y_\nu)_{\nu \geq 0}$ are non-negative. Furthermore, using that $y_p = 0$ it follows from (18) that

$$y_\nu \leq y_{\nu - (p + 1)} \quad \text{for all } \nu \geq t + 1.$$  \hspace{1cm} (21)

Combining this with the non-negativity of the sequence $(y_\nu)_{\nu \geq 0}$, we obtain that for each residue class modulo $p + 1$ the corresponding subsequence of $(y_\nu)_{\nu \geq 0}$ becomes constant, and that consequently the sequence itself becomes periodic with period length $p + 1$. It follows that the sequence $\Delta(y)$ and by (19) also the sequence $\Delta(x)$ become periodic with period length $p + 1$.

Note that for all $\nu \geq t + 1$ we have

$$x_\nu - x_{\nu - (p + 1)} = \frac{y_{\nu} - y_{\nu - (p + 1)} + b(p + 1)}{a} \leq \frac{b(p + 1)}{a} x_p + \beta,$$

(21) with equality for all large enough $\nu$, proving (14).

Similarly, using the non-negativity of the sequence $(y_\nu)_{\nu \geq 0}$ and $y_p = 0$ we obtain for all $k \geq 1$

$$x_{p + k(p + 1)} - x_p = \frac{y_{p + k(p + 1)} - y_p + bk(p + 1)}{a} \geq \frac{bk(p + 1)}{a} k(x_p + \beta),$$

(20) proving (15). \hfill \Box

4.2. Explicit version of Theorem 5. Using Lemma 15 we will show that asymptotically optimal Painter strategies for the asymmetric $(P_{\ell}, P_c)$-avoidance game (i.e., strategies achieving the lower bound stated in Theorem 5) can be constructed as follows. Intuitively, we distinguish two phases of the corresponding walks: a short initial ‘preparation’ phase and a long ‘payoff’ phase, which is just a straight segment of the walk extending into coordinate direction 1. The goal of the preparation phase is not to directly optimize the resulting recursion values during this phase, but to optimize the constant $\delta$ as defined in (16) that arises when applying Lemma 15 to the payoff phase.
These ideas lead to the following definition of the constant $\delta(c)$ appearing in Theorem 5. For any strategy sequence $\alpha \in W(\ell, c)$ we define

$$\beta(\alpha) := 1 + \min_{j_1,j_2 \geq 0: j_1 + j_2 = c-1} (x_{2,j_1} + x_{2,j_2}) ,$$

(22a)

$$\delta(\alpha) := \min_{0 \leq j \leq \ell-1} \frac{x_{1,j} + \beta(\alpha)}{j + 1} ,$$

(22b)

where $x_1 = (x_{1,0}, \ldots, x_{1,\ell-1})$ and $x_2 = (x_{2,0}, \ldots, x_{2,c-1})$ are defined via the recursion (3). Using those definitions we set

$$\delta(1) := 1 ,$$

(22c)

and for any $c \geq 2$,

$$\delta(c) := \sup_{\ell \geq 1} \delta(\alpha) ,$$

(22d)

where the condition $\alpha_{\ell+c-2} = 2$ expresses that the last step of the walk corresponding to $\alpha$ is towards the second coordinate. (We will see in Lemma 17 below that $\delta(c)$ is indeed a well-defined finite value.)

**Theorem 16** (Explicit version of Theorem 5). For any $c \geq 1$ and any $\ell \geq 1$ we have

$$k^*(P_\ell, P_c) \leq \delta(c) \cdot \ell$$

and

$$k^*(P_\ell, P_c) \geq (\delta(c) - o(1)) \cdot \ell ,$$

where $\delta(c)$ is defined in (22), and $o(1)$ stands for a non-negative function of $c$ and $\ell$ that tends to 0 for $c$ fixed and $\ell \to \infty$.

We prove Theorem 16 (and thus Theorem 5) in the next section.

4.3. **Proof of Theorem 16.** We will prove the following three lemmas by induction. Note that Lemma 19 is exactly the upper bound part of Theorem 16 and that moreover Lemma 17 yields the upper bound part of Theorem 7 (we have $\log_2(3) = 1.584 \ldots < 1.59$).

**Lemma 17** (Upper bound for $\delta(c)$). For any $c \geq 1$ we have $\delta(c) \leq c \log_2(3)$.

**Lemma 18** (Monotonicity of $\delta(c)$). For all $1 \leq \tilde{c} \leq c$ we have $\delta(\tilde{c}) \leq \delta(c)$.

**Lemma 19** (Upper bound for $k^*(P_\ell, P_c)$ via $\delta(c)$). For any $c \geq 1$ and any $\ell \geq 1$ we have $k^*(P_\ell, P_c) \leq \delta(c) \cdot \ell$.

**Proof of Lemma 17, 18 and 19.** We argue by induction on $c$. For $c = 1$ all claims are trivially satisfied. For the induction step let $c \geq 2$.

**Induction step for Lemma 17.** For any fixed $\ell \geq 1$ consider an arbitrary fixed strategy sequence $\alpha \in W(\ell, c)$ with $\alpha_{\ell+c-2} = 2$. Note that $\alpha$ can be uniquely written in the form

$$\alpha = (1)^{\ell_1-1} \circ (2) \circ (1)^{\ell_2-\ell_1} \circ (2) \circ \cdots \circ (1)^{\ell_c-\ell_{c-2}} \circ (2) ,$$

(23)

where $1 \leq \ell_1 \leq \ell_2 \leq \cdots \leq \ell_{c-2} \leq \ell_{c-1} = \ell$.

In the following we derive upper bounds for the entries of the sequences $x_1$ and $x_2$ defined in (3) for this $\alpha$. For any $1 \leq j \leq c-1$ we define $\alpha^{(j)}$ as the maximal prefix of $\alpha$ containing exactly $j - 1$ entries equal to 2. By (23) we have $\alpha^{(j)} \in W(\ell_j, j)$. Moreover, by the definitions in (3) and (4) and by Proposition 12 we have

$$x_{2,j} = k(\ell_{j-1} + j - 1) = k(\alpha^{(j)}) \leq k^*(P_{\ell_j}, P_j) , \quad 1 \leq j \leq c - 1 .$$

(24)
By induction and Lemma 19 we hence obtain from (24) that
\[ x_{2,j} \leq \delta(j) \cdot \ell_j, \quad 1 \leq j \leq c - 1. \]  
(25)

Using that by (3) and (23) the integers \( x_{1,\ell_j-1} \) and \( x_{2,j} \) correspond to sequence elements \( k_i \) and \( k_{i'} \) as defined in (3c) with \( i < i' \), we obtain with Lemma 11 that
\[ x_{1,\ell_j-1} \leq x_{2,j} - 1 \leq \delta(j) \cdot \ell_j - 1, \quad 1 \leq j \leq c - 1. \]  
(26)

By setting \( j_1 = \lceil (c - 1)/2 \rceil \) and \( j_2 = \lceil (c - 1)/2 \rceil \) in (22a) we obtain
\[ \beta(\alpha) \leq 1 + x_{2,\lceil (c - 1)/2 \rceil} + x_{2,\lceil (c - 1)/2 \rceil} \leq 1 + 2x_{2,\lceil (c - 1)/2 \rceil} \leq 1 + 2\delta(\lceil \frac{c - 1}{2} \rceil) \cdot \ell_{\lceil (c - 1)/2 \rceil}, \]  
(27)

where we again used Lemma 11 in the second estimate. Similarly, setting \( j = \ell_{\lceil (c - 1)/2 \rceil} - 1 \) in (22b) yields
\[ \delta(\alpha) \leq \frac{x_{1,\ell_{\lceil (c - 1)/2 \rceil} - 1} + \beta(\alpha)}{\ell_{\lceil (c - 1)/2 \rceil}} \leq 3 \cdot \delta(\lceil \frac{c - 1}{2} \rceil). \]  
(28)

As the bound in (28) holds for all \( \ell \geq 1 \) and all strategy sequences \( \alpha \in W(\ell, c) \) with \( \alpha_{\ell+2} = 2 \) simultaneously, we obtain with the definition in (22d) that
\[ \delta(c) \leq 3 \cdot \delta(\lceil \frac{c - 1}{2} \rceil) \leq 3 \cdot \left( \frac{\ell}{2} \right) \log_2(3) = c \log_2(3), \]  
where the second estimate is the induction hypothesis. This completes the proof of Lemma 17.

**Induction step for Lemma 18.** By induction we have \( \delta(1) \leq \cdots \leq \delta(c - 1) \), so it suffices to show that \( \delta(c - 1) \leq \delta(c) \) (by Lemma 17 we already know that \( \delta(c) \) is a well-defined finite value). For \( c = 2 \), note that the strategy sequence \( \alpha = (2) \in W(1, 2) \) yields \( \beta(\alpha) = 2 \) and \( \delta(\alpha) = 2 \) and consequently guarantees a lower bound of \( \delta(2) \geq 2 \), implying in particular that \( \delta(1) \leq \delta(2) \) (recall (22c)). For \( c \geq 3 \) we argue as follows: For each strategy sequence \( \alpha^- \in W(\ell, c - 1) \) with \( \alpha^-_{\ell+2} = 2 \) consider the extended sequence \( \alpha := \alpha^- \circ (2) \in W(\ell, c) \). By Lemma 11 and (22a) we have \( \beta(\alpha^-) < \beta(\alpha) \), which by (22b) implies that \( \delta(\alpha^-) < \delta(\alpha) \). Using (22d) this shows that \( \delta(c - 1) \leq \delta(c) \), completing the proof of Lemma 18.

**Induction step for Lemma 19.** For the reader’s convenience, Figure 2 illustrates the notations used in this proof.

Let \( \ell \geq 1 \) and \( \alpha \in W(\ell, c) \) be fixed. We show that for \( k(\alpha) \) as defined in (3) and (4) we have
\[ k(\alpha) \leq \delta(c) \cdot \ell, \]  
from which the claim follows by Proposition 12. For the proof it is convenient to extend the sequences \( x_1 = (x_{1,0}, \ldots, x_{1,\ell - 1}) \) and \( x_2 = (x_{2,0}, \ldots, x_{2,\ell - 1}) \) defined in (3) for the given \( \alpha \) by setting
\[ x_{1,\ell} := k_d \]  
(29)
with \( d = d(\ell, c) \) defined in (4a). Let \( \ell' \) be such that \( \alpha = \alpha' \circ (1)^{\ell - \ell'} \) with \( \alpha' \in W(\ell', c) \) and \( \alpha'_{\ell' + 2} = 2 \). Fixing some integer
\[ p \in \arg \min_{0 \leq j \leq \ell' - 1} \frac{x_{1,j} + \beta(\alpha')}{j + 1}, \]  
(30)
where \( \beta(\alpha') \) is defined in (22a), we have
\[ \frac{x_{1,p} + \beta(\alpha')}{p + 1} \leq \delta(\alpha') \leq \delta(c). \]  
(31)

Let \( \widehat{\ell} \leq \ell - 1 \) be the largest integer such that
\[ \ell = \widehat{\ell} + m(p + 1) \]  
(32)
for some integer \( m \).
By (3), (29) and the definition of $\beta(\alpha')$ in (22a) we have
$$x_{1,\nu} = \beta(\alpha') + \min_{j_1,j_2 \geq 0: j_1 + j_2 = \nu-1} (x_{1,j_1} + x_{1,j_2}) , \quad \ell' \leq \nu \leq \ell .$$

We may hence apply Lemma 15 and using (30) we obtain that
$$x_{1,\ell} = x_{1,\hat{\ell} + m(p+1)} \leq x_{1,\hat{\ell}} + m(x_{1,p} + \beta(\alpha')) .$$

(33)

If $\hat{\ell} \geq 1$, we let $\hat{c}$ denote the maximal value of $\bar{c}$ for which $W(\hat{\ell}, \bar{c})$ contains a prefix of $\alpha'$, and we let $\hat{\alpha} \in W(\hat{\ell}, \hat{c})$ denote the corresponding prefix (see Figure 2). Clearly we have $\hat{c} < c$ and
$$k(\hat{\alpha}) \leq x_{1,\hat{\ell}} .$$

(34)

As $\hat{c} < c$ we may apply the induction hypothesis and obtain together with Proposition 12 that
$$k(\hat{\alpha}) \leq k^*(P_{\hat{\ell}}, P_{\hat{c}}) \leq \delta(\hat{c}) \cdot \hat{\ell} ,$$

which combined with (34) and Lemma 18 yields
$$x_{1,\hat{\ell}} \leq \delta(c) \cdot \hat{\ell} .$$

(35)

If $\hat{\ell} = 0$, then (35) holds trivially (both sides of this inequality are equal to zero).

Combining our previous observations we obtain
$$k(\alpha) \leq x_{1,\hat{\ell}} + m(x_{1,p} + \beta(\alpha')) \leq \delta(c) \cdot (\hat{\ell} + m(p+1)) = \delta(c) \cdot \ell ,$$

(32)

completing the proof of Lemma 19.

It remains to prove the lower bound in Theorem 16.

**Proof of Theorem 16 (lower bound).** As in the proof of Lemma 19 it is also convenient here to extend the definition in (3d) for any $\alpha \in W(\ell, c)$ by setting
$$x_{1,\ell} := k_d(\ell) k(\alpha)$$

(36)
with \( d = d(\ell, c) \) defined in (4a). Note that the claim holds trivially if \( c = 1 \), so we consider a fixed \( c \geq 2 \) in the following. By the definition in (22d) there are families \((\ell_t)_{t \geq 0} \) and \((\alpha(t))_{t \geq 0} \), where 
\[ \alpha(t) \in W(\ell_t, c) \text{ with } \alpha_{\ell_t+c-2} = 2, \]
satisfying
\[ \lim_{t \to \infty} \delta(\alpha(t)) = \delta(c). \tag{37} \]

Fix any such strategy sequence \( \alpha(t) \), and for every \( \ell \geq \ell_t \) consider the extended sequence \( \hat{\alpha}(t) := \alpha(t) \circ (1)^{\ell-\ell_t} \in W(\ell, c) \). Using (22a) we obtain that for any such extended sequence \( \hat{\alpha}(t) \), the sequence 
\[ x_1 = (x_{1,0}, \ldots, x_{1,\ell}) \]
defined in (3) and (36) satisfies
\[ x_{1,\nu} = \beta(\alpha(t)) + \min_{j_1, j_2 \geq 0, j_1 + j_2 = \nu-1} (x_{1,j_1} + x_{1,j_2}), \quad \ell_t \leq \nu \leq \ell. \]
Moreover, by (36) we have \( k(\hat{\alpha}(t)) = x_{1,\ell} \). By the first part of Lemma 15 and the definition in (22b) we thus have
\[ k(\hat{\alpha}(t)) = (\delta(\alpha(t)) + o(1)) \cdot \ell \]
for \( c \) and \( t \) fixed and \( \ell \to \infty \) (recall that (14) holds with equality for all large enough indices). Combining this with (37) and applying Proposition 12 yields that
\[ k^*(P_c, P_\ell) \geq (\delta(c) + o(1)) \cdot \ell \]
for \( c \) fixed and \( \ell \to \infty \). Moreover, the upper bound given by Lemma 19 shows that the term \( o(1) \) must be non-positive. \( \square \)

### 4.4. Proof of Theorem 6
In this section we derive the exact values of \( \delta(c) \) stated in Theorem 6 by carrying out explicitly the optimization over lattice walks that appears in the definition (22d). Note that for small values of \( c \), the walk corresponding to a strategy sequence \( \alpha \in W(\ell, c) \) has only few turning points. We will derive upper bounds for the entries of the sequences \( x_1 \) and \( x_2 \) computed by the recursion (3) as a function of the 1-coordinates of these turning points. To do so we will only consider a few carefully selected terms when evaluating the minimization in (3c). The upper bound on \( \delta(c) \) we obtain this way is the minimum over a small number of functions of 1-coordinates of turning points, and turns out to be irrational. We will derive asymptotically matching lower bounds by describing families of strategy sequences for which the ratios between the 1-coordinates of successive turning points approximate the optimal (irrational!) ratios.

We give the proof for \( c = 4 \) here, and defer the (similar but more complicated) proof for \( c \in \{5, 6\} \) to the appendix.

**Proof of \( \delta(4) = \frac{1}{2}(\sqrt{13} + 5) \).** Consider a strategy sequence \( \alpha \in W(\ell, 4) \) with \( \alpha_{\ell+4-2} = 2 \), and note that \( \alpha \) can be uniquely written in the form 
\[ \alpha = (1)^{\ell_1-1} \circ (2) \circ (1)^{\ell_2-\ell_1} \circ (2) \circ (1)^{\ell-\ell_2} \circ (2), \]
where \( 1 \leq \ell_1 \leq \ell_2 \leq \ell \).

Let \( p \geq 1 \) and \( 0 \leq m < \ell_1 \) be the unique integers satisfying
\[ \ell_2 = p\ell_1 + m. \tag{38} \]
The recursion (39) yields by straightforward calculations that
\[
\begin{align*}
x_{1,j} &= j, \quad 0 \leq j \leq \ell_1 - 1, \quad (*)
x_{2,1} &= \ell_1, \\
x_{1,2\ell_1 - 1} &\leq x_{1,\ell_1 - 1} + x_{1,\ell_1 - 1} + x_{2,1} + 1 = 3\ell_1 - 1, \\
x_{1,3\ell_1 - 1} &\leq x_{1,2\ell_1 - 1} + x_{1,\ell_1 - 1} + x_{2,1} + 1 \leq 5\ell_1 - 1, \\
&\ldots \\
x_{1,p\ell_1 - 1} &\leq x_{1,(p-1)\ell_1 - 1} + x_{1,\ell_1 - 1} + x_{2,1} + 1 \leq 2p\ell_1 - \ell_1 - 1, \quad (**) \\
x_{1,\ell_2 - 1} &\leq x_{1,p\ell_1 - 1} + x_{1,m-1} + x_{2,1} + 1 \leq 2p\ell_1 + m - 1 \leq 2\ell_2 - m - 1, \quad (***) \\
x_{2,2} &\leq x_{1,p\ell_1 - 1} + x_{1,m} + x_{2,1} + 1 \leq 2p\ell_1 + m \leq 3\ell_2 - m,
\end{align*}
\]
where a priori the inequality marked with (**) holds only if \( p \geq 2 \) (as \( x_{1,(p-1)\ell_1 - 1} \) is undefined otherwise). For \( p = 1 \) the resulting inequality reads \( x_{1,\ell_1 - 1} \leq \ell_1 - 1 \), which is true nevertheless, as a comparison with (*) shows. Similarly, a priori the inequality marked with (***) holds only if \( m \geq 1 \) (as \( x_{1,m-1} \) is undefined otherwise). For \( m = 0 \) the resulting inequality reads \( x_{1,\ell_2 - 1} \leq 2p\ell_1 - 1 = 2\ell_2 - 1 \), which is true nevertheless, as a comparison with (**) shows.

Defining
\[
\mu := m/\ell_1
\]
we thus obtain
\[
\delta(\alpha) \leq \min \left\{ \frac{x_{1,p\ell_1 - 1} + x_{2,1} + x_{2,2} + 1}{p\ell_1}, \frac{x_{1,\ell_2 - 1} + x_{2,1} + x_{2,2} + 1}{\ell_2} \right\},
\]
\[
\leq \min \left\{ 4 + \frac{\mu}{p}, 4 + \frac{1 - 2\mu}{p + \mu} \right\}.
\]
In order to determine the best bound resulting from this analysis, we need to find the maximum of the function on the right side of (41). Relaxing this problem to a maximization problem with the integer variable \( p \in \{1,2,\ldots\} \), and the real-valued variable \( 0 \leq \mu < 1 \) (cf. the definition in (40) and recall that \( m \in \mathbb{N} \) is chosen such that \( m < \ell_1 \)), it is easy to see that the right hand side of (41) attains its maximum for
\[
p = 1 \quad \text{and} \quad \mu = \frac{1}{2}(\sqrt{13} - 3),
\]
 corresponing to a ratio \( \ell_2/\ell_1 = p + \mu = \frac{1}{2}(\sqrt{13} - 1) \) and yielding
\[
\delta(\alpha) \leq \frac{1}{2}(\sqrt{13} + 5).
\]
As the bound in (43) holds for all \( \ell \geq 1 \) and all \( \alpha \in W(\ell,4) \) with \( \alpha_{\ell+4-2} = 2 \) simultaneously, we obtain with the definition in (22a) that
\[
\delta(4) \leq \frac{1}{2}(\sqrt{13} + 5).
\]
To show that this upper bound is tight, by (22d) it suffices to specify a family of strategy sequences \( (\alpha(t))_{t\geq0} \), where \( \alpha(t) \in W(\ell_t,4) \) for some \( \ell_t \geq 1 \) and \( \alpha_{\ell+4-2} = 2 \), with \( \lim_{t\to\infty} \delta(\alpha(t)) = \frac{1}{2}(\sqrt{13} + 5) \). Define
\[
\alpha(t) := (1)^{\ell_1,t-1} \circ (2) \circ (1)^{\ell_2,t-\ell_1,t} \circ (2,2) \in W(\ell_2,t,4)
\]
for all \( t \geq 0 \), where \( \ell_{1,t} := 10^t \) and \( \ell_{2,t} := \lfloor \frac{1}{2}(\sqrt{13} - 1) \cdot 10^t \rfloor \), i.e., we have
\[
\lim_{t\to\infty} \ell_{2,t} = \frac{1}{2}(\sqrt{13} - 1).
\]
For each such strategy sequence $\alpha^{(t)}$ we obtain from (3), using that $\ell_{2,t} < 2\ell_{1,t}$,
\begin{align*}
x_{1,j} &= j, \quad 0 \leq j \leq \ell_{1,t} - 1, \\
x_{2,1} &= \ell_{1,t}, \\
x_{1,j} &= \ell_{1,t} + j, \quad \ell_{1,t} \leq j \leq \ell_{2,t} - 1, \\
x_{2,2} &= \ell_{1,t} + \ell_{2,t}, \\
x_{2,3} &= 2\ell_{1,t} + \ell_{2,t},
\end{align*}
(45)
implying that
\begin{equation}
\beta(\alpha^{(t)}) \geq 2\ell_{1,t} + \ell_{2,t} + 1
\end{equation}
and
\begin{equation}
\delta(\alpha^{(t)}) \geq \min \left\{ 3 + \frac{\ell_{2,t}}{\ell_{1,t}}, 2 + 3\left(\frac{\ell_{2,t}}{\ell_{1,t}}\right)^{-1} \right\}.
\end{equation}

Using (44) it follows from (47) that $\delta(\alpha^{(t)}) \to \frac{1}{2}(\sqrt{13} + 5)$ as $t \to \infty$. □

4.5. **Lower bound for $\delta(c)$ via ‘bootstrapping’.** In the previous section, we determined asymptotically optimal strategy sequences for the asymmetric $(P_t, P_q)$-avoidance game. We now show how these can be ‘bootstrapped’ to derive good strategy sequences for the asymmetric $(P_t, P_c)$-avoidance game with any fixed $c$ of form $c = 4^t$.

Specifically, we construct these strategy sequences by nesting scaled copies of nearly-optimal strategy sequences for the $(P_t, P_q)$-avoidance game into each other. The lattice walks corresponding to these strategy sequences thus have a self-similar structure (see Figure 3). As we will see, the equations arising in the analysis of this construction are, up to some error terms, exactly the same as in the proof that $\delta(4) = \frac{1}{2}(\sqrt{13} + 5)$ in the previous section.

**Lemma 20** (Lower bound for $\delta(c)$ via ‘bootstrapping’). For any integer $t \geq 0$, the function $\delta(c)$ defined in (22) satisfies
\begin{equation}
\delta(4^t) \geq 4^t \Theta(\frac{1}{2}(\sqrt{13} + 5))^t.
\end{equation}

Note that together with the monotonicity guaranteed by Lemma 18, Lemma 20 shows that $\delta(c) = \Omega(c^{\log_4(\delta(4))}) = \Omega(c^{1.052\ldots})$ as a function of $c$, proving the bound claimed in Theorem 7.

**Remark 21.** Similar lower bound statements can be proven by bootstrapping asymptotically optimal strategy sequences for the $(P_t, P_3)$- or the $(P_t, P_6)$-avoidance game. The resulting exponent of $c$ is marginally better for the case $(P_t, P_3)$ but worse for the case $(P_t, P_6)$: Using the values stated in Theorem 6 we obtain $\log_4(\delta(4)) = \log_4(\frac{1}{2}(\sqrt{13} + 5)) = 1.052\ldots$, $\log_5(\delta(5)) = \log_5(\frac{1}{2}(\sqrt{24} + 6)) = 1.053\ldots$, and $\log_6(\delta(6)) = \log_6(\frac{1}{2}(\sqrt{37} + 7)) = 1.048\ldots$.

**Proof of Lemma 20.** In the following we specify a family of finite strategy sequences $(\alpha^{(t)})_{t \geq 0}$ such that $\alpha^{(t)}$ is a prefix of $\alpha^{(t+1)}$ for all $t \geq 0$. This defines an infinite sequence $\alpha$, and we denote by $x_1$ and $x_2$ the sequences defined in (3) for this $\alpha$.

Let $q$ be a rational number with
\begin{equation}
1.3 \leq q < \frac{1}{2}(\sqrt{13} - 1) = 1.302\ldots,
\end{equation}
and let $s \geq 100$ be an integer such that $sq \in \mathbb{N}$. We will consider these parameters fixed throughout the proof; at the very end we will take the limit $q \to \frac{1}{2}(\sqrt{13} - 1)$ and $s \to \infty$.

We define
\begin{equation}
\ell_{1,0} := 1, \quad \ell_{2,0} := 1, \quad c_0 := 1, \quad \alpha^{(0)} := () \in W(\ell_{2,0}, c_0),
\end{equation}
(48a)
and for every $t \geq 1$,
\[
\ell_{1,t} := s\ell_{2,t-1} \quad \ell_{2,t} := q\ell_{1,t} = sq \cdot \ell_{2,t-1} \quad c_t := 4c_{t-1} = 4^t
\]
(48b) and
\[
\alpha^{(t)} := \alpha^{(t-1)} \circ (1)^{\ell_{1,t}-\ell_{2,t-1}} \circ (2)^{c_{t-1}} \circ (1)^{\ell_{2,t}-\ell_{1,t}} \circ (2)^{2c_{t-1}-1} \in W(\ell_{2,t}, c_t) .
\]
(48c)

For the reader’s convenience those definitions are illustrated in Figure 3.

By the definition in (22b) we clearly have
\[
\delta(\alpha^{(0)}) = 1 .
\]
(49)

We proceed by deriving lower bounds for $\delta(\alpha^{(t)})$, $t \geq 1$. For $t$ fixed, let
\[
p \in \arg \min_{0 \leq j \leq \ell_{2,t-1}-1} \frac{x_{1,j} + \beta(\alpha^{(t-1)})}{j+1},
\]
(50)
where $\beta(\alpha^{(t-1)})$ is defined in (22a). By Lemma 15 we have
\[
\frac{x_{1,p+k(p+1)} - x_{1,p}}{k(p+1)} \quad \geq \quad \frac{x_{1,p} + \beta(\alpha^{(t-1)})}{p+1} \quad \geq \quad \delta(\alpha^{(t-1)})
\]
for all $k \geq 1$ with $p + k(p+1) \leq \ell_{1,t} - 1$. As the entries of the sequence $x_1$ are non-negative and increasing (recall Lemma 11) this implies
\[
x_{1,j} \geq \delta(\alpha^{(t-1)}) \cdot (j-2p) \geq \delta(\alpha^{(t-1)}) \cdot (j-2\ell_{2,t-1}+2) , \quad 0 \leq j \leq \ell_{1,t}-1 ,
\]
(51a)
where we used that $p \leq \ell_{2,t-1} - 1$ in the second estimate. Using (51a) and the trivial bound
\[
x_{2,j} \geq 0 , \quad 0 \leq j \leq c_{t-1} - 1 ,
\]
(51b)
we obtain from (3), using that \( \ell_{2,t} < 2\ell_{1,t} \),
\[
\begin{align*}
x_{2,j} &\geq \delta(\alpha(t^{-1})) \cdot (\ell_{1,t} - 4\ell_{2,t-1} + 3), \quad c_{t-1} \leq j \leq 2c_{t-1} - 1, \\
x_{1,j} &\geq \delta(\alpha(t^{-1})) \cdot (\ell_{1,t} + j - 8\ell_{2,t-1} + 6), \quad \ell_{1,t} \leq j \leq \ell_{2,t} - 1, \\
x_{2,j} &\geq \delta(\alpha(t^{-1})) \cdot (\ell_{1,t} + \ell_{2,t} - 8\ell_{2,t-1} + 6), \quad 2c_{t-1} \leq j \leq 3c_{t-1} - 1, \\
x_{2,j} &\geq \delta(\alpha(t^{-1})) \cdot (2\ell_{1,t} + \ell_{2,t} - 12\ell_{2,t-1} + 9), \quad 3c_{t-1} \leq j \leq 4c_{t-1} - 1,
\end{align*}
\]
(51c)
where we ignored the summand +1 arising from (3c) in all these lower bounds.

It follows that
\[
\begin{align*}
\beta(\alpha(t)) \geq \delta(\alpha(t^{-1}))(2\ell_{1,t} + \ell_{2,t} - 12\ell_{2,t-1})
\end{align*}
\]
(52)
(where we ignored the summand +1 from (22a) and the summand +9\(\delta(\alpha(t^{-1}))\) from (51)). It is readily checked that for the lower bounds given in (51) and (52), the minimum in (22b) is attained either for \( j = \ell_{1,t} - 1 \) or for \( j = \ell_{2,t} - 1 \), yielding
\[
\begin{align*}
\delta(\alpha(t)) \geq \delta(\alpha(t^{-1})) \cdot \min \left\{ \frac{3\ell_{1,t} + \ell_{2,t} - 14\ell_{2,t-1} + 1}{\ell_{1,t}}, \frac{3\ell_{1,t} + 2\ell_{2,t} - 20\ell_{2,t-1} + 5}{\ell_{2,t}} \right\}
\end{align*}
\]
(53)
(48b)
(Note the similarities between (45), (46), (47) and (51), (52), (53), respectively.)

Combining (49) and (53) and using the definition in (22d) we thus have
\[
\begin{align*}
\delta(c_t) \geq \delta(\alpha(t)) \geq (f(q,s))^t
\end{align*}
\]
(54)
for all \( t \geq 0 \). Observing that for \( q \to \frac{1}{2}(\sqrt{13} - 1) \) and \( s \to \infty \) we have
\[
\begin{align*}
f(q,s) \to \frac{1}{2}(\sqrt{13} + 5) = \delta(4)
\end{align*}
\]
(recall Theorem [6], we obtain that for any \( t \geq 0 \) we have
\[
\begin{align*}
\delta(4^t) = \delta(c_t) \geq (\delta(4))^t .
\end{align*}
\]

4.6. Lower bound for \( k^*(P_t, 2) \). An extension of the construction in the previous section finally yields the lower bound on \( k^*(P_t, 2) \) claimed in Theorem [4]

Proof of Theorem 4 (lower bound). We will reuse most of the analysis from the previous proof for the fixed parameters
\[
\begin{align*}
q := 1.3, \quad s := 320 .
\end{align*}
\]
(55)
Note that for \( q \) and \( s \) as in (55) and any \( t \geq 0 \), the analysis of the strategy sequence \( \alpha(t) \in W(\ell_{2,t}, c_t) \) defined in (48) yields that
\[
\begin{align*}
\delta(\alpha(t)) \leq (f(q,s))^t \geq \left( \frac{17}{4} \right)^t .
\end{align*}
\]
(56)
For \( t \geq 0 \), we now set
\[
\begin{align*}
\hat{\ell}_t := 10\ell_{2,t} \quad \text{and} \quad 10 \cdot (sq)^{t} \quad 10 \cdot 416^t
\end{align*}
\]
(57)
and extend \( \alpha(t) \in W(\ell_{2,t}, c_t) \) to a strategy sequence \( \hat{\alpha}(t) \in W(\hat{\ell}_t, \hat{\ell}_t) \) by defining
\[
\begin{align*}
\hat{\alpha}(t) := \alpha(t) \circ (1)^{\hat{\ell}_t-\ell_{2,t}} \circ (2)^{\hat{\ell}_t-c_t} .
\end{align*}
\]
Similarly to the previous proof, we obtain that the sequences $x_1$ and $x_2$ defined for $\alpha(t)$ in (3) satisfy
\[ x_{1,j} \geq \delta(\alpha(t)) \cdot (j - 2\ell_{2,t} + 2) \quad , \quad 0 \leq j \leq \ell_t - 1 \]
and
\[ x_{2,j} \geq \delta(\alpha(t)) \cdot (k - 1)(\ell_t - 4\ell_{2,t} + 3) \quad , \quad (k - 1)c_t \leq j \leq kc_t - 1 \]
for every integer $1 \leq k \leq \ell_t/c_t$. Putting everything together, we obtain
\[
k(\alpha(t)) \geq \delta(\alpha(t)) \cdot \frac{\ell_t}{c_t} \cdot (\ell_t - 4\ell_{2,t} + 3)
\[
\geq \left(1 - 4\frac{\ell_{2,t}}{\ell_t}\right) \cdot \frac{\delta(\alpha(t))}{c_t} \cdot \ell_t^2
\[
\geq 0.6 \cdot \left(\frac{17}{16}\right)^t \cdot \ell_t^2
\[
\geq 0.6 \cdot \left(\frac{\ell_t}{10}\right)^{\log_{16}(17/16)} \cdot \ell_t^2 \geq 0.5 \cdot \ell_t^{2.01} .
\]
(58)

Applying Proposition 12 we obtain from (58) that $k^*(P_t, 2) = k^*(P_t, P_t) = \Omega(\ell^{2.01})$, proving the claimed lower bound.

\[ \square \]

Remark 22. Observe that when performing the analysis of the previous proof with the scaling factor $s$ as a variable (and $q$ near $\frac{1}{2}(\sqrt{13} - 1)$ fixed), we obtain an improvement of
\[
\log_{sq}(f(s, q)/4)
\]
over 2 in the exponent of $\ell_t$ in (58). The choice of $s := 320$ in (55) roughly maximizes this gain.

4.7. Putting everything together. In this last section we complete the proofs of Theorem 7 and Theorem 4 by collecting our findings from throughout the paper.

Proof of Theorem 7 As already mentioned, the upper bound follows by combining Theorem 16 with Lemma 17 observing that $\log_2(3) = 1.584\ldots < 1.59$. The lower bound follows by combining Theorem 16 with Lemma 20 using the monotonicity guaranteed by Lemma 18 and observing that $\log_4(\delta(4)) = \log_4(\frac{1}{2}(\sqrt{13} + 5)) = 1.052\ldots > 1.05$.

\[ \square \]

Proof of Theorem 4 As already mentioned, the upper bound follows immediately by combining Theorem 5 with the upper bound on $\delta(c)$ stated in Theorem 7 using the non-negativity of the $o(1)$ term in Theorem 5. The proof of the lower bound was given in Section 4.6.

\[ \square \]
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APPENDIX

We provide the missing part of the proof of Theorem 6 (see Section 4.4).

Proof of \( \delta(5) = \sqrt{5} + 3 = \frac{1}{2}(\sqrt{24} + 6) \) and \( \delta(6) = \frac{1}{2}(\sqrt{37} + 7) \). The proof is similar to the proof of \( \delta(4) = \frac{1}{2}(\sqrt{13} + 5) \) given in Section 4.4 but involves some slightly more technical calculations.

Consider a strategy sequence \( \alpha \in W(\ell, c) \) with \( c \in \{5, 6\} \) and \( \alpha_{\ell+c-2} = 2 \), and note that \( \alpha \) can be uniquely written in the form

\[
\alpha = (1)^{\ell_1-1} \circ (2) \circ (1)^{\ell_2-\ell_1} \circ (2) \circ (1)^{\ell_3-\ell_2} \circ (2) \circ \alpha',
\]

where \( 1 \leq \ell_1 \leq \ell_2 \leq \ell_3 \leq \ell \).

Let \( p_2 \geq 1 \) and \( 0 < m_2 < \ell_1 \) be the unique integers satisfying

\[
\ell_2 = p_2 \ell_1 + m_2.
\]

If \( p_2 = 1 \) then let \( p_3 \geq 1 \) and \( 0 \leq m_3 < \ell_1 \) denote the unique integers satisfying

\[
\ell_3 = p_3 \ell_1 + m_3
\]

(note that \( p_3 = 1 \) implies that \( m_3 \geq m_2 \)).

If \( p_2 \geq 2 \) then let \( q_3 \geq 1 \), \( 0 \leq p_3 < p_2 \) and \( 0 \leq m_3 < \ell_1 \) denote the unique integers satisfying

\[
\ell_3 = q_3 p_2 \ell_1 + p_3 \ell_1 + m_3
\]

(note that \( q_3 = 1 \) and \( p_3 = 0 \) implies that \( m_3 \geq m_2 \)).

If \( p_2 = 1 \), then we obtain from (3), reusing the results from (39),

\[
\begin{align*}
x_{1,j} &= j, \quad 0 \leq j \leq \ell_1 - 1, \quad (*) \\
x_{2,1} &= \ell_1, \\
x_{1,\ell_2-1} &= 2\ell_2 - m_2 - 1 \\
x_{2,2} &= 2\ell_2 + m_2 - 2\ell_2 - m_2, \\
x_{1,\ell_1+m_3-1} &= x_{1,\ell_1-1} + x_{1,m_3-1} + (2 - 1_{\{m_2 \geq m_3\}}) \ell_2 + 1 = (3 - 1_{\{m_2 \geq m_3\}}) \ell_1 + m_3 - 1, \quad (**)
\end{align*}
\]

\[
\begin{align*}
x_{1,\ell_1+m_3} &= x_{1,\ell_1-1} + x_{1,m_3} + (2 - 1_{\{m_2 \geq m_3\}}) \ell_2 + 1 = (3 - 1_{\{m_2 \geq m_3\}}) \ell_1 + m_3, \\
x_{1,\ell_1} &= x_{1,\ell_1-1} + x_{1,\ell_1-1} + 2x_{2,1} + 1 = 4\ell_1 - 3, \\
x_{1,\ell_1+m_3-1} &= x_{1,\ell_1+m_3-1} + x_{1,\ell_1-1} + 2x_{2,1} + 1 = (6 - 1_{\{m_2 \geq m_3\}}) \ell_1 + m_3 - 1, \\
x_{1,\ell_1+m_3} &= x_{1,\ell_1+m_3} + x_{1,\ell_1-1} + 2x_{2,1} + 1 = (6 - 1_{\{m_2 \geq m_3\}}) \ell_1 + m_3, \\
x_{1,\ell_1} &= x_{1,\ell_1-1} + x_{1,\ell_1-1} + 2x_{2,1} + 1 = 7\ell_1 - 3, \\
x_{1,\ell_1+m_3-1} &= x_{1,\ell_1+m_3-1} + x_{1,\ell_1-1} + 2x_{2,1} + 1 = (9 - 1_{\{m_2 \geq m_3\}}) \ell_1 + m_3 - 1, \\
x_{1,\ell_1+m_3} &= x_{1,\ell_1+m_3} + x_{1,\ell_1-1} + 2x_{2,1} + 1 = (9 - 1_{\{m_2 \geq m_3\}}) \ell_1 + m_3, \\
&\ldots
\end{align*}
\]

\[
\begin{align*}
x_{1,p_3\ell_1-1} &= x_{1,(p_3-1)\ell_1-1} + x_{1,\ell_1-1} + 2x_{2,1} + 1 \leq (3p_3 - 2) \ell_1 - 1, \quad (***) \\
x_{1,\ell_3-1} &= x_{1,(p_3-1)\ell_1+m_3-1} + x_{1,\ell_1-1} + 2x_{2,1} + 1 \leq (3p_3 - 1_{\{m_2 \geq m_3\}}) \ell_1 + m_3 - 1 \\
&\textcolor{Maroon}{3\ell_3 - 2m_3 - 1_{\{m_2 \geq m_3\}} \ell_1 - 1, \quad (****)} \\
x_{2,3} &= x_{1,(p_3-1)\ell_1+m_3} + x_{1,\ell_1-1} + 2x_{2,1} + 1 \leq (3p_3 - 1_{\{m_2 \geq m_3\}}) \ell_1 + m_3 \\
&\textcolor{Maroon}{3\ell_3 - 2m_3 - 1_{\{m_2 \geq m_3\}} \ell_1}.
\end{align*}
\]
A priori the inequality marked with (**) holds only if \( m_3 \geq 1 \) (as \( x_{1,m_3-1} \) is undefined otherwise), but for \( m_3 = 0 \) the resulting inequality is true nevertheless, as a comparison with (*) shows. Similarly, the inequality resulting from (***) holds even if \( p_3 = 1 \), and the inequality resulting from (****) holds even if \( p_3 = 1 \) and \( m_3 = 0 \).

Defining

\[ \mu_2 := m_2/\ell_1 \quad \text{and} \quad \mu_3 := m_3/\ell_1 \]  

and combining the results from (61) yields

\[
\frac{x_{1,\ell_1-1} + 2x_{2,2} + 1}{\ell_1} \leq 5 + 2\mu_2 ,
\]

\[
\frac{x_{1,\ell_2-1} + 2x_{2,2} + 1}{\ell_2} \leq 6 - \frac{3\mu_2}{1 + \mu_2} ,
\]

\[
\frac{x_{1,p_3\ell_1-1} + 2x_{2,2} + 1}{p_3\ell_1} \leq 3 + \frac{2 + 2\mu_2}{p_3} ,
\]

\[
\frac{x_{1,p_3\ell_1-1} + x_{2,1} + x_{2,3} + 1}{p_3\ell_1} \leq 6 + \frac{\mu_3 - 1 - 1_{\{\mu_2 > \mu_3\}}}{p_3} ,
\]

\[
\frac{x_{1,\ell_3-1} + x_{2,1} + x_{2,3} + 1}{\ell_3} \leq 6 + \frac{1 - 4\mu_3 - 1_{\{\mu_2 \geq \mu_3\}} - 1_{\{\mu_2 > \mu_3\}}}{p_3 + \mu_3} .
\]

and

\[
\frac{x_{1,\ell_2-1} + x_{2,2} + x_{2,3} + 1}{\ell_2} \leq 4 + \frac{3p_3 - 2\mu_2 + \mu_3 - 1_{\{\mu_2 > \mu_3\}}}{1 + \mu_2} ,
\]

\[
\frac{x_{1,p_3\ell_1-1} + x_{2,2} + x_{2,3} + 1}{p_3\ell_1} \leq 6 + \frac{\mu_2 + \mu_3 - 1_{\{\mu_2 > \mu_3\}}}{p_3} ,
\]

\[
\frac{x_{1,\ell_3-1} + x_{2,2} + x_{2,3} + 1}{\ell_3} \leq 6 + \frac{2 + \mu_2 - 4\mu_3 - 1_{\{\mu_2 \geq \mu_3\}} - 1_{\{\mu_2 > \mu_3\}}}{p_3 + \mu_3} .
\]

If \( p_2 \geq 2 \), then we obtain from (3), reusing the results from (39),

\[
x_{1,j} = j , \quad 0 \leq j \leq \ell_1 - 1 , \quad (*)
\]

\[
x_{2,1} = \ell_1 ,
\]

\[
x_{1,2\ell_1-1} \leq 3\ell_1 - 1 ,
\]

\[
x_{1,3\ell_1-1} \leq 5\ell_1 - 1 ,
\]

\[
\ldots
\]

\[
x_{1,p_3\ell_1-1} \leq 2p_3\ell_1 - \ell_1 - 1 , \quad (**) 
\]

\[
x_{1,p_3\ell_1+m_3-1} \leq x_{1,p_3\ell_1-1} + x_{1,m_3-1} + x_{2,1} + 1 \leq 2p_3\ell_1 + m_3 - 1 , \quad (***) 
\]

\[
x_{1,p_3\ell_1+m_3} \leq x_{1,p_3\ell_1-1} + x_{1,m_3} + x_{2,1} + 1 \leq 2p_3\ell_1 + m_3 , \quad (****) 
\]

\[
x_{1,p_2\ell_1-1} \leq 2p_2\ell_1 - \ell_1 - 1 , \quad (+) 
\]

\[
x_{1,\ell_2-1} \leq 2\ell_2 - m_2 - 1 ,
\]

\[
x_{2,2} \leq 2p_2\ell_1 + m_2 \leq 2\ell_2 - m_2 ,
\]

\[
x_{1,2p_2\ell_1-1} \leq 2x_{1,2p_2\ell_1-1} + 2x_{2,1} + 1 \leq 4p_2\ell_1 - 1 ,
\]

\[
x_{1,3p_2\ell_1-1} \leq x_{1,2p_2\ell_1-1} + x_{1,3p_2\ell_1-1} + 2x_{2,1} + 1 \leq 6p_2\ell_1 + \ell_1 - 1 ,
\]

\[
x_{1,4p_2\ell_1-1} \leq x_{1,3p_2\ell_1-1} + x_{1,4p_2\ell_1-1} + 2x_{2,1} + 1 \leq 8p_2\ell_1 + 2\ell_1 - 1 ,
\]

\[
\ldots
\]
We first consider the case and is not defined), as a comparison with (*) shows. Similarly, (****) holds even if 
\[ p^2 + 2 + \frac{1}{3} \leq \frac{2q_3 \ell_1 - m_3 - 1}{\ell_3} , \] 

\[ (+++++) \]

\[ x_2,3 \leq x_1, p_3 + 1 + 2 + 1 \leq 2(q_3 p_2 \ell_1 + p_3 \ell_1) + q_3 \ell_1 + m_3 - 1 \] 

\[ (60) \]

\[ 2q_3 \ell_1 - m_3 - 1 \] 

\[ (60) \]

\[ 2q_3 \ell_1 - m_3 \] 

(65b)

Note that the inequalities resulting from (*** and (**** hold even if \( p_3 = 0 \) (in this case \( x_1,p_3 \ell_1 - 1 \) is not defined), as a comparison with (*) shows. Similarly, (****) holds even if \( m_3 = 0 \) (compare with (**)), (++) holds even if \( q_3 = 1 \) (compare with (+)), (+++) holds even if \( p_3 = 0 \) (compare with (++) and (++++) holds even if \( p_3 = 0 \) and \( m_3 = 0 \) (compare with (++++)).

Using the definitions from (62) and combining the results from (65) yields

\[ \frac{x_1, q_3 p_2 \ell_1 + p_3 \ell_1 - 1 + x_2,1 + x_2,3 + 1}{q_3 p_2 \ell_1 + p_3 \ell_1} \leq 4 + \frac{2 q_3 + \mu_3}{q_3 p_2 + p_3} \] 

\[ (66a) \]

\[ \frac{x_1, \ell_3 - 1 + x_2,1 + x_2,3 + 1}{\ell_3} \leq 4 + \frac{1 + 2 q_3 - 2 \mu_3}{q_3 p_2 + p_3 + \mu_3} \] 

\[ (66b) \]

and

\[ \frac{x_1, p_2 \ell_1 - 1 + x_2,2 + x_2,3 + 1}{p_2 \ell_1} \leq 4 + \frac{2(q_3 p_2 + p_3) + q_3 + 2 \mu_2 + \mu_3 - 1}{p_2} \] 

\[ (67a) \]

\[ \frac{x_1, \ell_2 - 1 + x_2,2 + x_2,3 + 1}{\ell_2} \leq 4 + \frac{2(q_3 p_2 + p_3) + q_3 - 2 \mu_2 + \mu_3}{p_2 + \mu_2} \] 

\[ (67b) \]

\[ \frac{x_1, \ell_3 - 1 + x_2,2 + x_2,3 + 1}{\ell_3} \leq 4 + \frac{2 q_3 + 2 p_2 + 2 \mu_2 - 2 \mu_3}{q_3 p_2 + p_3 + \mu_3} \] 

\[ (67c) \]

We first consider the case \( c = 5 \). If \( p_2 = p_3 = 1 \) then we obtain

\[ \delta(\alpha) \leq \min\{63a, 63b, 63c, 63d\} \]

\[ \leq \min\left\{5 + 2 \mu_2, 6 - \frac{3 \mu_2}{1 + \mu_2}, 5 + \mu_3, 6 + \frac{1 - 4 \mu_3}{1 + \mu_3}\right\} \] 

\[ (68) \]

In order to determine the best bound resulting from this analysis, we maximize the right hand side of (68) for \( \mu_2, \mu_3 \in \mathbb{R} \) with \( 0 \leq \mu_2 < 1 \) and \( 0 \leq \mu_3 < 1 \) (cf. the definition in 62 and recall that \( m_2, m_3 \in \mathbb{N} \) are chosen such that \( m_2, m_3 < \ell_1 \)). It is readily checked that the right hand side of (68) attains its maximum for

\[ \mu_2 = \frac{1}{2} (\sqrt{6} - 2) \quad \text{and} \quad \mu_3 = 2 \mu_2 = \sqrt{6} - 2 \] 

(69)

(corresponding to the ratios \( \ell_2/\ell_1 = 1 + \mu_2 = \frac{1}{2} \sqrt{6} \) and \( \ell_3/\ell_1 = 1 + \mu_3 = \sqrt{6} - 1 \)), yielding

\[ \delta(\alpha) \leq \sqrt{6} + 3 \] 

(70)

If \( p_2 = 1 \) and \( p_3 \geq 2 \) then we have

\[ \delta(\alpha) \leq \min\{22a, 22b, 65c\} \]

\[ \leq 3 + \frac{2 + 2 \mu_2}{p_3} < 3 + \frac{2 + 2}{2} = 5 < \sqrt{6} + 3 \] 

(71)
For the remaining case \( p_2 \geq 2 \) an easy calculation shows that
\[
\delta (\alpha) \leq \min \{ 56a, 56b \} < 5.2 < \sqrt{6} + 3 .
\]  
(72)

As the bounds in (70), (71) and (72) hold for all \( \ell \geq 1 \) and all \( \alpha \in W(\ell, 5) \) with \( \alpha_{\ell+5-2} = 2 \) simultaneously, we obtain with the definition in (22d) that
\[
\delta (5) \leq \sqrt{6} + 3 .
\]

To show that this upper bound is tight, by (22d) it suffices to specify a family of strategy sequences \( (\alpha^{(t)})_{t \geq 0} \), where \( \alpha^{(t)} \in W(\ell_t, 5) \) for some \( \ell_t \geq 1 \) and \( \alpha^{(t)}_{\ell_t+5-2} = 2 \), with \( \lim_{t \to \infty} \delta (\alpha^{(t)}) = \sqrt{6} + 3 \)

Define
\[
\alpha^{(t)} := (1)^{\ell_t+1} \circ (2) \circ (1)^{\ell_{t+1}-\ell_t} \circ (2) \circ (1) \circ (2, 2) \in W(\ell_{t+1}, 5)
\]
for all \( t \geq 0 \), where \( \ell_{t+1} := 10t, \ell_{t+2} := \lceil \frac{1}{2} \sqrt{6} \cdot 10t \rceil \) and \( \ell_{t+3} := \lfloor \sqrt{6} - 1 \cdot 10t \rfloor \), i.e., we have
\[
\lim_{t \to \infty} \frac{\ell_{t+2}}{\ell_{t+1}} = \frac{1}{2} \sqrt{6} \quad \text{and} \quad \lim_{t \to \infty} \frac{\ell_{t+3}}{\ell_{t+1}} = \sqrt{6} - 1 .
\]  
(73)

For each such strategy sequence \( \alpha^{(t)} \) we obtain from (3), using that \( \ell_{t+1}, \ell_{t+2} < 2\ell_{t+1} \),
\[
x_{1,j} = j , \quad 0 \leq j \leq \ell_{t+1} - 1 ,
\]
\[
x_{2,1} = \ell_{t+1},
\]
\[
x_{1,j} = \ell_{t+1} + j , \quad \ell_{t+1} \leq j \leq \ell_{t+2} - 1 ,
\]
\[
x_{2,2} = \ell_{t+1} + \ell_{t+2},
\]
\[
x_{1,j} = 2\ell_{t+1} + j , \quad \ell_{t+2} \leq j \leq \ell_{t+3} - 1 ,
\]
\[
x_{2,3} = 2\ell_{t+1} + \ell_{t+3},
\]
\[
x_{2,4} = 2\ell_{t+1} + \ell_{t+2} + \ell_{t+3} ,
\]

implying that
\[
\beta (\alpha^{(t)}) \leq 2\ell_{t+1} + 2\ell_{t+2} + 1
\]  
(75)

and
\[
\delta (\alpha^{(t)}) \leq \min \left\{ 3 + 2\ell_{t+2}/\ell_{t+1}, 3 + 3(\ell_{t+2}/\ell_{t+1})^{-1}, 1 + (4 + 2\ell_{t+2}/\ell_{t+1})(\ell_{t+3}/\ell_{t+1})^{-1} \right\} .
\]  
(76)

Using (73) it follows from (76) that \( \delta (\alpha^{(t)}) \to \sqrt{6} + 3 \) as \( t \to \infty \).

We now consider the case \( c = 6 \). If \( p_2 = p_3 = 1 \) then we obtain
\[
\delta (\alpha) \leq \min \{ 64a, 64b, 64c \}
\]
\[
\leq \min \left\{ 4 + \frac{3 - 2\mu_2 + \mu_3}{1 + \mu_2}, 6 + \mu_2 + \mu_3, 6 + \frac{2 + \mu_2 - 4\mu_3}{1 + \mu_3} \right\} .
\]  
(77)

Maximizing the right hand side of (77) for \( \mu_2, \mu_3 \in \mathbb{R} \) with \( 0 \leq \mu_2 < 1 \) and \( 0 \leq \mu_3 < 1 \), it is readily checked that the maximum is attained for
\[
\mu_2 = \frac{1}{6}(\sqrt{37} - 5) \quad \text{and} \quad \mu_3 = 2\mu_2 = \frac{1}{3}(\sqrt{37} - 5)
\]  
(78)

(corresponding to the ratios \( \ell_2/\ell_1 = 1 + \mu_2 = \frac{1}{6}(\sqrt{37} + 1) \) and \( \ell_3/\ell_1 = 1 + \mu_3 = \frac{1}{3}(\sqrt{37} - 2) \)), yielding
\[
\delta (\alpha) \leq \frac{1}{2}(\sqrt{37} + 7) .
\]  
(79)

If \( p_2 = 1 \) and \( p_3 \geq 2 \) then an easy calculation shows that
\[
\delta (\alpha) \leq \min \{ 64a, 64b, 64c \} \leq 6.4 < \frac{1}{2}(\sqrt{37} + 7) .
\]  
(80)
For the remaining case $p_2 \geq 2$ it is elementary but somewhat tedious to check that

\[
\delta(\alpha) \leq \min \{ (67a), (67b), (67c) \} < 6.4 < \frac{1}{2}(\sqrt{37} + 7). \tag{81}
\]

As the bounds in (79), (80) and (81) hold for all $\ell \geq 1$ and all $\alpha \in W(\ell, 6)$ with $\alpha_{\ell+6-2} = 2$ simultaneously, we obtain with the definition in (22d) that

\[
\delta(6) \leq \frac{1}{2}(\sqrt{37} + 7).
\]

To see that this upper bound is tight, consider the family $\alpha(t)$ of strategy sequences $\alpha(t) := (1)_{\ell_1,t}^{-1} \circ (2) \circ (1)_{\ell_2,\ell_1,t} \circ (2) \circ (1)_{\ell_3,\ell_1,t} \circ (2, 2, 2) \in W(\ell_3,t, 6)$ with $\ell_1,t := 10^t$, $\ell_2,t := \lceil \frac{1}{6}(\sqrt{37} + 1) \cdot 10^t \rceil$ and $\ell_3,t := \lfloor \frac{1}{3}(\sqrt{37} - 2) \cdot 10^t \rfloor$, i.e., we have

\[
\lim_{t \to \infty} \frac{\ell_2,t}{\ell_1,t} = \frac{1}{6}(\sqrt{37} + 1) \quad \text{and} \quad \lim_{t \to \infty} \frac{\ell_3,t}{\ell_1,t} = \frac{1}{3}(\sqrt{37} - 2). \tag{82}
\]

For each such strategy sequence $\alpha(t)$ the sequences $x_1$ and $x_2$ from the recursion (3) satisfy the relations in (74), and in addition

\[
x_{2,5} = 2\ell_{1,t} + 2\ell_{2,t} + \ell_{3,t}, \tag{83}
\]

implying that

\[
\beta(\alpha(t)) \leq 3\ell_{1,t} + \ell_{2,t} + \ell_{3,t} + 1 \tag{84}
\]

and

\[
\delta(\alpha(t)) \leq \min \left\{ 4 + \frac{\ell_{2,t}}{\ell_{1,t}} + \frac{\ell_{3,t}}{\ell_{1,t}}, 2 + \left( 4 + \frac{\ell_{3,t}}{\ell_{1,t}} \right) \left( \frac{\ell_{2,t}}{\ell_{1,t}} \right)^{-1}, 2 + \left( 5 + \frac{\ell_{2,t}}{\ell_{1,t}} \right) \left( \frac{\ell_{3,t}}{\ell_{1,t}} \right)^{-1} \right\}. \tag{85}
\]

Using (82) it follows from (85) that $\delta(\alpha(t)) \to \frac{1}{2}(\sqrt{37} + 7)$ as $t \to \infty$. \qed