Machine and Deep Learning Applied to Predict Metabolic Syndrome Without a Blood Screening
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Abstract: The exponential increase of metabolic syndrome and its association with the risk impact of morbidity and mortality has propitiated the development of tools to diagnose this syndrome early. This work presents a model that is based on prognostic variables to classify Mexicans with metabolic syndrome without blood screening applying machine and deep learning. The data that were used in this study contain health parameters related to anthropometric measurements, dietary information, smoking habit, alcohol consumption, quality of sleep, and physical activity from 2289 participants of the Mexico City Tlalpan 2020 cohort. We use accuracy, balanced accuracy, positive predictive value, and negative predictive value criteria to evaluate the performance and validate different models. The models were separated by gender due to the shared features and different habits. Finally, the highest performance model in women found that the most relevant features were: waist circumference, age, body mass index, waist to height ratio, height, sleepy manner that is associated with snoring, dietary habits related with coffee, cola soda, whole milk, and Oaxaca cheese and diastolic and systolic blood pressure. Men’s features were similar to women’s; the variations were in dietary habits, especially in relation to coffee, cola soda, flavored sweetened water, and corn tortilla consumption. The positive predictive value obtained was 84.7% for women and 92.29% for men. With these models, we offer a tool that supports Mexicans to prevent metabolic syndrome by gender; it also lays the foundation for monitoring the patient and recommending change habits.
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1. Introduction

Nowadays, chronic degenerative diseases, such as ischemic heart disease, type 2 diabetes mellitus, and cerebrovascular stroke, are the leading causes of morbidity and mortality worldwide; these diseases share one or more metabolic components (glucose intolerance, insulin resistance, central obesity, dyslipidemia, and hypertension) that might co-exist in one individual. The term Metabolic Syndrome (MetS) was coined to express this constellation of metabolic abnormalities [1].

The prevalence of MetS in Mexico is 41% [2] higher than in developed countries, like the United States (34.2%) [3], due to the epidemic proportion that overweight and obesity have taken in our country, affecting not only the adult population, but also young individuals and even children, with obesity being a central, key component of MetS.

The evaluation criteria for MetS have been proposed by the National Cholesterol Education Program Adult Treatment Panel III (NCEP ATP III) [4], the International Diabetes
Federation (IDF) [5,6], and the World Health Organization (WHO) [7]. In order to establish a clinical diagnose of MetS, at least three metabolic abnormalities mostly co-occur in the same individual: elevated blood sugar levels, insulin resistance, abdominal obesity, high blood pressure, and abnormal lipid profile (high blood levels of triglyceride and low blood levels of high-density lipoprotein cholesterol).

These evaluation criteria have been useful from a clinical point of view. However, from the general population perspective, its utility is limited, since laboratory screening is needed [8], which can be costly or cumbersome to implement for certain population levels. The above and the fact that most people are unaware of their health condition, and approach health services until the sickness has caused health limitations [9–11]. For this reason, it is essential to generate tools that can help people to identify pre-clinical conditions, so that preventive measures can be taken at a population level.

The application of machine learning and deep learning (DL) algorithms has facilitated the construction of effective models to predict disease diagnoses and the corresponding treatments [12,13]. However, the appropriate selection of variables (potential risk factors) is decisive in improving the models [14–16].

In the case of MetS, the use of machine learning and deep learning algorithms, as well as feature selection methods, have achieved significant results in the development of models to support the prediction of this syndrome [17,18]. Related studies that have omitted blood screening for the diagnosis of the MetS have had promising results. An investigation conducted by Barrios et al. [19], proposed a data mining methodology to diagnose MetS without blood screening by applying Artificial Neural Networks (ANN). In that work, hip circumference, dichotomous waist circumference, dichotomous blood pressure, and sex were included; the specificity reported was 82.59%, a Positive Predictive Value (PPV) of 90.54%, and an Area under the Receiver Operating Characteristic (ROC) Curve of 87.36%. Romero et al. [20] constructed a model applying ANN and considering variables, such as Body Mass Index (BMI), Waist Circumference (WC), weight, height, and sex. The authors used PPV as an evaluation metric, obtaining a value of 38.8%.

Ivanovič et al. [21] presented a model using ANN for the prediction of MetS, excluding blood screening. The features that result in this study were: gender, age, BMI, Waist-to-height Ratio (WhtR), systolic, and diastolic blood pressures, with a PPV of 85.79% and Negative Predictive Value (NPV) of 83.19%.

Another study relates the dietary habits with MetS in the Swedish region. The authors used chi-square analysis [22]. They found four patterns that were defined by clusters that demonstrated a strong association between food and components of MetS. For example, hyperglycemia in men was associated with cheese, cake, and alcoholic beverages consumption; a higher risk of hyperinsulinemia and dyslipidemia in women was associated with white bread consumption. That work was relevant, since different patterns were used for each gender.

The purpose of this article is to identify the most relevant features to propose a risk predictor for the early detection of people with MetS, through machine learning algorithms, such as Random Forest (RF), Ripper (C4.5), and deep neural networks, when considering traditional risk factors for this syndrome as well as dietary information [23,24] and habits, like the consumption of alcoholic beverages [25], smoking [26], physical activity [27], and quality of sleep [28].

This paper is structured, as follows: in Section 2, we introduce the materials and methods. In Section 3, we present the experiments performed and the results. Section 4 shows the discussion, and, finally, the conclusions.

2. Materials and Methods

2.1. Data

The data set used in this research was collected from the Tlalpan 2020 cohort, a study that was conducted by the Instituto Nacional de Cardiología Ignacio Chávez in Mexico City [29]. The Tlalpan 2020 cohort was approved by the Institutional Bioethics Committee
of the Instituto Nacional de Cardiología-Ignacio Chavez (INC-ICh) under code 13-802. This work consists of 2289 subjects between 20 and 50 years old, 1369 women, and 920 men, it is important to mention that informed consent was obtained from all the participants. The prevalence of MetS, according to NCEP ATP III criteria, was 24.4% higher in women (54%) than in men (46%). This data set includes health parameters and habits that are related to alcohol consumption, smoking, physical activity, dietary, and quality of sleep.

2.1.1. Clinical and Anthropometric Parameters

Systolic and diastolic blood pressure were measured according to The Seventh Report of the Joint National Committee on the Prevention, Detection, Evaluation, and Treatment of High Blood Pressure (JNC 7) standard procedure [30]. WC, height, and weight were measured according to The International Society for the Advancement of Kinanthropometry (ISAK) [31], BMI was calculated as weight/height² and WHtR was calculated as the ratio of waist and height (wast/height) (cm).

2.1.2. Biochemical Evaluation

The blood samples were taken after 12 h of overnight fasting, and the following laboratory tests measurements were obtained: fasting plasma glucose (FPG), triglycerides (TGs), and HDL cholesterol (HDL-C) cholesterol LDL (LDL-C), total cholesterol (T-C).

2.1.3. Dietary Information

Dietary information was collected using the nutrient software program known as Sistema de Evaluación de Hábitos Nutricionales y Consumo de Nutrimientos (SNUT) (Evaluation of Nutritional Habits and Nutrient Consumption System) [32], as developed by the Instituto Nacional de Salud Pública de México (National Institute of Public Health of Mexico). The SNUT includes data from various types of nutrients classified into different categories, such as dairy products, fruits, meats, vegetables, legumes, cereals, sweets and candies, beverages, fats, cravings, and others. All of the variables of the SNUT were included, and their nominal numerical value was considered, which is, the frequency of food consumption during the day, in the last year.

2.1.4. Habits

The following lifestyle information was collected; furthermore, they are inputs for the machine and deep learning algorithms: (1) the smoking habit that was summed up as never smoked, former, or current smoker, and the three features are dichotomous. (2) Alcohol consumption that was classified as a current drinker (dichotomous variable), frequency alcohol consumption, and cups or beers consumed on average when drinking alcohol; these last two are considered to be numeric variables according to the weekly ingesting. (3) Physical activity was obtained by the extended version of the International Physical Activity Questionnaire, IPAQ, [33] that measures the level of physical activity as low, moderate, and high, through questions regarding four domains: work, home, transportation, and leisure time; for this paper, we used the nominal numerical value of variables that are related with leisure time domain, like the days and duration of the type of physical activity (walking, moderate, or vigorous) per week in the last seven days. Lastly (4), quality of sleep was obtained employing the Medical Outcomes Study-Sleep Scale (MOSS) [34], we consider the nominal numerical value of these variables, where the values are described in [35].

2.2. Methods

For the study, we applied three machine learning algorithms, RF, C4.5, and deep learning. We conducted experiments for each sex. We choose these machine learning algorithms because of their excellent results in many applications and because each one uses a different approach in a classification task [18,19,36]. We also performed feature selection to search
for simpler and better models. The experiments were conducted using R programming language [37]. We aimed to predict the MetS without using biochemical variables.

Initially, the parameters of the biochemical evaluation, as well as the anthropometric factors: waist circumference, systolic and diastolic blood pressure, glucose, high-density lipoprotein cholesterol (HDL), and triglycerides, in order to identify and classify participants with MetS based on the definition that was established by the NCEP ATP III. Once the participants have been classified as positive and negative concerning the MetS, the input dataset for the learning algorithms is generated, being composed of categories related to clinical and anthropometric parameters and habits, like alcohol consumption, smoking, physical activity, dietary, and quality of sleep.

The performance of the models was evaluated according to accuracy, balanced accuracy, PPV, and NPV. Figure 1 shows a block diagram of the prediction model and describes the general methodology applied. As a first step, the instances of the data set were classified using the biochemical evaluation data and the clinical and anthropometric parameters, according to the NCEP ATP III criteria. Subsequently, we separated men and women to obtain the most important variables for each sex.

![Figure 1. Prediction Model.](image)

We applied RF to identify and evaluate the variable importance by category, as well as Pearson Correlation Coefficient (PCC) and chi-square, to obtain the most important variables when considering all of the categories together.

We created and evaluated predictive models using the ML algorithms for different subgroups that formed based on the variables obtained. From these models, we selected the most relevant features for men and women.

In all experiments, we performed 30 independent runs by algorithm, which is a typical number that is used in the literature for fair comparisons among experiments [38,39]. Subsequently, we calculated the mean and standard deviation for each metric.

2.2.1. Random Forest

RF, as introduced by Breiman [40], is a machine learning algorithm that is based on a combination of tree estimators that operate as an ensemble for classification and regression cases. In this work, this method was used for the classification and identification of the
importance of the variables, based on the mean decrease impurity [41], which is a method that is measured by the Gini index for variable \(x_j\), and it is computed by the equation:

\[
VI = (X_j) = \frac{1}{n_{tree}} \left[ 1 - \sum_{k=1}^{n_{tree}} Gini(j)^k \right]
\]

(1)

where \(n_{tree}\) is the number of trees.

2.2.2. C4.5

C4.5 builds a decision tree from training data using recursive partitions. In each iteration, C4.5 selects the attribute with the highest gain ratio as the attribute from which the tree is branched. This results in a more simplified tree [42,43]. In order to obtain the gain ratio, the following calculations are needed:

\[
Entropy H(S) = -\sum_{i=1}^{m} p_i \log_2 p_i
\]

(2)

where \(S\) is a set consisting of \(s\) data samples with \(m\) distinct classes, and \(p_i\) is the probability that an arbitrary sample belongs to class \(C_i\).

Let attribute \(A\) have \(v\) distinct values. The entropy, or expected information based on the partitioning into subsets by \(A\), is given by:

\[
Information Gain I(S,A) = H(S) - H(S|A)
\]

(3)

\[
SplitInfo_A(S) = \sum_{i=1}^{v} (|S_i|/|S|)\log_2(|S_i|/|S|)
\]

(4)

\(SplitInfo\) represents the information that is generated by splitting the training data set \(S\) into \(v\) partitions, corresponding to \(v\) outcomes of a test on the attribute \(A\).

Finally, the gain ratio is defined, as follows:

\[
GainRatio = InformationGain/SplitInfo
\]

(5)

2.2.3. Chi-Squared

Chi-Squared is a statistical test that is used in machine learning to identify the essential features in a dataset for a classification task [44]. It gives a feature ranking as a result. Taking a feature \(f\) and the class \(c\) (\(f, c\) as complements), the chi-squared test is computed with the equation:

\[
X^2(f,c) = \frac{N[P(f,c)P(\overline{f} \overline{c}) - P(f,c)P(f,c)]^2}{P(f)P(\overline{f})P(c)P(\overline{c})}
\]

(6)

where \(N\) is the number of records in the dataset. \(P(x,y)\) is the joint probability of \(x\) and \(y\). \(P(x)\) is the marginal probability of \(x\).

2.2.4. Pearson Correlation

For the statistical analysis, the PCC was used to filter features [45]. Those with a correlation coefficient above 0.5 were used to train machine or deep learning algorithms. This relation is defined by Equation (7) [46]:

\[
pcc(u, u') = \frac{\sum_{i \in I}(r_{u,i} - \bar{r}_u)(r_{u',i} - \bar{r}_{u'})}{\sqrt{\sum_{i \in I}(r_{u,i} - \bar{r}_u)^2 \sum_{i \in I}(r_{u',i} - \bar{r}_{u'})^2}}
\]

(7)

where \(r_{u,i}\) and \(r_{u',i}\) are the rating scores, also \(r_u\) and \(r_{u'}\) are the average ratings. In this work, we used PCC to find the highest correlation between the health parameters and, thus, select the most relevant features, as we mentioned before, with a threshold of 0.5.
Additionally, it is essential to highlight and the output corresponds to the classification in the dataset labeled by NCEP ATP III criteria. With this procedure, we aimed at improving the performance of the predictive models.

2.2.5. Deep Neural Networks

The basis for the development of deep learning is ANN, that through the connection among many hidden layers, can learn features to train the model [47]. In this work, Keras was used [48]; this model is based on a sequential class; it means that the network is created layer by layer. Only the dimension for the first layer corresponds to the number of features; then, the hidden layers’ dimension is deeply connected to the neural network. The first layer consists of a convolution network with an input shape of seven (features selected); after the first layer’s output is flattened, the purpose is to only have one dimension in the shape output. The third layer is a dense network with a dimension of 8, another dense network (dimension = 8) is added; finally, the last layer is a dense network; all of them have a sigmoid function for activation. Figure 2 shows the general configuration for the deep neural network implemented. The training parameters were a learning rate of 0.0001 and 2500 epochs with Adam optimization. The parameters were selected according to proof of good performance.

![Deep Learning Model](image)

Figure 2. Deep Learning Model.

2.3. Metrics

For the evaluation of the model performance, we used the PPV, NPV, accuracy (ACC), and balanced accuracy (B.ACC).

\[
PPV = \frac{TP}{TP + FP}
\]

\[
NPV = \frac{TN}{FP + FN}
\]
\[
\text{ACC} = \frac{TP + TN}{P + N}
\]

\[
B.ACC = \left( \frac{1}{2} \right) \left( \frac{TP}{P} + \frac{TN}{N} \right)
\]

where \( P = \text{Positive}, N = \text{Negative}, TP = \text{True Positive}, FN = \text{False Negative}, TN = \text{True Negative}, \) and \( FP = \text{False Positive}, \) respectively.

3. Results

3.1. Variable Importance by Category

The first step was to separate the men and women data, then the essential variables by gender and category were obtained:

- clinical and anthropometric parameters,
- dietary information,
- quality of sleep, and
- habits (smoking, alcohol consumption, physical activity),

Applying the variable importance measures (VIM) of RF. Tables 1A and 2A show the most important variables (in descending order) obtained for women and men, respectively.

3.2. Variable Importance of the Complete Dataset

As the second step, the most important variables for women and men were obtained when considering the whole dataset. For this process, VIM of RF, chi.square, and PCC were applied, the resulting variables were compared with those that were obtained for each category to identify which ones were repeated in each case.

Tables 1B and 2B show the most important variables (in descending order) for women and men while considering the whole dataset.

3.3. Most Important Variables in Women

We found that the five most important variables for women in the feeding habits category were: medium cola soda (cola_soda), soda (flav_soda), Oaxaca cheese (oax_cheese), a cup of coffee (c_coffe), and flavored water (flav_water). In the quality of sleep, the five most important variables were: snoring during sleep (snore), restless sleep (restless), little naps (lit_sleep), not getting enough sleep (nt_sleep), and feeling drowsy (drowsy). The five most important variables for the clinical and anthropometric parameters were: WC, DBP, WHtR, BMI, and SBP. In the category of habits, the most important variable was the cups or beers consumed on average when drinking alcohol (EtOH.avg), followed by smoke (smk_smke), and, finally, the free physical activity (exrcs). Table 1A presents these results.

Now, when considering the whole dataset, we applied VIM of RF, PCC, and chi.square to obtain the most important variables (see Table 1B). In the case of VIM of RF, it identified twelve variables, which were: age, waist, BMI, WHtR, weight, height, SBP, DBP, cola_soda, snore, oax_cheese, and c_coffe. Moreover, the PCC method determined ten variables, which were: age, weight, BMI, waist, WHtR, SBP, DBP, snore, cola_soda, and pork rind (pork_r). Finally, chi.square obtained nine variables: age, BMI, waist, WHtR, weight, SBP, DBP, snore, and cola_soda. Table 1B presents these results.
Table 1. (A) Most important variables in women by category. (B) Most important variables in women in whole dataset.

| Category          | Method         | Resulting variables                                                                 |
|-------------------|----------------|--------------------------------------------------------------------------------------|
| (A) Feeding habits| VIM of RF      | cola_soda, flav_soda, oax_cheese, c_coffe and flav_water                              |
| Quality of sleep  | VIM of RF      | snore, restless, lit_sleep, restless and drowsy                                       |
| Anthropometry     | VIM of RF      | Waist, WHtR, BMI, SBP, DBP, and Age                                                   |
| Habits            | VIM of RF      | EtOH_AVG, smk.smke and excs                                                           |
| (B) Whole Dataset | VIM of RF      | Age, Waist, BMI, WHtR, Height, SBP, DBP, cola_soda, snore, oax_cheese and c_coffe    |
|                   | PCC            | Age, Weight, BMI, Waist, WHtR, SBP, DBP, snore, cola_soda and pork_r                  |
|                   | Chi.square     | Age, BMI, Waist, WHtR, Weight, SBP, DBP, snore and cola_soda                           |

(A) cola_soda: medium cola soda, flav_soda: soda, oax_cheese: Oaxaca cheese, c_coffe: cup of coffee, flav_water: flavor water, snore: snore during sleep, restless: restless sleep, lit_sleep: sleeps little, nt_sleep: not getting enough sleep, drowsy: feeling drowsy, EtOH_AVG: cups or beers consumed on average when drinking alcohol, smk.smke: smoke, excs: free physical activity. BMI: Body Mass Index, WHtR: Waist-to-Height-Ratio, SBP: systolic blood pressure, DBP: diastolic blood pressure.

3.4. Most Important Variables in Men

In relation to feeding habits, the five most important variables were: cola_soda, flav_water, hot sauce or chili (hot_chili), c_coffe, and corn tortilla (tortilla). In the case of clinical and anthropometric parameters were: waist, WHtR, BMI SBP, and DBP. In the category of habits, the essential variable was smoke smk.smke, followed by EtOH_avg, and excs, finally in the case of quality of sleep, the five most important variables were: snore, nt_sleep, drowsy, restless, and tired during the day (tired). Table 2A shows these results.

Using the whole dataset, we found similar important variables applying VIM of RF, PCC, and Chi.square (see Table 2B). With VIM of RF, the following variables were identified: DBP, waist, BMI, WHtR, SBP, weight, age, snore, cola_soda, flav_water, c_coffe, and tortilla. Applying PCC, the most important variables were: age, weight, BMI, waist, WHtR, SBP, systolic blood pressure, DBP, diastolic blood pressure.

Table 2. (A) Most important variables in men by category. (B) Most important variables in men in whole dataset.

| Category          | Method         | Resulting Variables                                                                 |
|-------------------|----------------|--------------------------------------------------------------------------------------|
| (A) Feeding habits| VIM of RF      | cola_soda, flav_water, hot_chili, c_coffe and tortilla                               |
| Quality of sleep  | VIM of RF      | snore, nt_sleep, SLP SMN, restless and tired                                        |
| Anthropometry     | VIM of RF      | DBP, Waist, SBP, WHtR, BMI and Age                                                   |
| Habits            | VIM of RF      | smk.smke, EtOH_AVG and excs                                                           |
| (B) Whole Dataset | VIM of RF      | DBP, Waist, BMI, WHtR, SBP, Weight, Age, snore, cola_soda, flav_water, c_coffe and tortilla |
|                   | PCC            | Age, Weight, BMI, Waist, WHtR, SBP, DBP, snore and cola_soda                          |
|                   | Chi.square     | BMI, Waist, DBP, SBP, Weight, WHtR, Age, snore and cola_soda                          |

(A) cola_soda: medium cola soda, flav_water: a glass of flavored sweetened water, hot_chili: a tablespoon of hot sauce or chili in food, c_coffe: a cup of coffee, tortilla: corn tortilla, snore: snore during sleep, nt_sleep: not getting enough sleep, drowsy: feeling drowsy, EtOH_AVG: cups or beers consumed on average when drinking alcohol, excs: free physical activity, DBP: diastolic blood pressure, WHtR: waist circumference, BMI: Body Mass Index, WHR: Waist-to-Height-Ratio, SBP: systolic blood pressure.

(B) cola_soda: medium cola soda, c_coffe: a cup of coffee, tortilla: corn tortilla, flav_water: a glass of flavored sweetened water, snore: snore during sleep, DBP: diastolic blood pressure, Waist: waist circumference, BMI: Body Mass Index, WHR: Waist-to-Height-Ratio, SBP: systolic blood pressure.
3.5. Analysis and Comparison

Once the most important variables for men and women were identified, we proceed to make an analysis and comparison of these. Table 3A shows the resulting variables by category in descending order for men and women, Table 3B shows the resulting variables in whole dataset.

Table 3. (A) Resulting variables by category. (B) Resulting variables in whole dataset by importance.

| Category               | Method   | Gender | Resulting variables                                                                 |
|------------------------|----------|--------|-------------------------------------------------------------------------------------|
| Feeding habits         | VIM of RF| women  | c_coffe, cola_soda, flav_water, flav_soda, and oax_cheese                           |
| Feeding habits         | VIM of RF| men    | c_coffe, cola_soda, flav_water, hot_chili, and tortilla                             |
| Quality of sleep       | VIM of RF| women  | drowsy, nt_sleep, restless, snore, and lit_sleep                                    |
| Quality of sleep       | VIM of RF| men    | drowsy, nt_sleep, restless, snore, and tired                                       |
| Anthropometry          | VIM of RF| women  | Age, BMI, DBP, SBP, Waist, and WHtR                                                |
| Anthropometry          | VIM of RF| men    | Age, BMI, DBP, SBP, Waist, and WHtR                                                |
| Habits                 | VIM of RF| women  | EtOH_AVG, exrcs, and smk.smke                                                      |
| Habits                 | VIM of RF| men    | EtOH_AVG, exrcs, and smk.smke                                                      |

(A) cola_soda: medium cola soda, flav_soda: soda, flav_water: a glass of flavored sweetened water, oax_cheese: Oaxaca cheese, hot_chili: a tablespoon of hot sauce or chili in food, c_coffe: a cup of coffee, tortilla: corn tortilla, fluct_water: a glass of flavored sweetened water, tortilla: corn tortilla, snore: snore during sleep, restless: restless sleep, nt_sleep: not getting enough sleep, lit_sleep: little naps, drowsy: feeling drowsy, tired: feel fatigue, DBP: diastolic blood pressure, Waist: waist circumference, BMI: Body Mass Index, WHtR: Waist - to - Height - Ratio, SBP: systolic blood pressure, ETOH_AVG: cups or beers consumed on average when drinking, smk.smke: smoke and exrcs: free physical activity. (B) cola_soda: medium cola soda, flav_soda: soda, flav_water: a glass of flavored sweetened water, oax_cheese: Oaxaca cheese, hot_chili: a tablespoon of hot sauce or chili in food, c_coffe: a cup of coffee, tortilla: corn tortilla, snore: snore during sleep, restless: restless sleep, nt_sleep: not getting enough sleep, lit_sleep: little naps, drowsy: feeling drowsy, tired: feel fatigue, DBP: diastolic blood pressure, Waist: waist circumference, BMI: Body Mass Index, WHtR: Waist - to - Height - Ratio, SBP: systolic blood pressure, ETOH_AVG: cups or beers consumed on average when drinking, smk.smke: smoke and exrcs: free physical activity.

3.6. Performance Evaluation of Classifiers

This subsection describes the resulting features after the selection; it means that the variables that contribute to the classifier model; the materials and methods section details the characteristics of each one, these variables can be a dichotomous or nominal numerical value, and it is related to their parameters.

Based on the resulting variables by category and those that were obtained from the whole dataset, we developed several models in order to test their performance evaluation and identify the relevant features that support the prediction of MetS without blood screening.

In order to evaluate the resulting variables in whole dataset that was obtained by RF, PCC and Chi.square, we applied RF, deep neural network, and C4.5, as well as RF and deep neural network for resulting variables by category.
In case of RF, the value of $n_{\text{tree}}$ varied between 100 to 1000 ($n_{\text{tree}} = 100, 200, 300, 500, 800, \text{ and } 1000$); likewise, the value of the $m_{\text{try}}$ (size of the random subsets of variables considered for splitting) also varied between 1 to 10; in both cases, the grid search method, as proposed by Hsu et al. [49], was used. For each case where RF and C4.5 were applied, we used 10-fold cross-validation with ten repeats to train the model and ensure the variation of the data. The deep neural network model was trained with 2500 epochs and Adam optimization.

Table 4 shows the results that were obtained by the classifiers with the resulting variables in whole dataset (see Table 1B) and those obtained by category (see Table 1A), using ACC, B.ACC, PPV, and NPV as evaluation metrics, as well as their respective standard deviations of the average performance for the 30 models generated for each case.

The obtained results showed that the highest value of ACC (84.12% with an SD of 0.38) was achieved by RF, using the resulting variables obtained in whole dataset, which are: waist, WHtR, DBP, BMI, SBP, weight, age, height, cola_soda, a glass of whole milk (milk), snore, c_coffe, and oax_cheese.

The deep neural network had the best performance in B.ACC, with a value of 63.26% and an SD of 2.42, also using the resulting variables obtained in whole dataset.

In the case of PPV, the RF obtained the best performance with a value of 85.73% and an SD of 0.32, using the resulting variables obtained by category, which are: waist, WHtR, BMI, SBP, DBP, age, cola_soda, flav_water, c_coffe, snore, nt_sleep, restless, flav_soda, and drowsy.

Regarding NPV, the deep neural network achieved the best performance with a value of 85.76% and an SD of 1.11, again with the whole dataset's relevant variables.

Considering the results that were obtained in the metrics by the different models, it is possible to identify that the first RF model with an $m_{\text{try}} = 1$ and $n_{\text{tree}} = 300$ has the best performance using the resulting variables from the whole dataset (Waist, WHtR, DBP, BMI, SBP, Weight, Age, Height, cola_soda, milk, snore, c_coffe, and oax_cheese), even though the deep neural network with the same variables has a better performance in B.ACC (63.26%); the difference is minimal (0.33%). Similarly, despite the fact that the RF model that uses the resulting variables by category has the highest performance in PPV (85.73%), the difference is also minimal (0.95%).

Concerning men, Table 5 shows the results of performance evaluation with the results variables by category and from whole dataset applying RF, deep neural network, and C4.5, using ACC, B.ACC, PPV, and NPV as evaluation metrics, as well as their respective standard deviations of the average performance for the 30 models that are generated for each case. In this case, the results obtained by the classifiers were better than those that were obtained with women data.

The RF obtained the best values in ACC (88.17% and an SD of 0.49), B.ACC (80.73% and an SD of 0.84), and PPV (92.29% and an SD of 0.36) using the variables that were obtained from the whole dataset, such as: Waist, DBP, SBP, BMI, WHtR, Weight, Height, Age, c_coffe, flav_water, tortilla, cola_soda, and snore. With respect to the best value of NPV, it was obtained by the deep neural network (91.26% and an SD of 1.79) using the variables obtained by PCC in the whole dataset, which are: age, weight, BMI, waist, WHtR, SBP, DBP, snore, cola_soda, and tortilla. In this case, the RF model presents a better performance, although its NPV was not as high as other classifiers, such as the deep neural network, and it does obtain the highest value in B.ACC, thus obtaining a better performance in balanced classifications.
The relevant variables that were found by the ChiSquare filter method, both for women (Table 1B) and for men (Table 2B), were used to create predictive models with the C4.5 classifier to compare them with the models that were created with Deep Neural Network and Random Forest. Furthermore, C4.5 has the advantage of creating a model that is interpretable to the naked eye by a person. In Figure 3, we present the best model for men, both being found over 30 independent runs using the train set. Classification trees have the property of making an embedded variable selection during the predictive model creation process. In the case of women, the variables that were selected for the construction of the tree were WAIST, SBP, AGE, BMI, and FREC080. For men, the variables selected for the construction of the tree were WAIST, SBP, DBP, whtR, and BMI.

The model shown in Figure 3 represents the best predictive model created with C4.5 for women across 30 independent runs. For this model, using data from the train set, it was found that, when the WAIST variable is greater than or equal to 89 and the DBP variable is for women across 30 independent runs. For this model, using data from the train set, it was found that, when the WAIST variable is greater than or equal to 89 and the DBP variable is greater than or equal to 89, 92% of the patients suffer from MS, when considering 4% of the cases in the training set.

### Table 4. Model performance in women.

| Case                          | Classifier | Features                                                                 | ACC (%) | B.ACC (%) | PPV (%) | NPV (%) |
|-------------------------------|------------|--------------------------------------------------------------------------|---------|-----------|---------|---------|
| Whole dataset with RF         | Random forest Mtry = 1 Ntree = 300 | Waist, WHtR, DBP, BMI, SBP, Waist, Age, Height, cola_soda, milk, snore, c_coffe, FREC009, oax_cheese | 84.12 ± 0.38 | 62.93 ± 0.61 | 84.78 ± 0.28 | 75.92 ± 2.81 |
| Deep neural network           |            | Waist, WHtR, DBP, BMI, SBP, Waist, Age, Height, cola_soda, milk, snore, c_coffe, FREC009, oax_cheese | 80.03 ± 1.04 | 63.26 ± 2.42 | 50.78 ± 3.38 | 85.76 ± 1.11 |
| Whole dataset with PCC        | Deep neural network | Age, Weight, BMI, Waist, WHtR, DBP, snore, cola_soda, FREC002 | 81.06 ± 0.75 | 62.4 ± 3.22 | 56.88 ± 5.61 | 84.43 ± 1.38 |
| Random forest Mtry = 1 Ntree = 500 |            | Age, Weight, BMI, Waist, WHtR, DBP, snore, cola_soda, FREC002 | 83.88 ± 0.30 | 62.63 ± 0.54 | 84.99 ± 0.19 | 70.62 ± 2.22 |
| Whole dataset with chi.square | C4.5       | Waist, WHtR, DBP, BMI, SBP, Age, snore, cola_soda | 83.35 ± 0.11 | 61.91 ± 0.33 | 84.82 ± 0.13 | 72.19 ± 1.24 |
| Resulting variables by category | Random forest Mtry = 3 Ntree = 100 | Waist, WHtR, DBP, BMI, SBP, Age, cola_soda, flav_water, c_coffe, snore, nt_sleep, restless, flav_soda, drowsy | 84.04 ± 0.55 | 64.58 ± 0.92 | 85.73 ± 0.32 | 67.80 ± 3.33 |
| Deep neural network |            | Waist, WHtR, BMI, DBP, Age, cola_soda, flav_water, c_coffe, snore, nt_sleep, restless, flav_soda, drowsy, oax_cheese | 78.32 ± 1.45 | 63.12 ± 1.97 | 45.69 ± 4.08 | 84.96 ± 0.85 |

* cola_soda: medium cola soda, milk: a glass of whole milk, c_coffe: a cup of coffee, FREC009: an orange, oax_cheese: Oaxaca cheese, flav_soda: flavored soda, flav_water: a glass of flavored sweetened water, pork_r: pork rind. snore: snore during sleep, nt_sleep: not getting enough sleep, drowsy: feeling drowsy, restless: restless sleep, tired: feel fatigue. Waist: waist circumference, BMI: Body Mass Index, WHtR: Waist-to-Height-Ratio, SBP: systolic blood pressure, DBP: diastolic blood pressure.

### Table 5. Model performance in men.

| Case                          | Classifier | Features                                                                 | ACC (%) | B.ACC (%) | PPV (%) | NPV (%) |
|-------------------------------|------------|--------------------------------------------------------------------------|---------|-----------|---------|---------|
| Whole dataset with RF         | Random forest Mtry = 10 Ntree = 800 | Waist, DBP, SBP, BMI, WHtR, Weight, Age, cola_soda, c_coffe, flav_water, tortilla, snore | 88.17 ± 0.49 | 80.73 ± 0.84 | 92.29 ± 0.36 | 70.72 ± 2.81 |
| Deep neural network           |            | Waist, DBP, SBP, BMI, WHtR, Weight, Age, cola_soda, c_coffe, flav_water, tortilla, snore | 85.30 ± 0.88 | 73.01 ± 4.86 | 59.06 ± 6.00 | 90.77 ± 2.09 |
| Complete dataset with PCC     | Deep neural network | Age, Weight, BMI, WHtR, DBP, SBP, cola_soda | 86.38 ± 0.60 | 74.63 ± 4.28 | 61.75 ± 3.54 | 91.26 ± 1.79 |
| Random forest Mtry = 2 Ntree = 800 |            | Age, Weight, BMI, WHtR, DBP, SBP, cola_soda | 83.73 ± 0.56 | 65.29 ± 0.95 | 86.05 ± 0.34 | 64.2 ± 2.95 |
| Complete dataset with chi.square | C4.5       | Waist, WHtR, BMI, DBP, SBP, Age, cola_soda | 86.38 ± 0.12 | 74.12 ± 0.38 | 89.42 ± 0.18 | 71.61 ± 0.78 |
| Resulting variables by category | Random forest Mtry = 9 Ntree = 800 | Waist, DBP, BMI, WHtR, Age, c_coffe, flav_water, hot_chili, tortilla, drowsy, cola_soda, restless, snore, nt_sleep | 87.47 ± 0.27 | 78.94 ± 0.40 | 91.49 ± 0.18 | 69.65 ± 1.04 |
| Deep neural network |            | Waist, DBP, BMI, WHtR, Age, c_coffe, flav_water, hot_chili, tortilla, drowsy, cola_soda, restless, snore, nt_sleep | 84.96 ± 1.34 | 72.52 ± 2.89 | 57.75 ± 5.58 | 90.13 ± 1.19 |

* cola_soda: medium cola soda, c_coffe: a cup of coffee, flav_water: a glass of flavored sweetened water, tortilla: corn tortilla, hot_chili: a tablespoon of hot sauce or chili in food. snore: snore during sleep, nt_sleep: not getting enough sleep, drowsy: feeling drowsy, restless: restless sleep, tired: feel fatigue. Waist: waist circumference, DBP: diastolic blood pressure. SBP: systolic blood pressure, BMI: Body Mass Index, WHtR: Waist-to-Height-Ratio.
Figure 3. Best predictive model built with C4.5 for women across 30 independent runs.

The model presented in Figure 4 represents the best predictive model created with C4.5 for men across 30 independent runs. For this model, using data from the train set, it was found that, when the WAIST variable is greater than or equal to 103 and the DBP variable is greater than or equal to 82, 89% of the patients suffer from MS, while considering 8% of the cases in the training set.

In general, by going through the branches of the classification trees, it is possible to obtain the conditions that determine whether or not a patient will be diagnosed with MS, for both women and men.

3.7. The Best Model

According the results in metrics that were obtained by the classifiers, it was possible to identify the best model as well as the most relevant features for women and men.

For women, the best model was RF with a mtry of 1 and Ntree of 300, and the following features: waist, WHtR, DBP, BMI, SBP, Weight, Age, Height, cola_soda, milk, snore, c_coffe, and oax_cheese.

In men, again, the best model was RF with a mtry of 10 and Ntree of 800, which obtained the best performance using the variables: waist, DBP, SBP, BMI, WHtR, weight, height, age, cola_soda, c_coffe, flav_water, tortilla, and snore.

The relevant features obtained are strongly related with the diagnosis and the risk of developing MetS, such as consumption habits of alcoholic beverages [50], the consumption of cola soft drinks [51,52], sleep disorders, as the action of snoring when the person is sleeping [53], weight, age [54], and the recognized by ATP III, IDF, and WHO (waist, SBP, and DBP).
Figure 4. Best predictive model built with C4.5 for men across 30 independent runs.

4. Discussion

4.1. Best Model for the Risk Calculator

The MetS is considered to be a potential risk factor for cardiovascular disease and diabetes, it has grown exponentially in Mexico and other countries. For this reason, the development of risk calculator tools is important, especially within the prevention perspective. Based on the above, researches have developed models applying machine learning algorithms to support the diagnosis or prediction of MetS, while considering diverse definitions, such as NCEP ATP III, WHO, and IDF (three of the most used criteria throughout the world [55]), which consider health parameters that must be determined with blood screening. However, other studies [19,21,56] have proved that MetS can also be diagnosed without blood studies, while taking other risk factors into consideration.

In this work, we used RF, C4.5, and DNN with the purpose of identifying risk factors that are related to anthropometric factors, sleepy manner associated with snoring, and dietary habits to predict MetS. Accordingly, [18] comparing RF with types of ANN is a prominent topic.

Each algorithm was performed by 30 independent runs, the average of ACC, B.ACC, PPV, and NPV are presented in Table 4 for women and Table 5 for men. The results for both genders shows that highest value in the metrics was obtained by the RF with a mtry = 1 and ntree = 300 for women (ACC = 84.12%, B.ACC = 62.93%, PPV = 84.78%, and NPV = 75.92%) and a mtry = 10 and ntree = 800 for men (ACC = 88.17%, B.ACC = 80.73%, PPV = 92.29%, and NPV = 70.72%).
Based on the results that are shown in Tables 4 and 5, it is possible to observe that RF and the DNN show comparable performances in ACC and B.ACC, but lower performance in PPV and high performance in NPV, however the results that are obtained by RF are close to each other, presenting a suitable solution for the prediction of MetS. The optimal model of RF was performed analyzing several models with ntree between 100 to 1000 trees and mtry between 1 to 10.

Additionally, it is essential to highlight that deep learning models do not require an earlier feature selection step; they get the features from the data; even the above is a property for DL, a better performance was obtained by selecting features by PCC, RF by category, and all characteristics. One test was carried on with all of the features, but this experiment had a more unsatisfactory performance; the main reason is the quantity of data; DL is more effective when the set has a large amount of information.

4.2. Most Relevant Features

According to the literature [54,57], weight, waist, age, diastolic, and systolic blood pressure are risk factors that are considered for the diagnosis of MetS. Likewise, in this work, we found other risk factors for men and women that have also been studied due to their relationship with MetS and obesity.

In the case of women, the best model (RF with a mtry = 1 and ntree = 300) showed that variables related to obesity, such as waist circumference and WHtR, were the ones that obtained the highest value in terms of importance; followed by the DBP and SBP, the age and the height, trouble sleeping associated with snoring, restless sleep, and somnolence. Likewise, regarding the dietary habits, we identify that women with MetS have a high consumption of cola soda, coffee, whole milk, oranges, flavored sweetened water, and flavor soda.

For men, the best model (RF with a mtry = 10 and ntree = 800) showed that the waist circumference and blood pressure (DBP and SBP) were the highest risk factors, followed by the BMI, the WHtR, the weight, and the age. Regarding the dietary habits, it was possible to identify that men with MetS preferably consume cola soda, coffee, flavored sweetened water, and corn tortilla. Additionally, like women, men have sleep problems, with snoring being the risk factor outstanding.

As can be seen in the results section, in the case of men, more specific features were revealed; therefore, variable importance is reflected in those that are related to the blood pressure (SBP and DBP). Moreover, classifiers’ performance was high; RF was the best in ACC average of 88.17%, a B.ACC of 80.73%, a PPV of 92.29%, and an NPV of 70.72%. In the case of women, the variable importance denotes a close relationship with obesity, with RF being the best classifier with an ACC of 84.12%, a B.ACC of 62.93%, a PPV of 84.78%, and an NPV 75.92%.

The most relevant features identified in this work as prognostic variables to predict MetS in Mexican women and men were strongly related to this syndrome. When the person is sleeping, the case of snoring has been a potential factor that is strongly related to obesity and the risk of suffering MetS [58]. Recent work also suggests a strong association with MetS, even when the snore eliminates the repeated apnea and hypoxia; simple snoring was still strongly associated with MetS [59]. According to studies [60,61], Mexico is one of the countries with a high consumption of sugary drinks. This study found that cola soda, flavored sweetened water, and flavor soda were common consumption habits in both men and women. However, these drinks contribute positively to the risk of developing obesity and chronic diseases [62]. Likewise, tortilla consumption has been associated with the prevalence of overweight, obesity, and MetS in Mexican adults. Coffee was another consumed beverage by both genders; nevertheless, recent studies [63,64] have reported that coffee consumption was not significantly associated with metabolic syndrome [65].

Based on these results, this work could be use for the prevention of MetS. The population can access a simple survey of the healthcare system monitoring. If some risk factors
are detected, the people can be directed to medical revision; the above might prevents future problems, by reducing the cost in laboratory tests and treatments.

4.3. Limitations

This research was based on data that were obtained from a cohort of relatively healthy adult residents of Mexico City.

5. Conclusions

In this study, different machine learning algorithms were applied; nevertheless, RF obtained the highest performance to identify the best features by gender and predict MetS without an invasive study or laboratory tests. It should be noted that RF has been one of the best machine learning algorithms to predict the MetS [18,19].

The prognostic variables that were found in both genders were positively related to obesity, blood pressure, and MetS; besides, they can be obtained in a first medical consultation and can be monitored thoroughly. Besides, the separation by gender allowed for discovering differences in dietary patterns, which can be associated with risk factors associated with the development MetS.

Although, in this study, we found a group of risk factors that support the prediction of MetS, we consider it essential to expand the data-set with data from other regions of Mexico, where diet could vary, as well as lifestyles.

Furthermore, this work implements machine learning models, and it lays the foundation to program a friendly graphic interface, including a calculator, in order to bring health monitoring tools. Additionally, implementation is recommended to be carried out directly with the obtained model since developing the equation among the obtained weights and the interaction between trees or layers.
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