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SUMMARY The bug reports expressed in natural language text usually suffer from vast, ambiguous and poorly written, which causes the challenge to the duplicate bug reports detection. Current automatic duplicate bug reports detection techniques have mainly focused on textual information and ignored some useful factors. To improve the detection accuracy, in this paper, we propose a new approach called LNG (LDA and N-gram) model which takes advantages of the topic model LDA and word-based model N-gram. The LNG considers multiple factors, including textual information, semantic correlation, word order, contextual connections, and categorial information, that potentially affect the detection accuracy. Besides, the N-gram adopted in our LNG model is improved by modifying the similarity algorithm. The experiment is conducted under more than 230,000 real bug reports of the Eclipse project. In the evaluation, we propose a new evaluation metric, namely exact-accuracy (EA) rate, which can be used to enhance the understanding of the performance of duplicates detection. The evaluation results show that all the recall rate, precision rate, and EA rate of the proposed method are higher than treating them separately. Also, the recall rate is improved by 2.96%–10.53% compared to the state-of-art approach DBTM.
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1. Introduction

With the increasing size of software projects, software is becoming more complicated. Maintenance costs are up to 2/3 of a software life cycle expense. Software bug reports are document descriptions about possible defects or errors found by software testers or users while the maintenance of software. Along with the increasing project scale and version evolution, various users submit bug reports to bug-tracking management systems. Thus, open source software like Eclipse, Firefox, and Open Office produce a great deal of duplicate bug reports. Taking Firefox as an example, the percentage of duplicate bug reports is up to 30% [1]. “Every day, almost 300 bugs appear that need triaging. This is far too much for only the Mozilla programmers to handle”, a programmer from Mozilla reported in 2005. Duplicate bug reports not only occupy hardware resources but also cause problems with bug report assignment, increasing the already high cost of software maintenance.

In order to relieve the burden of manual detection of duplicate bug reports, there are many methods developed. Initially, there was an information retrieval (IR) method applied to this problem called the Vector Space Model (VSM) [2]. Then Natural Language Processing (NLP) was combined to improve the experimental results [3], [4]. After that machine learning (ML) was adopted as another predominant approach [5]–[7]. However, most of them ignored some important factors for duplicates detection, they have primarily focused on textual information and none of them take all five types of features into account: textual information, semantic correlation, word order, contextual connections, and categorial information.

In duplicate bug reports, the keywords are usually the same because of the implicit consistency, like “error”, “open”, “close”, and “inherited”, their textual similarity is very high. Also, the bug reports are usually written by different reporters with different personal habits, they would describe the same technical issue(s) with different terms, thus the duplicate bug reports might not be textually similar in this case. The correlation degree often depends on the semantic correlation, instead of repeated words and expressions. For example, “check up” and “look over” are not textually similar but semantically similar. The textual information and semantic correlation from the bug reports measure the relevance between two bug reports from the external performance and internal characteristics respectively. The semantic correlation makes up the defects of textual information in the parts not similar in the texts. It also helps reduce the uncertainty and imprecision of duplicate bug reports described in natural languages. However, the semantic measure is usually based on bag-of-words theory which ignores the word order in the bug reports, and since it is a way of reducing the dimension of the text content, its comparison of the same textual tokens is less powerful than textual similarity. Thus, they can complement each other, so using both of them can make it possible to consider both external and internal behaviors in duplicate bug report detection.

Moreover, a sentence in bug reports is not a random clustering of words. Instead, it follows language structure rules and specifies the sequence. While two documents may exhibit similar word frequencies, the issue described may not be similar and hence have a different context. For instance, we look at Eclipse bug ID 126039 and bug ID
140192. When considering only the word frequencies, their similarity is 0.73, so they may be considered duplicates. On the other hand, when we take the word order factor into account, their similarity is only 0.28, and thus they would not be considered duplicates. The events of the bug occurrence recorded in the bug reports is also sequential, the order of words reflects that sequence. Furthermore, it is likely that word order can assist in topic inference [8]. Also, It has been proven that the contextual connections considering the association of the before words and the later words should not be ignored for duplicates detection in [9]. The categorical information from the REP model [10] is also important, which includes Product, Component, Version, Priority and Type. Furthermore, our statistical results show that the percentage of the same product and component in duplicate bug reports is very high, about 86.07% and 75.84% respectively.

In this paper, to overcome the above shortcomings, we improve the N-gram similarity algorithm and propose a novel method called the LNG model that couples the LDA model and word-level N-gram model. The topic model LDA [11], is based on semantic processing, it can find the semantic relations of duplicate bug reports. The N-gram model, is based on word processing and context-sensitive likeliness of occurrence, it ensures the strict comparison of the same textual tokens in the case of high textually similar. By combining them, the LNG model takes the advantages of both fields: textual and topic similarity measurement. Compared with other approaches, the combination model (LNG) considered more factors. These factors include textual information, semantic correlation, word order, contextual connections, and other structural information like categorical information. Moreover, we also propose a new evaluation method, EA rate, which reflects the rate of exact accuracy besides precision and recall measures. EA rate measure helps us to ensure how correct the approach performs neither missing a duplicate bug report nor wrongly detecting any redundant bug report as duplicate.

The process of the LNG modeling is illustrated in Fig. 1. The bug repository is organized as a data structure - a list of buckets. The key of each bucket is a master bug report, and then there are the duplicate bug reports with this master bug report. When duplicate bug reports are detected, we only consider the master bug report. As an example, this figure implies a training sample containing only two topics $k_1$ and $k_2$. In this paper, we divided our procedure into three phases.

First, we trained the topic model LDA using the training sample, which yielded the conditional distribution of the words within the topics $p(w|z)$ and conditional distribution of topics within documents $p(z|d)$ of each master bug report. We also got the term frequency of each master bug report with the N-gram modeling step. When there is a new bug report, we get its $p(z|d_{new})$ by the trained $p(w|z)$ in LDA modeling step, and then using the topic distribution $p(z|d)$, obtain the LDA similarity with each master bug report using the cosine similarity method. On the other hand, we get its term frequency through the N-gram model, and then obtain the N-gram similarity with each master bug report.

Next, we linear combine the two similarities and apply a machine learning technique to automatically adjust the weights.

Finally, the categorical information was utilized to fine tune the similarity. When the final holistic similarity is greater than the set threshold value, the bug reports will be recommended as duplicate results.

The main contributions of this paper are as follows:
• We detect duplicate bug reports by considering more different factors that potentially affect the detection accuracy. In particular, we consider the following factors: surface textual information, internal semantic correlation, word order, contextual connections, and categorical information.

• We improve the N-gram similarity algorithm and propose a new method called LNG model, which takes the strength of both semantic features from LDA topic model and textual features from word-level N-gram model.

• The experimental evaluation on more than 230,000 real bug reports from the Eclipse project show that our LNG model improves the recall rate of the state-of-art approach DBTM by 2.96%-10.53%. In addition, we propose a new measure metric (EA rate) aside from the precision and recall rates to enhance the understanding of an approach performance.

The remainder of this paper is organized as follows: Chapter 2 discusses the related work. Chapter 3 presents our approach to detailed duplicate bug report detection. Chapter 4 shows and discusses the experimental results. Chapter 5 presents the validity threats of our work. Chapter 6 makes a conclusion.

2. Related Work

To detect the duplicate bug reports, an increasing number of experts currently involve themselves into this field. Most of the early works were statistical IR approaches. In 2005, Anvik et al. [1] built a statistical model, using the cosine similarity and were able to detect 28% of all duplicate bug reports on the Firefox project. Hiew et al. [1] applied VSM to detect duplicate bug reports, which models a bug report as a vector. VSM [12] was adopted in previous ways of automatic detection of duplicate bug reports. However, the corpus to be processed usually reaches into 100,000 documents which are extremely massive. Moreover, the vector space has a high dimension, sparse data, and noise problems which lead to inefficient execution and a low recall rate as well as precision rate. Sureka and Jalote [13] used a character N-gram based model to detect duplicate bug reports, which applied N-gram at the character level. Its dataset was 200,000 bug reports from the open-source Eclipse project. The recall rate was 33.92% for the Top 50 results on 1100 randomly selected test cases and 61.94% for 2270 randomly selected test cases with a title to title similarity of more than a pre-defined threshold of 50. Sun et al. [14] proposed an REP model, an advanced IR approach, to calculate the similarity between two bug reports. In addition to textual content in summary and description of bug reports, other non-textual aspects including product, component, and version were also utilized for detection. They also extended BM25F [15], which is a document similarity formula built upon Tf-Idf.

Runeson P. et al. [3] applied Natural Language Processing (NLP) on the bug reports with 30% precision. Wang XY et al. [4] added execution information on the basis of Runeson P.’s research, the recall rate was around 93%, and the precision rate 67%. The method improved the recall rate greatly, but the execution information is difficult to be obtained for specific bugs and often unavailable for typical bug reports.

The Machine Learning (ML) method is also a popular method on duplicate bug reports detection. Jalbert and Weimer [5] developed a system that automatically classifies duplicate bug reports. They used textual similarity, surface features, and graph clustering to predict duplicate status. And then Tian et al. [10] extended Jalbert and Weimer’s work [5] by utilizing REP. Based on the research of Runeson P. et al., Sun et al. [6] mapped the vectorized and identified bug reports to a discriminative model, and then trained an SVM classifier to detect duplicate bug reports. Compared with Runeson P.’s method, Sun’s precision rate was about 20% higher.

All the above methods are primary word-based methods, they can diagnose the bug reports which are lexical similar. However, it is difficult in solving the problems of synonymy and polysemy in bug reports, so semantic information is necessary to help further improve the performance of word-based methods.

Recently, much attention has focused on comparing and combining two different classes of approaches. Kaushik and Tahvildari [16] investigated on the performance of the traditional VSM and the topic based models, compared them in an evaluation on the Eclipse and Firefox projects. They achieved a recall rate of 60% and 58% on Eclipse and Firefox, respectively. Zhou and Zhang [17] proposed BugSim, a method related to SVM and BM25F. Nguyen et al. [7] proposed DBTM with a combination of T-Model and BM25F, they considered IR-based features and topic-based features. Their evaluation showed that DBTM could improve the state-of-the-art approaches by up to 20% in accuracy on Eclipse, OpenOffice, and Mozilla, the highest is about 86%, which is higher than other duplicate bug reports detection approaches. These combined methods improved the detection on duplicate bug reports to a certain degree, but they also ignored some important factors for duplicates detection. Similarly, in this paper, we couple the word-based N-gram model and topic-based LDA model. However, differing from their research, we not only considered the textual similarity, semantic similarity but also take word order, contextual and categorical features into account, improving the detection accuracy.

Other studies on duplicate bug reports also should be noted. Zhang et al. [18] presented an survey on the existing work on bug-report analysis. Aggarwal et al. [19] proposed a simpler software-literature context method to detect duplicate bug reports. Thung et al. [20] have developed a tool called DupFinder that implements a unsupervised duplicate bug report detection technique. Alipour et al. [5] proved that the contextual approach should be considered. Lazar et al. [21] presented an improved method to detect duplicate bug reports based on textual similarity measures. Rastkar
et al. [22] indicated that generated bug report summaries could provide help for duplicates detection tasks. Banerjee et al. [23] utilized common sequence matching for duplicate report detection on Firefox and Eclipse, achieved a duplicate recall rate above 70% on Firefox. Amoui et al. [24] designed and developed a search-based duplicate bug detection framework on BlackBerry. Lerch and Mezini [25] proposed a method that only uses stack traces and their structure, which was available without a written bug report. Gopalan and Krishna [26] proposed a clustering based approach to detect duplicate bug reports on Mozilla, Eclipse and Open Office projects. Zhang et al. [27] developed a novel technique for duplicate bug report detection and classification of bug reports, which reduced the time and effort of triages. They used SVM to check whether it was a duplicate bug report, and then evaluated it on the Mozilla project. Other researchers studied bug reports based on different types, quality and severity [28]–[30].

3. The Proposed Method

Our proposed method consists of mainly two parts. First, we construct LDA topic model and calculate the LDA similarity. Next one is to linearly combine the N-gram similarity with a parameter setting by weight training, and then utilizing the categorial information to fine tune the similarity. If the similarity is greater than the set threshold value, they are considered duplicates.

3.1 Data Preprocessing

Since the original report file is organized in the form of an XML file containing a lot of redundant information, we used the java SAX parser to extract four kinds of key information including the short summary, detailed description, categorial and duplication information. The short summary and detailed description are included in the textual information. The categorial information contains four parts of bug reports: classification, product, component and version. The duplication information is used to validate the accuracy of the experimental results.

A bug report consists of multiple fields. The fields in different projects may vary to some extent, but in general they are similar. Table 1 lists the main fields of bug reports and an example of Eclipse bug report #9.

Since there are some invalid bug reports in the training sample space, we need to remove them. If the title and content of the original bug report are all null, which means that this report is non-existent, it should be eliminated. For example, bug report ID 511.

The data preprocessing is followed by extracting data includes data cleaning, word splitting, stemming, synonyms transforming, stop words filtering, and lower case transforming. Note that, the data cleaning process is different from common text processing, because most of the description of the bug has invalid information expressed in a fixed sentence pattern, such as:

| Field       | Description | Example      |
|-------------|-------------|--------------|
| bug_id      | Bug id      | 9            |
| creation_ts | Creation time of bug | 2001-10-10 21:34 |
| short_desc  | Summary: concise description of the issue | VCM Implementation - allow root resource to be passed |
| long_desc   | Description: detailed outline of the issue, such as what is the issue and how it happens | The implementation has to be changed because a root resource might be passed where an IResource is expected. See also IGETR435U. NOTES: KM (4/26/01 3:54:24 PM) This PR is very old. It should either be fixed, moved to future, or obsolete. Obsolete. PRODUCT VERSION: Eclipse Platform 0.20 |
| classification | Which classification the issue is about | Eclipse |
| product     | Which product the issue is about | Platform |
| component   | Which component the issue is about | Team |
| version     | The version of the product the issue is about | 2.0 |
| resolution  | Resolution status, e.g., FIXED, WONTFIX, DUPLICATE | WONTFIX |
| priority    | The priority of the report, e.g., P1, P2, P3 | P3 |
| reporter    | The reporter of the issue | Jean-Michel Lemieux |

1. Fixed in HEAD.
Available in builds > N20071108-0010. Available in builds > N20071108-0010.

2. *** Bug 208441 has been marked as a duplicate of this bug. ***

The sentence pattern 1 shows that the bug has been revised in previous versions, while pattern 2 points out which bugs are marked as duplicate bugs. The two patterns mentioned above have no connection with the bug itself. Since there is a lot of this kind of information in the original file and it produces a large number of duplicate invalid information which will eventually have a great influence on the experimental results, they are removed according to the fixed patterns.

After data cleaning, we split sentences and terms for the bug reports. Next, the stem word was extracted to remove the affixes and get the root, thereby removing the difference among original words, adjectives and verbs. Synonym transforming is to remove the effect of the same vocabulary with different expressions. For example, “Control+Tab” which is a shortcut key, there are Control-Tab, Ctrl+Tab, Ctrl-Tab, CtrlTab and other different ways of expression due to varied personal habits. And then filtering the stop words there are common high frequency insignificant words in natural languages, such as “a”, “is”, “about” and so on, in which often results in meaningless and expensive processing. The final step is lower case transforming, we converts all the words to lowercase in the experiments. In this paper, the preprocessing was carried out
using GATE [31] and Lucene [32].

3.2 Topic Modeling with LDA

To construct the topic model, we used natural language processing toolkit MALLET [33] (Machine Learning for Language Toolkit). By MALLET, we converted all the texts of the training sample spaces to featured sequences, and set the number of topics according to the size of the sample space.

3.2.1 Constructing Topic Model

In topic model [34], [35], the topic is represented by the conditional probability distribution of words in the vocabulary. Topic models have been applied to various software engineering research questions, such as software evolution [36], [37], software defect prediction [38], and software change message classification in our previous work [39]. The main problem of topic model is how to extract the topic from the corpus and analyze it. If viewed from the generative model perspective, every word of an article is obtained through the process of “choosing a topic according to a certain probability, and then choosing a word from it according to a certain probability”.

There are two principal methods of training and reasoning topic models. One is PLSA [40] (Probabilistic Latent Semantic Analysis), the other is LDA (Latent Dirichlet Allocation). PLSA mainly uses EM [41] (expectation maximization) algorithm while LDA adopts Gibbs sampling method [42]. In the PLSA, document probability is associated with a particular document and lack of natural methods to deal with new documents. With increasing document amount, the parameters to be estimated also increase linearly, so it is not suitable for a massive data set. Compared with the PLSA model, the LDA model is a completely generative model which regards blend weights of topics as random variables of T dimension parameters rather than a set of individual parameters directly related to the training data. The proposed method was based on LDA for the corpus.

LDA [43] supposes that all documents have K topics. Assuming that the K dimensional vector \( \alpha \) is the parameter of the prior data distribution of the topic, \( K \times V \) matrix \( \beta \) is the parameter of the distribution of the words (\( V \) is the sum of words) in the topic, i.e. \( \beta_{ij} = p(w_j|z_i) \) = the probability of the word \( w_j \) in the \( i \)th topic. Thus, we generate a document topic distribution and \( N \) topics. The probability of the \( N \) words is expressed as:

\[
p(\theta, z, w) = p(\theta|\alpha) \prod_{n=1}^{N} p(z_n|\theta)(w_n|z_n, \beta)
\]

(1)

Where \( \theta \) is the topic distribution vector of the document, \( z \) is the topic vector of \( N \) dimensions, and \( w \) is the vector composed of the \( N \) words. Since \( \theta \) and \( z \) are latent variables which cannot be observed, they are eliminated through marginal distribution from the left:

\[
p(w|\alpha, \beta) = \int p(\theta|\alpha) \prod_{n=1}^{N} p(z_n|\theta)(w_n|z_n, \beta) d\theta
\]

(2)

To corpus \( D \) which has \( M \) documents,

\[
p(D|\alpha, \beta) = \sum_{d=1}^{M} p(w_d|\alpha, \beta)
\]

(3)

Thus

\[
p(D|\alpha, \beta) = \prod_{d=1}^{M} \int p(\theta_d|\alpha)(\prod_{n=1}^{N} p(z_{dn}|\theta_d)p(w_{dn}|z_{dn}, \beta))d\theta_d
\]

(4)

As shown above, the process of constructing the LDA model is a process of achieving maximized parameters \( \alpha \) and \( \beta \) of \( p(D|\alpha, \beta) \).

We obtain \( p(w|z), \alpha \) and \( \beta \) after building a topic model, and then deduce the topics of the new unlabeled texts by the trained topic model and predict its corresponding topic distribution which is also the conditional probability distribution of the document in the topic space.

\[
p(\theta, z|w, \alpha, \beta) = \frac{p(\theta, z, w|\alpha, \beta)}{p(w|\alpha, \beta)}
\]

(5)

3.2.2 Calculate LDA Similarity

We used the constructed topic model to get the document-topic matrix, converted the entire document-topic matrix into a vector space, and then calculated the similarity between the bug reports in the testing sample space.

There are a lot of vector space similarity measurement methods: Kullback-Leibler Divergence, cosine similarity [12], and so on. The experiments results show that the final results of the Kullback-Leibler Divergence and the cosine similarity were almost the same, which could be interchanged. The cosine similarity threshold of 0.9 roughly corresponds to the Kullback-Leibler Divergence threshold of 0.45 while the cosine similarity threshold of 0.85 roughly corresponds to the Kullback-Leibler Divergence threshold of 0.5 in the dataset. In this paper cosine similarity was adopted. To calculate the similarity of the testing sample document \( D_1 \) and \( D_2 \), the vector of document \( D_1 \) in the \( i \)th dimension topic space is \( d_{1i} \), and that of document \( D_2 \) is \( d_{2i} \). The similarity calculation formula is as follows:

\[
Sim(d_1, d_2) = \frac{\sum_{i} (d_{1i} * d_{2i})}{\sqrt{\sum_{i} d_{1i}^2 * \sum_{i} d_{2i}^2}}
\]

(6)

Note that, the cosine value ranges from 0 to 1. The bigger the angle is, the smaller the cosine value is. From the relationship between space and similarity, we can find that if the cosine value is bigger, the space similarity or semantic similarity between two documents is higher.

3.3 N-gram Modeling

The N-gram model [44] is a frequently-used model based
on word processing, it is also widely used in text classification and information retrieve [44], [45]. N-gram means that a certain sentence is a contiguous sequence of n words in a given text (also can be letters or phrases). N can take any value depend on the dataset. Generally, the experiment result is better when N =3, 4, or 5. Give an example of 3-gram sequence, when the sentence is “Duplication Detection for Bug Reports”, the sequence is {Duplication Detection, for, Detection for Bug, for Bug Reports}.

The N-gram algorithm is shown in Algorithm 1. As shown, we firstly get the N-gram items of bug reports and the term frequency, and then count the \(count_1\) and \(count_2\) by comparing two bug reports; finally we get the N-gram similarity.

The N-gram method adopted in this paper is word-level N-gram and the similarity algorithm is improved from the original one [46]. In the original N-gram similarity algorithm, the similarity of two bug reports is asymmetric. For example, the items of bug report BR1 is \{word_1, word_2, word_3, word_4\}, the items of bug report BR2 is \{word_1, word_2, word_3, word_4\}, the items of bug report BR3 is also \{word_1, word_2, word_3, word_4\}. Intuitively, it is obvious that the similarity of BR2-BR1 is not 1 since their items are not all the same, and it is less than the similarity of BR2-BR3 because the items of BR2 and BR3 are more similar than BR2 and BR1. However, when calculating the similarity using the original N-gram similarity algorithm, the similarity of BR1-BR2 is 0.75(6/8), the similarity of BR2-BR1 is 1(8/8), and the similarity of BR2-BR3 is 1(8/8). That is, the similarity of BR2-BR1 and BR2-BR3 are equal, both are asymmetrical. In our N-gram similarity algorithm, we compare the items of bug report BR1 across the bug report BR2 first, and then compare the items of BR2 across the BR1. The two-way traversal ensures that both the similarity of BR1-BR2 and BR2-BR1 are 0.875(7/8), the similarity of BR2-BR3 and BR3-BR2 is 1(8/8). That is, our N-gram similarity algorithm is symmetrical and it is also consistent with the previous experiential thought. Furthermore, our proposed word-level N-gram model improves the recall rate result on the Eclipse dataset by nearly 3.4% on average.

### 3.4 The LNG Model

The LDA and N-gram model have different advantages in detection of duplicate bug reports. The N-gram model is stricter in comparison, which is better in the detection of duplicate bug reports written with the same textual tokens. The topic model LDA can detect the topic similarity between two bug reports even when they are not similar textually. To the bug report, it can be divided into two parts: the bug description by natural language and the bug runtime information. To the bug description part, it is vast and ambiguous, the topic model LDA will be better. As to the runtime information part, it is usually textual similar, the word-based model N-gram will be better. By combining the two models, the LNG model takes both of the advantages of them, and takes the textual information, semantic correlation, word order, and contextual connections features into account. In addition, the LNG model also considers the categorical information. These non-textual features clearly help improve the performance of duplicate bug reports detection [14]. They reflect the relation of bug reports to a certain degree. Take product and component as an example, our statistical results show that the percentage is very high, about 86.07% of duplicate bug reports belong to the same product and 75.84% belong to the same component as seen in Table 2.

The overall procedure of the LNG model is shown in Algorithm 2. The LNG method consists of five steps. First, we construct the training and test sample spaces. Next, we use MALLET tool to construct the topic model LDA in the training sample space, and apply the LDA model to infer the topic of the test sample space, and calculate the LDA similarity between the documents through the cosine similarity method. Then, we extract the N-gram sequence and calculate the N-gram similarity through the terms frequency statistics. Finally, we combine the LDA similarity and N-gram similarity to obtain the total similarity. In addition, we utilize the categorical information to fine tune the similarity. If one of the categorical information of two bug reports is
Algorithm 2 The LNG Model Algorithm

Estimate weights(B, N, T, SInf)

Input: B: bug report collection in the dataset, N: the N-gram parameter, T: the LDA parameter topic number, SInf: categorical information of bug reports.

Output: the similarity of every two bug reports (The range is [0, 1], the two bug reports are more similar when the similarity is higher)

Method:
Build training sample space S_train
Create testing sample space S_test
// training for LDA model
TrainLDA(S_train)
// applying the trained LDA model
ApplyLDA(S_test)

for all bug report B ∈ S_test do
Get the docs-topic matrix

end for

// calculate the LDA similarity between every two bug reports
list(LDASim(Btest1, Btest2)) = LDASimilarityCalc(Btest)

for all bug report B ∈ S_test do
Extract the N-gram items
end for

// calculate the N-gram similarity between every two bug reports
Get the total term frequency
Count the same items

list(NgramSim(Btest1, Btest2)) = NgramSimilarityCalc(Btest)
// combined the LDA similarity and N-gram similarity

ListSim(Btest1, Btest2) = WeightSum(list(LDASim(Btest1, Btest2)), list(NgramSim(Btest1, Btest2)))
// utilizing the categorical information to fine tune the sim, the weight of
// categorical information is 0.1, and each categorical information is 0.025.

for all categorical information SInf ∈ [classification, product, component, version] do
if (Btest1.SInf = Btest2.SInf) then
if (Sim(Btest1, Btest2) ≤ 0.975) then
Sim(Btest1, Btest2) = Sim(Btest1, Btest2) + 0.025
end if
else
end if
end for

Return the similarity of every two bug reports

equal, increasing the similarity by 0.025 when the similarity is less than or equal to 0.975. When it is more than 0.975, we set the similarity to 1. The algorithm returns the similarity of every two bug reports, if the similarity is greater than the threshold value, they are set as duplicates.

In the step of the combining similarity between the LDA and the N-gram, we use a machine learning technique called Ensemble Averaging\(^1\) and a linear combination.

\[
\text{Similarity} = \alpha_1 \cdot \text{LDA similarity} + \alpha_2 \cdot \text{Ngram similarity} \quad (7)
\]

Where \(\alpha_1\) and \(\alpha_2\) are the parameters to control the significances of the models in detecting duplicate bug reports. \(\alpha_1\) is the weight of the LDA model, \(\alpha_2\) is the weight of the N-gram model. If \(\alpha_1\) is equal to 1, and \(\alpha_2\) is equal to 0, it is the LDA model. If \(\alpha_1\) is equal to 0, and \(\alpha_2\) is equal to 1, it is the N-gram model. So the LDA model and the N-gram model are the specializations of the LNG model respectively. Since the sum of \(\alpha_1\) and \(\alpha_2\) is equal to 1, we only have to learn the LDA weight \(\alpha_1\), then \(\alpha_2\) is equal to \(1 - \alpha_1\). \(\alpha_1\) is learned by a simple cross-validation and a searching algorithm.

Figure 2 shows the \(\alpha_1\) training algorithm. Function MAP and parameters \(\alpha_1\) are initialized first. Then we calculate the LDA similarity \(\text{LDASim}\) and N-gram similarity \(\text{NgramSim}\) between test bug reports. The two similarities are combined into \(\text{Sim}\) with the formula (7). The similarity values \(\text{Sim}\) are used to get the duplicate results \(L_{pred}\). We take \(L_{pred}\) to evaluate a goal function \(\text{MAP}\), which is used to find the optimized value of \(\alpha_1\). The \(\alpha_1\) increased with a step of 0.01 every time. When we obtain the highest value for \(\text{MAP}\), The optimal \(\alpha_1\) value will be returned. The goal function \(\text{MAP}\) in our algorithm is the mean average precision as previously proposed [14].

\[
\text{MAP}(L_{test}, L_{pred}) = \frac{1}{|L_{test}|} \sum_{i=1}^{|L_{test}|} \frac{1}{\text{index}_i} \quad (8)
\]

Where \(L_{test}\) is the real duplicate links in the testing set; \(L_{pred}\) is the ranked list of predicted links; \(\text{index}_i\) is the index where the true duplicate group is retrieved for the \(i\)-th query. \(\text{MAP}\) measures how well the algorithm ranks the true links, using it as a goal function to train. Then, using the trained weights \(\alpha_1\) and \(\alpha_2\) to calculate the combination of text and topic similarity \(\text{Sim}\). After that, the categorical information is added to get the final similarity. The higher the final similarity is, the more likely the test bug reports are duplicates.

4. Experiments

4.1 Data Sets

In our experiment, we use the bug report dataset of the Eclipse\(^2\) project, which is one of the most popular open source projects and has millions of users worldwide\(^3\),\(^4\). The bug reports are stored and tracked by the Bugzilla tool\(^5\).\(^6\). For the evaluation, we collected 213,000 bug reports generated from 2001.10 to 2007.12. After removing the invalid bug reports, there are 211,843 remained, among which, 27,838 are marked as “duplicate”. And then a small test sample is constructed to validate the experiment results like other papers [7], [14]. In order to simulate the real source data to the maximum extent, we should keep the ratio of the non-duplicate and duplicate bug reports in the test sample space at the same rate as the real source data. In

\(^1\)http://en.wikipedia.org/wiki/Ensemble_averaging
\(^2\)http://www.eclipse.org/
\(^3\)https://bugs.eclipse.org/bugs/
\(^4\)http://numberof.net/number-of-eclipse-users/
the real source data, the rate of duplicate is 27,838/211,843, about 13%, so we also select 13% as duplicates, which contained 200 duplicate bug reports. Thus, there are totally about 1538 bug reports in the test sample space, the number of non-duplicate bug reports is 1338 (1538-200). In the experiment of this paper, we first randomly sampled 200 duplicate bug reports, and then added the related bug reports which are duplicates to each other with the 200 bug reports from the Eclipse official website. The remaining non-duplicate bug reports were also randomly selected from the non-duplicate dataset as disturbances. Then, the test sample space was constructed completely, and the remaining was selected as the training data.

4.2 Evaluation Criteria

Precision and recall, which are commonly used to measure the accuracy of classification algorithms, are used to evaluate the effectiveness of LNG and other comparative methods.

\[
\text{RecallRate} = \frac{N_{\text{detected}}}{N_{\text{total}}} \quad (9)
\]

\[
\text{PrecisionRate} = \frac{N_{\text{detected}}}{N_{\text{detectedall}}} \quad (10)
\]

Where \(N_{\text{detected}}\) is the number of correct experimental detections of duplicate bug reports, \(N_{\text{total}}\) is the total number of the actual duplicate reports, \(N_{\text{detectedall}}\) is the total number of reports labeled as duplicate in the experimental detections (including the right and wrong). Both of the two metrics can evaluate the effectiveness of the results, but we wonder how exact correct the approach performs in some situation, the exact correct means neither missing a duplicate bug report nor wrongly detecting any redundant bug report as duplicate, when there is one duplicates, they can detect one duplicate, when there are two duplicates, they can detect two duplicates etc. So we propose a new measure metric aside from the precision and recall rates to enhance the understanding of an approach performance which is called EA rate.

\[
\text{EARate} = \frac{N_{\text{accuracy}}}{N_{\text{all}}} \quad (11)
\]

Where \(N_{\text{accuracy}}\) is the number of bug reports whose duplicates are detected exactly correct, \(N_{\text{all}}\) is the total number of bug reports which is the real duplicate links in the testing sample space.

A high EA rate implies a high recall rate and a high precision rate, nor do high recall rate or high precision rate means high EA rate. In addition, the experiment to support the EA rate is shown in Fig. 4, Fig. 5, and Fig. 6 of Sect. 4.4.

4.3 Research Questions

We focus on the following four research questions:

**RQ1)** How effective is our proposed word-level N-gram? To the problem of whether our proposed word-level N-gram is working better or not, we compare the recall results of our improved N-gram similarity algorithm with Sureka’s character N-gram to validate its effectiveness. The results show that how much improvement our proposed word-level N-gram gain over the previous character N-gram.

**RQ2)** Under what conditions are the optimum experimental results achieved? In the experiment, many parameters will affect the quality of the modeling and the experiments results, like the number of topics \(K\), the N-gram parameter \(N\) and the thresholds. We want to explore the effect of varying the number of topics, \(N\) and thresholds to the performance of LNG.

**RQ3)** Whether the combination of LDA and N-gram model results in better or poorer performance? In this research question, we want to answer whether the LNG model is superior to the previous LDA and N-gram model. We compare the results of LDA, N-gram and LNG to demonstrate whether the combination of LDA and N-gram model performs better.

**RQ4)** How much improvement could our LNG model gain over Wang XY’s results, REP, BM25F and DBTM? As to how well does our LNG model work compare with other methods, we compare our LNG model with Wang XY’s results, REP, BM25F and DBTM. This question could be used to confirm how much improvement our LNG model could gain over the state-of-art approaches.

4.4 Results and Discussion

4.4.1 How Effective Is Our Proposed Word-Level N-gram?

Figure 3 shows the recall rate of our proposed word-level N-gram model in comparison with Sureka’s character N-gram on the Eclipse Data Set, where the x-axis indicates different values of \(k\) for Top-k results (top \(k\) bug reports descending ordered by similarity), and the y-axis indicates the corresponding recall rate. The parameter \(N\) for the N-gram in this experiment is set to 3. In the comparison experiment, we implement Sureka’s N-gram [13] on our dataset with the same parameter setting of our approach.

From Fig. 3, we can see our proposed word-level N-gram achieves higher recall rate in comparison with
The influence of the number of topics on the experiment results. 

Sureka’s character-level N-gram. We improved the result by approximately 3.4% on average.

4.4.2 Under What Conditions Are the Optimum Experimental Results Achieved?

The parameter selection will directly affect the quality of the modeling and the experiments results when building models for specific sample spaces. We ran LNG on Eclipse data set as topics number $T$ was varied from 5 to 100 with the step of 5. Figure 4 shows that the influence of the number of topics on the experiment results with the parameter $N = 3$, threshold = 0.5. The precision rate increases with the number of topics at first, and then reaches a steady state later, while the recall rate overall is on a slow but steady downward curve, but the recall rate is always at a high level. Especially when the number of topics is 45, both the recall and precision rates reached 95.8%. Furthermore, the EA rate increases at first, reaches a peak at 45 topics and then declines.

From Fig. 4, we see that when there are too few topics (topics number $T < 30$), the precision rate is low. This is reasonable because the discrimination between topics is not obvious enough and the particle size distribution is insufficient, the number of features of bug reports is too small to distinguish their technical functions, which leads to much unsatisfying results. When $N$ is 3 or 4, the recall rate and precision rate achieve reasonable values, especially when $N$ is equal to 3, the experimental results achieve the highest correct results. When $N$ is greater than 4, the precision rate stabilizes at 1, but the recall rate drops down sharply. The reason might be because N-gram items are too long to match, which leads to missing the correct results. This suggests that the parameter $N$ should be set to a reasonable value ($N = 3$, or 4). This is also consistent with the typical values in most cases [47], [48]. Duplicate bug reports detection should first consider the recall rate, and then the precision rate, because the recall rate reflects the correct rate of the duplicate bug reports, which tells us whether this method is feasible, while the precision rate refers to the manual cost reduction rate in duplicates detection. This is just like cost-sensitive theory [49], which means the cost of erroneously diagnosing duplicate bug reports as non-duplicates may be much higher than that of diagnosing non-duplicate bug reports as duplicates. Diagnosing duplicate bug reports as non-duplicates signifies a reduction in the recall rate while diagnosing non-duplicate bug reports as duplicates signifies a reduction in the precision rate. The priority of the recall rate is higher than the precision rate. After overall consideration, we chose $N = 3$ as the optimal value, the recall rate, precision rate are at 95.8%, the EA rate also reaches the highest rate.

From Fig. 4 and Fig. 5, we can see that the EA rate curve is related with the recall rate and the precision rate curve. The first half of the EA rate curve is close to the precision rate curve; the second half is close to the recall rate curve. It expresses the shortcoming of recall rate and precision rate, which represent the weakness of a certain model to some extent. When the EA rate is high, means both the recall rate and precision rate are high, the model can be considered as an excellent model.

The setting of weight and threshold will also affect the experiment results. Since the weights of the LDA model and N-gram model are automatically updated to the optimum by machine learning, we just considered the threshold. Figure 6 shows the change of the recall rate, precision rate and EA rate using different thresholds with the parameter $N = 3$, topics number $T = 45$.

As shown in Fig. 6, when the weight is updated to the
optimum by the adaptive adjustment algorithm, the recall rate as a whole decreases with the threshold. Thus, when the threshold is high (threshold > 0.6), the obtained results have a low recall rate, which is from the less experimental results. Both the precision rate and EA rate increase at first and then decline, which represents the threshold should be set to an appropriate value (0.2 < threshold < 0.6). In the experiments, the best threshold value is 0.5, which the recall rate and precision rate all reach 95.8%, the accuracy reaches 90.9%.

To explore the influence of the weight of categorial information on the experiment results, Fig. 7 shows the results with the parameter $N = 3$, topics number $T = 45$, threshold = 0.5. The weight of the categorial information is varied from 0 to 1 with the step of 0.1. As shown in Fig. 7, the recall rate as a whole increases with the weight of categorial information while the precision rate decreases. When the weight is 0, the categorial information is not used, and we obtain a low recall rate. When the weight of categorial information is 0.1, both the recall rate and precision rate are very high, reaching 95.8%. This suggests that the categorial information can help improve the performance of duplicate detection. When the weight is greater than 0.1, the recall rate is relatively high, but the precision rate and EA rate drop sharply. The reason might be because there are many recommended results which lead to more incorrect results. Only when the weight of categorial information is set to a reasonable value (0.1), both the recall rate and precision rate achieve the best results. Similar to Fig. 5, we choose 0.1 as the optimal weight of categorial information.

To explore the relation between the performance of LNG and the amount of bug reports, we first select 1538 bug reports from 2006.12.16 to 2007.12.15 as the test sample according to Sect. 4.1, and then divided the remaining datasets into 6 non-overlapping frames (or windows) by the creation time. Each frame contains 12 months bug reports, and the number of bug reports from frame 0 to frame 5 is 43,693, 46,876, 40,374, 32,606, 20,513, and 22,374 respectively. For example, frame 0 contains the bug reports generated from 2006.12.16 to 2007.12.15; frame 1 contains the bug reports generated from 2005.12.16 to 2006.12.15 et al.. The validation process proceeds as follows: First, we train using bug reports in frame 0 and test the bug reports in the test sample. Then, we train using bug reports in frame 0 and frame 1 and use the similar way to test the bug reports in the test sample and so on. In the final fold, we train using bug reports in frame 0-5 and test the bug reports in test sample. Figure 8 shows the experimental results with the parameter $N = 3$, topics number $T = 45$, threshold = 0.5. As shown in Fig. 8, the precision rate and the EA rate grow slightly with the increase of the size of the training data, while the recall rate fluctuates around 0.95. When training using bug reports in frame 0-5, the results achieve the best results. The reason might be because the large amount of training data constructs the LDA model well, the topics reflect well the technical issues in those bug reports.

Similarly, to explore the relation between the performance of LNG and the number of words, we visualize the five number summary of words for bug reports as shown in Fig. 9, where the x-axis is the training data, and the y-axis indicates the number of words.
more, we count the sum of the number of words from frame 0 to frame 5, is 16,735,957, 16,367,508, 13,976,052, 12,027,232, 7,395,102, and 10,279,416 respectively. And then, we compute the average number of words (i.e., document size) for each group of training data. In detail, we sort the 6 groups of training data in ascending order, namely from group 0 to group 5. The number of words from group 0 to group 5 is 359.54, 361.3, 361.4, 365.51, 371.94 and 383.04 respectively. Figure 10 shows the influence of the number of words on the experiment results with the parameter $N = 3$, topics number $T = 45$, threshold $= 0.5$, where the x-axis denotes the different groups ascending ordered by the average number of words. As shown in Fig. 10, the recall rate grows slightly with the increase of the number of words while the precision rate fluctuates around 0.95. The reason for the increasing recall rate might be because larger document size means larger training data, which constructs the LDA model better, and the topics reflect the technical issues well.

Also, we randomly sampled 10 groups of bug reports as test samples to explore the stability of the LNG model according to Sect. 4.1, which contain 200, 400, 600, 800, 1000, 1200, 1400, 1600, 1800, 2000 duplicate bug reports respectively. We named them from group 0 to group 9. Figure 11 shows the experimental results. As shown in Fig. 9, we can see that the recall rate fluctuates with the test sample, but is relatively stable at a high rate. The precision rate always keeps the high rate on different groups of test sample.

As mentioned above, the different values of parameters affect the detection results. There is no provably optimal choice for the parameters [50], [51]. The choice is a trade-off between coarser parameters (smaller value) and finer-grained parameters (larger value). So a reasonable choice should be made which is mainly dependent on the experiments and experience of the experimenter.

4.4.3 Whether the Combination of LDA and N-Gram Model Results in Better or Poorer Performance?

Since there is a question as to whether the LNG model is superior to the previous LDA and N-gram model, Fig. 12 shows the recall rate, precision rate, and EA rate of the LNG model, LDA model, and N-gram model with the parameter $N = 3$, topics number $T = 45$, the threshold = 0.5. From Fig. 12, we can see the LNG model can improve the performance than the related LDA or N-gram model, since its recall rate, precision rate and EA rate are all greater than the LDA or N-gram model. In addition, the results also show that the N-gram model performs better than the LDA model. Considering that the topic model LDA is suitable for large text, but bug reports are not always large, this may explain why the word-based model N-gram performs better than the topic model LDA. In the bug report detection field, word-based models are superior to topic models.

4.4.4 How Much Improvement Could Our LNG Model Gain over Wang XY’s Results, REP, BM25F and DBTM?

Since the highest recall rate so far is Wang XY’s results [4], which considered the execution information. The comparison of LNG with Wang X Y’s result is shown in Fig. 13. As shown in Fig. 13, the recall rate parallels that of Wang XY [4], but the precision is improved except the number of topics is 10. Compared with the traditional method which adopted to detect duplicate bug report with executive information, the recall rates are stable when using different number of topics, roughly the same at about 95%, but most of the precision rates are greater than Wang XY’s results. As for this experiment, when 50 topics were selected, the pre-
The precision rate was up to 95.8%, which was an obvious increase compared with 67% by the traditional method.

Since most of papers used recall rate to evaluate the experimental results, Fig. 14 displays the recall result of LNG in comparison with the state-of-art models for the Eclipse dataset, which are all the latest methods for detecting duplicate bug reports. To make a comparison to them, we used the same datasets with [7], [14] which contains 45234 bug reports from 2008.1.1 to 2008.12.30, so we used REP’s result from [14] and BM25F, DBTM’s results from [7] in Fig. 14. Since most of them used the top k list, we also used the top k list to replace the threshold in order to make a comparison to them.

As shown in Fig. 14, LNG achieves a very high recall rate, it is higher than other models [7], [14]. Our results show that there are near 6% higher than DBTM within a list of top-1 result, 4.5% higher than DBTM within a list of top-5 results and 3.5% higher than DBTM within a list of top-10 results. In comparison to this case, LNG achieves higher recall rate from 2.5%-6% with DBTM, 11%-18% with REP, and 21%-24% with BM25F. LNG can relatively improve DBTM by 2.96%-10.53%. REP and BM25F cannot detect the duplicate bug reports which are not textual similar. In our LNG model, the topic similarity from the topic model LDA can help further improve the performance of the N-gram than those not textually similar fields. In addition, our results are also better than DBTM, because our LNG model considered the word order, contextual and categorial information which cannot be ignored for duplication detection.

5. Validity Threats

In our study, we assume that the information provided by the bug reporter is correct, including the textual, categorial, and duplication information. If a bug report information is not enough or misleading, the performance of LNG model is adversely affected.

The next validity threat is limited by the sole use of the Eclipse open source bug repository, but this is very large and popular with tens of thousands of developers worldwide, it contains more than 213,000 bug reports, which is one of the maximum quantity of bug reports processed for duplicates detection in one project in my own limited experience, and since Eclipse uses Bugzilla as its bug tracking system, which is the most widely used bug tracking system, the breadth of the Eclipse sub-projects provides some form of generality. In the future, we would consider more software systems, especially on commercial projects.

Another validity threat is the experimental parameters configuration. There is no general solution for choosing the optimal parameters, such as the number of topics $K$, N-gram parameter $N$, and the threshold. Even though we studied on the effects of different parameter settings and the models can yield acceptable results, we cannot ensure that our setting is optimal for all experimental datasets.

6. Conclusion

In this paper, we improved the N-gram similarity algorithm and proposed a method named LNG to detect duplicate bug reports in Bugzilla. We consider five factors including: textual, semantic, word order, contextual connection and categorial information. These features are fed to LNG built by combining the topic model, LDA, and the word-based model, N-gram. The LNG model performed well on the duplicate bug reports written with the same textual tokens as well as written with semantically similar ones. It is complementary to each other and also improves the robustness of duplicate bug reports detection. LNG models bug reports as textual documents, this method is not limited to detecting duplicate bug reports, it can also be applied to duplicate texts constructed by natural language in other fields.

We have also compared LNG with several state-of-art methods. The results on more than 213,000 Eclipse bug reports show LNG outperforms the previous LDA and N-gram model in terms of the recall rate, the precision rate and the proposed EA rate. Moreover, the recall rate has also improved by up to 10.52% compared to the DBTM approach.
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