Ups!... I did it again: unveiling the hidden companion in Upsilon Sagittarii, a unique binary system at a second mass transfer stage
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ABSTRACT

Upsilon Sagittarii is a hydrogen-deficient binary that has been suggested to be in its second stage of mass transfer, after the primary has expanded to become a helium supergiant following core helium exhaustion. A tentative identification of the faint companion in the ultraviolet led to mass estimates of both components that made the helium star in Upsilon Sagittarii a prototypical immediate progenitor of a type Ib/c supernova. However, no consistent model for the complex spectrum has been achieved, casting doubt on this interpretation. In the present study we provide for the first time a composite spectral model that fits the ultraviolet data, and clearly identifies the companion as a rapidly rotating, slowly moving B-type star, unlike previously suggested. The stripped helium supergiant is less luminous than previous estimates, and with an estimated mass of $<1 \, M_\odot$ is ruled out as a core-collapse supernova progenitor. We provide a detailed binary evolution scenario that explains the temperature and luminosity of the two components as well as the very low gravity (log $g \approx 1$) and extreme hydrogen deficiency of the primary (atmospheric mass fraction $X_H \approx 0.001$). The best-fitting model is an intermediate-mass primary ($M_{\text{ZAMS,1}} \approx 5 \, M_\odot$) with an initial orbital period of a few days, and a secondary that appears to have gained a significant amount of mass despite its high rotation. We conclude that Upsilon Sagittarii is a key system for testing binary evolution processes, especially envelope stripping and mass accretion.
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1 INTRODUCTION

Hydrogen-deficient supernovae (SNe Ib/c) are thought to be the end products of massive helium stars: pre-collapse stars that were stripped of their outer layers (Podsiadlowski, Joss & Hsu 1992; Smartt 2009; Yoon, Woosley & Langer 2010). Massive helium stars have so far been predominantly observed as classical Wolf-Rayet (WR) stars, which are hot, hydrogen-depleted stars that possess powerful stellar winds. However, WR stars are thought to represent the upper-mass end of the predicted helium-star population – those helium stars with initial masses of at least $M_i \gtrsim 20 \, M_\odot$ in our Galaxy (Massey 1981; Hamann et al. 2019; Shenar et al. 2020a). While the final fate of such stars is still debated, both theoretical (e.g., Sukhbold et al. 2016) as well as empirical (e.g., Mirabel & Rodríguez 2003; Shenar et al. 2022) evidence suggest that such stars tend to directly collapse into black holes, without an associated supernova explosion (though see also Gal-Yam et al. 2022; Mahy et al. 2022). Therefore, massive helium stars of lower masses (i.e., $M_i \lesssim 20 \, M_\odot$) are favoured as progenitors of SNe Ib/c. Such objects are not expected to appear as WR stars, and are thought to form via mass transfer in close binaries (Paczynski 1967; Dionne & Robert 2006; Götberg, de Mink & Groh 2017).

From the frequency of binary stripping (Sana et al. 2012, 2013; de Mink et al. 2014) and simple lifetime and initial mass function arguments, one can estimate that there are a factor 5–10 more of these lower mass helium stars compared with classical WR stars, amounting to tens of thousands in our Galaxy alone (see also Götberg et al. 2017). However, only two such helium stars were reported to exist in our Galaxy as of yet: the primaries of the binaries $\nu$ Sgr (HD 181615) and HD 45166 (Dudley & Jeffery 1990; Groh, Oliveira & Steiner 2008). The helium star in HD 45166, termed “quasi Wolf-Rayet” (qWR), was recently found to be strongly magnetic, and likely did not follow the standard evolutionary scenario responsible for the production of the bulk of SNe Ib/c progenitors (Shenar et al., submitted). This leaves the primary of $\nu$ Sgr, classified A2 I, as the only prototypical SN Ib/c progenitor proposed in the literature.

Unusual spectral features of $\nu$ Sgr were noted more than a century ago. Campbell (1895) included $\nu$ Sgr in the list of “stars whose spectra contain both bright and dark hydrogen lines”. Cannon & Picker-
features that are as narrow as a resolution element (that does not appear stellar, containing only few sparse absorption in this spectral range by Dudley & Jeffery 2006). The spectrum of $\upsilon$ Sgr exhibits an extreme hydrogen deficiency in the bright component (Greenstein 1940; Hack 1966, 1980), and an ultraviolet (UV) excess of a hotter so-called “invisible” companion (Duvignau, Friedjung & Hack 1979; Parthasarathy, Cornachin & Hack 1986). The most recent spectroscopic analysis of $\upsilon$ Sgr was performed by Dudley (1992), who however assumed local thermodynamic equilibrium (LTE). This assumption does not necessarily hold in the conditions prevailing in the atmosphere of the primary.

Schoenberner & Drilling (1983) provided an evolutionary scenario to explain all the observed features of $\upsilon$ Sgr. First, mass transfer by Roche-lobe overflow (RLOF) occurs after the primary evolves off the main sequence (MS). Most of the hydrogen-rich envelope is lost in this stage, but the primary contracts and ceases RLOF while retaining a low-mass but hydrogen-rich envelope. The primary proceeds to evolve as a “stripped helium star”, near the helium MS, and expands again after helium is depleted in its core. A second stage of mass transfer by RLOF then reduces the surface hydrogen mass fraction to the observed deficiency. According to Schoenberner & Drilling (1983), $\upsilon$ Sgr is now observed in this mass-transfer stage, with its high luminosity provided by a helium-burning shell surrounding an inert carbon-oxygen core. This type of hydrogen-deficient binary system in a second mass transfer stage is observationally rare – two other known similar systems are KS Persei (HD 30353; Drilling & Schoenberner 1982; Parthasarathy, Hack & Tektunali 1990) and LSS 4300 (HD 320156; Schoenberner & Drilling 1984).

Dudley & Jeffery (1990) argued to have inferred radial velocities (RVs) for the faint component of $\upsilon$ Sgr from spectra obtained with the International Ultraviolet Explorer (IUE). According to the mass ratio derived by Dudley & Jeffery (1990), the minimum mass of the stripped helium-star primary is $M_p \lesssim 2.52 \pm 0.05 M_\odot$, indicating that it is a strong candidate progenitor for a Type Ib core-collapse supernova. To achieve this, Dudley & Jeffery (1990) cross-correlated the co-added IUE spectrum with the individual IUE spectra in the range 1230–1380 Å. An extraction of the spectrum of the secondary in this spectral range by Dudley & Jeffery (1990) yielded a spectrum that does not appear stellar, containing only few sparse absorption features that are as narrow as a resolution element ($\Delta v \approx 10$ km s$^{-1}$), implying that the companion is a very slow rotator. The unusual, non-stellar appearance of the extracted spectrum of the secondary suggests that the results are spurious rather than real.

Netolický et al. (2009) used mid-infrared interferometric observations to measure the properties of a thin circumbinary disc, which is assumed to have formed from past binary interaction in the system. The inclination of the disc, $\approx 50^\circ$, is therefore expected to coincide with that of the binary orbit. Combined with the analysis by Koubský et al. (2006), the mass of the stripped star becomes even higher than the minimum given by Dudley & Jeffery (1990). Koubský et al. (2006) and Netolický et al. (2009) emphasise that verification of the radial velocity curve of the secondary is needed.

In the present study, we perform a multi-wavelength spectroscopic analysis using atmosphere models and high-resolution spectra of $\upsilon$ Sgr without assuming LTE (non-LTE). We show that the companion, which we argue has not been identified thus far, is a rapidly rotating star that is 5–10 times more massive than the primary helium star. We find a detailed binary evolution scenario that reproduces the observed properties, and rule out the possibility that $\upsilon$ Sgr is an immediate core-collapse supernova progenitor.

In Sect. 2 we describe the observational data and spectroscopic analysis. In Sect. 3 we describe the main aspects of the stellar evolution simulations and our best-fitting model. In Sect. 4 we discuss our main findings and in Sect. 5 we summarise.

2 SPECTROSCOPIC ANALYSIS

2.1 Observational data

For the spectroscopic analysis, we use spectra acquired in the years 2011–2013 with the HERMES spectrograph mounted on the 1.2 m Mercator telescope at the Observatorio del Roque de Los Muchachos on La Palma, Spain (Raskin et al. 2011). HERMES spectra cover the wavelength range from 3770 to 9000 Å with a spectral resolving power of $R \approx 85000$. A total of 23 HERMES spectra are available, having a typical signal-to-noise (S/N) of 100 at the continuum. Standard calibrations including bias and flat-field corrections and wavelength calibrations were performed using their respective pipelines. Barycentric correction was applied. We normalised the spectra by dividing the spectra through a piecewise-linear function that passes through pre-selected continuum points. We note that identifying the continuum points is not trivial, since the spectrum is densely populated with spectral lines. Hence, it is possible that the normalisation procedure introduces offsets to our model comparison. However, in light of the other uncertainties, this results in negligible errors.

We attempted to extract the visual spectra of the primary and secondary using the technique of spectral disentangling (Hadrava 1995; Shenar et al. 2020b, 2022; Bodensteiner et al. 2020). However, the technique results in multiple spurious features in the spectrum of the secondary that are the result of strong spectral-line variability observed in the primary. Somewhat surprisingly, no clear absorption features in the disentangled spectrum of the secondary are seen in lines belonging to the Balmer series. Our suspicion is that the Balmer absorption lines of the companion are masked by additional sources of emission in the system, or that an opaque disc hides the faint signatures of the secondary in the visual (Koubský et al. 2007). Since the impact of the secondary is negligible in the visual, we measure the RVs of all HERMES spectra and add them in a common frame-of-reference for the subsequent analysis.

Additionally, we retrieved UV spectra from the Mikulski Archive for Space Telescopes (MAST) acquired with the IUE in high-dispersion large aperture mode in the years 1978–1985 (Program IDs: PG2SS, HRDAK, IBHGM, HA191). The data are thoroughly described in Parthasarathy et al. (1986) and Dudley & Jeffery (1990). For the quantitative spectroscopy, we use far UV spectra covering the spectral range 1150–1975 Å at a resolving power of $R \approx 10000$ and S/N= 5–10. However, we also use near-UV IUE spectra of a similar resolution covering the spectral range 1900–3125 Å to support the analysis of the spectral energy distribution (SED).

Finally, for the SED analysis, we also compile photometry (Morel & Magenet 1978).

1 A similar scenario was discussed by Halabi, Izzard & Tout (2018) for systems that have gone through common envelope evolution, but this is not thought to be the case for $\upsilon$ Sgr.
2.2 Model atmospheres

We perform a quantitative spectroscopic analysis using the Potsdam Wolf Rayet (PoWR) code (Gräfener, Koesterke & Hamann 2002; Hamann & Gräfener 2003; Sander et al. 2015), which solves the non-LTE radiative transfer problem in spherical symmetry. Aside from the abundances, the models are set by a few fundamental parameters: the base effective temperature $T_e$, the bolometric luminosity $L$, the surface gravity $g$, and wind parameters such as the mass-loss rate $\dot{M}$, terminal wind speed $v_{\infty}$, and the clumping factor $D$, which describes the density ratio of clumps compared to an equivalent smooth wind. The radius $R$ is given by the Stefan-Boltzmann relation, $R \propto \sqrt{L}T_e^{-2}$. The effective temperature $T_e$ in PoWR is defined with respect to the layer in which the continuum Rosseland optical depth fulfills $\tau_{\text{Ross}} = 20$. However, we also provide the fundamental parameters with respect to $\tau_{\text{Ross}} = 2/3$, denoted here as $T_{\text{eff}}, g$, and $R$, since they are more useful when comparing to the evolution models. While $T_e \approx T_{\text{eff}}$ for main sequence stars, they can diverge for stars with sparse atmospheres like that of the primary in v Sgr. In the subsonic regime, the density and velocity structures are set from (quasi)-hydrostatic equilibrium. In the supersonic regime, the velocity field is assumed to follow a $\beta$-law with $\beta = 0.8$ (Casor, Abbott & Klein 1975; Friend & Abbott 1986). In the main non-LTE iteration, the line profiles are assumed to have a constant Doppler width, which is set to 30 km s$^{-1}$ for both stars. During the formal integration, the Doppler widths comprise of depth-dependent thermal broadening and microturbulence $\xi$, as described by Shenar et al. (2015).

Dudley (1992) derived $\xi = 8 \pm 2$ km s$^{-1}$ for the primary A-type supergiant. We computed models with values in the range $3 < \xi < 10$ km s$^{-1}$ and find that $\xi = 5$ km s$^{-1}$ provides a better fit to the overall spectrum, though the results depend on the lines used. This may be partly due to usage of non-LTE models in our work. We therefore fix $\xi = 5$ km s$^{-1}$, noting that this parameter impacts primarily the metallic abundances that are not fitted in our work. For the companion, which can only be seen in the far UV, we adopt $\xi = 20$ km s$^{-1}$ for simplicity and faster computation, which has negligible impact on the derived physical parameters within errors. The microturbulence is assumed to grow in proportion to the wind velocity with a multiplicative fraction of 10%. An attempt to derive the projected rotational velocity of the primary $v \sin i_1$ via Fourier analysis (Gray 1992; Simón-Díaz & Herrero 2007) did not yield consistent results between the different lines, likely since the line profiles are dominated by variable non-rotational broadening processes. The line profiles can be modelled satisfactorily with a projected rotational velocity of $v \sin i = 10$ km s$^{-1}$ and a macroturbulent velocity of $\xi_{\text{mac}} = 25$ km s$^{-1}$ via convolution with rotational and radial-tangential line profiles (Gray 1992), respectively, and so these values are adopted. We note, however, that the results depend on the lines used.

In this study, we focus on the fundamental physical parameters of the two components. We therefore fix the clumping factor at $D = 1$ for both components. For the primary star, we adopt $\log \dot{M} = -7.0$ [M$\odot$ yr$^{-1}$], which has no significant impact on the synthetic spectrum. While diagnostic lines such as H$\beta$ show strong emission (Koubský et al. 2006; Bonneau et al. 2011), the origin of this emission (discs, streams, or radial outflows) is not clear, and we therefore refrain from deriving $\dot{M}$. Similarly, the wind speed of the primary is arbitrarily set to $v_{\infty,1} = 500$ km s$^{-1}$, having no impact on the analysis.

A helpful constraint for the analysis is the light ratio of the components in the visual, which was found to be $\Delta m = 3.59 \pm 0.16$ mag at a central wavelength of 700 nm from interferometry (Hutter et al. 2021). Since both components are in the Rayleigh-Jeans domain in the visual, we can assume $\Delta V = 3.59 \pm 0.16$, which implies that the primary contributes 96.4 $\pm$ 0.5% to the visual flux.

For the analysis of the primary, we computed a representative grid of PoWR models with varying values of $\log g_\ast$ (1.1–1.8 [cm s$^{-2}$]), $T_e$ (8–13 kK) and hydrogen mass fraction $0.00001 < X_H < 0.1$. Although Dudley (1992) provided a detailed derivation of the chemical abundances, we fix them to Solar here since the derivation was performed in the framework of an LTE analysis. The remaining elements are kept fixed to Solar according to (Aßplund et al. 2009): $X_C = 2.4 \times 10^{-3}$, $X_N = 6.9 \times 10^{-3}$, $X_O = 5.7 \times 10^{-3}$, $X_Si = 6.7 \times 10^{-4}$, $X_S = 3.1 \times 10^{-4}$, $X_Mg = 6.9 \times 10^{-4}$, $X_Na = 1.3 \times 10^{-3}$, $X_Fe = 1.2 \times 10^{-3}$, where the latter is the mass fraction of the iron group elements (which includes mainly iron but also elements such as titanium and chromium). For the secondary, which we argue is uncovered for the first time in our work, we use a published PoWR grid (Haimich et al. 2019) to estimate its fundamental parameters, and recompute an adjusted model to fit the P-Cygni signatures (Sect. 3.1.4).

The analysis of the A2 I primary in v Sgr is challenging for several reasons: (a) With its low gravity, the primary is at the edge of hydrostatic stability, which is reflected in convergence difficulties of the models. (b) The combination of low gravity and a relatively high temperature results in extreme non-LTE conditions, reflected in a non-linearity of the models. (c) Multiple analysis efforts in the past noted a discrepancy between various spectral diagnostics of the temperature in the primary, making it thus far impossible to reproduce with standard spherically-symmetric models (Hack & Pasinetti 1963; Dudley & Jeffery 1990). (d) The spectrum is extremely dense in lines, causing severe line blending and making the normalisation of the spectra challenging. Given the highly non-linear behaviour of the models, contradictory diagnostics, and extensive computation time, we do not perform an automated or statistical fit, but rather demonstrate the impact of fundamental parameters on key diagnostic lines to estimate the physical properties of the system. Errors follow from a by-eye comparison of adjacent models, or from error propagation.

2.3 Results

The derived parameters for the system are provided in Table 1. A detailed account of the analysis procedure and our findings is given below.

2.3.1 The A2 I Primary

A substantial simplification in the analysis arises from the fact that the primary’s contribution to the visual flux is negligible, and we therefore ignore it for the purpose of the analysis of the visual spectrum. The visual spectrum of v Sgr is dominated mainly by singly-ionised elements such as Si ii, Fe ii, Ti ii, Ne i, and Cr ii, though some lines belonging to neutral elements (e.g., Fe i, He i) and doubly-ionised elements (e.g., C ii, Si ii) are also present. It is extensively documented in the literature that different diagnostic lines imply different temperatures, varying from values as low as 8 kK from He i lines and as high as 13.5 kK from the Si ii/iii balance (Dudley & Jeffery 1993). While using non-LTE seems to remove some of this tension, a single model could not be found which reproduces the strengths of He i lines along with the ion balance of metal lines. Fig. 1 shows selected ranges of metal lines and He i lines.
Figure 1. Comparison between the observed spectrum of multiple metal lines and He I lines with three PoWR models with differing effective temperatures of $T_{\ast,1} = 9$, 10, and 12 kK. The 12 kK model has log $g_e = 1.5$ [cm s$^{-2}$], while the other two models have log $g_e = 1.2$ [cm s$^{-2}$], because convergence of lower log $g_e$ values for the hotter model is unstable. The secondary (estimated to contribute less than 5%) is neglected here.

| Table 1. Derived parameters of δ Sgr. Values of $T_\ast, g_e, R$, refer to $\tau_{Ross} = 20$, while $T_{\text{eff}}, g$, and $R$ refer to the photosphere ($\tau_{Ross} = 2/3$) |
|---------------------------------|-----------------|
| Distance [pc]$^a$               | 481$^{+46}_{-38}$ |
| $f_1/f_{tot}(V)$ $^b$           | 96.4 ± 0.5%      |
| $T_{\ast,1}$ [kK]               | 10 ± 1           |
| $T_{\text{eff},1}$ [kK]         | 9 ± 1            |
| $T_{\ast,2}$ [kK]               | 23 ± 2           |
| $T_{\text{eff},2}$ [kK]         | 23 ± 2           |
| $X_{\text{He,1}}$               | 0.001 ± 0.5 dex  |
| $E_{V-B}$ [mag]                 | 0.18 ± 0.01      |
| log $L_1$ [L$_\odot$]           | 3.67 ± 0.15      |
| log $L_2$ [L$_\odot$]           | 3.1 ± 0.2        |
| log $g_{e,1}$ [cm s$^{-2}$]     | 1.2$^{+0.1}_{-0.2}$ |
| log $g_1$ [cm s$^{-2}$]         | 1.0$^{+0.1}_{-0.2}$ |
| $R_{\ast,1}$ [R$_\odot$]       | 23$^{+6}_{-7}$   |
| $R_1$ [R$_\odot$]              | 28$^{+9}_{-7}$   |
| $R_{\ast,2}$ [R$_\odot$]       | 2.2 ± 0.3        |
| $R_2$ [R$_\odot$]              | 2.2 ± 0.3        |
| $M_{\text{spec,1}}$ [M$_\odot$] | 0.3$^{+0.5}_{-0.2}$ |
| $M_{2,\text{ev}}$ [M$_\odot$] $^c$ | 6.8 ± 0.8 |
| $i$ [deg] $^d$                  | 50$^{+10}_{-20}$ |
| $v \sin i_A$ [km s$^{-1}$]      | 10               |
| $v \sin i_B$ [km s$^{-1}$]      | 250 ± 20         |
| $v_{\text{mac},1}$ [km s$^{-1}$] | 20–40           |

(a) Bailer-Jones et al. (2021)
(b) Hutter et al. (2021)
(c) Derived from log $L_2$ and $T_{\text{eff,2}}$ using the BONNSAI tool (Schneider et al. 2014)
(d) Netolický et al. (2009)

Figure 2. Comparison between the observed spectrum of two He I lines and two models with $T_\ast = 9$ kK and differing log $g_e$ (1.2, 1.4 [cm s$^{-2}$]). The 9 kK model is shown for this illustration because the preferred model with 10 kK overproduces the strength of the He I lines (Fig. 1). Regardless, the conclusions remain the same for the 10 kK model.

for models with varying temperatures in the range $T_\ast = 9–12$ kK, with the other parameters comparable to those derived by Dudley (1992). Avoiding CNO lines, which may well deviate from baseline, the majority of metal lines are better reproduced for temperatures of the order of $9–10$ kK, though some are suggestive of higher temperatures (e.g., Si ii λ4568). The He I lines point at either temperatures of $\approx 12$ kK or higher, or 8 kK or lower, which is inconsistent with the metal lines. We suspect that this is related to the highly complex and delicate atmospheric structure of the primary. We do not find a clear need to adopt non-Solar abundances for non-CNO metal lines (such as Ne, as suggested previously by Leushin 2000). We note that log $g_e$ can also impact the ionisation balance. However, the impact of $T_\ast$ on the metal lines in the relevant temperature regime is significantly stronger, and we therefore rely on these lines for the temperature estimate. The approximate errors provided should account for a possible $T_\ast – \log g_e$ degeneracy.

Despite some significant discrepancies, the $T_\ast = 10$ kK model, which corresponds closely to $T_{\text{eff}} = 9$ kK, provides the best over-
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all agreement with the spectrum, and furthermore agrees with our analysis of the SED (Sect. 2.3.2). This is lower than the value of $T_{\text{eff}} = 11.8 \, \text{kK}$ derived by Dudley & Jeffery (1993) from an SED analysis, or 11.75 kK derived by Dudley (1992) from detailed spectroscopy. However, the former did not account for the contribution of the secondary, which is significant at wavelengths of $\gtrsim 3000 \, \text{Å}$, while the latter did not account for non-LTE effects. We suspect that this is the main origin for the discrepancy of our results with Dudley (1992) and Dudley & Jeffery (1993).

With the temperature fixed, the gravity can be refined from the pressure-broadened profiles of H and He I lines. However, because the strength of the hydrogen lines strongly depends on $X_H$, and the stellar surface comprises almost entirely of helium, we use He I lines for this purpose. Fig. 2 shows He I lines for two distinct surface gravities, demonstrating that log $g =$ 1.2 [cm s$^{-2}$] provides a good fit to the lines. Values larger than $\approx 1.3$ [cm s$^{-2}$] or lower than 1.0 [cm s$^{-2}$] can be rejected. The corresponding photospheric value (i.e., at $T_{\text{Ross}} = 2/3$) is log $g =$ 1.0 [cm s$^{-2}$]. We note that our derived log $g$, depends on the fixed value of $T_e$. For example, a value of $T_e = 12 \, \text{kK}$, which might be inferred from the He I lines alone, would require log $g = 1.5$ [cm s$^{-2}$] to reproduce the wings of the He I lines. However, as discussed above, a high-temperature solution is strongly disfavoured from the metal lines and the SED analysis. While such correlations could induce an additional error on log $g$, we do not expect it to add significantly to the errors cited in Table 1.

With log $g$ and $T_{\text{eff}}$ derived, we can advance with the derivation of the surface hydrogen mass fraction $X_H$. The impact of changing $X_H$ for various Balmer lines is shown in Fig. 3. We find a hydrogen mass fraction of $X_H = 0.001$ to an accuracy of a factor of three roughly. Hence, the surface of the primary comprises almost solely of helium, as was already proposed in previous studies (Hack 1966; Dudley 1992).

A comparison between our chosen representative model and several CNO lines is shown in Fig. 4. The majority of nitrogen lines imply an enhanced nitrogen abundance by a factor of 4–5, while a few (such as N II λ4653) seem to fit well with baseline abundance. Similarly, some C and O lines suggest a reduced abundance, while others do not. We note that the lines are extremely sensitive to the physical parameters of the star and that no model can satisfactorily reproduce their ionic ratios simultaneously to the metallic ones and the He I lines. We therefore conclude that the spectrum contains tentative evidence for CNO processed material in the atmosphere of the primary.

2.3.2 Analysis of the secondary and the SED

We advance to the far UV and SED modelling of the system. Previous attempts to model the SED of $\upsilon$ Sgr accounted only for the primary (Dudley & Jeffery 1993). However, as it turns out, the companion contributes roughly 50% of the flux in the near-UV, a contribution that increases to over 90% in the far UV. Upon inspection of the UV, it becomes readily clear that it is dominated by a different source. First, the strong signature of the iron forest of the primary, which appears as noise but is actually of astrophysical origin, gradually decreases bluewards of $\approx 1500 \, \text{Å}$. Then, instead of the sharp iron-forest lines, one observes broad and round stellar lines belonging to ions such as Si m and Fe m (Figs. 5 and 6). These clearly originate in a companion. The spectral features imply temperatures in the range 20–25 kK, which match roughly a B2 V star.

To model the spectrum and the SED, we combine the PoWR model of the primary with a model computed for the secondary source with $T_{\text{eff}} = 23 \, \text{kK}$. Lacking diagnostics for the gravity, we fix log $g_{\ast} = 4.0$ [cm s$^{-2}$] (the default value of the PoWR grids). We use the law derived by Cardelli, Clayton & Mathis (1989) for the reddening with a total-to-selective extinction ratio of $R_V = 3.1$. The result is shown in Fig. 5. We find an extinction of $E_{B-V} = 0.18$ mag and luminosities of $L_\ast = 3.67 \pm 0.15 \, [L_\odot]$ and log $L_2 = 3.1 \pm 0.2 \, [L_\odot]$ for the adopted Gaia distance of $d = 481^{+64}_{-50} \, \text{pc}$ (Bailer-Jones et al. 2021). A zoom-in on the blue part of the IUE spectrum, which is dominated by the secondary, is shown in Fig. 6. By fitting the line profiles, we estimate $v \sin i_2 = 250 \pm 20 \, \text{km s}^{-1}$. The broad and round line profiles of the secondary stand in stark contrast to the results obtained by Dudley & Jeffery (1990), who extracted the spectrum of the secondary through a spectral deconvolution technique (similar to disentangling). Their extracted spectrum is nearly flat with the exception of a few features which have the width of a few pixels. As the presence of a rapidly rotating companion is readily seen in the spectrum, we cannot but conclude that the measurements performed by Dudley & Jeffery (1990) are spurious. The reason for the presence of these spurious features could be
an interplay between instrumental effects and the extraction method implemented by Dudley & Jeffery (1990), such as bad pixels, albeit we could not reproduce this behaviour.

Aside from broad photospheric features, the UV spectrum also contains strong P-Cygni lines associated with the high-ionisation resonance lines N v $\lambda\lambda$1238, 1243, Si iv $\lambda\lambda$1294, 1403, and C iv $\lambda\lambda$1548, 1551. An attempt to model these lines as an outflow originating in the secondary star was performed by Dudley (1992), though not with a consistent atmosphere model. We find that these lines can indeed be relatively well reproduced with a wind model for the secondary (Fig. 7), and we obtain a good fit with $\log M_2 = -7.0 [M_\odot yr^{-1}]$ and $v_\infty,2 = 300 \text{ km s}^{-1}$. However, these features may also originate in other forms of outflow (e.g., jets), and the wind properties provided here should therefore only be considered as illustrative.

To populate high ionisation stages such as N v, Auger ionisation via an additional X-ray source was invoked (Cassinelli & Olson 1979). X-rays are commonly observed in early-type stars (e.g. Oskinova, Feldmeier & Hamann 2006), presumably owing to the presence of shocks in their winds (Feldmeier, Puls & Pauldrach 1997).
Alternatively, in this system the X-rays may also originate from the impact of outflowing material from the primary to the secondary. The modelling of X-rays in PoWR relies on various free parameters (X-ray temperature, onset radius, filling factor), and a description can be found in Baum et al. (1992) and Shenar et al. (2015). Generally, the impact of X-rays is akin to a “switch”: if sufficient X-ray photons of high enough energies are present, high ionisation levels will be populated. The X-ray parameters are such that the model of the secondary has a modest X-ray luminosity of $L_X = 10^{32}$ erg s$^{-1}$.

### 2.3.3 Revised orbital analysis

We measured the RVs of the primary by cross-correlating the HERMES spectra with a template (Zucker & Mazeh 1994). First, we use our PoWR model as a template. Then, we co-add all observations in the same frame-of-reference, and use the co-added spectrum to remeasure the RVs (Shenar et al. 2017; Dsilva et al. 2020). We use several ranges that are densely populated with spectral lines, and find that the choice does not impact the results. As the system is known to have a circular orbit, we fix the eccentricity to $e = 0$ and the argument of periastron $\omega = 90^\circ$, such that phase 0 corresponds to the time in which the primary is in front of the secondary. The period is also fixed to $P = 137.9343$ d (Koubký et al. 2006). The RVs are fit to an orbital solution to obtain the time of periastron $T_0$, RV semi-amplitude $K_1$, and systemic velocity $V_0$ using the Python lmfit $^2$ package (Newville et al. 2014). The results are shown in Fig. 8, and imply $K_1 = 46.7 \pm 0.8$ km s$^{-1}$, in good agreement with previous estimates (e.g. Koubký et al. 2006).

We attempted to measure the RVs of the secondary by repeating cross-correlating our spectral template with the far-UV data. However, the lines are too broad, and the S/N too low, to obtain meaningful results. The RVs scatter irregularly at a high amplitude, but an orbital fitting through them yields small amplitudes of the order of 5 km s$^{-1}$. Even though we cannot robustly establish the value of $K_2$, the measurements imply that $K_2 \lesssim 10$ km s$^{-1}$. This is in stark contrast to the high amplitude ($\approx 30$ km s$^{-1}$) derived by Dudley & Jeffery (1993).

### 3 STELLAR EVOLUTION MODELS

To explain the nature of the $\nu$ Sgr system and its evolutionary history we compute stellar evolution tracks as detailed below.

#### 3.1 Method and assumptions

We use the Modules for Experiments in Stellar Astrophysics code (MESA, version 15140, Paxton et al. 2011, 2013, 2015, 2018, 2019) to evolve non-rotating stellar models. The metallicity is $Z = 0.014$. Both stars are evolved until the surface gravity of the primary reaches $\log g = 7$, indicating its transition into a white dwarf.

##### 3.1.1 Microphysics

The equation of state employed by MESA is a blend between OPAL (Rogers & Nayfonov 2002), SCVH (Saumon et al. 1995), FreeEOS (Irwin 2004), HELM (Timmes & Swesty 2000), and PC (Potekhin & Chabrier 2010).

Radiative opacities are primarily from OPAL (Iglesias & Rogers 1993, 1996), with low-temperature data from Ferguson et al. (2005) and the high-temperature, Compton-scattering dominated regime according to Buchler & Yueh (1976). Electron conduction opacities follow Cassisi et al. (2007).

We use the built-in MESA nuclear reaction network approx21. The Joint Institute for Nuclear Astrophysics REACLIB reaction rates (Cyburt et al. 2010) are used, with additional tabulated weak reaction rates (Fuller, Fowler & Newman 1985; Oda et al. 1994; Langanke & Martínez-Pinedo 2000) and screening via the prescriptions of Salpeter (1955), Dewitt, Grabske & Cooper (1973), Alastuey & Jancovici (1978) and Itoh et al. (1979). Thermal neutrino loss rates follow the formulae of Itoh et al. (1996).

#### 3.1.2 Mixing

The Ledoux stability criterion is used to define convective regions, where mixing is treated according to mixing-length theory (MLT; Böhm-Vitense 1958; Henyey, Vardya & Bodenheimer 1965) with a mixing-length parameter of $\alpha_{MLT} = 2$. Overshooting above the hydrogen-burning convective core during the MS evolution follows the exponentially decaying prescription of Herwig (2000), with a decay scale of $f_{ov}H_P$, where $f_{ov} = 0.016$ and $H_P$ is the pressure scale height. We do not apply overshooting to later stages or convective shells, and do not employ the MLT++ treatment of MESA for superadiabatic convection (Paxton et al. 2013).

#### 3.1.3 Mass transfer

The mass-transfer rate during RLOF is computed according to Kolb & Ritter (1990). Roche-lobe radii are computed using the fit provided by Eggleton (1983). We employ a prescription which continuously updates the mass-transfer efficiency during the stellar evolution computation, following Gilks et al. (2019). When the mass transfer is not conservative, the material lost from the system is assumed to carry away the specific angular momentum at the accretor.

---

$^2$ https://lmfit.github.io/lmfit-py/
3.1.4 Wind mass loss

For hot (effective surface temperatures of $T_{\text{eff}} \geq 11000$ K) hydrogen-rich ($X \geq 0.7$) phases of the evolution, wind mass loss follows prescription provided by Vink & Sander (2021), which is based on the works of Vink, de Koter & Lamers (1999, 2000, 2001). For $X \leq 0.4$ we use the theoretical recipe provided by Vink (2017), and in the range $0.4 < X < 0.7$ we interpolate between Vink & Sander (2021) and Vink (2017). For cool ($T_{\text{eff}} \leq 10000$ K) phases of the evolution, the empirical relation given by de Jager, Nieuwenhuijzen & van der Hucht (1988) is employed. For $10000$ K $< T_{\text{eff}} < 11000$ K the wind mass-loss rate is interpolated between the hot and cool prescriptions.

3.2 Evolutionary tracks and best-fitting model

We construct evolutionary grids in two steps, first for a broad range of initial conditions, and then focusing on achieving the observed orbital period of $\nu$ Sgr. The initial primary masses used are $M_{\text{ZAMS,1}} = 4.25$, 4.5, 4.75, 5, 5.25, and 5.5 $M_\odot$, the mass ratios $q = 0.5, 0.625$ and 0.75, and initial periods $P_i = 3, 4, 5, 7, 10, 13$ and 18 d. For each combination of $M_{\text{ZAMS,1}}$ and $q$ we use the tracks computed in the first step to derive the initial period that will result in a final period of $P \approx 138$ d.

In Fig. 9 we present 18 stellar evolution tracks with initial conditions as listed in Table 2. Along each track we search for the best-fitting model according to $\chi^2$, computed as

$$\chi^2 = \left( \frac{T_{\text{eff,1,obs}} - T_{\text{eff,1,calc}}}{\Delta T_{\text{eff,1,obs}}} \right)^2 + \left( \frac{\log L_{1,obs} - \log L_{1,calc}}{\Delta \log L_{1,obs}} \right)^2 + \left( \frac{\log g_{1,obs} - \log g_{1,calc}}{\Delta \log g_{1,obs}} \right)^2 + \left( \frac{\log X_{\text{H,1,obs}} - \log X_{\text{H,1,calc}}}{\Delta \log X_{\text{H,1,obs}}} \right)^2 + \left( \frac{\log L_{2,obs} - \log L_{2,calc}}{\Delta \log L_{2,obs}} \right)^2 + \left( \frac{P_{\text{orb,obs}} - P_{\text{orb,calc}}}{\Delta P_{\text{orb,obs}}} \right)^2,$$

with observed parameters and their errors taken from Table 1. While the orbital period has been measured very accurately, we take $\Delta P_{\text{orb,obs}} = 1$ to avoid giving an extremely high weight to the period in finding the best-fitting model. It can be seen that the best-fitting models are somewhat larger than the primary radius inferred from the spectroscopic analysis, clustering around $R \approx 40 R_\odot$. While a couple of tracks with $M_{\text{ZAMS,1}} = 4.5 M_\odot$ seem to be closest to the spectroscopic radius, the surface hydrogen mass fraction in these models is too high ($X_{\text{H,1}} \geq 0.1$).

In Fig. 10 we show the evolution of the surface gravity of the primary as function of the binary orbital period. When there is no mass transfer the orbital period stays constant (mass loss by winds is negligible) while the primary expands or contracts. During RLOF the orbital period changes. We find that there is a well-defined relation between the surface gravity of the donor star and the binary orbital period, as shown in Fig. 10. This relation can be intuitively understood by considering the case of fully-conservative mass transfer and approximating

$$R_i = R_{\text{RL,1}} \approx \frac{2a}{3^{\frac{1}{3}}} \left( \frac{M_1}{M_1 + M_2} \right)^{1/3},$$

with the approximation for $R_{\text{RL,1}}$ from Paczyński 1971a accurate to within 2% (for $M_1 < 0.8 M_2$) which yields

$$d \log g \approx -\left( \frac{4}{3} + \frac{1}{9} \frac{M_2}{M_1} \right) d \log P.$$

The slope in our fit (Fig. 10) is obtained by setting $M_2 = 10 M_1$ in Eq. 3. While this is only an approximation, it explains most of the mass transfer phases, as the mass ratio is quickly inverted after a rapid initial mass transfer, and then proceeds with $M_2 \gg M_1$ and close to fully-conservative mass transfer. The late evolution is approximately governed by the behaviour described by Eq. 3. Using the fitted relation, the observed orbital period gives log $g \approx 1$, independently of the spectroscopic analysis.

A key property of $\nu$ Sgr is its extreme hydrogen deficiency. In Fig. 11 we show the surface hydrogen mass fraction as function of effective surface temperature in our evolutionary tracks. We find that models with an initial mass of $< 5 M_\odot$ stay hydrogenous ($X_{\text{H,1}} > 0.1$) until the end of their evolution, and therefore cannot explain $\nu$ Sgr. This can be understood as the helium shell-burning phase gives rise to a large radial expansion only for massive enough helium stars (Jeffery 1988; Hurley, Pols & Tout 2000; Appendix A), and corresponding carbon-oxygen cores, and low-mass helium stars contract to become white dwarfs without completely being depleted of hydrogen. For $M_{\text{ZAMS,1}} \geq 5 M_\odot$, the second mass transfer stage results in drastic depletion of the envelope hydrogen. With increasing mass the hydrogen depletion rate becomes faster, and therefore it is reasonable that the best-fitting model has the minimal mass that eventually results in complete hydrogen depletion, as it spends a relatively long time in the mass-transfer phase.
Figure 9. Evolutionary tracks simulated with *mesa* with initial masses colour-coded as shown in the inset. For each initial mass, three tracks are shown, for the initial companion masses and orbital periods as indicated in Table 2. Upper panel: Hertzsprung-Russell diagram comparing the simulated tracks with the spectroscopically-derived parameters for both components of $\nu$ Sgr. The evolution of the primary is coloured by its initial mass, and the evolution of the companion is shown in grey. The point on the evolutionary track that minimises $\chi^2$ (Eq. 1) is marked with a star symbol. Lines of constant stellar radius are labeled for each $R$ shown in units of $R_\odot$. Lower panel: Surface gravity as function of effective surface temperature for the primary in the *mesa* evolutionary tracks compared to the spectroscopic fit.

The best-fitting models according to the $\chi^2$ computation are for $M_{ZAMS,1} = 5 M_\odot$, and the lowest $\chi^2$ is achieved for the track with $M_{ZAMS,2} = 3.125 M_\odot$ and $P_i = 8.4$ d, whose evolution is shown in Fig. 12, and parameters detailed in Table 3. The evolution of the surface composition of our best-fitting model is presented in Fig. 13, showing the depletion of hydrogen and the enhancement of nitrogen.

4 DISCUSSION

4.1 The mass of the primary

From the derived values of $T_{\text{eff},1}$ and $L_1$, the Stephan-Boltzmann law implies $R_1 = 29 \pm 8 R_\odot$. This is almost a factor three lower than the value derived by Dudley (1992) and Dudley & Jeffery (1993), which is mainly due to their adopted distance of 1500 pc (instead of 481 pc adopted here from Gaia). Using the derived surface gravity log $g_1$...
Figure 10. Surface gravity of the primary as function of the binary orbital period. Evolutionary phases appearing as vertical lines occur when there is no mass transfer and the period stays essentially constant, while during RLOF the evolution proceeds along the fitted $g(P)$ relation marked with the thick dashed red line. The region defined by the observed orbital period and spectroscopically-derived surface gravity is marked by a thick grey line.

and radius $R_1$ for the primary, we find its spectroscopically-derived mass to be $M_1 = 0.3^{+0.5}_{-0.2} M_\odot$. This is almost a factor 10 lower than proposed by Dudley & Jeffery (1990), who derived the minimum mass of the star from their measured kinematics of the system. While the uncertainties in the spectroscopic mass are substantial, a mass exceeding the Chandrasekhar limit can be ruled out at more than 95% confidence.

As illustrated in Sect. 2.3.3, the $K_2$ semi-amplitude of $29.7 \pm 1.7$ km s$^{-1}$ derived by Dudley & Jeffery (1990) cannot be confirmed here. The non-sinusoidal and rather erratic scatter of the RVs seen in Fig. 8 suggests that they are dominated by errors, but if the scatter were due to orbital motion, the peak-to-peak variability between the first and second orbital segments is about 20 km s$^{-1}$, suggesting a semi-amplitude of 10 km s$^{-1}$ or lower. In fact, our results point to an RV semi-amplitude that is as low as $K_2 \approx 3$ km s$^{-1}$, though our measurement errors and data quality do not allow us to obtain a meaningful measurement for $K_2$. Hence, we can conclude that the mass ratio and minimum masses derived by Dudley & Jeffery (1990) are spurious.

One may wonder what exactly it is that Dudley & Jeffery (1990) measured. Since we could not recover their measurements, we cannot fully answer this. However, a glance at their figure 4, which shows the extracted spectra of the primary and secondary, reveals that the narrow features in the spectrum of the secondary have narrow emission counterparts in the spectrum of the primary. This strongly suggests a cross-contamination between the two components.

The best-fitting model obtained from our MESA simulations has a mass of $M_1 = 0.84 M_\odot$ (Table 3). This is higher than the derived value from spectroscopy ($0.3^{+0.5}_{-0.2} M_\odot$), but consistent within 1σ. It is still significantly lower than the minimum mass computed by Dudley & Jeffery (1990), and also lower than the Chandrasekhar mass. Our analysis therefore rules out the possibility that $\nu$ Sgr is an immediate core-collapse supernova progenitor.

4.2 The radius of the primary

Is $\nu$ Sgr a Roche-lobe filling system? El-Badry & Burdge (2022) showed that the average density of a Roche-lobe filling star fulfills to good approximation the following condition:

$$\bar{\rho} = 0.185 \left(\frac{P}{d}\right)^{-2} \text{g cm}^{-3},$$

which, for $\nu$ Sgr, amounts to $\bar{\rho} = 9.86 \cdot 10^{-6} \text{g cm}^{-3}$. In Fig. 14 we show the mass-radius relation obtained from $\bar{\rho}$ compared to our spectroscopically-derived mass and radius and best-fitting evolutionary model. In addition, we plot the maximum radius of single helium-star models (Appendix A). Our best-fitting evolutionary model appears where the mass-radius relation using $\bar{\rho}$ from Eq. (4) and the single helium-star models intersect. This can explain the low surface hydrogen mass fraction, as the primary is in the process of being stripped of its hydrogen and has almost become a helium star. Helium stars with lower masses will be much smaller, and cannot explain the properties of $\nu$ Sgr.

We find tension between the spectroscopically-derived mass and radius and the best-fitting evolutionary model. This is also apparent in the Hertzsprung-Russell diagram (Fig. 12). There are several possible explanations.

(i) There is a deficiency in the stellar evolution models. This is unlikely, as we have checked several assumptions in single helium-star models (Appendix A) and our results are in general agreement with previous theoretical studies of helium stars (Paczyński 1971b; Jeffery 1988; Hurley et al. 2000).
(ii) There is a deficiency in the model atmospheres. As thoroughly discussed in Sect. 2, the primary of \( \nu \) Sgr is found in an extreme non-LTE regime with a very sparse atmosphere, and a satisfactory model that fully reproduces the wealth of spectral lines cannot be obtained. While the errors are expected to encompass this difficulty, it is hard to rule out that systematics bias our results. On top of this, our analysis assumes the light ratio of the components as obtained from interferometry. However, if this measurement is biased by other sources (e.g., optically thin or optically thick discs), then this will have an impact on our analysis that is not considered in the errors.

(iii) The distance is underestimated. A distance that is \( \approx 50\% \) larger would remove the tension in the radius and mass of the primary obtained from the spectroscopic and evolutionary analyses. The fact that \( \nu \) Sgr is a relatively wide binary, with the low-mass primary fully dominating the visual light, can mean that the Gaia distance (obtained from a single-star solution) is biased. While a binary solution was not published for \( \nu \) Sgr (Gaia Collaboration et al. 2022), the Gaia decision tree for publishing orbits was extremely conservative. We note, however, that the renormalised Unit Weight Error (RUWE) for \( \nu \) Sgr is 1.06. This is below the 1.4 threshold considered to be the upper limit for trustworthy solutions, and hence a clear indication that the distance is underestimated is lacking.

4.3 The nature of the companion

The faint companion in the \( \nu \) Sgr system is revealed to be a rapidly rotating B-type star (Fig. 6). For our estimated rotation velocity, the companion is spinning between 50\% and 90\% of its critical rotation rate, depending on the inclination. The MS equivalent that matches the luminosity and temperature of the companion in our spectral model (Fig. 5, Table 1) is a star with \( M_{\text{ZAMS}} \approx 6 M_\odot \). This is significantly higher than our estimated initial mass for the primary, and indicates that the companion has gained a large amount of mass.

We consider the possibility that some of the UV excess originates from energy released during accretion. Estimating the available accretion energy as \( L_{\text{acc}} \leq GM_1 M_{\text{RLOF}} / R_2 \) and adopting the companion parameters from Table 3 we get \( L_{\text{acc}} \lesssim 18 L_\odot \), much lower than the stellar luminosity. Because of the relatively low mass-transfer rate at the observed state of the system, we conclude that any UV excess from the accretion process is negligible.

In our evolutionary model the mass of the companion has more than doubled, from \( \approx 3 M_\odot \) to \( \approx 7 M_\odot \). However, this result depends on our modelling assumptions, for example the efficiency of mass transfer. For less efficient mass transfer than we assume, the best-fitting model might have a higher initial mass and a smaller mass gain. Still, even for the most extreme possibility of nearly-equal initial masses the companion would have to gain \( \gtrsim 20\% \) of its ZAMS mass. This is at odds with the notion that accretion stops after a small increase in mass because of the accretor approaching critical rotation (Packet 1981; Renzo & Götberg 2021), and might hint at a gap in our understanding of accretion in binaries.

5 SUMMARY AND CONCLUSIONS

We have scrutinised the spectroscopic binary system \( \nu \) Sgr, providing a spectral model that explains its peculiar properties and reveals

Table 3. Parameters of best-fitting MESA model for \( \nu \) Sgr.

| Parameter                  | Value          |
|----------------------------|----------------|
| Age                       | 120 Myr        |
| \( T_{\text{eff},1} \) [kK] | 8.3            |
| \( T_{\text{eff},2} \) [kK] | 21.2           |
| \( X_{\text{H},1} \)       | 0.003          |
| \( X_{\text{He},1} \)      | 0.9835         |
| \( X_{\text{C},1} \)       | \( 7 \times 10^{-5} \) |
| \( X_{\text{N},1} \)       | 0.008          |
| \( X_{\text{O},1} \)       | \( 4 \times 10^{-4} \) |
| \( \log L_1 \) [\( L_\odot \)] | 4.0            |
| \( \log L_2 \) [\( L_\odot \)] | 3.5            |
| \( \log g_1 \) [cm s\(^{-2}\)] | 1.0            |
| \( \log g_2 \) [cm s\(^{-2}\)] | 4.0            |
| \( R_{\text{RL},1} \) [\( R_\odot \)] | 48.9           |
| \( R_1 \) [\( R_\odot \)] | 47.8           |
| \( R_2 \) [\( R_\odot \)] | 4.2            |
| \( M_1 \) [\( M_\odot \)] | 0.84           |
| \( M_2 \) [\( M_\odot \)] | 7.25           |
| \( M_{\text{RLOF},1} \) [\( M_\odot \) yr\(^{-1}\)] | \( 3.3 \times 10^{-7} \) |
| \( M_{\text{wind},1} \) [\( M_\odot \) yr\(^{-1}\)] | \( 2.2 \times 10^{-8} \) |
Gilkis & Shenar

Figure 12. Evolution of the binary system that best matches the observed parameters of \( \nu \) Sgr, with the best-fitting model of the two components marked with star symbols, compared with the spectroscopically-derived parameters. Phases of mass transfer by RLOF are highlighted in grey. Lines of constant stellar radius are labeled for each \( R \) shown in units of \( R_\odot \).

\( 5 M_\odot + 3.125 M_\odot; P_1 = 8.4 \text{ d} \)

the rapidly rotating faint companion. The primary is a hydrogen-deficient \((X_{\text{H}} \approx 0.001)\) supergiant, with a low surface gravity \((\log g \approx 1.0 \text{ [cm s}^{-2}\text{]}\)). Using binary evolution models computed with MESA, we find a model that explains all these properties and matches the observed orbital period, in which the primary is a Roche-lobe filling evolved stripped helium star with a current mass of \( M_1 = 0.84 M_\odot \) observed in the process of losing the remainder of its hydrogen.

We have the following conclusions:

(i) \( \nu \) Sgr is an intermediate-mass \((M_{\text{ZAMS}} \approx 5 M_\odot)\) that is not massive enough to explode as a Type Ib supernova, contrary to previous claims (Dudley & Jeffery 1990).

(ii) The system is observed at a second mass-transfer stage, in which the primary is losing the remainder of the hydrogen in its envelope, before becoming a carbon-oxygen white dwarf with a helium-dominated atmosphere \( \approx 100 \text{ kyr} \) in the future.

(iii) The faint companion is a rapidly-rotating B-type star that has gained a significant amount of mass by accretion from the primary.

\( \nu \) Sgr is a unique system, containing a rare helium supergiant in the process of being stripped of its remaining envelope, on the way to becoming a white dwarf in the not-too-distant future. Relatively nearby \((d \approx 500 \text{ pc})\), it is a gift of nature that allows us to study in detail key processes of binary evolution, such as envelope stripping of the primary and mass accretion by the companion. Furthering our understanding of \( \nu \) Sgr, or finding other systems like it, will help us better understand the evolution of interacting binary stars.
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APPENDIX A: SINGLE HELIUM-STAR MODELS

Single helium-star models are evolved by imposing mixing in the entire stellar model until the hydrogen mass fraction drops to the specified value of $X_H = 0.001$, with further evolution continuing with normal mixing assumptions. No wind mass loss is applied, and the surface hydrogen mass fraction stays set at $X_H$ until the end of the evolution, which is either reaching $\log g = 7$, reaching a stopping condition of a central temperature of $10^{9.1}$ K, reaching the maximum model number (15000) or encountering numerical problems (mostly for the more massive models). Fig. A1 shows the evolution from the point that helium burning dominates the energy production. Fig A2 shows the maximum radius in the models compared to the best-fitting evolutionary model. Another set of models was evolved with the mesa parameter use_superad_reduction set to .true. (by default it is .false.), with the effect of suppressing density inversions resulting in smaller radii for helium-star masses of $M_{\text{He}} > \sim 0.75 M_\odot$. Our single helium-star models in the massive-star regime show good agreement with the detailed models computed by Laplace et al. (2020). In Fig. A3 we show the effect of changing the $^{12}\text{C} (\alpha,\gamma)^{16}\text{O}$ reaction rate to within $\pm 3\sigma$ of experimental data (de-Boer et al. 2017; Mehta et al. 2022).
Figure A1. Hertzsprung-Russell diagram for single helium-star models.

Figure A2. Maximum radial expansion in three sets of stellar evolution models compared to the best-fitting evolutionary model for $\nu$ Sgr.
Figure A3. Maximum radial expansion in our nominal helium single-star evolution models and in models with modified $^{12}$C$(\alpha,\gamma)^{16}$O reaction rates compared to the best-fitting evolutionary model for $\upsilon$ Sgr.