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There are complex posture changes in dance movements, which lead to the low accuracy of dance movement recognition. And none of the current motion recognition uses the dancer’s attributes. The attribute feature of dancer is the important high-level semantic information in the action recognition. Therefore, a dance movement recognition algorithm based on feature expression and attribute mining is designed to learn the complicated and changeable dancer movements. Firstly, the original image information is compressed by the time-domain fusion module, and the information of action and attitude can be expressed completely. Then, a two-way feature extraction network is designed, which extracts the details of the actions along the way and takes the sequence image as the input of the network. Then, in order to enhance the expression ability of attribute features, a multibranch spatial channel attention integration module (MBSC) based on an attention mechanism is designed to extract the features of each attribute. Finally, using the semantic inference and information transfer function of the graph convolution network, the relationship between attribute features and dancer features can be mined and deduced, and more expressive action features can be obtained; thus, high-performance dance motion recognition is realized. The test and analysis results on the data set show that the algorithm can recognize the dance movement and improve the accuracy of the dance movement recognition effectively, thus realizing the movement correction function of the dancer.

1. Introduction

Human motion recognition is the recognition of human body posture by extracting features from images [1, 2]. This technology can be used in intelligent dance training. By extracting the characteristics of dancers’ images, the posture skeleton diagram of dancers can be obtained, which can be used to identify the movements of dancers, evaluate the posture of dancers, and make correction [3, 4].

Early human motion recognition focused on human body contour features or component models. Jalal et al. [5] designed a human motion recognition algorithm based on component detection by using boosting classifier to extract edge force field features. Heng [6] proposed a human body pose estimation method based on the combination of histogram and color features. However, due to the complexity of human body attitude changes, traditional methods are difficult to achieve effective attitude estimation. Therefore, the method based on deep learning is gradually used in human pose estimation. Mohammadimanesh et al. [7] designed an hourglass-shaped neural network to extract multiscale features for human motion recognition. Yang et al. [8] proposed a partial affinity domain approach to obtain the human skeleton. In addition, a number of deep learning-based human motion recognition algorithms have been proposed [9, 10]. These algorithms can be used for dance movement recognition and assist dancers in training. Dancers’ movements change rapidly, their postures are changeable, and the scale of human skeleton is various on the 2D map, which brings the challenge to the intelligentization of dancers’ auxiliary training.

But none of the current motion recognition features feature dancers. The attribute feature of dancer is the important high-level semantic information in the action recognition. Attribute recognition can help the model to find more precise feature expression, thus improving the
performance of motion recognition. Therefore, a dance movement recognition algorithm based on feature expression and attribute mining is designed to learn the complicated and changeable dance movements. Firstly, the original image information is compressed by the time-domain fusion module, and the information of action and attitude can be expressed completely. Then, a two-way feature extraction network is designed, which extracts the details of the actions along the way and takes the sequence image as the input of the network. Then, in order to enhance the expression ability of attribute features, a multibranch spatial channel attention integration module (MBSC) based on an attention mechanism is designed to extract the features of each attribute. Finally, using the semantic inference and information transfer function of the graph convolution network, the relationship between attribute features and dancer features can be mined and deduced, and more expressive action features can be obtained; thus, high-performance dance motion recognition is realized.

The rest of our paper is organized as follows. Related work is introduced in Section 2. Section 3 describes the algorithm proposed in this paper. Experimental results and analysis are discussed in detail in Section 4. Finally, Section 5 concludes the whole paper.

2. Related Work

The reason why human motion recognition has always received continuous attention from universities, research institutions, and even related companies is that motion recognition technology has matured and applied in multiple fields. It can not only help people’s lives become more colorful but also make it more convenient for human beings. For example, motion recognition technology has been fully applied in intelligent monitoring, human-computer interaction, motion analysis, content-based video retrieval, and information preservation in intangible cultural heritage [11, 12].

Adopt appropriate feature extraction methods to characterize the key information of human actions. Obtaining features that contain rich information is the basis and guarantee of the follow-up action recognition link. Feature quality is related to the final recognition accuracy. In an ideal situation, the extracted features should be robust to changes in the appearance information, background environment, perspective, and execution of the action. At the same time, the feature description must contain sufficient information and be discriminative to facilitate effective action classification. The following introduces the global features and local features, respectively.

2.1. Global Feature Representation Method. The global feature representation method is to extract motion information from the overall motion video and is not sensitive to partial occlusion. Its main advantage is that it can well capture the global motion structure. In addition, since the global feature representation method usually takes the entire action video as a frame input and pools or filters the pixel features of the video to form a feature with a relatively simple structure, it requires less computational cost. In the global feature, the contour contains the boundary information of the human body motion area, which can better represent the overall information of the human body target.

Malbog et al. [13] used Canny edge detection to obtain the shape of the action and made it an action template, extracting key frames from the video and matching the saved action template and then distinguishing the type of human action. Alp and Keles [14] combined “motion energy image” and “motion history image” into a time-domain template and calculated the horses between the motion to be recognized and the template. The distance is given as the basis for the action category. He et al. [15] extended the two-dimensional HOG feature to the three-dimensional space and used the integral video method to calculate the HOG gradient value in the three-dimensional space to form the 3D-HOG feature. Hamzah et al. [16] used the RANSAC method to optimize the optical flow field and performed a two-dimensional Fourier transform on it, taking the maximum value of the obtained multiple Fourier coefficients as the extracted feature vector. Ullah et al. [17] extracted features based on the optical flow field, and each pixel of each frame of video image corresponds to a 12-dimensional feature vector one to one. Then solve the covariance matrix for the eigenvectors corresponding to all the pixels in the motion state in the video segment. Then, recognition is performed under the framework of sparse linear representation.

The top-down global feature representation needs to obtain the action area of the human body based on the human body detection and positioning technology and adopt the overall coding method for this area to further express the action information. Therefore, this method usually contains very rich global information, and the obtained features are also very discriminative. However, in the entire global feature extraction process, a lot of pre-processing work is required, and the effect of action recognition under complex background and occlusion problems is not optimistic.

2.2. Local Feature Representation Method. The local feature representation method first extracts the feature points of interest from the video image, so as to extract feature information from the surrounding area of the feature points of interest. Then, under the framework of Bag of Visual Words, a mathematical model is constructed for various features to predict the category labels of human actions. The local features calculated directly from the video have become popular in action recognition because of their strong robustness to complex backgrounds and their independence in target detection and tracking.

Wang et al. [18] compared the performance of dense action representation and sparse representation in local action feature evaluation. Zhao et al. [19] applied the trajectory features of the action to the recognition model and proposed a combination of HOG, HOF, and MBH features to form a dense trajectory feature representation method.
with rich information and strong robustness. Since the global smoothing constraint is applied to the trajectory, the resulting trajectory is more robust. In order to reduce the computational complexity, Sun et al. [20] combined the idea of saliency detection to only sample relatively significant regions in the video that contain human motion. Lim et al. [21] integrated the sampling method based on the motion boundary into the dense sampling, and the invalid sampling points were significantly reduced. With the development of pixel-based underlying features, previous methods have made the greatest effort to capture the motion information embedded in continuous body movements. At present, the most effective action feature is IDT and its optimized feature representation, combined with Fisher vector coding, can obtain a good recognition effect. The existing action feature representation based on machine learning is also constructed on the basis of the underlying feature representation. For example, Zhao et al. [22] proposed a two-stream structured CNN model, which uses a spatial network to obtain surface information of independent frames such as objects and scenes. The temporal network mainly captures the motion information in the optical flow image.

Similar to the human action recognition method based on traditional methods, the human action recognition method based on deep learning also has a series of works using attributes [23]. Experiments have shown that pedestrian attributes perform well against changes in perspective, posture, and illumination. Rueda and Fink [24] combined pedestrian ID and attribute classification loss and contrast loss to train human action recognition tasks. Zhao et al. [25] proposed a semantic attribute learning model, which trains the attribute semantic description and is suitable for human action recognition. Wang et al. [26] trained the attribute classifier on a separate attribute data set and integrated it into the human action recognition model.

Specific dance action recognition is an important application field of human body action recognition [27]. The dance movement recognition technology can help dancers correct wrong postures and help intelligent dance-assisted training. Raz et al. [28] regard human posture estimation as a detection problem and perform human posture estimation by returning to the heat map of the key points of human posture. Chou et al. [29] proposed a human posture estimation algorithm based on hourglass, which can obtain multiscale features while having a more concise structure. Rogez et al. [30] proposed a real-time 2D pose detection method for multiple people. The main principle of this method is to associate body parts with corresponding individuals through partial affinity domain learning. In order to improve the detection performance of the algorithm for complex key points, Okuno et al. [31] used a global network to detect simple key points and then used RefineNet to detect complex key points for pose estimation. This network structure is called CPN.

3. Dances’ Actions Recognition

3.1. Multifeature Fusion Expression. In order to improve the recognition performance of the model for complex dancers’ actions, this paper designs a feature expression method based on multifeature fusion. The expression module of multifeature fusion proposed in this paper is mainly composed of a time-domain fusion module and a two-way feature extraction module. The overall structure of the model is shown in Figure 1.

The time-domain fusion module compresses the data amount of the original image through the two-frame fusion algorithm and the three-frame fusion algorithm, reduces the redundant information of the original image, and retains most of the information of the original image [32–36]. The bidirectional feature extraction module designed the bidirectional three-dimensional ConvNets networks Net-1 and Net-2. Net-1 forwards the fusion data to the network for feature extraction, and Net-2 reverses the fusion data to the network for feature extraction and then carries out two-way feature weighted fusion.

3.1.1. Time-Domain Fusion Module. Not only does the signal have high and low-frequency components, but also the image has high- and low-frequency components. For images, low-frequency components show the overall structure, and high-frequency components show detailed features. Obviously, there is redundancy in low-frequency components.

The use of Gaussian filtering to extract low-frequency information in the video is to calculate the transformation of each pixel in the image through the normal distribution, which is defined in the 2-dimensional space as

$$g(x, y, z) = e^{-((x^2+y^2)/2z^2)} / 2\pi z^2.$$  \hspace{1cm} (1)

In the formula, the variable $z$ is the scale parameter, and the larger $z$, the more intense the smoothing. Assuming that the 2-dimensional image is $I(a, b)$, the low-frequency image $L_f(a, b)$ is the convolution of the two; namely,

$$L_f(a, b) = g(x, y, z) \ast I(a, b).$$  \hspace{1cm} (2)

The main purpose of the time-domain fusion module is to reduce the data volume of the original video, reduce the redundant information contained in the video, and compress the data volume of the original video. Behaviour actions are composed of a series of images, containing a lot of information that has nothing to do with behaviour. Denote the image sequence as $I(a, b)$, $I_{a-1}(a, b)$, and $I_{a+1}(a, b)$ represent the previous frame and the next frame of the video sequence, respectively. First, the current frame $I(a, b)$ is used to smoothly obtain the low-frequency information of
the image, and then the low-frequency information and
high-frequency information \(I_{t+1}(a, b)\) are reconstructed to
obtain the fusion image, where the high-frequency com-
ponent is its phase. The adjacent frame is the original image
without Gaussian filtering. Finally, downsampling is per-
formed in the spatial dimension to reduce the size of each
frame of image.

The calculation of the two-frame fusion process is
\[
\text{Fuse}(a, b) = \alpha \ast L_f(a, b) + \beta \ast I_{t+1}(a, b).
\]

In the formula, \(L_f(a, b)\) is the low-frequency pixel value
of the image, \(I_{t+1}(a, b)\) is the high-frequency component
of the image, \(\text{Fuse}(a, b)\) is the pixel value of the fused image,
and \(\alpha\) and \(\beta\) are the weights of image’s pixel values. In this
paper, the values of \(\alpha\) and \(\beta\) are 0.6 and 0.4, respectively.

The calculation of the three-frame fusion process is
\[
T_f(a, b) = \alpha \ast L_{f_{t+1}}(a, b) + \beta \ast I_t(a, b) + \lambda \ast L_{f_{t+1}}(a, b).
\]

In the formula, \(L_{f_{t+1}}(a, b)\) is the low-frequency pixel value
of the image, \(L_{f_{t+1}}(a, b)\) and \(L_{f_{t+1}}(a, b)\) are the high-frequency
components of the image, \(T_f(a, b)\) is the fusion image pixel
values, and \(\alpha\), \(\beta\), and \(\lambda\) are the weights of the image. In this
paper, the values of \(\alpha\), \(\beta\), and \(\lambda\) are 0.25, 0.5, and 0.25,
respectively.

3.1.2. Two-Way Feature Extraction Module. The two-way
feature extraction network structure used in this paper is shown
in Figure 2. It can be seen from Figure 2 that both Net-1 and
Net-2 networks consist of 6 convolutional layers, 4 pooling
layers, 6 activation functions, and 3 batch normalization layers.
The size of the convolution kernel of each Conv3D layer is
\(3 \times 3 \times 3\), and the number of filters of the 6 Conv3D layers is
32, 64, 128, 128, 256, and 256 in order. Except for Conv3D, there is
a Relu layer and a BN layer behind each Conv3D layer. The
kernel size of the first pooling layer is \(2 \times 2 \times 1\), and the step size
is \(2 \times 2 \times 1\). Only spatial aggregation is performed on the first
layer Conv3D, and the amount of time dimension information
is retained. The kernel size of other pooling layers is \(2 \times 2 \times 2\),
and the step size is \(2 \times 2 \times 2\), which reduces the space size and
time length to a ratio of 4 and 2. At the same time, random
inactivation is added after each level of pooling layer mitigation
model overfitting. Using the BN layer through normalization
methods, the input value of each layer of the neural network
conforms to the standard normal distribution, which avoids the
disappearance of the gradient during the backpropagation
process, greatly improves the training efficiency, improves the
classification accuracy, and reduces the superdifficulty of pa-
rameter adjustment.

The difference between Net-1 and Net-2 networks is the
video input layer and the pooling layer. When the Net-1
network receives data, it is input in the order of original data,
two-frame fusion data, and three-frame fusion data, and
maximum pooling is used. The main purpose is to retain
texture features. When the Net-2 network receives data, it is
input in the reverse order of the Net-1 network, and the average
pooling layer is used to preserve the overall data characteristics.

3.2. Attribute Mining. Pedestrian attributes express the
high-dimensional semantic information of pedestrians and
can provide detailed information for pedestrian reidentifi-
cation tasks, such as hair length and sleeve length. Character
attributes are highly robust to lighting, posture changes, and
camera changes. For this reason, this paper introduces the
attribute information into the action recognition task simply
and directly.

In terms of the mode of action, the attention model
selected in this paper is the soft attention mode. Using the
soft attention method can use the existing task back-
propagation for learning without introducing additional
tasks. In terms of scope, this paper uses a combination of
spatial attention and channel attention to implement the
attribute attention model. In order to further improve the
performance of the attention model, this paper uses a
multibranch integration method to combine the results of
multiple attention models.

Model ensemble is an important method in the field of
machine learning. Model integration refers to a type of
method that uses a certain integration strategy to fuse
multiple models or the results of multiple models together as
the final model or final result. By using appropriate inte-
gration methods, the performance of the model can be ef-
fectively improved.

Spatial attention can use existing task backpropagation
for learning without introducing additional tasks. The ad-
vantage is that it is self-directed and does not need to in-
roduce additional tasks. Since the spatial attention model is
not an attention label because of its guidance information, it
belongs to semisupervised learning. Considering that the
attention model learned by semisupervised learning may be
biased, this paper uses the method of model integration to
avoid it. Therefore, channel attention is introduced, multiple
attention models are trained at the same time, and the
outputs of multiple models are finally integrated as the final
output result of the model.

The advantage of soft attention is that it is self-directed
and does not need to introduce additional tasks. At the same
time, the soft attention model belongs to semisupervised
learning because its guidance information is not an attention
label. Considering that the attention model learned by
semisupervised learning may be biased, this paper uses the
method of model integration to avoid it. Train multiple
attention models at the same time, and finally integrate the
outputs of multiple models together as the final output result
of the model, which is called the multibranch spatial channel
attention integration module (MBSC). As shown in Figure 3,
the results of multiple attention branches trained separately
are first integrated to obtain an attention map. There are
multiple options for specific integration strategies:

\[
\text{attention}_{\text{all}} = \frac{1}{m} \sum \text{attention}_i,
\]

\[
\text{attention}_{\text{all}} = \text{vote}(\text{attention}_1, \ldots, \text{attention}_m),
\]

\[
\text{attention}_{\text{all}} = \max(\text{attention}_1, \ldots, \text{attention}_m).
\]
Figure 1: Multifeature fusion expression module.

Figure 2: Two-way feature extraction module.
Among them, the variable attentional represents the attention result after integration, attention1,..., attentionm represent the attention result sequence before integration, and the variable m represents the number of branches. The symbol max represents the maximum value operation. The symbol vote means to vote. Formulae (5)–(7), respectively, represent three different integration strategies: averaging, maximizing, and voting. In this paper, formula (5) is selected as the integration strategy for finding the mean value. Finally, this paper combines the spatial attention map and the channel attention map to form a spatial channel attention map through the matrix dot product method.

\[ F_{\text{all}} = \text{spatial}_\text{attention} \ast \text{channel}_\text{attention}. \quad (8) \]

Among them, the variable \( F_{\text{all}} \) represents the spatial channel attention map, and the dimension is \( h \times w \times c \). The spatial channel attention map is multiplied by the shared feature map to obtain the attribute feature map for specific attributes. The attribute feature map is first reduced by global average pooling, and then the convolution kernel is \( 1 \times 1 \) for feature extraction and dimensionality reduction to obtain \( 1 \times 1 \times c' \) attribute features. Finally, the obtained features are input into the attribute classifier for attribute classification.

As shown in Figure 4, it is the overall structure diagram corresponding to the action recognition algorithm based on feature expression and attribute mining.

4. Results and Discussion

This paper is based on feature expression and attribute mining. In the experimental results, we analyse the performance from the perspectives of multifeature fusion, attribute mining, and the combination of the two.

4.1. Data Preprocessing and Parameter Setting. The dance data sets are used in the experiment of this paper, namely, DanceDB data set and FolkDance data set. In the DanceDB data set, emotion markers are used for each dance category. The FolkDance dance data set is divided into four groups of dances in total, each group contains a number of subdivided dance moves, the action categories are relatively rich, and each set of dance moves is relatively complex and challenging.

During the experiment, a small batch of data is used for training, and the batch is processed once every 16 batches, and the number of iterations’ epoch is set to 100. The accuracy of the model is improved by automatically adjusting the learning rate. The adjustment process adopts a linear attenuation method, and the initial learning rate is set to 0.01.

4.2. Multifeature Fusion Performance. This part shows the performance of the fusion of different features. This part not only shows different features but also shows the performance of single feature and multiple feature fusion.

From the experimental results in Figure 5, it can be seen that the recognition rate of dance movements in each group is still relatively low for each single feature. The HOG feature is used to characterize the local appearance and shape of the action. When the similarity between the actions in the dance combination is too high, it will increase the difficulty of recognition and affect the recognition accuracy. In addition, the results of the first two groups also show that when the action similarity in the dance combination is very low, the performance of the HOG feature in this paper is better than the HOF feature for complex dance action recognition.

In this paper, the recognition rate of the audio signature feature in the four groups is not much different, which also shows that the audio feature has maintained a good recognition rate and is not affected by factors such as complex actions. Compared with a single feature, the method in this paper has a relatively large improvement in the recognition rate of each group of dance movements. Although facing the influence of similar dance moves, the recognition rate of the method based on multifeature fusion in this paper is higher than the recognition rate of all single features in the two.
combinations, respectively. Comparing the first two groups at the same time, although there is a decline, the method in this paper is more robust than the performance of a single feature in the same group. This shows that, in dance movement recognition, by fusing features and then learning the corresponding weights in the training process, the influence of complex movements and similar factors can be reduced to maintain a certain accuracy.

The accuracy of various human action recognition methods (including HOG, LBP, HOF, and SIFT fusion, LBP and SIFT fusion, and the algorithm proposed in the paper) is compared as follows.

The accuracy of various human action recognition methods (including HOG, LBP, HOG, and SIFT fusion, LBP and SIFT fusion, and the algorithm proposed in the paper) is compared as follows.

The dance movement recognition algorithm based on multifunction fusion will be tested on the database, and the test results are shown in Figure 7. In Figure 7, (a) represents the original image; (b) represents the key points of the real human skeleton in the figure; (c) represents the key points of the human skeleton predicted by the hourglass method; (d) represents the key points of the human skeleton predicted by the FPN-based algorithm; (e) represents the key points of the human skeleton predicted by the algorithm in this paper. It can be seen from the results in Figure 7 that, in the first column of simple dance moves, the three methods can basically predict the key points of the dancer. But for the
second, third, and fourth columns of dance moves in Figure 7, the algorithm in this paper has a richer semantic feature after multifeature fusion and successfully predicted the key points.

4.3. Performance Analysis of Attribute Mining. This part shows the performance of attribute mining. This part also shows the performance analysis of different attention mechanisms. Figure 8 lists the experimental results under different module settings. MBSC is the multibranch spatial channel attention model mentioned above. Similarly, MBS and MBC refer to the multibranch spatial attention ensemble model and the multibranch channel attention ensemble model, respectively. According to the data in Figure 8, the following conclusions can be drawn:

(1) Both spatial attention and channel attention mechanisms can improve the performance of action recognition to a certain extent. Relatively speaking, the channel attention mechanism improves more. This shows that the idea of using the attention mechanism for attribute mining to improve the performance of action recognition is correct.

(2) Combining spatial attention and channel attention can further improve the results of the experiment, which shows that spatial attention and channel attention are complementary, and combining the two is beneficial to the study of action recognition.

In summary, the experiment verifies the effectiveness of the multibranch spatial channel attention integration module.

In the multibranch spatial channel attention integration module, the number of branches $m$ as an important superparameter will have an important impact on the experimental results. Specifically, if the number of branches used is insufficient, invalid information is more likely to affect the effect of the integration. On the contrary, if the number of branches is too large, part of the weaker but still valid information will be ignored, and the training process will be too complicated and time-consuming. During the experiment, $m \in [1, 8]$ is an integer, where 1 represents the case of non-multi-branch. In order to make it easier to observe the changes in the effect when the number of branches $m$ changes, the line chart used in this paper represents the case of different branch numbers. The experimental results on the two data sets are shown in Figure 9. Observing the curve changes in Figure 9 in the process, it can be found that as the number of branches increases, the effect improves more obviously at the beginning, and the effect begins to deteriorate after reaching the apex, but the deterioration process is very slow. This shows that the increase in the number of branches can help the model focus on more important areas and features, and unimportant and less important information is gradually eliminated. According to the experimental results, $m = 4$ is selected as the superparameter set in the experiment.

4.4. Comparison of the Method in this Paper with the Current Typical Mainstream Models. This part combines multi-feature expression and attribute mining and compresses with the current mainstream algorithms.

In order to evaluate the performance of the algorithm in this paper, compared with the traditional algorithm, dual-stream structure, 3D convolutional neural network, LSTM structure, and CPN structure, the results are shown in Figure 10. The experiment tested the average recognition accuracy of each algorithm under 5-fold crossover on two data sets. On the DanceDB data set, the method in this paper is superior to other algorithms. Compared with the classic dual-stream network and CPN, the accuracy has been improved. On the FolkDance data set, the algorithm in this
Figure 7: Skeleton key point prediction based on multifeature fusion. (a) Original image; (b) key of real human skeleton; (c) hourglass predictions; (d) FPN prediction; (e) our prediction.
Figure 8: Ablation experiment.

Figure 9: Branch number curve on the two data sets. (a) Branching curve on the DanceDB data set. (b) Branching curve on the FolkDance data set.

Figure 10: Comparison of the recognition accuracy of the algorithm in this paper on the two data sets.
paper also obtained the best recognition accuracy, and compared with the 3D convolutional neural network, the accuracy rate is also improved.

The method in this paper has excellent recognition accuracy due to the following aspects:

(1) Extract the information of the original video through the fusion of two and three frames in the time domain to improve the ability to analyse the video information, so that it can fully express the behaviour information.

(2) Through the two-way feature extraction network on the network structure, the detailed features and overall features of the behaviour are extracted, and the spatial-temporal features are efficiently extracted.

(3) Further attribute mining is performed on the fusion features, and the attribute features are incorporated into the recognition, thereby improving the recognition performance.

5. Conclusion

This paper designs a dance movement recognition algorithm based on feature expression and attribute mining, which is used to learn complex and changeable dancer movements. First, the time-domain fusion module is introduced to compress the original image information and completely express the information of the action and posture. Then, a two-way feature extraction network is designed to extract the detailed features and overall features of the dancers. Then, the multibranch spatial channel attention integration module of the attention mechanism is used to extract the characteristics of each attribute. Finally, using the semantic inference and information transmission functions of the graph convolutional network to realize the mining and reasoning of the relationship between the attribute characteristics and the dancer characteristics, and obtain the movement characteristics with stronger expressive ability, so as to realize high-performance dance movement recognition. In order to verify the effectiveness of the proposed algorithm, this paper conducts experiments on two commonly used data sets for each module, different parameters, and different variants in the paper to verify whether the three methods proposed in this paper are effective. The results show that the algorithm can recognize dance movements and can effectively improve the accuracy of dance movement recognition, so as to realize the function of correcting dancers’ movements.
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