

**Abstract**
Log anomaly detection is a key component in the field of artificial intelligence for IT operations (AIOps). Considering log data of variant domains, retraining the whole network for unknown domains is inefficient in real industrial scenarios especially for low-resource domains. However, previous deep models merely focused on extracting the semantics of log sequences in the same domain, leading to poor generalization on multi-domain logs. To alleviate this issue, we propose a unified Transformer-based framework for log anomaly detection (TRANSLOG), which is comprised of the pretraining and adapter-based tuning stage. Our model is first pretrained on the source domain to obtain shared semantic knowledge of log data. Then, we transfer the pretrained model to the target domain via adapter-based tuning. The proposed method is evaluated on three public datasets including one source domain and two target domains. Experimental results demonstrate that our simple yet efficient approach, with fewer trainable parameters and lower training costs in the target domain, achieves state-of-the-art performance on three benchmarks.

1 Introduction

With the rapid development of large-scale IT systems, numerous companies have an increasing demand for high-quality cloud services. Anomaly detection [Breier and Branišová, 2015] is a critical substage to monitoring data peculiarly for logs, which describe detailed system events at runtime and the intention of users in the large-scale services [Zhang et al., 2015]. The field of artificial intelligence for IT operations (AIOps) [Dang et al., 2019] intends to empower IT operations by integrating advanced deep learning algorithms to meet these challenges, which ensures the stability of company data and maintain high efficiency simultaneously.
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Figure 1: The same anomaly from multiple domains. The top part denotes the “Unusual End of Program” anomaly from three domains including BGL, Thunderbird, and Red Storm while the bottom part is the “Program Not Running” from four domains including BGL, Thunderbird, Spirit, and Liberty.

Large-scale services are usually implemented by hundreds of developers, it is error-prone to detect anomalous logs from a local perspective. In this case, some automatic detection methods based on machine learning are proposed [Xu et al., 2010]. Due to the development of IT services, the volume of log data has grown to the point where traditional approaches are infeasible. Therefore, research has turned to deep learning methods [Zhang et al., 2016; Du et al., 2017; Zhang et al., 2019; Meng et al., 2019]. As log messages are half-structured and have their semantics, which is similar to natural language corpus, language models like LSTM and Transformer are leveraged to obtain semantics in logs. Recently proposed methods even adopt fashion pretrained models like BERT [Devlin et al., 2018], GPT2 [Radford et al., 2018] for better embedding representation.

We observe that logs from different sources have the same anomalous categories. Despite being different in morphology and syntax, logs of multiple domains are semantically similar. For example, in Figure 1, three sources (BGL, Thunderbird, Red Storm) all have the anomaly called the unusual end of program, thus we naturally think if the model can identify the
same anomalies in all domains with shared semantic knowledge. However, existing approaches mostly focus on a single domain, when new components from a different/similar domain are introduced to the system, they lack the ability to accommodate such unseen log messages. In addition, we need to consider the continuous iteration of log data when system upgrades, which is costly to retrain different copies of the model. Therefore, a method based on transfer learning is required to perform well on logs from multiple domains.

In this paper, we address the problems above via a two-stage solution called TransLog. TransLog is capable of preserving the shared semantic knowledge between different domains. More specifically, we first create a neural network model based on the self-attention mechanism, which is pretrained on the source domain to obtain common semantics of log sequences. Second, TransLog utilizes a flexible plugin-in component called adapter to transfer knowledge from the source domain to the target domain.

Generally, the main contributions of this work are listed as follows: (i) We propose TransLog, an end-to-end framework using Transformer encoder architecture to automatically detect log anomalies. (ii) With only a few additional trainable parameters on the target domain, TransLog allows a high degree of parameter-sharing while reducing time and calculation consumption. (iii) Our TransLog performs well under different amounts of training data, especially when the training data is low-resource. (iv) The proposed approach is evaluated against three public datasets: HDFS, BGL, and Thunderbird. TransLog reaches state-of-the-art performance on all these three datasets.

2 Background

Log Parsing The purpose of log parsing is to convert unstructured log data into the structured event template by removing parameters and keeping keywords [Jiang et al., 2008; Makanju et al., 2009]. The previous work Drain [He et al., 2017] adopts a fixed-depth tree structure to split the log data and extracts structured templates. Spell [Du and Li, 2016] applies the longest common subsequence algorithm to parse logs efficiently. In Figure 2, we utilize Drain to extract all the templates, and then each log message and the corresponding template is matched. Next, the whole log template sequence is fed into anomaly detection models.

Adapter-based Tuning Adapter-based tuning [Houlsby et al., 2019; Bapna and Firat, 2019] is proved to be a parameter-efficient alternative in many NLP tasks. The structure of adapters is lightweight, which is usually composed of simple projection layers. Adapters are always inserted between transformer layers [Vaswani et al., 2017]. When tuning the model on downstream tasks, only the parameters of adapters are updated while the weights of the pretrained model are frozen. Thus, though utilizing much less trainable parameters compared to full fine-tuning [Devlin et al., 2018; Stickland and Murray, 2019], adapter-based tuning reaches comparable performance. In this paper, we design our adapter layer as one down-projection layer, one activation layer, and one up-projection layer in Figure 4.

3 TransLog

In this section, we describe the general framework for log anomaly detection, named TransLog. The architecture of the TransLog is shown in Figure 3, which contains two stages: pretraining and adapter-based tuning. The following parts start with the definition of the problem, and then the components of the backbone model are presented. Afterward, we illustrate the exhaustive procedure of two stages.

3.1 Problem Definition

Log anomaly detection problem is defined as a dichotomy problem. The model is supposed to determine whether the in-
put log is abnormal or normal. For the source domain, assuming that through preprocessing, we achieve the vector representations of $K_{src}$ log sequences, which is denoted as $S_{src}^{src} = \{S_k^i\}_{k=1}^{K_{src}}$. Then, $S_{src}^{src} = \{V_{src}^i\}_{t=1}^{T_{src}^i}$ denotes the i-th log sequence, where $T_{src}^i$ is the length of the i-th log sequence. For the target domain, $S_{tgt}^{tgt} = \{S_k^i\}_{k=1}^{K_{tgt}}$ denotes the representations of $K_{tgt}$ log sequences. $S_{tgt}^{tgt} = \{V_{tgt}^i\}_{t=1}^{T_{tgt}^i}$ denotes the i-th log sequence, where $T_{tgt}^i$ is the length of the i-th log sequence. Therefore, the training procedure is defined as follows. We first pretrain the model on the source-domain dataset as below:

$$f_p(y_i | S_{src}^{src}; \Theta)$$, (1)

where $f_p$ represents the pretraining stage, $\Theta$ is the parameter of the model in pretraining stage. Then, the model is transferred to the target-domain as below:

$$f_a(y_j | S_{tgt}^{tgt}; \Theta, \theta_a)$$, (2)

where $f_a$ represents the adapter-based tuning stage. $\Theta$ is the parameter of the transformer encoder transferred from the pretraining stage, which is frozen in adapter-based tuning stage. $\theta_a$ is the parameter of the adapter. $y$ is the groundtruth. Through Equation 1 and 2, TRANSLOG learns the semantic representation of template sequences between domains.

### 3.2 Backbone Model

**Feature Extractor** The feature extractor converts session sequences (template sequence) to vectors with the same dimension $d$. Here we use the pretrained sentence-bert[Reimers and Gurevych, 2019] model to get the template sequence representation. Recently some methods extract semantic representation from raw log messages, they believe it could prevent the loss of information due to log parsing errors. However, embedding every log message is not realistic considering a large amount of log data. Studies also show that almost all anomalies could be detected by template sequence, even if there are parsing errors. Thus, we only embed all existing log templates. Each session has $l$ fixed length, so through the layer, we can obtain the $X \in \mathbb{R}^{l \times d}$ for each session.

**Encoder with Light Adapter** As shown in Figure 4. To better encode the corresponding feature of inputs, we use the transformer encoder as the backbone model. By doing so, our encoder with self-attention mechanism overcomes the limitations of RNN-based models. The core self-attention mechanism is formally written as:

$$Attention(Q, K, V) = softmax\left(\frac{QK^T}{\sqrt{d/\text{heads}}})V\right)$$, (3)

where heads is the number of the heads, $d$ denotes the dimension of the input, and $Q, K, V$ represent queries, keys, and values, respectively.

The order of a log sequence conveys information of the program execution sequence. Wrong execution order is also considered abnormal. Thus, constant positional embedding is also used. Component after self-attention layer and feedforward layer is the adapter. It’s a lightweight neural network between the transformer layers. When tuning a pretrained language model to a new domain, adapters are inserted. During adapter-based tuning, only a few parameters of the adapters are updated on the target domain. More specifically, we use down- and up-scale neural networks as the adapter. Two pro-
projection layers in adapter first map hidden vector from dimension \(d\) to dimension \(m\) and then map it back to \(d\). The adapter also has a skip-connection operation internally. The output vector \(h'\) of the adapter is calculated as follows:

\[
h' = W_{up} \tanh(W_{down} h) + h.
\]

where \(h \in \mathbb{R}^d\) represents a given hidden vector. \(W_{down} \in \mathbb{R}^{m \times d}\) and \(W_{up} \in \mathbb{R}^{d \times m}\) is the down-projection and the up-projection matrix respectively, by setting \(m << d\), we limit the number of parameters added per adapter, which is the core to reduce trainable parameters while retaining semantic information to the maximum extent.

### 3.3 Pretraining

Inspired by the BERT model [Devlin et al., 2018], which takes a self-supervised method to learn general language features that further be utilized to serve different downstream tasks, we acquire the common reason for log anomaly with the stacked transformer encoder. In this stage, the pretrained model learns the commonalities among different anomalies from the semantic level, which contributes significantly to the anomalous detection for new log sources. More specifically, the objective of this stage is the same as anomaly detection, which is a supervised classification task without adapters in the model. Then, the parameters of the transformer encoder, which is trained during this stage, are shared to the next stage. After parameter initialization, we freeze these parameters during the adapter-based tuning stage.

### 3.4 Adapter-based Tuning

When tuning a pretrained model from the source domain to a target domain, the way of adapter-based tuning leverages the knowledge obtained from the pretraining stage with lightweight adapters, which are neural networks like Houlsby et al., 2019. In this paper, our adapter is composed of one down-projection layer, one activation layer, and one up-projection layer in Figure 4. Through the pretraining stage, we achieve the pretrained model, thus in this second stage, we plug adapters into the transformer layers of the pretrained model, afterward, only the parameters of the adapters are updated during target domain adaption. Parameters of the multi-headed attention and the feedforward layers in the pretrained model are frozen. Unlike fine-tuning, TRANSLOG provides a plug-in mechanism to reuse the pretrained model with only a few additional trainable parameters, without updating the entire model for a new domain in this stage.

### 3.5 Training Strategy

In this work, we both adopt BCE loss for two stages. Thus, we define the objective loss of the pretraining stage as below.

\[
\mathcal{L}_p = -\mathbb{E}_{x,y \in D_{src}^{x,y}} \log P(y|x; \Theta),
\]

where \(\mathcal{L}_p\) represents the loss in the pre-training stage. \(\Theta\) is the parameter of the whole model in the pretraining stage. \(x\) and \(y\) are the input data and label respectively, \(D_{src}^{x,y}\) represents the data coming from the source domain. Then, we define the objective loss in the adapter-based tuning stage as below.

\[
\mathcal{L}_a = -\mathbb{E}_{x,y \in D_{tgt}^{x,y}} \log P(y|x; \Theta_f, \theta_a).
\]

where \(\mathcal{L}_a\) is the loss function in the adapter-based tuning stage. \(\Theta_f\) is the parameter of the encoder module trained in the pretraining stage, which is frozen in the adapter-based tuning stage. \(\theta_a\) is the parameter of the adapter. \(D_{tgt}^{x,y}\) represents the data coming from the target domain.

### 4 Experiments

In this section, the comprehensive settings of the experiment are illustrated. Afterward, we experiment on three public datasets coming from LogHub [He et al., 2020]. Compared with baseline methods, our TRANSLOG reaches the state-of-the-art performance on all datasets.

#### Datasets

We conduct experiments on three public datasets, which is described in Table 1, 10M/11M/5M continuous log messages from Thunderbird/HDFS/BGL are separately leveraged, which is used in prior work [Yao et al., 2020; Le and Zhang, 2021]. HDFS [Xu et al., 2010] dataset is generated and collected from the Amazon EC2 platform through running Hadoop-based map-reduce jobs. It contains messages about blocks that assign a unique ID to the raw logs. Thunderbird and BGL datasets [Oliner and Stearley, 2007] contain logs collected from a two supercomputer system at Sandia National Labs (SNL) in Albuquerque. The log contains alert and non-alert messages identified by alert category tags. Each log message in the datasets was manually labeled as anomalous or not.

#### Preprocessing

Different datasets require preprocessing correspondingly. We extract log sequences by block IDs for HDFS, since logs in HDFS with the same block ID are correlated. BGL and Thunderbird do not have such IDs, so we utilize a sliding window (size of 20) without overlap to generate a log sequence. 1 shows the detail of datasets. We adopt Drain [He et al., 2017] with specifically designed regex to do log parsing, due to its high efficiency. Number of anomaly is counted based on window. Windows containing anomalous message are considered as anomalies, thus it’s less than the number of anomalous log messages. For each dataset, we select the first 80% (according to the timestamps of logs) log sequences for training and the rest 20% for testing.

#### Implementation Details

In the experiment, we try a different number of transformer encoder layers in \{1, 2, 4\}. The number of attention heads is 8, and the size of the feedforward network that takes the output of the multi-head self-attention mechanism is 3072. We optimize using Adam way whose learning rate is scheduled by OneCycleLR, with \(\beta_1 = 0.9, \beta_2 = 0.99\), and \(\varepsilon = 10^{-8}\). All runs are trained on 4 NVIDIA v100 with a batch size of 64. For each dataset,
we tune the maximum learning of OneCycleLR scheduler in \( \{1e - 5, 5e - 5, 1e - 6\} \).

**Baselines and Evaluation** We compare TRANSLOG with the six baseline methods, including Logistic Regression (LR), Support Vector Machine (SVM), Deeplog [Du et al., 2017], LogAnomaly [Meng et al., 2019], LogRobust [Zhang et al., 2019] and Neurallog [Le and Zhang, 2021] on the three datasets. These methods are in two categories: machine learning and neural network approaches. Traditional approaches usually build models by transforming the log sequence into log count vectors while neural network approaches leverage word or contextual embeddings to represent log sequences. In our experiments, we use precision (\( \frac{TP}{TP + FP} \)), recall (\( \frac{TP}{TP + FN} \)) and \( F_1 \) score (\( \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \)) to compare our method and previous baselines.

**Main Results** To test the effectiveness of TRANSLOG, we compare the proposed algorithm with baseline methods on HDFS, Thunderbird, and BGL benchmarks. As is shown in **TABLE 2**. Our TRANSLOG achieves the highest \( F_1 \) score on all three datasets, confirming the effectiveness and generalization of TRANSLOG. To obtain our main results, BGL is pretrained as the source domain in the first stage, while HDFS and Thunderbird are selected as the target domain in the adapter-based tuning stage. We provide a thorough analysis of our model in Section 5.

## 5 Analysis

In this section, we conduct the ablation study in four aspects for a penetrating analysis of TRANSLOG, including the effect of the pretrained model, the gap between pretrained log models, the efficiency of adapter-based tuning, and the low-resource study.

### Effect of Pretrained Log Model

To demonstrate the feasibility of transferring semantic information between various domains, we compare the performance of two training techniques, namely training from scratch and fine-tuning. Here, the way of fine-tuning is to update the parameter of the whole pretrained model. We choose BGL as the source domain for its variety in log templates and its huge data volume. Besides, from the perspective of system kinds, HDFS is a distributed system while Thunderbird is a supercomputer system similar to BGL. Thus, experiments on such different log data distributions can demonstrate both the transferability of semantic knowledge and the effectiveness of TRANSLOG.

We compare two methods in terms of their rate of convergence and final results. Figure 5 displays the loss curves and \( F_1 \) score curves w.r.t training steps. The results show that fine-tuning converges faster than training from scratch, which demonstrates that semantic knowledge the pretrained model learned is valuable, besides it also shows the power of the model to transfer information between domains. We furthermore discover that fine-tuning is more stable with a smoother curve, which is more obvious on Thunderbird, illustrating that similar domains share semantics more efficiently.

Due to TRANSLOG achieves good performance even trained from scratch, the final \( F_1 \) scores of two methods are close. By observing the \( F_1 \) score curve, we discover that fine-tuning requires fewer training steps to gain the best result, which is noteworthy for reducing costs in industrial scenes.

### Gap between Pretrained Log Models

We analyzed the effectiveness of the pretrained log model. The experimental results show the feasibility of pre-training, but we can not explain whether the performance improvement comes from the pretraining way or the pretrained model itself. Therefore, in this part, we adopt different pretrained log models to analyze the gap between pretrained log models. Specifically, we utilize BGL and Thunderbird as the source data respectively. Figure 6 shows the loss curves of the two training strategies.
on the target source. From the curves, we can see that the fine-tuning loss of each model decreases faster than training from scratch. At the same time, comparing the two pre-training models, it is obvious that, for the HDFS dataset, the model pretrained on BGL brings greater performance improvement. In conclusion, different pre-training models provide different gains for model performance, which is the gap between pre-trained log models.

**Efficiency of Adapter-based Tuning** Although we have verified that parameters transfer could accelerate convergence without reducing performance, fine-tuning each component is expensive and inconvenient. Thus, we adopt a parameter-efficient strategy, called adapter-based tuning, to allow a high degree of sharing knowledge between domains. By utilizing the adapter, we acquire a compact model for log anomaly detection by adding a few additional parameters.

To confirm the efficiency of our TRANSLOG, general transfer performance of fine-tuning and adapter-based tuning are compared. Experiments are based on a model trained on the BGL and Thunderbird datasets. On each dataset, we utilize batch size 64 and tune the model in learning rate selected from \{1e−5, 5e−5, 1e−6\}. Results show that 5e−5 is the most satisfactory for HDFS, 1e−5 is the best for Thunderbird. We conduct the ablation study by adjusting the number of encoder layers in \{1, 2, 4\}. Table 3 summarizes the results. We observe that our TRANSLOG with adapters generates a competitive score but adopts 3.5% – 5.5% of the parameters in the whole original model. In addition, experiments on the various number of transformer encoders are executed. Results indicate that more encoder layers for fine-tuning do not always generate better results. Simultaneously, adapter-based tuning performs more robust when we stack more encoder layers.

**Low-resource Study** To verify the influence of training size, we plot the performances with a varying number of training samples in Figure 7. It presents the comparison results on the BGL dataset. We consider tasks with fewer than 50k training examples as low-resource tasks, as log data is easy to obtain and be labeled manually. We train models for 30 epochs to make sure they are sufficiently trained.

We find that adapter-based tuning consistently outperforms training and fine-tuning. The improvement is more significant when the training size is small. With the number of training samples increasing, both methods will gradually catch up and finally achieve similar results. Another finding is that the quality of the model across runs is more robust, with a similar standard deviation across different training sizes. However, training and fine-tuning yield large variances when the number of the training sample is 5k and 20k.

To summarize, adapter tuning is highly parameter-efficient, and shared parameters contain semantic information that helps the model to detect anomalies. Training adapters with sizes less than 5%, performance decreases nearly 1%.

| Method       | Layers | Parameters | HDFS | Thunderbird |
|--------------|--------|------------|------|-------------|
| Fine-tuning  | 2      | 14.3M      | 0.998| 0.997       |
|              | 4      | 28.5M      | 0.997| 0.998       |
| Adapter      | 1      | 0.4M       | 0.997| 0.990       |
|              | 2      | 0.6M       | 0.997| 0.996       |
|              | 4      | 1M         | 0.998| 0.996       |

Table 3: Transfer result using fine-tuning and adapter based fine-tuning. **Layers** is the number of transformer encoder layers. **Parameters** is the number of trainable parameters in the model.

In conclusion, different pre-training models provide different gains for model performance, which is the gap between pre-trained log models.
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