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Abstract: Job recommender systems (JRS) are a subclass of information filtering systems that aims to help job seekers identify what might match their skills and experiences and prevent them from being lost in the vast amount of information available on job boards that aggregates postings from many sources such as LinkedIn or Indeed. A variety of strategies used as part of JRS have been implemented, most of them failed to recommend job vacancies that fit properly to the job seekers profiles when dealing with more than one job offer. They consider skills as passive entities associated with the job description, which need to be matched for finding the best job recommendation. This paper provides a recommender system to assist job seekers in finding suitable jobs based on their resumes. The proposed system recommends the top-n jobs to the job seekers by analyzing and measuring similarity between the job seeker’s skills and explicit features of job listing using content-based filtering. First-hand information was gathered by scraping jobs description from Indeed from major cities in Saudi Arabia (Dammam, Jeddah, and Riyadh). Then, the top skills required in job offers were analyzed and job recommendation was made by matching skills from resumes to posted jobs. To quantify recommendation success and error rates, we sought to compare the results of our system to reality using decision support measures.
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1. Introduction

Online recruiting websites or job boards, such as Indeed or LinkedIn become one of the main channels for people to find jobs. These web platforms have provided their services for more than ten years and have saved a lot of time and money for both job seekers and organizations who want to hire people.

To serve the constant cycle of the hiring process from the job seeker’s perspective, many job companies have come up with solutions for providing the job board. Here, a seeker searches for the job they would find relevant to them and apply for it. As there are many job boards, applicants tend to use the tool that provides better services to them, services such as writing a resume, creating a job profile, and recommending new jobs to a job seeker.

Since the number of results returned to job seekers may be huge, they are required to spend a significant amount of time reading and reviewing their options. That is why traditional information retrieval (IR) techniques may not be appropriate for users.

To improve traditional IR techniques, several published works consider skills as keywords associated with the job description, which needs to be matched for finding the best job recommendation (e.g., [1,2]). They consider user–job dyadic data for modeling recommendations using both content-based and collaborative filtering-based methods [1]. For these models, skill is not an active entity, they are used indirectly as keywords in the job profile and user profile.
Job recommendation has also been performed by building generative models using sequences of the job history of many users [2]. Such a model only uses job history data ignoring skills associated with a given job.

Some works focused on the influence of feature selection (FS) [3] and different forms of FS optimization [4–10] and on job clustering for an e-recruitment recommender system. In [11], the authors described the job recommendation framework of the integration of migrants’ matcher service. They capture their features including expectations, job history, and skills in an ontology to facilitate matching. In [12], they addressed the dynamic nature of the job market leads to cold start and scalability issues and they proposed a deep semantic structure algorithm that overcomes the issue of the existing system.

To track suitable job opportunities, the authors in [11] proposed to automate the tracking process to eliminate this problem. They aggregated and recommended appropriate jobs to job seekers, especially in the engineering domain.

The majority of the proposed works consider skills as passive entities associated with the job description, which need to be matched for finding the best job recommendation. The proposed question by this research is “Can an efficient recommender system be modeled for the job seekers which recommend jobs with the user’s skill set and job domain?”

To answer this question, we need to devise a learning model which recommends a job to the job seeker based on resume content.

Through this work, we tried to help job seekers identify suitable job offers based on the skills in their resume and their relation to the required skills in the job offer.

The main contributions of this article can be summarized as:

- Analyzing the skills required for a job, into which the user’s domain falls; using this as a parameter to compute the similarity between available job offers on Indeed and job seekers;
- A web-based application enabling recommendation job postings that match job seekers skills reflected in their resumes;
- The recommender system uses NLP (Natural language processing) to match skills between resumes and job descriptions.

The proposed system is evaluated using a job offers dataset scrapped from three cities in Saudi Arabia (Dammam, Jeddah, and Riyadh) from the job board platform Indeed. The performance of generated recommendations is evaluated using machine learning (ML) decision support measures such as accuracy, precision, recall, and F1-score.

The remainder of this paper consists of seven sections. Methods in JRS are highlighted in Section 2, followed by evaluation methods in JRS in Section 3. The methods used for building the recommender model are presented and subsequently described in Section 4. Results are presented in Section 5, followed by the proposed 3-Tier design for JRS in Section 6. A summary of the paper’s contributions and future directions are presented in Section 7.

2. Recommender Systems Methods

Customized recommendation sites implemented a variety of types of recommender systems, such as Collaborative Filtering (CF), Content-Based Recommender Systems (CBR), and Hybrid Recommender Systems (HRS).

In CF, recommendations are based solely on behavioral data, typically stored in a user items rating matrix. In the e-recruitment setting, as in the e-commerce setting, this matrix is usually filled with click behavior (e.g., the rating matrix equals 1 if the job seeker (row) clicked on a vacancy (column) to see the vacancy details, 0 otherwise).

However, in case such interaction data are missing, also the sequence of previous job occupations can be used to fill the rating matrix [13]. The latter case does require jobs to be categorized, such that they can serve as discrete items in the rating matrix. For simplicity, we will refer to the entries in the rating matrix as ratings, irrespective of the exact type of behavioral feedback (e.g., [14,15]).

Figure 1 shows the collaborate filtering JR paradigm.
The literature commonly distinguishes between two types of CFs: memory-based and model-based CF [16,17].

In memory-based CF, recommendations are created using a K-nearest neighbor (KNN) type of approach. That is, for some user \( u \), one tries to find either \( K \) users similar to \( u \) (user-based CF) (see Figure 2a, or \( K \) items similar to the items \( u \) has already ranked (item-based CF) (see Figure 2b). Here, the similarity is always based on the entries of the rating matrix.

In [13,18–20], the authors used textbook CF methods. In [19,20], they applied CF methods to the RecSys 2016 dataset. In [21], they compared several auto-encoders to encode user interactions, based on which similar users are determined.

Model-based CF attempts to fill the missing values in the rating matrix using regression-based models, based solely on the rating matrix [22]. However, likely due to the large amount of textual data, which can ideally be considered as features in such regression models, we are not aware of any studies using model-based CF in job recommender systems. On the other hand, although we classified regression models using textual data as hybrid, it should be noted that these models have a strong CF flavor.

Even though textual features are used, their weights in the regression model are determined by behavioral feedback. Hence, even though not only behavioral data are used, still the resulting recommendation is largely determined by what vacancies similar job seekers have interacted with. Only the definition of similar has changed, as it now partly includes features based on content.
In e-recruitment, this strategy would amount to studying the preferences of a recruiter for a few candidates in order to offer them more candidates. These would be drawn from candidates retained by other recruiters, who share preferences with the A recruiter. The approach is difficult in our case, as the needs of recruiters are very disparate and unlikely to overlap, especially in a database of profiles of several tens of millions of candidates. Furthermore, the relevance of profiles changes over time, depending on experience and training.

CF rely more on the information given by the user (his profile for example) when it comes to offering them relevant elements [22,23]. This is the approach that we retain in our approach, insofar as we enrich the profile of the recruiter with his explicit need, expressed in the form of the job offer for which they are recruiting. In this case, it is possible for us to target relevant candidate profiles using exclusively the information provided by the recruiter without having, as in the previous strategy, to rely on candidate assessments made by other recruiters [24,25].

In most scenarios, this behavior of the recommending system is considered as it is saturated. However, in the job domain, user preference remains the same in the system [24,25]. This happens because the user rarely changes their preference to change their job domain or work on different skill sets, and also the previously recommended job would not be in the system as job listings will expire when the role is fulfilled.

There are two approaches when it comes to content based recommendation [23]:

- Analyzing explicit property of the content;
- Building a user profile and an item profile from user-rated content.

Figure 3 shows an overview of content-based recommender system.

Several researches have adopted this recommendation approach in varied domains, for example, the approach presented in [26] which proposes a platform that allows building recommendation systems in IoT environment. The proposed system relies on vector representations of IoT resources using Doc2Vec neural model. Obtained results confirm the effectiveness of the approach in IoT. In the same field, the authors in [27] proposed a heuristic method to build a recommender engine in IoT environment exploiting swarm intelligence techniques.

As for hybrid recommender systems, they combine the two approaches: use of evaluations and information given by the user [28–32].

3. How to Evaluate a JRS

As for any ML algorithm, we need to be able to evaluate the performances of our JRS to decide which algorithm fits best our situation. Evaluation methods for RS can mainly be divided into two sets: an evaluation based on well-defined metrics and an evaluation mainly based on human judgment and satisfaction estimation.

It is often expensive to test algorithms on real job seekers and measure their effects. Additionally, some effects may not be measurable. The evaluation of a JRS, therefore, requires the use of intermediate measures. In the JRS literature, the evaluation of algorithms on publicly available data plays a major role. It is indeed common to calibrate and validate
the models on these data before placing the algorithms into production. This measure is also beneficial for testing and comparing different algorithms in a reproducible way.

The standard method for evaluating a system is the same as that used in machine learning, relying on a training set and a test set. Since the aim here is to predict future jobs, we artificially separate the set of jobs, revealing only the training set to adjust the parameters and we evaluate the trained systems on their ability to (re)discover the (hidden) jobs of the set of tests. If we have the opportunity to deploy the system in production, we can assess the quality of the recommendations by monitoring the effective return of job seekers. This method is commonly called A/B testing [33].

There are three families of measures to evaluate the recommendations. The most popular at the time of the Netflix challenge, in the 2000s, is based on a measure of the accuracy of the note, where we find the different scores associated with regression problems. However, these measures are less and less used because the important thing for a recommender system is rather the order—and, in particular, the order of the first recommendations—than the value of the predicted score. The most commonly used in the literature (and particularly in the field of research information) is the classification scores, called decision support measures, which quantify the number of relevant objects recommended.

Finally, finer measures, also coming from the field of information retrieval, in particular, used when recommending web pages, are rank measures. However, rank measures such as precision measures present the same problem: the recommendations judged to be false positives (FP) can correspond to true positives (TP), in the case where the note has not been observed. Thus, an excessive penalization of false positives can undervalue a recommender system.

3.1. Accuracy Measurement: Predicting the Score

Given the score matrix $R$, the first measure of natural reconstruction is the one established on the regression score, evaluating the distance between predicted scores and actual scores [34].

- Mean Absolute Error (MAE):
  it gives the average of the deviations between the predicted score and the actual score. It is given by the equation Equation (1).

  $$MAE = \frac{1}{N} \sum_{i=1}^{N} | \hat{r}_{.,i} - r_{.,i} |$$  \hspace{1cm} (1)

- Root Mean Square Error (RMSE), or L2 distance between predictions and actual values (used during the Netflix challenge) [35]. It is given by Equation (2).

  $$RMSE = \sqrt{\frac{\sum_{i=1}^{N} (\hat{r}_{.,i} - r_{.,i})^2}{N}}$$  \hspace{1cm} (2)

$N$ represents the number of recommended objects. $r_{.,i}$ is the actual grade, and $\hat{r}_{.,i}$ is the predicted grade.

3.2. Decision Support Measure: Classification Score

Decision support metrics quantify recommendation success and error rates, considering that a recommender system generates a list of object recommendations for each user.

- Precision is the ratio between the number of true positives (TP) (i.e., the number of relevant recommended objects) and the number of produced recommendations (i.e., the TP plus the false positives (FP)) [36,37]. It estimates the probability that a recommended object is relevant. It is given by Equation (3).

  $$\text{Precision}@k = \frac{TP}{TP + FP}$$  \hspace{1cm} (3)

  $$\text{Precision}@k = |\{\text{Recommended jobs among the first } k, \text{ relevant}\}| / |k|.$$
• Recall is the ratio between the number of TP and the total number of positives, i.e., the fraction of relevant objects found in the recommendation list, i.e., the probability that a relevant object is recommended [37,38]. It is given by Equation (4).

\[ Recall@k = \frac{TP}{TP + FN} \] (4)

At a fixed threshold of \( k \), the recall value makes it possible to compare two recommender systems.

• The F1-score (F1) is a measure combining precision and recall [37]. It is given by Equation (5).

\[ F1@k = 2 \times \frac{Precision@k \times Recall@k}{Precision@k + Recall@k} \] (5)

• The ROC curve (receiver operating characteristic) visually compares the evolution of the relevance of recommendations according to the number of recommendations: on the x axis, the FP Rate = FP/FP + TN, in y axis, the TP Rate = TP/TP + FP (i.e., the recall), starting from the point (0,0) and reaching (1,1) when all jobs have been recommended. A recommender system is all the better if it maximizes the area under the ROC curve [39]. A random system corresponds to the first bisector, and a perfect system corresponds to a curve passing through the point (0,1), thus recommending all relevant objects before irrelevant objects.

3.3. Rank Measure

As the quality of the first recommendations is more important than those of the last recommendations, in addition to considering the recall for the first values, we can use rank measures to assess the order of the first recommendations. These measures from the field of information retrieval can be adapted to the case of recommendation systems:

• Normalized Discounted Cumulative Gain (NDCG) [40] measures the quality of the order by essentially taking into account the rank assigned to the most relevant objects. This measure is essentially used in the case where there are several degrees of relevance, for example (not very relevant, somewhat relevant, very relevant. It thus measures the gain that each document according to its position in the list of results. It is given by Equation (6).

\[ DCG_k = \sum_{i < k} \frac{2^{rel_i} - 1}{\log(i + 1)} \] (6)

where \( rel_i \) corresponds to the relevance degree of the \( i^{th} \) recommendation. NDCG is the normalization of DCG by its maximum value, thus giving a score in the range [0, 1];

\[ NDCG_k = \frac{DCG_k}{\max DCG_k} \] (7)

• Mean Reciprocal Rank (MRR) [41] is the inverse of the rank of the first relevant recommended job, averaged over all users. Formally, the rank of the first relevant job can be written according to Equation (8).

\[ rr_u = \min_{i \in [0]|R_{ui}|} \text{rang}(i) \] (8)

\( u \) designates a user. The set of users is noted as \( U \). \( i \) designates a job, and the set of jobs is noted \( \delta \). \( R \) is the collaborative matrix, of size \( |U| \times |\delta| \).

The average overall users give:

\[ MRR = \frac{1}{|U|} \sum_{u=1}^{U} \frac{1}{rr_u} \] (9)
3.4. Other Measures

As mentioned by [42], these performance measures are not enough to fully characterize a recommender system. Other criteria are also defined:

- **Coverage** corresponds to the fraction of the data for which the recommender system can predict recommendations. For example, collaborative filtering systems do not cover the case of new users and new objects;
- **Complexity, calculation time, and response time** measure how quickly recommendations are generated. In some applications, especially for online recommendations, response time can be a critical parameter;
- **Novelty or Serendipity** measures how well the recommender system suggests new or unfamiliar items; this corresponds to the exploration factor of the recommendation.

4. Methodology

In this section, we will discuss our proposed representation learning model. Based on all the research methodologies and techniques reviewed in Section 2, the CF technique cannot be considered as it does not satisfy the aims of the research. As the dataset of the user does not hold the information of rating against a particular job, we will not be able to create a rating matrix that is required for the CF technique.

Instead, we have chosen to implement CBR. We used multiple attributes in the user data to create a user profile and recommend the job to those profiles which have a high similarity score received from Cosine or Jaccard similarities. Additionally, we assigned higher weights to job skills when compared to the job domain of the user while computing similarity scores between user resumes and job offers.

Figure 4 shows the overview of the proposed content-based JRS. Three steps distinguish the proposed JRS:

1. Web scrapping: job offers are scrapped from [sa.indeed.com](https://www.sa.indeed.com) (Three major cities were considered: Jeddah, Riyadh, and Dammam).
2. Data pre-processing: Tokenization and keywords extraction.
3. Matched job recommendations: similarity is used to rank recommended job offers for a job seeker’s resume.

![Figure 4. Overview of content-based JRS.](image)

4.1. Data Source

For any study to be performed, the main concern is to collect data that is useful to the study. On a particular website, if the data available on the internet is in an HTML format, so the traditional way to collect the data will be complex and difficult, as it would be time-consuming.

Data in HTML language can be viewed through a web browser. Every website has its structure, so the web scrapping technique is complex to generalize for every website. Therefore, we rely on automating or creating a web crawler using the Python programming language [43].
Figure 5 shows an overview of the web scraping process.

In our study, we used BeautifulSoup to scrap Web. The combination of BeautifulSoup and Selenium will accomplish the dynamic scraping [44].

We scraped Data Scientist, Civil Engineer, Network Security Engineer, Sales, and Electrical Engineer jobs from sa.indeed.com, accessed on 29 September 2022. We gathered jobs posted in the last 30 days (20 August–24 September 2022), in 3 major Saudi Arabia regions (Dammam, Jeddah, and Riyadh).

We used Selenium Webdriver to automate web scraping and save results in a local JSON file.

Figure 6 shows the different parts that interest us in our work from https://sa.indeed.com.

4.2. Data Pre-Processing: Tokenization and Keywords Extraction

Data pre-processing is the first process in the second tier of our study’s three-tier architecture. In this study, the dataset acquired for the study has attributes filled with string columns with symbols and stop words. In particular, this is the case in the column where skills details are presented in both datasets (resumes and jobs). The usual pre-processing used methods are:

- Clean tags: remove special, unrecognized characters, and HTML tags.
• Tokenization: segmentation of data into meaningful units—terms, sometimes called tokens. Words are character strings separated by spaces and punctuation marks. A term is defined as a word or a series of consecutive words. More generally, n-gram designates a term formed of n consecutive words.

• Lemmatization: Normalization of terms to disregard variations in inflection (essentially related to conjugation, capital letters, and declension). We retain the masculine singular for an adjective and the infinitive for a conjugated verb.

• Stop words: filtering of terms containing no semantic information (e.g., “of”, “and”, “or”, “but”, “we”, “for”); the list of these tool words is determined manually for each language. The pruning of the most frequent terms (terms present on all the texts and therefore without impact on their characterization) is also performed; the only frequency is a hyper-parameter of the approach.

4.3. Matched Jobs Recommendation

In JRS, the handled data are simply text data. A user profile describes the details of user experience and technical skills they are familiar with. On the other hand, the job listed has information such as job title, and skills required to fulfill the role. All this information is filled with text data.

In this scenario, we utilize Natural Language Processing (NLP) to measure the similarity between jobs by checking the similarity between the job title and the job description of the listed job.

Determining the text similarity is an essential task in several industrial applications such as query search, text summarizing, and video tagging [45]. In earlier studies, researchers have used different approaches to identify similarities between the text by using the edit distance algorithm which is discussed by [46], lexical overlapping technique [47] as this might work in most cases, but we cannot rely on this technique because of its frail nature [45]. In such cases, we rely on a technique called word embedding. This is a huge development in the field of distributional semantics, as it requires only a large amount of unlabelled word data. These words are represented in semantic space as a vector. That is, semantically similar words will stay close in the semantic space. To retrieve terms that are based on the similarity between two terms, we can utilize the most well known method called word2vec—a vector space model—then, we can use cosine similarity to measure the similarity between them.

This model can also be used to determine the similarity between the sentences [48]. It is a group-related model which is used to produce word embedding and these are a set of language modeling and feature learning techniques of NLP where words are mapped to real values in the vector. Typically, word2vec takes a large set of words, which is called a corpus, as input and produces vector space with dimensions being in the hundreds [49]. Once the vector space model has been generated, we can use the similarity measuring method to determine the distance or how similar the word with which we are comparing.

To find similarity in vector space, we can use similarity measures such as Cosine similarity.

• Jaccard Coefficient (JC): JC is a method to compare elements of two sets to identify which elements are shared between two sets and which are distinct. It is a similarity measure for two sets of data with results ranging from 0% to 100%. Two sets can be said to be similar when the result is close to 100%. JC is given as follows [50]:

\[
JC = \frac{\# \text{ of elements common in two sets}}{\# \text{ of elements in two sets}}
\]  

(10)

The above formula can be put into notation as below:

\[
JC(X, Y) = \frac{|X \cap Y|}{|X \cup Y|}
\]  

(11)

• Cosine similarity (CS): CS is also a measure which finds the similarity between two sets of a non-zero vector. It is a weighted vector space model utilized in the process
of information retrieval. The similarity is measured by using the Euclidean cosine rule, i.e., by taking the inner product space of two non-zero vectors that measures the cosine of the angle between the two vectors. If the angle between two vectors is 0 deg, then the cosine of 0 is 1; this indicates that the two non-zero vectors are similar to each other. To weight the words, we used the well-known word2vec vector space model [51,52].

\[
CS(A, B) = \cos(\theta) = \frac{\sum_{i=1}^{n} A_i \ast B_i}{\sqrt{\sum_{i=1}^{n} A_i^2} \ast \sqrt{\sum_{i=1}^{n} B_i^2}}
\]

(12)

5. Results

In previous sections, we discussed the methodology which is fundamental to this study to implement the proposed JRS. In this section, we will discuss in more detail how the implementation and evaluation were carried out. We will also explain each step and how to conduct a JRS model.

5.1. Validating the Recommendation

The proposed JRS generates a list of job recommendations for each job seeker. To quantify recommendation success and error rates, we sought to compare the results of our system to reality. Consequently, we used the confusion matrix to highlight not only the correct and incorrect recommendations, but, also, to give us an indication of the type of errors made. Precision, recall, F1-score, and accuracy were also used to validate the recommendation.

Table 1 presents the job class codes used in the confusion matrix.

| Code | Job Class               |
|------|-------------------------|
| 0    | Data Scientist          |
| 1    | Civil Engineer          |
| 2    | Network Security Engineer|
| 3    | Sales                   |
| 4    | Electrical Engineering  |

Figure 7a,b show respectively the confusion matrix using JC and CS for skills matching between job offers and job seeker resumes. We find the best recommendations on the diagonal of the confusion matrix using CS better than in that using JC. We can conclude that the use of CS for the calculation of similarity in the context of text mining to compare job descriptions and resumes is a relevant choice compared to the use of JC.

If the CS between a resume and a job offer is higher, then both the resume and job description have more skills in common. JC can be used as a dissimilarity or distance measure, whereas cosine similarity has no such constructs.

Considering the CS-based confusion matrix shown in Figure 7b, we have:

- Twenty-eight resumes classified as belonging to the Data Scientist job class out of a total of twenty-eight resumes, which is very satisfactory;
- For the Civil Engineer job class, 20 out of 28 were identified as belonging to this job class, which is quite satisfactory;
- For the Network Security Engineer job class, 25 out of 31 resumes were identified, which is very satisfactory;
- For the Sales job class, 40 out of 44 resumes were classified as belonging to it, which is very satisfactory;
- Twenty-four resumes have been classified as belonging to the Electrical Engineering job class out of a total of twenty-eight, which is also quite satisfactory.
The number of TP is therefore 137 out of a total of 159 resumes, which is very satisfactory.

![Confusion Matrix](image)

**Figure 7.** Confusion Matrix.

We also calculated metrics necessary for the analysis of this matrix such as precision, recall, F1-score, and accuracy.

According to Table 2, using CS which gives an accuracy equal to 0.86 compared to JC (0.61), we can observe a precision of 1 for the Data Scientist job class. This is simply because all resumes were predicted to belong to this job class. This is in contrast to the results for the Civil Engineer, Network Security Engineer, Sales, and Electrical Engineering job classes where 20, 25, 40, and 24 were correctly assigned respectively out of 28, 31, 44, and 28 which were assigned and which gave us a precision of 0.71, 0.81, 0.91, and 0.88, respectively.

| Job Class                  | Precision | Recall | F1-Score | Support |
|----------------------------|-----------|--------|----------|---------|
| **JC**                     |           |        |          |         |
| Data Scientist             | 1.0       | 0.40   | 0.57     | 40      |
| Civil Engineer             | 0.35      | 0.67   | 0.46     | 24      |
| Network Security Engineer  | 0.68      | 1.0    | 0.81     | 25      |
| Sales                      | 0.57      | 0.40   | 0.47     | 40      |
| Electrical Engineering     | 0.75      | 0.80   | 0.77     | 30      |
| **Macro AVG**              | 0.67      | 0.65   | 0.62     | 159     |
| **Weighted AVG**           | 0.70      | 0.61   | 0.60     | 159     |
| **CS**                     |           |        |          |         |
| Data Scientist             | 1.0       | 0.7    | 0.82     | 40      |
| Civil Engineer             | 0.71      | 0.83   | 0.77     | 24      |
| Network Security Engineer  | 0.81      | 1.0    | 0.89     | 25      |
| Sales                      | 0.91      | 1.0    | 0.95     | 40      |
| Electrical Engineering     | 0.86      | 0.80   | 0.83     | 30      |
| **Macro AVG**              | 0.86      | 0.87   | 0.85     | 159     |
| **Weighted AVG**           | 0.88      | 0.86   | 0.86     | 159     |

Whatever the metric used, the Macro AVG presented in Table 2 performs an average following the calculation of the metric regardless of the job classes. On the contrary, the Weighted will take into account the contributions of each job class to calculate the average metric.

In our classification with several job classes, we have favored this approach since we suspect an imbalance between the job classes (number of job offers, importance, etc.)

5.2. Data Analysis

The Word Clouds for Data Scientist and Network Security Engineer shown in Figure 8a and Figure 8b, respectively, were generated from a job posting. They are graphical repre-
sentations of skills related to a specific job description from a sample of written content. They vary the size of words within the cloud based on their frequency in the source, which in this case is a job posting.

(a) Data Scientist.  
(b) Network Security Engineer.

Figure 8. Exploratory qualitative analysis using Word Cloud.

These representations are, in most cases, a reflection of the employer’s internal job description for the role. In our work, when placing the job posting into a word cloud, we can quickly see what is most important to the employer. This also gives us a concrete basis for customizing the resumes to the job description to make sure a resume emphasizes the same wording.

As shown in Figure 8a,b, the obtained word clouds visualize skills and degrees as textual data. The given figures display the frequency of words and therefore, their importance. They are the best suited for exploratory qualitative analysis of skills in each job profile.

We need to know various skills related to a job description, the proposed JRS displays for a job description a ranked list of skills. Figure 9a,b show the percentage of required skills for Data Scientist and Network Security Engineer, respectively.

Agile (42.9%) and R programming language (28.6%) are strongly required skills for Data Scientist job. AWS (25%), C++ (17.6%), JAVA (17.6%), and Python (14.3%) are strongly required for Network Security Engineer job. Python and SQL are both required skills for Data Scientist (14.3% and 7.1% resp.) and Network Security Engineer (17.6% and 7.1%, respectively).

Troubleshooting (10.7%), SaaS (3.6%), Azure (3.6%), and Ruby (3.6%) are specific skills for Network Security Engineer job.

(a) Data Scientist.

Figure 9. Cont.
Figure 9. Percentage of required skills.

As shown in Figure 10a,b, the proposed JRS can show the percentage of required education degrees for each job.

![Graph showing percentage of required education degrees for Data Scientist and Network Security Engineer jobs.](image)

(a) Data Scientist.  
(b) Network Security Engineer.

Figure 10. Percentage of required education degree.

For Saudi Data Scientist jobs, companies strongly require a bachelor’s (35.7%) more than a Ph.D. degree (7.1%). A master’s degree is not required for this job. For a Network Security Engineer job, a bachelor’s degree is strongly required (28.6%) more than a master’s degree (3.4%). A Ph.D. degree is not required.

The proposed JRS can also display the percentage of each job class in major Saudi cities (see Figure 11). For example, in Riyadh, Data Scientist jobs are in high demand (78.6%) more than in Jeddah (7.1%) and Dammam (14.3%). Network Security Engineer jobs are in higher demand in Riyadh (85.7%) than in Jeddah (7.1%) and Dammam (7.1%)

![Graph showing percentage of job profiles in Dammam, Jeddah, and Riyadh.](image)

(a) Data Scientist.  
(b) Network Security Engineer.

Figure 11. Percentage of job profiles in Dammam, Jeddah, and Riyadh.

6. 3-Tier Design for RS

As shown in Figure 12, the design proposed for the study of RS for job seekers is a three-tier design. The data layer is composed of job listing data which were scrapped from http://sa.indeed.com. The processing layer is used for analysis, modeling, and recommendation.
Figure 12. 3-Tier design for JRS.

A third layer is used as a presentation which consists of Python/dash web framework, which is used to recommend user top-n jobs for the skills and the user’s job domain.

The first interface (see Figure 13) of the system offers the job seeker the possibility of uploading their resume, then offers a top-five recommended job.

Once the job seeker uploads their resume, the system displays at the bottom a list of recommended jobs ranked from the top satisfied matched job with their resume associated with a similarity, skills required, and a link to the full job description from sa.indeed (see Figure 14).

The JRS also proposes to analyze their job domain according to three criteria (see Figure 14:

- Percentage of required skills for the required job;
- Percentage of required education degree required for the required job;
- Percentage of the recommended job in major Saudi cities.

For each chart, a zoom option is provided to show in detail information related to recommended job domain (see Figure 15).

Figure 13. Main JRS interface.
7. Conclusions and Future Works

Researchers’ contributions in the field of JRS still do not satisfy fully the users and do not deal with a dataset that is built from scraping online professional websites.

In this study, we aim to propose a learning system that responds to the emerging needs of any job seekers from any background, and it shows promising results. The proposed JRS is based on matching available job offers and job seekers’ resumes. It aims to extract relevant data from posted jobs on the most popular websites for job seekers. As a result, a learning model is used to match skills and calculate similarity using the Jaccard coefficient and Cosine distance.

We first scanned available job descriptions from the Indeed jobs board and parsed the meaningful data to match them with the skills included in the job seekers’ resumes. Then, we analyzed the skills required for the job, and to which domain the user falls; we used this as a parameter to compute the similarity between available job offers and job seekers.
Finally, we recommended a job offer that is similar to the users’ skills on their resumes using CF.

Using this recommendation process allows the user to gain time and apply only to the jobs that they might be suited to, instead of applying to many jobs available in the world’s largest online professional networks such as Indeed or LinkedIn.

Our recommender system helps to identify suitable job offers, based on the skills and experience in the job seekers’ resumes and their relation to the required skills in the job offer.

As future work, we aim to build efficiently and evaluate the recommendation. Indeed, the classic framework of displaying recommendation results as a single sorted list is very restrictive and the highlighting of multiple criteria is desirable. Similarly, the usual evaluation indicators may be questioned, and others proposed to assess, for example, the diversity of the recommended content.
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