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Abstract

In this paper, we consider singularly perturbed parabolic convection-diffusion initial boundary value problems with two small positive parameters to construct higher order fitted operator finite difference method. At the beginning, we discretize the solution domain in time direction to approximate the derivative with respect to time and considering average levels for other terms that yields two point boundary value problems which covers two time level. Then, full discretization of the solution domain followed by the derivatives in two point boundary value problem are replaced by central finite difference approximation, introducing and determining the value of fitting parameter ended at system of equations that can be solved by tri-diagonal solver. To improve accuracy of the solution with corresponding higher orders of convergence, we applying Richardson extrapolation method that accelerates second order to fourth order convergent. Stability and consistency of the proposed method have been established very well to assure the convergence of the method. Finally, validate by considering test examples and then produce numerical results to care the theoretical results and to establish its effectiveness. Generally, the formulated method is stable, consistent and gives more accurate numerical solution than some methods existing in the literature for solving singularly perturbed parabolic convection-diffusion initial boundary value problems with two small positive parameters.
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1. Introduction

Singularly perturbed parabolic convection–diffusion problems appeared as model in various branches of science and engineering such as modeling of water quality problems in river networks, fluid flow at high Reynold’s numbers, convective heat transport problem, drift diffusion equation of semiconductor device modeling, electromagnetic field problem in moving media, financial modeling and turbulence model, one can refer [1, 4, 5, 6, 8, 11]. As stated in book written by Morton [7] and in article presented by Das and Mehrmann [1], singularly perturbed parabolic
problems describe the transport of solute in groundwater and surface water, the displacement of oil by fluid injection in oil recovery, the movement of aerosols and trace gases in the atmosphere, and describe fluid flow processes in many other applications. Boundary layers occur in the solution of singularly perturbed problems when the singular perturbation parameter multiplies the terms involving the highest order derivatives in the differential equation tends to zero. These boundary layers are neighborhood of the boundary of the domain, where the solution has a very steep gradient.

If one tries to solve singularly perturbed parabolic problems using standard numerical methods applied to solve partial differential equations, then very inaccurate solutions are obtained unless the mesh discretization domain used is extremely small. Even in this context, careful numerical experiments show that the classical computational methods like; standard finite difference or finite element or finite volume methods fail to decrease the maximum point-wise error as the mesh is smaller and smaller; until the mesh size and the perturbation parameter have the same order of magnitude. This contradicts the natural expectation that the error of an acceptable computational method decreases when the mesh is refined. Subsequently, the size of system of algebraic equations will be growing more as the dimension of problem increases. Hence this incorporates the huge computational cost. This drawback motivates researcher to develop and analysis numerical methods which gives accurate numerical solution corresponding to higher order of convergence. Thus, in order to get inexpensive but accurate numerical solution, it will be necessary to develop methods that can handle singular perturbation problems. Hence, numerically solving singularly perturbed parabolic problems depend upon the small positive parameters that affect highest order derivatives of the problem; solution varies rapidly in some parts of the domain and varies slowly in some other parts.

As a result, in the past few decades, various numerical schemes are proposed to solve singularly perturbed parabolic problems with two small positive parameters. For instance, from many few recently developed methods are; parameter-uniform finite element method presented by Kadalbajoo and Yadav [4], spline difference scheme [12], robust finite difference method [8], robust layer adapted difference method [3] and a parameter-uniform higher order finite difference scheme [2]. All these works concerns singularly perturbed parabolic problems in which perturbation parameters affecting the first and second order derivative terms. While for the perturbation parameter affects only the second order derivative is other type of problem to be discussed separately in other part of our work. These developed methods analyzed very well in different approaches and produce good accurate numerical solution corresponding with first and second order rate of convergence to demonstrate efficiency of the methods.

However, the obtained approximate solution and corresponding order of convergence are not more satisfactory which indicates that yet to solve the stated problem needs develop other numerical methods to produce more accurate numerical solution. Thus, in this work, we formulate, analyze and implement higher order fitted operator finite difference method to solve singularly perturbed parabolic convection-diffusion problems with two small parameters more accurately.
2. Formulation of the Method

We consider the following singularly perturbed parabolic initial boundary value problem (IBVP) on the solution domain \((x,t) \in Q := \Omega \times (0,T), \Omega = (0,1)\)

\[
\varepsilon \frac{\partial^2 u}{\partial x^2} + \mu a(x,t) \frac{\partial u}{\partial x} - b(x,t)u(x,t) - \frac{\partial u}{\partial t} = f(x,t)
\]  

subject to the initial and boundary conditions

\[
\begin{align*}
  u(x,0) &= s(x), \quad x \in \bar{\Omega} \\
  u(0,t) &= q_0(t), \quad u(1,t) = q_1(t), \quad t \in [0,T]
\end{align*}
\]  

with two small parameters \(0 < \varepsilon, \mu \ll 1\). The coefficient functions \(a(x,t), b(x,t)\) and source function \(f(x,t)\) are sufficiently regular on \(\bar{Q}\) and satisfy \(a(x,t) \geq \alpha > 0, b(x,t) \geq \beta > 0\); \(\alpha\) and \(\beta\) are real numbers. Also, we assume that sufficient regularity and compatibility conditions imposed on the functions \(s(x), q_0(t), q_1(t)\) and \(f(x,t)\), so that a unique solution exists. Problem given by Eqs. (1) and (2) exhibits two boundary layer with different width depending on the relation between the two parameters \(\varepsilon\) and \(\mu\), one can see refer [1, 2, 4].

2.1. Temporal discretization

To discretize the time variable with uniform step size \(k\), so that the time interval \([0,T]\) is partitioned as \(0 = t_0 < t_1 < \ldots < t_N = T\) for

\[
t_n = nk, \quad k = \frac{T}{N}, \quad n = 0,1,2, \ldots, N
\]  

Now, at the point \((x,t_{n+0.5})\), Eq. (1) can be written as

\[
\varepsilon \frac{\partial^2 u}{\partial x^2}(x,t_{n+0.5}) + \mu a(x,t_{n+0.5}) \frac{\partial u}{\partial x}(x,t_{n+0.5}) - b(x,t_{n+0.5})u(x,t_{n+0.5}) = \frac{\partial u}{\partial t}(x,t_{n+0.5}) + f(x,t_{n+0.5})
\]  

Using Taylor’s series expansion about the point \((x,t_{n+0.5})\), we have

\[
\begin{align*}
  u(x,t_{n+1}) &= u(x,t_{n+0.5}) + \frac{k}{2} \frac{\partial u}{\partial t}(x,t_{n+0.5}) + \frac{k^2}{8} \frac{\partial^2 u}{\partial t^2}(x,t_{n+0.5}) + \frac{k^3}{48} \frac{\partial^3 u}{\partial t^3}(x,t_{n+0.5}) + \ldots \\
  u(x,t_n) &= u(x,t_{n+0.5}) - \frac{k}{2} \frac{\partial u}{\partial t}(x,t_{n+0.5}) + \frac{k^2}{8} \frac{\partial^2 u}{\partial t^2}(x,t_{n+0.5}) - \frac{k^3}{48} \frac{\partial^3 u}{\partial t^3}(x,t_{n+0.5}) + \ldots
\end{align*}
\]

which gives

\[
\frac{\partial u}{\partial t}(x,t_{n+0.5}) = \frac{u(x,t_{n+1})-u(x,t_n)}{k} + \tau_1 = \frac{u^{n+1}_i-u^n_i}{k} + \tau_1
\]  
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where \( \tau_1 = -\frac{k^2}{24} \frac{\partial^3 u}{\partial t^3} u(x, t_{n+0.5}) \equiv O(k^2) \)

This indicates, the error estimate of time discretization is given by

\[
\left\| E_n \right\|_\infty \leq Ck^2
\]  

(6)

where \( C = \frac{1}{24} \left\| \frac{\partial^3 u}{\partial t^3} u(x, t_{i+0.5}) \right\|, \ t_n \leq t_i \leq t_{n+0.5}, \ \forall i = 1, 2,...N, \) is a constant independent of parameters \( \varepsilon, \mu \) and \( k. \)

let take the average of the remaining terms in Eq. (4) which is written as

\[
\varepsilon \frac{\partial^2 u}{\partial x^2} (x, t_{n+0.5}) + \mu a(x, t_{n+0.5}) \frac{\partial u}{\partial x} (x, t_{n+0.5}) - b(x, t_{n+0.5}) u(x, t_{n+0.5}) - f(x, t_{n+0.5})
\]

\[
= \frac{1}{2} \left\{ \varepsilon \frac{d^2 u^{n+1}}{dx^2} + \mu a^{n+1} \frac{du^{n+1}}{dx} - b^{n+1} u^{n+1} - f^{n+1} \right\} + \left\{ \varepsilon \frac{d^2 u^n}{dx^2} + \mu a^n \frac{du^n}{dx} - b^n u^n - f^n \right\}
\]  

(7)

Substituting Eqs. (5) and (7) into Eq. (4) yields linear system of boundary value problems in space at each two time level of the form

\[
\varepsilon \frac{d^2 u^{n+1}}{dx^2} + \mu a^{n+1} \frac{du^{n+1}}{dx} - \left( b^{n+1} \frac{2}{k} \right) u^{n+1} + \varepsilon \frac{d^2 u^n}{dx^2} + \mu a^n \frac{du^n}{dx} - \left( b^n \frac{2}{k} \right) u^n = f^{n+1} + f^n
\]

(8)

subject to the boundary conditions at each level

\[
u(0, t_{n+1}) = q_0(t_{n+1}), \ u(1, t_{n+1}) = q_1(t_{n+1})
\]

\[
u(0, t_i) = q_0(t_i), \ u(1, t_i) = q_1(t_i)
\]

(9)

The characteristic equation for the homogeneous part with constant coefficients \( \alpha \) and \( \beta \) of Eq. (8) on \((n+1)^{th}\) time level is

\[
\varepsilon r^2(x) + \mu \alpha r(x) - \left( \beta + \frac{2}{k} \right) = 0
\]

(10)

Assume it has two real solutions \( r_1(x) < 0 \) and \( r_2(x) > 0 \) that describe the boundary layers at \( x = 0 \) and \( x = 1 \), respectively. Let

\[
\theta_1 = \max_{x \in [0,1]} r_1(x) \ \text{and} \ \theta_2 = \min_{x \in [0,1]} r_2(x)
\]
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The situations of two layers are characterized by the case $\mu \ll \varepsilon$ as $\varepsilon \to 0$, which suggests that $\theta_1 = \theta_2 \approx \sqrt{\frac{2 + k\beta}{ek}}$ and we have the layer like to the case $\mu \approx 0$. The other condition, layers arises across in the case where $\varepsilon \ll \mu$ as $\mu \to 0$ yields $\theta_1 \approx -\max_{x \in [0,1]} \frac{-\mu \alpha}{\varepsilon} = \frac{\mu \alpha}{\varepsilon}$ and $\theta_2 \approx 0$. Depending on these facts, we have the following two cases:

**Case 1:** if $\mu \ll \varepsilon$ as $\varepsilon \to 0$, Eq. (1) has two boundary layers of each width $O(\sqrt{\varepsilon})$ then the solution for homogeneous part of Eq.(8) on $(n+1)^{th}$ time level can be given by

$$u(x) = A_1 + B_1 \exp(-\sqrt{\frac{2 + k\beta}{ek}} x)$$

where $A_1$, $B_1$ and $b(x,t) \geq \beta > 0$ are real constant numbers.

**Case 2:** if $\varepsilon \ll \mu$ as $\mu \to 0$, Eq. (1) has two boundary layers of width $O(\varepsilon)$ and $O(\mu)$ on the left and right sides respectively, then the solution for homogeneous part of Eq.(8) on $(n+1)^{th}$ time level can be given by

$$u(x) = A_2 + B_2 \exp(-\frac{\mu \alpha}{\varepsilon} x)$$

where $A_2$, $B_2$ and $a(x,t) \geq \alpha > 0$ are real constant numbers.

Here, most numerical methods gives good accurate solution for case 1, since $\mu \approx 0$, it has reaction-diffusion parabolic problem property. While for case 2 is challenging to produce good accurate solution. Thus, in this work our focuses to be treat the problem when it is in case 2.

### 2.2. The full discrete problem

Assume that $M$ be positive integer and $\tilde{Q}^M$ denote partition of $[0,1]$ into $M$ subintervals such that $0 = x_0 < x_1 < \ldots < x_M = 1$ and $x_m = mh$, $h = \frac{1}{M}$, $1 = 0,1,2, \ldots, M$ then the tensor-product grids on $\tilde{Q}^{M,N}$. Undertake the notation $U^n_m \approx u(x_m,t_n)$ and using the central finite difference approximation, Eq. (8) written as

$$\begin{align*}
\frac{U_{m+1}^{n+1} - 2U_m^{n+1} + U_{m-1}^{n+1}}{h^2} + \mu a_m^n U_{m+1}^{n+1} - U_{m-1}^{n+1} - \left( b_m^n + \frac{2}{k} \right) u_m^{n+1} + \\
\frac{U_{m+1}^{n} - 2U_m^{n} + U_{m-1}^{n}}{h^2} + \mu a_m^n U_{m+1}^{n} - U_{m-1}^{n} - \left( b_m^n - \frac{2}{k} \right) u_m^{n} = f^{n+1}_m + f^n_m + \tau_2
\end{align*}$$

(13)
subject to the discrete initial and boundary conditions

\[ U(x_m, 0) = s(x_m), \quad x_m \in \Omega^{[0,1]} \]
\[ U(0, t_{n+1}) = q_0(t_{n+1}), \quad u(1, t_{n+1}) = q_1(t_{n+1}), \quad t_{n+1} \in [0, T]^N \]  

(14)

where \( \tau_2 = h^2 \left( \mu a^{n+1}_m \left( u_{xxx} \right)_{m}^{n+1} + \frac{\varepsilon}{2} \left( u_{xxxx} \right)_{m}^{n+1} \right) - \tau_1 \equiv O\left( h^2 + k^2 \right) \)

Let introduce fitting parameter \( \sigma \) on the \((n+1)^{th}\) level of homogeneous part of Eq. (13), multiply both sides of this equation by \( \frac{h}{\mu} \), denote \( \rho = \frac{1}{\varepsilon} \) and then evaluate limits both side gives

\[
\frac{\sigma}{\rho} = - \frac{\alpha \lim_{h \to 0} \left( U_{m+1}^{n+1} - U_{m-1}^{n+1} \right)}{2 \lim_{h \to 0} \left( U_{m+1}^{n+1} - 2U_m^{n+1} + U_{m-1}^{n+1} \right)}
\]

(15)

To determine the value of introduced fitting parameter \( \sigma \), we consider the discrete form Eq. (12) that leads to

\[
\lim_{h \to 0} U_{m+1}^{n+1} = A_2 + B_2 \exp(-\alpha \mu p)
\]

(16)

Inducing indices from Eq. (16) for \( U_{m\pm 1}^{n+1} \) and substituting into Eq. (15), we get

\[
\sigma = \frac{\alpha \rho}{2} \coth \left( \frac{\alpha \rho}{2} \right)
\]

(17)

The fitted scheme of Eq. (13) can be written as three term recurrence relation in space direction and two levels in time direction as

\[
E_m^{n+1}U_{m-1}^{n+1} - F_m^{n+1}U_m^{n+1} + G_m^{n+1}U_{m+1}^{n+1} = H_m^{n+1}, \quad m = 1, 2, ..., M \text{ and } n = 0, 1, ..., N
\]

(18)

where, \( E_m^{n+1} = \frac{\varepsilon \sigma}{h^2} - \frac{\mu a^{n+1}_m}{2h} \), \( F_m^{n+1} = \frac{2\varepsilon \sigma}{h^2} + b^{n+1}_m + \frac{2}{k} \), \( G_m^{n+1} = \frac{\varepsilon \sigma}{h^2} + \frac{\mu a^{n+1}_m}{2h} \)

and \( H_m^{n+1} = f_m^{n+1} + f_m^{n} - \frac{U_{m-1}^{n+1} - 2U_m^{n+1} + U_{m+1}^{n+1}}{h^2} - \mu a^{n}_m U_{m+1}^{n} - U_{m-1}^{n} + \left( b^{n}_m - \frac{2}{k} \right) u_{m}^{n} \)

Hence, scheme developed in Eq. (18) is considered as fitted operator finite difference method to solve the problem in Eqs. (1) and (2). Tri-diagonal system of Eq. (18) with respect to the \( x \) direction and the coefficients \( E_m^{n+1}, F_m^{n+1}, G_m^{n+1} \) and the right-hand side \( H_m^{n+1} \) are given that they satisfy the conditions \( |E_m^{n+1}| > 0, |F_m^{n+1}| > 0, |G_m^{n+1}| > 0 \) and \( |F_m^{n+1}| > |E_m^{n+1}| + |G_m^{n+1}| \) at each \((n+1)^{th}\) level. These situations guarantee that the system is diagonally dominant and it can be solved by tri-diagonal solver.
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3. Richardson Extrapolation

This technique is a convergence acceleration technique which involves combination of two computed approximations of a solution. The combination goes out to be an improved approximation. In this work, the truncation terms of the schemes given in Eqs. (5) and (13), we have

\[ |u(x_m,t_n) - U_m^n| \leq C(h^2 + k^2) \]  

where \( u(x_m,t_n) \) and \( U_m^n \) are exact and approximate solutions respectively, \( C \) is constant free from mesh sizes \( h \) and \( k \).

Let \( Q_{2M}^N \) be the mesh found by dividing each mesh interval in \( Q_M^N \) and symbolize the approximation solution on \( Q_{2M}^N \) by \( \bar{U}_m^n \). Consider Eq. (19) works for any \( h,k \neq 0 \), which implies:

\[ u(x_m,t_n) - U_m^n \leq C(h^2 + k^2) + R_M^N, \quad (x_m,t_n) \in Q_M^N \]  

(20)

So that, it works for any \( h, k \neq 0 \) yields:

\[ u(x_m,t_n) - \bar{U}_m^n \leq C\left(\left(\frac{h}{2}\right)^2 + \left(\frac{k}{2}\right)^2\right) + R_{2M}^N, \quad (x_m,t_n) \in Q_{2M}^N \]  

(21)

where the remainders, \( R_M^N \) and \( R_{2M}^N \) are \( O(h^4 + k^4) \).

Combination of inequalities in Eqs. (20) and (21) leads to \( 3u(x_m,t_n) - (4\bar{U}_m^n - U_m^n) \approx O(h^4 + k^4) \) which proposes that

\[ \left(U_m^n\right)^{ext} = \frac{1}{3}(4\bar{U}_m^n - U_m^n) \]  

(22)

is also approximation of \( u(x_m,t_n) \). By means of this approximation to estimate the truncation error, we obtain

\[ \left|u(x_m,t_n) - \left(U_m^n\right)^{ext}\right| \leq C(h^4 + k^4) \]  

(23)

where \( C \) is constant free of mesh sizes \( h \) and \( k \). Thus, the obtained accelerated method is order four convergent with respect to both independent variables.

4. Convergence analysis

The Von Neumann stability technique has been applied to investigate the stability of the developed scheme in Eq. (18), by assuming that the solution of Eq. (18) at the grid point \((x_m,t_n)\) is given by:
\[ U^n_m = \xi^n e^{im\theta} \] (24)

where \( i = \sqrt{-1} \), \( \theta \) is the real number and \( \xi \) is the amplitude factor. Now, substituting Eq. (24) into the homogeneous part of Eq. (18) gives:

\[
F_{m+1}^n \xi^{n+1} e^{i(m+1)\theta} - F_m^n \xi^n e^{im\theta} + G_m^n \xi^{n+1} e^{i(m+1)\theta} = -\xi^n e^{im\theta} - \frac{\mu a_m^n}{2h} \xi^n e^{i(m+1)\theta} + \left( b_m^n - \frac{2}{k} \right) \xi^n e^{im\theta}
\]

This implies that \( \xi = -\frac{2\epsilon(\epsilon^\theta - 2 + e^{-\theta}) - \mu a_m^n (\epsilon^\theta - e^{-\theta}) + 2h^2 b_m^n}{2\epsilon\sigma(\epsilon^\theta + e^{-\theta} - 2) + \mu a_m^{n+1} (\epsilon^\theta - e^{-\theta}) - 2h^2 b_m^{n+1}} \)

For sufficiently small mesh size \( h \), we have the amplitude factor \( \xi = \frac{-1}{\sigma} \) and the condition to be stable is \( |\xi| \leq 1 \) leads to: \( |\xi| = \left| \frac{-1}{\sigma} \right| = \left| -\frac{2}{\alpha \rho} \tanh \left( \frac{\alpha \rho}{2} \right) \right| \leq 1 \) which yields \( -\frac{\alpha \rho}{2} \leq \tanh \left( \frac{\alpha \rho}{2} \right) \leq \frac{\alpha \rho}{2} \)

Since, \( \rho = \frac{\mu h}{\varepsilon} \) as \( h \to 0, \tan \left( \frac{\alpha \rho}{2} \right) \to 0. \) Therefore, \( |\xi| \leq 1. \)

Hence, the developed scheme in Eq. (18) is stable for any value of mesh sizes. Thus, the developed scheme in Eq. (18) is unconditionally stable by Lax Richtmyer definition [10, 13].

To investigate the consistency of the method, we have considered before extrapolation Eq. (19) and after extrapolation Eq. (23), and then truncation terms vanish as \( h \to 0 \) and \( k \to 0 \). Hence, the scheme is consistent with the orders of \( O(h^2 + k^2) \) and \( O(h^4 + k^4) \) respectively. Therefore, the constructed scheme is convergent by Lax’s equivalence theorem, as stated in books by Smith [12] and Zhilin et. al. [13].

5. Numerical Results and discussions

Since the exact solution for such type of problems is not available, the maximum absolute errors at all the mesh points are evaluated for before and after extrapolation using the formula

\[
E_{\epsilon, \mu}^{M,N} = \max_{0 \leq m \leq M; 0 \leq n \leq N} |u_m^n - u_{2m}^{2n}| \quad \text{and} \quad E_{\epsilon, \mu}^{M,N} = \max_{0 \leq m \leq M; 0 \leq n \leq N} \left| u_m^n - u_{2m}^{2n} \right| \text{ext}
\]

where \( u_m^n \) is approximate solution obtained using a constant space mesh size \( h \) and time step \( k \) and \( u_{2m}^{2n} \) is also approximate solution produced using space and time step \( \frac{h}{2}, \frac{k}{2} \). Also, its solutions obtained by Richardson extrapolation are \( (u_m^n) \text{ext} \) and \( (u_{2m}^{2n}) \text{ext} \). Likewise, we compute the numerical rates of convergence as

\[
R = \frac{\log E_{\epsilon, \mu}^{M,N} - \log E_{\epsilon, \mu}^{2M,2N}}{\log 2}
\]
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Example 1: Consider the problem
\[\varepsilon \frac{\partial^2 u}{\partial x^2} + \mu (1 + x) \frac{\partial u}{\partial x} - u(x,t) = \frac{\partial u}{\partial t} + 16x^2(1-x)^2, \quad (x,t) \in \Omega := (0,1) \times (0,T)\]
subject to the conditions: \(u(x,0) = 0, \quad x \in [0,1]\) and \(u(0,t) = u(1,t), \quad t \in [0,T]\)
For this example, the obtained numerical results given below in Tables 1–3 and Figure 1.

Example 2: This example corresponds to the following IBVP
\[\varepsilon \frac{\partial^2 u}{\partial x^2} + \mu (1 + x(1-x) + t^2) \frac{\partial u}{\partial x} - (1 + 5xt)u(x,t) = \frac{\partial u}{\partial t} + x(1-x)(e^t - 1)\]
subject to the conditions: \(u(x,0) = 0, \quad x \in [0,1]\) and \(u(0,t) = u(1,t), \quad t \in [0,1]\). And numerical results given below in Tables 4 and 5 with Figure 1.

Table 1. Comparison maximum absolute errors for Example 1 at \(M = 32, \quad k = \frac{0.125}{4}\)

| \(\mu \rightarrow\) | \(\varepsilon \rightarrow\) | \(10^{-2}\) | \(10^{-4}\) | \(10^{-6}\) | \(10^{-8}\) |
|----------------|----------------|----------|----------|----------|----------|
| Present Method | \(10^{-2}\)    | 1.3131e-06 | 2.2236e-07 | 2.6487e-06 | 2.6521e-06 |
|                | \(10^{-4}\)    | 1.2750e-06 | 2.5782e-08 | 4.9088e-10 | 2.4534e-08 |
|                | \(10^{-8}\)    | 1.2746e-06 | 2.4962e-08 | 2.9731e-10 | 2.9926e-10 |
|                | \(10^{-10}\)   | 1.2746e-06 | 2.4954e-08 | 2.9747e-10 | 2.9757e-10 |
| Results in [2] | \(10^{-2}\)    | 1.7212e-02 | 1.7507e-02 | 2.2799e-02 | 2.2801e-02 |
|                | \(10^{-4}\)    | 1.7000e-02 | 1.6928e-02 | 1.6913e-02 | 1.6962e-02 |
|                | \(10^{-8}\)    | 1.6998e-02 | 1.6923e-02 | 1.6908e-02 | 1.6917e-02 |
|                | \(10^{-10}\)   | 1.6998e-02 | 1.6923e-02 | 1.6908e-02 | 1.6917e-02 |

Table 2. Maximum absolute errors and rate of convergence for Example 1 at \(\varepsilon = 10^{-12}, \quad T = 1\) and \(M = N\)

| \(\mu \rightarrow\) | \(N \rightarrow\) | 8   | 16  | 32  | 64  | 128 | 256 |
|----------------|----------------|-----|-----|-----|-----|-----|-----|
| After extrapolation | \(10^{-8}\) | 2.0138e-07 | 1.2620e-08 | 8.2113e-10 | 7.3934e-11 | 2.6237e-11 | 1.3436e-11 |
|                | \(10^{-10}\) | 2.0123e-07 | 1.2548e-08 | 7.8380e-10 | 4.8977e-11 | 3.0789e-11 | 2.0339e-11 |
|                | \(10^{-12}\) | 2.0123e-07 | 1.2548e-08 | 7.8377e-10 | 4.8983e-11 | 3.0536e-11 | 2.2882e-11 |
### Table 3. Comparison of maximum absolute errors for Example 2 at $\mu = 10^{-7}$

| $\varepsilon$ | $M = 64$ | 128 | 256 | 512 |
|---------------|----------|-----|-----|-----|
| $N = 16$      |          |     |     |     |
| Present Method|          |     |     |     |
| $10^{-6}$     | 1.7532e-08 | 1.0945e-09 | 6.0268e-10 | 8.3094e-10 |
| $10^{-7}$     | 1.7532e-08 | 1.0945e-09 | 6.8464e-11 | 2.6425e-11 |
| $10^{-8}$     | 1.7532e-08 | 1.0945e-09 | 6.8466e-11 | 4.2801e-12 |
| $10^{-9}$     | 1.7532e-08 | 1.0945e-09 | 6.8497e-11 | 4.2873e-12 |
| Results in [2]|          |     |     |     |
| $10^{-6}$     | 3.8754e-5  | 1.0214e-5  | 2.6170e-6   | 6.6241e-7  |
| $10^{-7}$     | 3.8753e-5  | 1.0214e-5  | 2.6170e-6   | 6.6241e-7  |
| $10^{-8}$     | 3.8753e-5  | 1.0214e-5  | 2.6170e-6   | 6.6241e-7  |
| $10^{-9}$     | 3.8753e-5  | 1.0214e-5  | 2.5461e-6   | 6.6241e-7  |
| Results in [1]|          |     |     |     |
| $10^{-6}$     | 9.6949e-4  | 4.9906e-4  | 2.5231e-4   | 1.2824e-4  |
| $10^{-7}$     | 9.8712e-4  | 5.0049e-4  | 2.5485e-4   | 1.2853e-4  |
| $10^{-8}$     | 9.5128e-4  | 5.0026e-4  | 2.5237e-4   | 1.2781e-4  |
| $10^{-9}$     | 9.6746e-4  | 5.0012e-4  | 2.5461e-4   | 1.2803e-4  |

### Table 4. Maximum absolute errors for Example 2 at $\varepsilon = 10^{-8}$ and number of intervals $M = N$

| $\mu$ | $N$ | 8  | 16  | 32  | 64  | 128 | 256 |
|-------|-----|----|-----|-----|-----|-----|-----|
| After extrapolation | | | | | | | |
| $10^{-8}$ | 2.7269e-07 | 1.7499e-08 | 1.0945e-09 | 6.8442e-11 | 4.2783e-12 | 2.6702e-13 |
| $10^{-10}$ | 2.7269e-07 | 1.7499e-08 | 1.0945e-09 | 6.8442e-11 | 4.2782e-12 | 2.6825e-13 |
| $10^{-12}$ | 2.7269e-07 | 1.7499e-08 | 1.0945e-09 | 6.8441e-11 | 4.2783e-12 | 2.6698e-13 |
| Before extrapolation | | | | | | | |
| $10^{-8}$ | 1.3949e-04 | 3.5101e-05 | 8.7729e-06 | 2.1959e-06 | 5.4909e-07 | 1.3728e-07 |
| $10^{-10}$ | 1.3949e-04 | 3.5101e-05 | 8.7729e-06 | 2.1959e-06 | 5.4909e-07 | 1.3728e-07 |
| $10^{-12}$ | 1.3949e-04 | 3.5101e-05 | 8.7729e-06 | 2.1959e-06 | 5.4909e-07 | 1.3728e-07 |
Table 5. Order of convergence for Example 2 at $\varepsilon = 10^{-8}$ and number of intervals $M = N$

| $\mu \downarrow N \rightarrow$ | 8     | 16    | 32    | 64    | 128   |
|---------------------------------|-------|-------|-------|-------|-------|
| After extrapolation              |       |       |       |       |       |
| $10^{-8}$                        | 3.9619| 3.9989| 3.9992| 3.9998| 4.0020|
| $10^{-10}$                       | 3.9619| 3.9989| 3.9992| 3.9998| 3.9954|
| $10^{-12}$                       | 3.9619| 3.9989| 3.9993| 3.9998| 4.0022|
| Before extrapolation             |       |       |       |       |       |
| $10^{-8}$                        | 1.9906| 2.0004| 1.9982| 1.9997| 1.9999|
| $10^{-10}$                       | 1.9906| 2.0004| 1.9982| 1.9997| 1.9999|
| $10^{-12}$                       | 1.9906| 2.0004| 1.9982| 1.9997| 1.9999|

Fig. 1. Log-log plot of maximum absolute errors before and after Richardson extrapolation presented in Table 2 and 4 for Example 1 in the left side and for Example 2 in the right adjacent.

From the results presented in Tables 1 and 3 demonstrates higher order fitted operator finite difference method gives more accurate numerical solution than the existing method. As far results presented in Tables 2, 4 and 5, one can observe that effects of using Richardson extrapolation method to produce more accurate numerical solution corresponding to higher rate of convergence for singularly perturbed parabolic IBVPs with two small positive parameters. Besides, clearly to verify the use of Richardson extrapolation method on numerical scheme to increase accuracy of numerical solution and accelerate order of convergence, one can realize by results confirmed in Figure 1. Moreover, Figure 1 specifies that accuracy of solution increases as number of mesh interval of the domain increases which indicates that convergence of the method.

**Conclusion**

The key purpose of this work is to formulate and investigate higher order fitted operator finite difference method to solve singularly perturbed parabolic convection-diffusion IBVPs with two small positive parameters. We first discretize the solution domain in the time direction only which leads to ordinary differential equation with respect to space variable. Secondly, full discretization of domain, derivatives in the differential equations are replaced by central finite difference
approximation, introduce and determine the value of fitting parameter on $(n+1)^{th}$- time level and then the obtained finite difference approximation yields on two-level time direction and three-term recurrence relations in spatial derivatives that can be solved by tri-diagonal solver. Thirdly, applying Richardson extrapolation method to accelerate its rate of convergence from second order to fourth order convergent. Consistency and stability of proposed method have been established very well to guarantee the convergence of the method. Finally, it is validated by considering test examples and displaying numerical results to care the theoretical results and to determine the effectiveness of using the present method. Overall, the developed method is consistent, stable and produces more accurate numerical solution than the existing one for solving singularly perturbed parabolic initial boundary value problems with two small positive parameters.
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