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Abstract. A two-point algebra is a set of bounded analytic functions on the unit disk that agree at two distinct points $a, b \in \mathbb{D}$. This algebra serves as a multiplier algebra for the family of Hardy Hilbert spaces $H_t^2 := \{f \in H^2 : f(a) = tf(b)\}$, where $t \in \mathbb{C} \cup \{\infty\}$. We show that various spectra of certain Toeplitz operators acting on these spaces are connected.
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1. Introduction and Motivation

For $1 \leq p \leq \infty$, let $L^p = L^p(\mathbb{T}, \mu)$ denote the classical Lebesgue spaces on the unit circle $\mathbb{T}$ with respect to normalized Lebesgue measure $\mu$. Similarly, let $H^p$ denote the usual Hardy spaces. Recall the standard identification of $H^p$ as spaces of analytic functions on the unit disk $\mathbb{D}$ such that

$$\sup_{0 < r < 1} \int_0^{2\pi} |f(re^{it})|^p \, dt < \infty.$$ 

When $p = \infty$, these spaces are comprised of (essentially) bounded functions.

For $\phi \in L^\infty$, the classical \textit{Toeplitz operator with symbol $\phi$} acts on $H^2$ by $T_\phi f = P_+(\phi f)$, where $P_+$ is the orthogonal projection from $L^2$ onto $H^2$.
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In 1963, Halmos asked if the spectrum of every Toeplitz operator, $\sigma(T_\phi)$, is connected \cite{23}. At that time, the following facts were known about the spectrum $\sigma$ of Toeplitz operators, due to Hartman and Wintner (e.g. see \cite[Chapter 7]{18}):

- If $\phi \in L^\infty$ is real-valued, then $\sigma(T_\phi) = [\operatorname{ess inf} (\phi), \operatorname{ess sup} (\phi)]$.
- If $\phi \in H^\infty$, then $\sigma(T_\phi) = \overline{\phi(D)}$.

Shortly after, Widom gave an affirmative answer to Halmos’ question with the following result \cite{32}:

- Every Toeplitz operator has connected spectrum and connected essential spectrum.

It can also be shown that when the symbol of the Toeplitz operator is real-valued, its point spectrum $\sigma_p$ is empty, and therefore connected (e.g. see \cite[Exercise 12.4.3]{20}). We point the reader to \cite{7} for a well-written account of this history.

The aim of this paper is to present results in this vein, but for Toeplitz operators acting on sub-Hardy Hilbert spaces arising naturally from certain finite codimension subalgebras of $H^\infty$; so-called constrained subalgebras.

The most well-known constrained subalgebra of $H^\infty$ is the Neil algebra, $\mathfrak{A} := \{ f \in H^\infty : f'(0) = 0 \}$. Note that $H^\infty$ acts as a multiplier algebra for $H^2$; for each $\phi \in H^\infty$, we have $\phi H^2 \subseteq H^2$. When moving to the Neil setting, we have that $\mathfrak{A}$ serves as a multiplier algebra not for a single space, but for a continuum of spaces

$$H^2_{\alpha, \beta} = \{ f \in H^2 : \alpha f(0) = \beta f'(0) \text{ for } (\alpha, \beta) \in S^2 \},$$

where $S^2$ is the complex unit-sphere in $\mathbb{C}^2$ (see \cite{16} for details). Although $\mathfrak{A}$ serves as a multiplier algebra for many Hilbert spaces of analytic functions, it is canonical to consider $\mathfrak{A}$ acting on the spaces $H^2_{\alpha, \beta}$, as the associated representations of $\mathfrak{A}$ are rank one bundle shifts in this setting (see \cite[Section 4]{11}). This perspective is useful in many contexts, however, is not needed for this paper.

For $\phi \in L^\infty$, the Toeplitz operator $T_\phi^{\alpha, \beta}$ acts on $H^2_{\alpha, \beta}$ by

$$T_\phi^{\alpha, \beta} f = P_{\alpha, \beta}(\phi f),$$

where $P_{\alpha, \beta}$ is the orthogonal projection from $L^2$ onto $H^2_{\alpha, \beta}$.

In the Neil setting, Broschinski \cite{11} observed that the point spectrum of $T_\phi^{\alpha, \beta}$ might be non-empty; a stark difference from the classical setting. However, in a Widomesque quest, Broschinski showed that the point spectrum of these operators relative to the algebra $\mathfrak{A}$ is indeed connected for certain symbols. In particular, Broschinski proved that when $\phi \in L^\infty$ is real-valued, the set of eigenvalues of $T_\phi^{\alpha, \beta}$ relative to $\mathfrak{A}$,

$$\Lambda_\phi^{\mathfrak{A}} := \bigcup_{(\alpha, \beta) \in S^2} \sigma_p(T_\phi^{\alpha, \beta})$$

is either empty, a point, or an interval. Heuristically speaking, when working in settings that involve infinite families of representation-carrying Hardy
spaces, it is typical for results to involve the entire family (e.g. see discussion in Sect. 2).

This paper provides, among other results, an analogue of Broschinski’s result in the setting of a so-called two-point algebra. The two-point algebra associated to fixed points \(a, b \in \mathbb{D}\) is

\[ A_{a,b} := \{ f \in H^\infty(\mathbb{D}) : f(a) = f(b) \}. \]

Similar to the Neil algebra, there is an associated infinite family of sub-Hilbert Hardy spaces that each carry a representation for \(A_{a,b}\). For fixed \(a, b \in \mathbb{D}\), define

\[ H_t^2 := \{ f \in H^2 : f(a) = tf(b) \}, \]

where \(t \in \hat{\mathbb{C}} := \mathbb{C} \cup \{\infty\}\). Note that, while the parameter space \(\mathbb{C} \setminus \{0\}\) could also be used to yield the main results in this paper, we instead use the Riemann sphere \(\hat{\mathbb{C}}\) to be consistent with the notation introduced in [27], where compactness of the parameter space was necessary. To this end, this paper considers \(t \neq 0, \infty\), and leaves the details of these cases to the interested reader. For each choice of \(t \in \hat{\mathbb{C}}\), the space \(H_t^2\) carries a representation for \(A_{a,b}\). Specifically, the map taking \(h \in A_{a,b}\) to the operator on \(H_t^2\) given by \(f \mapsto hf\), is an isometric homomorphism from \(A_{a,b}\) to the collection of bounded linear operators on \(H_t^2\). In particular, we have \(A_{a,b}H_t^2 \subseteq H_t^2\) for every \(t \in \hat{\mathbb{C}}\). As with the Neil algebra, the representations associated with \(H_t^2\) can be seen as rank one bundle shifts for \(A_{a,b}\).

For \(\phi \in L^\infty\), we define the Toeplitz operator \(T_\phi^t : H_t^2 \to H_t^2\) by

\[ T_\phi^t f = P_t(\phi f), \]

where \(P_t\) is the orthogonal projection from \(L^2\) onto \(H_t^2\). We denote the eigenvalues of \(T_\phi^t\) relative to \(A_{a,b}\) as

\[ \Lambda_{\phi}^{a,b} := \bigcup_{t \in \hat{\mathbb{C}}} \sigma_p(T_\phi^t). \]

In order to avoid trivialities when discussing \(\Lambda_{\phi}^{a,b}\), it is always assumed that the symbol \(\phi\) is non-constant.

In this paper, we establish the following main results, regarding analytic and real-valued symbols, respectively:

**Theorem 4.3.** If \(\phi \in A_{a,b}\), then

(i) \(\sigma(T_\phi^t) = \phi(\mathbb{D})\) and

(ii) \(\Lambda_{\phi}^{a,b} = \{\phi(a)\}\).

In particular, both \(\sigma(T_\phi^t)\) and \(\Lambda_{\phi}^{a,b}\) are connected.

**Theorem 5.12.** If \(\phi \in L^\infty\) is real-valued, then \(\Lambda_{\phi}^{a,b}\) is either empty, a point, or an interval. In particular, \(\Lambda_{\phi}^{a,b}\) is connected.
2. Background

Before moving to results, we provide further background on the spectral theory of Toeplitz operators, as well as some relevant information on constrained subalgebras.

Investigations into the spectra of Toeplitz operators are diverse and far-reaching, beginning with spectral inclusion theorems for self-adjoint Toeplitz operators, which originated in [12,24,25]. Results involving the spectra of Toeplitz operators with continuous or piece-wise continuous symbols can be found in [13,17,22,26,31]. The spectrum of a Toeplitz operator with analytic symbol was first investigated in [34]. Halmos initially posed the connected-spectrum question in [23], which was answered by Widom in [32,33].

Following these investigations, there were several works aimed at exploring the spectra of Toeplitz operators acting on spaces other than $H^2$. For example, Devinatz [17] examined the spectra of real-symboled Toeplitz operators defined on a Hilbert space associated with a Dirichlet algebra. Another natural theme in this arena has been to consider Toeplitz operators acting on Hilbert spaces of analytic functions defined on assorted domains. Early work on multiply-connected planar domains was due to Abrahamse, where he established the existence of self-adjoint Toeplitz operators (relative to a single model space) with disconnected point spectrum [1, Section 5]. Further investigations include [3,5,6,14], where more in-depth spectral analyses were conducted, including the study of large numbers of isolated eigenvalues in the gaps of the range of the symbol of the operator. The case of the annulus was further discussed in [11], where a version of Theorem 5.12 is established. Additional work on multiply connected domains can be found in [2,9].

The introduction of Toeplitz operators to the setting of constrained subalgebras came about, in part, through the study of Pick interpolation. In short, the Pick interpolation problem asks for a multiplier, of norm less than or equal to one, that maps a set of initial points to a set of target points. It is natural to ask the interpolating function to obey additional algebraic constraints. In this direction, Pick interpolation on the Neil algebra was investigated in [16], and on a generalized two-point algebra in [28]. As a result, further work on the associated Toeplitz operators has been carried out. In [4], Anderson and Rochberg established a Widom-type invertibility theorem for Toeplitz operators associated with constrained subalgebras of the unit disk. In [27], Jury and the second named author established Widom and Szegő theorems for finite codimensional subalgebras of a class of uniform algebras defined on finite (connected) Riemann surfaces—of which the Neil and two-point algebras are the prototypical examples. Such Szegő and Widom theorems for Toeplitz operators on the Neil algebra were first discussed in [8]. For more results related to constrained algebras, see [9,10,19,28–30].

3. Structure of $H^2_t$

We now move to establish the results of the paper, starting with some structural observations of $H^2_t$ spaces. First, recall that $H^2$ is a reproducing kernel
Hilbert space on the unit disk $\mathbb{D}$. That is, for each $f \in H^2$ and $w \in \mathbb{D}$, we have

$$ f(w) = \langle f, k_w \rangle := \int_T f \overline{k_w} \, d\mu, $$

where, for $w, z \in \mathbb{D}$,

$$ k_w(z) = \frac{1}{1 - wz}. $$

The function $k_w$ is known as the Szegö kernel at $w$. The spaces $H^2_t$ inherit the reproducing property from $H^2$, and we denote their reproducing kernels by $k^t_w$. We will also need the Blaschke product at $a$ and $b$, given by

$$ B_{a,b}(z) = \frac{z - a}{1 - \overline{a}z} \frac{z - b}{1 - \overline{b}z}. $$

We take the convention that $0 \cdot \infty = 0$ on $\hat{\mathbb{C}}$.

**Proposition 3.1.** Let $t \in \mathbb{C} \setminus \{0\}$. For each $H^2_t$ space associated to $a, b \in \mathbb{D}$, we have

(i) $k^t_a = \overline{t} k^t_b$,

(ii) $H^2_t = \mathbb{C} k^t_a \oplus B_{a,b}H^2$.

(iii) The set $\{k^t_a/\|k^t_a\|\} \cup \{B_{a,b}z^n\}_{n \geq 0}$ is an orthonormal basis for $H^2_t$.

**Proof.** Point (i) follows directly from definition. In order to establish (ii), we show $B_{a,b}H^2$ is the orthogonal complement of $\mathbb{C} k^t_a$ in $H^2_t$. Suppose $f \in H^2_t$ with $\langle f, k^t_a \rangle = 0$. Then $\langle f, \overline{t} k^t_b \rangle = 0$, and we see $f$ vanishes at $a$ and $b$, so $f \in B_{a,b}H^2$. Conversely, suppose $f \in B_{a,b}H^2$. Since $B_{a,b}H^2 \subset H^2_t$, we have $f \in H^2_t$ and $f(a) = 0$. Thus, $f$ is orthogonal to $\mathbb{C} k^t_a$, and the result follows.

Point (iii) now follows immediately by noting that, in $H^2$, multiplication by $B_{a,b}$ is an isometry and the monomials are orthogonal. \[\square\]

Using the above proposition, a precise formula for the reproducing kernel can be given. Specifically,

$$ k^t_a(z) = \frac{\overline{t}}{t - \tau} (k_a(z) - \tau k_b(z)), $$

where $\tau = \frac{k_a(a) - tk_a(b)}{k_b(a) - tk_b(b)}$. Further, for $z, w \in \mathbb{D}$, the reproducing kernel for $H^2_t$ is given by

$$ k^t_w(z) = \frac{k^t_a(w)}{\|k^t_a\|^2} k^t_a(z) + B_{a,b}(w)B_{a,b}(z)k_w(z). $$

We end this section with a proposition about the inner-outer factorization of a function $g \in \ker(T^t_{\phi})$. Specifically, we note that the outer factor of such a function $g$ must also be in the kernel of a Toeplitz operator (with a possibly different parameter $t$).

**Proposition 3.2.** Let $\phi \in L^\infty$ and suppose $g \in \ker(T^t_{\phi})$. Put $g = \theta G$ with $\theta$ inner and $G$ outer. Then $G \in \ker(T^s_{\phi})$, where $s = G(a)/G(b)$ (i.e. $G \in H^2_s$).
Proof. Let \( h \in H_2^2 \) and note as \( G \) is outer, it is non-vanishing on \( \mathbb{D} \), which means \( s \in \mathbb{C} \setminus \{0\} \). Since \( g = \theta G \in H_2^2 \) and \( G \in H_2^2 \), it follows that \( \theta \in H_2^{t/s} \). In turn, \( \theta h \in H_2^t \) and we have
\[
\langle T_{\phi}^h G, h \rangle = \int_{\mathbb{T}} \phi G \overline{h} \, d\mu = \int_{\mathbb{T}} \phi g \overline{h} \, d\mu = \langle T_{\phi}^h g, \theta h \rangle = 0.
\]
As this holds for all \( h \in H_2^2 \), we have \( G \in \ker(T_{\phi}^h) \). \( \square \)

4. Toeplitz Operators with Analytic Symbols

In this section, we provide a proof of Theorem 4.3. We begin by showing that the point spectrum of \( T_{\phi}^t \), for the case \( \phi \in H^\infty \), is equal to \( \sigma_p(T_{\phi}^t) = \langle \phi k^t_a, k^t_a \rangle / \|k^t_a\|^2 \).

**Proposition 4.1.** If \( \phi \in H^\infty \) is non-constant, then
\[
\sigma_p(T_{\phi}^t) = \langle \phi k^t_a, k^t_a \rangle / \|k^t_a\|^2.
\]

**Proof.** Suppose that \( (T_{\phi}^t - \lambda I)g = 0 \) for \( \lambda \in \mathbb{C} \) and \( g \in H_2^2 \). Using Proposition 3.1, we can put \( g = c k^t_a + B_{a,b}g \), for some \( c \in \mathbb{C} \) and \( h \in H^2 \) to obtain
\[
0 = T_{\phi}^t(c k^t_a + B_{a,b}h) - \lambda(c k^t_a + B_{a,b}h),
\]
where the last equality follows from the fact that \( \phi B_{a,b}h \in B_{a,b}H^2 \subseteq H_2^t \). Now put \( P_t(c k^t_a + B_{a,b}f) = c' k^t_a + B_{a,b}f \) where \( c' := \langle \phi k^t_a, k^t_a \rangle / \|k^t_a\|^2 \) and \( f \in H^2 \). Then from the above equality we have
\[
0 = c(c' k^t_a + B_{a,b}f) + \phi B_{a,b}h - \lambda(c k^t_a + B_{a,b}h)
\]
which implies that
\[
B_{a,b}((\lambda - \phi)h - cf) = c(c' - \lambda)k^t_a.
\]
As the left hand side is in \( B_{a,b}H^2 \) and right hand side is in \( \text{span}\{k^t_a\} \), which are orthogonal, we see that both sides must equal zero. Considering that \( c(c' - \lambda)k^t_a = 0 \), i.e. \( c(c' - \lambda) = 0 \), we have \( c = 0 \) or \( c' = \lambda \).

If \( c = 0 \), this means that \( g = B_{a,b}h \), which we will show cannot happen. Referring back to the first set of equalities in this proof, we then get that
\[
0 = \phi B_{a,b}h - \lambda B_{a,b}h = (\phi - \lambda)B_{a,b}h.
\]
This now says that either \( \phi = \lambda \), which is a contradiction, or that \( h = 0 \). But if \( h = 0 \), then \( B_{a,b}h = g = 0 \), which is also a contradiction.

In turn, it must be that \( c' = \lambda \), which implies that \( \lambda = c' = \langle \phi k^t_a, k^t_a \rangle / \|k^t_a\|^2 \), as claimed. \( \square \)
Remark 4.2. We point out that the quantity $\langle \phi k^t_a, k^t_a \rangle / \|k^t_a\|^2$ is known as the Berezin transform of $T^t_\phi$ at $a$. This transform appears naturally in the study of various operator theoretic properties of Toeplitz operators (e.g. see [15, Section 2]).

We now provide the main result of this section, which completely characterizes the spectrum and relative eigenvalues of $T^t_\phi$ when the symbol is in our multiplier algebra.

Theorem 4.3. If $\phi \in \mathcal{A}_{a,b}$, then

(i) $\sigma(T^t_\phi) = \overline{\phi(\mathbb{D})}$ and

(ii) $\Lambda^{a,b}_\phi = \{\phi(a)\}$.

In particular, both $\sigma(T^t_\phi)$ and $\Lambda^{a,b}_\phi$ are connected.

Proof. To see (i), note as $P \in \mathcal{A}_{a,b}$, we have $T^t_\phi f = \phi f$. Now let $z_0 \in \mathbb{D}$ and suppose that $\lambda = \phi(z_0)$. Observe, for any $f \in H^2_t$, that

$$((T^t_\phi - \lambda I)f)(z_0) = (\phi(z_0) - \lambda)f(z_0) = 0.$$ 

Thus, $T^t_\phi - \lambda$ cannot be surjective, since all functions in its range must have a zero at $z_0$. This shows $\phi(\mathbb{D}) \subseteq \sigma(T^t_\phi)$. Since the spectrum is compact and hence closed, we have $\overline{\phi(\mathbb{D})} \subseteq \sigma(T^t_\phi)$. To see the inclusion $\sigma(T^t_\phi) \subseteq \overline{\phi(\mathbb{D})}$, assume that $\lambda \notin \overline{\mathbb{D}}$. In turn, $\text{dist}(\lambda, \overline{\mathbb{D}}) := \delta > 0$. Since $|\phi(z) - \lambda| \geq \delta$ for all $z \in \mathbb{D}$, we have $1/|\phi(z) - \lambda|$ is analytic and bounded by $1/\delta$ on $\mathbb{D}$. Hence, we have $(T^t_\phi - \lambda I)^{-1} = T^t_{1/(\phi - \lambda)}$, and so $\lambda \notin \sigma(T^t_\phi)$.

To see (ii), note first that $\mathcal{A}_{a,b} \subseteq H^\infty$ and therefore Proposition 4.1 guarantees that $\sigma_p(T^t_\phi) = \langle \phi k^t_a, k^t_a \rangle / \|k^t_a\|^2$. However, since $\phi \in \mathcal{A}_{a,b}$, we have $\phi k^t_a \in H^2_t$, and therefore $\langle \phi k^t_a, k^t_a \rangle = \phi(a)k^t_a(a)$. This gives $\sigma_p(T^t_\phi) = \phi(a)$, which is independent of $t$, so we have $\Lambda^{a,b}_\phi = \{\phi(a)\}$.

Before we turn to real-valued symbols, we provide a brief discussion of arbitrary symbols to establish that $\sigma(T^t_\phi)$ is contained in the closed convex hull of the essential range of $\phi$, a result true for any $\phi \in L^\infty$. This result is directly analogous to the classical result by Brown and Halmos for unconstrained Toeplitz operators (see [18, Corollary 7.19]). An important part of the proof of the following result is [27, Lemma 4.5], which observes that $\|\phi\|_\infty = \|T^t_\phi\|$.

In order to show this spectral inclusion, we first note that the closed convex hull of a set $E \subseteq \mathbb{C}$ is the intersection of all open half-planes that contain $E$ (e.g. see [18, Lemma 7.17].) We denote the closed convex hull of the essential range of a function $\phi$ by

$$\mathcal{R}_e(\phi) := \bigcap \{S : \text{essran}(\phi) \subseteq S \text{ and } S \text{ is a half-plane in } \mathbb{C}\}.$$ 

Note that $\mathcal{R}_e(\phi)$ is necessarily a closed subset of $\mathbb{C}$. Thus, if $\phi$ is bounded, the above set is compact. We now have the following spectral inclusion.

Proposition 4.4. If $\phi \in L^\infty$, then $\sigma(T^t_\phi)$ is contained in $\mathcal{R}_e(\phi)$.
Proof. We show that if $\tau \notin \mathcal{R}_e(\phi)$, then $\tau \notin \sigma(T^t_\phi)$. Accordingly, suppose $\tau \in \mathbb{C} \setminus \mathcal{R}_e(\phi)$. Then $\tau \notin S$ for some open half-plane $S \subseteq \mathbb{C}$ containing $\text{essran}(\phi)$. After translation and rotation, we can assume $S$ is the right half-plane $\{z \in \mathbb{C} : \text{Re}(z) > 0\}$. Thus, since $\phi - \tau$ is bounded, we have that $\mathcal{R}_e(\phi - \tau)$ is a compact subset of $S$. Hence, there exists $\varepsilon > 0$ such that $\varepsilon \mathcal{R}_e(\phi - \tau) \subseteq \{z \in \mathbb{C} : |z - 1| < 1\}$, and therefore $\|1 - \varepsilon(\phi - \tau)\|_\infty < 1$. It is known that $\|1 - \varepsilon(\phi - \tau)\|_\infty = \|I - T^t_\tau\| (\varepsilon(\phi - \tau))$ (see [27, Lemma 4.5]), which gives $\|I - T^t_\tau\| < 1$. This implies that $T^t_\tau = \varepsilon T^t_{\phi - \tau}$ is invertible. Therefore $\tau \notin \sigma(T^t_\phi)$. \hfill $\Box$

We now turn to results regarding real-valued symbols. Without surprise, this setting poses a greater challenge than the analytic setting.

5. Toeplitz Operators with Real-Valued Symbols

In this section, we provide a proof of Theorem 5.12. We begin by noting that, for $\phi \in L^\infty$ real-valued, the space $\ker(T^t_\phi)$ is naturally associated with the annihilator of $\mathcal{A}_{a,b} + \mathcal{A}_{a,b}^* := \{h_1 + \overline{h}_2 : h_1, h_2 \in \mathcal{A}_{a,b}\}$. In order to establish this fact, we first record a few propositions.

**Proposition 5.1.** Let $\phi \in L^\infty$ be real-valued. If $g \in \ker(T^t_\phi)$, then $\phi|g|^2$ annihilates $\mathcal{A}_{a,b} + \mathcal{A}_{a,b}^*$.

**Proof.** Suppose $T^t_\phi g = 0$ and let $h \in \mathcal{A}_{a,b}$. Then $hg \in H^2_\tau$ and we have

$$0 = \langle T^t_\phi g, hg \rangle = \int_\tau \phi \overline{hg} \, d\mu = \int_\tau \phi |g|^2 h \, d\mu.$$ 

As $\phi|g|^2$ is real-valued, we also have $\int_\tau \phi |g|^2 h \, d\mu = 0$, which establishes the claim. \hfill $\Box$

We now characterize annihilating measures for $\mathcal{A}_{a,b} + \mathcal{A}_{a,b}^*$, considered as a subspace of $L^\infty$.

**Proposition 5.2.** Let $\nu << \mu$ be a measure whose Radon-Nikodym derivative with respect to $\mu$ is in $L^1$. Then $\frac{d\nu}{d\mu}$ annihilates $\mathcal{A}_{a,b} + \mathcal{A}_{a,b}^*$ if and only if there exists $d_1, d_2 \in \mathbb{C}$ such that

$$\frac{d\nu}{d\mu} = d_1(k_a - k_b) + \overline{d_2(k_a - k_b)} \text{ a.e. on } \tau.$$ 

**Proof.** We begin with the backward implication. Assume that there exists $d_1, d_2 \in \mathbb{C}$ such that $\frac{d\nu}{d\mu} = d_1(k_a - k_b) + \overline{d_2(k_a - k_b)}$ and let $h_1 + \overline{h}_2 \in \mathcal{A}_{a,b} + \mathcal{A}_{a,b}^*$. It follows that

$$\int_\tau (h_1 + \overline{h}_2) \frac{d\nu}{d\mu} \, d\mu = \int_\tau (h_1 + \overline{h}_2)(d_1(k_a - k_b) + \overline{d_2(k_a - k_b)}) \, d\mu$$

$$= d_1 \int_\tau h_1(k_a - k_b) \, d\mu + \overline{d_2} \int_\tau h_1 \overline{k_a - k_b} \, d\mu$$

$$+ d_1 \int_\tau \overline{h}_2(k_a - k_b) \, d\mu + d_2 \int_\tau \overline{h}_2 \overline{k_a - k_b} \, d\mu.$$
The first and fourth terms are both zero since \((k_a - k_b)(0) = 0\) and the integrands are entirely analytic and anti-analytic, respectively. Further, since \(h_1\) and \(h_2\) are both taken from \(\mathcal{A}_{a,b}\), we have

\[
\int_{\mathbb{T}} (h_1 + h_2) \frac{d\nu}{d\mu} \, d\mu = \overline{d}_2 \int_{\mathbb{T}} h_1 (k_a - k_b) \, d\mu + d_1 \int_{\mathbb{T}} h_2 (k_a - k_b) \, d\mu
\]

\[
= \overline{d}_2 \langle h_1, k_a - k_b \rangle + d_1 \langle h_2, k_a - k_b \rangle
\]

\[
= 0.
\]

Thus, \(\frac{d\nu}{d\mu}\) annihilates \(\mathcal{A}_{a,b} + \mathcal{A}^*_{a,b}\).

For the forward implication, assume \(\frac{d\nu}{d\mu}\) annihilates \(\mathcal{A}_{a,b} + \mathcal{A}^*_{a,b}\) and let \(p_n(z) = z^n (z - a)(z - b)\) for \(n \geq 0\). Since \(p_n\) vanishes at \(a\) and \(b\), we have \(p_n, \overline{p}_n \in \mathcal{A}_{a,b} + \mathcal{A}^*_{a,b}\). Hence,

\[
0 = \int_{\mathbb{T}} p_n \frac{d\nu}{d\mu} \, d\mu = \int_{\mathbb{T}} z^{n+2} \frac{d\nu}{d\mu} \, d\mu - \int_{\mathbb{T}} (a + b) z^{n+1} \frac{d\nu}{d\mu} \, d\mu + \int_{\mathbb{T}} ab z^n \frac{d\nu}{d\mu} \, d\mu.
\]

This gives that the negative Fourier coefficients of \(\frac{d\nu}{d\mu}\) must satisfy the linear recurrence relation

\[
\widehat{\frac{d\nu}{d\mu}}(n + 2) = (a + b) \widehat{\frac{d\nu}{d\mu}}(n + 1) - ab \widehat{\frac{d\nu}{d\mu}}(n).
\]

One can readily verify that this recurrence relation is solved by \(\widehat{\frac{d\nu}{d\mu}}(n) = c_1 a^n + c_2 b^n\), for some constants \(c_1, c_2 \in \mathbb{C}\). Similarly, considering \(0 = \int_{\mathbb{T}} \overline{p}_n \frac{d\nu}{d\mu} \, d\mu\), we see that the positive Fourier coefficients of \(\frac{d\nu}{d\mu}\) must satisfy the recurrence relation

\[
\widehat{\frac{d\nu}{d\mu}}(n - 2) = (a + b) \widehat{\frac{d\nu}{d\mu}}(n - 1) - ab \widehat{\frac{d\nu}{d\mu}}(n).
\]

This recurrence relation is solved by \(\widehat{\frac{d\nu}{d\mu}}(n) = c_3 \overline{a}^n + c_4 \overline{b}^n\), for some constants \(c_3, c_4 \in \mathbb{C}\). Noting that \(\frac{d\nu}{d\mu}(0) = 0\), we find that, almost everywhere on \(\mathbb{T}\), we have

\[
\frac{d\nu}{d\mu}(z) = \sum_{n<0} \widehat{\frac{d\nu}{d\mu}}(n) z^n + \sum_{n>0} \widehat{\frac{d\nu}{d\mu}}(n) z^n
\]

\[
= \sum_{n<0} (c_1 a^n + c_2 b^n) z^n + \sum_{n>0} (c_3 \overline{a}^n + c_4 \overline{b}^n) z^n
\]

\[
= c_1 \sum_{n \leq 0} (\overline{a} z)^n - c_1 + c_2 \sum_{n \leq 0} (\overline{b} z)^n - c_2
\]

\[
+ c_3 \sum_{n \geq 0} (\overline{a} z)^n - c_3 + c_4 \sum_{n \geq 0} (\overline{b} z)^n - c_4
\]

\[
= c_1 \overline{k}_a(z) - c_1 + c_2 \overline{k}_b(z) - c_2 + c_3 k_a(z) - c_3 + c_4 k_b(z) - c_4.
\]

For any \(h \in \mathcal{A}_{a,b}\) with \(h(0) = 0\), we now have

\[
0 = \int_{\mathbb{T}} h \frac{d\nu}{d\mu} \, d\mu = c_3 h(a) + c_4 h(b).
\]
Since \( h(a) = h(b) \), we have \( c_4 = -c_3 \). Similarly, for \( \overline{h} \in \mathcal{A}_{a,b}^+ \) with \( h(0) = 0 \), we have
\[
0 = \int_{\mathbb{T}} \overline{h} \frac{d\nu}{d\mu} d\mu = c_1 \overline{h(a)} + c_2 \overline{h(b)}.
\]
Again, since \( \overline{h(a)} = \overline{h(b)} \), we have \( c_2 = -c_1 \). Letting \( d_1 = c_3 \) and \( d_2 = c_1 \), we have
\[
\frac{d\nu}{d\mu} = d_1 (k_a - k_b) + d_2 (k_a - k_b).
\]

The upshot now is that, by passing to the outer factor \( G \) of \( g \in \ker(T_\phi^t) \), we have an explicit description of \( \phi|G|^2 \). First, however, we need the following lemma.

**Lemma 5.3.** If \( G \in H^2_t \) is outer, then \( G \mathcal{A}_{a,b} \) is dense in \( H^2_t \).

**Proof.** Suppose \( f, G \in H^2_t \) with \( G \) outer. Since \( G \) is outer, there exists a sequence of polynomials \( \{p_n\} \) such that \( p_n G \to f \). Let \( P_{a,b} : H^2 \to (H^2_{t=1})^\perp \) be the projection onto the span\(\{k_a - k_b\}\) and define
\[
q_n := p_n - P_{a,b}(p_n) = p_n - \left< p_n, \frac{k_a - k_b}{\|k_a - k_b\|} \right> \frac{k_a - k_b}{\|k_a - k_b\|}.
\]
We claim that \( q_n G \to f \). Observe that \( q_n \in H^2_{t=1} \), and since \( q_n \) is a linear combination of \( H^\infty \) functions, we have that \( q_n \in \mathcal{A}_{a,b} \). Observe that \( q_n G \to f \) when
\[
\left< p_n, \frac{k_a - k_b}{\|k_a - k_b\|} \right> \frac{k_a - k_b}{\|k_a - k_b\|} = (p_n(a) - p_n(b)) \frac{k_a - k_b}{\|k_a - k_b\|} \to 0,
\]
which happens if and only if \( (p_n(a) - p_n(b)) \to 0 \). Since \( p_n G \to f \) in norm, it also converges pointwise. Therefore,
\[
p_n(a) G(a) \to f(a) \quad \text{and} \quad p_n(b) G(b) \to f(b).
\]
Since \( G \) and \( f \) are in \( H^2_t \) and \( G \) is outer (therefore \( G(a) \neq 0 \)), we have
\[
\lim_{n \to \infty} (p_n(a) - p_n(b)) = \lim_{n \to \infty} \frac{1}{G(a)} (p_n(a) G(a) - tG(b)p_n(b)) = \frac{1}{G(a)} (f(a) - tf(b)) = 0. \tag*{□}
\]

We now prove the aforementioned identification between \( \ker(T_\phi^t) \) and the annihilator measures of \( \mathcal{A}_{a,b} + \mathcal{A}_{a,b}^+ \).

**Proposition 5.4.** Let \( \phi \in L^\infty \) be real-valued and suppose \( G \in H^2_t \) is outer. Then \( G \in \ker(T_\phi^t) \) if and only if there exists a constant \( c \in \mathbb{C} \) so that
\[
\phi|G|^2 = c(k_a - k_b) + \overline{c(k_a - k_b)}.
\]
Proof. We prove the backward direction first. Suppose $G \in H^2_t$ is outer and let $h \in \mathcal{A}_{a, b}$. Observe that

$$\langle T^t_{\phi} G, h G \rangle = \int_{T} \phi |G|^2 \overline{h} \, d\mu = \int_{T} (c(k_a - k_b) + \overline{c(k_a - k_b)}) \overline{h} \, d\mu = 0.$$  

In view of Lemma 5.3, $T^t_{\phi} G \equiv 0$.

To see the forward direction, observe that if $T^t_{\phi} G = 0$, then it follows from Proposition 5.1 that $\phi |G|^2$ annihilates $\mathcal{A}_{a, b} + \mathcal{A}_{b, a}$. Further, since $G \in L^2$ and $\phi \in L^\infty$, we have that $\phi |G|^2 \in L^1$. Thus, the measure $\phi |G|^2 \, d\mu$ is a measure that is absolutely continuous with respect to $\mu$ and whose Radon-Nikodym derivative with respect to $\mu$ is in $L^1$. It now follows from Proposition 5.2 that there exists $d_1, d_2 \in \mathbb{C}$ such that

$$\phi |G|^2 = d_1(k_a - k_b) + d_2(k_a - k_b).$$

However, since $\phi |G|^2$ is real-valued, this is only possible if $d_1 = d_2$. Putting $c$ as this common value, the result follows.

Remark 5.5. In the backward direction of Proposition 5.4, we require $G$ to be outer in order to use Lemma 5.3. However, the forward direction does not require $G$ to be outer.

We will now have an interlude to discuss the behavior of $c(k_a - k_b) + \overline{c(k_a - k_b)}$ on $T$.

Lemma 5.6. For any choice of $a, b \in \mathbb{D}$ and $c \in \mathbb{C} \setminus \{0\}$, the function

$$\text{Re} \left( c(k_a(e^{it}) - k_b(e^{it})) \right)$$

is positive (negative) on precisely one proper sub-arc of $T$.

Proof. Begin by letting $u(z) := k_a(z) - k_b(z)$ and noting

$$u(z) = \frac{(a - b)z}{(1 - \overline{a}z)(1 - \overline{b}z)}.$$  

In turn, we see that $cu$ fixes the origin for any value of $c \in \mathbb{C}$ and is analytic on a disk containing $\mathbb{D}$. By the open mapping theorem, we have $0$ is in the interior of $cu(\mathbb{D})$. Further, and again by the open mapping theorem, we have that the boundary of $cu(\mathbb{D})$ is contained in $cu(\mathbb{T})$. But since $0$ is in the interior of $cu(\mathbb{D})$, it must be that the boundary of $cu(\mathbb{D})$ has a component both in the left-half and right-half plane, and so must $cu(\mathbb{T})$. Also notice that

$$\text{Re}(cu(z)) = \frac{1}{2} \left[ \frac{c(a - b)z}{(1 - \overline{a}z)(1 - \overline{b}z)} + \frac{\overline{c}(a - b)z}{(1 - a\overline{z})(1 - b\overline{z})} \right]$$

$$= \frac{c(a - b)z(1 - a\overline{z})(1 - b\overline{z}) + \overline{c}(a - b)\overline{z}(1 - \overline{a}z)(1 - \overline{b}z)}{2 |(1 - \overline{a}z)|^2 |(1 - \overline{b}z)|^2}.$$  

On the circle, $\text{Re}(cu(e^{it})) = 0$ is a homogeneous trigonometric polynomial equation of degree one, so $\text{Re}(cu(e^{it}))$ has at most two zeros. Equivalently, $cu(\mathbb{T})$ is purely imaginary at most twice. But since $cu(\mathbb{T})$ has a component in both the left-half and right-half plane, it follows that $\text{Re}(cu(e^{it}))$ has precisely two zeros, and changes sign precisely twice. The result follows. \hfill \square
We have one more important observation to make about the behavior of the zeros of \( \text{Re}(c(k_a - k_b)) \) on the circle.

**Proposition 5.7.** For any constants \( c, d \in \mathbb{C} \), with \( c \) not a non-negative multiple of \( d \), we have on \( \mathbb{T} \) that

\[
\{d(k_a - k_b) + d(k_a - k_b) > 0\} \not\subset \{c(k_a - k_b) + c(k_a - k_b) > 0\}.
\]

**Proof.** Begin by letting \( u(z) := k_a(z) - k_b(z) \) and observing that \( \{du + \overline{du} > 0\} = \{cu + \overline{cu} > 0\} \) if and only if \( c \) and \( d \) are non-negative real multiples. Suppose for contradiction that

\[
\{du + \overline{du} > 0\} \not\subset \{cu + \overline{cu} > 0\}.
\]

Then, letting \( t_c = \text{Arg } c \) and \( t_d = \text{Arg } d \), we have

\[
\{e^{it_d u} + e^{it_d u} > 0\} \not\subset \{e^{it_c u} + e^{it_c u} > 0\}.
\]

Let \( e^{i\theta_1} \) and \( e^{i\theta_2} \) be the solutions to \( cu + \overline{c}u = 0 \) on \( \mathbb{T} \). Similarly, let \( e^{i\theta_1} \) and \( e^{i\theta_2} \) be the solutions to \( du + \overline{du} = 0 \) on \( \mathbb{T} \). By the containment hypothesis and Lemma 5.6, we have \( e^{i\theta_1}, e^{i\theta_2} \in \{du + \overline{du} \leq 0\} \) (we include equality with zero as two of the roots \( e^{i\theta_j}, e^{i\theta_j}, j = 1, 2 \), may be equal). Without loss of generality, this implies that \( \text{Re}(e^{it_d u}(e^{i\theta_1})) \leq 0 \) and \( \text{Re}(e^{it_d u}(e^{i\theta_2})) < 0 \).

By definition, we also have that \( \text{Re}(e^{it_c u}(e^{i\theta_1})) = \text{Re}(e^{it_c u}(e^{i\theta_2})) = 0 \). Further, since \( 0 \in e^{it_c u}(\mathbb{D}) \), we have that \( \text{Im}(e^{it_c u}(e^{i\theta_1})) \) and \( \text{Im}(e^{it_c u}(e^{i\theta_2})) \) have different signs. It now follows that for any \( \theta \in \mathbb{R} \) not a multiple of \( \pi \), the signs of \( \text{Re}(e^{i\theta}e^{it_c u}(e^{i\theta_1})) \) and \( \text{Re}(e^{i\theta}e^{it_c u}(e^{i\theta_2})) \) are different. In particular, taking \( \theta = t_d - t_c \) (by hypothesis not a multiple of \( \pi \)), we see that \( \text{Re}(e^{i(t_d - t_c)}e^{it_c u}(e^{i\theta_1})) \) and \( \text{Re}(e^{i(t_d - t_c)}e^{it_c u}(e^{i\theta_2})) \) have different signs. But

\[
\text{Re}(e^{i(t_d - t_c)}e^{it_c u}(e^{i\theta_1})) = \text{Re}(e^{it_d u}(e^{i\theta_1})),
\]

and

\[
\text{Re}(e^{i(t_d - t_c)}e^{it_c u}(e^{i\theta_2})) = \text{Re}(e^{it_d u}(e^{i\theta_2})).
\]

This is a contradiction. \( \square \)

For \( \phi \in L^\infty \), recall that the set of eigenvalues of \( T_\phi^t \) relative to \( \mathscr{A}_{a,b} \) is

\[
\Lambda_{\phi}^{a,b} := \bigcup_{t \in \mathbb{C}} \sigma_p(T_\phi^t).
\]

We now identify \( \Lambda_{\phi}^{a,b} \) with annihilators of \( \mathscr{A}_{a,b} + \mathscr{A}_{a,b}^* := \{h_1 + \overline{h_2} : h_1, h_2 \in \mathscr{A}_{a,b}\} \).

**Proposition 5.8.** Let \( \phi \in L^\infty \) be real-valued. There exists a \( c \in \mathbb{C} \) such that for every \( \lambda \in \Lambda_{\phi}^{a,b} \), there exists an outer function \( G_\lambda \) such that

\[
|\phi - \lambda| |G_\lambda|^2 = c(k_a - k_b) + c(k_a - k_b).
\]

Moreover, the constant \( c \) is unique up to a non-negative real multiple.
Proof. By definition, if \( \lambda \in \Lambda_{\phi}^{a,b} \), then there exists \( t \in \hat{\mathbb{C}} \) and \( g_{\lambda} \in H^2_t \) such that \( T_{\phi}^t g_{\lambda} = \lambda g_{\lambda} \), or, equivalently, \( g_{\lambda} \in \ker(T_{\phi}^t - \lambda) \). Further, by Proposition 3.2, we know the outer part of \( g_{\lambda} \), say \( G_{\lambda} \), belongs to \( \ker(T_{\phi}^t - \lambda) \), where \( s = G_{\lambda}(a)/G_{\lambda}(b) \). Now, use Proposition 5.4 applied to \( \phi - \lambda \) to get the desired result.

To see that \( c \) is unique up to a non-negative constant, let \( \lambda_1, \lambda_2 \in \Lambda_{\phi}^{a,b} \) be distinct with

\[
(\phi - \lambda_j)|G_{\lambda_j}|^2 = c_j(k_a - k_b) + c_j(k_a - k_b), \quad j = 1, 2.
\]

Without loss of generality, suppose \( \lambda_1 > \lambda_2 \). Then \( \{\phi > \lambda_1\} \subseteq \{\phi > \lambda_2\} \), or, equivalently, \( \{c_1(k_a - k_b) + c_1(k_a - k_b) > 0\} \subseteq \{c_2(k_a - k_b) + c_2(k_a - k_b) > 0\} \). It now follows from Proposition 5.7 that \( c_1 \) and \( c_2 \) must be non-negative real multiples of each other. \( \square \)

We now note that the collection of outer functions in the kernel of \( T_{\phi}^t \), for fixed real-valued \( \phi \), is quite small. In fact, all such outer functions are essentially unique.

**Proposition 5.9.** Let \( \phi \in L^\infty \) be real-valued and let \( \mathcal{N} \) denote the collection of outer functions in \( H^2 \). Then there is at most one \( t \in \hat{\mathbb{C}} \) so that \( \ker(T_{\phi}^t) \cap \mathcal{N} \) is non-empty. Moreover, when \( \ker(T_{\phi}^t) \cap \mathcal{N} \) is non-empty, it is equal to the span of a single outer function.

**Proof.** Suppose \( G_1 \in \ker(T_{\phi}^t) \) and \( G_2 \in \ker(T_{\phi}^s) \) are outer, with \( s \neq t \). From Proposition 5.4, there exist constants \( c_1, c_2 \in \mathbb{C} \) such that

\[
\phi|G_j|^2 = c_j(k_a - k_b) + c_j(k_a - k_b), \quad j = 1, 2.
\]

Since \( |G_1|^2 \) and \( |G_2|^2 \) are non-negative, \( c_1(k_a - k_b) + c_1(k_a - k_b) \) and \( c_2(k_a - k_b) + c_2(k_a - k_b) \) must be positive (negative) on the same subsets of \( \mathbb{T} \). Proposition 5.7 indicates that this can happen if and only if \( c_1 \) is a non-negative real multiple of \( c_2 \). In turn, there exists a positive constant \( r \in \mathbb{R} \) so that \( \phi|G_1|^2 = \phi r^2|G_2|^2 \). Since outer functions are determined by their modulus on the unit circle, it follows that \( G_1 \) and \( G_2 \) are constant multiples of one another and therefore \( G_2 \in \text{span}\{G_1\} \). Hence \( G_2 \in \ker(T_{\phi}^s) \cap \mathcal{N} \).

Marching toward our proof of Theorem 5.12, we pause to record a lemma that will be used for a key proposition.

**Lemma 5.10.** ([20, p. 146]) Given \( w \in L^p(\mathbb{T}) \) such that \( \log(|w|) \in L^1(\mathbb{T}) \), the following function

\[
W(z) = \exp\left(\frac{1}{2\pi} \int_{0}^{2\pi} \frac{e^{i\theta} + z}{e^{i\theta} - z} \log(|w(e^{i\theta})|) \, d\theta\right),
\]

defined for \( z \in \mathbb{D} \), is an outer function in \( H^p \). Moreover, \( |W| = |w| \) on \( \mathbb{T} \).

We now introduce some important notation. For \( c \in \mathbb{C} \), let

\[
S_c^- := \{ z \in \mathbb{T} : c(k_a - k_b) + c(k_a - k_b) < 0 \}
\]

and

\[
S_c^+ := \{ z \in \mathbb{T} : c(k_a - k_b) + c(k_a - k_b) > 0 \}.
\]
It turns out that these sets are crucial in understanding the relative eigenvalues of $T^t_\phi$.

**Proposition 5.11.** Let $\phi \in L^\infty$ be real-valued. If there exist $c \in \mathbb{C}$ and $\beta \in \mathbb{R}$ such that

$$\text{ess sup}\{ (\phi - \beta)|_{S^+_c} \} = m < 0 < M = \text{ess inf}\{ (\phi - \beta)|_{S^-_c} \},$$

then

(i) $(m + \beta, M + \beta) \subseteq \Lambda^{a,b}_\phi$.

(ii) For every $\beta + \lambda \in (m + \beta, M + \beta)$, there exists an essentially unique outer function $G_{\beta,\lambda}$ such that

$$(\phi - (\beta + \lambda))|G_{\beta,\lambda}|^2 = c(k_a - k_b) + \overline{c(k_a - k_b)}.$$ 

(iii) The endpoints $M + \beta$ and $m + \beta$ are elements of $\Lambda^{a,b}_\phi$ if and only if

$$\frac{c(k_a - k_b) + \overline{c(k_a - k_b)}}{\phi - (M + \beta)} \quad \text{and} \quad \frac{c(k_a - k_b) + \overline{c(k_a - k_b)}}{\phi - (m + \beta)}$$

are integrable.

**Proof.** Let $\lambda \in (m, M)$ and consider the function

$$\psi := \frac{c(k_a - k_b) + \overline{c(k_a - k_b)}}{\phi - (\beta + \lambda)}.$$ 

By definition of $M$, on $S^+_c$ we have, $\lambda < M \leq \phi - \beta$ and hence $0 < \phi - (\beta + \lambda)$. Additionally, $\phi - (\beta + \lambda)$ is uniformly bounded away from 0 on $S^+_c$. Similarly, by definition of $m$, the function $\phi - (\beta + \lambda)$ is negative and uniformly bounded away from zero on $S^-_c$. In turn, $|\phi - (\beta + \lambda)|$ is uniformly bounded away from zero. Further, by definition of $S^+_c$ and $S^-_c$, it is clear that $\psi$ is non-negative.

Now consider

$$\log(\psi) = \log(|c(k_a - k_b) + \overline{c(k_a - k_b)}|) - \log(|\phi - (\beta + \lambda)|).$$

Note first that $\int_\mathbb{T} \log(|\phi - (\beta + \lambda)|) \, dm < \infty$, so that

$$\int_\mathbb{T} \log(|\phi - (\beta + \lambda)|) \, dm > -\infty.$$ 

It follows from Lemma 5.6 that

$$\int_\mathbb{T} \log(|c(k_a - k_b) + \overline{c(k_a - k_b)}|) \, dm > -\infty.$$ 

Altogether, we find that

$$\int_\mathbb{T} \log(\psi) \, dm > -\infty.$$ 

Thus, since $\mathbb{T}$ is compact, it now follows that $\log(\psi) \in L^1$. Now consider the function $\psi^{1/2}$. Since $\psi \in L^1$ and is non-negative, we have that $\psi^{1/2} \in L^2$. Further, $\log(\psi^{1/2}) = \frac{1}{2} \log(\psi) \in L^1$.

Now, since $\psi^{1/2} \in L^2$ and $\log(\psi^{1/2}) \in L^1$, it follows from Lemma 5.10 that the function

$$G_{\beta,\lambda}(z) := \exp \left( \frac{1}{2} \int_0^{2\pi} \frac{e^{i\theta} + z}{e^{i\theta} - z} \log(|\psi^{1/2}(e^{i\theta})|) \, d\theta \right)$$
is an outer function in $H^2$ with $|G_{\beta,\lambda}| = \psi^{1/2}$ on $\mathbb{T}$. Thus, we have an outer function $G_{\beta,\lambda} \in H^2$ with

$$|G_{\beta,\lambda}|^2 = \psi = \frac{c(k_a - k_b) + c(k_a - k_b)}{\phi - (\beta + \lambda)},$$

where the last equality follows from $\psi$ being non-negative.

It now follows from Proposition 5.4 that $T_t G_{\beta,\lambda} = 0$ for $t = \frac{G_{\beta,\lambda}(a)}{G_{\beta,\lambda}(b)}$ (where $G_{\beta,\lambda}(b) \neq 0$ since $G_{\beta,\lambda}$ is outer). In light of Proposition 5.9, we have that $G_{\beta,\lambda}$ is unique up to a constant. Rewriting $T_t G_{\beta,\lambda} = (\lambda + \beta)G_{\beta,\lambda}$ and therefore $\lambda + \beta$ is an eigenvalue for $T_t$. This means $\lambda + \beta \in \Lambda_{\phi}^{a,b}$ and therefore $(m + \beta, M + \beta) \subseteq \Lambda_{\phi}^{a,b}$.

Finally, we have the machinery necessary to prove Theorem 5.12.

**Theorem 5.12.** If $\phi \in L^\infty$ is real-valued, then $\Lambda_{\phi}^{a,b}$ is either empty, a point, or an interval. In particular, $\Lambda_{\phi}^{a,b}$ is connected.

**Proof.** If $\Lambda_{\phi}^{a,b}$ is empty or a point, then we are done. Suppose, then, $\Lambda_{\phi}^{a,b} \neq \emptyset$ and that there exist distinct $\lambda_1, \lambda_2 \in \Lambda_{\phi}^{a,b}$. By Proposition 5.8, there exist outer functions $G_1, G_2 \in H^2$ and $c_1, c_2 \in \mathbb{C}$ such that

$$(\phi - \lambda_j)|G_j|^2 = c_j(k_a - k_b) + c k_a - k_b), \quad j = 1, 2,$$

where $c_1$ and $c_2$ differ by a non-negative real constant. By absorbing this constant into $|G_j|^2$ and relabeling appropriately, it follows that there exists a single $c \in \mathbb{C}$ such that

$$(\phi - \lambda_j)|G_j|^2 = c(k_a - k_b) + c k_a - k_b), \quad j = 1, 2.$$  

Without loss of generality, assume $\lambda_1 < \lambda_2$ and let $\beta \in (\lambda_1, \lambda_2)$. Then we have

$$\phi - \lambda_2 < \phi - \beta < \phi - \lambda_1.$$  

Therefore

$$(\phi - \beta)|S_{c}^- < (\phi - \lambda_1)|S_{c}^- < 0$$

and

$$0 < (\phi - \lambda_2)|S_{c}^+ < (\phi - \beta)|S_{c}^+.$$  

Finally, it follows from Lemma 5.6 that the sets $S_{c}^\pm$ are of positive measure. As a result, we can define the constants

$$m := \text{ess sup}\{(\phi - \beta)|S_{c}^-\}$$

and

$$M := \text{ess inf}\{(\phi - \beta)|S_{c}^+\}.$$
and conclude that \( m < 0 < M \). It follows from Proposition 5.11 that \((m + \beta, M + \beta) \subseteq \Lambda_{\phi}^{a,b}\) (with inclusion of endpoints possible).

We claim that this interval is all of \( \Lambda_{\phi}^{a,b}\) and show that if \( \lambda + \beta > M \) (resp. \( \lambda + \beta < m \)), then \( \lambda + \beta \notin \Lambda_{\phi}^{a,b}\). To this end, suppose \( \lambda + \beta > M + \beta \), and, for the sake of contradiction, that \( \lambda + \beta \in \Lambda_{\phi}^{a,b}\). By Proposition 5.4, there exists a constant \( d \in \mathbb{C} \) and \( G_{\beta}^{a,b} \in H^2 \) outer such that
\[
(\phi - (\beta + \lambda))|G_{\beta+\lambda}|^2 = d(k_a - k_b) + \overline{d(k_a - k_b)}.
\]
Similarly, since \( 0 \in (m, M) \), we have \( \beta \in (m + \beta, M + \beta) \subseteq \Lambda_{\phi}^{a,b}\) and therefore, by part (ii) of Proposition 5.11,
\[
(\phi - \beta)|G_{\beta}|^2 = c(k_a - k_b) + \overline{c(k_a - k_b)}
\]
for some outer function \( G_{\beta} \in H^2 \). Now, since \( \lambda + \beta > M + \beta \), we have
\[
\{\phi - (\beta + \lambda) > 0\} \subsetneq \{\phi - \beta > 0\}
\]
and therefore
\[
\{d(k_a - k_b) + \overline{d(k_a - k_b)} > 0\} = \{\phi - (\beta + \lambda) > 0\} \\
\quad \subsetneq \{\phi - \beta > 0\} \\
\quad = \{c(k_a - k_b) + \overline{c(k_a - k_b)} > 0\}.
\]
However, by Proposition 5.7, this inclusion cannot occur. Hence we arrive at a contradiction and \( \lambda + \beta \notin \Lambda_{\phi}^{a,b}\). An analogous arguments holds for \( \lambda + \beta < m + \beta \). \(\square\)

6. Further Remarks and Questions

For real-valued symbols, the proof of Theorem 5.12 shows, when expecting a relative point spectrum consisting of an interval, the symbol of the Toeplitz operator is quite confined; namely, the hypotheses of Proposition 5.11 must be satisfied. However, there is no mention of explicit hypotheses required on the symbol to guarantee the relative point spectrum to be empty or a point – the former of which we argue is most often the case. In fact, it can be shown, using arguments very similar to the ones used in the above proofs, that \( \Lambda_{\phi}^{a,b}\) is a point if and only if there exist constants \( c \in \mathbb{C} \) and \( \beta \in \mathbb{R} \) such that
\[
\text{ess sup}\{ (\phi - \beta)|_{S_-^+} \} = 0 = \text{ess inf}\{ (\phi - \beta)|_{S_-^+} \}.
\]
Again, the behavior of \( \phi \) is quite restricted. All told, in order for a constrained Toeplitz operator to have non-empty relative spectrum in the real-valued setting, it must have a symbol (up to a translation) with set of positivity (negativity) coinciding with that of \( \text{Re}(c(k_a - k_b)) \) for some \( c \in \mathbb{C} \).

Reflecting back to Sect. 1, Widom’s connected-spectrum result held for arbitrary symbols. A result of this generality is still unknown for the two-point and Neil cases:

**Question 6.1.** (Open) For general \( \phi \in L^\infty \), are the spectrum, essential spectrum, and relative point spectrum of \( T_{\phi}^a \) connected? In the Neil algebra setting?
The Neil and two-point constraints are, heuristically speaking, the building blocks for general finite codimensional subalgebras of $H^\infty$. This notion, due to Gamelin, was formalized in [21, Theorem 9.8], and reinterpreted in [27, Theorem 2.1]. A natural generalization of the work here, and in [11], would be to consider spectra of Toeplitz operators associated to these algebras:

**Question 6.2.** (Open) *For a general finite codimensional subalgebra of $H^\infty$, do the associated Toeplitz operators have connected relative spectrum?*

Here, by ‘associated’ we mean Toeplitz operators acting on subspaces of $H^2$ which carry a representation for the sublagebra.
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