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Abstract: Alzheimer's disease is an extremely popular cause of dementia which leads to memory loss, problem-solving and other thinking abilities that are severe enough to interfere with daily life. Detection of Alzheimer’s at a prior stage is crucial as it can prevent significant damage to the patient’s brain. In this paper, a method to detect Alzheimer’s Disease from Brain MRI images is proposed. The proposed approach extracts shape features and texture of the Hippocampus region from the MRI scans and a Neural Network is used as a Multi-Class Classifier for detection of AD. The proposed approach is implemented and it gives better accuracy as compared to conventional approaches. In this paper, Convolutional Neural Network is the Neural Network approach used for the detection of AD at a prodromal stage.
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1. Introduction

Alzheimer’s disease (AD) is an irreversible, accelerative neurological brain disorder marked by a decline in cognitive functioning with no validated disease altering the treatment. AD is the most regular type of dementia, and is one of the major challenges for healthcare in the twenty-first century [1].

Overall, a great deal of endeavour has been made in order to develop strategies for early detection of AD, especially at pre-symptomatic stages in order to slow down or prevent disease. In particular, advanced neuroimaging techniques, such as magnetic resonance imaging (MRI) have been developed and used to identify AD-related structural and molecular biomarkers [2] [3] [4].

The cortex in the brain patient shrinks and this shrinkage occurs particularly in the hippocampus region. This region is involved in all of the capabilities that is related to thinking, reasoning and making new memories. Brain ventricles, which produce cerebrospinal fluid, also become larger in an AD patient [5] [6].

In the prodromal stage of Alzheimer’s, individuals may function independently. Regardless of this, the person might feel that he or she is having memory lapses, for example forgetting familiar words or location of everyday objects [7] [8].
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Figure 1. Comparison of Normal VS Affected Alzheimer’s Brain [7]

Some recent studies reveal that AD may begin 20 years or more before any symptoms appear and the disease is clinically diagnosed. Only after a certain stage, patients may experience diagnostic symptoms such as deterioration in memory and decline in cognitive abilities when the irreversible neurological damage already occurs [8] [9].

Therefore, early and accurate diagnosis of AD is crucial and may be possible via computer-assisted analytical techniques. Receiving an early diagnosis of AD will enable patients to benefit from various treatments, plan their future, and maximize their life quality [10].
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Figure 2. Patients Affected by Alzheimer’s Disease Considering AGE as a Factor [10]
As per the reports, the below pie chart gives us a clear picture of the people who are mostly affected by AD considering age as an element shown in Figure 2.

2. Convolutional Neural Network (CNN)
Convolutional neural network is a deep Feed-forward Neural Network (FNN) that comprises multilayers of artificial neurons, which provides good performance in large-scale segmentation, processing of image, classification and also for other auto correlated data.

The foundation for CNNs are filters i.e. kernels. Kernels use the convolution operation in order to fetch all the relevant features from the input. The importance of filters using images as input data is as shown in the Figure 3 [11].

CNN was initially introduced to solve problems related to image data. But it has been observed that they perform significantly well on sequential inputs as well [12] [13].

![Convolutional Neural Network - Image Classification](image)

**Figure 3. Convolutional Neural Network – Image Classification [11]**

*Advantages of CNN [14]:*
- CNN automatically learns about the filters without referring to it explicitly. They come in handy during the extraction of relevant features from the input data.
- CNN fetches the spatial features of an image. Spatial features refer to the pixel arrangement and the relationship between the pixels in an image. They aid us in determining the object accurately, the location of an object, as well as its relationship existing between other objects in an image.

CNNs have ample applications in image, video recognition, recommender systems and natural language processing. For an instance let us consider related to Computer Vision. However, the basic concept remains the same and can be applied to any other use-case [15].

In a typical CNN layer, we make a choice to either have a stack of 3x3 filters, or a stack of 5x5 filters or a max pooling layer. In general all of these are beneficial to the modelling power of the network. The inception module suggests the use of all of them.

This means instead of adding a particular filter size layer, we add all 1x1, 3x3, 5x5 filters and perform convolution on the output from the previous layers. Since pooling has been essential for the success of current CNNs, the inception module also includes an additional pooling path. The output of all the filters are concatenated and passed on as input to the next layer [16].
3. Methodology
In this section, the main components of our framework are presented. In the proposed approach, various shape and texture features are extracted from the hippocampus for detection of Alzheimer’s disease. From the training dataset features are extracted using Convolution Neural Network (CNN) an advanced deep learning method and a training model is processed and it gives a validation model.

Test data has to be given to the validation model which was built using CNN, the validation model has to extract the features from the input MRI scan image and classify the Alzheimer category [17] [18].

3.1. Datasets and Tools
In this research, OASIS Dataset used.

OASIS
The Open Access Series of Imaging Studies (OASIS) is a research aimed at making magnetic resonance imaging (MRI) data sets of the brain freely available to the scientific community.
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Figure 4. Sample-1 Alzheimer's affected Brain MRI

![Sample-2 Alzheimer's affected Brain MRI](image2.png)

Figure 5. Sample-2 Alzheimer's affected Brain MRI
Therefore with the facility of making the dataset available this can help in the near future discoveries related to neuroscience.

Precisely, the OASIS dataset is intended to play multiple roles. Initially, OASIS images and associated computations serve as data sets for continued scientific exploration.

**Keras**
Keras an API which is fundamentally designed for human beings. It observes best practices for reducing cognitive load, offers consistent & simple APIs, minimizes the number of user actions required for common use cases, and it provides clear & actionable error notifications. It also has huge documentation and developer guides.
TensorFlow
TensorFlow is an open source software incorporated in machine learning. It has an extensive, flexible ecosystem of tools, libraries and community resources that allows researchers to push the state-of-the-art in ML and the developers can conveniently build and deploy ML powered applications.

OpenCV
OpenCV (Open Source Computer Vision Library) is a huge open source library which is used for computer vision, image processing and machine learning. OpenCV has an ability to provide a familiar infrastructure for computer vision applications and to stimulate the use of machine perception in the commercial products.

Confusion Matrix
Confusion Matrix is an approach which briefs the performance of a classification algorithm. Classification accuracy solely can be spurious if there are an unequal number of observations in each class or if there are more than two classes in the dataset.

Overall confusion matrix can give you a clear picture of what the classification model is getting right and what type of errors it is making.
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Figure 8. Confusion Matrix for Test Model

Figure 8 is a confusion matrix for the test dataset of 113 images which classifies 62 Alzheimer’s datasets as Alzheimer’s and 51 Non Alzheimer’s dataset to No_Alzheimer’s accurately.

3.2. Data pre-processing
Data preprocessing is a mechanism for assembling and processing the raw data and making it acceptable for the machine learning model. It is an initial and a significant step while creating a machine learning model.

In this module the data which we have retrieved from OASIS is further resized for future use. Image resizing, or image scaling, is a geometric image transformation which modifies the image size based on an image interpolation algorithm. This image gauging process can enlarge or reduce the resolution of a target image dataset so that the absolute size of the image dataset is altered.

Computers are able to perform computations on numbers and are unable to interpret images in the way that we do. Further we have to convert the image dataset to numerical format for the computer to understand. The image will be converted to grayscale (range of gray shades from white to black) the computer will assign each pixel a value based on how dark it is. The numerical format is put into an array and the computer does computations on that particular array. We then feed the resulting array for the next step.
It is important that we come across clean and formatted data. So for this, we use data preprocessing tasks. In this step we have retrieved the data from the OASIS dataset and this dataset should be in a specific format of jpeg. We have converted all the images to the same shape i.e, all the images to the same base resolution. This dataset is then further put in a trained model that can take upto millions of images and detects whether the person is suffering from Alzheimer’s or not.

3.3. Model Construction
We are building our model by using a Convolutional Neural Network (CNN) which is a special architecture of artificial neural networks. CNN efficiently reduces the number of model parameters by inserting convolution and pooling layers that lead to a reduction in complexity.

CNN uses some features of the visual cortex. Now that we’re done with pre-processing, we can start implementing our neural network. As a next step we will have 3 convolution layers with 2 x 2 max-pooling.

![Figure 9. Architecture of our CNN Sequential model](image)

The Sequential model API is pronounced for developing deep learning models in most conditions (A CNN model).
The below figure shows The Sequential model API which is a way of creating deep learning models where an instance of the Sequential class is created and model layers are created and added. A Sequential model is pertinent for a plain stack of layers where each layer has exactly one input tensor and one output tensor. The common architecture of ConvNets is a sequential architecture.

Max-Pooling is a mechanism used to reduce the dimensions of an image by taking the maximum pixel value of a grid. This helps in reducing overfitting and makes the model more generic. After that, we add 2 fully connected layers. Since the input of fully connected layers should be two dimensional, and the output of the convolution layer is four dimensional, we need a flattening layer between them. Softmax layer is present at the very end of a fully connected layer. The Dropout layer irregularly sets input units to 0 with a frequency of rate at each step during training time, which intercept overfitting.

3.4. Training and Testing the CNN Model
In the datasets we collected, we have split 80% of the data as training data, and the rest 20% of the data as test data.

After model construction is done it is time for model training. We were able to build an artificial convolutional neural network that can recognize images. Here we split the dataset into train and test dataset as mentioned above. Finally we will build and train the model using the training dataset. Once the model has been trained by feeding the data it is now possible to carry out the model for testing. In the course of this phase a test set of data is being loaded. This data set has never been fed to the model and therefore it’s true accuracy will be verified. Eventually, the saved model can be used in the real world. The name of this phase is model evaluation. Thus the model is now in a position to evaluate the new data.

4. Result
The proposed system produces the output stating if there is Alzheimer’s or not with the overall accuracy of above 95%.

![Figure 10. Values of loss, accuracy, val_loss and val_accuracy](image)

Figure 10 represents the values of loss, accuracy, val_loss and val_accuracy with respect to epoch.

5. Conclusion
In this study, we proposed a novel method for the early detection of AD using CNN. CNN is more suitable for image processing especially in image classification. This model is used to predict Alzheimer’s Disease affected-brain v/s a normal aging brain and is able to do so with higher accuracy
by using brain MRI data. We have retrieved the data from the OASIS dataset. Henceforth we can conclude that the proposed system in this paper gives an overall accuracy of more than 95% using CNN.
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