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Summary
In this paper, we consider the predictive control problem of designing receding horizon controllers for networked linear systems subject to random packet loss in the controller to actuator link. The packet dropouts are temporarily correlated in the sense that they obey a Markovian transition model. Our design task is to solve the optimal controller that minimizes a given receding horizon cost function, using the available packet loss history. Due to the correlated nature of the packet loss, standard linear quadratic regulator methods do not apply. We first present the optimal control law by considering the correlations. This controller turns out to depend on the packet loss history and would typically require a large lookup table for implementation when the Markovian order is high. To address this issue, we present and compare several suboptimal design approaches to reduce the number of control laws.
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1 INTRODUCTION

In this work, we consider predictive control to design controllers for dynamic systems where the communication between the controller and the actuators is affected by correlated packet dropouts. Traditionally, the packet dropouts are modeled as an independent and identically distributed (i.i.d) random process.1-7 This model is also extended to include transmission delays.8-11 For many network setups, the network effects can however not be captured by an i.i.d model, since the packet dropouts in the networks often are correlated.12 A simple method to address correlated packet dropouts is by using a 2-state Markov model, also called the Gilbert-Elliot or pq model, which captures packet losses that occur in bursts.13,14 Here, the probability for the current packet transmission to be successful depends on the transmission outcome of the previously transmitted packet. This model is frequently used for controller synthesis and analysis.11,15-18

While the 2-state Markov chain can capture network effects that the i.i.d models could not, more accurate network models can be obtained by considering a longer history of packet dropouts.12,19-21 This results in higher-order Markov models that can capture faster changing network effects more accurately. Konrad et al12 proposed a network model, where the network is divided in 2 states: 1 “good” state, where no dropouts occur and a “bad” state, where packet dropouts occur. The proposed model models the length of the good and bad state using an exponential distribution. In the example in the work of Konrad et al,12 the bad state of the network is modeled using a fourth-order Markov chain. Note that the good and bad states in the work of Konrad et al12 differ from the Gilbert-Elliot models with a good and bad state, as is used in, for example, the work of Peters et al.15

Thus, to summarize, a higher-order network model tends to be a more realistic representation of the real networks. We therefore take the view that a controller design that takes the high-order network model into account will result in better performance...
on real networks. We will therefore present a controller design that can directly utilize these higher-order models. In fact, our controller design method will provide the optimal controller design for any network that can be modeled accurately by the use of conditional probabilities. The optimal predictive controller is designed to minimize a linear quadratic (LQ) cost function that penalizes future states. Here, the future system states are predicted using the model of the system and the network, the current state, and the history of packet arrivals. This results in a control law that is a function of the state and the packet arrival history. A key issue is that, at the time when a control input is computed, the controller does not know whether this input will actually reach the actuator. Such a design problem can fit into the Markov jump linear system framework by assuming that the packet transmission at the current time will be successful.\cite{17,22-25} The difference in our approach is that we take advantage of the structure of the Markov transition matrix, which results in simpler expressions. Designing the control law in this manner leads to controllers that depend on the system state and on the history of packet dropouts. This results in a controller for every possible observation of packet dropouts, which results in high complexity control laws (meaning: many controllers). The complexity increases exponentially for longer packet dropout histories. It also requires significant amounts of memory to be stored in a lookup table, for example, microcontrollers. At this point, one might ask whether it is necessary to take the entire packet arrival history into account when designing the control law. To tackle this question, we investigate suboptimal reduced complexity control laws that feature fewer controllers and illustrate the loss of performance compared with a full complexity control law through simulation studies. While there exists an extensive literature on performance and complexity trade-offs in terms of minimizing a cost function for estimation over networks with correlated packet dropouts,\cite{26,27} the controller design has rarely been considered in this setting. One main difference between the estimator and the controller design is that the network is part of a closed-loop system. This makes the controller design more difficult.

In this work, we will present a novel optimal controller design that can be applied to any network, where the random packet dropouts can be modeled using conditional distributions. As described above, conditional distributions can capture network effects that more simple 2-state Markov models cannot.\cite{12} This controller is derived by minimizing a stochastic LQ cost function. The packet dropout data are fully utilized in the optimal control design. For high-order packet dropout models, the optimal controller requires a large lookup table to store the control gains, which may be impractical for implementations. This optimal controller is therefore only suitable when the order of the packet dropout model is relatively low. Our second contribution is to present 3 suboptimal methods that trade off the performance of the controller against the controller complexity. The difference between these 3 methods lies in where in the design process the suboptimality is introduced. The performance of the different methods is analyzed using simulation studies where we implement the controllers as model predictive control.

In this work, we perform controller design for systems that feature network uncertainties in the link between the controller and the actuator. This results in control laws that are robust for network conditions, which result in packet dropouts. When the controller design problem further involves system and/or modeling uncertainties, the presented approach can be combined with methods such as an online system identification method or a robust design. An online system identification method, such as the method presented in the work of Shi and Fang,\cite{28} allows for online updating the system model that is used in the controller design. Methods for robust design aim at optimizing the performance for the worst-case system and the network models, see, for example, the works of Wang et al\cite{29} and Quevedo and Nešić.\cite{30,31}

This paper is structured as follows. We will present the system and network in Section 2. The optimal controller design is performed in Section 3. In Section 4, we present methods on how to reduce the controller complexity and introduce 3 controller design methods. Simulation studies are included in Section 5, where the performance of the different controllers is compared. Section 6 draws conclusions.

Notation. We denote the probability and expectation of the random variable $X$ knowing $Y$ by $\Pr\{X|Y\}$ and $E\{X|Y\}$, respectively. Denote $I_N$ the $N \times N$ identity matrix, $0_{n \times m}$ a $n \times m$ matrix of zeros, and $\text{diag}\{X\}$ the matrix with $X$ on its (block-)diagonal. The indicator function $\mathbb{1}_x(y) = 1$ if $x = y$ when $y$ is a variable, or $x \in y$ when $y$ is a set. Let card$(X)$ denote the number of elements in the set or sequence $X$. Denote $\|x\|_Q^2 \triangleq x^T Q x$. The function $\lceil x \rceil$ rounds $x$ up to its nearest larger integer. We denote a sequence by $(1, 2, \cdots)$ and a set by $\{1, 2, \cdots\}$.

## 2 | PROBLEM FORMULATION

We consider a linear time-invariant system, where the controller is connected to the actuators through a network that is affected by correlated packet losses. The system is illustrated in Figure 1 and is of the form

\[
\begin{align*}
 x_{k+1} &= Ax_k + Bu_k + \omega_k \\
 \hat{u}_k &= \rho_k u_k,
\end{align*}
\] (1)
where $A \in \mathbb{R}^{n \times m}$, $B \in \mathbb{R}^{n \times m}$, and $\omega_k \sim \mathcal{N}(0, \Sigma_w)$ is zero-mean white Gaussian noise with covariance $\Sigma_w$. The binary variable $\rho_k \in \{0, 1\}$ indicates whether the packet at time $k$ is received successfully at the actuator. Successful transmissions are acknowledged. In this work, we assume that the controller always receives the acknowledgements successfully.

Remark 1. In this work, we only consider packet dropouts in the actuator to controller link and assume that the feedback link (plant to controller) is deterministic, i.e., no packet dropouts occur. However, we utilize acknowledgements. This means that the controller knows whether a packet is successfully received at the actuators or not. Therefore, the separation principle holds, and in the optimal controller design that we present, the state can be replaced by its optimal estimate. Estimation for systems affected by packet losses in the feedback channel is considered in works, such as Smith and Seiler, Schenato et al, and Peters et al.

The packet arrivals for the model in Equation 1 are random and correlated. This means that the probability for the packet at time $k$ to arrive depends on the history of previously transmitted packets. In this work, we consider the case where the relevant length of the previous history is of a given length. More formally, we can state this as

$$\Pr\{\rho_k = 1|\rho_{k-1}, \cdots, \rho_{k-\infty}\} = \Pr\{\rho_k = 1|\rho_{k-1}, \cdots, \rho_{k-d}\},$$

where $0 \leq d < \infty$ is the length of the relevant history. In the present setting, the controller always receives acknowledgements on the successful packet transmissions and, therefore, causally knows the exact packet arrival history. To simplify the notation, we accumulate the history of packet dropouts in the variable $\Theta_k \in \mathcal{Z} = \{1, \cdots, 2^d\}$ to denote the binary sequence $(\rho_{k-1}, \cdots, \rho_{k-d})$, where $\Theta_k = i$ refers to a certain realization of $(\rho_{k-1}, \cdots, \rho_{k-d})$. Here, it is easy to see that $\Theta_k$ is first-order Markov, since

$$\Pr\{\Theta_{k+1} = j|\Theta_k = i, \Theta_{k-1}, \cdots, \Theta_0\} = \Pr\{\Theta_{k+1} = j|\Theta_k = i\} \triangleq p_{i,j}.$$  

Furthermore, denote $\Pr\{\Theta_k = i\} \equiv \pi_i$. We assign the outcomes of $\rho_k$ to values of $\Theta_k$ by

$$\Theta_k = 1 + \sum_{\ell=1}^{d} \rho_{k-\ell} 2^{-d-\ell}. \quad (2)$$

Note in Equation 2, that every possible binary sequence $(\rho_{k-1}, \cdots, \rho_{k-d})$ gets assigned to a unique value of $\Theta$. Furthermore, note that

$$\rho_{k-1} = \begin{cases} 0, & \text{if } \Theta_k \leq r \\ 1, & \text{if } \Theta_k > r, \end{cases} \quad (3)$$

where $r = 2^{d-1}$.

Since $\rho_k$ is a binary variable, there are for each $\Theta_k$ only 2 possible outcomes of $\Theta_{k+1}$: one where $\rho_k = 1$ and one where $\rho_k = 0$.

To simplify the notation throughout the remainder of the paper, we introduce the variables $\phi_i$ and $\bar{\phi}_i$. Here, $\phi_i$ indicates the case when the packet arrival history at time $k$ is given by $\Theta_k = i$, and the most recent packet is successfully received at the actuator ($\rho_k = 1$). Then, $\Theta_{k+1} = \phi_i$, where $\phi_i$ is computed as

$$\phi_i = \left\lfloor \frac{i}{2} \right\rfloor + 2^{d-1} \in \{r+1, \cdots, 2^d\}. \quad (4)$$

Likewise, when at time $k$, the packet arrival history is given by $\Theta_k = i$ and the packet transmission failed ($\rho_k = 0$), $\Theta_{k+1} = \bar{\phi}_i$, where

$$\bar{\phi}_i = \left\lfloor \frac{i}{2} \right\rfloor \in \{1, \cdots, r\}. \quad (5)$$

It hereby follows that

$$\Pr\{\rho_k = 1|\Theta_k = i\} = \Pr\{\Theta_{k+1} = \phi_i|\Theta_k = i\} = p_{i,\phi_i}.$$
We want to design the control law to minimize the receding horizon cost function

\[ J_N(x_0, U_{0:N}, \Theta_0) = \mathbb{E} \left\{ \sum_{k=0}^{N-1} \| x_k \|^2_Q + \rho_k \| u_k \|^2_R + \| x_N \|^2_{S_{N,0}} \right\} , \tag{7} \]

where \( Q \geq 0, R \geq 0, \) and \( S_{N,0} \geq 0, \forall i \in \Xi \) are design parameters that trade off control performance vs control effort and the sequence \( U_{k:N} \triangleq (u_k, \cdots, u_{N-1}) \).

**Remark 2.** The problem that we presented here can be fitted into the general Markov jump linear system framework, see, eg, the work of Costa and Fragoso.\(^{22}\) The difference between the framework presented in the work of Costa and Fragoso\(^{22}\) and the current problem setting is that, we, at time \( k \), do not have the outcome of \( \rho_k \) available. However, the same control laws can be obtained with both frameworks, i.e., our framework and the framework presented in the work of Costa and Fragoso\(^{22}\) by assuming that at time \( k \), the packet transmission will always be successful.

In the rest of this section, the result that we present will differ from the work of Costa and Fragoso\(^{22}\) on 2 points.

1. In the presented setting, it is a consequence of the problem formulation that the optimal strategy is to always design the control packet to assume that the current transmission is successful.
2. We take advantage of the special sparse structure of the transition matrix \( P \), which results in simpler expressions, making it computationally more efficient.

Next, we present the controller design.

**Proposition 1.** The optimal control at each time step is given by the linear function

\[
u^*_k = L^*_k \Phi_k x_k,
\]

where the control gain for each \( i \in \Xi \) is given by

\[
L^*_k = -(R + B^T S_{k+1,\Phi} B)^{-1} B^T S_{k+1,\Phi} A \quad \forall i \in \Xi,
\]

with

\[
S_{k,i} = Q + A^T (S_{k+1,\Phi} p_{i,\Phi} + S_{k+1,\Phi} p_{\bar{i},\Phi}) A - p_{i,\Phi} A^T S_{k+1,\Phi} B (R + B^T S_{k+1,\Phi} B)^{-1} B^T S_{k+1,\Phi} A,
\]

and \( \Phi \) and \( \bar{\Phi} \) are defined in Equations 4 and 5. Here, \( p_{i,\Phi} = \Pr(\Theta_{k+1} = \Phi_i | \Theta_k = i) \), and \( S_{k,i} \) is given for all \( i \in \Xi \). This results in the optimal cost

\[
J^*_N(x_0, \Theta_0) = x_0^T S_{0,\Phi} x_0 + c_{0,\Phi},
\]

where

\[
c_{k,i} = \sum_{j=\{\Phi_i,\bar{\Phi}_i\}} (\text{trace}(\Sigma w_{k+1,j}) + c_{k+1,j}) p_{i,j}
\]

with \( c_{N,i} = 0 \) for all \( i \).

**Proof.** The proof is given in Appendix A.

It is worth to note from Equation 9 that the control law at time \( k \) only depends on \( \Theta_k \) for the computation of \( S_{k+1} \), which, in turn, depends on \( \Theta_{k+1} \). Now, since the transition probabilities to go from \( \Theta_k \) to \( \Theta_{k+1} \) are not used in Equation 9, the value of \( L_{k,i} \) will not depend on \( \rho_{k-d} \). Therefore, only 2\( d-1 \) out of the 2\( d \) control laws are unique and need to be stored in a lookup table.

**Remark 3.** Many network models, such as the Gilbert-Elliot model\(^{13,14} \) (also referred to as the \( pq \) model), use a Markov chain with length \( d = 1 \). It is worth noting that in this case using Proposition 1, only 1 unique controller gain is obtained. This means that the controller here does not have to observe the history of the packet dropouts to find the appropriate control gain.

The results in Proposition 1 can be vectorized for a relevant history of length \( d \) by defining the matrix

\[
\mathcal{V}_{i,j} = \begin{bmatrix} I_n \sqrt{p_{(i+1)(i+1)}} & 0 & \cdots & 0 \\ 0 & I_n \sqrt{p_{(i+2)(i+2)}} & \cdots & 0 \\ 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & I_n \sqrt{p_{(i+2d-1)(i+2d-1)}} \end{bmatrix}, \quad \in \mathbb{R}^{(2d-1)n \times rm}
\]

and

\[
\mathcal{W}_{0,j} = \begin{bmatrix} \mathbf{v}_{0,j} \\ \mathbf{0}_{n,rm} \end{bmatrix}, \quad \in \mathbb{R}^{2n \times rm}, \quad \mathcal{W}_{1,j} = \begin{bmatrix} \mathbf{0}_{n,rm} \\ \mathbf{v}_{1,j} \end{bmatrix}, \quad \in \mathbb{R}^{2n \times rm}.
\]

Now, define the following matrices describing the successful and lost transmissions:

\[
\mathcal{W} = \begin{bmatrix} \mathcal{W}_{0,j} & \mathcal{W}_{1,j} \end{bmatrix}, \quad \in \mathbb{R}^{2n \times (2d+1)n},
\]

\[
\tilde{\mathcal{W}} = \begin{bmatrix} \mathcal{W}_{0,0} & \mathcal{W}_{1,0} & \mathcal{W}_{2,0} \end{bmatrix}, \quad \in \mathbb{R}^{2n \times (2d+1)n},
\]

respectively. Define \( \tilde{Q} = \text{diag}(Q), \tilde{A} = \text{diag}(A), \tilde{B} = \text{diag}(B) \). Furthermore, let

\[
\tilde{R} = \text{diag}\{ [R_{p_1,\Phi}, R_{p_2,\Phi}, \cdots, R_{p_d,\Phi}] \}
\]

and

\[
\Gamma_k \triangleq \tilde{\mathcal{W}} \tilde{S}_k \tilde{\mathcal{W}}^T
\]

\[
\tilde{\Gamma}_k \triangleq \tilde{\mathcal{W}} \tilde{S}_k \tilde{\mathcal{W}}^T,
\]

\[
\tilde{\Gamma}_{k} \equiv \tilde{\omega} \tilde{S}_{k} \tilde{\omega}^{T},
\]

\[
\tilde{\Gamma}_{k} \equiv \tilde{\omega} \tilde{S}_{k} \tilde{\omega}^{T},
\]
where

\[ \hat{S}_k \triangleq I_2 \otimes \hat{S}_k. \]

Then, Equation 10 can be expressed as

\[ \hat{S}_k = \hat{Q} + \hat{A}' \left( \Gamma_{k+1} + \hat{\Gamma}_{k+1} \right) \hat{A} - \hat{A}' \Gamma_{k+1} \hat{B} \left( \hat{R} + \hat{B}' \Gamma_{k+1} \hat{B} \right)^{-1} \hat{B}' \Gamma_{k+1} \hat{A}. \]  

(15)

The augmented control gains can then be computed by

\[ L_k^* = (\hat{R} + \hat{B}' \Gamma_{k+1} \hat{B})^{-1} \hat{B}' \Gamma_{k+1} \hat{A}, \]

(16)

where \( L_k^* \) is a block diagonal matrix with the control gains \( L_{k,i}^* \), \( i \in \Xi \) from Equation 9 presented on the diagonal. The control gain \( L_{k,i}^* \) can be extracted as the \( i \)th \( n \times m \) diagonal block of \( L_k^* \).

To implement the predictive controller design from Proposition 1, one would use a lookup table that contains the control gains, and then at each time step, use the history that is contained in \( \Theta_k \) to select the corresponding control gain. This requires enough memory to store the \( 2^{d-1} \) control gains. One question that arises here is whether it is necessary to take the full packet dropout history into account in the controller design to guarantee a reasonable control performance. Omitting part of the history will result in fewer control laws, and thereby a smaller lookup table. In the next section, we will present suboptimal controller designs that reduce the amount of unique control laws at the cost of performance.

4 | SUBOPTIMAL REDUCED COMPLEXITY CONTROLLERS

When designing the optimal control law for system (1) affected by correlated packet losses, we, as described in Section 3, obtain a controller for every possible sequence of packet arrivals. This, for a relevant history of length \( d \), results in \( 2^{d-1} \) unique controllers. The amount of controllers will thus grow exponentially when a longer relevant history is considered. In the remainder of this work, we will study methods to reduce the number of controllers. This, however, will inevitably result in some degradation in the control performance. We will therefore investigate different methods that reduce the number of controllers while maintaining satisfying control performance.

We propose to reduce the amount of controllers by designing a controller for a group of possible packet arrival sequences. This, for example, means that we design 1 controller that is to be applied for packet arrival sequences \( \Theta = \{1, 2, 3, 4\} \). This, however, leads to 2 questions:

1. How to group the Markov states that govern the different packet arrival sequences, and
2. what controller to use for each of these groups?

This problem thus breaks down to a grouping and a controller design problem. First, we will present a method on how to group the packet arrival sequences. Then, we present 3 possible methods for the controller design. The 3 controller design methods differ in where in the process the grouping, and thereby reduction (or quantization) is done. This is illustrated graphically in Figure 3. The 3 methods are as follows:

- **Markov averaged (MA):** The grouping is done for the Markov chain. Here, we reduce or aggregate the Markov chain prior to the controller design. The controller design is thus done for the reduced Markov chain, which therefore will lead to a reduced number of controllers.
- **Group averaged (GA):** The grouping is done after the controller design. The controller design is thus done for the full Markov chain, and afterward, the number of controllers is reduced.
- **Cost averaged (CA):** In this method, the controller design is done for the full Markov chain, and the reduction of the number of controllers is enforced in the design.

In the MA design method, the quantization is done when reducing the Markov chain prior to the controller design. This thus means that the optimal controller is designed for a less precise network model, which will result in performance loss. In the GA controller design, one first obtains the full complexity optimal controllers for the full Markov chain. To reduce the number of controllers, the quantization is applied at the end of the design process. This thus means that the suboptimality is first introduced at the end of the design process. Both of these methods utilize the controller design that is presented in Proposition 1 and are relatively simple to implement. Finally, in the CA design method, we enforce the quantization when the controller design is performed. Here, the suboptimality is taken into account in the cost function directly. The control laws that are obtained here should therefore result in a lower cost, and therefore also better performance, than the controllers that are obtained using the MA and GA methods. However, the CA controller design is more complex.
Next, in Section 4.1, we present a method on how to group the packet arrival sequences. This grouping method is applied in all 3 reduced complexity controller designs. The difference between the controller design methods is, as mentioned before, where in the design process the grouping function is applied. After presenting the grouping method, we present the MA, GA, and CA designs in Sections 4.2 to 4.4.

### 4.1 | Grouping the packet arrival sequences

In this section, we will discuss how to group the packet arrival sequences, such that we then can design a controller for each of these groups. In Section 2, we assigned the packet arrival sequences to values \( \Theta \in \Xi \) using Equation 2. In this section, we present a surjective function \( g: \Xi \rightarrow \hat{\Xi} \), which maps the individual packet arrival sequences to a group, for which we then design a controller for. Since we aim at reducing the number of controllers, card \( (\hat{\Xi}) \leq \) card \( (\Xi) \). Let \( \hat{\Theta} \in \hat{\Xi} \) indicate the number of the group and associate with \( \hat{\Theta} = \nu \) the subset \( \hat{\Xi}_\nu \), which is defined as

\[
\hat{\Xi}_\nu \triangleq \{ i \in \Xi : g(i) = \nu \},
\]

(17)

to indicate which \( \Theta \) get mapped to \( \hat{\Theta} = \nu \). Note that \( \hat{\Xi}_\nu \) are disjoint sets \( (\hat{\Xi}_\nu \cap \hat{\Xi}_j = \emptyset \) when \( \nu \neq j \).

The design of the grouping function is a well-known problem.\(^{34,35}\) The only method on how to find the optimal grouping function is by performing a combinatorial search among all the possible grouping functions, which is a non-deterministic polynomial-time (NP)-hard problem. To avoid this, we instead propose to design the grouping function \( g \), such that the packet arrival sequences are grouped by their most recent packet arrival history. The intuition behind this is that the most recent history has the largest impact on the outcomes of future packet dropouts. Thus, we group the packet arrival sequences such that the most recent packet arrival history \( (\rho_{k-1}, \rho_{k-2}, \cdots, \rho_{d-q}) \), where \( 0 \leq q \leq d \), is identical for all \( \Theta \in \hat{\Xi}_\nu \). This results in a total of \( 2^{d-q} \) groups. The grouping function \( g \) is in this case given by

\[
g(\Theta) = \left[ \begin{array}{c} \Theta \\ 2^q \end{array} \right],
\]

(18)

and let \( \hat{\Theta} = g(\Theta) \). We then design control laws for each group, such that these become

\[
\hat{u}_k = \hat{f}_k \left( \hat{\Theta}_k, x_k \right),
\]

(19)

where variable \( \hat{\Theta}_k \in \hat{\Xi} \) with \( \hat{\Xi} = \{ 1, \cdots, 2^{d-q} \} \), and each \( \hat{\Theta}_k = i \) is linked to a given packet arrival sequence of the most recent \( d-q \) packet arrivals.

**Example 2.** Consider the case from Example 1. Then, with \( q = 1 \), we group the packet arrival sequences by the most recent transmission outcome. Thus, \( \hat{\Theta} \) takes values in \( \hat{\Xi} = \{ 1, 2 \} \). This is illustrated in Figure 4. Using Equations 17 and 18, we obtain that \( \hat{\Xi}_1 = (1, 2) \) and \( \hat{\Xi}_2 = (3, 4) \). \( \square \)

### 4.2 | Optimal controller for reduced Markov chain (MA)

In this section, we present the MA controller design. We here use the grouping function \( g \) from Equation 18 to obtain the groups of packet arrival sequences as explained in Section 4.1. We then compute the transition probabilities between the groups \( \hat{\Theta} \in \hat{\Xi} \) from the transition probabilities of the full packet arrival sequences. This is called the aggregation of the Markov chain and is a well-studied topic for efficient steady-state analysis of large Markov chains (see the work of Schweitzer\(^{35}\) and the references therein). We hereby obtain a reduced order Markov chain with transition matrix \( \hat{P} \in \mathbb{R}^{2^q \times 2^q} \). For a given state space for the...
FIGURE 4  An example of the grouping of the packet arrival sequences. Here, \( q = 1 \) and the relevant history in each group (encircled by the dashed line) is marked in red [Colour figure can be viewed at wileyonlinelibrary.com]

network model, and a choice of grouping of the reduced state space, the aggregate steady-state probabilities are for each group computed by

\[
\hat{\pi}_v = \Pr \{ \hat{\Theta} = v \} = \sum_{j \in \hat{\Xi}} \pi_j, \quad \forall v \in \hat{\Xi},
\]

and aggregate transition probabilities by

\[
\hat{p}_{v,\ell} = \Pr \{ \hat{\Theta}_k = \ell | \hat{\Theta}_{k-1} = v \} = \frac{\sum_{j \in \hat{\Xi}} \sum_{i \in \hat{\Xi}} \pi_i p_{ij}}{\sum_{j \in \hat{\Xi}} \pi_j},
\]

which forms the aggregated transition matrix \( \hat{P} \).

Afterwards, we design an optimal control law using Proposition 1 for the reduced Markov chain with the transition matrix \( \hat{P} \). This results in a reduced number of controllers. Since we reduce, or quantize, the Markov model prior to the controller design, we obtain an optimal control law for a Markov model that is representative, but not completely describing the actual network model that is affecting the controlled system.

4.3 GA controller

The other simple approach that we present for the reduced complexity controller is the GA controller. With this method, we first design the optimal controllers for the entire Markov chain in the state-space \( \Xi \) using Proposition 1. We then, using the grouping function \( g \) from Equation 18 in Section 4.1, group the controllers, such that there is 1 controller for every group \( \hat{\Theta} \) of packet arrival sequences. The reduced controllers will then be of the form

\[ \hat{u}_k = \hat{L}_{k,v} x_k \quad g(\hat{\Theta}_k) = v, \]

where the control gains are given by

\[
\hat{L}_{k,v} = \mathbb{E} \{ L_k | \hat{\Theta}_k = v \}, \quad \forall v \in \hat{\Xi}
\]

\[
= \sum_{j \in \hat{\Xi}} \frac{L_{k,j} \pi_j}{\hat{\pi}_v}, \quad \forall v \in \hat{\Xi},
\]

with

\[
\hat{\pi}_v \triangleq \Pr \{ \hat{\Theta}_k = v \} = \sum_{j \in \hat{\Xi}} \pi_j.
\]

4.4 Reducing the amount of controllers in the design (CA)

In this section, we design the CA controller. In this method, we force the control gain to be equal for all possible packet arrival sequences that are contained in a group \( \hat{\Theta} \), where the grouping is done as described in Section 4.1. The control law is thus designed by taking the expected value over the full history of \( \rho \) in the cost function and then setting the controller for the different outcomes of \( \Theta \) to be identical. The difference to the MA design is here, that we, in the MA design, reduce the Markov chain prior to the controller design. We thereby introduce suboptimality into the design process before designing the controllers. On
the contrary, in the CA controller, we take the full Markov chain into account while minimizing the cost, but then introduce the suboptimality directly when minimizing the cost function by forcing some of the controllers to be equal.

Here, we aim at forcing the grouping of the packet arrival sequences through in the cost function that we utilize to design the predictive controller. This is done by designing a control law of the form

\[ \hat{u}_{k,i} = \hat{f}_k (g(i), x_k), \quad \forall i \in \hat{\Xi} \]  

(21)

to minimize the finite-horizon cost function

\[ \tilde{J}_N \left( U_{0,N}, x_0 \right) = E \left\{ J_N \left( U_{0,N}, x_0, \Theta_0 \right) \mid x_0 \right\} \]

\[ = E \left\{ \sum_{k=0}^{N-1} \| x_k \|_Q^2 + \rho_k \| u_k \|_R^2 + \| x_N \|_{S_N,x_N}^2 \mid x_0 \right\}. \]  

(22)

Since \( g \) maps \( \Xi \) onto \( \hat{\Xi} \), the controller \( \hat{f}_k (g(i), x_k) \) is identical for all \( i \in \Xi \) that \( g(i) \) maps to the same \( \hat{\Theta} \in \hat{\Xi} \). We, therefore, obtain the sequence of reduced controllers \( \hat{U}_{0,N} = (\hat{u}_0, \cdots, \hat{u}_{N-1}) \) with \( \hat{u}_k = (\hat{u}_{k,1}, \cdots, \hat{u}_{k,2^m-1}) \).

The controller design is thus done by evaluating the optimization problem

\[ \min_{U_{0,N}} \quad \tilde{J}_N \left( U_{0,N}, x_0 \right) \]  

(23a)

subject to \( u_{k,i} = f_k (g(i), x_k) \quad i \in \Xi, k = 0, \cdots, N - 1. \)  

(23b)

Furthermore, note that the control law (21) is only allowed to depend on \( x_k \) and through \( g(\Theta_k) \) on \( \hat{\Theta}_k \), and thereby not on previously applied controls. This allows us to obtain closed-form solutions to problem (23a) and (23b). Note, however, that these control laws not necessarily are optimal, as described in the works of Yang et al.\(^{36}\) and Vargas et al.\(^{37,38}\) The control laws that are presented in the works of Vargas et al.\(^{37,38}\) cannot, however, be computed using closed-form expressions, and an iterative algorithm is required. We, therefore, instead focus on suboptimal control laws that allow us to obtain closed-form expressions. We obtain the following result.

**Theorem 1.** The controls of form (21) for Equations 23a and 23b are given by

\[ \hat{u}_k^* = \hat{L}_k^* x_k, \quad g(\Theta_k) = v, \]  

(24)

where

\[ \hat{L}_k^* = \left( \hat{R}_k + B^T \hat{S}_{k+1,k} B \right)^{-1} B^T \hat{S}_{k+1,k} A \]  

(25)

and for all \( i \in \Xi \)

\[ S_{k,i} = Q + A^T S_{k+1,i} A p_{i,\Phi} + \left( \hat{L}_{k,g(i)}^* \right)^T R \hat{L}_{k,g(i)}^* p_{i,\Phi} + \left( A + B L_{k,g(i)}^* \right)^T S_{k+1,i} A + B L_{k,g(i)}^* \]  

(26)

Here, \( S_{N,i} = S_N \) and

\[ \hat{S}_{k,v} = \sum_{i \in \Xi} S_{k,i} p_{i,\Phi} p_{i,\Phi} \]  

(27)

\[ \hat{R}_v = R \sum_{i \in \Xi} p_{i,\Phi} p_{i,\Phi}. \]  

(28)

This results in the cost

\[ \tilde{J}_N^* (x_0) = \sum_{i \in \Xi} x_0^T S_{0,i} x_0 \pi_i + c_{0,i} \pi_i, \]  

(29)

where

\[ c_{k,i} = \text{trace} \left( \Sigma_w \left( S_{k+1,i} p_{i,\Phi} + S_{k+1,i} p_{i,\Phi} \right) \right) + c_{k+1,i} p_{i,\Phi} + c_{k+1,i} p_{i,\Phi}, \]  

(30)

with \( c_{N,i} = 0, i \in \Xi. \)

**Proof.** The proof of Theorem 1 is presented in Appendix B.
5 SIMULATION STUDIES

We compare the performance of the predictive controller designs proposed in Sections 3 and 4 using Monte Carlo simulation studies. The controllers are implemented as model predictive control, that is, we set $x_k = L_{0,\Theta} x_k$ for all $k$. We demonstrate the performance of the proposed controller designs for both a direct-current (DC) servo and a mass-spring system with 3 masses. In both systems, consider a relevant history of length $d = 4$. This results in 16 possible packet arrival sequences and thereby 8 unique controllers. These packet arrival sequences are assigned to Markov states using Equation 2. The conditional transmission success and failure probabilities are given in Table 1. Both simulations consider a system of the form (1) with $\Sigma_w = I_m$, and the results are obtained by averaging 500 simulations each of length 50 000. The costs are computed with horizon length $N = 500$ to obtain a steady-state solution. A standard LQR controller that does not take the network conditions into account is used to benchmark. We also include a controller that considers utilizing an i.i.d model of the network. The i.i.d packet dropout is computed from the steady-state probabilities of the Markov chain in Table 1. This results in a probability of $Pr\{\gamma_k = 1\} = 0.5308$ for a successful transmission. The controller design for the i.i.d model is done, as described in the work of Peters et al.\textsuperscript{39} The controller performance is measured using the empirical cost

$$
cost = \frac{1}{50\,000} \sum_{k=1}^{50\,000} x_k^T Q x_k + p_k u_k^T R u_k. $$

5.1 DC servo

Here, we consider a DC servo with states $x = [\Theta \Theta]^T$ with $\Theta$ being the angular position and $\dot{\Theta}$ the angular velocity. The continuous-time model is given by

$$
A = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad B = \begin{bmatrix} K \\ 0 \end{bmatrix}.
$$

We select time constant $\tau = 5$ and gain $K = 50$. The system has been discretized using c2d in MATLAB R2017a with a sampling interval of 1 second, resulting in the discrete dynamics

$$
A = \begin{bmatrix} 0.819 & 0 \\ 0.906 & 1 \end{bmatrix}, \quad B = \begin{bmatrix} 9.063 \\ 4.683 \end{bmatrix}
$$

and has open-loop eigenvalues located at 1 and 0.819.
The simulation results in Figure 5 show that the stochastic controller design (Optimal 8) presented in Proposition 1 significantly outperforms LQR, which results in a cost of 23.4. Compared with the *i.i.d* controller design from the work of Peters et al., the cost is reduced by 2.61%.

When reducing the number of controllers to 4 controllers, the performance is only slightly reduced compared with the optimal design. However, when only 2 controllers are desired, the CA controller (from Theorem 1) results in the lowest performance reduction, followed by the MA design (Section 4.2). Interestingly, the performance of the MA design is identical when 1 or 2 controllers are used. This matches the performance of the CA design with 1 controller. Both the CA and MA controllers outperform the *i.i.d* controller. The GA controller, presented in Section 4.3, does not lose much performance when only 4 control laws are used. Reducing the number of controllers to 1 or 2, however, results in noticeably poorer performance than the *i.i.d* design.

### 5.2 Mass-spring system

In this simulation, we consider a system with 3 masses on a surface connected by springs to each other and sidewalls. This system is depicted in Figure 6. There is an actuator exerting a force to the first mass. There is an integrator at the actuator such that the previous control input is held at the actuator. The masses are denoted by $m$ and are equal. The spring coefficients are denoted by $k$ and are also all equal. This system has continuous-time dynamics given by

$$A = \begin{bmatrix} 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \\ -2k & 0 & 0 & 0 & 0 & 0 \\ 0 & k & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 0 \\ 0 \\ 1 \\ 0 \\ 0 \end{bmatrix},$$

where $k_m = \frac{k}{m}$. We set $m = 1$ and $k = 0.323$. This gives open-loop eigenvalues at $\pm 1.05j$, $\pm 0.804j$, $\pm 0.435j$, and one at 0 due to the integrator. We discretize the system using *c2d* in MATLAB R2017a with a sampling interval of 1 second. The discrete-time system has eigenvalues at $0.498 \pm 0.867j$, $0.694 \pm 0.72j$, $0.907 \pm 0.421j$, and 1.

![Figure 5](image-url)  
Averaged results for the simulations of the direct-current (DC) servo. The optimal control law is designed using Proposition 1, the Markov-averaged (MA), group-averaged (GA), and cost-averaged (CA) control laws, designed using Sections 4.2 and 4.3 and Theorem 1, respectively. The number trialing the name indicates the amount of unique controllers [Colour figure can be viewed at wileyonlinelibrary.com]

![Figure 6](image-url)  
An illustration of the model with 3 masses connected by springs that is considered in the simulation in Section 5.2. The actuator exerts force $F$ on the first mass.
The simulation results are shown in Figure 7. The standard LQR did not manage to maintain stability and is therefore omitted. The optimal controller that takes the full history into account (Optimal 8) performs 18.2% better than the i.i.d controller from the work of Peters et al.³⁹ When the number of controllers is decreased, the control performance is reduced. Similar to the simulations for the DC servo, the CA controller outperformed the MA and GA controllers. When only one control law is desired, the MA and CA controllers outperform the i.i.d controller by a small margin. It is, however, noteworthy that with the MA with only 1 controller, the performance is better than the MA with 2 controllers. This is believed to be due to the combination of a suboptimal selection of the grouping function and a suboptimality that is introduced when the Markov chain is reduced. The CA method outperforms the other methods; however, with only 1 controller, the performance difference between the CA and MA is small.

6 | CONCLUSIONS

We studied stochastic predictive control for systems that are affected by correlated packet dropouts between the controller and the actuators. The probability for a successful transmission depends on a history of packet transmission outcomes. This results in a special structure for the Markov transition matrix, which we take advantage of to obtain simple expressions for the controller design. We obtain feedback policies that take into account the packet arrival history by selecting representative gains from a lookup table. Simulation studies show that the designed controller outperforms the standard LQR controller design by a large margin, and for some systems, the presented designs are able to maintain stability where the traditional LQR fails. An implementation of this controller will, however, result in a significantly sized lookup table.

To reduce the size of the lookup table for the controllers, we presented 3 suboptimal methods to design the control laws. The difference between these methods is where the reduction of the amount of controllers is performed. All 3 of these methods show merely a minor performance degradation when the number of controllers is reduced, which allows for a good trade-off between performance and controller complexity. From the 3 algorithms, the best results for the reduced complexity controller design are obtained using the CA controller, which enforces the reduction of the number of controllers through the cost. It is also noteworthy that while the design procedure of the GA controller is simple, there is, in general, only little performance loss compared with the CA controller.
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At stage $N$, we have
\[
J^*_N(x_N, \Theta_N) = E \left\{ x_N^T S_N x_N | \Theta_N, x_N \right\} = x_N^T S_N x_N.
\]

Now, at stage $k + 1$, we have a cost of the form
\[
J^*_{N(k+1)}(x_{k+1}, \Theta_{k+1}) = x_{k+1}^T S_{k+1} x_{k+1} + c_{k+1, \Theta_{k+1}},
\]
where $c_{k, \Theta_k} \equiv E[c_k | \Theta_k]$. Then, at stage $k$, we have
\[
J^*_{N-k}(x_k, \Theta_k) = \min_{u_k} \left\{ \|x_k\|^2 + p_k \|u_k\|^2 + J^*_{N-(k+1)}(A x_k + p_k B u_k + \omega_k, \Theta_{k+1}) \right\} | \Theta_k, x_k_0.
\]
Writing this out yields
\[
J^*_{N-k}(x_k, \Theta_k) = \min_{u_k} E \left\{ x_k^T \left( Q + A^T S_{k+1, \Theta_{k+1}, A} \right) x_k + p_k u_k^T \left( R + B^T S_{k+1, \Theta_{k+1}, B} \right) u_k + 2 \| u_k \|^2 B^T S_{k+1, \Theta_{k+1}, A} x_k + \omega_k^T S_{k+1, \Theta_{k+1}, \omega_k} + c_{k+1, \Theta_{k+1}} \right\} | \Theta_k, x_k_0,
\]
where we used the fact that $p_k^2 = p_k$ and that $\omega_k$ is white. Computing the expectation yields
\[
J^*_{N-k}(x_k, \Theta_k) = \min_{u_k} \sum_{j \in \mathbb{J}} \left( x_k^T \left( Q + A^T S_{k+1, j, A} \right) x_k + \mathbb{I}(1, \ldots, j) u_k^T \left( R + B^T S_{k+1, j, B} \right) u_k + 2 \mathbb{I}(1, \ldots, j) \| u_k \|^2 B^T S_{k+1, j, A} x_k + \mathbb{I}(1, \ldots, j) \lambda \omega_k^T S_{k+1, j, \omega_k} + c_{k+1, j} \right) \Pr(\Theta_{k+1} = j | \Theta_k),
\]
since $p_k$ is only nonzero when $\Theta_{k+1} \leq r$, as shown in Equation 3. By Equations 4 and 5, we have that $\Pr(\Theta_{k+1} = j | \Theta_k)$ is only nonzero when $j = \phi_{k} \leq r$ and $j = \phi_{k}$. Utilizing this, results in
\[
J^*_{N-k}(x_k, \Theta_k) = \min_{u_k} \sum_{j \in \{\phi_{k}, \ldots, \phi_{k}\}} \left( x_k^T \left( Q + A^T S_{k+1, j, A} \right) x_k + \mathbb{I}(1, \ldots, j) u_k^T \left( R + B^T S_{k+1, j, B} \right) u_k + 2 \mathbb{I}(1, \ldots, j) \| u_k \|^2 B^T S_{k+1, j, A} x_k \right) \Pr(\Theta_{k+1} = j | \Theta_k).
\]
By defining $\bar{S}_{k+1,i} \triangleq \sum_{j=\{\phi,\hat{\phi}\}} S_{k+1,i} \theta_{j}$, the above can be written as

$$J^{*}_{N-k}(x_k, \Theta_k) = \min_{u_k} x_k^{T} (Q + A^{T} S_{k+1,\Theta} A) x_k + \mathbb{P}r\{\Theta_{k+1} = \phi \theta_{k} | \Theta_k\} \left( u_k^{T} \left( R + B^{T} S_{k+1,\phi \theta_{k}} B \right) u_k + 2u_k^{T} B^{T} S_{k+1,\phi \theta_{k}} A x_k \right) + \text{trace}(\Sigma_{\varepsilon} \bar{S}_{k+1,\Theta_k}) + \sum_{j=\{\phi,\hat{\phi}\}} c_{k+1,j} \mathbb{P}r\{\Theta_{k+1} = j | \Theta_k\}. \quad (A1)$$

The $u_k$ that minimizes Equation A1 is found by taking the gradient of Equation A1 with respect to $u_k$ and setting it equal to 0. This yields

$$0 = 2\mathbb{P}r\{\Theta_{k+1} = \phi \theta_{k} | \Theta_k\} \left( R + B^{T} S_{k+1,\phi \theta_{k}} B \right) u_k + 2\mathbb{P}r\{\Theta_{k+1} = \phi \theta_{k} | \Theta_k\} B^{T} S_{k+1,\phi \theta_{k}} A x_k.$$

Here, the terms $\mathbb{P}r\{\Theta_{k+1} = \phi \theta_{k} | \Theta_k\}$ cancel out. Isolating $u_k$ results in Equations 8 and 9.

Substituting the optimal control (8) into Equation A1 results in

$$J^{*}_{N-k}(x_k, \Theta_k) = x_k^{T} S_{k,\theta_{k}} x_k + c_{k,\theta_{k}}$$

where $S_{k,\theta_{k}}$ is as in Equation 10 and $c_{k,\theta_{k}}$ is given in Equation 12.

**APPENDIX B**

**PROOF OF THEOREM 1**

This proof is organized as follows. We first show that cost (22) can be expressed as a sum of the costs given the history $\hat{\Theta}_k$ for all $\hat{\Theta}_k \in \hat{\Xi}$. We then show that each of these costs can be stated as a function of the cost at the current stage plus the cost at the future stages. Finally, we show by induction that the optimal control laws of the form (21) are given by Equation 25.

To simplify the presentation of the proof, let

$$V_k \triangleq \|x_k\|^2_Q + \rho_k \|\hat{u}_k\|^2_R.$$

Then, cost (22) at stage $N - k$ depending on $\Theta_k$ can be stated as

$$J_{N-k}(x_k, \bar{U}_{k,N}) = \mathbb{E} \left\{ \sum_{\ell = k}^{N-1} \|x_{\ell}\|^2_Q + \rho_{\ell} \|\hat{u}_{\ell}\|^2_R + \|x_N\|^2_{S_0} \left| x_k \right. \right\}$$

$$= \sum_{\ell \in \Xi} \mathbb{E} \left( \sum_{\ell = k}^{N-1} V_{\ell} + \|x_N\|^2_{S_0} \right) x_k, \hat{\Theta}_k = \nu \} \mathbb{P}r \{ \hat{\Theta}_k = \nu \}$$

$$= \sum_{\ell \in \Xi} \mathbb{E} \left( J_{N-k}(x_k, \bar{U}_{k,N}, \Theta_k) \right| x_k, \hat{\Theta}_k = \nu \} \hat{\pi}_v, \quad (B1)$$

where $\hat{\pi}_v \triangleq \mathbb{P}r \{ \hat{\Theta}_k = \nu \} = \sum_{i \in \Xi} \pi_i$. Define cost (B1) conditioned on $\hat{\Theta}_k = \nu$ by

$$F_{N-k}(x_k, \bar{U}_{k,N}, \nu) \triangleq \mathbb{E} \left( J_{N-k}(x_k, \bar{U}_{k,N}, \Theta_k) \right| x_k, \hat{\Theta}_k = \nu \} \hat{\pi}_v. \quad (B2)$$

This allows us to state (B1) as

$$J_{N-k}(x_k, \bar{U}_{k,N}) = \sum_{\nu \in \Xi} F_{N-k}(x_k, \bar{U}_{k,N+1}, \nu). \quad (B3)$$

In the next lemma, we show that the partial cost (B2) can be expressed as a function of the cost at stage $N - k$ plus the cost at stage $N - (k + 1)$.

**Lemma 1.** With control law (21), the partial costs (B2) can at each stage $N - k$ be expressed as

$$F_{N-k}(x_k, \bar{u}_{k,v}, \bar{u}_{k+1,N}, \nu) = \mathbb{E} \left( J_{N-k}(x_k, \bar{u}_{k,v}, \bar{u}_{k+1,N}) \right| x_k, \hat{\Theta}_k = \nu \} \hat{\pi}_v, \quad (B4)$$

\[\text{where} \quad \bar{u}_{k,v} \triangleq \sum_{i \in \Xi} \pi_i u_{k,i}.\]
where
\[
\mathcal{L}_{N-k} (x_k, (\hat{u}_{k,v}, U_{k+1,v}), \Theta_k) \triangleq x_k^T Q x_k + \rho_k \hat{u}_{k,v}^T R \hat{u}_{k,v} + J_{N-k-1} (A x_k + \rho_k B \hat{u}_{k,v} + \omega_k, U_{k+1,v}, \Theta_{k+1})
\] (B5)
and \(J_{N-k-1}\) is given in Equation 7.

Proof. For each \(F_{N-k} (x_k, (\hat{u}_{k,v}, U_{k+1,v}), v)\), we have
\[
F_{N-k} (x_k, (\hat{u}_{k,v}, U_{k+1,v}), v) = \mathbb{E} \left\{ \sum_{\ell=k}^{N-1} V_\ell + \|x_N\|_{S_N}^2 \right\} x_k, \hat{\Theta}_k = v \} \hat{\pi}_v = \mathbb{E} \left\{ V_k \bigg| x_k, \hat{\Theta}_k = v \} \hat{\pi}_v + \mathbb{E} \left\{ \sum_{\ell=k+1}^{N-1} V_\ell + \|x_N\|_{S_N}^2 \right\} x_k, \hat{\Theta}_k = v \} \hat{\pi}_v,
\] (B6)
where computing the second expectation on the right-hand side yields
\[
C_k = \mathbb{E} \left\{ \mathbb{E} \left\{ \sum_{\ell=k+1}^{N-1} V_\ell + \|x_N\|_{S_N}^2 \right\} x_{k+1}, \Theta_{k+1} \right\} \bigg| x_k, \hat{\Theta}_k = v \} \mathbb{E} \left\{ V_k \bigg| x_k, \hat{\Theta}_k = v \} \hat{\pi}_v = \int \mathbb{E} \left\{ \sum_{\ell=k+1}^{N-1} V_\ell + \|x_N\|_{S_N}^2 \right\} x_{k+1}, \Theta_{k+1} \} \mathbb{E} \left\{ V_k \bigg| x_k, \hat{\Theta}_k = v \} d\pi_{k+1} \right\} dx_{k+1} d\Theta_{k+1}
\] (B7)
The result then follows by substituting Equation B7 back into Equation B6. \(\square\)

Now, we can prove Theorem 1 using an induction argument. At stage 0, we have the cost
\[
\bar{J}_0^* (x_N) = \mathbb{E} \left\{ x_N^T S_N x_N \bigg| x_N \} \right\} = \sum_{i \in \Xi} \bar{J}_{0,i}(x_N) \pi_i,
\]
with \(\bar{J}_{0,i}(x_N)\) defined in Equation B1. At stage \(N - k - 1\), we have with control laws of form (19) the optimal cost
\[
\bar{J}_{N-k-1}^* (x_{k+1}) = \sum_{i \in \Xi} \bar{J}_{N-k-1,i}(x_{k+1}) \pi_i
\]
where \(\bar{J}_{N-k-1,i}^* (x_{k+1}) \triangleq \bar{J}_{N-k-1,i} (x_{k+1}, U_{k+1,N}^*)\) is given by
\[
\bar{J}_{N-k-1,i}^* (x_{k+1}) = x_{k+1}^T S_{k+1} x_{k+1} + c_{k+1,i}.
\]
Then, by Lemma 1, we have at stage \(N - k\) for \(\hat{\Theta}_k = v\) the cost
\[
F_{N-k}^* (x_k, v) = \min_{\hat{u}_k} \mathbb{E} \left\{ \mathcal{L}_{N-k,\Theta_k} (x_k, \hat{u}_{k,v}) \right\} x_k, \hat{\Theta}_k = v \} \hat{\pi}_v = \min_{\hat{u}_k} \sum_{i \in \Xi} \mathbb{E} \left\{ \mathcal{L}_{N-k,\Theta_k} (x_k, \hat{u}_{k,v}) \right\} x_k, \Theta_k = i \} \mathbb{E} \left\{ \mathcal{L}_{N-k,\Theta_k} (x_k, \hat{u}_{k,v}) \bigg| x_k, \Theta_k = i \} \pi_i \right\}
\] (B8)
where in \(a)\), used Bayes’ law. Now
\[
D_i = \mathbb{E} \left\{ \mathcal{L}_{N-k,\Theta_k} (x_k, \hat{u}_{k,v}) \left| x_k, \Theta_{k+1} = i \right\} \right\} \left( x_k, \Theta_k = i \right) = \sum_{j \in \Xi} \mathbb{E} \left\{ \mathcal{L}_{N-k,j} (x_k, \hat{u}_{k,v}) \right\} x_k, \Theta_{k+1} = j \} p_{ij}
\] (B9)
where \((a)\) follows by Equations 4 and 5 and

\[
\mathcal{M}_{N-k,i} \left( x_k, \hat{u}_{k,v} \right) \triangleq \mathbb{E} \{ \mathcal{L}_{N-k,i} \left( x_k, \hat{u}_{k,v}, \Theta_{k+1} = j \right) \} = x_k^T \left( \mathcal{Q} + A^T S_{k+1,j} A \right) x_k + \text{trace}(\Sigma_{\omega} S_{k+1,j}) + c_{k+1,j} + I_{(r+1, \ldots, d)}(j) \hat{u}_{k,v}^T \left( R + B^T S_{k+1,j} B \right) \hat{u}_{k,v} + 2 I_{(r+1, \ldots, d)}(j) \hat{u}_{k,v}^T B^T S_{k+1,j} A x_k.
\]

Substituting Equation B9 back into Equation B8 yields

\[
F_{N-k}^* (x_k, v) = \sum_{i \in \hat{\Xi}} \mathcal{M}_{N-k, \hat{\phi}_i} (x_k, 0) p_{\hat{\phi}_i} \pi_i + \min_{\hat{u}_{k,v}} \mathcal{M}_{N-k, \phi_i} \left( x_k, \hat{u}_{k,v} \right) p_{\phi_i} \pi_i.
\]

Writing out \(\mathcal{M}_{N-k, \hat{\phi}_i}\) and \(\mathcal{M}_{N-k, \phi_i}\) yields

\[
F_{N-k}^* (x_k, v) = \sum_{i \in \hat{\Xi}} \sum_{j \in \{ \phi_i, \hat{\phi}_i \}} \left[ x_{N-1}^T \left( \mathcal{Q} + A^T S_{k+1,j} A \right) x_{N-1} + \text{trace}(\Sigma_{\omega} S_{k,j}) + c_{k+1,j} \right] p_j \pi_i + \min_{\hat{u}_{k,v}} \left[ \sum_{j \in \{ \phi_i, \hat{\phi}_i \}} \left( \hat{u}_{k,v}^T \left( R + B^T S_{k+1,j} B \right) \hat{u}_{k,v} + 2 \hat{u}_{k,v}^T B^T S_{k+1,j} A x_k \right) p_{j \phi_i} \pi_i \right].
\]

Here, the last part can, using Equation 27, be rewritten to

\[
\min_{\hat{u}_{k,v}} \hat{u}_{k,v}^T \left( \hat{R}_v + B^T S_{k+1,j} B \right) \hat{u}_{k,v} + 2 \hat{u}_{k,v}^T B^T S_{k+1,j} A x_k.
\]

Taking the gradient of Equation B10 with respect to \(\hat{u}_{k,v}\) and setting this equal to 0, then results in Equations 24 and 25. Inserting the result into \(D_i\) in Equation B9 and rewriting this yields

\[
D_i = x_k^T S_{k,j} x_k + \sum_{j \in \{ \phi_i, \hat{\phi}_i \}} (\text{trace}(\Sigma_{\omega} S_{k,j}) + c_{k+1,j}) p_j
\]

\[
= x_k^T S_{k,j} x_k + c_{k,j} = j_{N-k,j}^* (x_k),
\]

where \(S_{k,j}\) is given in Equation 26 and \(c_{k,j}\) in Equation 30. Combining Equations B3, B8, and B11, then results in Equation 29.