Distribution of eigenstate populations and dissipative beating dynamics in uniaxial single-spin magnets
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Numerical simulations of magnetization reversal of a quantum uniaxial magnet under a swept magnetic field [Hatomura, et al., Quantum Stoner-Wohlfarth Model, Phys. Rev. Lett. 116, 037203 (2016)] are extended. In particular, how the “wave packet” describing the time-evolution of the system is scattered in the successive avoided level crossings is investigated from the viewpoint of the distribution of the eigenstate populations. It is found that the peak of the distribution as a function of the magnetic field does not depend on spin-size $S$, which indicates that the delay of magnetization reversal due to the finite sweeping rate is the same in both the quantum and classical cases. The peculiar synchronized oscillations of all the spin components result in the beating of the spin-length. Here, dissipative effects on this beating are studied by making use of the generalized Lindblad-type master equation. The corresponding experimental situations are also discussed in order to find conditions for experimental observations.

PACS numbers: 75.40.Mg, 75.50.Xx, 75.75.Jn, 75.78.-n

I. INTRODUCTION

Quantum spin systems are usually realized in experiments by diluted ensembles of single-domain ferromagnetic nano-particles, single-molecule magnets, or single-spins magnets. These systems are generally with relatively large spins $S$ (collective spins of nano-particles and single-molecule magnets, or large rare-earth angular momentum of single-spins magnets). Except for the nano-particles case, this ensures the total absence of size and therefore spin-distribution, and as well, slow enough quantum dynamics to be measurable. Due to small interactions, they can be regarded as almost isolated, even at low temperatures. This is particularly true with single-spin magnets which can be diluted at will. Various quantum effects have been reported in both single-molecule and single-spin magnets. One of the significant quantum effects is the stepwise magnetization process in hysteresis of blocked magnetization at low temperatures, in which quantum tunneling between the states with magnetizations in opposite directions plays an important role. This phenomenon is understood as a quantum hybridization of discrete opposite magnetization energy levels forming an avoided level crossing. The scattering rate at the avoided crossing point is characterized by the Landau-Zener formula, which has been theoretically applied to quantum nano-magnets and confirmed in experiments. Quantum effects at each avoided crossing point have been intensively studied both theoretically and experimentally during the last decades.

Uniform magnetization reversal in a single ferromagnetic domain associated with the classical metastable state collapse was studied by Stoner and Wohlfarth. Because of the uniaxial anisotropy, the magnetization opposite to the direction of the magnetic field is metastable until the magnetic field reaches a certain value. At the end of metastability, which is called the Stoner-Wohlfarth point, magnetization exhibits a jump to the stable direction. This point draws an astroid known as the Stoner-Wohlfarth astroid in the longitudinal and transverse fields’ plane.

In the previous study, we considered this metastable-to-stable transition in the quantum case, where quantum tunneling at each anti-level crossing plays an important role. Besides the well-known stepwise hysteresis mentioned above, we discovered the spinodal-like critical behavior of the energy gaps in the successive avoided crossing points. This result was obtained by a study of the magnetization reversal resulting from the successive Landau-Zener scatterings at avoided crossing points. These scatterings take place along the continuation of the ground state energy level for $H_z > 0$ to the $H_z < 0$ until the Stoner-Wohlfarth point, which we called the metastable branch. The spinodal criticality appears along this metastable branch, or more precisely around the Stoner-Wohlfarth point, at which the metastable state in the corresponding classical model collapses into the stable state. Furthermore, a characteristic recursive beating of the magnetization takes place during its progression beyond the Stoner-Wohlfarth point. This beating results from the synchronized oscillations of all the components of magnetization and leads to the recursive oscillation of the spin-length, $s_f \equiv (s_x)^2 + (s_y)^2 + (s_z)^2$, which we called the spin-fidelity. In the present paper, we study the nature of the transition from the quantum mechanical behavior to the classical one. In particular, we investigate how the distribution of the eigenstate populations for a given magnetic field $H_z$ changes as a function of $S$ and discuss the corresponding classical deterministic state. It is found that
the distributions of the scattered populations beyond the Stoner-Wohlfarth point follow a universal scaling law independent of $S$. This indicates that the same distribution holds even in the classical case. As to the beating of magnetization, we study the dissipative effects by making use of the generalized Lindblad-type equation\cite{21,22}. The results enable us to provide the conditions to observe the beating phenomenon in experiments.

This paper is constructed as follows. In Sec. II the model is explained. In particular, the notations of the quantum Stoner-Wohlfarth model and the conventional spin Hamiltonian are explained in detail. The distribution of the eigenstate populations beyond the Stoner-Wohlfarth point and its classical limit are studied in Sec. III. Section IV is devoted to the dissipative dynamics of the quantum Stoner-Wohlfarth model. We give summary and discussions in Sec. V.

II. QUANTUM STONER-WOHLFARTH MODEL

A. Uniaxial single-spin magnets

The spin Hamiltonian, which is used for the study of uniaxial quantum magnets, such as the molecular magnet Mn$_{12}$, is generally written as

$$\hat{H} = -\hat{D}S_x^2 - \hat{H}_z S_z - \hat{H}_x S_x,$$  \hspace{1cm} (1)

which contains an anisotropy constant $\hat{D}$ and a magnetic field $\mathbf{H} = (\hat{H}_x, 0, \hat{H}_z)$. Through this paper, we set $\gamma \mu_B = 1$. Owing to the uniaxial anisotropy, the system exhibits magnetic hysteresis. For systems with finite $S$, i.e. with the discrete energy levels, magnetic hysteresis is also discrete and is associated with dynamical jumps.

The classical correspondence of the Hamiltonian (1) is nothing but the energy expression of the Stoner-Wohlfarth model\cite{19}

$$E = -Dm_x^2 - H_x m_x - H_z m_z,$$ \hspace{1cm} (2)

where $\mathbf{m} = (m_x, m_y, m_z)$ is a classical spin described by a unit vector, $|\mathbf{m}| = 1$. In the past, this model was devoted to the study of the magnetization reversal of single-domain ferromagnetic nano-particles under a tilted magnetic field. The important relation between the quantities $\hat{D}$ and $D$ will be given in the next subsection.

If the magnetic field is applied along a direction in the hemisphere opposite to spontaneous magnetization, the latter classical model\cite{2} can be in metastable equilibrium. When the magnetic field becomes large so that the energy barrier vanishes, the system changes from metastable to unstable. Such a point associated with a metastable-to-stable transition is generally called the spinodal point. In the present model, it is called the Stoner-Wohlfarth point and given by

$$(2D)^{2/3} = (H_x)^{2/3} + (H_z)^{2/3}. \hspace{1cm} (3)$$

This equation represents the famous Stoner-Wohlfarth astroid which was actually observed in experiment\cite{22}.

In Fig. 1 we show the three main types of trajectories (a) with the metastable state, inside the Stoner-Wohlfarth astroid $(2D)^{2/3} > (H_x)^{2/3} + (H_z)^{2/3}$, (b) at the Stoner-Wohlfarth point, $(2D)^{2/3} = (H_x)^{2/3} + (H_z)^{2/3}$, and (c) without the metastable state, $(2D)^{2/3} < (H_x)^{2/3} + (H_z)^{2/3}$.

B. Quantum Stoner-Wohlfarth model

When we study the quantum effects of the Stoner-Wohlfarth model, it is convenient to adopt the quantum Stoner-Wohlfarth model rather than the spin Hamiltonian\cite{11}. In the quantum Stoner-Wohlfarth model, we replaced the classical spin in Eq. (2) by the normalized
quantum spin operator

\[ s = \frac{S}{S}, \]

which satisfies the following commutation relation

\[ [s_i, s_j] = \frac{i}{S} \epsilon_{ijk} s_k. \]

Here and hereafter, we take \( \hbar = 1 \) and obtain the quantum Stoner-Wohlfarth Hamiltonian

\[ \mathcal{H}(t) = -Ds_z^2 - H_s s_z - H_z(t) s_z, \]

where the explicit time-dependence of the longitudinal field \( H_z(t) \), which is taken in our analyses, is given by

\[ H_z(t) = H_z(0) - ct, \]

where \( c \) is a given sweeping rate.

In order to make clear the relation between the spin Hamiltonian and the quantum Stoner-Wohlfarth Hamiltonian, we rewrite Eq. (1) as

\[ \mathcal{H} = \mathcal{H}(0) - \mathcal{H}(t), \]

where \( \mathcal{H}(0) \) is the instantaneous eigenstates of the Hamiltonian (1).

In the rest of the present paper, we shall consider the Hamiltonian (6), which is the same as in our previous paper. Note that the corresponding anisotropy constant is \( D = DS \), where \( D \) is the usual one in the spin Hamiltonian (1).

C. Population dynamics

Let \( \{ |\psi_k(t)\rangle \} \) be the instantaneous eigenstates of the Hamiltonian (6),

\[ \mathcal{H}(t) |\psi_k(t)\rangle = E_k(H_z(t)) |\psi_k(t)\rangle. \]

Under the swept field (10), the time-evolution is given by the time-dependent Schrödinger equation

\[ i \frac{\partial}{\partial t} |\psi(t)\rangle = \mathcal{H}(t) |\psi(t)\rangle, \]

\[ |\psi(t)\rangle = \sum_k c_k(t) |\psi_k(t)\rangle, \]

where \( c_k(t) \) is the time-dependent coefficient. Now, we introduce the population of the eigenstate

\[ P_k(t) = |c_k(t)|^2. \]

A typical energy spectrum given by the ensemble \( \{ E_k(H_z(t)) \} \) is depicted in Fig. 2 (a) for \( S = 10 \), where the \( (2S+1) \) eigenenergies are plotted as a function of \( H_z(t) \). In this figure, the population dynamics is simulated for the initial condition \( H_z(0) = 2 \) with the sweeping rate \( v = 0.05 \), starting from the ground state. The size of circles denotes the population of the eigenstates \( P_k(t) \). The distribution of the populations at \( H_z(t) = -4 \). The horizontal axis represents the number of the state \( k \) and the vertical axis represents the populations \( P_k \).

FIG. 2. (a) Energy spectrum of the quantum Stoner-Wohlfarth model for spin-size \( S = 10 \), the anisotropic constant \( D = 1 \), and the transverse field \( H_s = 1 \). The horizontal axis is the longitudinal field \( H_z \). The purple curves represent the eigenenergies. Population dynamics under the swept field with the velocity \( v = 0.05 \) is represented by the green circles. The black line denotes the Stoner-Wohlfarth point. (b) The distribution of the populations at \( H_z(t) = -4 \). The horizontal axis represents the number of the state \( k \) and the vertical axis represents the populations \( P_k \).
FIG. 3. Critical behavior of gaps at avoided crossings on the metastable branch, which and its finite-size scaling are found by Hatomura et al. [Phys. Rev. Lett. 116, 037203 (2016)]. Gaps are plotted from spin-size $S = 20$ to $S = 320$. The anisotropic constant is $D = 1$ and the transverse field is $H_k = 1$. The vertical axis is the scaled gaps $S\Delta E_k$ and the horizontal axis is the corresponding longitudinal magnetic fields $H_k$. The Stoner-Wohlfarth point $H_{SW}$ is represented by the black line.

terpreted as the amount of the scattering at the $k$th avoided-crossing point. Here, the $k$th avoided-crossing point is the anti-crossing point of the states corresponding to $M_z = +S$ and the state corresponding to $M_z = -S + k - 1$. The energy gap of the $k$th avoided-crossing point is denoted by $\Delta E_k$, and the corresponding field is defined as $H_k$, which gives the minimum energy gap at the anti-crossing level. The amount of the scattering is, of course, related to the size of the energy gap. In the classical limit $S \to \infty$, the scaled gap $S\Delta E_k$ depicted in Fig. 3 is responsible to the scattering phenomenon. For $|H_z| < |H_{SW}|$, the state remains in the metastable state, which indicates $S\Delta E_k$ vanishes while it has a finite value for $|H_z| > |H_{SW}|$. This situation is responsible for the critical behavior at the Stoner-Wohlfarth point, which is characterized by the scaling law of the renormalized gaps $S\Delta E_k$ versus the longitudinal field $H_k$ observed in the previous paper.$^{20}$

$$\langle S\Delta E_k \rangle^2 = S^{-1/3} g((H_k - H_{SW})S^{2/3}), \quad (15)$$

where $g(\cdot)$ is the scaling function. This scaling function turned out to be identical to one of the spinodal critical scaling.$^{26}$

In the present paper, we study the distribution of the populations $P_k(t)$ at the field $H_z(t) = -4$, $P_k \equiv P_k(t)|_{H_z(t)=-4}$, after the scattering region, i.e. far beyond the Stoner-Wohlfarth point (Fig. 3(a)).

FIG. 4. (a) The distributions of populations for $S = 10, 20, 40, 80, \text{ and } 160$. (b) The data are plotted as a function of the scaled parameter $k/S$.

III. DISTRIBUTION OF POPULATIONS

A. Distribution and its scaling behavior

First, we study $S$ dependence of the eigenstate populations $\{P_k\}$. The distributions are plotted versus $k$ in Fig. 4(a) for spin $S = 10$ to 160. They are given again in Fig. 4(b) versus $k/S$. This leads to a concentration of the curves at a certain position. In Fig. 5 we show the accumulated population

$$Q_k \equiv \sum_{k'=1}^{k} P_{k'} \quad (16)$$

as a function of $k/S$. Here, we find that the accumulated populations reach almost 1 around $k/S \approx 0.7$, and thus the scattering processes almost finish around there. Indeed, the populations are almost zero for large $k$, which do not contribute to the scattering processes. Therefore, hereafter, we will not care about large $k$ regions. In addition, we find that all the curves with different $S$ cross at almost the same point. We denote this crossing point as $k_{peak}$/S.
FIG. 5. The accumulated populations for \( S = 10, 20, 40, 80, \) and 160. The horizontal axis is the scaled parameter \( k/S \) and the vertical axis is the accumulated populations \( Q_k \).

FIG. 6. Relations between \( H_k \) and \( k \). From the first avoided crossing to the Stoner-Wohlfarth point, \( H_{SW} < H_k < 0 \), \( S \) dependence of the field corresponding to the \( k \)th gap is given by \( H_k \propto kS^{-1} \). The horizontal black line represents the Stoner-Wohlfarth point and the vertical black line is depicted to estimate corresponding \( k \).

When we consider the distributions, the field \( H_k \) is more meaningful than the label \( k \), and so we plot the difference of the fields \( H_k - H_{SW} \) as a function of \( (k-1)/S \) in Fig. 6 Here, we estimate the Stoner-Wohlfarth point in terms of \( k \) for later analysis, and it is given by \( H_{SW} \approx 1+0.45S \). We find this is actually a good scaling until the Stoner-Wohlfarth point. However, this scaling is broken beyond the Stoner-Wohlfarth point. This point will be discussed in more details later.

Now, we study the population \( \tilde{P}_{H_k} \), which is a function of \( H_k \), measuring the scattering rate at the field \( H_k \) during the sweeping process. The relation between the populations \( P_k \) and \( \tilde{P}_{H_k} \) is given by

\[
P_k \Delta k = \tilde{P}_{H_k} \Delta H_k \rightarrow \tilde{P}_{H_k} = P_k \left( \frac{\Delta H_k}{\Delta k} \right)^{-1}, \quad (17)
\]

FIG. 7. The distributions \( \tilde{P}_{H_k} \) as a function of \( H_k \) for \( S = 10, 20, 40, 80 \) and 160. The horizontal axis is the fields \( H_k \) and the vertical axis is the populations \( \tilde{P}_{H_k} \).

FIG. 8. The possible scaling plot for \( \tilde{P}_{H_k} \). The horizontal axis is scaled as \( (H_k - H_{peak})S^{2/3} \) and the vertical axis is scaled as \( \tilde{P}_{H_k}S^{-2/3} \).

where \( \Delta k = k - (k-1) = 1 \) and \( \Delta H_k = H_k - H_{k-1} \). By using this relation, we obtain the distributions of the populations \( \tilde{P}_{H_k} \) as depicted in Fig. 7. In this expression, the areas of the distributions are conserved and equal to unity. Furthermore, the peak positions are almost \( S \) independent for large \( S \) and nearly given by

\[
H_{peak} \approx 0.52, \quad (18)
\]

suggesting the existence of a scaling plot. In order to keep the conservation law for the areas of the distributions, the scaling plot must take the form, \( (P_{H_k}S^{-\alpha}, (H_k - H_{peak})S^{\alpha}) \), where \( \alpha \) is a real number. Taking \( \alpha = 2/3 \), we obtain the scaled distributions as shown in Fig. 8. This is actually the scaling law of the distributions of the populations for large \( S \).

In the above calculations, we adopted finite differences for the transformation from \( k \) to \( H_k \). This causes non-negligible errors, especially for small \( S \). Indeed, the results are quantitatively different when we adopt
\[ \Delta H_k = H_{k+1} - H_k \] instead of \( H_k - H_{k-1} \). Therefore, we consider the continuous limit \( S \to \infty \) in Eq. \( \text{(17)} \)

\[
\tilde{P}(H_k) = P_k \left( \frac{\Delta H_k}{\Delta k} \right)^{-1} \to \tilde{P}(k) = P(k) \left( \frac{dH(k)}{dk} \right)^{-1}, \tag{19}
\]

where \( \tilde{P}(H_k) \) and \( P(k) \) are the continuous limit of \( P(H_k) \) and \( P_k \), and \( H(k) \) is the continuous limit of \( H_k \). From Fig. 9, the derivative \( dH(k)/dk \) is proportional to \( S^{-1} \) for \( 0 < |H(k)| < |H_{SW}| \). Now, we consider the scaling for \( |H(k)| > |H_{SW}| \). The possible scaling is plotted in Fig. 10. From this scaling, the derivative \( dH(k)/dk \) is proportional to \( S^{-7/6} \) for \( |H(k)| > |H_{SW}| \). Therefore, the scaling property of the vertical axis is \( \tilde{P}(H_k) S^{-2/3} \propto P(k) S^{1/2} \) above the Stoner-Wohlfarth point, and thus we obtain the scaled distributions as shown in Fig. 10.

We remark that the heights of the distributions are different from Fig. 8 because we neglect the coefficient of \( dH(k)/dk \propto S^{-7/6} \).

\[ (S \Delta E_k)^2 \propto |H_k - H_{SW}|^{1/2}, \tag{20} \]

beyond the Stoner-Wohlfarth point \( |H_k| > |H_{SW}| \) for spin \( S \to \infty \). The amount of the scattered populations in a given small interval is approximately proportional to the adiabaticity parameter \( \delta \equiv \sum_k (\Delta E_k)^2 / c \) when the avoided-crossing gaps \( \Delta E_k \) are small and well-separated. Here, summation is taken over a given interval of \( H_k \) and \( c \) is the sweeping rate. Thus, the amount of the scattered populations in the interval \( |H_{peak} - H_{SW}| \) is proportional to

\[
\sum_{k=\text{peak}}^{k_{\text{peak}}} \frac{(\Delta E_k)^2}{c} = \sum_{k=\text{peak}}^{k_{\text{peak}}} \frac{1}{S} \frac{(S \Delta E_k)^2}{v} \]

\[
\propto \sum_{k=\text{peak}}^{k_{\text{peak}}} \frac{1}{S} \frac{|H_k - H_{SW}|^{1/2}}{v}, \tag{21} \]

for large \( S \). Although \( S \) dependence of \( dH(k)/dk \) is complicated and \( k_{\text{SW}}/S \) is also \( S \) dependent, we regard the
The oscillation of the $\tau$ in the given by hold for large fields $|v| > 20 |H - H_{SW}|$.

for large $S$ and just above the Stoner-Wohlfarth point. As the scattered populations should be invariant for various velocities $v$, the $v$ dependence of the peak $H_{peak}$ is given by

$$|H_{peak} - H_{SW}| \propto v^{2/3}. \quad (23)$$

It is obvious that this behavior \cite{23} does not work for large velocities $v$ because the above assumptions will not hold for large fields $|H - H_{SW}|$.

\section*{IV. EFFECTS OF THE ENVIRONMENT ON THE BEATING DYNAMICS}

\subsection*{A. Beating phenomenon}

The beating phenomenon of the spin-length has been found in the magnetization dynamics after the Stoner-Wohlfarth point\cite{23}. This recursive oscillation is regarded as the beating of the resonant oscillations between the adjacent energy levels. The period of this beating oscillation is given by

$$T_\tau = \frac{2\pi S}{D}, \quad \tilde{T}_\tau = \frac{2\pi}{D}, \quad (24)$$

in the $\tau$ unit. We remark that this beating is not only the oscillation of the $z$ component of magnetization\cite{22}, but also of all the components of spin, and as the result, of the spin length

$$s_f = \langle s_z \rangle^2 + \langle s_y \rangle^2 + \langle s_z \rangle^2, \quad (25)$$

which we call the spin-fidelity\cite{20} (Fig. 12).

Surprisingly, it was also found that the period of the recursive oscillation does not depend on the strength of the magnetic field $H_z$. In this sense, the beating is robust. However, in order to observe the beating in experiments at finite temperatures, we must study their stability against relaxation and decoherence.

\subsection*{B. Effects of relaxation and decoherence}

In order to take dissipative effects into account, we use the generalized Lindblad-type equation\cite{24}. Although the general treatment for the time-dependent fields is difficult\cite{28}, the generalized Lindblad equation works in the cases, where the change of parameters is much slower than the relaxation time of the thermal bath\cite{24,28,31}.

In this scheme, we consider the quantum Stoner-Wohlfarth model coupled with a thermal reservoir. We assume that the interaction Hamiltonian and the bath Hamiltonian are given by

$$\mathcal{H}_I = \lambda s_x (B + B^\dagger), \quad B = \sum_k g_k b_k, \quad (26)$$

$$\mathcal{H}_B = \sum_k \omega_k b_k^\dagger b_k, \quad (27)$$

where $\lambda$ is the coupling constant, $b_k$ is the bosonic operator associated with the thermal bath, and $\omega_k$ and $g_k$ are the characteristic parameters of the thermal reservoir. With such an interaction Hamiltonian, both spin dephasing and relaxation are taken in account.

In the weak coupling limit $\lambda \ll 1$, the dissipative dynamics is given by the generalized Lindblad equation\cite{24,31},

$$\frac{\partial}{\partial t} \rho(t) = -i[\mathcal{H}(t), \rho(t)] - \lambda^2 \pi \{[s_x, R(t) \rho(t)] + \text{h.c.}, \quad (28)$$

with

$$R(t) = \sum_{k,l} \Psi(E_k(t) - E_l(t)) \times \langle \psi(t) | s_x | \psi(t) \rangle \psi(t) \langle \psi(t) \rangle, \quad (29)$$

and $\Psi(\cdot)$ is the bath spectral function

$$\Psi(\omega) = \frac{J(\omega) - J(-\omega)}{e^{\beta \omega} - 1}, \quad J(\omega) = AS\omega^2 \Theta(\omega). \quad (31)$$

Here, $\beta$ is the inverse temperature, $J(\omega)$ is the spectral density, and $\Theta(\omega)$ is the step function. Spin-size $S$ appears in the spectral density $J(\omega)$ due to the normalization of the system Hamiltonian $\mathcal{H}(t)$. The thermal reservoir is called Ohmic for $l \leq 1$, sub-Ohmic for $l < 1$, and super-Ohmic for $l > 1$. In the following, we calculate the beating dynamics in the Ohmic case $l = 1$ for different values of the (inverse) temperature $\beta$, the coupling-constant $\gamma = \lambda^2 \pi AS$, and the sweeping-rate $v$ (Fig. 13).

The oscillations of magnetizations with beatings, observed in the previous paper\cite{20}, exhibit two time scales as seen in Fig. 12. The faster one is the simple spin-precession with the time-dependent frequency $\tilde{\omega}_p \sim 2D \langle s_z \rangle + H_z$ and the slower one is the beating with the time and field-strength independent frequency $\tilde{\omega}_b \sim \tilde{D}$. Detection of both frequencies, i.e. of the spin full spin motion, should be possible in the absence of damping if the measurement frequency $\omega_m$ is faster than both frequencies, $\omega_m \gg \omega_p > \omega_b$. However, this is difficult to realize in real systems. Furthermore, the spin dynamics is generally damped by the environments. This results in finite spin-lattice (dissipation) and spin-spin (decoherence) times $T_1$.
and $T_2$, respectively. In the Ohmic generalized Lindblad-type equation, the parameter is $\gamma \propto 1/T_1$. In Fig. 13 we show the effects of the inverse temperature $\beta$ and the coupling constant $\gamma$. On the experimental side, measurements may require ensembles of identical single-domain ferromagnetic nano-particles, single-molecular magnets, or atomic magnets. Of course, single-objects measurements are also possible.

Taking the example of the single-molecular magnet Mn$_{12}$, the experiment shows that the anisotropic constant $\tilde{D} = 0.61\text{K}$ giving the ratio $\tilde{D}/g\mu_B = 0.44\text{T}$. For an infinitesimal transverse field $H_x$, the Stoner-Wohlfarth point for Mn$_{12}$ is given by $H_{SW} \approx 8.8\text{T}$. The frequency of the beating is given by $\omega_b \approx 1.3 \times 10\text{GHz}$. In spite of the fact that such a value is rather large, we believe that these beatings could be observed in a particular setup which will be described later. Furthermore, other systems such as single-spin magnets should show significantly smaller beating frequencies.

V. SUMMARY AND DISCUSSIONS

In the present paper, we extended our previous work on the quantum Stoner-Wohlfarth model to the studies of (i) the distributions of the eigenstate populations and their associated scaling properties (Sec. III) and (ii) the beating dynamics of magnetization in the dissipative (thermal) environment (Sec. IV).

(i) At a given swept field, the distribution of the eigenstate populations beyond the Stoner-Wohlfarth point is given by the amount of the scattered populations at the successive avoided level crossings along the metastable branch, which is the diabatic continuation of the state corresponding to $M_z = +S$ to the negative field region until the Stoner-Wohlfarth point. The calculations show that the distribution of eigenstate populations $\{P_k\}$ has a peak at the field $H_{peak}$, which is not located at the Stoner-Wohlfarth point $H_{SW}$ but is shifted a certain amount $\Delta H_{peak} = |H_{peak} - H_{SW}|$, which depends on the sweeping rate $v$. It should be noted that the shift does not depend on $S$, and thus it is the same in the classical limit $S \to \infty$. We investigated the $S$ dependence of the distribution of the eigenstate populations $\{P_k\}$, and found a possible scaling form. The dependence of the
shift on $v$ was estimated to be proportional to $v^{2/3}$ for small $v$, which was discussed from the viewpoint of the scattering at each avoided crossing and the associated criticality around the Stoner-Wohlfarth point.

(ii) Finally, we studied how the beatings found outside of the Stoner-Wohlfarth point $H_z < H_{SW} < 0$ are modified by dissipative effects due to the contact with a thermal reservoir. Adopting the generalized Lindblad-type equation, we showed how the beatings could be preserved while magnetization relaxes to the ground state, and clarified how a fast enough measurement and sweeping time-scales could allow their observation at low enough temperatures.
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