Twitter Arabic Sentiment Analysis to Detect Depression Using Machine Learning
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Abstract: Depression has been a major global concern for a long time, with the disease affecting aspects of many people's daily lives, such as their moods, eating habits, and social interactions. In Arabic culture, there is a lack of awareness regarding the importance of facing and curing mental health diseases. However, people all over the world, including Arab citizens, tend to express their feelings openly on social media, especially Twitter, as it is a platform designed to enable the expression of emotions through short texts, pictures, or videos. Users are inclined to treat their Twitter accounts as diaries because the platform affords them anonymity. Many published studies have detected the occurrence of depression among Twitter users on the basis of data on tweets posted in English, but research on Arabic tweets is lacking. The aim of the present work was to develop a model for analyzing Arabic users' tweets and detecting depression among Arabic Twitter users. And expand the diversity of user tweets, by adding a new label (“neutral”) so the dataset include three classes (“depressed”, “non-depressed”, “neutral”). The model was created using machine learning classifiers and natural language processing techniques, such as Support Vector Machine (SVM), Random Forest (RF), Logistic Regression (LR), K-nearest Neighbors (KNN), AdaBoost, and Naïve Bayes (NB). The results showed that the RF classifier outperformed the others, registering an accuracy of 82.39%.
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1 Introduction

Depression is the most common mental illness that renders a person hopeless, sad, and frustrated; it also diminishes one's self-esteem. According to the World Health Organization (WHO), depression affects 264 million people worldwide [1]. In Arabic countries, the lack of awareness regarding this disorder has left many people undiagnosed and untreated. However, Twitter is considered a powerful
tool for disseminating information and a rich resource of views on many topics, including politics, business, economics, and social issues [2]. And it can be helpful to state people’s emotions.

The members of Saudi Arabian society are very active on Twitter; as reported in a Business intelligence (BI) study, 41% of online users in the country use the Twitter platform [3]. Most Twitter users tend to express their feelings through texts, media, emojis, and hashtags. Instead of speaking out about their problems, they share their emotions through tweets. Sometimes, people share private information, such as their health statuses such as depression symptoms.

Depression is one of the most well-known mental health disorders and it is considered as a major issue for mental health practitioners. Therefore, there is a need for a system to detect the depression, which can help in the prevention and detection of depression. Motivated by this need, in this paper, we propose to develop a model for analyzing Arabic users’ tweets and detecting depression among Arabic Twitter users.

In consideration of the above-mentioned issues, this study was aimed at experimentally identifying depressed Arabic Twitter users on the basis of tweet data. The examination was conducted using natural language processing (NLP) and machine learning techniques. Although such an experiment has been widely conducted on the English language, limited research has been done on the Arabic language. So, this research aims to expand this field since there is a lack of studies in Arabic.

To achieve the objective of the study, we documented tweets from people who completed the Center for Epidemiologic Studies Depression (CES-D) scale [4] or self-declared themselves as suffering from depression over the Twitter platform. The recorded tweets (4542 tweets), were then labeled as posted by depressed, neutral, and non-depressed before the dataset was pre-processed using NLP. A supervised machine learning model for classifying the tweets into appropriate categories was developed. The models used which are SVM, RF, LR, KNN, AdaBoost, and NB were compared using performance measures (accuracy, recall, precision, and F1 score), after which the most accurate was used to predict the occurrence of depression among users on the basis of Arabic tweets.

This paper is organized as follows: Section 2 discusses the Review of Related Literature and Background. Section 3 presents the Description of the Methodology. Section 4 presents the Performance Measurement. Section 5 presents the Experimental Results and Discussion. Finally, the Conclusion and Future Work are identified in Section 6.

2 Review of Related Literature and Background

This section presents a background to Arabic sentiment analysis and depression and reviews related literature.

2.1 Arabic Sentiment Analysis

Conducting a sentiment analysis of texts in the Arabic language is more complex than that directed toward English texts because the former is characterized by more forms than other languages. The formal variant of Arabic is Modern Standard Arabic (MSA), but this is rarely used in spoken interactions. The most frequently used informal variant is Dialectal Arabic (DA), especially for communication purposes. A total of 30 major Arabic dialects differs from MSA, the approaches used to translate difficult MSA terms are ineffective when applied to DA translation. Recently, Arabic researchers have developed solutions for different dialects, but these remain minimally inaccurate and cover only a few dialects [5].
2.2 Depression

Depression is considered a global concern. It is a very common disease, as it affects people across the world. Over 264 million people have recently been afflicted with depression [1], which comes in many forms, each accompanied by its own symptoms [6]. The most popular form is major depressive disorder (MDD), which influences the ability of individuals to do daily tasks, such as sleep, eat, study, work, and have fun [6]. Depression does not have a target age, as it may begin at a young age. Curbing depression is essential to saving people’s lives [7]. In Arabic culture, the stigma on mental illness is deeply entrenched, and there is a lack of awareness regarding this issue [8].

2.3 Related Literature

De Choudhury et al. [9] documented timeline tweets from 476 users who answered the CES-D questionnaire. They found that depressed people engage in fewer activities, express negative emotions, and share more medical and relational concerns online than individuals without this illness. Using SVM, the authors constructed a model whose best performance was an RBF kernel scoring of 70% in terms of accuracy.

Nadeem et al. [10] recorded tweets from Twitter users who set their profiles to “public” and declared over the platform that they have depression (e.g., a post that says, “Today I was diagnosed with depression.”). Then, they used a bag-of-words approach, which involved placing every word in a bag and then measuring its frequency of appearance. Finally, they tested different supervised classifiers and found that the optimal accuracy (i.e., 86%) was achieved by a naïve Bayes classifier.

Multiple datasets were used by Leis et al. [11] in their research. In the first phase, they used three datasets, namely, two depressive tweet datasets and one control dataset. In the second phase, they compared their analyses and used part-of-speech (POS) tagging with an NLP tool to identify the behavioral patterns of depressed Twitter users. The results revealed that depressive users less actively post tweets than non-depressed users. When they tweet, they do so more frequently between 23:00 and 6:00. The findings also indicated that verbs and the first-person singular are most often used by depressive users.

Aldarwish et al. [6] used two datasets. The first dataset was collected from three social network sites (SNS): Facebook, Live Journal, and Twitter. Using the 2073 depressed posts and 2073 non-depressed posts, the first dataset was manually trained to categorize posts into one of the nine symptoms of depression as defined by the American Psychiatric Association Diagnostic and Statistical Manual (DSM-IV). The second dataset contained all patient SNS posts. They proposed a system that uses Rapid Miner to test SVM and NB models. When using a supervised NB model, the results showed 100% precision, 57% recall, and 63% accuracy.

Stephen et al. [12] collected their dataset from users who identified as depressed. To reach more users, they implemented specific keywords used by those who identified as depressed. Their aim was to identify how to calculate depression levels by evaluating the sentiment score produced by the algorithm. The score was checked manually to determine whether the algorithm could correctly understand depression levels within user posts. Three lexicons were used for sentiment analysis, including BING, NRC, and AFINN. Each of the three lexicons gave a final sentiment score with differing magnitudes. The average after normalizing the values into “−1” and “+1” was taken to calculate the final sentiment score. When examining Twitter cases, the authors determined that user engagement patterns on Twitter were different for all posts except those demonstrating the depression interval.
In 2019, an experiment with two phases was conducted by Almouzini et al. [13]. The first phase collected Tweets from Arabic Twitter users who answered CES-D questionnaires. The questionnaires were then labeled as either “depressed” or “non-depressed” based on CES-D and Patient Health Questionnaire-9 (PHQ-9) scales. After being labeled, the dataset was cleaned, and the features were extracted as feature vectors consisting of negation handling and a bag-of-unigrams. The second phase generated a supervised machine learning model that predicted which Arabic users were depressed. Using a Liblinear classifier in this phase, optimal accuracy was recorded at 87.5%. Tab. 1 summarizes the related literature section.

| Ref. | Authors, (year) | Dataset, Source | Language | Technique | Performance measures |
|------|-----------------|-----------------|----------|-----------|----------------------|
| [9]  | De Choudhury et al. (2013) | 2.1M Tweets, Twitter API | English | SVM(RBF) | Accuracy = 70%
Precision = 74%
Recall = 62% |
| [10] | Nadeem et al. (2016) | 2.5M Tweets, information gathered from the Shared Task organizers of the CLPsych 2015 conference. | English | NB | Accuracy = 86%
Precision = 86%
Recall = 83%
F1-Score = 84% |
| [6]  | Aldarwish et al. (2017) | 6773 Text data, Facebook, LiveJournal, and Twitter. | English | NB | Accuracy = 63.3%
Precision = 100%
Recall = 57% |
| [13] | Almouzini et al. (2019) | 2722 Tweet, Twitter API | Arabic | Liblinear | Accuracy = 87.5%
Precision = 87.6%
Recall = 87.5%
F-Measure = 87.5% |
| [11] | Leis et al. (2019) | 3 Datasets, Twitter API | Spanish | Collecting three different datasets and comparing the analysis of the three datasets | The frequency of negative polarity was higher among the depressive users (54%) and depressive tweets (65%) than among the control group (43.5%). |
| [12] | Stephen et al. (2019) | Twitter API | English | R, Different lexicons AFINN, BING and NRC. | N/A |
Similar research by Almouzini et al. [13] has only been conducted once when using two label classes (“depressed” and “non-depressed”) to evaluate the Arabic language. To expand the diversity of user Tweets included in this study, a new label (“neutral”) was added that contained Tweets not considered “depressive,” as they exist without subscribing to any symptoms, such as prayers, song lyrics, or Duaa (prayers). Through this study, six classifiers were be used to predict whether users were depressed: SVM, RF, LR, KNN, AdaBoost, and NB.

3 Description of the Methodology

This section will discuss the: Dataset collection, dataset-preprocessing, features extraction and generating the models as shown in Fig. 1.

![Methodology diagram](image)

**Figure 1:** Methodology diagram

3.1 Dataset Collection

The dataset was collected from Arabic Twitter users who answered the CES-D survey. Moreover, as the study’s target audience was Arabic speakers, the CES-D scale was translated into Arabic. The CES-D scale is a short, self-reporting scale that contains 20 questions. It is designed to measure depressive symptomatology [4]. Two questions were added to the survey: the first question asked if the user could include their Twitter username. The second question asked if the user tended to express their feelings on Twitter. In addition to the CES-D survey, the dataset was collected by using a dictionary of depressive phrases. For example, “انا مشچص نیالالکت اب,” which means, “I am diagnosed with depression.”
3.2 Dataset Labeling

All Tweets collected and filtered from the users were labeled manually. The dataset was divided into three labels: (“depressed,” “non-depressed,” and “neutral.”) Within the (“depressed”) class, Tweets contained at least one symptom of depression. Within the (“non-depressed”) class, Tweets contained positive messages, such as, "أحب صديقتي ، أنا مرح من اليوم " meaning, “I am happy today, I love my friends.” Finally, the (“neutral”) class contained Tweets that are considered neither (“depressed” or “non-depressed”) in nature, such as songs, movies, Duaa (prayers), a famous quote, advice, or a question.

3.3 Description of Dataset

The dataset contains three columns: Column [0] represents the Tweet’s full text, and Column [1] represents the signs of depression within the Tweet. The signs of depression include the nine symptoms described in the American Psychiatric Association Diagnostic Depression Nine Symptoms [14] (shown in Tab. 2), as well as two additional signs found frequently within depressed Arabic Twitter users—mood swings and feeling lonely. The final sign was a generalized term, as some Tweets did not provide a specific symptom. For example, "أنا مرهق من اليوم " which means, “I’m very depressed today.” As such, this was considered a general sign titled “feeling depressed.” The last column, Column [2], contained the three class labels (“depressed,” “non-depressed,” and “neutral”). Fig. 2 presents the percentage of each depressed class symptoms in the dataset. The study showed that 45% of the Tweets generally talked about how sad and depressed they were, 9% of the Tweets indicated that depressed Arabic users wrote about their lack of sleep, 9% of the Tweets indicated that they had gotten too much sleep, and 8% of the Tweets revealed suicidal thinking; a sensitive topic and dangerous sign of depression amongst users.

---

**Figure 2:** The percentage of each symptom of the depressed class

Tab. 2 shows the number of Tweets for each symptom listed under the “depressed” class. And Tab. 3 presents the number of Tweets for each class, as well as the total number of Tweets within the collected dataset.
Table 2: Number of tweets for each symptom of the depressed class

| Symptom               | Tweets (Posts) |
|-----------------------|----------------|
| Loss of interest      | 117            |
| Feeling lonely        | 87             |
| Changes in appetite   | 36             |
| Poor sleeping         | 137            |
| Sleeping too much     | 69             |
| Thinking too much     | 54             |
| Loss of concentration | 43             |
| Laziness              | 57             |
| Mood swings           | 65             |
| Feeling depressed     | 717            |
| Feeling guilty        | 68             |

Table 3: Number of tweets for each class

| Class       | Tweets (Posts) |
|-------------|----------------|
| Depressed   | 1584           |
| Non-depressed| 1515           |
| Neutral     | 1443           |
| Total       | **4542**       |

3.4 Dataset Pre-Processing

In this stage, the dataset was cleaned and prepared with the proper application of natural language processing (NLP) techniques, including normalization, stop word filtering, and stemming. This was applied as follows:

3.4.1 Normalization

In this step of pre-processing, the dataset was cleaned and normalized into a uniform text. This step was implemented by writing a Python script using pyarabic libraries and the regular expression “re.” The application of the normalization stage was conducted through the following steps:

Step 1: Removing usernames, URLs, hashtags, punctuation, and repeated letters. For example, "الاسم" was converted into "اسم". Arabic characters were also normalized into one representation. For example, the alef letter "ا" was converted to "إ".

Step 2: Removing Arabic diacritics such as the Tatweel. For example, "الاسم" was converted into "اسم". The Tashkel, for example, "تاء" was converted into "ت".
3.4.2 Stop-word Removal

Stop words are terms that are removed from the text without impacting its meaning. These words appear more frequently in a document [15]. In addition to dialect stop words (e.g., "שֶׁפֶת", "אֲדֹנָי"), a large, open source Sourceforge Arabic stop words dictionary was used for this step. Further, negation words (e.g., "אַל", "לֹא") were kept, as they change the meaning of the text.

3.4.3 Tokenization

Tokenization is the process of splitting sentences into smaller, more meaningful sections (Tokens) to help text exploring [16]. For example, "אני", "אני", "אני", "אני" was tokenized into "אני", "אני", "אני", "אני". This step was done by using the pyarabic tokenize method.

3.4.4 Stemming

The stemming phase included removing large portions of a word, like a prefix or suffix, in order to return it to the root of the word. For example, "שֶׁפֶת" was converted into "שֶׁפֶת". In Arabic, a root word is a word used in its basic form so that multiple nouns and verbs can be created by adding affixes to it [17]. This step was implemented by accessing the nltk library using the ISRIStemmer proposed by Taghva et al. [18].

3.5 Features Extraction

We aimed to find the best techniques to reach our goal, which was to detect depression within Arabic tweets using machine learning. We accomplished this by finding the best model features that gave the highest performance accuracy. Different N-gram ranges and TF-IDF methods were used to extract the required features. Six supervised machine learning models were used to train the dataset, including: SVM, RF, LR, KNN, AdaBoost, and NB. As a result, we found the feature combination that gave optimal accuracy.

3.5.1 Term Frequency–Inverse Document Frequency (TF-IDF)

Term frequency-inverse document frequency (TF-IDF) is commonly used for text classification. Term-frequency is the number of times a word appears within a document (Eq. (1)). Inverse document frequency is a weight term scheme that gives tokens that appear more frequently in documents a lower impact, or weight, and gives tokens that occur less frequently a higher weight [19] (Eq. (2)).

\[ TF - IDF(t, d) = TF(t, d) \times IDF(t) \]  

where “TF(t, d)” is the number of times the word “t” appears in the document “d” and,

\[ IDF(t) = \log \left( \frac{n}{DF(t)} \right) + 1 \]

where “n” is the total number of documents, and “DF(t)” is the number of documents that contain the word “t”.

3.5.2 N-gram

N-grams extract characters or words from a text, and are used in stemming, spelling check, and text compression. N-grams are used as an approach to find similarities between N-grams. The N value must be an integer and is set to be a unigram n = 1 (one word or character), a bigram n = 2 (two words
or characters), or a trigram \( n = 3 \) (three words or characters) [20]. For applying the N-gram technique, we used the Sklearn. Feature_extraction.text Count Vectorizer class that passes an N-gram range (min, max). This class combines the N-gram sequences into one dictionary. The N-gram range (1,1) was set to unigram only, and the same logic applied to the ranges (2,2) and (3,3). For example, the text, “I was very upset today” was divided into the following:

- N-gram range (1,1): \{'was': 3, 'very': 2, 'upset': 1, 'today': 0\}.
- N-grams range (1,2): \{'was': 5, 'very': 3, 'upset': 1, 'today': 0, 'was very': 6, 'very upset': 4, 'upset today': 2\}.
- N-gram range (1,3): \{'was': 6, 'very': 3, 'upset': 1, 'today': 0, 'was very': 7, 'very upset': 4, 'upset today': 2, 'was very upset': 8, 'very upset today': 5\}.
- N-grams range (2,2): \{'was very': 2, 'very upset': 1, 'upset today': 0\}.
- N-grams range (2,3): \{'was very': 3, 'very upset': 1, 'upset today': 0, 'was very upset': 4, 'very upset today': 2\}.
- N-grams range (3,3): \{'was very upset': 1, 'very upset today': 0\}.

This class ignores any text that is less than a uni-character (e.g., “a” and “I”).

### 3.6 Generating the Models

Six supervisor machine learning models were implemented using Python, Sklearn, and GridSearchCV libraries to determine the classification models. The classifiers were as follows:

#### 3.6.1 Naïve Bayes (NB)

NB is a probabilistic classifier that uses the Bayes theorem, where all features (attributes) are assumed to be independent of each other [21]. The following equation (Eq. (3)) shows the NB model:

\[
P(C|X) = \frac{P(X|C)P(C)}{P(X)}
\]

where “\( P(C|X) \)” is the posterior probability of class given predictor, “\( P(X) \)” is the prior probability of predictor, “\( P(C) \)” is the prior probability of class, and “\( P(X|C) \)” is the likelihood of the probability predictor class given.

#### 3.6.2 Support Vector Machine (SVM)

SVM is a classifier that uses risk minimization theory to find the optimal separating hyperplane within the feature space. Simple SVM is used for linear regression and classification problems. To use the SVM classifier in a non-linear space, kernel functions must be used (e.g., RBF and Sigmoid) [22]. The following equation (Eq. (4)) demonstrates the RBF kernel:

\[
K(X, Y) = \exp \left( -\frac{||X - Y||^2}{2\sigma^2} \right)
\]

where “\( ||X - Y||^2 \)” is the Euclidean distance between the two points “X” and “Y,” and “\( \sigma \)” is the hyperparameter and variance.

#### 3.6.3 Random Forest (RF)

RF is a combination of tree predictors that predicts the class label by randomly generating a forest. The forest is a collection of multiple decision trees, and each tree has the value of a random vector
sampled independently. Each tree is then distributed equally among all trees. The final classification is based on majority voting [23].

3.6.4 Adaboost (Ensemble)

AdaBoost (Ensemble) is an approach applied to textual or numeric data types. Ensembles split the data repeatedly and continue to re-assign different weights to the training data. This ensures misclassified data from the first split will be reassigned correctly during the next data split. This process continues until the best data split is found [24].

3.6.5 K-Nearest Neighbors (KNN)

KNN is a classifier that uses distance, such as the Euclidean distance function, to classify new, unknown data points based on existing data points nearby. The distance function calculates the distance between two points, and the “K” value shows the size of the neighborhood. Unknown data points are classified based on simple voting [25].

3.6.6 Logistic Regression (LR)

LR is a binary logistic model. LR is used based on one or more features to estimate the probability of binary response. The author Nadeem describe LR as a discrete choice model, as it is not technically qualified as a classification method. The relationship between the binary variables and the features are clarified through the use of the (Eq. (5)) below. However, for multi-class text classifications, a multinomial extension must be used [10].

\[
F(X) = \frac{1}{1 + e^{-\beta_0 - \beta_1 X}}
\]  

where “F(X)” expresses the dependent variable probabilities, and “\(\beta_0 + \beta_1 X\)” expresses the perfect fit parameters for the sake of success cases.

4 Performance Measurement

The evaluation of classifiers was measured with accuracy, precision, recall, and the use of an F1-score. We calculated the performance measurement for the classifiers with the following equations, where “TP” represents a true positive, “TN” represents a true negative, “FP” represents a false positive, and “FN” represents a false negative:

\[
\text{Accuracy} = \frac{TP + TN}{TP + FN + TN + FP}
\]  

\[
\text{Precision} = \frac{TP}{(TP + FP)}
\]  

\[
\text{Recall} = \frac{TP}{(TP + FN)}
\]
The F1-score was calculated by taking the weighted harmonic average of the recall and precision measurements.

\[
F1 - Score = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]  

(9)

5 Experimental Results and Discussion

In this section, a comparison of all classifiers is presented and a discussion of the effect of TF-IDF on text classification. In Table 4, this comparison of all classifiers is based on the results of the accuracy, recall, precision, and F1-score model evaluation results. These results were obtained from the optimal parameters of the grid. After collecting and pre-processing the dataset, the dataset was split: 80% of the data was designated for training, and 20% was designated for testing in addition to using a 10-fold cross-validation.

| Classifier | N-Grams range | TF-IDF | Accuracy | Precision | Recall | F1-Score |
|------------|---------------|--------|----------|-----------|--------|----------|
| Multinomial NB | (1, 2) | Without | 79.86 | 79.87 | 80.13 | 80.00 |
| Multinomial LR | (1, 2) | Without | 80.52 | 80.53 | 80.79 | 80.66 |
| SVM | (1, 2) | Without | 43.23 | 43.23 | 43.38 | 43.31 |
| KNN | (1, 3) | Without | 51.48 | 51.49 | 51.66 | 51.57 |
| RF | (1, 3) | Without | 80.74 | 80.75 | 80.02 | 79.89 |
| AdaBoost (Ensemble) | (1, 3) | Without | 77.33 | 77.34 | 77.59 | 77.47 |

By comparing the performance of the six classifiers through the use of N-grams and TF-IDF, RF obtained the highest accuracy rate at 82.39%, and scored 82.40%, 82.67%, and 82.53% for precision, recall, and F-score, respectively. The classifier that showed the least accuracy was KNN, with a rate of 79.75%.

Since social media provides a wide platform for personal expression, people tend to interact with each other. In contrast, those who are depressed are less active and are often more isolated from others in social media. One method of viewing the online interactions of depressed Arabic users is through their mentions count. The more mentions users have, the more interactive they get. To find out how much depressed, non-depressed and neutral Twitter users are interactive with mentions, we counted the numbers of times a user has mentioned or replied to other people with a counter using a Python script. Based on the results of the counters shown in Fig. 3, it is obvious that depressed Twitter users...
are less interactive with other users. This result provides evidence that depressed Twitter users are more isolated than non-depressed Twitter users.

Figure 3: Mention interaction

Another avenue for examining Arabic Twitter users is evaluating the emojis they use within their Tweets. Emojis show emotions and can sometimes be better than words. To analyze the emojis used by users we counted the most frequent emojis used by all users in the dataset. Based on the emoji count results, Fig. 4 illustrates that depressed users chose negative emojis more frequently, such as the broken heart emoji or the crying face emoji. It was also shown that these users tend to use less emojis than non-depressed users.

Figure 4: Emojis interaction

Figs. 5 and 6 show the word cloud for depressed and non-depressed classes. The most frequently used Arabic words appear in the bigger font, and the less frequently used Arabic words appear in the smaller font. So, this indicates the most used words by depressed people to express their emotions for the depressed class, and it is the same for the non-depressed class.

The feature extraction was tested in the dataset with N-grams with count vectorizer only and N-grams with count vectorizer and TF-IDF vectorizer. Fig. 7 illustrates that the TF-IDF method that integrates N-grams improves classifier performance.
6 Conclusion and Future Work

Based on the results discussed above, Arabic people do share their feelings on Twitter. The results show that depressed people demonstrate specific behaviors within their tweets. Users do not show a lot of interaction with others based on their mentions count, and they often use negative words to describe their symptoms, like suicidal thoughts or sleeping disorders. Further, though these users do not extensively use emojis, they do use them in a negative way. This study evaluated the consistent
behavior of Tweets to train a supervised machine learning model. Arabic Tweets were collected and labeled manually into (“depressed,” “non-depressed,” and “neutral”) categories, a label (“neutral”) was added to expand the diversity of user tweets. After pre-processing the dataset, six different supervised machine learning text classifiers were used to predict which Twitter users were depressed. The optimal performance of this research was obtained by RF with an accuracy of 82.39%.

In terms of future work, the performance of the machine learning model might be improved by increasing the size of the collected dataset, testing more classifiers, and including additional features in the dataset such as the time of Tweets.
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