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Abstract. For a certain finite graph $E$, we consider the corresponding finite dimensional algebra $A$ with radical square zero. An explicit compact generator for the homotopy category of acyclic complexes of injective (resp. projective) modules over $A$, called the injective (resp. projective) Leavitt complex of $E$, was constructed in [18] (resp. [19]). We overview the connection between the injective (resp. projective) Leavitt complex and the Leavitt path algebra of $E$. A differential graded bimodule structure, which is right quasi-balanced, is endowed to the injective (resp. projective) Leavitt complex in [18] (resp. [19]). We prove that the injective (resp. projective) Leavitt complex is not left quasi-balanced.

1. Introduction

Let $A$ be a finite dimensional algebra over a field $k$. We denote by $K_{ac}(A\text{-Inj})$ the homotopy category of acyclic complexes of injective $A$-modules which is called the stable derived category of $A$ in [16]. This category is a compactly generated triangulated category such that its subcategory of compact objects is triangle equivalent to the singularity category [4, 22] of $A$.

In general, it seems very difficult to give an explicit compact generator for the stable derived category of an algebra. An explicit compact generator, called the injective Leavitt complex, for the homotopy category $K_{ac}(A\text{-Inj})$ in the case that the algebra $A$ is with radical square zero was constructed in [18]. This terminology is justified by the following result: the differential graded endomorphism algebra of the injective Leavitt complex is quasi-isomorphic to the Leavitt path algebra in the sense of [2, 3]. Here, the Leavitt path algebra is naturally $Z$-graded and viewed as a differential graded algebra with trivial differential.

We denote by $K_{ac}(A\text{-Proj})$ the homotopy category of acyclic complexes of projective $A$-modules. This category is a compactly generated triangulated category whose subcategory of compact objects is triangle equivalent to the opposite category of the singularity category of the opposite algebra $A^{op}$. An explicit compact generator, called the projective Leavitt complex, for the homotopy category $K_{ac}(A\text{-Proj})$ in the case that $A$ is an algebra with radical square zero was constructed in [19]. It is show that the opposite differential graded endomorphism algebra of the projective Leavitt complex of a finite quiver without sources is quasi-isomorphic to the Leavitt path algebra of the opposite graph [19].

We recall the constructions of the injective and projective Leavitt complexes. We overview the connection between the injective and projective Leavitt complex and the Leavitt path algebra of the given graph. A differential graded bimodule structure, which is right quasi-balanced, is endowed to the injective and projective Leavitt complex in [18] and [19]. We prove that the injective and projective Leavitt complex is not left quasi-balanced.
2. Preliminaries

In this section we recall some notations on compactly generated triangulated categories and differential graded algebras.

2.1. Triangulated categories. The construction of derived categories for an arbitrary abelian category goes back to the inspiration of Grothendieck in the early sixties in order to formulate Grothendieck’s duality theory for schemes [10]. The formulation in terms of triangulated categories was achieved by Verdier in the sixties and an account of this is published in Verdier [29]. Happel [11, 12] investigated the derived category of bounded complexes of the category of modules over a finite dimensional algebra. Rickard introduced the concept of tilting complex [24, 25, 26] in order to investigate the derived category. Now triangulated categories and derived categories have become an important tool in many branches of algebraic geometry, algebraic analysis, non-commutative algebraic geometry, representation theory, and so on.

For the definition of a triangulated category, refer to [12, §1.1], [21, §1.3], etc. Homotopy categories and derived categories over an abelian category are classical examples of triangulated categories (refer to [12, §1.3] etc).

We recall the triangulated structure for the homotopy category. We first recall that a complex \( X^\bullet = (X^i, d^i_X)_{i \in \mathbb{Z}} \) over an abelian category \( \mathcal{A} \) is by definition a collection of objects \( X^i \) in \( \mathcal{A} \) and morphisms \( d^i_X : X^i \to X^{i+1} \) in \( \mathcal{A} \) such that \( d^{i+1}_X \circ d^i_X = 0 \) for all \( i \in \mathbb{Z} \). Usually we write a complex \( X^\bullet = (X^i, d^i_X)_{i \in \mathbb{Z}} \) as

\[
\cdots \to X^{i-1} \xrightarrow{d^{i-1}_X} X^i \xrightarrow{d^i_X} X^{i+1} \to \cdots
\]

Let \( A \) be a finite dimensional algebra over a field \( k \). Denote by \( A\text{-Mod} \) the category of left \( A \)-modules and \( K(A\text{-Mod}) \) its homotopy category. For a complex \( X^\bullet = (X^i, d^i_X)_{i \in \mathbb{Z}} \) of \( A \)-modules, the complex \( X^\bullet[1] \) is given by \((X^\bullet[1])^i = X^{i+1} \) and \( d^i_{X[1]} = -d^{i+1}_X \) for \( i \in \mathbb{Z} \). For a chain map \( f^\bullet : X^\bullet \to Y^\bullet \), its mapping cone \( \text{Con}(f^\bullet) \) is a complex such that \( \text{Con}(f^\bullet) = X^\bullet[1] \oplus Y^\bullet \) with the differential \( d^\text{Con}(f^\bullet) = \begin{pmatrix} d^{i+1}_X & 0 \\ f^{i+1} & d^i_Y \end{pmatrix} \). Each triangle in \( K(A\text{-Mod}) \) is isomorphic to

\[
X^\bullet \xrightarrow{f^\bullet} Y^\bullet \xrightarrow{\begin{pmatrix} 0 \\ 1 \end{pmatrix}} \text{Con}(f^\bullet) \xrightarrow{\begin{pmatrix} 1 & 0 \end{pmatrix}} X^\bullet[1]
\]

for some chain map \( f^\bullet \).

2.2. Compactly generated triangulated categories. For a triangulated category \( \mathcal{T} \), a thick subcategory of \( \mathcal{T} \) is a triangulated subcategory of \( \mathcal{T} \) which is closed under direct summands. Let \( S \) be a class of objects in \( \mathcal{T} \). We denote by \( \text{thick}(S) \) the smallest thick subcategory of \( \mathcal{T} \) containing \( S \). If \( T \) has arbitrary coproducts, we denote by \( \text{Loc}(S) \) the smallest triangulated subcategory of \( \mathcal{T} \) which contains \( S \) and is closed under arbitrary coproducts. By [6, Proposition 3.2] we have that \( \text{thick}(S) \subseteq \text{Loc}(S) \).

For a triangulated category \( \mathcal{T} \) with arbitrary coproducts, an object \( M \) in \( \mathcal{T} \) is compact if the functor \( \text{Hom}_\mathcal{T}(M, -) \) commutes with arbitrary coproducts. Denote by \( \mathcal{T}^c \) the full subcategory consisting of compact objects; it is a thick subcategory.

A triangulated category \( \mathcal{T} \) with arbitrary coproducts is compactly generated [14, 20] if there exists a set \( S \) of compact objects such that any nonzero object \( T \) satisfies that \( \text{Hom}_\mathcal{T}(S, T[n]) \neq 0 \) for some \( S \in S \) and \( n \in \mathbb{Z} \). Here, \([n] \) is the \( n \)-power of the shift function of \( \mathcal{T} \). This is equivalent to the condition that \( \mathcal{T} = \text{Loc}(S) \), in which case we have \( \mathcal{T}^c = \text{thick}(S) \); see [20, Lemma 3.2]. If the above set \( S \) consists of a single object \( S \), we call \( S \) a compact generator of \( \mathcal{T} \).
Let $A\text{-Inj}$ be the category of injective $A$-modules. Denote by $K(A\text{-Inj})$ the homotopy category of complexes of injective $A$-modules, which is a triangulated subcategory of $K(A\text{-Mod})$ that is closed under coproducts. By [16, Proposition 2.3(1)] $K(A\text{-Inj})$ is a compactly generated triangulated category.

Denote by $K_{ac}(A\text{-Inj})$ the full subcategory of $K(A\text{-Inj})$ formed by acyclic complexes of injective $A$-modules. The homotopy category $K_{ac}(A\text{-Inj})$ is called the stable derived category of $A$ in [16]. This category is a compactly generated triangulated category such that its subcategory of compact objects is triangle equivalent to the singularity category [4, 22] of $A$.

We denote by $K_{ac}(A\text{-Proj})$ the homotopy category of acyclic complexes of projective $A$-modules. This category is a compactly generated triangulated category whose subcategory of compact objects is triangle equivalent to the opposite category of the singularity category of the opposite algebra $A^{\text{op}}$.

In the last decade, Leavitt path algebras of directed graphs [2, 3] were introduced as an algebraisation of graph $C^*$-algebras [17, 23] and in particular Cuntz–Krieger algebras [8].

For a finite directed graph $E$, S. Paul Smith [28] describes the quotient category

$$Q\text{Gr}(kE) := \text{Gr}(kE)/F\text{dim}(kE)$$

of graded $kE$-modules modulo those that are the sum of their finite dimensional submodules in terms of the category of graded modules over the Leavitt path algebra of $E_0$ over a field $k$. Here, $kE$ is the path algebra of $E$ and $E_0$ is the graph without sources or sinks that is obtained by repeatedly removing all sinks and sources from $E$. The full subcategory $\text{ggr}(kE)$ of finitely presented objects in $Q\text{Gr}(kE)$ is triangulated equivalent to the singularity category of the radical square zero algebra $kE/kE_{\geq 2}$; see [28, Theorem 7.2].

The homotopy categories $K_{ac}(A\text{-Inj})$ and $K_{ac}(A\text{-Proj})$ were described as derived categories of Leavitt path algebras, in the case that $A$ is an algebra with radical square zero associated to a certain finite directed graph; see [7, Theorem 6.1] and [7, Theorem 6.2].

In general, it seems very difficult to give an explicit compact generator for the stable derived category of an algebra or the homotopy category of acyclic complexes of projective modules over an algebra. An explicit compact generator for the homotopy categories $K_{ac}(A\text{-Inj})$ and $K_{ac}(A\text{-Proj})$, were constructed in [18] and [19] respectively, in the case that the algebra $A = kE/kE_{\geq 2}$ is with radical square zero, where $E$ is a finite directed graph without sources or sinks.

2.3. Differential graded algebras. Differential graded (dg for short) algebras appeared in [15]. They found applications in the representation theory of finite-dimensional algebras in the seventies; see [9, 27]. The idea to use dg categories to ‘enhance’ triangulated categories goes back at least to Bondal-Kapranov [5], who were motivated by the study of exceptional collections of coherent sheaves on projective varieties.

We recall from [14] some notation on differential graded modules. Let $A = \bigoplus_{n \in \mathbb{Z}} A^n$ be a $\mathbb{Z}$-graded algebra. For a (left) graded $A$-module $M = \bigoplus_{n \in \mathbb{Z}} M^n$, elements $m$ in $M^n$ are said to be homogeneous of degree $n$, denoted by $|m| = n$.

A differential graded algebra (dg algebra for short) is a $\mathbb{Z}$-graded algebra $A$ with a differential $d : A \rightarrow A$ of degree one such that $d(ab) = d(a)b + (-1)^{|a|}ad(b)$ for homogenous elements $a, b \in A$.

A (left) differential graded $A$-module (dg $A$-module for short) $M$ is a graded $A$-module $M = \bigoplus_{n \in \mathbb{Z}} M^n$ with a differential $d_M : M \rightarrow M$ of degree one such that $d_M(am) = da(m) + (-1)^{|a|}a \cdot d_M(m)$ for homogenous elements $a \in A$ and $m \in M$.

A morphism of dg $A$-modules is a morphism of $A$-modules preserving degrees and
commuting with differentials. A right differential graded \( A \)-module (right dg \( A \)
module for short) \( N \) is a right graded \( A \)-module \( N = \bigoplus_{n \in \mathbb{Z}} N^n \) with a differential \( d_N : N \to N \) of degree one such that \( d_N(m \cdot a) = d_N(m) \cdot a + (-1)^{m}m \cdot d(a) \) for homogenous elements \( a \in A \) and \( m \in N \). Here, we use central dots to denote the \( A \)-module action.

Let \( B \) be another dg algebra. Recall that a dg \( A-B \)-bimodule \( M \) is a left dg \( A \)-module as well as a right dg \( B \)-module such that \((a \cdot m) \cdot b = a \cdot (m \cdot b)\) for \( a \in A \), \( m \in M \) and \( b \in B \).

Let \( M, N \) be (left) dg \( A \)-modules. We have a \( \mathbb{Z} \)-graded vector space

\[
\text{Hom}_A(M, N) = \bigoplus_{n \in \mathbb{Z}} \text{Hom}_A(M, N)^n
\]

such that each component \( \text{Hom}_A(M, N)^n \) consists of \( k \)-linear maps \( f : M \to N \) satisfying \( f(M^i) \subseteq N_i+n \) for all \( i \in \mathbb{Z} \) and \( f(a \cdot m) = (-1)^{n}a \cdot f(m) \) for all homogenous elements \( a \in A \). The differential on \( \text{Hom}_A(M, N) \) sends \( f \in \text{Hom}_A(M, N)^n \) to \( d_N \circ f \circ d_M \in \text{Hom}_A(M, N)^{n+1} \). Furthermore, \( \text{End}_A(M) := \text{Hom}_A(M, M) \) becomes a dg algebra with this differential and the usual composition as multiplication. The dg algebra \( \text{End}_A(M) \) is usually called the dg endomorphism algebra of \( M \).

We denote by \( A^{\text{opp}} \) the opposite dg algebra of a dg algebra \( A \). More precisely, \( A^{\text{opp}} = A \) as graded spaces with the same differential, and the multiplication \( " \circ " \) on \( A^{\text{opp}} \) is given by \( a \circ b = (-1)^{|a||b|}ba \).

Let \( B \) be another dg algebra. Recall that a right dg \( B \)-module is a left dg \( B^{\text{opp}} \)
module via \( bm = (-1)^{|b||m|}m \cdot b \) for homogenous elements \( b \in B \), \( m \in M \). For a dg \( A-B \)-bimodule \( M \), the canonical map \( A \to \text{End}_{B^{\text{opp}}}(M) \) is a homomorphism of dg algebras, sending \( a \) to \( l_a \) with \( l_a(m) = a \cdot m \) for \( a \in A \) and \( m \in M \). Similarly, the canonical map \( B \to \text{End}_A(M)^{\text{opp}} \) is a homomorphism of dg algebras, sending \( b \) to \( r_b \) with \( r_b(m) = (-1)^{|b||m|}m \cdot b \) for homogenous elements \( b \in B \) and \( m \in M \).

A dg \( A-B \)-bimodule \( M \) is called right quasi-balanced provided that the canonical homomorphism \( B \to \text{End}_A(M)^{\text{opp}} \) of dg algebras is a quasi-isomorphism; see [7, 2.2]. Dually a dg \( A-B \)-bimodule \( M \) is called left quasi-balanced provided that the canonical homomorphism \( A \to \text{End}_{B^{\text{opp}}}(M) \) of dg algebras is a quasi-isomorphism.

Denote by \( K(A) \) the homotopy category and by \( D(A) \) the derived category of left dg \( A \)-modules; they are triangulated categories with arbitrary coproducts. For a dg \( A-B \)-bimodule \( M \) and a left dg \( A \)-module \( N \), \( \text{Hom}_A(M, N) \) has a natural structure of left dg \( B \)-module.

Recall that \( \text{Loc}(M) \subseteq K(A) \) is the smallest triangulated subcategory of \( K(A) \) which contains \( M \) and is closed under arbitrary coproducts. If \( M \) is a compact object in \( \text{Loc}(M) \) and a dg \( A-B \)-bimodule which is right quasi-balanced, then we have a triangle equivalence

\[
\text{Hom}_A(M, -) : \text{Loc}(M) \xrightarrow{\sim} D(B),
\]

see [7, Proposition 2.2]; compare [14, 4.3] and [16, Appendix A].

3. The injective Leavitt complex of a finite graph without sinks

In this section, we recall the construction of the injective Leavitt complex of a finite graph without sinks and prove that the injective Leavitt complex is not left quasi-balanced.

3.1. The injective Leavitt complex. Let \( E = (E^0, E^1; s, t) \) be a finite (directed) graph. A path in the graph \( E \) is a sequence \( p = \alpha_1 \cdots \alpha_{n} \) of edges with \( t(\alpha_j) = s(\alpha_{j+1}) \) for \( 1 \leq j \leq n-1 \). The length of \( p \), denoted by \( l(p) \), is \( n \). The starting vertex of \( p \), denoted by \( s(p) \), is \( s(\alpha_1) \). The terminating vertex of \( p \), denoted by
$t(p)$, is $t(\alpha_n)$. We identify an edge with a path of length one. We associate to each vertex $i \in E^0$ a trivial path $e_i$ of length zero. Set $s(e_i) = i = t(e_i)$. Denote by $E^n$ the set of all paths in $E$ of length $n$ for each $n \geq 0$. Recall that a vertex of $E$ is a sink if there is no edge starting at it.

Let $E$ be a finite graph without sinks. For any vertex $i \in E^0$, fix an edge $\gamma$ with $s(\gamma) = i$. We call the fixed edge the special edge starting at $i$. For a special edge $\alpha$, we set

$$S(\alpha) = \{ \beta \in E^1 \mid s(\beta) = s(\alpha), \beta \neq \alpha \}. \quad (3.1)$$

We mention that the terminology “special edge” is taken from [1].

The following notion is inspired by a basis for Leavitt path algebra (refer to [1] and [13] for the basis).

**Definition 3.1.** For two paths $p = \alpha_m \cdots \alpha_1$ and $q = \beta_n \cdots \beta_1$ in $E$ with $m, n \geq 1$, we call the pair $(p, q)$ an admissible pair in $E$ if $t(p) = t(q)$, and either $\alpha_m \neq \beta_n$, or $\alpha_m = \beta_n$ is not special. For each path $r$ in $E$, we define two additional admissible pairs $(r, e_t(r))$ and $(e_{t(r)}, r)$ in $E$.

For each vertex $i \in E^0$ and $l \in \mathbb{Z}$, set

$$B^i_l = \{ (p, q) \mid (p, q) \text{ is an admissible pair with } l(q) - l(p) = l \text{ and } s(q) = i \}. \quad (3.2)$$

The above set $B^i_l$ is not empty for each vertex $i$ and each integer $l$; see [18, Lemma 1.2].

Let $E$ be a finite quiver without sinks. Set $A = kE/kE^2$ to be the corresponding finite dimensional algebra with radical square zero. Indeed, $A = kE^0 \oplus kE^1$ as a $k$-vector space and its Jacobson radical $\text{rad}A = kE^1$ satisfying $(\text{rad}A)^2 = 0$.

Denote by $I_i = D(e_iA)$ the injective left $A$-module for each $i \in E^0$, where $(e_iA)_A$ is the indecomposable projective right $A$-module and $D = \text{Hom}_k(\_, k)$ denotes the standard $k$-duality. Denote by $\{ e^1_i \} \cup \{ \alpha^i | \alpha \in E^1, t(\alpha) = i \}$ the basis of $I_i$, which is dual to the basis $\{ e_i \} \cup \{ \alpha | \alpha \in E^1, t(\alpha) = i \}$ of $e_iA$.

For a set $X$ and an $A$-module $M$, the coproduct $M^{(X)}$ will be understood as $\bigoplus_{x \in X} M_{\zeta_x}$, where each component $M_{\zeta_x}$ is $M$. For an element $m \in M$, we use $m_{\zeta_x}$ to denote the corresponding element in $M_{\zeta_x}$.

For a path $p = \alpha_n \cdots \alpha_2 \alpha_1$ in $E$ of length $n \geq 2$, we denote by $\hat{p} = \alpha_{n-1} \cdots \alpha_1$ and $\bar{p} = \alpha_n \cdots \alpha_2$ the two truncations of $p$. For an edge $\alpha$, denote by $\hat{\alpha} = e_{s(\alpha)}$ and $\bar{\alpha} = e_{t(\alpha)}$.

**Definition 3.2.** Let $E$ be a finite graph without sinks. The injective Leavitt complex $I^* = (I^l, \partial^l)_{l \in \mathbb{Z}}$ of $E$ is defined as follows:

(1) the $l$-th component $I^l = \bigoplus_{i \in E^0} I_i(B^i_l)$;
(2) the differential $\partial^l : I^l \to I^{l+1}$ is given by $\partial^l(e^1_i \zeta_{(p, q)}) = 0$ and

$$\partial^l(\alpha^i \zeta_{(p, q)}) = \begin{cases} e^i_{s(\alpha)} \zeta_{(\hat{p}, e_{r(\alpha)})} - \sum_{\beta \in S(\alpha)} e^i_{s(\beta)} \zeta_{(\beta, \bar{p})}, & \text{if } q = e_i, \ p = \alpha \bar{p} \\
0, & \text{otherwise}, \end{cases}$$

for any $i \in E^0$, $(p, q) \in B^i_l$ and $\alpha \in E^1$ with $t(\alpha) = i$. Here, the set $S(\alpha)$ is defined in (3.1).

Each component $I^l$ is an injective $A$-module. The differentials $\partial^l$ are $A$-module morphisms. Indeed, $I^*$ is an acyclic complex of injective $A$-modules; see [18, Proposition 1.9].
Example 3.3. Let $E$ be the following graph with one vertex and $n$ loops with $n \geq 2$.

We choose $\alpha_1$ to be the special edge. Let $e$ be the trivial path corresponding to the unique vertex. Set $B^1$ to be the set of admissible pairs $(p, q)$ in $E$ with $l(q) - l(p) = l$ for each $l \in \mathbb{Z}$. A pair $(p, q)$ of paths lies in $B^1$ if and only if $l(q) - l(p) = l$ and $p, q$ do not end with $\alpha_1$ simultaneously. In particular, the set $B^1$ is infinite.

The corresponding algebra $A$ with radical square zero has a $k$-basis $\{e, \alpha_1, \cdots, \alpha_n\}$. Set $I = D(A_2)$. Then the injective Leavitt complex $\mathcal{I}^\bullet$ of $E$ is as follows.

$$
\cdots \rightarrow f(B^{-1}) \xrightarrow{\partial^{-1}} f(B^0) \xrightarrow{\partial^0} f(B^1) \xrightarrow{\partial^1} \cdots
$$

We write the differential $\partial^{-1}$ explicitly:

$$
\partial^{-1}(\alpha_i^q \zeta_{(p, q)}) = e^q \zeta_{(p, q, \alpha_1)},
$$

for $2 \leq i \leq n$ and $\partial^{-1}(\alpha_1^q \zeta_{(p, q)}) = \begin{cases} 
\sum_{i=2}^n e^q \zeta_{(p, q, \alpha_i)} & \text{if } q = e \text{ and } p = \alpha_1; \\
e^q \zeta_{(p, q, \alpha_1)} & \text{otherwise},
\end{cases}
$$

for $(p, q) \in B^{-1}$.

Recall that the Leavitt path algebra $L_k(E)$ of a finite graph $E$ is the $k$-algebra generated by the set $\{v \mid v \in E^0\} \cup \{e \mid e \in E^1\} \cup \{e^* \mid e \in E^1\}$ subject to the following relations:

1. $v w = \delta_{v, w} v$ for every $v, w \in E^0$;
2. $t(e) e = e s(e) = e$ for all $e \in E^1$;
3. $e^* t(e) = s(e) e^* = e^*$ for all $e \in E^1$;
4. $\sum_{e \in E^1 \mid s(e) = v} e^* e = v$ for every $v \in E^0$ which is not a sink.

Here, $\delta$ is the Kronecker symbol. The relations (3) and (4) are called Cuntz-Krieger relations. The relation (3) is called (CK1)-relation and (4) is called (CK2)-relation. The elements $e^*$ for $e \in E^1$ are called ghost arrows.

If $p = e_n \cdots e_2 e_1$ is a path in $E$ of length $n \geq 1$, we define $p^* = e_1^* e_2^* \cdots e_n^*$. For convention, we set $v^* = v$ for $v \in E^0$. We observe by (2) that for paths $p, q$ in $E$, $p^* q = 0$ for $t(p) \neq t(q)$.

Recall that the Leavitt path algebra is naturally $\mathbb{Z}$-graded by the length of paths. In what follows, we write $B = L_k(E)^{op}$, which is the opposite algebra of $L_k(E)$. Then $B$ is a $\mathbb{Z}$-graded algebra. We view $B$ as a dg algebra with trivial differential.

Consider $A = kE/kE^2$ as a dg algebra concentrated on degree zero. Recall the injective Leavitt complex $\mathcal{I}^\bullet = \mathcal{B}_{I \in \mathbb{Z}} \mathcal{I}^I$, which is a left dg $A$-module. By [18, Proposition 3.6], $\mathcal{I}^\bullet$ is a right dg $B$-module and a dg $A$-$B$-bimodule.

The following theorem demonstrates the role of the injective Leavitt complex in the stable category and establishes a connection between the injective Leavitt complex and the Leavitt path algebra, which justifies the terminology.

**Theorem 1** Let $E$ be a finite graph without sinks, and let $A = kE/kE^{\geq 2}$ be the corresponding algebra with radical square zero.

1. The injective Leavitt complex $\mathcal{I}^\bullet$ of $E$ is a compact generator for the homotopy category $\mathbf{K}_{\text{cd}}(A$-$\text{Inj})$.

2. The dg $A$-$B$-bimodule $\mathcal{I}^\bullet$ is right quasi-balanced. In particular, the dg endomorphism algebra $\text{End}_A(\mathcal{I}^\bullet)$ is quasi-isomorphic to the Leavitt path algebra.
$L_k(E)$. Here, $L_k(E)$ is naturally $\mathbb{Z}$-graded and viewed as a dg algebra with trivial differential.

For the proof of Theorem 1, refer to [18, Theorem 2.13] and [18, Theorem 4.2].

There is a unique right $B$-module morphism $\psi : B \to \mathcal{I}^\bullet$ with

$$\psi(1) = \sum_{i \in E^0} e_i^\sharp \zeta_{(e_i,e_i)}.$$ 

Here, $1$ is the unit of $B$. For each edge $\beta \in E^1$, there is a unique right $B$-module morphism $\psi_{\beta} : B \to \mathcal{I}^\bullet$ with $\psi_{\beta}(1) = \beta^\sharp \zeta_{(e_{(\beta)},e_{(\beta)})}$. Let $(p,q)$ be an admissible pair in $E$. We have $\sum_{i \in E^0} e_i^\sharp \zeta_{(e_i,e_i)} \cdot p^* q = e_{s(q)}^\sharp \zeta_{(p,q)}$ and $\beta^\sharp \zeta_{(e_i,e_i)} \cdot p^* q = \delta_{i,s(q)} \delta^\sharp \zeta_{(p,q)}$ for each edge $\beta \in E^1$ with $t(\beta) = i$. It follows that

$$\psi(p^* q) = e_{s(q)}^\sharp \zeta_{(p,q)} \quad \text{and} \quad \psi_{\beta}(p^* q) = \delta_{s(q),s(\beta)} \delta^\sharp \zeta_{(p,q)}. \quad (3.3)$$

It follows that $\psi$ is injective and $\text{Im} \psi_{\beta} \cong e_{t(\beta)} B$ for each $\beta \in E^1$. Consider the gradings of $B$ and $\mathcal{I}^\bullet$. We have that $\psi$ and $\psi_{\beta}$ for $\beta \in E^1$ are right $B$-module morphisms.

Set $\Psi = (\psi_{\beta} : \beta \in E^1) : B \oplus B(E^1) \to \mathcal{I}^\bullet$. The map $\Psi$ is a graded right $B$-module morphism.

Lemma 3.4. The above morphism $\Psi$ is surjective and the injective Leavitt complex $\mathcal{I}^\bullet$ of $E$ is a graded projective right $B$-module.

Proof. For each $i \in E^0$, $l \in \mathbb{Z}$ and $(p,q) \in B^l_i$, we have that $e_i^{\sharp} \zeta_{(p,q)} = \psi_{\beta}(p^* q)$ and $\alpha^{\sharp} \zeta_{(p,q)} = \psi_{\beta}(p^* q)$ for each edge $\alpha \in E^1$ with $t(\alpha) = i$. Then $\Psi$ is surjective and $\mathcal{I}^\bullet = \text{Im} \Psi$. Observe that $\text{Im} \Psi = \text{Im} \psi + \sum_{\beta \in E^1} \text{Im} \psi_{\beta} = \text{Im} \psi \oplus (\oplus_{\beta \in E^1} \text{Im} \psi_{\beta})$. Then $\text{Im} \Psi \cong B \oplus (\oplus_{\beta \in E^1} e_{t(\beta)} B)$ and we are done. \hfill $\Box$

The following observation implies that the dg $A$-$B$-bimodule $\mathcal{I}^\bullet$ is not left quasi-balanced. In other words, the canonical dg algebra homomorphism $A \to \text{End}_{B^{op}}(\mathcal{I}^\bullet)$ is not a quasi-isomorphism. Indeed, we infer from the observation that the dg endomorphism algebra $\text{End}_{B^{op}}(\mathcal{I}^\bullet)$ is acyclic.

Proposition 3.5. We have that $\mathcal{I}^\bullet = 0$ in the homotopy category of right dg $B$-modules.

Proof. Recall from (3.3) the right $B$-module morphisms $\psi$ and $\psi_{\beta}$ for $\beta \in E^1$. For each $l \in \mathbb{Z}$, the set $\{ e_i^\sharp \zeta_{(p,q)} | \alpha^{\sharp} \zeta_{(p,q)} \} \in E^0, (p,q) \in B^l_i$ and $\alpha \in E^1$ with $t(\alpha) = i$ is a $k$-basis of $\mathcal{I}^l$. We define a $k$-linear map $h^l : \mathcal{I}^l \to \mathcal{I}^{l-1}$ such that

$$\begin{cases} h^l(\alpha^\sharp \zeta_{(p,q)}) = 0; \\
    h^l(e_i^\sharp \zeta_{(p,q)}) = \sum_{\beta \in E^1 \mid s(\beta) = i} \psi_{\beta}(p^* q \beta^*) ,
\end{cases}$$

for each $i \in E^0$, $l \in \mathbb{Z}$, $(p,q) \in B^l_i$, and $\alpha \in E^1$ with $t(\alpha) = i$. Here, $p^* q \beta^*$ is the multiplication of $p^* q$ and $\beta^*$ in $L_k(E)$. For any element $b \in L_k(E)^0 e_{i_1}$, we have

$$h^l(\psi_{\beta}(b)) = \sum_{\beta \in E^1 \mid s(\beta) = i} \psi_{\beta}(b \beta^*).$$

Recall that $\psi$ and $\psi_{\beta}$ for $\beta \in E^1$ are right $B$-module morphisms. Then we have that $h = (h^l)_{l \in \mathbb{Z}}$ is right graded $B$-module morphisms of degree $-1$. In other words, we have $h \in \text{End}_{B^{op}}(\mathcal{I}^\bullet)^{1-}$. 


It suffices to prove that \( \partial^{l-1} \circ h^{l} + h^{l+1} \circ \partial^{l} = \text{Id}_{\mathcal{T}} \) for each \( l \in \mathbb{Z} \). For each \( i \in E^0 \), \( l \in \mathbb{Z} \) and \( (p,q) \in B^l \), we have that
\[
(\partial^{l-1} \circ h^{l} + h^{l+1} \circ \partial^{l})(e^i_{\tau}(q_{p,q})) = \sum_{\{\beta \in E^1 \mid s(\beta) = i\}} (\partial^{l-1} \circ \psi_{\beta})(p^*q\beta^*) \\
= \sum_{\{\beta \in E^1 \mid s(\beta) = i\}} \psi(p^*q\beta^*\beta) \\
= e^i_{\tau}(q_{p,q}),
\]
where the second equality uses [18, Lemma 3.7] and the last equality uses the (CK2)-relation for the Leavitt path algebra. Similarly, we have
\[
(\partial^{l-1} \circ h^{l} + h^{l+1} \circ \partial^{l})(e^i_{\tau}(p_{p,q})) = \sum_{\{\beta \in E^1 \mid s(\beta) = s(\alpha)\}} \psi(p^*q\alpha) \\
= \alpha^l_{\tau}(q_{p,q})
\]
for \( \alpha \in E^1 \) with \( t(\alpha) = i \). Here, the last equality uses the (CK1)-relation for the Leavitt path algebra. \( \square \)

3.2. The independence of the injective Leavitt complex. We show that the definition of the injective Leavitt complex of \( E \) is independent of the choice of special edges in \( E \).

Denote by \( S \) and \( S' \) two different sets of special edges of \( E \). For each \( i \in E^0 \) and \( l \in \mathbb{Z} \), let \( B^l \) and \( (B^l)' \) be the corresponding sets of admissible pairs with respect to \( S \) and \( S' \) respectively; see (4.2). Define a map \( \Phi_{li} : B^l \to (B^l)' \) such that for \( (p,q) \in B^l \)
\[
\Phi_{li}((p,q)) = \begin{cases} 
(\alpha \hat{p}, \alpha \hat{q}), & \text{if } p = \alpha \hat{p}, q = \alpha \hat{q} \text{ and } \alpha' \in S'; \\
(p,q), & \text{otherwise},
\end{cases}
\]
where \( \alpha \in S \) with \( s(\alpha) = s(\alpha') \). The map \( \Phi_{li} : B^l \to (B^l)' \) is a bijection. In fact, the inverse map of \( \Phi_{li} \) can be defined symmetrically.

Denote by \( \mathcal{I}^* = (\mathcal{I}^l, \partial^l)_{l \in \mathbb{Z}} \) and \( \mathcal{I}'^* = (\mathcal{I}'^l, (\partial')^l)_{l \in \mathbb{Z}} \) the injective Leavitt complexes of \( E \) with \( S \) and \( S' \) sets of special edges, respectively. Let \( \Lambda' \) be the \( k \)-basis of \( L_k(E) \) given by [1, Theorem 1] and [13, Corollary 17] with \( S' \) the set of special edges.

Recall that \( B = L_k(E)^{op} \). The maps \( \psi' : B \to \mathcal{I}'^*, p^*q \mapsto \psi'(q_{p,q}) \) and \( \psi^l : B \to \mathcal{I}^*, p^*q \mapsto \delta_{s(q),t(\beta)} \beta^l_{\tau}(q_{p,q}) \) for \( p^*q \in \Lambda' \) and \( \beta \in E^1 \) are graded right \( B \)-module morphisms.

For each \( l \in \mathbb{Z} \), define a \( k \)-linear map \( \omega^l : \mathcal{I}^l \to (\mathcal{I}'^l)' \) such that \( \omega^l(e^i_{\tau}(q_{p,q})) = \psi'(p^*q) \) and \( \omega^l(e^i_{\tau}(p_{p,q})) = \psi^l(p^*q) \) for \( i \in E^0 \) and \( (p,q) \in B^l \) and \( \alpha \in E^1 \) with \( t(\alpha) = i \). Let \( \omega^\bullet = (\omega^l)_{l \in \mathbb{Z}} : \mathcal{I}^\bullet \to \mathcal{I}'^\bullet \). By definitions we have \( \omega^\bullet \circ \psi = \psi' \) and \( \omega^\bullet \circ \psi = \psi^l \) for each edge \( \beta \in E^1 \). Then we have \( \omega^\bullet \circ \Psi = \Psi' \) with \( \Psi' = (\psi', (\psi'_{\beta})_{\beta \in E^1}) : B \oplus B(E^1) \to \mathcal{I}'^\bullet \) a morphism of graded right \( B \)-modules.

Proposition 3.6. (1) The above map \( \omega^\bullet : \mathcal{I}^\bullet \to \mathcal{I}'^\bullet \) is an isomorphism of complexes of \( A \)-modules.

(2) The above map \( \omega^\bullet : \mathcal{I}^\bullet \to \mathcal{I}'^\bullet \) is an isomorphism of right dg \( B \)-modules.

Proof. (1) We can directly check that \( \omega^l \) is an \( A \)-module map for each \( l \in \mathbb{Z} \). The inverse map of \( \omega^l \) can be defined symmetrically. We have that \( \omega^l \) is an isomorphism.
of $A$-modules for each $l \in \mathbb{Z}$. It remains to prove that $\omega^*$ is a chain map of complexes. For each $i \in E^0$, $l \in \mathbb{Z}$ and $(p, q) \in B^l_i$, since $((\delta^j)^* \circ \omega^j)(e^i_\zeta(p, q)) = 0 = (\omega^{j+1} \circ \delta^j)(e^i_\zeta(p, q))$, it suffices to prove that $((\delta^j)^* \circ \omega^j)(\alpha^i_\zeta(p, q)) = (\omega^{j+1} \circ \delta^j)(\alpha^i_\zeta(p, q))$ for $\alpha \in E^l$ with $t(\alpha) = i$. By [18, Lemma 3.7], we have that $((\delta^j)^* \circ \omega^j)(\alpha^i_\zeta(p, q)) = (\delta^j)(\psi_i(p^* q)) = \psi_j(p^* q)$ and $(\omega^{j+1} \circ \delta^j)(\alpha^i_\zeta(p, q)) = \omega^{j+1}(\psi(p^* q)) = \psi^j(p^* q)$. Then we are done.

(2) It remains to prove that $\omega^*$ is a graded right $B$-module morphism. By Lemma 3.4, there exists a graded right $B$-module morphism $\Xi : T^* \longrightarrow B \otimes B(E^1)$ such that $\Psi \circ \Xi = \text{Id}_{T^*}$. Since $\omega^* \circ \Psi = \Psi'$, we have that $\omega^* = \omega^* \circ (\Psi \circ \Xi) = \Psi' \circ \Xi$ is a composition of graded right $B$-module morphisms. □

4. The Projective Leavitt Complex of a Finite Graph without Sources

In this section, we recall the construction of the projective Leavitt complex of a finite graph without sources and prove that the projective Leavitt complex is not left quasi-balanced.

4.1. The Projective Leavitt Complex. Let $E$ be a finite graph without sources. For a vertex $i \in E^0$, fix an edge $\gamma$ with $t(\gamma) = i$. We call the fixed edge the associated edge of $i$. For an associated edge $\alpha$, we set

$$T(\alpha) = \{ \beta \in E^1 \mid t(\beta) = t(\alpha), \beta \neq \alpha \}. \quad (4.1)$$

**Definition 4.1.** For two paths $p = \alpha_m \cdots \alpha_2 \alpha_1$ and $q = \beta_n \cdots \beta_2 \beta_1$ with $m, n \geq 1$, we call the pair $(p, q)$ an associated pair in $E$ if $s(p) = s(q)$, and either $\alpha_1 \neq \beta_1$, or $\alpha_1 = \beta_1$ is not associated. In addition, we call $(p, e_{s(p)})$ and $(e_{s(p)}, p)$ associated pairs in $E$ for each path $p$ in $E$.

For each vertex $i \in Q_0$ and $l \in \mathbb{Z}$, set

$$\Lambda^l_i = \{ (p, q) \mid (p, q) \text{ is an associated pair with } l(q) - l(p) = l \text{ and } t(p) = i \}. \quad (4.2)$$

The set $\Lambda^l_i$ is not empty for each vertex $i$ and each integer $l$; see [19, Lemma 2.2].

Recall that $A = kE/kE_{\geq 2}$ is a finite dimensional algebra with radical square zero. Denote by $P_i = A e_i$ the indecomposable projective left $A$-module for $i \in E^0$.

**Definition 4.2.** Let $E$ be a finite quiver without sources. The projective Leavitt complex $P^* = (P^l, \delta^l)_{l \in E^0}$ of $E$ is defined as follows:

1. the $l$-th component $P^l = \bigoplus_{i \in E^0} P_i(\Lambda^l_i)$,
2. the differential $\delta^l : P^l \longrightarrow P^{l+1}$ is given by $\delta^l(\alpha^i_\zeta(p, q)) = 0$ and

$$\delta^l(e_i^\zeta(p, q)) = \begin{cases} \beta^i_\zeta(p, q), & \text{if } p = \beta \hat{p}; \\ \sum_{(\beta \in E^1 \mid t(\beta) = i)} \beta^i_\zeta(e_{s(\beta)}, q) \beta, & \text{if } l(p) = 0, \end{cases}$$

for any $i \in E^0$, $(p, q) \in \Lambda^l_i$ and $\alpha \in E^1$ with $s(\alpha) = i$. □

Each component $P^l$ is a projective $A$-module and the differential $\delta^l$ are $A$-module morphisms. $P^*$ is an acyclic complex of injective $A$-modules; see [19, Proposition 2.7].

**Example 4.3.** Let $E$ be the following graph with one vertex and $n$ loops with $n \geq 2$.

![Graph Diagram]

We choose $\alpha_1$ to be the associated edge. Let $e$ be the trivial path corresponding the unique vertex. Set $\Lambda^1$ to be the set of associated pairs $(p, q)$ in $E$ with $l(q) - l(p) = l$.
for each $l \in \mathbb{Z}$. A pair $(p, q)$ of paths lies in $\Lambda^l$ if and only if $l(q) - l(p) = l$ and $p, q$ do not begin with $\alpha_1$ simultaneously. In particular, the set $\Lambda^l$ is infinite.

The corresponding algebra $A$ with radical square zero has a $k$-basis $\{e, \alpha_1, \cdots, \alpha_n\}$. Set $P = A$. Then the projective Leavitt complex $\mathcal{P}^*$ of $E$ is as follows.

$$\cdots \rightarrow p(A^0) \xrightarrow{\delta^0} p(A^1) \xrightarrow{\delta^1} p(A^2) \rightarrow \cdots$$

We write the differential $\delta^1$ explicitly: $\delta^1(e_{\zeta(p, q)}) = \left\{ \begin{array}{ll} \beta_{\zeta(p, q)}, & \text{if } p = \beta_{\hat{p}}; \\
\sum_{i=1}^n \alpha_i e_{\zeta(p, q_i)}, & \text{if } l(p) = 0, \end{array} \right.$

$\delta^1(\alpha_j e_{\zeta(p, q)}) = 0$ for $1 \leq j \leq n$ and $(p, q) \in \Lambda^1$.

For notation, $E^{op}$ is the opposite graph of $E$. For a path $p$ in $E$, denote by $p^{op}$ the corresponding path in $E^{op}$. The starting and terminating vertices of $p^{op}$ are $t(p)$ and $s(p)$, respectively. For convention, $e^{op}_j = e_j$ for each vertex $j \in E^0$.

In what follows, we write $B = L_k(E^{op})$, which is a $\mathbb{Z}$-graded algebra. We view $B$ as a dg algebra with trivial differential.

Consider $A = kE/kE^{\geq 2}$ as a dg algebra concentrated on degree zero. The projective Leavitt complex $\mathcal{P}^*$ is $\bigoplus_{p \in \mathbb{Z}} \mathcal{P}^p$ is a left dg $A$-module. By [19, Proposition 4.6], $\mathcal{P}^*$ is a right dg $B$-module and a dg $A-B$-bimodule.

The following theorem establishes a connection between the projective Leavitt complex and the Leavitt path algebra, which justifies the terminology.

**Theorem 11** Let $E$ be a finite graph without sources, and let $A = kE/kE^{\geq 2}$ be the corresponding algebra with radical square zero.

1. The projective Leavitt complex $\mathcal{P}^*$ of $E$ is a compact generator for the homotopy category $K_{gr}(A-Proj)$.

2. The dg $A-B$-bimodule $\mathcal{P}^*$ is right quasi-balanced. In particular, the opposite dg endomorphism algebra of the projective Leavitt complex of $E$ is quasi-isomorphic to the Leavitt path algebra $L_k(E^{op})$. Here, $E^{op}$ is the opposite graph of $E$; $L_k(E^{op})$ is naturally $\mathbb{Z}$-graded and viewed as a dg algebra with trivial differential.

For the proof of Theorem II, refer to [19, Theorem 3.7] and [19, Theorem 5.2].

There is a unique right $B$-module morphism $\phi : B \rightarrow \mathcal{P}^*$ with

$$\phi(1) = \sum_{e \in E^0} e_i \zeta(e_i, e_i).$$

Here, 1 is the unit of $B$. For each edge $\beta \in E^1$, there is a unique right $B$-module morphism $\phi_\beta : B \rightarrow \mathcal{P}^*$ with $\phi_\beta(1) = \beta \zeta(\hat{e}_\beta, e^{\beta}_\beta)$. Let $(p, q)$ be an associated pair in $E$. We have $\sum_{e \in E^0} e_i \zeta(e_i, e_i) \cdot (p^{op})^{*} q^{op} = e_t(p) \zeta(p, q)$; and $\beta \zeta(\hat{e}_\beta, e^{\beta}_\beta) \cdot (p^{op})^{*} q^{op} = \delta_{\beta, t(p)} \beta \zeta(p, q)$ for each edge $\beta \in E^1$; see [19, Lemma 4.5]. It follows that

$$\phi((p^{op})^{*} q^{op}) = e_t(p) \zeta(p, q) \quad \text{and} \quad \phi_\beta((p^{op})^{*} q^{op}) = \delta_{\beta, t(p)} \beta \zeta(p, q).$$

(4.3)

It follows that $\phi$ is injective and $\text{Im} \phi_{\beta} \cong e_{\hat{e}_\beta}B$ for each $\beta \in E^1$. Consider the gradings of $B$ and $\mathcal{P}^*$. We have that $\phi$ and $\phi_\beta$ for $\beta \in E^1$ are right graded $B$-module morphisms.

Set $\Phi = \{ \phi, \phi_{\beta_{\beta \in E^1}} : B \oplus B^{(E^1)} \rightarrow \mathcal{P}^* \}$. The map $\Phi$ is a graded right $B$-module morphism.

**Lemma 4.4.** The above morphism $\Phi$ is surjective and the projective Leavitt complex $\mathcal{P}^*$ of $E$ is a graded projective right $B$-module.

**Proof.** For each $i \in E^0$, $l \in \mathbb{Z}$ and $(p, q) \in \Lambda^l$, we have that $e_i \zeta(p, q) = \phi((p^{op})^{*} q^{op})$ and $\alpha \zeta(p, q) = \phi_\alpha((p^{op})^{*} q^{op})$ for each edge $\alpha \in E^1$ with $s(\alpha) = i$. Then $\Phi$ is surjective and $\mathcal{P}^* = \text{Im} \Phi$. Observe that $\text{Im} \Phi = \text{Im} \phi + \sum_{\beta \in E^1} \text{Im} \phi_{\beta} = \text{Im} \phi \oplus (\oplus_{\beta \in E^1} \text{Im} \phi_{\beta})$. Then $\text{Im} \Phi \cong B \oplus (\oplus_{\beta \in E^1} e_{\hat{e}_\beta}B)$ and we are done. \(\square\)
We prove that the dg $A$-$B$-bimodule $P^\bullet$ is not left quasi-balanced. In other words, the canonical dg algebra homomorphism $A \to \text{End}_{B^{opp}}(P^\bullet)$ is not a quasi-isomorphism. Indeed, we infer from the observation that the dg endomorphism algebra $\text{End}_{B^{opp}}(P^\bullet)$ is acyclic.

**Proposition 4.5.** We have that $P^\bullet = 0$ in the homotopy category of right dg $B$-modules.

**Proof.** Recall from (4.3) the right $B$-module morphisms $\phi$ and $\phi_\beta$ for $\beta \in E^1$. For each $l \in \mathbb{Z}$, the set $\{e_i \zeta(p,q), \alpha \zeta(p,q) \mid i \in P^0, (p,q) \in A^1_i \}$ and $\alpha \in E^1$ with $s(\alpha) = i$ is a $k$-basis of $P^l_i$. We define a $k$-linear map $h^l : P^i \to P^{i-1}$ such that $h^l(e_i \zeta(p,q)) = 0$ and

$$h^l(\alpha \zeta(p,q)) = \begin{cases} e_{l(\alpha)} \zeta(e_{l(\alpha)}, \tilde{q}) = \sum_{\beta \in T(\alpha)} e_{l(\alpha)} \zeta(\beta, \tilde{q}) & \text{if } l(p) = 0, \ q = \tilde{q} \alpha \text{ and } \alpha \text{ is associated}; \\
 e_{l(\alpha)} \zeta(\alpha p, q) & \text{otherwise.}
\end{cases}$$

for each $i \in P^0, \ l \in \mathbb{Z}, \ (p,q) \in A^1_i$, and $\alpha \in E^1$ with $s(\alpha) = i$. It follows that $h^l(\phi_\alpha((p^{op})^* q^{op})) = \phi((p^{op})^* q^{op})$. For any element $b \in e_i L_k(E)^i$, we have

$$h^l(\phi_\alpha(b)) = \phi((b^{op})^* b). \quad (4.4)$$

Here, $(b^{op})^* b$ is the multiplication of $b$ and $(b^{op})^*$ in $B = L_k(E^{op})$. Recall that $\phi$ and $\phi_\beta$ for $\beta \in E^2$ are right $B$-module morphisms. Then we have that $h = (h^l)_{l \in \mathbb{Z}}$ is right graded $B$-module morphisms of degree $-1$. In other words, we have $h \in \text{End}_{B^{opp}}(P^\bullet)^{-1}$.

It suffices to prove that $\delta^l - 1 \circ h^l + h^{l+1} \circ \delta^l = \text{Id}_{P^i}$ for each $l \in \mathbb{Z}$. For each $i \in P^0, \ l \in \mathbb{Z}$ and $(p,q) \in A^1_i$, we have that

$$\begin{align*}
(\delta^l - 1 \circ h^l + h^{l+1} \circ \delta^l)(e_i \zeta(p,q)) &= 0 + h^{l+1}(\delta^l(e_i \zeta(p,q))) \\
&= \begin{cases} h^{l+1}(\beta \zeta(p,q)); & \text{if } p = \beta \tilde{p}; \\
h^{l+1}(\sum_{\gamma \in E^1 \mid t(\gamma) = i} \gamma \zeta(e_{l(\gamma)}, \tilde{q}_\gamma)); & \text{if } l(p) = 0.
\end{cases}
\end{align*}$$

where the last equality uses the definition of $h^{l+1}$. Similarly, we have

$$\begin{align*}
(\delta^l - 1 \circ h^l + h^{l+1} \circ \delta^l)(\alpha \zeta(p,q)) &= (\delta^l - 1 \circ h^l)(\alpha \zeta(p,q)) \\
&= (\alpha \zeta(p,q)) \\
&= \delta^l - 1 \left((h^l \circ \phi_\alpha)((p^{op})^* q^{op})\right) \\
&= \delta^l - 1 \left(\phi((\alpha^{op})^* q^{op})\right) \\
&= \sum_{\beta \in E^1 \mid t(\beta) = l(\alpha)} \phi_\beta((\alpha^{op})^{*}((p^{op})^* q^{op})) \\
&= \alpha \zeta(p,q)
\end{align*}$$

for $\alpha \in E^1$ with $s(\alpha) = i$. Here, the third equality uses (4.4), the fourth equality uses [19, Lemma 4.7], and the second last equality uses the (CK1)-relation for the Leavitt path algebra $L_k(E^{op})$. \qed

### 4.2. The independence of the projective Leavitt complex.

We show that the definition of the projective Leavitt complex of $E$ is independent of the choice of associated edges in $E$.

Denote by $H$ and $H'$ two different sets of associated edges of $E$. For each $i \in P^0$ and $l \in \mathbb{Z}$, let $A^1_i$ and $A^1'_i$ be the corresponding sets of associated pairs with respect
to \( H \) and \( H' \) respectively; see (4.2). Define a map \( \tau_i : \Lambda^l_i \to \Lambda^l_i' \) such that for \((p, q) \in \Lambda^l_i\):

\[
\tau_i((p, q)) = \begin{cases} (\tilde{p}\alpha, \tilde{q}\alpha), & \text{if } p = \tilde{p}\alpha', q = \tilde{q}\alpha' \text{ and } \alpha' \in H'; \\ (p, q), & \text{otherwise,} \end{cases}
\]

where \( \alpha \in H \) with \( t(\alpha) = t(\alpha') \). The map \( \tau_i : \Lambda^l_i \to \Lambda^l_i' \) is a bijection. In fact, the inverse map of \( \tau_i \) can be defined symmetrically.

Denote by \( \mathcal{P}^* = (\mathcal{P}^l, \delta^l)_{l \in \mathbb{Z}} \) and \( \mathcal{P}'^* = ((\mathcal{P}'^l)'', (\delta''_l))_{l \in \mathbb{Z}} \) the projective Leavitt complexes of \( E \) with \( H \) and \( H' \) sets of associated edges, respectively.

Recall that \( B = L_k(E^{op}) \). The maps \( \phi' : B \to \mathcal{P}^*'' ((p^{op})^{op} \to e_{(p)}(\zeta_{(p, q)}) \) and \( \phi_{\beta} : B \to \mathcal{P}^*'' ((p^{op})^{op} \to \delta_{(p), s(\beta)}(\delta_{(p, q)} \) with \((p, q) \) an associated pair and \( \beta \in E^1 \) are graded right \( B \)-module morphisms.

For each \( l \in \mathbb{Z} \), define a \( k \)-linear map \( \theta^l : \mathcal{P}^l \to (\mathcal{P}'^l)'' \) such that \( \theta^l(e_{(p)}(\zeta_{(p, q)})) = \phi'((p^{op})^{op} \) and \( \theta^l(\alpha(\zeta_{(p, q)})) = \phi_{\alpha}'((p^{op})^{op} \) for \( i \in E^0 \) and \((p, q) \in \Lambda^l_i \) and \( \alpha \in E^1 \) with \( s(\alpha) = i \). Let \( \theta^* = (\theta^l)_{l \in \mathbb{Z}} : \mathcal{P}^* \to \mathcal{P}'^* \). By definitions we have \( \theta^* \circ \Phi = \Phi' \circ \theta \).

**Proposition 4.6.** (1) The above map \( \theta^* : \mathcal{P}^* \to \mathcal{P}'^* \) is an isomorphism of complexes of \( A \)-modules.

(2) The above map \( \theta^* : \mathcal{P}^* \to \mathcal{P}'^* \) is an isomorphism of right \( dg \) \( B \)-modules.

**Proof.** (1) We can directly check that \( \theta^l \) is an \( A \)-module map for each \( l \in \mathbb{Z} \). The inverse map of \( \theta^l \) can be defined symmetrically. We have that \( \theta^l \) is an isomorphism of \( A \)-modules for each \( l \in \mathbb{Z} \). It remains to prove that \( \theta^* \) is a chain map of complexes.

For each \( i \in E^0, l \in \mathbb{Z} \) and \((p, q) \in \Lambda^l_i \), since \((\delta''_l \circ \theta^l)(\alpha(\zeta_{(p, q)})) = 0 = (\delta''_{l+1} \circ \delta''_l)(\alpha(\zeta_{(p, q)})) \), it suffices to prove that \((\delta'^{l+1} \circ \theta^l)(e_{(p)}(\zeta_{(p, q)})) = (\delta''_{l+1} \circ \theta^l)(e_{(p)}(\zeta_{(p, q)})) \) for \( \alpha \in E^1 \) with \( s(\alpha) = i \). By [19, Lemma 4.7], we have that

\[
((\delta''_{l+1} \circ \theta^l)(e_{(p)}(\zeta_{(p, q)})) = (\delta''_l((p^{op})^{op} \) \]

and

\[
(\delta''_{l+1} \circ \theta^l)(e_{(p)}(\zeta_{(p, q)})) = \sum_{(\beta \in E^1 | t(\beta) = i)} \phi''_{\beta}(\alpha^{op}(p)^{op} q^{op})).
\]

Then we are done.

(2) It remains to prove that \( \theta^* \) is a graded right \( B \)-module morphism. By Lemma 4.4, there exists a graded right \( B \)-module morphism \( \Omega : \mathcal{P}^* \to B \oplus B(E^1) \) such that \( \Phi \circ \Omega = \Phi' \). Since \( \theta^* \circ \Phi = \Phi' \), we have that \( \theta^* = \theta^* \circ (\Phi \circ \Omega) = \Phi' \circ \Omega \) is a composition of graded right \( B \)-module morphisms. \( \square \)
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