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Abstract. Given a probabilistic transition system (PTS) A partially observed by an attacker, and an ω-regular predicate ϕ over the traces of A, measuring the disclosure of the secret ϕ in A means computing the probability that an attacker who observes a run of A can ascertain that its trace belongs to ϕ. In the context of refinement, we consider specifications given as Interval-valued Discrete Time Markov Chains (IDTMCs), which are underspecified Markov chains where probabilities on edges are only required to belong to intervals. Scheduling an IDTMC S produces a concrete implementation as a PTS and we define the worst case disclosure of secret ϕ in S as the maximal disclosure of ϕ over all PTSs thus produced. We compute this value for a subclass of IDTMCs and we prove that refinement can only improve the opacity of implementations.

1 Introduction

Context and motivation. When modeling complex systems, a top-down approach based on the refinement of models allows to gradually specify various system requirements. These refinements are designed to preserve some behavioral properties, like safety, reachability, and liveness under some conditions.

Security requirements, which are not behavioral ones [1], may not fare well under refinement, unless tailored specially to do so, as in [2].
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Several known security properties such as noninference or anonymity can be encoded in the framework of opacity \cite{12}. In this context, an external observer tries to discover whether a predicate (given as an $\omega$-regular set) holds by partially observing the system through a projection of its actions. A system is opaque if the attacker fails to discover this information. In the possibilistic setting, a violation of opacity captures the existence of at least one perfect leak.

In probabilistic models like Discrete Time Markov Chains (DTMCs), naturally random events such as faults, message transmission failure, actions of an external environment, etc. can be taken into account. Opacity was extended in the probabilistic setting \cite{5,6} to provide a measure of the set of runs disclosing information on the truth value of the predicate. As a result, opacity increases when the disclosure – which is the focus of this paper – decreases.

\textbf{Fig. 1.} Probabilistic systems $A_1$ or $A_2$ implementing underspecified system $S$.

Consider for instance the two systems in Fig. 1(a)-(b) which are DTMCs with the addition of labels on states (indicated inside). We assume that the occurrence of $b$ must be kept secret and that all labels except $b$ are observable. In this case, the only runs disclosing the secret are those observed by $ad^\omega$, since every such run betrays the occurrence of $b$. The probability of disclosure is $1/4$ in $A_1$ while it is $3/4$ in $A_2$, hence $A_1$ is more secure than $A_2$. Our aim is to establish sufficient conditions on systems like $A_1$ and $A_2$, that can be compared, for one of them to be more secure than the other.

In the process of system modeling, it is common practice to use underspecified models as first steps of specification. A first approach is to
consider sub-stochastic models where transition probabilities need not sum up to 1. In this framework, the notions of satisfaction and simulation were extensively studied in [7]. The second approach is to introduce non-determinism in the model which makes possible the description of some choices of the environment [8,9,10,11,6]. These models have also been studied in relation to the refinement process [8]. For example, both systems of Fig. 1(a)-(b) could have been derived from a single underspecified system $S$ with the same structure but imprecise probabilities, like the one in Fig. 1(c). A particular case of such models is the Interval-valued DTMCs (IDTMCs) where the transition probabilities are underspecified by giving only bounds in the form of intervals, as done in Fig. 1(c). The refinement consists for example in restricting these intervals. Implementation, on the other hand, reduces the bounds to a single point, thus providing a Discrete Time Markov Chain.

Scheduling is an effective way to obtain an implementation: at each step, the scheduler provides a distribution satisfying the bounds, producing a (possibly infinite) DTMC on-the-fly. As such, a scheduler can represent a strategy of an agent inside the system. In the case of opacity, this scheduler is adversarial in the sense that it tries to disclose as much information as possible to the passive observer.

**Contribution.** In this work, we investigate the effect of refinement of probabilistic systems on opacity. Disclosure, as any security measure, is defined on IDTMCs as the worst case scenario for all its implementations, although not every implementation is obtained through scheduling.

In order to evaluate the disclosure of an IDTMC under realistic assumptions, we study the supremum of the disclosure of all scheduled implementations: this measures the information obtained by the passive observer when the system is controlled by the smartest scheduler in coalition with the observer. We show how to compute this value for a subclass of IDTMCs, namely IDTMCs where no transition can be completely blocked by the scheduler. The computation is based on techniques proposed in [10]. Note that the previous approach in [6] has already used schedulers to evaluate disclosure, although in the context of (fully specified) Markov Decision Processes.

We then show that a refinement of an IDTMC can only improve the opacity of all implementations obtained by scheduling. This can be viewed as an extension of the work in [2] to the probabilistic setting. The main difficulty of this result comes from the restriction of the implementations to those obtained by scheduling.
Organization of the paper. In Section 2 we present the underlying models for specification and implementation, with the satisfaction relation and the simulation relation. We define probabilistic disclosure in this context and show how to compute it (for a restricted case) in Section 3. Finally, we prove monotonicity of opacity under simulation in Section 4. Due to lack of space, several proofs are provided in a separate appendix.

2 Finite automata and probabilistic models for refinement

In this section, we present the models used in this work: finite automata and the probabilistic models for specifications and implementations, as well as the satisfaction and simulation relations.

The set of natural numbers is denoted by $\mathbb{N}$. The composition of relations $R_2$ and $R_1$ is defined by $R_2 \circ R_1 = \{(x, z) \mid \exists y, (x, y) \in R_1 \land (y, z) \in R_2\}$. Given a finite alphabet $\Sigma$, we denote by $\Sigma^*$ (resp. $\Sigma^\omega$) the set of finite (resp. infinite) words over $\Sigma$, with $\Sigma^\infty = \Sigma^* \cup \Sigma^\omega$ and $\varepsilon$ the empty word.

Given a countable set $Z$, a discrete distribution is a mapping $\mu : Z \to [0, 1]$ such that $\sum_{z \in Z} \mu(z) = 1$. The support of $\mu$ is $\text{supp}(\mu) = \{z \in Z \mid \mu(z) > 0\}$. The set of all discrete distributions on $Z$ is denoted by $\text{Dist}(Z)$.

2.1 Models

Definition 2.1 (Deterministic Parity Automaton). A deterministic parity automaton (DPA) is a tuple $A = (Q, \Sigma, \delta, q_0, F)$, where $Q$ is a finite set of states, $\Sigma$ is an input alphabet, $\delta : Q \times \Sigma \to Q$ is a transition function, $q_0 \in Q$ is an initial state, and $F$ is a mapping from $Q$ to a finite set of colors $\{1, \ldots, k\}$.

A run of $A$ on a word $w = a_1a_2\cdots \in \Sigma^\omega$ is an infinite sequence $\rho = q_0q_1\cdots \in Q^\omega$ such that for all $i \geq 0$, $q_{i+1} = \delta(q_i, a_{i+1})$. For such a run $\rho$, we define $\text{Inf}(\rho)$ as the set of states appearing infinitely often in the sequence. The run is accepting if $\min\{F(q) \mid q \in \text{Inf}(\rho)\}$ is even. In this case, the corresponding word is accepted by $A$ and $L(A)$ is the subset of $\Sigma^\omega$ of words accepted by $A$. A subset $K$ of $\Sigma^\omega$ is $\omega$-regular if there is an automaton $A$ such that $K = L(A)$. 
For the probabilistic context, we consider two models: Probabilistic Transition Systems (PTSs) for implementations, and Interval-valued Discrete Time Markov chains (IDTMCs) for specifications.

Probabilistic transition systems are a particular case of the probabilistic processes of \[8\], with the restriction of a countable set of states. They are classical Discrete Time Markov Chains (DTMCs), with the addition of state labeling.

**Definition 2.2 (Probabilistic Transition System).** Let $\Sigma$ be an alphabet. A probabilistic transition system (PTS) over $\Sigma$ is a 4-tuple $A = \langle Q, q_{\text{init}}, \Delta, L \rangle$ where

- $Q$ is a countable set of states, with $q_{\text{init}} \in Q$ the initial state,
- $\Delta : Q \to \text{Dist}(Q)$ is a mapping associating with any state $q \in Q$ a distribution $\Delta(q)$ over $Q$, with finite support,
- $L : Q \to \Sigma$ is the labeling function on states.

A (finite or infinite) run of $A$ starting from state $q \in Q$ is a sequence of states $\rho = q_0q_1q_2 \ldots$ such that $q_0 = q$ and for each $i$, $0 \leq i < |\rho|$, $\Delta(q_i)(q_{i+1}) > 0$. When the run is finite $\rho = q_0q_1 \ldots q_n$, we note $q_n = \text{lst}(\rho)$. The trace of $\rho$ is the word $\text{tr}(\rho) = L(q_0)L(q_1) \ldots \in \Sigma^\infty$. We denote by $\text{Runs}_q(A)$ the set of infinite runs starting from $q$ and we set $\text{Runs}(A) = \text{Runs}_{q_{\text{init}}}(A)$, and $\text{Tr}(A) = \{\text{tr}(\rho) \mid \rho \in \text{Runs}(A)\}$, the set of traces of $A$. We also define $\text{FRuns}_q(A)$ the set of finite runs starting from $q$, and similarly $\text{FRuns}(A) = \text{FRuns}_{q_{\text{init}}}(A)$ and $\text{FTr}(A) = \{\text{tr}(\rho) \mid \rho \in \text{FRuns}(A)\}$, the subset of $\Sigma^*$ of finite traces of $A$.

Recall \[12\] that a probability measure $P_A$ can be defined on $\text{Runs}(A)$: measurable sets are generated by cones, where the cone $C_\rho$ associated with a finite run $\rho = q_0q_1 \ldots q_n$ is the subset of infinite runs in $\text{Runs}(A)$ having $\rho$ as prefix. The probability of $C_\rho$ is $P_A(C_\rho) = \prod_{i=0}^{n-1} \Delta(q_i)(q_{i+1})$. The cone of a word $w \in \Sigma^*$ is defined by $C_w = \bigcup_{\rho \in \text{tr}^{-1}(w)} C_\rho$. For an $\omega$-regular language $K$, we denote by $P_A(K)$ the probability of $K$ in $A$. This probability is well defined (since $\omega$-regular sets are measurable \[13\]) and can be computed given a DPA for $K$ \[14\].

The specifications we consider here are given by Interval-valued Discrete Time Markov Chains, introduced in \[5\] and further investigated in \[10,11\] from a verification point of view. We denote by $I$ the set of intervals in $[0,1]$.

**Definition 2.3 (Interval-valued Discrete Time Markov Chains).** An Interval-valued Discrete Time Markov Chains (IDTMC) is a 4-tuple $S = (S, s_{\text{init}}, T, \lambda)$ where
- $S$ is a finite set of states, with $s_{\text{init}} \in S$ the initial state,
- $T : S \to (S \to \mathbb{I})$ associates with any state $s \in S$ a mapping $T(s)$ from $S$ into $\mathbb{I}$,
- $\lambda : S \to \Sigma$ is the labeling function.

By extension, $f \in T(s)$ will denote any function $f : S \to [0, 1]$ such that for all $s' \in S$, $f(s') \in T(s)(s')$ and $\sum_{s \in S} f(s') = 1$.

Several semantic interpretations for IDTMCs have been considered in [8,10,11]. The simplest one is Uncertain Markov Chains, which corresponds to first choosing all distributions for the states, with probabilities belonging to the specified intervals. In this case, the resulting model is a PTS, with the same structure as the specification.

A richer semantics consists in choosing the distribution at each step, as in a Markov Decision Process, hence the name Interval Markov Decision Process (IMDP). Note that an IMDP can be translated into an exponentially larger MDP [10], but the transformed MDP is ill-suited to model refinement.

Finally, the most general semantics is directly given by the satisfaction relation from [8] recalled later.

We first describe the IMDP semantics. A run of $S$ starting from a state $s$ is a sequence $s \xrightarrow{\mu_1} s_1 \xrightarrow{\mu_2} \ldots$ where $s_i \in S$ and each $\mu_i$ is a distribution over $S$ such that $\forall s \in S, \mu_i(s) \in T(s_{i-1})(s)$. As before, we denote by $\text{Runs}_s(S)$ the set of runs starting from $s$, we set $\text{Runs}(S) = \text{Runs}_{s_{\text{init}}}(S)$, $\text{FRuns}(S)$ is the set of finite runs of $S$ starting from $s_{\text{init}}$, and for a run $\rho = s \xrightarrow{\mu_1} s_1 \xrightarrow{\mu_2} \ldots s_{n-1} \xrightarrow{\mu_n} s_n$ in $\text{FRuns}(S)$ we define $\text{lst}(\rho) = s_n$.

To associate a probability measure with the runs, it is necessary to resolve the non determinism by a scheduler that chooses a distribution at each step. More precisely:

**Definition 2.4 (Scheduler).** A scheduler $A$ for an IDTMC specification $S = (S, s_{\text{init}}, T, \lambda)$, is a mapping $A : \text{FRuns}(S) \to \text{Dist}(S)$ such that for each run $\rho$ with $s = \text{lst}(\rho)$, $A(\rho)(s') \in T(s)(s')$.

We denote by $\text{Sched}(S)$ the set of schedulers for $S$. Like for Markov Decision Processes, scheduling $S$ with $A$ produces a PTS denoted by $S(A)$ where states are finite runs: $Q \subseteq \text{FRuns}(S)$, the initial state is the run containing only the initial state of $S$: $q_{\text{init}} = s_{\text{init}}$, and for $\rho \in Q$, $L(\rho) = \lambda(\text{lst}(\rho))$ and $\Delta(\rho)(\rho') = A(\rho)(s')$ for $\rho' = \rho \xrightarrow{A(\rho)} s'$. We note $\text{sat}(S) = \{S(A) \mid A \in \text{Sched}(S)\}$.

Note that the Uncertain Markov Chains semantics corresponds to the particular case of memoryless schedulers: there is a mapping $B : S \to$
\(\mathcal{D}(S)\) such that \(A(\rho) = B(\text{lst}(\rho))\). In this case the set of states of the PTS \(S(A)\) is \(Q = S\) with \(\Delta(s)(s') = B(s)(s') \in T(s)(s')\).

### 2.2 Satisfaction relation

We now turn to the general satisfaction relation defined in [8].

**Definition 2.5 (Satisfaction relation).** A PTS \(A = (Q, q_{\text{init}}, \Delta, L)\) satisfies IDTMC \(S = (S, s_{\text{init}}, T, \lambda)\), written \(A \models S\), if there exists a relation \(R \subseteq Q \times S\) such that \(q_{\text{init}}R s_{\text{init}}\) and if \(qR s\) then

1. \(L(q) = \lambda(s)\),
2. there exists a joint distribution \(\delta \in \mathcal{D}(Q \times S)\) such that
   
   (a) \(\delta(q', S) = \Delta(q)(q')\) for all \(q' \in Q\),
   
   (b) \(\delta(Q, s') \in T(s)(s')\) for all \(s' \in S\),
   
   (c) \(q'Rs'\) whenever \(\delta(q', s') > 0\).

We write \(\text{sat}(S) = \{A \mid A \models S\}\) for the set of all PTSs that satisfy specification \(S\); these are called implementations of \(S\).

As a first result, we show that scheduling an IDTMC specification is a particular case of implementation:

**Proposition 2.6.** Let \(S\) be an IDTMC specification. For each scheduler \(A\) of \(S\), we have: \(S(A) \models S\), hence \(\text{sat}(S) \subseteq \text{sat}(S)\).

**Proof.** The relation \(R \subseteq Q \times S\) is defined by \(R = \{(\rho, s) \mid \text{lst}(\rho) = s\}\).

We prove that the relation \(R\) is a satisfaction relation by defining \(\delta_{(\rho, s)}\) over \(Q \times S\) as follows:

\[
\delta_{(\rho, s)}(\rho', s') = \begin{cases} 
A(\rho)(s') & \text{if } \rho' = \rho \xrightarrow{A(\rho)} s', \\
0 & \text{otherwise.}
\end{cases}
\]

(1)

The first condition results from the definition of the labeling and conditions 2 and 3 come from the fact that the joint distribution \(\delta_{(\rho, s)}\) is diagonal in this case.

2. (a) \(\delta(\rho', S) = A(\rho)(s') = \Delta(\rho)(\rho')\) with \(\rho' = \rho \xrightarrow{A(\rho)} s'\) for all \(\rho' \in Q\).
   
   (b) \(\delta(Q, s') = A(\rho)(s') \in T(s)(s')\) with \(s = \text{lst}(\rho)\) for all \(s' \in S\).

3. \(\rho'Rs'\) whenever \(\delta(\rho', s') > 0\) since \(s' = \text{lst}(\rho')\) by definition of \(R\).  \(\square\)

Indeed, for any scheduler \(A\), \(S(A)\) is a kind of unfolding of \(S\), which restricts the structure of \(S(A)\): at each step, the scheduler chooses a valid distribution among successor states. Hence not every implementation can
Fig. 2. A specification with an implementation that is not the result of scheduling.

be mapped to a scheduler. Said otherwise, not all implementations can be put in relation with $S$ with a satisfaction relation where the joint distributions $\delta$ are diagonal. This means that the inclusion $sat(S) \subseteq sat(S)$ is strict.

For example, consider the specification $S_0$ of Fig. 2(a). There is a single possible scheduler for this specification: the one that picks in $q_0$ probability $\frac{1}{2}$ to go to either $q_1$ or $q_2$ ($A_1$ in Fig. 2(b)). However, the PTS $A_2$ of Fig. 2(c) is also an implementation of this specification ($A_2 \models S_0$) where $r_2$ is split between $q_1$ and $q_2$. The corresponding matrix is

$$
\delta(q_0, r_0) = \begin{pmatrix}
q_0 & r_0 & r_1 & r_2 & r_3 \\
q_1 & 0 & 1 & \frac{1}{3} & 0 \\
q_2 & 0 & 0 & \frac{1}{3} & \frac{1}{3}
\end{pmatrix}
$$

Finally, the refinement relation between specifications is simply defined as inclusion of the satisfaction sets:

**Definition 2.7 (Refinement).** For two IDTMC specifications $S_1$ and $S_2$, $S_1$ refines $S_2$ if $sat(S_1) \subseteq sat(S_2)$.

**2.3 Simulation relation**

The notion of simulation relation between probabilistic specifications was introduced in [8], where it is proved to be a sufficient condition for refinement: $S_2$ simulates $S_1$ implies that all implementations of $S_1$ are implementations of $S_2$. This notion is adapted to our setting in Definition 2.8.
below. We then investigate the effect of simulation when implementations are considered with respect to schedulers only. Therefore we study the relations between \( \text{sat}(S_1) \) and \( \text{sat}(S_2) \) whenever \( S_2 \) simulates \( S_1 \).

**Definition 2.8 (Simulation relation).** For \( S_1 = (S_1, s_{1,\text{init}}, T_1, \lambda_1) \) and \( S_2 = (S_2, s_{2,\text{init}}, T_2, \lambda_2) \) two IDTM specifications, \( S_2 \) simulates \( S_1 \) if there exists a relation \( R \subseteq S_1 \times S_2 \) such that \( s_{1,\text{init}} R s_{2,\text{init}} \) and if \( s_1 R s_2 \) then:

1. \( \lambda_1(s_1) = \lambda_2(s_2) \),
2. there exists a function \( \delta : S_1 \to \text{Dist}(S_2) \) such that for all \( f \in T_1(s_1) \) and \( s'_2 \in S_2 \),
   \[
   \left( \sum_{s'_1 \in S_1} f(s'_1) \cdot \delta(s'_1)(s'_2) \right) \in T_2(s_2)(s'_2),
   \]  
   (2)
3. \( s'_1 R s'_2 \) whenever \( \delta(s'_1)(s'_2) > 0 \).

![Fig. 3. A simulation of \( S_1 \) by \( S_2 \).](image)

In Figure 3, dashed lines illustrate the simulation relation \( R \) of \( S_1 \) by \( S_2 \) labeled with \( \delta(q_i)(r_j) \) since for Condition (2), we may in this case uniformly use the function:

\[
\delta(q_i)(r_j) = \begin{cases} 
1 & \text{if } (q_i, q_j) \in R \\
0 & \text{otherwise} 
\end{cases}
\]
Note that there is no simulation relation of $S_2$ by $S_1$. Indeed, let $f \in T_2(r_0)$ defined as $f(r_1) = 1$. The only way to distribute $f$ over $S_1$ in order to satisfy Eq. 2 is to distribute $\frac{2}{3}$ of $f$ to $q_1$ and $\frac{1}{3}$ to $q_2$. Hence, it forces to set $\delta(r_1)(q_1)$ to $\frac{2}{3}$ and $\delta(r_1)(q_2)$ to $\frac{1}{3}$ but this choice for $\delta$ is not uniform for any $f \in T_2(r_0)$ as it does not satisfy Eq. 2 for $f(r_1) = \frac{1}{2}$ for instance.

Let us notice that in the case of PTSs, Definition 2.8 is still valid but intervals reduce to points and Equation 2 becomes

$$\sum_{s_1' \in S_1} (\Delta_1(s_1)(s_1') \cdot \delta(s_1')(s_2')) = \Delta_2(s_2)(s_2').$$

(3)

2.4 Simulation vs satisfaction

Remark that not only simulation and satisfaction are defined over different kind of models, they express different requirements. Indeed, simulation is symmetrical in the models used but asymmetrical in its semantics since one model must contain the behavior of the other. In contrast, satisfaction concerns different models but the behavior of the PTS must exactly comply to the IDTMC specification: it can neither add behaviors nor introduce new ones.

Nevertheless, these notions coincide when the simulated IDTMC is in fact a PTS:

**Proposition 2.9.** Let $A$ be a PTS satisfying an IDTMC specification $S$. Then $S$ simulates $A$ when seen as an IDTMC where intervals are reduced to a point.

**Proof (Sketch).** The core of the proof relies on building a function $\delta_{sim}$ for the simulation relation, from function $\delta_{sat}$ given by the satisfaction relation. For any pair of states $q \in Q$ of PTS $A$ and $s \in S$ of IDTMC $S$, define $\delta_{sim}(q, s) = \frac{\delta_{sat}(q, s)}{\Delta_2(q, S)}$. One can show that this $\delta_{sim}$ satisfies Condition (2) of Definition 2.8.

Also, as noted before, simulation implies inclusion of the set of implementations:

**Proposition 2.10 (8).** $S_2$ simulates $S_1$ implies that $sat(S_1) \subseteq sat(S_2)$.

3 Opacity

The original definition of opacity was given in [4] for (non probabilistic) transition systems, with respect to some observation function $O$ and some predicate $\varphi$ (the secret) on the runs of the system.
3.1 Opacity for probabilistic models

We consider an $\omega$-regular set $\phi \subseteq \Sigma^\omega$ and we say that a run $\rho$ of a PTS $A$ satisfies $\phi$ if its trace belongs to $\phi$. We consider also an observation function $\mathcal{O} : \Sigma^\omega \to \Sigma^\omega_{ob}$, where $\Sigma_{ob}$ is a subset of $\Sigma$ representing its visible part. If $\pi_{ob}$ is the standard projection from $\Sigma^\omega$ onto $\Sigma^\omega_{ob}$ mapping any element $a \in \Sigma \setminus \Sigma_{ob}$ to $\varepsilon$, the observation function is defined on a word $w$ by $O(w) = \pi_{ob}(w)$. Alternatively, we could consider a subset $P_{ob}$ of a set of observable atomic propositions $P$. Then, by setting $P_u = P \setminus P_{ob}$, $\Sigma_{ob} = 2^{P_{ob}}$, $\Sigma_u = 2^{P_u}$, $\Sigma$ could be viewed as the product $\Sigma_{ob} \times \Sigma_u$. The observation function $O$ would be then defined on a word $w$ by $O(w) = \pi_1(w)$, where $\pi_1$ is the projection from $(\Sigma_{ob} \times \Sigma_u)^\omega$ onto $\Sigma_{ob}^\omega$ mapping each element on its first component.

The observation class of a word $w$ is $[w]_O = O^{-1}(O(w))$: for the observer, each word in this class is indistinguishable from $w$. Then $\phi$ is opaque with respect to $A$ and $O$ if each time a word satisfies $\phi$, another word in the same observation class does not. We denote by $V(A, O, \phi)$ the set of words violating this condition:

$$V(A, O, \phi) = (\text{Tr}(A) \cap \phi) \setminus (O^{-1}(O(\text{Tr}(A) \setminus \phi))).$$

**Definition 3.1 (Opacity).** Let $A$ be a PTS, with observation function $O$. A predicate $\phi$ is opaque in $A$ for $O$ if $V(A, O, \phi) = \emptyset$.

Equivalently, $\phi$ is opaque if for any $w$ satisfying $\phi$, $[w]_O \not\subseteq \phi$. Variants of opacity have been defined, with other observation functions and predicates, or by requiring symmetry: the predicate $\phi$ is symmetrically opaque in $A$ for $O$ if both $\phi$ and $\Sigma^\omega \setminus \phi$ are opaque.

The notion of probabilistic opacity [15] extends this boolean property by defining a measure of the set of runs violating opacity:

**Definition 3.2 (Probabilistic Disclosure).** Let $A$ be a PTS, with observation function $O$ and $\omega$-regular predicate $\phi$. The probabilistic disclosure of $\phi$ in $A$ for $O$ is $\text{Disc}(A, O, \phi) = P_A(V(A, O, \phi))$.

For instance, recall systems $A_1$ and $A_2$ of Fig. [1]. The secret predicate in this case is the set of runs $\varphi_b = ab\Sigma^\omega$ and the observation function is the projection $\pi_{(a,c,d)}$ onto $\{a, c, d\}^\omega$. This predicate is not opaque since the run $abda^\omega$ discloses the occurrence of $b$. This is measured by the disclosure: $\text{Disc}(A_1, \pi_{a,c,d}, \varphi_b) = P_{A_1}(abda^\omega) = \frac{1}{4}$ and $\text{Disc}(A_2, \pi_{a,c,d}, \varphi_b) = P_{A_2}(abda^\omega) = \frac{3}{4}$.

Note that dealing with symmetric opacity would simply require to add both measures for $\varphi$ and $\Sigma^\omega \setminus \varphi$. Also remark that disclosure only measures
probabilities of the observer being sure that the run is in the secret. For example, one can model anonymity of an agent $\alpha$ initiating some protocol by defining $\varphi_\alpha$ as the set of all runs initiated by $\alpha$. Anonymity of $\alpha$ is then equivalent to opacity of $\varphi_\alpha$. In the case where anonymity is not guaranteed, disclosure provides a measure of the threat. In the case where anonymity holds, this measure will be 0 and does not give any insight on the “strength” of anonymity. Other notions measuring this strength were proposed in [16,17] and quantitative opacity for partial disclosure of the secret have also been defined in [5], although they are not linear hence do not fare well under standard optimization techniques.

In order to compare systems with respect to opacity, we consider two PTSs $A_1$ and $A_2$ over the same alphabet $\Sigma$, with a given observation function $O$. We say that $A_1$ is more opaque than $A_2$ if $\text{Disc}(A_1, O, \varphi) \leq \text{Disc}(A_2, O, \varphi)$.

We lift the definition of probabilistic disclosure from PTSs to IDTMC specifications as follows:

$$\text{Disc}(S, O, \varphi) = \sup_{A \in \text{sat}(S)} \text{Disc}(A, O, \varphi)$$

From the results in [8] mentioned in Proposition 2.10, it is easy to see that if $S_2$ simulates $S_1$, then $\text{Disc}(S_1, O, \varphi) \leq \text{Disc}(S_2, O, \varphi)$.

To obtain a similar result for the notion of satisfaction restricted to schedulers, we define the restriction of the disclosure to scheduled implementations:

$$\text{Disc}(S, O, \varphi) = \sup_{A \in \text{sat}(S)} \text{Disc}(A, O, \varphi) = \sup_{A \in \text{Sched}(S)} \text{Disc}(S(A), O, \varphi)$$

Note that this notion differs from the similar one in [6] for Markov Decision Processes. The notion presented here is finer since the set of runs measured by the disclosure depends on the scheduled implementation. In [6], the set of runs of the disclosure is defined on the (unscheduled) MDP, and its probability is optimized afterwards. This would not be consistent in IDTMCs, since two scheduled implementations can have different sets of edges with non-null probability, as explained below.

### 3.2 Computing the probabilistic disclosure of a specification

When the interval of an edge of an IDTMC is non-punctual and closed on the left by 0, then this edge may be present or not in an implementation. Otherwise said, in the case of schedulers, this action can be completely blocked. In keeping with the terminology of [5], we call these edges
modal edges, and IDTMCs that contain such edges are also called modal IDTMCs.

**Definition 3.3 (Modal edge).** An edge \( T(s)(s') \) in IDTMC \( S \) is modal if there exists a scheduler \( A \) such that in \( S(A) \), for any run \( \rho \) with \( \text{lst}(\rho) = s \), \( \Delta(\rho)(\rho \xrightarrow{A(\rho)} s') = 0 \).

From a modeling point of view, modal edges add a lot of flexibility for refinement. This however means that the range of potential implementation is larger and so it will be harder to obtain meaningful properties. Therefore such edges are desirable in an early modeling phase but less so in the latest refinements. In the context of opacity, removing an edge drastically changes the disclosure, since it can remove ambiguities.

We illustrate the importance of modal edges when computing the disclosure of a specification. For example, consider the modal IDTMC \( S_m \) of Fig. 4(a) with an observation function that observes \( a \) and \( b \) and a secret being the presence of \( c \). An implementation of \( S_m \) that blocks the direct edge from \( a \) to \( b \) (Fig. 4(c)) has a disclosure of 1, since the secret is guaranteed to be part of the only possible run. On the other hand, in the non-modal version of the IDTMC (Fig. 4(b)), such implementations are banned and only implementations that retain a small probability to avoid \( c \) are allowed. In these implementations, the disclosure is 0, since every run is observed as \( ab^\omega \) and it is possible that \( c \) did not occur.

In the case of non-modal IDTMCs, disclosure can be computed. The proof relies on a translation from IMDP to MDP and synchronization with DPA; it can be found in Appendix A.

![Fig. 4. The influence of modal transitions on disclosure.](image-url)
**Theorem 3.4.** Computing the value of disclosure for an IDTMC specification $S$ without modal edges can be done in $2\text{EXPTIME}$.

**Remarks on modal edges.** When a scheduler is faced with the choice to include or exclude a modal edge, it can produce several versions of PTSs, say $A_1$ and $A_2$, with $\text{Tr}(A_1) \neq \text{Tr}(A_2)$, hence $\mathcal{V}(A_1, O, \varphi) \neq \mathcal{V}(A_2, O, \varphi)$. In addition, these choices may be history dependent, as in the example of Fig. 5 with $\varphi = a \Sigma^\omega$ and only letters $c$ and $d$ being observed. Intuitively, a way for the scheduler to always disclose the presence of an initial $a$ is to always follow an $a$ by the same letter, say a $c$. However, this choice must be made after the first letter has been seen. Moreover, leaving the possibility of a run $ad \cdots$ to occur means that run $ac \cdots$ does not disclose $\varphi$. As a result, the scheduler should also take into account $\varphi$ and the observation function before committing to a choice with respect to modal edges. So far, the general case of modal IDTMCs remains open.

![Fig. 5. IDTMC where the choice on modal edge requires history.](image)

**4 Monotonicity of opacity under simulation**

This section is devoted to the proof of the following result:

**Theorem 4.1.** Let $S_1$ and $S_2$ be IDTMC specifications such that $S_2$ simulates $S_1$. Then $\text{Disc}(S_1, O, \varphi) \leq \text{Disc}(S_2, O, \varphi)$.

Since scheduling is a restrictive way to derive implementations from a specification, it is not the case in general that $\text{sat}(S_1) \subseteq \text{sat}(S_2)$: although any scheduling $S_1(A_1)$ of $S_1$ with $A_1$ is an implementation of $S_2$ (by Propositions 2.6 and 2.10), this implementation may not be a scheduling (as illustrated by the example of Fig. 2).
Instead, the proof builds a scheduler $A_2$ for $S_2$ that produces an implementation $S_2(A_2)$ that simulates $S_1(A_1)$ (Theorem 4.2) illustrated in Fig. 6. Then, this simulation is shown to ensure that the probabilities of (cones of) finite words coincide (Propositions 4.3 and 4.4). Disclosure being a measurable event, coincidence of probabilities on cones ensures coincidence of probabilities for the disclosure.

**Notations.** Given two specifications $S_1$ and $S_2$ such that $S_2$ simulates $S_1$ through relation $R$, we define the relation $\sim$ on $FRuns(S_1) \times FRuns(S_2)$ by: $\rho_1 \sim \rho_2$ if $|\rho_1| = |\rho_2|$ and at any intermediate step $i$, the corresponding states satisfy $s_{1,i} R s_{2,i}$.

Let $A_1$ and $A_2$ be two schedulers of $S_1$ and $S_2$, respectively. We set $A_1 = S_1(A_1)$ and $A_2 = S_2(A_2)$, with respective sets of states $Q_1$ and $Q_2$. For $\rho_2 \in Q_2$, we set $\text{sim}(\rho_2) = \{\rho_1 \in Q_1 \mid \rho_1 \sim \rho_2\}$. We now define a measure $\mu_{\rho_2}$ over $\text{sim}(\rho_2)$ by $\mu_{\rho_2}(\rho_1) = \frac{P_{A_1}(\rho_1)}{P_{A_1}(\text{sim}(\rho_2))}$ (where the probability of finite run $\rho$ is abusively written instead of the probability of its cone $C_\rho$).

We first show how to build a scheduler for $S_2$ that simulates the scheduling of $S_1$. The proof of the theorem below is given in Appendix B.

**Theorem 4.2.** Let $S_1$ and $S_2$ be IDTMC specifications such that $S_2$ simulates $S_1$. Then for any $A_1 \in \text{Sched}(S_1)$ there exists $A_2 \in \text{Sched}(S_2)$ such that $S_2(A_2)$ simulates $S_1(A_1)$.

Now we show that simulation between two PTSs is sufficient to compare their disclosure. Namely, we show that the probabilities of cones of words are equal in both systems. Note that although this property is well known to hold for paths, it needs to be lifted to words in order to compare disclosure.

We start by considering the sets of traces globally; although it is folklore that simulation implies trace inclusion, we provide a proof for completeness sake.

![Fig. 6. The result of Theorem 4.2](image)
Proposition 4.3. Let $A_1$ and $A_2$ be PTSs such that $A_2$ simulates $A_1$. Then $Tr(A_1) = Tr(A_2)$.

Proof. We prove the proposition by induction on a strengthened statement. Namely, we claim that for every finite run in $A_1$ there exists a similar run in $A_2$. Since an infinite run is the limit of the sequence of its finite prefixes, this claim is sufficient to prove the proposition. Assume by induction that the proposition holds for every word of length $n$. Let $w \in FTr(A_1)$ of length $n + 1$. We write $w = w_0a$ for some $a \in \Sigma$. Consider a run of $A_1$ that produces $w$. It is of the form $\rho_0s_1'$ where $\lambda(s_1') = a$; let $s_1 = \text{lst}(\rho_0)$. Let $\rho_0'$ be a run in $A_2$, similar to $\rho_0$, and $s_2 = \text{lst}(\rho_0')$. By definition of simulation, there exists a function $\delta$ such that for any state $s_2'$ of $A_2$,

$$\Delta_2(s_2)(s_2') = \sum_{\sigma_1 \in S_1} \Delta_1(s_1)(\sigma_1) \cdot \delta(\sigma_1)(s_2').$$

Moreover, whenever $\delta(\sigma_1)(s_2') > 0$, $\lambda(s_1') = \lambda(s_2')$. Since $\delta(s_1')(s_2') > 0$ for at least one state $s_2'$ of $A_2$, hence $\rho_0's_2'$ is similar to $\rho$, which shows in particular that $w \in FTr(A_2)$. \qed

We additionally show that probabilities coincide:

Proposition 4.4. Let $A_1$ and $A_2$ be PTSs such that $A_2$ simulates $A_1$. Then for all $w \in \Sigma^*$, $P_{A_1}(C_w) = P_{A_2}(C_w)$.

Since a given word may be produced by several paths, their probabilities should be considered altogether. Hence the proof of the above proposition is not immediate; it is quite technical and can be found in Appendix C.

Existing properties about simulation for PTSs can be retrieved as consequences of the above result. They were for example obtained as a particular case of sub-stochastic simulation in [7]. Although not necessary to prove the main theorem, these results illustrate how constraining simulation between PTSs is.

Recall that a probabilistic bisimulation [8] is a bisimulation that preserves transition probabilities, i.e. a bisimulation relation $R$ on states such that for any equivalence class $R$ of $R$, and any two related states $sRs'$, $\Delta(s)(R) = \Delta(s')(R)$.

Corollary 4.5 ([7]). Let $A_1$ and $A_2$ be PTSs such that $A_2$ simulates $A_1$. Then there exists a probabilistic bisimulation over the union of both PTSs.

Corollary 4.6 ([7]). Let $A_1$ and $A_2$ be PTSs such that $A_2$ simulates $A_1$. Then $A_1$ also simulates $A_2$. 
We are now ready to prove Theorem 4.1.

Proof. Let $A_1 \in \text{sat}(S_1)$. By Theorem 4.2 there exists $A_2 \in \text{sat}(S_2)$ that simulates $A_1$. By Proposition 4.4, $P_{A_1}(C_w) = P_{A_2}(C_w)$ for every word $w \in FTr(A_1)$. Hence, for any $\omega$-regular (hence measurable) language $L$, one has $P_{A_1}(L) = P_{A_2}(L)$. It is in particular the case for $V(A_1, \emptyset, \varphi) = V(A_2, \emptyset, \varphi)$. Therefore, $\text{Disc}(A_1, \emptyset, \varphi) = \text{Disc}(A_2, \emptyset, \varphi)$. Consequently, the theorem holds.

5 Conclusion

This work investigates how refinement of probabilistic models impacts the security – modeled as opacity. We provide a procedure to compute the worst-case opacity for a subclass of IDTMCs, and we show that opacity is monotonic with respect to simulation when implementations are obtained through scheduling.

Directions for future work include computing disclosure for IDTMCs with modal edges. In addition, while we considered here only the worst case scenario, it would be interesting to handle both the worst and the best case, thus providing bounds on the disclosure of all possible implementations.
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A Computing the probabilistic disclosure of a specification

A.1 Detecting modal edges.

The detection of modal edges is the first step toward computation of the disclosure of an IDTMC.

**Proposition A.1.** The set of modal edges can be computed in time polynomial in the number of edges.

**Proof.** The decision procedure for each edge is as follows:

- if an edge is not weighted by an interval containing 0, it is not modal;
- otherwise, compute the sum of maximal interval values of all other edges stemming from the same state:
  - if this sum is > 1, the edge is modal;
  - if this sum is < 1, the edge is not modal;
  - otherwise (the sum is = 1), the edge is modal if, and only if, all intervals of other outgoing edges are closed on the right. \(\square\)

Note that the procedure does not rely entirely on the syntactic criterion of an interval closed on 0: it is sufficient but may lead to false positives. For example, consider a state with two outgoing edges \(e_1, [1/4; 2/3]\) and \(e_2, [0; 1]\). The \(e_2\) edge is not actually modal since any probability distribution satisfying the specification can give at most \(2/3\) to \(e_1\), hence must at least give weight \(1/3\) to \(e_2\). This is avoided by the pre-computation of the least possible probability that can be put on an edge.

A.2 IDTMC without modal edges.

We now prove Theorem 3.4.

Note that intervals may be closed or open on any non-zero bound, which is not the case of IDTMCs in [10] where all intervals are closed. Hence although our procedure uses some of the ideas of Chatterjee et al [10], it is adapted to deal with open intervals.

First remark that there exists a regular language \(K\) such that for any scheduler \(A\), \(\text{Tr}(S(A)) = K\). This is only true because \(S\) is assumed non-modal. Let \(A_K\) be a PTS such that \(\text{Tr}(A_K) = K\); it can be chosen of size \(|S|\). By the definition of disclosure, if the secret \(\varphi\) is \(\omega\)-regular and the observation function \(O\) is a projection (see Section 3), then finding the supremum of the disclosure means finding the maximal probability to reach an \(\omega\)-regular set of runs, namely \(\mathcal{V}(A_K, O, \varphi)\).
Then open intervals can be safely ignored when trying to optimize the probability of $\mathcal{V}(A_K, O, \varphi)$, i.e. they are treated as closed ones. Indeed, if the optimal scheduler uses a value $x$ which is the bound of an open interval, then one can build a family of schedulers using value $x \pm \frac{1}{2^n}$ for the $n$th scheduler. The limit probability of reaching $\mathcal{V}(A_K, O, \varphi)$ is therefore the one computed when using exact value $x$. Remark that using closed intervals may introduce intervals containing 0, although it is of no concern since the observation classes are already defined and may not change, only their probability may change. Said otherwise, this does not mean that we are computing disclosure of the closed version, since it is only a probability. On the example of Fig. 4(b) it means trying to compute the maximal probability of the empty set, which is indeed zero.

The procedure is hence as follows. Starting from a DPA $A_\varphi$ for $\varphi$, a DPA $A_V$ for $\mathcal{V}(A_K, O, \varphi)$ can be built, with size exponential in the size of $S$ and $A_\varphi$ (and with a number $k$ of colors polynomial in the size of $A$ and $A_\varphi$). This construction relies on intersections and complementations of DPA, with a determinization step that brings the exponential blowup [18].

The construction of [10] yields a memoryless scheduler, although it is memoryless on the product, and hence is finite-memory on the original IDTMC. The procedure of [10] is in EXPTIME with respect to the size of its input, hence computation of disclosure is doubly exponential: $2^{O(|A| \times |A_\varphi|)}$. 
B Proof of Theorem 4.2

Let $S_1 = (S_1, s_{init,1}, T_1, \lambda_1)$ and $S_2 = (S_2, s_{init,2}, T_2, \lambda_2)$ be interval-based specifications such that $S_2$ simulates $S_1$ with $R$. Let $sat_1$ be the satisfaction relation related to $A_1$ and $A_1 = S_1(T_1, \lambda_1)$. Then we show that there exists $A_2 \in Sched(S_2)$ and a simulation relation $R'$ such that $sat_1 \circ R = R' \circ sat_2$ where $sat_2$ is the satisfaction relation related to $A_2$. Then we define the scheduler $A_2$ by:

$$A_2(\rho_2)(s'_2) = \sum_{\rho_1 \in sim(\rho_2)} \mu_{\rho_2}(\rho_1) \sum_{s'_1 \in S_1} A_1(\rho_1)(s'_1) \cdot \delta(s'_1)(s'_2)$$

for any $s'_2 \in S_2$, writing $A_2 = S_2(A_2) = (Q_2, q_{init,2}, \Delta_2, L_2)$. Now the relation $R'$ can be defined as $\sim$ that relates runs that are similar “step by step”, as defined above. To see that the conditions are satisfied, let $\rho_1$ and $\rho_2$ be runs in $Q_1$ and $Q_2$ respectively. Then the distribution $\delta'$ is obtained by:

$$\delta'(\rho_1)(\rho_2) = \begin{cases} 
\mu_{\rho_2}(\rho_1)\delta(lst(\rho_1))(lst(\rho_2)) & \text{if } \rho_1 \sim \rho_2, \\
0 & \text{otherwise.}
\end{cases}$$

Since $A_1$ and $A_2$ are PTSs, we just need to show that Equation (3) holds.

$$\Delta_2(\rho_2)(\rho'_2) = A_2(\rho_2)(s'_2)$$

$$= \sum_{\rho_1 \in sim(\rho_2)} \mu_{\rho_2}(\rho_1) \sum_{s'_1 \in S_1} A_1(\rho_1)(s'_1) \cdot \delta(s'_1)(s'_2)$$

and since $\rho'_2 = \rho_2 \cdot s'_2$

$$= \sum_{\rho_1 \in sim(\rho_2)} \sum_{s'_1 \in S_1} A_1(\rho_1)(s'_1) \cdot \delta'(\rho_1 \cdot s'_1)(\rho'_2)$$

$$= \sum_{\rho'_1 \in Q_1} A_1(\rho_1)(s'_1) \cdot \delta'(\rho'_1)(\rho'_2)$$

by defining $\rho'_1 = \rho_1 \cdot s'_1$ and remarking that $\delta' = 0$ if its arguments are not similar runs

$$\Delta_2(\rho_2)(\rho'_2) = \sum_{\rho'_1 \in Q_1} \Delta_1(\rho_1)(\rho'_1) \cdot \delta'(\rho'_1)(\rho'_2). \quad \square$$
C Proof of Proposition 4.4

Assume by induction that the proposition holds for every word of length \( n \). Let \( w \in FTr(A_1) = FTr(A_2) \) (recall Proposition 4.3) of length \( n + 1 \) with \( w = w_0a \) for some \( a \in \Sigma \). A run \( \rho' \) of \( A_2 \) that produces \( w \) can be assumed to be of the form \( \rho' = \rho'_0s'_2 \) with \( \text{tr}(\rho'_0) = w_0 \) and \( \lambda(s'_2) = a \). Then \( P_{A_2}(C_{\rho'}) = P_{A_2}(C_{\rho'_0}) \Delta_2(s_2)(s'_2) \) where \( s_2 = \text{lst}(\rho'_0) \) and hence

\[
P_{A_2}(C_w) = \sum_{\rho' \in \text{Runs}(A_2)} P_{A_2}(C_{\rho'})
\]

\[
= \sum_{s_2, s'_2 \in S_2} \sum_{\rho'_0 \in \text{Runs}(A_2)} P_{A_2}(C_{\rho'_0}) \Delta_2(s_2)(s'_2)
\]

Now let \( A_1 \) s.t. \( A_2 \) simulates \( A_1 \) then, as

\[
\sum_{\rho_0 \in \text{Runs}(A_1)} \mu_{\rho'_0}(\rho_0) = \sum_{s_1 \in S_1} \sum_{\rho_0 \in \text{Runs}(A_1)} \mu_{\rho'_0}(\rho_0) = 1
\]

we get that

\[
P_{A_2}(C_w) = \sum_{s_2, s'_2 \in S_2} \sum_{\rho'_0 \in \text{Runs}(A_2)} P_{A_2}(C_{\rho'_0}) \Delta_2(s_2)(s'_2) \cdot \\
\sum_{\rho_0 \in \text{Runs}(A_1)} \mu_{\rho'_0}(\rho_0)
\]

\[
\sum_{s_1 \in S_1} \sum_{\rho_0 \in \text{Runs}(A_1)} \mu_{\rho'_0}(\rho_0)
\]
\[ P_{A_2}(C_w) = \sum_{s_1 \in S_1} \sum_{s_2, s'_2 \in S_2} P_{A_2}(C_{\rho'_0}) \Delta_2(s_2)(s'_2) \sum_{\rho_0 \in FRuns(A_1)} \mu_{\rho'_0}(\rho_0) \]

As the terms are null if it is not the case that \( s_1 R s_2 \), we have:

\[ = \sum_{s_1 \in S_1} \sum_{s_2, s'_2 \in S_2} P_{A_2}(C_{\rho'_0}) \sum_{s'_1 \in S_1} \Delta_1(s_1)(s'_1) \cdot \delta_{s_1, s_2}(s'_1)(s'_2) \sum_{\rho_0 \in FRuns(A_1)} \mu_{\rho'_0}(\rho_0) \]

And as the terms are null if \( \lambda(s'_1) \neq \lambda(s'_2) = \lambda(\text{lst}(\rho)) \), we have:

\[ = \sum_{s_1 \in S_1} \sum_{s_2, s'_2 \in S_2} P_{A_2}(C_{\rho'_0}) \sum_{s'_1 \in S_1} \Delta_1(s_1)(s'_1) \cdot \delta_{s_1, s_2}(s'_1)(s'_2) \sum_{\rho_0 \in FRuns(A_1)} \mu_{\rho'_0}(\rho_0) \]

\[ = \sum_{s_1 \in S_1} \sum_{s'_1 \in S_1} \sum_{s_2 \in S_2} \delta_{s_1, s_2}(s'_1)(s'_2) \cdot \left( \sum_{\rho'_0 \in FRuns(A_2)} P_{A_2}(C_{\rho'_0}) \Delta_1(s_1)(s'_1) \sum_{\rho_0 \in FRuns(A_1)} \mu_{\rho'_0}(\rho_0) \right) \]

And since \( \sum_{s'_2 \in S_2} \delta_{s_1, s_2}(s'_1)(s'_2) = 1 \), we have:

\[ = \sum_{s_1 \in S_1} \sum_{s'_1 \in S_1} \sum_{s_2 \in S_2} \delta_{s_1, s_2}(s'_1)(s'_2) \sum_{\rho_0 \in FRuns(A_1)} \mu_{\rho'_0}(\rho_0) \]

\[ P_{A_2}(C_w) = \sum_{s_1 \in S_1} \sum_{s'_1 \in S_1} \sum_{s_2 \in S_2} \delta_{s_1, s_2}(s'_1)(s'_2) \sum_{\rho_0 \in FRuns(A_1)} \mu_{\rho'_0}(\rho_0) \]

\[ P_{A_2}(C_w) = \sum_{s_1 \in S_1} \sum_{s'_1 \in S_1} \sum_{s_2 \in S_2} \delta_{s_1, s_2}(s'_1)(s'_2) \sum_{\rho_0 \in FRuns(A_1)} \mu_{\rho'_0}(\rho_0) \]
\[ P_{A_2}(C_w) = \sum_{s_1 \in S_1} \sum_{s'_1 \in S_1} \Delta_1(s_1)(s'_1) \sum_{\rho'_0 \in FRuns(A_2)} \sum_{\rho_0 \in FRuns(A_1)} P_{A_2}(C_{\rho'_0}) \mu_{\rho'_0}(\rho_0) \]

\[ = \sum_{s_1 \in S_1} \sum_{s'_1 \in S_1} \Delta_1(s_1)(s'_1) \sum_{\rho_0 \in FRuns(A_1)} \sum_{\lambda(\rho_0) = s_1} \sum_{\mu_{\lambda(\rho_0)} = \lambda(\lambda(\rho))} P_{A_2}(C_{\rho'_0}) \frac{P_{A_1}(C_{\rho_0})}{P_{A_1}(sim(\rho'_0))} \cdot \sum_{\rho_0 \in FRuns(A_2)} \sum_{\lambda(\rho_0) = s_1} \sum_{\mu_{\lambda(\rho_0)} = \lambda(\lambda(\rho))} P_{A_2}(C_{\rho'_0}) \]

and by induction hypothesis, \( P_{A_2}(C_{w_0}) = P_{A_1}(C_{w_0}) \):

\[ = \sum_{s_1 \in S_1} \sum_{s'_1 \in S_1} \Delta_1(s_1)(s'_1) \sum_{\rho_0 \in FRuns(A_1)} \sum_{\lambda(\rho_0) = s_1} P_{A_1}(C_{\rho_0}) \frac{P_{A_1}(C_{\rho_0})}{P_{A_1}(sim(\rho'_0))} \cdot \sum_{\rho_0 \in FRuns(A_1)} \sum_{\lambda(\rho_0) = s_1} P_{A_1}(C_{\rho_0}) \]

and since \( P_{A_1}(sim(\rho'_0)) = P_{A_1}(C_{w_0}) \):

\[ = \sum_{s_1 \in S_1} \sum_{s'_1 \in S_1} \Delta_1(s_1)(s'_1) \sum_{\rho_0 \in FRuns(A_1)} \sum_{\mu_{\lambda(\rho_0)} = \lambda(\lambda(\rho))} P_{A_1}(C_{\rho_0}) \]

\[ = \sum_{s_1 \in S_1} \sum_{\rho_0 \in FRuns(A_1)} P_{A_1}(C_{\rho_0}) \sum_{\lambda(\rho_0) = s_1} \sum_{\mu_{\lambda(\rho_0)} = \lambda(\lambda(\rho))} \Delta_1(s_1)(s'_1) \]

\[ = \sum_{\rho_0 \in FRuns(A_1)} P_{A_1}(C_{\rho_0}) \Delta_1(s_1)(s'_1) \]

\[ P_{A_2}(C_w) = P_{A_1}(C_w) \]