The Lanthanide Fraction Distribution in Metal-poor Stars: A Test of Neutron Star Mergers as the Dominant r-process Site
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Abstract

Multimessenger observations of the neutron star merger GW170817 and its kilonova proved that neutron star mergers can synthesize large quantities of r-process elements. If neutron star mergers in fact dominate all r-process element production, then the distribution of kilonova ejecta compositions should match the distribution of r-process abundance patterns observed in stars. The lanthanide fraction (X\textsubscript{La}) is a measurable quantity in both kilonovae and metal-poor stars, but it has not previously been explicitly calculated for stars. Here we compute the lanthanide fraction distribution of metal-poor stars (\langle\text{Fe}/H\rangle < -2.5) to enable comparison to current and future kilonovae. The full distribution peaks at log X\textsubscript{La} \sim -1.8, but r-process-enhanced stars (\langle\text{Eu}/\text{Fe}\rangle > 0.7) have distinctly higher lanthanide fractions: log X\textsubscript{La} \gtrsim -1.5. We review observations of GW170817 and find general consensus that the total log X\textsubscript{La} \sim -2.2 \pm 0.5, somewhat lower than the typical metal-poor star and inconsistent with the most highly r-enhanced stars. For neutron star mergers to remain viable as the dominant r-process site, future kilonova observations should be preferentially lanthanide-rich (including a population of \sim 10\% with log X\textsubscript{La} > -1.5). These high-X\textsubscript{La} kilonovae may be fainter and more rapidly evolving than GW170817, posing a challenge for discovery and follow-up observations. Both optical and (mid-)infrared observations will be required to robustly constrain kilonova lanthanide fractions. If such high-X\textsubscript{La} kilonovae are not found in the next few years, that likely implies that the stars with the highest r-process enhancements have a different origin for their r-process elements.

Unified Astronomy Thesaurus concepts: Nuclear astrophysics (1129); Neutron stars (1108); R-process (1324); Stellar abundances (1577); Transient sources (1851)
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1. Introduction

Half of the elements heavier than iron are synthesized in the rapid neutron-capture process (r-process). The qualitative nuclear physics of the r-process has been understood for decades (Burbidge et al. 1957; Cameron 1957): in extremely neutron-rich environments, the rapid rate of neutron captures exceeds the typical timescale for a nucleus to beta-decay, resulting in three heavy-element abundance peaks slightly offset from magic neutron numbers. However, the astrophysical site (or sites) responsible for producing the majority of these r-process elements has been long debated. The main candidates have been core-collapse supernovae (e.g., Woosley & Hoffman 1992
\cite{woosley1992}; Surman et al. 2006; Winteler et al. 2012; Siegel et al. 2019), or compact binary mergers involving neutron stars (e.g., Lattimer & Schramm 1974, 1976; Lattimer et al. 1977).

We now know for certain that binary neutron star mergers (NSMs) do produce r-process elements. On 2017 August 17, Advanced LIGO/Virgo observed gravitational waves from the coalescence of two neutron stars (GW170817; Abbott et al. 2017b, 2017c), and a rapidly evolving optical/infrared transient was subsequently identified (Coulter et al. 2017). The qualitative features of this transient closely matched theoretical expectations for a kilonova (KN)—a transient powered by the radioactive decay of newly synthesized r-process elements (Arcavi et al. 2017; Chornock et al. 2017; Cowperthwaite et al. 2017; Drout et al. 2017; Evans et al. 2017; Kasliwal et al. 2017; Kilpatrick et al. 2017; McCully et al. 2017; Nicholl et al. 2017; Pian et al. 2017; Shappee et al. 2017; Smartt et al. 2017; Tanvir et al. 2017; Troja et al. 2017). In particular, the observed bolometric light curve, rapid color evolution, and near-infrared spectral features imply the production of high-opacity lanthanides, a smoking gun signal for r-process nucleosynthesis (e.g., Barnes & Kasen 2013; Kasen et al. 2013; Tanaka & Hotokezaka 2013). While large uncertainties remain, the total ejected mass and merger rate inferred from GW170817 imply that NSMs alone may be able to produce enough r-process elements to be responsible for all cosmic r-process production.

However, it is still unclear whether NSMs are the dominant source of r-process elements. NSMs have difficulty reproducing chemical evolution trends in both the metal-poor and metal-rich regimes, due to their merging delay times. At the metal-poor end, it is not clear whether NSMs can merge fast enough to produce r-process elements at low-enough metallicity (e.g., Qian 2000; Argast et al. 2004; Cescutti et al. 2015; Wehmeyer et al. 2015; Safarzadeh et al. 2019a). At the metal-rich end, r-process element evolution in the Milky Way tends to follow that of core-collapse supernovae (e.g., McWilliam 1997; Sneden et al. 2008), and adding a delay time distribution to r-process production tends to break this
match (e.g., Côté et al. 2019). This issue is by no means settled, as there are a myriad of complicating factors to these first-order arguments. For example, metal-poor stars can be born in dwarf galaxies with inefficient star formation, mitigating issues with merging delay times (Tsujimoto & Shigeyama 2014; Ishimaru et al. 2015; Ji et al. 2016a; Hansen et al. 2017; Duggan et al. 2018) but adding the complication of velocity kicks that should unbind the neutron star binary from the galaxy (Beniamini et al. 2016, 2018; Bramante & Linden 2016; Safarzadeh et al. 2019a, 2019b). Another issue is the role of inhomogeneous mixing of r-process material, which has a strong impact on observed abundance trends and scatter (Hirai et al. 2015; Shen et al. 2015; van de Voort et al. 2015; Safarzadeh & Scannapieco 2017; Naiman et al. 2018; Schönrich & Weinberg 2019). Several authors have advocated that the dominant r-process site transitions from rare classes of supernovae to low metallicity/early times to neutron star mergers at high metallicity/late times (e.g., Cescutti et al. 2015; Wehmeyer et al. 2015; Côté et al. 2019; Siegel et al. 2019).

Despite the uncertainties, it is plausible that neutron star mergers may dominate r-process element production over all cosmic time. If so, the distribution of r-process compositions observed in metal-poor stars provides baseline expectations for the composition of future KNe. Conversely, KN observations can provide an independent check on the origin of the r-process in metal-poor stars. It is thus important to compare the r-process compositions derived from these two different types of observations. The r-process composition of metal-poor stars is thought to trace a small number of (or even individual) r-process events, allowing the r-process composition to be studied by element (e.g., Cowan et al. 2002; Hill et al. 2002; Sneden et al. 2003, 2008; Roederer et al. 2012). From these studies, it is well established that stars with r-process enhancements display a remarkably robust abundance pattern between the second and third r-process peaks (Sneden et al. 2008), but there are clear variations in the first-peak elements relative to the heavier elements (e.g., McWilliam et al. 1995; McWilliam 1998; François et al. 2007; Siqueira Mello et al. 2014; Ji & Frebel 2018). In contrast, only a bulk lanthanide fraction (X_{La}) can currently be inferred from KNe, although future theoretical development may eventually allow inferences of individual element abundances from infrared spectra or nebular phase emission (e.g., Kasen et al. 2017; Smartt et al. 2017; Kasliwal et al. 2019).

In this paper, we compute the lanthanide fraction distribution of metal-poor stars to facilitate comparison between metal-poor stars and KN observations. We determine the lanthanide fraction distribution from metal-poor stars in Section 2. In Section 3, we describe how the total lanthanide fraction of NSM ejecta can be measured from observation of KNe, focusing on results from the KN following GW170817. Our main results are presented in Section 4, where we compare the lanthanide fraction measured in GW170817 to the distribution observed in metal-poor stars and consider implications for future KN follow-up and the dominant r-process production site. We conclude in Section 5.

2. Lanthanide Fraction from Abundance Patterns of Metal-poor Stars

The lanthanide fraction (X_{La}) is the mass ratio between the high-opacity lanthanides (atomic numbers Z = 57–71) and the total mass. Neutron star merger ejecta is essentially entirely composed of r-process elements. Thus, given a full element abundance pattern of a star whose neutron-capture elements can be entirely attributed to one NSM, it is in principle straightforward to calculate the lanthanide fraction of the associated NSM: simply take the mass of lanthanides and divide by the mass of all neutron-capture elements. In practice, this is not possible. The Sun is the only star with detailed abundances of all r-process elements, but the solar abundances are the product of many gigayears of chemical enrichment, and a large s-process component has to be subtracted off.

The neutron-capture elements of metal-poor halo stars are likely relatively pure tracers of NSM enrichment (e.g., without significant s-process contamination for [Fe/H] < −2.5; Simmerer et al. 2004), but in these stars only a relatively small number of neutron-capture elements can be measured. Our approach is thus to use the neutron-capture element abundances of metal-poor stars, extrapolating the abundance of unmeasured elements using the solar r-process pattern. Rather than trying to infer all individual elements, we group the neutron-capture elements into three physically motivated mass categories and then take ratios of these mass categories that can be measured from observations (Figure 1, Table 2). We subsequently convert these measurements into values of X_{La} (Figure 2) and derive X_{La} distributions from samples of metal-poor stars (Figure 3).

2.1. Metal-poor Star Sample Selection

Our goal of measuring lanthanide fractions requires a large, complete, and pure sample of metal-poor stars. By “complete,” we mean that our sample should be unbiased with respect to r-process enhancement. The r-process enhancement level of a star is typically quantified by [Eu/Fe], as Eu has strong stellar absorption features and is a relatively clean tracer of the r-process. By “pure,” we mean that the stars have neutron-capture elements dominated by the r-process. The primary contaminant, the s-process, can be mostly removed by a cut on [Ba/Eu] < 0 (Beers & Christlieb 2005),7 as well as [Fe/H] < −2.5 (Simmerer et al. 2004). We thus consider “metal-poor stars” to be stars with [Fe/H] < −2.5, which is also the regime where it is plausible (though not guaranteed) that most or all of the r-process content of a star comes from a single r-process enrichment event.

We will primarily consider two different data samples that trade off purity and completeness. First, we use the r-process star sample from Roederer et al. (2018a) (R18). This sample compiles 83 field stars with [Eu/Fe] > 0.7, which we will call r-enhanced stars.8 These 83 stars have received individual attention, guaranteeing that their heavy elements are dominated by the r-process (and thus purity), but they are purposely biased to high [Eu/Fe] compared to typical halo stars. We collect the neutron-capture element abundances of these stars from the literature. Second, we use the JINaBase database of metal-poor star abundances (Abrohalima & Frebel 2018). This is a large inhomogeneous literature compilation with an ambiguous

---

7 Eu is created by both the r- and s-processes, but in the s-process it is also accompanied by a large amount of Sr and Ba (representing the first and second r-process peaks). The [Ba/Eu] ratio thus roughly quantifies the extent of s-process contamination in a star. This separation could also be done with Pb (Roederer et al. 2010a), but few stars have Pb constraints.

8 Traditionally, r-enhanced stars have been divided into two subcategories of r-I stars (0.3 < [Eu/Fe] < 1.0) and r-II stars ([Eu/Fe] > 1.0) (Beers & Christlieb 2005), but for clarity we will use the single separation threshold defined by R18 in this paper.
The overall scaling of $\log M$ is arbitrary. The shaded regions indicate how we physically divide the isotopes into groups, and labeled squares at the bottom show how we separate the isotopes into categories $M_A$, $M_B$, and $M_C$. Gaps at $210 < A < 228$ and $A > 240$ indicate isotopes that decay within 1 Gyr. We will not include the actinides in any of our calculations. The solar $r$-process pattern is very consistent starting from the second peak, but there is significant variation in the first peak due to differences in how the $s$-process is subtracted. Key elements measured in metal-poor stars are labeled here. Elements in parentheses are measured in $\leq 5$ metal-poor stars because their lines are weak/highly blended and/or require UV observations. We will use the A07 and S08 solar patterns to determine the abundance of missing elements, as the other two patterns do not indicate isotopes that decay within 1 Gyr. We will apply cuts of $[\text{Fe/H}] < -2.5$ and $[\text{Ba/Eu}] < -0.4$. The $[\text{Ba/Eu}]$ cut is chosen to be more stringent than usual, because we found that the less stringent cut did not remove all stars with $s$-process signatures in the JINAbase sample. This reduces the sample sizes to 146 in JINAbase and 46 in R18, of which nearly all stars have Sr, Ba, and Eu measured (143 and 45 stars, respectively). If we further restrict to stars with $\geq 5$ neutron-capture elements, the final sample sizes are 120 stars in JINAbase and 30 stars from R18.

As a separate check, we also consider two complete and uniformly analyzed samples from the R-Process Alliance (RPA; Hansen et al. 2018; Sakari et al. 2018, hereafter H18 and S18). These two samples are much smaller than (and have partial overlap with) JINAbase but were designed to have an unbiased selection in [Eu/Fe]. After we apply [Fe/H] and [Ba/Eu] cuts, each RPA sample contains $\sim 30$ stars with Sr, Ba, and Eu. For the S18 sample, we use a different [Fe/H] $< -2.3$ cut, to account for the fact that those metallicities were determined with non-LTE corrections. We will find that the $X_{La}$ results from the RPA samples match those from the JINAbase sample, suggesting that the inhomogeneous literature data in JINAbase turn out to be a fair selection. Note that for all samples we ignore stars with Eu upper limits because we cannot be certain that they are $r$-process dominated. This may result in some bias to the inferred $X_{La}$ distributions, though the number of limits is small for the RPA samples. An overview of the samples and selection criteria is given in Table 1.

### 2.2. Physically Motivated Split of r-process Elements

The details of $r$-process nucleosynthesis and radiative transfer in KNe are complex, but two bulk patterns are well established. First, the result of $r$-process nucleosynthesis in a mass component is primarily determined by its electron fraction $Y_e \equiv n_e/(n_p + n_p)$ (e.g., Lippuner & Roberts 2015). Neutron-poor, or high-$Y_e$, ejecta ($Y_e \gtrsim 0.25$) primarily form $r$-process elements in the first peak, while neutron-rich, or low-$Y_e$, ejecta ($Y_e \lesssim 0.25$) primarily form $r$-process elements in the second peak and above, including all of the lanthanides. Second, the opacity of the lanthanides and actinides is $\gtrsim 10	imes$ higher than other elements (e.g., Kasen et al. 2013; Tanaka & Hotokezaka 2013; Fontes et al. 2015). These elements have open $f$-shells (i.e., are in the two split-off rows in the periodic table), so they have many electronic transitions and thus a high line density at optical wavelengths. As a result, if synthesized, lanthanides will dominate the opacity in KNe—making their presence in the ejected material possible to infer (see Section 3.1).

Based on these considerations, we divide the $r$-process composition into three categories denoted with masses $M_A$, $M_B$, and $M_C$ (see Table 2, Figure 1). Category $M_A$ is composed of first-peak elements, which are synthesized in high-$Y_e$ material and have low opacity. Category $M_B$ is composed of second- and third-peak elements, which are synthesized in low-$Y_e$ material but have low opacity. Category $M_C$ is composed of the

---

9 Specifically targeting bright, cool, metal-poor stars, guaranteeing [Eu/Fe] measurements or useful limits.
lanthanides and actinides, which are synthesized in low-$Y_e$ material and have high opacity. In this paper, we neglect the actinides, as they are poorly constrained by abundance observations in stars and the abundance is low enough that it should not substantially affect our conclusions (though see Section 4.1).

We then define three mass ratios that are measured independently:

$$H = \frac{M_C}{M_B + M_C},$$

(1)

$$f = \frac{M_A}{M_B + M_C},$$

(2)

$$X_{\text{La}} = \frac{M_C}{M_A + M_B + M_C}.$$  
(3)

$H$ relates the high-opacity lanthanides to the rest of the elements synthesized in neutron-rich ejecta. It traces the so-called “universal r-process,” which has shown to be essentially identical in the solar r-process residuals and in metal-poor stars (e.g., Sneden et al. 2008). Parameter $f$ is the ratio between neutron-poor ejecta and neutron-rich ejecta, which traces astrophysics of the neutron star merger and can be measured in metal-poor stars (e.g., Ji & Frebel 2018). As described above, $X_{\text{La}}$ is the ratio between the high-opacity lanthanides and the total mass of r-process material, and it heavily influences the observed color and duration of a KN (e.g., Kasen et al. 2017). These three ratios are not independent but are related by this equation:

$$X_{\text{La}} = \frac{H}{1 + f}.$$  
(4)

For simplicity, in this paper we have separated the mass categories $M_A$, $M_B$, and $M_C$ with hard cuts based on atomic number (Table 2, Figure 1). This is an imperfect simplification, especially for our cutoff of $A = 115$ between the first and second r-process peaks. Full r-process nucleosynthesis calculations show a fuzzier boundary that depends on the exact value of $Y_e$, as well as the ejecta entropy and expansion timescale (e.g., Lippuner & Roberts 2015). In particular, high-$Y_e$ ejecta can produce elements in (but not beyond) the second r-process peak, effectively transferring mass from $M_A$ to $M_B$. However, the parameter range for this overlap is relatively small, so we do not expect this choice to affect our results, as long as the exact threshold of $Y_e = 0.25$ is not taken too seriously. We test that applying $\pm 0.25$ to star abundance patterns (e.g., Hill et al. 2017) is beyond the scope of this paper. But we note that such modeling is unwarranted for most stars (which have too few elements measured for such a fit to be meaningful), and furthermore the predictions have significant theoretical uncertainties (e.g., Eichler et al. 2015; Mendoza-Temis et al. 2015; Barnes et al. 2016; Mumpower et al. 2016; Nishimura et al. 2016; Vassh et al. 2019). Until better constraints are obtained for the nuclear data, we believe that our empirical $X_{\text{La}}$ calculation based on the solar pattern is comparably accurate to detailed abundance modeling.

2.3. Measured Values of Mass Ratios

We now discuss the observed values of $H$ and $f$ in stars. This can be used to infer $X_{\text{La}}$ in metal-poor stars based on Equation (4).

2.3.1. H: Universal r-process Ratio

The r-process pattern from Ba to Ir ($Z = 56–77$, $A \sim 135–195$) has been found to be universal, i.e., the elements have identical abundance ratios in the Sun and in metal-poor halo stars to within measurement uncertainties (Sneden et al. 2008). This universality is thought to be set primarily by nuclear physics processes like fission cycling or nuclear mass structure, though the exact mechanism is not completely understood (e.g., Eichler et al. 2015; Mendoza-Temis et al. 2015; Mumpower et al. 2016; Nishimura et al. 2016). The observed universality may not extend into the second peak (to elements like Te, I, Xe): observationally, there...
are very few direct measurements of elements in this peak for metal-poor stars, and theoretically it is known that different fission fragment models impact the ratio of the second peak to lanthanides (e.g., Eichler et al. 2015; Vassh et al. 2019). Since the physics of fission fragments is uncertain and we cannot currently constrain such variations directly in stars, we will assume that universality extends into the second peak. This means that we assume that the ratio \( H = M_C/(M_B + M_C) \) is the same in all stars and can be precisely measured from the solar system \( r \)-process isotopic abundances.

The solar system \( r \)-process pattern is not directly observed but instead is derived by subtracting off a modeled \( s \)-process contribution from the actually observed isotopic abundances (e.g., Arlandini et al. 1999). On the whole this is quite reliable because nuclear data for the \( s \)-process are well measured from laboratory experiments, but the \( s \)-process yield is metallicity dependent owing to the varying number of neutron seeds (e.g., Fishlock et al. 2014). There is thus some variation in the resulting \( r \)-process pattern depending on the assumed chemical evolution. In Figure 1, we show four different \( r \)-process patterns from Bisterzo et al. (2014), Arlandini et al. (1999), Arnould et al. (2007), and Sneden et al. (2008) (hereafter B14, A99, A07, S08). For B14 and A99, we apply their isotopic fractions to the solar abundances by Lodders (2010). These four different patterns give \( H \) ranging from 0.13 to 0.15 with a statistical error of 0.01, using the atomic mass ranges in Table 2. Shifting our atomic mass ranges around for \( M_B \) results in only 0.01 additional uncertainty on \( H \). We thus adopt \( H = 0.14 \pm 0.02 \) for all stars.

\[
\Delta \log \epsilon(A) = \argmin_{\Delta} \sum Z | \log \epsilon(Z) - \log \epsilon_{r,\odot}(Z) + \Delta |. \tag{5}
\]

For \( \Delta \log \epsilon(A) \) we take elements \( 31 \leq Z \leq 47 \), and for \( \Delta \log \epsilon(BC) \) we take \( 56 \leq Z \leq 77 \). Finally, we obtain

\[
f = \frac{M_{A,\odot}}{M_{B,\odot} + M_{C,\odot}} 10^{\Delta \log \epsilon(A) - \Delta \log \epsilon(BC)}. \tag{6}
\]

This procedure essentially calculates \( f \) of individual metal-poor stars, using the solar \( r \)-process pattern to extrapolate element abundances that are not observed in those stars, explicitly allowing for separate normalizations of the light (\( A \)) and heavy (\( BC \)) \( r \)-process elements. The typical scatter in the offsets is 0.2 dex (as measured by the biweight standard deviation), which we adopt as the typical uncertainty for \( f \). We consider this procedure most reliable when \( \geq 5 \) neutron-capture elements are measured (i.e., at least two elements for \( A \) and three elements for \( B + C \)), but this biases us to stars with higher \([\mathrm{Eu}/\mathrm{Fe}]\). Thus, we will calculate \( X_{1\alpha} \) stars with \( \geq 3 \) elements (i.e., one element for \( A \), typically Sr, and two elements for \( B + C \), typically Ba and Eu).

Note that our \( X_{1\alpha} \) calculation weights all element abundances equally. In principle, some elements are better measured than others, so one should weight by the abundance uncertainty in Equation (5) (e.g., as \( 1/\sigma^2 \) for a standard \( \chi^2 \), or \( 1/\sigma^2 \) for a weighted absolute deviation). In practice, literature compilations have different abundance error definitions that preclude uniform application of such weights. However, we find that using the weighted absolute deviation does not significantly affect our final \( X_{1\alpha} \) distributions for either the R18 sample or a subset of the JINABase sample with \([\mathrm{Fe}/\mathrm{Fe}] > 0.3 \).

A systematic effect can arise if the solar \( r \)-process pattern is not a good match to the observed abundance pattern in metal-poor stars. This does not significantly affect the heavier elements in \( M_R \) and \( M_C \) owing to the universal \( r \)-process pattern, but it does affect the first peak and \( M_A \). In particular, the element yttrium (\( Y \)) is often measured in metal-poor stars but is a poor overall match to stellar abundance patterns for both the A07 and S08 solar patterns that we use here. This difference in \( Y \) goes away with the B14 pattern, suggesting that the discrepancy is due to how the \( s \)-process is subtracted. Our 0.2 dex uncertainty on log \( f \) accounts for such systematic deviations.
Table 2
Description of Different Mass Categories (see Figure 1) and Mass Ratios (see Sections 2.2, 2.3)

| Mass Category | Physical Conditions | Description |
|---------------|---------------------|-------------|
| $M_A$         | $Y, \gtrsim 0.25, \kappa \lesssim 1$ | First r-process peak, $70 < A < 115$ |
| $M_B$         | $Y, \lesssim 0.25, \kappa \lesssim 1$ | Second and third r-process peaks, $115 < A < 140$ and $176 < A < 211$ |
| $M_C$         | $Y, \lesssim 0.25, \kappa \gtrsim 10$ | Lanthanides and actinides, $140 < A < 176$ and $A > 230$ |

| Ratio | Equation | Value | Description |
|-------|----------|-------|-------------|
| $H$   | $\frac{M_C}{M_B + M_C}$ | $0.14 \pm 0.02$ | Measured in Sun, set by nuclear physics |
| $f$   | $\frac{M_B}{M_A + M_B}$ | Varies (Section 2.3.2) | Measured in Sun and metal-poor stars, set by astrophysics |
| $X_{la}$ | $\frac{M_C}{M_A + M_B + M_C}$ | $10^{-2.2} \pm 0.5$ | Measured in KNe, set by nuclear physics and astrophysics |

Note. The exact values of $Y$ and $\kappa$ for physical conditions should not be taken literally.

Otherwise, we expect this procedure for calculating $f$ to overestimate $M_A$ and $f$ (and thus underestimate $X_{la}$) for two reasons. First, the solar r-process residuals used here may have too much mass in $M_{k,0}$. Only three stars in our samples have measurements in the first r-process peak (Ge and Ga, $70 < A < 80$), but those measurements are $\sim 1$ dex below the solar r-process pattern. Theoretical nucleosynthesis calculations support that the r-process falls off rapidly below $A \sim 80$ compared to the solar patterns used here (e.g., Lipparini et al. 2017). The A07 r-process pattern fits these $Z = 31$–32 elements much better, so we prefer this pattern over the S08 pattern. Second, there are likely sources of neutron-capture element enrichment that produce first-peak elements but not the heavier r-process elements, such as a neutrino-driven wind in core-collapse supernovae (e.g., Travaglio et al. 2004; Arcones et al. 2007; Honda et al. 2007; Montes et al. 2007; Arcones & Montes 2011; Wanajo 2013). This may cause the solar $M_A$ to be too high (as such an additional source has not been subtracted from the observed solar abundances; e.g., Travaglio et al. 2004; Montes et al. 2007), and such sources could also possibly contaminate the first-peak elements observed in metal-poor stars (see Section 2.5).

2.4. $X_{la}$ Distribution from Metal-poor Stars

In Figure 2, we illustrate the inferred $X_{la}$ from the R18 sample using Equation (4) and two different solar patterns A07 and S08. We use Gaussian uncertainties around $H = 0.14 \pm 0.02$ and $0.2$ dex in $f$, and Monte Carlo 1000 points for each star to generate these histograms. Overall, the S08 solar pattern is biased to higher $f$ (and thus lower $X_{la}$) because the extrapolated mass of first-peak elements is higher by a factor of $\approx 2$.

Our main $X_{la}$ distribution results are shown in Figure 3. The calculated lanthanide fractions for each star can be found in Appendix B, Table 4. The left panel shows the inferred $\log X_{la}$ distributions for the R18 (orange) and JINAbase (blue) samples, for stars with $\geq 3$ measured neutron-capture elements. The shaded histograms indicate our calculation with the A07 solar pattern, and the solid lines indicate a Gaussian kernel density estimate with width $0.2$ dex (the typical error in $\log X_{la}$). The dotted lines indicate the kernel density estimates with the S08 pattern. The full range of values observed in the JINAbase sample is $\log X_{la} \approx -3.0$ to $\log X_{la} \approx -1.1$, peaking at $\log X_{la} = -1.71(\pm 1.95)$ for the A07 (S08) solar pattern, with a typical scatter of $0.5$ dex. Thus, the majority of stars have lanthanide fractions $\log X_{la} \approx -2 \pm 0.5$. However, the $r$-enhanced stars from the R18 sample, which are canonically used as paragons of r-process element enrichment, have significantly higher lanthanide fractions, peaking at $\log X_{la} = -1.44(\pm 1.55)$ for the A07 (S08) solar pattern, with a typical scatter of $0.3$ dex. (The two-sample Kolmogorov–Smirnov test gives $p \lesssim 10^{-5}$ that the $X_{la}$ distributions are the same.) The middle panel of Figure 3 shows that the difference between these samples can be explained by a strong correlation between log $X_{la}$ and $[Eu/Fe]$. This is a new view on an old result: it is well established that the stars with highest $r$ enhancements are moderately deficient in first-peak elements, and thus they must have higher lanthanide fractions for their total $r$-process content (or equivalently, have low $[Sr/Ba]$ and $[Sr/Eu]$ ratios; e.g., Travaglio et al. 2004; François et al. 2007; Siqueira Mello et al. 2014; Ji & Frebel 2018).

The solar patterns from the JINAbase sample are not affected by selection effects, the right panel of Figure 3 shows the cumulative distribution of $\log X_{la}$ computed just from Sr, Ba, and Eu, for the JINAbase, R18, and RPA (S18; H18) samples. Solid/dotted lines show results with the A07/S08 solar abundances. There is a good match between the RPA and JINAbase samples, and the CDFs also more clearly indicate the stark difference between the $X_{la}$ distribution of all metal-poor stars and the $r$-enhanced R18 stars. There are some discrepancies in the distribution tails, most notably that JINAbase overrepresents the most Eu-enhanced (and thus most $X_{la}$-enhanced) stars. This is likely due to publication bias: the most $r$-enhanced stars tend to be singled out for follow-up and analysis, while larger but more complete samples of stellar abundances take longer to publish. We thus use the RPA sample distributions when considering the distribution tails.

Another useful comparison is to the $X_{la}$ of stars in r-process-enriched ultra-faint dwarf galaxies. The stars in these galaxies preserve a pure signature of an individual $r$-process enrichment event (Ji et al. 2016a). So far, two such galaxies have been found: the highly $r$-enhanced galaxy Reticulum II (Ji et al. 2016a; Roederer et al. 2016) and the moderately $r$-enhanced galaxy Tucana III (Hansen et al. 2017; Marshall et al. 2018). We computed $X_{la}$ for seven stars in Reticulum II (Ji et al. 2016b) and four stars in Tucana III (Marshall et al. 2018) the same way as in the halo star samples, using the A07 solar pattern. We find $\log X_{la} = -1.12 \pm 0.13$ for Reticulum II and $\log X_{la} = -1.50 \pm 0.10$ for Tucana III. These are shown in the middle panel of Figure 3, and they tend to have higher $X_{la}$ than halo stars with comparable $[Eu/Fe]$. It is unclear whether the higher $X_{la}$ is due to most halo stars being contaminated by additional sources of neutron-capture elements or intrinsic variation within a single $r$-process site (Ji et al. 2016b; Ji & Frebel 2018; see also discussion in Section 2.5).
2.5. Other Potential Systematics with Metal-poor Star Lanthanide Fractions

We reemphasize that the elements dominating the mass in the first and second peaks are usually not directly measured in metal-poor stars (Figure 1). We have extrapolated the abundances of these unmeasured elements using the solar r-process pattern (Section 2.3), but this is quite uncertain. Recall that the solar first r-process peak mass is likely overestimated, we have assumed universality between the mass ratios of the lanthanides and the second/third peak (i.e., \( H \) is constant), and we have used sharp atomic mass cutoffs that do not capture a fuzzy boundary between the first and second r-process peaks. More detailed model fitting to exact stellar abundances could help remedy some of these concerns (e.g., Hill et al. 2017; Holmebeck et al. 2019b), but this is likely only to be possible for stars with large r-process enhancements (high [Eu/Fe] values), which is a biased probe of all r-process element production (Figure 3, middle panel). Ultimately, removing such assumptions will require directly measuring the abundances of more elements in the first and second r-process peaks with a large sample of stars. Unfortunately, those elements (e.g., Ga, Ge, Te) require high-resolution ultraviolet spectroscopy (Roederer et al. 2012), and significantly expanding beyond the existing sample likely requires future large space-based UV spectrographs like LUMOS/LUVOIR (The LUVOIR Team 2018).

Our sample selection criteria effectively remove stars contaminated by the s-process, but this may not be the only contaminating source of neutron-capture elements at low metallicity. Most importantly, there is strong evidence for a source producing only the first r-process peak that operates in the very early universe (Travaglio et al. 2004; Frebel et al. 2005; Honda et al. 2007; Montes et al. 2007; Hansen et al. 2014). Stars displaying this abundance signature are called “weak-r” or “limited-r” sources (Frebel 2018), although it is not clear whether this pattern is in fact associated with a partial r-process or just a neutron-rich freeze-out. If such sources significantly contaminate our sample of metal-poor stars, they would increase our \( M_A \) without affecting \( M_B + M_C \), thus causing our \( X_{La} \) inferences to be too low. There may also be similar contributions from other nonstandard neutron-capture element processes at low metallicity (e.g., Banerjee et al. 2018; Clarkson et al. 2018). The fact that the pure r-process lanthanide fractions in ultra-faint dwarf galaxies are somewhat higher than bulk halo stars (Figure 3, middle panel) may suggest that contamination exists in our halo star sample.

One must also be concerned that metal-poor stars probe a biased sample of r-process events. For example, if NSM lanthanide fractions are covariant with the merger delay time or merger explosion energy, or binary NS system properties vary with metallicity, then metal-poor star lanthanide fractions (which sample star formation at very early times \( z \gg 1 \)) could differ from the overall KN lanthanide fractions (which represent star formation at \( z \sim 0 \)). We do not expect these to be important effects, but this certainly deserves attention from detailed models.

Finally, we have completely neglected actinides in calculating our lanthanide fractions, but they contribute to opacity in a KN. We discuss this more in Section 4.1, but including actinides would strictly increase \( \log X_{La} \) inferred for all metal-poor stars because it adds high-opacity material that has decayed away by the time we observe the stars.

3. Lanthanide Fractions from Kilonovae

The lanthanide fraction distribution of metal-poor stars can test the dominant r-process site through comparison to independent measures of lanthanide fractions. KNe are transients powered by the radioactive decay of unstable r-process nuclei. When combined with gravitational waves, KNe can provide a distribution of lanthanide fractions where the origin of the r-process elements is unambiguously neutron star mergers.

Detailed observational signatures of KNe are dependent on the physical parameters of the material, such as the mass, velocity, composition, and geometry. In the context of NSMs, multiple sources of ejected material with different physical parameters are possible: from dynamically ejected tidal tails and material shocked and ejected from the merger interface to accretion disk winds. The physical parameters of each of these theoretical components are predicted to vary both with the binary properties (mass ratio, total mass, eccentricity) and with the nature and lifetime of the merger remnant. Given the number of free parameters, KNe from NSMs are expected to be diverse. In addition, even once the physical properties of an ejecta component have been established, accurately translating these properties into observed light curves and spectra requires knowledge of the heating rate from the radioactive decay of r-process elements, thermalization efficiency over time, and the opacity of the material. Here we review KN observations of GW170817, focusing on ejecta composition constraints that can be made via observations, with the goal of directly comparing to the distribution of lanthanide fractions in metal-poor stars derived above. We summarize salient aspects of KN modeling and \( X_{La} \) measurements (Section 3.1), compile and compare literature measurements of GW170817 (Section 3.2 and Figure 4), and briefly discuss \( X_{La} \) measurements in other short gamma-ray bursts (Section 3.3). Readers familiar with KNe and GW170817 can skip to Section 4.1, where we compare KNe to metal-poor stars.

3.1. Measuring Lanthanide Fractions from Observations of Kilonovae

The composition of the ejected material imprints itself on KN observations primarily through the radioactive heating rate and the ejecta opacity. The heating rate can be inferred from the decay rate of the observed bolometric light curve. Nuclear network calculations show that the r-process will lead to a heating rate that converges to a power law of the form \( \dot{\epsilon} \propto t^{-1.3} \) (Li & Paczyński 1998; Metzger et al. 2010; Roberts et al. 2011; Hotokezaka et al. 2017; Rosswog et al. 2017). This unique heating rate, due to the large number of radioactive isotopes in r-process material, is a clear signature of r-process synthesis, but it also unfortunately means that the heating rate contains little information about the detailed composition at early times when the KN is brightest. At later times, the heating rate could become dominated by a few individual isotopes, though the details are still quite uncertain (Barnes et al. 2016; Kasen & Barnes 2019; Kasliwal et al. 2019).

Instead, the largest way the composition—in particular, the lanthanide fraction—of the ejecta will influence the observed properties of KNe is through the opacity of the material. Atomic structure models show that the lanthanides (with open valence electron f-shells) possess opacities 10–100 times larger than iron-like nuclei (with open d-shells; e.g., Kasen et al. 2013; Tanaka
The opacities used in radiative transfer are derived using theoretical atomic structure calculations of absorption lines, combining them into mean wavelength-specific opacities including the effect of the significant ejecta velocity. Not every model calculates the structure of all atoms, instead often using representative elements (e.g., Nd to represent most lanthanides). Kasen et al. (2017) and Tanaka et al. (2018) use the Sobolev approximation to handle a large number of lines, while Wollaeger et al. (2018) use a “line-smearing” approach that yields significantly larger opacities (Fontes et al. 2015, 2017). The models also differ in their treatment of the radioactive heating and thermalization, which affects the final inferred ejecta mass.

The physical properties of the ejecta components modeled by each group also differ. Kasen et al. (2017) consider self-similar spherical ejecta, allowing them to consider a large grid in which the ejecta mass, velocity, and lanthanide fraction are all varied. In contrast, Tanaka et al. (2018) and Wollaeger et al. (2018) each present model light curves for three specific ejecta compositions, selected from numerical simulations to represent expectations for lanthanide-rich dynamical ejecta and two lanthanide-poor accretion disk wind models. Currently, only Wollaeger et al. (2018) present models for asymmetric ejecta viewed at different angles.

3.2. Composition Constraints from GW170817

GW170817 was the first stringent test of KN models. Observations revealed thermal emission that rose on a timescale \( \lesssim 12 \) hr, initially peaked in the UV, rapidly cooled from a temperature of \( >10,000–3000 \) K over 5 days, and was followed by a longer-lived infrared transient (see Figure 6, left panel). The early bluer ejecta and longer-lived redder ejecta had velocities of \( \gtrsim 0.3c \) and \( \sim 0.1c \), respectively (Chornock et al. 2017; Shappee et al. 2017). Overall, these observations closely matched theoretical expectations. It is broadly accepted that the observed transient is dominated by a KN and that a significant amount of \( r \)-process material was synthesized. Here we summarize and compare works that modeled the UVOIR emission from GW170817 and offered quantitative assessments of the ejecta composition. The results are plotted in Figure 4.

3.2.1. Gray Opacity Constraints

The top panel of Figure 4 shows results from groups that constrain a gray opacity. Blue and red shaded regions indicate the equivalent gray opacities for iron-like (\( \kappa \sim 0.1–1 \) g cm\(^{-2}\)) and lanthanide-rich (\( \kappa \sim 10 \) g cm\(^{-2}\)) \( r \)-process ejecta. When groups required multiple ejecta components with different compositions to model GW170817, they are plotted on the same line, with symbol sizes scaled to inferred mass of each component. Different symbols indicate whether models were made to reproduce multiband or bolometric light curves.

These gray opacity models do not directly provide a lanthanide fraction, but they generally require both lanthanide-poor and lanthanide-rich material to be ejected. The rapidly rising early blue ejecta is inconsistent with the high-opacity lanthanide-rich ejecta and is generally attributed to radioactive decay of light \( r \)-process elements.\(^{10}\) However, the

\(^{10}\) In the context of KNs, “light \( r \)-process” elements typically include elements in both the first and second peaks (\( A < 140 \)). This contrasts with metal-poor stars, where “light \( r \)-process” elements are typically restricted to just the first peak.
presence of longer-lived infrared emission requires an additional component of lanthanide-rich ejecta. Other lines of evidence for lanthanide-rich ejecta include the temperature plateau at 2500 K after ~5 days (Drout et al. 2017; Kasliwal et al. 2017), near-infrared spectral features (Chornock et al. 2017; Pian et al. 2017), and the late-time bolometric light curve (Kasliwal et al. 2017, 2019; Villar et al. 2018).

Not all analyses arrived at this interpretation. Some groups argued that all the data could be reproduced with a single ejecta component and low opacity (κ ~ 1 g cm⁻²; Smartt et al. 2017; Rosswog et al. 2018; Waxman et al. 2018), but these models require fine-tuned compositions or thermalization efficiencies (Kasen & Barnes 2019). Other groups have argued that the early blue emission could be dominated by non-r-process energy sources, such as shock cooling (Piro & Kollmeier 2018), ejecta from NS remnant winds (Metzger et al. 2018), free-neutron decay (Kasliwal et al. 2017), or long-term central engine activity (Kisaka et al. 2016). These energy sources would reduce (or even eliminate) the r-process mass inferred from the early blue component.

3.2.2. Lanthanide Fraction Constraints

In the bottom panel of Figure 4, we plot constraints on the lanthanide fraction, X_La, of the ejecta from GW170817 derived from fitting either observed light curves (circles) or spectra (squares) to the numerical KN models described above. As in the top panel, when multiple components were required, they are plotted on the same line, with symbols scaled to the total mass of the component. Note that Arcavi et al. (2017), McCully et al. (2017), and Nicholl et al. (2017) only model the early blue emission. For fits performed using the models from Tanaka et al. (2018) or Wollaeger et al. (2018) we compute X_La from the detailed abundance patterns provided in those papers.

Each source here uses an independent data set, but not independent underlying models. Arcavi et al. (2017), Kilpatrick et al. (2017), Chornock et al. (2017), McCully et al. (2017), and Nicholl et al. (2017) all utilize the grid of KN models provided by Kasen et al. (2017). They all find that GW170817 is best reproduced by a combination of ~0.025 M⊙ of La-poor material at ν ~ 0.3c and ~0.035 M⊙ of La-rich material at ν ~ 0.1c. Tanaka et al. (2017) use models from Tanaka et al. (2018) and reproduce much of the emission of GW170817 with ~0.03 M⊙ of moderately lanthanide-enhanced log X_La ~ -2.23 material. They note that there is room in their fits for subdominant ejecta components with varied compositions. Tanvir et al. (2017) and Troja et al. (2017) use the grid of models from Wollaeger et al. (2018) and find a best fit to the emission from GW170817 with 0.015 M⊙ of polar “wind” material with log X_La = -6 at ν ~ 0.08c and 0.002 M⊙ of toroidal “dynamical” ejecta with log X_La = -1.3 and ν ~ 0.2c, viewed at an angle of 30°. We note that the ejecta velocity–composition pairings available in the publicly released models of Wollaeger et al. (2018) were based on numerical simulations but are inconsistent with observations of GW170817—highlighting the need for an expanded model grid.

In order to arrive at a final X_La value for the total ejecta from GW170817, which can be compared to metal-poor stars, we combine together the contributions from multiple ejecta components when applicable. This inherently assumes that the early blue emission is predominately powered by the radioactive decay of light r-process elements. With this assumption, despite the differences in the numerical models used, the best fit models of Kilpatrick et al. (2017), Chornock et al. (2017), Tanaka et al. (2017), Tanvir et al. (2017), and Troja et al. (2017) all produce a final, combined, lanthanide fraction of log X_La = -2.2 ± 0.5. Errors on this value include both composition ranges quoted and a factor of ~3 error in the mass of each ejecta component, in order to account for systematic uncertainties in the thermalization efficiency, heating rate, and geometry (Metzger 2017a). Further systematics that could influence this derived X_La value are discussed in Section 4.1.

3.3. Composition Constraints from Short-duration Gamma-Ray Bursts (sGRBs)

While GW170817 provided the “smoking gun” observation that NSMs produce r-process nuclei, short-duration gamma-ray bursts (sGRBs) are also thought to originate from compact-object mergers. Thus, optical/infrared observations of sGRBs can potentially provide constraints on the composition of the ejecta for more events. There have already been a number of claimed detections of KNe associated with sGRBs (e.g., Berger et al. 2013; Tanvir et al. 2013). However, unlike the case of GW170817, sGRBs are viewed “down the barrel” of the relativistic jet. As a result, a substantial fraction of the observed optical/infrared light can be attributed to afterglow emission produced by the GRB jet (e.g., Hjorth et al. 2005), making it difficult to disentangle potential KN emission. Furthermore, sGRBs are typically observed at high redshift, and late-time infrared observations are quite limited. This will affect any inferred global lanthanide fraction.

With all of these caveats in mind, Ascenzi et al. (2019) recently reexamined all low-redshift (z < 0.5) sGRBs with detected optical or infrared afterglows. They model each event with a combination of jet afterglow and KN models and use this to assess whether there is any excess light that can be attributed to a KN. They use the numerical KN models from

| Table 3 |
| --- |
| Kilonova Lanthanide Fraction Models |

| Model | Kasen et al. (2017) | Tanaka et al. (2018) | Wollaeger et al. (2018) |
| --- | --- | --- | --- |
| Radiative transfer | SEDONA (Kasen et al. 2006) | Custom 3D Monte Carlo (Tanaka & Hotokezaka 2013) | SuperNu (Wollaeger & van Rossum 2014) |
| Atomic data | AUTOSTRUCTURE (Badnell 2011) | HULLAC (Bar-Shalom et al. 2001) | Los Alamos Suite (Fontes et al. 2015) |
| Elements used | Z = 21–28 (d-block) | Se, Ru, Te, Ba, Nd, Er | Cr, Pd, Se, Te, Br, Zr, Sm, Cc, Nd, U |
| Opacity method | Sobolev approx. | Sobolev approx. | Line-smearing approx. (Fontes et al. 2015, 2017) |
| Ejecta modeled | Grid of mass, velocity, and log X_La | Dynamical ejecta and two wind compositions from Wanajo et al. (2014) | Dynamical ejecta model (Rosswog et al. 2014) and two wind models (Perego et al. 2014) |
We highlight three systematics that may influence our measurement of $X_{\text{La}}$ from KNe, impacting our comparison to the $X_{\text{La}}$ distribution of metal-poor stars. First, in deriving our final $X_{\text{La}}$ for GW170817, we have assumed that the early blue component of the light curve is powered predominantly by the radioactive decay of light $r$-process elements. If other power sources contribute—or dominate—then the mass of light $r$-process elements produced may be smaller, and thus the total lanthanide fraction of the ejecta may be higher. For GW170817, we can examine the influence of this uncertainty by neglecting the contribution from the early blue component entirely. In particular, Kilpatrick et al. (2017), Chornock et al. (2017), and Kasen et al. (2017) all find a moderately lanthanide-enhanced composition for the red component of GW170817 of $\log X_{\text{La}} = -2 \pm 0.5$. This value falls closer to the median value for the bulk population, but still on the low end of the distribution for $r$-enhanced metal-poor stars: 63% of the JINAbase and 94% of the R18 samples have $X_{\text{La}}$ values above that inferred for the dominant lanthanide-rich ejecta of GW170817.

Second, it is possible that numerical models fit to the light curves and spectra of GW170817 over the first ~25 days post-merger do not fully capture all of the ejecta components. In particular, the high mass ($\sim0.05 M_\odot$) and low velocity ($\sim0.1c$) of the red component of GW170817 are inconsistent with predictions from numerical simulations for the dynamical ejecta from NSMs—leading to the interpretation that it is actually produced by an accretion disk wind (e.g., Metzger 2017a). However, tidally stripped dynamical ejecta should be ubiquitous in NSMs and has been robustly predicted to be lanthanide-rich with $X_{\text{La}} \approx -1$ (e.g., Roberts et al. 2011; Rosswog et al. 2014).

For the NS masses inferred from the gravitational wave signal of GW170817, numerical relativity simulations predict dynamical ejecta masses in the range of $10^{-3} - 10^{-2} M_\odot$ (Abbott et al. 2017a). While the expected signal for this low-mass, high lanthanide fraction ejecta component is faint, there may be evidence for it in current light-curve fits. In particular, the three-component, gray opacity models of Cowperthwaite et al. (2017) and Villar et al. (2017) favor the inclusion of a subdominant, high-opacity ejecta component. However, we can conservatively estimate the impact of “missing” dynamical ejecta, by assuming that the current models do not trace this component at all. The inclusion of an additional $10^{-3} - 10^{-2} M_\odot$ of log $X_{\text{La}} = -1$ material would raise the total $X_{\text{La}}$ for GW170817 to $X_{\text{La}} = -1.9 \pm 0.5$.

Third, since KNe are powered by decaying $r$-process elements, a potential concern is that $X_{\text{La}}$ will change between the initial composition measured in KNe and the several-gigayear-old composition measured in metal-poor stars. Fortunately, it turns out that the KN composition from the second to third peak does not change significantly after 1 day (see Figure 7 in Mendoza-Temis et al. 2015). However, the actinides have many longer-lived isotopes, and their abundance does change significantly between 1 day and 1 Gyr. We have neglected actinides in this paper because they contribute negligible mass in metal-poor stars and the Sun, but actinides could affect $X_{\text{La}}$ measurements from KNe. If this effect is important, then the very neutron-richest ejecta ($Y_e < 0.1$, Holmbeck et al. 2019b) could cause $X_{\text{La}}$ variations in KNe that are not currently constrained by metal-poor stars: the only remaining actinides are the long-lived but still.

Kasen et al. (2017). In total, they identify three suspected KNe with with quite low $\log X_{\text{La}} \lesssim -3$ and one KN (associated with GRB130603B) with $\log X_{\text{La}} \approx -1.5$ to -2.0.

4. Discussion

4.1. Comparison of Inferred KN Ejecta to $X_{\text{La}}$ Distribution from Metal-poor Stars

In Figure 5 we plot constraints on the total lanthanide faction of the GW170817 ejecta in comparison to the JINAbase sample of metal-poor stars (blue) and the R18 sample of the most $r$-process-enhanced stars (orange). At $\log X_{\text{La}} = -2.2 \pm 0.5$, the inferred value for for the ejecta of GW170817 overlaps with the bulk of the JINAbase sample of metal-poor stars but falls at the low end of the distribution. For the A07 (S08) solar abundance pattern, 82% (60%) of the JINA metal-poor stars have lanthanide fractions above log $X_{\text{La}} = -2.2$. Notably, the $X_{\text{La}}$ value for GW170817 appears as an outlier in comparison to the distribution $r$-enhanced stars from R18. For the A07 (S08) solar abundance pattern, 95% (90%) of R18 stars have lanthanide fractions above log $X_{\text{La}} = -2.2$. In addition, while we caution that the lack of late-time infrared observations can preclude the identification of higher lanthanide fraction ejecta components, three of the four claimed KN detections from sGRBs in Ascenzi et al. (2019) would also fall in the extreme low end of the $X_{\text{La}}$ derived for metal-poor stars. Several other groups have also noted that $X_{\text{La}}$ for GW170817 is low compared to the Sun (e.g., Côté et al. 2018), but Figure 5 shows that this will remain true for individual KNe.
radioactive isotopes of Th and U, and long-lived actinide decay products like Pb and Bi are rarely (if ever) measured in stars. Unfortunately, it also is known that the relative actinide abundance varies significantly in r-enhanced metal-poor stars (e.g., Hill et al. 2002; Ren et al. 2012; Mashonkina et al. 2014; Holmbeck et al. 2018; Ji & Frebel 2018; Holmbeck et al. 2019b). The topic of actinides in both stars and KNe clearly deserves further study (see, e.g., Holmbeck et al. 2019a). We note that the choice made here to ignore actinides means that all our star \( X_{\text{La}} \) constraints could be considered lower limits when comparing to KNe, which would increase the mild tension between GW170817 and most stars.

4.2. Implications for Future KN Observations

We find that estimates for the total \( X_{\text{La}} \) of GW170817 fall on the low end of the distribution observed in metal-poor stars. Thus, if NSMs are the dominant r-process source, we should expect future observations to reveal a significant number of KNe with higher overall lanthanide fractions than that observed in GW170817. As the total lanthanide fraction produced in the ejecta of a given NSM is likely due to a combination of different ejecta components with different compositions, the requirement for a higher total lanthanide fraction could manifest itself on KN observations in multiple different ways. Here we describe the baseline level of observations required to constrain the overall lanthanide fraction of a KN, as well as merger model-dependent implications for future observations.

First, robustly constraining the total lanthanide fraction from a given KN requires both UV/blue and (mid-)infrared observations over approximately the first week post-merger, as they predominantly probe lanthanide-poor and lanthanide-rich ejecta, respectively. This is demonstrated in Figure 6, where we highlight the impact of slight variants on the ejecta from GW170817 to the observed light curves. In the top panel we use the models of Kasen et al. (2017) to plot the bolometric light curves for four fiducial ejecta components. We plot a lanthanide-poor “blue KN” and a moderately lanthanide-enhanced “red KN”—both with masses, velocities, and lanthanide fractions consistent with those inferred for GW170817. These are supplemented by two different masses of lanthanide-rich (\( \log X_{\text{La}} = -1 \)) ejecta, meant to represent a range of possibly unaccounted-for high-\( X_{\text{La}} \) material (see above).

In the middle and bottom panels, the solid lines represent the combined g-band, \( f \)-band, \( H \)-band, and 5 \( \mu \)m light curves for a “baseline” GW170817 model of the blue KN, red KN, and \( 10^{-3} M_\odot \) of high-\( X_{\text{La}} \) ejecta. In the middle panel, dashed lines demonstrate the effect of increasing the mass of the lanthanide-rich ejecta to \( 10^{-2} M_\odot \), which would increase the overall \( \log X_{\text{La}} \) from \(-2.2 \) to \(-1.9 \). The difference is primarily discernible in light curves 5 \( \mu \)m and redward, highlighting the importance of space-based mid-infrared observatories, such as Spitzer and JWST, to constrain the presence of lanthanide-rich components. Overall, neglecting any infrared observations (at \( \lambda > 1 \mu m \)) would cause grossly underestimated lanthanide fractions (0.5–1 dex in these models). In addition, while the models of Kasen et al. (2017) break down in the optically thin phase (shaded region), observations on these timescales may also be sensitive to the relative abundance of light and heavy r-process elements (Kasen et al. 2015, 2017).

Figure 6. Top: bolometric luminosity from individual NSM ejecta components (colored lines). Solid lines represent a baseline three-component model for GW170817. Dashed lines show the affect of an enhanced mass of very \( X_{\text{La}} \)-rich material. Models from Kasen et al. (2017). See text for details. Middle: light curves associated with the baseline (solid lines) and \( X_{\text{La}} \)-rich (dashed lines) three-component models from the top panel. Increasing the mass of \( X_{\text{La}} \)-rich material in GW170817 from \( 10^{-3} \) to \( 10^{-2} M_\odot \) would be observable primarily in the mid-infrared light curves. Bottom: light curves comparing the baseline model (solid lines) to a model with no blue KN component (dashed lines).

In the bottom panel, the dashed lines demonstrate the effect of removing the blue KN ejecta component from GW170817, which would increase the overall \( \log X_{\text{La}} \) from \(-2.2 \) to \(-2.0 \).
This demonstrates the necessity of blue/UV observations to probe the presence/lack of lanthanide-poor ejecta components. A search done entirely in the infrared would cause total lanthanide fractions to be overestimated. In particular, while blue light dominated IR for only ~2 days in GW170817, and UV observations in the first \( \lesssim 12 \) hr post-merger may be particularly valuable in discerning the origin of early blue emission (Arcavi 2018), blue observations at later times are still useful for discerning the presence of lanthanide-poor material.

Figure 6 highlights the need for observations across the entire UVOIR range to constrain the total \( X_{\text{La}} \) from an NSM. However, it is difficult to directly translate the expectation of higher \( X_{\text{La}} \) into predictions for other observed properties such as timescale and luminosity in a model-independent way because the ejecta mass and velocity also play a significant role in determining these properties.\(^{11}\) We therefore rely on lessons from current relativistic hydrodynamic NSM models and GW170817 that suggest that their should be three primary ejecta components: (i) fast and lanthanide-rich (\( \log X_{\text{La}} \sim -1 \)) material dynamically ejected in tidal tails; (ii) fast and lanthanide-poor (\( \log X_{\text{La}} \sim -5 \)) material, either due to material dynamically ejected from from NS interface (“shocked dynamical”) or produced by a wind from a remnant NS surface; and (iii) slower material produced by post-merger accretion disk winds, with a variable composition. In GW170817, the presumed post-merger accretion disk wind dominated the total ejected mass (\( \sim 0.04 M_\odot \)) and possessed a lanthanide fraction of \( \log X_{\text{La}} = -2 \) (Siegel et al. 2019). Thus, in this context, there are two possible ways to increase the total \( X_{\text{La}} \) from an NSM relative to GW170817: either change the masses of the three components such that the relative contribution from the high-\( X_{\text{La}} \) tidal dynamical ejecta is enhanced or increase the overall \( X_{\text{La}} \) of the accretion disk winds.

Current numerical simulations find that the contribution from tidally ejected material is enhanced relative to the shocked dynamical ejecta for cases of highly asymmetric binary mass ratios (Bauswein et al. 2013; Hotokezaka et al. 2013; Dietrich et al. 2015; Sekiguchi et al. 2016), binaries that undergo prompt (\( \lesssim 1 \) ns) collapse to a black hole (BH) (Radice et al. 2018a), and highly eccentric mergers (Chaurasia et al. 2018). Even in these scenarios, however, the total predicted tidal tail masses are small, ranging from \( 10^{-3} \) to \( 10^{-2} M_\odot \). Thus, significantly enhancing the overall contribution from the dynamical ejecta requires a smaller disk wind mass (and hence smaller total ejecta mass) than observed in GW170817. Physically, numerical simulations find that the total disk mass will be suppressed for low values of the tidal deformability of the binary, \( \Lambda \), typically corresponding to prompt BH formation (Radice et al. 2018a, 2018b).

In addition, while in principle the total lanthanide fraction of the an NSM ejecta could be increased by increasing \( X_{\text{La}} \) of the disk wind—rather than decreasing its mass—in practice higher-\( X_{\text{La}} \) disk winds are typically linked to lower total disk wind masses in merger models. This is because higher-\( X_{\text{La}} \) accretion disk winds are primarily achieved by reducing the exposure of the disk to protonizing neutrinos from a central post-merger NS remnant. The dominant factor influencing this exposure is thus the lifetime of any post-merger NS remnant (e.g., Lippuner et al. 2017). Prompt BH formation will yield both lower-mass and higher-\( X_{\text{La}} \) disk winds. Alternatively, neutrino exposure can also be reduced (and \( X_{\text{La}} \) increased) by ejecting disk material on shorter timescales (e.g., Wu et al. 2016), which also tends to reduce the total ejecta mass.

Thus, we find that in the context of current merger models achieving a significantly higher \( X_{\text{La}} \) than that observed in GW170817 typically requires smaller total ejecta masses. As a result, if NSMs are the dominant source of the \( r \)-process, many future KN should be fainter, redder, and more rapidly evolving (and thus more difficult to identify and follow) than GW170817. This is demonstrated in Figure 7. In the left panels we again plot our baseline three-component model for GW170817, with a total log \( X_{\text{La}} = -2.0 \). In the middle panels we show a representative example of merger that ejects \( 5 \times 10^{-3} M_\odot \) of lanthanide-rich tidal dynamical and lanthanide-poor squeezed dynamical ejecta and \( 10^{-2} M_\odot \) of a moderately lanthanide-enhanced disk wind, yielding a total ejecta lanthanide fraction of \( \log X_{\text{La}} = -1.5 \). This disk wind mass falls on the high end of what may be expected for the case of a prompt collapse to a BH in the models of Radice et al. (2018a), and already the resulting KN peaks more than a magnitude fainter and decays roughly a factor of 2 more rapidly than GW170817.

In addition, in comparison to binary NS mergers, NS–BH mergers can produce ejecta with higher total \( X_{\text{La}} \) values. In particular, the tidal dynamical ejecta is expected to dominate for multiple reasons. First, there is neither a merger interface surface to produce blue shocked dynamical ejecta nor a central NS remnant from which blue winds can be driven. Second, due to the large binary mass ratios, the total dynamical ejecta masses tend to exceed those achieved in binary NS mergers, reaching values of \((1-4) \times 10^{-2} \) (Foucart et al. 2017). Finally, although the exact mass and composition of the disk winds from NS–BH mergers is still rather uncertain (e.g., Just et al. 2015; Foucart et al. 2017, 2018), the ratio of the dynamical mass ejected to post-merger accretion disk winds is probably higher in NS–BH mergers on average compared to NS–NS mergers (see Figure 1 in Wu et al. 2016). In the right panels of Figure 7 we use the models from Kasen et al. (2017) to plot a representative example ejecta that may result from an NS–BH merger: \( 2.5 \times 10^{-2} M_\odot \) of lanthanide-rich tidal dynamical ejecta and \( 2.5 \times 10^{-3} M_\odot \) moderately enhanced disk wind, yielding a total log \( X_{\text{La}} = -1.1 \). Due to the lack of a lanthanide-poor ejecta component, the observed colors are significantly redder at all times.

Finally, we note that there have been some suggestions that the most \( r \)-enhanced (and highest-\( X_{\text{La}} \)) stars tend to occur at lower [Fe/H] (Barklem et al. 2005; Roederer et al. 2018a; Brauer et al. 2019). Assuming that [Fe/H] corresponds to time, this suggests a potential association between the merger delay time and the lanthanide fraction. Observationally, that would imply that high-\( X_{\text{La}} \) KNs are more likely to be found in star-forming galaxies, where the typical NSM should have a shorter delay time (in contrast to GW170817, which is in one of the oldest host galaxies with a short GRB; Fong et al. 2017). However, while we find evidence that log \( X_{\text{La}} \) is anticorrelated with [Fe/H] in the R18 sample, this anticorrelation is not significant in the full JINAbase sample.

4.3. Implications for the Origin of \( r \)-process Elements

Figure 5 shows that the observed \( X_{\text{La}} \sim -2.2 \) for GW170817 is reasonably consistent with the bulk of metal-
poor stars. The most r-enhanced stars have higher \( X_{\text{La}} \), so we expect to find KNe with high \( X_{\text{La}} \) in future follow-up of NSMs. Metal-poor star statistics suggest that \( \sim 10\% \) of NSMs should have \( X_{\text{La}} > -1.5 \), with most of the rest having \( X_{\text{La}} \sim -1.8 \) (Figure 3). Thus, follow-up of binary neutron star merger triggers from LIGO should be able to test consistency between these distributions within the next few years.

However, if future KNe follow-up of gravitational wave sources does not find a high-\( X_{\text{La}} \) population, this would imply that metal-poor stars with the highest \( r \)-process enhancements are not enriched by NSMs. Several types of rare supernovae provide promising (but still theoretical) sources of \( r \)-process elements, such as the magnetorotationally driven jet supernova (e.g., Winteler et al. 2012; Nishimura et al. 2015; Mösta et al. 2018), common envelope jet supernovae (Grichener & Soker 2019), or collapsar disk winds (e.g., Surman et al. 2006; Siegel et al. 2019).

In fact, chemical evolution arguments have tended to prefer rare supernovae as the dominant source of \( r \)-process elements, at least in the early universe when metal-poor stars are forming (e.g., McWilliam 1997; Argast et al. 2004; Qian & Wasserburg 2008; Cescutti et al. 2015; Wehmeyer et al. 2015; Côté et al. 2019). Such models tend not to fully account for hierarchical galaxy formation, inhomogeneous metal mixing, or NSM velocity kicks, and including these effects can significantly affect chemical evolution interpretations (e.g., Tsujimoto & Shigeyama 2014; Hirai et al. 2015; Ishimaru et al. 2015; Shen et al. 2015; van de Voort et al. 2015; Beniamini et al. 2016, 2018; Bramante & Linden 2016; Ji et al. 2016a; Duggan et al. 2018; Naiman et al. 2018; Schönrich & Weinberg 2019; Safarzadeh et al. 2019b). In light of these complications, we suggest that the composition of future KNe provides a more direct test of whether NSM ejecta are viable sources of the high \( X_{\text{La}} \) found in the most \( r \)-enhanced stars.

### 4.4. Comparison to Theoretical \( X_{\text{La}} \) from Models of Different Astrophysical Sites

For theoretical context, we have compiled lanthanide fractions from several models of \( r \)-process sites and plotted them in Figure 8 (data in Appendix C, Table 5). We include models for neutron star merger tidal ejecta (Eichler et al. 2015, E15), neutron star merger disk winds (Wu et al. 2016; Lippuner et al. 2017, W16, L17), collapsar disk winds (Siegel et al. 2019, S18), and magnetorotationally driven jets (Nishimura et al. 2015, N15). We warn the reader not to make detailed comparisons between Figure 8 and the stellar lanthanide fraction distribution (Figures 3 and 5). There are
still significant uncertainties with the nuclear data used in these calculations, and the theoretical $r$-process patterns deviate in quantitatively important ways from the solar $r$-process pattern, including near the lanthanide region (e.g., Eichler et al. 2015; Mendoza-Temis et al. 2015; Barnes et al. 2016; Mumpower et al. 2016; Nishimura et al. 2016; Shibagaki et al. 2016; Wu et al. 2016; Ji & Frebel 2018). Furthermore, these models compute the yields from just a single ejecta component, and true astrophysical sites are a sum of many components (e.g., dynamical ejecta for the NSMs, neutrino-driven winds in the supernovae, a combination of both collapsar disk winds and MRD jets).

However, there are still two interesting points to take away. The first point is that all models here have a subset of parameter space that allows them to reproduce the highest $X_{\text{La}}$ observed in metal-poor stars ($X_{\text{La}} \gtrsim 10^{-1.5}$). NSM tidal ejecta are naturally high $X_{\text{La}}$. In NSM disk winds, high $X_{\text{La}}$ occurs when the disk experiences relatively low neutrino irradiation (e.g., with a short hypermassive neutron star lifetime; Wu et al. 2016; Lippuner et al. 2017). The collapsar models produce high $X_{\text{La}}$ when the mass accretion rate onto the BH is high (Surman et al. 2006; Siegel et al. 2019). And the MRD jet SNe produce high $X_{\text{La}}$ when the pre-collapse magnetic field is strong enough to promptly launch neutron-rich jets (Nishimura et al. 2015; M"osta et al. 2018). The second point is that as the models develop, the observed stellar $X_{\text{La}}$ distributions should provide interesting constraints on the physics of $r$-process sites. For example, if NSMs dominate $r$-process production, the $X_{\text{La}}$ distributions may provide independent information about the distributions of binary mass ratios, eccentricities, and neutron star equations of state (e.g., Radice et al. 2016; Lippuner et al. 2017).

Note that in this paper our definition of lanthanide fraction is lanthanide mass over neutron-capture element mass. We do not use the total mass because any other element would be significantly contaminated by core-collapse supernovae in metal-poor stars. This is not a concern if neutron star mergers are the dominant $r$-process site because negligible amounts of Fe are produced in those mergers. However, if lanthanide fractions are eventually derived in other potential $r$-process sites like collapsars (Siegel et al. 2019), one will have to remove the mass contribution of any Fe-peak elements in order to compare to metal-poor stars.

5. Conclusion

The dominant $r$-process site in the universe is still uncertain, but NSMs are a plausible source to explain $r$-process element production over all cosmic time. In this paper, we show that comparing populations of NSM KNe to populations of metal-poor stars with $r$-process elements provides a new way to understand the origin of the $r$-process in this new multimeessenger era. We have provided half of the required data for this comparison, by computing the lanthanide fraction distribution from metal-poor stars. The other half will come in time, as LIGO continues to detect more neutron star mergers in O3 and beyond. One key result is that the GW170817 KN is rather lanthanide-poor compared to the bulk of metal-poor stars (Figure 5). If neutron star mergers are the dominant $r$-process site, we should expect most future KNe to be more lanthanide-rich, with 10% having much higher lanthanide fractions $\log X_{\text{La}} > -1.5$. Properly measuring KN lanthanide fractions requires observing both optical and (mid-)infrared light curves, in order to constrain the mass and lanthanide fraction of all ejected components.

We view this paper as a first step toward combining observations of KNe and metal-poor stars to understand the $r$-process. Throughout this paper, we have emphasized the many systematics of determining $X_{\text{La}}$ in both these systems. Significant theoretical advances still need to be made for $r$-process nucleosynthesis calculations and interpreting KN compositions from observations. These will be greatly helped by UV spectroscopy to observe abundances of currently extrapolated elements in stars, and also by observing more KNe.

We expect that the comparison between metal-poor star and KN lanthanide fractions will become statistically interesting once $\sim 10$ KNe are followed up. For optimistic merger rates, this could happen as soon as the end of LIGO O3, though more likely it will take $\sim 5$–$10$ yr (e.g., Cowperthwaite et al. 2019). After this period, if high-$X_{\text{La}}$ KNe are not detected, we regard this as very strong evidence for the existence of at least one additional $r$-process source that dominates $r$-process production in the early universe.
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Appendix A

Literature Abundance References

Stellar abundances from the Roederer et al. (2018a) compilation are sourced from Aoki et al. (2010), Barklem et al. (2005), Cohen et al. (2013), Cowan et al. (2002), Frebel et al. (2007), Hansen et al. (2018), Lai et al. (2008), François et al. (2007), Hayek et al. (2009), Hill et al. (2002, 2017), Hollek et al. (2011), Holmbeck et al. (2018), Honda et al. (2004), Howes et al. (2015, 2016), Ivans et al. (2006), Jacobson et al. (2015), Johnson et al. (2013), Mashonkina et al. (2010, 2014), Placco et al. (2017), Roederer et al. (2014, 2018b), Sakari et al. (2018), Sneden et al. (2003), and Westin et al. (2000).

Stellar abundances from the Abohalima & Frebel (2018) (JINAbase) compilation are sourced from Allen et al. (2012), Aoki et al. (2005, 2010), Barklem et al. (2005), Cayrel et al. (2004), Christlieb et al. (2004), Cohen et al. (2013), Frebel et al. (2007), Hansen et al. (2015), Hayek et al. (2009), Hollek et al. (2011), Honda et al. (2004, 2011), Ishigaki et al. (2013), Jacobson et al. (2015), Johnson (2002), Lai et al. (2008), Li et al. (2015a, 2015b), Mashonkina et al. (2010, 2014), McWilliam et al. (1995), Placco et al. (2014), Preston et al. (2006), Roederer et al. (2010b, 2014), Siqueira Mello et al. (2014), Sneden et al. (2003), and Westin et al. (2000).

Appendix B

Star Data Table

Table 4 contains inferred lanthanide fractions for the stars studied in this paper. We show four random stars, one from each source. A full table is available online. Stars are duplicated when in multiple sources.
