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Abstract
In this paper, we study the minimization of an indefinite quadratic function over the intersection of balls and linear inequality constraints (QOBL). Using the hyperplanes induced by the intersection of each pair of balls, we show that the optimal solution of QOBL can be found by solving several extended trust-region subproblems (e-TRS). To solve e-TRS, we use the alternating direction method of multipliers approach and a branch and bound algorithm. Numerical experiments show the efficiency of the proposed approach compared to the CVX and the extended adaptive ellipsoid-based algorithm.
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1 Introduction
Quadratically constrained quadratic optimization (QCQO) problems arise in various applications and are among the well-studied optimization problems [5, 9, 11, 16, 24, 27, 33]. Special cases of QCQO include the well-known trust region subproblem (TRS) and extended TRS (e-TRS). Though TRS is nonconvex, it has the necessary
and sufficient optimality conditions and exact semidefinite relaxation (SDR) [15, 26]. However, for e-TRS, the necessary and sufficient optimality conditions and the SDR hold under certain assumptions [12, 13, 22]. A variant of QCQO that is minimizing a quadratic function subject to the intersection of the inside and outside of several balls with extra linear constraints is studied in [7]. The authors proposed a Branch and Bound (BB) algorithm to solve it and reported preliminary numerical results.

In this paper, we study a special case of the problem in [7] that minimizes a quadratic function subject to the intersection of several balls and linear inequality constraints (QOBL). Variants of this problem appear for example in solving nonconvex source localization problems and numerical solution of parameter identification [6, 8]. As a special case of QCQO, one may apply algorithms such as the Extended Adaptive Ellipsoid-based (EAE) algorithm to solve QOBL [16, 23]. We show that QOBL can be reduced to \( m \) e-TRS using the hyperplanes induced by the intersection of each pair of balls constraints. To solve e-TRS, we utilize alternating direction method of multipliers (ADMM) and the BB algorithm of [7]. The rest of the paper is organized as follows. In Sect. 2, we give our main results, namely reducing QOBL to \( m \) e-TRS. In Sect. 3, we briefly discuss the ADMM [10] for solving e-TRS. Finally, in Sect. 4, numerical results are given to show the efficiency of the proposed approach in comparison with some existing algorithms.

# 2 Main Results

Consider the following quadratic optimization problem with ball and linear inequality constraints:

\[
\min \quad \frac{1}{2} x^T Ax + a^T x \quad \text{(QOBL)}
\]
\[
||x - c_i||^2 \leq \delta_i^2, \quad i \in \mathcal{I} := \{1, \ldots, m\},
\]
\[
b_k^T x \leq \beta_k, \quad k = 1, \ldots, p,
\]

where \( A \in \mathbb{R}^{n \times n} \) is a symmetric matrix, \( a, c_i, b_k \in \mathbb{R}^n, \beta_k \in \mathbb{R} \) and \( \delta_i \in \mathbb{R}_+ \). When \( m = 1 \) and \( p = 0 \), QOBL reduces to the well-known TRS [15] and when \( m = 1 \) and \( p \geq 1 \), it reduces to the following e-TRS:

\[
\min \quad \frac{1}{2} x^T Ax + a^T x \quad \text{(p-eTRS)}
\]
\[
||x - c||^2 \leq \delta^2,
\]
\[
b_k^T x \leq \beta_k, \quad k = 1, \ldots, p,
\]

that has been widely studied in recent years [1, 2, 12, 13, 17, 21, 22, 25, 28–31].
The following notations are used throughout this section:

\[ B_i = \{ x \mid \| x - c_i \|^2 \leq \delta_i^2 \}, \quad \partial B_i = \{ x \mid \| x - c_i \|^2 = \delta_i^2 \}, \]

\[ \mathcal{P} = \{ x \mid b_k^T x \leq \beta_k, \quad k = 1, \ldots, p \}, \]

\[ \mathcal{M} = \bigcap_{i=1}^{m} B_i, \quad \mathcal{R} = \mathcal{M} \cap \mathcal{P}, \]

\[ \mathcal{M}_i = \{ x \mid x \in B_i, \quad 2(c_i - c_k)^T x \leq \alpha_{ik}, \quad \forall k \in \mathcal{I} \setminus \{i\} \}, \]

\[ \alpha_{ik} = c_i^T c_i - c_k^T c_k - \delta_i^2 + \delta_k^2, \quad \alpha_{ik} = -\alpha_{ki}, \]

\[ \mathcal{R}_i = \mathcal{M}_i \cap \mathcal{P}. \]

For clarity, we have also shown them in Fig. 1. In the following lemma, we discuss a case where QOBL is infeasible.

**Lemma 2.1** If there exist \( i, j \in \mathcal{I} \) such that \( \| c_i - c_j \| > \delta_i + \delta_j \), then QOBL is infeasible (see Fig. 2a).

**Proof** Let \( \| c_i - c_j \| > \delta_i + \delta_j \) and \( x \in B_i \), then

\[ \| x - c_j \| = \| x - c_j + c_i - c_i \| \geq \| c_j - c_i \| - \| x - c_i \| > \delta_j + \delta_i - \| x - c_i \| \geq \delta_j \]

\[ \implies \| x - c_j \| > \delta_j \implies B_i \cap B_j = \emptyset. \]

\[ \square \]
We will discuss other cases where \textit{QOBL} becomes infeasible in the rest of the paper (see Fig. 2b). The following lemma discusses the redundancy of ball constraints.

**Lemma 2.2** Let \( \delta_i \leq \delta_j \). If \( ||c_i - c_j|| \leq \delta_j - \delta_i \), then constraint \( ||x - c_j||^2 \leq \delta_j^2 \) is redundant (see Fig. 3).

**Proof** Let \( x \in B_i \), then

\[
||x - c_j|| = ||x - c_j + c_i - c_i|| \leq ||c_j - c_i|| + ||x - c_i|| \leq \delta_j - \delta_i + ||x - c_i|| \leq \delta_j
\]

\[ \implies B_i \subset B_j. \]

Therefore, constraint \( ||x - c_j||^2 \leq \delta_j^2 \) is redundant. \( \square \)

Following Lemma 2.2, we make the following assumption for the rest of the paper.

**Assumption 1** For all \( i \in \mathcal{I} \), there is no \( j \in \mathcal{I} \setminus \{i\} \) such that \( B_i \subseteq B_j \) and the Slater condition holds for \textit{QOBL}. Also, we assume \( m \geq 3 \).

As noted earlier, the case with \( m = 1 \) corresponds to the well-studied \textit{p-eTRS}, see for example [2, 7, 12, 22, 30] and the case with \( m = 2 \) is handled by a similar approach as in [4]. In the following results, our goal is to characterize the feasible region of \textit{QOBL} as the union of the feasible region of \( m \), \( (m + p - 1) -\text{eTRS} \). The first result shows that if \( \mathcal{M}_j \) is nonempty, then it has a point on the boundary of \( B_j \).

**Lemma 2.3** Suppose \textit{QOBL} satisfies Assumption 1. If \( \mathcal{M}_j \neq \emptyset \), then there exists \( y \in \mathcal{M}_j \) such that \( ||y - c_j||^2 = \delta_j^2 \).
Proof Let \( x \in \mathcal{M}_j \), then \(||x - c_j||^2 \leq \delta_j^2 \) and \( 2(c_j - c_i)^T x \leq \alpha_{ji} \forall i \in \mathcal{I} \setminus \{j\} \). If \(||x - c_j||^2 < \delta_j^2 \), since \( 2(c_j - c_i)^T x \leq \alpha_{ji} \forall i \in \mathcal{I} \setminus \{j\} \), we have \(||x - c_i||^2 - \delta_i^2 \leq ||x - c_j||^2 - \delta_j^2 < 0 \). Then, there exist \( d \in \mathbb{R}^n \) and \( \epsilon > 0 \), such that for \( y = x + \epsilon d \) we have

\[
||y - c_i||^2 - \delta_i^2 \leq ||y - c_j||^2 - \delta_j^2 = 0, \quad \forall i \in \mathcal{I} \setminus \{j\}.
\]

Therefore, \(||y - c_j||^2 = \delta_j^2 \) and \( 2(c_j - c_i)^T y \leq \alpha_{ji} \forall i \in \mathcal{I} \setminus \{j\} \), which completes the proof.

In the previous lemma, we showed that when \( \mathcal{M}_j \) is nonempty, it intersects the boundary of a ball. In the following lemma, we will show that when \( p = 0 \) the intersection of \( \mathcal{M}_j \) with the boundary of a ball is a part of the boundary of the feasible region of QOBL.

Lemma 2.4 Suppose QOBL satisfies Assumption 1 and \( p = 0 \). Then, we have \( \mathcal{M}_j \cap \partial B_j = \partial (\bigcap_{i=1}^m B_i) \cap \partial B_j \).

Proof (\( \implies \)) Note that

\[
\partial \left( \bigcap_{i=1}^m B_i \right) = \bigcup_{i=1}^m \{x | ||x - c_i||^2 = \delta_i^2, \quad ||x - c_i||^2 \leq \delta_i^2, \quad \forall i \in \mathcal{I} \setminus \{t\} \}. \quad (1)
\]

Let \( x \in \mathcal{M}_j \cap \partial B_j \), then \(||x - c_j||^2 = \delta_j^2 \), \( 2(c_j - c_i)^T x \leq \alpha_{ji}, \forall i \in \mathcal{I} \setminus \{j\} \). Further,

\[
\begin{align*}
2(c_j - c_i)^T x &\leq \alpha_{ji} \implies 2c_j^T x - 2c_i^T x \leq c_j^T c_j - c_i^T c_i + \delta_i^2 - \delta_j^2 \\
&\implies x^T x + c_j^T c_j - 2c_i^T x - \delta_i^2 \leq x^T x + c_j^T c_j - 2c_j^T x - \delta_j^2 \\
&\implies ||x - c_i||^2 - \delta_i^2 \leq ||x - c_j||^2 - \delta_j^2.
\end{align*}
\]

Now, from \(||x - c_j||^2 = \delta_j^2 \), we have \(||x - c_i||^2 \leq \delta_i^2 \) for all \( i \in \mathcal{I} \setminus \{j\} \), and from (1), we have \( x \in \partial (\bigcap_{i=1}^m B_i) \). Thus, \( \mathcal{M}_j \cap \partial B_j \subseteq \partial (\bigcap_{i=1}^m B_i) \cap \partial B_j \).

(\( \Longleftarrow \)) Now, suppose that \( x \in \partial (\bigcap_{i=1}^m B_i) \cap \partial B_j \). Then, from (1), there exists \( j \in \mathcal{I} \) such that \(||x - c_j||^2 = \delta_j^2 \) and \(||x - c_i||^2 \leq \delta_i^2 \) for all \( i \in \mathcal{I} \setminus \{j\} \) or

\[
||x - c_j||^2 = \delta_j^2, \quad 2(c_j - c_i)^T x \leq \alpha_{ji}, \quad \forall i \in \mathcal{I} \setminus \{j\}.
\]

This implies \( x \in \mathcal{M}_j \cap \partial B_j \). Thus \( \partial (\bigcap_{i=1}^m B_i) \cap \partial B_j \subseteq \mathcal{M}_j \cap \partial B_j \). \( \square \)

The following theorem enables us to find redundant ball constraints containing the feasible region, but does not completely contain any of the other ball constraints (see Fig. 4). We should note that these types of redundant ball constraints are not of the type discussed in Lemma 2.2.
Theorem 2.1 Suppose QOBL satisfies Assumption 1 and \( p = 0 \). Then, \( \mathcal{M}_j = \emptyset \) if and only if \( \bigcap_{i=1, i \neq j}^m B_i \subseteq B_j \) and \( \partial \left( \bigcap_{i=1, i \neq j}^m B_i \right) \cap \partial B_j = \emptyset \).

Proof (\( \iff \)) Let \( \bigcap_{i=1, i \neq j}^m B_i \subseteq B_j \) and \( \partial \left( \bigcap_{i=1, i \neq j}^m B_i \right) \cap \partial B_j = \emptyset \). By contradiction, suppose \( \mathcal{M}_j \neq \emptyset \), then from Lemma 2.3, \( \mathcal{M}_j \cap \partial B_j \neq \emptyset \). Further by Lemma 2.4 and \( \bigcap_{i=1}^m B_i = \bigcap_{i=1, i \neq j}^m B_i \), we have

\[
\mathcal{M}_j \cap \partial B_j = \partial \left( \bigcap_{i=1, i \neq j}^m B_i \right) \cap \partial B_j.
\]

Now, since \( \partial \left( \bigcap_{i=1, i \neq j}^m B_i \right) \cap \partial B_j = \emptyset \), from (2) \( \mathcal{M}_j \cap \partial B_j = \emptyset \) which is a contradiction. Thus, \( \mathcal{M}_j = \emptyset \).

(\( \rightarrow \)) Let \( \mathcal{M}_j = \emptyset \). Suppose by contradiction, there exists \( x \in \bigcap_{i=1, i \neq j}^m B_i \setminus B_j \) such that \( ||x - c_j||^2 \geq \delta_j^2 \). Since \( \bigcap_{i=1}^m B_i \neq \emptyset \), by Assumption 1 there exists \( y \in \bigcap_{i=1}^m B_i \) such that \( ||y - c_j||^2 \leq \delta_j^2 \). Now, let \( z_\lambda = \lambda y + (1 - \lambda)x \), then there exist \( \lambda^* \) such that \( ||z_\lambda^* - c_j||^2 = \delta_j^2 \). Since \( z_\lambda^* \in \bigcap_{i=1, i \neq j}^m B_i \), we have \( ||z_\lambda^* - c_i||^2 \leq \delta_i^2 \), \( \forall i \in I \setminus \{j\} \). Then

\[
||z_\lambda^* - c_i||^2 - \delta_i^2 \leq 0 = ||z_\lambda^* - c_j||^2 - \delta_j^2 \implies 2(c_j - c_i)^T z_\lambda^* \leq \alpha_j, \; \forall i \in I \setminus \{j\}.
\]

This means \( z_\lambda^* \in \mathcal{M}_j \), which is a contradiction with \( \mathcal{M}_j = \emptyset \). Therefore,

\[
\bigcap_{i=1, i \neq j}^m B_i \subseteq B_j.
\]

Also, since \( \mathcal{M}_j = \emptyset \), we have \( \mathcal{M}_j \cap \partial B_j = \emptyset \). Then from Lemma 2.4, \( \partial \left( \bigcap_{i=1}^m B_i \right) \cap \partial B_j = \emptyset \). \( \square \)
The following theorem, which is the main result of this paper, shows that the feasible region of QOBL is the union of the feasible region of \( m, (m + p - 1) \)−eTRS (see Fig. 5).

**Theorem 2.2** Suppose QOBL satisfies Assumption 1. Then, \( \mathcal{R} = \bigcup_{i=1}^{m} \mathcal{R}_i \).

**Proof** \( \Rightarrow \) Suppose \( x \in \mathcal{R} \), then \( x \in \bigcap_{i=1}^{m} B_i \) and \( x \in \mathcal{P} \). Without loss of generality, we assume that

\[
||x - c_1||^2 - \delta_1^2 \leq ||x - c_2||^2 - \delta_2^2 \leq \cdots \leq ||x - c_m||^2 - \delta_m^2.
\]

Thus,

\[
2(c_m - c_i)^T x \leq \alpha_{mi}, \quad \text{for all} \quad i \in \mathcal{I} \setminus \{m\} \Rightarrow x \in \mathcal{M}_m \Rightarrow x \in \bigcup_{i=1}^{m} \mathcal{M}_i.
\]

Since \( x \in \mathcal{P} \),

\[
x \in \left( \bigcup_{i=1}^{m} \mathcal{M}_i \right) \cap \mathcal{P} \Rightarrow x \in \bigcup_{i=1}^{m} \left( \mathcal{M}_i \cap \mathcal{P} \right) \Rightarrow x \in \bigcup_{i=1}^{m} \mathcal{R}_i \Rightarrow \mathcal{R} \subseteq \bigcup_{i=1}^{m} \mathcal{R}_i. \tag{3}
\]

\( \Leftarrow \) Let \( x \in \bigcup_{i=1}^{m} \mathcal{R}_i \), then there exists \( k \in \mathcal{I} \) such that \( x \in \mathcal{R}_k = \mathcal{M}_k \cap \mathcal{P} \). Also

\[
x \in \mathcal{M}_k \Rightarrow 2(c_k - c_i)^T x \leq \alpha_{ki}, \quad \forall i \in \mathcal{I} \setminus \{k\},
\]

or

\[
||x - c_i||^2 - \delta_i^2 \leq ||x - c_k||^2 - \delta_k^2, \quad \forall i \in \mathcal{I} \setminus \{k\}.
\]

Furthermore, \( x \in \mathcal{R}_k \) implies that \( ||x - c_k||^2 \leq \delta_k^2 \). Thus

\[
||x - c_i||^2 \leq \delta_i^2, \quad \forall i \in \mathcal{I} \Rightarrow x \in \mathcal{M} \Rightarrow x \in \mathcal{M} \cap \mathcal{P} \Rightarrow x \in \mathcal{R}.
\]

This implies \( \bigcup_{i=1}^{m} \mathcal{R}_i \subseteq \mathcal{R} \).

Therefore, from Theorem 2.2, solving QOBL reduces to solve \( m, (m + p - 1) \)−eTRS as follows for all \( i \in \mathcal{I} \) (see Fig. 5):

\[
\begin{align*}
\min_{x} & \quad x^T Ax + a^T x \\
\text{s.t.} & \quad x \in \mathcal{R}_i.
\end{align*} \tag{P Ri}
\]

Using Theorem 2.1, in the following lemma, we show that infeasible (P Ri) means a redundant ball constraint (see Fig. 6).
Fig. 5 Feasible region of QOBL when \( m = 3 \) and \( p = 4 \). The blue lines are the linear constraints of QOBL.

Fig. 6 Red ball is redundant and \( \mathcal{R}_i \) related to it is empty.

Lemma 2.5 The \((PR_i)\) is feasible if and only if \( ||x^*_c - c_i||^2 \leq \delta_i^2 \), where \( x^*_c \) is the optimal solution of the following convex quadratic problem:

\[
\begin{align*}
\min & \quad ||x - c_i||^2 \\
\text{s.t.} & \quad 2(c_i - c_j)^T x \leq \alpha_{ij}, \quad j \in \mathcal{I} \setminus \{i\}, \\
& \quad x \in \mathcal{P}.
\end{align*}
\]

Moreover, if \( ||x^*_c - c_i||^2 > \delta_i^2 \) or \((CR_i)\) is infeasible, then the \( i \)th ball constraint is redundant (see Fig. 6).

Proof The feasibility of \((PR_i)\) is straightforward. If \( ||x^*_c - c_i||^2 > \delta_i^2 \) or \((CR_i)\) is infeasible, then \( \mathcal{R}_i \) is empty, and from Theorem 2.1, the \( i \)th ball constraint is redundant.

Corollary 2.1 If \( ||x^*_c - c_i||^2 > \delta_i^2 \) or \((CR_i)\) is infeasible for all \( i \in \mathcal{I} \), then QOBL is infeasible.

Based on the previous results, the algorithm for solving QOBL can be outlined as follows.
QOBL algorithm

**Step 1:** If there exist \( i, j \in \mathcal{I} \) such that \( ||c_i - c_j|| > \delta_i + \delta_j \), then QOBL is infeasible, stop; else go to Step 2.

**Step 2:** For all \( i, j \in \mathcal{I} \) for which \( ||c_i - c_j|| \leq \delta_j - \delta_i \) and \( \delta_j \geq \delta_i \) remove \( i \) from \( \mathcal{I} \).

**Step 3:** Solve \((CR_i)\) for all \( i \in \mathcal{I} \). For all \( i \in \mathcal{I} \) for which \( ||x^*_i - c_i||^2 > \delta^2_i \) or feasible region of \((CR_i)\) is infeasible remove \( i \) from \( \mathcal{I} \). If \( \mathcal{I} = \emptyset \), then QOBL is infeasible, stop; else go to Step 4.

**Step 4:** Solve \((PR_i)\) for all \( i \in \mathcal{I} \), and save \( x^*_i, f^*_i \), its optimal solution and optimal objective value.

**Step 5:** \( f^*_k = \min_{i \in \mathcal{I}} f^*_i \) and \( x^*_k \) are the optimal objective value and global optimal solution of QOBL, respectively.

As we see, the main computational costs of algorithm is solving \( m, (m + p - 1) \text{—eTRS} \). In the next section, we discuss the solution approach for p-eTRS.

3 Solving p-eTRS

As mentioned in the introduction, p-eTRS has been widely studied in recent years. The BB algorithm of [7] is a recent efficient algorithm to solve p-eTRS that we use in our numerical experiments. Also, we utilize the ADMM approach that has been widely used to solve various classes of optimization problems [3, 10, 19, 20, 30, 32]. Consider the following \( i \text{th} (m + p - 1)-\text{eTRS} \) \((i \in \mathcal{I})\) that arises in the QOBL algorithm:

\[
\min \frac{1}{2} x^T Ax + a^T x \quad ((m + p - 1)-\text{eTRS})
\]

\[
||x - c_i||^2 \leq \delta^2_i,
\]

\[
2(c_i - c_j)^T x \leq \alpha_{ij}, \quad j \in \mathcal{I} \setminus \{i\},
\]

\[
b^T_k x \leq \beta_k, \quad k = 1, \ldots, p.
\]

One can write it in the following equivalent form:

\[
\min \frac{1}{2} x^T Ax + a^T x \quad \text{(4)}
\]

\[
||x - c_i||^2 \leq \delta^2_i,
\]

\[
2(c_i - c_j)^T z \leq \alpha_{ij}, \quad j \in \mathcal{I} \setminus \{i\},
\]

\[
b^T_k z \leq \beta_k, \quad k = 1, \ldots, p
\]

\[
x = z.
\]
Now to define the ADMM steps, consider the augmented Lagrangian of (4) as follows:

\[ L(x, z, \lambda) = \frac{1}{2} x^T A x + a^T x + \lambda^T (x - z) + \frac{\rho}{2} ||x - z||^2, \]

where \( \lambda_i \)’s are Lagrange multipliers and \( \rho \in \mathbb{R}_+ \) is the appropriate penalty parameter.

Let \( z_k \) be a feasible point for \((m + p - 1) - \epsilon \text{TRS}\) that is obtained by solving \( m \ (C R_i) \).

The ADMM iterations are as follows:

- **Step 1**: \( x^{k+1} = \arg\min_{||x - c_i||^2 \leq \delta_i^2} L(x, z^k, \lambda^k). \)

- **Step 2**: \( z^{k+1} = \arg\min_{b_k^T z \leq \beta_k, \ k = 1, \ldots, p} L(x^{k+1}, z, \lambda^k). \)

- **Step 3**: \( \lambda^{k+1} = \lambda^k + \gamma \rho (x^{k+1} - z^{k+1}), \) where \( \gamma \in (0, 1) \) is a constant.

In Step 1, we solve the following TRS:

\[
\min \frac{1}{2} x^T (A + \rho I_n) x + (a + \lambda - \rho z^k)^T x
\]

\[ ||x - c_i||^2 \leq \delta_i^2. \tag{5} \]

Let \( x^{k+1} \) be the optimal solution of (5). In Step 2, we solve the following problem:

\[
\min \frac{\rho}{2} z^T z - (\lambda + \rho x^{k+1})^T z
2(c_i - c_j)^T z \leq \alpha_{ij}, \quad j \in \mathcal{I} \setminus \{i\}
\]

\[ b_k^T z \leq \beta_k, \quad k = 1, \ldots, p. \tag{6} \]

As we see, if \( \rho \geq -\lambda_{\min}(A) \), then in Step 1 and Step 2, we have convex optimization problems, where \( \lambda_{\min}(A) \) is the smallest eigenvalue of \( A \).

It should also be noted that the convergence results for the ADMM algorithms under some mild assumptions are established in [10, 20, 30, 32] for different classes of optimization problems. The convergence of ADMM to the first-order stationary point is given in the following theorem.

**Theorem 3.1** ([30]). Let \((x^*, z^*, \lambda^*)\) be any accumulation point of \(\{(x^k, z^k, \lambda^k)\}\) generated by the ADMM. Then by boundedness assumptions of \(\{\lambda^k\}\) and \(\sum_{k=0}^{\infty} ||\lambda^{k+1} - \lambda^k||^2 < \infty\), \(x^*\) satisfies the first-order stationary conditions.

### 4 Numerical Results

In this section, we compare the QOBL algorithm with CVX [18] (solves the semidefinite programming (SDP) relaxation of QOBL) and the EAE algorithm [16, 23]. The
Table 1  Notations in the tables

| Notation | Description |
|----------|-------------|
| $n$      | Dimension of problem |
| $m$      | Number of ball constraints |
| Den      | Density of $A$ |
| CPU(ADMM) | Run time of the QOBL algorithm with ADMM |
| CPU(BB)  | Run time of the QOBL algorithm with the BB algorithm of [7] |
| CPU(CVX) | Run time of CVX |
| CPU(EAE) | Run time of the EAE algorithm of [16] |
| $F_{\text{ADMM}}$ | Objective value of the QOBL algorithm with ADMM |
| $F_{\text{BB}}$ | Objective value of the QOBL algorithm with the BB algorithm [7] |
| $F_{\text{CVX}}$ | Objective value of CVX |
| $F_{\text{EAE}}$ | Objective value of EAE algorithm of [16] |

SDP relaxation of QOBL is as follows:

\[
\begin{align*}
\min & \quad \text{Trace}(AX) + a^T x \\
\text{s.t.} & \quad \text{Trace}(X) - 2c_i^T x + ||c_i||^2 - \delta_i^2 \leq 0, \quad i \in \mathcal{I}, \\
& \quad b_k^T x \leq \beta_k, \quad k = 1, \ldots, p, \\
& \quad X \succeq xx^T,
\end{align*}
\]

which is exact when

\[
\dim\left(\text{Ker}(A - \lambda_{\min}(A)I_n)\right) \geq m + p + 1,
\]

where $I_n$ is the identity matrix and $\text{Ker}(A) := \{d \in \mathbb{R}^n | Ad = 0\}$ [14]. To solve p-eTRS within the QOBL algorithm, we use the BB algorithm of [7] and ADMM. Implementation is done in MATLAB R2017a on a 2.50 GHz laptop with 8 GB of RAM, and the results in tables are the average of 10 runs for each dimension. It is worth noting that p-eTRSs inside the QOBL algorithm can be solved in parallel. We report the results for both parallel and non-parallel implementations. (CPU time in parentheses are for the parallel version.) The used machine allows solving two p-eTRSs in parallel.

We generate instances of QOBL such that the Slater condition holds. To this end, first we generate a random matrix $C \in \mathbb{R}^{n \times m}$. Let $c_i, i \in \mathcal{I}$ be the columns of the matrix $C$. Then, we set $y \in \mathbb{R}^n$ as the convex combination of the columns of $C$, i.e.,

\[
y = \sum_{i=1}^{m} \lambda_i c_i, \quad \text{such that} \quad \sum_{i=1}^{m} \lambda_i = 1, \quad \lambda_i \geq 0.
\]

Next, we set $\delta_i = ||c_i - y|| + \epsilon_i \forall i \in \mathcal{I}$, where $\epsilon_i \in (0, 1)$.
Table 2  Comparison of the QOBL algorithm with CVX when SDP relaxation of QOBL is exact

| n   | m  | CPU(ADMM)   | CPU(CVX)   | $F_{ADMM} - F_{CVX}$ |
|-----|----|-------------|-------------|----------------------|
| 5   | 3  | 2.06 (0.38) | 2.91        | $-5.86 \times 10^{-8}$ |
| 10  | 7  | 1.88 (1.11) | 2.22        | $-4.03 \times 10^{-8}$ |
| 20  | 12 | 2.04 (1.95) | 2.28        | $-7.17 \times 10^{-8}$ |
| 50  | 20 | 7.19 (5.12) | 2.53        | $-3.21 \times 10^{-8}$ |
| 70  | 30 | 10.15 (8.31)| 3.25        | $-4.17 \times 10^{-8}$ |
| 100 | 10 | 9.86 (4.06) | 3.04        | $-7.25 \times 10^{-7}$ |
| 200 | 10 | 15.43 (10.56)| 5.61        | $-5.49 \times 10^{-8}$ |
| 300 | 10 | 21.36 (16.57)| 12.53      | $-7.62 \times 10^{-8}$ |
| 500 | 10 | 155.13 (32.55)| –          | –        |
| 1000| 5  | 85.27 (36.89)| –          | –        |

“–” in all tables means the algorithm cannot solve the problem

– **Test class 1:** In this class, we compare the QOBL algorithm when using ADMM with CVX (that solves the SDP relaxation). To do so, we consider $m < n$ and generate $A \in \mathbb{R}^{n \times n}$ randomly such that multiplicity of its smallest eigenvalue is greater than $m$ and $p = 0$. Therefore, the SDP relaxation is exact. The results are reported in Table 2. As we see, for dimensions $50 \leq n \leq 300$, CVX is better in terms of CPU time, while for the rest of the problems, the QOBL algorithm is faster and CVX cannot solve larger problems. The parallel version of the QOBL algorithm also shows significant CPU time reduction for larger problems.

– **Test class 2:** In this class, we compare the QOBL algorithm and EAE algorithm of [16]. To solve p-eTRS inside the QOBL algorithm, we use the BB algorithm of [7] and ADMM. We generate $A \in \mathbb{R}^{n \times n}$ randomly and we set $p = 0$. The results are summarized in Table 3. As we see, the EAE algorithm is able to solve problems for $n \leq 100$ and except for one instance, the non-parallel QOBL algorithm with ADMM is always faster than it, while they have almost equal objective values. Also, when $m \leq 20$, the non-parallel QOBL algorithm with the BB algorithm is faster than the EAE algorithm in terms of CPU time. When the number of ball constraints is increasing, the QOBL algorithm with ADMM is better than the QOBL algorithm with the BB algorithm in terms of CPU time, while having almost equal objective values. Here, also we see significant time reduction of the parallel QOBL algorithm. Also, in both parallel and non-parallel versions, the QOBL algorithm with ADMM is faster than the QOBL algorithm with the BB algorithm for $m > 10$.

– **Test class 3:** In this class, we compare the QOBL algorithm and EAE algorithm, when $p \neq 0$. By considering $y$ as in (8), we add linear inequality constraints as follows:

1- Generate $b_k \in \mathbb{R}^n$ for $k = 1, \ldots, p$ randomly,
2- Let $\beta_k = b_k^T y + \epsilon$ where $\epsilon \in (0, 1)$. 
| $n$ | $m$ | CPU(BB)  | CPU(ADMM)  | CPU(EAE)  | $F_{\text{ADMM}} - F_{\text{BB}}$  | $F_{\text{ADMM}} - F_{\text{EAE}}$ |
|-----|-----|----------|------------|----------|-----------------------------------|-----------------------------------|
| 5   | 5   | 2.38 (0.35) | 4.63 (0.87) | 8.54     | $-1.12 \times 10^{-8}$           | $-9.00 \times 10^{-7}$           |
| 10  | 5   | 2.96 (0.45) | 5.70 (2.11) | 9.31     | $-3.38 \times 10^{-10}$          | $-5.54 \times 10^{-7}$          |
| 20  | 5   | 5.9 (1.65)  | 10.91 (2.95) | 9.38     | $-5.86 \times 10^{-8}$          | $-2.38 \times 10^{-7}$          |
| 50  | 5   | 68.55 (8.65) | 22.75 (5.24) | 70.31    | $-1.17 \times 10^{-8}$          | $-2.31 \times 10^{-7}$          |
| 100 | 5   | 138.28 (35.26) | 121.11 (25.62) | 661.94   | $-1.65 \times 10^{-7}$          | $-4.27 \times 10^{-7}$          |
| 10  | 10  | 2.85 (0.32)  | 5.94 (1.91)  | 11.35    | $-1.31 \times 10^{-7}$          | $-1.16 \times 10^{-7}$          |
| 10  | 10  | 7.82 (3.68)  | 7.03 (3.54)  | 10.18    | $-9.16 \times 10^{-7}$          | $-1.41 \times 10^{-6}$          |
| 20  | 10  | 33.72 (8.56) | 18.80 (6.73) | 150.36   | $-2.55 \times 10^{-8}$          | $-1.65 \times 10^{-6}$          |
| 50  | 10  | 86.64 (36.48) | 40.70 (20.25) | 1008.95  | $-7.15 \times 10^{-8}$          | $-6.32 \times 10^{-6}$          |
| 100 | 10  | $> 3000$ (s) | 179.07 (72.89) | 1152.65  | $-$                                | $-5.85 \times 10^{-6}$          |
| 20  | 20  | 2.39 (0.41)  | 6.58 (2.88)  | 21.54    | $-1.80 \times 10^{-7}$          | $-6.62 \times 10^{-7}$          |
| 50  | 20  | 17.52 (1.45) | 11.57 (5.61) | 32.25    | $-1.79 \times 10^{-7}$          | $-1.70 \times 10^{-7}$          |
| 100 | 20  | $> 3000$ (32.87) | 81.79 (8.91) | 350.26   | $-$                                | $-5.97 \times 10^{-6}$          |
| 20  | 50  | 2.01 (1.13)  | 9.88 (2.63)  | 102.76   | $-$                                | $-0.2440$                        |
| 100 | 50  | $> 3000$ (s) | 496.52 (110.65) | 1028.81  | $-$                                | $-0.8615$                        |
| 50  | 50  | 3.46 (0.34)  | 10.26 (2.47) | 65.13    | $-1.35 \times 10^{-7}$          | $-1.93 \times 10^{-7}$          |
| 100 | 50  | 25.41 (2.89) | 18.49 (6.37) | 72.26    | $-3.94 \times 10^{-7}$          | $-1.56 \times 10^{-7}$          |
| 20  | 50  | $> 3000$ (192.94) | 72.68 (19.44) | 94.12    | $-$                                | $-1.15 \times 10^{-7}$          |
| 50  | 50  | $> 3000$ (s) | 125.59 (76.73) | 1237.72  | $-$                                | $-2.9912$                        |
| 100 | 50  | $> 3000$ (s) | 850.36 (245.35) | 1489.81  | $-$                                | $-6.2349$                        |
| n   | m    | CPU(BB)     | CPU(ADMM)    | CPU(EAE) | $F_{ADMM} - F_{BB}$    | $F_{ADMM} - F_{EAE}$ |
|-----|------|-------------|--------------|----------|------------------------|------------------------|
| 100 | 5    | 3.12 (0.82) | 15.63 (2.15) | 295.33   | $-2.25 \times 10^{-7}$ | $-1.33 \times 10^{-7}$ |
| 10  | 10   | 41.04 (11.66) | 50.33 (9.33) | 334.37   | $-1.08 \times 10^{-7}$ | $-5.48 \times 10^{-6}$ |
| 20  | > 3000 (905.35) | 56.17 (27.98) | 453.94 | – | – | $-0.0014$ |
| 50  | > 3000 (*) | 225.76 (138.10) | 1039.45 | – | – | $-12.568$ |
| 200 | 5    | 3.7029 (1.51) | 34.85 (6.73) | – | $1.36 \times 10^{-7}$ | – |
| 10  | 10   | 67.14 (32.77) | 73.06 (15.48) | – | $-1.91 \times 10^{-7}$ | – |
| 20  | > 3000 (*) | 241.75 (51.75) | 56.85 (132.88) | – | $2.31 \times 10^{-7}$ | – |
| 50  | > 3000 (*) | 149.59 (132.88) | – | – | – | – |
| 500 | 5    | 37.37 (10.40) | 16.67 (16.20) | – | $-2.13 \times 10^{-7}$ | – |
| 10  | 10   | 12.36 (625.25) | 51.36 (33.71) | – | $-6.58 \times 10^{-7}$ | – |
| 20  | > 3000 (*) | 720.16 (123.48) | 180.61 (123.48) | – | $-3.25 \times 10^{-7}$ | – |
| 50  | > 3000 (*) | 594.12 (394.73) | 594.12 (394.73) | – | – | – |
| 1000| 5    | 132.73(*) | 360.06 (44.78) | – | $-1.71 \times 10^{-7}$ | – |
| 10  | > 3000 (*) | 1654.73 (99.42) | 375.60 (99.42) | – | $-1.68 \times 10^{-7}$ | – |
| 20  | > 5000 (*) | 975.36 (265.64) | – | – | – | – |

(*) means the code of [7] either gives error or exponential number of nodes needed to solve p-eTRS.
### Table 4: Comparison of the QOBL algorithm with the EAE algorithm when $p \neq 0$

| $n$ | $m$ | $p$ | CPU(BB) | CPU(ADMM) | CPU(EAE) | $F_{ADMM} - F_{BB}$ | $F_{ADMM} - F_{EAE}$ |
|-----|-----|-----|---------|-----------|----------|-------------------|-------------------|
| 5   | 5   | 5   | 2.08 (0.37) | 4.70 (1.15) | 874.49 | $2.10 \times 10^{-8}$ | $-4.66 \times 10^{-7}$ |
| 10  | 10  | 6.28 (0.96) | 6.75 (1.33) | 1004.45 | $-4.63 \times 10^{-8}$ | $-4.66 \times 10^{-8}$ |
| 20  | 20  | 6.45 (2.83) | 11.03 (1.66) | 1020.81 | $-4.52 \times 10^{-9}$ | $-1.51 \times 10^{-6}$ |
| 50  | 50  | 11.61 (3.69) | 9.18 (2.35) | 439.26 | $-3.61 \times 10^{-8}$ | $-7.22 \times 10^{-7}$ |
| 10  | 5   | 2.32 (0.48) | 8.41 (2.22) | 1001.91 | $7.96 \times 10^{-8}$ | $-1.21$ |
| 10  | 10  | 28.04 (6.89) | 15.09 (4.82) | 1004.71 | $-1.21 \times 10^{-8}$ | $-0.6144$ |
| 20  | 20  | 264.18 (162.34) | 11.73 (4.61) | 1018.21 | $-6.52 \times 10^{-8}$ | $-0.1564$ |
| 50  | 50  | 796.73 (242.39) | 33.08 (10.39) | 1019.10 | $-1.40 \times 10^{-7}$ | $-0.1114$ |
| 20  | 5   | 5.55 (0.84) | 11.70 (2.49) | 47.76 | $-1.73 \times 10^{-7}$ | $-1.74 \times 10^{-8}$ |
| 10  | 10  | 366.27 (134.69) | 11.96 (4.61) | 1002.50 | $-2.06 \times 10^{-8}$ | $-6.1934$ |
| 20  | 20  | $> 3000$ (*) | 31.32 (10.71) | 1024.40 | $-4.0826$ | $-2.85$ |
| 50  | 50  | $> 3000$ (*) | 240.07 (30.65) | 1068.40 | $-4.0826$ | $-2.85$ |
| 50  | 5   | 2.67(1.56) | 8.28 (3.50) | 75.34 | $1.01 \times 10^{-8}$ | $-9.15 \times 10^{-8}$ |
| 10  | 10  | 1829.40 (824.36) | 16.34 (8.04) | 87.27 | $1.38 \times 10^{-8}$ | $-1.13 \times 10^{-8}$ |
| 20  | 20  | $> 3000$ (*) | 134.21 (25.89) | 1026.80 | $-19.52$ | $-6.7394$ |
| 50  | 50  | $> 3000$ (*) | 463.37 (165.51) | 1014.01 | $-19.52$ | $-6.7394$ |
| n    | m  | p  | CPU(BB) | CPU(ADMM) | CPU(EAE) | $F_{ADMM} - F_{BB}$ | $F_{ADMM} - F_{EAE}$ |
|------|----|----|---------|-----------|---------|---------------------|---------------------|
| 100  | 5  | 5  | 3.53 (2.03) | 8.44 (4.10) | 341.59 | $1.34 \times 10^{-7}$ | $-9.26 \times 10^{-7}$ |
| 10   | 10 | > 3000 (*) | 30.12 (11.71) | 411.88 | – | $-9.88 \times 10^{-7}$ | – |
| 20   | 20 | > 3000 (*) | 149.22 (35.63) | 1159.50 | – | – | $-90.6684$ |
| 50   | 50 | > 3000 (*) | 710.01 (295.63) | – | – | – | – |
| 200  | 5  | 5  | 8.42 (5.99) | 20.00 (7.87) | – | $-1.25 \times 10^{-7}$ | – |
| 10   | 10 | > 5000 (*) | 53.60 (18.21) | – | – | – | – |
| 20   | 20 | > 5000 (*) | 350.87 (75.69) | – | – | – | – |
| 500  | 5  | 5  | 80.28 (41.72) | 37.96 (21.38) | – | $-1.19 \times 10^{-7}$ | – |
| 10   | 10 | > 5000 (*) | 111.12 (49.70) | – | – | – | – |
| 20   | 20 | > 5000 (*) | 442.56 (145.86) | – | – | – | – |
| 1000 | 5  | 5  | 190.85 (146.62) | 138.15 (38.64) | – | $-3.51 \times 10^{-7}$ | – |
| 10   | 10 | > 5000 (*) | 314.97 (104.72) | – | – | – | – |
| 20   | 20 | > 5000 (*) | 1695.30 (346.41) | – | – | – | – |
Therefore, $y$ as given in (8) is an interior point of QOBL. The corresponding results are summarized in Table 4. A similar observation as in the previous tables also hold here and the QOBL algorithm in overall, performs better than the EAE algorithm. Also, when the number of ball and linear constraints, and dimensions are increasing, the QOBL algorithm with ADMM is the best among all.

**Test class 4:** In this class, we apply the parallel QOBL algorithm to instances when $m \geq n$. We generate $A \in \mathbb{R}^{n \times n}$ randomly, and we set $p = 0$. To solve $(m+p-1) - e$TRS inside the QOBL algorithm, we use ADMM. The results are summarized in Table 5 that can be further enhanced by running on cluster machines.

### 5 Conclusions

In this paper, we studied an indefinite quadratic minimization problem with balls and linear inequality constraints (QOBL). We showed that by solving several extended trust-region subproblems (e-TRS), the optimal solution of QOBL can be found. Our experiments showed that when SDP relaxation is exact, the new approach is better than CVX for larger dimensions. For general instances, our comparison with the EAE algorithm of [7] showed that the new approach is significantly faster. Also using ADMM for solving e-TRS, inside the QOBL algorithm, for majority of problems is faster than the BB algorithm of [7]. Parallelization also is another important feature of the QOBL algorithm.
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**Table 5** Results of parallel QOBL algorithm when $m \geq n$ and $p = 0$

| $n$ | $m$ | CPU(ADMM) |
|-----|-----|-----------|
| 50  | 200 | 417.1     |
|     | 300 | 1016.7    |
|     | 500 | 2074.5    |
| 100 | 200 | 1641.3    |
|     | 300 | 4872.2    |
|     | 500 | 7351.8    |
| 200 | 200 | 4904.9    |
|     | 300 | 9366.4    |
|     | 500 | 15452.3   |
| 300 | 300 | 18404.3   |
|     | 400 | 24544.6   |
|     | 500 | 43344.2   |
| 500 | 500 | 52724.3   |
|     | 600 | 112726.1  |
|     | 1000| 225741.6  |
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