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Abstract

The h-index is a metric used to measure the impact of a user in a publication setting, such as a member of a social network with many highly liked posts or a researcher in an academic domain with many highly cited publications. Specifically, the h-index of a user is the largest integer h such that at least h publications of the user have at least h units of positive feedback.

We design an algorithm that, given query access to the n publications of a user and each publication’s corresponding positive feedback number, outputs a (1 ± ε)-approximation of the h-index of this user with probability at least 1 − δ in time $O(n \cdot \ln(1/\delta)/\epsilon^2 \cdot h)$, where h is the actual h-index which is unknown to the algorithm a-priori. We then design a novel lower bound technique that allows us to prove that this bound is in fact asymptotically optimal for this problem in all parameters $n, h, \epsilon, \text{ and } \delta$.

Our work is one of the first in sublinear time algorithms that addresses obtaining asymptotically optimal bounds, especially in terms of the error and confidence parameters. As such, we focus on designing novel techniques for this task. In particular, our lower bound technique seems quite general – to showcase this, we also use our approach to prove an asymptotically optimal lower bound for the problem of estimating the number of triangles in a graph in sublinear time, which now is also optimal in the error and confidence parameters. This latter result improves upon prior lower bounds of Eden, Levi, Ron, and Seshadhri (FOCS’15) for this problem, as well as multiple follow-up works that extended this lower bound to other subgraph counting problems.
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1 Introduction

The Hirsch index, or $h$-index for short, is a metric used to measure the impact of a researcher's publications [20]. It is an integer that considers both the number of publications and citations a researcher has and is used in a number of contexts including consideration for grants and job opportunities. We can abstract out this problem by modeling each individual researcher as an array $A[1:n]$ where $n$ is the number of papers they have published and $A[i]$ is the number of citations paper $i \in [n]$ has. The $h$-index of $A$ is then defined as follows.

Definition 1. The $h$-index of an array $A[1:n]$, denoted by $h(A)$, is the maximum integer $h$ such that $A[1:n]$ has at least $h$ indices, $i_j$, where for each $j \in [h], A[i_j] \geq h$.

There are simple algorithms that can compute the value of $h(A)$ for any given array $A$ in $O(n)$ time. For instance, we can change each entry of $A[i]$ to $\min \{ A[i], n \}$ without changing $h(A)$ (since $h(A) \leq n$) and then run counting sort on $A$ in linear time to sort $A$ in decreasing order. We can then make another pass over $A$ and output the largest index $i \in [n]$ such that $A[i] \geq i$ which will be equal to $h(A)$ now that $A$ is sorted. This solves the $h$-index problem in $\Theta(n)$ time.

The question we focus on in this paper is whether we can solve this problem even faster than reading the entire input, namely, via a sublinear time algorithm, assuming we can read each single entry of $A$ in $O(1)$ time. There are easy observations that show that the answer to this question is No without relaxing the problem: deterministic algorithms cannot solve this problem in sublinear time even approximately, and randomized algorithms cannot find an exact answer\(^1\). Such observations however are commonplace when it comes to sublinear time algorithms. Our goal in this paper is thus to solve this problem allowing both randomization and approximation.

Result 2. There is an algorithm that for any array $A$ and any $\varepsilon, \delta \in (0, 1)$, with probability at least $1 - \delta$, outputs an estimate $\hat{h}$ such that $|\hat{h} - h(A)| \leq \varepsilon \cdot h(A)$ in $O\left(\frac{n \cdot \ln(1/\varepsilon)}{\varepsilon \cdot h(A)}\right)$ time. Moreover, we prove that this algorithm is asymptotically optimal in all parameters involved.

Result 2 gives a randomized sublinear time algorithm for a $(1 \pm \varepsilon)$-approximation of the $h$-index problem, where the runtime improves depending on the value of the $h$-index itself. This is quite common in sublinear time algorithms; see, e.g., [9, 11, 1] for estimating the number of subgraphs, [4] for minimum cut, or [14, 15, 10, 31] for sampling small subgraphs, among others. In all the aforementioned examples, such dependences are necessary, which is also the case for ours by the lower bound we prove.

Our Result 2, however, is quite novel from a different perspective: the obtained bounds are asymptotically optimal in all the parameters of the problem, including $\varepsilon$ and $\delta$. We are not aware of any prior work with such strong guarantees as we will discuss in more detail in the next subsection. Moreover, as a corollary of our techniques in proving the lower bound

\(^1\) A deterministic algorithm running in $o(n)$ time cannot distinguish between an array $A$ which is all zeros and an array $B$ obtained from $A$ by making $n/2$ entries have value $n/2$ instead. This is because the first $n/2$ queries of the algorithm to indices of $A$ or $B$ can be 0 in both cases. Yet, we have $h(A) = 0$ and $h(B) = n/2$. Similarly, a randomized algorithm running in $o(n)$ time cannot distinguish between an array $A$ with value $n$ as every entry and an array $B$ obtained from $A$ by changing exactly one of the entries to $n - 1$ instead. This can be proven for instance by using the $\Omega(n)$ lower bound on the query complexity of the OR problem [6]. In this case $h(A) = n$ and $h(B) = n - 1$. 

48:2 Estimating H-Index in Sublinear Time
for Result 2 with dependence on both $\varepsilon$ and $\delta$, we also obtain an asymptotically optimal lower bound for the well-studied problem of counting triangles in sublinear time that now matches the dependence on $\varepsilon$ and $\delta$ as well, improving upon the prior work in [9, 13, 1].

1.1 Key Motivations

There are two key, yet disjoint, motivations behind our work that we elaborate on below.

Measuring “impact” quickly

Consider any “publication setting” that allows for user feedback. This can range from social networks with users posting topics and others liking them all the way to the academic domain with researchers publishing papers and others citing them. A question studied frequently in social sciences is how to measure the “impact” of a single user in such a setting for many different contexts, including identifying impactful users for marketing or propagating information; see, e.g. [28] and the references therein.

One of the well-accepted measures of impact in these publication settings is the $h$-index measure we study in this paper [20, 28]. Given the ubiquity of massive publication settings and their evolving nature, say, social networks, we need algorithms that are able to compute the $h$-index of different users efficiently; see, e.g. [18] that design such algorithms in the closely related streaming model (which focuses on the space usage of algorithms instead of their time). Thus, a key motivation behind our Result 2 is to provide a time-efficient algorithm for this purpose. In general, it seems like a fascinating area of research to obtain efficient algorithms for measuring various notions of impact in these massive publication settings in parallel to the line of work, e.g., in [28], that searches for the “right” measure itself.

In particular, the $h$-index has numerous applications within network science. In [8], it is shown that when the $h$-index of a graph is large enough, the algorithm they design to approximate the degree distribution is sublinear. In [24], the focus is on computing coreness through iteratively using an operator that can calculate the $h$-index of any node to identify influential nodes: an important step in understanding a network’s dynamics and structure. Both works do not specify how their algorithm computes the $h$-index, so the use of our algorithm could help prevent impractical runtimes. Building on [24], [29] generalizes using an iterative $h$-index operator for truss and nucleus decomposition to find dense subgraphs. They use the classical linear algorithm for calculating the $h$-index, which therefore leaves the opportunity to use our algorithm to achieve better efficiency.

Asymptotically optimal sublinear time algorithms

Traditionally, the work on sublinear time algorithms have been rather cavalier with the dependence on the error parameter $\varepsilon$, confidence parameter $\delta$, and logarithmic factors. It is certainly important to focus on the “high order terms” in the complexity of problems, say, in numerous works on subgraph counting; see, e.g., [9, 11, 12] and references therein. However, as already observed in [17]: “the dependence of the complexity on the approximation parameter is a key issue”. For instance, in any $(1 \pm \varepsilon)$-approximation algorithm, for a typical value of $\varepsilon \sim 1\%$, one extra factor of $1/\varepsilon$ in the runtime translates to roughly a $100\times$ slower algorithm, which is almost always a deal breaker for the practical purposes of sublinear time algorithms! Similar considerations also apply, but perhaps to a lower extent, to having a large dependence on logarithmic factors instead of asymptotically optimal bounds. In terms of the confidence parameter, $\delta$, the runtime dependence of sublinear time algorithms almost always includes the term $\ln(1/\delta)$. It is important for practical considerations to determine whether this dependence is necessary.
Despite this, such considerations have not been studied in sublinear time algorithms. The only prior work we are aware of is the very recent work of [31] that improved the $O(\varepsilon^{-1/2})$-dependence of the algorithm of [14] for sampling edges $\varepsilon$-point-wise close to uniform to an $O(\log(1/\varepsilon))$-dependence. This is in stark contrast with the large body of work in related areas such as streaming [21, 23, 5], graph streaming [25, 2], compressed sensing [26, 27], sampling [22], and dynamic graph algorithms [30, 19, 3] which put emphasis on obtaining asymptotically optimal algorithms and lower bounds on all parameters.

In light of this discussion, another key motivation of our work has been to use the $h$-index problem as a medium for designing general techniques for obtaining asymptotic bounds for sublinear time algorithms in general. For instance, our algorithm involves careful subroutines that side-step typical “binary search” approaches in prior work that results in additional $O(\varepsilon^{-1}\cdot \log n)$ terms in the runtimes of algorithms and a more careful analysis of the error that bypasses a trivial union bound which leads to additional $O(\log n)$ factors. More importantly, we design a new lower bound technique, based on a new query complexity result that we establish, that allows us to prove lower bounds that depend on both parameters $\varepsilon$ and $\delta$. This approach can now be used to replace prior sublinear time lower bounds both based on ad-hoc arguments such as the ones in [9] or the ones based on communication complexity [14, 1]. As a result, we also obtain asymptotically optimal lower bounds for the problem of counting triangles in a graph that now matches the dependence on $\varepsilon$ and $\delta$ as well, improving upon the prior work in [9, 13, 1].

1.2 Notation

For any integer $t \geq 1$, we define $[t] := \{1, 2, \ldots, t\}$. For any $p \in (0, 1)$, we use $\mathcal{B}(p)$ to denote the Bernoulli distribution with mean $p$. For a set $S$ of integers, we write $i \in_R S$ to mean $i$ is chosen uniformly at random from $S$.

1.3 Appendix

Due to space limitations, some details and proofs marked by a star are postponed to the full version of the paper which appears on arXiv. Appendix A includes the concentration results, other basic probabilistic tools, basic definitions and tools from query complexity, and measures of distance between distributions that we use in this paper.

2 The Algorithm

We describe our main algorithm for the $h$-index problem in this section.

Theorem 3. There exists a sublinear time algorithm that given query access to an integer array $A[1 : n]$, approximation and confidence parameters $\varepsilon, \delta \in (0, 1)$, with probability at least $1 - \delta$ outputs an estimate $\hat{h}$ of $h(A)$ such that $|\hat{h} - h(A)| \leq \varepsilon \cdot h(A)$ in $O(\frac{n \cdot \ln(1/\delta)}{\varepsilon^2 \cdot h(A)})$ time.

The algorithm in Theorem 3 is a combination of a “weak” and “strong” estimator that we design. The weak estimator only outputs whether $h(A)$ is at least as large as a given threshold, but it is efficient and can be used to provide a lower bound on $h(A)$. The strong estimator, which has a slower runtime, then uses the lower bound to output an estimate of $h(A)$. In the next two subsections, we present these two estimators and then conclude the proof of Theorem 3 through a careful combination of them that preserves the asymptotic runtime of the overall algorithm.
2.1 A Weak Estimator

We present an algorithm that determines with high probability whether \( h(A) \) is at least as large as a given threshold.

Lemma 4. There exists a sublinear time algorithm that given query access to an integer array \( A[1 : n] \) and an integer \( T \geq 1 \) in \( O(n/T) \) time outputs an answer satisfying the following:

(i) if \( h(A) \geq T \), the answer is Large with probability at least \( 1 - 1/16 \);
(ii) if \( h(A) < T/4 \), the answer is Small with probability at least \( 1 - (16h(A))/(4T) \);
(iii) either Small or Large can be outputted in the remaining cases.

Let us point out the asymmetric guarantee of the algorithm: it does not underestimate \( h(A) \) with a certain constant probability while it does not overestimate \( h(A) \) with probability proportional to the “rate” of overestimation. This guarantee will be crucial in our final algorithm. We also note that the guarantee on the runtime of the algorithm is deterministic.

2.1.1 The Algorithm

At a high level, our algorithm, \( h\text{-index-weak-estimator} \), queries random indices from \( A \) and calculates the proportion of those indices that are above a threshold representing the mid-point between a \( h \)-index of \( T/4 \) and \( T \). If the proportion is below the threshold, the algorithm outputs Small; otherwise, it outputs Large.

Algorithm 1 h-index-weak-estimator\((A[1 : n], T)\).

1. Sample \( k := 64 \cdot n/T \) indices \( S \) independently and uniformly with repetition from \( [n] \).
2. Let \( X \) denote the number of indices \( i \in S \) such that \( A[i] \geq T \).
3. If \( X \geq kT/(2n) \), output Large. Otherwise, output Small.

The runtime of \( h\text{-index-weak-estimator} \) is simply \( O(n/T) \) as we are sampling these many indices in \( S \) and then for each \( i \in S \), we need to query \( A[i] \); counting the value of \( X \) and outputting the answer can also be done in \( O(n/T) \) time, which bounds the runtime as desired.

2.1.2 The Analysis

We now analyze the correctness of the algorithm. For any \( j \in [k] \), define an indicator random variable \( X_j \) which is 1 iff the \( j \)-th sample in \( S \), namely, \( i_j \in [n] \), satisfies \( A[i_j] \geq T \). This way, for the counter \( X \) in the algorithm, we have \( X = \sum_{j=1}^{k} X_j \). Recall that the output of the algorithm depends on the value of \( X \). In the following, we will separately consider the value of \( X \) in the case when the output is supposed to be Large versus when it is supposed to be Small.

Case I: the “Large” case

We first consider the case when the output should be Large, or when \( h(A) \geq T \). Thus,

\[
\mathbb{E}[X] = \sum_{j=1}^{k} \mathbb{E}[X_j] = \sum_{j=1}^{k} \Pr_{i_j \in [n]} (A[i_j] \geq T) \geq k \cdot \frac{T}{n}.
\]
since \( A \) consists of at least \( T \) indices with value \( \geq T \) when \( h(A) \geq T \), and we are sampling indices \( i_j \in [n] \) for \( j \in [k] \) uniformly at random. We can similarly bound the variance of \( X \) using Fact 29 since variables \( X_j \) for \( j \in [k] \) are independent, and thus,

\[
\text{Var}[X] = \text{Var} \left[ \sum_{j=1}^{k} X_j \right] = \sum_{j=1}^{k} \text{Var}[X_j] \leq \sum_{j=1}^{k} \mathbb{E}[X_j^2] = \sum_{j=1}^{k} \mathbb{E}[X_j] = \mathbb{E}[X],
\]

(2)

where the second to last equality is because for all \( j \in [k], X_j \) is an indicator random variable.

We use Chebyshev’s inequality (Proposition 30) to finalize the proof of this case.

\( \triangleright \) Claim 5 (\( * \)). When \( h(A) \geq T \), we have \( \Pr(\text{algorithm outputs } \text{Small}) \leq 1/16 \).

This claim is now enough to establish property (i) in Lemma 4.

**Case II: the “Small” case**

We now consider the case when the output should be \( \text{Small} \), namely, when \( h(A) < T/4 \). In this case, we have,

\[
\mathbb{E}[X] = \sum_{j=1}^{k} \mathbb{E}[X_j] = \sum_{j=1}^{k} \Pr_{i_j \in [n]} (A[i_j] \geq T) < k \cdot \frac{T}{4n},
\]

(3)

as there are less than \( T/4 \) indices in \( A \) with value \( \geq T \) when \( h(A) < T/4 \), and we are sampling indices \( i_j \in [n] \) for \( j \in [k] \) uniformly at random. We will also bound the variance of \( X \) similarly to Equation (2) but in a slightly more careful manner. By Fact 29, since variables \( X_j \) for \( j \in [k] \) are independent, we have,

\[
\text{Var}[X] = \sum_{j=1}^{k} \text{Var}[X_j] \leq \sum_{j=1}^{k} \mathbb{E}[X_j] = \sum_{j=1}^{k} \Pr_{i_j \in [n]} (A[i_j] \geq T) \leq k \cdot \frac{h(A)}{n},
\]

(4)

where in the last inequality, we use the fact that the number of indices in \( A \) with value larger than \( T \) is at most \( h(A) \) (since we already know that \( h(A) < T \)).

To conclude the proof, we again use Chebyshev’s inequality but with a slightly different analysis.

\( \triangleright \) Claim 6 (\( * \)). When \( h(A) < T/4 \), we have \( \Pr(\text{algorithm outputs } \text{Large}) \leq h(A)/(4T) \).

Lemma 4 now follows from the previous two claims.

**2.2 A Strong Estimator**

We now present our second intermediate algorithm which outputs an estimate of \( h(A) \) when given the guarantee that \( h(A) \) is at least as large as a given threshold.

\( \triangleright \) Lemma 7. There exists a sublinear time algorithm that given query access to an integer array \( A[1:n] \), an integer \( T \leq h(A) \), and approximation parameter \( \varepsilon \in (0, 1) \), in \( O(n/(\varepsilon^2 T)) \) time outputs an estimate \( \hat{h} \) of \( h(A) \) such that \( \Pr(\lvert \hat{h} - h(A) \rvert \leq \varepsilon \cdot h(A)) \geq 2/3 \).

The guarantee on the runtime of the algorithm holds deterministically even when \( T > h(A) \).

We emphasize that while the guarantee on the runtime of the algorithm in Lemma 7 holds even when \( T > h(A) \), we clearly have no guarantee on the correctness in this case.
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The algorithm, $h$-index-strong-estimator, queries a set of random indices from $A$ and finds a scaled estimate of the $h$-index.

The first two lines of $h$-index-strong-estimator can be implemented in $O(k) = O(n/(\varepsilon^2 T))$ time in a straightforward way. We show that the last step can also be implemented in $O(k)$ time.

Lemma 8 (⋆). $h$-index-strong-estimator runs in $O(n/(\varepsilon^2 T))$ time.

### 2.2.2 The Analysis

We prove the correctness of $h$-index-strong-estimator in this subsection. We consider each case in which the algorithm may overestimate or underestimate $h(A)$ separately.

#### Probability of overestimation

We first bound the probability that $\hat{h} > (1 + \varepsilon) \cdot h(A)$. For this event to happen, we need $B$ to have more than $(k/n) \cdot (1 + \varepsilon) \cdot h(A)$ indices with a value greater than $(1 + \varepsilon) \cdot h(A)$. We bound the probability of this happening in the following.

For any $j \in [k]$, define an indicator random variable $X_j$ which is 1 iff the $j$-th sample $i_j \in S$ satisfies $A[i_j] > (1 + \varepsilon) \cdot h(A)$. Define $X = \sum_{j=1}^k X_j$. By the above discussion,

$$\Pr(\hat{h} > (1 + \varepsilon) \cdot h(A)) = \Pr(X > (k/n) \cdot (1 + \varepsilon) \cdot h(A)).$$

We bound the probability of the RHS of this equation.

Claim 9 (⋆). $\Pr(X > (k/n) \cdot (1 + \varepsilon) \cdot h(A)) < 1/6$.

#### Probability of underestimation

We now bound the probability that $\hat{h} < (1 - \varepsilon) \cdot h(A)$. This case is essentially symmetric to the other one and is provided for completeness. For this event to happen, we need $B$ to have less than $(k/n) \cdot (1 - \varepsilon) \cdot h(A)$ indices with a value of at least $(1 - \varepsilon) \cdot h(A)$. We bound the probability of this happening in the following.

For any $j \in [k]$, define an indicator random variable $Y_j$ which is 1 iff the $j$-th sample $i_j \in S$ satisfies $A[i_j] \geq (1 - \varepsilon) \cdot h(A)$. Define $Y = \sum_{j=1}^k Y_j$. By the above discussion,

$$\Pr(\hat{h} < (1 - \varepsilon) \cdot h(A)) = \Pr(Y < (k/n) \cdot (1 - \varepsilon) \cdot h(A)).$$

We bound the probability of the RHS of this equation.

Claim 10 (⋆). $\Pr(Y < (k/n) \cdot (1 - \varepsilon) \cdot h(A)) < 1/6$.

Combining Claim 9 and Claim 10 concludes the proof of Lemma 7.
2.3 The Sublinear Time h-Index-Estimator Algorithm

We now combine our weak and strong estimators to obtain a sublinear time algorithm for estimating the h-index and prove Theorem 3. The algorithm runs h-index-weak-estimator on smaller and smaller thresholds to determine a threshold that tightly lower bounds h(A). Then, h-index-strong-estimator uses that threshold to output an estimate of h(A). Finally, to ensure a probability of success of at least 1 − δ, we combine the median/majority trick in a rather non-black-box way using the asymmetric guarantee of h-index-weak-estimator in part (ii) of Lemma 4.

Algorithm 3 h-index-estimator(A[1 : n], ε, δ).

1. Let \( r_1 := 7 \ln(8/\delta) \) and \( r_2 := 108 \ln(8/\delta) \) and initialize \( T \) to \( n \).
2. While the majority answer of running h-index-weak-estimator(A, T) \( r_1 \) times returns Small, update \( T \leftarrow T/4 \).
3. For the current value of \( T \), run h-index-strong-estimator(A, T/16, ε) \( r_2 \) times and return the median answer as the final estimate \( \hat{h} \).

We bound the runtime of the algorithm in the following lemma.

Lemma 11. h-index-estimator runs in \( O\left(\frac{n \cdot \ln(1/\delta)}{\varepsilon^2 \cdot h(A)}\right) \) time with probability \( 1 - \delta/2 \).

Proof. The runtime depends on both running h-index-weak-estimator on (potentially) multiple thresholds and running h-index-strong-estimator.

We define \( T^* \) as the “optimal” threshold: the first threshold given to h-index-weak-estimator that is not larger than \( h(A) \), namely, \( T^* \leq h(A) < 4 \cdot T^* \). The following claim bounds the probability that the while-loop in step two of h-index-estimator does not stop even after iteration \( T^* \).

Claim 12 (*). \( \Pr(\text{h-index-estimator continues its while-loop beyond } T^*) \leq \delta/2 \).

In the following, we condition on the complement of the event in Claim 12 which happens with probability at least \( 1 - \delta/2 \), which means we have only run the while-loop until at most iteration \( T^* \). Let \( T_0 = n, T_1 = n/4, \ldots, T_t = n/4^t = T^* \) denote the thresholds in these iterations. By Lemma 4 on the runtime of h-index-weak-estimator we have,

\[
\text{runtime of while-loop} = \sum_{j=0}^{t} O\left( \frac{n}{T_j} \right) \cdot O\left( \ln(1/\delta) \right) = O\left( \frac{n}{T^*} \cdot \ln(1/\delta) \right) \cdot \sum_{j=0}^{t} \frac{1}{4^j} \\
= O\left( \frac{n}{h(A)} \cdot \ln(1/\delta) \right),
\]

since \( T^* \) is a 4-approximation to \( h(A) \) by definition and the given geometric series converges.

Moreover, by Lemma 7 on the runtime of h-index-strong-estimator, in this case, we have that the last line of the algorithm takes \( O\left( \frac{n \cdot \ln(1/\delta)}{\varepsilon^2 \cdot h(A)} \right) \) time as well, again since \( T^* \) is a 4-approximation to \( h(A) \) (computing the medians can be done with the Median-of-Medians algorithm in \( O(r_2) \) time which is negligible in the above bounds).

All in all, we have that with probability \( 1 - \delta/2 \), the algorithm runs in \( O\left( \frac{n \cdot \ln(1/\delta)}{\varepsilon^2 \cdot h(A)} \right) \) time.
2.3.1 The Analysis

We prove the correctness of our algorithm in this subsection. Consider the parameter \(T^*\) defined earlier as the “optimal” threshold in the while-loop, meaning that \(T^* \leq h(A) < 4 \cdot T^*\).

There are two potential sources for error:

1. **Event \(E_{\text{weak}}\):** In the while-loop, \(h\)-index-weak-estimator outputs \(\text{Large}\) for an iteration \(T > 16T^*\); assuming this happens, the threshold passed to \(h\)-index-strong-estimator is not necessarily valid, meaning that it may not be a lower bound on \(h(A)\).

2. **Event \(E_{\text{strong}}\):** The threshold \(T\) obtained by the runs of \(h\)-index-weak-estimator in the while-loop satisfies \(T \leq 16T^*\) and thus is valid, but \(h\)-index-strong-estimator nevertheless fails to output an accurate estimate of \(h(A)\).

Among these, the probability of the second event is quite easy to bound using Lemma 7. Thus, in the following, we focus primarily on proving the first part.

▷ Claim 13 (⋆). In \(h\)-index-estimator, for any \(T = 4^\ell \cdot T^*\) for an integer \(\ell \geq 2\),

\[
\Pr(\text{the while-loop terminates at iteration } T) \leq (\delta/8)^{\ell-1}.
\]

We can now bound the error probability due to event \(E_{\text{weak}}\). We have,

\[
\Pr(E_{\text{weak}}) \leq \sum_{\ell \geq 2} \Pr(\text{the while-loop terminates at } T = 4^\ell \cdot T^*)
\]

\[
\leq \sum_{\ell \geq 2} \left(\frac{\delta}{8}\right)^{\ell-1} \quad \text{(by Claim 13)}
\]

\[
= \frac{(\delta/8)}{1 - (\delta/8)} < \frac{\delta}{4}.
\]

(as \(\sum_{j=1}^{\infty} x^j = \frac{x}{1-x}\) for \(x \in (0, 1)\))

We now bound the other source of error. Assuming \(E_{\text{weak}}\) does not happen, for the parameter \(T\) that the while-loop terminates on, we have \(T \leq 16T^* \leq 16h(A)\) by the definition of \(T^*\). This implies that the parameter \(T/16\) passed to \(h\)-index-strong-estimator is a lower bound on \(h(A)\). Thus, by Lemma 7, each of the \(r^2\) runs of \(h\)-index-strong-estimator outputs a \((1 \pm \varepsilon)\)-approximation to \(h(A)\) with probability at least \(2/3\).

▷ Claim 14 (⋆). \(\Pr(E_{\text{strong}} | E_{\text{weak}}) \leq \delta/4\).

Therefore, by the union bound, the total probability of error is at most \(\delta/4 + \delta/4 = \delta/2\). This concludes the analysis of \(h\)-index-estimator.

3 The Lower Bound

We now prove the asymptotic optimality of the bounds obtained by our algorithm in Theorem 3.

▷ **Theorem 15.** Any algorithm that, given query access to an array \(A[1 : n]\), approximation parameter \(\varepsilon \in (0, 1/4)\), and confidence parameter \(\delta \in (0, 1/100)\), with probability \(1 - \delta\) uses at most \(q\) queries and outputs an estimate \(\hat{h}\) such that \(|\hat{h} - h(A)| \leq \varepsilon \cdot h(A)\) needs to satisfy

\[
q = \Omega(\min(n, \frac{n \ln(1/\delta)}{\varepsilon^2 \cdot h(A)}))
\]

To prove Theorem 15, we define a new problem which we call the **Popcount Thresholding Problem (PTP)** and prove a lower bound on its randomized query complexity. We will then perform a reduction from this problem to establish our theorem.
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Remark 16. Let us suppose that $100 < h(A) < \ln(1/\delta) \cdot 12/\varepsilon^2$. There exists some $\varepsilon' > \varepsilon$ and $\delta' > \delta$ such that $h(A) = \ln(1/\delta') \cdot 12/\varepsilon'^2$, and therefore, $(n \cdot \ln(1/\delta'))/(\varepsilon'^2 \cdot h(A)) = \Omega(n)$. So, the lower bound in Theorem 15 of $\Omega(n)$ given the above promises on the value of $h(A)$ is arbitrarily proven. In the following, we focus on proving that when $h(A) \geq \ln(1/\delta) \cdot 12/\varepsilon^2$, the randomized query complexity is $\Omega((n \cdot \ln(1/\delta))/(\varepsilon^2 \cdot h(A)))$.

In passing, we note that PTP seems quite a natural and general problem of its own independent interest; we will also use this problem in the subsequent section to prove asymptotically optimal lower bounds for the well-studied problem of estimating the number of triangles in a graph in sublinear time.

3.1 Popcount Thresholding Problem (PTP)

We define the Popcount Thresholding Problem as follows.

Problem 17. In $\text{PTP}_{m, k, \gamma}$, for integers $m, k \geq 1$ and parameter $\gamma \in (0, 1)$, we are given a string $x \in \{0, 1\}^m$ sampled with equal probability from either $D_0$, where for each index $i \in [m]$, $x_i$ is independently set to 1 with probability $p_0 := (1 - 2\gamma) \cdot k/m$ or $D_1$ where for each index $i \in [m]$, $x_i$ is independently set to 1 with probability $p_1 := (1 + 2\gamma) \cdot k/m$. The answer is Yes if $x$ was drawn from $D_1$, and it is No if $x$ was drawn from $D_0$.

We prove the following lemma on the query complexity of PTP.

Lemma 18. For any $\gamma \in (0, 1/4)$, $\delta \in (0, 1/100)$, and integers $m \geq 1$, $\ln (1/\delta) \cdot 12/\gamma^2 \leq k \leq m/6$, $R_\delta(\text{PTP}_{m, k, \gamma}) \geq \frac{m \ln(1/(4\gamma^2))}{24 \gamma^2 k}$ where $R_\delta(\cdot)$ denotes the randomized query complexity with error probability $\delta$.

To prove Lemma 18, we use the easy direction of Yao’s minimax principle (Proposition 28) which allows us to focus on deterministic algorithms for PTP on the input distribution. As per Problem 17, the input distribution is $D = (1/2) \cdot D_0 + (1/2) \cdot D_1$.

Lemma 19 (\ast). In the distribution $D$,

\[ \Pr(|x|_1 > (1 - \gamma) \cdot k \mid D_0) \leq \delta \quad \text{and} \quad \Pr(|x|_1 < (1 + \gamma) \cdot k \mid D_1) \leq \delta. \]

Lemma 19 implies that any algorithm that can differentiate whether $|x|_1 \geq (1 + \gamma) \cdot k$ or $|x|_1 \leq (1 - \gamma) \cdot k$ with probability $1 - \delta$ can also solve PTP with probability $1 - 2\delta$. This is simply because when $x \sim D_0$ for $\theta \in \{0, 1\}$, with probability at most $\delta$, $|x|_1$ is not within the “right” range for such an algorithm to detect, and with another probability $\delta$, the algorithm may fail to output the correct answer. A union bound then implies the bound of $1 - 2\delta$ on the probability of correctly solving PTP. We will use this later to prove Theorem 15 and in our extension to triangle counting.

For the rest of the proof, let $A$ be any deterministic query algorithm on $D$ with the worst-case number of queries $q(A) := q < \frac{m \ln(1/(4\gamma^2))}{24 \gamma^2 k}$. Without loss of generality, we assume that $A$ always makes $q$ queries on any input (by potentially making “dummy” queries to reach $q$ if needed). For an input $x \sim D$, we use $Q_A(x) \in \{0, 1\}^q$ to denote the string of answers returned to the query algorithm based on $x$.

Distribution of $Q_A(x)$

A key observation is that given only $Q_A(x) = (b_1, \ldots, b_q)$, since $A$ is a deterministic algorithm, we will learn the value of exactly $q$ specific entries in $x$: $b_1$ is the value of the index of $x$ queried first by $A$, then, $b_2$ is the value of the second index queried by $A$ where the query is uniquely
We now prove Theorem 15 via a reduction from PTP, with probability of success at least $1 - \delta$ in distinguishing between $D_0$ and $D_1$. This means that:

distribution $(Q_A(x) \mid D_0)$ is $\mathcal{B}(p_0)^q$ and distribution $(Q_A(x) \mid D_1)$ is $\mathcal{B}(p_1)^q$.

The following claim bounds the KL-divergence (Equation (8)) between these two distributions.

ï Claim 20. For any $q \geq 1$ and $0 < p_0, p_1 < 1/3$, we have, $\mathbb{D}(\mathcal{B}(p_0)^q \mid \mathcal{B}(p_1)^q) < \ln(1/(4\delta))$.

Proof. By the chain rule of KL-divergence and using the fact that both arguments are product distributions (Fact 32), we have

\[
\mathbb{D}(\mathcal{B}(p_0)^q \mid \mathcal{B}(p_1)^q) = q \cdot \mathbb{D}(\mathcal{B}(p_0) \mid \mathcal{B}(p_1)).
\]

Moreover, for each term, using Proposition 33, we have

\[
\mathbb{D}(\mathcal{B}(p_0) \mid \mathcal{B}(p_1)) \leq \frac{(p_0 - p_1)^2}{p_1(1 - p_1)} \leq \frac{(4\gamma \cdot k/m)^2}{(1 + 2\gamma) \cdot k/m \cdot 2/3} \leq 24\gamma^2 \cdot \frac{k}{m},
\]

concluding the proof.

Let us now use Claim 20 to conclude the proof. As argued earlier, all the information that is revealed to the algorithm $A$ is the string $Q_A(x)$ on an input $x \sim D$, and its task is to distinguish whether $x$ is sampled from $D_0$ or $D_1$. By Fact 31, the best probability of success of $A$ is then:

\[
\frac{1}{2} + \frac{1}{2} \| (Q_A(x) \mid D_0) - (Q_A(x) \mid D_1) \|_{\text{tvd}} \leq 1 - \frac{1}{4} \cdot \exp \left( -\mathbb{D}(Q_A(x) \mid D_0 \mid Q_A(x) \mid D_1) \right)
\]

(by the extension of Pinsker’s inequality in Proposition 34)

\[
= 1 - \frac{1}{4} \cdot \exp \left( -\mathbb{D}(\mathcal{B}(p_0)^q \mid \mathcal{B}(p_1)^q) \right)
\]

(by the distribution of $Q_A(x)$ argued earlier)

\[
< 1 - \frac{1}{4} \cdot \exp \left( \ln(4\delta) \right) = 1 - \delta.
\]

(by Claim 20 as $k \leq m/6$, $\gamma < 1/4$, and thus $p_0, p_1 < 1/3$)

This means that $A$ can succeed with probability $< 1 - \delta$ in distinguishing between $D_0$ and $D_1$. Combined with the easy direction of Yao’s minimax principle (namely, an averaging principle, Proposition 28), this concludes the proof of Lemma 18.

### 3.2 Reducing PTP to the H-Index Problem

We now prove Theorem 15 via a reduction from PTP and our lower bound for the latter problem in Lemma 18. Suppose towards a contradiction that there is an algorithm $A_h$ for $h$-index that with probability $1 - \delta/2$ uses $o(n \ln (1/\delta)/(\varepsilon^2 h(A)))$ queries on input array $A$ and estimates $h(A)$ to within a $(1 \pm \varepsilon)$-factor. Given an instance of PTP$_{m,k,\gamma}$, we use $A_h$ to solve PTP with probability $1 - \delta$ in PTP-estimator.

It is clear that the worst-case query complexity of PTP-estimator is $< \tau(n, k, \varepsilon, \delta)$ by the condition on the second line of the algorithm. In terms of parameters for PTP$_{m,k,\gamma}$, this translates to the bound of $\frac{m \ln (1/4\delta)}{24\gamma^2 k}$ on the worst-case query complexity of PTP-estimator.

In the following, we will prove that if $A_h$ truly exists, then PTP-estimator solves PTP$_{m,k,\gamma}$ with probability of success at least $1 - \delta$. But, then PTP-estimator contradicts the lower bound of Lemma 18 – this implies that $A_h$ cannot exist, and we get our desired lower bound in Theorem 15.
Algorithm 4  PTP-estimator($x, k, γ, δ$).

1. Run $A_h$ with parameters $n = m$, $ε = γ$ and error $δ/2$ on an array $A$ defined as follows: for any query of $A_h$ to $A[i]$ for $i \in [n]$, return $A[i] = (1 + ε) \cdot k$ if $x_1 = 1$ and return 0 otherwise.
2. If at any point, the number of queries of $A_h$ reaches \( \tau(n, k, ε, δ) = \frac{n \cdot \ln(1/(4δ))}{24ε^2 \cdot k} \), stop $A_h$ and return No as the answer.
3. If we never stopped $A_h$, return Yes if $A_h$ returns $h > k - ε^2 \cdot k$; otherwise return No.

Lemma 21. PTP-estimator outputs the correct answer to any instance of $PTP_{m,k,γ}$ with probability at least $1 − δ$.

Proof. Lemma 19 implies that any algorithm that can differentiate whether $|x|_1 ≥ (1 + γ) \cdot k$ or $|x|_1 ≤ (1 − γ) \cdot k$ with probability $1 − δ/2$ can also solve $PTP$ with probability $1 − δ$. Therefore, it is sufficient to prove that PTP-estimator outputs Yes when $|x|_1 ≥ (1 + γ) \cdot k$ and No when $|x|_1 ≤ (1 − γ) \cdot k$ with probability at least $1 − δ/2$. We consider each case of the right answer to $PTP$ separately.

Case I. Suppose first that the input $x$ to $PTP$ is a Yes-instance, meaning that $|x|_1 ≥ (1 + γ) \cdot k$. Consider the array $A$ implicitly constructed by PTP-estimator. Given that $ε = γ$, $A$ contains at least $(1 + ε) \cdot k$ entries each with a value of at least $(1 + ε) \cdot k$. Moreover, it does not contain any entry with a value larger than $(1 + ε) \cdot k$. Thus, we have $h(A) = (1 + ε) \cdot k$. By the guarantee of $A_h$ on its correctness and since $h(A) > k$, the probability that $A_h$ outputs a value

\[ h < h(A) − ε \cdot h(A) = (1 + ε) \cdot k − ε \cdot k = k − ε^2 \cdot k \]

or makes more than $\tau(n, k, ε, δ)$ queries on $A$ and thus we stop it at most $δ/2$.

Case II. Suppose now that the input $x$ to $PTP$ is a No-instance, meaning that $|x|_1 ≤ (1 − γ) \cdot k$. Consider the array $A$ implicitly constructed by PTP-estimator. Given that $ε = γ$, $A$ contains at most $(1 − ε) \cdot k$ non-zero entries, so $h(A) ≤ (1 − ε) \cdot k$. Thus, by the guarantee of $A_h$ on its correctness, the probability that $A_h$ outputs a value

\[ h ≥ k − ε^2 \cdot k = (1 − ε) \cdot k + ε \cdot k = k + ε \cdot h(A) \]

is at most $δ/2$. This means that if we do not stop $A_h$ (because it has made too many queries), the output will only be wrong with probability at most $δ/2$. But now note that we do not have any particular guarantee on the probability that we stop $A_h$ as it is possible that $h(A)$ is much less than $k$ and thus the bound of $o(n \ln(1/δ))/(ε^2h(A))$ on the queries of $A_h$ will still be way less than $\tau(n, k, ε, δ)$. Nevertheless, even if we stop the algorithm, we output No as the answer and thus make no error here. Thus, in this case also, the probability of outputting a wrong answer is $δ/2$ at most as desired.

This concludes the proof of Lemma 21.

Theorem 15 now follows immediately from Lemma 18 and Lemma 21 as argued earlier.
4 Triangle Counting Problem

In this section, we switch from the main theme of our paper which was on the $h$-index problem and instead show an application of our lower bound techniques to the well-studied problem of subgraph counting using local queries, in particular, the triangle counting problem.

Problem 22. In $TCP_{n,m,\epsilon}$, for integers $n, m \geq 1$ and parameter $\epsilon \in (0, 1)$, we are given an undirected graph $G = (V, E)$ with $n$ vertices and $m$ edges, and the goal is to estimate the number of triangles, namely, cliques on three vertices, in $G$ to within a $(1 \pm \epsilon)$-factor. In order to do this, we can make the following queries to the graph:

1. Degree queries: Given a vertex $v \in V$, return the degree of $v$ ($deg(v)$).
2. Neighbor queries: Given a vertex $v \in V$ and $i \in [n]$, return the $i^{th}$ neighbor of $v$ if $i \leq deg(v)$ and “None” otherwise.
3. Pair queries: Given two vertices $u,v \in V$, return 1 if $(u,v) \in E$ and 0 otherwise.
4. Edge-sample queries: Return an edge $e \in E$ independently and uniformly at random.

We refer the reader to [9, 11, 13, 1] and references therein for more on the background of this problem. Here, we only note that [9] designed an algorithm for this problem with time complexity $O^*(\frac{n^{m/2}}{\epsilon^2 t} + \frac{m^{3/2}}{\epsilon^2})$, where $t$ is the number of triangles and $O^*$ hides the dependence on $\epsilon$, error probability $\delta$, and logarithmic factors in $n$. The algorithm of [9] only requires the first three types of queries mentioned above, which is generally considered the baseline for sublinear time algorithms and is referred to as the general query model. Later, by using the fourth type of query also, [1] obtained an algorithm for this problem with time complexity $O^*(\frac{n^{m/2} \ln(1/\delta)}{\epsilon^2 t})$ (the algorithm of [1] extends to counting all subgraphs, not just triangles, with a runtime depending on the fractional edge cover of the subgraph we are counting; see [1]).

On the lower bound front, [13], building on [9], proved a lower bound of $\Omega(m^{3/2})$ for the triangle counting problem under the four queries mentioned. This lower bound, however, only holds for some constant $\epsilon$ and $\delta$ and does not incorporate the dependence on them.

In this section, using our lower bound for the $PTP$ problem in Lemma 18, we will improve the lower bound of [13] and obtain a lower bound that matches the algorithmic bounds of [1], settling the asymptotic complexity of the triangle counting problem in all parameters involved.

Theorem 23. Any algorithm that given access to an undirected graph $G = (V, E)$ through degree, neighbor, pair, and edge-sample queries, approximation parameter $\epsilon \in (0, 1/4)$, and confidence parameter $\delta \in (0, 1/100)$, outputs an estimate $\hat{t}$ of the number of triangles, $t$, in $G$ such that $\Pr(|\hat{t} - t| \leq \epsilon \cdot t) \geq 1 - \delta$ requires $\Omega(m^{3/2} \cdot \ln(1/\delta))$ queries to the graph provided that $t = o(\epsilon^{-1} \cdot m)$. Similarly to the $h$-index problem, we prove Theorem 23 via a reduction from $PTP$ and our lower bound for that problem in Lemma 18.

Remark 24. For concreteness, we focused on proving a lower bound only for the triangle counting problem as a representative of the wider family of subgraph counting problems. However, by using our $PTP$ in place of the lower bound arguments in [11] and [1], one can also extend their lower bounds to asymptotically optimal bounds (matching the algorithm of [1]) for larger cliques as well as odd-cycles.

Remark 25. To avoid confusion, in the rest of this proof, we use $m$ to denote the number of edges in the triangle counting problem and instead use $M$ (in place of the original $m$) for the dimension of the $PTP$ problem.
Suppose towards a contradiction that there is an algorithm $A_t$ for triangle counting that queries input undirected graph, $G$, and estimates $t$ to within a $(1 \pm \epsilon)$-factor with probability at least $1 - \delta/2$ using $o(m^{3/2} \ln(1/\delta)/(\epsilon^2 t))$ queries. Given an instance of $PTP_{M,k,\gamma}$, we use $A_t$ to solve $PTP$ with probability $1 - \delta$.

Define $M = (\sqrt{m}/2)^2 = m/4$. We define a mapping from inputs of $PTP$, $x \in \{0, 1\}^M$, to $G_x(V,E)$ on $n = 2\sqrt{m}$ vertices and $m$ edges.

Let the vertices of $G_x$ consist of two sets, $U \cup V$, such that $U = \{u_1, \ldots, u_{\sqrt{m}}\}$ and $V = \{v_1, \ldots, v_{\sqrt{m}}\}$. There is no overlap between the two sets, so $U \cap V = \emptyset$. Let $U$ consist of two sets, $U_1 \cup U_2$, such that $U_1 = \{u_1, \ldots, u_{\sqrt{m}/2}\}$ and $U_2 = \{u_{\sqrt{m}/2+1}, \ldots, u_{\sqrt{m}}\}$. Similarly, let $V$ consist of two sets, $V_1 \cup V_2$, such that $V_1 = \{v_1, \ldots, v_{\sqrt{m}/2}\}$ and $V_2 = \{v_{\sqrt{m}/2+1}, \ldots, v_{\sqrt{m}}\}$.

We view $x$ as being indexed by pairs $i \in [\sqrt{m}/2], j \in [\sqrt{m}/2+1, \sqrt{m}]$ such that $i < j$. Now, we add edges in the following way. If $x_{ij} = 1$, $G_x$ contains edges $(u_i, u_j) \in U_1 \times U_2$ and $(v_i, v_j) \in V_1 \times V_2$. If $x_{ij} = 0$, $G_x$ contains edges $(u_i, v_j) \in U_1 \times V_2$ and $(v_i, u_j) \in V_1 \times U_2$. Additionally, for each vertex $u_i \in U_1$ and $v_i \in V_1$, $G_x$ contains edge $(u_i, v_i)$. For each vertex $u_i \in U_2$ and $v_i \in V_2$, $G_x$ contains edge $(u_i, v_i)$. There are no other edges that are added.

See Figure 1 for an illustration.

![Figure 1](image-url) The graph $G_x$ for $x = 0001$. The bits are indexed by the vertex pairs (13, 14, 23, 24).

We call the reduction algorithm $PTP$-estimator-two.

It is clear that the worst-case query complexity of $PTP$-estimator-two is $< \tau(m,k,\epsilon,\delta)$. In terms of parameters for $PTP_{M,k,\gamma}$, this translates to the bound of $\frac{M \cdot \ln(1/(4\delta))}{24\delta^2 \cdot k}$ on the worst-case query complexity of $PTP$-estimator-two. In the following, we will prove that if $A_t$ exists, then $PTP$-estimator-two solves $PTP_{M,k,\gamma}$ with probability of success at least $1 - \delta$. But then, $PTP$-estimator-two contradicts the lower bound of Lemma 18 which implies that $A_t$ cannot exist, and we get our desired lower bound in Theorem 23.

We note that in the following lemma, the lower bound on $k$ and upper bound on $\epsilon$ is benign as otherwise the $\Omega(m)$ part of our lower bound in Theorem 23 should instead kick in.

\textbf{Lemma 26.} $PTP$-estimator-two outputs the correct answer to any instance of $PTP_{M,k,\gamma}$ with probability at least $1 - \delta$ as long as $k = \omega(\ln(1/\delta)/\epsilon^2)$, $k = o(\epsilon \cdot m)$, and $\epsilon = \omega(1/\sqrt{m})$.

\textbf{Proof.} Lemma 19 implies that any algorithm that can differentiate whether $|x_1| \geq (1 + \gamma) \cdot k$ or $|x_1| \leq (1 - \gamma) \cdot k$ with probability $1 - \delta/2$ can also solve $PTP$ with probability $1 - \delta$. Therefore, it is sufficient to prove that $PTP$-estimator-two outputs Yes when $|x_1| \geq (1 + \gamma) \cdot k$ and No when $|x_1| \leq (1 - \gamma) \cdot k$ with probability at least $1 - \delta/2$.
Algorithm 5 PTP-estimator-two($x \in \{0, 1\}^M, k, \gamma, \delta$).

1. Run $A_t$ with parameters $n = 2\sqrt{m}$, $m = 4M, \varepsilon = \gamma$, and error $\delta/2$ on an undirected graph $G$ defined as follows:
2. **Degree queries.** For any degree query of $A_t$, return $\sqrt{m}$.
3. **Neighbor queries.** For any neighbor query of $A_t$, do the following. Assume w.l.o.g. that we get a vertex $u_i \in U_1$ and want to find the $k$th neighbor. If $k \leq \sqrt{m}/2$, return $v_i$. Otherwise, set $j \leftarrow k$. Then, if $x_{ij}$ is 1, return $u_j$; else, $v_j$.
4. **Pair queries.** For any pair query of $A_t$, if an edge between a vertex $u \in U_1$ and a vertex $v \in V_1$ or between $u \in U_2$ and $v \in V_2$ is queried, return 1. If an edge between any two vertices in $U_1, U_2, V_1$, or $V_2$ is queried, return 0. Else, for some query $(u_i, v_j)$ such that $i < j$, return $\neg x_{ij}$. For some query $(u_i, v_j)$ such that $i < j$, return $x_{ij}$.
5. **Edge-sample queries.** For any random edge-sample query made by $A_t$, uniformly at random pick a vertex $v \in V$ and then uniformly at random pick one of its neighbors $u$. Return the edge $(u, v)$.
6. If at any point, the number of queries of $A_t$ reaches

$$\tau(m, k, \varepsilon, \delta) = \frac{m \cdot \ln(1/(4\delta))}{9600\varepsilon^2 \cdot k},$$

stop $A_t$ and return No as the answer.
7. If we never stopped $A_t$, return Yes if $A_t$ returns $\bar{t} \geq 2k(\sqrt{m} - 2)(1 - \varepsilon^2)$; otherwise, return No.

Within $G_x$, we will define red edges. Let the red edges include any edges between any two vertices $u \in U_1$. The set of red edges will also include any edges between any two vertices $v \in V_1$. For every vertex $v$, we define $\text{reddeg}(v)$ as the number of red edges incident on $v$.

We consider each case of the right answer to PTP separately.

**Case 1.** Suppose first that the input $x$ to PTP is a Yes-instance, meaning that for each index $i \in [M], x_i$ was set to 1 independently with probability $(1 + 2\gamma) \cdot k/M$. Consider the graph $G$ implicitly constructed by PTP-estimator-two. For every bit set to 1 in $x$, there are two red edges in $G_x$. Each red edge $(u, v)$ creates $(\sqrt{m} - 2) - \text{reddeg}(u) - \text{reddeg}(v)$ triangles.

We want to ensure that in the Yes-instance, there are enough triangles. We first lower bound the total number of red edges. Since the number of red edges corresponds to $|x_1|$, we can use Lemma 19. By the choice of $k = \omega(\ln(1/\delta)/\varepsilon^2)$, we can see that the probability that $|x_1| < (1 + \gamma) \cdot k$ is bounded by $\delta/2$. Now, we bound for each edge, $(u, v)$, $\text{reddeg}(u) + \text{reddeg}(v)$.

Let us first bound the number of red edges incident on each vertex.

**Claim 27.** When $x$ is a Yes-instance, for each vertex $v$, $\Pr(\text{reddeg}(v) > \varepsilon/3 \cdot \sqrt{m}) \leq \delta/\sqrt{m}$.

**Proof.** For each vertex $v$, the probability of an edge incident on it being red is $(1 + 2\varepsilon) \cdot k/(m/4)$ and there are potentially $\sqrt{m}/2$ red edges. Therefore, $E[\text{reddeg}(v)] = (1 + 2\varepsilon) \cdot k/(m/4) \cdot \sqrt{m}/2$. By the lower bound on $k$, $E[\text{reddeg}(v)] \leq \varepsilon/4 \cdot \sqrt{m}$. We now use the Chernoff bound (Proposition 30) to bound the probability that $\text{reddeg}(v)$ is too large and have

$$\Pr(\text{reddeg}(v) > \varepsilon/3 \cdot \sqrt{m}) \leq \exp(-\frac{(1/3)^2 \cdot E[\text{reddeg}(v)]}{3}) \leq \delta/\sqrt{m}$$

where the last inequality is because of the lower bound on $\varepsilon$. 

\hfill \Box
Claim 27 implies that any edge \((u,v)\), \(\text{reddeg}(u) + \text{reddeg}(v)\) is at most \(2/3 \cdot \varepsilon / \sqrt{m}\). Thus, by the guarantee of \(\mathcal{A}_t\) on its correctness, the probability that \(\mathcal{A}_t\) outputs a value
\[
\tilde{t} < t - \varepsilon \cdot t \leq 2(\sqrt{m} - 2)(1 + \varepsilon) \cdot k - \varepsilon \cdot 2(\sqrt{m} - 2)(1 + \varepsilon) \cdot k = 2k(\sqrt{m} - 2)(1 - \varepsilon^2)
\]
is at most \(\delta/2\). This means that if we do not stop \(\mathcal{A}_t\) (because it has made too many queries), the output will only be wrong with probability at most \(\delta/2\). Additionally, since \(t/(2(\sqrt{m} - 2)) > k\) and the number of queries made by \(\mathcal{A}_t\) is supposed to be \(o(m^{3/2} \ln(1/\delta)/(\varepsilon^2 t))\), \(\mathcal{A}_t\) will never make more than \(\tau(m, k, \varepsilon, \delta)\) queries on \(G\). Therefore, in this case, the probability of outputting a wrong answer is at most \(\delta/2\) as desired.

**Case II.** Suppose instead that the input \(x\) to \(\text{PTP}\) is a \(\text{No}\)-instance, meaning that for each index \(i \in [M]\), \(x_i\) was set to 1 independently with probability \((1 - 2\gamma) \cdot k/M\). Consider the graph \(G\) implicitly constructed by \(\text{PTP-estimator-two}\). Every red edge can create at most \((\sqrt{m} - 2)\) triangles with vertices on the other side of the bipartition.

We first bound the total number of red edges. Since the number of red edges corresponds to \(|x|_1\), we can use Lemma 19. By the choice of \(k = \omega(\ln(1/\delta)/\varepsilon^2)\), we can see that the probability that \(|x|_1 > (1 - \gamma) \cdot k\) is bounded by \(\delta/2\). Therefore, by the guarantee of \(\mathcal{A}_t\) on its correctness, the probability that \(\mathcal{A}_t\) outputs a value
\[
\tilde{t} > 2k(\sqrt{m} - 2)(1 - \varepsilon^2) = 2(\sqrt{m} - 2)(1 - \varepsilon) \cdot k + \varepsilon \cdot 2(\sqrt{m} - 2)(1 - \varepsilon) \cdot k \geq t + \varepsilon \cdot t
\]
is at most \(\delta/2\). This means that if we do not stop \(\mathcal{A}_t\) (because it has made too many queries), the output will only be wrong with probability at most \(\delta/2\). But now note that we do not have any particular guarantee on the probability that we stop \(\mathcal{A}_t\) since it is possible that \(t/(2(\sqrt{m} - 2))\) is much less than \(k\) and the bound of \(o(m^{3/2} \ln(1/\delta)/(\varepsilon^2 t))\) on the queries of \(\mathcal{A}_t\) will still be much less than \(\tau(m, k, \varepsilon, \delta)\). Nevertheless, even if we stop the algorithm, we output \(\text{No}\) as the answer and thus make no error here. Thus, in this case also, the probability of outputting a wrong answer is \(\delta/2\) at most as desired.

This concludes the proof of Lemma 26. ⊳

---
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A Detailed Preliminaries

A.1 Basics of Query Complexity

We use the basics of query complexity to establish our lower bounds on the runtime of sublinear algorithms (as the number of queries made to the input is always a lower bound on the runtime).

Let \( f : \{0,1\}^n \rightarrow \{0,1\} \) be any Boolean function. A query algorithm for \( f \) on any input \( x \) can query the values of \( x_i \) for \( i \in [n] \) and determine the value of \( f(x) \) with a minimal number of queries. We will work with the following definitions:

- Randomized query complexity: For any \( \delta \in (0,1) \), \( R_\delta(f) \) denotes the worst-case number of queries made by the best randomized algorithm that computes \( f \) on any input with probability of success at least \( 1-\delta \).

- Distributional query complexity: For any \( \delta \in (0,1) \) and any distribution \( \mu \) on \( \{0,1\}^n \), \( D_{\mu,\delta}(f) \) denotes the worst-case number of queries made by the best deterministic algorithm that computes \( f \) on inputs sampled from \( \mu \) with probability of success at least \( 1-\delta \).

Yao’s minimax principle \([33]\) relates these two measures.

\[ \blacktriangleright \text{Proposition 28 (Yao’s minimax principle \([33]\)).} \]

(i) Easy direction (averaging argument): For any distribution \( \mu \) on \( \{0,1\}^n \), \( D_{\mu,\delta}(f) \leq R_\delta(f) \).

(ii) Hard direction (duality): There is some distribution \( \mu^* \) on \( \{0,1\}^n \) such that \( D_{\mu^*,\delta}(f) = R_\delta(f) \).

A.2 Basic Probabilistic Tools

We use the linearity of variance of independent random variables.

\[ \blacktriangleright \text{Fact 29.} \] For any two independent random variables \( X \) and \( Y \), \( \text{Var}[X + Y] = \text{Var}[X] + \text{Var}[Y] \).

The following proposition lists the standard concentration inequalities we use in this paper.

\[ \blacktriangleright \text{Proposition 30 (Concentration Inequalities; cf. \([7]\)).} \]

(i) Chebyshev’s inequality: For any random variable \( X \) and \( t > 0 \),

\[ \Pr (|X - \mathbb{E}[X]| \geq t) \leq \frac{\text{Var}[X]}{t^2}. \]

(ii) Chernoff bound: Suppose \( X_1, \ldots, X_n \) are \( n \) independent random variables in \([0,1]\) and define \( X := \sum_{i=1}^n X_i \). Then, for any \( \varepsilon \in (0,1) \) and \( \mu \geq \mathbb{E}[X] \),

\[ \Pr (X > (1 + \varepsilon) \cdot \mu) \leq \exp \left( -\frac{\varepsilon^2 \cdot \mu}{3} \right) \quad \text{and} \quad \Pr (X < (1 - \varepsilon) \cdot \mu) \leq \exp \left( -\frac{\varepsilon^2 \cdot \mu}{3} \right). \]

Moreover, for any \( t \geq 1 \) and \( \mu \geq \mathbb{E}[X] \), \( \Pr (|X - \mathbb{E}[X]| \geq t \cdot \mu) \leq 2 \cdot \exp \left( -\frac{t^2 \mu}{3} \right). \)

A.3 Measures of Distance Between Distributions

We use two main measures of distance (or divergence) between distributions, namely the total variation distance and the Kullback-Leibler divergence (KL-divergence).
Total variation distance

We denote the total variation distance between two distributions \( \mu \) and \( \nu \) on the same support \( \Omega \) by \( \| \mu - \nu \|_{\text{tvd}} \), defined as:

\[
\| \mu - \nu \|_{\text{tvd}} := \max_{\Omega' \subseteq \Omega} (\mu(\Omega') - \nu(\Omega')) = \frac{1}{2} \sum_{x \in \Omega} |\mu(x) - \nu(x)|.
\] (7)

We use the following basic property of total variation distance.

▶ Fact 31. Suppose \( \mu \) and \( \nu \) are two distributions with same support \( \Omega \); then, given a single sample from either \( \mu \) or \( \nu \), the best probability of successfully deciding whether \( s \) came from \( \mu \) or \( \nu \) is \( \frac{1}{2} + \frac{1}{2} \cdot \| \mu - \nu \|_{\text{tvd}} \).

KL-divergence

For two distributions \( \mu \) and \( \nu \) over the same probability space, the Kullback-Leibler divergence between \( \mu \) and \( \nu \) is denoted by \( D(\mu || \nu) \) and defined as:

\[
D(\mu || \nu) := \mathbb{E}_{a \sim \mu} \left[ \log \frac{\Pr_{\mu}(a)}{\Pr_{\nu}(a)} \right].
\] (8)

A key property of KL-divergence is that it satisfies a chain rule.

▶ Fact 32 (Chain rule for KL-divergence). Given two distributions \( p(x_1, \ldots, x_t) \) and \( q(x_1, \ldots, x_t) \) on \( t \)-tuples, we have,

\[
D(p || q) = \sum_{i=1}^{t} \mathbb{E}_{p(x_{<i})} D(p(x_i \mid x_{<i}) || q(x_i \mid x_{<i})).
\]

In particular, if \( p \) and \( q \) are product distributions, then,

\[
D(p || q) = \sum_{i=1}^{t} D(p(x_i) || q(x_i)).
\]

The following result gives a simple upper bound for the KL-divergence of two Bernoulli distributions that we shall use in our proofs.

▶ Proposition 33 (KL-divergence on Bernoulli distributions; c.f. [16, Theorem 5]). For any \( 0 < p, q < 1 \), the following is true:

\[
D(B(p) || B(q)) \leq \frac{(p - q)^2}{q \cdot (1 - q)}.
\]

We shall also use the following extension of Pinsker’s inequality to relate total variation distance and Kullback-Leibler divergence.

▶ Proposition 34 (c.f. [32], p. 88-89). Given two distributions \( \mu \) and \( \nu \) over the same discrete support, \( \| \mu - \nu \|_{\text{tvd}} \leq 1 - \frac{1}{2} \exp \left(-D(\mu || \nu)\right) \).