The effect of $SU(4)$ group factor in the thick center vortex potentials
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The group factor for the higher representations of the $SU(4)$ gauge group is investigated. For the zero N-ality representations, the minimum values of the real part of the group factor which appear at large distances, are located at the points where 50% of the maximum vortex flux is in the Wilson loop. This amount is equal to 60% for the representations which belong to N-ality=1 class except the fundamental representation. The value of the real part of the group factor at the minimum points is equal to the value of center of the group factor at intermediate distances. The appearance of these points is due to the difference between the asymptotic and intermediate string tensions. The group factor passes the phase factor to create the larger intermediate string tension than the asymptotic one.
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I. INTRODUCTION

Today everyone knows that Quantum Chromodynamics (QCD) is a promising theory of strong interactions. In the low energy regime of this theory, there are still open unsolved questions like quark confinement, which has been a challenging problem over thirty years. A lot of phenomenological models have been introduced to determine the behavior of QCD in this regime. In these models, it is believed that the QCD vacuum is responsible for confinement. Among wide variety of phenomenological models, center vortex theory based on magnetic degrees of freedom gives an acceptable explanation of quark confinement [1]. Numerical lattice calculations show the evidence for the existence of the topological objects called center vortices in the vacuum [2]. Center vortices are quantized magnetic flux tubes (or surfaces) which are closed according to the Bianchi identity [3]. They are created by a singular gauge transformation and have finite energy per unit length (or surface).

Based on the center vortex theory, the area law fall-off for the Wilson loop which leads to quark confinement is due to the quantum fluctuations of the vortices interacting with the Wilson loop. This interaction affects the Wilson loop in the representation $r$ by an element of the $SU(N)$ gauge group center:

$$W_r(C) \rightarrow z^{k_r} W_r(C),$$

where $k_r$ is the N-ality of the representation $r$. On the other hand, one might say that when the vortex does not link with the Wilson loop, the loop remains unaffected.

Although the confinement at large distances is produced by these types of vortices, they cannot give the linear potential at intermediate distance. To get the intermediate potentials, Faber et al. generalized this model to thick center vortex model to eliminate this defect [4]. One might claim that the thick center vortex model explains the following features of confinement very well:

1. The coulombic potential at short distances that has been proved in two different methods: Deldar et al. showed by increasing the role of vortex fluxes piercing Wilson loops with contributions close to the trivial center element and by fluctuating the vortex core size, the coulombic potential is produced [5]. In a different work, the fluctuation of non-quantized, closed magnetic flux lines has been considered by Faber et al. to calculate the short range potential [6].

2. Casimir Scaling of string tensions extended from the onset of confinement to the onset of screening which has been proved precisely by lattice calculations [7,8]. This theory claims that string tensions are roughly proportional to the eigenvalues of the quadratic Casimir operators. The results obtained from the thick center vortex model show that the string tension of different representations is qualitatively in agreement with Casimir scaling [9–13], even for exceptional $G(2)$ gauge group [14].

3. N-ality dependence of asymptotic string tensions at large distances which frames that the asymptotic string tension of each representation is the same as that of the lowest dimensional representation with the same N-ality. Calculations in thick center vortex model confirm this feature of confinement [4,5,9–13].

When the vortex is thickened, the vortex core may overlap the perimeter of the Wilson loop and a part of the vortex flux enters the loop. Therefore, the role of the center element is replaced by the group factor which interpolates between a center element - when the vortex core is completely inside the Wilson loop- and 1 - when the Wilson loop and the vortex do not interact. Therefore, studying the behavior of the group factor at different
quark separation distances will give useful information about the potential between quark and anti-quark. In the next section, the thick center vortex model is studied and it is explained how the group factor appears in the model. Moreover, the maximum flux of the SU(4) vortices is calculated and it is discussed which of the Cartan generators should be used in the calculation. The behavior of the group factor at different quark separation is discussed in section three and the results are given in section four.

II. THE GROUP FACTOR IN THE THICK CENTER VORTEX MODEL

In the original vortex model, center elements of the gauge group are responsible for confinement. For thin vortices two scenarios may occur: 1) Vortices and the Wilson loop do not link and therefore the Wilson loop is unaffected:

\[ W(C) = Tr[U...U] \rightarrow Tr[U...I...U]. \quad (2) \]

2) Vortices may pierce the minimal area of the Wilson loop. The effect of this interaction is inserting a center element \( z \) between link operators:

\[ W(C) = Tr[U...U] \rightarrow Tr[U...z...U]. \quad (3) \]

Therefore, if \( f \) is the probability of piercing a plaquette by the \( z \) vortex of the SU(2) gauge group, the Wilson loop might be written as:

\[ < W(C) > = \prod_{x \in A} [(1 - f) + f(-I)] < W_0(C) > = \exp[-\sigma(C)] < W_0(C) >, \quad (4) \]

where \( < W_0(C) > \) is the Wilson loop expectation value when no vortices pierce the minimal area of the loop and the string tension is

\[ \sigma = -\ln(1 - 2f). \quad (5) \]

Then the thin vortices give the correct N-ality dependence of the potentials at large distances while the intermediate linear potential is lost. Thus, to get the intermediate potentials, the vortices are thickened. Thickening the vortices leads to a new scenario. The vortex may overlap the perimeter of the Wilson loop and one has to consider a distribution for the flux carried by the vortex. In this case, a part of the vortex flux might enter the Wilson loop and the center element is replaced by a group element \( G \) which is a unitary matrix called the SU(N) group factor. This factor parametrizes the influence of the vortex on the Wilson loop:

\[ W(C) = Tr[UU...U] \rightarrow Tr[UU...G...U], \quad (6) \]

where

\[ G(x, S) = S \exp[i\tilde{\alpha}(\vec{r})H] S^\dagger, \quad (7) \]

where the \( H_i \)'s, \( \{i = 1, ..., N-1\} \) are the generators spanning the Cartan sub-algebra and \( S \) is an SU(N) group element in representation \( r \). \( \tilde{\alpha}(\vec{r}) \) represents the flux distribution of the \( z_n \) vortex. In general, in an SU(N) gauge group, there are \( N-1 \) types of center vortices corresponding to the number of the center elements of the gauge group.

Based on the assumptions of the model, the random group orientations associated with \( S_i \) are considered uncorrelated. Therefore, one has to average \( G \) over all orientations in the group manifold:

\[ G(\vec{\alpha}) \equiv G_r(\vec{\alpha}(n))I = \int dSS \exp[i\tilde{\alpha}(H)] S^\dagger = \frac{1}{d_r} Tr \exp[i\tilde{\alpha}(n)H], \quad (8) \]

where \( d_r \) is the dimension of representation \( r \). Therefore, the potential energy between static sources induced by the vortices is

\[ V(R) = -\sum_{x \in A} \ln \left\{ 1 - \sum_{n=1}^{N-1} f_n(1 - \text{Re}G_r[\tilde{\alpha}_n(x)]) \right\}. \quad (9) \]

In Eq. (4), it is observed that the factor \( G_r(\vec{\alpha}) \) owns an important role in producing the potentials. According to Eq. (5), this factor depends on the flux \( \alpha_\text{c}(x) \). Furthermore, the vortex profile \( \alpha_\text{c}(x) \) depends on what fraction of the vortex flux enters the loop \( C \). Therefore, it depends on both the shape of the loop \( C \), and the position \( x \) of the center of the vortex core, relative to the perimeter of the loop, as the following:

1. When the vortex core is entirely outside the planar area enclosed by the Wilson loop, it cannot affect the loop:

\[ \exp[i\tilde{\alpha}(\vec{r})H] = I \implies \tilde{\alpha}(n) = 0. \quad (10) \]

In this case, the lower limit for \( \alpha \) is achieved.

2. When the vortex core is completely inside the Wilson loop area, then the influence of the vortex on the Wilson loop is given by a center element:

\[ \exp[i\tilde{\alpha}(\vec{r})H] = z_n I \implies \tilde{\alpha}(n) = \tilde{\alpha}_\text{max}(n), \quad (11) \]

where \( I \) is the unit matrix. \( \tilde{\alpha}_\text{max}(n) \) is the upper limit of the vortex profile and should be calculated for every vortex type in the SU(N) gauge group.

3. As \( R \rightarrow 0 \) then \( \alpha \rightarrow 0 \).

It should be noticed that all choices for \( \alpha(x) \) must lead to a well-defined potential which means both Casimir proportionality and N-ality dependence must be preserved. The vortex profiles checked in this paper are listed below:
1. The flux introduced by Faber et al. with two free parameters $a$ and $b$ is [4]:

$$\alpha(x) = \frac{\alpha_{\text{max}}}{2} (1 - \tanh(ay(x) + b R / R)),$$  \hspace{1cm} (12)

where $R$ is the space-extent of the Wilson loop with finite time-extent and $x$ represents the position of the vortex core. $a$ is proportional to the inverse of the vortex thickness and the parameter $b$ introduces a dependency on the space extent $R$ of the Wilson loop into the vortex profile. $y(x)$ is

$$y(x) = \begin{cases} x - R & \text{for } |R - x| \leq |x| \\ -x & \text{for } |R - x| > |x|. \end{cases}$$  \hspace{1cm} (13)

2. A similar profile with only one parameter $\hat{a}$ which corresponds to the inverse of the vortex thickness, was introduced by Faber et al. [4]:

$$\alpha(x) = \frac{\alpha_{\text{max}}}{2} (\tanh(\hat{a}(x + \frac{R}{2})) - \tanh(\hat{a}(x - \frac{R}{2}))).$$  \hspace{1cm} (14)

The parameter $b$ has been removed because lattice calculations do not show the influence of the Wilson loop on the vortices. It should be noticed that $\hat{a}$ is not the same as $a$ in Eq. (12).

3. The following profile was introduced by Deldar in Ref. [10]:

$$\alpha(x) = \beta(x) - \beta(x - R),$$  \hspace{1cm} (15)

where $\beta(x)$ - the amount of the vortex flux contained in different regions - is given by:

$$\beta(x) = \begin{cases} \frac{\alpha_{\text{max}}}{2} (1 - \exp[b(1 - \frac{1}{\pi+1})]) & x \geq a \\ \frac{\alpha_{\text{max}}}{2} (1 - \exp[b(1 - \frac{1}{\pi+1})]) & 0 \leq x \leq a \\ -\frac{\alpha_{\text{max}}}{2} & -a \leq x \leq 0 \\ -\frac{\alpha_{\text{max}}}{2} & x \leq -a. \end{cases}$$  \hspace{1cm} (16)

By varying the free parameters $a$ and $b$, the shape of the profile changes. For instance, $a = 150$ and $b = 10$ lead to a profile similar to Eq. (12) while changing the parameter $b$ to 0.01 turns the profile to a delta function which violates Casimir scaling.

In Sec. [11], $\alpha_{\text{max}}$ for the two vortices of the $SU(4)$ gauge group - using the upper limit criterion - is calculated as shown in Eq. (11).

A. Calculating the maximum flux

As mentioned in Sec. [11], there are $N - 1$ types of vortices in an $SU(N)$ gauge group, but not all of them are independent. In fact, the vortices of types $n$ and $N - n$ are conjugate and the fluxes carried by them are in the opposite directions. So, in the $SU(4)$ gauge group, two types of center vortices fill the QCD vacuum. Now from Eq. (11), the maximum flux of the two vortices of this gauge group can be calculated. For the $z_1 = \exp(\frac{\pi_i}{2})$ vortex of the $SU(4)$, one may write:

$$\exp [i \alpha^{(1)}_1 \hat{H}] = \exp(\frac{\pi_i}{2}) I.$$  \hspace{1cm} (17)

The cartan generators of the $SU(4)$ are as the following:

$$H_1 = \frac{1}{2} \text{diag}(1, -1, 0, 0),$$  \hspace{1cm} (18)

$$H_2 = \frac{1}{2 \sqrt{3}} \text{diag}(1, 1, -2, 0),$$  \hspace{1cm} (19)

$$H_3 = \frac{1}{2 \sqrt{6}} \text{diag}(1, 1, 1, -3).$$  \hspace{1cm} (20)

If the three of the above matrices are used, the calculations go as follows:

$$\exp [i \alpha^{(1)}_1 H_1 + i \alpha^{(1)}_2 H_2 + i \alpha^{(1)}_3 H_3] = \exp(\frac{\pi_i}{2}) I,$$  \hspace{1cm} (21)

where upper index (1) represents the vortex type and lower indices imply the projection of $\alpha_{\text{max}}$ on the directions of the cartan generators. It should be noticed that the max indices for the projection parts have been omitted. Therefore,

$$\alpha^{(1)}_1 = -2\pi, \quad \alpha^{(1)}_2 = -\frac{2\pi}{\sqrt{3}}, \quad \alpha^{(1)}_3 = -\frac{2\pi}{\sqrt{6}}.$$  \hspace{1cm} (22)

Another possible way is to use only $H_3$ matrix:

$$\exp [i \alpha^{(1)}_{\text{max}} H_3] = \exp(\frac{\pi_i}{2}) I \Rightarrow \alpha^{(1)}_{\text{max}} = \pi \sqrt{6}.$$  \hspace{1cm} (23)

Both of the above normalization methods lead to the same result as the factor $\mathcal{G}_r[\hat{a}]$ includes all the center elements of the gauge group in both cases (see Fig. [11]). However, if one uses only $H_1$ or $H_2$ in the calculations, it is impossible to get all the center elements. The same method could be used to calculate the maximum flux of the $z_2$ vortex. I recall that using only $H_3$ in the calculation gives the same result as using the three diagonal generators of the $SU(4)$. Thus, the second normalization method given in Eq. (23) is used:

$$\exp [i \alpha^{(2)}_{\text{max}} H_3] = \exp(\pi i) I \Rightarrow \alpha^{(2)}_{\text{max}} = 2\pi \sqrt{6}.$$  \hspace{1cm} (24)

Now Cartan generators should be calculated for the higher representations which is done in the next section.

B. Higher representations of the $SU(4)$ gauge group

To calculate $\mathcal{G}_r[\hat{a}]$ for higher representations, the corresponding $H_3$ matrix should be obtained from [15].

$$\langle H^{D_1 \otimes D_2}_{3} \rangle_{x,y} = \langle H^{D_1}_{3} \rangle_{x,y} \delta_{xy} + \delta_{ij} \langle H^{D_2}_{3} \rangle,$$  \hspace{1cm} (25)
where \( H_3 \)'s are the \( SU(4) \) generators for \( D_1 \otimes D_2, D_1 \) and \( D_2 \) representations, respectively. If \( X^i_r; i = 1, 2, \ldots, d_r \) is considered as the vector basis for the representation \( d_r \), the elements of \( H_3^6 \) could be found by:

\[
H_3^6 X^i_r = \sum_{j=1}^{d_r} C_{ij} X^j_r.
\]

The aim of this paper is to investigate the behavior of the group factor for higher representations. Now we find a few representations which were discussed in the previous works [3, 11, 12]. Then by finding the basis vectors of them, the \( H_3 \) generator of the higher representations is obtained.

\[
4 \otimes 4 = 15 \oplus 1,
\]

\[
4 \otimes 4 = 10 \oplus 6,
\]

\[
4 \otimes 4 \otimes 4 = 20_s \oplus 20_m \oplus 20_m \oplus 4,
\]

\[
4 \otimes 4 \otimes 4 \otimes 4 = 3 \times 45 \oplus 35_s \oplus 2 \times 20 \oplus 3 \times 15 \oplus 1.
\]

It should be mentioned that the behavior of the representations written in bold is investigated in this paper. If \( v^i \) and \( v_j \) are considered as the basis vectors for representations 4 and 4, respectively, the basis vectors for the higher representations -mentioned above- could be calculated from tensor calculus. More details for the basis vectors of each representation are given in the appendix. From Eq. (26) and the basis vectors, the \( H_3 \) generator for the above representations is calculated.

Representation 6:

\[
H_3^6 = \frac{1}{\sqrt{6}} \text{diag}(1, 1, -1, 1, -1, -1),
\]

Representation 10:

\[
H_3^{10} = \frac{1}{\sqrt{6}} \text{diag}(1, 1, 1, -1, 1, 1, -1, -1, -3),
\]

Representation 15:

\[
H_3^{15} = \frac{2}{\sqrt{6}} \text{diag}(0, 0, 1, 0, 0, 1, 0, 0, 1, -1, -1, -1),
\]

Representation 20,:

\[
H_3^{20} = \frac{1}{2\sqrt{6}} \text{diag}(3, 3, 3, -1, 3, 3, -1, 3, -1, 3, 3, -1, 3, -1, -5, 3, -1, -5, -5, -9),
\]

Representation 35,:

\[
H_3^{35} = \frac{2}{\sqrt{6}} \text{diag}(1, 1, 1, 0, 1, 1, 0, 1, 0, -1, 1, 1, 0, 1, -1, 1, 0, -1, 1, 0, -1, -2, 1, 1, 0, 1, 0, -1, 1, 0, -1, -2, 1, 0, -1, -2, -3).
\]

\[\text{III. RESULTS AND DISCUSSIONS}\]

As it was mentioned previously, \( G_r(\vec{a}) \) plays an important role in the potential between quarks. This factor
changes between 1 and \( \exp(\frac{2\pi ik}{n}) \) corresponding to the type of vortex \( n \) and N-ality=\( k \) of the representation. Depending on the representations, the way \( G_r(\alpha) \) changes between these two limits differs which means in some representations such as 15, 20, and 35, the group factor passes the phase factor.

Fig. 2 shows the real part of the SU(4) group factor versus the position of the \( z_1 \) vortex core for the fundamental and diquark representations with 4-ality equal to 1 and 2, respectively. The Wilson loop legs are located at \( x = -50 \) and \( x = 50 \) so \( R = 100 \). The flux used to produce this figure is given in Eq. (14) with \( \alpha = 0.04 \). When \( R = 100 \), two minimum values are observed at \( x = -45 \) and \( x = 45 \) where about 60% of the maximum vortex flux enters the Wilson loop. The value of \( \Re G_r(\alpha) \) at the minimum points is equal to \(-0.33\). The vortex thickness is equal to 25 so when the position of the vortex core is located at \( x = 0 \), the vortex is completely inside the Wilson loop. Thus, \( \Re G_r(\alpha) = 1 \) and one may conclude that the asymptotic string tension is produced. When the Wilson loop spatial extent is decreased to 40 and the location of the vortex core is at the middle of the Wilson loop, \( \Re G_r(\alpha) \) is near \(-0.33\). So \( \Re G_r(\alpha) \) at large distances, is equal to the center of the group factor at intermediate distances.

The interaction between the vortex and the Wilson loop hence \( \Re G_r(\alpha) = 1 \). The effect of the vortex on the Wilson loop starts when it overlaps the perimeter of the loop. If the position of the center of the vortex core is placed at \( x = -45 \), about 60% of the maximum flux enters the Wilson loop. In this case:

\[
\frac{\alpha_{\text{max}}}{5} H_3^{(20)} = -0.33
\]

and the minimum point of the group factor is created. The vortex is completely inside the Wilson loop when the position of the center of the vortex is placed at \( x = 0 \). So according to Eq. (1), the Wilson loop of representation 20, is multiplied by a phase factor \( \exp(\frac{2\pi ik}{n}) \) where \( k = 1 \). Therefore, we expect at this point that \( \Re G_r(\alpha) \) is equal to 0. It means that the Wilson loop and the vortex are totally linked to each other and the asymptotic string tension is achieved. As the vortex starts leaving the Wilson loop, a part of the vortex flux quits the loop; So that when the position of the vortex core is placed at \( x = 45 \), 60% of the maximum flux carried by the vortex still remains in the Wilson loop. So again the value of \( \Re G_r(\alpha) \) becomes equal to \(-0.33\). Now the distance between quark and anti-quark is decreased to produce the intermediate potential. In Fig. 3, it is seen when \( R = 40 \) and the vortex core is located at \( x = 0 \), which is the
middle point of the Wilson loop, the value of the group factor is equal to $-0.33$. At this stage, the intermediate string tension is produced. Strictly speaking, the value of the group factor when the position of the vortex core is located at the middle of the Wilson loop determines the potential behavior and it is called the "center of the group factor" in this paper. Therefore, one may conclude that the minimum values seen for $R = 100$ in Fig. 3 are the points which the center of the group factor reaches at intermediate distances.

The most interesting aspect about the group factor is that the value of $\text{Re}G_{r}(\alpha)$ at the minimum points is independent of the flux used in the calculation. This issue is understood by a comparison between Fig. 3 and the three curves in Fig. 4 where the flux in Eq. (15) has been used with $a = 150$ and three values for the parameter $b$. The space extent $R$ of the Wilson loop is equal to 250 so that the center of the group factor reaches 0 for the three curves. It is observed that value of $(\text{Re}G_{r}(\alpha))_{\text{min}}$ remains the same even when the shape and the type of the vortex flux change. The similar result is produced if the flux in Eq. (15) is investigated.

Another fact about the group factor is that the portion of the vortex flux which enters the Wilson loop at the minimum points, is different for representations with different N-ality. This matter makes us investigate the behavior of $\text{Re}G_{r}(\alpha)$ for the adjoint representation with 4-ality=0. The real part of the group factor of the adjoint representation versus $x$ for $R = 100$ is observed in Fig. 5 using the same flux as of Fig. 3. When the $z_1$ vortex core is located at $x = -50$ and $x = 50$, half of the maximum flux is in the Wilson loop and at these points $\text{Re}G_{r}(\alpha) = 0.2$. The behavior of $\text{Re}G_{r}(\alpha)$ for the $z_2$ vortex can be analyzed in the similar way. Fig. 5 is the same as Fig. 3 but for the adjoint representation. Two minimum values are observed at $x = -50$ and $x = 50$. The value of $\text{Re}G_{r}(\alpha)$ at the minimum points is equal to 0.2. These points are the positions where half of the vortex maximum flux enters the Wilson loop. When the position of the vortex core is located at $x = 50$, $\text{Re}G_{r}(\alpha) = 1$ and one may conclude that the asymptotic string tension is produced.

FIG. 4. The same as Fig. 3 but for the flux given in Eq. (15) with $a = 150$, $b = 10$, $b = 1$, $b = 0.1$ and $R = 250$. The two minimum points are observed in all three curves and $(\text{Re}G_{r}(\alpha))_{\text{min}} = -0.33$. The minimum points are located at the positions where 60% of the maximum flux of the $z_1$ vortex enters the Wilson loop.

FIG. 5. The same as Fig. 3 but for the adjoint representation. Two minimum values are observed at $x = -50$ and $x = 50$. The value of $\text{Re}G_{r}(\alpha)$ at the minimum points is equal to 0.2. These points are the positions where half of the vortex maximum flux enters the Wilson loop. When the position of the vortex core is located at $x = 50$, $\text{Re}G_{r}(\alpha) = 1$ and one may conclude that the asymptotic string tension is produced.
The flux of the Wilson loop which is equal to half of the maximum and $x_{\text{flux}}$ of the fundamental one. Therefore, the center of the Wilson loop are partially linked. It means that when the position of the vortex core is placed at the minimum points, a part of the vortex flux enters the Wilson loop. The sub-Wilson loops—which make the representation $N$-ality dependence at large distances. In fact, The behavior of the string tensions depends on how the $SU(N)$ group factor interpolates between 1 and the phase factor $\exp(\frac{2\pi i n k}{N})$ where $k$ is the $N$-ality of the representation and $n$ represented the vortex type. It is seen that the real part of the $SU(N)$ group factor changes abnormally for some representations. In the $SU(4)$ gauge group, $ReG_r(\alpha)$ for representations 15, 20, and 35, ... passes the corresponding phase factor while this factor interpolates normally between expected limits for fundamental and diquark representations. The abnormal behavior of the group factor is observed for representations 8, 10, 15, ..., in the $SU(3)$ gauge group.

In this paper, I have shown that the minimum points seen in the plots of the group factor versus $x$ at large distances are located at the points where the vortex and the Wilson loop are partially linked. It means that when the position of the vortex core is placed at the minimum points, a part of the vortex flux enters the Wilson loop. The sub-Wilson loops—which make the representation $r$-affect this portion in a way that 50% of the maximum flux enters the Wilson loop of the representations with $N$-ality=0. This portion turns to 60% for representations which belong to $N$-ality=1 class except the fundamental representation. My calculations show that at very short

| representation | 4 | 6 | 10 | 15 (adjoint) | 20 | 35 |
|----------------|---|---|----|-------------|---|----|
| $\frac{m_4}{c_F}$ | 1 | 1.33 | 2.13 | 2.4 | 4.2 | 6.4 |
| 4-ality | 1 | 2 | 2 | 0 | 1 | 0 |

as the fundamental one is produced.

TABLE I. Casimir scaling and 4-ality of some $SU(4)$ representations. The behavior of the group factor for representations with the same 4-ality can be compared.
distances, the center of the group factor is nearly equal to 1 which means the vortex and the Wilson loop are slightly linked to each other. As the distance increases, this amount becomes near to \((ReG_r(\tilde{r}))_{\min}\) at intermediate distances. When the quarks are separated more, the group factor center changes in a way that it gets equal to the phase factor and at this stage the asymptotic string tensions are achieved. Therefore, one might conclude that the minimum points are the positions which the group factor reaches at intermediate distances. The comparison between the asymptotic and the intermediate string tensions of the representations with the same \(N\)-ality shows that the group factor must pass the phase factor so that an intermediate string tension larger than the asymptotic one is achieved. This interpretation works for diquark representations (6 and 10) which have nearly the same asymptotic and intermediate string tensions.
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Appendix A: Basis vectors of the \(SU(4)\) representations

In the following, I calculate the basis vectors for the \(SU(4)\) representations 6, 10, 15, 20, and 35.

Representation 6:
This representation is made of two quarks (Eq. (23)). \(v^i\) and \(u^i\), \(i, j = 1, \ldots, 4\) are considered as the basis vectors for the quarks in fundamental representation. The young tableaux of the 6 representation consists of two boxes in column. So the anti-symmetric basis vector might be written as:

\[
V_{ij} = \frac{1}{2}(v^i u^j - v^j u^i). \tag{A1}
\]

It should be noticed that not all of the components of the \(V_{ij}\) vectors are independent. Therefore, after omitting the additional ones, the six independent basis vectors are the following:

\[
\begin{align*}
X_1^1 &= V^{12} = \frac{1}{2}(v^1 u^2 - v^2 u^1), \\
X_2^2 &= V^{13} = \frac{1}{2}(v^1 u^3 - v^3 u^1), \\
X_3^3 &= V^{14} = \frac{1}{2}(v^1 u^4 - v^4 u^1), \\
X_4^4 &= V^{23} = \frac{1}{2}(v^2 u^3 - v^3 u^2), \\
X_5^5 &= V^{24} = \frac{1}{2}(v^2 u^4 - v^4 u^2), \\
X_6^6 &= V^{34} = \frac{1}{2}(v^3 u^4 - v^4 u^3). \tag{A2}
\end{align*}
\]

Representation 10:
The same as representation 6, two quarks make this representation but the young tableaux of representation 10 is symmetric. Thus:

\[
U_{ij} = \frac{1}{2}(v^i u^j + v^j u^i). \tag{A3}
\]

After removing the additional vectors, 10 basis vectors are calculated as follows:

\[
\begin{align*}
X_1^{10} &= U^{11} = v^1 u^1, \\
X_2^{10} &= U^{12} = \frac{1}{2}(v^1 u^2 + v^2 u^1), \\
X_3^{10} &= U^{13} = \frac{1}{2}(v^1 u^3 + v^3 u^1), \\
X_4^{10} &= U^{14} = \frac{1}{2}(v^1 u^4 + v^4 u^1), \\
X_5^{10} &= U^{22} = v^2 u^2, \\
X_6^{10} &= U^{23} = \frac{1}{2}(v^2 u^3 + v^3 u^2), \\
X_7^{10} &= U^{24} = \frac{1}{2}(v^2 u^4 + v^4 u^2), \\
X_8^{10} &= U^{33} = v^3 u^3, \\
X_9^{10} &= U^{34} = \frac{1}{2}(v^3 u^4 + v^4 u^3), \\
X_{10}^{10} &= U^{44} = v^4 u^4. \tag{A4}
\end{align*}
\]

Representation 15:
This representation is made of one quark and one anti-quark (Eq. (27)). If \(v^i\) and \(u_j\), \((i, j = 1, \ldots, 4)\) represent the basis vectors for quark and anti-quark respectively, the following equation shows the basis vector for the adjoint representation:

\[
U_j = v^i u_j - \frac{1}{4} \delta_j^k v^k u_k. \tag{A5}
\]

After omitting the additional vectors, 15 the basis vectors
are calculated as the following:

\[
\begin{align*}
X_{15}^1 &= U_1^1 = \frac{-1}{4}(-3v^1 u_1 + v^2 u_2 + v^3 u_3 + v^4 u_4), \\
X_{15}^2 &= U_2^1 = v^3 u_2, \\
X_{15}^3 &= U_3^1 = v^3 u_3, \\
X_{15}^4 &= U_4^1 = v^4 u_4, \\
X_{15}^5 &= U_1^2 = v^2 u_1, \\
X_{15}^6 &= U_2^2 = \frac{-1}{4}(v^1 u_1 - 3v^2 u_2 + v^3 u_3 + v^4 u_4), \\
X_{15}^7 &= U_3^2 = v^2 u_3, \\
X_{15}^8 &= U_4^2 = v^2 u_4, \\
X_{15}^9 &= U_1^3 = v^3 u_1, \\
X_{15}^{10} &= U_2^3 = v^3 u_2, \\
X_{15}^{11} &= U_3^3 = \frac{-1}{4}(v^1 u_1 + v^2 u_2 - 3v^3 u_3 + v^4 u_4), \\
X_{15}^{12} &= U_4^3 = v^3 u_4, \\
X_{15}^{13} &= U_1^4 = v^4 u_1, \\
X_{15}^{14} &= U_2^4 = v^4 u_2, \\
X_{15}^{15} &= U_3^4 = v^4 u_3.
\end{align*}
\]

Representation 20ₜ:
This representation consists three quarks. On the other hand, it might be produced by the tensor product of representations 4 and 10:

\[
4 \otimes 10 = 20ₜ \oplus 20ₘ. \tag{A7}
\]

So if \( V^{ij} \) and \( u^i \) are the basis vectors for representations 10 and 4, respectively, the basis vector of representation 20ₜ might be written as follows:

\[
W^{ijk} = \frac{1}{3}(V^{ij}u^k + V^{ki}u^j + V^{jk}u^i). \tag{A8}
\]

After omitting the additional vectors, 20 independent basis vectors are calculated as the following:

\[
\begin{align*}
X_{20}^1 &= X_{10}^1 v^1, \\
X_{20}^2 &= \frac{1}{3}(X_{10}^2 v^2 + 2X_{10}^3 v^4), \\
X_{20}^3 &= \frac{1}{3}(X_{10}^3 v^3 + 2X_{10}^3 v^4), \\
X_{20}^4 &= \frac{1}{3}(X_{10}^4 v^4 + 2X_{10}^3 v^3), \\
X_{20}^5 &= \frac{1}{3}(X_{10}^5 v^1 + 2X_{10}^3 v^2), \\
X_{20}^6 &= \frac{1}{3}(X_{10}^2 v^3 + X_{10}^3 v^2 + X_{10}^3 v^1), \\
X_{20}^7 &= \frac{1}{3}(X_{10}^3 v^3 + X_{10}^4 v^2 + X_{10}^3 v^1), \\
X_{20}^8 &= \frac{1}{3}(X_{10}^4 v^4 + 2X_{10}^3 v^3), \\
X_{20}^9 &= \frac{1}{3}(X_{10}^4 v^4 + X_{10}^4 v^3 + X_{10}^4 v^1), \\
X_{20}^{10} &= X_{10}^2 v^2, \\
X_{20}^{11} &= \frac{1}{3}(X_{10}^3 v^3 + 2X_{10}^3 v^2), \\
X_{20}^{12} &= \frac{1}{3}(X_{10}^3 v^4 + 2X_{10}^3 v^2), \\
X_{20}^{13} &= \frac{1}{3}(X_{10}^4 v^2 + 2X_{10}^3 v^3), \\
X_{20}^{14} &= \frac{1}{3}(X_{10}^4 v^3 + X_{10}^4 v^3 + X_{10}^4 v^2), \\
X_{20}^{15} &= \frac{1}{3}(X_{10}^4 v^2 + 2X_{10}^4 v^4), \\
X_{20}^{16} &= X_{10}^3 v^3, \\
X_{20}^{17} &= \frac{1}{3}(X_{10}^3 v^4 + 2X_{10}^3 v^3), \\
X_{20}^{18} &= \frac{1}{3}(X_{10}^3 v^3 + 2X_{10}^4 v^4), \\
X_{20}^{19} &= \frac{1}{3}(X_{10}^3 v^4 + 2X_{10}^4 v^4), \\
X_{20}^{20} &= X_{10}^3 v^4.
\end{align*}
\]

Representation 35ₜ:
This representation contains four quarks. On the other hand, it might be produced by the tensor product of representations 4 and 20ₜ:

\[
4 \otimes 20ₜ = 35ₜ \oplus 45. \tag{A10}
\]

So if \( W^{ij} \) and \( u^i \) are the basis vectors for representations 20ₜ and 4, respectively, the basis vector of representation 35ₜ might be written as follows:

\[
Q^{ijkl} = \frac{1}{4}(W^{ij}u^l + W^{jkl}u^i + W^{kij}u^j + W^{lij}u^k). \tag{A11}
\]

After omitting the additional vectors, 35 independent basis vectors are calculated as the following:
\[ X_{35}^1 = X_{20}^2 v^4 \]
\[ X_{35}^2 = \frac{1}{4} (X_{20}^4 v^2 + 3X_{20}^3 v^4) \]
\[ X_{35}^3 = \frac{1}{4} (X_{20}^4 v^3 + 3X_{20}^3 v^4) \]
\[ X_{35}^4 = \frac{1}{4} (X_{20}^4 v^4 + 3X_{20}^3 v^4) \]
\[ X_{35}^5 = \frac{1}{2} (X_{20}^2 v^2 + X_{20}^5 v^1) \]
\[ X_{35}^6 = \frac{1}{4} (X_{20}^4 v^3 + X_{20}^3 v^2 + 2X_{20}^6 v^1) \]
\[ X_{35}^7 = \frac{1}{4} (X_{20}^4 v^4 + X_{20}^3 v^2 + 2X_{20}^7 v^1) \]
\[ X_{35}^8 = \frac{1}{2} (X_{20}^3 v^3 + X_{20}^8 v^1) \]
\[ X_{35}^9 = \frac{1}{4} (X_{20}^4 v^4 + X_{20}^3 v^2 + 2X_{20}^7 v^1) \]
\[ X_{35}^{10} = \frac{1}{2} (X_{20}^3 v^4 + X_{20}^{10} v^1) \]
\[ X_{35}^{11} = \frac{1}{4} (X_{20}^5 v^1 + 3X_{20}^5 v^2) \]
\[ X_{35}^{12} = \frac{1}{4} (X_{20}^5 v^3 + 2X_{20}^6 v^2 + X_{20}^{11} v^1) \]
\[ X_{35}^{13} = \frac{1}{4} (X_{20}^5 v^4 + 2X_{20}^7 v^2 + X_{20}^{12} v^1) \]
\[ X_{35}^{14} = \frac{1}{4} (X_{20}^6 v^2 + 2X_{20}^6 v^3 + X_{20}^{13} v^1) \]
\[ X_{35}^{15} = \frac{1}{4} (X_{20}^6 v^4 + X_{20}^7 v^3 + X_{20}^8 v^2 + X_{20}^{14} v^1) \]
\[ X_{35}^{16} = \frac{1}{4} (X_{20}^7 v^2 + 2X_{20}^7 v^4 + X_{20}^{15} v^1) \]
\[ X_{35}^{17} = \frac{1}{4} (X_{20}^6 v^1 + 3X_{20}^5 v^2) \]
\[ X_{35}^{18} = \frac{1}{4} (X_{20}^{10} v^3 + 2X_{20}^9 v^3 + X_{20}^{17} v^1) \]
\[ X_{35}^{19} = \frac{1}{4} (X_{20}^8 v^4 + 2X_{20}^9 v^4 + X_{20}^{19} v^3) \]
\[ X_{35}^{20} = \frac{1}{4} (X_{20}^9 v^1 + 3X_{20}^9 v^3) \]
\[ X_{35}^{21} = X_{20}^{10} v^1 \]
\[ X_{35}^{22} = \frac{1}{4} (X_{20}^9 v^3 + 3X_{20}^{11} v^2) \]
\[ X_{35}^{23} = \frac{1}{4} (X_{20}^9 v^4 + 3X_{20}^{12} v^2) \]
\[ X_{35}^{24} = \frac{1}{2} (X_{20}^{11} v^3 + X_{20}^{13} v^2) \]
\[ X_{35}^{25} = \frac{1}{4} (X_{20}^9 v^4 + 2X_{20}^{14} v^4 + X_{20}^{15} v^2) \]
\[ X_{35}^{26} = \frac{1}{2} (X_{20}^9 v^4 + X_{20}^{15} v^2) \]
\[ X_{35}^{27} = \frac{1}{4} (X_{20}^{12} v^2 + 3X_{20}^{13} v^2) \]
\[ X_{35}^{28} = \frac{1}{4} (X_{20}^{13} v^4 + 2X_{20}^{14} v^3 + X_{20}^{17} v^2) \]
\[ X_{35}^{29} = \frac{1}{4} (X_{20}^{15} v^3 + 2X_{20}^{14} v^4 + X_{20}^{18} v^2) \]
\[ X_{35}^{30} = \frac{1}{4} (X_{20}^{20} v^2 + 3X_{20}^{15} v^4) \]
\[ X_{35}^{31} = X_{20}^{16} v^3 \]

\[(A12)\]
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