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Abstract. In a recent paper, we presented a new definition of influences in product spaces of continuous distributions, and showed that analogues of the most fundamental results on discrete influences, such as the KKL theorem, hold for the new definition in Gaussian space. In this paper we prove Gaussian analogues of two of the central applications of influences: Talagrand’s lower bound on the correlation of increasing subsets of the discrete cube, and the Benjamini–Kalai–Schramm (BKS) noise sensitivity theorem. We then use the Gaussian results to obtain analogues of Talagrand’s bound for all discrete probability spaces and to reestablish analogues of the BKS theorem for biased two-point product spaces.

Résumé. Dans un papier récent, nous avons présenté une nouvelle définition de l’influence dans des produits d’espaces de fonctions continues et montré que des résultats analogues aux résultats les plus importants sur les influences discrètes, comme le théorème KKL, sont valables pour la nouvelle définition dans des espaces gaussiens. Dans cet article, nous prouvons des analogues gaussiens de deux des applications principales des influences : la borne inférieure de Talagrand sur la corrélation de sous-ensembles croissants du cube discret et le théorème de Benjamini–Kalai–Schramm (BKS) sur la sensibilité au bruit. Ensuite nous utilisons les résultats gaussiens pour obtenir des analogues de la borne de Talagrand pour tous les espaces de probabilités discrets et pour retrouver l’analogue du théorème BKS pour des espaces produits biaisés à deux points.
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1. Introduction

Definition 1.1. Consider the discrete cube \((-1, 1)^n\) endowed with the uniform measure \(\nu^\otimes n = (\frac{1}{2}\delta_{-1} + \frac{1}{2}\delta_1)^\otimes n\), and let \(f: (-1, 1)^n \rightarrow \mathbb{R}\). The influence of the \(i\)th coordinate on \(f\) is defined as

\[ I_i(f) := \mathbb{E}_\nu[|f(X) - f(X^{[i]})|], \] (1.1)
where \( X = (X_1, \ldots, X_n) \) is a random vector in \([-1, 1]^n\) distributed according to the measure \( v^\otimes n \), and \( X'^i \) denotes the vector obtained from \( X \) by replacing \( X_i \) by \( -X_i \) and leaving the other coordinates unchanged. The subscript \( v \) in \( \mathbb{E}_v \) emphasizes the fact that the expectation is taken w.r.t. the measure \( v^\otimes n \). For a subset \( A \) of the discrete cube \([-1, 1]^n\), we write \( I_i(A) \) as a shorthand for \( I_i(1_A) \), and refer to it as the influence of the \( i \)th coordinate on \( A \).

The notion of influences of variables on Boolean functions is one of the central concepts in the theory of discrete harmonic analysis. In the last two decades it found several applications in diverse fields, including Combinatorics, Theoretical Computer Science, Statistical Physics, Social Choice Theory, etc. (see, for example, the survey articles [16, 27]).

Two of the central applications are Talagrand’s lower bound on the correlation between increasing subsets of the discrete cube [29] and the Benjamini–Kalai–Schramm (BKS) theorem on noise sensitivity [3].

Talagrand’s result is an improvement over the classical Harris–Kleitman correlation inequality [13, 23] stating that any two increasing (see Definition 4.1 below) subsets of the discrete cube are non-negatively correlated.

**Theorem 1.2 (Talagrand).** For any pair of increasing subsets \( A, B \subseteq \{-1, 1\}^n \),

\[
\nu^\otimes n(A \cap B) - \nu^\otimes n(A) \nu^\otimes n(B) \geq c \varphi \left( \sum_{i=1}^n I_i(A) I_i(B) \right),
\]

where \( \varphi(x) = x/\log(e/x) \), and \( c > 0 \) is a universal constant.

The BKS theorem deals with the sensitivity \( a \) of Boolean function (or equivalently, a subset of the discrete cube) to a small random perturbation of its input.

**Definition 1.3.** For a function \( f : \{-1, 1\}^n \to \mathbb{R} \), and for \( \eta \in (0, 1) \), let

\[
Z(f, \eta) = \mathbb{E}_v[f(X)f(X')] = \mathbb{E}\left[f(X)f(X')\right],
\]

where \( X = (X_1, \ldots, X_n) \) is uniformly distributed in \([-1, 1]^n\) and \( X' = (X'_1, \ldots, X'_n) \) is a \((1-\eta)\)-correlated copy of \( X \). (This means that for \( j \in \{1, 2, \ldots, n\} \), \( X'_j = X_j \) with probability \( 1-\eta \) and \( X'_j = X'_j \) with probability \( \eta \), independently for distinct \( j \)'s, where \( X' = (X'_1, \ldots, X'_n) \) is an i.i.d. copy of \( X \).) Following Benjamini, Kalai and Schramm [3], we denote

\[
\text{VAR}(f, \eta) = Z(f, \eta) - \mathbb{E}[f(X)]^2.
\]

For a set \( B \subseteq \{-1, 1\}^n \), and for \( \eta \in (0, 1) \), we write

\[
Z(B, \eta) = Z(1_B, \eta) \quad \text{and} \quad \text{VAR}(B, \eta) = \text{VAR}(1_B, \eta).
\]

A sequence of sets \( B_\ell \subseteq \{-1, 1\}^{n_\ell} \) is said to be asymptotically noise sensitive if

\[
\lim_{\ell \to \infty} \text{VAR}(B_\ell, \eta) = 0 \quad \text{for each } \eta \in (0, 1).
\]

In a seminal paper, Benjamini, Kalai and Schramm [3] proved that a sequence of sets \( B_\ell \subseteq \{-1, 1\}^{n_\ell} \) is asymptotically noise sensitive if the sum of the squares of the influences \( \sum_{i=1}^{n_\ell} I_i(B_\ell)^2 \) goes to zero as \( \ell \to \infty \). Recently, Keller and Kindler [20] obtained a quantitative version of the BKS theorem.

**Theorem 1.4 (Quantitative BKS theorem).** For any \( n \), for any function \( f : \{-1, 1\}^n \to [0, 1] \), and for any \( \eta \in (0, 1) \),

\[
\text{VAR}(f, \eta) \leq c_1 \left( \sum_{i=1}^n I_i(f)^2 \right)^{c_2 \eta},
\]

where \( c_1, c_2 \) are positive universal constants.
The basic results on influences were obtained for functions on the discrete cube, but some applications required generalization of the results to more general product spaces. Unlike the discrete case, where there exists a single natural definition of influence, for general product spaces several definitions were presented in different papers, see for example [7,14,18]. In [21], we presented a new notion of influences in product spaces of continuous distributions, which we called geometric influences, and proved analogues of the fundamental results on influences, such as the Kahn–Kalai–Linial (KKL) theorem [15] and Talagrand’s influence sum bound [28], for geometric influences.

In this paper we prove analogues of Talagrand’s lower bound on the correlation of increasing sets (Theorem 1.2 above) and of the quantitative BKS theorem (Theorem 1.4 above), that hold for the standard Gaussian measure in \( \mathbb{R}^n \) with respect to geometric influences.

**Definition 1.5.** Let \( \mu(dx) = (1/\sqrt{2\pi}) \exp(-x^2/2) \, dx \) be the standard Gaussian measure on \( \mathbb{R} \). Let \( \phi \) (resp. \( \Phi \)) be the density (resp. distribution function) of the Gaussian measure \( \mu \) on \( \mathbb{R} \), and denote \( \Phi(x) = 1 - \Phi(x) \). Given a Borel-measurable set \( A \subseteq \mathbb{R} \), its lower Minkowski content \( \mu^+ (A) \) is defined as

\[
\mu^+ (A) := \liminf_{r \downarrow 0} \frac{\mu(A + [-r, r]) - \mu(A)}{r}.
\]

For any Borel-measurable set \( A \subseteq \mathbb{R}^n \), for each \( 1 \leq i \leq n \) and an element \( x = (x_1, x_2, \ldots, x_n) \in \mathbb{R}^n \), the restriction of \( A \) along the fiber of \( x \) in the \( i \)th direction is given by

\[
A_i^x := \left\{ y \in \mathbb{R} : (x_1, \ldots, x_{i-1}, y, x_{i+1}, \ldots, x_n) \in A \right\}.
\]

The geometric influence of the \( i \)th coordinate on \( A \) is

\[
I_i^G (A) := E_x \left[ \mu^+ (A_i^x) \right],
\]

that is, the expectation of \( \mu^+ (A_i^x) \) when \( x \) is chosen according to the measure \( \mu \).

We note that the geometric meaning of the influence is that for a monotone (either increasing or decreasing) set \( A \), the sum of influences of \( A \) is equal to the size of its boundary with respect to a uniform enlargement (see [21]).

In the sequel, whenever we talk about sets or functions in \( \mathbb{R}^n \), we implicitly assume that they are Borel measurable. Our first result is a lower bound on the correlation between two increasing bounded functions in the Gaussian space.

**Theorem 1.6.** Let \( \varphi(x) = x / \log(e/x) \). There exists a universal constant \( c > 0 \) such that for any \( n \in \mathbb{N} \) and for any two increasing subsets \( A \) and \( B \) of \( \mathbb{R}^n \), we have

\[
\mu^{\otimes n} (A \cap B) - \mu^{\otimes n} (A) \mu^{\otimes n} (B) \geq c \varphi \left( \sum_{i=1}^{n} I_i^G (A) I_i^G (B) \right).
\]

We show that the assertion of the theorem is tight, up to the constant factor. The proof of Theorem 1.6 uses Talagrand’s result for the discrete cube, along with appropriate limit arguments. By appealing to direct Gaussian arguments, we obtain another lower bound on the correlation between a pair of increasing subsets in the Gaussian space.

**Theorem 1.7.** There exists a universal constant \( c > 0 \) such that for any \( n \in \mathbb{N} \) and for any two increasing subsets \( A \) and \( B \) of \( \mathbb{R}^n \), we have

\[
\mu^{\otimes n} (A \cap B) - \mu^{\otimes n} (A) \mu^{\otimes n} (B) \geq c \sum_{i=1}^{n} \frac{I_i^G (A) I_i^G (B)}{\sqrt{\log(e/I_i^G (A)) \log(e/I_i^G (B))}}.
\]

In fact, we prove functional versions of the above two theorems (see Theorem 2.1 and Theorem 3.1), which, with a little bit of extra work, can then be applied to deduce the results for the characteristic functions of increasing sets.
Theorem 1.7 is neither uniformly stronger nor uniformly weaker than Theorem 1.6, as there are cases where each one beats the other. It should be noted that while Talagrand’s lower bound uses the classical Bonami–Beckner hypercontractive inequality [2,4], the proof of Theorem 1.7 uses Borell’s reverse hypercontractive inequality [5]. It will be interesting to find out whether hypercontractivity and reverse hypercontractivity can be combined to obtain a new lower bound that will enjoy the benefits of both Theorems 1.6 and 1.7.

Recall that the classical Gaussian FKG inequality [10] asserts that for any pair of coordinate-wise increasing functions $f, g : \mathbb{R}^n \to \mathbb{R}$, we have

$$\mathbb{E}_\mu [fg] \geq \mathbb{E}_\mu [f] \mathbb{E}_\mu [g].$$

Hence, Theorems 1.6 and 1.7 (or more appropriately their functional versions) provide quantitive versions of the Gaussian FKG inequality.

Our second result is a Gaussian analogue of the noise sensitivity results of Benjamini–Kalai–Schramm [3].

**Definition 1.8.** Let $W, W'$ be i.i.d. standard Gaussian vectors on $\mathbb{R}^n$ and let $W^\rho = \sqrt{1 - \rho^2} W + \rho W'$. For a function $f : \mathbb{R}^n \to \mathbb{R}$, and for $\rho \in (0, 1)$, let

$$Z^G(f, \rho) = \mathbb{E}[f(W)f(W^\rho)],$$

provided $\mathbb{E}[(f(W))^2] < \infty$. Denote

$$\text{VAR}^G(f, \rho) = Z^G(f, \rho) - \mathbb{E}[f(W)]^2.$$

For a set $A \subseteq \mathbb{R}^n$, and for $\rho \in (0, 1)$, we write

$$Z^G(A, \rho) = Z(1_A, \rho), \quad \text{and} \quad \text{VAR}^G(A, \rho) = \text{VAR}^G(1_A, \rho).$$

A sequence of sets $A_\ell \subseteq \mathbb{R}^n$ is said to be asymptotically Gaussian noise-sensitive if

$$\lim_{\ell \to \infty} \text{VAR}^G(A_\ell, \rho) = 0 \quad \text{for each } \rho \in (0, 1). \quad (1.3)$$

**Theorem 1.9.** For any $n \geq 1$, for any set $A \subseteq \mathbb{R}^n$, and for any $\rho \in (0, 1)$,

$$\text{VAR}^G(A, \rho) \leq C_1 \left( \sum_{i=1}^{n} I^G_i(A)^2 \right)^{C_2 \rho^2},$$

where $C_1, C_2$ are positive universal constants.

The proof of Theorem 1.9 again relies upon an appropriate limit argument and uses Theorem 1.4 as a blackbox.

Theorems 1.6 and 1.7 allow us to obtain analogues of Talagrand’s lower bounds for any discrete product probability space (see Theorem 5.2), where the lower bound involves a discrete variant of the geometric influence, called $h$-influence. Theorem 1.9 can be used to obtain an analogue of the BKS theorem in the case of the discrete hypercube $[0, 1]^n$ endowed with a biased product measure (see Theorem 5.4). We note that for the biased product measures on the discrete hypercube, these results were previously obtained in [19,20] by different methods. Comparison of our results with the results of [19,20] suggests that, in some sense, the $h$-influence obtained from the geometric influence is more natural than the notion of influences used for the biased measure in previous works.

This paper is organized as follows. In Section 2 we prove functional versions of Theorem 1.6 and Theorem 1.9. In Section 3, we present a functional version of Theorem 1.7 using the Ornstein–Uhlenbeck semigroup theory. In Section 4 we give an argument to suitably approximate the characteristic functions of monotone sets by smooth functions and apply it to deduce Theorems 1.6, 1.7 and 1.9 from their functional counterparts. We also discuss how Theorem 1.6 and Theorem 1.7 compare against each other. Finally, we deduce the analogous statements for discrete product probability spaces in Section 5, and conclude the paper with a few open problems in Section 6.
2. Refined Gaussian FKG inequality and Gaussian BKS theorem

The main goal of this section is to we prove the following two theorems which are functional forms of Theorem 1.6 and Theorem 1.9. Note that the role of Gaussian influences is now played by the $L^1$ norm of the partial derivatives of the functions.

**Theorem 2.1.** Let $\varphi(x) = x / \log(e/x)$. There exists a universal constant $c > 0$ such that for any $n \geq 1$ and for any two increasing continuously differentiable functions $f, g : \mathbb{R}^n \to [-1, 1]$, we have

$$E_\mu[fg] - E_\mu[f]E_\mu[g] \geq c\varphi\left(\sum_{i=1}^{n} E_\mu[\partial_i f]E_\mu[\partial_i g]\right),$$

where $E_\mu$ stands for integration w.r.t. $\mu^{\otimes n}$.

**Theorem 2.2.** For any $n \geq 1$, for any continuously differentiable function $f : \mathbb{R}^n \to [-1, 1]$, and for any $\rho \in (0, 1)$,

$$\text{VAR}^G(f, \rho) \leq C_1 \cdot \left(\sum_{i=1}^{n} E_\mu[|\partial_i f|^2]\right)^{C_2\rho^2},$$

where $C_1, C_2$ are positive universal constants.

The proof strategy is to approximate the functions in the “Gaussian world” by sequences of functions defined on the discrete cubes $\{-1, 1\}^n$ (where $n_k \to \infty$), and to deduce the assertions of the theorems by an appropriate limit argument from the corresponding theorems in the “discrete world.”

For a function $f : \mathbb{R}^n \to \mathbb{R}$, we construct a sequence $\{\tilde{f}_m\}_{m=1}^\infty$ of functions as follows. For each $m \in \mathbb{N}$, we denote elements in $\{-1, 1\}^m$ by vectors $(x_1, x_2, \ldots, x_m)$, where each $x_i = (x_{i1}, x_{i2}, \ldots, x_{im})$ is a vector in $\{-1, 1\}^m$. We write $s_i = s_i(m)$ as a shorthand for $m^{-1/2} \sum_{j=1}^{m} s_{ij}$ and let $s = (s_1, \ldots, s_n) \in \mathbb{R}^n$. Then, we define the function $\tilde{f}_m : \{-1, 1\}^m \to \mathbb{R}$ by $\tilde{f}_m(x_1, \ldots, x_n) = f(s_1, \ldots, s_n)$. In order to simplify the notation, we leave the dependence of $s$ on $m$ implicit in some of the places, and alert the reader that in the sequel, $s$ always depends on $m$. The next lemma is our main tool for transferring the results from the discrete world to the Gaussian world.

**Lemma 2.3.** Fix $n \geq 1$ and $1 \leq i \leq n$. Let $f$ and $g$ be two continuously differentiable functions on $\mathbb{R}^n$ such that the partial derivatives $\partial_i f$ and $\partial_i g$ are bounded. Then

$$\sum_{j=1}^{m} I_{ij}(\tilde{f}_m)I_{ij}(\tilde{g}_m) \to 4E_\mu[|\partial_i f|]E_\mu[|\partial_i g|], \quad \text{as } m \to \infty.$$

**Proof.** Since the functions $\tilde{f}_m$ and $\tilde{g}_m$ are invariant under permutations of the coordinates $\{x_{ij}\}_{1 \leq j \leq m}$ for each fixed $i$, it follows that $\sum_{j=1}^{m} I_{ij}(\tilde{f}_m)I_{ij}(\tilde{g}_m) = m I_{11}(\tilde{f}_m)I_{11}(\tilde{g}_m)$. Thus, it suffices to show that $\sqrt{m} I_{11}(\tilde{f}_m) \to 2E_\mu[|\partial_1 f|]$ and similarly for $g$. Without loss of generality, we take $i = 1$. We have

$$I_{11}(\tilde{f}_m) = E_\mu[|f(s'_1 + m^{-1/2}, s_2, \ldots, s_n) - f(s'_1 - m^{-1/2}, s_2, \ldots, s_n)|],$$

where $s'_1 = m^{-1/2} \sum_{j=1}^{m} x_{1j}$ By the Mean Value Theorem,

$$\frac{f(s'_1 + m^{-1/2}, s_2, \ldots, s_n) - f(s'_1 - m^{-1/2}, s_2, \ldots, s_n)}{2m^{-1/2}} = \partial_1 f(s'_1 + \varepsilon_m, s_2, \ldots, s_m),$$

where $\varepsilon_m$ is an error term that depends on $s'_1, s_2, \ldots, s_n$, and whose absolute value is bounded by $m^{-1/2}$. Therefore, we obtain

$$\sqrt{m} I_{11}(\tilde{f}_m) = 2E_\mu[|\partial_1 f(s'_1 + \varepsilon_m, s_2, \ldots, s_m)|].$$
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Since \((s_1' + \epsilon_m, s_2, \ldots, s_m)\) converges in distribution to \(\mu^{\otimes n}\), and since \(\partial_t f\) is a continuous, bounded function, we conclude that
\[
\lim_{m \to \infty} \sqrt{m} I_{11}(\hat{f}_m) = 2\mathbb{E}_\mu[|\partial_t f|].
\]

The assertion of the lemma follows.

To prove Theorem 2.1, we will need the following functional version of Talagrand’s inequality on the discrete cube.

**Theorem 2.4.** For any \(n \geq 1\) and for any pair of increasing functions \(f, g : \{-1, 1\}^n \to [0, 1]\),
\[
\mathbb{E}_\mu[f g] - \mathbb{E}_\mu[f] \mathbb{E}_\mu[g] \geq c \varphi \left( \sum_{i=1}^n I_i(f) I_i(g) \right),
\]
where \(\varphi(x) = x/\log(e/x)\), and \(c > 0\) is a universal constant.

This version is obtained by following Talagrand’s proof step-by-step, using the fact that for a monotone function \(f\), \(I_i(f)\) is equal in absolute value to the coefficient \(\hat{f}(i)\) in the standard Fourier–Walsh expansion of \(f\). The exact proof (of a slightly more general statement) appears in [17].

**Proof of Theorem 2.1.** Note that since \(f, g\) are increasing and bounded, by the Fundamental Theorem of Calculus, \(\partial_i f, \partial_i g\) are nonnegative and integrable. In particular, we have \(0 \leq \mathbb{E}_\mu[\partial_i f], \mathbb{E}_\mu[\partial_i g] < \infty\) for all \(i\). First we assume that \(f, g\) are increasing \(C^1\) functions on \(\mathbb{R}^n\) such that both \(f, g\) take values in \([0, 1]\) and \(\|\partial_i f\|_{\infty}, \|\partial_i g\|_{\infty} < \infty\) for all \(i\). It follows from Theorem 2.4 that there exists a universal constant \(c > 0\) such that for each \(m \in \mathbb{N}\), we have
\[
\int f_m \hat{g}_m \, d\nu^{\otimes nm} - \int \hat{f}_m \, d\nu^{\otimes nm} \int g_m \, d\nu^{\otimes nm} \geq c \varphi \left( \sum_{i=1}^n \sum_{j=1}^m I_{ij}(\hat{f}_m) I_{ij}(\hat{g}_m) \right).
\]

(2.1)

By the Central Limit Theorem, \(s(m) = (s_1, \ldots, s_n)\) converges in distribution to \(\mu^{\otimes n}\) as \(m \to \infty\). Thus, the left hand side of (2.1) converges to \(\mathbb{E}_\mu[f g] - \mathbb{E}_\mu[f] \mathbb{E}_\mu[g]\) as \(m \to \infty\). On the other hand, by letting \(m \to \infty\) and applying Lemma 2.3 to the right hand side of (2.1), we obtain
\[
\mathbb{E}_\mu[f g] - \mathbb{E}_\mu[f] \mathbb{E}_\mu[g] \geq c \varphi \left( \sum_{i=1}^n \mathbb{E}_\mu[\partial_i f] \mathbb{E}_\mu[\partial_i g] \right).
\]

(2.2)

We can easily extend the above inequality, with the constant \(c\) replaced by a new constant \(c/(1 + \log 2)\), to increasing \(C^1\) functions \(f, g\) such that both \(f, g\) take values in \([-1, 1]\) and \(\|\partial_i f\|_{\infty}, \|\partial_i g\|_{\infty} < \infty\) for all \(i\). To do that we apply (2.2) for the functions \((1 + f)/2, (1 + g)/2\) and note that \(2\varphi(x/2) \geq \frac{1}{1 + \log 2^2} \varphi(x)\) for all \(x \in [0, 1]\).

Now we want to remove the condition that the partial derivatives of \(f, g\) are bounded. Let \(f, g\) be as given in the hypothesis of Theorem 2.1. For \(K > 0\), set \(J_K = [-K, K]^n, M_K = f(K, \ldots, K)\), and \(M_K = f(-K, \ldots, -K)\). Since \(f\) is increasing, \(M_K = \max_{x \in J_K} f(x)\) and \(M_K = \min_{x \in J_K} f(x)\). Let \(f_K = \min(\max(f, M_K), M_K)\). Hence, \(f_K \equiv f\) inside \(J_K\). Let \(\eta \in C^{(\infty)}(\mathbb{R}^n)\) be the standard mollifier, that is, \(\eta(x) = C \exp(-\frac{1}{|x|^2-1})\mathbf{1}_{|x| \leq 1}\), where the constant \(C > 0\) is selected so that \(\int_{\mathbb{R}^n} \eta(x) \, dx = 1\). For each \(\epsilon > 0\), set \(\eta_\epsilon(x) := \epsilon^{-n} \eta(x/\epsilon)\). Finally, define \(f_K, \epsilon = f_K * \eta_\epsilon = \int_{\mathbb{R}^n} f_K(x-y) \eta_\epsilon(y) \, dy\). From the standard properties of the mollifier, it follows that \(f_K, \epsilon \in C^{(\infty)}(\mathbb{R}^n)\), \(f_K, \epsilon\) is increasing and \(|f_K, \epsilon| \leq 1\). Note that for any \(h \in \mathbb{R}\), for any \(z \in \mathbb{R}^n\),
\[
0 \leq \frac{f_K(z + e_i h) - f_K(z)}{h} \leq \frac{f(z + e_i h) - f(z)}{h},
\]
where \(e_i\) being the \(i\)th coordinate vector in \(\mathbb{R}^n\). It follows that \(0 \leq \partial_i f_K, \epsilon \leq \partial_i (f * \eta_\epsilon) = \partial_i f * \eta_\epsilon\).
Given $\delta > 0$, we claim that there exist $K > 0$ and $\varepsilon > 0$ such that $\int_{\mathbb{R}^n} |f_{K,\varepsilon} - f|^2 \, d\mu^{\otimes n} < \delta$ and $\int_{\mathbb{R}^n} |\partial_i f_{K,\varepsilon} - \partial_i f| \, d\mu^{\otimes n} < \delta$. To prove the claim, first find $K > 0$ large such that $|\int_{J_{K-1/2}} \partial_i f \, d\mu^{\otimes n}| < \delta/3$. For $0 < \varepsilon < 1/2$, $\partial_i f_K = 0$ outside $J_{K+1/2}$ and we estimate
\[
\int_{\mathbb{R}^n} |\partial_i f_{K,\varepsilon} - \partial_i f| \, d\mu^{\otimes n} \leq \int_{J_{K+1/2}} |\partial_i f_{K,\varepsilon} - \partial_i f| \, d\mu^{\otimes n} + \int_{J_{K+1/2}} |\partial_i f| \, d\mu^{\otimes n} \\
+ \int_{J_{K+1/2}} |\partial_i f_{K,\varepsilon}| \, d\mu^{\otimes n}.
\]
Note that whenever $\varepsilon \in (0,1/2)$, $\partial_i f_{K,\varepsilon} = \partial_i f * \eta_\varepsilon$ on $J_{K-1/2}$. Hence,
\[
\int_{J_{K+1/2}} |\partial_i f_{K,\varepsilon} - \partial_i f| \, d\mu^{\otimes n} \leq \int_{J_{K+1/2} \cap J_{K-1/2}^c} |\partial_i f * \eta_\varepsilon| \, d\mu^{\otimes n}.
\]
By the well-known property of the mollifier, $\partial_i f * \eta_\varepsilon \overset{L^p}{\to} \partial_i f$ for any $1 \leq p < \infty$ over compact sets. Thus, by choosing $\varepsilon > 0$ small we can make $\int_{J_{K+1/2}} |\partial_i f * \eta_\varepsilon - \partial_i f| \, d\mu^{\otimes n} < \delta/3$ and $\int_{J_{K+1/2} \cap J_{K-1/2}^c} |\partial_i f * \eta_\varepsilon| \, d\mu^{\otimes n} < \delta/3$ and hence, $\int_{\mathbb{R}^n} |\partial_i f_{K,\varepsilon} - \partial_i f| \, d\mu^{\otimes n} < \delta$.

On the other hand, note that
\[
\int_{\mathbb{R}^n} |f_{K,\varepsilon} - f|^2 \, d\mu^{\otimes n} \leq 2 \int_{\mathbb{R}^n} |f_{K,\varepsilon} - f * \eta_\varepsilon|^2 \, d\mu^{\otimes n} + 2 \int_{\mathbb{R}^n} |f * \eta_\varepsilon - f|^2 \, d\mu^{\otimes n}.
\]
For $\varepsilon > 0$ fixed, $\int_{\mathbb{R}^n} |f_{K,\varepsilon} - f * \eta_\varepsilon|^2 \, d\mu^{\otimes n} \to 0$ as $K \to \infty$ by dominated convergence. Since $f * \eta_\varepsilon \to f$ pointwise as $\varepsilon \to 0$, the second integral also goes to zero by dominated convergence. Thus we establish our claim.

Now note that (2.2) holds for functions $f_{K,\varepsilon}$ and $g_{K,\varepsilon}$. We complete the proof of the theorem by approximating the original functions $f$ and $g$ by $f_{K,\varepsilon}$ and $g_{K,\varepsilon}$ with suitably large $K$ and small $\varepsilon$.

Now we prove Theorem 2.2, thus obtaining a Gaussian analogue of the quantitative BKS theorem [20].

**Proof of Theorem 2.2.** Assume first that $f$ is continuously differentiable with bounded partial derivatives. We apply Theorem 1.4 to the approximating functions $\tilde{f}_m : \{-1,1\}^{nm} \to [0,1]$ to obtain, for any $\eta \in (0,1)$ and any $m \geq 1$,
\[
\text{VAR}(\tilde{f}_m, \eta) \leq c_1 \cdot \left( \sum_{i=1}^{n} \sum_{j=1}^{m} I_{ij}(\tilde{f}_m)^2 \right)^{c_2 \eta},
\]
where $c_1 > 0$, $c_2 > 0$ are universal constants. We claim that $\text{VAR}(\tilde{f}_m, 1 - \sqrt{1 - \rho^2}) \to \text{VAR}^G(f, \rho)$ as $m \to \infty$.

Let $x = (x_{ij})_{1 \leq i \leq n, 1 \leq j \leq m}$ and $y = (y_{ij})_{1 \leq i \leq n, 1 \leq j \leq m}$ be $\sqrt{1 - \rho^2}$ correlated vectors that are uniformly distributed in $\{-1,1\}^{nm}$. Set $s(m) = (s_1, \ldots, s_n)$ and $s^\rho(m) = (s_1^\rho, \ldots, s_n^\rho)$ where $s_i = m^{-1/2} \sum_{j=1}^{m} x_{ij}$ and $s_i^\rho = m^{-1/2} \sum_{j=1}^{m} y_{ij}$.

By definition, $Z(\tilde{f}_m, 1 - \sqrt{1 - \rho^2}) = \mathbb{E}_v[f(s(m)) f(s^\rho(m))]$. By the Central Limit Theorem, $(s(m), s^\rho(m))$ converges in distribution to $(W, W^\rho)$ as $m \to \infty$. Since the map $(z, z^\prime) \mapsto f(z) f(z^\prime)$ is bounded and continuous on $\mathbb{R}^{2n}$, it follows that $\lim_{m \to \infty} Z(\tilde{f}_m, 1 - \sqrt{1 - \rho^2}) = Z^G(f, \rho)$. That $\mathbb{E}_v[f(\tilde{f}_m(x))] = \mathbb{E}_v[f(s(m))]$ converges to $\mathbb{E}_\mu[f(W)]$ as $m \to \infty$ is again an immediate consequence of the Central Limit Theorem. This proves the claim. By letting $m \to \infty$ in (2.3) with $\eta = 1 - \sqrt{1 - \rho^2} \in (0,1)$ and by virtue of the above claim and Lemma 2.3, we obtain the following inequality for the function $f$ with $C_2 = c_2$ and $C_1' = 4c_1$,
\[
\text{VAR}^G(f, \rho) \leq C_1' \cdot \left( \sum_{i=1}^{n} \mathbb{E}_\mu[|\partial_i f|^2] \right)^{C_2'(1 - \sqrt{1 - \rho^2})}.
\]
Extending (2.4) to $C^1$ functions $f$ with bounded partial derivatives which take values in $[-1,1]$ instead of $[0,1]$ is fairly straightforward and can be achieved (with $C_1 = 2C_1'$) by arguing with the function $(1 + f)/2$ which now takes
values in $[0, 1]$. If $\sum_{i=1}^{n} E_{\mu} [|\partial_i f|^2] \leq 1$, then by observing the simple fact that $1 - \sqrt{1 - \rho^2} \geq \rho^2/2$ for all $\rho \in (0, 1)$, we get the desired inequality (with $C_2 = C_2'/2$) for the function $f$. On the other hand, if $\sum_{i=1}^{n} E_{\mu} [|\partial_i f|^2] > 1$, then the assertion of the theorem trivially holds for $f$ since $\text{VAR}^G(f, \rho) \leq |f| \leq 1$.

Now take a general $C^1$ function $f : \mathbb{R}^n \to [-1, 1]$. If $E_{\mu} [|\partial_i f|] = \infty$ for some $i$, then the theorem holds trivially. So, assume that $E_{\mu} [|\partial_i f|] < \infty$ for all $i$. Let $\eta, \eta_\varepsilon$ and $J_\varepsilon$ be as above. Define $f_\varepsilon K = f 1_{J_\varepsilon}$ and $f_{K, \varepsilon} = f K * \eta_\varepsilon$. Clearly, $f_{K, \varepsilon}$ is $C^\infty$ and $|f_{K, \varepsilon}| \leq 1$ and $|\partial_i f_{K, \varepsilon}|$ are bounded for all $i$ (since $f_{K, \varepsilon}$ is compactly supported). Note that as $K \to \infty, \varepsilon \to 0$, $f_{K, \varepsilon}(z) \to f(z)$ pointwise, and hence by dominated convergence, $\text{VAR}^G(f_{K, \varepsilon}, \rho) \to \text{VAR}^G(f, \rho)$. Next we prove that $E_{\mu} [|\partial_i f_{K, \varepsilon} - \partial_i f|] \to 0$ as $K \to \infty, \varepsilon \to 0$. Towards this end, we bound

$$E_{\mu} [|\partial_i f_{K, \varepsilon} - \partial_i f|] \leq E_{\mu} [|\partial_i f_{K, \varepsilon} - \partial_i f| 1_{J_{K-\varepsilon}}] + E_{\mu} [|\partial_i f_{K, \varepsilon} - \partial_i f| 1_{J_{K+\varepsilon}}]$$

$$+ E_{\mu} [|\partial_i (f * \eta_\varepsilon) - \partial_i f| 1_{J_K}] + E_{\mu} [|\partial_i f_{K, \varepsilon}| 1_{J_{K+\varepsilon}} \cap J_{K-\varepsilon}].$$

(2.5)

Note that $\partial_i f_{K, \varepsilon}(x) = \int f_{K}(y) \partial_i \eta_\varepsilon (x - y) dy = \varepsilon^{-1} \int \partial_i \eta_\varepsilon (z) f_{K}(x - \varepsilon z) dz$. Since $|f_{K}|$ is bounded by 1, and $|\partial_i \eta_\varepsilon| dz < \infty$, we have $|\partial_i f_{K, \varepsilon}| \leq C^\varepsilon$. Thus the second expectation in (2.5) can be bounded above by $C^\varepsilon \mu^{\otimes n}(J_{K+\varepsilon} \cap J_{K-\varepsilon}) \leq C^\varepsilon \phi(K)$, where the constant $C^\varepsilon$ does not depend on $K$ or $\varepsilon$. The third expectation in (2.5) can be made arbitrarily small by taking $K$ sufficiently large and the first expectation can be made as small as we want choosing $\varepsilon > 0$ sufficiently small. Therefore, $E_{\mu} [|\partial_i f_{K, \varepsilon}|] \to 0$ as $K \to \infty, \varepsilon \to 0$.

Clearly, the statement of the theorem holds for each $f_{K, \varepsilon}$. Taking $K \to \infty, \varepsilon \to 0$, we obtain the desirable conclusion for the original function $f$.

3. A direct Gaussian approach via the Ornstein–Uhlenbeck semigroup

In this section we prove a functional version of Theorem 1.7 (Theorem 3.1 below) and an inverse Gaussian BKS theorem using tools from the “Gaussian world” without appealing to the corresponding results for the discrete cube as we did in the previous section.

Theorem 3.1. Let $f, g : \mathbb{R}^n \to [-1, 1]$ be increasing continuously differentiable functions. Then

$$E_{\mu}[fg] - E_{\mu}[f]E_{\mu}[g] \geq \sum_{i=1}^{n} \frac{E_{\mu}[\partial_i f]E_{\mu}[\partial_i g]}{\sqrt{\log(e/E_{\mu}[\partial_i f]) \log(e/E_{\mu}[\partial_i g])}}$$

where $c > 0$ is a universal constant.

We start with a few standard definitions and simple lemmas related to the Ornstein–Uhlenbeck semigroup. For a more detailed treatment of these notions, the reader is referred to [9,24].

Definition 3.2. Let $(P_t)_{t \geq 0}$ be the Ornstein–Uhlenbeck semigroup associated with the generator $L = \Delta - x \cdot \nabla$ on $\mathbb{R}^n$. This semigroup acts on the functions on $\mathbb{R}^n$ as follows:

$$P_t f(x) = \int f(e^{-t}x + \sqrt{1 - e^{-2t}}y) \mu^{\otimes n}(dy), \quad x \in \mathbb{R}^n.$$  

It is well known that $(P_t)_{t \geq 0}$ is reversible with the invariant measure $\mu^{\otimes n}$. For $\tau > 0$, the operator $P_\tau$ maps bounded measurable functions to $C^\infty$ functions. It also maps an increasing function to an increasing function. The following simple properties of the operator $P_t$ will be very useful for later purposes:

Observation 3.3. Let $g : \mathbb{R}^n \to \mathbb{R}$ be a smooth function. Then:

i. $\partial_t P_t g = e^{-t} P_t \partial_t g \quad \forall t \geq 0.$  

(3.1)
ii. If \( |g(x)| \leq 1 \) for all \( x \), then
\[
|\nabla P_t g| \leq \frac{1}{\sqrt{t}} \quad 0 < t \leq 1/2.
\] (3.2)

iii. If \( g \) is increasing, then
\[
\partial_i P_t g \geq 0 \quad \forall t \geq 0.
\] (3.3)

**Lemma 3.4.** Let \( g \) be a smooth function with \( |g(x)| \leq 1 \) for all \( x \), and let \( t \in (0, 1/2] \).

(i) For \( p \geq 1 \), we have \( \|\partial_i P_t g\|_p \leq t^{-(p-1)/2} e^{-t/p} \|\partial_i g\|_1^{1/p} \).

(ii) Assume further that \( g \) is increasing. Then for \( 0 < p < 1 \), we have \( \|\partial_i P_t g\|_p \leq t^{(1-p)/2} e^{-t/p} \|\partial_i g\|_1^{1/p} \).

**Proof.** (i) By (3.1) and (3.2), we have
\[
\|\partial_i P_t g\|_p^p \leq t^{-(p-1)/2} \|\partial_i P_t g\|_1 = t^{-(p-1)/2} e^{-t} \|P_t(\partial_i g)\|_1 \leq t^{-(p-1)/2} e^{-t} \|\partial_i g\|_1,
\]
where in the last inequality we use the fact that \( P_t : L^1(\mu^\otimes n) \to L^1(\mu^\otimes n) \) is a contraction.

(ii) Again using (3.1) and (3.2), we obtain
\[
\|\partial_i P_t g\|_1 \leq t^{-(1-p)/2} \|\partial_i P_t g\|_p^p.
\]

Note that since \( g \) is increasing,
\[
\|\partial_i P_t g\|_1 = \mathbb{E}_\mu[\partial_i P_t g] = \mathbb{E}_\mu[\partial_i \int P_t g] = \mathbb{E}_\mu[\partial_i g] = e^{-t} \|\partial_i g\|_1.
\]

Hence, we have \( e^{-t} \|\partial_i g\|_1 \leq t^{-(1-p)/2} \|\partial_i P_t g\|_p^p \), as desired. \( \square \)

3.1. An alternative refined Gaussian FKG inequality

In order to prove Theorem 3.1, we need the following identity for the covariance of a pair of functions w.r.t. the Gaussian measure, which follows from [8], Lemma 3.3, using the polarization identity: \( 2 \text{ Cov}(f, g) = \text{ Var}(f + g) - \text{ Var}(f) - \text{ Var}(g) \).

**Proposition 3.5.** Let \( f, g : \mathbb{R}^n \to \mathbb{R} \) be two absolutely continuous functions and suppose that \( \|\nabla f\|_2^2, \|\nabla g\|_2^2 \in L^2(\mu^\otimes n) \). Then
\[
\mathbb{E}_\mu[f g] - \mathbb{E}_\mu[f] \mathbb{E}_\mu[g] = \sum_{i=1}^n \int_0^\infty e^{-t} \mathbb{E}_\mu[\partial_i f P_t \partial_i g] dt.
\] (3.4)

Note that if \( f, g \) are increasing, then the RHS is clearly non-negative, and hence, \( \mathbb{E}_\mu[f g] - \mathbb{E}_\mu[f] \mathbb{E}_\mu[g] \geq 0 \). This already implies the Gaussian FKG inequality [10]. Moreover, the proposition gives a precise expression for \( \text{ Cov}(f, g) \). However, as the precise expression is not so convenient to work with, we replace it by a more convenient lower bound to obtain Theorem 3.1.

**Proof of Theorem 3.1.** First of all, note that since \( f \) are increasing and \( |f| \leq 1 \), we have \( \int_{\mathbb{R}^n} \partial_i f(z) dz \leq 2 \) for all \( i \). Hence, \( \mathbb{E}_\mu[\partial_i f] \leq 1 \). The same conclusion also holds for \( g \).

To prove the theorem, we will use Borell’s reverse hypercontractive inequality [5] which implies the following result. (See Corollary 3.3 of [26] for a discrete version of the result. The Gaussian version presented here follows immediately by a CLT argument.) Let \( f_1, f_2 : \mathbb{R}^n \to \mathbb{R}_+ \) be smooth bounded functions, then for any \( p, q \in (0, 1) \) such that \( e^{-2t} \leq (1-p)(1-q) \), the following inequality holds:
\[
\mathbb{E}_\mu[f_1 P_t f_2] \geq \|f_1\|_p \|f_2\|_q.
\] (3.5)
Here the norms are taken w.r.t. the Gaussian measure $\mu^{\otimes n}$. Fix $1 \leq i \leq n$. Using (3.1) and the fact that $P_t$ is reversible w.r.t. $\mu^{\otimes n}$, we have

$$
\int_0^\infty e^{-t}\mathbb{E}_{\mu}[\partial_t f P_t \partial_t g] \, dt \geq \int_1^\infty e^{-(t-1)}\mathbb{E}_{\mu}[\partial_t P_{1/2} f P_{t-1} \partial_t P_{1/2} g] \, dt \\
= \int_0^\infty e^{-t}\mathbb{E}_{\mu}[\partial_t P_{1/2} f P_t \partial_t P_{1/2} g] \, dt \\
= \int_0^1 \mathbb{E}_{\mu}[\partial_t P_{1/2} f T_s \partial_t P_{1/2} g] \, dt. \quad (3.8)
$$

By (3.5) and Lemma 3.4, we deduce that

$$
\mathbb{E}_{\mu}[\partial_t P_{1/2} f T_s \partial_t P_{1/2} g] \geq \|\partial_t P_{1/2} f\|_p \|\partial_t P_{1/2} g\|_q \geq (2e)^{-((1/2p)+(1/2q))} \|\partial_t f\|_1^{1/p} \|\partial_t g\|_1^{1/q}, \quad (3.7)
$$

for $s > 0$ such that $s^2 \leq (1-p)(1-q)$. Optimizing the RHS of (3.7) over $p, q \in (0, 1)$ satisfying $s^2 \leq (1-p)(1-q)$, we obtain

$$
\mathbb{E}_{\mu}[\partial_t P_{1/2} f T_s \partial_t P_{1/2} g] \geq \exp\left(-\frac{1}{2} \frac{a_i^2 + 2sa_i b_i + b_i^2}{1 - s^2}\right),
$$

where $a_i, b_i > 0$ are such that $(2e)^{-1/2} \|\partial_t f\|_1 = e^{-a_i^2/2}$ and $(2e)^{-1/2} \|\partial_t g\|_1 = e^{-b_i^2/2}$. Hence, by (3.6),

$$
\int_0^\infty e^{-t}\mathbb{E}_{\mu}[\partial_t f P_t \partial_t g] \, dt \geq \int_0^1 \exp\left(-\frac{1}{2} \frac{a_i^2 + 2sa_i b_i + b_i^2}{1 - s^2}\right) \, ds \\
\geq \epsilon \exp\left(-\frac{1}{2} \frac{a_i^2 + 2\epsilon a_i b_i + b_i^2}{1 - \epsilon^2}\right). \quad (3.8)
$$

for any $\epsilon \in (0, 1)$. We are interested in finding a lower bound of the RHS of (3.8) when $a_i$ and $b_i$ are large. Note that the derivative of the RHS of (3.8) as a function of $\epsilon$ vanishes approximately at $\epsilon \approx 1/a_i b_i$. Plugging in $\epsilon = 1/a_i b_i$ in (3.8), we obtain

$$
\frac{1}{a_i b_i} \exp\left(-\frac{1}{2} \frac{a_i^2 + 2\epsilon a_i b_i + b_i^2}{1 - \epsilon^2}\right) \geq \frac{1}{a_i b_i} \exp\left(-\frac{1}{2} (a_i^2 + 2\epsilon a_i b_i + b_i^2) (1 + \epsilon^2 + O(\epsilon^4))\right) \\
\geq \frac{c_1}{a_i b_i} e^{-\epsilon (a_i^2 + b_i^2)/2} \geq c_1 e \cdot \frac{\|\partial_t f\|_1 \|\partial_t g\|_1}{\sqrt{\log(c/\|\partial_t f\|_1) \log(c/\|\partial_t g\|_1)}}, \quad (3.9)
$$

where $c_1 > 0$ is a universal constant. In the second inequality above, we used the fact $\epsilon^2 (a_i^2 + b_i^2) = O(1)$. This is because $a_i, b_i$ are bounded from below, which follows from the fact $\|\partial_t f\|_1, \|\partial_t g\|_1 \leq 1$. Now we conclude the proof by combining Proposition 3.5 and the bounds (3.8) and (3.9) and by taking $c = c_1 e$.

3.2. A direct approach towards inverse Gaussian BKS

In this subsection we aim to prove a Gaussian analogue of the inverse BKS theorem (see Proposition 1.3 of [3]).

**Proposition 3.6.** Let $f : \mathbb{R}^n \to \mathbb{R}$ be a continuously differentiable increasing function such that $\|\nabla f\|_2^2 \in L^2(\mu^{\otimes n})$. Then for any $\rho \in (0, 1)$,

$$
\text{VAR}^G(f, \rho) \geq (1 - \rho^2) \sum_{i=1}^n \mathbb{E}_{\mu}[\partial_i f]^2.
$$
Proof. First we show that for if $f$ is as given in the proposition, then
\[
\text{Var}_\mu(f) \geq \sum_{i=1}^{n} \mathbb{E}_\mu[\partial_i f]^2. \tag{3.10}
\]

Taking $f = g$ in Proposition 3.5, we have
\[
\text{Var}_\mu(f) = \sum_{i=1}^{n} \int_{0}^{\infty} e^{-t} \mathbb{E}_\mu[\partial_i f P_t \partial_i f] \, dt. \tag{3.11}
\]

We claim that $\mathbb{E}_\mu[\partial_i f P_t \partial_i f]$ is a nonincreasing function of $t$. Indeed,
\[
\frac{d}{dt} \mathbb{E}_\mu[g P_t g] = \mathbb{E}_\mu \left[ g P_t \sum_{j=1}^{n} (\partial_j^2 g - x_j \partial_j g) \right] = \sum_{j=1}^{n} \mathbb{E}_\mu \left[ g_t \partial_j^2 g - x_j g_t \partial_j g \right],
\]
where $g_t = P_t g$. Integration by parts yields
\[
\mathbb{E}_\mu \left[ g_t \partial_j^2 g - x_j g_t \partial_j g \right] = -\mathbb{E}_\mu \left[ \partial_j g_t \partial_j g \right] \leq 0,
\]
and hence,
\[
\frac{d}{dt} \mathbb{E}_\mu[g P_t g] = \sum_{j=1}^{n} \mathbb{E}_\mu \left[ g_t \partial_j^2 g - x_j g_t \partial_j g \right] \leq 0.
\]

Therefore,
\[
\mathbb{E}_\mu[\partial_i f P_t \partial_i f] \geq \mathbb{E}_\mu[\partial_i f P_\infty \partial_i f] = \mathbb{E}_\mu[\partial_i f]^2. \tag{3.12}
\]

Combination of (3.11) with (3.12) yields (3.10).

By (3.10) and (3.1),
\[
\text{Var}_\mu(P_t f) \geq \sum_{i=1}^{n} \mathbb{E}_\mu[\partial_i P_t f]^2 = \sum_{i=1}^{n} e^{-2t} \mathbb{E}_\mu[\partial_i f]^2 = e^{-2t} \sum_{i=1}^{n} \mathbb{E}_\mu[\partial_i f]^2.
\]

Note that by the definition of the Orenstein–Uhlenbeck operator, we have
\[
\text{VAR}^G(f, \rho) = \mathbb{E}_\mu[f P_t f] - \mathbb{E}_\mu[f]^2 = \text{Var}_\mu(P_t f). \tag{3.13}
\]

This completes the proof.

As a corollary (which we will prove in the next section), we obtain an inverse Gaussian BKS theorem for increasing functions.

**Corollary 3.7.** Let $\{A_\ell \subseteq \mathbb{R}^n\}$ be a sequence of increasing sets. If $\{A_\ell\}$ is asymptotically Gaussian noise sensitive, then $\sum_{\ell=1}^{\infty} I^G_\ell(A_\ell)^2 \to 0$ as $\ell \to \infty$.

**4. Smooth approximation of characteristic functions of monotone sets**

In this section, we prove a result that connects the partial derivative of the characteristic function of an increasing set after being smoothed by the action of Ornstein–Uhlenbeck operator $P_t$ to its geometric influence as $t \downarrow 0$. This will help us in deriving various theorems presented in the introduction, which involve sets, from the respective theorems involving $C^1$ functions.
Recall that as defined in the introduction, for any set $A \subseteq \mathbb{R}^n$, for each $1 \leq i \leq n$ and an element $x = (x_1, x_2, \ldots, x_n) \in \mathbb{R}^n$, the restriction of $A$ along the fiber of $x$ in the $i$th direction is given by

$$A^i_x := \left\{ y \in \mathbb{R} : (x_1, \ldots, x_{i-1}, y, x_{i+1}, \ldots, x_n) \in A \right\}.$$ 

**Definition 4.1.** A set $A \subset \mathbb{R}^n$ is called increasing (decreasing) if its characteristic function $1_A$ is an increasing (decreasing) function in each coordinate. For any increasing set $A \subset \mathbb{R}^n$ and for any $x \in \mathbb{R}^n$, define

$$t_i(A; x^{(-i)}) := \inf\{ y : y \in A^i_x \} \in [-\infty, \infty],$$

where $x^{(-i)} = (x_1, x_2, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n) \in \mathbb{R}^{n-1}$ and we use the convention that the infimum of the empty set is $+\infty$.

Note that $t_i(A; \cdot)$ is a decreasing function of $x^{(-i)}$ for any increasing set $A$. Also, for an increasing set $A$, its geometric influence is given by $I^G_i(A) = \int_{\mathbb{R}^{n-1}} \phi(t_i(A; z^{(-i)})) \mu^{\otimes n-1}(dz^{(-i)})$.

**Lemma 4.2.** Let $A$ be a monotone subset of $\mathbb{R}^n$. Then, for each $i \in \{1, \ldots, n\}$, we have

$$E_\mu[\partial_i P_t1_A] \to I^G_i(A) \text{ as } t \downarrow 0.$$ 

**Remark 4.3.** Lemma 4.2 does not hold in general without the monotonicity assumption. For example, take $n = 1$ and define $A = \mathbb{Q}$, the set of rational numbers. Then $P_t1_A = 0$ for any $t > 0$ and hence $\lim_{t \to 0^+} E_\mu[\partial_i P_t1_A] = 0$ but it can be easily checked that $I^G_i(A) = \infty$.

In order to prove Lemma 4.2 we need the following standard lemma. For sake of completeness, we present its proof.

**Lemma 4.4.** Let $f : \mathbb{R}^n \to \mathbb{R}$ be a monotone function. Then the set of discontinuities of $f$ has Lebesgue measure zero.

**Proof.** The $n$-dimensional space $\mathbb{R}^n$ can be represented as a disjoint union of straight lines $\bigcup_{\ell \in \mathbb{R}^n: z_{\ell} = 0} \ell_z$, where each line is defined as $\ell_z = z + t(1, 1, \ldots, 1), t \in \mathbb{R}$. We would like to show that the set of discontinuities of $f$ on each line $\ell_z$ is of Lebesgue measure zero, and then, the assertion of the lemma would follow by a standard application of Fubini’s theorem.

For each such line $\ell_z$, the restriction of $f$ to $\ell_z$ can be represented by a one-dimensional function $f_z : \mathbb{R} \to \mathbb{R}$ defined by $f_z(a) = f(z + (a, a, \ldots, a))$. Note that if $f$ is not continuous at some $x \in \ell_z$, then

$$\lim_{\varepsilon \to 0^+} \left( \sup_{y \in x + [-\varepsilon, \varepsilon]^n} f(y) - \inf_{y \in x + [-\varepsilon, \varepsilon]^n} f(y) \right) > 0,$$

which implies, by monotonicity of $f$, that

$$\lim_{\varepsilon \to 0^+} f(x + (\varepsilon, \ldots, \varepsilon)) - f(x - (\varepsilon, \ldots, \varepsilon)) \neq 0.$$

Hence, each discontinuity $x$ of $f$ corresponds to a discontinuity of the one-dimensional function $f_z$. Therefore, the set of discontinuities of $f$ on a line $\ell_z$ can be embedded into the set of discontinuities of the function $f_z$. However, for a fixed $z$, $f_z$ is a monotone function on the real line, and thus, the set of its discontinuities is countable, and, in particular, of Lebesgue measure zero. Thus, the set of discontinuities of $f$ on each line $\ell_z$ is of Lebesgue measure zero, which completes the proof.

**Proof of Lemma 4.2.** Without loss of generality, we assume that $A$ is an increasing set. Let $W = (W_1, \ldots, W_n)$ be a standard Gaussian vector on $\mathbb{R}^n$ and define $Y_t = e^{-t}x + \sqrt{1 - e^{-2t}}W$. Then we can write

$$P_t1_A(x) = E_\mu[1_A(Y_t)] = E_\mu\left[ \Phi\left( \frac{t_i(A; Y_t^{(-i)} - e^{-t}x_i)}{\sqrt{1 - e^{-2t}}} \right) \right].$$
which, taking partial derivative w.r.t. \( x_i \), yields

\[
\partial_t P_t 1_A(x) = \mathbb{E} \frac{e^{-t}}{\sqrt{1 - e^{-2t}}} \phi \left( \frac{t_1(A; Y_t^{(-i)}) - e^{-t}x_i}{\sqrt{1 - e^{-2t}}} \right) \geq 0.
\]

Therefore,

\[
\mathbb{E}_\mu[\partial_t P_t 1_A] = \int_{\mathbb{R}^n} \mathbb{E}_W \left[ \frac{e^{-t}}{\sqrt{1 - e^{-2t}}} \phi \left( \frac{t_1(A; Y_t^{(-i)}) - e^{-t}x_i}{\sqrt{1 - e^{-2t}}} \right) \right] \prod_{j=1}^n \phi(x_j) \, dx = \mathbb{E}_W \int_{\mathbb{R}^n} \phi(u) \phi \left( \frac{\sqrt{1 - e^{-2t}u + t_1(A; Y_t^{(-i)})}}{e^{-t}} \right) du \cdot \prod_{j \neq i} \phi(x_j) \, dx^{(-i)},
\]

where in the last step we make a change of variable \( u = \frac{e^{-i}x_i - t_1(A; Y_t^{(-i)})}{\sqrt{1 - e^{-2t}}} \). Note that by Lemma 4.4, we have \( t_1(A; Y_t^{(-i)}) \rightarrow t_1(A; x^{(-i)}) \) in distribution as \( t \rightarrow 0^+ \). Hence, taking limit as \( t \rightarrow 0^+ \) in (4.1), we obtain, by the Bounded Convergence Theorem,

\[
\mathbb{E}_\mu[\partial_t P_t 1_A] = \int_{\mathbb{R}^n} \phi(t_1(A; x^{(-i)})) \, du \cdot \prod_{j \neq i} \phi(x_j) \, dx^{(-i)} = I_t^O(A).
\]

This completes the proof of the lemma. \( \square \)

As a consequence of Lemma 4.2, Theorems 1.6 and 1.7 can now be easily derived from their functional counterparts.

**Proof of Theorems 1.6 and 1.7.** For \( t > 0 \), define \( f_t = P_t 1_A \) and \( g_t = P_t 1_B \) for increasing sets \( A, B \) of \( \mathbb{R}^n \). Note that \( f_t \) and \( g_t \) are increasing \( C^\infty \) functions which are bounded by 1. Thus we can apply Theorems 3.1 and 2.1 with \( f = f_t \) and \( g_t \) and then let \( t \rightarrow 0^+ \). In view of Lemma 4.2, the right hand sides of the inequalities converge to appropriate quantities involving the geometric influences of the sets \( A \) and \( B \). Again by Lemma 4.2, \( 1_A \) and \( 1_B \) are almost surely continuous, hence \( f_t \rightarrow 1_A \) and \( g_t \rightarrow 1_B \) in probability. Therefore, \( \mathbb{E}_\mu[f_t g_t] - \mathbb{E}_\mu[f_t] \mathbb{E}_\mu[g_t] \rightarrow \mu^{\otimes n}(A \cap B) - \mu^{\otimes n}(A) \mu^{\otimes n}(B) \) by dominated convergence, which completes the proofs of the theorems. \( \square \)

Note that above proof technique can not be immediately applied to deduce Theorem 1.9 from Theorem 2.2 since Lemma 4.2 does not hold for general non-monotone sets. We overcome this obstacle by establishing a shifting lemma, which implies that it will be sufficient to prove our theorem for increasing sets. This shifting lemma is a Gaussian analogue of Lemma 2.7 in [3].

**Definition 4.5.** For \( i \in \{1, 2, \ldots, n\} \), the \( i \)-shift operator \( M_i \) acting on subsets of \( \mathbb{R}^n \) is defined by:

\[
M_i(A) = \{ x \in \mathbb{R}^n : x_i \geq \Phi^{-1}(\mu(M_i^1)) \}.
\]

The shifting operator \( M \) is defined as \( M = M_1 \circ M_2 \circ \cdots \circ M_n \).

**Lemma 4.6.** Let \( A \subseteq \mathbb{R}^n \). For any \( i \in \{1, 2, \ldots, n\} \) and for any \( \rho \in (0, 1) \), we have:

(i) \( M(A) \) is increasing.
(ii) \( \mu^{\otimes n}(M(A)) = \mu^{\otimes n}(A) \).
(iii) \( I_t^G(M(A)) \leq I_t^G(A) \).
(iv) \( Z_t^G(M(A), \rho) \geq Z_t^G(A, \rho) \).
Proof. The proofs of (i) and (ii) are standard (see [11]).

In order to prove (iii), we recall the notion of $h$-influences defined in [18] and its relation to geometric influences. For a function $h: [0, 1] \to [0, 1]$, the $h$-influence of the $i$th coordinate on $A$ (in the Gaussian space) is defined as

$$I^h_i(A) := \int h(\mu(A^x_i)) \mu^\otimes n(dx),$$

where $A^x_i$ is the restriction of $A$ along the fiber of $x$ in the $i$th direction. It was shown in previous work that:

- If the function $h$ is concave and continuous, then $h$-influences of any set can only decrease under the action of the shifting operator $M$ on that set (see Theorem 2.2 of [18]).
- For $h(t) = \phi(\Phi^{-1}(t))$ (which is concave and continuous), we have $I^G_i(A) \geq I^h_i(A)$ for any set $A$, and $I^G_i(A) = I^h_i(A)$ for monotone increasing sets (see Lemmas 3.5 and 3.7 of [21]).

Combining these two facts, we have

$$I^G_i(M(A)) = I^h_i(M(A)) \leq I^h_i(A) \leq I^G_i(A),$$

as asserted in (iii).

To prove (iv), it is sufficient to show that $Z^G(M_j(A), \rho) \geq Z^G(A, \rho)$ for each $j \in \{1, 2, \ldots, n\}$. Let $W, W'$ be two i.i.d. standard Gaussian vectors on $\mathbb{R}^n$ and set $W^\rho = \sqrt{1 - \rho^2}W + \rho W'$ (as defined above). We have

$$Z^G(A, \rho) = \mathbb{E}[1_{A^j}(W_j)1_{A^\rho}(W^\rho_j)]$$

$$= \mathbb{E}_W[1_{A^j}(W_j)1_{A^\rho}(W^\rho_j)|W^{(-j)}, W^{(-j)}].$$

By Borell's isoperimetric inequality [6], amongst all pairs of subsets $S, T$ of the real line such that $\mu(S) = a$ and $\mu(T) = b$, the joint probability $\mathbb{P}[W_j \in S, W^\rho_j \in T]$ is maximized when $S = [\Phi^{-1}(a), \infty)$ and $T = [\Phi^{-1}(b), \infty)$. This implies that

$$\mathbb{E}[1_{A^j}(W_j)1_{A^\rho}(W^\rho_j)] \leq \mathbb{E}[1_{M_j(A)^j}(W_j)1_{M_j(A)^\rho}(W^\rho_j)] \quad \forall x, y \in \mathbb{R}^n. \quad (4.3)$$

Assertion (iv) follows immediately by plugging Eq. (4.3) into Eq. (4.2).

Proof of Theorem 1.9. By Lemma 4.6, it is sufficient to prove the theorem for increasing sets. Now we can follow the proof of Theorems 1.6 and 1.7 to complete the proof. We omit the details.

We point out that a Gaussian analogue of the original BKS theorem follows immediately from Theorem 1.9.

Corollary 4.7. Let $A_\ell \subseteq \mathbb{R}^n$ be a sequence of sets and suppose that $\sum_{i=1}^n I^G_i(B)^2 \to 0$ as $\ell \to \infty$. Then $\{A_\ell\}$ is asymptotically Gaussian noise-sensitive.

Proof of Corollary 3.7. Again, we can follow the proof of Theorems 1.6 and 1.7 to show that, for any increasing set $A \subseteq \mathbb{R}^n$,

$$\text{VAR}^G(A, \rho) \geq (1 - \rho^2) \sum_{i=1}^n I^G_i(A)^2.$$

The assertion of the corollary follows immediately.

4.1. Comparison between Theorems 1.6 and 1.7

Let us compare the performances of Theorems 1.6 and 1.7 in two important special cases.
• **Threshold sets in \( \mathbb{R}^n \).** Let \( A = \{ x \in \mathbb{R}^n : n^{-1/2} \sum_{i=1}^{n} x_i > t \} \) and \( B = \{ x \in \mathbb{R}^n : n^{-1/2} \sum_{i=1}^{n} x_i < t \} \). In this case, \( \mu(A) = \varepsilon \) and \( \mu(B) = 1 - \varepsilon \) where \( \varepsilon = \Phi^{-1}(-t) \), and hence, \( \mu \otimes \gamma^n(A \cap B) - \mu \otimes \gamma^n(A) \mu \otimes \gamma^n(B) = \varepsilon^2 \). It is easy to show that \( I^G_i(A) = I^G_i(B) \approx n^{-1/2} \sqrt{\log(1/\varepsilon)} \) for each \( i \). Thus, Theorem 1.6 gives a lower bound of order \( \varepsilon^2 \) whereas Theorem 1.7 yields a lower bound of order \( \varepsilon^2 / \log n \). Therefore, in this example, Theorem 1.6 is tight as \( t \to \infty \) (\( \varepsilon \to 0 \)) up to a constant factor for any \( n \), while Theorem 1.7 is off by a factor of \( \log n \).

• **Sets that depend on a single coordinate.** Let \( n = 1 \) (which is equivalent to the case when both sets depend on a single coordinate). In this case, Theorem 1.7 is strictly stronger than Theorem 1.6. Indeed, for \( n = 1 \), the bounds given by the theorems are (up to a constant):

\[
\frac{I^G_i(A) I^G_i(B)}{\sqrt{\log(e/I^G_i(A)) \log(e/I^G_i(B))}} \quad \text{and} \quad \frac{I^G_i(A) I^G_i(B)}{\log(e/I^G_i(A) I^G_i(B))}.
\]

Since

\[
\log(e/I^G_i(A) I^G_i(B)) \geq \frac{1}{2} \{ \log(e/I^G_i(A)) + \log(e/I^G_i(B)) \},
\]

the left bound is always greater then the right one by the inequality between the arithmetic and geometric means. Moreover, it can be shown that the bound of Theorem 1.7 is asymptotically tight for any choice of the sets \( A, B \), while Theorem 1.6 is not tight for \( A = (-t, \infty) \), \( B = (e^t, \infty) \) as \( t \to \infty \).

### 5. Other probability spaces

In this section, we show how one can use the Gaussian Talagrand bounds obtained in the previous sections to prove analogous bounds for other product spaces, including all discrete product spaces, the space \([0, 1]^n\) endowed with the Lebesgue measure, etc. Next we will deduce a BKS theorem for the product biased measure on the discrete cube \([-1, 1]^n\) from its Gaussian counterpart. We shall mention here that it is not clear if it is possible to find a reduction from the Gaussian BKS theorem to an analogous BKS theorem for a general discrete product space \([q]^n, \gamma^{\otimes n}\). Indeed, while the Ornstein–Uhlenbeck semigroup action is same as adding “small” amount of noise to every coordinate, the standard noise operator (on a discrete product space) amounts to adding “big” noise to a small number of coordinates. That they are equivalent is far from obvious.

Since there is no single natural definition of influences for such spaces, we formulate the results in terms of the \( h \)-influences defined in [18] (which turns out to be the most natural way to state them), and then mention the formulation with respect to more common definitions of influences. First we recall the definition of \( h \)-influences.

**Definition 5.1.** Let \( \Omega \) be a probability space endowed with a probability measure \( \gamma \). For a function \( h : [0, 1] \to [0, 1] \), the \( h \)-influence of the \( i \)th coordinate on a set \( A \) in the product space \( (\Omega^n, \gamma^{\otimes n}) \) is defined as

\[
I^h_i(A) := \mathbb{E}_\gamma[h(\gamma(A_i^c))],
\]

where \( A_i^c \) is the restriction of \( A \) along the fiber of \( x \) in the \( i \)th direction and \( \mathbb{E}_\gamma \), as always, denotes the expectation w.r.t. the product measure \( \gamma^{\otimes n} \).

Throughout this section, we consider \( h \)-influences with respect to the function \( h(t) = \phi(\Phi^{-1}(t)) \). For sake of simplicity, we formulate the results for discrete probability spaces. The results for other spaces, such as the space \([0, 1]^n\) endowed with the Lebesgue measure, can be derived similarly.

For \( q > 1 \), let \([q] = \{1, 2, \ldots, q\} \), and let \( \gamma \) be a probability measure on \([q]\). Without loss of generality, we assume that \( \gamma(i) > 0 \) for all \( i \in [q] \) and denote the smallest atom in \((q, \gamma)\) by \( \alpha = \min_{i \in [q]} \gamma(i) \). In order to obtain the reduction from \((q^n, \gamma^{\otimes n}) \) to \((\mathbb{R}^n, \mu^{\otimes n}) \), we define \( \psi : \mathbb{R} \to [q] \) to be an increasing function such that the push forward \( \mu \circ \psi^{-1} \) has law \( \gamma \). For example, \( \psi(u) = \min \{ i \in [q] : F(i) > \Phi(u) \} \), where \( F \) is the distribution function of \( \gamma \). Define \( \psi^{\otimes n} : \mathbb{R}^n \to [q]^n \) by \( \psi^{\otimes n}(u_1, \ldots, u_n) = (\psi(u_1), \ldots, \psi(u_n)) \), and set \( A_G := (\psi^{\otimes n})^{-1}(A) \).
Proof. Since the functions applying Theorem 1.6 and Theorem 1.7 to the increasing sets $A$ along fibers: If $u \in \mathbb{R}^n$ such that $\psi^{\otimes n}(u) = J \in [q]^n$, then the fibers $(A_G)_{ij}^u$ and $A_i^J$ satisfy:

$$(A_G)_{ij}^u = \psi^{-1}(A_i^J).$$

Consequently, $\mu((A_G)_{ij}^u) = \mu(\psi^{-1}(A_i^J)) = \gamma(A_i^J)$. This allows us to relate the geometric influences of $A_G$ to the $h$-influences of $A$. Indeed, it was shown in [21] that for $h(t) = \phi(\Phi^{-1}(t))$, we have $I_i^G(B) \geq I_i^h(B)$ for any set $B \subseteq \mathbb{R}^n$, and $I_i^G(B) = I_i^h(B)$ for monotone increasing sets (see Lemmas 3.5 and 3.7 of [21]). Hence, for any $A \subseteq [q]^n$ and for any $1 \leq i \leq n$,

$$I_i^G(A_G) \geq I_i^h(A).$$

This allows us to obtain analogues of Gaussian correlation bounds for the product space $([q]^n, \gamma^{\otimes n})$.

**Theorem 5.2.** Let $A, B$ be two increasing subsets of $[q]^n$. Then,

$$\gamma^{\otimes n}(A \cap B) - \gamma^{\otimes n}(A) \gamma^{\otimes n}(B) \geq c \max \left( \sum_{i=1}^{n} \frac{I_i^h(A)I_i^h(B)}{\sqrt{\log(1/I_i^h(A)) \log(1/I_i^h(B))}}, \phi \left( \sum_{i=1}^{n} I_i^h(A)I_i^h(B) \right) \right),$$

where $c > 0$ is a universal constant, $h(t) = \phi(\Phi^{-1}(t))$, and $\phi(x) = x/\log(e/x)$.

**Proof.** Since the functions $x \mapsto x/\sqrt{\log(1/e)}$ and $x \mapsto x/\log(e/x)$ are increasing in $(0, 1)$, the assertion follows by applying Theorem 1.6 and Theorem 1.7 to the increasing sets $A_G, B_G \subseteq \mathbb{R}^n$ coupled with the observation (5.1).

An interesting special case is the discrete cube $\{-1, 1\}^n$ endowed with the product biased measure $\nu^{\otimes n}_\alpha$, where $\nu_\alpha = \alpha \delta_1 + (1 - \alpha) \delta_{-1}$ (w.l.o.g. for $0 < \alpha < 1/2$). In this case, the $h$-influence with $h(t) = \phi(\Phi^{-1}(t))$ satisfies

$$I_i^h(A) = \alpha \sqrt{\log(1/\alpha)} I_i(A),$$

where $I_i(A)$ is defined similarly to (1.1) (but instead of taking the expectation w.r.t. the uniform measure $\nu^{\otimes n}$, we use the product biased measure $\nu^{\otimes n}_\alpha$). Hence, Theorem 5.2 gives the bound

$$\nu^{\otimes n}_\alpha(A \cap B) - \nu^{\otimes n}_\alpha(A) \nu^{\otimes n}_\alpha(B) \geq c \varphi \left( \alpha^2 \log(1/\alpha) \sum_{i=1}^{n} I_i(A)I_i(B) \right),$$

which was already shown in [19], Proposition 3.12. We note that unlike the result of [19], in Theorem 5.2 the $h$-influences in the RHS appear without a “scaling factor” depending on $\alpha$. This shows that in some sense, this $h$-influence, which is the discrete variant of the geometric influence, is more natural than the definition of influence used in [19] for the biased measure.

In order to obtain an analogue of Theorem 1.9 for the biased cube $\{-1, 1\}^n, \nu^{\otimes n}_\alpha$, we need to find the exact relation between Gaussian noise sensitivity and discrete noise sensitivity (as defined in the introduction but now both $X$ and $X^h$ are distributed (marginally) as $\nu^{\otimes n}_\alpha$).

**Lemma 5.3.** Consider the probability space $([-1, 1]^n, \nu^{\otimes n}_\alpha)$. Let $A$ be a subset of $[-1, 1]^n$ and let $A_G$ be as defined above. Then for any $\rho \in (0, 1)$

$$\text{VAR}^G(A_G, \rho) = \text{VAR}(A, \eta),$$

for $\eta = \eta(\rho, \alpha) = \frac{\varphi[W_1 < \Phi^{-1}(\alpha), W_1^\rho < \Phi^{-1}(\alpha)]}{\alpha(1-\alpha)}$, where $(W_1, W_1^\rho)$ is a bivariate normal vector with mean zero, unit variance and correlation $\sqrt{1-\rho^2}$. 

Proof. Let $X$ and $X^\eta$ be two $(1-\eta)$-correlated vectors on $([-1,+1]^n, \nu_\alpha^n)$ and let $(W, W^\rho)$ be Gaussian vectors on $\mathbb{R}^n$ as defined in Definition 1.8. Clearly, $\mu^\alpha\otimes^n (A_G) = \nu_\alpha^n (A)$. To equate $Z(A, \eta)$ to $Z_G^\rho (A_G, \rho)$, we want to choose $\rho > 0$ such that the random vectors $(X, X^\eta)$ and $(\psi_\otimes^n (W), \psi_\otimes^n (W^\rho))$ have the same distributions on $\{-1, 1\}^n \times \{-1, 1\}^n$. Note that this is equivalent to the condition

$$\Pr[X_1 = -1, X^\eta_1 = -1] = \Pr[W_1 < \Phi^{-1}(\alpha), W^\rho_1 < \Phi^{-1}(\alpha)],$$

which is same as

$$\alpha - \alpha(1-\alpha) \eta = \Pr[W_1 < \Phi^{-1}(\alpha), W^\rho_1 < \Phi^{-1}(\alpha)].$$

The lemma now follows immediately. 

Theorem 5.4. Consider the product space $([-1, 1]^n, \nu_\alpha^n)$. For any $n$, for any set $A \subset \{-1, 1\}^n$, and for any $\eta \in (0, 1)$,

$$\text{VAR}(A, \eta) \leq C_1 \cdot \left( \sum_{i=1}^n I^h_i(A)^2 \right) C_2 \rho^2,$$

where $h(t) = \phi(\Phi^{-1}(t))$, $\rho$ is as defined in Lemma 5.3, and $C_1, C_2 > 0$ are universal constants.

Proof. Consider the set $A_G$ defined as above, and the corresponding “monotonized” set $M(A_G)$ (see Lemma 4.6 above). By Lemma 4.6(iv) and Lemma 5.3,

$$\text{VAR}^G(M(A_G), \rho) \geq \text{VAR}^G(A_G, \rho) = \text{VAR}(A, \eta).$$

(5.2)

On the other hand, by properties of the monotonization operator $M$, we have:

$$I^G_i(M(A_G)) = I^h_i(M(A_G)) \leq I^h_i(A_G) = I^h_i(A)$$

(5.3)

(see the proof of Lemma 4.6(iii) above). Applying Corollary 1.9 to the set $M(A_G)$, we get:

$$\text{VAR}^G(M(A_G), \rho) \leq C_1 \cdot \left( \sum_{i=1}^n I^G_i(M(A_G))^2 \right) C_2 \rho^2.$$  (5.4)

Combination of (5.4) with (5.2) and (5.3) yields the assertion. 

Let’s compare the above bound to the following bound obtained in [20], Theorem 7, in the regime when $\eta > 0$ is small but fixed and $\alpha \to 0$:

$$\text{VAR}(A, \eta) \leq C_1' \cdot \left( \alpha(1-\alpha) \sum_{i=1}^n I_i(A)^2 \right) \beta(\eta, \alpha) \cdot \eta \cdot \log(1/\alpha).$$

where $\beta(\eta, \alpha) \cdot \eta \approx \eta \cdot 1 / \log(1/\alpha)$. Note that after switching back to ordinary influences, Theorem 5.4 reads:

$$\text{VAR}(A, \eta) \leq C_1 \cdot \left( \alpha^2 \log(1/\alpha) \sum_{i=1}^n I_i(A)^2 \right) C_2 \rho(\eta, \alpha)^2.$$  (5.5)

We are interested in finding a reasonable lower bound (up to a constant that may depend on $\eta$) on $\rho(\eta, \alpha)$. Set $t = \Phi^{-1}(\alpha) \approx \sqrt{\log(1/\alpha)}$. Note that,

$$\Pr[W_1 > t, W^\rho_1 < t] \leq \Pr[W_1 > t] \Pr[t\sqrt{1-\rho^2 + \rho W'_1 < t}]$$

$$= \alpha \Pr[W'_1 < \frac{t(1-\sqrt{1-\rho^2})}{\rho}] \leq \alpha \Pr[W'_1 < t\rho].$$
Since both $P[W_1 > t, W_1^0 < t]$ and $\alpha P[W_1 < t \rho]$ are increasing functions of $\rho$, a lower bound on $\rho(\eta, \alpha)$ can be achieved by solving $\eta(1 - \alpha) = \alpha P[W_1 < t \rho]$, which yields $t \rho \approx \eta$ or $\rho^2 \approx \eta 1/\log(1/\alpha)$. So, the asymptotic performance of Theorem 5.4 matches with that of [20] (which was shown in [20] to be essentially tight).

We now relate our results to more common definitions of influences in the product spaces $([q]^n, \gamma \otimes^n)$.

**Variance influence.** This notion, used e.g. in [14,25], is defined as:

$$I^{Var}_i(A) := \mathbb{E}_\nu[\text{Var}(1_{A_i^c})].$$

It is clear that the variance influence coincides with the $h$-influence for $h(t) = t(1 - t)$, and hence, it is always smaller (up to a constant factor) than the $h$-influence with $h(t) = \phi(\Phi^{-1}(t))$. Hence, Theorem 5.2 holds without change for the variance influences. In order to find a lower bound of variance influence in terms of $h$-influence, we consider the contribution of a single fiber to $I_i^h(A)$ and to $I^{Var}_i(A)$. If $\mu(A_i^c) = t \leq 1/2$, then these contributions are $t\sqrt{\log(1/t)}$ and $t(1 - t)$, respectively. Note that if $\alpha$ is the size of the smallest atom in $([q], \gamma)$, then either $t \in [0, 1]$ or $t \in [\alpha, 1 - \alpha]$. In both cases,

$$\frac{t\sqrt{\log(1/t)}}{t(1 - t)} \leq 2\sqrt{\log(1/\alpha)}.$$

Hence, for any $A$ and $i$,

$$I_i^h(A) \leq 2\sqrt{\log(1/\alpha)} I_i^{Var}(A),$$

and thus, Theorem 5.4 holds (for $q = 2$) with $4\log(1/\alpha) \sum I_i^{Var}(A)^2$ in place of $\sum I_i^h(A)^2$.

**BKKKL influence.** This influence, used in [7,14] is given by:

$$I_i^{BKKKL}(A) := \mathbb{E}_\nu[h(\mu(A_i^c))].$$

where $h(t) = 1$ if $t \in (0, 1)$, and $h(t) = 0$ if $t \in \{0, 1\}$. This definition coincides with $I_i(A)$ for $q = 2$ and we have already seen in (5.5) how Theorem 5.4 should look in this case. As for Theorem 5.2, since the contribution of each fiber to $I_i^h(A)$ is either zero or at least $\alpha\sqrt{\log(1/\alpha)}$, it follows that the theorem holds with $\alpha^2 \log(1/\alpha) I_i^{BKKKL}(A) I_i^{BKKKL}(B)$ instead of $I_i^h(A) I_i^h(B)$.

6. Open problems

We conclude the paper with a few directions for further research suggested by our results and by recent related work.

(1) The first issue left open in this paper is to prove a quantitative BKS theorem for all other discrete product spaces. In fact, we weren’t able to deduce it by a reduction from the Gaussian version even for the simplest case $([q]^n, \lambda \otimes^n)$ where $q > 2$ and $\lambda$ is the uniform measure on $[q]$. We note that we have a direct proof of quantitative BKS for all discrete spaces, using a generalization of the techniques used in [20], along with hypercontractive estimates for general discrete measures obtained by Wolff [30]. However, the proof is cumbersome and the result is not tight, and hence, a reduction from the Gaussian case is more desirable.

(2) It would be interesting to find alternative “direct” proofs of Theorems 1.6 and 1.9, which do not rely on their counterparts on the discrete cube. In particular, we wonder whether one can combine the reverse hypercontractivity technique used in the proof of Theorem 1.7 with the classical hypercontractivity used in the proof of Theorem 1.6 to obtain a new lower bound that will enjoy the benefits of both theorems.

(3) Probably the most interesting direction is to find applications of the results. Both Talagrand’s lower bound and the BKS theorem have various applications, and even the recent generalization of the BKS theorem to biased measures [20] was already applied to percolation theory [1]. On the other hand, Gaussian noise sensitivity was recently studied by Kindler and o’Donnell [22] and used to obtain applications to isoperimetric inequalities and to hardnes of approximation. Hence, it will be interesting to find also applications of Talagrand’s lower bound or of the BKS theorem in the Gaussian setting.
Finally, our understanding of influences in product spaces is still very far from complete. In particular, only a very few is known about influences with respect to non-product measures, and it is even unclear what should be the natural definition of influences in such a general setting (see [12]).
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