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Abstract

In this note, we describe a connection between the enumerative geometry of curves in K3 surfaces and the chiral ring of an auxiliary superconformal field theory. We consider the invariants calculated by Yau–Zaslow (capturing the Euler characters of the moduli spaces of D2-branes on curves of given genus), together with their refinements to carry additional quantum numbers by Katz–Klemm–Vafa (KKV), and Katz–Klemm–Pandharipande (KKP). We show that these invariants can be reproduced by studying the Ramond ground states of an auxiliary chiral superconformal field theory which has recently been observed to give rise to mock modular moonshine for a variety of sporadic simple groups that are subgroups of Conway’s group. We also study equivariant versions of these invariants. A K3 sigma model is specified by a choice of 4-plane in the K3 D-brane charge lattice. Symmetries of K3 sigma models are naturally identified with 4-plane preserving subgroups of the Conway group, according to the work of Gaberdiel–Hohenegger–Volpato, and one may consider corresponding equivariant refined K3 Gopakumar–Vafa invariants. The same symmetries naturally arise in the auxiliary CFT state space, affording a suggestive alternative view of the same computation. We comment on a lift of this story to the generating function of elliptic genera of symmetric products of K3 surfaces.
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1 Introduction

The indices counting BPS states are among the most characteristic quantities arising from supersymmetric string compactification, and are moreover often amenable to exact evaluation. The computation of BPS indices has led to great insights in various topics, including supersymmetric gauge theories and quantum black holes. Mathematically, they are often directly related to quantities of interest in enumerative geometry. For instance, the Gromov–Witten invariants of a Calabi–Yau threefold $M$ are rational numbers arising naturally from the partition function of the topological A-model string theory on $M$. At the same time, they have the geometrical meaning of counting, roughly speaking, the holomorphic curves of a given homology class in $M$. Using M-theory, these invariants can (conjecturally) be recast into the Gopakumar–Vafa (GV) invariants \[1,2\], which are integers counting M2-brane configurations wrapping supersymmetric cycles in $M$ of a given homology class. For a recent detailed and pedagogical discussion of these invariants, see \[3\].

K3 surfaces furnish a particularly interesting and tractable setup in which one can study BPS invariants from both a physical and a mathematical point of view. On the one hand, they are the simplest non-toroidal Calabi–Yau manifolds. On the other hand, they are implicated in a host of dualities, which also extend nicely to K3-fibered Calabi–Yau manifolds of higher dimension. Moreover, it has become apparent in recent years that K3 compactifications of string theory have interesting connections with sporadic groups. This was perhaps first suggested by Mukai’s result \[4\], on the embedding of finite symplectomorphism groups of K3 surfaces in Mathieu’s sporadic group $M_{23}$. But the significance for string theory was emphasized more recently by the Mathieu moonshine observation \[5\] of Eguchi–Ooguri–Tachikawa, which connects the largest Mathieu group $M_{24}$ and the K3 elliptic genus.
This connection has led to a surge of activity in the study of correspondences relating sporadic groups and mock modular forms, and in particular led to the discovery of umbral moonshine [6–8], whose relation to string compactification on K3 has been discussed in [9]. The illumination of (some aspects of) the role of sporadic groups and moonshine in string theory on K3 constitutes one of the main motivations for this note.

The burden of this work is to argue that the enumerative invariants of K3 surfaces are in fact controlled by the action of 4-plane preserving subgroups of Conway’s group, Co, the automorphism group of the Leech lattice. Working over C, the 24-dimensional representation of Co may be identified with the K3 cohomology space. We show that this identification naturally leads to a group action on the moduli spaces of BPS objects underlying the enumerative invariants of Yau–Zaslow [12], the refinements of these defined by Katz–Klemm–Vafa [13], and the (further refined) motivic stable pairs invariants of Katz–Klemm–Pandharipande [14]. This allows us to easily reproduce these invariants as flavored partition functions in an auxiliary theory of 24 bosons. We codify our claims in three conjectures, which sequentially describe the symmetry of the graded space of BPS states, the equivariant reduced Gopakumar–Vafa invariants defined by suitable automorphisms (or autoequivalences) of K3 surfaces, and the equivariant refined reduced Gopakumar–Vafa invariants.

The 24-dimensional representation of Co also arises as the chiral ring (or associated Ramond ground states) in V♮, the state space of a chiral superconformal field theory which plays a starring role in moonshine for the Conway groups [15–16]. Consequently, we will see that one can think of the K3 invariants as being given by traces in this state space. Beyond its role in Conway moonshine, V♮ has recently been used to attach Jacobi forms to derived autoequivalences of K3 surfaces [17], and it has been argued that these Jacobi forms can reproduce twined elliptic genera defined by supersymmetry preserving automorphisms of K3 sigma models. Moreover, V♮ has been shown to underly mock modular moonshine for a variety of sporadic simple groups in [18], where Jacobi forms (of a different kind) have also appeared.

Our conjectures are motivated, stated and explained in §4. In advance of this, we review BPS states in K3 compactifications, and the refined enumerative invariants of K3 surfaces in §2. We review the distinguished vertex operator superalgebra V♮ in §3. We conclude with a few comments and further open questions in §5. We make use of the Jacobi theta functions in what follows. We record their definitions in §A.

We note before preceding that, as is always the case, our present article relies upon earlier works. We mention [19–22] in particular, in addition to those works already cited, as some of the most relevant antecedents.
2 Refined K3 Invariants

To see how BPS indices of a K3 compactification can be related to certain statements about the enumerative geometric properties of K3 surfaces, first recall the following equality. The generating function of the Euler characteristic of $K3^{[n]}$, the Hilbert scheme of $n$ points on an arbitrary K3 surface, is given \[23\] by G"ottsche’s formula

\[
\sum_{n \geq 0} \chi(K3^{[n]})q^{n-1} = \frac{1}{\Delta(\tau)}, \tag{2.1}
\]

where $q = e^{2\pi i \tau}$, and $\Delta(\tau)$ denotes the unique (up to scale) cuspidal modular form of weight $12$ for the modular group,

\[
\Delta(\tau) = \eta^{24}(\tau) = q \prod_{k>0} (1 - q^k)^{24}. \tag{2.2}
\]

To see how the above quantity relates to BPS indices, consider the bound states of one D4-brane and $n$ D0-branes on a K3 surface in type IIA string theory. The corresponding BPS index is given by the Euler characteristic of the relevant moduli space, which in this case is of the form $K3^{[n]}$. Recall that $K3^{[n]}$ serves as a desingularisation of the $n$-th symmetric product $K3^{(n)} := K3^n/S_n$. As shown in \[24\], the value $\chi(K3^{[n]})$ coincides with the orbifold Euler characteristic of $K3^{(n)}$ (and directly similar statements hold for Hodge numbers). Using the string duality relating type IIA string theory compactified on K3 to heterotic string theory compactified on a torus, $T^4$, the right-hand side of (2.1) can be understood as the chiral partition function of a bosonic string. This is counting the Dabholkar–Harvey states—half BPS states of the heterotic theory—with the right-moving oscillators in their ground state and arbitrary left-moving excitations.

The relation of (2.1) to K3 curve counting, discussed by Yau–Zaslow \[12\], building on the physical results of \[25–27\], is best understood when we go to another duality frame. Namely, the BPS system of one D4-brane and $n$ D0-branes on K3 is dual to the system of one D2-brane wrapping a 2-cycle of K3 with self-intersection number $2n - 2$, and this can be realised as a holomorphic curve of genus $n$ whenever $n \geq 0$. Hence, in the D2-brane duality frame, the BPS index is argued to be equal to the Euler characteristic of the (compactification of the) moduli space of holomorphic curves of genus $n$ with a choice of flat $U(1)$-bundle \[25\]. Let us denote this moduli space by $\mathcal{M}^{H}_{n}$. In \[12\] it was shown that the contribution to $\chi(\mathcal{M}^{H}_{n})$ is localised on curves with genus 0 and $n$ double (nodal) points. From the above one arrives at the Yau–Zaslow formula

\[
\sum_{n \geq 0} d_n q^{n-1} = \frac{1}{\Delta(\tau)} = q^{-1}(1 + 24q + 324q^2 + 3200q^3 + \cdots), \tag{2.3}
\]

where $d_n$ counts the number of $\mathbb{P}^1$’s with $n$ double points in a K3 surface. (See \[28\] for a proof of (2.3).)
The Euler characteristics can be viewed as the special limit of the \( \chi_y \)-genus, \( \chi_y(M) := \sum_{p,q} y^p (-1)^q h^{p,q}(M) \). The generating function of \( \chi_y(K3) \) is given by

\[
\sum_{n \geq 0} \chi_y(K3)[n] y^{-n} q^{n-1} = q^{-1} \prod_{k>0} (1 - yq^k)^{-2}(1 - q^k)^{-20}(1 - y^{-1} q^k)^{-2} \\
= (-y + 2 - y^{-1}) \eta(\tau)^6 \frac{1}{\theta_2^2(\tau, z) \Delta(\tau)}.
\] (2.4)

Note that the above formula can also be derived as the special limit of a stringy generalisation of the Göttzsche formula. The generating function formula (2.1) has been extended in \([29, 30]\) from the Euler characteristic, to the elliptic genus \([31–35]\). Writing the Fourier expansion of the K3 elliptic genus as

\[
Z_{EG}(\tau, z; K3) = \sum_{n, \ell \in \mathbb{Z}} c(4n - \ell^2) q^n y^\ell = 2y + 2y^{-1} + 20 + O(q),
\] (2.5)

where \( y = e^{2\pi iz} \), the second quantised K3 elliptic genus is given \([30]\) by the DMVV formula:

\[
\sum_{n \geq 0} Z_{EG}(\tau, z; K3)[n] p^{-n} = p^{-1} \prod_{r,s,t \in \mathbb{Z}} (1 - q^s y^t p^r)^{-c(4rs - r^2)}.
\] (2.6)

Recall that the elliptic genus is a generalisation of Hirzebruch’s \( \chi_y \)-genus: for a compact complex manifold \( M \) with complex dimension \( d \), we have

\[
\lim_{\tau \to i \infty} Z_{EG}(\tau, z; M) = y^{-d/2} \chi_y(M).
\] (2.7)

As a result, taking \( \tau \to i \infty \) in (2.6) (and then replacing \( p \) with \( q \)), we arrive at (2.4).

Given the geometric interpretation of the generating function (2.1) just discussed, it is natural to ask whether this one-variable refinement (2.4) also admits a curve-counting interpretation. Following \([1, 2]\), Katz–Klemm–Vafa proposed in \([13]\) that the numbers \( n^r_n \), satisfying

\[
\sum_{r \geq 0} \sum_{n \geq 0} (-1)^r n^r_n (y^{1/2} - y^{-1/2})^{2r} q^{n-1} = q^{-1} \prod_{k>0} (1 - yq^k)^{-2}(1 - q^k)^{-20}(1 - y^{-1} q^k)^{-2},
\] (2.8)

encode the reduced Gromov–Witten invariants of a K3 surface in the following way. Given a (smooth projective) K3 surface \( X \), and a primitive class \( \alpha \in \text{Pic}(X) \), the Gromov–Witten potential reads

\[
F_\alpha(g_s, x) = \sum_{r \geq 0} \sum_{k \geq 1} R_{\beta}^{r_k \alpha} g_s^{2r-2} e^{x \cdot k\alpha},
\] (2.9)

where \( R_{\beta}^{r_k} \) is the reduced Gromov–Witten invariant of genus \( r \) and curve class \( \beta \). It can be
re-expressed as

$$F_\alpha(g_s, x) = \sum_{r \geq 0} \sum_{k \geq 1} \tilde{n}_r^{\alpha} g_s^{2r-2} \sum_{d > 0} \frac{1}{d} \left( \frac{\sin(dg_s/2)}{dg_s/2} \right)^{2r-2} e^{x \cdot d \kappa_\alpha},$$

(2.10)

where \(\tilde{n}_r^{\beta} = n_r^{\beta}\) for all curve classes \(\beta\) with self-intersection number \(\beta \cdot \beta = 2n - 2\). Note that by specialising (2.8) to \(z = 0\) we recover the Yau–Zaslow formula (2.3) with \(d_n = n_r^{r=0}\). The KKV conjecture relating (2.8) to Gromov–Witten invariants has recently been proven in [36]. (See also [37].)

After refining from the Euler characteristic (2.1) to the \(\chi_y\) genus (2.4), the next obvious refinement is the generating function [24] for the Hodge polynomials of \(K3^{[n]}\),

$$\sum_{n \geq 0} \chi_{\text{Hodge}}(K3^{[n]}) q^n = q^{-1} \prod_{k > 0} (1 - uBg_k^{-1})^{-1}(1 - u^{-1}yq_k)^{-1}(1 - q^k)^{20}(1 - uy^{-1}q_k)^{-1}(1 - u^{-1}y^{-1}q_k)^{-1} \eta(\tau)^6 \theta_1(\tau, z + w) \theta_1(\tau, z - w) \frac{1}{\Delta(\tau)},$$

(2.11)

where \(u = e^{2\pi i w}\). Here, following [14], we define

$$\chi_{\text{Hodge}}(M) := u^{-d/2} y^{-d/2} \sum_{p,q} (-u)^p (-y)^q h^{p,q}(M)$$

(2.12)

for \(M\) a Kähler manifold of complex dimension \(d\). As before, \(K3^{[n]}\) denotes the Hilbert scheme of \(n\) points on an arbitrary K3 surface.

To discuss the enumerative geometric interpretation of (2.11) it will be helpful to first recall the physical origin of the (reduced refined) Gopakumar–Vafa invariants. Given a Calabi–Yau threefold \(M\), and a homology class \(\beta \in H_2(M, \mathbb{Z})\), the refined Gopakumar–Vafa invariant \(\tilde{N}_jL_jR\beta\) is defined as the BPS index counting the BPS states of M2-branes wrapping a 2-cycle of class \(\beta\), with spin quantum numbers \((j_L, j_R)\) under the little group \(SO(4) \simeq SU(2)_L \times SU(2)_R\) of a massive particle in 5-dimensional Lorentzian space-time. More directly, consider M-theory on \(M \times S^1 \times \mathbb{C}TN\) where \(TN\) denotes the Taub-NUT space, and the subscript \(\epsilon = (\epsilon_1, \epsilon_2)\) indicates a twist by the element \((e^{i\epsilon_1}, e^{i\epsilon_2})\) of the \(U(1) \times U(1)\) subgroup of the Taub-NUT isometry group, \(U(1) \times SO(3)\). Then, in particular, the geometry is locally given by \(\mathbb{C}^2\) near the tip of the Taub-NUT factor, and writing \((z_1, z_2)\) for local coordinates near the tip, the twist along the \(S^1\) is given by

$$z_1 \to e^{i\epsilon_1} z_1, \quad z_2 \to e^{i\epsilon_2} z_2.$$

The BPS partition function of this M-theory compactification, in the presence of suitable three-
form fluxes, is given by

\[
Z_{\text{BPS}} = \prod_{\beta,j} \prod_{m_L = -j}^{j_L} \prod_{m_R = -j}^{j_R} (1 - e^{-\epsilon_1(m_+ + n_1 + \frac{1}{2})} e^{r_2(m_- + n_2 + \frac{1}{2})} e^{-x - \beta}) \left( -1 \right)^{2j_L + 2j_R} \tilde{N}_{\beta}^{j_L, j_R}
\]

(2.13)

according to [38–40]. Here, \( m_\pm := m_L \pm m_R \). The \( m_L \) and \( m_R \) specify the spin content of a given BPS multiplet under the \( SU(2)_L \times SU(2)_R \) little group of M-theory compactification to 5d. The \( n_1 \) and \( n_2 \) control the orbital helicities of the BPS states in the two 2-planes of the local approximate \( \mathbb{C}^2 \) near the center of the Taub-NUT factor. The formula (2.13) can roughly be understood as an enumeration of states with various “chemical potentials” for angular momentum and helicity. The \( (-1)^{2j_L + 2j_R} \) factor in the exponent gives the appropriate Boltzmann factor for bosonic and fermionic states. The \( \tilde{N}_{\beta}^{j_L, j_R} \) simply count the number of multiplets at each set of quantum numbers.

In order for the background to have unbroken supersymmetry for generic \( \epsilon_1 \) and \( \epsilon_2 \), one should include an extra \( U(1)_R \) twist along the Calabi–Yau threefold \( M \). This extra \( U(1) \) symmetry is available for \( M = K3 \times T^2 \), but is unavailable for compact threefolds with \( SU(3) \) holonomy. In the latter case one must impose \( \epsilon_1 + \epsilon_2 = 0 \) in order to preserve supersymmetry, and hence one is led to the usual Gopakumar–Vafa invariants \( \tilde{n}_\beta \), satisfying

\[
\sum_{j \in \mathbb{Z}_{\geq 0}} (y^{1/2} - y^{-1/2})^{2j} (-1)^j \tilde{n}_\beta = \sum_{j_R, j_L \in \mathbb{Z}_{\geq 0}} \left( -1 \right)^{2(j_R + j_L)} (2j + 1) \tilde{N}_{\beta}^{j_L, j_R} [j_L],
\]

(2.14)

where \([j]_z := x^{-2j} + x^{-2j+2} + \cdots + x^{2j}\) for \( j \in \frac{1}{2}\mathbb{Z} \). In the cases where it is possible to allow for independent \( \epsilon_1 \) and \( \epsilon_2 \), another interesting limit is the so-called Nekrasov–Shatashvili (NS) limit [41, 42], where we take one of the \( \epsilon \)'s to zero. See for instance [43–47], for more on the physical meaning and significance of this limit.

To define the refined Gopakumar–Vafa invariants on K3 surfaces, we consider Calabi–Yau threefolds of the form \( M = K3 \times T^2 \) and restrict attention to the curve classes \( \beta \) that lie in \( H_2(K3, \mathbb{Z}) \). (For a general Calabi–Yau threefold certain subtleties involving wall-crossing may arise. We refer the reader to [39] for more on this.) In other words, given a K3 surface \( X \) we consider the BPS index of the M-theory lift of the type IIA configuration consisting of a D6-brane wrapping \( X \times T^2 \), and D2-brane wrapping a curve inside \( X \) with curve class \( \beta \). Note that, in order to get a non-vanishing answer for such invariants we need to consider the so-called reduced refined Gopakumar–Vafa invariants, obtained by discarding certain extra \( SU(2) \)-multiplets originating from the \( U(1) \times U(1) \) symmetry of the extra \( T^2 \). This is explained in detail in [48]. Henceforth, when we speak of (refined) K3 Gopakumar–Vafa invariants, we will mean the reduced (refined) Gopakumar–Vafa invariants associated in this way to K3 surfaces.
Note that a choice of complex structure and complexified K"ahler class $B+iJ$ for $X$ is implicit in the above setting. This data determines a positive-definite 4-dimensional subspace $\Pi$ of the real cohomology space $\tilde{H}(K3, \mathbb{Z}) \otimes \mathbb{R}$, which will play an important role in what follows. (Cf. \ref{3.3} and \ref{41}.)

The refined Gopakumar–Vafa invariants $\tilde{N}^{jl,jr}_{\beta}$ admit a more mathematical definition in terms of certain refinements \cite{48} of the Pandharipande–Thomas invariants. These, in turn, are defined \cite{49, 50} in terms of the moduli space of stable pairs on a threefold $M$ that capture the degeneracies of D6-D2-D0 bound states. Alternatively, one can define the refined Gopakumar–Vafa invariants via a suitably-defined moduli space of semi-stable coherent sheaves that are pure of dimension 1 on $M$—the so-called M2-brane moduli space—equipped with a relative Lefschetz action of $SU(2) \times SU(2)$ on its cohomology. This can be deduced from \cite{51}. In the context of the present paper we proceed as in \cite{14, 36}, considering K3-fibered Calabi–Yau threefolds $M$, and restricting attention to the fibre curve classes $\beta \in H_2(M, \mathbb{Z})$.

Adopting the above two definitions respectively, it was conjectured in \cite{14}, and its appendix by Thomas, respectively, that for $X$ a K3 surface we have $\tilde{N}^{jl,jr}_{\beta} = N^{jl,jr}_n$ for all $\beta \in H_2(X, \mathbb{Z})$ with self-intersection $\beta \cdot \beta = 2n - 2$, where the $N^{jl,jr}_n$ are defined by requiring that

$$\sum_{n \geq 0} \sum_{\substack{j_L, j_R \in \mathbb{Z}+2 \mathbb{Z} \cap \mathbb{Z} \subset \mathbb{Z} \cap \mathbb{Z} \subset \mathbb{Z}}} N^{jl,jr}_n [j_L][j_R] u^n q^{n-1}$$

$$= q^{-1} \prod_{k>0} (1 - uyq^k)^{-1} (1 - u^{-1}yq^k)^{-1} (1 - q^k)^{-1} (1 - u^{-1}q^{-1}yq^k)^{-1} (1 - u^{-1}y^{-1}q^{-1}q^k)^{-1}. \tag{2.15}$$

See \cite{52} for related earlier work. Note that we have omitted the factor $(-1)^{2(j_L+j_R)}$ since in the K3 case we have $N^{jl,jr}_n = 0$ unless $j_L + j_R \in \mathbb{Z}$.

Given the renewed interest in the relationship between BPS states in K3 compactifications and sporadic groups arising from the recent Mathieu moonshine observation \cite{5}, the authors of \cite{14} raised a natural question: are these refined invariants $N^{jl,jr}_n$ related to sporadic groups as well? (See §5.5 of \cite{14}.) In this note we provide an affirmative answer to this question, by positing concrete falsifiable conjectures which state, in essence, that equivariant versions of the refined invariants $N^{jl,jr}_n$, defined by supersymmetry-preserving automorphisms of the underlying D-brane moduli spaces, are naturally related to 4-plane preserving subgroups of the sporadic group $Co_0$. As we further discuss, they can also be recovered from the geometry of ground states of the chiral superconformal field theory $V^{s_2}$. In particular, the $N^{jl,jr}_n$ are related to the sporadic group $Co_1$, and some of its sporadic subgroups, via the action of these groups on $V^{s_2}$.

In the next section we give a brief review of the relevant features of $V^{s_2}$.  

8
3 Chiral Conformal Field Theory

In this section we review the chiral superconformal field theory (i.e. vertex operator superalgebra) \( V^s \), which plays a central role in various moonshine phenomena relating (mock) modular forms to sporadic simple groups.

Consider the 2-dimensional theory of 24 chiral free fermions \( \psi_i \), orbifolded by the \( \mathbb{Z}/2 \) symmetry

\[
\psi_i \mapsto -\psi_i.
\]  

(3.1)

This model turns out to be equivalent (i.e., isomorphic as a vertex operator superalgebra, cf. [15]) to a superconformal field theory first discussed in [53], described there in terms of a supersymmetric extension of the \( E_8 \) current algebra. Write \( C_0 \) for Conway’s group, being the automorphism group of the Leech lattice [54,55]. The quotient \( C_0 := C_0 / \{ \pm \text{Id} \} \) is Conway’s largest sporadic simple group (cf. [56]). As observed in [54], the Neveu–Schwarz sector partition function

\[
Z_{NS}(\tau) := \text{Tr}(q^{L(0) - \frac{c}{24}} | V^s\rangle)
\]

\[
= \frac{1}{2} \eta^{12}(\tau) \sum_{i=2}^{4} \theta_i^{12}(\tau, 0) = q^{-1/2} + 276q^{1/2} + 2048q + 11202q^{3/2} + \ldots
\]  

(3.2)

suggests a relation to \( C_0 \), as the numbers 276, 2048, 11202, are dimensions of non-trivial representations of this group. Interestingly, and importantly, the coefficients of integer powers of \( q \) in (3.2) can also be interpreted as dimensions of faithful representations of \( C_0 \).

These observations initiate a theory parallel to—but not disjoint with—monstrous moonshine [57–60], in which supersymmetric string theory replaces the bosonic string, and Conway’s group replaces the monster. Certain details of this Conway moonshine have been elucidated in [15,16]. The Conway moonshine model has also played an important role in attempts to find a dual for pure supergravity in \( \text{AdS}_3 \) [61]. Recent, comprehensive discussions focusing on the features most relevant for us can be found in [16,17,21,22].

As alluded to above, this theory enjoys (hidden) \( \mathcal{N} = 1 \) supersymmetry. To be precise, there is a linear combination of the spin-3/2 twist fields, intertwining the Neveu–Schwarz and Ramond sectors of the \( \mathbb{Z}/2 \) orbifold, which satisfy the OPEs of an \( \mathcal{N} = 1 \) supercurrent with central charge \( c = 12 \). The subgroup of \( \text{Spin}(24) \) that preserves this \( \mathcal{N} = 1 \) supercurrent turns out to be Conway’s group \( C_0 \) [15]. We write \( V^{s\sharp} \) for the vertex operator superalgebra which constitutes the Neveu–Schwarz sector of this model, and we write \( V^{s\sharp}_{tw} \) for the unique canonically-twisted \( V^{s\sharp} \)-module for \( V^{s\sharp} \) (cf. [15,16]), which is the Ramond sector of the model. Note that \( V^{s\sharp} \) and \( V^{s\sharp}_{tw} \) are both faithful as modules for \( C_0 \). The 24 fermions \( \psi_i \) constitute the ground states of \( V^{s\sharp}_{tw} \), and transform according to the 24-dimensional Leech lattice representation of \( C_0 \).
We write $24$ for the $Co_0$ module afforded by the Ramond sector ground states in $V^+_{tw}$. If we let $\tau_{tw}$ denote the vector that generates the aforementioned $\mathcal{N} = 1$ supercurrent, then $\tau_{tw} \in V^+_{tw}$ is the unique (up to scale) spin-3/2 vector in $V^+ \oplus V^-_{tw}$ that is fixed by the $Co_0$-action.

It is natural to use linear combinations of the fermions $\psi_i$ to form a current algebra. This is the basic idea underlying the analyses of [17][18][22]. For example, if $a$ is an arbitrary non-zero linear combination of the $\psi_i$, then the natural action of $a$ on $\tau_{tw}$ determines an $\mathcal{N} = 1$ supercurrent $\tau_a := a(0)\tau_{tw}$ in the Neveu–Schwarz sector, $V^a$. As is discussed in detail in [22], there is a choice of $a$ such that the subgroup of $Co_0$ that fixes $\tau_a$ is precisely the largest sporadic Mathieu group, $M_{24}$, and this fact can be used to attach mock modular forms of weight 1/2 to the conjugacy classes of $M_{24}$ (although these forms are different from those arising from the Mathieu moonshine observation [5] of Eguchi–Ooguri–Tachikawa).

In [17] stability conditions on K3 surfaces are used to identify orthogonal pairs of Ramond sector ground states, $a^+_X, a^-_Z \in 24$. Such a pair determines a supersymmetric K3 sigma model, according to the description [23][26] in terms of positive-definite 4-planes in the real K3 cohomology space, and can also be used to equip $V^s$ with an action of the $\mathcal{N} = 4$ superalgebra at central charge $c = 6$, as we will demonstrate momentarily. Since it will be important in what follows, we briefly review the construction of $a^+_X, a^-_Z$, and the corresponding 4-plane $\Pi = \Pi_{X,Z}$ now, referring to [17] for a fuller discussion.

To begin, let $X$ be a (smooth projective) K3 surface, and choose vectors $a^+_X \in H^{2,0}(X)$ and $a^-_Z \in H^{0,2}(X)$ such that $\langle a^+_X, a^-_Z \rangle = 1$, where $\langle \cdot, \cdot \rangle$ denotes the Mukai pairing (cf., e.g. [17] or [20]) on the K3 cohomology lattice $\tilde{H}(X, Z) := \bigoplus H^n(X, Z)$, extended linearly to the complex envelope, $\tilde{H}(X, Z) \otimes \mathbb{C} = \bigoplus H^{p,q}(X)$. (Note that $H^{2,0}(X)$ and $H^{0,2}(X)$ are isotropic with respect to $\langle \cdot, \cdot \rangle$.) Next, pick a stability condition in Bridgeland’s distinguished component [62] of the space of stability conditions on $X$, write $Z$ for the corresponding central charge, which we may regard as an element of $H^{0,0}(X) \oplus H^{1,1}(X) \oplus H^{2,2}(X)$, and choose isotropic $a^+_Z, a^-_Z \in \mathbb{C}Z \oplus \mathbb{C}\bar{Z}$ such that $\langle a^+_Z, a^-_Z \rangle = 1$. Then

$$\Pi = \Pi_{X,Z} := \text{Span} \{a^+_X, a^+_Z\} \cap \tilde{H}(X, Z) \otimes \mathbb{R}$$

(3.3)

is a maximal positive-definite subspace of $\tilde{H}(X, Z) \otimes \mathbb{R} \simeq \mathbb{R}^{4,20}$ such that the negative-definite lattice $\Pi^- \cap \tilde{H}(X, Z)$ has no vectors $\lambda$ with $\langle \lambda, \lambda \rangle = -2$ (cf. §4 of [17]). As such, $\Pi$ determines a supersymmetric non-linear sigma model on $X$, according to [23][24]. (Cf. also the discussion in [19].) Note that all such $\Pi$ arise as $\Pi_{X,Z}$ for some $X$ and $Z$ as above, according to the main result of [20]. If $B + iJ$ is a complexified Kähler class for $X$, as in [23] then the corresponding 4-space is $\Pi = \Pi_{X,Z}$ where $Z = \exp(B + iJ)$.

In order to identify $a^+_X$ and $a^-_Z$ as elements of $24$, first consider the group of orthogonal
transformations of $\tilde{H}(X, Z)$ that act trivially on $\Pi$, which we denote

$$G_{\Pi} := \left\{ g \in \text{Aut}(\tilde{H}(X, Z)) \mid g|_{\Pi} = \text{Id}_{\Pi} \right\}. \quad (3.4)$$

Following [19] we regard $G_{\Pi}$ as the group of supersymmetry preserving automorphisms of the sigma model $\Pi$. Next, let $\Gamma_{\Pi}$ be the orthogonal complement in $\tilde{H}(X, Z)$ of its sublattice of $G_{\Pi}$-fixed points, $\tilde{H}(X, Z)^{G_{\Pi}}$. Then $\Gamma_{\Pi}$ is acted on faithfully by $G_{\Pi}$, and is negative-definite

since $\Pi < \tilde{H}(X, Z)^{G_{\Pi}} \otimes \mathbb{R}$. According to §§B.1-2 of [19], there is an isometric embedding $\Gamma_{\Pi} \hookrightarrow \Lambda(-1)$, where $\Lambda(-1)$ denotes the negative-definite Leech lattice. (Cf. also §2.2 of [20].)

We identify $a_X^\pm$ and $a_Z^\pm$ as the Ramond sector ground states of our model by choosing an isometry

$$\tilde{H}(X, Z) \otimes \mathbb{C} \twoheadrightarrow \mathbf{24} \quad (3.5)$$

that maps $\Gamma_{\Pi}$ into the unique copy of $\Lambda(-1)$ in $\mathbf{24}$ that is invariant under the action of $C_{\Omega_0}$. Note that $g \in G_{\Pi}$ acts naturally on $\Lambda(-1)$, fixing the vectors orthogonal to $\Gamma_{\Pi}$. That is, the isometry (3.5) identifies $G_{\Pi}$ with a subgroup of $C_{\Omega_0}$ that fixes the ground states $a_X^\pm$ and $a_Z^\pm$.

The vertex operator superalgebra $V^{s4}$ inherits an $\mathcal{N} = 4$ superconformal structure with central charge $c = 6$ from $a_X^\pm, a_Z^\pm \in \mathbf{24}$, according to the following construction. Using the notation of [16,17], define vectors in $V^{s4}$ by setting

$$j^3 := \frac{1}{4} (a_X^-(\frac{1}{2})a_X^+(\frac{1}{2})v + a_Z^-(\frac{1}{2})a_Z^+(\frac{1}{2})v),$$

$$j^\pm := i \frac{1}{2} a_X^\pm (-\frac{1}{2}) a_Z^\pm (-\frac{1}{2}) v,$$

$$\tau_{1}^\pm := \sqrt{2} (a_X^-(0) \pm a_X^+(0) \pm a_Z^-(0) a_Z^+(0)) \tau_w,$$

$$\tau_{2}^\pm := \mp i \sqrt{2} (a_X^-(0) \pm a_X^+(0) \pm a_Z^-(0) a_Z^+(0)) \tau_w,$$

where $v$ is the vacuum of $V^{s4}$. Then $j^3$ and the $j^\pm$ generate an $SU(2)$ current algebra, and the pairs $\{\tau_{1}^-, \tau_{2}^-\}$ and $\{\tau_{1}^+, \tau_{2}^+\}$ each span a copy of the natural 2-dimensional representation of the corresponding $SU(2)$. Write $G_j^\pm(z)$ for the spin-3/2 fields corresponding to the $\tau_j^\pm$, and define $J^\pm(z)$ and $J^3(z)$ similarly in terms of the $j^\pm$ and $j^3$. Then a routine calculation verifies the OPEs

$$G_j^\pm(z) G_j^\pm(w) \sim \frac{4}{(z-w)^3} \pm \frac{4J^3(w)}{(z-w)^2} + \frac{2T(w)}{(z-w)} \pm \frac{2\partial w J^3(z)}{(z-w)},$$

$$G_1^\pm(z) G_2^\pm(w) \sim \pm \frac{4J^\pm(w)}{(z-w)^2} \pm \frac{2\partial w J^\pm(w)}{(z-w)}, \quad (3.7)$$

$$G_j^\pm(z) G_j^\pm(w) \sim G_j^\pm(z) G_j^\pm(w) \sim 0,$$

for $j \in \{1, 2\}$, where $T(z)$ is a spin-2 current generating the Virasoro algebra at $c = 6$. That
is to say, the $G_j^k(z)$ generate an action of the (small) $\mathcal{N} = 4$ superconformal algebra at $c = 6$ (cf. [66]) on $V^{s^2}$. Note that $T(z)$ is not the stress-energy tensor of $V^{s^2}$, which we denote $L(z)$, and which has central charge $c = 12$. More details on (3.6) and (3.7) will appear in [67].

Our final objective in this section is to discuss some partition functions that arise naturally from $V^{s^2}$, when equipped with one of the aforementioned superconformal structures. We note, to begin, that the Ramond sector index is simply a constant,

$$Z^{s^2}(\tau) := \text{Tr}((-1)^F q^{L(0)} - \hat{\theta} | V^{s^2}_{tw})$$

$$= \frac{1}{2} \frac{1}{\eta^{12}(\tau)} \sum_{i=2}^{4} (-1)^{i+1} \theta_i^{12}(\tau,0) = 24. \quad (3.8)$$

We next choose a $U(1)$ current and consider the corresponding $U(1)$-graded Ramond sector index. Taking $J(z) := 2J^3(z)$, the $U(1)$-graded index works out [17] to be

$$Z^{s^2}(\tau, z) := \text{Tr}((-1)^F q^{L(0)} - \hat{\theta} y^{J(0)} | V^{s^2}_{tw})$$

$$= \frac{1}{2} \frac{1}{\eta^{12}(\tau)} \sum_{i=2}^{4} (-1)^{i+1} \theta_i^2(\tau, z) \theta_i^{10}(\tau,0), \quad (3.9)$$

which is a weak Jacobi form of weight 0 and index 1 satisfying $Z^{s^2}(\tau,0) = Z^{s^2}(\tau) = 24$. That is, we have recovered the K3 elliptic genus,

$$Z^{s^2}(\tau, z) = Z_{EG}(\tau, z; K3). \quad (3.10)$$

Evidence is presented in [17] that the coincidence (3.10) is not an accident, but rather reflects a deep relationship between $V^{s^2}$ and K3 surface geometry. To explain this, let $g \in G_{\Pi}$ and consider the $g$-twined $U(1)$-graded Ramond sector index,

$$Z^g_{s^2}(\tau, z) := \text{Tr}(g(-1)^F q^{L(0)} - \hat{\theta} y^{J(0)} | V^{s^2}_{tw}). \quad (3.11)$$

We may compare (3.11) to the corresponding equivariant K3 sigma model elliptic genus,

$$Z_{EG}(\tau, z; \Pi, g) := \text{Tr}_{RR}(g(-1)^F + \hat{\theta} q^{L(0)} - \hat{\theta} \bar{q}^{L(0)} - \hat{\theta} \bar{y}^{J(0)}) \quad (3.12)$$

(cf. [19]). It has been checked [17] that

$$Z^g_{s^2}(\tau, z) = Z_{EG}(\tau, z; \Pi, g), \quad (3.13)$$

in all cases that a computation of the latter is available. Note that (3.12) is hard to compute in general, since the Hilbert spaces underlying K3 sigma models are, for the most part, not yet
understood. By contrast, the $Z^\delta_3(\tau, z)$ have been computed explicitly and uniformly in \[17\]. (We will recall the formula momentarily, cf. (3.17), (3.18).)

In this work we propose to consider a natural refinement of (3.10). Namely, for $g \in G_{\Pi}$ we define

$$Z^\delta_3(\tau, z, w) := \text{Tr}(g(-1)^K q^{K(0)} - 2\pi y^{J(0)} u^{K(0)} | V^\delta_3),$$  \hspace{1cm} (3.14)

where $u = e^{2\pi i w}$, and $K(z) = 2K^3(z)$ for $K^3(z)$ the spin-1 field corresponding to

$$\kappa^3 := \frac{1}{4}(-a_X(-\frac{1}{2})a_X^+(\frac{1}{2})\nu + a_Z(-\frac{1}{2})a_Z^+(\frac{1}{2})\nu)$$  \hspace{1cm} (3.15)

(cf. (3.6)). Then we have

$$Z^\delta_3(\tau, z, w) = \frac{1}{2 \eta(\tau/2)} \sum_{i=2}^{4} (-1)^{i+1} \theta_i(\tau, z - w) \theta_i(\tau, z + w) \theta_i^{10}(\tau, 0)$$  \hspace{1cm} (3.16)

for $Z^\delta_3(\tau, z, w) := Z^\delta_3(\tau, z, w)$. More generally, for $g \in G_{\Pi}$ we have

$$Z^\delta_3(\tau, z, w) = \frac{1}{2} \frac{\theta_1(\tau, z - w) \theta_1(\tau, z + w)}{\eta(\tau)} D_g \eta_g(\tau) - \frac{1}{2} \frac{\theta_2(\tau, z - w) \theta_2(\tau, z + w)}{\eta_g(\tau)} C_{\eta g} \eta_g(\tau)$$

$$+ \frac{1}{2} \frac{\theta_3(\tau, z - w) \theta_3(\tau, z + w)}{\eta_g(\tau)} \eta_g(\tau/2) - \frac{1}{2} \frac{\theta_4(\tau, z - w) \theta_4(\tau, z + w)}{\eta_g(\tau)} \eta_g(\tau/2),$$  \hspace{1cm} (3.17)

for certain constants $C_g$ and $D_g$, defined in [17], where $\eta_g(\tau) := \prod_{k>0} \eta(k\tau)^{m_k}$ in case the characteristic polynomial of $g$ as an operator on 24 is $\prod_{k>0} (\tau^k - 1)^{m_k}$. (E.g., $\eta_\tau(\tau) = \Delta(\tau)$ and $\eta_{-\tau}(\tau) = \Delta(2\tau)/\Delta(\tau)$, &c.) The identity (3.17) follows easily from Proposition 9.2 in [17]. Note that we can also write

$$Z^\delta_3(\tau, z, w) = \frac{1}{2} \frac{1}{\eta(\tau)} \sum_{i=1}^{4} (-1)^{i+1} \epsilon_{g, i} \theta_i(\tau, z - w) \theta_i(\tau, z + w) \prod_{k=2}^{12} \theta_i(\tau, \rho_{g, k})$$  \hspace{1cm} (3.18)

for suitable $\rho_{g, k} \in \mathbb{C}$, and $\epsilon_{g, i} = \pm 1$, cf. [18]. It follows from (3.17) or (3.18) that we have

$$\lim_{\tau \to \infty, i} Z^\delta_3(\tau, z, w) = uy + u^{-1}y + uy^{-1} + u^{-1}y^{-1} - 4 + \text{Tr}(g/24).$$  \hspace{1cm} (3.19)

The constant $D_g$ vanishes unless the subspace of 24 fixed by $g$ is precisely 4-dimensional (cf. (9.13) in [17]), and this explains the absence of $i = 1$ terms in (3.18), (3.19), and (3.19).

By construction, we recover (3.14) from (3.14) in the limit as $w$ tends to zero,

$$Z^\delta_3(\tau, z) = Z^\delta_3(\tau, z, 0).$$  \hspace{1cm} (3.20)
So (3.17) and (3.18) also furnish explicit expressions for the $Z_{s\natural}^g(\tau, z)$. Another interesting limit is obtained when $w$ and $z$ coincide. Namely, we have

$$Z_{s\natural}^g(\tau, z, z) = \frac{1}{2} \frac{1}{\eta(\tau)^2} \sum_{i=2}^{4} (-1)^{i+1} \theta_i(\tau, 2z) \prod_{k=2}^{12} \theta_i(\tau, \rho_{g,k}),$$

(3.21)

which is the weak Jacobi form of weight 0 and index 2 that plays a leading role in the analysis of [18], concerning $N = 2$ and $N = 4$ superconformal structures on $V^{s\natural}$ with $c = 12$. More generally, we have

$$Z_{s\natural}^g(\tau, z, z) = \frac{1}{2} \frac{1}{\eta(\tau)^2} \sum_{i=1}^{4} (-1)^{i+1} c_{g,i} \theta_i(\tau, 2z) \prod_{k=2}^{12} \theta_i(\tau, \rho_{g,k}),$$

(3.22)

where $\rho_{g,1} = 0$ for $g \in G_{\Pi}$, which is the function denoted $Z_g(\tau, z)$ in [18]. Except that it is natural, in this limit, to consider twinings by elements in the larger group $G_Z > G_{\Pi}$, consisting of elements $g \in \text{Co}_0$ that point-wise fix the 2-space $\text{Span}\{a_Z^\pm\} < 24$, since

$$j^3 + \kappa^3 = \frac{1}{2} a_Z^-(\frac{1}{2}) a_Z^+(\frac{1}{2}) v.$$

(3.23)

So $\rho_{g,1}$ can be non-trivial in general for $g \in G_Z$, and the investigation of the resulting functions $Z_{s\natural}^g(\tau, z, z)$, for various $G_Z$, is the main focus of [18]. In particular, there is a choice of $Z$ for which $G_Z$ is the sporadic simple Mathieu group $M_{23}$, and the corresponding $N = 2$ decompositions associate distinguished vector-valued mock modular forms to this group. (See [18] for more details on this.)

Given the important role (2.6–2.4) of $Z_{s\natural}(\tau, z; K^3)$ in the KKV formula (2.8) for the K3 Gopakumar–Vafa invariants, and the coincidence (3.10), it is natural to ask about the role of $V^{s\natural}$ in the counting of BPS states in K3 compactifications, and about the relationship between symmetry group actions in these two, a priori, distinct settings. In the last section we will comment on conjectural positive answers to these questions. Furthermore, we will argue that the refined index $Z^{s\natural}(\tau, z, w)$ is a manifestation of a directly similar relationship between $V^{s\natural}$ and the refined counting of BPS states on K3.

### 4 Conjectures

The intimate relation (2.6–2.3) of $Z_{EG}(\tau, z; K^3)$ in the KKV formula (2.8) for the K3 Gopakumar–Vafa invariants, and the coincidences (3.10), it is natural to ask about the role of $V^{s\natural}$ in the counting of BPS states in K3 compactifications, and about the relationship between symmetry group actions in these two, a priori, distinct settings. In the last section we will comment on conjectural positive answers to these questions. Furthermore, we will argue that the refined index $Z^{s\natural}(\tau, z, w)$ is a manifestation of a directly similar relationship between $V^{s\natural}$ and the refined counting of BPS states on K3.
conjectures on K3 surface geometry.

Our first conjecture concerns the role of the Conway group in controlling the symmetries that underly the refined K3 Gopakumar–Vafa invariants. From the discussion of the twined graded partition functions $Z^\text{tw}_{g}$ in [13] we can anticipate that 4-dimensional subspaces of $24$ will play an important role.

As we have reviewed in [2], the reduced refined Gopakumar–Vafa invariants of a projective complex K3 surface $X$ should be realised as topological invariants of a certain D-brane moduli space, which in turn depends upon a choice of Kähler class and B-field.

**Conjecture 1.** Let $X$ be a smooth projective complex K3 surface, let $J$ be a Kähler class for $X$, and let $B \in H^{1,1}(X) \cap \tilde{H}(X, \mathbb{Z}) \otimes \mathbb{R}$. Then the supersymmetry preserving automorphism group of the D-brane moduli space that defines the corresponding reduced refined Gopakumar–Vafa invariants is $G_{\Pi}$ (cf. (3.4)), where $\Pi = \Pi_{X,Z}$ for $Z = \exp(B + iJ)$ (cf. (3.3)).

Recall that $G_{\Pi}$ is isomorphic to a subgroup of $Co_0$ that fixes a rank 4 sublattice of the Leech lattice, according to the discussion in [3]. The main result of [20] shows that every such subgroup of $Co_0$ arises as $G_{\Pi}$ for some D-brane moduli space as in the statement of Conjecture 1. Note also that $G_{\Pi}$ has been identified as the supersymmetry preserving automorphism group of the K3 sigma model determined by $\Pi$ in [19].

Conjecture 1 motivates us to consider the equivariant refined K3 Gopakumar–Vafa invariants corresponding to elements $g \in G_{\Pi}$. We next formulate a conjecture which predicts exactly what these invariants will be. Our starting point is the relation between the KKV formula (2.8) and the generating function (2.4) for the $\chi_y$ genera of Hilbert schemes of K3 surfaces, as derived in [24]. The action of $G_{\Pi}$ on the cohomology of the K3 surface $X$ induces an action on the cohomology of the $n$-th symmetric product $X^{(n)} = X^n/S_n$ for each $N$. It is then natural to propose that the twined generating function for $\chi_y$ genera will satisfy

$$
\sum_{n \geq 0} \chi_y(\Pi^{(n)}, g) y^{-n} q^{n-1} = (-y + 2 - y^{-1}) \frac{\eta^g(\tau)}{\theta_1(\tau, z)} \frac{1}{\eta_g(\tau)}
$$

(4.1)

where $\Pi^{(n)}$ denotes the sigma model on $X^{(n)}$ naturally induced from $\Pi$.

The KKV formula (2.8) relates the Hirzebruch genera of Hilbert schemes of K3 surfaces to the K3 Gopakumar–Vafa invariants. We now conjecture a directly similar curve-counting interpretation for the equivariant Hirzebruch genera $\chi_y(\Pi^{(n)}, g)$.

**Conjecture 2.** Given $X$, $J$ and $B$ as in Conjecture 1, and a supersymmetry preserving automorphism $g \in G_{\Pi}$ of the corresponding D-brane moduli space, the $g$-equivariant reduced
Gopakumar–Vafa invariants $n_{r,n,g}^r$ are determined by
\[
\sum_{r \geq 0} \sum_{n \geq 0} (-1)^{(r-1)} n_{r,n,g}^r (y^{1/2} - y^{-1/2})^{2(r-1)} q^{n-1} = \frac{\eta^6(\tau)}{\theta_4^4(\tau, z) \eta_g(\tau)} \quad (4.2)
\]
where $\eta_g$ is as in (3.17).

In comparing (4.2) with (4.1) note that $(-y + 2 - y^{-1}) = (-1)(y^{1/2} - y^{-1/2})^2$.

Finally, observing that the refinement from $n_r^n$ to $N_{n,L}^{J_L,J_R}$ is directly parallel to the refinement passing from the $\chi_y$-genus of a K3 surface to its Hodge numbers, we extend Conjecture 2 to a curve-counting interpretation for the generating function of the twined Hodge numbers of $K3^{(n)}$.

In advance of the formulation, we define
\[
[j_1,j_2]x_1,x_2 := \frac{(x_1^{2j_1+1} - x_1^{-2j_1-1})(x_2^{2j_2+1} - x_2^{-2j_2-1})}{(x_1 - x_1^{-1})(x_2^2 - x_2^{-2}) - (x_2 - x_2^{-1})(x_1^2 - x_1^{-2})} \quad (4.3)
\]
for $j_1, j_2 \in \frac{1}{2} \mathbb{Z}$. To put this definition in context, note that $[j]_x = (x^{2j+1} - x^{-2j-1})/(x - x^{-1})$, and the denominator of (4.3) is the product of $(x_1 - x_1^{-1})(x_2 - x_2^{-1})$ and $(x_2 - x_1^{-1} - x_2^{-1})$.

**Conjecture 3.** Given $X$, $J$ and $B$ as in Conjecture 1, and a supersymmetry preserving automorphism $g \in G_{\Pi}$ of the corresponding D-brane moduli space, the $g$-equivariant reduced refined Gopakumar–Vafa invariants $N_{n,L}^{J_L,J_R}$ are determined by
\[
\sum_{n \geq 0} \sum_{j_L,j_R \in \frac{1}{2} \mathbb{Z} \geq 0} N_{n,L}^{J_L,J_R} [j_L,j_R]_{y,u} q^{n-1} = \frac{\eta^6(\tau)}{\theta_4^4(\tau, z + w) \theta_4(\tau, z - w) \eta_g(\tau)} \quad (4.4)
\]
where $\eta_g$ is as in (3.17).

## 5 Discussion

In the bulk of this paper, we focused on the relationship between K3 enumerative invariants and the cohomology of the symmetric products $K3^{(n)}$. In fact, these formulae arise from limits of the expression in [30], relating the free energy of second quantised strings on K3 surfaces to appropriate actions of Hecke operators on $Z_{EG}$,
\[
\sum_{n \geq 0} Z_{EG}(\tau, z; K3^{(n)}) p^{n-1} = \frac{1}{p} \exp \left( \sum_{m > 0} p^m (Z_{EG}|V_m)(\tau, z) \right), \quad (5.1)
\]
where the $m$-th Hecke operator $V_m$ acts on a weak Jacobi form $\phi$ of weight 0 according to

$$
(\phi|V_m)(\tau, z) := \frac{1}{m} \sum_{a, d > 0} \sum_{0 \leq b < d} \phi \left( \frac{a\tau + b}{d}, az \right).
$$

(5.2)

(Note that $V_m$ is denoted $T_m$ in [30]. Our notation for Hecke operators on Jacobi forms follows §4 of [68].) Given a generator $g$ of a cyclic group $\langle g \rangle$ of order $n$, and a corresponding set of $n$ (not necessarily distinct) weak Jacobi forms $\{\phi_{g^a}\}$, we may define an equivariant Hecke operator $V_m^g$ following [69], by setting

$$
(\phi|V_m^g)(\tau, z) := \frac{1}{m} \sum_{a, d > 0} \sum_{0 \leq b < d} \phi_{g^a} \left( \frac{a\tau + b}{d}, az \right).
$$

(5.3)

Now suppose that $X$ and $Z$ are as in the statement of Conjecture 1, and $\Pi = \Pi_{X,Z}$. We regard $\Pi$ as a sigma model with target a K3 surface $X$, according to the prescription of [63–65], and write $\Pi^{(n)}$ for the corresponding sigma model on the $n$-th symmetric power $X^{(n)}$. Then a supersymmetry preserving automorphism $g$ of $\Pi$ lifts naturally to each $\Pi^{(n)}$. A formula for the generating function of the equivariant elliptic genera $Z_{EG}(\tau, z; \Pi^{(n)}, g)$ has been proposed in [70]. Using the $V_m^g$ it reads

$$
\sum_{n \geq 0} Z_{EG}(\tau, z; \Pi^{(n)}, g)p^{n-1} = \frac{1}{p} \exp \left( \sum_{m > 0} p^m (Z_{EG}|V_m^g)(\tau, z; \Pi, g) \right).
$$

(5.4)

Alternatively, defining $c_g(4n - \ell^2) \in \mathbb{C}$ by requiring that

$$
Z_{EG}(\tau, z; \Pi, g) = \sum_{\ell, n \in \mathbb{Z}} c_g(4n - \ell^2)q^n y^\ell,
$$

(5.5)

the formula (5.4) can be rewritten

$$
\sum_{n \geq 0} Z_{EG}(\tau, z; \Pi^{(n)}, g)p^{n-1} = \frac{1}{p} \exp \left( \sum_{k > 0} \frac{1}{k} \sum_{\ell, n', \ell' \in \mathbb{Z}} \sum_{n \geq 0, n' > 0} c_g(4nn' - \ell^2)(q^n p^{n'} y^\ell)^k \right).
$$

(5.6)

The formula in Conjecture 2 of §4 is a special limit of this one (as $q \to 0$). It would be natural to attach an interpretation in terms of BPS states to (5.4). In particular, to test for a deeper connection between BPS states of K3 and an auxiliary module such as $V^{s,2}$, probing more than just the geometry of the Ramond ground states, it would be nice to extend the comparison to BPS states which preserve a smaller fraction of the supersymmetry. Similar comments would apply to purported connections between K3 geometry and modules associated to Mathieu or
Umbral moonshine.

We now discuss two further observations about Conjectures 2 and 3, and then conclude with some questions.

As we have noted, Conjecture 2 can be regarded as a limiting case of Conjecture 3. Our first observation concerns the other interesting limit of families of M-theory compactifications giving rise to refined Gopakumar–Vafa invariants. Namely, we may consider the NS limit (cf. (2.14)) in which one only keeps track of the quantum number \( j_L + j_R \) in \( N^{L-J}_R \). In the present context of K3 curve counting, the corresponding generating function is obtained by setting \( u = v \) in (2.15). Using the same arguments as above, we conjecture that the Ramond ground states of \( V_{tw}^{s♮} \) also serve as auxiliary Hilbert spaces in this limit, but with graded Ramond sector partition function obtained by setting \( z = w \) in (3.16), and given explicitly by the weight 0 index 2 Jacobi form (3.21). Note that in this limit we have 11 pairs of uncharged fermions instead of 10, which suggests that one should be able to consider twinings of (3.21) by elements of \( \text{Co}_0 \) whose fixed-point sublattice of the Leech lattice has rank as low as 2 (as opposed to 4). It is hence natural to expect that the corresponding M-theory compactification admits an enhanced symmetry group in the NS limit. See also the discussion of \( G_Z \) in §3 (cf. (3.23)) in this regard.

Our second observation concerns the automorphic aspects of our conjectures. As we have detailed in §3 the refined partition function \( Z^{s♮}(\tau, z, w) \) specializes to weak Jacobi forms of index 1 and 2, respectively, when the respective limits \( w \to 0 \) and \( w \to z \) are taken. This is explained by the fact that \( Z^{s♮}(\tau, z, w) \) is a Jacobi form of index 1 for the rank 2 lattice \( A_1 \oplus A_1 \), in the sense of [71]. (Cf. Example 2.7 of [71]. The usual Jacobi forms, of [68], are associated with the even lattices of rank 1.) A similar statement holds for the twined counterpart \( Z_{tw}^{s♮}(\tau, z, w) \), for \( g \in G_{11} \), where the modular invariance group is replaced by \( \Gamma_0(N_g) \), for some \( N_g \in \mathbb{Z}^+ \) depending on \( g \).

Also of relevance is the fact that the generating function of the \( Z_{EG}(\tau, z; K3^{[n]} \) is, famously, almost automorphic. More precisely, we can rewrite (5.1) as

\[
\sum_{n \geq 0} Z_{EG}(\tau, z; K3^{[n]}) p^n - 1 = \frac{\phi_{10,1}(\sigma, z)}{\Phi_{10}(\tau, \sigma, z)},
\]

(5.7)

where \( p = e^{2\pi i \sigma} \), we write \( \Phi_{10} \) for the Igusa form, being the (unique up to scale) cusp form of weight 10 for \( \text{Sp}_4(\mathbb{Z}) \), and \( \phi_{10,1} := -\theta_2^2 \eta^{18} \) is a cuspidal Jacobi form of weight 10 and index 1. Note that we have

\[
\phi_{10,1}(\tau, z) = q \left( \prod_{k \geq 0} (1 - q^k) \right)^{c(0)} \left( y^{1/2} - y^{-1/2} \right) \prod_{k \geq 0} (1 - q^k y)(1 - q^k y^{-1})^{c(-1)}
\]

(5.8)

where \( c(0) = 20 \) and \( c(-1) = 2 \) (cf. (2.5)).
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Physically, the correction factors $\frac{1}{\varphi_{10}(\sigma)}$ and $-\frac{\vartheta_0^1(\sigma)}{\vartheta_1^1(\sigma, z)}$ in $\varphi_{10,1}$ may be interpreted as arising from the CFT describing the Taub-NUT and the center of mass degrees of freedom of the D1-D5 system [72, 73]. The connection between $\Phi_{10}(\tau, \sigma, z)$ and $\mathcal{Z}_{\text{EG}}(\tau, z; K3)$ can be made more direct, by noting that the former can be expressed as a multiplicative lift of the latter. Namely, we have

$$\Phi_{10}(\tau, \sigma, z) = pqy \prod_{r, s \geq 0, t \in \mathbb{Z}, t < 0 \text{ if } r = s = 0} (1 - q^s y^t p^r)^{c(4rs - t^2)}, \quad (5.9)$$

where the $c(4rs - t^2)$ are as in (2.5). Note also that, apart from the product formula (5.9), one also has an infinite sum expression for $\Phi_{10}(\tau, \sigma, z)$, as the additive lift (i.e. generating function of images under Hecke operators) of the Jacobi form $\phi_{10,1}$.

It is natural to expect that the refined Ramond sector index $\mathcal{Z}^s_{\mathbb{R}}(\tau, z, w)$ enjoys an analogous relation, to an automorphic form for (a subgroup of) the orthogonal group of $U^2 \oplus A^2_1(-1)$. Cf. [71,74]. We refrain for now from a general discussion, and focus on the NS limit, $\mathcal{Z}^s_{\mathbb{R}}(\tau, z, z)$. First note that the multiplicative lift of $\mathcal{Z}^s_{\mathbb{R}}(\tau, z, z) = \sum \tilde{c}(n, \ell) q^n y^\ell$, defined by

$$\Delta_{11}(\tau, \sigma, z) = qyp^2 \prod_{r, s \geq 0, t \in \mathbb{Z}, t < 0 \text{ if } r = s = 0} (1 - q^s y^t p^r)^{\tilde{c}(rs, t)}, \quad (5.10)$$

is a modular form of weight 11 for the paramodular group $\Gamma_2$, according to Example 3.4 of [75]. Moreover, $\Delta_{11}$ coincides (cf. also Example 3.4 of [75]) with the additive lift of the weight 11 index 2 Jacobi form $\phi_{11,2}(\tau, z) := -i\theta_1(\tau, 2z)\eta^{21}(\tau)$, which satisfies

$$\phi_{11,2}(\tau, z) = q \left( \prod_{k > 0} (1 - q^k) \right)^{\tilde{c}(0,0)} \left( (y - y^{-1}) \prod_{k > 0} (1 - q^k y^2)(1 - q^k y^{-2}) \right)^{\tilde{c}(0,2)}. \quad (5.11)$$

This may be compared to (5.8). Finally, we note that

$$\sum_{n \geq 0} \sum_{j \in \mathbb{Z}_{\geq 0}} \nu_n^j [j] y^j p^{2n-2} = \lim_{\tau \to \infty} \phi_{11,2}(\sigma, z),$$

in direct analogy with (5.7). In the above we write $\nu_n^j$ for the NS limit invariants, defined via

$$\sum_{j \in \frac{1}{2} \mathbb{Z}_{\geq 0}} \nu_n^j [j] y^j = \sum_{j_L, j_R \in \frac{1}{2} \mathbb{Z}_{\geq 0}} N_{j_n}^{j_L, j_R} [j_L] y^{[j_R]} y. \quad (5.13)$$

We list the first few nonzero NS limit invariants up to $n = 4$ in Table 1. We expect analogous relations to automorphic forms to persist for the twined refined K3 Gopakumar–Vafa invariants.

The conjectures in the present paper raise many questions. We will close the note with a short discussion of a few of them. First, it would be of great geometrical interest to verify (or disprove)
| $\nu^j_n$ | $j = 0$ | 1/2 | 1 | 3/2 | 2 |
|----------|--------|-----|---|-----|---|
| $n = 0$  | 1      |     |   |     |   |
| 1        | 22     | 1   |   |     |   |
| 2        | 275    | 23  | 1 |     |   |
| 3        | 2531   | 298 | 23| 1   |   |
| 4        | 18998  | 2829| 299| 23 | 1 |

Table 1: The first few nonzero invariants $\nu^j_n$ for $n \leq 4$.

Conjectures 2 and 3, for symmetries $g \in G_{II}$ that are inherited from symplectomorphisms of the underlying K3 surface. Note that some relevant calculations, in agreement with our conjectures, appear in [76]. Second, the above observation regarding the special feature that appears in the NS limit should be better understood. Third, a natural question is to which extent other K3 compactifications in string theory enjoy a similar relation to finite groups. (See for instance [77] for a preliminary exploration in the landscape of type II compactifications on K3-fibered threefolds, and their dual descriptions via K3 compactifications of heterotic strings.) Finally, from both the physical and number theoretic points of view, it would be interesting to develop the discussion above in the setting of automorphic forms for $U^2 \oplus A_2(-1)$, and study in more detail the interpolation between the distinguished forms $\Phi_{10}$ and $\Delta_{11}$ appearing above.
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A Theta Functions

We define the Jacobi theta functions by setting

\[
\begin{align*}
\theta_1(\tau, z) &:= -i \sum_{n \in \mathbb{Z}} (-1)^n y^{n+1/2} q^{(n+1/2)^2/2}, \\
\theta_2(\tau, z) &:= \sum_{n \in \mathbb{Z}} y^{n+1/2} q^{(n+1/2)^2/2}, \\
\theta_3(\tau, z) &:= \sum_{n \in \mathbb{Z}} y^n q^{n^2/2}, \\
\theta_4(\tau, z) &:= \sum_{n \in \mathbb{Z}} (-1)^n y^n q^{n^2/2}.
\end{align*}
\]

We have the product formulas

\[
\begin{align*}
\theta_1(\tau, z) &= -iq^{1/8} y^{1/2} (1 - y^{-1}) \prod_{n > 0} (1 - y^{-1} q^n) (1 - y q^n) (1 - q^n), \\
\theta_2(\tau, z) &= q^{1/8} y^{1/2} (1 + y^{-1}) \prod_{n > 0} (1 + y^{-1} q^n) (1 + y q^n) (1 - q^n), \\
\theta_3(\tau, z) &= \prod_{n > 0} (1 + y^{-1} q^{n-1/2}) (1 + y q^{n-1/2}) (1 - q^n), \\
\theta_4(\tau, z) &= \prod_{n > 0} (1 - y^{-1} q^{n-1/2}) (1 - y q^{n-1/2}) (1 - q^n),
\end{align*}
\]

by virtue of the Jacobi triple product identity.
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