Underestimation of the dust mass in protoplanetary disks: Effects of disk structure and dust properties
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1. Introduction

Dust and gas material in protoplanetary disks are the building blocks of planetary systems. Within the timescale for disk dispersal, typically a few million years (Williams & Cieza 2011), micron-sized dust grains coagulate and grow by more than ten orders of magnitude until the assembly of large entities, such as pebbles and planetesimals (Testi et al. 2014; Birnstiel et al. 2016; Drazkowska et al. 2022). The gas-phase component either dissipates through a combination of complex mechanisms or can be captured by the growing giant planets (Balog et al. 2008; Machida et al. 2010; Ercolano & Pascucci 2017; Picogna et al. 2019; Pascucci et al. 2022). The total amount of material available in the disk plays a crucial role in determining whether planets can eventually form and what their nature is (e.g., Mordasini et al. 2012). The determination of protoplanetary disk masses can be accomplished through gas line or (sub-)millimeter continuum observations, although limitations exist for both diagnoses (Bergin & Williams 2017; Miotello et al. 2022).

Determining the disk gas mass is a difficult task, mainly because the most dominant component, H₂, has no dipole moment, and it does not emit from the main disk mass reservoir. Carbon monoxide (CO) is an alternative tracer for gas masses. However, in addition to the requirement for a CO–H₂ abundance ratio appropriate for protoplanetary disk environments, mass determinations from CO (and its isotopologs) lines need to be corrected for the effects of CO freeze-out in the cold midplane, which may be more effective than previously thought (Powell et al. 2022), and CO photodissociation in the hot surface layers as well as the isotope-selective processes (Williams & Best 2014; Miotello et al. 2014, 2016). Hydrogen deuteride is believed to be a better probe, but to date, its J = 1–0 rotational transition line has been detected for only three disks with the Herschel/PACS spectrometer (Bergin et al. 2013; McClure et al. 2016).

Measuring dust continuum emission is less expensive than measuring gas line observations. With the advent of the Atacama Large Millimeter/submillimeter Array (ALMA), several nearby star formation regions have been surveyed, resulting in a large sample of disks (about 1000) with flux measurements at (sub-)millimeter wavelengths (e.g., Ansdell et al. 2016; Barenfeld et al. 2016; Pascucci et al. 2016; Cazzoletti et al. 2019; Grant et al. 2021). Under optically thin conditions, (sub-)millimeter...
flux densities $F_\nu$ can be converted into dust masses via the analytic equation

$$M_{\text{dust,ana}} = \frac{F_\nu D^2}{\kappa_\nu B(T_{\text{dust}})},$$

(1)

where $B(T_{\text{dust}})$ refers to the Planck function given at the observed frequency $\nu$ and dust temperature $T_{\text{dust}}$, and the distance to the object is denoted as $D$. At a reference frequency of $\nu = 230$ GHz (or wavelength $\lambda \sim 1.3$ mm), a value of 2.3 cm$^2$ g$^{-1}$ has frequently been adopted for the dust absorption opacity $\kappa_\nu$ (e.g., Beckwith et al. 1990; Andrews et al. 2013). For the dust temperature, 20 K is a common choice. However, Andrews et al. (2013) suggested a stellar-luminosity ($L_*$) dependent dust temperature $T_{\text{dust}} = 25 (L_*/L_\odot)^{0.25}$ K. The scaling of $T_{\text{dust}}$ with $L_*$ was further investigated for disks around low-mass stars and brown dwarfs (e.g., Daemgen et al. 2016; van der Plas et al. 2016; Hendler et al. 2017), and generally, the relation is found to be flatter than the prescription by Andrews et al. (2013).

A comparison between the statistic distribution of the analytic dust mass $M_{\text{dust,ana}}$ and the minimum-mass solar nebula shows that only a few disks have enough material to produce our Solar System or its counterparts in the exoplanet population (e.g., Najita & Kenyon 2014; Manara et al. 2018; Andrews 2020; Mulders et al. 2021). Explanations for this discrepancy are generally provided by three different scenarios. The first scenario is that planet formation might be more efficient than what has been postulated, namely that in the evolutionary stage of the protoplanetary disk, dust grains have already grown up to pebbles, planetesimals, or even planetary embryos that are insensitive to (sub-)millimeter observations (e.g., Tychoniec et al. 2020). Supporting evidence is the prevalence of disk substructures, such as rings and gaps (e.g., ALMA Partnership 2015; Long et al. 2018; Andrews et al. 2018a), even in protostellar disks with relatively young ages (Segura-Cox et al. 2020; Sheehan et al. 2020). These fine-scale features are likely created by (proto-)planets that are still embedded in their natal disk (Kley & Nelson 2012). In the second scenario, the disk acts as a conveyor belt that transports material from the environment to the central star (Manara et al. 2018). Thus, the disk is replenished with material from the surrounding remnant envelope, part of which can contribute to the formation of planets. The third proposal concerns the reliability of mass estimation from Eq. (1), which is based on an optically thin assumption. Detailed radiative transfer analyses of millimeter temperature and its dependence on the disk structure and dust properties. The setup of the fiducial model and the method we used to quantify the mass underestimation are described in Sect. 2. In Sect. 3, effects of various model parameters and assumptions on the results are investigated. As an application, we model the spectral energy distribution (SED) of the DoAr 33 disk in Sect. 4. The paper concludes with a summary in Sect. 5.

### 2. Fiducial disk model

In this section, we devise a fiducial radiative transfer model and introduce the method we used to quantify the degree of underestimation of the dust mass. Starting from the fiducial model, we can alter the assumption and thus investigate the effects of various parameters on the result. The well-tested code RADMC-3D$^1$ was invoked to conduct the radiative transfer simulation (Dullemond et al. 2012). Table 1 gives an overview of parameters together with the values we adopted to describe the fiducial model.

| Parameter | Value | Note |
|-----------|-------|------|
| $M_\ast$ ($M_\odot$) | 0.5 | Stellar mass |
| $T_{\text{eff}}$ (K) | 4000 | Effective temperature |
| $L_\ast$ ($L_\odot$) | 0.92 | Stellar luminosity |
| $R_{\text{in}}$ (AU) | 0.1 | Disk inner radius |
| $R_{\text{out}}$ (AU) | 100 | Disk outer radius |
| $\gamma$ | 1.0 | Surface density gradient |
| $\beta$ | 1.15 | Flaring index |
| $H_{100,\text{ana}}$ (AU) | 4.8 | Reference scale height |
| $M_{\text{dust}}$ ($M_\odot$) | $3 \times 10^{-4}$ | Disk mass |
| $\xi$ | 0.14 | Degree of dust settling |
| $i$ (deg) | 1 | Disk inclination |
| $a_{\text{min}}$ ($\mu$m) | 0.01 | Minimum grain size |
| $a_{\text{max}}$ (mm) | 1 | Maximum grain size |
| Scattering mode | DSHARP | Mie theory |
| Scattering model | Isotropic | RADMC-3D setup |

Whether and to which level these configurations affect the mass estimation is unclear. In addition to a direct impact of dust opacities (therefore dust emissivities at millimeter wavelengths) on the mass determination, the choice for the dust model will also influence the resulting dust temperature, which in turn affects the mass determination. This parameter coupling is not considered in Eq. (1). In this work, using self-consistent radiative transfer models, we performed a detailed parameter study with the goal of systematically evaluating the extent of dust mass underestimation and its dependence on the disk structure and dust properties. The setup of the fiducial model and the method we used to quantify the mass underestimation are described in Sect. 2. In Sect. 3, effects of various model parameters and assumptions on the results are investigated. As an application, we model the spectral energy distribution (SED) of the DoAr 33 disk in Sect. 4. The paper concludes with a summary in Sect. 5.

#### 2.1. Dust density distribution

We employed a flared disk surrounding a T Tauri star with stellar luminosity and temperature of $L_\ast = 0.92 L_\odot$ and $T_{\text{eff}} = 4000$ K. The disk was assumed to be passively heated by stellar irradiation. The dust density was assumed to follow a Gaussian vertical profile,

$$\rho(R,z,a) = \frac{\Sigma(R,a)}{\sqrt{2\pi} h(R,a)} \exp \left[ -\frac{1}{2} \frac{z^2}{h(R,a)^2} \right].$$

(2)

$^1$ [https://www.ita.uni-heidelberg.de/~dullemond/software/radmc-3d/](https://www.ita.uni-heidelberg.de/~dullemond/software/radmc-3d/)
where $R$ is the radial distance from the central star measured in the disk midplane. The surface density is described as a power law,

\[ \Sigma(R, a) = \Sigma_0(a) \left( \frac{R}{100 \text{ AU}} \right)^{-\gamma}, \]

(3)

with the proportionality factor $\Sigma_0(a)$ determined by normalizing the mass of dust grains in a certain grain size ($a$) bin. We set the disk inner radius $R_{in}$ to 0.1 AU to close to the dust sublimation radius. The outer disk radius $R_{out}$ was chosen to be 100 AU, meaning that we truncated the disk at $R_{out}$.

Theoretical studies showed that dust grains gradually decouple from the underlying gas distribution and tend to settle toward the midplane (Dullemond & Dominik 2004). This process has been confirmed by high-resolution observations, in which millimeter dust grains are found to be confined within scale heights of an order of a few AU (e.g., Gräfe et al. 2013; Pinte et al. 2016; Villenave et al. 2020), which is smaller than the typical gas pressure scale height (>10 AU, Law et al. 2021; Rich et al. 2021). To account for dust settling, we assumed that the dust scale height $h$ varies with $R$ and the grain size $a$

\[ h(R, a) = H_{100}(a) \left( \frac{R}{100 \text{ AU}} \right)^{\beta}, \]

(4)

where $\beta$ is the flaring index, and $H_{100}(a)$ stands for the scale height for a certain grain size at $R = 100$ AU. Using a power law, we parameterized the reference dust scale height as

\[ H_{100}(a) = H_{100,\text{min}} \left( \frac{a}{a_{\text{min}}} \right)^{-\xi}. \]

(5)

The parameter $H_{100,\text{min}}$ denotes the scale height of the smallest dust grains that are expected to be well coupled with the gas. The quantity $\xi$ is used to characterize the degree of dust settling. This simple prescription of dust settling has been used for multiwavelength modeling of protoplanetary disks (Pinte et al. 2008; Liu et al. 2017). We included 32 grain size bins that were logarithmically distributed from a fixed minimum grain size $a_{\text{min}} = 0.01 \mu$m to a maximum grain size $a_{\text{max}}$. The radiative transfer was performed using these 32 grain sizes as 32 different dust species, each of which has its own dust opacity (see Sect. 2.2). Moreover, they are assumed to be thermally decoupled in RADMC-3D. For the fiducial model, we adopted $a_{\text{min}} = 1$ mm. The scale height for each of the 32 grain sizes is described by Eqs. (4) and (5). Given $\xi = 0.14$ and $H_{100,\text{min}} = 10$ AU for the fiducial model, the scale height of the 1 mm dust grain equals 2 AU, which is consistent with observational constraints (Pinte et al. 2016; Villenave et al. 2020; Liu et al. 2022). When the dust and gas are perfectly mixed, $\xi = 0$, and $H_{100}(a) = H(a_{\text{min}})$ becomes independent of the grain size and is equal to the gas scale height, the disk is the well-mixed case.

The fraction of dust mass in each grain size bin is calculated via

\[ f(a_j) = \int_0^{a_j} \frac{a_0}{\mu m_a} \rho_{\text{grain}}(a) a^3 da, \]

(6)

where $a_0 = \exp[\ln(a_j) - \Delta/2]$, $a_1 = \exp[\ln(a_j) + \Delta/2]$, $a_{\text{lower}} = \exp[\ln(a_{\text{min}}) - \Delta/2]$, $a_{\text{upper}} = \exp[\ln(a_{\text{min}}) + \Delta/2]$, and $\Delta$ is the step width in the logarithmic scale used to sample the 32 grain sizes. The vertically integrated grain size distribution is assumed to be $n(a) \propto a^{-3.5}$, and $\rho_{\text{grain}}$ is the bulk density of the dust ensemble. This means that when the total dust mass ($M_{\text{dust}}$) in the entire disk is given, we know the dust mass for each grain size bin, and therefore can derive the proportionality factor $\Sigma_0(a)$ in Eq. (3).

Figure 1 shows the vertical density profile of the fiducial model at a radius of $R = 10$ AU for three representative grain sizes.

### 2.2. Dust properties

For the dust composition, we used the model by Birnstiel et al. (2018), which is composed of water ice, astronomical silicates, troilite, and refractory organic material, with volume fractions being 36%, 17%, 3%, and 44%, respectively. The bulk density of the dust mixture is $\rho_{\text{grain}} = 1.675 \text{ g cm}^{-3}$. This dust model was used to interpret the ALMA data from the Disk Substructures at High Angular Resolution Project (DSHARP, Andrews et al. 2018). We used the Mie theory to calculate the mass absorption and scattering coefficients for the sampled 32 grain sizes. The solid blue line in Fig. 2 shows the absorption coefficient at $\lambda = 1.3 \text{ mm}$ as a function of grain size. There are clear fluctuations for $a \sim 0.2$–0.7 mm due to the resonances when the size of the particle is comparable to $\lambda/2\pi$. The horizontal dashed line indicates the value of $2.3 \text{ cm}^2 \text{ g}^{-1}$.

Dust scattering is expected to significantly affect the emission level and millimeter spectral index of optically thick disks (Zhu et al. 2019; Liu 2019). Consequently, whether or not this mechanism is taken into account will influence the inferred dust temperature, optical depth, dust mass, and grain size; see Appendix C of Carrasco-González et al. (2019), for instance. We switched on isotropic scattering in both the thermal Monte Carlo simulation in which we computed the dust temperature and in the subsequent step to generate the SED. A more realistic treatment for dust scattering is considered and compared in Sect. 3.2.

Multiwavelength observations have shown that millimeter spectral slopes differ among disks even in the same star formation region (e.g., Ricci et al. 2010; Pinilla et al. 2017; Andrews 2020). The scatter of the observed millimeter spectral slopes can be attributed to different levels of dust processing or to different optical depths. Without a detailed analysis of multiwavelength data, the grain size distribution is not known, which could have a direct impact on the mass determination with Eq. (1). Moreover,
Fig. 2. Mass absorption coefficient $\kappa$, at $\lambda = 1.3$ mm as a function of grain size $a$. The blue line shows the result by using the DSHARP dust model, and the case for the DIANA dust model is indicated with the black line. The horizontal dashed line marks the value of $2.3 \text{ cm}^2 \text{ g}^{-1}$ that is commonly adopted to derive the analytic dust mass $M_{\text{dust,ana}}$ in the literature. Because $F_{\nu}$, $T_{\text{dust}}$, and $\kappa_{\nu}$ of the fiducial model are exactly known, we can use Eq. (1) to derive a corresponding analytic dust mass required to produce the same amount of continuum in the optically thin regime. This gives us $M_{\text{dust,ana}} = 2.2 \times 10^{-5} M_{\odot}$. The true dust mass imported into the fiducial model is $M_{\text{dust}} = 3 \times 10^{-4} M_{\odot}$. We define the degree of mass underestimation as

$$\Lambda_{1.3 \text{ mm}} = \frac{M_{\text{dust}}}{M_{\text{dust,ana}}} = 1.4,$$

where the subscript is used to state that the calculation is based on $1.3$ mm flux densities. Similar factors can be derived using

2.3. Properties of the fiducial model

The upper panel of Fig. 3 shows the dust density distribution of the fiducial model. The blue curve indicates the location of the $\tau_{1.3 \text{ mm}} = 1$ surface considering that the disk is viewed at $i = 41.8^\circ$. Within $R \lesssim 40$ AU, disk interior layers are optically thick. We ran the thermal Monte Carlo simulation using $3 \times 10^7$ photons in order to obtain a smooth temperature structure. The SED of the fiducial model was simulated and scaled to the distance of 140 pc, which is indicated as the blue line in the bottom panel of Fig. 3.

The midplane dust temperature ranges from $\sim 1300$ K to $\sim 10$ K, roughly following a power law $T_{\text{midplane}} \propto R^{0.5}$. To give a representative dust temperature characterizing millimeter continuum emission, we calculated the mass-averaged dust temperature via

$$T_{\text{dust}} = \frac{1}{M_{\text{dust}}} \sum_{i=1}^{N_{\text{dust}}} \sum_{j=1}^{N_{\text{size}}} m_{\text{dust}}(i, j) T_{\text{dust}}(i, j),$$

where $m_{\text{dust}}(i, j)$ and $T_{\text{dust}}(i, j)$ are the dust mass and temperature in each cell $(i)$ for each grain size $(j)$, respectively. Similarly, we derived the mass-averaged dust opacity from

$$\kappa_{\nu} = \frac{1}{M_{\text{dust}}} \sum_{i=1}^{N_{\text{dust}}} \sum_{j=1}^{N_{\text{size}}} m_{\text{dust}}(i, j) \kappa_{\nu}(i, j),$$

where $\kappa_{\nu}(i, j)$ are the dust opacity in each cell for each grain size. The fiducial model features a $T_{\text{dust}} = 16.3$ K (see Table 2) and $\kappa_{1.3 \text{ mm}} = 1.9 \text{ cm}^2 \text{ g}^{-1}$.

The simulated flux density at $\lambda = 1.3$ mm is $F_{\nu} = 80.7$ mJy. Because $F_{\nu}$, $T_{\text{dust}}$, and $\kappa_{\nu}$ of the fiducial model are exactly

![Fig. 3. Properties of the fiducial model with parameters given in Table 1. Upper panel: 2D dust density distribution. The blue and black lines draw the contour of $\tau_{1.3 \text{ mm}} = 1$ when the disk is viewed at $i = 41.8^\circ$, and the lines include the DSHARP and DIANA dust opacities, respectively. Bottom panel: model SEDs when the DSHARP (blue line) or DIANA (black line) opacities are adopted in the simulation. The dashed curve stands for the input photospheric spectrum with $T_{\text{eff}} = 4000$ K, assuming log $g = 3.5$ and solar metallicity (Kurucz 1994).](image-url)

![Fig. 2. Mass absorption coefficient $\kappa$, at $\lambda = 1.3$ mm as a function of grain size $a$. The blue line shows the result by using the DSHARP dust model, and the case for the DIANA dust model is indicated with the black line. The horizontal dashed line marks the value of $2.3 \text{ cm}^2 \text{ g}^{-1}$ that is commonly adopted to derive the analytic dust mass $M_{\text{dust,ana}}$ in the literature.](image-url)
data points at other wavelengths. The difference between $M_{\text{dust}}$ and $M_{\text{dust,ana}}$ basically reflects dust material hidden below the $\tau = 1$ surface (see Fig. 3) because uncertainties on the dust temperature and opacity are eliminated in our definition.

### 3. Effects of model parameters and assumptions on the results

#### 3.1. Effects of model parameters

With the method we used to quantify the underestimation factor outlined in Sect. 2.3, we then changed the values for each model parameter to investigate their effects on the results. Parameters considered in the exploration were $R_{\text{in}}, R_{\text{out}}, \gamma, M_{\text{dust}}, H_{100,\text{dust}}, \beta, H_{100}(1 \text{ mm dust}), \xi, \alpha_{\text{max}}$, and $i$. Calculation of the underestimation factor always uses the mass-averaged dust opacity and temperature of the corresponding model. Figure 4 shows the flux densities at $0.88 \text{ mm}$ and $1.3 \text{ mm}$, the mass-averaged temperature, and the underestimation factors.

Although the stellar properties were fixed, there clearly is a broad range for the mass-averaged temperature. Particularly the variation in $T_{\text{dust}}$ with $R_{\text{out}}$ can be up to a factor of 4, from $\sim 32 \text{ K}$ for compact disks with $R_{\text{out}} = 20 \text{ AU}$ to $\sim 8 \text{ K}$ for large disks with $R_{\text{out}} = 800 \text{ AU}$. Of the nine parameters, only $R_{\text{in}}, \alpha_{\text{max}}$, and $i$ have minor impacts on $T_{\text{dust}}$. A simple assumption of the temperature according to $T_{\text{dust}} = 25 (L_{*}/L_{\odot})^{0.25} = 24.5 \text{ K}$ will therefore lead to differences in the determination of $M_{\text{dust,ana}}$.

The underestimation factor $\Lambda$ ranges from a few to several hundreds. Higher dust masses and inclinations or smaller disk sizes result in the greatest underestimation in the dust mass because they together to achieve a higher optical depth along the line of sight. Other parameters that aggravate the underestimation include smaller $R_{\text{in}}, \gamma$, and lower $\beta$ and $\alpha_{\text{max}}$, which yields a higher $\kappa$. As the optical depth decreases with increasing wavelength, underestimations calculated based on $1.3 \text{ mm}$ fluxes are systematically lower than those derived using the $0.88 \text{ mm}$ fluxes. Long-wavelength observations are therefore required to better probe the dust mass in protoplanetary disks. The dashed red lines in Fig. 4 show the underestimation factors $\Lambda_{1.3 \text{ mm}}$ that were calculated by assuming a constant $\kappa_{1.3 \text{ mm}} = 2.3 \text{ cm}^{2} \text{ g}^{-1}$ and $T_{\text{dust}} = 25 (L_{*}/L_{\odot})^{0.25} = 24.5 \text{ K}$ (hotter than most of the models). They are generally higher than those obtained by using the mass-averaged dust opacity and temperature of the models. This directly demonstrates the importance of taking disk structure and dust properties into account in the task of mass estimation.

Figures A.1 and A.2 show the variation in $\Lambda$ with different model parameters when the disk is viewed at two extreme inclinations, that is, $i = 0^\circ$ (face on) and $i = 90^\circ$ (edge-on). The behavior of face-on disks is quite similar to that of the fiducial inclined disks. For edge-on disks, the underestimation factor becomes more sensitive to most of the explored parameters. This tendency can be clearly identified from the $\Lambda_{\text{Rout}}, \Lambda_{\text{Mdust}}, \Lambda_{\text{H100}}, \alpha_{\text{max}}$ profiles. As a consequence, the mass determination for edge-on disks is more difficult than for disks with low inclinations because the accuracy of the result highly depends on how well many other parameters are constrained.

#### 3.2. Effects of the dust-scattering mode

When dust grains grow up to millimeter sizes, the scattering coefficients at millimeter wavelengths become significantly larger than the absorption coefficients, resulting in a very high albedo. For instance, the albedo of the fiducial dust model is 0.9 at 1.3 mm. In this case, scattering of thermal reemission radiation on the SED should be taken into account. Theoretical studies have found that dust scattering can considerably reduce the emission from optically thick regions, with the reduction level depending on the inclination (e.g., Zhu et al. 2019; Sierra & Lizano 2020). Thus, an optically thick disk with scattering can be misidentified as an optically thin disk when scattering is ignored.

We compared the models when different modes of dust scattering were turned on. The results are summarized in Table 2. The difference in dust temperature between isotropic and anisotropic scattering models is merely $\sim 0.5 \text{ K}$, regardless of the total dust mass (hence, intrinsic optical thickness). Anisotropic scattering always yields stronger emission. However, the flux discrepancy between the two modes does not exceed $16\%$, with larger differences generally found for more massive or more inclined disks. Therefore, when dust scattering is included, it does not significantly affect the underestimation factor.

#### 3.3. Effects of the dust-settling approach

We also considered different approaches for dust settling. Dust settling basically determines the millimeter dust scale height. In the fiducial model, we used only three free parameters ($H_{100,\text{dust}}, \xi$, and $\beta$) to parameterize the scale height; see Eqs. (4) and (5). The scale height of $1 \text{ mm}$ dust grain is indicated as the blue line in Fig. 5. Theoretically, the vertical distribution of dust grains is a consequence of equilibrium between dust settling and vertical stirring induced by turbulent motions. Therefore, the scale heights of dust grains with different sizes are related to the turbulence strength $\alpha_{\text{turb}}$:

$$h(R, a) = H_{\text{gas}} \left(1 + \frac{\text{St}}{\alpha_{\text{turb}}} \frac{1 + 2 \text{St}}{1 + \text{St}}\right)^{-1/2},$$

where $\text{St} = \frac{g \rho_{\text{gas}} a}{2 \sigma_{\text{turb}}}$ is the Stokes number (e.g., Dubrulle et al. 1995; Schräpler & Henning 2004; Woitke et al. 2016; Birnstiel et al. 2016). Because the smallest dust grain (0.01 mm in our case) is expected to be well mixed with the gas, we assumed that the gas pressure scale height $H_{\text{gas}}$ follows:

$$H_{\text{gas}} = H_{100,\text{dust}} \left(\frac{R}{100 \text{ AU}}\right)^{0.5}.$$
Fig. 4. Effects of model parameters on the results. Top row: flux densities at 0.88 and 1.3 mm ($F_{0.88\,\text{mm}}$ and $F_{1.3\,\text{mm}}$, on the left Y-axis) and mass-averaged dust temperature ($T_{\text{dust}}$, on the right Y-axis) as a function of different model parameters. Bottom row: underestimation factor ($\Lambda_{0.88\,\text{mm}}$ and $\Lambda_{1.3\,\text{mm}}$) as a function of different model parameters. When one particular parameter was explored, all the remaining parameters were fixed to their fiducial values listed in Table 1. The red dashed lines show the underestimation factors $\Lambda_{1.3\,\text{mm}}$ that were calculated by assuming a constant $T_{\text{dust}} = 25$ $L_\star / L_\odot^{0.25} = 24.5$ K and $\kappa_{1.3\,\text{mm}} = 2.3$ cm$^2$ g$^{-1}$.

and now $T_{\text{dust}}$ and $F_{1.3\,\text{mm}}$ are comparable with those of the fiducial model.

In Table 3, we also provide the results when dust grains and gas are well coupled, which can be considered as a limiting case of the fiducial settled disk. When the settling degree $\xi$ (see Eq. (5)) tends towards zero, the settled disk model turns into the well-mixed case and becomes the brightest at millimeter wavelengths among the models under comparison. It is naturally understood that when well-mixed radiative transfer models are used to fit observed SEDs, the lowest number of dust grains is required. Hence, dust mass determinations from radiative transfer analysis based on the well-mixed assumption are probably still lower limits.

3.4. Effects of dust properties

To investigate how the dust properties affect the results, we used the standard dust properties introduced by the DIANA project
The black and red lines stand for models when dust settling is parameterized according to Eq. (10) under different turbulence strengths $\alpha_{\text{turb}}$. 

### 3.5. Effects of disk substructures

In the above modeling procedure, dust surface densities were assumed to follow a smooth power law, without sharp density fluctuations; see Eq. (3). However, high-resolution multiwavelength observations have revealed that many protoplanetary disks possess rings and crescents (e.g., van Boekel et al. 2017; Avenhaus et al. 2018; Fedele et al. 2018; Long et al. 2018; Andrews et al. 2018a; Cieza et al. 2021), which are thought to be a favorable place for planet formation (Andrews 2020). In some cases, these substructures, even located at large radial distances from the host central star, appear to be very bright in the millimeter continuum, indicating that a large number of dust grains are concentrated (e.g., ALMA Partnership 2015; Pérez et al. 2018; Dong et al. 2018; Cazzoletti et al. 2018).

The overdensities in disk substructures will increase the optical depth locally, which can in principle affect the mass determination. Detailed radiative transfer analysis confirms that some substructures are optically thick at ALMA wavelengths (e.g., Pinte et al. 2016; Liu et al. 2017, 2022; Ohashi & Kataoka 2019; Sierra et al. 2021). In order to investigate how the redistribution of dust grains in disks with substructures affects the mass determination, we considered four scenarios: one ring, two rings, three rings, and three rings plus a crescent. The surface densities of the substructures are defined as

$$\Sigma_{\text{ring}} = \Sigma_0 \exp\left(-\frac{R - R_{\text{ring}}}{2\sigma_{\text{ring}}^2}\right),$$

where $R_{\text{ring}}$ or $R_{\text{cres}}$ refers to the radial location of the feature, and $\sigma_{\text{ring}}$ or $\sigma_{\text{cres}}$ stands for the radial width. For the crescent, $\theta_{\text{cres}}$ and $\theta_{\text{cresmax}}$ were used to control the location and width in the azimuthal direction. The proportionality constant was set to be three times larger than that for the rings, under which the crescent can feature a high millimeter flux contrast to its neighboring ring. Table 4 lists the adopted parameter values. These values were chosen to be representative among the results that were derived by analyzing the brightness profiles of rings or crescents revealed by ALMA (e.g., Long et al. 2018; Huang et al. 2018; Pérez et al. 2018). When all the features are included, integrating Eqs. (12) and (13) results in mass fractions of 8%, 28%, 50%,

### Table 3. Comparison of models using different prescriptions for dust settling.

| Settling approach | $\xi$ or $\alpha_{\text{turb}}$ | $F_{1.3 \, \text{mm}}$ (Jy) | $T_{\text{dust}}$ (K) | $\Lambda_{1.3 \, \text{mm}}$ |
|------------------|------------------|------------------|------------------|------------------|
| Fiducial model   | $\xi = 0.14$     | 80.7             | 16.3             | 1.38             |
| Well-mixed model | $\xi = 0$        | 124.4            | 22.2             | 1.34             |
| Settling by Eq. (10) | $\alpha_{\text{turb}} = 3 \times 10^{-4}$ | 108.5            | 20.6             | 1.40             |
|                  | $\alpha_{\text{turb}} = 3 \times 10^{-3}$ | 86.6             | 18.1             | 1.47             |

Notes. The other parameters of these models were fixed to the fiducial values.

The black line in Fig. 2 shows $k_{1.3 \, \text{mm}}$ as a function of grain size. The DIANA dust absorption coefficients are systematically larger than the DSHARP values. The choice for the material termed “organic” in the DSHARP model has a significant impact on the absorption coefficient; see Appendix B in Birnstiel et al. (2018). When we used the amorphous carbon (BE-sample; Zubko et al. 1996) instead, the absorption coefficients increased by a factor of ∼5. The SEDs using different dust opacities are compared in the lower panel of Fig. 3, with $F_{1.3 \, \text{mm}} = 165.2 \, \text{mJy}$ and $80.7 \, \text{mJy}$ for the DIANA and DSHARP dust being imported, respectively. Models using the DIANA opacity are generally hotter, but the differences in the mass-averaged temperature are within ∼2 K, even for very massive disks; see Fig. 6. Because the disk is more optically thick when the DIANA dust model is adopted, the underestimation factors are correspondingly systematically higher, as shown in Fig. 6.

### Fig. 5. Scale height of 1 mm dust as a function of $R$. The blue line shows the fiducial model with the dust settling prescribed by Eq. (5). The black and red lines stand for models when dust settling is parameterized according to Eq. (10) under different turbulence strengths $\alpha_{\text{turb}}$. 

### Fig. 6. Comparison of $\Lambda_{1.3 \, \text{mm}}$ (squares) and $T_{\text{dust}}$ (filled circles) between models that use the DSHARP (blue symbols) and DIANA (black symbols) dust opacities in the simulation, respectively. Details can be found in Sect. 3.4.
and 14% for the first, second, and third ring and for the crescent, respectively.

We therefore gradually increased \( M_{\text{dust}} \) to let the substructures become optically thick. Dust opacities and settling approach were kept to the fiducial assumptions. The results for each scenario are presented in Fig. 7. We found that the tendencies of \( F_{1.3 \text{mm}}, T_{\text{dust}} \), and the overall level of \( A_{1.3 \text{mm}} \) are generally similar to those for smooth disks. The maximum underestimation is achieved when the innermost ring alone is introduced. In this case, dust grains are confined within the smallest disk radius. When the outer substructures are added, the underestimation becomes less severe. This effect is mainly driven by the actual \( R_{\text{out}} \). In other words, \( R_{\text{out}} \) has a stronger influence on the mass underestimation than the presence or absence of substructures. In order to validate the hypothesis, we ran additional simulations for smooth disks. The surface densities for \( R \leq R_{\text{f}} \) were all fixed to the surface density at \( R = R_{\text{f}} \), where \( R_{\text{f}} \) is the location of the outermost substructure (e.g., \( R_{\text{f}} = 65 \text{AU} \) for the case of three rings; see Table 4), and for \( R > R_{\text{f}} \), we set the surface densities according to Eq. (12). In the case of three rings plus a crescent, we set the surface densities for \( R > R_{\text{f}} \) according to an azimuthally averaged profile described by a combination of Eqs. (12) and (13). In this case, the dust surface density does not vary within \( R_{\text{f}} \) (i.e., no rings, gaps, or crescent), and follows the same profile as for the disk with substructures in the outermost region, which would lead to an equivalent \( R_{\text{out}} \). The filled green circles shown in the right column of Fig. 7 refer to the underestimation factors, which are similar to those of the disks with substructures.

### Table 4. Ring and crescent parameters.

| Parameter | 1st ring | 2nd ring | 3rd ring | Crescent |
|-----------|----------|----------|----------|-----------|
| \( R_{\text{ring}} \) or \( R_{\text{res}} \) (AU) | 10 | 35 | 65 | 70 |
| \( \sigma_{\text{ring}} \) or \( \sigma_{\text{res}} \) (AU) | 5 | 5 | 5 | 5 |
| \( \theta_{\text{res}} \) (°) | – | – | – | 45 |
| \( \sigma_{\text{res}} \) (°) | – | – | – | 20 |

4. Application to the DoAr 33 disk

We have shown that due to the optical depth effect, calculating disk dust masses using the analytic approach can lead to substantial underestimation, even when the dust temperature \( T_{\text{dust}} \) and opacity \( \kappa \) are known. The dust outer radius \( R_{\text{out}} \), inclination \( i \), and true dust mass \( M_{\text{dust}} \) are most important to create these optically thick regions. Fortunately, \( R_{\text{out}} \) and \( i \) can be derived from high-resolution (sub-)millimeter images that are available for a large number of disks through ALMA today. In this section, we conduct a detailed radiative transfer modeling of the SED for DoAr 33 in order to constrain the total dust mass in the disk. We then compare the result with the analytic dust mass.

4.1. DoAr 33 and its SED

DoAr 33 is a T Tauri star located in the Ophiuchus star formation region at a distance of 140 pc (Gaia Collaboration 2018). The spectral type K5.5 derived by Wilking et al. (2005) translates into an effective temperature of 4160 K using the SpT – \( T_{\text{eff}} \) conversion reported by Herczeg & Hillenbrand (2014). To compile the SED, we collected data points at various wavelengths from the literature. Through the Chinese Telescope Access Program, we also conducted new CSO/SHARC II observations at 350 μm; see Appendix B for details about the observations and data reduction. Herschel photometry for DoAr 33 in the literature shows a surprisingly steep decline toward submillimeter wavelengths (Rebollido et al. 2015). Therefore, we re-reduced the Herschel/PACS and SPIRE data and performed the photometry based on a point-spread function fitting; see Appendix C. These efforts allowed us to build the SED with an excellent wavelength coverage. The measurements from optical to millimeter domains are summarized in Table 5, and they are shown with red dots in panel (a) of Fig. 8. Fitting the optical photometry with the Kurucz atmosphere models yields a stellar luminosity of \( L_\star = 0.97 L_\odot \).

4.2. Large grid of radiative transfer model SEDs

As one of the 20 disks selected in the DSHARP project, DoAr 33 was observed by ALMA with an angular resolution of ~35 mas (Andrews et al. 2018a). The disk is inclined by \( i = 41.8^\circ \) and appears to be smooth in the 1.3 mm continuum image. Huang et al. (2018) defined the outer boundary of the millimeter disk to be the radius at which the enclosed flux is equal to 95% of the total flux. This is 27 AU, which means that DoAr 33 is the smallest of the 18 single-star disk systems targeted by DSHARP. We checked the \(^{12}\text{CO} J = 2–1 \) line data and found that the emission of \(^{12}\text{CO} \) is more extended, with a 95% enclosing flux radius of 70 AU. A more compact millimeter dust disk than the CO disk has also been found for other targets (e.g., Ansdell et al. 2018; Long et al. 2022), and it can naturally be explained by radial drift of dust particles (Trapman et al. 2019; Toci et al. 2021).

We built a large grid of radiative transfer models for DoAr 33. The model configuration is a slight variant of the fiducial setup. Dust grains with sizes ranging from \( a_{\text{min}} = 0.01 \mu m \) to 10 \( \mu m \) are assumed to be distributed from 0.1 AU to 70 AU. Larger dust grains (i.e., \( a > 10 \mu m \)) have already drifted to the location where the DSHARP continuum data probes, and therefore, we truncated them at \( R = 27 \text{AU} \). For the most interesting parameter \( M_{\text{dust}} \), we sampled 13 grid points that are logarithmically distributed from \( 3 \times 10^{-6} \) to \( 3 \times 10^{-3} M_\odot \). For \( a_{\text{max}} \), we took 7 logarithmically spaced points from 0.1 mm to 100 mm. There are 8 points for \( H_{100 \mu m} \) linearly spaced between 4 and 18 AU, and 9 linear points for \( \beta \) from 1.05 to 1.25. For the power-law index \( (\gamma) \) of the surface density, we chose a value of 0.5, which is close to the slope of the power law that was used to fit the azimuthally averaged surface brightness of the DSHARP image. Parameters not mentioned here were fixed to the fiducial values; see Table 1. In total, there are 6552 models in the grid, and we separately ran the simulation with the DSHARP and DIANA dust opacities.

4.3. Result and discussion

The best-fit model SEDs, identified as those with the lowest reduced \( \chi^2 \), are shown in panel a of Fig. 8. Following the procedure described in Pinte et al. (2008), a Bayesian analysis was conducted by using the 6552 SED models and assuming flat priors because there is no preliminary information about the parameters. The resulting marginalized probability distributions are presented in panels b–e of Fig. 8. The triangles indicate the parameter values of the best-fit radiative transfer model, all of which are less than one bin away from the most probable values. The relatively wide distribution of the probabilities, especially for \( a_{\text{max}} \), implies that there are degeneracies between
model parameters in fitting the SED. The most probable dust masses are $M_{\text{dust}}^{\text{RT}} = 3 \times 10^{-4} M_{\odot}$, $9.5 \times 10^{-5}$, $1.7 \times 10^{-4}$ and $9.5 \times 10^{-5} M_{\odot}$ (5.3 $\times 10^{-5}$, $5.3 \times 10^{-5}$) when the DSHARP and DIANA dust opacities are used, respectively, where the numbers given in parenthesis correspond to the 68% confidence interval. To calculate the analytic dust mass $M_{\text{dust,ana}}$, we adopted $\kappa_{1.3 \text{mm}} = 2.3 \text{ cm}^2 \text{ g}^{-1}$ and $T_{\text{dust}} = 25 (L_*/L_\odot)^{0.25} = 24.8$ K for consistency with literature studies. We took the integrated flux of 35 mJy from the DSHARP project (see Table 5), and derived $M_{\text{dust,ana}} = 4.1 \times 10^{-5} M_{\odot}$, which is indicated with the vertical dotted line in panel (b) of Fig. 8. The dust masses from radiative transfer modeling are 7.3 and 2.3 times higher than the analytic dust mass when the DSHARP and DIANA dust opacities were adopted in the simulation, respectively.

We take the most probable model that includes the DSHARP opacity as an illustration. Regions below the $\tau_{1.3 \text{mm}} = 1$ surface occupy ~70% of the total mass, which partly explains the large difference between $M_{\text{dust,ana}}$ and $M_{\text{dust,RT}}$. The mass-averaged dust temperature is $T_{\text{dust}} = 19.6$ K, which is cooler than the analytic dust temperature 24.8 K. This also contributes to the mass difference. To reproduce the shallow millimeter spectral slope $\alpha_{\text{mm}} = 2.1$, the most probable maximum grain size is $a_{\text{max}} = 32 \text{ mm}$, yielding an absorption coefficient of $\kappa_{1.3 \text{mm}} = 0.7 \text{ cm}^2 \text{ g}^{-1}$. The discrepancy in $\kappa_{1.3 \text{mm}}$ accounts for a difference of a factor of $2.3/0.7 = 3.3$ in the dust mass. The millimeter spectral slope of DoAr 33 is typically found in other disks around both brown dwarfs (BDs) and T Tauri/Herbig stars (e.g., Ricci et al. 2010, 2014; Pinilla et al. 2017), implying that dust
would be encountered, Fig. 9 shows a rough assessment of how frequently a large underestimation with the usual analytic method. Similar underestimation factors from the analysis of millimeter observations, Macías et al. (2021) do not necessarily imply that DoAr 33 may not be a peculiarity of that source. With a thorough analysis, such as the self-consistent radiative transfer modeling implemented in this study, is necessary to recover the grain size distribution, which is very important to characterize dust emissivities, and thus obtain a reliable determination of dust masses. This information is basically missing in the traditionally analytic approach.

The large underestimation of the dust mass obtained for DoAr 33 may not be a peculiarity of that source. With a thorough analysis of millimeter observations, Macías et al. (2021) recovered 4.5–5.9 times more mass for the TW Hydrae disk than with the usual analytic method. Similar underestimation factors have also been found for some disks in the Taurus star formation region (Ballering & Eisner 2019; Ribas et al. 2020). To give a rough assessment of how frequently a large underestimation would be encountered, Fig. 9 shows $A_{\lambda\text{mm}}$ and $T_{\text{dust}}$ as a function of $F_{\lambda\text{mm}}$ and $R_{\text{dust}}$. When we created the plot, we included models in which only $M_{\text{dust}}$ and $R_{\text{dust}}$ were varied, because as discussed in Sect. 3.1, they have the most significant impact on the underestimation factor. Other parameters including the disk inclination were fixed to their fiducial values given in Table 1. Disks from the DSHARP program and from the ALMA survey conducted by Long et al. (2019) are overlaid. We excluded disks in multiple systems and disks around Herbig stars. For simplicity, we directly took the 95% enclosing flux radius from the literature to be $R_{\text{out}}$. A majority of disks are located in parameter spaces that yield a relatively large underestimation (e.g., $A_{\lambda\text{mm}} \geq 3$). Only a few outliers are even brighter than $10^{-5}$ Jy. The triangles indicate the parameter values of the best-fit radiative transfer model. The vertical dotted line in panel b marks the analytic dust mass $M_{\text{dust,ana}}$ that was derived by using the flux density measured at 1.3 mm, $T_{\text{dust}} = 24.8$ K, and $A_{\lambda\text{mm}} = 2.3$ m$^{-2}$ g$^{-1}$; see Sect. 4.3.

![Fig. 8. Fitting results of the DoAr 33 disk. Panel a: SEDs of DoAr 33. The best-fit radiative transfer models using the DSHARP and DIANA opacities are shown with solid blue and black lines, respectively. The dashed line refers to the input photospheric spectrum, and observational data points are overlaid with red dots. Panels b–e: Bayesian probability distributions for $\log_{10}(M_{\text{dust}}/M_{\odot})$, $\log_{10}(R_{\text{dust mm}})$, $H_{\text{dust, min}}$, and $\beta$. The triangles indicate the parameter values of the best-fit radiative transfer model. The vertical dotted line in panel b marks the analytic dust mass $M_{\text{dust,ana}}$ that was derived by using the flux density measured at 1.3 mm, $T_{\text{dust}} = 24.8$ K, and $A_{\lambda\text{mm}} = 2.3$ m$^{-2}$ g$^{-1}$; see Sect. 4.3.](image-url)

Table 5. Photometry of DoAr 33.

| $\lambda$ (\text{\mu m}) | $F_{\nu}$ (mJy) | Instrument/filter | Reference |
|--------------------------|-----------------|------------------|-----------|
| 0.505                    | 4.5 ± 0.039     | Gaia/bp          | 1         |
| 0.623                    | 16.1 ± 0.039    | Gaia/g           | 1         |
| 0.773                    | 38.8 ± 0.239    | Gaia/rp          | 1         |
| 0.892                    | 5.6 ± 1.548     | R                | 2         |
| 0.992                    | 15.7 ± 3.765    | I                | 2         |
| 1.235                    | 175 ± 3.88      | 2MASS/J          | 3         |
| 1.662                    | 332 ± 11        | 2MASS/H          | 3         |
| 2.159                    | 348 ± 5.5       | 2MASS/K          | 3         |
| 3.55                     | 212 ± 15.3      | Spitzer/IRAC 1   | 3         |
| 4.493                    | 169 ± 12.3      | Spitzer/IRAC 2   | 3         |
| 5.731                    | 193 ± 11.9      | Spitzer/IRAC 3   | 3         |
| 7.872                    | 222 ± 11.7      | Spitzer/IRAC 4   | 3         |
| 12                       | 200.4 ± 3.8     | WISE 3           | 4         |
| 22                       | 225 ± 9.5       | WISE 4           | 4         |
| 23.68                    | 211 ± 19.5      | Spitzer/MIPS 1   | 3         |
| 70                       | 469 ± 33        | Herschel/PACS    | This work |
| 100                      | 537 ± 38        | Herschel/PACS    | This work |
| 160                      | 539 ± 38        | Herschel/PACS    | This work |
| 250                      | 416 ± 23        | Herschel/SPHERE  | This work |
| 350                      | 260 ± 14        | Herschel/SPHERE  | This work |
| 350                      | 212 ± 21.2      | CSO/SHARC II     | This work |
| 850                      | 79 ± 7          | JCMT             | 5         |
| 880                      | 80 ± 2          | SMA              | 6         |
| 870                      | 76.4 ± 1.4      | ALMA             | 7         |
| 1254                     | 35 ± 0.017      | ALMA             | 8         |
| 1300                     | 33.6 ± 0.47     | ALMA             | 3         |
| 3300                     | 3.7 ± 0.3       | ATCA             | 9         |

References. (1) Gaia Collaboration (2018); (2) Wilking et al. (2005); (3) Cieza et al. (2019); (4) Cutri & et al. (2013); (5) Andrews & Williams (2007); (6) Andrews et al. (2010); (7) Cox et al. (2017); (8) Andrews et al. (2018a); (9) Ricci et al. (2010).
Fig. 9. Distribution of the underestimation factor and dust temperature in the parameter space of \( \{F_{1.3\text{mm}} , R_{\text{out}}\} \). Upper panel: \( \Lambda_{1.3\text{mm}} \) as a function of \( F_{1.3\text{mm}} \) and \( R_{\text{out}} \). Black dots stand for the DSHARP disks. The black star represents the DoAr 33 disk. Smooth disks and disks with substructures observed in Long et al. (2019) are indicated with gray dots and gray rings, respectively. All the flux densities are scaled to the distance of 140 pc. Bottom panel: \( T_{\text{dust}} \) as a function of \( F_{1.3\text{mm}} \) and \( R_{\text{out}} \). The dashed line draws the contour level of 24.8 K, which is the analytic temperature simply given by 25 \( (L/ L_\odot)^{0.25} \) K.

Fluxes strongly correlate to the stellar masses \( F_{\text{mm}} \propto M_\star^{-1.7} \) (e.g., Andrews et al. 2013; Pascucci et al. 2016; Andrews 2020). A correlation between the dust mass and stellar mass will naturally be identified when \( F_{\text{mm}}(s) \) is converted into dust masses with Eq. (1) and a constant absorption coefficient \( \kappa_{\text{mm}} \) and dust temperature \( T_{\text{dust}} \) are used. If the measured fluxes fully reflect the total amount of dust material (i.e., not considering the effects of \( \kappa_{\text{mm}} \) and \( T_{\text{dust}} \)), T Tauri/Herbig disks are expected to be more massive than BD disks because of the \( F_{\text{mm}} - M_\star \) relation. This means that the optical depth of T Tauri/Herbig disks is systematically higher than for BD disks if all disks have similar sizes. In this circumstance, corrections for true dust masses are larger in disks around higher-mass stars, which in principle will steepen the \( M_{\text{dust}} - M_\star \) relation. However, the size of the millimeter disk \( R_{\text{disk, mm}} \) has been found to scale with the stellar mass \( R_{\text{disk, mm}} \propto M_\star^{0.6} \), although this relation is less pronounced (Andrews et al. 2018b; Andrews 2020), and more spatially resolved observations are required to determine whether it extends down to the BD regime for further confirmation (e.g., Ricci et al. 2013, 2014; Testi et al. 2016). As shown in Sect. 3.1, the disk size significantly affects the mass derivation; smaller disks are more severely underestimated. In this regard, correction factors for the analytic dust masses of BD disks are higher than those for their higher-mass counterparts, which conversely will cause the \( M_{\text{dust}} - M_\star \) relation to become more shallow. Moreover, there is a large scatter on the millimeter spectral slope \( \alpha_{\text{mm}} \) for each individual stellar mass bin (see, e.g., Fig. 2 in Pinilla et al. 2017 and Fig. 9 in Andrews 2020), which indicates inhomogeneities of the dust properties and/or a dispersion in optical depths. Because of the complexity and parameter coupling, a dedicated investigation of the relation between \( M_{\text{dust}} \) and \( M_\star \) and its evolution with time (Pascucci et al. 2016; Rilinger & Espaillat 2021) requires a homogeneous radiative transfer analysis.

Spatially resolved observations at various wavelengths provide the radial and vertical brightness distributions, which are directly linked to the product of the dust emissivity and density distribution at different locations in the disk. Spatially resolved data, when available, should therefore be taken into account (e.g., Gräfe et al. 2013; Menu et al. 2014; Pinte et al. 2016; Liu et al. 2017). If the disk is completely optically thick at all the observed millimeter wavelengths, it would still not be sufficient to have multiwavelength observations to provide a good measurement of the dust mass. Observations at longer wavelengths (even with the Very Large Array) are also necessary in this situation (e.g., Macias et al. 2018, 2021; Carrasco-González et al. 2019; Guidi et al. 2022).

5. Summary

The dust mass in protoplanetary disks is an important parameter characterizing the potential for planet formation. Literature studies usually derive dust masses using an analytic approach based on the optically thin assumption. Statistic analysis of dust masses obtained in this way reveals that only a few disks are able to form our Solar System or its analogs. However, protoplanetary disks, particularly in the inner regions, are probably optically thick, which might lead to a substantial underestimation on the true dust mass.

Using self-consistent radiative transfer models, we conducted a detailed parameter study to investigate to which degree dust masses can be underestimated, and how the underestimation is influenced by disk and dust properties. Our results show that mass underestimations can be a few times up to several hundreds, depending on the optical depth along the line of sight. The most significant impacts on the underestimation are produced by the outer radius of the disk, by its inclination, and by the true dust mass. We also compared models with different dust-settling approaches that control the millimeter dust scale height. The results show that the underestimation is not significantly affected, but the well-mixed model produces the strongest millimeter emission, and consequently, it needs the lowest \( M_{\text{dust}} \) to fit the data. Different dust-scattering modes were also tested, but the differences in the millimeter flux, dust temperature, and therefore the underestimation are generally small. Because of the prevalence of disk substructures revealed by ALMA, we also included these small-scale features in the models. The results show that their impacts on the mass underestimation is weaker than that induced by the outer radius and true dust mass of the disk.

As an application, we also conducted a detailed SED modeling for DoAr 33, which is one of the 20 disks observed by the DSHARP project. In the modeling procedure, we fixed the outer radius and inclination of the disk to the constraints set by the ALMA observations. The most probable dust masses are 7.3 and 2.3 times higher than the analytic dust mass when the DSHARP and DIANA dust opacities are adopted in the radiative transfer simulation, respectively.

A homogeneous radiative transfer modeling is a more appropriate way to determine the disk dust mass and investigate its
Appendix A: Underestimation factors for face-on and edge-on disks

In this section, we explore how the underestimation factor changes with different model parameters for face-on ($i = 0^\circ$) and edge-on ($i = 90^\circ$) disks. The results are shown in Fig. A.1 and A.2.

The degree of underestimation, and its variation with different mode parameters, is broadly comparable between the face-on and fiducial inclined ($i = 41.8^\circ$) disks. However, the dependences of $\Lambda$ on most of the explored parameters are found to be tighter for edge-on disks. For instance, when the disk is viewed face on, $\Lambda$ decreases with increasing outer disk radius $R_{\text{out}}$, and it becomes insensitive to $R_{\text{out}}$ when $R_{\text{out}} \geq 100$ AU. However, for edge-on disks, a strong correlation between $\Lambda$ and $R_{\text{out}}$ exists for a wide range of $R_{\text{out}}$, that is, $10 \leq R_{\text{out}} \leq 100$ AU. Moreover, different dust scale heights ($H_{100,a_{\text{min}}}$ or $H_{100}(1\,\text{mm dust})$) generally result in a similar underestimation for disks with low inclinations. Edge-on disks show clear dependences between $\Lambda$ and both parameters, however.
Fig. A.1. Same as in Fig. 4, but the disk inclination is fixed to $i = 0^\circ$ for all models.
Fig. A.2. Same as in Fig. 4, but the disk inclination is fixed to $i = 90^\circ$ for all models.
Appendix B: CSO/SHARC II observations

Through the Chinese Telescope Plan, DoAr 33 was observed with the SHARC II bolometer array (Dowell et al. 2003) on the 10.4 m Caltech Submillimeter Observatory (CSO) on Mauna Kea. SHARC II contains a $12 \times 32$ array of pop-up bolometers with a > 90% filling factor over the field. The field of view of the SHARC II maps was $\sim 2' \times 0.6'$, and the beam size at 350 $\mu$m is about 8.5$''$.

The data at 350 $\mu$m were acquired on June 5, 2015. The conditions during the observations were excellent with $\tau_{225\text{ GHz}} = 0.03$. The observing sequence consists of a series of target scans bracketed by scans of Pollas and cal$_{1,1629\text{m2422}}$, serving as both absolute flux calibration and pointing calibration measurements. We used the sweep mode for the observations, in which the telescope moves in a Lissajous pattern that keeps the central regions of the maps fully sampled. The typical individual target scan time was 300 s, and 120 s was sufficient for the calibrators. We obtained a total of 15 scans on the science target. The data analysis consists of reduction of raw data with the CRUSH pipeline (Kovács 2008), flux calibration, and aperture photometry. Figure B.1 shows the reduced image. The flux density of DoAr 33 is measured to be 0.212 Jy. The total uncertainty on the flux ranges from $\sim 10$–20% mainly due to the uncertainties in the calibrator’s flux.

![CSO/SHARC II image of DoAr 33.](image_url)

Appendix C: Revisiting the Herschel data

DoAr 33 was observed with Herschel within the framework of a large survey of circumstellar disks in the Ophiuchus cloud (André et al. 2010). We re-reduced the data and performed the photometry based on point-spread function (PSF) fitting, although literature aperture photometry has been reported for PACS and SPIRE data (Rebollido et al. 2015). We worked on the same observations as Rebollido et al. (2015). The PACS 70 $\mu$m and 160 $\mu$m data are from program OT1_pabraham_3, and the SPIRE data at 250, 350, and 500 $\mu$m are from the program KPGT_pandre_1. In addition, we newly report PACS 100 $\mu$m photometry, also from the KPGT_pandre_1 program. We downloaded Level2.5 data (scan and cross-scan combined) from the Herschel Science Archive (HSA), based on the recent bulk reprocessing, which had employed the pipeline versions SPG 14.2.0 for the PACS data and SPG v14.2.1 for the SPIRE data. This iteration of the data reduction includes improved versions of the pointing products, which can refine the sharpness of the PSFs especially at short wavelengths (70 and 100 $\mu$m). The maps for PACS are JSCANAM maps (Graciá-Carpio et al. 2015), which are an implementation of the SCANAMORPHOS suite of algorithms devised by Roussel (2013). These standard maps have been constructed using the pixfrac=0.1 setting for the DRIZZLE algorithm (see Fruchter & Hook 2002). For the SPIRE data, we used the maps from the standard mapper, with the point-source calibration intact (map units Jy/beam).
For PSF references, we used the data released by the PACS and SPIRE instrument teams, that is, maps of asteroid Vesta2 and of Neptune3, respectively. For the PACS PSFs, appropriate files were available for the pixfrac, scan instrument angle, and scan speed values of the science data. We just had to regrid the fine PSF data to the somewhat coarser pixel scale of the science maps. The SPIRE PSFs were available in a pixel scale adapted to the science data. These reference PSFs were obtained using the standard scan speed for SPIRE (30″/s, sampling 18.2 Hz), while the science data were taken with the fast scan speed of the SPIRE /PACS parallel mode (60″/s, sampling 10 Hz). Potential differences in the PSF shape would remain a second-order effect (see Griffin et al. 2010, and especially the Parallel-Mode Observers’ Manual4, Sect. 2.1). All reference PSFs were rotated in order to match the PSF orientation in the individual science maps, in dependence on the satellite position angles, taken from the science map fits headers.

The actual PSF photometry was performed by employing the STARFINDER package (Diolaiti et al. 2000), which has proven to successfully cope with the circumstances in PACS maps with extended emission (e.g., Ragan et al. 2012). For SPIRE, several photometry algorithms are implemented in the Herschel data reduction environment HIPE, but their performance has mainly been tested on clean stellar or extragalactic fields (Pearson et al. 2014). For our circumstances, that is, for a point source embedded in rivaling extended emission especially at the longest Herschel wavelengths, we also employed the STARFINDER PSF photometry for the SPIRE maps. DoAr 33 was detected with high confidence in all six bands (see also the high correlation coefficients mentioned in Table C.1). During the photometry setup, we explicitly truncated the PSF maps radially. For PACS, we worked on Jy/pixel maps and were interested in the pixel-integrated flux densities. Therefore, we applied an appropriate aperture correction as tabulated in the encircled-energy–fraction files that are attached to the aforementioned PSF release (see also Balog et al. 2014). For the SPIRE maps (in Jy/beam), we were interested in the peak fluxes of the fitted PSFs when the extended background is eventually removed. STARFINDER produces these maps as a side product that just contains the appropriately scaled copies of the PSFs, depending on the brightness of the identified sources in the field. We took these maps and fit a 2D Gaussian to the source representing DoAr 33 (without extended background emission) in order to better recover the true peak flux, partly mitigating the relatively coarse pixel resolution of the SPIRE data. For a true point source, the value of the peak flux (in Jy/beam) is identical to the integrated flux of the source.

Finally, a color correction had to be applied. The PACS and SPIRE instrument teams provide correction factors for different types of SEDs, in particular, for the situation of modified blackbody SEDs (\(F_\nu \sim \nu^{\beta}\)). We therefore fit the 70–500 μm SED with a simple but robust SED-fitting tool (Beuther & Steinacker 2007). The SED of DoAr 33 in the far-IR cannot be approximated with one temperature component, but the inclusion of two temperature components (fit values: 12.6 K and 32.5 K) gave satisfactory results when we adopted \(\beta = +2\) (a case that is explicitly listed in the color-correction tables). For all six Herschel wavelengths, the tool gave the relative flux contributions for the two temperature components. We applied the color-correction terms (interpolated to the temperatures described above) to the respective fractions of the measured flux values, and summed the two corrected values per wavelength. The finally derived flux densities for DoAr 33 are given in Table C.1. The formal fitting errors from the PSF photometry are quite small. We therefore quote the sum of instrument calibration uncertainties and a second term arising from uncertainties in the underlying models of the flux calibration standards as overall uncertainties. These uncertainties are \((2.0 + 5.0)\%\) for PACS and \((1.5 + 4.0)\%\) for SPIRE, respectively.

On the whole, we can confirm the PACS 70 μm and 160 μm photometry derived by Rebollido et al. (2015, see our Table C.1). However, we derived SPIRE fluxes that are three to four times higher than reported by their study. It remains speculation to assume that the photometry for the incorrect SPIRE source was given in the paper (and in the associated Vizier catalog). Therefore, we have to conclude that their automatized aperture photometry did not handle the subtraction of the extended background well in this case, and this led to a strong oversubtraction of flux.

\begin{table}
\caption{Observational details of \textit{Herschel} data and derived photometry}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
Wavelength [μm] & 70 & 100 & 160 & 250 & 350 & 500 \\
\hline
obsids & 1342238816 + 1342227148 + 1342238816 + 1342205093 + 1342205093 + 1342205093 + & 1342227149 + 1342238817 + 1342205094 + 1342205094 + 1342205094 + 1342205094 + & 0.469±0.033 & 0.537±0.038 & 0.539±0.038 & 0.416±0.023 & 0.260±0.014 & 0.121±0.007 \\
\hline
scan speed [″/s] & 20 & 20 & 20 & 60 & 60 & 60 & & & & & & \\
parallel mode [y/n] & n & n & n & y & y & y & & & & & & \\
map pixel size [″] & 1.6 & 1.6 & 3.2 & 6.0 & 10.0 & 14.0 & & & & & & \\
PSF correlation coeff. & 0.991 & 0.985 & 0.984 & 0.982 & 0.945 & 0.892 & & & & & & \\
PSF radius used [″] & 32 & 32 & 57.6 & – & – & – & & & & & & \\
PSF integrated flux [Jy] & 0.407 & 0.474 & 0.495 & – & – & – & & & & & & \\
Aperture corrected flux density [Jy] & 0.455 & 0.531 & 0.543 & – & – & – & & & & & & \\
PSF peak flux [Jy/beam] & – & – & – & 0.422 & 0.269 & 0.130 & & & & & & \\
Colour-corrected flux density [Jy] & – & – & – & – & – & – & & & & & & \\
\hline
\end{tabular}
\end{table}

\footnote{\url{ftp://ftp.scisops.esa.int/pub/hsc-calibration/PACS/PSF/PACSPSF_PICC-ME-TN-033_v2.2.tar.gz}}

\footnote{\url{http://herschel.esac.esa.int/twiki/bin/view/Public/SpirePhotometerBeamProfile2}}

\footnote{\url{http://herschel.esac.esa.int/Docs/PMODE/html/parallel_om.html}}