EDGEWORTH EXPANSION AND LARGE DEVIATIONS FOR THE COEFFICIENTS OF PRODUCTS OF POSITIVE RANDOM MATRICES
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Abstract. Consider the matrix products $G_n := g_n \ldots g_1$, where $(g_n)_{n \geq 1}$ is a sequence of independent and identically distributed positive random $d \times d$ matrices. Under the optimal third moment condition, we first establish a Berry-Esseen theorem and an Edgeworth expansion for the $(i, j)$-th entry $G_{n}^{i,j}$ of the matrix $G_n$, where $1 \leq i, j \leq d$. Utilizing the Edgeworth expansion for $G_{n}^{i,j}$ under the changed probability measure, we then prove precise upper and lower large deviation asymptotics for the entries $G_{n}^{i,j}$ subject to an exponential moment assumption. As applications, we deduce local limit theorems with large deviations for $G_{n}^{i,j}$ and establish upper and lower large deviations bounds for the spectral radius $\rho(G_n)$ of $G_n$. A byproduct of our approach is the local limit theorem for $G_{n}^{i,j}$ under the optimal second moment condition. In the proofs we develop a spectral gap theory for both the norm cocycle and the coefficients, which is of independent interest.

1. Introduction and main results

1.1. background and objectives. For any integer $d \geq 2$, the Euclidean space $\mathbb{R}^d$ is endowed with the canonical basis $(e_i)_{1 \leq i \leq d}$. We equip $\mathbb{R}^d$ with the standard scalar product $\langle u, v \rangle = \sum_{i=1}^{d} u_i v_i$ and the $L_1$-vector norm $\|v\| = \sum_{i=1}^{d} |\langle v, e_i \rangle|$. Let $\mathbb{R}^d_+ = \{v \in \mathbb{R}^d : \langle v, e_i \rangle \geq 0, \forall 1 \leq i \leq d\}$ be the positive quadrant of $\mathbb{R}^d$ and denote $\mathcal{S} = \{v \in \mathbb{R}^d_+, \|v\| = 1\}$. Throughout the paper, the letters $c, c', c''$ represent constants, while $c_\alpha, c'_\alpha, c''_\alpha$ denote constants that depend on their indices. All these constants may vary from one line to another.

Let $\mathbb{G}$ be the semigroup of non-negative $d \times d$ matrices. Let $(g_n)_{n \geq 1}$ be a sequence of independent and identically distributed elements of $\mathbb{G}$ defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$, with common law $\mu$. Denote by $\text{supp} \mu$ the support of the measure $\mu$ and by $\Gamma_{\mu}$ the closed semigroup spanned by $\text{supp} \mu$. For $g \in \Gamma_{\mu}$, we define the matrix norm $\|g\| := \sum_{i=1}^{d} \sum_{j=1}^{d} \langle e_i, ge_j \rangle$ and set $N(g) = \max\{\|g\|, \|g\|^{-1}\}$.

In this paper we study the asymptotic behaviour of the $(i, j)$-th entry $G_{n}^{i,j} = \langle e_i, G_{n} e_j \rangle$ of the product matrix $G_n := g_n \ldots g_1$, and more generally of the coefficients $\langle f, G_{n} v \rangle$ of $G_n$, where $f, v \in \mathcal{S}$. The study of asymptotic behaviour of the coefficients attracted much attention, due to its own theoretical interest and a variety of applications. In the pioneering work [12], Furstenberg and Kesten introduced the following condition on the law $\mu$:
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**A1.** The matrix 0 does not belong to $\Gamma_\mu$ and there exists a constant $\kappa_0 > 1$ such that for $\mu$-almost every $g = (g^{i,j})_{1 \leq i,j \leq d} \in \mathbb{G}$,

$$g > 0 \quad \text{and} \quad \frac{\max_{1 \leq i,j \leq d} g^{i,j}}{\min_{1 \leq i,j \leq d} g^{i,j}} \leq \kappa_0. \quad (1.1)$$

Condition (1.1) has been introduced by Furstenberg and Kesten in the pioneering work [12]. Notice that under this condition the hypothesis that $0 \notin \Gamma_\mu$ is equivalent to the following hypothesis used in [3]: all elements $g$ of $\Gamma_\mu$ are allowable in the sense that every row and every column has at least one strictly positive entry.

Assuming A1 and the first moment $\int_\mathbb{G} \log N(g) \mu(dg) < \infty$, Furstenberg and Kesten [12] established the strong law of large numbers for the coefficients: for any $f, v \in \mathcal{S}$, it holds that $\lim_{n \to \infty} \frac{1}{n} \log \langle f, G_n v \rangle = \lambda_\mu$, $\mathbb{P}$-a.s., where $\lambda_\mu \in \mathbb{R}$ is independent of $f$ and $v$, and is called the first Lyapunov exponent of $\mu$. The central limit theorem was also established: assuming A1 and $\int_\mathbb{G} \log^2 N(g) \mu(dg) < \infty$,

$$\frac{\log \langle f, G_n v \rangle - n\lambda_\mu}{\sqrt{n}} \to \mathcal{N}(0, \sigma^2) \quad \text{in law}, \quad (1.2)$$

where $\sigma^2 > 0$ is a constant (see (1.7) for its definition). The convergence (1.2) was initially proved in [12] under the moment condition of order $2 + \delta$ for some $\delta > 0$; it also holds under the second moment condition, as a special case of Theorem 3 of Hennion [17]. Further extensions of the above results can be found in the work of Kingman [23], Kesten and Spitzer [22], Cohn, Nerman and Peligrad [6], Hennion and Hervé [18, 19]. However, important limit theorems such as Berry-Esseen theorem, Edgeworth expansion, upper and lower large deviations and local limit theorems for $\langle f, G_n v \rangle$ have not yet been established in the literature.

The goal of the paper is twofold. Our first objective is to study the convergence rate in the central limit theorem (1.2) under the optimal moment condition. In this direction, we prove a Berry-Esseen theorem for the coefficient $\langle f, G_n v \rangle$ under the third moment condition $\int_\mathbb{G} \log^3 N(g) \mu(dg) < \infty$. Under this same moment assumption, we also establish the first-order Edgeworth expansion for $\langle f, G_n v \rangle$; see Section 1.2.

Our second objective is to determine the convergence rate in the law of large numbers for $\langle f, G_n v \rangle$, which is precisely determined by upper and lower large deviation asymptotics. In this regard, we establish the exact asymptotic behavior of $\mathbb{P}(\log \langle f, G_n v \rangle > nq)$ when $q > \lambda_\mu$, and $\mathbb{P}(\log \langle f, G_n v \rangle < nq')$ when $q' < \lambda_\mu$. As a secondary outcome of our approach, we also establish a local limit theorem provided the optimal second moment condition is met. Specific statements of these results can be found in Theorem 1.3 and Eq. (1.21) in Theorem 1.4.

It is worth noting that analogous results for the norm cocycle $\log \|G_n v\|$ have been demonstrated in [29]. However, for the lower large deviations, these findings have only been established for $q'$ less than but sufficiently close to $\lambda_\mu$. An enduring open question pertains to the case where $q' < \lambda_\mu$ is entirely arbitrary. In this paper, we successfully tackle this issue by applying our lower large deviation asymptotics for coefficients $\langle f, G_n v \rangle$, as demonstrated in Theorem 1.5. Additionally, our large deviation results lead to new findings regarding local limit theorems with large deviations for coefficients, as well as large deviation bounds for the spectral radius $\rho(G_n)$ of $G_n$, as presented in Theorems 1.4 and 1.6.
For the proofs, we have developed a spectral gap theory for operators related to a new cocycle \((g, v) \mapsto \sigma_f(g, x) = \log \frac{\langle f, gv \rangle}{\langle f, v \rangle}\), which is associated with the coefficients. Additionally, we have extended the spectral gap properties to encompass the norm cocycle \(\log \|G_n v\|\) for all negative exponents \(s < 0\) (allowing \(q' < \lambda \mu\) to be arbitrary), and we utilize these properties to establish the lower large deviations.

The cocycle \(\sigma_f\) has not been explored in previous literature but proves to be highly valuable in addressing certain related problems. By leveraging the results obtained for the cocycle related to the scalar product, it becomes possible to investigate conditioned integrals and local theorems for the coefficients of products involving positive random matrices. It is worth noting that these problems remain open when dealing with invertible matrices. The primary challenge lies in the development of the spectral gap theory for the transfer operator associated with the cocycle \(\sigma_f\).

### 1.2. Edgeworth expansion and Berry-Esseen theorem.

The Edgeworth expansion and the Berry-Esseen theorem, for sums of independent and identically distributed real-valued random variables, are classical results in probability theory. These can be found, for instance, in Petrov’s work [26]. The results presented in this section extend these classical results to the coefficients of products of positive random matrices.

We start by formulating our Edgeworth expansion. We need the following condition:

**A2.** The matrix 0 does not belong to \(\Gamma_{\mu}\) and there exists a constant \(\kappa > 1\) such that for \(\mu\)-almost every \(g = (g^{i,j})_{1 \leq i, j \leq d} \in G\):

\[
g > 0 \quad \text{and} \quad \frac{\max_{1 \leq i \leq d} \|g^{i,j}\|}{\min_{1 \leq i \leq d} \|g^{i,j}\|} \leq \kappa \quad \forall 1 \leq j \leq d.
\]

(1.3)

Condition A2 is indeed weaker than A1, since condition A2 says that all the entries of each fixed column of the matrix \(g \in \text{supp } \mu\) are comparable, while condition A1 requires that all the entries of \(g \in \text{supp } \mu\) are comparable.

For \(g \in \Gamma_{\mu}\) and \(v \in S\), we write \(g \cdot v = \frac{gv}{\|gv\|}\) for the projective action of \(g\) on \(S\). With any starting point \(G_0 \cdot v := v \in S\), the Markov chain \((G_n \cdot v)_{n \geq 0}\) has a transition operator \(P\) defined as follows: for any bounded measurable function \(\varphi\) on \(S\),

\[
P \varphi(v) = \int_S \varphi(g \cdot v) \mu(\text{d}g).
\]

(1.4)

Under A2, there exists a unique invariant probability measure \(\nu\) on \(S\) such that for any bounded measurable function \(\varphi\) on \(S\),

\[
(\nu P) \varphi := \int_S \int_G \varphi(g \cdot v) \mu(\text{d}g) \nu(\text{d}v) = \int_S \varphi(v) \nu(\text{d}v) =: \nu(\varphi).
\]

(1.5)

With this notation, under A2, and \(\int_G \log N(g) \mu(\text{d}g) < \infty\), the Lyapunov exponent \(\lambda_{\mu}\) can be written as

\[
\lambda_{\mu} = \int_S \int_G \log \|gv\| \mu(\text{d}g) \nu(\text{d}v),
\]

(1.6)

see for instance [19].

We say that \(\mu\) is arithmetic, if there is \(t > 0\) together with \(\theta \in [0, 2\pi)\) and a measurable function \(\varphi : S \to \mathbb{R}\) such that for all \(g \in \Gamma_{\mu}\) and all \(v \in \text{supp } \nu\), it holds that

\[
\exp(i 2\pi t \log \|gv\| - i \theta + i(\varphi(g \cdot v) - \varphi(v))) = 1.
\]
In other words, \( t \log \|gv\| \) is contained in \( \mathbb{Z} \) up to a shift that may depend on \( g \) and \( v \) through the function \( \varphi \). We need the following non-arithmeticity condition on \( \mu \).

**A3. The measure \( \mu \) is not arithmetic.**

Condition **A3** is indeed an extension of the non-lattice condition typically applied to sums of independent random variables. According to [4, Lemma 2.7], condition **A3** implies that \( \sigma > 0 \), which is crucial for the central limit theorem and related probabilistic results to hold. Furthermore, condition **A3** is satisfied if the set \( \{ \log \rho(g) : g \in \Gamma_\mu \} \) generates a dense additive subgroup of \( \mathbb{R} \), where \( \rho(g) \) represents the spectral radius of the matrix \( g \), defined as \( \rho(g) = \lim_{k \to \infty} \|g^k\|^{1/k} \). The latter condition, introduced by Kesten in [21], is often more straightforward to verify than **A3** itself, making it a useful criterion in practical applications.

Recall that \( N(g) = \max\{ \|g\|, \|g\|^{-1} \} \). Under **A1** and \( f_c \log^3 N(g)\mu(dg) < \infty \), the following limits exist (cf. Lemma 2.4 below):

\[
\sigma^2 := \lim_{n \to \infty} \frac{1}{n} \int_S [(\log \|G_nv\| - n\lambda_\mu)^2] \nu(dv), 
\]

\[
m_3 := \lim_{n \to \infty} \frac{1}{n} \int_S \left[(\log \|G_nv\| - n\lambda_\mu)^3\right] \nu(dv) \in \mathbb{R}. 
\]

For \( f, v \in \mathbb{R}^d_+ \setminus \{0\} \), let

\[
b(v) := \lim_{n \to \infty} \mathbb{E} \left[(\log \|G_nv\| - n\lambda_\mu)\right], \quad d(f) := \int_S \log\langle f, u \rangle \nu(du). 
\]

It will be shown in Lemma 2.5 that the limit and the integral in (1.9) exist, and that both functions \( b \) and \( d \) are Lipschitz continuous on \( S \). Clearly the definition of \( b \) and \( d \) can be extended to \( f, v \in \mathbb{R}^d_+ \setminus \{0\} \). Let \( \phi(y) = \frac{1}{\sqrt{2\pi}} e^{-\frac{y^2}{2}} \), \( y \in \mathbb{R} \), be the standard normal density function and let \( \Phi(t) = \int_{-\infty}^t \phi(y)dy \), \( t \in \mathbb{R} \) be the standard normal distribution function.

**Theorem 1.1. Assume **A2, A3** and \( f_c \log^3 N(g)\mu(dg) < \infty \). Then, for any compact set \( K \subset \mathbb{R}^d_+ \setminus \{0\} \), we have, as \( n \to \infty \), uniformly in \( f, v \in K \) and \( y \in \mathbb{R} \),

\[
\mathbb{P} \left( \frac{\log \langle f, G_nv \rangle - n\lambda_\mu}{\sigma \sqrt{n}} \leq y \right) = \Phi(y) + \frac{m_3}{6\sigma^3 \sqrt{n}} (1 - y^2) \phi(y) - \frac{b(v) + d(f)}{\sigma \sqrt{n}} \phi(y) + o \left( \frac{1}{\sqrt{n}} \right). 
\]

With the choice \( f = 1 \), we have that \( \|G_nv\| = \langle 1, G_nv \rangle \) and \( d(1) = 0 \), where \( 1 = (1, \ldots, 1)^T \in \mathbb{R}^d_+ \). Therefore, from (1.10) we get the following first-order Edgeworth expansion for the vector norm \( \|G_nv\| \): as \( n \to \infty \), uniformly in \( v \in K \) and \( y \in \mathbb{R} \),

\[
\mathbb{P} \left( \frac{\log \|G_nv\| - n\lambda_\mu}{\sigma \sqrt{n}} \leq y \right) = \Phi(y) + \frac{m_3}{6\sigma^3 \sqrt{n}} (1 - y^2) \phi(y) - \frac{b(v)}{\sigma \sqrt{n}} \phi(y) + o \left( \frac{1}{\sqrt{n}} \right). 
\]

With the choice \( f = v = 1 \), we have that \( \|G_n\| = \langle 1, G_n1 \rangle \) and again \( d(1) = 0 \). Hence, (1.10) implies the first-order Edgeworth expansion for the matrix norm \( \|G_n\| \): as \( n \to \infty \),
uniformly in $y \in \mathbb{R}$,

$$\mathbb{P} \left( \frac{\log \|G_n\| - n\lambda_\mu}{\sigma \sqrt{n}} \leq y \right) = \Phi(y) + \frac{m_3}{6\sigma^3 \sqrt{n}} (1 - y^2) \phi(y) - \frac{b(1)}{\sigma \sqrt{n}} \phi(y) + o \left( \frac{1}{\sqrt{n}} \right). \quad (1.12)$$

Both (1.11) and (1.12) are new to our knowledge.

The third moment condition assumed in Theorem 1.1 is indeed optimal. It is worth noting that, for invertible matrices, the first-order Edgeworth expansion for the coefficients $\langle f, G_n v \rangle$ has recently been derived in [34]. This achievement was made using a different method, which relies on the Hölder regularity of the invariant measure $\nu$ and a partition of unity on the projective space $\mathbb{P}^{d-1}$. However, it is important to mention that [34] requires an exponential moment, and the question of whether this requirement can be relaxed to the third moment remains an open problem.

Theorem 1.1 clearly entails the Berry-Esseen theorem for the coefficients $\langle f, G_n v \rangle$. However, the condition $A_3$, as required in Theorem 1.1, can be somewhat relaxed. We only need to assume that $\sigma > 0$, as stated below. The result presented below encompasses also the matrix norm $\|G_n\|$ and the spectral radius $\rho(G_n)$.

**Theorem 1.2.** Assume $A_2$, $\sigma > 0$ and $\int_0^1 \log^3 N(g) \mu(dg) < \infty$. Then, for any compact set $K \subset \mathbb{R}^d_+ \setminus \{0\}$, there exists a constant $c > 0$ such that for any $n \geq 1$, $f, v \in K$ and $y \in \mathbb{R}$,

$$\left| \mathbb{P} \left( \frac{\log \langle f, G_n v \rangle - n\lambda_\mu}{\sigma \sqrt{n}} \leq y \right) - \Phi(y) \right| \leq \frac{c}{\sqrt{n}}. \quad (1.13)$$

Moreover, (1.13) remains valid when $\langle f, G_n v \rangle$ is replaced by $\|G_n\|$ or $\rho(G_n)$.

Theorem 1.2 provides the convergence rate in the central limit theorem for the coefficients $\langle f, G_n v \rangle$, as originally established by Furstenberg and Kesten [12] under the stronger condition $A_1$. It is noteworthy that in [32], the bound (1.13) has been derived under the exponential moment condition, specifically $\int_0^1 N(g) \eta \mu(dg) < \infty$ for some constant $\eta > 0$. However, in our context, we require only the third moment condition, which is optimal. Theorem 1.2 has been announced in the arXiv version [35]. The Berry-Esseen bound for the matrix norm $\|G_n\|$ has then been improved in [9, Theorem 7.1] under a condition weaker than $A_2$, namely that $\mu$ is strictly contracting, cf. Definition 2.2 in [9]. Under this less restrictive condition, additional results concerning the spectral radius $\rho(G_n)$ and coefficients $\langle f, G_n v \rangle$ have also been established in [9]. It is worth noting that the proofs in [9] rely on the blocking approach developed recently in [7]. This approach is powerful and opens new research avenues, particularly in the study of limit theorems for products of random matrices under minimal moment assumptions.

Our approach is different from those in [7, 9]. To establish Theorem 1.1, we develop a spectral gap theory for the following cocycle: for any $f \in S$, $g \in \Gamma_\mu$ and $v \in S$,

$$(g, v) \mapsto \sigma_f(g, v) := \log \frac{\langle f, gv \rangle}{\langle f, v \rangle}. \quad (1.14)$$

To the best of our knowledge, the cocycle (1.14) has not yet been studied in the literature. Then we apply the Nagaev-Guivarc’h method to establish the first-order Edgeworth
expansion for $\sigma_f(G_n, v)$. The next step in our strategy is to pass from the Edgeworth expansion for $\sigma_f(G_n, v)$ to that for $\log\langle f, G_n v \rangle$ by making use of condition A2 and the technique of taking conditional expectation.

Interestingly, for invertible matrices, the situation becomes more intricate. Cuny, Dedecker, Merlevède and Peligrad [8] recently established a rate of convergence of order $\log n/n$ for the coefficients $\langle f, G_n v \rangle$ under the exponential moment condition. Dinh, Kaufmann and Wu [10, 11] improved this result by achieving the optimal rate of $1/\sqrt{n}$ under the same moment condition. However, proving the Berry-Esseen theorem under the third moment condition remains an open problem. We also note that for the more straightforward case of the norm cocycle $\log \|G_n v\|$, recent significant progress has been made by Cuny, Dedecker, Merlevède and Peligrad [7], where the Berry-Esseen theorem for $\log \|G_n v\|$ is established under the fourth moment condition.

1.3. Upper and lower large deviations. To formulate the large deviation results for the coefficients $\langle f, G_n v \rangle$, we need to state some spectral properties of transfer operators related to the vector norm $\|G_n v\|$. Set $I_\mu = I_\mu^+ \cup I_\mu^-$, where

$$I_\mu^+ = \{ s \geq 0 : \mathbb{E}(\|g_1\|^s) < \infty \} \quad \text{and} \quad I_\mu^- = \{ s \leq 0 : \mathbb{E}(\|g_1\|^s) < \infty \}.$$ 

The sets $I_\mu^+$ and $I_\mu^-$ are non-empty since they contain at least the point $s = 0$. Denote by $(I_\mu^+)^c$ the interior of $I_\mu^+$ and by $(I_\mu^-)^c$ the interior of $I_\mu^-$. In the sequel we assume that $(I_\mu^+)^c$ (or $(I_\mu^-)^c$) is non-empty, meaning that there exists $s_0 \neq 0$ such that $\mathbb{E}(\|g_1\|^{s_0}) < \infty$, which is in fact an exponential moment condition for $\log \|g_1\|$. For any $s \in I_\mu$, the following limit exists:

$$\kappa(s) = \lim_{n \to \infty} (\mathbb{E}\|G_n\|^{s})^{\frac{1}{n}},$$

see Proposition 2.6 for more details. Let $\Lambda(s) = \log \kappa(s)$, $s \in I_\mu$. Then the function $\Lambda$ plays the same role as the cumulant generating function in the case of sums of independent and identically distributed real-valued random variables, and it is convex and analytic on $I_\mu^c$. Introduce the Fenchel-Legendre transform of $\Lambda$:

$$\Lambda^*(t) = \sup_{s \in I_\mu} \{ st - \Lambda(s) \}, \quad t \in \mathbb{R}.$$ 

If $q = \Lambda'(s)$ for some $s \in I_\mu^c \setminus \{0\}$, then $\Lambda^*(q) = sq - \Lambda(s) > 0$; if $q = \Lambda'(0)$, then $\Lambda^*(q) = 0$.

For any $s \in I_\mu$, the transfer operator $P_s$ and the conjugate transfer operator $P_s^*$ are defined as follows: for any bounded measurable function $\varphi$ on $\mathcal{S}$ and $v \in \mathcal{S}$,

$$P_s \varphi(v) = \int_G \|g v\|^s \varphi(g \cdot v) \mu(dg) , \quad P_s^* \varphi(v) = \int_G \|g^T v\|^s \varphi(g^T \cdot v) \mu(dg),$$

(1.15)

where $g^T$ is the transpose of $g$. In the sequel, for any Borel measure $\rho$ on $\mathcal{S}$, $P_s \rho$ means the operator defined by the identity $(P_s \rho) \varphi = \rho(P_s \varphi)$ for any bounded measurable function $\varphi$ on $\mathcal{S}$; similar convention will apply for other operators like $P_s^*$. The $n$-th iteration of $P_s$ is denoted by $P_s^n$ and can be computed as follows: for any bounded measurable function $\varphi$ on $\mathcal{S}$ and $v \in \mathcal{S}$,

$$P_s^n \varphi(v) = \int_G \ldots \int_G \|g_n \ldots g_1 v\|^s \varphi((g_n \ldots g_1) \cdot v) \mu(dg_1) \ldots \mu(dg_n).$$
Under condition A2, the operator $P_s$ has a unique probability eigenmeasure $\nu_s$ on $\mathcal{S}$ and a unique (up to a scaling constant) strictly positive and continuous eigenfunction $r_s$ on $\mathcal{S}$, corresponding to the eigenvalue $\kappa(s)$:

$$P_s r_s = \kappa(s) r_s, \quad P_s \nu_s = \kappa(s) \nu_s.$$  

Similarly, there exist a unique probability eigenmeasure $\nu_s^\ast$ on $\mathcal{S}$ and a unique (up to a scaling constant) strictly positive and continuous function $r_s^\ast$ such that

$$P_s^\ast r_s^\ast = \kappa(s) r_s^\ast, \quad P_s^\ast \nu_s^\ast = \kappa(s) \nu_s^\ast.$$  

With a particular choice of the scaling constant, the eigenfunction $r_s$ (resp. $r_s^\ast$) can be expressed as below:

$$r_s(v) = \int_{\mathcal{S}} \langle v, u \rangle^s \nu_s^\ast(du), \quad r_s^\ast(v) = \int_{\mathcal{S}} \langle v, u \rangle^s \nu_s(du), \quad v \in \mathcal{S}.$$  

From these expressions, the eigenfunctions $r_s$ and $r_s^\ast$ can be extended to $\mathbb{R}_+^d \setminus \{0\}$.

Next we introduce a Banach space which will be used in the sequel. The space $\mathcal{S}$ is equipped with the Hilbert cross-ratio metric $d$: for any $u, v \in \mathcal{S}$,

$$d(u, v) = \frac{1 - m(u, v) m(v, u)}{1 + m(u, v) m(v, u)},$$  

(1.16)

where $m(u, v) = \sup \{ \lambda \geq 0 : \lambda v_i \leq u_i, \ \forall i = 1, \ldots, d \}$ for $u = (u_1, \ldots, u_d)$ and $v = (v_1, \ldots, v_d)$. Let $\mathcal{C}(\mathcal{S})$ be the space of complex-valued continuous functions on $\mathcal{S}$. For any $\varphi \in \mathcal{C}(\mathcal{S})$ and $\gamma > 0$, denote

$$\|\varphi\|_\infty := \sup_{v \in \mathcal{S}} |\varphi(v)| \quad \text{and} \quad [\varphi]_\gamma := \sup_{u, v \in \mathcal{S}, u \neq v} \frac{|\varphi(u) - \varphi(v)|}{d(u, v)^\gamma},$$

and the Banach space

$$\mathcal{B}_\gamma := \left\{ \varphi \in \mathcal{C}(\mathcal{S}) : \|\varphi\|_\gamma := \|\varphi\|_\infty + [\varphi]_\gamma < \infty \right\}.$$  

Now we state the Bahadur-Rao-Petrov type upper and lower large deviation asymptotics for the coefficients $\langle f, G_n v \rangle$ under an exponential moment condition. Notice that in the following, condition A1 will be needed instead of A2 while considering negative $s$.

**Theorem 1.3.** Let $K \subset \mathbb{R}_+^d \setminus \{0\}$ be a compact set.

1. Assume A2 and A3. Let $J^+ \subseteq (I_\mu^+)^0$ be a compact set. Then, for any $0 < \gamma \leq \min_{t \in J^+} \{t, 1\}$, we have, as $n \to \infty$, uniformly in $s \in J^+$, $f, v \in K$ and $\varphi \in \mathcal{B}_\gamma$, with $q = \Lambda'(s)$ and $\sigma_s = \sqrt{\Lambda''(s)}$,

$$\mathbb{E} \left[ \varphi(G_n \cdot v) 1_{\{\log \langle f, G_n v \rangle \geq qn\}} \right] = \frac{r_s(v)}{\nu_s(r_s)} \frac{\exp(-n \Lambda^\ast(q))}{s \sigma_s \sqrt{2\pi n}} \left[ \int_{\mathcal{S}} \varphi(u) \langle f, u \rangle^s \nu_s(du) + \|\varphi\|_\gamma o(1) \right].$$  

(1.17)

2. Assume A1 and A3. Let $J^- \subseteq (I_\mu^-)^0$ be a compact set. Then, for any $0 < \gamma \leq \min_{t \in J^-} \{|t|, 1\}$, we have, as $n \to \infty$, uniformly in $s \in J^-$, $f, v \in K$ and $\varphi \in \mathcal{B}_\gamma$, with
\[ q = \Lambda'(s) \text{ and } \sigma_s = \sqrt{\Lambda''(s)}, \]

\[
\mathbb{E} \left[ \varphi(G_n \cdot v) \mathbf{1}_{\{\log \langle f, G_n v \rangle \leq nq\}} \right] = \frac{r_s(v)}{\nu_s(r_s)} \exp\left(\frac{-n\Lambda^*(q)}{s\sigma_s\sqrt{2\pi n}}\right) \left[ \int_{\mathcal{S}} \varphi(u) \langle f, u \rangle^s \nu_s(du) + \|\varphi\|_s o(1) \right]. 
\] (1.18)

The uniformity in \( s \) over compact sets is very important in various applications. For example, it allows us to derive from the above result the local limit theorem with large deviations, see (1.23) of Theorem 1.4. It has important applications in related models such as multitype branching processes in random environment. It also plays a crucial role in [25] to study limit theorems for exceedance times of multivariate perpetuity sequences arising from financial mathematics, which generalizes the main results in [5] from the univariate case to the multivariate case.

Taking \( \varphi = 1 \) in (1.17), we get the following upper large deviation result for the coefficients \( \langle f, G_n v \rangle \): uniformly in \( s \in J^+ \) and \( f, v \in K \), with \( q = \Lambda'(s) \) and \( \sigma_s = \sqrt{\Lambda''(s)} \),

\[
\mathbb{P}\left( \log \langle f, G_n v \rangle \geq nq \right) = \frac{r_s(v)\alpha_s(f)}{\nu_s(r_s)} \exp\left(\frac{-n\Lambda^*(q)}{s\sigma_s\sqrt{2\pi n}}\right) \left[ 1 + o(1) \right]. 
\] (1.19)

A lower large deviation asymptotic can also be obtained as a consequence of (1.18).

Since \( \|G_n\| = \langle 1, G_n 1 \rangle \), taking \( f = v = 1 \) in (1.19) and using the fact that \( r_s(1) = r_s^*(1) = 1 \), we get the following upper large deviation asymptotic for the matrix norm \( \|G_n\| \): uniformly in \( s \in J^+ \), with \( q = \Lambda'(s) \) and \( \sigma_s = \sqrt{\Lambda''(s)} \),

\[
\mathbb{P}\left( \log \|G_n\| \geq nq \right) = \frac{1}{\nu_s(r_s)} \exp\left(\frac{-n\Lambda^*(q)}{s\sigma_s\sqrt{2\pi n}}\right) \left[ 1 + o(1) \right]. 
\] (1.20)

A similar lower large deviation asymptotic can also be formulated.

Theorem 1.3 is proved by developing a spectral gap theory for the new cocycle \( \sigma_f(G_n, v) \) and by using the Edgeworth expansion under the changed probability measure for the couple \((G_n, v, \sigma_f(G_n, v))\) with a target function on the Markov chain \((G_n, v)\), see (5.4).

For invertible matrices, the corresponding upper large deviation asymptotic (1.17) has been recently established in [31] using a different method based on the Hölder regularity of the eigenmeasure \( \nu_s \) together with a smooth partition of unity of the projective space \( \mathbb{P}^{d-1} \). The corresponding lower large deviation asymptotic (1.18) has also been proved in [31], but only for \( s < 0 \) sufficiently close to 0. It remains an open problem to prove (1.18) for arbitrary \( s \in (I_\mu)^c \) (in the case of invertible matrices).

1.4. Applications. The following theorem presents three results for local probabilities for the coefficients \( \langle f, G_n v \rangle \). The first is an 'ordinary' local limit theorem, the second involves moderate deviations, and the third involves large deviations. Let \( \zeta(t) \) be the Cramér series of \( \Lambda \) given by:

\[
\zeta(t) = \frac{\gamma_3}{6\gamma_2^{3/2}} + \frac{\gamma_4\gamma_2 - 3\gamma_3^2}{24\gamma_2^3} t + \frac{\gamma_5\gamma_2^2 - 10\gamma_4\gamma_3\gamma_2 + 15\gamma_3^3}{120\gamma_2^9/2} t^2 + \ldots
\]

with \( \gamma_k = \Lambda^{(k)}(0) \), cf. [26, 30]. Note that \( \gamma_1 = \lambda_\mu \) and \( \gamma_2 = \sigma^2 \).
Theorem 1.4. Assume $A2$ and $A3$. Let $a_1 < a_2$ be real numbers and $K \subset \mathbb{R}^d_+ \setminus \{0\}$ be a compact set.

1. If $\int_G \log^2 N(g)\mu(dg) < \infty$, then, as $n \to \infty$, uniformly in $f, v \in K$, $\|l\| = o(\frac{1}{\sqrt{n}})$ and $\varphi \in \mathcal{B}_1$,

$$
\mathbb{E} \left[ \varphi(G_n \cdot v) 1_{\{\log(f, G_n v) - n\lambda \in [a_1, a_2] + \sigma nl\}} \right] = \frac{a_2 - a_1}{\sigma \sqrt{2\pi n}} \left[ \nu(\varphi) + \|\varphi\|_1 o(1) \right]. \tag{1.21}
$$

2. Let $(l_n)_{n \geq 1}$ be any sequence of positive numbers satisfying $l_n \to 0$ as $n \to \infty$. If $\int_G N(g)^2 \mu(dg) < \infty$ for some constant $\eta > 0$, then, as $n \to \infty$, uniformly in $f, v \in K$, $\|l\| \leq l_n$ and $\varphi \in \mathcal{B}_1$,

$$
\mathbb{E} \left[ \varphi(G_n \cdot v) 1_{\{\log(f, G_n v) - n\lambda \in [a_1, a_2] + \sigma nl\}} \right] = \frac{a_2 - a_1}{\sigma \sqrt{2\pi n}} e^{-\frac{a_1^2}{2} + n^3 \zeta(l)} \left[ \nu(\varphi) + \|\varphi\|_1 o(1) \right]. \tag{1.22}
$$

3. Let $J^+$ be a compact subset in $(I_\mu^+)\circ$. Then, for any $0 < \gamma \leq \min_{t \in J^+} \{t, 1\}$, as $n \to \infty$, uniformly in $s \in J^+$, $f, v \in K$ and $\varphi \in \mathcal{B}_\gamma$, with $q = \Lambda'(s)$ and $\sigma_s = \sqrt{\Lambda''(s)}$,

$$
\mathbb{E} \left[ \varphi(G_n \cdot v) 1_{\{\log(f, G_n v) - n\lambda \in [a_1, a_2] + \sigma nl\}} \right] = \frac{r_s(v)}{\nu_s(r_s)} e^{-s a_1} e^{-s a_2} \exp\left(-n\Lambda^+(q)\right) \left[ \int_{S^n} \varphi(u) \langle f, u \rangle^s \nu_s(du) + \|\varphi\|_s o(1) \right]. \tag{1.23}
$$

Moreover, with the assumption $A1$ replacing $A2$, the third assertion also holds when $J^+$ is replaced by a compact subset $J^-$ in $(I^\mu_-)^\circ$.

Note that the asymptotic (1.21) holds under the optimal second moment condition $\int_G \log^2 N(g)\mu(dg) < \infty$. Similar result for invertible matrices was recently obtained in [13, 33] under an exponential moment condition. The question is open whether (1.21) holds under the second moment assumption.

Contrary to the ordinary local limit theorem (1.21), the local limit theorem with moderate deviations (1.22) is obtained under the exponential moment condition, which is expressed by the fact $\int_G N(g)^2 \mu(dg) < \infty$ for some constant $\eta > 0$. For invertible matrices, the asymptotic (1.22) is obtained recently in [33], also under an exponential moment condition, using a different approach via discretization techniques of the projective space $\mathbb{P}^{d-1}$ and via the application of the Hölder regularity of the invariant measure $\nu$.

The local limit theorem with large deviations (1.23) holds under the exponential moment condition $s \in J^+$, where $J^+ \subseteq (I_\mu^+)\circ$. This result is a consequence of Theorem 1.3, where the uniformity in $s$ plays an important role. For invertible matrices, the asymptotic (1.23) is obtained recently in [31], for $s \in (I_\mu^+)\circ$ and for $s \in (I^\mu_-)\circ$ sufficiently close to 0, using a different approach.

From Theorem 1.3, one can deduce the following lower large deviation asymptotic for the vector norm $\|G_n v\|$.

Theorem 1.5. Assume $A1$ and $A3$. Let $K \subset \mathbb{R}^d_+ \setminus \{0\}$ and $J^- \subseteq (I^-_\mu)^\circ$ be compact sets. Then, for any $0 < \gamma \leq \min_{t \in J^-} \{t, 1\}$, as $n \to \infty$, uniformly in $s \in J^-$, $v \in K$ and
\( \varphi \in \mathcal{B}_s \), with \( q = \Lambda'(s) \) and \( \sigma_s = \sqrt{\Lambda''(s)} \),

\[
\mathbb{E} \left[ \varphi(G_n, v) 1_{\{\log \|G_n v\| \leq q\}} \right] = \frac{r_s(v) \exp(-n\Lambda^*(q))}{\nu_s(r_s)} \left( \nu_s(\varphi) + \|\varphi\|_2 o(1) \right).
\] (1.24)

Theorem 1.5 improves the result in [29] where the asymptotic (1.24) has been established for \( s \in (I^0_\mu)^0 \) sufficiently close to 0.

We also obtain the following upper and lower large deviation bounds for the spectral radius \( \rho(G_n) \).

**Theorem 1.6.** 1. Assume \( \textbf{A2} \) and \( \textbf{A3} \). Let \( J^+ \subseteq (I^+_\mu)^0 \) be a compact set. Then there exist constants \( 0 < c < C < \infty \) such that uniformly in \( s \in J^+ \), with \( q = \Lambda'(s) \),

\[
c < \liminf_{n \to \infty} \sqrt{n} e^{n\Lambda^*(q)} \mathbb{P} \left( \log \rho(G_n) \geq nq \right)
\leq \limsup_{n \to \infty} \sqrt{n} e^{n\Lambda^*(q)} \mathbb{P} \left( \log \rho(G_n) \geq nq \right) < C.
\] (1.25)

2. Assume \( \textbf{A1} \) and \( \textbf{A3} \). Let \( J^- \subseteq (I^-_\mu)^0 \) be a compact set. Then there exist constants \( 0 < c < C < \infty \) such that uniformly in \( s \in J^- \), with \( q = \Lambda'(s) \),

\[
c < \liminf_{n \to \infty} \sqrt{n} e^{n\Lambda^*(q)} \mathbb{P} \left( \log \rho(G_n) \leq nq \right)
\leq \limsup_{n \to \infty} \sqrt{n} e^{n\Lambda^*(q)} \mathbb{P} \left( \log \rho(G_n) \leq nq \right) < C.
\] (1.26)

Theorem 1.6 implies the following large deviation principles for \( \rho(G_n) \): under conditions \( \textbf{A2} \) and \( \textbf{A3} \), uniformly in \( s \in J^+ \), with \( q = \Lambda'(s) \),

\[
\lim_{n \to \infty} \frac{1}{n} \log \mathbb{P} \left( \log \rho(G_n) \geq nq \right) = -\Lambda^*(q);
\] (1.27)

under conditions \( \textbf{A1} \) and \( \textbf{A3} \), uniformly in \( s \in J^- \), with \( q = \Lambda'(s) \),

\[
\lim_{n \to \infty} \frac{1}{n} \log \mathbb{P} \left( \log \rho(G_n) \leq nq \right) = -\Lambda^*(q).
\] (1.28)

Theorem 1.6 is proved by using Theorem 1.3 and the Collatz-Wielandt formula for positive matrices. For invertible matrices, much less is known. In this case, the Collatz-Wielandt formula does not hold, and the question of obtaining results similar to (1.25) and (1.26) is still open. The large deviation principles (1.27) and (1.28) for invertible matrices have been conjectured by Sert [28], and have been proved recently by Boulanger, Mathieu, Sert and Sisto [2] only in the special case of products of \( 2 \times 2 \) matrices.

### 2. Spectral gap theory for the norm cocycle

The goal of this section is to develop the spectral gap theory for the transfer operator \( P_s \) (cf. (1.15)) associated with the vector norm \( \|G_n v\| \). This theory will be used later to establish the spectral gap properties of the transfer operator \( P_{s,f} \), which is related to the coefficients \( \langle f, G_n v \rangle \) and discussed in Section 3. The spectral gap properties of \( P_s \) have numerous applications and have been studied in [15, 3, 14, 16, 4] for \( s \in I^+_\mu \), as well as in [24, 1, 30] for \( s < 0 \) sufficiently close to 0. However, for arbitrary \( s \in I^-_\mu \) (where \( s < 0 \) may be far from 0), the spectral gap properties of \( P_s \) has not yet been developed in the literature. We shall study these properties by following the approach from [3, 16].
2.1. Preliminary statements. Recall that the Hilbert cross-ratio metric \( d \) is defined by (1.16). By [17], there exists a constant \( c > 0 \) such that for any \( u, v \in S \),

\[
\| u - v \| \leq c d(u, v),
\]

and, under condition A1, there exists a constant \( 0 < a < 1 \) such that for any \( g \in \Gamma_\mu \) and \( u, v \in S \),

\[
d(g \cdot u, g \cdot v) \leq a d(u, v).
\]

For \( \epsilon \in (0, 1) \), let

\[
S_\epsilon = \{ v \in S : \langle f, v \rangle \geq \epsilon \text{ for all } f \in S \}.
\]

Below we give equivalent formulations of condition A1 and A2. The proof is similar to that in [32, Lemma 3.2], where the difference is that, instead of the \( L_1 \)-vector norm, the \( L_2 \)-vector norm \( \| v \| = \sqrt{\sum_{i=1}^{d} \langle v, e_i \rangle^2} \) is considered in [32]. For any set \( B \subseteq S \), we denote \( g \cdot B = \{ g \cdot v : v \in B \} \).

The following lemma taken from [12, Lemma 2] says that if (1.1) holds for \( g \in \text{supp} \mu \), then it also holds for \( g \in \cup_{n=1}^{\infty} (\text{supp} \mu)^n \) (for some different constant).

**Lemma 2.1** ([12]). Assume that (1.1) holds for every \( g \in \text{supp} \mu \). Then there exists a constant \( \varkappa'_0 > 1 \) such that for any \( g \in \cup_{n=1}^{\infty} (\text{supp} \mu)^n \),

\[
g > 0 \quad \text{and} \quad \frac{\max_{1 \leq i,j \leq d} g^{i,j}}{\min_{1 \leq i,j \leq d} g^{i,j}} \leq \varkappa'_0.
\]

**Lemma 2.2.** Assume that the matrix 0 does not belong to \( \Gamma_\mu \). Then the following four conditions are equivalent:

1. (1.1) holds for \( \mu \)-almost every \( g \in \mathbb{G} \).
2. (1.1) holds for all \( g \in \text{supp} \mu \).
3. (1.1) holds for all \( g \in \Gamma_\mu \).
4. There exists a constant \( \epsilon \in (0, 1) \) such that

\[
g \cdot S \subseteq S_\epsilon \quad \text{and} \quad g^T \cdot S \subseteq S_\epsilon \quad \text{for } g \in \text{supp} \mu.
\]

**Proof.** (a) We first prove that (1) \( \iff \) (2). Notice that (2) implies (1) since \( \mu(\text{supp} \mu) = 1 \). So we just need to prove that (1) implies (2). For this, we take \( g \in \text{supp} \mu \). Let \( \mathbb{G}_1 = \{ g \in \mathbb{G} : g \text{ satisfies (1.1)} \} \). Then \( \mu(\mathbb{G}_1) = 1 \). For each \( n \geq 1 \), there is a ball \( B(g, 1/n) = \{ g' \in \mathbb{G} : \| g' - g \| < 1/n \} \) with center \( g \) and radius \( 1/n \) such that \( \mu(B(g, 1/n)) > 0 \). Therefore, there is \( g_n \in B(g, 1/n) \cap \mathbb{G}_1 \) such that \( g_n \) satisfies (1.1) (with the same constant \( \varkappa_0 \)). As \( g_n \to g \), by passing to the limit in \( g^n_{i,j} \leq \varkappa_0 g^{k,l}_n \), we see that \( g \) also satisfies the same inequality \( g^{i,j} \leq \varkappa_0 g^{k,l} \) for all \( 1 \leq i, j, k, l \leq d \). With this and the condition \( 0 \notin \Gamma_\mu \) (so \( g \neq 0 \)), we conclude that \( g > 0 \). So far, we have shown that (1.1) holds for every \( g \in \text{supp} \mu \). Hence, we have proved that (1) \( \iff \) (2).

(b) We next prove that (2) \( \iff \) (3). Clearly (3) implies (2). So we just need to prove that (2) implies (3). For any \( g \in \Gamma_\mu \), there is a sequence \( g_n \in (\text{supp} \mu)^n, n \geq 1 \), such that \( g_n \to g \). By Lemma 2.1, we see that \( g_n \) satisfies (1.1) with \( \varkappa_0 \) replaced by some constant \( \varkappa'_0 > 0 \). Using the same argument as above, we conclude that (1.1) still holds for \( g \in \Gamma_\mu \), again with the constant \( \varkappa'_0 \). This ends the proof of the equivalence (2) \( \iff \) (3).
(c) We finally prove that \((2) \iff (4)\). To do this, we first show that \((4)\) implies \((2)\).

Using \(g \cdot S \subseteq S\) and the definition of \(S\), there exists \(\epsilon \in (0,1)\) such that for any \(g = (g^{ij})_{1 \leq i, j \leq d} \in \text{supp} \mu \) and any \(1 \leq i, j \leq d\),

\[
\epsilon \leq \frac{\langle e_i, g \cdot e_j \rangle}{\|\!g e_j\!\|} = \frac{g^{ij}}{\sum_{i=1}^{d} \langle e_i, g e_j \rangle} = \frac{g^{ij}}{\sum_{i=1}^{d} g^{ij}}. \tag{2.4}
\]

It follows that for any \(g \in \text{supp} \mu\),

\[
g > 0 \quad \text{and} \quad \epsilon \leq \frac{\min_{1 \leq i \leq d} g^{ij}}{\sum_{i=1}^{d} g^{ij}} \leq \frac{\min_{1 \leq i \leq d} g^{ij}}{\max_{1 \leq i \leq d} g^{ij}} \forall j \in \{1, \ldots, d\}. \tag{2.5}
\]

Applying this with \(g^T\) instead of \(g\), we see that \((g^T \cdot S) \subseteq S\) implies that for any \(g \in \text{supp} \mu\),

\[
g > 0 \quad \text{and} \quad \epsilon \leq \frac{\min_{1 \leq i \leq d} g^{ji}}{\sum_{i=1}^{d} g^{ji}} \leq \frac{\min_{1 \leq i \leq d} g^{ji}}{\max_{1 \leq i \leq d} g^{ji}} \forall j \in \{1, \ldots, d\}. \tag{2.6}
\]

With \((2.5)\) and \((2.6)\), we conclude that \((1.1)\) holds for all \(g \in \text{supp} \mu\) with \(\kappa_0 = 1/\epsilon\).

We then prove that \((2)\) implies \((4)\). For any \(v = \sum_{j=1}^{d} v_j e_j \in S\) with \(v_j \geq 0\) and \(\sum_{j=1}^{d} v_j = 1\), any \(g = (g^{ij})_{1 \leq i, j \leq d} \in G\) with \(gv \neq 0\), and any \(1 \leq i \leq d\), it holds that

\[
\langle e_i, g \cdot v \rangle = \frac{1}{\|gv\|} \sum_{j=1}^{d} v_j \langle e_i, g e_j \rangle = \frac{\sum_{j=1}^{d} v_j g^{ij}}{\sum_{j=1}^{d} v_j g^{ij}}.
\]

By \((2)\), there exists a constant \(\kappa_0 > 1\) such that for any \(1 \leq i \leq d\),

\[
\frac{\sum_{j=1}^{d} v_j g^{ij}}{\sum_{i=1}^{d} \sum_{j=1}^{d} v_j g^{ij}} \geq \frac{\sum_{j=1}^{d} v_j \min_{1 \leq i \leq d} g^{ij}}{d \sum_{j=1}^{d} v_j \max_{1 \leq i \leq d} g^{ij}} \geq \frac{1}{\kappa_0 d},
\]

for every \(g \in \text{supp} \mu\), so that \(g \cdot S \subseteq S\) holds with \(\epsilon = \frac{1}{\kappa_0 d}\). In the same way, we can prove that \(g^T \cdot S \subseteq S\) holds for every \(g \in \text{supp} \mu\). \(\Box\)

With the same argument, we can prove the following result on the weaker version of the Furstenberg-Kesten condition.

**Lemma 2.3.** Assume that the matrix 0 does not belong to \(\Gamma_\mu\). Then, the following four conditions are equivalent:

1. \((1.3)\) holds for \(\mu\)-almost every \(g \in G\).
2. \((1.3)\) holds for all \(g \in \text{supp} \mu\).
3. \((1.3)\) holds for all \(g \in \Gamma_\mu\).
4. There exists a constant \(\epsilon \in (0,1)\) such that

\[
g \cdot S \subseteq S_\epsilon \quad \text{for} \ g \in \text{supp} \mu. \tag{2.7}
\]

Since \(\nu\) is the unique invariant probability measure of the Markov chain \((G_n \cdot v)\), by \((1.5)\) and Lemma 2.2, under condition \(A2\) (or stronger condition \(A1\)), it holds that \(\nu(S_\epsilon) = 1\). Since \(S_\epsilon\) is closed, this implies that

\[
\text{supp} \nu \subseteq S_\epsilon. \tag{2.8}
\]

Denote by \(V(\Gamma_\mu)\) the unique minimal closed \(\Gamma_\mu\)-invariant subset of \(S\). By [3, Lemma 4.2] and \(A2\), it holds that \(V(\Gamma_\mu) = \text{supp} \nu\).
2.2. Spectral gap properties of the perturbed operator $R_{it}$. In this section we study the perturbed operator $R_{it}$ under polynomial moment conditions only. These properties will be important in proving the Berry-Esseen theorem and the first-order Edgeworth expansion.

For any $t \in \mathbb{R}$, define the perturbed operator $R_{it}$ as follows: for $\varphi \in \mathcal{C}(\mathcal{S})$,

$$R_{it}\varphi(v) = \mathbb{E}\left[e^{it(\log \|gv\| - \lambda_{i})}\varphi(g \cdot v)\right], \quad v \in \mathcal{S}. \quad (2.9)$$

When $t = 0$, we have $R_{0} = P$, where $P$ is defined by (1.4). Applying (2.20) and the induction argument, one can check that for any $n \geq 1$,

$$R_{it}^{n}\varphi(v) = \mathbb{E}\left[e^{it(\log \|G_{n}v\| - n\lambda_{i})}\varphi(G_{n} \cdot v)\right], \quad v \in \mathcal{S}. \quad (2.10)$$

The following result gives the spectral gap properties of $R_{it}$ and a third-order expansion for the eigenvalue $\lambda_{it}$ as $t \to 0$, under the third moment condition. Recall that $m_{3}$ is defined by (1.8).

**Lemma 2.4.** 1. Assume A2. Then there exists a constant $\delta > 0$ such that for any $t \in (-\delta, \delta)$ and $n \geq 1$,

$$R_{it}^{n} = \lambda_{it}^{n}\Pi_{it} + N_{it}^{n}, \quad (2.10)$$

where $\Pi_{it}$ is a rank-one projection on $\mathcal{B}_{1}$ satisfying $\Pi_{0}\varphi(v) = \nu(\varphi)$ for any $\varphi \in \mathcal{B}_{1}$ and $v \in \mathcal{S}$. Moreover, $\Pi_{it}N_{it} = N_{it}\Pi_{it} = 0$ and $\rho(N_{it}) < 1$ for all $t \in (-\delta, \delta)$.

2. Assume A2 and $\int_{\mathcal{S}} \log^{2} N(g)\mu(dg) < \infty$. Then $\lambda_{it} = 1 - \frac{\sigma^{2}}{2}t^{2} + \frac{m_{3}}{6}(it)^{3} + o(t^{3})$ as $t \to 0$, where $\lambda_{it}$ satisfies $\frac{d\lambda_{it}}{dt}|_{t=0} = 0$ and

$$\sigma^{2} = -\frac{d^{2}\lambda_{it}}{dt^{2}}|_{t=0} = \lim_{n \to \infty} \frac{1}{n} \int_{\mathcal{S}} \mathbb{E}\left[(\log \|G_{n}v\| - n\lambda_{it})^{2}\right] \nu(dv),$$

$$m_{3} = i\frac{d^{3}\lambda_{it}}{dt^{3}}|_{t=0} = \lim_{n \to \infty} \frac{1}{n} \int_{\mathcal{S}} \mathbb{E}\left[(\log \|G_{n}v\| - n\lambda_{it})^{3}\right] \nu(dv).$$

**Proof.** The first part of the lemma is proved in [19, Theorem 3.3] under weaker conditions which are implied by A2.

Now we give a proof of the second part. By (2.10), we have $R_{it}\Pi_{it} = \lambda_{it}\Pi_{it}$. Taking derivative with respect to $t$ at 0, we get

$$\left.\frac{dR_{it}}{dt}\right|_{t=0} + P\left.\frac{d\Pi_{it}}{dt}\right|_{t=0} = \left.\frac{d\lambda_{it}}{dt}\right|_{t=0} + \left.\frac{d\Pi_{it}}{dt}\right|_{t=0} = 0,$$

with $P$ defined by (1.4). Integrating with respect to $\nu$, using (1.6) and the fact that $\nu P = \nu$ (cf. (1.5)), we obtain

$$\left.\frac{d\lambda_{it}}{dt}\right|_{t=0} = i \left(\int_{\mathcal{S}} \int_{\mathcal{G}} \log \|gv\| \mu(dg) \nu(dv) - \lambda_{it}\right) = 0. \quad (2.11)$$

Since $\Pi_{it}^{2} = \Pi_{it}$, we have $2\Pi_{0}\frac{d\Pi_{it}}{dt}|_{t=0} = \frac{d\Pi_{it}}{dt}|_{t=0}$ so that $\nu(\frac{d\Pi_{it}}{dt}|_{t=0}) = 0$, by using the fact that $\nu\Pi_{0} = \nu$. From (2.10) we have

$$\mathbb{E}_{\nu}e^{it(\log \|G_{n}v\| - n\lambda_{it})} = \lambda_{it}^{n}\nu(\Pi_{it}1) + \nu(N_{it}^{n}1),$$
where, for brevity, we use the notation $E_\nu$ to mean that the starting point $v$ has the law $\nu$. Therefore, by Taylor’s formula, we get that for sufficiently small $t$,

$$E_\nu e^{it(\log \|G_n v\| - n\lambda_\mu)} = 1 + itE_\nu(\log \|G_n v\| - n\lambda_\mu) - \frac{t^2}{2} E_\nu (\log \|G_n v\| - n\lambda_\mu)^2$$

$$- \frac{t^3}{6} E_\nu (\log \|G_n v\| - n\lambda_\mu)^3 + o(t^3),$$

$$\lambda_{it}^{n} = 1 + n \frac{d^2 \lambda_{it}}{dt^2} \bigg|_{t=0} + \frac{t^2}{2} + n \frac{d^3 \lambda_{it}}{dt^3} \bigg|_{t=0} + \frac{t^3}{6} + n o(t^3),$$

$$\nu(\Pi_{it} 1) = 1 + c_1 t^2 + c_2 t^3 + o(t^3).$$

It follows that

$$E_\nu [(\log \|G_n v\| - n\lambda_\mu)^2] = -n \frac{d^2 \lambda_{it}}{dt^2} \bigg|_{t=0} - c_1 + O(a^n),$$

$$E_\nu [(\log \|G_n v\| - n\lambda_\mu)^3] = in \frac{d^3 \lambda_{it}}{dt^3} \bigg|_{t=0} + 6ic_2 + O(a^n),$$

which completes the proof of the lemma. □

The following result shows that both functions $b$ and $d$ defined in (1.9) are Lipschitz continuous on $\mathcal{S}$.

Lemma 2.5. 1. Assume $A_2$ and $\int_{\mathbb{C}} \log N(g) \mu(dg) < \infty$. Then $b(\cdot) \in \mathcal{B}_1$ and

$$b(v) = -i \frac{d \Pi_{it}}{dt} \bigg|_{t=0} 1(v), \quad v \in \mathcal{S}. \quad (2.12)$$

2. Assume $A_2$. Then $d(\cdot) \in \mathcal{B}_1$.

Proof. We start by proving the first part of the lemma. By Lemma 2.4, we have that for any $t \in \mathbb{R}$ and $n \geq 1$,

$$E \left[ e^{it(\log \|G_n v\| - n\lambda_\mu)} \right] = \lambda_{it}^{n} \Pi_{it} 1(v) + N_{it}^{n} 1(v), \quad v \in \mathcal{S}. $$

Since $\lambda_0 = 1$ and $\frac{d \lambda_{it}}{dt} \bigg|_{t=0} = 0$ (by (2.11)), differentiating both sides of the above equation with respect to $t = 0$ gives that for any $v \in \mathcal{S}$,

$$iE(\log \|G_n v\| - n\lambda_\mu) = \frac{d \Pi_{it}}{dt} \bigg|_{t=0} 1(v) + \frac{d N_{it}^{n}}{dt} \bigg|_{t=0} 1(v). \quad (2.13)$$

Using again Lemma 2.4, we see that the first term on the right-hand side of (2.13) belongs to $\mathcal{B}_1$, and the second term converges to 0 exponentially fast as $n \to \infty$. Letting $n \to \infty$ in (2.13), we obtain (2.12).

Now we show that second part of the lemma. For any $u \in \mathcal{S}$, the function $\log(\cdot, u)$ is Lipschitz continuous on $\mathcal{S}$. By (2.8), we have $\text{supp} \nu \subseteq \mathcal{S}$ and hence $d(\cdot)$ is Lipschitz continuous on $\mathcal{S}$. □
2.3. Spectral gap properties of the transfer operator $P_s$. The following result gives the existence of the eigenfunctions and eigenmeasures of the transfer operators $P_s$ and $P^*_s$ under exponential moments. The uniqueness will be shown separately in Lemma 2.12.

For $\epsilon \in (0,1)$ being from Lemma 2.2, let $C(S_\epsilon)$ be the space of complex-valued continuous functions on $S_\epsilon$, and let $\mathcal{P}(S)$ (resp. $\mathcal{P}(S_\epsilon)$) be the set of Borel probability measures on $S$ (resp. $S_\epsilon$). Recall that $I_\mu = I^+_\mu \cup I^-_\mu$.

**Proposition 2.6.** Assume either A1 when $s \in I^-_\mu$, or A2 when $s \in I^+_\mu$. Let $\kappa(s) = \rho(P_s)$, $s \in I^-_\mu$. Then, there exist a constant $\epsilon \in (0,1)$, an eigenfunction $r_s \in C(S_\epsilon)$ and an eigenmeasure $\nu_s \in \mathcal{P}(S_\epsilon)$ with $V(\Gamma_\mu) \subseteq \text{supp} \nu_s$ such that

$$P_s r_s = \kappa(s) r_s \quad \text{and} \quad P_s \nu_s = \kappa(s) \nu_s.$$ 

Besides, $\rho(P^*_s) = \kappa(s)$ and there exist a constant $\epsilon \in (0,1)$, an eigenfunction $r^*_s \in C(S_\epsilon)$ and an eigenmeasure $\nu^*_s \in \mathcal{P}(S_\epsilon)$ such that

$$P^*_s r^*_s = \kappa(s) r^*_s \quad \text{and} \quad P^*_s \nu^*_s = \kappa(s) \nu^*_s.$$ 

Moreover, the eigenfunctions $r_s$ and $r^*_s$ are given by

$$r_s(v) = \int_S \frac{1}{S(v,u)} \nu_s(du), \quad r^*_s(v) = \int_S \frac{1}{S(u,v)} \nu_s(du), \quad v \in S,$$  

(2.14)

which are strictly positive and $\bar{s}$-Hölder continuous with respect to the distance $d$, with $\bar{s} = \min\{1,|s|\}$. In addition, there exist constants $c_s, c^*_s > 0$ such that for any $n \geq 1$,

$$c_s \mathbb{E}(\|G_n\|) \leq \kappa(s)^n \leq c^*_s \mathbb{E}(\|G_n\|).$$  

(2.15)

In particular, we have $\kappa(s) = \lim_{n \to \infty} (\mathbb{E}\|G_n\|^s)^{\frac{1}{n}}$.

For $s \in I^+_\mu$, Proposition 2.6 has been established in [3] under weaker assumptions than those of A1; for $s \in I^-_\mu$, Proposition 2.6 is new. It is noteworthy that condition A1 enables us to address cases with arbitrary $s < 0$. This is because, under condition A1, both the eigenmeasure $\nu_s$ and $\nu^*_s$ are supported on $S_\epsilon$ for any $s < 0$. As a result, we can establish the spectral gap properties for the transfer operators $P_s$ and $P^*_s$ in this range. We include the case $s \in I^+_\mu$ here, as it will be utilized in Section 3 to develop the spectral gap theory for the new cocycle $\sigma_f(G_n,v) = \log \frac{|f(G_n,v)|}{|f,v|}$.

The proof of Proposition 2.6 is preceded by the following technical lemma, which plays a crucial role in obtaining a lower bound for the spectral radius of $P^*_s$.

**Lemma 2.7.** Assume A1. Then there exists a constant $c > 0$ such that for any $n \geq 1$, $\mu^m$-almost every $g = (g^{ij})_{1 \leq i,j \leq d} \in \mathbb{G}$, and any $v \in S$,

$$c\|g\| \leq \|gv\| \leq \|g\|.$$  

Proof. By definition, we have that for any $g \in \mathbb{G}$ and $v \in S$,

$$\|gv\| = \langle gv, 1 \rangle \leq \langle g1, 1 \rangle = \|g\|.$$  

On the other hand, by Lemma 2.1, there exists a constant $\chi_0 > 1$ such that for any $n \geq 1$, $\mu^m$-almost every $g = (g^{ij})_{1 \leq i,j \leq d} \in \mathbb{G}$; and any $v = (v_1, \ldots, v_d) \in S$,

$$\|gv\| = \sum_{i=1}^d \sum_{j=1}^d g^{ij} v_j \geq \frac{1}{\chi_0} \sum_{i=1}^d \sum_{j=1}^d g^{ij} v_j = \frac{1}{\chi_0} \sum_{i=1}^d g^{i,i} \geq \frac{1}{(\chi_0)^2 d} \sum_{i=1}^d \sum_{j=1}^d g^{ij} = \frac{1}{(\chi_0)^2 d} \|g\|.$$  
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This completes the proof. \[\Box\]

A matrix is called allowable if every row and every column contains at least one strictly positive element. Let \(G_0\) be the multiplicative semigroup of \(d \times d\) allowable matrices. The following result is proved in [19, Lemma 3.1].

**Lemma 2.8 ([19]).** Assume \(A2\). Then, for any \(g \in G_0\) and \(v_1, v_2 \in S\) with \(d(v_1, v_2) < 1\),

\[
|\log \|gv_1\| - \log \|gv_2\|| \leq 2 \log \frac{1}{1 - d(v_1, v_2)}.
\]

In particular, for any \(a \in (0, 1)\), there exists a constant \(c > 0\) such that for any \(g \in G_0\) and \(v_1, v_2 \in S\) with \(d(v_1, v_2) < a\),

\[
|\log \|gv_1\| - \log \|gv_2\|| \leq cd(v_1, v_2).
\]

By Lemma 2.3, condition \(A2\) implies the allowability and positivity conditions, so that Lemma 2.8 holds true, according to [19, Lemma 3.1].

**Proof of Proposition 2.6.** We provide a proof of Proposition 2.6 only for \(s \in I_{\mu}^+\), as the corresponding result for \(s \in I_{\mu}^-\) has been established in [3]. The case of negative \(s \in I_{\mu}^-\) encounters additional difficulties compared with the case of positive \(s \in I_{\mu}^+\).

**Step 1.** We prove the existence of the eigenmeasures \(\nu_s, \nu_s^*\) and of the eigenfunctions \(r_s, r_s^*\). For any \(s \in I_{\mu}^-\) and \(\eta \in \mathcal{P}(S)\), define a non-linear operator \(\hat{P}_s^*\) on \(\mathcal{P}(S)\) by \(\hat{P}_s^* \eta = \frac{P_s^* \eta}{(P_s^* \eta)(1)}\), where for any \(\varphi \in \mathcal{C}(S)\),

\[
(P_s^* \eta) \varphi = \eta(P_s^* \varphi) = \int_S \int_G \|g^T v\|^s \varphi(g^T v) \mu(dg) \eta(dv).
\]

By (2.3) of Lemma 2.2, under condition \(A1\), there exists a constant \(\epsilon > 0\) such that \(g^T v \in S\), for any \(v \in S\) and \(\mu\)-almost every \(g \in G\), which implies that \(\hat{P}_s^* \eta\) is a probability measure on \(S_\epsilon\) for any \(\eta \in \mathcal{P}(S_\epsilon)\). Since the operator \(\hat{P}_s^*\) is weakly continuous on \(\mathcal{P}(S_\epsilon)\), and the space \(\mathcal{P}(S_\epsilon)\) is compact and convex, by the Schauder-Tychonoff theorem, there exists \(\nu_s^* \in \mathcal{P}(S_\epsilon)\) such that \(\hat{P}_s^* \nu_s^* = \nu_s^*\), so that \(P_s^* \nu_s^* = k_s \nu_s^*\) with \(k_s = (P_s^* \nu_s^*)(1) > 0\). Now we check that \(r_s\) defined by (2.14) satisfies \(P_s r_s = k_s r_s\). By the definition of \(P_s\) and \(r_s\), we have

\[
P_s r_s(v) = \int_G \|g v\|^{-s} \left(\int_S \frac{1}{\langle v, u \rangle^{-s}} \nu_s^*(du)\right) \mu(dg)
\]

\[
= \int_G \left(\int_S \frac{1}{\langle v, g^T u \rangle^{-s}} \nu_s^*(du)\right) \mu(dg)
\]

\[
= \int_S \int_G \|g^T u\|^{-s} \frac{1}{\langle v, g^T u \rangle^{-s}} \mu(dg) \nu_s^*(du).
\]

(2.16)

Letting \(\varphi_v(u) = \frac{1}{\langle v, u \rangle^{-s}}\) and using \(P_s^* \nu_s^* = k_s \nu_s^*\), from (2.16) it follows that

\[
P_s r_s(v) = (\nu_s^* P_s^*) \varphi_v = k_s \int_S \frac{1}{\langle v, u \rangle^{-s}} \nu_s^*(du) = k_s r_s(v).
\]

Similarly one can verify that there exists \(\nu_s \in \mathcal{P}(S_\epsilon)\) satisfying \(P_s \nu_s = k_s^* \nu_s\) with \(k_s^* = (P_s \nu_s)(1) > 0\) and that \(r_s^*\) defined by (2.14) satisfies \(P_s^* r_s^* = k_s^* r_s^*\).
Step 2. We prove $V(\Gamma_\mu) \subseteq \text{supp} \, \nu_s$, the positivity and the Hölder continuity of $r_s$. From $P_s \nu_s = k_s^* \nu_s$, we have that for any $\varphi \in \mathcal{C}(\mathcal{S})$,
\[
\int_\mathcal{S} \int_\mathcal{G} \frac{1}{\|gv\|^{-s}} \varphi(g \cdot v) \mu(dg) \nu_s(dv) = k_s^* \int_\mathcal{S} \varphi(x) \nu_s(dx),
\]
which implies that $\Gamma_\mu(\text{supp} \, \nu_s) \subseteq \text{supp} \, \nu_s$. Since $V(\Gamma_\mu)$ is the unique minimal closed $\Gamma_\mu$-invariant subset of $\mathcal{S}$, we obtain that $V(\Gamma_\mu) \subseteq \text{supp} \, \nu_s$.

Since $\text{supp} \, \nu_s^* \subseteq \mathcal{S}$, it holds that $\inf_{v \in \mathcal{S}} r_s(v) > 0$. Now we show that $r_s$ is $\bar{s}$-Hölder continuous with respect to $d$. By the definition of $r_s$ and the fact that $\langle v, u \rangle \geq \varepsilon$, for any $v \in \mathcal{S}$ and $u \in \text{supp} \, \nu_s^*$, we have that for any $v_1, v_2 \in \mathcal{S}$,
\[
|r_s(v_1) - r_s(v_2)| \leq \int_\mathcal{S} \left| \frac{1}{\langle v_1, u \rangle^{-s}} - \frac{1}{\langle v_2, u \rangle^{-s}} \right| \nu_s^*(du)
\leq c_s \int_\mathcal{S} \langle v_1, u \rangle^{-s} - \langle v_2, u \rangle^{-s} \nu_s^*(du). \tag{2.17}
\]

For $s \in [-1, 0)$, it holds $|\langle v_1, u \rangle^{-s} - \langle v_2, u \rangle^{-s}| \leq \|v_1 - v_2\|^{-s}$. For $s < -1$, it holds $|\langle v_1, u \rangle^{-s} - \langle v_2, u \rangle^{-s}| \leq c_s \|v_1 - v_2\|^s$. Therefore, using $\|v_1 - v_2\| \leq c d(v_1, v_2)$, we get
\[
|r_s(v_1) - r_s(v_2)| \leq c_s \|v_1 - v_2\|^s \leq c_s^\prime d(v_1, v_2)^s.
\]

Similarly, one can show that $\text{supp} \, \nu_s \subseteq \mathcal{S}$ and that $r_s^*$ is strictly positive and $\bar{s}$-Hölder continuous with respect to $d$.

Step 3. We prove $k_s = \kappa(s) = \rho(P_s)$. Using Lemma 2.7, we get
\[
\sup_{v \in \mathcal{S}} |P_s^n \varphi(v)| = \sup_{v \in \mathcal{S}} \int \frac{1}{\|g_n \cdots g_1 v\|^{-s}} \varphi([g_n \cdots g_1]v) \mu(dg_1) \cdots \mu(dg_n)
\leq c_s \|\varphi\|_\infty \mathbb{E}(\|g_n \cdots g_1\|^s).
\]

This implies $k_s \leq \rho(P_s) \leq \lim_{n \to \infty} (\mathbb{E}\|G_n\|^s)_{\frac{1}{s}}$. On the other hand, using $P_s^* \nu_s^* = k_s^* \nu_s^*$ and Lemma 2.7, we obtain
\[
k_s^* = \nu_s^*((P_s^*)^n 1) = \mathbb{E} \int \frac{1}{\|g_n^T \cdots g_1^T v\|^{-s}} \nu_s^*(dv) \geq c_s \mathbb{E}\|g_1 \cdots g_n\|^s = c_s \mathbb{E}\|g_n \cdots g_1\|^s,
\]
which implies $k_s \geq \lim_{n \to \infty} (\mathbb{E}\|G_n\|^s)^{\frac{1}{s}}$. Therefore,
\[
k_s = \kappa(s) = \rho(P_s) = \lim_{n \to \infty} (\mathbb{E}\|G_n\|^s)^{\frac{1}{s}}.
\]

Moreover,
\[
\rho(P_s^*) = \lim_{n \to \infty} (\mathbb{E}\|g_n^T \cdots g_1^T\|^s)^{\frac{1}{s}} = \lim_{n \to \infty} (\mathbb{E}\|g_1 \cdots g_n\|^s)^{\frac{1}{s}} = \kappa(s).
\]

This concludes the proof of Proposition 2.6. \qed

For any $s \in I_\mu$, define the operator $Q_s$ as follows: for any $\varphi \in \mathcal{C}(\mathcal{S})$,
\[
Q_s \varphi(v) := \frac{1}{\kappa(s) r_s(v)} P_s(\varphi r_s)(v), \quad v \in \mathcal{S}, \tag{2.18}
\]
which is a Markov operator satisfying $Q_s 1 = 1$ and $Q_s \varphi \geq 0$ for $\varphi \geq 0$. By iteration, we get for any $v \in S$ and $n \geq 1$,

$$Q^n_s \varphi(v) = \frac{1}{\kappa(s)^n r_s(v)} P^n_s(\varphi r_s)(v) = \int \varphi(G_n \cdot v) q^n_s(G_n, v) \mu(dg_1) \cdots \mu(dg_n),$$

where

$$q^n_s(G_n, v) = \frac{1}{\kappa(s)^n \|G_n v\|^{-s}} r_s(G_n \cdot v).$$

(2.19)

It holds that for any $n, m \geq 1$,

$$q^n_s(G_n, v) q^m_s(g_{n+m} \cdots g_{n+1}, G_n \cdot v) = q^{n+m}_s(G_{n+m}, v).$$

(2.20)

For any $v \in S$, the sequence of probability measures

$$Q^n_{s,n}(dg_1, \ldots, dg_n) := q^n_s(G_n, v) \mu(dg_1) \cdots \mu(dg_n)$$

forms a projective system on $M(d, \mathbb{R})^N$. By the Kolmogorov extension theorem, there exists a unique probability measure $Q^n_s$ on $M(d, \mathbb{R})^N$ with marginals $Q^n_{s,n}$. The corresponding expectation is denoted by $E_{Q^n_s}$. The following change of measure formula holds: for any bounded measurable function $h$ on $(S \times \mathbb{R})^n$ and $n \geq 1$,

$$\frac{1}{\kappa(s)^n r_s(v)} E \left[ r_s(G_n \cdot v) \|G_n v\|^s h(G_1 \cdot v, \log \|G_1 v\|, \ldots, G_n \cdot v, \log \|G_n v\|) \right] = E_{Q^n_s} \left[ h(G_1 \cdot v, \log \|G_1 v\|, \ldots, G_n \cdot v, \log \|G_n v\|) \right].$$

(2.21)

We next show that the kernel $q^n_s(G_n, \cdot)$ is $\bar{s}$-Hölder continuous with respect to $d$.

**Lemma 2.9.** Assume either A1 when $s \in I_\mu^-$, or A2 when $s \in I_\mu^+$. Then, for any $s \in I_\mu$, there exists a constant $c_s > 0$ such that for any $n \geq 1$ and $v_1, v_2 \in S$,

$$|q^n_s(G_n, v_1) - q^n_s(G_n, v_2)| \leq \frac{c_s}{\kappa(s)^n \|G_n\|^{-s}} d(v_1, v_2)^\bar{s}.$$

**Proof:** We only give a proof of Lemma 2.9 for $s \in I_\mu^-$, since the corresponding result for $s \in I_\mu^+$ has been established in [3].

Since, by Proposition 3.3, $r_s$ is $\bar{s}$-Hölder continuous with respect to the distance $d$, from (2.2) it follows that

$$|r_s(G_n \cdot v_1) - r_s(G_n \cdot v_2)| \leq c_s d(G_n \cdot v_1, G_n \cdot v_2)^\bar{s} \leq c_s d^{\bar{s}}(v_1, v_2)^\bar{s}.$$

Using again the $\bar{s}$-Hölder continuity and the positivity of $r_s$ in Proposition 3.3, we get

$$\frac{|r_s(G_n \cdot v_1) - r_s(G_n \cdot v_2)|}{r_s(v_1) - r_s(v_2)} \leq \frac{1}{r_s(v_1)} \left| \frac{1}{r_s(v_1)} - \frac{1}{r_s(v_2)} \right| + \frac{1}{r_s(v_2)} |r_s(G_n \cdot v_1) - r_s(G_n \cdot v_2)| \leq c_s d^{\bar{s}}(v_1, v_2)^\bar{s} + c_s d^{\bar{s}}(v_1, v_2)^\bar{s} \leq c_s d(v_1, v_2)^\bar{s}.$$

(2.22)

If $0 \leq -s \leq 1$, using $|x^{-s} - y^{-s}| \leq |x - y|^{-s}$ for $x, y \geq 0$, and (2.1), we have

$$\|G_n v_1\|^{-s} - \|G_n v_2\|^{-s} \leq \|G_n v_1\| - \|G_n v_2\| \leq \|G_n\|^{-s} \|v_1 - v_2\|^{-s} \leq c_s \|G_n\|^{-s} d(v_1, v_2)^{-s}.$$

Therefore, we have

$$\|G_n v_1\|^{-s} - \|G_n v_2\|^{-s} \leq c_s \|G_n\|^{-s} d(v_1, v_2)^{-s}.$$
If \(-s > 1\), using \(|x^{-s} - y^{-s}| \leq (-s) \max \{x, y\}^{-s} - 1 |x - y|\) for \(x, y \geq 0\), Lemma 2.7 and again (2.1), we have

\[
\|G_n v_1\|^{-s} - \|G_n v_2\|^{-s} \leq c_s \|G_n\|^{-s} - 1 \|G_n v_1\| - \|G_n v_2\| \\
\leq c'_s \|G_n\|^{-s} |v_1 - v_2| \leq c''_s \|G_n\|^{-s} d(v_1, v_2).
\]

Hence, for any \(s < 0\), we get that with \(\bar{s} = \min\{1, -s\},
\[
\|G_n v_1\|^{-s} - \|G_n v_2\|^{-s} \leq c_s \|G_n\|^{-s} d(v_1, v_2)^{\bar{s}},
\]

Using this and Lemma 2.7, we obtain

\[
\left| \frac{1}{\|G_n v_1\|^{-s}} - \frac{1}{\|G_n v_2\|^{-s}} \right| \leq \frac{c_s}{\|G_n\|^{-s}} d(v_1, v_2)^{\bar{s}}.
\]

This, together with (2.22) and Lemma 2.7, concludes the proof of the lemma.

The following result is the Doeblin-Fortet inequality for the Markov operator \(Q_s\).

**Lemma 2.10.** Assume either \(A1\) when \(s \in I^\mu_\cdot\), or \(A2\) when \(s \in I^\mu_+\). Then, for any \(s \in I^\mu_\cdot\), there exist constants \(c_s > 0\) and \(0 < a < 1\) such that for any \(\bar{s}\)-Hölder continuous function \(\varphi\) on \(S\) and \(n \geq 1\),

\[
\|Q^n_s \varphi\|_{\bar{s}} \leq c_s \|\varphi\|_\infty + a^{\bar{s} n}[\varphi]_{\bar{s}}. \tag{2.23}
\]

In particular, for any \(\varphi \in C(S)\), the sequence \(\{Q^n_s \varphi\}_{n \geq 1}\) is equicontinuous on \(S\).

**Proof.** By the definition of \(Q_s\), we write

\[
|Q^n_s \varphi(v_1) - Q^n_s \varphi(v_2)| \leq \left| \int \varphi(G_n \cdot v_1) \left[ q^n_s(G_n, v_1) - q^n_s(G_n, v_2) \right] \mu(dg_1) \ldots \mu(dg_n) \right| \\
+ \left| \int \varphi(G_n \cdot v_1) - \varphi(G_n \cdot v_2) \right| q^n_s(G_n, v_2) \mu(dg_1) \ldots \mu(dg_n) \right|
=: I_1 + I_2. \tag{2.24}
\]

For \(I_1\), using Lemma 2.9 and (2.15) gives

\[
I_1 \leq \|\varphi\|_\infty E \left| q^n_s(G_n, v_1) - q^n_s(G_n, v_2) \right| \\
\leq c_s \|\varphi\|_\infty \frac{E(\|G_n\|^{\bar{s}})}{\kappa(s)^n} d(v_1, v_2)^{\bar{s}} \leq c'_s \|\varphi\|_\infty d(v_1, v_2)^{\bar{s}}. \tag{2.25}
\]

For \(I_2\), from (2.2), we have \(d(G_n \cdot v_1, G_n \cdot v_2) \leq a^n d(v_1, v_2)\) for some constant \(0 < a < 1\), and hence

\[
I_2 \leq [\varphi]_{\bar{s}} a^{\bar{s} n} d(v_1, v_2)^{\bar{s}}. \tag{2.26}
\]

Combining (2.24), (2.25) and (2.26) concludes the proof of (2.23). Since each \(\varphi \in C(S)\) can be approximated by a sequence of \(\bar{s}\)-Hölder continuous functions, the sequence \(\{Q^n_s \varphi\}_{n \geq 1}\) is equicontinuous on \(S\).

The following result shows that the Markov operator \(Q_s\) is irreducible and aperiodic.

**Lemma 2.11.** Assume either \(A1\) when \(s \in I^\mu_\cdot\), or \(A2\) when \(s \in I^\mu_+\). Let \(s \in I^\mu_\cdot\). If there exist \(\varphi \in C(S)\) and \(\theta \in \mathbb{R}\) satisfying \(Q_s \varphi = e^{i \theta} \varphi\), then necessarily \(e^{i \theta} = 1\) and \(\varphi\) is a constant on \(S\).
The proof of this lemma can be carried out in the same way as in [16, Theorem 2.6], and therefore will be omitted.

By [27, Theorem 6], for any equicontinuous Markov operator $Q$ on $\mathcal{C}(\mathcal{S})$, if the equation $Q\varphi = e^{i\theta} \varphi$, $\varphi \in \mathcal{C}(\mathcal{S})$ implies $e^{i\theta} = 1$ and $\varphi$ is a constant, then $Q^n \varphi$ converges to $\pi(\varphi)$ as $n \to \infty$, uniformly in $\varphi \in \mathcal{C}(\mathcal{S})$, where $\pi$ is the unique invariant measure of $Q$. Therefore, by Lemmas 2.10 and 2.11, for any $s \in I_\mu$, there exists a unique invariant probability measure $\pi_s$ on $\mathcal{S}$ such that uniformly in $\varphi \in \mathcal{C}(\mathcal{S})$,

$$
\lim_{n \to \infty} Q_n^s \varphi = \pi_s(\varphi). 
$$

(2.27)

Since $Q_s \pi_s = \pi_s$ and $\pi_s$ is the unique invariant measure of $Q_s$, we get that for $\varphi \in \mathcal{C}(\mathcal{S})$,

$$
\pi_s(\varphi) = \frac{\nu_s(\varphi r_s)}{\nu_s(r_s)}. 
$$

(2.28)

We next show the uniqueness and continuity of the eigenfunction $r_s$ and the eigenmeasure $\nu_s$.

**Lemma 2.12.** Assume either $A1$ when $s \in I^-_\mu$, or $A2$ when $s \in I^+_\mu$.

1. For any $s \in I_\mu$, the eigenfunction $r_s$ is unique up to a scaling constant and the eigenmeasure $\nu_s \in \mathcal{P}(\mathcal{S}_e)$ is unique. In addition, supp $\nu_s = V(\Gamma_\mu)$.
2. The mappings $s \mapsto r_s$ and $s \mapsto \nu_s$ are continuous on $I_\mu$ with respect to the uniform topology and weak convergence topology, respectively.

Based on Proposition 2.6 and Lemma 2.11, the proof of the first assertion of Lemma 2.12 can be carried out in the same way as that of [3, Corollary 4.12]. Following the proof of [3, Proposition 4.13], using the first assertion and the fact that supp $\nu_s \subseteq \mathcal{S}_e$, one can obtain the second assertion of Lemma 2.12.

We proceed to establish spectral gap properties of the Markov operator $Q_s$ by using the well-known theorem of Ionescu-Tulcea and Marinescu (see [20] or [18, Theorem II.5]). Below we denote by $\mathcal{L}(\mathcal{B}_\gamma, \mathcal{B}_\gamma)$ the set of bounded linear operators from $\mathcal{B}_\gamma$ to $\mathcal{B}_\gamma$, equipped with the operator norm $\| \cdot \|_{\mathcal{B}_\gamma \to \mathcal{B}_\gamma}$, by $\rho(A)$ the spectral radius of an operator $A$ acting on $\mathcal{B}_\gamma$ and by $A|_E$ the operator $A$ restricted to the subspace $E$.

**Proposition 2.13.** Assume either $A1$ when $s \in I^-_\mu$, or $A2$ when $s \in I^+_\mu$. Let $s \in I_\mu \setminus \{0\}$. Then, for any $0 < \gamma \leq \min\{|s|, 1\}$, we have $Q_s \in \mathcal{L}(\mathcal{B}_\gamma, \mathcal{B}_\gamma)$ and $Q_s^n = \Pi_s + N_s^n$ for any $n \geq 1$, where $\Pi_s$ is a rank-one projection with $\Pi_s(\varphi)(v) = \pi_s(\varphi)$ for $\varphi \in \mathcal{B}_\gamma$ and $v \in \mathcal{S}$, and $N_s$ satisfies $\Pi_s N_s = N_s \Pi_s = 0$ and $\rho(N_s) < a_s$ for some constant $a_s \in (0, 1)$.

**Proof.** We first verify the following three claims.

Claim 1: There exists a constant $c_s$ such that $\|Q_s \varphi\|_{\infty} \leq c_s \|\varphi\|_{\infty}$ for any $\varphi \in \mathcal{B}_\gamma$. This is clear by the definition of $Q_s$ (cf. (2.18)).

Claim 2: The operator $Q_s$ is conditionally compact from $(\mathcal{B}_\gamma, \| \cdot \|_\gamma)$ to $(\mathcal{C}(\mathcal{S}), \| \cdot \|_{\infty})$. Since $Q_s$ is a Markov operator, the set $\{Q_s \varphi : \|\varphi\|_{\gamma} \leq 1\}$ is uniformly bounded. This, together with the equicontinuity of $Q_s$ (by (2.10)), proves the claim by applying the Arzelà-Ascoli theorem.

Claim 3: The Doeblin-Fortet inequality holds for $Q_s$. This is proved in Lemma 2.10.

Applying the theorem of Ionescu-Tulcea and Marinescu to $Q_s$, we get that $Q_s$ is quasi-compact, that is, $\mathcal{B}_\gamma$ can be decomposed into two $Q_s$ invariant closed subspaces $\mathcal{B}_\gamma = E \oplus F$ such that dim $E < \infty$, each eigenvalue of $Q_s|_E$ has modulus $\rho(Q_s)$ and $\rho(Q_s|_F) < \rho(Q_s)$. 

Since $\rho(Q_s) = 1$, it follows from Lemma 2.11 that $\dim E = 1$. We conclude the proof by applying Lemma III.3 in [18]. □

As a direct consequence of Proposition 2.13 and (2.18), we get the following

**Corollary 2.14.** Assume either \( A1 \) when $s \in I^-_\mu$, or \( A2 \) when $s \in I^+_\mu$. Let $s \in (I^+_\mu)^0 \cup (I^-_\mu)^0$. Then, for any $0 < \gamma \leq \min\{|s|, 1\}$, we have $P_s \in \mathcal{L}(\mathcal{B}_\gamma, \mathcal{B}_\gamma)$ and $P^n_s = \kappa(s)^n M_s + L^n_s$ for any $n \geq 1$, where $M_s := \nu_s \otimes r_s$ is a rank-one projection on $\mathcal{B}_\gamma$ defined by $M_s \varphi = \frac{\nu_s(\varphi)}{\nu_s(r_s)} r_s$ for $\varphi \in \mathcal{B}_\gamma$, and $L_s \in \mathcal{L}(\mathcal{B}_\gamma, \mathcal{B}_\gamma)$ satisfies $M_s L_s = L_s M_s = 0$ and $\rho(L_s) < \kappa(s)$.

### 2.4. Spectral gap properties of the perturbed transfer operator $R_{s,z}$

For any $s \in I^-_\mu$, $q = \Lambda'(s)$ and $z \in \mathbb{C}$ with $s + \Re z \in I^-_\mu$, define the perturbed operator $R_{s,z}$ as follows: for $\varphi \in \mathcal{C}(\mathcal{S})$,

$$R_{s,z} \varphi(v) = \mathbb{E}_{\mathbb{Q}_z} [e^{z\log \|gv\| - \eta} \varphi(g \cdot v)], \quad v \in \mathcal{S}. \quad (2.29)$$

Applying (2.20) and the induction argument, one can check that for any $n \geq 1$,

$$R^n_{s,z} \varphi(v) = \mathbb{E}_{\mathbb{Q}_z} [e^{z\log \|G_n v\| - n \eta} \varphi(G_n \cdot v)], \quad v \in \mathcal{S}. \quad (2.29)$$

Now we use the spectral gap theory for the norm cocycle $\log \frac{\|G_n v\|}{\|v\|}$ shown in Section 2.3 and the perturbation theorem in [18, Theorem III.8] to obtain the spectral gap properties of $R_{s,z}$. For $\delta > 0$, denote $B_\delta(0) = \{z \in \mathbb{C} : |z| < \delta\}$.

**Proposition 2.15.** Assume either \( A1 \) when $s \in I^-_\mu$, or \( A2 \) when $s \in I^+_\mu$. Let $s \in I^-_\mu \setminus \{0\}$. Then, for any $0 < \gamma \leq \min\{|s|, 1\}$, there exists a constant $\delta > 0$ such that for any $z \in B_\delta(0)$ and $n \geq 1$,

$$R^n_{s,z} = \lambda^n_{s,z} \Pi_{s,z} + N^n_{s,z}, \quad (2.30)$$

where $z \mapsto \lambda_{s,z} = e^{-\eta \frac{\kappa(s+z)}{\kappa(s)}} : B_\delta(0) \to \mathbb{C}$ is analytic, $z \mapsto \Pi_{s,z}$ and $z \mapsto N_{s,z} : B_\delta(0) \to \mathcal{L}(\mathcal{B}_\gamma, \mathcal{B}_\gamma)$ are analytic with $\Pi_{s,z} N_{s,z} = N_{s,z} \Pi_{s,z} = 0$ and $\Pi_{s,z}(\varphi)(v) = \pi_s(\varphi)$ for $\varphi \in \mathcal{B}_\gamma$ and $v \in \mathcal{S}$. Moreover, for any compact set $J \subseteq (I^-_\mu)^0 \cup (I^-_\mu)^0$, it holds that

$$\sup_{s \in J} \sup_{z \in B_\delta(0)} \rho(N_{s,z}) < 1. \quad (2.30)$$

**Proof.** We first show that $R_{s,z} \in \mathcal{L}(\mathcal{B}_\gamma, \mathcal{B}_\gamma)$. Using (2.21), Lemma 2.7 and the fact that $r_s$ is strictly positive and bounded (cf. Proposition 3.3), we get

$$\|R_{s,z} \varphi\| \leq c \|\varphi\| \mathbb{E}(\|g\|^{s + R_z}). \quad (2.31)$$

Note that, by Lemma 2.8, we have for any $g \in \Gamma_\mu$ and $v_1, v_2 \in \mathcal{S},$

$$\begin{align*}
\|\log \|gv_1\| - \log \|gv_2\|\| \\
= |\log \|gv_1\| - \log \|gv_2\| I\{d(v_1, v_2) < \frac{1}{2}\} + |\log \|gv_1\| - \log \|gv_2\| I\{d(v_1, v_2) > \frac{1}{2}\} \\
\leq c d(v_1, v_2) + 2 |\log \|gv_1\| - \log \|gv_2\| | d(v_1, v_2) \\
\leq c' d(v_1, v_2) + c' (\log \|g\|) d(v_1, v_2) \\
\leq c'' (1 + \log \|g\|) d(v_1, v_2). \quad (2.32)
\end{align*}$$
Since for any $z_1, z_2 \in \mathbb{C}$ and $\gamma \in (0, 1]$,
\[
|e^{z_1} - e^{z_2}| \leq 2 \max \{|z_1|^{1-\gamma}, |z_2|^{1-\gamma}\} \max \{e^{R z_1}, e^{R z_2}\}|z_1 - z_2|^\gamma,
\]
using Lemma 2.7 and (2.32), we have
\[
|e^z \log \|gv_1\| - e^z \log \|gv_2\|| \leq c(\log \|g\|)^{1-\gamma} e^{(R z) \log \|g\|} (\log \|gv_1\| - \log \|gv_2\|)^\gamma
\leq c'(1 + \log \|g\|) e^{(R z) \log \|g\|} d(v_1, v_2)^\gamma.
\]
From (2.34) and Lemma 2.7, it follows that for any $v_1, v_2 \in \mathcal{S}$,
\[
|R_{s,z}\varphi(v_1) - R_{s,z}\varphi(v_2)| \leq c_s \|\varphi\|_{\infty} \mathbb{E}\left[\frac{1}{\|g\|^{-s}} |e^z \log \|gv_1\| - e^z \log \|gv_2\||\right]
+ c_s \|\varphi\|_{\infty} \mathbb{E}\left[(1 + \log \|g\|) e^{(s + R z) \log \|g\|} \right] d(v_1, v_2)^\gamma
+ c' \|\varphi\|_{\infty} \mathbb{E}\left[e^{(s + R z) \log \|g\|} \right] d(v_1, v_2)^\gamma
\leq c'' \|\varphi\|_{\infty} \mathbb{E}\left[(1 + \log \|g\|) e^{(s + R z) \log \|g\|} \right] d(v_1, v_2)^\gamma.
\]
Combining this with (2.31) shows that $R_{s,z} \in \mathcal{L}(\mathcal{B}_\gamma, \mathcal{B}_\gamma)$.

Since $R_{s,0} = Q_s$, by Proposition 2.13, we get that $R_{s,0}$ has a simple dominate eigenvalue and $\rho(R_{s,0}) = 1$. Since $z \mapsto e^{(s+z) \log \|g\|}$ is analytic on $B_\delta(0)$ for some constant $\delta > 0$, one can check that $z \mapsto R_{s,z}$ is holomorphic by applying [36, Theorem V.3.1]. Therefore, the assertions follow by applying the perturbation theorem (cf. [18, Theorem III.8]). The formula $\lambda_{s,z} = e^{-q s^2 \frac{s+(z_+)}{s(s+1)}}$ can be obtained in the same way as that in [29, Proposition 3.3] and therefore we omit the details.

Now we show a Doeblin-Fortet inequality for the perturbed operator $R_{s,it}$. 

**Lemma 2.16.** Assume either A1 when $s \in I^-_\mu$, or A2 when $s \in I^+_\mu$. Assume also that $\mathbb{E}[\|g\|^{(1 + \log \|g\|)}] < \infty$ for $s \in I_\mu$. Then there exist constants $c_{s,n} > 0$ and $0 < a < 1$ such that for any $s$-Hölder continuous function $\varphi$ on $\mathcal{S}$ and $n \geq 1$,
\[
[R_{s,it}^n\varphi]_s \leq c_{s,n} \|\varphi\|_{\infty} + a^{s_n}[\varphi]_s.
\]
In particular, for any $\varphi \in \mathcal{C}(\mathcal{S})$, the sequence $\{R_{s,it}^n\varphi\}_{n \geq 1}$ is equicontinuous on $\mathcal{S}$.

**Proof.** By the definition of $R_{s,it}$, we write
\[
|R_{s,it}^n\varphi(v_1) - R_{s,it}^n\varphi(v_2)|
\leq \left| \int \varphi(G_n \cdot v_1) e^{it \log \|G_n v_1 - n q\|} [q_n^s(G_n, v_1) - q_n^s(G_n, v_2)] \mu(dg_1) \cdots \mu(dg_n) \right|
+ \left| \int [\varphi(G_n \cdot v_1) - \varphi(G_n \cdot v_2)] e^{it \log \|G_n v_1 - n q\|} q_n^s(G_n, v_2) \mu(dg_1) \cdots \mu(dg_n) \right|
+ \left| \int \varphi(G_n \cdot v_2) e^{it \log \|G_n v_1 - n q\|} - e^{it \log \|G_n v_2 - n q\|} q_n^s(G_n, v_2) \mu(dg_1) \cdots \mu(dg_n) \right|
=: I_1 + I_2 + I_3.
\]
For $I_1$, we use Lemma 2.9 and (2.15) to get
\[ I_1 \leq c_s \varphi \| \infty \frac{\mathbb{E}(\|G_n\|^s)}{\kappa(s)^n} d(v_1, v_2)^s \leq c_s' \varphi \| \infty d(v_1, v_2)^s. \] (2.37)

For $I_2$, by (2.26), there exists a constant $0 < a < 1$ such that
\[ I_2 \leq [\varphi] \bar{s} a^n d(v_1, v_2)^s. \] (2.38)

For $I_3$, from (2.33) and (2.32), it follows that for any $\gamma \in (0, 1],
\begin{align*}
|e^{it(\log \|G_n v_1\| - q)} - e^{it(\log \|G_n v_2\| - q)}| & \leq c(\log \|G_n\|)^{1-\gamma} |\log \|G_n v_1\| - \log \|G_n v_2\||^\gamma \\
& \leq c'(1 + \log \|G_n\|) d(v_1, v_2). \end{align*}

By Lemma 2.7, we get $\|g_2 g_1 v\| = \|g_2 g_1 v\| \geq c \|g_2\| \|g_1\|$, so that
\[ |q_n(G_n, v_2)| \leq c_n \|G_n v_2\|^s \leq c_n \|g_1\|^s \cdots \|g_1\|^s. \]

Therefore,
\[ I_3 \leq c \|\varphi\|_\infty \int (1 + \log \|G_n\|) q_n(G_n, v_2) \mu(dg_1) \cdots \mu(dg_n) d(v_1, v_2)^\gamma \leq c_n \|\varphi\|_\infty \left[ \mathbb{E}[g]^s (1 + \log \|g\|) \right]^n d(v_1, v_2). \] (2.39)

Combining (2.36), (2.37), (2.38) and (2.39), we conclude the proof of (2.35). Since each $\varphi \in C(S)$ can be approximated by a sequence of $s$-Hölder continuous functions, it follows that $\{R_{s, it}^n \}_{n \geq 1}$ is equicontinuous on $S$. \qed

The following result gives the exponential decay of $R_{s, it}$ for $t \in \mathbb{R} \setminus \{0\}$. Recall that $\rho(R_{s, it})$ denotes the spectral radius of $R_{s, it}$ acting on $\mathcal{B}_\gamma$.

**Proposition 2.17.** Assume either $A1$ when $s \in I_\mu^-$, or $A2$ when $s \in I_\mu^+$. Assume also that $A3$ holds. Let $J$ be a compact subset of $I_\mu^\circ \setminus \{0\}$. Then, for any $0 < \gamma \leq \min_{s \in J} \{|s|, 1\}$ and any compact subset $T$ of $\mathbb{R} \setminus \{0\}$, we have
\[ \sup_{s \in J} \sup_{t \in T} \rho(R_{s, it}) < 1. \]

**Proof.** We provide only a sketch of the proof. Similarly to the approach used in the proof of Proposition 2.13, one can apply Lemma 2.16 along with the theorem of Ionescu-Tulcea and Marinescu to demonstrate that the operator $R_{s, it}$ is quasi-compact. Subsequently, by following the argument in [30, Proposition 3.7], one can show that $\rho(R_{s, it}) < 1$ for any fixed $s \in J$ and $t \in T$. Finally, the desired result is obtained using the strategy outlined in [30, Proposition 3.10]. \qed

3. Spectral gap theory for the coefficients

3.1. Spectral gap properties of the perturbed operator $R_{it, f}$. For any $t \in \mathbb{R}$ and $f \in \mathcal{S}$, define the perturbed transfer operator $R_{it, f}$ as follows: for any $\mathcal{C}(\mathcal{S})$ and $v \in \mathcal{S}$,
\[ R_{it, f}\varphi(v) = \int_G e^{it(\log \frac{f(g)}{f(x)} - \lambda)} \varphi(g \cdot v) \mu(dg). \] (3.1)
It is easy to see that for any $n \geq 1$,

$$R^n_{it,f} \varphi(v) = \int e^{it (\log \frac{\langle f,G_n v \rangle}{\langle f,v \rangle} - n \lambda_{it})} \varphi(G_n \cdot v) \mu(dg_1) \cdots \mu(dg_n).$$

(3.2)

The following result gives the spectral gap properties of the transfer operator $R^n_{it}.$

**Lemma 3.1.** 1. Assume **A2.** Then, for any $0 < \gamma \leq 1$, there exists a constant $\lambda > 0$ such that for any $t \in (-\delta, \delta)$, $f \in \mathcal{S}$ and $n \geq 1$,

$$R^n_{it,f} = \lambda^n_{it} \Pi_{it,f} + N^n_{it,f},$$

(3.3)

where $\lambda_{it}$ is the same as in Lemma 2.4, $\Pi_{it,f}$ is a rank-one projection on $\mathcal{B}_\gamma$ satisfying $\Pi_{0,f} \varphi(v) = \nu(\varphi)$ for any $\varphi \in \mathcal{B}_\gamma$, $f \in \mathcal{S}$ and $v \in \mathcal{S}_\epsilon$. Moreover, $\Pi_{it,f} N_{it,f} = N_{it,f} \Pi_{it,f} = 0$ and $\rho(N_{it,f}) < 1$ for all $t \in (-\delta, \delta)$ and $f \in \mathcal{S}$.

2. Assume **A2** and **A3.** Then, for any $0 < \gamma \leq 1$ and any compact set $T \subseteq \mathbb{R} \setminus \{0\}$, there exists a constant $c = c(\gamma, T) > 0$ such that for any $t \in T$, $f \in \mathcal{S}$ and $n \geq 1$,

$$\|R^n_{it,f} \varphi\|_{\gamma} \leq e^{-cn}\|\varphi\|_{\gamma}.$$  \hspace{1cm} (3.4)

**Proof.** By (3.2) and the fact that $R^n_{it} = R^n_{0,it}$ with $R^n_{0,it}$ defined by (2.29), it holds that for any $t \in \mathbb{R}$, $f \in \mathcal{S}$, $v \in \mathcal{S}_\epsilon$, $n \geq 1$ and $\varphi \in \mathcal{C}(\mathcal{S})$,

$$R^n_{it,f} \varphi(v) = e^{-it \log \langle f,v \rangle} R^n_{it} \varphi_f(v), \quad \text{where } \varphi_f(v) = e^{it \log \langle f,v \rangle} \varphi(v).$$

By (2.10), we have

$$R^n_{it} \varphi_f(v) = \lambda^n_{it} \Pi_{it} \varphi_f(v) + N^n_{it} \varphi_f(v),$$

so that for any $t \in \mathbb{R}$, $f \in \mathcal{S}$, $v \in \mathcal{S}_\epsilon$ and $\varphi \in \mathcal{C}(\mathcal{S})$,

$$\Pi_{it,f} \varphi(v) = e^{-it \log \langle f,v \rangle} \Pi_{it} \left[ e^{it \log \langle f,v \rangle} \varphi(\cdot) \right](v), \quad N_{it,f} \varphi(v) = e^{-it \log \langle f,v \rangle} N_{it} \left[ e^{it \log \langle f,v \rangle} \varphi(\cdot) \right](v).$$

Using Lemma 2.4, one can check all the properties of $\Pi_{it,f}$ and $N_{it,f}$ stated in Lemma 3.1 and we omit the details. This proves the first part of the lemma.

The proof of (3.4) can be done in the same way as that of Proposition 2.17. \hfill \Box

**Lemma 3.2.** Assume **A2** and $\int f \log N(g) \mu(dg) < \infty$. Let $\epsilon \in (0,1)$ be from (2.7) of Lemma 2.2. Then, for any $f \in \mathbb{R}_+ \setminus \{0\}$, the function

$$b(f,v) := \lim_{n \to \infty} \mathbb{E} \left( \log \frac{\langle f, G_n v \rangle}{\langle f,v \rangle} - n \lambda_{it} \right), \quad v \in \mathcal{S}_\epsilon$$

(3.5)

is Lipschitz continuous on $\mathcal{S}_\epsilon$ and

$$b(f,v) = \frac{d\Pi_{it,f}}{dt}\bigg|_{t=0} 1(v), \quad v \in \mathcal{S}_\epsilon.$$  \hspace{1cm} (3.6)

**Proof.** By Lemma 3.1, we have that for any Lipschitz continuous function $\varphi$ on $\mathcal{S}_\epsilon$,

$$\mathbb{E} \left[ \varphi(G_n \cdot v) e^{it (\log \frac{\langle f,G_n v \rangle}{\langle f,v \rangle} - n \lambda_{it})} \right] = \lambda^n_{it} \Pi_{it,f} \varphi(v) + N^n_{it,f} \varphi(v), \quad v \in \mathcal{S}_\epsilon.$$  

Since $\lambda_0 = 1$ and $\frac{d\lambda_{it}}{dt}\big|_{t=0} = 0$, differentiating both sides of the above equation with respect to $t$ at $0$ gives that for any $v \in \mathcal{S}_\epsilon$,

$$\mathbb{E} \left[ \varphi(G_n \cdot v) \left( \log \frac{\langle f,G_n v \rangle}{\langle f,v \rangle} - n \lambda_{it} \right) \right] = \frac{d\Pi_{it,f}}{dt}\bigg|_{t=0} \varphi(v) + \frac{d N^n_{it,f}}{dt}\bigg|_{t=0} \varphi(v).$$  \hspace{1cm} (3.7)
Again by Lemma 3.1, the first term on the right-hand side of (3.7) is Lipschitz continuous on $S_\epsilon$, and the second term converges to 0 exponentially fast as $n \to \infty$. Hence, letting $n \to \infty$ in (3.7), we obtain (3.6).

3.2. Spectral gap properties of the transfer operator $P_{s,f}$. The main goal of this section is to perform a change of measure for the coefficients $\langle f, G_n v \rangle$, utilizing the spectral gap properties of the transfer operator $P_{s,f}$ defined below. Let $\epsilon \in (0, 1)$ be as specified in (2.3) of Lemma 2.2. For $s \in I_\mu$, $f \in S$ and $\varphi \in C(S_\epsilon)$, define

$$P_{s,f} \varphi(v) = \int_S \frac{\langle f, g v \rangle^s}{\langle f, v \rangle^s} \varphi(g \cdot v) \mu(dg), \quad v \in S_\epsilon.$$  \hfill (3.8)

The operator $P_{s,f}$ relates to $P_s$ as follows: for any $\varphi \in C(S_\epsilon)$,

$$\langle f, \cdot \rangle^s P_{s,f} \varphi(\cdot) = P_s(\langle f, \cdot \rangle^s \varphi).$$  \hfill (3.9)

The following result describes the spectral gap properties of $P_{s,f}$. Notably, the spectral radius of $P_{s,f}$ is independent of $f$, which plays an important role in defining the change of measure pertaining to the coefficients. In the result below the relevant quantities such as $\kappa(s), r_s, \nu_s, L_s$ are defined in Proposition 2.6 and Corollary 2.14.

**Proposition 3.3.** Assume either A1 when $s \in I^-_\mu$, or A2 when $s \in I^+_\mu$. Let $s \in I^*_\mu \setminus \{0\}$. Then, for any $0 < \gamma \leq \min\{|s|, 1\}$, $f \in S$ and $n \geq 1$,

$$P^n_{s,f} = \kappa(s)^n M_{s,f} + L^n_{s,f},$$  \hfill (3.10)

where, for $\varphi \in B_\gamma$ and $v \in S_\epsilon$,

$$M_{s,f} \varphi(v) = \nu_{s,f}(\varphi) r_{s,f}(v), \quad L^n_{s,f} \varphi(v) = \frac{1}{\langle f, v \rangle^s} L^n_s(\langle f, \cdot \rangle^s \varphi)(v),$$  \hfill (3.11)

with

$$r_{s,f}(v) = \frac{1}{\langle f, v \rangle^s} r_s(v), \quad \nu_{s,f}(\varphi) = \frac{\nu_s(\langle f, \cdot \rangle^s \varphi)}{\nu_s(r_s)}.$$  \hfill (3.12)

Moreover, $\nu_{s,f}(r_{s,f}) = 1$, $M_{s,f} L_{s,f} = L_{s,f} M_{s,f} = 0$ and $\rho(L_{s,f}) < \kappa(s)$ for any $f \in S$.

**Proof.** We first show that $r_{s,f}$ defined by (3.12) satisfies $P_{s,f} r_{s,f} = \kappa(s) r_{s,f}$. By the definition of $P_{s,f}$ and $P_s$ (cf. (3.8) and (1.15)), and the fact that $P_s r_s = \kappa(s) r_s$, we have

$$P_{s,f} r_{s,f}(v) = \int_S \frac{\langle f, g v \rangle^s}{\langle f, v \rangle^s} \frac{1}{\langle f, g \cdot v \rangle^s} r_s(g \cdot v) \mu(dg)$$

$$= \int_S \frac{1}{\langle f, v \rangle^s} |gv|^s r_s(g \cdot v) \mu(dg)$$

$$= \kappa(s) \frac{1}{\langle f, v \rangle^s} r_s(v)$$

$$= \kappa(s) r_{s,f}(v).$$
We next show that \( \nu_{s,f} \) defined by (3.12) satisfies \( \nu_{s,f}P_{s,f} = \kappa(s)\nu_{s,f} \). Using \( \nu_sP_s = \kappa(s)\nu_s \), we get

\[
\nu_{s,f}(P_{s,f}\phi) = \frac{\nu_s((f,\cdot)^sP_{s,f}\phi)}{\nu_s(r_s)} = \frac{1}{\nu_s(r_s)}\int_{\mathcal{G}} \int_{\mathcal{G}} (f, gv)^s \phi(g \cdot v)\mu(dg)\nu_s(dv) = \frac{1}{\nu_s(r_s)}\nu_s(P_s((f,\cdot)^s\phi)) = \frac{1}{\nu_s(r_s)}\kappa(s)\nu_s((f,\cdot)^s\phi) = \kappa(s)\nu_{s,f}(\phi).
\]

Now we prove (3.10) and the related properties. For any \( n \geq 1, s \in I^c \setminus \{0\}, f \in \mathcal{S}, v \in \mathcal{S}, \) and \( \phi \in \mathcal{C}(\mathcal{S}) \), it holds

\[
P_{s,f}^n\phi(v) = \frac{1}{(f, v)^s}P_s^n\phi(v) \quad \text{with} \quad \phi_f(v) = (f, v)^s\phi(v).
\]

By Lemma 2.14, we have

\[
P_s^n\phi_f(v) = \kappa(s)^n\frac{\nu_s(\phi_f)}{\nu_s(r_s)}r_s(v) + L_s^n\phi_f(v).
\]

Therefore,

\[
P_{s,f}^n\phi(v) = \kappa(s)^n\frac{\nu_s((f,\cdot)^s\phi)}{\nu_s(r_s)} \frac{1}{(f, v)^s}r_s(v) + \frac{1}{(f, v)^s}L_s^n((f,\cdot)^s\phi)(v) = \kappa(s)^n\nu_{s,f}(\phi)r_{s,f}(v) + L_{s,f}^n\phi(v),
\]

which proves (3.10) and (3.11). Using \( M_sL_s = L_sM_s = 0, \) one can verify that \( M_{s,f}L_{s,f} = L_{s,f}M_{s,f} = 0. \) Since \( \rho(L_s) < \kappa(s) \), we get \( \rho(L_{s,f}) < \kappa(s) \) for all \( f \in \mathcal{S} \).

Let \( s \in I^c \). For any \( f \in \mathcal{S}, \) define the Markov operator \( Q_{s,f} \) as follows: for any \( \phi \in \mathcal{C}(\mathcal{S}) \),

\[
Q_{s,f}\phi = \frac{1}{(s,r_{s,f})}P_{s,f}(\phi r_{s,f})(v), \quad x \in \mathcal{S}.
\]

Using (3.9), and (3.12) in Proposition 3.3, we can check that \( Q_{s,f} \) coincides with \( Q_s \) (cf. (2.18)) on \( \mathcal{C}(\mathcal{S}) \): for any \( \phi \in \mathcal{C}(\mathcal{S}) \),

\[
Q_{s,f}\phi = Q_s\phi.
\]

By iteration, we get

\[
Q_{s,f}^n\phi(v) = \int \phi(G_n \cdot v)q_{s,f,n}(G_n, v)\mu(dg_1)\ldots\mu(dg_n), \quad n \geq 1;
\]

where

\[
q_{s,f,n}(G_n, v) = \frac{(f, G_n v)^s}{\kappa(s)^n(f, v)^s} \frac{r_{s,f}(G_n \cdot v)}{r_{s,f}(v)} = q_{s,n}(G_n, v),
\]
with \( q_{s,n}(G_n, v) \) defined by (2.19). The last equality can be checked using (3.12). From (2.20), it holds that for any \( n, m \geq 1 \),
\[
q_{s,f,n}(G_n, v)q_{s,f,m}(g_{n+m} \ldots g_{n+1}, G_n \cdot v) = q_{s,f,n+m}(G_{n+m}, v).
\]
(3.13)
As in (2.21), let \( Q_{s,f}^n \) be the unique probability measure on \( M(d, \mathbb{R})^n \) with marginals \( q_{s,f,n}(G_n, v)\mu(dg_1) \ldots \mu(dg_n) \), then we have for any bounded measurable function \( h \) on \( (S_\epsilon \times \mathbb{R})^n \),
\[
\mathbb{E} \left[ r_{s,f}(G_n \cdot v) \frac{\langle f, G_n v \rangle^s}{\langle f, v \rangle^s} h \left( G_1 \cdot v, \log \frac{\langle f, G_1 v \rangle}{\langle f, v \rangle}, \ldots, G_n \cdot v, \log \frac{\langle f, G_n v \rangle}{\langle f, v \rangle} \right) \right] = \kappa(s)^n r_{s,f}(v) \mathbb{E}_{Q_{s,f}^n} \left[ h \left( G_1 \cdot v, \log \frac{\langle f, G_1 v \rangle}{\langle f, v \rangle}, \ldots, G_n \cdot v, \log \frac{\langle f, G_n v \rangle}{\langle f, v \rangle} \right) \right].
\]
(3.14)
Now we show the spectral gap properties for the Markov operator \( Q_{s,f} \). Define \( \pi_{s,f}(\varphi) = \nu_{s,f}(\varphi r_{s,f}) \) for \( \varphi \in C(S) \), and note that \( \pi_{s,f}(1) = \nu_{s,f}(r_{s,f}) = 1 \).

**Proposition 3.4.** Assume either A1 when \( s \in I^- \), or A2 when \( s \in I^+ \). Let \( s \in I^\circ \setminus \{0\} \). Then, for any \( 0 < \gamma \leq \min\{|s|, 1\}, f \in S \) and \( n \geq 1 \), we have
\[
Q_{s,f}^n = \Pi_{s,f} + N_{s,f}^n,
\]
where, for \( \varphi \in \mathcal{B}_\gamma \cap C(S_\epsilon) \) and \( v \in S_\epsilon \),
\[
\Pi_{s,f} \varphi(v) = \pi_{s,f}(\varphi), \quad N_{s,f} \varphi(v) = \frac{1}{\kappa(s)^n r_{s,f}(v)} L_{s,f}(\varphi r_{s,f})(v),
\]
and \( \Pi_{s,f} N_{s,f} = N_{s,f} \Pi_{s,f} = 0 \). In addition, there exist constants \( c_s > 0 \) and \( a \in (0, 1) \) such that for all \( f \in S \) and \( n \geq 1 \),
\[
\|N_{s,f}^n\|_{\mathcal{B}_\gamma \to \mathcal{B}_\gamma} \leq c_s a^n.
\]
(3.15)

**Proof.** By (3.10) and (3.11), we have that for any \( \varphi \in C(S_\epsilon) \) and \( v \in S_\epsilon \),
\[
Q_{s,f}^n \varphi(v) = \frac{1}{\kappa(s)^n r_{s,f}(v)} P_{s,f}^n(\varphi r_{s,f})(v) = \frac{1}{\kappa(s)^n r_{s,f}(v)} \left[ \kappa(s)^n M_{s,f}(\varphi r_{s,f})(v) + L_{s,f}(\varphi r_{s,f})(v) \right] = \nu_{s,f}(\varphi r_{s,f}) + \frac{1}{\kappa(s)^n r_{s,f}(v)} L_{s,f}(\varphi r_{s,f})(v) = \Pi_{s,f} \varphi + N_{s,f} \varphi(v).
\]
Now we show that \( \Pi_{s,f} N_{s,f} = 0 \). By the definition of \( \Pi_{s,f} \) and \( N_{s,f} \), we have for any \( \varphi \in \mathcal{B}_\gamma \),
\[
\Pi_{s,f} N_{s,f} \varphi = \Pi_{s,f} \left[ \frac{1}{\kappa(s) r_{s,f}} L_{s,f}(\varphi r_{s,f}) \right] = \frac{1}{\kappa(s)} \nu_{s,f} L_{s,f}(\varphi r_{s,f}) = 0,
\]
where in the last equality we used \( \nu_{s,f} L_{s,f} = 0 \). Similarly, one can use \( L_{s,f} M_{s,f} = 0 \) to verify that \( N_{s,f} \Pi_{s,f} = 0 \). The bound (3.15) follows from the fact that \( \rho(L_{s,f}) < \kappa(s) \) for all \( f \in S \) (cf. Proposition 3.3). \( \square \)
3.3. Spectral gap properties of the perturbed transfer operator $R_{s,z,f}$. Let $s \in I_{\mu}^\circ \setminus \{0\}$ and $q = \Lambda'(s)$. Let $\epsilon \in (0,1)$ be from (2.3) of Lemma 2.2. For any $f \in \mathcal{S}$ and $z \in \mathbb{C}$ with $s + i\epsilon \mu z \in I_{\mu}$, we define the perturbed transfer operator $R_{s,z,f}$ as follows: for $\varphi \in C(S_{\epsilon})$,

$$R_{s,z,f}\varphi(v) = E_{Q_{s,f}}^v \left[ e^{z(\log \frac{r_{s,f}(g \cdot v)}{r_{s,f}(v)) - q\varphi}} \varphi(g \cdot v) \right], \quad v \in S_{\epsilon}. \quad (3.16)$$

By (3.13) and the induction argument, we have that for any $n \geq 1$,

$$R_{s,z,f}^n\varphi(v) = E_{Q_{s,f}}^v \left[ e^{z(\log \frac{r_{s,f}(g_n \cdot v)}{r_{s,f}(v)) - nq\varphi}} \varphi(g_n \cdot v) \right], \quad v \in S_{\epsilon}. \quad (3.17)$$

Next we demonstrate the spectral gap properties of $R_{s,z,f}$. It is important that the dominant eigenvalue $\lambda_{s,z}$ of $R_{s,z,f}$ does not depend on $f \in \mathcal{S}$. Recall that $B_{\delta}(0) = \{z \in \mathbb{C} : |z| < \delta\}$ for $\delta > 0$.

**Proposition 3.5.** Assume either $A1$ when $s \in I_{\mu}^-$, or $A2$ when $s \in I_{\mu}^+$. Let $s \in I_{\mu}^\circ \setminus \{0\}$. Then, for any $0 < \gamma \leq \min\{|s|, 1\}$ and $f \in \mathcal{S}$, there exists a constant $\delta > 0$ such that for any $z \in B_{\delta}(0)$,

$$R_{s,z,f}^n = \lambda_{s,z,f}^n \Pi_{s,z,f} + N_{s,z,f}^n, \quad (3.18)$$

where $\lambda_{s,z} = e^{-qs^z \kappa(s+z)/\kappa(s)}$, $z \mapsto \Pi_{s,z,f}$ and $z \mapsto N_{s,z,f}$: $B_{\delta}(0) \to \mathcal{L}(\mathcal{B}_\gamma, \mathcal{B}_s)$ are analytic with $\Pi_{s,z,f}N_{s,z,f} = N_{s,z,f}\Pi_{s,z,f} = 0$ and $\Pi_{s,0,f}(\varphi)(v) = \pi_{s,f}(\varphi)$ for $\varphi \in \mathcal{B}_\gamma$ and $v \in S_{\epsilon}$. Moreover, for any compact set $J \subset I_{\mu}^\circ \setminus \{0\}$, we have $\sup_{f \in \mathcal{S}} \sup_{s \in J} \sup_{z \in B_{\delta}(0)} \rho(N_{s,z,f}) < 1$.

**Proof.** By the definition of $R_{s,z,f}$, it is straightforward to verify that for any $s \in I_{\mu}^\circ$ and $f \in \mathcal{S}$, the mapping $z \mapsto R_{s,z,f}$ is analytic in a small neighborhood of 0. According to Proposition 2.13, the operator $R_{s,0,f} = Q_{s,f}$ has spectral gap on $\mathcal{B}_\gamma$. Consequently, by applying the perturbation theorem (see [18, Theorem III.8]), we conclude that the operator $R_{s,z,f}$ also has spectral gap on $\mathcal{B}_\gamma$. In particular, $R_{s,z,f}$ has a dominant eigenvalue $\lambda_{s,f,z}$ with the corresponding eigenvector $\tilde{r}_{s,z,f}$:

$$R_{s,z,f}\tilde{r}_{s,z,f} = \lambda_{s,f,z}\tilde{r}_{s,z,f}. \quad (3.19)$$

So it remains to prove that $\lambda_{s,f,z}$ coincides with $\lambda_{s,z}$, as defined in (2.30). By the definition of $R_{s,f,z}$ and $P_{z,f}$, along with the change of measure formula (2.21), we have for any $\varphi \in \mathcal{B}_\gamma$ and $n \geq 1$,

$$R_{s,f,z}(\varphi)(v) = e^{-qs^z \kappa(s+z) r_{s,f}(v)} P_{z,f}(r_{s,f} \varphi)(v), \quad v \in S_{\epsilon}. \quad (3.20)$$

Taking $\varphi = \tilde{r}_{s,f,u}$ and using (3.18), we get

$$\lambda_{s,f,u} \kappa(s)(r_{s,f} \tilde{r}_{s,z,f})(v) = P_{z,f}(r_{s,f} \tilde{r}_{s,z,f})(v). \quad (3.21)$$

Integrating the equation (3.20) with respect to $\nu_{s+z,f}$ and using the fact that $P_{s+z,f} \nu_{s+z,f} = \kappa(s+z) \nu_{s+z,f}$, we obtain that $\lambda_{s,z} = e^{-qs^z \kappa(s+z)/\kappa(s)} = \lambda_{s,z}$. \hfill $\Box$

The following result gives the exponential decay of $R_{s,it,f}$ for $t \in \mathbb{R} \setminus \{0\}$. Recall that $\rho(R_{s,it,f})$ denotes the spectral radius of $R_{s,it,f}$ acting on $\mathcal{B}_\gamma$. 


Proposition 3.6. Assume either A1 when \( s \in I^-_\mu \), or A2 when \( s \in I^+_\mu \). Assume also that A3 holds. Let \( J \subseteq I^0_\mu \setminus \{0\} \) be a compact set. Then, for any \( 0 < \gamma \leq \min_{s \in J}\{|s|,1\} \) and any compact set \( T \subseteq \mathbb{R}\setminus\{0\} \), it holds that
\[
\sup_{f \in S} \sup_{s \in J} \sup_{t \in T} \rho(R_{s,it,f}) < 1.
\]

Proof. The proof can be carried out in the same manner as that of Proposition 2.17. \( \square \)

For any \( s \in I^0_\mu \setminus \{0\} \), \( f \in S \) and \( \varphi \in \mathcal{B}_\gamma \), we define
\[
b_{s,\varphi}(f,v) := \lim_{n \to \infty} \mathbb{E}_{Q_n} \left[ \varphi(G_n \cdot v) \left( \log \frac{\langle f, G_n v \rangle}{\langle f, v \rangle} - n\Lambda'(s) \right) \right], \quad v \in S_e. \tag{3.21}
\]

The following result shows that \( v \mapsto b_{s,\varphi}(f,v) \) is a Hölder continuous function on \( S_e \).

Lemma 3.7. Assume A1. Let \( s \in I^0_\mu \setminus \{0\} \). Then, for any \( 0 < \gamma \leq \min\{|s|,1\} \), \( f \in S \) and \( \varphi \in \mathcal{B}_\gamma \), we have \( b_{s,\varphi}(f,\cdot) \in \mathcal{B}_\gamma \) and
\[
b_{s,\varphi}(f,v) = \frac{d\Pi_{s,f,z}}{dz} \bigg|_{z=0} \varphi(v), \quad v \in S_e. \tag{3.22}
\]

Proof. By Proposition 3.5, we have that for any \( \varphi \in \mathcal{B}_\gamma \),
\[
\mathbb{E}_{Q_n} \left[ \varphi(G_n \cdot v) e^{z \left( \log \frac{\langle f, G_n v \rangle}{\langle f, v \rangle} - n\Lambda'(s) \right)} \right] = \lambda_{s,z}^n \Pi_{s,f,z} \varphi(v) + N_{s,f,z}^n \varphi(v), \quad v \in S_e.
\]

Since \( \lambda_{s,0} = 1 \) and \( \frac{d\lambda_{s,z}}{dz} \big|_{z=0} = 0 \), differentiating both sides of the above equation with respect to \( z \) at 0 yields that for any \( v \in S_e \),
\[
\mathbb{E}_{Q_n} \left[ \varphi(G_n \cdot v) \left( \log \frac{\langle f, G_n v \rangle}{\langle f, v \rangle} - n\Lambda'(s) \right) \right] = \frac{d\Pi_{s,f,z}}{dz} \bigg|_{z=0} \varphi(v) + \frac{dN_{s,f,z}^n}{dz} \bigg|_{z=0} \varphi(v). \tag{3.23}
\]

Again by Proposition 3.5, the first term on the right-hand side of (3.23) belongs to \( \mathcal{B}_\gamma \), while the second term converges to 0 exponentially fast as \( n \to \infty \). Therefore, letting \( n \to \infty \) in (3.23), we obtain (3.22). \( \square \)

4. Proof of Edgeworth expansion and Berry-Esseen theorem

The goal of this section is to establish Theorems 1.1 and 1.2. The proof of these theorems relies on the spectral gap properties of the perturbed operators \( R_{it,f} \) and \( R_{it} \) under polynomial moment assumptions, as developed in Sections 2.2 and 3.1.

4.1. Proof of Theorem 1.1. To establish Theorem 1.1, we begin by proving the following first-order Edgeworth expansion for the cocycle log \( \frac{\langle f, G_n v \rangle}{\langle f, v \rangle} \).

Proposition 4.1. Assume A2, A3 and \( \int_{C} \log^3 N(g) \mu(dg) < \infty \). Then, as \( n \to \infty \), uniformly in \( f \in S, v \in S_e \) and \( y \in \mathbb{R} \),
\[
P \left( \log \frac{\langle f, G_n v \rangle}{\langle f, v \rangle} - n\lambda_\mu \leq y \right) = \Phi(y) + \frac{m_3}{6\sigma^3 \sqrt{n}} (1 - y^2) \phi(y) - \frac{b(f,v)}{\sigma \sqrt{n}} \phi(y) + o \left( \frac{1}{\sqrt{n}} \right).
\]
Proof. Throughout the proof we assume that $\gamma \in (0, 1)$, ensuring that the conclusions in Lemma 3.1 hold. For any $f \in S$ and $v \in S_\epsilon$, we denote

$$F_n(y) := \Phi(y) + \frac{m_3}{6\sigma^3\sqrt{n}}(1 - y^2)\phi(y) - \frac{b(f, v)}{\sqrt{n}}\phi(y) = \Phi(y) - \frac{m_3}{6\sigma^3\sqrt{n}}\phi''(y) - \frac{b(f, v)}{\sqrt{n}}\phi(y), \quad y \in \mathbb{R}.$$  

It follows that

$$F_n'(y) = \phi(y) - \frac{m_3}{6\sigma^3\sqrt{n}}\phi''(y) - \frac{b(f, v)}{\sqrt{n}}\phi'(y)$$

and

$$H_n(t) := \int_{\mathbb{R}} e^{ity}F_n'(y)dy = \left[1 + (it)^3\frac{m_3}{6\sigma^3\sqrt{n}} + it\frac{b(f, v)}{\sqrt{n}}\right]e^{-\frac{t^2}{2}}, \quad t \in \mathbb{R}.$$  

Since $F_n(\infty) = 1$ and $F_n(-\infty) = 0$, by the Berry-Esseen inequality, we get that for any $T > 0$, $f \in S$ and $v \in S_\epsilon$,

$$I_n := \sup_{y \in \mathbb{R}}\left|\mathbb{P}\left(\frac{\log \{f, G_n\} - n\lambda_\mu}{\sigma\sqrt{n}} \leq y\right) - F_n(y)\right| \leq \frac{1}{\pi} \int_{-T}^{T} \left|R_{\mathbb{R}, \mathbb{R}} f 1(v) - H_n(t)\right| dt + \frac{24m}{\pi T},$$

where $m = \sup_{n \geq 1} \sup_{y \in \mathbb{R}} \sup_{f \in S} \sup_{v \in S_\epsilon} |F_n'(y)| < \infty$ since $b(f, v)$ is bounded uniformly in $f \in S$ and $v \in S_\epsilon$. For any $\varepsilon > 0$ (this should not be confused with $\varepsilon$ in the definition of $S_\epsilon$), we choose $\delta_1 > 0$ satisfying $\frac{24m}{\pi \delta_1} < \varepsilon$, so that $\frac{24m}{\pi T} < \frac{\varepsilon}{\sqrt{n}}$ by taking $T = \delta_1 \sqrt{n}$. Therefore, for $\delta_2 \in (0, \delta_1)$, we get

$$I_n \leq \frac{1}{\pi} \int_{\delta_2 \sqrt{n}}^{\delta_1 \sqrt{n}} \frac{|R^n_{\mathbb{R}, \mathbb{R}} f 1(v) - H_n(t)| t}{\sqrt{t}} dt + \frac{1}{\pi} \int_{|t| \leq \delta_2 \sqrt{n}} \frac{|R^n_{\mathbb{R}, \mathbb{R}} f 1(v) - H_n(t)| t}{\sqrt{t}} dt + \frac{\varepsilon}{\sqrt{n}}.$$  

By (3.4), the first integral is bounded by $Ce^{-cn}$, uniformly in $f \in S$ and $v \in S_\epsilon$. Here and in subsequent instances, the constants $c$ vary with $\gamma$. For the second integral, by Lemma 3.1, we have

$$R^n_{\mathbb{R}, \mathbb{R}} f 1(v) - H_n(t) = \lambda^n_{v, \mu} \prod_{k=1}^{\gamma} \frac{\mu v}{\sigma^{2m}} f 1(v) + n^n_{\mathbb{R}, \mathbb{R}} f 1(v) - \left[1 + (it)^3\frac{m_3}{6\sigma^3\sqrt{n}} + it\frac{b(f, v)}{\sqrt{n}}\right]e^{-\frac{t^2}{2}}$$

$$=: \sum_{k=1}^{4} J_k(t),$$
where
\[ J_1(t) = \frac{\lambda_n}{\sqrt{n}} - \left[ 1 + (it)^3 \frac{m_3}{6\sigma^3 \sqrt{n}} \right] e^{-\frac{t^2}{2}} = e^{-\frac{t^2}{2}} \left( e^{n \log \frac{\lambda_n}{\sqrt{n}} + \frac{t^2}{2}} - 1 - (it)^3 \frac{m_3}{6\sigma^3 \sqrt{n}} \right), \]
\[ J_2(t) = \frac{\lambda_n}{\sqrt{n}} \left[ \Pi \frac{u}{\sqrt{n}} f 1(v) - 1 - \frac{it}{\sigma \sqrt{n}} b(f, v) \right], \]
\[ J_3(t) = it \frac{b(f, v)}{\sigma \sqrt{n}} \left[ \frac{\lambda_n}{\sqrt{n}} - e^{-\frac{t^2}{2}} \right], \]
\[ J_4(t) = N \frac{n}{\sqrt{m}} f 1(v). \]

For \( J_1(t) \), let \( h_n(t) = n \log \frac{\lambda_n}{\sqrt{n}} + \frac{t^2}{2} \). Using Lemma 3.1, we have \( h_n(0) = h'_n(0) = h''_n(0) = 0 \) and \( h'''_n(0) = -\frac{im_3}{\sigma^3 \sqrt{n}} \); so that, as \( n \to \infty \),
\[ h_n(t) = (it)^3 \frac{m_3}{6\sigma^3 \sqrt{n}} + t^3 o \left( \frac{1}{\sqrt{n}} \right). \]

It follows that, for any \( t \in [-\delta_2 \sqrt{n}, \delta_2 \sqrt{n}] \),
\[ \left| h_n(t) - (it)^3 \frac{im_3}{6\sigma^3 \sqrt{n}} \right| \leq |t|^3 o \left( \frac{1}{\sqrt{n}} \right), \quad \left| (it)^3 \frac{im_3}{6\sigma^3 \sqrt{n}} \right|^2 \leq c \frac{t^6}{n}, \]
and, by taking \( \delta_2 > 0 \) sufficiently small,
\[ e^{|h_n(t)|} \leq e^{\frac{t^2}{2}}, \quad e^{|(it)^3 \frac{im_3}{6\sigma^3 \sqrt{n}}|^2} \leq e^{\frac{t^2}{2}}. \]

Therefore, using the inequality \(|e^z - 1 - w| \leq (|z - w| + \frac{1}{2}|w|^2)e^{\max\{|z|,|w|\}}\) for \( z, w \in \mathbb{C} \), we get that for any \( t \in [-\delta_2 \sqrt{n}, \delta_2 \sqrt{n}] \),
\[ |J_1(t)| \leq e^{-\frac{t^2}{4}} \left[ |t|^3 o \left( \frac{1}{\sqrt{n}} \right) + c \frac{t^6}{n} \right], \quad (4.1) \]
which implies that uniformly in \( f \in S \) and \( v \in S_c \),
\[ \int_{|t| < \delta_2 \sqrt{n}} \left| \frac{J_1(t)}{t} \right| dt = o \left( \frac{1}{\sqrt{n}} \right). \quad (4.2) \]

For \( J_2(t) \), by Lemma 3.1 and (3.6), there exists a constant \( c > 0 \) such that for any \( t \in [-\delta_2 \sqrt{n}, \delta_2 \sqrt{n}] \),
\[ \left| \Pi \frac{u}{\sqrt{n}} f 1(v) - 1 - \frac{it}{\sigma \sqrt{n}} b(f, v) \right| \leq c \frac{t^2}{n}. \]

From (4.1), we derive that
\[ \left| \frac{\lambda_n}{\sqrt{n}} \right| \leq e^{-\frac{t^2}{4}} \left( 1 + c \frac{|t|^3}{\sqrt{n}} + c \frac{t^6}{n} \right). \]

Therefore, we get
\[ \int_{|t| < \delta_2 \sqrt{n}} \left| \frac{J_2(t)}{t} \right| dt \leq \frac{c}{n} \int_{|t| < \delta_2 \sqrt{n}} e^{-\frac{t^2}{4}} \left( |t| + c \frac{|t|^4}{\sqrt{n}} + c \frac{|t|^7}{n} \right) dt \leq \frac{c'}{n}. \quad (4.3) \]
For $J_3(t)$, by (4.1) and the fact that $b(f, v)$ is bounded uniformly in $f \in S$ and $v \in S_\epsilon$, it holds that

$$|J_3(t)| \leq c \frac{|t|}{\sqrt{n}} \left( |J_1(t)| + c \frac{|t|^3}{\sqrt{n}} e^{-\frac{t^2}{2}} \right) \leq c' e^{-\frac{t^2}{2}} \left( \frac{|t|^4}{n} + \frac{|t|^7}{n^{3/2}} \right),$$

which implies that

$$\int_{|t|<\delta_0 \sqrt{n}} \left| \frac{J_3(t)}{t} \right| \, dt \leq \frac{c}{n} \int_{|t|<\delta_0 \sqrt{n}} e^{-\frac{t^2}{2}} \left( |t|^3 + \frac{|t|^6}{\sqrt{n}} \right) \, dt \leq \frac{c'}{n}. \quad (4.4)$$

For $J_4(t)$, using Lemma 3.1 and the fact that $N_{0, f} 1 = 0$, we deduce that

$$\int_{|t|<\delta_0 \sqrt{n}} \left| \frac{J_4(t)}{t} \right| \, dt \leq C e^{-cn}. \quad (4.5)$$

Putting together (4.2), (4.3), (4.4) and (4.5) completes the proof of Proposition 4.1. □

For $f, v \in \mathbb{R}^d_+ \setminus \{0\}$, let

$$A(f, v) = \int_S (\log \langle f, gv \rangle - \lambda_\mu) \mu(dg), \quad B(f, v) = \int_S b(f, g \cdot v) \mu(dg). \quad (4.6)$$

It is easy to see that both $A(f, v)$ and $B(f, v)$ are well defined under condition $A2$ and $\int_S \log N(g) \mu(dg) < \infty$.

**Proof of Theorem 1.1.** We divide the proof into the following three steps.

**Step 1.** We prove that, as $n \to \infty$, uniformly in $f, v \in S$ and $y \in \mathbb{R}$,

$$\mathbb{P} \left( \frac{\log \langle f, G_nv \rangle - n\lambda_\mu}{\sigma \sqrt{n}} \leq y \right) = \Phi(y) + \frac{m_3}{6\sigma^3 \sqrt{n}} (1 - y^2) \phi(y) - \frac{A(f, v)}{\sigma \sqrt{n}} \phi(y) + o \left( \frac{1}{\sqrt{n}} \right). \quad (4.7)$$

For $n \geq 2, f \in S, v' \in S_\epsilon$ and $y' \in \mathbb{R}$, we denote

$$P_n(v', y') = \mathbb{P} \left( \frac{\log \langle f, G_nv' \rangle - (n - 1)\lambda_\mu}{\sigma \sqrt{n - 1}} \leq y' \right).$$

By Proposition 4.1, we get that, as $n \to \infty$, uniformly in $f \in S, v' \in S_\epsilon$ and $y' \in \mathbb{R}$,

$$P_n(v', y') = \Phi(y') + \frac{m_3}{6\sigma^3 \sqrt{n - 1}} [1 - (y')^2] \phi(y') - \frac{b(f, v')}{\sigma \sqrt{n - 1}} \phi(y') + o \left( \frac{1}{\sqrt{n}} \right)$$

$$= \int_{-\infty}^{y'} H_n(v', t) \, dt + o \left( \frac{1}{\sqrt{n}} \right), \quad (4.8)$$

where

$$H_n(v', t) = \phi(t) - \frac{m_3}{6\sigma^3 \sqrt{n - 1}} \phi'''(t) - \frac{b(f, v')}{\sigma \sqrt{n - 1}} \phi'(t). \quad (4.9)$$

For short, denote

$$\ell_{f, v}(g, y) = y \sqrt{\frac{n}{n - 1}} + \frac{\lambda_\mu - \log \langle f, gv \rangle}{\sigma \sqrt{n - 1}}.$$
Since for any fixed $g \in \text{supp} \, \mu$,
\[
\mathbb{P} \left( \frac{\log (f, g_n \ldots g_2 g v) - n \lambda_\mu}{\sigma \sqrt{n}} \leq y \right) = P_n (g \cdot v, \ell_{f,v}(g, y)),
\] (4.10)

taking the conditional expectation with respect to $g_1$, we have
\[
\mathbb{P} \left( \frac{\log (f, g_n \ldots g_2 g_1 v) - n \lambda_\mu}{\sigma \sqrt{n}} \leq y \right) = \mathbb{E} P_n (g_1 \cdot v, \ell_{f,v}(g_1, y)).
\] (4.11)

From (4.8), it follows that, as $n \to \infty$, uniformly in $g \in \Gamma_\mu$, $f, v \in \mathcal{S}$ and $y \in \mathbb{R}$,
\[
P_n (g \cdot v, \ell_{f,v}(g, y)) = \int_{-\infty}^{\ell_{f,v}(g,y)} H_n (g \cdot v, t) dt + o \left( \frac{1}{\sqrt{n}} \right)
= \int_{-\infty}^{y} H_n (g \cdot v, t) dt - \int_{\ell_{f,v}(g,y)}^{y} H'_n (g \cdot v, t) dt + o \left( \frac{1}{\sqrt{n}} \right).
\]

By the Lebesgue dominated convergence theorem, we get that, as $n \to \infty$, uniformly in $f, v \in \mathcal{S}$ and $y \in \mathbb{R}$,
\[
\mathbb{E} P_n (g_1 \cdot v, \ell_{f,v}(g_1, y)) = I_1 - I_2 + o \left( \frac{1}{\sqrt{n}} \right),
\]
where
\[
I_1 = \int_{\mathcal{G}} \int_{-\infty}^{y} H_n (g \cdot v, t) dt d\mu (dg), \quad I_2 = \int_{\mathcal{G}} \int_{\ell_{f,v}(g,y)}^{y} H'_n (g \cdot v, t) dt d\mu (dg).
\]

Estimate of $I_1$. In view of (4.9) and (4.6), by elementary calculations, we get
\[
I_1 = \int_{\mathcal{G}} \int_{-\infty}^{y} \left[ \phi (t) - \frac{m_3}{6 \sigma^3 \sqrt{n-1}} \phi'' (t) - \frac{b(f, g \cdot v)}{\sigma \sqrt{n-1}} \phi'(t) \right] dt d\mu (dg)
= \Phi (y) + \frac{m_3}{6 \sigma^3 \sqrt{n}} (1 - y^2) \phi (y) - \frac{B(f, v)}{\sigma \sqrt{n}} \phi (y) + O \left( \frac{1}{n} \right).
\] (4.12)

Estimate of $I_2$. By Fubini’s theorem, we have the following decomposition:
\[
I_2 = I_{21} - I_{22} - I_{23} - I_{24},
\] (4.13)
where
\[
I_{21} = \int_{\mathcal{G}} \int_{y + \frac{\lambda_\mu - \log (f, g v)}{\sigma \sqrt{n-1}}}^{y} \phi (t) dt d\mu (dg),
\]
\[
I_{22} = \int_{\mathcal{G}} \int_{y - \frac{\lambda_\mu - \log (f, g v)}{\sigma \sqrt{n-1}}}^{y} \phi (t) dt d\mu (dg),
\]
\[
I_{23} = \frac{m_3}{6 \sigma^3 \sqrt{n-1}} \int_{-\infty}^{y} \mathbb{P} \left( y > t > y \sqrt{\frac{n}{n-1} + \frac{\lambda_\mu - \log (f, g v)}{\sigma \sqrt{n-1}}} \right) \phi'' (t) dt,
\]
\[
I_{24} = \frac{1}{\sigma \sqrt{n-1}} \int_{-\infty}^{y} b(f, g \cdot v) \mathbb{1} \left\{ y > t > y \sqrt{\frac{n}{n-1} + \frac{\lambda_\mu - \log (f, g v)}{\sigma \sqrt{n-1}}} \right\} d\mu (dg) \phi' (t) dt.
\]
Estimate of $I_{21}$. By a change of variable $t' = \sigma\sqrt{n-1}(y-t)$, we get

$$I_{21} = \frac{1}{\sigma\sqrt{n-1}} \int_G \int_0^{\log(f,gv) - \lambda_\mu} \phi \left( y - \frac{t}{\sigma\sqrt{n-1}} \right) dt \mu(dg).$$

Since the density function $\phi$ is Lipschitz continuous on $\mathbb{R}$, there exist constants $c, c' > 0$ such that for any $y \in \mathbb{R}$,

$$\frac{1}{\sigma\sqrt{n-1}} \int_G \left| \int_0^{\log(f,gv) - \lambda_\mu} \left( \phi \left( y - \frac{t}{\sigma\sqrt{n-1}} \right) - \phi(y) \right) dt \right| \mu(dg)$$

$$\leq \frac{c}{n} \int_G \left| \int_0^{\log(f,gv) - \lambda_\mu} |t| dt \right| \mu(dg)$$

$$= \frac{c}{n} \mathbb{E} \left( |\log(f,gv) - \lambda_\mu|^2 \right) \leq \frac{c'}{n}.$$

Therefore, in view of (4.6), as $n \to \infty$, uniformly in $f, v \in S$ and $y \in \mathbb{R}$,

$$I_{21} = \frac{\phi(y)}{\sigma\sqrt{n-1}} \int_G \int_0^{\log(f,gv) - \lambda_\mu} dt \mu(dg) + o \left( \frac{1}{\sqrt{n}} \right)$$

$$= \frac{\phi(y)}{\sigma\sqrt{n-1}} \int_G (\log(f,gv) - \lambda_\mu) \mu(dg) + o \left( \frac{1}{\sqrt{n}} \right)$$

$$= \frac{\phi(y)}{\sigma\sqrt{n}} A(f,v) + o \left( \frac{1}{\sqrt{n}} \right).$$

Estimate of $I_{22}$. Taking $\delta > 0$ sufficiently small, we have, for sufficiently large $n \geq 1$,

$$|I_{22}| \leq \left| \int_G \int_y^{y+1} \frac{\lambda_\mu - \log(f,gv)}{\sigma\sqrt{n-1}} \phi(t) dt 1_{\{|\lambda_\mu - \log(f,gv)| > n^{1/2-\delta}\}} \mu(dg) \right|$$

$$+ \left| \int_G \int_y^{y+1} \frac{\lambda_\mu - \log(f,gv)}{\sigma\sqrt{n-1}} \phi(t) dt 1_{\{|\lambda_\mu - \log(f,gv)| \leq n^{1/2-\delta}\}} \mu(dg) \right|$$

$$\leq \mathbb{P} \left( |\lambda_\mu - \log(f,gv)| > n^{1/2-\delta} \right) + \sup_{|t| \leq 2\sigma^{-1}n^{-\delta}} \left| \int_y^{y+1} \phi(t) dt \right|$$

$$\leq \frac{c + \mathbb{E}(\log^2 N(g))}{n^{1-2\delta}} + \left( \sqrt{n} - \frac{n}{n-1} \right) \mathbb{1}_{|y| \leq 1}$$

$$+ \left( \sqrt{n} - \frac{n}{n-1} \right) \mathbb{1}_{|y| > 1} |y| \sup_{|t| \leq 2\sigma^{-1}n^{-\delta}} \phi \left( y \sqrt{n} - \frac{n}{n-1} + t \right)$$

$$\leq \frac{c'}{n^{1-2\delta}}.$$

(4.15)
Estimate of $I_{23}$. Taking $\delta > 0$ sufficiently small, by the Lebesgue dominated convergence theorem and Markov’s inequality, we get that, as $n \to \infty$, uniformly in $f, v \in S$ and $y \in \mathbb{R}$,

$$
\int_{-\infty}^{y} \mathbb{P} \left( y \geq t > y \sqrt{\frac{n}{n-1} + \lambda_{\mu} - \log \langle f, gv \rangle} \sigma \sqrt{n - 1} \right) \phi''(t) dt
\leq \int_{-\infty}^{y} \mathbb{P} \left( y \geq t > y \sqrt{\frac{n}{n-1} + \lambda_{\mu} - \log \langle f, gv \rangle} \sigma \sqrt{n - 1}, \lvert \log \langle f, gv \rangle \rvert \leq n^{1/2-\delta} \right) \phi''(t) dt
+ \mathbb{P} \left( \lvert \log \langle f, gv \rangle \rvert > n^{1/2-\delta} \right) \int_{-\infty}^{y} \phi''(t) dt
\leq o(1) + C \mathbb{E} \left( \log^{2} N(g) \right) n^{1-2\delta} = o(1).
$$

This implies that, as $n \to \infty$, uniformly in $f, v \in S$ and $y \in \mathbb{R}$,

$$
I_{23} = o \left( \frac{1}{\sqrt{n}} \right).
$$

Estimate of $I_{24}$. Using the fact that $\lvert b(f, g \cdot v) \rvert$ is bounded by a constant, uniformly in $f, v \in S$ and $g \in \Gamma_{\mu}$, one can follow the estimate of $I_{23}$ to show that, as $n \to \infty$, uniformly in $f, v \in S$ and $y \in \mathbb{R}$,

$$
I_{24} = o \left( \frac{1}{\sqrt{n}} \right).
$$

Substituting (4.14), (4.15), (4.16) and (4.17) into (4.13), we get that, as $n \to \infty$, uniformly in $f, v \in S$ and $y \in \mathbb{R}$,

$$
I_{2} = \frac{\phi(y)}{\sigma \sqrt{n}} A(f, v) + o \left( \frac{1}{\sqrt{n}} \right).
$$

Combining this with (4.12), we conclude the proof of (4.7).

Step 2. For any compact set $K \subset \mathbb{R}_{+} \setminus \{0\}$, we prove that uniformly in $f, v \in K$ and $y \in \mathbb{R}$,

$$
\mathbb{P} \left( \frac{\log \langle f, G_{n}v \rangle - n \lambda_{\mu}}{\sigma \sqrt{n}} \leq y \right)
= \Phi(y) + \frac{m_{3}}{6 \sigma^{3} \sqrt{n}} (1 - y^{2}) \phi(y) - \frac{A(f, v) + B(f, v)}{\sigma \sqrt{n}} \phi(y) + o \left( \frac{1}{\sqrt{n}} \right).
$$

Denote

$$
\bar{f} = \frac{f}{\|f\|}, \quad \bar{v} = \frac{v}{\|v\|}, \quad y_{n} = y - \frac{\log(\|f\|\|v\|)}{\sigma \sqrt{n}}.
$$

Applying (4.7), we get that uniformly in $f, v \in K$ and $y \in \mathbb{R}$,

$$
\mathbb{P} \left( \frac{\log \langle f, G_{n}v \rangle - n \lambda_{\mu}}{\sigma \sqrt{n}} \leq y \right) = \mathbb{P} \left( \frac{\log \langle \bar{f}, G_{n} \bar{v} \rangle - n \lambda_{\mu}}{\sigma \sqrt{n}} \leq y_{n} \right)
= \Phi(y_{n}) + \frac{m_{3}}{6 \sigma^{3} \sqrt{n}} (1 - y_{n}^{2}) \phi(y_{n}) - \frac{A(\bar{f}, \bar{v}) + B(\bar{f}, \bar{v})}{\sigma \sqrt{n}} \phi(y_{n}) + o \left( \frac{1}{\sqrt{n}} \right).
$$
By Taylor’s expansion, it holds that uniformly in $f, v \in K$ and $y \in \mathbb{R}$,

$$
\Phi(y_n) = \Phi(y) - \frac{\log(\|f\|\|v\|)}{\sigma \sqrt{n}} \phi(y) + O\left(\frac{1}{n}\right),
$$

$$
(1 - y_n^2)\phi(y_n) = (1 - y^2)\phi(y) + O\left(\frac{1}{\sqrt{n}}\right),
$$

$$
\phi(y_n) = \phi(y) + O\left(\frac{1}{\sqrt{n}}\right).
$$

Substituting these expansions into (4.20) gives that uniformly in $f, v \in K$ and $y \in \mathbb{R}$,

$$
P\left(\frac{\log \langle f, G_n v \rangle - n\lambda_\mu}{\sigma \sqrt{n}} \leq y\right)
= \Phi(y) + \frac{m_3}{6\sigma^3\sqrt{n}}(1 - y^2)\phi(y) - \frac{A(\tilde{f}, \tilde{v}) + B(\tilde{f}, \tilde{v}) + \log(\|f\|\|v\|)}{\sigma \sqrt{n}} \phi(y) + o\left(\frac{1}{\sqrt{n}}\right).
$$

By (4.6), we have $A(\tilde{f}, \tilde{v}) = A(f, v) - \log(\|f\|\|v\|)$ and $B(\tilde{f}, \tilde{v}) = B(f, v)$ for any $f, v \in K$. This concludes the proof of (4.18).

**Step 3.** We deduce Theorem 1.1 from (4.18). By (3.5) and (4.6), we have that for any $f, v \in K$,

$$
B(f, v) = \int_G b(f, g \cdot v)\mu(dg) = \int_G \lim_{n \to \infty} \mathbb{E} \left(\log \frac{\langle f, G_n (g \cdot v) \rangle}{\langle f, g \cdot v \rangle} - n\lambda_\mu\right) \mu(dg)
$$

$$
= \int_G \lim_{n \to \infty} \mathbb{E} \left(\log \frac{\langle f, G_n g v \rangle}{\langle f, g v \rangle} - n\lambda_\mu\right) \mu(dg)
$$

$$
= \lim_{n \to \infty} \mathbb{E} \left(\log \frac{\langle f, G_{n+1} v \rangle}{\langle f, g_1 v \rangle} - (n + 1)\lambda_\mu\right) + \lambda_\mu
$$

$$
= \lim_{n \to \infty} \mathbb{E} \left(\log \|G_{n+1} v\| - (n + 1)\lambda_\mu\right) - \mathbb{E} \left(\log \langle f, g_1 v \rangle - \lambda_\mu\right)
$$

$$
+ \lim_{n \to \infty} \mathbb{E} \left(\log \langle f, G_{n+1} \cdot v \rangle\right)
$$

$$
= b(v) - A(f, v) + \lim_{n \to \infty} \mathbb{E} \left(\log \langle f, G_{n+1} \cdot v \rangle\right),
$$

where in the last equality we used (1.9) and (4.6). Since the function $v \mapsto \log \langle f, g \cdot v \rangle$ is Hölder continuous on $K$ for any $g \in \Gamma_\mu$, and the Markov chain $(G_n \cdot v)_{n \geq 0}$ has a unique invariant probability measure $\nu$, we have that for $f \in K$,

$$
\lim_{n \to \infty} \mathbb{E} \left(\log \langle f, G_{n+1} \cdot v \rangle\right) = \lim_{n \to \infty} \int_G \mathbb{E} \left(\log \langle f, G_n \cdot (g \cdot v) \rangle\right) \mu(dg) = \int_G \log \langle f, v \rangle \nu(dv) = d(f).
$$

Using (4.7), we complete the proof of Theorem 1.1. \hfill \Box

**4.2. Proof of Theorem 1.2.** By the Berry-Esseen inequality, there exists a constant $c > 0$ such that for any $T > 0$ and $v \in S$,

$$
\sup_{y \in \mathbb{R}} \left|\mathbb{P}\left(\frac{\log \|G_n v\| - n\lambda_\mu}{\sigma \sqrt{n}} \leq y\right) - \Phi(y)\right| \leq \frac{1}{\pi} \int_{-T}^{T} \left|\frac{R_n^{*} \phi_{v}(T) - e^{-\frac{T^2}{2}}}{\sqrt{t}}\right| dt + \frac{c}{T}.
$$
Below we shall choose $T = \delta \sqrt{n}$ and take $\delta > 0$ to be sufficiently small. By Lemma 2.4, we have

$$\frac{R_{\mu,\nu}}{\sqrt{n}} 1(v) - e^{-\frac{t^2}{2}} = \lambda_{\mu,\nu}^{n} \prod_{s=1}^n 1(v) + N_{\mu,\nu}^{n} 1(v) - e^{-\frac{t^2}{2}} =: \sum_{j=1}^3 I_j(t),$$

where

$$I_1(t) = \lambda_{\mu,\nu}^{n} - e^{-\frac{t^2}{2}} = e^{-\frac{t^2}{2}} \left( e^{n \log \lambda_{\mu,\nu}^{n}} + \frac{t^2}{2} \right),$$

$$I_2(t) = \lambda_{\mu,\nu}^{n} \left[ \prod_{s=1}^n 1(v) - 1 \right],$$

$$I_3(t) = N_{\mu,\nu}^{n} 1(v).$$

Let $h(t) = n \log \lambda_{\mu,\nu}^{n} + \frac{t^2}{2}$. By Lemma 2.4, we have $h(0) = h'(0) = h''(0) = 0$ and $h'''(0) = -\frac{3n^3}{2 \sigma^3 \sqrt{n}}$, so that

$$h(t) = -\frac{3n^3}{2 \sigma^3 \sqrt{n}} + o \left( \frac{t^3}{\sqrt{n}} \right).$$

Using the inequality $|e^z - 1| \leq |z| e^{|z|}$ for $z \in \mathbb{C}$ and taking $\delta > 0$ to be sufficiently small, we get that for any $t \in [-\delta \sqrt{n}, \delta \sqrt{n}]$,

$$|I_1(t)| \leq e^{-\frac{t^2}{2}} \frac{c |t|^3}{\sqrt{n}} e^{-\frac{t^2}{2}} = \frac{c |t|^3}{\sqrt{n}} e^{-\frac{t^2}{2}},$$

so that

$$\int_{-\delta \sqrt{n}}^{\delta \sqrt{n}} \left| \frac{I_1(t)}{t} \right| dt \leq \frac{c}{\sqrt{n}} \int_{-\delta \sqrt{n}}^{\delta \sqrt{n}} |t|^3 e^{-\frac{t^2}{2}} dt \leq \frac{c'}{\sqrt{n}}. \tag{4.22}$$

For $I_2(t)$, from (4.21) we get

$$\left| \lambda_{\mu,\nu}^{n} \right| \leq \frac{c |t|^3}{\sqrt{n}} e^{-\frac{t^2}{2}} + e^{-\frac{t^2}{2}} \leq c' e^{-\frac{t^2}{2}}. \tag{4.23}$$

By Lemma 2.4, there exists a constant $c > 0$ such that for any $t \in [-\delta \sqrt{n}, \delta \sqrt{n}]$,

$$\left| \prod_{s=1}^n 1(v) - 1 \right| \leq c \frac{|t|}{\sigma \sqrt{n}},$$

which, together with (4.23), implies that

$$\int_{-\delta \sqrt{n}}^{\delta \sqrt{n}} \left| \frac{I_2(t)}{t} \right| dt \leq \frac{c}{\sqrt{n}} \int_{-\delta \sqrt{n}}^{\delta \sqrt{n}} |t| e^{-\frac{t^2}{2}} dt \leq \frac{c'}{\sqrt{n}}. \tag{4.24}$$

For $I_3(t)$, using again Lemma 2.4 and the fact that $N_0 1 = 0$, we deduce that

$$\int_{-\delta \sqrt{n}}^{\delta \sqrt{n}} \left| \frac{I_3(t)}{t} \right| dt \leq Ce^{-cn}. \tag{4.25}$$

Combining (4.22), (4.24) and (4.25), we get

$$\sup_{y \in \mathbb{R}} \left| \mathbb{P} \left( \log \|G_n v\| - n \lambda_{\mu} \leq y \right) - \Phi(y) \right| \leq \frac{c}{\sqrt{n}}. \tag{4.26}$$
This, together with Lemma 2.2 and the fact that $\langle f, G_n v \rangle \leq \|G_n v\|$, implies that there exists a constant $c > 0$ such that for any $n \geq 1$, $f, v \in S$ and $y \in \mathbb{R}$,

$$\left| \mathbb{P} \left( \frac{\log \langle f, G_n v \rangle - n\lambda_\mu}{\sigma \sqrt{n}} \leq y \right) - \Phi(y) \right| \leq \frac{c}{\sqrt{n}},$$

which yields (1.13).

By [3, Lemma 4.5], there exists a constant $c > 0$ such that $\|G_n\| \leq c\|G_n v\|$ for any $v \in S_\epsilon$ and $n \geq 1$. This, together with the fact $\|G_n v\| \leq \|G_n\|$ and (4.26), yields the Berry-Esseen theorem for $\|G_n\|$. Since $\langle e_1, G_n e_1 \rangle \leq \rho(G_n) \leq \|G_n\|$, the Berry-Esseen theorem for $\rho(G_n)$ follows from that for $\|G_n\|$ and (1.13).

5. PROOFS OF UPPER AND LOWER LARGE DEVIATIONS

The goal of this section is to establish Theorem 1.3. Using the spectral gap theory for the cocycle $\sigma_f(G_n, v)$ developed in Section 3, together with the Edgeworth expansion for the couple $(G_n \cdot v, \sigma_f(G_n, v))$ with a target function $\varphi$ on the Markov chain $(G_n \cdot v)$ under the changed measure $\mathbb{Q}^v_{\sigma,f}$, we first prove the following large deviation expansions for $\sigma_f(G_n, v)$ with $f \in S$ and $v \in S_\epsilon$.

**Proposition 5.1.** 1. Assume A2 and A3. Let $J^+ \subseteq (I_\mu^+)^\circ$ be a compact set. Then, for any $0 < \gamma \leq \min_{t \in J^+} \{ t, 1 \}$, we have, as $n \to \infty$, uniformly in $s \in J^+$, $f \in S$, $v \in S_\epsilon$ and $\varphi \in \mathcal{B}_\gamma$, with $q = \Lambda'(s)$,

$$\mathbb{E} \left[ \varphi(G_n v) \mathbb{1}_{\left\{ \log \frac{\langle f, G_n v \rangle}{(f,v)} \geq nq \right\}} \right] = \frac{r_{s,f}(v)}{s \sigma \sqrt{2\pi n}} e^{-n\lambda^*(q)} \left[ \pi_{s,f}(\varphi r_{s,f}^{-1}) + \pi_{s,f}(\varphi r_{s,f}^{-1}) o(1) + \|\varphi\| O \left( \frac{1}{\sqrt{n}} \right) \right]. \quad (5.1)$$

2. Assume A1 and A3. Let $J^- \subseteq (I_\mu^-)^\circ$ be a compact set. Then, for any $0 < \gamma \leq \min_{t \in J^-} \{ t, 1 \}$, we have, as $n \to \infty$, uniformly in $s \in J^-$, $f \in S$, $v \in S_\epsilon$ and $\varphi \in \mathcal{B}_\gamma$, with $q = \Lambda'(s)$,

$$\mathbb{E} \left[ \varphi(G_n v) \mathbb{1}_{\left\{ \log \frac{\langle f, G_n v \rangle}{(f,v)} \leq nq \right\}} \right] = \frac{r_{s,f}(v)}{-s \sigma \sqrt{2\pi n}} e^{-n\lambda^*(q)} \left[ \pi_{s,f}(\varphi r_{s,f}^{-1}) + \pi_{s,f}(\varphi r_{s,f}^{-1}) o(1) + \|\varphi\| O \left( \frac{1}{\sqrt{n}} \right) \right]. \quad (5.2)$$

**Proof.** We only prove (5.1) since the proof of (5.2) can be carried out in the same way. By a change of measure formula (3.14) and the fact that $\kappa(s)n e^{-sq} = e^{-n\lambda^*(q)}$, we have

$$I_n(f, v) := \mathbb{E} \left[ \varphi(G_n v) \mathbb{1}_{\left\{ \log \frac{\langle f, G_n v \rangle}{(f,v)} = nq \right\}} \right] = \kappa(s)^n r_{s,f}(v) \mathbb{E}_{\mathbb{Q}^v_{\sigma,f}} \left[ (\varphi r_{s,f}) (G_n \cdot v) e^{-s \log \frac{\langle f, G_n v \rangle}{(f,v)}} \mathbb{1}_{\left\{ \log \frac{\langle f, G_n v \rangle}{(f,v)} = nq \right\}} \right] \left( \log \frac{\langle f, G_n v \rangle}{(f,v)} - nq \right) \geq 0} \mathbb{1}_{\left\{ \log \frac{\langle f, G_n v \rangle}{(f,v)} - nq \right\}} \right].$$


For brevity, we denote $a_n = s\sigma_s \sqrt{n}$ and

$$T_n = \frac{\log \left(\frac{f_n}{G_n}v\right) - nq}{\sqrt{n}}, \quad F_n(y) = Q^v_{s,f}(\varphi_{T_n}^{-1}(G_n v)1_{\{T_n \leq y\}}),$$

it follows that

$$I_n(f, v) = e^{-n\Lambda^*(q)}r_{s,f}(v)E_{Q^v_{s,f}}\left[(\varphi_{T_n}^{-1})(G_n v)e^{-s\sigma_s \sqrt{n}T_n}1_{\{T_n \geq 0\}}\right]$$

$$= e^{-n\Lambda^*(q)}r_{s,f}(v)E_{Q^v_{s,f}}\left[(\varphi_{T_n}^{-1})(G_n v)e^{-a_nT_n}1_{\{T_n \geq 0\}}\right]$$

$$= e^{-n\Lambda^*(q)}r_{s,f}(v)\int_0^\infty e^{-a_ny}dF_n(y).$$

Using integration by parts and a change of variable, we obtain

$$I_n(f, v) = e^{-n\Lambda^*(q)}r_{s,f}(v)\left[F_n(0) + a_n\int_0^\infty e^{-a_ny}F_n(y)dy\right]$$

$$= e^{-n\Lambda^*(q)}r_{s,f}(v)\int_0^\infty a_ne^{-a_ny}(F_n(y) - F_n(0))dy$$

$$= e^{-n\Lambda^*(q)}r_{s,f}(v)\int_0^\infty e^{-y}\left[F_n\left(\frac{y}{a_n}\right) - F_n(0)\right]dy,$$

so that

$$\frac{s\sigma_s \sqrt{2\pi n}}{r_{s,f}(v)}e^{-n\Lambda^*(q)}I_n(f, v) = \sqrt{2\pi a_n}\int_0^\infty e^{-y}\left[F_n\left(\frac{y}{a_n}\right) - F_n(0)\right]dy. \quad (5.3)$$

Using the spectral gap theory for the cocycle $\log \left(\frac{f_n}{G_n}v\right)$ developed in Section 3 and proceeding in the same way as in the proof of [30, Theorem 2.2] for the couple $(G_n \cdot v, \log \|G_n v\|)$, one can check that, as $n \to \infty$, uniformly in $s \in J^+$, $f \in S$, $v \in S_\epsilon$, $y \in \mathbb{R}$ and $\varphi \in \mathcal{B}_\gamma$,

$$E_{Q^v_{s,f}}\left[\varphi(G_n \cdot v)1_{\left\{\log \left(\frac{f_n}{G_n}v\right) - n\Lambda^*(x)\leq y\right\}}\right]$$

$$= \pi_{s,f}(\varphi)\left[\Phi(y) + \frac{\Lambda''(s)}{6\sigma_s \sqrt{n}}(1 - y^2)\phi(y)\right] - \frac{b_{s,\varphi}(f, v)}{\sigma_s \sqrt{n}}\phi(y) + \pi_{s,f}(\varphi)O\left(\frac{1}{\sqrt{n}}\right) + \|\varphi\|_\gamma O\left(\frac{1}{n}\right), \quad (5.4)$$

where $b_{s,\varphi}(f, v)$ is defined in (3.21). Applying (5.4), we have, as $n \to \infty$, uniformly in $s \in J^+$, $f \in S$, $v \in S_\epsilon$ and $\varphi \in \mathcal{B}_\gamma$,

$$F_n\left(\frac{y}{a_n}\right) - F_n(0) = I_1(y) + I_2(y) + I_3(y) + I_4(y), \quad (5.5)$$
where
\[ I_1(y) = \pi_{s,f}(\varphi r_{s,f}^{-1}) \left[ \Phi \left( \frac{y}{a_n} \right) - \Phi(0) \right], \]
\[ I_2(y) = \pi_{s,f}(\varphi r_{s,f}^{-1}) \frac{\Lambda^m(s)}{6\sigma_s^2 \sqrt{n}} \left[ 1 - \left( \frac{y}{a_n} \right)^2 \right] \phi \left( \frac{y}{a_n} \right) - \phi(0), \]
\[ I_3(y) = \frac{b_{s,\varphi r_{s,f}^{-1}}(f,v)}{\sigma_s \sqrt{n}} \left[ \phi(0) - \phi \left( \frac{y}{a_n} \right) \right], \]
\[ I_4(y) = \pi_{s,f}(\varphi r_{s,f}^{-1}) o \left( \frac{1}{\sqrt{n}} \right) + \|\varphi r_{s,f}^{-1}\|, O \left( \frac{1}{n} \right). \]

For \( I_1(y) \) and \( I_2(y) \), by Taylor’s formula and Lebesgue’s dominated convergence theorem, we get that as \( n \to \infty \), uniformly in \( s \in J^+, f \in \mathcal{S} \) and \( \varphi \in \mathcal{B}_\gamma \),
\[ \sqrt{2\pi a_n} \int_0^\infty e^{-y} I_1(y) dy = \sqrt{2\pi a_n} \pi_{s,f}(\varphi r_{s,f}^{-1}) \phi(0) \int_0^\infty e^{-y} y dy + \|\varphi\|_\infty O \left( \frac{1}{\sqrt{n}} \right) \]
\[ = \pi_{s,f}(\varphi r_{s,f}^{-1}) + \|\varphi\|_\infty O \left( \frac{1}{\sqrt{n}} \right) \tag{5.6} \]
and
\[ \sqrt{2\pi a_n} \int_0^\infty e^{-y} I_2(y) dy = \|\varphi\|_\infty O \left( \frac{1}{\sqrt{n}} \right). \tag{5.7} \]

For \( I_3(y) \), using Lemma 3.7 and Taylor’s formula, we get that as \( n \to \infty \), uniformly in \( s \in J^+, f \in \mathcal{S} \) and \( \varphi \in \mathcal{B}_\gamma \),
\[ \sqrt{2\pi a_n} \int_0^\infty e^{-y} I_3(y) dy = \|\varphi\|_\gamma O \left( \frac{1}{\sqrt{n}} \right). \tag{5.8} \]

For \( I_4(y) \), it is easy to see that as \( n \to \infty \), uniformly in \( s \in J^+, f \in \mathcal{S} \) and \( \varphi \in \mathcal{B}_\gamma \),
\[ \sqrt{2\pi a_n} \int_0^\infty e^{-y} I_4(y) dy = \pi_{s,f}(\varphi r_{s,f}^{-1}) o(1) + \|\varphi\|_\gamma O \left( \frac{1}{\sqrt{n}} \right). \tag{5.9} \]

Combining (5.3), (5.5), (5.6), (5.7), (5.8) and (5.9) concludes the proof of (5.1). \( \square \)

Using Proposition 5.1, we now prove Theorem 1.3.

**Proof of Theorem 1.3.** We only prove (1.17) using (5.1), since the proof of (1.18) can be similarly carried out using (5.2). Let \( \epsilon \in (0,1) \) be from (2.7) of Lemma 2.2. It holds that \( \langle f, v \rangle \geq \epsilon \) for any \( f \in \mathcal{S} \) and \( v \in \mathcal{S}_\epsilon \), and \( g \cdot v \in \mathcal{S}_\epsilon \) for any \( g \in \Gamma_\mu \) and \( v \in \mathcal{S} \). For \( n \geq 2 \), \( v' \in \mathcal{S}_\epsilon \) and \( l' \in \mathbb{R} \), we denote
\[ P_n(v', l') = \mathbb{E} \left[ \varphi(g_1 \cdots g_n \cdot v') \mathbb{I} \left\{ \log \frac{\langle f, v' \rangle}{\langle f, v' \rangle} \geq (n-1)(q+l') \right\} \right]. \tag{5.10} \]

Let
\[ \ell_{f,v}(g) = q - \log \langle f, gv \rangle \frac{q}{n-1}. \]
Since for any fixed $g \in \text{supp} \mu$,
\[
\mathbb{E} \left[ \varphi(g_1 \ldots g_N \cdot g) \mathbb{1}_{\{\log(f,g_1 \ldots g_N) \geq nq\}} \right] = P_n(g \cdot v, \ell_{f,v}(g)),
\] (5.11)
taking conditional expectation with respect to $g_1$, we have
\[
\mathbb{E} \left[ \varphi(g_1 \ldots g_N \cdot g) \mathbb{1}_{\{\log(f,g_1 \ldots g_N) \geq nq\}} \right] = \mathbb{E} P_n(g_1 \cdot v, \ell_{f,v}(g_1)).
\] (5.12)

Note that Proposition 5.1 holds uniformly in $s$, allowing us to consider a vanishing perturbation $\ell_{f,v}(g)$ on $q$. Specifically, for any fixed $g \in \text{supp} \mu$, applying Proposition 5.1 to $P_n(g_1 \cdot v, \ell_{f,v}(g))$ and using the fact that $\pi_s f(\varphi r_{s,f}^{-1}) = \nu_s f(\varphi)$, we obtain that, as $n \to \infty$, uniformly in $s \in J^+$, $f \in S$, $v \in S$ and $\varphi \in B_{\gamma}$,
\[
P_n(g \cdot v, \ell_{f,v}(g)) = e^{-(n-1)\lambda^*(q+\ell_{f,v}(g))} \frac{r_{s,f}(g \cdot v)}{\sigma_s \sqrt{2\pi(n-1)}} \left[ \nu_{s,f}(\varphi) + \|\varphi\|_2 o(1) \right].
\]
As in [29, Lemma 4.1], for any $s \in (I^+ \cup I^-)^c$ and $q = \Lambda'(s)$, the rate function $\Lambda^*(q + l)$ has the following expansion with respect to $l$ in a small neighborhood of 0:
\[
\Lambda^*(q + l) = \Lambda^*(q) + sl + \frac{l^2}{2\sigma_s^2} - \frac{l^3}{3\sigma_s^3} \zeta_s \left( \frac{l}{\sigma_s} \right),
\] (5.13)
where $\zeta_s(t)$ is called the Cramér series (cf. [26, 30]) of $\Lambda(s)$ given by
\[
\zeta_s(t) = \frac{\gamma_{s,3}}{6\gamma_{s,2}^3} + \frac{\gamma_{s,4}\gamma_{s,2} - 3\gamma_{s,3}^2}{24\gamma_{s,2}^3} t + \frac{\gamma_{s,5}\gamma_{s,2}^2 - 10\gamma_{s,4}\gamma_{s,3}\gamma_{s,2} + 15\gamma_{s,3}^3}{120\gamma_{s,2}^5} t^2 + \ldots,
\]
with $\gamma_{s,k} = \Lambda^{(k)}(s)$. Since $\ell_{f,v}(g) \to 0$ as $n \to \infty$, and $\Lambda^*(q) = sq - \Lambda(s)$, we get that, for any $g \in \text{supp} \mu$, as $n \to \infty$, uniformly in $s \in J^+$ and $f, v \in S$,
\[
e^{-\lambda^*(q+\ell_{f,v}(g))} = e^{-n\lambda^*(q) + s \log(f,gv)} \left[ 1 + o(1) \right].
\]
Together with the previous display, this implies
\[
P_n(g \cdot v, \ell_{f,v}(g)) = e^{-n\lambda^*(q)} \frac{\langle f, gv \rangle^{s} r_{s,f}(g \cdot v)}{\kappa(s)} \left[ \nu_{s,f}(\varphi) + \|\varphi\|_2 o(1) \right]
\]
\[
e^{-n\lambda^*(q)} \frac{\|gv\|^{s} r_{s}(g \cdot v)}{\kappa(s)} \left[ \nu_{s,f}(\varphi) + \|\varphi\|_2 o(1) \right],
\]
where in the last equality we used the definition of $r_{s,f}$ (see Proposition 3.3). Denote
\[
I_n(g) = s\sigma_s \sqrt{2\pi n} e^{n\lambda^*(q)} P_n(g \cdot v, \ell_{f,v}(g)).
\]
To apply the Lebesgue dominated convergence theorem, we shall find an integrable dominating function for the sequence $(I_n(g))_{n \geq 1}$. Since $\log \langle f, g_1 \ldots g_N \cdot g \rangle \leq \log \|g_1 \ldots g_N \cdot g\|$, we use (5.11) and [29, Theorem 2.1] to get that there exist constants $c, c', c'' > 0$ such that for any $g \in \Gamma_n$, $s \in J^+$, $f, v \in S$ and $n \geq 1$, with $q = \Lambda'(s)$ and $q' = \frac{nq}{n-1}$,
\[
I_n(g) \leq c' \|\varphi\|_\infty \sqrt{n} e^{n\lambda^*(q)} \mathbb{P}(\log \|g_1 \ldots g_N \cdot g\| \geq nq)
\]
\[
\leq c'' \|\varphi\|_\infty r_s(gv),
\] (5.14)
where \( r_s \) is defined by Proposition 2.6 (the definition of \( r_s \) can be extended to \( \mathbb{R}^d_{+} \setminus \{0\} \)). Since
\[
\int r_s(gv)\mu(dg) = \int \|gv\|^s r_s(g \cdot v)\mu(dg) \leq c \int \|g\|^s \mu(dg) < \infty
\]
and
\[
\frac{1}{\kappa(s)} \int \|gv\|^s r_s(g \cdot v)\mu(dg) = \frac{1}{\kappa(s)} P_s r_s(v) = \frac{1}{\kappa(s)} \kappa(s) r_s(v) = r_s(v),
\]
we are allowed to apply the Lebesgue dominated convergence theorem to obtain that, as \( n \to \infty \), uniformly in \( s \in J^+ \), \( f, v \in \mathcal{S} \) and \( \varphi \in \mathcal{B}_\gamma \),
\[
\mathbb{E} \left[ \varphi(g_n \cdots g_1 \cdot v) 1_{\{\log(f_{g_n} \cdots g_1 v) \geq nq\}} \right] = \frac{e^{-n\Lambda^*(q)}}{s \sigma_s \sqrt{2\pi n}} r_s(v) \left[ \nu_s f(\varphi) + \|\varphi\|_\gamma o(1) \right].
\] (5.15)
Since \( \nu_s f(\varphi) = \frac{\nu_s(f_{g_n} \cdots g_1 v)}{\nu_s(r_s)} \) (cf. (3.12)), from (5.15) it follows that, as \( n \to \infty \), uniformly in \( s \in J^+ \), \( f, v \in \mathcal{S} \) and \( \varphi \in \mathcal{B}_\gamma \),
\[
\mathbb{E} \left[ \varphi(G_n \cdot v) 1_{\{\log(f_{G_n} v) \geq nq\}} \right] = \frac{r_s(v) \exp(-n\Lambda^*(q))}{\nu_s r_s} \left[ \int \varphi(u) 1_{\{\log(f_{G_n} v) \geq nq\}} \nu_s(du) + \|\varphi\|_\gamma o(1) \right].
\] (5.16)
Similarly to (4.19), we denote
\[
\bar{f} = \frac{f}{\|f\|}, \quad \bar{v} = \frac{v}{\|v\|}, \quad l' = -\frac{\log(\|f\| \|v\|)}{n}.
\]
We use (5.16) to get that uniformly in \( s \in J^+ \), \( f, v \in K \) and \( \varphi \in \mathcal{B}_\gamma \),
\[
\mathbb{E} \left[ \varphi(G_n \cdot v) 1_{\{\log(f_{G_n} v) \geq n(q+l)\}} \right] = \mathbb{E} \left[ \varphi(G_n \cdot \bar{v}) 1_{\{\log(f_{G_n} \bar{v}) \geq n(q+l')\}} \right] = \frac{r_s(\bar{v}) \exp(-n\Lambda^*(q + l'))}{\nu_s r_s} \left[ \int \varphi(u) 1_{\{\log(f_{G_n} \bar{v}) \geq n(q+l')\}} \nu_s(du) + \|\varphi\|_\gamma o(1) \right].
\]
By (5.13), it holds uniformly in \( s \in J^+ \) and \( f, v \in K \),
\[
\Lambda^*(q + l') = \Lambda^*(q) - s \frac{\log(\|f\| \|v\|)}{n} + o \left( \frac{1}{n} \right),
\]
so that
\[
e^{-n\Lambda^*(q+l')} = \|f\|^s \|v\|^s e^{-n\Lambda^*(q)} [1 + o(1)].
\]
Since
\[
\|v\|^s r_s(\bar{v}) = r_s(v) \quad \text{and} \quad \|f\|^s \int S \varphi(u) (\bar{f}, u)^s \nu_s(du) = \int S \varphi(u) (f, u)^s \nu_s(du),
\]
we conclude the proof of (1.17). \(\square\)
6. Proof of Theorems 1.4, 1.5 and 1.6

6.1. Proof of Theorem 1.4. We first establish (1.21). It suffices to prove that (1.21) holds uniformly in $f, v \in \mathcal{S}, |l| = o\left(\frac{1}{\sqrt{n}}\right)$ and $\varphi \in \mathcal{B}_1$. By Lemma 2.2, condition A2 implies that $g \cdot v \in \mathcal{S}_\epsilon$ for any $g \in \Gamma_\mu$ and $v \in \mathcal{S}$. For any $f, v \in \mathcal{S}, |l| = o\left(\frac{1}{\sqrt{n}}\right), \varphi \in \mathcal{B}_1, n \geq 2$ and any fixed $g \in \Gamma_\mu$, it holds that

$$
\mathbb{E}\left[\varphi(\langle g_n \ldots g_2 g \rangle \cdot v) \mathbb{I}_{\{\log \langle f, g_n \ldots g_2 g v \rangle - n \lambda_\mu \in [a_1, a_2] + \sigma n l\}}\right] = P_n(g \cdot v, \ell_{f,v}(g)),
$$

where

$$
\ell_{f,v}(g) = \frac{nl}{n-1} + \frac{\lambda_\mu - \log \langle f, g v \rangle}{\sigma(n-1)}
$$

and, with $f \in \mathcal{S}, v' \in \mathcal{S}_\epsilon$ and $l' \in \mathbb{R}$,

$$
P_n(v', l') = \mathbb{E}\left[\varphi(\langle g_n \ldots g_2 g \rangle \cdot v') \mathbb{I}_{\{\log \langle f, g_n \ldots g_2 g v' \rangle - (n-1)\lambda_\mu \in [a_1, a_2] + \sigma(n-1)v'\}}\right].
$$

Taking conditional expectation with respect to $g_1$, we have

$$
\mathbb{E}\left[\varphi(G_n \cdot v) \mathbb{I}_{\{\log \langle f, G_n v \rangle - n \lambda_\mu \in [a_1, a_2] + \sigma n l\}}\right] = \mathbb{E}P_n(g_1 \cdot v, \ell_{f,v}(g_1)).
$$

Under A2, A3 and $\int_{G} \log^2 N(g) \mu(dg) < \infty$, one can apply Lemma 3.1 and follow the proof of [30, Theorem 2.4] to show that, as $n \to \infty$, uniformly in $f \in \mathcal{S}, v \in \mathcal{S}_\epsilon, |l| = O\left(\frac{1}{\sqrt{n}}\right)$ and $\varphi \in \mathcal{B}_1$,

$$
\mathbb{E}\left[\varphi(G_n \cdot v) \mathbb{I}_{\{\log \langle f, G_n v \rangle - n \lambda_\mu \in [a_1, a_2] + \sigma n l\}}\right] = \frac{a_2 - a_1}{\sigma \sqrt{2\pi n}} e^{-\frac{a_2^2}{2\sigma^2(n-1)}} \nu(\varphi) + \|\varphi\|_\gamma o(1).
$$

By (6.4), we get that for any fixed $g \in \Gamma_\mu$, as $n \to \infty$, uniformly in $f, v \in \mathcal{S}, |l| = o\left(\frac{1}{\sqrt{n}}\right)$ and $\varphi \in \mathcal{B}_1$, 

$$
P_n(g \cdot v, \ell_{f,v}(g)) = \frac{a_2 - a_1}{\sigma \sqrt{2\pi n}} e^{-\frac{a_2}{2\sigma^2(n-1)}} \nu(\varphi) + \|\varphi\|_\gamma o(1).
$$

Note that $\frac{1}{\sqrt{n-1}} = \frac{1}{\sqrt{n}} \left[1 + O\left(\frac{1}{n}\right)\right]$. Using the inequality $1 \geq e^{-x} \geq 1 - x$ for $x \geq 0$ and the fact that $|\log \langle f, g v \rangle| \leq \log N(g)$ and $\int_{G} \log^2 N(g) \mu(dg) < \infty$, we get that as $n \to \infty$, uniformly in $f, v \in \mathcal{S}$ and $|l| = o\left(\frac{1}{\sqrt{n}}\right)$,

$$
1 \geq \int_{G} e^{-\frac{a_2}{2\sigma^2(n-1)}} \nu(\varphi) + \|\varphi\|_\gamma o(1) \mu(dg) = \int_{G} e^{-\frac{(\sigma n l + \lambda_\mu - \log \langle f, g v \rangle)^2}{2\sigma^2(n-1)}} \mu(dg) \geq 1 - \int_{G} \frac{(\sigma n l + \lambda_\mu - \log \langle f, g v \rangle)^2}{2\sigma^2(n-1)} \mu(dg) = 1 - o(1).
$$

In a similar way as in the proof of [30, Theorem 2.4], one can apply Lemma 3.1 to show the following uniform upper bound: under A2, A3 and $\int_{G} \log^2 N(g) \mu(dg) < \infty$, there exists a constant $c > 0$ such that for any $f \in \mathcal{S}, v \in \mathcal{S}_\epsilon$ and $n \geq 1$,

$$
\sup_{l \in \mathbb{R}} \mathbb{E}\left[\varphi(G_n \cdot v) \mathbb{I}_{\{\log \langle f, G_n v \rangle - n \lambda_\mu \in [a_1, a_2] + l\}}\right] \leq c \|\varphi\|_\infty \frac{a_2 - a_1}{\sqrt{n}}.
$$
By (6.7), the dominating function for \( P_n (g \cdot v, \ell_{f,v}(g)) \) is given as follows:
\[
\sup_{g \in \Gamma_n} P_n (g \cdot v, \ell_{f,v}(g)) \leq c \frac{a_2 - a_1}{\sqrt{n}}.
\]
Therefore, from (6.3), using (6.5), (6.6) and the Lebesgue dominated convergence theorem, we obtain (1.21).

The proof of (1.22) can be conducted similarly to that of (1.21), so we only outline the main differences. In a manner analogous to (6.4) and (6.7), under \( A_2, A_3 \) and \( f_c N(g)^\eta \mu(dg) < \infty \) for some constant \( \eta > 0 \), one can apply Propositions 3.5, 3.6 and follow the proof of [30, Theorem 2.4] to show that, as \( n \to \infty \), uniformly in \( f \in S, v \in S_c, |l| \leq l_n \) and \( \varphi \in B_1 \),
\[
\mathbb{E} \left[ \varphi(G_n \cdot v) I \{ \log \frac{(f,G_{n,v})}{(f,v)} - n \lambda_n \in [a_1,a_2]+\sigma n l_i \} \right] = \frac{a_2 - a_1}{\sigma \sqrt{2\pi}} e^{-\frac{a_2^2 - 2a_1a_1}{2\sigma^2}} \frac{1}{1 + n \delta(c) \eta n},
\]
and there exist constants \( c, \eta > 0 \) such that for any \( s \in (-\eta, \eta), f \in S, v \in S_c, \varphi \in B_1 \) and \( n \geq 1 \),
\[
\sup_{t \in \mathbb{R}} \mathbb{E}_t^{Q_{n,f}} \left[ \varphi(G_n \cdot v) I \{ \log \frac{(f,G_{n,v})}{(f,v)} - n \lambda_n \in [a_1,a_2]+\sigma n l_i \} \right] \leq c \| \varphi \| \infty \frac{a_2 - a_1}{\sqrt{n}}.
\]
The asymptotic (1.23) is a consequence of Theorem 1.3 by following the proof of [31, Theorem 2.5].

6.2. Proof of Theorems 1.5 and 1.6. Since \( \|G_n v\| = \langle 1, G_n v \rangle \) for any \( v \in \mathbb{R}_+^d \) and \( \langle 1, u \rangle = 1 \) for any \( u \in S \), Theorem 1.5 follows from (1.18) of Theorem 1.3 by taking \( f = 1 \).

Next we prove Theorem 1.6. We only give a proof of (1.25) since the proof of (1.26) can be carried out in a similar way. Since \( \rho(G_n) \leq \|G_n\| \), the upper bound in (1.25) follows from (1.20): there exists a constant \( C < \infty \) such that for any \( s \in J^+ \), with \( q = \Lambda'(s) \),
\[
\limsup_{n \to \infty} \sqrt{n} e^{n \Lambda'(q)} \mathbb{P} \left( \log \rho(G_n) \geq nq \right) < C.
\]
For the lower bound in (1.25), by the Collatz-Wielandt formula, we have for any \( g \in \Gamma_n \),
\[
\rho(g) = \sup_{v \in S} \min_{1 \leq i \leq d, \langle e_i, v \rangle > 0} \frac{\langle e_i, gv \rangle}{\langle e_i, v \rangle}.
\]
Taking \( x = e_1 \), we get \( \rho(G_n) \geq G_n^{1,1} \). Using (1.17) of Theorem 1.3 with \( f = v = e_1 \), we obtain that there exists a constant \( c > 0 \) such that for any \( s \in J^+ \), with \( q = \Lambda'(s) \),
\[
\liminf_{n \to \infty} \sqrt{n} e^{n \Lambda'(q)} \mathbb{P} \left( \log \rho(G_n) \geq nq \right) > c,
\]
which, together with (6.8), concludes the proof of (1.25). The proof of Theorem 1.6 is complete.
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