Identification of eccentricity of a motorized spindle-tool system with random parameters
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Abstract. In order to improve the efficiency of identifying parameters using the maximum likelihood method and to avoid the sensitivity of initial values, a proposed method that combines the micro-genetic algorithm with the advance and retreat method is presented in order to identify the eccentricity of the spindle-tool system with random input and output parameters, which obey a certain probability distribution. Eccentricity without prior information is determined through an iterative procedure. The initial value starts from zero, and the interval is determined by the advance and retreat method. Then, the optimal value is searched in the corresponding interval, utilizing the micro-genetic algorithm. The initial value and interval at each of iterations are changed to ensure a fast and stable convergence. Eventually, a numerical example with three kinds of random deviations verifies the feasibility and validity of the proposed method.

1 Introduction

The spindle system, which is mainly composed of the motor and the spindle and realizes “zero transmission” between the variable frequency motor and the machine tool spindle, is the core component of a precision grinding machine, and its dynamic performance directly determines the overall performance of the grinding machine. The imbalance is the main factor causing vibration of the spindle-tool system (Keiichi et al., 2009; Elhaj et al., 2019), where a tiny unbalance of the grinding wheel and spindle system can result in a severe vibration response of the supporting bearings during the high-speed grinding process. Unbalanced mass, resulting in eccentricity due to the center of the disc parts deviating from the centerline of the shaft, makes the unbalanced excitation proportional to the square of the speed. The unbalanced mass is the main source of vibration during the operation of the grinding machine. Identifying the eccentricity of the spindle-tool system can effectively eliminate the mass imbalance of the machine tool by utilizing online dynamic balance technology (Zhan and Wei, 2017; Pan et al., 2019; Xul et al., 2017). The technique of eccentricity parameter identification solves an inverse problem aiming at estimating inputs via given outputs, where the concerned structure parameters are treated as unambiguous values. However, due to the complexity of the processing and running environment and the change of material properties, the motorized spindle-tool system is a random system, and the parameters are uncertain; that is, the eccentricity identification problem is uncertain. The accuracy of identified results can hardly be evaluated using traditional deterministic inverse problem methods. Therefore, how to deal with the random factors and quickly identify eccentricity has become a research hotspot in the field of precision grinding machines. It is also a significant problem in the process of eccentricity recognition. According to the difference in the sources of uncertainties and the amount of available information, Meng et al. (2020) and Liu et al. (2018, 2020) developed a probability method and evidence theory model for quantifying uncertainties to convert the uncertainty propagation into multiple deterministic calculations. For the spindle-tool system, the uncertainties coming from random parameters can be modeled with the probability method.

The imbalance fault is the coupling effect of multiple eccentricities, such as the unbalanced magnetic pulling force caused by the motor eccentricity and the unbalanced excitation force caused by the grinding wheel eccentricity. The a
priori information of each eccentricity is difficult to know. The eccentricity identification problem without a priori information and the given input and output parameters with random factors can be dealt with using the maximum likelihood method to transform the recognition problem into an iterative problem. The iterative technique, aiming at estimating inputs via a process of constantly updating old values with the new values of input variables, has received increasing attention due to its efficiency and accuracy (Yang et al., 2014; Xia, 2019; Feng et al., 2018). Zhang (2013) obtain the explicit increment by utilizing the sensitivity matrix method (SMM); the explicit method avoids complicated mathematical processing, but the iterative efficiency is low. Mao et al. (2020) adjusts the iterative increment to reduce the objective function value by utilizing the advance–retract method in the iterative process, but the “sawtooth” phenomenon approaching the optimal solution affects its accuracy and efficiency. A commonly encountered difficulty with the iterative algorithm is that it is often difficult to converge and easy to diverge due to the sensitivity of the initial value resulting from nonlinear characteristics (Liang et al., 2013). As for the eccentricity identification problem, another difficulty is that the eccentricity search interval required in the conventional iterative method cannot be specified because there is no a priori information.

In accordance with the present problem, a proposed method is presented by combining the advance and retreat method (ARM) (Ma et al., 2017) with the micro-genetic algorithm (uGA) (Liu et al., 2012; Harbrecht and Loos, 2016) in this paper. In the iterative procedure, the initial value starts from zero, the iterative increment is obtained by the explicit method (Zhang, 2013), the search interval in each iterative step is obtained by ARM, and the initial value of eccentricity is updated by the local optimal solution searched in the corresponding search interval by the uGA. In the iterative procedure, the initial value, the iterative increment, and the search interval are gradually changed until the error between the calculated and observed unbalanced response is within the specified tolerance.

2 An improved maximum likelihood method

2.1 Theoretical background

Eccentricity identification of the motorized spindle-tool system with random factors aims at estimating the unknown eccentricity $X_u$ from the observed unbalanced response $Y_k$, together with the known input parameter $X_k$ and the established solver $T$, as shown in Fig. 1.

In Fig. 1, $Y = \{ y_1, y_2, \ldots, y_m \}$ is the output unbalanced response; $X = \{ x_1, x_2, \ldots, x_n \}$ denotes the input parameters causing the unbalanced response; and $T$ is a forward problem solver for calculating the output $Y$ from the input $X$ (as shown in Eq. 1) using the finite element analysis method (FEA) (Kong et al., 2020). The subscripts $k$ and $u$ respectively denote the known and unknown parts. The complete known parameter vector $X_k$ and $Y_k$ obey the probability density distribution.

$$M \ddot{q} + C \dot{q} + Kq = \omega^2 F,$$

where $\dot{q}$, $\ddot{q}$, and $q$ respectively represent the acceleration, velocity, and displacement vector of the rotor; $M$, $K$, and $C$ respectively represent the mass, stiffness, and damping matrix of the motorized spindle-tool system; and the force vector $F$ is composed of the mass unbalanced exciting force caused by the shaft rotational speed $\omega$ with eccentricity.

Presently, the inverse problem with random parameters is solved using the maximum likelihood method and the Markov chain Monte Carlo method (MCMC) (Zhang, 2013). In the maximum likelihood method, by introducing the sensitive matrix $S$ (Liu et al., 2001), the random information of the uncomplete known parameters $X_k$ and $Y_k$ can be transformed into the explicit solvable form (Zhang, 2013); that is, the eccentricity increment $B$, as shown in Eq. (2), can be solved in the iterative process.

$$\begin{bmatrix} R_u \\ R_k \end{bmatrix} = \begin{bmatrix} S_{11} & S_{12} \\ S_{21} & S_{22} \end{bmatrix} \begin{bmatrix} Q_u \\ Q_k \end{bmatrix},$$

$$B = (A^T A)^{-1} A^T D,$$

where $D = \begin{bmatrix} S_{12} Q_k / \sigma_1 \\ R_k - S_{22} Q_k / \sigma_2 \end{bmatrix}$, $A = \begin{bmatrix} I / \sigma_1 & -S_{11} / \sigma_1 \\ 0 & S_{21} / \sigma_2 \end{bmatrix}$, $B = \begin{bmatrix} R_u \\ Q_u \end{bmatrix}$, $\sigma_1^2 = S_{11} (\sigma_1^{u1})^2$, and $\sigma_2^2 = (\sigma_1^{u1})^2 + S_{12} (\sigma_2^{u1})^2$, $\sigma_1^{u1}$ and $\sigma_2^{u1}$ are the deviations of the $i$th known parameter vector $X_k$ and $Y_k$. $R = [\Delta q_j, j = 1, 2, \ldots, m]$ is the variation of the output unbalanced response $q$. $Q = [\Delta x_i, i = 1, 2, \ldots, n]$ is the variation of $X$, respectively, and $m$ and $n$ are the number of $q$ and $X$, respectively.

However, the explicit method can avoid the high-dimensional integral problem in the uncertainty inverse problem using the sensitive matrix together with the similar least-squares form; it is still difficult to search for the optimal value of unknown parameters in many cases. This is because such an unbalanced response $Y$ may not be linear to the input unknown eccentricity to produce divergence due to the unknown eccentricity interval and difficulty to converge due to the sensitivity of the initial value problem (Trèt et al., 2020). To effectively overcome the problem, it has been proposed to introduce the micro-genetic algorithm and advance and retreat method to the maximum likelihood method in this paper, so that the initial value and interval in each iteration are variable, and the initial value starts from zero.

2.2 The advance and retreat method

The eccentricity in the maximum likelihood is identified by repeated iterations until the error between the calculated unbalanced response and the observed unbalanced response is...
within the specified toleration. Selecting the information includes the search interval due to the unknown bounds of eccentricity in engineering practice, and the initial eccentricity will greatly influence the efficiency and precision in the search of a total solution to the problem. The advance and retreat method can obtain a search interval based on a “high–low–high” morphology, as shown in Fig. 2.

This procedure is conducted by comparing the mean square error $eY_1$, $eY_2$ with $eY_3$ between the observed unbalanced response $Y_k^s$ and the calculated unbalanced response $Y$ from the solution $T(X_{ui}, X_k)$ together with three eccentricities: the initial point $X_{u1}$, the middle point $X_{u2}$, and the end point $X_{u3}$. The interval problem can be mathematically represented as Eq. (3).

The unknown eccentricity increment $B$ from the solution the Eq. (2) is the initial step $H_0$. Assuming the initial eccentricity $X_{u1}$, $X_{u2} = X_{u1} + H_0$, the corresponding unbalanced response $\{Y_1, Y_2\}$ to $\{X_{u1}, X_{u2}\}$ can be calculated through the forward solver $T(X_{ui}, X_k)$ with the known parameters $X_k$. Calculating the mean square error $eY_1$, $eY_2$ centering on the present parameters $\{Y_1, Y_2, Y_k^s\}$, the end point $X_{u3}$ can be constructed based on the mean square error $eY_1$, $eY_2$. The mean square error $eY_3$ is calculated again using the newly obtained $X_{u3}$. The lower bound $X_{uL}$ and the upper bound $X_{uR}$ of the search interval are found by comparing $eY_2$ with $eY_3$.

\[
\begin{align*}
H_0 &= B, X_{u2} = X_{u1} + H_0 \\
eY_1 &= \text{norm}(T(X_{u1}, X_k) - Y_k^s) \\
eY_2 &= \text{norm}(T(X_{u2}, X_k) - Y_k^s) \\
\text{if } eY_1 > eY_2 & \quad \text{Advance to the right} \\
X_{u3} &= X_{u2} + 2H_0 \\
\text{else } eY_1 < eY_2 & \quad \text{retreat to the left} \\
X_{u3} &= X_{u2} - 2H_0 \\
eY_3 &= \text{norm}(T(X_{u3}, X_k) - Y_k^s) \\
\text{while } eY_3 > eY_2 & \quad \text{Advance to the right} \\
X_{uL} &= \min(X_{u1}, X_{u3}) \\
X_{uR} &= \max(X_{u1}, X_{u3})
\end{align*}
\]

### 2.3 Micro-genetic algorithm

Once the forward solver and search interval $[X_{uL}, X_{uR}]$ are determined, the eccentricity identification problem is transferred to an optimization problem, shown as follows:

\[
\text{find eccentricity, } X_u,
\]

for given conditions $\{X_k, Y_k^s\}$ and $Y = T(X_u, X_k)$ by $\text{MineY} = \sum_{i=1}^{n} \sqrt{(Y_k^s - T(X_{ui}, X_k))}$.

The optimization problem aims at finding the optimal solution of eccentricity which can meet this condition that the errors $eY$ between the observed unbalanced response $Y_k^s$ with
the calculated unbalanced response $\mathbf{Y}$ is within the specified toleration through constantly updating input parameters to correct the solution $\mathbf{T}(\mathbf{X}_u, \mathbf{X}_k)$. Updating the input parameters to find the optimal solution with high efficiency and precision is key in iterative algorithms. The micro-genetic algorithm updates the input parameters starting with a small sample, and the “precocious” phenomenon in the search interval $[X_u^L, X_u^R]$ can be avoided (Liu et al., 2012).

3 Procedure of obtaining eccentricity

As mentioned above, the computational procedure of obtaining eccentricity of the motorized spindle-tool system with random distribution (normal distribution) can be described in Fig. 3:

- **Step 1.** Specify toleration $\varepsilon$ and the probability density distribution $x_k \sim N\left(x_k^0, (\sigma_k^x)^2\right)$, $y_k \sim N\left(y_k^0, (\sigma_k^y)^2\right)$, and get known output parameters $Y_k^i$.

- **Step 2:** Assume the initial eccentricity $X_u$. Combine them together with the mean value of the known parameter $X_k$ into the forward solver $\mathbf{T}(\mathbf{X}_u, \mathbf{X}_k)$ of the motorized spindle-tool system to calculate the corresponding unbalanced response $\{Y_k^i, Y_u^i\}$.

- **Step 3:** Compute the eccentricity increment vector $\mathbf{B}$ using Eq. (2), and find the corresponding search interval $[X_u^L, X_u^R]$, combining $X_u$ and $\mathbf{B}$ using the advance and retreat method.

- **Step 4:** Obtain a new set of eccentricity $X_u^{i+1}$ in the search interval $[X_u^L, X_u^R]$ using the micro-genetic algorithm, and combine them with the mean value of the known parameter $X_k$ into the forward solver $\mathbf{T}(\mathbf{X}_u, \mathbf{X}_k)$ of the motorized spindle-tool system to calculate the corresponding output $Y_k^{i+1}$. Compare the errors $e\mathbf{Y}$ between the calculated $Y_k^{i+1}$ and the known $Y_k^i$; if the error is within the predefined toleration, this parameter value $X_u^{i+1}$ is considered to be the total optimal solution of the problem. The iterative process ends. Otherwise, $i := i + 1$, and go back to step (2) to compute the new output $\{Y_k^i, Y_u^i\}$, together with the updated $X_u^{i+1}$.

4 Example and discussion

4.1 Recognition model

The motorized spindle-tool system (Mao et al., 2020), shown in Fig. 4, is considered to verify the proposed method, and details of the numerical model are listed in Table 1. When the rotor is not eccentric, the average air gap length is 8 mm, the air magnetic conductivity coefficient is $1.256 \times 10^{-6}$, and the fundamental MMF (magneto-motive force) coefficient of the air gap is 5.2. The rotation frequency of the unit is 100 Hz.

If eccentricity $(e_1, e_2)$ can be provided completely, the unbalanced response $(d_1, d_2, d_3, d_4)$ can easily be obtained by FEA using the Euler–Bernoulli beam theory as a reference (Michael et al., 2010). For testing the proposed algorithms, eccentricity $(e_1, e_2)$ is assumed as the unknown parameter, consistent with the model in the literature (Mao et al., 2020). It is difficult to identify eccentricity based on the conventional maximum likelihood method due to the lack of necessary search interval $[X_u^L, X_u^R]$ (see Fig. 3). According to the proposed approach, we first treat this problem as an identification of eccentricity with random parameters, where the unbalanced responses $(d_1, d_2)$ at the grinding wheel and shaft end are experimentally obtainable. These parameters are set up as follows: $X = \{X_u, X_k\}$, $X_u = \{e_1, e_2\}$, $X_k = \{L, D\}$, $Y = \{Y_u, Y_k\}$, $Y_u = \{d_3, d_4\}$, $Y_k = \{d_1, d_2\}$. The mass, damping, and stiffness matrices of the motorized spindle-tool system based on Eq. (1) are established using the Euler–Bernoulli beam theory as a reference (Michael et al., 2010). FEA is used to deal with the forward problem.
Table 1. Details of the motorized spindle-tool system for the numerical example.

| Structure        | Rotor | Grinding wheel | Motor |
|------------------|-------|----------------|-------|
| Diameter         | 0.6 m | 1.4 m          | 2.4 m |
| Length           | 1.3 m | 40 mm          | 0.5 m |
| Density (mass)   | 7810 kg m\(^{-3}\) | 11 000 kg | 15 000 kg |
| Elastic modulus  | 211 GPa |             |       |
| Shear elastic modulus | 81.2 GPa |            |       |
| Stiffness coefficient | Front bearing | 85 MN m\(^{-1}\) | Rear bearing | 65 MN m\(^{-1}\) |

The true values of eccentricity \((e_1, e_2)\) are assumed as \([20, 100 \, \mu m]\), and the true unbalanced responses \((d_1, d_2)\) corresponding to \([20, 100 \, \mu m]\) are easily calculated to be 33.0594 and 23.0366 \(\mu m\) through FEA, respectively. In order to compared with the literature (Mao et al., 2020), taking the measurement deviation of 1% as a random deviation, the length and diameter of motor are expressed as \(L \sim N(0.5, 0.005^2) \, m\) and \(D \sim N(2.4, 0.024^2) \, m\), respectively. The eccentricity \((e_1, e_2)\) is \([0, 0 \, \mu m]\), which is combined with the forward solver FEA. The eccentricity increment \(B\) is calculated from Eq. (2). The corresponding eccentricity intervals of the motor and wheel are calculated to be \([8.03, 32.31] \, \mu m\) and \([12.39, 49.84] \, \mu m\), respectively, according to ARM. In this interval, the eccentricity \([20.03, 37.59] \, \mu m\) with the minimum error corresponding to \(1.04 \times 10^{-4}\) is obtained by the micro-genetic algorithm, as shown in the third row of Table 2. The error \(1.04 \times 10^{-4}\) is larger than the predefined toleration. Substituting the initial value of eccentricity \((e_1, e_2)\) with the updated values of \([20.03, 37.59] \, \mu m\), and combining them together with the forward solver FEA once again, the corresponding eccentricity increment \(B\) and a new eccentricity \([20.00, 100.18] \, \mu m\) are calculated, as shown in the fourth row of Table 2. After 166 iteration steps, the error \(7.98 \times 10^{-7}\) between the calculated and the known unbalanced response is within the predefined toleration \(1 \times 10^{-6}\); the eccentricity \([20.00, 100.18] \, \mu m\) is considered to be the global optimal solution of the problem. The corresponding solution procedures are listed in Table 2. The comparison results of the iterative process of initial eccentricity in Fig. 5 show that, using the method from the literature (Mao et al., 2020), the sawtooth phenomenon occurs approaching the optimal solution; that is, in the method from the literature (Mao et al., 2020), the zigzag route is taken when the iterative point approaches the optimal point, which leads to slower convergence. In general, compared with other algorithms (Mao et al., 2020), this proposed method improves the computational efficiency of the maximum likelihood method and avoids the sensitivity of the initial value.

4.2 Solving process

In this example, the stop criterion constant is set to \(1 \times 10^{-6}\), and the parameters used by the uGA are as follows: the size of the population is 5, the maximum number of iterations is 300, the crossover probability is 0.9, and the mutation probability is 0.05. The initial value of eccentricity \((e_1, e_2)\) is \([0, 0 \, \mu m]\), which is combined with the forward solver FEA. The eccentricity increment \(B\) is calculated from Eq. (2). The symbol “∼” means “obey on”, and \(d_1\) represents the random distribution, with 33.0594 \(\mu m\) as the mean and 0.3306 \(\mu m\) as the deviation.
Table 2. Solution procedure to the eccentricity.

| No. of iterations | Initial value | Search interval | Micro-genetic algorithm | Error |
|-------------------|---------------|-----------------|-------------------------|--------|
|                   | Motor (µm)    | Wheel (µm)      | Motor (µm)              | Wheel (µm) |
| 1                 | 0             | 0               | [8.03, 32.31]           | [12.39, 49.84] | 20.03 | 37.59 | 1.04 x 10^{-4} |
| 2                 | 20.03         | 37.59           | [19.99, 20.07]          | [36.79, 38.39] | 20.03 | 37.59 | 1.04 x 10^{-4} |
| 164               | 20.01         | 75.18           | [12.33, 27.78]          | [23.06, 52.32] | 20.05 | 24.89 | 4.15 x 10^{-2} |
| 165               | 20.00         | 96.81           | [12.36, 27.65]          | [59.55, 134.40] | 20.01 | 75.75 | 3.68 x 10^{-5} |
| 166               | 20.01         | 75.75           | [12.32, 27.76]          | [46.31, 105.82] | 20.00 | 100.18 | 7.98 x 10^{-7} |

Target 20 100

Figure 5. Comparison of the iterative process of initial eccentricity.

4.3 Discussion under different random deviations

In the section, three different random deviations of 1 %, 3 %, and 5 % are provided to verify the robustness of the proposed method. The convergence history of the corresponding solution procedure is shown in Fig. 6. The initial value starts from zero. Fig. 6a and b show linear parameters (motor eccentricity to affect linearly the unbalance) can be quickly identified, and the interval and updated initial value of the nonlinear parameters (wheel eccentricity to affect the unbalance nonlinearly) are close to the real situation at about 150 steps. It shows the proposed method is suitable not only for linear parameters, but also for nonlinear parameters by introducing the uGA for finding the optimal value in the corresponding interval obtained by ARM at each of the iterations. Figure 6c shows that the uGA can gain the local optimal solution of the corresponding interval in 200 iterative steps. The maximum iterative step of the uGA is the main factor affecting the convergence speed of this proposed method, which can be adjusted according to the situation. However, according to MCMC, a commonly used probability method that deals with randomness uncertainty, MCMC sampling with 10^6 samples (Zhang, 2013) must be carried out to compute all possible marginal probability densities in each interval in order to validate the accuracy of the identified results. So, the proposed method improves its efficiency. It is known from Fig. 6 that the identification results are less affected by the Gaussian noise deviation; that is, the robustness of the proposed method is good. The identification results are summarized in Table 3. It is also shown that the identification results are accurate and robust when random deviations are considered. Even when the random deviation is up to 5 %, the identification results are still satisfactory.
Figure 6. The convergence process of the corresponding solution at each of the iterations. (a) Iterative process of initial eccentricity. (b) Iterative process of interval search. (c) Iterative process of the uGA in the last interval.
Table 3. Identification results for different random deviations.

| Random deviations | Identification eccentricity | Relative error to the target |
|-------------------|-----------------------------|-----------------------------|
|                   | Motor (µm) | Wheel (µm) |                     |
| 1 %               | 20.00     | 100.18     | 0.18 %              |
| 3 %               | 20.00     | 100.34     | 0.34 %              |
| 5 %               | 20.00     | 100.47     | 0.47 %              |

5 Conclusion

In the present paper, a proposed method that combines ARM and the uGA is presented to identify the eccentricity of a motorized spindle-tool system with random parameters. A numerical example is studied and used to illustrate the feasibility and validity of the proposed method. The following novelties and conclusions can be derived from this study:

1. The unknown uncertain input and output parameters are characterized as random variables.

2. The proposed method allows the initial value, the iterative increment, and the search interval to be gradually changed at each of the iterations, and the initial value starts from zero, which avoids the sensitivity of the initial value and ensures a stable convergence of the solution procedure.

3. It can be used as a reference for dealing with the inverse problem of random uncertainty in engineering.
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