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Abstract. This paper presents a novel reranking model, future reward reranking, to re-score the actions in a transition-based parser by using a global scorer. Different to conventional reranking parsing, the model searches for the best dependency tree in all feasible trees constraining by a sequence of actions to get the future reward of the sequence. The scorer is based on a first-order graph-based parser with bidirectional LSTM, which catches different parsing view compared with the transition-based parser. Besides, since context enhancement has shown substantial improvement in the arc-stand transition-based parsing over the parsing accuracy, we implement context enhancement on an arc-eager transition-based parser with stack LSTMs, the dynamic oracle and dropout supporting and achieve further improvement. With the global scorer and context enhancement, the results show that UAS of the parser increases as much as 1.20% for English and 1.66% for Chinese, and LAS increases as much as 1.32% for English and 1.63% for Chinese. Moreover, we get state-of-the-art LASs, achieving 87.58% for Chinese and 93.37% for English.
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1. Introduction

Recently, deep learning has attracted significant attention in the community and achieved extraordinary results in natural language processing, such as Part-of-Speech Tagging [27], Semantic Role Labeling [1, 21], Sentiment Parsing [6], Parsing [7, 10, 26], etc. In dependency parsing, neural networks automatically extract the features without manually feature engineering, and then they evaluate the score of a span (sub-tree) in graph-based model [17, 18] or an action in transition-based model [3, 11] to build the best tree of a sentence.

In graph-based parsing, a dependency tree is factored into spans, which are a small part of the tree corresponding to one or several dependency arcs, such as the arc between head and modifier for first order factoring. Given the scores of spans of a sentence, the parser searches for its dependency structure with the best score from all possible structures of the sentence. Because of huge searching space for a long sentence, it is time-consuming. However, because its searching method ensures that the generating tree is globally optimal, many works are based on it. Corro et al. [8] enforced bounded block degree and well-nestedness properties to dependency trees and employed integer linear program to fetch the best tree. Zhang et al. [35] used a convolutional neural network to score the spans of a tree of a sentence and
exploited conditional random field (CRF) to model the probability of the tree. Wang and Chang [28] utilized bidirectional long short-term memory (LSTM) [14, 12] and sentence segment embedding to capture richer contextual information, and they archived competitive results with first-order factorization comparing to previous higher-order parsing.

Typical transition-based parsing is deterministic so that it is much faster than graph-based parsing. The transition-based parser contains two data structures: a buffer of unhandled words and a stack containing partial tree built by previous actions. The actions, such as shift, reduce, etc., are incrementally taken to create a dependency structure. Usually, they are selected by using a greedy strategy. Because of the efficiency and high accuracy of transition-based parsing, it attracts many researchers. Dyer et al. [10] employed stack long short-term memory recurrent neural networks in transition-based parser and improved the accuracy. Andor et al. [1] investigated the label bias problem and proposed a globally normalized transition-based neural network model to avoid the problem. Bohnet et al. [2] introduced a generalized transition-based parsing framework which covered the two most common systems, namely the arc-eager system and the arc-standard systems [19].

Graph-based and transition-based parsers adopt very different parsing methods. Graph-based parsing uses an exhaustive searching algorithm, while transition-based parsing employs a greedy searching process. Thus, they have very different views of the parsing problem [33]. Furthermore, the two types of parsers utilizing deep neural networks also exist that various views due to the nature of different parsing methods. Therefore, we propose a future reward reranking model, global scorer, to rerank the actions in a transition-based parser, which is based on a first-order graph-based parser. The scorer alleviates the defect error propagation of transition-based parser partly ascribed to the greedy strategy. Compared with the previous reranking parsers, our model uses the information of future reward, which is widely used in Q-learning, to rerank an action instead of the historical information. Besides, we further employ context enhancement introduced by Wu et al. [29] to improve the base transition-based parser, and implement a new arc-eager transition-based parser with context enhancement, dynamic oracle [12] and dropout supporting. The experimental results demonstrate that the two methods can effectively improve the parsing accuracy. Furthermore, integrating the two approaches gains more improvement.

## 2. Dependency Parsing

Given a sentence \( x \), dependency parsing is to fetch the best tree structure \( y \) from all feasible trees \( Y \) of it, where each node is its word, and the edge between them describes their head-modifier relationship (we will omit the dependency labels for simplifying). In this section, we will describe two base parsers. One is an arc-eager transition-based parser for the base parser, which will include the global scorer and context enhancement to evaluate final results. The other is a graph-based parser with CRF which provides the trained model for the global scorer.
2.1. **Dependency Parsing with Deep Neural Networks.** The transition parser contains a buffer $B$, a stack $S$, a list $A$ of done actions, and searches for an optimal transition sequence $O(x)$, which can be mapped to a dependency tree by executing the action in it sequentially, of a sentence $x$. The actions vary in different transition systems, and we here use arc-eager transition system. Given a sentence $x$, the parser incrementally generates the transition sequence and stores in $A$. The $i^{th}$ state of the parser is defined as $\Lambda_i = (S_i, B_i, A_i, \Sigma_i)$, where $\Sigma_i$ is the partial tree built by $A_i$. Since the spurious ambiguity of the transition system, there are several transition sequences produced the same tree so that the parser may generate a different sequence for a sentence $x$. Therefore, we denote $\Lambda_{-1}$ as a final state, and the following equations describe the begin and the end states,

\[
\begin{align*}
\Lambda_0 & = (\emptyset, B_0, \emptyset, \emptyset) \\
\Lambda_{-1} & = (\{\text{Root}\}, \emptyset, A_{-1}, y)
\end{align*}
\]

where Root is the dummy symbol representing the artificial root connecting to the real root of $x$; $B_0$ consists of words of $x$, Root$(x_1, x_2, \ldots x_{|x|})$, and Root is the first node in $B_0$; $A_{-1}$ is $O(x)$; $|\cdot|$ returns the number of elements in a set. The begin and the final states are connected by the following actions of the arc-eager transition system,

- **Left_Arc:** $(S'|s, b|B', A, \Sigma) \rightarrow (S'|s, b|B', A \cup \{L_{Arc}\}, \Sigma \cup \{b \rightarrow s\})$
- **Right_Arc:** $(S'|s, b|B', A, \Sigma) \rightarrow (S'|s, b|B', A \cup \{R_{Arc}\}, \Sigma \cup \{s \rightarrow b\})$
- **Reduce:** $(S'|s, B, A, \Sigma) \rightarrow (S', B, A \cup \{R_D\}, \Sigma)$
- **Shift:** $(S, b|B', A, \Sigma) \rightarrow (S|b, B', A \cup \{S_F\}, \Sigma)$

where the state $(S'|s, b|B', A)$ indicates that $s$ is on top of the stack $S$ and $b$ is at the first position in the buffer $B$; $L_{Arc}, R_{Arc}, R_D$ and $S_F$ are short for Left_Arc, Right_Arc, Reduce and Shift respectively. The following formulatges are the conditions for those actions,

\[
\begin{align*}
L_{Arc} : & \ s \neq \emptyset \land \forall k \ k \rightarrow s \notin \Sigma \\
R_{Arc} : & \ B \neq \emptyset \\
R_D : & \ \exists k \ s \notin \Sigma \\
S_F : & \ B \neq \emptyset
\end{align*}
\]

Besides, according to the work of Goldberg et al. [13], we adopt the dynamic oracle to train the system. Moreover, since the stack LSTMs proposed by Dyer et al. [11] can abstract the embedding of the parser effectively, we employ the stack LSTMs, specifically, $LSTM_B, LSTM_S$ and $LSTM_A$, to construct the embeddings of the buffer $B$, the stack $S$ and the list of actions $A$ respectively. Figure[1][2] depicts the structure of the arc-eager parser with dynamic oracle and stack LSTMs, where StateAbstractor is a module to track the state changing of the parser when being applied an action. The detail definition of the stack LSTMs in the module can be found in Dyer et al. [11]; $EM_{build}$ is an embedding generating function to make a
representation for a word,

\[(3) \quad EM_{build}(x_i, p_i) = ReLU(H \cdot \left[ E_w(x_i) \right] + E_p(p_i) + b_h) \]

where functions \(E_w(x_i)\) and \(E_p(p_i)\) return the embeddings of word \(x_i\) and POS tag \(p_i\) respectively; \(H\) and \(b_h\) are the weight matrix and the bias vector respectively; \(ReLU\) refers to a rectified linear unit. \(Predict\) is a softmax layer with affine transforming,

\[(4) \quad Predict(S) = \arg\max_a(\text{softmax}(M \cdot S + B)[a]) \]

where \(S \in \mathbb{R}^N\) is the embedding generated by \(StateAbstractor\); \(M \in \mathbb{R}^{L \times N}\) and \(B \in \mathbb{R}^N\) are the weight matrix and the bias vector respectively; \(N\) and \(L\) are the dimension of state embedding and the number of labels respectively.

For the graph-based parser, we utilize the neural network model proposed by Wang and Chang \[28\] as the scorer because of bidirectional LSTM (BLSTM) efficiently capturing richer contextual information. The parser is first order factorization and decodes with the Eisner algorithm. This algorithm introduces complete spans and incomplete spans, which are interrelated programming structures, and Fig. 2 shows their derivation of the first-order parser. Besides, the decoding is im-
implemented as a bottom-up chart algorithm. The algorithm generates the best sub-spans for a span, where \( f(x, i, j) \) returns the score of the relation \( i \rightarrow j \) of \( x \);

\[
\begin{align*}
& \text{Algorithm 1 Optimizing the spans of the parser} \\
& 1: \forall i C_{i,i} = 0 \\
& 2: \text{for } w \leftarrow 1 \text{ to } |x| - 1 \text{ do} \\
& 3: \quad \text{for } i \leftarrow 1 \text{ to } |x| - w \text{ do} \\
& 4: \quad \quad j = i + w \\
& 5: \quad I_{i,j} = \max_{i \leq r < j} \{C_{i,r} + C_{j,r+1}\} + f(x, i, j) \\
& 6: \quad Bp_{i,j} = \arg\max_{i \leq r < j} \{C_{i,r} + C_{j,r+1}\} + f(x, i, j) \\
& 7: \quad I_{j,i} = \max_{i \leq r < j} \{C_{j,r+1} + C_{i,r}\} + f(x, j, i) \\
& 8: \quad Bp_{j,i} = \arg\max_{i \leq r < j} \{C_{j,r+1} + C_{i,r}\} + f(x, j, i) \\
& 9: \quad C_{i,j} = \max_{i \leq r < j} \{I_{i,r} + C_{r,j}\} \\
& 10: \quad C_{i,j} = \max_{i \leq r < j} \{I_{j,r} + C_{r,i}\} \\
& 11: \quad \text{end for} \\
& 12: \text{end for}
\end{align*}
\]

\( I_{i,j} \), \( C_{i,j} \), and \( Bp_{i,j} \) denote the complete span, the incomplete span, and the backtracking array respectively. Thus, the result can be built by backtracking \( Bp \) array from \( I_{0,|x| - 1} \) recursively. For the training procedure of the parser, we use a CRF because it can alleviate the label bias problem [1].

2.2. Context Enhancement. As shown in Wu et al. [29], it is beneficial to use additional transition systems to track other information, such as the previous word, of a word in a sentence. Given a sentence \( x \), let the function \( Em_i(x, y) \) denote the \( i \)th embedding extractor from \( x \) and \( y \). Figure 3 depicts the system structure, where \( Tree_{in} \) is the dependency tree predicted by a baseline; \( Predict \) takes the outputs \( \{S_i\}_i \) of \( K \) \( StateAbstractor \) as inputs to predict the best action as follows,

\[
Predict(S_1, S_2, \ldots, S_K) = \arg\max_a (\text{Prob}(S_1, S_2, \ldots, S_K)[a])
\]
where the function $\text{Prob}(S_1, S_2, \cdots, S_K)$ calculates a vector, in which the $i^{th}$ element is the probability of the action $a_i$,

$$
\text{Prob}(S_1, S_2, \cdots, S_K) = \text{softmax}(\tilde{M} \cdot \begin{bmatrix} S_1 \\ S_2 \\ \vdots \\ S_K \end{bmatrix} + \tilde{B})
$$

where $\tilde{M}$ and $\tilde{B}$ are the weight matrix and the bias vector respectively; $EM_{\text{build},i}$ is the $i^{th}$ embedding generating function. Given a sentence $x$, the following equations define three base embedding generating functions,

$$
\begin{cases}
EM_{\text{build},0}(i, x) = EM_{\text{build}}(x, p_i) \\
EM_{\text{build},1}(i, x) = EM_{\text{build}}(x_{i-1}, p_{i-1}) \\
EM_{\text{build},2}(i, x) = EM_{\text{build},0}(i, x) + EM_{\text{build},1}(i, x)
\end{cases}
$$

Unlike the work proposed by Wu et al. [29], we add two embeddings instead of concatenating in the third equation of Eq. [7]. Moreover, the transition system here is the arc-eager system and trained with the dynamic oracle and dropout supporting, which improves the parsing accuracy significantly.

3. Transition Parsing with Future Reward Reranking

The transition-based parser adopts a greedy strategy to build the tree incrementally, and each action is selected based on the current state, which contains the history information. Thus, it is useful to include the future information in the action selection, which is similar to heuristic search. Because of the different view of the graph-based model, we adopt the first-order graph-based model to make global scorer to provide the future reward information.

3.1. Constraints of the Actions. For a sentence $x$, the transition-based parser generates a sequence $O(x)$ of actions which can be transformed into a dependency tree. Each action in $O(x)$ imposes constraints to the searching space of feasible trees of $x$, and all actions induce to a tree. Given an action $ac$ on a state $\Lambda_i$, the following list describes its constraints to current searching space,

1. $L_{\text{Arc}}$: The action adds an arc $b \rightarrow s$ and pop $s$ from $S_i$, which indicates that the trees after applying it must have the arc $b \rightarrow s$ and exclude any arcs $\{t \rightarrow s\}_{t \in (B_i-b)} \cup \{s \rightarrow t\}_{t \in B_i}$.
2. $R_{\text{Arc}}$: It adds an arc $\{s \rightarrow b\}$ and pushes $b$ onto $S_i$. The trees after that must have the arc $\{s \rightarrow b\}$, and exclude any arcs $\{t \rightarrow b\}_{t \in (B_i \cup S_i-s)} \cup \{b \rightarrow t\}_{t \in S_i}$.
3. $R_D$: It pop $s$ from $S_i$ which let the trees exclude any arcs $\{t \rightarrow s\}_{t \in B_i}$.
4. $S_F$: It pushes $b$ onto $S_i$, which means that the trees exclude any arcs $\{t \rightarrow b\}_{t \in B_i \cup S_i}$.

where $-$ is excluding operator, for example, $B_i - b$ contains all elements of $B_i$ except $b$. Let $RA(\Lambda_i)$ and $FA(\Lambda_i)$ denote functions which return the required set of arcs and the forbidden set of arcs at the $i^{th}$ parsing step after applying $i$ actions, the sets
can be induced by the constraints of actions of $O(x)$ recursively. Given the $i^{th}$ state $\Lambda_i$, the following equations depict the functions for each action,

$$
\begin{align*}
RA(\Lambda_i, L_{Arc}) &= \{b \rightarrow s\} \cup \Sigma_i \\
FA(\Lambda_i, L_{Arc}) &= \{t \rightarrow s\}_{t \in (B_i, \neg b)} \cup \{s \rightarrow t\}_{t \in B_i} \\
E_\Lambda(S_i, RA(\Lambda_i, L_{Arc})) \\
RA(\Lambda_i, R_{Arc}) &= \{s \rightarrow b\} \cup \Sigma_i \\
FA(\Lambda_i, R_{Arc}) &= \{t \rightarrow b\}_{t \in (B_i \cup S_i, \neg s)} \cup \{b \rightarrow t\}_{t \in S_i} \\
E_\Lambda(S_i, RA(\Lambda_i, R_{Arc})) \\
RA(\Lambda_i, R_{D}) &= \Sigma_i \\
FA(\Lambda_i, R_{D}) &= \{t \rightarrow s\}_{t \in B_i} \cup E_\Lambda(S_i, RA(\Lambda_i, R_{D})) \\
RA(\Lambda_i, S_F) &= \Sigma_i \\
FA(\Lambda_i, S_F) &= \{t \rightarrow b\}_{t \in B_i \cup S_i} \cup E_\Lambda(S_i, RA(\Lambda_i, S_F))
\end{align*}
$$

where Function $E_\Lambda(S, ra)$ is defined as follows,

$$
E_\Lambda(S, ra) = \{t \rightarrow u, u \rightarrow t\}_{t,u \in S, t \neq u} \cup Rev(ra) - ra,
$$

where $Rev(ra)$ generate a set by exchanging the head and the modifier of an arc in $ra$. The following proof demonstrates the correctness of Eq. 8.

**Theorem 1** (Correctness of Constraints). Given the $i^{th}$ state $\Lambda_i$ of a sentence $x$, the required set $RA(\Lambda_i)$ induced by the applied actions $\{a_j\}_{0 < j < i} \subset O(x)$ is $\Sigma_i$, and the forbidden set $FA(\Lambda_i)$ is $E_\Lambda(S_i, \Sigma_i)$. The feasible trees at the $i^{th}$ state are any trees which contain the arcs in $RA(\Lambda_i)$ and do not include any arc in $FA(\Lambda_i)$. Besides, after applying an action $a$, the feasible trees satisfy the Eq. 9 where the arc of $RA(\Lambda_i, a)$ must exist and the arc of $FA(\Lambda_i, a)$ must be excluded.

**Proof.** After using the first $i$ actions in $O(x)$, $\Sigma_i$ contains the arcs built previously. For the words popping from the stack, there is no any word in the stack or buffer can be its child because of the definition of the transition system and the assumption only handling projective dependency tree. Otherwise, this arc will cross with an arc in $\Sigma_i$. Thus, we simply consider the words in the stack and the buffer and ignore the words popping from the stack. In the following steps, there is no action to make an additional arc between two different items in $S_i$, and no arc is in $\{t \rightarrow u, u \rightarrow t\}_{t,u \in S, t \neq u} - \Sigma_i$. Besides, there is no constraint induced by the words in the buffer since they are untouched so that $B_i$ can be ignored safely. For the arc $e$ in $\Sigma_i$, all feasible trees should contain it and exclude the corresponding reversal arc, namely the arcs in $Rev(\Sigma_i)$. Therefore, the forbidden set is,

$$
(\{t \rightarrow u, u \rightarrow t\}_{t,u \in S, t \neq u} - \Sigma_i) \cap Rev(\Sigma_i) = E_\Lambda(S_i, \Sigma_i)
$$

and the required set is $\Lambda_i$. When applying the $i + 1^{th}$ action, the two sets can be updated by including the corresponding sets induced by this action respectively. \qed
### Algorithm 2 Optimizing the spans of the parser with constraints

1: \( \forall i \ C_{i,i} = 0 \)
2: \( \text{for } w \leftarrow 1 \text{ to } |x| - 1 \text{ do} \)
3: \( \text{ for } i \leftarrow 1 \text{ to } |x| - w \text{ do} \)
4: \( j = i + w \)
5: \( I_{i,j} = \max_{i \leq r < j} \{ C_{i,r} + C_{j,r+1} \} \)
6: \( + f_{\text{pen}}(RA, FA, i, r, T_{\text{COM}}) + f_{\text{pen}}(RA, FA, j, r+1, T_{\text{COM}}) \)
7: \( + f(x, i, j) + f_{\text{pen}}(RA, FA, i, j, T_{\text{INCOM}}) \)
8: \( B_{p_{i,j}} = \arg\max_{i \leq r < j} \{ C_{i,r} + C_{j,r+1} \} \)
9: \( + f_{\text{pen}}(RA, FA, i, r, T_{\text{COM}}) + f_{\text{pen}}(RA, FA, j, r+1, T_{\text{COM}}) \)
10: \( + f(x, i, j) + f_{\text{pen}}(RA, FA, i, j, T_{\text{INCOM}}) \)
11: \( I_{j,i} = \max_{i \leq r < j} \{ C_{j,r} + C_{i,r+1} \} \)
12: \( + f_{\text{pen}}(RA, FA, j, r, T_{\text{COM}}) + f_{\text{pen}}(RA, FA, i, r, T_{\text{COM}}) \)
13: \( + f(x, j, i) + f_{\text{pen}}(RA, FA, j, i, T_{\text{INCOM}}) \)
14: \( B_{p_{j,i}} = \arg\max_{i \leq r < j} \{ C_{j,i} + C_{i,r} \} \)
15: \( + f_{\text{pen}}(RA, FA, j, r, T_{\text{COM}}) + f_{\text{pen}}(RA, FA, i, r, T_{\text{COM}}) \)
16: \( + f(x, j, i) + f_{\text{pen}}(RA, FA, j, i, T_{\text{INCOM}}) \)
17: \( C_{i,j} = \max_{i \leq r < j} \{ I_{i,r} + C_{r,j} \} \)
18: \( + f_{\text{pen}}(RA, FA, i, r, T_{\text{INCOM}}) + f_{\text{pen}}(RA, FA, r, j, T_{\text{COM}}) \)
19: \( C_{j,i} = \max_{i \leq r < j} \{ I_{j,r} + C_{r,i} \} \)
20: \( + f_{\text{pen}}(RA, FA, j, r, T_{\text{INCOM}}) + f_{\text{pen}}(RA, FA, r, i, T_{\text{COM}}) \)
21: \( \text{end for} \)
22: \( \text{end for} \)
23: \( \text{return } C_{0,|x|-1} \)

#### 3.2. Global Scorer

As described in Eq. 8, the searching spaces applied different action are different at the \( i^{th} \) parsing step. Therefore, we can search for the best tree existed in each searching space and score them to prove the future reward of the corresponding action. Based on Algorithm 1, we propose a restricted bottom-up chart algorithm to find the best tree and calculate its score. Given a required set \( RA \) and a forbidden set \( FA \), a penalty score is defined as follows,

\[
\text{f}_{\text{pen}}(RA, FA, h, d, t) = \begin{cases} 
-\infty & \{ h \rightarrow d \in FA \land t = T_{\text{INCOM}} \} \lor \\
 & \exists (k \rightarrow d) \in RA \land k \neq h \\
 & \land t = T_{\text{INCOM}} \\
0 & \text{otherwise}
\end{cases}
\]

where \( t \) indicates the type of a span and has two type, namely, \( T_{\text{INCOM}} \) and \( T_{\text{COM}} \); \( h \) and \( d \) are the indexes of the start point and end point respectively. By using \( f_{\text{pen}}(RA, FA, h, d, t) \), Algorithm 2 describes the restricted bottom-up chart algorithm, and we denote the algorithm as function \( \text{ConstraintProb}(RA, FA, f, x) \).

**Correctness:** On the one hand, let us assume that an arc \( j \rightarrow i \in RA \) do not exist in the output tree, which indicates that an arc \( k \rightarrow i \land k \neq j \) exists in the tree. Since
Algorithm 3 Integrating Transition-based Parser with Global Scorer

1: Evaluating the score of each feasible arc of $x$ with BLSTM neural network model to suppose $f(x, j, i)$
2: for $i \leftarrow 0$ to $2 \cdot |x| - 1$ do
3: Evaluating the probabilities $\text{Prob}(\ast)$ with Eq. 4 or Eq. 5
4: for $a \in \text{Act}$ do
5: Generating the constraint sets for all actions with Eq 8
6: $P_{\text{constraints}}[a] = \text{ConstraintProb}(RA(\Lambda_i, a), FA(\Lambda_i, a), f, x)$
7: end for
8: Calculating Eq 12 and obtaining a best action $a_{\text{best}}$
9: Applying $a_{\text{best}}$ to all StateAbstractor
10: end for

Table 1. The configuration of the parsers.

|            | $P_{\text{Base}}$ | $P_{\text{CH}}$ | $P_{\text{Base,Global}}$ | $P_{\text{CH,Global}}$ |
|------------|-------------------|-----------------|--------------------------|------------------------|
| Base Structure   | ✓                 | ✓               | ✓                        | ✓                      |
| Context Enhancement | ✓                 | ✓               | ✓                        | ✓                      |
| Global Scorer    | ✓                 | ✓               |                          |                        |

$f_{\text{pen}}(RA, FA, k, i, T_{INCOM}) = -\infty$, the score of the output tree is $-\infty$. However, as $FA$ and $RA$ are generated from the state of the parser, there is a projective tree satisfied them with a score larger than $-\infty$. It conflicts with the assumption. On the other hand, if the output tree contains an arc $j \rightarrow i \in FA$, the score of it is $-\infty$ because of $f_{\text{pen}}(RA, FA, j, i, T_{INCOM}) = -\infty$. However, this will induce a contradiction as well. ◻

3.3. Integrating Transition-based Parser with Global Scorer. With the global scorer, we use the popular mixture strategy, and the following formulate integrates the scorer with Eq. 8

$$\text{Predict}(S_1, S_2, \cdots, S_K) = \arg \max_a ((\beta \cdot \text{Prob}(S_1, S_2, \cdots, S_K) + (1 - \beta) \cdot P_{\text{constraints}})[a])$$

where $\beta$ is a parameter; $P_{\text{constraints}}$ is a vector, where the $j^{th}$ element is computed as $\text{ConstraintProb}(RA(\Lambda_i, a_j), FA(\Lambda_i, a_j), f, x)$ at the $i^{th}$ step. Therefore, Algorithm 3 depicts the overall decoding process.

4. Experiments

In this paper, We conduct experiments on four parsers as shown in Table 1 where Base Structure represents the arc-eager transition-based parser with dynamic oracle and stack LSTMs; Context Enhancement states for the parser with three base embedding generating functions depicted in Eq 7; Global Scorer indicates that the parser is integrated with the global scorer. We also report the scores of the underlying parser $P_{\text{Scorer}}$ for the global scorer. Besides, all experiments are evaluated with
unlabeled attachment score (UAS), the percentage of words with the correct head, and labeled attachment score (LAS), the percentage of words with the correct head and label.

4.1. Datasets. The parsers are compared on the English Penn Treebank (PTB) and Chinese Treebank (CTB) version 5 with the standard splits of them as shown in Table 2. Because the parsers are based on the arc-eager transition system, we only consider the projective tree. Thus, for English, we use an open-source conversion utility Penn2Malt\(^1\) with head rules provided by Yamada and Matsumoto to convert phrase structures to dependency structures. The POS-tags are predicted by the Stanford POS tagger\(^2\) with ten-way jackknifing of the training data\(^3\) (accuracy ≈ 97.2%). For Chinese, we utilize Penn2Malt with head rules compiled by Zhang and Clark\(^4\) to obtain dependency structures and use their gold-standard segmentation and POS-tags to train and test. Besides, the pre-trained word embeddings for English are the same as Dyer et al.\(^5\) while the embeddings for Chinese is generated by word2vec\(^6\) with the Daily Xinhua News Agency part of the Chinese Gigaword Fifth Edition (LDC2011T13), which is segmented by Stanford Word Segmenter\(^7\).

4.2. Results. The experimental results for English and Chinese are shown in Table 3. The LASs of our parser $P_{CH,Global}$ are 93.37% for PTB-YM and 87.58% for CTB5, which are higher than other parsers. UAS of $P_{CH,Global}$ is 88.89% for CTB5, which is lower than that of Sheng2014. However, since their parser employed the second order reranked model, its complexity is higher than $\mathcal{O}(n^4)$ and its parsing speed is lower than that of $P_{CH,Global}$. For PTB-YM, UAS of $P_{CH,Global}$ is 94.33%, which is higher than that of other parsers.

As demonstrated in Wu et al.\(^8\), context enhancement is beneficial to the parsing accuracy of the arc-stand system. Here we show that it is also useful in the arc-eager system with stack LSTMs. Moreover, we report better performance by using dropout to mitigate overfitting and the dynamic oracle to decrease the sensitivity of error propagation. In short, it improves 0.49% and 0.57% in UAS and LAS in CTB5 comparing to those of the old system and maintains the same complexity $\mathcal{O}(n)$, and its scores are only lower than that of Cheng2016 in no-ranking frameworks. However, the complexity of Cheng2016 is higher than $P_{CH}$.

---

1http://stp.lingfil.uu.se/nivre/research/Penn2Malt.html
2https://github.com/clab/lstm-parser
3https://code.google.com/p/word2vec/
Table 3. The results of the parsers. The different systems are taken from: ZM2014 (Zhang and McDonald [31]); Dyer2015 (Dyer et al. [10]); Zhang2016 (Zhang et al. [35]); Wang2016 (Wang et al. [28]); Kiperwasser2016 (Kiperwasser et al. [15]); Wu2016 (Wu et al. [29]); Cheng2016 (Cheng et al. [5]); Sheng2014 (Sheng et al. [22]); LZ2014 (Le and Zuidema [16]); Zhu 2015 (Zhu et al. [37]); Zhou2016 (Zhou et al. [36]).

| System            | PTB-YM  | CTB    | Parsing Complexity |
|-------------------|---------|--------|--------------------|
|                   | UAS     | LAS    | UAS    | LAS    | (sec/sent) |
| $P_{Scorer}$      | 93.05   | N/A    | 87.73  | N/A    | 0.011      |
| $P_{Base}$        | 93.13   | 92.05  | 87.23  | 85.95  | 0.004      |
| $P_{CH}$          | 93.58   | 92.64  | 87.82  | 86.54  | 0.012      |
| $P_{Base,Global}$ | 93.95   | 92.84  | 88.67  | 87.27  | 0.222      |
| $P_{CH,Global}$   | 94.33   | 93.37  | 88.89  | 87.58  | 0.235      |

By using the global scorer, the UASs of $P_{Base,Global}$ and $P_{CH,Global}$ increase by up to 0.82% for PTB-YM and 1.44% for CTB5, and the LASs of them increase by up to 0.79% for PTB-YM and 1.32% for CTB5. Thus, the increments of scores of PTB-YM are lower than that of CTB5, which is partly caused by the better scores of PTB-YM than those of CTB5. For $\beta$ in Eq. 12, we select $\beta \in [0, 1]$ with the maximum UAS on the development dataset for $P_{Base,Global}$ and $P_{CH,Global}$. Figure 4 demonstrates the UASs vary according to $\beta$, where the circle points are the selected points with the best UAS. When $\beta = 0$, $P_{Base,Global}$ and $P_{CH,Global}$ degenerate to the underlying graph-based parser; when $\beta = 1$, $P_{Base,Global}$ and $P_{CH,Global}$ actually are $P_{Base}$ and $P_{CH}$ without the global scorer. Thus, the parser with the global scorer can be smoothly transformed from a graph-based parser to a transition-based parser via $\beta$.

4.3. Discussion. Since the global scorer is based on the graph-based parser, the parsers with it can be beneficial from graph-based parsing by searching the best dependency tree globally. In Table 4 we show F1 scores of binned distance of a dependency arc between different system. Context enhancement increases F1 scores of binned distances in PTB-YM and CTB5. Moreover, The global scorer improves the F1 scores of each binned distance except ROOT, and the scores increase as
Figure 4. The parameter $\beta$ selection.

Table 4. F1 score of binned distance for PTB-YM and CTB5

|          | PTB-YM |          |          |          |          |
|----------|--------|----------|----------|----------|----------|
|          | ROOT   | 1        | 2        | 3-6      | 7-...    |
| $P_{Base}$| 95.32  | 97.03    | 94.63    | 91.35    | 86.88    |
| $P_{Base,Global}$| 95.51  | 97.28    | 95.17    | 92.49    | 89.12    |
| $P_{CH}$  | 95.97  | 97.17    | 94.94    | 91.91    | 88.13    |
| $P_{CH,Global}$| 96.30  | 97.45    | 95.50    | 93.01    | 89.62    |

|          | CTB5   |          |          |          |          |
|----------|--------|----------|----------|----------|----------|
|          | ROOT   | 1        | 2        | 3-6      | 7-...    |
| $P_{Base}$| 81.82  | 95.82    | 89.11    | 87.18    | 83.86    |
| $P_{Base,Global}$| 82.29  | 96.28    | 90.21    | 88.63    | 85.37    |
| $P_{CH}$  | 82.75  | 96.05    | 89.63    | 87.75    | 84.23    |
| $P_{CH,Global}$| 82.25  | 96.39    | 90.42    | 88.79    | 85.37    |

much as 2.23% for PTB-YM and as much as 1.51% for CTB5. However, the score of ROOT fluctuates, which may be caused by error propagation in the transition-based system while the graph-based system tries to correct them.

As described in Table 3, the parser with context enhancement has the same complexity as the original parser, namely, $O(n)$. On the other hand, the complexities of $P_{Base,Global}$ and $P_{CH,Global}$ are higher than $O(n^3)$ due to the global scorer. Since the global scorer is implemented as a first-order graph-based decoder, it needs to evaluate $(n-1)^2$ scores between any pair of words in a sentence with length $n$ as depicted in Algorithm 3. After computing the scores, the integrating parser will call Algorithm 2 to find the best action. Thus, the complexity of the decoding in the integrating parser is $2n \cdot O(n^3)$. However, since the difference between a searching space and the space applied an action is comparatively small, a lazy updating strategy, which ignores the unchanged spans and the spans covered by a built arc, can be adopted to accelerate Algorithm 3. Compared with the calculation of the neural networks, the time required by the global scorer, maximum spanning tree (MST) searching, is relatively short as stated by Cheng et al. [5]. In practice, we evaluate the time for $2n \cdot O(n^3)$ decoding by running $2n$ times of the first-order
decoding Algorithm 2, and the average time is \(0.0027s\) which is much smaller than 0.222s and 0.235s. The evaluation indicates that \(P_{Base,Global}\) and \(P_{CH,Global}\) can be accelerated by using more efficient implementation for the constraints. Moreover, Algorithm 2 can be implemented via the ChuLiu-Edmonds algorithm in \(O(n^2)\) \cite{23}. Thus the complexity of the integrating parser will be smaller than \(O(n^3)\).

In Table 3, the results demonstrate that the global scorer can further improve the parser using context enhancement. Thus, the scorer is independent of context enhancement, which indicates that the global scorer is an effective framework and can be integrated into other algorithms to improve their performance. Furthermore, we ignore the dependency labels in the scorer. Therefore, the parsers \(P_{Base,Global}\) and \(P_{CH,Global}\) can be improved further by utilizing the better parser and the dependency labels in the global scorer.

5. Related Works

There are many pieces of research about integrating two different parsers. Nivre and McDonald \cite{20} introduced two models: the guided graph-based model, which used the features extracting from the previous output of the transition-based model, and the guided transition-based model where features included the ones extracting from the previous output of the graph-based model. Besides, the models need a predicted tree as input and extract additional features from it by using feature templates. Zhang et al. \cite{34} proposed a beam-search-based parser, which based on the transition-based algorithm and combined both graph-based and transition-based parsing for training and decoding. They exploited the graph-based model to re-score the partial tree generated in transition-based processing. Thus, it is a parser with greedy searching strategy, which will suffer from error propagation. Zhou et al. \cite{36} introduced a model exploiting a dynamic action revising process to integrate search and learning, where a reranking model guides the revising and select the candidates. Similar to the works of Nivre and McDonald \cite{20} and Zhang et al. \cite{34}, the model also did not constrain the searching space of the processing sentence. Namely, it did not require the K-best candidate list.

Shen et al. \cite{22} employed an edge-factored parser and a second-order sibling-factored parser to generate K-best candidate list. With the help of complex subtree representation which captured global information in the tree, the reranking parser selected the best tree among the list efficiently. Le and Zuidema \cite{16} utilized a recursive neural network to make an infinite-order model, based on inside-outside recursive neural network, to rank dependency trees in a list of K-best candidates; Zhu et al. \cite{37} built a recursive convolutional neural network with convolution and pooling layers to rank the K-best candidates, which abstracted the syntactic and semantic embeddings of phrases and words.

Our parsers are based on a transition-based parser. Compared to Zhang et al. \cite{34}, our parsers also integrated the graph-based model to find the best action at a step, but our model searched for the best future reward instead of re-scoring the built partial trees in their model. Similar to the parser constructed by Zhou et al. \cite{36},
our model also did not constrain the searching space. Context enhancement is firstly introduced in the work of Wu et al. [29]. The old parser in there is based on an arc-stand system without dropout supporting, and the effect of context enhancement is underestimated. Thus, here we re-implement context enhancement in an arc-eager system to use the dynamic oracle and set the dropout rate to 0.1. The results show that it provide the competitive scores while keeping the complexity $O(n)$.

Besides, there are some works exploiting reinforcement learning. Zhang and Chan [32] formulate the parsing problem as the Markov Decision Process (MDP) and employ a Restricted Boltzmann Machine to get the rewards to alleviate local dependencies. Compared with their reinforce learning framework, our reranking method accurately computes the future rewards based on the current state by using the global scorer. It is an alternative reranking method compared to the previous works. It is worth to notice the work of Dozat and Manning [9] where they utilize general-purpose neural network components and train an attention mechanism over an LSTM, and they achieve large improvement. Since they also calculate the scores between a word and it potential head, we believe the performance can be further improved by directly replacing the underline parser of the global scorer with their model. Therefore, the parsers can be further improved with more accurate parsing algorithms. However, the complexity of the parsers is slightly higher than that of the first-order graph-based parsing.

6. Conclusion

In this paper, we implemented context enhancement on the arc-eager transition-base parser with stack LSTMs, the dynamic oracle and dropout supporting, and the results show that the parser is competitive with previous state-of-the-art models. Besides, by considering the future reward taken an action, the global scorer re-scores the actions to improve the parsing accuracy further. With these improvements, the results demonstrate that UAS of the parser increases as much as 1.20% for English and 1.66% for Chinese, and LAS increases as much as 1.32% for English and 1.63% for Chinese. Especially, we get state-of-the-art LASs, achieving 87.58% for Chinese and 93.37% for English. The complexity is slightly higher than the first-order parsing, but the parser can be accelerated with the more efficient implementation. Moreover, we ignore the label of the base parser in the global scorer, which is beneficial to the accuracy. Thus, the future work will focus on different type of global scorer considering dependency label, which will be more efficient and precise than the model in here.
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