GALOIS DIFFERENTIAL ALGEBRAS AND CATEGORICAL DISCRETIZATION OF DYNAMICAL SYSTEMS

PIERGIULIO TEMPESTA

Abstract. A categorical theory for the discretization of a large class of dynamical systems with variable coefficients is proposed. It is based on the existence of covariant functors between the Rota category of Galois differential algebras and suitable categories of abstract dynamical systems. The integrable maps obtained share with their continuous counterparts a large class of solutions and, in the linear case, the Picard-Vessiot group.

Contents

1. Introduction 1
2. Category theory and dynamical systems 3
   2.1. Algebraic preliminaries 3
   2.2. Formal groups and delta operators 3
   2.3. The Rota category 4
   2.4. New categories for dynamical systems 5
3. Main theorems 7
   3.1. Integrable maps from linear ODEs 7
   3.2. Integrable maps from nonlinear ODEs 9
4. Integrable dynamics on the Fourier space 11
5. Linear difference equations over Galois algebras and Picard-Vessiot theory 12
6. Nonlocal Lie symmetries and integrable maps: some conjectures 14
Appendix A. Some applications of the main theorems 14
   A.1. Hypergeometric equation 14
   A.2. A nonlinear case 15
   A.3. Difference equations associated with classical orthogonal polynomials 15
Acknowledgment 16
References 16

1. Introduction

The problem of discretization of dynamical systems, in a integrability preserving way, has been widely investigated in the last decades. Indeed, it has a great impact
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in many areas, such as discrete mathematics, algorithm theory, numerical analysis, statistical mechanics, etc. The lattice renormalization of field theories [23], as well as several modern approaches to quantum mechanics [11] and quantum gravity [3], [15] require an appropriate discretization of field equations.

Discrete differential geometry and related algebraic aspects have also recently attracted much attention [4], [5], [12], [25], [19], [9], [13], [20], [24].

The aim of this paper is to propose a general solution to the problem of integrability preserving discretization of dynamical systems with variable coefficients.

The main theorems of the paper ensure the integrability-preserving discretization of linear equations of the form:

\[ a_N(t) \frac{d^N}{dt^N} z + a_{N-1}(t) \frac{d^{N-1}}{dt^{N-1}} z + \ldots + a_1(t) \frac{d}{dt} z + a_0(t) z + c_0(t) = 0, \]

and nonlinear equations of the form

\[ \frac{d^m}{dt^m} z = a_N(t) z^N + a_{N-1}(t) z^{N-1} + \ldots + a_1(t) z + a_0(t), \]

where \( N \in \mathbb{N}, z : \mathbb{R}_+ \cup \{0\} \to \mathbb{R} \) is a \( C^\infty \) function, \( b_0(t) \) and \( \{a_0(t), \ldots, a_N(t)\} \) are arbitrary polynomials in \( t \in \mathbb{R} \).

In [38], the class of systems (2) was studied in the simpler case \( a_0, \ldots, a_N \in \mathbb{R} \). Here, a large class of integrable maps will be constructed, representing discrete versions of eqs. (1) and (2). The main property of the proposed construction is that analytic solutions of the continuous systems are converted into exact solutions of the associated integrable maps.

The approach proposed combines the theory of Galois differential algebras, Category Theory and the classical finite operator theory, in the formulation given by G.-C. Rota [33]. Differential equations and difference analogs are interpreted as objects belonging to specific subcategories of general categories of dynamical systems; in this view, the continuous and the infinitely many possible discrete versions of an equation correspond to different representations of the same abstract object.

Our functorial approach generalizes considerably what has been called the Rota correspondence by many authors (see, for instance, [21] and references therein).

In [38], the notion of Rota differential algebra has been introduced. It is a Galois differential algebra \((\mathcal{F}_L, \mathcal{Q})\), where \((\mathcal{F}_L, +, \ast)\) is an associative algebra of formal power series over a lattice \( \mathcal{L} \) of points, endowed with an associative and commutative product \( \ast \), and \( \mathcal{Q} \) is a delta operator that acts as a derivation with respect to this product (see also [40], [6]). An analogous product also has appeared, in a different context, in the theory of linear operators acting on polynomial spaces [16].

The theory of delta operators, proposed in [33] as a foundational formulation of combinatorics, and further developed in a vast body of literature (see also [32], [31], can be naturally put in the setting of formal group theory [29]. This theory can be related to integrability properties of difference equations [21], [38] and number theoretical properties of zeta functions [39].

An intrinsic feature of the \( \ast \) product is its nonlocality: the value of the product of two functions (or two fields) in a given point depends on the value of the functions to several points of the lattice. This property can be interpreted in terms of a no-go theorem proved in [17]. It states that it is not possible to define a field theory on an infinite lattice endowed with a nontrivial product rule that satisfies at the same time the Leibniz rule, translational invariance and locality requirements. Besides,
one should notice that a nonlocal behavior is also a very common feature in the theory of integrable difference equations.

The collection of all Rota algebras is a subcategory \( \mathcal{R}(\mathcal{F}, \mathcal{Q}) \) of the category of associative algebras \([22]\). To each choice of the variable coefficients in eqs. \( (1) \) and \( (2) \) it corresponds a category of linear equations \( \mathcal{K}_{\{a_0, \ldots, a_N, c_0\}} \) and of nonlinear equations \( \mathcal{N}_{\{m; a_0, \ldots, a_N\}} \) respectively.

Possible discretizations of a continuous equation are expressed in terms of morphisms within the same subcategory. Two functors \( F: \mathcal{R} \to \mathcal{K} \) and \( G: \mathcal{R} \to \mathcal{N} \) are introduced. They enable to map differential equations into difference equations by preserving the underlying differential structure. The integrability properties of a given continuous dynamical system are naturally inherited by the discrete ones associated with it and in particular, solutions of the continuous system are mapped isomorphically into solutions of the discrete ones.

One of the main results of the paper is a theorem that establishes an isomorphism between the Picard–Vessiot groups of a linear differential equation with constant coefficients and its categorically equivalent difference equation. An open problem is the extension of the present theory to the case of \( q \)-difference equations. A coherent Galois approach to this class of equations has been developed in \([8]\), \([34]\). We hypothesize that a functorial correspondence can be constructed in this case, allowing a unified treatment of the Galois theory for differential equations and categorically equivalent \( q \)-difference equations.

2. Category theory and dynamical systems

2.1. Algebraic preliminaries. Let us denote by \( \mathcal{P} \) the space of polynomials in one variable \( x \in \mathbb{K} \), where \( \mathbb{K} \) is a field of characteristic zero and denote by \( \mathbb{N} \) the set of nonnegative integers. Let \( \mathcal{Q} \) be a delta operator, and \( \{p_n(x)\}_{n \in \mathbb{N}} \) be the basic sequence of polynomials of order \( n \) uniquely associated to \( \mathcal{Q} \) (see \([31]\)–\([33]\) for definitions and properties). Let \( \mathcal{F} \) be the algebra of formal power series in \( x \). Since the polynomials \( \{p_n(x)\}_{n \in \mathbb{N}} \) for every choice of \( \mathcal{Q} \) provide a basis of \( \mathcal{F} \), any \( f \in \mathcal{F} \) can be expanded into a formal series of the form \( f(x) = \sum_{n=0}^{\infty} a_n p_n(x) \). Let \( \mathcal{L} \) be a lattice of points on the real line, isomorphic to \( \mathbb{N} \). We shall denote by \( \mathcal{F}_\mathcal{L} \) the vector space of the formal power series defined on \( \mathcal{L} \). The space \( \mathcal{F} \) (and consequently \( \mathcal{F}_\mathcal{L} \)) can be endowed with the structure of an algebra, by introducing the product defined, for each choice of \( \mathcal{Q} \) by the relation

\[
p_n(x) \ast p_m(x) := p_{n+m}(x).
\]

This product for the forward difference operator \( \Delta \), has been proposed in \([30]\) and in \([16]\). Given a choice of \( \mathcal{Q} \), one can prove that the space \( (\mathcal{F}, +, \ast \mathcal{Q}) \), endowed with the composition laws of sum of series, multiplication by a scalar and the \( \ast \) product \( (3) \) is an associative algebra.

In the following, with a slight abuse of notation we will use the symbol ”\( \ast \mathcal{Q} \)” whenever we wish to emphasize the dependence of the ”\( \ast \)” product on the choice of \( \mathcal{Q} \).

2.2. Formal groups and delta operators. Following \([14]\), \([7]\), let us consider the polynomial ring \( \mathbb{Q}[c_1, c_2, \ldots] \) and the formal group logarithm \( F(u) = u + c_1 \frac{u^2}{2} + \)
Let $G(v)$ be the associated inverse series, i.e. the formal group exponential

$$G(v) = v - c_1 v^2 + \frac{(3c_1^2 - 2c_2)}{6} v^3 + \ldots$$

so that $F(G(v)) = v$. The formal group law related to these series is provided by

$$\Phi(u_1, u_2) = G(F(u_1) + F(u_2)),$$

and it represents the so called Lazard’s Universal Formal Group. It is defined over the Lazard ring $L$, i.e. the subring of $\mathbb{Q}[c_1, c_2, \ldots]$ generated by the coefficients of the power series $G(F(u_1) + F(u_2))$. In algebraic topology, delta operators are related to Thom classes and complex cobordism theory [30]. A simple way to produce a family of difference delta operators is the following [21]. Let

$$\Delta_p = \sum_{k=l}^{m} \alpha_k T^k, \quad l, m \in \mathbb{Z}, \quad l < m, \quad m - l = p,$$

where $\sigma$ can be interpreted as a lattice spacing and $\alpha_k$ are constants such that

$$\sum_{k=l}^{m} \alpha_k = 0, \quad \sum_{k=l}^{m} k\alpha_k = c.$$

and $\alpha_m \neq 0$, $\alpha_1 \neq 0$. We choose $c = 1$, to reproduce possibly the derivative $D$ in the continuum limit. A difference operator of the form (5), which satisfies the equations (6), is said to be a delta operator of order $p$, if it approximates the continuous derivative up to terms of order $\sigma^p$. Apart the two conditions (6), one can choose arbitrarily $m - l - 1$ to fix all constants $\alpha_k$. Consequently, by introducing the representation $T \sim e^v$, with each delta operator of the family (5) one associates a realization of the one-dimensional Lazard universal formal group law. Conversely, with the identification $v \sim D$, to each formal group exponential it will correspond a delta operator (see also [29], [39]).

2.3. The Rota category. The notion of Rota algebra has been introduced in [38], as the natural Galois differential algebra over which the discretization procedure is carried out.

**Definition 1.** A Rota differential algebra is a Galois differential algebra $(\mathcal{F}, Q)$, where $(\mathcal{F}, +, \cdot, *_Q)$ is an associative algebra of formal power series, the product $*_Q$ is the composition law defined by (5), and $Q$ is a delta operator acting as a derivation on $\mathcal{F}$:

$$i) \quad Q(a + b) = Q(a) + Q(b), \quad Q(\lambda a) = \lambda Q(a), \quad \lambda \in \mathbb{K},$$

$$ii) \quad Q(a * b) = Q(a) * b + a * Q(b).$$

As has been proved in [38], there exists a unique Rota algebra $(\mathcal{F}, Q)$ associated with a delta operator $Q$.

**Definition 2.** The Rota category, denoted by $\mathcal{R}(\mathcal{F}, Q)$ is the collection of all Rota algebras $(\mathcal{F}, Q)$, with morphisms defined by

$$\rho_{Q, Q'} : \mathcal{R}(\mathcal{F}, Q) \rightarrow \mathcal{R}(\mathcal{F}, Q')$$

$$\quad (\mathcal{F}, +, \cdot, *_Q) \rightarrow (\mathcal{F}', +, \cdot, *_{Q'})$$

which are closed under composition.
The action of the morphism $\rho_{Q,Q'}$ on formal power series is defined by
\[
\sum_n a_n p_n(x) \rightarrow \sum_m a_m q_m(x),
\]
where $\{p_n(x)\}_{n \in \mathbb{N}}$ and $\{q_m(x)\}_{m \in \mathbb{N}}$ are the basic sequences associated with $Q$ and $Q'$ respectively. The property of closure under composition is trivial.

2.4. New categories for dynamical systems. We propose two new definitions of categories for differential equations of the form (1) and (2). Let us denote by $z^N := z \ast \ldots \ast z$, with $N \in \mathbb{N}/\{0\}$.

**Definition 3.** For any choice of the set of functions $\{a_0(t), \ldots, a_N(t), c_0(t)\}$, where $a_j(t) = \sum_{m_j=0}^{M_j} \alpha_{jm_j} t^{m_j}, c_0(t) = \sum_{r=0}^{R} \gamma_r t^r$, with $\alpha_{jm_j}, \gamma_r \in \mathbb{R}, j = 0, \ldots, N$, $N \in \mathbb{N}$, the category $\mathcal{K}\{a_0, \ldots, a_N, c_0\}$ of linear dynamical systems of order $N$ is the collection of all equations of the form
\[
\text{lin}(Q, z, *_{Q}) := a_N(t)Q^N z + a_{N-1}(t)Q^{N-1}z + \ldots + a_1(t)Qz + a_0(t)z + c_0(t) = 0.
\]

The set of correspondences
\[
\lambda_{Q,Q'} : \mathcal{K}\{a_0, \ldots, a_N, c_0\} \rightarrow \mathcal{K}\{a_0, \ldots, a_N, c_0\},
\]
\[
\text{lin}(Q, z, *) \rightarrow \text{lin}(Q', z, *'),
\]
defines the class of morphisms of the category.

In other words, given a differential equation of the form (1), we can construct a category by considering as its objects the equation (1) jointly with all the infinitely many “discretizations” of it, obtained by varying $Q \in D$.

**Definition 4.** For any choice of the set of functions $\{a_0(t), \ldots, a_N(t)\}$, where $a_j(t) = \sum_{m_j=0}^{M_j} \alpha_{jm_j} t^{m_j}$, with $\alpha_{jm_j} \in \mathbb{R}, j = 0, \ldots, N$, $N \in \mathbb{N}$, the category $\mathcal{N}\{m;a_0, \ldots, a_N\}$ of nonlinear dynamical systems of order $m \in \mathbb{N}$ is the collection of all equations of the form
\[
\text{eq}(Q, z, *_{Q}) := Q^m z = a_N(t)Q^N z - a_{N-1}(t)Q^{N-1}z - \ldots - a_1(t)Qz - a_0(t) = 0.
\]

The set of correspondences
\[
\nu_{Q,Q'} : \mathcal{N}\{m;a_0, \ldots, a_N\} \rightarrow \mathcal{N}\{m;a_0, \ldots, a_N\},
\]
\[
\text{eq}(Q, z, *) \rightarrow \text{eq}(Q', z, *'),
\]
defines the class of morphisms of the category.

The closure of the morphisms $\lambda_{Q,Q'}$ and $\nu_{Q,Q'}$ under composition is easily verified.

**Definition 5.** We shall say that two objects belonging to the category $\mathcal{K}\{a_0, \ldots, a_N, c_0\}$ (or to $\mathcal{N}\{m;a_0, \ldots, a_N\}$) represent two categorically equivalent equations. Alternatively, two equations will be said to be categorically equivalent if there exists a morphism of categories $\lambda_{Q,Q'}$ (or $\nu_{Q,Q'}$) that maps them into each other.
An interesting property is the structure in subcategories of the categories defined above. The inclusions are obtained by means of the natural identifications:
\[ \mathcal{K}_{\{a_0, \ldots, a_k\}} := \mathcal{K}_{\{a_0, \ldots, a_k, 0, \ldots, 0\}} \quad \text{and} \quad \mathcal{N}_{\{m; a_0, \ldots, a_k\}} := \mathcal{N}_{\{m; a_0, \ldots, a_k, 0, \ldots, 0\}}, \]
for \( k < N \).

**Lemma 6.** For any fixed \( N \in \mathbb{N} \), and for any choice of the polynomials \( \{a_0, \ldots, a_N, c_0\} \), there exists a filtration of subcategories, given by the finite sequences
\[ \mathcal{K}_{\{a_0\}} \subset \mathcal{K}_{\{a_0, a_1\}} \subset \ldots \subset \mathcal{K}_{\{a_0, \ldots, a_k\}} \subset \ldots \subset \mathcal{K}_{\{a_0, \ldots, a_N, c_0\}} \]
and
\[ \mathcal{N}_{\{m; a_0\}} \subset \mathcal{N}_{\{m; a_0, a_1\}} \subset \ldots \subset \mathcal{N}_{\{m; a_0, \ldots, a_k\}} \subset \ldots \subset \mathcal{N}_{\{m; a_0, \ldots, a_N\}} \]
respectively.

**Proof.** For each of the subsets \( \mathcal{K}_{\{a_0, \ldots, a_k\}} \), the restriction of the morphisms \( \lambda_{\mathcal{Q}, \mathcal{Q}'} \) over these subsets still preserves the closure under composition and defines morphisms of subcategories. The same argument holds for the sequence related to \( \mathcal{N}_{\{a_0, \ldots, a_N\}} \).

As a consequence of the previous construction, we can define functors relating the category of Rota differential algebras with those of abstract dynamical systems defined above.

**Theorem 7.** For any choice of the functions \( \{a_0(t), \ldots, a_N(t), c_0(t)\} \), the application
\[ F : \mathcal{R}(\mathcal{F}, \mathcal{Q}) \longrightarrow \mathcal{K}_{\{a_0, \ldots, a_N, c_0\}}, \]
\[ (\mathcal{F}+, \ldots, *_{\mathcal{Q}}) \longrightarrow \text{lin}(\mathcal{Q}, z, *), \]
\[ \rho_{\mathcal{Q}, \mathcal{Q}'} \longrightarrow \lambda_{\mathcal{Q}, \mathcal{Q}'}, \]
is a covariant functor.

**Proof.** A direct verification shows that \( F \) preserves the composition of morphisms:
\[ F(\lambda_{\mathcal{Q}', \mathcal{Q}} \circ \lambda_{\mathcal{Q}, \mathcal{Q}'}) = F(\lambda_{\mathcal{Q}', \mathcal{Q}}) \circ F(\lambda_{\mathcal{Q}, \mathcal{Q}'}). \]
If we denote by \( \text{id}_\mathcal{Q} := \lambda_{\mathcal{Q}, \mathcal{Q}} \) the identity morphism, we also have
\[ F(\text{id}_\mathcal{Q}(A)) = \text{id}_\mathcal{Q}(F(A)), \]
where \( A \in \mathcal{R}(\mathcal{F}, \mathcal{Q}). \) \qed

In the same manner one can prove that the application
\[ G : \mathcal{R}(\mathcal{F}, \mathcal{Q}) \longrightarrow \mathcal{N}_{\{m; a_0, \ldots, a_N\}}, \]
\[ (\mathcal{F}+, \ldots, *_{\mathcal{Q}}) \longrightarrow \text{eq}(\mathcal{Q}, z, *), \]
\[ \rho_{\mathcal{Q}, \mathcal{Q}'} \longrightarrow \nu_{\mathcal{Q}, \mathcal{Q}'}, \]
is a covariant functor.

The functors (19) and (20) encode the main features of the discretization procedure we propose, and provide functorial Rota correspondences among continuous and discrete dynamical systems. These functors can also be defined on the subcategories defined above.

**Corollary 8.** The restriction of the functors \( F \) and \( G \) to the subcategories defined by the filtrations (17) and (18) respectively keep being covariant functors.
3. Main theorems

In this section, we present the main results of the paper. Theorem 9 offers a solution to the problem of the integrability preserving discretization of a linear n-th order ODE with variable coefficients of polynomial type. Theorem 11 solves the analogous problem for the case of a nonlinear first-order ODE.

3.1. Integrable maps from linear ODEs.

Theorem 9. Consider the differential equation

\[ \text{lin}(\partial, z) := a_N(t) \frac{d^N}{dt^N}z + a_{N-1}(t) \frac{d^{N-1}}{dt^{N-1}}z + \ldots + a_1(t) \frac{d}{dt}z + a_0(t)z + c_0(t) = 0, \]

where \( z \in C^\infty(\mathbb{R}_+ \cup \{0\}, \mathbb{R}) \), and suppose that

\[ a_j(t) = \sum_{m_j=0}^{M_j} \alpha_{jm_j} t^{m_j}, \quad c_0(t) = \sum_{r=0}^{R} \gamma_r t^r, \]

with \( \alpha_{jm_j}, \gamma_r \in \mathbb{R}, M_j, R \in \mathbb{N}, j = 0, \ldots, N \). Assume that

(22)

\[ z(t) = \sum_{k=0}^{\infty} b_k t^k \]

be a real solution of (21) in the ring of formal power series in \( t \in \mathbb{R}_+ \cup \{0\} \). Let \( k, j, m \in \mathbb{N}, k \geq j + m \) and

(23)

\[ K(k, j, m, n) := (-1)^{k-j-m} \frac{1}{j!(k-m-j)! (n-k)!}. \]

Then the equation

(24)

\[ \sum_{l=0}^{N} \left[ a_{l0} \Delta^l z_n + \sum_{m_l=1}^{M_l} \alpha_{lm_l} \sum_{k=0}^{n} \sum_{j_l=0}^{k-m_l} K(k, j_l, m_l, n) \Delta^l j_l \right] + \sum_{r=0}^{R} \beta_r \frac{R!}{(R-r)!} = 0 \]

is categorically equivalent to eq. (21), on a regular lattice of points \( L \), indexed by the variable \( n \in \mathbb{N} \), and admits as a solution the series

(25)

\[ z_n = \sum_{k=0}^{n} b_k \frac{n!}{(n-k)!}. \]

Here we denote by \( \sum' \) a sum ranging over all values of the indices \( k \) such that the sum is not empty.

Proof. We introduce an auxiliary space of variables, defined in terms of the Fourier coefficients of the expansion of \( z \) in terms of the basic polynomials \( \{p_k\}_{k \in \mathbb{N}} \) for a given delta operator \( Q \). The transformation

(26)

\[ z(t) = \sum_{k=0}^{\infty} \zeta_k p_k(t), \]

is said to be a discrete interpolating transformation with Fourier coefficients \( \zeta_k \in \mathbb{R} \).

Therefore, we shall identify \( z(t) \) with the unique associated sequence of its Fourier coefficients \( \{\zeta_n\}_{n \in \mathbb{N}} \). The discrete transform (26) is finite whenever \( t \in \mathcal{L} \), where the lattice \( \mathcal{L} \) is chosen in such a way that its points coincide with the zeros of the sequence of polynomials \( \{p_k(t)\}_{k \in \mathbb{N}} \). Hereafter we will choose \( \mathcal{L} \) to be an equally spaced lattice, indexed by \( n \in \mathbb{N} \). In this case, the polynomials guaranteeing the
finiteness of expansion (26) are lower factorial polynomials, which in turn are the basic polynomials for the operator $\Delta$. Indeed, we have

\begin{equation}
\begin{aligned}
p_k(n) &= \begin{cases} 
0 & \text{if } n < k, \\
\frac{n!}{(n-k)!} & \text{if } n \geq k.
\end{cases}
\end{aligned}
\end{equation}

Let us introduce the function $z : \mathbb{N} \to \mathbb{R}$ defined by

\begin{equation}
z_n = \sum_{l=0}^{n} \frac{n!}{(n-l)!} \zeta_l.
\end{equation}

It corresponds to the restriction on $L$ of the expansion (26) of $z(t)$. For its inverse interpolating transform, we have

\begin{equation}
\zeta_n = \sum_{l=0}^{n} \frac{(-1)^{n-l}}{l!(n-l)!} \frac{1}{n!} \frac{n!}{(n-k-1)!} \zeta_l.
\end{equation}

For the purpose of constructing the equation equivalent to eq. (21) in $\mathcal{K}_{\{a_0, \ldots, a_N, c_0\}}$, we represent on the lattice $L$ the product $tz(t)$ by means of the action of the morphism $\rho_{\partial, \Delta} : (\mathcal{F}, +, \cdot) \to (\mathcal{F}, +, \ast_{\Delta})$ between the standard Rota algebra of $C^\infty$ functions with the pointwise product and that associated with the forward difference operator. We get the contribution

\begin{equation}
\sum_{k=0}^{\infty} b_k t^{k+1} \rightarrow \sum_{k=0}^{n} \frac{n!}{(n-k-1)!} \zeta_k = \sum_{k=0}^{n} \sum_{j=0}^{k} \frac{(-1)^{k-j}}{j!(k-j)!} \frac{1}{(n-k-1)!} \frac{n!}{(n-k)!} \zeta_j.
\end{equation}

At the same time, $\frac{d^p}{dt^p} z \rightarrow \Delta^p z$, with $p \in \mathbb{N}/\{0\}$. This implies that

\begin{equation}
l \frac{dz}{dt} \rho_{\partial, Q} \sum_{k=0}^{k-1} \sum_{j=0}^{n-k} \frac{(-1)^{k-j-1}}{j!(k-j-1)!} \frac{n!}{(n-k)!} \frac{1}{(n-k)!} (z_{j+1} - z_j).
\end{equation}

Similar expressions hold for higher-order derivatives. By iterating the previous reasoning to all contributions of the polynomial form $\sum_{M_i}^{M_j} \alpha_{jm} t^{m_j} \frac{d^p}{dx^p} z$, we prove that eq. (24) is categorically equivalent to (21). Both in turn are representations of the abstract equation (11).

To conclude the proof, observe that, by means of the action of the functor $F$, any $C^\infty$ solution (and in particular analytic) $z$ of eq. (21) is carried into a solution $x_n$ of eq.

\begin{equation}
\text{lin}(Q, z, \ast_Q) = \lambda_{\partial, \Delta}(\text{lin}(\partial, z, \cdot)).
\end{equation}

In addition, on the lattice $L$, the sum $\sum_k b_k p_k(n)$ truncates and converts into the finite sum (25).

\begin{remark}
Theorem 9 can be considerably generalized by choosing an arbitrary different delta operator $Q$ and the corresponding basic sequence $\{q_n(x)\}_{n \in \mathbb{N}}$. In this case, we define the lattice $L$ to be the union set of all zeroes of the polynomials of the sequence $\{q_n(x)\}_{n \in \mathbb{N}}$. The action of the morphism $\lambda_{\partial, Q}$ will provide a different representation of eq. (21), categorically equivalent to it in $\mathcal{K}_{\{a_0, \ldots, a_N, b_0\}}$.
\end{remark}
3.2. Integrable maps from nonlinear ODEs.

Theorem 11. Consider a dynamical system of the form

\[ eq(\partial, z) := \frac{d^m}{dt^m} z - a_N(t)z^N - a_{N-1}(t)z^{N-1} - \ldots + a_1(t)z - a_0(t) = 0, \]

where \( z \in C^\infty(\mathbb{R}_+ \cup \{0\}, \mathbb{R}) \), \( m \in \mathbb{N} \), and suppose that \( a_j(t) = \sum_{m_j=0}^{M_j} \alpha_{j,m_j} t^{m_j} \), with \( \alpha_{j,m_j} \in \mathbb{R} \), \( j = 0, \ldots, N \). Assume that

\[ z(t) = \sum_{k=0}^{\infty} b_k t^k \]

be a real solution of eq. (31) in the ring of formal power series in \( t \in \mathbb{R}_+ \cup \{0\} \). Let

\[ M(k_1, \ldots, k_j, n) := \frac{(-1)^{k_1+\ldots+k_j+n}}{k_1! \ldots k_j!} \frac{(j-1)^{n-k_1-k_2-\ldots-k_j}}{(n-k_1-k_2-\ldots-k_j)!} \]

Then the difference equation

\[ \Delta^m z_n = z_{n+m} - \left( \frac{m}{1!} \right) z_{m+m-1} + \left( \frac{m}{2!} \right) z_{n+m-2} + \ldots + z_n \]

\[ = n! \sum_{j=1}^{N} \left[ \sum_{m_j=0}^{M_j} \alpha_{j,m_j} t^{m_j} \sum_{k_1,\ldots,k_j=0}^{n} M(k_1, \ldots, k_j, n-m_j) z_{k_1} z_{k_2} \cdots z_{k_j} \right] + \sum_{r=0}^{R} \gamma_r \frac{n!}{(n-r)!} \]

is categorically equivalent to eq. (31) on a regular lattice of points \( \mathcal{L} \), indexed by the variable \( n \in \mathbb{N} \), and admits as a solution the series

\[ z_n = \sum_{k=0}^{n} b_k \frac{n!}{(n-k)!}. \]

Here we denote by \( \sum' \) a sum ranging over all values of the indices \( k_i \) such that \( \sum_i k_i \leq n \).

Proof. Let us denote by \( z : \mathbb{N} \to \mathbb{R} \) the restriction of \( z \) on \( \mathcal{L} \). First, we need to compute explicitly the product \( z_n^{*p} := \left( z \ast \ast \ast z \right)(n) \), \( p \)-times.

We get

\[ z_n^{*p} = \sum_{l_1,l_2,\ldots,l_p=0}^{\infty} \zeta_{l_1} \zeta_{l_2} \cdots \zeta_{l_p} P_{l_1+l_2+\ldots+l_p}(n) \]

\[ = \sum_{l_1,\ldots,l_p=0}^{n} \sum_{k_1=0}^{l_1} \sum_{k_2=0}^{l_2} \cdots \sum_{k_p=0}^{l_p} (-1)^{l_1-k_1+l_2-k_2+\ldots+l_p-k_p} \frac{z_{k_1} z_{k_2} \cdots z_{k_p}}{k_1!(l_1-k_1)!(l_2-k_2)!(l_p-k_p)!} \frac{n!}{(n-l_1-\ldots-l_p)!} = \sum_{k_1,\ldots,k_p=0}^{n} \frac{(-1)^{k_1+\ldots+k_p}}{k_1! \cdots k_p!} z_{k_1} z_{k_2} \cdots z_{k_p} K_{n,k_1,\ldots,k_p}, \]
By iterating the summation procedure, we arrive at the final expression

\[ z(n, k_1, \ldots, k_p) := \sum_{l_1, \ldots, l_p=0}^{n'} (-1)^{l_1+\ldots+l_p} \frac{1}{(l_1-k_1)! \ldots (l_p-k_p)!} \frac{1}{(n-l_1-\ldots-l_p)!}. \]  

(36)

This expression can be rewritten as

\[ K(n, k_1, \ldots, k_p) = \sum_{l=0}^{n} (-1)^l n! \sum_{l_1=k_1}^{l} \frac{1}{(l_1-k_1)! \ldots (l_p-k_p)!} \frac{1}{(n-l_1-\ldots-l_p)!}. \]

where \( l = l_1 + \ldots + l_p \). After some algebraic manipulations, it reduces to

\[ K(n, k_1, \ldots, k_p) = \sum_{s_1=0}^{n-k_1} \ldots \sum_{s_p-2=0}^{n-k_p-2} \frac{1}{s_1! \ldots s_{p-2}!} \frac{(-1)^n n!}{(n-s_1-\ldots-s_{p-2}-k_1-\ldots-k_p)!} = \]

\[ = \frac{(-1)^n n!}{(n-s_1-\ldots-s_{p-2}-k_1-\ldots-k_p)!} \sum_{s_1=0}^{n-k_1} \ldots \sum_{s_p-3=0}^{n-k_p-3} \frac{1}{s_1! \ldots s_{p-3}!} \frac{1}{(n-s_1-\ldots-s_{p-3}-k_1-\ldots-k_p)!} \sum_{s_{p-2}=0}^{n-s_1-\ldots-s_{p-3}-k_1-\ldots-k_p} \frac{1}{s_{p-2}!}. \]

By iterating the summation procedure, we arrive at the final expression

\[ K(n, k_1, \ldots, k_p) = \frac{(-1)^n n! (p-1)^{n-k_1-\ldots-k_p}}{(n-k_1-\ldots-k_p)!}, \quad n > k_1 + \ldots + k_p. \]

(38)

We deduce

\[ z^p_n = n! \sum_{k_1, \ldots, k_p=0}^{n} \frac{(-1)^{k_1+\ldots+k_p+n} (p-1)^{n-k_1-\ldots-k_p}}{k_1! \ldots k_p! (n-k_1-\ldots-k_p)!} z_{k_1} z_{k_2} \ldots z_{k_p}, \quad n > k_1 + \ldots + k_p. \]

It is not difficult to ascertain that the representation of the product \( t^{m_j} \ast z^p \) has an expression very similar to eq. (38), with the variable \( n \) replaced by \( n - m_j \).

By combining together all the previous results, we obtain the proof that the difference equation \( \{ \partial_{1}, \Delta_{+} \} \) is categorically equivalent to eq. (31) on \( L \), i.e. the image of eq. (31) under the action of the morphism \( \nu_{\partial, \Delta_{+}} \) defined in \( N_{(m; a_{0}, \ldots, a_{N})} \). In turn, both are realizations of eq. (14).

To prove that the series (35) is solution of eq. (34), observe that the morphism \( \rho_{\partial, \Delta_{+}} \) provides the correspondence

\[ \sum_{k} b_k t^k \rightarrow \sum_{k} b_k p_k(n). \]

(40)
The action of the functor $G$ will carry any $C^\infty$ solution $z$ of eq. (31), defined on the algebra $(\mathcal{F}+,\cdot)$, into a $C^\infty$ solution $z_n$ of the corresponding equation
\[ eq(\Delta, z, \ast_{\Delta}) = v_{\partial, \Delta}(eq(\partial, z, \cdot)), \]
defined on the Rota algebra $(\mathcal{F},+,\ast_{\Delta})$. Once represented this equation on the lattice $\mathcal{L}$, the series expansion of the solution $z_n$ truncates and converts into the finite sum (33).

The same scheme of Remark [10] can be applied to generalize Theorem [11] to arbitrary objects of $\mathcal{N}_{\{m:a_0,\ldots,a_N\}}$.

4. Integrable dynamics on the Fourier space

The integrable maps obtained by means of the previous construction define an auxiliary dynamics in the space of their Fourier coefficients, that is of independent interest. In this section, we shall focus on the case of nonlinear equations with constant coefficients, which provides a neat example of this alternative construction.

**Proposition 12.** Consider a dynamical system of the form
\[ \frac{d^m}{dt^m}z = a_Nz^N + a_{N-1}z^{N-1} + \ldots + a_1z + b_0, \]
where $z \in C^\infty(\mathbb{R} \cup \{0\}, \mathbb{R})$, $m \in \mathbb{N}$, and $a_1, \ldots, a_N, b_0 \in \mathbb{R}$. Assume that
\[ z = \sum_{k=0}^{\infty} b_k t^k \]
be a real solution of (41) in the ring of formal power series in $t \in \mathbb{R} \cup \{0\}$. Then the map
\[ \frac{(n+m)!}{n!} \zeta_{n+m} = a_N \sum_{\substack{l_1,\ldots,l_{N-1} = 0 \atop l_1 + \ldots + l_{N-1} \leq n}} \zeta_{l_1} \cdots \zeta_{l_{N-2}} \zeta_{l_{N-1}-1} - \ldots - l_{N-1} + \ldots + a_2 \sum_{l_1=0}^{n} \zeta_{l_1} \zeta_{n-l_1} + a_1 \zeta_n + b_0 \]
possesses the solution
\[ \zeta_n = \sum_{l=0}^{n} \sum_{k=0}^{l} \frac{(-1)^{n-l}b_k}{(n-l)!(l-k)!}. \]

**Proof.** As a consequence of the definition of basic sequence for $\{p_k\}_{k \in \mathbb{N}}$, one can easily prove that, for each $m \in \mathbb{N}/\{0\}$
\[ \Delta^m z_n = \sum_{l=0}^{n} n! \frac{(l+m)!}{(n-l)!l!} \zeta_{l+m}. \]

Also,
\[ z^{*p} = \sum_{l_1,\ldots,l_p=0}^{\infty} \zeta_{l_1} \cdots \zeta_{l_p} p(l_1+\ldots+l_p)(n) = \sum_{l=0}^{n} \frac{n!}{(n-l)!} \sum_{\substack{l_1,\ldots,l_{p-1}=0 \atop l_1+\ldots+l_{p-1} \leq l}} \zeta_{l_1} \cdots \zeta_{l_{p-2}} \zeta_{l_{p-1}+1} - \ldots - l_{p-1} \]
By combining the previous expressions, the thesis follows. \[ \square \]
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The linear case, as well as that of dynamical systems with nonconstant coefficients can be treated in the same way. The study of these cases is left to the reader.

5. LINEAR difference equations over Galois algebras and Picard-Vessiot theory

The aim of this section is to extend some relevant results of Galois theory, established for homogeneous linear differential equations with constant coefficients, to their alter ego on $\mathcal{L}$ defined by Theorem 9 (See e.g. [18] and [28] for definitions and results).

Let $\{a_0, \ldots, a_{N-1}\} \in \mathbb{K}$. Let $\mathcal{B}(\mathcal{F})$ be the space of linear operators acting on the Rota differential algebra $(\mathcal{F}^+; \cdot; \ast; \mathbf{Q})$ over $\mathbb{K}$. We introduce the linear operator $T[\mathbf{Q}] \in \mathcal{B}(\mathcal{F})$ defined by $T[\mathbf{Q}] := Q^N + a_{N-1}Q^{N-1} + \ldots + a_1Q + a_0$. We consider the linear differential equation

$$T[\partial](z) := y^{(N)} + a_{N-1}y^{(N-1)} + \ldots + a_1y' + a_0y = 0,$$

and its categorically equivalent difference equation

$$T[\Delta](z) := \Delta^N z + a_{N-1}\Delta^{N-1}z + \ldots + a_1\Delta z + a_0z = 0.$$

It is trivial to show that the rings $C_\partial$ and $C_\Delta$ of constants for $\mathcal{R}(\mathcal{F}, \partial)$ and $\mathcal{R}(\mathcal{F}, \Delta)$ coincide. The following result holds.

**Lemma 13.** The morphism $\rho_{\partial, \Delta} : \mathcal{R}(\mathcal{F}, \partial) \rightarrow \mathcal{R}(\mathcal{F}, \Delta)$ maps isomorphically a fundamental system of solutions $S$ of the linear differential equation (47) into a fundamental system $\rho_{\partial, \Delta}(S)$ of the linear difference equation (48).

**Proof.** As a consequence of Theorem 9, $C^\infty$ solutions of eqs. (47) and (48) are in one-to-one correspondence. The morphism $\rho_{\partial, \Delta}$ maps basic sequences into basic sequences, so it preserves linear independence of solutions and the dimension of the associated vector space. Then $S' = \rho_{\partial, \Delta}(S)$ is a fundamental set for eq. (48). □

We wish to define a Picard–Vessiot extension for eq. (48) by using the categorical approach developed before. To this aim, first we construct the universal solution algebra $\mathcal{U}$ of eq. (48). Let

$$\Delta Y = AY, \quad A \in \mathfrak{gl}_N(\mathcal{F})$$

be its matrix form, where it is understood that $Y_{i+1,j} = \Delta Y_{i,j}$. We introduce an $N \times N$ matrix of indeterminates $Y = (Y_{i,j})$ and define

$$\mathcal{U}(\Delta) := \mathcal{F} \left[ Y_{ij}, \frac{1}{\det(Y_{i,j})} \right], \quad 1 \leq i, j \leq N.$$

Here we introduce the modified Wronskian

$$\det(Y_{i,j}) := \begin{vmatrix} Y_{11} & Y_{12} & \cdots & Y_{1N} \\ \Delta Y_{11} & \Delta Y_{12} & \cdots & \Delta Y_{1N} \\ \vdots & \vdots & \ddots & \vdots \\ \Delta^{N-1} Y_{11} & \cdots & \cdots & \Delta^{N-1} Y_{1N} \end{vmatrix}.$$

The columns of $Y$ are formed by a fundamental system of solutions of the matrix equation $\Delta Y = AY$. 

Definition 14. A Picard-Vessiot (PV) ring for the matrix equation \((49)\) over the Rota algebra \(R(\mathcal{F}, \Delta)\) is a simple differential ring \(O\) such that

i) There exists a fundamental matrix \(Z \in GL_n(R)\) for eq. \((49)\).

ii) The ring \(O\) is generated by \(\mathcal{F}\), the entries of \(Z\) and \(\frac{1}{\det(Z)}\).

To construct a PV-ring, we introduce the notion of difference ideal.

Definition 15. A difference ideal is an ideal generated by the elements of the form
\[(52) \quad \Delta^N X_j + a_{N-1} \Delta^{N-1} X_j + \ldots + a_1 \Delta X_j + a_0 X_j, \quad 1 \leq j \leq N,\]
and by those obtained from them through the application of the operator \(\Delta\).

The following result holds.

Proposition 16. Let \(I\) be a maximal difference ideal of \(U[\Delta]\). Then the ring \(V[\Delta] := U[\Delta]/I\) is a Picard-Vessiot ring for the equation \((49)\).

Proof. It suffices to observe that in \(U[\Delta]/I\) the Wronskian \((51)\) is invertible. \(\square\)

With an abuse of notation, we shall denote by \(U[\partial]\) the universal solution algebra of the matrix differential equation \(Y' = AY\) associated to eq. \((47)\), where \(Y_{i+1,j} = Y'_{i,j}\). We introduce the notion of a differential Galois group for the previous equations.

Definition 17. Given the Rota algebra \(R(\mathcal{F}, \Delta)\), let \(V[\Delta]\) be a Picard-Vessiot ring over \(R\). The differential Galois group of \(V[\Delta]\) over \(R\), \(DGal(V/R)\) is the group of differential \(R\)-isomorphisms.

Let \(M\) denote a maximal differential ideal of eq. \((47)\). The main result of this section is the following

Theorem 18. Let \(W[\partial] := U[\partial]/M\) a PV-ring for the linear homogeneous differential equation \((47)\) and \(V[\Delta] = U[\Delta]/I\) a PV-ring for the linear homogeneous difference equation \((48)\). Then there exists an isomorphism of groups \(\Phi\) such that
\[(53) \quad DGal(W/R(\mathcal{F}, \partial)) \leftrightarrow DGal(U[\Delta]/R(\mathcal{F}, \Delta)).\]

Proof. According to Lemma \(13\), given a fundamental set \(S\) of solutions of eq. \((47)\), \(S' = \rho_\partial,\Delta(S)\) is a fundamental set of solutions of eq. \((48)\). This implies that the universal solution algebras \(U[\partial]\) and \(U[\Delta]\) are isomorphic. The morphism \(\lambda_{\partial,\Delta}\) maps a (maximal) differential ideal \(M\) into a (maximal) difference ideal \(I\), so that the associated Picard-Vessiot rings are isomorphic. Then the differential isomorphisms of the Galois groups associated with eqs. \((47)\) and \((48)\) are in one-to-one correspondence. \(\square\)

Remark 19. A completely analogous result is valid for the case of the difference equation \(T[\Delta^-](z) = 0\), where \(\Delta^- := 1 - T^{-1}\). However, the previous construction does not necessarily hold for a generic delta operator \(Q\). Indeed, the fundamental set of eq. \(T[Q](z) = 0\) generates a linear space whose dimension is in general greater than \(N\).
6. Nonlocal Lie symmetries and integrable maps: some conjectures

The categorical discretization proposed in Theorems 9 and 11 allows to map isomorphically $C^\infty$ solutions of differential equations into solutions of difference equations. Consequently, we hypothesize the existence of a correspondence among the Lie symmetry groups and algebras admitted by the continuous and discrete models respectively. For an account of the modern theory of Lie symmetries, see [26].

The first conjecture we formulate concerns the existence of symmetry transformations.

**Conjecture 20.** The integrable map (24) (resp. (34)) admits a Lie group $\mathcal{G}$ of nonlocal diffeomorphisms that leave the map invariant and transform solutions into solutions.

Objects categorically equivalent usually do not possess isomorphic fundamental sets of solutions, with the exception of linear equations with constant coefficients, treated in Section 6. Consequently, the Lie algebras generated by the symmetries postulated in the previous conjecture, in general are not isomorphic. We propose the following statement.

**Conjecture 21.** The Lie algebra of the generators of the Lie group $\mathcal{G}$ of the nonlocal symmetry diffeomorphisms associated with the map (24) (resp. (34)) contains a subalgebra which is isomorphic to the Lie algebra of the classical Lie point symmetries of the continuous dynamical system (1) (resp. (2)).

**Appendix A. Some applications of the main theorems**

Here we propose some examples of integrable maps associated with ODEs relevant in the applications.

**A.1. Hypergeometric equation.** The real hypergeometric differential equation

$$t(1-t)\frac{d^2z}{dt^2} + [c - (a + b + 1)\omega] \frac{dz}{dt} - abz = 0$$

where $a, b, c \in \mathbb{R}$ admits three regular singular points $\{0, 1, \infty\}$ [2]. By way of example, we shall restrict to the singularity at $t = 0$. Around this point, eq. (54) admits two algebraically independent solutions $s_1$ and $s_2$, so defined:

a) if $c \notin \mathbb{N}$

$$s_1 := _2F_1(a, b; c; t);$$

b) if $c \notin \mathbb{Z}$

$$s_2 := \omega^{1-c} _2F_1(1 + a - c, 1 + b - c; 2 - c; t),$$

where $_2F_1(a, b; c; x) = \sum_{n=0}^{\infty} \frac{(a)_n(b)_n}{(c)_n} \frac{x^n}{n!}$. For different values of $c \in \mathbb{R}$, the solutions $s_1$ and $s_2$ should be replaced by more complicated expressions. Theorem 9 provides
the following discrete version of eq. \[54\]
\[
\sum_{k=0}^{n} \left( \sum_{j=0}^{k-1} \frac{(-1)^{k-1-j}}{j!(k-1-j)!} \frac{1}{j!(k-2-j)!} \right) \times \frac{n!}{(n-k)!} (z_{j+2} - 2z_{j+1} + z_j) - abz_n +
\]
\[
+ \left[ c - (a + b + 1) \sum_{k=0}^{n} \sum_{j=0}^{k-1} \frac{(-1)^{k-1-j}}{j!(k-1-j)!} \frac{1}{n!(n-k)!} \right] (z_{j+1} - z_j) = 0.
\]
(57)

If we introduce the finite Gauss sum
\[
G(n; a, b, c) := \sum_{k=0}^{n} \frac{(a)k(b)k}{(c)k} \frac{n!}{(n-k)!},
\]
the two independent solutions of eq. \[57\] are provided by
\[
z_n^{(1)} := G(n; a, b, c), \quad z_n^{(2)} := \omega^1 c_2 G(n; 1 + a - c, 1 + b - c, 2 - c).
\]

A.2. A nonlinear case. The differential equation
\[
z'(t) - t^k z(t)^2 = 0
\]
possesses the categorical equivalent equation
\[
z_{n+1} - z_n - \sum_{j_1, j_2=0}^{n} \frac{(-1)^{j_1+j_2+n-k}}{(n-j_1-j_2-k)! j_1! j_2!} z_{j_1} z_{j_2} = 0.
\]
(61)

A two parametric family of solutions of eq. \[61\] is provided by
\[
z_n = \sum_{l=0}^{n} g(m) \frac{n!}{(n-m)!}, \quad \text{with} \quad g(m) = \frac{1}{m! dt^n} \frac{d^m}{dt^m} t^{l+1} c_1 + c_2.
\]
(62)

A.3. Difference equations associated with classical orthogonal polynomials. The previous theory allows to introduce integrable maps admitting as solutions orthogonal polynomials.

A.3.1. Discrete Jacobi equation. By applying the previous technique, the equation
\[
(1 - t^2)z''(t) + [\beta - \alpha - (\alpha + \beta + 2)t] z'(t) + m(m + \alpha + \beta + 1)z(t) = 0
\]
can be discretized in the form
\[
(z_{j+2} - 2z_{j+1} + z_j) + (\beta - \alpha) (z_{j+1} - z_j) + m(m + \alpha + \beta + 1)z_n +
\]
\[
\sum_{k=0}^{n} \sum_{j=0}^{k-2} \frac{(-1)^{k-2-j}}{j!(k-2-j)!} \frac{1}{n!(n-k)!} (z_{j+2} - 2z_{j+1} + z_j) +
\]
\[
- (\alpha + \beta + 2) \sum_{k=0}^{n} \sum_{j=0}^{k-1} \frac{(-1)^{k-1-j}}{j!(k-1-j)!} \frac{1}{n!(n-k)!} (z_{j+1} - z_j) = 0.
\]
This equation admits as a solution the family of polynomials \( \{ J_m^{(\alpha, \beta)}(n) \}_{m \in \mathbb{N}} \), where

\[
J_m^{(\alpha, \beta)}(n) := \frac{\Gamma(\alpha + m + 1)}{m!\Gamma(\alpha + \beta + m + 1)} \sum_{k=0}^{m} \binom{m}{k} \frac{\Gamma(\alpha + \beta + m + k + 1)}{\Gamma(\alpha + m + 1)} \left( \frac{1}{2} \right)^k \frac{(n-1)!}{(n-k-1)!}.
\]

Virtually all classes of orthogonal polynomials, including nonclassical and Sobolev-type ones, can be associated with integrable maps in a analogous way. The analysis of other similar cases is left to the reader.
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