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ABSTRACT The moving picture experts group (MPEG) video coding group started an immersive video coding standard project to accomplish acceptable bandwidth and decoding resources for multiple immersive videos with texture (color) and geometry (depth) information. The MPEG immersive video (MIV) coding standard provides functionality to remove inter-view redundancy and merge the residuals into videos defined as atlases. Although MIV reduces the number of videos to decode, an efficient decoder instance reduction method has not been actively investigated. This paper proposes a frame packing implementation in MIV software. The proposed method conducts frame packing for geometry atlases to align with texture atlases, encodes them as subpicture bitstreams, and merges one texture/geometry atlas into a single bitstream with a bitstream merger. Furthermore, the proposed method provides control over the number of decoder instances without significantly increasing the computational complexity compared to existing frame packing methods. Therefore, the proposed method was accepted in MIV and will be implemented on the recent version of the reference software of MIV.

INDEX TERMS Virtual reality, metaverse, six degrees of freedom, MPEG immersive video, versatile video coding, subpicture, tile, frame packing.

I. INTRODUCTION

With the growing demand and interest in augmented reality (AR) and virtual reality (VR) streaming technologies including acquisition, pre-processing, encoding, decoding, post-processing, and rendering have become important. Compared with traditional 2-D video streaming systems, an immersive video streaming system for a head-mounted display (HMD) requires a higher video quality and computational complexity. For instance, [1] mentioned that to minimize the motion sickness and increase immersion, a video which provides 90 frames per second (FPS), a resolution of 12K, and 20ms for motion-to-photon (MTP) latency needs to be streamed. The moving picture experts group (MPEG), which deals with immersive media standardization, established the MPEG-immersive (MPEG-I) subgroup to define use cases and metadata for immersive videos. Suppose a user is sitting on a chair and watching a 360-degree video through an HMD captured with a single camera. The HMD can reflect the user’s head rotation and render videos based on the rotation. However, this use case cannot render videos that reflect the user’s body movement. Therefore, this approach was defined as three degrees of freedom (3DoF) because it only provides freedom towards yaw, pitch, and roll. For 3DoF video streaming, the viewport-dependent streaming approaches has been actively discussed to save bandwidth and latency [2], [3]. In high-efficiency video coding (HEVC), a tile representing a rectangular area in a picture facilitated to facilitate parallel processing [4]. Tiles in a picture can be independently encoded, extracted, and decoded using a motion-constrained tile set (MCTS) [5]. The viewport-dependent 360-degree video streaming method exploits MCTS to extract and
transmit high quality tiles that represent the field of view (FoV) and low quality videos that covers omnidirectional field, saves bandwidth and latency.

To provide motion parallax to the user with an HMD is to capture natural or computer-generated (CG) contents using multiple cameras, transmit them, and synthesize virtual views corresponding to the user’s movements. MPEG-I defines this use case as six degrees of freedom (6DoF), which supports movements towards the yaw, pitch, roll, x, y, and z axes. MPEG immersive video (MIV) coding standard [6] presents immersive video compression, transmission, and synthesis methods, accomplishing better quality and fewer decoder instances than the existing multi-view coding standards such as multi-view HEVC (MV-HEVC) [7]. MIV removes the inter-view correlation of immersive video using depth information from the geometry videos and color differences from the texture videos. The MIV then extracts the residuals and merges them to reduce the number of pixels (pixel rate). Consequently, it generates output videos defined as atlases. Recent research on MIV has focused on efficient compression methods for immersive videos, accomplishing quality improvement over the existing MIV [8], [9], [10], [11], [12], [13], [14]. Although MIV recommends limiting the number of decoder instances to four, four decoder instances is a challenge for legacy systems that normally contains one hardware decoder. [15] and [16] proposed frame packing methods for MIV to reduce the decoder instances by merging one texture and one geometry atlases. Despite their effectiveness in reducing the decoder instances, these approaches are inappropriate for application to MIV because the current video compression reference software does not support the use cases.

This paper proposes a frame packing method for a decoder-adaptive 6DoF immersive video streaming system. Fig. 1 shows the proposed frame packing method using MIV, with the proposed components shown in blue. Immersive videos, each of which contains texture and depth with camera parameters are inputted to the MIV encoder. In the MIV encoder, the inter-view redundancy of immersive videos is removed by a pruner, and the residuals are extracted and packed into atlases by a patch packer. The proposed geometry packer divides geometry atlases vertically and packs them; therefore, packed geometry and texture atlases have same heights. The video encoder encodes the atlases using MCTS and generates video bitstreams, which are sent to the edge server with metadata generated by the MIV encoder. The MIV metadata follows the visual volumetric video coding (V3C) standard, which is also compatible with the video-based point cloud coding (V-PCC). Depending on the specifications of the video decoder at the client, for instance, if the client is a legacy device, the bitstream merger at the edge server merges the bitstreams; therefore, a merged bitstream contains texture and depth. The client receives the bitstreams and the video decoder decodes them. The decoded pictures and metadata are provided to the MIV decoder, and the geometry unpacker unpacks the packed atlases and sends them to the renderer. The renderer synthesizes a virtual view corresponding to the user’s viewport, and finally the synthesized videos are displayed on the HMD.

The remainder of this paper is organized as follows. Section 2 presents the background focusing on MIV, and Section 3 explains related work. Section 4 describes the proposed method, and Section 5 presents the experimental conditions, results, and analysis. Finally, Section 6 provides the conclusion and presents insights towards decoder-adaptive 6DoF immersive video streaming.

II. BACKGROUND
Multiple video compression is not a new research topic and has been continuously discussed [17], [18], [19]. Embedding
the inter prediction across multiple views into existing video compression standards enhances compression performance. For instance, MV-HEVC was established as an extension of HEVC, which exploits the existing coding methods of HEVC and applies multiview-specific coding methods. However, MV-HEVC has disadvantages for unstructured multiple videos and compatibility. Because MV-HEVC is a block-based coding standard, it can efficiently compress multiple videos obtained by 1-D or 2-D camera arrays without guaranteeing the same efficiency for unstructured multiple videos where rotations and positions of cameras differ. Further, multiview-specific coding methods were applied to codecs; therefore, the existing acceleration methods cannot be directly applied.

MPEG-I issued a call for proposals (CIP) in 2019 for three degrees of freedom plus (3DoF+), a limited version of 6DoF [20]. The CIP applies a warping-based inter-view redundancy removal method, which is efficient for unstructured immersive videos, uses existing 2-D video coding standards for compatibility, and reduces the pixel rate and number of decoder instances for low-end devices. The MPEG-I experts established the MIV and the test model for immersive video (TMIV) as the reference software based on the responses [21], [22], [23], [24], [25]. Fig. 2 shows the videos processed by the MIV encoder in the MIV mode. The MIV encoder supports two modes: MIV and MIV view modes. The MIV mode removes inter-view redundancy, and the MIV performance tests are based on this mode. The MIV view mode does not remove inter-view redundancy but selects representative views among the source views. In Fig. 2, the source views are the input immersive videos, distinguished by the basic and additional views. The inter-view redundancy is removed from the additional views, whereas the basic views preserve redundancy. The pruned views represent views after inter-view redundancy removal process, defined as pruning in MIV. Then, the residuals are extracted and merged into atlases. The inpainted background view is synthesized by the MIV encoder to efficiently represent the background, which is also included in the atlases. The common test conditions (CTC) of the MIV sets the number of atlases to four [26]: considering decoder-side constraints, implying that decoder-side aspects are extremely important in MIV. The latest CTC of MIV recommends using a versatile video encoder (VVenC) [27], which is an optimized software of the versatile video coding (VVC) standard [28].

III. RELATED WORK

Section 2 explained that decoder-side constraint is amongst the most important aspects of MIV. In MPEG-I, two standard proposals were submitted and frame packing methods were presented to reduce the number of decoder instances [15], [16]. Fig. 3 shows the frame packed atlases of [15] and [16] and their limitations. [15] proposed a subpicture-based frame packing method, as shown in Fig. 3a. Texture and geometry atlases were encoded as 1 × 1 subpictures using VVenC, and the subpicture bitstreams were then merged using the SubpicMergeApp of the VVC test model (VTM). A geometry bitstream was packed under a texture bitstream, as shown in Fig. 3a. The geometry atlases were downsampled by 2 × 2 to reduce the pixel rate. The frame packing method of [15] has two limitations. First, the subpicture bitstreams cannot be merged in Fig. 3a because the height of the texture is not a multiple of the coding tree unit (CTU) size. In VVC, all subpicture bitstreams must contain pictures that can be divided by the CTU size, for instance, 128 in VVC. Therefore, the subpicture bitstreams cannot be merged. Second, because a geometry bitstream is packed under a texture bitstream and their sizes are different, the merged bitstream contains empty areas that are not covered by subpicture bitstreams. This causes decoding errors, implying that the frame packing in [15] is not compatible with some existing standard softwares. [16] proposed a pixel-domain frame packing method, as shown in Fig. 3b. A geometry atlas is divided horizontally and packed under a texture atlas in a pixel domain, then the packed video is encoded using VVenC. The current CTC of the MIV recommends using different quantization parameters (QPs) for texture and geometry atlases because the geometry exhibits different characteristics from those of the texture. Therefore, VVenC must assign different QPs for the texture and geometry regions. There are three limitations to the frame packing method of [16]. First, VVenC does not provide a functionality to assign different QPs for different regions without subpictures or tiles. The proposed method assumed to be advantageous because it does not rely on the MCTS. In HEVC, there is an optimized encoder Kvazaar [29] that provides functionality to use different QPs at the CTU level. Accordingly, MCTS is not required if MIV uses Kvazaar. However, VVenC does not provide this function without MCTS. Second, even if subpictures or tiles are used, VVenC cannot assign different QPs to a picture. The VVC itself does not forbid different QP allocations using subpictures or tiles, but currently, there are no VVC implementations that

![FIGURE 2. Source views, pruned views, and atlases generated by the MIV encoder using the MIV mode.](image-url)
provides this functionality. Third, as explained in Fig. 3b, the subpicture height is not divisible by the CTU size.

IV. VVC SUBPICTURE-BASED FRAME PACKING FOR MPEG IMMERSIVE VIDEO

This section presents the proposed geometry packing method for MIV, compatible with existing standards and their implementations. As explained in Section III, the existing packing methods have the following limitations: i) the subpicture width or height should be divisible by the CTU size, ii) empty spaces should not exist in the merged picture, and iii) different QPs must be assigned to texture and geometry atlases, and different QP allocations are not supported by the current VVC implementations in the same picture. Therefore, the proposed packing method focuses on compatibility with existing coding standards, including MIV, HEVC, and VVC. Previous packing methods packed the geometry atlas under the texture atlas, causing subpicture merging errors because, in some cases, the texture height was not a multiple of the CTU size. If the geometry atlas is packed under the texture atlas, adding a padded area under the texture to satisfy the CTU size constraint can be applied, as presented in [30]. However, adding a padded area that increases the number of invalid pixels is undesirable because the MIV was designed to reduce the pixel rate. Otherwise, packing the geometry atlas to the right side of the texture atlas can be a solution to detour the padding issue. The current TMIV calculates the atlas sizes by considering the pixel rate constraints and minimum block size. In addition, the width of the atlas is same with that of the input source views. Given widely used video widths (e.g. 1280 × 720, 1920 × 1080, 3840 × 1920) are divisible by the CTU size (e.g. 128 in VVC), packing the geometry atlas to the right side of the texture atlas does not require padding. Therefore, the proposed method packs the geometry atlas to the right side of the texture atlas.

As mentioned in [16] and Section III, empty spaces in the merged picture increases the pixel rate and causes decoding errors in some video coding standard implementations. The proposed packing method divides the geometry atlases vertically as well as packs vertically. Fig. 4 describes the proposed geometry packing and bitstream merging, focusing on the V3C bitstream (MIV metadata) considering compatibility with the MIV and VVC. The size of the texture atlas is represented by *vps_frame_width* and *vps_frame_height* in the V3C parameter set. The downsampling geometry atlas size is calculated by referencing *asme_geometry_scale_factor_x_minus1*.
FIGURE 4. Frame packing and bitstream merging considering V3C bitstream (MIV metadata).

and asme\_geometry\_scale\_factor\_y\_minus1 in the atlas sequence parameter set. Number of regions in the geometry atlas is the same as the geometry scaling factor on the y axis. For instance, if the geometry atlas is downsampled by two on the y axis, the number of regions is 2. Similarly, the width of each regions of the geometry atlas can be calculated using Eq. 1:

\[
W_{\text{region}} = \frac{W_{\text{atlas}} \times \text{GSF}_x}{N_{\text{region}}} + 1
\]

where \(W_{\text{region}}\), \(W_{\text{atlas}}\), \(\text{GSF}_x\), and \(N_{\text{region}}\) represents the width of the geometry atlas region, the width of the atlas, geometry scaling factor in the x axis, and the number of regions, respectively. Mentioned variables are stored as \(\text{pin\_region\_width\_minus1}\), \(\text{vps\_frame\_width}\), \(\text{asme\_geometry\_scale\_factor\_x\_minus1}\), and \(\text{pin\_regions\_count\_minus1}\) in the V3C bitstream, respectively. In Fig. 4, the width of each geometry atlas regions is 512, and the number of regions in the geometry atlas is two. Following these values, the geometry atlas was divided and packed vertically. Texture atlases and packed geometry atlases were encoded using VVENC as 1×1 subpictures. Different QPs can be applied because they can be encoded individually. The bitstream merger in Fig. 4 performs two functions: i) merges the subpicture bitstreams, and ii) modifies the V3C bitstream corresponding to the merged bitstream. For instance, \(\text{pin\_region\_top\_left\_x}\) and \(\text{pin\_region\_top\_left\_y}\), which indicate the top left x and y coordinates of each region, respectively, need to be modified. Furthermore, in the current VVC subpicture merger [31], all subpictures should be divisible by the CTU size. However, in HEVC, tiles or subpictures in the last column or row do not need to be divisible by the CTU size. This paper experimented on the last column and row subpictures regarding CTU size, and it was proved that subpictures in the last column or row don’t need to be divisible by the CTU size in the VVC. Therefore, Eq. 2 must be applied to the VVC subpicture merger.

\[
H_{\text{subpicture}} = H_{\text{CTU}} \cdot \left\lfloor \frac{H_{\text{subpicture}} + H_{\text{CTU}} - 1}{H_{\text{CTU}}} \right\rfloor
\]

where \(H_{\text{subpicture}}\) and \(H_{\text{CTU}}\) represents the height of each subpictures and the height of the CTU, respectively. This modification is for the subpicture merger; therefore, the proposed method remains compatible with the existing VVC standard.

Therefore, the proposed geometry packing and bitstream merging methods are compatible with MIV and VVC, providing functionality to reduce the number of decoder instances. Table 1 summarizes the comparisons of frame packing methods. The packing domain indicates whether the uncompressed atlases are packed in a pixel-domain or whether the atlases are encoded and then packed in a bitstream-domain using the subpicture merger. [15] used bitstream-domain frame packing, [16] applied a pixel-domain approach. There are two types of the proposed methods: i) geometry packing without bitstream merging (GP), which conducts pixel-domain frame packing only and ii) geometry packing and bitstream merging (GPM), which processes pixel-domain and bitstream-domain frame packing. The frame packing method in [15] increased the pixel rate of the merged pictures by 20%; therefore, some legacy devices that supports a low profile may be unable to decode the packed
TABLE 1. Comparisons of the frame packing methods. Abbreviations: GP, geometry packing without bitstream merging; GPM, geometry packing and bitstream merging.

| Feature                  | [15]          | [16]          | Proposed GP | Proposed GPM |
|--------------------------|---------------|---------------|-------------|--------------|
| Packing domain           | Bitstream-domain | Pixel-domain | Pixel-domain | Pixel + bitstream-domain |
| Pixel rate increase      | 20%           | 0%            | 0%          | 0%           |
| No. of encoders          | 4             | 2             | 4           | 4            |
| No. of decoders          | 2, 4          | 2             | 4           | 2            |
| VVenC encoding           | ○             | ×             | ○           | ○            |
| VVdeC decoding           | ×             | ×             | ○           | ○            |

FIGURE 5. Server-side storage, (a) frame packing method in [16], (b) the proposed geometry packing method. Abbreviations: A17, MIV main 17 frames; P17, frame packing 17 frames; GP17, geometry packing 17 frames; GPM17, geometry packing and bitstream merging 17 frames.

bitstreams. [16], and the proposed methods did not report any increase in pixel rate. Because [16] generates uncompressed packed atlases, two encoders and a corresponding number of decoders are required. [15] and the proposed methods required four encoders, but they could control the number of decoders by conducting subpicture merging optionally depending on the computational complexity of the client-side devices. The proposed GP and GPM methods require four and two decoders, respectively, where GP and GPM share same bitstreams and GPM conducts bitstream merging which requires a trivial increase in computational complexity. A recent version of VVenC (v1.4.0) [32] supports [15] and the proposed methods. However, packed atlases using [16] cannot be encoded using VVenC. This is because different QPs must be assigned within a packed atlas, and the current VVenC does not support this functionality. The merged bitstreams containing packed atlases obtained by the proposed method can be decoded by VVdeC.

The proposed method is also advantageous for server-side storage. Fig. 5 shows the server-side storage in the previous frame packing method and the proposed geometry packing method. The frame packing method in [19] was accepted and adopted in the current TMIV, denoted as P17. In the MIV main profile, denoted as A17, four atlases (two texture + geometry atlases) are generated. The previous frame packing method packs one texture and one geometry atlas into a packed atlas in the pixel domain; therefore, the merged bitstreams containing packed atlases obtained by the proposed method can be decoded by VVdeC.

The proposed method is also advantageous for server-side storage. The proposed method considers the CTU size and conducts packing to enable subpicture merging; therefore, the merged bitstreams containing packed atlases obtained by the proposed method can be decoded by VVdeC.
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bitstreams. This is because the proposed method is based on subpictures, and bitstream extraction and merging are supported, thereby requiring a trivial increase in computational complexity. From the immersive video provider’s perspective, server-side storage is a substantially important aspect, and the proposed method is advantageous for server-side storage and compatibility with the existing coding standards.

V. EXPERIMENTAL RESULTS

This section explains the experimental conditions, results and subsequent analysis. MPEG-I defined the CTC of the MIV for fair evaluations, and this experiment also followed the recent version of CTC. Because the previously proposed frame packing methods [15], [16] encountered difficulties in conducting experiments on existing coding standards, the experiment was conducted on the MIV anchor and the proposed packing method.

A. EXPERIMENTAL CONDITIONS

This section explains the experimental conditions based on the CTC of MIV [26], which was published in 2022. Table 2 shows the software used in this experiment, which is listed in CTC. For MIV encoding and decoding, TMIV version v11.0 was used, and the proposed geometry packing was implemented on top of it. For video encoding and decoding, VVenC version v1.4.0, and VVdeC version v1.0.1, were used [33]. As the VVenC version v0.1.3.0, which is listed in the CTC, does not support subpictures, this experiment used the recent version of VVenC. The immersive video peak signal-to-noise ratio (IV-PSNR) is an end-to-end quality metric suitable for 6DoF immersive video quality assessment and which was used in this experiment [34]. A modified version of SubpicMergeApp in VTM version v11.0 conducted subpicture merging, and the modifications are explained in Section IV.

TABLE 2. Softwares used in the experiment.

| Software | Version |
|----------|---------|
| TMIV     | v11.0   |
| VVenC    | v1.4.0  |
| VVdeC    | v1.0.1  |
| IV-PSNR  | v3.0    |
| VTM      | v11.0   |

Table 3 lists the test conditions. A17 presents the experimental results for the MIV mode on 17 frames, which were set to the anchor. Because CTC recommends conducting experiments on 17 frames to investigate the coding efficiency for a group of pictures (GOP), which is typically 16 frames + 1 frame, this experiment also followed the recommendation. The required number of decoder instances is four because the MIV mode generates four atlases. Detailed descriptions of the MIV mode are provided in Section II. GP17 implies that geometry packing was applied to the MIV mode for 17 frames; therefore, the number of decoder instances did not change. GPM17 performs the subpicture merging on GP17; therefore, the required number of the decoder instances were two. This experiment compared GP17 and GPM17 to investigate the reduced bitrate caused by subpicture merging and video decoding/MIV decoding runtimes for different numbers of decoder instances.

The SubpicMergeApp recommends five disabled coding options: joint chroma coding, adaptive loop filter (ALF), cross component ALF (CCALF), luma mapping with chroma scaling (LMCS), and AMaxBT. These five options were disabled for A17, GP17 and GPM17. Because the deactivation of the above-mentioned five options decreases coding efficiency, experiments on the intra block copy (IBC) mode were conducted to increase coding gain. The IBC computes the motion estimation and compensation in the intra coding mode, which is efficient when several similar blocks exist in a picture [35]. The atlases contain similar objects from different source views and using IBC can increase the coding efficiency. In the HEVC coding standard, IBC was included in the screen content coding (SCC) extension to increase the coding gain for computer-generated content. In VVC, IBC can be used without an extension standard.

An Ubuntu server was used, which had one AMD EPYC 7713 64-Core Processor (64 cores and 128 threads) and 512 GB of memory. The edge server had an Intel i7-7700k processor (four cores and eight threads), 16GB of memory, and Windows 10. An edge server with the same machine specifications was used as the client.

For a fair evaluation, this experiment used nine mandatory immersive video test sequences listed in CTC [26]. The sequences are classified according to their class names, where CG stands for computer-generated content and NC represents natural content. Because of the difficulty in capturing immersive videos in natural environment, seven out of nine test sequences were captured in CG.

To measure the Bjøntegaard delta rate (BD-rate) gain for quality, five bitrate points and the corresponding QPs were determined, as explained in the CTC. Table 5 presents the texture QPs for each test sequences. The geometry QPs were calculated using Eq. 3.

\[ QP_g = \max(1, [-14.2 + 0.8 \cdot QP_t]) \] (3)

where \( QP_g \) represents QP for geometry and \( QP_t \) is QP for texture. Using Eq. (3), lower QPs were assigned to the geometry than to those of the texture to preserve depth values, which are important for virtual view synthesis. After TMIV encoding, video encoding, bitstream merging, and video decoding,
FIGURE 6. Packed atlases for sequence ClassroomVideo, Museum and Painter. The first and third columns represent atlases index 0, and the second and fourth columns represent atlases index 1.

TABLE 4. Specifications of the MIV test sequences.

| Name       | Class | Projection | Resolution (Source view) (Atlas) | No. of source views |
|------------|-------|------------|----------------------------------|--------------------|
| ClassroomVideo | CG-A  | Full-ERP   | 4096×2048 4096×2176              | 15                 |
| Museum     | CG-B  | Half-ERP   | 2048×2048 2048×2048 2048×2048 2048×2048 | 24                 |
| Fan        | CG-O  | Perspective | 1920×1080 1920×4640              | 15                 |
| Kitchen    | CG-J  | Perspective | 1920×1080 1920×4640              | 25                 |
| Painter    | NC-D  | Perspective | 2048×1088 2048×4352              | 16                 |
| Frog       | NC-E  | Perspective | 1920×1080 1920×4640              | 13                 |
| Carpark    | NC-P  | Perspective | 1920×1088 1920×4640              | 9                  |
| Chess      | CG-N  | Half-ERP   | 2048×2048 2048×2048 2048×2048 2048×2048 | 10                 |
| Group      | CG-R  | Perspective | 1920×1080 1920×4640              | 21                 |

TABLE 5. Texture QPs for the experiment. Target bitrate: 50Mbps (QP1), 28Mbps (QP2), 16Mbps (QP3), 9Mbps (QP4), and 5Mbps (QP5).

| Name       | QP1 | QP2 | QP3 | QP4 | QP5 |
|------------|-----|-----|-----|-----|-----|
| ClassroomVideo | 26  | 28  | 33  | 41  | 51  |
| Museum     | 29  | 38  | 44  | 48  | 51  |
| Fan        | 30  | 35  | 41  | 46  | 51  |
| Kitchen    | 17  | 24  | 29  | 35  | 41  |
| Painter    | 21  | 29  | 38  | 45  | 51  |
| Frog       | 28  | 32  | 37  | 42  | 46  |
| Carpark    | 22  | 26  | 33  | 40  | 47  |
| Chess      | 17  | 25  | 31  | 37  | 45  |
| Group      | 22  | 28  | 34  | 39  | 46  |

virtual views at each source view position were synthesized in the TMIV decoding stage. As shown in Fig. 5, GP17 indicates that only geometry packing was applied, and GPM17 indicates that both geometry packing and bitstream merging were applied. The decoder-side efficiency was measured by comparing the GP17 and GPM17.

B. EXPERIMENTAL RESULTS

This section presents the experimental results and provides insights into the results. Fig. 6 shows the packed atlases using the proposed geometry packing and bitstream merging methods, which were implemented on top of the TMIV software.
The figures in the first and third columns represent atlases of index 0, which consist mainly of basic views. The figures in the second and fourth columns represent atlases of index 1, which is composed of additional view patches. A17, which represents the MIV main profile, contains four atlases. The proposed GPM17, which conducts both geometry packing and bitstream merging, contains two packed atlases. Therefore, the frame packed geometry atlases are encoded and merged with the texture atlases.

Table 6 shows BD-rates on Y-PSNR and IV-PSNR of GP17 and GPM17 compared to A17. A high BD-rate was calculated using QP1 to QP4, while a low BD-rate used QP2 to QP5. Overall, the proposed method with geometry packing only showed BD-rate loss compared to the MIV main profile. Because of the MCTS and continuous information loss at the edge of the packed geometry regions, coding loss was observed compared to A17. However, as mentioned in [36], BD-rate losses from 3.18% to 5.73% were observed when enabling the MCTS on 360-degree video tiled streaming. The geometry packing and bitstream merging were enabled in GPM17, it showed 0.64% and 0.67% BD-rate improvements on low Y-PSNR and IV-PSNR, respectively. During the merging, the number of non-video coding layer (non-VCL) network abstraction layer (NAL) units such as video parameter set (VPS), sequence parameter set (SPS), and picture parameter set (SPP) were reduced; therefore, decreasing the number of bits to be transmitted.

Table 7 presents the MIV encoding, video encoding, video decoding, and MIV decoding runtime ratios of GP17 and GPM17 compared with those of A17. The client-side device uses a single decoder and this experiment describes the aggregated runtime results. GP17 and GPM17 share MIV encoding and video encoding processes; therefore, the runtime results are same. When geometry packing was applied, there was a 3.89% of runtime saving for MIV encoding. Thus, proving that geometry packing does not increase the MIV encoding runtime. For video encoding, a 11.36% runtime saving was observed, which is advantageous for real-time 6DoF immersive video streaming. GP17, which applied geometry packing only, showed a 14.94% decoding time saving compared with A17. This is because when utilizing
TABLE 8. BD-rates of GP17 + IBC and GPM17 + IBC on Y-PSNR and IV-PSNR compared to A17 as a MIV mode anchor. GP17 as the proposed method w/o bitstream merging and GPM17 as the proposed method with bitstream merging.

| Name      | GP17 + IBC | GPM17 + IBC |
|-----------|------------|-------------|
|           | High Y-PSNR | Low Y-PSNR | High IV-PSNR | Low IV-PSNR | High Y-PSNR | Low Y-PSNR | High IV-PSNR | Low IV-PSNR |
| Classroom | -0.12%      | -0.31%      | -0.46%       | -0.33%      | -1.11%      | -2.09%      | -1.53%       | -2.37%       |
| Museum    | -0.31%      | 0.02%       | -0.38%       | -0.05%      | -1.51%      | -1.95%      | -1.54%       | -1.98%       |
| Fan       | 0.10%       | 0.27%       | -0.43%       | -0.21%      | -0.20%      | -0.16%      | -0.73%       | -0.66%       |
| Kitchen   | 1.36%       | 0.70%       | -0.47%       | -0.22%      | 0.81%       | -0.19%      | -1.00%       | -1.11%       |
| Painter   | -0.06%      | 0.11%       | -0.19%       | -0.16%      | -0.50%      | -0.66%      | 0.32%        | -0.39%       |
| Frog      | 0.15%       | 0.10%       | 0.02%        | -0.10%      | -0.03%      | 0.49%       | -0.14%       | 0.49%        |
| Carpark   | -0.38%      | -0.31%      | -0.54%       | -0.35%      | -0.90%      | -1.18%      | -1.06%       | -1.23%       |
| Chess     | 0.39%       | 0.02%       | 0.08%        | 0.15%       | -0.44%      | -1.47%      | -0.73%       | -1.22%       |
| Group     | 0.20%       | -0.04%      | 0.31%        | 0.22%       | -0.15%      | -0.72%      | -0.03%       | -0.41%       |
| Average   | 0.18%       | 0.13%       | -0.23%       | -0.12%      | -0.45%      | -0.88%      | -0.72%       | -0.99%       |

Table 8 describes the BD-rates on Y-PSNR and IV-PSNR of GP17 + IBC and GPM17 + IBC compared with A17. The BD-rate improvements for Y-PSNR and IV-PSNR were 0.46% and 0.42%, respectively, compared to the results wherein the IBC was disabled. According to [38], the Y-PSNR and IV-PSNR BD-rate gain rates were 9.66% and 9.62%, respectively, when using IBC in HEVC-SCC. However, the experimental results of the IBC in VVC showed a BD-rate gain of below 1%. This is due to the constrained search range of IBC in VVC. Fig. 7 shows the reference areas for the IBC. A square with a hatch denotes current CTU, and gray squares represent candidate reference blocks for IBC. (a) reference areas in HEVC-SCC, (b) reference areas in VVC.

FIGURE 7. Reference areas for IBC. Each square represents a CTU.
reference area. Therefore, the IBC in VVC for the MIV does not provide high coding gains, but it is advantageous because the increased computational complexity due to the IBC is not high. Table 9 shows the MIV encoding, video encoding, video decoding, and MIV decoding runtime ratios of GP17 + IBC and GPM17 + IBC compared with A17. Compared to A17, only 4.07% and 0.18% increase of video encoding and MIV decoding runtime, respectively, were observed, when the IBC was enabled. Therefore, in the VVC, the IBC increases the BD-rate of the MIV with a small increase in the encoding runtime. Despite the coding loss when subpictures are used in VVC, using IBC can improve BD-rate performance.

VI. CONCLUSION

This paper proposed geometry packing and bitstream merging methods for 6DoF immersive video streaming based on MIV and VVC. The proposed method divides and packs geometry atlases. After geometry packing, each atlas was encoded as a subpicture using different QPs. Subsequently, one texture and one geometry atlas bitstreams were merged, and the packed geometry was packed to the right of the texture so as not to add padding. The proposed bitstream merging is lightweight and versatile, and this can be applied to both the server and client, with a trivial increase in computational complexity. Furthermore, the proposed method demonstrated 0.67% of the IV-PSNR BD-rate gain and 11.36% decoding runtime saving compared with the MIV main profile while providing functionality to control the number of decoder instances without increasing server-side storage. Furthermore, the experimental results with IBC showed an IV-PSNR BD-rate gain of 0.99% with a 4.07% increase in video encoding runtime. The proposed method was presented in MIV meeting and accepted; therefore, this will be implemented in the recent version of TMIV. In future work, an enhanced frame packing method using filler bitstream [39] will be researched and extensive experiments for merging atlases into a single bitstream and the corresponding metadata development will be conducted.
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