Understanding the flow in 3D space of sparsely sampled points between two consecutive time frames is the cornerstone of modern geometric-driven systems such as VR/AR, Robotics, and Autonomous driving. The lack of real, non-simulated, labeled data for this task emphasizes the importance of self- or unsupervised deep architectures. This work presents a new self-supervised training method and an architecture for the 3D scene flow estimation under occlusions. Here we show that smart multi-layer fusion between flow prediction and occlusion detection outperforms traditional architectures by a large margin for occluded and non-occluded scenarios. We report state-of-the-art results on Flyingthings3D and KITTI datasets for both the supervised and self-supervised training.

Abstract

Due to the development of autonomous driving, robotic manufacturing, and virtual and augmented technologies, understanding the motion in the dynamic scene becomes important and critical in many backbones [28, 6]. Unlike Optical Flow [10], where we search for the projected 2D motion in the image, in Scene Flow [40], we wish to find also the flow along the depth dimension. Traditionally, the scene flow estimation was performed on the stereo [3, 14] or from RGB-D [11, 13] sensors for indoor environments and used Light Detecting and Ranging (LiDAR) sensors in the outdoor scenes.

Switching from 2D to 3D introduces interesting challenges. While RGB images contain color information of the scene and are provided as a dense regular grid, the point clouds carry the geometric information and are presented as a sparse unordered set of points in space, which forces us to switch from traditional image-based algorithms to graph models. Axiomatic methods, such as [5, 8], found the rigid alignment between the point clouds by solving an energy minimization problem. Later, [2] relaxed the rigid assumptions, but their optimization problem is hard to solve.

Moving from Axiomatic models towards Learnable architectures [24, 12, 32, 45], we have seen a large boost in performance and running time in supervised architectures. Due to the lack of the annotated labels, there is a demand for self-supervised training methods for the scene flow estimation on point clouds. Among popular methods one can find, [45, 30] suggested minimizing the nearest neighbor distances between the target and the warped source according to the estimated flow, [38] proposed self-supervised learning based on the adversarial metric learning techniques.

When we estimate the flow, we always encounter occlusion, where some regions in one scene might not exist in the other. This is mainly caused by the motion in the scene, so that some objects may enter or leave the visible zone of the camera. The main difficulty in flow estimation under occlusion relates to the connection between the flow correlation and the magnitude of the occlusion. On the one hand, given the occluded parts, we can optimize for the best flow, and on the other hand, given the best flow, we can conclude which part is occluded. In practice, optimizing those two unknowns in parallel is non-trivial in a self-supervised scheme due to possible collapse towards an all-occluded solution.

Although we already have extensive studies of occlusion in flow estimation in 2D images [16, 47, 36], it is still an open challenge for 3D point clouds that merely no one has studied. Due to the difference in the information carried by these two data structures, directly utilizing those image-based occlusion handling techniques to the point cloud data does not provide the boost we need. [31] was the first to estimate the occlusion in point clouds, but their training method requires the ground truth occlusion label, which is almost impossible to acquire in the real scenario.

In this paper, we focus on the scene flow estimation problem on point clouds with occlusion. We present a self-supervised architecture called 3D-OGFlow that merges two networks across all layers, where one learns the flow and the other learns the occlusions. We further present a novel Cost Volume layer that can encode the similarity between
the point clouds with occlusion handling. We show state-of-the-art performance on Flyingthings3D and KITTI scene flow 2015 benchmark for both occluded and non-occluded versions.

2. Related Work

Scene Flow Estimation on Point Clouds. Due to the increasing popularity of range data and the development of the 3D deep learning [25, 1, 33, 46, 7, 34, 41, 44], many works such as [38, 9, 4, 35, 39, 12, 20] suggested directly estimating the scene flow on the point clouds obtained from LiDAR scans. Based on the hierarchical architecture of [34], FlowNet3D [24] was the first to propose the flow embedding layer which can aggregate the features across consecutive frames. Inspired by the feature pyramid structure of [37], PointPWC [45] suggested estimating the scene flow on multiple levels. They also introduced a novel Cost Volume that can aggregate the Matching Cost between the point clouds in a patch-to-patch manner using a learnable weighted sum. Later, FLOT [32] proposed a network that learns the correlation in an all-to-all manner based on the graph matching and optimal transport.

Occlusion in Flow Estimation. In the optical flow or scene flow, handling the occlusion in images is important as it can highly influence the estimation accuracy. Many works in optical flow [47, 16, 19], scene flow [36], or both [18], suggested using a CNN to learn the occlusion, which is further used to refine the predicted flow. Other works [15, 43, 27, 22, 23, 17] suggested estimating the occlusion using forward-backward consistency check. In [47, 36], they excluded the occluded regions before the correlation/Cost Volume construction, which significantly improved the performance. When it comes to the point cloud data, [31] recently suggested excluding the computed Cost Volume for the occluded points, but this can harm the flow estimation accuracy for the occluded regions.

Unlike [47, 36, 31], our method does not exclude the occluded regions during the correlation construction as they contain useful geometric information. Instead, We use a separate construction of the Cost Volume for the occluded and non-occluded regions according to their properties, and then we aggregate the two in an occlusion-weighted manner.

Self-supervised Learning. In the case of 2D images, minimizing the photometric loss between reference and warped target images is common in unsupervised learning. [27, 22, 23, 21, 17] suggested excluding the occluded pixels in the photometric loss, which makes a lot more sense. [22, 23] learned the optical flow for the occluded regions using data augmentation, while [21] suggested making another forward inference on the augmented data as a regularization. When it comes to scene flow estimation on point clouds, [30] take the supervised pretrained FlowNet3D [24] as a backbone and fine-tune it on the unannotated KITTI using the self-supervised nearest neighbor loss and cyclic consistency. [45] use the Chamfer distance together with the smoothness and Laplacian regularization as their self-supervised training losses. Recently, [48] proposed a self-supervised training scheme based on metric learning. They use triplet loss and cyclic consistency and showed a remarkable results on the occluded Flyingthings3D [26] and KITTI [28, 29].

In our work, we suggest a novel self-supervised training scheme that can learn the scene flow for the occluded scene. Our strategy shows a significant improvement in the occluded datasets compared to the previous state-of-the-art.

3. Problem Definition

Consider the sampling of a 3D scene at two different time frames, denote $S = \{s_i \in \mathbb{R}^3\}_{i=1}^{n_1}$ the source sampling with $n_1$ points, and $T = \{t_j \in \mathbb{R}^3\}_{j=1}^{n_2}$ the target sampling with $n_2$ points. In addition to the $s_i, t_j$ that describe the spatial coordinate, each source and target point can also have an associated feature such as surface normal, which is denoted by $c_i \in \mathbb{R}^d$ and $g_j \in \mathbb{R}^d$ respectively.

For the scene flow estimation on point clouds, the goal is to find a 3D non-rigid flow $f(s_i) \in \mathbb{R}^3$ for every source point $s_i$ towards $T$, such that the warped source $S_w = \{s_i + f(s_i)\}_{i=1}^{n_1}$ has the best alignment with $T$. Due to the possible occlusion and the difference in the sampling, some points in $S$ might not exit in $T$. For this reason, we learn a flow representation for each $s_i \in S$ towards the $T$ instead of the correspondence between $S$ and $T$.

We also want to find the occlusion label for every source point $s_i$ with respect to $T$, denoted by $O(s_i)$. $O(s_i) = 1$ when $s_i$ is non-occluded. When $O(s_i) = 0$, it means $s_i$ is occluded, in other words it does not exist in the target frame.

4. Architecture

The architecture of 3D-OGFlow is shown in Fig.1. The inputs of the model are the source and the target point clouds sampled at different time frames. The outputs are the predicted scene flow $f(s_i)$ and occlusion label $O(s_i)$ for $s_i \in S$ with respect to $T$. We adopt the 4-level feature pyramid network in [45], where we first generate the downsampled source $(S^0)$ and target $(T^0)$ point clouds for each pyramid level $l$ using Farthest Point Sampling (FPS) [34]. Then, we use PointConv [44] to perform the convolution on the point clouds, which generates and increases the depth of the encoded features for the downsampled point clouds along the pyramid. At each pyramid level $l$, we first perform a backward warping from the target point cloud towards the source by using the upsampled flow from pyramid level $l+1$. The warping brings the two point clouds
closer to each other such that the tracking of large motion can be more accurate. Second, we estimate the occlusion label for each source point using the occlusion predictor. Third, we construct our occlusion-weighted Cost Volume, which encodes the flow information for both the occluded and non-occluded points in the source. Finally, we use a similar predictor layer as in [45] to predict the residual flow for each source point, and the finer scene flow is the addition of the residual and the upsampled flow. The predicted scene flow and occlusion mask at pyramid level \( l \) are further used in pyramid level \((l-1)\) above it.

In this section, we mainly discuss the novel components in our model: Occlusion predictor and Occlusion-weighted Cost Volume. Implementation details and the schematic plots for all the components can be found in the supplementary.

4.1. Occlusion Predictor

Since the occluded regions usually produce misleading information for the flow estimation, they need special treatment in the architecture and training loss. In our work, we use a small neural network to estimate the occlusion label for each point in the source. The occlusion predictor’s inputs are the source point cloud, the warped target point cloud, and the upsampled occlusion label from the previous pyramid level. We use several \( 1 \times 1 \) convolutions to encode the similarity between each source point and its neighboring target points. Then we use a Max-pooling followed by MLP to generate the final occlusion label based on the encoded similarity between the point clouds. We also use a Sigmoid activation layer at the end to ensure the output \( O(s_i) \) to be an occlusion probability with a value in the range \([0,1]\) for each point in the source. Details and schematic plots of this layer can be found in the supplementary.

4.2. Occlusion-weighted Cost Volume

Cost Volume is a standard concept in stereo matching, it encodes the similarity and correlation between the consecutive time frames. [45] was the first to introduce Cost Volume’s concept for the scene flow estimation on point clouds. However, their design does not consider the occlusion issues, and their model’s performance on the occluded scene can significantly decrease. [31] proposed an occlusion masking operation such that their Cost Volume for the occluded points becomes 0, but this can be harmful for the flow prediction for the occluded regions.

In our Occlusion-weighted Cost Volume layer, we first construct the Matching Cost, it encodes the point-wise correlation between a source point \( s_i \) and a target point \( t_j \). By using the source point feature \( c_i \) and target point feature \( g_j \), we calculate the Matching Cost between them by the following:

\[
\text{cost}(s_i, t_j) = h(c_i, g_j, t_j - s_i)
\]

Where in \( h(\cdot) \) we first concatenate all the inputs along the feature dimension, then use several \( 1 \times 1 \) convolutions to process the data.

After the Matching Cost construction, we construct the Cost Volume for \( s_i \) by aggregating their Matching Cost with \( t_j \) using Max-pooling. In order to avoid the expensive computation and high memory consumption, we only apply the aggregation among the \( K \) nearest neighbor (k-NN) in the warped target \( t_w \) around \( s_i \) \( (N_{t_w}(s_i)) \):

\[
CV_{\text{cross}}(s_i) = \max_{t_j \in N_{t_w}(s_i)} \{\text{cost}(s_i, t_j)\}
\]

For the occluded points in the source, which do not exist in the target frame, the CV construction in Eq.2 based on the pair-wise cross-correlation might not be accurate. For
such a point, its scene flow should be guided by its closest non-occluded points and consistent with its local nearest neighbors. By this motivation, we propose to construct a self Cost Volume by applying another self-aggregation:

$$CV_{self}(s_i) = \max_{s_k \in N_S(s_i)} \{ CV_{cross}(s_k) \}$$  \hspace{1cm} (3)

Our final Cost Volume for each source point is the sum of the $CV_{cross}$ and $CV_{self}$ weighted by the predicted occlusion label:

$$CV(s_i) = O(s_i) CV_{cross}(s_i) + (1 - O(s_i)) CV_{self}(s_i)$$  \hspace{1cm} (4)

where $O(s_i)$ is the predicted occlusion label for the $s_i$. The schematic plot can be found in the supplementary.

Notice that during the supervised training for the scene flow, to make the accurate flow prediction, the model needs to force the $CV_{cross}(\cdot)$ term in Eq. 4 to have a higher contribution for the non-occluded point $s_i$. While for the occluded point, the model needs to force the $CV_{self}(\cdot)$ term to have a higher contribution. Since the predicted occlusion $O(s_i)$ controls this weighting, it means our occlusion label is learned in a self-supervised manner without explicit occlusion supervision during the supervised training of the scene flow.

5. Self-supervised Training

Since the acquisition of the ground truth annotation is difficult or even impossible in many real-world scenarios, we present a self-supervised training method that does not require any ground truth scene flow or occlusion label. Most of the previous self-supervised methods [45, 20] use Chamfer distance loss with some regularization to move the source smoothly towards the target. Although these losses work perfectly on the non-occluded data, they often lead to an incorrect prediction of the flow when the scene contains occluded regions. This is because those methods do not exclude the occluded regions in the Chamfer distance calculation, so the occluded regions in one point cloud might map to the non-occluded regions in the other. To discard the occluded points in the loss function, we need to know each source point’s occlusion label, but this often requires an accurate scene flow prediction, which leads to a paradox. In our work, we suggest using another synthetic target point cloud to train the occlusion predictor.

For each source point cloud $S$ in the dataset, we generate a synthetic target point cloud $\tilde{T}$ from it by first applying a randomly generated translation to every point in the source. Then, we randomly choose several center points in the translated point cloud and remove their k-NN points from the translated point cloud, so that these removed regions can be considered as occluded. Since we generate the $T$ from $S$ by ourselves, we know the ground truth scene flow $f_{gt}(s_i)$ and the occlusion mask $O_{gt}(s_i)$ from $S$ to $T$. By training with this pair of point clouds $(S, \tilde{T})$ using the supervised scene flow loss and occlusion loss, our model can learn to estimate the occlusion. Since we can never generate a real scene flow, the main goal of using $(S, \tilde{T})$ is to learn the occlusion but not the scene flow. Due to the consideration of the expense in computation, we only use a simple rigid translation as our $f_{gt}$ when constructing the $\tilde{T}$ in our work.

We also need to train our model with the regular pair of the point clouds $(S, T)$ using the Non-occluded Chamfer distance with regularization to learn the scene flow. We formulate the overall self-supervised loss in Sec. 6.1, and the general idea of this approach is shown in Fig. 2.
Table 1: Evaluation on occluded Flyingthings3D and KITTI. For Flyingthings3D, Full / Self means the training is done using supervised/self-supervised schemes. For KITTI, Full / Self means we evaluate the corresponding trained models from Flyingthings3D directly on the KITTI without fine-tuning. We also perform 2 kinds of fine-tuning experiments on the bottom: Full+Full ft means we apply the supervised fine-tuning on the supervised pretrained weight on Flyingthings3D, and similarly for the Self+Self ft. Our model outperforms the previous methods by a large margin on all kinds of supervision and evaluation metrics.

### 6. Loss functions

#### 6.1. Self-supervised Loss

**Flow/Occlusion loss (synthetic).** To train the occlusion predictor in a self-supervised manner, we create a synthetic target $\hat{T}$ as explained in the previous section. Since the occlusion prediction at each pyramid level depends on the up-sampled scene flow from its previous level, we also need the flow loss in addition to the occlusion loss. By using the synthetic ground truth scene flow $\hat{f}_{gt}$ and occlusion mask $\hat{O}_{gt}$ from $S$ to $\hat{T}$, we construct the following multi-level “supervised” losses:

$$L_f(S, \hat{T}, \Theta) = \sum_{l=0}^{3} \alpha_l \sum_{s_i \in S^l} \|\hat{f}_{gt}(s_i) - \hat{f}(s_i)\|_2$$

$$L_{oc}(S, \hat{T}, \Theta) = \sum_{l=0}^{3} \alpha_l \sum_{s_i \in S^l} \|\hat{O}_{gt}(s_i) - \hat{O}(s_i)\|_2$$  

Where $S$ and $\hat{T}$ are the inputs to the model, $S^l$ is the down-sampled source point cloud at pyramid level $l$, $\Theta$ is all the learnable parameters of the model, and $\hat{f}(s_i)$ and $\hat{O}(s_i)$ are the predicted flow and occlusion from $s_i$ to $\hat{T}$.

**Non-occluded Chamfer Distance.** As explained in the previous section, it is crucial to exclude the occluded region in the chamfer distance calculation. In order to minimize the distances between the non-occluded source points and the non-occluded target points, we use the following loss:

$$D_l(S^l, T^l, \Theta) = |S^l| \sum_{t_j \in T^l} \frac{\min_{s_i \in S^l} \|s_i - t_j\|_2 \cdot O^f(s_i)}{\sum_{s_i \in S^l} O^f(s_i)}$$

$$+ |T^l| \sum_{t_j \in T^l} \frac{\min_{s_i \in S^l} \|t_j - s_i\|_2 \cdot O^b(t_j)}{\sum_{t_j \in T^l} O^b(t_j)}$$

$$L_{occh}(S, T, \Theta) = \sum_{l=0}^{3} \alpha_l D_l(S^l, T^l, \Theta)$$
level \( l \) according to the predicted flow. The backward occlusion \( O^b(t_j) \) from the target towards the source is obtained by simply swapping the order of inputs \( (S, T) \). In order to avoid a degenerated solution where all the points are predicted as occluded \( O^f(s_i) = O^b(t_j) = 0 \), we remove \( O^f(s_i) \) and \( O^b(t_j) \) from the computational graph during the backpropagation with SGD. In other words, when we update the model’s parameters according to the gradient of non-occluded Chamfer distance, we exclude the parameters of the occlusion predictor and only update the rest of it.

**Smoothness regularization.** In addition to the non-occluded Chamfer distance, we also need a regularization to ensure that the predicted scene flow is smooth among the local neighbourhoods. Since the flow of the occluded points should be consistent with and guided by the flow of its nearest neighbors, we do not exclude the occluded regions in this smoothness regularization. Following [45], our regularization term is defined as:

\[
R^l(S^l, T^l, \Theta) = \sum_{s_i \in S^l} \sum_{s_k \in N_S(s_i)} \frac{||f(s_i) - f(s_k)||_1}{|N_S(s_i)|}
\]

\[
L_{reg}(S, T, \Theta) = \sum_{l=0}^{3} \alpha_l R^l(S^l, T^l, \Theta) \tag{8}
\]

Where \( |N_S(s_i)| \) is the number of points in the neighbourhood \( N_S(s_i) \).

The overall self-supervised loss is the weighted sum of these four losses with the scale factor \( \lambda_{reg}, \lambda_f, \lambda_{oc} \):

\[
L_{self} = L_{nch} + \lambda_{reg} L_{reg} + \lambda_f L_f + \lambda_{oc} L_{oc} \tag{9}
\]

### 6.2. Fully-supervised Loss

We use similar multi-level flow loss in Eq.5 with the ground truth scene flow for the supervised training. Due to our occlusion-weighted design in Sec 4.2, the model does not require explicit occlusion loss for the supervised learning since it can extract the occlusion information from the ground truth scene flow. Our supervised scene flow loss is formulated below:

\[
L_{sup}(S, T, \Theta) = \sum_{l=0}^{3} \alpha_l \sum_{s_i \in S^l} ||f_{gt}(s_i) - f(s_i)||_2 \tag{10}
\]

where \( f_{gt}(s_i) \) and \( f(s_i) \) are the ground truth and predicted scene flow from \( s_i \in S \) to \( T \).

### 7. Experiments

By following the experimental procedure as in [24, 32, 45], we first train our model on the occluded Flyingthings3D [26] dataset using the supervised and self-supervised training schemes (Sec. 7.1). Then, we evaluate the trained models from the two training schemes on the real LiDAR scans from the occluded KITTI scene flow 2015 [28, 29] with and without fine-tuning (Sec. 7.2). This kind of evaluation procedure is a common practice in the previous works since it is difficult to acquire scene flow from real data and the KITTI dataset is too small for the training. Notice that the two datasets we are using are pre-processed by [24], where the scene in both datasets contains occlusion up to some degree. The Flyingthings3D datasets contain 20000 pairs of point clouds in the training set and 2000 in the validation set. Each pair in the dataset contains two point clouds representing the sampled 3D synthetic scene at two different time frames, and the scene in this dataset is highly occluded. The KITTI dataset contains the LiDAR scans of the real scene with some occlusions, and it contains 150 pairs of point clouds. We provide more visualization results and explanations on the two datasets in the supplementary. In Sec. 7.3, we present several ablation experiments to validate our novel design in the model and our self-supervised losses. Finally, in Sec. 7.4, to show...
our model’s expressiveness, we compare our model with the previous work on the non-occluded datasets.

**Implementation details.** Our model uses the Feature Pyramid Network and Upsample layer proposed by [45] and uses the Warping layer as in [31]. Implementation details of our architecture can be found in the supplementary. We use $n_1 = n_2 = 8192$ points for each point cloud in the two datasets when performing all kinds of experiments. The weights $\{\alpha_0, \ldots, \alpha_3\}$ in the loss functions are $\{0.02, 0.04, 0.08, 0.16\}$. For the supervised training on Flyingthings3D, we use 2 GTX2080Ti GPU with a batch size of 8. We train it for 120 epochs with an initial learning rate of 0.001, and we reduce it with a decay rate of 0.85 after every 10 epochs. We further reduce the decay rate from 0.85 to 0.8 after 75 epochs. For the self-supervised training on Flyingthings3D, we use 8 GTX2080Ti GPU with a batch size of 24. In Eq. 9, we choose $\lambda_f = 0.6$ and $\lambda_{oc} = 1.0$. We set $\lambda_{reg} = 3.0$ in the first 50 epochs, and then we reduce it to 1.0 gradually from 50 to 70 epochs. We train the model for 150 epochs with an initial learning rate of 0.001 and a decay rate of 0.83 for every 10 epochs. In the first 30 epochs, we use Eq. 9 as the loss function. After 30 epochs, we exclude the synthetic flow loss and only use the rest of the 3 terms in Eq. 9 for the self-supervised training. The magnitude of the randomly generated translation ($f_{gt}(s_i)$) is 2 meters.

**Metrics.** We follow the same evaluation metrics as in [32, 24, 31] to evaluate the performance of the different models:

- $EPE_{full}(m)$: $\|f_{gt}(s_i) - f(s_i)\|_2$ averaged over all $p_i \in S$.
- $EPE(m)$: $\|f_{gt}(s_i) - f(s_i)\|_2$ averaged over all non-occluded $p_i \in S$.
- $ACC_{0.05}$: percentage of points whose $EPE < 0.05m$ or relative error $< 5\%$
- $ACC_{0.1}$: percentage of points whose $EPE < 0.1m$ or relative error $< 10\%$
- $Outlier$: percentage of points whose $EPE > 0.3m$ or relative error $> 10\%$

**7.1. Evaluation on Flyingthings3D**

We first train our model using the supervised (Sec. 6.2) and self-supervised (Sec. 6.1) frameworks on the training set of Flyingthings3D, then we test the corresponding models on the validation set. The results are reported in Table 1. We can see that our method has the best performance on all metrics. For fully-supervised training, we outperform [31] by 15.3% on $EPE_{full}$. Our self-supervised system outperforms [45] by 48% on $EPE_{full}$, which clearly shows the power of our self-supervised training schemes.

We want to emphasize that the reported numbers for the PointPWC-Net [45] and HPLFlowNet [12] in Table 1 are different from the one reported by their own paper, this is because we evaluate all the models in Table 1 on the occluded Flyingthings3D and occluded KITTI proposed by [24], while [45, 12] only evaluate on non-occluded version proposed by [12]. The evaluation results on the non-occluded version of datasets can be found in Table. 3.

For the occlusion estimation, our model achieves a 92.3% accuracy on the validation set of Flyingthings3D under the fully-supervised training scheme. When we train the model using our self-supervised losses, where the occlusion predictor is purely trained from the synthetic occlusion, we can still achieve a 90.9% accuracy. These results demonstrate the generalization ability of our model to unseen data with real occlusion under both the supervised and self-supervised frameworks. Visualizations are shown in Fig. 4.

**7.2. Evaluation on KITTI**

In this section, we first evaluate the supervised and self-supervised pretrained models from Flyingthings3D directly on all the 150 samples from KITTI without fine-tuning. Then, we perform the fine-tuning experiments on KITTI by using the pretrained weight from Flyingthings3D. We split the KITTI into 100 samples of the training set for the fine-tuning, 50 samples of the test set. The numbers are shown in Table 1. Since the KITTI does not provide the ground truth occlusion mask, we cannot evaluate the EPE on this dataset. Some visualizations are shown in Fig. 3.

**Generalization results.** The direct evaluation results are shown in the upper part of the KITTI section in Table 1. For both the supervised and self-supervised frameworks,
When we use the cross-correlation term $\text{CV}_{\text{cross}}()$ and we report their EPE on the validation set.

We train the model with the corresponding design on the Flyingthings3D to validate the novel design of our Cost Volume layer. We give much larger improvements in the performance. We can see that our supervised/self-supervised fine-tuning can give much larger improvements in the performance.

### 7.3. Ablation Study

In Table 2 (a), we perform several ablation experiments to validate the novel design of our Cost Volume layer. We train the model with the corresponding design on the Flyingthings3D, and we report their EPE on the validation set. When we use the cross-correlation term $\text{CV}_{\text{cross}}$ as our Cost Volume, we achieve a 0.1352 EPE. If we exclude the occluded regions in the $\text{CV}_{\text{cross}}$ by masking with the predicted occlusion $O(s_i)\cdot\text{CV}_{\text{cross}}(s_i)$ as in [31], we achieve a 8% improvement in EPE. In the last row, our occlusion weighted design in Eq.4 gives the best results.

In Table 2 (b), we test the performance of our model trained by different combinations of self-supervised losses and present the EPE$_{\text{full}}$ on the validation set of Flyingthings3D. Using the regular Chamfer loss and smoothness regularization, we get an EPE$_{\text{full}}$ of 0.4696. When we exclude the occluded regions in the Chamfer loss by using the predicted occlusion label learned from synthetic occlusion loss, the performance improves. When we add the synthetic flow loss, our occlusion learning can be more accurate, and so is the occlusion elimination in the non-occluded Chamfer loss. This design gives the best performance.

### 7.4. Evaluation on non-occluded datasets

Many of the previous works [12, 45] evaluated their methods only on the non-occluded version of Flyingthings3D and KITTI proposed by [12], where the occluded regions in the point clouds are removed during preprocessing, accordingly, we also evaluate 3D-OGFlow on these non-occluded datasets to show the robustness of our model. By following the same procedure as in [12, 45], we train all the models on the non-occluded Flyingthings3D in a fully-supervised manner and then directly evaluate them on non-occluded KITTI without any fine-tuning. The results are shown in Table 3, and we can see that we are also winning on these non-occluded datasets.

### 8. Conclusion

In this work, we present a neural network with a novel occlusion-aware correlation layer for the scene flow estimation on the point clouds. Our occlusion weighted Cost Volume layer can compute the correlation between the point clouds for both the occluded and non-occluded regions according to their properties. We conduct several ablations to validate our occlusion weighted design of the Cost Volume. As a side benefit, by only using the ground truth scene flow as the supervision, this design can also let us learn the occlusion in a self-supervised manner. We also propose a novel self-supervised training scheme to learn the scene flow for the occluded scene efficiently. We achieve state-of-the-art performance on multiple datasets for both the supervised and self-supervised training schemes.
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9. Supplementary

9.1. Details of the Architecture

The details of the Occlusion predictor are shown in the figure 6. The details of the Occlusion-weighted cost volume are shown in the figure 7. We set $d_{cv}$ in the cost volume layer to be $[32, 64, 128, 256]$ at pyramid level $l = 0, 1, 2, 3$. We set $d_{oc}$ in the occlusion predictor to be 64 at all pyramid levels. The numbers of the nearest neighbors we are using are $k_1 = 32$ and $k_2 = 64$. Notice that the beginning part (relative displacement/feature grouping) of these two layers have the same structure, so they are being shared in our implementation to reduce the running time. The details of the Residual flow predictor are shown in the figure 5. The predicted finer flow at each pyramid level $l$ is simply the element-wise addition of the residual and the upsampled flow from level $l + 1$. In our implementation, we set the length of the point cloud features $d$ to be $[64, 96, 192, 320]$ at pyramid level $l = 0, 1, 2, 3$.

9.2. More Visualization

In figure 8, we provide more visualization of the supervised training on the Flyingthings3D dataset. We first train our model using the supervised loss on the training set of the Flyingthings3D, and then we show the visualization of the predictions on the validation set. For better visualization of the predicted occlusion mask, we consider a point $s_i \in S$ to be occluded if its predicted occlusion probability is less than
0.5. A point is considered to be non-occluded if its occlusion probability is greater than or equal to 0.5. In figure 9, we provide more visualization of the self-supervised training on the Flyingthings3D dataset. As we can see, both the scene flow and occlusion label for the source point cloud can be learned accurately without any ground truth label by using our novel self-supervised learning scheme. In figure 10 and figure 11, we provide more visualization on the KITTI dataset. In figure 10, we first train our model on the Flyingthings3D using the supervised loss, and then we show the predictions on the KITTI. In figure 11, we first train our model on the Flyingthings3D using the self-supervised loss, and then we perform the self-supervised fine-tuning on the training set of KITTI, a sample from the test set is shown.
Figure 6: Occlusion predictor. The modules in purple represent the operation without any learnable parameters. The modules in yellow represent the operation with learnable parameters. The shape of the intermediate tensors is also provided. We first find the k-NN index \( N_{Tw}(s_i) \) in the warped target \( T_w \) for each \( s_i \in S \). Second, we gather the relative displacement \((t_j - s_i)\) and the target features \((g_j)\) using the k-NN index. We concatenate the upsampled occlusion mask, source features \( c_i \), relative displacement \( t_j - s_i \), and target features \( g_j \) along the feature dimension. By using the 1×1 convolutions, Max-pooling, and multilayer perceptron (MLP), we obtain the predicted finer occlusion mask. We also connect a Sigmoid activation layer at the end to ensure the output has values within the range \([0,1]\).
Figure 7: Occlusion-weighted cost volume layer. The modules in purple represent the operation without any learnable parameters. The modules in yellow represent the operation with learnable parameters. The shape of the intermediate tensors is also provided. We first find the k-NN index \( (N_{Tw}(s_i)) \) in the warped target \( T_w \) for each \( s_i \in S \). Then, we find the nearest local neighbors \( (N_S(s_i)) \) in the source for each \( s_i \). We gather the relative displacement \( (t_j - s_i) \) and the target features \( (g_j) \) using the k-NN index \( N_{Tw}(s_i) \), and then we concatenate these intermediate tensors along the feature dimension. We construct the matching cost between \( (s_i, t_j) \) using the \( 1 \times 1 \) convolutions. By using the Max-pooling as aggregation function, we obtain \( CV_{cross} \). By further applying a self-aggregation on the \( CV_{cross} \), we obtained the \( CV_{self} \). The final cost volume is simply the weighted sum of the two terms using the predicted occlusion as explained in the paper.
Figure 8: **Supervised visualization on Flyingthings3D.** We first train our model using the *supervised loss* on the training set of Flyingthings3D and then show the prediction on 3 samples from the validation set. In a), we plot the source (red) and target (blue) point clouds from the dataset on the same 3D space. In b) and c), we show the warped source point cloud (source+flow) according to the predicted/ground truth scene and the target point cloud. The red isolated regions in these two plots represent the occlusion in the source since they do not have corresponding blue target regions. In d) and e), we show the predicted and ground truth occlusion map of the source, where the non-occluded regions are colored by red and the occluded regions are colored by black.

Figure 9: **Self-supervised visualization on Flyingthings3D.** We train our model using the *Self-supervised losses* on the training set of Flyingthings3D and show the prediction on 2 samples from the validation set. In a), we plot the source (red) and target (blue) point clouds from the dataset on the same 3D space. In b) and c), we show the warped source point cloud (source+flow) according to the predicted/ground truth scene and the target point cloud. In d) and e), we show the predicted and ground truth occlusion map of the source, where the non-occluded regions are colored by red and the occluded regions are colored by black. As we can see, by using our novel self-supervised training scheme, both the scene flow and occlusion can be learned without any ground truth label.
**Figure 10:** Supervised visualization on KITTI. On the left, we plot the source (red) and target (blue) point clouds from the KITTI dataset on the same 3D space. On the right, we plot the warped source according to the predicted scene flow and the target point cloud. The predicted scene flow is obtained from the supervised pretrained model on Flyingthings3D without fine-tuning. The zoomed view for the marked regions is also provided. The better the alignment between the warped source and the target, the more accurate the estimated flow.

**Figure 11:** Self-supervised visualization on KITTI. On the left, we plot the source (red) and target (blue) point clouds of a sample from the test set of KITTI on the same 3D space. On the right, we plot the warped source according to the predicted scene flow and the target point cloud. The predicted scene flow is obtained from the self-supervised pretrained + self-supervised fine-tuned model as explained in the paper. The zoomed view for the marked regions is also provided. The better the alignment between the warped source and the target, the more accurate the estimated flow.