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Abstract—The low cost, simplicity, and ease of use of paper microfluidic devices have made them valuable medical diagnostics for applications from pregnancy testing to COVID-19 screening. Meanwhile, the increasing complexity of paper-based microfluidic devices is driving the need to produce new tools and methodologies that enable more robust biological diagnostics and potential therapeutic applications. A new design framework is being used to facilitate both research and fabrication of paper-based microfluidic biological devices to accelerate the investigative process and reduce material utilization and manpower. In this work we present a methodology for this framework to dynamically place and route microfluidic components in a nondiscrete design space where fluid volume usage, surface area utilization, and the timing required to perform specified biological assays are accounted for and optimized while also accelerating the development of potentially lifesaving new devices.

Index Terms—Continuous placement, paper microfluidics, placement and routing.

I. INTRODUCTION

THE THREAT of a global pandemic on the scale of tens of millions of people infected and deceased like the 1918 Spanish flu [1] or a strain of influenza like H1N1 [2] has been of concern for nearly 100 years. Additionally, viral and non-viral diseases, such as AIDS and tuberculosis also kill around 5 million people per year, 4.3 million die from respiratory infections, 2.9 million die from enteric infections, and 1 million die from malaria. The current COVID-19 pandemic has now underscored the need for rapid, inexpensive, and widely available medical diagnostics.

Although such diseases are a threat to everyone, populations of lower socioeconomic status—such as many third world countries—have an elevated risk of exposure and less diagnostic and therapeutic resources to treat such conditions [3]. Even in more prosperous countries there can be a potentially fatal gap in healthcare among those who have a dysfunctional political system, or predatory economic entities that have developed extensive governmental agency influence that can restrict needed resources from the general population. Meanwhile, efforts to identify and mitigate global threats of diseases [4], [5] are continually being developed and deployed wherever resources are limited and needs are greatest.

Low-cost and easy-to-use diagnostic technologies have the potential to positively impact healthcare outcomes in critical situations, and many researchers look to microfluidic technologies for its potential to achieve that impact. Microfluidic devices can reduce costs of materials through reducing their size in construction as well as lowering the volumes of reagents and fluids needed for testing. Moreover, they have the potential to enable doctors and researchers to perform diagnostic and treatments while in the field and reducing the need for time-consuming formal laboratory work as well as cutting the time to treatment and recovery of patients.

In 2004, the WORLD HEALTH ORGANIZATION (WHO) specified the seven ASSURED criteria that it determines to be essential for point-of-care diagnostics in resource-limited settings [3] (Fig. 1). Paper Microfluidic Devices may come the closest to satisfying these criteria; they are versatile, inexpensive to produce, and easy to use. These advantages are why paper microfluidic devices are currently being used to detect COVID-19 antibodies in blood to determine if a patient was previously infected by the novel coronavirus SARS-CoV-2 [6].

A. Contribution

This article introduces a design framework for paper microfluidic devices that will facilitate both research on design automation and subsequent fabrication studies. Similar to semiconductors, paper microfluidic devices feature components (akin to standard cells or IP blocks) connected by fluid transport channels (akin to wires). Placement and routing
problems clearly exist, although at present, design rules have not been standardized, formal problem descriptions are lacking, and no heuristics have been published to date. The physical design of a paper microfluidic device must account for the underlying physics of passive fluid transport (e.g., wicking) [7], [8] and the physical properties of the paper substrate [9]. Lack of standardization suggests that design constraints akin to standard cells for paper microfluidic devices are unlikely to emerge in the foreseeable future.

B. Technology Overview

The vast majority of papers published on design automation for microfluidics over the past 15–20 years have targeted two specific microfluidic technologies: 1) electrowetting on dielectric (EWoD—often called “Digital Microfluidics”) [10] and 2) channel-based microfluidics featuring integrated microvalves which are controlled via external solenoid valves [11]. From the technological perspective, paper is fundamentally different.

Fig. 2 depicts fluid transport and mixing in these three technologies. In paper microfluidics [Fig. 2(a)] liquid expands in a radial pattern from the application point, in accordance with the theory of capillary action; the underlying physics is no different than using a commodity paper towel to mop up a fluid spill. Transport and routing of fluids within the paper is handled through various printed hydrophobic barriers, such as wax-based inks [12]–[15]. The wax barrier impedes radial flow, but there is no external source beyond the substrate itself which pumps the fluid. This is significantly different than either the actuation mechanisms employed in other popular microfluidic technologies or the transport of electrical current in semiconductors, as the forces that are applied to fluids (or electrical currents) in the aforementioned technologies are inherently directional. In electrowetting microfluidics [Fig. 2(b)], the hydrophobic surface coupled with the pattern of electrodes that are actuated by an externally supplied voltage controls the direction of wetting (transport). In channel-based microfluidics [Fig. 2(c)], an external syringe pump creates a force which becomes directional due to channel geometry; the same is true of peristaltic pumping, which is internal to the chip, but is controlled by external solenoid valves.

The geometry of a paper microfluidic device determines the volume of the liquids and reagents that are required to successfully complete an assay. The time required for fluid to travel through a (portion of) the substrate can be constrained by both upper and lower bounds, depending on the assay: the upper bound may be due to evaporation, the rate of chemical interactions, and ultimately the amount of time that a person may be willing to wait for results or possible sample spoilage, while the lower bound is typically determined by the minimum time for chemical processes to complete. Further, the materials used in the device (substrates, inks, fluids, reagents, etc.) need to be limited to avoid waste in order to maintain low cost while still delivering efficient, effective, and accurate results.

C. Related Work

Many channel-based continuous fluid flow microfluidic systems have a linear layout in which fluid enters on one side of the chip and travels, under a pressurized flow, to the opposite side [16], [17]; in turn, many physical design algorithms targeting these technologies are based on a similar assumption [18]–[20]. We argue that physical design algorithms for paper microfluidics should work with, rather than against, the natural radial flow of fluid in a porous medium; conversely, linear layouts, while simple to generate, are poor choices for paper microfluidic devices; we confirm this argument experimentally.

Both pressure-driven flow through channels and capillary-force-driven flow through paper are convective flows. In the absence of any external force, such as gravity, fluid will flow equally in all directions (i.e., in a spherical direction in 3-D or a radial direction in 2-D). Channel barriers, which can be realized for paper microfluidic devices via wax printing, may constrain the otherwise uninhibited travel of fluid, but also introduce additional resistance to fluid flow [21]. Furthermore, evaporation, surface tension, and backpressure [22] place limits on the distance fluid can travel in a paper substrate.

Fig. 3 provides empirical evidence that linear layouts, i.e., those that might be generated by the algorithms described in [18]–[20] appropriately adapted for paper microfluidics, do not generate workable devices. We fabricated two linear paper microfluidic devices, as depicted in the top portion of Fig. 3.

Both devices are simple branching routes where fluid is delivered to a large source reservoir so that it will flow toward
In one of the two devices, the branches lie at a 90° angle from the main artery to divert the fluid to 24 sinks. Additionally, our approach to channel route employs probes, which impose any constraints comparable to radial graph drawing. However, our approach can still handle more complex graphs than radial graph drawing [34], in which the vertices of a graph are drawn on concentric circles. We have observed that the layouts produced by our algorithms for tree-shaped netlists do not resemble radial trees, but instead share some principle similarities to H-trees [30], which were used in early multiprocessor interconnection networks [31] as well as VLSI clock tree routing [32], [33].

The radial layout method presented here takes inspiration from the field of graph drawing. A radial tree (also called a radial map) draws a rooted tree by placing the root at the center of a circle and expanding the tree such that the levels are drawn on concentric circles [27]–[29]. We have observed that the layouts produced by our algorithms for tree-shaped netlists do not resemble radial trees, but instead shares some principle similarities to H-trees [30], which were used in early multiprocessor interconnection networks [31] as well as VLSI clock tree routing [32], [33]. Radial tree drawing generalizes to radial graph drawing [34], in which the vertices of a graph are drawn on a set of concentric circles; while our approach can place and route a netlist corresponding to any graph, we do not impose any constraints comparable to radial graph drawing. Additionally, our approach to channel route employs probes, with less fluid, less paper area, and in less time than the two linear devices shown at the top of the figure.

The two devices shown on the bottom of Fig. 3 are smaller and have shorter channel lengths than the two shown on the top. As a matter of principle, similar device geometries could be laid out by appropriately adapting optimal or near-optimal physical design algorithms for continuous flow microfluidic chips that optimize these metrics [23]–[26]. Fig. 4 illustrates one key difference between these algorithms and the approach presented here: existing physical design algorithms abstract away each component with a rectangular bounding box, and impose physical layout constraints that bounding boxes cannot overlap, and that fluid channels cannot intersect bounding boxes unless they connect directly to an I/O port of the corresponding component. In contrast, the physical layout algorithm presented here detects component overlap based on component geometry, which is more accurate than the conservative bounding-box approach. As shown in Fig. 4 this yields tighter layouts and shorter routing channels.

The radial layout method presented here takes inspiration from the field of graph drawing. A radial tree (also called a radial map) draws a rooted tree by placing the root at the center of a circle and expanding the tree such that the levels are drawn on concentric circles [27]–[29]. We have observed that the layouts produced by our algorithms for tree-shaped netlists do not resemble radial trees, but instead shares some principle similarities to H-trees [30], which were used in early multiprocessor interconnection networks [31] as well as VLSI clock tree routing [32], [33]. Radial tree drawing generalizes to radial graph drawing [34], in which the vertices of a graph are drawn on a set of concentric circles; while our approach can place and route a netlist corresponding to any graph, we do not impose any constraints comparable to radial graph drawing. Additionally, our approach to channel route employs probes,
taking inspiration from grid-based maze routers developed in the late 1960s [35], [36].

II. BACKGROUND

A. Design Automation Challenges

In principle, automated design of paper microfluidic devices—and the individual components that are used to construct them—takes inspiration from semiconductor design automation; however, there are also many important differences. Along with the aforementioned physical limitations of passive-flow fluid delivery, Paper microfluidic device design automation must account for nondiscrete and nonlinear geometries. Components can be located anywhere within the device, unlike traditional circuit placement which is restricted by grid-oriented standard cells. Components may have nonpolygonal geometries, such as Bézier curves (Fig. 6) which complicates the validation of placement legality. Moreover, components may consume 2-D space across multiple device layers, while fluid transport, in many cases, crosses substrate boundaries. Thus, straightforward adaptations of existing semiconductor physical design algorithms are inappropriate for paper microfluidic devices, and design tools and methodologies to address these challenges are needed.

B. Paper Microfluidic Design Practice

Paper microfluidic devices are presently designed by hand using software, such as AutoCAD or Adobe Illustrator. Each design is essentially a “hard-coded” device (analogous to an application-specific integrated circuit). During the development phase, the designer must create multiple device variations to compare performance and accuracy and to ensure that the device remains usable under varying environmental conditions. Under the current paradigm, each variation must be designed by hand, which is time consuming, labor intensive, and prone to inaccuracy. These issues also limit the complexity of the biochemical reactions for which a realistic paper microfluidic device can be designed.

III. DESIGN AUTOMATION FRAMEWORK

This article utilizes a design framework [37] that paper microfluidic device developers can use to prototype, dynamically generate, and test new designs (Fig. 5); at the time of publication, this framework did not feature algorithms for automatic placement and routing, we introduce, for this first time, here. The framework provides the capability to reliably reproduce devices streamlined for in-situ fabrication. Moreover, the framework is designed to integrate with tools to test and analyze each design in order to enable automated or semi-automated paper microfluidic device design space exploration in the future. Different device variations may be designed to account for the effects of environmental conditions, impact on physical substrates, and dynamic fluid conditions, providing the designer with a greater understanding of how these physical factors influence accuracy under test.

The framework includes a library of paper microfluidic device components, which are reusable objects that can be rapidly assembled into netlists to form new diagnostic devices. Components are abstract elements that must reside in one and only one device, but may connect to multiple devices. A component definition may include functionality in terms of fluidic actions and abstract dynamics, such as mixing, transport, timing, etc. Each component $c = \langle \rho_1, \rho_2, \ldots, \rho_n \rangle$ is physically defined by one or more geometric primitives. A primitive $\rho_i$ is constructed from one or more paths $P_i$, each of which using one or more Bézier curves (Fig. 6). Bézier curves are parametric arcs defined with start and end points and “handle” points that constrain the curve. The curves may have 2–5 critical points: 1) the start; 2) the end; 3) local maximum; 4) local minimum; and 5) an inflection point where the curve can change from concave to convex. The placement phase of our algorithm processes the critical points, as opposed to enumerating all sides, angles, and curves, in order to measure how close objects are placed to one another and to determine whether or not overlap occurs.

A device $D = \langle c_1, c_2, \ldots, c_n \rangle$ consists of at least one component, and encapsulates the desired actions and parameters needed to characterize its behavior. To create a device, individual components may be scaled or rotated as needed. Large...
TABLE I

| Variables Used in the Algorithms |
|----------------------------------|
| c                  | Component to be placed |
| cf                 | The cost factor of Component c placed in relation to one or more previously-placed Devices D |
| Chs                | A set of Channel Components |
| ch                 | A Channel Component |
| D                  | A Device that contains one or more Components that have been been placed and possibly routed |
| Δδ                 | The set of minima and maxima for each dimension |
| I                  | A set of intersections |
| L                  | A Layout containing one or more fully laid-out Devices |
| N                  | The netlist: a set of Components to be placed ordered as collections of sources to sinks |
| O                  | The path that serves as an outline to a Device or Component |
| p                  | A point (x,y) |
| P                  | A Path object consisting of one or more Segments s |
| PD                 | A sub-path of the outline of D which consists of all its critical points and the angle about the center each are located |
| Pc                 | Similar to P, but for a component c |
| Page               | Contains the finished Layout L along with information about substrate properties |
| Φ                  | Port variable that describes the input (x_i, y_i) and output locations (x_o, y_o) between Components and/or Devices |
| Q_P               | A priority queue consisting of the x, y coordinates and rotation θ of Component c to be placed that is sorted on cost factor cf |
| θ                   | A Segment object defined by a Bézier curve |
| Θ                   | The aperture (θ_s, θ_e) of exposure between a component c that is the starting angle θ_s and the ending angle θ_e about its center point |
| θ_s, θ_e           | The start and stop angles of an object that defines an arc angle α the starting value |
| α                   | The ending value |

IV. PHYSICAL DESIGN ALGORITHM

Our approach to paper microfluidic physical design is to work radially outward from source fluid reservoirs to sink reservoirs while seeking to maintain the minimum distance that fluid must travel. Components are placed one-at-a-time. Potential locations for each new component are enumerated by a 360° sweep, motivated by the way that a radar screen displays information. At each potential location, the component may also be rotated 360° to best fit the component into the subset of the device layout that has been generated thus far.

In this manner, a listing of potential placement locations is sorted by how closely they abut the existing layout, while minimizing any desired parameters, such as shortest critical path, fluid volume, time to complete, etc., as secondary criteria. A route is computed for each potential location, based on the premise that the closest positions are likely to have the shortest routes, although no such claim can be guaranteed in the general case. If a suitable route is found, the component is permanently placed and connected to the layout. The algorithm terminates preemptively if all other candidate placement locations are not routable; it terminates successfully when successful placement locations are found for all components.

Algorithm 1 RADAR Place and Route Algorithm

1: function RADAR(N)
2:     D ← new Device()
3:     L ← new Layout(D)
4:     while c ← N.pop()
5:         Q_P ← RADARPLACE(D ∈ L, c)
6:         if Q_P.empty() then
7:             return L
8:         else
9:             while !Q_P.empty() do
10:                c.(x, y, r) ← Q_P.pop()
11:                if !RADARROUTE(D, c) then
12:                    return L
13:            end
14:        end
15:        MERGE(L, c, Chs)
16:        L.center ← Page.center
17:     if L.w > Page.width || L.h > Page.height then
18:         return L
19: end

Fig. 7. RADAR algorithm generates a layout of one or more devices constructed from a netlist of components. Components are selected one-by-one for placement; after each component is placed, it is connected to the existing layout by channels that route fluid throughout the layout.
A. Radar Algorithm

The RADAR algorithm (Algorithm 1, Fig. 7) takes as input a netlist of components and, optionally, a buffer value, which is the minimum allowable distance between components after placement. At the onset of the algorithm, the layout $L$ is initialized with the environmental parameters determined by the user and an empty device to be constructed from the netlist. Table I lists and briefly describes all variables and data structures used.

The algorithm does not concern itself with the viability or the nature of the component during placement, but does check for whether or not the component is a source, sink, or internal, to determine whether or not routing needs to be performed. A source is a component with no input channels, and a sink is a component with no output channels; the netlist can have any number of source and sinks.

At the start of each pass, the next component $c \in N$ is popped from the netlist and attempted to be placed and routed. A priority queue $Q_c$ (Table I) is initialized to hold the set of potential locations and orientations for $c$ that RADARPLACE will attempt to generate when called. $Q_c$ is ordered by increasing cost factor, a value calculated for each candidate position that is calculated using a user-defined method. The default approach is to only consider total surface area or fluid volume but more complex methods can be considered, depending on the user’s choice of optimization criteria. Should the list be empty, no suitable placement was found and the algorithm terminates. Otherwise, $c$ is set to the calculated values of each candidate placement in $Q_c$, until either a valid routing for $c$ is discovered, or $Q_c$ is emptied, resulting in a failed routing. The final placement and route of each component is then merged into $L$ using the MERGE function for the next pass. The device layout is then centered in the page layout and evaluated to determine if extending beyond the page dimensions and returned if exceeded with an error. If failure occurs at any point (Fig. 13), or $N$ is emptied and the algorithm completed, the finished or currently constructed layout $L$ is returned and flagged with any appropriate errors.

B. RadarPlace Algorithm

RADARPLACE (Algorithm 2) generates an ordered positional and orientation queue $Q_p$ for evaluation of potential placements for component $c$ in layout $L$ sorted on COSTFUNCTION results. The sets $P_D$ and $P_c$ contain tuples of critical points of the Bézier paths for $D \in L$ and $c$, respectively. The aperture $\Theta(\theta_a, \theta_o)$ is defined to be the start and end angles to be checked for either $D$ or $c$ and is initialized to a full $360^\circ$ sweep. $P_D$ obtains the results of scanning $D$ performing a full sweep of its border using an algorithm called CURVESCAN (Algorithm 3 and Section IV-B1). CURVESCAN returns the set of critical points that will be compared against during the for loop spanning lines 7–25 of Algorithm 2 and depicted in Fig. 8.

1) CurveScan: The CURVESCAN algorithm (Algorithm 3) generates a subcurve comprising a set of points contained in a Bézier path $O$ bounded radially by a start/ending angle $\Theta$, and returns the subpath outline of the object bounded by those angles for analysis, as illustrated in Fig. 11. Each segment $s$ within the subpath is examined to determine if it falls within the aperture $\Theta$, which is defined as the angle formed between the edges that are reachable from the source object to destination object, similar to the visible face of the moon.
when viewed from earth. If so, the curve and any connecting curves are added to subpath $P$ if not already present in $P$. 

**2) Placing Components:** At the start of each iteration (line 7 of Algorithm 2), $c$ is initialized so that it is placed such that the center point of $c$ is set to the same coordinates as critical point $p_i$ to initialize the location of $c$ to have some overlap with the already placed items in $L$. The COLLIDE function computes the amount of overlap between $c$ and $D$. If the amount of overlap is nonzero, then this information is used to move $c$ to eliminate overlap currently in $L$. For example, should COLLIDE return $(15.0, -5.0)$, $c$ would be moved 15 units to the right along the $x$-axis, and 5 units down the $y$-axis.

Depending on whether $c$ is connected to the current layout or not—meaning a new source—the algorithm then calculates the aperture of points to be considered from $D$ and $c$ when calculating the distance between each candidate location to place $c$ to the closest nonoverlapping object in $L$. If $c$ has no ports to connect (Fig. 9), all points of $c$ are compared against all points of all devices in $L$. The base case assumes $c$ is connected and therefore retrieves the middle connecting port pair(s) from $D$ and $c$ based on their indexed location in an internal ports array in $c$. Port specification is determined by the user prior to algorithm execution and therefore the order of indexing is fixed. The component $c$ is rotated to align the source in $D$ to the sink in $c$ for the purpose of minimizing channel crossing in the routing phase, as shown in Fig. 10. By aligning the middle ports, the most direct ports would be connected initially and then connected to each side in turn. In each case, VIEWWINDOW (Algorithm 4) is called to obtain the rotational angle of arc aperture (Table I) for both $D$ and $c$ and is assigned to $\Theta$ for passing into CURVESCAN (Algorithm 3).
Algorithm 4 \textsc{ViewWindow} Algorithm

1: \textbf{function} \textsc{ViewWindow}(c_σ, c_T) 
2: \hspace{1em} Θ.(α, ω) ← (0, 0) 
3: \hspace{1em} θ_0 ← \textsc{GetAngle}(c_σ.(x, y), c_T.(x, y)) 
4: \hspace{1em} θ_b ← θ_0 + 90° 
5: \hspace{1em} θ_p ← θ_0 - 90° 
6: \hspace{1em} p_σ.(x_1, y_1) ← \textsc{Intersect}(c_σ, θ_0) 
7: \hspace{1em} p_T.(x_1, y_1) ← \textsc{Intersect}(c_T, θ_0) 
8: \hspace{1em} Θ.(α, ω) ← \textsc{GetAngle}(p_σ.(x_1, y_1), p_T.(x_1, y_1)) 
9: \hspace{1em} p_σ.(x_2, y_2) ← \textsc{Intersect}(c_σ, θ_p) 
10: \hspace{1em} p_T.(x_2, y_2) ← \textsc{Intersect}(c_T, θ_p) 
11: \hspace{1em} Θ.(α, ω) ← \textsc{GetAngle}(p_σ.(x_2, y_2), p_T.(x_2, y_2)) 
12: \textbf{return} Θ

Fig. 12. \textsc{ViewWindow} identifies the profiles of the devices \(D\) in layout \(L\) that would face component \(c\) when drawing lines from the outer extrema of each device. This determines the portion of the objects’ profiles that need to be considered when calculating the closeness of the objects to one another. Devices and components do not have to be connected to anything currently in the layout.

\textsc{Curvescan} then returns the points \(P_c\) on \(c\) that are to be considered in the inner for loop.

3) Determining Aperture With \textsc{ViewWindow}: It is necessary to calculate the viewing aperture from the bounds of one component to the bounds of another component determined from their respective centers as shown in Fig. 12. \textsc{ViewWindow} takes in two objects—devices or components—and begins by identifying the angle \(θ_0\) between their centers \(c_σ.(x, y)\) and \(c_T.(x, y)\). \(θ_b\) and \(θ_p\) are the perpendicular angles to that angle which are used to find the outermost intersections points to find the start and end points \(p_σ.(x, y)\) and \(p_T.(x, y)\) of the profile on each component. The angle formed between those points for each component \(Θ.(α, ω)\) and \(Θ.(α, ω)\) is then returned in the aperture \(Θ\).

4) Comparing Critical Points: For each point pair, \(c\) is rotated to align \(p_1\) and \(p_l\) and their centers of rotation (Fig. 8). The rotation angle is the difference between the angles formed from the line connecting the centers of the place devices in \(L\) and \(c\), as well as the line connecting \(p_1\) and the center of \(c\). \(c\) is then moved so that its center point is equal to the current critical point \(p\), which ensures that overlap will occur. Next, \(c\) is shifted by the amount of overlap to a location expected to be outside the bounds of all devices in \(L\). Should the new location also result in an overlap as shown in Fig. 13, then the location is discarded and the loop continues. If there is no overlap, the location, orientation, and cost factor of the location is added to the priority queue. Once all desired points have been evaluated, \(Q_p\) is returned.

5) Evaluating the Cost of Potential Locations: The placement phase of the algorithm requires a method of determining what is “best” when identifying potential placements for components. The \textsc{Cost} function in Algorithm 2 is an abstracted method call that returns a numeric value which determines its rank in the priority queue which sorts the candidate placements by that rank. Paper microfluidic devices have several mitigating factors that affect performance of the fluid in the substrate and depending on the specific application the end user is targeting, the relative importance of each of these factors may alter what constitutes an optimal and/or effective device. Several mathematical models exist [38] that characterize various physical properties that an end user may want to employ in determining a cost factor for a component location. The Lucas-Washburn model (1) applies to 1-D flow and calculates length of travel of a fluid over a particular time—which is useful when seeking a method to minimize channel lengths

\[
l = k \sqrt{\frac{\sigma}{\mu}} t
\]

where “\(k\) is a proportional constant, \(\sigma\) the surface tension and \(\mu\) the viscosity of liquid, and \(t\) time. The proportional constant \(k\) depends on the material properties of the porous medium including the pore diameter, contact angle between the liquid and porous medium, and tortuosity of the porous medium.” Reference [39] alternatively, another useful model [7] that accounts for capillary action and the fluid interaction with channel boundaries might be

\[
l(t) = \alpha \left(1 + \beta \frac{d}{\phi \frac{W}{\cos \theta}} \frac{h}{\cos \theta} \right) \frac{\sigma}{\mu} t
\]

where \(α\) is an empirical co-efficient based on experimental results, \(β\) is a correction co-efficient, \(W\) is the channel width, \(θ_b\) is the contact angle with the barriers, \(θ\) is the contact angle with the substrate, \(φ\) represents the porosity value of
the substrate, $\sigma$ the vapor-liquid interfacial tension, and $d$ the diameter of the capillary tubes in the medium. The dynamics of modeling and optimizing cost factors in a paper microfluidic setting can greatly increase the algorithmic complexity and computational overhead. While, the cost functions can be determined by the paper microfluidic device designer based on the desired metrics for optimization, the default approach, which is presented here, utilizes the paper area, and, by extension fluid volume, as the primary objective. Specifically, our approach tries to minimize the distance between placed components, and calculates how close they are to one another, as discussed in the following section.

6) Quantifying “Closeness” With the Snugness Factor: The concept of snugness when evaluating relative placement of components is defined as the minimal amount of space between 2 objects. The H OWSNUG algorithm Algorithm 5 takes in two Bézier paths and calculates the area between them which represents the concept of snugness between components. Using the components passed in, VIEWWINDOW is called to determine the aperture of exposure between the components which is then passed into CURVE SCAN which returns the subpath from the outline of each component which forms the paths where the area between is calculated.

Fig. 14 illustrates computation of the snugness factor. The first step is to generate the smallest bounding box that contains both curves. The start and end points of both subcurves $P_D$ and $P_c$ are compared to find the maximum and minimum points of the bounding box and the Box.area is calculated using these points. Second, the orientation of the curves is determined; if the orientation is vertical, the bounding box and curves are rotated 90°. Third, the area under both curves, while within the bounding box, is calculated using a standard polygon decomposition method [40]; let $P_D$.area and $P_c$.area denote these areas. Then the snugness factor is computed as $\text{Box.area} - \text{P}_D\text{.area} - \text{P}_c\text{.area}$.

7) MinMaxDelta: Designers of real-world paper microfluidic devices often need to minimize some values while maximizing others. For example, consider a home pregnancy test, probably the most common example of paper microfluidics. These tests consist of a strip of paper; urine is applied to one end, and capillary action transports the urine past two or more test lines to an absorbent pad on the other end of the strip. The test lines change color when exposed to human chorionic gonadotropin (HCG), a protein present in the urine of pregnant women. It is advantageous to maximize the amount of urine that passes through the test lines, because more urine means more HCG detected (and therefore a more-pronounced color change and an easier-to-read test result). Designers accomplish this by maximizing the size of the absorbent pad, which functions as a pump to drive urine flow past the test lines. It is also advantageous to minimize the run time of the assay (the amount of time spent flowing urine past the lines). Simultaneously, it is advantageous to minimize the size of the paper strip, since it only serves to conduct urine through the test lines, and minimizing overall device size reduces costs associated with device fabrication, packaging, and shipping.

The function MINMAXDELTA supports maximization and minimization optimizations like these. The function computes a running tally of the minimum and maximum differences in value for each dimension among a set of dimensions passed in as a parameter. It returns the appropriate minimum or maximum value in either the positive or negative directions along each dimension. For example, assume we have a running tally of surface area (that we want to minimize) and runtime (that we want to maximize) $S_\Delta = \{10.0\text{min}, 15\text{max}\}$. The algorithm has determined there is a potential placement with a value of $T_\Delta = \{9.0\text{min}, 10\text{max}\}$ and when fed into MINMAXDELTA the resulting values are $S_\Delta = \{9.0\text{min}, 15\text{max}\}$. Alternatively if $T_\Delta = \{21\text{min}, 10\text{max}\}$, then $S_\Delta$ would not change; or if $T_\Delta = \{5\text{min}, 20\text{max}\}$ then we would have $S_\Delta = \{5\text{min}, 20\text{max}\}$.

C. Radar Route

RADARROUTE (Algorithm 6) is invoked when a candidate location has been identified for a component $c$ and at least one of $c$’s ports has been matched with corresponding port on the device $D$ in the current layout $L$. RADARROUTE attempts to route one or more channels to deliver fluid from $D$ to $c$. The number of port pairs between $c$ and $D$ determines the number of routes required.

The algorithm initializes sets to hold Channels $Chs$ constructed during the algorithm and the intersections of the

---

**Algorithm 5 H OWSNUG Algorithm**

1: function H OWSNUG$(D, c)$
2: $\Theta \leftarrow$ VIEWWINDOW$(D, c)$
3: $P_D \leftarrow$ CURVE SCAN$(D, \Theta)$
4: $P_c \leftarrow$ CURVE SCAN$(c, \Theta)$
5: $(x_2, y_2) = \text{MAX}(P_D.p_1, P_D.p_n, P_c.p_1, P_c.p_n)$
6: $(x_1, y_1) = \text{MIN}(P_D.p_1, P_D.p_n, P_c.p_1, P_c.p_n)$
7: Box.area = $(x_2 - x_1) \times (y_2 - y_1)$
8: $P_D$.area $\leftarrow$ BÀLZIERAREA$(P_D, \text{box}(x_1, y_1))$
9: $P_c$.area $\leftarrow$ BÀLZIERAREA$(P_c, \text{box}(x_2, y_2))$
10: SnugFactor $\leftarrow$ (Box.area $-$ $P_D$.area $-$ $P_c$.area)
11: return SnugFactor
Algorithm 6 RADAR Route Algorithm

1: function RADARROUTE(D, c)
2:   Chs ← ∅, I ← ∅
3:   buffer ← channel.width/2
4:   odd ← 1
5:   midpoint ← c.inputs.size/2
6:   i, j ← midpoint
7:   (odd) ? j ← i : j ← i + 1
8:   while i >= 0 || j < c.inputs.size
9:      pD_i(x, y) ← D.Φ_i(x, y)
10:     pD_j(x, y) ← D.Φ_j(x, y)
11:     pC_i(x, y) ← c.Φ_i(x, y)
12:     pC_j(x, y) ← c.Φ_j(x, y)
13:     probe_i ← new Path(pD_i(x, y), pC_i(x, y))
14:     probe_j ← new Path(pD_j(x, y), pC_j(x, y))
15:   for each probe_i,j
16:      if I ← INTERSECT(c, probe)
17:         probe.addNode(I.node_a)
18:         probe.addNode(I.node_b)
19:         curve ← GETSUBCURVE(c, I)
20:         precurve ← GETSUBCURVE(probe, I_a)
21:         for each node ∈ curve
22:            probe.addNode(node)
23:            MOVE(probe.node, buffer)
24:         if INTERSECT(curve, precurve)
25:            return Chs
26:      if HOWSNUGLONG(D, c) < channel.width
27:         c.moveby(channel.width)
28:         if odd && i == midpoint
29:            if probe.length < probe.length
30:               Chs.add(new Channel(probe_i))
31:            else
32:               Chs.add(new Channel(probe_j))
33:            j ← i
34:         else
35:            Chs.add(new Channel(probe_i))
36:            Chs.add(new Channel(probe_j))
37:            MERGE(c.outline, Chs)
38:         i ← i - 1
39:         j ← j + 1
40:   return Chs

probes I (line 2). The buffer value is set to 1/2 the resultant width of the channel to be constructed (line 3). In line 4, the number of port pairs is determined to be odd or even and then the middle index value of the port pairs is chosen (line 5) and is used as the initial iterative values for i and j (line 6). Finally, if the port pair count is even, j is incremented to the next port pair index value (line 7). The example in Fig. 15 shows three port pairs {Φ1, Φ2, Φ3} to be connected by three channels. The port pairs are ordered for routing from the middle toward the two perimeter of the device. As shown in Fig. 16, the routing order is {Φ2, Φ1, Φ3}.

While there are channels to be routed, the algorithm pulls the port coordinates pairs (Fig. 15: {Φ1, Φ2, Φ3}) that will serve as the abstraction that will attempt to connect the two locations on D and c (lines 9–12). A Bézier path for each connection is instantiated to serve as the “probe” connecting the source and sink locations (lines 13 and 14). If the probe intersects with c (Fig. 16) (line 16), the intersection points are added to a set along with the points that make up the subcurve of c between them (lines 17–19). The precurve (line 20) is subcurve of the start of the probe to the point where it intersects c and is used to determine if the probe intersects with itself.

The points in the set curve are then each evaluated by creating a new node in the probe (line 22) corresponding to the
Fig. 18. Routed probe is adjusted to an offset equal to half of the width of the channel being routed, plus any desired buffer distance between barriers of distinct channels. This routes the channel to connect port pair \( \Phi_3 \). Port pair \( \Phi_1 \) is also routed trivially.

Fig. 19. Example of a probe failure. In this case, in attempting to connect port pair \( \Phi_4 \), the probe loops back and collides with itself indicating the probe is trapped by already placed components.

Fig. 20. Example of a routing failure. In this case, it is not possible to find a route that connects port pair \( \Phi_3 \) that does not cross the routes for at least one of port pairs \( \Phi_1 \) and \( \Phi_2 \).

Fig. 21. Successfully routed layout. The newly introduced component and routed channels are integrated into the device. The algorithm is ready to place-and-route the next component.

Fig. 22. Three test cases were developed to evaluate the quality of layouts produced by DICE [18] (left column) versus RADAR (right column): (a) and (b) depict the Chain test that connects each source to the next sink sequentially; (c) and (d) shows the Orbit layout where several sinks are connected to a central source; and (e) and (f) Tree structure where each component is connected to two sinks.

Once the probe is generated, a Channel component is instantiated for the probe and merged (line 37) into \( c \) using standard Bézier intersection and merging algorithms [41] where it will become part of the outline for the next probes to avoid. If the probe cannot be deflected around a routed channel, the routing fails and what was successfully routed is returned along with an error (Fig. 20). The iterating values of \( i \) and \( j \) are incremented (lines 38 and 39) and the next pairs are evaluate if the...
ports are all successfully routed, then \( \text{Chs} \) is returned without error (Fig. 21, line 40).

V. EXPERIMENTAL RESULTS

A. Methodology

As the microfluidic space is nondiscrete, the DICE [18] algorithm was chosen as an appropriate benchmark to compare the RADAR approach. Although DICE is built to a grid, the units are based on the physical dimensions of the components with a user-specified buffer between them. Components are placed down and to the right of placed components yielding a diagonal placement that allows for routing to be performed in a mostly linear fashion. Once routed, the layout is then rotated 45° to reduce it is footprint for fabrication.

Testing harnesses were built to generate tests for area utilization. Three test cases were developed for comparing DICE [Fig. 22(a), (c), and (e)] and RADAR [Fig. 22(b), (d), and (f)]: a “chain” of components [Fig. 22(a) and (b)] that are directly connected one time from source to sink for each component, an “orbital” approach [Fig. 25(c) and (d)] where a single source is connected to any number of sinks surrounding it, and a “tree” [Fig. 26(e) and (f)] where each component is connected to 2 sinks. All tests utilize a directed acyclic graph for maintaining connections thus protecting against loops, however both DICE and RADAR can handle cycles without indefinite loops. Several sets of component counts were chosen as initial tests to illustrate potential trends due to layout growth.

Each layout was then output onto LabNerd paper stock, reheated to sublimate the wax ink into the paper, and a PCR backing tape applied to isolate the layout from the work surface. Filtered water with several drops of green food coloring was pipetted into the source region of each layout. Initially 40 \( \mu \text{L} \) of fluid was delivered with additional fluid delivered in 20 \( \mu \text{L} \) steps if the device showed signs of drying out until the fluid movement reached all sinks in the layout, or the fluid ceased to travel any further due to the leading edge drying out forming a barrier to additional flow.

B. Algorithm Results

Results are plotted such that the vertical axis plots area usage measured in \( \text{mm}^2 \) on a logarithmic scale (Fig. 23). The horizontal axis shows the individual test results with the first letter being the algorithm (D)ICE or (R)adar; the second letter the test performed: (C)hain, (O)rbit, or (T)ree; and lastly, the number of components placed and routed.

In each test and for nearly every metric, RADAR outperformed DICE in area utilization. In terms of fluid area,
TABLE II
RUNTIMES FOR EACH DICE AND RADAR FOR EACH LAYOUT TEST, ALONG WITH THE NUMBER OF COMPONENTS PLACED AND ROUTED. Δ INDICATES THE DIFFERENCE IN RUNTIME. RADAR WAS SIGNIFICANTLY SLOWER IN ALL CASES; THIS IS TO BE EXPECTED AS RADAR IS EXHAUSTIVE WHILE DICE IS A HEURISTIC

| Test  | Algorithm | # | μL  | Time (h:mn) | Δ   |
|-------|-----------|---|-----|-------------|-----|
| Chain | DIce      | 4 | 0.06| 0:05:44     |     |
|       | RADAR     | 4 | 0.05| 0:05:44     |     |
|       | DIce      | 8 | 1:25| 1:25:44     |     |
|       | RADAR     | 8 | 1:25| 1:25:44     |     |
| Orbit | DIce      | 5 | 0.00| 0:14:50     |     |
|       | RADAR     | 5 | 0.14| 0:14:50     |     |
|       | DIce      | 9 | 0.06| 1:16:11     |     |
|       | RADAR     | 9 | 1:16| 1:16:09     |     |
| Tree  | DIce      | 7 | 0.00| 0:39:39     |     |
|       | RADAR     | 7 | 0.39| 0:39:39     |     |
|       | DIce      | 15| 0.00| 1:46:49     |     |
|       | RADAR     | 15| 1:46| 1:46:22     |     |

RADAR would outperform DIce due to being able to more compactly place components thereby shortening the channel and therefore the fluid travel. The chain test allowed for a more level playing field due to reducing the amount of channel deflection occurring.

Notable however, both DIce and RADAR initially failed routing of all 15 components during the tree test which indicated a weakness in their approaches when the “greedy” criteria of lowest snugnessfactor produces a layout to compact to route past the second level of the tree. It was determined that presenting the tree netlist in a breadth-first manner resulted in the algorithms’ inability to place and route and when the netlists were traversed in a depth-first manner, both algorithms were able to successfully place and route the netlists.

RADAR is intended to explore the paper microfluidic device layout space as completely as possible. High execution times are expected, and this will inevitably limit scalability. As shown in Table II, RADAR runs several orders of magnitude slower than DIce (a heuristic), due to the ever-expanding set of critical points that it enumerates. RADAR examines Θ(m × n) critical points, per pass, as candidate locations for routing. While the routing phase can terminate in Ω(1) time if the first candidate is routed successfully, it is also possible that routing may fail for all candidates. Consequently, runtimes can become extremely large, for example, as RADAR took nearly 2 h to complete route the 15-component Tree benchmark. Even the smaller case, a 4-component Chain, required nearly 6 min to complete. Future work may examines strategies to reduce the runtime of RADAR, including techniques that limit the portion of the search space explored, as well as a parallel implementations of key bottlenecks.

C. Physical Device Performance Results

The physical devices output from generated layouts were tested for real-world performance by delivering fluid to each device’s source region and monitored for either failure to complete or time to completion. Although DIce did successfully generate placed and routed layouts, not all devices were able to run to completion. Devices featuring long channels and distant sinks would fail due to the leading edge of the fluid drying out and forming a barrier to any further fluid travel—even when additional fluid delivered to the device. As noted in Table III, only two versions of the DIce layouts ran to completion even though additional fluid (amounts listed) was dispensed. By comparison each RADAR device was not only able to run to completion with only 20 μL of additional fluid required for the eight component chain and tree versions (Figs. 24 and 26, respectively). As indicated by the Δ column, devices laid out by RADAR devices have factors of improvement in the range of 3.5 – 113× over those laid out by DIce, while successfully running to completion in all cases.

VI. Conclusion

The RADAR approach to placement and routing demonstrates that layouts that can be generated and optimized for metrics, such as fluid travel and usage, device area, and total materials required—all desirable goals to help meet the WHO’s ASSURED criteria for medical diagnostics. In the future, other placement selection criteria will be looked at, as well as comparing several successful routings that may help avoid fluid routing failures and further optimize paper microfluidic devices.
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