We consider the relationship between a matroidal analogue of the degree \( a \) Cayley-Bacharach property (finite sets of points failing to impose independent conditions on degree \( a \) hypersurfaces) and geometric properties of matroids. If the matroid polytopes in question are nestohedra, we show that the minimal degree matroidal Cayley-Bacharach property denoted \( MCB(a) \) is determined by the structure of the building sets used to construct them. This analysis also applies for other degrees \( a \). Also, it does not seem to affect the combinatorial equivalence class of the matroid polytope.

However, there are close connections to minimal nontrivial degrees \( a \) and the geometry of the matroids in question for paving matroids (which are conjecturally generic among matroids of a given rank) and matroids constructed out of supersolvable hyperplane arrangements. The case of paving matroids is still related to with properties of building sets since it is closely connected to (Hilbert series of) Chow rings of matroids, which are combinatorial models of the cohomology of wonderful compactifications. Finally, our analysis of supersolvable line and hyperplane arrangements give a family of matroids which are naturally related to independence conditions imposed by points one plane curves or can be analyzed recursively.
1 Introduction

Motivated by recent rationality-related results, Levinson and Ullery [17] recently defined the degree $r$ Cayley-Bacharach property $CB(r)$ of finite sets $\Gamma \subset \mathbb{P}^n$ to mean ones that fail to impose independent conditions on the space of degree $r$ homogeneous polynomials. For a family of cases, they show that such a set $\Gamma$ lies on a union of low-dimensional linear subspaces (Theorem 1.3 on p. 2 of [17]). In Question 7.6 on p. 14 of [17], they asked whether a matroidal analogue of their result holds. In [19], we show that this does not hold (Theorem 1.6 and Theorem 1.8 on p. 4 of [19]) and explore combinatorial criteria for $MCB(a)$ to hold.

We consider different directions where the matroidal Cayley-Bacharach condition $MCB(a)$ is independent of or dependent on the geometry of the matroids involved or the objects they are constructed from. For minimal $a$, we analyze how $MCB(a)$ relates to properties of building sets used to construct the nestohedron (Theorem 2.4). However, this result also shows that there the $MCB(a)$ property does not measure a form of combinatorial equivalence for matroid polytopes which form nestohedra. We can consider what happens in a (conjecturally) generic setting among matroids of a given rank using paving matroids. In this setting, we study cases where the minimal degree $a$ where $MCB(a)$ is satisfied nontrivial is small (Theorem 3.2) and show that lowering such $a$ correlates to larger degree terms in the Hilbert series of the Chow ring of the matroid (Corollary 3.3), which is a combinatorial model for the cohomology of wonderful compactifications.

Finally, we use supersolvable arrangements of linear subspaces to find compare minimal degrees $a$ where $MCB(a)$ can be satisfied with degrees $D$ where a collection of points fail to impose independent conditions on plane curves of degree $D$ (Proposition 3.7) and a recursive argument for the $MCB(a)$ property on supersolvable hyperplane arrangements (Proposition 3.14). Note that the case of line arrangements gives a family of matroids other than the representable case which naturally parametrizes questions about independence of conditions imposed by points on hypersurfaces. This result also shows that $MCB(a)$ properties of supersolvable hyperplane arrangements can be analyzed recursively and that the flats satisfy special clustering properties.
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2 Independence from Geometry and Nestohedra

Based on the matroidal Cayley-Bacharach property $MCB(a)$ of degree $a$, we define $MCB(a)$ for a building set $B$ (Definition 7.1 on p. 1044 of [21]). The motivation/connection to the
“usual” $MCB(a)$ property (Question 7.6 on p. 14 of [17]) comes from the fact that the half-space description of matroid polytopes is determined by flats of the matroid (Proposition 2.3 on p. 441 of [12]).

**Definition 2.1.** (Levinson–Ullery, p. 14 of [17], p. 2 of [19])
A matroid $M$ with underlying set $E$ satisfies the **matroidal Cayley-Bacharach property of degree** $a$ if $\bigcup_{i=1}^{a} F_i \supset E \implies \bigcup_{i=1}^{a} F_i = E$ for any $p \in E$ and flats $F_1, \ldots, F_a$ of $M$.

**Definition 2.2.** Let $[n] = \{1, \ldots, n\}$ A building set $B$ (Definition 7.1 on p. 1044 of [21]) satisfies $MCB(a)$ if $\bigcup_{i=1}^{a} I_i \supset [n] \setminus \{k\} \implies \bigcup_{i=1}^{a} I_i = [n]$ for all $k \in [n]$.

In the case of nestohedra constructed out of connected building sets containing the ground set $[n]$, this is identical to the original matroidal Cayley–Bacharach property since the facets correspond to maximal elements of $B \setminus [n]$ (Proposition 3.12, Corollary 3.13, and Theorem 3.14 on p. 451 – 452 of [12]).

We can use this to show that the $MCB(a)$ is “independent” of combinatorial equivalence properties of matroids whose polytopes are nestohedra.

**Definition 2.3.** (p. 450 of [12] Definition 7.1 on p. 1044 of [21], Proposition 7.5 on p. 1046 of [21])

1. Given a family $\mathcal{F}$ of subsets of $[n]$, we associated the following Minkowski sum of simplices
   $$\Delta_\mathcal{F} = \sum_{F \in \mathcal{F}} \Delta_F.$$  

2. A collection $B$ of nonempty subsets in $S$ is a **building set on** $S$ if it satisfies the following conditions:
   - If $I, J \in B$ and $I \cap J \neq \emptyset$, then $I \cup J \in B$.
   - $B$ contains all singletons $\{i\}$ for $i \in S$.

3. A **nestohedron** is a polytope from Part 1 where $\mathcal{F}$ is a building set.

**Theorem 2.4.**

1. The minimal degree $a$ such that a nestohedron $P = \sum_{I \in B} \Delta_I$ constructed from a connected building set $B$ on $[n] = \{1, \ldots, n\}$ can satisfy $MCB(a)$ nontrivially is given by $n - \dim P$. This is satisfied if and only if each maximal element $I \in B_{\text{max}} \subset B \setminus [n] \subset [n]$ has $\geq 2$ subsets which are maximal among those contained in $I$. Finally, it is the only degree where this is possible.

2. In Part 1, the degree $a$ is given by $n - c$, where $c$ is the number of connected components of the nestohedron built out of $B \setminus [n]$. If this latter polytope is a matroid polytope $P_M$ for some matroid $M$, it is also the equal to $n - c(M)$, where $c(M)$ is the number of connected components of $M$. 

3
3. For nested $a$, the MCB($a$) property is not a combinatorial invariant. In other words, there are matroids which yield combinatorially equivalent matroid polytopes where one satisfies MCB($a$) for some $a$ and the other does not.

Remark 2.5. By Lemma 3.10 on p. 450 of [12], any collection of subsets of $[n]$ has a unique minimal extension which is a building set called the building set closure. The statements above and arguments used below can be repeated with the building sets replaced by building set closures.

Proof. 1. There is a correspondence between nested sets $N \subset B \subset 2^{[n]}$ and faces of a generalized permutohedron (Proposition 7.5 on p. 1046 of [21], proof of Proposition 7.9 on p. 1048 of [21], Proposition 3.12, Corollary 3.13, and Theorem 3.14 on p. 451 – 452 of [12]). In this correspondence, the facets are parametrized by elements $I \in N \subset 2^{[n]}$ for nested sets $N$. This is the comes from the same reasoning which shows that flats give the half-space description of a matroid polytope $P_M$. Next, we use the fact that maximal nested sets correspond to $B$-forests (Proposition 7.8 on p. 1048 of [21]). Note that any subcollection of a nested set $N \subset 2^{[n]}$ containing the elements of $B_{\text{max}}$ (i.e. maximal elements) is still a nested set and that maximal subcollections is still a nested set. Also, any nested set is contained in a unique maximal building set.

The number of minimal nested subsets (i.e. $T_{x,i}$ for nodes $i$) show that the unions of smaller nested sets are missing $\geq 1$ subset for each case if and only if there are $\geq 2$ “almost maximal” subsets. Finally, we use the fact that $\dim P = n - |B_{\text{max}}|$. The degree $a$ is the only one allowed since allowing larger degrees would include cases where two “almost maximal” building sets are used in place of a single maximal building set (a degree $a+1$ case).

2. This is an application of Proposition 2.4 on p. 442 and Remark 3.11 on p. 450 of [12].

3. Using Part 1, we see that MCB($a$) depends on the number of maximal elements in the building set. Note that MCB($a$) cannot be satisfied when the facets do not come from maximal elements of the building sets since they come from those of the a dilation of standard simplex on $\mathbb{R}^n$. However, any nestohedron is combinatorially equivalent one from a connected building set even if the facets do not necessarily come from maximal elements of the building sets (Corollary 5 on p. 189 of [22], p. 122 of [11]). Then, the situation in Part 1 applies. For degrees $a$ less than the number of building sets maximal among those excluding $[m]$ (the ground set of the new connected building set), the MCB($a$) property is trivially satisfied. However, this is not true for the original one even when $a = 1$. Both cases come from combinatorially equivalent polytopes. 

\[ \square \]
3 Geometry determined by $MCB(a)$

3.1 Paving Matroids

We will focus on the case of paving matroids (which are conjectured to make up almost all matroids while known logarithmically [20]) and their geometric structure. More specifically, we will explore connections to the Chow rings of these matroids. Note that these rings are still connected to properties of building sets since they are a combinatorial model for the cohomology of wonderful compactifications, which are built out of building sets.

In the case of a paving matroid of rank $m + 1$ with ground set $E = [n] = \{1, \ldots, n\}$, the hyperplanes are given by $m$-partitions of $[n]$ (Proposition 2.1.24 on p. 71 of [18]). These are collections of subsets of $E$ such that any $m$-element subset of $E$ is contained in a unique member of this collection. If we take $F_1, \ldots, F_a$ in the definition of $MCB(a)$ to be any collection of flats (possibly with repeats), we need to consider minimal numbers of flats which cover all but possibly one element of $E$.

This means that we look at the unions of the smallest number of hyperplanes covering $E$. Depending on how small the degree $a$ is and how much the sizes of the hyperplanes varies, it may be easier or more difficult to build a paving matroid of rank $m + 1$ satisfying $MCB(a)$. For example, setting a large lower bound for hyperplanes which do not have size $m$ implies that a lower degree $a$ can be satisfied since a larger gap is left behind by removing a large hyperplane. Note that any collection of covering sets to be used in the definition of $MCB(a)$ has an associated paving matroid $M$ of rank $m + 1$ with these "covering sets" $F_i$ as a subcollection of the hyperplanes of $M$ (Proposition 3.2). Also, this corresponds to lengths of chains/number of terms used and the sizes of the coefficients in the Hilbert function of the Chow ring of the matroid (Corollary 2 and comments on p. 525 – 526 of [13]) (Corollary 3.3). Generalizations to arbitrary matroids satisfying $MCB(a)$ are outlined in Remark 3.4.

Proposition 3.1. If a paving matroid $M$ with ground set $E = [n] = \{1, \ldots, n\}$ satisfies $MCB(b)$ for some $b$, then it must satisfy $MCB(a)$ with $a$ equal to the smallest number of hyperplanes that can cover $E$.

Proof. Since we are allowed to repeat flats, any matroid failing to satisfy $MCB(a)$ will not satisfy $MCB(b)$ for any $b \geq a$. The minimal possible degree where this occurs is the smallest number of hyperplanes that can cover $E$. □

Theorem 3.2.

1. Let $M$ be a paving matroid of rank $m + 1$ such that the largest $k$ hyperplanes $H_1, \ldots, H_k$ of $M$ form a cover of the ground set $E = [n] = \{1, \ldots, n\}$. Consider a family of such paving matroids.

Suppose that there is a constant $C \in \mathbb{Z}_{>0}$ such that $\max_{H_i} |H_i| < \min_{H_i} |H_i| < C$. If $\frac{n}{Ck^{(m-1)}} \gg k$ (i.e. $\frac{n}{Ck^{(m-1)}} \to \infty$ as $m \to \infty$ treating the variables as functions of $m$), then $M$ satisfies $MCB(a)$ for $a \leq k - 1 + \frac{n}{2Ck^{(m-1)}}$. In general, this is true whenever $\min_{H_i} |H_i| > k(m - 1)$. 


2. Consider paving matroids $M$ such that the largest $k$ hyperplanes $H_1, \ldots, H_k$ form a cover of the ground set $[n]$ as in Part 1. If $a < 1 + \frac{k(1 - \min|H_i|)}{k(m-1)}$, then $M$ satisfies $MCB(a)$.

Proof. 1. The assumption that $\frac{\max|H_i|}{\min|H_i|} < C$ implies that the sizes of the $H_i$ don't vary much. We would like to use the bound $n \cdot \frac{\min|H_i|}{C} > k$ to show that the only flats to consider for the $MCB(a)$ condition are the maximal hyperplanes $H_i$ covering the ground set $[n]$.

Note that $\max|H_i| \geq \frac{n}{C}$ since $H_1, \ldots, H_k$ cover $[n]$. Since $\frac{\max|H_i|}{\min|H_i|} < C$, we have that $\min|H_i| > \frac{\max|H_i|}{C} \geq \frac{n}{C}$. We can use this to study covers of $[n]$ by hyperplanes of the paving matroid. Given that any hyperplane is contained in a maximal hyperplane, the size of the next largest hyperplane after the first $k$ is $\leq k(m-1)$. This means that removing a single $H_i$ and attempting to cover $\geq |H_i| - 1$ elements with smaller hyperplanes would require $\geq \frac{|H_i|}{k(m-1)}$ new hyperplanes. Since $\frac{\min|H_i|}{k(m-1)} \geq \frac{n}{Ck}$, the number of additional hyperplanes required is $\geq \frac{n}{C}(m-1)$. Removing more of the $H_i$ would give an even greater increase in the number of hyperplanes used. This means that the only cover of $\geq n - 1$ elements of $[n]$ by $a \leq k - 1 + \frac{n}{C}\frac{n}{Ck}\left(k(m-1)-1\right)$, hyperplanes is the cover of $[n]$ by $H_1, \ldots, H_k$. Thus, $MCB(a)$ must be satisfied by $M$ for $a \leq k - 1 + \frac{n}{Ck}\left(k(m-1)-1\right)$.

2. We can use similar reasoning as in Part 1. In general, removing $\ell$ of the $H_i$ and replacing them with hyperplanes not belonging to the $H_1, \ldots, H_k$ uses up $\geq k - \ell + \ell \frac{\min|H_i|}{k(m-1)}$ hyperplanes since the remaining hyperplanes have size $\leq k(m-1)$. Note that this lower bound increases as $\ell$ increases since $\min|H_i| > k(m-1)$. Setting $\ell = 1$ gives the lower bounds and this is the reflect

For the paving matroids considered in Proposition 3.2, the Chow ring has a precise relation to the minimal degree $a$ such that the paving matroids satisfy $MCB(a)$. Note that the Chow ring of a matroid is equal to the Chow ring of an actual toric variety constructed out of a fan (p. 5 of [5]).

Corollary 3.3. Consider paving matroids on $E$ of rank $m + 1$ where the maximal hyperplanes are much larger than $\frac{n}{C}$ and don't vary much (in the sense described in Part 1 of Theorem 3.2). For example, this includes paving matroids where the hyperplanes are given by very large blocks partitioning $E$ and the rest of the hyperplanes given by sets of size $m$. Then, the minimal degree $a$ where $MCB(a)$ is satisfied and the upper bound in Part 1 of Theorem 3.2 decreases with the as the dimension of the quotients by the annihilators of each $x_{H_i}$ in the Chow ring $A^*(M)$ of $M$ increase.

Proof. This is an application of the formula

$$H(D(\mathcal{L}, t) = 1 + \sum_r \left( \prod_{i=1}^{k(r)} \frac{t(1 - t^{r_i-1})}{1-t} \right) f_\mathcal{L}(r)$$

for the Hilbert series of the Chow ring of the matroid on p. 526 of [13] after Corollary 2 on p. 525 of [13], where $\mathcal{L}$ denotes the lattice of flats and $D(\mathcal{L})$ denotes the Chow ring construction, $r = (0 = r_0 < r_1 < \cdots < r_k \leq \text{rank } \mathcal{L})$ gives rank sequences of flags of flats, and $k = k(r)$ is
the length of the rank sequence. We can remove the \( f_{\ell, r}(r) \) term involving the number of flags with a given rank sequence \( r \) if we index over flags instead of rank sequences \( r \).

If we index the formula by flags of flats instead of indices themselves, we can see that the degree \( k \) term of the Hilbert series corresponds to the number of flags with the given ranks. Note that the only flags affected by the \( MCB(a) \) are those where which end with a hyperplane or the ground set itself (i.e. \( r_k = r \) or \( r_k = r - 1 \), where \( r = m + 1 \)). This increases with the sizes of the maximal hyperplane since this increases the number of smaller rank objects. In other words, the length \( \ell \) ending with \(|n|\) correspond to those of length \( \ell \) ending with some flat of smaller rank. While the degrees of the variables considered stay the same, the change comes from the number of possible variables to consider (which correspond to possible flags of flats using the given ranks). We fix the degree and look for flats with given differences in ranks. There are more flats of rank \( \leq m - 1 \) to substitute in. Note that the behavior entirely depends on those of the hyperplanes since any subset of \( E \) of size \( \leq m - 1 \) has rank equal to its size. This implies that the number of chains of hyperplane or a hyperplane and the ground set \(|n|\) entirely depends on the size of the given hyperplane. Since the \( x_{F_1}^{a_1} \cdots x_{F_\ell}^{a_\ell} \) from flags of flats \( F_1 < \cdots < F_\ell \) and \( a_i \) such that \( 1 \leq a_i \leq \text{rank} F_{i+1} - \text{rank} F_i \) and \( \sum a_i = k \) form a basis for \( A^k(M) \) as a vector space (p. 526 of [13], Corollary 3.3.3 on p. 18 of [5]), the degree is given by \((m + 1) - 1 - \text{rank} F_1 \) if \( F_\ell \) is a hyperplane of \( M \).

Given a hyperplane \( H_i \), the condition that \( x_{H_i} \) is not an annihilator is equivalent to stating that the flats corresponding to the variables in the monomials involved are either strictly contained in \( H_i \) or strictly contain \( H_i \) by the definition of the Chow ring of a matroid. This restricts the flags under consideration to a collection of flats contained in \( H_i \), one ending at \( H_i \), or one ending with \( H_i \) and the ground set \(|n|\). The analysis above then implies the conclusion after applying the arguments above.

\[ \square \]

**Remark 3.4.**

1. When the minimal degree \( a \) for \( MCB(a) \) decreases, the increase in coefficient size can be interpreted in terms of “local” complexity of the Chow ring of toric varieties built out of the Bergman fan of the matroids (p. 5 of [5], Proposition 7.13 and Definition 7.14 on p. 431 – 432 of [1]).

2. The general relation between having a low degree \( a \) for the minimal degree such that the matroidal Cayley–Bacharach property \( MCB(a) \) is satisfied and sizes of coefficients of the Hilbert series of the Chow ring also seems to apply to the case of arbitrary matroids when \( a \) is small. The main difference appears to be in characterizing which collections of subsets can actually appear as hyperplanes of some matroid. There has been previous work studying such questions about possible subsets (e.g. [23], [8]).
3.2 Supersolvable arrangements

Given an arrangement $\mathcal{A} = \{H_1, \ldots, H_n\}$ of hyperplanes in $k^d$ for some field $k$, the associated matroid $M_\mathcal{A}$ has flats built out of intersections of the hyperplanes involved. In particular, the rank function is defined as $r(B) = n - \dim \bigcap_{i \in B} H_i$ and the flats are given by maximal sets of indices corresponding to intersections of hyperplanes equal to a particular linear subspace (formed by intersections of hyperplanes). We study $a$ such that these matroids $M_\mathcal{A}$ satisfy $MCB(a)$ when $n \gg a^3$ and $\mathcal{A}$ is a line arrangement. This is in addition to a general description of $MCB(a)$ for $M_\mathcal{A}$ for arbitrary hyperplane arrangements (Proposition 3.5). In addition, we show that the “nontrivial” supersolvable line arrangements give a family of line arrangements where the number of possible degrees of unexpected curves decreases as the minimal $a$ such that $MCB(a)$ is satisfied increases (Proposition 3.7). Finally, we end with some comments to topological properties of the arrangements in Remark 3.8.

While the degree $a$ matroidal Cayley-Bacharach property $MCB(a)$ is defined as $\bigcup_{i=1}^a F_i \supseteq E \setminus p \Rightarrow \bigcup_{i=1}^a F_i = E$ for any $p \in E = [n] = \{1, \ldots, n\}$, this can be rephrased in a simple way for hyperplane arrangements.

**Proposition 3.5.**

1. Suppose that $a^2 \ll \frac{n}{a}$. Then, the matroid $M_\mathcal{L}$ associated to an arrangement $\mathcal{L}$ of $n$ lines with $a$ points of degree close to $\frac{n}{a}$ satisfies $MCB(a)$. Note that a collection of such “high degree points” is necessary in order for $MCB(a)$ to be satisfied nontrivially. In general, $MCB(a)$ is satisfied when $a$ is very small compared to the number of lines or maximum multiplicity.

2. In general, a matroid $M_\mathcal{A}$ built out of a hyperplane arrangement $\mathcal{A} = \{H_1, \ldots, H_n\}$ satisfies $MCB(a)$ if and only if $a$ is less than or equal to the minimal number of intersections of elements of $\mathcal{A}$ (i.e. elements of the intersection lattice or intersection points in the case of a line arrangement) such that the indices cover $\mathcal{A} \setminus H_i$ for some $i \in [n] = \{1, \ldots, n\}$. By intersections of elements, we mean linear subspaces of the form $\bigcap_{i \in B} H_i$ for some $B \subset [n]$ with such subspaces written using the largest possible such subset $B$ with respect to inclusion.

**Proof.** 1. In the generic case, we can start with a suitable collection of lines parametrized by subsets $F_i$ of the index set $[n]$ (each giving rise to distinct intersection points). Since any two lines only intersect at one point, the remaining points of intersection (not coming from the $F_i$) have multiplicity $\leq a$. Suppose that $a^2 \ll \frac{n}{a}$ and that the $F_i$ are not far from being evenly distributed in size (at least much larger than $a^2$ treating the variables as functions of $a$). Then, $MCB(a)$ must be satisfied since using $a$ points of intersection not all coming from the $F_i$ will not be able to be used to cover the ground set $[n] = \{1, \ldots, n\}$ indexing the hyperplanes of the arrangement $\mathcal{A}$. In general, the fact that $t_2 + t_3 \geq k + t_5 + 2t_6 + 3t_7 + \ldots$ with $t_i$ equal to the number of intersection points of multiplicity/degree $i$ (Hirzebruch [16]) implies that there are many more low degree points than high degree ones, which implies that $MCB(a)$ must be satisfied if $a$ is small in
general. A similar argument can be repeated if we consider the case of hyperplane arrangements and sets parametrizing intersections of hyperplanes (and linear subspaces in general).

2. We need \( a \) such that a collection of \( a \) intersections of hyperplanes in \( \mathcal{A} \) either use up all the hyperplanes or miss \( \geq 2 \) of them. In the case of line arrangements, this means that taking \( \leq a \) intersection points of lines either uses up all the lines or we are missing \( \geq 2 \) of the lines.

The case of line arrangements yields further connections to degrees of unexpected curves arising from supersolvable line arrangements. This makes use of the following theorem of Hanumanthu–Harbourne [14] on supersolvable line arrangements with a given number of modular points and their connections to degrees of unexpected curves.

**Theorem 3.6. (Hanumanthu–Harbourne, p. 3 of [14])**

Let \( \mathcal{L} \) be a line arrangement (over any field) with a modular point (i.e. an intersection point connected to all other intersection points by a line in \( \mathcal{L} \)).

1. If \( \mathcal{L} \) is not homogeneous, then either \( \mathcal{L} \) is a near pencil or it has two modular points. If it has two modular points, then \( \mathcal{L} \) consists of \( a \geq 2 \) lines through one modular point and \( b \geq a \) lines through the other one. This means that there are \( a + b - 1 \) lines in \( \mathcal{L} \) and \( (a - 1)(b - 1) \) intersection points of multiplicity 2.

2. If \( \mathcal{L} \) has a modular point of multiplicity 2, then \( \mathcal{L} \) is trivial.

3. If \( \mathcal{L} \) is complex and homogeneous (i.e. each intersection point has the same multiplicity/degree) with the maximum multiplicity \( > 2 \), there are \( \leq 4 \) modular points. If there are 3 or 4 modular points, we have the following possibilities:

   • If there are 4 modular points, then there are 6 lines in \( \mathcal{L} \), the common multiplicity is \( m = 3 \), \( t_2 = 3 \), \( t_3 = 4 \), and \( t_k = 0 \) otherwise. Up to a change of coordinates, \( \mathcal{L} \) consists of the lines \( x = 0, y = 0, z = 0, x - y = 0, x - z = 0, \) and \( y - z = 0 \). The intersection pattern is like that of an equilateral triangle and its angle bisectors.

   • If there are 3 modular points, then the common multiplicity is \( m > 3 \) and up to change of coordinates, \( \mathcal{L} \) consists of the lines defined by the linear factors of \( xyz(x^{m-2} - y^{m-2})(x^{m-2} - z^{m-2})(y^{m-2} - z^{m-2}) \). This means that there are \( 3(m - 1) \) lines, \( t_2 = 3(m - 2), t_3 = (m - 2)^2, t_m = 3, \) and \( t_k = 0 \) otherwise.

While we will focus on the final case since it has the most interesting structure, we will also consider the non-homogeneous case.

**Proposition 3.7.**
1. If $\mathcal{L}$ is a non-homogeneous supersolvable line arrangement and satisfies $\text{MCB}(a)$ for some $a$, then the corresponding matroid satisfies $\text{MCB}(a)$ if and only if $a \leq \frac{A + B - 1}{2}$, where $A$ and $B$ are the degrees of the modular points.

2. Given a homogeneous supersolvable line arrangement $\mathcal{L}$ with 3 modular points, the minimal degree $a$ such that the matroid corresponding to $\mathcal{L}'$ satisfies $\text{MCB}(a)$ nontrivially decreases as the number of possible degrees of unexpected curves increases.

**Proof.** 1. The theorem above implies that we either have a near-pencil or two modular points. In the first case, $\text{MCB}(a)$ cannot be satisfied for any $a$ since $\text{MCB}(1)$ is not satisfied. This is because the failure of $\text{MCB}(a)$ implies the failure of $\text{MCB}(b)$ for any $b > a$. As for the case of two modular points, let $A$ and $B$ be the degrees of the modular points. Then, the conclusion follows from labeling the individual lines of the arrangement by pairs of the form $(i, j)$ with $1 \leq i \leq A$ and $1 \leq j \leq B$. We find the minimal number of pairs such that the coordinates $i$ and $j$ use up all the elements of $[A + B] = \{1, \ldots, A + B - 1\}$.

2. In the final case, note that the counts of the $t_i$ in the case of 3 modular points comes from the fact that intersection points of lines of $\mathcal{L}$ which involve 2 factors not involving $x y z$ actually intersect at 3 such factors. Checking for possible $a$ where $\text{MCB}(a)$ can be satisfied by $\mathcal{L}'$ with the linear factors $x, y, z$ of $x y z$ removed corresponds to the possible degrees of unexpected curves through points corresponding to the duals of lines of $\mathcal{L}$. More precisely, $\mathcal{L}'$ satisfies $\text{MCB}(a)$ for $a \leq \frac{m}{2}$ and $D$ is a possible degree of an unexpected curve if and only if $m \leq D \leq n - m - 1$ (Theorem 3.8 on p. 173, p. 180 – 181 of [9]). This gives a negative correlation between $\text{MCB}(a)$ degrees $a$ for $\mathcal{L}'$ and the number of possible degrees of unexpected curves arising from $\mathcal{L}$.

**Remark 3.8.**

1. Recall that a central arrangement of linear subspaces is one where all the intersection of all of the linear subspaces is nonempty. In the case of line arrangements, the number of indices covered by a collection of intersection points can be expressed by the number of regions the corresponding central subarrangement splits the plane into. This can be expressed as the a specialization (substituting $t = -1$ into the variable) of the characteristic polynomial (Theorem 4.1 on p. 7 of [2]) of the matroid corresponding to the central subarrangement. Using an inclusion-exclusion argument, the number of elements covered by a collection of intersection points can be bounded above by the sum of specializations of characteristic polynomials of matroids associated to central line arrangements.

2. The arguments of Part 1 also apply in the case of hyperplane arrangements.

3. Using the lattice of flats while representing each flat by a single point and connecting two points by a line if one flat is contained in the other, the $\text{MCB}(a)$ condition can be phrased in a graph-theoretic manner. It means that a collection of points connected to all but possibly one point $i \in [n]$ is connected to every point of $[n]$. 


We continue to analyze supersolvable arrangements, but move from lines to the more general setting of hyperplanes. As in [6], most of the arrangements considered will be assumed to be central. These hyperplane arrangements give a clear connection between the lattice of flats of the associated matroid (i.e. lattice formed by intersections of hyperplanes) and the connected components/regions bounded by the collection of hyperplanes (called chambers).

**Definition 3.9.** (Definition 4.1 and Definition 4.2 on p. 273–274 of [6])

1. Writing $d$ for the rank, a **supersolvable geometric lattice** is defined as one having a maximal chain of form $\hat{0} = V_0 < V_1 < \cdots < V_{d-1} < V_d = \hat{1}$, where $\hat{0}$ and $\hat{1}$ are minimal and maximal elements of the lattice (p. 273 of [6]) and $x < y$ means that $x < y$ and $x < z \leq y \Rightarrow z = y$. In our case, we take the elements of the lattice to be intersections of the hyperplanes of the arrangement and the ordering is given by reverse inclusion.

2. A central arrangement $\mathcal{A}$ is **supersolvable** if its lattice $L(\mathcal{A})$ of intersections is a supersolvable lattice.

3. For $1 \leq i \leq d$, let $e_i$ be the number of atoms of $L = L(\mathcal{A})$ that lie below $V_i$, but not $V_{i-1}$. We have $e_1 = 1$ and $\sum_{i=1}^{d} e_i$ is the number of atoms in $L(\mathcal{A})$. Also, the characteristic polynomial of $L$ is $\chi(L, t) = \prod_{i=1}^{d} (t - e_i)$.

One of the three initial examples considered in [6] is the graph hyperplane. We consider the computations in more detail below.

**Example 3.10.** (Matroids of graph hyperplane arrangements and $MCB(a)$)

Given a graph $G$ with vertex set $[n] = \{1, \ldots, n\}$, consider the hyperplane arrangement $\mathcal{A}_G$ formed by hyperplanes of the form $x_i = x_j$ for each $(i, j) \in E(G)$ (i.e. pairs forming an edge of $G$). Intersections of hyperplanes that are considered are of the form $x_{i_1} = \cdots = x_{i_k}$ for some set $\{i_1, \ldots, i_k\}$. Since flats consist of maximal collections of hyperplanes from the arrangement considered ($\mathcal{A}_G$ in this case) giving rise to a specific linear subspace, the flats of the matroid $M_{\mathcal{A}_G}$, associated to $\mathcal{A}_G$ has ground set given by the elements of $E(G)$ (edges of $G$) and the flats are $E(G|V_i)$, where $V_i \subset [n]$ and $G|V_i$ is the restriction of $G$ to the vertex subset $V_i$.

In this particular setting, checking whether $MCB(a)$ can be satisfied doesn’t seem to depend on the degree $a$.

**Proposition 3.11.** *The matroid $M_{\mathcal{A}_G}$ of a hyperplane arrangement $\mathcal{A}_G$ in $\mathbb{R}^n$ associated to a graph $G$ with vertex set $[n]$ satisfies $MCB(a)$ for some $a$ if and only if every edge is bounded by vertices of degree $\geq 2$.*

Proof. To see this, we look at what happens when we omit a specific edge from the union of edges coming from some collection of flats (which can be taken to be $a$). Note that the flats come from edges inside the restriction of the graph $G$ to some subset of the vertex set $[n] = \{1, \ldots, n\}$. We can split into cases according to the degrees of the vertices bounding the missing edge $e$. 11
1. **Case 1:** There is an edge $e$ where each bounding vertex has degree 1.

In this case, it doesn’t seem like $MCB(a)$ is satisfied for any $a$. This is because the flats $F_i = E(G|V_i)$ can be taken to come from any collection of vertex sets $V_i$ with union equal to $A \setminus \partial e$, where $A \subset [n]$ is the set of vertices of degree $\geq 1$ and $\partial e$ denotes the pair of vertices bounding the missing edge $e$. This would contain all the edges except $e$. Note that this case would be omitted if the graph $G$ is assumed to be connected.

2. **Case 2:** There is an edge $e$ where one bounding vertex has degree 1 and the other has degree $\geq 2$.

The matroid $M_{\mathcal{A}}$ still does not satisfy $MCB(a)$ in this case. This is because the vertex subsets $V_i \subset [n]$ can be taken to have union equal to $A \setminus p$, where $A$ is defined in the same way as in Case 1 and $p$ is the vertex in $\partial e$ of degree 1. In that case, the restriction to the given set of vertices is still missing the edge $e$ but contains all others.

3. **Case 3:** Each edge $e$ is bounded by vertices of degree $\geq 2$.

In this case, the matroids $M_{\mathcal{A}}$ do satisfy $MCB(a)$ regardless of the choice of $a$. By including the edges connected to each of the two vertices in $\partial e = \{p, q\}$, any edges induced by restriction to a subset of the vertices $[n]$ including edges other than $e$ containing $p$ or $q$ in the boundary must include $p$ and $q$ as well. Thus, a collection of edges coming from restrictions of vertex sets missing at most one edge of $G$ contains all of the edges of $G$.

Remark 3.12.

1. A graphic arrangement is supersolvable if and only if the graph in question is chordal (i.e. for any cycle with $\geq 4$ vertices, there is an edge of $G$ connecting two vertices which are not adjacent in the cycle – see Remark 2.5 on p. 9 of [4]).

2. Some other examples to consider are polytopal arrangements from hyperplanes built out of facets of polytopes and Coxeter arrangements from finite subsets of $GL_d(\mathbb{R})$ (orthogonal reflections through hyperplanes) (p. 268 – 269 of [6]).

In general, the computation above and the definition of $MCB(a)$ for matroids $M_{\mathcal{A}}$ associated to hyperplane arrangements $\mathcal{A}$ seems to indicate some kind of forced connectivity since a “missing hyperplane” must intersect collections of intersections of other hyperplanes in some way. One way to do this would be to impose a dependency on the hyperplane intersections depending on the indices considered. However, we still need to check whether such a condition is necessary.

For supersolvable arrangements, checking $MCB(a)$ can “generically” be reduced to a question on a smaller hyperplane arrangement.
Theorem 3.13. (Björner–Edelman–Ziegler, Theorem 4.3 on p. 274 of [6])
Every arrangement $\mathcal{A}$ of rank $\leq 2$ is supersolvable. An arrangement $\mathcal{A}$ of rank $d \geq 3$ is supersolvable if and only if $\mathcal{A} = \mathcal{A}_0 \sqcup \mathcal{A}_1$, where $\mathcal{A}_0$ is a supersolvable arrangement of rank $d - 1$ and, for any $H', H'' \in \mathcal{A}_1$ with $H' \neq H''$, there is an $H \in \mathcal{A}_0$ such that $H' \cap H'' \subset H$.

Using this result, we can make the following observations.

Proposition 3.14. Let $\mathcal{A}$ be a central supersolvable hyperplane arrangement.

1. Writing $\mathcal{A} - \mathcal{A}_0 \sqcup \mathcal{A}_1$ as in Theorem 3.13, let $d = \text{rank } \mathcal{A}$ and $\mathcal{B}_0 = \{V_{a-1} \lor (H' \land H'') : H', H'' \in \mathcal{A}_1\}$ be the hyperplanes in $\mathcal{A}_0$ containing the pairwise intersections of elements of $\mathcal{A}_0$. Given a collection of hyperplane intersections/flats $P$, write $P = P_0 \sqcup P_1$ with $P_0$ only from hyperplanes in $\mathcal{A}_0$ and $P_1$ involving hyperplanes from $\mathcal{A}_1$ in each intersection.

In this setting, $M_{\mathcal{A}}$ satisfies $\text{MCB}(a)$ if and only if the following conditions hold each collection $P = P_0 \sqcup P_1$ ($k := |P_1|$) using up $|\mathcal{A}| - 1$ hyperplanes and $1 \leq k \leq a$:

- Let $BP_0$ be the counterpart of $\mathcal{B}_0$ for $P$ built out pairwise intersections of elements of $P_1$. $M_{P_1}$ satisfies $\text{MCB}(k)$ and the $\leq a - k$ hyperplanes in $BP_0$ use up all of the hyperplanes in $\mathcal{A}_0$.
- $M_{BP_0}$ satisfies $\text{MCB}(a - k)$ and $P_1$ uses up all the hyperplanes in $\mathcal{A}_1$.

In particular, it suffices to have $M_{\mathcal{A}_1}$ satisfy $\text{MCB}(k)$ and $M_{\mathcal{A}_0 \setminus \mathcal{B}_0}$ satisfy $\text{MCB}(k)$ and $M_{\mathcal{A}_0 \setminus \mathcal{B}_0}$ for each $0 \leq k \leq a$.

2. The central supersolvable hyperplane arrangements such that $\text{MCB}(d)$ is satisfied for the minimal nontrivial degree $a$ can take any possible characteristic polynomial or rank generating function. This means that any central supersolvable hyperplane arrangement of rank $d$ has the same characteristic polynomial as one satisfying $\text{MCB}(d)$.

3. Let $u = \text{rank } \mathcal{A}$ and $\Omega_u$ be the intersection of all the hyperplanes in $\mathcal{A}$, and $\Omega_{u-1}$ be the intersection of the hyperplanes in $\mathcal{A}_0$. For any $R \in \mathcal{A}_1$, the intersection $R \cap \Omega_{u-1} = \Omega_u$. In particular, this implies that any pair of flats of $M_{\mathcal{A}}$ where one of them is the ground set $\mathcal{A}_0$ of $M_{\mathcal{A}_1}$ and the other contains an element of $\mathcal{A}_1$ covers the entire ground set of $M_{\mathcal{A}_1}$.

Proof. 1. Consider a collection of intersections of $a$ hyperplanes of $\mathcal{A}$ which is “missing” at most hyperplane. Let $P$ be a collection of such hyperplane intersections with $P_0$ only involving hyperplanes in $\mathcal{A}_0$ and $P_1$ involving hyperplanes in $\mathcal{A}_1$ (and possibly hyperplanes in $\mathcal{A}_0$). We can partition the cases involved into ones where $|P_1| = k$ as $k$ varies over $0 \leq k \leq a$. This potential missing hyperplane is either in $\mathcal{A}_1$ or $\mathcal{A}_0$. If we start indexing the hyperplane intersections by ones that involve elements of $\mathcal{A}_1$, the intersections involved induce a collection of intersections of elements of $\mathcal{A}_1$. These intersections must also include the (unique) hyperplanes in $\mathcal{A}_0$ contain pairwise intersections of hyperplanes in $P_1$. Omitting these from the elements of $\mathcal{A}_1$, the remaining $a - k$ hyperplane intersections (from $P_0$) form $BP_0$. If the potential missing element is in $\mathcal{A}_1$, the elements of $BP_0$ use up all the elements of $\mathcal{A}_0$. In order for $\text{MCB}(a)$ to be satisfied, the
missing element in $\mathcal{A}_1$ should actually be covered by $P_0$. This is the statement that $M_{P_1}$ satisfies $MCB(k)$. If the potential missing element is in $\mathcal{A}_0$, we have that $P_1$ uses up all the hyperplanes in $\mathcal{A}_1$. This means that the elements of $BP_0$ satisfy $MCB(a-k)$ as we already have a cover.

2. Note that $e_d = |\mathcal{A}_1|$ (p. 275 of [6]). If $\mathcal{A}_1$ is a pencil of hyperplanes containing a single $(d-2)$ linear subspace of some fixed $H \in \mathcal{A}_0$ which do not contain the line $V_{d-1}$, then intersecting any two of the hyperplanes in $\mathcal{A}_1$ means intersecting all of the hyperplanes in $\mathcal{A}_1$. This means that any collection of intersections of hyperplanes in $\mathcal{A}$ which where at most 1 hyperplane is not involved actually involves all of the hyperplanes in $\mathcal{A}$ and the $MCB(a)$ property is satisfied for any $a$ such that this question is nontrivial. This can be done at each step of the construction of a supersolvable hyperplane arrangement of rank $\geq 3$. For the base case of a rank 2 supersolvable hyperplane arrangement, there are no restrictions on the “base” characteristic polynomial since any central hyperplane arrangement of rank $\leq 2$ is supersolvable by Theorem 3.13. The conclusion follows from noting that $\chi(L, t) = \prod_{i=1}^{d}(t - e_i)$ (Part 3 of Definition 3.9).

3. In general, $V_{d-1}$ can be taken to be a line contained in the common intersection $\Omega_{d-1}$ of the hyperplanes in $\mathcal{A}_0$. Given a central hyperplane arrangement of rank $u$, let $\Omega_u$ be the intersection of all the hyperplanes in the arrangement. The new hyperplanes $A_1 \in \mathcal{A}_1$ are those do not contain $V_{d-1}$. Choosing an initial such hyperplane $A_1$ to put in $\mathcal{A}_1$, we actually have that $\Omega_u = \Omega_{u-1} \cap A_1$. Since $A_1 \neq V_{d-1}$, we have that $A_1 \neq \Omega_{u-1}$ and $\dim A_1 \cap \Omega_{u-1} = d - u + 1 - 1 = d - u$. Since $A_1 \cap \Omega_{u-1}$ contains the intersection of all the hyperplanes in the arrangement although it is of the same dimension (due to the rank), we have that $\Omega_u = \Omega_{u-1} \cap A_1$. The remaining choices involve which $(d-2)$-planes to use for the intersections of pairs of elements of $\mathcal{A}_1$ and what hyperplanes to place in them. Since the $(d-2)$-planes must contain $\Omega_u$ (which is $\Omega_3$ in this case), the $(d-2)$-planes depend on a choice of $d - 2 - (d - u) = u - 2$-planes (which are lines in this case).
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