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Measures of discrepancy between probability distributions (statistical distance) are widely used in the fields of artificial intelligence and machine learning. We describe how certain measures of statistical distance can be implemented as numerical diagnostics for simulations involving charged-particle beams. Related measures of statistical dependence are also described. The resulting diagnostics provide sensitive measures of dynamical processes important for beams in nonlinear or high-intensity systems, which are otherwise difficult to characterize. The focus is on kernel-based methods such as Maximum Mean Discrepancy, which have a well-developed mathematical foundation and reasonable computational complexity. Several benchmark problems and examples involving intense beams are discussed. While the focus is on charged-particle beams, these methods may also be applied to other many-body systems such as plasmas or gravitational systems.

I. INTRODUCTION

When modeling the dynamics of charged particle beams, the following question often arises. Given two ensembles of simulation particles, how similar are they? In particular, when do two particle ensembles represent the same underlying phase space density? This question is central to validating the random sampling algorithm used for initial beam generation, to comparing particle-based output across multiple simulation codes, to matching the particle beam successfully into a periodic transport system, and for studying the long-time phase space evolution of beams in circular and multi-pass systems.

Two beams are typically compared using their first and second moments, followed by qualitative examination of the beam phase space. For beams at high intensity, in the presence of collective instabilities, or in the presence of highly nonlinear transport, the details of the distribution (including higher-order moments and nonlinear correlations) become increasingly important. Such systems may exhibit filamentation of the beam phase space, developing structure on finer and finer scales, in some cases relaxing to a quasi-stationary state. It is then valuable to have quantitative particle-based diagnostics that can characterize the nonlinear dynamical processes of regular or chaotic mixing and collisionless relaxation [1-6].

These problems can best be addressed by implementing a two-sample measure of statistical distance with well-understood mathematical properties, which can be used to compare particle populations. Statistical distances are widely used in machine learning (ML), information theory, statistics, probability theory, and data mining. Unfortunately, such quantities tend to have high computational complexity. For beam physics applications, the complexity must scale well with the number of particles \( n \) (as \( O(n^2) \) or better) and with the phase space dimension \( d \) (up to at least \( d = 6 \)).

We describe the kernel-based statistical distance known as Maximum Mean Discrepancy (MMD) [7], which has recently had a major impact in the ML community. Broadly speaking, kernel methods allow nonlinear problems involving higher-order statistics to be treated using linear methods, by embedding the set of probability distributions into a reproducing kernel Hilbert space (RKHS) [8, 9]. We do not discuss the RKHS formalism, although many results are most naturally viewed in this context. The use of MMD as a statistical distance leads naturally to a measure of statistical dependence or correlation, known here as the Hilbert Schmidt Correlation (HSCor) [10]. These two diagnostics can provide powerful quantitative tools to study the beam dynamics processes mentioned above.

The structure of this paper is as follows. In Section II we review several concepts of statistical distance. Section III describes the properties of Maximum Mean Discrepancy and its implementation in particle-based tracking codes. Section IV describes the properties of the Hilbert Schmidt Correlation and its corresponding implementation. In Section V, we demonstrate how these tools can be used for beam dynamics applications, using several benchmark problems involving symplectic maps. In Section VI, we apply these tools to examples involving high-intensity beams with self-consistent space charge. Section VII contains a summary and conclusions. There are two Appendices.

II. STATISTICAL DISTANCE

Consider a beam described by its kinetic distribution function \( f \) on an appropriate phase space of dimension \( d \) with coordinates \( X = (q_1, p_1, \ldots, q_d/2, p_d/2) \), normalized...
so that
\[ \int f(X) dX = 1. \] (1)

Then \( f \) defines a probability density on the phase space. By Liouville’s theorem, the condition (1) is preserved during the beam evolution, and we often use \( f_t \) to denote the phase space density at time \( t \).

We wish to define a distance \( \rho \) between pairs of probability densities \( f \) and \( g \), such that \( \rho \) satisfies the following natural conditions:

i) non-negativity: \( \rho(f, g) \geq 0 \),
ii) symmetry: \( \rho(f, g) = \rho(g, f) \),
iii) the triangle inequality: \( \rho(f, g) \leq \rho(f, h) + \rho(h, g) \)
for any probability density \( h \),
iv) identity: \( \rho(f, g) = 0 \) if and only if \( f = g \)
(except on a possible set of zero probability).

That is, \( \rho \) should define a metric on the set of all probability densities [11].

The distance should also capture the concept of relaxation of beams, so that \( f_t \) relaxes to \( f_{eq} \) in the “coarse-grained” sense if and only if \( \rho(f_t, f_{eq}) \to 0 \) as \( t \to \infty \).

The concept of relaxation in the “coarse-grained” sense is well-formalized by the probabilistic concept of weak convergence [12, 13]: we say \( f_t \Rightarrow f_{eq} \) if and only if:
\[ \lim_{t \to \infty} \int f_t(X) \phi(X) dX = \int f_{eq}(X) \phi(X) dX \] (3)

for each bounded, continuous function \( \phi \) on the phase space. Informally, (3) states that the ensemble average of each well-behaved observable \( \phi \) must approach the ensemble average of \( \phi \) over \( f_{eq} \) as \( t \to \infty \). This is a natural concept of convergence to use when characterizing the long-time behavior of beams.

The description of the beam as a dynamically evolving probability density is valid provided that the beam consists of a single particle species, without charge loss. In the presence of charge loss, one is often interested in the behavior of the part of the beam that lies within a bounded subregion of the phase space. The tools described in this paper can also be adapted to treat this case, using a technique to be described in Section [VI].

In the following subsections, we briefly describe several indicators of statistical distance that are used in ML and pattern recognition, information science, probability, and statistics. For a general survey, see for example [14].

### A. Kullback-Liebler Divergence

The most widely-used statistical distance is the Kullback-Liebler (KL) divergence \( D_{KL} \), given by:
\[ D_{KL}(f||g) = \int f(X) \log \frac{f(X)}{g(X)} dX, \] (4)

which originated in information theory as a measure of the relative entropy of one probability density with respect to another [15, 16]. It has the property that \( D_{KL}(f||g) \geq 0 \), with equality if and only if \( f = g \). (It satisfies metric conditions i and iv above.) However, the integral in (4) is not defined for all pairs of probability densities \( f \) and \( g \), and \( D_{KL} \) fails to satisfy conditions ii and iii, so it is not a metric in the above sense.

Note that \( D_{KL} \) is invariant under any symplectic time-evolution map \( \mathcal{M}_t \), since:
\[ D_{KL}(f_t||g_t) = \int f_t(X) \log \frac{f_t(X)}{g_t(X)} dX \]
\[ = \int f_0(M_t^{-1}(X)) \log \frac{f_0(M_t^{-1}(X))}{g_0(M_t^{-1}(X))} dX \]
\[ = \int f_0(X') \log \frac{f_0(X')}{g_0(X')} dX' = D_{KL}(f_0||g_0), \]

where we used the fact that \( \mathcal{M}_t \) has Jacobian determinant 1. In particular, if a density \( f_{eq} \) is invariant under \( \mathcal{M}_t \), in the sense that
\[ f_{eq}(M_t^{-1}(X)) = f_{eq}(X), \] (6)

then \( D_{KL}(f_t||f_{eq}) \) is independent of \( t \). Thus, \( D_{KL} \) cannot capture weak convergence of the form \( f_t \Rightarrow f_{eq} \) to an invariant density \( f_{eq} \) under a symplectic time-evolution.

The KL divergence has been used in kinetic simulations [17], and it is well-motivated by statistical mechanics considerations. However, typical algorithms for computing \( D_{KL} \) require binning the (possibly highly-filamented) distribution functions \( f \) and \( g \), which becomes increasingly problematic in a phase space of dimension \( > 2 \). Although gridless two-sample estimation algorithms also exist [13], the rate of convergence with particle number can be arbitrarily slow, with a convergence rate that varies with the distribution. This makes the quantity \( D_{KL} \) difficult to estimate reliably from samples, especially in spaces of high dimension.

### B. Wasserstein Metric

The \( p \)-Wasserstein distance (\( p = 1, 2, \ldots \)) is defined by:
\[ W_p(f, g) = \left( \min_h \int |X - Y|^p h(X, Y) dX dY \right)^{1/p} \] (7)

where \( |X - Y| \) denotes the Euclidean distance between points \( X \) and \( Y \). Here the minimum is taken [18] over all joint probability densities \( h \) with marginal densities \( f \) and \( g \), so that:
\[ f(X) = \int h(X, Y) dY, \quad g(Y) = \int h(X, Y) dX. \] (8)

The distances \( W_p \) originated in the theory of optimal transport [20, 22], where the case \( p = 1 \) is also known as
the Kantorovich-Rubinstein metric or the Earth Mover’s Distance (EMD).

Note that \( \gamma \) is guaranteed to be finite when the densities \( f \) and \( g \) both have finite moments of order \( p \). On the set of all such densities, \( W_p \) is known to satisfy all the metric conditions (i-iv). It is also known that \( W_p \) correctly captures the concept of weak convergence, in the sense that \( W_p(f_t, f_{eq}) \to 0 \) as \( t \to \infty \) if and only if \( f_t \Rightarrow f_{eq} \) and the \( p \)th moments of \( f_t \) converge to those of \( f_{eq} \).

Due to its desirable geometric properties, the Wasserstein distance has been applied in ML to tasks such as shape matching, image retrieval, graphics, and to the statistical analysis of detector events in high-energy colliders [23–25]. However, the estimation of \( W_p \) from sample data requires solving a linear optimization problem with a computational complexity of \( O(n^3 \log n) \), where \( n \) is the number of samples [26] [27]. Furthermore, the sample estimate converges to the population value as \( O(n^{-1/2}) \), independently of the dimension \( d \). Furthermore, approximations also exist that can be computed with complexity \( O(n) \), making \( \gamma \) a practical quantity for beam dynamics applications.

III. PROPERTIES OF MAXIMUM MEAN DISCREPANCY

Given a kernel \( k \), the maximum appearing in (10) can be evaluated exactly by using the properties of its corresponding RKHS. As a result, the MMD between two probability densities \( f \) and \( g \) can be expressed using the explicit integral formula [28]:

\[
\gamma_k(f, g) = \left( \int \int k(X, X') \Delta(X) \Delta(X') dX dX' \right)^{1/2},
\]

where \( \Delta = f - g \). For certain choices of \( k \), the quantity [11] coincides with other well-known indicators of statistical distance. For example, in the special case that \( k(X, X') = |X| + |X'| - |X - X'| \), (11) appears in the statistics literature as the energy distance [33, 34].

A. Basic properties

Given any kernel \( k \), one may construct a corresponding kernel \( k_N \) by:

\[
k_N(X, X') = \frac{k(X, X')}{\sqrt{k(X, X)k(X', X')}},
\]

The condition that \( k \) be positive definite [9] then implies that \( k_N \) is positive definite with \(|k_N| \leq 1\). For simplicity, we will assume that all kernels are so normalized. It then follows from (11) that the distance \( \gamma_k \) is dimensionless with:

\[
0 \leq \gamma_k \leq 2.
\]

It is natural to choose a kernel that reflects the underlying properties of the domain, so we often consider kernels that are translation-invariant, in the sense that \( k(X, X') = k(X + \delta X, X' + \delta X) \) for any phase space displacement \( \delta X \). A continuous, translation-invariant kernel can be written in terms of its Fourier components as:

\[
k(X, X') = \int e^{i(X - X') \cdot \omega} \Delta(\omega) d\omega.
\]
When $k$ is normalized, $\Lambda$ is a probability density on the space of frequencies $\omega = (\omega_1, \ldots, \omega_d)$. Using (14) in (11), one finds that:

$$
\gamma_k(f, g) = \left( \int |\phi_f(\omega) - \phi_g(\omega)|^2 \Lambda(\omega) d\omega \right)^{1/2},
$$

where $\phi_f$ and $\phi_g$ denote the Fourier transforms of the densities $f$ and $g$, normalized so that:

$$
\phi_f(\omega) = \int e^{iX \cdot \omega} f(X) dX.
$$

When the probability density $\Lambda$ is also an integrable function that is strictly positive everywhere, it is possible to prove that (15) satisfies the metric conditions (i-iv) and correctly reflects the weak convergence of probability distributions, as previously described.

One additional property of $\gamma_k$ is also useful. If $\{e_l : l = 1, 2, \ldots\}$ denotes an orthonormal basis for the RKHS associated with the kernel $k$, then we may define a complete sequence of beam “moments” $m_l$ by:

$$
m_l(f) = \int e_l(X) f(X) dX \quad (l = 1, 2, \ldots).
$$

It follows from (11) that the MMD between two distributions $f$ and $g$ may be written in terms of these moments as:

$$
\gamma_k(f, g) = \sqrt{\sum_{l=1}^{\infty} |m_l(f) - m_l(g)|^2}. \quad (18)
$$

In particular, for every $l = 1, 2, \ldots$ we have:

$$
|m_l(f) - m_l(g)| \leq \gamma_k(f, g). \quad (19)
$$

Thus when $\gamma_k$ is small, all of the moments $m_l$ of the distributions $f$ and $g$ must nearly coincide. (An example is provided in Appendix A.)

### B. Sample estimate

A direct estimate of (11) from particle (sample) data is given by (7):

$$
\gamma_k^2(f, g) = \frac{1}{m^2} \sum_{i,j=1}^{m} k(X_i, X_j) - \frac{2}{mn} \sum_{i,j=1}^{m,n} k(X_i, Y_j) + \frac{1}{n^2} \sum_{i,j=1}^{n} k(Y_i, Y_j), \quad (20)
$$

where the $m$ particle phase space coordinates $\{X_j\}_{j=1}^{m}$ are sampled from the distribution $f$, and the $n$ particle phase space coordinates $\{Y_j\}_{j=1}^{n}$ are sampled from the distribution $g$. Note that we allow $m \neq n$.

An alternative grouping of the sum (20) that yields superior numerical performance in practice is given by:

$$
\gamma_k^2(f, g) = \sum_{i,j=1}^{m+n} c_i c_j k(\hat{X}_i, \hat{X}_j), \quad (21)
$$

where

$$
c_j = \begin{cases} 
\frac{1}{m}, & 1 \leq j \leq m \\
-\frac{1}{n}, & m + 1 \leq j \leq m + n 
\end{cases} \quad (22)
$$

and $\{\hat{X}_j\}_{j=1}^{m+n}$ contains the phase space coordinates sampled from the distribution $f$, followed by the phase space coordinates sampled from $g$, so that:

$$
\hat{X}_j = \begin{cases} 
X_j, & 1 \leq j \leq m \\
Y_{j-m}, & m + 1 \leq j \leq m + n 
\end{cases} \quad (23)
$$

In the form (21), it is clear from (9) that the estimate satisfies $\gamma_k^2 \geq 0$, and that the computational complexity is $O((m+n)^2)$.

In the special case that the kernel $k$ is translation-invariant, the complexity can be reduced by using the spectral representation (15) to approximate $\gamma_k$ as the sum (25):

$$
\gamma_k^2(f, g) = \frac{1}{L} \sum_{l=1}^{L} \left| \sum_{j=1}^{m+n} c_j e^{i\omega_l \cdot \hat{X}_j} \right|^2 \quad (24)
$$

where the $\{\omega_l\}_{l=1}^{L}$ denote $L$ frequency vectors that are randomly sampled from the spectral probability density $\Lambda$, and the quantities $\{c_j\}_{j=1}^{m+n}$ and $\{\hat{X}_j\}_{j=1}^{m+n}$ are given by (22 23). The complexity of (24) is $O(L(m+n))$, where in practice it is sufficient to use $L \ll m + n$. This results in significant speed-up when translation-invariant kernels are used to compute $\gamma_k$.

### C. Statistical error

It is shown in (20 27) that the sample estimate (20) converges to the population value (11) as $O(m^{-1/2} + n^{-1/2})$ when $m, n \to \infty$, independently of the dimension of the underlying space. A similar result (35 36) may be obtained for the estimate (24).

In practice, the sample estimate in (20 21) or (24) is used to test the hypothesis that two distributions are distinct, $f \neq g$. To set a confidence threshold for this test, one must know the statistical distribution of (20) under the null hypothesis that $f = g$. This problem has been treated in detail (7 33). For our purposes, it is enough to know that the rms value of $\gamma_k$ under the hypothesis that $f = g$ is given by taking the expected value of (20), which is given by:

$$
\gamma_k^{\text{noise}} = \mathbb{E}[\gamma_k^2]^{1/2} = \sqrt{\frac{m+n}{mn} (1 - \|f\|^2) / 2}, \quad (25)
$$

where
where the notation \(|f|_k^2\) denotes
\[
|f|_k^2 = \int\int k(x, x') f(x) f(x') dxdx'.
\] (26)

An identical result is obtained by using (24). Thus (25) represents a statistical noise level for \(\gamma_k\) that is associated with the use of a finite number of particles, and when \(m = n\), we see that \(\gamma_k^{\text{noise}} \propto 1/\sqrt{n}\). The probability \(P\) that \(\gamma_k\) exceeds a threshold value \(\tau > 0\) is then bounded above by Markov’s inequality, which states that for any \(\tau > 0\):
\[
P(\gamma_k > \tau) \leq \left(\frac{\gamma_k^{\text{noise}}}{\tau}\right)^2.
\] (27)

It follows that (given the null hypothesis) large deviations above the noise floor \(\gamma_k^{\text{noise}}\) are rare. A more detailed investigation [7] reveals that the bound in (27) is loose—that is, the probability on the left-hand side in (27) is much smaller and decays more quickly with \(\tau\) than in (27) alone would suggest.

**D. Numerical implementation**

The expressions in (21) and (24) are straightforward to implement in a parallel particle-based beam dynamics simulation code. The resulting numerical diagnostic, which we denote by MMD, may be used to compare an evolving particle distribution \(f_i\) with itself after successive \(\Delta t\) periods (e.g., lattice periods), or to compare the evolving particle distribution against a fixed reference distribution (usually an initial or predicted final distribution). The frequency samples \(\{\omega_i\}_{i=1}^L\) in (24) may be generated once and stored at initialization of the simulation, or the samples may be drawn independently at each evaluation of the MMD. The latter is the approach favored in the literature.

An algorithm can also be implemented to estimate \(\gamma_k\) using the representation given in (18). When the basis functions \(\{\epsilon_i\}_{i=1}^L\) are known, it is straightforward to estimate the moments (17) from particle samples. However, the number of basis functions required to obtain convergence of the sum (18) grows rapidly with the phase space dimension \(d\). For a Gaussian kernel with \(d \geq 2\), we found that this algorithm was outperformed by the spectral algorithm (24) for all examples tested.

A remark about the choice of kernel \(k\) is in order. For simplicity, we use a Gaussian kernel (67) along each unbounded phase space coordinate. The kernel width \(\sigma\) is chosen to coincide with a typical rms beam size. In some cases, it is natural to consider periodic domains (for example, if one models a longitudinal beam slice with periodic boundary conditions). Along a phase space coordinate that is naturally periodic, we use a Poisson kernel (71) with the appropriate periodicity. For dynamical problems, it is important that the kernel remain fixed throughout the simulation.

**IV. HILBERT SCHMIDT CORRELATION**

Recall that two random variables \(X\) and \(Y\) described by a joint probability density \(P_{XY}\) are said to be independent when \(P_{XY} = P_X P_Y\), where \(P_X\) and \(P_Y\) are the marginal densities given by:
\[
P_X(x) = \int P_{XY}(x, y) dy,
\] (28a)
\[
P_Y(y) = \int P_{XY}(x, y) dx.
\] (28b)

Given a metric \(\rho\) on the set of such joint probability densities, a natural measure of deviation from independence between \(X\) and \(Y\) is given by the distance \(\rho(P_{XY}, P_X P_Y)\). This motivates the following definitions.

**A. Definition and properties**

For simplicity, we assume that \(X\) and \(Y\) take their values in the same space \(\mathbb{R}^d\), on which a kernel \(k\) is defined. We define a new kernel \(\kappa\) on \(\mathbb{R}^d \times \mathbb{R}^d\) by:
\[
\kappa((x, y), (x', y')) = k(x, x')\delta(y, y').
\] (29)

It follows that \(\kappa\) is symmetric and positive definite [9].

The Hilbert Schmidt correlation \(\mathcal{R}_k\) between \(X\) and \(Y\) is then defined by:
\[
\mathcal{R}_k^2(X, Y) = \frac{\gamma_k^2(P_{XY}, P_X P_Y)}{\gamma_k(P_{XX}, P_X P_X)\gamma_k(P_{YY}, P_Y P_Y)}.
\] (30)

The quantity in the numerator is known as the Hilbert Schmidt correlation \(\mathcal{R}_k\) between \(X\) and \(Y\).

\[
P_{X,Y}(x, y) = P_X(x)\delta(y - x),
\] (31)
\[
P_{Y,Y}(x, y) = P_Y(y)\delta(x - y).
\]

It may be shown that the quantity in (30) satisfies:
\[
0 \leq \mathcal{R}_k \leq 1,
\] (32)
\[
\mathcal{R}_k = 0 \text{ if and only if } X \text{ and } Y \text{ are independent},
\]
\[
\mathcal{R}_k = 1 \text{ if } X \text{ and } Y \text{ are identical}.
\]

It follows that \(\mathcal{R}_k\) provides a natural measure of (possibly nonlinear) correlation between \(X\) and \(Y\). The special case when \(k(x, x') = |x| + |x'| - |x - x'|\) is known in the statistics literature as the distance correlation (dCor) [33] [44] [39] [40].

When the kernel \(k\) is translation-invariant, we may use the representation (15) to write the numerator of (30) as:
\[
\gamma_k^2(P_{XY}, P_X P_Y) = \int |\phi_{XY}(\omega, \omega') - \phi_X(\omega)\phi_Y(\omega')|^2 \Lambda(\omega)\Lambda(\omega') d\omega d\omega',
\] (33)
where \( \Lambda \) is the spectral density of \( k \) defined in \( (14) \), and

\[
\phi_{XY}(\omega, \omega') = \int e^{i(\omega - X + \omega' - Y)} P_{XY}(X, Y) dXdY, \quad (34a)
\]

\[
\phi_X(\omega) = \phi_{XY}(\omega, 0), \quad \phi_Y(\omega') = \phi_{XY}(0, \omega'). \quad (34b)
\]

Corresponding expressions for the factors in the denominator of \( (30) \) are obtained from \( (36) \) by taking \( Y \mapsto X \) or \( X \mapsto Y \) as appropriate, and using \( (31) \) to write:

\[
\phi_{XX}(\omega, \omega') = \int e^{i(\omega - X + \omega' - Y)} P_{XX}(X, Y) dXdY = \phi_X(\omega + \omega'), \quad (35a)
\]

\[
\phi_{YY}(\omega, \omega') = \int e^{i(\omega - X + \omega' - Y)} P_{YY}(X, Y) dXdY = \phi_Y(\omega + \omega'). \quad (35b)
\]

**B. Sample estimate**

An estimate of the numerator of \( (30) \) from particle (sample) data is given by:

\[
\gamma^2_k(P_{XY}, P_X P_Y) = \frac{1}{m^2} \sum_{i,j=1}^m k(X_i, X_j)k(Y_i, Y_j)
\]

\[
+ \frac{1}{m^4} \sum_{i,j,q,r=1}^m k(X_i, X_j)k(Y_q, Y_r)
\]

\[
- \frac{2}{m^3} \sum_{i,j,q=1}^m k(X_i, X_j)k(Y_i, Y_q) \quad (36)
\]

where the \( m \) pairs \( \{(X_j, Y_j)\}_{j=1}^m \) are sampled from \( P_{XY} \). The corresponding expressions appearing in the denominator of \( (30) \) are obtained from \( (36) \) by taking \( Y \mapsto X \) and \( X \mapsto Y \), respectively. It can be shown that \( (36) \) can be computed with \( O(m^2) \) complexity by introducing \( O(m) \) storage.

In the special case that the kernel \( k \) is translation invariant, this complexity can be further reduced by working in frequency space using \( (33) \). An efficient estimate is given by:

\[
\gamma^2_k(P_{XY}, P_X P_Y) = \frac{1}{L} \sum_{k=1}^L \left[ \frac{1}{m} \sum_{j=1}^m e^{i\omega k - X_j} e^{-i\omega k - Y_j} \right. \]

\[
- \left. \left( \frac{1}{m} \sum_{j=1}^m e^{i\omega k - X_j} \right) \left( \frac{1}{m} \sum_{j=1}^m e^{-i\omega k - Y_j} \right) \right]^2, \quad (37)
\]

where \( \{\omega_k\}_{k=1}^{2L} \) denote 2\( L \) frequency vectors that are randomly sampled from the spectral probability density \( \Lambda \) associated with \( k \). Note that the complexity of \( (37) \) is given by \( O(mL) \). (This is a variant of the random Fourier features estimate appearing in \( [36, 41] \).)

### C. Statistical error

In practice, the sample estimate in \( (36) \) or \( (37) \) is used to test the hypothesis that two random variables \( X \) and \( Y \) are independent. To set a confidence threshold for this test, one needs to know the statistical distribution of \( (36) \) under the null hypothesis that \( P_{XY} = P_X P_Y \). This problem has been treated in detail \([10, 33, 37, 38]\). For our purposes, it is enough to know the rms value of \( \mathcal{R}_k \) under the hypothesis that \( X \) and \( Y \) are independent. This is given by taking the expected value of \( (36) \), which yields:

\[
E[\gamma^2_k(P_{XY}, P_X P_Y)] = \left( \frac{m-1}{m^2} - \frac{1}{m} \right)^2 \frac{1}{m} - \frac{1}{m^2}, \quad (38)
\]

where \( \| \cdot \|_k \) has the same meaning as in \( (26) \). Thus we have, to leading order in \( 1/m \):

\[
\mathcal{R}_k^{\text{noise}} = \frac{1}{\sqrt{m}} \frac{1}{\gamma_k(P_{XY}, P_X P_Y) \gamma_k(P_{YY}, P_Y P_Y)} \quad (39)
\]

Note that \( (39) \) is fully determined by the marginal densities \( P_X \) and \( P_Y \) through \( (31) \).

Given the null hypothesis, an inequality corresponding to \( (27) \) holds after \( \gamma_k \) is replaced by \( \mathcal{R}_k \), indicating that large deviations above the noise floor value \( \mathcal{R}_k^{\text{noise}} \) are rare.

### D. Numerical Implementation

In practice, the random variables \( X \) and \( Y \) described above may represent two phase space coordinates within a single beam (e.g., \( X = z \) and \( Y = p_z \)) or two \( d \)-tuples of phase space coordinates (e.g., \( X = (x, p_x) \) and \( Y = (y, p_y) \)). In this case, computation of \( \mathcal{R}_k(X, Y) \) using \( (36) \) or \( (37) \) returns a measure of correlation between phase space coordinates within the beam.

Alternatively, let \( X \) denote the vector of phase space coordinates for a particle within the beam at initial time (or lattice location) \( t = 0 \), and let \( Y \) denote the vector of phase space coordinates for the same particle at a later time \( t \). Then \( \mathcal{R}_k(X, Y) \) measures the correlation of a particle’s coordinates at time \( t \) with the particle’s initial coordinates, and this quantity will be denoted \( \mathcal{R}_k(t) \) for simplicity. The dynamical evolution of this quantity is intimately related to mixing. (See Appendix B.)

Numerical evaluation of \( \mathcal{R}_k(t) \) requires that each particle be assigned a unique index \( j \), so that one may construct the particle pairs \( \{(X_j, Y_j)\}_{j=1}^m \) at each desired evaluation time \( t \). In particular, the arrays containing the initial and final phase space coordinates of particle \( j \) must be stored on the same processor, which requires appropriate bookkeeping and possible communication.
V. APPLICATIONS TO IDEALIZED AND EXACTLY-SOLVABLE MODELS

In this section, we illustrate several applications of the above tools to dynamical problems involving beams: 1) to compare two beams for benchmarking and quantifying beam mismatch, 2) to detect nonlinear phase space correlations and coupling between phase planes, 3) to verify numerically that a beam that is generated from a well-matched distribution remains stationary, 4) to study the relaxation of a non-equilibrium beam to a stationary state, and 5) to measure the rate of chaotic mixing and decay of correlations within a beam during its evolution.

To aid in benchmarking the diagnostics MMD ($\gamma_k$) and HSCor ($R_k$), idealized distributions and exactly-solvable models involving maps are used. The next section will discuss realistic examples involving high-intensity beams.

A. Distribution comparison and mismatch

Let $f$ and $f'$ denote two centered Gaussian distributions with covariance matrices $\Sigma$ and $\Sigma'$, respectively. To determine the distance between these distributions, we consider an arbitrary Gaussian kernel $k$ of the form:

$$k(X, X') = \exp \left( -\frac{1}{2} (X - X')^T S (X - X') \right),$$  \hspace{1cm} (40)

where $S$ is any symmetric, positive definite matrix. Such a matrix may always be decomposed as $S = A^T A$ for some matrix $A$. The MMD between $f$ and $f'$ may be obtained using (11) as:

$$\gamma_k^2(f, f') = \det(I + 2\Sigma_N)^{-1/2} + \det(I + 2\Sigma'_N)^{-1/2} - 2 \det(I + \Sigma_N + \Sigma'_N)^{-1/2},$$  \hspace{1cm} (41)

where $I$ is the identity matrix, and the normalized covariance matrices are:

$$\Sigma_N = A \Sigma A^T, \quad \Sigma'_N = A \Sigma' A^T.$$  \hspace{1cm} (42)

This yields a large class of examples for benchmarking the computation of MMD in any dimension.

As a special case of (41), consider two Gaussian beams $f$ and $f'$ described on a 2D phase space $(x, p_x)$ with identical emittance $\epsilon$, with covariance matrices:

$$\Sigma = \epsilon \begin{pmatrix} \beta & -\alpha \\ -\alpha & \gamma \end{pmatrix}, \quad \Sigma' = \epsilon \begin{pmatrix} \beta' & -\alpha' \\ -\alpha' & \gamma' \end{pmatrix}.$$  \hspace{1cm} (43)

Taking $S = \Sigma^{-1}$ in (40) and computing the MMD between $f$ and $f'$ using (41) gives:

$$\gamma_k^2(f, f') = \frac{1}{3} - \frac{1}{\sqrt{5 + 4\zeta}}.$$  \hspace{1cm} (44)

Here the result is expressed in terms of the linear beam mismatch parameter $\zeta$, given by:

$$\zeta = \frac{1}{2} (\beta' \gamma' - 2 \alpha \alpha' + \gamma \beta'), \quad \zeta \geq 1.$$  \hspace{1cm} (45)

The same result is obtained by taking $S = (\Sigma'_N)^{-1}$ in [40]. Note that (44) vanishes when $\zeta = 1$, and increases monotonically with increasing mismatch $\zeta$. Thus, when the MMD can be expressed in terms of the linear mismatch, the result behaves as expected.

In addition to detecting differences based on the second beam moments, the MMD detects differences in the details of two distributions. For a 4D example relevant to beams, consider a K-V distribution $f_{KV}$ and a (4D) Gaussian distribution $f_G$ with the same second moments. Using (15) gives the exact result:

$$\gamma_k(f_{KV}, f_G) = \sqrt{\frac{1}{9} - \frac{1}{2\epsilon} + \frac{I_2(4) + I_3(4)}{2\epsilon^4}},$$  \hspace{1cm} (46)

where $I_n$ denotes the modified Bessel function of order $n$. This corresponds to the numerical value $\gamma_k(f_{KV}, f_G) \approx 0.12863$. For comparison, a numerical computation of $\gamma_k$ using (24) from two sampled beams with $m = n = 10^5$ particles and $L = 10^4$ frequency samples gives an estimated value of 0.128.

B. Detecting phase space correlations

For a Gaussian distribution of any dimension, one may detect linear correlations among the various degrees of freedom by using (41) in (30). As an example, consider a Gaussian distribution on a 2D phase space $(q, p)$ with the covariance matrix:

$$\Sigma = \begin{pmatrix} 1 & r \\ r & 1 \end{pmatrix}, \quad f(q, p) = \frac{1}{2\pi a} e^{-(q^2 + p^2 - 2qr)/2a^2},$$  \hspace{1cm} (47)

where $a = \sqrt{1 - r^2}$. Using a Gaussian kernel of unit width, the correlation $R_k$ between the variables $q$ and $p$ is given by:

$$R_k = \frac{g(r)}{g(1)}, \quad g(r) = \frac{1}{3} + \frac{1}{\sqrt{9 - 4r^2}} - \frac{2}{\sqrt{9 - r^2}}.$$  \hspace{1cm} (48)

This result is expressed in terms of the standard linear correlation coefficient $r$. Note that $R_k$ increases monotonically from 0 to 1 as $|r|$ increases from 0 to 1. The quantity $R_k$ is useful for detecting nonlinear correlations, even when the exact structure of the correlation is unknown. Consider the case of a Gaussian beam with a quadratic correlation in the longitudinal phase space $(z, \delta)$:

$$f(z, \delta) = \frac{1}{2\pi a} e^{-z^2/2a^2} e^{-(\delta + az^2)/2a^2}.$$  \hspace{1cm} (49)

The linear correlation between $z$ and $\delta$ in (49) vanishes, since one may verify that $\langle z \delta \rangle = 0$. Using the dimensionless variables $\bar{z} = z/a$ and $\bar{\delta} = \delta/(aa^2)$, and choosing a Gaussian kernel of width 1, one may evaluate the correlation $R_k$ between $\bar{z}$ and $\bar{\delta}$. The result is shown in Fig. 1 as a function of the dimensionless parameter $\bar{r} = r/(aa^2)$. The result is independent of the sign of $a$. We see that
$R_k$ becomes small as the quadratic coefficient $a$ becomes small or as the uncorrelated energy spread $\tau$ becomes large, as one might expect.

### C. Testing for stationarity

Often one must characterize the degree to which a given particle distribution remains stationary over many periods of dynamical evolution. This can be quantified by computing the distance $\gamma_k(f_t, f_0)$ between the initial distribution $f_0$ and the distribution $f_t$ after $t$ periods.

For example, consider the 2D nonlinear symplectic map given by [42]:

$$\begin{pmatrix} q' \\ p' \end{pmatrix} = \begin{pmatrix} \cos \phi & \sin \phi \\ -\sin \phi & \cos \phi \end{pmatrix} \begin{pmatrix} q \\ p \end{pmatrix}, \quad \phi = \psi + \frac{\alpha}{2} \left( q^2 + p^2 \right),$$

(50)

where $\psi > 0$ and $\alpha > 0$ are constants. This may be viewed as a simple model of a betatron phase advance in a single plane that increases linearly with the action $J = (q^2 + p^2)/2$.

A Gaussian distribution of the form:

$$f(q, p) = \frac{1}{2\pi\epsilon_0} e^{-(q^2 + p^2)/2\epsilon_0}$$

(51)

is an explicit function of the action $J$, and is therefore invariant under the map [50]. Sampling $n = 10^4$ particles from (51) and tracking them under iterates of the map [50], we compare the distribution at each iteration with the initial distribution. The result is shown in Fig. 2

The MMD distance $\gamma_k(f_t, f_0)$ to the initial distribution is nonzero after the first iteration, but remains near $10^{-2}$ over the time interval observed. Due to the finite number of particles, the value of $\gamma_k(f_t, f_0)$ experiences statistical fluctuations around the predicted rms value given by (25) (black curve).

In particular, we see that for large $t$, (53) converges to zero as $\gamma_k \sim O(1/t^2)$.

Fig. 3 illustrates the result obtained from tracking $10^5$ particles for the case $\epsilon_0 = 0.01$, $q_0 = 0.5$, $\psi = 0.3$, $\alpha = 0.1$. We use a Gaussian kernel with $\sigma = 1$. The inset shows the difference from the prediction. By $t = 500$, the distribution has converged to equilibrium set by the particle noise. This shows that MMD provides a diagnostic capable of measuring the dynamical relaxation of a beam to a stationary state.

### D. Relaxation to a stationary state

If the distribution [51] is given an initial centroid offset $q \rightarrow q + q_0$ with $q_0 > 0$, the beam will filament and converge weakly to a stationary equilibrium of the form [42, 43]:

$$f_{eq}(q, p) = \frac{1}{2\pi\epsilon_0} e^{-(q^2 + p^2 + q_0^2)/2\epsilon_0} I_0(\frac{q_0}{\epsilon_0} \sqrt{q^2 + p^2}).$$

(52)

Using a Gaussian kernel of width $\sigma$ in expression (15), one may solve exactly for the time evolution of the MMD distance to equilibrium:

$$\gamma_k^2(f_t, f_{eq}) = 2s^2 \sum_{n=1}^{\infty} \nu_n e^{-\nu_n(1+2d^2s^2\tau_n^2)} I_n(\nu_n),$$

(53)

where $I_n$ denotes the modified Bessel function of order $n$ and

$$\nu_n = \frac{d^2}{1 + d^2s^2(1 + \tau_n^2)},$$

(54)

is given in terms of the dimensionless parameters:

$$\tau_n = nt\alpha\epsilon_0, \quad d^2 = \frac{q_0^2}{2\epsilon_0}, \quad s = \frac{\sigma}{q_0}.$$  

(55)
E. Mixing and decay of correlations

Although the term “mixing” is sometimes used to refer to any process involving filamentation and relaxation of the beam in phase space, we distinguish between regular mixing (which is characteristic of nonlinear integrable systems) and mixing in the ergodic sense (which is characteristic of systems with widespread chaos). Here, we refer to the latter meaning of the term, as it is formalized in ergodic theory [44]. (See Appendix B.)

A simple illustration of chaotic mixing behavior is given by the Arnold cat map, which is the 2D symplectic map given by:

\[
\begin{pmatrix} q' \\ p' \end{pmatrix} = \begin{pmatrix} 2 & 1 \\ 1 & 1 \end{pmatrix} \begin{pmatrix} q \\ p \end{pmatrix} \mod 2\pi,
\]

where we assume that \( q \) and \( p \) each have period 2\(\pi\). The uniform density:

\[
f(q, p) = \frac{1}{(2\pi)^2}, \quad q, p \in [0, 2\pi)
\]

is invariant under \([56]\) since the map is area-preserving.

The Hilbert Schmidt correlation provides a quantitative measure of mixing and the resulting decay of correlations over time. To illustrate this, we compute the value \( \mathcal{R}_k(X(t), X(0)) \), where \( X(0) \) is the random variable denoting a particle’s initial phase space coordinates, as sampled from \([57]\), and \( X(t) \) denotes the particle’s phase space coordinates after \( t \) iterations of the map \([56]\). For simplicity, we denote this quantity by \( \mathcal{R}_k(t) \). In a periodic domain, it is appropriate to use a kernel that reflects the underlying domain periodicity. Using a Poisson kernel with parameter \( \sigma \) in each dimension (Appendix A), we may compute the value of \( \mathcal{R}_k(t) \) explicitly. The value after \( t \) iterations is given exactly by the sum:

\[
\mathcal{R}_k(t) = \left( \frac{1 - \sigma^2}{2\sigma} \right) \left[ \sum_{n_1, n_2 = -\infty}^{\infty} \sigma^{C(n_1, n_2, t)} \right]^{1/2}, \quad (58)
\]

where the exponent is \((t = 1, 2, 3, \ldots)\):

\[
C(n_1, n_2, t) = |n_1| + |n_2| + |F_{2t+1}n_1 + F_{2t}n_2| + |F_{2t}n_1 + F_{2t-1}n_2| \quad (59)
\]

given in terms of the usual Fibonacci sequence:

\[
F_1 = F_2 = 1, \quad F_i = F_{i-1} + F_{i-2}. \quad (60)
\]

Fig. 4 shows the decay of the quantity \( \mathcal{R}_k(t) \) as a function of the iteration number \( t \) for the case \( \sigma = 1/2 \). Because the prediction \([58]\) is only defined for nonnegative integer values of \( t \), the red curve shown connects these values using smooth interpolation. Note that mixing for the map \([56]\) is very rapid. After only 4-5 iterations, the correlations between the initial and final phase space coordinates are at or below the level expected due to numerical particle noise, as given by \([39]\) and indicated by the black line. The inset shows that no correlation is visible by eye between the initial and final coordinates.
VI. APPLICATION TO HIGH-INTENSITY BEAMS

A. Beam in a constant focusing channel

As our first example with space charge, we consider a long (unbunched) intense beam in a constant focusing channel that is initialized in a stationary thermal equilibrium, so the 4D beam distribution takes the form:

\[ f_0(x, p_x, y, p_y) \propto e^{-H(x, p_x, y, p_y)/kT}, \]  

(61)

where \( H \) denotes the self-consistent Hamiltonian:

\[ H = \frac{1}{2}(p_x^2 + p_y^2) + \frac{1}{2}\omega^2(x^2 + y^2) + \frac{q\phi(x, y, s)}{\beta^2\gamma^4mc^2}, \]  

(62)

and \( \phi \) is a solution of the 2D Poisson equation:

\[ \nabla^2 \phi = -\frac{\lambda}{\epsilon_0} \int f_0(x, p_x, y, p_y)dp_xdp_y. \]  

(63)

Here \( \lambda \) denotes the charge per unit length, and \( \epsilon_0 \) denotes the vacuum permittivity.

For simulation, we consider a proton beam with a kinetic energy of 200 MeV and a beam current of 20 A in an external focusing of strength \( \Omega = 0.628 \text{ m}^{-1} \) (corresponding to a 2.7 T solenoid field). The temperature \( kT \) is chosen to yield the initial emittance \( \epsilon_{x,rms} = \epsilon_{y,rms} = 1.24 \mu\text{m} \). The tune depression due to space charge is then given by \( \nu/\nu_0 \approx 0.55 \).

Fig. 5 illustrates the MMD distance between the initial distribution and the distribution at time \( t \), for four distinct random seeds. To compute (64), a Gaussian kernel was used. The kernel width parameter \( \sigma \) associated with each phase space dimension was matched to the corresponding rms width of the distribution (61). For each random seed, self-consistent tracking with transverse (2D) space charge using \( n = 10^6 \) particles was performed using the symplectic gridless spectral solver described in [35]. Notice that the distribution remains stationary to within the level expected due to particle noise (black line). Compare this dynamical behavior to that shown in Fig. 2.

As a second example, consider a proton beam with the same energy and emittance as above. However, instead of the stationary distribution (61), we use the initial distribution (63):

\[ f_0(x, p_x, y, p_y) = \frac{1}{\pi^2\sigma^2_m\sigma^2_p} \Theta(r_m - r)\Theta(p_m - p) \]  

(64)

where \( r = \sqrt{x^2 + y^2} \), \( p = \sqrt{p_x^2 + p_y^2} \), and \( \Theta \) denotes the unit step function. The distribution (63) is not stationary, but to minimize fluctuations of the rms beam size, we match the beam in an rms sense by setting \( p_m^2 = \Omega^2r_m^2 - K_{pv} \), where \( K_{pv} \) denotes the generalized beam perveance. In the absence of precise knowledge of the final equilibrium state, we compare the particle distribution at successive time intervals separated by \( \Delta t = L \), where \( L = 6.20 \text{ m} \) denotes the period of linearized envelope oscillations about the equilibrium beam size. The result is shown in Fig. 6. On the time scale shown, the beam appears to undergo relaxation toward a final distribution containing a small but visible low-density halo (inset). This fast relaxation appears to be a property of the collisionless Vlasov-Poisson system, and it is to be distinguished from slow relaxation due to collisional effects [4], which are not included in the numerical model.

The system described in this section cannot be mixing due to the existence of invariants of motion (for example,
the angular momentum. Indeed, the computed quantity $R_k(t)$ converges rapidly to a nonzero value. This behavior will be examined using a more complex example in the following section.

### B. Beam in a periodic FODO lattice

As a simple application to an intense beam in a periodic focusing structure, we consider a lattice consisting of a single FODO cell (Fig. 7). We consider a proton beam with a kinetic energy of 200 MeV and a beam current of 10 MA with an initial emittance of $\epsilon_{x,rms} = \epsilon_{y,rms} = 1 \mu$m (unnormalized). The initial distribution is Gaussian of the form:

$$f_0(x, p_x, y, p_y) = \frac{1}{(2\pi)^2 \epsilon_{x,rms} \epsilon_{y,rms}} e^{-\frac{1}{2} X^T \Sigma^{-1} X}, \quad (65)$$

where $X = (x, p_x, y, p_y)$ and $\Sigma$ denotes the covariance matrix. Although the second beam moments are chosen so that the beam is matched in an rms-sense, the distribution is not matched in detail. Fig. 7 shows the evolution of the matched beam envelopes over a single period. The zero-current phase advance is 60.1° per cell, while the 10 MA phase advance is 25.9° per cell, so that space charge plays a significant role.

Fig. 8 illustrates the MMD distance between the initial distribution and the distribution after $t$ periods (blue), together with the MMD distance between successive periods (red). To compute (24), a Gaussian kernel was used whose width along each dimension matches the initial rms beam size in that dimension. In each case, self-consistent tracking with transverse (2D) space charge using $n = 10^6$ particles was performed using the algorithm described in [45]. The distribution relaxes quickly over the first 100 periods, but fluctuations above the noise level persist on a much longer time scale.

### C. Treatment of beam loss

In the presence of beam loss, it may be of interest to study the dynamics of the beam on a bounded subregion $E$ of the phase space (e.g., defined by the vacuum chamber or by the dynamic aperture). For example, one may study the relaxation of the distribution defined by those particles that remain indefinitely within the region $E$. In this case, the beam distribution function $f_t$ satisfies:

$$\int_E f_t(X) dX = \chi_t, \quad 0 \leq \chi_t \leq 1, \quad (66)$$

where $\chi_t$ denotes the (possibly time-dependent) fraction of beam particles that lie within the region $E$.

The formalism of the previous section may be modified to treat this case as follows.
FIG. 9. Dynamics of an unbunched (4D) beam with \( n = 10^6 \) particles sampled from the distribution \( \mathcal{D}_6 \) in the FODO channel shown in Fig. 7. The correlation \( R_k(t) \) between the distribution after \( t \) periods and the initial distribution at \( t = 0 \) is shown. Correlations appear to persist indefinitely. (Inset) Plot of initial \( y \) vs. final \( y \) after 1K periods, showing that the correlations are not easily visible in low-dimensional projections.

1. In the calculation of (20-24) and (36-37), sum only over those particles that lie within the desired region \( E \). This is equivalent to modifying the kernel \( k \) by setting \( k(X, X') = 0 \) if \( X \notin E \) or \( X' \notin E \).

2. In the calculation of (20-24) and (36-37), replace the weight coefficients 1 over \( m \) particle weights \( w_j \) with \( \sum_{j=1}^m w_j = \chi_i \), and similarly for 1 over \( n \).

One may verify that many of the desired mathematical properties of the MMD and HSICor still hold for these modified statistics.

VII. CONCLUSIONS

Modeling beams in the presence of high intensity space charge, collective instabilities, or strong nonlinear focusing can result in dynamical processes that are difficult to characterize using typical numerical diagnostics based on second-order moments. We have introduced two numerical diagnostics originating in the ML literature with highly desirable mathematical properties that are straightforward to implement in parallel particle-based simulation codes. The first is a measure of statistical distance known as the Maximum Mean Discrepancy (\( \gamma_k \)), which serves as a measure of similarity between two particle ensembles. The second is a measure of statistical dependence or correlation between random variables known as the Hilbert Schmidt Correlation (\( R_k \)). These quantities are useful for a variety of applications, including: matching a beam into a periodic transport system, numerical benchmarking, detecting possibly nonlinear phase space correlations, characterizing relaxation to a (quasi-)stationary state, and characterizing mixing or decay of correlations within the beam.

It is important to note that the quantitative results obtained will depend on the choice of the kernel \( k \). On one hand, this kernel-dependence may be viewed as a disadvantage of the diagnostics described here. On the other hand, one may view the kernel as a natural way to parameterize a large family of possible diagnostics, all of which correctly capture the same underlying physical processes. (This is a consequence of the mathematical properties described in Sections III-IV.) In numerical experiments the observed dynamical evolution of \( \gamma_k \) or \( R_k \) was largely independent of the choice of kernel, although this remains an active area of investigation. An alternative and parameter-free statistical distance with similar mathematical properties is the Wasserstein distance \( W_p \) (Section II.B). In the future, the authors plan to investigate the feasibility of using efficient approximations to \( W_p \) for beam dynamics applications.

The diagnostics described here are well-suited to applications involving large simulation ensembles. For example, quantities involving \( \gamma_k \) or \( R_k \) may be used as objectives for accelerator design optimization or for training machine learning models that require detailed information about the beam distribution function. This raises the possibility of tailoring the final beam phase space density by using large-scale automated machine tuning.

Finally, although we have focused on the case of charged particle beams, it is clear that these tools can be applied without change to kinetic simulations of other many-body systems such as plasmas or gravitational systems, which rely on the tracking of large particle ensembles.

VIII. ACKNOWLEDGMENTS

This work was supported by the Director, Office of Science of the U.S. Department of Energy under Contract No. DE-AC02-05CH11231, and made use of computer resources at the National Energy Research Scientific Computing Center. The authors acknowledge support from the U.S. DOE Early Career Research Program under the Office of High Energy Physics.

APPENDIX A: COMMONLY-USED KERNELS

This Appendix lists several of the kernels \( k \) most commonly used for discrimination testing and independence testing in ML. These kernels are all translation-invariant and normalized as in (12), so that \( k(X, X) = 1 \) for all \( X \). All the kernels listed here have the property that the quantity \( \gamma_k \) in (11) satisfies the metric conditions (i-iv) and captures weak convergence, as described in Section II.
Gaussian kernel ($\sigma > 0$) of dimension $d$:

$$k_{\text{Gaussian}}(X, X') = e^{-|X - X'|^2/2\sigma^2}, \quad (67a)$$

$$\Lambda_{\text{Gaussian}}(\omega) = \frac{e^{-\sigma^2|\omega|^2/2}}{(2\pi\sigma^2)^{d/2}}. \quad (67b)$$

Laplace kernel ($\sigma > 0$) of dimension $d$:

$$k_{\text{Laplace}}(X, X') = e^{-|X - X'|/\sigma}, \quad (68a)$$

$$\Lambda_{\text{Laplace}}(\omega) = \frac{\sigma^d}{\pi^{d/2}} \frac{\Gamma\left(\frac{d+1}{2}\right)}{(1 + \sigma^2 |\omega|^2)^{d/2}}, \quad (68b)$$

where $\Gamma$ denotes the gamma function.

Matérn kernel ($\nu > 0$, $\sigma > 0$) of dimension $d$:

$$k_{\text{Matérn}}(X, X') = \frac{2^{1-\nu}}{\Gamma(\nu)} \zeta^\nu K_\nu(\zeta), \quad (69a)$$

$$\Lambda_{\text{Matérn}}(\omega) = \frac{2^\nu \sigma^d \nu \Gamma(\nu)}{(2\pi)^{d/2}\Gamma(\nu)} \left(2\nu + \sigma^2 |\omega|^2\right)^{-s}, \quad (69b)$$

where $K_\nu$ is the modified Bessel function of order $\nu$, and we abbreviate:

$$\zeta = \frac{\sqrt{2\nu}}{\sigma} |X - X'|, \quad s = \nu + \frac{d}{2}. \quad (70)$$

Poisson kernel ($0 < \sigma < 1$) of dimension 1:

$$k_{\text{Poisson}}(X, X') = \frac{(1 - \sigma)^2}{1 - 2\sigma \cos(X - X') + \sigma^2}, \quad (71a)$$

$$\Lambda_{\text{Poisson}}(\omega) = \sum_{n=-\infty}^{\infty} \left(\frac{1 - \sigma}{1 + \sigma}\right)^n \sigma^n \delta(\omega - n). \quad (71b)$$

Another class of kernels $k_{\text{Wendland}}$ (of dimension $d$) is constructed by using a polynomial with compact support in the separation distance $r = |X - X'|/\sigma$, where $\sigma > 0$. See [17][18] for a detailed description of these. An example for $d = 1$ is given by:

$$k_{\text{Wend}}(X, X') = (1 - r)^3(1 + 3r), \quad r < 1, \quad (72a)$$

$$\Lambda_{\text{Wend}}(\omega) = \frac{2\sigma}{\pi} \left\{ \frac{2 + \cos \omega \sigma}{\omega^4} - \frac{3 \sin \omega \sigma}{\omega^6} \right\}. \quad (72b)$$

When working with a Gaussian kernel, an orthonormal basis for the RKHS is given by $\{e_n\}_{n=0}^\infty$ where [49]:

$$e_n(X) = \sqrt{\frac{1}{\sigma^{2n} n!}} e^{-X^2/2\sigma^2} X^n. \quad (73)$$

When working with the Poisson kernel, a (complex) orthonormal basis for the RKHS is given by $\{e_n\}_{n=-\infty}^\infty$ with:

$$e_n(X) = \sqrt{\frac{1 - \sigma}{1 + \sigma}} \frac{|n|/2}{e^{i n X}}. \quad (74)$$

A corresponding real basis is easily constructed.

We can construct a kernel $k$ of higher dimension using kernels $k^{(j)}$ ($j = 1, \ldots, d$) of lower dimension. For example, if we write $X = (X_1, \ldots, X_d)$ and $X' = (X'_1, \ldots, X'_d)$, then

$$k(X, X') = \prod_{j=1}^d k^{(j)}(X_j, X'_j). \quad (75)$$

If the kernels $k^{(j)}$ are translation-invariant with spectral densities $\Lambda^{(j)}$, then setting $\omega = (\omega_1, \ldots, \omega_d)$ we have:

$$\Lambda(\omega) = \prod_{j=1}^d \Lambda^{(j)}(\omega_j). \quad (76)$$

If the RKHS associated with the kernel $k^{(j)}$ has basis $e_n^{(j)}$, then the RKHS associated with $k$ has basis

$$e_n(X) = \prod_{j=1}^d e_n^{(j)}(X_j), \quad (77)$$

where $n = (n_1, \ldots, n_d)$ ranges over all possible indices.

**APPENDIX B: DEFINITION OF MIXING**

Let $\mathcal{M}$ be a map, and let $f$ denote a probability density that is invariant under the map, in the sense that:

$$f(\mathcal{M}^{-1}(X)) = f(X). \quad (78)$$

Then the map $\mathcal{M}$ is mixing with respect to the invariant density $f$ if for any two sets $A$ and $B$ [50]:

$$\lim_{t \to \infty} P(\mathcal{M}^{-t}(A) \cap B) = P(A)P(B), \quad (79)$$

where

$$P(A) = \int_A f(X) dX \quad (80)$$

denotes the probability that a point lies in $A$. Informally, for any sets $A$ and $B$, the sequence of sets $\mathcal{M}^{-t}(A)$ becomes asymptotically independent of $B$ as $t \to \infty$ [44].

There are many equivalent formulations of the condition (79). For our purposes, it is enough to know that a map $\mathcal{M}$ is mixing with respect to a density $f$ if and only if $R_k(t) \to 0$ as $t \to \infty$, where $R_k(t)$ denotes the correlation between the particle coordinates sampled from $f$ at $t = 0$ and the corresponding particle coordinates at later time $t$. (See Section IV.) This holds for all kernels $k$ satisfying the desirable properties described in Section II.C.
Strictly speaking, the infimum of this quantity must be taken over all "joint" probability measures defined on the Borel subsets of \( \mathbb{R}^d \times \mathbb{R}^d \) whose marginals have densities \( f \) and \( g \), respectively. See comment [11].
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