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Abstract
In this paper, we discuss fixed point theorems for a new $\chi$-set contraction condition in partially ordered Banach spaces, whose positive cone $K$ is normal, and then proceed to prove some coupled fixed point theorems in partially ordered Banach spaces. We relax the conditions of a proper domain of an underlying operator for partially ordered Banach spaces. Furthermore, we discuss an application to the existence of a local fractional integral equation.
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1 Introduction and preliminaries
A measure of non-compactness (MNC) for the first time was given by Kuratowski [1]. It is combined with the algebraically and analytically studies for establishing the existence of nonlinear problems [2]. The fractional calculus is a subject of a long history and has gained great interest in different fields of applied science, and many authors considered this topic [3–7].

Let $(X, \| \cdot \|)$ be an infinite dimensional Banach space and $\theta$ be its zero element. $B(\theta, \zeta)$ will denote the closed ball with center $\theta$ and radius $\zeta$ and $B_{\zeta}$ will stand for $B(\theta, \zeta)$. Moreover, $\mathcal{M}_X$ will denote the family of nonempty bounded subsets of $X$ and $\mathcal{N}_X$ is its subfamily consisting of all relatively compact sets.

Definition 1.1 ([8]) A mapping $\mu : \mathcal{M}_X \to \mathbb{R}^+$ is said to be a measure of non-compactness (MNC, for short) in $X$ if it satisfies the following conditions $(\mathcal{Y}, \mathcal{Y}_1, \mathcal{Y}_2 \in \mathcal{M}_X)$:

1. $\ker \mu := \{ \mathcal{Y} \in \mathcal{M}_X : \mu(\mathcal{Y}) = 0 \} \neq \emptyset$ and $\ker \mu \subset \mathcal{N}_X$,
2. $\mathcal{Y}_1 \subseteq \mathcal{Y}_2 \Rightarrow \mu(\mathcal{Y}_1) \leq \mu(\mathcal{Y}_2)$,
3. $\mu(\overline{\mathcal{Y}}) = \mu(\mathcal{Y})$,
4. $\mu(\text{conv} \mathcal{Y}) = \mu(\mathcal{Y})$,
5. $\mu(\lambda \mathcal{Y}_1 + (1 - \lambda) \mathcal{Y}_2) \leq \lambda \mu(\mathcal{Y}_1) + (1 - \lambda) \mu(\mathcal{Y}_2)$ for $\lambda \in [0, 1]$,
6. $\mu(\mathcal{Y}_1 \cup \mathcal{Y}_2) = \max\{\mu(\mathcal{Y}_1), \mu(\mathcal{Y}_2)\}$.
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if \((Y_n)\) is a decreasing sequence of nonempty closed sets in \(M\) and if \(\lim_{n \to \infty} \mu(Y_n) = 0\), then the set \(Y_\infty = \bigcap_{n=1}^{\infty} Y_n\) is nonempty and compact.

A map \(\alpha : M \to \mathbb{R}^+\) is said to be a Kuratowski MNC [1] if

\[
\alpha(Y) = \inf \left\{ \epsilon > 0 : Y \subset \bigcup_{k=1}^{n} S_k, S_k \subset X, \text{diam}(S_k) < \epsilon (k \in \mathbb{N}) \right\}.
\]

We denote by \(\Lambda(X)\) a nonempty, bounded, closed and convex set on Banach space \(X\).

The following extensions of the topological Schauder fixed point theorem and classical Banach fixed point theorem were proved by Darbo (DFPT, in short) in 1955.

**Theorem 1.2** ([8]) Let \(X\) be a Banach space, \(Y \in \Lambda(X)\) and \(\mathcal{F} : Y \to Y\) be a continuous operator such that there exists a \(\lambda \in [0,1)\) with

\[
\mu(\mathcal{F}(A)) \leq \lambda \mu(A)
\]

for any \(\emptyset \neq A \subset Y\), here \(\mu\) is the Kuratowski MNC on \(X\). Then we can conclude that \(\mathcal{F}\) has a fixed point.

We define \(\Psi : \mathbb{R}^+ \to \mathbb{R}^+\) is a non-decreasing function, and \(\lim_{n \to \infty} \psi^n(t) = 0\) for each \(t \geq 0\).

**Definition 1.3** ([9]) Denote by \(\mathbb{H}\) the collection of all functions \(h : \mathbb{R}_+ \to \mathbb{R}_+\), and let \(\Delta\) be the collection of all functions \(\Theta(h; \cdot) : \mathbb{H}(\mathbb{R}_+) \to \mathbb{H}(\mathbb{R}_+)\) satisfying:

(i) \(\Theta(h; \xi) > 0\) for \(\xi > 0\) and \(\Theta(h; 0) = 0\),

(ii) \(\Theta(h; \xi) \leq \Theta(h; \xi')\) for \(\xi \leq \xi'\),

(iii) \(\lim_{n \to \infty} \Theta(h; \xi_n) = \Theta(h; \lim_{n \to \infty} \xi_n)\),

(iv) \(\Theta(h; \max\{\xi, 1\}) = \max\{\Theta(h; \xi), \Theta(h; \xi)\}\) for some \(h \in \mathbb{H}(\mathbb{R}_+)\).

Arab [10] used Definition 1.3 to generalize the result of Aghajani et al. [11].

**Theorem 1.4** Let \(Y \in \Lambda(X)\) and let \(\mathcal{F} : Y \to Y\) be a continuous operator satisfying

\[
\Theta(h; \chi(\mathcal{F}^n)) + \psi(\chi(\mathcal{F}^n))) \leq \psi(\Theta(h; \chi(\mathcal{F})))
\]

for any \(\emptyset \neq \Xi \subset Y\), where \(\chi\) is an arbitrary MNC, \(h \in \mathbb{H}(\mathbb{R}_+)\), \(\psi \in \Psi\), \(\Theta(h; \cdot) \in \Delta\) and a continuous function \(\psi : \mathbb{R}^+ \to \mathbb{R}^+\). Then we find that \(\mathcal{F}\) has at least one fixed point.

With the above discussion in mind, an attempt has been made to give a monotone version of Lemma 1.4 with the relaxed conditions of domain of an underlying operator into partially ordered Banach spaces. To achieve the proposed results in partially ordered Banach spaces, we define a notion of MNC. Then we use this notion to prove some FPTs.
for $\chi$-set contraction condition in partially ordered Banach spaces whose positive cone $K$ is norm. We will relax the conditions of bounds, closed and convexity of the domain of operator at the expense of the operator being monotone and bounded. Next, we use the obtained FPTs to establish the existence of the solution of local fractional integral equation.

## 2 FPTs

Let $X$ be a Banach space with the norm $\| \cdot \|$ whose positive cone is defined by $K = \{ x \in X : x \geq 0 \}$. $(X, \| \cdot \|)$ is a partially ordered Banach space with the order relation $\subseteq$ induced by cone $K$.

Denote by $\Omega$ a collection of continuous and strictly increasing function $\omega : \mathbb{R}_+ \to \mathbb{R}_+$.

We now discuss our results in partially ordered Banach spaces.

**Theorem 2.1** Let $(X, \| \cdot \|, \subseteq)$ be a partially ordered Banach space, whose positive cone $K$ is normal. Suppose that $F : X \to X$ is a continuous, non-decreasing and bounded mapping satisfying the following contraction:

$$
\Theta(h; \chi(F(\Xi)) + \omega(\chi(\Xi))) \leq \psi(\Theta(h; \chi(\Xi)) + \omega(\chi(\Xi))),
$$

(2.1)

for all bounded subset $\Xi$ in $X$, where $\chi$ denotes the arbitrary MNC, $h \in H(\mathbb{R}_+)$, $\Theta(\cdot; \cdot) \in \Delta$, $\psi \in \Psi$, $\omega \in \Omega$.

If $\exists$ an element $\varsigma_0 \in X$ such that $\varsigma_0 \subseteq F \varsigma_0$, then $F$ has a fixed point $\rho^*$ and the sequence $\{F^n \varsigma_0\}$ of successive iterations converges monotonically to $\rho^*$.

**Proof** Assume $\varsigma_0 \in X$ and define a sequence $\{\varsigma_n\} \subset X$ by

$$
\varsigma_{n+1} = F\varsigma_n, \quad n \in \mathbb{N}^* = \mathbb{N} \cup \{0\},
$$

(2.2)

Since $F$ is non-decreasing and $\varsigma_0 \subseteq F \varsigma_0$, we have

$$
\varsigma_0 \subseteq \varsigma_1 \subseteq \varsigma_2 \subseteq \cdots \subseteq \varsigma_n \subseteq \cdots
$$

(2.3)

Denote $\mathcal{B}_n = \operatorname{conv}\{\varsigma_n, \varsigma_{n+1}, \ldots\}$ for $n \in \mathbb{N}^*$. By (2.2) and (2.3), each $\mathcal{B}_n$ is a bounded and closed subset in $X$ and

$$
\mathcal{B}_0 \supset \mathcal{B}_1 \supset \cdots \supset \mathcal{B}_n \supset \cdots.
$$

(2.4)

Following (2.1), we obtain

$$
\Theta(h; \chi(\mathcal{B}_{n+1}) + \omega(\chi(\mathcal{B}_{n+1}))) \\
= \Theta(h; \chi(\operatorname{conv}(\mathcal{B}_{n+1})) + \omega(\chi(\operatorname{conv}(\mathcal{B}_{n+1})))) \\
= \Theta(h; \chi(\mathcal{B}_n) + \omega(\chi(\mathcal{B}_n)))) \\
\leq \psi(\Theta(h; \chi(\mathcal{B}_n) + \omega(\chi(\mathcal{B}_n)))) \\
\leq \psi^2(\Theta(h; \chi(\mathcal{B}_{n-1}) + \omega(\chi(\mathcal{B}_{n-1}))))
$$
≤ \cdots
\leq \psi^n (\Theta(h; \chi(\mathcal{B}_0) + \omega(\chi(\mathcal{B}_0)))) \). 

Taking the limit \( n \to \infty \) in (2.5), we have by the virtue of \( \psi \in \Psi \)

\[
\lim_{n \to \infty} \Theta(h; \chi(C_{n+1}) + \omega(\chi(C_{n+1}))) = 0.
\]

By the virtue of (iii) of Definition 1.1, we get

\[
\Theta\left(h; \lim_{n \to \infty} \chi(\mathcal{B}_{n+1}) + \lim_{n \to \infty} \omega(\chi(\mathcal{B}_{n+1}))\right) = 0,
\]

and therefore

\[
\lim_{n \to \infty} \chi(\mathcal{B}_{n+1}) = 0. \tag{2.6}
\]

Since \( \mathcal{B}_n \subset \mathcal{B}_{n-1} \), we have

\[
\overline{\mathcal{B}} = \bigcap_{n=1}^{\infty} \mathcal{B}_n \neq \emptyset \quad \text{and} \quad \mathcal{B} \in \text{Ker } \beta.
\]

Hence, for every \( \epsilon > 0 \) there exists an \( n_0 \in \mathbb{N} \) such that

\[
\beta(\mathcal{B}_n) < \epsilon, \quad \forall n \geq n_0.
\]

From this we conclude that \( \overline{\mathcal{B}} \) and consequently \( \mathcal{B}_0 \) is a compact chain in \( \mathcal{X} \). Hence, \( \{\zeta_n\} \) has a convergent subsequence. Applying the monotone property of \( \mathfrak{g} \) and the normality of cone \( \mathcal{K} \), the whole sequence \( \{\zeta_n\} = \{\mathfrak{g}^n \zeta_0\} \) converges monotonically to a point, say \( \varrho^* \in \mathcal{B}_0 \).

Finally, from the continuity of \( \mathfrak{g} \), we get

\[
\mathfrak{g} \varrho^* = \mathfrak{g} \left( \lim_{n \to \infty} \zeta_n \right) = \lim_{n \to \infty} \mathfrak{g} \zeta_n = \lim_{n \to \infty} \zeta_{n+1} = \varrho^*.
\]

On different setting of functions \( h \in H(\mathbb{R}^+), \Theta(\cdot; \cdot) \in \Delta, \omega : \mathbb{R}^+ \to \mathbb{R}^+ \) satisfying the condition (2.1) in Theorems 2.1, we can get some new DFPTs. For example, if we set first \( \omega(t) = 0 \) and secondly \( \psi(\zeta) = \lambda \zeta \) (\( \lambda \in (0, 1) \)) and finally \( h = \text{identity map with } \Theta(h; \zeta) = \zeta \), then we have following DFPTs, respectively.

**Theorem 2.2** Let \( (\mathcal{X}, \| \cdot \|, \sqsubseteq) \) be a partially ordered Banach space, whose positive cone \( \mathcal{K} \) is normal. Suppose that \( \mathfrak{g} : \mathcal{X} \to \mathcal{X} \) is a continuous, non-decreasing and bounded mapping satisfying the following contraction:

\[
\Theta(h; \chi(\mathfrak{g}(B))) \leq \psi(\Theta(h; \chi(\mathfrak{g}(B))), \tag{2.7}
\]

for all bounded subset \( B \) in \( \mathcal{X} \), where \( \chi \) denotes the arbitrary MNC, \( h \in H(\mathbb{R}^+), \Theta(\cdot; \cdot) \in \Delta, \psi \in \Psi \).

If \( \exists \) an element \( \zeta_0 \in \mathcal{X} \) such that \( \zeta_0 \sqsubseteq \mathfrak{g} \zeta_0 \), then \( \mathfrak{g} \) has a fixed point \( \varrho^* \) and the sequence \( \{\mathfrak{g}^n \zeta_0\} \) converges monotonically to \( \varrho^* \).
Theorem 2.3 Let \((X, \| \cdot \|, \sqsubseteq)\) be a partially ordered Banach space, whose positive cone \(\mathbb{K}\) is normal. Suppose that \(\mathcal{F} : X \to X\) is a continuous, non-decreasing and bounded mapping satisfying the following contraction:

\[
\Theta(h; \chi(\mathcal{F}(\mathcal{B}))) + \omega(\chi(\mathcal{F}(\mathcal{B}))) \leq \lambda(\Theta(h; \chi(\mathcal{B})) + \omega(\chi(\mathcal{B}))),
\]

for all bounded subset \(\mathcal{B}\) in \(X\), where \(\chi\) denotes the arbitrary MNC, \(h \in \mathbb{H}(\mathbb{R}_+), \Theta(\cdot; \cdot) \in \Delta, \psi \in \Psi, \omega \in \Omega\).

If \(\exists\) an element \(s_0 \in X\) such that \(s_0 \sqsubseteq \mathcal{F}s_0\), then \(\mathcal{F}\) has a fixed point \(v^*\) and the sequence \(\{\mathcal{F}^n s_0\}\) of successive iterations converges monotonically to \(v^*\).

Theorem 2.4 Let \((X, \| \cdot \|, \sqsubseteq)\) be a partially ordered Banach space, whose positive cone \(\mathbb{K}\) is normal. Suppose that \(\mathcal{F} : X \to X\) is a continuous, non-decreasing and bounded mapping satisfying the following contraction:

\[
\chi(\mathcal{F}(\mathcal{B}))) + \omega(\chi(\mathcal{F}(\mathcal{B}))) \leq \psi(\chi(\mathcal{B})) + \omega(\chi(\mathcal{B}))),
\]

for all bounded subset \(\mathcal{B}\) in \(X\), where \(\chi\) denotes the arbitrary MNC, \(\psi \in \Psi, \omega \in \Omega\).

If \(\exists\) an element \(s_0 \in X\) such that \(s_0 \sqsubseteq \mathcal{F}s_0\), then \(\mathcal{F}\) has a fixed point \(v^*\) and the sequence \(\{\mathcal{F}^n s_0\}\) of successive iterations converges monotonically to \(v^*\).

Proposition 2.5 Let \((X, \| \cdot \|, \sqsubseteq)\) be a partially ordered Banach space, whose positive cone \(\mathbb{K}\) is normal. Suppose that \(\mathcal{F} : X \to X\) is a continuous, non-decreasing and bounded mapping satisfying the following contraction:

\[
\text{diam}(\mathcal{F}(\mathcal{B})) + \omega(\text{diam}(\mathcal{F}(\mathcal{B}))) \leq \psi(\text{diam}(\mathcal{B})) + \omega(\text{diam}(\mathcal{B}))),
\]

for all bounded subset \(\mathcal{B}\) in \(X\), where \(\psi \in \Psi, \omega \in \Omega\).

If there exists an element \(s_0 \in X\) such that \(s_0 \sqsubseteq \mathcal{F}s_0\), then \(\mathcal{F}\) has a fixed point \(v^*\) and the sequence \(\{\mathcal{F}^n s_0\}\) of successive iterations converges monotonically to \(v^*\).

Proof Theorem 2.1 and Proposition 3.2 [12] claim the existence of a \(\mathcal{F}\)-invariant nonempty closed convex subset \(\mathcal{B}\) with \(\text{diam}(\mathcal{B}_\infty) = 0\), that is, \(\mathcal{B}_\infty\) has a singleton element, hence we have a fixed point of \(\mathcal{F} \neq \emptyset\).

To prove uniqueness, we suppose that there exist two distinct fixed points \(\zeta, \xi \in \mathcal{B}\), then we may define the set \(A := \{\zeta, \xi\}\). In this case \(\text{diam}(A) = \text{diam}(\mathcal{F}(A)) = \|\xi - \zeta\| > 0\). Then using (2.10), we get

\[
\text{diam}(\mathcal{F}(A)) + \omega(\text{diam}(\mathcal{F}(A))) \leq \psi(\text{diam}(A)) + \omega(\text{diam}(A)),
\]

a contradiction with the property of \(\psi \in \Psi, \psi(t) < t\) for each \(t > 0\) and hence \(\xi = \zeta\). \(\Box\)

The following is the generalized classical fixed point result derived from Proposition 2.3.
Theorem 2.6 Let $(\mathcal{X}, \| \cdot \|, \subseteq)$ be a partially ordered Banach space, whose positive cone $K$ is normal. Suppose that $\mathcal{H}: \mathcal{X} \to X$ is a continuous, non-decreasing and bounded mapping satisfying the following contraction:

$$
\| \mathcal{H}z - \mathcal{H}x \| + \omega(\| \mathcal{H}z - \mathcal{H}x \|) \leq \psi(\| z - x \| + \omega(\| z - x \|))
$$

(2.11)

for all $z, x \in \mathcal{X}$, where $\psi \in \Psi$, $\omega \in \Omega$. If there exists an element $z_0 \in \mathcal{X}$ such that $z_0 \subseteq \mathcal{H}z_0$, then $\mathcal{H}$ has a unique fixed point $z^*$ and the sequence $\{\mathcal{H}^n z_0\}$ of successive iterations converges monotonically to $z^*$.

Proof Let $\chi: \mathfrak{M}_\mathcal{X} \to \mathbb{R}^+$ be a set quantity defined by the formula $\chi(\mathcal{X}) = \text{diam}\mathcal{X}$, where $\text{diam}\mathcal{X} = \sup\{\| z - x \| : z, x \in \mathcal{X}\}$ stands for the diameter of $\mathcal{X}$. It is easily seen that $\chi$ is a MNC in a space $\mathcal{X}$ in the sense of Definition 1.1. Therefore from (2.11) we have

$$
\sup_{z, x \in \mathcal{X}} \left[ \| \mathcal{H}z - \mathcal{H}x \| + \omega(\| \mathcal{H}z - \mathcal{H}x \|) \right] \leq \sup_{z, x \in \mathcal{X}} \| \mathcal{H}z - \mathcal{H}x \| + \omega\left( \sup_{z, x \in \mathcal{X}} \| \mathcal{H}z - \mathcal{H}x \| \right) \\
\leq \sup_{z, x \in \mathcal{X}} \psi\left( \| \mathcal{H}z - \mathcal{H}x \| + \omega(\| \mathcal{H}z - \mathcal{H}x \|) \right) \\
\leq \psi\left( \sup_{z, x \in \mathcal{X}} \| z - x \| + \omega\left( \sup_{z, x \in \mathcal{X}} \| z - x \| \right) \right),
$$

which implies that

$$
\text{diam}(\mathcal{H}(\mathcal{X})) + \omega(\text{diam}(\mathcal{H}(\mathcal{X}))) \leq \psi(\text{diam}(\mathcal{X}) + \phi(\text{diam}(\mathcal{X}))).
$$

Thus following Proposition 2.3, $\mathcal{H}$ has a unique fixed point. $\square$

3 Coupled FPTs

In this section, we prove some coupled fixed point theorems. We begin our discussion by recalling some definitions and notions.

Definition 3.1 ([13]) An element $(\varphi^*, \sigma^*) \in \mathcal{X}^2$ is called a coupled fixed point of a mapping $\mathcal{G}: \mathcal{X}^2 \to \mathcal{X}$ if $\mathcal{G}(\varphi^*, \sigma^*) = \varphi^*$ and $\mathcal{G}(\sigma^*, \varphi^*) = \sigma^*$.

Definition 3.2 Let $(\mathcal{X}, \| \cdot \|, \subseteq)$ be a partially ordered Banach space and let $\mathcal{G}: \mathcal{X}^2 \to \mathcal{X}$ be a mapping. A map $\mathcal{G}$ is said to have the monotone property if $\mathcal{G}(\varphi, \sigma)$ is monotone non-decreasing in both variables $\varphi$ and $\sigma$, that is, for any $\varphi, \sigma \in \mathcal{X}$,

$$
\varphi_1, \varphi_2 \in \mathcal{X}, \quad \varphi_1 \subseteq \varphi_2 \Rightarrow \mathcal{G}(\varphi_1, \sigma) \subseteq \mathcal{G}(\varphi_2, \sigma)
$$

and

$$
\sigma_1, \sigma_2 \in \mathcal{X}, \quad \sigma_1 \subseteq \sigma_2 \Rightarrow \mathcal{G}(\varphi, \sigma_1) \subseteq \mathcal{G}(\varphi, \sigma_2).
$$

Lemma 3.3 [14] Suppose that $\beta_1, \beta_2, \ldots, \beta_n$ are MNCs (in Banach spaces $\mathcal{X}_1, \mathcal{X}_2, \ldots, \mathcal{X}_n$), respectively. We assume that the function $\mathcal{G}: \mathbb{R}_+^n \to \mathbb{R}_+$ is convex and $\mathcal{G}(\zeta_1, \zeta_2, \ldots, \zeta_n) = 0$ if and only if $\zeta_i = 0$ for $i = 1, 2, 3, \ldots, n$. Then

$$
\beta(\mathcal{B}) = \mathcal{G}(\beta_1(\mathcal{B}_1), \beta_2(\mathcal{B}_2), \ldots, \beta_n(\mathcal{B}_n)),
$$
defines a MNCs in $X_1 \times X_2 \times X_3 \times \cdots \times X_n$ where $\mathcal{B}_i$ denotes the natural projection of $\mathcal{B}$ into $X_i$, for $i = 1, 2, 3, \ldots, n$.

**Theorem 3.4** Let $(\mathcal{X}, \| \cdot \|, \subseteq)$ be a partially ordered Banach space whose positive cone $\mathcal{K}$ is normal. Suppose that $\mathcal{G} : \mathcal{X}^2 \rightarrow \mathcal{X}$ is a continuous and bounded mapping, having the monotone property and satisfying

$$
\Theta(h; \beta(\mathcal{G}(\mathcal{B}_1 \times \mathcal{B}_2)) + \omega(\beta(\mathcal{G}(\mathcal{B}_1 \times \mathcal{B}_2))))
\leq \frac{1}{2} \psi \left[ \Theta(h; \beta(\mathcal{B}_1) + \beta(\mathcal{B}_2) + \omega(\beta(\mathcal{B}_1) + \beta(\mathcal{B}_2))) \right]
$$

(3.1)

for all bounded subsets $\mathcal{B}_1, \mathcal{B}_2$ in $\mathcal{X}$, where $\beta$ denotes the MNC in $\mathcal{X}^2$, $h \in \mathcal{H}(\mathcal{R}_+)$, $\Theta(\cdot; \cdot) \in \Delta$, $\psi \in \Psi$, $\omega \in \Omega$.

If $\exists$ elements $\varphi_0, \sigma_0 \in \mathcal{X}$ such that $\varphi_0 \subseteq \mathcal{G}(\varphi_0, \sigma)$ for any $\sigma \in \mathcal{X}$ and $\sigma_0 \subseteq \mathcal{G}(\sigma_0, \varphi)$ for any $\varphi \in \mathcal{X}$, then $\mathcal{G}$ has at least a coupled fixed point $((\varphi^*, \sigma^*))$.

**Proof** We consider the following map $\hat{\mathcal{G}} : \mathcal{X}^2 \rightarrow \mathcal{X}^2$:

$$
\hat{\mathcal{G}}(\varphi, \sigma) = (\mathcal{G}(\varphi, \sigma), \mathcal{G}(\sigma, \varphi)).
$$

Due to the assumption, $\hat{\mathcal{G}}$ is also a continuous and bounded mapping, having the monotone property.

Following Lemma 3.3, for $\mathcal{B} = \mathcal{B}_1 \times \mathcal{B}_2$, we define a new MNC as

$$
\hat{\beta}(\mathcal{B}) = \beta(\mathcal{B}_1) + \beta(\mathcal{B}_2),
$$

where $\mathcal{B}_i$, $i = 1, 2$, denote the natural projections of $\mathcal{B}$. Now let $\mathcal{B} = \mathcal{B}_1 \times \mathcal{B}_2 \subset \mathcal{X}^2$ be a nonempty bounded subset. Due to (3.1) we conclude that

$$
\Theta(h; \hat{\beta}(\hat{\mathcal{G}}(\mathcal{B}))) + \omega(\hat{\beta}(\hat{\mathcal{G}}(\mathcal{B})))
\leq \Theta(h; \hat{\beta}(\mathcal{G}(\mathcal{B}_1 \times \mathcal{B}_2) \times \mathcal{G}(\mathcal{B}_2 \times \mathcal{B}_1))) + \omega(\hat{\beta}(\mathcal{G}(\mathcal{B}_1 \times \mathcal{B}_2) \times \mathcal{G}(\mathcal{B}_2 \times \mathcal{B}_1)))
\leq \Theta(h; \beta(\mathcal{G}(\mathcal{B}_1 \times \mathcal{B}_2)) + \beta(\mathcal{G}(\mathcal{B}_2 \times \mathcal{B}_1))) + \omega(\beta(\mathcal{G}(\mathcal{B}_1 \times \mathcal{B}_2)) + \beta(\mathcal{G}(\mathcal{B}_2 \times \mathcal{B}_1)))
\leq \frac{1}{2} \psi \left[ \Theta(h; \beta(\mathcal{B}_1) + \beta(\mathcal{B}_2) + \omega(\beta(\mathcal{B}_1) + \beta(\mathcal{B}_2))) \right] + \frac{1}{2} \psi \left[ \Theta(h; \beta(\mathcal{B}_1) + \beta(\mathcal{B}_2) + \omega(\beta(\mathcal{B}_1) + \beta(\mathcal{B}_2))) \right]
\leq \psi(\Theta(h; \beta(\mathcal{B}_1) + \beta(\mathcal{B}_2) + \omega(\beta(\mathcal{B}_1) + \beta(\mathcal{B}_2)))
\leq \psi(\Theta(h; \beta(\mathcal{B}_1) + \omega(\beta(\mathcal{B}_2)))
$$

that is,

$$
\Theta(h; \hat{\beta}(\hat{\mathcal{G}}(\mathcal{B}))) + \omega(\hat{\beta}(\hat{\mathcal{G}}(\mathcal{B}))) \leq \psi(\Theta(h; \beta(\mathcal{B}))) + \omega(\hat{\beta}(\mathcal{B}))
$$

(3.1)
Next, we show that there is a \( \hat{\omega}_0 \in \mathcal{B} \) such that \( \hat{\omega}_0 \subseteq \mathcal{G}(\hat{\omega}_0) \). Indeed, there exist two elements \( \varrho_0, \sigma_0 \in \mathbb{X} \) such that \( \varrho_0 \subseteq \mathcal{G}(\varrho_0, \sigma) \) for any \( \sigma \in \mathbb{X} \) and \( \sigma_0 \subseteq \mathcal{G}(\sigma_0, \varrho) \) for any \( \varrho \in \mathbb{X} \), set \( \hat{\omega}_0 = (\varrho_0, \sigma_0) \). Then, by the definition of \( \mathcal{G} \), we have

\[
\hat{\omega}_0 = (\varrho_0, \sigma_0) \subseteq (\mathcal{G}(\varrho_0, \sigma), \mathcal{G}(\sigma_0, \varrho)) = \mathcal{G}(\varrho_0, \sigma_0) = \mathcal{G}(\hat{\omega}_0).
\]

Theorem 2.1 implies that \( \mathcal{G} \) has a fixed point, and hence \( \mathcal{G} \) has a coupled fixed point. \( \square \)

**Theorem 3.5** Let \( (\mathbb{X}, \| \cdot \|, \subseteq) \) be a partially ordered Banach space whose positive cone \( \mathbb{K} \) is normal. Suppose that \( \mathcal{G}: \mathbb{X}^2 \to \mathbb{X} \) is a continuous and bounded mapping, having the monotone property and satisfying

\[
\Theta(h; \beta(\mathcal{G}(\mathbb{B}_1 \times \mathbb{B}_2))) + \omega(\beta(\mathcal{G}(\mathbb{B}_1 \times \mathbb{B}_2))) \leq \psi\left[\Theta(h; \max\{\beta(\mathcal{G}(\mathbb{B}_1 \times \mathbb{B}_2)), \beta(\mathcal{G}(\mathbb{B}_2 \times \mathbb{B}_1))\} + \omega(\max\{\beta(\mathcal{G}(\mathbb{B}_1 \times \mathbb{B}_2)), \beta(\mathcal{G}(\mathbb{B}_2 \times \mathbb{B}_1))\})\right]
\]

for all bounded subsets \( \mathbb{B}_1, \mathbb{B}_2 \in \mathbb{X} \), where \( \beta \) denotes the MNC in \( \mathbb{X}^2 \), \( h \in \mathbb{H}(\mathbb{R}_+), \Theta(\cdot, \cdot) \in \Delta, \psi \in \Psi, \sigma \in \Omega \). If there exist elements \( \varrho_0, \sigma_0 \in \mathbb{X} \) such that \( \varrho_0 \subseteq \mathcal{G}(\varrho_0, \sigma) \) for any \( \sigma \in \mathbb{X} \) and \( \sigma_0 \subseteq \mathcal{G}(\sigma_0, \varrho) \) for any \( \varrho \in \mathbb{X} \), then \( \mathcal{G} \) has at least a coupled fixed point \( (\varrho^*, \sigma^*) \).

**Proof** We consider the map \( \hat{\mathcal{G}}: \mathbb{X}^2 \to \mathbb{X}^2 \) defined by

\[
\hat{\mathcal{G}}(\varrho, \sigma) = (\mathcal{G}(\varrho, \sigma), \mathcal{G}(\sigma, \varrho)).
\]

Then \( \hat{\mathcal{G}} \) is a continuous and bounded mapping, having the monotone property.

For any \( \mathbb{B} = \mathbb{B}_1 \times \mathbb{B}_2 \), we define a new MNC in the space \( \mathbb{X}^2 \) as

\[
\hat{\beta}(\mathbb{B}) = \max\{\beta(\mathbb{B}_1), \beta(\mathbb{B}_2)\}
\]

where \( \mathbb{B}_i, i = 1, 2 \), denote the natural projections of \( \mathbb{B} \). Now let \( \mathbb{B} \subseteq \mathbb{X}^2 \) with \( \mathbb{B} = \mathbb{B}_1 \times \mathbb{B}_2 \) be a nonempty bounded subset. We can conclude

\[
\Theta(h; \hat{\beta}(\hat{\mathcal{G}}(\mathbb{B}))) + \omega(\hat{\beta}(\hat{\mathcal{G}}(\mathbb{B}))) \\
\leq \Theta(h; \hat{\beta}(\mathcal{G}(\mathbb{B}_1 \times \mathbb{B}_2) \times \mathcal{G}(\mathbb{B}_2 \times \mathbb{B}_1))) + \omega(\hat{\beta}(\mathcal{G}(\mathbb{B}_1 \times \mathbb{B}_2) \times \mathcal{G}(\mathbb{B}_2 \times \mathbb{B}_1))) \\
= \Theta(h; \max\{\beta(\mathcal{G}(\mathbb{B}_1 \times \mathbb{B}_2)), \beta(\mathcal{G}(\mathbb{B}_2 \times \mathbb{B}_1))\}) \\
+ \omega(\max\{\beta(\mathcal{G}(\mathbb{B}_1 \times \mathbb{B}_2)), \beta(\mathcal{G}(\mathbb{B}_2 \times \mathbb{B}_1))\}) \\
\leq \psi\left(\Theta(h; \max\{\beta(\mathbb{B}_1), \beta(\mathbb{B}_2)\} + \omega(\max\{\beta(\mathbb{B}_1), \beta(\mathbb{B}_2)\})), \Theta(h; \hat{\beta}(\mathbb{B}) + \omega(\hat{\beta}(\mathbb{B})))\right) \\
= \psi\left(\Theta(h; \beta(\mathbb{B}) + \omega(\beta(\mathbb{B})))\right).
\]

That is,

\[
\Theta(h; \hat{\beta}(\hat{\mathcal{G}}(\mathbb{B}))) + \omega(\hat{\beta}(\hat{\mathcal{G}}(\mathbb{B}))) \leq \psi\left(\Theta(h; \beta(\mathbb{B}) + \omega(\beta(\mathbb{B})))\right).
\]
Next, we show that there is a \( \widehat{\varrho}_0 \in \mathcal{B} \) such that \( \widehat{\varrho}_0 \subseteq \widehat{\mathcal{G}}(\widehat{\varrho}_0) \). There exist elements \( \varrho_0, \sigma_0 \in X \) such that \( \varrho_0 \subseteq \mathcal{G}(\varrho_0, \sigma) \) for any \( \sigma \in X \) and \( \sigma_0 \subseteq \mathcal{G}(\sigma_0, \varrho) \) for any \( \varrho \in X \), set \( \widehat{\varrho}_0 = (\varrho_0, \sigma_0) \).

Then, by the definition of \( \widehat{\mathcal{G}} \), we have

\[
\widehat{\varrho}_0 = (\varrho_0, \sigma_0) \subseteq (\mathcal{G}(\varrho_0, \sigma_0), \mathcal{G}(\sigma_0, \varrho_0)) = \widehat{\mathcal{G}}(\varrho_0, \sigma_0) = \widehat{\mathcal{G}}(\widehat{\varrho}_0).
\]

Theorem 2.1 implies that \( \widehat{\mathcal{G}} \) has a fixed point, and hence \( \mathcal{G} \) has a coupled fixed point. \( \square \)

4 Fractals

Recently, a fractional derivative without singular kernel with its details was given in [15, 16]. The local fractional derivative of \( K(\varrho) \) for order \( 0 < \gamma \leq 1 \) is inserted by

\[
D^\gamma K(\varrho) = \left. \frac{d^\gamma \hat{K}(\varrho)}{d\varrho^\gamma} \right|_{\varrho=\varrho_0} = \lim_{\varrho \to \varrho_0} \frac{d^\gamma [K(\varrho) - K(\varrho_0)]}{[d(\varrho - \varrho_0)]^\gamma},
\]

where the expression \( d^\gamma [K(\varrho) - K(\varrho_0)]/[d(\varrho - \varrho_0)]^\gamma \) is the Riemann–Liouville fractional derivative given by

\[
\frac{d^\gamma \hat{K}(\varrho)}{d\varrho^\gamma} = \frac{1}{\Gamma(1-\gamma)} \frac{d}{d\varrho} \int_{\varrho_0}^{\varrho} \hat{K}(t) \left( \frac{\varrho}{\varrho - t} \right)^{\gamma-1} dt,
\]

and we have the integral operator as follows:

\[
(I^\gamma \hat{K})(\varrho) = \frac{1}{\Gamma(\gamma)} \int_{0}^{\varrho} (\varrho - t)^{\gamma-1} \hat{K}(t) dt. \tag{4.1}
\]

The operator in (4.1) is well defined and it is represented to the classical fractional calculus. The function \( \hat{K} \) is called local fractional continuous at \( \varrho_0 \) if for all \( \varepsilon > 0 \) there is a \( \kappa \) that satisfies

\[
|\hat{K}(\varrho) - \hat{K}(\varrho_0)| < \varepsilon^\gamma
\]

provided \( |\varrho - \varrho_0| < \kappa \). We denote the space of all local fractional continuous functions by \( C_{\gamma} \). For \( \hat{K} \in C_{\gamma} \), the local fractional integral is defined by

\[
I_{[a,b]}^\gamma \hat{K}(\xi) = \frac{1}{\Gamma(1+\gamma)} \int_{a}^{b} \hat{K}(\xi)(d\xi)^\gamma,
\]

where (see [17])

\[
(d\xi)^\gamma = d^\gamma \xi = \frac{\xi^{1-\gamma}}{\Gamma(2-\gamma)} d\xi^\gamma.
\]

The goal of this part is to study the existence and uniqueness of the generalized fractional integral equation

\[
\varrho(\xi) = \frac{\varrho_0}{\Gamma(2-\gamma)\Gamma(1+\gamma)} + \frac{\lambda}{\Gamma(1+\gamma)} \int_{0}^{1} \hat{K}(\xi, \varrho(\xi))(d\xi)^\gamma
\]

\[
+ \frac{1}{\Gamma(1+\gamma)} \int_{0}^{1} \hat{K}(\xi, \varrho(\xi))(d\xi)^\gamma. \tag{4.2}
\]
For this investigation, we shall apply Theorem 2.6. For our setting, we make the following assumptions:

(A1) The function \( \mathcal{R} : [0, 1] \times C[0, 1] \to C[0, 1] \) is a non-decreasing function in \( C[0, 1] \) satisfying that there occurs a positive constant \( \ell > 0 \) such that
\[
|\mathcal{R}(\zeta, \varphi) - \mathcal{R}(\zeta, \eta)| \leq \ell |\varphi - \eta|.
\]

(A2) There is a positive constant \( L \) satisfying
\[
L := \frac{\ell + \lambda}{\Gamma(1 + \gamma) \Gamma(2 - \gamma)} < 1.
\]

**Theorem 4.1** Suppose that [A1], [A2] are achieved. If
\[
\Gamma(1 + \gamma) \Gamma(2 - \gamma) > (\ell + \lambda), \quad 0 < \gamma \leq 1, \lambda, \ell > 0,
\]
then Eq. (4.2) admits a unique solution in \( C[0, 1] \).

**Proof** Define the operator \( \Lambda : C[0, 1] \to C[0, 1] \), it is well defined and given by
\[
(\Lambda \varphi)(\zeta) = \frac{\varphi_0}{\Gamma(2 - \gamma) \Gamma(1 + \gamma)} - \frac{\lambda}{\Gamma(1 + \gamma)} \int_0^1 \varphi(\zeta)(d\zeta)^\gamma + \frac{1}{\Gamma(1 + \gamma)} \int_0^1 \mathcal{R}(\zeta, \varphi(\zeta))(d\zeta)^\gamma.
\]

Set \( \mathcal{\tilde{R}}(\zeta) = \mathcal{R}(\zeta, 0) \) and the ball \( B_r = \{ \varphi \in C[0, 1] : \| \varphi \| \leq r \} \). Now we subdivide the operator \( \Lambda \) into two operator \( \Lambda_1 \) and \( \Lambda_2 \) on \( B_r \) as follows:
\[
(\Lambda_1 \varphi)(\zeta) = \frac{\varphi_0}{\Gamma(1 + \gamma)} \int_0^1 \mathcal{R}(\zeta, \varphi(\zeta))(d\zeta)^\gamma
\]
and
\[
(\Lambda_2 \varphi)(\zeta) = \frac{\varphi_0}{\Gamma(1 + \gamma) \Gamma(2 - \gamma)} - \frac{\lambda}{\Gamma(1 + \gamma)} \int_0^1 \varphi(\zeta)(d\zeta)^\gamma,
\]
where \( \lambda \) is a positive constant. Since \( \mathcal{R} \) is a non-decreasing and continuous function, this leads to \( \Lambda \) being also a non-decreasing and continuous mapping.

The proof is as follows.

**Step 1.** (Boundedness) \( \Lambda \varphi := \Lambda_1 \varphi + \Lambda_2 \varphi \in B_r \) for every \( \varphi \in B_r \). In view of [A1], we have
\[
|\Lambda \varphi(\zeta)| \leq \left| \frac{1}{\Gamma(1 + \gamma)} \int_0^1 \mathcal{R}(\zeta, \varphi(\zeta))(d\zeta)^\gamma \right| + \left| \frac{\varphi_0}{\Gamma(2 - \gamma) \Gamma(1 + \gamma)} - \frac{\lambda}{\Gamma(1 + \gamma)} \int_0^1 \varphi(\zeta)(d\zeta)^\gamma \right| \\
\leq \frac{1}{\Gamma(2 - \gamma) \Gamma(1 + \gamma)} ((\ell + \lambda)|\varphi| + |\varphi_0| + |\mathcal{\tilde{R}}(\zeta)|).
This implies that
\[
\|\Lambda \varrho\| \leq \|\varrho_0\| + \|\tilde{\varrho}\| \Gamma(2 - \gamma)\Gamma(1 + \gamma) - (\ell + \lambda) := r. \tag{4.5}
\]

Hence, \(\Lambda\) is bounded, continuous and non-decreasing in \(B_r\).

**Step 2.** \(\Lambda\) is \(\psi\)-contraction mapping (condition (2.11)).

For any \(\varrho, \eta \in B_r\), we obtain
\[
\left| \left(\Lambda \varrho\right)(\varsigma) - \left(\Lambda \eta\right)(\varsigma) \right|
\leq \frac{1}{\Gamma(1 + \gamma)} \int_0^1 \left| R(\varsigma, \varrho(\varsigma)) - R(\varsigma, \eta(\varsigma)) \right| d\varsigma \\
+ \frac{\lambda}{\Gamma(1 + \gamma)} \int_0^1 \left| \varrho(\varsigma) - \eta(\varsigma) \right| d\varsigma \\
\leq \frac{\ell + \lambda}{\Gamma(2 - \gamma)\Gamma(1 + \gamma)} \|\varrho - \eta\|.
\]

This gives
\[
\left\| \left(\Lambda \varrho\right) - \left(\Lambda \eta\right) \right\| \leq \frac{\ell + \lambda}{\Gamma(2 - \gamma)\Gamma(1 + \gamma)} \|\varrho - \eta\| := L\|\varrho - \eta\|.
\]

Define two continuous functions \(\varphi\) and \(\psi\) as follows:
\[
\omega(\zeta) = \frac{\zeta}{2}, \quad \psi(\zeta) = \frac{3}{2} \zeta.
\]

From the last inequality, we obtain
\[
\left| \left(\Lambda \varrho\right)(\varsigma) - \left(\Lambda \eta\right)(\varsigma) \right| + \omega(\|\varrho - \eta\|) \leq L\|\varrho - \eta\| + \frac{\|\varrho - \eta\|}{2} \\
\leq \frac{3}{2} \|\varrho - \eta\| \\
= \psi(\|\varrho - \eta\| + \omega(\|\varrho - \eta\|)).
\]

In view of [A2], the operator \(\Lambda\) is a \(\psi\)-contraction mapping. Taking the sup. over \(B_r\), we have
\[
\left\| \left(\Lambda \varrho\right) - \left(\Lambda \eta\right) \right\| + \omega(\|\varrho - \eta\|) \leq \psi(\|\varrho - \eta\| + \omega(\|\varrho - \eta\|)).
\]

Thus, \(\Lambda\) obeys all the conditions of Theorem 2.6. That is, \(\Lambda\) has a unique fixed point in \(B_r\).

**Example 1** For the initial point \(\varrho_0 = 0.1\) and \(\gamma = 0.5\), we have
\[
\varrho(\varsigma) = \frac{0.1}{(\Gamma(1.5))^2} + \frac{0.5(1 - \lambda)}{\Gamma(1.5)} \int_0^1 \varsigma(\varsigma) \varsigma(\varsigma)^{0.5}. \tag{4.6}
\]
Then, for all $\lambda \in (0, 1)$, Eq. (4.6) has a unique solution in $C_{0.5}[0, 1].$ The fixed point approximates the value $\varsigma \approx 1,$ whenever $\lambda = 113,261/500,000 \approx 0.22.$ Furthermore, for $\gamma = 0.9$ we have

$$\varrho(\varsigma) = \frac{0.1}{\Gamma(1.9)^2} + \frac{0.5(1-\lambda)}{\Gamma(1.9)} \int_0^1 \varsigma(d\varsigma)^{0.9}. \quad (4.7)$$

Equation (4.7) has a unique solution in $C_{0.9}[0, 1].$ The fixed point is approximated to the value $\varsigma \approx 1,$ whenever $\lambda = 1,372,727/10,000,000 \approx 0.137.$ We proceed by assuming the following integral equation:

$$\varrho(\varsigma) = \frac{0.7}{\Gamma(1.9)^2} + \frac{0.5(1-\lambda)}{\Gamma(1.9)} \int_0^1 \varsigma(d\varsigma)^{0.9}. \quad (4.8)$$

Equation (4.8) has a unique solution in $C_{0.9}[0, 1].$ The fixed point is approximated to the value $\varsigma \approx 1,$ whenever $\lambda = 71,017/100,000 \approx 0.7.$ Finally, we consider the following fractal integral:

$$\varrho(\varsigma) = \frac{0.07}{\Gamma(1.9)^2} + \frac{0.5(1-\lambda)}{\Gamma(1.9)} \int_0^1 \varsigma(d\varsigma)^{0.9}. \quad (4.9)$$

Equation (4.9) has a unique solution in $C_{0.9}[0, 1].$ The fixed point approximates the value $\varsigma \approx 1,$ whenever $\lambda = 101,527/1,000,000 \approx 0.1.$

**Remark 4.2**

- By applying Theorem 3.5, one can show that the coupled system

$$\varrho_1(\varsigma) = \frac{\varrho_0}{\Gamma(2-\gamma)\Gamma(1+\gamma)} - \frac{\lambda_1}{\Gamma(1+\gamma)} \int_0^1 \varrho_2(\varsigma)(d\varsigma)^{\gamma} + \frac{1}{\Gamma(1+\gamma)} \int_0^1 \mathcal{K}_1(\varsigma, \varrho(\varsigma))(d\varsigma)^{\gamma},$$

$$\varrho_2(\varsigma) = \frac{\varrho_0}{\Gamma(2-\gamma)\Gamma(1+\gamma)} - \frac{\lambda_2}{\Gamma(1+\gamma)} \int_0^1 \varrho_1(\varsigma)(d\varsigma)^{\gamma} + \frac{1}{\Gamma(1+\gamma)} \int_0^1 \mathcal{K}_2(\varsigma, \varrho(\varsigma))(d\varsigma)^{\gamma},$$

where $\varrho = (\varrho_1, \varrho_2)$ and $\varrho_1(0) = \varrho_2(0) = \varrho_0,$ has at least one fixed point.
- All the above fixed point theorems are applicable for both convex and non-convex domains.
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