THE ASYMPTOTIC ZERO DISTRIBUTION OF LOMMEL POLYNOMIALS AS POLYNOMIALS OF THE ORDER WITH A VARIABLE COMPLEX ARGUMENT
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Abstract. We study the asymptotic distribution of roots of Lommel polynomials as polynomials of the order with a variable and purely imaginary argument. The roots are complex and accumulate on certain curves in the complex plane. We prove existence of the weak limit of corresponding root-counting measures and deduce formulas for the supporting curves and density. The obtained result represents a solvable example of a more general problem which is still open. Numerical illustrations of the main result are also involved.

1. Introduction and main results

It is well known that the Lommel polynomials determined by the recurrence

\[ R_{n+1,\nu}(x) = \frac{2(\nu + n)}{x} R_{n,\nu}(x) - R_{n-1,\nu}(x), \quad n \in \mathbb{N}_0, \]

with the standard initial setting \( R_{-1,\nu}(x) = 0 \) and \( R_{0,\nu}(x) = 1 \), for \( \nu \in \mathbb{C} \) and \( x \in \mathbb{C} \setminus \{0\} \), are intimately related to Bessel functions. First of all, Lommel polynomials arise explicitly in various formulas within the theory of Bessel functions, see, for example, [35, § 9.6-9.73] or [14, Chp. VII]. In addition, for \( \nu > 0 \), \( R_{n,\nu} \) are orthogonal polynomials with respect to a discrete measure supported on the set of zeros of the Bessel function of the first kind of order \( \nu - 1 \) as explained, for instance, in [10, 12], see also [6, Chp. VI, § 6]. Here we follow the traditional notation though, obviously, \( R_{n,\nu}(x) \) is a polynomial in the variable \( x^{-1} \) rather than in \( x \). The variable \( x \) is regarded as the argument of the \( n \)th Lommel polynomial while \( \nu \) is referred to as the order.

Lommel polynomials can be also addressed as polynomials in the order \( \nu \). For \( x \in \mathbb{R} \setminus \{0\} \) fixed, these polynomials are also orthogonal with respect to a measure supported this time on the set of zeros of the Bessel function of the first kind regarded as a function of the order. It was Dickinson who originally formulated the problem of constructing the measure of orthogonality for the Lommel polynomials in the variable \( \nu \) in [11] which was solved by Maki in [23] ten years later.

The aim of this paper is to investigate the asymptotic behavior of roots of Lommel polynomials as polynomials in the order \( \nu \), for \( n \to \infty \) when the argument \( x \) is also \( n \)-dependent and purely imaginary, namely \( x = i\alpha \) with \( \alpha \in \mathbb{R} \setminus \{0\} \). Such a study belongs to the class of problems focused on the asymptotic properties of roots of orthogonal polynomials with varying non-standard parameters. Here “non-standard parameters” usually means that involved parameters are, for example, such that the studied polynomials are not orthogonal with respect to a positive measure. As a result, roots of such polynomials are not necessarily real and can cluster in interesting subsets of the complex plane. Moreover, the methods for the asymptotic analysis of the polynomials with non-standard parameters and their zeros are more involved and some related general problems remain completely open (see Section 5) in contrast to the classical theory [21]. The number of publications devoted to these problems is growing considerably; we mention at least works [9, 18, 19, 20, 24, 25, 26, 30] on the asymptotic behavior of Laguerre and Jacobi polynomials with variable non-standard parameters, see also [3, 4, 5, 31] for other interesting polynomial families. Asymptotic expansions of \( R_{n,\nu}(Nx) \) for \( N = n + \nu \to +\infty \) and its (real) zeros were obtained recently in [22].
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Typical strategies for the necessary asymptotic analysis used in the above mentioned works rely either on the saddle point method applied to a convenient integral representation of the polynomials or more advanced methods like the Riemann–Hilbert problem techniques. While the former approach is applicable when a simple generating function is known, see for example [5], the latter approach can be applied if a non-Hermitian orthogonality relation is available [28, 29]. Another approach is the turning-point (or WKB) method which is applicable if the polynomials fulfill a suitable difference or differential equation, see [34]. None of these strategies seems to be readily applicable in the case of Lommel polynomials in \( \nu \) with variable argument because, to our best knowledge, no suitable generating function, complex orthogonality, or difference/differential equation for the studied family of polynomials is known. A successful strategy applied in this article to deduce asymptotic behavior of the studied polynomials makes use of the close connection between Lommel polynomials and Bessel functions and take the advantage of known asymptotic expansions of Bessel functions in a complex setting which is mainly due to Olver [28].

The explicit formula for the Lommel polynomials

\[
R_{n,\nu}(x) = \sum_{k=0}^{n} (-1)^k \binom{n-k}{k} (\nu + k)_{n-k} \left(\frac{2}{x}\right)^{n-2k},
\]

where \((a)_n = a(a+1) \ldots (a+n-1)\) is the Pochhammer symbol of \(a \in \mathbb{C}\) and \([x]\) stands for the floor of \(x \in \mathbb{R}\), can be rewritten in terms of the terminating hypergeometric series as

\[
R_{n,\nu}(x) = (\nu)_n \left(\frac{2}{x}\right)^{n} {}_2F_1\left(-n/2, -(n-1)/2; -n, \nu; 1 - \nu - n\right). \tag{2}
\]

If follows easily from the hypergeometric representation that

\[
R_{n,\nu}(x) = (-1)^n R_{n,-\nu}(x) = R_{n,1-n-\nu}(x), \tag{3}
\]

for \(n \in \mathbb{N}_0, \nu \in \mathbb{C}\), and \(x \in \mathbb{C} \setminus \{0\}\). When the zeros of \(R_{n,\nu}(x)\), with \(x = i\alpha n\), are concerned, it turns out that the variable \(\nu\) has to be appropriately scaled in order to keep the roots in a compact set as \(n \to \infty\). Moreover, it will be advantageous to preserve symmetries which follows from (3). For these reasons, we introduce polynomials

\[
Q_n^{(\alpha)}(z) := R_{n,(1-\alpha)n/2}(i\alpha n), \tag{4}
\]

for \(n \in \mathbb{N}_0, z \in \mathbb{C}\), and \(\alpha \in \mathbb{R} \setminus \{0\}\). Then (3) implies symmetry relations

\[
Q_n^{(\alpha)}(-z) = (-1)^n Q_n^{(\alpha)}(z) \quad \text{and} \quad \overline{Q_n^{(\alpha)}(z)} = Q_n^{(\alpha)}(\overline{z}), \tag{5}
\]

for \(\alpha \in \mathbb{R} \setminus \{0\}\), where the bar denotes the complex conjugation. Consequently, the roots of \(Q_n^{(\alpha)}\) are distributed symmetrically with respect to the real as well as the imaginary line for \(\alpha \in \mathbb{R}\). In addition, since

\[
Q_n^{(-\alpha)}(z) = (-1)^n Q_n^{(\alpha)}(z),
\]

we may restrict \(\alpha\) to positive reals without loss of generality.

To any sequence of polynomials \(P_n\), where the degree of \(P_n\) equals \(n\), one can associate the sequence of their root-counting measures, i.e., the probability measures

\[
\mu_n = \frac{1}{n} \sum_{k=1}^{n} \delta_{z_k^{(n)}}, \tag{6}
\]

where \(z_1^{(n)}, \ldots, z_n^{(n)}\) are roots of \(P_n\) counted repeatedly according to their multiplicities and \(\delta_x\) is the unit mass Dirac delta measure supported on the one-point set \(\{x\}\). We call the weak* limit of \(\mu_n\), for \(n \to \infty\), the asymptotic zero distribution of the polynomial sequence \(P_n\), provided that the limit exists. If supports of the sequence of root-counting measures remain in a compact subset of \(\mathbb{C}\), which is the case if \(P_n = Q_n^{(\alpha)}\), the weak* limit coincides with the distributional limit, i.e.,

\[
\lim_{n \to \infty} \int_{\mathbb{C}} f(z) d\mu_n(z) = \int_{\mathbb{C}} f(z) d\mu(z), \quad \forall f \in C_0^\infty(\mathbb{C}), \tag{7}
\]
for a probability measure $\mu$ supported in $\mathbb{C}$. Our main result proves the existence of the asymptotic zero distribution of the sequence of polynomials $Q_{n}^{(\alpha)}$ and, in addition, provides an explicit description of its support and density.

Since the zeros of $Q_{n}^{(\alpha)}$ are symmetrically distributed with respect to the axes we describe their asymptotic distribution in the first quadrant $\{z \in \mathbb{C} \mid \text{Re} \, z \geq 0, \text{Im} \, z \geq 0\}$ only. It turns out that the zeros accumulate in two arcs in the first quadrant depending on the value of $\alpha > 0$. The only exception, when the zeros accumulate in a single arc, occurs when $\alpha = \alpha_{0}$, where $\alpha_{0}$ is the unique positive solution of the transcendental equation

$$\sqrt{1 + 4\alpha^{2}} + \log \left( \frac{2\alpha}{1 + \sqrt{1 + 4\alpha^{2}}} \right) = 0. \tag{8}$$

One readily checks that the left-hand side of (8) is a strictly increasing function of $\alpha$ mapping $(0, \infty)$ onto $\mathbb{R}$. Therefore the solution $\alpha_{0}$ exists and is unique. The numerical value of the threshold is approximately $\alpha_{0} \approx 0.33137$. If not stated otherwise, complex functions such as the logarithm, the square root, etc., assume their principal branches. Our main result is as follows.

**Theorem 1.** For $\alpha > 0$, the asymptotic zero distribution $\mu^{(\alpha)}$ of the sequence of polynomials $Q_{n}^{(\alpha)}$ exists and is symmetric with respect to the real and the imaginary line. Within the first quadrant, $\mu^{(\alpha)}$ decomposes as

$$\mu^{(\alpha)} \restriction_{\{\text{Re} \, z \geq 0, \text{Im} \, z \geq 0\}} = \mu_{1}^{(\alpha)} + \mu_{2}^{(\alpha)}.$$  

The measure $\mu_{1}^{(\alpha)}$ is supported on a simple arc of a curve determined implicitly by the equation

$$\text{Re} \left[ \frac{i\pi z}{4} + \sqrt{(1 - z)^{2} + 4\alpha^{2}} - \frac{1 - z}{2} \log \left( \frac{1}{2\alpha} \left( 1 - z + \sqrt{(1 - z)^{2} + 4\alpha^{2}} \right) \right) \right] = 0, \tag{9}$$

for $z \in [0, 1] + i[0, 2\alpha]$. This arc connects a unique point $\xi(\alpha) \in [0, 1) \cup i[0, 2\alpha)$ with the point $1 + 2i\alpha$. The measure $\mu_{1}^{(\alpha)}$ is absolutely continuous on the arc and its density reads

$$\frac{d\mu_{1}^{(\alpha)}}{dz}(z) = \frac{1}{4} + \frac{1}{2\pi i} \log \left( \frac{1}{2\alpha} \left( 1 - z + \sqrt{(1 - z)^{2} + 4\alpha^{2}} \right) \right), \tag{10}$$

where $z$ transverses the supporting curve from the point $\xi(\alpha)$ towards $1 + 2i\alpha$. For the measure $\mu_{2}^{(\alpha)}$, we have the following possibilities:

i) If $\alpha < \alpha_{0}$, then $\xi(\alpha) \in (0, 1)$, supp $\mu_{2}^{(\alpha)} = [0, \xi(\alpha)]$, and

$$\frac{d\mu_{2}^{(\alpha)}}{dx}(x) = \frac{1}{2}, \quad \text{for} \quad 0 \leq x \leq \xi(\alpha).$$

ii) If $\alpha > \alpha_{0}$, then $\xi(\alpha) \in i(0, 2\alpha)$, supp $\mu_{2}^{(\alpha)} = [0, \text{Im} \, \xi(\alpha)]$, and

$$\frac{d\mu_{2}^{(\alpha)}}{dy}(y) = \frac{1}{\pi} \log \left( \frac{1}{2\alpha} \left| 1 + iy + \sqrt{(1 + iy)^{2} + 4\alpha^{2}} \right| \right), \quad \text{for} \quad 0 \leq y \leq \text{Im} \, \xi(\alpha).$$

iii) If $\alpha = \alpha_{0}$, then $\xi(\alpha) = 0$ and $\mu_{2}^{(\alpha)} = 0$.

It is worth noticing that, if $\alpha < \alpha_{0}$, a portion of zeros of $Q_{n}^{(\alpha)}$ is asymptotically uniformly distributed in a real interval, while the uniformity is not preserved on the imaginary line segment in the case $\alpha > \alpha_{0}$.

The paper is organized as follows. In Section 2 a general method and certain selected formulas for Lommel polynomials and Bessel functions are recalled as preliminaries. The proof of Theorem 1 is worked out in Section 3 in several steps. Numerical illustrations of Theorem 1 are presented in Section 4. Finally, in Section 5 we show that Theorem 1 can be viewed as a solvable model for a more general and still open problem concerning the asymptotic eigenvalue distribution of a sequence of non-self-adjoint sampling Jacobi matrices which served as a partial motivation for the current article.
2. Preliminaries

2.1. The method. The method for a derivation of the asymptotic zero distribution, which we will use, relies on finding a formula for a limiting Cauchy transform and inverting. Although this is a quite well known approach, we briefly describe its main steps using the theory of generalized functions following primarily the book [33]. The reader may consult also [16, 29].

Recall the Cauchy (or Stieltjes) transform of a Borel measure \( \mu \) is defined as

\[
C_{\mu}(z) := \int_{C} \frac{d\mu(\xi)}{z - \xi}, \quad z \in \mathbb{C} \setminus \text{supp} \, \mu.
\]

In terms of the generalized functions, the Cauchy transform can be viewed as an element of the space of generalized functions \( \mathcal{D}'(\mathbb{C}) \) given by the convolution

\[
C_{\mu}(z) = \frac{1}{z} \ast \mu \quad \text{in} \quad \mathcal{D}'(\mathbb{C}).
\]

(11)

Recall that \( z^{-1} \in L_{1 \text{loc}}^1(\mathbb{C}) \) and hence the convolution kernel \( z^{-1} \) is a regular generalized function. Moreover, we always assume that \( \mu \) is compactly supported, in which case the existence of the convolution (11) is guaranteed in the generalized sense. Recall also that \( C_{\mu}(z) \) as a complex function of \( z \) is analytic in \( \mathbb{C} \setminus \text{supp} \, \mu \). Conversely, if \( C_{\mu} \) is analytic in a region \( \Omega \subset \mathbb{C} \), then \( \text{supp} \, \mu \cap \Omega = \emptyset \).

Since \( \pi^{-1}z^{-1} \) is a fundamental solution for the Cauchy–Riemann operator, i.e.,

\[
\partial_z \frac{1}{\pi z} = \delta(z) \quad \text{in} \quad \mathcal{D}'(\mathbb{C}),
\]

where \( \partial_z = (\partial_x + i \partial_y)/2 \), for \( z = x + iy \), the equation (11) can be easily inverted getting

\[
\mu = \frac{1}{\pi} \partial_{z} C_{\mu}(z) \quad \text{in} \quad \mathcal{D}'(\mathbb{C}).
\]

(12)

Suppose, in addition, that \( C_{\mu} \) is an analytic function everywhere except several branch cuts occurring on a finite number of smooth closed arcs. Then, if \( \gamma : (a, b) \rightarrow \mathbb{C} \) denotes a simple oriented open smooth curve on which \( C_{\mu} \) has the branch cut then \( \mu \) is absolutely continuous on the curve and its density reads

\[
\frac{d\mu}{dx}(x) = -\frac{\gamma'(x)}{2\pi i} \left( C_{\mu}(\gamma(x)+) - C_{\mu}(\gamma(x)-) \right), \quad x \in (a, b),
\]

(13)

provided that the jump of \( C_{\mu} \) on \( \gamma \) is Lebesgue integrable. Here \( C_{\mu}(\gamma(x)\pm) \) denote the non-tangential limits from the left/right side of \( \gamma \) induced by the chosen orientation. The formula (13) follows from the application of a formula for generalized derivatives, see [33, Sec. 6.5], to (12). If the branch cut of \( C_{\mu} \) occurs on a real interval, the formula (13) is known as the Plemelj–Sokhotski formula.

For a polynomial \( P_n \) of degree \( n \) with roots \( z_1^{(n)}, \ldots, z_n^{(n)} \), the Cauchy transform of the root-counting measure \( [1] \) reads

\[
C_{\mu_n}(z) = \frac{P_n(z)}{nP_n(z)},
\]

(14)

for \( z \in \mathbb{C} \setminus \{z_1^{(n)}, \ldots, z_n^{(n)}\} \). Recall that we suppose the roots \( z_1^{(n)}, \ldots, z_n^{(n)} \) remain in a fixed compact subset of \( \mathbb{C} \) for all \( n \in \mathbb{N} \). The approach, which we will use, comprises the following general steps. First, we derive the leading term of the asymptotic expansion of \( P_n \) for \( n \to \infty \) which we use in (14) to find a limit of \( C_{\mu_n}(z) \), for \( n \to \infty \), in the generalized sense. To this end, it is sufficient to show that there exists a limiting function, say \( C \), such \( C_{\mu_n} \) converges to \( C \), as \( n \to \infty \), point-wise almost everywhere in \( \mathbb{C} \) (with respect to the 2D Lebesgue measure). Using (12), one concludes that \( C = C_{\mu} \), where \( \mu \) is the distributional limit of \( \mu_n \) for \( n \to \infty \). Finally, it turns out that the limiting Cauchy transform \( C_{\mu} \) is analytic up to several branch cuts occurring on certain curves in \( \mathbb{C} \) and the inversion formula (15) applies.
2.2. Preliminary formulas for Lommel polynomials and Bessel functions. Following the traditional notation, we denote by $J_\nu$, $I_\nu$, and $K_\nu$ the standard branches of the Bessel function of the first kind, the modified Bessel function of the first kind, and the modified Bessel function of the second kind, respectively. Recall that, if $\nu$ is not an integer, these functions are analytic in $\mathbb{C} \setminus (-\infty, 0]$ with branch cuts $(-\infty, 0]$; see [35] or [13, Chp. 10] for more details.

First, we derive a formula for Lommel polynomials with purely complex argument in terms of the modified Bessel functions which is in a suitable form for a subsequent asymptotic analysis of polynomials $Q_n^{(\alpha)}$ for $n \to \infty$.

**Lemma 2.** For all $n \in \mathbb{N}_0$, $\nu \in \mathbb{C}$, $z \in \mathbb{C} \setminus (-\infty, 0]$, one has

$$R_{n,\nu}(iz) = i^n z \left[ I_{n+\nu}(z) K_{1-\nu}(z) + (-1)^n K_{n+\nu}(z) I_{1-\nu}(z) + (-1)^n \frac{2\sin(\pi \nu)}{\pi} K_{n+\nu}(z) K_{1-\nu}(z) \right].$$

**Proof.** We start with the well-known formula [35, § 9.61, Eq. (2)]

$$R_{n,\nu}(z) = \frac{\pi z}{2 \sin(\pi \nu)} \left( J_{\nu+n}(z) J_{\nu+1}(z) + (-1)^n J_{\nu-n}(z) J_{\nu-1}(z) \right)$$

(15)

which holds true for $n \in \mathbb{N}_0$, $z \in \mathbb{C} \setminus (-\infty, 0]$, and $\nu \in \mathbb{C} \setminus \mathbb{Z}$. The validity of (15) extends to integer values of $\nu$, too, by taking the respective limit on the right-hand side. Then the identity [13, Eq. 10.27.6]

$$I_\nu(z) = e^{-i\pi \nu/2} J_\nu(iz)$$

used in (15) yields

$$R_{n,\nu}(iz) = -i^n \frac{\pi z}{2 \sin(\pi \nu)} \left( I_{\nu+n}(z) I_{\nu+1}(z) - I_{\nu-n}(z) I_{\nu-1}(z) \right).$$

(16)

Now it suffices to apply the connection formula [13, Eq. 10.27.2]

$$I_{-\nu}(z) = I_\nu(z) + \frac{2\sin(\pi \nu)}{\pi} K_\nu(z)$$

to $I_{-\nu-n}(z)$ and $I_{-\nu-1}(z)$ in (16) which results in the identity from the statement. \(\square\)

Second, we recall asymptotic expansions of the modified Bessel function for large argument and order.

**Lemma 3** (Olver). For $\nu \to \infty$ in the half-plane $\text{Re} \nu > 0$, we have

$$I_\nu(z) = \frac{1}{\sqrt{2\pi \nu}} e^{-\nu \zeta(z)} \left( 1 + O \left( \frac{1}{\nu} \right) \right),$$

(17)

$$K_\nu(z) = \sqrt{\frac{\pi}{2\nu}} e^{-\nu \zeta(z)} \left( 1 + O \left( \frac{1}{\nu} \right) \right),$$

(18)

$$I_{\nu+1}(z) = \frac{1}{\sqrt{2\pi \nu}} \sqrt{1 + z^2 - 1} e^{\nu \zeta(z)} \left( 1 + O \left( \frac{1}{\nu} \right) \right),$$

(19)

$$K_{\nu+1}(z) = \sqrt{\frac{\pi}{2\nu}} \sqrt{1 + z^2 + 1} e^{-\nu \zeta(z)} \left( 1 + O \left( \frac{1}{\nu} \right) \right),$$

(20)

uniformly in the sector $|\text{arg} z| < \pi/2 - \epsilon$, for arbitrary $0 < \epsilon < \pi/2$, where

$$\zeta(z) := \sqrt{1 + z^2} + \log \frac{z}{1 + \sqrt{1 + z^2}}.$$ 

(21)

**Proof.** Expansions (17) and (18) were proved by Olver in [27]. Due to the uniformity of these expansion, we can differentiate (17) and (18) with respect to $z$ getting asymptotic formulas

$$I'_\nu(z) = \frac{1}{\sqrt{2\pi \nu}} \dot{\zeta}(z) e^{\nu \zeta(z)} \left( 1 + O \left( \frac{1}{\nu} \right) \right)$$

(22)
and

\[ K'_\nu(\nu z) = -\sqrt{\frac{\pi}{2\nu}} \frac{\zeta'(z)e^{-\nu\zeta(z)}}{(1+z^2)^{1/4}} \left( 1 + O \left( \frac{1}{\nu} \right) \right), \quad (23) \]

for \( \nu \to \infty \) in the half-plane \( \text{Re}\,\nu > 0 \). Noticing that

\[ \zeta'(z) = \sqrt{1+z^2} \quad (24) \]

and using the identities [13, Eq. 10.29.2]

\[ I_{\nu+1}(\nu z) = I'_\nu(\nu z) - \frac{1}{z} J_\nu(\nu z) \quad \text{and} \quad K_{\nu+1}(\nu z) = -K'_\nu(\nu z) + \frac{1}{z} K_\nu(\nu z) \]

together with the expansions (17), (22) and (18), (23), we arrive at the asymptotic formulas (19) and (20). \( \square \)

3. Proof of the main result

The aim of this section is to prove Theorem 1. This is done in several steps.

3.1. A rough localization of roots. First, we determine a compact subset of \( \mathbb{C} \) where all roots of \( Q^{(\alpha)}_n(z) \) are located for all \( n \in \mathbb{N} \). Such a localization allows us to restrict the forthcoming analysis to the compact subset which simplifies the overall derivation of the asymptotic zero distribution.

**Lemma 4.** Let \( \alpha > 0 \) and \( n \in \mathbb{N} \). If \( Q^{(\alpha)}_n(z_0) = 0 \), then

\[ |\text{Re} \, z_0| \leq 1 - \frac{1}{n} \quad \text{and} \quad |\text{Im} \, z_0| \leq 2\alpha \cos \left( \frac{\pi}{n+1} \right). \]

Consequently, all zeros are located in a rectangular domain:

\[ \bigcup_{n \in \mathbb{N}} \left\{ z \in \mathbb{C} \left| Q^{(\alpha)}_n(z) = 0 \right. \right\} \subset (-1,1) + 2\alpha i(-1,1). \]

**Proof.** First, with the aid of the recurrence (1) and definition (4), one readily verifies that

\[ (i\alpha)^n Q^{(\alpha)}_n(z) = \det(J_n - z), \]

where \( J_n \in \mathbb{C}^{n,n} \) is a tridiagonal matrix with entries

\[ (J_n)_{k,k} = -1 + \frac{2k-1}{n}, \quad k = 1, \ldots, n, \]

and

\[ (J_n)_{k,k+1} = (J_n)_{k+1,k} = i\alpha, \quad k = 1, \ldots, n-1. \]

Hence roots of \( Q^{(\alpha)}_n \) coincide with eigenvalues of \( J_n \).

Let \( Q^{(\alpha)}_n(z_0) = 0 \). Denote by \( \phi \in \mathbb{C}^n \) a normalized eigenvector of \( J_n \) corresponding to the eigenvalue \( z_0 \). Noticing that \( \text{Re} \, J_n = (J_n + J_n^*)/2 \) is the diagonal matrix with the same diagonal as \( J_n \), one obtains

\[ |\text{Re} \, z_0| = |\langle \phi, (\text{Re} \, J_n) \phi \rangle| \leq \sum_{k=1}^{n} \frac{|n-2k+1|}{n} |\phi_k|^2 \leq 1 - \frac{1}{n}. \]

Similarly, one shows that \( |\text{Im} \, z_0| \) is majorized by the largest (in modulus) eigenvalue of the Hermitian matrix \( \text{Im} \, J_n = (J_n - J_n^*)/2i \). It is a matter of simple linear algebra to show that the eigenvalues of \( \text{Im} \, J_n \) are

\[ 2\alpha \cos \left( \frac{\pi k}{n+1} \right), \quad k = 1, \ldots, n. \]

Consequently, \( |\text{Im} \, z_0| \leq 2\alpha \cos(\pi/(n+1)). \) \( \square \)
3.2. Asymptotic behavior of $Q_n^{(\alpha)}$. Due to symmetries \[5\] and Lemma \[4\] the analysis of the zeros of $Q_n^{(\alpha)}$ can be restricted to a rectangular domain of the first quadrant which we denote by

$$\Omega^{(\alpha)} := (0, 1) + 2i\alpha(0, 1),$$

for later purposes. Further, we will use the auxiliary function

$$\chi_\alpha(z) := \frac{1 + z}{2} \left( \frac{2\alpha}{1 + z} \right) = \frac{1}{2} \sqrt{4\alpha^2 + (1 + z)^2} + \frac{1 + z}{2} \log \frac{2\alpha}{1 + z + \sqrt{4\alpha^2 + (1 + z)^2}},$$

(26)

where $\zeta$ is as in \[21\] and $\alpha > 0$. By differentiating (26) with respect to $z$, one obtains the formula

$$\chi_\alpha'(z) = \frac{1}{2} \zeta \left( \frac{2\alpha}{1 + z} \right) - \frac{\alpha}{1 + z} \zeta' \left( \frac{2\alpha}{1 + z} \right) = \frac{1}{2} \log \frac{2\alpha}{1 + z + \sqrt{(1 + z)^2 + 4\alpha^2}},$$

(27)

which will be also used multiple times below. Next, we will need the following auxiliary inequality.

**Lemma 5.** For all $\alpha > 0$ and $z \in \Omega^{(\alpha)}$, one has $\text{Re} \chi_\alpha(z) < \text{Re} \chi_\alpha(-z)$.

**Proof.** For $\alpha > 0$ fixed, we temporarily denote $f(z) := \text{Re} (\chi_\alpha(z) - \chi_\alpha(-z))$. Since $\chi_\alpha$ is analytic in $\Omega^{(\alpha)}$ as well as in $-\Omega^{(\alpha)}$, $f$ is harmonic in $\Omega^{(\alpha)}$ and continuous to the boundary of $\Omega^{(\alpha)}$. Since non-constant, a maximum of $f$ is attained on the boundary of $\Omega^{(\alpha)}$ according to the Maximum Modulus Principle for harmonic functions. Hence it suffices to verify that $f$ is non-positive on the boundary of $\Omega^{(\alpha)}$.

Note that the function $\zeta$ given by \[24\] fulfills $\overline{\zeta(z)} = \zeta(\bar{z})$. Therefore it follows immediately from (26) that

$$f(iy) = \text{Re} \left( \chi_\alpha(iy) - \overline{\chi_\alpha(iy)} \right) = 0,$$

for $y \in [0, 2\alpha]$.

Using (27), it is elementary to show that $\chi_\alpha'(x) < 0$ for all $x \in (-1, 1)$. Thus

$$f'(x) = \chi_\alpha'(x) + \chi_\alpha'(-x) < 0,$$

for $x \in (0, 1)$ which means that $f$ is strictly decreasing in $(0, 1)$. Taking into account that $f(0) = 0$, one concludes that $f(x) < 0$ for $x \in (0, 1]$.

Next, one can differentiate (27) once more getting the simple expression

$$\chi_\alpha''(z) = -\frac{1}{2\sqrt{(1 + z)^2 + 4\alpha^2}}.$$

Consequently, $\text{Re} \chi_\alpha''(z) < 0$ for any $z \in \mathbb{C}$ which is not of the form $z = -1 + iy$ with $|y| \geq 2\alpha$. Noticing additionally that $\text{Re} \chi_\alpha'(-1 + 2\alpha i) = 0$, one concludes that $\text{Re} \chi_\alpha'(x + 2\alpha i) < 0$ for $x \in (-1, 1)$ and hence $f'(x + 2\alpha i) < 0$ for $x \in (0, 1)$. Since $f(2\alpha i) = 0$, we see that $f(x + 2\alpha i) < 0$ for $x \in (0, 1]$.

A completely analogous reasoning as in the previous step shows that $f(1 + iy)$ is a decreasing function of $y \in (0, 2\alpha)$. It already follows from the previous analysis that $f(1) < 0$ and so $f(1 + iy) < 0$ for $y \in [0, 1]$. In total, the function $f$ assumes only non-positive values on the boundary of $\Omega^{(\alpha)}$ which completes the proof. \[\square\]

As a next step, we investigate an asymptotic behavior of the auxiliary polynomials

$$q_n^{(\alpha)}(z) := \frac{i^n}{\alpha^n} Q_n^{(\alpha)} \left( z - \frac{1}{n} \right).$$

(28)

The shift of the argument in (28) allows a straightforward application of the asymptotic expansions from Lemma \[3\].

**Lemma 6.** For $\alpha > 0$, one has

$$q_n^{(\alpha)}(z) = B_n^{(\alpha)}(z) + C_n^{(\alpha)}(z),$$

where

$$B_n^{(\alpha)}(z) = \left( \frac{-1}{n} \right)^n g_n^{(\alpha)}(z) e^{-n(\chi_\alpha(z) - \chi_\alpha(-z))} \left( 1 + O \left( \frac{1}{n} \right) \right), \quad n \to \infty,$$

(29)
\[ C_n^{(\alpha)}(z) = \frac{(-1)^{n+1}}{n} g_{+}^{(\alpha)}(z) e^{-n(\chi_{\alpha}(z) + \chi_{\alpha}(-z) + i\pi z/2)} \left( 1 + O \left( \frac{1}{n} \right) \right), \quad n \to \infty, \quad (30) \]

and
\[ g_{+}^{(\alpha)}(z) := \frac{1}{2\alpha} \sqrt{(1-z)^2 + 4\alpha^2} \pm (1-z) \left( (1+z)^2 + 4\alpha^2 \right)^{1/4}. \quad (31) \]

In addition, the asymptotic formulas (29) and (30) are locally uniform in \( z \in \Omega^{(\alpha)} \).

**Proof.** It follows from (4), (28) and Lemma 2 that \( q_n^{(\alpha)} \) can be written as
\[ q_n^{(\alpha)}(z) = A_n^{(\alpha)}(z) + B_n^{(\alpha)}(z) + C_n^{(\alpha)}(z), \]
for \( n \in \mathbb{N} \) and \( z \in \Omega^{(\alpha)} \), where
\[ A_n^{(\alpha)}(z) := I_n(1+z) / (2\alpha) K_{1+n}(1-z) / (2\alpha), \]
\[ B_n^{(\alpha)}(z) := (-1)^n K_n(1+z)^2 / (2\alpha) I_{1+n}(1-z) / (2\alpha), \]
and
\[ C_n^{(\alpha)}(z) := \frac{2}{\pi} \sin \left( \frac{\pi n}{2} (1+z) \right) K_n(1+z)^2 / (2\alpha) K_{1+n}(1-z) / (2\alpha). \]

Note that, if \( z \in \Omega^{(\alpha)} \), then
\[ \operatorname{Re} \frac{n}{2} (1 \pm z) > 0 \quad \text{and} \quad \operatorname{Re} \frac{2\alpha}{1 \pm z} > 0. \]

Therefore Lemma 3 can be applied to deduce asymptotic formulas for \( A_n^{(\alpha)}(z) \), \( B_n^{(\alpha)}(z) \), and \( C_n^{(\alpha)}(z) \), for \( z \in \Omega^{(\alpha)} \) as \( n \to \infty \). In the case of \( C_n^{(\alpha)}(z) \), we also take into account that
\[ \sin \left( \frac{\pi n}{2} (1+z) \right) = \frac{1}{2} e^{-i\pi n (1+z)/2} \left( 1 + O \left( \frac{1}{n} \right) \right), \quad n \to \infty, \]
locally uniformly in the half-plane \( \operatorname{Im} z > 0 \). The resulting formulas are
\[ A_n^{(\alpha)}(z) = \frac{1}{n} q_{+}^{(\alpha)}(z) e^{n(\chi_{\alpha}(z) - \chi_{\alpha}(-z))} \left( 1 + O \left( \frac{1}{n} \right) \right), \quad n \to \infty, \]
and (29) and (30). Moreover, the expansions are locally uniform in \( z \in \Omega^{(\alpha)} \).

Finally, according to Lemma 5, the sequence \( A_n^{(\alpha)}(z) \) decays exponentially faster in comparison with \( B_n^{(\alpha)}(z) \), for \( n \to \infty \) and \( z \in \Omega^{(\alpha)} \). Consequently, the sequence \( A_n^{(\alpha)}(z) \) does not contribute to the leading term of the asymptotic expansion of \( q_n^{(\alpha)}(z) \) for \( z \in \Omega^{(\alpha)} \) as \( n \to \infty \). This justifies the claim as stated. \( \square \)

It follows from Lemma 6 that, for a generic \( z \in \Omega^{(\alpha)} \), the asymptotic behavior of \( q_n^{(\alpha)}(z) \) is determined either by the term \( B_n^{(\alpha)}(z) \) or \( C_n^{(\alpha)}(z) \), for \( n \to \infty \). The latter depends on the values of the real parts of functions occurring as arguments of the exponential functions in formulas (29) and (30). The coincidence of these values means that
\[ \operatorname{Re} (\chi_{\alpha}(z) - \chi_{\alpha}(-z)) = \operatorname{Re} \left( \chi_{\alpha}(z) + \chi_{\alpha}(-z) + \frac{i\pi z}{2} \right) \]
which happens if and only if
\[ \operatorname{Re} \chi_{\alpha}(-z) = \frac{\pi}{4} \operatorname{Im} z. \quad (32) \]

It is useful to introduce the following subsets of \( \Omega^{(\alpha)} \):
\[ \Omega^{(\alpha)}_{\pm} := \left\{ z \in \Omega^{(\alpha)} \mid \operatorname{Re} \chi_{\alpha}(-z) \leq \frac{\pi}{4} \operatorname{Im} z \right\}. \]

It turns out that \( \Omega^{(\alpha)}_{\pm} \neq \emptyset \) (it follows from Lemma 9 below) and their common boundary given by the equation (32) determines a Stokes line of \( q_n^{(\alpha)} \), for \( n \to \infty \), in the region \( \Omega^{(\alpha)} \). A similar change of the character of asymptotic behavior exhibits the original sequence of polynomials \( Q_n^{(\alpha)} \) as shown in the next statement.
Proposition 7. For $\alpha > 0$ and $n \to \infty$, we have the locally uniform asymptotic expansions

\[
Q_n^{(\alpha)}(z) = (-1)^n f_+^{(\alpha)}(z) e^{-n(\chi_\alpha(z) + \chi_\alpha(-z) + i\pi z/2)} \left( 1 + O \left( \frac{1}{n} \right) \right), \quad \text{for } z \in \Omega_+^{(\alpha)},
\]

and

\[
Q_n^{(\alpha)}(z) = i^n f_-^{(\alpha)}(z) e^{-n(\chi_\alpha(z) - \chi_\alpha(-z))} \left( 1 + O \left( \frac{1}{n} \right) \right), \quad \text{for } z \in \Omega_-^{(\alpha)},
\]

where

\[
f_\pm^{(\alpha)}(z) := \frac{1}{2} \left( \sqrt{1 - z^2 + 4\alpha^2 \pm (1 - z)} \right)^{1/2} \left( \sqrt{(1 + z)^2 + 4\alpha^2 + 1 + z} \right)^{1/2} \left( (1 - z)^2 + 4\alpha^2 \right)^{1/4} \left( (1 + z)^2 + 4\alpha^2 \right)^{1/4}.
\]

Proof. Let $z \in \Omega_+^{(\alpha)}$. Then the leading term of the asymptotic expansion of $q_n^{(\alpha)}(z)$ is determined by $C_n^{(\alpha)}(z)$ from Lemma 6 and the corresponding asymptotic formula reads

\[
q_n^{(\alpha)}(z) = \frac{(-1)^{n+1}}{n} g_+^{(\alpha)}(z) e^{-n\phi_+^{(\alpha)}(z)} \left( 1 + O \left( \frac{1}{n} \right) \right), \quad n \to \infty,
\]

where we temporarily denote $\phi_+(z) := \chi_\alpha(z) + \chi_\alpha(-z) + i\pi z/2$. Moreover, the asymptotic expansion (36) is locally uniform in $z \in \Omega_+^{(\alpha)}$. Using (28) and the uniformity of the expansion (36), one deduces

\[
Q_n^{(\alpha)}(z) = (-1)^n f_+^{(\alpha)}(z) e^{-n\phi_+^{(\alpha)}(z)} \left( 1 + O \left( \frac{1}{n} \right) \right), \quad n \to \infty,
\]

for

\[
f_+^{(\alpha)}(z) = i \log_+^{(\alpha)}(z) e^{-\phi_+^{(\alpha)}(z)}.
\]

Taking into account (27), one easily computes

\[
e^{-\phi_+^{(\alpha)}(z)} = -i \frac{1 + z + \sqrt{(1 + z)^2 + 4\alpha^2}}{1 - z + \sqrt{(1 - z)^2 + 4\alpha^2}}^{1/2}.
\]

Thus, the equation (37) together with (31) yields the explicit expression (35) for $f_+^{(\alpha)}$.

The second asymptotic expansion (34) is to be deduced analogously from Lemma 6 for $z \in \Omega_+^{(\alpha)}$.

With the aid of (27), one immediately verifies the following corollary of Proposition 7.

Corollary 8. For $\alpha > 0$, one has the limit

\[
\lim_{n \to \infty} \frac{\partial Q_n^{(\alpha)}(z)}{n Q_n^{(\alpha)}(z)} = \begin{cases} -\frac{1}{2} + h_\alpha(z) - h_\alpha(-z), & \text{for } z \in \Omega_+^{(\alpha)}, \\ -\log(2\alpha) + h_\alpha(z) + h_\alpha(-z), & \text{for } z \in \Omega_-^{(\alpha)}, \end{cases}
\]

where

\[
h_\alpha(z) := \frac{1}{2} \log \left( 1 + z + \sqrt{(1 + z)^2 + 4\alpha^2} \right).
\]

Moreover, the convergence is locally uniform in $z \in \Omega_+^{(\alpha)}$.

The last lemma of this subsection provides information about properties of the curve defined by the equation (32) in $\Omega^{(\alpha)}$. Recall the definition of $\alpha_0$ as the unique positive solution of (8).

Lemma 9. The equation (32) determines a simple smooth curve in $\Omega^{(\alpha)}$ with one end-point at $1 + 2\alpha i$ and the second end-point located in $(0, 1)$, if $0 < \alpha < \alpha_0$; at the origin, if $\alpha = \alpha_0$; and in $i(0, 2\alpha)$, if $\alpha > \alpha_0$.

Proof. We denote $f(z) := \chi_\alpha(-z) + i\pi z/4$ only for the needs of this proof. Then the curve is determined by the equation $\text{Re } f(z) = 0$ for $z \in \Omega^{(\alpha)}$. First, the smoothness of the curve follows from the analyticity of $\chi_\alpha$ in $-\Omega^{(\alpha)}$. In addition, the analyticity of $f$ implies that $\text{Re } f$ is harmonic in $\Omega^{(\alpha)}$. Then level curve defined by the $\text{Re } f(z) = 0$ for $z \in \Omega^{(\alpha)}$ cannot
contain a loop. Otherwise the Maximum Modulus Principle together with the Open Mapping Theorem would imply that \( f \) is constant in \( \Omega^{(a)} \) which is not the case.

Next, it is straightforward to check that \( \text{Re} \ f(1 + 2ai) = 0 \) and hence \( 1 + 2ai \) is one of the end-points.

It remains to verify the statements for the second end-point which is to be done by inspection of the values of \( \text{Re} \ f \) on the boundary of \( \Omega^{(a)} \). The analysis requires several computations but is not difficult. Therefore we only indicate it. For example, for the values of \( f \) on the right side of the rectangle \( \Omega^{(a)} \), one finds

\[
\text{Re} \ f(1 + 2ai \sin \omega) = \alpha \cos \omega + \alpha \left( \omega - \frac{\pi}{2} \right) \sin \omega,
\]

for \( \omega \in [0, \pi/2] \), which is a strictly decreasing function of \( \omega \). The only point at which it vanishes is \( \omega = \pi/2 \) with corresponds to the end-point \( 1 + 2ai \).

Similarly, referring to (27), one checks that

\[
\text{Re} \ f'(x + 2ai) = -\frac{1}{2} \log \frac{2\alpha}{1 - x - 2ai + \sqrt{(1 - x)(1 - x - 4ai)}} \neq 0, \quad \forall x \in (0, 1),
\]

meaning that the function \( \text{Re} \ f \) restricted to the upper side of the rectangle \( \Omega^{(a)} \) is either strictly increasing or strictly decreasing. In any case, the point \( 1 + 2ai \) is the only solution of \( \text{Re} \ f(z) = 0 \) for \( z = x + 2ai \) and \( x \in [0, 1] \).

Thus the second end-point can occur only on the real or imaginary line. Using (27) once more, one obtains

\[
\text{Re} \ f'(x) = -\frac{1}{2} \log \frac{2\alpha}{1 - x + \sqrt{(1 - x)^2 + 4\alpha^2}} > 0, \quad \forall x \in (0, 1).
\]

In addition, \( \text{Re} \ f(1) = \alpha > 0 \). Consequently, the second end-point is located in \( (0, 1) \) if and only if \( \text{Re} \ f(0) < 0 \) which is further equivalent to \( 0 < \alpha < \alpha_0 \). If \( \alpha = \alpha_0 \), then \( \text{Re} \ f(0) = 0 \) and hence the second end-point coincides with the origin. Finally, for \( \alpha > \alpha_0 \), the second end-point has to be located in the remaining side of \( \Omega^{(a)} \) which is \( i(0, 2\alpha) \).

**Remark 10.** Let \( \xi(a) \) stands for the second end-point of the curve from Lemma 9 located on the real or the imaginary line. Without going into details, let us point out that

\[
\lim_{\alpha \to a^+} \xi(a) = 1 \quad \text{and} \quad \lim_{\alpha \to \infty} (\xi(a) - 2ai) = 0.
\]

In fact, if \( 0 < \alpha \leq \alpha_0 \), one can even show that

\[
\xi(a) = 1 - \frac{\alpha}{\alpha_0}
\]

by verifying that \( \chi_{\alpha}(-1 + \alpha/\alpha_0) = 0 \).

3.3. **The asymptotic zero distribution.** Now we are in the position to prove our main result.

**Proof of Theorem 7.** The general identity (14) together with Corollary 8 yields a formula for the limiting Cauchy transform:

\[
\lim_{n \to \infty} C_{\mu_n^{(a)}}(z) = C(z) := \begin{cases} 
-\frac{\text{T}}{2} + h_\alpha(z) - h_\alpha(-z), & \text{for } z \in \Omega_+^{(a)}, \\
-\log(2\alpha) + h_\alpha(z) + h_\alpha(-z), & \text{for } z \in \Omega_-^{(a)},
\end{cases}
\]  

(40)

where \( \mu_n^{(a)} \) stands for the root-counting measure of \( Q_n^{(a)} \). Taking also Lemma 4 into account, one concludes that the function \( C \) extends as an analytic function to the entire first quadrant \( \{z \in \mathbb{C} \mid \text{Re } z > 0, \text{Im } z > 0\} \) except the cut given by the common boundary of \( \Omega_+^{(a)} \) and \( \Omega_-^{(a)} \) or equivalently by solutions of the equation (32) in \( \Omega^{(a)} \). This equation coincides with (2).

To extend \( C \) beyond the first quadrant, one uses the symmetry relations (5) which imply the limiting function \( C \) extends according to the equations

\[
\overline{C(z)} = C(\overline{z}) \quad \text{and} \quad C(-z) = -C(z).
\]

(41)

In total, we see that the sequence \( C_{\mu_n^{(a)}}(z) \) converges to the function \( C \), as \( n \to \infty \), which is analytic everywhere except the cut given by (32) in the first quadrant, its three symmetric
copies in the remaining three quadrants, and possibly in certain subsets of the real and imaginary line. As a result, $\mu^{(\alpha)}_\Omega$ converges weakly to a measure $\mu^{(\alpha)}$ whose Cauchy transform coincides with $C$, i.e., $C = C_{\mu^{(\alpha)}}$ in the domain of analyticity.

The measure $\mu^{(\alpha)}$ is determined by the discontinuities of $C$. Bearing in mind the symmetry of $\mu^{(\alpha)}$ with respect to the axes and Lemma 4, we may restrict the analysis again to the rectangle $[0, 1] + [i[0, 2\alpha]$. Thus, one can write the measure $\mu^{(\alpha)}$ restricted to $[0, 1] + [i[0, 2\alpha]$ as the sum $\mu^{(\alpha)}_1 + \mu^{(\alpha)}_2$, where the measure $\mu^{(\alpha)}_1$ is induced by the discontinuity of $C$ on the cut given by (32) and $\mu^{(\alpha)}_2$ by the possible discontinuity of $C$ in $[0, 1] \cup [i[0, 2\alpha]$.

First, we discuss $\mu^{(\alpha)}_1$. Suppose that the curve determined by (32) is oriented such that it starts at the point $\xi(\alpha) \in [0, 1] \cup [i[0, 2\alpha]$ and ends at the point $1 + 2\alpha i$, see Lemma 9. Then the set $\Omega^{(\alpha)}_\pm$ lies on the $\pm$-side of the curve and, by (40) and (39), we have

$$C(z^+) - C(z^-) = -\frac{\pi i}{2} - \log \left(\frac{1}{2\alpha}(1 - z + \sqrt{(1 - z)^2 + 4\alpha^2})\right),$$

for $z$ lying on the curve. The function on the right-hand side is bounded in the entire closure of $\Omega^{(\alpha)}$ and hence integrable. Thus, by (13), the measure $\mu^{(\alpha)}_1$ is absolutely continuous on the curve and one arrives at the formula (10) for its density.

Second, we discuss $\mu^{(\alpha)}_2$ assuming that $\alpha < \alpha_0$. By Lemma 9, $\xi(\alpha) \in [0, 1)$. Then, using formulas (40) and (41), one readily checks that $C$ extends continuously to $[0, 1] \cup [i[0, 2\alpha]$ except the interval $[0, \xi(\alpha)]$, where it has the jump

$$C(x^+) - C(x^-) = 2\alpha \lim_{\epsilon \to 0^+} \text{Im} C(x + i \epsilon) = -i\pi,$$

for $0 < x < \xi(\alpha)$. Thus, the application of (13) yields the claim (i) of Theorem 1.

Next, suppose that $\alpha > \alpha_0$. Then $\xi(\alpha) \in [i[0, 2\alpha]$ by Lemma 9 and, using formulas (40) and (41), one verifies that the only discontinuity of $C$ in $[0, 1] \cup [i[0, 2\alpha]$ occurs in the line segment $[0, \text{Im} \xi(\alpha)]$, where

$$C(iy^+) - C(iy^-) = -2 \lim_{\epsilon \to 0^+} \text{Re} C(\epsilon + iy) = -2\log \left(\frac{1}{2\alpha}\sqrt{1 + iy + \sqrt{(1 + iy)^2 + 4\alpha^2}}\right),$$

for $0 < y < \text{Im} \xi(\alpha)$. Taking into account the obvious integrability of the above function for $y \in [0, \text{Im} \xi(\alpha)]$, one arrives at the claim (ii) of Theorem 1 by applying (13).

In the particular case when $\alpha = \alpha_0$, $\xi(\alpha) = 0$ by Lemma 9 and the function $C$ extends continuously to the axes except the origin. As a result, $\mu_2^{(\alpha)} = 0$ which proves the claim (iii) and completes the proof of Theorem 1.

4. Numerical illustrations

In this section, asymptotic properties of the distribution of zeros of polynomials $Q^{(\alpha)}_n$, as $n \to \infty$, are numerically illustrated in several plots. First, Figure 1 shows limiting curves of the roots, i.e., supports of measures $\mu^{(\alpha)}$ from Theorem 1 in three different regimes.
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FIGURE 1. Red dots are roots of $Q^{(\alpha)}_n$ for $n = 100$. Blue lines show the support of the corresponding asymptotic zero distribution.

Second, for two choices of the parameter $\alpha$, Figure 2 shows the densities $\mu^{(\alpha)}_1$ and $\mu^{(\alpha)}_2$ defined in Theorem 1 and compare them with the corresponding histograms for distributions of roots of $Q^{(\alpha)}_n$ for $n = 500$. Note that it is by no means obvious from (10) that $\mu^{(\alpha)}_1$ is a
positive measure on the arc in $\Omega^{(\alpha)}$ given by (9). We parametrize the curve defined by (9), say $\gamma_1$, by the real variable. It means that $\gamma_1(x) = x + iy(x)$, where $y = y(x)$ is implicitly defined by (9) for $x \in (0, 1)$, if $\alpha \geq \alpha_0$, or $x \in (\xi(\alpha), 1)$, if $\alpha < \alpha_0$. Then straightforward manipulations of (9) and (10) allow to express the density of $\mu_1^{(\alpha)}$ in the form

$$
\frac{d\mu_1^{(\alpha)}}{dx}(x) = \frac{1}{\pi} \left( \log |Y(x)|^2 + \left( \frac{\pi}{2} + \text{arg } Y(x) \right)^2 \right),
$$

where

$$
Y(x) = \frac{1}{2\alpha} \left( 1 - x - iy(x) + \sqrt{(1 - x - iy(x))^2 + 4\alpha^2} \right),
$$

from which the positivity of $\mu_1^{(\alpha)}$ can be readily seen. The formula (42) is used in plots of Figure 2 in (B) and (D). Concerning the density of the measure $\mu_2^{(\alpha)}$ supported on the real or imaginary line segment, we use the exact forms given in Theorem 1 in plots of Figure 2 in (A) and (C).

(A) Density $d\mu_2^{(0.5)}/dy$ and histogram of roots of $Q_500^{(0.5)}$ localized in the imaginary line segment $i[0, \text{Im } \xi(0.5)] \approx i[0, 0.369]$.

(b) Density $d\mu_1^{(0.5)}/dx$ and histogram of roots of $Q_500^{(0.5)}$ localized in $(0, 1) + i(0, 1)$.

(c) The uniform density $d\mu_2^{(0.25)}/dx = 0.5$ and histogram of roots of $Q_500^{(0.25)}$ localized in the interval $[0, \xi(0.25)] \approx [0, 0.246]$.

(d) Density $d\mu_1^{(0.25)}/dx$ and histogram of roots of $Q_500^{(0.5)}$ localized in $(0, 1) + i(0, 0.5)$.

Figure 2. For $\alpha = 0.25$ (top) and $\alpha = 0.5$ (bottom), densities of $\mu_1^{(\alpha)}$ (right) and $\mu_2^{(\alpha)}$ (left) are plotted in red and compared with the corresponding distribution of roots of $Q_n^{(\alpha)}$ for $n = 500$.

Lastly, we illustrate an evolution of limiting curves on which the roots of $Q_n^{(\alpha)}$ cluster, as $n \to \infty$, i.e., $\text{supp } \mu_1^{(\alpha)} \cup \text{supp } \mu_2^{(\alpha)}$, when $\alpha$ is increasing. For any $\alpha > 0$, the limiting curve is always a union of an arc connecting $1 + 2\alpha i$ with the intersection point $\xi(\alpha)$ and the line segment between $\xi(\alpha)$ and the origin. In order to compare the limiting curves for different values of $\alpha$, we scale the imaginary part of the variable by $1/(2\alpha)$ to keep the curves in the fixed domain $[0, 1] + i[0, 1]$ independent of $\alpha$. This is plotted in Figure 3.

5. ASYMPTOTIC EIGENVALUE DISTRIBUTION OF COMPLEX SAMPLING JACOBI MATRICES

Theorem 1 represents a solvable instance of a more general problem. Suppose $a, b : [0, 1] \to \mathbb{C}$ are given continuous functions and define a sequence of Jacobi matrices whose diagonals...
The limiting curves, i.e., $\text{supp} \mu_1^{(\alpha)} \cup \text{supp} \mu_2^{(\alpha)}$, with the imaginary part of the variable scaled by $1/(2\alpha)$ plotted for 7 values of $\alpha$: $\alpha_1 = 0.05, \alpha_2 = 0.15, \alpha_3 = 0.25, \alpha_4 \approx 0.33, \alpha_5 = 0.45, \alpha_6 = 0.8,$ and $\alpha_7 = 2$.

are determined by sampling the values of functions $a, b$ on the regular grid as follows:

$$J_n(a, b) := \begin{pmatrix} b \left( \frac{1}{n} \right) & a \left( \frac{1}{n} \right) \\ a \left( \frac{1}{n} \right) & b \left( \frac{2}{n} \right) & a \left( \frac{2}{n} \right) \\ & a \left( \frac{2}{n} \right) & b \left( \frac{3}{n} \right) & a \left( \frac{3}{n} \right) \\ & & \ddots & \ddots & \ddots \\ & & & a \left( \frac{n-2}{n} \right) & b \left( \frac{n-1}{n} \right) & a \left( \frac{n-1}{n} \right) \\ & & & & a \left( \frac{n-1}{n} \right) & b \left( 1 \right) \end{pmatrix},$$

for $n \in \mathbb{N}$. To $J_n(a, b)$, one associates the corresponding eigenvalue-counting measure $\mu_n(a, b)$ which is nothing but the root-counting measure of the characteristic polynomial of $J_n(a, b)$.

The open problem is whether the weak limit of $\mu_n(a, b)$ exists as $n \to \infty$. Moreover, one naturally expects that the limiting measure $\mu(a, b)$, provided that it exists, should be describable in terms of the functions $a$ and $b$ in a certain way.

This problem has been solved for real-valued functions $a, b$, i.e., for self-adjoint Jacobi matrices $J_n(a, b)$. Using different notation and slightly more general setting, the authors of [21] deduced the asymptotic zero distribution of polynomials $p_k^{(n)}$ determined by the recurrence

$$p_k^{(n)}(z) = \left( z - b \left( \frac{k}{n} \right) \right) p_{k-1}^{(n)}(z) - a^2 \left( \frac{k-1}{n} \right) p_{k-2}^{(n)}(z), \quad k = 1, 2, \ldots, n,$$

$$J_n(a, b) := \begin{pmatrix} b \left( \frac{1}{n} \right) & a \left( \frac{1}{n} \right) \\ a \left( \frac{1}{n} \right) & b \left( \frac{2}{n} \right) & a \left( \frac{2}{n} \right) \\ & a \left( \frac{2}{n} \right) & b \left( \frac{3}{n} \right) & a \left( \frac{3}{n} \right) \\ & & \ddots & \ddots & \ddots \\ & & & a \left( \frac{n-2}{n} \right) & b \left( \frac{n-1}{n} \right) & a \left( \frac{n-1}{n} \right) \\ & & & & a \left( \frac{n-1}{n} \right) & b \left( 1 \right) \end{pmatrix},$$

for $n \in \mathbb{N}$. To $J_n(a, b)$, one associates the corresponding eigenvalue-counting measure $\mu_n(a, b)$ which is nothing but the root-counting measure of the characteristic polynomial of $J_n(a, b)$.

The open problem is whether the weak limit of $\mu_n(a, b)$ exists as $n \to \infty$. Moreover, one naturally expects that the limiting measure $\mu(a, b)$, provided that it exists, should be describable in terms of the functions $a$ and $b$ in a certain way.

This problem has been solved for real-valued functions $a, b$, i.e., for self-adjoint Jacobi matrices $J_n(a, b)$. Using different notation and slightly more general setting, the authors of [21] deduced the asymptotic zero distribution of polynomials $p_k^{(n)}$ determined by the recurrence

$$p_k^{(n)}(z) = \left( z - b \left( \frac{k}{n} \right) \right) p_{k-1}^{(n)}(z) - a^2 \left( \frac{k-1}{n} \right) p_{k-2}^{(n)}(z), \quad k = 1, 2, \ldots, n,$$
with initial conditions \( p^{(n)}_0(z) = 0 \) and \( p^{(n)}_0(z) = 1 \). It is easy to see that \( p^{(n)}_0(z) = \det(z - J_n(a, b)) \). Theorem 1 describes \( \mu(a, b) \) in a simple but non-self-adjoint setting when

\[
\alpha(x) = i\alpha \quad \text{and} \quad b(x) = 2x - 1
\]

since, in this particular case, one has

\[
p^{(n)}_n(z) = (-i\alpha)^n Q_n^{(\alpha)} \left(z - \frac{1}{n}\right),
\]

for all \( n \in \mathbb{N} \) and \( z \in \mathbb{C} \), see the proof of Lemma 3.

The three-term recurrence (44) is relevant in context of orthogonal polynomials. However, there is no need to restrict the problem to tridiagonal matrices only. Considering matrices with more nonzero diagonals sampled by values of given functions leads to the case of generalized Toeplitz matrices (also referred to as locally Toeplitz, variable coefficient Toeplitz, Kac–Murdock–Szegő, etc.). Under some assumptions, first of all the self-adjointness, the asymptotic eigenvalue distribution of generalized Toeplitz matrices was deduced already by Kac, Murdock, and Szegő in [17] and rediscovered later by Tilli [32]. Relaxing the self-adjointness assumption, it seems that the asymptotic eigenvalue distribution is known only for banded Toeplitz matrices [11, 15, 50]. Toeplitz matrices with rational symbols [7, 8], or in very particular cases. Recently, the authors of [2] conjectured, see Problem 3, that the asymptotic eigenvalue distribution of certain non-self-adjoint generalized banded Toeplitz matrices exists and its support equals a union of a finite number of pairwise disjoint open analytic arcs and a finite number of certain exceptional points - a situation familiar from the case of complex banded Toeplitz matrices [11]. Theorem 1 is in agreement with this conjecture.
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