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We study the combined impact of random disorder, electron-electron, and electron-hole interactions on the absorption spectra of a three-dimensional Hubbard Hamiltonian. We determine the single-particle Green function within the typical medium dynamical cluster approximation. We solve the Bethe-Salpeter equation (BSE) to obtain the dynamical conductivity. Our results show that increasing disorder strength at a given interaction strength leads to decreased absorption with the dynamical conductivity, systematically going to zero at all frequencies, a fingerprint of a correlation-mediated electron localization. Surprisingly, our data reveal that taking into account the effects of electron-hole interactions through the BSE significantly changes the oscillator strength with a concomitant reduction in the critical disorder strengths $W^U_d$. We attribute this behavior to enhanced quantum correction induced by electron-hole interactions.

PACS numbers: 71.35.-y, 64.70.Tg, 31.15.V-, 71.35.Cc

Introduction. -- Recent experiments have shown that most correlated materials contain a significant amount of defects, which appear to be intrinsic \(^1\). These inhomogeneities could significantly affect device performance. Most of the experimental transport data on disordered materials have defied explanation by conventional transport theory. For instance, the phase diagram of the binary mixture of the correlated ferromagnet SrRuO$_3$ (\(T_C \approx 160\) K) \(^5\) and the band insulator SrTiO$_3$ (band gap \(\Delta \approx 3.2\) eV) \(^6\) is still under active research. One suggestion is that there is an Anderson disordered around \(x \gtrsim 0.5\) and a disordered correlated insulator at \(\sim 0.2\) \(^7\). Other potential candidates where the coexistence of defects, electron-electron and electron-hole interactions could play a crucial role are the perovskite transition metal oxides, e.g., \((A_1-x^\prime)B^\prime A^\prime_x O_3\). Understanding the defect morphology could greatly improve the characterization of their properties and that of materials in general.

There is a decade’s history of theoretical research inquiry into electron localization. Majority of these computational/theoretical works focus on localization due to disorder or electron-electron interactions \(^2\), especially with the development of the Anderson localization transition. This method was further used by Dobrosavljević \(^3\) et al. in their study using the Anderson model \(^4\). Girvin and Johnson \(^5\) introduced an approximate scheme for calculating conductivity that becomes accurate only close to the localization transition. This method was used to determine the conductivity of various disordered transition metal alloys \(^6\). The diagrammatic, self-consistent approach of Vollhardt and Wölfle \(^7\) was used to calculate conductivity for the Anderson model \(^8\), and various other models \(^9\). Aguir et al. \(^8\) used the inverse of the typical density of states as an approximation to the resistivity and showed that the resistivity curves as a function of temperature are reminiscent of the Mooij correlations originally observed in disordered metal alloys \(^9\). Girvin and Johnson \(^10\) introduced an approximate scheme for calculating conductivity that becomes accurate only close to the localization transition. This method was further used by Dobrosavljević \(^11\) et al. in their study using the Anderson model. Zhang et al. \(^12\) proposed a two-particle formalism and calculated the dc-conductivity within the typical medium theory for the noninteracting fermionic system.

In this paper, we present and explore the absorption properties of a disordered Hubbard model at experimentally relevant Hubbard interactions using the typical medium dynamical cluster approximation \(^13\). Herein, we focus on the limit where the disorder and the kinetic term is far greater than the interaction strength (i.e., the interaction strength is far smaller than the noninteracting bandwidth). Also, we will explore the regime where disorder and interaction strength are both substantial (i.e., the interaction strength is large but still significantly smaller than the noninteracting bandwidth).

Based on model-coupling theory, Götze \(^14\) develop a self-consistent localization formalism, which has been used by many authors, e.g., Prelovšek \(^15\) to calculate the conductivity of the noninteracting electron system. An approach based on the potential well analogy of the coherent potential approximation was formulated and used to calculate the conductivity of various disorder distributions \(^16\). The diagrammatic, self-consistent approach of Vollhardt and Wölfle \(^17\) was used to calculate conductivity for the Anderson model \(^18\), and various other models \(^19\). These two limiting cases were pioneered by P. Anderson \(^20\) and N. F. Mott \(^21\), now known as Anderson and Mott localization, respectively. As explained above, defects and electron-electron interactions coexist in many physical systems and they can both be substantial.

Also, in some cases, due to dynamical screening in the local environment of the system, the transport is no more driven by electron or hole carriers but dominated by bound electron-hole pairs known as excitons. One consequence of this is the emergence of nontrivial many-body effects, e.g., spectral weight redistribution, multiferroic behavior not observed in conventional systems. The incipient of electron localization in an otherwise "strongly" correlated system is generally difficult to model due to the competing energy scales that abound in this regime.
Mott physics, which is in the regime where the interaction strength is far greater than the effective bandwidth. This regime has been extensively studied in the literature (see, e.g., Refs. 45, 53). The main findings of this work are that electron-hole interactions significantly alter the critical behavior of a disordered, three-dimensional Hubbard Hamiltonian. Our calculations reveal that the critical disorder strengths are reduced by more than 10% due to electron-hole interaction effects.

It is worthwhile to contrast the method presented herein from other approaches of calculating absorption spectra. The single-particle Green functions used in our two-particle calculations are obtained self-consistently from a mean-field approach with an intrinsic order parameter for characterizing electron localization even in the proximity of a localization transition. Our approach also takes into account resonance effects, which systematically incorporate longer-range spatial fluctuations up to the system (cluster) size. This resonance effect is due to having more than one lattice sites in the system as against just one impurity site, e.g., 44 as in the coherent potential approximation. The carriers now collide with each other as well as scatter off multiple lattice sites. One consequence of this inter-site correlation is that the typical medium, inter-site correlations, and the vertex corrections ensure the proper characterization of the large fluctuations in the local Green function that could lead to its typical value being far removed from the average one. Unless otherwise stated, all the results presented herein are for the three-dimensional cubic lattice of size $3 \times 3 \times 3$ corresponding to a cluster size $N_c = 27$. We will focus on the paramagnetic phase, i.e., 181 we do not allow for the formation of any local moments. All the reported results are obtained at zero temperatur.

We used a broadening parameter of $10^{-4}$ and a computational accuracy (numerical uncertainty) of up to $\pm 0.1$ in our calculations.

Method. We consider the Hubbard Hamiltonian of interacting electrons subjected to quenched random disorders

$$H = - \sum_{(ij)\sigma} t_{ij}(c_i^{\dagger}c_j + h.c.) + \sum_i U_i n_{i\uparrow}n_{i\downarrow} + \sum_{i\sigma} V_i n_{i\sigma}$$

(1)

where the first term describes the hopping of electrons on the lattice, the second term describes the energy cost of having two electrons with opposite spin sitting on the same lattice site, and the last term depicts the disorder potential. $c_i^{\dagger}(c_i)$ is the creation (annihilation) operator of an electron on site $i$ with spin $\sigma$, $n_i = c_i^{\dagger}c_i$ is the number operator, $t_{ij} = t$ is the hopping matrix element between nearest-neighbor sites, and $U_i = U$ is the electron-electron interactions strength parameterized by the Hubbard onsite energy. The disorder is represented by a spatially, uncorrelated, spin-independent random potential $V_i$ distributed according to a probability distribution function $P(V_i) = \frac{1}{W} \Theta(W - |V_i|)$, where $\Theta(x)$ is the Heaviside step function and $W$ is the width of the box, which parametrizes the strength of the disorder. We set the energy unit to $4t$.

To calculate the two-particle Green function, we need the single-particle counterpart. To obtain the single-particle Green function $G(k,E)$ in the presence of electron-electron interactions and random disorder, we solved the typical medium dynamical cluster approximation (TMDCA) self-consistency equations. The TMDCA maps the lattice problem onto a periodically repeated cluster of size $N_c$ primitive cells embedded in a typical medium. This medium is characterized by a self-consistently determined non-local hybridization function $\Delta(k,E)$.

The mapping is accomplished by dividing the first Brillouin zone of the original lattice into $N_c$ non-overlapping equal cells. As one increases $N_c$, longer-range spatial fluctuations are systematically accounted for up to $\lesssim N_c^{-d/4}$, where $d$ is the spatial dimension. The TMDCA self-consistency could be summarized as follows. We make an initial guess of the hybridization function: $\Delta(k,E)$ describes how the cluster sites couple to the typical medium. Using $\Delta(k,E)$, we calculate the fully dressed cluster Green function $G_c(k,E) = (G^{-1} - V - \Sigma^{\text{Int}})^{-1}$, where $G$ is the cluster-excluded Green function, $V$ is the disorder potential, and $\Sigma^{\text{Int}}$ is the electron-electron interactions, which is included up to its second-order perturbation expansion. We note that the disorder is accounted for exactly within the cluster and $\Sigma^{\text{Int}}$ is obtained self-consistently within the cluster solver using second-order perturbation theory. The cluster density of states $\rho^c = -\frac{1}{V} \text{Im} G_c^{\text{re}}$ is then calculated by averaging over a large number of configurations to obtain the momentum dependent, non-self-averaged typical density of states $\rho^t(k) = \rho^c(K) = \left(\frac{\rho^c(K)}{N_c} \sum_{\text{arit}} \rho^c(K)\right)_{\text{arit}}$, where $\rho^c(K) = \exp(\ln \rho^c_{\text{arit}})$ is the diagonal elements of $\rho^c$ and the second factor ensures that non-local fluctuations up to $\lesssim N_c^{-d}$ are captured within the typical environment. Using Hilbert transformation, we obtain the cluster typical Green function $G^t(K)$ from $\rho^t(K)$ and then calculate the coarse-grained Green function

$$\tilde{G}(K) = \frac{N_c}{N} \sum_k \left[ G^t_i(K) - \epsilon(k) - \epsilon(K) + \mu \right]^{-1},$$

(3)
where the overbar depicts cluster coarse-graining and \(\mu_{215}\) is the chemical potential. The TMDCA loop is closed by calculating a new hybridization function

\[
\Delta_n(K) = (1 - \zeta)\Delta_0(K) + \xi \left(\frac{1}{G^c} - \frac{1}{\tilde{G}}\right),
\]

where \(\Delta_n\) (\(\Delta_0\)) refers to the new (old) hybridization function and \(\xi\) is a mixing parameter. Convergence is achieved when \(G^\prime_i \approx \tilde{G}\), which also coincides with \(\Delta_n \approx \Delta_0\).

To determine the two-particle properties of the many-body Hamiltonian above, we solve the Bethe-Salpeter equation using the converged, single-particle Green function obtained from the above TMDCA self-consistency equations as input. Herein, we focus on the particle-hole channel and calculate the dynamical conductivity with and without electron-hole interactions. We obtain the full lattice, dynamical conductivity by solving the Bethe-Salpeter equations as outlined below.

1. The TMDCA self-consistency equations is solved to obtain the single-particle Green functions used in the two particle calculations. This requires both the single particle retarded \(G^R(\vec{k}, E)\) and advanced \(G^A(\vec{k}, E)\) Green functions. However, since \(A(\vec{k}, E) = -\frac{1}{\pi} \text{Im} G(\vec{k}, E)\) is the spectral function, we only require to know the retarded Green function. In calculating the two-particle Green function, we have used the averaged lattice and cluster Green functions obtained within the typical medium. This is important as the underlying dynamics present in the system are encoded in these average quantities. Further and most importantly, these averaged quantities are the only ones that represent the physical Green functions of the material. In Matsubara frequency, the bare dynamic charge susceptibility \(\chi_0(\vec{q}, i\omega)\) is

\[
\chi_0(\vec{q}, i\omega) = \frac{1}{\beta N} \sum_{\vec{k}, E} G(\vec{k} + \vec{q}, i\omega + i\hbar \omega) G(\vec{k}, i\omega)
\]

where \(\beta\) is the inverse temperature. Generally, one needs to carryout analytic continuation in order to calculate any observable. This process especially for disordered systems could miss important features in the spectra if not done carefully. However, since our cluster problem is solved in real space, we can avoid the analytic continuation by converting the Matsubara sums to real frequency integrals using spectra representation: \(G(\vec{q}, i\omega) = \int d\epsilon A[\epsilon] / (i\omega - \epsilon)\), where \(A(\vec{k}, E) = -\frac{1}{\pi} \text{Im} G(\vec{k}, E)\) is the spectral function. Using the spectral representation, the Matsubara sum in Eq. [5] could be converted to real frequency integrals as [63]

\[
\text{Im} \chi_0(\vec{q}, \omega) = -\frac{2\pi}{N_c} \sum_{\vec{k}} \int_{-\infty}^{+\infty} \left[ f(E) - f(E + \hbar \omega) \right] A(\vec{k} + \vec{q}, E + \hbar \omega) A(\vec{k}, E) dE,
\]

\[
\text{Re} \chi_0(\vec{q}, \omega) = \frac{1}{\mathcal{P}} \int_{-\infty}^{+\infty} \frac{\text{Im} \chi_0(\vec{q}, \omega) d\omega'}{\omega' - \omega},
\]

where \(\mathcal{P}\) denotes the principal value and \(f(E)\) is the Fermi function.

2. The bare charge susceptibility for both the cluster \((c)\) and the lattice \((l)\) is then obtained as the renormalized one due to the screening within the typical medium as

\[
\chi^{c/l}_0(\vec{q}, \omega) = \chi^{c/l}_0(\vec{q}, \omega) \left[ \mathbb{I} - U \chi^{c/l}_0(\vec{q}, \omega) \right]^{-1}
\]

where \(\mathbb{I}\) is the identity matrix.

3. The lattice irreducible vertex is approximated with the cluster counterpart, i.e., \(\Gamma^l \approx \Gamma^c \approx \Gamma\) [55, 56]. The full lattice vertex function is then calculated using \(\Gamma(\vec{q}, \omega)\) as

\[
\mathbf{F}(\vec{q}, \omega) = \Gamma(\vec{q}, \omega) [\mathbb{I} - \chi_0(\vec{q}, \omega) \Gamma(\vec{q}, \omega)]^{-1}
\]

The full vertex function \(\mathbf{F}\) includes all the possible scattering events between any two propagating particles. Diagrammatically, \(\mathbf{F}\) consists of all the fully connected two-particle diagrams to infinite orders as such, reducible. On the other hand, the irreducible vertex function \(\Gamma\) is a subclass of the two-particle diagram in \(\mathbf{F}\) that cannot be separated into two distinct parts by cutting two internal Green function lines in any given channel [59, 61].

4. With the full lattice vertex function and the renormalized dynamical charge susceptibility calculated, the full, dynamical lattice susceptibility is obtained

\[
\langle \vec{E} | \chi | \vec{E} \rangle = \langle \vec{E} | \chi_0 | \vec{E} \rangle + \sum_{\vec{E}''} \langle \vec{E} | \chi_0 | \vec{E} \rangle \langle \vec{E} | \mathbf{F} | \vec{E}'' \rangle \langle \vec{E}'' | \chi | \vec{E} \rangle.
\]
5. The real part of the dynamical conductivity that takes into account electron-hole interactions (exciton) effects $\sigma_{eh}(\omega)$ is then obtained from Eq. 9 as

$$\sigma_{eh}(\omega) = \lim_{\tau \to 0} \frac{1}{\tau} \Im \chi(q, \omega)$$

\hspace{1cm} (10)

Results. – We start the discussion of our results by presenting in Fig. 1 the single-particle quantity as manifested in the imaginary part of the integrated hybridization function $\Im m \int \Delta(K, \omega) dK d\omega$ for various disorder and interaction strengths, respectively. The hybridization function is a natural order parameter for characterizing disordered systems as it measures the probability of how the electrons move between the cluster and the host (escape rate) \[43\]. In the dilute limit, i.e., small disorder strength up to $W \approx 0.5$, the hybridization function is practical the same for all the interaction strengths studied. However, as the strength of the disorder increases and in the limit where the interaction strength is far smaller than the noninteracting bandwidth of $3$ (in unit of $4t$), the spectra starts to deviate from each other with the critical disorder strength $W^c$ systematically moving to higher values (as indicated by the arrow) for increasing interaction strength. Observe also that as both $W$ and $U$ becomes substantial and comparable to each other, the delocalization of the states rather increases. This is different from the monotonic decrease in the magnitude of the spectra for increasing disorder strength observed in the noninteracting systems \[11, 13, 63–72\]. The renormalization of the spectra and the increase in $W^c$ could be attributed to delocalization induced by $U$, which injects mobile carriers into the system. This is in agreement with the conclusions reached using the typical density of states as an order parameter \[42\] and has been interpreted by various authors to be due to disorder screening \[42, 43, 73\]. Our calculations for the various interaction strengths $0.0$, $0.4$, $1.0$, and $2.0$ also led to $W^c$ of $2.13$, $2.21$, $2.51$, and $2.49$. The critical disorder strength of $2.13$ for the noninteracting limit is in good agreement with that obtained using the typical density of states within the typical medium dynamical cluster approximation \[41, 42, 42\] and with numerical exact value $W^c \approx 2.10$ \[65–72\].

The insert in Fig 1 is the typical density of states obtained at $W = 2.0$ for various interaction strengths. This disorder strength is close to the $W^c = 0.0$ and could be said to depict a strongly disordered system. Observe that at $U = 0.0$, there is no gap in the spectra. However, for finite $U$, a gap (which is independent of filling) opens at the Fermi level. For small $U$, this gap is an unconventional soft-pseudogap, which is almost linear in energy $E$. We have recently demonstrated that this soft-pseudogap emerges due to the reduction in phase space
for scattering by $U$ and it is linear instead of the non-Fermi liquid $E^2$-dependence due to the loss of momentum conservation. Hence, a strongly disordered, correlated system ($W \gg U$) could be said to exhibit a non-Fermi liquid behavior since a well-defined quasiparticle could not be said to no longer exist. The deviation from the usual $E^2$ behavior in the vicinity of electron localization has been experimentally observed in some perovskite materials, e.g., $A_1-xBA'_xO_3$. For example, the photoemission spectra of $SrU_{1-x}Ti_xO_3$ exhibit a soft pseudogap at $x = 0.5$ and a hard gap at higher values of $x$. Observe further from the inset that the soft-pseudogap systematically evolves into a hard-gap at large $U$ with the usual $E^2$-dependence behavior restored and inelastic scattering now vanishes as $E \to 0$ reminiscent of a Fermi liquid. This latter observation suggests that a strongly correlated and disordered system could be described using the Fermi liquid physics but the contrary may not be the case especially in the regime of strong disorder and weak interaction strength as observed herein.

Next, we consider the two-particle quantities for a disordered Hubbard model. We show in Fig. 2 the calculated dynamical conductivity $\sigma_{eh}(\omega)$, which accounts for the effects of electron-hole interactions obtained using Eq. 10 for the same parameters as in Fig. 1. This spectrum also included vertex corrections. The vertex corrections renormalized the spectra, which is more significant at low-energy $\omega < 1.0$. While the vertex corrections have subtle effects, i.e., it increases the magnitude of the low-energy of the absorption spectra (not shown), our calculations show that non-local corrections are more important for the proper description of the absorption spectra of correlated, disordered systems. We note that the former effect could become significant, e.g., for the description of transport phenomena in Kondo systems.

Our data show different behavior at different energy. At high-energy $\omega > 1.0$, we observed Lifshitz tails and the suppression of the spectra with significant broadening and a reduction in the oscillator strength. The latter measures the absorption probability. In the low-energy regime $\omega < 1.0$, observe that the Drude-like behavior normally observed at zero or small disorder strength (as could be seen in Fig. 3) is absent. This could be understood since the transport is now dominated by the electron-hole pairs. The maximum of the spectra occurs at $\omega \approx 1.0$ and it is systematically blue-shifted as the strength of the disorder and interaction is increased. Our data further reveal that the initial delocalization effect is significantly higher at small $W$ and $U$. For example, the highest magnitude of the spectra occurs for the parameters $W = 0.5$ and $U = 0.4$. However, in the interior and strong disorder limit $1.5 \leq W = 2.0$, the delocalization effects systematically increases as $U$ is increased. We explain this observation as follows: when the disorder strength is small and the interaction is finite but also smaller, more free electron-hole pairs are generated leading to the observed increase in conductivity. Still, even in the small disorder limit, if the interaction strength is significantly larger than $W$, “strongly correlated” physics could dominate. The system adopts a Mott-like behavior preferring to open a gap at the Fermi level due to less generation of free electron-hole pairs (see the inset of Fig. 1 where increasing $U$ induces the opening of a gap at the Fermi level). On the other hand, when the interaction strength is large and the disorder strength is close to the noninteracting critical disorder limit, the system could become a correlated dirty metal leading to the observed delocalized in this regime.

Generally, the single- and two-particle behavior is qualitatively similar since they both systematically go to zero as the strength of the disorder is increased. But quantitatively, significant differences exist in their critical behavior. For instance, the two-particle calculations led to critical disorder strengths that are far smaller than their single-particle counterparts.

We can further gain some insights on how the critical quantities, e.g., the critical disorder strengths change in the two-particle picture by exploring the dc-conductivity, which could be obtained from the dynamical conductivity by taking the zero limit of the excitation energy as $\sigma_{eh}(\omega \to 0)$. In our analysis, we instead adopt the maximum value $\sigma_{eh}(\omega \to \omega_{max})$ to avoid any ambiguity due to the nature of the excitation spectra, e.g., Lifshitz tails. The extracted $\sigma_{eh}(\omega \to \omega_{max})$ values were further interpolated to a finer grid. The associated contour plot is shown in Fig. 3. The essence of this plot is to show more clearly, the overall evolution of the dynamical conductivity in the disorder-interaction parameter space. From Fig. 3, up to $W \approx 0.25$ for all $U$-values, we observed a "pure" metallic-like behavior. Then a weakly interacting metallic character up to $W \approx 0.75$, followed by some intermediate states, and then a correlated 'dirty' metal before the system goes into the strongly correlated Anderson insulator regime. The $W/U$ obtained from our data are: 1.93, 2.04, 2.11, and 1.98 for $U = 0.0$, 0.4, 1.0, and 2.0 in that order. This shows a reduction of more than 10%, e.g., $W/U=0.9$ is reduced by $\approx 0.2$ when compared to the single-particle equivalent.

To explore the origin of this discrepancy, we further calculated the dynamical conductivity (without the effects of electron-hole interactions) using the Kubo-Greenwood formula. We find that the spectra for the two-particle quantities systematically deviates from the single-particle counterparts.
where $\gamma(\omega) = \omega - \mu - \Sigma(\omega)$ and $\sigma_0$ is the zero frequency value. We show in Fig. 2 the plot of the dynamical conductivity obtained using Eq. 11 in unit of $\sigma_0$ for the same parameters as in Fig. 2. Our results show a Drude-like behavior at the low-energy regime when the disorder strength is still small. However, for a given interaction, as the strength of the disorder increases, the conductivity is suppressed especially in the low-energy regime, which becomes non-Drude-like. At high-energy, the delocalization by interaction and the suppression of the spectra as $W$ increases are seen both in the single-particle hybridization function and the two-particle spectra data. We interpret this behavior to be due to quantum corrections to the Drude conductivity by both weak localization effects and the disorder-modified electron-electron interactions.

As can be inferred from Fig. 4, the $\sigma(\omega \to 0)$ or $\sigma(\omega \to \omega_{\text{max}})$ is still significant at the disorder and interaction strengths where their two-particle counterpart that included the electron-hole interaction effects are already localized. For example, at $U = 0.0$ and $W = 2.0$, the calculated dynamical conductivity without the electron-hole interactions is still finite while the counterpart obtained from the BSE is already practical zero. The overall trend of the critical parameters, e.g., $W_c^U$-values obtained in the absence of electron-hole interactions is in agreement with the ones calculated from the single-particle quantity. Since the critical behavior of the dynamical conductivity calculated without electron-hole interactions (Eq. 11) is in basic agreement with the single-particle behavior of the critical quantities, we attribute the reduction in the critical disorder strengths in the presence of electron-hole interactions to enhanced multiscattering processes induced by the disorder, which breaks up the extended states within the system, leading to less generation of free electron-hole pairs.

While we cannot directly verify with our data, the exciton states induce changes in the oscillator strengths, i.e., the relative heights/positions of the absorption spectra thereby lowering $W_c^U$. This is similar to what is observed in some materials where an electron-hole pair has a binding energy that causes the quasiparticle gap to be higher than the fundamental gap obtained from conventional methods or measured via photoemission spectroscopy. Several experiments have shown that exciton effects drastically change the spectra of materials. The data of Varley and Schleife [87] for some transparent conducting oxides showed that the absorption spectra is strongly modified by the inclusion of electron-hole interactions especially the lower photon-energy behavior which was red-shifted. The redistribution of the spectral weight at low photon-energy due to excitonic effects were also reported in several oxides [88, 90]. The electron-hole interactions have also been demonstrated to be important in describing the properties of nanostructure materials, e.g., monolayer MoS$_2$ where it is vital for the proper interpretation of the low-energy absorption spectra.
especially the position of the principal exciton peaks. The impact of electron-hole interactions could even be greater in disordered and/or interacting physical systems where the disorder degrees of freedom could couple nontrivially to the electron-electron interactions and/or the electron-hole interactions. Hence, the approach and the results presented herein could be of great importance in understanding and interpretation of transport data of disordered and/or interacting systems where conventional approaches may not be adequate.

Summary. – We have presented and explored the role of coherent backscattering processes (cooperon correction) for a random disorder potential distributed according to a box probability distribution function in three dimensions using the typical medium approach. Our calculations reveal heretofore, a significant reduction in the critical disorder strengths when compared to the single-particle values. We attribute this reduction in \( W_c \) to enhanced coherent backscattering processes (cooperon correction) due to the inclusion of electron-hole interactions.

Acknowledgment. – Research was sponsored by the Army Research Laboratory and was accomplished under the Cooperative Agreement Number W911NF-11-2-0030 as an ARL Research [George F. Adams] Fellow. This work was supported in part by a grant of computer time from the DOD High Performance Computing Modernization Program at the Army Engineer Research and Development Center, Vicksburg, MS.

* George F. Adams Research Associate; ceikuma1@gmail.com

[1] T. A. Tyson, T. Yu, S. J. Han, M. Croft, G. D. Gu, I. K. Dimitrov, and Q. Li, Phys. Rev. B 85, 024504 (2012).
[2] B. Kramer and A. MacKinnon, Rep. Prog. Phys. 56(12), 1469 (1993).
[3] C. M. Soukoulis and E. N. Economou, Waves in Random Media 9(2), 255 (1999).
[4] D. Van Tuan and S. Roche, Phys. Rev. B 93, 041403R (2016).
[5] L. Wang, T. Berlijn, Y. Wang, C.-H. Lin, P. J. Hirschfeld, and W. Ku, Phys. Rev. Lett. 110, 037001 (2013).
[6] A. Efros and M. Pollak (eds.) Electrons-Electron Interactions in Disordered Systems, Modern Problems in Condensed Matter Sciences, vol. 10 (North-Holland, Amsterdam, 1985).
[7] K. W. Kim, J. S. Lee, T. W. Noh, S. R. Lee, and K. Char, Phys. Rev. B 71, 125104 (2005).
[8] A. Callaghan, C. W. Moeller, and R. Ward, Inorganic Chemistry 5(9), 1572–1576 (1966).
[9] C. E. Ekuma, M. Jarrell, J. Moreno, and D. Bagayoko, AIP Advances 2(1), 012189 (2012).
[10] D. Vollhardt and P. Wölfle, Phys. Rev. B 22, 4666–4679R (1980).
[11] W. Götze, J. Phys. C 17(7), 1279 (1979).
[12] V. Dobrosavljević and G. Kotliar, Phys. Rev. B 50, 1430–1449 (1994).
[13] F. Evers and A. D. Mirlin, Rev. Mod. Phys. 80, 1355–1417 (2008).
[14] E. Abrahams (ed.) 50 Years of Anderson Localization (World Scientific, 2010).
[15] E. N. Economou, C. M. Soukoulis, and A. D. Zdetsis, Phys. Rev. B 30, 1686–1694 (1984).
[16] E. N. Economou, C. M. Soukoulis, and A. D. Zdetsis, Phys. Rev. B 31, 6483–6489 (1985).
[17] A. D. Zdetsis, C. M. Soukoulis, E. N. Economou, and G. S. Grest, Phys. Rev. B 32, 7811 (1985).
[18] C. M. Soukoulis, E. N. Economou, and G. S. Grest, Phys. Rev. B 36, 8649 (1987).
[19] P. Prelovšek, Phys. Rev. B 23, 1304–1319 (1981).
[20] P. W. Anderson, Phys. Rev. 109, 1492 (1958).
[21] E. Abrahams, P. W. Anderson, D. C. Licciardello, and T. V. Ramakrishnan, Phys. Rev. Lett. 42, 673 (1979).
[22] N. Mott, Adv. Phys. 16(61), 49–144 (1967).
[23] N. F. Mott, Metal-Insulator Transitions, 2nd ed. (Taylor and Francis, London, 1990).
[24] K.-A. N. Duerloo, M. T. Ong, and E. J. Reed, J. Phys. Chem. Lett. 3(19), 2871–2876 (2012).
[25] K. Jensen, J. Weldon, H. Garcia, and A. Zettl, Nano Letters 7(11), 3508–3511 (2007).
[26] R. M. Proie, R. G. Polcawich, J. S. Pulskamp, T. Ivanov, and M. E. Zaghloul, Journal of Microelectromechanical Systems 20(4), 1032–1042 (2011).
[27] E. Baldini, L. Chiolo, A. Dominguez, M. Palumbo, S. Moser, M. Yazdi-Rizi, G. Auböck, B. P. P. Mallett, H. Berger, A. Magrez, C. Bernhard, M. Grioni, A. Rubio, and M. Chergui, Nature Communications 8(1), 13 (2017).
[28] W. Götze, Philosophical Magazine B 43(2), 219–250 (1981).
[29] C. M. Soukoulis and E. N. Economou, Electron States, Localized (WILEY-VCH Verlag, 2003).
[30] E. Kolley and W. Kolley, J. Phys. C 21(36), 6099 (1988).
[31] T. Kopp, J. Phys. C 17(11), 1919 (1984).
[32] E. Kotov and M. Sadowskii, Z. Phys. B 71, 17–23 (1983).
[33] I. Sadakata, J. Phys. Soc. Jpn 55(11), 3991–3994 (1986).
[34] C. M. Soukoulis, A. D. Zdetsis, and E. N. Economou, Phys. Rev. B 34, 2253 (1986).
[35] E. Kolley and W. Kolley, physica status solidi (b) 138(1), K65–K69 (1986).
[36] J. H. Mooij, physica status solidi (a) 17(2), 521–530 (1973).
[37] S. M. Girvin and M. Jonson, Phys. Rev. B 22, 3583 (1980).
[38] V. Dobrosavljević, A. A. Pastor, and B. K. Nikolić, EPL 62(1), 76 (2003).
[39] Y. Zhang, Y. F. Zhang, S. X. Yang, K.-M. Tam, N. S. Vidhyadhiraja, and M. Jarrell, Phys. Rev. B 95, 144208 (2017).
[40] C. E. Ekuma, V. Dobrosavljević, and D. Gunlycke, Phys. Rev. Lett. 118, 106404 (2017).
[41] C. E. Ekuma, H. Terletska, K.-M. Tam, Z.-Y. Meng, J. Moreno, and M. Jarrell, Phys. Rev. B 89, 081107 (2014).
[42] C. E. Ekuma, S.-X. Yang, H. Terletska, K.-M. Tam, N. S. Vidhyadhiraja, J. Moreno, and M. Jarrell, Phys. Rev. B 92, 201114 (2015).
[43] C. E. Ekuma, C. Moore, H. Terletska, K.-M. Tam, J. Moreno, M. Jarrell, and N. S. Vidhyadhiraja, Phys. Rev. B 92, 014209 (2015).
