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Abstract Power management is an expensive and important issue for large computational infrastructures such as datacenters, large clusters, and computational grids. However, measuring energy consumption of scalable systems may be impractical due to both cost and complexity for deploying power metering devices on a large number of machines. In this paper, we propose the use of information about resource utilization (e.g. processor, memory, disk operations, and network traffic) as proxies for estimating power consumption. We employ machine learning techniques to estimate power consumption using such information which are provided by common operating systems. Experiments with linear regression, regression tree, and multilayer perceptron on data from different hardware resulted into a model with 99.94% of accuracy and 6.32 watts of error in the best case.
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1 Introduction

Over the years, managing energy efficiency of Information and Communication Technologies (ICT) has increasingly emerged as one of the most critical environmental challenges. Due to ever increasing demand for computing resources, emissions footprint, increased energy price and tougher regulations, improving energy efficient became priority for datacenters, especially to the massive ones. This concern is pervasive in ICT, from development of more energy efficient devices to greener virtualization, resource consolidation, and, finally, definition of new architectures, services, and best practices.

In 2007, a Gartner’s Report showed that ICT industry generated 2% of global CO2 emissions. From which, 23% came from datacenters. A Greenpeace’s report stated that “datacenters are the factories of the 21st century in the Information Age”, however, they can consume as much electricity as 180,000 homes.

The constant reduction in computation resources prices, accompanied with popularization of on-line businesses, and wide spread of Internet and wireless networks, lead to the rapid growth of massive datacenters, consuming large amounts of energy. Indeed, nowadays, datacenters that execute Internet applications consume around 1.3% of the energy produced in the world. It is expected in 2020 that this amount will rise to near 8%. In such scenario, improving power efficiency on ICT installations and datacenters is mandatory. To overcome this challenge, several strategies have been proposed, such as resource consolidation and improving resources utilization.

In general, better energy efficiency can be achieved by means of actuation strategies which need the continuous power consumption measurement. The deployment of power meters may be prohibitive in terms of...
cost in datacenters with many thousands of computers. Furthermore, external metering instruments require physical system access or invasive probing [9], which can be not available. On the other hand, software estimators for power consumption can be easily deployed at almost negligible cost.

An usual approach is to use internal performance counters provided by the hardware [10] and by the operating system to derive models that estimate power consumption [11,12,13,14]. Such models can be used by on-the-fly power saving strategies which need continuous power consumption estimation. Other possible applications include simulators that evaluate the power consumption of workloads based on performance and resource usage counters (e.g., register file usage, number of page faults, number of I/O operations per second).

In this paper, we propose models that use counter of both performance and resource utilization as proxies for power consumption. Differently from most of the related work, our models are not limited to predict power consumption of specific components, but of whole machine.

We assume a good model should include all performance counters which significantly influence the power consumption. However, the excess of parameters and non-linear relations between these variables and power consumption can produce complex and inaccurate models. Having this in mind, we also investigate which operating system counters can be used to build robust and accurate models.

In a previous work [15], we studied the correlation between a set of resource utilization counters provided by an operating system and the power consumption on a typical server machine. We also proposed a first-cut linear regression model with encouraging results.

Now, we further elaborate on correlation analysis and estimation of power consumption from resource utilization variables (i.e., counters) provided by operating systems. With this purpose, we apply nine models based on (i) Multiple Linear Regression (MLR), (ii) Regression Tree (RET), and (iii) Multilayer Perceptron (MLP), an Artificial Neural Network (ANN) which are experimentally evaluated on two different hardware[1].

The remainder of this paper is organized as follows. Section 2 describes the modeling approach, the workload, and the testbed used for experiments. Section 3 shows the collected variables and which of them have most impact on power consumption to be considered in the models. Section 4 describes the power consumption models based on the MLR, RET, and MLP methods. Section 5 presents accuracy and performance analysis of each proposed model. Section 6 presents some related work. Finally, Section 7 presents our final remarks.

2 Materials and Methods

This paper aims to provide a characterization of the power consumption for a wide variety of machines. With this purpose, we propose new models which provide accurate estimates for the power consumption based on resource utilization measurements commonly supported by the operating system used from commodity computers to datacenter servers. In this section, we describe the initial steps to develop such models.

2.1 Modelling Approach

In order to model power consumption for different computers, we employed a five-step method as depicted in Figure 1.

In Data Collection step, a synthetic workload is executed and an agent is used to collect data about resource utilization from the operating system [16,17]. The agent captures forty-seven variables from /proc directory. Second step is the Variables Selection, which aims to select variables that are influential to power consumption. We employed a correlation method called Maximal Information Coefficient (MIC) [18] that evaluates the correlation of a pair variables regardless of the distribution. Next step, called Training of Models, aims to fed models with resource utilization samples and reads of the actual energy consumption measured in the testbed. Analysis of Models is the next step, in which focus on evaluating models accuracy through a
set of different metrics. The final step is Model Selection, where the best estimation model for power consumption is selected.

2.2 Data Collection

Our objective is to characterize power consumption using operating system counters as proxies for energy consumption. We built a synthetic workload instead of using real applications or benchmarks aiming to conceive energy consumption models which are suitable for any application, while avoiding collinearity problems which may compromise regression models [19,14].

The workload was designed to avoid cross dependency among the features fed to the model and produce all power consumption states for all system components such as memory, hard disk, processor, network interfaces and I/O [20]. Workload was produced by using three open source tools: (i) stress [21] was used to produce utilization of resources such as processor, memory, hard disk and input and output; (ii) cpulimit [22] was used to generate random periods of idleness to produce several levels of processor utilization; and (iii) iperf [23] to generate network traffic.

Workload was produced with the following characteristics. CPU utilization varied between 0% and 100% in several cycles, being increased in steps of 5% each. Each experiment was composed by \( P_i = 2^{i-1} \) processes with \( 1 \leq i \leq N_{cpu} \), where \( N_{cpu} \) is the number of processors in the machine for the \( i \)-th test. Memory utilization ranged from 512MB to the physical memory size. For the \( i \)-th experiment, one application process allocates \( M_i = 256(i + 1) \) MB of memory, such that \( 1 \leq i \leq \frac{M_{max}}{256} - 1 \). Hard disk utilization varied from 1GB to 64GB, being produced by one process. For each experiment, the amount of disk space allocated is \( C_i = 2^{i-1} \) GB, where \( 1 \leq i \leq 17 \).

I/O workload was expressed by the number of processes that performed the message exchanges between the memory and the hard disk. The amount of processors exchanging messages was given by \( P_i = 10i \), with \( 1 \leq i \leq 10 \), where \( i \) is the number of the experiment.

In the beginning, only one parameter was selected to vary for each experiment, in order to capture its influence on power consumption. Then, parameters were varied to test every all-to-all combinations of the several parameter levels, in order to capture their influence on power consumption and as well as parameter interactions. For each combination of parameters and level, the workload is executed for two minutes. The overall experiment took about fifteen hours to be carried out, producing about 51,000 entries, each entry containing measures from 29 variables of resources utilization and the power consumption.

2.3 Testbed Used for Experiments

The testbed used for experiments is depicted in Figure 2. Some cluster nodes were instrumented to measure power consumption while running workloads. We employed two nodes with different architectures in the experiments, which have their hardware configuration summarized in Table 1.

| Hardware | CPU Model 1 | CPU Model 2 |
|----------|-------------|-------------|
| Processor | Intel Core i5-2400 | AMD Opteron 246 |
| Cores | 4 | 2 |
| Frequency | 3.10 GHz | 2.00 GHz |
| Memory | 4GB SDRAM | 8GB SDRAM |
| Disk | 1 x 500GB | 4 x 240GB |

In order to obtain precise power consumption measures, we used a power sensor Yokogawa model 2375A10 [24]. This device works connected to the power supply, and provides data to one data acquisition module model MW-100-E-1D [25]. The acquisition module probes and saves measures on power consumption in watts every 100 milliseconds. A software agent was implemented for collecting data from the acquisition module via a network interface using the telnet protocol.

3 Variables Selection

The design of accurate models depend upon a good selection of resource utilization counters which present...
significant influence on power consumption and do not produce noise.

For the sake of clearness and understandability, a model for estimating energy consumption should be simple, i.e., to consider only a subset composed of the most influential variables on energy consumption. With this purpose, we identified from the set of observed variables, the subset with the highest correlation with the dependent variable (i.e., the energy consumption).

In order to evaluate correlation among variables, two main criteria should be considered. The first one is generality, which means capacity of identifying any relation type, not limited to specific types of correlation functions such as linear, exponential and periodic correlations, for instance. The later is equitability, that means the ability to provide a unique index to express relation with the same noise level, even for functions of different types.

Consequently, we chose a statistical method MIC to discover what are the most impacting variables for energy consumption. It is part of a set of tools named Maximal Information-based Nonparametric Exploration (MINE) [18]. As result, MIC produces values between 0 and 1, where zero means absence of correlation between the pair of variables and 1 means full correlation.

Each architecture generated a dataset of the variables described previously. Based on these two datasets was generated a third one containing all data of both architectures, called Mix, joined to another variable, which determines whether the data is related to the architecture A1, described as -1, or to the architecture A2, described as 1.

Figure 3 shows results of the MIC between each independent variable, i.e., operating system’s variables, and the dependent variable, i.e., energy consumption. In the chart the vertical black line represents the threshold of 10%, which was applied with the purpose of finding a reduced set of the most impacting coefficients and produce a model with good understandability.

3.1 Dependent variable analysis

The distribution followed by the dependent variable of a model, which is the energy consumption our case, defines the method that can be used for modeling its behavior. The conventional Linear Regression method, for example, is not appropriated for modeling dependent variables that has no a Gaussian distribution.

In order to confirm that power consumption do not present a Gaussian distribution we applied the Kolmogorov-Smirnov test [20] for each architecture (A1, A2, and Mix). These tests resulted in p-values less than 2.2e–16, which confirm that the dependent variable has no a Gaussian distribution considering a significance level of 5%.

The datasets A1, A2, and Mix present an average energy consumption (watts) of 46.08, 249.23, and 142.62, respectively. Their standard deviation are 15.26, 7.74, and 102.19. It is noteworthy that the architectures A1 and A2 have an stable energy consumption but in different ranges as also showed in Figure 4.

4 Models for Power Consumption

In this section we describe three models for estimating power consumption based on the most influential variables described in the previous Section.

4.1 Multiple Linear Regression Model

A MLR is a type of regression analysis that maps a set of input values $X$ to a response value $y$, requiring that $y \sim N(\mu, \sigma^2)$. However, as show in Section 3.1 neither datasets follow a normal distribution.

For dealing with this divergence, we consider the Central Limit Theorem (CLT), which states that when the size of a given sample increases, the sampling distribution of its average or sum tends to a normal distribution [27]. Hence, the CLT justifies modelling the energy consumption with the MLR defined as

$$\hat{\gamma} = \alpha + \beta x + \epsilon$$

where

- $\hat{\gamma}$ is the estimated value of the energy consumption;
- $\alpha$ is the intersection point of the line of adjustment with the ordinate;
- $\beta$ is the regression coefficients vector;
- $x$ is the independents variables vector; and
- $\epsilon$ is the average random error.

This model employs the least-squares method for estimating the vector of coefficients $\beta$, which is defined as

$$\beta = (X^T X)^{-1} X^T y$$

where

- $X$ is the matrix of independent variable values; and
– \( y \) is the array of dependent variable values.

Figure 4 shows the model’s coefficient values for each architecture under analysis after applying Equation (2). The models for A1, A2, and Mix architectures have the intercept values \(-35.35, -4001.74, \) and \(7.9 \times 10^8\), respectively.

Despite the correlation analysis demonstrate high relation between the dependent variable and the independent variable labeled ARCH, the MRL method cannot incorporate this former into the resultant model for the Both dataset.

Despite of the high correlation analysis between the dependent variable and the independent variable ARCH, the MRL method cannot incorporate this former into the resultant model for the Both dataset. This is limitation for the MLR method for generating a global energy consumption model. A detailed analysis is presented in Section 5.1.

4.2 Regression Tree Model

A Decision Tree (DT) has a structure composed by leaves, branches and nodes aiming to define a nonlinear predictive model. A RET is a particular case of a DT, where values of dependent variables are continuous. Using a RET as predictor requires a sample be dropped down via the tree until a leaf, which returns the average of its values of the dependent variable [28].

A RET defines its configuration by splitting a node \( p \) into two children nodes \( l \) and \( r \). The split criterion \( I(p) \) of \( p \) that is used to defined which variables gives
the best split, is based on the sum of squared errors 
\[ e = \sum y_i - \bar{y} \] and defined in Equation 3 [29].

\[ I(p) = e_p - (e_l + e_r) \] (3)

The tree stops to grow when the complexity index \( \beta_p \) of a node \( p \) is less or equals to a threshold \( \alpha \). The complexity index \( \beta \) of a node \( p \) is calculated as follows:

\[ \beta_p = \frac{I(p)}{(n_l + n_r + 1)} \] (4)

where \( n_l \) and \( n_r \) are number of elements in the children nodes \( l \) and \( r \), respectively.

For the experiments the threshold \( \alpha \) was set as 1%. Applying our dataset of energy consumption in RETs generated the model illustrated in Figure 6.

RET models are easy interpreted, but our results show that important variables are excluded for the model, which evidence a limitation of this method for modeling energy consumption. The resultant model for the
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Fig. 6 Regression Trees to Forecast Energy Consumption.

Mix dataset represents our worst model, which considers only one independent variable for defining itself.

4.3 Multilayer Perceptron Model

A MLP is an Artificial Neural Network model that maps a set of input values into a set of output values [30] after a learning process. Recently, it is being successfully applied in different areas, e.g., Biometrics [31], Thermal Engineering [32], Ocean Engineering [33], Climatology [34].

The MLP is composed by an input layer with \( n \) sensory units, \( h \) hidden layers with \( n_h \) neurons each, and an output layer with \( t \) neurons. A MLP has \( L \) lay-
ers, excluding the input layer, and its input values are propagated layer-by-layer. Figure 7 shows the general structure of this model.

![Multilayer Perceptron architecture](image)

**Fig. 7 Multilayer Perceptron architecture.**

The neuron \( j \) at layer \( l \) has an induced local field \( v_j^l \) defined by:

\[
v_j^l = \sum_{i=1}^{q^{l-1}} \left[ w_{ij}^l \times y_i^{l-1} \right] + b_{lj},
\]

where

- \( q^{l-1} \) is the number of neurons at layer \( l - 1 \);
- \( w_{ij}^l \) is the weight between the neuron \( i \) at layer \( l - 1 \) and the neuron \( j \) at layer \( l \);
- \( y_i^{l-1} \) is the value of the neuron \( i \) at antecedent layer \( l - 1 \); and
- \( b_{lj} \) is a bias at layer \( l \) connected to neuron \( j \).

Each neuron is a computational unit composed by an input signal, a weight, and a nonlinear activation function. The output value \( y_j^l \) for neuron \( j \) at layer \( l \) is denoted by

\[
y_j^l = \varphi(v_j^l)
\]

where \( \varphi \) is an activation function.

If neuron \( j \) is located at layer \( l = 0 \), its output value \( y_j^0 = x_j \). The output value \( y_j^L \) for neuron \( j \) at layer \( L = L \) is denoted thought the variable \( o_j \).

The MLP's learning process can be supervised or unsupervised. Once we collected both the input and output variables, this research applied the supervised learning process, i.e. a process that uses the expected output for correcting the model’s weights. The supervised learning process was performed with the backpropagation algorithm with chunk update, which has the following steps:

1. forward step, where a set of input values is provided to the sensory units, and its effect is propagated layer-by-layer; and
2. backward step, where the weights are adjusted in accordance with an error-correction rule respecting the Mini-Batch Stochastic Gradient Descent method \( \delta_j^L = e_j \times \varphi'(v^L) \) after \( p \) (chunk size) executions of the forward step.

The forward step applies Equation 5 for each neuron \( j \) in each hidden layer \( l \). After that, an error signal \( e_j \) related to neuron \( j \) at output layer \( L \) is denoted by:

\[
e_j = d_j - o_j,
\]

where \( d_j \) is the \( j \)th element of the desired response vector.

The backward step starts by computing the local gradient \( \delta_j^L \) related to neuron \( j \) at output layer \( L \) according to:

\[
\delta_j^L = e_j^L \times \varphi'(v^L)
\]

When neuron \( j \) is located at a hidden layer \( 0 < l < L \), the local gradient \( \delta_j^l \) related to neuron \( j \) at hidden layer \( l \) is defined in by

\[
\delta_j^l = \varphi'(v_j^l) \times \sum_{k=1}^{g} [d_{k(l+1)}^l \times w_{kj}^{l+1}],
\]

where

- \( \varphi' \) is the derivative of \( \sigma \); and
- \( g \) is the number of neurons at layer \( l + 1 \).

The new value for the weight \( w_{ij}^l \) at layer \( l \) is defined according to

\[
w_{ij}^l(n + 1) = w_{ij}^l(n) - \eta/p \times \sum_m [\delta_j^l(m) \times y_i(m)],
\]

where

- \( n \) is the iteration number, such that \( n \text{ mod } p = 0 \) or \( n = N \);
- \( m = \begin{cases} n - p + 1, \text{ if } n \text{ mod } p = 0 \\ n - (n \text{ mod } p - 1) \times p, \text{ if } n = N \end{cases} \);
- \( p \) is the chunk size; and
- \( \eta \) is the learning-rate.

For setting the MLP’s configuration for each architecture, we applied an empirical method that consists of:

1. selecting a random and non-sequential subset of registers from our sample, approximately 20% of all registers;
2. starting the model weights with a random Gaussian distribution with values between 0 and 1;
3. ranging the number of hidden layers from 1 until a descendant precision of the model;
4. ranging the number of neurons at each layer from $\frac{n}{10}$ to $2 \times v$, where $v$ is the number of independent variables at the model;
5. ranging the learning-rate from 0 to 10 by 0.25; and
6. calculating the model precis using the Coefficient of Determination $R^2$ metric for each possible configuration considering previous steps.

After finding the better combination for each architecture, where better combination refers to the one that results in the greatest $R^2$, we applied the full sample for the learning process. In our study, the better configuration for the MLP consists of 3 hidden layers, where each one has the number of nodes equals to double of the number of input variables, a learning rate $\eta = 5$, and a chunk size $p = 50$. As activation function $\varphi$ we used the \textit{tanh} function defined in Equation (11).

$$\varphi(x) = \tanh(x) = \frac{e^{2x} - 1}{e^{2x} + 1}$$

(11)

where $e \approx 2.71828$ is the Euler’s number.

Figure 8 shows the models’ weights for each architecture under analysis after the learning process. The MLP models incorporate all independent variables with a relevant correlation to the dependent variable, which indicates MLP is acceptable for generating a global model for energy consumption.

5 Evaluating the proposed models

In this section, the power consumption models proposed in previous sections are evaluated both in terms of their accuracy and computational cost. For this purpose, different metrics and the 10-fold cross-validation (CV) method were employed.

5.1 The accuracy of the models

In order to evaluate the accuracy of each model, we applied four different classes of metrics: scale-dependent, percentage error, relative error, and scale-free error metrics [36].

\textit{Scale-dependent} metrics are simple to understand and calculate, but cannot be applied to compared models of series with different scales. \textit{Percentage error} metrics are scale independent, overcoming the limitations of scale dependent metrics. However, such metrics return infinite or undefined values when zeroes exist within the series. \textit{Relative error} metrics are also scale independent metrics but they are restricted to some statistic methods when errors are small. Finally, \textit{scale-free error} metrics never provide infinite or undefined values, and they can be applied to compare different estimate methods either over a single or multiple series.

In this paper, we used six metrics to evaluate our methods in order to ease future comparison with other methods. The first metric used is Squared Error (SE) given by:

$$SE_i = (y_i - \hat{y}_i)^2$$

(12)

where $y_i$ is the $i^{th}$ observed value, and $\hat{y}_i$ is the $i^{th}$ estimate value.

The second metric is the Absolute Error (AE), which is defined by:

$$AE_i = |y_i - \hat{y}_i|$$

(13)

Although these two metrics are scale-dependent, they are used in related literature, such as in [15,37]. The Percentage Error (PE) [36] is a metric given by the ratio between the difference:

$$PE_i = (y_i - \hat{y}_i)/y_i$$

(14)

In this metric, positive and negative values can cancel each other, leading the average to approach to zero. The Absolute Percentage Error (APE) [36] is another percentage error metric like PE, except by absolute function as defined by:

$$APE_i = |(y_i - \bar{y})/y_i|$$

(15)

The Absolute Scaled Error (ASE) [38] is a scale-free error metric, which is frequently used to measure the estimation accuracy. ASE avoids the common problems in conventional accuracy metrics described previously. It is defined as:

$$ASE_i = (\frac{1}{n} \sum_{j=1}^{n} |y_i - \bar{y}_j|)/(\frac{1}{(n-1)} \sum_{j=2}^{n} |y_j - y_{j-1}|)$$

(16)

where $n$ is the sample size.

For the above mentioned metrics, the closer are the results to zero, the more accurate are the models. Another metric is $R^2$, given by:

$$R^2 = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2}$$

(17)
This metric shows how well the estimated values produced by a model fit the actual ones. The result lies between 0 and 1, where 0 means the model does not provide any explanation about the data, and 1 refers to a perfect adjust.

The metrics described above provide values closer to 0.00 for better models and far from 0.00 for worse ones. The PE metric can provide either negative and positive values, and the remainder metrics result only in positive values.

Next, the accuracy of each proposed model is evaluated applying the 10-fold cross validation method [39]. For each test, the estimated value for the power consumption is compared to the actual measured value. Table 2 presents the average and standard deviation for the six metrics. All models presented $R^2 > 91\%$. In particular, MLR models have low average errors for all metrics considering A1 and A2 architectures. However, when MLR is applied to fit the mix of architectures into a unique model, the error increases significantly. A similar effect occurs with RET models, whose accuracy is even worse than MLR models for the mix of architectures.

MLP models presented the best accuracy from the experiments. However, MLR are simpler and less costly models whose accuracy approach the MLP’s accuracy. It suggests non-linear relations with low significance between the independent variables and the dependent one. This evidence is supported by the the average and standard deviation, which are close but not equal.

Noticeably, RET models present the worst accuracy from the three models. This can be explained as RET clusters data before estimating the power consumption. Indeed, power consumption cannot be explained for a small subset of dependent variables. However, all of the variables provide enough information for estimating power consumption, which hinders the clustering.

As depicted in Figure 9, the estimated and actual power consumption are close. Considering the results, we can conclude the MLP models provide better estimations for power consumption, while MLR are simpler models which present similar performance in terms of accuracy. Furthermore, experimental results also show that RET models do not provide accurate estimations for power consumption when compared to MLP and MLR models, mainly when dealing with mixed architectures in the same estimator.

5.2 Computational cost

Besides accuracy, computational cost to estimate power consumption is also assessed. All the three methods have a training phase and the application phase. During the training phase the method is fed with traces of operating system variables and actual power consumption reads from a meter, and calibrates its internal parameters to produce accurate estimates. Usually, the training phase is far more computationally expensive than the application phase. Table 3 shows the execution times (in minutes) for the training phase of each method. Execution times were obtained with the GNU time tool [40].

MLP presents the fastest training phase, around 48.72 minutes. Not surprisingly, MLP is the slowest one (around 6.7 days). In general, such models will be trained once for each particular architecture profile.
Fig. 9 Comparison between actual and estimated values.

Machines with similar architecture can reuse the same model.

Table 3 Execution times for the training phase of each method (in minutes).

|      | A1    | A2    | Mix   |
|------|-------|-------|-------|
| MLR  | 0.81  | 0.65  | 2.69  |
| RET  | 5.48  | 5.50  | 5.58  |
| MLP  | 3.693 | 2.446 | 9.738 |

During the application phase, the model fed with an array \( V \) of measures of resources utilization collected from the operating system and produces an estimate of power consumption. This is a computationally low cost operation that requires a few dozens of floating-point operations. Depending on the frequency that such calculation need to be executed (e.g. once a second), its computational cost may be negligible (far less than 1% of cpu utilization).

6 Related Work

A large number of papers has been published on modeling computers power consumption, including some surveys [11][42][43]. Several models have been proposed to estimate the energy consumption of processors [12][11].

Table 2 The average and the standard deviation of the Squared Error (SE), Absolute Error (AE), Percentage Error (PE), Absolute Percentage Error (APE), Absolute Scaled Error (ASE), and \( R^2 \) metrics obtained by the 10-fold Cross-Validation.

| Arch. Method | A1    | A2    | Mix   |
|--------------|-------|-------|-------|
| SE           | MLR   | 7.2878| 14.8066| 4.9692| 14.0595| 150.7207| 53.8658| 6.3264 |
| AE           | 1.9858| 2.8970| 1.4895 | 1.3146 | 2.6209 | 7.7339 | 1.5471 | 1.3946 |
| PE           | 0.4008| 0.7901| 0.0332 | -0.0073| -0.0067| -0.0015| -0.4336| -0.3946|
| APE          | 3.8598| 6.8144| 3.3382 | 0.3412 | 0.5164 | 0.4424 | 3.7864 | 2.3560 |
| ASE          | 2.1249| 2.1249| 1.1049 | 2.1238 | 2.0215 | 1.8725 | 2.5888 | 1.5232 |
| R²           | 0.6912| 0.8954 | 0.5174 | 0.8005 | 0.8573 | 0.7533 | 0.9828 | 0.9565 |
| Standard Deviation | | | | | | | | |
| SE           | MLR   | 14.6752| 56.3053| 4.8958 | 53.7892| 48.7559|
| AE           | 2.1064| 1.9594 | 1.3094 | 1.1169 | 1.5873 | 1.9796 |
| PE           | 5.6912| 4.1738 | 0.8705 | 0.7533 | 0.8573 | 0.7533 |
| APE          | 4.1994| 5.8610 | 0.6880 | 0.6115 | 0.6844 | 0.6115 |
| ASE          | 1.5532| 1.8534 | 1.4512 | 2.0287 | 2.9973 | 2.6572 |
| R²           | 96.8650| 93.6364| 97.3777| 91.8226| 91.0828| 93.7082|
Most of them consist of linear regression-based models which are fed with hardware performance counters. In [13], a model was proposed combining real total power measurement with hardware counters measurement to estimate per-component energy consumption. Our approach is different from those works because our goal is to estimate energy consumption for the entire machine, not limited to the processor.

Other papers address the modeling of the entire computer (e.g., from commodity computers to datacenter servers) proposing linear models composed by the summation of the energy consumed by its subcomponents [15,16,47,48]. For instance, Lewis et al. [15] propose an aggregated model which considers CPU, memory, electromechanical components, peripherals, and hard disk consumption. The models have coefficients for each component that are adjusted using linear regression. The energy consumed by virtual machines is also modeled in [37]. Other non-linear models are also proposed for modeling the entire computer energy consumption [19,50]. Our work is different as our objective is to model energy consumption of the computer as an explicit summation of the consumption of its subcomponents. Instead, our models are fed with system variables carefully selected (by their ability to explain the model) in order to estimate energy consumption with high accuracy. Also, our work propose and compare models based on three different techniques.

As mentioned, regression models are numerous for modeling energy consumption. For instance, Piga [37] defined a global center-level approach to power and performance optimization for Web Server Datacenters. Their model is based on linear and non-linear regression techniques, while using the k-means to identify non-linear correlation and the Correlation-based Feature Selection (CFS) for removing independents variables that do not provide significant explanation for the power consumption. Our focus, instead, is to model individual computers based on observable operating system measures.

Da Costa et al. [20] modeled computer energy consumption based on performance counters provided by two tools (Linux pidstat and collectd). The paper describes the methodology for reducing from a set of 165 explanatory variables to a small number of variables which can explain the model with high accuracy. The model is intended to estimate energy consumption at process level. Our work is different regarding the variety of techniques used, and modeling the whole machine energy consumption.

Comparing our models with the best related work results, considering the absolute percentage error, our best MLP specific and global models presented an error rate of 2.35%, and 0.44%, correspondingly, while [15,37,20,31] have an error rate of $\sim 4.0\%$, $\sim 4.4\%$, $\sim 10.0\%$, and $\sim 6.0\%$, respectively.

We did not compare our models against all related work once some models have no direct correlation with our approach, measuring, for example, energy consumption of a specific hardware component or a whole data center, or providing an abstract model evaluation.

By the best of our knowledge, our work provides the following novel contribution: (i) propose and compare three different models to estimate the power consumption for more than one hardware configuration; (ii) employ the MIC method to analysis the correlation between independent variables and the power consumption variable; (iii) the proposed models are fed with commodity system variables commonly provided by Linux, for better portability; (iv) accuracy analysis using several metrics along with cross-validation in order to verify precision and overfitting issues.

7 Conclusion

This paper presented a characterization of energy consumption of entire machines based on resources utilization variables. Experiments were carried out using synthetic workloads in order to discover what resources and modeling methods present higher correlation to energy consumption. We show that it is possible to estimate energy consumption by sampling variables provided by common operating systems and employing MLR, RET, or MLP methods. We proposed nine models that provide accurate estimation on energy consumption with an accuracy of 99.9%, and average squared error of 6.32 Watts with standard deviation of 48.76.

All models evaluated can be fully implemented in software, providing a cost-effective mechanism for estimating energy consumption. Such models can be deployed from a single machine to all machines in a large datacenter at no cost and negligible overhead. Our proposal can be useful for several aims, e.g., to provide instant information on energy consumption in a per machine basis in a datacenter. Such information can be consumed by management tools to provide accurate views of energy efficiency of the datacenter. Also, resource schedulers and consolidation tools could benefit from our proposal on different environments such as high performance clusters and cloud infrastructures.
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