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Abstract Hybrid systems are common in real life and have been studied in many different fields. However, due to the interaction of different sub-systems, a hybrid system is much more complex than a mono-dynamic one, where great challenges are confronted when seeking stable controllers either for linear or nonlinear systems. The traditional design scheme for such a system, namely, to design a controller for each sub-system separately, cannot yield satisfactory performance, since the switches between sub-systems are not specifically considered. In fact, the controllers constructed in this way are usually of poor performance, or even unstable, as a disastrous effect caused by the alternation of sub-systems. In this paper, considering the aforementioned problem, a control scheme is proposed to design suitable controllers for hybrid systems to achieve overall stabilization by taking account of the switching behaviors of the system, as well as its sub-systems carefully. The design scheme consists of two steps, wherein the first step aims to design sub-controllers for different sub-systems, usually with different Lyapunov functions, while a common Lyapunov function candidate is composed in the second step to modify the previously designed sub-controllers correspondingly. Following this design scheme, not only the stability, but also the performance of the closed-loop hybrid systems, is successfully guaranteed. Some simulation results are provided to show the satisfactory performance of the proposed design scheme.
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1 Introduction

Hybrid systems widely exist in real life as pointed out in [1], and have received extensive attention in many fields, such as communication networks ([2,3]), renewable energy systems ([4,5]), legged locomotion ([6,7,8]), circuit and power systems ([9,10,11,12]), ecology ([13,14]), sampled-data systems/control ([15,16,17]), human-computer interaction ([18,19,20]), multi-agent systems ([21,22]). A hybrid system contains both continuous and discrete variables, which interact with each other, yielding rich dynamical behaviors different from those in traditional mono-dynamic continuous/discrete systems. The hybrid events, such as switches and impulses, introduce abrupt changes in the dynamics or states, which need to be specifically addressed, and subsequently make the stabilization of hybrid systems extremely challenging. As a result, the controller design problem is far more difficult than designing several stable sub-controllers separately for different sub-systems and then putting them together directly. Therefore, for hybrid controller design, many extra efforts have to be devoted to analyzing and then taking advantages of the hybrid
events’ intrinsic properties, so as to eliminate their negative effects, and guarantee the closed-loop stability and performance.

Many results have been achieved concerning hybrid systems in quite a few fields in the past, and in numerous aspects, such as modelling and stabilization [17, 23, 7] of hybrid systems. As the current research hotspot, the stabilization problem for hybrid systems is much more difficult when compared with that for mono-dynamic systems, since the former involves both handling the hybrid events and designing a composite controller in the continuous domain for several sub-systems. Depending on whether the controller and hybrid events can be designed or not, the mainstream stabilization research for hybrid systems can be classified into the following three categories: 1) Both the controllers and the hybrid events are designable. It is the most studied and fruitful topic, and many results have been achieved so far, for instance, the widely known minimum dwell-time (MDT), average dwell-time (ADT), persistent dwell-time (PDT) [24, 25], ranged dwell-time and other variants [26]. 2) Fixed controllers and designable hybrid events. The goal for this category of research is to decide when the hybrid events take place, and how much the input changes at the discrete points. Such behavior usually appears in non-mechanical systems, for instance, ecosystem [27]. 3) Fixed hybrid events and designable controllers. The fixed-hybrid-event systems are more frequently met in real life. Since the hybrid events cannot be decided intentionally, even more difficulties have to be addressed when trying to neutralize the adverse effects of hybrid events.

Recently, a hybrid system with fixed hybrid events has become a research focus within the control community. Usually, for such a system, it is extremely difficult, if not completely impossible, to construct a uniform controller making the states of all the sub-systems converge, since the dynamics for different sub-systems may vary significantly. For instance, for some sub-systems, their dynamics are exactly known, while for others, they may present different uncertainties, such as unknown parameters or various disturbances. Therefore, it is necessary to design different controllers, called sub-controllers, for the various sub-systems consisting in the hybrid system. However, as pointed out in [28], even if all the sub-systems are linear and exponentially stable, the overall system can still be unstable. When a hybrid system contains nonlinear sub-systems, its behavior is even more intricate, which makes the controller design problem for such a system extremely challenging, mainly in the following aspects: 1) usually only asymptotic stability can be achieved for nonlinear sub-systems, which cannot guarantee the stability of the overall hybrid system; 2) state transformations are often needed in nonlinear controller design scheme, which brings extra difficulties; 3) for sub-systems with uncertainties, some advanced control schemes, such as adaptive law, need to be designed to possibly achieve desired performance, which meets with great difficulties.

Considering the aforementioned challenges, in this paper, special considerations are given for a hybrid system with fixed hybrid events, and a controller design scheme with a hierarchical structure consisting of two steps is proposed to achieve overall stabilization of the system. In the first step, various controllers are designed to achieve asymptotical stability for all sub-systems, where specific control laws, such as adaptive controllers, sliding mode controllers, neural network based controllers, and so on, are constructed based on the analysis for the behavior of different sub-systems. Note that in this step, no extra restrictions are imposed on the sub-controllers, hence, the fruitful achievements for mono-dynamic controller design can be fully exploited. And then, as the essence of this paper, the sub-controllers are modified in the second step to guarantee the uniform stability and the performance of the whole hybrid system. As shown subsequently, the modification procedure of the controllers are widely applicable both for linear and nonlinear hybrid systems.

The main contributions of this research lie in the following aspects: 1) it is rigorously analyzed why controller design for nonlinear hybrid systems is more difficult than that for linear systems; 2) based on some prerequisites, sub-controllers are constructed to achieve uniform stability of the overall hybrid system; 3) both theoretical analyses and simulation tests verify satisfactory performance of the designed control scheme.

The remaining sections are organized as follows: In Section 2, the properties of hybrid systems are described; After that, the design scheme is illustrated for a hybrid system with uncertain nonlinear sub-systems in Section 3; In Section 4, the hybrid controller design scheme is further extended and discussed in detail; In Section 5, numerical examples are presented to verify the stability and performance of the system with modified controllers; Finally, this paper is concluded in Section 6.

2 System Description

A hybrid system contains several sub-systems which share the same states, but are mutually exclusive and exhaustive in the time domain. Namely, the time span is split into several, possibly infinite, spans by the so called hybrid events at the discrete time points \( \tau_k, k \in \{1, 2, \ldots\} \), \( 0 < \tau_1 < \tau_2 < \cdots < \tau_k < \tau_{k+1} < \cdots \). For the fixed-hybrid-event systems, these hybrid events are
dominated by the system itself, and cannot be decided by the controller explicitly. In each time span, only one of the sub-systems is active, whose index is denoted as $\sigma$ subsequently, so as to distinguish it from the remaining inactive ones.

For a hybrid system, switched sub-controllers should be designed in response to the hybrid events. Since the sub-systems may vary significantly, it is very difficult for a uniform controller without switches to stabilize all the sub-systems, let alone the overall hybrid system. Therefore, to achieve the stabilization task, the controller itself should take suitable switches corresponding to the alternation of sub-systems.

In this paper, we focus on the situation that the dynamics and the controller switch synchronously. Namely, when the system changes into a sub-system $S_\sigma$, at $\tau_i$, the controller needs to switch into a suitable law $u_{\sigma_i}$, ideally as quickly as possible. The architecture of the whole hybrid system can be illustrated as shown in Figure 1. Without loss of generality, each sub-system $i$ is assumed to be asymptotically stabilized by the sub-controller $u_i$. However, the stability of all sub-systems does not essentially guarantee the stability of the overall hybrid system, as stated previously. To guarantee the stability of the overall hybrid system, for the commonly utilized multiple Lyapunov functions technique [29], the value of the Lyapunov function should be no more than that when it left the same sub-system last time [30]. Unfortunately, it is nearly impossible to verify this condition for fixed-hybrid-event systems in most cases. At present, for a hybrid system consisting of linear sub-systems, selecting a common Lyapunov function proves to be a good practice for stability analysis. However, when it comes to nonlinear sub-systems, it is extremely challenging to seek out a common Lyapunov function and then construct corresponding sub-controllers to make the Lyapunov function monotonously decreasing for all sub-systems. To deal with this problem, a novel Lyapunov function candidate based on the existing ones for all the sub-systems is constructed, which inspires to introduce a certain new term into each sub-controller to form a new composite control strategy, as depicted in Figure 2, with $h_\sigma$ ($\sigma \in 1, 2, \ldots, p$) depicted in Figure 3 in detail, so as to drive all the states of the hybrid system to zero.

![Fig. 1 The architecture of a hybrid system.](image1)

![Fig. 2 Scheme with minor controller modifications.](image2)

![Fig. 3 The details of $h_\sigma$.](image3)

**Nomenclature** To facilitate the subsequent description, the following important symbols are introduced and summarized:

- $q$ is the number of different sub-systems/working modes.
- $\sigma$ indicates different sub-systems, $\sigma \in \{1, 2, \ldots, q\}$.
- $n$ is the degree of the system, namely, the dimension of states.
- $m$ is the dimension of the control input.
- $p_\sigma$ is the dimension for unknown parameters in the $\sigma^{th}$ system.

And in the following text, we will use lowercase normal, lowercase bold, and uppercase bold fonts to represent scalars, vectors, and matrices, respectively. With slight abuse of notation, we utilize $\text{diag}\{\cdot\}$ to denote block-wise diagonal matrix, defined as

$$
\text{diag}\{e_1, e_2, \ldots, e_s\} \triangleq \begin{bmatrix} e_1 \\ e_2 \\ \vdots \\ e_s \end{bmatrix}
$$

with $e_1 \in \mathbb{R}^{n_1 \times m_1}$, $e_2 \in \mathbb{R}^{n_2 \times m_2}$, $\ldots$, $e_s \in \mathbb{R}^{n_s \times m_s}$.

3 Controller Design for Hybrid Systems with Nonlinear Sub-systems

This section designs controllers for a second-order hybrid system consisting of nonlinear sub-systems with
unknown parameters. For such a system, a two-step design strategy is proposed to construct suitable control laws to ensure the overall stability. That is, in the first step, some sub-controllers are designed to ensure that each sub-system is stabilized. Then considering that, as will be indicated by the subsequent simulation results presented in Section 5, although each sub-system is globally asymptotically stable, the performance of the overall hybrid system can be unacceptable and the system can even be unstable under some situations. In the second step, a novel composite Lyapunov function is constructed to inspire the modifications of all the sub-controllers, which finally guarantee the stability of the overall hybrid system.

3.1 Step 1: Plain Sub-controller Design

For the convenience of description, consider a second-order hybrid system with two sub-systems $S_A$ and $S_B$, namely, $\sigma \in \{A,B\}$, with the dynamics being

$$S_A: \quad \dot{x} = f_A + Y_A^T \theta_A + G_A u_A,$$
$$S_B: \quad \dot{x} = f_B + Y_B^T \theta_B + G_B u_B,$$

where

$$x = \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}, \quad f_\sigma = \begin{bmatrix} x_2 \\ f_{\sigma,2}(x) \end{bmatrix},$$
$$Y_\sigma^T = \begin{bmatrix} y_{\sigma,1}^T(x_1) \\ y_{\sigma,2}^T(x) \end{bmatrix}, \quad G_\sigma = \begin{bmatrix} 0 \\ g_{\sigma,2}^T(x) \end{bmatrix}, \quad \sigma \in A,B,$$  \tag{2}

with $x \in \mathbb{R}^2$ and the corresponding elements $x_1, x_2 \in \mathbb{R}$ being the states, $u_\sigma \in \mathbb{R}^m$ being the control input, $f_\sigma \in \mathbb{R}^2, Y_\sigma \in \mathbb{R}^{2 \times p_\sigma}, G_\sigma \in \mathbb{R}^{2 \times m}$ being known functions, $\theta_\sigma \in \mathbb{R}^{p_\sigma}$ being a set of unknown constant parameters, and $g_{\sigma,2} \in \mathbb{R}^m$ is assumed nonzero to ensure the system to be controllable. Noting that controller design for each sub-system is not the focus of this paper, the conventional adaptive backstepping controller [31] is employed to construct the sub-controllers.

**Sub-controller Design in $S_A$**

For the first row of equation (1), define the new state variable

$$z_{A,1} = x_1,$$  \tag{3}

and introduce a virtual control $\alpha_A$ as

$$\alpha_A \triangleq -y_{A,1}^T \dot{\theta}_{A,1} - k_{A,1} z_{A,1},$$  \tag{4}

with $k_{A,1} \in \mathbb{R}$ being a positive constant. After some mathematical calculation, the closed-loop dynamics of $z_{A,1}$ is obtained as:

$$\dot{z}_{A,1} = -k_{A,1} z_{A,1} + (x_2 - \alpha_A) + y_{A,1}^T \left( \theta_A - \dot{\theta}_{A,1} \right),$$
$$= -k_{A,1} z_{A,1} + z_{A,2} + y_{A,1}^T \left( \theta_A - \dot{\theta}_{A,1} \right),$$  \tag{5}

where $\dot{\theta}_{A,1}$ denotes the estimation of $\theta_A$ generated through the subsequently designed update law, and $z_{A,2}$ is a new state variable, defined as

$$z_{A,2} \triangleq x_2 - \alpha_A.$$  \tag{6}

Based on the analysis for the dynamics (5), choose the following Lyapunov function candidate:

$$V_1 = \frac{1}{2} z_{A,1}^2 + \frac{1}{2} \left( \theta_A - \dot{\theta}_{A,1} \right)^T \Gamma^{-1} \left( \theta_A - \dot{\theta}_{A,1} \right),$$  \tag{7}

where $\Gamma_{A,1} \in \mathbb{R}^{p_\sigma \times p_\sigma}$ is a positive-definite, diagonal update matrix. Then, after taking the time derivative of (7) and then substituting (5) into the resulting expression, it yields

$$\dot{V}_1 = z_{A,1} \dot{z}_{A,1} - \left( \theta_A - \dot{\theta}_{A,1} \right)^T \Gamma^{-1} \dot{\theta}_{A,1},$$
$$= -k_{A,1} z_{A,1} + z_{A,2} + z_{A,1} y_{A,1}^T \left( \theta_A - \dot{\theta}_{A,1} \right) - \left( \theta_A - \dot{\theta}_{A,1} \right)^T \Gamma^{-1} \dot{\theta}_{A,1}.$$  \tag{8}

Further, the time derivative of (6) can be calculated after performing some manipulations as:

$$\dot{z}_{A,2} = \dot{x}_2 - \dot{\alpha}_A$$
$$= f_{A,2} + \left( y_{A,2}^T - \frac{\partial \alpha_A}{\partial \theta_A} y_{A,1}^T \right) \theta_A$$
$$+ g_{A,2}^T u_A - \frac{\partial \alpha_A}{\partial \theta_A} x_2 - \left( \frac{\partial \alpha_A}{\partial \theta_A} \right)^T \dot{\theta}_{A,1}.$$  \tag{9}

Inspired by the forms of (8) and (9), design the controller as

$$u_A = \frac{1}{g_{A,2}^T g_{A,2}} g_{A,2} \left[ -k_{A,2} z_{A,2} - z_{A,1} - f_{A,2} + \frac{\partial \alpha_A}{\partial \theta_A} x_2 \right. $$
$$\left. - \left( y_{A,2}^T - \frac{\partial \alpha_A}{\partial \theta_A} y_{A,1}^T \right) \theta_A + \left( \frac{\partial \alpha_A}{\partial \theta_A} \right)^T \dot{\theta}_{A,1} \right],$$  \tag{10}

with $k_{A,2} \in \mathbb{R}$ being a positive control gain, where the terms $-z_{A,1}, -f_{A,2}, \frac{\partial \alpha_A}{\partial \theta_A} x_2 + \left( \frac{\partial \alpha_A}{\partial \theta_A} \right)^T \dot{\theta}_{A,1}$ are introduced to correspondingly cancel the crossing term $z_{A,1} z_{A,2}$ in (8), the known function $f_{A,2}$, and the known part of $\dot{\alpha}_A$.
in (9). Substituting the controller (10) into the open-loop dynamics (9) yields the following closed-loop dynamics

$$\dot{z}_{A,2} = -z_{A,1} - k_{A,2} z_{A,2} + \left( y_{A,2}^T - \frac{\partial \alpha}{\partial x_1} y_{A,1}^T \right) \left( \theta_A - \hat{\theta}_{A,2} \right)$$  
(11)

which is then combined with (5) to obtain the following compact vector/matrix form:

$$\dot{z}_A = \left[ \begin{array}{c} \dot{z}_{A,1} \\ \dot{z}_{A,2} \end{array} \right] = \left[ \begin{array}{cc} -k_{A,1} & 1 \\ -1 & -k_{B,1} \end{array} \right] \left[ \begin{array}{c} z_{A,1} \\ z_{A,2} \end{array} \right]$$  
(12)

$$+ \left[ \begin{array}{c} y_{A,1}^T \\ 0_{1 \times 2} y_{A,2}^T \end{array} \right] \left[ \begin{array}{c} \frac{\partial \alpha}{\partial x_1} \\ \frac{\partial \alpha}{\partial y} \end{array} \right] \left[ \begin{array}{c} \theta_A - \hat{\theta}_{A,1} \\ \theta_A - \hat{\theta}_{A,2} \end{array} \right]$$

$$\dot{z}_A \triangleq K_A z_A + \gamma_A Y_\sigma A \hat{\theta}_A,$$  
(13)

with

$$z_A = \left[ \begin{array}{c} z_{A,1} \\ z_{A,2} \end{array} \right] \in \mathbb{R}^2,$$

$$K_A \triangleq \left[ \begin{array}{cc} -k_{A,1} & 1 \\ -1 & -k_{B,1} \end{array} \right] \in \mathbb{R}^{2 \times 2},$$

$$\gamma_A \triangleq \text{diag} \left( y_{A,1}^T, y_{A,2}^T - \frac{\partial \alpha}{\partial x_1} y_{A,1}^T \right) \in \mathbb{R}^{2 \times 2},$$

$$\theta_A \triangleq \left[ \begin{array}{c} \theta_{A,1}^T \\ \theta_{A,2}^T \end{array} \right] \in \mathbb{R}^{2 \times 2},$$

$$\hat{\theta}_A \triangleq \hat{\theta}_{A,1} - \hat{\theta}_{A,2},$$

$$\dot{\hat{\theta}}_A \triangleq \dot{\theta}_A - \dot{\hat{\theta}}_A.$$

(14)

To prove the stability of the closed-loop sub-system, choose a second Lyapunov function candidate as

$$V_A = V_1 + \frac{1}{2} z_A^T z_A + \frac{1}{2} \left( \theta_A - \hat{\theta}_{A,2} \right)^T \Gamma_{A,2}^{-1} \left( \theta_A - \hat{\theta}_{A,2} \right)$$

$$= \frac{1}{2} z_A^T z_A + \frac{1}{2} \theta_A^T \Gamma_{A,1}^{-1} \hat{\theta}_A,$$  
(15)

which is an extension of (8), where $\Gamma_{A,2} \in \mathbb{R}^{P_A \times P_A}$,

$$\Gamma_A \triangleq \left[ \begin{array}{cc} \Gamma_{A,1} & 0 \\ 0 & \Gamma_{A,2} \end{array} \right] \in \mathbb{R}^{2P_A \times 2P_A}.$$  
(16)

Together with (13), the derivative of $V_A$ is

$$\dot{V}_A = z_A^T \dot{z}_A - \dot{\theta}_A^T \Gamma_A^{-1} \dot{\theta}_A$$

$$= z_A^T K_A z_A + z_A^T \gamma_A Y_\sigma A \hat{\theta}_A - \dot{\theta}_A^T \Gamma_A^{-1} \dot{\theta}_A.$$  
(17)

By choosing the update law as

$$\dot{\hat{\theta}}_A = \Gamma_A \gamma_A z_A,$$

(18)

equation (17) can be further reduced into

$$\dot{V}_A = z_A^T K_A z_A.$$  
(19)

Since $K_A$ is negative definite, it can be concluded according to extended Barbalat’s lemma that the system $S_A$, under the actuation of the controller (10), and the update law (18), is asymptotically stable.

Sub-controller Design in $S_B$ For the sub-system $S_B$, the same process can be followed to construct a similar sub-controller $u_{B_0}$, whose specific expression is not presented for the sake of brevity. Then by taking a similar Lyapunov function candidate $V_B$, it can be shown that the sub-system $S_B$ is globally asymptotically stable under the effect of the sub-controller $u_{B_0}$ as well.

3.2 Step 2: Uniform Stable Controller Design

As stated previously, for the system (1), even though the designed sub-controllers $u_{A_0}$ and $u_{B_0}$ can respectively stabilize the sub-systems $S_A$ and $S_B$, if combined directly, they cannot guarantee the stability of the overall system. For this problem, the common Lyapunov function method proves to be a good practice. However, as $z_\sigma$ and $\vartheta_\sigma$ are different in different sub-systems, so directly, they cannot guarantee the stability of the overall system. For this problem, the common Lyapunov function method proves to be a good practice. However, as $z_\sigma$ and $\vartheta_\sigma$ are different in different sub-systems, so $V_A$ and $V_B$. Generally, when design sub-controller $u_{A_0}$ for $S_A$ at the very beginning, we would not take $z_B$ and $\vartheta_B$ into consideration, otherwise it would be too complex for controller design. To address this problem herein, some additional term $h_\sigma (\sigma \in \{A, B\})$, whose specific form will be subsequently determined after some analysis on the stability of the system, is introduced into the original sub-controller $u_{A_0}$, so as to make a new Lyapunov function candidate decrease all the time, which, as a consequence, stabilizes the overall hybrid system (1). To be specific, the sub-controllers turn into

$$u_A = u_{A_0} + h_A,$$

$$u_B = u_{B_0} + h_B,$$  
(20)

with $h_\sigma \in \mathbb{R}^n$.

Renew Sub-controller in $S_A$ To achieve overall stability, it is important to consider the information of all the sub-systems when designing a controller for the single, currently active sub-system. The state transformations can represent the characteristics of sub-systems to a certain degree, and a Lyapunov function in the hyperset consisting of all the state transformations can utilize the information from active as well as the inactive sub-systems. To this end, for the example system presented in subsection 3.1, the new composite common Lyapunov function candidate $V$ is chosen as:

$$V = V_A + V_B$$

$$= \frac{1}{2} \left\{ z_A^T z_A + \dot{\theta}_A^T \Gamma_A^{-1} \dot{\theta}_A + z_B^T z_B + \dot{\theta}_B^T \Gamma_B^{-1} \dot{\theta}_B \right\}.$$
where $\Gamma_A$ is given in (16), and $\Gamma_B \in \mathbb{R}^{2p_B \times 2p_B}$ is the corresponding one in $S_B$. Here, the roles of $z_A$ and $z_B$ are to present the characteristics of the corresponding sub-systems. The closed-loop dynamics of the system with the new controller is obtained by inserting equation (20) into (1), taking $S_A$ as an example:

$$\dot{z}_A = K_A z_A + Y_A^T \theta_A + G_A h_A.$$  \hspace{1cm} (22)

In the following steps, the signal $h_A$ is designed to stabilize the system, assisted by the common Lyapunov function (21). The time derivative of $V$ in $S_A$, with sub-controller $u_A$, can be calculated as

$$\dot{V} = z_A^T \dot{z}_A + \dot{\theta}_A^T \Gamma_A^{-1} \dot{\theta}_B + z_B^T \dot{z}_B + \dot{\theta}_B^T \Gamma_B^{-1} \dot{\theta}_B$$

$$= z_A^T \left( \frac{\partial z_A}{\partial x} \right)^T \dot{x}_A + z_A^T \Gamma_A^{-1} \dot{\theta}_A + z_B^T \left( \frac{\partial z_B}{\partial x} \right)^T \dot{x}_B + z_B^T \Gamma_B^{-1} \dot{\theta}_B + \dot{\theta}_B^T \Gamma_B^{-1} \dot{\theta}_B,$$

where $\dot{x}_A$ is a shorthand for $\dot{X}_A(u_A, \ldots)$, namely, the closed-loop dynamical equation in $S_A$. By introducing the following notations:

$$\left( \frac{\partial V}{\partial x} \right)^T = z_A^T \left( \frac{\partial z_A}{\partial x} \right)^T + z_B^T \left( \frac{\partial z_B}{\partial x} \right)^T \in \mathbb{R}^{1 \times 2},$$

$$\ell_A \triangleq \left( \frac{\partial V}{\partial x} \right)^T \left( \begin{array}{c} \frac{\partial z_A}{\partial x} \\ \frac{\partial z_B}{\partial x} \end{array} \right)^{-1} \in \mathbb{R}^{1 \times 2},$$

$$\eta_A \triangleq \ell_A K_A z_A \in \mathbb{R},$$

$$\equiv (24)$$

together with the definition of $\dot{\theta}_A$ given in (14), and the controller (20), $\dot{V}$ can be rewritten into a more compact form as

$$\dot{V} = \left( \frac{\partial V}{\partial x} \right)^T \left[ f_A + Y_A^T \theta_A + G_A (u_A_0 + h_A) \right]$$

$$- \dot{\theta}_A^T \Gamma_A^{-1} \dot{\theta}_A - \dot{\theta}_B^T \Gamma_B^{-1} \dot{\theta}_B$$

$$= \eta_A + \ell_A^T Y_A^T \dot{\theta}_A + \left( \frac{\partial V}{\partial x} \right)^T G_A h_A$$

$$- \dot{\theta}_A^T \Gamma_A^{-1} \dot{\theta}_A - \dot{\theta}_B^T \Gamma_B^{-1} \dot{\theta}_B.$$  \hspace{1cm} (25)

Note that $\left( \frac{\partial V}{\partial x} \right)^T G_A \in \mathbb{R}^{1 \times m}$ is a row vector, and is assumed to be nonzero. Defining

$$\rho_A \triangleq \left( \frac{\partial V}{\partial x} \right)^T G_A \in \mathbb{R}^m,$$  \hspace{1cm} (26)

and reordering the terms, $\dot{V}$ can be further rewritten as

$$\dot{V} = (\eta_A + \rho_A^T h_A)$$

$$+ \left( \ell_A^T Y_A^T \dot{\theta}_A - \dot{\theta}_A^T \Gamma_A^{-1} \dot{\theta}_A \right)$$

$$- \dot{\theta}_B^T \Gamma_B^{-1} \dot{\theta}_B.$$  \hspace{1cm} (27)

In equation (27), if choose $\rho_A^T h_A$ so that $\eta_A + \rho_A^T h_A$ is negative definite, and chose $\dot{\theta}_A$, $\dot{\theta}_B$ so that $\ell_A^T Y_A^T \dot{\theta}_A - \dot{\theta}_A^T \Gamma_A^{-1} \dot{\theta}_A$ and $- \dot{\theta}_B^T \Gamma_B^{-1} \dot{\theta}_B$ are both zeros, then $\dot{V}$ is negative definite, and the new composite controller achieves the desired goal. Based on previous analysis, the term $h_A$ and the update laws can be accordingly designed as

$$h_A = \frac{1}{\rho_A^T \rho_A} \left[ - x^T A_A x - \eta_A \right],$$  \hspace{1cm} (28)

$$\dot{\theta}_A = \Gamma_A Y_A \ell_A,$$  \hspace{1cm} (29)

$$\dot{\theta}_B = 0,$$  \hspace{1cm} (30)

with $A_A \in \mathbb{R}^{2 \times 2}$ being a positive-definite, diagonal matrix. For the sub-system $S_A$, substituting (28)-(30) into (27) yields

$$\dot{V} = - x^T A_A x < 0,$$  \hspace{1cm} (31)

which is negative definite, and therefore $V$ is monotonously decreasing.

**Renew Sub-controller in $S_B$** For the sub-system $S_B$, the Lyapunov function is chosen the same as that in $S_A$ (21), and the controller can be designed in a similar way, thus the detailed expressions are directly given without redundant analysis:

$$h_B = \frac{1}{\rho_B^T \rho_B} \rho_B \left[ - x^T A_B x - \eta_B \right],$$  \hspace{1cm} (32)

$$\dot{\theta}_B = \Gamma_B Y_B \ell_B,$$  \hspace{1cm} (33)

$$\dot{\theta}_A = 0,$$  \hspace{1cm} (34)

and all the symbols with subscript $B$ are defined in the same manner.

### 3.3 Stability Analysis

**Theorem 1** The closed-loop hybrid system (1), with the sub-controllers given by (20), the detailed terms $h_a (\sigma \in A, B)$ and the update laws given by (28)-(30) in the sub-system $S_A$ and (32)-(34) in the sub-system $S_B$, is asymptotically stable.
As already shown in (31), it can be learned that $V$ is negative definite both in the sub-system $S_A$ with sub-controller $u_A$, update laws (29), (30), and the sub-system $S_B$ with the sub-controller $u_B$, the update laws (34), (35), which indicates that $V$ is monotonously decreasing. Since $V$ is the same for both sub-systems, $x^T A_s x (s \in A, B)$ are uniformly continuous, and $A_s (s \in A, B)$ are positive definite, then it can be learned that all the signals within the system are bounded, and according to the extended Barbalat’s lemma that $x^T A_s x$ converges to zero asymptotically, and the closed-loop system is asymptotically stable.

The controller design scheme presented in Section 3 works for a certain class of hybrid systems, and with some efforts, the scheme can be extended to address a wider class of systems.

Considering the following high-order nonlinear hybrid system:

$$\dot{x} = f_s (x) + Y_s^T \theta_s + G_s (x) u_s (x), \quad (35)$$

where $x \in \mathbb{R}^n$ are measurable state variables, $f_s (x) \in \mathbb{R}^n$, $Y_s^T (x) \in \mathbb{R}^{n \times p_s}$, $G_s (x) \in \mathbb{R}^{n \times m}$ are known nonzero functions, $\theta_s \in \mathbb{R}^{p_s}$ are unknown constant parameters, $u_s (x) \in \mathbb{R}^m$ are the control inputs, and $s \in \{1, 2, \ldots, q\}$ is the index for the current sub-system. Noting that, $p_s = 0$ is a special case for sub-systems without unknown parameters. $z_s \in \mathbb{R}^m$ is assumed to be the state transformation in the $s^{th}$ sub-system. Without loss of generality, assume that for the $s^{th}$ sub-system, there exists a basic sub-controller $u_{s0}$ making the sub-system $S_s$ asymptotically stable. Subsequently, choose the new composite Lyapunov function as $V = \sum_{i=1}^{n} V_i$, and for the $s^{th}$ sub-system, the renewed controller and the corresponding update law can be designed as

$$u_s = u_{s0} + h_s,$$

$$h_s = \frac{1}{\rho_s} \frac{\rho_s}{\rho_s} [-\varphi_s - \eta_s], \quad (36)$$

$$\dot{\theta}_n = \begin{cases} \Gamma_n Y_n \xi_n, & i = s, \\ 0, & \text{otherwise}, \end{cases}$$

where $\varphi_s (x) \in \mathbb{R}$ is a positive function, $\dot{\theta}_n = [\dot{\theta}_{n1}, \dot{\theta}_{n2}, \ldots, \dot{\theta}_{nq}]^T \in \mathbb{R}^{p_s}$ is the vector of parameters’ estimations, with $\hat{\theta}_{n,k}$ being the $k^{th}$ estimation of $\theta_s$, $\Gamma_n \in \mathbb{R}^{n \times n}$ is a positive-definite, diagonal matrix.

Then the composite Lyapunov function is decreasing among all the sub-systems, and the hybrid system with the new controller is asymptotically stable.

Proof The proof is similar with that in Subsection 3.2 and thus omitted for the sake of brevity.

In previous analysis, adaptive schemes are used to handle the unknown parameters. However, many other schemes, which are usually used in the mono-dynamic systems, such as neural network approximation, fuzzy control scheme, and so on, can be adopted in the proposed design scheme, and the subsequent analysis can be implemented in a similar way.

5 Simulation Test

In this section, several numerical simulations are implemented to verify the aforementioned properties, without disturbances in Subsection 5.1, and with disturbances in Subsection 5.2, respectively. To facilitate the following description, in this section, the hybrid systems with the directly combined controller and the uniform stable controller are referred as plain hybrid systems (PHS) and renewed hybrid systems (RHS) respectively.

5.1 Simulation Without Disturbances

First take the hybrid system introduced in Section 3 without disturbances to illustrate the difference between PHS and RHS, with $m = 1$ and the functions/parameters chosen as follows:

$$f_{A,2} = x_1^3 + x_2^2,$$

$$f_{B,2} = x_1,$$  

$$g_{A,2} = 1,$$

$$g_{B,2} = 3 + \cos (x_1x_2), \quad (38)$$
\[ y_{A,1}^T = \begin{bmatrix} 3 \sin x_1 - x_1^2 \end{bmatrix}, \]
\[ y_{A,2}^T = \begin{bmatrix} -x_1 x_2 - x_2^2 (1 + \cos x_1) \end{bmatrix}, \]
\[ \theta_A^T = [2, 4], \]
\[ y_{B,1}^T = \begin{bmatrix} x_1^2 + 3x_1 \cos x_1 - 10 \sin x_1 \end{bmatrix}, \]
\[ y_{B,2}^T = \begin{bmatrix} x_1 \cos x_2, 3 \sin (x_1 + x_2) \end{bmatrix}, \]
\[ \theta_B^T = [1, 3, 5], \]

and the control parameters are shown in Table 1, which are kept the same for all simulation tests.

### Table 1 Parameters in simulation.

| Parameters | Value |
|------------|-------|
| \( k_{A,1} \) | 4 |
| \( k_{A,2} \) | 2 |
| \( k_{B,1} \) | 1 |
| \( k_{B,2} \) | 1 |
| \( \Gamma_A \) | \( \text{diag} \{1, 1, 1, 1\} \) |
| \( \Gamma_B \) | \( \text{diag} \{1, 1, 1, 1, 1\} \) |
| \( A \) | \( \text{diag} \{1, 1\} \) |

All through the simulations, the following hybrid events with frequency of 1 Hz is imposed to the hybrid system:

\[
\sigma = \begin{cases} 
A, & \sin 2\pi t \geq 0, \\
B, & \sin 2\pi t < 0.
\end{cases}
\]

(40)

At the very beginning, no disturbances are introduced, and the results for PHS are presented in Figure 4, where the solid blue lines at the top sub-figures denote the current active subsystem, the solid red and dashed green lines denote the variables \( x_1 \) and \( x_2 \) respectively. The plots at the left part illustrate the overall behaviors through 0-25 s, and those on the right part illustrate the behaviors during 20-25 s in detail. As can be seen from Figure 4, even after a long period of 25 s, both states are still oscillating with very slowly-decreasing amplitude, implying unacceptably convergence rate, and the mean value of \( x_1 \) is biased from zero. The updating process for all the parameter estimations are shown in Figure 5, demonstrating that \( \hat{\theta}_{A,1} \) and \( \hat{\theta}_{A,2} \) are updating when the sub-system \( S_A \) is active, and remain unchanged when \( S_B \) is active.

In RHS, the results for the uniform stable controller are shown in Figure 6, with the left part for overall resilience process during 0-10 s and the right part for the detailed views during 6-8 s. Intentionally, the plot ranges along the vertical axes are not limited at the left part to get an overview, and are scaled to the same range as those at the right part in Figure 4 for comparison purposes. It can be seen that, compared with PHS,
\[ \dot{\theta}_{A,2}, \dot{\theta}_{B,1} \text{ and } \dot{\theta}_{B,2} \] respectively. Comparing the updating processes in PHS (Figure 5), and RHS (Figure 7), especially the second component in \( \dot{\theta}_{A,2} \) during 1-1.5 s, it can be learnt that the updating process in RHS is much smoother, implying better practicability.

5.2 Simulation With Disturbances

In this subsection, we introduce two kinds of disturbances, step and sinusoidal disturbances, into PHS and RHS. Most parameters are kept the same as those in Subsection 5.1, and the modified ones will be subsequently stated in detail.

**Step Disturbance** A step signal \( w(t) \), with amplitude of 0.8, is introduced at 5 s into the hybrid systems, namely PHS and RHS, to indicate a sudden external change, for instance, human interaction. With all the parameters chosen the same as those in Table 1, the obtained results are presented in Figure 8 for the PHS system, and Figure 9 for the RHS system, with the current active sub-system \( \sigma \), the disturbance \( w(t) \), states \( x_1 \) and \( x_2 \) shown from top to down. Compared with the results presented in Subsection 5.1, both PHS and RHS present a step in the states \( x_1 \)'s, and they then go back to the normal situation, with the RHS system responding much more quickly than the PHS one.

**Sinusoidal Disturbance** A sinusoidal signal \( w(t) \) is introduced into the hybrid system to indicate the external persistent disturbances, with the specific expression as:

\[
w(t) = \begin{cases} 0, & t \leq 3, \\
\sin \left( \frac{\pi}{3} t \right) + \frac{1}{2} \sin \left( \frac{\pi}{3} t \right) + \frac{1}{3} \sin (3t), & t > 3.
\end{cases}
\] (41)

Some control gains are chosen as shown in Table 2, while the other ones remain unchanged. The results for PHS and RHS are presented in Figure 10 and 11, respectively, with the current active sub-system \( \sigma \), the disturbance \( w(t) \), states \( x_1 \) and \( x_2 \) presented from top to down. As clearly shown, due to the persistent disturbances, both PHS and RHS present vibrations in states. To be more specific, the disturbances are introduced into the systems from 3 s, where \( x_1 \)'s have converged into a small neighborhood of 0 for both hybrid systems. However, the oscillation frequency in PHS is much higher than that in RHS hereafter. In addition, \( x_2 \) in RHS is more relevant to the external disturbance, which, as a result, can successfully compensate the undesired disturbance, whilst \( x_2 \) in PHS is less relevant, which in consequence yields poor performance in \( x_1 \). By comparing the wave forms of \( x_1, x_2 \) in both systems, it can be learnt that, the states repeat periodically after 15 s. Further more, compared with corresponding signal in PHS system, \( x_2 \) in RHS system is much smoother and \( x_1 \) is much smaller in amplitude, indicating better performance as well.
Table 2 Parameters in simulation with sinusoidal disturbances.

| Parameters | Value |
|------------|-------|
| \( \Gamma_A \) | diag \{4, 4, 1, 1\} |
| \( \Gamma_B \) | diag \{2, 2, 2, 1, 1\} |
| \( \Lambda \) | diag \{1, 0.5\} |

Fig. 10 Simulation results for the plain hybrid system (PHS) with sinusoidal disturbances. (Left) Overall view. (Right) Ranged details.

Fig. 11 Simulation results for the renewed hybrid system (RHS) with sinusoidal disturbances. (Left) Overall view. (Right) Ranged details.

6 Conclusion

Stable control for hybrid systems with nonlinear sub-systems is still in urgent need of further research, and very few results concerning the control problems in nonlinear hybrid systems have been reported due to the extreme complex properties. In this paper, a novel controller design scheme is developed to stabilize the fixed-hybrid-event systems successfully. By dividing the controller design task into two steps, namely, the first step of sub-controller design without considering the hybrid events, and then the second step of sub-controller modification, this design scheme can fully exploit the marvelous mono-dynamic controller design techniques and the properties of the system itself. With the new composite Lyapunov function, the nonlinear hybrid system achieves uniform closed-loop stability in the second step through some important designs, such as state transformation, parameter estimation and disturbance rejection. Numerical simulation results verify that the proposed controller achieves satisfactory performance. In the future, we will try to apply the developed control strategy to practical hybrid systems with nonlinear sub-systems.

7 Declarations

7.1 Funding

This work was supported by the National Natural Science Foundation of China under Grant 61633012 and 62003172.

7.2 Conflicts of interest/Competing interests

This paper declares no conflicts of interest/competing interests.

7.3 Availability of data and material

No.

7.4 Code availability

No.

References

1. J. Lunze and F. Lamnabhi-Lagarrigue, Handbook of hybrid systems control: theory, tools, applications. Cambridge University Press, 2009.

2. Y. Guan and C. Peng, “A hybrid transmission scheme for networked control systems,” ISA Transactions, vol. 96, pp. 155–162, 2020. [Online]. Available: https://www.sciencedirect.com/science/article/pii/S0019057819302757

3. J. Zhang, A. Hasandka, S. S. Alam, T. Elgindy, A. R. Florita, and B.-M. Hodge, “Analysis of hybrid smart grid communication network designs for distributed energy resources coordination,” in Proceedings of 2019 IEEE Power & Energy Society Innovative Smart Grid Technologies Conference (ISGT). Washington D.C, USA: IEEE, 2019, pp. 1–5.

4. H. Chen, D. Xu, and X. Deng, “Control for power converter of small-scale switched reluctance wind power generator,” IEEE Transactions on Industrial Electronics, vol. 68, no. 4, pp. 3148–3158, 2021.

5. C. Wu, J. Wang, X. Chen, P. Du, and W. Yang, “A novel hybrid system based on multi-objective optimization for wind speed forecasting,” Renewable Energy, vol. 146, pp. 149–165, 2020. [Online]. Available: https://www.sciencedirect.com/science/article/pii/S096014811930641X
6. Z. Zhou and Y. Zhao, “Accelerated admn based trajectory optimization for legged locomotion with coupled rigid body dynamics,” in 2020 American Control Conference (ACC), Denver, Colorado, USA, 2020, pp. 5082–5089.

7. V. R. Kamidi, J. Horn, R. Gregg, and K. Akhari Hamed, “Distributed controllers for human-robot locomotion: A scalable approach based on decomposition and hybrid zero dynamics,” IEEE Control Systems Letters, vol. 5, no. 6, pp. 1976–1981, 12 2021.

8. S. Kolathaya, “Local stability of pd controlled bipedal walking robots,” Automatica, vol. 114, p. 108841, 2020.

9. Z. Peng, J. Wang, Z. Liu, Z. Li, D. Wang, Y. Dai, G. Zeng, and Z. J. Shen, “Adaptive gate delay-time control of si/sic hybrid switch for efficiency improvement in inverters,” IEEE Transactions on Power Electronics, vol. 36, no. 3, pp. 3437–3449, 2021.

10. P. Guo, Q. Xu, Y. Yue, Z. He, M. Xiao, H. Ouyang, and J. G. M. Guerrero, “Hybrid model predictive control for modified modular multilevel switch-mode power amplifiers,” IEEE Transactions on Power Electronics, vol. 36, no. 5, pp. 5302–5322, 2021.

11. A. F. Tazay, A. M. A. Ibrahim, O. Noureldeen, and I. Hamdan, “Modeling, control, and performance evaluation of grid-tied hybrid pv/wind power generation system: Case study of gabel el-zeit, egypt,” IEEE Access, vol. 8, pp. 96528–96542, 2020.

12. Y. Yan, L. Lu, T. Ma, Y. Zhou, and C. Y. Zhao, “Thermal management of the waste energy of a stand-alone hybrid pv-wind-battery power system in hong kong,” Energy Conversion & Management, vol. 203, no. Jan., pp. 112 261.1–112 261.10, 2020.

13. L. M. Cai, “Dynamics of wild and sterile mosquito population models with delayed releasing,” International Journal of Bifurcation and Chaos, vol. 30, no. 11, p. 2050218, 2020. [Online]. Available: https://doi.org/10.1142/S0218127420502181

14. A. Mohamed, H. M. Zmuda, P. T. Ha, E. R. Coats, and H. Beyenal, “Large-scale switchable potentiostatically controlled/microbial fuel cell bioelectrochemical wastewater treatment system,” Bioelectrochemistry, vol. 138, p. 107724, 2021. [Online]. Available: https://www.sciencedirect.com/science/article/pii/S1567539420306472

15. Z. Du, Y. Kao, H. R. Karimi, and X. Zhao, “Interval type-2 fuzzy sampled-data h_∞ control for nonlinear unreliable networked control systems,” IEEE Transactions on Fuzzy Systems, vol. 28, no. 7, pp. 1434–1448, 2020.

16. X. Liang, J. Xia, G. Chen, H. Zhang, and Z. Wang, “Dissipativity-based non-fragile sampled-data control for fuzzy markovian jump systems,” International Journal of Fuzzy Systems, vol. 21, no. 12, 2019.

17. K. Shi, J. Wang, S. Zhong, Y. Tang, and J. Cheng, “Non-fragile memory filtering of t-s fuzzy delayed neural networks based on switched fuzzy sampled-data control,” Fuzzy Sets and Systems, vol. 394, pp. 40–64, 2020, neurofuzzy Systems and Learning. [Online]. Available: https://www.sciencedirect.com/science/article/pii/S0165011419300715

18. M. Neunert, A. Abdulmaleki, M. Wulfmeier, T. Lampe, T. Springenberg, R. Hafner, F. Romano, J. Buchli, N. Heess, and M. Riedmiller, “Continuous-discrete reinforcement learning for hybrid control in robotics,” in Proceedings of the Conference on Robot Learning, ser. Proceedings of Machine Learning Research, L. P. Kaelbling, D. Kragic, and K. Sugihara, Eds., vol. 100. PMLR, 30 Oct–01 Nov 2020, pp. 735–751. [Online]. Available: http://proceedings.mlr.press/v100/neunert20a.html

19. W. Chen, L. Zhao, D. Tan, Z. Wei, K. Xu, and Y. Jiang, “Human-machine shared control for lane departure assistance based on hybrid system theory,” Control Engineering Practice, vol. 84, p. 399–407, 2019.

20. Y. Nagatsu and H. Hashimoto, “Multilateral haptic feedback control by transmission of force information,” in 2020 IEEE/ASME International Conference on Advanced Intelligent Mechatronics (AIM), 2020, pp. 1718–1723.

21. W. Tang, K. Li, J. Wu, and Y. Xie, “Consensus of nonlinear multi-agent systems with distributed event-triggered impulsive control,” Journal of Vibration and Control, p. 1077546320985978, 01 2021. [Online]. Available: https://doi.org/10.1177/1077546320985978

22. B. Hu, Z. H. Guan, F. L. Lewis, and C. L. P. Chen, “Adaptive tracking control of cooperative robot manipulators with markovian switched couplings,” IEEE Transactions on Industrial Electronics, vol. 68, no. 3, pp. 2427–2436, 2021.

23. M. A. Xu, X. Huo, and X. Zhao, “Adaptive finite-time output-feedback control design for switched pure-feedback nonlinear systems with average dwell time,” Nonlinear Analysis: Hybrid Systems, vol. 37, p. 100990, 2020. [Online]. Available: https://www.sciencedirect.com/science/article/pii/S1751570X20300558

24. J. Wang, X. Liu, J. Xia, H. Shen, and J. H. Park, “Quantized interval type-2 fuzzy control for persistent dwell-time switched nonlinear systems with singular perturbations,” IEEE transactions on cybernetics, vol. PP, February 2021. [Online]. Available: https://doi.org/10.1109/TCYB.2021.3049459

25. H. Shen, M. Xing, Z. G. Wu, S. Xu, and J. Cao, “Multiobjective fault-tolerant control for fuzzy switched systems with persistent dwell time and its application in electric circuits,” IEEE Transactions on Fuzzy Systems, vol. 28, no. 10, pp. 2315–2347, 2020.

26. S. Li, Z. Xiang, and J. Zhang, “Dwell-time conditions for exponential stability and standard l1-gain performance of discrete-time singular switched positive systems with time-varying delays,” Nonlinear Analysis: Hybrid Systems, vol. 38, p. 100939, 2020. [Online]. Available: https://www.sciencedirect.com/science/article/pii/S1751570X20300868

27. Y. Xiao, D. Cheng, and H. Qin, “Optimal impulsive control in periodic ecosystem,” Systems & Control Letters, vol. 55, no. 7, pp. 558–565, 2006. [Online]. Available: https://www.sciencedirect.com/science/article/pii/S0167694706000181

28. M. S. Branicky, “Multiple lyapunov functions and other analysis tools for switched and hybrid systems,” IEEE Transactions on Automatic Control, vol. 43, no. 4, pp. 475–482, 1998.

29. Y. Zhu and W. X. Zheng, “Multiple lyapunov functions analysis approach for discrete-time switched piecewise-affine systems under dwell-time constraints,” IEEE Transactions on Automatic Control, vol. PP, no. 99, pp. 1–1, 2019.

30. J. Liu, X. Liu, and W.-C. Xie, “Invariance principles for impulsive switched systems,” Dynamics of Continuous, Discrete & Impulsive Systems. Series B. Applications & Algorithms, vol. 16, pp. 631–654, 2009.

31. M. Krstic, P. V. Kokotovic, and I. Kanellakopoulos, Nonlinear and adaptive control design. John Wiley & Sons, Inc., 1995.