APPLYING ARTIFICIAL NEURAL NETWORKS TO PREDICT NOMINAL VEHICLE PERFORMANCE
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ABSTRACT
This paper investigates the use of artificial neural networks (ANNs) to replace traditional algorithms and manual review for identifying anomalies in vehicle run data. The specific data used for this study is from undersea vehicle qualification tests. Such data is highly non-linear, therefore traditional algorithms are not adequate and manual review is time consuming. By using ANNs to predict nominal vehicle performance based solely on information available pre-run, vehicle deviation from expected performance can be automatically identified in the post-run data. Such capability is only now becoming available due to the rapid increase in understanding of ANN framework and available computing power in the past decade. The ANN trained for the purpose of this investigation is relatively simple, to keep the computing requirements within the parameters of a modern desktop PC. This ANN showed potential in predicting vehicle performance, particularly during transient events within the run data. However, there were also several performance cases, such as steady state operation and cases which did not have sufficient training data, where the ANN showed deficiencies. It is expected that as computational power becomes more readily available, ANN understanding matures, and more training data is acquired from real world tests, the performance predictions of the ANN will surpass traditional algorithms and manual human review.

PROBLEM
Undersea vehicles, like any high performance systems, require many qualification runs prior to and throughout their service lives to ensure proper functionality. Results from these qualification runs can include hundreds of channels of data, including speeds, pressures, temperatures, flow rates, vibrations, and many others. Further, each qualification run usually has a unique mission profile, which is the progression of commanded speeds throughout the run. This makes direct comparison between qualification runs difficult. Therefore, identifying anomalous behavior from the post-run data requires many highly trained and experienced engineers manually reviewing each data channel. Even then, due to human error, subtle anomalies can be overlooked or, conversely, normal behavior can be flagged as anomalous. To counter this, creating an algorithm or method to predict results based solely on the mission profile is highly desirable. The current best method is to average the measured values for a given data channel at a given speed from all previous runs, and assume that is the “normal” operating condition for that speed. However, the response of each data channel is highly non-linear, as not only the current speed command but also the cumulative effect of all prior operation determines current performance. As a result, traditional algorithms become unwieldy and unreliable for this application.

INTRODUCTION
Overcoming the breakdown of traditional algorithms on large non-linear data sets has been a focus for many industries in recent years. Data center optimization [1], handwriting recognition [2], language translation [3], and image classification [4] are examples of problems that traditional algorithms cannot effectively solve. Decades of
exponential growth in available computing power, along with recent developments in mathematical methods, has enabled a new approach to handling large data sets—artificial neural networks (ANNs). ANNs have been deployed in the last few years to enable everything from real time language translation [5] to instant handwriting recognition [6] to financial market analysis [7].

This paper outlines the approach to using the existing undersea vehicle qualification run data to train an ANN to predict future hypothetical run results, with the only input being the mission profile. Then, when the hypothetical qualification run is actually performed in the real world, the results can be fed back to the computer. The ANN can then identify where differences exist between its predicted result and the actual results to automatically flag anomalous behavior.

TECHNICAL BACKGROUND

The first work on artificial neural networks began in the mid-20th century with the concept of perceptrons. The perceptron is essentially a logic gate, where multiple inputs are taken in, individually weighted, and summed. If the sum of the weighted inputs is greater than a threshold value, then the output of the perceptron is “1”, otherwise the output is “0”. This is shown graphically in Figure 1 (graphic adapted from Nielson [8]).

The perceptron was later refined to allow for non-binary output (i.e. output other than just 1 and 0). This is accomplished by replacing the step function logic with a sigmoid function. For this reason, the new model for the perceptron was named the “sigmoid neuron”. The “neuron” portion of the name derives from the sigmoid neuron’s similarity in operation to a biological neuron, which on a very basic level activates an output given a sufficient input [8].

Sigmoid neurons become useful when linked together to perform complex logic, and were renamed “hidden neurons” in the scope of neural networks. Figure 2 (graphic adapted from Nielson [8]) shows an artificial neural network containing 3 inputs, 4 hidden neurons, and one output.

To orient Figure 2 to the current problem at hand, the input layer would be known values (such as the commanded speed). The output layer would be whatever data channel you are trying to simulate, the most intuitive being actual vehicle speed. There will obviously need to be far more than 4 hidden neurons for any meaningful results.

For a neural network to be useful, the weighting factors for each input to each hidden layer sigmoid neuron must be defined. To do so, a training process must be undertaken. The training process requires a large set of already known input/output pairings. In this case, this known set is the available previous vehicle qualification runs, which have known inputs (such as commanded speed) and measured output (such as actual speed). Initially in the training process, a random set of weights is defined. The output is then calculated and compared to the actual output. This is the error in the neural network for the current “evolution”. The weights are then adjusted (shown as Δw in Figure 2) and the ANN resolved. This process is repeated until the error is below an acceptable value or a preset number of evolutions has been achieved [9].

There are several methods for determining the amounts by which to adjust each individual weight. One of the easiest to implement and most computationally efficient is the optimization method of stochastic gradient descent. Gradient descent is a well-known mathematical model for finding minima and maxima. Stochastic methods are employed to introduce an element of randomness into the optimization routine. This allows for the optimization to escape local minima and maxima during the solution and continue improving on the solution through many evolutions [10].

While stochastic gradient descent is efficient, it is still very computationally intensive when solving the weights for many (hundreds or more) hidden layer sigmoid neurons. That is why the recent sustained exponential growth in available computing power has been critical to making ANNs practical. Once the ANN weights are solved, it takes very little computational resources to run new inputs through the ANN to find the output.

There have been several advances in mathematical methods in recent years that have made ANNs much more powerful and extensible to more applications. However, for the purpose of this paper, using the methods already outlined is sufficient.
ANN SETUP

A simple ANN was set up that was capable of being run on a single desktop computer with 4 GB RAM. This ANN was built using the Netlab MATLAB toolbox developed by Nabney [11]. The training data was taken from 20 qualification runs of an undersea vehicle. This gave 64,779 unique “time steps”. Each “time step” represents a discrete amount of runtime. Time and speeds have been non-dimensionalized.

For each “time step”, input values must be provided to the ANN. For the engine of this vehicle, like many other vehicles, the only true control input is commanded speed. All other engine parameters are adjusted internally for the goal of matching that commanded speed as closely as possible. Though not strictly a “control” parameter, the other engine input is the amount of energy reserves remaining (and, by extension, the amount of reserves that has already been used). For various systems, this could take the form of percentage of combustible fuel remaining in a tank, remaining battery power, etc. For many systems, such as the one under study, this energy reserves input also functions as a “state of health” parameter (i.e. for electric systems, motors may not perform optimally once the batteries drop below a threshold voltage).

From these general “inputs”, the specific input data that was deemed pertinent to be provided to the ANN is as follows:

1. Speed Command Information...
   a. Current Commanded Speed
   b. Time at Current Commanded Speed
   c. Previous Commanded Speed

2. % of Energy Reserves Depleted (termed “Utilization” for the purposes of this paper)

Also provided for training the ANN was the actual measured vehicle speed for each data point. The “success” of the ANN training would be determined by comparing the actual vehicle measured speed to the ANNs predicted vehicle speed.

The ANN was initialized to have 750 hidden sigmoid neurons. The training was set to terminate after 750,000 evolutions. This is about 48 hours of computation time on a PC with an Intel Core i5-2400 CPU running at 3.1 GHz.

To assist with visualization of the training process of this specific ANN, the notation from Figure 2 is used in Figure 3 below, depicting the ANN setup. The routine of Figure 3 would be run once for each time step each evolution (64,779 times every evolution for this data set).

---
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ANN RESULTS

Figure 4 above shows the commanded speed (dark blue line) and the ANN’s prediction for actual speed (red line). Also given is the true actual speed as measured in the qualification tests (light blue line). Quick inspection of Figure 4 shows that the ANN has largely succeeded in matching the general speed response. However, there are several spans of time where the ANN fails to predict any more accurately than simply guessing that the actual speed is equal to the commanded speed. The most obvious example is during long periods of constant speed, known as steady state. Conversely, there are several spans where the ANN prediction is much more accurate than any traditional algorithm could be, such as during speed changes (transients).

It is critical to attempt to understand the reasons why the ANN is very accurate or not accurate in various situations. If these reasons can be well understood, then adjustments can be made to the ANN training routine to address deficiencies and promote strengths. Examples would be providing additional input information, working to obtain test data for situations where the ANN shows deficiencies, changing the number of hidden neurons, or adjusting the evolutions to simulation completion. To that end, the remainder of this section of the paper examines three specific performance cases where the ANN shows interesting prediction behavior. The upcoming Figures 5, 6, and 7 all show magnified subsets of data from Figure 4, to allow for in-depth analysis.

Consistently low prediction of high speed command performance

Figure 5 shows a magnified portion of the ANN data of Figure 4, from 0.42 to 0.56 of the nondimensional time. Added to the plot, that was not present in Figure 4, is the nondimensionalized utilization (% of energetics used), shown in magenta. Note that there are three separate “runs” shown, as the utilization resetting to zero is indicative of a new run. In this timeframe there are three instances of the vehicle being commanded to its highest speed. In all three instances, the ANN predicts the actual speed will only achieve about 80% of the full speed value. However, this is only true for one of the three occurrences; in the other two the vehicle does achieve
high speed operation. It is probable that the ANN is chronically under predicting the actual high speed operation as a “safe” prediction. This is because the speed sometimes undershoots, but almost never overshoots, a high speed command. The likelihood that the vehicle will undershoot the high speed command is increased at high vehicle utilization (near the end of an individual run- because effective control is more difficult), as it was in the one instance of undershooting in Figure 5. The ANN shows slight sensitivity to this as the high speed command in Figure 5 furthest to the right occurs at the lowest utilization; the ANN displays the highest predicted speed. However, the prediction is still too low, and the ANN clearly does not fully incorporate the link between utilization and the potential for undershooting. More run data which contains more high speed command operation at various utilizations would likely remedy this issue.

**Accurate prediction of transient performance**

![Figure 6. ANN results, transient performance](image)

Figure 6 shows one of the speed command changes in the data. During the transient, the ANN predicted speed showed a sharp drop then gradual step down to the final steady state speed, consistent with actual vehicle operation. This is a feature that a traditional algorithm would have trouble matching, particularly once data other than speed (temperatures, pressures, etc.), which may take a much longer time than speed to reach steady state, are considered.

![Data overfitting during “staircase” speed increase](image)

Figure 7 shows a brief speed command of 0.8 nondimensionalized speed. The ANN predicted speed appears to match the actual speed of the vehicle closely over this time. However, the predicted speed is slowly increasing the entire time, as if “anticipating” the next speed command. The reason is that this speed change is part of a “staircase” pattern of speed changes, where the speed goes from the minimum to the maximum over a series of small changes in speed in rapid succession. These “staircase” patterns are very common in the training run data. Therefore, the ANN learned that when the speed changes from a moderate speed to just a slightly higher speed, in all likelihood it was in the middle of a “staircase” speed profile and should anticipate another small speed step up. However, it is obviously not always true that these small speed steps must be part of a “staircase” sequence. Therefore, the “anticipation” of the ANN for another immediate speed change is unwarranted and indicative of overfitting of the data [12]. This would be remedied by additional run data which showed small speed steps which are not part of a “staircase” pattern.

**CONCLUSIONS**

The results show that even simple ANNs show promise of outperforming traditional prediction methods for times in the data which are highly non-linear (such as speed transients). However, the simple ANN does not have adequate performance for all times, most notably during steady state operation. It is highly probably that the ANN would meet or exceed the performance of traditional algorithms if a more complex ANN were solved on a more powerful computer.

A more fundamental limitation of the ANN performance may be the potential for overfitting of data. This is a result of not having a sufficiently large set of training data. Specifically, if the same sequence of speed steps is present in most data sets, the ANN will be highly accurate in predicting results for that exact sequence, but not when the sequence is altered slightly. Therefore, it is possible that even with an advanced ANN solved on a powerful computer, the size of the training data set could prove a limitation to ANN effectiveness. The mitigation for this problem is the inclusion of additional...
data sets in the training data, especially those with a diverse mission profiles.

FUTURE WORK

The size of the training data set continues to increase, as qualification runs of the vehicle are ongoing. Additionally, computational power continues to become more and more readily available. Therefore, it is prudent to develop an advanced ANN framework now and run it with the existing data set with the understanding that the results may not yet outperform traditional algorithms or manual data analysis. However, with that framework in place, retraining the ANN with new data becomes a trivial exercise. As more data and computational power becomes available it can be expected that at some point the ANN will be provide the best predictive capability. At that point additional data channels (temperatures, pressures, etc.) can all be predicted using the same ANN framework.

Once ANNs have been proven to reliably identify anomalies from post run data, it will be possible to extend their use into identifying anomalies during a run itself. For instance, if a vehicle behaves off-prediction by some margin, the ANN can alert the vehicle control which can then evaluate whether to issue an early termination of the run. Even further in the future, ANNs should be capable of assuming control for adjusting vehicle run parameters (flow rates, pressures, etc.) in real time to optimize vehicle performance.

CLOSING REMARKS

The conclusions of this paper (requiring more computational power and better mathematical techniques, but more importantly additional training data) are consistent with the needs of nearly all ANN projects currently in development.

On the computational side, chipmakers are rushing to provide hardware designed specifically for ANN training and deployment [13]. This hardware leverages architecture traditionally used for intensive graphics processing. Brand new architecture is under development which will be even further optimized for machine learning and neural networks [14].

On the training data side, companies have been using devices owned and used by individuals to collect data to improve their algorithms. The most relevant of these to this paper might be Tesla Motors, which receives data from every one of its cars on the road to improve its “autopilot” (autonomous driving) feature [15]. Interestingly, this type of training data collection is a driving force in the recent public debate about the privacy of personal electronic devices. For instance, Google’s efforts to track cell phone activity stems from their desire to expand the training sets for the algorithms that control search result prioritization, traffic congestion prediction, language translation, and more [16].

NOMENCLATURE

\( x = \text{ANN training data input} \)
\( w = \text{ANN sigmoid neuron weight} \)
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ANNEX A

INPUT FILE TO NETLAB TOOLBOX (MATLAB CODE)

% Running this script requires installation of Netlab 3.3 MATLAB toolbox
% Netlab toolbox available at http://www.aston.ac.uk/eas/research/groups/ncrg/resources/netlab/downloads/
% Script derived from standard Netlab input file, demmlpl.m, by Ian T Nabney

clear all;
clc

% Input arrays must be initialized to variable 'x' as follows...
% First Column = Current Commanded Speed
% Second Column = Previous Commanded Speed (0 if run just started)
% Third Column = Time Since Last Speed Command Change
% Fourth Column = Current Utilization

% Set up network parameters.
nin = 4; % Number of inputs. (see input array comment above)
nhidden = 750; % Number of hidden sigmoid neurons.
nout = 1; % Number of outputs.
alpha = .1; % Coefficient of weight-decay prior.

% Create and initialize network weight vector.
net = mlp(nin, nhidden, nout, 'linear', alpha);

% Set up vector of options for the optimiser.
options = zeros(1,18);
options(1) = 1; % This provides display of error values.
options(14) = 75000; % Number of training cycles.

% Run Netlab to train neural network
[net, options] = netopt(net, options, x, t, 'scg');

% Use neural network to generate predicted speeds
y = mlpfwd(net, x);
Several months after the ANN described in this paper had been trained, new field test data became available. This new data was used as a “validation set”, in order to test the efficacy of the ANN without re-training. The results are shown in Figure B-1 below.

![Figure B-1. Validation Set Results](image)

A few observations from the ANN results are given below.

- **Non-dimensionalized time = 0.** The ANN is unable to capture the speed change at “startup”. This is likely because there are relatively few “startups” in the training data (there is only 1 startup per field test, with 20 field tests used in the training data).
- **Non-dimensionalized time = 0.25.** Through this speed step, the ANN predicts a near-constant speed that is the average of the speed transient. This is likely due to an insufficiently advance algorithm, as the ANN “settled” into minimizing error by picking a mid-point speed, rather than accurately modeling the transient.
- **Non-dimensionalized time = 0.3.** The ANN anticipated a speed “overshoot” during this transient, which did not occur. Analysis of the training data shows that, on several occasions, an “overshoot” did happen at this speed. Therefore, this ANN error is the results of an insufficient number of training sets that do not have an overshoot during a similar speed step.
- **Non-dimensionalized time = 0.55.** The ANN correctly predicts a speed “undershoot” during this transient.
- **Non-dimensionalized time = 0.6 through end of run.** The ANN predicts that the speed will be much less than the actual speed through the end of the run. This is likely due to previous runs in the training set that have failed to maintain speed late in run. Therefore, more training data is necessary for the ANN to be able to distinguish the characteristics of runs that will and will not be able to maintain speed.

From the results, we can calculate the accumulated error using two speed prediction methods. The first method is simply presuming the actual speed is equal to the setpoint (this will be referred to as the “Non-ANN Method”). It should be noted that this method could be improved by simple algorithms, such as assuming a time constant for speed changes, but that is not the focus of this analysis. The second method is the prediction of the ANN. The error...
of each of these methods can be calculated as the absolute value of prediction minus the actual speed. A graph of accumulated error is shown in Figure B-2 below.

Figure B-2 shows that the Non-ANN and ANN methods for speed prediction have nearly the same error accumulation rate until late in the data set (second to last speed change). This is an encouraging sign that with additional training-set data and more advanced ANN methods, neural networks will be practical tools for predicting vehicle performance in the near future. In summary, the results of this validation set reinforce the assertions made in the conclusion of this paper that ANN performance can be improved with more advanced methods and more computing power, but more training data will be needed as well.