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We apply a generalized field ansatz to describe the spherically symmetric sector of classical solutions of the electroweak theory. This sector contains Abelian magnetic monopoles labeled by their magnetic charge $n = \pm 1, \pm 2, \ldots$, the non-Abelian monopole for $n = \pm 2$ found previously by Cho and Maison (CM), and also the electric oscillating solutions. All magnetic monopoles have infinite energy. We analyze their perturbative stability and use the method of complex spacetime tetrad to separate variables and reduce the perturbation equations to multi-channel Schrödinger-type eigenvalue problems. The spectra of perturbations around the CM monopole do not contain negative modes hence this solution is stable. The $n = \pm 1$ Abelian monopole is also stable, but all monopoles with $|n| \geq 2$ are unstable with respect to perturbations with angular momentum $j = |n|/2 - 1$. The Abelian $|n| = 2$ monopole is unstable only within the $j = 0$ sector whereas the CM monopole also has $|n| = 2$ and belongs to the same sector, hence it may be viewed as a stable remnant of the decay of the Abelian monopole. One may similarly conjecture that stable remnants exist also for monopoles with $|n| > 2$, hence the CM monopole may be just the first member of a sequence of non-Abelian monopoles with higher magnetic charges. Only the CM monopole is spherically symmetric while all non-Abelian monopoles with $|n| > 2$ are not rotationally invariant.
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I. INTRODUCTION

Let us remind basic facts about magnetic monopoles. The magnetic monopole in the U(1) electrodynamics is described by the Colombian magnetic field \( \vec{B} = -\vec{P} \frac{\vec{r}}{r^3} \) (the minus sign here is for further convenience and we denote all dimensionfull quantities boldfaced). One cannot find a globally regular vector potential \( \vec{A} \) such that \( \vec{B} = \text{rot} \vec{A} \), however, as was noticed by Dirac [1] and later rectified by Wu and Yang [2], one can use for this two locally regular potentials expressed in spherical coordinates by \( A_\pm = P (\cos \vartheta \mp 1) d\varphi \). The potential \( A_+ \) is regular in the upper hemisphere but singular on the negative \( z \)-axis (the Dirac string singularity), as can be seen by passing to Cartesian coordinates. Similarly, \( A_- \) is regular in the lower hemisphere. Therefore, using either \( A_+ \) or \( A_- \) depending on the hemisphere yields a regular description on the entire sphere. The two potentials are related in the equatorial region by the gauge transformation, \( A_- - A_+ = d(2P \varphi) \), while the wavefunction in the Schroedinger equation acquires then the phase factor \( \exp \left( \frac{2ieP \varphi}{\hbar c} \right) \), and since this should be a periodic function of \( \varphi \), it follows that the magnetic charge fulfills the Dirac quantization condition

\[
P = \frac{\hbar c}{2e} \times n, \quad n = \pm 1, \pm 2, \ldots
\]  

(1.1)

This construction with two locally regular gauges and the quantized magnetic charge is called the Dirac monopole.

It was later noticed by Wu and Yang [3] that the Dirac monopole can be embedded into the non-Abelian Yang-Mills theory by simply multiplying the U(1) vector potential by a constant matrix from the Lie algebra of the gauge group. Using the non-Abelian gauge transformations one can then globally remove the Dirac string instead of using two locally regular gauges, but the field potential still remains singular at the origin where the magnetic field diverges. However, as was discovered independently by t’Hooft [4] and by Polyakov [5], the singularity at the origin can be removed by adding a Higgs field in the adjoint representation of the gauge group, choosing the latter to be SU(2) in the simplest case. This yields a completely regular configuration of soliton type which has a finite energy, contains massive fields in the central region, while at large distances only the massless U(1) gauge field survives and approaches that for the Dirac monopole.

The discovery of t’Hooft and Polyakov triggered a large number of theoretical studies and nowadays monopoles find applications in various branches of theoretical physics (see [6–10] for reviews and, e.g., [11, 12] for particular aspects of monopoles). However, the experimental search for magnetic monopoles has always been giving negative results (see [13, 14] for recent reviews). A possible explanation for this is that the t’Hooft-Polyakov monopole is
not described by the Standard Model, because the latter contains in the electroweak sector the Higgs field in the fundamental and not adjoint representation. As a result, the standard topological arguments [9] insuring the existence and stability of monopoles do not apply.

Since there no topological arguments for their existence, one may wonder if there are any monopoles in the electroweak theory at all? The answer should of course be positive because, as the U(1) electrodynamics is a part of the electroweak theory, the Dirac monopoles should be solutions of the theory. However, properties of such embedded monopoles may be not the same as in the electrodynamics. For example, Dirac monopoles are stable within the U(1) theory, but this does not mean that they should be stable in the SU(2) × U(1) electroweak theory as well. One can also wonder if there exist in addition some other electroweak monopoles, maybe some extended solutions similar to the t’Hooft-Polyakov monopole?

The best known classical solution in the electroweak theory is the sphaleron [15], but it is unstable and neutral, hence it is not at all similar to monopoles. Moreover, the electroweak sphaleron is not even spherically symmetric [16], unless for vanishing mixing angle $\theta_W$ when the U(1) hypercharge field decouples [17], [18]. This may suggest that the electroweak theory admits spherically symmetric solutions only in the $\theta_W \to 0$ limit [19, 20], while for a finite mixing angle the spherical symmetry should be broken [21, 22].

However, an essentially non-Abelian and spherically symmetric monopole solution in the full electroweak theory was found by Cho and Maison (CM) [23]. This solution is somewhat similar to the t’Hooft-Polyakov monopole but there is one important difference: in addition to the regular SU(2) gauge field it contains a Colombian U(1) field which diverges at the origin thus rendering the energy infinite. This feature of the solution is not very appealing and there have been attempts to regularize the monopole energy in some way, but they require to modify the Lagrangian of the theory [24–28]. At the same time, since the Standard Model describes the real world extremely well, it seems to be more logical to take and study the CM monopole as it is, with infinite energy. In any case, its energy certainly becomes finite when gravity is taken into account [29].

A remarkable feature of the CM solution is the fact that it is spherically symmetric and yet exists for nonzero values of the Weinberg angle $\theta_W$. The ansatz constructed by Cho and Maison uses exactly the same SU(2) gauge field as for the spherically symmetric for $\theta_W = 0$ sphaleron (first found by Dashen et al. [17] and later generalized by Witten [30]). However, the Higgs field is not the same as for the sphaleron but rather in the form suggested by Nambu [31]. Within the notation to be used below, here is the Higgs field for the sphaleron and for
the monopole:

\[ \Phi_{\text{sph}} = \phi \exp \left( i \xi \vec{n} \vec{r} / 2 \right) \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad \Phi_{\text{mon}} = \phi \exp \left( i \xi / 2 \right) \begin{pmatrix} -\sin \frac{\vartheta}{2} e^{-i\varphi} \\ \cos \frac{\vartheta}{2} \end{pmatrix}. \]  

(1.2)

Here \( \phi, \xi \) depend on the radial coordinate \( r \) whereas \( \vec{n} = \vec{x} / r \) is the radial unit vector and \( \vec{r} \) are the Pauli matrices. Inserting these expressions into the field equations and using the same form of the SU(2) \( \times \) U(1) gauge field in both cases, the angular variables separate only for \( \theta_W = 0 \) in the sphaleron case and for any \( \theta_W \) in the monopole case.

It seems that the latter fact has gone more or less unnoticed and it remains largely unknown that, apart from the CM monopole, the electroweak theory admits a whole sector of spherically symmetric solutions, static or time-dependent. Below we shall describe this sector by combining \( \Phi_{\text{mon}} \) with the generalized Witten ansatz for the SU(2) gauge field and with the U(1) field. We find that this sector contains magnetic monopoles, their dyon generalizations including the electric field, and also the oscillating solutions. Postponing the discussion of the latter to a separate publication, we shall concentrate below on magnetic monopoles.

Before considering spherically symmetric monopoles, one should say that the Nambu form for the Higgs field in (1.2) was originally proposed within a slightly different context: to describe monopoles connected to a vortex [31]. Specifically, the Higgs field \( \Phi_{\text{mon}} \) in (1.2) does not have a \( \vartheta \rightarrow \pi \) limit, and to cure this one can assume that \( \phi \) vanishes in this limit, thereby producing a vortex (similar to the Z-string [32]) that starts on the monopole and extends along the negative \( z \)-axis. If the vortex is (semi)infinite, then the resulting system is called the Nambu monopole and it cannot be static, since the vortex will be pulling the monopole. The vortex may also have a finite length and terminate some distance away on an antimonopole, then the resulting monopole-antimonopole pair will be spinning around the common center of mass [33].

A different possibility to interpret the Nambu form of the Higgs field is to apply the same procedure as for the Dirac monopole and assume that \( \Phi_{\text{mon}} \) in (1.2) should be used only in the upper hemisphere where it is regular, while in the lower hemisphere one uses its gauge-transformed version \( \tilde{\Phi}_{\text{mon}} = e^{i\varphi} \Phi_{\text{mon}} \) which is regular for \( \vartheta \rightarrow \pi \). The U(1) gauge transformation \( e^{i\varphi} \) relating the two gauges is regular in the equatorial transition region. This provides a globally regular description of a static and spherically symmetric monopole, and it is this approach that we shall adopt.

We find in what follows that the electroweak theory admits in the spherically symmetric sector an infinite number of solutions describing Abelian magnetic monopoles with the magnetic charge \( n = \pm 1, \pm 2, \pm 3, \ldots \) in unites of \( \hbar c / (2e) \). These are the Dirac monopoles embedded
into the electroweak theory. In addition, there is one solution describing the non-Abelian monopole with \( n = \pm 2 \), which is the CM monopole. These solutions were known previously, but this shows that in the spherically symmetric sector there are no other monopoles. Finally, we discover spherically symmetric oscillating solutions which have a finite energy and can be purely electric or neutral.

Our main interest in this text is to analyze the stability of the electroweak monopoles. To the best of our knowledge, this problem has not been addressed before, even for the Abelian electroweak monopoles, although the stability of Dirac monopoles within the pure Yang-Mills theory has been considered [34, 35]. The mathematical aspects of the CM monopole have been studied by Yang who gave the existence proof for this solution [36], but there are no topological or some other arguments to insure that the CM monopole corresponds to an energy minimum. At best, one may argue that the CM monopole minimizes the energy in the spherically symmetric sector, but this does not guarantee that it minimizes the energy with respect to arbitrary deformations as well. At the same time, even though there are no topological arguments for its stability, the CM monopole may be stable dynamically. This issue can be clarified by applying the perturbation theory, as was the case for the t’Hooft-Polyakov monopole away from the Bogomol’nyi limit [37].

In what follows we analyze the stability of the electroweak monopoles with respect to arbitrary perturbations within the linear perturbation theory. We use the method of complex spacetime tetrad and spin-weighted spherical harmonics to separate variables in the perturbation equations, assuming the harmonic time dependence \( e^{\pm i\omega t} \) for the perturbations. This yields a system of 20 ordinary differential equations for 20 functions of the radial coordinate, which describe perturbations of the SU(2) × U(1) gauge field and of the Higgs field. Imposing the background gauge condition reduces the number of equations to 16, which further split into two independent parity groups. In each parity group the equations assume the form of a symmetric multi-channel eigenvalue problem to determine \( \omega^2 \). If there are bound state solutions with \( \omega^2 < 0 \) (negative modes), then the background monopole configuration is unstable.

By applying the Jacobi criterion, we check that the spectra of perturbations around the CM monopole do not contain negative modes in sectors with angular momentum \( j = 0, 1, 2, 3 \). Since an instability in larger \( j \) sectors is unlikely due to the high centrifugal barrier, this strongly indicates that this solutions is stable. Of course, this only concerns stability with respect to small perturbations. We also find that the \( n = \pm 1 \) Abelian monopole is stable, but all Abelian monopole with \( |n| > 1 \) are unstable with respect to perturbations in the sector with \( j = |n|/2 - 1 \). Since the Abelian \( |n| = 2 \) monopole is unstable only in the \( j = 0 \) sector
while the CM monopole is stable and also has $|n| = 2$, it is conceivable that the CM monopole can be viewed as a stable remnant of the decay of the Abelian monopole. One may similarly conjecture that stable remnants exist also for monopoles with $|n| > 2$, hence the CM monopole may be just the first member of a sequence of non-Abelian monopole solutions labeled by their magnetic charge $n$. Only the CM monopole is spherically symmetric while the non-Abelian monopoles with $|n| > 2$ should not be rotationally invariant.

The rest of the text is organized as follows. After describing the electroweak theory in Section II, we present the spherically symmetric ansatz in Section III, describe the spherically symmetric solutions in Section IV, and discuss spherically symmetric perturbations in Section V. Generic perturbations and separation of variables in the perturbation equations are described in Section VI, while Section VII presents the gauge fixing procedure, the discussion of the residual gauge freedom, and splitting into two parity groups. The results of the stability analysis are presented in Section VIII and summarized in Section IX. The desingularization procedure for the spherically symmetric ansatz is described in Appendix A, the electroweak equations in the spherically symmetric case are derived in Appendix B, while the perturbation equations after the variable separation and their Schrödinger form are shown in Appendix C and Appendix D.

II. ELECTROWEAK THEORY

The dimensionful action of the bosonic part of the electroweak theory of Weinberg and Salam (WS) can be represented in the form

$$ S = \frac{1}{c g_0^2} \int \mathcal{L}_{\text{WS}} \sqrt{-g} \, d^4 x $$

with the Lagrangian

$$ \mathcal{L}_{\text{WS}} = \frac{1}{4 g^2} W^a_{\mu\nu} W^{a\mu\nu} - \frac{1}{4 g'^2} B_{\mu\nu} B^{\mu\nu} - (D_\mu \Phi)^\dagger D^\mu \Phi - \frac{\beta}{8} (\Phi^\dagger \Phi - 1)^2, $$

where all fields and couplings as well as the spacetime coordinates $x^\mu$ and metric $g_{\mu\nu}$ are rendered dimensionless by rescaling. The Abelian U(1) and non-Abelian SU(2) field strengths are

$$ B_{\mu\nu} = \partial_\mu B_\nu - \partial_\nu B_\mu, \quad W^a_{\mu\nu} = \partial_\mu W^a_\nu - \partial_\nu W^a_\mu + \epsilon_{abc} W^b_\mu W^c_\nu, $$

while Higgs field $\Phi$ is in the fundamental representation of SU(2) with the covariant derivative

$$ D_\mu \Phi = \left( \partial_\mu - \frac{i}{2} B_\mu - \frac{i}{2} \tau^a W^a_\mu \right) \Phi, $$
where $\tau^a$ are the Pauli matrices. The two coupling constants are $g = \cos \theta_W$ and $g' = \sin \theta_W$, where the physical value of the Weinberg angle is $g'^2 = \sin^2 \theta_W = 0.23$.

The dimensionful (boldfaced) parameters appearing in the action (2.1) are the speed of light $c$ and also $g_0$ related to the electron charge $e$,

$$\frac{e^2}{4\pi \hbar c} = \frac{\hbar c}{4\pi} (g'g_0)^2 \approx \frac{1}{137}. \quad (2.5)$$

The dimensionful fields often used in the literature are $B_\mu = (\Phi^*_0/g')B_\mu$, $W^a_\mu = (\Phi^*_0/g)W^a_\mu$, and $\Phi = \Phi_0\Phi$ where $\Phi_0 = 246$ GeV is the Higgs field vacuum expectation value. The dimensionful coordinates are $x^\mu = L_{WS} x^\mu$ with the electroweak length scale $L_{WS} = 1/(g_0\Phi_0) = 1.52 \times 10^{-16}$ cm.

The theory is invariant under SU(2)$\times$U(1) gauge transformations

$$\Phi \rightarrow U\Phi, \quad W \rightarrow UWU^{-1} + iU\partial_\mu U^{-1}dx^\mu, \quad (2.6)$$

with

$$W = \frac{1}{2} (B_\mu + \tau^a W^a_\mu) dx^\mu, \quad U = \exp \left( i\frac{\Theta}{2} + i\frac{\theta^a}{2} \tau^a \right), \quad (2.7)$$

where $\Theta$ and $\theta^a$ are functions of $x^\mu$. Varying the action gives the equations,

$$\nabla^\mu B_{\mu\nu} = g'^2 \frac{i}{2} (\Phi^\dagger D_\nu \Phi - (D_\nu \Phi)^\dagger \Phi) \equiv g'^2 J_\nu, \quad (2.8)$$

$$D^\mu W^a_\mu = g^2 \frac{i}{2} (\Phi^\dagger \tau^a D_\nu \Phi - (D_\nu \Phi)^\dagger \tau^a \Phi) \equiv g^2 J^a_\nu,$$

$$D_\mu D^\mu \Phi - \frac{\beta}{4} (\Phi^\dagger \Phi - 1)\Phi = 0,$$

with $D_\mu W^a_{\alpha\beta} = \nabla_\mu W^a_{\alpha\beta} + \epsilon_{abc} W^b_\mu W^c_{\alpha\beta}$, where $\nabla_\mu$ is the geometrical covariant derivative with respect to the spacetime metric. Varying the action with respect to the latter determines the energy-momentum tensor

$$T_{\mu\nu} = \frac{1}{g^2} W^a_{\mu\sigma} W^{a\sigma}_\nu + \frac{1}{g'^2} B_{\mu\sigma} B^{\sigma}_\nu + (D_\mu \Phi)^\dagger D_\nu \Phi + (D_\nu \Phi)^\dagger D_\mu \Phi + g_{\mu\nu}L_{WS}. \quad (2.9)$$

The vacuum is defined as the configuration with $T_{\mu\nu} = 0$. Modulo gauge transformations, it can be chosen as

$$W^a_\mu = B_\mu = 0, \quad \Phi = \begin{pmatrix} 0 \\ 1 \end{pmatrix}. \quad (2.10)$$

Allowing for small fluctuations around the vacuum and linearising the field equations with respect to the fluctuations gives the perturbative mass spectrum containing the massless photon and the massive Z, W and Higgs bosons with dimensionless masses

$$m_Z = \frac{1}{\sqrt{2}}, \quad m_W = gm_Z, \quad m_H = \sqrt{3} m_Z. \quad (2.11)$$
Multiplying these by $\mathbf{e}\Phi_0/(gg')$ gives the dimensionful masses, for example one has $m_Z c^2 = e\Phi_0/(\sqrt{2}gg') \approx 91$ GeV. Using the Higgs mass $m_H c^2 \approx 125$ GeV yields the value $\beta \approx 1.88$.

Summarizing, the dimensionless parameters in the equations are

$$g'^2 = 0.23, \quad g^2 = 1 - g'^2, \quad \beta = 1.88.$$  \hspace{1cm} (2.12)

We shall adopt the definition of Nambu for the electromagnetic and Z fields [31],

$$F_{\mu\nu} = \frac{g}{g'} B_{\mu\nu} + \frac{g'}{g} n^a W^a_{\mu\nu}, \quad Z_{\mu\nu} = B_{\mu\nu} - n^a W^a_{\mu\nu},$$  \hspace{1cm} (2.13)

where $n^a = \Phi^\dagger \tau^a \Phi/(\Phi^\dagger \Phi)$. This definition is not unique [38] but it gives more satisfactory results [39] than the other known definitions [4]. In general, away from the Higgs vacuum, the 2-forms (2.13) are not closed and do not admit potentials, however, there is no reason why the Maxwell equations should hold off the Higgs vacuum.

### III. SPHERICAL SYMMETRY

To describe spherically symmetric fields, it is convenient to represent the background Minkowski metric as

$$g_{\mu\nu} dx^\mu dx^\nu = -dt^2 + dr^2 + r^2 \left( d\vartheta^2 + \sin^2 \vartheta d\varphi^2 \right),$$  \hspace{1cm} (3.1)

which is invariant under the action of the SO(3) spatial rotations.

The spherically symmetric gauge fields should be invariant under the combined action of the spatial rotations and gauge transformations [40]. Let $T_a = \frac{1}{2} \tau_a$ be the SU(2) gauge group generators such that $[T_a, T_b] = i\epsilon_{abc} T_c$. The SO(3)-invariant SU(2) gauge field $W = T_a W^a dx^\mu$ can be represented in the form that generalizes the well-known ansatz of Witten [30],

$$W = T_3 \left( a_0 dt + a_1 dr \right) + (w_2 T_1 + w_1 T_2) d\vartheta$$

$$+ \nu \left( w_2 T_2 - w_1 T_1 \right) \sin \vartheta d\varphi + T_3 \nu \cos \vartheta d\varphi.$$  \hspace{1cm} (3.2)

Here $a_0, a_1, w_1, w_2$ are functions of $t, r$ and $\nu$ is a constant parameter. Written in this gauge, the field is singular at the z-axis (we call it singular gauge), but the singularity can be removed if $\nu \in \mathbb{Z}$, as explained in Appendix A. In addition, if $w_1 = w_2 = 0$ then half-integer values of $\nu$ are allowed as well, $2\nu \in \mathbb{Z}$. One could in principle always work in the regular gauge described by Eq.(A.2) in Appendix A, but the gauge (3.2) is much easier to use because nothing depends on the azimuthal angle $\varphi$. Since the field equations are gauge invariant, it suffices to use (3.2) and show that its singularity can be gauged away, as explained in Appendix A.
The spherically symmetric U(1) gauge field is
\[ B_\mu dx^\mu = b_0 \, dt + b_1 \, dr + P \cos \vartheta \, d\varphi, \quad (3.3) \]
where \( b_0 \) and \( b_1 \) depend on \( t, r \) and \( P \) is a constant. This field is also singular at the \( z \)-axis, but its singularity can also be gauged away, as shown in Appendix A.

Finally, the spherically symmetric Higgs field is
\[ \Phi = \begin{pmatrix} 0 \\ \phi \, e^{i\xi/2} \end{pmatrix} = \phi \, e^{i\xi/2} \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad (3.4) \]
where \( \phi \) and \( \xi \) depend on \( t, r \). This is the gauge-transformed version of the monopole field in (1.2). Specifically, Eq.(1.2) corresponds to the gauge where the SU(2) field is regular and given by Eq.(A.2), while (3.4) shows the same thing when the SU(2) field is written in the singular gauge (3.2) (see Appendix A). For comparison, the similarly gauge-transformed version of the sphaleron field from (1.2) is given by \( \Phi_{\text{sph}}^{\text{sing}} \) in (A.15), in which case the angular dependence separates only for \( \theta_W = 0 \) when the U(1) field is absent.

On the other hand, injecting (3.2)–(3.4) to the WS equations (2.8), the angular dependence separates for arbitrary \( \theta_W \) yielding differential equations for functions \( a_0, a_1, w_1, w_2, b_0, b_1, \phi, \xi \) depending on \( t, r \). One also obtains conditions for the parameters \( \nu \) and \( P \). All these are shown in Appendix B.

The equations can be simplified by noting that the ansatz (3.2)–(3.4) preserves its form under gauge transformations (2.6) generated by
\[ U = \exp \left( i \frac{\lambda}{2} + i \frac{\gamma}{2} \tau_3 \right), \quad (3.5) \]
where \( \lambda, \gamma \) depend on \( t, r \). Its effect on the 8 field amplitudes is
\[ \begin{align*}
w_1 &\to w_1 \cos \gamma - w_2 \sin \gamma, \\
w_2 &\to w_1 \sin \gamma + w_2 \cos \gamma, \\
a_0 &\to a_0 + \dot{\gamma}, \\
a_1 &\to a_1 + \gamma', \\
b_0 &\to b_0 + \dot{\lambda}, \\
b_1 &\to b_1 + \lambda', \\
\phi &\to \phi, \\
\xi &\to \xi + \lambda - \gamma, \\
\phi &\to \phi.
\end{align*} \quad (3.6) \]
Setting \( w_1 = f \cos \alpha \) and \( w_2 = f \sin \alpha \) so that \( f \to f, \alpha \to \alpha + \gamma \), the following 4 combinations
\[ \begin{align*}
\Omega_0 &= a_0 - \dot{\alpha}, \\
\Omega_1 &= a_1 - \alpha', \\
\Theta_0 &= a_0 - b_0 + \dot{\xi}, \\
\Theta_1 &= a_1 - b_1 + \xi',
\end{align*} \quad (3.7) \]
and also \( f, \phi \) do not change under gauge transformations. As shown in Appendix B, the equations can be expressed only in terms of these 6 gauge-invariant amplitudes, while \( \alpha, \xi \) correspond to pure gauge degrees of freedom and drop out form the equations.

One obtains in this way second order differential equations for functions depending on \( t, r \), but also first order differential constraints and algebraic constraints (see Appendix B). The first algebraic constraints reads
\[ (P - \nu) \phi^2 = 0, \quad (3.8) \]
and since the Higgs amplitude $\phi$ cannot vanish identically because it should approach the unit value at infinity (Higgs vacuum), it follows that one should set

$$P = \nu.$$  \hfill (3.9)

After this the second algebraic constraint reduces to

$$(\nu^2 - 1)f = 0,$$  \hfill (3.10)

hence either $\nu^2 = 1$ or $f = 0$. Let us first consider the option in which the $f$-amplitude can be non-trivial,

$$P = \nu = \pm 1.$$  \hfill (3.11)

The equations for the $f$ and $\phi$ then read

$$f'' - \ddot{f} = \left(\frac{f^2 - 1}{r^2} + \Omega_1^2 - \Omega_0^2 + \frac{g^2}{2} \phi^2\right) f,$$

$$\frac{1}{r^2} (r^2 \phi')' - \ddot{\phi} = \frac{1}{4} \left(\beta (\phi^2 - 1) + \Theta_1^2 - \Theta_0^2 + \frac{2}{r^2} f^2\right) \phi,$$  \hfill (3.12)

while the equations for the electric amplitudes are

$$\left(\frac{r^2 (\Omega_0' - \dot{\Omega}_1)}{r^2}\right)' = 2 f^2 \Omega_0 + \frac{g^2}{2} r^2 \phi^2 \Theta_0,$$

$$r^2 \left(\frac{\Omega_0' - \dot{\Omega}_1}{r^2}\right)' = 2 f^2 \Omega_1 + \frac{g^2}{2} r^2 \phi^2 \Theta_1,$$

$$\left(\frac{r^2 (\Theta_0' - \dot{\Theta}_1)}{r^2}\right)' = 2 f^2 \Theta_0 + \frac{1}{2} r^2 \phi^2 \Theta_0,$$

$$r^2 \left(\frac{\Theta_0' - \dot{\Theta}_1}{r^2}\right)' = 2 f^2 \Theta_1 + \frac{1}{2} r^2 \phi^2 \Theta_1.$$  \hfill (3.13)

In addition there are two first order differential conditions

$$(f^2 \Omega_1)' = (f^2 \Omega_0)' , \quad (r^2 \phi^2 \Theta_1)' = r^2 (\phi^2 \Theta_0)' ,$$  \hfill (3.14)

but these are not independent and follow form (3.13) since the $t$-derivatives of the first and third equations in (3.13) should coincide with the $r$-derivatives of the second and fourth equations.

To the best of our knowledge, Eqs.(3.12)–(3.14) have never been described in the literature. Although $\nu$ does not appear explicitly in these equations, they are valid only for $\nu = \pm 1$ if $f \neq 0$. If $\nu \neq \pm 1$ then one should according to (3.10) set everywhere $f = 0$ (the $\nu = \pm 1$ values are then also allowed).

We shall also need the expression for the energy,

$$E = 4\pi \int_0^\infty r^2 T_{00} \, dr = 4\pi \int_0^\infty \left(\mathcal{E}_\phi + \frac{\mathcal{E}_f}{g^2} + \frac{\mathcal{E}_\nu}{g^2} + \mathcal{E}_\nu\right) \, dr ,$$  \hfill (3.15)
where
\[ E_f = U_f + U_\Omega + \frac{r^2}{2} \left( \Omega'_0 - \dot{\Omega}_1 \right)^2, \]
\[ E_\phi = r^2(U_\phi + U_\Theta) + \frac{f^2 \phi^2}{2} + \frac{\beta}{8} \phi^2 - 1)^2, \]
\[ E_0 = \frac{r^2}{2} \left( \Omega'_0 - \dot{\Omega}_1 - \Theta'_0 + \dot{\Theta}_1 \right)^2, \]
\[ E_\nu = \frac{1}{2g^2r^2} \left( \frac{\nu^2}{g^2} - 1 + (f^2 - 1)^2 \right), \] (3.16)
and also
\[ U_f = f'^2 + f^2, \quad U_\phi = \phi'^2 + \phi^2, \]
\[ U_\Omega = (\Omega^2_1 + \Omega^2_0) f^2, \quad U_\Theta = (\Theta^2_1 + \Theta^2_0) \phi^2, \] (3.17)

We notice that \( \nu \) appears explicitly in the \( E_\nu \) term in (3.16). According to (3.10), one should set \( \nu = \pm 1 \) if \( f \neq 0 \), in which case
\[ E_\nu = \frac{(f^2 - 1)^2}{2g^2r^2} + \frac{1}{2g^2r^2}. \] (3.18)
If \( \nu \neq \pm 1 \) then \( f = 0 \) and
\[ E_\nu = \frac{\nu^2}{2g^2g'^2r^2}. \] (3.19)
The \( E_\nu \)-term renders the energy divergent, unless if \( \nu = 0 \). This divergence is due to the presence of a pointlike magnetic charge.

Let us see what is known about solutions of these equations.

**IV. SOLUTIONS**

Let us assume that nothing depends on time. Then the constraints (3.14) imply that
\[ \Omega_1 = \frac{C_1}{f^2}, \quad \Theta_1 = \frac{C_2}{\phi^2r^2}, \] (4.1)
where \( C_1, C_2 \) are integration constants. Injecting this into the second and forth equations in (3.13), the left hand sides of the equations vanish, while the right hand sides reduce to
\[ C_1 + \frac{g^2}{4} C_2 = 0, \quad C_1 + \frac{1}{4} C_2 = 0, \] (4.2)
hence \( C_1 = C_2 = 0 \) and \( \Omega_1 = \Theta_1 = 0 \). Eqs.(3.12),(3.13) reduce to
\[ f'' = \left( \frac{f^2 - 1}{r^2} - \Omega^2_0 + \frac{g^2}{2} \phi^2 \right) f, \]
\[ \frac{1}{r^2} (r^2 \phi')' = \frac{1}{4} \left( \beta (\phi^2 - 1) - \Theta^2_0 + \frac{2f^2}{r^2} \right) \phi, \]
\[ \frac{1}{r^2} (r^2 \Omega_0)' = \frac{2f^2}{r^2} \Omega_0 + \frac{g^2 \phi^2}{2} \Theta_0, \]
\[ \frac{1}{r^2} (r^2 \Theta_0)' = \frac{2f^2}{r^2} \Omega_0 + \frac{\phi^2}{2} \Theta_0. \] (4.3)
We shall be mainly interested in the purely magnetic case when the electric field is absent. Setting $\Omega_0 = \Theta_0 = 0$, the equations reduce to

\[ f'' = \left( \frac{f^2 - 1}{r^2} + \frac{g^2}{2} \phi^2 \right) f, \]
\[ \frac{1}{r^2} (r^2 \phi')' = \frac{1}{4} \left( \beta (\phi^2 - 1) + \frac{2f^2}{r^2} \right) \phi \]  \hspace{1cm} (4.4)

with the energy

\[ E = 4\pi \int_0^\infty \left( B + \frac{1}{2} A \right) dr \]  \hspace{1cm} (4.5)

where

\[ B = \frac{1}{g^2} f'^2 + r^2 \phi'^2, \quad A = \frac{(f^2 - 1)^2}{2g^2 r^2} + f^2 \phi^2 + \frac{\nu^2 - g^2}{4g^2 r^2}. \]  \hspace{1cm} (4.6)

**A. Abelian electroweak monopoles**

The simplest solution of (4.4) is given by

\[ f = 0, \quad \phi = 1, \quad 2\nu \in \mathbb{Z}. \]  \hspace{1cm} (4.7)

Notice that, since $f = 0$, the parameter $\nu$ can assume both integer and half-integer values (see Appendix A). The U(1) and SU(2) gauge fields are

\[ B = \nu \cos \vartheta d\varphi, \quad W = T_3 B, \]  \hspace{1cm} (4.8)

which define the electromagnetic field (2.13) whose potential (passing for a moment to the dimensionful quantities like $x^\mu = x^\mu/((\Phi_0 g_0))$) reads

\[ A = A_\mu dx^\mu = \Phi_0 \left( \frac{g}{g'} B_\mu + \frac{g'}{g} W_\mu \right) \frac{dx^\mu}{\Phi_0 g_0} = \frac{\nu}{g g'} \cos \vartheta \, d\varphi = \frac{\hbar c}{e} \nu \cos \vartheta \, d\varphi \equiv P \cos \vartheta \, d\varphi. \]  \hspace{1cm} (4.9)

This is the potential of the Dirac monopole with the magnetic charge

\[ P = \frac{\hbar c}{e} \nu. \]  \hspace{1cm} (4.10)

Applying the gauge transformations (A.12), the potential $A$ can be transformed into two locally regular forms $A_\pm$. Since $\nu$ can be integer or half-integer,

\[ n = 2\nu \in \mathbb{Z}, \]  \hspace{1cm} (4.11)

the magnetic charge automatically fulfills the Dirac quantization condition

\[ \frac{eP}{\hbar c} = \frac{n}{2} \quad \text{with} \quad n = \mathbb{Z}. \]  \hspace{1cm} (4.12)
FIG. 1. Profiles of $f(r)$ and $\phi(r)$ for the CM monopole.

Of course, this is not a coincidence but the consequence of (4.11), which in turn follows from the standard argument leading to the charge quantization described by Eqs. (A.11)–(A.14) in Appendix A.

As a result, we obtain the Abelian Dirac monopoles embedded into the electroweak theory. These solutions can be generalized to include an electric field, since Eqs. (4.3) are solved by $f = \Theta_0 = 0$, $\phi = 1$, $\Omega_1 = Q/r$, hence

$$B = \frac{Q}{r} \, dt + \nu \cos \vartheta d\varphi, \quad W = T_3 B,$$

which corresponds to the dyon with the electric charge $Q$ and magnetic charge $n = 2\nu$.

B. The non-Abelian monopole of Cho and Maison

A less trivial situation arises for $\nu = \pm 1$, hence for the magnetic charge $n = \pm 2$. Eqs. (4.4) then admit a smooth solution for which the amplitudes $f, \phi$ interpolate between the following asymptotic values:

$$f = 1 + \mathcal{O}(r^2), \quad \phi = \mathcal{O}(r^\delta) \quad \text{for} \quad r \to 0$$

with $\delta = (\sqrt{3} - 1)/2$ and

$$f = \mathcal{O} \left( e^{-m_\infty r} \right), \quad \phi = 1 + \mathcal{O} \left( e^{-m_\infty r} \right) \quad \text{for} \quad r \to \infty.$$  

This solution can be obtained numerically, see Fig.1, and its existence was proven in [36]. At infinity the fields approach those for the magnetic monopole with $n = \pm 2$, while at the origin the non-Abelian fields are regular and their contribution to the energy is finite. However, the $U(1)$ contribution to the energy is infinite. The energy can be represented as $E = E_0 + E_1$. 
where $E_1$ is finite but $E_0$ diverges,

$$E_0 = \frac{2\pi}{g^2} \int_0^\infty \frac{dr}{r^2},$$

$$E_1 = 4\pi \int_0^\infty dr \left( \frac{1}{g^2} \left( \frac{(f^2 - 1)^2}{2r^2} + f'^2 \right) + (r\phi')^2 + \frac{r^2\beta}{8}(\phi^2 - 1)^2 + \frac{1}{2}(f\phi)^2 \right). \quad (4.16)$$

This solution can be generalized by adding the electric amplitudes $\Omega_0$ and $\Theta_0$ and solving Eqs.(4.3).

C. Oscillating solutions

The only possibility to obtain finite energy solutions is to choose $\nu = 0$, in which case the singular at the origin term $E_\nu$ in (3.16) vanishes. One should then set $f = 0$ and Eqs.(3.12),(3.13) reduce to

$$\frac{1}{r^2} (r^2\phi')' - \ddot{\phi} = \frac{1}{4} \left( \beta(\phi^2 - 1) + \Theta_1^2 - \Theta_0^2 \right) \phi,$$

$$\frac{1}{r^2} \left( r^2(\Omega'_0 - \Omega_1) \right)' = \frac{g^2}{2} \phi^2 \Theta_0,$$

$$\frac{1}{r^2} \left( r^2(\Theta'_0 - \Theta_1) \right)' = \frac{1}{2} \phi^2 \Theta_0,$$

$$\left( \Omega_0' - \Omega_1 \right)' = \frac{g^2}{2} \phi^2 \Theta_1,$$

$$\left( \Theta_0' - \Theta_1 \right)' = \frac{1}{2} \phi^2 \Theta_1. \quad (4.17)$$

One can show that non-trivial static solutions of these equations have infinite energy. However, there are time-dependent solutions with a finite energy. Solutions of this type were previously studied assuming the sphaleron anstaz (1.2) for the Higgs field, in which case the fields are not spherically symmetric, unless for $\theta_W = 0$ [19–22]. On the other hand, Eqs.(4.17) describe spherically symmetric systems for any $\theta_W$.

Let us set the gauge fields to zero, $\Omega_0 = \Omega_1 = \Theta_0 = \Theta_1 = 0$. Rescaling the spacetime coordinates via $t \to 2/\sqrt{\beta} t$ and $r \to 2/\sqrt{\beta} r$, the remaining Higgs equation reduces to

$$\frac{1}{r^2} (r^2\phi')' - \ddot{\phi} = (\phi^2 - 1)\phi. \quad (4.18)$$

This equation has been extensively studied, and it is known that it describes oscillons – oscillating quaziperiodic configurations with a finite energy [41–43]. Oscillons are well-localized in space during a certain period of time but finally they decay into a pure radiation. However, their lifetime, that is the period when they remain localized, can be very large, depending on the initial values. In principle, their lifetime can be comparable with the age of the universe. We therefore discover that the electroweak theory admits spherically symmetric oscillons, which, to the best of our knowledge, has never been observed before. We shall present separately their detailed analysis as well as more general solutions of (4.17) [44].
V. SPERICALLY SYMMETRIC PERTURBATIONS

Consider small perturbations around a static and purely magnetic background

\[ f(r) \to f(r) + \delta f(t, r), \quad \phi(r) \to \phi(r) + \delta \phi(t, r), \]  

and also

\[ \Omega_0(t, r) = \delta \Omega_0(t, r), \quad \Omega_1(t, r) = \delta \Omega_1(t, r), \]
\[ \Theta_0(t, r) = \delta \Theta_0(t, r), \quad \Theta_1(t, r) = \delta \Theta_1(t, r). \]  

Injecting this to Eqs.(3.12)–(3.13) and linearizing with respect to the perturbations, the linearized equations split into two independent groups containing, respectively, the perturbation described by (5.19) and those in (5.20).

A. Perturbations of the CM monopole

Setting

\[ \delta f(t, r) = e^{i \omega t} \psi_1(r), \quad \delta \phi(t, r) = \frac{1}{gr^2} e^{i \omega t} \psi_2(r), \]  

injecting to (3.12) and linearizing yields the two-channel eigenvalue problem

\[ \left( -\frac{d^2}{dr^2} + \hat{V} \right) \Psi = \omega^2 \Psi \quad \text{with} \quad \Psi = \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix}, \]  

where the potential \( \hat{V} \) is a symmetric 2 \times 2 matrix with components

\[ V_{11} = \frac{g^2}{2} \phi^2 + 3 \frac{f^2}{r^2} - 1, \quad V_{22} = \frac{\beta}{4} (3 \phi^2 - 1) + \frac{f^2}{2r^2}, \quad V_{12} = V_{21} = \frac{gf \phi}{r}. \]  

Linearizing similarly Eqs.(3.13),(3.14) with respect to perturbations and setting

\[ \delta \Omega_1(t, r) = \frac{g e^{i \omega t}}{f} \psi_1(r), \quad \delta \Theta_1(t, r) = \frac{2 e^{i \omega t}}{r \phi} \psi_2(r), \]
\[ \delta \Omega_0(t, r) = \frac{g e^{i \omega t}}{i \omega} \frac{1}{f^2} (f \psi_1)' , \quad \delta \Theta_0(t, r) = \frac{2 e^{i \omega t}}{i \omega} \frac{1}{r^2 \phi^2} (r \phi \psi_2)' \]  

yields again the eigenvalue problem of the form (5.22) with the following components of the potential matrix

\[ V_{11} = \frac{f^2 + 1}{r^2} + 2 \frac{f^2}{f^2} - \frac{g^2 \phi^2}{2}, \quad V_{12} = V_{21} = \frac{f \phi}{r}, \]
\[ V_{22} = 2 \left( \frac{(r \phi)'}{r \phi} \right)^2 + \frac{\phi^2}{2} + \frac{\beta}{4} (1 - \phi)^2 - \frac{f^2}{2r^2}. \]
Let us assume $f, \phi$ to be those for the CM monopole. One should study the 2-channel eigenvalue problems (5.22) with the potential given by either (5.23) or by (5.25) to see if there is a negative part of spectra of $\omega^2$. As will be shown in Section VIII below, the spectra of $\omega^2$ are positive in both cases.

As a result, the CM monopole is stable with respect to fluctuations within the spherically symmetric sector. However, it may be unstable with respect to more general perturbations. For example, since it has the magnetic charge $n = \pm 2$, it could in principle split into two monopoles with $n = \pm 1$ via developing an instability in the axially-symmetric sector. Therefore, one should study the more general perturbations, but this requires a much more involved analysis to be described in the following Sections.

B. Perturbations of the Abelian monopole

For the Abelian monopole with $\nu = \pm 1$ and $f = 0, \phi = 1$ the above perturbation equations do not apply because (5.24) contains $f$ in the denominator. In addition, using the function $f = \sqrt{w_1^2 + w_2^2}$ would make no sense within the linear perturbation theory for small $w_1$ and $w_2$. We shall describe in Section VIII below how to handle the problem in a gauge-invariant way, but for the time being let us return to the original amplitudes $w_1, w_2, a_0, a_1, b_0, b_1, \xi$. They all vanish (modulo gauge transformations) for the monopole background, hence they are small for small fluctuations, while the Higgs field is $\phi = 1 + \delta \phi$.

Linearizing Eqs. (B.3)–(B.5), one obtains three decoupled from each other equations

$$w_1'' - \ddot{w}_1 = \left(\frac{g^2}{2} - \frac{1}{r^2}\right) w_1, \quad w_2'' - \ddot{w}_2 = \left(\frac{g^2}{2} - \frac{1}{r^2}\right) w_2, \quad \frac{1}{r^2} \left(r^2 \delta \phi'\right)' - \delta \ddot{\phi} = \frac{\beta}{2} \delta \phi,$$

and five coupled equations

$$
(r^2(a_0' - \dot{a}_1))' - \frac{g^2 r^2}{2} (a_0 - b_0 + \dot{\xi}) = 0, \quad (r^2(a_0' - \dot{a}_1))' - \frac{g^2 r^2}{2} (a_1 - b_1 + \dot{\xi}) = 0, \\
(r^2(b_0' - \dot{b}_1))' + \frac{g^2 r^2}{2} (a_0 - b_0 + \dot{\xi}) = 0, \quad (r^2(b_0' - \dot{b}_1))' + \frac{g^2 r^2}{2} (a_1 - b_1 + \dot{\xi}) = 0, \\
(r^2(a_1 - b_1 + \dot{\xi}))' = \left(r^2(a_0 - b_0 + \dot{\xi})\right)'.
$$

The last equation here can be fulfilled by setting

$$r^2(a_1 - b_1 + \dot{\xi}) = \Psi, \quad r^2(a_0 - b_0 + \dot{\xi}) = \Psi',$$

which implies that the other four equations in (5.27) can be integrated yielding

$$r^2(a_0' - \dot{a}_1) = \frac{g^2}{2} \Psi, \quad r^2(b_0' - \dot{b}_1) = -\frac{g^2}{2} \Psi,$$
hence
\[ (a_0 - b_0)' - (a_1 - b_1)' = \frac{\Psi}{2r^2}. \] (5.30)

On the other hand, one obtains from (5.28)
\[ a_0 - b_0 = \frac{\Psi'}{r^2} - \dot{\xi}, \quad a_1 - b_1 = \frac{\dot{\Psi}}{r^2} - \xi', \] (5.31)
injecting which to (5.30) gives
\[ \left( \frac{\Psi'}{r^2} \right)' - \left( \frac{\dot{\Psi}}{r^2} \right) = \frac{\Psi}{2r^2}, \] (5.32)
which reduces upon setting \( \Psi = e^{i\omega t} \psi(r) \) to
\[ \left( -\frac{d^2}{dr^2} + \frac{2}{r^2} + \frac{1}{2} \right) \psi = \omega^2 \psi. \] (5.33)
Setting \( w_a = e^{i\omega t} \psi_a(r) \) with \( a = 1, 2 \) and \( \delta \phi = e^{i\omega t} \psi_3(r)/r \) the three decoupled equations in (5.26) reduce to
\[ \left( -\frac{d}{dr^2} - \frac{1}{r^2} + \frac{g^2}{2} \right) \psi_a = \omega^2 \psi_a, \quad a = 1, 2, \] (5.34)
and to
\[ \left( -\frac{d^2}{dr^2} + \frac{\beta}{2} \right) \psi_3 = \omega^2 \psi_3. \] (5.35)
As a result, spherically symmetric perturbations of the Abelian monopole split into four independent channels containing the \( Z \)-boson described by (5.33), the complex-valued \( W \)-boson described by two real equations (5.34), and the Higgs boson described by (5.35).

One might think that only one of the two equations (5.34) describing \( w_1 \) and \( w_2 \) should be counted, since the local gauge symmetry \( w_1 \rightarrow \tilde{w}_1 = w_1 \cos \gamma - w_2 \sin \gamma \) and \( w_2 \rightarrow \tilde{w}_2 = w_1 \sin \gamma + w_2 \cos \gamma \) contained in (3.6) can be used to set \( \tilde{w}_2 = 0 \). However, this would require choosing the gauge parameter \( \gamma \) such that \( \tan \gamma = -w_2/w_1 \). Since \( w_1 \) and \( w_2 \) oscillate around zero, the derivatives of \( \gamma \) would then be unbounded. The gauge transformations of the other amplitudes in (3.6), as for example \( a_0 \rightarrow a_0 + \dot{\gamma} \) and \( a_1 \rightarrow a_1 + \gamma' \), would be unbounded too. However, within the linear perturbation theory all amplitudes should be small, hence such gauge transformations are not allowed. Therefore, one cannot gauge away one of the two amplitudes \( w_1 \) and \( w_2 \) and each of them should be counted. This will be independently confirmed by the analysis in Section VIII.

Notice finally that the perturbation potentials in the \( Z \) and Higgs channels are positive, hence \( \omega^2 > 0 \). However, in the \( W \)-channel the potential admits infinitely many bound states
with negative and arbitrarily large $\omega^2$. This issue will be discussed in more detail in Section VIII. As a result, the Abelian monopole with $n = 2\nu = \pm 2$ is unstable with respect to fluctuations in the spherically symmetric sector. This conclusion does not apply to monopoles with $\nu \neq \pm 1$ since in that case one has $w_1 = w_2 = 0$ and the spherically symmetric $W$-perturbation channel is closed.

VI. GENERIC PERTURBATIONS

Let us consider small fluctuations around a background configuration $(W^a_\mu, B_\mu, \Phi)$,

$$W^a_\mu \rightarrow W^a_\mu + \delta W^a_\mu, \quad B_\mu \rightarrow B_\mu + \delta B_\mu, \quad \Phi \rightarrow \Phi + \delta \Phi. \quad (6.36)$$

Inserting to (2.8) and linearizing with respect to $\delta W^a_\mu, \delta B_\mu, \delta \Phi$ gives the perturbation equations

$$\nabla_\mu \nabla^\mu \delta B_\nu - \frac{g'^2}{2} \left( \Phi^\dagger (\delta B_\nu + \tau_a \delta W^a_\nu) \Phi + 2i \left( \delta \Phi^\dagger D_\nu \Phi - (D_\nu \Phi)^\dagger \delta \Phi \right) \right)$$

$$= \nabla_\nu \left( \nabla_\mu \delta B_\mu - \frac{ig'^2}{2} \left( \delta \Phi^\dagger \Phi - \Phi^\dagger \delta \Phi \right) \right),$$

$$D_\mu D^\mu \delta W^a_\nu + 2\epsilon_{abc} W^b_\nu \delta W^c_\mu - \frac{g'^2}{2} \left( \Phi^\dagger (\tau_a \delta B_\nu + \delta W^a_\nu) \Phi + 2i \left( \delta \Phi^\dagger \tau_a D_\nu \Phi - (D_\nu \Phi)^\dagger \tau_a \delta \Phi \right) \right)$$

$$= D_\nu \left( D_\mu \delta W^{a\mu} - \frac{ig'^2}{2} \left( \delta \Phi^\dagger \tau_a \Phi - \Phi^\dagger \tau_a \delta \Phi \right) \right),$$

$$D_\mu D^\mu \delta \Phi - i \left( \delta B_\mu + \tau_a \delta W^a_\mu \right) D^\mu \Phi - \frac{\beta}{4} \left( \delta \Phi^\dagger \Phi^\dagger + \Phi^\dagger \delta \Phi \right) - \frac{\beta}{4} \left( \Phi^\dagger \Phi - 1 \right) \delta \Phi$$

$$= \frac{i}{2} \left( \nabla_\mu \delta B^\mu + \tau_a D_\mu \delta W^a_\mu \right) \Phi. \quad (6.37)$$

The gauge symmetry is now expressed by the linearized version of transformations (2.6), that is, Eqs. (6.37) are invariant under the replacement

$$\delta \Phi \rightarrow \delta \Phi + \frac{i}{2} \left( \delta \Theta + \tau_a \delta \theta^a \right) \Phi, \quad \delta B_\mu \rightarrow \delta B_\mu + \partial_\mu \delta \Theta, \quad \delta W^a_\mu \rightarrow \delta W^a_\mu + D_\mu \delta \theta^a, \quad (6.38)$$

where $\delta \Theta, \delta \theta^a$ are functions of $t, r, \vartheta, \varphi$.

A. Separation of variables

Let us assume the background fields to be static, spherically symmetric and purely magnetic. It is described by Eqs.(3.2)–(3.4) where one sets $\Omega_0 = \Omega_1 = \Theta_0 = \Theta_1 = 0$ to eliminate the electric fields and for simplicity sets to zero also the pure gauge functions $\alpha, \xi$, which yields

$$W = f(r) \left[ T_2 d\vartheta - \nu T_1 \sin \vartheta \, d\varphi \right] + T_3 \nu \cos \vartheta \, d\varphi, \quad B = \nu \cos \vartheta \, d\varphi, \quad \Phi = \begin{pmatrix} 0 \\ \phi(r) \end{pmatrix}. \quad (6.39)$$
The parameter $\nu$ can be integer or half-integer and fulfills $(\nu^2 - 1)f = 0$. Injecting this to the perturbation equations (6.37) and assuming the perturbations to depend on $t, r, \vartheta, \varphi$, the first step is to separate the variables. This is a non-trivial task because different component of perturbations have different spin and different isospin, and since spin, isospin and the orbital angular momentum are all coupled, this leads to a rather complex angular dependence.

Fortunately, there is a powerful method to treat similar problems, originally proposed within the context of the Newman-Penrose approach in the General Relativity [45]. The method is based on introducing the complex-valued spacetime tetrad $\theta^\alpha = \theta^\alpha_\mu dx^\mu$ consisting of 1-forms

$$
\theta^0 = dt, \quad \theta^1 = dr, \quad \theta^2 = \frac{r}{\sqrt{2}}(d\vartheta - i \sin \vartheta d\varphi), \quad \theta^3 = (\theta^2)^*,
$$

(6.40)

whose scalar products determine the tetrad metric $\eta^{\alpha\beta} = (\theta^\alpha, \theta^\beta)$ with the only non-vanishing elements $\eta_{00} = -1, \eta_{11} = \eta_{23} = \eta_{32} = 1$. It is worth noting that $\theta^2$ and $\theta^3$ are null, $(\theta^2, \theta^2) = (\theta^3, \theta^3) = 0$. In addition, instead of the Lie-algebra basis $T_a$ used in (3.2) one uses new generators $L^1 = T^1 - i T^2$, $L^2 = T^1 + i T^2$, $L^3 = T^3$. The perturbations are decomposed as

$$
\delta B_\mu = b_\alpha \theta^\alpha_\mu, \quad \delta W^a_\mu T_a = w^b_\alpha \theta^\alpha_\mu L_b,
$$

(6.41)

and it turns out that the angular dependence of the tetrad projections $b_\alpha$ and $w^b_\alpha$ as well as that of the two Higgs components $\delta \Phi^A (A = 1, 2)$ is given in terms of the spin-weighted spherical harmonics $sY_{jm}(\vartheta, \varphi)$ [46]. Here the indices $j, m$ are the usual orbital and azimuthal quantum numbers, while the spin weight $s$ can be integer or half-integer and encodes information about the spin and isospin of perturbations. One has $j = |s|, |s| + 1, \ldots$ and $m = -j, -j + 1, \ldots, j$. The functions $sY_{jm}(\vartheta, \varphi)$ coincide with the usual spherical harmonics $Y_{jm}(\vartheta, \varphi)$, while for non-zero and integer values of $s$ they can be generated by the lowering $L^-$ and raising $L^+$ operators defined by

$$
L^- sY_{jm} = \pm \sqrt{(j \pm s)(j \mp s + 1)} s_{j+1}Y_{jm}.
$$

(6.42)

\(L^+ sY_{jm}\) first with $L^-$ and then with $L^+$ yields the differential equation

$$
\left( \frac{1}{\sin \vartheta} \frac{\partial}{\partial \vartheta} \sin \vartheta \frac{\partial}{\partial \vartheta} + \frac{1}{\sin^2 \vartheta} \frac{\partial^2}{\partial \varphi^2} + 2i s \frac{\cos \vartheta}{\sin^2 \vartheta} \frac{\partial}{\partial \varphi} - \frac{s^2}{\sin^2 \vartheta} + j(j + 1) \right) sY_{jm} = 0.
$$

(6.43)

The $\varphi$-dependence of the harmonics is $sY_{jm} \sim e^{im\varphi}$ hence

$$
sY_{j,m}(\vartheta, \varphi) \quad \text{and} \quad (s_{j,m}(\vartheta, \varphi))^* \quad \text{fulfill the same differential equation.}
$$

(6.44)

From the practical viewpoint, the analysis can be simplified by noting that the perturbations should not depend on the azimuthal quantum number $m$, while for $m = j$ one has

$$
Y(\vartheta, \varphi)_{jj} = \text{const.} \times (\sin \vartheta)^{\frac{s}{2}} \left( \tan \frac{\vartheta}{2} \right)^s e^{ij\varphi}.
$$

(6.45)
As a result, to determine the angular dependence of all amplitudes, it suffices to consider the following two solutions of (6.43), \(s\Sigma_j(\vartheta) e^{+ij\varphi}\) and \(-s\Sigma_j(\vartheta) e^{-ij\varphi}\), both with the same spin weight \(s\), where

\[
s\Sigma_j(\vartheta) = (\sin \vartheta)^j \left( \tan \frac{\vartheta}{2} \right)^s.
\] (6.46)

To separate the variables, we set

\[
b_\alpha = b_\alpha^+(r) s\Sigma_j(\vartheta) e^{+i(\omega t + j\varphi)} + b_\alpha^-(r) s\Sigma_j(\vartheta) e^{-i(\omega t + j\varphi)}
\] (6.47)

where \(b_\alpha^+(r)\) and \(b_\alpha^-(r)\) are complex-valued radial functions. Both terms on the right here have the same spin weight \(s\) whose value depends on value of the index \(\alpha\) and on the winding number \(\nu\). Similar expressions are used for \(w_\alpha^\pm\) and for \(\delta\Phi, \delta\Phi^\dagger\). The perturbations contain the “+” part proportional to \(e^{+i(\omega t + j\varphi)}\) and the “−” part proportional to \(e^{-i(\omega t + j\varphi)}\). One cannot retain only one of these parts because they are intermixed in the equations which contain both \(\delta\Phi\) and \(\delta\Phi^\dagger\). This doubles the number of the radial amplitudes: for example 4 components of \(b_\alpha\) in (6.47) contain 8 radial functions \(b_\alpha^+(r)\) and \(b_\alpha^-(r)\). A similar doubling occurs for radial functions in \(w_\alpha^\pm\) and \(\delta\Phi, \delta\Phi^\dagger\). As a result, injecting everything to the equations and setting separately to zero the parts of the equations proportional to \(e^{+i(\omega t + j\varphi)}\) and those proportional to \(e^{-i(\omega t + j\varphi)}\) yields 40 differential equations. These equations contain 40 complex functions of \(r\) contained in 20 components of \(b_\alpha, w_\alpha^\pm, \delta\Phi, \delta\Phi^\dagger\) and also functions \(\pm s\Sigma_j(\vartheta)\) with the component-dependent value of \(s\).

A direct inspection of the equations then reveals that one can adjust the values of the spin weight \(s\) for all components such that the \(\vartheta\)-dependence in all 40 equations factorizes. This yields 40 ordinary differential equations for 40 complex functions of \(r\). A further inspection shows that, imposing simple linear relations between the functions of \(r\) contained in the “+” part and those contained in the “−” part reduces twice the number of independent equations. This yields 20 equations for 20 complex functions of \(r\). At the end of the day, one imposes the reality conditions: the spacetime components \(\delta B_\mu\) and \(\delta W^a_\mu\) should be real, while components of \(\delta\Phi\) and \(\delta\Phi^\dagger\) should be mutually complex conjugated. This renders all 20 functions of \(r\) real-valued.

Skipping the details, here is the resulting ansatz that provides the complete separation of the angular and temporal variables. Defining \(\Omega = \omega t + j\varphi\), the 4 tetrad components \(b_\alpha\) and
their spin weights \( s \) are given by

\[
\begin{align*}
  b_0 &= +2 \cos(\Omega) \frac{S_0(r)}{r}, & (s = 0) \\
  b_1 &= -2 \sin(\Omega) \frac{S_1(r)}{r}, & (s = 0) \\
  b_2 &= i e^{i\Omega} \frac{S_2(r)}{r} - i e^{-i\Omega} \frac{S_3(r)}{r}, & (s = +1) \\
  b_3 &= i e^{i\Omega} \frac{S_3(r)}{r} - i e^{-i\Omega} \frac{S_2(r)}{r}, & (s = -1)
\end{align*}
\]

the tetrad components \( w_{\alpha}^{0} \) are

\[
\begin{align*}
  w_{0}^0 &= e^{i\Omega} \frac{X_{10}(r)}{r}, & (s = -\nu) \\
  w_{1}^0 &= i e^{i\Omega} \frac{X_{11}(r)}{r} - i e^{-i\Omega} \frac{X_{21}(r)}{r}, & (s = -\nu), \\
  w_{2}^0 &= i e^{i\Omega} \frac{X_{12}(r)}{r} - i e^{-i\Omega} \frac{X_{23}(r)}{r}, & (s = 1 - \nu) \\
  w_{3}^0 &= i e^{i\Omega} \frac{X_{13}(r)}{r} - i e^{-i\Omega} \frac{X_{22}(r)}{r}, & (s = -1 - \nu)
\end{align*}
\]

the tetrad components \( w_{\alpha}^{2} \) are

\[
\begin{align*}
  w_{0}^2 &= e^{i\Omega} \frac{X_{20}(r)}{r} + e^{-i\Omega} \frac{X_{10}(r)}{r}, & (s = \nu) \\
  w_{1}^2 &= i e^{i\Omega} \frac{X_{21}(r)}{r} - i e^{-i\Omega} \frac{X_{11}(r)}{r}, & (s = \nu) \\
  w_{2}^2 &= i e^{i\Omega} \frac{X_{22}(r)}{r} - i e^{-i\Omega} \frac{X_{13}(r)}{r}, & (s = 1 + \nu) \\
  w_{3}^2 &= i e^{i\Omega} \frac{X_{23}(r)}{r} - i e^{-i\Omega} \frac{X_{12}(r)}{r}, & (s = -1 + \nu)
\end{align*}
\]

the tetrad components \( w_{\alpha}^{3} \) read

\[
\begin{align*}
  w_{0}^3 &= 2 \cos(\Omega) \frac{X_{30}(r)}{r}, & (s = 0) \\
  w_{1}^3 &= -2 \sin(\Omega) \frac{X_{31}(r)}{r}, & (s = 0) \\
  w_{2}^3 &= i e^{i\Omega} \frac{X_{32}(r)}{r} - i e^{-i\Omega} \frac{X_{33}(r)}{r}, & (s = 1) \\
  w_{3}^3 &= i e^{i\Omega} \frac{X_{33}(r)}{r} - i e^{-i\Omega} \frac{X_{32}(r)}{r}, & (s = -1)
\end{align*}
\]

while the perturbations of the Higgs field are described by

\[
\begin{align*}
  \delta \Phi_1 &= e^{i\Omega} \frac{H_1(r)}{r} + e^{-i\Omega} \frac{H_2(r)}{r}, & (s = -\nu) \\
  \delta \Phi_2 &= e^{i\Omega} \frac{H_3(r)}{r} + e^{-i\Omega} \frac{H_4(r)}{r}. & (s = 0)
\end{align*}
\]

Here the 20 radial functions \( S_0(r), S_1(r), \ldots, H_4(r) \) are all real-valued. Inserting (6.48)–(6.52) into the perturbation equations (6.37), the variables separate yielding 20 ordinary differential
equations for the 20 radial functions. These are Eqs.(C.2a)–(C.7d) shown in Appendix C. The variables separate if only the background condition \((\nu^2 - 1)f = 0\) is fulfilled. Therefore Eqs.(C.2a)–(C.7d) make sense if only either \(\nu = \pm 1\) when \(f(r)\) can be arbitrary or if \(f(r) = 0\) when \(\nu\) can be arbitrary.

Notice finally that the above separation ansatz can be extended to arbitrary values of the azimuthal quantum number \(m\) via replacing everywhere in (6.48)–(6.52)

\[
s\sum_j (\vartheta) e^{ij\varphi} \rightarrow sY_{jm}(\vartheta, \varphi), \quad -s\sum_j (\vartheta) e^{-ij\varphi} \rightarrow (-sY_{jm}(\vartheta, \varphi))^*.
\]

(6.53)

VII. GAUGE FIXING

The radial equations (C.2a)–(C.7d) admit the gauge symmetry generated by the gauge transformations (6.38) with the gauge parameters \(\delta\Theta\) and \(\delta\theta^a\) chosen as

\[
\delta\Theta = \sin(\Omega) \frac{u(r)}{r}, \quad \delta\theta^3 = \sin(\Omega) \frac{u_3(r)}{r},
\]

\[
\delta\theta_1 = \sin(\Omega) \left( \nu \sum_j (\vartheta) \frac{u_1(r)}{r} + -\nu \sum_j (\vartheta) \frac{u_2(r)}{r} \right),
\]

\[
\delta\theta_2 = -\cos(\Omega) \left( \nu \sum_j (\vartheta) \frac{u_1(r)}{r} - -\nu \sum_j (\vartheta) \frac{u_2(r)}{r} \right).
\]

(7.54)

This choice of the gauge parameters is compatible with the considered above separation of variable and generates the following transformations of the radial functions:

\[
S_0 \rightarrow S_0 + \frac{\omega}{2} u, \quad S_1 \rightarrow S_1 - \frac{r}{2} \left( \frac{u}{r} \right)',
\]

\[
S_2 \rightarrow S_2 + \frac{j u}{2\sqrt{2} r}, \quad S_3 \rightarrow S_3 - \frac{j u}{2\sqrt{2} r},
\]

(7.55)

\[
X_{10} \rightarrow X_{10} + \omega u_2, \quad X_{11} \rightarrow X_{11} - r \left( \frac{u_2}{r} \right)',
\]

\[
X_{12} \rightarrow X_{12} + \frac{1}{\sqrt{2} r} \left( (\nu + j) u_2 - f \delta_{0,1-\nu} u_3 \right),
\]

\[
X_{13} \rightarrow X_{13} + \frac{1}{\sqrt{2} r} \left( (\nu - j) u_2 - f \delta_{0,1+\nu} u_3 \right),
\]

(7.56)

\[
X_{20} \rightarrow X_{20} + \omega u_1, \quad X_{21} \rightarrow X_{21} - r \left( \frac{u_1}{r} \right)',
\]

\[
X_{22} \rightarrow X_{22} + \frac{1}{\sqrt{2} r} \left( (j - \nu) u_1 - f \delta_{0,1+\nu} u_3 \right),
\]

\[
X_{23} \rightarrow X_{23} - \frac{1}{\sqrt{2} r} \left( (j + \nu) u_1 + f \delta_{0,1-\nu} u_3 \right),
\]

(7.57)
4 temporal components, with \( \hat{C} \) remaining 16 field components. The 4 constraints and hence the right hand sides of perturbation equations for \( \delta B \) components of the fields and reduce to a coupled system, groups because the 4 equations (C.2a),(C.4a),(C.5a),(C.6a) will contain only the temporal radial equations (C.2a)–(C.7d) vanish. The radial equations then split into two independent A straightforward verification shows that these transformations leave the radial equations (C.2a)–(C.7d) invariant, provided that the background equations for \( f(r) \) and \( \phi(r) \) are fulfilled. The four arbitrary functions \( u(r), u_1(r), u_2(r), u_3(r) \) generating these transformations can be adjusted to impose four gauge conditions. A convenient gauge choice is

\[
C_1 = 0, \quad C_2 = 0, \quad C_3 = 0, \quad C_4 = 0,
\]

where \( C_A \) (\( A = 1, 2, 3, 4 \)) are defined by Eqs.(C.1a)–(C.1d) in Appendix C. This gauge choice implies that

\[
\nabla_\mu \delta B^\mu - \frac{ig^2}{2} (\delta \Phi^1 \Phi - \Phi^1 \delta \Phi) = 0, \quad \mathcal{D}_\mu \delta W^{a\mu} - \frac{ig^2}{2} (\delta \Phi^1 \tau_a \Phi - \Phi^1 \tau_a \delta \Phi) = 0,
\]

and hence the right hand sides of perturbation equations for \( \delta B_\mu \) and \( \delta W^a_\mu \) in (6.37) and of the radial equations (C.2a)–(C.7d) vanish. The radial equations then split into two independent groups because the 4 equations (C.2a),(C.4a),(C.5a),(C.6a) will contain only the temporal components of the fields and reduce to a coupled system,

\[
\dot{\mathcal{D}}X_{10} + \frac{2\nu j f}{r^2} X_{30} = 0, \quad \dot{\mathcal{D}}X_{20} - \frac{2\nu j f}{r^2} X_{30} = 0, \quad \dot{\mathcal{D}}_a S_0 + \frac{g^2 \phi^2}{2} X_{30} = 0, \quad \left( \dot{\mathcal{D}} - \frac{f^2 + \nu^2}{r^2} \right) X_{30} + \nu \frac{(j + 1) f}{r^2} (X_{10} - X_{20}) + \frac{g^2 \phi^2}{2} S_0 = 0,
\]

with \( \mathcal{D} \) defined in (C.3). The remaining 16 equations in (C.2a)–(C.7d) will contain only the remaining 16 field components. The 4 constraints \( C_A = 0 \) can be resolved with respect to the 4 temporal components,

\[
X_{10} = \frac{1}{\omega} \left( \frac{(rX_{11})'}{r} + \frac{j - \nu}{\sqrt{2} r} X_{12} - \frac{j + \nu}{\sqrt{2} r} X_{13} - \frac{\nu - f}{\sqrt{2} r} X_{32} + \frac{\nu + f}{\sqrt{2} r} X_{33} + \frac{\phi^2}{2} \phi H_1 \right),
\]

\[
X_{20} = \frac{1}{\omega} \left( \frac{(rX_{21})'}{r} + \frac{j + \nu}{\sqrt{2} r} X_{22} - \frac{j - \nu}{\sqrt{2} r} X_{23} + \frac{\nu + f}{\sqrt{2} r} X_{32} - \frac{\nu - f}{\sqrt{2} r} X_{33} - \frac{\phi^2}{2} \phi H_2 \right),
\]

\[
X_{30} = \frac{1}{\omega} \left( \frac{(rX_{31})'}{r} + \frac{\nu - f}{2\sqrt{2} r} (X_{13} + X_{22}) - \frac{\nu + f}{2\sqrt{2} r} (X_{12} + X_{23}) + \frac{j + 1}{\sqrt{2} r} (X_{32} - X_{33}) + \frac{\phi^2}{2} \phi (H_4 - H_3) \right),
\]

\[
S_0 = \frac{1}{\omega} \left( \frac{(rS_1)'}{r} + \frac{j + 1}{\sqrt{2} r} (S_2 - S_3) + \frac{\phi^2}{2} \phi (H_3 - H_4) \right).
\]
Injecting this to the 4 equations (7.62) and using the background equations yields identities by virtue of the 16 equations for the 16 functions that appear on the right in (7.63). Therefore, the number of independent radial functions reduces to 16 = 20 − 4. This corresponds to the 12 physical degrees of freedom of the fields plus additional 4 gauge degrees of freedom. The additional gauge degrees appear because the gauge conditions $C_A = 0$ do not fix the gauge completely. Specifically, the gauge conditions $C_A = 0$ will be invariant under gauge transformations (7.55)–(7.59) if the parameters $u(r), u_1(r), u_2(r), u_3(r)$ of the latter fulfill equations that have exactly the same structure as Eqs.(7.62), up to the replacement

$$X_{10} \to u_2, \quad X_{20} \to u_1, \quad X_{30} \to \frac{u_3}{2}, \quad S_0 \to \frac{u}{2}$$  \hspace{1cm} (7.64)

Defining $u_{\pm} = u_1 \pm u_2$, these equations can be represented as one independent equation

$$\tilde{D} u_{\pm} = 0,$$  \hspace{1cm} (7.65)

and three coupled equations

$${\tilde{D}} u_- - \frac{2 \nu j f}{r^2} u_3 = 0, \quad {\tilde{D}}_s u + \frac{g^2 \phi^2}{2} u_3 = 0,$$

$$\left(\tilde{D} - \frac{f^2 + \nu^2}{r^2}\right) u_3 - \frac{2 \nu (j + 1) f}{r^2} u_- + \frac{g^2 \phi^2}{2} u = 0, \hspace{1cm} (7.66)$$

with $\tilde{D}$ and $\tilde{D}_s$ defined in (C.3),(C.8). Solutions of these equations generate gauge transformations which preserve the $C_A = 0$ conditions. One possibility to use this residual symmetry is to impose extra gauge conditions and pass to the temporal gauge by setting $X_{10} = X_{20} = X_{30} = S_0 = 0$. This is possible because the temporal field components in (7.62) and the gauge parameters $u, u_1, u_2, u_3$ satisfy the same equations. In this case the relations (7.63) would become constraints that would further reduce to 12 the number of independent functions. However, explicitly resolving these constraints leads to very complicated expressions. Therefore, instead of using the temporal gauge condition we prefer a different method.

We notice that defining

$$\kappa = \sqrt{\frac{j}{j+1}}, \quad \kappa_\pm = \sqrt{\frac{j \pm \nu}{j+1 \mp \nu}},$$  \hspace{1cm} (7.67)

one can express the 16 functions in terms of 7 amplitudes $Y_1(r), \ldots, Y_7(r)$ and 9 amplitudes.
Explains the separation of the

Injecting this to the radial equations (C.2a)–(C.7d), where one should set $C_A = 0$ and omit the 4 equations for the temporal components, the 7 equations for $Y_1(r), \ldots, Y_7(r)$ decouple from the 9 equations for $Z_1(r), \ldots, Z_9(r)$. The reason for this is the difference in their behaviour under the parity reflection. To see this, one should restore the full dependence on the spacetime coordinates. For example, the perturbations of the U(1) field are

$$
\begin{align*}
\delta B_\mu dx^\mu &= b_0 \theta^\alpha dx^\alpha = b_0 dt + b_1 dr + \frac{r b_2}{\sqrt{2}} (d\vartheta - i \sin \vartheta \, d\varphi) + \frac{r b_3}{\sqrt{2}} (d\vartheta + i \sin \vartheta \, d\varphi),
\end{align*}
$$

where $b_0$ are determined by (6.48) in terms of $t, r, \vartheta, \varphi$ with $S_\alpha(r)$ expressed in terms of $Y_A(r)$ and $Z_B(r)$ by (7.68) (notice that $b_0, b_1 \in \mathbb{R}$ while $b_3 = (b_2)^*$). It turns out that the angle-dependent coefficients in front of the $Y_A(r)$ amplitudes and those in front of the $Z_B(r)$ amplitudes behave differently under the parity reflection

$$
\vartheta \rightarrow \pi - \vartheta, \quad \varphi \rightarrow \pi + \varphi.
$$

If the coefficients in front of the $Y$-amplitudes stay invariant under parity, then those in front of the $Z$-amplitudes change sign, or the other way round, depending on values of $j, \nu$. This explains the separation of the $Y$-equations from the $Z$-equations.

Introducing the 7-component vector $\Psi_Y = [Y_1(r), \ldots, Y_7(r)]^\alpha$ and the 9-component vector $\Psi_Z = [Z_1(r), \ldots, Z_9(r)]^\alpha$, the 16 perturbation equations assume the form of two independent
Schroedinger-type systems

\[
\left( -\frac{d^2}{dr^2} + \hat{U} \right) \Psi_Y = \omega^2 \Psi_Y, \quad \left( -\frac{d^2}{dr^2} + \hat{V} \right) \Psi_Z = \omega^2 \Psi_Z, \quad (7.71)
\]

where \( \hat{U} \) and \( \hat{V} \) are symmetric matrices whose components are shown in Appendix D. In the \( r \to \infty \) limit, where \( \phi \to 1 \) and \( f \to 0 \), these potentials reduce to

\[
\hat{U} = \text{diag} \left( m_w^2, m_w^2, m_w^2, m_w^2, m_\gamma^2, 0, m_H^2 \right), \quad \hat{V} = \text{diag} \left( m_w^2, m_w^2, m_w^2, m_w^2, m_\gamma^2, m_\gamma^2, 0, 0 \right), \quad (7.72)
\]

with the field masses given by (2.11). One can see that the \( Y \)-sector contains four polarization states of the W-boson, one of which is a gauge mode, a \( Z \)-boson polarization, a photon polarization, and the Higgs mode. The \( Y \)-sector contains four polarization states of the W-boson one of which is a gauge mode, three \( Z \)-boson polarizations two of which are gauge modes, and two photon polarizations one of which is a gauge mode.

The gauge modes can be excluded, which can be nicely illustrated for the \( Y \)-amplitudes. These amplitudes are gauge-dependent, but their transformations under the residual gauge symmetry depend only on the \( u_+ \) gauge amplitude subject to (7.65),

\[
Y_1 \to Y_1 + \frac{(j + \nu) u_+}{\sqrt{2} \kappa r}, \quad Y_2 \to Y_2 - \frac{r}{\kappa} \left( \frac{u_+}{r} \right)', \quad Y_3 \to Y_3 + \frac{g \phi u_+}{\sqrt{2} \kappa}, \quad (7.73)
\]

\[
Y_4 \to Y_4 - \frac{(j - \nu) u_+}{\sqrt{2} \kappa r}, \quad Y_5 \to Y_5 - \frac{g f u_+}{\kappa r}, \quad Y_6 \to Y_6 + \frac{g' f u_+}{\kappa r}, \quad Y_7 \to Y_7.
\]

This implies that the following 6 “calligraphic” combinations are gauge-invariant,

\[
\mathcal{Y}_1 = Y_1 + \sqrt{\frac{(j + \nu)(j + 1 - \nu)}{(j - \nu)(j + 1 + \nu)}} Y_4, \quad \mathcal{Y}_2 = Y_2 - \frac{\sqrt{2} r Y_4'}{(j - \nu)(j + 1 + \nu)}, \quad \mathcal{Y}_3 = Y_3 + \frac{g r \phi Y_4}{\sqrt{(j - \nu)(j + 1 + \nu)}}, \quad \mathcal{Y}_5 = Y_5 - \frac{\sqrt{2} g f Y_4}{(j - \nu)(j + 1 + \nu)}, \quad \mathcal{Y}_6 = Y_6 + \frac{\sqrt{2} g' f Y_4}{(j - \nu)(j + 1 + \nu)}, \quad \mathcal{Y}_4 = Y_7. \quad (7.74)
\]

Injecting this to the equations (7.71) reveals that these 6 gauge invariant amplitudes fulfill a closed system of 6 equations. The remaining gauge-dependent amplitude \( Y_4 \) fills (for \( \nu = 1 \)) the inhomogeneous equation

\[
\hat{D} (r Y_4) = \frac{\sqrt{2 (j - 1)(j + 2)}}{r} \left( f (g \mathcal{Y}_5 - g' \mathcal{Y}_6) - \mathcal{Y}_2 \right). \quad (7.75)
\]

If there are two solutions of this equation which differ from each other by a gauge transformation, \( Y_4 \) and \( \tilde{Y}_4 \), then their difference fulfills the homogeneous equation

\[
\hat{D} (r (Y_4 - \tilde{Y}_4)) = 0, \quad (7.76)
\]
which is compatible with the fact that \( r(Y_4 - \tilde{Y}_4) \propto u_+ \) where \( \tilde{D} u_+ = 0 \).

In the \( Z \)-sector the residual gauge symmetry is generated by three functions \( u_-, u, u_3 \) subject to (7.66). Defining \( v_\pm = u \pm u_3 \) one has

\[
\begin{align*}
Z_1 &\rightarrow Z_1 + \frac{f \delta_{0,1-\nu} (v_- - v_+) - (j + \nu) u_-}{\sqrt{2} \kappa r}, & Z_2 &\rightarrow Z_2 + \frac{r u_-}{\kappa}, & Z_3 &\rightarrow Z_3 + \frac{g \phi u_-}{\sqrt{2} \kappa}, \\
Z_4 &\rightarrow Z_4 + \frac{f \delta_{0,1+\nu} (v_- - v_+) + (j - \nu) u_-}{\sqrt{2} \kappa r}, & Z_5 &\rightarrow Z_5 + \frac{g \phi V_-}{\sqrt{2}}, & Z_6 &\rightarrow Z_6 - g r \left( \frac{v_-}{r} \right)', \\
Z_7 &\rightarrow Z_7 + g \left( \frac{\delta_{0,1+\nu} - \delta_{0,1-\nu}}{\kappa r} ight) u_- + j v_- / \kappa, & Z_8 &\rightarrow Z_8 - \frac{g^2 - g'^2}{2g' \kappa} r \left( \frac{v_-}{r} \right)' - \frac{r}{2g'} \left( \frac{v_+}{r} \right)', \\
Z_9 &\rightarrow Z_9 - \frac{g' f}{\kappa r} \left( \delta_{0,1+\nu} - \delta_{0,1-\nu} \right) u_- + \frac{j}{2g' \kappa} \left( (g^2 - g'^2) v_- + v_+ \right). & \quad (7.77)
\end{align*}
\]

Using these expressions one can build 6 gauge invariant amplitudes. It turns out, however, that instead of expressing everything in terms of gauge invariant variables, it is sometimes easier to work with equations (7.71) containing gauge degrees of freedom.

### VIII. STABILITY ANALYSIS

We are now ready to carry out the stability analysis of the monopole solutions. For this one should study the Schroedinger problems (7.71) to see if they admit bound state solutions with \( \omega^2 < 0 \). Such negative modes are most likely to appear in sectors with lower angular momentum \( j \), therefore one should analyze first of all the sectors with \( j = 0, 1 \).

In order to consider these sectors one makes use of the following important fact: the spin-weighted harmonics \( sY_{jm}(\theta, \varphi) \) separating the angular variables vanish if \( j < |s| \). Physically this corresponds to the fact that modes with angular momentum less than spin are non-dynamical. It can also be seen that the angular functions in (6.45),(6.46) are defined only for \( j \geq |s| \) since for \( j < |s| \) they would be unbounded.

Therefore, for low values of \( j \) all field amplitudes whose spin weight \( s \) is too large should be set to zero. Remarkably, this eliminates precisely those amplitudes whose coefficients in the equations become undefined for small \( j \) because they contain in the denominators \( \kappa = \sqrt{j/(j + 1)} \) and \( \kappa_\pm = \sqrt{(j \pm \nu)/(j + 1 \mp \nu)} \). Let us see how this works.

#### A. \( j = 0 \) sector

The spin weights \( s \) of all field amplitudes are shown in (6.48)-(6.52). If \( j = 0 \) then only amplitudes with \( s = 0 \) are allowed. For example, one can see in Eq.(6.48) that \( b_0 \) and \( b_1 \) are allowed, hence the radial amplitudes \( S_0(r) \) and \( S_1(r) \) should be kept, but \( b_2 \) and \( b_3 \) should
vanish because $\pm \Sigma_0 = 0$ hence one should set $S_2 = S_3 = 0$. The other non-vanishing amplitudes are $X_{30}, X_{31}, H_3, H_4$. In addition, one takes into account amplitudes $X_{12}$ and $X_{23}$ if $\nu = 1$ since they have spin weights $s = \pm (1 - \nu) = 0$, whereas for $\nu = -1$ one should keep $X_{22}, X_{13}$. Using the definitions of the $Y$ and $Z$ amplitudes in (7.68), we see that the non-vanishing amplitudes are $Y_7, Z_5, Z_6, Z_8$ and also $Y_1, Z_1$ if $\nu = 1$ (or $Y_4, Z_4$ if $\nu = -1$). All other amplitudes in Eqs.(7.71) should be set to zero.

1. **$Y$-sector**

The equations (7.71) in the $Y$-sector then reduce for $\nu = 1$ to

\[
\left( -\frac{d^2}{dr^2} - \frac{\omega^2}{r^2} + \frac{3f^2 - 1}{r^2} + \frac{g^2 \phi^2}{2} \right) Y_1 = \frac{gf \phi}{r} Y_7,
\]

\[
\left( -\frac{d^2}{dr^2} - \frac{\omega^2}{2r^2} + \frac{\beta}{4} (3\phi^2 - 1) \right) Y_7 = \frac{gf \phi}{r} Y_1.
\]  

(8.78)

Same equations up to $Y_1 \to Y_4$ are obtained for $\nu = -1$. This agrees with the equations previously obtained in (5.22),(5.23) (replacing $Y_1 \to \psi_1$ and $Y_7 \to -\psi_2$). These equations are gauge-invariant since the residual gauge transformations (7.73) in the $Y$-sector are generated by $u_+ = u_1 + u_2$, however, as seen in (7.54), the $u_1$ and $u_2$ gauge amplitudes have spin weights $s = \pm 1$ and hence vanish for $j = 0$. Therefore, there is no residual gauge freedom in this case.

For $\nu \neq \pm 1$ one sets $f = 0, \phi = 1$ and $Y_1 = 0$ (also $Y_4 = 0$) and obtains a single equation

\[
\left( -\frac{d^2}{dr^2} + \frac{\beta}{2} \right) Y_7 = \omega^2 Y_7.
\]  

(8.79)

Eqs.(8.78),(8.79) should be studied to see if there are bounded solutions with $\omega^2 < 0$ which would correspond to unstable modes. With the latter equation the situation is simple because it describes a free Higgs mode with $\omega^2 \geq \beta/2 = m_{\text{Higgs}}^2$. Therefore, all Abelian monopoles with $\nu \neq \pm 1$ are stable in this sector.

Consider now Eqs.(8.78) for $\nu = \pm 1$, first in the case when the background is Abelian, $f = 0, \phi = 1$. Then the two equations in (8.78) decouple from each other. The second one reduces to (8.79) and is precisely the same as Eq.(5.35) derived above. The first equation in (8.78) becomes the same as one of the two equations in (5.34),

\[
\left( -\frac{d^2}{dr^2} - \frac{1}{r^2} + \frac{g^2}{2} \right) Y_1 = \omega^2 Y_1.
\]  

(8.80)

This provides a classical example of an equation admitting infinitely many bound states. Indeed, for $\omega = 0$ the solution in the $r \ll 1$ region where one can neglect the $g^2/2$ term reads

\[
Y_1 = A \sqrt{r} \cos \left( \frac{\sqrt{3}}{2} \ln \frac{r}{r_0} \right),
\]  

(8.81)
where $\mathcal{A}, r_0$ are integration constants. This solution oscillates infinitely many times as $r \to 0$. According to the well-known Jacobi criterion [47], since the zero-energy solution oscillates, there are infinitely many bound states with $\omega^2 < 0$. As a result, the $\nu = 1$ Abelian monopole in unstable in this sector and the same is true for $\nu = -1$ when one obtains the same equation up to $Y_1 \to Y_4$.

Summarizing, we have recovered in (8.79), (8.80) two of the four equations (5.33)–(5.35) previously obtained in the Abelian case.

Let us now return Eqs.(8.78) and consider the non-Abelian CM background with $f \neq 0$, $\phi \neq 1$. In this case one can apply the generalization of the Jacobi criterion for multi-channel systems [47]. Setting again $\omega = 0$, one can check that in the $r \to 0$ limit, where $f \to 1$ and $\phi \to 0$, the regular at the origin solutions of Eqs.(8.78) comprise a two-parameter set labeled by two integration constants $C_1$ and $C_2$,

$$ Y_1 = C_1 \times (r^2 + \ldots), \quad Y_7 = C_2 \times \left( r^{\frac{1+\sqrt{7}}{2}} + \ldots \right), \quad (8.82) $$

where the dots denote subleading terms. This determines two independent solutions of the equations: $\left(Y_1^{(1)}, Y_7^{(1)}\right)$ obtained for $(C_1, C_2) = (1, 0)$, and $\left(Y_1^{(2)}, Y_7^{(2)}\right)$ obtained for $(C_1, C_2) = (0, 1)$. Integrating the equations numerically then allows one to compute the Jacobi determinant

$$ \Delta(r) = \begin{vmatrix} Y_1^{(1)}(r) & Y_7^{(1)}(r) \\ Y_1^{(2)}(r) & Y_7^{(2)}(r) \end{vmatrix}, \quad (8.83) $$

and if $\Delta(r)$ crosses zero for $r > 0$, then there are bound states with $\omega^2 < 0$. However, as seen in Fig.2, $\Delta(r)$ never vanishes, hence the CM monopole is stable in this sector.
2. Z-sector

Setting again \( \nu = 1 \), the Z-equations (7.71) reduce for \( j = 0 \) to a 4-channel system for the non-vanishing amplitudes \( Z_1, Z_5, Z_6, Z_8 \). This time there is a non-trivial residual gauge symmetry (7.77) generated by the gauge parameters \( v_\pm = u \pm u_3 \) which have spin weight \( s = 0 \) and do not vanish for \( j = 0 \). Using the fact that \( \kappa \kappa_+ = 1 \) for \( \nu = 1 \), the gauge transformations (7.77) reduce to

\[
Z_1 \to Z_1 + \frac{f}{\sqrt{2}r} (v_+ - v_-), \quad Z_5 \to Z_5 - \frac{g \phi}{\sqrt{2}} v_-, \\
Z_6 \to Z_6 - g r \left( \frac{v_+}{r} \right)' , \quad Z_8 \to Z_8 + \frac{r}{2 g' f} \left( \frac{v_+ - v_-}{r} \right)' - \frac{g^2}{g'} r \left( \frac{v_-}{r} \right)'
\]

and this implies that the following two “calligraphic” combinations

\[
Z_1 = Z_8 - \frac{g \phi}{g'} Z_6 - \frac{r}{\sqrt{2} g'} \left( \frac{Z_1}{f} \right)', \quad Z_2 = Z_6 - \sqrt{2} r \left( \frac{Z_5}{r \phi} \right)'
\]

are gauge invariant. Using Eqs.(7.71) one finds that equations for \( Z_1 \) and \( Z_2 \) decouple from the rest. Setting

\[
Z_1 = \frac{r \psi_1}{2 g' f}, \quad Z_2 = - \frac{\psi_2}{\phi}
\]

the two decoupled gauge-invariant equations read

\[
\left(- \frac{d^2}{dr^2} - \frac{\omega^2}{r^2} + \frac{f^2 + 1}{2 f^2} - \frac{g^2 \phi^2}{2} \right) \psi_1 + \frac{g \phi f}{r} \psi_2 = 0,
\]

\[
\left(- \frac{d^2}{dr^2} - \frac{\omega^2}{2} + \frac{(r \phi)'^2}{r \phi} + \frac{\phi^2}{2} + \frac{\beta}{4} (1 - \phi)^2 - \frac{f^2}{2 r^2} \right) \psi_2 + \frac{g \phi f}{r} \psi_1 = 0.
\]

This agrees with Eqs.(5.25) derived above. Assuming \( f, \phi \) to correspond to the CM background, we integrate these equations to obtain the determinant \( \Delta(r) \) constructed from two linearly independent and regular at the origin solutions similar to (8.83). As seen in Fig.2, the determinant is positive, hence the CM monopole is stable in this perturbation sector as well.

The Abelian case where \( f = 0 \) and \( \phi = 1 \) should be considered separately. The gauge transformations (8.84) imply that the gauge-invariant amplitudes in this case are

\[
Z_1 = Z_1, \quad Z_2 = Z_6 - \sqrt{2} r \left( \frac{Z_5}{r} \right)'
\]

and these fulfill equations

\[
\left(- \frac{d^2}{dr^2} - \frac{1}{r^2} + \frac{g^2}{2} \right) Z_1 = \omega^2 Z_1, \quad \left(- \frac{d^2}{dr^2} + \frac{2}{r^2} + \frac{1}{2} \right) Z_2 = \omega^2 Z_2.
\]

These are precisely the second of the W-equations (5.34) and the Z-equation (5.33). Together with (8.79),(8.80), this reproduces all four equations (5.33)–(5.35) previously obtained in the
Abelian case. The spectrum in the $Z_2$-channel is positive but the $Z_1$-equation admits infinitely many bound states.

The above discussion corresponds to $\nu = 1$ but for $\nu = -1$ one obtains the same equations, up to the replacement $Z_1 \to Z_4$. Let us now consider Abelian backgrounds with $f = 0$, $\phi = 1$ and for $\nu \neq \pm 1$. In this case one should set $Z_1 = 0$ since its spin weight $s = \nu - 1 \neq 0$, hence there remains only the $Z_2$ amplitude defined in (8.88). It fulfills the same equation as in (8.89) so that there are no negative modes in this case.

Summarizing, the $\nu = \pm 1$ Abelian monopoles show infinitely many instabilities in the $j = 0$ sector while the non-Abelian CM monopole and all Abelian monopoles with $\nu \neq \pm 1$ are stable in this sector.

### B. $j = 1$ sector

Table I shows spin weights $s$ for amplitudes $Y_k$ ($k = 1, \ldots, 7$) and $Z_k$ ($k = 1, \ldots, 9$). In some cases $s$ is defined only up to sign, as for example $Y_4 = \kappa \kappa - (X_{13} - X_{22})$ where $X_{13}$ has spin weight $-1 - \nu$ and $X_{22}$ has spin weight $1 + \nu$. However, only the absolute value $|s|$ is important in what follows.

Let us set $\nu = 1$. Then for $Y_4$ and $Z_4$ one has $|s| = 2$ hence these amplitudes should be set to zero if $j = 1$. The perturbation equations (7.71) then become

$$-Y_k'' + \sum_{m=1}^{7} U_{km} Y_m = \omega^2 Y_k, \quad -Z_k'' + \sum_{m=1}^{9} V_{km} Z_m = \omega^2 Z_k, \quad k, m \neq 4, \quad (8.90)$$

where $U_{km}$ and $V_{km}$ are defined by the expressions shown in Appendix D and restricted to $\nu = j = 1$. There are 6 and 8 equations, respectively, in the $Y$ and $Z$ sectors. These equations admit residual gauge symmetry expressed by (7.73) and (7.77). One can pass to gauge-invariant amplitudes similarly to what was done above, and then both the $Y$ and $Z$ sectors will contain only 5 equations for 5 gauge-invariant amplitudes. However, to check the stability of the CM background is actually easier by using Eqs.(8.90). These equations

| $k$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
|-----|---|---|---|---|---|---|---|---|---|
| $s$ for $Y_k$ : | $1 - \nu$ | $-\nu$ | $-\nu$ | $\pm (1 + \nu)$ | 1 | 1 | 0 |
| $s$ for $Z_k$ : | $1 - \nu$ | $-\nu$ | $-\nu$ | $\pm (1 + \nu)$ | 0 | 0 | $\pm 1$ | 0 | $\pm 1$ |

**TABLE I.** Values of the spin weight $s$ for $Y_k$ and $Z_k$. 
describe both physical modes and gauge modes and if they do not show instabilities then the physical modes are all stable.

We apply the Jacobi criterion to (8.90). Let us illustrate the procedure within the $Y$-channel containing 6 equations. To apply the criterion, we set $\omega = 0$ and look for 6 independent solutions $Y_k^{(a)} (a = 1, \ldots 6)$ that are regular at the origin. The equations imply that near $r = 0$ all solutions should have the structure $Y_k (r) = c_k r^\alpha (1 + \ldots)$ where the 6 constants $c_k$ should fulfill a system of linear homogeneous algebraic equations. Its determinant vanishes for 12 values of $\alpha$ among which 6 are strictly positive. For example, if $g^2 = 3/4$, which is close to $\cos^2 \theta_w = 0.77$, then one finds $\alpha = 1, 2, 3, 3, (1 + \sqrt{3})/2, (1 + \sqrt{15})/2$. This gives rise to 6 regular at the origin solutions, and extending them numerically allows one to compute the Jacobi determinant

$$\Delta(r) = \left| Y_k^{(a)}(r) \right| \quad \text{where} \quad a = 1, \ldots 6, \quad k = 1, 2, 3, 5, 6, 7. \quad (8.91)$$

A similar procedure is used in the $Z$-sector. As seen in Fig.3, the Jacobi determinant is positive both in the $Y$ and $Z$ sectors, hence the CM monopole is stable with respect to $j = 1$ perturbations. This is an important conclusion since, contrary to what one may expect, this $n = 2$ monopole is stable under dipole deformations and does not split into two $n = 1$ monopoles.

There remains to study the stability of the Abelian monopoles with $f = 0$, $\phi = 1$. For $\nu = 1$ the equations are provided by (8.90) and it turns out that this Abelian monopole is also stable under dipole deformations, although it is unstable in the $j = 0$ sector. For $\nu > 2$ one should return to the generic equations (7.71). For $\nu = 2$, as seen in Table I, the amplitudes $Y_2, Y_3, Y_4, Z_2, Z_3, Z_4$ should be set to zero if $j = 1$ since their spin weight is too large. All

FIG. 3. The Jacobi determinant for the CM monopole perturbations in the $Y,Z$ sectors with $j = 1$. 


equations then decouple from each other and show no instabilities, apart from the $Y_1$ and $Z_1$
channels where one finds the equation with infinitely many bound states,
\[ \left( -\frac{d^2}{dr^2} - \frac{2}{r^2} + \frac{g^2}{2} \right) Y_1 = \omega^2 Y_1, \]  
(8.92)
and exactly the same equation for $Z_1$. Therefore, the $\nu = 2$ monopole is unstable. The same
conclusion applies for $\nu = -2$ (one sets $Y_1 = Y_2 = Y_3 = 0$, $Z_1 = Z_2 = Z_3 = 0$ in this case). No
instabilities in the $j = 1$ sector are found for $|\nu| > 2$.

Summarizing, the non-Abelian CM monopole and all Abelian monopoles with an integer
$\nu$ are stable with respect to dipole deformations, apart from the $\nu = \pm 2$ Abelian monopole
which shows infinitely many negative modes in the $j = 1$ perturbation sector.

C. Higher values of $j$

If $j \geq 2$ and $\nu = 1$ then, as seen in Table I, all amplitudes $Y_k, Z_k$ have spin weights $|s| \leq j$
and hence none of them vanish, so that one should consider the general equations (7.71).
Applying the Jacobi criterion, we find that they do not admit negative modes for $j = 2, 3$ (see
Fig.4). One could repeat the procedure also for higher values of $j$, but since the centrifugal
barrier grows with growing $j$, the existence of negative modes becomes implausible. Therefore,
since the CM monopole has no negative modes for $j = 0, 1, 2, 3$, this strongly indicates that it
is stable with respect to all perturbations.

For the Abelian monopoles the conclusion is different. We already know that the $\nu = 1$
monopole is unstable in the $j = 0$ sector whereas the $\nu = 2$ monopole is unstable in the $j = 1$
sector. It turns out that for any given $|\nu| > 2$ the corresponding monopole is unstable in the
sector with $j = |\nu - 1|$ and is stable with respect to all other perturbations. The instability is
due to the particular term in the potentials $\hat{U}$ and $\hat{V}$ (see Appendix D),
\[ \frac{j(j+1) - \nu^2}{r^2}. \]  
(8.93)
The magnetic charge makes the negative contribution to this term, which is the well-known
effect for monopoles [7]. If this negative contribution overcomes the positive centrifugal term,
then the potential becomes attractive, which produces the instability. For most channels this
does not happen since $j$ should be larger than the spin weight determined by $\nu$. However, if
$|\nu| > 1$ and $j = |\nu| - 1$ then
\[ \frac{j(j+1) - \nu^2}{r^2} = \frac{|\nu|}{r^2}. \]  
(8.94)
If $|\nu| > 1$ and $j = |\nu| - 1$ then $j < |\nu|$ and hence, as seen in Table I, one should set
$Y_2 = Y_3 = Z_2 = Z_3 = 0$ and either $Y_1 = Z_4 = 0$ if $\nu > 0$ or $Y_1 = Z_1 = 0$ if $\nu < 0$. For example,
if $\nu < 0$ then the spin weight of $Y_1, Z_1$ is $s = 1 - \nu < 0$ hence $|s| = |\nu| - 1 = j$ so that these amplitudes do not vanish, whereas for $Y_2, Y_3, Z_2, Z_3$ one has $|s| = |\nu| > j$ and these amplitudes should be set to zero. As a result, the $Y_k$ and $Z_k$ equations with $k = 1, 2, 3, 4$ reduce to

$$\left(-\frac{d^2}{dr^2} - \frac{|\nu|}{r^2} + \frac{g^2}{2}\right) Y = \omega^2 Y,$$  \hspace{1cm} (8.95)$$

where $Y = Y_1$ or $Y = Z_1$ if $\nu > 0$, and $Y = Y_4$ or $Y = Z_4$ if $\nu < 0$. This equation admits infinitely many bound states with $\omega^2 < 0$. The remaining $Y_k$ equations with $k = 5, 6, 7$ and the $Z_k$ equations with $k = 5, 6, 7, 8, 9$ decouple and show no instability. The conclusion is that the Abelian monopole with $n = 2\nu$ and $|\nu| \geq 1$ has infinitely many instabilities in the perturbation channel with $j = |\nu| - 1$ but is stable with respect to all other perturbations.

Up to now we have assumed $\nu$ to be integer, but for the Abelian monopoles $\nu$ can assume also half-integer values. The spin weights $s$ of $Y_k$ and $Z_k$ amplitudes with $k = 1, 2, 3, 4$ are then also half-integer and therefore their total angular momentum $j = |s|, |s| + 1, \ldots$ is half-integer as well. It is well-known that $j$ can assume half-integer values in the presence of monopoles [35].

The azimuthal quantum number $m = -j, -j + 1, \ldots, j$ is also half-integer, but after passing to the regular gauge with the transformation (A.12), the perturbations become proportional to $e^{i(m\pm\nu)\varphi}$ hence they are single-valued functions of $\varphi$. The above analysis then directly applies with the same conclusion: for $j = |\nu| - 1$ there are unstable modes both in the $Y$ and $Z$ sectors which fulfill Eq.(8.95). Therefore, monopoles with a half-integer $\nu = 3/2, 5/2, \ldots$ are unstable as well. However, this conclusion does not apply to the fundamental monopole with $\nu = \pm 1/2$ because $j = |\nu| - 1$ should be non-negative. Therefore, the decay channel is closed and the fundamental monopole is stable.
IX. SUMMARY OF RESULTS AND CONCLUDING REMARKS

To summarize our results, we have studied spherically symmetric sector of the electroweak theory. This sector admits Abelian magnetic monopoles with magnetic charges $n = \pm 1, \pm 2, \pm 3, \ldots$ and one solution describing the non-Abelian monopole of Cho-Maison with $n = \pm 2$. All these monopoles have infinite energy due to the Colombian behaviour of the U(1) magnetic field at the origin. These solutions were known before but a systematic analysis of the electroweak spherically symmetric sector has been lacking so far. In addition, we discover spherically symmetric electroweak oscillons which were not known before, but this issue will be discussed separately [44].

Our principal result is the analysis of the perturbative stability of the electroweak monopoles. To the best of our knowledge, this has not been done before. Our main thrust was on studying stability of the non-Abelian CM monopole, and we have found that this solution is stable. The fundamental Abelian monopole with $n = \pm 1$ is also stable, but all other Abelian monopoles are unstable. The Abelian monopole with the magnetic charge $|n| > 1$ decays within the perturbative channel with angular momentum $j = |n/2| - 1$. It is interesting that these properties of electroweak Abelian monopoles are very similar to those for the Abelian monopoles embedded into the pure Yang-Mills theory [34, 35].

One may wonder what the unstable monopoles decay into when perturbed. The simplest would be to think that the Abelian monopole with $|n| > 1$ decays into $|n|$ fundamental monopoles, which mutually repel and fly away from each other. However, this hypothesis encounters problems already in the simplest case of $n = \pm 2$. Indeed, for the $|n| = 2$ monopole to split in two, it has to be unstable with respect to dipole perturbations within the $j = 1$ sector. However, it is unstable only within the $j = 0$ sector and only its spherically symmetric perturbations grow in time.

Since all unstable modes of the $|n| = 2$ Abelian monopole are spherically symmetric, a part of the growing perturbation will form a spherical wave and escape to infinity. The monopole will be loosing energy and will evolve toward a less energetic spherically symmetric state containing a non-Abelian condensate in its center. It should finally approach the stable CM configuration, which also has $|n| = 2$. Even though the CM monopole has infinite energy, it is less energetic than the Abelian monopole since in both cases the energy is $E = E_0 + E_1$ where $E_0$ diverges but $E_1$ is finite for the CM monopole and diverges for the Abelian monopole (see Eq.(4.16)). Therefore, the CM monopole can be viewed as a stable remnant of the decay of the $|n| = 2$ Abelian monopole.
FIG. 5. A schematic sketch of electroweak monopoles. The $n = 1$ monopole is Abelian while the others have a non-Abelian core containing the pointlike singularity of the U(1) field in the center. Monopole solutions with $|n| = 3, 4, \ldots$ (not yet constructed) are not spherically symmetric.

One may conjecture that for the Abelian monopoles with $|n| > 2$ the situation is similar and every monopole decays by emitting radiation and condensing to an equilibrium non-Abelian state. However, the monopole with $|n| > 2$ decays within the sector with $j = |n/2| - 1 > 0$, hence the final state of its evolution will be non-spherically symmetric. This suggests that the CM monopole may be just the first member of a sequence of more general and hitherto unknown non-Abelian solutions labeled by their magnetic charge $n$. Only the CM monopole is spherically symmetric while non-Abelian monopoles with $|n| > 2$ should not be rotationally invariant. An attempt to show this is schematically presented in Fig.5.

Of course, this conjecture should be verified by explicitly constructing non-spherically symmetric solutions with $|n| > 2$ (an axially symmetric solution with $n = 1$ was reported in [48], but so far this has not been confirmed independently). At the same time, the conjecture is corroborated by the evidence obtained via taking gravity into account. Unless for quantum renormalization effects (which are unlikely to apply if $|n| \gg 1$), the energy of all flat space monopoles is infinite. Gravity provides a natural cutoff by creating an event horizon, such that all Abelian monopoles are described by the black hole geometry of Reissner-Nordstrom. It turns out that large black holes are dynamically stable, but instabilities appear for smaller black holes. Varying the horizon size, one can detect the moment when the instability just starts to appear and when it is not yet a negative mode but a zero mode [49]. Such zero modes provide the perturbative approximation for the new non-Abelian solution branches bifurcating with the Abelian branch. Starting at the bifurcation point and iteratively decreasing the event horizon size, one can construct magnetically charged hairy black holes with non-Abelian fields in the exterior region. If one wishes, one can finally send the Newton constant to zero.
to obtain non-Abelian solutions in flat space.

A similar observation of the stability change for magnetically charged black holes has been made within the context of a theory which is similar although not exactly identical to the electroweak theory \[50–52\]. It was similarly suggested that the phenomenon could be used to construct new non-Abelian solutions without spherical symmetry. However, such a construction has never been carried out at the fully non-perturbative level.

The viewpoint that magnetic monopoles in the electroweak theory should be generically non-spherically symmetric was recently advocated by Maldacena \[53\], who argued that the spherically symmetric magnetic field is homogeneous on the sphere and hence should be unstable with respect to segmentation into vortices due to the Meissner effect. One may finally note that t’Hooft-Polyakov monopoles for \(|n| > 2\) are also not spherically symmetric \[54\].
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APENDIX A: SPHERICALLY SYMMETRIC ELECTROWEAK FIELDS

In this Appendix we discuss equivalent forms of the spherically symmetric fields expressed by Eqs.(3.2),(3.3),(3.4) in the main text. Those expressions are convenient for calculations, but one should have in mind that both the SU(2) field (3.2) and U(1) field (3.3) are singular at the symmetry-axis where \(\vartheta = 0, \pi\) because their \(\varphi\)-components do not vanish there. It is important to check that the singularity can be removed by passing to a regular gauge, local or global, since otherwise Eqs.(3.2),(3.3),(3.4) would make no sense. It turns out that the singularity can indeed be removed, but only for special values of the parameter \(\nu\) in (3.2).

The singularity in the SU(2) field (3.2) can be removed by the gauge transformation (2.6) generated by \[55\]

\[
U = \exp \left(-i\nu \varphi T_3 \right) \exp \left(-i\vartheta T_2 \right) = \begin{pmatrix}
\cos \frac{\vartheta}{2} e^{-i\nu \varphi/2} & -\sin \frac{\vartheta}{2} e^{-i\nu \varphi/2} \\
\sin \frac{\vartheta}{2} e^{i\nu \varphi/2} & \cos \frac{\vartheta}{2} e^{i\nu \varphi/2}
\end{pmatrix}.
\]

(A.1)

This transformation is singular itself since U has no limit for \(\vartheta \to 0, \pi\) but the transformed SU(2) field becomes regular in the new gauge,

\[
W = (a_0 dt + a_1 dr) T_r + (w_2 T_\vartheta - (1-w_1) T_\varphi) d\vartheta + \nu (w_2 T_\varphi + (1-w_1) T_\vartheta) \sin \vartheta \, d\varphi.
\]

(A.2)

Here the angle-dependent generators

\[
T_r = n^a T_a, \quad T_\vartheta = \partial_\vartheta T_r, \quad T_\varphi = \frac{1}{\nu \sin \vartheta} \partial_\varphi T_r
\]

(A.3)
are expressed in terms of the unit vector
\[ n^a = \left[ \sin \vartheta \cos(\nu \varphi), \sin \vartheta \sin(\nu \varphi), \cos \vartheta \right], \tag{A.4} \]
and it is clear that the parameter \( \nu \) should be integer, since otherwise \( n^a \) is not single-valued. For \( \nu = 0 \) generators (A.3) are not defined, but in this case one can use the original form (3.2) which becomes regular.

For \( \nu = 1 \), using the Cartesian coordinates \( x^a = r n^a \), the field (A.2) can be represented in the form originally used by Witten [30],
\[ W = T_a n^a n_0 dt + T_a \left( a_1 n^a n_i + \frac{w_2}{r} \delta^a_i + \frac{1 - w_1}{r} \epsilon_{aij} n^j \right) dx^i. \tag{A.5} \]
The gauge transformation (A.1) does not affect the U(1) field (3.3) while the Higgs field (3.4) changes, so that in the new gauge
\[ B = B_\mu dx^\mu = b_0 dt + b_1 dr + P \cos \vartheta d\varphi, \quad \Phi = \phi e^{i \xi/2} \begin{pmatrix} -\sin \frac{\vartheta}{2} e^{-i \nu \varphi/2} \\ \cos \frac{\vartheta}{2} e^{i \nu \varphi/2} \end{pmatrix}. \tag{A.6} \]
The \( B \)-field is singular at \( \vartheta = 0, \pi \) while the Higgs field has no definite value at the negative \( z \)-axis, for \( \vartheta = \pi \), unless if \( \nu = 0 \). However, performing an extra U(1) gauge transformation generated by
\[ U = \exp \left( -\frac{i \nu \varphi}{2} \right), \tag{A.7} \]
the SU(2) field (A.2) does not change while the U(1) field and the Higgs field become, assuming that \( P = \nu \) according to (3.9),
\[ B_+ = b_0 dt + b_1 dr + \nu (\cos \vartheta - 1) d\varphi, \quad \Phi_+ = \phi e^{i \xi/2} \begin{pmatrix} -\sin \frac{\vartheta}{2} e^{-i \nu \varphi} \\ \cos \frac{\vartheta}{2} \end{pmatrix}. \tag{A.8} \]
Both the B-field and Higgs field are now regular for \( \vartheta = 0 \), but there is still the Dirac string singularity of the B-field at the negative \( z \)-axis, where \( \vartheta = \pi \), whereas the Higgs field still has no limit there. Therefore, this gauge can be used only in the upper part of the sphere, for \( \vartheta \in [0, \pi - \epsilon) \). However, after a further U(1) gauge transformation generated by
\[ U = \exp (i \nu \varphi) \tag{A.9} \]
one obtains
\[ B_- = b_0 dt + b_1 dr + \nu (\cos \vartheta + 1) d\varphi, \quad \Phi_- = \phi e^{i \xi/2} \begin{pmatrix} -\sin \frac{\vartheta}{2} e^{i \nu \varphi} \\ \cos \frac{\vartheta}{2} \end{pmatrix}, \tag{A.10} \]
such that the singularity is now moved to the positive \( z \)-axis, \( \vartheta = 0 \), while for \( \vartheta = \pi \) everything is regular. This gauge provides the regular description in the lower part of the sphere for
Therefore, the $B$ and $\Phi$ fields will be completely regular if one uses two local gauges: the gauge $B_+, \Phi_+$ given by (A.8) in the upper part of the sphere and the gauge $B_-, \Phi_-$ given by (A.10) in the lower part of the sphere. The transition from one local gauge to the other is performed in the equatorial region where $\epsilon < \vartheta < \pi - \epsilon$ and provided by the function (A.9) which is regular and single-valued in this region.

Summarizing, the regular form of the fields is given by (A.2) and by two local gauges (A.8) or (A.10) used, respectively, for $\vartheta \in [0, \pi - \epsilon)$ and for $\vartheta \in (\epsilon, \pi]$.

Returning back to Eqs.(3.2),(3.3),(3.4), let us finally discuss the case where $w_1 = w_2 = 0$. Setting $P = \nu$, one has

$$W = T_3 (a_0 dt + a_1 dr) + T_3 \nu \cos \vartheta d\varphi, \quad B = b_0 dt + b_1 dr + \nu \cos \vartheta d\varphi. \quad (A.11)$$

Both SU(2) and U(1) fields are singular at the symmetry axis, but after the gauge transformation generated by

$$U_\pm = \exp \left( \mp \frac{i \nu \varphi}{2} (1 + \tau_3) \right) \quad (A.12)$$

they become

$$W_\pm = T_3 (a_0 dt + a_1 dr) + T_3 \nu (\cos \vartheta \mp 1) d\varphi,$$

$$B_\pm = b_0 dt + b_1 dr + \nu (\cos \vartheta \mp 1) d\varphi, \quad (A.13)$$

while the Higgs field (3.4) does not change (because it has only the lower component). The fields $W_+, B_+$ are regular at $\vartheta = 0$ and can be used in the northern hemisphere while $W_-, B_-$ are regular at $\vartheta = \pi$ and can be used in the southern hemisphere. Using these two local gauges provides a completely regular description. The transition from $W_+, B_+$ to $W_-, B_-$ is provided by the gauge transformation in the equatorial region with

$$U = \exp (i \nu \varphi (1 + \tau_3)) = \begin{pmatrix} \exp (2i \nu \varphi) & 0 \\ 0 & 1 \end{pmatrix}, \quad (A.14)$$

which is single-valued if $\nu$ is integer or half-integer. The latter conclusion is very important, since the value $\nu = 1/2$ is needed to describe the magnetic monopole with the lowest charge, which arises precisely when $w_1 = w_2 = 0$.

The upshot of our discussion is that the fields (3.2),(3.3),(3.4) can be made regular by gauge transformations if $\nu \in \mathbb{Z}$ or when $2\nu \in \mathbb{Z}$ if $w_1 = w_2 = 0$.

Before finishing this section, let us compare with the spherically symmetric sphaleron field. Depending on weather the SU(2) gauge field is chosen in the regular gauge (A.2) or in the
singular gauge (3.2), the sphaleron Higgs field is given, respectively, by
\[ \Phi_{\text{sph}}^{\text{reg}} = \phi \exp(i \xi T_\tau) \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad \Phi_{\text{sph}}^{\text{sing}} = \phi \exp(i \xi T_3) \begin{pmatrix} -\sin \frac{\theta}{2} e^{-\nu \phi/2} \\ \cos \frac{\theta}{2} e^{\nu \phi/2} \end{pmatrix}. \] (A.15)

This is compatible with the spherical symmetry if only the Weinberg angle vanishes and the U(1) field decouples. The difference with the monopole field can also be seen in the matrix 

\[ \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \]

Injecting the ansatz (3.1)–(3.4) to the WS equations (2.8), the angular dependence separates yielding second order differential equations for functions depending on \( t, r \), but also first order differential and algebraic constraints. The first algebraic constraint reads \( (P - \nu) \phi^2 = 0 \) and since \( \phi \neq 0 \), one should set \( P = \nu \). Taking this into account, the other algebraic constraints read
\[ (\nu^2 - 1) w_a = 0, \quad (\nu^2 - 1)(w_1^2 + w_2^2 - 1) w_a = 0, \quad a = 1, 2, \] (B.1)
while the first order differential constraints are
\[ (\nu^2 - 1)(\dot{w}_1 + a_0 w_2) = 0, \quad (\nu^2 - 1)(w'_1 + a_1 w_2) = 0, \]
\[ (\nu^2 - 1)(\dot{w}_2 - a_0 w_1) = 0, \quad (\nu^2 - 1)(w'_2 - a_1 w_1) = 0. \] (B.2)

The second order equations come from the SU(2) sector,
\[ w''_1 - \ddot{w}_1 = \left( \frac{w_1^2 + w_2^2 - 1}{r^2} + \frac{g^2 \phi^2}{2} + a_1^2 - a_0^2 \right) w_1 + 2 (a_0 \dot{w}_2 - a_1 w'_2) + ( \dot{a}_0 - \dot{a}_1 ) w_2, \]
\[ w''_2 - \ddot{w}_2 = \left( \frac{w_1^2 + w_2^2 - 1}{r^2} + \frac{g^2 \phi^2}{2} + a_1^2 - a_0^2 \right) w_2 - 2 (a_0 \dot{w}_1 - a_1 w'_1) - ( \dot{a}_0 - \dot{a}_1 ) w_1, \]
\[ r^2 (a'_0 - \dot{a}_1) = g^2 r^2 \phi^2 \left( a_0 - b_0 + \xi \right) + 2 \left( (w_1^2 + w_2^2) a_0 + \hat{w}_1 w_2 - \hat{w}_2 w_1 \right), \]
\[ r^2 (a'_0 - \dot{a}_1) = g^2 r^2 \phi^2 \left( a_1 - b_1 + \xi' \right) + 2 \left( (w_1^2 + w_2^2) a_1 + \hat{w}_1 w_2 - \hat{w}_2 w_1 \right), \] (B.3)

from the U(1) sector,
\[ r^2 (b'_0 - \dot{b}_1) = \frac{g^2 r^2 \phi^2}{2} \left( a_0 - b_0 + \xi \right) = 0, \]
\[ r^2 (b'_0 - \dot{b}_1) = \frac{g^2 r^2 \phi^2}{2} \left( a_1 - b_1 + \xi' \right) = 0, \] (B.4)
and from the Higgs sector,

\[
\frac{1}{r^2} (r^2 \phi')' - \ddot{\phi} = \left( \beta (\phi^2 - 1) + (a_1 - b_1 + \xi')^2 - (a_0 - b_0 + \dot{\xi})^2 + \frac{2}{r^2} (w_1^2 + w_2^2) \right) \frac{\phi}{4},
\]

\[
(r^2 \phi^2 (a_1 - b_1 + \xi'))' = \left( r^2 \phi^2 (a_0 - b_0 + \dot{\xi}) \right)'.
\]

(B.5)

These equations can be simplified by setting

\[
w_1 = f \cos \alpha, \quad w_2 = f \sin \alpha, \quad a_0 = \Omega_0 + \dot{\alpha}, \quad a_1 = \Omega_1 + \alpha',
\]

\[
b_0 = \dot{\xi} + a_0 - \Theta_0, \quad b_1 = \xi' + a_1 - \Theta_1,
\]

(B.6)

where \( f, \alpha, \Omega_0, \Omega_1, \Theta_0, \Theta_1 \) are functions of \( t, r \). The amplitudes \( \alpha, \xi \) correspond to pure gauge degrees of freedom and drop out from the equations, which leads to Eqs.(3.12)–(3.14) in the main text. It is not difficult to see that the algebraic and first order differential constraints (B.1),(B.2) leave only two options: either \( \nu^2 = 1 \) or \( w_1 = w_2 = 0 \), which can be expressed by the condition \( (\nu^2 - 1) f = 0 \) shown in Eq.(3.10) in the main text.

APENDIX C: PERTURBATION EQUATIONS AFTER VARIABLE SEPARATION

In this Appendix we show the radial equations obtained by inserting the ansatz (6.48)–(6.52) into the perturbation equations (6.37) and separating the angular and temporal variables. There are altogether 20 coupled ordinary differential equations for the 20 radial amplitudes \( S_0(r), \ldots, X_{10}(r), \ldots, H_1(r), \ldots, H_4(r) \). Defining the quantities

\[
C_1 = \frac{(rX_{11})'}{r} - \omega X_{10} + \frac{j - \nu_-}{\sqrt{2} r} X_{12} - \frac{j + \nu_+}{\sqrt{2} r} X_{13} - \frac{\nu_- f}{\sqrt{2} r} X_{32} + \frac{\nu_+ f}{\sqrt{2} r} X_{33} + g^2 \phi H_1, \quad (C.1a)
\]

\[
C_2 = \frac{(rX_{21})'}{r} - \omega X_{20} + \frac{j + \nu_+}{\sqrt{2} r} X_{22} - \frac{j - \nu_-}{\sqrt{2} r} X_{23} + \frac{\nu_+ f}{\sqrt{2} r} X_{32} - \frac{\nu_- f}{\sqrt{2} r} X_{33} - g^2 \phi H_2, \quad (C.1b)
\]

\[
C_3 = \frac{(rX_{31})'}{r} - \omega X_{30} + \frac{\nu_- f}{2 \sqrt{2} r} (X_{13} + X_{22}) - \frac{\nu_+ f}{2 \sqrt{2} r} (X_{12} + X_{23})
+ \frac{j + 1}{\sqrt{2} r} (X_{32} - X_{33}) + \frac{g^2}{2} \phi (H_4 - H_3), \quad (C.1c)
\]

\[
C_4 = \frac{(rS_1)'}{r} - \omega S_0 + \frac{j + 1}{\sqrt{2} r} (S_2 - S_3) + \frac{g^2}{2} \phi (H_3 - H_4), \quad (C.1d)
\]
where \( \nu_{\pm} = \nu \pm 1 \), the 4 equations for the SU(2) amplitudes \( X_{1a}(r) \) can be represented in the form

\[
\hat{D} X_{10} + \frac{2\nu j f}{r^2} X_{30} = -\omega C_1,
\]

\[
\left( \hat{D} - \frac{2}{r^2} \right) X_{11} + \frac{2\nu j f}{r^2} X_{31} - \frac{\sqrt{2}(j - \nu_-)}{r^2} X_{12} + \frac{\sqrt{2}(j + \nu_+)}{r^2} X_{15}
+ \left( \frac{\sqrt{2} f}{r} \right)' (\nu_+ X_{33} - \nu_- X_{32}) + 2g^2 \phi' H_1 = r \left( \frac{C_1}{r} \right)',
\]

\[
\left( \hat{D} - \frac{2\nu f^2}{r^2} \right) X_{12} - \frac{\sqrt{2}(j + \nu)}{r^2} X_{11} - \left( \frac{\sqrt{2} \nu_+ f}{r} \right)' X_{31} + \frac{2(\nu j + 1) f}{r^2} X_{32}
+ \frac{\nu_+ g^2 f \phi}{\sqrt{2} r} H_1 = \frac{\nu_+ f C_3 - (j + \nu) C_1}{\sqrt{2} r},
\]

\[
\left( \hat{D} + \frac{2\nu f^2}{r^2} \right) X_{13} + \frac{\sqrt{2}(j - \nu)}{r^2} X_{11} + \left( \frac{\sqrt{2} \nu_- f}{r} \right)' X_{31} + \frac{2(\nu j - 1) f}{r^2} X_{33}
- \frac{\nu_- g^2 f \phi}{\sqrt{2} r} H_1 = \frac{(j - \nu) C_1 - \nu_- f C_3}{\sqrt{2} r},
\]

with the differential operator

\[
\hat{D} \equiv \frac{d^2}{dr^2} + \omega^2 - \frac{j(j + 1)}{r^2} - \frac{g^2 \phi^2}{2} + \frac{\nu^2 - f^2}{r^2}.
\]

The 4 equations for \( X_{2a}(r) \) read

\[
\hat{D} X_{20} - \frac{2\nu j f}{r^2} X_{30} = -\omega C_2,
\]

\[
\left( \hat{D} - \frac{2}{r^2} \right) X_{21} - \frac{2\nu j f}{r^2} X_{31} - \frac{\sqrt{2}(j + \nu_+)}{r^2} X_{22} + \frac{\sqrt{2}(j - \nu_-)}{r^2} X_{23}
+ \left( \frac{\sqrt{2} f}{r} \right)' (\nu_+ X_{33} - \nu_- X_{32}) - 2g^2 \phi' H_2 = r \left( \frac{C_2}{r} \right)',
\]

\[
\left( \hat{D} + \frac{2\nu f^2}{r^2} \right) X_{22} - \frac{\sqrt{2}(j - \nu)}{r^2} X_{21} + \left( \frac{\sqrt{2} \nu_- f}{r} \right)' X_{31} - \frac{2(\nu j - 1) f}{r^2} X_{32}
+ \frac{\nu_- g^2 f \phi}{\sqrt{2} r} H_2 = \frac{-(j - \nu) C_2 + \nu_- f C_3}{\sqrt{2} r},
\]

\[
\left( \hat{D} - \frac{2\nu f^2}{r^2} \right) X_{23} + \frac{\sqrt{2}(j + \nu)}{r^2} X_{21} - \left( \frac{\sqrt{2} \nu_+ f}{r} \right)' X_{31} + \frac{2(\nu j + 1) f}{r^2} X_{33}
- \frac{\nu_+ g^2 f \phi}{\sqrt{2} r} H_2 = \frac{(j + \nu) C_2 + \nu_+ f C_3}{\sqrt{2} r},
\]
the 4 equations for $X_{3a}(r)$ are

\[
\left( \mathcal{D} - \frac{f^2 + \nu^2}{r^2} \right) X_{30} + \frac{\nu(j+1)f}{r^2} (X_{10} - X_{20}) + \frac{g^2 \phi^2}{2} S_0 = -\omega C_3, \tag{C.5a}
\]

\[
\left( \mathcal{D} - \frac{f^2 + \nu^2 + 2}{r^2} \right) X_{31} + \frac{\nu(j+1)f}{r^2} (X_{11} - X_{21}) - \left( \frac{\nu_f f}{\sqrt{2} r} \right)' (X_{12} + X_{23}) \tag{C.5b}
\]

\[
+ \left( \frac{\nu_f f}{\sqrt{2} r} \right)' (X_{13} + X_{22}) + \frac{\sqrt{2} (j+1)}{r^2} (X_{33} - X_{32}) + \frac{g^2 \phi^2}{2} S_1 + \frac{g^2 \phi'}{2} (H_4 - H_3) = r \left( \frac{C_3}{r} \right)',
\]

\[
\left( \mathcal{D} - \frac{f^2 + \nu^2}{r^2} \right) X_{32} + \left( \frac{f}{\sqrt{2} r} \right)' (\nu_+ X_{21} - \nu_- X_{11}) + \frac{(j+1)\nu - 1}{r^2} X_{12} - \frac{(j+1)\nu + 1}{r^2} X_{22}
\]

\[
- \frac{\sqrt{2} j}{r^2} X_{31} + \frac{g^2 \phi^2}{2} S_2 + \frac{g^2 f \phi}{2\sqrt{2} r} (\nu_- H_1 + \nu_+ H_2) = \frac{f (\nu_- C_1 - \nu_+ C_2)}{2\sqrt{2} r} - J C_3, \tag{C.5c}
\]

\[
\left( \mathcal{D} - \frac{f^2 + \nu^2}{r^2} \right) X_{33} + \left( \frac{f}{\sqrt{2} r} \right)' (\nu_+ X_{11} - \nu_- X_{21}) + \frac{(j+1)\nu + 1}{r^2} X_{13} - \frac{(j+1)\nu + 1}{r^2} X_{23}
\]

\[
+ \frac{\sqrt{2} j}{r^2} X_{31} + \frac{g^2 \phi^2}{2} S_3 - \frac{g^2 f \phi}{2\sqrt{2} r} (\nu_+ H_1 + \nu_- H_2) = \frac{f (\nu_+ C_2 - \nu_- C_1)}{2\sqrt{2} r} + J C_3, \tag{C.5d}
\]

the equations for the U(1) amplitudes are

\[
\dot{D}_s S_0 + \frac{g^2 \phi^2}{2} X_{30} = -\omega C_1, \tag{C.6a}
\]

\[
\left( \dot{D}_s - \frac{2}{r^2} \right) S_1 + \frac{g^2 \phi^2}{2} X_{31} + \frac{\sqrt{2} (j+1)}{r^2} (S_3 - S_2) + \frac{g^2 \phi'}{2} (H_3 - H_4) = r \left( \frac{C_4}{r} \right)', \tag{C.6b}
\]

\[
\dot{D}_s S_2 + \frac{g^2 \phi^2}{2} X_{32} - \frac{\sqrt{2} j}{r^2} S_1 + \frac{g^2 f \phi}{2\sqrt{2} r} (\nu_- H_1 + \nu_+ H_2) = -J C_1 \sqrt{2} r, \tag{C.6c}
\]

\[
\dot{D}_s S_3 + \frac{g^2 \phi^2}{2} X_{33} + \frac{\sqrt{2} j}{r^2} S_1 - \frac{g^2 f \phi}{2\sqrt{2} r} (\nu_+ H_1 + \nu_- H_2) = J C_1 \sqrt{2} r, \tag{C.6d}
\]

and the equations for the Higgs amplitudes are

\[
\left( \dot{D} + \frac{f^2}{2r^2} + \frac{\beta}{4} (1 - \phi^2) \right) H_1 - \frac{\nu_f f}{r^2} H_3 + \phi' X_{11} \tag{C.7a}
\]

\[
+ \frac{\nu_- \phi}{2\sqrt{2} r} (S_2 + X_{32}) - \frac{\nu_+ \phi}{2\sqrt{2} r} (S_3 + X_{33}) = -\frac{\phi C_1}{2},
\]

\[
\left( \dot{D} + \frac{f^2}{2r^2} + \frac{\beta}{4} (1 - \phi^2) \right) H_2 + \frac{\nu_f f}{r^2} H_4 - \phi' X_{21} \tag{C.7b}
\]

\[
+ \frac{\nu_+ \phi}{2\sqrt{2} r} (S_2 + X_{32}) - \frac{\nu_- \phi}{2\sqrt{2} r} (S_3 + X_{33}) = \frac{\phi C_2}{2},
\]

\[
\dot{D}_h H_3 + \frac{f \phi}{2\sqrt{2} r} (\nu_- X_{22} - \nu_+ X_{23}) - \phi' (X_{31} - S_1) \tag{C.7c}
\]

\[
- \frac{\nu (j+1)f}{r^2} H_1 + \frac{(1-\beta) \phi^2}{4} H_4 = \frac{\phi}{2} (C_3 - C_4),
\]

\[
\dot{D}_h H_4 + \frac{f \phi}{2\sqrt{2} r} (\nu_+ X_{12} - \nu_- X_{13}) + \phi' (X_{31} - S_1) \tag{C.7d}
\]

\[
+ \frac{\nu (j+1)f}{r^2} H_2 + \frac{(1-\beta) \phi^2}{4} H_3 = \frac{\phi}{2} (C_4 - C_3),
\]
with the differential operators

\[
\begin{align*}
\hat{D}_s &= \frac{d^2}{dr^2} + \omega^2 - \frac{j(j+1)}{r^2} - \frac{g^2\phi^2}{2}, \\
\hat{D}_h &= \frac{d^2}{dr^2} + \omega^2 - \frac{j(j+1)}{r^2} - \frac{f^2}{2r^2} + \beta - \frac{1}{4}(1+2\beta)\phi^2.
\end{align*}
\] (C.8)

These equations are invariant under gauge transformations (7.55)–(7.59). As discussed in the main text, imposing the harmonic gauge conditions \( C_1 = C_2 = C_3 = C_4 = 0 \) reduces the number of independent equations to 16 which can be split into two independent subsystems of 7 and 9 equations.

**APENDIX D: PERTURBATION POTENTIALS**

In this Appendix we show the explicit expression for components of the 7 × 7 matrix potential \( \hat{U} \) and for the 9 × 9 matrix potential \( \hat{V} \) in the Schrödinger-type equations (7.71). These potentials are symmetric matrices. The components of \( \hat{U} \) are

\[
\begin{align*}
U_{11} &= \frac{j(j+1) - \nu^2}{r^2} + \frac{(1+2\nu)f^2}{2} + \frac{g^2\phi^2}{2}, \\
U_{12} &= \frac{g\sqrt{2}(1+\nu j)}{\kappa_+ r^2}, \\
U_{16} &= -\frac{g\sqrt{2}(1+\nu j)}{\kappa_+ r^2}, \\
U_{17} &= -\frac{g\nu_+ f\phi}{2\kappa_+}, \\
U_{22} &= \frac{j(j+1) + 2 - \nu^2}{r^2} + \frac{f^2}{2r^2} + \frac{g^2\phi^2}{2}, \\
U_{23} &= -g\sqrt{2}\phi', \\
U_{24} &= -\frac{\sqrt{2}\kappa_-(j+\nu_+)}{r^2}, \\
U_{25} &= 2g\left(\frac{f}{r}\right)', \\
U_{26} &= -2g'\left(\frac{f}{r}\right)', \\
U_{27} &= 0,
\end{align*}
\]

\[
\begin{align*}
U_{33} &= \frac{j(j+1) - \nu^2}{r^2} + \frac{f^2}{2r^2} + \frac{g^2\phi^2}{2} + \frac{\beta}{4}(\phi^2 - 1), \\
U_{34} &= 0, \\
U_{35} &= \frac{(g^2 - g_0^2)\phi}{\sqrt{2}r}, \\
U_{36} &= \frac{\sqrt{2}gg'\phi}{r}, \\
U_{37} &= \frac{\nu\sqrt{j(j+1)}f}{r^2}, \\
U_{44} &= \frac{j(j+1) - \nu^2}{r^2} + \frac{(1-2\nu)f^2}{2r^2} + \frac{g^2\phi^2}{2}, \\
U_{45} &= \frac{\sqrt{2}g(\nu j - 1)}{\kappa_- r^2}, \\
U_{46} &= \frac{\sqrt{2}gg'(1-\nu j)}{\kappa_- r^2}, \\
U_{47} &= \frac{g\nu_- f\phi}{2\kappa_-}, \\
U_{55} &= \frac{j(j+1) + 2g^2f^2}{2r^2} + \frac{\phi^2}{2}, \\
U_{56} &= -\frac{2gg'f^2}{2r^2}, \\
U_{57} &= 0, \\
U_{66} &= \frac{j(j+1) + 2gf^2}{r^2}, \\
U_{67} &= 0, \\
U_{77} &= \frac{j(j+1)}{r^2} + \frac{f^2}{2r^2} + \frac{\beta}{4}(3\phi^2 - 1). (D.1)
\end{align*}
\]
The components of $\hat{V}$ read

\[
V_{11} = \frac{j(j + 1) - \nu^2}{r^2} + \frac{(1 + 2\nu)f^2}{r^2} + \frac{g^2\phi^2}{2}, \quad V_{12} = \frac{\sqrt{2}(j + \nu)}{\kappa_+ r^2}, \quad V_{13} = V_{14} = 0,
\]
\[
V_{15} = -\frac{g\nu_+ f\phi}{2\kappa_+ r}, \quad V_{16} = -\frac{\sqrt{2} g \nu_+}{\kappa_+} \left( \frac{f}{r} \right) ', \quad V_{17} = \frac{\sqrt{2} g (1 + \nu j)}{\kappa_+ r^2},
\]
\[
V_{18} = \frac{\sqrt{2} g \nu_+}{\kappa_+} \left( \frac{f}{r} \right) ', \quad V_{19} = -\frac{\sqrt{2} g'(1 + \nu j)}{\kappa_+ r^2},
\]
\[
V_{22} = \frac{j(j + 1) + 2 - \nu^2}{r^2} + \frac{f^2}{r^2} + \frac{\beta^2}{2} (\phi^2 - 1), \quad V_{23} = \sqrt{2} g \phi', \quad V_{24} = -\frac{\sqrt{2} \kappa_- (j + \nu_+)}{r^2},
\]
\[
V_{25} = 0, \quad V_{26} = \frac{2g\kappa(j + 1)\nu f}{r^2}, \quad V_{27} = -2g\nu \left( \frac{f}{r} \right) ',
\]
\[
V_{28} = -\frac{2g'\sqrt{j(j + 1)}f}{r^2}, \quad V_{29} = 2g'\nu \left( \frac{f}{r} \right) ',
\]
\[
V_{33} = \frac{j(j + 1) - \nu^2}{r^2} + \frac{f^2}{2r^2} + \frac{g^2\phi^2}{2} + \frac{\beta}{4} (\phi^2 - 1), \quad V_{34} = 0, \quad V_{35} = \nu \frac{\sqrt{j(j + 1)}f}{r^2},
\]
\[
V_{36} = 0, \quad V_{37} = \frac{(g^2 - g^2) \nu f \phi}{\sqrt{2} r}, \quad V_{38} = 0, \quad V_{39} = \frac{\sqrt{2} gg'f \nu \phi}{r},
\]
\[
V_{44} = \frac{j(j + 1) - \nu^2}{r^2} + \frac{(1 - 2\nu)f^2}{r^2} + \frac{g^2\phi^2}{2}, \quad V_{45} = \frac{g\nu f \phi}{2\kappa_- r}, \quad V_{46} = \frac{\sqrt{2} g \nu}{\kappa_- r^2} \left( \frac{f}{r} \right) ',
\]
\[
V_{47} = -\frac{\sqrt{2} g (\nu j - 1)f}{\kappa_- r^2}, \quad V_{48} = -\frac{\sqrt{2} g' \nu_+}{\kappa_-} \left( \frac{f}{r} \right) ', \quad V_{49} = \frac{\sqrt{2} g'(\nu j - 1)f}{\kappa_- r^2},
\]
\[
V_{55} = \frac{j(j + 1)}{r^2} + \frac{f^2}{2r^2} + \frac{\phi^2}{2} + \frac{\beta}{4} (\phi^2 - 1), \quad V_{56} = \sqrt{2} \phi', \quad V_{57} = V_{58} = V_{59} = 0,
\]
\[
V_{66} = \frac{j(j + 1) + 2}{r^2} + \frac{2g^2 f^2}{r^2} + \frac{\phi^2}{2}, \quad V_{67} = \frac{2\sqrt{j(j + 1)}}{r^2}, \quad V_{68} = -\frac{2gg'f^2}{r^2}, \quad V_{69} = 0,
\]
\[
V_{77} = \frac{j(j + 1)}{r^2} + \frac{2g^2 f^2}{r^2} + \frac{\phi^2}{2}, \quad V_{78} = 0, \quad V_{79} = -\frac{2gg'f^2}{r^2},
\]
\[
V_{88} = \frac{j(j + 1) + 2}{r^2} + \frac{2g^2 f^2}{r^2}, \quad V_{89} = \frac{2\sqrt{j(j + 1)}}{r^2}, \quad V_{99} = \frac{j(j + 1)}{r^2} + \frac{2g^2 f^2}{r^2}. \quad \text{(D.2)}
\]
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