Releasing survey microdata with exact cluster locations and additional privacy safeguards
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Household survey programs around the world publish fine-granular georeferenced microdata to support research on the interdependence of human livelihoods and their surrounding environment. To safeguard the respondents’ privacy, micro-level survey data is usually (pseudo)-anonymized through deletion or perturbation procedures such as obfuscating the true location of data collection. This, however, poses a challenge to emerging approaches that augment survey data with auxiliary information on a local level. Here, we propose an alternative microdata dissemination strategy that leverages the utility of the original microdata with additional privacy safeguards through synthetically generated data using generative models. We back our proposal with experiments using data from the 2011 Costa Rican census and satellite-derived auxiliary information. Our strategy reduces the respondents’ re-identification risk for any number of disclosed attributes by 60-80% even under re-identification attempts.
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1 | INTRODUCTION

Since almost hundred years, sample surveys are dominating knowledge generation in empirical research. The advantages of survey sampling are obvious: with an appropriate sampling design representative results for a population can be collected by surveying only a fraction of it. With computer assistance, the time from collecting data to publishing results can be sped up significantly \[1\]. Two trends, however, increasingly challenge the way data is collected via surveys. On the one hand, the growing demand for fast and granular information drives up sample size and thus costs. As a response, recent years have seen a large amount of academic research on augmenting surveys with secondary data from non-traditional data sources such as social networks, mobile phones or remote sensing in order to overcome shortcomings in coverage, frequency and granularity with applications in fields as diverse as population dynamics \[2, 3\], socio-demographic analysis \[4, 5, 6, 7, 8\], policy targeting \[9, 10\], environmental mapping \[11\] and health research \[12, 13\]. This augmentation is usually done via geographic matching, i.e. combining area-level averages \[14\]. Since the number of matched areas corresponds to the sample size for subsequent supervised learning tasks, finding the smallest common geographical denominator is essential to avoid running into small sample problems. However, this is not always trivial as sample surveys usually provide data only for a fraction of small geographic areas. On the other hand, digital transformations across various sectors such as health care have led to an explosion of digital personal data. It is the abundance of secondary data that amplifies re-identification risks in published surveys as some of the information could be used to link pseudoanonymized survey responses back to the actual respondents \[15, 16, 17\]. Together with new privacy regulations such as the European General Data Protection Regulation (GDPR) this calls for additional precautionary measures to safeguard the individual’s privacy. For aggregated data releases, the introduction of differential privacy has provided a solid mathematical framework to manage re-identification risks independent of a potential attacker’s capabilities or prior knowledge \[18\]. With regard to microdata dissemination strategies, a common de-identification practice today is a combination of deletion and perturbation procedures, which include removing (unique) identifiers such as first and last name and replacing the individual’s true location with aggregated (i.e. area-level) and randomized information (see e.g. \[19, 20, 21\]).

For example, in the Demographic and Health Survey (DHS), a major global household survey program, urban survey clusters are re-located within a 2km-radius and rural clusters within a 5km-, sometimes even 10km-radius \[22\]. This location privacy procedure has two main advantages: it does not affect the quality of the remaining (non-spatial) survey information and it reduces the need for other privacy safeguards, e.g. deleting or perturbing sensitive information. However, it does not provide a similar rigorous measure for privacy protection as already small sets of attributes can quickly increase the chances of re-identification, even in incomplete, pseudonymous datasets \[23\]. In addition, it obviously affects the utility of the published data when it comes to matching with auxiliary data as this type of analysis relies on the congruence of its geographic links \[24, 25, 26, 27\].

In that regard, advances in synthetic data generation have introduced new ways to narrow the void between information loss and privacy protection. These methods allow for the generation of synthetic records that resemble the real data by reproducing relationships learned from the latter. While all approaches have in common that they try to capture the joint distribution in the original data, the ways to do so vastly differ. For example, \[28\] and \[29\] use imputation processes to decompose the multidimensional joint distribution into conditional univariate distributions. \[30\] and \[31\] use parametric models in combination with conditional re-sampling to synthesize hierarchical relationships. As an alternative to these fully parametric approaches, \[32\] and \[33\] make use of classification and regression trees (CART), while more recently, \[34, 35, 36, 37, 38\] and others have used Bayesian networks, Generative Adversarial Networks or copulas to capture the underlying linear and non-linear relationships between the attributes.

The challenge for data producers is to define adequate microdata dissemination strategies that allow users to
satisfy their needs, i.e. release survey microdata that can be used for statistical analysis and that are compatible with other sources of information allowing to answer new and more detailed research questions and – at the same time – it must be ensured that the identities of the respondents are protected. In that regard, the Spatial Data Repository of the DHS program [39] is a good example for facilitating new types of research by combining survey microdata with geospatial covariates and gridded interpolation surfaces. However, also those products are based on perturbed cluster locations, thus incurring a certain information loss.

In this paper, we propose an alternative microdata dissemination strategy that leverages the utility of the original microdata with additional privacy safeguards through copula-generated synthetic data. Specifically, we propose to adopt a strategy of publishing two sets of micro-level survey data: first, the original microdata stripped of geographic identifiers below the strata-level. Second, synthetic microdata including the true cluster locations. We show in an experiment using Costa Rican census data from 2011 and satellite-derived auxiliary information from WorldPop [40] that we can reduce the re-identification risk vis-à-vis common spatial perturbation procedures, while maintaining data utility for non-spatial analysis and improving data utility for spatial analysis.

From the plethora of options, we choose copulas as our synthetic data generation approach. Copulas facilitate fine-tuning as they allow us to model the marginal distributions separately from the joint distribution. Dating back to 1959 [41] with diverse applications since, their theoretical properties are well understood. In comparison with alternatives like GANs, copula-based synthetic data generation has lower computational cost [36] and it is easier to interpret [42]. Furthermore, the procedure is in general less cumbersome, in comparison with the steps followed by [30] to generate the synthetic population data AAT-SILC (Artificial Austrian Statistics on Income and Living Conditions [43]. Finally, copulas are also attractive for data producers such as National Statistical Offices as only new nationally representative margins are required to update the synthetic microdata file (cf. [44]). In addition, well-documented open-source tools such as the Synthetic Data Vault [45] are available to users with important features such as data transformation and constraints specification.

2 | RESULTS

2.1 | Geomasking to obfuscate true survey locations

We consider a survey \( D \) as a random sample with sample size \( n_D \) from a given population \( C \). Our unit of observations are individuals \( i \) living together in a household \( h \). Each individual is described by a set of attributes denoted as \( X_1, X_2, \ldots, X_d \). While different sampling designs are possible, we assume a commonly used complex design for larger household surveys such as the DHS: a stratified two-stage cluster design. In the first stage, the primary sampling units (PSUs) - usually enumeration areas from the latest census denoted as \( j \) - are selected for each stratum \( s \) with a probability proportional to (population) size \( \pi_j \). In the second stage, households within each selected PSU are sampled with a fixed probability \( \pi_{hj} \). Consequently, the sampling weights defined as the inverses of the household-level inclusion probabilities are given for each stratum separately by:

\[
 w_{hj} = \frac{1}{\pi_{hj}}, \quad \pi_{hj} = \pi_{hij} \ast \pi_j \quad \text{with} \quad \pi_j = \frac{n_s}{N_s}. \tag{1}
\]

PSUs, called clusters in the following, are geo-located as point locations \( r_j \) via their geographic centroids. In the following, we describe the original survey attributes together with the original geo-locations of the clusters as our true survey. The true survey builds our starting point for further anonymization approaches, notably the geomasking
approach and the copula-based synthetic data generation approach. We follow the geomasking methodology outlined in [22] by perturbing the centroids of the selected clusters within a given larger administrative area $l$ using a rejection sampling procedure described in Algorithm 1:

**Algorithm 1: Geomasked survey: DHS cluster displacement algorithm**

```plaintext
for $j \in D$ do
    while $r_{j, masked} \notin l_j$ do
        angle $\leftarrow U(0, 360) \times \frac{\pi}{180}$; /* Random displacement angle */
        if $j$ is Urban then
            dist $\leftarrow U(0, 2000]$; /* Random displacement distance (in meters) for urban clusters */
        end
        if $j$ is Rural then
            if $j$ is selected as 1% of rural clusters then
                dist $\leftarrow U(0, 10000]$; /* Random displacement distance for 1% of rural clusters */
            else
                dist $\leftarrow U(0, 5000]$;
            end
        end
        $r_{x, j}^{masked} \leftarrow r_{x, j} + \text{dist} \times \cos(\text{angle})$; /* Displaced x-coordinate */
        $r_{y, j}^{masked} \leftarrow r_{y, j} + \text{dist} \times \sin(\text{angle})$; /* Displaced y-coordinate */
    end
end
```

We denote the masked point locations of the selected clusters with the superscript $\text{masked}$. As the overall inclusion probability for a household is not affected by geomasking, direct estimates and corresponding variances for area-level aggregates $l$ and above remain the same. However, this does not hold for area-level aggregates smaller than $l$. In the following, we describe the original survey attributes together with the masked locations of the clusters as our geomasked survey.

For our experiment using Costa Rican census data from 2011, point locations for the corresponding enumeration areas are not available. Therefore, we randomly sample them from the smallest available area denoted with $k$ - in our experiment the districts (at the same time the zip codes) in Costa Rica. The zip code therefore corresponds to the smallest geographic identifier available in the survey. Through the displacement procedure, roughly 30% of the clusters are assigned to a new zip code, representing approx. 30% of the sampled individuals in each simulation round.

### 2.2 Copula-based synthetic data generation

As an alternative to geomasking, we use synthetically generated survey attributes for protecting the respondents’ privacy while keeping the true point locations of the selected clusters. To do so, we fit a Gaussian copula model on the original survey attributes $X_d$ and sample from the learned joint distribution for each cluster individually with the originally sample size $n_j$. A copula allows to describe the dependence structure - also called association structure - independently from the marginal distributions (also called allocation structure). Several copula families are available. We focus on the Gaussian copula that allows us to represent the association structure of random variables irrespective of
their true distribution through a multivariate standard normal distribution \cite{44}. Since we also assume the marginals to be normally distributed, which may certainly constitute a mis-specification for some of the variables, we regard the results rather as a lower bound in terms of goodness-of-fit. Further, a copula is uniquely defined only for continuous variables \cite{47}, meaning that in principle, copulas cannot model non-continuous variables. Since socio-economic surveys are largely made up of categorical variables, data transformation, e.g. via one-hot encoding, is needed. In addition, we impose constraints on the marginals to account for censoring (e.g. to avoid negative synthetic age records) or between-variable dependencies (e.g. female and male household members need to add up to the total household size) via rejection sampling.

Thus, the process to generate synthetic data from a survey dataset $\tilde{D}$ with transformed categorical attributes (details of the data transformation are described in Algorithms 3 and 4 in Section 4) using a Gaussian copula model is summarized in Algorithm 2:

**Algorithm 2: Synthetic survey: Copula-based synthetic data generation algorithm**

**Input** $\tilde{D} = (\tilde{X}_1, \ldots, \tilde{X}_d)$

**Output** $\tilde{S} = (\tilde{Y}_1, \ldots, \tilde{Y}_d)$

for $s \in \tilde{D}$ do
    \[ \Psi \leftarrow \text{Estimated marginal distributions of } \tilde{X} \text{ with } \psi_d \sim N(\mu, \sigma^2) \]
    \[ \Sigma \leftarrow \text{Estimated covariance matrix of } \Psi \]
    \[ U \leftarrow F(\Psi) ; \quad /* \text{Probability integral transforms */} \]
    \[ C_G^0(u_1, \ldots, u_d) \leftarrow \phi_1^{-1}(u_1), \ldots, \phi_d^{-1}(u_d)) ; \quad /* \text{d-dimensional Gaussian copula */} \]
    for $j \in D_s$ do
        for $i \leftarrow 1$ to $n_{D_j}$ do
            while $y^{(i)}$ not meets constraints do
                \[ v \sim N(\mu, \Sigma) \]
                \[ \tilde{y}^{(i)} \leftarrow F^{-1}(\phi_1(v_1), \ldots, \phi_d(v_d)) ; \quad /* \text{Convert back to original space */} \]
            end
        end
    end
end

$\phi_1$ is the cumulative distribution function (cdf) of a multivariate normal distribution with $N(\mu, \Sigma)$ and $\phi_d$ the cdf of a standard normal distribution. By fitting our model to the true survey, it learns the parameters of both the allocation and association structure, i.e. of the marginal distributions $\Psi$ and the multivariate Gaussian copula $C^G_{\Sigma}(u_1, \ldots, u_d)$. Based on these learned relationships, new synthetic records $\tilde{y}^{(i)}$ are sampled from the multivariate probability function $C^G_{\Sigma}(u)$ using the inverse probability integral transform for each component $F_d^{-1}(u_d) \ (cf. \ [48])$. Since we sample in our experiment for each cluster individually to ensure a synthetic cluster-level sample size of exactly $n_j$, we use the parameters of a conditional multivariate normal distribution. In case no conditions are applied, the scenario is simplified to drawing from a multivariate standard normal distribution. In the following, we call the synthetic attributes together with the true cluster locations our synthetic survey. Further details about the copula-based synthetic data generation procedure can be found in the Section 4 and in \cite{49}.

Figure 1 provides a first impression on the overall goodness-of-fit of the three different survey datasets. Specifically, Figures 1a-1c show the normalized KL divergence $Z_{KL}$ of the survey attributes $y$ from the true census attributes...
Let $x \in C$ be defined as

$$Z_{KL}(F_{d,k}(X_{d,k})||F_{d,k}(Y_{d,k})) = \frac{1}{1 + D_{KL}( F_{d,k}(X_{d,k}) || F_{d,k}(Y_{d,k}))}$$

averaged across simulation runs for each attribute $d$ and zip code $k$, respectively.

**FIGURE 1** Normalized Kullback-Leibler divergence (in bits) from the true census distribution for each attribute and zip code, averaged across 100 simulation rounds.

The attributes on the y-axis are ordered by their respective number of classes, the zip codes on the x-axis are ordered by their average sample size across simulation rounds. Values close to one (yellow) represent little divergence from the true census distribution and therefore indicate a high goodness-of-fit. The number of attribute classes range from two to 111. Across attributes and zip codes, the true survey scores best with $Z_{KL} = 0.76$ in total, followed by the synthetic survey with $Z_{KL} = 0.74$ and the geomasked survey at $Z_{KL} = 0.73$.

Clearly visible is a gradient from the top left to the bottom right indicating that the overall goodness-of-fit of the sample distributions improve the larger the underlying sample sizes and the lower the number of classes per categorical attribute. In addition, as expected, attributes with high levels of non-response (visible through the white spots across the horizontal axis) are stronger affected by sampling and anonymization compared to attributes with little or no non-response.

### 2.3 Population uniqueness of survey respondents

To approach the utility-risk trade-off in (pseudo)-anonymized microdata, we define two risk-related measures: the population uniqueness of the survey respondents and the re-identification risk of a sensitive attribute in the original data using the perturbed data. We define population uniqueness $\Xi_x$ as the share of survey respondents being unique in the population $C$ for a given set of attributes $x = (X_1, \ldots, X_d)$:

$$\Xi_x = \frac{1}{n_D} \sum_{i} i_{x(i)} \text{ with } i_{x(i)} = \begin{cases} 1, & \text{if } x(i) \text{ unique in } C(x) \\ 0, & \text{otherwise} \end{cases}$$

(3)
Figure 2 shows how Ξ changes with the increasing number of attributes across 100 simulation runs. Naturally, the share constantly increases for the true survey. For the geomasked survey, the population uniqueness increases to a level of roughly 70%. Recalling that the only difference between the geomasked survey and the true survey is the perturbed zip code, the remaining 30% corresponds to the average number of survey respondents assigned to a new zip code due to the spatial anonymization process. Thus, not considering the zip code in the re-identification effort would let the population uniqueness of the geomasked survey also converge towards 1 similar to the true survey, even though requiring further knowledge on additional attributes. For the synthetic survey, the curve remains almost flat. The initial bump can largely be explained by the probability of a random combination of attributes representing an actual population unique in a small (area) sample size setting. Besides this theoretical argument, synthetic data always provides plausible deniability to the survey respondents. Similarly to our definition, 23 use a Gaussian copula model to estimate the empirical likelihood of population uniqueness in incomplete datasets such as $D$ by assuming Ξ ∼ Binomial($1_{x_{i}}$, $n_{D}$) with $x_{i}$. While this approach is an excellent alternative to measure the re-identification risk in micro-level survey data when no validation data (in our experiment the 2011 Costa Rican census) is available, it assumes that the individual records are independent and identically distributed, which may be contestable in the presence of hierarchical dependencies and complex sampling designs.

**Figure 2  Population uniqueness across survey types.**

Share of population-unique survey respondents for 100 simulation runs. The thick lines represent the average population uniqueness across the 100 simulation runs, the thin lines individual simulation runs. In the true survey, no attribute is perturbed. In the geomasked survey, the cluster identifier is perturbed. In the synthetic survey, all variables but the cluster identifier are perturbed. In the re-identified survey, the synthetic survey is used to predict the "private" attribute – i.e. the cluster – in the original dataset along the lines of the proposed microdata dissemination strategy. The re-identified original survey is then used to calculate population uniqueness. Both the re-identified and the synthetic survey provide significant privacy gains vis-à-vis the other survey types.

Therefore, Figure 2 gives a strong indication that geomasking provides little additional safeguards for the respondents’ privacy compared to the true survey in the presence of third-party information on a subset of the contained attributes. Hence, we consider an alternative microdata dissemination strategy: instead of publishing original microdata with perturbed cluster locations, we investigate the option of publishing two datasets - original microdata stripped of geographic identifiers below the level of strata and synthetic microdata with the original cluster locations. The choice is motivated by adopting a user-centric perspective: official household survey publications predominantly report on results up to the strata-level as results below are usually considered not representative. Analysis that benefits from below strata-level data often investigates proximity-related questions such as distances to certain locations and sur-
rounding habitat. For the former, cluster locations are of minor importance, for the latter, however, the perturbation procedure introduces significant levels of uncertainty to the analysis [25]. The alternative microdata dissemination strategy obviously conserves data utility for analysis on the representative level via the first dataset, while the second dataset allows for the accurate capture of proximity-related information. However, two potential shortcomings need to be considered: first, can we use the synthetic dataset to predict the ‘private’ attribute in the original dataset, i.e. the small area identifier, thus bypassing the privacy protection measures? Second, is the uncertainty we introduce by synthesizing the non-spatial attributes for spatial analysis smaller than the uncertainty from perturbing the cluster locations?

2.4 | Risk of re-identifying private geocodes

To investigate the first shortcoming, we train a random forest model on the small area identifier - the zip code - in the anonymized surveys for each stratum separately. We use the trained models on the original data to predict the zip code for each record. Finally, we evaluate our predicted label against the original label. In addition, we compare the outcomes to randomly guessing the correct label in order to account for the number of small areas within each stratum. Figure 3 shows the median accuracy of the approaches across 100 simulation runs. While we are able to successfully re-construct the original zip code in most cases for the geomasked survey, it does not work much better for the synthetic data than for the random guess.

![Figure 3](image)

**Figure 3** Re-identification of the zip code as private attribute in the true survey for each stratum across 100 simulation runs.

Accuracy is measured by the share of successfully re-identified zip code labels in the true survey. A random forest model is trained on perturbed data, i.e. the geomasked and the synthetic survey, respectively. We evaluate the results against the true zip code labels in the true survey and compare them against random guesses of the private attribute.

In our experiment, only one stratum consequently hosts more than ten small areas across all simulation runs, with one stratum hosting only two small areas in some simulation runs, giving the random guess also a good chance to predict correctly. Recalling from Figure 2 that roughly 70% of the displaced clusters stay within the same zip code in the geomasked survey, even predicting the sensitive attribute for strata hosting as little as two small areas, average population uniqueness in the synthetic data would not exceed much the 50/50-chance of the random guess%, thus providing better privacy protection in the re-identified original survey than the geomasked alternative.
To give an indication about the utility of the different anonymization approaches, we use a setup common in recent academic literature (cf. [4],[5]): we augment the surveys with auxiliary information from geospatial (big) data. Specifically, we construct zip code-level aggregates from gridded satellite-derived features available from the WorldPop repository [40] and combine them with zip code-level survey aggregates to provide predictions, especially for areas not sampled in the survey. As our target variable, we select the Unsatisfied Basic Needs index (Necesidades Básicas Insatisfechas (NBI)) - a composite indicator similar to the multidimensional poverty index (MPI) [50],[51] used as a key statistical indicator in Costa Rica. Details on the index can be found in the Supplementary Information. We evaluate our predictions against the census in terms of adjusted $R^2$, bias and the Mean Squared Error (MSE). Figures 4a-4c show the performance along these three evaluation criteria across 100 simulation runs.

**FIGURE 4** Performance metrics of survey-based NBI estimates on the zip code-level.
(a) Adjusted $R^2$ is based on the in-sample zip codes. (b) and (c) are based on the full sample and predictions are evaluated against the census across 100 simulation runs. (d) compares zip code-level NBI averages for a single simulation run.
Surprisingly, the synthetic approach not only outperforms the geomasked survey, it also provides predictions more in line with the census results than the true survey. A possible explanation could be that the copula approach reduces the impact of outliers on the zip code-specific NBI sample averages. This explanation is supported by Figure 4d that shows the distribution of zip code-level NBI averages grouped into quartiles for one simulation run as both the synthetic survey and the census showcase smaller tails in their distributions, respectively. We run additional experiments to compare the directly synthesized NBI and its underlying indicators with their counterparts computed from synthetic survey variables (see Supplementary Table 2 and Supplementary Fig. 4 in the Supplementary Information).

3 DISCUSSION

In this paper, we proposed and evaluated an alternative data dissemination strategy for micro-level survey data that improves the trade-off between privacy risk and data utility. Specifically, we showed that by publishing two datasets, namely the original survey data with limited geographic identifiers and a synthetically-generated survey dataset with the true cluster locations, re-identification risks can be reduced significantly vis-à-vis popular geomasking approaches without incurring additional losses in terms of data utility for survey augmentation. This could help mapping initiatives such as WorldPop or GRID3 to improve their products as more accurate spatial data is available. In addition, by separating the marginals from the dependence structure, it provides data producers such as National Statistical Offices also with a useful tool to update the respective synthetic microdata files for the following years by updating the margins with nationally representative new data as sub-nationally representative surveys may only be conducted every few years. In the Supplementary Information, we further investigate the stability of our results by alternating the experiment design.

First, while we chose the strata for the main analysis as they provide ‘large-enough’ sample sizes at the same time explicitly accounting for at least high-level regional variation, we study in further experiments whether fitting on smaller or larger geographic levels may better capture local variation at the expense of running into the risk of small sample problems or vice versa. Supplementary Fig. 1 summarizes the results for our copula model being fitted on the whole survey, the twelve strata and the zip code-level, respectively. It shows that by selecting the strata as our fitting level, we strike a balance between the underlying sample size (usually the larger the better) and capturing regional variation (usually the more disaggregated the better) both in terms of utility and risk. In addition, by using subsets of the full microdata for model fitting, the approach becomes computationally tractable also for larger surveys.

Second, since generative models allow us to sample an arbitrary number of synthetic observations, we look at the impact of the synthetic sample size on the outcomes of the survey augmentation experiment, notably the adjusted $R^2$ and a measure of confidence in the direct survey estimates of the Fay-Herriot model (cf. Section 4.2) - the shrinkage factor $\gamma$. Supplementary Fig. 2 shows that with an increasing sample size, $\gamma$ increases as well, thus shifting more weight to the direct estimate. Even though intuitive as the sampling variance naturally decreases in $n_D$, at some point it may become misleading with potentially negative effects on the model performance as the synthetic data generating process still relies on the same information conveyed in the true survey with sample size $n_D$. However, in our experiment the adjusted $R^2$ does not exhibit a bump, but increases monotonically, thus hinting at little additional explanatory power of our satellite-derived covariates vis-à-vis the area-level direct survey estimate for the in-sample areas.

Third, since our target variable NBI is a composite indicator, we compare the different composition levels of the synthetic NBI with the NBI constructed from synthetic data. While the divergence measure shows an overall good fit for the underlying indicators (see Supplementary Table 2 and Supplementary Fig. 4), correlations are low, especially
for higher-level compositions as the dimensions or the NBI itself.

Lastly, we test alternative encoding schemes for the transformation of categorical data. Also, we relax our assumption of the normally distributed margins by opening up to a wider group of parametric copulas (such as beta, gamma or uniform distributions) selected for each margin individually based on the two-sample Kolmogorov-Smirnov (KS) statistic to study the effect of the specification choice on the normalized KL divergence. Supplementary Fig. 3 shows that neither the encoding scheme nor the specification of the marginal distributions have large effects on the quality of the synthetically generated data.

Nevertheless, our approach is not without limitations. The copula-based approach towards synthetic data generation largely fails to correctly capture lower-level hierarchical relationships such as individuals - line numbers - households - houses from the original data. As said before, since we see our analysis using a naïve Gaussian copula model as providing somewhat a lower bound for improving the utility-risk trade-off by adopting the proposed microdata dissemination strategy vis-à-vis common geomasking approaches, there is much room for improvement. To name a few, latent copula designs can be considered to avoid data transformations, marginal distributions can be modelled non-parametrically, hierarchical structures can be accounted for more rigorously by either modelling the hierarchies separately as suggested by [20] or by modelling the relationships explicitly. In addition, synthetic data may - under some circumstances - leak private information, e.g. through the generated value ranges. As a response, differentially-private implementations of existing generative models have been proposed such as PrivBayes [35], PrivSyn [52] and PATE-GAN [53].

4 | METHODS

4.1 | Fitting Gaussian copulas to survey attributes

As an alternative to geomasking, we use synthetically generated survey attributes for protecting the respondents’ privacy while keeping the true point locations of the selected clusters. To do so, we fit a Gaussian copula model on the original survey attributes \( x \) and sample from the learned joint distribution for each cluster individually with the originally sample size \( n_j \). Therefore, consider our survey \( D \), where \( X_1 \) represents a random variable with a continuous marginal cumulative distribution function (cdf) denoted by \( F_1(x_1) = P(X_1 \leq x_1) \). For the multivariate case, the joint cdf can be generalized to \( F_1(x_1), \ldots, F_d(x_d) = P(X_1 \leq x_1, \ldots, X_d \leq x_d) \).

A copula, firstly introduced in the work of [41], is a cumulative density function with uniform marginals between [0,1]. Thus - based on Sklar’s theorem [41] - when all variables are continuous, the \( d \)-dimensional random vector \( X_1, \ldots, X_d \) can be defined in a uniform space \([0,1]^d\), creating a random vector \( U_1, \ldots, U_d \) via the probability integral transform \( u_d = F_d(x_d) \). In this case, a unique \( d \)-dimensional copula \( C(u_d) \) exists:

\[
C(u_1, \ldots, u_d) = F(F_1^{-1}(u_1), \ldots, F_d^{-1}(u_d))
\]

As motivated in Section 2.2, we account for the fact that household surveys largely consist of categorical variables by applying data transformation. Among the plethora of possible encoding schemes, the most common encoding scheme is one-hot encoding, where for each class of a categorical variable a binary dummy variable is created [54]. A disadvantage of this option is that it may become computationally challenging and prone to multicollinearity in the presence of variables with a high cardinality, i.e. with a large number of classes, since each possible class creates a new variable [55]. Interestingly, there is – to the best of our knowledge – little comprehensive, comparative and conclusive
scientific evidence on the properties and performance of different categorical encoding schemes. Therefore, we explore two other well-known alternatives with more favourable computation times: ordinal and frequency encoding. Ordinal encoding uses integers to represent each class, e.g. from 0 to \( v \), the number of classes in a categorical variable. Assigning an unreal order to nominal variables is the main pitfall of this alternative [56]. Frequency encoding – as used in medical imaging [57] and similar to the concept of term frequency in Natural Language Processing [58] – assigns an interval in \([0,1]\) to each class based on and ordered by its proportion of occurrence. Then, it uses the middle point of each interval as float representative of the respective class. Back-transformation is done by assigning a new point to a class via the respective interval it falls into. In this sense, this alternative conveys information of the importance of each class [59]. Based on the results of the different encoding schemes shown in Supplementary Fig. 3, we opt for the frequency encoding scheme in the following. Algorithms 3 and 4 provide details on the chosen scheme.

| Algorithm 3: Transform categorical variables | Algorithm 4: Back-transform frequency encoded variables |
|---------------------------------------------|------------------------------------------------------|
| **Input** \( D = (X_1, \ldots, X_d) \)      | **Input** \( S = (\tilde{Y}_1, \ldots, \tilde{Y}_d) \) |
| **Output** \( \tilde{D} = (\tilde{X}_1, \ldots, \tilde{X}_d) \) | **Output** \( S = (Y_1, \ldots, Y_d) \)               |
| \( \text{for } X_d \in D \text{ do} \)        | \( \text{for } \tilde{Y}_d \in \tilde{S} \text{ do} \) |
| \( \text{if } X_d \text{ is Continuous then} \) | \( \text{if } \tilde{Y}_d \text{ is not indexed as variable in } Q \text{ then} \) |
| \( \quad \tilde{X}_p \leftarrow X_d \)       | \( \quad Y_p \leftarrow \tilde{Y}_d \)                |
| \( \text{end} \)                               | \( \text{end} \)                                     |
| \( \text{if } X_d \text{ is Non-continuous then} \) | \( \text{if } \tilde{Y}_d \text{ is indexed as variable in } Q \text{ then} \) |
| \( \quad \tilde{X}_q \leftarrow T(X_d) \)     | \( \quad Y_q \leftarrow T^{-1}(\tilde{Y}_d) \)       |
| \( \text{end} \)                               | \( \text{end} \)                                     |
| \( \tilde{D} \leftarrow (\tilde{X}_p, \tilde{X}_q) \quad \forall \ p \in P \text{ and } q \in Q \) | \( S \leftarrow (Y_p, Y_q) \quad \forall \ p \in P \text{ and } q \in Q \) |

Thus, the \( d \)-dimensional Gaussian copula \( C^G_{\Sigma}(u) \) is defined as the cdf of a multivariate normal distribution \( N(\mu, \Sigma) \) with \( \Sigma \in \mathbb{R}^{d \times d} \) represented on the unit cube \([0,1]^d\):

\[
C^G_{\Sigma}(u_1, \ldots, u_d) = \Phi_{\Sigma}(\Phi^{-1}(u_1), \ldots, \Phi^{-1}(u_d))
\]  

(5)

The density of a Gaussian copula is then defined as:

\[
c^G_{\Sigma}(u) = \frac{1}{\sqrt{\det \Sigma}} \exp \left( -\frac{1}{2} \Phi^{-1}(u)^T \cdot (\Sigma^{-1} - I) \cdot \Phi^{-1}(u) \right)
\]  

(6)

with \( u \in [0,1]^d \), \( I \in \mathbb{R}^{d \times d} \) being the identity matrix, and \( \Phi^{-1} \) being the inverse cumulative distribution function of a standard normal distribution. \( \Sigma \) is a positive semi-definite covariance matrix that we estimate based on Pearson’s correlation coefficient \( \rho \) [34].

As noted in Section 2.2, we sample for each cluster individually with a sample size of \( n_j \). While rejection sampling could be an option for ensuring only synthetic rows with the respective cluster identifier are selected, it proves computationally inefficient. With copulas being multivariate cdfs, we introduce conditions instead. Hence, we sample from a multivariate normal distribution conditional on cluster \( j \). Thus, our transformed dataset \( \tilde{D} \) with one conditional variable becomes \( \tilde{D} = (X_j | X_b) \) with \( X_j := \tilde{X}_1, \ldots, \tilde{X}_{d-1} \) being the transformed attributes to be synthesized and \( X_b := \tilde{X}_d \) being the class label.

\[\begin{align*}
\rho & = \text{correlation coefficient} \\
\Sigma & = \text{covariance matrix} \\
\Phi & = \text{cumulative distribution function} \\
\Phi^{-1} & = \text{inverse cumulative distribution function} \\
\end{align*}\]
being the transformed cluster identifier. The parameters of the respective multivariate normal distributions are thus partitioned into:

\[ \tilde{D} = \begin{bmatrix} \tilde{X}_a \\ \tilde{X}_b \end{bmatrix}, \mu = \begin{bmatrix} \mu_a \\ \mu_b \end{bmatrix} \text{ and } \Sigma = \begin{bmatrix} \Sigma_{aa} & \Sigma_{ab} \\ \Sigma_{ba} & \Sigma_{bb} \end{bmatrix} \] (7)

with \( \mu_a \in \mathbb{R}^{d-1} \) and \( \mu_b \in \mathbb{R}^1 \) and \( \Sigma_{aa} \in \mathbb{R}^{(d-1)\times(d-1)} \), \( \Sigma_{ab} \in \mathbb{R}^{(d-1)\times1} \), \( \Sigma_{ba} \in \mathbb{R}^{1\times(d-1)} \), and \( \Sigma_{bb} \in \mathbb{R}^{1\times1} \) being the means and positive semi-definite covariance matrices, respectively. Following Algorithm 2, the parameters of our estimated marginal distributions \( \Psi \) and of the copula \( C^G_{\Sigma}(u) \) need to be adapted to mirror the conditionality such that \( \Psi_{a|b}(\tilde{X}_a|\tilde{X}_b) \) and \( C^G_{\Sigma}(u_a|u_b) \). Consequently, we sample from \( \sim N(\tilde{\mu}, \tilde{\Sigma}) \) with:

\[ \tilde{\mu} = \mu_a + \Sigma_{ab}\Sigma_{bb}^{-1}(X_b - \mu_b) \in \mathbb{R}^{d-1} \] (8)

and

\[ \tilde{\Sigma} = \Sigma_{aa} - \Sigma_{ab}\Sigma_{bb}^{-1}\Sigma_{ba} \in \mathbb{R}^{(d-1)\times(d-1)}. \] (9)

We iterate the copula-based fitting and sampling procedure for every stratum separately as it allows to better capture sub-national variation using representative sub-samples and as it proves computationally more tractable. For sampling designs with varying household- or individual-level inclusion probabilities (e.g. in the DHS, women - in comparison to men - are usually oversampled), [20] suggests to sample a synthetic population and re-iterate the sampling procedure to produce valid synthetic sampling weights. As in our design sampling weights are identical across households for a given PSU due to the systematic sampling approach in the second stage, the original sampling weights remain valid. The virtue in our model choice is the relative simplicity, little requirements in terms of ex-ante knowledge about the individual distributions \( X_d \) and its computational efficiency. For further experiments on the robustness and sensitivity of our modelling choices, we refer to the Supplementary Information.

4.2 | Area-level survey augmentation methods

Survey data can be augmented with the use of area-level models, e.g. the Fay-Herriot model [60] by linking direct estimators gathered from survey data to relevant auxiliary information. Both, direct estimators, and auxiliary data are aggregated on \( k = 1, \ldots, D \) areas. Traditionally, these auxiliary covariates \( x_k \) are obtained from recent censuses, administrative records or other geospatial (big) data sources. In this paper, we make use of satellite imagery features as area-level covariates. The Fay-Herriot is a two-level model, the first part is composed by the sampling model:

\[ \hat{\theta}^\text{Dir}_k = \theta_k + e_k, \quad e_k \sim N(0, \sigma^2_{e_k}). \] (10)

where the sampling error is represented by \( e_k \) and \( \hat{\theta}^\text{Dir}_k \) is the direct estimator of \( \theta_k \) (e.g. sample mean). The linking
model provides the second part, where relevant area-level covariates are considered:

$$\theta_k = x_k^T \hat{\beta} + u_k.$$  \hspace{1cm} (11)

Here, the random area effects $u_k$ are assumed to be independent with mean 0 and variance $\sigma^2_u$. The empirical best linear unbiased predictor (EBLUP) estimator is given by:

$$\hat{\theta}_k^{FH} = \gamma_k \hat{\theta}_k^{Dir} + (1 - \gamma_k) x_k^T \hat{\beta} = x_k^T \hat{\beta} + \hat{u}_k,$$  \hspace{1cm} (12)

with $\gamma_k = \frac{\hat{\sigma}_u^2}{\hat{\sigma}_u^2 + \hat{\sigma}_e^2}$ denoting the shrinkage factor for each area $k$. The parameter estimates of this model can be obtained via maximum likelihood (ML) or restricted ML (REML). Note that the shrinkage factor allows to weight in favor of the direct estimator when sampling variances are small; on the contrary the synthetic estimator $x_k^T \hat{\beta}$ receives more weight when the sampling variance is larger. Results on an experiment studying the sensitivity of the shrinkage factor and adjusted $R^2$ for varying synthetic sample sizes are shown in Supplementary Fig. 2. Further details on the Fay-Herriot model can be found in [61].
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5 | SUPPLEMENTARY INFORMATION

5.1 | Data description

As our reference dataset in this project, we use data from Costa Rica – notably the Xth Population and VIth Housing Census of Costa Rica, 2011 (Censo Nacional de población y Viviendas de Costa Rica 2011) – to produce three different data file types: First, we draw survey samples from a census population using a stratified two-stage cluster sample design without applying any statistical disclosure control mechanisms. We use these survey samples (called true surveys in the study) as starting point for creating file types two and three: By re-assigning clusters to new zip codes based on the displacement algorithm described in Algorithm 1, we perturb the zip code identifier in the true surveys, thereby creating the geomasked surveys. Again based on the true surveys, we apply the copula-based synthetic data generation algorithm described in Algorithm 2 to generate synthetic data for each attribute except the zip code, which keeps it original structure. In addition, in order to test the robustness of our specifications, we create additional datasets with alternating data generating process designs. The censuses are carried out every ten years by the national statistic office of Costa Rica (INEC) and collect information of people, households, and dwellings on topics such as access to education, employment, social security, technology necessary for the planning, execution, and evaluation of public policies [50].

Administratively, Costa Rica had in 2011 four disaggregation levels: two zones, six planning regions, 81 cantons and 473 districts (municipalities). The sampling design used for the main National Household Survey (Encuesta Nacional de Hogares, ENAHO) specifies twelve strata - each planning region divided by urban and rural areas. In this case, the strata coincide with the study domains. For our experiment, we use a 10% random sample of the original 2011 census, which can be obtained from [62] as a pseudo-population. The smallest geographical information available in this dataset are the 473 districts. In the first stage, we select districts as our PSUs for each stratum separately with a selection probability proportional to population size. In the second stage, we select a minimum of 10 households in each PSU by using simple random sampling without replacement. PSUs with less than 10 households are discarded from this procedure, affecting roughly 4% of all PSUs.

| $N_C$ | $n_D$ | # of PSUs in $C$ | # of PSUs in $D$ | # of attributes |
|-------|-------|-----------------|-----------------|-----------------|
| 427830 | [7638; 11914] | 767 | 123 | 106 |

TABLE 1 Descriptive statistics on the census-derived data across 100 simulation runs

As auxiliary information, we use covariates derived from satellite imagery. Specifically, we use features derived from satellite imagery provided by [40] in our survey augmentation setup. The advantages of using satellite imagery here are five-fold: Data with virtually global coverage at high spatial resolutions for frequent time intervals on human-made impact provided in a structured format enables us to extract covariates for all administrative areas in Costa Rica at the time of the census. Therefore, we can use area-level survey augmentation (cf. Methods Section) to provide estimates, especially for areas not covered by the respective survey. WorldPop data are provided in the tagged image file format (TIFF) with a pixel representing roughly a 100m × 100m grid square in an open data repository under CC4.0 licence ([40]). Pixel values are aggregated to the administrative areas of Costa Rica via their centroids. Specifically, we generate area-level averages for the distances to different types of natural areas (e.g. cultivated, woody-tree, and shrub areas, coastlines etc.) and to infrastructure such as roads and waterways, the intensity of night-time lights, topographic information and information on the presence of human settlements.
5.2 | Sensitivity of copula vis-à-vis geographic fitting level

In order to study the effect of the geographic level on the copula modelling performed for synthetic data generation, we run Algorithm 2 on the whole survey ('Country'), the twelve strata ('Strata') and the roughly 110 zip code areas ('Zip Code'), respectively. Results are provided in Supplementary Fig. [5] It appears that fitting the copula model on the whole survey limits the ability of the approach to capture regional variations. On the other hand, model fitting on the zip code-level does neither increase the re-identification risk of the zip code identifier as a private attribute and nor affect the overall prediction performance of the outcome variable, hinting at overfitting not being a problem on that level. Striking a balance between underlying sample size and a certain level of disaggregation shows better results. Also, it allows to scale computations to settings with larger samples and more attributes.

![Evaluation metrics for different geographical copula fitting levels.](image)

**FIGURE 5** Evaluation metrics for different geographical copula fitting levels.
(a) - (c) The copula model is fitted on the whole survey ('Country'), for each of the twelve strata ('Strata') and for each of the roughly 110 zip codes ('Zip Code') separately. As a reference, the metrics for the geomasked and the true survey are provided as well. (d) The accuracy to successfully re-identify the zip code as a private attribute in the original data using a random forest model trained on synthetic data across fitting levels remains similar. (e) The share of population-unique survey respondents is virtually not affected by the copula fitting level.

5.3 | Effects of synthetic sample size on prediction outcomes

Generative models can be used to create synthetic samples of an arbitrary size regardless the amount of underlying data. While the advantages of that are similar to those of other resampling procedures such as bootstrapping (i.e. to
estimate the precision of the sample statistics or to perform cross-validation), it can also mislead modelling approaches that ‘borrow strength’ from auxiliary data by overestimating the strength of the synthetic direct estimates eventually resulting in losses of explanatory power of the model. In our survey augmentation setup, the shrinkage factor $\gamma$ indicates whether final estimates rather rely on the direct estimates from the synthetic survey or on the satellite-derived covariates for the in-sample predictions depending on the sampling variance. Supplementary Figure 6 shows that larger sample sizes lead to increasing gamma values (via decreasing sampling variances of the direct estimator), however, not incurring losses in the goodness-of-fit of our estimation model. This hints at the fact that the contribution of the auxiliary information to the explanatory power of the model for the in-sample predictions is negligible.

**FIGURE 6** Sensitivity of model performance on changes in synthetic sample size.

Samples are drawn from a synthetic population. The synthetic population is generated using the copula-based approach described in the Results Section. Sample sizes are determined by the sampling rate (shown on the x-axis). Results are evaluated against the true census population. The shrinkage factor $\gamma$ is averaged across zip codes. The thick lines represent the metric averages across the 100 simulation runs, the thin lines individual simulation runs.

5.4 | Choosing marginal distributions & encoding schemes

As already mentioned in the Section 2.2, assuming normally-distributed margins may represent a misspecification of the true univariate distribution of $X_d$. In addition, computationally tractable alternatives to one-hot encoding exist. We compare two different ways to model the marginal distributions together with two different encoding schemes. The results are presented in Supplementary Fig. 7. Measured by the normalized KL divergence averaged across 100 simulation runs, frequency encoding produces slightly better goodness-of-fit of the synthetic data ($Z_{KL} = 0.74$ for frequency encoding versus $Z_{KL} = 0.72$ for ordinal encoding with gaussian marginals). Surprisingly, the naïve assumption of normally distributed marginals outperforms the KS-based parametric marginals with $Z_{KL} = 0.74$ and $Z_{KL} = 0.70$, respectively.

5.5 | Detailed analysis of the NBI as composite indicator

The NBI is a composite indicator computed from approx. 20 underlying survey variables grouped into four dimensions (i.e. access to decent housing (*Acceso albergue digno*), access to a healthy life (*Acceso a vida saludable*), access to knowledge (*Acceso al conocimiento*) and access to other goods and services (*Acceso a otros bienes y servicios*)) using 19 indicators in total. All indicators and dimensions are binary (yes/no). An identified need in one of the indicators leads
FIGURE 7  Effect of encoding schemes and marginal distribution choice on the overall goodness-of-fit of the synthetic data measured by the normalized KL divergence $Z_{KL}$ (in bits).

The attributes on the y-axis are ordered by their respective number of classes, the zip codes on the x-axis are ordered by their average sample size across simulation rounds. Values close to one (yellow) represent little divergence from the true census distribution and therefore indicate a high goodness-of-fit.

to a positive needs status in higher dimensions. The sensitivity for false positives is thus assumed to be high for the NBI as a small change (e.g. one year age difference) in one of the 19 underlying variables can turn a NBI-negative to a NBI-positive survey respondent.

Generally, two strategies for computed indicators exist to create synthetic counterparts: a) directly synthesize the computed indicators or b) re-construct the indicator based on synthetic survey variables. While the former is more likely to reflect the original distribution, it may not be consistently decomposable into its underlying indicators; vice-versa holds for the latter. The strength of these effects are largely determined by the complexity and sensitivity of the composite indicator and the overall goodness-of-fit of the synthetic data. Thus, if both approaches produce similar compositions, it can be regarded as a strong indication that the underlying synthetic data also successfully captures relationships across multiple variables in the dataset, not only the composite index. Supplementary Table 2 shows that this not fully holds for the NBI.

Although the overall number of survey respondents with unsatisfied needs are captured with a high accuracy as
Table 2: Relationship between synthetic and computed NBI indicators across 100 simulation runs. Indicator-level results (e.g. 1.x) are averaged across indicators. The incidence describes the average number of respondents across 100 simulated surveys with unsatisfied needs in the respective indicator/dimension.

| Indicators | # of indicators | Pearson’s $\rho $ | $Z_{KL}$ | Incidence |
|------------|-----------------|-------------------|----------|-----------|
| 1.x        | 5               | 0.42              | 0.99     | 100       |
| Dimension 1|                 | 0.24              | 0.98     | 647       |
| 2.x        | 5               | 0.22              | 0.98     | 85        |
| Dimension 2|                 | 0.19              | 0.98     | 455       |
| 3.x        | 2               | 0.02              | 0.89     | 507       |
| Dimension 3|                 | 0.02              | 0.84     | 1845      |
| 4.x        | 7               | 0.02              | 0.99     | 60        |
| Dimension 4|                 | 0.03              | 1.00     | 622       |
| Composite NBI | 19           | 0.07              | 0.97     | 3253      |

Measured by the normalized KL divergence $Z_{KL}$ for binary data, the NBI status on the individual level strongly diverges following Pearson’s $\rho$ (cf. Supplementary Table 2). Supplementary Figure 8 shows that the lack of linear correlation is mainly due to improperly captured relationships in the underlying variables than in the synthetic NBI as the former is outperformed by the latter for survey augmentation expressed in terms of adjusted $R^2$, bias and MSE. However, it remains on par with the geomasked survey at lower privacy risks.
Figure 8  Performance of the synthetic vs. computed composite NBI.
(a) - (c) show the different survey types in our survey augmentation experiment across 100 simulation runs. (d) shows the densities of the composite NBI by quartiles for one simulation run.