Magnetic Nanoparticles in a Nematic Channel: A One-Dimensional Study
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We study a dilute suspension of magnetic nanoparticles in a nematic-filled channel and how the spatial magnetization \( \mathbf{M} \), can be tailored by the nematic anisotropy. We study the spatial configurations as stable critical points of a generalized phenomenological energy for a dilute ferronematic in the absence of external magnetic fields. We show how spatial inhomogeneities in the equilibrium nematic profile, induced by confinement and boundary effects, generate non-zero spatially inhomogeneous magnetization profiles in the system. Depending on the magneto-nematic coupling energy, \( \mathbf{M} \) can either follow the nematic profile for large coupling or exhibit distinct polydomain structures separated by defect lines for weak coupling and low temperatures. Some exact solutions for prototypical situations are also obtained.

I. INTRODUCTION

Nematic liquid crystals (NLCs) have constituent asymmetric molecules, e.g., rod-like or disc-like molecules, they are classical examples of anisotropic materials with long-range orientational ordering or “special” directions of averaged molecular alignment, referred to as directors in the literature [1]. These special directions make NLCs directional in nature, with a direction-dependent response to external fields; indeed the directional coupling to light and electric fields makes NLCs the working material of choice for the display industry. However, the NLC response to magnetic fields is relatively weak e.g., fields larger than 1 kOe are needed to reorient nematic molecules [1–3]. In the 1970’s, Brochard and de Gennes suggested that the addition of magnetic particles to a NLC matrix could substantially increase the magnetic response of the colloidal suspension and create a class of soft matter systems with a net non-zero magnetization even in the absence of external magnetic fields, referred to as ferronematics [3]. These were subsequently realized experimentally by Rault, Cladis, and Burger [4] but the suspensions were rather unstable. Recently, Mertelj et al. [5] experimentally demonstrated a stable dilute ferronematic system, without segregation or flocculation effects, and the stability is an intricate consequence of platelet-like shapes of the magnetic nanoparticles (MNPs), polydispersity and importantly, the mechanical coupling between the MNPs and the host medium.

There are typically two experimental methods for MNP-NLC suspensions, as discussed in the literature [5–7]. In the first case, the suspension is quenched from the (disordered) isotropic phase to the (ordered) nematic phase in the presence of an external magnetic field. There are prescribed boundary conditions for the nematic molecules and these boundary conditions impose a uniform nematic alignment along a common spatially homogeneous direction, described by a director field \( \mathbf{n} \). The nematic molecules have antipodal symmetry so that \( \mathbf{n} \) and \(-\mathbf{n}\) are physically equivalent [1]. The external magnetic field is applied along \( \mathbf{n} \) and the strong coupling between the external field, the magnetic moments of the MNPs, the nematic molecules and the homogeneous boundary conditions creates a single-domain structure with almost uniform magnetization (along \( \mathbf{n} \)). In the second method, the MNP-NLC suspension is not subjected to special boundary conditions and is quenched in the absence of an external magnetic field. Consequently, there is only short-range nematic and magnetic order. Although the magnetic moments are parallel to \( \mathbf{n} \), they are equally likely to point along \( \mathbf{n} \) or \(-\mathbf{n}\) directions. Consequently, the macroscopic magnetization vanishes and such a suspension is called a compensated ferronematic [6].

We study a model problem motivated by the experimental set-up of platelet-shaped MNPs suspended in a NLC system, as in [5]. We study a dilute ferronematic suspension in a two-dimensional (2D) channel defined by

\[
\Omega = \{(x, y) \in \mathbb{R}^2 : 0 \leq y \leq d; -D \leq x \leq D\} \quad (1)
\]

such that \( D \gg d \). We assume that the structural characteristics only vary in the \( y \)-direction so that the system is invariant in the \( x \)-direction. This is a reasonable assumption for a long, thin system with certain types of boundary conditions. The channel dimensions are assumed to be on the micron scale and the platelets have dimensions on the nanometer scale, as in [5]. In contrast to previous studies of ferronematics in confinement [8], we impose conflicting boundary conditions for the nematic molecules on the bounding surfaces, \( y = 0 \) and \( y = d \), i.e., planar on one surface and homeotropic/normal on the other, so that the equilib-
rium nematic profile is inhomogeneous. In [8], for example, the authors impose planar boundary conditions for the nematic profile, on \( y = 0 \) and \( y = d \), leading to a homogeneous equilibrium nematic profile. We denote the averaged spatial magnetization vector by \( \mathbf{M} \), induced by the magnetic moments of a dilute suspension of MNPs in a NLC. Additionally, we impose boundary conditions for the magnetization vector, \( \mathbf{M} \), on the surfaces \( y = 0 \) and \( y = d \); this could be achieved by applying an external field along the boundaries that aligns the MNPs on the boundaries in a certain direction and then fixing the MNPs in terms of position and orientation on these boundaries. We work with low temperatures that favor nematic ordering and non-zero magnetization in the bulk without any external effects. In particular, we have an inhomogeneous equilibrium nematic profile dictated by conflicting boundary conditions. Our system could be experimentally realised in different ways. One mechanism involves quenching the system from high temperatures to low temperatures, perhaps in the presence of a magnetic field and letting the system relax into equilibrium. The magnetic field biases the interior \( \mathbf{M} \) profile too, since \( \mathbf{M} \) tends to align with the external magnetic field. We then remove the magnetic field, with fixed boundary conditions for the nematic order and \( \mathbf{M} \), and model the long-time equilibrium spatial profiles at a fixed low temperature, which are influenced by the the energies associated with a spatial field \( \mathbf{M} \), the nematic elasticity and crucially, the coupling between the NLC and MNPs.

We have two essential macroscopic variables in this problem - the nematic order parameter modelled by a Landau-de Gennes order parameter \( Q \), which contains information about both the directions and degree of nematic ordering, and the spatial magnetization, \( \mathbf{M} \), which is induced by the coupling between the magnetic moments of the MNPs and the surrounding nematic molecules. The Landau-de Gennes \( Q \) order parameter is a matrix, whose leading eigenvector, denoted by \( \mathbf{n} \), models the locally preferred direction of nematic alignment. The magnetization, \( \mathbf{M} \) is a 2D vector, and in particular, we allow \( \mathbf{M} \) to have variable magnitude, including \( \mathbf{M} = 0 \), to account for segregation effects as in [8]. For example, one might expect MNPs to migrate away from nematic defects or regions of large nematic distortion, and such regions have zero local magnetization. In fact, one could propose that nodal lines or zero lines of \( \mathbf{M} \) are the mathematical signature of the domain walls reported in [5, 9], that separate polydomains of distinct magnetizations. We work with a generalised version of the phenomenological energy of a dilute ferroelastic used in [5] and later rigorously justified from a microscopic model in [8]. The energy has three contributions - the Landau-de Gennes energy of a NLC [1], the Landau energy associated with a non-zero \( \mathbf{M} \) field with a stiffness term that penalises spatial inhomogeneities in \( \mathbf{M} \) [10] and a magneto-nematic coupling energy. We do not include the entropic term as in [11] since we follow the continuum approach developed in [5, 8] with modifications, for a dilute suspension. The stable configurations are modelled as global or local minimizers of this phenomenological energy. As in previous work [5], we assume that \( \mathbf{M} \) preferably locally aligns in the same direction as the nematic molecules, and this is the “soft anchoring” limit of the NLC-MNP coupling energy proposed in [11]. The coupling energy crucially depends on a coupling parameter, which in turn depends on the size, shape of the MNPs, the nematic elasticity and importantly, how strongly the NLC couples to a MNP and vice-versa through MNP-surface mediated interactions [8, 12].

Mathematically, we study Dirichlet boundary-value problems for \( Q \) and \( \mathbf{M} \), that are derived from variational principles starting from a phenomenological energy as described above, with Dirichlet boundary conditions for both \( Q \) and \( \mathbf{M} \). There are three essential parameters in the problem - the nematic elasticity constant, the magnetic stiffness constant and the magneto-nematic coupling parameter. The governing partial differential equations have four key dimensionless parameters, \( \{l_1, l_2, \xi, \epsilon\} \), that incorporate the geometrical length scales, the intrinsic nematic correlation length, the magnetic coherence length and the magneto-nematic coupling strength. In what follows, we only study the equilibrium profiles in terms of the four dimensionless parameters and do not relate the observations to material-dependent and geometrical length scales. In the limit of small elasticity or strong coupling, the \( \mathbf{M} \) profiles are naturally tailored by the inhomogeneous \( Q \) profiles, and there are no polydomains, but a smoothly inhomogeneous \( \mathbf{M} \) profile that describes the reorientation of the MNPs in response to the inhomogeneous \( Q \) profile. In contrast, for strong nematic elasticity or weak magneto-nematic coupling, the nematic and \( \mathbf{M} \) profiles are essentially decoupled. We numerically observe polydomains in both \( Q \) and \( \mathbf{M} \); these polydomains are featured by a constant \( \mathbf{M} \) and a constant \( \mathbf{n} \) and are separated by domain walls with \( Q = 0 \) and \( \mathbf{M} = 0 \). Both of these limits can be understood analytically using asymptotic methods. We numerically demonstrate the creation of these ordered polydomains by quenching the system and the loss of polydomain stability by increasing the magneto-nematic coupling. Given that we are working at low temperatures, the numerically observed polydomains are not isotropic-nematic polydomains since the isotropic phase with \( Q = 0 \) is unstable for low temperatures, in fact they are ordered polydomains. Our numerical examples are not exhaustive, but they are interesting illustrations of how conflicting boundary conditions and geometrical frustration can drive tailored morphologies and polydomain formation in ferroelastics in the absence of external magnetic fields and such tailored morphologies open the door for bistable or multistable ferroelastic systems in the near future, for new magneto-mechanical effects in NLCs.
The paper is organised as follows. In Section II, we present the model and the governing equations. We numerically study the existence and stability of polydomains under model conditions in Section III. We present some conclusions and directions for future work in Section IV.

II. MODEL

In this section, we propose a variant of the phenomenological energy proposed in [5, 8], based on the Landau-de Gennes (LdG) theory [1] whereas the approach in [5, 8] follows the Oseen-Frank theory for NLCs.

Our domain has been defined in Eq. (1) to be a slab geometry, and we assume that all macroscopic variables only depend on $y$ - the spatial variable along the width of the channel. In particular, we only consider two boundaries: $y = 0$ and $y = d$ as defined in Eq. (1). In the LdG framework, we model the NLC by a $Q$-tensor order parameter which contains information about both the degree and directions of NLC orientational ordering, within its eigenvalues and eigenvectors respectively. In contrast, the Oseen-Frank approach models the state of a NLC by a unit-vector field, that represents the single order parameter is a symmetric, traceless 2 $\times$ 2 matrix. Mathematically, $Q$-tensors can be written as

$$Q = s(2n \otimes n - I_2)$$

where $n$ is a 2D unit-vector that models the distinguished direction of local nematic alignment in the plane, $s$ is a scalar order parameter that measures the degree of order about $n$ and $I_2$ is the 2 $\times$ 2 identity matrix. Mathematically, $n$ is an eigenvector of $Q$ with the largest eigenvalue (which is necessarily positive since $Q$ is traceless) and we can write $n = (\cos \varphi, \sin \varphi)$ for some angle $\varphi$ in the plane; care should be taken with this representation for topologically non-trivial boundary conditions but this is not problematic for our choice of boundary conditions. Further, $Q$ has two independent components, $Q_{11}$ and $Q_{12}$ related to $s$ and $\varphi$ by

$$Q_{11} = s \cos 2\varphi; \quad Q_{12} = s \sin 2\varphi.$$  

The isotropic phase corresponds to $Q = 0$ or equivalently $s = 0$. In particular, if $s$ is constant, then the state of the NLC is described by the eigenvector $n$ alone, and this reduces to the Oseen-Frank approach to modelling NLCs, as employed in [5, 8]. The degree of orientational order is not accounted for in the Oseen-Frank approach, and the 2D LdG approach allows us to capture variations in the degree of order and potential domain walls or defects described by $s = 0$.

In terms of boundary conditions, we impose homeotropic/normal conditions, given by $\varphi = \frac{\pi}{2}$ on $y = 0$, and planar conditions given by $\varphi = 0$ on $y = d$. In what follows, we use these conditions to prescribe suitable Dirichlet conditions for $Q_{11}$ and $Q_{12}$.

The LdG theory is a variational theory, hence there is a LdG free energy density, $f_{\text{nem}}$, that drives pattern formation in NLCs [1, 13]:

$$f_{\text{nem}}(Q, \nabla Q) = \frac{A}{2} |Q|^2 + \frac{C}{4} |Q|^4 + \frac{L}{2} \left( \frac{dQ}{dy} \right)^2,$$

where $|Q| = (\text{tr}Q^2)^{\frac{1}{2}}$. The parameter $A = A_0(T - T^*_c)$ is effectively a re-scaled temperature where $A_0 > 0$ is a positive material-dependent constant and $T^*_c$ is a characteristic nematic supercooling temperature related to the stability of the disordered isotropic phase. Loosely speaking, the isotropic phase is a stable critical point of $f_{\text{nem}}(Q) = \frac{A}{2} |Q|^2 + \frac{C}{4} |Q|^4$ for $A > 0$ and unstable for $A < 0$. We take $A < 0$ so that we work with low temperatures below the supercooling temperature which favour an ordered nematic texture with $s > 0$ in Eq. (2) and $C, L$ are positive material dependent constants [13]. We note that the cubic term in the LdG bulk potential necessarily vanishes for 2D $Q$-tensors as in Eq. (2) but would appear for three-dimensional $Q$-tensors with five degrees of freedom. We employ a one-constant elastic energy density with a single elastic constant $L$ and further work includes the incorporation of elastic anisotropy.

The second contribution to the total energy of a dilute ferroelectric is the energy density associated with a spatially varying magnetization field, $M$, given by [10]:

$$f_{\text{mag}}(M, \nabla M) = \frac{\alpha}{2} |M|^2 + \frac{\beta}{4} |M|^4 + \frac{\kappa}{2} \left( \frac{dM}{dy} \right)^2.$$

This is the standard Landau energy, where $\alpha$ and $\beta$ are Landau coefficients describing the ferromagnetic transition as in [5] and additionally, we include an elastic energy density involving the stiffness constant $\kappa > 0$. By analogy with $f_{\text{nem}}$ in Eq. (4), we take $\alpha < 0$ and $\beta > 0$ so that a non-zero $M$ is preferred for a spatially homogeneous system. On modelling grounds, we expect spatial inhomogeneities in $M$ to be energetically expensive in a system initially biased or quenched in the presence of an external magnetic field and this elastic term can also be justified on grounds of nearest-neighbour interactions or by analogy with the kinetic energy term of quantum mechanical models [14, 15]. This term prevents, for example, arbitrary rotations between $M$ and $-M$ without an energetic cost in our phenomenological model. The third contribution is a magneto-nematic coupling energy density, defined by analogy with the forms proposed in [5, 11], with $M$ replaced by $Q$ as shown below:

$$f_c(Q, M) = -\frac{\gamma \mu_0}{2} M_i Q_{ij} M_j.$$  

(6)
where \( Q_{ij} \) are the LdG order parameter components with \( i,j = 1,2 \). The contribution of higher order magneto-nematic coupling terms are not considered as the cubic coupling \((\sim \gamma)\) is sufficient to induce magneto-nematic ordering [16]. For \( s \) constant, this effectively reduces to \((\mathbf{n} \cdot \mathbf{M})^2\) as in [5]. The constant \( \gamma \) is a positive coupling constant, that depends on the vacuum permeability \( \mu_0 \), and can be related to the shape and size of the MNPs and the strength of the surface-mediated MNP-NLC interactions via the surfaces of the MNPs. For our purposes, we do not focus on the microscopic details and simply interpret \( \gamma \) as a measure of the strength of the MNP-NLC coupling that coerces \( \mathbf{n} \) and \( \mathbf{M} \) to align with each other. The total energy density is the sum of \( f_\text{nem}, f_\text{mag} \) and \( f_s \) as defined in Eq. (4), Eq. (5) and Eq. (6) respectively.

We employ the scaling \( Q' = \sqrt{2C/|A|} \) \( Q, M' = \sqrt{\beta/|a|} \) \( M \) for \( M = (M_1, M_2) \) and \( y = y/d \). The choice of the scaling factor necessarily means that \( s = 1 \) for the minimizers of the re-scaled bulk potential \( f_s(Q') \) in Eq. (4), for \( A < 0 \). The re-scaled energy density (dropping the primes) is (also see [13])

\[
f(Q,M) := \frac{1}{4} \left[ -|Q|^2 + \frac{1}{4}|Q|^4 + \ell_1 \left( \frac{dQ}{dy} \right)^2 \right] + \frac{\xi}{2} \left[ -|M|^2 + \frac{1}{2}|M|^4 + \ell_2 \left( \frac{dM}{dy} \right)^2 \right] - \frac{c}{2} \{Q_{11}(M_1^2 - M_2^2) + 2Q_{12}M_1M_2\} \tag{7}
\]

where

\[
\ell_1 = \frac{L}{d^2|A|} \quad \ell_2 = \frac{\kappa}{d^2|a|} \quad \xi = \frac{C}{|A|^2} \quad \beta = \frac{C\gamma\mu_0}{|A|\sqrt{2C/|A|}}.
\]

We model the stable configurations, \((Q,M)\), as local or global minimizers of the total energy

\[
F[Q,M] := \int_0^1 f(Q_{11},Q_{12},M_1,M_2) \, dy, \tag{8}
\]

since the re-scaled boundaries are at \( y = 0,1 \) and these minimizers are necessarily solutions of the corresponding Euler-Lagrange equations given below. Letting \( \tilde{Q} = (|Q|^2/2) - 1 \) and \( \tilde{M} = |M|^2 - 1 \), the equations are given by:

\[
\ell_1 \frac{d^2 Q_{11}}{dy^2} = \tilde{Q}Q_{11} - \frac{c}{2}(M_1^2 - M_2^2),
\]

\[
\ell_1 \frac{d^2 Q_{12}}{dy^2} = \tilde{Q}Q_{12} - cM_1M_2,
\]

\[
\xi \ell_2 \frac{d^2 M_1}{dy^2} = \tilde{\xi} \tilde{M}M_1 - c(Q_{11}M_1 + Q_{12}M_2),
\]

\[
\xi \ell_2 \frac{d^2 M_2}{dy^2} = \tilde{\xi} \tilde{M}M_2 - c(Q_{12}M_1 - Q_{11}M_2). \tag{9}
\]

In what follows, we interpret \( \ell_1 \) as the nematic elasticity constant, \( \ell_2 \) as the magnetic stiffness constant, \( \xi \) as a measure of magnetic order (large values of \( \xi \) coerce the system to minimize the magnetic energy \( f_\text{mag} \) in (5)) and \( c \) as a magneto-nematic coupling constant. We point out that \( \ell_1 \) is related to the ratio of the nematic correlation length to the geometric length scale \( d \); similarly, \( \ell_2 \) is related to the ratio of the magnetic order parameter length to \( d \). Since this manuscript is largely a proof of concept study of pattern formation in ferromagnetic systems without magnetic fields, we do not focus much on the numerical values of these parameters but rather on a qualitative study of the numerical solutions of (9) as a function of these parameters.

As a side-remark, we can make the transformation:

\[
Q_{11} = |Q|\cos \varphi/\sqrt{2}; 
Q_{12} = |Q|\sin \varphi/\sqrt{2}; 
M_1 = M \cos \psi; 
M_2 = M \sin \psi
\]

in Eq. (9), and check that we have an explicit branch of solutions of Eq. (9) given by

\[
\varphi = \psi = ay + b; |Q| = Q^*; |M| = M^* \quad \text{constant} \tag{10}
\]

for the Dirichlet conditions, \(|Q(0)| = |Q(1)| = Q^*, M(0) = M(1) = M^*\) and \( \phi = \psi \) at \( y = 0,1 \). The constants \( a \) and \( b \) are set by the boundary conditions. The constant, \( Q^* \) is determined as the positive real root of the cubic polynomial

\[
Q^{*3} - pQ^* - \sqrt{2}q = 0, \tag{11}
\]

and is given by

\[
Q^* = \frac{2^{1/6}p}{3^{1/3}3} + \frac{\Delta}{2^{1/3}3^{2/3}} \tag{12}
\]

provided \( 27q^2 > 2p^3 \) where \( p = 2 + c^2 - 8\ell_1a^2; q = c\xi(1 - \ell_2a^2) \) and \( \Delta = \left(9q + \sqrt{3(27q^2 - 2p^3)}\right)^{1/3} \). Finally, \( M^* \) can be obtained from the relation

\[
M^* = \sqrt{\frac{cQ^*}{\sqrt{2}} + \frac{q}{c}}. \tag{13}
\]

III. NUMERICAL RESULTS

We prescribe Dirichlet conditions for \( Q \) and \( M \), we impose perfect nematic ordering modelled by \( s = 1 \) on \( y = 0 \) and \( y = 1 \), with \( \varphi = \frac{\pi}{2} \) on \( y = 0 \) and \( \varphi = 0 \) on \( y = 1 \). Mathematically, this translates to \( Q_{11} = -1 \) on \( y = 0 \) and \( Q_{11} = 1 \) on \( y = 1 \) [see Eq. (3)] with \( Q_{12} = 0 \) on both boundaries. We impose conflicting Dirichlet boundary conditions for \( M \), namely \( M = (-1,0) \) on \( y = 0 \) and \( M = (1,0) \) on \( y = 1 \). Given these conflicting boundary conditions, we cannot have uniform \( Q \) or \( M \) profiles, making this an interesting example of pattern formation in coupled systems.

We always have a branch of solutions with \( Q_{12} = M_2 = 0 \) for \( 0 \leq y \leq 1 \) for this boundary-value problem; see equations Eq. (9), for all values of \( \ell_1, \ell_2, \xi, c \). These solutions have a special physical interpretation -
they describe polydomains. This can be simply understood since $Q_{12} = 0$ necessarily implies that $\varphi = 0$ or $\varphi = \frac{\pi}{2}$ everywhere in the interior (modulo a multiple of $\pi$) i.e. $\varphi$ is a constant everywhere and jumps between the two distinct boundary values so that there are two distinct domains separated by a domain wall. These polydomains have finite energy since the domain wall is mathematically described by $Q = 0$. Similar remarks apply to $M$, since $|M|$ is variable. If $M_2 = 0$ is identically zero everywhere, then $M_1$ smoothly mediates between the boundary values, $M_1 = -1$ (on $y = 0$) and $M_1 = 1$ (on $y = 1$) and there is again a domain wall with $M = 0$ that separates two domains with $M_1 > 0$ and $M_1 < 0$ respectively. These polydomain structures are interesting but there is a necessary mismatch between the nematic alignment, modelled by $n = (\cos \varphi, \sin \varphi)$ [in Eq. (2)] and $m = \frac{M}{|M|}$ in regions where $\varphi = \frac{\pi}{2}$. It is reasonable to conjecture that these polydomain structures are energetically unfavourable for large $c$ or small $\ell_1, \ell_2$ in Eq. (9) which effectively enforce stronger coupling between $n$ and $M$. This can be made more precise in the language of asymptotic limits as discussed below.

Looking at the energy Eq. (8) and the system Eq. (9), we can see that very small values of $\ell_1, \ell_2$ coerce $Q_1^2 = Q_{11}^2 + Q_{12}^2$ and $|M|^2 = M_1^2 + M_2^2$ to be unity almost everywhere (for minimizers of Eq. (8)), since this minimizes the gradient-free contributions or the bulk contributions to $f_{ren}$ and $f_{mag}$ in Eq. (7). We refer to this as the Ginzburg-Landau limit because of the close analogies with Ginzburg-Landau theory in this limit (see [17] for more details); the exact details are not relevant for this discussion. For simplicity, let us set $\ell_1 = \ell_2 = \ell$, $\xi = 1$ and $c$; the key point is that for $\ell$ small and for moderate to large values of $\xi$, we expect minimizers $(Q, M)$ of Eq. (8) to have unit norm almost everywhere. This excludes polydomains with interior nodal lines defined by $Q = 0$ and $M = 0$ respectively. The relative magnitude of $\xi$ ensures that $n$ and $M$ tend to follow each other so that the two morphologies can be tailored by each other, to yield smoothly inhomogeneous configurations. In contrast, the limit of large $\ell_1, \ell_2 \gg c$ is referred to as the Laplace limit, since the leading order equations in Eq. (9) are effectively just the Laplace equation for $Q$ and $M$ in this limit. From purely heuristic arguments, one can deduce that energy minimizers will minimize the elastic energy in Eq. (8) to leading order, since the energetic penalty associated with variations in $|Q|$ and $|M|$ is small. Further, if the ratios $\frac{\ell_1}{\ell_2}$ are small, the cost of deviations between $n$ and $M$ are small. It is readily checked that the solution of

$$\frac{d^2 Q_{11}}{dy^2} = \frac{d^2 Q_{12}}{dy^2} = 0$$

subject to boundary conditions $Q_{11} = -1$ on $y = 0$ and $Q_{11} = 1$ on $y = 1$, $Q_{12} = 0$ on both $y = 0$ and $y = 1$, is given by $Q_{11}(y) = 2y - 1$ and $Q_{12} = 0$ everywhere, with a domain wall at $y = \frac{1}{2}$. Crucially, linear profiles for $Q_{11}$ and $Q_{12}$ are the signatures of the Laplace limit and because of the imposed boundary conditions, this naturally creates a domain wall with $Q = 0$ in the interior. Analogous remarks apply to $M$ in the Laplace limit.

We only discuss a few selected scenarios for the four key parameters in this problem. There are other possibilities but our main aim is to give examples of model parameters which naturally allow polydomain formation and sets of model parameters which exclude polydomain formation, as illustrated by the numerical examples below. There are no rigorous results for the uniqueness of solutions of the system Eq. (9) but our numerical methods require an initial guess since it is based on the Newton algorithm. We have attempted several different initial guesses and they converge to the numerical solutions reported in this paper, on which grounds we deduce that the numerically computed solutions are at least local minimizers of the energy Eq. (8) under the prescribed conditions.

In Fig. 1(a), we plot a simple example of numerical solutions, $Q$ and $M$, of the equations Eq. (9) with small values of $\ell_1, \ell_2$, fixed $\xi = 1$ and $\frac{\ell_1}{\ell_2} = \frac{\xi}{c} = \frac{1}{100}$ i.e. weak elasticity and weak coupling. We observe that $|Q|$ and $|M|$ are both bounded away from zero; in fact they are reasonably uniform in the interior and there are no polydomains, as predicted by the Ginzburg-Landau limit. The coupling $c$ is relatively weak and the $M$ profile smoothly rotates between the prescribed boundary conditions. In Fig. 1(b), we illustrate the Laplace limit.

**Figure 1**: (Color online) Solutions of Eq. (9) under boundary conditions: $Q_{11}(0) = -1$, $Q_{11}(1) = 1$, $Q_{12}(0) = Q_{12}(1) = 0$, $M(0) = (-1, 0)$ and $M(1) = (1, 0)$ for Ginzburg-Landau limit ($\ell_1 = \ell_2 = 0.01$, $\xi = 1$ and $c = 0.0001$) in (a)-(b), and for Laplace limit ($\ell_1 = \ell_2 = 10$, $\xi = 1$ and $c = 10$) in (c)-(d). The vector plots show variation in $n$ (rods) and $m = \frac{M}{|M|}$ (arrows) along the $y$-axis.
with $\ell_1 = \ell_2 = 10$ and strong coupling $c = 10$. There are distinct polydomains in the $n$ and $M$ profiles and it is interesting that the strong coupling does not induce any reorientation of $m = M/|M|$ in the polydomain with $\varphi = \frac{\pi}{2}$ at the bottom, [see Eq. (6)].

However, the norm of $|Q|$ or $|M|$ does not tend to the Ginzburg-Landau value, owing to the relatively large values of the elastic constants.

Figure 2: (Color online) Solutions of Eq. (9) under boundary conditions: $Q_{11}(0) = -1$, $Q_{11}(1) = 1$, $Q_{12}(0) = Q_{12}(1) = 0$, $M(0) = (-1, 0)$ and $M(1) = (1, 0)$. The plots (a)-(b) are for $c = 0.1$, (c)-(d) for $c = 1$, and (e)-(f) for $c = 10$ with $\ell_1 = \ell_2 = 0.1$ for all the plots. We plot the unit-vector field $n$ as rods and the unit-vector field, $m = M/|M|$ as arrows.

We further illustrate these concepts in Fig. 2 where we plot the solutions for $Q$ and $M$ with $\ell_1 = \ell_2 = 0.1$, $\xi = 1$ (with $Q_{11} = -1, M_1 = -1$ at $y = 0$; $Q_{11} = 1, M_1 = 1$ at $y = 1$, $Q_{12} = M_2 = 0$ at $y = 0$ and $y = 1$). The elastic constants are intermediate and hence, we are neither in the Ginzburg-Landau or Laplace limit. However, it is interesting that we get solutions with $Q_{12} = M_2 = 0$ everywhere for $c \leq 1$ and these solutions generate polydomains in $n$ and $m = M/|M|$. The solution profiles for $Q_{11}$ and $M_1$ are not perfectly linear as in Fig. 2(b), since we are away from the Laplace limit and hence, Figs. 2(a)-(b) are interesting examples of polydomain formation with moderate elasticity and relatively weak coupling. In Fig. 2(c), we can see clear signatures of strong coupling with very rapid reorientation of $M$ in response to the reorientation of $n$ as defined in Eq. (2).

In Fig. 3, we use the same values of $\ell_1$ and $\ell_2$ with $\xi \neq 1$ and $c \leq 1$. We get polydomains again with $Q_{12} = M_2 = 0$ everywhere. These polydomains are defined by points $y_Q \in (0, 1)$ for which $Q = 0$, and $y_M \in (0, 1)$ for which $M = 0$ respectively. At $y_Q \in (0, 1)$, we have $Q_{11}(y_Q) = Q_{12}(y_Q) = 0$ so that $\varphi$ is not defined at $y_Q$ and there is a jump discontinuity in $n$ at $y_Q$ regularised by $|Q| = 0$. This jump discontinuity is an example of a domain wall that separates two distinct regions with $\varphi = \frac{\pi}{2}$ on one side of the discontinuity and $\varphi = 0$ on the other side of the discontinuity. In general, $y_Q \neq y_M$ so that the two domain walls may not coincide. It is worth emphasizing that although $m = M/|M|$ might be defined at $y_Q = 0$, $|M|(y_Q)$ is small so that the degree of magnetization is small and we do not expect a concentration of MNPs near $y_Q$ in the domain. Whilst the norm of the magnetization vector is small at the point $y_Q$, it need not be exactly zero so that some non-zero magnetization is retained. We do not analyse this further except to comment that the polydomain structure is preserved with $\xi \neq 1$ too, provided the coupling constant is not too large.

Next, we discuss the stability of the polydomain solutions or the solution branch with $Q_{12} = M_2 = 0$ everywhere, as a function of the coupling parameter $c$, for the boundary-value problem in Fig. 2. It is clear that...
separating regions with the principle that systems evolve to a state of minimum energy by using the gradient flow model for the free energy in time in the future. We illustrate this more conclusively in Fig. 2(c), the ordering seems to steadily increase in the upper right region with large \(\ell\), at the boundaries but for strongly coupled systems as in these coupled systems, the system is maximally ordered and \(\tilde{\xi}\) becomes large. The energetic penalty for the mismatch between \(n\) and \(M\) or \(n\) and \(\tilde{M}\) increases and hence, we get solutions as in Fig. 2(c), for which \(n\) and \(M\) or \(n\) and \(\tilde{M}\) align with each other, to minimize the dominant coupling energy. We also observe that \(|Q|\) and \(|M|\) or \(|\tilde{M}|\) (for uncoupled systems) is attained on the boundaries. In the Ginzburg-Landau and Laplace limits of these coupled systems, the system is maximally ordered at the boundaries but for strongly coupled systems as in Fig. 2(c), the ordering seems to steadily increase in the bulk. This warrants further investigation and interpretation in the future. We illustrate this more conclusively by using the gradient flow model for the free energy in Eq. (8); the gradient flow model is based on the principle that systems evolve to a state of minimum energy or at least to a local energy minimizer according to the choice of initial conditions [20, 21]. The governing partial differential equations are:

\[
\begin{align*}
\frac{\partial Q_{11}}{\partial t} &= \ell_1 \frac{d^2 Q_{11}}{dy^2} - \frac{c}{2} (M_1^2 - M_2^2) \\
\frac{\partial Q_{12}}{\partial t} &= \ell_2 \frac{d^2 Q_{12}}{dy^2} - \frac{c}{2} (M_1 M_2 + M_1 M_2) \\
\frac{\partial M_1}{\partial t} &= \xi_1 \frac{d^2 M_1}{dy^2} - (\tilde{\xi} \tilde{M}) M_1 + c (Q_{11} M_1 + Q_{12} M_2) \\
\frac{\partial M_2}{\partial t} &= \xi_2 \frac{d^2 M_2}{dy^2} - (\tilde{\xi} \tilde{M}) M_2 + c (Q_{11} M_1 - Q_{12} M_2).
\end{align*}
\]

where \(\mu > 0\) is a positive constant. We take \(\ell_1 = \ell_2 = 0.1, c = 10, \xi = 1\) and \(\mu = 5\). This is an initial boundary-value problem; the boundary conditions are as in Fig. 2. We need to prescribe initial conditions too. For initial conditions with \(Q_{12} = M_2 = 0\), the solutions of the system Eq. (14) have \(Q_{12} = M_2 = 0\) for all times. For slightly perturbed initial conditions, for example with \(Q_{12}(y, t = 0) = 0.01 y (1 - y)\) and \(M_2(y, t = 0) = 0.01 y (1 - y)\), the solutions distinctly converge to solutions with non-zero \(Q_{12}\) and \(M_2\) for long-time, as illustrated in Fig. 4. This provides numerical illustration that the polydomain solutions are unstable critical points of the energy Eq. (8) in this parameter regime and hence, COMSOL does not converge to these solutions in Fig. 2.

Finally, we look at the effects of temperature on polydomain formation in such systems. In [5], experiments show that fast quenching the sample from an isotropic state can produce a polydomain sample with two opposing states of magnetization. We try to numerically reproduce the same effect with a temperature parameter in the gradient-flow model in Eq. (14). The temperature dependent parameters are the Landau coefficients \(A\) and \(\alpha\) in free energies \(f_{\text{num}}\) and \(f_{\text{mag}}\) respectively [Eqs. (4)-(5)]. At temperature \(T\), we have \(A = A_0(T - T_c)^\beta\) and \(\alpha = \alpha_0(T - T_c)^\gamma\), for critical temperatures \(T_c\) and \(T^{*}\) respectively. For typical materials used in experiments, \(T^{*} > T_c\) [22-25]. Let \(\tilde{A}\) and \(\tilde{\alpha}\) be two characteristic fixed values of \(A\) and \(\alpha\) respectively; we then write the gradient-flow model as

\[
\begin{align*}
\frac{\partial Q_{11}}{\partial t} &= \ell_1 \frac{d^2 Q_{11}}{dy^2} - \frac{c}{2} (M_1^2 - M_2^2) \\
\frac{\partial Q_{12}}{\partial t} &= \ell_2 \frac{d^2 Q_{12}}{dy^2} - \frac{c}{2} (M_1 M_2 + M_1 M_2) \\
\frac{\partial M_1}{\partial t} &= \xi_1 \frac{d^2 M_1}{dy^2} - (\tilde{\xi} \tilde{M}) M_1 + c (Q_{11} M_1 + Q_{12} M_2) \\
\frac{\partial M_2}{\partial t} &= \xi_2 \frac{d^2 M_2}{dy^2} - (\tilde{\xi} \tilde{M}) M_2 + c (Q_{11} M_1 - Q_{12} M_2),
\end{align*}
\]

where \(\tilde{Q}_A = A + \left(|Q|^2/2\right), \tilde{\xi} = \alpha + |M|^2\) and \(\tilde{A}, \tilde{\alpha}\) are measures of the temperature. The re-scaled parameters are defined by

\[
\begin{align*}
\ell_1' &= \frac{L}{d^2 A} ; \quad \ell_2' = \frac{\kappa}{d^2 \tilde{A}} ; \quad \xi' = \frac{C \tilde{\alpha}^2 \beta}{2 \tilde{A} \beta} ; \\
\gamma_0 &= \frac{\xi_0}{\tilde{A}} \sqrt{\frac{C \tilde{\alpha}}{2 \tilde{A} \beta}}.
\end{align*}
\]
The quenching, or sudden drop of temperature, then suddenly quenched to a temperature $T_2$. The data correspond to solutions of Eqs. (15) for different times $t$. The Markers are used to distinguish curves.

Figure 5: (Color online) Evolution of $|Q|$ and $|M|$ after a rapid quench with parameters $\mu = 1$, $\ell_1' = \ell_2' = 0.1$, $\xi' = 1$ and $c' = 1$ for $A = \bar{\alpha} = -0.1$ in (a)-(b), $A = \bar{\alpha} = -1$ in (c)-(d), and $A = \bar{\alpha} = -10$ in (e)-(f). The data correspond to solutions of Eqs. (15) for different times $t$. Markers are used to distinguish curves.

In the experiments, the system is initially at a high temperature $T_1 > \max\{T_1^m, T_1^n\}$ (disordered phase) and then suddenly quenched to $T_f < \min\{T_1^m, T_1^n\}$ (ordered phase). The quenching, or sudden drop of temperature to $T_f < \min\{T_1^m, T_1^n\}$ is modelled by solving Eq. 15 for $A, \bar{\alpha} < 0$. The initial conditions are randomly chosen values of $Q_{11}$, $Q_{12}$, $M_1'$ and $M_2'$ from the interval $[-0.05, 0.05]$ i.e. a perturbation around the $|Q| \simeq 0$ and $|M| \simeq 0$ solution and mimics the disordered phase. The boundary conditions are as before with $\ell_1' = \ell_2' = 0.1$, $\xi' = 1$ and $c' = 1$ i.e. values of the coupling parameter that favour polydomain structures as suggested in Fig. 2. We plot the solutions in Fig. 5 for $A = \bar{\alpha} = -0.1$, $-1$ and $-10$, interpreted as shallow, moderate and deep quenches respectively. We plot the solutions at different times and focus on the long-time behavior; as expected, there are no isotropic polydomains with $Q = 0$ in these examples since we expect the isotropic regions to become rapidly ordered after quenching to low temperatures and hence, isotropic polydomains are not visible for long times. In the case of shallow and moderate quenches, we observe polydomain structures in Fig. 5(a)-(b). For deeper quenches, the polydomain structure is lost and this can be qualitatively understood as domain walls with $|Q| = 0$ or $|M| = 0$ are energetically expensive for low temperatures. The solutions are independent of the initial conditions for the system.

IV. CONCLUSION

We study spatial pattern formation in a one-dimensional confined nematic system with suspended magnetic nanoparticles, using the phenomenological approach in [5, 8]. We work in the absence of external magnetic fields and study the effects of confinement, conflicting boundary conditions, elasticities and magneto-nematic coupling. We demonstrate that nematic elasticities, magnetic stiffness and magneto-nematic coupling can stabilise polydomain structures with opposing states of magnetization without external magnetic fields and generate tailored morphologies, for which $M$ is aligned with $n$ and vice-versa. We illustrate these effects by means of four parameters, $\ell_1, \ell_2$ interpreted as measures of nematic elasticity and magnetic stiffness, $\xi$ as a measure of magnetic order and $c$, interpreted as a measure of magneto-nematic coupling. Using asymptotic reasoning, we identify two limits: the Ginzburg-Landau limit of small elasticity that excludes polydomain formation and the Laplace limit of strong elasticity/weak magneto-nematic coupling that renders polydomain formation in both $n$ and $M$; these heuristic predictions are validated by numerical results and in fact, show that Ginzburg-Landau like effects survive even with moderate values of $\ell_1, \ell_2$ and Laplace-like effects (polydomains) survive provided the magneto-nematic coupling constant is not too large e.g. of the same order of magnitude as $\ell_1, \ell_2$. In fact, this is our main observation - a set of numerically observed conditions on the four parameters $\{\ell_1, \ell_2, \xi, c\}$ that allow for polydomain formation (Laplace limit) and that disallow polydomain formation, leading to tailored morphologies (Ginzburg-Landau limit) without any external magnetic fields. In doing so, we also provide a simple numerical quenching experiment that demonstrates polydomain formation in $M$, i.e. regions of distinct averaged magnetization separated by a domain wall, from largely disordered initial conditions, without any external magnetic fields. The polydomains disappear with increased magneto-nematic coupling. There are qualitative analogies between the effects of the magneto-nematic coupling and the effects of an external magnetic field aligned along the nematic director, $n$ and in our simulations, the coupling constant appears to have the same effect as the strength of an external magnetic field [9]. For example, the magnetic domain wall displacement reported in [9] under an applied magnetic field is also observed in our simulations resulting due to variation in the coupling constant [in
Fig. 2(a)-(b)]. We speculate that our simple framework and numerical results can give informative insight into how to tailor experiments to stabilise and de-stabilise polydomains according to the experimental needs.

A natural extension of this problem is to study pattern formation induced by boundary conditions and magneto-nematic coupling on 2D domains such as squares. This is particularly interesting since it is known that the 2D LdG model admits multiple stable equilibria on a square (see [26]) and a reasonable conjecture is that every equilibrium solution has a counterpart in the coupled \((Q, M)\) system, yielding a plethora of possibilities. It is worth pointing out that previous studies have not exploited the effects of geometric frustration or pattern formation driven by inhomogeneous boundary conditions; they have strongly relied on external magnetic fields [8, 9, 27]. Our work is an interesting example of a coupled MNP-NLC system without external fields, and the effects of confinement and magneto-nematic coupling on stable configurations can be further enhanced or suppressed by suitably applied external magnetic fields, if necessary. This will be investigated in future work.
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