Panchromatic calibration of Ca II triplet luminosity dependence
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ABSTRACT

Context. The line strength of the near-infrared Ca II triplet (CaT) lines are a proxy for measuring metallicity from integrated and individual stellar spectra of bright red giant stars. In the latter case it is a mandatory step to remove the magnitude (proxy for gravity, temperature, and luminosity) dependence from the equivalent width (EW) of the lines before converting them into metallicities. For decades the working empirical procedure has been to use the relative magnitude with respect to the horizontal branch level or red clump, with the advantage that it is independent from distance and extinction.

Aims. The V filter is broadly adopted as the reference magnitude, although a few works have used different filters (I and Ks, for example). In this work we investigate the dependence of the CaT calibration using the griz filters from the Dark Energy Camera (DECam) and the Gemini Multi-Object Spectrograph (GMOS), the G filter from Gaia, the BVI filters from the Magellanic Clouds photometric survey (MCPS), and the YJKs filters from the Visible and Infrared Survey Telescope for Astronomy (VISTA) InfraRed CAmera (VIRCAM). We use as a reference the Focal Reducer and low dispersion Spectrograph 2 (FORS2) V filter used in the original analysis of the sample.

Methods. Red giant stars from clusters with known metallicity and available CaT EWs were used as reference. Public photometric catalogues were taken from the Survey of the Magellanic Stellar History (SMASH) second data release, VISTA survey of the Magellanic Clouds system (VMC), Gaia, MCPS surveys, plus Visible Soar photometry of star Clusters in Tapi’i and Coxí Hugua (VISCACHA) GMOS data, for a selection of Small Magellanic Cloud clusters. The slopes were fitted using two and three lines to be applicable to most of the metallicity scales.

Results. The magnitude dependence of the CaT EWs is well described by a linear relation using any filter analysed in this work. The slope increases with wavelength of the filters. The zero point (i.e. reduced EW), which is the metallicity indicator, remains the same.

Conclusions. If the same line profile function is used with the same bandpasses and continuum regions, and the total EW comes from the same number of lines (2 or 3), then the reduced EW is the same regardless the filter used. Therefore, any filter can be used to convert the CaT equivalent widths into metallicity for a given CaT calibration.
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1. Introduction

The near-infrared Ca II triplet (CaT) lines at 8498, 8542, and 8662 Å are strong lines that were used to estimate metallicities in late-type bright stars as early as 1960–1970 (e.g. Spinrad & Taylor 1969). The method currently used to convert the CaT line strength into metallicity was first proposed by Armandroff & Zinn (1988) and Armandroff & Da Costa (1991, hereafter AD91) for integrated spectra and individual red giant stars of globular clusters, and Olczewski et al. (1991) for red giant stars of Large Magellanic Cloud clusters, although alternative techniques were used before that (e.g. Díaz et al. 1989). The technique has been fine-tuned and discussed in detail in many subsequent works since then. For instance, the effect of age and population (e.g. Cole et al. 2004; Pont et al. 2004; Vásquez et al. 2018), the effect of the [Ca/Fe] ratio (e.g. Battaglia et al. 2008; Da Costa 2016), metal-rich stars (e.g. Carrera et al. 2007; Vásquez et al. 2015), metal-poor stars (e.g. Starkenburg et al. 2010; Carrera et al. 2013), the reliability of integrated CaT (e.g. Usher et al. 2019), and the inclusion of stars fainter than the horizontal branch level (e.g. Husser et al. 2020).

The equivalent width (EW) of an atomic line is sensitive to the surface gravity log(g), effective temperature $T_{\text{eff}}$, overall metallicity [Fe/H], micro-turbulence velocity, oscillator strength, and finally the specific element abundance (e.g. Gray 2008; Barbuy et al. 2018). It has been demonstrated that in the case of the saturated CaT lines, they are more sensitive to [Fe/H] than to [Ca/Fe] itself (e.g. Battaglia et al. 2008; Da Costa 2016, but see also Bosler et al. 2007; Starkenburg et al. 2010). Micro-turbulence velocity mostly affects metal-poor stars closer to the tip of the red giant branch (RGB, Starkenburg et al. 2010), which means this is a negligible effect for stars in the Magellanic Clouds, especially those closer to the red clump (RC). Therefore, the CaT can be used as a proxy for [Fe/H] with confidence, given that the dependence on the other parameters can be removed.

The luminosity of RGB stars correlate well with log(g) and $T_{\text{eff}}$ and can be used as a proxy to remove gravity and temperature effects on the CaT EW, leaving only the dependence on [Fe/H], as discussed by AD91. They argued in favour of using a relative magnitude instead of absolute magnitude to avoid the dependence on the distance and extinction of each star. They tested and calibrated the technique using the commonly used $V$ filter from Gaia, the BVI filters from the Magellanic Clouds photometric survey (MCPS), and the YJKs filters from the Visible and Infrared Survey Telescope for Astronomy (VISTA) InfraRed CAmera (VIRCAM). We use as a reference the Focal Reducer and low dispersion Spectrograph 2 (FORS2) V filter used in the original analysis of the sample.

1 The EW of the CaT lines is more sensitive to the wings than to the core of the lines (e.g. Erdélyi-Mendes & Barbuy 1991).
V-band magnitude relative to the magnitude of the horizontal branch (HB). This filter has been broadly used to calibrate CaT metallicities, although some works have applied other filters (e.g. \(I\) by Carrera et al. 2007; \(K\) by Mauro et al. 2014 and Carrera et al. 2013; \(F606W\), \(F555W\), \(F625W\) by Husser et al. 2020; \(G\) by Simpson 2020). Not always is there published photometry in the appropriate filter to calibrate the observed CaT. For instance, Olszewski et al. (1991) solved this difficulty by creating a magnitude from their spectra (<48600>). Another reason for employing different filters is the environment; for example, infrared filters are more suitable for the CaT of Milky Way bulge stars.

Notwithstanding the apparent flexibility of using different filters, each work had to use calibration clusters to check their conversion of CaT EW into metallicities. In this paper we investigate whether it is possible to follow the recipes of a given CaT calibration exactly, to change only the filter used, and to find the same final metallicities without the need of calibrating again using reference stars. If so, any CaT study would not have the necessity of calibrating a new scale for each analysis, and could choose a CaT calibration among the plethora of works and apply it with any available photometry.

In particular, we take the sample from Parisi et al. (2009, hereafter P09) and Parisi et al. (2015, hereafter P15) who used the CaT calibration and recipes of Cole et al. (2004, hereafter C04) and \(V\) magnitudes to derive metallicities for Small Magellanic Cloud (SMC) clusters. Specifically, C04 use a Gaussian+Lorentzian function to fit the CaII lines, the definition \(\Sigma\,\text{EW} = \text{EW}_{8498} + \text{EW}_{8542} + \text{EW}_{8662}\), and bandpasses defined by Armandroff & Zinn (1988). The same CaT calibration and recipes of C04 are kept while changing the filters to investigate the impact on the final metallicities. It is worth noting that C04 analysed clusters with ages between 2.5 and 14 Gyr, and found no significant age effect on their metallicity calibration. Pont et al. (2004) only found a significant age effect on the CaT metallicity calibration if stars with ages below 1 Gyr are compared to stars with 12.6 Gyr. Therefore, it is safe to say that the CaT technique can be applied to stars with ages above 1–2 Gyr, which is the case for the clusters analysed in this paper (see Sect. 3).

This analysis will have immediate use in the ongoing spectroscopic follow-up of the VInSible SoAphotometry of star Clusters in the tApi’i and Coxi HuguA (VIScACHA) survey (Maia et al. 2019) that uses GMOS/Gemini to observe star clusters in the Magellanic Clouds\(^2\) (PI: Dias). This instrument offers \(gri\) filters for the pre-images, but they have not been used to calibrate CaT metallicities so far, and the \(VI\) magnitudes are available only for a fraction of the stars from the VIScACHA survey and Magellanic Clouds photometric survey (MCPS); therefore, a new calibration using \(gri\) filters is required. Moreover, the Magellanic Clouds have been gaining interest and are being observed by many photometric surveys (e.g. VISTA survey of the Magellanic Clouds system, VMC, Cioni et al. 2011; Survey of the Magellanic Stellar History, SMASH, Nidever et al. 2017; VIScACHA, Maia et al. 2019, and others). The respective spectroscopic follow-up campaigns have started or are about to start with the four-metre Multi-Object Spectrograph Telescope (4MOST), Apache Point Observatory Galactic Evolution Experiment (APOGEE), and Gemini Multi-Object Spectrograph (GMOS). 4MOST will also perform a follow-up of VMC that includes the CaT; therefore, they would benefit from a CaT calibration with their \(YJK\), filters from VMC\(^3\). In addition, SMASH\(^4\) uses the same filters as GMOS, and their photometry could be applied to other CaT studies using the analysis in this paper.

The CaT technique is a powerful tool for determining metallicities of individual stars in distant galaxies as the CaII lines are very strong and their wavelength matches the peak flux of typical RGB stellar spectrum. For example, Bosler et al. (2007) studied stars from LeoI and LeoII located 273 and 204 kpc away; Gilbert et al. (2006) and Koch et al. (2008) studied stars in M 31 located about 784 kpc away. This technique will continue to be very useful when the European Southern Observatory (ESO) Extremely Large Telescope (ELT) is available to observe CaT in resolved stars beyond the Local Group (see Battaglia 2011).

Different CaT calibrations make use of the sum of the EW of the three CaT lines or only the two strongest lines. We also present here the impact that the different choices of filters has on the final metallicities if the calibration uses two or three lines. Other choices that differ from calibration to calibration are not analysed in this paper as they have been discussed in many previous works: Are the functions fitted to the line profile (see e.g. Saviane et al. 2012; Husser et al. 2020), the line and continuum bandpasses (see e.g. Carrera et al. 2007), continuum level and normalisation (see e.g. Vásquez et al. 2015).

This paper is organised as follows. The analysis of isochrones to make the predictions discussed in this work is discussed in Sect. 2. The sample selection and data are described in Sect. 3. The core analysis of the paper is presented in Sect. 4, where the fitting results are compared to the theoretical predictions from Sect. 2. Finally, we check the systematic errors that the filter choice makes in the final metallicity in Sect. 5. The summary and conclusions can be found in Sect. 6.

2. RGB relative slope for different filters

The motivation of this work is to isolate only one aspect of the CaT calibration: the luminosity indicator used as a proxy to erase the \(\log(g)\) and \(T_{\text{eff}}\) dependence of the CaT EW. Therefore, it would be expected that the variation in the CaT calibration comes from the relative slope of the RGB depending on the filter choice. In this first section we use PAdova and TRieste Stellar Evolution Code (PARSEC) isochrones “CMD version 3.9-3” (Bressan et al. 2012) to derive this dependence. We chose this set of isochrones as they provide all the sets of filters we analyse in this work, thus producing a homogeneous output analysis. Isochrones were downloaded for \(8.0 < \log(\text{age}) < 10.1\) in steps of 0.1 dex and \(-1.5 < [\text{M/H}] < -0.1\) in steps of 0.1 dex, which represent the overall SMC cluster population. All sets of filters were chosen: \(UBVRIJKLM\), \(VISTA\) y\_\text{JHK}\_\text{Ks}\,\text{DECAM}\,\text{DECAM}\) (Gaia Collaboration 2016).

All isochrones within this age and metallicity range present a RC; therefore, it is straightforward to determine their HB level, assumed here as the RC level for simplicity. This is the reference for the relative magnitude used in the CaT calibration. Only the RGB region is isolated, and the magnitudes relative to the RC level are calculated for all filters. As a first approximation, we fit

\[ \text{https://www.eso.org/sci/facilities/paranal/instruments/vircam/inst.html} \]
\[ \text{http://www.ctio.noao.edu/noao/node/13140} \]
\[ \text{http://www.gemini.edu/sciops/instruments/gmos/imaging/filters} \]
\[ \text{http://stev.oapd.inaf.it/cgi-bin/cmd} \]

---

\(^2\) http://www.astro.lag.usp.br/~viscacha/

\(^3\) http://www.eso.org/sci/facilities/paranal/instruments/vircam/inst.html

\(^4\) http://www.ctio.noao.edu/noao/node/13140

\(^5\) http://www.gemini.edu/sciops/instruments/gmos/imaging/filters

\(^6\) http://stev.oapd.inaf.it/cgi-bin/cmd
Fig. 1. Coefficients $a, b$ from Eq. (1) as a function of the effective wavelength for each filter $m$, where $m = B, g, V, G, r, i, I, z, Y, J, H, K_s$. We note that the filter $H$ was included here to better constrain the fit, even though it is not present in the analysis in the rest of the paper. The fit was performed for isochrones with combinations of age and metallicity for the sample clusters from Table 1, which are represented by different colours, mostly overlapping points. The line is a polynomial fit to all points and the shaded area represents $\pm 3\sigma$ uncertainties.

A linear relation

$$(V - V_{\text{Hg}}) = a + b \cdot (m - m_{\text{Hg}})$$  \hspace{1cm} (1)$$

for RGB stars and all filters $m$. The reference on the filter $V$ is chosen because this is the most popular filter used in CaT calibrations and therefore the relations derived here can be used to scale any calibration using $V$ to other filters.

The coefficients $a, b$ from Eq. (1) are shown in Fig. 1 for all filters $m$, where $m = B, g, V, G, r, i, I, z, Y, J, H, K_s$. We show that these coefficients are not very sensitive to variations in age and metallicity in the range [1.5, 5.0] Gyr and [−1.2, −0.6] dex, and their dependence with wavelength is well represented by

$$a = -9.8(\pm 2.1) \cdot x^4 + 120(\pm 25) \cdot x^3 - 545(\pm 111) \cdot x^2 + 1102(\pm 220) \cdot x - 836(\pm 163)$$  \hspace{1cm} (2)$$

and

$$b = 18.3(\pm 1.2) \cdot x^4 - 224(\pm 15) \cdot x^3 + 1023(\pm 65) \cdot x^2 - 2078(\pm 129) \cdot x + 1583(\pm 96),$$  \hspace{1cm} (3)$$

where $x = \log_{10}(\lambda_{\text{eff}}/\text{nm})$.

The reduced EW $W'$ is the zero point of the equation below, which is essentially a linear function of $\Sigma$EW against $(m - m_{\text{Hg}})$:

$$\Sigma \text{EW} = W'_m - \beta_m \cdot (m - m_{\text{Hg}}).$$  \hspace{1cm} (4)$$

Table 1. SMC cluster sample sorted by age.

| Cluster | [Fe/H] | Age (Gyr) | Ref. |
|---------|--------|-----------|------|
| Kron 6  | −0.63 ± 0.02 | 1.6 | P05 |
| HW 67  | −0.72 ± 0.04 | 1.9 | P17 |
| HW 47  | −0.92 ± 0.04 | 3.3 | P14 |
| HW 40  | −0.78 ± 0.05 | 2.5 | D14 |
| Lindsay 17 | −0.84 ± 0.03 | 4.4 | P14 |
| Kron 9  | −1.12 ± 0.05 | 4.7 | G10 |
| Lindsay 19 | −0.85 ± 0.03 | 4.8 | P14 |

Notes. Metallicities come from P09 and P15, and the references for ages are specified for each cluster. Only 6 out of 7 stars from P09 were found in all catalogues; therefore, the reference [Fe/H] for Lindsay 19 is updated accordingly for consistency, although with no significant change.

References. P14: Parisi et al. (2014); G10: Glatt et al. (2010); P05: Piatti et al. (2005); P17: Perren et al. (2017); D14: Dias et al. (2014).

3. Sample selection and data

The sample is based on the initial sample of 29 clusters from P09 and P15 together. A subsample was then selected based on whether there is available photometry in all filters from the SMASH data release 2 (DR2), VMC DR5, and MCPS surveys to be analysed together with the photometry from the original analysis with the FOcal Reducer and low dispersion Spectrograph 2 for the Very Large Telescope (FORS2/VLT) and from the all-sky Gaia survey. We also rejected four clusters that were younger than ~1.5 Gyr, below which the RC level is higher or absent and the standard CaT calibration is no longer valid. The third criterion of sample selection is related to our choice to focus only on the variation of filters in the calibration, leaving other variables to other works. Theoretically, the slope $\beta$ in the relation $\Sigma$EW versus $(m - m_{\text{Hg}})$ varies with metallicity (e.g. Jorgensen et al. 1992; Starkenburg et al. 2010; Carrera et al. 2013; Husser et al. 2020). This relation seems to be detectable only for extreme metallicities. In addition, there seems to be an intrinsic dispersion in $\beta$ from cluster to cluster not correlated to metallicity. For example, for the clusters used as calibrators by C04, $\beta$ varies from ~0.4 to ~0.9 Å mag$^{-1}$ with the V filter. C04 reported a relatively large intrinsic scatter in the $\Sigma$EW for a given single-metallicity cluster, also found by Rutledge et al. (1997a). We find a similar rms scatter, reported in Table 5. The dispersion in $\beta$ will not be discussed in this paper; therefore, we selected clusters from P09 and P15 that have $0.4 < \beta < 0.9$ Å mag$^{-1}$ in order to have a bona fide sample that can reproduce $\beta$ from C04, and find the respective $\beta$ for all other filters displayed in Fig. 2. The final sample of seven SMC clusters is presented in Table 1.

The spectroscopic data observed with FORS2/VLT was not re-analysed here; the cluster membership and equivalent width for the three CaT lines for all stars were taken directly from P09.
The GMOS data was collected within the projects GS-2017B-Q-19 (PI: Kerber, 5 clusters with \( ri \) filters) and GS-2018B-Q-208, and P15 to be fully consistent regarding the spectroscopic analysis and to focus only on the filter choice. We also used the \( V \) magnitudes from their original work. We derived again the HB level of the P09, P15 original \( V \) photometry using our method (see next subsection) and the values are compatible; therefore, we decided to keep the \( V - V_{\text{H}} \) values from P09, P15.

The photometry from the SMASH DR2\(^8\) (Nidever et al. 2017) was obtained to analyse the Dark Energy Camera (DECam) \( gri \) filters. An original motivation of this work was to derive a CaT calibration valid for the GMOS \( gri \) photometry from the pre-images of the spectroscopic follow-up of the VISTA-CACHA survey, but there is no cluster in common with P09 and P15. In Sect. 3.2 we show that \( m - m_{\text{H}} \) is equivalent for DECam and GMOS for the \( gri \) filters. Therefore, the analysis performed using DECam \( gri \) filters is automatically valid for the GMOS filters. The photometry from the MCPS\(^9\) (Zaritsky et al. 2002) and Gaia DR2\(^10\) (Gaia Collaboration 2018) surveys was obtained to analyse the filters \( BVI \) and \( G \).

The near-infrared photometry from VMC DR5\(^11\) (Cioni et al. 2011) was obtained in the filters \( YJKs \). At the moment this paper was submitted there was only multi-aperture photometry available with non-calibrated fluxes. Nevertheless, aperture correction and zero points make no difference in our analysis because we use relative magnitudes and these terms cancel out. Therefore, we chose a single aperture flux (aper3, recommended in the VMC DR5 documentation) and simply calculated

\[
\log_{10}(aper3) = \log_{10}(aper) - \log_{10}(aper \text{ zero point})
\]

As defined by AD91, \( m - m_{\text{H}} \) is a proxy for gravity and has the double advantage of being model and photometric calibration independent. As a consequence, the definition of the HB magnitude level is a crucial step.

The Magellanic Cloud clusters analysed here are relatively metal rich, which means that their HB is essentially a RC. Therefore, we assume the HB level as the magnitude of the RC for simplicity. We make an initial selection by eye around the RGB zone containing the RC on the CMD composed of stars within the cluster size provided by Bica et al. (2020). We then used our own python script to find the position of the RC. Because the RC is clearly identified by eye, it was enough to generate a 2D histogram (with bin size big enough to be able to visually identify the RC, which was typically three times the error in colour) and to find the position of its peak (see example in Fig. 3). In some cases the RC was underpopulated and therefore some interaction was required to fine tune the bin size and cluster radius until converge to a visually satisfactory position of the RC, consistent with the other clusters for all filters. The final HB magnitude and respective error is the average and standard deviation of the magnitude of all stars within the four bins around the maximum. The same procedure was done for all filters from Fig. 2 and clusters listed in Table 1.

3.2. GMOS/Gemini vs. DECam/Blanco filters

The GMOS data was collected within the projects GS-2017B-Q-19 (PI: Kerber, 5 clusters with \( ri \) filters) and GS-2018B-Q-208,
GS-2018B-Q-302, GS-2019B-Q-303 (PI: Dias, 21 clusters with gr filters). The match with SMASH DR2 photometry resulted in 4 clusters with ri filters and 19 clusters with gr filters.

The transmission curves of the gri filters from GMOS and DECam have similar wavelength ranges, but with slightly different transmission curves. The differences should be cancelled when comparing the differential magnitudes with respect to the HB (RC) level, which is the information required for the CaT calibration. We checked whether this is true by directly comparing \((m - m_{\text{HB}})_{\text{GMOS}}\) and \((m - m_{\text{HB}})_{\text{DECam}}\) for the gri magnitudes of the stars in the 19, 23, and 4 clusters in common in these filters.

Figure 4 shows the fits with a very low dispersion in all cases. The results are displayed in Table 2; it is clear that the slope is consistent with unity and the offset is consistent with zero within 1-2σ. In conclusion, the use of \((m - m_{\text{HB}})_{\text{GMOS}}\) and \((m - m_{\text{HB}})_{\text{DECam}}\) are interchangeable. Therefore, the analysis presented in this paper using DECam gri photometry is also valid for the GMOS gri photometry. We note that our GMOS observations do not contain the z filter, but we perform the analysis with the DECam z filter for completeness. Additionally, this one-to-one comparison is strictly valid for the relative magnitudes of RGB and RC stars; a proper conversion of magnitude systems between GMOS and DECam should take into account colour terms, for example.

4. Reduced equivalent widths

The concept of reduced equivalent widths \((W')\) was borrowed by AD91 from stellar high-resolution spectroscopic analysis to be applicable to the CaT technique. At first glance, the aim is to normalise some extra effects on the EW of a line and leave its dependence on the chemical abundance of a given star. In the first case, the EW is divided by the wavelength to normalise Doppler-dependent phenomena (Gray 2008); in the second case, the EW is compensated by the luminosity along the RGB, as given by Eq. (4). The motivation of AD91 was that they could directly compare the EW of stars with different luminosities within the same star cluster and detect, for example, an intrinsic metallicity spread in clusters (e.g. Da Costa et al. 2009, 2014).

The \(W'\) of a star cluster can be defined in two ways. The first way has three steps (e.g. Saviane et al. 2012): fit Eq. (4) to all member stars in a cluster to find \(\beta\); apply \(\beta\) in Eq. (4) to find \(W'_i\) for each star; and calculate the average \(W' = \langle W'_i \rangle\). This is similar to the second way (e.g. C04, P09, P15), i.e. the representative \(W'\) of a star cluster is simply the zero point of Eq. (4). We note that the \(W'\)-[Fe/H] relation can be fitted using \(W'\) or \(W'_i\) (see Sect. 5). As we are following the recipes of C04, P09, and P15, we apply the second case here.

There are three quantities in Eq. (4) that have been exhaustively explored in the literature, namely the measurement of the EW itself; the slope \(\beta\) as a function of luminosity; and the relation of the cluster \(W'\) with metallicity. Some works have tried different filter choices, but no study has thoroughly investigated this matter, as we propose to do in this section.

For the EW definitions, some references are listed below with the relevant points, while a discussion on the difference of using the sum of all three CaT lines or just the sum of the two strongest lines is investigated in Sect. 4.3:

- lines and continua bandpasses: many works have defined the windows for continuum and for the CaT line profile that were adapted essentially to resolution and metallicity, and many studies adopt their definitions (e.g. Armandroff & Da Costa 1991; Rutledge et al. 1997a; Cenarro et al. 2001; Battaglia et al. 2008; Vázquez et al. 2015, just to mention a few; see Table 3). However, Carrera et al. (2007) argued that \(\Sigma \text{EW}\) does not depend on the definition of the bandpasses;
- line profile function: integrating the function that best fits the CaII line profile is usually preferred over the direct integration of the flux as it reduces dependency on S/N and spurious weak lines depending on metallicity and spectral resolution. Nevertheless, for more metal-rich stars, the line is very saturated and the EW loses sensitivity in the core, and the wings are more important; moreover, the continuum level is lower due to more free electrons in the atmosphere (e.g. Erdelyi-Mendes & Barbuy 1991; Vázquez et al. 2015). Therefore, fitting a Gaussian does not account for the entire line of a more metal-rich star and a combination of Gaussian and Lorentzian functions has to be used (e.g. Saviane et al. 2012), or some correction to the Gaussian EW (e.g. Battaglia et al. 2008), or some alternative function like Moffat (e.g. Rutledge et al. 1997a), as listed in Table 3.

With regard to the slope \(\beta\), AD91 realised that \((V - V_{\text{IB}})\) had a constant \(\beta^{\text{AD91}} = 0.631 \pm 0.018\) \((\sigma = 0.029)\) with \(\Sigma \text{EW} = \text{EW}_{8542} + \text{EW}_{8662}\) in the range \(-2.2 < \text{[Fe/H]} < -0.7\) and \(-3.0 < (V - V_{\text{IB}}) < -0.4\), meaning that it would be possible

\(\begin{align*}
\text{Table 2. Linear fit results for } & (m - m_{\text{HB}})_{\text{GMOS}} \text{ and } (m - m_{\text{HB}})_{\text{DECam}}. \\
\hline
\text{Filter} & \text{Slope} & \text{Offset} & \text{rms} \\
\hline
\text{g} & 1.007 \pm 0.004 & -0.002 \pm 0.004 & 0.127 \\
\text{r} & 0.998 \pm 0.003 & -0.007 \pm 0.003 & 0.102 \\
\text{i} & 1.008 \pm 0.003 & 0.018 \pm 0.03 & 0.058 \\
\hline
\end{align*}\)
Table 3. Compilation of the main works on CaT metallicities with similar analysis done here, i.e. with $\beta$ available for comparison, sorted by publication year.

| ID | Function | Bandpass | $\Sigma$ EW | Luminosity | $\beta$ |
|----|----------|----------|-------------|------------|--------|
| AD91 | G | AD91 | 2L | $(V-V_{\text{HB}})$ | 0.62 ± 0.01 |
| AD292 | G | AD91 | 2L | $(V-V_{\text{HB}})$ | 0.66 ± 0.07 |
| DAN92 | G | AD91 | 2L | $(V-V_{\text{HB}})$ | 0.72 ± 0.04 |
| S93 | G | AZ88 | 2L | $(V-V_{\text{HB}})$ | 0.64 ± 0.03 |
| G95 | N | AZ88 | 2L | $(V-V_{\text{HB}})$ | 0.61 ± 0.04 |
| DA95 | G | AD91 | 2L | $(V-V_{\text{HB}})$ | 0.61 ± 0.03 |
| SK96 | G | AZ88 | 2L | $(V-V_{\text{HB}})$ | 0.62 |
| R97 | M | R97 | 3L | $(V-V_{\text{HB}})$ | 0.64 ± 0.02 |
| T01 | G | – | 2L | $(V-V_{\text{HB}})$ | 0.64 ± 0.02 |
| C04 | G+L | AZ88 | 3L | $(V-V_{\text{HB}})$ | 0.73 ± 0.04 |
| P04 | G,M | R97 | 3L | $M_I$ | 0.48 ± 0.02 |
| Car07 | G+L | Cen01 | 3L | $M_I, M_\text{V}$ | 0.677 ± 0.004, 0.611 ± 0.002 |
| B08 | G | B08 | 2L, 3L, 3L | $(V-V_{\text{HB}})$ | 0.62 ± 0.03, 0.79 ± 0.04, 0.59 ± 0.04 |
| S12 | G,G+L | AD91 | 2L | $(V-V_{\text{HB}})$ | 0.627 |
| M14 | (Taken from S12 and R97) | $(K_s - K_{\text{L,HB}})$ | 0.385 ± 0.013 |
| V15 | G+L | V15 | 2L | $(K_s - K_{\text{L,HB}})$ | 0.384 ± 0.019 |
| DC16 | G+L | AD91 | 2L | $(V-V_{\text{HB}})$ | 0.66 ± 0.016 |
| V18 | G+L | AD91 | 2L | $(V-V_{\text{HB}})$ | 0.55 |
| H20 | V | Cen01 | 2L | $(F606W - F606W_{\text{HB}})$ | 0.581 ± 0.004 |

Notes. Other details of each analysis are displayed in the other columns. Function – G: Gaussian; G+L: Gaussian + Lorentzian; M: Moffat; V: Voigt; N: Numerical. \(^{(a)}\)Weighted.

References. ID, bandpasses – AD91: Armandroff & Da Costa (1991); AD292: Armandroff et al. (1992); DAN92: Da Costa et al. (1992); S93: Suntzeff et al. (1993); G95: Geisler et al. (1995); DA95: Da Costa & Armandroff (1995); SK96: Suntzeff & Kraft (1996); R97: Rutledge et al. (1997b.a); T01: Tolstoy et al. (2001); C04: Cole et al. (2004); P04: Pont et al. (2004); Car07: Carrera et al. (2007); B08: Battaglia et al. (2008); S12: Saviane et al. (2012); M14: Mauro et al. (2014); V15: Vásquez et al. (2015); DC16: Da Costa (2016); V18: Vásquez et al. (2018); H20: Husser et al. (2020); AZ88: Armandroff & Zinn (1988); Cen01: Cenarro et al. (2001). Metallicity scales – \(^{(a)}\)Zinn & West (1984), \(^{(b)}\)Carretta & Gratton (1997), \(^{(c)}\)Kraft & Evans (2003), \(^{(d)}\)Carretta et al. (2009), \(^{(e)}\)Harris (2010), \(^{(f)}\)Dias et al. (2016).

to derive and compare $W'$ (and [Fe/H]) for any individual star $i$ within this parameter space. This statement has been questioned by many later works who found a variation in $\beta$ with metallicity and in some cases, even a non-linear relation from theory and data (e.g. Pont et al. 2004; Starkenburg et al. 2010; Carrera et al. 2013; Husser et al. 2020). In this work we are testing the effect of the choice of filters and the number of lines, taking as a test bed a subsample of SMC clusters stars of P09 and P15, and the procedures of C04. Therefore, we assume $\beta_m$ is fixed for all clusters, as done in these reference works, to avoid increasing the degrees of freedom in the analysis. In particular, we fit Eq. (4) for each cluster and calculate the average $\beta_m$ for the sample (see Table 4), which is then fixed to find $W'$ for each cluster (see Table 5). We leave the discussion on alternatives for Eq. (4) to the aforementioned works. The slope $\beta_m$ as a function of the filter $m$ is discussed in Sect. 4.1. The effects of the filter choice on the final $W'$ are analysed in Sect. 4.2 and the $W'$–[Fe/H] relation is discussed in Sect. 5.

4.1. Dependence of $\beta$ on the filter

Equation (4) is fitted to all filters for all clusters individually and their slopes $\beta_m$ per filter are averaged to investigate the theoretical predictions from Sect. 2. The results presented in Table 4 show similar errors to those reported in the literature (see Table 3), and there is also a non-negligible cluster-by-cluster dispersion expressed by the standard deviation in the table that was already noted in Sect. 3 and will not be further discussed here.

The results from Table 4 are compared to the theoretical predictions from Sect. 2 in Fig. 5. The figure is based on Fig. 1 now showing explicitly $\beta_m$ anchoring the curves in the fitted $\beta_V = 0.71$. There is a very good agreement of the fitted $\beta_m$ with the predictions from the isochrones within $1\sigma$. Therefore, Eq. (3) can be used to predict $\beta_m$ for a given $\beta_V$. Applying this conclusion to another case, Saviane et al. (2012) and Vásquez et al. (2018) use $m = V$ and have applied the same analysis criteria

Table 4. Weighted average of $\beta_m$ from fitting Eq. (4) to all clusters for each filter $m$, where $\Sigma EW = EW_{\lambda 498} + EW_{\lambda 542} + EW_{\lambda 8662}$.

| $m$ | $\lambda_{\text{eff}}$ (nm) | $\beta_{3L}$ | $\pm \, \text{unc} \pm \text{std.dev.}$ |
|-----|-----------------|-------------|------|
| $B$ | 445.958 | 0.84 ± 0.12 ± 0.33 |
| $g$ | 488.620 | 0.85 ± 0.08 ± 0.21 |
| $V$ | 550.002 | 0.71 ± 0.05 ± 0.14 |
| $G$ | 641.571 | 0.66 ± 0.07 ± 0.18 |
| $r$ | 642.833 | 0.67 ± 0.07 ± 0.19 |
| $i$ | 780.145 | 0.62 ± 0.06 ± 0.17 |
| $I$ | 801.020 | 0.58 ± 0.07 ± 0.18 |
| $z$ | 915.144 | 0.58 ± 0.07 ± 0.19 |
| $Y$ | 1254.363 | 0.54 ± 0.05 ± 0.13 |
| $K_s$ | 2134.285 | 0.48 ± 0.06 ± 0.15 |

Notes. Formal uncertainties and standard deviations are presented.
Table 5. Values of $W_m$ for all clusters in every filter $m$ using three lines, with respective uncertainty and rms error.

| Cluster  | $W'_r$ | $W'_g$ | $W'_y$ | $W'_V$ | $W'_G$ |
|----------|--------|--------|--------|--------|--------|
| Kron 6   | 6.40 ± 0.17 ± 0.27 | 6.39 ± 0.05 ± 0.13 | 6.48 ± 0.07 ± 0.16 | 6.48 ± 0.07 ± 0.16 | 6.48 ± 0.07 ± 0.16 |
| HW 67    | 6.39 ± 0.06 ± 0.14 | 6.43 ± 0.06 ± 0.16 | 6.43 ± 0.09 ± 0.22 | 6.44 ± 0.09 ± 0.21 | 6.43 ± 0.02 ± 0.03 |
| HW 47    | 5.95 ± 0.09 ± 0.18 | 6.17 ± 0.12 ± 0.23 | 6.22 ± 0.11 ± 0.22 | 6.19 ± 0.11 ± 0.22 | 6.19 ± 0.11 ± 0.22 |
| HW 40    | 5.59 ± 0.11 ± 0.22 | 5.65 ± 0.11 ± 0.23 | 5.65 ± 0.11 ± 0.22 | 5.71 ± 0.09 ± 0.18 | 5.71 ± 0.09 ± 0.18 |
| Lindsay 17 | 6.19 ± 0.16 ± 0.27 | 5.99 ± 0.13 ± 0.22 | 6.08 ± 0.12 ± 0.21 | 6.08 ± 0.11 ± 0.19 | 6.08 ± 0.11 ± 0.19 |
| Lindsay 19 | 6.00 ± 0.10 ± 0.29 | 5.89 ± 0.09 ± 0.27 | 5.89 ± 0.10 ± 0.28 | 5.89 ± 0.10 ± 0.28 | 5.89 ± 0.10 ± 0.28 |
| Kron 9   | 4.81 ± 0.16 ± 0.42 | 4.84 ± 0.18 ± 0.46 | 5.11 ± 0.15 ± 0.38 | 5.03 ± 0.18 ± 0.49 | 5.03 ± 0.18 ± 0.49 |
| Lindsay 19 | 6.05 ± 0.18 ± 0.43 | 5.98 ± 0.17 ± 0.42 | 5.85 ± 0.08 ± 0.20 | 6.00 ± 0.16 ± 0.40 | 5.94 ± 0.04 ± 0.05 |

Notes. The average ($W'_m$) of all filters for each cluster is also presented.

We note that filters that are bluer than the reference $V$ present larger discrepancies between prediction and data in Fig. 5. Therefore, the $V$ filter or redder alternatives should be preferred. We conclude that it is possible to take an existent CaT calibration using $V$ filter and assume the theoretical prediction of $\beta_m$ with an average error of 0.05 Å mag$^{-1}$ for a redder filter and simply swap the filters in the CaT analysis that will continue to be valid.

As discussed in Sect. 3, the sample analysed spans the same range in $\beta_V$ as the sample of C04 with the goal to reproduce their $\beta_V = 0.73 ± 0.04$ Å mag$^{-1}$. We found $\beta_V = 0.71 ± 0.05$ Å mag$^{-1}$, which is in very good agreement, as expected. We note that if instead of applying all selection criteria described in Sect. 3 and consider only clusters with $\beta_V$ within the range found by C04, the sample increases to 13 clusters and the average is $\beta_V = 0.73 ± 0.04$ Å mag$^{-1}$, i.e. the sample size does not change $\beta$, but we keep the original sample of 7 clusters to be able to derive $\beta_m$ for all other filters. For a graphical representation, we show the fits for the sample of 13 clusters and for the adopted sample of 7 clusters in Fig. 6, where it is clear that the points of a given cluster are represented well by the fit with a fixed $\beta_V$.

This was already shown in the original works by P09 and P15, but we reproduce the analysis here to set up the reference of the analysis using the $V$ filter.

We have made a compilation of CaT works in the literature that have analyses that are similar to that presented in this work, i.e. that publish a $\beta$ that can be compared (see Table 3). This is not a complete list, but it contains a vast record of $\beta$ for a variety of criteria, and covering publication years from 1991 to 2020. It should be noted that the average $\beta_V = 0.642 ± 0.057$ Å mag$^{-1}$ is very stable among the works, even though there are works using
4.2. Dependence of $W'$ on the filter

A prime goal of this work is to answer the question whether the filter choice on Eq. (4) makes any difference in the final metallicity (i.e. on $W'$) and if so by how much. Figure 1 shows that for all filters ($W'_m = W'_V \pm 0.15$ Å mag$^{-1}$ i.e. $W'$ is constant with the filter within typical uncertainties).

As described in the previous subsection, the final fits represented in Fig. 6 is made with a fixed averaged $(\beta_m) = 0.71 \pm 0.05$ Å mag$^{-1}$, using Eq. (4). The zero point $W'_m$ and its associated error comes out from this linear fit. The resulting $W'_m$ values for all clusters and all filters are presented in Table 5. It is clear that $W'$ remains unchanged within uncertainties regardless of the filter choice in Eq. (4). A visual verification of these results is shown in Fig. 7 for the cluster HW 40 as an example. In general, the measured $W'_m$ agrees within 1σ with the predicted values for filters V or redder than that. The conclusion is the same as for the $\beta_m$ analysis, i.e. redder filters are preferred. The resulting $W'_m$ for a particular filter $m$ is consistent with $W'_V$ within the average error of 0.15 Å for a given CaT calibration.

4.3. Dependence of $\beta$ and $W'$ on $\sum EW$ with two or three CaT lines

In addition to all the assumptions and definitions about Eq. (4), we have been using $\sum EW = EW_{8498} + EW_{8542} + EW_{8662}$ to follow C04, P09, and P15. However, many works use $\sum EW = EW_{8498} + EW_{8662}$ with the argument that the bluest and weakest line has lower S/N than the other stronger CaII lines and could introduce more noise than information to the analysis depending on the quality of the spectra. Naturally, $W'$ will be different for the two cases; therefore, we analyse this difference here.

A good advantage of the CaT technique is that the sum of the EW of the three CaII lines or of the two strongest lines are proportional and therefore scalable. We found the relation

$$\sum EW_{3L} = 1.26(\pm 0.13) + 1.00(\pm 0.03) \cdot \sum EW_{2L},$$

(5)

with an rms dispersion of 0.29 Å (see Fig. 8).

Similarly, there are a few works that use a weighted sum of the EW of the three lines (see Table 3) as a way of minimising the error in $\sum EW$ (see e.g. discussion by Rutledge et al. 1997a). Repeating the exercise performed above for two lines, and adopting $\sum EW_{3L} = 0.5 \cdot EW_{8498} + 1.0 \cdot EW_{8542} + 0.6 \cdot EW_{8662}$ from Rutledge et al. (1997a), we find the relation

$$\sum EW_{3L} = 1.12(\pm 0.19) + 1.00(\pm 0.09) \cdot \sum EW_{2L}. $$

(6)

A direct consequence of Eqs. (5) and (6) is that they can replace $\sum EW$ in Eq. (4). The fact of the slope being unity simplifies the relations. Replacing Eq. (4) into Eq. (5) and Eq. (6), we find that $\beta_{m}^{2L} = \beta_{m}^{3L}/A$ and $\beta_{m}^{2L} = \beta_{m}^{3L}/A^*$, where $A = A^* = 1.00$ is the slope from Eqs. (5) and (6). In fact, we found $\beta_{V}^{2L} = 0.75 \pm 0.09$ Å mag$^{-1}$ and $\beta_{V}^{3L} = 0.74 \pm 0.07$ Å mag$^{-1}$, which are both consistent with $\beta_{m}^{3L} = 0.71 \pm 0.05$ Å mag$^{-1}$.

5. Ca II triplet metallicity calibration

Having confirmed the predictions from Sect. 2 for $\beta_m$ and $W'_m$ using data from P09 and P15, we now proceed to obtain final metallicities for the sample clusters and estimate their systematic uncertainties. We showed in Eq. (2), Figs. 5 and 7 that the predicted variation in $W'_m$ with respect to $W'_V$ is of the order of $\Delta W' \approx \pm 0.14$ Å mag$^{-1}$. We use the relation derived by C04,

$$[Fe/H] = -2.966(\pm 0.032) + 0.362(\pm 0.014) \cdot W', $$

(7)

to convert this variation into $[Fe/H] \approx \pm 0.05$ dex, which is within the typical error bars for CaT metallicities of about 0.1–0.2 dex (e.g. P09, P15). This total uncertainty depends on the uncertainties from Eqs. (7) and (4), and the largest contribution

![Fig. 6. Results of $\sum EW$ vs. mag difference fitting with three lines and V filter for each cluster keeping fixed the slope $\beta_V = 0.73 \pm 0.04$ Å mag$^{-1}$ from the extended sample of 13 clusters. Top panel: selected sample of seven clusters and the dashed line shows the fitted $\beta_V = 0.71 \pm 0.05$ Å mag$^{-1}$ (see Table 4) for this sample to make it clear that the difference is negligible. Typical error bars are indicated in the top left corner. Equivalent figures for the other filters are presented in the appendix.

![Fig. 7. Reduced equivalent width $W'_m$ for the cluster HW 40 for each filter $m$. The grey solid and dashed lines are respectively the average ($W'_m$) and respective error (see Table 5). The solid blue line is based on Eq. (2) and $\beta_V = 0.71$ from Table 4, and the respective shaded areas represent $\pm 1, 2, 3\sigma$ around the function, which is dominated by the error in $W'_V$. Equivalent figures for the other clusters are presented in the appendix.](image-url)
comes from Eq. (7). In other words, there is an intrinsic dispersion on the $W'$–[Fe/H] relation that limits the uncertainty in the final CaT metallicity to about 0.1–0.2 dex for a given star.

Figure 9 displays the reference [Fe/H] from Table 1 as a function of the average ($W'_m$) from Table 5 for each cluster. We performed a straight line fitting resulting in

$$[\text{Fe/H}] = -2.917(\pm 0.116) + 0.353(\pm 0.020) \cdot (W'_m),$$

(8)

which is in very good agreement with Eq. (7), as also displayed in Fig. 9.

Once again, if the same line profile function and number of CaT lines are used, the relation between $W'$ and [Fe/H] is the same regardless of the filter used, producing [Fe/H] with a systematic error due to filter choice smaller than 0.05 dex. In other words, it is possible to use Eq. (7) from C04 with $W'$ derived with any filter without adding a significant systematic error in the final metallicity.

6. Summary and conclusions

In this paper we investigate the effect of the choice of the luminosity indicator ($m - m_{\text{HII}}$) on the [Fe/H] derived from CaT for different filters $BVI, griz, G, YJK_s$. The EW of CaT lines are mostly sensitive to surface gravity and metallicity; therefore, a luminosity indicator is employed to remove the gravity effect leaving only the metallicity dependence. The effect generated by the choice of different filters can be predicted using isochrones.

The main conclusions from this work are listed below:

1. the predictions of $\beta_m$ as a function of $\lambda_{\text{eff}}$ are confirmed by the data. The theoretical relation can be used to predict $\beta_m$ based on a given $\beta_0$ with an intrinsic accuracy of $\sim 0.05$ Å mag$^{-1}$;
2. the predictions of $W'_m$ as a function of $\lambda_{\text{eff}}$ are confirmed by the data. The theoretical relation can be used with an intrinsic accuracy of $\sim 0.15$ Å in $W'$, which means $\sim 0.05$ dex in [Fe/H];
3. the average ($W'_m$) from all filters $m$ for each cluster follows the C04 relation with [Fe/H] with systematic errors smaller than 0.05 dex. Therefore, the C04 scale can be used directly with $W'_m$ derived with any filter;
4. the filters V or redder tend to generate more stable results and lead to smaller systematic effects in the final [Fe/H].

The analysis in this work was performed for a limited range in metallicity and age, and for a sample of clusters from the SMC, following the recipes by C04. We showed that our predictions for $\beta$ are also consistent among the works by Saviane et al. (2012), Mauro et al. (2014), and Vásquez et al. (2015, 2018) who studied old globular clusters and bulge stars in the Milky Way covering a wide range of metallicities. As a consequence, we speculate that the predictions based on the isochrones are applicable to any CaT analysis, and could be adapted even to other works that use more complex relations than simply linear functions.

Last, but not least, this work has direct implications to any CaT metallicity analysis for stars with panchromatic data available, with especial attention to the star clusters on Magellanic Clouds that have photometry from the surveys McPS (BVI), VISCACHA (BVI), VISCACHA-GMOS (griz), SMASH (griz), Gaia (G), VMC ($YJK_s$), and others. These studies already started their spectroscopic follow-up or are about to start, using GMOS, 4MOST, and APGEE among others, in some cases covering the CaT.
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Appendix A: ΣEW – magnitude dependence

In this section we show Figs. A.1–A.5 for each filter, as shown in Fig. 6. The scales of the axes are all the same, thus it is possible to appreciate the slope change by eye from one filter to another.

Fig. A.1. Same as Fig. 6, but for the B and g filters.

Fig. A.2. Same as Fig. 6, but for the G and r filters.

Fig. A.3. Same as Fig. 6, but for the i and I filters.

Appendix B: Wm – wavelength dependence

In this section we show Figs. B.1–B.6 for each filter, as shown in Fig. 7. Some clusters show smaller dispersion than others, but overall the fitted $W'_m$ seem to be fairly constant, at least for filters V and redder. The fitted points are in agreement with the theoretical predictions within 1σ, and no cluster follows the subtle predicted trend. An apparent border line case is Lindsay 19, whose points are located 3σ from the predicted function. The reason is because $W'_v$ is offset from the average of the rest of the points, and this is exactly the point used to anchor the relation.

Fig. B.1. Same as Fig. 7, but for Kron 6.

Fig. A.4. Same as Fig. 6, but for the z and Y filters.

Fig. A.5. Same as Fig. 6, but for the J and Ks filters.
\( W'_m = W'_V V_a (\text{Å}) \)

HW67

\( W'_V = 6.22 \pm 0.11 \)  
\( (W'_m) = 6.15 \pm 0.03 \)

Kron9

\( W'_V = 5.11 \pm 0.15 \)  
\( (W'_m) = 5.04 \pm 0.05 \)

HW47

\( W'_V = 5.65 \pm 0.11 \)  
\( (W'_m) = 5.67 \pm 0.03 \)

Lindsay17

\( W'_V = 5.89 \pm 0.10 \)  
\( (W'_m) = 5.91 \pm 0.03 \)

Lindsay19

\( W'_V = 5.85 \pm 0.08 \)  
\( (W'_m) = 5.94 \pm 0.04 \)

Fig. B.2. Same as Fig. 7, but for HW 67.

Fig. B.3. Same as Fig. 7, but for HW 47.

Fig. B.4. Same as Fig. 7, but for Lindsay 17.

Fig. B.5. Same as Fig. 7, but for Kron 9.

Fig. B.6. Same as Fig. 7, but for Lindsay 19.