On the recursion formulas for the matrix special functions of one and two variables
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Abstract
Special matrix functions have recently been investigated for regions of convergence, integral representations and the systems of matrix differential equation that these functions satisfy. In this paper, we find the recursion formulas for the Gauss hypergeometric matrix function. We also give the recursion formulas for the two variable Appell matrix functions.
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1 Introduction
The theory of matrix special functions has attracted considerable attention in the last two decades. Special matrix functions appear in the literature related to statistics [4], Lie theory [7] and in connection with the matrix version of
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Laguerre, Hermite and Legendre differential equations and the corresponding polynomial families \[9, 10, 11\]. Recently, Abd-Elmageed et. al. \[1\] have obtained numerous contiguous and recursion formulas satisfied by the first Appell matrix function, namely \(F_1\). Motivated by this study, in the present paper, we study recursion formulas for the Gauss hypergeometric matrix function and all four Appell matrix functions.

Recursion formulas for the Appell functions have been studied in the literature, see Opps, Saad and Srivastava \[14\] and Wang \[20\]. Recursion formulas for several multivariable hypergeometric functions were presented in \[15, 16, 17, 18\].

The paper is organized as follows. In Section 2, we give a review of basic definitions that are needed in the sequel. In Section 3, we obtain the recursion formulas for the Gauss hypergeometric function. In Section 4, recursion formulas for the four Appell matrix functions are obtained. We remark that our results generalize the corresponding results in \[1\], where all the matrices involved are assumed to be commuting.

## 2 Preliminaries

Let \(\mathbb{C}^{r \times r}\) be the vector space of \(r\)-square matrices with complex entries. For any matrix \(A \in \mathbb{C}^{r \times r}\), its spectrum \(\sigma(A)\) is the set of eigenvalues of \(A\). If \(f(z)\) and \(g(z)\) are holomorphic functions of the complex variable \(z\), which are defined in an open set \(\Omega\) of the complex plane and \(A \in \mathbb{C}^{r \times r}\) with \(\sigma(A) \subset \Omega\), then from the properties of the matrix functional calculus \[8\], we have \(f(A)g(A) = g(A)f(A)\). If \(B \in \mathbb{C}^{r \times r}\) is a matrix for which \(\sigma(B) \subset \Omega\), and if \(AB = BA\), then \(f(A)g(B) = g(B)f(A)\). A square matrix \(A\) in \(\mathbb{C}^{r \times r}\) is said to be positive stable if \(\Re(\lambda) > 0\) for all \(\lambda \in \sigma(A)\).

The reciprocal gamma function \(\Gamma^{-1}(z) = 1/\Gamma(z)\) is an entire function of the complex variable \(z\). The image of \(\Gamma^{-1}(z)\) acting on \(A\), denoted by \(\Gamma^{-1}(A)\), is a well defined matrix. If \(A + nI\) is invertible for all integers \(n \geq 0\), then the reciprocal gamma function \[13\] is defined as \(\Gamma^{-1}(A) = (A)_{n} \Gamma^{-1}(A + nI)\), where \((A)_{n}\) is the shifted factorial matrix function for \(A \in \mathbb{C}^{r \times r}\) given by \[12\]

\[
(A)_{n} = \begin{cases} 
I, & n = 0, \\
A(A + I) \cdots (A + (n - 1)I), & n \geq 1.
\end{cases}
\]

\(I\) being the \(r\)-square identity matrix. If \(A \in \mathbb{C}^{r \times r}\) is a positive stable matrix and \(n \geq 1\), then by \[13\] we have \(\Gamma(A) = \lim_{n \to \infty} (n - 1)! (A)_{n}^{-1} n A\). For a good survey of theory of special matrix functions, see \[2\].

The Gauss hypergeometric matrix function \[12\] is defined by

\[
_{2}F_{1}(A, B; C; x) = \sum_{n=0}^{\infty} \frac{(A)_{n}(B)_{n}(C)_{n}^{-1}}{n!} x^{n},
\]  

(2.1)
for matrices $A$, $B$ and $C$ in $\mathbb{C}^{r \times r}$ such that $C + nI$ is invertible for all integers $n \geq 0$ and $|x| \leq 1$.

The Appell matrix functions are defined as

$$F_1(A, B, B'; C; x, y) = \sum_{m,n=0}^{\infty} (A)_{m+n}(B)_{m+n} (B')_{m+n} (C)_{m+n} \frac{x^m y^n}{m! n!}, \quad (2.2)$$

$$F_2(A, B, B'; C, C'; x, y) = \sum_{m,n=0}^{\infty} (A)_{m+n}(B)_{m+n} (B')_{m+n} (C')_{m+n} \frac{x^m y^n}{m! n!}, \quad (2.3)$$

$$F_3(A', B, B'; C; x, y) = \sum_{m,n=0}^{\infty} (A')_{m+n}(B)_{m+n} (B')_{m+n} (C)_{m+n} \frac{x^m y^n}{m! n!}, \quad (2.4)$$

$$F_4(A, B; C, C'; x, y) = \sum_{m,n=0}^{\infty} (A)_{m+n}(B)_{m+n} (C)_{m+n} \frac{x^m y^n}{m! n!}, \quad (2.5)$$

where $A$, $A'$, $B$, $B'$, $C$, $C'$ in $\mathbb{C}^{r \times r}$ such that $C + nI$ and $C' + nI$ are invertible for all integers $n \geq 0$. For regions of convergence of (2.2)-(2.5), see [3, 5, 6].

3 Recursion formulas for the Gauss hypergeometric matrix function

In this section, we obtain the recursion formulas for the Gauss hypergeometric matrix function. Throughout the paper, $I$ denotes the identity matrix and $s$ denotes a non-negative integer.

**Theorem 3.1.** Let $A + sI$ be invertible for all integers $s \geq 0$ and let $B$, $C$ be commuting matrices. Then the following recursion formula holds true for the Gauss hypergeometric matrix function $2F_1(A, B; C; x)$:

$$2F_1(A + sI, B; C; x) = 2F_1(A, B; C; x) + x \sum_{k=1}^{s} 2F_1(A + kI, B + I; C + I; x) BC^{-1}. \quad (3.1)$$

Furthermore, if $A - kI$ is invertible for integers $k \leq s$, then

$$2F_1(A - sI, B; C; x) = 2F_1(A, B; C; x) - x \sum_{k=0}^{s-1} 2F_1(A - kI, B + I; C + I; x) BC^{-1}. \quad (3.2)$$

**Proof.** From the definition of the Gauss hypergeometric matrix function (2.1) and the relation

$$(A + I)_n = A^{-1}(A)_n (A + nI), \quad (3.3)$$

and the relations

$$2F_1(A + kI, B + I; C + I; x) = 2F_1(A, B; C; x) + x \sum_{j=1}^{k} 2F_1(A + jI, B + I; C + I; x) BC^{-1}, \quad (3.1)$$

we get the following contiguous relation:

$$2F_1(A + I, B; C; x) = 2F_1(A, B; C; x) + x \left[ 2F_1(A + I, B + I; C + I; x) \right] BC^{-1}. \tag{3.4}$$

Replacing $A$ with $A+I$ in (3.4) and using (3.4), we have the following contiguous relation for $2F_1(A + 2I, B; C; x)$:

$$2F_1(A + 2I, B; C; x) = 2F_1(A, B; C; x) + x \left[ \sum_{k=1}^{2} 2F_1(A + kI, B + I; C + I; x) \right] BC^{-1}. \tag{3.5}$$

Iterating this process $s$ times, we get (3.1). For the proof of (3.2) replace the matrix $A$ with $A−I$ in (3.4). As $A−I$ is invertible, we have

$$2F_1(A − I, B; C; x) = 2F_1(A, B; C; x) − x \left[ 2F_1(A, B + I; C + I; x) \right] BC^{-1}. \tag{3.6}$$

Iteratively, we get (3.2).

Using contiguous relations (3.4) and (3.6), we get following forms of the recursion formulas for $2F_1(A, B; C; x)$.

**Theorem 3.2.** Let $A + sI$ be an invertible matrix for all integers $s ≥ 0$ and let $B, C$ be commuting matrices. Then the following recursion formula holds true for the Gauss hypergeometric matrix function $2F_1(A, B; C; x)$:

$$2F_1(A + sI, B; C; x) = \sum_{k=0}^{s} \binom{s}{k} x^k \left[ 2F_1(A + kI, B + kI; C + kI; x) \right] (Bk)^{-1} (C^{-1})_k \tag{3.7}$$

Furthermore, if $A − kI$ is invertible for integers $k ≤ s$, then

$$2F_1(A − sI, B; C; x) = \sum_{k=0}^{s} \binom{s}{k} (-x)^k \left[ 2F_1(A, B + kI; C + kI; x) \right] (Bk)^{-1} (C^{-1})_k \tag{3.8}$$

**Proof.** We prove (3.7) by applying mathematical induction on $s$. For $s = 1$, the result (3.7) is true by (3.4). Assuming (3.7) is true for $s = t$, that is,

$$2F_1(A + tI, B; C; x) = \sum_{k=0}^{t} \binom{t}{k} x^k \left[ 2F_1(A + kI, B + kI; C + kI; x) \right] (Bk)^{-1} (C^{-1})_k \tag{3.9}$$

Replacing $A$ with $A + I$ in (3.9) and using the contiguous relation (3.4), we get

$$2F_1(A + (t + 1)I, B; C; x)$$
\[
\sum_{k=0}^{t} \binom{t}{k} x^k \left[ 2F_1(A + kI, B + kI; C + kI; x) + x (2F_1(A + (k + 1)I, B + (k + 1)I; C + (k + 1)I; x)) (B + kI)(C + kI)^{-1} (B)k(C)k^{-1} \right].
\]

Simplifying, (3.10) takes the form
\[
2F_1(A + (t + 1)I, B; C; x) = \sum_{k=0}^{t+1} \binom{t+1}{k} \left[ 2F_1(A + kI, B + kI; C + kI; x) (B)k(C)k^{-1} \right].
\]

(3.11)

Apply the known relation \( \binom{n}{k} + \binom{n}{k-1} = \binom{n+1}{k} \) and \( \binom{n}{k} = 0 \) \((k > n \text{ or } k < 0)\), the above identity can be reduced to the following result:
\[
2F_1(A + (t + 1)I, B; C; x) = \sum_{k=0}^{t+1} \binom{t+1}{k} x^k \left[ 2F_1(A + kI, B + kI; C + kI; x) \right] (B)k(C)k^{-1}.
\]

(3.12)

This establishes (3.7) for \( s = t + 1 \). Hence result (3.7) is true for all values of \( s \).

The second recursion formula (3.8) is proved in a similar manner.

The recursion formulas for \( 2F_1(A, B \pm sI; C; x) \) are obtained by replacing \( A \leftrightarrow B \) in Theorems 3.1–3.2.

We now present recursion formulas for the Gauss hypergeometric matrix function \( 2F_1(A, B; C; x) \) about the matrix \( C \).

**Theorem 3.3.** Let \( C - sI \) be an invertible matrix and let \( B, C \) be commuting matrices. Then the following recursion formula holds true for the Gauss hypergeometric matrix function \( 2F_1(A, B; C; x) \):
\[
2F_1(A, B; C - sI; x) = 2F_1(A, B; C; x) + xA \sum_{k=1}^{s} \left[ 2F_1(A + I, B + I; C + (2 - k)I; x) \right] B(C - kI)^{-1}(C - (k - 1)I)^{-1}.
\]

(3.13)

**Proof.** From the definition of the Gauss hypergeometric matrix function \( 2F_1 \) and the transformation
\[
(C - I)^{-1} = (C)^{-1} \left[ I + n(C - I)^{-1} \right],
\]
we can easily get the contiguous relation
\[
2F_1(A, B; C - I; x)
\]
Applying this contiguous relation twice on the Gauss hypergeometric matrix function \( _2F_1 \) with matrix \( C - 2I \), we have

\[
_2F_1(A, B; C - 2I; x) = _2F_1(A, B; C - I; x) + xA \left[ _2F_1(A + I, B + I; C + I; x) \right] BC^{-1}(C - I)^{-1}.
\]

(3.15)

Iterating this method \( s \) times on the Gauss hypergeometric matrix function \( _2F_1(A, B; C - sI; x) \), we get the recursion formula (3.13).

4 Recursion formulas for the Appell matrix functions

In this section, we obtain recursion formulas for the Appell matrix functions.

**Theorem 4.1.** Let \( A + sI \) be an invertible matrix for all integers \( s \geq 0 \) and let \( AB = BA \) and \( B'C = CB' \) then the following recursion formula holds true for the Appell matrix function \( F_1 \):

\[
F_1(A + sI, B, B'; C; x, y) = F_1(A, B, B'; C; x, y) + xB \sum_{k=1}^{s} F_1(A + kI, B + I, B'; C + I; x, y) C^{-1}
\]

\[
+ y \sum_{k=1}^{s} F_1(A + kI, B, B' + I; C + I; x, y) B'C^{-1}.
\]

(4.1)

Furthermore, if \( A - kI \) is invertible for integers \( k \leq s \), then

\[
F_1(A - sI, B, B'; C; x, y) = F_1(A, B, B'; C; x, y) - xB \sum_{k=0}^{s-1} F_1(A - kI, B + I, B'; C + I; x, y) C^{-1}
\]

\[
- y \sum_{k=0}^{s-1} F_1(A - kI, B, B' + I; C + I; x, y) B'C^{-1}.
\]

(4.2)

**Proof.** Using the definition of the Appell matrix function \( F_1 \) and the transformation

\[
(A + I)_{m+n} = A^{-1}(A)_{m+n} (A + mI + nI)
\]
we obtain the following contiguous relation:

\[
F_1(A + I, B, B'; C; x, y) = F_1(A, B, B'; C; x, y) + xB \left[ F_1(A + I, B + I, B'; C + I; x, y) \right] C^{-1} \\
+ y \left[ F_1(A + I, B, B' + I; C + I; x, y) \right] B'C^{-1}.
\] (4.3)

To calculate contiguous relation for \(F_1(A + 2I, B, B'; C; x, y)\), we replace \(A\) with \(A + I\) in (4.3) and use (4.3). This gives

\[
F_1(A + 2I, B, B'; C; x, y) = F_1(A, B, B'; C; x, y) + xB \left[ F_1(A + I, B + I, B'; C + I; x, y) + F_1(A + 2I, B, B' + I; C + I; x, y) \right] C^{-1} \\
+ y \left[ F_1(A + I, B, B' + I; C + I; x, y) + F_1(A + 2I, B, B' + I; C + I; x, y) \right] B'C^{-1}.
\] (4.4)

Iterating this process \(s\) times, we obtain (4.1). For the proof of (4.2), replace the matrix \(A\) with \(A - I\) in (4.3). As \(A - I\) is invertible, this gives

\[
F_1(A - I, B, B'; C; x, y) = F_1(A, B, B'; C; x, y) - xB \left[ F_1(A + I, B + I, B'; C + I; x, y) \right] C^{-1} \\
- y \left[ F_1(A, B, B' + I; C + I; x, y) \right] B'C^{-1}.
\] (4.5)

Iteratively, we get (4.2).

From the contiguous relations (4.3) and (4.5), we can write the recursion formulas for Appell matrix function \(F_1\) in the following forms.

**Theorem 4.2.** Let \(A + sI\) be an invertible matrix for all integers \(s \geq 0\) and let \(AB = BA\) and \(B'C = CB'\) then the following recursion formula holds true for the Appell matrix function \(F_1\):

\[
F_1(A + sI, B, B'; C; x, y) = \sum_{k_1 + k_2 \leq s} \binom{s}{k_1, k_2} (B)_{k_1} x^{k_1} y^{k_2} \\
\times \left[ F_1(A + (k_1 + k_2)I, B + k_1 I, B' + k_2 I; C + (k_1 + k_2)I; x, y) \right] (B')_{k_2} (C)_{k_1 + k_2}^{-1}.
\] (4.6)

Furthermore, if \(A - kI\) is invertible for integers \(k \leq s\), then

\[
F_1(A - sI, B, B'; C; x, y) = \sum_{k_1 + k_2 \leq s} \binom{s}{k_1, k_2} (B)_{k_1} (-x)^{k_1} (-y)^{k_2}
\]
Simplifying, \((4.9)\) takes the form
\[
\times \left[ F_1(A, B + k_1 I, B' + k_2 I; C + (k_1 + k_2)I; x, y) \right] (B'k_2(C)_{k_1+k_2})^{-1},
\]
(4.7)
where \((k_1, k_2) = \frac{s}{k_1 + k_2} \cdot (s-k_1-k_2)\).

**Proof.** The proof of \((4.6)\) is based upon the principle of mathematical induction on \(s \in \mathbb{N}\). For \(s = 1\), the result \((4.6)\) is true obviously. Suppose \((4.6)\) is true for \(s = t\), that is,
\[
F_1(A + tI, B, B'; C; x, y)
= \sum_{k_1 + k_2 \leq t} \left[ \binom{t}{k_1, k_2} (B)_{k_1} x^{k_1} y^{k_2} \right. \\
\times F_1(A + (k_1 + k_2)I, B + k_1 I, B' + k_2 I; C + (k_1 + k_2)I; x, y) (B'k_2(C)_{k_1+k_2})^{-1},
\]
(4.8)
Replacing \(A\) with \(A + I\) in \((4.8)\) and using the contiguous relation \((4.3)\), we get
\[
F_1(A + tI + I, B, B'; C; x, y)
= \sum_{k_1 + k_2 \leq t} \left[ \binom{t}{k_1, k_2} (B)_{k_1} x^{k_1} y^{k_2} \right. \\
\times \left[ F_1(A + (k_1 + k_2)I, B + k_1 I, B' + k_2 I; C + (k_1 + k_2)I; x, y) + x(B + k_1 I) \\
\times F_1(A + (k_1 + k_2)I + I, B + k_1 I + I, B' + k_2 I + I; C + (k_1 + k_2)I + I; x, y) (C + (k_1 + k_2)I)^{-1} \right. \\
\times + yF_1(A + (k_1 + k_2)I + I, B + k_1 I, B' + k_2 I + I; C + (k_1 + k_2)I + I; x, y) \\
\times \left. (B' + k_2 I) (C + (k_1 + k_2)I^{-1}) (B'k_2(C)_{k_1+k_2})^{-1} \right],
\]
(4.9)
Simplifying, \((4.10)\) takes the form
\[
F_1(A + tI + I, B, B'; C; x, y)
= \sum_{k_1 + k_2 \leq t} \left[ \binom{t}{k_1, k_2} (B)_{k_1} x^{k_1} y^{k_2} \right. \\
\times \left[ F_1(A + (k_1 + k_2)I, B + k_1 I, B' + k_2 I; C + (k_1 + k_2)I; x, y) \right. \\
+ \sum_{k_1 + k_2 \leq t+1} \left[ \binom{t}{k_1 - 1, k_2} F_1(A + (k_1 + k_2)I, B + k_1 I, B' + k_2 I; C + (k_1 + k_2)I; x, y) \right. \\
+ \sum_{k_1 + k_2 \leq t+1} \left[ \binom{t}{k_1, k_2 - 1} \right. \times F_1(A + (k_1 + k_2)I, B + k_1 I, B' + k_2 I; C + (k_1 + k_2)I; x, y) \right. \\
\left. \times (B'k_2(C)_{k_1+k_2})^{-1} \right],
\]
(4.10)
Using Pascal’s identity in \((4.10)\), we have
\[
F_1(A + (t + 1)I, B, B'; C; x, y)
\]
\[
\sum_{k_1+k_2 \leq t+1} \binom{t+1}{k_1, k_2} (B)_{k_1} x^{k_1} y^{k_2} \\
\times F_1(A + (k_1 + k_2)I, B + k_1I, B' + k_2I; C + (k_1 + k_2)I; x, y)(B')_{k_2} (C)_{k_1+k_2}^{-1}.
\]

(4.11)

This establishes (4.6) for \(s = t + 1\). Hence by induction, result given in (4.6) is true for all values of \(s\). The second recursion formula (4.7) can be proved in a similar manner.

Now, we present the recursion formulas for the parameters \(B, B'\) of the Appell matrix function \(F_1\). We omit the proofs of the given below theorems.

**Theorem 4.3.** Let \(B + sI\) and \(B' + sI\) be invertible matrices for all integers \(s \geq 0\). Then following recursion formulas hold true for the Appell matrix function \(F_1\):

\[
F_1(A, B + sI, B'; C; x, y) \\
= F_1(A, B, B'; C; x, y) + xA \left[ \sum_{k=1}^{s} F_1(A + I, B + kI, B'; C + I; x, y) \right] C^{-1};
\]

(4.12)

\[
F_1(A, B, B' + sI; C; x, y) \\
= F_1(A, B, B'; C; x, y) + yA \left[ \sum_{k=1}^{s} F_1(A + I, B, B' + kI; C + I; x, y) \right] C^{-1}.
\]

(4.13)

Furthermore, if \(B - kI\) and \(B' - kI\) are invertible for integers \(k \leq s\), then

\[
F_1(A, B - sI, B'; C; x, y) \\
= F_1(A, B, B'; C; x, y) - xA \left[ \sum_{k=0}^{s-1} F_1(A + I, B - kI, B'; C + I; x, y) \right] C^{-1};
\]

(4.14)

\[
F_1(A, B, B' - sI; C; x, y) \\
= F_1(A, B, B'; C; x, y) - yA \left[ \sum_{k=0}^{s-1} F_1(A + I, B, B' - kI; C + I; x, y) \right] C^{-1}.
\]

(4.15)

**Theorem 4.4.** Let \(B + sI\) and \(B' + sI\) be invertible matrices for all \(s \geq 0\). Then following recursion formulas hold true for the Appell matrix function \(F_1\):

\[
F_1(A, B + sI, B'; C; x, y)
\]
Furthermore, if $B - kI$ and $B' - kI$ are invertible for integers $k \leq s$, then

\[
F_1(A, B, B' - sI; C; x, y) = \sum_{k=1}^{s} \binom{s}{k_1} (A)_{k_1} (-y)^{k_1} \left[ F_1(A + k_1 I, B, B'; C + k_1 I; x, y) \right] (C)^{-1}.
\]

(4.19)

**Theorem 4.5.** Let $C - sI$ be an invertible matrix for all integers $s \geq 0$ and let $AB = BA$, $B'C = CB'$. Then the following recursion formula holds true for the Appell matrix function $F_1$:

\[
F_1(A, B, B'; C - sI; x, y)
= F_1(A, B, B'; C; x, y) + xAB \sum_{k=1}^{s} \left[ F_1(A + I, B + I, B'; C + (2 - k)I; x, y) \right] \\
\times (C - kI)^{-1}(C - (k - 1)I)^{-1} + yA \sum_{k=1}^{s} \left[ F_1(A + I, B, B' + I; C + (2 - k)I; x, y) \right] \\
\times B'(C - kI)^{-1}(C - (k - 1)I)^{-1}.
\]

(4.20)

**Proof.** Applying the definition of the Appell matrix function $F_1$ and the relation

\[(C - I)^{-1}_{m+n} = (C)^{-1}_{m+n} \left[ 1 + m(C - I)^{-1} + n(C - I)^{-1} \right],\]

we obtain the following contiguous relation:

\[
F_1(A, B, B'; C - I; x, y)
= F_1(A, B, B'; C; x, y) + xAB \left[ F_1(A + I, B + I, B'; C + I; x, y) \right] C^{-1}(C - I)^{-1} \\
+ yA \left[ F_1(A + I, B, B' + I; C + I; x, y) \right] B'C^{-1}(C - I)^{-1}.
\]

(4.21)

Using this contiguous relation to the Appell matrix function $F_1$ with the matrix $C - sI$ for $s$ times, we get (4.20).
Next, we will present recursion formulas for the Appell matrix functions \( F_2, F_3, F_4 \). We omit the proofs of the given below theorems.

**Theorem 4.6.** Let \( A + sI \) be an invertible matrix for all integers \( s \geq 0 \) and let \( AB = BA; B', C \) and \( C' \) be commuting matrices. Then the following recursion formula holds true for the Appell matrix function \( F_2 \):

\[
F_2(A + sI, B, B'; C, C'; x, y) = F_2(A, B, B'; C, C'; x, y) + xB \sum_{k=1}^{s} F_2(A + kI, B + I, B'; C + I, C'; x, y) C^{-1} + y \sum_{k=1}^{s} F_2(A + kI, B, B' + I; C, C' + I; x, y) B'C'^{-1}.
\]  
(4.22)

If \( A - kI \) is invertible for integers \( k \leq s \), then

\[
F_2(A - sI, B, B'; C, C'; x, y) = F_2(A, B, B'; C, C'; x, y) - xB \sum_{k=0}^{s-1} F_2(A - kI, B + I, B'; C + I, C'; x, y) C^{-1} - y \sum_{k=0}^{s-1} F_2(A - kI, B, B' + I; C, C' + I; x, y) B'C'^{-1}.
\]  
(4.23)

**Theorem 4.7.** Let \( A + sI \) be an invertible matrix for all integers \( s \geq 0 \) and let \( AB = BA; B', C \) and \( C' \) be commuting matrices. Then the following recursion formula holds true for the Appell matrix function \( F_2 \):

\[
F_2(A + sI, B, B'; C, C'; x, y) = \sum_{k_1+k_2 \leq s} \left( \sum_{k_1,k_2} \right) \left( B_{k_1,k_2} \right) x^{k_1} y^{k_2} \left[ F_2(A + (k_1+k_2)I, B + k_1I, B' + k_2I; C + k_1I, C' + k_2I; x, y) \right] \times (B')_{k_2} (C')_{k_1}^{-1} (C')_{k_2}^{-1}.
\]  
(4.24)

If \( A - kI \) is invertible for integers \( k \leq s \), then

\[
F_2(A - sI, B, B'; C, C'; x, y) = \sum_{k_1+k_2 \leq s} \left( \sum_{k_1,k_2} \right) \left( B_{k_1,k_2} \right) (-x)^{k_1} (-y)^{k_2} \left[ F_2(A, B + k_1I, B' + k_2I; C + k_1I, C' + k_2I; x, y) \right] \times (B')_{k_2} (C')_{k_1}^{-1} (C')_{k_2}^{-1}.
\]  
(4.25)

**Theorem 4.8.** Let \( B + sI \) and \( B' + sI \) be invertible matrices for all integers \( s \geq 0 \) and let \( CC' = C'C' \). Then the following recursion formulas hold true for the Appell matrix function \( F_2 \):

\[
F_2(A, B + sI, B'; C, C'; x, y)
\]
Furthermore, if $B - kI$ and $B' - kI$ are invertible for integers $k \leq s$, then

\[
\begin{align*}
F_2(A, B, B' + sI; C, C'; x, y) &= F_2(A, B, B' + sI; C, C'; x, y) + yA \sum_{k=0}^{s} F_2(A + I, B + kI; C + I; C'; x, y) C'^{-1}. \\
F_2(A, B, B' - sI; C, C'; x, y) &= F_2(A, B, B' - sI; C, C'; x, y) - yA \sum_{k=0}^{s} F_2(A + I, B + kI; C + I; C'; x, y) C'^{-1}. 
\end{align*}
\] (4.28) (4.29)

**Theorem 4.9.** Let $B + sI$ and $B' + sI$ be invertible matrices for all integers $s \geq 0$ and let $CC' = C'C$. Then following recursion formulas hold true for the Appell matrix function $F_2$:

\[
\begin{align*}
F_2(A, B + sI, B'; C, C'; x, y) &= \sum_{k_1=0}^{s} \left( \begin{array}{c} s \\ k_1 \end{array} \right) (A)_{k_1} x^{k_1} \left[ F_2(A + k_1I, B + k_1I, B'; C + k_1I, C'; x, y) \right] (C)_{k_1}^{-1}. \\
F_2(A, B, B' + sI; C, C'; x, y) &= \sum_{k_1=0}^{s} \left( \begin{array}{c} s \\ k_1 \end{array} \right) (A)_{k_1} y^{k_1} \left[ F_2(A + k_1I, B, B' + k_1I; C + k_1I; C', x, y) \right] (C')_{k_1}^{-1}. 
\end{align*}
\] (4.30) (4.31)

Furthermore, if $B - kI$ and $B' - kI$ are invertible for integers $k \leq s$, then

\[
\begin{align*}
F_2(A, B - sI, B'; C, C'; x, y) &= \sum_{k_1=0}^{s} \left( \begin{array}{c} s \\ k_1 \end{array} \right) (A)_{k_1} (-x)^{k_1} \left[ F_2(A + k_1I, B, B' + k_1I; C + k_1I, C'; x, y) \right] (C)_{k_1}^{-1}; \\
F_2(A, B, B' - sI; C, C'; x, y) &= \sum_{k_1=0}^{s} \left( \begin{array}{c} s \\ k_1 \end{array} \right) (A)_{k_1} (-y)^{k_1} \left[ F_2(A + k_1I, B, B' + k_1I; C + k_1I; C', x, y) \right] (C')_{k_1}^{-1}. 
\end{align*}
\] (4.32) (4.33)
Theorem 4.10. Let $C - sI$ and $C' - sI$ be invertible matrices for all integers $s \geq 0$ and let $AB = BA; B', C$ and $C'$ be commuting matrices. Then following recursion formulas hold true for the Appell matrix function $F_2$:

$$F_2(A, B, B'; C - sI, C'; x, y)$$

$$= F_2(A, B, B'; C, C'; x, y) + xAB \left[ \sum_{k=1}^{s} F_2(A + I, B + I, B'; C + (2-k)I, C'; x, y) \right] \times (C - kI)^{-1}(C - (k - 1)I)^{-1} ;$$

(4.34)

$$F_2(A, B, B'; C, C' - sI; x, y)$$

$$= F_2(A, B, B'; C, C'; x, y) + yA \left[ \sum_{k=1}^{s} F_2(A + I, B, B' + I; C, C' + (2-k)I; x, y) \right] \times (C' - kI)^{-1}(C' - (k - 1)I)^{-1} B'.$$

(4.35)

Theorem 4.11. Let $A + sI$ and $A' + sI$ be invertible matrices for all integers $s \geq 0$ and let $A, A'$ and $B$ be commuting matrices; $B'C = CB'$. Then following recursion formulas hold true for the Appell matrix function $F_3$:

$$F_3(A + sI, A', B, B'; C, x, y)$$

$$= F_3(A, A', B, B'; C, x, y) + xA \left[ \sum_{k=1}^{s} F_3(A + kI, A', B + I, B'; C + I; x, y) \right] C^{-1} ;$$

(4.36)

$$F_3(A, A' + sI, B, B'; C, x, y)$$

$$= F_3(A, A', B, B'; C, x, y) + yA \left[ \sum_{k=1}^{s} F_3(A, A' + kI, B, B'; C + I; x, y) \right] B'C^{-1}.$$

(4.37)

Furthermore, if $A - kI$ and $A' - kI$ are invertible for integers $k \leq s$, then

$$F_3(A - sI, A', B, B'; C, x, y)$$

$$= F_3(A, A', B, B'; C, x, y) - xA \left[ \sum_{k=0}^{s-1} F_3(A - kI, A', B + I, B'; C + I; x, y) \right] C^{-1} ;$$

(4.38)

$$F_3(A, A' - sI, B, B'; C, x, y)$$

$$= F_3(A, A', B, B'; C, x, y) - yA \left[ \sum_{k=0}^{s-1} F_3(A, A' - kI, B, B' + I; C + I; x, y) \right] B'C^{-1} ;$$

(4.39)

Theorem 4.12. Let $A + sI$ and $A' + sI$ be invertible matrices for all integers $s \geq 0$ and let $A, A'$ and $B$ be commuting matrices; $B'C = CB'$. Then following recursion formulas hold true for the Appell matrix function $F_3$:

$$F_3(A + sI, A', B, B'; C, x, y)$$
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Theorem 4.14. Let the Appell matrix function $F$

Theorem 4.13. Let $A', A' + sI, B, B'; C; x, y)$

Furthermore, if $A - kI$ and $A' - kI$ are invertible for integers $k \leq s$, then

The recursion formulas for $F(A, A', B, B'; C; x, y)$ and $F(A, A', B, B' \pm sI; C; x, y)$ are obtained by replacing $A \leftrightarrow B$ and $A' \leftrightarrow B'$ in Theorem 4.11 and Theorem 4.12 respectively.

**Theorem 4.13.** Let $C - sI$ be an invertible matrix for all integers $s \geq 0$ and let $A, A'$ and $B$ be commuting matrices; $B'C = CB'$. Then the following recursion formula holds true for the Appell matrix function $F_3$:

$$F_3(A, A', B, B'; C - sI; x, y) = F_3(A, A', B, B'; C; x, y) + xAB\left[\sum_{k=1}^{s} F_3(A + I, A', B + I, B'; C + (2 - k)I; x, y)\right]$$

$$\times (C - kI)^{-1}(C - (k - 1)I)^{-1}$$

$$+ yA'\left[\sum_{k=1}^{s} F_3(A, A' + I, B, B' + I; C + (2 - k)I; x, y)(C - kI)^{-1}(C - (k - 1)I)^{-1}\right]B'$$

(4.44)

**Theorem 4.14.** Let $A + sI$ be an invertible matrix for all integers $s \geq 0$ and let $AB = BA; CC' = C'C$. Then the following recursion formula holds true for the Appell matrix function $F_4$:

$$F_4(A + sI, B; C, C'; x, y) = F_4(A, B; C, C'; x, y) + xB\left[\sum_{k=1}^{s} F_4(A + kI, B + I; C + I, C'; x, y)\right]C^{-1}$$
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+ yB \left[ \sum_{k=1}^{s} F_4(A + kI, B + I; C, C' + I; x, y) \right] C'^{-1}.

(4.45)

Furthermore, if $A - kI$ is invertible for $k \leq s$, then

\[
F_4(A - sI, B; C, C'; x, y)
= F_4(A, B; C, C'; x, y) - xB \left[ \sum_{k=0}^{s-1} F_4(A - kI, B + I; C + I, C' + I; x, y) \right] C^{-1}
- yB \left[ \sum_{k=0}^{s-1} F_4(A - kI, B + I; C, C' + I; x, y) \right] C'^{-1}.
\]

(4.46)

**Theorem 4.15.** Let $A + sI$ be an invertible matrix for all integers $s \geq 0$ and let $AB = BA; CC' = C'C$. Then the following recursion formula holds true for the Appell matrix function $F_4$:

\[
F_4(A + sI, B; C, C'; x, y)
= \sum_{k_1 + k_2 \leq s} \binom{s}{k_1, k_2} (B)_{k_1 + k_2} x^{k_1} y^{k_2}
\times \left[ F_4(A + (k_1 + k_2)I, B + (k_1 + k_2)I; C + k_1 I, C' + k_2 I; x, y) \right] (C)_{k_1}^{-1}(C')_{k_2}^{-1}.
\]

(4.47)

Furthermore, if $A - kI$ is invertible for integers $k \leq s$, then

\[
F_4(A - sI, B; C, C'; x, y)
= \sum_{k_1 + k_2 \leq s} \binom{s}{k_1, k_2} (B)_{k_1 + k_2} (-x)^{k_1} (-y)^{k_2}
\times \left[ F_4(A, B + (k_1 + k_2)I; C + k_1 I, C' + k_2 I; x, y) \right] (C)_{k_1}^{-1}(C')_{k_2}^{-1}.
\]

(4.48)

The recursion formulas for $F_4(A, B \pm sI; C, C'; x, y)$ are obtained by replacing $A \leftrightarrow B$ in Theorems 4.14 – 4.15.

**Theorem 4.16.** Let $C - sI$ and $C' - sI$ be invertible matrices for all integers $s \geq 0$ and let $AB = BA; CC' = C'C$. Then following recursion formulas hold true for the Appell matrix function $F_4$:

\[
F_4(A, B; C - sI, C'; x, y)
= F_4(A, B; C, C'; x, y)
+ xAB \left[ \sum_{k=1}^{s} F_4(A + I, B + I; C + (2 - k)I, C' + I; x, y)(C - kI)^{-1}(C - (k - 1)I)^{-1} \right];
\]

(4.49)

\[
F_4(A, B; C, C' - sI; x, y)
\]
\[ F_4(A, B; C, C'; x, y) = F_4(A + I, B + I; C, C' + (2 - k)I; x, y)(C' - kI)^{-1}(C' - (k - 1)I)^{-1} \]
\[
+ yAB \left[ \sum_{k=1}^{s} F_4(A + I, B + I; C, C' + (2 - k)I; x, y)(C' - kI)^{-1}(C' - (k - 1)I)^{-1} \right].
\]

\[(4.50)\]
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