Because an electric scooter driven by permanent magnet synchronous motor (PMSM) servo-driven system has the unknown nonlinearity and the time-varying characteristics, its accurate dynamic model is difficult to establish for the design of the linear controller in whole system. In order to conquer this difficulty and raise robustness, a novel adaptive modified recurrent Legendre neural network (NN) control system, which has fast convergence and provide high accuracy, is proposed to control for PMSM servo-driven electric scooter under the external disturbances and parameter variations in this study. The novel adaptive modified recurrent Legendre NN control system consists of a modified recurrent Legendre NN control with adaptation law and a remunerated control with estimation law. In addition, the online parameter tuning methodology of the modified recurrent Legendre NN control and the estimation law of the remunerated control can be derived by using the Lyapunov stability theorem and the gradient descent method. Furthermore, the modified recurrent Legendre NN with variable learning rate is proposed to raise convergence speed. Finally, comparative studies are demonstrated by experimental results in order to show the effectiveness of the proposed control scheme.

Key words: Permanent magnet synchronous motor, Legendre neural network, Lyapunov stability

1 INTRODUCTION

For the purpose of reducing air pollution and enhancing environmental protection, a few countries require their automotive industries to develop electric vehicles in place of gasoline-powered automobiles one by one. Because scooters are much more extensive than cars for personal transportation in Taiwan, I have been studying the development and research of the electric scooter. Since the wheels of the electric scooters are driven by AC motor, the selection of the AC motor drive system is a very important job. Owing to demand of high power density and high efficiency, the selections of AC motor drive system are very important for the purpose of electric scooter driven by AC motor. Comparing permanent magnet synchronous motors (PMSMs) with other AC motors, PMSMs have many advantages, such as high power density, high efficiency, high robustness, etc. Therefore they have been widely used in many applications of mechatronics [1-3].

Artificial neural networks (NNs) have emerged as a powerful learning technique to perform complex tasks in highly nonlinear dynamic systems and controls [4-8]. Some of the prime advantages of using NN are: their abil-
ity to learn based on optimization of an appropriate error function and their excellent performance for approximation of nonlinear functions. There are different paradigms of NNs proposed by different researchers for the task of system identification and control [5-8]. One of the major drawbacks of the NN is that it is computationally intensive and needs large number of iterations for its training. In order to reduce the computational complexity, a functional-link NN, which shown that it is capable of producing similar performance as that of NN but with much less computational cost, is shown in [9-10]. Moreover, the functional-link NN-based nonlinear dynamic system identification with satisfactory results has been reported in [11]. It is shown that the performance of functional-link NN is similar to that of a NN but with faster convergence and lesser computational complexity. Moreover, a comprehensive survey on various applications of functional-link NN has been proposed in [12].

A novel Legendre polynomial based linear NN for static function approximation is proposed by Yang et al. [13]. They have shown that this network has fast convergence, and provide high accuracy. Recently, a Legendre polynomial NN for channel equalization problem has been proposed in [14-15]. It is shown that the superior performance of Legendre NN equalizer over the NN-based and RBF-based equalizers for different nonlinear channel models. Moreover, the computational complexity of Legendre NN is lower than the functional-link NN since the evaluation of Legendre polynomials involves less computation than the evaluation of trigonometric functions [16]. In addition, the predictive approach is based on Legendre neural network and a random time strength function via a promising data mining technique in machine learning has been proposed in [17]. Furthermore, a computationally efficient Legendre NN for nonlinear active noise cancellation is shown in [18].

The recurrent NN has received increasing attention due to its structural advantage in the modeling of the nonlinear system and dynamic control of the system [19-24]. These networks are capable of effective identification and control of complex process dynamics, but with the expense of large computational complexity. However, in the complicated nonlinear dynamic system such as PMSM servo-drive electric scooter system, the flux linkage and external force interference is always an important factor. Hence, if each neuron in the recurrent neural networks is considered as a state in the nonlinear dynamic systems, the self-connection feedback type is unable to approximate the dynamic systems efficiently. In order to improve the ability of identifying high order systems, the modified recurrent Legendre NN has been proposed in this study. It has more advantages than the Legendre NN, including a better performance, higher accuracy, dynamic robustness, and a fast transient performance.

Adaptive control algorithms are well developed for accurate control of robot manipulators under the presence of considerable uncertainty in the mass-related properties of the robot or its payload [25-26]. However, a critical assumption in these controllers is that the uncertain term should satisfy the linearity-in-parameters condition. Moreover, tedious analysis and computations have to be done to determine the regressor matrix. To overcome these drawbacks, a class of fuzzy-based and a class of neural-network-based adaptive approaches have been proposed for the manipulator tracking problem [27-32]. In [27], the tracking control of an electrically driven nonholonomic mobile robot with model uncertainties in the robot kinematics, the robot dynamics, and the wheel actuator dynamics is investigated. A robust adaptive controller is proposed with the utilization of adaptive control, backstepping and fuzzy logic techniques to raise robustness. In [28], the adaptive control of mobile robots via neural and wavelet networks is proposed to improve dynamic perform. In [29], an adaptive neural network algorithm is developed for rigid–link electrically-driven robot systems. An actual neural network controller is used to handle the uncertainty in the mechanical and electrical dynamics. In [30], a new robust output feedback control approach for flexible-joint electrically driven robots via the observer dynamic surface design technique is proposed to acquire good tracking performance using an adaptive observer with self-recurrent wavelet neural networks. In [31], a neural-network-based adaptive controller is proposed for the tracking problem of manipulators with uncertain kinematics, dynamics and actuator model. The adaptive Jacobian scheme is used to estimate the unknown kinematics parameters. Uncertainties in the manipulator dynamics and actuator model are compensated by three-layer neural networks. In [32] proposed an adaptive output-feedback control method based on neural networks for flexible link manipulator which is a nonlinear nonminimum phase system.

Owing to electric scooter with highly nonlinear dynamics [33-42], the many controllers may not provide satisfactory control performance when operated over a wide range of operating conditions. In [33-34], the hybrid recurrent fuzzy neural network (RFNN) control system is developed for PMSM driven wheel of electric scooter. The experimental results of control performance in the hybrid RFNN control system were only implemented under nominal condition and 4 times variations of rotor inertia and viscous friction with cycle variation of speed at 1200 rpm case. The favorable speed tracking responses can be only achieved under nominal case. The poor speed tracking responses are shown in experimental results under parameter variation at 1200 rpm case due to uncertain perturbations. Moreover, in order to reduce interference of encoder and cost down,
the hybrid RFNN control system using rotor flux estimator proposed by [35-37] was developed for controlling the PMSM driven electric scooter without shaft encoder. The rotor flux estimator consists of the estimation algorithm of rotor flux position and speed based on the back electromotive force (EMF) in order to supply with hybrid RFNN controller. In [35], the experimental results of control performance in the hybrid RFNN control system using rotor flux estimator were only implemented at two cases, i.e., 1200 rpm and 2400 rpm cases without adding and shedding load. In [36], the experimental results of control performance in the hybrid RFNN control system using rotor flux estimator were implemented at three cases, i.e., 1200 rpm case, 2400 rpm case and under external load torque 2 Nm with adding load and shedding load at 2400 rpm case. In [37], the comparative studies of control performances for the PI controller and the hybrid RFNN control system using rotor flux estimator were implemented at three cases, i.e., 1200 rpm case, 2400 rpm case and under external load torque 2 Nm with adding load and shedding load at 2400 rpm case. Therefore, the hybrid recurrent wavelet NN (RWNN) control system using rotor flux estimator is developed for PMSM driven wheel of electric scooter. The experimentation of the hybrid RNN control system using rotor flux estimator only were implemented at two cases, i.e., 1200 rpm case and 2400 rpm case without adding and shedding load. However, the better speed and current tracking responses are not shown in experimental results by using the above control methods due to no better nonlinear approximation ability under uncertain perturbations. Therefore, the hybrid recurrent wavelet NN (RWNN) control system using rotor flux estimator proposed by [38] is developed for PMSM driven electric scooter in order to acquire better control performance for nonlinear uncertainties. In [39], the comparative studies of control performances for the hybrid RFNN control system and the hybrid RWNN control system using rotor flux estimator were implemented at two cases, i.e., 1200 rpm case and 2400 rpm case. The speed and current tracking responses of the hybrid RWNN control system using rotor flux estimator have better performances than the hybrid RFNN control system from experimental results. Moreover, the hybrid RWNN control system proposed by [40-41] is developed for PMSM driven electric scooter in order to acquire better control performance for nonlinear uncertainties. In [40], the comparative studies of control performances for the hybrid RNN control system and the hybrid RWNN control system were implemented at two cases, i.e., 1200 rpm case and 2400 rpm case. In [41], the comparative studies of control performances for the PI control system and the hybrid RWNN control system were implemented at three cases, at three cases, i.e., 1200 rpm case, 2400 rpm case and under external load torque 2 Nm with adding load and shedding load at 2400 rpm case. However, the speed and current tracking responses of the hybrid RWNN control system have better performances than the PI control system from experimental results. Furthermore, the hybrid modified Elman NN control system was proposed by [42] in order to enhance nonlinear approximation capacity of RNN. In [42], the comparative studies of control performances for the PI control system and the hybrid modified Elman NN control system were implemented at three cases, at four cases, i.e., 1200 rpm case, 2400 rpm case, under external load torque 2 Nm and with adding load and shedding load at 2400 rpm case under external load torque 4 Nm and with adding load and shedding load at 2400 rpm are shown in experimental results. The tracking responses of speed and current of the hybrid modified Elman NN control system have better performances than the PI control system from experimental results. In addition, the load regulation of the hybrid modified Elman NN control system was better performance than the PI control system from experimental results. However, the used recurrent NNs with fixed learning rates of weights parameters in the above control methods have the slower convergence speed. Meanwhile, in order to ensure the control performance of robustness, the novel adaptive modified recurrent Legendre NN control system with two varied learning rates is developed for controlling the PMSM servo-drive electric scooter in this paper. The novel adaptive modified recurrent Legendre NN control system, which is composed of a modified recurrent Legendre NN control with adaptation law and a remunerated control with estimation law, is applied to PMSM servo-drive electric scooter system. The novel adaptive modified recurrent Legendre NN control system has fast convergence ability and good generalization capability. In addition, the online parameter adaptation law of the modified recurrent Legendre NN and the estimation law of the remunerated controller can be derived according to Lyapunov stability theorem and gradient descent method. Furthermore, the modified recurrent Legendre NN with two variable learning rates is proposed to raise convergence speed. The control method, which is not dependent upon the predetermined characteristics of the system owing to the online learning ability being able to capture the system’s nonlinear and time-varying behaviors, can adapt to any change in the system characteristics. Finally, the control performance of the proposed novel adaptive modified recurrent Legendre NN control system is verified by experimental results.

The remainder of this paper is organized as follows: The configuration of Pmsm servo-drive electric scooter system is reviewed in Section 2. A design method of novel adaptive modified recurrent Legendre NN control system is presented in Section 3. Experimental results are illus-
trated in Section 4. Some conclusions are given in Section 5.

2 STRUCTURE OF PMSM SERVO-DRIVE ELECTRIC SCOOTER SYSTEM

The $d$-axis and $q$-axis voltage equations of the PMSM servo-drive electric scooter in the rotating reference frame can be described as following as [1-3]:

$$v_{qr} = R_e i_{qr} + L_{qr} p i_{qr} + P_r \omega_c (L_{dr} i_{dr} + \lambda_{fd})/2$$  \hspace{1cm} (1)

$$v_{dr} = R_e i_{dr} + L_{dr} p i_{dr} - P_r \omega_c L_{qr} i_{qr}/2$$  \hspace{1cm} (2)

in which $v_{qr}$ and $v_{dr}$ are the $d$-axis and $q$-axis voltages, $i_{qr}$ and $i_{dr}$ are the $d$-axis and $q$-axis currents, $L_{qr}$ and $L_{dr}$ are the $d$-axis and $q$-axis inductances, $\lambda_{fd}$ is the $d$-axis permanent magnet flux linkage, $R_e$ is the stator resistance, $P_r$ is the rotor speed, $\omega_c$ is the electrical angular frequency,$p = d/dt$ is a differential operator The electromagnet torque $T_e$ of a PMSM servo-drive electric scooter can be described as

$$T_e = 3P_r [\lambda_{fd} i_{qr} + (L_{dr} - L_{qr}) i_{dr} i_{qr}]/4$$  \hspace{1cm} (3)

Then the dynamic equation of PMSM servo-drive electric scooter [33-44] can be represented as

$$J_e \ddot{\omega}_e + B_e \dot{\omega}_e = T_e - T_{i}(F_1, v_a, \tau_a, \omega_c^2)$$  \hspace{1cm} (4)

in which $T_{i}(F_1, v_a, \tau_a, \omega_c^2)$ is the lumped nonlinear external disturbance, e.g. electric scooter system (including the rolling resistance$\tau_a$, wind resistance$\tau_a$ and braking force$F_1$), $B_e$ represents the total viscous frictional coefficient and $J_e$ is the total moment of inertia including electric scooter. The pulse width modulation (PWM) control principle of the PMSM servo-drive system is based on field orientation. Due to $L_{dr} = L_{qr}$ and $i_{dr} = 0$ for the surface-mounted PMSM, the second term of (3) is zero. In addition, $\lambda_{fd}$ is a constant for a field-oriented control of surface-mounted PMSM, thus, the electromagnetic torque $T_e$ is linearly proportional to the $q$-axis current $i_{qr}$. Therefore the $d$-axis rotor flux is a constant, the maximum torque per ampere can be reached under the field-oriented control. The PMSM servo-drive system with the implementation of field-oriented control can be reduced as

$$T_e = k_r i_{qr}^*$$  \hspace{1cm} (5)

in which $k_r = 3P_r \lambda_{fd}/4$ is the torque constant. The block diagram of whole system for a PMSM servo-drive electric scooter is shown in Fig. 1.

Figure 1 indicated as follows: a field orientation institution, a proportional integral derivative (PID) current control loop, a sinusoidal PWM control circuit, an interlock circuit and an isolated circuit, an insulated gate bipolar transistor (IGBT) power module inverter and a speed control loop. The PID current controller is the current loop tracking controller. In order to attain good dynamic response, all control gains for PID current loop controller are listed as follows: $k_{pc} = 8$, $k_{ic} = 2.5$, and $k_{dc} = 0.5$. The field orientation institution makes up coordinate transformation, $\sin \theta_f / \cos \theta_f$ generation and lookup table generation. The TMS320C32 DSP control system is used to implement field orientation institution and speed control. The PMSM servo-drive electric scooter is manipulated at load disturbance torque with nonlinear uncertainties.
3 DESIGN OF NOVEL ADAPTIVE MODIFIED RECURRENT LEGENDRE NN CONTROL SYSTEM

Owing to nonlinear uncertainties of the electric scooter such as nonlinear friction force of the transmission belt and clutch, these will lead to degenerate tracking responses in command current and speed of the PMSM servo-drive electric scooter. The variation of rotor inertia and friction of PMSM servo-drive electric scooter cause nonlinear uncertainties. These uncertainties are difficult to establish exact models. Therefore, for convenient design of the novel adaptive modified recurrent Legendre NN control system, the dynamic equation of the PMSM servo-drive electric scooter from (4) can be rewritten as

$$\dot{e}_c = -B_re^r/J_r - T_1(F_1, v_a, \omega_c^2)/J_r + k_r^q e^q/J_r$$

$$= A_u e_c + C_u T_1(F_1, v_a, \omega_2^c) + B_u u_a$$

in which $u_a = i^r_q$ is the $q$-axis command current of the PMSM. $A_u = -J_r/J_a$, $B_u = k_r/J_a$, and $C_u = -1/J_a$ are three known constants. When the uncertainties including variation of system parameters and external force disturbance occur, the parameters are assumed to be bounded, i.e., $|A_u e_c| \leq D_1(\omega_c)$, $|C_u T_1(F_1, v_a, \omega_2^c)| \leq D_2$ and $D_3 \leq B_u$, where $D_1(\omega_c)$ is a known continuous function, $D_2$ and $D_3$ are two bounded constants. Then, the tracking error can be defined as

$$e_c = \omega^* - \omega_c$$

where $\omega^*$ represents the desired command rotor speed, $e_c$ is the tracking error between the desired command rotor speed and rotor speed. If all parameters of the PMSM servo-drive system including external load disturbance are well known, the ideal control law can be designed as

$$u^*_a = [\omega^* + k_1 e_c - A_u e_c - C_u T_1(F_1, v_a, \omega_2^c)]/B_u$$

in which $k_1 > 0$ is a constant. Replace (8) of (6), the error dynamic equation can be obtained

$$\dot{e}_c + k_1 e_c = 0$$

The system state can track the desired trajectory gradually if $e_c(t) \to 0$ as $t \to \infty$ in (9). However, the novel adaptive recurrent Legendre NN control system is proposed to control PMSM servo-drive electric scooter under uncertainty perturbation. The configuration of the proposed novel adaptive modified recurrent Legendre NN control system is described in Fig. 2.

The novel adaptive modified recurrent Legendre NN control system composed of a modified recurrent Legendre NN controller with adaptation law and a remunerated controller with estimation law. The control law is designed as

$$u_a = u_{re} + u_{re}$$

where $u_{re}$ is the modified recurrent Legendre NN control which is as the major tracking controller. It is used to imitate an ideal control law. The remunerated control $u_{re}$ is designed to remunerate the difference between the ideal control law and the modified recurrent Legendre NN control. An error dynamic equation from (6) to (10) can be acquired as

$$\dot{e}_c = -k_1 e_c + [u^*_a - u_{re} - u_{re}]B_u$$

The modified recurrent Legendre NN control and remunerated control can be devised to conquer the mentioned blash. The modified recurrent Legendre NN control raised to imitate the ideal control $u^*_a$. Then a remunerated control posed to remunerate the difference between ideal control $u^*_a$ and the modified recurrent Legendre NN control $u_{re}$.

Fig. 2. Block diagram of the novel adaptive modified recurrent Legendre NN control system

Firstly, the architecture of the proposed three-layer modified recurrent Legendre NN is depicted in Fig. 3. It is composed of an input layer, a hidden layer and an output layer. The activation functions and signal actions of nodes in each layer of the modified recurrent Legendre NN can be described as follows:
First layer: input layer

Each node \( i \) in this layer is indicated by using \( \Pi \), which multiplies by each other between each other for input signals. Then outputs signals are the results of product. The input and the net output for each node \( i \) in this layer are expressed as

\[
\text{nod}_i^1 = \prod_k x^1_i(N)w^1_{ik}y^2_k(N - 1), \quad y^1_i = f^1_i(\text{nod}_i^1) = \text{nod}_i^1, \quad i = 1, 2
\]

(12)

The \( x^1_i = \omega^* - \omega_c = e_c \) is the tracking error between the desired speed \( \omega^* \) and the rotor speed \( \omega_c \). The \( x^2_i = e_c(1 - z^{-1}) = \Delta e_c \) is the tracking error change. The \( w^2_{ki} \) is the recurrent weight between output layer and input layer. The \( N \) denotes the number of iterations. The \( y^2_k \) is the output value of the output layer in the modified recurrent Legendre NN.

Second layer: hidden layer

The single node \( j \)th in this layer is labeled with \( \sum \). The net input and the net output for node \( j \)th of the hidden layer are expressed as

\[
\text{nod}_j^2 = \sum_{i=1}^{2} y^1_i \cdot y^2_j = f^2_j(L_j(\text{nod}_j^2)), \quad j = 0, 1, \cdots, m - 1
\]

(13)

Legendre polynomials [14-16] are selected for activation function of the hidden layer. The Legendre polynomials are denoted by \( L_n(x) \), where \( n \) is the order of expansion and \(-1 < x < 1\) is the argument of the polynomial, \( m \) is the number of nodes. The zero, the first and the second order Legendre polynomials are given by \( L_0(x) = 1 \), \( L_1(x) = x \) and \( L_2(x) = (3x^2 - 1)/2 \), respectively. The higher order polynomials are given by \( L_3(x) = (5x^3 - 3x)/2 \) and \( L_4(x) = (35x^4 - 30x^2 + 3)/8 \). The higher order Legendre polynomials may be generated by the recursive formula given by \( L_{n + 1}(x) = (2n + 1)xL_n(x) - nL_{n-1}(x)/(n + 1) \).

Third layer: output layer

The single node \( k \)th in this layer is labeled with \( \sum \). It computes the overall output as the summation of all input signals. The net input and the net output for node \( k \)th in this layer are expressed as

\[
\text{nod}_k^3 = \sum_{j=0}^{m-1} w^1_{jk}y^2_j(N), \quad y^3_k = f^3_k(\text{nod}_k^3) = \text{nod}_k^3, \quad k = 1
\]

(14)

where \( w^1_{jk} \) is the connective weight between the hidden layer and the output layer; \( f^1_k \) is the activation function, which is selected as a linear function; \( x^3_j(N) = y^2_j(N) \) represents the \( j \)th input to the node of output layer. The output value of the modified recurrent Legendre NN can be represented as \( y^2_j(N) = u_{re} \). Then the output value of the modified recurrent Legendre NN, \( u_{re} \), can be denoted as

\[
u_{re} = \Theta^T \Psi \quad \text{(15)}
\]

in which \( \Theta = [ w^1_{00}, \cdots, w^1_{0,m-1} ]^T \) is the adjustable weight parameters vector between the hidden layer and the output layer of the recurrent Legendre NN. \( \Psi = [ \begin{array}{c} x^3_0 \\ \vdots \\ x^3_{m-1} \end{array} ]^T \) is the inputs vector in the output layer of the modified recurrent Legendre NN, in which \( x^3_j \) is determined by the selected Legendre polynomials.

Secondly, in order to evolve the remunerated control \( u_{re} \), a minimum affinity error \( \sigma \) is defined as

\[
\sigma = u^*_n - u_{re} = u^*_n - (\Theta^*)^T \Psi \quad \text{(16)}
\]

in which \( \Theta^* \) is an ideal weight vector to reach of minimum affinity error. It is assumed that absolute value of \( \sigma \) is less than a small positive constant \( \mu \), i.e., \( |\sigma| < \mu \). Then, the
error dynamic equation from (11) can be rewritten as
\[
\dot{e}_c = -k_1 e_c + [(u'_a - u_{re}) - u_{rc}]B_a \\
= -k_1 e_c + [(u'_a - u'_{re} + u_{re}' - u_{re}) - u_{rc}]B_a \\
= -k_1 e_c + [\sigma + (\Theta^* - \Theta)^T \Psi - u_{rc}]B_a \\
= -k_1 e_c + [\sigma + (\Theta^* - \Theta)^T \Psi - u_{re}]B_a
\]  
(17)

Then, the Lyapunov function is selected as
\[
v_1(t) = e_c^T / + (\Theta^* - \Theta)^T (\Theta^* - \Theta) / \gamma + \mu \mu / \eta
\]  
(18)
in which \(\gamma\) is a learning rate; \(\eta\) is an adaptation gain; \(\mu = \mu - \mu\) is the bound estimated error. Differentiating the Lyapunov function with respect to \(t\) and using (17), then (18) can be rewritten as
\[
\dot{v}_1(t) = \dot{e}_c e_c - (\Theta^* - \Theta)^T \dot{\Theta} / \gamma + \mu \dot{\mu} / \eta
\]  
(19)

In order to \(\dot{v}_1 \leq 0\), the adaptation law \(\dot{\Theta}\), the remunerated controller \(u_{rc}\) with estimation law can be designed as follow as
\[
\dot{\Theta} = \gamma \Psi B_a e_c \\
u_{rc} = \mu \text{sgn}(B_a e_c) \\
\dot{\mu} = \eta |B_a e_c|
\]  
(20)
(21)
(22)

In order to avoid chattering phenomenon of sliding mode, the sign functions \(\text{sgn}(B_a e_c)\) can be replaced by the equation \(B_a e_c / |B_a e_c| + \rho\), where
\[
\rho = \begin{cases} \rho_1, & |B_a e_c| < \varepsilon \\ 0, & |B_a e_c| \geq \varepsilon \end{cases}
\]
and \(\rho_1\) and \(\varepsilon\) are two positive constants. Substituting (20) into (19), then (19) can be represented as
\[
\dot{v}_1(t) = -k_1 e_c^2 + [\sigma - u_{rc}]B_a e_c + \mu \dot{\mu} / \eta
\]  
(23)
Substituting (21) and (22) into (23), then (23) can be obtained as
\[
\dot{v}_1(t) = -k_1 e_c^2 + [\sigma - \mu \text{sgn}(B_a e_c)]B_a e_c + \mu \dot{\mu} / \eta
\]  
(24)

From (24), the \(\dot{v}_1(t)\) is a negative semi-definite function, i.e., \(v_1(t) \leq v_1(0)\). It implies that \(e_c\) and \(\Theta^* - \Theta\) be bounded. For the sake of proof of the proposed novel adaptive modified recurrent Legendre NN control system to be gradually stable, the function is defined as
\[
\dot{\phi}(t) = -\dot{v}_1(t) = k_1 e_c^2
\]  
(25)
Integrating (25) with respect to \(t\), then
\[
\int_0^t \phi(\tau) d\tau = \int_0^t [-\dot{v}_1(t)] dt = v_1(0) - v_1(t)
\]  
(26)

Owing to \(v_1(0)\) is bounded, and \(v_1(t)\) is a nonincreasing and bounded function, then
\[
\lim_{t \to \infty} \int_0^t \phi(\tau) d\tau < \infty
\]  
(27)
Differentiating (25) with respect to \(t\) gives
\[
\dot{\phi}(t) = 2k_1 e_c \dot{e}_c
\]  
(28)
Owing to all the variables in the right side of (17) are bounded. It implies that \(\dot{e}_c\) is also bounded. Then, \(\dot{\phi}(t)\) is a uniformly continuous function [45-46]. It is denoted that \(\lim_{t \to \infty} \phi(t) = 0\) by using Barbalat’s lemma [45-46], i.e., \(e_c(t) \to 0\) as \(t \to \infty\). Therefore, the novel adaptive modified recurrent Legendre NN control system is gradually stable from proof. Moreover, the tracking error \(e_c(t)\) of the system will converge to zero.

According to Lyapunov stability theorem and the gradient descent method, an online parameter tuning methodology of the modified recurrent Legendre NN can be derived and tuned effectively. The parameters of adaptation law \(\dot{\Theta}\) can be computed by the gradient descent method and the chain rule. The adaptation law \(\dot{\Theta}\) shown in (20) calls for a proper choice of the learning rate. For a small value of learning rate, the convergence of controller parameter can be guaranteed but the convergent speed is very slow. On the other hand, if the learning-rate is too large, the parameter convergence may become more unstable. In order to train the modified recurrent Legendre NN efficiently, an optimal learning rate will be derived to achieve the fast convergence of output tracking error. Firstly, the adaptation law \(\dot{\Theta}\) shown in (20) can be rewritten as
\[
\dot{u}_{j_k} = \gamma x_j^2 B_a e_c
\]  
(29)
The central part of the tuning algorithm for the modified recurrent Legendre NN concerns how to obtain recursively a gradient vector in which each element in the tuning
algorithm is defined as the derivative of an energy function with respect to a parameter of the network. This is done by means of the chain rule, because the gradient vector is calculated in the direction opposite to the flow of the output of each node. In order to describe the online tuning algorithm of the modified recurrent Legendre NN, a cost function is defined as

\[ V_1 = e_c^2 / 2 \]  

(30)

According to the gradient descent method, the adaptation law of the weight between the hidden layer and the output layer also can be represented as

\[ \dot{w}_{jk} = -\gamma \frac{\partial V_1}{\partial w_{jk}} \]

\[ = -\gamma \frac{\partial V_1}{\partial y_k} \frac{\partial y_k}{\partial y_j} \frac{\partial y_j}{\partial w_{jk}} \frac{\partial w_{jk}}{\partial w_{ki}} = -\gamma \frac{\partial V_1}{\partial y_k} x_j^3 \]  

(31)

Comparing (29) with (31), yields \( \partial V_1 / \partial y_k = -B_a e_c \).

The adaptation law of recurrent weight \( w_{ki}^2 \) using the gradient descent method can be updated as

\[ \dot{w}_{ki}^2 = -\gamma_a \frac{\partial V_1}{\partial y_k} \frac{\partial y_k}{\partial y_i} \frac{\partial y_i}{\partial y_j} \frac{\partial y_j}{\partial w_{jk}^3} \frac{\partial w_{jk}^3}{\partial w_{ki}^2} = \gamma_a B_a e_c w_{jk}^3 \]  

(32)

in which \( \gamma_a \) is a learning rate. Then, the convergence analysis in the following theorem is to derive specific learning rate to assure convergence of the output tracking error.

**Theorem 1:** Let \( \gamma \) be the learning rate of the modified recurrent Legendre NN weights between the hidden layer and the output layer, and let \( P_{1w} \) be defined as \( P_{1w} \) = max 1 \[ P_{1w}(N)|w| \], where \( P_{1w}(N) = \partial y_k^3 / \partial w_{jk}^3 \) and \( \| \| \) is the Euclidean norm in \( \mathbb{R}^n \). Then, the convergence of the output tracking error is guaranteed if is chosen as

\[ 0 < \gamma < \frac{2}{(P_{1w} \text{max})^2 [B_a e_c / e_c(N)]^2} \]  

(33)

Moreover, the optimal learning rate which achieves the fast convergence can be obtained as

\[ \gamma^* = 1 / [(P_{1w} \text{max})^2 [B_a e_c / e_c(N)]^2] \]  

(34)

**Proof:** Since

\[ P_{1w}(N) = \frac{\partial y_k}{\partial w_{jk}^3} = x_j^3 \]  

(35)

Then, a discrete-type Lyapunov function is selected as

\[ L_2(N) = \frac{1}{2} e_c^2(N) \]  

(36)

The change in the Lyapunov function is obtained by

\[ \Delta L_2(N) = L_2(N+1) - L_2(N) \]

\[ = \frac{1}{2} [e_c^2(N+1) - e_c^2(N)] \]  

(37)

The error difference can be represented by

\[ e_c(N+1) = e_c(N) + \Delta e_c(N) \]

\[ = e_c(N) + \left[ \frac{\partial e_c(N)}{\partial w_{jk}^3} \right]^T \Delta w_{jk} \]  

(38)

where \( \Delta e_c(N) \) is the output error change \( \Delta w_{jk}^3 \) represents change of the weight. Using (29), (30), (31) and (35), then (38) can be obtained

\[ \frac{\partial e_c(N)}{\partial w_{jk}^3} = \frac{\partial e_c(N)}{\partial y_k^3} \frac{\partial y_k}{\partial y_j} \frac{\partial y_j}{\partial w_{jk}^3} = -B_a e_c \]  

(39)

\[ e_c(N+1) = e_c(N) - \left[ B_a e_c e_c(N) P_{1w}(N) \right]^T \gamma B_a e_c P_{1w}(N) \]  

(40)

Thus

\[ \| e_c(N+1) \| = \| e_c(N) \| \]

\[ \cdot \left[ 1 - \gamma (B_a e_c / e_c(N))^2 P_{1w}(N) P_{1w}(N) \right] \]

\[ \leq \| e_c(N) \| \left\| 1 - \gamma (B_a e_c / e_c(N))^2 P_{1w}(N) P_{1w}(N) \right\| \]  

(41)

From (37) to (41), \( \Delta L_2(N) \) can be rewritten as

\[ \Delta L_2(N) = \frac{1}{2} \gamma [B_a e_c]^2 P_{1w}^T(N) P_{1w}(N) \]

\[ \cdot \left\{ \gamma [B_a e_c / e_c(N)]^2 P_{1w}(N) P_{1w}(N) - 2 \right\} \]

\[ \leq \frac{1}{2} \gamma [B_a e_c]^2 (P_{1w} \text{max} (N))^2 \]

\[ \cdot \left\{ \gamma [B_a e_c / e_c(N)]^2 (P_{1w} \text{max} (N))^2 - 2 \right\} \]  

(42)

If \( \gamma \) is chosen as \( 0 < \gamma < 2 / ((P_{1w} \text{max})^2 [B_a e_c / e_c(N)]^2) \), then the Lyapunov stability of \( L_2(N) > 0 \) and \( \Delta L_2(N) < 0 \) is guaranteed so that the output tracking error will converge to zero as \( t \to \infty \). This completes the proof of the theorem. Moreover, the optimal learning-rate which achieves the fast convergence is corresponding to
\[ 2\gamma^* \{(P_{1w}^{\text{max}})^2[B_a e_c / e_c(N)]^2\} - 2 = 0 \] (43)

i.e.,
\[ \gamma^* = 1/\{(P_{1w}^{\text{max}})^2[B_a e_c / e_c(N)]^2\} \] (44)

which comes from the derivative of (42) with respect to \( \gamma \) and equals to zero. This shows an interesting result for the variable optimal learning rate which can be online tuned at each instant. In summary, the optimal learning algorithm of the modified recurrent Legendre NN controller is based on the adaptation law (29) for the weight adjustment with the optimal learning rate in (34).

**Theorem 2:** Let \( \gamma_a \) be the learning rate of the modified recurrent Legendre NN weights between the output layer and the input layer, and let \( P_{2w}^{\text{max}} \) be defined as \( P_{2w}^{\text{max}} \equiv \max_N \|P_{2w}(N)\| \), where \( P_{2w}(N) = \partial y_k^3 / \partial w_{ki}^2 \) and \( \|\| \) is the Euclidean norm in \( \mathbb{R}^n \). Then, the convergence of the output tracking error is guaranteed if \( \gamma_a \) is chosen as
\[ 0 < \gamma_a < \frac{2}{(P_{2w}^{\text{max}})^2[B_a e_c / e_c(N)]^2} \] (45)

Moreover, the optimal learning rate which achieves the fast convergence can be obtained as
\[ \gamma_a^* = 1/\{(P_{2w}^{\text{max}})^2[B_a e_c / e_c(N)]^2\} \] (46)

**Proof:** Since
\[ P_{2w}(N) = \frac{\partial y_k^3}{\partial w_{ki}^2} = w_{ki}^1 L_j(.) x_i^1(N) y_k^3(N - 1) \] (47)

Then, a discrete-type Lyapunov function is selected as (36) and the change in the Lyapunov function is obtained by (37).

The error difference can be represented by
\[ e_c(N + 1) = e_c(N) + \Delta e_c(N) \]
\[ = e_c(N) + \left[ \frac{\partial e_c(N)}{\partial w_{ki}^2} \right] ^T \Delta w_{ki}^2 \] (48)

where \( \Delta e_c(N) \) is the output error change \( \Delta w_{ki}^2 \) represents change of the weight. Using (30), (32) and (47), then (48) can be obtained
\[ \frac{\partial e_c(N)}{\partial w_{ki}^2} = \frac{\partial e_c(N)}{\partial V_i} \frac{\partial V_k}{\partial y_k^3} \frac{\partial y_k^3}{\partial w_{ki}^2} = - \frac{B_a e_c}{e_c(N)} P_{2w}(N) \] (49)

\[ e_c(N + 1) = e_c(N) \]
\[ - \left[ \frac{B_a e_c}{e_c(N)} P_{2w}(N) \right] ^T \gamma_a B_a e_c P_{2w}(N) \] (50)

Thus
\[ \|e_c(N + 1)\| = \left\| e_c(N) \right\| \left[ 1 - \gamma_a (B_a e_c / e_c(N))^2 P_{2w}^T(N) P_{2w}(N) \right] \]
\[ \leq \|e_c(N)\| \left\| 1 - \gamma_a (B_a e_c / e_c(N))^2 P_{2w}^T(N) P_{2w}(N) \right\| \] (51)

From (37), (49) to (51), \( \Delta L_2(N) \) can be rewritten as
\[ \Delta L_2(N) = \frac{1}{2} \gamma_a [B_a e_c(N)]^2 P_{2w}^T(N) P_{2w}(N) \]
\[ \gamma_a [B_a e_c(N)]^2 P_{2w}(N) - 2 \]
\[ \leq \frac{1}{2} \gamma_a [B_a e_c(N)]^2 (P_{2w}^{\text{max}}(N))^2 \]
\[ \gamma_a [B_a e_c(N)]^2 (P_{2w}^{\text{max}}(N))^2 - 2 \] (52)

If \( \gamma_a \) is chosen as \( 0 < \gamma_a < 2/(P_{2w}^{\text{max}})^2[B_a e_c / e_c(N)]^2 \), then the Lyapunov stability of \( \Delta L_2(N) > 0 \) and \( \Delta L_2(N) < 0 \) is guaranteed so that the output tracking error will converge to zero as \( t \to \infty \). This completes the proof of the theorem. Moreover, the optimal learning-rate which achieves the fast convergence is corresponding to
\[ 2\gamma^* \{(P_{2w}^{\text{max}})^2[B_a e_c / e_c(N)]^2\} - 2 = 0 \] (53)

i.e.,
\[ \gamma_a^* = 1/\{(P_{2w}^{\text{max}})^2[B_a e_c / e_c(N)]^2\} \] (54)

which comes from the derivative of (52) with respect to \( \gamma_a \) and equals to zero. This shows an interesting result for the variable optimal learning rate which can be online tuned at each instant. In summary, the online learning algorithm of the modified recurrent Legendre NN controller is based on the adaptation law (32) for the weight adjustment with the optimal learning rate in (46).

4 **EXPERIMENTAL RESULTS**

The whole system of the DSP-based control system for a PMSM servo-drive electric scooter system is shown in Fig. 1. A photo of the experimental setup is shown in Fig. 4. The control algorithm was executed by a TMS320C32
DSP control system includes 4-channels of D/A, 8-channels of programmable PWM and an encoder interface circuit. The IGBT power module voltage source inverter is executed by PID current-controlled SPWM with a switching frequency of 15 kHz. The specification of the used PMSM is 3-phase 48 V, 750 W, 3600 rpm. The parameters of the PMSM are given as \( J_r = 62.15 \times 10^{-3} \text{Nms} \cdot \text{rad} \), \( R_r = 2.5 \Omega \), \( L_{dr} = L_{qr} = 6.53 \text{mH} \), \( k_r = 0.86 \text{Nms/A} \) means of open circuit test, short test, rotor block test, loading test.

The compared results of the control performance for a PMSM servo-drive electric scooter controlled using four kinds of control methods are shown by experimental tests. The proposed novel adaptive modified recurrent Legendre NN control system not only compared with two baseline controllers, i.e., the PI and PID controllers but also compared with a three-layer feedforward NN control system using sigmoid activation function in the hidden layer. All the parameters and the neurons of the novel modified recurrent Legendre NN control system are chosen to achieve the better transient performance and faster convergence in experimentation considering the requirement of stability. In this paper, the modified recurrent Legendre NN has two neurons, three neurons and one neuron in the input layer, the hidden layer and the output layer, respectively. The initialization of the modified recurrent Legendre NN parameters described in Refs. [15, 17] is adopted to initialize the parameters of the Legendre polynomial functions in this paper. The effect due to inaccurate selection of the initialized parameters can be retrieved by the online parameter training methodology. The parameter adjustment process remains continually active for the duration of the experimentation.

The PI control method, the PID control method, the three-layer feedforward NN control method and the novel adaptive modified recurrent Legendre NN control method are tested via two cases in the experimentation here, one being the 125.6 rad/s case, another being 251.2 rad/s case. All gains of the PI controller for the speed tracking are obtained by trial and error method. In order to achieve good transient and steady-state control performance, all gains of the PI controller are \( k_p = 16 \) and \( k_i = 4 \) through some heuristic knowledge [47-49] the gains of the PI controller on the tuning of the PI controller at the 125.6 rad/s case for the speed tracking. The speed tracking response of the rotor speed command \( \omega^*_c \), the desired rotor speed command \( \omega^* \) and the measured rotor speed \( \omega_e \) for a PMSM servo-drive electric scooter using the PI controller at 125.6 rad/s case is shown in Fig. 5. The zoom error of speed response for a PMSM servo-drive electric scooter using the PI controller at 125.6 rad/s is shown in Fig. 6. The current tracking response of the command current \( i^*_a \) and measured current \( i_{ar} \) in phase \( a \) for a PMSM servo-drive electric scooter using the PI controller at 125.6 rad/s case is shown in Fig. 7. The control effort \( u_a \) response for a PMSM servo-drive electric scooter using the PI controller at 125.6 rad/s case is shown in Fig. 8. The speed tracking response of the rotor speed command \( \omega^*_c \), the desired rotor speed command \( \omega^* \) and the measured rotor speed \( \omega_e \) for a PMSM servo-drive electric scooter using the PI controller at 251.2 rad/s case is shown in Fig. 9. The zoom error of speed response for a PMSM servo-drive electric scooter using the PI controller at 251.2 rad/s is shown in Fig. 10. The current tracking response of the command current \( i^*_a \) and measured current \( i_{ar} \) in phase \( a \) for a PMSM servo-drive electric scooter using the PI controller at 251.2 rad/s case is shown in Fig. 11. The control effort \( u_a \) response for a PMSM servo-drive electric scooter using the PI controller at 251.2 rad/s case is shown in Fig. 12.

**Fig. 5. Experimental result of the PI controller for a PMSM servo-drive electric scooter at 125.6 rad/s case with speed tracking response**

In addition, all gains of the PID controller, which is listed as \( k_p = 16.5 \), \( k_i = 4.5 \) and \( k_d = 1.2 \) at the 125.6 rad/s case for the speed tracking through some heuristic knowledge [47-49] the gains of the PID controller on the tuning of the PID controller in order to achieve good transient and steady-state control performance. The speed tracking response of the rotor speed command \( \omega^*_c \), the
desired rotor speed command $\omega^*$ and the measured rotor speed $\omega_c$ for a PMSM servo-drive electric scooter using the PID controller at 125.6 rad/s case is shown in Fig. 13. The zoom error of speed response for a PMSM servo-drive electric scooter using the PID controller at 125.6 rad/s is shown in Fig. 14. The current tracking response of the command current $i_{ar}^*$ and measured current $i_{ar}$ in phase a for a PMSM servo-drive electric scooter using the PID controller at 125.6 rad/s case is shown in Fig. 15. The control effort $u_{c}$ response for a PMSM servo-drive electric scooter using the PID controller at 125.6 rad/s case is shown in Fig. 16. The speed tracking response of the rotor speed command $\omega_c^*$, the desired rotor speed command $\omega^*$ and the measured rotor speed $\omega_c$ for a PMSM servo-drive electric scooter using the PID controller at 251.2 rad/s case is shown in Fig. 17. The zoom error of speed response for
a PMSM servo-drive electric scooter using the PID controller at 251.2 rad/s is shown in Fig. 18. The current tracking response of the command current $i_{a\text{r}}$ and measured current $i_a$ in phase $a$ for a PMSM servo-drive electric scooter using the PID controller at 251.2 rad/s case is shown in Fig. 19. The control effort $u_a$ response for a PMSM servo-drive electric scooter using the PID controller at 251.2 rad/s case is shown in Fig. 20.

Since the low speed operation is the same as the nominal case due to smaller the lumped external disturbances with parameter variations, the speed tracking responses using the PI and PID controllers shown in Figs. 5 and 13 have better tracking performance. But the zoom errors of speed using the PI and PID controllers shown in Figs. 6 and 14 are larger and slower convergence. The degenerate speed tracking responses using the PI controller and PID

---

Fig. 12. Experimental result of the PI controller for a PMSM servo-drive electric scooter at 251.2 rad/s case with current tracking response

Fig. 13. Experimental result of the PID controller for a PMSM servo-drive electric scooter at 125.6 rad/s case with speed tracking response

Fig. 14. Experimental result of the PID controller for a PMSM servo-drive electric scooter at 125.6 rad/s case with zoom error of speed response

Fig. 15. Experimental result of the PID controller for a PMSM servo-drive electric scooter at 125.6 rad/s case with control effort response

Fig. 16. Experimental result of the PID controller for a PMSM servo-drive electric scooter at 125.6 rad/s case with current tracking response

Fig. 17. Experimental result of the PID controller for a PMSM servo-drive electric scooter at 251.2 rad/s case for speed tracking response
controllers shown in Figs. 9 and 17 resulted owing to the occurrence of the larger lumped external disturbances with parameter variations. In addition, the control efforts using the PI and PID controllers shown in Figs. 7, 11, 15 and 19 resulted larger chattering due to action on CVT system with nonlinear disturbance, such as belt shaking friction, nonlinear friction between primary pulley and second pulley. From the experimental results, sluggish speed tracking responses of the PI and PID controllers for a PMSM servo-drive electric scooter are obtained owing to the weak robustness of the linear controller without online adjustment mechanism. Moreover, the PID controller provided faster response than the PI controller but often has harder to control and more sensitive to changes in the plant. The problems with noise in the PI controller are exacerbated by the use of a differential gain $k_{ds}$ shown in Figs. 14, 15 and 16. To reduce the noise, lowering the frequency of the derivative’s low-pass filter will help, but it will also limit the effectiveness of the differential gain $k_{ds}$. Noise can also be reduced by reducing the differential gain $k_{ds}$ directly, but this is usually a poorer alternative than lowering the low-pass filter frequency.

For comparison with the proposed novel adaptive modified recurrent Legendre NN control system, the adopted three-layer feedforward NN control system with sigmoid activation function in the hidden layer has two, three and one neurons in the input layer, the hidden layer and the output layer, respectively. The experimental results of the three-layer feedforward NN control system controlled for a PMSM servo-drive electric scooter at 125.6 rad/s case and 251.2 rad/s case are shown in Figs. 21-28. The speed tracking response of the rotor speed command $\omega_c^*$, the desired rotor speed command $\omega_*^c$ and the measured rotor speed $\omega_c$ for a PMSM servo-drive electric scooter using the three-layer feedforward NN control system at 125.6 rad/s case is shown in Fig. 21. The zoom error of speed response for a PMSM servo-drive electric scooter using the three-layer feedforward NN control system at 125.6 rad/s is shown in Fig. 22. The current tracking response of the command current $i_{ar}^*$ and measured current $i_{ar}$ in phase a for a PMSM servo-drive electric scooter using the three-layer feedforward NN control system at 125.6 rad/s is shown in Fig. 23. The control effort $u_a$ response for a PMSM servo-drive electric scooter using the three-layer feedforward NN control system at 125.6 rad/s case is shown in Fig. 24.
mand $\omega^*_r$, the desired rotor speed command $\omega^*$ and the measured rotor speed $\omega_r$ for a PMSM servo-drive electric scooter using the three-layer feedforward NN control system at 251.2 rad/s case is shown in Fig. 25. The zoom error of speed response for a PMSM servo-drive electric scooter using the three-layer feedforward NN control system at 251.2 rad/s is shown in Fig. 26. The current tracking response of the command current $i_{ac}^*$ and measured current $i_{ac}$ in phase $a$ for a PMSM servo-drive electric scooter using the three-layer feedforward NN control system at 251.2 rad/s case is shown in Fig. 27. The control effort $u_a$ response for a PMSM servo-drive electric scooter using the three-layer feedforward NN control system at 251.2 rad/s case is shown in Fig. 28.

The control gains of the proposed novel adaptive mod-
ified recurrent Legendre NN control system are selected as \( \eta = 0.2 \) in order to achieve the best transient control performance in experimentation considering the requirement of stability. The parameter adjustment process remains continually active for the duration of the experimentation. The experimental results of the novel adaptive modified recurrent Legendre NN control system for a PMSM servo-drive electric scooter at 125.6 rad/s case and 251.2 rad/s case are shown in Figs. 29-36. The speed tracking response of the rotor speed command \( \omega^* \), the desired rotor speed command \( \omega^* \) and the measured rotor speed \( \omega_c \) for a PMSM servo-drive electric scooter using the novel adaptive modified recurrent Legendre NN control system at 125.6 rad/s case is shown in Fig. 29. The zoom error of speed response for a PMSM servo-drive electric scooter using the novel adaptive modified recurrent Legendre NN control system at 125.6 rad/s is shown in Fig. 30. The current tracking response of the command current \( i_{ar}^* \) and measured current \( i_{ar} \) in phase \( a \) for a PMSM servo-drive electric scooter using the novel adaptive modified recurrent Legendre NN control system at 125.6 rad/s case is shown in Fig. 31. The control effort \( u_a \) response for a PMSM servo-drive electric scooter using the novel adaptive modified recurrent Legendre NN control system at 251.2 rad/s case is shown in Fig. 36.

![Fig. 28. Experimental result of the three-layer feedforward NN control system for a PMSM servo-drive electric scooter at 251.2 rad/s case with current tracking response](image)

![Fig. 29. Experimental result of the novel adaptive modified recurrent Legendre NN control system for a PMSM servo-drive electric scooter at 125.6 rad/s case with speed tracking response](image)

![Fig. 30. Experimental result of the novel adaptive modified recurrent Legendre NN control system for a PMSM servo-drive electric scooter at 125.6 rad/s case with zoom error of speed response](image)

![Fig. 31. Experimental result of the novel adaptive modified recurrent Legendre NN control system for a PMSM servo-drive electric scooter at 251.2 rad/s case with control effort response](image)
Since the low speed operation is the same as the nominal case due to smaller the lumped external disturbances with parameters variations, the speed tracking responses for four control systems shown in Figs. 5, 13, 21 and 29 have better tracking performance. But the zoom errors of tracking speed using the PI controller and the PID controller shown in Figs. 6 and 14 are larger than the three-layer feedforward NN control system and the novel adaptive modified recurrent Legendre NN control system shown in Figs. 22 and 30, respectively, due to online adjustment abilities of the three-layer feedforward NN control system and the modified recurrent Legendre NN control system. Meanwhile, the control efforts using the PI controller and the PID controller shown in Figs. 7, 11 and 19 have larger chattering phenomena than the three-layer feedforward NN control system shown and the novel adaptive modified recurrent Legendre NN control system shown in Figs. 23, 27 and 31, 35, respectively. That is due to online adjustment abilities of the three-layer recurrent NN and the modified recurrent Legendre NN to cope with high frequency unmodeled dynamics of the controlled plant. In addition, the zoom errors of speed of the PI controller, the PID controller, the three-layer feedforward NN control system and the novel adaptive modified recurrent Legendre NN control system at 251.2 rad/s are shown in Figs. 10, 18, 26 and 34, respectively. From above experimental results, the novel adaptive modified recurrent
Legendre NN control system has smaller convergence error and faster dynamic response. However, owing to the online adaptive mechanism of modified recurrent Legendre NN and the remunerated controller, accurate tracking control performance of the PMSM can be obtained. These results show that the novel adaptive modified recurrent Legendre NN control system has better performance than the PI and PID controllers to speed perturbation for a PMSM servo-drive electric scooter. Additionally, the small chattering phenomena of the currents in phase a shown in Fig. 19, Fig. 22 and Fig. 25, Fig. 28 are induced by online adjustment of the three-layer feedforward NN and the modified recurrent Legendre NN to cope with highly nonlinear dynamics of system. Furthermore, the modified recurrent Legendre NN control system shown Figs. 30, 34 has faster convergence than the three-layer feedforward NN control system as comparison Fig. 30, Fig. 34 with Fig. 22, Fig. 26 due to lower computational complexity. Furthermore, the control efforts for the novel adaptive modified recurrent Legendre NN control system shown in Figs. 31, 35 have lower ripple than the three-layer feedforward NN control system shown in Figs. 23, 27 due to online adjustment mechanism of the modified recurrent Legendre NN to cope with high frequency unmodeled dynamics of the controlled plant and fast convergence capacity by using two vary learning rates.

In addition, the novel adaptive modified recurrent Legendre NN control system has faster dynamic response and faster convergence from the responses of the optimal learning rate of connective weight and the optimal learning rate of recurrent weight in the modified recurrent Legendre NN control at 125.6 rad/s case and 251.2 rad/s case shown in Figs. 37-38 and Figs. 39-40, respectively.

Finally, the measurement of load regulation under step disturbance torque is tested. The PI control, the PID control, the three-layer feedforward NN control system and the novel adaptive modified recurrent Legendre NN control system are tested under \( T_1 = 2 \, Nm \) load torque disturbance with adding load and shedding load. The experimental results of the measured rotor speed responses and measured current in phase a using the PI controller, the PID controller, the three-layer feedforward NN control system and the novel adaptive modified recurrent Legendre
NN control system under $T_l = 2 \text{Nm}$ load torque disturbance with adding load and shedding load at 251.2 rad/s are shown in Figs. 41, 43, 45 and 47, respectively. The zoom errors of speed of the PI controller, the PID controller, the three-layer feedforward NN control system and the novel adaptive modified recurrent Legendre NN control system under $T_l = 2 \text{Nm}$ load torque disturbance with adding load and shedding load at 251.2 rad/s are shown in Figs. 42, 44, 46 and 48, respectively.

From the experimental result, the rotor degenerated response under the variation of rotor inertia and load torque disturbance is much improved by means of the novel adaptive modified recurrent Legendre NN control system. From experimental results, transient response of the novel adaptive modified recurrent Legendre NN control system is much better than the PI controller, the PID controller and the three-layer feedforward NN control system at load regulation. Moreover, the novel adaptive modified recurrent Legendre NN control system has faster convergence and better load regulation than the three-layer feedforward NN control system under the variation of rotor inertia and load torque.

![Fig. 41. Experimental result of the PI controller under $T_l = 2 \text{Nm}$ load torque disturbance with adding load and shedding load at 251.2 rad/s case for speed response and current response](image1)

![Fig. 42. Experimental result of the PI controller under $T_l = 2 \text{Nm}$ load torque disturbance with adding load and shedding load at 251.2 rad/s case for zoom error of speed response](image2)

![Fig. 43. Experimental result of the PID controller under $T_l = 2 \text{Nm}$ load torque disturbance with adding load and shedding load at 251.2 rad/s case for speed response and current response](image3)

![Fig. 44. Experimental result of the PID controller under $T_l = 2 \text{Nm}$ load torque disturbance with adding load and shedding load at 251.2 rad/s case for zoom error of speed response](image4)

5 CONCLUSION

A PMSM servo-drive electric scooter system controlled by the novel adaptive modified recurrent Legendre NN control system with online parameter adjustment and fast convergence has been successfully developed in this study.

Firstly, the dynamic models of the PMSM servo-drive electric scooter system were derived. Because the electric scooter is a nonlinear and time-varying system, sluggish speed tracking are obtained for the PI and PID controlled PMSM servo-drive electric scooter owing to the weak robustness of the linear controller. Therefore, the PMSM servo-drive electric scooter controlled by the novel adaptive modified recurrent Legendre NN control system is developed in order to raise robustness under the occurrence of the variation of rotor inertia and load torque disturbance.

Secondly, the online parameter tuning methodology of the modified recurrent Legendre NN and the estimation law of the remunerated controller are derived by using the
Lyapunov stability theorem and gradient descent method.

In addition, the novel adaptive modified recurrent Legendre NN control system has faster convergence ability and better online learning capability than the three-layer feedforward NN control system in order to be able to fast cap-ture the system’s nonlinear and time-varying behaviors.

Moreover, the remunerated control with estimation law posed to remunerate the difference between ideal control and the modified recurrent Legendre NN control.

Finally, the control performance of the proposed novel adaptive modified recurrent Legendre control system is more suitable than the PI controller, the PID controller and the three-layer feedforward NN control system for the PMSM servo-drive electric scooter system from experimental results.
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