ABSTRACT. We construct a new Hrushovski-Kazhdan style motivic integral, the so-call bounded integral, that interpolates the integral with volume forms and that without volume forms. This is done within the framework of model theory of algebraically closed valued fields of equicharacteristic zero. As the main application, we rectify and refine some results of Hrushovski and Loeser on how to construct motivic Milnor fiber without resolution of singularities.
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1. Introduction

Recent years have seen significant development in applying the Hrushovski-Kazhdan integration theory to the study of a variety of topics in geometry and topology, especially those around Denef-Loeser’s motivic Milnor fiber. Such an approach was first articulated in [9] for the purpose of finding a more conceptual (read “resolution-free”) construction of the complex motivic Milnor fiber, among other things; unfortunately, it contains a substantial technical oversight. The main goal of this paper is to present a new Hrushovski-Kazhdan style integral, the so-call bounded integral, that interpolates (or refines) the integral with volume forms and that without volume forms, and thereby fully rectify the results in [9]. The overhaul taken up here constitutes a comprehensive expansion of the theoretical framework of the Hrushovski-Kazhdan style integration that should prove amenable to new applications in the future.

We now explain our construction in more detail. In this introduction, for concreteness, we work in the field $\mathcal{C} = \bigcup_{m \in \mathbb{Z}^+} \mathbb{C}(t^{1/m})$ of complex Puiseux series. This field is the algebraic closure of the field $\mathbb{C}(t)$ of complex Laurent series. A typical element takes the form $x = \sum_{n \in \mathbb{Z}} a_n t^{n/m}$ for some $m \in \mathbb{Z}^+$ such that its support $\text{supp}(x) = \{n/m \in \mathbb{Q} | a_n \neq 0\}$ is well-ordered, in other words, there is a $q \in \mathbb{Q}$ such that $a_n = 0$ for all $n/m < q$. We think of $k := \mathbb{C}$ as a subfield of $\mathcal{C}$ via the embedding $a \mapsto at^0$. The map $\text{val} : \mathcal{C}^\times \to \mathbb{Q}$ given by $x \mapsto \text{min sup}(x)$ is indeed a valuation, and its valuation ring $\mathcal{O}$ consists of those series $x$ with $\text{min sup}(x) \geq 0$ and its maximal ideal $\mathcal{M}$ of those series $x$ with $\text{min sup}(x) > 0$. Its residue field $\mathfrak{k}$ admits a section onto $k$ and hence is isomorphic to $\mathbb{C}$. For a series $x = \sum_{n \in \mathbb{Z}} a_n t^{n/m} \in \mathcal{C}$ with $\text{val}(x) = p/m$, let $\text{rv}(x) = a_p t^{p/m}$, which is called the leading term of $x$.

It is well-known that $(\mathcal{C}, \mathcal{O})$ is an algebraically closed valued field of equicharacteristic zero. Thus, we may think of it as an $\mathcal{L}_{\text{RV}}$-model of the first-order theory $\text{ACVF}(0, 0)$ of such fields, with the parameter space (the “ground field”) $S = \mathbb{C}(t)$. Here the two sorts $\text{VF}$, $\text{RV}$ of the language $\mathcal{L}_{\text{RV}}$ are interpreted, respectively, as $\mathcal{C}$, $\mathcal{C}^\times / 1 + \mathcal{M}$ (or, equivalently, the set of leading terms) and the cross-sort function $\text{rv} : \text{VF}^\times \to \text{RV}$ as the quotient map (or the leading term map described above). The obvious epimorphism from RV onto the value group $\Gamma = \mathbb{Q}$, also referred to as the $\Gamma$-sort, with the kernel $k^\times$, is denoted by $\text{rvr}$. See [17, § 2] for the precise definitions. The Galois group $\text{Gal}([\mathcal{C}^\times / \mathbb{C}(t)])$, which is also the group of automorphisms over $\mathbb{C}(t)$ of $\mathcal{C}$ as a model of $\text{ACVF}(0, 0)$, may be identified with the procyclic group $\hat{\mu}$ of roots of unity (the limit of the inverse system of groups $\mu_n$ of $n$th roots of unity).

The category $\text{VF}_*$ essentially consists of the definable subsets of $\text{VF}^n$, $n \geq 0$, as objects and the definable bijections between them as morphisms. The category $\text{RV}[k]$ essentially consists of the definable subsets of $\text{RV}^k$ as objects and the definable bijections between them as morphisms. The category $\text{RV}[*]$ is the coproduct of $\text{RV}[k]$, $k \geq 0$, and hence is equipped with a gradation by ambient dimensions. The actual definitions will be recalled in §3.

To such categories one associates Grothendieck rings $\textbf{K} \text{VF}_*$ and $\textbf{K} \text{RV}[*]$, roughly constructed as the free group generated by isomorphism classes of objects, subject to the usual scissor relation $[A \smallsetminus B] + [B] = [A]$ for any objects $A \subseteq B$, and the product being given by fiber product. See Definition 3.1 for details.

Pulling back from RV to VF along the map $\text{rv} : \text{VF}^\times \to \text{RV}$ yields a ring homomorphism between the Grothendieck rings

$$\mathbb{L} : \textbf{K} \text{RV}[*] \to \textbf{K} \text{VF}_*$$

One of the main results of [8] states that $\mathbb{L}$ is surjective with the kernel $(P - 1)$, where $P$ stands for the element $\{1\} - [\text{rv}(\mathcal{M} \smallsetminus 0)]$ in $\textbf{K} \text{RV}[1]$ (so the principal ideal $(P - 1)$ is not homogenous),
and hence, inverting, we get a canonical isomorphism

$$\int : KVF_* \longrightarrow KRV[\ast]/(P - 1).$$

The structure of $KRV[\ast]$ can be significantly elucidated. To wit, it is isomorphic to a tensor product of two other Grothendieck rings $KRES[\ast]$ and $K\Gamma[\ast]$, where $RES[\ast]$ is the category of twisted constructible sets in the residue field $k$ and $\Gamma[\ast]$ is the category of definable sets in the value group $\Gamma$ (as an $o$-minimal group), both are graded by ambient dimensions. The objects of $RES[\ast]$ are twisted because the short exact sequence

$$1 \longrightarrow k^\times \longrightarrow RV \longrightarrow \Gamma \longrightarrow 0$$

does not admit a natural splitting, and $K\Gamma[\ast]$ is not the Grothendieck ring of $o$-minimal groups because not all definable bijections are admitted as morphisms. Anyway, we have two retractions from $KRV[\ast]$ onto a quotient $!KRES$ of $KRES$ (the gradation is forgotten) that vanish on $(P - 1)$, reflecting the fact that there are two Euler characteristics in the $\Gamma$-sort; these are denoted by $\mathbb{E}_b$, $\mathbb{E}_g$.

The objects of $VF_*$, $RV[\ast]$ may be equipped with $\Gamma$-volume forms, and the resulting categories are denoted by $\mu VF[\ast]$, $\mu RV[\ast]$. There is again a canonical isomorphism

$$\int^\mu : K\muVF[\ast] \longrightarrow K\muRV[\ast]/(P),$$

where the principal ideal $(P)$ is now homogenous. The ring $K\mu RV[\ast]$ can be expressed as a tensor product of $K\mu RES[\ast]$ and $K\mu \Gamma[\ast]$, which induces two retractions $\mu\mathbb{E}_b$, $\mu\mathbb{E}_g$ from $K\mu RV[\ast]$ onto $!KRES[\ast]$ that vanish on $(P)$; see the right column of the diagram (1.2).

We think of $\int$ as the universal additive invariant (or generalized Euler characteristic) of definable sets and $\int^\mu$ as a motivic integral. They are not directly related, though: in $KVF_*$, two objects are identified if there is a definable bijection between them, whereas in $K\mu VF[\ast]$, two objects are identified if there is a measure-preserving bijection between two dense subobjects.

The main result of this paper is that the two isomorphisms $\int$, $\int^\mu$ can be interpolated by a third one, the bounded integral (Theorem 7.20):

$$\int^\circ : K\muVF^\circ[\ast] \longrightarrow K\muRV^b[\ast]/(P_\Gamma).$$

The category $\mu VF^\circ[\ast]$ consists of those proper invariant objects of $\mu VF[\ast]$, which roughly means a bounded definable set that is a union of open boxes of valuative radius $\gamma$, $\gamma \in \Gamma$. The category $\mu RV^b[\ast]$ consists of those doubly bounded objects of $\mu RV[\ast]$, in the sense that its image in the value group is doubly bounded. See § 6.1 for the precise definitions. Note that $\mu VF^\circ[\ast]$ is also graded since, as in classical measure theory, gradation by ambient dimensions is a necessity in the presence of volume forms (a curve has no volume if considered as a subset of a surface). The ideal $(P_\Gamma)$ is homogenous but no longer principal; it is generated by the elements $P_\gamma \in K\mu RV^b[1]$, one for each $\gamma \in \mathbb{Z}^+$, defined as follows. Let $M_\gamma$ be the open disc around 0 with valuative radius $\gamma$ and $t_\gamma \in rv^{-1}(\gamma)$ a definable element. Then $P_\gamma$ is the element

$$[rv(M \setminus M_\gamma)] + [{\{t_\gamma\}}] - [{\{1\}}]$$

with the constant volume form 0, and it does not depend on the choice of $t_\gamma$. We can express $K\mu RV^b[\ast]$ as a tensor product of $K\mu RES[\ast]$ and $K\mu \Gamma^b[\ast]$. Since the objects of $\mu \Gamma^b[\ast]$ are doubly bounded, the two Euler characteristics coincide and consequently there is only one retraction $\mathbb{E}^\circ$ from $K\mu RV^b[\ast]$ onto $!KRES$ that vanishes on $(P_\Gamma)$. 
The situation is summarized in the commutative diagram (1.2). More precisely, speaking, the bounded integral $f^\circ$ is a common refinement of $f$ and $f^\circ$: it is finer than $f$ because it carries volume forms, and it is finer than $f^\circ$ because it only admits those measure-preserving morphisms that are defined everywhere (as opposed to on dense subobjects).

\[
\begin{array}{ccc}
\bf{K \, VF}_\ast & \longrightarrow & \bf{K \, \mu VF^\circ}[\ast] \\
\mu & \downarrow & \downarrow \\
\bf{K \, RV}[\ast]/(P - 1) & \longleftarrow & \bf{K \, \mu RV^b}[\ast]/(P) \\
\end{array}
\]

(1.2)

The general strategy for the construction of the bounded integral $f^\circ$ follows roughly that of the original Hrushovski-Kazhdan integral. One first defines a lifting homomorphism from $\bf{K \, \mu RV^b}[\ast]$ to $\bf{K \, \mu VF^\circ}[\ast]$, shows that it is surjective, then studies its kernel. On the technical side, in order to stay within the realm of proper invariant sets at each step of the construction, one is led to the notion of a proper covariant bijection, first formulated in [9]. It goes as follows (see Definition 6.2 for more details). For $\alpha \in \Gamma$, let $\pi_\alpha : \bf{VF} \to \bf{VF}/M_\alpha$ be the projection map; if $\alpha \in \Gamma^n$ then $\pi_\alpha$ denotes the product of the maps $\pi_{\alpha_i}$. A definable bijection $f$ from $A \subseteq \bf{VF}^\circ$ onto $B \subseteq \bf{VF}^m$ is said to be proper covariant if there are $\alpha \in \Gamma^m$, $\beta \in \Gamma^n$, and a function $f_\alpha : \pi_\alpha(A) \to \pi_\beta(B)$ such that $A$ is $\alpha$-invariant, $B$ is $\beta$-invariant, and $\pi_\beta \circ f = f_\beta \circ \pi_\alpha$. In order to show the existence of such proper covariant bijections of a very special kind, we establish in §2.3 some general properties of definable continuous functions, reminiscent of those of definable continuous functions in o-minimal theories (see, for instance, [4, Chapter 6]).

Next, we turn to the construction of the motivic Milnor fiber attached to a nonconstant polynomial function $f : (\bf{C}^d, 0) \to (\bf{C}, 0)$, where $0$ is assumed to be a singular point, that is, $\nabla f(0) = 0$.

By an (algebraic) variety over a field $k$, we mean a reduced separated $k$-scheme of finite type. We denote by $\bf{Var}_k$ the category of varieties over $k$. Let $\bf{K Var}_C$ be the Grothendieck ring of complex algebraic varieties and $\bf{K \hat{\mu} Var}_C$ the corresponding Grothendieck ring with good $\hat{\mu}$-actions. Here, in addition to the factorization requirement for the $\hat{\mu}$-actions, the qualifier “good” also means that a $C$-vector space endowed with a linear $\hat{\mu}$-action is identified with the same $C$-vector space but endowed with the trivial $\hat{\mu}$-action.

Let $\mathcal{L}$ be the space of formal arcs on $\bf{C}^d$ at 0. So each element in $\mathcal{L}$ is of the form $\gamma(t) = (\gamma_1(t), \ldots, \gamma_d(t))$, where $\gamma_i(t)$ is a complex formal power series and $\gamma_i(0) = 0$. For each $m \in \bf{Z}^+$, let $\mathcal{L}_m$ be the space of such arcs modulo $t^{m+1}$ (also referred to as “truncated arcs”). Consider the following locally closed subset of $\mathcal{L}_m$:

$\mathcal{X}_{f,m} = \{ \gamma(t) \in \mathcal{L}_m \mid f(\gamma(t)) = t^m \mod t^{m+1} \}$.

It may be viewed in a natural way as the set of closed points of an algebraic variety over $\bf{C}$ and, as such, carries a natural $\mu_m$-action. The motivic zeta function attached to $f$ is then the generating series whose coefficients are in effect the “$\hat{\mu}$-equivariant motivic volumes” of the sets of truncated arcs above:

$Z_f(T) = \sum_{m \in \bf{Z}^+} [\mathcal{X}_{f,m}][A]^{-nd}t^m \in \bf{K \hat{\mu} Var}_C[[A]^{-1}][[T]]$.

It is shown in [2, 3] that $Z_f(T)$ is rational and belongs to $\bf{K \hat{\mu} Var}_C[[A]^{-1}][[T]]$, where the subscript “$\hat{\mu}$” indicates that the ring is localized by certain multiplicative family of elements. The motivic Milnor fiber

$\mathcal{J}_f = - \lim_{T \to \infty} Z_f(T)$
is then extracted from this rational expression via a formal process of sending the variable $T$ to infinity (this process is also summarized in [9, § 8.4]). Of course, to justify calling $\mathcal{J}_f$ a “Milnor so-and-so” one needs to show, at the very least, that invariants of the topological Milnor fiber $F_f$ attached to $f$ can be recovered from it. This is indeed the case for, say, the Euler characteristic and the Hodge characteristic.

Originally, the proofs that $Z_f(T)$ is rational and the Euler (or Hodge) characteristics coincide both rely on resolution of singularities. More recently, in [9], these results are established by way of a more conceptual construction. To begin with, $Z_f(T)$ is expressed as

$$\sum_{m \in \mathbb{Z}^+} H_m(\mathcal{X}_f) T^m,$$

where the coefficients $H_m(\mathcal{X}_f)$ are certain integrals of definable sets that take values in the ring $K^{\hat{\mu}} \text{Var}_C[[A]^{-1}]$, and the so-called nonarchimedean Milnor fiber of $f$ is the definable set

$$\mathcal{X}_f = \{ x \in \mathcal{M}^d \mid \text{rv}(f(x)) = \text{rv}(t) \}.$$  

Formulated in this way, the rationality of $Z_f(T)$ essentially follows from certain computation rules of (convergent) geometric series. That the Euler characteristics of $\mathcal{J}_f$ and $F_f$ coincide follows from the fact that we can express both the Euler characteristic of each coefficient of $Z_f(T)$ and that of $F_f$ in terms of traces of the monodromy action on the cohomological groups of $F_f$, where the first expression relies on the resolution-free proofs of the A’Campo-Denef-Loeser formula (this is the main point of [9]) and quasi-unipotence of local monodromy (see [9, Remark 8.5.5]). However, technical difficulties, arising from the fact that none of the morphisms (8.1.4), (8.1.6), and (8.1.7) in [9] is surjective, contrary to what is claimed in [8, Proposition 10.10(2)], make their construction of the integral $H_m$ incomplete.

To remedy this, as an application of our main result, we complete their construction by recasting it in the formalism of the bounded integral $\int^\circ$. More specifically, recall from [9, § 4.3] the canonical isomorphism

$$\Theta : !K \text{RES} \rightarrow K^{\hat{\mu}} \text{Var}_C,$$

which is essentially the operation of “twisting back” via a reduced cross-section (Definition 5.4).

Let $K^{\hat{\mu}} \text{Var}_C[[A]^{-1}]_{\text{loc}}$ be the localization of $K^{\hat{\mu}} \text{Var}_C[[A]^{-1}]$ by the multiplicative family generated by the elements $1 - [A]^{-i}, i \in \mathbb{Z}^+$. Let $K^{\hat{\mu}} \text{Var}_C[[A]^{-1}][T]$ be the localization of $K^{\hat{\mu}} \text{Var}_C[[A]^{-1}][T]$ by the multiplicative family generated by the elements $1 - [A]^a T^b$, where $a \in \mathbb{Z}$ and $b \in \mathbb{Z}^+$; it may be regarded as a subring of $K^{\hat{\mu}} \text{Var}_C[[A]^{-1}][T]$. Then we have a commutative diagram (1.3). The superscript “$\hat{\mu}$” means that the integral is restricted to the subring of a sort of “integrable”

$$\begin{align*}
K^{\hat{\mu}} \text{Var}_C & \xrightarrow{\Theta \circ \text{loc}} K^{\hat{\mu}} \text{Var}_C[[A]^{-1}]_{\text{loc}}[T] \xrightarrow{- \lim} K^{\hat{\mu}} \text{Var}_C[[A]^{-1}]_{\text{loc}}[T]_{\text{loc}} \\
\text{KRV}[*]/(P - 1) & \xrightarrow{f^\circ} K^{\hat{\mu}} \text{RV}^{\hat{\mu}}[*]/(P_T) \xrightarrow{f^\mu} K^{\hat{\mu}} \text{RV}^{\hat{\mu}}[*]/(P) \\
K^{\hat{\mu}} \mu \text{VF}_* & \xrightarrow{f} K^{\hat{\mu}} \mu \text{VF}[\ast] \xrightarrow{f^\circ} K^{\hat{\mu}} \mu \text{VF}[\ast]
\end{align*}$$

(1.3)
sets. The map $Z$ assigns, to each object $[U] \in K^2_{\mu RV^d[b]}$, a power series

$$Z([U])(T) = \sum_{m \in \mathbb{Z}^+} H_m([U])T^m \in K^\mu \text{Var}_C([A]^{-1})[T],$$

that is, the motivic zeta function of $U$, where $H_m$ is the rectified version of $H_m$. Note that $Z$ is a ring homomorphism with respect to the Hadamard product in the target. It turns out that $Z([U])(T)$ is rational and belongs to $K^\mu \text{Var}_C([A]^{-1})[T]$. The formal process $T \to \infty$ mentioned above then lands us in $K^\mu \text{Var}_C([A]^{-1})$; this is the map $\lim$. If we take $[U]/(P_1) = \int([\mathcal{X}_f])$ then the end result is the motivic Milnor fiber $\mathcal{S}_f$.

Since $\mathcal{X}_f$ also lives in $VF_*$, we can recover $\mathcal{S}_f$ directly as $(\Theta \circ \mathbb{E}_b \circ \int)([[\mathcal{X}_f]])$ in $K^\mu \text{Var}_C$, without even inverting $[A]$. This is indeed a salient point. However, for comparison with the Denef-Loeser construction, we have to go down to $K^\mu \text{Var}_C([A]^{-1})$, since that is where the coefficients of the motivic zeta function live.

The composite $\Theta \circ \mathbb{E}_b \circ \int$ is referred to as the *motivic volume operator*, usually denoted by $\text{Vol}$, and is already used implicitly in [8]. Since its reemergence in [9], it has been featured in a growing list of applications, see [15, 12, 11, 7, 14].

The nonarchimedean Milnor fiber $\mathcal{S}_f$ is closely related to the analytic Milnor fiber $\mathcal{F}_f^m$ introduced in [13]. The $\mathbb{C}$-rational points of $\mathcal{F}_f^m$ may be understood as an object of $VF_*$ (but not $\mu VF^0[b]$) and hence, as such, admits a motivic volume $\text{Vol}(\mathcal{F}_f^m)$. This is indeed the motivic Milnor fiber $\mathcal{S}_f$. This fact is already proven in [12], but without taking the $\mu$-actions into account, and also in [11, 7]. The arguments there all rely on resolution of singularities.

The bounded integral $\int^\circ$ is also used in [6] to obtain similar results on real motivic Milnor fiber.

In § 5 as a computational tool, we introduce the notion of a twistoid. There we prove two Fubini theorems that are not related to the rest of the paper. The first is a version of the tropical Fubini theorem of [11]. In a simplified form (but of central interest), the second states the following.

**Theorem.** Let $f : A \to B$, $f : A' \to B$ be morphisms of varieties over $C$. If $\text{Vol}_b([f^{-1}(b)]) = \text{Vol}_b([f'^{-1}(b)])$ for all $b \in B$ then $\text{Vol}([A]) = \text{Vol}([A'])$. Consequently, if $\text{Vol}_b([f^{-1}(b)]) = 0$ for all $b \in B$ then $\text{Vol}([A]) = 0$.

Here the operator $\text{Vol}_b$ is similar to $\text{Vol}$, but over the parameter space $C(t)(b)$. It is essential to consider $b$ in a sufficiently saturated model $\mathbb{U}$ of ACVF(0, 0) instead of $\mathbb{C}$, allowing the hypothesis to be tested at generic points. A more general version, with $A, B$ possibly arbitrary definable sets, appears as Theorem [5.17] but one needs to be more careful about the definition of $\text{Vol}_b$.

Some property of this form is needed in [10]. We expect to find more applications of these results in motivic Donaldson-Thomas theory, along the line of [11].

The paper is organized as follows. In § 2 we recall and extend certain facts on definable sets in ACVF(0, 0) that are needed later on. In particular, some new results about continuous definable functions in this environment are obtained, which could be of independent interest, such as fusion of continuous fibers (Proposition [2.51]) and curve selection (Lemma [2.46]), which closely resemble their counterparts in the $\sigma$-minimal setting. In the short § 3 is introduced notations and results from the original Hrushovski-Kazhdan paper [8]. In § 4 we show how to replace classes of polytopes with numbers and thereby construct a retraction map from the Grothendieck ring in RV to that of varieties. Invariance and covariance are defined and investigated in § 6 where the surjectivity of the lifting homomorphism (1.1) is also established. Then in § 7 we study its kernel and finish the construction of the bounded integral $\int^\circ$. Finally, § 8 is devoted to the construction of motivic zeta function and motivic Milnor fiber, rectifying the result in [9].
2. Technicalities

2.1. Setting and notation.

Notation 2.1 (Coordinate projections). For each \( n \in \mathbb{N} \), let \([n]\) denote the set \( \{1, \ldots, n\} \). For any \( E \subseteq [n] \), we write \( \text{pr}_E(A) \), or even \( A_E \), when there is no danger of confusion, for the projection of \( A \) into the coordinates contained in \( E \). It is often more convenient to use simple standard descriptions as subscripts. For example, if \( E \) is a singleton \( \{i\} \) then we shall always write \( E = [i] \) and \( \tilde{E} := [n] \setminus E \) as \( \tilde{i} \); similarly, if \( E = [i], \{k \mid i \leq k \leq j\}, \{k \mid i < k < j\} \), (all the coordinates in the sort \( S \) ), etc., then we may write \( \text{pr}_{\{i\}}, \text{pr}_{[i,j]}, A_{(i,j)}, A_S \), etc.; in particular, we shall frequently write \( A_{\text{VF}} \) and \( A_{\text{RV}} \) for the projections of \( A \) into the VF-sort and RV-sort coordinates.

Unless otherwise specified, by writing \( a \in A \) we shall mean that \( a \) is a finite tuple of elements (or “points”) of \( A \), whose length, denoted by \( \text{lh}(a) \), is not always indicated. If \( a = (a_1, \ldots, a_n) \) then, for \( 1 \leq i < j \leq n \), following the notational scheme above, \( a_i, a_t, a_{\leq i}, a_{[i,j]}, a_{\text{VF}} \), etc., are shorthand for the corresponding subtuples of \( a \).

We shall write \( \{t\} \times A, \{t\} \cup A, A \setminus \{t\} \), etc., simply as \( t \times A, t \cup A, A \setminus t \), etc., when it is clearly understood that \( t \) is an element and hence must be interpreted as a singleton in these expressions.

For \( a \in A_{\tilde{E}} \), the fiber \( \{b : (b,a) \in A\} \subseteq A_{\tilde{E}} \) over \( a \) is often denoted by \( A_a \). Note that, in the discussion below, the distinction between the two sets \( A_a \) and \( A_a \times \{a\} \) is usually immaterial and hence they may and shall be tacitly identified. In particular, given a function \( f : A \longrightarrow B \) and \( b \in B \), the pullback \( f^{-1}(b) \) is sometimes written as \( A_b \) as well. This is a special case since functions are identified with their graphs. This notational scheme is especially useful when the function \( f \) has been clearly understood in the context and hence there is no need to spell it out all the time.

From here on we work in a sufficiently saturated model \( U \) of ACVF(0,0), together with a parameter set \( S \), which is supposed to be a substructure of \( U \). So by a definable set we shall mean an \( S \)-definable set, unless indicated otherwise.

Notation 2.2. There is a special element \( \infty = \text{rv}(0) \) in the RV-sort. For simplicity, we shall write RV to mean the RV-sort without the element \( \infty \), and RV\( \infty \) otherwise — that is, RV = rv(VF\( ^{\times} \)) and RV\( _\infty \) = rv(VF) — although the difference rarely matters (when it does we will of course provide further clarification).

Terminology 2.3 (Sets and subsets). By a definable set in VF we mean a definable subset in the sort VF, by which we just mean a subset of VF\(^n\) for some \( n \), unless indicated otherwise; similarly for other sorts or structures in place of VF that have been clearly understood in the context, such as RV\( _\infty \), \( \mathbb{k}, \mathbb{M}, \) or any substructure \( \mathbb{M} \) of \( U \). In particular, a definable set without further qualification means a definable set in \( U \), that is, a definable subset of VF\(^n\) × RV\(_m\) for some \( n, m \in \mathbb{N} \).

Terminology 2.4 (Relations as functions). We may think of a relation \( C \) between two sets \( A \) and \( B \), that is, a subset \( C \subseteq A \times B \), as a function from \( A \) into the powerset \( \mathcal{P}(B) \). For instance, if \( A \subseteq VF^n \times RV^m \) is a definable set then it may be thought of as a definable function from \( A_{\text{VF}} \) into \( \mathcal{P}(RV^m) \). Thus a definable function \( f : A \longrightarrow \mathcal{P}(B) \) is ontologically the same as the definable set \( \bigcup_{a \in A} a \times f(a) \). We say that \( f \) is finitary if \( f(a) \) is finite for every \( a \in A \).

The default topology in \( U \) is the valuation topology.

Notation 2.5. A set \( p \subseteq VF^n \times RV^m \) of the form \( \prod_{i \leq n} b_i \times t \) is called an (open, closed, RV-) polydisc if each \( b_i \) is an (open, closed, RV-) disc. The radius \( \text{rad}(p) \) of the polydisc \( p \) is the tuple \( (\text{rad}(b_1), \ldots, \text{rad}(b_n)) \). The open and closed polydiscs centered at a point \( (a,t) \in VF^n \times RV^m \) with radius \( \gamma \in \Gamma_\infty \) are denoted by \( \mathfrak{o}((a,t), \gamma) \), \( c((a,t), \gamma) \), respectively.
The subdiscs $D(0, \gamma)$, $\Omega(0, \gamma)$ of $\text{VF}$ are more suggestively denoted by $\mathcal{M}_\gamma$, $\mathcal{O}_\gamma$, respectively, and $\mathcal{M}_0, \mathcal{O}_0$ are even more suggestively denoted by $\mathcal{M}, \mathcal{O}$. Write $\text{RV}_\infty^\infty = \text{rv}(\mathcal{M})$ and $\text{RV}_\infty^\infty = \text{RV}_\infty^\infty \setminus \infty$. More generally, for $\gamma \in \Gamma$, denote by $\text{RV}_\gamma^\infty$ the set $\text{rv}(\mathcal{M}_\gamma \setminus 0)$.

The RV-hull of a set $A$, denoted by $\text{RVH}(A)$, is the union of all the RV-polydiscs whose intersections with $A$ are nonempty. If $A$ equals $\text{RVH}(A)$ then $A$ is called an RV-pullback.

**Terminology 2.6.** A VF-fiber of a set $A$ is a set of the form $A_t$, where $t \in A_{RV}$; in particular, a VF-fiber of a function $f : A \to B$ is a set of the form $f_t$ for some $t \in f_{RV}$ (here $f$ also stands for its own graph) which is indeed (the graph of) a function. We say that $A$ is open if every one of its VF-fibers is, $f$ is continuous if every one of its VF-fibers is, and so on. This is the right point of view since, for instance, it can be readily checked that if $f, g$ are continuous functions with $\text{ran}(f) \subseteq \text{dom}(g)$ then $g \circ f$ is also continuous.

**Notation 2.7.** Semantically we shall treat the value group $\Gamma$ as a definable sort (the $\Gamma$-sort). However, syntactically any reference to $\Gamma$ may be eliminated in the usual way and we can still work with $\mathcal{L}_{RV}$-formulas for the same purpose. This implies that $\gamma \in \Gamma$ is definable means that $\text{val}^{-1}(\gamma)$ is definable.

We shall write $\gamma^2$, $\gamma \in \Gamma$, when we want to emphasize that it is the set $\text{rv}^{-1}(\gamma) \subseteq RV$ that is being considered. More generally, if $I$ is a set in $\Gamma$ then we write $I^2 = \bigcup \{ \gamma^2 \mid \gamma \in I \}$. Similarly, if $U$ is a set in RV then $U^2$ stands for $\bigcup \{ \text{rv}^{-1}(t) \mid t \in U \}$. In particular, $\gamma^2 = \{ x \in \text{VF} \mid \text{val}(x) = \gamma \}$.

**Notation 2.8.** Let $U \subseteq \text{RV}^n \times \Gamma^m$, $V \subseteq \text{RV}^n \times \Gamma^m$, and $C \subseteq U \times V$. The $\Gamma$-Jacobian of $C$ at $((u, \alpha), (v, \beta)) \in C$, written as $\text{Jcb}_\Gamma((u, \alpha), (v, \beta))$, is the element

$$\text{Jcb}_\Gamma((u, \alpha), (v, \beta)) = -\Sigma(\text{rv}(u, \alpha)) + \Sigma(\text{rv}(v, \beta)),$$

where $\Sigma(\gamma_1, \ldots, \gamma_n) = \gamma_1 + \ldots + \gamma_n$. If $C$ is the graph of a function then we just write $\text{Jcb}_\Gamma C(u, \alpha)$ instead of $\text{Jcb}_\Gamma((u, \alpha), C(u, \alpha))$.

**Convention 2.9.** We may and shall assume that in any $\mathcal{L}_{RV}$-formula, every VF-sort term (polynomial) occurs in the scope of an instance of the function symbol rv. For example, if $f(x)$, $g(x)$ are polynomials then the formula $f(x) = g(x)$ is equivalent to $\text{rv}(f(x) - g(x)) = \infty$. The polynomial $f(x)$ in $\text{rv}(f(x))$ is referred to as a top term (of the $\mathcal{L}_{RV}$-formula in question).

**Notation 2.10** (The definable sort DC of discs). At times it will be more convenient to work in the traditional expansion $\mathbb{U}^\infty$ of $\mathbb{U}$ by all definable sorts. However, for our purpose, a much simpler expansion $\mathbb{U}^*$ suffices. This expansion has only one additional sort DC that contains, as elements, all the open and closed discs. Since each point in $\text{VF}$ may be regarded as a closed disc of valutative radius $\infty$, for convenience, we may and occasionally do think of $\text{VF}$ as a subset of $\text{DC}$. Heuristically, we may think of a disc that is properly contained in an RV-disc as a “thickened” point of certain stature in $\text{VF}$. For each $\gamma \in \Gamma$, there are two additional cross-sort maps $\text{VF} \to \text{DC}$ in $\mathbb{U}^*$, one sends $a$ to the open disc, the other to the closed disc, of radius $\gamma$ that contain $a$.

The expansion $\mathbb{U}^*$ can help reduce the technical complexity of our discussion. However, as is the case with the definable $\Gamma$-sort, it is conceptually inessential since, for the purpose of this paper, all allusions to discs as (imaginary) elements may be eliminated in favor of objects already definable in $\mathbb{U}$.

Whether parameters in $\text{DC}$ are used or not shall be indicated explicitly, if it is necessary, by means of introducing parameters of the form $\gamma$ or the phrase “in $\mathbb{U}^*$," in which case the substructure $\mathcal{S}$ may contain names for discs that may or may not be definable from $\text{VF}(\mathcal{S}) \cup \text{RV}(\mathcal{S})$.

Note that it is redundant to include in DC discs centered at 0, since they may be identified with their valuative radii ($\Gamma$ is already treated as a definable sort).
For a disc $a \subseteq VF$, the corresponding imaginary element in $DC$ is denoted by $\langle a \rangle$ when notational distinction makes the discussion more streamlined; $\langle a \rangle$ may be heuristically thought of as the “name” of $a$. Conversely, a set $D \subseteq DC$ is often identified with the set $\{ a \mid \langle a \rangle \in D \}$, in which case $\bigcup D$ denotes a subset of $VF$.

2.2. Of points, discs, and atoms. The substructure $S$ is $VF$-generated if it is generated solely by elements in $VF$, similarly for being $(VF, RV)$-generated, and so on. If $S$ is $VF$-generated then the map $rv$ is surjective in $S$, but its value group $\Gamma(S)$ could still be trivial. If $\Gamma(S)$ is indeed nontrivial then the model-theoretic algebraic closure $acl S$ of $S$ is a model of $ACVF(0,0)$; see, for instance, [16 Corollary 4.18]. In that case, we also know what the definable closure $dcl S$ of $S$ is:

**Lemma 2.11.** Suppose that $S$ is $VF$-generated and $\Gamma(S)$ is nontrivial. Then $dcl S = S$ if and only if the underlying valued field $(VF(S), O(S))$ of $S$ is henselian.

**Proof.** We have $VF(acl S) = VF(S)^ac$, where the latter is the field-theoretic algebraic closure of $VF(S)$. Since the valued field automorphisms of $(VF(S)^ac, O(acl S))$ over $(VF(S), O(S))$ are in one-to-one correspondence with the $L_{RV}$-automorphisms of $acl S$ over $S$ and $VF(S)$ is the fixed field with respect to these automorphisms if and only if $(VF(S), O(S))$ is henselian, we see that $VF(dcl S) = VF(S)$ if and only if $(VF(S), O(S))$ is henselian. By quantifier elimination and routine syntactical inspection, $RV(dcl S) = RV(S)$. The lemma follows. \hfill \Box

We shall impose at a later stage the assumption that $S$ is $VF$-generated and (without loss of generality) definably closed, that is, $dcl S = S$.

**Lemma 2.12** ([16 Lemma 4.10]). For any finite definable set $A$ in $VF$ there is a definable bijection $f : A \rightarrow U$ for some set $U$ in $RV$.

The phenomenon exemplified by this simple lemma is dubbed “internalizing finite sets.” Its failure in positive residue characteristics belies the deep obstacles one faces in developing a Hrushovski-Kazhdan integration theory therein; see the discussion around [8, Lemma 3.9].

**Lemma 2.13** ([17 Lemma 3.3]). For $a, b \in VF$ and $t \in RV$, if $b$ is algebraic over $(a, t)$ then it is algebraic over $a$.

**Lemma 2.14** ([16 Lemma 4.3]). The exchange principle holds in both sorts:

- For any $a, b \in VF$, if $a \in acl(b) \setminus acl(\emptyset)$ then $b \in acl(a)$.
- For any $t, s \in RV$, if $t \in acl(s) \setminus acl(\emptyset)$ then $s \in acl(t)$.

**Lemma 2.15.** Let $f : A \rightarrow \mathcal{P}(B)$ be a definable finitary function, where $A, B$ are subsets of $VF$. Then there is a finite definable subset $B' \subseteq B$ such that, for every $b \in B$, the fiber $A_b = \{ a \in A \mid b \in f(a) \}$ is infinite if and only if $b \in B'$. The same holds if $A, B$ are subsets of $RV$.

**Proof.** Let $b \in B$ such that $A_b$ is infinite. Then, by compactness, there is an element $a \in A_b \setminus acl(b)$. Since $f$ is finitary, which means $b \in acl(a)$, we must have, by Lemma 2.14, $b \notin acl(a) \setminus acl(\emptyset)$ and hence $b \in acl(\emptyset)$. It follows that there is an algebraic subset $B' \subseteq B$ such that if $A_b$ is infinite then $b \in B'$, for otherwise, by compactness again, there would be a $b \in B$ that lies outside every algebraic subset of $B$ and yet the size of $A_b$ is not bounded by any natural number. Clearly we can adjust $B'$ so that it contains exactly those $b \in B$ with $A_b$ infinite. The second case is similar. \hfill \Box

**Definition 2.16.** The $VF$-dimension of a definable set $A$, denoted by $\text{dim}_{VF}(A)$, is the largest natural number $k$ such that, possibly after re-indexing of the $VF$-coordinates, $\text{pr}_{\leq k}(A_t)$ has nonempty interior for some $t \in A_{RV}$. 
It is a fact that if \( A \subseteq VF^n \) is definable then \( \dim_{VF}(A) \) equals the Zariski dimension of the Zariski closure of \( A \), see for example [8, § 3.8] for more on dimensions.

**Lemma 2.17 (17 Lemma 4.6)].** Let \( A \) be a definable set with \( A_{VF} \subseteq VF^n \). Then \( \dim_{VF}(A) = n \) if and only if there is a \( t \in A_{RV} \) such that \( A_t \) contains an open polydisc.

**Lemma 2.18.** Let \( b \in VF \) and \( a \subseteq VF^n \) be a polydisc with \( \dim_{VF}(a) = n \). If \( b \) is algebraic over \( \Gamma\tilde{a}^\supset \) then it is indeed algebraic.

*Proof.* Let \( \alpha = \text{rad}(a) \). Then, for any \( a \in a, b \) is algebraic over \( (a, \alpha) \) and hence, by Lemma 2.13, is algebraic over \( a \). Since there is an \( a \in a \) such that \( a_i \notin \text{acl}(a_i, b) \) for all \( i \in [n] \), by Lemma 2.14, \( b \) must be algebraic.

**Lemma 2.19 ([16 Lemma 4.15]).** If \( S \) is \((VF, RV, \Gamma)\)-generated then every algebraic (respectively, definable) closed disc contains an algebraic (respectively, definable) point.

**Lemma 2.20 ([16 Lemma 4.17]).** If \( S \) is \((VF, \Gamma)\)-generated then every algebraic (respectively, definable) disc contains an algebraic (respectively, definable) point.

A pillar of the structure of definable sets in \( U \) is \( C\)-minimality, meaning that every definable subset of \( VF \) is a boolean combination of (definable) valuative discs.

**Corollary 2.21.** Suppose that \( S \) is \((VF, RV, \Gamma)\)-generated. Let \( a \subseteq VF \) be a definable disc and \( A \) a definable subset of \( VF \). If \( a \cap A \) is a nonempty proper subset of \( a \) then \( a \) contains a definable point.

*Proof.* It is not hard to see that, by \( C\)-minimality, if \( a \cap A \) is a nonempty proper subset of \( a \) then \( a \) contains a definable closed disc and hence the claim is immediate by Lemma 2.19.

**Definition 2.22.** Let \( D \) be a set of parameters. We say that a (not necessarily definable) nonempty set \( A \) generates a \((complete) D\)-type if, for every \( D\)-definable set \( B \), either \( A \subseteq B \) or \( A \cap B = \emptyset \). In that case, \( A \) is \( D\)-type-definable if no set properly contains \( A \) and also generates a \( D\)-type. If \( A \) is \( D\)-definable and generates a \( D\)-type, or equivalently, if \( A \) is both \( D\)-definable and \( D\)-type-definable then we say that \( A \) is \( D\)-atomic or atomic over \( D \).

We simply say “atomic” when \( D = \emptyset \).

In the literature, a type could be a partial type and hence a type-definable set may have nontrivial intersection with a definable set. In this paper, since partial types do not play a role, we shall not carry the superfluous qualifier “complete” in our terminology.

**Lemma 2.23 ([18 Lemma 3.3]).** Let \( A \) be an atomic set. Then \( A \) is \( \gamma \)-atomic for all \( \gamma \in \Gamma \).

**Lemma 2.24.** Let \( a \subseteq VF^n \) be an atomic open polydisc. Then \( a \) is \( t\)-atomic for all \( t \in RV \).

*Proof.* For the case \( n = 1 \), if \( a \) were not \( t\)-atomic then, by Corollary 2.21 and Lemma 2.13, it would contain a definable point, contradicting atomicity. For the case \( n > 1 \), by induction on \( n \), \( a_1 \) is \( t\)-atomic and for every \( a \in a_1, a_{>1} \) is \( (a, t)\)-atomic. So \( a \) cannot have nonempty \( t\)-definable subset.

**Lemma 2.25.** Let \( A \subseteq VF^n \) be a set that generates a type and \( b \subseteq A \) an open (or closed) polydisc. Then \( b \) is \( \Gamma\tilde{b}^\supset \)-atomic.

*Proof.* We do induction on \( n \). The base case \( n = 1 \) is just [18 Lemma 3.4]. For the case \( n > 1 \), write \( b = \prod_i b_i, b' = \prod_{i>1} b_i \), and \( \gamma = \text{rad}(b_1) \). For any \( a \in b_1 \), \( A_a \) generates a type. So, by Lemma 2.23 and the inductive hypothesis, \( b' \) is \( (a, \gamma, \Gamma\tilde{b}^\supset)\)-atomic and hence \( \Gamma\tilde{b}^\supset \)-atomic. Similarly \( b_1 \) is \( \Gamma\tilde{b}^\supset \)-atomic. It follows that \( b \) must be \( \Gamma\tilde{b}^\supset \)-atomic.
Lemma 2.26. Let \( a \subseteq VF^n \) be an atomic open polydisc and \( f : a \to \mathcal{P}(VF) \) a definable finitary function such that \( rv \upharpoonright f(a) \) is injective for every \( a \in a \). Then \( rv \circ f \) is constant.

Proof. This is clear since, by Lemma \( 2.24 \), for every \( t \in rv(\bigcup f(a)) \), \( a \) is \( t \)-atomic and hence \( f \) induces a \( t \)-definable function \( a \to t^a \). The lemma follows. \( \square \)

Lemma 2.27 (\cite{18}, Lemma 3.8). Let \( A \subseteq VF \) be an atomic open disc or an atomic closed disc or an atomic thin annulus. Let \( f : A \to VF \) be a definable function. Then \( f(A) \) is also atomic of one of these three forms.

Lemma 2.28 (\cite{18}, Lemma 3.13). Let \( A \subseteq VF \) be an atomic open disc and \( f : A \to VF \) a definable function. Then either \( f \) is constant or \( f(A) \) is also an atomic open disc.

Lemma 2.29. Let \( a, f \) be as in Lemma 2.27 and suppose that \( f \) is not constant. Then there are \( t_1, \ldots, t_k \in RV \) and for each \( i \), a \( t_i \)-definable function \( f_i : a \to t_i^a \) such that \( f = \bigcup_i f_i \) and each \( f_i(a) \) is either a point or a \( t_i \)-atomic open disc.

Proof. By Lemmas 2.24 and 2.26, this is immediately reduced to the case that \( f \) is a definable nonconstant function \( a \to t^a \). We do induction on \( n \). The base case \( n = 1 \) is just Lemma 2.28. For the case \( n > 1 \), by Lemma 2.27, \( f(a) \) is an open disc or a closed disc or a thin annulus. Suppose for contradiction that \( f(a) \) is a closed disc or a thin annulus. By the inductive hypothesis, for every \( a \in pr_1(a) \) there is a maximal open subdisc \( b_i \subseteq f(a) \) that contains \( f(a_i) \), similarly for every \( a \in pr_{>1}(a) \). It follows that \( f(a) \) is actually contained in a maximal open subdisc of \( f(a) \), which is absurd. \( \square \)

Corollary 2.30. Let \( A \subseteq VF^n \) be a definable set and \( f : A \to \mathcal{P}(VF) \) a definable finitary function as in Lemma 2.27. Then there are a definable finite partition \( (A_i)_i \) of \( A \) and, for each \( i \) and all open polydiscs \( a \subseteq A_i \), finitely many \( t_{aj} \)-definable functions \( f_{aj} : a \to t_{aj}^a \), where \( t_{aj} \in RV \), such that \( f \upharpoonright a = \bigcup_j f_{aj} \) and each \( f_{aj}(a) \) is either a point or an open disc.

Proof. For \( a \in A \), let \( D_a \subseteq A \) be the type-definable subset containing \( a \). By Lemma 2.25, every open polydisc \( a \subseteq D_a \) is \( r^n a^{-1} \)-atomic and hence, by Lemma 2.28, the assertion holds for \( a \). Then, by compactness, the assertion must hold in a definable subset \( A_a \subseteq A \) that contains \( a \); by compactness again, it holds in finitely many definable subsets \( A_1, \ldots, A_m \) of \( A \) with \( \bigcup_i A_i = A \). Then the partition of \( A \) generated by \( A_1, \ldots, A_m \) is as desired. \( \square \)

Definition 2.31. Let \( f : A \to B \) be a bijection between two sets \( A \) and \( B \), each with exactly one VF-coordinate. We say that \( f \) is concentric if, for every VF-fiber \( f_t \) of \( f \) and all open polydiscs \( a \subseteq dom(f_t) \), \( f_t(a) \) is also an open polydisc; if both \( f \) and \( f^{-1} \) are concentric then \( f \) has the disc-to-disc property.

Lemma 2.32 (\cite{18}, Proposition 3.19). Let \( f : A \to B \) be a definable bijection between two sets \( A \) and \( B \), each with exactly one VF-coordinate. Then there is a definable finite partition \( (A_i)_i \) of \( A \) such that every restriction \( f \upharpoonright A_i \) has the disc-to-disc property.

2.3. Continuity and fiberwise properties.

Definition 2.33. The RV-dimension of a definable subset \( U \subseteq RV^n \), denoted by \( \dim_{RV}(U) \), is the smallest number \( k \) such that there is a definable finite-to-one function \( f : U \to RV^k \) (\( RV^0 \) is taken to be the singleton \( \{ \infty \} \)).

Definition 2.34. Let \( A \) be a subset of \( VF^n \). The RV-boundary of \( A \), denoted by \( \partial_{RV} A \), is the definable subset of \( rv(A) \) such that \( t \in \partial_{RV} A \) if and only if \( t^a \cap A \) is a proper nonempty subset of \( t^a \). The definable set \( rv(A) \setminus \partial_{RV} A \), denoted by \( \text{int}_{RV}(A) \), is called the RV-interior of \( A \).
Obviously, $A \subseteq \text{VF}^n$ is an RV-pullback if and only if $\partial_{\text{RV}} A$ is empty.

**Lemma 2.35.** Let $A$ be a definable subset of $\text{VF}^n$. Then $\dim_{\text{RV}}(\partial_{\text{RV}} A) < n$.

**Proof.** We proceed by induction on $n$. The base case $n = 1$ follows immediately from $C$-minimality since $t^i$ contains a $t$-definable proper subdisc for every $t \in \partial_{\text{RV}} A$.

For the inductive step, since $\partial_{\text{RV}} A_a$ is finite for every $i \in [n]$ and every $a \in \text{pr}_i(A)$, by Corollary 2.21 and compactness, there are a definable finite partition $(A_{ij})_j$ of $\text{pr}_i(A)$ and, for each $A_{ij}$, a definable finitary function $f_{ij} : A_{ij} \rightarrow \mathcal{P}(\text{VF})$ such that for all $a \in A_{ij}$, $\text{rv}(f_{ij}(a)) = \partial_{\text{RV}} A_a$ if $A_a$ is not an RV-pullback or $f_{ij}(a) = \{0\}$ otherwise. By Corollary 2.30 we may assume that if $t^i \subseteq A_{ij}$ then the restriction $\text{rv} \upharpoonright f_{ij}(t^i)$ is constant. Hence each $f_{ij}$ induces a definable finitary function $C_{ij} : \text{int}_{\text{RV}}(A_{ij}) \rightarrow \mathcal{P}(\text{RV}_\infty)$. Let

$$C = \bigcup_{i,j} C_{ij} \quad \text{and} \quad B = \bigcup_{i,j} \bigcup_{t \in \partial_{\text{RV}} A_{ij}} \text{rv}(A)_t.$$ 

Obviously $\dim_{\text{RV}}(C) < n$. By the inductive hypothesis, for all $A_{ij}$ we have $\dim_{\text{RV}}(\partial_{\text{RV}} A_{ij}) < n - 1$. Thus $\dim_{\text{RV}}(B) < n$. Since $\partial_{\text{RV}} A \subseteq B \cup C$, the claim follows.

Let $f : \text{VF}^n \rightarrow \text{VF}^m$ be a definable function.

**Lemma 2.36** ([17, Lemma 8.7]). There is a definable closed set $A \subseteq \text{VF}^n$ with $\dim_{\text{VF}}(A) < n$ such that $f \upharpoonright (\text{VF}^n \setminus A)$ is continuous.

Per the usual terminology, this lemma says that $f$ is continuous almost everywhere.

**Definition 2.37.** For any $a \in \text{VF}^n$, we say that $f$ is differentiable at $a$ if there is a linear map $\lambda : \text{VF}^n \rightarrow \text{VF}^m$ (of VF-vector spaces) such that, for any $\epsilon \in \Gamma$, if $b \in \text{VF}^n$ and $\text{val}(b)$ is sufficiently large then

$$\text{val}(f(a + b) - f(a) - \lambda(b)) - \text{val}(b) > \epsilon.$$ 

It is straightforward to check that if such a linear function $\lambda$ (represented by a matrix with entries in VF) exists then it is unique and hence is called the derivative of $f$ at $a$.

Write $f = (f_1, \ldots, f_m)$. For $a = (a_i, a_j) \in \text{VF}^n$, if the derivative of the function $f_j \upharpoonright (\text{VF} \times a_i)$ at $a_i$ exists then we call it the $ij$th partial derivative of $f$ at $a$.

We differentiate functions between arbitrary definable sets by “forgetting” the RV-coordinates. More precisely, let

$$f : \text{VF}^n \times \text{RV}^m \rightarrow \text{VF}^{n'} \times \text{RV}^{m'}$$

be a definable function. By dimension theory, for every $t \in \text{RV}^m$ there is an $s \in \text{RV}^{m'}$ such that $\dim_{\text{VF}}(\text{dom}(f(t,s))) = n$ and hence $\text{dom}(f(t,s))$ has an open subset. For such an $s \in \text{RV}^{m'}$ and each $a$ contained in an open subset of $\text{dom}(f(t,s))$, we define the partial derivatives of $f$ at $(a, t)$ to be those of $f(t,s)$ at $a$. If $n = n'$ and all the partial derivatives exist at a point $(a, t)$ then the Jacobian of $f$ at $(a, t)$ is defined in the usual way (that is, the determinant of the Jacobian matrix) and is denoted by $\text{Jcb}_{\text{VF}} f(a, t)$.

**Lemma 2.38.** The Jacobian of $f$ exists and is a continuous function almost everywhere.

**Proof.** This is immediate by [17, Corollary 9.9].

**Terminology 2.39.** We say that a set $I \subseteq \Gamma_{\infty}$ is $\gamma$-bounded, where $\gamma \in \Gamma$, if it is contained in the box $[\gamma, \infty]^n$, and is doubly $\gamma$-bounded if it is contained in the box $[-\gamma, \gamma]^n$. More generally, let $A$ be a subset of $\text{VF}^n \times \text{RV}_\infty^m \times \Gamma_{\infty}^l$ and

$$A_{\Gamma} = \{(\text{val}(a), \text{rv}(t), \gamma) \mid (a, t, \gamma) \in A\} \subseteq \Gamma_{\infty}^{n+m+l},$$

then we say that $A$ is $\gamma$-bounded if $A_{\Gamma}$ is, and so on.
Definition 2.40 (Contractions). A function \( f : A \rightarrow B \) is \( \text{rv-contractable} \) if there is a (necessarily unique) function \( f_\downarrow : \text{rv}(A) \rightarrow \text{rv}(B) \), called the \( \text{rv-contraction} \) of \( f \), such that

\[
(\text{rv} \uparrow B) \circ f = f_\downarrow \circ (\text{rv} \uparrow A).
\]

Similarly, it is \text{res-contractable} (respectively, \text{val-contractable}) if the same holds in terms of \text{res} (respectively, \text{val} or \text{rvv}, depending on the coordinates) instead of \text{rv}.

**Lemma 2.41.** Let \( U \subseteq \text{RV}^k \) be a doubly bounded set and \( f : U \rightarrow \text{RV} \) a definable function. Then \( f(U) \) is also doubly bounded. The same holds if the codomain of \( f \) is \( \Gamma \).

**Proof.** By induction on \( k \), both claims are immediately reduced to showing that if \( k = 1 \) and \( g : U \rightarrow \Gamma \) is a definable function then \( g(U) \) is doubly bounded. Then, by \( C \)-minimality, we may assume that \( g \) \text{rvv}-contracts to a function \( g_\downarrow : \text{rvv}(U) \rightarrow \Gamma \). Since definable functions in \( \Gamma \) are piecewise \( \mathbb{Q} \)-linear, the range of \( g_\downarrow \) must be doubly bounded. \( \Box \)

**Definition 2.42.** Let \( A \subseteq \text{VF}^n \) and \( f : A \rightarrow \mathcal{P}(\text{VF}^m) \) be a definable function whose range is bounded. For \( a \in \text{VF}^n \) and \( L \subseteq \text{VF}^m \), we say that \( L \) is a limit set of \( f \) at \( a \), written as \( \lim_{A \rightarrow a} f \subseteq L \), if for every \( \epsilon \in \Gamma \) there is a \( \delta \in \Gamma \) such that if \( c \in o(a, \delta) \cap (A \setminus a) \) then \( f(c) \subseteq \bigcup_{b \in L'} o(b, \epsilon) \) for some \( L' \subseteq L \).

A limit set \( L \) of \( f \) at \( a \) is minimal if no proper subset of \( L \) is a limit set of \( f \) at \( a \).

Observe that if \( \lim_{A \rightarrow a} f \subseteq L \) and \( b \in L \) is not isolated in \( L \) then actually \( \lim_{A \rightarrow a} f \subseteq L \setminus b \). So in a minimal limit set every element is isolated. Moreover, if a minimal limit set \( L \) exists then its topological closure is unique:

**Lemma 2.43 (\cite{L} Lemma 9.2).** Let \( L_1, L_2 \subseteq \text{VF}^m \) be two minimal limit sets of \( f \) at \( a \). Then the closures of \( L_1, L_2 \) coincide.

This lemma justifies writing \( \lim_{A \rightarrow a} f = L \) when \( L \) is a closed (hence the unique) minimal limit set of \( f \) at \( a \), in particular, when \( L \) is finite and minimal.

Let \( A \subseteq \text{VF}^n \) be a definable set with \( \dim_{\text{VF}}(A) = n \) and \( f : A \rightarrow \mathcal{P}(\text{VF}^m) \) a definable finitary function. We say that \( f \) is continuous if \( \lim_{A \rightarrow a} f = f(a) \) for all \( a \in A \).

**Lemma 2.44.** The function \( f \) is continuous almost everywhere.

**Proof.** This can be reduced to the familiar case that \( f \) is indeed a function into \( \text{VF}^m \) as follows. By Lemma 2.12 and compactness, there are a definable set \( U \) in \( \text{RV} \) and a definable function \( g : A \times \text{VF}^m \rightarrow A \times U \) such that, for all \( a \in A \), \( \text{pr}_A(g(a,b)) = a \) and \( g \uparrow (a \times f(a)) \) is injective.

For each \( t \in U \), let

\[
A_t = \{ a \in A \mid (a,t) \in g(a \times f(a)) \}
\]

and \( f_t \subseteq f \) be the obvious \( t \)-definable function \( A_t \rightarrow \text{VF}^m \). By dimension theory, more precisely, by Lemma 2.17 \( \dim_{\text{VF}}(A_t) = n \) for some \( t \in U \). For such a \( t \in U \), by Lemma 2.36 \( f_t \) is continuous everywhere. The claim follows. \( \Box \)

**Lemma 2.45 (\cite{L} Lemma 9.5).** Suppose that \( f : \mathcal{M} \setminus 0 \rightarrow \mathcal{P}(A) \) is a definable finitary function, where \( A \) is a closed and bounded set in \( \text{VF} \). Then there is a definable finite set \( L \subseteq A \) such that \( \lim_{\mathcal{M} \setminus 0} f = L \).

We remark that if a “point at infinity” is adjoined in each coordinate (one-point compactification of \( \text{VF} \)) then there is no need to require that \( A \) be bounded.

**Lemma 2.46 (Curve selection).** Let \( A \) be a set in \( \text{VF} \) and \( f : A \rightarrow \mathcal{P}(\text{VF}) \) a definable finitary function. Let \( b \) be an algebraic point in the closure of \( f(A) \) (possibly the “point at infinity”). Then there is a definable continuous finitary function \( g : \mathcal{M} \setminus 0 \rightarrow \mathcal{P}(A) \), understood as a “curve,” such that \( f \circ g \) is continuous and \( b \in \lim_{\mathcal{M} \setminus 0} f \circ g \).
Proof. Since acl(c) is a model of ACVF(ℙ) for each c ∈ ℳ ∖ 0, we have that
\{a ∈ A \mid \text{val}(f(a) - b) > \text{val}(c)\} ∩ acl(c)

is nonempty. Therefore, by compactness, there is a definable finitary function g : ℳ ∖ 0 → ℙ(A) such that f(g(c)) ⊆ o(b, val(c)) for every c ∈ ℳ ∖ 0. If the ith coordinate of b is the “point at infinity” then we use the “open disc” o(bᵢ, −val(c)) in that coordinate instead. By Lemma 2.45, limₘ₀→₀ f(g) exists in the closure of f(A), and it clearly contains b. By Lemma 2.44, g ↾ (b ∖ 0) and (f ◦ g) ↾ (b ∖ 0) are both continuous for some definable open disc b around 0. Dilating with a definable factor, the claim follows.

This is an analogue of the highly useful o-minimal curve selection.

Lemma 2.47. Let A be a closed and bounded set in VF, and f : A → VFⁿ a definable continuous function. Then f(A) is also closed and bounded.

Proof. If f(A) is not bounded then, applying curve selection to any “algebraic point at infinity” b in the boundary of f(A), we see that there is a curve C ⊆ A such that one branch of the curve f(C) approaches b. Since A is closed and bounded, this would mean that b belongs to f(A), which is impossible. The same argument works for closedness.

Again, if we work in the one-point compactification of VF then there is no need to talk about boundedness.

Corollary 2.48. If the function f in Lemma 2.47 is injective then it is a homeomorphism from A onto f(A).

Lemma 2.49 (The closed graph criterion for continuity). Let A, B be definable sets in VF. Suppose that B is closed (if B is not bounded then the closure is taken in the coordinatewise one-point compactification). A definable function f : A → B is continuous if and only if its graph is closed in A × B.

Proof. The “only if” direction follows from the usual argument. For the “if” direction, suppose for contradiction that there are an a ∈ A and an open polydisc b around f(a) such that for all open polydisc a around a, f(a ∩ A) is not contained in b. By Lemma 2.46, we can choose a curve inside the graph of f such that one of its limit points is of the form (a, b') ∈ A × B. Since b' ≠ f(a), we have reached a contradiction.

Lemma 2.50. Let f : A → B be a definable bijection between two open subsets of VF. Suppose that B is bounded. Then f is weakly concentric, that is, for every a ∈ A there is a b ∈ VF such that, for every sufficiently large γ ∈ Γ, f(o(a, γ) ↾ a) = o(b, δ) ↾ b for some δ ∈ Γ.

Note that, compared to Lemma 2.32, the assumption of this lemma is stronger and its conclusion weaker, but the point is that we do not need a partition to achieve it.

Proof. By Lemma 2.45, for any a ∈ A, limₘ→a f exists in the closure of B, which we denote by bₐ. By C-minimality and o-minimality in the Γ-sort, c(bₐ, δ) \ o(bₐ, δ) ⊆ B for all sufficiently large δ ∈ Γ. Also, for all sufficiently large γ ∈ Γ there is a δ ∈ Γ such that
f(c(a, γ) \ o(a, γ)) = c(bₐ, δ) \ o(bₐ, δ)

The lemma follows.

Definition 2.51. Let p : A → Γ be a definable function. We say that p is an o-partition of A if, for every a ∈ A, the function p is constant on o(a, p(a)) ∩ A.
This makes sense even when $A$ has no VF-coordinates, in which case any definable function $A \rightarrow \Gamma$ is an $o$-partition of $A$.

**Lemma 2.52.** Let $p$ be an $o$-partition of $A$. Suppose that $A_{RV}$ is doubly bounded and $A_t$ is closed and bounded for every $t \in A_{RV}$. Then $p(A)$ is doubly bounded.

**Proof.** We first handle the case that $A$ has no RV-coordinates. Since $A$ is closed and bounded, $p(A)$ must be bounded from below. Suppose for contradiction that $p(A)$ is not bounded from above. For each $\gamma \in \Gamma$, let $A_\gamma = \{a \in A \mid p(a) > \gamma\}$. Choose a definable continuous finitary function, that is, a curve

$$f : M \setminus 0 \rightarrow \mathcal{P}\left( \bigcup_{c \in M \setminus 0} c \times A_{\text{val}(c)} \right)$$

such that $f(c)_1 = c$. Write $A_c = f(c)_{>1}$. So $p(A_c) > \text{val}(c)$ for all $c \in M \setminus 0$. Since $A$ is closed, the limit points of $f$ are all of the form $(0, e)$ with $e \in A$. So there is a $c \in M \setminus 0$ with $\text{val}(c) > p(e)$ such that $A_c \cap o(e, p(e)) \neq \emptyset$. Since $p(a) > \text{val}(c)$ for all $a \in A_c$, this contradicts the assumption that $p$ is an $o$-partition of $A$. So $p(A)$ is bounded from above.

It is easy to see that the general case follows from this special case and Lemma 2.41. $\square$

This lemma, in its various incarnations, is crucial for the good behavior of motivic Fourier transform (see [8, \S 11] and [21]). For essentially the same reason, the main construction of this paper depends heavily on it (often in combination with Lemma 2.41).

**Lemma 2.53.** Let $A \subseteq \text{VF}^n$ be a definable set. Suppose that, for each $a \in A_1$, the fiber $A_a \subseteq \text{VF}^{n-1}$ is open (respectively, closed). Then there is a finite definable set $A' \subseteq A_1$ such that $A \cap ((A_1 \setminus A') \times \text{VF}^{n-1})$ is open (respectively, closed) in $(A_1 \times A') \times \text{VF}^{n-1}$.

**Proof.** Since either one of the two cases implies the other, we shall just concentrate on the open case. Consider the definable set

$$S = A \cap \overline{\text{Cl}((A_1 \times \text{VF}^{n-1}) \setminus A)},$$

where $\overline{\text{Cl}}$ is the closure operator in $A_1 \times \text{VF}^{n-1}$; in other words, $S$ is the boundary of $A$ minus the frontier of $A$. It is enough to show that $S_1$ is finite. To that end, suppose for contradiction that $S_1$ contains a disc.

Since $S$ cannot contain an open subset of $\text{VF}^n$, we have $\dim_{\text{VF}}(S) < n$; for ease of notation, we may as well take $\dim_{\text{VF}}(S) = n - 1$. Then, up to a definable finite partition of $S$ and possibly after a reordering of the last $n - 1$ coordinates, we may assume that $S$ is the graph of a definable continuous finitary function $p : \rightarrow \mathcal{P}$(VF), where $p$ is an open polydisc and continuity is by Lemma 2.41. So, for all $\epsilon \in \Gamma$, if $\text{rad}(p)$ is sufficiently large, then $S_n$ is clustered inside finitely many discs of radius $\epsilon$. Now, for each $a \in S_1$, consider the function $\alpha(a, -) : S \rightarrow \Gamma$ given by

$$\alpha(a, x) = \min\{\beta \in \Gamma \mid o(x, \beta) \subseteq A_a\},$$

which exists because $A_a$ is open. By dimension theory, $\dim_{\text{VF}}(\alpha^{-1}(\epsilon)) = n - 1$ for some $\epsilon$. Without loss of generality, we may assume that $\alpha(a, x) = \epsilon$ for all $(a, x) \in S$ and $\text{rad}(p)$ is sufficiently large in the sense described above. It follows that $S$ contains an open polydisc of radius $\text{rad}(p)$, which contradicts the choice of $S$. $\square$

**Proposition 2.54.** Let $A$ be as in Lemma 2.53 and $f : A \rightarrow \text{VF}$ a definable function such that for each $a \in A_1$, the induced function $f_a : A_a \rightarrow \text{VF}$ is continuous. Then there is a finite definable set $A' \subseteq A_1$ such that $f$ is continuous on $\bigcup_{a \in A_1 \setminus A'} a \times A_a$. 

[8] E. Hrushovski and D. Kazhdan, *Motivic Integration and Stable Length*, Annals of Math. 168 (2008), 1235–1300.

[21] Y. Ben-Zvi and E. Macdonald, *The Geometric Langlands Correspondence*, Bull. Amer. Math. Soc. 51 (2014), 151–232.
Here if \( f(A) \) is unbounded then the codomain of \( f \) is taken to be the one-point compactification of \( VF \).

**Proof.** By the closed graph criterion for continuity (Lemma 2.49), this is an immediate consequence of Lemma 2.53. \( \square \)

This is analogous to [41 Corollary 6.2.4] in the o-minimal environment and [22 Lemma 2.38] in the \( T \)-convex environment.

3. Hrushovski-Kazhdan style integral

**Definition 3.1.** The Grothendieck semigroup \( K_+ C \) of a category \( C \) endowed with a binary operation “\(-\)” and a binary relation “\( \subseteq \)” (subobject) is the free semigroup generated by the isomorphism classes of \( C \), subject to the usual scissor relation \([A \setminus B] + [B] = [A] \), when \( B \subseteq A \), where \([A], [B] \) denote the isomorphism classes of the objects \( A, B \), and “\(-\)” and “\( \subseteq \)” are compatible with isomorphisms between objects, usually they are just set subtraction and set inclusion. Sometimes \( C \) is also equipped with a binary operation (for example, cartesian product) that induces multiplications between objects, usually they are just set subtraction and set inclusion. Sometimes \( C \) is also equipped with a binary operation (for example, cartesian product) that induces multimeorphisms between objects, usually they are just set subtraction and set inclusion. Sometimes

**Definition 3.2.** An RV-fiber of a definable set \( A \) is a set of the form \( A_{a} \), where \( a \in A_{VF} \). The RV-fiber dimension of \( A \) is the maximum of the RV-dimensions of its RV-fibers and is denoted by \( \dim_{RV}^{fib} (A) \).

**Lemma 3.3** ([17 Lemma 4.13]). Let \( f : A \longrightarrow A' \) be a definable bijection. Then \( \dim_{RV}^{fib} (A) = \dim_{RV}^{fib} (A') \).

**Definition 3.4** (VF-categories). The objects of the category \( VF[k] \) are the definable sets of \( VF \)-dimension less than or equal to \( k \) and RV-fiber dimension \( 0 \) (that is, all the RV-fibers are finite). Any definable bijection between two such objects is a morphism of \( VF[k] \). Set \( VF_* = \bigcup_{k} VF[k] \).

As soon as one considers adding volume forms to definable sets in \( VF \), the question of ambient dimension arises and, consequently, one has to take “essential bijections” as morphisms.

**Definition 3.5.** An object of the category \( \mu VF[k] \) is a definable pair \((A, \omega)\), where \( A \in VF[k] \), \( A_{VF} \subseteq VF^k \), and \( \omega : A \longrightarrow \Gamma \) is a function, which is understood as a definable \( \Gamma \)-volume form on \( A \). A morphism between two such objects \((A, \omega), (B, \sigma)\) is a definable essential bijection \( F : A \longrightarrow B \), that is, a bijection that is defined outside definable subsets of \( A, B \) of \( VF \)-dimension less than \( k \), such that, for almost all \( x \in A \),

\[
\omega(x) = \sigma(F(x)) + \text{val}(\text{Jcb}_{VF} F(x)).
\]

We also say that such an \( F \) is a \( \Gamma \)-measure-preserving.

**Notation 3.6.** In [8], the category \( \mu VF[k] \) is denoted by \( \mu VF \) to indicate that the volume forms take values in \( \Gamma \) as opposed to RV. Here the subscript “\( T \)” is dropped since we will not consider RV-volume forms at all.

In the definition above and other similar ones below, for the cases \( k = 0 \), the reader should interpret things such as \( VF^0 \) and how they interact with other things in a natural way. For instance, \( VF^0 \) may be treated as the empty tuple, the only definable set of \( VF \)-dimension less than \( 0 \) is the empty set, and \( \text{Jcb}_{VF} \) is always 1 on sets that have no \( VF \)-coordinates. So \((A, \omega) \in \mu VF[0] \) if and only if \( A \) is a finite definable set in \( RV_{\infty} \).

Set \( \mu VF[\leq k] = \prod_{i \leq k} \mu VF[i] \) and \( \mu VF[*] = \prod_{k} \mu VF[k] \); similarly for the other categories below (with or without volume forms).
Remark 3.7. Let $F : (A, \omega) \rightarrow (B, \sigma)$ be a $\mu VF[k]$-morphism. Our intention is that such an $F$ should identify the two objects, that is, an isomorphism. However, if $F$ is not defined everywhere in $A$ then obviously it does not admit an inverse. We remedy this by introducing the following congruence relation $\sim$ on $\mu VF[k]$. Let $G : (A, \omega) \rightarrow (B, \sigma)$ be another $\mu VF[k]$-morphism. Then $F \sim G$ if $F(a) = G(a)$ for all $a \in A$ outside a definable subset of $\text{VF}$-dimension $< k$. The morphisms of the quotient category $\mu VF[k]/\sim$ have the form $[F]$, where $F$ is a $\mu VF[k]$-morphism. Clearly every $(\mu VF[k]/\sim)$-morphism is an isomorphism and hence $\mu VF[k]/\sim$ is a groupoid. In fact, all the categories of definable sets we shall work with should be and are groupoids.

It is certainly more convenient to work with representatives than equivalence classes. In the discussion below, this quotient category $\mu VF[k]/\sim$ will almost never be needed except when it comes to forming the Grothendieck semigroup or, by abuse of terminology, when we speak of two objects of $\mu VF[k]$ being isomorphic.

Definition 3.8 (RV-categories). The objects of the category $RV[k]$ are the pairs $(U, f)$ with $U$ a set in $RV_\infty$ and $f : U \rightarrow RV_k$ a definable finite-to-one function. Given two such objects $(U, f)$, $(V, g)$, any definable bijection $F : U \rightarrow V$ is a morphism of $RV[k]$.

By Lemma 2.12 the two categories $\text{VF}[0]$, $\text{RV}[0]$ are actually equivalent, similarly for other such categories.

Notation 3.9. We emphasize that if $(U, f)$ is an object of $RV[k]$ then $f(U)$ is a subset of $RV^k_\infty$, while $\infty$ can occur in any coordinate of $U$. An object of $RV[\star]$ of the form $(U, \text{id})$ is often just written as $U$.

More generally, if $f : U \rightarrow RV^k_\infty$ is a definable finite-to-one function then $(U, f)$ denote the obvious object of $RV[\leq k]$. For example, the inclusion $\{\infty\} \rightarrow RV_\infty$ gives rise to an object of $RV[0]$, the inclusion $\{(1, \infty)\} \rightarrow RV^2_\infty$ gives rise to an object of $RV[1]$, and so on. Often $f$ will be a coordinate projection (every object in $RV[\star]$ is isomorphic to an object of this form). In that case, $(U, pr_{\leq k})$ is simply denoted by $U_{\leq k}$ and its class in $K_+ RV[k]$ by $[U]_{\leq k}$, etc.

Definition 3.10 (RES-categories). The category $RES[k]$ is the full subcategory of $RV[k]$ such that $(U, f) \in RES[k]$ if and only if $\text{vrv}(U)$ is finite.

Notation 3.11. Every $RV[k]$-morphism $F : (U, f) \rightarrow (V, g)$ induces a definable finite-to-finite correspondence $F^\uparrow \subseteq f(U) \times g(V)$, which may also be thought of as a finitary function $f(U) \rightarrow \mathcal{P}(g(V))$. Recall the operator $\text{Jcb}_\Gamma$ from Notation 2.8. For $u \in U$, we abbreviate $\text{Jcb}_\Gamma F^\uparrow(f(u), g \circ F(u))$ as $Jcb_\Gamma F^\uparrow(u)$

Definition 3.12 (RV- and RES-categories with $\Gamma$-volume forms). An object of the category $\mu RV[k]$ is a definable triple $(U, f, \omega)$, where $(U, f)$ is an object of $RV[k]$ and $\omega : U \rightarrow \Gamma$ is a function, which is understood as a definable $\Gamma$-volume form on $(U, f)$. A morphism between two such objects $(U, f, \omega)$, $(V, g, \sigma)$ is an $RV[k]$-morphism $F : (U, f) \rightarrow (V, g)$ such that for every $u \in U$,

\begin{equation}
\omega(u) = (\sigma \circ F)(u) + Jcb_\Gamma F^\uparrow(u) .
\end{equation}

The category $\mu RES[k]$ is the obvious full subcategory of $\mu RV[k]$.

Definition 3.13 ($\Gamma$-categories). The objects of the category $\Gamma[k]$ are the finite disjoint unions of definable subsets of $\Gamma k$. A definable bijection between two such objects is a morphism of $\Gamma[k]$ if and only if it is the vrv-contraction of a definable bijection.

The category $\Gamma^{\text{fin}}[k]$ is the full subcategory of $\Gamma[k]$ such that $I \in \Gamma^{\text{fin}}[k]$ if and only if $I$ is finite.

Remark 3.14. If $\gamma \in \Gamma$ is definable then it is in the divisible hull of $\Gamma(S)$. This does not mean that the definable set $\gamma^2 \subseteq RV$ contains a definable point unless $\gamma \in \Gamma(S)$. 

Remark 3.15. By [19, Remark 2.28], if a definable function between two sets in $\Gamma$ is a vrv-contraction then it is $\mathbb{Z}$-linear (with constant terms of the form $\text{vrv}(t)$, where $t \in \text{RV}$ is definable, that is, $t \in \text{RV}(\mathbb{S})$). Moreover, a definable bijection between two objects of $\Gamma[k]$ is a $\Gamma[k]$-morphism if and only if it is definably a piecewise $\text{GL}_k(\mathbb{Z})$-transformation. The “if” direction is clear. For the “only if” direction, see [8, Lemma 10.1] or [19, Lemma 2.29].

Definition 3.16 ($\Gamma$-categories with volume forms). An object of the category $\mu \Gamma[k]$ is a definable pair $(I, \omega)$, where $I \in \Gamma[k]$ and $\omega : I \to \Gamma$ is a function. A $\mu \Gamma[k]$-morphism between two objects $(I, \omega), (J, \sigma)$ is a $\Gamma[k]$-morphism $F : I \to J$ such that for all $\alpha \in I$,

$$\omega(\alpha) = \sigma(F(\alpha)) + J \text{cb}_\Gamma F(\alpha).$$

The category $\mu \Gamma^{\text{fin}}[k]$ is the obvious full subcategory of $\mu \Gamma[k]$.

Notation 3.17. For each $(U, f, \omega) \in \mu \text{RV}[k]$, write $\omega_f : U \to \Gamma$ for the function given by $u \mapsto \Sigma(\text{vrv} \circ f)(u) + \omega(u)$. Similarly, for $(I, \sigma) \in \mu \Gamma[k]$, write $\sigma_I : I \to \Gamma$ for the function given by $\gamma \mapsto \Sigma \gamma + \sigma(\gamma)$.

There is a natural map $\Gamma[*] \to \text{RV}[*]$ given by $I \mapsto (I^\sharp, \text{id})$ (see Notation 2.7). This map induces a commutative diagram in the category of graded semirings:

$$
\begin{array}{ccc}
\mathbf{K}_+ \Gamma^{\text{fin}}[*] & \longrightarrow & \mathbf{K}_+ \text{RES}[*] \\
\downarrow & & \downarrow \\
\mathbf{K}_+ \Gamma[*] & \longrightarrow & \mathbf{K}_+ \text{RV}[*]
\end{array}
$$

where all the arrows are monomorphisms. The map

$$
\mathbf{K}_+ \text{RES}[*] \times \mathbf{K}_+ \Gamma[*] \to \mathbf{K}_+ \text{RV}[*]
$$

determined by the assignment

$$
(\langle (U, f), [I] \rangle) \mapsto \langle (U \times I^\sharp, f \times \text{id}) \rangle
$$

is well-defined and is clearly $\mathbf{K}_+ \Gamma^{\text{fin}}[*]$-bilinear. Hence it induces a $\mathbf{K}_+ \Gamma^{\text{fin}}[*]$-linear map

$$
\Psi : \mathbf{K}_+ \text{RES}[*] \otimes_{\mathbf{K}_+ \Gamma^{\text{fin}}[*]} \mathbf{K}_+ \Gamma[*] \to \mathbf{K}_+ \text{RV}[*],
$$

which is a homomorphism of graded semirings. By the universal mapping property, groupifying a tensor product in the category of $\mathbf{K}_+ \Gamma^{\text{fin}}[*]$-semimodules is, up to isomorphism, the same as taking the corresponding tensor product in the category of $\mathbf{K} \Gamma^{\text{fin}}[*]$-modules; the groupification of $\Psi$ is still denoted by $\Psi$. Similarly, there is a $\mathbf{K}_+ \mu \Gamma^{\text{fin}}[*]$-linear map

$$
\mu \Psi : \mathbf{K}_+ \mu \text{RES}[*] \otimes_{\mathbf{K}_+ \mu \Gamma^{\text{fin}}[*]} \mathbf{K}_+ \mu \Gamma[*] \to \mathbf{K}_+ \mu \text{RV}[*].
$$

We shall abbreviate $\otimes_{\mathbf{K}_+ \Gamma^{\text{fin}}[*]}, \otimes_{\mathbf{K}_+ \mu \Gamma^{\text{fin}}[*]}$ both as “$\otimes$” below when no confusion can arise.

Proposition 3.18 ([8 Corollary 10.3, Proposition 10.10(1)]). $\Psi$ and $\mu \Psi$ are both isomorphisms of graded semirings.

Note that, however, [8, Proposition 10.10(2)] does not hold. One of the main motivations of this paper is to construct an alternative to be used in applications.

Notation 3.19. For simplicity, we often drop the constant volume form 0 from the notation. For instance, if $U$ is an object of $\text{RV}[*]$ then it may also denote the object $(U, 0)$ of $\mu \text{RV}[*]$ with the constant volume form 0.
**Notation 3.20.** Let \([1] \in \mathbf{K}_+ \text{RES}[1]\) be the class of the singleton \(\{1\}\). The class of the singleton \(\{1\}\) in \(\mathbf{K}_+ \text{RES}[0]\) is the multiplicative identity of \(\mathbf{K}_+ \text{RES}[\ast]\) and hence is simply denoted by 1. We have \([\text{RV}_{\infty}^0] = [\text{RV}_{\infty}^0] + 1\) in \(\mathbf{K}_+ \text{RV}[\leq 1]\).

Let \(I_{sp}\) be the (nonhomogenous) semiring congruence relation on \(\mathbf{K}_+ \text{RV}[\ast]\) generated by the pair \([[1], [\text{RV}_{\infty}^0]]\). Let
\[
P = [1] - [\text{RV}_{\infty}^0] \in \mathbf{K} \text{RV}[1].
\]
The corresponding principal ideal of \(\mathbf{K} \text{RV}[\ast]\) is thus generated by the element \(P - 1\).

Similarly, let \(\mu_{I_{sp}}\) be the semiring congruence relation on \(\mathbf{K}_+ \mu \text{RV}[\ast]\) generated by the pair \([[1], [\text{RV}_{\infty}^0]]\), which is homogenous, and the corresponding principal ideal of \(\mathbf{K}_+ \mu \text{RV}[\ast]\) is generated by the element \(P\).

**Notation 3.21.** For each \(U = (U, f) \in \text{RV}[k]\), let \(U_f\) be the set \(\bigcup\{f(u)^2 \times u \mid u \in U\}\). Let \(\mathbb{L}_{\leq k} : \text{RV}[\leq k] \rightarrow \text{VF}[k]\) be the map given by \(U \mapsto U_f\). Set \(\mathbb{L} = \bigcup_k \mathbb{L}_{\leq k}\).

Let \(\mu_{\mathbb{L}_k} : \mu \text{RV}[k] \rightarrow \mu \text{VF}[k]\) be the map given by \((U, \omega) \mapsto (\mathbb{L} U, \mathbb{L} \omega)\), where \(\mathbb{L} \omega\) is the obvious function on \(\mathbb{L} U\) induced by \(\omega\). Set \(\mu \mathbb{L} = \bigoplus_k \mu \mathbb{L}_k\).

The map \(\mathbb{L}\) induces a surjective semiring homomorphism \(\mathbf{K}_+ \text{RV}[\ast] \rightarrow \mathbf{K}_+ \text{VF}_{\ast}\) and the map \(\mu \mathbb{L}\) induces a surjective graded semiring homomorphism \(\mathbf{K}_+ \mu \text{RV}[\ast] \rightarrow \mathbf{K}_+ \mu \text{VF}[\ast]\), see \([8, \S 4, \S 6]\) or \([17, \text{Corollaries 7.7, 10.6}]\); we use the same notation for these homomorphisms as well as their groupifications. We have
\[
\mathbb{L}([1]) = [1 + \mathcal{M}] = [\mathcal{M}] \quad \text{and} \quad \mathbb{L}([\text{RV}^0\!\!^\circ]) = [\mathcal{M} \setminus 0],
\]
and hence \(\mathbb{L}(P - 1) = 0\). Similarly, \(\mu \mathbb{L}(P) = 0\) since, as we have seen above, \(\mathcal{M}\) and \(\mathcal{M} \setminus 0\) are in essential bijection. It so happens that these relations are the only ones needed to describe the kernels of \(\mathbb{L}\) and \(\mu \mathbb{L}\).

**Theorem 3.22.** Suppose that \(\mathbb{S}\) is \((\text{VF}, \Gamma)\)-generated. For each \(k \geq 0\) there is a canonical isomorphism of semigroups
\[
\int_+ : \mathbf{K}_+ \text{VF}[k] \rightarrow \mathbf{K}_+ \text{RV}[\leq k]/I_{sp}
\]
such that \(\int_+ [A] = [U]/I_{sp}\) if and only if \([A] = [\mathbb{L} U]\). These isomorphisms are compatible with the inductive systems. Passing to the colimit of the groupifications, we obtain a canonical isomorphism of rings
\[
\int \quad : \mathbf{K} \text{VF}_{\ast} \rightarrow \mathbf{K} \text{RV}[*]/(P - 1).
\]
Similarly, for each \(k \geq 0\) there is a canonical isomorphism of semigroups
\[
\int_+^\mu : \mathbf{K}_+ \mu \text{VF}[k] \rightarrow \mathbf{K}_+ \mu \text{RV}[k]/\mu I_{sp}
\]
such that \(\int_+^\mu [A] = [U]/I_{sp}\) if and only if \([A] = [\mu \mathbb{L} U]\). Taking the direct sum of the groupifications yields a canonical isomorphism of graded rings
\[
\int^\mu \quad : \mathbf{K} \mu \text{VF}[\ast] \rightarrow \mathbf{K} \mu \text{RV}[\ast]/(P).
\]

This is a combination of two main theorems, Theorems 8.8 and 8.29, of \([8]\).
4. Uniform retraction to RES

Definition 4.1 (Dimension-free RES-categories). The objects of the category RES is obtained from RES[*] by forgetting the function f in the pair (U, f). Any definable bijection between two such objects is a morphism of RES.

Remark 4.2. As the Γ-sort is an Ω-minimal group, there is the geometric Ω-minimal Euler characteristic χ₀ : KΓ[*] → Z. This is roughly constructed as follows. Every definable set X ⊆ Γ^k is definably bijective to a disjoint union of open cubes \( \prod_{i=1}^{k} (a_i, b_i) \), where \( a_i, b_i \in \Gamma \cup \{-\infty, +\infty\} \).

One sets \( \chi_0(\prod_{i=1}^{k} (a_i, b_i)) = (-1)^k \) and then defines \( \chi_0(X) \) by additivity. This does not depend on the chosen partition of X and is invariant under definable bijections. It can also be shown that \( \chi_0(X \cap [-\gamma, \gamma]^k) \) stabilizes as \( \gamma \) approaches \( +\infty \). The induced map, denoted by \( \chi_b : K\Gamma[*] \rightarrow Z \), is the so-called bounded Ω-minimal Euler characteristic. Obviously the two maps \( \chi_0, \chi_b \) coincide on doubly bounded sets. On the other hand, \( \chi_0((0, +\infty)) = -1 \) whereas \( \chi_b((0, +\infty)) = 0 \). Both of them shall be denoted simply by \( \chi \) when no distinction is needed.

See [8, § 9] for more details, where \( \chi_0 \) is denoted by \( \chi \) and \( \chi_b \) by \( \chi_c \).

Notation 4.3. Let \([A] \in K\text{RES}\) denote the class of the affine line over the residue field. The class of the multiplicative torus \([A] - 1 \) over the residue field is written as \([G_m]\); note that the multiplicative identity 1 of \( K\text{RES} \) is indeed the class [1], but [1] is not the multiplicative identity of the graded ring \( K\mu\text{RES}[\ast] \).

Let \(!I\) be the ideal of \( K\text{RES} \) generated by the elements \( [\gamma^2] - [G_m] \), where \( \gamma \in \Gamma \) is definable. The quotient ring \( K\text{RES}/!I \) is written as \(!K\text{RES}\). The ideal \(!I[*]\) of \( K\mu\text{RES}[\ast] \) and the (graded) quotient ring \( !K\mu\text{RES}[\ast] = K\mu\text{RES}[\ast]/!I[\ast] \) are constructed in the same way.

The ideal of \( K\mu\text{RES}[\ast] \) generated by the elements

\[ ([G_m, \alpha + \beta]) - ([\alpha^2, \beta]) \in K\mu\text{RES}[1], \]

where \( \alpha, \beta \in \Gamma \) are definable, is denoted by \(!\mu I[*]\), and the (graded) quotient ring \( K\mu\text{RES}[\ast]/!\mu I[*] \) by \(!K\mu\text{RES}[\ast]\).

The quotient maps from “\( K \)” to “\(!K\)” will all be denoted by \( \iota \), and will often be omitted when it is clear in the context that the latter one is meant. We will also use the same notation for elements when passing from the former to the latter.

4.1. Without volume forms. The discussion here more or less follows [9, § 2.5] (also see [8, Theorem 10.5]).

For \( 0 \leq l \leq n \), consider the maps

\[ \epsilon_{g}^{n,l} : K\text{RES}[n-l] \otimes K\Gamma[l] \rightarrow !K\text{RES}[n] \]

given by

\[ x \otimes y \mapsto \chi_0(y)x[G_m]^l. \tag{4.1} \]

Note that here we are forced to pass from “\( K \)” to “\(!K\)” in the target by the tensor \( \otimes_{K, \Gamma[n[*]} \), for otherwise \( \epsilon_{g}^{n,l} \) is not well-defined. Then \( \bigoplus_{0 \leq l \leq n} \epsilon_{g}^{n,l} \) and \( \Psi^{-1} \) induce a homomorphism

\[ K\text{RV}[n] \rightarrow !K\text{RES}[n]. \]

Composing this with the homomorphism \( !K\text{RES}[n] \rightarrow !K\text{RES}[m] \) given by \( x \mapsto x[A^{m-n}] \) and taking the direct sum of the resulting homomorphisms over all \( n \) with \( n \leq m \), we obtain a
Thus there is an epimorphism from $!K$ canonically isomorphic to $!K$ isomorphic to $!K$. It is then routine to check that this epimorphism is also injective, and hence $!K$ whose range is precisely the zeroth piece $!K$. We can equalize them by forcing $(4.4)$ $A$ $B$. We have

$$E_g : K RV[\leq m] \longrightarrow !K RES[m].$$

These homomorphisms $e_g^m$, $m = 0, 1, \ldots$, are compatible in the obvious sense. Consequently, they give rise to a homomorphism $E_g : K RV[*] \longrightarrow !K RES[*][[A]-1]$ whose range is precisely the zeroth piece $(!K RES[*][[A]-1])_0$ of the $Z$-graded ring on the righthand side. We have

$$(4.2) \quad E_g([RV^0] + 1 - [1]) = -[G_m][A]^{-1} + 1 - [A]^{-1} = 0.$$ 

Thus $E_g$ induces an eponymous homomorphism $E_g : K RV[*]/(P - 1) \longrightarrow !K RES[*][[A]-1]$.

There is a parallel construction, where we replace $\chi_g$ with $\chi_h$ and $[A]^{-1}$ with $[1]^{-1}$. The latter replacement is needed so to make $(P - 1)$ vanish as in $(4.2)$. The resulting homomorphism is

$$(4.3) \quad E_h : K RV[*]/(P - 1) \longrightarrow !K RES[*][[1]-1],$$

whose range is precisely the zeroth piece $(!K RES[*][[1]-1])_0$.

**Remark 4.4.** The zeroth graded piece $(!K RES[*][[A]-1])_0$ of $!K RES[*][[A]-1]$ is canonically isomorphic to a colimit of the groups $!K RES[n]$, which is actually what appears in the construction above. Thus there is an epimorphism from $(!K RES[*][[A]-1])_0$ to the similar-looking ring $!K RES[[A]-1]$. It is then routine to check that this epimorphism is also injective, and hence $(!K RES[*][[A]-1])_0$ is canonically isomorphic to $!K RES[[A]-1]$. For the same reason, $(!K RES[*][[1]-1])_0$ is canonically isomorphic to $!K RES[[1]-1] \cong !K RES$.

If the codomain of $E_h$ is changed to $!K RES[[A]-1]$ in the obvious way then it may be compared with $E_g$. They are different since

$$(4.4) \quad E_h([1]) = 1 \quad \text{and} \quad E_g([1]) = E_g([RV^0]) + 1 = -[G_m][A]^{-1} + 1 - [A]^{-1}.$$ 

We can equalize them by forcing $[A] = 1$ (hence $E_g(x \otimes y) = E_h(x \otimes y) = 0$ if $y \notin K \Gamma[0]$). The (complex version of the) resulting homomorphism is indeed the one constructed in $[29]$ (2.5.7).

The homomorphism $E_h$ will be used in constructing motivic Milnor fiber below, but not $E_g$. It is not that $E_g$ would not work; it is just that, conceptually, $E_h$ is a better choice, see Remarks $4.16$ and $8.14$.

### 4.2. With volume forms.

Let $FN(\Gamma, Z)$ be the set of functions $f : \Gamma \longrightarrow Z$ such that the range of $f$ is finite and $f^{-1}(m)$ is definable for every $m \in Z$. Addition in $FN(\Gamma, Z)$ is defined in the obvious way. Multiplication in $FN(\Gamma, Z)$ is given by the convolution product as follows. For $f, g \in FN(\Gamma, Z)$ and $\gamma \in \Gamma$, let $h_\gamma$ be the function $\Gamma \longrightarrow Z$ given by $\alpha \longmapsto f(\alpha)g(\gamma - \alpha)$. The range of $h_\gamma$ is obviously finite. For each $m \in Z$, $h_\gamma^{-1}(m)$ is a finite disjoint union of sets of the form

$$f^{-1}(m') \cap (\gamma - g^{-1}(m'')),$$

where $m'm'' = m$, and hence is $\gamma$-definable. Let

$$h_\gamma^* = \sum_m m \chi(h_\gamma^{-1}(m)) \in Z$$

and $f * g : \Gamma \longrightarrow Z$ be the function given by $\gamma \longmapsto h_\gamma^*$. It is not hard to see that, by $\alpha$-minimality in the $\Gamma$-sort, $f * g = g * f$ and it belongs to $FN(\Gamma, Z)$. Thus $FN(\Gamma, Z)$ is a commutative ring.
Notation 4.5. In \(\text{FN}(\Gamma, \mathbb{Z})\), let \(r\) be the constant function 1 and, for each definable element \(\gamma \in \Gamma\), let \(p_\gamma, q_\gamma\) be the characteristic functions of \(\gamma, (\gamma, \infty)\), respectively. By \(\sigma\)-minimality, \(\text{FN}(\Gamma, \mathbb{Z})\) is generated as a \(\mathbb{Z}\)-module by elements of the forms \(r, p_\gamma, q_\gamma\). We have the following equalities:

\[
 rp_\beta = r, \quad p_\alpha p_\beta = p_{\alpha + \beta}, \quad p_\alpha q_\beta = q_{\alpha + \beta}, \quad q_\alpha q_\beta = -q_{\alpha + \beta}.
\]

In addition,

- if \(\chi = \chi_g\) then \(r^2 = rq_\beta = -r\),
- if \(\chi = \chi_b\) then \(r^2 = r\) and \(r q_\beta = 0\).

Remark 4.6. For each \(I = (I, \mu) \in \mu \Gamma[k]\), let \(\mu_I : I \rightarrow \Gamma\) be the function given by \(\gamma \mapsto \mu(\gamma) + \Sigma \gamma\) and \(\lambda_I : \Gamma \rightarrow \mathbb{Z}\) the function given by \(\gamma \mapsto \chi(\mu^{-1}(\gamma))\). By \(\sigma\)-minimality, the range of \(\lambda_I\) is finite and, for every \(m \in \mathbb{Z}\), \(\lambda_I^{-1}(m)\) is definable. So \(\lambda_I \in \text{FN}(\Gamma, \mathbb{Z})\). If \(F : (I, \mu) \rightarrow (J, \sigma)\) is a \(\mu \Gamma[k]\)-morphism then \(F\) restricts to a bijection from \(\mu_I^{-1}(\gamma)\) to \(\sigma_J^{-1}(\gamma)\) for every \(\gamma \in \Gamma\) and hence \(\lambda_I = \lambda_J\) and we may write \(\lambda_I\) as \(\lambda_I[I]\). Let \(J = (J, \sigma) \in \mu \Gamma[l]\). If \(k = l\) then clearly \(\lambda_I + \lambda_J = \lambda_I[I + J]\). An easy computation shows that, for every \(\gamma \in \Gamma\),

\[
(\lambda_I[I] * \lambda_J[J])(\gamma) = \chi((\mu_\sigma)_I(J, \gamma)),
\]

where \(\mu_\sigma : I \times J \rightarrow \Gamma\) is the function given by \((\alpha, \beta) \mapsto \mu(\alpha) + \sigma(\beta)\), and hence \(\lambda_I[I] * \lambda_J[J] = \lambda_I[I + J]\). Let \(\mathbb{Z}\Gamma\) be the group ring of \(\Gamma(S)\) over \(\mathbb{Z}\), which is viewed as the subring of \(\text{FN}(\Gamma, \mathbb{Z})\) generated, as a \(\mathbb{Z}\)-module, by \(p_\gamma\). We have \(K \mu \Gamma[0] \cong \mathbb{Z}\Gamma\). It follows that the map

\[
\lambda : K \mu \Gamma[*] \rightarrow Z(\mathbb{Z}) \oplus X \text{FN}(\Gamma, \mathbb{Z})[X]
\]

determined by the assignment

\[
[I] \mapsto \lambda[I]X^k, \quad I \in \mu \Gamma[k],
\]

is a graded ring homomorphism. Of course, there are two such homomorphisms \(\lambda_g\) and \(\lambda_b\), corresponding to the two choices \(\chi = \chi_g\) and \(\chi = \chi_b\).

We claim that the assignments

\[
(4.5) \quad p_\gamma X^k \mapsto [G_m]^{-1}([G_m, \gamma]), \quad q_\gamma X^k \mapsto [G_m]^{-1}([\{1\}, \gamma]), \quad r X^k \mapsto 0
\]

induce a graded ring homomorphism

\[
\psi : Z(\mathbb{Z}) \oplus X \text{FN}(\Gamma, \mathbb{Z})[X] \rightarrow K \mu \text{RES}[*]/([A]).
\]

Note that \(Z\Gamma\) may be regarded as a subring of \(K \mu \text{RES}[0]\) by identifying \(p_\gamma\) with \([(\infty, \gamma)]\), which is the intended interpretation of the first assignment for \(k = 0\). For the claim, it suffices to check that \(\psi\) obeys the equational constraints for the generators above in Notation 4.5, which are all straightforward (the equality \(\psi(q_\alpha)\psi(q_\beta) = \psi(-q_{\alpha + \beta})\) holds since \([A] = [G_m] + [1] = 0\) is forced).

Let \(h\) denote the element \([\{RV^\infty, -rv\}, 0]) \in K \mu RV[1]\).

Proposition 4.7. There are two graded ring homomorphisms

\[
\mu E_g, \mu E_h : K \mu RV[*] \rightarrow K \mu \text{RES}[*]/([A])
\]

such that

- \(P \in K \mu RV[1]\) vanishes under both of them,
- for all \(x \in K \mu \text{RES}[*]\), \(\mu E_g(x) = \mu E_h(x) = x/([A])\),
- they are distinguished by \(\mu E_g(h) = -[1]/([A])\) and \(\mu E_h(h) = 0\).
Proof. The product map
\[(\iota/([A])) \times (\psi \circ \lambda) : K\mu\text{RES}[\ast] \times K\mu\Gamma[\ast] \rightarrow !K\mu\text{RES}[\ast]/([A])\]
is $K\mu\Gamma^{\text{fin}}[\ast]$-bilinear (because of the ideal $!\mu I[\ast]$ in the target). We have
\[
\mu\Psi^{-1}(P) = [1] - [(0, \infty)] \quad \text{and} \quad \mu\Psi^{-1}(\mathfrak{h}) = [((0, \infty), -\text{id})].
\]
The existence of the desired homomorphisms follow from a straightforward computation. \qed

The discussion above is more or less an expanded version of the proof of [8, Theorem 10.11].

Remark 4.8. Alternatively, for $\chi = \chi_\mathfrak{r}$, we may replace $rX_k \mapsto 0$ in (4.5) with $rX_k \mapsto [G_m]^{-1}[1]$, that is, sending $rX_k$ and $q_0X_k$ to the same element. Then $\psi$ is still a graded ring homomorphism provided that we enlarge the ideal $!\mu I[\ast]$ by adding the elements $[1] - [(\{1\}, \gamma)] \in K\mu\text{RES}[1]$. Consequently, for instance, we can construct a ring homomorphism
\begin{equation}
(4.6) \quad K\mu\text{RV}[\ast] \rightarrow !K\mu\text{RES}[\ast]/([A]) \xrightarrow{\phi} !K\text{RES}[\ast]/([A]),
\end{equation}
where the homomorphism $\phi$ is induced by the obvious forgetful functor.

We shall not, however, pursue this further, since taking the quotient by the ideal $([A])$ is detrimental to our purpose here. To avoid it, we need to work with the categories of doubly bounded objects.

Definition 4.9 (Doubly bounded RV-categories). An object $(U, f) \in \text{RV}[k]$ is doubly bounded if $U$ is. Denote the full subcategory of $\text{RV}[k]$ of doubly bounded objects by $\text{RV}^{\text{db}}[k]$, and similarly for the categories $\mu\text{RV}^{\text{db}}[k]$, $\mu\Gamma^{\text{db}}[k]$.

Remark 4.10. By Lemma 2.41 if $(U, f, \omega) \in \mu\text{RV}^{\text{db}}[k]$ then $f(U)$, $\omega(U)$ are both doubly bounded as well. For essentially the same reason, $\mu\Psi$ restricts to an isomorphism
\[
\mu\Psi^{\text{db}} : K_+\mu\text{RES}[\ast] \otimes K_+\mu\Gamma^{\text{db}}[\ast] \rightarrow K_+\mu\text{RV}^{\text{db}}[\ast].
\]

Notation 4.11. In $\text{FN}(\Gamma, \mathbb{Z})$, for each definable element $\gamma \in \Gamma \setminus 0$, let $o_\gamma$ be the characteristic function of $(0, \gamma)$; also set $o_0 = -p_0$. As a $\mathbb{Z}$-module, $\text{FN}^{\text{db}}(\Gamma, \mathbb{Z})$ is generated by elements of the forms $p_\gamma$, $o_\gamma$. Of course $o_\gamma = q_\gamma - q_\gamma$ if $\gamma > 0$, etc. An easy computation shows that
- $p_\alpha p_\beta$ equals $o_\alpha + o_\beta$ or $\alpha - p_\alpha + p_\beta$ or $\alpha - o_\beta - p_\beta$,
- $o_\alpha o_\beta$ equals $o_\alpha + o_\beta$ or $\alpha + p_\alpha - p_\beta$.

Notation 4.12. The homomorphism
\[
\lambda : K\mu\Gamma^{\text{db}}[\ast] \rightarrow \mathbb{Z}\Gamma \oplus X \text{FN}^{\text{db}}(\Gamma, \mathbb{Z})[X]
\]
is constructed as before (there is only one such homomorphism now since $\chi_\mathfrak{r}$, $\chi_\mathfrak{b}$ agree on doubly bounded sets).

Notation 4.13. Recall that $\text{RV}^{\infty}_{\gamma} = \text{rv}(\mathcal{M}_\gamma \setminus 0)$ (Notation 2.5). For each definable $\gamma \in \Gamma^+_0$, let
\[
P_\gamma = [\text{RV}^{\infty}_{\gamma} \times \text{RV}^{\infty}_{\gamma}] + [(t_\gamma)] - [1] \in K\text{RV}^{\text{db}}[1],
\]
where $t_\gamma \in \gamma^\mathfrak{d}$ is any definable point. It also stands for the corresponding element in $K\mu\text{RV}^{\text{db}}[1]$ (with the constant volume form 0). Note that, although $[(t_\gamma)] = [1]$ in $K\text{RV}^{\text{db}}[1]$, $[(t_\gamma)] \neq [1]$ in $K\mu\text{RV}^{\text{db}}[1]$ unless $\gamma = 0$.

Clearly $P_\gamma$ does not depend on the choice of $t_\gamma \in \gamma^\mathfrak{d}$. The ideal of $K\mu\text{RV}^{\text{db}}[\ast]$ generated by the elements $P_\gamma$ is denoted by $(P_\Gamma)$. The images of $(P_\Gamma)$ under the obvious forgetful homomorphisms
\[
K\mu\text{RV}^{\text{db}}[\ast] \rightarrow K\text{RV}[\ast], \quad K\mu\text{RV}^{\text{db}}[\ast] \rightarrow K\mu\text{RV}[\ast]
\]
are contained in $(P - 1)$, $(P)$, respectively,
Remark 4.14. Let $\mathcal{I}P$ denote the ideal of $\text{FN}^\text{db}(\Gamma, \mathbb{Z})$ generated by the elements $p_\gamma - p_0$, $o_\gamma + p_0$. By the computation in Notation 4.11, $\text{FN}^\text{db}(\Gamma, \mathbb{Z})/\mathcal{I}P \cong \mathbb{Z}$; the quotient homomorphism is denoted by $\chi$ because a simple computation shows that if $I = (I, \mu) \in \mu \Gamma^\text{db}[\star]$ then indeed $\lambda_I/\mathcal{I}P = \chi(I)$. Now it is straightforward to check that the assignments
\begin{equation}
\begin{aligned}
 p_\gamma X^k & \mapsto [G_m]^k, \\
o_\gamma X^k & \mapsto -[G_m]^k
\end{aligned}
\end{equation}
induce a graded ring homomorphism
\[\psi^\text{db} : Z\Gamma \oplus X \text{FN}^\text{db}(\Gamma, \mathbb{Z})[X] \longrightarrow !K \text{RES}[\star].\]
In a nutshell, the homomorphism $\psi^\text{db} \circ \lambda$ is a “forgetful” map given by $[(I, \mu)] \longmapsto \chi(I)[G_m]^k$, $(I, \mu) \in \mu \Gamma^\text{db}[k]$.

The forgetful homomorphism $\phi : K \mu \text{RES}[\star] \longrightarrow !K \text{RES}[\star]$ is similar to the one in (4.6).

Proposition 4.15. There is a graded ring homomorphism
\[\mu \mathbb{E}^\text{db} : K \mu \text{RV}^\text{db}[\star] \longrightarrow !K \text{RES}[\star]\]
such that $(P_\Gamma)$ vanishes and, for all $x \in K \mu \text{RES}[\star]$, $\mu \mathbb{E}^\text{db}(x) = \phi(x)$.

Proof. The homomorphism $\phi \times (\psi^\text{db} \circ \lambda)$ is still $K \mu \Gamma^\text{fin}[\star]$-bilinear. We have
\[\mu(\mathbb{E}^\text{db})^{-1}(P_\gamma) = [(0, \gamma)] + [{\gamma}] + [{t_\gamma}] - [1],\]
which vanishes under $\phi \otimes (\psi^\text{db} \circ \lambda)$. \hfill \Box

The composition of $\mu \mathbb{E}^\text{db}$ with the obvious forgetful homomorphism $!K \text{RES}[\star] \longrightarrow !K \text{RES}$ is denoted by $\mathbb{E}^\circ$. By Remark 4.14, the diagram commutes:
\[\begin{array}{ccc}
K \mu \text{RV}^\text{db}[\star] & \longrightarrow & K \text{RV}[\star] \\
\mathbb{E}^\circ \downarrow & & \downarrow \mathbb{E}_b \\
!K \text{RES} & & !K \text{RES}
\end{array}\]
which may serve as an alternative and more direct (but less comprehensive) construction of $\mathbb{E}^\circ$.

Remark 4.16. Changing $!K \text{RES}$ to $!K \text{RES}[\mathbb{A}^{-1}]$ in (4.8), we see that $\mathbb{E}_g$ does not commute with $\mathbb{E}^\circ$: by (4.4),
\[\mathbb{E}_g([1]) = [\mathbb{A}]^{-1} \quad \text{whereas} \quad \mathbb{E}^\circ([1]) = \mathbb{E}_b([1]) = 1.\]
This is but an example of a general phenomenon, see Remark 7.28.

We can certainly redefine $\mathbb{E}^\circ$ as the composition of $\mu \mathbb{E}^\text{db}$ with the homomorphism $!K \text{RES}[\star] \longrightarrow !K \text{RES}[\mathbb{A}^{-1}]$ implicit in Remark 4.14 and thereby make it compatible with $\mathbb{E}_g$, but as we have mentioned above, $\mathbb{E}_b$ is ultimately a better choice; see Remark 8.14.

5. INTERLUDE: REDUCED CROSS-SECTION AND FUBINI THEOREMS

A cross-section of $\Gamma$ is a group homomorphism $\text{csn} : \Gamma \longrightarrow VF^\times$ such that $\text{val} \circ \text{csn} = \text{id}$. The corresponding reduced cross-section of $\Gamma$ is the function
\[\overline{\text{csn}} = \text{rv} \circ \text{csn} : \Gamma \longrightarrow \text{RV}^\times.\]
These are usually augmented by $\text{csn}(\infty) = 0$ and $\overline{\text{csn}}(\infty) = \infty$.

We can add a reduced cross-section $\overline{\text{csn}}$ to the language $\mathcal{L}_{\text{RV}}$, denoted by $\mathcal{L}_{\text{RV}}^\circ$ the extension, and consider the corresponding integration theory; this has been worked out in [19]. We shall, however, only need a few facts about definable sets in RV in this setting. Strictly speaking, this extra ingredient is not really needed, but it does help simplify certain computations.
In this section we work in an $L^\dagger_{RV}$-expansion $U^\dagger$ of $U$. Definability, if unqualified, is interpreted accordingly.

**Definition 5.1.** A $\Gamma$-partition of a definable set $A$ in $RV$ is a definable function $p : A \to \Gamma^l_\infty$ such that, for all $\gamma \in \Gamma^l_\infty$, $\text{vr}(A,\gamma)$ is a singleton and is $\text{csn}(\gamma)$-$L_{RV}$-definable. If $p$ is a $\Gamma$-partition of $A$ then the $RV^\dagger$-dimension of $p$, denoted by $\dim_{RV^\dagger}(p)$, is the number $\max\{\dim_{RV}(A,\gamma) \mid \gamma \in \Gamma^l_\infty\}$.

**Lemma 5.2** ([19] Lemma 3.2]). If $p_1, p_2$ are $\Gamma$-partitions of $A$ then $\dim_{RV^\dagger}(p_1) = \dim_{RV^\dagger}(p_2)$.

So the $RV^\dagger$-dimension $\dim_{RV}(A)$ of a definable set $A$ in $RV$ may be defined as the $RV^\dagger$-dimension of any $\Gamma$-partition of $A$. It may also be shown that there is a definable finite-to-one function $f : A \to RV^k \times \Gamma^l_\infty$ if and only if there is a definable function $f : A \to RV^k$ such that all fibers of $f$ are of $RV^\dagger$-dimension $0$ if and only if $\dim_{RV^\dagger}(A) \leq k$.

**Definition 5.3** ($RV^\dagger$-categories). The objects of the category $RV^\dagger[k]$ are the pairs $(U, f)$ with $U$ a set in $RV_\infty$ and $f : U \to RV^k$ a definable function such that $\dim_{RV^\dagger}(U_t) = 0$ for all $t \in RV^k$. For two such objects $(U, f), (V, g)$, any definable bijection $F : U \to V$ is a morphism of $RV^\dagger[k]$.

The categories $RES^\dagger[k], RES^\dagger$ are formulated similar to $RES[k], RES$.

**Definition 5.4.** The twistback function $\text{tbk} : RV \to k$ is given by $u \mapsto u/\text{csn}(\text{vr}(U))$, where $\infty/\infty = 0$. For any set $U \subseteq RV^\gamma_{\infty}$ and $\gamma \in \Gamma^l_\infty$, the set $\text{tbk}(U,\gamma) \subseteq k^n$ is called the $\gamma$-twistback of $U$. If $\text{tbk}(U,\gamma) = \text{tbk}(U,\gamma')$ for all $\gamma, \gamma' \in \text{vr}(U)$ then $U$ is called a twistoid, in which case we simply write $\text{tbk}(U)$ for the unique twistback.

**Lemma 5.5** ([19] Corollaries 2.23, 3.4]). Every definable set in $\Gamma$ is $L_{RV}$-definable and every definable set in $RV$ with $\text{vr}(U)$ finite is $\text{csn}(\text{vr}(U))$-$L_{RV}$-definable.

**Lemma 5.6** ([19] Lemma 3.3]). Let $U \subseteq RV^n$ be a definable set and $\text{vr}(U) = D$. Then there is a definable finite partition $(D_i)_i$ of $D$ such that each $U_i = U \cap D_i$ is a definable twistoid and the corresponding twistback is $L_{RV}$-definable.

A definable finite partition $(U_i)_i$ of $U$ is called a twistoid decomposition of $U$ if every $U_i$ is a twistoid. For instance, the partition $(U_i)_i$ of $U$ induced by the partition $(D_i)_i$ of $D$ above is a $\Gamma$-cohesive twistoid decomposition, which, by Lemma 5.5, is $L_{RV}$-definable if $U$ is.

**Terminology 5.7.** For any object $U = (U, f) \in RV^\dagger[*]$, by a “twistoid decomposition of $U$” we actually mean a twistoid decomposition $(V_i)_i$ of the graph of the function $f$. In that case, clearly $(U_i)_i = (\text{pr}_U(V_i))_i$ is a twistoid decomposition of $U$. For convenience, we shall refer to $(U_i)_i$ as a twistoid decomposition of $U$.

Let $(U_i)_i$ be a twistoid decomposition of $U = (U, f) \in RV^\dagger[*]$. Set

$$E_b(U) = \sum_i \chi_b(\text{vr}(U_i))[\text{tbk}(U_i)] \in K RES^\dagger.$$  

**Proposition 5.8** ([19] Propositions 3.21, 3.30]). The assignment (5.1) does not depend on the choice of the twistoid decomposition and is invariant on isomorphism classes. The resulting map

$$E_b^\dagger : K RV^\dagger[*] \to K RES^\dagger$$

is a ring homomorphism that vanishes on the ideal $(P - 1)$.

We consider $RV[*]$ as a subcategory of $RV^\dagger[*]$ and denote the induced homomorphism between the Grothendieck rings by

$$\Lambda : K RV[*] \to K RV^\dagger[*].$$
In the current environment, the transition from \( \text{"K RES}^\dagger \) to \( \text{"K RES}^\dagger n \) is superfluous since we already have \([\gamma^2] = [G_m] \) in \( \text{K RES}^\dagger \) for all definable \( \gamma \in \Gamma \) (every element in \( \text{K}_+ \text{ RES}^\dagger \) is represented by a definable set in \( k \)). So there is a natural homomorphism \( !\text{K RES} \rightarrow \text{K RES}^\dagger \), which is also denoted by \( \Lambda \). It then follows from Proposition 3.18 more precisely, the correspondence (3.3), that we have a commutative diagram

\[
\begin{array}{ccc}
\text{K RV}[\ast] & \xrightarrow{E_b} & !\text{K RES} \\
\Lambda \downarrow & & \Lambda \\
\text{K RV}^\dagger[\ast] & \xrightarrow{E_b^\dagger} & \text{K RES}^\dagger
\end{array}
\]

(5.2)

Remark 5.9. We may replace \( \chi_b \) with \( \chi_g \) and \([\text{tbk}(U_i)]\) with \([\text{tbk}(U_i)][A]^{-n} \) (assuming \( U \in \text{RV}^\dagger[n] \)) in (5.1) and thereby obtain a ring homomorphism

\[
\mathbb{E}_g: \text{K RV}^\dagger[\ast] \rightarrow \text{K RES}^\dagger[[A]^{-1}]
\]

that also vanishes on the ideal \((P - 1)\). The diagram (5.2) still commutes if \( E_b, E_b^\dagger \) are replaced by \( \mathbb{E}_g, \mathbb{E}_g^\dagger \).

One main advantage of \( \mathbb{E}_g \) over \( E_b \) is that it makes computations much easier, essentially because we can use twistoid decompositions given by Lemma 5.6 instead of “tensor decompositions” given by Proposition 3.18. To make (5.1) work for \( \mathbb{E}_g \) as intended, though, we need a special kind of twistoid decompositions:

Definition 5.10. Suppose that \((U_i)_i\) is an \( \mathcal{L}_{\text{RV}} \)-definable twistoid decomposition of \( U \). If, for each \( i \), there is an \( \mathcal{L}_{\text{RV}} \)-definable bijection \( U_i \rightarrow V_i \times I_i^2 \), where \( \text{vrv}(V_i) \) is a singleton and \( I_i \in \Gamma[\ast] \), such that its vrv-contraction is a bijection and its graph is a twistoid as well, then we say that \((U_i)_i\) is bipolar. Naturally \( U \) is a bipolar twistoid if it admits a trivial bipolar twistoid decomposition.

Remark 5.11. The point of Definition 5.10 is this: Suppose that \( U = (U, f) \in \text{RV}[n] \) and \((U_i)_i\) is a bipolar twistoid decomposition of \( U \), as witnessed by bijections \( U_i \rightarrow V_i \times I_i^2 \) with \( I_i \in \Gamma[I_i] \). By dimension theory, for each \( i \), there is an \( \mathcal{L}_{\text{RV}} \)-definable finite-to-one function \( g_i : V_i \rightarrow \text{RV}^n[I_i] \), that is, \((V_i, g_i) \in \text{RES}[n-I_i] \). Let \( \gamma_i \) be a definable element in \( \text{vrv}(U_i) \). Since \( U_i, \gamma_i \) is \( \mathcal{L}_{\text{RV}} \)-definably bijective to \( V_i \times \alpha_i^2 \) for some definable \( \alpha_i \in I_i \), we see that, in \( !\text{K RES} \)

\[
[U_i, \gamma_i] = [V_i][\alpha_i^2] = [V_i][G_m]^I_i.
\]

So, by the construction of \( \mathbb{E}_g \) and bipolarity,

\[
\mathbb{E}_g([U]) = \sum_i \chi_b(I_i)[V_i][G_m]^I_i = \sum_i \chi_b(\text{vrv}(U_i))[U_i, \gamma_i].
\]

(5.3)

Observe that this does not really follow without some stronger condition such as bipolarity.

Obviously a \( \Gamma \)-cohesive twistoid decomposition of a bipolar twistoid is also bipolar. There is indeed an abundant supply of bipolar twistoid decompositions:

Lemma 5.12. Every \( \mathcal{L}_{\text{RV}} \)-definable set \( U \subseteq \text{RV}^n \) admits a \( \Gamma \)-cohesive twistoid decomposition that is also bipolar.

Proof. This follows from [8] Lemmas 3.21, 3.25. In more detail, the proof of [8] Lemmas 3.21 shows that the definable finite partition \((D_i)_i\) given by Lemma 5.6 can be refined so as to make the following condition hold: each \( U_i = U \cap D_i^2 \) is of the form \( \{t \in D_i^2 \mid N_i t \in W_i\} \), where \( N_i \) is
a $k \times n$ matrix over $\mathbb{Z}$ and $W_i$ is a definable subset of $\alpha_i^x$ for some $\alpha_i \in \Gamma^k$. Next, there exists a matrix $M_i \in \text{GL}_n(\mathbb{Z})$ such that $N_i M_i$ is in lower echelon form (in general $M_i$ is not a product of “standard” column operations since $\mathbb{Z}$ is not a field, but such an invertible matrix exists over any principal ideal domain). Observe that if $N_i M_i$ does not have zero columns then $D_i$ must be a singleton. At any rate, the set $M_i^{-1} U_i$ must be of the form $\text{pr}_{\leq m}(U_i) \times I_i^x \subseteq \text{RV}^n$, where $n - m$ is the number of zero columns in $N_i M_i$ and $\text{rv}(\text{pr}_{\leq m}(U_i))$ is a singelton.

5.1. **Tropical motivic Fubini theorem.** In this subsection we work in the field $\hat{C}$ of complex Puiseux series, considered as an elementary substructure of $U$, and take the parameter space to be the substructure $\mathbb{S} = C((t))$. The value group $\Gamma$ is identified with $\mathbb{Q}$. As an elementary substructure of $\mathbb{S} \uparrow$, $\hat{C}$ is denoted by $\hat{C} \uparrow$. We reiterate that the reduced cross-section $\text{csn}$ is not something of central interest, it is just an (implicit) computational tool.

**Remark 5.13.** We may think of the profinite group $\hat{\mu}$ as the Galois group $\text{Gal}(\hat{C}/C((t)))$, since they are canonically isomorphic. For each element $\xi = (\xi_n)_n \in \hat{\mu}$, the assignment $\rho \mapsto \xi^\rho$ indeed induces a reduced cross-section $\text{csn}_\xi : Q \rightarrow \text{RV}$, and the map given by $\xi \mapsto \text{csn}_\xi$ is indeed a bijection between $\hat{\mu}$ and the set $\Omega$ of reduced cross-sections $\text{csn} : Q \rightarrow \text{RV}$ with $\text{csn}(1) = \text{rv}(t)$; in other words, $\hat{\mu}$ acts freely and transitively on $\Omega$ via multiplication in the obvious way.

Here is a slightly different perspective on $\hat{\mu}$. By the structural theory of valued fields (in particular, [2, Lemma 5.3.2]), an element $\sigma \in \text{Gal}(\hat{C}/C((t)))$ is in the ramification subgroup if and only if it fixes RV pointwise. But it can be easily checked that every $\sigma \in \text{Gal}(\hat{C}/C((t)))$ moves some element of RV unless $\sigma = id$. So $\text{Gal}(\hat{C}/C((t))) \cong \hat{\mu} \sigma$ may be identified with $\text{Aut}(\text{RV}/\text{RV}(C((t))))$, the group of model-theoretic automorphisms, where $\text{RV}(C((t)))$ is equal to the subgroup generated by $\text{rv}(t)$ over $k^\times$.

**Notation 5.14.** The presence of $\text{csn}$ induces an intrinsic isomorphism $\text{RV} \cong k^\times + \mathbb{Q}$. Consequently, $K \text{RES} \cong K \text{Var}_C$. Let $\phi : K\hat{\mu} \text{Var}_C \rightarrow K \text{Var}_C$ be the obvious forgetful homomorphism. Using the twistback function $\text{tbk}$ as in [9, § 4.3], we construct an isomorphism

\begin{equation}
\Theta : !K \text{RES} \rightarrow K\hat{\mu} \text{Var}_C
\end{equation}

such that $\phi \circ \Theta = \Lambda$. By the discussion in Remark 5.11 if $U$ is a bipolar twistoid then the class $[U_] \in !K \text{RES}$ is invariant for definable $\gamma \in \text{rv}(U)$, and hence it makes sense to denote the class $\Theta([U_]) \in K\hat{\mu} \text{Var}_C$ by $[\text{tbk}(U)]\hat{\mu}$. In general, for any $U = (U, f) \in \text{RV}[*]$, we may write

\begin{equation}
(\Theta \circ \text{E}_b)([U]) = \sum_i \chi_b(\text{rv}(U_i)) [\text{tbk}(U_i)]\hat{\mu} \in K\hat{\mu} \text{Var}_C,
\end{equation}

where $(U_i)_i$ is any bipolar twistoid decomposition of $U$.

**Notation 5.15.** The **motivic volume operator** is the composition

\begin{equation}
\text{Vol} : K \text{VF}, \overset{f}{\longrightarrow} K \text{RV}[*]/(P - 1) \overset{E_b}{\longrightarrow} !K \text{RES} \overset{\Theta}{\longrightarrow} K\hat{\mu} \text{Var}_C.
\end{equation}

For each $\gamma \in \mathcal{Q}^n$, let $A_\gamma \in \text{VF}_*$ and $U_\gamma \in \text{RV}[*]$ such that $f[A_\gamma] = [U_\gamma]/(P - 1)$, which we think of as holding at the semiring level. Suppose that $A = \bigcup_{\gamma \in \mathcal{Q}^n} \gamma^x \times A_\gamma \in \text{VF}_*$, that is, $A$ is definable, for instance, there could be a definable set $B \subseteq \text{VF}^n$ such that $A_\gamma = B \cap \gamma^x$ for all $\gamma \in \mathcal{Q}^n$. For ease of notation, we take each $U_\gamma$ to be simply a definable set $U_\gamma$ in RV and assume, by compactness, $U = \bigcup_{\gamma \in \mathcal{Q}^n} \gamma^x \times U_\gamma$ is definable as well. By Lemma 5.12 and compactness again, there is a definable finite partition $(D_i)_i$ of $\text{rv}(U)$ such that

- every set $U \cap D_i^2$ is a bipolar twistoid,
the sets $E_i = \pr_{\leq n}(D_i)$ form a partition of $\mathbb{Q}^n$,

- for all $\gamma, \gamma' \in E_i$, $\chi_b(D_{i, \gamma}) = \chi_b(D_{i, \gamma'})$.

It follows that the map $\mathbb{Q}^n \rightarrow K^\mu \text{Var}_{\mathcal{C}}$ given by

$$
\gamma \mapsto \text{Vol}([A_\gamma]) = \sum_i \chi_b(D_{i, \gamma})[\text{tbk}(U_\gamma \cap D_{i, \gamma}^2)]^\mu
$$

is constant over each $E_i$, which we denote by $v_i$, and hence

$$
\text{Vol}([A]) = \sum_i \chi_b(E_i)v_i[G_m]^n.
$$

This is essentially the content of the tropical motivic Fubini theorem of \cite{11}.

**Remark 5.16.** The definable sets $E_i$ may be viewed as rational polyhedrons in $\mathbb{R}^n$, that is, intersections of closed half spaces in $\mathbb{R}^n$ defined by linear equations with rational coefficients and (definable) constant terms. In general they are not cones, in other words, some of the constant terms may be nonzero (every element in $\mathbb{Q}$ is in $\mathbb{Z}$).

This issue is moot, however, if the parameter space is $\mathcal{S} \subseteq \mathcal{C}$, since in that case the only definable element in $\mathbb{Q}$ is 0. This is needed for the applications in the motivic Donaldson-Thomas theory in \cite{11}.

### 5.2. Fubini theorem

**Theorem 5.17.** If, for all $b \in B$, there are $b$-definable objects $U_b, U'_b \in \text{RV}[\mathbb{S}]$ such that $[A_b] = [L \mathbb{U}_b], [A'_b] = [L \mathbb{U}'_b]$, and $E_b([U_b]) = E_b([U'_b])$, then $E_b(f[A]) = E_b(f[A'])$.

**Remark 5.18.** Suppose that $B$ is a set in $\text{VF}$, or more generally, for every $b \in B$, the substructure $\mathbb{S}(b)$ generated by it over $\mathbb{S}$ is $\text{VF}$-generated. The latter condition holds if, for instance, there is a definable bijection $B \rightarrow B'$ with $B'$ a set in $\text{VF}$. Then the hypothesis of the theorem can be simply reformulated as $E_b(f[A]) = E_b(f[A'])$. This equality is construed over $\mathbb{S}(b)$, which makes sense since $\mathbb{S}(b)$ is $\text{VF}$-generated (recall the provisions of Theorem 3.22).

As in § 5.1, we are mainly interested in applying this result in $\mathcal{C}$ with $\mathbb{S} = \mathcal{C}(t)$, in which case $\mathbb{S}(b) = \mathcal{C}(t)(b)$ is an algebraic extension of $\mathcal{C}(t)$ and the conclusion of the theorem may take the form $\text{Vol}([A]) = \text{Vol}([A'])$; however, it is clearly not enough to test the hypothesis just inside $\mathcal{C}$.

Take $\mathbb{S} = \mathcal{C}(t)$ and $b \in B$ in $\mathbb{U}$. Denote the algebraic closure of the residue field $k(\mathcal{C}(t)(b))$ by $\mathcal{C}_b$. Let $r_b$ be the $\mathbb{Q}$-rank of the value group $\Gamma(\mathcal{C}(t)(b))$. Then, working in the algebraic closure of $\mathcal{C}(t)(b)$ (this is indeed the smallest model of ACVF(0, 0) that contains $\mathcal{C}(t)(b)$), we can construct, similar to $\Theta$, an isomorphism

$$
\Theta_b : !K \text{RES} \rightarrow K^\mu \text{Var}_{\mathcal{C}_b}.
$$

Setting $\text{Vol}_b = \Theta_b \circ E_b \circ f$, the hypothesis of the theorem can then be equivalently reformulated as $\text{Vol}_b([A_b]) = \text{Vol}_b([A'_b])$ for all $b \in B$. Since this construction is not really needed, we omit the details. Only note that if $\mathcal{C}(t)(b)$ is an unramified extension of $\mathcal{C}(t)$ then $\Theta_b$ lands in $K^\mu \text{Var}_{\mathcal{C}_b}$ and hence it is essentially the same as $\Theta$. It will also be clear from the proof that one can test the hypothesis only for those $b \in B$ that generate such unramified extensions (because ultimately the task can be reduced to checking a relation among certain objects of RES whose projection into $\Gamma$ is in $\mathbb{Z} = \Gamma(\mathbb{S})$).

The following fact shall be needed:
Lemma 5.19. Let \( F_i(x) = F_i(x_1, \ldots, x_n) \) be a finite list of polynomials with coefficients in \( VF(S) \). Let \( A \subseteq VF^n \) be a definable set. Then there is a definable bijection \( T : A \rightarrow A' \) such that \( A' \) is an RV-pullback and every composite function \( F_i \circ T^{-1} \) is rv-contractible, that is, for each \( i \) there is a commutative diagram

\[
\begin{array}{ccc}
A' & \xrightarrow{T^{-1}} & A \\
\downarrow_{rv} & & \downarrow_{rv} \\
rv(A') & \xrightarrow{(F_i \circ T^{-1})_i} & RV\infty
\end{array}
\]

This lemma follows from [17, Theorem 5.5], cited as Lemma 6.16 below, where \( T \) may be taken to be a so-called special bijection, as in Definition 6.11 but much simpler (we shall not need this here, though, because no volume forms are involved).

Proof of Theorem 5.17. By partitioning \( B \) if necessary, it is enough to prove the claim either when \( f, f' \) are both surjective or when \( f \) is surjective and \( A' \) is empty. We will deal with the first case, the second being similar but simpler (just skip all the steps that involve \( A' \) in the argument below).

By compactness, there is a definable finite partition \( (B_i)_i \) of \( B \) such that, for each \( i \), the objects \( U_b, U'_b \) are defined uniformly over \( b \in B_i \). Let \( \xi_i(x, y), \xi'_i(x, y') \) be quantifier-free formulas such that \( \xi_i(b, y), \xi'_i(b, y') \) define the objects \( U_b, U'_b \) for each \( b \in B_i \), respectively.

Suppose that \( B \) is a set in \( VF \). Applying Lemma 5.19 to the top terms \( F(x) \) of \( \xi_i(x, y), \xi'_i(x, y') \) (recall Convention 2.9), we obtain a definable bijection \( T_i : B_i \rightarrow B'_i \) as described. So, to show the claim, we may replace \( B \) with any \( B'_i \), and thereby assume that \( B \) is an RV-pullback and for each \( b \in B \), the objects \( U_b, U'_b \) depend on \( rv(b) \) instead of \( b \) itself; henceforth \( U_b, U'_b \) are denoted by \( U_{rv(b)}, U'_{rv(b)} \) (as above, for ease of notation, we take them to be simply definable sets in \( RV \)).

In fact, by Theorem 3.22 setting \( S = rv(B) \), we may just assume that \( A = \bigcup_{t \in S} U_t \times t^2 \) and \( f \) is the obvious coordinate projection. Similarly \( A' = \bigcup_{t \in S} U'_t \times t^2 \).

Of course, in general, \( B \) has RV-coordinates. But the same arrangement can be made by first applying the argument above to each fiber \( B_t, t \in pr_{RV}(B) \), and then compactness. Without loss of generality, we just take \( A, A', B \) to be sets in \( VF \).

Write \( U = rv(A), D = val(A), U' = rv(A'), D' = val(A') \), and \( E = val(B) \). Since \( \Gamma \) is stably embedded, upon further partitioning of \( S \), we may assume that \( rvv(U_t) \) depends on \( rvv(t) \) instead of \( t \) itself, and hence may be written as \( D_{rvv(t)} \); similarly, we may write \( rvv(U'_t) \) as \( D'_{rvv(t)} \).

For each \( t \in S \), let \( (D_{rvv(t)}, i)_i \) be a definable finite partition of \( D_{rvv(t)} \) as given by Lemma 5.12 that is, \( (U_t, i)_i = (U_t \cap D^2_{rvv(t), i}, i) \) is a bipolar and \( \Gamma \)-cohesive twistoid decomposition of \( U_t \). Again, the notation \( (D_{rvv(t), i})_i \) makes sense because the partition only depends on \( rvv(t) \); in fact, we may even assume so for the \( rvv \)-contractions of the witness bijections as required by Definition 5.10.

Then, by compactness and \( o \)-minimality, we are further reduced to the case that \( (D_{\gamma, i})_i \) is uniformly defined over \( \gamma \in E \), and \( (\chi_{b}(D_{\gamma, i}))_i \), does not depend on \( \gamma \in E \) at all and hence may be simply written as \( (e_i)_i \). Let \( D_i = \bigcup_{\gamma \in E} D_i, \gamma \times \gamma \). So \( \chi_{b}(D_i) = e_i, \chi_{b}(E) \). All this is just a more elaborate version of what we did before 5.6.

Similarly we obtain a bipolar and \( \Gamma \)-cohesive twistoid decomposition \( (U'_t, i')_i = (U'_t \cap D'^2_{rvv(t), i'}, i') \) of \( U'_t \), uniformly defined over \( \gamma \in E \), such that \( e'_i = \chi_{b}(D'_{\gamma, i'}) \) do not depend on \( \gamma \in E \) and hence \( \chi_{b}(D'_{i'}) = e'_i, \chi_{b}(E) \), where \( D'_{i'} = \bigcup_{\gamma \in E} D'_{i', \gamma} \times \gamma \).

Applying Lemma 5.12 again to \( U, U' \) and refining \( (D_i)_i, (D'_{i'})_i \) if necessary, we may now assume that \( (U_i)_i = (U \cap D^2_i, i), (U'_i, i') = (U' \cap D'^2_i, i') \) are bipolar and \( \Gamma \)-cohesive twistoid decompositions of \( U, U' \), respectively. They induce two twistoid decompositions of \( S \) (not necessarily bipolar, which
we do not need). Refining \((D_i)_i, (D'_i)_i\) one last time, we may assume that both induce the same decomposition of \(S\) after all and hence, replacing \(S\) with one of the pieces, \(S\) itself is a twistoid.

**Remark 5.20.** The witness bijection for \(U_i\) as a bipolar twistoid is in general unrelated to those for \(U_{i,j}, t \in S\), since parameterized bipolar twistoids over a base may not even form a single bipolar twistoid. But our argument will not require this.

Let \(\gamma_i \in \text{rvv}(U_i), \gamma_i' \in \text{rvv}(U'_i)\) be definable elements such that \(\text{pr}_E(\gamma_i) = \text{pr}_E(\gamma_i')\) for all \(i, i'\). Set \(\hat{U}_i = U_{i,\gamma_i}\) and \(\hat{U}'_i = U'_{i,\gamma_i'}\). So \(\text{pr}_S(\hat{U}_i) = \text{pr}_S(\hat{U}'_i)\) for all \(i, i'\), which we denote by \(\hat{S}\).

Denote by \(I, I'\) the sets of indices \(i, i'\). Set \(J = I \uplus I'\). For each \(j \in J\), let \(V_j = \hat{U}_j\) if \(j \in I\) and \(V_j = \hat{U}'_j\) otherwise. Set

\[
J_1 = \{i \in I \mid e_i > 0\} \cup \{i' \in I' \mid e_i' < 0\},
J_2 = \{i \in I \mid e_i < 0\} \cup \{i' \in I' \mid e_i' > 0\},
\]

and for \(j \in J\), \(\hat{e}_j = |e_j|\).

By [5.3], we have \(\exists_b(\{[A]\}) = \chi_b(E) \sum_{i \in I} e_i([\hat{U}_i])\) and \(\exists_b(\{[A']\}) = \chi_b(E) \sum_{i' \in I'} e_i'([\hat{U}'_i])\). Thus, to prove the theorem, it is enough to show that \(\sum_{j \in J_1} \hat{e}_j[V_j] = \sum_{j \in J_2} \hat{e}_j[V_j]\) in \(!\mathbb{K}\) RES. Since both sides can be understood in \(\mathbb{K}_+\) RES, it is enough to show that the following condition holds.

**Test 5.21.** There are objects \(W_1, W_2, X \in \text{RES}\) such that

- \([W_1] = \sum_{j \in J_1} \hat{e}_j[V_j] + [X]\) and \([W_2] = \sum_{j \in J_2} \hat{e}_j[V_j]\) in \(\mathbb{K}_+\) RES,
- \(([W_1], [W_2])\) is in the semiring congruence relation \(\mathcal{E}_{sc}\) on \(\mathbb{K}_+\) RES generated by pairs of the form \(([\gamma^2 \times Z], [G^m_n \times Z])\), where \(Z \in \text{RES}\) and \(\gamma \in \Gamma^n\) is definable (we allow \(n = 0\), which gives the pairs \((Z, Z)\)).

What the second item means is that if we close off the set \(A\) of these pairs \(([\gamma^2 \times Z], [G^m_n \times Z])\) by applying inductively the six conditions, namely identity (since each stage needs to be accumulative), the three equivalence conditions (symmetry, reflexivity, and transitivity), and the two semiring congruence conditions (if \(([X], [Y])\) is already in at some stage then, for any \([Z] \in \mathbb{K}_+\) RES, \(([X \uplus Z], [Y \uplus Z])\) and \(([X \times Z], [Y \times Z])\) are thrown in at the next stage), then \(([W_1], [W_2])\) appears at some stage. Actually it is clear that reflexivity is redundant. We show that, beyond \(A\), product is also redundant, as follows.

**Remark 5.22.** There are in general more than one way to inductively construct an element \(([X], [Y])\) in \(\mathcal{E}_{sc}\). Each inductive construction of \(([X], [Y])\) may be represented by a finite graph \(T\), partitioned into levels (numbered inversely), such that

- every vertex is an element in \(\mathcal{E}_{sc}\), in particular, there is only one vertex in the top level, which is \(([X], [Y])\) itself, and the bottom vertices are all elements in \(A\),
- each vertex above level 0 has 1 or 2 (the latter only for transitivity) labeled edges connecting it with vertices in the level below, with the labels indicating how it is constructed from these latter vertices,
- each vertex below the top level is connected via an edge with a vertex in the level above (this is for efficiency, that is, no redundant vertices for the construction).

We call \(T\) a **construction graph** of \(([X], [Y])\), and the number of levels in it its **height**. Observe that, for any construction graph \(T\) of \(([X], [Y])\) and any \([Z] \in \mathbb{K}_+\) RES, if we replace every vertex \(([X'], [Y'])\) of \(T\) with \(([X' \times Z], [Y' \times Z])\) then the resulting graph is a construction graph for \(([X \times Z], [Y \times Z])\). Let \(\rho([X], [Y])\) be the least natural number such that there is a construction graph for \(([X], [Y])\) of height \(\rho([X], [Y])\); let \(T\) be such a construction graph. We claim that \(T\) may be chosen so that none of its edges is a product. This is vacuous if \(\rho([X], [Y]) = 0\) and is
clear if \( \rho([X],[Y]) = 1 \). For \( \rho([X],[Y]) > 1 \), note that if \( ([X'],[Y']) \), \( ([X''],[Y'']) \) are the (possibly identical) vertices in level \( \rho([X],[Y]) - 1 \) of \( T \) then

\[
\max(\rho([X'],[Y']),\rho([X''],[Y''])) = \rho([X],[Y]) - 1.
\]

Also, if the edge going into \( ([X],[Y]) \) is a product then, by what we have just observed, there would be a construction graph of \( ([X],[Y]) \) of height \( \rho([X],[Y]) - 1 \), contradicting the choice of \( \rho([X],[Y]) \). So the desired conclusion follows from a routine induction on \( \rho([X],[Y]) \).

We need this seemingly obscure fact so as to be able to apply compactness uniformly over a base below.

**Remark 5.23.** The semiring congruence relation \( \mathcal{E}_{sc} \) may also be constructed “without the brackets,” that is, it may be expressed as an equivalence relation \( \mathcal{E}_{sc}^\ast \) on the objects of RES that is generated from the set of definable pairs of the form \((\gamma^\sharp \times Z, G^\ast_{\alpha(\cdot)} \times Z')\), where \( Z \cong Z' \) in RES, via the six conditions. However, if \( T \) is a construction graph of \( ([X],[Y]) \) then simply deleting the brackets from the vertices of \( T \) does not give us a graph that witnesses \( (X,Y) \in \mathcal{E}_{sc}^\ast \). There are two issues. The first is transitivity, that is, if \( ([X],[Y]) \) and \( ([Y'],[Z]) \) are in \( \mathcal{E}_{sc} \) with \( [Y] = [Y'] \) then of course so is \( ([X],[Z]) \), but to conclude \( (X,Z) \in \mathcal{E}_{sc}^\ast \) from \( (X,Y) \), \( (Y',Z) \in \mathcal{E}_{sc}^\ast \) we must add a middle step \( (Y,Y') \), justified by \( Y \cong Y' \) in RES, and apply transitivity twice. The second is similar: we can now translate \( T \) into a graph that witnesses \( (X',Y') \in \mathcal{E}_{sc}^\ast \), but only with \([X'] = [X]\) and \([Y'] = [Y]\). But then, adding at most two levels on top, we arrive at a construction graph \( T^\ast \) of \( (X,Y) \in \mathcal{E}_{sc}^\ast \). Moreover, if \( T \) is product-free as given above then \( T^\ast \) is also product-free, in the obvious sense.

The reason that we opt for working with \( T^\ast \) instead of \( T \) is that it can be described by an \( L_{RV} \)-formula and thereby makes itself amenable to compactness.

Finally, by the assumption, we have \( \sum_{j \in J_t} \bar{e}_j[V_{j,t}] = \sum_{j \in J_{t+1}} \bar{e}_j[V_{j,t+1}] \) in \(!K\ RES\) for every \( t \in \hat{S} \).

For each \( t \in \hat{S} \), we can choose \( t \)-definable objects \( W_{1,t}, W_{2,t}, X_t \) of RES with respect to which Test 5.21 holds, as witnessed by a product-free construction graph \( T_t^\ast \). By compactness, there is a definable finite partition \( (\hat{S}_i)_i \) of \( \hat{S} \) such that, for each \( i \), the graph \( T_t^\ast \) is uniformly defined over \( t \in \hat{S}_i \) by an \( L_{RV} \)-formula; without loss of generality, we may assume this partition is trivial.

Moreover, if level 0 of \( T_t^\ast \) consists of definable pairs of the forms \( (\gamma^\sharp \times Z_t, G^\ast_{\alpha(\cdot)} \times Z'_t) \) then \( Z_t, Z'_t \) in general depend on \( t \), but \( \gamma^\sharp \) does not, and neither do other \( \Gamma \)-data over \( t \), such as \( \text{vrv}(Z_t), \text{vrv}(U'_t) \), and \( \text{vrv}(V_t) \) (of course they do depend on \( \text{vrv}(\hat{S}) \)). Let

\[
W_1 = \bigcup_{t \in \hat{S}} W_{1,t}, \quad W_2 = \bigcup_{t \in \hat{S}} W_{2,t}, \quad X = \bigcup_{t \in \hat{S}} X_t.
\]

Thus, and this is why we have taken effort to find product-free construction graphs above, the union \( \bigcup_{t \in \hat{S}} T_t^\ast \) is indeed a construction graph of \( (W_1,W_2) \). So Test 5.21 holds with respect to \( W_1, W_2, \) and \( X \). So \( E_b([f[A]]) = E_b([f[A']]) \).

**Corollary 5.24.** In \( \hat{C} \) with \( S = C(t) \), if \( f \) is a morphism of varieties over \( C \) with \( \text{Vol}_b([A_b]) = 0 \) for all \( b \in B \) then \( \text{Vol}([A]) = 0 \).
6.1. Invariance and covariance.

**Definition 6.1.** For \( \gamma \in \Gamma \), let \( \pi_\gamma : VF \rightarrow VF/\mathcal{M}_\gamma \) be the quotient map. If \( \gamma = (\gamma_1, \ldots, \gamma_n) \in \Gamma^n \) then \( \pi_\gamma \) denotes the product of the maps \( \pi_{\gamma_i} \).

Let \( \alpha \in \Gamma^n \) and \( \beta \in \Gamma^m \). We say that a function \( f : A \rightarrow B \) with \( A \subseteq VF^m \) and \( B \subseteq VF^m \) is \((\alpha, \beta)\)-covariant if \((\pi_\alpha, \pi_\beta)\)-contracts to a function \( f_\alpha : \pi_\alpha(A) \rightarrow \pi_\beta(B) \), that is, \( \pi_\beta \circ f = f_\alpha \circ \pi_\alpha \).

For simplicity, we shall often suppress parameters in notation and refer to \((\alpha, \beta)\)-covariant functions as \((\alpha, -)\)-covariant or \((-, \beta)\)-covariant or just covariant functions.

A set in \( VF \) is \( \alpha \)-invariant if its characteristic function is \((\alpha, 0)\)-covariant.

More generally, for sets \( A, B \) with \( RV\)-coordinates, a function \( f : A \rightarrow B \) is covariance if every one of its \( VF\)-fibers is covariant (recall Terminology 2.6). Similarly, a set is invariant if every one of its \( VF\)-fibers is invariant.

**Definition 6.2.** A definable function \( f : A \rightarrow B \) is proper covariant if

- the sets \( A_{VF}, f(A)_{VF} \) are bounded and the sets \( A_{RV}, f(A)_{RV} \) are doubly bounded,
- for each \( VF\)-fiber \( f_t \) of \( f \) there is a \( t\)-definable tuple \((\alpha_t, \beta_t) \in \Gamma \) such that \( f_t \) is \((\alpha_t, \beta_t)\)-covariant, \( \text{dom}(f_t) \) is \( \alpha_t \)-invariant, and \( \text{ran}(f_t) \) is \( \beta_t \)-invariant.

A definable set \( A \) is proper invariant if \( A_{VF} \) is bounded, \( A_{RV} \) is doubly bounded, and for each \( VF\)-fiber \( A_t \) of \( A \) there is a \( t\)-definable tuple \( \alpha_t \in \Gamma \) such that \( A_t \) is \( \alpha_t \)-invariant.

Note that covariance makes sense even when the domain or the range of the function \( f \) has no \( VF\)-coordinates, in which case the contraction \( f_\downarrow \) would be the empty function. In particular, if \( B \) is a subset of \( RV^m \) or even \( \mathcal{P}(RV^m) \) then \( f \) being proper covariant simply means that every \( f^{-1}(x) \) is proper invariant. Then \( A \) being proper invariant may also be construed as the condition that its projection into the \( RV\)-coordinates is proper covariant.

**Example 6.3.** A proper invariant set is not required to be doubly bounded. However, if \( U \in RV^{\mathfrak{b}[*]} \) then \( \mathbb{H}U \) is indeed a doubly bounded proper invariant set.

**Remark 6.4.** In defining proper covariance above, if \( A \) is closed then there is no need to demand that \( f(A)_{RV} \) be doubly bounded, because it is implied by the other conditions, as follows. There is an \( \alpha \)-partition \( p : A \rightarrow \Gamma \) such that, for each open polydisc \( b \) in question, that is, for each open polydisc \( b \subseteq A \) of the form \( \phi(a, p(a)) \), \( f(b) \) lies in the range of some \( VF\)-fiber of \( f \). By Lemma 2.52, \( p(A) \) is doubly bounded. So the definable surjection \( A \rightarrow \text{vr}(f(A)_{RV}) \) induced by \( f \) satisfies the assumption of Lemma 6.22 below. So \( f(A)_{RV} \) is doubly bounded.

**Lemma 6.5.** Let \( A \) be a definable set such that \( A_{VF} \) is bounded and \( A_{RV} \) is doubly bounded. Then \( A \) is proper invariant if and only if \( A \) is closed.

**Proof.** The “only if” direction is clear. For the “if” direction, since every \( VF\)-fiber of \( A \) is open, there is an obvious \( \alpha \)-partition \( p : A \rightarrow \Gamma \). Since every \( VF\)-fiber of \( A \) is also closed, by Lemma 2.52, \( p(A) \) is doubly bounded. The claim follows.

**Lemma 6.6.** If \( A, B \) are proper invariant subsets of \( VF^m \times RV^m \) then \( A \cap B, \mathcal{R}VH(A) \setminus A, \) and \( B \setminus A \) are also proper invariant.

**Proof.** Clearly \((A \cap B)_{VF}\) is bounded, \((A \cap B)_{RV}\) is doubly bounded, and every \( VF\)-fiber of \( A \cap B \) is closed; similarly for the other cases. So this follows from Lemma 6.5.

**Lemma 6.7.** Let \( f : A \rightarrow B \) be a definable continuous surjection between two proper invariant sets such that every \( \text{dom}(f_t) \) is open. If every \( \text{ran}(f_t) \) is closed then \( f \) is proper covariant. If \( f \) is bijective then the same holds under the weaker assumption that every \( \text{ran}(f_t) \) is open.
**Proof.** For every \((r, s) \in f_{RV}\) and every \(b \in \text{ran}(f_{r,s})\), let
\[ q(b, r, s) = \min\{ \beta \in \Gamma \mid o((b, s), \beta) \subseteq \text{ran}(f_{r,s}) \} \]
The definable function \(q\) is clearly an \(o\)-partition of its domain, which, by the assumption, is closed. By Lemma 2.52, \(\text{ran}(q)\) is doubly bounded by, say, \(\beta \in \Gamma^+\). By continuity, there is another \(o\)-partition \(p : A \to \Gamma\) such that, for every open polydisc \(b \subseteq A\) in question, \(f(b)\) lies in an open polydisc of radius \(\beta\). By Lemmas 6.5 and 2.52 again, \(p(A)\) is doubly bounded as well. It follows that \(f\) is proper covariant.

For the second claim, since \(f\) is bijective, for each \((b, s) \in B\) there is only one \(f_{r,s}\) with \((b, r, s) \in \text{ran}(f_{r,s})\). So the parameter \(r\) is redundant in the definition of \(q\), and \(q\) is simply an \(o\)-partition of \(B\). The rest of the argument is the same. \(\square\)

**Lemma 6.8.** If \(f : A \to B\) is a proper covariant surjection then both \(A\) and \(B\) are proper invariant. If, in addition, \(f\) is continuous and bijective then \(f\) is a proper covariant homeomorphism, which just means that \(f^{-1}\) is also proper covariant and continuous. Moreover, in that case, if \(A'\) is a proper invariant subset of \(A\) then \(f \upharpoonright A'\) is a proper covariant homeomorphism as well.

**Proof.** Since \(f_{RV}\) is doubly bounded, by Lemma 2.41 for all sufficiently large \(\epsilon \in \Gamma\), every VF-fiber \(f_t\) of \(f\) is \((\epsilon, \beta_t)\)-covariant (but not necessarily \((\epsilon, \epsilon)\)-covariant) and \(\text{dom}(f_t), \text{ran}(f_t)\) are both \(\epsilon\)-invariant. The first claim follows.

For the second claim, since \(\text{dom}(f_t)\) is clopen, by Corollary 2.48 every \(f_t\) is a homeomorphism. Since \(\text{ran}(f_t)\) is open, it follows from the continuity of \(f^{-1}\), as in the proof of Lemma 6.7, that every \(f_t^{-1}\) is \((\delta, \epsilon)\)-covariant for all sufficiently large \(\delta > \epsilon\).

For the third claim, clearly every \(\text{dom}(f_t) \cap A'\) is clopen and, since \(f_t\) is a homeomorphism, every \(\text{ran}(f_t) \cap f(A')\) is clopen too. This is sufficient for the proof of (the first claim of) Lemma 6.7 to go through. By the second claim, then, \(f \upharpoonright A'\) is a proper covariant homeomorphism. \(\square\)

**Lemma 6.9.** If \(f : A \to B\) and \(g : B \to C\) are proper covariant homeomorphisms then \(g \circ f\) is also a proper covariant homeomorphism.

**Proof.** By Lemma 6.8 we just need to show that \(g \circ f\) is proper covariant. Then, by Lemma 6.7 we are reduced to showing that the domain and range of every VF-fiber of \(g \circ f\) are open. Arguing as in the proofs of Lemmas 6.7 and 6.8 we see that there are \(\epsilon, \epsilon', \epsilon'' \in \Gamma\), each one sufficiently larger than the next, such that every VF-fiber of \(f\) is \((\epsilon, \epsilon')\)-covariant and every VF-fiber of \(g\) is \((\epsilon', \epsilon'')\)-covariant. It follows that the domain of every VF-fiber of \(g \circ f\) is \(\epsilon\)-invariant and hence is clopen. Since the same holds for \((g \circ f)^{-1}\), the range of every VF-fiber of \(g \circ f\) is clopen as well. \(\square\)

**Convention 6.10.** The trivial-looking operation we describe here is actually quite crucial for understanding the discussion below, especially those passages that involve special covariant bijections (defined below). For each definable set \(A\), let
\[ c(A) = \{(a, rv(a), t) \mid (a, t) \in A \text{ and } a \in A_{VF}\} \]
The obvious definable bijection \(c : A \to c(A)\) is referred to as the *regularization* of \(A\).

Observe that, for a proper invariant set \(A\), \(c(A)\) is proper invariant if and only if \(A_{VF}\) is doubly bounded. Going forward, when \(A\) is doubly bounded and proper invariant, it is often more convenient or even necessary to substitute \(c(A)\) for \(A\). Whether such a substitution has been performed (tacitly) or not should be clear in the context (or rather, it is always performed).

### 6.2. Proper covariant bijections that are special.

**Definition 6.11.** Let \(A\) be a doubly bounded proper invariant set or, more generally, a finite disjoint union of such sets, regularized in the sense of Convention 6.10. Suppose that the first
coordinate of $A$ is a VF-coordinate (of course nothing is special about the first VF-coordinate, we choose it simply for ease of notation).

Let $C \subseteq \text{RVH}(A)$ be an RV-pullback. Let

$$\lambda : \text{pr}_{>1}(C \cap A) \longrightarrow \text{VF}$$

be a definable continuous function whose graph is contained in $C$, that is, for each RV-polydisc $p \subseteq C$, $\lambda$ restricts to a function

$$\lambda_p : \text{pr}_{>1}(p \cap A) \longrightarrow \text{pr}_1(p).$$

Suppose that there is an rv($p$)-definable tuple $(\alpha_p, \beta_p) \in \Gamma$ such that $p \cap A$ is $(\alpha_p, \beta_p)$-invariant and $\lambda_p$ is $(\beta_p, \alpha_p)$-covariant. Choose a definable $\gamma \in \Gamma^+_0$ such that there is a definable point $t \in \gamma^+$ and for all $p$,

$$\gamma_p := \text{rad}({\text{pr}}_1(p)) + \gamma \geq \alpha_p;$$

the existence of such a $\gamma$ is guaranteed by Lemma 2.41 and the assumption that $S$ is VF-generated. For each $p$, set

$$t_p = t \cdot \text{rv}({\text{pr}}_1(p)) \in \text{RV}.$$

Then the centripetal transformation $\eta$ on $A$ with respect to $\lambda$ is given by

\begin{equation}
\begin{cases}
\eta(a, x) = (a - \lambda(x), x), & \text{if } (a, x) \in p \cap A \text{ and } \pi_{\gamma_p}(a) \neq \pi_{\gamma_p}(\lambda(x)), \\
\eta(a, x) = (t_p, x), & \text{if } (a, x) \in p \cap A \text{ and } \pi_{\gamma_p}(a) = \pi_{\gamma_p}(\lambda(x)), \\
\eta = \text{id}, & \text{on } A \setminus C.
\end{cases}
\end{equation}

(CT)

Observe that $\eta(A)$ is doubly bounded. The function $\lambda$ is called the focus of $\eta$, the RV-pullback $C$ the locus of $\lambda$ (or $\eta$), and the pair $(\gamma, t)$ the aperture of $\lambda$ (or $\eta$). Note that if $(\gamma, t)$ is the aperture of $\lambda$ then every other pair $(\gamma', t')$ of this form with $\gamma' \geq \gamma$ could be an aperture of $\lambda$ as well, so the aperture of $\lambda$ must be given as a part of $\lambda$ itself. Actually, all the data above should be regarded as part of $\lambda$, including the tuples $(\alpha_p, \beta_p)$.

A special covariant transformation $T$ on $A$ is an alternating composition of centripetal transformations and regularizations. The length of such a special covariant transformation $T$, denoted by $\text{lh}(T)$, is the number of centripetal transformations in it.

Choose a definable point $c \in t^+$ (again, this is possible since $S$ is assumed to be VF-generated). If $(a, x) \in p \cap A$ and $\pi_{\gamma_p}(a) = \pi_{\gamma_p}(\lambda(x))$ then $(\lambda(x), x) \in p \cap A$. Thus the second clause of (CT) may be changed to

$$\eta(a, x) = (a - \lambda(x) + \lambda(x)c, x).$$

If so, the images from the first two clauses of (CT) may overlap, but we take their disjoint union and thereby always assume that the resulting function $\eta^+$ is injective. In so doing, a special covariant transformation may be lifted to a special covariant bijection $T^+$ on $A$. This of course does depend on the choice of the definable point $c \in t^+$. The image of $T^+$ is often denoted by $A'$.

The formulation of a special covariant bijection here is considerably more complicated than that of a special bijection in [17] Definition 5.1. A special covariant bijection is a special bijection if all of the apertures are $(\infty, 0)$ in the obvious sense or the second clause of (CT) does not occur. The extra generality is needed to achieve better control in transforming one proper invariant set into another.

Remark 6.12. If we change the aperture $(\gamma, t)$ of $\eta$ to $(\gamma', t')$ with $\gamma' > \gamma$ and write the resulting centripetal transformation as $\eta'$ then every open polydisc $b \subseteq \eta(A) \setminus \eta'(A)$ of radius $\alpha_p$, where $p$ is the RV-polydisc that contains $\eta^{-1}(b)$, has an extra RV-coordinate $t_p$ that is contracted from open discs of radius $\gamma_p$ in the first VF-coordinate of $A$. Each of these open polydiscs has a counterpart
in \( \eta'(A) \setminus \eta(A) \), in which \( t_p \) is replaced by \( (\mathcal{M}_{\eta_p} \setminus \mathcal{M}_{\eta'_p}) \cup \eta'_p \). On the other hand, \( \eta(A) = \eta'(A) \) if and only if the second clause of (C1) does not occur.

**Remark 6.13.** Suppose that \( A \) is proper \( \delta \)-invariant but is not doubly bounded. Then, by definition, there are no special covariant transformations on \( A \). We can prepare \( A \), though, as follows. Choose a definable point \( t_\delta \in \delta^2 \). For each open polydisc \( b_1 \times \ldots \times b_n \times t \subseteq A \) of radius \( \delta \), if \( b_i = \mathcal{M}_\delta \) then replace it with \( t_\delta \). The resulting definable set, or rather, the resulting finite disjoint union of definable sets, is doubly bounded and remains \( \delta \)-invariant. We may and do regard this operation as a centripetal transformation with respect to the constant focus map 0.

**Lemma 6.14.** Special covariant bijections are partially differentiable proper covariant homeomorphisms with the constant Jacobian 1.

**Proof.** In the notation of Definition 6.11, since \( \text{pr}_{\geq 1}(C \cap A) \) is clopen (implied by proper invariance and Lemma 6.7) and \( \lambda \) is continuous, arguing as in the proof of Lemma 6.7 we see that for all sufficiently large \( \epsilon \in \Gamma \) there is an even larger \( \delta \in \Gamma \) such that the image under \( \lambda \) of any open polydisc of radius \( \delta \) contained in \( \text{pr}_{\geq 1}(C \cap A) \) is contained in an open disc of radius \( \epsilon \). Thus, for all RV-polydisc \( p \subseteq C \), the image under the lifted centripetal transformation \( \gamma^p \) of any open polydisc of radius \( (\gamma_p, \delta) \) contained in \( p \cap A \) is again an open polydisc of radius \( (\gamma_p, \delta) \). This means that \( \gamma^p(A) \) is proper invariant and, moreover, the domain and range of every VF-fiber of \( \gamma^p \) are clopen. More generally, since the RV-coordinates are carried along by centripetal transformations, it is not hard to see that this actually holds for all special covariant bijections. Now the claim follows from Lemmas 6.7 and 6.8 (that the Jacobian is 1 everywhere is obvious).

So calling them “special proper covariant bijections” may seem more appropriate, but the verbosity is somewhat confusing.

**Remark 6.15.** Let \( (A, \omega), (B, \sigma) \) be objects of \( \mu \text{VF}[k] \) and \( F : A \longrightarrow B \) a special covariant bijection. Then \( F \) represents a \( \mu \text{VF}[k] \)-isomorphism if \( \omega(x) = \sigma(F(x)) \) for all \( x \in A \) outside a definable subset of \( \text{VF} \)-dimension less than \( k \) (recall Remark 3.7).

**Lemma 6.16** ([17, Theorem 5.5]). Suppose that \( A \) is a definable set in \( VF \) and \( f : A \longrightarrow \mathcal{P}(\text{RV}^m) \) is a definable function. Then there is a special bijection \( T \) on \( A \) such that \( A^T \) is an RV-pullback and the function \( f \circ T^{-1} \) is rv-contractible.

**Remark 6.17.** The proof of Lemma 6.16 in [17] actually shows that for every definable set \( A \), there is a special bijection \( T \) on \( \text{RVH}(A) \) such that \( A^T \) is an RV-pullback. In the present context, for reasons that will become clear, we would like to extend this result, using special covariant bijections on proper invariant sets \( A \). This is not guaranteed by Lemma 6.16 since the focus maps in \( T \) are not required to be (suitably) covariant within each RV-polydisc; except when \( A \subseteq \text{VF} \), in which case the covariance requirement is half vacuous and it is easy to see how to turn \( T \) into a special covariant bijection whose components all have the same aperture. The technique underlying such a modification could be generalized so as to be applicable in other similar situations, see Terminology 6.18 below.

**Terminology 6.18.** Often in a construction there is obstructing data that is contained in finitely many distinct definable open discs \( a_i \), all of the same radius, and is presented in the form of a definable function \( f : A \longrightarrow \text{VF} \) with \( A \) a set in \( \text{VF} \) and \( a_i \subseteq \text{pr}_1(A) \). Then the FMT procedure may be applied to circumvent the difficulties, which is simply this: choose a definable point \( a_i \) in each \( a_i \) and replace \( f \) with another function \( f' : A \longrightarrow VF \) given by \( (a, b) \mapsto f(a_i, b) \) if \( a \in a_i \) and \( (a, b) \mapsto f(a, b) \) otherwise, now the construction over each \( a_i \) depends on \( a_i \) and hence no longer varies.
Proposition 6.19. Let $H$ be a proper invariant RV-pullback, not necessarily doubly bounded, and $(A_i)_{i \in I}$ a definable finite partition of $H$ such that each $A_i$ is proper invariant. Then there is a special covariant bijection $T$ on $H$ such that

- every $T \upharpoonright A_i$ is indeed a special covariant bijection,
- every $A_i \subseteq H^0$ is a doubly bounded RV-pullback.

Proof. To begin with, by Remark 6.13 we may assume that $H$ is doubly bounded. It is equivalent and less cumbersome to construct a special covariant transformation such that its lift is as required (see the last paragraph of this proof). To that end, we proceed by induction on $n$, where $H_{VF} \subseteq VF^n$.

For the inductive step, let $A_{1i} = pr_1(A_i)$ and $H_1 = pr_1(H)$. By Lemma 6.6 we may assume that $(A_{1i})_i$ form a partition of $H_1$. For each $a \in H_1$, the inductive hypothesis gives an $a$-definable special covariant transformation $T_a$ on $H_a$ such that every $T_a \upharpoonright A_{ia}$ is a special covariant transformation and every $T_a(A_{ia}) \subseteq T_a(H_a)$ is an RV-pullback. Our goal then is to fuse together these transformations $T_a$ so to obtain one special covariant transformation on $H$ as desired. This is in general not possible without first modifying $H_1$ in a suitable way, which constitutes the bulk of the work below.

Let $U_{ak}$ enumerate the loci of the components of $T_a$, $\lambda_{ak}$ the corresponding continuous focus maps, and $(\gamma_{ak}, t_{ak})$ their apertures; for each RV-polydisc $q \subseteq U_{ak}$, the map $\lambda_{akq}$ is $(\alpha_{akq}, \beta_{akq})$-covariant. By compactness, there is a definable set $V \subseteq VF \times VF^l$ such that $pr_1(V) = H_1$ and, for each $a \in H_1$, the set $V_a$ contains the following RV-data of $T_a$:

- $rv(T_a \upharpoonright A_{ia})$, $rv(T_a)$, and $rv(U_{ak})$,
- the VF-coordinates targeted by the focus maps $\lambda_{ak}$,
- the $a$-definable apertures $(\gamma_{ak}, t_{ak})$,
- the $(a, rv(q))$-definable tuples $(\alpha_{akq}, \beta_{akq})$;

the set $rv(T_a)$ is determined by other data in this list and hence is redundant, but we add it in anyway for clarity. Note that $V$ is doubly bounded but not necessarily proper invariant.

Let $\phi(x, y)$ be a quantifier-free formula that defines $V$ and $G_i(x)$ enumerate its top terms. By Lemma 6.16 there is a special bijection $R : H_1 \rightarrow H_1^0$ such that each $A_{i1} \subseteq H_1^0$ is an RV-pullback and every function $G_i \circ R^{-1}$ is rv-contractible. This implies that, for every RV-polydisc $p \subseteq H_1^0$, the RV-data $V_a$ is constant over $a \in R^{-1}(p)$. Also, since $H_1$ is an RV-pullback of RV-fiber dimension 0, by $C$-minimality and Lemma 3.3, each focus map in $R$ consists of only finitely many points.

Fix a sufficiently large definable $\delta \in \Gamma$ such that every $A_i$ is proper $\delta$-invariant. Then there is an algebraic set of open discs $a_j \subseteq H_1$ of radius $\delta$ such that the restriction of $R$ to $H_1 \setminus \bigcup_j a_j$ is actually a special covariant bijection — the reason simply being that, after deleting all the discs $a_j$, each focus map in $R$ lies outside the set in question. Each $a_j$ contains an $g a_j$-definable point $a_j$ and, for all $a, a' \in a_j$ and every $A_i$, we have $A_{ia} = A_{ia'}$ (because $A_i$ is $\delta$-invariant). It follows that, over each $a_j$, we can use the same transformation $T_{a_j}$ to achieve the desired effect. This is the first instance where FMT is applied, namely to $T$, and then $R$ is adjusted so that every $a_j$ is mapped to the same RV-disc $t_{a_j}^\delta$, where $t_{a_j}^\delta$ is a chosen definable point.

Therefore, we may assume that $R$ is a special covariant bijection whose components all have the same aperture $(\delta, t_{a_j})$.

By compactness, there is a definable finite partition of $H_1$ such that, over each piece, the focus maps $\lambda_{ak}$ are uniformly defined by formulas $\lambda_k(a, y, z)$. By $C$-minimality, there are only finitely many open discs $a_i \subseteq H_1$ of radius $\delta$ that are split by this partition. Thus, by FMT again, we may assume that the partition is indeed trivial. Since $R$ induces a special covariant bijection on $H$, we may actually assume that $R$ is trivial as well.
Over each \( t^2 \subseteq H_1 \), we can now write \( U_{ak} \) as \( U_{ck} \), \( \alpha_{akq} \) as \( \alpha_{fq} \) (the first RV-coordinate of \( q \) is actually \( t \)), and so on. We are almost ready to fuse together the transformations \( T_a \) over \( a \in t^2 \). The remaining problem is that, for any \( a, a' \in t^2 \), although the two focus maps \( \lambda_{a1q}, \lambda_{a'1q} \) are both \((\alpha_{1q}, \beta_{1q})\)-covariant, the images of the same open polydisc of radius \( \alpha_{1q} \) may lie in two distinct open discs of radius \( \beta_{1q} \). To solve this problem, consider an open polydisc \( p \) of radius \( \alpha_{1q} \) that is contained in \( \text{dom}(\lambda_{1a1}) \) for some (hence all) \( a \in t^2 \). For each \( b \in p \), let \( \lambda_{1b} : t^2 \to VF \) be the function defined by \( \lambda_{1a} \) (see the opening paragraph of this section). All this means that, for each open polydisc \( b \) in question, \( \lambda_1(b) \) lies in a disc of radius \( \beta_{1q} \), where \( Q \) stands for the function defined by \( \lambda_1(x, y, z) \). Therefore, we may assume that the finite set \( C_b \) is actually \( \Gamma_{p1} \)-definable. But then, by Lemma 2.18 it is even definable, that is, it does not depend on \( p \) (or rather it works for all \( p \)). By compactness and FMT, we may assume that there is an \( o \)-partition \( p : \text{dom}(\lambda_1) \to \Gamma \) such that, for each open polydisc \( b \) in question, \( \lambda_1(b) \) lies in a disc of radius \( \beta_{1q} \), where \( Q \) is related to \( b \) in the obvious way. By Lemma 2.52, the image of \( p \) is doubly bounded and, by Lemma 2.41 there is a definable \( \gamma_1 \in \Gamma \) with \( \gamma_1 \geq \gamma_{11} \) for all \( t \in \text{rv}(H_1) \). We may choose such a \( \gamma_1 \) together with a definable point \( t_1 \in \gamma_1 \) (see the opening paragraph of this section). All this means that \( \lambda_1 \) can serve as the focus map of a centripetal transformation \( T_1 \) on \( H \) of aperture \((\gamma_1, t_1)\). To ensure that \( \lambda_1 \) is continuous, we can appeal to Proposition 2.54 and, once again, FMT.

At this point the proof would be complete if we could repeat the procedure above for \( \lambda_2 \), and so on. We still have a small issue, namely some part of the locus \( U_{a2} \) may have disappeared because the aperture of \( \lambda_{a1} \) is bumped up to \((\gamma_1, t_1)\); see Remark 6.12. It is not hard to see that the inductive hypothesis may be applied to the RV-pullback \( W \) contained in \( T_1(H) \) that corresponds to the missing locus, ignoring the coordinate of \( W \) that was targeted by \( T_1 \), because the missing locus must have one less VF-coordinate and its intersection with each \( T_1(A_i) \) is proper invariant.

This proposition can indeed be applied to any proper invariant set \( A \) against its RV-hull \( \text{RVH}(A) \), without specifying a partition of \( \text{RVH}(A) \) as required, because, by Lemma 6.6 \( \text{RVH}(A) \setminus A \) is proper invariant too.

Remark 6.20. As in the statement of Lemma 6.16 above, if \( f : H \to P(\text{RV}^m) \) is a proper covariant function then we can demand as a clause of the conclusion of Proposition 6.19 that the function \( f \circ T^{-1} \) be rv-contracible, which would follow if it is simply included as a clause of the inductive hypothesis in the proof.

Let \( A \) be a definable set and \( \omega : A \to \Gamma \) a definable function. We say that the definable pair \( A = (A, \omega) \) is proper invariant if \( A \) is proper invariant and \( \omega \) is proper covariant, that is, every fiber \( A_\gamma \) is proper invariant.

Lemma 6.21. Suppose that \( A \) is an RV-pullback and \((A_i)_i\) is a definable finite partition of \( A \) such that each \( A_i = (A_i, \omega \upharpoonright A_i) \) is proper invariant. Then there is a special covariant bijection \( T \) as given in Proposition 6.19 such that \( \omega \circ T^{-1} \) is rv-contracible. In particular, if \( A_i \in \mu VF[k] \) then \( T \) induces a morphism \( A_i \to \mu \mathbb{L}(U_i, \pi_i) \), where \((U_i, \pi_i) \in \mu \text{RV}^{\text{d}}[k] \).

Proof. We view \( \omega \) as a definable function \( A \to P(\text{RV}) \). By Proposition 6.19, there is a special covariant bijection \( T \) on \( A \) such that, for each \( i, T \upharpoonright A_i \) is a special covariant bijection and \( A_i \) is an RV-pullback. Moreover, applying Remark 6.20 we get that each function \( \sigma_i = (\omega \circ T^{-1}) \upharpoonright A_i \) is constant on every RV-polydisc in \( A_i \) and hence induces a function \( \pi_i : \text{rv}(A_i) \to \Gamma \). Now, if \( A_i \in \mu VF[k] \) then, by Lemma 3.3 \( U_i = \text{rv}(A_i)_{\leq k} \in \text{RV}^{\text{d}}[k] \) (recall Notation 3.9). We see that \((U_i, \pi_i)\) is as required because, by Remark 6.15 \( A_i \) is isomorphic to \((\mathbb{L}U_i, \sigma_i)\).
As above, this lemma may be applied to any proper invariant object \((A, \omega) \in \mu VF[k]\), since the object \((RVH(A) \setminus A, 0) \in \mu VF[k]\) is also proper invariant.

**Lemma 6.22.** Let \(A\) be a definable set with \(A_{VF}\) bounded and \(A_{RV}\) doubly bounded. Let \(f : A \rightarrow \Gamma\) be a definable function that is constant on \(A \cap a\) for all open polydiscs \(a\) of radius \(\gamma \in \Gamma\). Then \(f(A)\) is doubly bounded.

**Proof.** Observe that, without loss of generality, we can replace \(\gamma\)-tubular neighborhood and thereby assume that \((A, f)\) is indeed proper invariant. By Lemma 6.21 \(f\) factors through a doubly bounded definable set in RV. So, by Lemma 6.21 \(f(A)\) must be doubly bounded. \(\square\)

**Corollary 6.23.** If \((A, \omega)\) is proper invariant then \(\omega(A)\) is doubly bounded.

**Proof.** We have seen this many times above: as a consequence of Lemma 6.22 for all sufficiently large \(\beta \in \Gamma\), every fiber \(A_\gamma\) of \(\omega\) is \(\beta\)-invariant. So the claim is immediate by Lemma 6.22. \(\square\)

### 6.3. Standard contractions.

**Definition 6.24.** Let \(A \subseteq VF^n \times RV^n\), \(B \subseteq VF^n \times RV^m\) be definable sets. A definable bijection \(G : A \rightarrow B\) is relatively unary, or more precisely, relatively unary in the \((i, j)\)-coordinate, where \(i, j \in [n]\), if \((pr_j \circ G)(x) = pr_i(x)\) for all \(x \in A\). If, in addition, \(G \upharpoonright A_a\) is also a special covariant bijection for every \(a \in pr_i(A)\) then \(G\) is relatively special covariant in the \((i, j)\)-coordinate.

Let \(U = (U, f), V = (V, g)\) be objects of \(RV[k]\). A morphism \(F : U \rightarrow V\) is relatively unary in the \((i, j)\)-coordinate, where \(i, j \in [k]\), if \((pr_j \circ g \circ F)(u) = (pr_i \circ f)(u)\) for all \(u \in U\).

Alternatively, for simplicity, we may take \(i = j\) in this definition and stipulate that the condition in question holds up to coordinate permutations.

Since identity functions are relatively unary in any coordinate, if a bijection is piecewise (over a definable finite partition) a composition of relatively unary bijections then it is indeed a composition of relatively unary bijections.

**Example 6.25.** Every special covariant bijection \(T\) of length 1 is relatively special covariant, but clearly not vice versa (to begin with, the relevant data is not necessarily uniform across the fibers in each RV-polydisc).

Let \(A \subseteq VF^n \times RV^n\) be a proper invariant set. Let \(i \in [n]\) and \(T_i : A \rightarrow A^i\) be a proper covariant bijection that is

- relatively unary in the \((i, i)\)-coordinate (up to coordinate permutations),
- partially differentiable with the constant Jacobian 1.

Moreover, the RV-coordinates of \(A\) are passed on to \(A^i\) via \(T_i\) in the obvious way (the simplest example is that \(T_i\) is the regularization of \(A\)). Adjusting \(T_i\) by way of Remark 6.13 if necessary, we take \(A\) and \(A^i\) to be both doubly bounded. By Lemma 6.8 \(A^i\) is proper invariant as well, and \(T_i\) is a proper covariant homeomorphism. Suppose that, for all \(a \in A_i\) and all \(t \in (A_a)_{RV}\), the image \(T_i(A_{a,t}) \subseteq A^i_{a,t}\) of the fiber \(A_{a,t} \subseteq A\) is an RV-pullback. Let

\[
A_{-i} = \bigcup_{a \in A_i} a \times (A^i_a)_{RV} \subseteq VF^{n-1} \times RV^m,
\]

which is doubly bounded and proper invariant, and we think of it as obtained from \(A^i\) by “rv-contracting” the VF-coordinate in question. Also, under Convention 6.10 \(A^i\) can be “fully recovered” from \(A_{-i}\). Let \(\hat{T}_i : A \rightarrow A_{-i}\) be the function induced by \(T_i\).

For any \(j \in [n-1]\), we repeat the above setup on \(A_{-i}\) with respect to the \(j\)th VF-coordinate, and thereby obtain a doubly bounded proper invariant set \(A_{-j} \subseteq VF^{n-2} \times RV^{mj}\) and a function
\( \hat{T}_j : A_{-i} \longrightarrow A_{-j} \) that is induced by a relatively unary, partially differentiable, proper covariant homeomorphism \( T_j : A^0 \longrightarrow A^0 \) (the VF-coordinate in \( A^0 \) that gets rv-contracted in \( A_{-i} \) is simply carried along by \( T_j \)). Continuing thus, a sequence of such homeomorphisms \( T_{\sigma(1)}, \ldots, T_{\sigma(n)} \) and a corresponding function \( \hat{T}_\sigma : A \longrightarrow \text{RV}^l \) result, where \( \sigma \) is the permutation of \([n]\) in question. The composition \( T_{\sigma(n)} \circ \cdots \circ T_{\sigma(1)} \), which is referred to as the lift of \( \hat{T}_\sigma \), is denoted by \( T_\sigma \). By Lemma 6.9 \( T_\sigma \) is a proper covariant homeomorphism. Also note that \( T_{\sigma^{-1}} \) is rv-contractible.

**Definition 6.26.** The function \( \hat{T}_\sigma \), or the set \( \hat{T}_\sigma(A) \), is called a *standard contraction* of \( A \).

**Lemma 6.27.** Every proper invariant set \( A \subseteq \text{VF}^n \times \text{RV}^m \) admits a standard contraction with respect to any permutation \( \sigma \) of \([n]\).

*Proof.* We first remark that, although the lift of a standard contraction is in effect a more general (or rather less stringent) notion than that of a special covariant bijection, for existence, it is enough to exhibit a special covariant bijection that is also the lift of a standard contraction. To that end, the proof of Proposition 6.19 almost works. The issue is that a standard contraction is required to transform fiberwise a VF-coordinate into an RV-pullback in one fell swoop and subsequently carry the result in the RV-coordinates, whereas in a special covariant bijection one is allowed to come back to modify the same VF-coordinate many times over. We can of course simply add a clause in the inductive hypothesis to fulfill the new requirement. In that case, the special covariant bijection induced by \( R \) there — let us call it \( R^* \) here — should also be made to comply. This needs work: it is clear how to transform fiberwise the first VF-coordinate into an RV-pullback on top of \( R^* \), but continuity is not automatic. Fortunately, it is only for convenience that \( R^* \) is carried out in the beginning, that is, we may equivalently graft the RV-coordinates of \( \text{ran}(R) \) onto \( A \) directly in the obvious way (strictly speaking this operation is not allowed in a special covariant bijection, and that is why we cannot really opt for it in the proof of Proposition 6.19) and carry out \( R^* \) in the end. With this modification, the same construction yields a standard contraction as desired. \( \square \)

**Remark 6.28.** Suppose that there is a \( k \in 0 \cup [m] \) such that \( (A_a)_{\leq k} \in \text{RV}^{d_b}[k] \) for every \( a \in A_{\text{VF}} \).

If \( k = 0 \) then this just means \( A \in \text{VF}_* \). By Lemma 3.3 \( \hat{T}_\sigma(A)_{\leq n+k} \) is an object of \( \text{RV}^{d_b}[n+k] \). Let \( A = (A, \omega) \) be a proper invariant pair such that the proper covariant function \( \omega : A \longrightarrow \Gamma \) induces a function \( \omega_{T_\sigma} \) on \( \hat{T}_\sigma(A) \) via \( T_\sigma \), which just means that \( \omega \circ T_\sigma^{-1} \) is invariant on RV-polydiscs. Then the function \( \hat{T}_\sigma \), or the object

\[
\hat{T}_\sigma(A)_{\leq n+k} = (\hat{T}_\sigma(A), \omega_{T_\sigma})_{\leq n+k} \in \mu\text{RV}^{d_b}[n+k],
\]

is understood as a *standard contraction* of \( A \). Using Lemma 6.27 instead of Proposition 6.19 in the proof of Lemma 6.21 we see that such a \( \hat{T}_\sigma \) does exist. Moreover, if we set \( A^2 = \bigcup_{a \in A_{\text{VF}}} a \times \text{LV}(A_a)_{\leq k} \), which is a proper invariant object of \( \text{VF}_* \), and denote the proper covariant function on \( A^2 \) induced by \( \omega \) still by \( \omega \), then \( T_\sigma \) indeed induces a \( \mu \text{VF}[n+k] \)-morphism

\[
(A^2, \omega) \longrightarrow \mu\text{LV}\hat{T}_\sigma(A)_{\leq n+k}
\]

that can be written as a composition of relatively unary proper covariant homeomorphisms.

Here \( k \) is dubbed the *head start* of \( \hat{T}_\sigma \), which is usually implicit in the sequel. In fact, it never has to be anything other than 0 except in Lemma 7.14 and can be circumvented even there. This seemingly needless gadget only serves to make the discussion more streamlined: if \( A \in \text{VF}_* \) then the intermediate steps of a standard contraction of \( A \) may or may not result in objects of \( \text{VF}_* \) and hence the definition cannot be formulated entirely within \( \text{VF}_* \).
6.4. Lifting from RV to VF.

Lemma 6.29. Every morphism in RV[k] can be written as a composition of relatively unary morphisms, similarly in μRV[k], RV^d[k], and μRV^d[k].

Proof. It is enough to show this piecewise, and the situation can be simplified accordingly step by step. Let $F : (U, f) \rightarrow (V, g)$ be an RV[k]-morphism. The idea is to adjust $f(u)$ towards $g(F(u))$, simultaneously for all $u \in U$, one coordinate at a time, and the issue is how to stay in RV[k], that is, how to make the adjusted $f$ remain finite-to-one along the way. To that end, we proceed by induction on $n = \dim_{RV}(U)$ and, without loss of generality, may take $F = \text{id}$. The base case $n = 0$ is straightforward and is left to the reader. For the inductive step, we may assume that both $\text{pr}_{\leq n} \circ f$ and $\text{pr}_{\leq n} \circ g$ are finite-to-one. Let $f' = \text{pr}_{\leq n} \circ f$ and $g' = \text{pr}_{\leq n} \circ g$. Since, as in the base case, the two obvious RV[k]-morphisms

$$(U, f) \rightarrow (U \times 1, f' \times 1), \quad (U \times 1, g' \times 1) \rightarrow (U, g)$$

are compositions of relatively unary morphisms, it is enough to show that $(U, f') \rightarrow (U, g')$ is such a morphism as well. So we may assume $n = k$.

Write $\hat{U} = f(U)$ and $\hat{V} = g(U)$. For each $t \in \hat{U}_{\leq n}$ and each $i \in [n]$, let $F_{t,i}^i : \hat{U}_t \rightarrow \mathcal{P}(\hat{U}_i)$ be the definable finitary function induced by $F^i$ (recall Notation 5.11). Then, by Lemma 2.15 there is a $t$-algebraic subset $B_{t,i} \subseteq \hat{U}_i \subseteq RV$ such that every fiber of $F_{t,i}^i$ over an element in $\hat{U}_i \setminus B_{t,i}$ is finite; denote by $W_{t,i} \subseteq \hat{U}$ the union of such fibers. Indeed, by the compactness argument thereof, $B_{t,i}$ can be defined uniformly. Let $U_{t,i}$ be the set of those $u \in f^{-1}(t \times W_{t,i})$ such that $g(u)_i \notin B_{t,i}$, and $f'_{t,i} : U_{t,i} \rightarrow RV^n$ the function given by $u \mapsto (t, g(u)_i)$, which is finite-to-one. Let $U_i = \bigcup_t U_{t,i}$ and $f_i = \bigcup_t f'_{t,i}$. Then $(U_i, f \restriction U_i) \rightarrow (U_i, f'_i)$ is a relatively unary RV[n]-morphism. By applying the inductive hypothesis fiberwise to $(U_i, f'_i) \rightarrow (U_i, g \restriction U_i)$ in the obvious sense, we may actually assume $U_i = \emptyset$, for every $i \in [n]$. Now, since $F^i(U_i) \subseteq \prod_{i \in [n]} B_{t,i}$, which is finite, we must have $\dim_{RV}(U) < n$. So the claim follows from the inductive hypothesis.

If $F$ is indeed a μRV[k]-morphism then it is straightforward to equip the object in each intermediate step with a volume form so that the map in question becomes a μRV[k]-morphism. The other cases are rather similar. \qed

Lemma 6.30. Let $U, V$ be sets in RV and $f : U \rightarrow \mathcal{P}(V)$ a definable finitary function. Then there is a definable finitary function $f^\sharp : U^\sharp \rightarrow \mathcal{P}(V^\sharp)$ that rv-contracts to $f$. Moreover, for every $(u, v) \in f$, $f^\sharp_{u,v} := (u, v)^\sharp \cap f^\sharp$ is a partially differentiable function $u^\sharp \rightarrow v^\sharp$.

Similar to Definition 6.11, this is another place where we need the property that every algebraic RV-disc contains an algebraic point, and the easiest way to achieve this is to assume that the substructure $S$ is VF-generated, which validates the repeated use of Lemma 2.20 below.

Proof. We proceed by induction on $\dim_{RV}(U) = n$. For the base case $n = 0$, $U$ is finite and hence, for every $u \in U$, the RV-polydisc $u^\sharp$ contains a $u$-definable point, and similarly for every element in $f(u) \subseteq V$. So lifting $f$ as desired is trivial. For the inductive step, we may assume that $\text{pr}_{\leq n} \restriction U$ is finite-to-one. Let $U' = \text{pr}_{\leq n}(U)$ and $f' : U' \rightarrow \mathcal{P}(V)$ be the definable finitary function induced by $f$. Observe that if $f'$ can be lifted as desired then $f$ can be lifted (again trivially) as desired as well. So, without loss of generality, $U \subseteq RV^n$. By Lemma 2.20 and compactness, there is indeed a definable finitary function $f^\sharp : U^\sharp \rightarrow \mathcal{P}(V^\sharp)$ that rv-contracts to $f$. By Lemma 2.38 every $f_{u,v}^\sharp$ is partially differentiable almost everywhere. By Lemma 2.35 the RV-boundary of the differential locus is of RV-dimension less than $n$. The lemma follows. \qed
Let $F : U \to V$ be an $RV[k]$-morphism, where $U = (U, f)$ and $V = (V, g)$. If $F^\sharp : \mathbb{L}U \to \mathbb{L}V$ is a definable bijection that rv-contracts to the function $Uf \to Vg$ induced by $F$ (recall Notation 3.21), then it is called a lift of $F$. We shall also think of the finite-to-finite correspondence $F^\dagger$ as the rv-contraction of such a lift.

**Lemma 6.31** ([8, Lemma 6.3]). There is a lift $F^\sharp$ of $F$ such that

\[(6.1) \quad \text{val}(\text{Jcb}_{VF} F^\sharp(a, u)) = \text{Jcb}_{F^\dagger}(u), \quad \text{for all } (a, u) \in \mathbb{L}U.\]

See [17, Corollary 7.7] for an alternative proof (the weaker qualifier “for almost all $(a, u) \in \mathbb{L}U$” there may be upgraded to “for all $(a, u) \in \mathbb{L}U$” here by appealing to Lemma 2.35 at suitable places).

**Remark 6.32.** Let $t, s \in RV$ such that the RV-discs $t^\sharp, s^\sharp$ contain definable points. It is easy to see that for any definable $c \in VF^n$ with $\text{val}(c) = \text{rvv}(s/t)$, there is a definable bijection $f : t^\sharp \to s^\sharp$ such that $\frac{df}{dt} = c$.

**Lemma 6.33.** Every $\mu RV[k]$-morphism $F : (U, \omega) \to (V, \sigma)$ admits a lift $F^\sharp : \mu \mathbb{L}(U, \omega) \to \mu \mathbb{L}(V, \sigma)$ that is piecewise a composition of partially differentiable relatively unary $\mu VF[k]$-morphisms. Moreover, if $F$ is a $\mu RV[k]^\sharp$-morphism then every component of the composition is a proper covariant homeomorphism and hence so is $F^\sharp$.

**Proof.** We do induction on $\dim_{RV}(U) = n$. For the base case $n = 0$, we may assume that $U$ is just a singleton and $F$ is relatively unary. Since every RV-disc $t^\sharp$ involved contains a $t$-definable point, it is easy to lift $F$ as desired by applying Remark 6.32 in the coordinate in question.

For the inductive step, again, we may assume that $f' = \text{pr}_{\leq n} \circ f, g' = \text{pr}_{\leq n} \circ g$ are finite-to-one. Write $U' = (U, f')$ and $V' = (V, g')$. By Lemma 6.30, there is a definable partially differentiable finitary function that rv-contracts to the finitary function $f(U)_{\leq n} \to \mathcal{P}(f(U)_{> n})$. This means that the obvious $\mu RV[k]$-morphism $(U, \omega) \to (U' \times 1, \omega')$ can be lifted as desired by applying Remark 6.32 fiberwise as in the base case above, and similarly for the obvious $\mu RV[k]$-morphism $(V' \times 1, \sigma') \to (V, \sigma)$. Thus we are reduced to the case $n = k$. By Lemma 6.29, we may assume that $F$ is relative unary. Then, applying Lemma 6.31 fiberwise in the obvious way, we can lift $F$ to a relatively unary bijection. By Lemmas 2.38 and 2.35, the lift is partially differentiable outside a definable subset of RV-dimension less than $k$, and the restriction is indeed a $\mu VF[k]$-morphism due to the condition (6.1). So we are done by the inductive hypothesis.

The second claim is a consequence of Lemmas 6.7, 6.8, and 6.9.

**Definition 6.34.** The subcategory $\mu VF^\circ[k]$ of $\mu VF[k]$ consists of the proper invariant objects and the morphisms that are compositions of relatively unary proper covariant homeomorphisms.

**Remark 6.35.** Obviously the composition law holds in $\mu VF^\circ[k]$ and hence it is indeed a category. Moreover, every morphism in it is an honest bijection, as opposed to merely an essential bijection, and is in effect required to admit an inverse. Thus, $\mu VF^\circ[k]$ is already a groupoid and there is no need to pass to a quotient category as in Remark 3.7. On the other hand, Proposition 6.19, Lemma 6.14, and Remark 6.28 give various constructions of nontrivial morphisms.

**Remark 6.36.** The main reason that we need the lift in Lemma 6.33 to be in that particular form is that, as it will become clear, we are forced to work with explicit compositions of relatively unary proper covariant morphisms, due to the failure of generalizing Lemma 6.33 below to higher dimensions; see [18, § 1] for further explanation.
Every definable bijection between definable sets with the same number of VF-coordinates is a composition of relatively unary bijections, see [18, Lemma 5.6]. It is certainly more satisfying to simply take proper covariant homeomorphisms as morphisms in $\mu VF^\circ[k]$ and then show that they are all indeed compositions of relatively unary proper covariant homeomorphisms. We suspect this is not true, although it does not seem straightforward to come up with a counterexample.

**Corollary 6.37.** The lifting maps $\mu \mathbb{L}_k$ induce surjective homomorphisms, which are often simply denoted by $\mu \mathbb{L}$, between the Grothendieck semigroups

$$K_+ \mu RV^\flat[k] \longrightarrow K_+ \mu VF^\circ[k].$$

**Proof.** By Lemma 6.33 every $\mu RV^\flat[k]$-morphism can be lifted to a $\mu VF^\circ[k]$-morphism. Thus, $\mu \mathbb{L}_k$ induces a map on the isomorphism classes, which is easily seen to be a semigroup homomorphism. By Lemma 6.21 (see the remark thereafter) or Remark 6.28 this homomorphism is surjective. \(\square\)

**Lemma 6.38.** Let $f : (A, \omega) \longrightarrow (B, \sigma)$ be a $\mu VF^\circ[1]$-morphism. Then there are special covariant bijections $T_A : A \longrightarrow A^\flat$, $T_B : B \longrightarrow B^\flat$ such that $A^\flat$, $B^\flat$ are doubly bounded RV-pullbacks and the functions $f^\flat$, $f^\flat_1$ are bijective in the diagram

$$
\begin{array}{ccc}
A & \xrightarrow{T_A} & A^\flat \\
\downarrow f & & \downarrow f^\flat \\
B & \xrightarrow{T_B} & B^\flat
\end{array}
\quad
\begin{array}{ccc}
\text{rv}(A^\flat) & \xrightarrow{\text{rv}(f^\flat)} & \text{rv}(B^\flat) \\
\downarrow f^\flat_1 & & \downarrow \sigma'
\end{array}
$$

where the second square commutes (but not necessarily the first one, although it fails at only finitely many points). Moreover, $\omega' = \omega \circ T_A^{-1}$ and $\sigma' = \sigma \circ T_B^{-1}$ are both RV-contractible, and $f^\flat_1$ is a $\mu RV^\flat[1]$-morphism $(\text{rv}(A^\flat), \omega')_1 \longrightarrow (\text{rv}(B^\flat), \sigma')_1$ (recall Notation 5.2).

**Proof.** This is a variation of [18, Lemma 5.2] adapted to the current environment and can be established by modifying two special bijections $T_A'$, $T_B'$ as constructed in the proof thereof as follows.

By Lemma 6.21 we may assume that $A$, $B$ are doubly bounded RV-pullbacks and $\omega$, $\sigma$ are already RV-contractible. By Lemmas 2.13 and 3.3 each focus map in $T_A'$ consists of an algebraic set of focus points, similarly for the focus maps in $T_B'$. We think of these focus points as contained in $A$, $B$. Each one of the focus maps may produce 0 in the VF-coordinate in the resulting set, but this is not allowed in a special covariant bijection. To remedy this, we choose pairwise disjoint open discs of sufficiently large definable radii such that each of them contains exactly one focus point and the volume forms $\omega$, $\sigma$ are constant on them. By the construction in the proof of [18, Lemma 5.2], $f$ has the disc-to-disc property outside these open discs. Inside these discs, by Lemma 2.50 the radii may be chosen so that $f$ is weakly concentric at the focus points. In particular, since $f^\flat$ contracts to a bijection, these open discs can be paired up via the induced bijection in question. At this point it is not hard to see how to modify $T_A'$, $T_B'$ according to the second clause of (CT). The first claim follows. For the second claim, since the volume forms $\omega'$, $\sigma'$ are RV-contractible, we can use the disc-to-disc property (or weak concentricity for the exceptional discs) to gauge the difference of the radii of the RV-discs in question against the constant valuation of the differentials, and this shows that $\omega'$, $\sigma'$ do match under $f^\flat_1$ in the required sense. \(\square\)

7. Integrating proper invariant sets

7.1. **Annular blowups.** Recall that we write RV to mean the RV-sort without the element $\infty$, and RV$_\infty$ otherwise, although quite often the difference is immaterial and it does not matter which
set $RV$ stands for. In the definition below, this difference does matter, in particular, $RV^\infty$ denotes the set $\text{rv}(M \setminus 0)$.

**Notation 7.1.** Recall from Notation\[2\] that the set $\text{rv}(M, \gamma \setminus 0)$ is denoted by $RV^\infty_{\gamma}$. For $\gamma \in \Gamma^+$ and $t \in \gamma^4$, write

$$RV^\infty_{\gamma}(t) = (RV^\infty \setminus RV^\infty_{\gamma}) \cup t;$$

if $\gamma = \infty$ then $RV^\infty_{\gamma}(t) = RV^\infty_\infty$ and if $\gamma = 0$ then $RV^\infty_{\gamma}(1) = 1 \in RV$.

**Definition 7.2.** Let $U = (U, f, \omega)$ be an object of $\mu RV[k]$, where $k > 0$, such that the function $pr_j \upharpoonright f(U)$ is finite-to-one for some $j \in [k]$. Write $f = (f_1, \ldots, f_k)$. Let $t \in RV^\infty$ be a definable element with $\tau = \text{vr}(t)$ nonnegative. An **elementary annular blowup** of $U$ in the $j$th coordinate of aperture $(\tau, t)$ is the triple $(U, f^3, \omega^3)$, where $U^3 = U \times RV^\infty(t, \tau)$ and for every $(u, s) \in U^3$,

$$f^3_i(u, s) = f_i(u) \text{ for } i \neq j, \quad f^3_j(u, s) = sf_j(u), \quad \omega^3(u, s) = \omega(u).$$

Let $V = (V, g, \sigma)$ be another object of $\mu RV[k]$ and $C_i \subseteq V$ finitely many pairwise disjoint definable sets. Each triple

$$C = (C, g \upharpoonright C, \sigma \upharpoonright C) \in \mu RV[k]$$

is referred to as a **subobject** of $V$. Suppose that $F : U_i \rightarrow C_i$ is a $\mu RV[k]$-morphism and $U_i^3$ is an elementary annular blowup of $U_i$. Let $C = \bigsqcup_i C_i$, $C = \bigsqcup_i C_i$, and $F = \bigsqcup_i F_i$. Then the object $(V \setminus C) \cup \bigsqcup_i U_i^3$ is an **annular blowup** of $V$ via $F$, denoted by $V_F^3$. The subscript $F$ is usually dropped. The object $C$ (or the set $C$) is referred to as the **locus** of $V_F^3$.

An **annular blowup** of length $n$ is a composition of $n$ annular blowups.

**Remark 7.3.** An elementary annular blowup could be an elementary blowup (see [18, Definition 6.1]) if the aperture is allowed to be $(\infty, \infty)$. If there is an elementary annular blowup of $U$ then, *a posteriori*, $\dim_{RV}(U) < k$. For any coordinate of $f(U)$, there is at most one elementary blowup of $U$, whereas there could be many annular elementary blowups of $U$. We should have included the coordinate that is blown up as a part of the data. However, in context, either this is clear or it does not need to be spelled out, and we shall suppress mention of it for ease of notation.

**Remark 7.4.** Clearly if $U \in \mu RV^d[k]$ then $U^3 \in \mu RV^d[k]$ too. We shall only consider annular blowups in $\mu RV^d[k]$ (then, for simplicity, they will just be referred to as blowups). This notion is dual to that of a special covariant bijection. As a matter of fact, to make this duality precise is essentially what is left to do for the rest of our main construction.

For the next few lemmas, let $U = (U, f, \omega)$ and $V = (V, g, \sigma)$ be objects of $\mu RV^d[k]$.

**Lemma 7.5.** Suppose that $[U] = [V]$ and $U^3$, $V^3$ are elementary blowups of $U$, $V$ in the $k$th coordinate. Then there are blowups $U^3$, $V^3$ such that $[U^3] = [V^3]$.

**Proof.** Let $(\rho, \tau), (\sigma, t)$ be the apertures of $U^3$, $V^3$, respectively. If $\rho = \tau$ then clearly any morphism $U \rightarrow V$ induces a morphism $U^3 \rightarrow V^3$. So we may assume $\rho' := \tau - \rho > 0$. Choose a definable element $r' \in \rho^2$. Let $W = U \times r$ and $W$ be the corresponding subobject of $U^3$. Then it is easy to see that the blowup $U^3$ of $U^3$ with locus $W$ and aperture $(\rho', r')$ is isomorphic to $V^3$. \[\square\]

**Corollary 7.6.** Let $F : U \rightarrow V$ be a morphism and $U^3$, $V^3$ blowups of $U$, $V$ of length 1. Then there are blowups $U^3$, $V^3$ such that $[U^3] = [V^3]$.

**Proof.** Let $C, D$ be the loci of $U^3$, $V^3$, respectively. By Lemma 7.5, we can make the claim hold by restricting the loci of $U^3$, $V^3$ to $C \cap F^{-1}(D), F(C) \cap D$. But in the meantime we can also blow up $U^3$, $V^3$ at the loci $F^{-1}(D) \setminus C, F(C) \setminus D$ using the apertures induced by those on $D \setminus F(C)$,
Lemma 7.14. \( C \setminus F^{-1}(D) \), respectively. Then the resulting compounded blowups of \( U^\flat, \, V^\flat \) of length 1 are as desired. \( \square \)

This corollary also holds in \( RV[k] \), which is essentially the only thing that the otherwise formal proof of [17] Lemma 6.5] depends on. Thus, the same proof yields the following analogue in the present context:

**Lemma 7.7.** If \([U] = [V]\) and \(U_1, \, V_1\) are blowups of \(U, \, V\) of lengths \(m, \, n\), respectively, then there are blowups \(U_2, \, V_2\) of \(U_1, \, V_1\) of lengths \(n, \, m\), respectively, such that \([U_2] = [V_2]\).

**Corollary 7.8.** Suppose that \([U] = [U']\) and \([V] = [V']\). If there are isomorphic blowups of \(U, \, V\) then there are isomorphic blowups of \(U', \, V'\).

**Definition 7.9.** Let \(\mu D_{sp}[k]\) be the set of pairs \((U, \, V)\) of objects of \(\mu RV^{\flat}[k]\) such that there exist isomorphic blowups \(U^\flat, \, V^\flat\). Let \(\mu D_{sp}[*] = \bigoplus_k \mu D_{sp}[k]\).

We will just write \(\mu D_{sp}\) for all these sets when there is no danger of confusion. By Corollary 7.8 they may be regarded as binary relations on isomorphism classes.

**Lemma 7.10.** \(\mu D_{sp}[k]\) is a semigroup congruence relation and \(\mu D_{sp}[*]\) is a semiring congruence relation.

**Proof.** This is an easy consequence of Lemma 7.7 (the proof of [17] Lemma 6.8, which uses [17] Lemma 6.5), contains more details). \( \square \)

Let \(T\) be a special covariant bijection on \(L(U, \, f)\). Denote the object \((L(U, \, f)^{\flat}_{RV}) \leq k \in RV^{\flat}[k]\) by \((U_T) \leq k\) and the object \((U_T, \, \omega_T) \leq k \in \mu RV^{\flat}[k]\) by \(U_T\), where \(\omega_T : U_T \rightarrow RV\) is the volume form induced by \(\omega\).

**Lemma 7.11.** The object \(U_T\) is isomorphic to a blowup of \(U\) of the same length as \(T\).

**Proof.** By induction on the length \(lh(T)\) of \(T\) and Lemma 7.7 this is immediately reduced to the case \(lh(T) = 1\). Without loss of generality, we may assume that the locus of \(T\) is indeed \(L(U, \, f)\). Then it is clear how to construct an (elementary) blowup of \(U\) as desired, using the aperture provided by \(T\). \( \square \)

**Lemma 7.12.** Let \(U^\flat\) be a blowup of \(U\). Then \(\mu L U^\flat\) is isomorphic to \(\mu L U\) in \(\mu VF^\flat[k]\).

**Proof.** By induction on the length \(l\) of \(U^\flat\), this is immediately reduced to the case \(l = 1\). We may assume that \(U^\flat\) is an elementary blowup in the first coordinate. Let \((\tau, t)\) be the aperture of \(U^\flat\). Fix a definable point \(c \in t^\sharp\). For \(u \in U\) and \(a \in f(u)^{\sharp}_1\), every RV-disc in \(f(u)^{\sharp}_1\) contains an \(a\)-algebraic point \(b_u\); moreover, by Lemma 6.30, these points may be chosen uniformly via a partially differentiable finitary function. Thus, there is a continuous (fiberwise) additive translation, with respect to the points \(b_u\) and \(b_u - cb_u\), between the two sets in question, which is a \(\mu VF^\flat[k]\)-morphism by Lemmas 6.7 and 6.8. \( \square \)

**Lemma 7.13.** Let \([A] = [B]\) in \(K_+ \mu VF^\flat[1]\) and \(U, \, V \in \mu RV^{\flat}[1]\) be standard contractions of \(A, \, B\), respectively. Then \(([U], \, [V]) \in \mu D_{sp}\).

**Proof.** This is immediate by Lemmas 6.38 (applied to \(\mu L U, \, \mu L V\)) and 7.11. \( \square \)

**Lemma 7.14.** Let \(A', \, A''\) be definable sets with \(A'_{VF} = A''_{VF} = A \subseteq VF^n\) and \(\omega', \, \omega''\) definable functions from \(A', \, A''\) into \(\Gamma\), respectively. Write \(A'_\omega = (A', \, \omega')\) and \(A''_\omega = (A'', \, \omega'')\). Suppose that \(A', \, A''\) are proper invariant and there is a \(k \in N\) such that for every \(a \in A\),

\[
([A'_a, \omega'_a])_{\leq k}, \, ([A''_a, \omega''_a])_{\leq k} \in \mu D_{sp}.
\]
Let $\hat{T}_\sigma$, $\hat{R}_\sigma$ be standard contractions of $A'$, $A''$, respectively. Then

$$([\hat{T}_\sigma(A')]_{\leq n+k}, [\hat{R}_\sigma(A'')]_{\leq n+k}) \in \mu D_{sp}.$$ 

Note that condition (7.11) makes sense only over the substructure $S(a)$.

**Proof.** By induction on $n$, this is immediately reduced to the case $n = 1$. So assume $A \subseteq VF$. Using Proposition 6.19 and FMT, we can construct a special covariant bijection $F : A \to A'$, as in the proof of [18, Lemma 6.14], such that for all RV-polydisc $p \subseteq A^2$ and all $a_1, a_2 \in F^{-1}(p)$,

$$\omega' \upharpoonright A'_{a_1} = \omega' \upharpoonright A'_{a_2} \quad \text{and} \quad \omega'' \upharpoonright A''_{a_1} = \omega'' \upharpoonright A''_{a_2}.$$ 

Therefore, using Lemma 7.13 in place of [18 Corollary 6.11], that proof goes through here with virtually no changes, and the additional computations involving $Jcb_T$ are all straightforward. (Also consult the proof of [21 Lemma 5.36], which is in a different environment but is formally the same and is written down with more details.) \hfill $\square$

**Corollary 7.15.** Let $A', A'' \in \mu VF^{\circ}[n]$ and suppose that there is a morphism $F : A' \to A''$ that is relatively unary in the $i$th VF-coordinate. Then for any permutation $\sigma$ of $[n]$ with $\sigma(1) = i$ and any standard contractions $\hat{T}_\sigma$, $\hat{R}_\sigma$ of $A'$, $A''$,

$$([\hat{T}_\sigma(A')]_{\leq n}, [\hat{R}_\sigma(A'')]_{\leq n}) \in \mu D_{sp}.$$ 

**Proof.** Note that, since $F$ is differentiable outside a definable subset of VF-dimension less than $n$, it may not induce a morphism $A'_a \to A''_b$ for every $a \in pr_1(A)$. Nevertheless, for all sufficiently large $\delta \in \Gamma^+$, both $A'$ and $\hat{T}_{\sigma(1)}(A')$ are $\delta$-invariant. This means that for all $a \in pr_1(A)$ there is a $b \in pr_1(A)$ such that they are contained in the same open polydisc of radius $\delta$, and $F$ indeed induces a morphism $A'_a \to A''_b$, and $\hat{T}_{\sigma(1)}(A')_a = \hat{T}_{\sigma(1)}(A')_b$. Thus, the claim follows immediately from Lemmas 7.13 and 7.14 \hfill $\square$

7.2. 2-cells.

**Definition 7.16** (val-affine and rv-affine). Let $a$ be an open disc and $f : a \to VF$ an injection. We say that $f$ is **val-affine** if there is a (necessarily unique) $\gamma \in \Gamma$, called the shift of $f$, such that, for all $a, a' \in a$,

$$\text{val}(f(a) - f(a')) = \gamma + \text{val}(a - a').$$ 

We say that $f$ is **rv-affine** if there is a (necessarily unique) $t \in RV$, called the slope of $f$, such that, for all $a, a' \in a$,

$$\text{rv}(f(a) - f(a')) = t \text{rv}(a - a').$$

**Definition 7.17.** Let $A \subseteq VF^2$ be a definable set such that $a_1 := pr_1(A)$ and $a_2 := pr_2(A)$ are both open discs. Let $f : a_1 \to a_2$ be a definable bijection that has the disc-to-disc property. We say that $f$ is **balanced in $A$** if $f$ is actually rv-affine and there are $t_1, t_2 \in RV_\infty$, called the paradigms of $f$, such that, for every $a \in a_1$,

$$A_a = t_2^* + f(a) \quad \text{and} \quad f^{-1}(A_a) = a - t_1^*.$$ 

**Remark 7.18.** Suppose that $f$ is balanced in $A$ with paradigms $t_1, t_2$. If one of the paradigms is $\infty$ then the other one must be $\infty$. In this case $A$ is just the (graph of the) bijection $f$ itself.

Assume that $t_1, t_2$ are not $\infty$. Let $B_1, B_2$ be the sets of closed subdiscs of $a_1, a_2$ of radii $\text{rvv}(t_1)$, $\text{rvv}(t_2)$, respectively. Let $a_1 \in B_1 \subseteq B_1$ and $o_1$ be the maximal open subdisc of $B_1$ containing $a_1$. Let $b_2 \in B_2$ be the smallest closed disc containing the open disc $o_2 := A_{a_1}$. Then, for all $a_2 \in o_2$, we have

$$o_2 = t_2^* + f(o_1) = A_{a_1} \quad \text{and} \quad A_{a_2} = f^{-1}(o_2) + t_1^* = o_1.$$
This internal symmetry of \( A \) is illustrated by the following diagram:

\[
\begin{align*}
\pm t_1^2 \quad &\quad \bigcirc \quad f \quad \bigcirc \quad f(0_1) \\
\downarrow \quad &\quad \bigcirc \quad f^{-1} \quad \bigcirc \quad \pm t_2^2
\end{align*}
\]

Since \( f \) is rv-affine, we see that its slope must be \(-t_2/t_1\).

Let \( \operatorname{Tor}(\mathbb{b}_1) \), \( \operatorname{Tor}(\mathbb{b}_1^\ast) \) denote the sets of the maximal open subdiscs of \( \mathbb{b}_1 \), \( \mathbb{b}_1^\ast \). These may be viewed as \( k \)-torsors and as such are equipped with much of the structure of \( k \). Then the set \( A \cap (\mathbb{b}_1 \times \mathbb{b}_2) \) may be thought of as the “line” in \( \operatorname{Tor}(\mathbb{b}_1) \times \operatorname{Tor}(\mathbb{b}_2^\ast) \) given by the equation

\[ x_2 = -\frac{t_2}{t_1}(x_1 - \gamma 0_1) + (\gamma 0_2 - t_2). \]

Thus, by Lemma 6.38, the obvious bijection between \( A_1 \times t_2^2 \) and \( t_1^2 \times A_2 \) is the lift of an \( \mu \mathbb{V}^\mathbb{F}[2] \)-morphism modulo special covariant bijections; see Lemma 7.21 below for details.

**Definition 7.19.** We say that a set \( A \) is a 1-cell if it is either an open disc contained in a single RV-disc or a point in VF. We say that \( A \) is a 2-cell if

- \( A \) is a subset of \( VF^2 \) contained in a single RV-polydisc and \( A_1 \) is a 1-cell,
- there is a function \( \epsilon : A_1 \to VF \) and a \( t \in RV \) such that, for every \( a \in A_1 \), \( A_a = t^2 + \epsilon(a) \),
- one of the following three possibilities occurs:
  - \( \epsilon \) is constant,
  - \( \epsilon \) is injective, has the disc-to-disc property, and \( \operatorname{rad}(\epsilon(A_1)) \geq \operatorname{vrv}(t) \),
  - \( \epsilon \) is balanced in \( A \).

The function \( \epsilon \) is called the positioning function of \( A \) and the element \( t \) the paradigm of \( A \).

More generally, a set \( A \) with exactly one VF-coordinate is a 1-cell if, for each \( t \in A_{RV} \), \( A_t \) is a 1-cell in the above sense; the parameterized version of the notion of a 2-cell is formulated in the same way.

**Lemma 7.20.** Let \( A \subseteq VF^2 \) be a proper invariant set. Then there is a standard contraction \( \hat{T}_\sigma \) of \( A \) such that \( A_s \) is a 2-cell for every \( s \in \hat{T}_\sigma(A) \).

**Proof.** This is a variation of [18, Lemma 4.8]. The proof of the latter proceeds by constructing a positioning function \( \epsilon_{(t,s)} \) in each VF-fiber, which heavily relies on the use of standard contractions in the preceding auxiliary results, namely [18, Lemmas 4.2, 4.4]. It still goes through here, provided that FMT is applied at suitable places to cut out finitely many exceptional open discs in the first coordinate at which the desired properties of \( \epsilon_{(t,s)} \) do not hold, as we have done above, say, in the proof of Proposition 6.19.

We also remark that Lemma 7.20 holds fiberwise for proper invariant sets \( A \subseteq VF^n \) with \( n \geq 2 \), that is, there is a standard contraction \( \hat{T}_\sigma \) of \( A \) such that for every \( (a,s) \in \hat{T}_\sigma(2)(A) \), \( \hat{T}_\sigma^{-1}(a,s) \) is of the form \( a \times C \), where \( C \) is a 2-cell. This follows from Lemma 7.20 and the argument in the proof of Lemma 6.21 (Lemma 7.20 serves as the base case and hence, in the inductive step, we can assume that \( \hat{T}_\sigma(2) \) is already as desired fibrewise.

For the next two lemmas, let 12, 21 denote the permutations of \([2]\) and \( A = (A, \omega) \in \mu VF^\mathbb{F}[2] \).

**Lemma 7.21.** Suppose that \( A \subseteq VF^2 \) is a 2-cell and \( \omega \) is constant. Then there are standard contractions \( \hat{T}_{12}, \hat{R}_{21} \) of \( A \) such that \([\hat{T}_{12}(A)]_{\leq 2} = [\hat{R}_{21}(A)]_{\leq 2} \).

**Proof.** All we need to do is to check that the maps constructed in the proof of [18, Lemma 5.7] are indeed \( \mu \mathbb{V}^\mathbb{F}[2] \)-morphisms. By inspection of that proof, we see that there are two cases: \( A \) is a
Lemma 7.22. There are a morphism \( A \to A^* \), relatively unary in both coordinates, and two standard contractions \( \hat{T}_{\hat{1}_2}, \hat{R}_{\hat{2}_1} \) of \( A^* \) such that \([\hat{T}_{\hat{1}_2}(A^*)]_{\leq 2} = [\hat{R}_{\hat{2}_1}(A^*)]_{\leq 2}\).

Proof. This follows from Lemmas \[7.20, 7.21\] and compactness (see the proof of \[18\] Corollary 5.8 for a bit more details).

Lemma 7.23. Let \( A = (A, \omega) \in \mu \text{VF}[n] \). Let \( i, j \in [n] \) with \( i \neq j \) and \( \sigma_1, \sigma_2 \) be permutations of \([n]\) such that

\[\sigma_1(1) = \sigma_2(2) = i, \quad \sigma_1(2) = \sigma_2(1) = j, \quad \sigma_1 \upharpoonright \{3, \ldots, n\} = \sigma_2 \upharpoonright \{3, \ldots, n\}.\]

Then, for any standard contractions \( \hat{T}_{\sigma_1}, \hat{T}_{\sigma_2} \) of \( A \),

\[([\hat{T}_{\sigma_1}(A)]_{\leq n}, [\hat{T}_{\sigma_2}(A)]_{\leq n}) \in \mu \text{Dsp}.\]

Proof. Let \( ij, ji \) denote the permutations of \( \{i, j\} \) and \( E = [n] \setminus \{i, j\} \). By compactness and Lemma \[7.14\] it is enough to show that for all \( a \in A_E \) and all standard contractions \( \hat{T}_{ij}, \hat{T}_{ji} \) of \( A_a = (A_a, \omega \upharpoonright A_a) \),

\[([\hat{T}_{ij}(A_a)]_{\leq 2}, [\hat{T}_{ji}(A_a)]_{\leq 2}) \in \mu \text{Dsp}.\]

By Corollary \[7.15\] and Lemma \[7.14\] it is enough to find a morphism \( A_a \to B \), relatively unary in both coordinates, and standard contractions \( \hat{R}_{ij}, \hat{R}_{ji} \) of \( B \) such that \([\hat{R}_{ij}(B)]_{\leq 2} = [\hat{R}_{ji}(B)]_{\leq 2}\). This is just Lemma \[7.22\].

7.3. The kernel of \( \mu \mathbb{L} \) and the bounded integral. The following proposition is the culmination of the preceding technicalities; it identifies the congruence relation \( \mu \text{Dsp} \) with that induced by \( \mu \mathbb{L} \).

Proposition 7.24. For \( U, V \in \mu \text{RV}^b[k] \),

\[\mu \mathbb{L} U = \mu \mathbb{L} V \text{ in } \mathbb{K}_+ \mu \text{VF}[k] \text{ if and only if } ([U], [V]) \in \mu \text{Dsp}.\]

Proof. The “if” direction simply follows from Lemma \[7.12\] and Corollary \[6.37\].

For the “only if” direction, we proceed by induction on \( k \). The base case \( k = 1 \) is of course Lemma \[7.13\]. For the inductive step, let

\[\mu \mathbb{L} U = B_1 \to G_1 B_2 \cdots B_l \to G_l B_{l+1} = \mu \mathbb{L} V\]

be a sequence of relatively unary \( \mu \text{VF}^b[k] \)-morphisms, which exist by definition. For each \( j \leq l-2 \), we can choose five standard contractions

\[U_j \leq k, \quad U_{j+1} \leq k, \quad U_{j+1}' \leq k, \quad U_{j+1}'' \leq k, \quad U_{j+2} \leq k\]

of \( B_j, B_{j+1}, B_{j+1}', B_{j+1}, B_{j+2} \) with the permutations \( \sigma_j, \sigma_{j+1}, \sigma_{j+1}', \sigma_{j+1}, \sigma_{j+2} \) of \([k]\), respectively, such that

- \( \sigma_{j+1}(1) \) and \( \sigma_{j+1}(2) \) are the VF-coordinates targeted by \( G_j \) and \( G_{j+1} \), respectively,
- \( \sigma_{j+1}'(1) \) and \( \sigma_{j+1}''(2) \) are the VF-coordinates targeted by \( G_{j+1} \) and \( G_{j+2} \), respectively,
- \( \sigma_j = \sigma_{j+1}, \sigma_{j+1}' = \sigma_{j+2}, \text{ and } \sigma_{j+1}'(1) = \sigma_{j+1}''(1) \),
- the relation between \( \sigma_{j+1} \) and \( \sigma_{j+1}' \) is as described in Lemma \[7.23\]
By Corollary 7.13 and Lemma 7.23, all the adjacent pairs of these standard contractions are indeed μDs-congruent, except ([U′ j+1] ≤ k, [U″ j+1] ≤ k). Since we can choose [U′ j+1] ≤ k, [U″ j+1] ≤ k so that they start with the same contraction in the first targeted VF-coordinate of B j+1, the resulting sets from this step are the same. Thus, applying the inductive hypothesis in each fiber over the just contracted coordinate, we see that this last pair is also μDs-congruent. This completes the “only if” direction.

Remark 7.25. Proposition 7.24 shows that the kernel of μL in K + μRVb[∗] is generated by the pairs ([1], [RV∞(t)]) , where γ ∈ Γ and t ∈ γ are definable (Notation 7.1), and hence the corresponding ideal of the graded ring K μRVb[∗] is (PΓ) (Notation 4.13).

Theorem 7.26. For each k ≥ 0 there is a canonical isomorphism of Grothendieck semigroups

\[ \int^\infty_+ : K_+ μVF^\circ[k] \longrightarrow K_+ μRVb[k]/μDs \]

such that \( \int^\circ[A] = [U]/μDs \) if and only if \( [A] = [μL] \). Taking the direct sum of the groupifications yields a canonical isomorphism of graded rings

\[ \int^\infty : K μVF[∗] \longrightarrow K μRVb[∗]/(PΓ). \]

Proof. This is immediate by Corollary 6.37 and Proposition 7.24.

Corollary 7.27. The diagram (1.2) commutes.

Proof. Note that, in (1.2), the first horizontal arrow is induced by the obvious forgetful functor (it exists because the morphisms in μVF[∗] are bijections instead of essential bijections, see Remark 6.35), the second horizontal arrow is induced by the subcategory relation, and the reason that the bottom row exists is given in Notation 4.13. That the upper half of the diagram commutes is then simply a consequence of the fact that image of [A] under any of the three integrals can be represented by a standard contraction of A. The rest of it is just a combination of (4.8) and Proposition 4.7.

Remark 7.28. We may define the motivic volume operator in Notation 5.13 using Eg instead of Eb (of course [A] will have to be inverted, see Remark 4.4). For proper invariant objects, this only changes the image by a factor. To see this, first note that Theorem 7.26 (or rather Corollary 6.37) shows that every proper invariant object A ∈ VF∗ with dimVF(A) = n is isomorphic to an object of the form L[U] with \( (U, 0) ∈ μRVb[n] \). Therefore, in light of the isomorphism μψ in (3.5) and the defining conditions of Eg, Eb in §4.4 we have

(7.2) \[ Eg\left(\int [A]\right) = Eb\left(\int [A]\right)[A]^{-n}. \]

8. Motivic Milnor Fiber

We begin with a very brief discussion on specialization to henselian subfields. Let M be a VF-generated substructure. Recall that S is a part of the language and hence all other substructures contain it. If \( X ⊆ VF^n × RV^m \) is a definable (and hence quantifier-free definable) set then the trace of X in M, denoted by X(M), is the set of M-rational points of X, that is,

\[ X(M) = X ∩ (VF(M)^n × RV(M)^m). \]

Such a trace is also called a constructible set in M since it is indeed quantifier-free definable in M. Note that, however, if \( f : X → Γ \) is a definable function then the image \( f(X(M)) \) is not
necessarily a set in $\Gamma(\mathcal{M})$, but rather a set in the divisible hull $\mathbb{Q} \otimes \Gamma(\mathcal{M})$ of $\Gamma(\mathcal{M})$. For instance, if $\mathcal{M} = \mathbb{C}(t)$ then $\Gamma(\mathcal{M}) = \mathbb{Z}$ and hence $\gamma \in \Gamma$ is definable if and only if $\gamma \in \mathbb{Q} \otimes \Gamma(\mathcal{M}) = \mathbb{Q}$. On the other hand, if $X$ is a set in $\Gamma$ and $f$ is a piecewise $\text{GL}_k(\mathbb{Z})$-transformation on $X$ with constant $\Gamma(\mathcal{M})$-terms then $f(X(\mathcal{M}))$ is of course a set in $\Gamma(\mathcal{M})$; this is the situation in the $\Gamma$-categories (see Remark 3.15).

If $\mathcal{M}$ is definably closed and $\Gamma(\mathcal{M})$ is nontrivial, or equivalently (see Lemma 2.11), the valued field $(\mathbb{V}(\mathcal{M}), \mathcal{O}(\mathcal{M}))$ is henselian, then $\mathcal{M}$ is functionally closed, that is, for any definable set $X$ and any definable function $f$ on $X$, the image $f(X(\mathcal{M}))$ is a set that is definable in $\mathcal{M}$ (which then, ex post facto, is constructible in $\mathcal{M}$). This is all we need to deduce the results below.

8.1. Piecewise retraction to RES. As in $\S$ 5.1, from here on, we work in the field $\tilde{\mathcal{C}}$ of complex Puiseux series (with an implicit reduced cross-section) and take $S = \mathbb{C}(\langle t \rangle)$. The value group $\Gamma$ is identified with $\mathbb{Q}$. We also consider the family of henselian subfields $\mathbb{C}(\langle t^{1/m} \rangle)$, $m \in \mathbb{Z}^+$, regarded as substructures. The value group $\Gamma(\mathbb{C}(\langle t^{1/m} \rangle))$ is identified with $m^{-1}\mathbb{Z}$.

**Notation 8.1.** For any ring $R$, let $R[\mathbb{T}\mathbb{Q}]$ denote the ring of Puiseux polynomials over $R$, that is, the group ring of $\mathbb{Z}$ over $R$.

Let $K^\hat{\mu} \text{Var}_{\mathbb{C}}[[A]^{-1}][T, T^{-1}]$ be the obvious subring of $K^\hat{\mu} \text{Var}_{\mathbb{C}}[[A]^{-1}][\mathbb{T}\mathbb{Q}]$. The canonical image of $K^\hat{\mu} \text{Var}_{\mathbb{C}}[\mathbb{T}\mathbb{Q}]$ in $K^\hat{\mu} \text{Var}_{\mathbb{C}}[[A]^{-1}][\mathbb{T}\mathbb{Q}]$ is just denoted as such. The assignment $T \mapsto [A]$ determines a ring homomorphism

$$(8.1) \quad \eta : K^\hat{\mu} \text{Var}_{\mathbb{C}}[[A]^{-1}][T, T^{-1}] \rightarrow K^\hat{\mu} \text{Var}_{\mathbb{C}}[[A]^{-1}].$$

Recall Notations 3.17 and 5.14. Let $U = \langle U, f, \omega \rangle \in \mu \text{RV}^\mathbb{Q}[k]$. In particular, if $f = (f_1, \ldots, f_n)$, we have introduced the shorthand

$$\omega_f : x \in U \mapsto \omega(x) + \sum_{i=1}^n \text{vr}(f_i(x)).$$

The image $\omega_f(U)\gamma$ is finite for every $\gamma \in \text{vr}(U)$, because the $k$-sort and the $\Gamma$-sort are orthogonal to each other. It follows that there is a bipolar twistoid decomposition $(U_i)_i$ of $U$ such that each restriction $\omega_f \mid U_i \text{ vr}$-contracts to a function $\sigma_i : I_i = \text{vr}(U_i) \rightarrow \Gamma$. Write $I_{i,m}$ for the set $I_i(m^{-1}\mathbb{Z})$ of $m^{-1}\mathbb{Z}$-rational points of $I_i$. We assign to $U$ the expression

$$(8.2) \quad h_m(U) = \sum_i [\text{tbk}(U_i)]^\hat{\mu} \sum_{\gamma \in I_{i,m}} T^{-m\sigma_i(\gamma)},$$

which is a finite sum and hence belongs to $K^\hat{\mu} \text{Var}_{\mathbb{C}}[[A]^{-1}][\mathbb{T}\mathbb{Q}]$.

If $U$ is already of the form $(U, g, \omega') \times (I, \sigma) \in \mu \text{RES} \times \mu \hat{\Delta} \mathbb{Q}$, where $\text{vr}(g)$ is a singleton, $\text{vr}(V) \in m^{-1}\mathbb{Z}$, and $\omega'$ is constant, then clearly

$$h_m(U) = \Theta([V]) T^{-m\omega'} \cdot [G_m]^\hat{\mu} \sum_{\gamma \in I_m} T^{-m(\sigma(\gamma) + \Sigma\gamma)};$$

note that if $\text{vr}(V) \notin m^{-1}\mathbb{Z}$ then simply $h_m(U) = 0$. In light of the isomorphism $\mu \hat{\Delta} \mathbb{Q}$ in Remark 4.10, we may as well take this as the definition of $h_m$, which is essentially how it is done in $[9]$ $\S$ 8.2. Computationally, though, $(8.2)$ is more effective.

The “piecewise retraction” formula $(8.2)$ is indeed quite similar to the “uniform retraction” formula $(5.5)$. The difference is just that the coefficient $\chi_b(I_i)$ in the latter is replaced in the former by a formal “counting” sum $\sum_{\gamma \in I_{i,m}} T^{-m\sigma_i(\gamma)}$ that also takes the volume form into account. As mentioned in Remark 5.11 that the “uniform retraction” formula does not depend on the choice
of the bipolar twistoid decomposition is simply a consequence of the construction of \( \mathbb{E}_b \) itself. The same holds for the “piecewise retraction” formula, but we do not need an argument.

**Lemma 8.2.** The assignment \((\mathcal{D},\mathcal{Z})\) does not depend on the choice of the bipolar twistoid decomposition and is invariant on isomorphism classes.

**Proof.** Let \( V = (V, g, \pi) \in \muRV^b[k] \) and \( f : U \to V \) be a \( \muRV^b[k] \)-morphism. Let \( D = (U_i)_i, E = (V_i)_i \) be bipolar twistoid decompositions of \( U, V \) satisfying the condition above. We need to show that \( h_m(U) \), which depends on \( D \), and \( h_m(V) \), which depends on \( E \), are equal. This is clear if \( U = V \), and \( E \) is trivial (so \( U \) is already a bipolar twistoid and \( \omega_f \) already vrv-contracts to a function on vrv\((U)\)), and \( D \) is \( \Gamma \)-cohesive or vrv\((U_i) = vrv(U_j) \) for all \( i, j \). The case that \( U = V \) is a refinement of \( E \) follows easily from this since there is a refinement \((U_{ij})_j \) of \( D \) such that \( \omega_{U_{ij}} \) is a \( \Gamma \)-cohesive twistoid decomposition of \( U_i \) and \( vrv(U_{ij}) = vrv(U_{ij}) \) for all \( i, i' \). Finally, if \( \omega_f, \pi_g \) both vrv-contract to a function and \( f \) vrv-contracts to a bijection then, by Lemma 5.12 we may assume that \( U, V \) are already bipolar twistoids. In that case the desired equality follows because \( C((t^{1/m})) \) is functionally closed.

For the general case, we first remark that the image vrv\((f(U_\gamma)) \) is finite for every \( \gamma \in vrv(U) \). It then follows from Lemmas \([5.6, 5.12]\) that there is a twistoid decom- position \((U, V, f, l) \) of \( D \) such that every \( f_i \) is a \( \muRV^b[k] \)-morphism as in the last special case considered above and, moreover, is compatible with \( D, E \) in the obvious sense, in other words, the domains and ranges of these \( f_i \) induce bipolar refinements of \( D, E \). The result follows. \( \square \)

Thus, \( h_m \) may be viewed as a map on \( K_+ \muRV^b[k] \). It is now routine to check that we have in effect constructed a ring homomorphism

\[
h_m : K_+ \muRV^b[*] \to \hat{K} \VarC[[A]^{-1}] [T^Q].
\]

Let \( K^*_m \muRV^b[*] \) denote the subring \((h_m)^{-1}(K^* \VarC[[A]^{-1}] [T, T^{-1}]) of K \muRV^b[*].

**Lemma 8.3.** The homomorphism

\[
\eta \circ h_m : K^*_m \muRV^b[*] \to \hat{K} \VarC[[A]^{-1}]
\]

vanishes on \((P_\Gamma)\).

Note that the ideal \((P_\Gamma)\) of \( K_+ \muRV^b[*] \) in Notation 4.13 is now generated by the elements \( P_\gamma \) with \( \gamma \in \mathbb{Z} \) (because the point \( t_\gamma \) there needs to be definable, which is possible only if \( \gamma \in \mathbb{Z} \) in the current setting).

**Proof.** For \( \gamma \in \mathbb{Z} \), the image of \([RV^\circ \setminus RV_{\gamma}^\circ] + \{t_\gamma\}\) under \( h_m \) in \( \hat{K} \VarC[[A]^{-1}] [T, T^{-1}] \) is

\[
([A] - 1) \sum_{i=1}^{m \gamma} T^{-i} + T^{-m \gamma},
\]

which, after passing to \( \hat{K} \VarC[[A]^{-1}] \) via \( \eta \), becomes \( 1 = \eta(h_m([1])) \). \( \square \)

**Remark 8.4.** If \( U = (U, f, l) \in \muRV^b[*] \) with \( l \in m^{-1}\mathbb{Z} \) (constant volume form) then the exponents in \((8.2)\) are all integers and hence \([U] \in K^*_m \muRV^b[*] \). Actually we shall only need the case \( l = 0 \).

The ring \( \bigcap_{m \in \mathbb{Z}^+} K^*_m \muRV^b[*] \) is denoted by \( K^* \muRV^b[*] \).

If \( A = (A, l) \in \muVF^o[*] \) with \( l \) constant then \( \int^\circ[A] \) may be expressed as \( [(U, f, l)]/(P_\Gamma) \), and hence if \( l \in \mathbb{Z} \) then \( \int^\circ[A] \) belongs to \( K^* \muRV^b[*]/(P_\Gamma) \). In that case, by Lemma 8.3, for every \( m \in \mathbb{Z}^+ \), the expression \( (\eta \circ h_m \circ \int^\circ)([A]) \) designates a unique element in \( \hat{K} \VarC[[A]^{-1}] \).
Denote by $\text{RES}_m$ the full subcategory of $\text{RES}$ such that $U \in \text{RES}_m$ if and only if every $\gamma \in \text{vrv}(U)$ is a tuple in $m^{-1}\mathbb{Z}$, or equivalently, $U \in \text{RES}_m$ if and only if the action on $U$ of the kernel of the canonical projection $\mu \longrightarrow \mu_m$ is trivial.

Let $\beta = (\beta_1, \ldots, \beta_n) \in (m^{-1}\mathbb{Z})^n$ and $A \subseteq \mathcal{O}^\circ \times \text{RV}^\dagger$ be a proper $\beta$-invariant definable set. Then there is a set

$$A[m; \beta] \subseteq \prod_i \mathcal{C}[t^{1/m}] / t^{\beta_i+1/m} \times \text{RV}(\mathcal{C}(t^{1/m}))^t$$

such that, for every $t \in \text{RV}(\mathcal{C}(t^{1/m}))^t$, the VF-fiber $A_t(\mathcal{C}(t^{1/m}))$ is, under the obvious quotient map, the preimage of the fiber $A[m; \beta]_t$. We can think of $\mathcal{C}[t^{1/m}] / t^{\beta_i+1/m}$ as the object $\prod_{0 \leq \gamma_i \leq \beta_i} \mathcal{Z}^{\gamma_i}$ of $\text{RES}_m$. Then, since every element in the value group $\mathbb{Q}$ is definable and $\text{vrv}(A[m; \beta])$ is doubly bounded, it follows that $A[m; \beta]$ is indeed a finite disjoint union of definable sets in $\text{RV}$ (no extra parameters other than those in $S = \mathcal{C}(t)$ are needed) and hence, as such, is an object of $\text{RES}_m$ (see [9, § 4.2] for more details).

Lemma 8.5 ([9 Lemma 4.2.1]). Let $\beta' \in (m^{-1}\mathbb{Z})^n$ with $\beta_i \leq \beta'_i$ for all $i$. Then

$$[A[m; \beta']] = [A[m; \beta]][A]^{\sum(\beta - \beta')} \in K \text{ RES}_m.$$  

Thus the element $[A[m; \beta]][A]^{-\sum \beta}$ in $K \text{ RES}_m[[A]^{-1}]$ does not depend on $\beta$; we denote it by $\tilde{A}[m]$.

The localization of $\Theta$ at $[A]$ is still denoted by $\Theta$.

Lemma 8.6. Suppose that $(A, 0) \in \mu \text{VF}^\circ[n]$. Then, in $K^\mu \text{ Var}^\circ C[[A]^{-1}]$,

$$(\eta \circ h_m) \left( \int^\circ [(A, 0)] \right) = \Theta(\tilde{A}[m]).$$

Proof. By Lemma 6.21, there exists a special covariant bijection $F : (A, 0) \longrightarrow (\mathbb{L} U, 0)$, where $U \in \text{RV}^\dagger[*]$. Observe that we can choose apertures $(\gamma_i, t_i)$ with $\gamma_i \in m^{-1}\mathbb{Z}$ so that $F$ induces a definable bijection between $A[m; \beta]$ and $\mathbb{L} U[m; \beta]$ for all sufficiently large $\beta$; it is for this purpose that each $\gamma_i$ needs to lie in $m^{-1}\mathbb{Z}$, due to the second clause of (C7) and the mandatory regularizations in Definition 6.1. Thus, we may assume that $A$ is already of the form $\mathbb{L} U$. Let $D$ be a $\Gamma$-cohesive bipolar twistoid decomposition of $U$. Since both sides respect finite disjoint union of proper $\beta$-invariant definable sets, we may further assume that $D$ is actually trivial or even $\text{vrv}(U)$ is a singleton. Then the equality follows from a simple computation. \hfill \Box

8.1.1. Bounded version. Although not needed, we can extend the construction above to the category $\mu \text{ RV}^\dagger[*]$; this category is formulated as $\mu \text{ RV}^\dagger[*]$, but with doubly bounded objects replaced by bounded ones.

Let $K^\mu \text{ Var}^\circ C[[A]^{-1}] [T^Q]_{\text{loc}}$ be the localization of $K^\mu \text{ Var}^\circ C[[A]^{-1}] [T^Q]$ by the multiplicative family generated by the elements $1 - T^{-i}$, $i \in \mathbb{Z}^+$. The ring $K^\mu \text{ Var}^\circ C[[A]^{-1}] [T, T^{-1}]_{\text{loc}}$ is the localization of $K^\mu \text{ Var}^\circ C[[A]^{-1}] [T, T^{-1}]$ by the same multiplicative family. Similarly one defines the ring $K^\mu \text{ Var}^\circ C[[A]^{-1}]_{\text{loc}}$ with respect to the multiplicative family generated by the elements $1 - [A]^{-i}$, $i \in \mathbb{Z}^+$. As in (8.1), the assignment the $T \longmapsto [A]$ determines a ring homomorphism

$$\eta_{\text{loc}} : K^\mu \text{ Var}^\circ C[[A]^{-1}] [T, T^{-1}]_{\text{loc}} \longrightarrow K^\mu \text{ Var}^\circ C[[A]^{-1}]_{\text{loc}}.$$ 

We assign to each $U = (U, f, \omega) \in \mu \text{ RV}^\dagger[k]$ the same expression as in (8.2), which is now a formal Laurent series in $T^{-1/l}$ for some integer $l > 0$, because each $\sigma_i$ is piecewise $Q$-linear and its graph is bounded. By [9 Lemma 8.2.1], if $l = 1$ then the series belongs to $K^\mu \text{ Var}^\circ C[[A]^{-1}] [T, T^{-1}]_{\text{loc}}$ and hence, in general, it belongs to $K^\mu \text{ Var}^\circ C[[A]^{-1}] [T^Q]_{\text{loc}}$ (consider any isomorphism of $\mathcal{C}$ that
fixes $C$ and sends $1/l$ to $1$). So the assignment yields a ring homomorphism $h_{\text{loc},m}$ and consequently a subring $K_m^2 \mu RV^{lt}[s]$.

**Lemma 8.7.** The homomorphism

\[ \eta_{\text{loc}} \circ h_{\text{loc},m} : K_m^2 \mu RV^{lt}[s] \rightarrow K^\mu \text{Var}_C[[A]^{-1}]_{\text{loc}} \]

vanishes on $(P)$.

**Proof.** The image of $[RV^\infty]$ in $K^\mu \text{Var}_C[[A]^{-1}][T, T^{-1}]_{\text{loc}}$ is

\[ ([A] - 1) \sum_{r > 0} T^{-i} = ([A] - 1)/(T - 1) \]

and hence, after passing to $K^\mu \text{Var}_C[[A]^{-1}]_{\text{loc}}$ via $\eta_{\text{loc}}$, it becomes $1 = \eta_{\text{loc}}(h_{\text{loc},m}([1]))$. \hfill $\square$

### 8.2. Constructing motivic Milnor fiber

Finally, we proceed to replicate the construction in [9, § 8] so to recover the motivic zeta function with coefficients in $K^\mu \text{Var}_C[[A]^{-1}]$ (this is the purpose of Lemma 8.6) and the corresponding motivic Milnor fiber.

Let $X$ be a smooth connected complex algebraic variety of dimension $d$ and $f : X \rightarrow A^1$ a nonconstant regular function. Suppose that $0 \in X(C) \cap f^{-1}(0)$ is singular. For $m \geq 1$, we consider the set of truncated arcs

\[ X_m = \{ \varphi \in X(C[t]/(t^{n+1})) \mid f(\varphi) = t^m \mod t^{n+1}, \} \]

which may be viewed in a natural way as the set of closed points of an algebraic variety over $C$ that carries a natural $\mu_m$-action, and the so-called *nonarchimedean Milnor fiber*

\[ X_f = \{ x \in X(\mathcal{M}) \mid rv(f(x)) = rv(t) \}. \]

Note that $X_f$ may be constructed in an affine neighborhood of $0$ and hence is indeed a (quantifier-free) definable set. Moreover, it is $\beta$-invariant for every $\beta \geq 1$. Therefore, $X_f$ may be regarded as an object of $\mu \text{VF}^\infty[*]$ equipped with the constant volume form $0$. The *motivic zeta function* of $f$ is then the power series

\[ Z_f(T) = \sum_{m \in \mathbb{Z}^+} \left( \eta \circ h_m \circ \int_0^\infty \right)([X_f])T^m \in K^\mu \text{Var}_C[[A]^{-1}][T]. \]

By Remark 8.4 and Lemma 8.6, we have, in $K^\mu \text{Var}_C[[A]^{-1}]$,

\[ (\eta \circ h_m \circ \int_0^\infty)([X_f]) = \Theta(\hat{X}_f[m]) = [X_m][A]^{-md}, \]

where the second equality follows if we change the variable $t$ to $t^{1/m}$ in (8.5) (see the discussion in [9, § 6.2] for detail). This shows that the coefficients of $Z_f(T)$ may also be written as $[X_m][A]^{-md}$, which is how they are usually defined.

**Remark 8.8.** One of the key steps of the main construction in [9, § 8] is to show (8.7), see [9 Proposition 8.3.1], but with $\int_0^\infty$ replaced by $\int$. This, and a few other statements in [9, § 8], rely on a tensor decomposition of the ring $K \text{volRV}[*]$, as claimed in [8, Proposition 10.10(2)]. We have pointed out above that, unfortunately, this result does not hold.

**Notation 8.9.** Let $K^\mu \text{Var}_C[[A]^{-1}][T]_t$ be the localization of $K^\mu \text{Var}_C[[A]^{-1}][T]$ by the multiplicative family generated by the elements $1 - [A]^aT^b$, where $a \in \mathbb{Z}$ and $b \in \mathbb{Z}^+$; it may be regarded as a subring of $K^\mu \text{Var}_C[[A]^{-1}][T]$. 

It is known that $Z_f(T)$ belongs to $K^\mu \operatorname{Var}_C[[A]^{-1}][T]_\dagger$ and, letting “$T$ go to infinity” as described in [9 § 8.4], we get a limit

$$\mathcal{J}_f := -\lim_{T \to \infty} Z_f(T) \in K^\mu \operatorname{Var}_C[[A]^{-1}],$$

which is understood as the motivic Milnor fiber attached to $f$.

**Remark 8.10.** Recall the homomorphism $E^\circ$ from (4.8). By Lemma 5.12 and Notation 5.14, we can construct the homomorphism

$$\Theta \circ E^\circ : K^\mu \operatorname{RV}^{\Phi}[*] \to K^\mu \operatorname{Var}_C$$

simply using the expression in (5.5) with respect to bipolar twistoid decompositions.

**Theorem 8.11.** $\mathcal{J}_f = (\Theta \circ E^\circ \circ f^\circ)([\mathcal{X}_f])$.

**Proof.** Let $[U] = [(U, f, l)] \in K^3 \mu \operatorname{RV}^{\Phi}[*]$ with $l \in \mathbb{Z}$ and consider the zeta function

$$Z([U])(T) = \sum_{m \in \mathbb{Z}} (\eta \circ h_m)((U))[T^m] \in K^\mu \operatorname{Var}_C[[A]^{-1}][T].$$

(8.8)

If $[U]/(P_T) = \int^\circ([\mathcal{X}_f])$ then this is $Z_f(T)$. Thus it is enough to show that $Z([U])(T)$ belongs to $K^\mu \operatorname{Var}_C[[A]^{-1}][T]$, and $\lim_{T \to \infty} Z([U])(T)$ exists and equals $-(\Theta \circ E^\circ)([U])$.

Without loss of generality, we may assume that $U$ is already a bipolar twistoid and the function $l_f : U \to \Gamma$ (Notation 3.17) vrv-contracts to a function $\sigma : I = \operatorname{vrV}(U) \to \Gamma$. Set $v = [\text{tbk}(U)]^\mu$. Then

$$(\Theta \circ E^\circ)([U]) = \chi(I)v.$$  

Let $Z(v)(T) = \sum_{m \in \mathbb{Z}^+} vT^m$. This is an element in $K^\mu \operatorname{Var}_C[[A]^{-1}][T]_\dagger$ and $\lim_{T \to \infty} Z(v)(T) = -v$. Write $I_m = I(m^{-1}Z)$ and let

$$Z(\sigma)(T) = \sum_{m \in \mathbb{Z}^+} \sum_{\gamma \in I_m} [A]^{-m\sigma(\gamma)}T^m.$$  

By Remark 3.15, $\sigma$ is $Z$-linear. So, by [9 Proposition 8.5.2], $Z(\sigma)(T)$ is in $K^\mu \operatorname{Var}_C[[A]^{-1}][T]_\dagger$ and $\lim_{T \to \infty} Z(\sigma)(T) = -\chi(I)$. Since $Z([U])(T)$ is the Hadamard product of $Z(v)(T)$ and $Z(\sigma)(T)$, by [9 Lemma 8.4.1], $\lim_{T \to \infty} Z([U])(T) = -\chi(I)v$.

**Remark 8.12.** The construction above no longer needs to go through this additional localization process “loc” employed throughout [9 § 8].

**Remark 8.13.** Using $\eta_{\text{loc}} \circ h_{\text{loc, m}}$ instead of $\eta \circ h_m$, we can define the zeta function $Z([U])(T)$ for every $[U] \in K^3 \mu \operatorname{RV}^{\Phi}[*]$, and the proof of Theorem 8.11 shows that $\lim_{T \to \infty} Z([U])(T)$ exists and belongs to $K^\mu \operatorname{Var}_C[[A]^{-1}]_{\text{loc}}$. This and Lemma 8.7 gives the right half of the diagram (1.3). However, we are not claiming that $\lim_{T \to \infty} Z([U])(T)$ equals $(\Theta \circ E^\circ)([U])$, which is reflected in the fact that there is no commutative relation between the left and right columns in (1.3). In fact, they are clearly not equal, as seen for example by considering $U = \operatorname{RV}^{\infty}$ (then the first value is $-1$ and the second one is $0$). Such a failure explains the need to introduce an interpolant, such as the composite map $-\lim \circ Z \circ f^\circ$, in (1.3), for which Theorem 8.11 may be formulated and proven.

**Remark 8.14.** The expression $(\Theta \circ E^\circ)([U])$, as an element in $K^\mu \operatorname{Var}_C[[A]^{-1}]$, does not actually involve $[A]^{-1}$. Still, since the coefficients of $Z([U])(T)$ does involve $[A]^{-1}$ and it is a fact that the natural homomorphism $K^\mu \operatorname{Var}_C \to K^\mu \operatorname{Var}_C[[A]^{-1}]$ is not injective, we cannot really take the motivic Milnor fiber $\mathcal{J}_f$ of $f$ in $K^\mu \operatorname{Var}_C$, at least not if $\mathcal{J}_f$ is viewed as something obtained through $Z_f(T)$. It is this point of view that forces us to work with an integral whose target only
involves doubly bounded sets in RV, namely $\int^\circ$, instead of $\int$, so as to facilitate the computation of the coefficients of $Z_f(T)$, and consequently with the nonarchimedean Milnor fiber $\mathcal{X}_f$, which is proper invariant, instead of, perhaps, the more obvious definable set

$$\mathcal{X}_t = \{ x \in X(M) \mid f(x) = t \},$$

which is not proper invariant. This set $\mathcal{X}_t$ may be understood as containing the $\bar{\mathbb{C}}$-rational points of the analytic Milnor fiber introduced in [13] (see Remark 8.15 below for more) and does play a role in [9] (but not in this paper).

On the other hand, in light of Theorem 8.11, we can forego the zeta function point of view and recover $S_f$ directly as $(\Theta \circ E^\circ \circ \int^\circ)([\mathcal{X}_f])$. In that case there is truly no need to invert $[A]$. In fact, we can also recover $S_f$ directly as $\text{Vol}([\mathcal{X}_f])$ (Notation 5.15), the result is the same because the left half of the diagram (1.2) commutes (Corollary 7.27).

Remark 8.15. For any $t' \in rv(t)\sharp$, there exists an immediate automorphism $\sigma$ of $\bar{\mathbb{C}}$ over $\mathbb{C}$ with $\sigma(t') = t$, where “immediate” just means that $\sigma$ fixes RV($\bar{\mathbb{C}}$) pointwise. Therefore, $\int [\mathcal{X}_{t'}] = \int [\mathcal{X}_t]$. Since $\mathcal{X}_f = \bigcup_{t' \in rv(t)\sharp} \mathcal{X}_{t'}$, it follows from compactness that

$$\int [\mathcal{X}_f] = \int [rv(t)\sharp] \int [\mathcal{X}_t] = [1] \int [\mathcal{X}_t].$$

Since $E_b([1]) = 1$, this and Remark 8.14 show that

$$S_f = \text{Vol}([\mathcal{X}_f]) = \text{Vol}([\mathcal{X}_t]).$$

This is first shown in [12], but without taking the $\hat{\mu}$-actions into account, and also in [11, 7]. The arguments there all rely on resolution of singularities as well as other algebro-geometric machineries.
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