**ABSTRACT**

COVID-19 is a disease that has abnormal over 170 nations worldwide. The number of infected people (either sick or dead) has been growing at a worrying ratio in virtually all the affected countries. Forecasting procedures can be instructed so helping in scheming well plans and in captivating creative conclusions. These procedures measure the conditions of the previous thus allowing well forecasts around the state to arise in the future. These predictions strength helps to make contradiction of likely pressures and significances. Forecasting procedures production a very main character in elastic precise predictions. In this case study used two models in order to diagnose optimal approach by compared the outputs.

This study was introduced forecasting procedures into Artificial Neural Network models compared with regression model. Data collected from Al –Kindy Teaching Hospital from the period of 28/5/2019 to 28/7/2019 show an energetic part in forecasting. Forecasting of a disease can be done founded on several parameters such as the age, gender, number of daily infections, number of patient with other disease and number of death. Though, forecasting procedures arise with their private data of tests. This study chats these tests and also offers a set of commendations for the persons who are presently hostile the global COVID-19 disease.
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INTRODUCTION:

The pandemic of COVID-19 (or SARS-CoV-2), also recognized as the coronavirus pandemic, is presently causing chaos in more than 200 countries over the world. In February 2021, the number of the infected people with this virus reaches 113 million worldwide, the number of deaths reached 1.5 M by this infectious disease. The number infected people are growing every day. Different nation’s compulsory different methods to constrain the spread of COVID-19 including: mask use, isolation, limiting social meetings, closing of markets, frequently washing hands, cleaning frequently used areas, and travel limitations. Some countries use compulsory lockdowns to limit the eruption of COVID-19.

This infectious extremely transmissible disease attacks the breathing system of the body. It is dispersal finished the physical dews in the air. The symptoms include fever, dry cough, and weariness. Besides, aches and sore throat, and smallness of smell. Very rare persons have skilled diarrhea, biliousness or a liquid nose. Peoples having trouble in breathing or high fever cough need to pursue medical help immediately. The transmission of the disease among human beings is exponentially cumulative the totals of the infested persons. The progress retro of this disease is one to fourteen days, or longer. As the expansion period of the virus is long it is not easy to analyze the optimal time required to monitor a curfew. Therefore, it is unsafe to revoke the curfew early.

Artificial Neural Network (ANN) is a computing system planned to mimic the way that the human brain investigates and processes the incoming information. The method can solves problems that are not easy to tackle by human, or hard to analyze using standard statistical approaches. Training the ANN using past data permitting creation outputs according to the information mined from these data. ANN has a capability to generalize results from collection data that are unnoticed. Back propagation neural network (BPNN) is commonly used in several applications. In this method the algorithm used first for training, then for validating set. This set is utilized to check the trained network capability and perform a learning algorithm that makes a gradient descent optimization for making nodes weights the linking for every layer. BPNN is simple to use and robust, it is proved to offer good results in most cases.

Previous works benefiting from applying ANN in the medical field have been acknowledged by Pattichis and Pattichis, 2001; Lei and Cheng, 2010; and Grossi and Buscema, 12-14. Teng and Wah accessible two learning devices for ANN that is beneficial to resolve binary classification problems, e.g., two-region, two-spiral, and Pima Indian Diabetes Diagnosis problems. The method is used for pattern classification into multiple categories by X and Chaudhari. Janghel, Shukla, Tiwari and Tiwari developed neural network procedure using the pathological features for Clinical Decision Support System (CDSS) to evaluate the fatal delivery decision; normal or by surgical. Benjamin, Altman, O’Gorman, Rodeman and Peaz, use ANN for engineering analysis of elaborate physical systems. Simões, Furukawa, Mafra and Adamowski, use ANN for acoustic signals classification as two classes of binary transmission. Bhatikar and Mahajan also verified the use of the ANN for burden diagnosis of industrial apparatus, and how its learning benefits the assisting of an event with its process signature, at that point noticed and categorized events dependably. Soda, Pechenizkiy, Tortorella and Tsymbal documented the structure of the precise features, feature removal, validating suitable methods of pattern illustration and dimensionality reduction is habitually more significant than the choice of the exact technique of classification.

MATERIAL AND METHODS:

Technical Background

Forecasting techniques might be instructed as a supplementary to the government in scheming enhanced plans and in creation creative choices. These methods measure the circumstances of the previous period, allowing good estimates for the state to happen in the future. Such forecasting will support governments worldwide to make for the approaching countries. In these forecasting methods a substantial role can be used for yielding closely accurate predictions.

Regression Model
Regression analysis can be used to study the association among dependent and independent variables. So, linear regression is a method for modeling the association between a dependent variable (or scalar reply) and unique or extra independent variables (or explanatory variables).

Consider a set of data of \( n \) numerical parts, it is assumed that the association between \( y \) (the dependent variable) and the \( p \)-vector of repressors \( x \) is linear, therefore a linear regression model is used. And modeled by a commotion term (or error variable \( \epsilon \)), an unnoticed random variable that enhances “noise” to the linear association between the dependent variable and repressors. Therefore, the general form is expressed as:

\[
y_i = \beta_0 + \beta_1 x_{i1} + \cdots + \beta_p x_{ip} + \epsilon_i = x_i^T \beta + \epsilon_i \quad , \quad i = 1, \ldots, n
\]  

Where \( T \) represents the transfer, so that \( x_i^T \beta \) is the internal product between vectors \( x_i \) and \( \beta \).

While, polynomial regression that \( x \) (independent variable), \( y \) (dependent variable) is modeled as in \( n \)th degree polynomial in \( x \), a polynomial regression for is used for COVIE-19 predictions.

**Artificial Neural Network (ANN)**

ANN mimics how the way biological nervous schemes procedure performed. The method including two phases: the learning and recall phases. In the learning phase, training signals (known data sets) are utilized to obtain updated weights in the input and output layers. The recall phase uses the weight gotten in the learning phase by one pass. BPNN model includes; (1) The independent variables (or input layer nodes), (2) the dependent variables (or output layer nodes), and (3) the hidden layer nodes. Back propagation (BP) is the learning or training algorithm rather than the network itself. Herein, batch mode training is performed in the back propagation training algorithm. The BP algorithm used in this approach is briefed as follows

1. All weights Initialization to small random values, usually \( \in [0,1] \) using MATLAB.
2. Repeat the procedure until reaches termination criterion:
   2.1 A training set through the network is granted and forward pass across the network.
   2.2 Compute the actual output (\( o \))
   2.3 Weights are modified; initially from the output layer, and then working backwards (backward pass)

The efficient weight between a node \( p \) and a node \( q \) at time \( t + 1 \), if node \( p \) is the \( p^\text{th} \) node in a layer and node \( q \) is the \( q^\text{th} \) node in the following layer in the forward way,

\[
W_{pq}^{(t+1)} = W_{pq}^{(t)} + \Delta W_{pq}
\]  

where weight change, \( \Delta W_{pq} = \eta \delta_q o_p \); \( \eta \) is the knowledge rate, \( \delta_q \) is the error signal in the node \( q \) and \( o_p \) is the yield of the node \( p \). If neuron \( i \) is the \( i^\text{th} \) node in the yield layer, the error sign in the output node \( i \) is,

\[
\delta_i = (d_i - o_i) . o_i . (1 - o_i)
\]  

where \( o_i \) and \( d_i \) are the actual and desired output, respectively, of \( i^\text{th} \) node in the yield layer, correspondingly If neuron \( j \) is the \( j^\text{th} \) node in the layer which is hidden, the error signal in the layer which is hidden node \( j \) is,

\[
\delta_j = o_j. (1 - o_j) \sum (w_{jq}. \delta_q)
\]  

where \( o_j \) is the yield of \( j^\text{th} \) node in the layer which is hidden, \( w_{jq} \) is the weight between \( j^\text{th} \) node and \( i^\text{th} \) node in the following layer, \( \delta_j \) is the error signal in the \( i^\text{th} \) node and the addition is over all the nodes in the following layer to the layer which is hidden.
In the trial, the ending standard is when the maximum number of epoch is touched. It classically receipts hundreds or thousands of epochs for an NN to converge. In contrast, the ANN model can model compound scientific and logical systems with good fit results:

\[ Y_t = F(X_{tn}) + \varepsilon_t \]  

(5)

where \( Y_t = Y_1, Y_2, \ldots, Y_t \) is the response variable, \( X_{tn} \) is a vector of \( n \) explanatory variables.

The backpropagation calculations involve three stages; including Training, Validation/Test and Forecasting. The dataset is split into three parts according the stated stages; the major part is used for training, the second part to validate the model accuracy, and the third for model testing. The steps of backpropagation are summarized through the Training stage as follows: for a certain learning rate (\( \eta \)), the weights are updated using a learning algorithm (gradient descent). The weights are adjusted anywhere in the network after the error becomes known. Then, the derived of the error equation with respect to that weight necessity be found and the delta \( \Delta w \) is generated.

The nonlinear sigmoid function is used as a normalization function in the multi-layered perceptron models. The derivative being \( \frac{dY}{dx} = \hat{Y} = \hat{Y}(1 - \hat{Y}) \) and the delta rule using to change the weight \( W_k \) in neuron \( k \), hidden layer \( j \) with a sigmoid function.

Each training session involves attempting of different numbers of neurons and hidden layers for model improvement and outputs accuracy purposes. So, training session stops when the MSE is least. Therefore, the MLP is considered as the best model and set to be tested, by revealing it and compared to the test part of the data. After the training stage is completed, the model is now ready to validate then forecast future values.

Then, it used an adjustment factor to capture the difference between the behavior of actual datasets (used to train the network) and any deviated behavior caused by the new/future datasets in order to forecast. Any deviation from the network will be captured by an adjustment factor \( \text{Max} (Y_{a^{adj}}) \) or \( \text{Min} (Y_{a^{adj}}) \) that will be added to or subtracted from the forecasting formulation/model (3) based on the deviation type (positive or negative). A positive deviation \( \Delta \text{Max} (Y_a) \) means that the generated values are overestimated forecasts, while a negative deviation \( \Delta \text{Min} (Y_a) \) means that the provided forecasts are underestimated. The adapted forecasting equations are:

\[ Y_{\text{Forecast}} = (Y_d)(\text{Max} (Y_{a^{adj}}) - \text{Min} (Y_d))) + \text{Min} (Y_d) \]  

(6)

- In case \( \text{Min} (Y_d) \) is suggested for adjustment, the adapted forecasting equation is:
\[ Y_{Forecast} = (Y_d')(\text{Max} (Y_a) - \text{Min} (Y_{a\text{adj}})) + \text{Min} (Y_{a\text{adj}}) \]  

(7)

- In case both Min \((Y_a)\) and Min \((Y_{a\text{adj}})\) are adjusted, the adapted forecasting equation is:

\[ Y_{Forecast} = (Y_d')(\text{Max} (Y_{a\text{adj}}) - \text{Min} (Y_{a\text{adj}})) + \text{Min} (Y_{a\text{adj}}) \]  

(8)

\[ Y_{Forecast} = (Y_d')(\text{Max} (Y_{a\text{adj}}) - \text{Min} (Y_{a\text{adj}})) + \text{Min} (Y_{a\text{adj}}) \]  

(9)

RESULTS

Analysis and prediction for COVID-19 disease using a Sample of available Data

The data collected from Al Kindy teaching Hospital from 28/5/2019 to 28/7/2019 which focused on the daily figures of the main variables of our study interest: daily confirmed cases as a group, deaths of these cases, sex (number of man and woman), the number of patients under the age of 45 and over, and Number of patients with other diseases.

There are different techniques of forecasting has been used in literature based on purpose of forecasting and different data sources. It is shown in Fig. 2. That the deaths increased and decreased significantly with the confirmed cases.

![Fig 2. Number of daily covid 19 cases in terms of confirmed cases and mortality](image)

Model building and Forecasting

The data size used is categorized into three groups, 46 is selected as a training phase 46, 10 used for verification, 57 to 61 are used for comparison with the out-of-sample prediction test. The number of iterations used are 1000 for getting the optimal model.

Fig 3 The curve fitting of ANN model.
Fig 3: The curve fitting of ANN model.

Fig 4: Comparison between high and low quality forecasting.

Fig 5: The multiple regression model used to obtain the fitting and validation forecasting model.
It is evident that the performance of the regression model in the case of dependence and exclusion status of a variable representing the case of chronic diseases is not sensitive.

Table 1 shows the linear regression (MAPE and MSE) and the ANN models in the training and validation stages.

| Model          | Fitting  | Validation |
|----------------|----------|------------|
|                | MSE      | MAPE       | MSE | MAPE |
| Regression     | 6.07     | 0.59       | 2.8 | 0.447 |
| Neural network | 5.91     | 0.46       | 4.40| 0.52  |
It is clear in Table 1 the poor performance of the traditional BP algorithm in long-term forecasting. Due to optimal weights obtained after the training stage has been completed might become less sustainable in long-term compared with short-term forecasting.

Table 2. Comparison between the actual data with outputs for the two models

| Number of deaths | Forecasting |       |       |
|------------------|-------------|-------|-------|
|                  | Actual data | ANN   | Regression |
| 4                | 2           | 2     |       |
| 6                | 4           | 5     |       |
| 3                | 1           | 1     |       |
| 2                | 1           | 1     |       |
| 5                | 2           | 3     |       |

However, in order to improve the long-term forecasts further, the traditional forecast model/formulation used in the BPA (Equation 6-8) is improved by adding/subtracting the deviation represented by the adaptive factor to/from the forecast values obtained using Equation above. This adaptive factor is equal to the deviation between the behavior of long-term forecasts and the behavior theme the network becomes familiar with after the training stage have been completed as in table (3).

Table 3

| Actual data | Traditional ANN | Adjustment Applied |
|-------------|-----------------|--------------------|
| 4           | 2               | 2                  |
| 6           | 4               | 5                  |
| 3           | 1               | 2                  |
| 2           | 1               | 2                  |
| 5           | 2               | 3                  |

With MAPE=.28 and MSE=2.0

**CONCLUSION:**

Accurately predicting the COVID-19 suitcases or death is crucial in determining making on the interference or regulator plan. This would expedite the selection of a suitable model used for forecasting. In this paper the ANN is used for the epidemic forecasting. The custom of ANN is not limited for prediction procedure, but it contains
optimization, classification, estimation of the parameter, and best disease control organization. This research concludes the:

1. The deaths increased and decreased significantly with the confirmed cases.
2. It is evident that the performance of the regression model in the case of dependence and exclusion status of a variable representing the case of chronic diseases is not sensitive.
3. As shown in table (1) the poor performance of the traditional BP algorithm in long-term forecasting. Due to optimal weights obtained after the training stage has been completed might become less sustainable in long-term compared with short-term forecasting.
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