ON THE HARTREE-FOCK EQUATIONS OF THE ELECTRON-POSITRON FIELD
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Abstract. We study the energy of relativistic electrons and positrons interacting via the second quantized Coulomb potential in the field of a nucleus of charge $Z$ within the Hartree-Fock approximation. We show that the associated functional has a minimizer. In addition, all minimizers are purely electronic states, they are projections, and fulfill the no-pair Dirac-Fock equations.

1. Introduction

Heavy atoms should be described by relativistic quantum mechanics. It is commonly believed quantum electrodynamics (QED) yields such a description. Formally the Hamiltonian is given (Bjorken and Drell [7, Formula 15.28]) as

$$H = \int dx : \psi^*(x) \left[ \alpha \cdot \left( \frac{i}{\hbar} \nabla - \sqrt{\alpha} A(x) \right) + m\beta - \frac{\alpha Z}{|x|} \right] \psi(x) :$$

$$+ \frac{1}{2} \int dx \int dy \frac{\psi^*(x)\psi(x)\psi^*(y)\psi(y)}{|x-y|} + \frac{1}{8\pi} \int_\mathbb{R}^3 : B(x)^2 + A^2 (x)^2 : dx ,$$

where the normal ordering denoted by colons is with respect to a given choice of the one-electron space. However, it is not clear how this expression can be self-adjointly realized as a positive operator. To simplify matters we omit the energy of the transverse radiation field coupled to the current, i.e., we set $B = 0$ and $A = 0$ in the above expression. We will also regularize the Coulomb interaction of the electron-positron field by normal ordering it completely. Both assumptions are simplifications. The first one can be justified by the physical wisdom that the presence of self-generated magnetic field is physically known to be small compared to the relativistic effects in heavy atoms. Moreover, the inclusion poses serious technical problems that we presently cannot solve. The second assumption ignores the vacuum polarization effects which are also small compared to the relativistic effects and would contribute to the Lamb shift only.

Based on an interesting observation of Chaix, Iracane, and Lions [9, 10], Bach et al. [5, 4] showed positivity for the corresponding quadratic form without any constraints on the charge of the state, if the one-electron subspace is appropriately (Furry picture) chosen. In particular they showed that the vacuum state (particle number equal to zero) has energy zero.
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In order to do so, they proved that the positivity of $H$ on generalized Hartree-Fock states (quasifree states with finite free kinetic energy) is equivalent to the positivity of the Hartree-Fock functional (see the Definition given in (23)), a functional on density matrices $\gamma$, where the charge is given as $\text{tr} \gamma$, which thus is unrestricted.

For describing atoms one needs, however, to restrict to states with prescribed charge $q$. In order to implement this problem, we subtract from the energy the rest mass $m$, which – as we will see – will allow us to relax the constraint $\text{tr} \gamma = q$ to $\text{tr} \gamma \leq q$.

Given an electron space by the positive spectral subspace of a Dirac operator with a mean-field potential, we show that there exists a minimizer of the associated Hartree-Fock functional in a suitable set, if $q \leq Z$ (Theorem 3.9). Moreover, if $q$ is a positive integer, all minimizers are projections of maximal rank. In particular, minimizers are purely electronic and are projections (Theorem 4.3). Finally, we show that the eigenfunctions of any minimizer $\gamma$ fulfill the no-pair Dirac-Fock equations with the $q$ first (positive) eigenvalues (Theorem 4.5).

According to Mittleman [17], the most stable, i.e., highest ground state energy is the physical ground state. Thus one should maximize among the allowed one-electron subspaces, yielding a max-min variational problem. The resulting Euler equation should, on a heuristic level, give the Dirac-Fock equations which were treated by Esteban, Séré, and Paturel [15, 19, 12]. There are indications that this latter question might be answered affirmatively only under additional hypotheses: In a recent work [6] an atom with total charge $q - Z \leq 0$ is considered. If the ground state of the noninteracting problem with $N = q$ electrons corresponds to a closed shell, then for small interaction maximizing over one-electron subspace yields the Dirac-Fock equations in the non-relativistic limit. However, if the noninteracting problem corresponds to an open shell, then, in the same limit, the max-min procedure does not yield a solution of the Dirac-Fock equations with self-consistent projector as considered by Esteban and Séré [13]. While this result is perturbative, it indicates on the one hand side that the Dirac-Fock equations and the Mittleman principle might agree in the case of filled shells whereas in the unfilled shell case it might give different results which raises the question which procedure is physically relevant, a problem that we have to leave open at this point.

We add a short guide through the paper for the orientation of the reader: Section 2 contains some basic material. We define the set of density matrices that will be allowed. There will be two types of density matrices, the charge density matrices $\gamma$ for the electron-positron field and the density matrices $\delta$ giving the screening of the one-particle Dirac operator that defines the electron subspace. In addition this section contains some basic estimates on the direct and exchange energy. Section 3 contains the actual minimization. We first show that the elimination of positrons lowers the energy (Lemma 3.1); next we show that the density matrices can be restricted to finite rank (Lemma 3.3), and the minimization under the constraint $\text{tr} \gamma \leq q \leq Z$ gives a minimizer – if existing – with charge equal to $q$ (Lemma 3.7). This allows us to show the existence of minimizers (Theorem 3.9). In Section 4 we investigate the minimizers. They turn out to be projections that fulfill the no-pair Dirac-Fock equations (Theorem 4.3). In the last section we give an outlook with respect to the above mentioned program of Mittleman. We derive the corresponding Euler equation (Theorem 5.1). However, we are not able to show that there is a maximizer.
2. Definition of the Problem

A single relativistic electron or positron in the field of a nucleus of charge $Z$ can be described by the Coulomb-Dirac operator

$$D_Z := \alpha \cdot \frac{1}{i} \nabla + m\beta - \alpha \frac{Z}{|x|},$$

where $\alpha$ is the Sommerfeld fine structure constant.

The operator $D_Z$ is self-adjointly realized in $H := L^2(\mathbb{R}^3) \otimes \mathbb{C}^4$ and essentially self-adjoint on $C_0^\infty(\mathbb{R}^3 \setminus \{0\}) \otimes \mathbb{C}^4$, if $\alpha Z \in (-\sqrt{3}/2, \sqrt{3}/2)$. Here, we will even assume

$$\alpha Z \in [0, \sqrt{3}/2) \quad \text{and} \quad \alpha \geq 0,$$

throughout the paper. The domain of $D_Z$ is $H^1(G)$ where

$$G := \mathbb{R}^3 \times \{1, 2, 3, 4\}.$$ (Landgren and Rejto [15], Theorem 2.1). For $Z = 0$, $D_0$ is just the free Dirac operator.

In the present paper, we consider a larger class of Dirac operators, namely Dirac-Fock operators. They are Hamiltonians for a relativistic particle in a mean field created by other particles. For that purpose, we will consider operators with an additional mean field potential

$$W^{(\delta)} = \varphi^{(\delta)} - X^{(\delta)},$$

where $\varphi^{(\delta)}$ and $X^{(\delta)}$ will be defined below.

For $p \in [1, \infty)$, we denote by $S_p(H) = \{ A \in B(H) \mid \text{tr } |A|^p < \infty \}$, and by $S_\infty(H)$ the space of compact operators on $H$.

**Definition 2.1.** We denote by $F$ the Banach space of all self-adjoint operators $\delta$ on $\mathcal{H}$ such that the norm $\|\delta\|_F := \text{tr} \left( |D_0|^{1/2} |\delta| |D_0|^{1/2} \right)$ is finite.

For a given element $\delta \in F$, we denote by $(\lambda_n)$ the sequence of its eigenvalues and by $(\xi_n)$ a corresponding orthonormal basis of eigenvectors; the associated integral kernel $\delta(x, y)$ is

$$\delta(x, y) := \sum_n \lambda_n \xi_n(x)\overline{\xi_n(y)}.$$

(It is convenient to introduce the notation $x = (x, s)$ for an element of $G$ and $dx$ for the product of the Lebesgue measure $dx$ on $\mathbb{R}^3$ with the counting measure in $\{1, 2, 3, 4\}$.) Associated with $\delta$ is its one-particle density

$$\rho_\delta(x) := \sum_{s=1}^4 \sum_n \lambda_n |\xi_n(x)|^2,$$

its electric potential

$$\varphi^{(\delta)}(x) = \int_{\mathbb{R}^3} \frac{\rho_\delta(y)}{|x-y|} dy,$$

and its exchange operator $X^{(\delta)}$

$$\psi \mapsto \int_{\mathbb{R}^3} \frac{\delta(x, y)\psi(y)}{|x-y|} dy.$$

The difference of these two operators is the mean field potential $W^{(\delta)}$ defined in (4). Next, we define for the given $\delta$ the Coulomb-Dirac operator associated to $\delta$ as

$$D^{(\delta)} := D_Z + \alpha W^{(\delta)}.$$
As shown in the Appendix A (Lemmas A.7 and A.8), the operator \( W^{(6)} \) is bounded implying that \( D^{(6)} \) is self-adjoint with the same domain as the Coulomb-Dirac operator \( D_{\Lambda} \) for \( \alpha Z \in [0, \sqrt{3}/2] \) is identical with the domain of \( D_{0} \). Moreover (see Lemma A.9), \( W^{(6)} \) is relatively compact with respect to \( D_{0} \) which implies

\[
\sigma_{\text{ess}}(D^{(6)}) = 
\sigma_{\text{ess}}(D_{0}) = (-\infty, -m] \cup [m, \infty).
\]

Finally, since \( |D^{(6)}| \geq c_{\alpha, Z, m, \delta} |D_{0}| \) by definition of \( c_{\alpha, Z, m, \delta} \) (Equation (87)) and since \( |D_{0}| > 0 \), the operator \( D^{(6)} \) has a bounded inverse, as soon as \( c_{\alpha, Z, m, \delta} > 0 \).

The one-electron states are vectors in \( \mathcal{H}_{\gamma} \) where \( \Lambda_{\gamma} \) is an orthogonal projection on \( \mathcal{H}_{\gamma} \), whereas one-positron states are charge conjugated states in \( \Lambda_{\gamma}^* \), where \( \Lambda_{\gamma} := 1 - \Lambda_{\gamma} \). We will take \( \Lambda_{\gamma} \) to be the projection \( \Lambda_{\gamma}^{(6)} \) onto the positive spectral subspace of the Dirac-Fock operator \( D^{(6)} \), i.e.,

\[
\Lambda_{\gamma} := \Lambda_{\gamma}^{(6)} := \chi_{(0, \infty)}(D^{(6)}),
\]

where \( \chi_{I} \) denotes the characteristic function of the set \( I \). Thus, the choice of \( \delta \) fixes the definition of the spaces of electrons and positrons.

The Coulomb scalar product is

\[
D[\rho, \sigma] := \frac{1}{2} \int_{\mathbb{R}^{3}} \mathrm{d}x \int_{\mathbb{R}^{3}} \mathrm{d}y \frac{\rho(x)\sigma(y)}{|x-y|}.
\]

The exchange scalar product for \( \gamma, \gamma' \in F \) is

\[
E[\gamma, \gamma'] := \frac{1}{2} \int_{\mathbb{R}^{3}} \mathrm{d}x \int_{\mathbb{R}^{3}} \mathrm{d}y \frac{\gamma(x, y)\gamma'(x, y)}{|x-y|}.
\]

**Lemma 2.2.** Assume that \( \gamma, \gamma' \in F \). Then

\[
|D[\rho_{\gamma}, \rho_{\gamma'}]| \leq \frac{\pi}{4} \|\gamma\|_{1} \mathrm{tr}(\sqrt{-\Delta} |\gamma'|),
\]

\[
|E[\gamma, \gamma']| \leq D[\rho_{|\gamma|}, \rho_{|\gamma'|}].
\]

**Proof.** Expanding \( \gamma \) and \( \gamma' \) in their respective bases of eigenfunctions (see (5)), we get by the Cauchy-Schwarz inequality

\[
\left| \int \int \frac{\gamma(x, y)\gamma'(x, y)}{|x-y|} \mathrm{d}x \mathrm{d}y \right| = \left| \int \int \sum_{\mu} \lambda_{\mu} \sum_{\nu} \lambda'_{\nu} \frac{\xi_{\mu}(x)\xi_{\nu}(y)\xi'_{\mu}(x)\xi'_{\nu}(y)}{|x-y|} \mathrm{d}x \mathrm{d}y \right|
\leq \int \int \sum_{\mu} |\lambda_{\mu}| |\xi_{\mu}(x)|^{2} \sum_{\nu} |\lambda'_{\nu}| |\xi'_{\nu}(y)|^{2} \frac{\mathrm{d}x \mathrm{d}y}{|x-y|} = \int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \frac{\rho_{\gamma}(x)\rho_{\gamma'}(y)}{|x-y|} \mathrm{d}x \mathrm{d}y,
\]

which shows that it suffices to prove (13).

To this end we remark that by Kato’s inequality

\[
\int_{\mathbb{R}^{3}} |\xi_{\mu}(x)|^{2} \int_{\mathbb{R}^{3}} |\xi'_{\nu}(y)|^{2} \frac{\mathrm{d}y}{|x-y|} \leq \frac{\pi}{2} (\xi'_{\nu}, |\nabla| \xi_{\nu}).
\]

The claimed inequality follows now by multiplication with \( |\lambda_{\mu}\lambda'_{\nu}| \) and summation over \( \mu \) and \( \nu \).

We will also need the following result of Bach et al (5, Equation (30)) :

**Lemma 2.3.** If \( \gamma \in F \), then

\[
E[\gamma, \gamma] \leq \frac{\pi}{4} \mathrm{tr} \left( \gamma^{*} \sqrt{-\Delta} \right).
\]
Given an operator $A$ on the Hilbert space $\mathcal{H}$ the symbols $A_{++} = \Lambda_{+}^{(-)} A \Lambda_{+}^{(-)}$, $A_{+-} = \Lambda_{+}^{(-)} A \Lambda_{-}^{(-)}$, $A_{-+} = \Lambda_{-}^{(-)} A \Lambda_{+}^{(-)}$, and $A_{--} = \Lambda_{-}^{(-)} A \Lambda_{-}^{(-)}$ denote the matrix elements of the decomposition of $A$ with respect to the splitting of the Hilbert space given by $\Lambda_{+}^{(-)}$ and $\Lambda_{-}^{(-)}$ (We assume that the operators $\Lambda_{+}^{(-)}$ leave the domain of $A$ invariant).

Relativistic electrons and positrons are described by one-particle charge density matrices $\gamma$ with certain additional properties reflecting the charge of the particle, and the fact that they are Fermions and thus obey the Pauli principle.

**Definition 2.4.** Given $\delta \in F$ and $q \in \mathbb{R}_+$ we define the following sets of one-particle diagonal charge density matrices:

\[(17)\quad S^{(\delta)} := \{ \gamma \in F \mid -\Lambda_{-}^{(\delta)} \leq \gamma \leq \Lambda_{+}^{(\delta)}, \Lambda_{+}^{(\delta)} \gamma = 0 \}, \]

\[(18)\quad S_{q}^{(\delta)} := \{ \gamma \in S^{(\delta)} \mid 0 \leq \text{tr} \gamma \leq q \}, \]

\[(19)\quad S_{\partial q}^{(\delta)} := \{ \gamma \in S^{(\delta)} \mid \text{tr} \gamma = q \}. \]

We note that all sets are closed subsets of $F$. Furthermore, the first two are convex. Note also that for $\gamma \in S^{(\delta)}$ we have $\gamma_{++} \geq 0$ and $\gamma_{--} \leq 0$ which follows directly from the definition. We also observe that:

\[(20)\quad \gamma_{++}^2 \leq \gamma_{++}, \]

\[(21)\quad \gamma_{--}^2 \leq -\gamma_{--}, \]

which permits to get (in the case of diagonal density matrices)

\[(22)\quad \text{tr} (|D^{(\delta)}| |\gamma|) = \text{tr} (D^{(\delta)} \gamma) \geq \text{tr} (|D^{(\delta)}| \gamma^2). \]

The elements of $S^{(\delta)}$ are the one-particle (renormalized) charge density matrices of the electron-positron field. The trace is its total charge. Since we are interested in describing atoms we want to fix the charge of the electron-positron field to be $q$ and minimize the energy over the set $S_{\partial q}^{(\delta)}$. For technical reasons we will also use $S_{q}^{(\delta)}$.

We wish to point out that he derivation of the variational spaces of one-particle charge density matrices as done in [5] does not give the extra condition $\Lambda_{-}^{(\delta)} \gamma \Lambda_{+}^{(\delta)} = 0$ that appears in the definition of $S^{(\delta)}$. A formal calculation shows that if we do not assume that the one-particle density matrices have off diagonal terms equal zero, then in most cases, Lemma 3.1 and Theorem 4.3 and 4.5 do not hold. In particular, minimizers will contain electron-positron pairs.

The projections $\Lambda_{-}^{(\delta)}$ can be physically interpreted as the one-particle density matrix of the Dirac sea. In particular, $\Lambda_{-}^{(\delta)}$ is the Dirac sea under the influence of a nucleus of charge $eZ$ and an electron-positron distribution given by $\delta$.

For later purposes we also introduce (unrenormalized) density matrices as

\[\Gamma := \Lambda_{-}^{(\delta)} + \gamma,\]

representing all electrons including those of the Dirac sea.

The unrenormalized density matrices are nonnegative expressing the fact that positrons occur in this picture only as 'holes' in the Dirac sea.

The energy of a system of electrons and positrons in Hartree-Fock approximation is given by the functional

\[(23)\quad \mathcal{E} : S^{(\delta)} \rightarrow \mathbb{R}, \quad \gamma \mapsto \text{tr} (D_{Z} \gamma) + \alpha Q[\gamma, \gamma], \]
where
\begin{equation}
Q : S^{(\delta)} \times S^{(\delta)} \to \mathbb{R} \quad \gamma, \gamma' \mapsto D[\rho_{\gamma}, \rho_{\gamma'}] - E[\gamma, \gamma'] .
\end{equation}

As explained above we are primarily interested in the infimum of $E|_{S^{(\delta)}_\alpha}$; for technical reasons we will also consider, for $\mu \in \mathbb{R},$
\begin{equation}
E_\mu : S^{(\delta)} \to \mathbb{R} \quad \gamma \mapsto E(\gamma) - \mu \text{tr } \gamma
\end{equation}

**Lemma 2.5.** For any $\mu \in \mathbb{R}$, the energy functional $E_\mu$ is well defined and continuous in the $\| \cdot \|_F$ norm.

**Proof.** The lemma is an immediate consequence of the definition of the norm, Lemma A.8 together with the fact that $\gamma^2 \leq |\gamma|$ and Inequalities (13) and (14). \hfill \square

3. Minimization of the Energy

3.1. Reduction to Electrons.

**Lemma 3.1.** Assume $q > 0$, $\gamma \in S^{(\delta)}_\alpha$, $0 \leq \delta \in F$. Moreover, assume
\[c_{\alpha,Z,m,\delta} \geq \pi \alpha (1/4 + \max \{ \text{tr } \delta, q \}) .\]
Then there exists a nonnegative $\gamma_e \in S^{(\delta)}_\alpha$ and $R \in S^{(\delta)}_\alpha$ such that $\gamma = \gamma_e + R$ and $E(\gamma_e) \leq E(\gamma)$. In addition, equality can only occur if $0 \leq \gamma$. 

Physically speaking this lemma says that it is favorable to have no positrons in the system and to restrict the minimization to electron states.

**Proof.** Using the spectral decomposition of $\gamma$, one can easily construct $\gamma_e$ and $R$ such that $\gamma_e \in S^{(\delta)}_\alpha$, $R \in S^{(\delta)}_\alpha$ and $\gamma = \gamma_e + R$. We also note that we can pick $R \neq 0$, if $\gamma \geq 0$, and that we can pick $R = 0$, if $\gamma > 0$. We have
\begin{align}
E(\gamma_e) - E(\gamma) &= - \text{tr} (D_Z R) - \alpha Q[R, R] - 2\alpha \text{Re}Q[R, \gamma_e] \\
&= - \text{tr} (D^{(\delta)} R) - \alpha Q[R, R] - 2\alpha \text{Re}Q[R, \gamma_e] + 2\alpha \text{Re}Q[R, \delta] \\
&\leq - \text{tr} (D^{(\delta)} R) + \alpha E[R, R] - 2\alpha \text{Re}Q[R, \gamma_e] + 2\alpha \text{Re}Q[R, \delta] ,
\end{align}
where in the last inequality, we used positivity of $D[\rho_R, \rho_R]$.

Let $R_+$ and $R_-$ be respectively the positive and negative part of $R$, i.e.
\[R = R_+ - R_- \text{ with } R_\pm \geq 0 .\]
Using Lemma A.8 and the positivity of $\gamma_e$ yields
\[\Re Q[R_+, \gamma_e] \geq 0 \text{ and thus } - \Re Q[R_-, \gamma_e] \leq \Re Q[R_-, \gamma_e] .\]
Similarly, we have $\Re Q[R_+, \delta] \leq \Re Q[R_+, \delta]$. Therefore, from Inequality (26) we obtain
\begin{align}
E(\gamma_e) - E(\gamma) &\leq - \text{tr} (D^{(\delta)} R) + \alpha E[R, R] + 2\alpha \text{Re}Q[R_-, \gamma_e] + 2\alpha \text{Re}Q[R_+, \delta] .
\end{align}
From Lemma A.8 and the definition of $c_{\alpha,Z,m,\delta}$ in (87), we get
\begin{align}
E[R, R] \leq \frac{\pi}{4} \text{tr} (\|D_0\| R^2) &\leq \frac{\pi}{4c_{\alpha,Z,m,\delta}} \text{tr} (\|D^{(\delta)} R^2\) \leq \frac{\pi}{4c_{\alpha,Z,m,\delta}} \text{tr} (D^{(\delta)} R) ,
\end{align}
where the last inequality is a consequence of (22).

Using (14), (13), and, finally, the definition of $c_{\alpha,Z,m,\delta}$ in (87) we have
\[\Re Q[R_-, \gamma_e] = D[\rho_{R_+}, \rho_{\gamma_e}] - \Re E[R_-, \gamma_e] \leq 2D[\rho_{R_+}, \rho_{\gamma_e}] \leq \frac{\pi}{2} \text{tr } \gamma_e \text{ tr } (|p|R_-) \leq \frac{\pi}{2c_{\alpha,Z,m,\delta}} \text{tr} (\|D^{(\delta)} R_\|) .
\]
With exactly the same arguments as above, exchanging $R_-$ by $R_+$ and $\gamma_e$ by $\delta$ we get
\begin{equation}
\mathfrak{R}Q[R_+,\delta] \leq \frac{\pi \text{tr} \delta}{2c_{\alpha,Z,m,\delta}} \text{tr} \langle |D^{(\delta)}| R_+ \rangle.
\end{equation}

Since $\text{tr} \langle |D^{(\delta)}||R| \rangle = \text{tr} \langle D^{(\delta)} R \rangle$, we have, using \ref{27} - \ref{30}
\begin{equation}
\mathcal{E}(\gamma_e) - \mathcal{E}(\gamma) \leq \left(1 + \frac{\pi \alpha}{4c_{\alpha,Z,m,\delta}} + \frac{\pi \alpha \max \{\text{tr} \delta, q\}}{c_{\alpha,Z,m,\delta}}\right) \text{tr} \langle D^{(\delta)} R \rangle \leq 0,
\end{equation}
under the hypothesis of the theorem. In addition we note that the last inequality is strict unless $R = 0$ or the prefactor vanishes. \hfill \Box

3.2. Reduction to Density Matrices with Finite Spectrum.

**Lemma 3.2.** Assume $0 \leq q$, $0 \leq \delta \in F$ and $0 \leq \gamma \in S^{(\delta)}_{q\delta}$. Then there exists a sequence of finite rank density matrices $\gamma_K \in S^{(\delta)}_{q\delta}$ such that $\|\gamma_K - \gamma\|_F \to 0$ as $K \to \infty$.

**Proof.** Let $(\xi_k)_{k \in \mathbb{N}}$ be a complete set of eigenfunctions in $H^1(G)$ of $\gamma$ associated with the eigenvalues $\lambda_k$. Since $\gamma \geq 0$, we have $\gamma = \Lambda^{(\delta)}_+ \gamma \Lambda^{(\delta)}_+$ and, for all $k$, we have $\xi_k \in \Lambda^{(\delta)}_+$.

Assume that $\gamma$ is not already of finite rank. Then, since $\gamma$ is trace class, there exist infinitely many eigenvalues of $\gamma$ in $(0, 1)$. Let us pick $\lambda_{n_0} \in (0, 1)$, one of these eigenvalues.

Set $\epsilon_K := q - \sum_{k=1}^{K} \lambda_k$. Then $\epsilon_K$ is a nonnegative monotone decreasing sequence tending to zero. Define $\gamma_K := \sum_{k=1}^{K} \lambda_k \langle \xi_k | \langle \xi_k | + \epsilon_K | \xi_{n_0} \rangle \langle \xi_{n_0} |\rangle$.

We assume that $K$ is chosen sufficiently large so that $K \geq n_0$ and $\lambda_{n_0} + \epsilon_K < 1$. Obviously each $\gamma_K$ is nonnegative, belongs to $S^{(\delta)}_{q\delta}$ and has finite rank.

We now show that $\gamma_K \to \gamma$ in F-norm as $K \to \infty$. We have
\[ \gamma - \gamma_K = \sum_{k=K+1}^{n_0} \lambda_k | \xi_k \rangle \langle \xi_k | - \epsilon_K | \xi_{n_0} \rangle \langle \xi_{n_0} |. \]

Thus,
\begin{equation}
\|\gamma - \gamma_K\|_F \leq \sum_{k=K+1}^{n_0} \lambda_k \text{tr} \langle |D_0||\xi_k\rangle \langle \xi_k | \rangle + \epsilon_K \langle \xi_{n_0} , |D_0|\xi_{n_0} \rangle.
\end{equation}

The first in the right hand side tends to zero, since $|D_0|\gamma \in S_{1}(\mathfrak{S})$, and the second tends to zero, since $\epsilon_K \to 0$. \hfill \Box

The following is an immediate consequence of the continuity of $\mathcal{E}$ in the F-norm and the preceding density result.

**Lemma 3.3.** Assume that $q > 0$. Then
\[ \inf \{\mathcal{E}_{\mu}(\gamma) \mid 0 \leq \gamma \in S^{(\delta)}_{q\delta} \} = \inf \{\mathcal{E}_{\mu}(\gamma) \mid 0 \leq \gamma \in S^{(\delta)}_{q\delta}, \text{rank}(\gamma) < \infty \}. \]

3.3. Reduction to Projection. Following an argument of Bach \cite{3}, we get

**Lemma 3.4.** Assume $q \in \mathbb{N}$, $\delta \in F$, $0 \leq \gamma \in S^{(\delta)}_{q\delta}$ with finite rank. Then there exists a projection $P \in S^{(\delta)}_{q\delta}$ such that
\begin{equation}
\mathcal{E}(P) \leq \mathcal{E}(\gamma).
\end{equation}

Equality in \ref{33} holds only if $\gamma$ is already a projection.
Proof. Suppose that $\gamma$ is not a projection. Then $\gamma$ has an eigenvalue $\lambda \in (0,1)$; we denote a corresponding normalized eigenvector by $u$ and observe that it is in $H^1(G)$. Since $\text{tr}(\gamma) \in \mathbb{N}$, there exists at least a second eigenvalue $\mu \in (0,1)$; we denote a corresponding normalized eigenvector by $v$. We set
\begin{equation}
\tilde{\gamma} := \gamma + \epsilon S,
\end{equation}
where $S := |u\rangle\langle u| - |v\rangle\langle v|$. We get
\begin{equation}
\mathcal{E}(\tilde{\gamma}) - \mathcal{E}(\gamma) = \epsilon \left( \text{tr} (D_Z S) + 2 \text{Re} Q[\gamma, S] \right) + \epsilon^2 Q[S, S].
\end{equation}
By explicit computation and use of the Cauchy-Schwarz inequality, one can show that:
\begin{equation}
Q[S, S] < 0, \quad \text{if } S \text{ is a difference of two orthogonal rank one projections.}
\end{equation}
Now depending on the sign of the coefficient linear in $\epsilon$ – we lower the energy by increasing or decreasing $\epsilon$ from zero, until one of the constraints $0 \leq \lambda + \epsilon, \mu - \epsilon \leq 1$ forbids any further increase or decrease of $\epsilon$. This process leaves all the eigenvalues of $\gamma$ unchanged except for $\mu$ and $\lambda$, one of which becomes either 0 or 1.

Since there are only finitely many eigenvalues of $\gamma$ strictly between zero and one (even if they are counted according to their multiplicity), iterating this process eliminates all eigenvalues that are strictly between 0 and 1, i.e., we have found a density matrix $P$ such that $P^2 = P$. \hfill \qed

Remark 3.5. Following the same method in the case of $q \geq 0$, not necessarily integer, we can show that, given $0 \leq \gamma \in S_{\delta q}^{(d)}$, there exists $\tilde{P}$ equals a projection plus a rank one operator such that $\text{tr} \tilde{P} = \text{tr} \gamma$, $\tilde{P} \geq 0$ and $\mathcal{E}(\tilde{P}) \leq \mathcal{E}(\gamma)$, with equality only if $\gamma$ is already a projection plus a rank one operator.

3.4. Lower Bound on the Energy. In this subsection, we show that for sufficiently small fine structure constant $\alpha$ and atomic number $Z$, the energy is bounded from below.

Theorem 3.6. Assume $0 \leq \delta \in F$, and $c_{\alpha, Z, m, \delta} \geq \pi \alpha (1/4 + \max \{\text{tr} \delta, q\}) > 0$. Then, for all $\gamma \in S_{\delta q}^{(d)}$, $\mathcal{E}(\gamma) \geq 0$.

Proof. By Lemma 3.4, we need to consider only positive $\gamma$’s. In this case, $\mathcal{E}(\gamma, \gamma) \geq 0$. Now, for $f \in \Lambda_+^{(d)}$, $\delta$, using the definition $c_{\alpha, Z, m, \delta}$, inequality $\mathcal{E}(\gamma)$ and the positivity of $E(\delta)$, we obtain
\begin{equation}
(f, D_Z f) = (f, |D^{(d)} f|) - \alpha (f, W^{(d)} f) \geq c_{\alpha, Z, m, \delta} (f, |p| f) - \frac{\pi}{4} \alpha \text{tr} \delta (f, |p| f) \geq 0.
\end{equation}
Thus, under our hypotheses, $\mathcal{E}(\gamma) \geq \text{tr} (D_Z \gamma) \geq 0$. \hfill \qed

3.5. Reduction to Density Matrices of Maximal Charge.

Lemma 3.7. Assume $0 \leq q$, $0 \leq \delta \in F$ and suppose that, for all $0 \leq p < q$ and all $0 \leq \gamma \in S_{\delta q}^{(d)}$, the operator $\Lambda_+^{(d)} D(\gamma) \Lambda_+^{(d)}$ has infinitely many eigenvalues in $(0, m)$. Then
\begin{equation}
\inf \left\{ \mathcal{E}_m(\gamma) | \gamma \in S_{\delta q}^{(d)}, \gamma \geq 0 \right\} = \inf \left\{ \mathcal{E}_m(\gamma) | \gamma \in S_q^{(d)}, \gamma \geq 0 \right\}.
\end{equation}
If in addition $0 \leq \tilde{\gamma}$ is a minimizer of $\mathcal{E}_m$ in $S_{\delta q}^{(d)}$, it follows that $\text{tr} \tilde{\gamma} = q$.

Proof. That the left side bounds the right side from above is obvious. To prove the converse inequality, we assume $0 \leq \gamma \in S_q^{(d)}$, with $\text{tr} \gamma < q$. By Lemma 3.4 and Remark 3.5, we can assume that $\gamma$ is a projection plus a rank one operator; in particular its range is finite dimensional. Since by assumption the discrete spectral
exists a constant $C$ such that, for the considered $p \geq 1$, $\gamma_n$ converges weakly to $\gamma_\infty$, and hence $\gamma_\infty$ is finite-dimensional. Then, for all $B \in \mathcal{S}_{q_2}(\delta)$ we have $B \in \mathcal{S}_{q_2}(\delta)$ and
\[
\lim_{n \to \infty} \text{tr}(B|D_0|^{1/2}\gamma_n^p|D_0|^{1/2}) = \text{tr}(B|D_0|^{1/2}\gamma_\infty^p|D_0|^{1/2}).
\]
This yields $\gamma_\infty^p = \gamma_\infty^{(p_2)}$.

Therefore, in the other parts of this proof, we will always assume we have chosen a subsequence of $\gamma_n$ such that, for the considered $p$, the weak-limits in $(F, \|\cdot\|_{F,p})$ exist and coincide.

**Step 2. Lower Semi-Continuity:** We will now prove that taking the limit decreases the energy, i.e. $\lim_{n \to \infty} \inf \mathcal{E}_m(\gamma_n) \geq \mathcal{E}_m(\gamma_\infty)$. We define $\Lambda_m := \chi_{[0,m]}(D^{(\delta)})$
and \( \Lambda'_m := \Lambda^{(δ)}_m - \Lambda_m \) and split the energy functional. We treat the various terms separately

\[
E_m(\gamma_n) = T_1(\gamma_n) + T_2(\gamma_n) + T_3(\gamma_n) + T_4(\gamma_n) + T_5(\gamma_n)
\]

\[
:= \text{tr} (\Lambda'_m D^{(δ)} - m) \Lambda'_m \gamma_n + \text{tr} (\Lambda_m D^{(δ)} - m) \Lambda_m \gamma_n - \alpha \text{tr} (\varphi^{(δ)} \gamma_n)
\]

\[+ \alpha \text{tr} (X^{(δ)} \gamma_n) + \alpha Q(\gamma_n, \gamma_n).\]

**Step 2.1.** Fix a basis \( (e_k) \in \mathcal{H}_+ \), each element being in \( H^1(G) \). Then

\[
T_1(\gamma_n) := \text{tr} \left( \Lambda'_m (D^{(δ)} - m) \Lambda'_m \gamma_n \right)
\]

\[
= \text{tr} \left( (\Lambda'_m (D^{(δ)} - m) \Lambda'_m)^{1/2} \gamma_n (\Lambda'_m (D^{(δ)} - m) \Lambda'_m)^{1/2} \right)
\]

\[
= \sum_k (\Lambda'_m (D^{(δ)} - m) \Lambda'_m)^{1/2} \gamma_n \left( \Lambda'_m (D^{(δ)} - m) \Lambda'_m \right)^{1/2} e_k
\]

\[= \sum_k \text{tr} \left( |D_0|^{-1/2} f_k \right) \langle |D_0|^{-1/2} f_k | D_0 |^{1/2} \rangle = H_k := \sum_k \text{tr} \left( |D_0|^{-1/2} f_k \right) \langle |D_0|^{-1/2} f_k | D_0 |^{1/2} \rangle.
\]

Obviously, \( H_k \) is a non-negative Hilbert-Schmidt operator. Thus, applying first Fatou’s lemma and then using (37), we get

\[
\liminf_{n \to \infty} \text{tr} (\Lambda'_m (D^{(δ)} - m) \Lambda'_m \gamma_n) = \liminf_{n \to \infty} \sum_k \text{tr} \left( H_k |D_0|^{1/2} \gamma_n |D_0|^{1/2} \right)
\]

\[
\geq \sum_k \text{liminf}_{n \to \infty} \text{tr} \left( H_k |D_0|^{1/2} \gamma_n |D_0|^{1/2} \right)
\]

\[= \sum_k \text{tr} \left( H_k |D_0|^{1/2} \gamma_\infty |D_0|^{1/2} \right) = \text{tr} (\Lambda'_m (D^{(δ)} - m) \Lambda'_m \gamma_\infty),
\]

which proves \( \liminf_{n \to \infty} T_1(\gamma_n) \geq T_1(\gamma_\infty) \).

**Step 2.2.** Because \( T_2 \) is continuous in the \( \| \cdot \|_{F,2} \)-norm (Lemma A.13), the claim follows for \( T_2 \).

**Step 2.3.** Since \( \varphi^{(δ)} \in L^4(\mathbb{R}^3) \) (Lemma A.7), we have, by [20] Theorem 4.1], that \( |D_0|^{-1/2} \varphi^{(δ)} |D_0|^{-1/2} \in \mathcal{H}_+ \). By Hölder inequality, this implies that \( T_3 \) is continuous in the \( \| \cdot \|_{F,4/3} \)-norm, and \( \lim_{n \to +\infty} T_3(\gamma_n) = T_3(\gamma) \).

**Step 2.4.** We would like to prove

\[\liminf_{n \to \infty} Q[\gamma_n, \gamma_n] \geq Q[\gamma_\infty, \gamma_\infty].\]

To that end, we will first show

\[\lim_{n \to \infty} \gamma_n(x, y) = \gamma_\infty(x, y),\]

for a.e. \( (x, y) \in G^2 \), and

\[\lim_{n \to \infty} \gamma_n(x, x) = \gamma_\infty(x, x),\]

for a.e. \( x \in G \).

Now, \( (\gamma_n) \) is a bounded sequence in \( \mathcal{H}_2(\mathcal{H}) \). Again, we can extract a subsequence such that \( \gamma_n \) converges weakly to \( \gamma_\infty \) in \( \mathcal{H}_2(\mathcal{H}) \). Using (37), we get for all \( B \in \mathcal{H}_2(\mathcal{H}) \)

\[\text{tr} (B \gamma_\infty) = \lim_{n \to \infty} \text{tr} (B \gamma_n) = \lim_{n \to \infty} \text{tr} \left( |D_0|^{-\frac{1}{2}} B |D_0|^{-\frac{1}{2}} |D_0|^{-\frac{1}{2}} \gamma_n |D_0|^{\frac{1}{2}} \right) \in \mathcal{H}_2(\mathcal{H})\]

\[= \text{tr} \left( |D_0|^{-\frac{1}{2}} B |D_0|^{-\frac{1}{2}} |D_0|^{-\frac{1}{2}} \gamma_\infty |D_0|^{\frac{1}{2}} \right) = \text{tr} (B \gamma_\infty).\]

Thus \( \gamma_\infty = \gamma_\infty \). In particular we have

\[\gamma_n(x, \cdot) \to \gamma_\infty(x, \cdot),\]

weakly in \( L^2(G \times G) \).
Using the spectral decomposition of the $\gamma_n$’s, we may write each $\gamma_n(x,y)$ as

$$\gamma_n(x,y) = \sum_{i=1}^{q} u_i^{(n)}(x) u_i^{(n)}(y),$$

where each sequence $(u_i^{(n)})_{n \in \mathbb{N}} (i = 1, \ldots, q)$ is an orthonormal family in $L^{1/2}(G) \cap A^1_{\delta}$. Since the sequence $(\text{tr}((\rho|\gamma_n)))_{n \in \mathbb{N}}$ is bounded, it follows that, for each $i \in \{1, \ldots, q\}$, the sequence $(u_i^{(n)})_{n \in \mathbb{N}}$ is bounded in $L^{1/2}(G)$.

Therefore, applying Theorem 16.1, for all $\chi \in C_0^\infty(\mathbb{R}^3)$ and $i \in \{1, \ldots, q\}$, there exists a subsequence of $(u_i^{(n)})_{n \in \mathbb{N}}$ — also denoted $(u_i^{(n)})_{n \in \mathbb{N}}$ — such that $(\chi u_i^{(n)})$ converges strongly in $L^2(G)$.

Thus, after extraction of a subsequence of $(u_1^{(n)}, u_2^{(n)}, \ldots, u_q^{(n)})_{n \in \mathbb{N}}$, denoted again by $(u_1^{(n)}, u_2^{(n)}, \ldots, u_q^{(n)})_{n \in \mathbb{N}}$, we obtain, for all $i = 1, \ldots, q$ and for almost every $x \in G$,

$$u_i^{(n)}(x) \to u_i^{(\infty)}(x).$$

Consequently, we obtain

$$\gamma_n(x, y) \to \beta(x, y) := \sum_{i=1}^{q} u_i^{(\infty)}(x) u_i^{(\infty)}(y),$$

almost everywhere in $G^2$. Now from (42) and (44) it follows by standard arguments that $\gamma_\infty(x, y) = \beta(x, y)$ almost everywhere in $G \times G$. Thus $\gamma_n(x, y)$ converges almost everywhere to $\gamma_\infty(x, y)$. This together with (44) implies (40).

The above also immediately implies that

$$\gamma_\infty = \sum_{i=1}^{q} |u_i^{(\infty)}\rangle \langle u_i^{(\infty)}|,$$

proving (41).

Applying Fatou’s lemma to the pointwise positive functions $(x, y) \mapsto \gamma_n(x, x) \gamma_n(y, y) - |\gamma_n(x, y)|^2$ and using in addition (40) and (41) yields

$$\liminf_{n \to \infty} Q[\gamma_n, \gamma_n] \geq \int \liminf_{n \to \infty} \frac{\gamma_n(x, x) \gamma_n(y, y) - |\gamma_n(x, y)|^2}{|x - y|} \, dx \, dy = \int \frac{\gamma_\infty(x, x) \gamma_\infty(y, y) - |\gamma_\infty(x, y)|^2}{|x - y|} \, dx \, dy = Q[\gamma_\infty, \gamma_\infty],$$

which proves (60).

**Step 2.5.** Since $\varphi(\delta) \in L^4(\mathbb{R}^3)$ (Lemma A.7) and $X(\delta) \leq \varphi(\delta)$ (by Lemma A.8 and the positivity of $X(\delta)$ and $\delta$), we have $|D^{1/2}X(\delta)|^{1/2} |D^{1/2}X(\delta)|^{-1/2} \in \mathcal{S}_4$. Thus $T_{a}$ is continuous in the $\| \cdot \|_{F,4/3}$-norm (by Hölder inequality). Therefore

$$\lim_{n \to +\infty} T_a(\gamma_n) = T_a(\gamma_\infty).$$

This concludes the proof of Theorem 3.8.

**Theorem 3.9.** Assume $0 \leq \delta \in F$, $q \in \mathbb{N}$, $q \leq Z$ and

$$\pi \alpha(1/4 + \max\{\text{tr} \delta, q\}) < (d - 4\alpha \text{ tr} \delta).$$

Then the functional $\mathcal{E}_{\varepsilon_{b_\delta}}$ (see the Definition 23 and 14) has a minimizer.

**Proof.** Using lemma A.10 and the assumptions, we obtain

$$\pi \alpha(1/4 + \max\{\text{tr} \delta, q\}) < c_{\alpha, Z, m, \delta}.$$
Therefore, by Theorem 3.6 the functional $\mathcal{E}_m$ is bounded below on $S_q^{(d)}$.

Lemmas 3.4, 3.3, and 3.2 together with Remark 3.1 imply that it suffices to minimize over positive $\gamma$'s in $S_q^{(d)}$ that can be written as a sum of a projection and a rank one operator. Moreover, Inequality (10) and Lemma A.12 permit to apply Lemma 3.7, which, together with the above and the fact that $q$ is an integer yields

$$\inf \{ \mathcal{E}_m(\gamma) | \gamma \in S_q^{(d)} \} = \inf \{ \mathcal{E}_m(\gamma) | \gamma \in S_q^{(d)} , \gamma^2 = \gamma \}.$$ (47)

Thus, applying Theorem 3.8 and again Lemma 3.7 shows that $\mathcal{E}_m|_{S_q^{(d)}}$ has a minimizer in $S_q^{(d)}$. Therefore the functional $\mathcal{E}|_{S_q^{(d)}}$ also has a minimizer. \hfill \Box

4. Properties of the Minimizers: No-Pair Dirac-Fock Equations

4.1. Infinitesimal Perturbations of Projections. In this section, we will prove that all minimizers $\gamma$ fulfill a no-pair Dirac-Fock equation. We first need to state preliminary results. The first was already used in the adiabatic theory (see Nenciu [11] and references therein).

Lemma 4.1 (Nenciu). Given an orthogonal projection $P_0$, its orthogonal complement $P_0^\perp = 1 - P_0$, a bounded operator $A$, and $\epsilon \in \mathbb{R}$, with $4|\epsilon|\|A\| < 1$, there exists an operator $B_{\epsilon}$ with $\|B_{\epsilon}\| \leq 4\|A\|^2$ such that

$$P_{\epsilon} = P_0 + \epsilon \left( P_0AP_0^\perp + P_0^\perp A^*P_0 \right) + \epsilon^2 B_{\epsilon}$$

is an orthogonal projection.

Proof. We set

$$P_{\epsilon} := \frac{1}{2\pi i} \oint_{|z| = \frac{1}{2}} \frac{1}{z - P_0 - \epsilon a} \, dz,$$ (49)

where

$$a := P_0AP_0^\perp + P_0^\perp A^*P_0.$$ (50)

We observe that $\|a\| \leq \|A\|$. Therefore under the assumption $4|\epsilon|\|A\| < 1$, we obtain that $\sigma(P_0 + \epsilon a) \subset (-1/4, 1/4) \cup (3/4, 5/4)$. Thus, by the holomorphic functional calculus, $P_{\epsilon}$ is the projector onto the eigenspace of $(P_0 + \epsilon a)$ corresponding to $(3/4, 5/4)$.

$$P_{\epsilon} = P_0 + \frac{\epsilon}{2\pi i} \oint_{|z| = \frac{1}{2}} \frac{1}{z - P_0} \frac{1}{z - P_0 - \epsilon a} \, dz$$

Since $P_0$ is an orthogonal projection, there exists a basis $(e_j)_{j \in \mathbb{N}}$ of $\mathcal{H}$ and $I \subset \mathbb{N}$ such that

$$P_0 = \sum_{j \in I} |e_j\rangle \langle e_j|.$$ (51)

Note also for later purpose that

$$\frac{1}{z - P_0} = \frac{1}{z - 1} \sum_{j \in I} |e_j\rangle \langle e_j| + \frac{1}{z} \sum_{j \in \mathbb{N} \setminus I} |e_j\rangle \langle e_j| = \frac{1}{z - 1} P_0 + \frac{1}{z} P_0^\perp.$$ (51)

Using Cauchy’s residue Theorem and (51), we obtain

$$\frac{1}{2\pi i} \oint_{|z| = \frac{1}{2}} \frac{1}{z - P_0} \frac{1}{z - P_0 - \epsilon a} \, dz = \frac{1}{2\pi i} \oint_{|z| = \frac{1}{2}} \left( P_0^\perp aP_0 + P_0aP_0^\perp \right) \frac{dz}{z(z - 1)}$$

$$= P_0^\perp aP_0 + P_0aP_0^\perp = a.$$ (52)
This proves that the second summand in the right hand side of (50) is equal to $\epsilon a$. This leads us to introduce:

$$B_{\epsilon} := -\frac{1}{2\pi i} \oint_{|z-1|=\frac{1}{2}} \frac{1}{z-P_0} \frac{1}{z-P_0-\epsilon a} \frac{1}{z-P_0} \, dz .$$

Since $\|a\| \leq \|A\|$ and $\sigma(P_0 + \epsilon a) \subset (-1/4, 1/4) \cup (3/4, 5/4)$, we have

$$\left\| \oint_{|z-1|=\frac{1}{2}} \frac{1}{z-P_0} \frac{1}{z-P_0-\epsilon a} \frac{1}{z-P_0} \, dz \right\| \leq \frac{\pi |a|^2}{\epsilon} \sup_{|z-1|=\frac{1}{2}} \left\| \frac{1}{z-P_0} \right\|^2 \sup_{|z-1|=\frac{1}{2}} \left\| \frac{1}{z-P_0-\epsilon a} \right\| \leq 16\pi \|A\|^2.$$

This, together with (50) and (52), proves Lemma 4.1. $\square$

In the case when $\gamma$ is an orthogonal projection with range in $\mathcal{S}_+$, we apply Lemma 4.1 with $P_0 = \gamma$, $P_{\epsilon} = \gamma_{\epsilon}$ (given by (55)).

**Lemma 4.2.** Assume $0 \leq \delta \in F$ and $\gamma$ an orthogonal projection in $S_{\delta}^{(\delta)}$, $q \in \mathbb{N}$. Then, for operators $A$ such that $\Lambda_+^{(\delta)} A \Lambda_+^{(\delta)} = A$, $|D_0|A \in \mathcal{S}_1(\mathcal{H})$ and $\epsilon$ sufficiently close to zero, $\gamma_{\epsilon}$ is again an orthogonal projection in $S_{\delta}^{(\delta)}$.

**Proof.** By construction, since $\Lambda_+^{(\delta)} A \Lambda_+^{(\delta)} = A$, we have

$$\Lambda_+^{(\delta)} \gamma_{\epsilon} \Lambda_+^{(\delta)} = \Lambda_+^{(\delta)} \gamma_{\epsilon} \Lambda_+^{(\delta)} = \Lambda_+^{(\delta)} \gamma_{\epsilon} \Lambda_+^{(\delta)} = 0 .$$

Moreover, $\gamma_{\epsilon}^2 = \gamma_{\epsilon}$, thus $-\Lambda_+^{(\delta)} \leq \gamma_{\epsilon} \leq \Lambda_+^{(\delta)}$ and $\Lambda_+^{(\delta)} \gamma_{\epsilon} \Lambda_+^{(\delta)} = 0$.

The trace condition is obviously fulfilled since $\text{tr} \gamma_{\epsilon}$ depends continuously on the parameter $\epsilon$. That $D_0 \gamma_{\epsilon}$ is trace class follows immediately from the explicit expressions for the difference $\gamma_{\epsilon} - \gamma$ in (50), from (51) and the assumptions on $A$. $\square$

### 4.2. Minimizers are Projections.

**Theorem 4.3.** Assume that $0 \leq \delta \in F$, $q \in \mathbb{N}$, and

$$0 < \pi \alpha (1/4 + \max\{\text{tr} \delta, q\}) < c_{\alpha, Z, m, \delta} .$$

If $\gamma$ is a minimizer of $\mathcal{E}_{|S(\delta)}$, then $\gamma = \gamma^{*} = \gamma^2 = \Lambda_+^{(\delta)} \gamma_{\epsilon}^{(\delta)}$.

**Proof.** The proof of $\Lambda_+^{(\delta)} \gamma_{\epsilon}^{(\delta)} \Lambda_+^{(\delta)} = \gamma$ is a consequence of Lemma 3.1. The proof of $\gamma^2 = \gamma$ follows exactly the lines of Lemma 3.3.1 except that the iteration of the process is superfluous here. $\square$

### 4.3. Minimizers Fulfill the No-Pair Dirac-Fock Equations.

Eventually we derive the Euler equations for the minimizer of the energy.

**Theorem 4.4.** Assume $q \in \mathbb{N}_0$ and $\gamma$ is an orthogonal projection minimizing $\mathcal{E}$ in $S_{\delta q}^{(\delta)}$. Then $\gamma$ commutes with the no-pair Dirac-Fock operator $\Lambda_+^{(\delta)} D(\gamma) \Lambda_+^{(\delta)}$, i.e.,

$$\left[ \gamma, \Lambda_+^{(\delta)} D(\gamma) \Lambda_+^{(\delta)} \right] = 0 .$$

**Proof.** Let $A \in \mathcal{B}(\mathcal{H})$ such that

$$D^{(\delta)} A^{*} \in \mathcal{B}(\mathcal{H}) .$$

Then, for $\epsilon$ sufficiently close to zero, the projector

$$\gamma_{\epsilon} := \gamma + \epsilon a + \epsilon^2 B_{\epsilon} ,$$

where $B_{\epsilon}$ is an orthogonal projection with range in $\mathcal{S}_-$, we can use Lemma 4.1 to conclude that $\gamma_{\epsilon}$ is a minimizer of $\mathcal{E}_{|S(\delta)}$.

If $\gamma_{\epsilon}$ is a minimizer of $\mathcal{E}_{|S(\delta)}$, then $\gamma = \gamma^{*} = \gamma^2 = \Lambda_+^{(\delta)} \gamma_{\epsilon}^{(\delta)}$.

**Proof.** The proof of $\Lambda_+^{(\delta)} \gamma_{\epsilon}^{(\delta)} \Lambda_+^{(\delta)} = \gamma$ is a consequence of Lemma 3.1. The proof of $\gamma^2 = \gamma$ follows exactly the lines of Lemma 3.3.1 except that the iteration of the process is superfluous here. $\square$
with
\[ a = \gamma \Lambda_+^{(\delta)} A \Lambda_+^{(\delta)} \gamma^* + \gamma^* \Lambda_+^{(\delta)} A^* \Lambda_+^{(\delta)} \gamma, \]
and \( B_\varepsilon \) given by (53) (with \( P_0 \) replaced by \( \gamma \)), belongs to \( S_{\beta\theta}^{(\delta)} \). Moreover
\[ \mathcal{E}(\gamma_\varepsilon) - \mathcal{E}(\gamma) = \varepsilon \{ \text{tr} (D_Z a) + 2\alpha \Re Q[\gamma, a] \} + \varepsilon^2 \{ \text{tr} (D_Z B_\varepsilon) + 2\alpha \Re Q[\gamma, B_\varepsilon] + \alpha Q[a + \varepsilon B_\varepsilon, a + \varepsilon B_\varepsilon] \}. \]
We want to show that the last term is \( o(\varepsilon) \). By (53), (11) and Lemmata (A.7) and (A.8), it is sufficient to show that there exists a constant \( c < \infty \) such that, for all \( \varepsilon \in (-1, 1) \),
\[ \max \{ \| B_\varepsilon \|_1, \| a \|_1, \| D^{(\delta)} B_\varepsilon \|_1, \| D^{(\delta)} a \|_1 \} < c. \]
We first have
\[ \| D^{(\delta)} a \|_1 \leq \| D^{(\delta)} \gamma \Lambda_+^{(\delta)} A \Lambda_+^{(\delta)} \gamma^* \|_1 + \| D^{(\delta)} \gamma^* \Lambda_+^{(\delta)} A^* \Lambda_+^{(\delta)} \gamma \|_1 \]
\[ \leq \| D^{(\delta)} \gamma \|_1 \| A \| + \| D^{(\delta)} \gamma \| \| A \|_1 + \| D^{(\delta)} A^* \| \| \gamma \|_1 < c, \]
since \( \gamma \in F \) and \( (53) \) is assumed. We also have
\[ \| D^{(\delta)} B_\varepsilon \|_1 = \frac{1}{2\pi} \int_{z-1=-\frac{1}{2}} \| D^{(\delta)} \frac{1}{z-\gamma} \frac{1}{z-\gamma - \varepsilon a} \frac{1}{z-\gamma} \| \, dz \]
\[ \leq \frac{1}{2\pi} \int_{0}^{2\pi} \| D^{(\delta)} \frac{1}{1 + \frac{1}{4} e^{i\varphi} - \gamma} a \|_1 \frac{1}{1 + \frac{1}{4} e^{i\varphi} - \gamma - \varepsilon a} \frac{1}{1 + \frac{1}{4} e^{i\varphi} - \gamma} \, d\varphi \]
\[ \leq c_1 \| a \| \int_{0}^{2\pi} \| D^{(\delta)} \left( \frac{1}{1 + \frac{1}{4} e^{i\varphi} - 1} \gamma + \frac{1}{1 + \frac{1}{4} e^{i\varphi}} (1 - \gamma) \right) a \|_1 \, d\varphi \]
\[ \leq c_2 \| a \| \left( \| D^{(\delta)} \|_1 \| a \| + \| D^{(\delta)} a \|_1 \right), \]
where the constant \( c_2 \) is uniform in \( \varepsilon \) for \( \varepsilon \) close to zero. We also have used (61). Using (61), and \( \gamma \in F \) yields
\[ \| D^{(\delta)} B_\varepsilon \| < c. \]
Similarly to the above, we show
\[ \| a \|_1 < c \quad \text{and} \quad \| B_\varepsilon \|_1 < c. \]
Inequalities (61), (62) and (63) yield (60).
Since \( \mathcal{E}(\gamma_\varepsilon) - \mathcal{E}(\gamma) \geq 0 \), whatever the sign of \( \varepsilon \) is, we conclude that the term linear in \( \varepsilon \) in (59) has to vanish
\[ \text{tr} (D_Z a) + 2\alpha \Re Q[\gamma, a] = \text{tr} (D^{(\gamma)} a) = 0. \]
Thus, for all \( A \) satisfying (50), equalities (53) and (64) and the fact that \( [\Lambda_+^{(\delta)}, \gamma] = 0 \) (since \( \gamma \) is an orthonormal projection in \( S_{\beta\theta}^{(\delta)} \)) yield
\[ \text{tr} (\gamma^* A^\perp \Lambda_+^{(\delta)} A \Lambda_+^{(\delta)} \gamma A) + \text{tr} (\gamma^* \Lambda_+^{(\delta)} A^\perp \Lambda_+^{(\delta)} \gamma^* A^* \Lambda^\perp) = 0. \]
Replacing \( A \) by \( iA \), we first obtain :
\[ \text{tr} (\gamma^* A^\perp \Lambda_+^{(\delta)} A \Lambda_+^{(\delta)} \gamma A) = \text{tr} (\gamma \Lambda_+^{(\delta)} A^\perp \Lambda_+^{(\delta)} \gamma^* A^* \Lambda^\perp) = 0. \]
Since \( A \) can be taken in the set of rank one operators of the form \( |u\rangle \langle v| \), with \( u \) and \( v \) in \( C_0^\infty(\mathbb{R}^3) \otimes \mathbb{C}^4 \), we obtain
\[ \gamma^* \Lambda_+^{(\delta)} A^\perp \Lambda_+^{(\delta)} \gamma = \gamma \Lambda_+^{(\delta)} A^\perp \Lambda_+^{(\delta)} \gamma^* = 0, \]
which yields (54). \( \square \)
This result can be also written as follows
\textbf{Theorem 4.5.} Assume that \( \gamma \) is an orthogonal projection minimizing \( \mathcal{E} \) in \( S_{\partial \gamma}^{(1)} \). Then there exist \( q \) normalized spinors \( \psi_1, \ldots, \psi_q \in \Lambda_+^{(1)}(\mathcal{S}) \cap \mathcal{D}(D_Z) \) such that
\begin{equation}
\gamma = \sum_{i=1}^{q} |\psi_i\rangle \langle \psi_i|,
\end{equation}
and
\begin{equation}
\Lambda_+^{(1)} D(\gamma) \Lambda_+^{(1)} \psi_i = \varepsilon_i \psi_i, \quad \text{for} \ i = 1, \ldots, q,
\end{equation}
with \( \varepsilon_1, \ldots, \varepsilon_q \in [0, 1] \).

\textbf{Proof.} The proof is immediate since the range of \( \gamma \) is finite dimensional reducing it to the simultaneous diagonalization of two commuting Hermitian matrices. \( \square \)

One may characterize the eigenvalues \( \varepsilon_1, \ldots, \varepsilon_q \) more precisely following Bach et al [2].

\textbf{Theorem 4.6.} [There are no unfilled shells in no-pair Dirac-Fock theory] Under the same assumptions of Theorem 4.5, \( \varepsilon_1, \ldots, \varepsilon_q \) are the \( q \) lowest eigenvalues of \( \Lambda_+^{(1)} D(\gamma) \Lambda_+^{(1)} \). Moreover, if \( \varepsilon_{q+1} \) denotes the \((q + 1)\)-th eigenvalue (counting multiplicities) of the no-pair Dirac-Fock operator \( \Lambda_+^{(1)} D(\gamma) \Lambda_+^{(1)} \), we have, for all \( i = 1, \ldots, q \), the strict inequality \( \varepsilon_i < \varepsilon_{q+1} \).

\textbf{Proof.} Assume by contradiction that there exists a normalized eigenspinor \( v \) of \( \Lambda_+^{(1)} D(\gamma) \Lambda_+^{(1)} \) with eigenvalue \( \varepsilon \) such that \( \varepsilon \leq \max \{ \varepsilon_1, \ldots, \varepsilon_q \} \) and not in the range of \( \gamma \). Then, for a normalized eigenvector \( u \) of \( \gamma \) with \( \langle u, \Lambda_+^{(1)} D(\gamma) \Lambda_+^{(1)} u \rangle \geq \varepsilon \) and for \( \gamma' := \gamma - |u\rangle \langle u| + |v\rangle \langle v| \), we have
\begin{align*}
\mathcal{E}^{(1)}(\gamma') - \mathcal{E}^{(1)}(\gamma) &= \langle v, D_Z v \rangle - \langle u, D_Z u \rangle + 2\alpha \Re \{ \gamma, |v\rangle \langle v| - |u\rangle \langle u| \} \\
&\quad + Q[|v\rangle \langle v| - |u\rangle \langle u| + |v\rangle \langle v| - |u\rangle \langle u|] \\
&< \langle v, D(\gamma) v \rangle - \langle u, D(\gamma) u \rangle \leq 0,
\end{align*}
where – as in the proof of Lemma 5.3 – we used 60, with \( S = |v\rangle \langle v| - |u\rangle \langle u| \). This gives a contradiction to the property that \( \gamma \) is the minimizer. \( \square \)

\section{5. Outlook}
In this final section, we first express the energy as a functional of the unrenormalized density matrix \( \Gamma \) and the Dirac sea \( \Lambda_- \). This has the advantage that the dependence of the energy on \( \Lambda_- \) becomes explicit and that the constraining condition \(-\Lambda_- \leq \gamma \leq \Lambda_+ \) becomes \( 0 \leq \Gamma \leq 1 \), i.e. independent of \( \Lambda_- \). Throughout this section we will use the notation \( \Lambda := \Lambda_- \).

For a given \( q \in \mathbb{N} \), let us define the set
\begin{equation*}
\Upsilon_q := \left\{ (\Gamma, \Lambda) \in \mathcal{B}(\mathcal{S})^2 \mid \Gamma, \Lambda \text{ orth. proj.}, (\Gamma - \Lambda) \in \mathcal{S}_1, \text{ tr } (\Gamma - \Lambda) = q, \right. \\
\left. D_Z(\Gamma - \Lambda) \in \mathcal{S}_1, [D_Z, \Lambda] \in \mathcal{B}(\mathcal{S}), [D_Z, \Gamma] \in \mathcal{B}(\mathcal{S}) \right\}
\end{equation*}
and the following functional on \( \Upsilon_q \):
\begin{equation*}
\mathcal{E}(\Gamma, \Lambda) := \text{tr } ((D_Z - m)(\Gamma - \Lambda)) + \alpha Q[\Gamma - \Lambda, \Gamma - \Lambda],
\end{equation*}
where \( Q[\cdot, \cdot] \) is defined in [22]. Note that if \( \Lambda = \Lambda^{(1)} \) for some \( \delta \in F \), and if \( (\Gamma - \Lambda) \in S^{(1)} \), then we have \( \mathcal{E}(\Gamma, \Lambda) = \mathcal{E}(\Gamma - \Lambda) \).
Theorem 5.1. Assume that \((\Gamma, \Lambda) \in \mathcal{Y}_q\) is a critical point of \(\mathcal{E}\). Then, with 
\[
\gamma := \Gamma - \Lambda,
\]
(67)  
\[\left[D^{(\gamma)}, \Gamma\right] = \left[D^{(\gamma)}, \Lambda\right] = 0.\]

Proof. For all \(\epsilon \in \mathbb{R}\) and \(A \in \mathcal{S}_1(\mathcal{F})\) such that:
(68)  
\[D_Z A \in \mathcal{S}_1(\mathcal{F}) , \ D_Z A^* \in \mathcal{S}_1(\mathcal{F}) , \ 4|\epsilon||A|| < 1 , \ 8q \epsilon^2 ||A||^2 < 1 \text{ and } \epsilon^2 ||A||_1 < 1 ,\]
we define (see Lemma 4.1) the orthogonal projector:
(69)  
\[
\Lambda_\epsilon = \frac{1}{2\pi i} \oint_{|z-1|=\frac{1}{2}} \frac{1}{z-\Lambda-\epsilon a} \, dz ,
\]
where \(a = \Lambda A\Lambda^\perp + \Lambda^\perp A^*\Lambda\). From Lemma 4.1 we get the decomposition
(70)  
\[\Lambda_\epsilon = \Lambda + \epsilon a + \epsilon^2 B_\epsilon ,\]
with \(P_0\) replaced by \(\Lambda\).
Let us prove that \((\Gamma, \Lambda_\epsilon)\) belongs to \(\mathcal{Y}_q\).
We first show \(\Gamma - \Lambda_\epsilon \in \mathcal{S}_1(\mathcal{F})\). We have
(71)  
\[||a||_1 \leq 2 ||A||_1 < \infty ,\]
and, as in the proof of (52), we get
(72)  
\[||B_\epsilon||_1 \leq 16\pi ||\Lambda||_1 .\]
Therefore, \(\Gamma - \Lambda_\epsilon = \Gamma - \Lambda + \epsilon a + \epsilon^2 B_\epsilon \in \mathcal{S}_1(\mathcal{F})\).
We next establish \(D_Z \Lambda_\epsilon \in \mathcal{S}_1(\mathcal{F})\). Since \((\Gamma, \Lambda) \in \mathcal{Y}_q\), \([D_Z, \Lambda] \) is a bounded operator and \(A, D_Z A \in \mathcal{S}_1(\mathcal{F})\). Thus
(73)  
\[
\|D_Z A A A^\perp A \|_1 \leq \|D_Z A A A^\perp A \|_1 + \| [D_Z , \Lambda] A A^\perp A \|_1 \\
\leq \|D_Z A A \|_1 + \| [D_Z , \Lambda] \|_1 \|A\|_1 < \infty .
\]
Similarly, we can prove
(74)  
\[
\|D_Z A A^\perp A^* A \|_1 \leq \|D_Z A^* A \|_1 + \| [D_Z , \Lambda^\perp ] \|_1 \|A^* A \|_1 < \infty ,
\]
which implies, together with (73) that there exists a constant \(c\) such that
(75)  
\[\|D_Z A A \|_1 < c .\]
Using again that \([D_Z , \Lambda] \) is bounded and Formula (51), valid with \(\Lambda\) instead of \(P_0\) and \(\Lambda^\perp\) instead of \(P_0^\perp\), we get the existence of a constant \(c\) such that for all \(\epsilon\) small enough
(76)  
\[\|D_Z B_\epsilon\|_1 < c .\]
Inequalities (75) and (76) yield \(D_Z \Lambda_\epsilon \in \mathcal{S}_1(\mathcal{F})\).
Now, from (75), (76) and \([D_Z, \Lambda_\epsilon] = [D_Z, \Lambda] + [D_Z, \epsilon a + \epsilon^2 B_\epsilon],\) we obtain \([D_Z, \Lambda_\epsilon] \in \mathcal{B}(\mathcal{F})\).
We finally prove that \(\text{tr} (\Gamma - \Lambda_\epsilon) = q\). For that purpose, we first note that, due to Effros (11) (see also Avron et al (1 Theorem 4.1)), and since from the above \(\Gamma - \Lambda_\epsilon \in \mathcal{S}_1(\mathcal{F})\), and both \(\Gamma\) and \(\Lambda_\epsilon\) are projections, we have \(\text{tr} (\Gamma - \Lambda_\epsilon) \in \mathbb{Z}\). Furthermore, from (70), (71) and (72) we get
\[
\| (\Gamma - \Lambda) - (\Gamma - \Lambda_\epsilon) \|_1 = \mathcal{O}(\epsilon) .
\]
Since \(\text{tr} (\Gamma - \Lambda_\epsilon)\) is an integer and \(\text{tr} (\Gamma - \Lambda) = q\), this yields, for \(\epsilon\) small enough, \(\text{tr} (\Gamma - \Lambda_\epsilon) = q\). This concludes the proof that \((\Gamma, \Lambda_\epsilon) \in \mathcal{Y}_q\).
Let us now prove that for \(\gamma := \Gamma - \Lambda\) we have
(77)  
\[\left[D^{(\gamma)}, \Lambda\right] = 0 .\]
Since \((\Gamma, \Lambda)\) is a critical point of \(\mathcal{E}\), for all \(A \in \mathcal{S}_1(\mathfrak{H})\) satisfying \((83)\), we have

\[
\frac{\partial \mathcal{E}(\Gamma, \Lambda_\epsilon)}{\partial \epsilon} \bigg|_{\epsilon=0} = 0 ,
\]

where \(\Lambda_\epsilon\) is defined by \((70)\). On the other hand, we have

\[
\mathcal{E}(\Gamma, \Lambda_\epsilon) = \text{tr} \left( (D_Z - m)\gamma \right) + \alpha Q[\gamma, \gamma] - \epsilon \left\{ \text{tr} \left( (D_Z - m)a \right) + 2\alpha \Re Q[a, \gamma] \right\} + \epsilon^2 \left\{ \text{tr} \left( (D_Z - m)B_\epsilon \right) + \alpha Q[a + \epsilon B_\epsilon, a + \epsilon B_\epsilon] - 2\alpha \Re Q[\gamma, B_\epsilon] \right\} .
\]

Inequalities \((72)\) and \((10)\) imply that there exists a constant \(c_1\) such that for all \(\epsilon\) small enough

\[
\left| \text{tr} \left( (D_Z - m)B_\epsilon \right) \right| < c_1.
\]

Furthermore, using Lemma \((A.1)\) we have

\[
\text{tr} \left( |D_0|^{1/2} |a + \epsilon B_\epsilon| |D_0|^{1/2} \right) = \text{tr} \left( |a + \epsilon B_\epsilon|^{1/2} |D_0| |a + \epsilon B_\epsilon|^{1/2} \right) \leq \frac{1}{d} \text{tr} \left( |a + \epsilon B_\epsilon|^{1/2} |D_Z| |a + \epsilon B_\epsilon|^{1/2} \right) \leq \frac{1}{d} \|D_Z\|_1 \|a + \epsilon B_\epsilon\|_1 = \frac{1}{d} \|D_Z(a + \epsilon B_\epsilon)\|_1 ,
\]

which yields, together with \((79)\) and \((36)\), \(a + \epsilon B_\epsilon \in F\). Thus Lemma \((2.2)\) implies

\[
\left| Q[a + \epsilon B_\epsilon, a + \epsilon B_\epsilon] \right| \leq 2D|a + \epsilon B_\epsilon, a + \epsilon B_\epsilon| \leq \frac{\pi}{2} \|a + \epsilon B_\epsilon\|_1 \text{tr} \left( |D_0| |a + \epsilon B_\epsilon| \right) \leq \frac{\pi}{2} \|a + \epsilon B_\epsilon\|_1 \text{tr} \left( |D_Z| |a + \epsilon B_\epsilon| \right) \leq \frac{\pi}{2} \|a + \epsilon B_\epsilon\|_1 D_Z(a + \epsilon B_\epsilon)\|_1.
\]

According to \((10)\) and \((75)\), we conclude from \((82)\) that there exists a constant \(c_2\) such that for all \(\epsilon\) small enough

\[
\left| Q[a + \epsilon B_\epsilon, a + \epsilon B_\epsilon] \right| < c_2.
\]

Now we prove that there exists \(c_3\) such that for all \(\epsilon\) small enough

\[
\left| Q[\gamma, B_\epsilon] \right| < c_3.
\]

We have, for \(W(B_\epsilon)\) being the mean field potential associated with \(B_\epsilon \in F\), as defined in \((4)\)

\[
\left| Q[\gamma, B_\epsilon] \right| = \left| \text{tr} \left( W(B_\epsilon) \gamma \right) \right| .
\]

Moreover

\[
\left| \text{tr} \left( W(B_\epsilon) \gamma \right) \right| \leq \|W(B_\epsilon) \gamma\|_1 \leq \|W(B_\epsilon)(D_0)^{-1}\| \|D_0(D_Z)^{-1}\| \|D_Z\gamma\|_1 .
\]

Using Lemmata \((A.3)\) and \((A.4)\) with \(B_\epsilon\) instead of \(\delta\) implies

\[
\|W(B_\epsilon)(D_0)^{-1}\| \leq 4\|B_\epsilon\|_1 .
\]

Since \(D_0(D_Z)^{-1}\) is bounded, by using Inequalities \((83)\), \((85)\) and the fact that \((\Gamma, \Lambda) \in Y_q\), we obtain \((83)\).

Collecting \((81)\), \((82)\), and \((83)\) yields, together with \((79)\),

\[
\mathcal{E}(\Gamma, \Lambda_\epsilon) = \text{tr} \left( (D_Z - m)\gamma \right) + \alpha Q[\gamma, \gamma] - \epsilon \left\{ \text{tr} \left( (D_Z - m)a \right) + 2\alpha \Re Q[a, \gamma] \right\} + O(\epsilon^2)
\]

\[
= \mathcal{E}(\Gamma, \Lambda) - \epsilon \text{tr} \left( (\Lambda\gamma - m)\Lambda A \right) - \epsilon \text{tr} \left( \Lambda(D\gamma - m)\Lambda^2 A^* \right) + O(\epsilon^2).\]
For $A$ fixed as above, this result remains true for all $\epsilon$ small enough. Therefore, (85) implies
\[ \text{tr} \left( \Lambda^\perp(D^{(\gamma)} - m)\Lambda A \right) + \text{tr} \left( \Lambda(D^{(\gamma)} - m)\Lambda^\perp A^* \right) = 0. \]

As at the end of the proof of Theorem 4.4, we obtain $[D^{(\gamma)}, \Lambda] = 0$.

Finally, exchanging the roles of $\Gamma$ and $\Lambda$ in the above proof yields $[D^{(\gamma)}, \Gamma]$. □

**Appendix A. Some Spectral Properties of Screened Coulomb-Dirac Operators**

We recall the following result:

**Lemma A.1** (Brummelhuis et al [8]). Let
\[ d := (1/3)(1 - (\alpha Z)^2)^{1/2}((4(\alpha Z)^2 + 9)^{1/2} - 4\alpha Z) \]
and assume $0 \leq \alpha Z < \sqrt{3}/2$. Then
\[ |DZ|^2 \geq d^2|D_0|^2 \quad \text{and} \quad |DZ| \geq d|D_0|. \]

We would like to compare $|D_0|$ and $|D^{(\delta)}|$.

**Definition A.2.** Given positive $\alpha$, $Z$, and $m$ and $\delta \in F$, we define
\[ c_{\alpha, Z, m, \delta} := \sup \{ c \in \mathbb{R} \mid |D^{(\delta)}| \geq c|D_0| \}. \]

**Lemma A.3.** If $\delta \in F$, then, for all $u \in H^1(\mathbb{R}^3) \otimes \mathbb{C}^4$, we have
\[ \|X^{(\delta)}u\| \leq 2\|\delta\|_1\|\nabla u\|. \]

**Proof.** Using the spectral decomposition of $\delta$, we have
\[
\|X^{(\delta)}u\|^2 = \int \frac{\delta(x, z) \overline{\delta(x, y)} u(z) u(y)}{|x - z||x - y|} dx dy dz \\
= \sum_{i, j} \lambda_i \lambda_j \int \xi_i(x)\overline{\xi_j(z)} \xi_j(x)\overline{\xi_j(y)} u(z) u(y) dx dy dz \\
= \sum_{i, j} \lambda_i \lambda_j \int \xi_i(x)\overline{\xi_j(z)} \left( \int \frac{\xi_j(y) u(y)}{|x - y|} dy \int \frac{\xi_j(z) u(z)}{|x - z|} dz \right) dx \\
\leq \sum_{i, j} \int |\lambda_i| |\lambda_j| |\xi_i(x)| |\xi_j(x)| \left[ \left( \int |\xi_j(y)|^2 dy \right) \left( \int \frac{|u(y)|^2}{|x - y|^2} dy \right) \right] dx \\
\leq 4 \sum_{i, j} \int |\lambda_i| |\lambda_j| |\xi_i(x)| |\xi_j(x)| \|\nabla u\|^2 dx \\
\leq 4 \|\delta\|_1^2 \|\nabla u\|^2,
\]
where we used the Cauchy-Schwarz inequality, the Hardy inequality, and the identity $\sum_i |\lambda_i| = ||\delta||_1$. □

Similar estimates can be found for the direct part,

**Lemma A.4.** If $\delta \in F$, then $\|\varphi^{(\delta)}u\| \leq 2\|\delta\|_1\|\nabla u\|$, for all $u \in H^1(\mathbb{R}^3) \otimes \mathbb{C}^4$. 

Proof. We have successively
\[\|\varphi^{(\delta)} u\|^2 = \int |u(y)|^2 \frac{\delta(x, x)\delta(z, z)}{|x - y||z - y|} \, dx \, dy \, dz \]
\[= \int \delta(x, x)\delta(z, z) \left( \int \frac{|u(y)|^2}{|x - y||z - y|} \, dy \right) \, dx \, dz \]
\[\leq \frac{1}{2} \int |\delta(x, x)||\delta(z, z)| \left( \int \frac{|u(y)|^2}{|x - y|^2} \, dy + \int \frac{|u(y)|^2}{|z - y|^2} \, dy \right) \, dx \, dz \]
\[\leq 4 \int |\delta(x, x)| \, dx \int |\delta(z, z)| \, dz \|\nabla u\|^2 \leq 4 \|\nabla u\|^2 , \]
where we used Hardy’s inequality in \(\text{SS}.\)

A direct consequence of Lemma A.4 and the fact that square root is operator monotone is

**Lemma A.5.** If \(\delta \in F\), then \(|\varphi^{(\delta)}| \leq 2\|\delta\|_1|D_0|\).

**Lemma A.6.** If \(\delta \in F\) and \(\alpha Z \leq \sqrt{3}/2\), the following operator inequality holds
\[(89)\]
\[c_{\alpha, Z, m, \delta} \geq (d - 4\alpha\|\delta\|_1) .\]

**Proof.** This is a direct consequence of Lemmata A.3 and A.4, since we have for all \(u\) in \(D(D^{(\delta)})\)
\[(90)\]
\[\|D^{(\delta)} u\| = \| \left( D_Z + \alpha\varphi^{(\delta)} - \alpha X^{(\delta)} \right) u \| \]
\[\geq \|D_Z u\| - \alpha\|\varphi^{(\delta)} u\| - \alpha\|X^{(\delta)} u\| \]
\[\geq (d - 4\alpha\|\delta\|_1) \|D_0 u\| .\]
Therefore \(|D^{(\delta)}|^2 \geq (d - 4\alpha\|\delta\|_1)^2|D_0|^2\), which concludes the proof since the square root is operator monotone.

**Lemma A.7.** Assume \(\delta \in F\) and \(\epsilon > 0\), then \(\varphi^{(\delta)}, \varphi^{(|\delta|)} \in L^{3+\epsilon}(\mathbb{R}^3) \cap L^\infty(\mathbb{R}^3).\)

**Proof.** As before we denote by \((\lambda_n)_{n \in \mathbb{N}}\) the eigenvalues of \(\delta\) and by \((\xi_n)\) a corresponding orthonormal basis of eigenfunctions. Since \(|\varphi^{(\delta)}(x)| \leq \varphi^{(|\delta|)}(x)\), it is sufficient to prove the result for \(\varphi^{(|\delta|)}\).

We first prove that \(\varphi^{(|\delta|)} \in L^{3+\epsilon}(\mathbb{R}^3).\) We write \(\chi_R\) for the characteristic function of the ball with center 0 and radius \(R\), and set \(\chi_R := 1 - \chi_R\). We get
\[|\|\xi_n\|^2 \ast |\cdot|^{-1}|_{3+\epsilon} \leq |\|\xi_n\|^2 \ast \chi_R \cdot |\cdot|^{-1}|_{3/(2+\epsilon)} + |\chi_R \cdot |\cdot|^{-1}|_{3+\epsilon} \]
\[\leq c|\xi_n| \left( \left\| \left( \xi_n, p\xi_n \right) + 1 \right\| \right) ,\]
where we used the Hausdorff-Young inequality and the Sobolev inequality. Multiplication by \(|\lambda_n|\), summation over \(n\), and the triangular inequality yields the result.

\[\|\varphi^{(|\delta|)}\|_{3+\epsilon} \leq c \sum_n |\lambda_n| |\left( \xi_n, \nabla \xi_n \right) + 1| \leq c\|\delta\|_F .\]

Next we estimate \(\|\varphi^{(|\delta|)}\|_\infty.\) Using Kato’s inequality, we get
\[|\varphi^{(|\delta|)}(x)| \leq \sum_n |\lambda_n| \int dy |\xi_n(y)|^2 / |x - y| \leq \frac{\pi}{2} \sum_n |\lambda_n| |\left( \xi_n, \left( p\xi_n \right) \right) \leq \frac{\pi}{2} \|\delta\|_F .\]

**Lemma A.8.** If \(\delta \in F\), then \(|X^{(\delta)}| \leq \varphi^{(|\delta|)}\).

**Proof.** This is a straightforward consequence of the spectral decomposition of \(\delta\) and the Cauchy-Schwarz inequality.

**Lemma A.9.** If \(\delta \in F\), then \(W^{(\delta)}\) is relatively compact with respect to \(D_0\).
Proof. Since $\phi^{(\delta)} \in L^4(\mathbb{R}^3)$ by Lemma A.7 using an inequality of Seiler and Simon [20, Theorem 4.1], we have
\begin{equation}
\|\phi^{(\delta)}(-\Delta + m^2)^{-1/2}\|_4 \leq \|\phi^{(\delta)}(\cdot)\|_4 \|((\cdot)^2 + m^2)^{-1/2}\|_4 < \infty,
\end{equation}
implying $D_0^{-1}\phi^{(\delta)} \in \mathcal{S}_\infty$.

We next prove that $X^{(\delta)}$ is relatively compact with respect to $D_0$. Let us denote by $\delta_+$ (respectively $\delta_-$) the positive part (respectively the negative part) of $\delta$: $\delta = \delta_+ - \delta_-$, $\delta_+ \geq 0$.

We have, using $\delta_\pm(x,y) = \delta_\pm(y,x)$,
\begin{align*}
\langle u, (X^{(\delta_\pm)})^2 u \rangle &= \int u(x) \left( \int \frac{\delta_\pm(x,y)\delta_\pm(y,z)}{|x-y| |y-z|} u(z) dy dz \right) dx \\
&\leq \int \frac{h(x)}{h(z)} G(x,z)^{1/2} G(z,x)^{1/2} \frac{h(z)}{h(x)} u(x)^2 dx dz,
\end{align*}
where $G(x,z) := \left| \int \frac{\delta_\pm(x,y)\delta_\pm(y,z)}{|x-y| |y-z|} dy \right| u(x)^2$ and $h$ is positive and measurable.

Applying the Cauchy-Schwarz inequality and $|\delta_\pm(x,y)|^2 \leq \delta_+(x,x)\delta_\pm(y,y)$ yield
\begin{align*}
\langle u, (X^{(\delta_\pm)})^2 u \rangle &\leq \int \frac{h(x)^2}{h(z)^2} \int \frac{\delta_\pm(x,y)\delta_\pm(y,z)}{|x-y| |y-z|} dy \left| u(x)^2 \right| dx dz \\
&\leq \int |u(x)|^2 \frac{h(x)^2}{h(z)^2} \left( \int \frac{\sqrt{\delta_+(x,x)}\sqrt{\delta_\pm(y,y)} \sqrt{\delta_\pm(z,z)}}{|x-y| |y-z|} dy \right) dx dz.
\end{align*}
Picking $h(x) = \delta_+(x,x)^{-1/4}$ implies
\begin{equation}
\langle u, (X^{(\delta_\pm)})^2 u \rangle \leq \int |u(x)|^2 \left( \int \frac{\delta_\pm(y,y)\delta_\pm(z,z)}{|x-y| |y-z|} dy \right) dx dz
\end{equation}
\begin{align*}
&= \int |u(x)|^2 \left( \int \phi^{(\delta_\pm)}(y) \delta_\pm(y,y) |x-y| dy \right) dx \\
&\leq \|\phi^{(\delta_\pm)}\|_\infty \langle u, \phi^{(\delta_\pm)} u \rangle.
\end{align*}
Now, similarly to (91), we have $\|\phi^{(\delta_\pm)}(-\Delta + m^2)^{-1/2}\|_4 < \infty$. Thus, since $D_0^{-1}$ is bounded, we obtain $D_0^{-1}\phi^{(\delta_\pm)}D_0^{-1} \in \mathcal{S}_4(\mathcal{S})$. Moreover, by Lemma A.7 we have $\|\phi^{(\delta_\pm)}\|_\infty < \infty$. Therefore, using (12), we get $D_0^{-1}(X^{(\delta_\pm)})^2 D_0^{-1} \in \mathcal{S}_4(\mathcal{S})$ and thus $X^{(\delta_\pm)} D_0^{-1} \in \mathcal{S}_4(\mathcal{S}) \subset \mathcal{S}_\infty(\mathcal{S})$, which implies $X^{(\delta)} D_0^{-1}$ compact. Using this, and the fact that $\phi^{(\delta)}$ is relatively $D_0$ compact conclude the proof. $\square$

Lemma A.9 the Kato-Rellich Theorem, and Weyl’s theorem imply

Lemma A.10. Let $Z > 0$ such that $\alpha Z \leq 1$ and let $\delta \in F$. Then the operator $D^{(\delta)} = D_Z + \alpha (\phi^{(\delta)} - X^{(\delta)})$ is self-adjoint with domain $\mathcal{D}(D^{(\delta)}) = \mathcal{D}(D_Z)$. Moreover
\begin{align*}
\sigma_{\text{ess}}(D^{(\delta)}) &= \sigma_{\text{ess}}(D_Z) = (-\infty, -m] \cup [m, +\infty).
\end{align*}
If $\delta$ is a positive density matrix of $q$ electrons with $q < Z + 1$, then the potential of the nucleus prevails giving an attractive Coulomb tail at infinity. This leads us to expect that $D^{(\delta)}$ has infinitely many bound states in the gap accumulating at $m$. The following theorem expresses this expectation formally.

Theorem A.11. Assume $0 \leq \delta \in F$ and $\text{tr} \, \delta < Z$. Then the operator $D^{(\delta)}$ has infinitely many eigenvalues in $(0, m)$ accumulating at the point $m$.

Proof. Pick a function $f \in C_0^\infty(\mathbb{R}^3)$, normalized in $L^2(\mathbb{R}^3)$, which is also spherically symmetric. We also define, for all $R > 1$, the functions
\begin{align*}
f_R(x) &:= R^{-3/2} f(x/R) \quad \text{and} \quad \psi_R = (f_R, 0, 0, 0).
\end{align*}
Straightforward calculations using scaling arguments and the specific form of $\psi_R$ give

\begin{equation}
\| \left( D_0 - \alpha Z \frac{1}{|x|} + \alpha \varphi^{(s)} - \alpha X^{(s)} \right) \psi_R \|^2 = \| \alpha \cdot \frac{1}{t} \nabla \psi_R \|^2 + \| m \beta \psi_R \|^2 + \| \left( -\alpha Z \frac{1}{|x|} + \alpha \varphi^{(s)} - \alpha X^{(s)} \right) \psi_R \|^2 \\
+ 2 \Re \left( m \beta \psi_R, \alpha \cdot \frac{1}{t} \nabla \psi_R \right) + 2 \Re \left( \left( -\alpha Z \frac{1}{|x|} + \alpha \varphi^{(s)} - \alpha X^{(s)} \right) \psi_R, \alpha \cdot \frac{1}{t} \nabla \psi_R \right) \\
+ 2 \Re \left( m \beta \psi_R, \left( -\alpha Z \frac{1}{|x|} + \alpha \varphi^{(s)} - \alpha X^{(s)} \right) \psi_R \right)
\end{equation}

\[ = \| \nabla \psi_R \|^2 + m^2 + \alpha^2 \left( -\frac{Z}{|x|} + \varphi^{(s)} - X^{(s)} \right) \psi_R \|^2 \\
+ 2m \alpha \left( \psi_R, \left( -\frac{Z}{|x|} + \varphi^{(s)} - X^{(s)} \right) \psi_R \right) \leq \frac{1}{R^2} \| \nabla f \|^2 + m^2 + \frac{2\alpha^2}{R^2} \left( \| \frac{Z}{|x|} f \|^2 + 8(q')^2 \| \nabla f \|^2 \right) \\
+ 2m \left( \psi_R, \left( -\frac{Z}{|x|} + \alpha \varphi^{(s)} - \alpha X^{(s)} \right) \psi_R \right) \leq m^2 + \frac{c_1}{R^2} + 2m \left( \psi_R, \left( -\frac{Z}{|x|} + \alpha \varphi^{(s)} - \alpha X^{(s)} \right) \psi_R \right),
\]

where $c_1$ is a constant independent of $R$. Note that we have used Lemmata A.3 and A.4 for getting an upper bound of $\| (\varphi^{(s)} - X^{(s)}) \psi_R \|^2$.

Now, since $f$ is spherically symmetric, using Riesz’s rearrangement inequality and Newton’s Theorem, we obtain

\[ \left< \psi_R, \varphi^{(s)} \psi_R \right> = \int \frac{|f_R(x)|^2 \rho_\delta(y)}{|x - y|} \, dx \, dy \leq \int \frac{|f_R(x)|^2 \rho_\delta^+(y)}{|x - y|} \, dx \, dy \leq \int \frac{|f_R(x)|^2}{|x|} \, dx \int \rho_\delta^+(y) \, dy \leq q' \int \frac{|f_R(x)|^2}{|x|} \, dx , \]

where we used, since $\rho_\delta(y) = \sum_{i=1}^4 \delta(y, y)$ is positive, that

\[ \int \rho_\delta^+(y) \, dy = \| \rho_\delta^+ \|_1 = \| \rho_\delta \|_1 = q' . \]

Note also that $\left< \psi_R, X^{(s)} \psi_R \right> \geq 0$ and

\[ \left< \psi_R, \frac{1}{|x|} \psi_R \right> = \frac{1}{R} \left< f, \frac{1}{|x|} f \right> = \frac{c_2}{R} , \]

with $c_2 := \left< f, \frac{1}{|x|} f \right> > 0$. Thus, we have

\begin{equation}
\left< \psi_R, \left( -\frac{Z}{|x|} + \varphi^{(s)} - X^{(s)} \right) \psi_R \right> \leq -\frac{c_2 (Z - q')}{R} .
\end{equation}
Now (93) and (94) imply 
\[ \| [D^{(\delta)} - E] \psi_R \|^2 = \| D^{(\beta)} \psi_R \|^2 + E^2 - 2E \langle \psi_R, D^{(\beta)} \psi_R \rangle \leq m^2 + \frac{c_0}{R^2} + 2m \langle \psi_R, \alpha \left( -\frac{Z}{|x|} + \varphi^{(\beta)} - X^{(\beta)} \right) \psi_R \rangle + E^2 - 2E \langle \psi_R, D_0 \psi_R \rangle \leq m^2 + \frac{c_0}{R^2} + 2(m - E) \langle \psi_R, \alpha \left( -\frac{Z}{|x|} + \varphi^{(\beta)} - X^{(\beta)} \right) \psi_R \rangle + E^2 + \frac{c_0}{R^2} - 2mE \]
\[ = (m - E)^2 + 2 \frac{c_0}{R^2} - 2(m - E) \alpha \frac{c_0 (Z - q')}{R}. \]
Therefore, if $R$ is large enough, we get the inequality 
\[ \| (D^{(\delta)} - E) \psi_R \| < |m - E|, \]
which implies, by taking $E = m/2$, that $D^{(\delta)}$ has at least one eigenvalue $\lambda_1$ in $(0, m)$.

Now by taking $E = (m + \lambda_1)/2$, by the same argument as above, one gets a second eigenvalue $\lambda_2 \in (\lambda_1, m)$. The iteration of this procedure yields an infinite sequence of eigenvalues $(\lambda_n)$ of $D^{(\delta)}$ in $(0, m)$ tending to $m$. □

A similar result holds for the no-pair Dirac-Fock operator.

**Lemma A.12.** Assume that $\delta$ and $\gamma$ are two positive definite finite rank density matrices. Assume, in addition, that $\gamma$ is purely electronic having particle number not exceeding $Z$, i.e., we have 
\[ \delta \in F, \delta \geq 0, \gamma \in F \cap S^8, \Lambda_+^{(\delta)} \gamma \Lambda_+^{(\delta)} = \gamma \text{ and } \text{tr } \gamma < Z. \]
Moreover we assume 
\[ d - 2\alpha(2 \text{ tr } \delta + \text{ tr } \gamma) \geq 0. \]
Then the no-pair Dirac-Fock Hamiltonian $\Lambda_+^{(\beta)} D^{(\gamma)} \Lambda_+^{(\beta)}$ has infinitely many eigenvalues in $(0, m)$.

**Proof.** We first prove that 
\[ (95) \quad \sigma_{\text{ess}}(\Lambda_+^{(\beta)} D^{(\gamma)} \Lambda_+^{(\beta)}) = [m, +\infty) \]
Lemma A.9 implies that $W^{(\delta)} D_0^{-1}$ and $W^{(\gamma)} D_0^{-1}$ are compact. By assumption, we have $(d - 4\alpha|\delta|_1) > 0$; thus (90) implies that $D_0(D^{(\delta)})^{-1}$ is bounded. This yields 
\[ (W^{(\gamma)} - W^{(\delta)})(D^{(\delta)})^{-1} = W^{(\gamma)} D_0^{-1} D_0(D^{(\delta)})^{-1} - W^{(\delta)} D_0^{-1} D_0(D^{(\delta)})^{-1} \in \mathcal{S}_\infty(\delta), \]
and 
\[ \Lambda_+^{(\beta)} (W^{(\gamma)} - W^{(\delta)}) \Lambda_+^{(\beta)} (\Lambda_+^{(\beta)} D^{(\gamma)} \Lambda_+^{(\beta)})^{-1} \in \mathcal{S}_\infty(\delta). \]
Using the Kato-Rellich Theorem, this implies 
\[ \sigma_{\text{ess}}(\Lambda_+^{(\beta)} D^{(\gamma)} \Lambda_+^{(\beta)}) = \sigma_{\text{ess}}(\Lambda_+^{(\beta)} (D^{(\delta)} + W^{(\gamma)} - W^{(\delta)}) \Lambda_+^{(\beta)}) \leq \sigma_{\text{ess}}(\Lambda_+^{(\beta)} D^{(\gamma)} \Lambda_+^{(\beta)}). \]
Together with Lemma A.10, this proves (95).

Set $q' := \text{tr } \delta$ and $q := \text{tr } \gamma$. We denote by $\varphi^{(\gamma)}$ and $X^{(\gamma)}$ respectively the direct and exchange operators associated to $\gamma$, defined by replacing $\delta$ with $\gamma$ in ([7]) and ([8]). For all $u \in \Lambda_+^{(\delta)} (H^1(\mathbb{R}^3) \otimes \mathbb{C}^4)$, we have 
\[ \langle u, D^{(\gamma)} u \rangle \quad = \quad \langle u, D^{(\delta)} u \rangle + \alpha \langle u, \varphi^{(\gamma)} u \rangle - \alpha \langle u, X^{(\gamma)} u \rangle - \alpha \langle u, \varphi^{(\delta)} u \rangle + \alpha \langle u, X^{(\delta)} u \rangle \]
\[ \leq \quad -\langle u, |D^{(\delta)}| u \rangle + \alpha \langle u, \varphi^{(\gamma)} u \rangle, \]
where, in Inequality (90), we used Lemma A.8 and the fact that $X^{(\gamma)} \geq 0$. Now, from Lemmata A.5 and A.6, we obtain 
\[ \langle u, D^{(\gamma)} u \rangle \leq (-d - 4aq') + 2aq \langle u, |D_0| u \rangle. \]
Since $-(d - 4aq') + 2aq < 0$, we have

\[(97) \quad \Lambda_{\omega}^{- \delta} D^{(\gamma)} \Lambda_{\omega}^{- \delta} \leq 0.\]

Now, thanks to (97), one can apply [14] Theorem 3. With their notations, since $\mathcal{D}(D^{(\delta)}) = \mathcal{D}(D^{(\gamma)})$, we first define $\mathcal{Q}_\pm := (\mathcal{D}(D^{(\gamma)})) \cap \Lambda_{\omega}^{- \delta} \mathcal{N}$. Then, denoting by $\mu_n(A)$ the $n$th lowest eigenvalue of the operator $A$, we obtain

\[
m > \mu_n \left( D^{(\gamma)} | \Lambda_{\omega}^{- \delta} \right) \geq \inf_{M_+ \subset \mathcal{Q}_+} \sup_{\dim(M_+) = n} \langle \zeta, D^{(\gamma)} \zeta \rangle.
\]

Moreover,

\[
\inf_{M_+ \subset \mathcal{Q}_+} \sup_{\dim(M_+) = n} \langle \zeta, D^{(\gamma)} \zeta \rangle \geq \inf_{M_+ \subset \mathcal{Q}_+} \sup_{\dim(M_+) = n} \langle \zeta, D^{(\gamma)} \zeta \rangle = \mu_n \left( \Lambda_{\omega}^{(\delta)} D^{(\gamma)} \Lambda_{\omega}^{(\delta)} \right).
\]

Therefore

\[
m > \mu_n \left( D^{(\gamma)} | \Lambda_{\omega}^{- \delta} \right) \geq \mu_n \left( \Lambda_{\omega}^{(\delta)} D^{(\gamma)} \Lambda_{\omega}^{(\delta)} \right).
\]

Since from Theorem A.11 the operator $D^{(\gamma)}$ has infinitely many eigenvalues in $(0, m)$, using (95), we finally get the expected result. \qed

If we have a non-negative spherical symmetric density $\rho$ with

\[q := \int \rho(y) dy \leq Z,
\]

then

\[-Z/|.| + \rho * |.|^{-1} \geq 0.
\]

This implies that the $n$th eigenvalue of $D_Z + \varphi$ can be estimated from below by the $n$-th eigenvalue of $D_{Z - q}$. For a non-spherical symmetric potential this situation for the positive eigenvalues is disturbed only slightly.

**Lemma A.13.** Assume $0 \leq \delta \in F$. Then $\chi_{(0,m)}(D^{(\delta)})(D^{(\delta)} - m)$ is a Hilbert-Schmidt operator.

**Proof.** Since $\delta \in F$, by writing $W^{(\delta)}D_Z^{-1} = W^{(\delta)}D_0^{-1}D_0D_Z^{-1}$, Lemmata A.1 and A.10 imply that $W^{(\delta)}$ is relatively compact with respect to $D_Z$. Moreover, since $\delta \geq 0$, we have $W^{(\delta)} \geq 0$ (see lemma A.8).

Let $\lambda_0(0) \leq \lambda_1(0) \leq \ldots$ be the ordered positive eigenvalues of $D_Z$, including multiplicity. We first prove that for all $\epsilon \in [0, 1]$, there exist $N_-(\epsilon)$ and $N_+(\epsilon)$ in $\{-\infty\} \cup \mathbb{Z} \cup \{+\infty\}$, with $N_-(\epsilon) =\leq N_+(\epsilon)$, and $(\lambda_k(\epsilon))_{k \in \{N_-(\epsilon), \ldots, N_+(\epsilon)\}}$ such that

i) $\sigma(D_Z + \epsilon a W^{(\delta)}) \cap (-m, m) = \{\lambda_{N_-(\epsilon)}(\epsilon), \lambda_{N_-(\epsilon)}(\epsilon+1), \ldots, \lambda_{N_+(\epsilon)}(\epsilon)\}$

ii) $\lambda_{N_-(\epsilon)}(\epsilon) \leq \lambda_{N_-(\epsilon)+1}(\epsilon) \leq \ldots \leq \lambda_{N_+(\epsilon)}(\epsilon)$

iii) For all $k \in \{N_-(\epsilon), \ldots, N_+(\epsilon)\}$ the functions $\lambda_k(\epsilon)$ are continuous, monotone increasing.

Using Kato’s perturbation theory for isolated eigenvalues and numbering the eigenvalues that are crossing with respect to their ordering – namely the largest after crossing gets the highest index $-$, yields i) and ii). Continuity is also a consequence of perturbation theory for eigenvalues. The asserted monotonicity is a consequence of positivity of $W^{(\delta)}$.

We next show that the number $M$ of eigenvalues $\lambda_k(\epsilon)$ that crosses zero when $\epsilon$ increases from 0 to 1 is finite. By the Birman-Schwinger principle,

\[M = \#\{\lambda \in [1, \infty) \mid \lambda \text{ eigenvalue of } R\},\]
where $R = -(W^{(δ)})^{1/2}D_2^{-1}(W^{(δ)})^{1/2}$ is the Birman-Schwinger kernel with energy 0. Thus, since we count only the eigenvalues of $R$ larger than 1, we have, using the notation $W := W^{(δ)}$ and $φ := φ^{(δ)}$,

\[ M \leq \|R\|_4^4 \leq \|W^{1/2}φ^{1/2}D_0^{-1/2}D_0^{1/2}D_2^{-1/2}D_0^{1/2}D_0^{-1/2}φ^{1/2}W^{1/2}\|_4^4 \]

\[ \leq \|W^{1/2}φ^{1/2}\|_8^8 \|D_0^{1/2}D_2^{-1/2}\|_8^8 \|φ^{1/2}D_0^{-1/2}\|_8^8 \]

Since $0 \leq W^{(δ)} = φ^{(δ)} - X^{(δ)} \leq φ^{(δ)}$, we get

\[ \|(W^{(δ)})^{1/2}(φ^{(δ)})^{-1/2}\| \leq 1. \]

Lemma A.1 yields

\[ \|(D_0)^{1/2}D_2^{-1/2}\| \leq d^{-1} < ∞. \]

Using (98) and [20] Theorem 4.1] as for Inequality (91) in the proof of Lemma A.9 yields

\[ \|(φ^{(δ)})^{1/2}|D_0|^{-1/2}\|_8 \leq \|φ^{(δ)}(\cdot)\|_4^{1/2}\sqrt{|\cdot| + m^2}\|_4^{1/2} < ∞. \]

Collecting (98)–(101) proves $M < ∞$.

Therefore, apart from the eigenvalues $λ_0(1), λ_1(1), \ldots$, the operator $D^{(δ)}$ has only finitely many other eigenvalues in $[0, m]$. Thus, $λ_{(0,m)}(D^{(δ)})(D^{(δ)} - m) \in Σ_2(δ)$ follows if the series $\sum_{k≥0}(λ_k(1) - m)^2 \leq \sum_{k≥0}(λ_k(0) - m)^2$ is convergent. At this point we remind the reader that the relativistic hydrogen eigenvalues $λ_k(0)$ can be grouped into “multiplets” of $2n^2$ eigenvalues corresponding to one non-relativistic eigenvalue $m - Z^2α^2/n^2$. Each element of such a multiplet can be bounded from below by the previous non-relativistic eigenvalue $m - Z^2α^2/(n - 1)^2$. Thus, up to an unessential multiplicative constant, $\sum_{n≥2}n^2/(n - 1)^4$ is a convergent majorant. This proves the claim.

\[ \square \]
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