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Abstract—Insider threats are a growing concern to both public and private entities. Like other threats within the cyber realm, these threats tend to be dynamic in nature. Organizational structures and varying motivating factors of threat actors can impact the effectiveness of mitigating technologies and strategies. This paper explores the gaps that result when organizations try to segment logical and physical assets, which in turn creates the opportunity for collusion or coordinated attacks. In this paper, various data sources have been examined to identify organizational patterns that can potentially contribute to the successful outcome of these types of attacks. A motivating example is then presented, in conjunction with the data, to hypothesis what percentage of organizations would be able to identify the actions of insiders working in tandem based on the current state of the industry.

Index Terms—Collusion attack, coordinated attack, cyber threats, insider threat.

I. INTRODUCTION

Insider threats continue to be a growing concern to both public and private entities [1]. Specifically, there were reported increases in the number of insider attacks between 2014-2018 [2-5]. The exact number and frequency of attacks is difficult if not impossible to determine as many insider attacks go unreported [6]. While it has been reported that many organizations have implemented some form of insider threat protection model [1], it has been suggested that many of these models do not adequately capture the interrelations between physical and logical cyber assets [7]. For example, controlling access and protecting logical assets can be accomplished by way of implementing algorithms designed to identify abnormal behavioral patterns. Some of the models currently employed in practice include intention models, individual behavioral models, and capability models, which tend to be either predictive or detective in nature [8].

Physical assets, such as cell phones and servers cannot necessarily be afforded the same protections. With these assets, once access is granted, the potential for physical damage is only limited by the physical safeguards in place. With physical security, it is assumed that the authorized party meets or exceeds trust requirements to that asset, thus negating the need for redundancy. These gaps create the opportunity for collusion or coordinated attacks [8].

While it has been shown that leveraging various types of Behavior Analytic (BA) models can be effective in identifying insider threats, many of these models tend to rely heavily on system interaction such as logging and usage patterns. Intention modeling is a derivative model used to assess potential threats by examining an insider’s psychological profile. When anomalies are detected, the model examines the actor’s psychological profile to establish if the action may lead to malicious activity. It must be noted that this specific type of modeling requires pre-analysis by other means in order to be effective [8].

In a collusion or coordinated attack scenario the actors may avoid triggers by leveraging the actions of others. To further complicate matters, insider threat detection is considered a temporal phenomenon. In other words, the possible variations in time and frequency add significant amounts of complexity. When dealing with more than one individual working in unison, the variables can increase significantly. To increase the chances of identifying a collusion or coordinated attack, aggregated views of resources are required. This aggregation can be accomplished by leveraging resource usage or other similar models [8]. Properly identifying organizational resources is an important step, which may be a challenge to small organizations. With many of these models we see a dependence on internal inputs into a system to generate data to cause a trigger event.

An overreliance on system interaction trigger events can result in outside triggers being overlooked. Outside triggers, which include things such as increases in spending and delinquent accounts, can serve to identify the potential rise of an insider threat [9]. Since not all insider threat actors may directly interact with an internal logical system, gaps begin to emerge that place both physical and logical assets at risk. Insider threat modeling does a poor job of capturing the possibility of collusion attacks [8]. For the process to be successful one must consider not only the threat actors, motivating factors and controls, but also the dynamic nature of human interaction and influence. In the following section, these factors are considered to identify the nature and direction of these trends between 2015-2018. In Section III, we consider a motivating example to begin to understand the relationships that make collusion or coordinated attacks possible. The scenario is then analyzed to identify possible areas of weakness within the insider threat modeling process for these types of attacks. Finally, in Section IV the findings are summarized along with a proposed approach to further investigate and build out a model to identify collusion and coordinated attacks.

II. TRENDS AND STATISTICS

This section examines the trends and statistics regarding insider attacks. First, an examination of the frequency of such
attacks will be presented. The threat actor pool will then be examined. This will then be followed by an examination of motivating factors and targeted assets. Finally, we will look at noted barriers to the effectiveness of insider threat models.

A. Frequency of Attacks

Since 2014, the European Union Agency for Network and Information Security (ENISA) has consistently listed insider threats as one of the top fifteen cyber threats in its Threat Landscape (ETL) annual report [2-5]. Insider threat was ranked ninth since 2016, which is an increase from the eleventh position in 2014. Other studies specific to this topic are the annual Insider Threat Studies (ITS) which were based on a comprehensive online survey of hundreds of cybersecurity professionals, providing deep insights into the current state of insider threats and how organizations are responding to protect themselves [10-13]. Open and closed ended questions were used as to both identify and rank areas of interest. In 2018, the sample population consisted of 472 respondents that were not sure if their organization had experienced an insider attack. This rise could possibly be attributed to several factors. For example, it was found that 30% of organizations examined had insufficient data protection strategies or solutions. These trends continued through 2018, with 90% of respondents reporting feeling vulnerable to insider threats, which was a 16% increase over the previous year.

B. Threat Actors

In 2017 privileged users, such as managers and administrators, were found to pose the greatest insider threat. In 2018 this attitude shifted towards regular employees posing the greatest threat. Contractors, consultants, and clients were also mentioned, but ranked lower in both years [12, 13]. It should be noted that these threat actors may be a party to an event as an intentional or unintentional actor depending on the given circumstance. That last point is especially important to consider as motives are considered.

C. Motivating Factors

According to [11], some of the primary motivating factors that are promoting this trend are the monetization of sensitive data, fraud, and sabotage. Using a multiple choice and multiple answer question set 55% of respondents stated that monetization was considered the greatest motivating factor. Fraud and sabotage were reported ranked second and third, respectively. To a lesser extent, IP theft, espionage and undetermined factors were also reported by respondents.

D. Targeted Assets

The ITS reports identified several organizational assets as being the targets of insider attacks and ranked them according to their levels of vulnerability as considered by the respondents. Table I represents these common IT assets and their vulnerability rankings per [10]-[13]. From a purely logical perspective customer data was considered to be the most vulnerable data type to insider attacks in both 2016 and 2018. It should be noted that this data was not reported in [12].

Table II represents these common data types and their vulnerability rankings per ITS since 2015.

### Table I: Vulnerability Ranking of Common IT Assets Based on % of Companies Ranking IT As Such Per ITS

| IT Assets | 2018 | 2016 | 2015 |
|-----------|------|------|------|
| % Rank    | % Rank | % Rank | % Rank |
| Databases | 50  | 1    | 57  | 1    |
| File Servers | 46  | 2    | 55  | 2    |
| Cloud Applications | 39  | 3    | 24  | 7    |
| Cloud Infrastructure | 36  | 4    | 19  | 8    |
| Endpoints | 33  | 5    | 44  | 4    |
| Network | 32  | 6    | 38  | 6    |
| Active Directory | 30  | 7    | -   | -    |
| Business Applications | 29  | 8    | 42  | 5    |
| Mobile Devices | 25  | 9    | 44  | 3    |

### Table II: Vulnerability Ranking of Common Data Types Based on % of Companies Ranking IT As Such Per ITS

| Data type | 2018 | 2016 | 2015 |
|-----------|------|------|------|
| % Rank    | % Rank | % Rank | % Rank |
| Confidential Business Information (Financials, Customer Data, Employee Data) | 57  | 1    | -   | -    |
| Privileged Account Information | 52  | 2    | -   | -    |
| Sensitive Personal Information (PHI/PHI) | 49  | 3    | -   | -    |
| Intellectual Property (Trade Secrets, Research, Product Design) | 32  | 4    | 54  | 3    |
| Operational/ Infrastructure Data (Network Infrastructure Controls) | 27  | 5    | -   | -    |
| Employee Data (HR) | 31  | 6    | 48  | 4    |
| Not Sure or Other | 1    | 7    | 6   | 8    |
| Customer Data | -   | -    | 63  | 1    |
| Sensitive Financial Data | -   | -    | 55  | 2    |
| Company Data | -   | 48  | 4    | 46   |
| Sales & Marketing Data | -   | 30  | 6    | 30   |
| Healthcare Data | -   | 24  | 7    | 20   |

E. Barriers to Effectiveness

In order for any insider threat model to be effective, there needs to be buy-in and support, which can come from proper employee training and stable organizational structures as well as proper funding [9]. The current state of the industry reflects
a shifting attitude towards removing these barriers. In [13]
many organizations noted decreases in vulnerability concerns,
from the previous year’s report, in all areas except improvements in supporting technology. It should be noted that this data was not reported in [12]. These barriers have been summarized in Table III, which shows vulnerability rankings as a result of mitigating factors per ITS since 2015.

### Table III: Vulnerability Ranking As A Result Mitigating Factors Based On % Of Companies Ranking It As Such Per ITS

| Source                          | 2018 % Rank | 2016 % Rank | 2015 % Rank |
|---------------------------------|-------------|-------------|-------------|
| Lack of Training & Expertise    | 52          | 1           | 60          |
| Lack of Suitable Technology     | 2           | 28          | 6           |
| Lack of Budget                  | 3           | 50          | 2           |
| Lack of Collaboration           | 34          | 48          | 3           |
| Between Separate Departments    | 2           | 35          | 5           |
| Not a Priority                  | 10          | 43          | 4           |
| Not Sure \ Other                | 5           | 11          | 7           |

### Table IV: Motivating Factors and Access Levels of the Potential Insider Threat Actors Used During the Analysis Phase

| Motivating Factors & Access Levels | Employee A | Employee B |
|-----------------------------------|------------|------------|
| Monetary Gain                     | -          | X          |
| Revenge                           | X          | -          |
| Logical                           | X          | -          |
| Physical                          | X          | X          |
| Position of Authority             | X          | -          |
| Position of Trust (Company Level) | X          | X          |

### III. Scenario and Analysis

To illustrate the problem being proposed, the following narrative will be used to guide the analysis. This narrative is important in helping to understand the gaps identified during the review of the literature and can also serve as the foundation to begin to develop new and novel scenarios. The assets considered in this narrative include both physical and logical assets.

The company in question is a small organization that specializes in data analysis or analytics. Its offices are housed somewhere within the continental United States. All operations are conducted in one building, which houses all physical and logical assets for the organization. Physical assets include all hardware that are used to support the business such as servers, mobile devices and computers. Logical assets include all code sources, applications and databases.

Two employees are working together to target the company. The primary motivating factors are revenge and financial gain. Employee A is a manager that has privileged access to hardware and logical resources. Employee A was recently passed over for promotion. Employee B is a custodian that has access to sensitive areas including server rooms but does not have logical access to any system. For the purpose of this scenario, card-based access is considered as physical, so the logical role assignments or possible methods of exploitation will not be considered. Employee B is in heavy financial debt. Each of these factors is summarized in Table IV. Using this motivating example, the statistics presented can then be applied to attempt to determine the number of organizations that would catch a collusion or coordinated attack. To begin the analysis, we need to first look at the insider’s motive.

#### A. Threat Actors

Motive in an investigative context is the reason or cause that leads to a malicious action [8]. Employee A was noted as being recently being passed over for promotion. Case studies demonstrate that this type of motivating factor was found to be a prominent theme in several reported insider threats attacks [14]. One notable case involved Army Specialist Ivan A. Lopez who was placed in a non-promotion status and subsequently shot and killed several fellow service members in Fort Hood, TX in 2014 [15]. Although other risk indicators were present in this case, the extreme nature of the actions of the actor serve to demonstrate possible outcomes.

Employee B’s financial situation may not be a direct threat now; however, financial problems have the potential to evolve into a motivating factor [9]. There are many high-profile cases involving financial gain as a motivating factor within various sectors. One case, which demonstrates financial gain and the ability to be coerced, involved former Naval Criminal Investigative Service (NCIS) Special Agent John Beliveau who was found in 2013 to have accepted bribes in the form of cash, goods, and services for assisting suspects in avoiding criminal charges involving contract fraud [16].

#### B. Situational Context I

From this information it can be derived that the potential exists for Employee A to utilize their authority to influence Employee B to commit a malicious action. For example, Employee A may pay Employee B to “accidentally” damage the physical servers to which they have access. As previously mentioned, physical safeguards are a critical part to securing an origination cyber infrastructure [2]. Mitigations could include server isolation or physical (elemental damage) barriers. Clean room protocols could also be implemented to avoid the need for Employee B. Eliminating the need for Employee B does not necessarily negate the threat of collusion or coordination. Someone at some point will need physical access. To assist in the detection of a possible collusion or coordination event more advanced models, such as intention models, could be employed. This may require psychological profiling and would need to include anyone who has access to the secured area [8]. This may prove to be cost prohibitive. Another major concern with this methodology would be the possible exposure to legal liability as in [17].

#### C. Situational Context II

It was noted that Employee B does not have any access to logical systems within the organization. This does not mean that Employee B does not have the ability to gather and utilize user credentials. As such, a collusion or coordination scenario can be presented as follows. Employee A wants to expose company pay records to the entire organization. Employee B
agrees to participate in hopes that this information will lead to a possible pay raise. Employee A provides Employee B with information that Employee C leaves their access information on a piece of paper located within their office and that Employee C takes a lunch break at a specific time. Employee A provides Employee B with instructions on how to access the financial records and how to generate a group email. Employee B is able to locate the information and is then able to execute the plan.

Several important statistics including an increase in the number of organizations monitoring insider user behavior between 2017-2018 was noted in [18]. Only 6% of respondents reported not having some sort of monitoring mechanism in place. However, only 47% of respondents continuously monitor sensitive assets [13]. In this scenario, Employee B would be authorized as a byproduct of the scenario, so even continuous monitoring may not be enough. Compensating controls on the restriction of the distribution of this type of data would strengthen the overall security posture of this organization and should be considered. This could include data parsing and restrictions on the account in question. In a true collusion or coordinated scenario the actors may take additional actions to circumvent these types of controls bypassing the systems logical branches. When this is considered, many controls only serve as a delay.

D. Situational Context III

This scenario adds a branch to the existing motivational scenario. This is being done to demonstrate the dynamic nature of human behavior and direct threat to established models in relation to collusion or coordinated attacks. The branch modification is as follows. Employee A and Employee B are secretly seeing each other. Employee B has recently started their own business in the same sector but is leveraging the corporate veil. Employee B has been hired by Employee A in an administrative role within the new company. The motivating factor for both employees is to damage the credibility and profitability of their current company, which is now a competitor to the newly formed company.

As was demonstrated in the previous scenarios, Employee B’s access is limited without either exploiting security lapses such as written passwords, by way of direct assistance, or by direct physical means such as damage. All three of these triggers can be captured by proper implementation of a set of models at both the physical and logical levels. Short circuiting a proper implementation would be difficult, but still possible. Physical workplace violence can not only be used as an indicator of a possible future attack but can also be leveraged in an exploit [9]. In the realm of cyber security, people must be considered as assets of the system [6]. An assault, whether physical or emotional, can disrupt the performance of the system. In order to cause disruption, both Employee A and Employee B have decided to target weaker members of the organization. Employee B starts by spreading derogatory information about other employees. Employee A begins to treat lesser subordinates in a way that is demoralizing. Before long productivity decreases. From an organizational perspective this may only be seen as a Human Resource (HR) problem, but this can be much more as suggested in [1].

As was previously noted, insider threat management programs are often compromised by various factors [11]. One concerning factor is the lack of collaboration between separate departments as noted in [11]. Another concern that would directly influence this scenario is a lack of training and expertise as noted in [11], [13]. Considering these statistics, the scenario could play out as follows. First, as morale goes down, complaints are likely to be generated. These reports would likely be forwarded to HR, who may or may not act. Considering the likelihood that the HR staff is not properly trained to identify a possible insider threat, appropriate actions may not be taken [11]. Even if action is taken, the behavior can continue in a different form and may still yield the negative results.

IV. SUMMARY AND CONCLUDING REMARKS

During this analysis it was shown that inside threats will continue to be a growing concern for many organizations [13]. This trend is expected to continue to increase as threats become more dynamic in nature [5, 13]. Collusion or coordinated attacks complicate the detection and mitigation process. Threat modeling can assist in the identification of potential threats; however, there is still room for error when considering collusion scenarios. As was demonstrated using the motivating example, the number of participants and the number of motivating factors may increase the likelihood of this type of attack. Even with compensation controls, the knowledge of such controls creates opportunity as noted in [19].

Based on the current statistics as noted in the previous section, insider collusion and coordinated attacks will continue to represent a major problem. While models are continuing to improve, the resources and expertise required to implement them represents a significant barrier to many organizations [8]. The abstraction of logical and physical security also poses a problem as views seem to be weighted one way or the other [1]. This analysis demonstrated that the abstraction itself is problematic in that one-sided applications tend to fail to capture branches within scenarios. It is evident from this analysis that a multifaceted approach would yield better results. Moving away from over abstracted or one-sided views of security will ensure that mitigation efforts take a holistic approach that may serve to capture many branches during collusion and coordination events.

As indicated in this paper, future research initiatives need to be dedicated towards the creation of a model that focuses on collusion and coordinated attacks. To accomplish this many of the models presented will be examined in depth. These models may be assessed not only for their application, but also their overall effectiveness using simulation and probability analysis. To test the effectiveness of any given model, the same motivating scenario framework can be applied. To strengthen the argument, previous case studies could also be leveraged with modifications that demonstrate collusion or coordinated attacks. The goal would be a model that leverages existing models in order to fully capture the events. As previously noted, the implementation of many models tends to be resource prohibitive for many
organizations [8]. As such, significant emphasis will also be placed on a model that is both easy to implement and cost effective. In addition, the model must also consider the legal and ethical implications of implementations
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