Imputation technique: replacing missing values in longitudinal data
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ABSTRACT

In longitudinal studies, many cases are found missing in the follow-up data. These missing cases may arise due to item non response or unit non response. A data set with missing observations is often completed by using imputed values. The unit non response is usually carried out by some weighting adjustment. The item non response is made by the method called imputation. Imputation is a technique to replace a missing/incomplete or strange value with a more or less artificial value. There are plenty of methods available to impute the missing values in a longitudinal data. Imputation is useful because they make the data set easier to analyze, ensure consistency between the results from different analyses and reduce non response bias from item non response. But it is not necessary that the imputed value reduces the bias of the data, sometimes they may lead more bias also. It depends on the imputation procedure which we choose and also the form of estimate. The aim of this article is to sensitize doctors and post-graduate medical students about this useful analytical technique.
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INTRODUCTION

In longitudinal study many cases found missing in the follow up data. These missing cases may arise due to item non response or unit non response. The unit non response occurs when no information is collected from a sample unit. The item non response occurs when some but not all the required information is obtained from the sample unit. A data set with missing observation is often completed by using imputed values. The unit non response is usually carried out by some weighting adjustments. The item non response is made by the method called imputation.

Imputation is a technique to replace a missing value with a more or less artificial value. It is a process of substituting data for incomplete or inconsistent items in surveys/longitudinal studies. Imputation techniques have both advantages as well as disadvantages. The main advantages are reduce biases and avoids increased variance; disadvantages are analysis is complex, overstating precision of estimates and lack of consistency in compensate of missing values in different subsets of data. Imputation techniques broadly classified as three types: single imputation, multiple imputation and regression imputation.

SINGLE IMPUTATION

Single imputation is defined as each missing value in a data set being filled in with one value yielding one complete data set. The single imputation method has the following types of imputation techniques: mean overall imputation, mean within cell imputation, random imputation, and random within cell imputation.

Mean overall imputation

It imputes the overall mean of the respondents to all missing values. If the independent variable x has no missing value then the imputed value of y is calculated as
\[ Y_{m}^{*} = \bar{y}_r \] If \( x \) has missing value in \( x \) is replaced with 
\[ x_{m}^{*} = \bar{x}_r \] Then the imputed value for \( y \) is calculated as 
\[ Y_{m}^{*} = \bar{y}_r \] 

**Mean within cell imputation**

This assigns each sampled unit to one of the mutually exclusive and exhaustive imputation cells. Within each cell the observed cell mean is assigned to each non respondent in the cell. If the independent variable \( x \) has no missing value then the imputed value of \( y \) is calculated as 
\[ Y_{m}^{*} = \bar{y}_r \] If \( x \) has missing value in \( x \) is replaced with 
\[ x_{m}^{*} = \bar{x}_r \] Then the imputed value for \( y \) is calculated as 
\[ Y_{m}^{*} = \bar{y}_r \]

**Random imputation**

Consider sample size \( n \) with \( m= n-r \) missing values. A random sample of size \( m \) is taken with replacement from \( r \) observed values. The selected respondents act as donors and their values are randomly assigned to the respondents. In this method the \( m \) imputed \( y \) values will vary from imputation to imputation. To obtain required values one must first take an expectation over repeated imputations and conditional on all the observed data \(((x_{i},y_{i});i=1 \to r, \{x_{nj}=r+1 \to n\})\) and then take an expectation over the model. 

**Random within cell imputation**

It is generalization of random imputation method. That is random within cell imputation method is nothing but random imputation method applied independently within each of the imputation cells. If \( x \) has any missing value then it is replaced with the mean. Then randomly selected respondent values are used to impute the missing value.

In the above four single imputation methods, mean within cell imputation better than overall imputation since it reduces bias when estimating the missing value within stratum. Same way random within cell imputation is better than others because missing values are randomly replaced by given respondent values.

**MULTIPLE IMPUTATIONS**

Multiple imputations is a technique that replaces each missing datum with a set of \( m>1 \) values. The \( m \) version of the complete data are analyzed by standard complete data methods and the results are combined using simple rules to yield estimates of standard errors and \( p \) value. The types of multiple imputations are EM algorithm and maximum likelihood function.

**REGRESSION IMPUTATION**

Regression imputation is defined as replacing the missing values with predicted values from the estimated regression model. Regression based imputation are a natural extension of mean imputation. Instead of fitting only a constant term, a host variable, which predict non response are used. Rather than assuming that non response is completely random, regression based imputation assumes that non response is not at random but rather occurs solely along observed lines.

The types of regression imputations are simple linear regression prediction imputation, random regression imputation, two step method, regression based nearest neighbour hot deck ing method etc.

**Simple linear regression prediction imputation**

If suppose we have simple linear model \( Y \) on \( X = Y = \beta_0 + \beta_1 X + \varepsilon \) then the missing values replaced by the equation \( Y^* = \beta_0 + \beta_1 X \) when the independent variable has no missing values. If the independent value has the missing value it is calculated by \( \bar{X} = \bar{X} \). Then imputed value is calculated by using the formula \( Y^* = \beta_0 + \beta_1 \bar{X} \).

**Random regression imputation**

Random regression imputation imputes values directly from the estimated regression line. Regression residual errors can be added to the regression prediction to provide dispersion about the regression line. The method imputes missing value \( Y = Y^* = \bar{Y} + \varepsilon \) where \( \varepsilon = Y - \beta_0 + \beta_1 X \). if independent variable \( X \) is missing \( \bar{X} = \bar{X} \) the only difference between simple linear regression imputation and random regression imputation is \( \varepsilon \). Random is better than simple. SLR imputation under estimate the outcome values than random regression imputation, more or less similar to before imputation.

There are some other models also available in imputation; they are two step models, regression based nearest neighbour hot decking, sequential hot deck method, random hot deck method and conditional hot deck method.

This review will give a conclusion that, random imputation will be better technique in replacing missing values than by mean or median values of the variables. In single imputation random within cell imputation and for regression fit random regression imputation will be appropriate for longitudinal studies. There are various software available to calculate imputation such as SPSS, R code, SAS.

**CONCLUSION**

Imputation is useful because they make the data set easier to analyze ensure consistency between the results from different analyses and reduce non response bias from item non response. But it is not necessary that the imputed value reduces the bias of the data sometimes they may lead to more bias also. It depends on the imputation procedure which we choose and also the form of estimate. If the missing values not so many in the data then the imputation technique is useful to replace the missing values. Otherwise it leads to bias and inappropriate to the data.
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