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Abstract: Random projection is a powerful method for dimensionality reduction while its applications in high-dimensional survival analysis is rather limited. In this research, we propose a novel survival ensemble model based on sparse random projection and survival trees. Supported by the proper statistical analysis, we show that the proposed model is comparable to or better than popular survival models such as random survival forest, regularized Cox proportional hazard and fast cocktail models on high-dimensional microarray gene expression right censored data.
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1. Introduction

In the past decade, interests have grown on studying the association between gene expression profiles and time-to-event outcomes and make prediction of subjects’ future survival probabilities. Survival analysis in this scenario often faces two major challenges. First, censored data are usually observed instead of fully precise measurement of time-to-event information. Second, the covariates including both genomic outcomes and clinical data are high-dimensional: the number of covariates is much larger than the number of observations. In the past two decades, various parametric and semi-parametric models have been proposed to deal with these two challenges. These approaches include regularized Cox-regression models [1], [2], [3], regularized accelerated failure time (AFT) models [4], [5], [6], partial least squares [7], [8], and supervised principal components [9], [10]. However, it is pointed out that when the underlying assumptions are not satisfied, these models may not work in high dimensional settings [11].

Recently, there has been a considerable interest in dealing with high dimensional survival data using non-parametric machine learning algorithms. Ensemble based approaches, in particular, has been considered in a variety of contexts and two major widely applied types of ensembles are boosting [11], [12], [13], [14], [15], [16] and random forest [17], [18]. The first instance of boosting for censored data was due to Ridgeway [19]. However, boosting with high dimensional censored data was not studied until Ref. [11] and they proposed a gradient boosting procedure using smoothing splines for estimating Cox base models. Due to the complexity of the problem, high dimensional survival analysis is not fully solved in previous studies and are still in need of further research.

In high dimensional survival analysis, one practical issue we have to face is that most available algorithms are memory-based, namely, data operations and modelling should be done within the limits of the computer’s memory. Consequently, when high performance computing facilities are not available for big datasets, memory shortage problems would be frequently encountered. To cope with such memory constraints, big data objects can be stored on hard disks as is done in R packages such as “ff” [20]. However, these sophisticated tools cannot be easily applied to current survival algorithms as many codes in the original algorithms need to be rewritten to cope with new data structures.

In this article, we introduce a novel survival tree ensemble based on spare random projection for analyzing high-dimensional censored data with both clinical variables and gene expression information. We choose decision trees as the base learner for our survival ensemble because it has the flexibility to accommodate high dimensional covariates and it is the most widely used non-parametric survival model [21]. The reasons why random projection is introduced are two-fold. First, random projection is very unstable i.e., different random projections (mappings) may result in drastically different prediction results and this generates the diversity required in constructing a successful ensemble. Second, substantial computation reduction is achieved by sparse random projections as the projected data can get a significant speedup in processing time with little loss in prediction.

To alleviate the memory shortage problem, we adopt a file-based approach, namely, big data objects such as generated random projection matrixes and trained base models are stored on the hard disk as external files. And codes of the original base survival algorithm can be easily plugged into the ensemble without rewriting the whole codes.

The major contributions of this article can be summarized as
follows:
- We extend sparse random projection from classification and clustering to survival analysis for right censored data;
- We provide a divide-and-conquer file-based data objects management approach to store big survival data models on common desktop computers.

## 2. Methods

Survival analysis considers how a set of covariates or treatment $X = (X_1, X_2, \cdots, X_p)$ affects the time to disease or some other events $\tau$. Hence, one major goal of survival analysis is to estimate the probability that a subject will survive past a certain time. If there is no censoring, standard regression could be applied. However, $\tau$ is usually not fully observed, i.e., $\tau = \min(U, C)$ typically contains both real survival times $U$ and censored times $C$. In such cases, indicator variables $\delta = I (U \leq C)$ can be applied. We usually assume $(X_i, \tau_i, \delta_i)$, $i = 1, 2, \cdots, n$ to be $n$ independent and identically distributed samples from $(X, \tau, \delta)$.

In this section, we first give a brief introduction of sparse random projection, and then we propose to model the survival function using a non-parametric sparse random projection ensemble.

### 2.1 Sparse Random Projection

Projection techniques are widely used for dimension reduction in classification and regression problems. One class of such projections with low computational cost is random projection in classification and regression problems. One class of such projection techniques is random projection using a non-parametric sparse random projection ensemble.

Random projection respects local structures between data points and is computationally efficient and feasible of random projection is the following Johnson-Lindenstrauss Lemma [24].

**Lemma 1** Given an integer $n$ and let $\varepsilon > 0$, then for all positive integers $p' \geq p_0 = O(\varepsilon^{-2} \log n)$ and a set $H$ of $n$ points random selected from $\mathbb{R}^p$, there exists a mapping $f : \mathbb{R}^p \rightarrow \mathbb{R}^{p'}$ such that for all $u, v \in H$,

$$
(1 - \varepsilon)||u - v||^2 \leq ||f(u) - f(v)||^2 \leq (1 + \varepsilon)||u - v||^2
$$

The above Lemma asserts that any randomly selected $n$ points in $p$-dimensional space can be projected down to $p' = O(\varepsilon^{-2} \log n)$-dimensional space, with large probability that the squared distances between data points change by a factor of no more than $1 \pm \varepsilon$. In other words, the dimensionality of the original dataset can be greatly reduced to $p'$ while all pairwise distances between data points are maintained without introducing significant distortions.

Here, mapping $f$ (also called JL-embedding) can be constructed by random projections with positive probabilities [25]. For example, the projection in question can be realized by a sparse random matrix $R(i, j)$ with the following elements $r_{ij}$:

$$
r_{ij} = \begin{cases} 
\sqrt{3}, & \text{with probability } 1/6; \\
0, & \text{with probability } 2/3; \\
-\sqrt{3}, & \text{with probability } 1/6.
\end{cases}
$$

And the consequent random projection holds for Lemma 1 with probability at least $1 - n^{-3}$ [25].

From the above, we notice that random matrix does not depend on the original dimensionality. Random projection simply projects the high-dimensional data into a low-dimensional one without calculating eigenvalues and eigenvectors of data matrices. As a computationally efficient approach, (sparse) random projection can find many applications in high-dimensional survival analysis when instantaneous results are necessary.

### 2.2 Survival Ensemble with Sparse Random Projection

Given a high dimensional survival data matrix $D$ of dimension $n \times (p + 2)$ and $D = (\tau_j, \delta_j, X_j)$, $j = 1, 2, \cdots, n$, where $n$ is the number of samples observed, and $X_j$ is a $p$-dimensional variable set which usually contains $p_1$-dimensional gene expression data and $p_2$-dimensional covariates. Here, the whole variable set $X_{\text{cov}}$ contains of $n$ $p$-dimensional observations, namely,

$$
X_{\text{cov}} = (X_{\text{cov}1}, X_{\text{cov}2}, \cdots, X_{\text{cov}n})
$$

We first give a high-level description of how the proposed Survival Ensemble with Sparse Random Projections (SESRP) algorithm train a base survival function in the ensemble:

1. Generate a bootstrap sample $D' = (\tau', \delta', X')$ of size $n$ from $D$ and $X'_{\text{cov}} = (X'_{\text{cov}1}, X'_{\text{cov}2}, \cdots, X'_{\text{cov}n})$.
2. Randomly generate two sparse random matrices $M_1$ of $p_1 \times p_1'$ and $M_2$ of $p_2 \times p_2'$ and we set $p_1' = \lceil \sqrt{p_1} \rceil$, $p_2' = \lceil \sqrt{p_2} \rceil$ for simplicity.
3. Multiply $X'_{\text{cov}1}, X'_{\text{cov}2}, \cdots, X'_{\text{cov}n}$ by the above two sparse random matrices $M_1$ and $M_2$ respectively. Combining the results together, we obtain the new variable set $X''_{\text{cov}1}(i, p_1' \times p_2') = (X'_{\text{cov}1}M_1, X'_{\text{cov}2}M_2)$.\[4\]
4. Use the newly formed data $D'' = (\tau', \delta', X'')$ as the training set, we can train a base survival tree learner.

The reasons why we use two sparse random matrices here is two fold. First and foremost, it could bring more diversity to the survival ensemble and will increase its prediction accuracy. Second, merging a big gene expression matrix with a covariate matrix and multiplying by a random matrix is time-consuming as genes and covariates are usually stored in different data structures. Merging two reduced matrices, however, is extremely fast.

A survival ensemble usually contains a certain number of base survival models to maintain moderate prediction accuracy. However, in case of big or high dimensional survival data, training too many base models on common desktop computer simultaneously will cause the memory shortage problem. Here, instead of training the whole ensemble with all base models at a time, we
proposes a divide-and-conquer approach, namely, we will store blocks of base models and related data objects to disk files and read such block models when necessary. In our algorithm, we use the parameter `blocksize` to control the size of base model blocks.

Next, we present the pseudo-code of the proposed SESRP algorithm in Algorithm 1:

**Algorithm 1 Survival Ensemble with Sparse Random Projections (SESRP)**

1. **INPUT:**
2. Training set: $D = (\tau_j, \delta_j, X_j), j = 1, \cdots, n, X_{exp} = (X_{exp1}, X_{exp2})$
3. $L$: Ensemble size
4. $Tree$: Survival tree base learning algorithm
5. $B$: Block size
6. **OUTPUT:**
7. Survival ensemble $C$
8. **procedure** SESRP($D, B$)
9. Create matrix arrays $A_1, A_2$ of size $B$ and tree list $T$ also of size $B$
10. while $i \in 1 : L$
11. Randomly generate a bootstrap sample $D' = (\tau', \delta', X')$ from $D$.
12. Generate two sparse random matrices $M_1$ and $M_2$.
13. Multiply $X_{exp1}, X_{exp2}$ by $M_1$ and $M_2$ respectively, and obtain the obtained variable set is $X_{exp1}', X_{exp2}'$.
14. Train a base survival tree $C_i$ using $D'' = (\tau', \delta', X''')$ with CART algorithm.
15. if $(i \mod B = 0)$ then
16. Save data objects $A_1, A_2, T$ to disk file $F_i$ where $k = \lfloor i/B \rfloor$
17. else
18. $A_1[i] = M_1, A_2[i] = M_2, T[i] = C_i$
19. end if
20. end while
21. if $(i \mod B! = 0)$ then
22. Save data objects $A_1, A_2, T$ to disk file $F_i$ where $k = \lfloor i/B \rfloor + 1$
23. end if
24. return The survival ensemble $C = [C_i]$
25. **end procedure**
26. In prediction, for $m$ new data samples $X = (X_{exp1}, X_{exp2})$
27. while $i \in 1 : L$
28. Load $F_i$ and multiply $X_{exp1}, X_{exp2}$ by corresponding $M_1$ and $M_2$ respectively and we obtain the transformed new data $X'$
29. end while
30. Hence, the average hazard rate $h$

$$h = \frac{1}{L} \sum_{i \in C} C_i(X')$$

### 3. Results & Discussion

In this section, we first describe the data set used in the experiments and then statistical tests that we used. Finally, we present the experiments and discuss the statistical results.

#### 3.1 Datasets

In this study, we want to test our SESRP algorithm's performance on real high-dimensional survival data extensively analyzed in the statistical literature. In the experiments, distant metastasis-free survival (DMFS) was the primary survival endpoint, which is defined as the time elapsing between cancer diagnosis and date of local or systemic relapse, or death. When DMFS information was unavailable, relapse-free or overall survival information is used.

A brief introduction and summary of the three used datasets are given below.

##### 3.1.1 TransBig Dataset

This breast cancer dataset contains the gene expression and clinical data published in Ref.[26]. The original data contains 198 samples to independently validate a 76-gene prognostic breast cancer signature as part of the TransBig project. After omitting missing values and incomplete covariates, 9 out of 21 covariates are retained. Thus, in the experiment, 2283 gene features and 9 clinical covariates are provided for each sample.

##### 3.1.2 VDX Dataset

The Veridex (VDX) dataset which contains 344 patients with primary breast cancer was published in Ref.[27]. After omitting missing values and incomplete covariates, 8 out of 21 covariates are retained. Thus in the experiment, 2283 gene features and 8 clinical covariates are provided for each sample.

##### 3.1.3 TCGA Dataset

The original TCGA dataset contains both clinical covariates and gene expression information of 3096 cancer patients covering 12 major types of cancers. It was provided by TCGA (The Cancer Genome Atlas) and presented in Refs.[28], [29]. In each patient sample, 19,420 gene state information and 5 clinical covariates are provided. It is a typical high-dimensional dataset with large samples.

#### 3.2 Performance Metrics and Statistical Tests

We assess the performance of the proposed algorithm using 5-2 fold cross-validation, i.e., we randomly split each dataset into two halves, train the models using half of the dataset, and then test the models with the other half and vice versa. This validation procedure is repeated five times, each with a random half/half partition.

In survival analysis, doctors or decision makers are much concerned with the relative risks between patients with different genes and covariates information. Hence, as suggested by Ref.[30], we adopt Harrell’s concordance index (C-index, CI) measure [31] to evaluate the accuracy of such relative risks in later experiments.

The C-index is a generalisation of the area under the ROC curve (AUC) and it is defined as the proportion of all usable patient pairs in which the predictions and outcomes are concordant [31]. The C-index can be calculated as follows:

- Create all pairs of observed times.
- For all valid time pairs, i.e., pairs where one time $T_1$ is greater than the other $T_2$, test whether the corresponding predictions are concordant, i.e., $\eta_1 > \eta_2$. If so, add 1 to the running sum $s$; if $\eta_1 = \eta_2$, add 0.5 to the sum $s$; if $\eta_1 < \eta_2$, add 0 to the sum $s$.
- Count the number $n$ of valid time pairs. Divide the total sum $s$ by the number of valid time pairs $n$ and we obtain $CI = s/n$.

Similar to AUC, $CI = 1$ indicates the model has a perfect prediction accuracy and $CI = 0.5$ implies that the model is as good as a random predictor.
We use the non-parametric Friedman test [32] to test the statistical significance of various survival models. Friedman’s test statistic is based on the average ranked performance of the algorithms on all runs of the datasets and can be calculated according to the following formula:

$$FT = \frac{12}{nm(n+1)} \sum_{j=1}^{m} \left( \frac{\sum_{i=1}^{n} r_{ij}^{2}}{n} \right)^2 - 3n(m + 1)$$  \hspace{1cm} (4)

where \( m \) denotes the number of survival models, \( n \) the number of datasets (different splits of the same dataset are regarded as different datasets), and \( r_{ij} \) the rank of survival models \( j \) on the \( i \)-th dataset. If the value of \( FT \) is large enough, the null hypothesis that there is no significant difference among the different survival models can be rejected and a Nemenyi post-hoc test can be adopted to find where the difference lies.

For two survival models \( C_1 \) and \( C_2 \), the Nemenyi statistic \( z \) is calculated as follows:

$$z = \frac{R_{1} - R_{2}}{\sqrt{\frac{m(n+1)}{6n}}}$$  \hspace{1cm} (5)

where \( R_{j} \) denotes the mean rank of survival models \( C_{j} \) on all runs of the dataset, namely, \( R_{j} = \frac{1}{n} \sum_{i=1}^{n} r_{ij} \). The performance of two survival models is significantly different if the \( z \) value is larger than a certain critical value [32].

### 3.3 Results and Discussions

#### 3.3.1 Performance Comparison Result

Here, we want to compare the proposed method with three state-of-the-art survival models for high-dimensional censored data. The first method is random survival forest (RSF); the second method is the regularized Cox model (CoxNet) [33] and the third method is fast cocktail model (CockTail) [34]. Comparisons with these models are conducted with corresponding “randomForestSRC”7, “glmnet”, and “fastcox” packages in R. For the ease of notation, survival models SESRP, RSF, CoxNet and CockTail are denoted by A, B, C, D, respectively when necessary.

In the experiments, we want all models to have the same opportunities to achieve the best results, thus the default settings are adopted. For ensemble methods, i.e., SESRP, RSF, 500 trees are built. For CoxNet, L2-penalization is chosen instead of L1-penalization in that lasso-type Cox models’ performance is rather poor on TransBig and VDX datasets.

The following Figs. 1, 2 and 3 report the performance of SESRP, RSF, CoxNet and CockTail algorithms in term of C-index on 5-2 fold cross-validations of TransBig, VDX and TCGA.

From these figures, we may notice that survival models’ performance vary on these different benchmark datasets. In term of averaged C-Index, the proposed SESRP approach takes the first place on both TransBig and VDX datasets and ranks the second on the TCGA dataset; RSF always takes the third place on all three datasets; CoxNet ranks the second on TransBig and VDX and the last on TCGA; Cocktail ranks the third and the last on TransBig and VDX, respectively but takes the lead on TCGA.

The reason why SESRP is beaten by Cocktail on TCGA might be that random projection approach may not work well when the embedding dimension \( p1’ \) or \( p2’ \) is smaller than the so-called statistical dimension [35]. As in the experiments, we simply set the embedding dimension to be the root of dimension of the variables, a fine tuning of parameter \( p1’ \) or \( p2’ \) would improve SESRP in this case.

Next, we discuss the overall performance of all compared models. The Friedman rank sum test statistic across these datasets is 13.8706 and is significant as the \( q \)-value is 0.003087. The average ranks of survival models A, B, C and D are:

\[ R_{A} = 1.733, \ R_{B} = 3.1, \ R_{C} = 2.4, \ R_{D} = 2.767 \]

Thus, to find out which pairs of algorithms are significantly different, we compute the Nemenyi test statistics for different pairs of survival models and obtain \( z_{BA} = 4.1, z_{CA} = 2 \) and \( z_{DA} = 3.1 \).

For \( \alpha = 0.05 \), the critical value of Nemenyi’s test is 2.619. It can be seen that all Nemenyi statistics except the \( z_{CA} \) value exceed 2.619. Thus, in terms of C-index, there exists significant differences between SESRP and RSF, Cocktail algorithms on these datasets. In other words, from the performance on different datasets, SESRP is significantly better than RSF and CockTail.

Tough SESRP beats CoxNet in terms of average rank, the difference between SESRP and CoxNet is not significantly different according to the Nemenyi statistic. However, the performances of CoxNet on TCGA and VDX datasets are less stable than the proposed SESRP algorithm as its worst cases got zero values on these datasets.
Finally, we also consider the time efficiency of the proposed survival model. Since SERSP is a tree ensemble, here, we only compare it with RSF. Average running time of both tree ensembles on three datasets is reported in the following Table 1. Looking at Table 1, one may observe that SERSP is a bit slower than RSF on small sample-sized datasets such as TransBig and VDX and this is mainly due to overheads caused by hard disk and memory swapping. However, unlike RSF, SERSP’s running time does not vary too much across datasets and its superiority on efficiency stands out when applied to survival data with larger sample size as we see that SERSP is four times faster than RSF on the TCGA dataset.

### Table 1: Comparison on running time.

| Dataset    | SERSP | RSF  |
|------------|-------|------|
| TransBig   | 2.074.8 | 1.385 |
| VDX       | 3.073 | 1.087 |
| TCGA       | 16.434.1 | 660.4 |

4. Conclusions

In this study, we have presented a new survival ensemble with sparse random projection algorithm for high dimensional gene features with clinical covariates. By studying the well-known benchmark datasets, we have found that SERSP generally out-performs or comparable to state-of-the-art survival models such as rotation survival forest, regularized Cox proportional hazard and fast cocktail models in terms of C-index metric. As a non-parametric approach, SERSP does not impose parametric assumptions on hazard functions, and it extends the well-known sparse random projection methodology to survival analysis.

The R code and the supplementary material are available at url: https://github.com/wclucl/sersp and we are working hard to provide an R package for the proposed SERSP algorithm as soon as possible.

Although motivated by a gene expression dataset, our approach can be applied to other genomic data as well such as SNP data. A limitation of our proposed algorithm is the lack of interpretability as compared to regression-based models which is counterbalanced by the ability to model complex interaction effects among the gene features and clinical covariates and hence gains in the prediction accuracy.
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