Optimization of Tourism Information Analysis System Based on Big Data Algorithm
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On the basis of ecological footprint theory and tourism ecological footprint theory, the sustainable development indexes such as ecological footprint, ecological carrying capacity, ecological deficit, and ecological surplus of the research area were calculated and the long-term change pattern of each index was analyzed. This paper shows that the ecological footprint of the research area increases year by year, but the ecological footprint is always smaller than the ecological carrying capacity, indicating that the area is still in the state of sustainable development. However, the per capita ecological surplus shows a decreasing trend year by year, indicating that the sustainable development of the region is getting worse. This paper proposes a reordering method of tourist attractions based on heterogeneous information fusion, and realizes the retrieval and reordering of tourist attractions based on user query and fusion of heterogeneous information, so as to help users make travel decisions. In view of the shortage of tourism commercial websites to passively provide scenic spot information, this paper puts forward a scenic spot retrieval method based on query words to enable users to obtain scenic spot information according to their needs, and constructs a tourist consumer data analysis system. The preprocessing methods and methods adopted by the data preprocessing module are analyzed in detail, and the algorithms used in the travel route analysis and consumer spending ability analysis are described in detail. The data of tourism consumers are analyzed by this system, and the results are evaluated.

1. Introduction

Tourism information is the basic data guarantee of tourism informatization, so it is particularly important to obtain high-quality tourism data resources. Tourism information not only exists in a large number of government tourism departments and tourism companies, but also with the rapid development of social media in recent years, and there are also a large number of tourism information resources available on the major social media websites. However, it is difficult for people to accurately obtain data from the vast amount of travel information, especially for the diversity of travel destinations or dazzling many travel routes. The current tourism information service simply displays the information of tourist attractions on the Internet, and its disadvantages are mainly reflected in the following aspects: (1) the information is not comprehensive enough, and the rich tourism information shared on social media is not fully utilized; (2) information is only passively presented to users and cannot be searched and filtered according to users’ needs; (3) ignore user needs, fail to consider user context information, and fail to achieve customized and personalized services for users. Without intelligent consideration of the comprehensiveness and preferences of the information, it is often impossible to recommend satisfactory results for users. These disadvantages have seriously restricted the acquisition of high-quality tourism information, the recommendation of destinations in line with the needs and personalized planning, and customization of a series of tourism behaviors. Therefore, in addition to mastering huge tourism information resources, tourism informatization also needs to deal with mine and analyze these massive data professionally.
No matter at home or abroad, tourism route planning is an important part of tourism planning and design [1, 2] and the core of travel agency management. With the continuous development and innovation of tourism, many new tourism modes have emerged, such as self-help travel, self-driving travel, and experiential tourism. Tourists can choose scenic spots and routes according to their preferences, and their tour preferences are more personalized. However, tourist routes planned by travel agencies are mostly for the purpose of making profits, and the design of relevant tourist routes is mainly based on factors such as time, traffic, and scenic spots, and other factors in specific profit space in specific areas [3, 4]. At present, tourism route planning mostly focuses on regional tourism planning [5, 6], which is aimed at a large tourist scenic spot. Within the scenic spot, there are a set of scenic spots located in different spatial positions. Different sightseeing modes can be obtained through tour sequence design of these scenic spots. However, the route planning method for scenic spots is not applicable to the planning of a large area such as scenic spots in the city [7]. In the field of tourism, users usually share their experiences and comments after a trip, forming a large number of user-generated content including user comments, photos, travel notes, and other information. These data provide great convenience for trip planning [8, 9]. While there may be noise or bias in a single comment or travel note, incorporating a large amount of user-generated content as a whole can effectively capture the essence of a site. Therefore, in an increasing number of studies, spatial analysis and data mining technologies are used to analyze these contents [10, 11], to obtain users' relevant preferences and historical track information, and to find the similarity between tourists, so as to realize the recommendation of tourist routes [12, 13]. With the advent of Web 2.0 era, online multimedia sharing websites have become popular. The information uploaded by users contains a large number of travel-related contents, which can be widely used in the tourism system. Therefore, in recent years, many intelligent tourism systems have been established to achieve accurate retrieval or personalized recommendation functions through the analysis and mining of tourism multimedia information, thus making travel more convenient and faster [14, 15]. Wikitravel is an early tourism information system before the advent of Web 2.0 era, providing users with open, complete, real-time, and trusted tourism information [16, 17]. It provides online travel services, devotes itself to mining high-quality travel photos from image sharing websites, and designs a user interface with search function and map positioning function, which can provide help for users to plan their path and travel [18, 19]. By analyzing more than 110,000 images with geographical marks on Flickr, the visual perspective of scenic spots is generated by using the images, and the diversity of scenic spot search results is satisfied [20, 21]. Combined with text, geotagged images, and video, the scenic spot summary is generated, and then personalized scenic spot summary is recommended to users by means of query [22, 23]. Another type of system focuses on the retrieval and recommendation of tourism multimedia information. Through the analysis of photos and text information, as well as the relevant knowledge in Yahoo travel, the popular scenic spots are recommended for users, and the summary information of scenic spots is returned to users [24]. Through the acquired images and travel notes, the routes within and between scenic spots are mined, so as to provide users with travel route planning [25, 26]. A mobile travel search framework is proposed, which can display multiple perspectives of scenic spots based on image information to users through compression transmission technology [27, 28]. Low resolution query images are processed by remote server, and then scenic spots are identified and searched, and the corresponding scenic spots are reconstructed from the 3d perspective based on the photo set [29]. In order to improve the performance of the system and overcome the limitations of traditional recommendation algorithms, a hybrid recommendation algorithm has gradually become popular. It uses two or more recommendation algorithms by mixing, weighting, switching, cascading, and feature combination to make full use of the advantages of each recommendation algorithm to obtain higher performance. The most common examples of hybrid recommendation algorithms are the hybrid collaborative filtering algorithm and other recommendation algorithms to alleviate cold start and data sparsity problems.

A reordering method of tourist attractions based on heterogeneous information fusion is proposed. For analysis of the current attraction retrieval method and the deficiency of the need to solve the problem, this chapter then introduces the algorithm implementation of the block diagram; then, it is introduced based on the content and the heterogeneous information mining method based on the score, as well as to the scenic spots, based on the query of the initial sorting method, based on the content of the resort sorting method, and based on the score of the reorder adjustment method. Finally, the objective and subjective experiments verify that the proposed method of scenic spot reordering based on heterogeneous information fusion can efficiently obtain scenic spot information based on user query. Data stored in the database may reflect noise, anomalies, or incomplete data objects. These objects may have some adverse effects on the analysis process, resulting in the over-adaptation of data to the constructed knowledge model or the failure of mining analysis. As a result, the patterns found can be very inaccurate. Data cleaning methods and data analysis methods to deal with data noise and outlier mining methods to find and analyze abnormal situations are required.

2. Optimization Method and Framework of Tourism Information Big Data Analysis

The ecological carrying capacity and sustainability of an area are affected by many aspects, such as meteorology, hydrology, geology, environment, social economy, and other industries and fields. The change of ecological carrying capacity and sustainability is not only related to the state of each single factor, but also to the result of the interaction of all factors. This chapter will introduce the monitoring
methods and principles of all aspects of the scenic and historic interest area and its surrounding areas in detail from three aspects of ecological carrying capacity and sustainability assessment. Among them, the three aspects mainly include the mining and analysis of the laws of the long time series of tourism ecological environment elements, the evaluation of ecological carrying capacity and sustainable is based on the ecological footprint theory, and the trend prediction and early warning based on the big data technology. The specific frame system is shown in Figure 1. First of all, the long time series multisource heterogeneous original data are collected and sorted. On this basis, the typical tourism ecological environment elements are extracted based on the extraction principles and methods of thematic information. Secondly, for extraction of tourism ecological environment factors of single factor, long time series, the trend of the discussion, and analysis, the main tourism ecological environment factors, including land use cover, vegetation coverage, biodiversity, landscape vulnerability, climate comfort level, the level of economic development, the industrial support ability, tourist reception capacity, swim in proportion, and attractive tourism resources, lay the foundation for subsequent driving force of the ecological footprint analysis. Thirdly, the ecological footprint theory, which is widely adopted and highly recognized in the world, is used to discuss the long-term changes of sustainable development indicators such as ecological footprint, ecological carrying capacity, and ecological deficit or ecological surplus in the research area. Finally, the big data analysis method is adopted and two kinds of time series prediction models (the ARIMA model and LSTM model) are used to predict and warn the future sustainable development status of the research area.

2.1. Analysis of Tourism Ecological Environment Elements.
Vegetation coverage is the ratio of the vertical projection of stems, leaves, branches, and other vegetation onto the ground to the total area of the statistical area, which is usually expressed by percentage. Like the normalized difference vegetation index, it is one of the important indicators to measure the growth status of surface vegetation, and it is of great significance to the regional ecological environment assessment. The calculation methods of vegetation coverage mainly include pixel dichotomy model, regression model, and vegetation index method. Among them, the vegetation coverage calculated based on binary pixel model has been widely used by researchers. The assumptions in the binary model divide each pixel into two parts, one with vegetation coverage and the other with no vegetation coverage. The electromagnetic spectrum information observed by the remote sensor is calculated by the linear weighted sum of the two parts, and the weight of each part is related to the area proportion of the part in the whole pixel, then the vegetation coverage of the pixel is equal to the percentage of the surface covered by vegetation in the whole pixel area.

Because the change of land use cover type directly affects the change of biodiversity, the land use cover map obtained by remote sensing can reflect the difference of regional biodiversity to a certain extent. The weights of various surface feature types are shown in Table 1, including cultivated land, construction land, woodland, water area wetland, grassland, and unused land.

The ratio of tourists to residents refers to the ratio between the total number of tourists to the scenic spot and the total number of local residents, which is an indicator reflecting the psychological carrying capacity of local residents. The development of tourism influences the social culture of local residents to a certain extent, which has positive and negative effects. On the positive side, more tourists will promote the local economic development, increase the employment rate of local residents, and greatly improve people’s life. The negative aspect is that the increase of tourists will put pressure on the local ecological environment resources and make the living environment of local residents worse than before. In general, the greater is the density of tourists, the stronger the impact. From the perspective of tourism development, the most essential value of tourism resources lies in its attraction to the whole tourism market, that is, its ability to attract tourists. The core competitiveness of tourism resources development is the attraction of tourism resources, which is affected by many factors, including the quality and richness of tourist attractions, tourist traffic conditions, reception facilities, services, and accommodation. The quantitative expression of the only objective standard to measure this value is the number of visitors the tourist resource can attract.

In order to make up for the limitation of search engine using text to retrieve images, visual features are used to reorder images to make up for the semantic gap between text and image. In addition, due to the different sensitivity of images to different visual features, multivisual features are combined to generate mixed features for reordering. At the same time, in order to ensure the correlation between query words and reordered images, a reordering framework based on the graph model is adopted to complete the reordering of image search results, so as to help users get the most relevant images from a large number of search engine returned images. The proposed image search reordering method based on the mixed feature graph model is to mix the visual features and then use the reordering framework based on the graph model to complete the reordering. Figure 2 shows the block diagram of the image search reordering method based on the hybrid feature graph model, which is mainly divided into two parts: learning hybrid feature and graph-based reordering. In the offline learning stage, all images, after visual features are extracted, use potential semantic analysis to learn the mixed features based on visual feature fusion. In the online sorting stage, a query word is given, and the initial sorting result of the returned image is obtained after matching with the text information of the image. Then, the similarity between the images based on the mixed features is calculated under the reordering framework of the graph model to complete the construction of the graph model and finally the reordering result is given.

In order to verify the proposed method and ensure the higher correlation performance of the image in front, the image number is selected here. In different cases, find its
The change in the NDCG value is shown in Figure 3. The NDCG value is the average of the NDCG values for the 20 query words used in the experiment. It can be seen from the figure that the effectiveness of the proposed method is still higher than that of the comparison method, which again indicates that the proposed method can ensure a strong correlation between the reordering images and the

Table 1: Biodiversity weight table.

| Types of objects | Woodland | Grass | Waters | Arable land | Construction land | Unused |
|------------------|----------|-------|--------|-------------|------------------|--------|
| Weight           | 0.32     | 0.24  | 0.26   | 0.13        | 0.03             | 0.02   |

Figure 1: Frame diagram of big data analysis of tourism information system.

Figure 2: Block diagram of image search reordering based on the hybrid feature graph model.
previous ones. At the same time, it can be seen that as the value increases, the NDCG value decreases. This is because after reordering, images with low correlation are ordered in the back, thus affecting the NDCG value, which also meets the requirements of reordering.

2.2. Research on Big Data Analysis Algorithm of Tourism Route Planning. In order to carry out short-time travel route planning, this paper uses the basic idea map solution such as short-time travel route planning algorithm. The detailed solution steps are as follows:

(1) First, the user enters six input values according to his/her own time arrangement and travel preference: departure date, duration of visit, departure location, must-see scenic spots, category of scenic spots of interest, and transportation mode

(2) Secondly, use the input values in the previous step and combine with the machine learning regression algorithm to carry out the training of short-time travel route scoring model

(3) Then, according to the input value of tourists, the routes in the short-time tour route library are conditionally screened and the routes in the screening results are scored using the short-time tour route scoring model

(4) Finally, sort the scores in the previous step and output the top 10 tourist routes with the highest scores

In view of the shortcomings of ID3 algorithm, our solution idea is to record the number of records satisfying the condition of the path from the node to the root node while generating the node of the decision tree, so as to solve the predictive ability problem of the decision tree in the case of missing attribute values.

The data processing capacity of the ID3 algorithm is reduced by introducing minimum support and minimum confidence. In fact, the training sample data set have many rules, but not all of the rules has practical application value, therefore, through the association rules in the analysis of the concept of minimum support and minimum confidence, introducing part will not often appear data filtering for the rest of the operating data of ID3 algorithm.

Rules extracted by the ID3 algorithm can solve the type of data object attribute values are given identification problem, but if not all, of the given attribute values, then the rule is obtained by decision tree will not be able to give the judgment result, and we are through at the node of decision tree, at the same time record the content from the node to the path of the root node of the condition number of records, can effectively solve the missing attribute value of the decision tree’s ability to predict:

(1) The support degree of decision attribute to category identification attribute is used to reduce the scale of training set processed by the ID3 algorithm

In the process of data processing, the results often have a lot of redundancy. The most important manifestation is that in the generated decision tree, the decision tree has too many branches, which makes the tree too large and too cumbersome. In this way, the decision information obtained will be too complex and complicated, and many unnecessary rules will be generated. The minimum support degree is used to effectively control the number of possible branches of decision nodes layer by layer.

When the support degree is less than the specified minimum support decision makers in the tuple filter, its basic idea is the decision tree branch. If the current layer corresponds to a subset of a tuple of the category attribute support small, which is the next layer of support smaller, the corresponding tuples in
this group do not need to generate a new branch. It can be seen that in the process of decision tree generation, the pruning of branches that may be generated but have less practical value is carried out according to the value of each decision attribute. Since the size of the child value to some extent represents the amount of effective information contained in the attribute, our processing work is to a large extent based on the amount of information contained in the decision attribute. Since the information contained in the discarded data is relatively small, the above processing ensures the information content of the data to a certain extent.

(2) The redundant branches of the decision tree generated by the minimum confidence level scavenging D3 algorithm

By using the minimum support degree, we reduce the amount of data processing in the process of decision tree generation. However, in the construction of decision tree, the knowledge contained in some branches of the decision tree is too unreliable to have application value. We use the minimum confidence to cut off the branches with low confidence in the decision tree generated by the ID3 algorithm, so as to reduce the scale of the decision tree and make the generated decision tree more practical.

We combine the above two improvements on the ID3 algorithm in one processing process to obtain the following ID3 improved algorithm, as shown in Algorithm 1.

3. Big Data Analysis and Forecast of Tourism Information

Since the per capita ecological footprint reflects the amount of resources consumed by a single individual in an area, the per capita ecological carrying capacity represents the sum of the amount of resources that the area can provide to each individual and the amount of resources needed to deal with the waste it produces. Therefore, from the perspective of regional development, per capita ecological deficit and per capita ecological surplus appear to be very critical and important. In this paper, the time series prediction of the per capita ecological surplus appears to be very critical and important. In this paper, the time series prediction of the per capita ecological surplus and per capita ecological deficit are divided into the training set (80%) and test set (20%).

The ADF test results are shown in Table 2, where the ADF test result is \(-0.656688\), which is greater than the threshold value of significance level from 1% to 10% given. Therefore, the null hypothesis of the existence of unit root is accepted, which further verifies the instability of 1nXt sequence. Therefore, a first-order difference is made for 1nXt to check its trend characteristics, as shown in Figure 4. It can be seen from Figure 4 that the first-order difference series has no trend characteristics and the time trend is basically eliminated, so it can be considered as a stationary series. The unit root test was carried out on D (1nXt), and the results showed that the null hypothesis of unit root was rejected at the significance level of 0.01, indicating that the first-order difference sequence was stationary series. The test results are shown in Table 3. Therefore, \( d = 1 \).

Figure 5 shows a block diagram of a tourist attraction reordering method based on social media heterogeneous information fusion. First, heterogeneous travel information was taken from social media, building a database by scraping user reviews and ratings from TripAdvisor, images from Flickr, and site descriptions from Wikitravel. Then, data preprocessing is carried out, denoising heterogeneous information and structural analysis. Secondly, when positioning city is given, users input query words according to their own needs, and the initial ranking results will be given according to text information matching. Then, by analyzing the heterogeneous information of tourism in social media, the reordering framework based on the graph model is used to reclassify the features of text and image fusion of scenic spots, and finally, the final ranking of scenic spots is carried out based on the numerical information.

4. Results Analysis

First, experiments are designed to discuss the influence of content-based operations and vision-based operations on the construction of video traceability relationship. Among them, content-based operation detector can be used to find the video of content change, while the visual-based operation detector can be used to find the video of visual perception change from the perspective of human visual perception. For the time-scale transformation detector, the duration statistics are introduced to pseudoclassify similar videos, which can improve the detection speed and accuracy. Figure 6 shows the use of duration in time-scale transformation detection. Known videos (a) and (b) are divided into a group according to the duration of the video, and the detection results show that the video (b) has additional shots. Since videos (a) and (b) have the same grouping in a group of similar videos, they are considered to be the same version, so there is no need to compare them with other groups of videos to save detection time. And this will not detect a slightly longer video (b) as an added shot. Therefore, without the reference of original video, it is very necessary to detect its precategorization.

In Figure 7, the recall rate and precision of the content-based detector are plotted. Here, five thresholds are given for each detector to observe the change of recall rate and precision. Similarly, it can be seen that recall rate and precision rate tend to change with the change of threshold, and in the actual detection of video traceability relationship, the threshold value can be set according to the demand for recall rate or precision rate. There is still room for improvement in the recall and precision of spatial information coverage detection and time scale transformation detection. In the time-scale transformation detection, the matching algorithm of similar video frames can be improved and the
matching accuracy can be improved. At the same time, in the spatial information coverage detection algorithm, when the coverage information block is very small, it is filtered as noise, resulting in the failure to detect the information coverage.

Table 4 shows the accuracy of some video detectors. For the spatial information superposition detector, it is necessary to find the appropriate threshold. Here, according to empirical values, five different thresholds are selected to draw the recall and precision of operational behavior detection.

The audio conversion detector also gives a good performance value, because most audio conversions in video are full audio replacement, which can be easily detected using existing techniques. For visual based detection, including detection of spatial color change, spatial scale transformation, and visual quality detection, the detector can easily detect the change of spatial scale and spatial color, which has a good accuracy. Moreover, the detector can easily detect the change of spatial scale and spatial color, so it has a good accuracy.

The test uses cross validation to avoid the overfitting of the model. The test data set is divided into 10 parts, one part of which is taken out as the test set and the other nine parts are the training set. The average of the ten test scores is finally output as the final score of the model.

As can be seen from Figure 8, due to the different styles of scenic spots in different cities, the precision and recall rates of the same query words are different. The results of all reordering methods are better than that of the reference method TF/IDF. The results of reordering based on multiple hidden features and reordering based on heterogeneous information fusion are better than that of single modal information, which indicates that the reordering result of multimodal fusion is better than that of single modal information in the reordering problem setting in this chapter. The results of reordering based on the characteristics of multiple hidden topics are good because recall and precision are mainly used to examine content-based relevance. At the same time, the reordering result of multihidden theme features is superior to the reordering result of single mode text or image and their mean value, which means that multihidden theme features not only integrate the important information of text and visual features, but also excavate the potential information between the two kinds of information. Heterogeneous information fusion based on social media sites reordering mainly combines the hidden theme features

**Table 2: Results of the InXt unit root test.**

| ADF test statistic | One-sided p values |
|--------------------|--------------------|
| -0.656677          | 0.15% critical value -3.808548 |
| 1.5% critical value -3.020683 |
| 5.5% critical value -2.650414 |
| 10.5% critical value -2.650414 |

**Figure 4: First-order difference sequence diagram.**

![First-order difference sequence diagram](image)
Figure 5: Reordering block diagram of tourist attractions based on heterogeneous information fusion.

Figure 6: Time-scale transformation detection: (a) duration of 65 seconds; (b) duration of 155 seconds.

Figure 7: Graph of recall and precision of content-based detectors.
and user ratings reorder, which can be seen from the diagram. Sometimes, more implicit characteristics of reorder results are better than the result of the heterogeneous information fusion. Because the recall and precision of this experiment are related to the content, the result of reordering based on multiple hidden features is better than the final reordering based on heterogeneous information fusion.

Table 5 gives a summary of the real and reliable user travel data obtained in different cities. In this experiment, 80 users were selected from each city to test the proposed model. For each user, that is, the user has been to the scenic spots and has not been to the scenic spots. In the scenic spots that the user has been to, the scenic spots are classified into two categories, one as marked scenic spots, and the other as unmarked scenic spots mixed into the scenic spots that have not been to. Similarly, in order to verify accuracy, the comparison methods are PR and U-CF to compare with our PAS model. Here, U-CF helps users find people who have been to the same scenic spots as them, and similar users who have been to other scenic spots are considered as the scenic spots that this user may go to, and are recommended to him. The percentage of the recommended data that contains the sites the user has visited is used as the accuracy of the real data authentication. So, precision N is the proportion of positive samples are evaluated in the first N data. The evaluation criterion is the proportion of the first N recommended results containing samples visited by users, and the value of PrecisionL0 is calculated, where the number of marked positive samples varies from 1 to 4.

5. Conclusion

For the first time, the collective wisdom that exists in travel information has been harnessed to personalize recommendation of attractions, as social media travel information contains a wealth of experiences for travelers. In order to make full use of the collective wisdom in the Internet, structured knowledge can be extracted from the collective wisdom. In order to solve the problem of sparsity and diversity of tourism data, the preferred scenic spots in the current city are obtained by explicit feedback from users. Combining with the attractions of collective wisdom and user feedback, similar classification problem to solve the problem of recommended is established, which can adaptively adjust the weights of multimodal information, get similar sites, and interact with the user. When combined with the user positioning information in one of the user contexts, the candidate recommended scenic spots are screened again, and the personalized scenic spots are recommended to the user finally, so as to complete the personalized recommendation of tourist scenic spots based on collective wisdom. The long-time series early warning and prediction method of big data are used to evaluate the sustainable development ability of the research area in the future. The ARIMA model was used to predict the per capita ecological surplus. The results show that the per capita ecological surplus of the research area will decrease year by year in the next 10 years; that is, the local natural ecological resources are more and more difficult to meet the needs of human society and economic development. Aiming at the task of classification and discovery of big data, the ID3 algorithm, the basic method of the travel recommendation decision tree algorithm, is studied, and it has been improved from two aspects to improve the effectiveness of the algorithm, reduce the amount of data processing, and enhance the prediction ability. The practical application proves the effectiveness of the algorithm. The preprocessing methods and methods adopted by the data preprocessing module are analyzed in detail, and the algorithms used in the travel route analysis and consumer spending ability analysis are described in
detail. The data of tourism consumers are analyzed by this system, and the results are evaluated.
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