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ABSTRACT In order to improve future network performance, this paper proposes scalable intelligence-enabled networking (SIEN) with eliminating traffic redundancy for audio-visual-tactile Internet in 5G scenarios such as enhanced mobile broadband, ultra-reliable and low latency communication, and massive machine-type communication. The SIEN consists of an intelligent management plane (ImP), an intelligence-enabled plane (IeP), a control plane and a user plane. For the ImP, the containers with decision execution are constructed by a novel graph algorithm to organize objects such as network elements and resource partitions. For the IeP, a novel learning system is designed with decision making using a congruity function for generalization and personalization in the presence of imbalanced, conflicting and partial data. For the control plane, a scheme of identifier-locator mapping is designed by referring to information-centric networking and software-defined networking. For the user plane, the registrations, requests and data are forwarded to implement the SIEN and test its performance. The evaluation shows the SIEN outperforms four state-of-the-art techniques for redundant traffic reduction by up to 46.04% based on a mix of assumption, simulation and proof-of-concept implementation for audio-visual-tactile Internet multimedia service. To confirm the validity, the best case and the worst case for traffic offloading are tested with the data rate, the latency and the density. The evaluation only focused on the scalability issue, while the SIEN would be beneficial to improve more issues such as inter-domain security, ultra-low latency, on-demand mobility, multi-homing routing, and cross-layer feature incongruity.

INDEX TERMS Next generation networking, intelligence-enabled networking, 5G scenarios, information-centric networking, software-defined networking, traffic engineering, scalability.

I. INTRODUCTION
Essentially, networks and networking exist in order to transfer entities, objects, energy or information as traffic from ingress nodes to egress nodes. Enhancing the network traffic performance such as the scalability [1] has been widely investigated as one of the fundamental topics of network engineering, which deals with the issues of network modeling, measurement, characterization, evaluation and optimization by applying scientific principles, emerging techniques and engineering strategies. However, it is urgent to consider higher performance for the fifth generation (5G) [2][3] mobile communications system and beyond it [4][5]. Typical 5G scenarios include enhanced mobile broadband (eMBB), ultra-reliable and low latency communications (URLLC), and massive machine type communications (mMTC). For example, the next generation networking such as tactile Internet [6] will meet the requirement of ultra-low latency such as shorter than 1 ms and ultra-high area traffic capacity such as 10 Mbps/m² or even higher at a wide range of moving speeds such as 500 km/h or even faster. That brings a big challenge to traffic engineering for academic research and industrial development.

Currently, there are two of the most prevalent techniques for traffic offloading, peer-to-peer (P2P) [7] [8] with multiple hops and device-to-device (D2D) [9] [10] [11] with single hop, to implement large-scale content delivery [12]. To satisfy the requirements for offloading traffic and mitigating network congestion, P2P and D2D are used to exploit the idle resources such as storage space and bandwidth capability from peers and devices based on the collaboration of neighbors. In P2P or D2D, the content is allowed to be directly transmitted among personal computers or mobile devices. Furthermore, the integrity-oriented offloading [13] and the D2D-based information-centric networking (ICN) traffic offloading [14][15] has been introduced to deliver the resources for improving traffic and mitigating congestion, and many researchers proved the effectiveness of eliminating redundant traffic by ICN techniques.

In the near future, we have to be targeting to satisfy more 5G requirements in terms of scalability for a massive number of objects, high security, low latency, mobility on demand, effective compatibility, efficient manageability, and so on. However, the current Internet architecture that IP addresses are used as the common type of identifiers and locators for mapping and
routing would not be easy to meet the above requirements, since the location-dependent IP architecture has its inherent limitations in supporting on-demand mobility, scalable routing, etc.

Furthermore, the 5G specifications and standardization are still lacking so far, and mostly focus on network function virtualization (NFV) and software defined networking (SDN) [16]. The use of ICN [17] and its related techniques in 5G is under-researched. The ICN architectures, such as CBCB, DONA, NDN, NetInf, PSIRP, PURSUIT, MobilityFirst, are identified as one of the most effective ways to overcome the limitations of IP-based Internet. The CBCB [17] pushed and pulled interest packages to publishing and subscription. In DONA [18], the P: L flat naming based on unified resource identifier (URI) was used as a tree-topology RH resolution system. In NDN [19], the hierarchical names using readable URLs are introduced to realize the aggregation and the compatibility with TCP/IP. In NetInf [19], a REX system was designed to realize naming and name resolution using the MDHT [20] technique. The naming based on SID and RID and the routing based on Bloom filtering were proposed in PSIRP/PURSUIT [21]. In MobilityFirst, a global unified identifier was designed to satisfy the security and mobility requirements. The ICN addressed the issue of mobility in IP by allowing applications to bind to identifiers as names, where ICN manages the identifier-locator mapping in the network. The identifier could be any object such as mobile devices, data, service or a piece of content, while the locator could be any network addresses. Each identifier could be associated with at least one network address. The separation between identifiers and locators makes it possible to be topology-independent for publishers and subscribers.

In future, it will be possible to incorporate the advantages of the paradigms for intelligent SDN [22], NFV and ICN for processing a huge volume of data and handling a number of heterogeneous devices. For example, M. Zorzi et al. [23] advocated a learning model as the key building block to extract context representations for COBANETS. The concept of intelligent networks paved a way to the avenues that intersect multiple research domains.

However, with the increase of terascale ($10^{12}$), petascale ($10^{15}$) or even exascale ($10^{18}$) objects such as data, instead of the existing ten-billion-level ($10^{10}$) devices, the current networks suffer from the issue to deal with scalability due to the cognitive complexity of automaticity, personalization, and generalization, since it is inefficient for complete data manual processing to handle the large-scale network data in practice. The cognitive complexity means the gaps between how the human being determines relevance and calculates probability versus how computers or artificial intelligence determine similar concepts. The automaticity means the ability to handle data without manual processing, allowing it to become an automatic response. The personalization means tailoring a response, a service or a product to accommodate specific individuals, sometimes tied to some groups or segments of individuals, to improve customer satisfaction, quality of service (QoS), or quality of experience (QoE), etc. The generalization is the process of identifying the parts of a whole or learning the complete information through the partial data.

By focusing on the scalability issue this time, the main contributions of this paper are as follows. (1) Scalable intelligence-enabled networking (SIEN) is proposed in order to improve future network performance. An intelligence-enabled plane (IeP) is provided by decoupling the function of learning and decision making from the management and control planes. On the IeP, a novel congruity learning system is designed with generalization and personalization. A novel weighted graph algorithm for container generation is designed to efficiently manage large-scale distributed nodes and resource partitions by taking advantage of local affinity and executing the decisions to satisfy the 5G requirements. (2) The SIEN is realized using ICN schemes such as identifier-locator mapping, routing and forwarding to test the performance in typical 5G scenarios such as eMBB, URLLC and mMTC. The evaluation showed up to 46.04% improvement for the scalable performance of 5G traffic offloading with respect to the data rate, the latency and the density in comparison to four of the state-of-the-art techniques. Furthermore, the best case and the worst case (at least 5.56%) are tested to confirm the validity and the stability of eliminating traffic redundancy with a mix of assumption, simulation and proof-of-concept implementation to improve 5G traffic offloading for future audio-visual-tactile Internet.

The rest of this paper is organized as follows. Section II overviews the architecture of scalable intelligence-enabled networking. Section III introduces the intelligent management plane. Section IV describes the intelligence-enabled plane. Section V presents the control and user planes. Section VI shows the evaluation. Section VII provides related work. Section VIII is the analysis and discussion. Section IX concludes this research.

II. ARCHITECTURE

This section shows the architecture of scalable intelligence-enabled networking (SIEN) that includes an intelligent management plane, an intelligence-enabled plane, a control plane and a user plane. The section also shows the relations among different planes, and how the planes communicate each other.

Intelligent management plane (ImP): A container means a set, cluster or class of objects that may include information, predictive resource partitions [24], and network elements such as servers, switches, personal computers and mobile devices. The containers would be constructed to execute the decisions for managing objects by the graph algorithms, which are designed to organize distributed nodes and resource partitions by taking advantage of local affinity. The containers can be also responsible
for monitoring the network elements, collecting the data, and processing the network states, events, and services to improve the network performance in the long term.

Intelligence-enabled plane (IeP): The learning algorithms are designed with generalization and personalization to deal with the cognitive complexity for predicting situation, making judgments, eliminating network traffic redundancy, discovering issues, fixing detected problems, improving automaticity, and meeting the uncertainties of environment. The IeP integrates the critical principles of the knowledge plane [25], the inference plane [26] and the heterogeneous networks [27] based on artificial intelligence responsible for representation, learning, reasoning, mining, complex event processing, and situation awareness to optimize the networks in a global view.

Control plane (CoP): By referring to the principles of software-defined networking (SDN) and information-centric networking (ICN), a container-based scheme on at least one middle level is used to implement the naming, identifier-locator mapping, and routing. The controllers on the CoP exchange operational states to update the processing rules of the following user plane, as shown in FIGURE 1.

User plane (UsP): The registrations, requests and data are forwarded between network elements such as switches by referring to the principles of SDN and ICN. The registrations are available for naming and name resolution. The requests are available for name resolutions and data. The UsP should operate at packet-level time scales. The network elements on the UsP are responsible for storing, forwarding and processing data packets. That is to say, the UsP is the part of a network, which bears the user traffic such as the forwarding data that the network exists to carry.

Learning and decision making (LDM): The LDM is designed for making judgments, decisions, inferences, and predictions in the presence of imbalanced, conflicting and partial data. It monitors the network elements intelligently for connecting IeP, ImP and CoP. The LDM supports the traffic classification, the prefetching replacement strategy, and the predictions of distance, quality, cost and utilization for storage, bandwidth, and computation. As the SDN decouples the controllers from the user plane, the SIEN decouples the LDMs from the ImP and the control plane, and provides the IeP. Each element on the ImP has the LDM interface agent, and the corresponding element on the IeP or the CoP has the LDM interface driver. The IeP communicates with the ImP and the CoP to gather the data and return the learning results and decisions through the LDMs.

Containerization and decision execution (CDE): The CDE is designed by executing decisions based on containerization for achieving the congruity between the local events and the nonlocal situation. All measurable or predictable network elements can be organized in a sequence of hierarchical containers with more than three levels. The IeP would be on the top level. The control plane could be on at least one middle level. The UsP would be on the bottom level. Each element on the ImP can have a CDE interface agent, and the corresponding element on the CoP or UsP can have a CDE interface driver. The ImP communicates with the CoP and the UsP though the container to execute the decision from the IeP and to measure the network traffic, service, configuration, operation, etc.

Identifier-locator mapping (ILM): The ILM is designed as the foundation of routing to handle large-scale objects such as data, contents, services, devices, sensors, and vehicles. It can be realized by SDN based on ICN which aims to shift send-receive model towards publish-subscribe model. It is recommended to support naming based on self-certification, block chain or public key infrastructure for security. The ILM supports dynamic bindings between identifiers and locators, instead of static IP addresses, and multipath routing, since the locations of services and users are likely to be changed frequently in future Internet.

![FIGURE 1. The architecture of scalable intelligence-enabled networking includes an intelligent management plane, an intelligence-enabled plane, a control plane and a user plane.](image-url)
The locators can be a kind of identifiers, so the ILM would be a mapping among identifiers corresponding to objects. Each element on the UsP can have an ILM interface agent, and the corresponding element on the CoP can have an ILM interface driver. Though the ILM, the CoP communicates with the UsP by registering objects as the identifiers, i.e. naming registration, binding at least one locator with each identifier, i.e. resolution registration, and resolving the locators, i.e. network addresses or IPs.

III. INTELLIGENT MANAGEMENT PLANE
This section describes how the objects such as network elements are organized by CDE as a sequence of containers on the ImP.

As mentioned in section II, a container can be a set of network elements or resource partitions. In practice, the containers can be constructed for managing nodes and providing services by making the best of information-centric networking (ICN), peer-to-peer (P2P) and device-to-device (D2D) techniques to satisfy the on-demand mobility of publishers and subscribers. The containers integrated all kinds of distributed nodes such as ICN servers, switches, personal computers and mobile devices.

As shown in FIGURE 2, the SIEN can be deployed with hierarchical structure between future Internet applications and network infrastructure. In the SIEN, the ImP with the function of CDE. The IeP is with the function of LDM, graph/stream computing, security, ledger and billing. The CoP is with the functions of naming, ILM, routing, deliveries and discoveries. The UsP is with the functions of traffic engineering, forwarding, caching and strategies. A typical system of multi-level container consists of a data center management subsystem on the high level, a switch management subsystem on the middle levels, and a cluster of mobile edge nodes on the low level.

The data center management subsystem on the high-level container manages switches, distributed nodes and resource partitions for storing and processing information objects. The subsystem is divided into three functional modules: topology management, resource management and data management. The topology management is designed for gaining the node-link states, updating the statistical information, and managing the topological structure. The resource management is designed for...
collaborating with the data publishers, gaining the data sources and prefetching data copies. The data management is designed for preprocessing the history of user behaviors and network measurement.

The switch management subsystem on the middle-level container takes charge of exchanging the information with the data center management subsystem and directly managing the clusters of mobile edge nodes. It consists of two functional modules: state management and service management. The state management module is designed for detecting the states of all end-user nodes and uploading the information to the data center management subsystem. The service management module is designed for delivering the data copies to the clusters of mobile edge nodes.

The cluster of mobile edge nodes on the low-level container consists of three functional modules: data service, neighbor list, and user interface. The data service is designed for searching an object at the local storage and judging whether the request is forwarded to higher levels in case of no existence of the requested object copies. The neighbor list is designed for maintaining the neighbors according to the measured or learned distances, where the distance is a numerical measurement or prediction of how far apart objects are. The user interface is designed for getting the requests, providing the data services and collecting the history of user behaviors.

Based on the measured or learned distances, we get a weighted graph $G(V, E, W)$ to construct the hierarchical containers, where $V$ is a set of network elements or resource partitions, $E$ is a set of connected edges between nodes or partitions, and $W$ is a set of weights with measured or learned distance. The containers are multiple levels as the following. A high-level container marked as $C_{i+2}$ consists of middle-level containers such as $\{C_{i+1}(1), C_{i+1}(2), \ldots\}$ or low-level containers such as $\{C_{i}(1), C_{i}(2), \ldots\}$, where $1 \leq i \leq I$ and $I$ is a constant. A sequence of targets for distances $\{T_i\}$ is required for containerization. The sequence means an enumerated collection of at least two targets in which repetitions are not allowed. The targets mean the maximum distances required in at least two scenarios for applications. A set of containers $\{C_{ik}\}$ can be constructed for each $T_i$, where $1 \leq k \leq K_i$ and $K_i$ is the number of containers for a given $T_i$ according to the following algorithm.

**Novel Algorithm 1: Containerization**

**Input:**

- $G(V, E, W)$: A weighted graph;
- $\{T_i\}$: a sequence of targets;

**Output:**

- $\{C_{ik}\}$: a set of containers for each $T_i$;

**Parameters:**

- $k$: a positive integer, $1 \leq k \leq K_i$;
- $K_i$: the number of containers for a given $T_i$;
- $W = \{w_{ij}\}$: A set of weights based on distances;
- $w_{ij}$: A weight between nodes or partitions $v_i$ and $v_j$;
- $\{G_m(V_m, E_m, W_m)\}$: A set of sub-graphs of $G$;

**Get the data of $G$ and $\{T_i\}$;**

**Initiate $\{G_m\}$ and $\{C_{ik}\}$;**

For $i$ from $I$ to 0

$k = 1$;

For each $w_n$

If $w_n < T_i$ then

$w_n = 0$;

Update $\{G_m(V_m, E_m, W_m)\}$;

End if

For $m$ from 1 to $M$

If $G_m$ is an isolated node, then

$C_{ik} = $ a set of the isolated node;
$k = k + 1$;

Else

$L =$ the nodes set in $\{G_m\}$;

Do

Select a node $a_j$ in $L$;
If $T_i$ is additively accumulative

Search all paths smaller than $T_i$ (eg. latency) from $a_j$;
Else if $T_i$ is minimally accumulative

Search all paths larger than $T_i$ (eg. bandwidth) from $a_j$;
Else
Search all paths to hit \( T \) from \( a \);

\[ C_{ik} = \text{a set of all nodes on the paths in } L; \]

\[ L = L - C_{ik}; \]

While \((L \neq \emptyset)\)

Output \( \{C_{ik}\} \) for any \( T \), where \( 1 \leq k \leq K_i \).

IV. INTELLIGENCE-ENABLED PLANE

This section introduces how a learning system works with LDM on the IeP based on a massive number of data collected from the history of Internet services.

To make the subscript clear, \( i \) is used for the measured scalar or vector, \( j \) is used for the learned scalar or vector. The small notations \( x \) and \( y \) are scalars, while the capital notations \( X \) and \( Y \) are vectors. \( D = \{X_i, Y_i\} \) denotes the set of all measured data. \( D_p = \{X_{pi}, Y_{pi}\} \) denotes the set of the personal data for the personalized parameter learning, validating and testing. \( D_g = \{X_{gi}, Y_{gi}\} \) denotes the set of the general data with a part of labels for the generalized parameter learning, validating and testing. The items of \( X_i \) include the timestamp, the scenario type, the uplink traffic, the downlink traffic, the capability, the utilization, the object density, the latency, the storage space, the bandwidth state, the computational state, the neighbor list, the source, the destination, the protocol, the port, the payload, and the miscellaneous data. The items of \( Y_i \) include the personal label, the general label, the distance label, the scalability label, the mobility label, the security label, the object state label, the prediction label, the classification label, the prefetching replacement label, the service quality label, and the cost label.

The learned output vectors are marked as \( \{Y_i\} \). The measured distances, which could be latencies using the ping tool or hops using the trace-route tool, are the graph weights for containerization on the ImP. The learned distances on the IeP are used to replace a part of the measured distances in a changing network environment. To take the layer-wise learning networks as an example, the set of parameters can be represented by \( \theta \). Let \( \theta = \{\theta_1, \theta_2, ..., \theta_{hi}, ..., \theta_{in}\} \) be the set of parameters, where \( h \) is an order number of layers with \( 0 \leq h \leq H+1 \), \( H \) is the number of hidden layers, \( h = 0 \) means the input layer, \( h = H+1 \) means the output layer, \( n \) is the number of parameters in a given layer, and \( \theta_{hi} \) includes a vector \( C_i \) for connection and a value \( b_i \) for bias in a given layer.

The positive input vector is

\[ X_i = (x_{i1}, x_{i2}, ..., x_{id})^T. \]

where \( d_i \leq d_{\text{max}} \) is the in-degree of the \( i^{th} \) neuron, and \( d_{\text{max}} \) is a constant for the maximum degree of all neurons. The generalization term is defined by regularization [28].

\[ R_q = \left\| \theta \right\|_q = \left( \sum_j \left| \theta_j \right|^q \right)^{1/q}. \]

where \( \theta_j \) can be any parameter, \( q \) is a positive integer, \( q = 1 \) is for the Manhattan norm, and \( q = 2 \) is for the Euclidean norm.

As shown in FIGURE 3, a congruity learning system consists of the dataset, the generalization with memory, a filter, the personalization with response, and a congruity function. The congruity learning means that two sparsely activated networks, which are designed by simulating left and right brains, are trained by a congruity function to automatically optimize the parameters. The filter is defined by the top-k cosine similarity [29][30].

\[ F_k = \frac{X_i^\rho \cdot X_j}{\left\| X_i^\rho \right\|_k \left\| X_j \right\|_k}. \]

where \( X_i^\rho \) means a transposed input from personal sampling, \( k \) is a positive integer. The positive output scalar is

\[ y_j = f(C_j X_j + b_j). \]

where \( f \) is the activation function, \( b_j \) is the bias of the \( j^{th} \) neuron, \( C_j = (c_{ij}, c_{2j}, ..., c_{ij}, ...) \) is the vector for connection, \( c_{ij} \) is the weight from neuron \( i \) to neuron \( j \), and \( i = 1, 2, ..., d_i \). The negative input vector is

\[ Y_i = (y_{i1}, y_{i2}, ..., y_{id})^T. \]

where \( d_i \) is the in-degree of the \( i^{th} \) neuron. The negative output scalar is

\[ x_j = g(C_j Y_j + b_j). \]

where \( g \) is the activation function in the negative direction, \( b_j \) is the bias of the \( j^{th} \) neuron, \( C_j = (c_{ij}, c_{2j}, ..., c_{ij}, ...) \) is the vector of connection, \( c_{ij} \) is the weight from neuron \( k \) to neuron \( j \), and \( k = 1, 2, ..., d_i \).
FIGURE 3. A congruity learning system consisting of the dataset, the generalization with memory, a filter, the personalization with response, and a congruity function.

The generalization is defined by a memory model with an error function using the general data.

\[ E^g(q) = \sum_{y_i \in D^g} \lambda_g \| y_i - y \|^2 + \sum_{x_i \in D^g} \lambda_q R_q \| x_i - x \|^2. \]

where \( \lambda_g \) is the weight for the training error based on the labelled general data and \( \lambda_q \) is the weight for the \( q \)-th generalization term \( R_q \).

The personalization is defined by a response model with an error function using the personal data.

\[ E^p(\theta) = \sum_{y_i \in D^p} \lambda_p \| y_i - y \|^2 + \sum_{x_i \in D^p} \lambda_k F_k \| x_i - x \|^2. \]

where \( \lambda_p \) is the weight for the training error based on the labelled personal data and \( \lambda_k \) is the weight for the filter \( F_k \).

The congruity function with its minimization is defined by

\[ E(\theta) = (1 - \alpha) E^g(\theta) + \alpha E^p(\theta), \]

\[ E^* = \min_\theta E(\theta), \]

\[ \theta^* = \arg\min_\theta E(\theta). \]

where \( E(\theta) \) is the congruity function, \( 0 \leq \alpha \leq 1 \) is the weight of the congruity for generalization and personalization, \( \theta^* \) is an optimized set of parameters, and \( E^* \) is an optimized congruity function. To predict the distance, the learning system is trained and executed by the following algorithm.

**Novel Algorithm 2: Congruity Learning**

**Input:**
- \( D_p \): The personal dataset;
- \( D_g \): The general dataset;

**Output:**
- \( \{Y_j\} \): The learning results;

**Parameters:**
- \( \theta_h = (\theta_{h1}, ..., \theta_{hn}) \): The parameters in the \( h \)-th layer;
- \( n \): The number of parameters in a given layer;
- \( h \): An order number, \( 0 \leq h \leq H+1 \);
- \( H \): The number of hidden layers;

Initiate all parameters such as \( \theta_h (0 \leq h \leq H+1) \) as \( \theta_0 \);

For \( h \) from 0 to \( H+1 \)

\[ d = n; \]

For all batches of data \((D_p, D_g)\)
\[ \Delta \theta_j = \lambda \hat{\theta} E^p(\theta_j) \hat{\theta}_j; \]

\[ E^p = E^p(\theta_j) \text{ and } E^g = E^g(\theta_j); \]

\[ \theta_1 = \theta_j + \Delta \theta; \]

\[ E^p(\theta_j) \text{ and } E^g(\theta_j); \]

\[ \Delta E^p(\theta_j) = \text{ABS}(E^p - E^g); \]

\[ \Delta E^g(\theta_j) = \text{ABS}(E^g - E^p); \]

If \( \Delta E^p(\theta_j) < \alpha \Delta E^g(\theta_j) \) then

\[ \theta_j = 0 \text{ and } d = d - 1 \text{ with a user-defined probability distribution}; \]

If \( d < d_{\text{max}} \) then

\[ h = h + 1; \]

\[ \text{Break}; \]

\[ \text{End if} \]

\[ \text{End if} \]

For all batches of data \((D_p, D_g)\)

Optimize \( E(\theta) \) using error back propagation or heuristics;

Output \( E^*, \theta^* \), and \( \{Y_j\} \).

The global prefetching for Internet service would depend on the centrality of nodes, the popularity of objects and the path with the minimum distance. A prefetching strategy is used by delivering the top-\( k \) popularity objects with local copies based on the graph with the distance weights, and the higher-centrality nodes have higher probability to be selected as the delivering node. If the popularity of an object is taken into account, then the probabilistic high-centrality prefetching is shown as the following.

\[ p_{ij} = \frac{nc_ifp_j}{\sum_{i,j} nc_ifp_j}. \]

where \( p_{ij} \) is the selection probability to deliver an object with the popularity \( fp_j \) to a node with the centrality \( nc_i \) on the path with the minimum distance, \( 1 \leq i \leq I, 1 \leq j \leq J \), \( I \) is the total number of nodes to be selected and \( J \) is the total number of objects to be delivered. The top-\( k \) object popularity is based on the real statistics of service requests with an approximate Mandelbrot-Zipf distribution.

V. CONTROL AND USER PLANES

This section describes how the ILM-based scheme works on the control and user planes to implement the SIEN.

The control plane includes a nonlocal ILM with naming service and distributed ILMs which deploys in nested containers as a tree topology, while the user plane includes forwarding elements, subscribers and publishers. Each ILM is with a table to map among human readable name (HRN), globally unique identifier (ID) and at least one network address (NA) such as IP in this paper, where an HRN could be described by uniform resource identifier (URI). The forwarding elements could be access points (APs), switches, routers, gateways, etc. The subscribers and publishers could be devices, servers, personal computers, sensors, etc.
As shown in FIGURE 4, each subscriber or publisher can be registered for identifiers and locators (i.e. naming and resolution registration) via a local ILM, and the ILM would propagate the registration to higher-level ILMs until reaching the nonlocal ILM with naming service (NS). After the registration, a subscriber can send a request message with the ID of the requested object and its own ID to a forwarding element in order to get data. The forwarding element would ask a local ILM for a mapping between the destination ID and its IPs to get the IPs of the requested ID. The ILM would reply with a set of IPs as the resolution results. The forwarding element would select one of IPs, add it to the message and implement forwarding operation. It would be efficient for mobile destinations to obtain an updated list of IPs. The data forwarding procedure can be decoupled with the data request procedure by separately delivering the message.

For the relation between ILMs and containers, the ILM (i1) on the control plane corresponds to the container C(i1) on the ImP. If a publisher asks the ILM to register an ID with its IPs, the message first arrives a local ILM in the low-level container such as C(i1). Then, the message can be forwarded to a high-level container such as C(i2) or the higher-level container for the nonlocal ILM until returning the requested result. If the subscribers send a message including the ID of the requested object and its own ID to its local forwarding element, then the forwarding element first asks the local ILM such as C(i3) for a mapping between the destination ID and its IPs. Then, the message is forwarded to a high-level container such as C(i2) for replying with a set of IPs. When necessary, the message would be forwarded to the nonlocal ILM.

For the caching scheme, it supports on-path caching in the implicit way and allows to answer the requests for the same ID with the local copies. Based on passing messages at intermediate data forwarding elements, it allows subsequent requests for the same ID to be answered with the locally cached copies. Each time an object is cached off-path or replicated in the explicit way, the ILM should be informed of the change to update the corresponding ID entry with the additional IPs. Each forwarding element might implement its own policy on consulting with the ILM for additional cached copies.

In current Internet, IP addresses are used for the mapping of the host-centric or server-client models to identify a realm of the administrative domain. The domain name system (DNS) supports only static bindings, mostly using static IP addresses. The frequent change in a location of terminals or data objects would lead to failure in the end-to-end connection due to the use of IP address which is bound to the location.

In future Internet such as 5G, the ILM would be adapted to the dynamic bindings between identifiers and locators to support mobility on demand and satisfy the requirement of low latency. The identifiers for all objects are split with their dynamic IPs. By using a nonlocal ILM table, each object is assigned a globally unique ID via a naming service system that translates HRN to ID. Each ID is using a long identifier such as a hash string with 160 bits or even longer. Since the length ensures that the probability of a collision is small, the IDs can be randomly selected. Each ID can be mapped into one or more IPs via the ILM. If an object is available, all copies will have the same ID in multiple locations. It supports identifier-based delivery via data IDs or host-to-host communication via device IDs.
VI. EVALUATION IN 5G SCENARIOS

In this section, the SIEN was evaluated by assumptions, simulation and proof-of-concept (PoC) implementation using information-centric networking (ICN) in 5G scenarios such as mMTC, eMBB, URLLC.

We assume that all globally unique long identifiers (IDs) for objects are with 160 bits fixed lengths as flat names and each ID binds less than five network addresses (NAs) with 32 bits using IPv4 addresses or 128 bits using IPv6 addresses for eMBB, URLLC, and the nonlocal domain of mMTC. As mentioned in section V, a global identifier-locator mapping (ILM) with naming service has been used to map from an HRN to ID. The additional information such as the type of service and its priority shares 32 bits lengths.

For the local domain of mMTC, it is not feasible to run long IDs due to the length of the packet header and the costly ILM considering the limited resources of mMTC devices. We assume all mMTC devices have less than 50MHz computation, less than 128 bytes communication capability, less than 50kB memory, and less than 300kB storage. Then, we assume all local short names for mMTC objects are with 8 bits fixed lengths, and only lightweight protocols such as Bluetooth low energy (BLE) could be used in the local domain of mMTC.

The number of IDs is set to be near $10^{10}$ based on the number of mobile devices, and the number can be increased to $10^{15}$ or even scaled up $10^{18}$ based on the potential number of data in future Internet. Each ID updates its IPs 100 times per day. According to Cisco forecast, the portion of audio-visual Internet service traffic in the total amount of Internet service traffic keeps increasing to potentially reach around 80% next year, so we assume the 80% memory of each network element is for audio-visual Internet service, and the remaining 20% memory is for other services. The downlink bandwidths are 3 times wider than the uplink bandwidths. The initial value is set to be 8 GB memory and 1.2 Gbps downlink bandwidths with 6.4 GB free memory and 0.4 Gbps uplink bandwidths for Internet service.

For the simulation with satisfying the 5G requirements, a server with 24 processors of 2.10GHz Intel Xeon E5-2620 CPU 32GB RAM and NVIDIA GPU Grid K2 8GB GDDR5 and many computers with two processors of 2.50GHz Intel Core i7-4710MQ CPU 16GB RAM and NVIDIA GEFORCE GTX 760 GPU 2GB GDDR5 are used to train the learning system and constructing the containers. Three-level containers are constructed to simulate typical 5G scenarios for future audio-visual-tactile Internet. We assume that the URLLC scenario requires $T_1$ for less than 1ms ultra-low latency, the eMBB scenario requires $T_2$ for 1~150ms low latency, and the mMTC scenario requires $T_3$ for 150~500ms latency. The URLLC and eMBB scenarios could keep the service continuity in movements with different speeds such as 5km/s, 50km/s, and 500km/s. The physically distributed or collaborative machines could be implemented by nested containers in a logically centralized way to improve the scalability as the size and dynamics of networks increase.

For quantitative evaluation based on audio-visual-tactile multimedia service, 9,581,751 imbalanced samples with partial and conflicting labels from the history are collected as a dataset. There are 9,077,448 benign samples, 328,811 malware samples and 175,492 uncertain samples from ICN servers, personal computers, devices, sensors, routers, switches, network performance collectors, user-generated data servers, caching servers, and online web sites. Besides, the open-source ISCX2012 [31] could be used as a part of dataset, if the security [32][33] issues are considered in the near future.
The evaluation of SIEN is as shown in FIGURE 5. In containers, a message can be propagated among multiple levels, so that a binding for an object is recorded along the path from one level to another level. For example, a message is propagated from the user plane on the bottom level, to the control plane on the middle levels, and then to the IeP on the top level.

For the publishers and subscribers in the private routing area, if a device is registered in the ILMs with naming service to get a global ID (marked as $GT$) for publishing and subscribing, and the $GT$ is mapped to its private address $P_k$. If the device is in local mMTC domain, it has a short name (marked as $L_t$) as its local identifier (LID). The data object, which has its global ID (marked as $GX$), can be registered in the private area to make it accessible for other objects connected to the same access point (AP). If the data object is in the local mMTC domain, it should also have a short name (marked as $L_t$) as its LID. Each AP has its IP (marked as $N_z$), and an indirect binding should map the global data identifier ($GX$) into the device identifier ($GT$). Inside the local mMTC domain, the indirect binding should be from an mMTC data identifier ($L_t$) to an mMTC device identifier ($L_t$).

For the PoC implementation in the public routing area, the data registration is generated from a URLLC device (1), an mMTC device (2), or an eMBB device (3). The registration from the URLLC or mMTC devices would be propagated to the gateway (4) for the local domain of the scenario. Then it would be propagated to the ILM with naming service on the control.
plane as (5) via an AP to finish the registration. Jingling Phantom 4 Pro unmanned aerial vehicle and Raspberry Pi 3 Model B with thermo-hygrostat sensors and cameras for augmented reality can be used as the devices and the gateways. The process of decision making is as shown in (6)(7)(8)(9). The network data would be gathered from the control plane and the ImP to the IeP as (6)(7). The result of decision making would be propagated directly or indirectly from the LDMs on the IeP to the ILMs on the control plane as (8), and then to a set of network elements in multi-level containers on the ImP as (9). The decisions such as prefetching would be executed as (10)(11)(12) for delivering the top-k popularity objects as the local copies for Internet service in the distributed network elements with storage spaces.

When a data request is from the subscribers, it would be propagated to a local AP as (13) and then to a switch as (14). The switch would forward the request to ILMs as (15) so that at least one IP is returned as the result of mapping. Then, the switch keeps forwarding the data request to other switches hop by hop as (16)(18)(20) till reaching the returned IP. Each switch could forward the request to its local ILM as (17)(19) for the ILMs so that the latest IPs are returned as the result of mapping. And then, the requested data could be propagated to the subscribers as shown in (21)(22)(23)(24)(25). The above situation is the worst case. In the better case, the requested data would be prefetched on the forwarding path. The data could be propagated to the subscribers with a part of the path from (14) to (24), so the network traffic would be offloaded.

In order to measure future network traffic performance more accurately in 5G scenarios for audio-visual-tactile multimedia service, Internet traffic offloading (ITO) is newly designed as the following.

\[
ITO = \frac{\sum_{n=1}^{N} (J_n H_{cn} - \sum_{j=1}^{J_n} H_{nj}) V_n}{\sum_{n=1}^{N} J_n H_{cn} V_n}
\]

where \(N\) means the total number of requests from users, \(V_n\) denotes the volume of the \(n\)-th requested object, \(H_{nj}\) represents the hop count of the \(j\)-th routing path in the \(n\)-th request between the users and the in-network object sources, \(1 \leq n \leq N, 1 \leq j \leq J_n\), and \(H_{cn}\) is the hop count of the routing without LDM function, prefetching and caching in the \(n\)-th request between the users and the original object sources. The ITO should be more accurate to evaluate the in-network traffic than the hit rate without considering the object volume and the hop count. The volume of objects should be taken into account. The hop count between the users and the sources would be one of the most important factors to impact the overall flow, since the overall in-network traffic offloading of the 1-hop hit between devices is obviously higher than that of the \(n\)-hop hit between personal computers.

As shown in FIGURE 6, the performance of eMBB visual traffic offloading was evaluated with respect to the scalability of the average data rate using the SIEN in comparison to the state-of-the-art techniques [7][8][9][10].

As shown in FIGURE 6, the performance of eMBB visual traffic offloading was evaluated with respect to the scalability of the average data rate from 8 Mbps to 512 Mbps using the SIEN in comparison to the state-of-the-art techniques. The SIEN improved the performance of eMBB visual traffic offloading by maximum 19.74%, average 15.44% and minimum 13.16% in the best case and by maximum 15.71%, average 9.92% and minimum 6.17% in the worst case in comparison to ECD2D+QL2017. The SIEN improved the performance of eMBB visual traffic offloading by maximum 22.56%, average 19.02% and minimum 15.17% in the best case and by maximum 18.53%, average 13.50% and minimum 8.38% in the worst case in comparison to PFD2D2017. The SIEN improved the performance of eMBB visual traffic offloading by maximum
24.21%, average 22.08% and minimum 20.76% in the best case and by maximum 20.18%, average 16.55% and minimum 13.09% in the worst case in comparison to HP2P+TC2016. The SIEN improved the performance of eMBB visual traffic offloading by maximum 33.03%, average 29.71% and minimum 25.05% in the best case and by maximum 28.88%, average 24.19% and minimum 20.20% in the worst case in comparison to HP2P2014.

As shown in FIGURE 7, the performance of eMBB visual traffic offloading was evaluated with respect to the scalability of the average latency using the SIEN in comparison to the state-of-the-art techniques [7][8][9][10].

As shown in FIGURE 7, the performance of URLLC tactile traffic offloading was evaluated with respect to the scalability of the average latency from 1 ms to 128 ms using the SIEN in comparison to the state-of-the-art techniques. The SIEN improved the performance of URLLC tactile traffic offloading by maximum 17.50%, average 14.76% and minimum 8.69% in the best case and by maximum 14.38%, average 11.30% and minimum 5.56% in the worst case in comparison to ECD2D+QL2017. The SIEN improved the performance of URLLC tactile traffic offloading by maximum 22.83%, average 19.32% and minimum 13.15% in the best case and by maximum 19.31%, average 15.86% and minimum 10.02% in the worst case in comparison to ECD2D+QL2017. The SIEN improved the performance of URLLC tactile traffic offloading by maximum 21.13%, average 18.34% and minimum 11.61% in the best case and by maximum 17.63%, average 14.89% and minimum 8.86% in the worst case in comparison to HP2P+TC2016. The SIEN improved the performance of URLLC tactile traffic offloading by maximum 22.61%, average 20.41% and minimum 17.46% in the best case and by maximum 19.14%, average 16.96% and minimum 14.71% in the worst case in comparison to HP2P2014.

As shown in FIGURE 8, the performance of mMTC hygro-thermo-audio traffic offloading was evaluated with respect to the scalability of the average density from 63 kilo objects per km² to 1049 kilo objects per km² using the SIEN in comparison to the state-of-the-art techniques. The SIEN improved the performance of mMTC hygro-thermo-audio traffic offloading by maximum 28.41%, average 16.74% and minimum 7.10% in the best case and by maximum 17.45%, average 11.72% and minimum 5.90% in the worst case in comparison to ECD2D+QL2017. The SIEN improved the performance of mMTC hygro-thermo-audio traffic offloading by maximum 32.65%, average 20.86% and minimum 7.80% in the best case and by maximum 21.70%, average 15.85% and minimum 6.60% in the worst case in comparison to HP2P+TC2016. The SIEN improved the performance of mMTC hygro-thermo-audio traffic offloading by maximum 32.65%, average 20.86% and minimum 7.80% in the best case and by maximum 21.70%, average 15.85% and minimum 6.60% in the worst case in comparison to PFD2D2017. The SIEN improved the performance of mMTC hygro-thermo-audio traffic offloading by maximum 46.04%, average 31.97% and minimum 8.44% in the best case and by maximum 27.32%, average 20.12% and minimum 7.24% in the worst case in comparison to HP2P+TC2016. The SIEN improved the performance of mMTC hygro-thermo-audio traffic offloading by maximum 46.04%, average 31.97% and minimum 8.44% in the best case and by maximum 27.32%, average 20.12% and minimum 7.24% in the worst case in comparison to HP2P+TC2016. The SIEN improved the performance of mMTC hygro-thermo-audio traffic offloading by maximum 46.04%, average 31.97% and minimum 8.44% in the best case and by maximum 27.32%, average 20.12% and minimum 7.24% in the worst case in comparison to HP2P2014.
FIGURE 8. The performance of mMTC hygro-thermo-audio traffic offloading with the scalability of the average density using the SIEN in comparison to the state-of-the-art techniques [7][8][9][10].

VII. RELATED WORK

It is urgent for the traffic offloading techniques to satisfy the requirements of future Internet such as 5G. For vehicle-to-vehicle (V2V) scenario, an information-centric networking (ICN) based caching policy was introduced by W. Zhao et al. [14] to improve traffic offloading. An ICN-based framework was introduced by G. Chandrasekaran et al. [15] for mobile distribution using device-to-device (D2D) for achieving traffic offloading. To exploit ICN chunks by prefetching, a caching scheme was introduced by G. Rossini et al. [34] to move solid state drives (SSD) bottleneck from access time to external data rate. By predictive network traffic engineering, a log-normal video-on-demand (VoD) distribution model was proposed by H. Hasegawa et al. [35] to show the effectiveness for online streaming service. Since the traffic from online mobile video delivery that provides the resources of VoD services has occupied an increasingly large fraction of traffic, multimedia streaming would be considered as one of the major parts of network traffic overhead. The practices of D2D techniques were summarized by X. Lin et al. [36] with identifying challenges and drawing lessons.

The intelligent networks become increasingly important for large-scale cyber-physical distributed systems such as Internet of things. The programmable networking-computing integration was discussed by J. H. Haga et al. [22] on using SDN by intelligent solutions. A knowledge plane was proposed by D. D. Clark et al. [25] for the Internet. To overcome the shortcomings of the knowledge plane, an inference plane was proposed by J. Strassner et al. [26] as a decentralized network overlay for cognitive information processing. By focusing on the reasoning on network management with a knowledge plane, a knowledge graph was introduced by R. Quinn et al. [37] to capture data on the networks and the applications. The knowledge plane was used by storing information concerning all layers of the protocol stack for mobile wireless ad hoc networks (MANETs) to improve the network performance [38] and to reduce the energy consumption. By focusing on fault management for multi-domain services, a shared knowledge plane was implemented by A. Castro et al. [39] to ensure communication among distributed agents. However, it is still hard to realize scalable intelligent networks by taking full advantage of large-scale data and heterogeneous resources.

VIII. ANALYSIS AND DISCUSSION

In this section, the validity, the major factors to impact the performance, and the potential researches on SIEN in future Internet would be analyzed and discussed.

For the validity, both the best case and the worst case have been evaluated. According to the statistics of traffic offloading with application to 5G scenarios [40], the overall performance is improved by loading CDM, LDM and ILM with flat names for objects in practice, but the reason why it works is still unclear in theory. The average variance of traffic offloading is 5.52% with respect to the data rate in eMBB scenario. The average variance is 3.40% with respect to the latency in URLLC scenario. The average variance is 5.01% with respect to the density in mMTC scenario. It would be more valid to have real experiments based on a global infrastructure.

The ImP with containerization should be one of major factors to improve the network performance. The CDE is used to realize proximity-based data sharing and traffic localization. It is the foundation to deploy ILMs on the control plane. The ILMs also improve the performance by supporting large-scale dynamic bindings between identifiers and locators. The hierarchical ILM-based scheme makes it possible to share fine-grained data for dense networks with on-demand mobility. The main difference between ILM and DNS is as follows. The ILM is based on flat names in the length of 160 bits, while the
DNS is based on hierarchical IPs. The flat name space, which is $2^{160}$ or near $10^{48}$, is much larger than the IP-based hierarchical name space. The name authenticity can be verified by the self-certifying scheme or the existing certifying schemes such as PKI and block chain to ensure the data integrity.

The IeP with congruity learning should be another major factor to improve the performance. The prefetching should be positive for traffic offloading. The IeP offers a global view to prefetch the named data based on LDM and CDE. The LDM can be used for the distance prediction, the state prediction, and the data classification. The imbalanced, conflicting and partial data can be purified by the LDM. It will be meaningful to research spatiotemporal learning with data purification and imbalanced learning [41].

As shown in FIGURE 9, Akhshabi et al [42] pointed out that the internet protocol stack has a hourglass structure, and the current thin waist appears in the IP layer. The current Internet suffers the problem of cross-layer incongruity with many serious issues such as scalability, mobility and security. The higher layer over IP includes protocols, applications, and services. The lower layer under IP includes the infrastructure such as mobile terminals and heterogeneous networks. It is hard for the current IP-based architecture to meet the requirements of future Internet [43] with the development of emerging applications such as audio-visual-tactile multimedia service, ultra-low-latency interaction, and reliable telemedicine. To take differentiated service in audio-visual-tactile Internet as an example, the auditory response time is within 100 millisecond, the visual response time is about 10 millisecond, and the tactile response time is close to a millisecond.

There are three basic ways to overcome the above issues of IP thin waist. The first one is incremental-patch-first such as Diffserv [44]. The second one is clean-slate-first [45] such as ICN. The third one is scalability-first with IP compatibility. The SIEN with all named objects, subjects and entities would be the scalable thin waist between future Internet applications and network infrastructure to satisfy the increasing requirements such as latency, data rate and density, where an entity is something that exists as itself, a subject is an observing being, and an object is an observed thing. The congruity means the awareness and adaptability of cross-layer features in a hierarchical architecture to connect different layers in a more intelligent way. Since most of applications or users are concerned with the information itself, rather than the network elements or hosts to provide the information, it is an incongruity between information-centric application pattern and host-centric communication pattern. The cross-layer incongruity with pattern, topology and spatio-temporal features leads to the degradation of network performance with a series of specific problems such as link failure, end-to-end delay, interactive instability, routing congestion, etc. The current approaches include delay tolerant network, wireless mesh network, content delivery network [46], ultra-dense network [47], cognitive radio network [48], peer-to-peer, machine-to-machine [49], device-to-device [50], and so on.

In SIEN, each object is named by a globally unique flat name to support data communication and service delivery using the connectionless model by binding the object to the identifier with its locators. Any application can use the identifier to obtain the corresponding service with at least one locator such as IP for routing, forwarding and mobility management. The data can be exchanged between internal and public networks by gateways with a mapping between local and global identifiers. It allows the provisioning of diverse objects such as devices, data and services. A fixed-length globally unique identifier would be allocated to each object with self-verification, and the data integrity could be achieved.

By considering the scalability of mobile users, network elements and data objects, the LDM on the IeP can be used as one of network functions in future Internet to improve performance by building self-configuring, self-managing and self-optimizing networks. The related network functions in 5G may include user equipment, radio access network or access network, user plane function, data network, etc. The data rate, latency and connection density are three of 5G basic requirements. For the 5G eMBB scenario, the user data rate would be from 0.1Gbps to 1Gbps, or even 20Gbps, which should be 100 times or even higher user data rate than 4G. For the 5G URLLC scenario, the latency would be 1ms or even lower, which should be at least
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**FIGURE 9. The SIEN as the thin waist of the hourglass structure to improve cross-layer feature incongruity which impacts many issues and requirements in future Internet.**

---
5 times reduced latency than 4G. For the 5G mMTC scenario, the connection density would be from $10^3$ to $10^6$ devices or more objects per km², which should be from 10 to 100 times or even higher connection number than 4G. In fact, the international telecommunication union has identified fifteen ICN-related standardization gaps. This paper covers many gaps such as E.1, E.8, E.9 and E.13. The related works have proved ICN with exploiting the communications between proximity-based objects such as D2D and P2P improved performance such as traffic offloading, spectrum utilization, overall throughput, energy consumption, etc.

As the user equipment (UE), Internet service providers (ISPs) and Internet content providers (ICPs) increases rapidly, the current Internet scales with heterogeneous interactive network elements accessing to it. The traditional networking uses a single ISP node for a large number of users, even if the ISP node has insufficient capacity. In the current networks, different autonomous systems (ASs) are managed by different ISPs. As a result, each ISP upgrade the infrastructure within its own ASs due to the economic benefits. That leads to many inter-domain issues such as latency, bandwidth, and service quality. The inter-domain routing is based on the BGPs which select only one path at a time. Any failure on the path may lead to an interruption or a network shock. Especially for a larger-scale network, the interruptions or shocks become frequent, so it leads to a big issue of scalability.

The SIEN is designed to intelligently access any a named object as a service offered by the network. It is supposed to be more resilient to deal with the failures such as the inter-domain routing shock or churn. It is supposed to improve QoX for users across ISPs or ICPs with multiple ASs. It is supposed to improve the capacity of multi-path Internet service by facing the challenge with the rapidly increasing number of the UEs such as IoT devices. It is supposed to utilize large-scale network resources and provide any Internet service for any user at anytime and anywhere.

This paper showed the feasibility for SIEN to deliver an open data service in 5G scenarios for audio-visual-tactile Internet. The SIEN supports identifier-locator separation, and it offers the flexibility for diverse objects to move among multiple ISPs, ICPs, or ASs by dynamical binding between identifiers and locators. Because each identifier is unique and persistent, a conversation can be established by the identifier and routed by its locator. The level of containers depends on the spatio-temporal range such as latency. The different levels of ILMs support the object registration and resolution from UEs with different moving speeds. The requests of registration and resolution would be forwarded to one of the most appropriate ILMs to get high-performance response regardless of the location and the moving speed of an object. Thus it is beneficial to service continuity by supporting both subscriber and publisher mobility. The IPv4 or IPv6 can be used as locator to achieve the compatibility with IP-based infrastructure.

As shown in FIGURE 10, the SIEN focuses on a new research topic on cross-layer feature congruity in future Internet. In this young topic, many problems are still open, immature or undefined, and we do not know what the mechanisms really are and how to build them in details. First, based on the best-so-far understanding for feature congruity, the SIEN can be modelled by the ImP with CDEs, the IeP with LDMs, the CoP with ILMs and the UsP with agents/drivers. Second, the proof-of-concept system for future audio-visual-tactile Internet is implemented based on the technical details of SIEN. Third, the performance is evaluated to get feedback for improving the technical details. Fourth, the experimental evidences are collected to get better understanding for cross-layer feature congruity as a research loop of continuous improvement.

![FIGURE 10. A research loop of continuous improvement to get better understanding for cross-layer feature congruity in future networks such as audio-visual-tactile Internet.](image-url)
IX. CONCLUSION

The scalable intelligence-enabled networking (SIEN) was proposed with a mix of assumption, simulation and proof-of-concept implementation based on ICN in typical 5G scenarios for future audio-visual-tactile Internet, and a technique for Internet traffic offloading was contributed. The SIEN included an intelligence-enabled plane (IeP) on the top level, an intelligent management plane (ImP) with more than three levels, a control plane on the middle levels, and a user plane on the bottom level. On the IeP, a congruity learning with generalization was contributed for learning and decisions making (LDM). On the ImP, a weighted graph algorithm was contributed to organize network elements or resource partitions for containerization and decision execution (CDE). On the control plane, a CDE-based scheme was contributed for identifier-locator mapping (ILM). On the user plane, the registrations, requests and data would be forwarded to test the traffic performance. The evaluation showed that the SIEN outperformed four state-of-the-art techniques of traffic offloading, as the change of the data rate in eMBB scenario, the latency in URLLC scenario and the density in mMTC scenario.

In future, it would be meaningful for SIEN to study locality-sensitive CDE, spatio-temporal LDM, enhanced ILM, and on-site real-time mobile edge service. It would be advantageous for SIEN to improve multimedia, multipath, multi-point, multi-protocol, multi-tenant, multi-level, cross-layer and inter-domain problems. It would be beneficial to solve more issues such as security, compatibility, latency, mobility, routing, caching, load balance, congestion control, resource merger/segmentation, manageability, deployability, scheduling, resiliency, and so on.
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