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\textbf{ABSTRACT} Inefficient data transmission has been a development bottleneck of Vehicular Ad-hoc NETworks (VANETs), especially in urban areas. It has been proved that many complex IP-based solutions are difficult to be applied in the highly dynamic and link-interrupted vehicular environment. In recent years, Named Data Networking (NDN) has become the most popular realization of Information-Centric Networking (ICN) for future networks. Its characteristics of multi-source, multi-path and in-network caching are helpful for improving the data transmission in VANETs. However, the bottom layer of vehicles cannot provide multiple interfaces to different domains like the routers in wired networks. Thus interface-based forwarding degenerates into directionless broadcasting with low performance and high overhead. Against this problem, we propose COMPASS, a novel named data transmission protocol for VANETs. Firstly, a dynamic directional interface model is built as the cornerstone of our COMPASS. Secondly, the forwarding strategies are improved for rapid interest dissemination and named data retrieving. Besides, an interface remapping method and the update strategies of Forwarding Information Base (FIB) and Pending Interest Table (PIT) are designed to enhance the robustness in high-mobility environment. Finally, the performance of COMPASS is verified on ndnSIM. Compared with the other three state-of-the-art protocols, COMPASS obtains the highest interest satisfaction ratio and the shortest transmission delay in urban traffic scenarios with restricted communication and storage overhead.

\textbf{INDEX TERMS} Vehicular named data networking (VNDN), named data transmission, forwarding strategy, dynamic directional interface.

\section{I. INTRODUCTION}

In recent decades, VANETs have been a research hotspot concerned by both academia and industry. With the distribution of Dedicated Short-Range Communications (DSRC) and the introduction of IEEE 802.11p (WAVE) [1], the safety applications such as collision avoidance and accident warning have been implemented by inter-vehicle broadcasting. However, as the upgrade of on-board applications, broadcasting is not a viable solution to provide high-quality data transmission for sharing traffic conditions, enhancing driving experiences and enriching on-line entertainments [2]. For VANETs, it is a great challenge to achieve efficient and reliable data transmission in the poor environment with highly dynamic topology and intermittent links.

Given the success of internet, a lot of research focuses on building an IP-based networking on the physical and link layers of WAVE so as to achieve addressing and routing among vehicles. Due to the host-centric nature of IP, many problems arise when it is implemented in VANETs such as address management, route discovery and session maintenance. Although some studies [3] attempt to fix IP by leveraging complex solutions, it is still difficult to achieve high performance in the vehicular environment. Therefore, it is more important for vehicles to retrieve data than maintain a multi-hop path to the data source.

Aiming at the problems of IP-based networks, ICN [4] is proposed as a new paradigm for future networks.
Among its realization schemes, NDN [5] is the most popular one that identifies and transmits data by a pre-designed hierarchical name. NDN provides a multi-source, multi-path and in-network caching way for data retrieving which is ideal for handling the transport challenges of VANETs [6]. Some research works [6]–[8] have attempted to deploy NDN on VANETs and proposed the concept of Vehicular Named Data Networking (VNDN) [9]. Since NDN is originally designed for wired networks, it does not take into account the different access technologies of wireless networks. Consequently, the vehicle nodes cannot control the named data transmission by leveraging the underlying interfaces.

As shown in Figure 1, the NDN routers deployed in wired networks manage two data structures: FIB and PIT. Each FIB or PIT entry is bound to one or more interfaces. Before sending interest or named data, the routers query their FIB or PIT to determine the outgoing interfaces. In this way, the whole network is divided into several domains by each router, and named data is transmitted across domains through different interfaces. In VANETs, the vehicles are usually equipped with the same wireless communication devices. They cannot divide the network space by using only one interface. To achieve named data transmission, the vehicles have to broadcast at each hop [10]. To create extra interfaces for data transmission, some studies [11] suggest that the vehicles adopt multiple wireless communication technologies in bottom layer such as WAVE, 4G/LTE and WiMax. This approach increases the cost of car production but still cannot provide a clear network division due to the overlaps between coverages of different communication technologies.

Due to the lack of interface support from underlying layer, the vehicles’ FIB and PIT are ineffective during named data transmission. If all the nodes disseminate interest and retrieve named data by unrestricted broadcast, it is likely to cause broadcast storm by flooding. So far, some methods [12]–[14] have been proposed to alleviate this problem such as adopting a delay-based distributed broadcast algorithm and selecting the optimal neighbor as the relay at next hop according to one or multiple attributes [15]–[18]. Although these efforts can mitigate broadcast storm by reducing network redundancy, they cannot achieve efficient named data transmission. Besides, other studies [19]–[21] attempt to direct interests to the potential providers or their surrounding areas. However, the idea that the consumers obtain the details of providers before sending interest is inconsistent with NDN’s content-centric nature and also unfeasible in actual traffic scenarios.

In summary, efficient data transmission in VNDN requires accurate control of interest and named data forwarding at each hop. It is critical to provide a valid solution for vehicles, which can successfully associate the virtual named data space with the actual network space by interfaces.

In this paper, we propose a novel named data transmission protocol for VNDN. Just as a compass helps the traveler make navigation, it controls the interest and named data forwardings at each hop by dynamic directional interfaces. That’s why we name it as COMPASS. Compared with the previous works, COMPASS can achieve higher interest satisfaction ratio and shorter transmission delay with restricted communication and storage overhead. Its novelty can be summarized into the following three points.

- To provide effective interfaces for vehicles, we discuss the challenge of building interfaces in VNDN, analyze the defects of static division strategy when it is applied to urban traffic scenarios, and propose a dynamic directional interface model (DDIM) which can flexibly make division according to the driving direction and provide directional interfaces with high robustness.

- Based on DDIM, COMPASS is proposed as a novel transmission protocol for VNDN. In COMPASS, both the data structures and forwarding strategies are redesigned to achieve efficient interest dissemination and named data retrieving. Besides, an improved delay-based distributed broadcast algorithm which allows 0-delay forwarding at high-priority nodes is designed to speed up the entire transmission process.

- To deal with the high mobility of vehicular environment, an interface remapping method is put forward to maintain the validity of FIB and PIT entries after the driving directions of vehicles have changed. In addition, the update strategies of FIB and PIT are also improved so as to enhance the adaptability of vehicles in the high-mobility traffic scenarios.

The rest of this paper is organized as follows. In section II, related work on named data transmission in VANETs and discussions about our motivation are presented. Through comprehensive analysis and comparison, our DDIM is proposed in section III as the foundation of COMPASS. Then, the data structures and forwarding strategies are redesigned in section IV. To support high mobility, an interface remapping method as well as the update strategies of FIB and PIT are introduced in section V. In section VI, our COMPASS is implemented on ndnSIM and compared with three state-of-the-art protocols. Finally, the whole research work is concluded in section VII.

II. BACKGROUND AND MOTIVATION

The inability of underlying layer to provide valid interfaces is a great challenge in deploying the original NDN directly on vehicular networks. In real traffic scenarios, since vehicles are uniformly equipped with one type of wireless communication device, both interest and named data are sent or forwarded
by broadcast. The transmission progress is achieved by unrestricted flooding, which is easy to cause broadcast storm. According to the pull-based mode of NDN, the named data is retrieved along the reverse path of interest. Hence, how to effectively control the interest propagation is a key issue in designing transmission protocol for VNDN. In recent years, some studies have focused on achieving efficient named data transmission by directing interest propagation. According to their forwarding principles, they can be divided into three categories: blind forwarding, neighbor-aware forwarding and destination-aware forwarding.

A. BLIND FORWARDING

Blind forwarding means that vehicles have no information before sending or forwarding interest. To avoid conflicts, the delay-based distributed broadcast is a commonly adopted interest suppression technology.

In [12], a uniform random value from the range of 0 to 2 milliseconds is set to the collision-avoidance timer at every node. In this way, even when the neighboring nodes receive an interest packet at the same time, they are likely to schedule the forwarding operations at different moments. A similar approach with a counter-based suppression technique is proposed in [13], where different defer timers are set for interest and data forwarding to prioritize data over interests. During the defer time a node overhears the channel. If the same interests or data are broadcast by other nodes for a number of times, the node will abort its suspended forwarding. However, the random approach is not an optimal solution for distributed broadcast. In consideration of the predicted link stability between neighboring vehicles, a defer timer function is designed in LISIC [14] to determine the forwarding priority of all the neighbors. Upon an interest reception, a vehicle first estimates its link stability with the sender or relay at last hop by their locations, velocities and directions, then sets a defer timer for current interest based on the predicted connectivity duration. A similar approach is also followed in MobiNDN [22]. During the interest dissemination, the calculation of defer time is coupled with the concept of sweet spot. The vehicle at a favorable position has a high priority of interest forwarding by setting a low delay value.

Although effectively alleviating conflicts among neighboring nodes, the delay-based distributed broadcast introduces an additional delay in the transmission process and cannot guarantee the coverage of every potential provider. Different from the above studies, interest flooding is allowed in CODIE [23] to speed up the searching for data sources, but a hop limit is carefully set for the progress of named data retrieving. In CODIE, the redundant copies of named data are discarded at the relays according to their hop limits. In this way, it alleviates the packet conflicts and reduces the transmission overhead. LAPEL [24] is an improved version of CODIE. Besides hop limit, an adaptive algorithm is designed to calculate the lifetime of PIT entries. For an interest, the relevant PIT entries at intermediate nodes along a transmission path are assigned with different lifetimes. Since the intermediate nodes can detect packet loss and trigger a retransmission whenever its lifetime expires, the whole transmission process can be accelerated with less overhead than that in CODIE.

B. NEIGHBOR-AWARE FORWARDING

The idea of neighbor-aware forwarding is that vehicles can obtain the status information of neighbors by exchanging messages and select one or more candidates from the neighbor list as the relays at next hop when forwarding an interest.

In [25], the area around the interest sender (or forwarder) is divided into 4 quadrants. The farthest neighbor in each quadrant is selected as the relay node. To this purpose, two additional packets (ACK, CMD) are exchanged between the sender and its neighbors. In order to reduce the bandwidth usage induced by interest flooding, the NAIF [15] scheme decides the eligibility of a relay node based on its data retrieval rate for a given name prefix and its distance to the consumer. Similarly, the motion parameters of vehicles and link quality metrics are introduced in MUPF [17] which helps the interest relays in multiple unicast paths to select stable and reliable neighbors as next hops.

To mitigate the interest broadcast storm, a RobUst Forwarder Selection (RUS) is proposed in [16]. In RUS, each vehicle shares its satisfied interest(s) statistics with neighbors. All neighbors store this information in their neighbors satisfied lists and select the optimal neighbor as the interest forwarder by leveraging multi-criteria decision. For the same purpose as RUS, a Distributed Interest Forwarder Selection (DIFS) scheme is proposed in [26]. Different from RUS, the forwarding decision is made at the interest receiver. When the node at last hop sends an interest, its status information is piggybacked in the packet. After receiving this interest, the immediate neighbors rank themselves to be an eligible interest forwarder by using multiple attributes.

C. DESTINATION-AWARE FORWARDING

The studies on destination-aware forwarding can be divided into two categories. One is that the consumer has mastered the information of content providers. The other is that the consumer is not aware of any reachable provider but knows the area where the potential data source locates.

According to NDN, a large content should be split into multiple chunks for delivery. Thus, the consumer needs to continuously send a number of interests for those chunks. After successfully retrieving the first chunk, the consumer obtains the information of one or more providers, such as identifier, position, and expected hops. Therefore, the idea of specifying the preferred provider in the subsequent interests is proposed in E-CHANET [19] to deal with broadcast storm and reduce communication overhead. This idea is followed by [27] in which a location-based and information-centric (LoICen) architecture is built to improve the content procedure and mitigate the broadcast storm in VNDN. In LoICen, vehicles opportunistically obtain the location information of the potential providers that might have desired content in...
their cache. This location information is used whenever possible to improve content search by directing interest packets to the area where the content may be located. To suppress interest flooding, a content-centric framework named GeoZone is proposed in [21]. By leveraging a geo-referenced naming scheme, GeoZone builds a dissemination zone with the GPS coordinates of consumer and content provider.

It is an important assumption for the above works that the consumer should obtain the information of provider before sending interest. Although large content transmission is a suitable application scenario, the provider is unknown in most of applications. Additionally, it is challenging for provider maintenance in a highly dynamic environment. In [28], a naming scheme is designed to incorporate geolocation into names so that the problem of forwarding interest to a specified provider is transformed to directing it to the area where the probability of meeting the required data is maximized. Although the substitution of data spot for provider facilitates the interest propagation, it is only feasible for the applications coupled with geolocations. Aiming at steering interest towards where data resides, Navigo [20] maps data name to divided areas by introducing multiple geographic faces in the 2.5 layer and forwards interest along the shortest path. This is a complete solution for deploying NDN framework on vehicular networks, but it is not enough to locate the data source only by the self-learning of vehicles.

D. MOTIVATION

For the target of efficient named data transmission, it is necessary to direct interest packets to the potential content providers or their locations. However, the data-centric nature of VNDN makes it unreasonable for consumers to obtain the accurate information of providers before sending interests. Therefore, it is a great challenge for VNDN to resolve the contradiction between its data-centric nature and high transmission requirements.

Since the studies on blind forwarding and neighbor-aware forwarding attempt to search for the content across the entire network, they have to adopt the interest suppression technologies and choose the stable neighbors as next-hop relays for broadcast storm mitigation. The research works on destination-aware forwarding try to point the way for interest dissemination, but how to locate the data source is a knotty problem. Different from the previous work, a novel protocol named COMPASS is proposed for named data transmission in vehicular networks. In COMPASS, we build a dynamic directional interface model (DDIM) in NDN layer by analyzing the movement patterns of vehicles in urban traffic scenarios, design a novel distributed broadcast algorithm for interest dissemination and data retrieving on basis of DDIM, and finally improve the solutions of interface remapping and data structure management for high mobility support.

III. BUILDING INTERFACES FOR VEHICLES

For efficient data transmission in VNDN, how to provide effective interfaces for moving vehicles is the primary problem to be solved. In this section, the challenge of building interfaces in urban traffic environment is first summarized, then the static division strategy is deeply studied and proved not applicable to VNDN from both theoretical analysis and data statistics, and finally our Dynamic Directional Interface Model (DDIM) is introduced with its inherent advantages.

A. CHALLENGE OF BUILDING INTERFACES

Although there has been a number of communication technologies and protocols designed for VANETs in physical and link layers, it is unfeasible to forward data among those different interfaces due to incorrect domain division and high equipment cost. Therefore, we make a basic assumption that all the vehicles and infrastructure are equipped with one type of wireless communication device. On basis of it, we try to build multiple virtual interfaces in NDN layer instead of the hardware interfaces in underlying layers.

According to the research on Internet of Vehicles (IoV), it is common and effective to use the GPS information for data transmission improvement. Some previous studies have achieved directional flooding [29] and routing [30]–[32] by dividing the area around vehicle into several sections or quadrants. Inspired by those efforts, we propose the idea of building directional interfaces for every node in VNDN. By leveraging the geographic information provided by an onboard GPS device, a vehicle can divide its wireless coverage area into multiple directional interfaces. Every sector covered by the directional interface contains a number of neighbors. Through these interfaces, the vehicle can quickly classify its neighbors and easily specify its broadcast area. Since both interest and named data are forwarded according to the directional interfaces recorded in the FIB and PIT entries, maintaining the mapping relationships between neighbors and directional interfaces as long as possible is the key for vehicles to achieve efficient named data transmission in high-mobility and link-interruption vehicular environments.

In urban traffic scenarios, the mapping between neighbor and interface is easily broken due to many reasons which can be grouped into three categories. (1) The neighboring vehicle changes its motion state. For example, a neighbor makes a sudden turn at an intersection and quickly moves out of the directional interface which it belongs to before. (2) The local vehicle changes its motion state. If a vehicle changes the driving direction dramatically, it will leave most of its neighbors. As a result, a large number of mappings become invalid. (3) The direction of current road changes. Due to the close angles between road direction and interface boundary, some neighboring vehicles may jump from one interface to another frequently during the driving process. As shown in Figure 2, car A and B are moving along a road. At first, B is located in the westbound interface of A. When the road turns north, although the relative position of two cars remains unchanged, B is relocated in the northbound interface of A. Additionally, in some complex scenarios, the mapping may be broken due to one reason or the combination of several ones mentioned above. In the scenario of Figure 3, two
For designing an interface division scheme, three issues are affecting its robustness: (1) How to select the reference for interface division? (2) How to set the number of interfaces for vehicles? (3) How to provide the adaptability to the changes of scenarios?

### B. STATIC INTERFACE DIVISION STRATEGY

Some previous works [29]–[32] on directional data transmission adopt the fixed interfaces provided by the static division strategy. In their designs, the map direction is set as a reference. Although the reference direction and the interface number vary among different schemes, all the interfaces are fixed after division. In Figures 2 and 3, car A adopts a classic Static Directional Interface Model (SDIM) in which four fixed interfaces are built respectively according to the geographic directions of north, west, south and east. The static interface division strategy is easy to implement on vehicles, but it has the following two defects when applied in an urban traffic environment.

First, a fixed interface may fail due to the change of road direction. In the example of Figure 2, car B will no longer belong to the westbound interface of A once the direction of road turns to northwest. To verify that this failure is common in urban traffic scenarios, we analyze the applicability of classic SDIM in three typical cities. In Figure 4, the road networks of three cities are drawn by OSMnx [33]. Beijing is a long-established imperial city where the roads are planned to follow the north-south and east-west directions. Thus, it provides a nearly perfect environment where the vehicles’ fixed interfaces rarely fail due to the change of road direction. Wuhan is an inland shipping hub in central China. Its road planning refers to the flow direction of Yangtze River. Since there are a large number of roads whose direction angles are close to those of SDIM’s interface boundaries, the failure of fixed interface will occur frequently. San Diego is an important port on the west coast of the United States. As shown in Figure 4c, there are also some roads along the coastline or connecting inland that will cause the fixed interfaces of SDIM to fail.

For further verification, we analyze the taxi GPS trajectory datasets from those three cities. The properties of datasets are detailed in Table 1. To obtain accurate results, we first preprocess the raw data by cleaning the dirty records caused by GPS coordinate drift, then find out the trips of each vehicle and divide them into cruises, finally make statistics based on the GPS records of vehicles in cruise state. Figure 5 shows the driving direction distributions of vehicles in the form of radar chart. In Beijing, vehicles head four directions of north, west, south and east in most cases, which is consistent with its road planning. In the other two cities, vehicles often travel along the roads whose direction angles are close to those of interface boundaries. As a result, the fixed interfaces will fail frequently in Wuhan and San Diego. The road planning determines the driving direction of vehicles running in cities. Although we can try to select the optimal reference direction and interface number for static division schemes, it is difficult to avoid the close angles between some roads and interface boundaries. Therefore, the failure of fixed interface caused by road direction change is an inherent defect of static division strategy.

Second, either the local vehicle or its neighbor changes motion state, it is difficult for static division schemes to maintain the validity of relevant mapping. In the example of Figure 3, both cars A and B have four choices at the intersection. To evaluate the adaptability of classic SDIM in this typical scenario, we illustrate 16 possible cases in Table 2. The horizontal headers list A’s four choices, while the vertical headers show B’s. As marked by the cross, the mapping between B and A’s westbound interface will fail in most cases. B will stay in the original interface of A only if both of

---

**TABLE 1.** Three taxi GPS trajectory datasets.

| Data source                  | Beijing | San Diego | Wuhan |
|------------------------------|---------|-----------|-------|
| T-Drive [34]                 | ✔️      | ✔️        | ✔️    |
| U.S. Department of Transportation [35] | ✔️ | ✔️    |       |
| DeepSense [36]               | ✔️      | ✔️        | ✔️    |
| Vehicle number               | 10, 357 | 2, 282    | 2, 685|
| Record number                | 17, 673, 341 | 663, 226 | 429, 885|
| Max speed limit              | 50 km/h | 55 km/h   | 60 km/h|
| GPS coordinates              | ✔️      | ✔️        | ✔️    |
| Velocity                     | ✔️      | ✔️        | ✔️    |
| Direction Angle              | ✔️      | ✔️        | ✔️    |
them cross the intersection and move to the west. Therefore, the static division strategy cannot guarantee the robustness of fixed interface in the scenario of an intersection.

To prove that the scenario in Figure 3 is common in urban areas, we calculate all the turning angles of intersections in those three cities by leveraging google map and plot their distributions in Figure 6. The X-axis lists the serial number \( i \) of angle interval, and the Y-axis represents the ratio of samples belonging to the specified interval. In the statistics, the angle range of \([0, \pi]\) is divided into 13 intervals. In Figure 6, the serial number \( i \) is mapped to the interval of \([ (i + 2)\pi/18 - \pi/36, (i + 2)\pi/18 + \pi/36 ] (i = 2, \ldots, 12)\) except for the first and last cases. In particular, No. 1 corresponds to the interval of \([0, 7\pi/36]\), and No. 13 corresponds to the interval of \([29\pi/36, \pi]\). As shown in Figure 6, the turning angles of three cities are distributed normally with a common mean of 90 degrees. Although the sample ratios are different, all the values of No. 7 interval are above 65%. It means that the standard intersection scenario is common in urban areas.

In conclusion, the fixed interface provided by the static division strategy will frequently fail in urban traffic environment due to the changes of road direction and vehicles’ motion state. Thus, it is not an optimal candidate to provide effective support for named data transmission in VNDN.

### C. Dynamic Directional Interface Model

Aiming at the defects of static division strategy, we propose a novel Dynamic Directional Interface Model (DDIM) based on the movement patterns of vehicles in urban areas. As shown in Figure 7, we set the vehicle’s driving direction as a reference for interface division. In DDIM, the vehicle-centric area is divided into four parts. Each part is mapped to one directional interface. In Figure 7, the forward interface \((F-INF)\) covers two 45-degree areas on both sides of the driving direction. Opposite to \(F-INF\), the backward interface \((B-INF)\) covers the 90-degree area behind the vehicle. Besides, the left interface \((L-INF)\) and the right interface \((R-INF)\) are corresponding to the 90-degree areas on both sides of the vehicle. Different from the fixed interfaces, the interfaces of DDIM can rotate with the change of driving direction.

Compared with the static division schemes, DDIM makes the following three improvements. First, the driving direction of local vehicle is set as a reference for interface division instead of the map direction. Although vehicles need to make division multiple times during driving process, DDIM can overcome the interface failure caused by the change of road direction. In the scenario described in Figure 2, no matter how the road direction changes, car \(B\) will always stay in \(A\)'s \(F-INF\) by leveraging DDIM. Second, DDIM is more suitable for the intersection scenario than the static division schemes. Since DDIM provides four 90-degree interfaces, remapping operation can be adopted by vehicles to adjust the relationship between the neighbors and their directional interfaces after they have changed driving directions. Thus, an interface remapping method is designed to improve the performance of DDIM in urban traffic environment. More details will be introduced in subsection V-A. To verify the advantages of DDIM, we also evaluate its adaptability in the typical scenario of Figure 3. According to the 16 cases listed in Table 3, we found that if \(A\) and \(B\) make the same decision at an intersection, \(B\) will still stay in the \(F-INF\) of \(A\). Besides, as long as \(B\) keeps moving in initial direction, even if \(A\) changes its driving direction, it will be able to relocate the interface which \(B\) belongs to. Thus, three cells in the first row are marked by the triangle symbol which means that the original relationship can be persisted through interface remapping. Finally, the directional interface provided by DDIM has a considerable lifetime during the trip of vehicle.

We calculate the average cruise durations of three cities and their average proportion in trip time. As shown in Figure 8, all the average durations of cities are longer than 1 minute, and the value of Beijing even reaches 2 minutes. From the perspective of whole trip, all the average proportions of cruise durations in three cities are above 50%. Therefore, even without the remapping operation, DDIM can guarantee that...
the directional interfaces are valid for a period of time in urban traffic environment.

Based on the above analysis, we adopt DDIM as the cornerstone of entire approach. In urban traffic scenarios, all the vehicles should build their DDIM by leveraging GPS service. Regardless of the communication technologies adopted by underlying layers, a vehicle only needs to select the directional interface for named data to indicate the transmission range at next hop.

IV. NAMED DATA TRANSMISSION BY DDIM

According to the analysis in subsection III-C, DDIM provides the virtual directional interfaces in NDN layer instead of the hardware interfaces in underlying layers. Based on it, we design a novel named data transmission protocol for VNDN and name it as COMPASS.

Figure 9 shows the protocol stack of COMPASS and the simplified process of named data transmission. DDIM is built in the NDN layer of every node. It is the cornerstone of our entire approach. Consistent with the original NDN, there are 3 roles set in COMPASS: consumer, intermediate node and provider. The consumer sends an interest to request data. The intermediate node who does not have the matching data may forward this interest after receiving it. If the interest arrives at a provider, a named data packet will be generated and returned along the reverse path. Forwarded by the intermediate nodes, the named data finally arrives at its consumer.

By using the directional interfaces provided by DDIM, COMPASS optimizes the forwarding of interest and named data at each hop in order to (1) speed up the entire transmission process, (2) reduce the communication and caching overhead, and (3) improve the success rate of named data retrieval. In the following paragraphs, we first introduce our design of packet types and data structures, then elaborate a complete transmission progress including both interest forwarding and named data retrieving, and finally propose an improved delay-based distributed broadcasting algorithm.

A. PACKETS AND DATA STRUCTURES

Following the original NDN design, COMPASS uses only two types of packets, interest and data. As shown in Figure 10, both interest and data packets contain several new fields in addition to the basic settings. First, the $V_{ID}$ is added for vehicle identification, and the $POS$ and $VEL$ are set to describe

FIGURE 5. Driving direction distributions of three cities.

FIGURE 6. Turning angle distributions of three cities.

FIGURE 7. Dynamic directional interface model (DDIM).
the motion state of local vehicle. Second, the 4-bit \(D\_INTs\) is designed to specify the directional interface of named data forwarding. In Figure 10, the four consecutive bits represent the \(F\_INT\), \(B\_INT\), \(L\_INT\) and \(R\_INT\) in turn. Before forwarding interest or named data, the vehicle can restrict the broadcast area by setting \(D\_INTs\). Finally, to accelerate interest dissemination by referring to historical records, the \(PR\_List\) field with variable length is added at the end of the interest packet which specifies the preferred relay (PR) selected for every available directional interface at next hop. During the process of distributed multi-hop broadcast, the node which is selected as PR can obtain the highest priority of forwarding current interest.

In COMPASS, all nodes still maintain the three basic data structures: CS, FIB and PIT. Since both the interest forwarding and named data retrieving are dependent on DDIM, we make several appropriate modifications to the FIB and PIT. The structure of FIB is shown in Figure 11. In every FIB entry, the Name and Timestamp are the reserved fields from the original NDN. The Name is used for identifying the data received before, while the Timestamp records the time when the current entry was created. Besides, the 4-bit \(D\_INTs\) is also added in FIB entry to record the directional interfaces where the local node received the matching data. For every available interface labeled in \(D\_INTs\), a preferred relay (PR) is set to accelerate the interest forwarding. Since the vehicle may receive multiple copies of named data from different directions, one FIB entry could be marked by several directional interfaces as well as their PRs. In Figure 11, the Is_RMP is a boolean field which indicates the remapping operation of current entry. If the Is_RMP is true, it means the \(D\_INTs\) field has been reset due to the change of driving direction. In section V-A, the details of interface remapping for the FIB and PIT management will be introduced.

Similar to the FIB, PIT contains the fields of Name, Timestamp, Is_FWD, Is_RMP and D_INTs. The Name describes the data requirement of interest, and the Timestamp records the creation time of PIT entry. The 4-bit \(D\_INTs\) is used to mark the directional interfaces where the local vehicle received the copies of current interest. The Is_RMP also indicates whether those directional interfaces have been remapped due to the driving direction change. Besides, the PEL is a reserved field of original NDN which shows the lifetime of current PIT entry. To mark whether the local node has forwarded the interest, the Is_FWD is added in every PIT entry. Therefore,
B receives a packet from car directional interface of minimation by fast coordinate transformation. data about its motion state anytime. Assuming that all the data warders at last hops. The vehicle can also obtain the sensing in Figure 10, both the interest and named data packets contain system OXY marked in D_INTs determine whether it belongs to the directional interface D_INTs the field of OXY. Consequently, our problem is transformed to recalculate the A’s driving direction and the positive direction of X-axis. Second, we obtain the transformed coordinates (x_b', y_b') of B by formula 2 and determine A’s directional interface for B according to Table 4.

\[
\begin{align*}
\alpha &= \theta - \frac{\pi}{4} = \left\{ \begin{array}{ll}
\arccos \frac{u_a}{\sqrt{u_a^2 + w_a^2}} - \frac{\pi}{4} & w_a \geq 0 \\
-\arccos \frac{u_a}{\sqrt{u_a^2 + w_a^2}} + \frac{\pi}{4} & w_a < 0
\end{array} \right.
\end{align*}
\]

\[
\begin{align*}
 x_b' &= x_b \cos \alpha + y_b \cos \theta - (x_a \cos \alpha + y_a \cos \theta) \\
y_b' &= -x_b \sin \alpha + y_b \cos \theta - (-x_a \sin \alpha + y_a \cos \theta)
\end{align*}
\]

B. NAMED DATA TRANSMISSION PROCESS

In the following paragraphs, we will introduce the details of transmission process from two aspects of interest forwarding and named data retrieving.

1) INTEREST FORWARDING

In urban traffic scenarios, both vehicle and roadside infrastructure can publish interests as consumers. Once receiving the interest from the application layer, the consumer looks up its CS. If the interest is matched by name, it directly returns the data to upper layer. Otherwise, it continues to search the PIT. The decision on broadcasting current interest is made according to whether there is a matched PIT entry or not. If the interest has not been published before, the consumer looks up the FIB to select the directional interfaces for it. According to the principle of longest prefix matching (LPM), the consumer finds the optimal FIB entry as a reference and fills the D_INTs and PR_List fields of interest. In addition, there are two exceptions that need to be explained. First, if there is no matched FIB entry, the consumer should set all the interfaces of D_INTs field without PRs. In this way, the interest is broadcast in all directions. Second, if there are multiple FIB entries with the same prefix length, the latest one should be selected as a reference. Finally, the consumer also needs to fill the interest with its motion state and then broadcast it.

The intermediate nodes play a vital role in the multi-hop named data transmission. Once receiving an interest, the intermediate node looks up its CS first. If there is no matched data, it tries to forward this interest. In our COMPASS, three problems need to make clear before interest forwarding. 1) Is this intermediate node qualified to forward the interest? 2) Which directional interface does it select? 3) When does it forward the interest?

FIGURE 13. Coordinate transformation for interface determination.

Although a vehicle should create one PIT entry whenever receiving a new interest, it only sets the value of IS_FWD after the interest has been successfully forwarded. Finally, the FIB_E_ID is added to record the FIB entry number which specifies the reference used for current interest forwarding. In this way, the vehicle can update its FIB entry whenever receiving the matching data.

On basis of the above design, we can select the directional interfaces for interest and named data packets by leveraging the field of D_INTs. Once receiving a packet, a vehicle should determine whether it belongs to the directional interface marked in D_INTs before any other operations. As shown in Figure 10, both the interest and named data packets contain the coordinates and speed vectors of their senders or forwarders at last hops. The vehicle can also obtain the sensing data about its motion state anytime. Assuming that all the data is represented according to the same geographical reference system, we propose an optimized method for interface determination by fast coordinate transformation.

Take the vehicles in Figure 13 for example. When car B receives a packet from car A, it should figure out which directional interface of A it belongs to. In the coordinate system OXY, the position of A is (x_a, y_a), while the position of B is (x_b, y_b). As shown in Figure 13, the speed of A is represented by the vector v_a, and the X-axis and Y-axis components of v_a are marked as u_a and w_a respectively. Obviously, if B makes interface determination for the received packet in the coordinate system of OXY, it will cost a complicated calculation. For optimization, we build a new coordinate system OXY’ whose origin is located at A’s position (x_a, y_a). Besides, the driving direction of A is rotated clockwise by \( \pi/4 \) to set the positive direction of X'-axis. In this way, the four quadrants of OXY’ are consistent with the directional interfaces of A’s DDIM. Consequently, our problem is transformed to recalculate the coordinates of B in OXY’ and figure out the corresponding quadrant where it locates. Thus, the decision process consists of two steps. First, we calculate the rotation angle from OXY to OXY’. In Figure 13, it is labeled \( \alpha \). According to formula 1, \( \alpha \) is equal to \( \theta \) minus \( \pi/4 \), where \( \theta \) is the angle between A’s driving direction and the positive direction of X-axis. Second, we obtain the transformed coordinates (x_b', y_b') of B by formula 2 and determine A’s directional interface for B according to Table 4.

| D_INT | F-INF | B-INF | L-INF | R-INF |
|-------|-------|-------|-------|-------|
| x_b'  | ≥0    | <0    | ≤0    | <0    |
| y_b'  | ≥0    | <0    | <0    | ≥0    |

TABLE 4. Interface determination according to (x_b', y_b').
is set, it extracts the motion state of the node at last hop, then determines whether it is within the specified interface by our method introduced in subsection IV-A. Therefore, only the intermediate node which belongs to the specified interface can serve as a relay for rebroadcasting the interest. Afterwards, the intermediate node continues to look up its PIT by name. If there is a matched entry, it indicates that the current node has received the interest before. Therefore, the intermediate node does not need to forward the interest again. In summary, only the intermediate node who is within the specified directional interface and has not received the same copy before can act as the relay of current interest.

Second, the relay needs to select the directional interface for interest forwarding by looking up its FIB. Similar to the consumer, the relay selects the optimal entry according to the LPM principle and timestamp. On basis of it, the relay updates the interest by resetting the D_INTs and PR_List fields. It is worth noting that the length of matching prefix indicates the relevance between the interest and the FIB entry. If the matching length of selected entry is not long enough, it is unreliable for the relay to direct the interest by the specified directional interfaces. To guarantee the coverage of interest dissemination, we require that a FIB entry can be selected as a reference only when the length of its matching prefix is longer than half the length of interest name. Therefore, if the relay can find the FIB entry satisfying above conditions, it is allowed to forward the interest to the specified interfaces. Otherwise, it rebroadcasts the interest in all directions.

Finally, every relay also needs to decide when to forward the interest. Aiming at the drawbacks of delay-based distributed broadcast, we put forward the idea of accelerating the interest dissemination by using the preferred relay (PR) of directional interface. On basis of DDIM, the vehicle is not only able to select the interfaces but also set the corresponding PRs before broadcasting interest. If the vehicle has successfully received named data from a neighbor before, it can set the neighbor as the PR of corresponding interface in FIB entry. Compared with other candidates, the PR is a verified relay which has provided high transmission performance. Thus, it should be given the highest priority of forwarding the current interest. According to the above analysis, we design an improved delay-based distributed broadcast method in which the historical transmission records in FIB are fully used to reduce the delay at every hop. Our method will be elaborated in subsection IV-C.

After the multi-hop broadcast, the interest finally arrives at the provider. The nonce field is first read by the provider to determine whether it has received the interest before. If it has gotten and responded to the same request, this copy will be dropped. Otherwise, it will continue to find the matching data from CS, generate a named data packet, and send it to the incoming interface of interest.

2) NAMED DATA RETRIEVING

The retrieval of named data still leverages multi-hop broadcast. Once receiving a named data packet, the intermediate node needs to consider three problems. (1) Whether it is qualified to forward this named data packet? (2) Which directional interface does it select? (3) When does it forward the named data packet?

As shown in Figure 15, the intermediate node not only calculates whether it is within the specified interface but also looks up whether there is a matching entry in PIT. If both conditions are satisfied, it has the qualification to forward current named data packet. Then, the intermediate node selects the incoming interfaces of interest as the outgoing interfaces of named data packet according to the D_INTs of matching PIT entry. Finally, it forwards the named data by our improved delay-based distributed broadcast method. Although the above process is similar to interest forwarding, there are still two differences. First, the intermediate node selects the interfaces by looking up PIT instead of FIB. Second, since the incoming interfaces of interest are recorded in PIT entry without the relays at last hop, the PR_List field cannot be set in the named data packet. Instead, the IS_FWD is added as a new field of PIT entry to indicate whether the local node has actually forwarded the corresponding interest. According to the distributed broadcast method, the relay which has forwarded the interest is more eager to get the named data than the other intermediate nodes which have just created a PIT entry after receiving the interest. Therefore, the relay actually rebroadcasting the interest should have the highest priority of forwarding the matching data. In our improved delay-based distributed broadcast method, if the intermediate node finds the IS_FWD of matching PIT entry has been set, it will forward the named data immediately. Otherwise, it will wait for a while and then continue to make the forwarding decision.

C. DELAY-BASED DISTRIBUTED BROADCASTING

In COMPASS, both the interest and named data are forwarded according to our improved delay-based distributed broadcast algorithm. Compared with previous work, our algorithm not only follows the strategy of ‘listen before talk’ (LBT) to reduce the redundant copies but also adopts the 0-delay forwarding at the high-priority nodes to accelerate the transmission process.

In our broadcast algorithm, a function \( T \) is designed to calculate the delay \( t \) at the intermediate nodes before forwarding an interest or named data packet. As mentioned above, those intermediate nodes are divided into two categories as per their
should satisfy the following four properties. In summary, the function $T$ can be calculated by formula (5), as shown at the bottom of this page. In (5), the Short Interframe Space ($SIFS$) of MAC layer protocol is the basic unit of delay measurement, and set the value of $t_{max}$ to 64 times $SIFS$. In function $T$, $t$ is determined by two factors, $d$ and $\Delta t$. $d$ is the distance from the local node to the relay at last hop, and $\Delta t$ indicates the duration while the value of $d$ stays within the 1-hop communication range $R$. As $d$ and $\Delta t$ increase, the value of $t$ should decrease gradually, and its decline rate should also slow down. In summary, the function $T$ should satisfy the following four properties.

1. $\forall h, d, \Delta t, T(h, d, \Delta t) \in [0, 64 \cdot SIFS]$
2. IF $h = 1$, $T(h, d, \Delta t) = 0$; IF $h = 0$, $T(h, d, \Delta t) > 0$
3. $\forall$, $d > 0$, $\frac{\partial T}{\partial d} < 0$, $\frac{\partial^2 T}{\partial^2 d} > 0$
4. $\forall$, $\Delta t > 0$, $\frac{\partial T}{\partial \Delta t} < 0$, $\frac{\partial^2 T}{\partial^2 \Delta t} > 0$ (3)

To meet the above properties, we design a 3-ary piecewise function $T(h, d, \Delta t)$ for the delay calculation of interest and named data at intermediate nodes. In formula (4), as shown at the bottom of this page, $h$ is a boolean variable. If the node has been selected as the PR of directional interface according to the field of interest or has forwarded the interest matching the current named data, $h$ should be set true to indicate the high-priority node. In above two cases, the value of $t$ is equal to 0. For the nodes with low priorities, $T$ is defined as a rounded exponential function only related to $d$ and $\Delta t$. In practice, $d$ can be calculated on basis of vehicles’ coordinates, while $\Delta t$ can be calculated by formula (5), as shown at the bottom of this page. In (5), $\Delta x$ and $\Delta y$ respectively represent the distances on the X and Y axes, while $\Delta V_x$ and $\Delta V_y$ indicate the speed differences in the X-axis and Y-axis directions. The $\lfloor \rfloor$ in (4) represents the floor function in mathematics. Thus, the value of $t$ is equal to $k \times SIFS$ when $h$ is false, and $k$ is an integer between 1 and 64. Besides, both $m$ and $n$ are the parameters used to adjust the numerical distribution of $t$. According to our algorithm, if the local vehicle does not obtain the highest priority, the value of $t$ should be not less than 1 $SIFS$. Considering that the effects of $d$ and $\Delta t$ on $t$ are equivalent, we set the lower bounds of $32 \cdot e^{-\frac{d}{R}}$ and $32 \cdot e^{-\frac{\Delta t}{\pi}}$ to 0.5 in our simulations. Since delayed broadcasting only makes sense when $d$ is within the 1-hop communication range $R$, $m$ is calculated to ensure that the value of $32 \cdot e^{-\frac{d}{R}}$ is not less than 0.5 when $t$ is equal to $R$. Similarly, $\Delta t$ should not exceed the cruise duration of any vehicle. Thus, $n$ is calculated to ensure that the value of $32 \cdot e^{-\frac{\Delta t}{\pi}}$ is not less than 0.5 when $\Delta t$ reaches 1 minute which is the average result of three cities in Figure 6a. As described in Algorithm 1, the whole process of our delay-based broadcast algorithm consists of three steps. First, the local vehicle checks whether it has the highest priority to forward the current packet. If the vehicle is the PR of directional interface specified in the interest or labeled as the actual interest forwarder in the matching PIT entry, the vehicle sets $h$ to be true and broadcasts the packet immediately. Otherwise, it sets $h$ to be false and performs the second step of delay estimation according to formula 4 and 5. Finally, the vehicle suspends the procedure according to the principle of LBT, and does not broadcast the packet until $t$ times out.

V. MOBILITY SUPPORT

Although effectively reducing the redundancy of the whole network by introducing DDIM, COMPASS still faces many problems in high-mobility traffic scenarios. In addition to the common packet loss phenomenon, the failure of directional interface and the maintenance of FIB and PIT are two important issues worthy of discussion.

A. INTERFACE REMAPPING

In COMPASS, the interest and named data packets are forwarded respectively according to FIB and PIT. Since both of them are built on basis of DDIM, vehicles should adjust their interface divisions once the driving directions have changed. To maintain the effectiveness of interfaces, we propose an interface remapping method for moving vehicles.

Our remapping method aims to help the vehicle rebuild the relationship between the neighboring nodes and directional interfaces after the driving direction has changed dramatically. As shown in Figure 16, the steering angle $\theta$ is defined as the change degree in driving direction along the clockwise.

$$T(h, d, \Delta t) = \begin{cases} 0, & h = \text{True} \\ \lfloor 32 \cdot (e^{-\frac{d}{R}} + e^{-\frac{\Delta t}{\pi}}) \rfloor \cdot SIFS, & h = \text{False} \end{cases}$$

$$\Delta t = \frac{-(\Delta x \Delta V_x + \Delta y \Delta V_y) + \sqrt{\Delta V_x^2(R^2 - \Delta y^2)+\Delta V_y^2(R^2 - \Delta x^2) + 2\Delta x \Delta y \Delta V_x \Delta V_y}}{\Delta V_x^2 + \Delta V_y^2}$$
Based on the value of $\theta$, the relationship between the directional interfaces before and after the driving direction change can be built in Table 5. All the cases can be grouped into the one-to-one and one-to-two mappings. First, if a vehicle makes a perfect right turn, U-turn and left turn, the value of $\theta$ will be exactly equal to $\pi/2$, $\pi$ and $3\pi/2$. At this time, the relationship between those interfaces is a standard one-to-one mapping. Second, if $\theta$ falls into the other intervals, the node which belongs to one interface before may appear in two adjacent interfaces. For example, both $m$ and $n$ are within the $F-INF$ of vehicle $O$ in Figure 16. After $O$ turns $\theta$ degree to the right, node $n$ remains within the $F-INF$ but $m$ belongs to the $L-INF$. Thus, there is a one-to-two mapping between the interfaces before and after the direction change.

To achieve efficient forwarding in highly dynamic scenarios, all the FIB and PIT entries should be updated after each remapping. Based on the value of $\theta$, all the $D-INTs$ fields of FIB and PIT entries need to reset according to Table 5. It is worth noting that the remapping operation usually introduces a new interface due to the one-to-two mapping. Therefore, each remapping operation is very likely to expand the forwarding area of packet. For a FIB or PIT entry, if it has experienced more than one remapping, all the four interfaces may be labeled in the $D-INTs$ field. In this case, the forwarding by leveraging directional interface degenerates into the normal broadcasting. To avoid this problem, every entry in FIB and PIT is required to perform remapping only once. In COMPASS, the $IS_RMP$ field is added for marking remapping operation. In FIB management, if the $IS_RMP$ has been set before, the entire entry will be removed in the next remapping operation because it will no longer serve as a valuable reference for interest forwarding. Differently in PIT management, the entry with marked $IS_RMP$ is required to set all the bits of $D-INTs$ so that the named data will be returned in all the possible directions.

In addition to how to make remapping, when to trigger remapping is another important issue. In urban traffic environment, the normal operations of vehicles in motion state can be divided into two categories. One makes a small change in the driving direction, such as changing lanes and overtaking vehicles. The other causes a large change which breaks the mapping between directional interfaces and neighboring vehicles, such as steering and turning around. Thus, a vehicle should accurately identify its operations before triggering interface remapping. By leveraging a large number of vehicle sensors, the on-board computer can acquire a variety of real-time data periodically, such as the state of steering wheel and four tires. Based on those sensing data, machine learning technology can be fully used to identify the operations which changes the driving direction dramatically. Since how to build a machine learning model is not the focus of this paper, we only provide an idea for future studies. In order to perform interface remapping in our simulation, we adopt a simplified method. Since more than 95% of the turning angles are above 60 degrees in Figure 6, we set it as the threshold for triggering the remapping operations at vehicles.

### B. FIB AND PIT MANAGEMENT

Due to the high mobility of vehicles, the management of FIB and PIT is critical to ensure the efficient transmission of named data. In addition to performing interface remapping after the driving direction changes, COMPASS requires all the nodes to update their FIBs and PITs after receiving the interest and named data packets.

As mentioned in subsection IV-B1, a vehicle needs to adjust its PIT after receiving an interest. If there is no

---

**Algorithm 1 Improved Delay-Based Broadcast Algorithm**

```plaintext
algorithm1

Input: $v$: Current vehicle; $n$: Relay at last hop; $p$: Packet received by $v$; $t$: Timer used for broadcasting; $h$: Broadcasting priority; $d$: Distance between $v$ and $n$; $\Delta t$: Duration that $d$ stays within 1-hop communication range.

Output: $f$: Flag of forwarding $p$ or not;

1. $v$.updateMotionState();
2. $n$.pos ← $p$.pos;
3. $n$.vel ← $p$.vel;
4. $h$ ← False;
5. if $p$.isInterest() then
   6. if $p$.isInDINT($v$) AND
      7. $p$.PR_List.getPR($p$.getDINT($v$)) == $v$.id then
         8. $h$ ← True;
6. else
   9. if $p$.isInDINT($v$) AND $v$.pit.isForward($p$.name) then
      10. $h$ ← True;
11. $f$ ← False;
12. if $h$ then
   13. $d$ ← calDistance($v$.pos, $n$.pos);
   14. $\Delta t$ ← calDuration($v$.pos, $n$.pos, $v$.vel, $n$.vel);
   15. $t$ ← calDelay($h$, $d$, $\Delta t$);
   16. tim.init($t$);
   17. while !tim.isTimeout() do
       18. if isRecvSamePack($p$) then
           19. return $f$;
20. $f$ ← forward($p$);
21. return $f$;
```

**TABLE 5. The mapping between interfaces before and after driving direction change.**

| $\theta$  | $F$  | $R$  | $R$  | $L$  |
|-----------|------|------|------|------|
| $(0, \pi/2)$ | F+$L$ | R+$F$ | B+$R$ | L+$B$ |
| $\pi/2$   | L    | F    | R    | B    |
| $(\pi/2, \pi)$ | L+$B$ | F+$L$ | R+$F$ | B+$R$ |
| $\pi$     | B    | L    | F    | R    |
| $(\pi, 3\pi/2)$ | B+$R$ | L+$B$ | F+$L$ | R+$F$ |
| $3\pi/2$  | R    | B    | L    | F    |
| $(3\pi/2, 2\pi)$ | R+$F$ | B+$R$ | L+$B$ | F+$L$ |
result by the principle of exact matching (EM), a new PIT entry will be created, and the D-INTs field is also set according to the incoming interface of interest. Besides, the PEL field records the lifetime $t_L$ of current PIT entry. To ensure that the consumer can obtain the named data timely before it loses interest, the value of $t_L$ is determined by three parts in formula 6. $T$ is the interest duration maintained by the consumer, $t_{INT}$ is the transmission time of interest from the consumer to the current node, and $t_{DAT}$ is the transmission time of named data. Assuming that $t_{DAT}$ is approximately equal to $t_{INT}$, the value of $t_L$ can be estimated by $T - 2 \cdot t_{INT}$. In addition, if there is a matching PIT entry, the vehicle needs to check whether the incoming interface of current copy has been labeled in the D-INTs field. If this interface has not been included, the vehicle should reset the D-INTs field for the new interface. Otherwise, no modification is required. Finally, since the vehicle forwards the interest by referring to the matching FIB entry, the sequence number of reference FIB entry also needs to record in the FIB_E_ID field of PIT entry for subsequent updates.

$$t_L = T - t_{INT} - t_{DAT} \approx T - 2 \cdot t_{INT} \quad (6)$$

After receiving the named data, the vehicle should adjust its PIT and FIB in turn. First, it looks for the matching PIT entry by name. If there is no result found, it indicates that the interest has not been received, or the matching entry has been removed due to timeout failure. Accordingly, the vehicle only needs to drop the named data packet. If a matching PIT entry is found, the named data should be forwarded to the incoming interfaces of matching interest. Second, the vehicle should also adjust the FIB by leveraging the named data. In this step, it needs not only to create an entry for the new data but also update the matching entry that already exists in FIB. The vehicle looks up the FIB by the principle of EM. If it has not obtained the named data before, a new entry is added in the FIB. Otherwise, the vehicle continues to check whether the incoming interface has been included in the D-INTs field of matching FIB entry. If the data copy comes from a new interface, the vehicle marks the corresponding bit of D-INTs field for the interface and records the last-hop relay as its PR. The vehicle looks up the FIB by the principle of EM. If it has not obtained the named data before, a new entry is added in the FIB. Otherwise, the vehicle continues to check whether the incoming interface has been included in the D-INTs field of matching FIB entry. If the data copy comes from a new interface, the vehicle marks the corresponding bit of D-INTs field for the interface and records the last-hop relay as its PR. In addition to creating or updating the matching FIB entry, the vehicle should also manage the reference FIB entry for the subsequent data transmission. By leveraging the FIB_E_ID field of PIT entry, the vehicle can easily find the reference FIB entry used for interest forwarding before. Similarly, the vehicle checks whether the incoming interface of named data has been included by the D-INTs field and whether the relay at last hop has been recorded as the PR. If both two conditions are satisfied, the reference FIB entry can be retained without any modification. If only the relay changes, the PR of corresponding interface should be replaced by the new relay. Otherwise, a new interface should be set in the D-INTs field with corresponding PR.

In order to update FIB continuously, we rewrite the removing rules of PIT entry. Different from the original NDN, the intermediate node is required to retain every PIT entry even after receiving and forwarding the matching data. According to the FIB_E_ID field, it can quickly locate the reference FIB entry. Only after the lifetime $t_L$ times out, this PIT entry can be removed. At this time, if the local node has not received the matching data from the interest outgoing interfaces, it will remove those interfaces from the reference FIB entry. Different from PIT, there is not a lifetime field designed for the FIB entry. Thus, a FIB entry is removed only in two cases. First, if the FIB entry has already performed interface remapping, it should be directly removed when the next remapping is triggered. Second, if all the outgoing interfaces are removed due to the transfer failure, the FIB entry will be no longer valuable consequently.

VI. SIMULATION

In this section, we first introduce the simulation settings and quality metrics, then verify that our DDIM is more suitable for urban traffic scenarios than the static directional interface model (SDIM) mentioned in subsection III-B, and finally compare COMPASS with three state-of-the-art protocols, original NDN [12], LAPEL [24] and Navigo [20].

A. SIMULATION SETUP

For realistic VNDN simulations, we adopt the network simulator ns-3 [37] with two critical modules, WAVE and ndnSIM [38]. WAVE is an overall system architecture for vehicular communications, which can implement the physical and link layers according to IEEE 802.11p [1] and provide the interface for the upper layer in protocol stack. ndnSIM is designed as a network-layer protocol model which can not only support all the functions of original NDN protocol but also run on top of any available MAC-layer protocol model. In our simulation, both modules are installed on all the nodes with default configuration parameters. Table 6 lists the main parameters of our simulation, which involve three aspects of physical layer, link layer and traffic scenario.

To evaluate the performance of protocols under different road planning, we generate two distinct traffic scenarios by leveraging MOVE [39] which is a visualization tool based on SUMO [40]. In Figure 17, both scenarios follow the Manhattan mobility model with an area of $4 \times 4$ km$^2$, but their road plannings are quite different. The roads in Scenario 1 follow...
TABLE 6. Simulation parameters.

| Parameter          | Value                  |
|--------------------|------------------------|
| Frequency          | 5.9 GHz                |
| Signal bandwidth   | 10 MHz                 |
| Data Rate          | 6 Mbps                 |
| Transmission Power | 20 dBm                 |
| Receiver Sensitivity | −94 dBm              |
| Antenna            | Omni Directional       |
| Propagation Model  | 3LogDistance & Nakagami|
| SIFS              | $32 \mu s$             |
| Slot time          | $13 \mu s$             |
| $CW_{\min} \sim CW_{\max}$ | $15 \sim 1023$ slots |
| Transmission Range | 500 m                  |
| Scenario Area      | $4 \times 4$ km$^2$    |
| Road network model | Manhattan Mobility Model|
| Number of vehicles | 400                    |
| Number of vehicle types | 6               |
| Number of traffic flows | 16              |
| Number of RSUs     | 4                      |
| Vehicle speed limit | 60 km/h               |
| Simulation times   | 20                     |
| Simulation duration | $>1000$ s             |

B. DDIM vs. SDIM

To verify the advantages of DDIM, we make performance comparison between two versions of COMPASS. One uses our DDIM and the other adopts the SDIM mentioned in subsection III-B. Although the area around each node is divided into 4 interfaces in both models, the essential difference between them is that SDIM fixes the interfaces in the direction of north, east, south and west, while DDIM adjusts the division whenever vehicles’ driving direction changes. In COMPASS, we not only redesign the data structures, forwarding strategies and broadcast algorithm, but also propose the interface remapping method and other update strategies to support high-mobility traffic scenarios. All of these constitute our COMPASS. Thus, the legend of ‘DDIM’ in Figures 18 and 19 indicates that all the nodes adopt the complete COMPASS protocol. To make an objective comparison, we replace DDIM by SDIM in the protocol stack of all nodes. Besides, the data structures and forwarding strategies are preserved, but the interface remapping is not adopted because SDIM does not allow interface adjustment at all. Thus, the legend of ‘SDIM’ means that all the nodes perform COMPASS with above settings. Given the impact of path planning on protocol performance, we implement the comparative experiments respectively in the two scenarios described in Figure 17.

Figures 18 and 19 respectively show the metrics of DDIM and SDIM in two scenarios. Since the directional interfaces provided by those two models are similar in Scenario 1, their performance is almost identical. First of all, as the interest frequency at the consumers increases, the ISRs of DDIM and SDIM gradually decline. As shown in Figure 18a, the ISRs of two models are maintained above 85% when the frequency is within 10 packets per second (pps). Once the frequency reaches 30 pps, the values drop to about 55%. In VNDN, high interest frequency introduces a mass of packets which intensify the competition of wireless channel and increase the probability of packet collision. Therefore, the decline of ISRs in Figure 18a is inevitable. Due to the packet loss caused by channel competition, both the TDs and ISTs of two models increase with the increment of interest frequency. In Figure 18b, it is clear that the values of TDs rise significantly once the frequency becomes higher than 15 pps. Second, as the interest frequency increases, all the nodes in the network receive more and more interests. Consequently, both DDIM and SDIM obtain a growth curve of PIT size in Figure 18c. Finally, since the network topology is fixed, the route of interest from the consumer to the data provider does not change as the frequency increases. This is confirmed by the results of HPS showed in Figure 18d.

In Scenario 2, the fixed interfaces provided by SDIM cannot properly match the road directions, while DDIM is able to adjust its interface division for named data transmission. As a result, DDIM is superior to SDIM in all metrics. First, although the ISRs decline with the increment of interest frequency, DDIM obtains higher values than SDIM in all cases. In Figure 19a, the curve of SDIM drops rapidly, but
DDIM obtains nearly the same performance as it performs in Scenario 1. Similarly, all the $TD$s of DDIM are less than those of SDIM in Figure 19b, and the $IST$s of DDIM are also larger than those of SDIM in all cases. Second, due to the poor division of SDIM, a large number of available interests are determined to be invalid and discarded at the intermediate nodes. Therefore, all the $PS$s of SDIM are less than those of DDIM in Figure 19c. Finally, although the consumers can retrieve named data by SDIM, part of interests have to make a detour due to the failed mappings. Therefore, SDIM introduces extra hops throughout the whole transmission progress. The results in Figure 19d also confirm this.

Additionally, stability is also an important indicator to evaluate our models. In the two groups of comparative experiments, the consumers are randomly selected from 400 vehicle nodes to repeat the simulation 20 times. In consideration of the differences in the transmission performance between nodes, the numerical distribution of every metric is described in Figure 18 and 19. In Scenario 1, DDIM obtains nearly the same performance as SDIM, but it provides more stable named data transmission. In Scenario 2, DDIM is much better than SDIM in all the metrics as well as the stability. In conclusion, DDIM can provide strong support for named data transmission in vehicular environments.

**C. PERFORMANCE COMPARISON**

To verify the advantages of COMPASS, we compare it with the other three state-of-the-art protocols. First, the original NDN is set as the baseline scheme and labeled as O-NDN. In our experiments, all the details of O-NDN are implemented as described in [12], such as data structure and forwarding strategy. Second, two state-of-the-art VNDN protocols are selected for comparison. In Navigo [20], the consumer can locate the area where the data provider may appear potentially by leveraging geo-interfaces and plan the shortest path before sending its interests. In our experiments, it is assumed that the provider can be located successfully every time by Navigo, but it is impossible to achieve in practice. As introduced in section II, LAPEL [24] is an upgrade of CODIE [23], which not only limits the number of hops in the data retrieving process but also sets the lifetime of PIT entries dynamically. Since the four protocols are not affected by the road directions, the simulation with randomly selected consumers runs 20 times only in Scenario 1, and their results of $ISR$, $TD$, $PS$, $HPS$ and $IST$ are plotted in Figure 20.

Figure 20a describes the $ISR$s of four protocols with the increment of interest frequency. First, except for 1 pps and 5 pps, COMPASS gets the highest values among all the protocols. For interest propagation, COMPASS limits the directions by leveraging DDIM, while O-NDN and LAPEL allow interest flooding in all directions. Therefore, COMPASS cannot obtain as many opportunities as those two protocols to satisfy the interests, which fully explains its lower $ISR$s in the low frequencies. As the interest frequency increases, the number of packets throughout the network soars. As a result, the fierce competition of wireless channel leads to more and more serious packet loss. At this time, the unrestricted interest propagation becomes the Achilles heel of O-NDN and LAPEL, and their $ISR$s fall rapidly. Benefitting from DDIM, COMPASS can effectively alleviate packet loss and get the best results at the high frequencies. Besides, due to the limited number of hops for named data
retrieving process, the advantage of multipath transmission is weakened by LAPEL, especially in the highly competitive wireless channel. Once the transmission along a single path fails, the consumer may no longer be able to obtain the matching data. Therefore, LAPEL’s ISR is even lower than O-NDN in Figure 20a. Navigo follows the multi-hop broadcasting method of O-NDN, but both the interest and named data must be transmitted along a planned path. As the packets generated by Navigo are much fewer than those by O-NDN and LAPEL, it gets the higher ISRs than these two protocols at high frequencies. However, Navigo spreads the interest in the preset direction, and it does not have multiple directional interfaces for selection in each hop. Therefore, it underperforms COMPASS in Figure 20a.

TD is another important indicator for performance evaluation. It is worth noting that in our simulations all the protocols adopt the same interest retransmission mechanism provided by ndnSIM. By default, the consumer is allowed to send the same interest 3 times. Whenever an interest times out, the consumer should resend it by setting a larger retransmission timeout (RTO) until the interest has been sent enough times. It is obvious that TD is positively related to IST. Figure 20b and 20c respectively show the TDs and ISTs of four protocols with respect to the interest frequency. Since COMPASS does not introduce as many transmission times as O-NDN and LAPEL, its TDs are lower than those two protocols. Affected by serious packet loss, the IST of O-NDN rises sharply as the interest frequency increases, and its TD also becomes intolerable rapidly. Similar to O-NDN, LAPEL does not alleviate the packet loss problem very well. Because of the limitation on transmission hops, it indeed costs fewer ISTs and less TDs than O-NDN when the interest frequency is below 15 pps. However, the defect of single data retrieving path makes its IST become larger than that of O-NDN once the interest frequency reaches 20 pps. Correspondingly, it also gets the highest TDs in the cases of 20 pps, 25 pps and 30 pps. Benefiting from the path planning for both interest and named data, Navigo effectively reduces the probability of packet collision. As a result, it performs better than O-NDN and LAPEL on IST and TD. Compared with COMPASS, Navigo obtains the lower TDs at low frequencies. However, flooding in a single path makes it more likely to lose packets than COMPASS once the interest frequency increases. In Figure 20c, the ISTs of Navigo are larger than those of COMPASS, and the gap increases with the frequency. As a result, more interest retransmissions make the TD of Navigo become higher than COMPASS from 15 pps.

Figure 20d describes the PSs of four protocols as interest frequency increases. Benefiting from the path planning for both interest and named data, Navigo limits the packet number throughout the network and gets the smallest PS. Although quite different from Navigo, COMPASS is also able to limit the interest flooding and reduce the number of redundant packets. In Figure 20d, its results are only larger than Navigo. Conversely, due to the unrestricted broadcasting method, O-NDN gets the worst results. As shown in Figure 20d, its PS increases significantly with the increment of interest frequency. In LAPEL, a dynamic algorithm is designed for adjusting the PIT lifetime so as to remove the
expired entries in time. Therefore, the PS of LAPEL is much smaller than O-NDN in all cases.

The HPSs of four protocols are described in Figure 20e. Since the planning path brings great benefits to Navigo, it obtains the fewest HPS at all frequencies. In our COMPASS, the delay-based distributed broadcast algorithm tries to select the stable nodes which are far away from the local nodes. Therefore, its HPS is maintained within 10, only worse than Navigo. It should be noted that Figure 20e shows the hops of interest received by the providers rather than the hops of named data in the retrieving process. LAPEL indeed limits the hops of data transmission, but it makes the same interest flooding as O-NDN. Therefore, LAPEL does not perform much better than O-NDN on HPS in Figure 20e.

VII. CONCLUSION

In this paper, we present that the lack of valid underlying interface is a key reason resulting in inefficient named data transmission of VANETs. To deal with this problem, we propose a novel protocol and name it as COMPASS. Compared with previous work, the contribution of COMPASS can be summarized in three aspects. First, the vehicles’ movement patterns in urban traffic scenarios are explored by analyzing three taxi GPS trajectory datasets, and a dynamic directional interface model (DDIM) is built in NDN layer that associates the virtual named data space with the actual network space. Second, the data structures and forwarding strategies are redesigned on basis of DDIM to specify the broadcasting area of interest and named data at each hop during transmission progress. Besides, an improved delay-based distributed broadcast algorithm is proposed to speed up the whole transmission by allowing high-priority relays to make 0-delay forwarding. Finally, to enhance the robustness of COMPASS in high-mobility environment, an interface remapping method is designed for updating the FIB and PIT entries after driving direction has changed, and the update strategies of FIB and PIT after receiving an interest or named data packet are also improved. To verify the advantages of COMPASS, we make comparison experiments on ndnSIM. The results show that (1) the DDIM adopted by COMPASS is more suitable than SDIM for complex urban traffic environment. (2) COMPASS outperforms the other three state-of-the-art protocols since it achieves high performance with low overhead. Therefore, COMPASS is a feasible solution for efficient named data transmission in VANETs.

REFERENCES

[1] D. Jiang and L. Delgrossi, “IEEE 802.11p: Towards an international standard for wireless access in vehicular environments,” in Proc. IEEE Veh. Technol. Conf., Singapore, May 2008, pp. 2036–2040.

[2] P. K. Singh, S. K. Nandi, and S. Nandi, “A tutorial survey on vehicular communication state of the art, and future research directions,” Veh. Commum., vol. 18, Aug. 2019, Art. no. 100164.

[3] S. Csepedes, S. Taha, and X. Shen, “A multipath-authenticated proxy mobile IP scheme for asymmetric VANETS,” IEEE Trans. Veh. Technol., vol. 62, no. 7, pp. 3271–3286, Sep. 2013.

[4] G. Xyliomenos, C. N. Ververidis, V. A. Siris, N. Fotiou, C. Tsilopoulos, X. Vasilakos, K. V. Katsaros, and G. C. Polyzos, “A survey of information-centric networking research,” IEEE Commun. Surveys Tuts., vol. 16, no. 2, pp. 1024–1049, May 2014.

[5] L. Zhang, A. Afanasiev, J. Burke, Van L. Jacobson, K. C. Claffy, P. J. Crowley, C. Papadopoulos, L. Wang, and B. Zhang, “Named data networking,” ACM SIGCOMM Comput. Commun. Rev., vol. 44, no. 3, pp. 66–73, Jul. 2014.

[6] D. Grewe, M. Wagner, and H. Frey, “A domain–specific comparison of information–centric networking architectures for connected vehicles,” IEEE Commun. Surv. Tuts., vol. 20, no. 3, pp. 2372–2388, 3rd Quart., 2018.

[7] C. Fang, H. Yao, Z. Wang, W. Xu, X. Jin, and F. R. Yu, “A survey of mobile information-centric networking: Research issues and challenges,” IEEE Commun. Surv. Tuts., vol. 20, no. 3, pp. 2353–2371, 3rd Quart., 2018.

[8] H. Khelifi, S. Luo, B. Nour, H. Moungla, Y. Faheem, R. Hussain, and A. Ksentini, “Named data networking in vehicular ad hoc networks: State-of-the-art and challenges,” IEEE Commun. Surveys Tuts., to be published.

[9] G. Grassi, D. Pesavento, L. Wang, G. Pau, R. Vuyyuru, R. Wakikawa, and L. Zhang, “Vehicular inter-networking via named data,” ACM SIGMOBILE Mobile Comput. Commun. Rev., vol. 17, no. 3, pp. 23–24, Jul. 2013.

[10] X. Liu, Z. Li, P. Yang, and Y. Dong, “Information-centric mobile ad hoc networks and content routing: A survey,” Ad Hoc Netw., vol. 58, pp. 255–268, Apr. 2017.

[11] G. Grassi, D. Pesavento, G. Pau, R. Vuyyuru, R. Wakikawa, and L. Zhang, “VANET via named data networking,” in Proc. IEEE Conf. Comput. Commun. Workshops (INFOCOM WKSHPS), Apr. 2014, pp. 410–415.

[12] L. Wang, A. Afanasiev, R. Kuntz, R. Vuyyuru, R. Wakikawa, and L. Zhang, “RAPID traffic information dissemination using named data,” in Proc. 1st ACM Workshop Emerg. Name-Oriented Mobile Netw. Design Archit. Algorithms, Appl. (NoM), Hilton Head, CA, USA, Jun. 2012, pp. 7–12.

[13] M. Amadeo, C. Campolo, and A. Molinaro, “Enhancing content-centric networking for vehicular environments,” Comput. Netw., vol. 57, no. 16, pp. 3222–3234, Nov. 2013.

[14] A. Boukerche, R. W. L. Coutinho, and X. Yu, “LISIC: A link stability-based protocol for vehicular information-centric networks,” in Proc. IEEE 14th Int. Conf. Mobile Ad Hoc Sensor Syst. (MASS), Orlando, FL, USA, Oct. 2017, pp. 233–240.

[15] Y.-T. Yu, R. B. Dilmaghani, S. Calo, M. Y. Sanadidi, and M. Gerla, “Interest propagation in named data manets,” in Proc. 2013 Int. Conf. Comput., Netw. Commun. (ICNC), San Diego, CA, USA, Jan. 2013, pp. 1118–1122.

[16] S. H. Ahmed, S. H. Bouk, and D. Kim, “RUF/S: Robust forwarder selection in vehicular content-centric networks,” IEEE Commun. Lett., vol. 19, no. 9, pp. 1616–1619, Sep. 2015.

[17] L. Rui, H. Guo, H. Huang, R. Shi, and X. Qiu, “MUF: Multiple unicast path forwarding in content-centric VANETs,” Ad Hoc Netw., vol. 81, pp. 211–225, Dec. 2018.

[18] Q. Yu, X. Hong, and M. Kau, “Delay–tolerant forwarding strategy for named data networking in vehicular environment,” Int. J. Ad Hoc Ubiquitous Comput., vol. 31, no. 1, pp. 1–12, 2019.

[19] M. Amadeo, A. Molinaro, and G. Ruggieri, “E–CHANET: Routing, forwarding and transport in information–centric multihop wireless networks,” Comput. Commun., vol. 36, no. 7, pp. 792–803, Apr. 2013.

[20] G. Grassi, D. Pesavento, G. Pau, L. Zhang, and S. Fidida, “Navigo: Interest forwarding by geolocations in vehicular named data networking,” in Proc. IEEE 16th Int. Symp. A World Wireless, Mobile Multimedia Netw. (WoWMoM), Boston, MA, USA, Jun. 2015, pp. 1–10.

[21] A. A. Prates, I. V. Bastos, and J. M. Moreira, “GeoZone: An interest–packet forwarding mechanism based on dissemination zone for content-centric vehicular networks,” Comput. Electr. Eng., vol. 73, pp. 155–166, Jan. 2019.

[22] J. M. Duarte, T. Braun, and L. A. Villas, “MobiVNDN: A distributed framework to support mobility in vehicular named-data networking,” Ad Hoc Netw., vol. 82, pp. 77–90, Jan. 2019.

[23] S. H. Ahmed, S. H. Bouk, M. A. Yaqub, D. Kim, H. Song, and J. Lloret, “CODE: Controlled data and interest evaluation in vehicular named data networks,” IEEE Trans. Veh. Technol., vol. 65, no. 6, pp. 3954–3963, Jun. 2016.

[24] S. H. Bouk, S. H. Ahmed, D. Kim, K.-J. Park, Y. Eun, and J. Lloret, “LAPEL: Hop limit based adaptive PIT entry lifetime for vehicular named data networks,” IEEE Trans. Veh. Technol., vol. 67, no. 7, pp. 5546–5557, Aug. 2018.

[25] Y. Lu, B. Zhou, L.-C. Tung, M. Gerla, A. Ramesh, and L. Nagaraja, “Energy–efficient content retrieval in mobile cloud,” in Proc. 2nd ACM SIGCOMM Workshop Mobile Cloud Comput. (MCC), Hong Kong, Aug. 2013, pp. 21–26.

[26] S. H. Ahmed, S. H. Bouk, and D. Kim, “DIFS: Robust forwarder selection in vehicular content–centric networks,” IEEE Commun. Lett., vol. 19, no. 9, pp. 1616–1619, Sep. 2015.
[27] A. Boukerche and R. W. Coutinho, “LoICen: A novel location-based and information-centric architecture for content distribution in vehicular networks,” Ad Hoc Netw., vol. 93, Oct. 2019, Art. no. 101899.

[28] Z. Xia, P. Yu, and Y. Zhang, “Improving traffic information retrieval in VANET with NDN,” in Proc. 1st IEEE Int. Conf. Hot Inf.-Centric Netw. (HotICN), Shenzhen, China, Aug. 2018, pp. 100–106.

[29] Y. Bi, H. Shan, X. S. Shen, N. Wang, and H. Zhao, “A multi-hop broadcast protocol for emergency message dissemination in urban vehicular ad hoc networks,” IEEE Trans. Intell. Transport. Syst., vol. 17, no. 3, pp. 736–750, Mar. 2016.

[30] R. Tavakoli and M. Nabi, “TIGeR: A traffic-aware intersection-based geographical routing protocol for urban VANETS,” in Proc. IEEE 77th Veh. Technol. Conf. (VTC), Dresden, Germany, Jun. 2013, pp. 1–5.

[31] C.-C. Huang, Y.-H. Chiu, and C.-Y. Wen, “Using hybrid angle/distance information for distributed topology control in vehicular sensor networks,” Sensors, vol. 14, no. 11, pp. 20188–20216, Oct. 2014.

[32] N. Alsharif, S. Cespedes, and X. S. Shen, “ICAR: Intersection-based connectivity aware routing in vehicular ad hoc networks,” in Proc. IEEE Int. Conf. Commun. (ICC), Jun. 2013, pp. 1736–1741.

[33] G. Boeing, “OSMnx: New methods for acquiring, constructing, analyzing, and visualizing complex street networks,” Comput. Environ. Urban Syst., vol. 65, pp. 126–139, Sep. 2017.

[34] J. Yuan, Y. Zheng, X. Xie, and G. Sun, “Driving with knowledge from the physical world,” in Proc. 17th ACM SIGKDD Int. Conf. Knowl. Discovery Data Mining (KDD), San Diego, CA, USA, 2011, pp. 316–324.

[35] Test Data Sets From San Diego. Accessed: Aug. 1, 2019. [Online]. Available: https://data.transportation.gov/Automobiles/San-Diego-Test-

[36] X. Niu, Y. Zhu, and X. Zhang, “DeepSense: A novel learning mechanism for traffic prediction with taxi GPS traces,” in Proc. IEEE Global Commun. Conf., Austin, TX, USA, Dec. 2014, pp. 2745–2750.

[37] G. F. Riley and T. R. Henderson, “The ns-3 network simulator,” in Modeling and Tools for Network Simulation. Berlin, Germany: Springer, 2010, pp. 15–34.

[38] S. Mastorakis, A. Afanasyev, and L. Zhang, “On the evolution of NDNSIM: An open-source simulator for NDN experimentation,” ACM Comput. Commun. Rev., vol. 47, no. 3, pp. 19–33, Jul. 2017.

[39] F. K. Karnadi, Z. H. Mo, and K.-C. Lan, “Rapid generation of realistic mobility models for VANET,” in Proc. IEEE Wireless Commun. Netw. Conf., Hong Kong, Mar. 2007, pp. 2506–2511.

[40] D. Krajzewicz, J. Erdmann, M. Behrisch, and L. Bieker, “Recent development and applications of SUMO—Simulation of urban mobility,” Int. J. Adv. Syst. Meas., vol. 5, nos. 3–4, pp. 128–138, Dec. 2012.

YUWEI XU (Member, IEEE) received the B.Eng. degree in information security and the Ph.D. degree in computer science from Nankai University, Tianjin, China, in 2007 and 2012, respectively. He worked as an Assistant Professor with the College of Computer and Control Engineering, from 2012 to 2017, and an Associate Professor with the College of Cyber Science, Nankai University, from 2018 to 2019. He is currently an Associate Professor with the College of Cyber Science and Engineering, Southeast University, Nanjing, China. His research interests include the Internet of Things, future network architecture, and network security.

SHUAI TONG received the B.Eng. degree in the Internet of Things from Nankai University, Tianjin, China. He is currently pursuing the Ph.D. degree with the School of Software, Tsinghua University, Beijing, China. He participated in the research work of this article during his undergraduate study. His current research interests include the Internet of Things, mobile computing, and low-power wide-area network.

QIAN TIAN (Senior Member, IEEE) received the B.Eng. degree in electrical engineering from the Harbin Institute of Technology, in 2005, and the M.Eng. degree under the guidance of supervisor Y. Xu. His current research interests include the Internet of Things and future network architecture.

WEN SUN received the B.Eng. and M.Eng. degrees from the School of Electronics and Information, Northwestern Polytechnical University (NPU), Xi’an, China, in 2012 and 2015, respectively, and the Ph.D. degree in computer science from the LERIA Laboratory, University of Angers, France. She is currently an Assistant Professor with the School of Cyber Science and Engineering, Southeast University, Nanjing, China. Her research interests include frequency assignment, antenna positioning, timetabling, nurse rostering, and other large-scale combinatorial problems.

YUWEI XU (Member, IEEE) received the B.Eng. degree in information security and the Ph.D. degree in computer science from Nankai University, Tianjin, China, in 2007 and 2012, respectively. He worked as an Assistant Professor with the College of Computer and Control Engineering, from 2012 to 2017, and an Associate Professor with the College of Cyber Science, Nankai University, from 2018 to 2019. He is currently an Associate Professor with the College of Cyber Science and Engineering, Southeast University, Nanjing, China. His research interests include the Internet of Things, future network architecture, and network security.

XIAOYAN HU (Member, IEEE) received the Ph.D. degree in computer architecture from Southeast University, Nanjing, China, in 2015. She visited the NetSec Laboratory, Colorado State University, Fort Collins, CO, USA, a research group working on NDN, from 2010 to 2012. She is currently an Assistant Professor with the School of Cyber Science and Engineering, Southeast University. Her research interests include future network architecture and network security.

QIAO XIANG received the bachelor’s degree in information security and the bachelor’s degree in economics from Nankai University in 2007, and the master’s and Ph.D. degrees in computer science from Wayne State University, in 2012 and 2014, respectively. From 2016 to 2018, he was a Postdoctoral Fellow with the Department of Computer Science, Yale University. From 2014 to 2015, he was also a Postdoctoral Fellow with the School of Computer Science, McGill University. He is currently an Associate Research Scientist with the Department of Computer Science, Yale University. His research interests include software-defined networking, resource discovery and orchestration in collaborative data sciences, interdomain routing, and wireless cyber-physical systems.