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Abstract A search for heavy, right-handed neutrinos, $N_\ell$ ($\ell = e, \mu$), and right-handed W_R bosons, which arise in the left-right symmetric extensions of the standard model, has been performed by the CMS experiment. The search was based on a sample of two lepton plus two jet events collected in proton–proton collisions at a center-of-mass energy of 8 TeV corresponding to an integrated luminosity of 19.7 fb$^{-1}$. For models with strict left-right symmetry, and assuming only one $N_\ell$ flavor contributes significantly to the W_R decay width, the region in the two-dimensional ($M_{W_R}, M_{N_\ell}$) mass plane excluded at a 95 % confidence level extends to approximately $M_{W_R} = 3.0$ TeV and covers a large range of neutrino masses below the W_R boson mass, depending on the value of $M_{W_R}$. This search significantly extends the ($M_{W_R}, M_{N_\ell}$) exclusion region beyond previous results.

1 Introduction

The standard model (SM) [1–3] explicitly incorporates the parity violation observed in weak interactions through the use of a left-handed chiral $SU_L(2)$ gauge group which includes the left-handed gauge bosons $W_L^\pm$ and $Z_L$. One of the attractive features of left-right (LR) symmetric extensions [4–7] to the standard model is that these models explain parity violation in the SM as the consequence of spontaneous symmetry breaking of a larger gauge group to $SU_L(2) \times SU_R(2)$ at a multi-TeV mass scale. The LR extensions introduce an additional right-handed $SU_R(2)$ symmetry group to the SM, which includes heavy charged ($W_R^\pm$) and neutral ($Z_R$) gauge bosons that could be produced at LHC energies.

In addition to addressing parity non-conservation in weak interactions, LR theories also provide an explanation for the mass of SM neutrinos. The observation of neutrino oscillations [8,9] requires that neutrinos have mass, and the fact that the neutrino mass scale [10] is far below that of quarks and charged leptons suggests that the origin of neutrino mass may be distinct from the origin of mass for the other SM fermions. Heavy right-handed Majorana neutrinos ($N_e, N_\mu$, and $N_\tau$), which are naturally present in LR models, provide a possible explanation for the mass of SM neutrinos through the see-saw mechanism [11,12].

We search for W_R bosons produced in a sample of proton–proton collisions at a center-of-mass energy $\sqrt{s} = 8$ TeV and collected by the CMS detector at the CERN LHC. This search, which expands upon a previous search using $\sqrt{s} = 7$ TeV data [13], assumes the production of a W_R boson that decays to a charged lepton (we consider $\ell = e, \mu$) and to a right-handed neutrino $N_\ell$. The decay of the right-handed neutrino produces a second charged lepton of the same flavor together with a virtual right-handed charged boson $W_R^\ast$. When the $W_R^\ast$ decays to a pair of quarks, we arrive at the decay chain:

$$W_R \rightarrow \ell_1 N_\ell \rightarrow \ell_1 \ell_2 W_R^\ast \rightarrow \ell_1 \ell_2 q \bar{q}.$$ 

The quarks hadronize into jets ($j$), resulting in an observable final state containing two same-flavor charged leptons and two jets. Although the potential Majorana nature of the right-handed neutrinos implies the final-state charged leptons can have the same sign, we do not impose any charge requirements on the final-state electrons or muons in this analysis.

This search is characterized by the masses of the $W_R$ boson ($M_{W_R}$) and the right-handed neutrino $N_\ell$ ($M_{N_\ell}$), which are allowed to vary independently. Although $M_{N_\ell} > M_{W_R}$ is allowed in the LR symmetric model, it is not considered in this analysis in favor of the dominant $q \bar{q} \rightarrow W_R$ production mechanism. As the branching fraction for $W_R \rightarrow \ell N_\ell$ depends on the number of heavy-neutrino flavors accessible at LHC energies, results are first interpreted assuming that only one neutrino flavor, namely $N_e$ or $N_\mu$, is light enough to contribute significantly to the $W_R$ boson decay width. Results
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are then interpreted assuming degenerate $N_e$, $N_\mu$, and $N_\tau$ masses.

For given $W_R$ boson and $N_\tau$ mass assumptions, the signal cross section can be predicted from the value of the coupling constant $g_R$, which denotes the strength of the gauge interactions of $W_R$ bosons. We assume strict LR symmetry, such that $g_R$ is equal to the (left-handed) weak interaction coupling strength $g_L$ at $M_{W_R}$, and we also assume identical quark and neutrino mixing matrices for the left- and right-handed interactions. The $W_R$ boson production cross section can then be calculated by the FEWZ program [14] using the left-handed $W'$ model [15]. Finally, the left-right boson and lepton mixing angles are assumed to be small [16].

The theoretical lower limit on $W_R$ mass of $M_{W_R} > 2.5$ TeV [17, 18] is estimated from the measured size of the $K_L$–$K_S$ mass difference. Searches for $W_R \rightarrow t\bar{t}$ decays at the LHC using $\sqrt{s} = 7$ and 8 TeV data [19–21] have excluded $W_R$ boson masses below 2.05 TeV at 95% confidence level (CL), and previous searches for $W_R \rightarrow \ell N_\tau$ at the LHC excluded at 95% CL a region in the two-dimensional parameter space ($M_{W_R}, M_{N_\tau}$) extending to nearly $M_{W_R} = 2.5$ TeV [13, 22]. This paper describes the first direct search that is sensitive to $M_{W_R}$ values beyond the theoretical lower mass limit.

2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid, of 6 m internal diameter, providing a field of 3.8 T. Within the field volume are the silicon pixel and strip tracker, the PbWO$_4$ crystal electromagnetic calorimeter (ECAL) and the brass and scintillator hadron calorimeter (HCAL). Muons are measured in gas-ionization detectors embedded in the steel flux-return yoke. The ECAL has an energy resolution of better than 0.5% for unconverted photons with transverse energies $E_T \equiv E / \cosh \eta > 100$ GeV. The muons are measured in the pseudorapidity window $|\eta| < 2.4$, where $\eta = -\ln[\tan(\theta/2)]$ and $\theta$ is the polar angle with respect to the counterclockwise-beam direction. The muon system detection planes are made of three technologies: drift tubes, cathode strip chambers, and resistive-plate chambers. Matching the muons to the tracks measured in the silicon tracker results in a transverse momentum ($p_T \equiv |p| / \cosh \eta$) resolution between 1 and 10% for $p_T < 1$ TeV. The inner tracker measures charged particles within the range $|\eta| < 2.5$ and provides an impact parameter resolution of about 15 $\mu$m and a $p_T$ resolution of about 1.5% for 100 GeV particles. The first level of the CMS trigger system, composed of custom hardware processors, uses information from the calorimeters and muon detectors to select up to 100 kHz of events of interest. The high-level trigger (HLT) processor farm uses information from all CMS subdetectors to further decrease the event rate to about 400 Hz before data storage. A more detailed description of the CMS detector, together with a definition of the coordinate system used and the relevant kinematic variables, can be found elsewhere [23].

The particle-flow event reconstruction technique [24, 25] used to reconstruct jets in this analysis consists in reconstructing and identifying each single particle with an optimized combination of all subdetector information. The energy of photons is directly obtained from the ECAL measurement, corrected for zero-suppression effects. The energy of electrons is determined from a combination of the track momentum at the main interaction vertex, the corresponding ECAL cluster energy, and the energy sum of all bremsstrahlung photons attached to the track. The energy of muons is obtained from the corresponding track momentum. The energy of charged hadrons is determined from a combination of the track momentum and the corresponding ECAL and HCAL energy, corrected for zero-suppression effects and for the response function of the calorimeters to hadronic showers. Finally, the energy of neutral hadrons is obtained from the corresponding corrected ECAL and HCAL energy.

3 Data and Monte Carlo samples

The search for $W_R$ boson production described in this paper is performed using pp collision data collected with the CMS detector at $\sqrt{s} = 8$ TeV in 2012. The data sample corresponds to an integrated luminosity of 19.7 fb$^{-1}$. Candidate $W_R \rightarrow eN_\tau$ events are collected using a double-electron trigger that requires two clusters in ECAL with $E_T > 33$ GeV each. These ECAL clusters are loosely matched at the HLT stage to tracks formed from hits in the pixel detector. To reject hadronic backgrounds, only a small amount of energy in the HCAL may be associated with the HLT electron candidates. Muon channel events are selected with a single-muon trigger that requires at least one candidate muon with $p_T > 40$ GeV and $|\eta| < 2.1$, as reconstructed by the HLT.

Simulated $W_R \rightarrow \ell N_\tau$ signal samples are generated assuming $M_{N_\tau} = \frac{1}{2} M_{W_R}$ using PYTHIA 6.4.26 [26], a tree-level Monte Carlo (MC) generator, with CTEQ6L1 parton distribution functions (PDF) [27] and underlying event tune Z2* [28]. The MC generator includes the LR symmetric model with the assumptions previously mentioned. The final state leptons and jets in these signal events are sufficiently energetic to allow reconstruction effects to be addressed apart from the kinematic requirements discussed below. With this separation, the extension from $M_{N_\tau} = \frac{1}{2} M_{W_R}$ to the full two-dimensional ($M_{W_R}, M_{N_\tau}$) mass plane for signal events is straight-forward, as is discussed in Sect. 7. The dominant backgrounds to $W_R$ boson production include SM processes with at least two charged leptons with large transverse momentum, namely $t\bar{t} \rightarrow bW^+\bar{b}W^-$ and Drell–Yan
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(DY)+jets processes. All remaining SM background events, which collectively contribute less than 10% to the total background level, are dominated by diboson and single top quark processes. The $t\bar{t}$ background is estimated using control samples in data and a simulated sample of fully leptonic $t\bar{t}$ decays, which are generated using the tree-level matrix element MC generator MadGraph 5.1.4.8 [29]. The DY+jets background is estimated using exclusive DY+$n$ jets ($n = 0$, 1, 2, 3, 4) simulated samples generated with MadGraph 5.1.3.30. For the above MadGraph samples, parton showering, fragmentation, and the underlying event are handled by Pythia. A statistically comparable sample of DY+jets events generated with the tree-level MC event generator Sherpa 1.4.2 [30], which incorporates parton showering and other effects in addition to the hard process, is used to help quantify the systematic uncertainty in the DY+jets background estimation. Simulated diboson (WW, WZ, and ZZ) events are generated using Pythia 6.4.26, with the additional small contributions from diboson scattering processes generated with MadGraph 5.1.3.30. The simulated single top quark (namely, $tW$) background sample is generated via the next-to-leading-order MC generator Powheg 1.0 [31–34]. Parton showering and other effects are handled by Pythia for the diboson and single top quark background samples.

The generated signal and SM background events pass through a full CMS detector simulation based on Geant4 [35], and are reconstructed with the same software used to reconstruct collision data, unless otherwise noted. The simulation is compared to data using various control samples, and when necessary the simulation is adjusted to account for slight deviations seen with respect to data. Additional pp collisions in the same beam crossing (pileup) are also included for each simulated event to realistically describe the $\sqrt{s} = 8$ TeV collision environment.

4 Event selection and object reconstruction

We assemble $W_R$ boson candidates from the two highest-$p_T$ (leading) jets and two highest-$p_T$ same-flavor leptons (electrons or muons) reconstructed in collision data or simulation events. Candidate events are first selected by the CMS trigger system using the lepton triggers described previously. The electron and muon trigger efficiencies are determined using the “tag and probe” techniques applied to $Z \rightarrow \ell\ell$ candidates [36–38]. Simple triggers, requiring a single ECAL cluster with $E_T > 300$ GeV, collected events with high-$p_T$ electrons to help evaluate the trigger efficiency for electron channel events with high dielectron mass [39]. Following the application of object and event selection requirements mentioned below, the trigger efficiency for $W_R \rightarrow \ell\ell\nu\bar{\nu}$ candidate events is greater than 99% (98%) in the electron (muon) channel.

Because of the large expected mass of the $W_R$ boson, electron and muon reconstruction and identification are performed using algorithms optimized for objects with large transverse momentum [36,39]. Non-isolated muon backgrounds are suppressed by computing the transverse momentum sum of all additional tracks within a cone of $\Delta R < 0.3$ about the muon direction, where $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2}$ (azimuthal angle $\phi$ in radians), and requiring the $p_T$ sum to be less than 10% of the muon transverse momentum. This isolation requirement is only weakly dependent on the number of pileup collisions in the event, as tracks with a large $\Delta \eta$ separation from the muon, i.e., tracks from other pp collisions, are not included in the isolation sum. Electrons are expected to have minimal associated HCAL energy and also to appear isolated in both calorimeters and in the tracker. To minimize the effects of pileup, electrons must be associated with the primary vertex, which is the collision vertex with the highest $\sum p_T^2$ of all associated tracks. As pileup collisions also produce extra energy in the calorimeters and can make the electron appear non-isolated, calorimeter isolation for electron candidates is corrected for the average energy density in the event [40].

Jets are reconstructed using the anti-$k_T$ clustering algorithm [41] with a distance parameter of 0.5. Charged and neutral hadrons, photons, and leptons reconstructed with the CMS particle-flow technique are used as input to the jet clustering algorithm. To reduce the contribution to jet energy from pileup collisions, charged hadrons that do not originate from the primary vertex in the event are not used in jet clustering. After jet clustering, the pileup calorimeter energy contribution from neutral particles is removed by applying a residual average area-based correction [40,42]. Jet identification requirements [43] suppress jets from calorimeter noise and beam halo, and the event is rejected if either of the two highest-$p_T$ jet candidates fails the identification criteria. The jet four-momenta are corrected for zero-suppression effects and for the response function of the calorimeters to hadronic showers based on studies with simulation and data [44]. As the electrons and muons from $W_R$ boson decay are likely to be spatially separated from jets in the detector, we reject any lepton found within a cone of radius $\Delta R < 0.5$ from the jet axis for either of the two leading jets.

After selecting jets and isolated electrons or muons in the event, $W_R \rightarrow \ell\ell\nu\bar{\nu}$ candidates are formed using the two leading same-flavor leptons and the two leading jets that satisfy the selection criteria. The leading (subleading) lepton is required to have $p_T > 60$ (40) GeV, while the $p_T$ of each jet candidate must exceed 40 GeV. Electrons and jets are reconstructed within the tracker acceptance ($|\eta| < 2.5$). Muon acceptance extends to $|\eta| < 2.4$, although at least one muon is restricted to $|\eta| < 2.1$ in order to be selected by the trigger.
We perform a shape-based analysis, searching for evidence of $W_R$ boson production using the four-object mass distribution ($M_{\ell\elljj}$), where we consider events with $M_{\ell\elljj} > 600$ GeV. To reduce the contribution from DY+jets and other SM backgrounds, we also impose a requirement of $M_{\ell\ell} > 200$ GeV on the mass of the lepton pair associated with the $W_R$ boson candidate.

The decay of a $W_R$ boson tends to produce final-state objects that have high $p_T$ and are separated in the detector. We define the signal acceptance to include the kinematic and detector acceptance requirements for the leptons and jets, lepton-jet separation, and the minimum $M_{\ell\ell}$ and $M_{\ell\elljj}$ requirements. This signal acceptance, typically near 80 % at $M_{N_\ell} \sim M_{W_R}/2$, varies by less than 1 % between the electron and muon channels because of differences in detector acceptance for leptons. Provided that the $W_R$ boson decay satisfies acceptance requirements, the ability to reconstruct all four final-state particles is near 75 % 2.8 (85 %) for the electron and muon channels because of differences in detector acceptance. The working point of the combined secondary vertex tagging requirements is over 90 % for events with central muons ($|\eta| < 0.9$) and decreases for events with more forward muons. Consequently, both the electron and muon scale factors are larger than the expected value of 0.5, given the relative branching fractions for $\ell\ell \rightarrow \ell\elljj$, and $e\mu jj$ events that pass the selection criteria are determined from simulation. Using this information, the $M_{e\mu jj}$ distribution for the $e\mu jj$ control sample from data is scaled to match the estimated $t\bar{t}$ background contribution to the $M_{e\elljj}$ and $M_{e\mu jj}$ distributions. The scale factor derived from simulation is determined after requiring $M_{e\mu} > 200$ GeV and $M_{e\mu jj} > 600$ GeV, which is equivalent to the third and final selection stage in Table 1. The scale factors for the $t\bar{t}$ background sample are $0.524 \pm 0.007$ and $0.632 \pm 0.008$ in the electron and muon channels, respectively, where the uncertainty in the values reflects the number of simulated $t\bar{t}$ events that satisfy all object and event requirements. The trigger efficiency for $e\mu jj$ events is over 90 % for events with central muons ($|\eta| < 0.9$) and decreases for events with more forward muons. Consequently, both the electron and muon scale factors are larger than the expected value of 0.5, given the relative branching fractions for $\ell\ell \rightarrow \ell\elljj$, $\mu\mu jj$, and $e\mu jj$ decays.

The $t\bar{t}$ scale factors, determined from simulation, are checked using control regions in data. We first consider events in both simulation and data where one or both jets are identified as originating from a bottom quark. After all selection requirements are applied, reconstructed $t\bar{t}$ decays dominate the event samples. Accounting for contributions from other SM processes using simulation, we compute scale factors for $e\mu jj$ events in data with $60 < M_{e\mu} < 200$ GeV to estimate the $t\bar{t}$ contribution to the SM background when one or both jets are tagged as b jets using the medium working point of the combined secondary vertex tagging algorithm [45]. The $M_{ee}$ and $M_{\mu\mu}$ distributions in b-tagged

| Data | Signal | SM Backgrounds |
|------|--------|----------------|
|      |        | Total | $t\bar{t}$ | DY+jets | Other |
| Two electrons, two jets | 34506 | 30 | 34154 | 4725 | 28273 | 1156 |
| $M_{ee} > 200$ GeV | 1717 | 29 | 1747 | 1164 | 475 | 108 |
| $M_{eejj} > 600$ GeV | 817 | 29 ± 1 ± 3 | 783 ± 51 | 476 ± 42 | 252 ± 24 | 55 ± 12 |
| Two muons, two jets | 42090 | 35 | 41204 | 5625 | 34220 | 1359 |
| $M_{\mu\mu} > 200$ GeV | 2042 | 35 | 2064 | 1382 | 549 | 133 |
| $M_{\mu\mu jj} > 600$ GeV | 951 | 35 ± 1 ± 4 | 913 ± 58 | 562 ± 50 | 287 ± 26 | 64 ± 12 |
data agree with expectations based on simulation and the \\( e\mu jj \) control sample, and the derived scale factors agree with those obtained from simulation within statistical precision. For another cross-check, we compute the scale factor based on the expectation that \( t\bar{t} \rightarrow e\mu jj \) should be twice the rate of \( t\bar{t} \rightarrow eejj \) or \( t\bar{t} \rightarrow \mu\mu jj \). Deviation from this expected ratio depends primarily on the differences in electron and muon reconstruction and identification efficiencies. The number of electron and muon channel events in data in the \( 120 < M_{\ell\ell} < 200 \) GeV control region are thus used to derive the relative efficiency difference between electrons and muons and then extract the \( t\bar{t} \) scale factors. The scale factors determined from this control region in data are consistent with those derived from simulation, and the larger statistical uncertainty (2 \%) of this cross-check is taken as the systematic uncertainty in the \( t\bar{t} \) normalization.

The DY+jets background contribution is estimated from \( Z/\gamma^{*} \rightarrow \ell\ell \) decays reconstructed in simulation and data. The simulated DY+jets background contribution is normalized to data using events in the dilepton mass region \( 60 < M_{\ell\ell} < 120 \) GeV after kinematic requirements are applied on the leptons and jets, which is the first selection stage indicated in Table 1. After removing the small contribution from other SM background processes, the simulated DY+jets distributions are normalized to data using scale factors of \( 1.000 \pm 0.007 \) and \( 1.027 \pm 0.006 \) for the electron and muon channels, respectively, relative to inclusive next-to-next-to-leading-order cross section calculations. The uncertainty in this value reflects the number of events from data with \( 60 < M_{\ell\ell} < 120 \) GeV. The shape of the \( M_{\ell\ell} \) distribution in data is in agreement with SM expectations for \( M_{\ell\ell} > 60 \) GeV, as shown in Fig. 1.

The diboson and single top quark contributions to the total background are estimated from simulation, based on next-to-leading-order [46] and approximate next-to-next-to-leading-order [47] production cross sections, respectively. The background from W+jets processes, also estimated from simulation, is negligible starting from the earliest selection stage. Finally, the background contribution from multijet processes is estimated using control samples in data and is also found to be negligible at every selection stage.

The observed and expected numbers of events surviving the selections are summarized in Table 1, which explicitly lists the contributions from \( t\bar{t} \) and DY+jets processes while including all other SM background contributions in a single column. The yields reflect the numbers of background events surviving each selection stage, with normalization factors obtained from simulation and control sample studies or taken directly from simulation. The numbers of events observed at each selection stage agree with SM expectations in both channels.

6 The \( M_{WR} \) distribution and systematic uncertainties

Once all object and event selection criteria are applied, the \( M_{\ell\ell jj} \) distributions in data and simulation are used to search for evidence of \( W_{R} \) boson production, where the expected SM \( M_{\ell\ell jj} \) distribution is computed as the sum of the individual background \( M_{\ell\ell jj} \) distributions. The \( M_{\ell\ell jj} \) distribution is measured in 200 GeV wide bins up to 1.8 TeV, as this bin width is comparable to the mass resolution of the \( W_{R} \) boson for \( M_{WR} < 2.5 \) TeV. Beyond 1.8 TeV, events are summed in two bins, 1.8 < \( M_{\ell\ell jj} < 2.2 \) TeV and \( M_{\ell\ell jj} > 2.2 \) TeV.
to account for the small number of background events in the simulated and data control samples at high mass. The \( M_{\ell\ell jj} \) distributions for DY+jets, diboson, and single top quark processes are taken from simulation, with the normalization of each distribution as discussed previously. The \( M_{\ell\ell jj} \) distribution from data is used to model the \( \bar{t}t \) background contribution in the electron and muon channels.

In our previous search for \( W_R \rightarrow \mu N_\mu \) production using 7 TeV collision data [13], we modeled the shape of each background \( M_{\mu\mu jj} \) distribution using an exponential lineshape. For this search, we again find that an exponential function can be used to describe each background \( M_{\ell\ell jj} \) distribution below 2 TeV, but these \( M_{\ell\ell jj} \) distributions begin to deviate from the assumed exponential shape at high mass. As a result, in this updated search we use the \( M_{\ell\ell jj} \) distributions from each background process directly instead of relying on exponential fits to model the shape of the SM backgrounds.

As the \( \bar{t}t \) background shape is taken from a control sample of \( e\mu jj \) events in data, we examine the shape of the \( \bar{t}t \) background \( M_{e\mu jj} \) distributions in both simulation and data. Based on the method to extract the background shape in our earlier search, we fit each \( M_{e\mu jj} \) distribution to an exponential lineshape for events surviving all selection criteria for \( e\mu jj \) events. The \( \bar{t}t \) background distribution is again expected to decrease exponentially as \( M_{\ell\ell jj} \) increases, although we allow for deviations at high mass (beyond 2 TeV) where the DY+jets background is more significant. The simulated \( M_{e\mu jj} \) distribution agrees with the exponential lineshape for \( M_{e\mu jj} < 2 \) TeV, as expected, while we find that the \( M_{e\mu jj} \) distribution in the data control sample noticeably deviates from fit expectations for 1.0 < \( M_{e\mu jj} \) < 1.2 TeV. While the fit expects 94 events, only 78 events are found in data in this region. As a result, we correct the \( M_{e\mu jj} \) distribution from the data control sample to the expected number of events from the exponential fit for 1.0 < \( M_{e\mu jj} \) < 1.2 TeV, and this correction is reflected in Table 1. The size of the correction is taken as a systematic uncertainty in the shape of the \( \bar{t}t \) \( M_{\ell\ell jj} \) distribution.

The \( M_{\ell\ell jj} \) distributions for events satisfying all selection criteria appear in Fig. 2. A comparison of the observed data to SM expectations yields a normalized \( \chi^2 \) of 1.4 (0.9) for electron (muon) channel events. We observe an excess in the electron channel in the region 1.8 < \( M_{e\mu jj} \) < 2.2 TeV, where 14 events are observed compared to 4 events expected from SM backgrounds. This excess has a local significance of 2.8\( \sigma \) estimated using the method discussed in Sect. 7. This excess does not appear to be consistent with \( W_R \rightarrow eN_e \) decay. We examined additional distributions for events with 1.8 < \( M_{e\mu jj} \) < 2.2 TeV, including the mass distributions \( M_{e\mu jj} \) (for both the leading and subleading electrons), \( M_{ee} \),
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Figure 2: Distribution of the invariant mass \( M_{e\mu jj} \) (top) and \( M_{\mu\mu jj} \) (bottom) for events in data (points with error bars) with \( M_{\ell\ell} > 200 \) GeV and for background contributions (hatched stacked histograms) from data control samples (t\( \bar{t} \)) and simulation. The signal mass point \( M_{N_e} = 2.5 \) TeV, \( M_{N_\mu} = 1.25 \) TeV, is included for comparison (open red histogram, and also as a dotted line for the unbinned signal shape). The numbers of events from each background process (and the expected number of signal events) are included in parentheses in the legend, where the contributions from diboson and single top quark processes have been collected in the “Other” background category. The data are compared with SM expectations in the lower portion of the figure. The total background uncertainty (light red band) and the background uncertainty after neglecting the uncertainty due to background modeling (dark blue band) are included as a function of \( M_{\ell\ell jj} \) for \( M_{\ell\ell jj} > 600 \) GeV (dashed line).
and $M_{\ell\ell}$, as well as the $p_T$ distributions for each of the final state particles. In this examination, we find no compelling evidence in favor of the signal hypothesis over the assumption of an excess of SM background events in this region. Examining the charge of the electrons used to build WR boson candidates in data events with $1.8 < M_{eejj} < 2.2$ TeV, we find same-sign electrons in one of the 14 reconstructed events. In this region, the same-sign SM background is expected to be on the order of half an event due to SM diboson processes and charge misidentification in DY+jets events. No same-sign events are observed in the same mass region of the distribution for the muon channel. For comparison, making plausible assumptions for the properties of a signal contributing in this region, one would expect half of the additional events to have electrons with the same sign.

The uncertainties in modeling the shape of the background $M_{\ell\ell}$ distributions dominate the background systematic uncertainty, as shown in Fig. 2. The background $M_{\ell\ell}$ uncertainty is determined in each mass bin based on the number of events surviving all selection criteria for each background sample. For the two dominant backgrounds, an additional shape uncertainty is included as part of the background shape uncertainty.

The additional $t\bar{t}$ shape uncertainty is included for the $1.0 < M_{\ell\ell} < 1.2$ TeV mass region based on the previously discussed correction to the $M_{e\mu jj}$ distribution for $1.0 < M_{e\mu jj} < 1.2$ TeV. No additional $t\bar{t}$ shape uncertainty is applied at other $M_{\ell\ell}$ values as the $M_{e\mu jj}$ distributions in both data and simulation agree with the assumed exponential lineshape below 1.8 TeV, and the statistical uncertainty of the $e\mu jj$ control sample dominates at high mass. For the DY+jets background, the $M_{\ell\ell}$ shape uncertainty is determined using simulated samples from two different MC generators, MADGRAPH and SHERPA. The difference between these two $M_{\ell\ell}$ distributions, computed as a function of mass, is taken as an additional systematic uncertainty in the DY+jets shape.

The uncertainty associated with the background normalization is taken as the quadratic sum of the uncertainty in the scale factors determined from the cross-check for $t\bar{t}$ background performed on a control region in data, the uncertainty estimated from the difference in the values obtained for DY+jets scale factors in the electron and muon channels, and the combined cross section and luminosity uncertainties for the remaining backgrounds. This overall background normalization uncertainty is small compared to the uncertainties determined for the background shape.

Lepton reconstruction and identification uncertainties, which also contribute to the total signal and background systematic uncertainty, are determined using $Z \rightarrow ee, \mu\mu$ events reconstructed in both data and simulation. Uncertainties in the jet and lepton energy scales and resolutions also contribute to the systematic uncertainty. These uncertainties dominate the signal efficiency uncertainty, resulting in a total systematic uncertainty of up to 10% for the signal efficiency, depending on the WR boson mass assumption. The combination of lepton and jet energy scale, resolution, and efficiency uncertainties is less than 5% for the background estimates taken from simulation.

The systematic uncertainties related to pileup, uncertainties in the proton PDFs, and initial- or final-state radiation are computed for the simulated background samples and are found to be small when compared to the background shape uncertainty. Additional theoretical uncertainties for the SM background processes are covered by the shape uncertainty. The total uncertainty for signal and background is determined for the final selection stage and presented in Table 1. Figure 2 summarizes the background uncertainty as a function of $M_{\ell\ell}$ and displays the dominant background shape uncertainty relative to the total background uncertainty.

7 Limits on WR boson production

We estimate limits on WR boson production using a multibin CLs limit setting technique [48–50]. The $M_{\ell\ell}$ distributions obtained from signal MC, each of the SM backgrounds, and the observed data all serve as limit inputs. The systematic uncertainties mentioned previously are included as nuisance parameters in the limit calculations. We estimate the 95% CL upper limit on the WR boson cross section multiplied by the $W_R \rightarrow \ell\ell jj$ branching fraction as a function of $M_{W_R}$ and $N_\ell$. These results [available in tabular form in the supplemental material] can be used for the evaluation of models other than those considered in this paper.

The limits are computed for a set of WR boson and $N_\ell$ mass assumptions, where $M_{W_R}$ starts at 1 TeV and increases in 100 GeV steps and the $N_\ell$ mass is taken to be half the WR boson mass. For these determinations, the WR boson signal samples include the full CMS detector simulation.

The procedure to determine the limits on WR boson production for a range of $N_\ell$ mass assumptions ($M_{N_\ell} < M_{W_R}$) proceeds as follows. For a fixed value of $M_{W_R}$, the limits on $W_R \rightarrow \ell N_\ell \rightarrow \ell\ell jj$ are determined as a function of $M_{N_\ell}$ (up to $M_{W_R}$) based on differences in kinematic acceptance, lepton-jet overlap, and $M_{\ell\ell}$ shape relative to $M_{N_\ell} = \frac{1}{2} M_{W_R}$. As mentioned previously, the combined reconstruction and identification efficiency for the WR boson and $N_\ell$ decay products varies by $O(1\%)$ as a function of $M_{W_R}$ once acceptance requirements are satisfied. Consequently, for $M_{N_\ell}$ values other than $M_{N_\ell} = \frac{1}{2} M_{W_R}$, the WR boson production cross section limits are computed using information from signal samples that do not include the simulated detector response.

The cross section limit calculation based on the kinematic acceptance is compared with the results for fully sim-
ulated samples using a spectrum of $N_\ell$ mass assumptions for $M_{W_R} = 1, 1.5, 2,$ and $3$ TeV. The difference between the two methods is at the percent level or smaller for $M_{N_\ell}$ masses greater than $10–20\%$ of the generated $W_R$ boson mass. Differences grow to $O(10)\%$ for lighter right-handed neutrinos. The ratio of the products of efficiency and acceptance for the two approaches is computed as a function of $M_{N_\ell}/M_{W_R}$, and a global fit to this distribution is used to correct the cross section limits determined as a function of $M_{N_\ell}$ for all $M_{W_R}$ values.

The uncertainty in this correction is computed using the maximum difference in the efficiency times acceptance ratio for the set of simulated samples as a function of $M_{N_\ell}/M_{W_R}$, unless the statistical uncertainty in the ratio calculation dominates. The impact of this uncertainty on signal acceptance is propagated to the cross section limit calculations. The overall effect on the limits from this uncertainty is negligible for most $M_{N_\ell}$ values, but can degrade the cross section limit by $5–10\%$ for $N_\ell$ masses below $10\%$ of $M_{W_R}$.

Finally, we account for variations in the shape of the $M_{\ell\ell jj}$ distribution. As $M_{N_\ell} \rightarrow 0$, neutrino production via a virtual $W_R$ boson becomes more significant. As a result, the shape of the signal $M_{\ell\ell jj}$ distribution is expected to vary as a function of both $M_{W_R}$ and $M_{N_\ell}$. This effect is included in the limit calculations.

The largest uncertainty related to the $W_R \rightarrow \ell N_\ell$ production estimation arises from the variation in the predicted signal production cross section as a result of the uncertainties in the proton PDFs, where we use the CTEQ6L1 PDF set for the CTEQ6L1 PDF set [51,52] for the CT10 [53], MSTW2008 [54], and NNPDF2.1 [55] PDF sets. The PDF uncertainties in the signal acceptance, which are small compared to the systematic uncertainties for signal events mentioned previously, are included in the limit calculations.

For the results presented in Fig. 3, we indicate a range of $N_\ell$ masses that are excluded as a function of $M_{W_R}$ assuming that only one heavy neutrino flavor (electron or muon) is accessible from 8 TeV $pp$ collisions, with the other $N_\ell'$ ($\ell' = e, \mu, \tau$, with $\ell' \neq \ell$) too heavy to be produced. These $(M_{W_R}, M_{N_\ell})$ limits are obtained by comparing the observed and expected cross section upper limits with the expected cross section for each mass point. The limits extend to roughly $M_{W_R} = 3.0$ TeV in each channel and exclude a wide range of heavy neutrino masses for $W_R$ boson mass assumptions below this maximal value. The inclusion of the results from the previous iteration of this analysis [13], which searched for $W_R$ boson production in the $\mu\mu jj$ final state using 7 TeV data, does not significantly affect the limit results. The excess in the electron channel at approximately 2 TeV has a local significance of $2.8\sigma$ for a $W_R$ boson candidate with a mass of 2.1 TeV. Assuming contributions from SM backgrounds only, the p value for the local excess in the $M_{\ell\ell jj}$ distribution is 0.0050. We also present limits as a function of $W_R$ boson mass for a right-handed neutrino with $M_{N_\ell} = \frac{1}{2}M_{W_R}$ in Fig. 4. For the electron (muon) channel, we exclude $W_R$ bosons with $M_{W_R} < 2.87$ ($3.00$) TeV, with an expected exclusion of $2.99$ ($3.04$) TeV.

We additionally consider the case where all $N_\ell$ masses are degenerate and can be produced via $W_R$ boson production and decay in 8 TeV $pp$ collisions. In this case, the electron and muon results can be combined as shown in Fig. 5. The $(M_{W_R}, M_{N_\ell})$ exclusion for the combination extends slightly further than the single-channel exclusion limits, with an observed (expected) exclusion for the combined channel of $M_{W_R} < 3.01$ ($3.10$) TeV for $M_{N_\ell} = \frac{1}{2}M_{W_R}$.


8 Summary

A search for right-handed bosons (WR) and heavy right-handed neutrinos (Nℓ) in the left-right symmetric extension of the standard model has been presented. The data sample is in agreement with expectations from standard model processes in the μμjj final state. An excess is observed in the electron channel with a local significance of 2.8σ at M_{eejj} ≈ 2.1 TeV. The excess does not appear to be consistent with expectations from left-right symmetric theory. Considering WR → eNℓ and WR → μNℓ searches separately, regions in the (M_{WR}, M_{Nℓ}) mass space are excluded at 95% confidence level up to M_{WR} < 3.0 TeV for both channels. Assuming WR → ℓNℓ with degenerate Nℓ mass for ℓ = e, μ, WR boson production is excluded at 95% confidence level up to M_{WR} < 3.0 TeV. This search has significantly extended the exclusion region in the two-dimensional (M_{WR}, M_{Nℓ}) mass plane compared to previous searches, and for the first time this search has excluded M_{WR} values beyond the theoretical lower mass limit of M_{WR} ≳ 2.5 TeV.
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