Generating metal-polluting debris in white dwarf planetary systems from small-impact crater ejecta
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ABSTRACT

Metal pollution in white dwarf photospheres originates from the accretion of some combination of planets, moons, asteroids, comets, boulders, pebbles and dust. When large bodies reside in dynamically stagnant locations – unable themselves to pollute nor even closely approach the white dwarf – then smaller reservoirs of impact debris may become a complementary or the primary source of metal pollutants. Here, we take a first step towards exploring this possibility by computing limits on the recoil mass that escapes the gravitational pull of the target object following a single impact onto an atmosphere-less surface. By considering vertical impacts only with the full-chain analytical prescription from Kurosawa & Takada (2019), we provide lower bounds for the ejected mass for basalt, granite, iron and water-rich target objects across the radii range $10^{-3}$ km. Our use of the full-chain prescription as opposed to physical experiments or hydrocode simulations allows us to quickly sample a wide range of parameter space appropriate to white dwarf planetary systems. Our numerical results could be used in future studies to constrain freshly-generated small debris reservoirs around white dwarfs given a particular planetary system architecture, bombardment history, and impact geometries.
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1 INTRODUCTION

1.1 Fates of planetary systems

As the endpoint of stellar evolution for the majority of stars in the Galaxy, white dwarfs showcase the fate of planetary systems. Our Sun will become a white dwarf, and will likely host five or six major planets that will have managed to survive the intermediate giant branch phase of solar evolution (Schröder & Smith 2008; Veras 2016b; Schreiber et al. 2018). The Solar white dwarf will also host moons, comets, asteroids, boulders, pebbles and dust.

Radiative forces and dynamical instability amongst these objects could lead some to migrate towards and accrete onto the solar white dwarf (Veras 2016b). Because white dwarfs have surface gravities which are $10^5$ higher than the Earth’s, white dwarf atmospheres chemically stratify this accreted matter (Schatzman 1958; Paquette et al. 1982; Koester 2009). Because white dwarf atmospheres are composed exclusively of hydrogen, helium or some combination of the two, accreted planetary material is easily distinguishable and regularly observed from both the ground (Dufour et al. 2007, Klein et al. 2010, 2011, Kleinman et al. 2013, Wilson et al. 2014, Gentile Fusillo et al. 2015, Kepler et al. 2015, 2016, Hollands et al. 2017, 2018) and from space (Gänsicke et al. 2012, Jura et al. 2012, Xu et al. 2013, 2014, Wilson et al. 2014, 2016, Melis & Dufour 2017, Coutu et al. 2019). As a result, we can extract the bulk chemical composition of exo-planetary bodies by observing their broken-up remains (Jura & Young 2014). These autopsies represent the only direct currently available means to probe rocky interiors.

The above studies and others have so far yielded the detection of the following 20 metals (with atomic num-

\footnote{Any fallback material from the progenitor’s stellar winds would sink at too early of an epoch to be observed and is anyway compositionally dis-similar from accreted planetary material.}
ber). C(6), N(7), O(8), Na(11), Mg(12), Al(13), Si(14), P(15), S(16), Ca(20), Sc(21), Ti(22), V(23), Cr(24), Mn(25), Fe(26), Co(27), Ni(28), Cu(29) and Sr(38). Nearly all polluted white dwarfs contain either Ca or Mg, which generate the strongest spectral signatures; in contrast, for only one white dwarf has N been detected (Xu et al. 2017). Some white dwarfs contain at least ten different observable exoplanetary metals (e.g. Dufour et al. 2012; Melis & Dufour 2015; Swan et al. 2013; Xu et al. 2019), and about two dozen white dwarfs currently host at least five metals (Harrison et al. 2018; Hollands et al. 2018). In each case, because of spectroscopic limitations, we obtain only a partial snapshot of the bulk chemical composition of progenitor exoplanetary material.

Overall, the ensemble of metals found in white dwarf atmospheres is indicative of dry (volatile-poor) progenitors with compositions similar to the bulk Earth (Gänsicke et al. 2012; Jura & Young 2014; Harrison et al. 2013; Hollands et al. 2013; Zuckerman & Young 2013; Doyle et al. 2019; Bonsor et al. 2020). Determining if the composition of the surrounding debris and gas matches that of the metal pollution is challenging and so far has yielded constraints in just a few cases: for the close and bright G29-38 (Reach et al. 2005, 2009), the minor planet host WD 1145+017 (Xu et al. 2016; Cauley et al. 2018; Fortin-Archambault et al. 2020) and the major planet host WD J0914+1914 (Gänsicke et al. 2014). Nevertheless, the above evidence for volatile-poor atmospheric pollution is overwhelming. Therefore in this paper, the consideration of a terrestrial-like composition (at least with granite or basalt) is paramount.

Some white dwarfs, however, showcase high-profile exceptions. In a few instances, the progenitors were volatile-rich and were composed of water by mass fractions of tens of per cent (Farhi et al. 2013; Raddi et al. 2013; Gentile Fusillo et al. 2017; Xu et al. 2011). These observations are supported by theoretical studies which have quantified how internal water can be retained even during the giant branch phases of stellar evolution (Malamud & Perets 2012, 2017, 2018). Hence, in this paper we also consider water-rich bodies. Finally, one polluted white dwarf was recently shown to be orbited by a ferrous core fragment (Manser et al. 2011), indicating the importance of modelling iron-rich bodies, which we also consider here.

We therefore choose basalt, granite, water and iron in this paper as representations of exoplanetary material solely based on white dwarf metal pollution. White dwarf pollution provides the most direct way of measuring exoplanetary bulk chemical compositions, because observational data on major exoplanets is, at best, otherwise largely restricted to their masses and radii only. Although a handful of chemical elements and molecules have been positively detected in main-sequence exoplanetary atmospheres, these elements do not necessarily reflect the planets’ bulk chemical compositions, and planetary atmospheric composition would change in time with white dwarf cooling (Kozakis et al. 2018). Other potential future avenues for complementing the chemical constraints from pollution include linking main-sequence stellar composition with planet formation (Santos et al. 2017; Hinkel & Unterborn 2018; Kunimoto et al. 2018; Liu et al. 2018; Cabral et al. 2019) and detecting chemical elements in sublimated tails of closely orbiting disintegrating bodies (van Lieshout et al. 2014; Bodman et al. 2018; Colón et al. 2013; Ridden-Harper et al. 2019).

### 1.1.2 Dynamics of white dwarf metal pollution

The chemical constraints above, in addition to dynamical considerations, support the canonical assumption that the accreted material primarily arises from exo-asteroids as opposed to other classes of extrasolar bodies.

Several observational and theoretical studies reinforce this conclusion. An exo-asteroid is currently observed to be disintegrating while orbiting the white dwarf WD 1145+017 at its Roche radius (Vanderburg et al. 2015), and other ones are thought to be producing the debris around ZTF J0139+5245 (Vanderbosch et al. 2019). The dynamical origin of these bodies is unknown, but may have been captured by extant extended discs of gas (Grishin & Veras 2019). Additionally, full-lifetime dynamical simulations including the interaction between exoplanets and exo-asteroids (Mustill et al. 2014) have successfully demonstrated that the latter is accreted onto the white dwarf at a frequency which is commensurate with observations (Hollands et al. 2018). Systems with few exo-asteroids can still produce pollution over prolonged timescales through chaotic self-disruption en route to the white dwarf on high-eccentricity orbits, providing intermittent streams of polluting material (Makarov & Veras 2013; Veras et al. 2020).

Other types of polluters may occasionally contribute to the metal budget in white dwarf atmospheres. An exo-planet breaking up around a white dwarf (Malamud & Perets 2020) and accreting onto the star would showcase a much stronger observational signature than an exo-asteroid which suffers the same fate (Bear & Soker 2013, 2015). However, despite the exciting discovery of an ice giant in a compact orbit around a white dwarf (Gänsicke et al. 2019), exo-planets are not numerous enough for their destruction to occur at a high-enough frequency (Debes & Sigurdsson 2002; Veras et al. 2013; Vovatizis et al. 2013; Mustill et al. 2014; Veras & Gänsicke 2015; Veras et al. 2016, 2018a) to match the fraction (25-50 per cent) of the observable Milky Way single white dwarfs which feature metal pollution (Zuckerman et al. 2003, 2010; Koester et al. 2014).

Exo-moons which experience post-main-sequence evolution can be stripped from their parent exo-planets and then collide with the white dwarf (Payne et al. 2016, 2017). However, like exo-planets, exo-moons are not numerous enough (at least if our solar system moons are representative) to explain widespread metal pollution.

An exo-Oort cloud comet, on average, will impact a white dwarf every $10^4$ yr (Alcock et al. 1986; Veras et al. 2014b), providing only a secondary contribution to accreted metals. This statement holds true even if this value varies significantly based on different models and assumptions.

---

2 Around younger, main-sequence stars, IR observations have revolutionized the fields of planet formation (see reviews by Wyatt 2008; Kral et al. 2013 and Andrews 2023), although determining grain composition from these observations remains nuanced.
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1.1.3 Small body reservoirs

The reservoirs of bodies smaller than exo-asteroids, however, remain largely unexplored. Some of these reservoirs will carry over from the giant branch phase of stellar evolution (Bonsor & Wyatt 2012; Martin et al. 2021; Veras et al. 2020), where the enhanced stellar luminosity will easily spin up 100 m — 10 km bodies within 7 au to their breaking point due to the YORP effect (Veras et al. 2014). Veras & Scheeres (2020). Further, extinct debris discs from main sequence evolution have been observed orbiting giant stars at distances of tens of au (Bonsor et al. 2017).

During the white dwarf phase, boulders, pebbles, and dust are subject to radiative drag or Yarkovsky effects (Bonsor & Wyatt 2012; Martin et al. 2021; Veras et al. 2020). The enhanced solar luminosity subjects them to radiative drag, causing them to slowly spiral in. This process can be considered as a spin up mechanism (Kratter & Perets 2011; Bonsor & Veras 2013; Mustill et al. 2012). The enhanced solar luminosity also causes the white dwarf to emit more radiation, which can heat and vaporize the small bodies. This vaporization process is known as Yarkovsky effects and can cause the small bodies to spiral inwards. Additionally, the enhanced solar luminosity can cause the small bodies to experience tidal heating, which can further increase the rate of their inward spiraling.

The reservoirs of bodies smaller than exo-asteroids, however, remain largely unexplored. Some of these reservoirs will carry over from the giant branch phase of stellar evolution, where the enhanced stellar luminosity will easily spin up 100 m — 10 km bodies within 7 au to their breaking point due to the YORP effect. Veras & Scheeres (2020). Further, extinct debris discs from main sequence evolution have been observed orbiting giant stars at distances of tens of au. (Bonsor et al. 2017).

During the white dwarf phase, boulders, pebbles, and dust are subject to radiative drag or Yarkovsky effects. Bonsor & Wyatt (2012), Martin et al. (2021), Veras et al. (2020). The enhanced solar luminosity subjected them to radiative drag, causing them to slowly spiral in. This process can be considered as a spin up mechanism. (Kratter & Perets 2011; Bonsor & Veras 2013; Mustill et al. 2012). The enhanced solar luminosity also causes the white dwarf to emit more radiation, which can heat and vaporize the small bodies. This vaporization process is known as Yarkovsky effects and can cause the small bodies to spiral inwards. Additionally, the enhanced solar luminosity can cause the small bodies to experience tidal heating, which can further increase the rate of their inward spiraling.

1.2 Impact ejecta models

The mechanics of the impact ejecta process in white dwarf planetary systems has not previously been considered in detail. In contrast, impact ejecta has been the subject of extensive investigations within the solar system, as well as a few in other types of extrasolar planetary systems. The influence of binary stellar companions in post-main-sequence planetary systems can also produce gravitational instabilities, sometimes through the Lidov-Kozai mechanism. (Kratter & Perets 2012; Veras & Tout 2012; Mustill et al. 2013; Portegies Zwart 2013; Bonsor & Veras 2012; Hamers & Portegies Zwart 2013; Kostov et al. 2014; Petrovich & Múñoz 2015). Stephan et al. (2017), Veras et al. (2017), Stephan et al. (2018).

1.2.1 Previous studies

The physics of impact-induced mass loss from planetary bodies is best constrained from within the solar system. The origin of the lunar and martian meteorites has provided strong motivation for many investigations (e.g. Marcus 1960; O’Keefe & Ahrens 1971; Melosh 1984; Vickery & Melosh 1987). Head et al. (2002), Artemieva & Ivanov (2004). DeCarli et al. (2007), Artemieva & Shuvalov (2008). DeCarli (2012). Kurosawa et al. (2018). Lithopanspermia provides another motivation, both inside and outside of the solar system (Melosh 1984; 2003; Krijt et al. 2017). Lingam & Loeb (2017), Veras et al. (2018).

In general, impacts onto target bodies occur obliquely, and the most probable impact angle of randomly incident impactors is 45 degrees (Shoemaker 1964). The amount of ejecta depends on impact angle, as does the structure of the resultant crater and the peak shock pressure contour profiles (Burchell & Mackay 1998; Pierazzo & Melosh 2000; Grev et al. 2002; Schultz & Worob 2012; Takizawa & Katsura 2013). For the amount of material ejected, some trends emerge: the ejecta speed decreases as the impact angle increases to 90 degrees, which corresponds to a vertical impact (see e.g. Figs. 6-7 of Anderson et al. 2003). Artemieva & Ivanov (2004) found that the amount of escaping material is minimized for vertical or near-vertical impacts (see their Table 1).

In addition to depending on the impact angle, the amount of mass ejected can be partitioned into three stages depending on ejection timing, location, velocity and experienced shock pressure (e.g. Johnson et al. 2014). Kurosawa et al. (2018). Kurosawa & Takada (2019):

(i) Jetting (Kieffer 1973; Melosh & Sonett 1982; Ang 1990; Vickery 1993; Sugi & Schultz 1999; Johnson et al. 2012, 2013; Kurosawa et al. 2013).
(ii) Spallation (Melosh 1984; 1985; Vickery & Melosh 1985; Polanskev & Ahrens 1990; Head et al. 2002; Artemieva & Ivanov 2004; DeCarli et al. 2007; DeCarli 2013), and
(iii) Normal excavation (e.g. Maxwell 1977; Croft 1980; Housen et al. 1983; Melosh 1985b; Cintala et al. 1996; Anderson et al. 2004; Housen & Holsapple 2011; Tsujido et al. 2015; Kurosawa & Takada 2018).

Extensive published work about each of these stages provides an indication of the complexity of impact cratering.

1.2.2 Current study

This level of complexity far exceeds what could be reasonably applied in extrasolar planetary systems, where the amount of available data is very sparse compared to that in the solar system. Therefore, we need to make broad assumptions in order to quantify this idea of generating metal pollution from impact ejecta.

Our three main assumptions are:

(i) We assume vertical impacts on a plane-parallel surface. As previously demonstrated (Anderson et al. 2003; Artemieva & Ivanov 2004), doing so provides a lower bound on the ejecta mass. This bound will usefully help future investigators assess the plausibility of white dwarf pollution arising from impact ejecta in particular systems.
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baric core, which — near the impact point — is estimated
upper limit was determined by the residual speed in the iso-
by establishing a high-speed cutoff for this power-law. This
Housen & Holsapple 2011).

The blue circles show the mean impact speed on the bodies in
the solar system (Ito & Malhotra 2006; O’Brien & Sykes 2011;
Greenstreet et al. 2015). The red shaded regions indicate where
the results of Kurosawa & Takada (2019) are applicable to the
current study.

(ii) We adopt an analytical model, rather than perform
laboratory experiments or run hydrodynamics codes. An an-
alytical model will allow us to sample a large region of phase
space that is relevant to white dwarf planetary systems, which
would otherwise not be possible in a single paper with
other methods. We use the full-chain analytical model from
Kurosawa & Takada (2019). The advantage of this model is
that it allows for the high-speed cutoff of the ejecta in the
regime of normal excavation to be estimated.

(iii) We neglect jetting and spallation. Unfortunately,
neither simple analytical models for jetting and spallation
nor tabular data under a wide range of impact
conditions have been established, despite much progress
and detailed laboratory and numerical impact experi-
ments (e.g. Polanskey & Ahrens 1990; Head et al. 2002;
Artemieva & Ivanov 2004; Artemieva & Shuvalov 2008;
Kurosawa et al. 2014, 2018). Hence, we assume that the
large-scale mass ejection is dominated by normal excava-
tion. Now we elaborate on this assumption.

In order to develop a criterion for mass ejecta being
dominated by normal excavation, we first need to determine
what parameter regime normal excavation produces the
greatest amount of ejecta mass. To do so, we need to estab-
lish the ejecta velocity distribution. Typically, this distribu-
tion is given by a power-law relation (Housen et al. 1983;
Housen & Holsapple 2011). Kurosawa & Takada (2019) provided an improvement
by establishing a high-speed cutoff for this power-law. This
upper limit was determined by the residual speed in the iso-
baric core, which — near the impact point — is estimated
to be about 10 per cent of the impact speed. Thus, the ap-
licable range of their results in a radius-impact velocity
plane can be easily calculated as follows. The required im-
pact speed $|\vec{v}|$ for the condition that the normal excavation
is dominant in the total ejecta mass is given by

$$|\vec{v}| > \frac{v_{\text{esc}}}{\alpha}$$

where the escape speed from the target is

$$v_{\text{esc}} = \sqrt{\frac{2GM_T}{R_T}} = R_T \sqrt{\frac{8}{3} G \pi \rho_T},$$

such that $\alpha$ is the ratio of the high-speed cutoff to the im-
pact velocity, and $M_T$, $R_T$ and $\rho_T$ are the mass, radius and
density of the target. Figure 1 illustrates $|\vec{v}|$ as a function of
$R_T$. In this figure, we adopted $\alpha = 0.1$ and $\rho = 3000 \text{ kg/m}^3$.

The mean impact speeds for planetary bodies in the solar
system are also plotted for context.

The plot illustrates, as an example, that in our solar
system, on average, asteroids in the main belt, as well as
Mercury, would meet the condition. The red shaded region
illustrates combinations of impact speed and target radii
that are applicable in this paper, and will be used to inform
the initial conditions of our simulations.

1.3 Plan for paper

In Sections 2 and 3, we respectively outline some additional
assumptions and describe the model outputs. Then, in Section
4, we perform computations and summarise our results,
primarily through a series of tables. We then address the
observational constraints in Section 5, and provide two con-
crete examples of how this formalism may be used in Section
6. We discuss the results in Section 7, and conclude in Sec-
tion 8. In order to aid the reader, we have listed descriptions
of all of the variables used in this paper in Table 1.

2 ADDITIONAL MODEL ASSUMPTIONS

We now outline some additional model assumptions.

2.1 Impactor-to-target radii ratio

Our model relies on the plane-parallel geometry approxima-
tion, which is thought to be valid for a sufficiently small im-
pactor relative to the size of the target. The approximation
holds when $R_I/R_T \lesssim 0.2$, where $R_I$ and $R_T$ are respectively
the radii of the impactor and target (Bierhaus et al. 2013;
Marchi et al. 2014). We, however, take a more conservative
approach: we perform computations only for systems where
all of the mass which escapes the target is excavated within
0.2$R_T$. Throughout the manuscript, variables or parameters
with subscripts of $I$ and $T$ will refer to properties of the
impactor and target respectively.

2.2 Atmosphere-less targets

We consider only atmosphere-less targets, ranging in size
from 1 km up to $10^7$ km (a Pluto-like object). These objects
are typically not expected to have retained a primordial at-
mosphere at such a late stage of stellar evolution.

Over the course of a stellar lifetime, stars can
Table 1. Variables used in this paper.

| Variable | Explanation | Reference |
|----------|-------------|-----------|
| A        | Auxiliary variable | Equation (12) |
| B        | Auxiliary variable | Equation (13) |
| c_I      | Bulk sound speed in the impactor | Table 2 |
| c_T      | Bulk sound speed in the target | Table 2 |
| C_T,C    | Dimensionless cold coefficient of the target | Table 2 |
| C_T,h    | Dimensionless thermal coefficient of the target | Table 2 |
| d        | Distance from the white dwarf at which collision occurs | Chosen by user |
| D        | Horizontal distance along target surface to impact point | Chosen by user |
| ΔD       | Streamtube width along target surface to impact point | Chosen by user |
| E_gra    | Gravitational energy | Equation (10) |
| E_kin    | Kinetic energy | Equation (11) |
| E_max    | Maximum impact energy to survive target break-up | Equation (20) |
| F_I      | Dimensionless coefficient for impactor | Table 2 |
| F_T      | Dimensionless coefficient for target | Table 2 |
| g_T      | Gravitational acceleration at surface of target | Equation (12) |
| l        | Auxiliary variable | Equation (13) |
| m_T,C    | Dimensionless cold exponent of target | Table 2 |
| m_T,h    | Dimensionless thermal exponent of target | Table 2 |
| M_exc    | Total mass of the excavated (not necessarily escaping) material | Equation (14) |
| M_I      | Mass of the impactor | Chosen by user |
| M_tube   | Mass in a streamtube | Equation (6) |
| M_T      | Mass of the target | Chosen by user |
| n        | Dimensionless shock decay exponent | Chosen by user |
| R_I      | Radius of the impactor | Chosen by user |
| R_T      | Radius of the target | Chosen by user |
| R_WD     | Radius of the white dwarf | Chosen by user |
| u_T,sw   | Switching speed of target | Table 2 |
| u_T,th   | Threshold speed of target | Table 2 |
| u_T,0    | The peak target material speed in an isobaric core | Equation (14) |
| v_E      | Ejecta velocity | Equation (8) |
| v_I      | Impact velocity | Chosen by user |
| v_esc    | Escape speed from surface of target | Equation (8) |
| v_orb    | Orbital speed of the target | Equation (9) |
| Z        | Dimensionless streamline shape coefficient | Chosen by user |
| ε        | Auxiliary variable | Equation (15) |
| θ        | Impactor angle, assuming 0° is parallel to target surface | Chosen by user |
| ρ         | Density of target | Table 2 |
| φ         | Ejecta angle, assuming 0° is parallel to target surface | Equation (6) |

strip away atmospheres of planets and moons which are within a critical distance of the star. This critical distance increases significantly during the giant branch phase of evolution. Investigations which have considered this critical distance (Livio & Soker 1984; Goldstein 1987; Nelemans & Tauris 1998; Soker 1998; Villaver & Livio 2007; Wickramasinghe et al. 2010; Bear & Soker 2011; Schreiber et al. 2019) (see Section 6.1.2. of Veras 2016b for a summary) have not converged on a specific expression for this value. The ability of a planet to retain a certain fraction of its atmosphere throughout stellar evolution remains an open question.

Regardless, one may reasonably assume based on the above studies that rocky bodies which have survived the giant branch phases of stellar evolution intact within tens of au of their parent stars have lost their atmospheres.

2.3 Impact speed range

Our choice of impact speed |⃗ v_I|, which is a relative speed between the impactor and target, is dictated by equation (1). This speed is weakly dependent on d, the distance from
the white dwarf to the collision site. Although increasing $d$ likely helps to decrease $|\vec{v}_i|$, there is no direct correlation without specification of the geometry of the collision and the geometry of the orbit. Hence, $d$ does not represent an input into our simulations.

Instead the range of $|\vec{v}_i|$ that we provide spans most realistic values. The lowest value is 5 km/s, which is the lower limit at which the full-chain model from Kurosawa & Takada (2019) is applicable. For an upper bound, Eq. 7 of Veras et al. (2014c) illustrates that an impactor could reach speeds relative to the white dwarf of up to 1000 km/s. Our formalism is not applicable for such high-velocity impacts, but can model collisions with impact speeds reaching 100 km/s.

That value of 100 km/s is still relatively high for white dwarf planetary systems. For example, the maximum speed of any orbit occurs at its orbital pericentre, where (as derived by assuming an orbital eccentricity of unity and neglecting the mass of the target)

$$\max(v_{\text{orb}}) \approx \sqrt{\frac{2GM_{\text{WD}}}{d}}$$

$$= 14.6 \frac{\text{km}}{\text{s}} \left(\frac{M_{\text{WD}}}{0.6M_\odot}\right)^{1/2} \left(\frac{d}{5 \text{ au}}\right)^{-1/2}. \quad (3)$$

By providing values for $|\vec{v}_i|$, rather than making any assumptions about elliptic orbits, we also allow for the possibility for a collision to occur between one or two bodies on parabolic or hyperbolic orbit.

### 2.4 Neglecting vaporized mass

Impactors can melt and vaporize some of the mass which would otherwise escape the target. The amount of vaporized mass is a function of both the impact speed and angle. As demonstrated in Pierazzo & Melosh (2000), the volume of vaporized mass increases with impact angle, peaking at 90°. Other experiments have established scaling laws as a function of this angle (Schultz 1996), also peaking at 90°.

As suggested by Pierazzo et al. (1997), vaporization does not become important until $|\vec{v}_i| \gtrsim 50$ km/s, and only for material which lies within a couple of $R_1$ of the impact point. Therefore, if most of the would-be-ejected material is close to the impact point, then vaporization would significantly affect our high-impact speed computations.

In fact, the reality is otherwise: as we will show, the amount of ejecta mass which escapes the target increases with distance from the impact point, usually for distances of at least tens of $R_1$. Hence, the fraction of escaped mass which would have been vaporized by the impact is typically negligible. Regardless, in order to be conservative, we report simulation results only for impact events where mass escapes out to a horizontal distance of at least 15$R_1$.

Also, a key consideration in cratering mechanics is the dissipation of the expanding shock wave that is produced by the impact. The pressure decay of this wave is parametrized by a dimensionless exponent $n$ that will appear in many of the subsequent equations. Rather than use a constant value for $n$, we instead adopt the following, more realistic speed-dependent exponent from Pierazzo et al. (1997) in our computations:

$$n = -1.84 + 2.61 \log \left(\frac{|\vec{v}_i|}{\text{km/s}}\right). \quad (4)$$

Further, Pierazzo et al. (1997) reported that the numerical values in equation (4) are relatively insensitive to the target material.

### 3 MODEL OUTPUTS

Now we discuss in detail some of the properties of the full-chain analytical model from Kurosawa & Takada (2019) that we adopt here.

#### 3.1 Ejecta direction

As in Kurosawa & Takada (2019), we utilise the Maxwell $Z$-model. This model represents a way to analytically characterize streamlines in cratering physics, and was borne out of empirical relations noticed in experiments performed by the United States Defense Nuclear Agency (Maxwell 1977). The value of $Z$ is mapped to a streamline containing ejecta which is thrust outward at an angle of

$$\phi = \tan^{-1}(Z - 2). \quad (5)$$
Here $\phi = 0^\circ$ corresponds to the target surface, and $Z$ ranges from 2-5 ($\phi = 0.0^\circ - 71.6^\circ$) because that range is consistent with values measured in laboratory experiments (Cintala et al. 1999; Yamamoto et al. 2017). Further, $Z = 3$ is adopted for illustration purposes because it yields the ejection angle of 45 degrees, a typical value observed in these laboratory experiments. Note that the angle $\phi$ is independent of $D$, the distance along the (assumed flat) target surface to the impact point.

### 3.2 Ejecta mass

The mass in a specific streamtube $M_{\text{tube}}$ between the distances $(D - \Delta D)$ and $D$ is given by

$$M_{\text{tube}}(D - \Delta D; D) = 2\pi \left( \frac{Z - 2}{Z + 1} \right) \rho_D D^2 \Delta D,$$

where $\rho_D$ is the density of target and $\Delta D$ is the streamtube width along the surface. This interval notation will be used throughout the manuscript for clarity.

Any melted mass will be solidified rapidly after the pressure release, and we neglect vaporized mass as explained above. The cumulative mass excavated from the surface due to a single impact can then be expressed as $M_{\text{exc}}$, where, for a fixed $\Delta D$,

$$M_{\text{exc}} = \sum_{D = \Delta D} M_{\text{tube}}(D - \Delta D; D).$$

Determining the fraction of $M_{\text{exc}}$ which actually escapes the target is a main goal of the paper, and depends on the ejection speed. For a numerical implementation of equation (7), we set the upper bound of the summation to $0.2R_T$ (see Section 2.1). One can choose the value of $\Delta D$ depending on the accuracy of the final result which is sought; different values of $\Delta D$ can be easily implemented given the computational speed of the analytical model.

### 3.3 Ejecta velocity

The ejecta velocity ($\vec{v}_E$) includes direction through the angle $\phi$ given by equation (4) and magnitude through Eq. (20) of Kurosawa & Takada (2013). They provide this magnitude within a streamtube in terms of the kinetic and gravitational energies ($E_{\text{kin}}, E_{\text{grav}}$) within that same streamtube as

$$\vec{v}_E(D - \Delta D; D) = \sqrt{\frac{2 [E_{\text{kin}}(D - \Delta D; D) - E_{\text{grav}}(D - \Delta D; D)]}{M_{\text{tube}}(D - \Delta D; D)}}.$$  

These individual energies are given by Eqs. (27-36) of Kurosawa & Takada (2013), and each include the arbitrary lengthscale $\Delta D$ which cancels out in the computation of $|\vec{v}_E(D - \Delta D; D)|$ for a particular streamtube. Therefore, $|\vec{v}_E(D - \Delta D; D)|$ is independent of $\Delta D$, but is dependent on $D$, and tends towards 0 as $D$ increases.

The gravitational energy

$$E_{\text{grav}}(D - \Delta D; D) = \pi \left[ \frac{Z^2 - 4Z + 4}{Z (Z + 2)} \right] g_D \rho_D D^3 \Delta D$$

is a function of the density $\rho_D$ and surface gravity $g_D$ of the target, the latter of which is given by

$$g_D = \frac{GM_T}{R_T^2}.$$  

with $M_T$ representing the mass of the target. Further, all targets are assumed to be spheres. This assumption allows one to easily compute the target mass ($M_T$) given $\rho_D$ and $R_T$.

The kinetic energy ($E_{\text{kin}}$) contains several terms, and these in turn include several dimensionless constants and speeds. They all refer to properties of the target ($m_{\text{T,c}}, m_{\text{T,h}}, C_{\text{T,c}}, C_{\text{T,h}}$), where the subscripts “c” and “h” refer to “cold” and “hot”. Two of the speeds ($u_{\text{T,sw}}, u_{\text{T,th}}$; “switching” and “threshold”) also refer to properties of the target material. All these values are given for a variety of materials (granite, basalt, water and iron) in Table 2 and described in physical detail in Kurosawa & Takada (2013).

One important speed is $u_{\text{T,0}}$, which is the peak target material speed in an isobaric core. This speed is dependent on several variables, including the impact speed $|\vec{v}_i|$ (technically, the speed of the impactor at the target surface). The value of $u_{\text{T,0}}$ is computed by using the formulation on Pg. 231 of Melosh (2011) (originally from Melosh 1989), which illustrates

$$u_{\text{T,0}} = \frac{-B + \sqrt{B^2 - 4AK}}{2A},$$

if $A \neq 0$

$$= \frac{|\vec{v}_i|}{2},$$

if $A = 0$

where

$$A \equiv \rho_D F_T - \rho_I F_I,$$

$$B \equiv \rho_D C_T + \rho_I c + 2\rho_D F_I |\vec{v}_i|,$$

$$K \equiv -\rho_D |\vec{v}_i| (c_I + F_I |\vec{v}_i|).$$

The values $c_T, c_I, F_I$ represent more parameters specific to the target and the impactor, and are given in Table 2 (reproduced from Melosh 2011). Note that for equal-composition impactors and targets, $A = 0$.

The kinetic energy is either, for $u_{\text{T,0}} > u_{\text{T,sw}}$,

$$E_{\text{kin}}(D - \Delta D; D) = R_i^{2+1} D^{3-2} \pi D \left[ \frac{Z - 2}{Z + 1} \right] \rho_D C_{\text{T,h}}^2 u_{\text{T,0}}^{2n\text{T,h}}$$

$$+ \frac{\pi (Z - 2) \rho_D C_{\text{T,h}}^2}{2n\text{T,h} - 1} \left( u_{\text{T,0}}^{2n\text{T,h} - 2} - u_{\text{T,sw}}^{2n\text{T,h} - 2} \right)$$

or, for $u_{\text{T,0}} < u_{\text{T,sw}}$,

$$E_{\text{kin}}(D - \Delta D; D) = R_i^{2+1} D^{3-2} \pi D \rho_D C_{\text{T,c}}^2 u_{\text{T,0}}^{2n\text{T,c}}$$

$$+ \frac{Z - 2}{2n\text{T,c} - 1} \left( u_{\text{T,0}}^{2n\text{T,c} - 2} - u_{\text{T,th}}^{2n\text{T,c} - 2} \right).$$
3.4 Escaping the target

Excavated material will escape the gravitational pull of the target only when $|\vec{v}_E| > v_{esc}$. Because $|\vec{v}_E|$ is a function of $D$, there will be a critical value of $D$ beyond which escape is not possible, where the ejecta will re-impact the target. Computing this critical value of $D$ allows us to determine the cumulative escaped mass from all inward streamtubes. If mass does escape the target, then it will escape with an “excess speed” equal to $\sqrt{|v_{esc}|^2 - v_{esc}^2}$ for a given streamline.

4 SIMULATION INPUTS AND RESULTS

By using the formalism of the last section, we can compute the amount of mass ejected due to a single impact. Doing so first involves solving equation (8) for each streamtube. We set $\Delta D = 10^{-4} \times (0.2R_T)$ uniformly across all simulations, which achieves a balance of accuracy and speed across the wide range of parameter space studied. We emphasise that in order to obtain a higher accuracy for any particular setup, the computation should be rerun with progressively smaller $\Delta D$ until the desired result is acquired.

4.1 Input variables

Only in rare cases will the direction of the escaped material be towards the white dwarf, which represents an Earth-sized target. Instead, the ejected matter will populate reservoirs of debris that may themselves be perturbed at a later time towards the white dwarf, or slowly dragged into the white dwarf due to Poynting-Robertson drag. Hence, when modeling debris trajectories – and keeping in mind that vertical impacts yield a lower bound for the amount of escaped mass – one must couple the escape direction with the orbital architecture, the geometry of the collision, and the excess speed. We consider escaped mass values across the entire range $Z = 2.01 - 5$ at seven values, thereby avoiding the singularities which occur at $Z = 2$.

A final consideration is the potential destruction of the target due to the impact. The full-chain analytical model applies only when initial conditions are chosen so that the impactor does not destroy the target during the collision. Section 5 of Movshovitz et al. (2016) provided a concise analytical formulation for when the target would break apart due to an impactor:

$$\left(\frac{1}{2}\right) \left(\frac{\epsilon M_T + M_i}{M_T + M_i}\right) \left(\frac{M_T M_i}{M_T + M_i}\right) |\vec{v}_i|^2 > E_{max}$$

where

$$\epsilon \begin{cases} \frac{3R_T^2 l^3}{4R_T^3}, & l < 2R_T \\ 1, & l \geq 2R_T \end{cases}$$

$$l \equiv (R_T + R_i)(1 - \cos \theta)$$

and

$$E_{max} = (13.4 \pm 10.8) \left[ \frac{3GM_T^2}{5R_T} + \frac{3GM_i^2}{5R_i} + \frac{GM_T M_i}{R_T + R_i} \right]$$

for a given streamline. We present our main results in the form of four data tables (Tables 3-6) and some supplementary plots of specific cases (Figs. 2-6). Tables 3-6 display results for a basaltic impactor and target, where, respectively, $R_T = 10^{-5}, 10^{-4}, 10^{-3}R_T$.

In all tables, the escaped mass is given in terms of $M_T$ to two significant figures. This presentation (i) enables one to quickly scan the phase space to see where there is a guaranteed increase of mass in interplanetary space due to a collision (when the value is greater than unity, which is nearly everywhere), (ii) keeps the magnitude of the numbers tractable, and (iii) reflects the approximate nature of these results, which is appropriate given the current constraints in white dwarf planetary systems.

Non-numeric table entries reveal other aspects of these collisions. A value of “APART” indicates likely destruction of the target based on equation (21). Values of “LIMIT” indicate that the full-chain analytical model cannot approximate the escaped mass well enough to be used here, based on mass escaping at our limiting location of $D = 0.2R_T$. “JET” indicates that equation (11) is not satisfied (such that jetting and spallation might dominate mass escape), and “VAPOR” indicates that the value of $D$ within which mass escape ceases is under $15R_T$ (indicating a potential, but still likely low, contribution from vaporized mass).

The presentation of Tables 3-6 reflects the strongest de-
Table 3. Mass which escapes into the interplanetary medium after a collision between a spherical basaltic impactor and a spherical basaltic target, where $R_T = 10^{-5}R_T$, for given target radii, impact speeds, and the entire range of $Z$ (streamtube shape) values. Results are given in both kg and (immediately below in parenthesis) the impactor mass $M_I$. “APART” refers to cases where the target would be destroyed, “LIMIT” where the plane-parallel approximation of the full-chain analytical model breaks down, “JET” where the impact speed fails to satisfy equation [1], and “VAPOR” for where the amount of vaporized mass may not be negligible. See the main text for more details.

| $R_T$ | $Z$ | Mass which escapes into the interplanetary medium after a collision | $M_I$ values (kg) |
|-------|-----|---------------------------------------------------------------|------------------|
| $R_T = 10^{-5}R_T$ | $Z = 2.01$ | $3.2 \times 10^7$ kg | $(2.7 \times 10^9 M_I)$ |
| | $Z = 2.5$ | $2.8 \times 10^7$ kg | $(2.3 \times 10^9 M_I)$ |
| | $Z = 3.0$ | $2.3 \times 10^6$ kg | $(1.9 \times 10^9 M_I)$ |
| | $Z = 3.5$ | $3.0 \times 10^5$ kg | $(2.5 \times 10^9 M_I)$ |
| | $Z = 4.0$ | $5.4 \times 10^4$ kg | $(4.5 \times 10^9 M_I)$ |
| | $Z = 4.5$ | $1.3 \times 10^4$ kg | $(1.1 \times 10^{10} M_I)$ |
| | $Z = 5.0$ | $4.1 \times 10^3$ kg | $(3.4 \times 10^{10} M_I)$ |
| $R_T = 1$ km | $|v_i| = 5 \text{ km/s}$ | $3.4 \times 10^8$ kg | $(4.4 \times 10^{10} M_I)$ |
| | $|v_i| = 10 \text{ km/s}$ | $5.3 \times 10^8$ kg | $(6.2 \times 10^{10} M_I)$ |
| | $|v_i| = 30 \text{ km/s}$ | $7.4 \times 10^7$ kg | $(1.2 \times 10^{11} M_I)$ |
| | $|v_i| = 60 \text{ km/s}$ | $1.4 \times 10^7$ kg | $(2.9 \times 10^{11} M_I)$ |
| | $|v_i| = 100 \text{ km/s}$ | $1.7 \times 10^6$ kg | $(8.9 \times 10^{11} M_I)$ |
| $R_T = 10$ km | $|v_i| = 5 \text{ km/s}$ | $3.8 \times 10^8$ kg | $(4.4 \times 10^{10} M_I)$ |
| | $|v_i| = 10 \text{ km/s}$ | $6.1 \times 10^8$ kg | $(6.2 \times 10^{10} M_I)$ |
| | $|v_i| = 30 \text{ km/s}$ | $9.6 \times 10^7$ kg | $(1.2 \times 10^{11} M_I)$ |
| | $|v_i| = 60 \text{ km/s}$ | $6.7 \times 10^6$ kg | $(2.9 \times 10^{11} M_I)$ |
| | $|v_i| = 100 \text{ km/s}$ | $5.5 \times 10^5$ kg | $(8.9 \times 10^{11} M_I)$ |
| $R_T = 100$ km | $|v_i| = 5 \text{ km/s}$ | $1.0 \times 10^9$ kg | $(4.4 \times 10^{10} M_I)$ |
| | $|v_i| = 10 \text{ km/s}$ | $6.5 \times 10^8$ kg | $(6.2 \times 10^{10} M_I)$ |
| | $|v_i| = 30 \text{ km/s}$ | $2.3 \times 10^7$ kg | $(1.2 \times 10^{11} M_I)$ |
| | $|v_i| = 60 \text{ km/s}$ | $1.2 \times 10^6$ kg | $(2.9 \times 10^{11} M_I)$ |
| | $|v_i| = 100 \text{ km/s}$ | $5.5 \times 10^5$ kg | $(8.9 \times 10^{11} M_I)$ |
| $R_T = 10^3$ km | $|v_i| = 5 \text{ km/s}$ | $2.2 \times 10^9$ kg | $(4.4 \times 10^{10} M_I)$ |
| | $|v_i| = 10 \text{ km/s}$ | $2.6 \times 10^8$ kg | $(6.2 \times 10^{10} M_I)$ |
| | $|v_i| = 30 \text{ km/s}$ | $1.2 \times 10^7$ kg | $(1.2 \times 10^{11} M_I)$ |
| | $|v_i| = 60 \text{ km/s}$ | $1.2 \times 10^6$ kg | $(2.9 \times 10^{11} M_I)$ |
| | $|v_i| = 100 \text{ km/s}$ | $9.7 \times 10^5$ kg | $(8.9 \times 10^{11} M_I)$ |
Table 4. Same as Table 3 but for $R_\text{T} = 10^{-4} R_\text{T}$.

| $|\vec{v}|$ | 5 km/s | 10 km/s | 30 km/s | 60 km/s | 100 km/s | $R_\text{T} = 1 \text{ km}$ | $R_\text{T} = 10 \text{ km}$ | $R_\text{T} = 100 \text{ km}$ | $R_\text{T} = 10^3 \text{ km}$ |
|---|---|---|---|---|---|---|---|---|---|
|**Cumulative escaped mass in terms of both kg and $M_\odot$** | $Z = 2.01$ | $Z = 2.5$ | $Z = 3.0$ | $Z = 3.5$ | $Z = 4.0$ | $Z = 4.5$ | $Z = 5.0$ | $Z = 2.01$ | $Z = 2.5$ | $Z = 3.0$ | $Z = 3.5$ | $Z = 4.0$ | $Z = 4.5$ | $Z = 5.0$ |
| $R_\text{T} = 1 \text{ km}$ | $|\vec{v}| = 5 \text{ km/s}$ | LIMIT | LIMIT | $2.3 \times 10^9 \text{ kg}$ | $3.0 \times 10^8 \text{ kg}$ | $5.4 \times 10^7 \text{ kg}$ | $1.3 \times 10^7 \text{ kg}$ | $4.1 \times 10^6 \text{ kg}$ | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT |
| | $|\vec{v}| = 10 \text{ km/s}$ | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT |
| | $|\vec{v}| = 30 \text{ km/s}$ | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT |
| | $|\vec{v}| = 60 \text{ km/s}$ | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT |
| | $|\vec{v}| = 100 \text{ km/s}$ | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT |
| $R_\text{T} = 10 \text{ km}$ | $|\vec{v}| = 5 \text{ km/s}$ | LIMIT | LIMIT | $5.3 \times 10^{11} \text{ kg}$ | $7.3 \times 10^{10} \text{ kg}$ | $1.3 \times 10^{10} \text{ kg}$ | $3.4 \times 10^9 \text{ kg}$ | $1.1 \times 10^9 \text{ kg}$ | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT |
| | $|\vec{v}| = 10 \text{ km/s}$ | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT |
| | $|\vec{v}| = 30 \text{ km/s}$ | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT |
| | $|\vec{v}| = 60 \text{ km/s}$ | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT |
| | $|\vec{v}| = 100 \text{ km/s}$ | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT |
| $R_\text{T} = 100 \text{ km}$ | $|\vec{v}| = 5 \text{ km/s}$ | $3.4 \times 10^{12} \text{ kg}$ | $1.0 \times 10^{11} \text{ kg}$ | $2.3 \times 10^{12} \text{ kg}$ | $6.3 \times 10^{11} \text{ kg}$ | $2.2 \times 10^{11} \text{ kg}$ | $8.6 \times 10^{10} \text{ kg}$ | $4.0 \times 10^{10} \text{ kg}$ | (2.8 $\times 10^5 M_\odot$) | (8.5 $\times 10^5 M_\odot$) | (1.9 $\times 10^5 M_\odot$) | (5.3 $\times 10^4 M_\odot$) | (1.8 $\times 10^4 M_\odot$) | (7200$M_\odot$) | (3300$M_\odot$) |
| | $|\vec{v}| = 10 \text{ km/s}$ | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT |
| | $|\vec{v}| = 30 \text{ km/s}$ | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT |
| | $|\vec{v}| = 60 \text{ km/s}$ | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT |
| | $|\vec{v}| = 100 \text{ km/s}$ | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT |
| $R_\text{T} = 10^3 \text{ km}$ | $|\vec{v}| = 5 \text{ km/s}$ | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT |
| | $|\vec{v}| = 10 \text{ km/s}$ | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT |
| | $|\vec{v}| = 30 \text{ km/s}$ | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT |
| | $|\vec{v}| = 60 \text{ km/s}$ | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT |
| | $|\vec{v}| = 100 \text{ km/s}$ | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT |
Table 5. Same as Table 4 but for $R_1 = 10^{-3}R_T$.

| $R_1 = 10^{-3}R_T$ | $Z = 2.01$ | $Z = 2.5$ | $Z = 3.0$ | $Z = 3.5$ | $Z = 4.0$ | $Z = 4.5$ | $Z = 5.0$ |
|---------------------|------------|------------|------------|------------|------------|------------|------------|
| $R_T = 1$ km        |            |            |            |            |            |            |            |
| $|\vec{v}| = 5$ km/s | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | $1.3 \times 10^{10}$ kg | $4.0 \times 10^9$ kg |
|                     | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | ($1.1 \times 10^6 M_1$) | ($3.3 \times 10^5 M_1$) |
| $|\vec{v}| = 10$ km/s | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      |
|                     | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      |
| $|\vec{v}| = 30$ km/s | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      |
|                     | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      |
| $|\vec{v}| = 60$ km/s | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      |
|                     | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      |
| $|\vec{v}| = 100$ km/s | APART      | APART      | APART      | APART      | APART      | APART      | APART      |
|                     | APART      | APART      | APART      | APART      | APART      | APART      | APART      |
| $R_T = 10$ km       |            |            |            |            |            |            |            |
| $|\vec{v}| = 5$ km/s | LIMIT      | LIMIT      | LIMIT      | $3.4 \times 10^{12}$ kg | $1.1 \times 10^{12}$ kg | $4.0 \times 10^{11}$ kg |
|                     | LIMIT      | LIMIT      | LIMIT      | ($2.8 \times 10^6 M_1$) | ($8.8 \times 10^5 M_1$) | ($3.3 \times 10^4 M_1$) |
| $|\vec{v}| = 10$ km/s | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      |
|                     | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      |
| $|\vec{v}| = 30$ km/s | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      |
|                     | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      |
| $|\vec{v}| = 60$ km/s | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      |
|                     | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      |
| $|\vec{v}| = 100$ km/s | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      |
|                     | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      |
| $R_T = 100$ km      |            |            |            |            |            |            |            |
| $|\vec{v}| = 5$ km/s | LIMIT      | LIMIT      | $2.3 \times 10^{15}$ kg | $6.3 \times 10^{14}$ kg | $2.2 \times 10^{14}$ kg | $8.6 \times 10^{13}$ kg | $4.0 \times 10^{13}$ kg |
|                     | LIMIT      | LIMIT      | ($1.9 \times 10^5 M_1$) | ($5.3 \times 10^4 M_1$) | ($1.8 \times 10^4 M_1$) | ($7200 M_1$) | ($33000 M_1$) |
| $|\vec{v}| = 10$ km/s | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      |
|                     | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      | LIMIT      |
| $|\vec{v}| = 30$ km/s | LIMIT      | LIMIT      | $9.3 \times 10^{15}$ kg | $3.5 \times 10^{15}$ kg | $1.6 \times 10^{15}$ kg | $7.7 \times 10^{14}$ kg |
|                     | LIMIT      | LIMIT      | ($7.8 \times 10^6 M_1$) | ($2.9 \times 10^5 M_1$) | ($1.3 \times 10^5 M_1$) | ($6.4 \times 10^4 M_1$) |
| $|\vec{v}| = 60$ km/s | LIMIT      | LIMIT      | $6.7 \times 10^{15}$ kg | $2.5 \times 10^{15}$ kg | $1.1 \times 10^{15}$ kg | $5.6 \times 10^{14}$ kg |
|                     | LIMIT      | LIMIT      | ($5.6 \times 10^6 M_1$) | ($2.1 \times 10^5 M_1$) | ($9.5 \times 10^4 M_1$) | ($4.7 \times 10^4 M_1$) |
| $|\vec{v}| = 100$ km/s | LIMIT      | LIMIT      | $5.6 \times 10^{15}$ kg | $2.2 \times 10^{15}$ kg | $9.7 \times 10^{14}$ kg | $4.9 \times 10^{14}$ kg |
|                     | LIMIT      | LIMIT      | ($4.7 \times 10^6 M_1$) | ($1.8 \times 10^5 M_1$) | ($8.1 \times 10^4 M_1$) | ($4.1 \times 10^4 M_1$) |
| $R_T = 10^3$ km     |            |            |            |            |            |            |            |
| $|\vec{v}| = 5$ km/s | JET        | JET        | JET        | JET        | JET        | JET        | JET        |
|                     | JET        | JET        | JET        | JET        | JET        | JET        | JET        |
| $|\vec{v}| = 10$ km/s | LIMIT      | LIMIT      | $6.0 \times 10^{18}$ kg | $3.0 \times 10^{18}$ kg | $1.7 \times 10^{18}$ kg | $9.9 \times 10^{17}$ kg | $6.6 \times 10^{17}$ kg |
|                     | LIMIT      | LIMIT      | ($5.0 \times 10^5 M_1$) | ($2.5 \times 10^5 M_1$) | ($1.4 \times 10^5 M_1$) | ($8.3 \times 10^4 M_1$) | ($5.5 \times 10^4 M_1$) |
| $|\vec{v}| = 30$ km/s | LIMIT      | LIMIT      | $2.2 \times 10^{18}$ kg | $9.6 \times 10^{17}$ kg | $4.4 \times 10^{17}$ kg | $2.3 \times 10^{17}$ kg | $1.3 \times 10^{17}$ kg |
|                     | LIMIT      | LIMIT      | ($1.8 \times 10^5 M_1$) | ($8.0 \times 10^4 M_1$) | ($3.7 \times 10^4 M_1$) | ($1.9 \times 10^4 M_1$) | ($1.1 \times 10^4 M_1$) |
| $|\vec{v}| = 60$ km/s | LIMIT      | LIMIT      | $1.4 \times 10^{18}$ kg | $6.7 \times 10^{17}$ kg | $3.1 \times 10^{17}$ kg | $1.7 \times 10^{17}$ kg | $9.2 \times 10^{16}$ kg |
|                     | LIMIT      | LIMIT      | ($1.2 \times 10^5 M_1$) | ($5.6 \times 10^4 M_1$) | ($2.6 \times 10^4 M_1$) | ($1.4 \times 10^4 M_1$) | ($7700 M_1$) |
| $|\vec{v}| = 100$ km/s | $1.4 \times 10^{17}$ kg | $1.2 \times 10^{18}$ kg | $5.5 \times 10^{17}$ kg | $2.6 \times 10^{17}$ kg | $1.4 \times 10^{17}$ kg | $7.9 \times 10^{16}$ kg | $4.9 \times 10^{16}$ kg |
|                     | ($1.2 \times 10^7 M_1$) | ($9.8 \times 10^6 M_1$) | ($4.6 \times 10^5 M_1$) | ($2.2 \times 10^4 M_1$) | ($1.2 \times 10^4 M_1$) | ($66000 M_1$) | ($41000 M_1$) |
Table 6. Escaped post-collisional mass for impacts between a spherical basaltic impactor and a table target of different materials. See the Table 3 caption for explanations of the non-numeric entries. In all cases, $R_T = 500$ km and $R_l = 10^{-3} R_T = 0.5$ km.

| Basaltic target | Z = 2.01 | Z = 2.5 | Z = 3.0 | Z = 3.5 | Z = 4.0 | Z = 4.5 | Z = 5.0 |
|-----------------|---------|---------|---------|---------|---------|---------|---------|
| $|\vec{v}| = 5$ km/s | $1.6 \times 10^{16}$ kg | $8.1 \times 10^{16}$ kg | $2.5 \times 10^{16}$ kg | $9.3 \times 10^{15}$ kg | $3.9 \times 10^{15}$ kg | $1.8 \times 10^{15}$ kg | $1.0 \times 10^{15}$ kg |
| (1.1 $\times 10^4 M_l$) | (5.4 $\times 10^4 M_l$) | (1.7 $\times 10^4 M_l$) | (6200$M_l$) | (2600$M_l$) | (1200$M_l$) | (670$M_l$) |
| $|\vec{v}| = 10$ km/s | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT |
| $|\vec{v}| = 30$ km/s | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT |
| $|\vec{v}| = 60$ km/s | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT |
| $|\vec{v}| = 100$ km/s | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT | LIMIT |

| Granite target | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR |
|-----------------|-------|-------|-------|-------|-------|-------|-------|
| $|\vec{v}| = 5$ km/s | $1.6 \times 10^{16}$ kg | $1.9 \times 10^{17}$ kg | $1.2 \times 10^{17}$ kg | $7.5 \times 10^{16}$ kg | $4.9 \times 10^{16}$ kg | $3.4 \times 10^{16}$ kg | $2.5 \times 10^{16}$ kg |
| (1.1 $\times 10^4 M_l$) | (1.3 $\times 10^4 M_l$) | (8.1 $\times 10^4 M_l$) | (5.0 $\times 10^4 M_l$) | (3.3 $\times 10^4 M_l$) | (2.3 $\times 10^4 M_l$) | (1.7 $\times 10^4 M_l$) |
| $|\vec{v}| = 10$ km/s | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR |
| $|\vec{v}| = 30$ km/s | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR |
| $|\vec{v}| = 60$ km/s | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR |
| $|\vec{v}| = 100$ km/s | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR |

| Waterworld target | 2.5 $\times 10^{12}$ kg | 4.9 $\times 10^{12}$ kg | 4.6 $\times 10^{12}$ kg | VAPOR | VAPOR | VAPOR | VAPOR |
|-------------------|----------------|----------------|----------------|-------|-------|-------|-------|
| $|\vec{v}| = 5$ km/s | (0.17$M_l$) | (3.3$M_l$) | (3.1$M_l$) | VAPOR | VAPOR | VAPOR | VAPOR |
| $|\vec{v}| = 10$ km/s | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR |
| $|\vec{v}| = 30$ km/s | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR |
| $|\vec{v}| = 60$ km/s | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR |
| $|\vec{v}| = 100$ km/s | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR |

| Iron target | 1.8 $\times 10^{14}$ kg | 1.8 $\times 10^{15}$ kg | 1.1 $\times 10^{15}$ kg | 6.0 $\times 10^{14}$ kg | 3.7 $\times 10^{14}$ kg | 2.4 $\times 10^{14}$ kg | VAPOR |
|-------------|----------------|----------------|----------------|----------------|----------------|----------------|--------|
| $|\vec{v}| = 5$ km/s | (118$M_l$) | (1200$M_l$) | (710$M_l$) | (400$M_l$) | (250$M_l$) | (160$M_l$) | VAPOR |
| $|\vec{v}| = 10$ km/s | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR |
| $|\vec{v}| = 30$ km/s | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR |
| $|\vec{v}| = 60$ km/s | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR |
| $|\vec{v}| = 100$ km/s | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR | VAPOR |
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Figure 3. Demonstration of how the amount of mass per bin increases as a function of horizontal distance from the impact point, for the same impact event that is shown in Fig. 2. Due to this increase, any mass near the impact point susceptible to vaporization would be negligible compared to the cumulative mass which escapes the target.

Figure 4. How the magnitude of the escaped mass varies with the target radius and impact speed, for \( R_I = 10^{-4} R_T \), \( Z = 3 \) and basaltic impactors and targets.

Figure 5. How the magnitude of the escaped mass varies with the impact speed and target radius, for the same system as in Fig. 4. The peak arises partly because of the impact speed-dependent functional form of \( n \) in equation (4).

Figure 6. How the magnitude of the escaped mass varies with the entire range of \( Z \) (streamtube shape) and impact speed, for \( R_T = 10^3 \text{ km} \), \( R_I = 10^{-4} R_T \) and basaltic impactors and targets.

The minimum escaped mass does not exceed the impactor mass (but in one case only).

Figs. 3-6 help illustrate the dependencies of various variables on minimum escaped mass for selected impact scenarios. Excavated mass cannot escape the target unless its speed exceeds the escape speed (Fig. 2). The mass which escapes contains an excess speed that is well above the escape speed in all cases except for a narrow band of \( D \) (representing about 2.5 km in the figure, or about 15 per cent of the distance to the impact point). The location where the escape and ejecta speeds are equal (at about \( D = 16 \text{ km} \)) signals the furthest distance from the impact point where material escapes the target.

For the same system, Fig. 5 illustrates the mass loss profile. The lower brown line represents the escaped mass binned by streamtube, which monotonically increases until the cutoff point (where material stops escaping). This monotonic increase demonstrates that most of the mass which escapes occurs far from the impact point: at many tens of \( R_I \) (upper x-axis). The consequences are that any vaporization which occurs within a few \( R_I \) would provide a negligible contribution to the cumulative escaped mass.

Figures 4 and 5 reveal largely linear dependencies on log-log scales of the escaped mass on both the target radius and impact speed, at least for the basaltic \( R_I = 10^{-4} R_T \).

8 A basalt target and impactor is also included here, because this combination of radii is not sampled elsewhere.
and $Z = 3$ case. However, the dependence of escaped mass on $Z$ is not as obvious, as indicated by Fig. 3. The figure illustrates that the escaped mass can vary by several orders of magnitude across all values of $Z$, with the greatest escaping mass occurring for a $Z$ value between 2.0 and 2.5. This trend is largely consistent with the impact scenarios presented across Tables 3-6.

5 OBSERVATIONAL CONSTRAINTS

Unless observations of a white dwarf planetary system fortuitously happen to coincide with an intra-system collision (Bear & Soker 2013; Wang et al. 2019), what we actually would see is the aftermath. The endstate for much of the debris ejecta – after being slowly radiatively dragged towards the white dwarf – will be accretion onto its photosphere. These metal pollution signatures are observed in abundance (see Section 1.1.1). Hence, the salient question is, can the post-collision debris be seen either in place or en route to the white dwarf?

Most dust around white dwarfs is found within the star’s disruption, or Roche, radius in the form of compact rings or discs (Farhi 2016; Manser et al. 2020). These structures do not necessarily arise from radially drifting debris, but instead could be formed by the destruction of exoasteroids which veer into (Graham et al. 1990; Jura 2003; Debes et al. 2012; Veras et al. 2014c; Malamud & Perets 2020a) or close to (Makarov & Veras 2013, Veras et al. 2020a) the Roche radius at about 0.005 au. Further, any particles sublimated off a volatile-rich planetesimal would occur around the Roche radius (Stone et al. 2013; Veras et al. 2015c; van Lieshout et al. 2018). Therefore, observationally testing the efficacy of the impact mechanism would require observations of dust which reside at a distance that is beyond several times the white dwarf Roche radius.

Mid-IR observations represent a possible probe of this region because of the wavelengths at which dust emits. The upper limits to 20-30 micron flux observations rule out significant influxes of dust from larger separations, as would be expected for dust being fed by collisions between minor planets. Hence, these observations are important, but unfortunately at this time are sparse. Farhi et al. (2014) placed limits on the dust mass in the G29-38 planetary system as a function of dust temperature. They showed that at, for example, a distance of about 11 au, the dust mass cannot be higher than that of Haumea ($3 \times 10^{21}$ kg). Another system with constraints is GD 362: Xu et al. (2013) established limits on the dust mass ($10^{22}$ – $10^{26}$ kg) for separations ranging between 5-30 au.

The lack of a substantial amount of cold dust in these two systems at distances of several to tens of au suggests that a distant collision event with ejecta mass exceeding that of the largest minor planets in the solar system has not occurred recently (relative to the white dwarf cooling ages). However, if metal pollution primarily arises from bodies smaller than Haumea, then these mass limits might be too high to produce useful constraints. These systems also represent only about 0.2 per cent of all known polluted white dwarf systems. Therefore, although we cannot make any sweeping conclusions about the efficacy of the impact mechanism for producing pollutants by using these constraints, we certainly appeal for additional observations of cold dust in polluted white dwarf planetary systems.

6 POSSIBLE SCENARIOS

Collisions can occur anywhere within white dwarf planetary systems: both near the white dwarf Roche radius at 0.005 au and at distances of 100 au. The computations we have provided here in Tables 3-6 can be applied across this entire range. Now we outline two possible scenarios in which the results of this paper may be used.

6.1 Cool white dwarf with asteroid on compact orbit

The minor planet or planets orbiting WD 1145+017 are detectable because they are close enough to the white dwarf (with a separation of approximately 0.005 au) to be breaking up and producing transiting debris. If, however, a $10^3$ km-radius minor planet was slightly further away from the white dwarf, at a distance of say, 0.5 au (similar to the semimajor axis of the debris orbiting ZTF J0139+5245; Vanderbosch et al. 2019), then it would not be disrupted and could be hidden from view (van Sluijs & van Eylen 2013).

This $10^3$ km-radius minor planet would be too large to be radiatively dragged towards the white dwarf, which we take to have a cooling age of 3 Gyr (similar to the age of LSPM J0207+3331, which has reported infrared excesses; Debes et al. 2019). Hence, this large minor planet is dynamically stagnant: not detectable, and not polluting the white dwarf.

Suppose further that the mass reservoirs in the outer planetary system (say at around 5 au) are not suited to produce the type of dynamical encounters envisaged by the canonical model for pollution: In other words, the major planet or planets at this distance cannot perturb a pool of smaller 1 km-radius asteroids (at around 5 au) onto orbits which graze the white dwarf Roche radius (at 0.005 au), nor even reach three times this distance, where breakup could occur (Makarov & Veras 2019; Veras et al. 2020a). The eccentricity required to reach 0.015 au from 5 au would be about 0.997.

Failure to achieve this eccentricity would mean that the white dwarf would never be metal polluted. However, if these small 1 km-radius minor planets at 5 au are perturbed more gently, to achieve significantly less eccentric orbits (with eccentricities of just about 0.9), then they could collide with the $10^3$ km-radius minor planet at 0.5 au.

If we assume that both the target and impactor are basaltic, then we can use Table 3 to characterize the collision. We estimate that the collision speed is about 60 km/s from equation 4, meaning that we would read across the corresponding row in the bottommost section of Table 3.

We find that depending on the geometry adopted, about $10^{17} – 10^{18}$ kg of ejecta mass would be produced in a single collision. This amount well exceeds the impactor mass by many orders of magnitude. This ejecta mass is now available to pollute the white dwarf. Even though the white dwarf is cool at 3 Gyr old, its radiation would drag inwards dust and...
pebbles at 0.5 au, even those on highly eccentric orbits. Although the pollution timescale would be a detailed function of both the geometry of the collision and the size distribution of the crater ejecta, we can estimate from Veras et al. (2015b) that the debris would pollute the white dwarf within a few orders of magnitude of Myrs. Also, during this period, other collisions with the original target might occur, making available additional potentially polluting debris.

6.2 Hot white dwarf with asteroid on wide orbit

Now consider a completely different scenario. Suppose a hot white dwarf has the same 13 Myr cooling age as WD J0914+1914 (Gänsicke et al. 2019) and hosts a series of planets and asteroids which all have semimajor axes and orbital pericentres beyond 10 au. Hence the region between the white dwarf photosphere and 10 au is clear of material. Further assume that there is no future prospect of the minor planets being perturbed within this boundary.

In this case, the white dwarf would never be polluted, and also give no indication of the planetary system which it hosts. Suppose, however, that a 500 km-radius iron core resides at a distance of 20 au and is smashed into by a collection of 0.5 km-radius basaltic impactors. Hence, we use Table 6 to model these collisions. At this separation, a likely collision speed is 5 km/s. For this speed, the bottommost portion of the table indicates that while some of the ejecta is vaporized, a single collision will generally produce about $10^{14} - 10^{15}$ kg of debris.

This debris is now available to pollute the white dwarf. Because the white dwarf is so young and luminous (with a luminosity of about a tenth of the Sun’s), it can drag this debris into its photosphere, even from distances of tens of au. The drag timescale is again dependent on the geometry of the collision and the size distribution assumed for the debris, but roughly can occur on Myr timescales.

7 DISCUSSION

The results in this paper can be used to help constrain dynamical models of planetary system evolution which lead to polluted white dwarfs. Despite the mounting observations of planetary debris in a white dwarf’s immediate circumstellar environment (see Section 1.1), understanding the dynamical history of these systems remains an important but largely outstanding task. Current treatments which involve only dynamical interactions between major and minor planets as pollution sources may be too simplistic.

Debris in the interplanetary environment represents another pathway for metal pollution, particularly in cases when exo-asteroids themselves are rarely perturbed towards the white dwarf, or perturbed towards the white dwarf only in concentrated periods of time (which are unlikely to be observed). As shown here, a net gain of interplanetary debris can easily be generated by a single collision on an atmosphere-less target; these targets are likely to be common in white dwarf planetary systems subsequent to the evaporative effects of the progenitor star.

Debris-producing collisions can be generated from gravitational instabilities amongst the extant objects (which likely involve at least one major planet) on short or long timescales, as well as from stellar flybys. Hence, considering impact debris in white dwarf planetary systems which experience bombardments from Nice-model like events may be important. Subsequently, an analysis of the impact geometry, escape geometry, and speed of the debris coupled with gravitational perturbations and radiative drag forces can yield time-dependent mass and size distributions, as well as chemical composition information based on impactor and target materials.

This information may be fed into various models, such as, for example, those from Wyatt et al. (2014), Brown et al. (2017) and Kenyon & Bromley (2017a, b), to obtain a more accurate population synthesis. Wyatt et al. (2014) constrained the mass distribution of accreted material from observed atmospheric pollution, and considered stochastic and continuous accretion regimes. Brown et al. (2017) provided formulae which determine if debris that is steeply falling into a white dwarf will be sublimated, fragmented or impacted onto the stellar photosphere, Kenyon & Bromley (2017a) and Kenyon & Bromley (2017b) utilised collisional cascades to model white dwarf debris discs, and incorporated inflow from the circumstellar environment.

Establishing a compositional link between crater ejecta and metals found in white dwarfs is another important extension of these results. If observational distinctions between detections of the bulk remains of an exo-asteroid versus the crustal material of an exo-planet can be enhanced (Harrison et al. 2018; Hollands et al. 2018; Bonsor et al. 2020), then understanding the mass and dynamical pathways of impact ejecta would become more important. Tracing the chemistry and dynamics back to planetary system formation along the early main sequence phase (Harrison et al. 2018; Bonsor et al. 2020) has the potential to link planetary architecture with instabilities, bombardments and observed accretion rates.

The impact crater formalism developed in Kurosawa & Takada (2019) and used here provides a fully analytical alternative to the $\pi$-group scaling laws (Holsapple & Schmider 1982), which require resource-consuming experimental work to obtain empirical constants across the phase space. The flexibility and speed of the formalism facilitates the study of white dwarf planetary systems because of their potential to harbour a wide variety of objects and architectures. Extending the formalism to account for very high speed impacts (> 100 km/s) and objects of high internal strength could then be applicable to impacts which occur just outside the white dwarf Roche radius, and for objects like the high-strength exo-asteroid discovered by Manser et al. (2013). Because tidal interactions can quickly alter orbits (Veras et al. 2019b; Veras & Wolszczan 2014; Veras & Fuller 2019, 2020), the same target might experience different impact regimes over short timescales relative to the white dwarf cooling age.

Further, if the magnitude of the vaporized mass represented a non-negligible fraction of the escaped ejecta mass, then the temperature of the target and the white dwarf cooling age would have been important considerations. However, the independence of these variables suggest that the results in this paper may be applied to exoplanetary systems with any type of star. The implications of debris generation for giant branch planetary systems are just as important, par-
ticularly for the material which survives to the white dwarf phase (and is eventually observable there).

8 SUMMARY

We have quantitatively introduced the idea that metal pollution in some white dwarf atmospheres may be due in part or in full to post-impact debris rather than solely the ingestion of entire asteroids, comets or moons. Hence, white dwarf planetary systems where minor planets do not have a dynamical pathway to reach the central star themselves can nevertheless feature a polluted white dwarf because of collisional ejecta following bombardment events. We utilised the full-chain analytical impact crater model of Kurosawa & Takada (2019) to compute lower bounds on the ejecta mass which escapes the gravitational pull of an atmosphere-less target subsequent to a single collision. Our applications spanned a range of impact speeds (5-100 km/s), target radii ($10^6$–$3$ km) and chemical compositions (basalt, granite, water, iron) which are either known or expected to exist in white dwarf planetary systems. We report our minimum escape estimates in Tables 3-6, which provide values that can constrain future dynamical modelling studies. Our results may be applied within any exo-planetary system, not just those containing white dwarfs.
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