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Abstract—In this paper, we propose a general robust subband adaptive filtering (GR-SAF) scheme against impulsive noise by minimizing the mean square deviation under the random-walk model with individual weight uncertainty. Specifically, by choosing different scaling factors such as from the M-estimate and maximum correntropy robust criteria in the GR-SAF scheme, we can easily obtain different GR-SAF algorithms. Importantly, the proposed GR-SAF algorithm can be reduced to a variable regularization robust normalized SAF algorithm, thus having fast convergence rate and low steady-state error. Simulations in the contexts of system identification with impulsive noise and echo cancellation with double-talk have verified that the proposed GR-SAF algorithms outperforms its counterparts.
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I. INTRODUCTION

NOWADAYS, adaptive filters have been applied in a variety of applications such as system identification, echo cancellation, active noise control, and acoustic feedback cancellation [1]. [2]. [3]. [4]. [5]. [6]. [7]. [8]. [9]. [10]. [11]. [12]. [13]. [14]. [15]. [16]. [17]. [18]. [19]. [20]. [21]. [22]. [23]. [24]. [25]. [26]. [27]. [28]. [29]. [30]. [31]. [32]. [33]. [34]. [35]. [36]. [37]. [38]. [39]. [40]. [41]. [42]. [43]. [44]. [45]. [46]. [47]. [48]. [49]. [50]. [51]. [52]. [53]. [54]. [55]. [56]. [57]. [58]. [59]. [60]. [61]. [62]. [63]. [64]. [65]. [66]. [67]. [68]. [69]. [70]. [71]. [72]. [73]. [74]. [75]. [76]. [77]. [78]. [79]. [80]. [81]. [82]. [83]. [84]. [85]. [86]. [87]. [88]. [89]. [90]. [91]. [92]. [93]. [94]. [95]. [96]. [97]. [98]. [99]. [100]. [101]. [102]. [103]. [104]. [105]. [106]. There are some typical examples, i.e., M-estimate based algorithm [107], maximum Versoriation criterion based algorithm [108], [114], maximum correntropy criterion (MCC) based algorithm [109], and Lorentzian norm based algorithm [111], to name a few. Likewise, to obtain the robustness of SAFs against impulsive noise, the sign SAF (SSAF) algorithm was proposed in [115]. In order to take full advantage of the decorrelation of SAF dealing with input signals, reference [116] developed the individual-weighting-factors based SSAF (IWF-SSAF) algorithm, which has shown faster convergence rate than the SSAF algorithm. Also, Ni et al extended the AP concept to the SSAF [117], resulting AP-SSAF has better convergence. However, the SSAF-type still has relatively slow convergence, since the weights’ update does not exploit the magnitude information of the subband.

For such input signals, both the families of affine projection (AP) [27], [28] and recursive least squares (RLS) [1], [99] have fast convergence rate, but they require much higher computational complexity especially for large M. Although the low-complexity AP and RLS variants were also studied [11], [100]. [101], some of them would face the numerical instability problem due to round-off errors. On the other hand, thanks to the inherent decorrelation property of subband adaptive filtering (SAF) on input signals, its multiband structure has received much attention [2]. Specifically, the input signals are divided into multiple subbands signals through the analysis filters, and in each subband the decimated input sequences are approximately white while updating the weight vector. Therefore, the normalized SAF (NSAF) algorithm proposed by Lee and Gan [102] achieves much faster convergence rate than the NLMS algorithm in the case of colored input signals. It is noteworthy that the NSAF algorithm has almost comparable computational complexity to the NLMS algorithm with O(M).

As a result, the NSAF algorithm is promising for applications of large M, like in the echo cancellation. For the time-delay problem recovering the signal from the decimated sequences through the synthesis filter bank, the delayless variants of NSAF were proposed in [103], which compute the output of adaptive system in an auxiliary loop.

Regrettably, the above algorithms suffer from the performance degradation in the non-Gaussian noise scenarios with impulsive samples. The impulsive noise frequently happens in echo cancellation, underwater acoustics, audio processing, and communications [104], [105], [106], etc. In impulsive noise scenarios, thus studying robust adaptive filtering algorithms is also vital and in the literature a variety of robust algorithms have also been reported [107]. [108]. [109]. [110]. [111]. [112]. [113]. [114]. There are some typical examples, i.e., M-estimate based algorithm [107], maximum Versoriation criterion based algorithm [108], [114], maximum correntropy criterion (MCC) based algorithm [109], and Lorentzian norm based algorithm [111], to name a few. Likewise, to obtain the robustness of SAFs against impulsive noise, the sign SAF (SSAF) algorithm was proposed in [115]. In order to take full advantage of the decorrelation of SAF dealing with input signals, reference [116] developed the individual-weighting-factors based SSAF (IWF-SSAF) algorithm, which has shown faster convergence rate than the SSAF algorithm. Also, Ni et al extended the AP concept to the SSAF [117], the resulting AP-SSAF has better convergence. However, the SSAF-type still has relatively slow convergence, since the weights’ update does not exploit the magnitude information of the subband.
error signals no matter how impulsive noises appear or not. To overcome this shortcoming, a class of step-size scaling factor based NSAF algorithms were proposed [118], [119], which diminish sharply the step-size when impulsive samples appear, thus obtaining better convergence behavior as compared to the IWF-SSAF algorithm. Roughly speaking, these algorithms originate from the combination of specified robust cost functions and the NSAF update. Furthermore, by defining the M-estimate based robust cost function, the AP M-estimate SAF (APM-SAF) algorithm was proposed in [120] with better convergence for the colored inputs in impulsive noises, at the expense of high computational complexity due to the AP principle.

On the other hand, the family of SAF algorithms exists a trade-off between convergence rate and steady-state error on choosing the step-size. In response to this problem, various variable step-size (VSS) [121], [122] and variable regularization parameter [123], [124] schemes were designed for the NSAF algorithm, to obtain fast convergence and low steady-state error simultaneously in the Gaussian noise. In the existing literature [125], [126], [127], [128], authors presented different VSS algorithms for both SSAF and IWF-SSAF to further improve their performance in the presence of impulsive noises, and in [128] authors also considered the sparsity of the unknown system about the performance improvement. Nonetheless, they generally have no tracking capability when the unknown systems change abruptly, due to the fact that the time-varying step-size is always decreasing monotonically to ensure the robustness against impulsive noises. In [129], the authors analyzed the performance of the M-estimate based NSF (M-NSAF) algorithm in impulsive noises, and then designed a VSS scheme for the M-NSAF algorithm. The resulting VSS-M-NSAF algorithm achieves fast convergence and low steady-state error. However, this VSS has no generality for robust NSA algorithms with scaling factors.

In this paper, the main contributions are as follows.

1) By reviewing the M-NSAF algorithm, we present a general scheme that employs a robust weights update rule with scaling factors. Then by introducing the concept of the probability update, we derive a general robust SAF (GR-SAF) algorithm against impulsive noise that minimizes the mean square deviation (MSD) under the random-walk model with individual uncertainty for every filter weight.

2) Importantly, by setting the scaling factors from a specified robust criteria, we can straightforwardly obtain the corresponding GR-SAF algorithm.

3) The proposed GR-SAF algorithm can also be interpreted as a robust NSAF algorithm with variable regularization, thus it exhibits fast convergence and low steady-state error in the impulsive noise.

The remaining part of this paper is organized as follows. Section II reviews M-NSAF adaptive filtering for the delayless SAF structure and states the problem. In Section III, we present the GR-SAF scheme and give its implementation whereas Section IV presents an analysis of several aspects of the GR-SAF algorithm. In Section V, extensive simulations are shown. Conclusions are drawn in Section VI.
has fast convergence and low steady-state error. At each subband, the threshold is chosen as \( \xi_{i} = \kappa \hat{\sigma}^{2}_{e,i}(k) \), where \( \hat{\sigma}^{2}_{e,i}(k) \) denotes the estimated variance of 'free-impulsive' subband error and is calculated by the recursion

\[
\hat{\sigma}^{2}_{e,i}(k) = \theta \hat{\sigma}^{2}_{e,i}(k-1) + c_{\sigma}(1-\theta) \text{med}(a_{e,i}(k)).
\] (6)

Here, we choose the typical value 2.576 for \( \kappa \), which means the 99% confidence of rejecting \( e_{i,D}(k) \) participated in the adaptation (3) when \( |e_{i,D}(k)| \geq \xi_{i} \), under the Gaussian assumption of \( e_{i,D}(k) \) except when being contaminated accidentally by impulsive noise. In (6), \( 0 \leq \theta < 1 \) is the weighting factor which is often chosen by \( \theta = 1 - N/(\tau M) \) with \( \tau \geq 1 \) (while \( \theta = 0 \) at the initial iteration \( k = 0 \)), and \( c_{\sigma} = 1.483\left(1+5/\left(N_{w}-1\right)\right) \) is the correction factor. The median operator \( \text{med}(\cdot) \) is to discard the outliers over the sliding data window \( a_{e,i}(k) = [e_{i,D}(k), e_{i,D}(k-1), ..., e_{i,D}(k-N_{w}+1)] \) with \( N_{w} \)-length, where the value of \( N_{w} \) would be properly increased for the long-lasting occurrence of impulsive noises like the double-talk.

However, the main problem for the M-NSAF algorithm is the slow convergence and large steady-state error which depends on how to choose the step size \( \mu \). In this paper, we aim at solving this problem by developing an algorithm that has fast convergence and low steady-state estimation error.

### III. PROPOSED GR-SAF SCHEME AND ALGORITHMS

In this section, we present the proposed GR-SAF framework and the GR-SAF algorithm based on the probability update mechanism, which is not only robust against impulsive noise but also has fast convergence and low steady-state estimation error.

#### A. Derivation of Update

To begin with, we can rearrange (5) as

\[
w(k) = w(k-1) + \sum_{i=0}^{N-1} q(e_{i,D}(k))g_{i}(k)e_{i,D}(k),
\] (7)

where

\[
q(x) \triangleq \frac{\varphi'(x)}{x} = \begin{cases} 
1, & \text{if } |x| < \xi \\
0, & \text{if } |x| \geq \xi,
\end{cases}
\] (8)

is called the scaling parameter, and \( g_{i}(k) \) is a free-design vector. Note that, (5) and (7) are equivalent when \( g_{i}(k) = \mu_{i}[u_{i}(k)]^{\alpha} \).

To move forward, we assume that the unknown vector \( w^{o} \) follows from the random-walk model (1) in the decimated domain,

\[
w^{o}(k) = w^{o}(k-1) + c(k),
\] (9)

where \( c(k) \) indicates the random disturbance vector with zero mean and covariance matrix \( C_{w} = \text{diag}\{\sigma^{2}_{w_{1}}, \sigma^{2}_{w_{2}}, ..., \sigma^{2}_{w_{M}}\} \). This implies that each unknown coefficient has an independent level of uncertainty. Consequently, \( w^{o} \) is assumed to be slowly time-varying in the original domain. Accordingly, the decimated subband desired signals can be formulated as

\[
d_{i,D}(k) = \mathbf{u}_{i}(k)w^{o}(k) + \nu_{i,D}(k),
\] (10)

and the decimated subband inputs and noises are given by respectively

\[
\mathbf{u}_{i}(k) = [\mathbf{u}(kN), ..., \mathbf{u}(kN - J + 1)]h_{i}
\]

\[
\nu_{i,D}(k) = h_{i}^{T}[\nu(kN), ..., \nu(kN - J + 1)],
\] (11)

where \( h_{i} \) is the impulse response of the \( i \)-th analysis filter with length of \( J \).

Subtracting both sides of (7) from (9), we have

\[
\bar{w}(k) = \bar{w}(k-1) - \sum_{i=0}^{N-1} q(e_{i,D}(k))g_{i}(k)e_{i,D}(k) + c(k),
\] (12)

where \( \bar{w}(k) \triangleq w^{o}(k) - w(k) \) denotes the weight-error vector.

As can be seen in (8), when \( |e_{i,D}(k)| < \xi_{i} \) is true, we will have \( q_{i}(k) = 1 \), which means that at the iteration \( k \) the \( i \)-th subband’s signals participate in the update of the filter weights. Otherwise, we have \( q_{i}(k) = 0 \) (usually that is caused by the impulsive noise), which signifies that at the iteration \( k \) the \( i \)-th
all the terms in (17), defined as $J(k) = \text{Tr}\{\Phi(k)\}$, that is also called the MSD, we have

$$J(k) = J(k - 1) - 2 \sum_{i=0}^{N-1} P_{e,i}(k) g_i^T(k) \Phi(k - 1) u_i(k)$$

$$+ \sum_{i=0}^{N-1} P_{e,i}^2(k) ||g_i(k)||^2_2 [u_i^T(k) \Phi(k - 1) u_i(k) + u_i^T(k) C_w u_i(k) + \sigma_{\nu,i}^2] + \text{Tr}\{C_w\}. \quad (18)$$

Then, by setting the derivative of $J(k)$ with respect to $g_i(k)$, $i = 0, \ldots, N-1$, to be zero, we obtain

$$g_i(k) = \frac{1}{P_{e,i}(k)} \times$$

$$\left[u_i^T(k) \Phi(k - 1) u_i(k) + u_i^T(k) C_w u_i(k) + \sigma_{\nu,i}^2\right]^{-1} u_i^T(k) \Phi(k - 1) u_i(k)$$

$$+ u_i^T(k) C_w u_i(k) + \sigma_{\nu,i}^2 - \left[u_i^T(k) \Phi(k - 1) u_i(k) + u_i^T(k) C_w u_i(k) + \sigma_{\nu,i}^2\right], \quad (19)$$

By substituting (20) into (17), it is established that

$$\Phi(k) = \Phi(k - 1) - \sum_{i=0}^{N-1} \left[2 P_{e,i}(k) - P_{e,i}^2(k)\right] \times$$

$$g_i(k) u_i^T(k) \Phi(k - 1) - C_w, \quad (21)$$

Recalling the internal relation between $P_{e,i}(k)$ and $q(e_{i,D}(k))$, we develop the applicable update rule for $\Phi(k)$:

$$\Phi(k) = \Phi(k - 1) - \sum_{i=0}^{N-1} \rho_i(k) g_i(k) u_i^T(k) \Phi(k - 1) + C_w,$$ 

where $\rho_i(k) = 2 q(e_{i,D}(k)) - q^2(e_{i,D}(k)). \quad (22)$

B. Practical Considerations

Equations (7), (20), and (22) constitute the update recursions of the proposed GR-SA algorithm; however, about its implementation, we have to take into account the following aspects.

1) The covariance matrix update (22) provides the optimal performance of the GR-SA algorithm in theory, since it acts like the robust extension of Kalman filtering framework in the subband domain, but it leads also to two problems. First, similar to the Kalman filtering \cite{10, 12}, the covariance matrix update (22) can be numerically unstable when implemented in finite precision, since it is computed as a difference of two positive semidefinite matrices. Numerical accuracy is reduced in every iteration. Moreover, numerical deterioration is also associated with high dimensionality of $g_i(k)$ and $\Phi(k)$ on $u_i(k)$ and with the accumulated effects of round-off error. Second, the computation of $\Phi(k)$ requires the complexity of $O(M^2)$ which is high for large $M$. To overcome these two
points, we always limit $\Phi(k)$ to be a diagonal matrix. By doing so, the proposed GR-SAF algorithm can be implemented in the vector form, which reduces to the complexity of $O(M)$ (see subsection IV. D). Herein, $\Phi(k)$ can be easily initialized by $\Phi(0) = \frac{1}{N}I_M$, where $\epsilon \geq 1$.

2) Both (20) and (22) require knowing $C_w = \text{diag}\{\sigma_{w1}^2, \sigma_{w2}^2, ..., \sigma_{wM}^2\}$ beforehand which controls a trade-off problem between tracking capability and steady-state behavior of the algorithm. From (9), we have the following relation for the $m$-th diagonal entry:

$$\sigma_{wm}^2 = E\{[w_m^o(k) - w_m^o(k-1)]^2\}, \quad m = 1, ..., M - 1.$$  \hspace{1cm} (23)

Accordingly, for estimating them the following practical recursion is used:

$$\hat{\sigma}_{wm}^2(k) = \gamma \hat{\sigma}_{wm}^2(k-1) + (1 - \gamma)[w_m(k) - w_m(k-1)]^2,$$  \hspace{1cm} (24)

with zero initialized values $\hat{\sigma}_{wm}^2(0) = 0$ for $m = 1, ..., M - 1$, and the weighting factor $0 < \gamma < 1$. When the algorithm starts to converge, the estimation errors of the individual coefficients tend to become uncorrelated. On the other hand, when the unknown system abruptly changes, some of coefficients will encounter large variations. To track them, we propose to amend (24) as

$$\hat{\sigma}_{wm}^2(k) \leftarrow \max\{\hat{\sigma}_{wm}^2(k), \hat{\sigma}_{wm}^2\text{avg} \},$$  \hspace{1cm} (25)

for $m = 1, ..., M - 1$, where

$$\hat{\sigma}_{wm}^2\text{avg} = ||w(k) - w(k-1)||_2^2/M$$  \hspace{1cm} (26)

denotes the average uncertainty of all the coefficients.

3) In (20), we also note that another set of important parameters $\sigma_{vi}^2$ that are the variances of subband noises. Inspired by [121], $\sigma_{vi}^2$ can be effectively estimated as follows:

$$\hat{\sigma}_{vi}^2(k) = \hat{\sigma}_{vi}^2(-1) - \frac{||\hat{r}_i(k)||_2^2}{\hat{\sigma}_{vi}^2(-1) + \epsilon_2},$$  \hspace{1cm} (27)

where

$$\hat{\sigma}_{vi}^2(k) = \beta \hat{\sigma}_{vi}^2(k-1) + (1 - \beta)q^2(e_{i,D}(k))\epsilon_i^2D(k),$$

$$\hat{\sigma}_{vi}^2(k) = \beta \hat{\sigma}_{vi}^2(k-1) + (1 - \beta)\hat{u}_i^2(kN),$$

$$\hat{r}_i(k) = \beta \hat{r}_i(k-1) + (1 - \beta)q(e_{i,D}(k))u_i(k)e_{i,D}(k),$$  \hspace{1cm} (28)

with $\beta$ being the weighting factor which is chosen by $\beta = 1/(\varrho M)$, $\varrho \geq 1$, and $\epsilon_2$ is a small positive number to avoid the division by zero. Note that, $\hat{\sigma}_{vi}^2(k)$ in (27) may be negative due to the estimates from (27). To this end, we introduce the following limitation:

$$\hat{\sigma}_{vi}^2(k) = \left\{ \begin{array}{ll}
\hat{\sigma}_{vi}^2(k-1), & \text{if } \hat{\sigma}_{vi}^2(k) \leq 0 \\
\hat{\sigma}_{vi}^2(k), & \text{otherwise.}
\end{array} \right.$$  \hspace{1cm} (29)

As a result, Table I summarizes the proposed GR-SAF algorithm.

### IV. ANALYSIS AND DISCUSSION

In this section, we discuss the generality, stability, convergence, and complexity of the GR-SAF algorithm.

### TABLE I

**PROPOSED GR-SAF ALGORITHM.**

- **Initialization:** $w(0) = 0$, $\Phi(0) = \frac{1}{N}I_M$ with $\epsilon_1 \geq 1$.
- **Parameters:** $\epsilon_1 \geq 1$, $\epsilon_2 = 10^{-10}$, $0 < \gamma < 1$, and $\beta = 1/(\varrho M)$ with $\varrho \geq 1$.

#### For each iteration $k \geq 0$ in the decimated sequences

1. **Calculation of the scaling parameters $q(e_{i,D}(k))$:**

   - (e.g., Eq. (8)) from the M-estimate or Eq. (11) from the MCC

   **Estimate of subband noises:**

   $$\sigma_{wi}^2(k) = \beta \sigma_{wi}^2(k-1) + (1 - \beta)q^2(e_{i,D}(k))\epsilon_i^2D(k),$$

   $$\hat{r}_i(k) = \beta \hat{r}_i(k-1) + (1 - \beta)q(e_{i,D}(k))u_i(k)e_{i,D}(k),$$

   $$\gamma_{wi}^2(k) = \sigma_{wi}^2(k) - \frac{||\hat{r}_i(k)||_2^2}{\sigma_{wi}^2(k) + \epsilon_2},$$

   $$\gamma_{wi}^2(k), \text{otherwise}$$

   $$g_i(k) = u_i^T(k)\Phi(k-1)u_i(k) + \gamma_{wi}^2(k)u_i^T(k)C_u(k-1)u_i(k) + \gamma_{wi}^2,$$

   $$\Delta_i(k) = q(e_{i,D}(k))g_i(k)e_{i,D}(k),$$

   $$\mathcal{M}_i(k) = [2q(e_{i,D}(k)) - q^2(e_{i,D}(k))]g_i(k)u_i(k).$$

2. **End**

   - $w(k) = w(k-1) + \frac{\gamma}{\gamma_i(k)}\Delta_i(k)\mathcal{M}_i(k)$

   $$\sigma_{wi}^2(k) = \gamma \sigma_{wi}^2(k-1) + (1 - \gamma)[w_m(k) - w_m(k-1)]^2,$$

   $$\sigma_{wi}^2(k) = w_m(k) - w_m(k-1)^2/M$$

   $$C_w(k) = \text{diag}\{\sigma_{wi}^2(k), \sigma_{wi}^2(k-1), ..., \sigma_{wi}^2(k-M)\},$$

   $$\Phi(k) = \Phi(k-1) - \sum\mathcal{M}_i(k)\Phi(k-1) + \mathcal{C}_w(k).$$

3. **Setting the diagonal-off elements of $\Phi(k)$ to be zero.**

### A. Generality of Algorithm

As shown in Table I, we present a general framework for the robust SAF with the scaling parameter $q(e_{i,D}(k))$. Namely, by taking advantage of a different robust cost function $\varphi(e_{i,D}(k))$, we can straightforwardly compute $q(e_{i,D}(k))$ by (8) to arrive at a different robust GR-SAF algorithm. For example, based on the MCC strategy [136], [137], [138], the corresponding cost function is defined as $\varphi(e_{i,D}(k)) = \frac{1}{\sqrt{2\pi \sigma_i^2}}\left[ 1 - \exp\left( -\frac{e_{i,D}^2(k)}{2\sigma_i^2} \right) \right]$, which leads to

$$q(e_{i,D}(k)) = \exp\left( -\frac{e_{i,D}^2(k)}{2\kappa_i^2} \right),$$  \hspace{1cm} (30)

where $\kappa_i > 0$ is the kernel width. Similar to the aforementioned modified Huber criterion, when impulsive noise occurs, $q(e_{i,D}(k))$ results from the MCC criterion will be approaching 0 so that the MCC-based GR-SAF algorithm has good robustness against impulsive noise. Note that, the MCC-based SAF (MCC-SAF) algorithm was developed in [139], but it required a trade-off between fast convergence and low steady-state error.

On the other hand, it is necessary to mention that the proposed GR-SAF algorithm also reduces to the general robust LMS (GR-LMS) algorithm when the number of subbands is one. The GR-LMS algorithm can also improves the existing robust LMS algorithms with specified robust criteria. However, their common problem is slow convergence for highly colored input signals, thus we do not discuss them.
in this paper.

In the following two subsections, we assume that the unknown system is time-invariant, i.e., \(c(k) = 0\), to facilitate analysis.

### B. Stability of Algorithm

Evidently, (22) describes the evolution behavior of the covariance matrix of the weight-error vector for the proposed algorithm. Thus, by taking the traces of all the terms in (22), the MSD recursion of the algorithm can be obtained:

\[
\text{MSD}(k) = \text{MSD}(k-1) - \sum_{i=0}^{N-1} \rho_i(k)u_i^T(k)\Phi(k-1)g_i(k),
\]

which further yields

\[
\text{MSD}(k) - \text{MSD}(k-1) = -\sum_{i=0}^{N-1} \rho_i(k)u_i^T(k)\Phi(k-1)u_i(k) + \sigma_{\nu,i}^2.
\]

Recalling that \(\Phi(k)\) is a diagonal matrix with positive entries, denoted as \(\Phi(k) = \text{diag}\{\sigma_{\nu,1}^2(k), \sigma_{\nu,2}^2(k), ..., \sigma_{\nu,M}^2(k)\}\) with \(\sigma_{\nu,m}^2(k) > 0\) for \(m = 1, 2, ..., M\), thus (32) becomes

\[
\text{MSD}(k) - \text{MSD}(k-1) = -\sum_{i=0}^{N-1} \rho_i(k)\sum_{m=1}^{M} u_i^2(k)(N - m + 1)\sigma_{\nu,m}^2(k).
\]

Moreover, there is \(\rho_i(k) > 0\) due to \(0 < q(e_{i,D}(k))\), which means that the right side of (33) is always less than 0 so that \(\text{MSD}(k) - \text{MSD}(k-1) < 0\), which ensures the convergence of the GR-SAF algorithm.

### C. Convergence of Algorithm

It is further assumed that all the diagonal entries of \(\Phi(k)\) are equal, namely, \(\Phi(k) = \sigma_\Phi^2(k)I_M\). Following this, both (20) and (22) are simplified respectively as

\[
g_i(k) = \frac{u_i(k)}{||u_i(k)||^2_2 + \sigma_{\nu,i}^2},
\]

and

\[
\sigma_\Phi^2(k) = \sigma_\Phi^2(k-1) - \sum_{i=0}^{N-1} \rho_i(k)\frac{\sigma_{u,i}^2(k)\sigma_\Phi^2(k-1)}{||u_i(k)||^2_2 + \sigma_{\nu,i}^2}.\]

By plugging (34) into (7), then the weight update is formulated as

\[
w(k) = w(k-1) + \sum_{i=0}^{N-1} q(e_{i,D}(k))u_i(k)e_{i,D}(k).
\]

At a glance, in addition to having robustness against impulsive noise owing to the scaling parameter \(q(e_{i,D}(k))\), (36) behaves like an NSAF algorithm with the variable regularization parameter \(\delta(k) = \frac{\sigma_{\nu,i}^2}{\sigma_\Phi^2(k-1)}\). Indeed, it is. Thanks to the convergence of the proposed algorithm in Remark 2, \(\sigma_\Phi^2(k)\) is large at the starting stage so that \(\delta(k)\) is small, thereby speeding up the convergence. As the algorithm converges, \(\sigma_\Phi^2(k)\) will gradually become very small; as such, \(\delta(k)\) will become very large, finally achieving low steady-state estimation error.

### D. Complexity of Algorithm

Without considering the computation of the scaling parameters \(q(e_{i,D}(k))\) and the subband noise variances \(\sigma_{\nu,i}^2\), and recalling the diagonal simplification of \(\Phi(k)\) in the previous practical consideration 1), the proposed GR-SAF algorithm requires \(5MN + 5M + 2N^2 + 4N + 1\) multiplications, \(M\) divisions, and \(4MN + 4M + 2N^2 + N - 1\) additions per each iteration in the decimated sequences. As per each fullband input sample, this amount reduces to \(5M + (5M + 1)/N + 2N + 4 + 1\) multiplications, \(M\) divisions, and \(4M + (4M - 1)/N + 2N + 1\) additions. In addition, the proposed algorithm has inherent computational complexity for partitioning both signals \(u(n)\) and \(d(n)\), which requires \(2(J - 1)/N\) additions and \(2J/N\) multiplications. Even so, the SAF is widely used in high-order applications such as the EC, thus \(M\) would be much larger than the product \(JN\); accordingly, the proposed algorithm still retain low computational complexity of \(O(M)\).

On the other hand, the data memory usage for the proposed GR-SAF algorithm when implementing it in embedded systems with limited memory, is \((5N + 6)M + (2J + 8)N + 5\) units in B-bit words. This amount is higher than that of the NSAF algorithm with \((N + 2)M + (2J + 3)N + 3\), but is much less than that of the RLS algorithm with \(2M^2 + 4M + 5\) [2].

### V. Simulation Results

In this section, the proposed GR-SAF algorithm is evaluated in various examples. The length of the unknown system is assumed known and we set the length of the adaptive filters as the same of the unknown system. For the analysis filters \(\{H_i(z)\}_{i=0}^{N-1}\), we employ the cosine-modulated filter bank, and the coefficients of their impulse responses are expressed as

\[
h_i(l) = 2p(l)\cos \left[ \frac{(2i + 1)(2l - (L - 1))\pi}{4N} + (-1)^i \frac{\pi}{4} \right],
\]

where \(p(l), \ l = 0, 1, ..., J-1\) are the coefficients of the prototype filter. Herein, the lengths of the prototype filter for \(N = 2, 4, \mathrm{and} \ 8\) subbands are \(J = 17, 33, \mathrm{and} \ 65\), respectively, to obtain 60 dB stopband attenuation. The high stopband attenuation ensures almost no overlap between adjacent analysis filters as well as negligible cross-correlation between nonadjacent subbands. In our simulations, the unknown vectors \(u^o\) are the impulse responses of network echo channels shown in Fig. 2, i.e., channel-1 and channel-4 from the ITU-T G.168 standard [140] which are sparse and dispersive (non-sparse) respectively, with \(M = 128\) taps, unless otherwise specified. All the results are the average of 50 independent runs, except for the speech input scenario (single run).

#### A. Scenario 1: System Identification

The input signal \(u(n)\) is generated from the first-order autoregressive (AR) system with a pole at 0.95, which has
high correlation with the eigenvalue spread of $\chi = 1337$ as compared to the white input signal of $\chi = 1$. The additive noise $\nu(n)$ is a contaminated-Gaussian process that consists of the Gaussian noise $\nu_g(n)$ and the impulsive noise $\nu_{im}(n)$, i.e., $\nu(n) = \nu_g(n) + \nu_{im}(n)$. The variance $\sigma_{\nu}^2$ of the zero-mean Gaussian noise $\nu_g(n)$ is given by the signal-to-noise ratio (SNR) defined as $10 \log_{10}(\sigma_{\nu}^2/\sigma_{\eta}^2)$, where $\sigma_{\eta}^2 = \mathbb{E}\{\{u_i^T w(n)\}^2\}$ is the power of the system’s output signal. The impulsive noise is generated by the model $\nu_{im}(n) = b(n)\eta(n)$, where $b(n)$ is a Bernoulli random process with the probabilities of 1 and 0 being $p_r$ and $1 - p_r$ respectively, and $\eta(n)$ follows from the white Gaussian distribution with zero-mean and variance $\sigma_{\eta}^2 = 1000\sigma_{\eta}^2$. Obviously, $p_r$ also represents the probability of appearing impulsive noise samples, and generally its value is small like $p_r = 0.001$. The MSD is used as the performance measure.

![Fig. 2. Impulse responses of network echo channels: (a) dispersive channel, (b) sparse channel.](image)

Fig. 2 depicts the performance of the GR-SAF algorithm using $N = 2, 4$, and $8$. The M-estimate’s parameters are set to $\tau = 2$ and $N_m = 20$. The GR-SAF’s parameters are chosen as $c_1 = 1$, $c_2 = 10^{-5}$, $\gamma = 0.95$ and $q = 2$. Clearly, by increasing $N$, the GR-SAF algorithm has better convergence, because larger $N$ lets the decimated subband inputs $\{u_i(k)\}_{i=0}^N$ be closer to white. Naturally, this property of increasing $N$ will not be obvious after it is larger than a certain value such as 4 here, since at this moment the decimated subband inputs have been sufficiently whitened. As one can also see from Fig. 2, the GR-SAF algorithm using the diagonal approximation of $\Phi(k)$ retains comparable performance with that using the full update of $\Phi(k)$ given in (22).

In Figs. 4 and 5 we examine the performance of NSAF, VP-S-IWF-SSAF [128], and four M-estimate based algorithms including M-NSAF [129], VSS-M-NSAF [129], recursive least M-estimate (RLM) [141], and proposed GR-SAF. To fairly compare them, the parameters of the subband-based algorithms are chosen according to the fact that they arrive at the almost same steady-state result or convergence rate. These M-estimate based algorithms use the MH function shown in (5) whose parameters are the same as in Fig. 3. Other parameters of some algorithms are as follows: $\mu_{\text{min}} = 10^{-5}$, $\chi = 1$, $\tau = 1$, and $\xi = 0.01$ for VP-S-IWF-SSAF; $c_1 = 10^{-6}$ and $\theta_X = 5$ for VSS-M-NSAF; $P(0) = (1/0.05)I_M$ for RLM. As can be seen, the NSAF algorithm performs poorly in impulsive noise, while other algorithms behave with good robustness due to the suppression of the large magnitude influence of impulsive samples. As compared to the M-NSAF algorithm with the fixed step-size, both VSS-M-NSAF and GR-SAF algorithms obtain fast convergence and low steady-state MSD. It should be stressed that the VSS-M-NSAF algorithm employs the time-varying step-size scheme, while the GR-SAF is like a variable regularization M-NSAF algorithm as stated in Remark 3 and achieves better performance than the former. The VP-S-IWF-SSAF algorithm exhibits better performance for identifying a sparse channel than a dispersive channel, owing to this fact that it takes advantage of the sparsity of the underlying systems. Among these algorithms, the convergence of the RLM algorithm with $\lambda = 1$ is the best, because it has stronger decorrelation ability on input signals than the subband decomposition. However, the complexity of the RLM algorithm with the level of $O(M^2)$ is much higher than that of the GR-SAF algorithm with the level of $O(M)$, especially for large $M$. In a nutshell, the proposed GR-SAF algorithm can approximate the RLM performance with $\lambda = 1$ well, but with lower complexity. Furthermore, the RLM with $\lambda = 1$ loses the re-convergence (or tracking) ability after the target vector shows a sudden change; conversely, using smaller $\lambda = 0.996$ improves the tracking ability of the RLM algorithm, but also brings about large steady-state MSD.

In Fig. 6 we investigate the performance of the GR-SAF update using different scaling factors $q(e_i, k)$ from the M-estimate (Eq. (8)) and MCC (Eq. (30)) criteria, respectively. Clearly, when using the MCC criteria, the proposed GR-SAF framework significantly improves the MCC-SAF’s performance [139] in terms of convergence rate and steady-state error. It means that the GR-SAF update has good performance, in this case whose performance depends only on the scaling factor $q(e_i, k)$ stemming from some specified robust

\[ \text{For the compared algorithms, we use the same notations of parameters in references.} \]
criteria. For the MCC example, the kernel width $\kappa_n$ controls the trade-off between the robust and convergence levels of the GR-SAF update. However, discussing the effects of different $q(e_{i,D}(k))$ is not the focus of this paper and in the sequel we only display the results of the GR-SAF algorithm based on the M-estimate.

B. Scenario 2: Network Echo Cancellation

Echo canceler is vital for hands-free speech communication and teleconferencing systems. Fig. 7 shows the general structure of adaptive echo cancellation, which covers the network echo cancellation [3, 4] and acoustic echo cancellation scenarios [142, 107]. In this scenario, the speech input signal $u(n)$ from the far-end talker’s is convoluted with the echo channel and the resulting signal $d(n)$ is the annoying echo, where the network echo channel is due to mixed packet-switched and circuit-switched components (e.g., Fig. 2), while the acoustic echo channel is due to the coupling between the loudspeaker and microphone (e.g., Fig. 13). Using the same input signal, the echo canceler first identifies the echo channel $w_0$ with the adaptive filter $w(n)$, and the corresponding output signal $y(n)$ is the replica of the echo. Then, by subtracting $y(n)$ from the desired signal $d(n)$ that could consists of the echo $d(n)$, the near-end speech $z(n)$, and the additive noise $\nu(n)$, the echo will be eliminated to improve the call quality.

Compared with system identification, the main difference in echo cancellation is using the realistic speeches as the input. In this subsection, the network echo cancellation is considered, where the employed far-end and near-end speeches are shown in Fig. 8.

Case 1: there is no near-end speech, i.e., $z(n) = 0$. Figs. 9 and 10 show the MSD performance of the above algorithms in the Gaussian and the $\alpha$-stable noise scenarios respectively. The characteristic function describing the symmetric $\alpha$-stable distribution \( \phi(t) = \exp(-\vartheta |t|^\alpha) \), where the characteristic exponent $\alpha \in (0, 2]$ determines the impulsiveness of the noise (for lower values of $\alpha$, the noise has more impulsive behavior), and $\vartheta > 0$ represents the dispersion degree of the noise. Note that it will reduce to the Gaussian noise when $\alpha = 2$. To avoid the division by zero in the weight update during the silent period of speech signals, we add a regularization parameter $\delta = 20\sigma^2_{u,i}/N$ for NSAF, M-NSAF, and VSS-M-NSAF algorithms and $\delta = \sqrt{20\sigma^2_{u,i}}$ for VP-S-IWF-SSAF algorithm. As one can see, the results with the speech input are similar to those with the AR input, that is, the proposed GR-SAF algorithm is not only insensitive to the impulsive noise (e.g., the $\alpha$-stable noise) but also superior to the other counterparts in terms of convergence rate and steady-state error.

Case 2: double-talk case that has the near-end voiced speech
the echo canceler during double-talk, equipping the double-talk detector (DTD) is a standard procedure, where the well-known Geigel DTD \cite{geigel} has been in commercial use for many years. No matter when the double-talk is detected, the adaptation of the filter weights will be inhibited. Nevertheless, detection errors for the DTD would occur, and these result in large amounts of divergence of the non-robust algorithms (e.g., NSAF) even if they have equipped the DTD. A proven way for dealing with the double-talk is that uses the combination of robust algorithms and the DTD \cite{geigel}, \cite{geigel2}. In other words, robust algorithms can remedy the false of DTD resulting from undetected near-end voiced speech samples.

For detecting the double-talk, the Geigel DTD is described as \cite{geigel}:

\[ d(kN) \geq T_c \max(|u(kN)|, |u(kN - 1)|, \ldots, |u(kN - M + 1)|), \]

where \( 0 < T_c < 1 \) is a detector threshold. Once this holds, the double-talk will be declared and meanwhile the adaptive filter will stop updating during the hangover period of \( T_{\text{hold}} \). Similar to \cite{geigel}, we also revise the median vector \( \alpha_{e,i} \) in the M-estimator as \( \alpha_{e,i}(k) = |r_i(k), r_i(k -
1), ..., \( r_i(k - N_w + 1) \), \( i = 0, ..., N - 1 \), where \( r_i(k) = 0 \) when the double-talk is detected and during the period of \( T_\text{hold} \), otherwise \( r_i(k) = e_i^2 D(k) \). In addition to the MSD performance, the echo return loss enhancement (ERLE) is another performance measure, defined by \( \text{ERLE}(n) = 10 \log_{10} \left( \frac{\text{avg}\{d_i^2(n)\}}{\text{avg}\{e_i^2(\cdot)\}} \right) \). In addition, where \( \text{avg}(\cdot) \) is a smooth operator having the form \( \text{avg}\{d_i^2(n)\} = 0.9999\text{avg}\{d_i^2(n)\} + 0.001d_i^2(n) \) with \( \text{avg}\{d_i^2(0)\} = 0 \). In Figs. 11 and 12 we compare the MSD and ERLE behaviors of the algorithms in a double-talk scenario, respectively. As can be seen from, under using the same step-size and the parameters of Geigel DTD, the M-NSAF algorithm is more robust to double-talk than the NSAF algorithm, due to the fact that the former has the capability of distinguishing outliers. Moreover, among these improvements of M-NSAF algorithm, the proposed GR-SAF algorithm achieves faster convergence and smaller steady-state MSD or higher steady-state ERLE as compared to the VSS-M-NSAF algorithm.

\[
\alpha = 1.6 \quad \text{and} \quad \theta = 1/30.
\]

Fig. 10. MSD curves of various subband algorithms in the \(\alpha\)-stable noise. \([N = 4, \alpha = 1.6 \quad \text{and} \quad \theta = 1/30]\).

C. Scenario 3: Acoustic Echo Cancellation

In this subsection, we examine the proposed GR-SAF algorithm in acoustic echo cancellation scenarios. The impulse responses of acoustic echo channels truncated to 512 taps are plotted in Fig. 13. As one can see, due to the time delay difference among the reflections, the channel (b) is more sparser than the channel (a). It is well known that this difference depends on the characteristics of acoustic environments, for example, in either an indoor environment or an outdoor environment, temperature, pressure, and the volume of the enclosed space. Fig. 14 shows the MSD curves of the algorithms using an AR input. It is clear to see that the sparseness of acoustic echo channels does not affect the performance of the GR-SAF algorithm, and with working better than the existing algorithms in the \(\alpha\)-stable noise.

On the other hand, a measured acoustic impulse response in a 6m × 6m × 2.4m room (the speech and acoustic lab of the Faculty of Engineering at BarIl University (BIU)) is also considered \([147]\), with the reverberation time 160 ms. It is truncated to 2048 taps and shown in Fig. 15. In Figs. 16 and 17 we evaluate the performance of the algorithms for the AR input.
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and the speech input, respectively, where the acoustic impulse response is changed by multiplying $-1$ at the middle of input samples. It is seen from that the proposed GR-SAF algorithm still have better performance than its competitors.

VI. CONCLUSION

Based on the random-walk model with individual coefficient uncertainty, we minimize the MSD behavior to develop the GR-SAF algorithm’s framework with robustness against impulsive noise. Accordingly, by designing different scaling factors such as from the M-estimate and maximum correntropy robust criteria, the GR-SAF algorithm can be obtained easily. On the other hand, the proposed GR-SAF algorithm can be simplified to be a robust NSAF algorithm, but with the time-varying regularization parameter, thus providing better performance in both convergence and steady-state behaviors. Simulation results in various scenarios have demonstrated the effectiveness of the proposed GR-SAF algorithm.
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