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Adversarial computations are a widely studied class of computations where resource-bounded probabilistic adversaries have access to oracles, i.e., probabilistic procedures with private state. These computations arise routinely in several domains, including security, privacy and machine learning.

In this paper, we develop program logics for reasoning about adversarial computations in a higher-order setting. Our logics are built on top of a simply typed λ-calculus extended with a graded monad for probabilities and state. The grading is used to model and restrict the memory footprint and the cost (in terms of oracle calls) of computations. Under this view, an adversary is a higher-order expression that expects as arguments the code of its oracles. We develop unary program logics for reasoning about error probabilities and expected values, and a relational logic for reasoning about coupling-based properties. All logics feature rules for adversarial computations, and yield guarantees that are valid for all adversaries that satisfy a fixed resource policy. We prove the soundness of the logics in the category of quasi-Borel spaces, using a general notion of graded predicate liftings, and we use logical relations over graded predicate liftings to establish the soundness of proof rules for adversaries. We illustrate the working of our logics with simple but illustrative examples.
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1 INTRODUCTION

Probabilistic programs occur widely in privacy, security, and other domains where formal guarantees are required. These guarantees are often expressed using expectations, e.g., one may want to prove that the expected value of a randomized algorithm remains close to some deterministic
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function of its input. This can be established by means of expectation-based methods that originate from the works of Kozen [1985] and of Morgan et al. [1996]. Another class of guarantees is concerned with proving the probability of events; e.g., one may want to prove that a randomized algorithm has a small probability of returning an incorrect answer, or more generally that there is a small probability that a bad event happens. These kinds of properties are the target of so-called Boolean-based methods, such as the union bound logic proposed by [Barthe et al. 2016b]. These two approaches are traditionally used to reason about properties concerning a single program execution. However, many security and privacy properties are naturally expressed by relating two program executions; we call such properties relational properties. Relational counterparts to expectation-based and Boolean-based methods have been proposed, including the relational expectation-based logic of Barthe et al. [2018], and probabilistic relational Hoare logic [Barthe et al. 2009].

Some of these logics additionally support reasoning about adversarial computations, where resource-bounded but otherwise unconstrained adversaries interact with oracles, i.e. probabilistic procedures with private state. These logics view adversaries as uninterpreted procedures, and restrict their power by adding constraints on the memory they can read and write, and on the number of times they can call other procedures. These constraints are captured by a notion of valid adversary, and it is reasonably simple to define proof rules for valid adversaries. The combination of program logics and adversary rules yield powerful frameworks that have been used to reason about many examples, including security of cryptographic constructions [Barthe et al. 2009] and stability of machine learning algorithms [Barthe et al. 2018].

The aforementioned works are developed on top of a core probabilistic imperative language. However, it is often desirable to reason about higher-order programs, either because the programs of interest are written in a higher-order language, or more fundamentally because the programs manipulate higher-order objects. Unfortunately, program logics for higher-order probabilistic languages are not as well understood as their counterparts for imperative languages. One potential reason for this is that denotational semantics of higher-order probabilistic programs have been lacking. Indeed, a classic result by Aumann et al. [1961] shows that the category of Borel spaces is not Cartesian closed, and therefore it cannot be used to interpret programs. Fortunately, recent works propose elegant semantics for higher-order probabilistic programs, such as Probabilistic Coherent Spaces (or PCoh) [Danos and Ehrhard 2011] and Quasi-Borel Spaces (or QBS) [Heunen et al. 2017]. These semantics can be used as a basis for developing program logics, as shown for instance by Sato et al. [2019], who develop unary and relational logics over QBS. However, reasoning in this system is based on an axiomatization of probabilities, and is intricate. Moreover, this system does not support reasoning about state and adversarial computations.

**Goals and technical outline.** In this paper we set out to develop a general framework for designing program logics that reason about resource-constrained adversarial computations in a higher-order probabilistic language. The reasoning principles themselves are fairly natural, and have been considered in the first-order setting before [Barthe et al. 2009], but generalizing them to the higher-order requires addressing the following challenges:

- How can we enforce the restrictions on the adversaries?
- Can we support relational or expectation-based logics?
- How can we formalize the reasoning principles into a common set of proof rules? How can we prove these rules sound?
- How can we give a denotational model to these logics?

Program properties in an adversarial setting usually make some assumptions about adversaries by restricting the number of times they can invoke the oracle, and denying them access to the
private state of the oracle (formally, the oracle is a function with hidden local state, passed as an argument to the adversary). In the first-order setting this is usually addressed by restricting the syntax of adversaries in an ad-hoc manner, but for higher-order programs a more principled approach would involve using the type system to enforce these restrictions. Another idea would be to use local state and some sort of separation logic [Tassarotti and Harper 2019], but it is not clear how such features can be added to denotational models for higher-order probabilistic programs.

The solution we propose here first involves grading a monad for global state and probabilities by two parameters \( \Sigma \) and \( k \): \( \Sigma \) represents the memory footprint of the computation and \( k \) represents the number of oracle calls. Thus, our language has types of the form \( T_{\Sigma,k}(\tau) \) to represent computations with memory footprint \( \Sigma \) and at most \( k \) oracle calls. Then, we allow quantification over memory grading, which can be seen as a lightweight form of polymorphism. We then model adversaries as computations of second-order types, e.g., the type \( \forall \alpha. (\sigma \rightarrow T_{\alpha,1}(\tau)) \rightarrow T_{\Sigma \cup \alpha,k}(\tau') \) captures an adversary that has access to an oracle of type \( \sigma \rightarrow T_{\alpha,1}(\tau) \) and that returns values of type \( \tau' \). The grading ensures that the adversary can call the oracle at most \( k \) times, and separation between adversary and oracle memories is enforced by a parametricity property derived from the quantification in the type: the adversary can only read and write the memory region \( \Sigma \); and in particular, it cannot access the private memory of the oracle (denoted \( \alpha \)). To our knowledge, this is the first use of this form of parametricity.

On top of this language, we develop a Boolean-based unary logic, an expectation-based unary logic, and a Boolean-based relational logic. The first of these logics can be used to reason about the probability that the output of a program satisfies some assertion. Its judgments are based on generalized Hoare triples of the form \( \{ \phi \} t : T_{\Sigma,\epsilon}(A) \{ \{ \psi \} \}_\delta \), with the meaning that if the initial state satisfies \( \phi \), then the final state after running \( t \) satisfies \( \psi \) with probability at least \( 1 - \delta \). The logic’s interpretation is based on a graded monad lifting, which maps the postcondition \( \psi \) and the grading \( \delta \) to an assertion over probability distributions.

Crucially, soundness of this first logic does not depend on the concrete definition of the lifting, but only on some algebraic properties of the lifting, so the logic can be generalized. We use this observation to develop a second higher-order program logic for a completely different purpose, namely, proving properties of expectations, similar to Morgan et al. [1996]. In this logic, assertions are real-valued functions, as opposed to Boolean-valued assertions of the first logic. Remarkably, most of the proof rules of the two logics are the same, thanks to the similar algebraic properties of the underlying liftings. This shows how, by exploiting similarity in the underlying liftings, we can get almost similar proof rules to prove completely different properties with different truth values. We believe that building two differently-valued logics (real-valued and Boolean-valued) from common rules is novel.

Our third logic is a relational logic that can be used to prove properties [Barthe et al. 2016a] of pairs of higher-order probabilistic programs using couplings. Again, we exploit the structure of liftings (couplings are particular cases of liftings), this time for relational reasoning.

To each of the three logics we add (structurally very similar) proof rules for reasoning about adversaries. Adversary rules combine all of the features of our framework, and can be used to reason about the interaction of an oracle \( O \), whose code we know, with an adversary \( A \) of which we only know the type. Our type system enforces that the adversary can only call the oracle at most \( k \) times and it cannot access the oracle’s private memory. The adversary rules of all three logics have similar structure and follow the same underlying pattern: Assuming some invariant about the oracle’s private state (which we can discharge in our logics), derive a property of any adversary that can call the oracle at most \( k \) times. For instance, in the first logic above, the adversary rule says that if the oracle preserves an invariant \( \phi \) with probability at least \( 1 - \delta \), then any adversary calling the oracle at most \( k \) times preserves \( \phi \) with probability at least \( 1 - k\delta \).
Next, we define a semantic model for our language and the three logics. Just modeling the language with its higher-order nature and probabilities is nontrivial as explained earlier. Concretely, we model our language in the category \( QBS \) of Quasi-Borel spaces. We then interpret monadic types using the monad \( T(\cdot) \triangleq M \Rightarrow (\cdot \times M) \) for some \( QBS \) \( M \) of memories, where \( \mathcal{P} \) denotes the monad of probability measures over \( QBS \).

Next, we wish to build a uniform framework to model our three logics, their different notions of truth-values, different liftings, and both unary and relational reasoning. For this, we build our theory using the notion of \( \text{Heyting-valued predicates} \), which are maps from a set \( X \) to a Heyting algebra \( \Omega \). By instantiating \( \Omega \) differently, we are able to model our different logics. Further, to interpret logics themselves we employ \( \text{graded monad liftings} \) [Katsumata 2014], which map a Heyting-valued predicate over a set \( X \) to a Heyting-valued predicate over the set of distributions over \( X \). We also introduce a novel concept of \( \text{stateful lifting} \), which combines graded monad liftings with the state monad. This gives a categorical semantics of our new Hoare-triple type (c.f. [Nanevski et al. 2008]): 

\[
\{\phi\} t : T_{\Sigma_e}(A)\{\psi\}\delta
\]

where \( \phi, \psi \) are \( \Omega \)-valued predicates, \( \delta \) is a grading and the whole type specifies properties of probabilities of state transformers. In doing so, we carefully design a categorical framework that unifies qualitative and quantitative assertions using Heyting algebras, and admits interpretations of the triples under a generic graded lifting. Soundness of the different logics follows \( \text{uniformly} \) by suitably instantiating the liftings and the Heyting algebras.

The soundness of the adversary rules needs separate proofs, since we must show that the rules are sound for any term inhabiting the adversary’s type. This can usually be done with logical relations, but an approach based on standard logical relations would fail here, since it would not take into account the latent effect of the types and their relation to the invariant. Therefore, we develop a novel logical relation that is parametrized by the invariant we want to preserve, and graded by the probability of failure.

**Contributions.** In summary, our contributions are the following:

- We design a type system for a higher-order probabilistic language to model adversaries and restrict their capabilities. This is achieved through the use of a monad graded by the memory footprint and the cost the computations, and exploiting parametricity over the memory usage. This novel application of parametricity allows us to enforce a separation between the adversary and the oracle memories in a setting with global state.
- We design three unary and relational logics to reason about probabilistic programs in this setting. We go beyond logics in which assertions are Boolean by also presenting a logic in which assertions are real-valued functions, whose expected value the logic establishes. Assertions in our logics are also graded, to allow us to reason about the probability of failure, or the tightness of bounds. The logics are instances of a generic structure – both in the proof rules and the semantics – showcasing the common structure behind them.
- We introduce a notion of stateful lifting, which is used to interpret the triples in our judgments, from which we can construct a categorical model for the rest of the framework. This model is parametrized by a Heyting algebra of truth values and a graded lifting that interprets assertions. This allows us to have a uniform categorical model which is general enough for all the logics that we present.
- We introduce rules to reason about the interaction between adversaries, from which we only know their type, and oracles. This uses the parametricity above, to show that an invariant is preserved, and moreover it uses the cost restriction on the adversary to compute the grading of the interaction. Soundness of these rules follows from a novel logical relation.
2 ILLUSTRATIVE EXAMPLES

We introduce two illustrative examples, which we use to motivate our modeling of adversaries, and later to showcase the mechanics of our different logics. Our examples are deliberately simple; further examples are in the conclusion and the appendix.

Pollution attacks against Bloom filters [Gerbet et al. 2015]. Bloom Filters [Bloom 1970] are probabilistic data structures useful to represent sets efficiently at the cost of a loss in precision. Informally, a Bloom Filter is a data structure with two procedures: an insertion procedure for adding a value to the current set, and a membership procedure to query whether a value belongs to the current set. For simplicity, we assume that values are taken from the set \( [n] = \{0, \ldots, n - 1 \} \) for some \( n \). A Bloom Filter represents subsets of \( [n] \) as an array \( L \) of bits of fixed size \( m \). Initially all bits in \( L \) are set to 0. The insertion procedure is parametrized by a hash function \( H : ([n] \times \{\ell\}) \rightarrow [m] \) sampled uniformly at random, where \( \ell \) is a parameter of the Bloom Filter. The procedure \( \text{insert}(x) \) updates to 1 the value of the array at positions \( h(x, 1), \ldots, h(x, \ell) \). The procedure \( \text{member}(x) \) computes \( h(x, 1), \ldots, h(x, \ell) \) and returns 1 if all these bits are set to 1, and 0 otherwise. The main advantage of Bloom Filters is their space-efficiency over other classical data structures for sets. But this efficiency comes at a price: Bloom Filters may yield false positives: a membership query may possibly return true for a value that does not belong to the current set due to hash collisions. Therefore, an adversary may attempt to pollute the Bloom Filter in order to trigger false positives [Gerbet et al. 2015]. In this paper, we consider a very simple form of pollution attacks, where an adversary adaptively performs insertion queries with the goal to set to 1 a maximal number of bits of the Bloom Filter. Since the adversary is probabilistic, we use the expected number of bits set to 1 as a measure of the adversary’s success. Assuming that the Bloom Filter is initially empty, i.e. all bits are set to 0, one can prove that for every adversary \( \mathcal{A} \) making at most \( k \) queries to the insertion oracle, the expected number of bits set to 1 after the adversary returns is upper bounded by \( m \cdot (1 - ((m - 1)/m)^f) \).

We model this example in a simply typed calculus enriched with graded monadic type constructors. Concretely, we model adversaries carrying a pollution attack against a Bloom Filter as computations \( \mathcal{A} \) of type \( \forall a. ([n] \rightarrow T_{a,1}(U)) \rightarrow T_{a \cup \Sigma,k}(U) \) where \( U \) is the unit type and by abuse of notation we view \( [n] \) as a type. The intended argument of the adversary is the insertion oracle. The monadic type \( T_{a,1}(\tau) \) should be seen as stateful probabilistic computations that can read and write to the set of locations \( \alpha \) (but not others) and have cost 1. Therefore, the grading ensures that each oracle call has cost 1, and that the adversary can make at most \( k \) calls to the oracle. The universal quantification on \( \alpha \) ensures that the adversary can only read and write locations in \( \Sigma \), and that its effect on other memory locations like the \( L[i] \)'s is only indirect, through calls to its oracle.

We assume that hash functions are implemented as random oracles, i.e. stateful probabilistic functions that lazily sample their output when queried with a fresh input. The pseudo-code of the insertion oracle \( \text{insert} \) is deferred to Section 4.2. Under this modeling we upper bound the success of pollution attacks via the judgment:

\[
\bullet \mid \mathcal{A} : \tau \mid \bullet \quad \bullet \quad \bullet \quad m \cdot (1 - ((m - 1)/m)^f) \}
\mathcal{A} \quad \text{insert} : T_{\Sigma \cup \{r,L,h\},k}(U) \quad \{ \{\sum_{i=0}^{m-1} L[i] \} \}
\]

where \( \tau \triangleq \forall a. ([n] \rightarrow T_{a,1}(U)) \rightarrow T_{a \cup \Sigma,k}(U) \), \( \text{insert} \) is the insertion oracle, and \( \{r, L, h\} \) are the memory locations used by the oracle. The adversary, represented by the variable \( \mathcal{A} \), is declared in a special adversary context. The other contexts for grading variables, standard variables and logical assumptions are empty (the contexts are explained in Sections 3 and 4). The statement on the right hand side of the turnstile can be seen as a generalized Hoare triple, given by two assertions (between curly braces) and a program, as in Hoare Type Theory [Nanevski et al. 2008]. We have a
generic syntax of judgments and a generic set of generic inference rules, that can later be instantiated to different notions of assertions and different interpretations. For the specific instantiation used here (Section 4.2), the assertions are quantities – maps from states to the non-negative reals – that are known as the pre-expectation (the one on the left) and the post-expectation (on the right), respectively. The interpretation of such a statement is that the expected value of the post-expectation over the output distribution of the program is upper bounded by the pre-expectation.

We note that pollution attacks are a very simple example. More advanced attacks are considered by Clayton et al. [2019]; Naor and Yogev [2019], who develop an elaborate theory of Bloom filters and probabilistic data structures under adversarial environments.

**PRF/PRP Switching Lemma.** The PRF/PRP Switching Lemma [Impagliazzo and Rudich 1989] is a classical tool in provable security. Let \( \{0,1\}^l \) denote the set of bitstrings of length \( l \). The lemma states that the probability of a bounded adversary to distinguish between a pseudo-random function (PRF) and a pseudo-random permutation (PRP) is upper bounded by \( k(k+1)/2^{l+1} \) where \( k \) is the maximal number of calls allowed to the adversary. The PRF/PRP Switching Lemma is a popular benchmark for computer-aided cryptography, so multiple formalizations are available, e.g. [Barthe et al. 2009].

We model the adversary as a computation of type \( \forall \alpha. (\{0,1\}^l \rightarrow T_{\alpha,1}(\{0,1\}^l)) \rightarrow T_{\Sigma,\alpha,\Sigma}(\{0,1\}) \) where \( \Sigma \) models the private memory of the adversary. Similar to the case of Bloom filters, we follow a lazy modeling of PRF and PRP. The pseudo-code of PRF and PRP is given below:

\[
PRF(x_1 : \{0,1\}^l) \triangleq \text{if } x_1 \notin \text{dom } L_1 \text{ then } z_1 = \text{Unif}(\{0,1\}^l); \quad L_1[x_1] := z_1; \text{ return } L_1[x_1] \\
PRP(x_2 : \{0,1\}^l) \triangleq \text{if } x_2 \notin \text{dom } L_2 \text{ then } z_2 = \text{Unif}(\{0,1\}^l \setminus (\text{im } L_2)); L_2[x_2] := z_2; \text{ return } L_2[x_2]
\]

We show that for every adversary \( \mathcal{A} \) with the aforementioned type, the statistical distance between \( \mathcal{A} \text{ PRF} \) and \( \mathcal{A} \text{ PRP} \) is upper bounded by \( k(k+1)/2^{l+1} \) using an approximate relational logic (i.e., a logic that can prove approximations rather than equalities). We establish the following judgment:

\[
\bullet \mid \mathcal{A} : \tau \mid \bullet \mid \bullet \mid \bullet \mid \mathcal{A} \text{ PRF} : T_{\Sigma,\alpha,L_1}(k(0,1)) \sim \mathcal{A} \text{ PRP} : T_{\Sigma,\Sigma,L_2}(k(0,1)) \langle (s_1 = s_2 \land v_1 = v_2) \rangle k(k+1)/2^{l+1}
\]

where \( \tau \triangleq \forall \alpha. (\{0,1\}^l \rightarrow T_{\alpha,1}(\{0,1\}^l)) \rightarrow T_{\Sigma,\alpha,\Sigma}(\{0,1\}) \). This judgment has the following interpretation: if we have two memories \( s_1, s_2 \) that are equal and we run the computation on the left and the computation on the right with input memories \( s_1 \) and \( s_2 \) respectively, then the output distributions are going to be close, and their statistical distance is upper bounded by \( k(k+1)/2^{l+1} \).

Although our proof uses an approximate logic, there is an alternative proof that uses an exact relational logic, and the Union Bound logic. The latter proof uses the so-called up-to-bad technique, and defaults to the union bound logic to prove that the probability of collisions in a PRF is upper bounded by \( k(k+1)/2^{l+1} \). This is captured in the union bound logic by the judgment:

\[
\bullet \mid \mathcal{A} : \tau \mid \bullet \mid \bullet \mid \bullet \mid \mathcal{A} \text{ PRF} : T_{\Sigma,\Sigma,L_1}(k(0,1)) \langle \langle \text{dom } L_1 = |\text{im } L_1| \rangle \rangle k(k+1)/2^{l+1}
\]

This specification has the same syntax as the specification of the pollution attacks, but uses different notions of predicates and a different interpretation (but crucially, the same set of inference rules). The assertions are Boolean predicates, and the interpretation of this judgment is that if the initial state satisfies \( |\text{dom } L_1| = 0 \), then the final state satisfies \( |\text{dom } L_1| = |\text{im } L_1| \) with probability \( 1 - k(k+1)/2^{l+1} \). In other words, the judgment behaves as a Hoare triple that has some probability of failure.

## 3 LANGUAGE

We consider a core language that models higher-order, stateful, probabilistic computations over algebraic datatypes.
We assume all locations in memory contain the same type \( \text{Loc} \) where \( \text{Loc} \) includes a type \( M \). We include a type \( \mathcal{P}(\text{Loc} \cup R) \), where \( R \) is a set of memory regions, \( \mathcal{P} \) is the powerset operator, and cost is modeled using \( \Sigma \). Finally, we distinguish between empty computation (we could also define \( \text{skip} \)) and \( \text{inc} \) for nesting monadic computations (the reason why we make \( \text{mfold} \) monadic will become apparent in the next paragraph, when typing is considered). Finally, for technical reasons that will become apparent when defining the logic, we distinguish between adversarial variables and standard variables. Formally, the terms of the language are given by the following grammar:

\[
t, u ::= x \mid \mathcal{A} \mid \ast \mid 0 \mid S u \mid \lambda x. u \mid t u \mid \langle t, u \rangle \mid \text{if } t \text{ then } u_1 \text{ else } u_2 \mid \pi_1(t) \mid \pi_2(t) \mid \text{read } a \mid a := u \mid \text{skip} \mid \text{unit}(t) \mid \text{let } x = t \text{ in } u \mid \text{mfold } t u_1 u_2 \mid \text{sample}(v)
\]

where \( x \) ranges over variables, \( \mathcal{A} \) ranges over adversary variables, \( a \) ranges over a set \( \text{Loc} \) of memory locations and \( v \) ranges over a set \( \mathcal{D} \) of distribution symbols. We assume that each distribution has arity \( \tau_{\mathcal{D}} \times \cdots \times \tau_{\mathcal{D}} \rightarrow \sigma_{\mathcal{D}} \), that accounts for the parameters of the distribution. The meaning of the expressions is standard, except for the monadic fold operation for naturals, which sequences computations in the monadic step, that is:

\[
\text{mfold } 0 \text{ } t \text{ } u = t \quad \text{mfold } (S \ n) \text{ } t \text{ } u = \text{let } x = (\text{mfold } n \text{ } t \text{ } u) \text{ in } u \text{ } x
\]

**Syntax.** The language combines the usual constructs of \( \lambda \)-calculus and monadic constructs. Monadic computations are introduced and composed by unit and let. In addition, we have operations for sampling from a distribution in a set \( \mathcal{D} \) of base distributions, and for reading or writing at a location in a set \( \text{Loc} \) of locations. We also consider a primitive skip operation that represents an empty computation (we could also define \( \text{skip} \) as \( \text{unit}(\ast) \), where \( \ast \) is the sole inhabitant of the unit type), and a primitive \( \text{mfold} \) for nesting monadic computations (the reason why we make \( \text{mfold} \) monadic will become apparent in the next paragraph, when typing is considered). Finally, for technical reasons that will become apparent when defining the logic, we distinguish between adversarial variables and standard variables. Formally, the terms of the language are given by the following grammar:

\[
t, u ::= x \mid \mathcal{A} \mid \ast \mid 0 \mid S u \mid \lambda x. u \mid t u \mid \langle t, u \rangle \mid \text{if } t \text{ then } u_1 \text{ else } u_2 \mid \pi_1(t) \mid \pi_2(t) \mid \text{read } a \mid a := u \mid \text{skip} \mid \text{unit}(t) \mid \text{let } x = t \text{ in } u \mid \text{mfold } t u_1 u_2 \mid \text{sample}(v)
\]

where \( x \) ranges over variables, \( \mathcal{A} \) ranges over adversary variables, \( a \) ranges over a set \( \text{Loc} \) of memory locations and \( v \) ranges over a set \( \mathcal{D} \) of distribution symbols. We assume that each distribution has arity \( \tau_{\mathcal{D}} \times \cdots \times \tau_{\mathcal{D}} \rightarrow \sigma_{\mathcal{D}} \), that accounts for the parameters of the distribution. The meaning of the expressions is standard, except for the monadic fold operation for naturals, which sequences computations in the monadic step, that is:

\[
\text{mfold } 0 \text{ } t \text{ } u = t \quad \text{mfold } (S \ n) \text{ } t \text{ } u = \text{let } x = (\text{mfold } n \text{ } t \text{ } u) \text{ in } u \text{ } x
\]

**Syntactic sugar.** In our examples we use some syntactic sugar to simplify the code. Concretely, we will write \( x = t ; u \) instead of \( (\lambda x. u) \ t \) and \( t := l \) instead of \( \text{let } \_ \text{ in } l := t \) (i.e., we do not bind the returned value) and \( \text{inc} \ l \) instead of \( \text{let } y = \text{read } l \text{ in } l := y + 1 \) where we assume \( y \) is a free variable.

**Effects.** We use a type-and-simple effect system to model the memory footprint and oracle complexity of computations. We model the memory footprint as (an overapproximation of) the set \( \Sigma \) of memory locations read and written by a computation. In addition, our effect system supports abstract effects and effect polymorphism. These are used essentially to model adversaries. The grading \( k \) tracks how many times an adversary calls its oracles. For simplicity, we use a single natural number for tracking oracle calls; however, it is possible to track oracle calls more finely by having a number per oracle. Semantically, effects form an ordered commutative monoid: memory effects are modeled using \( (\mathcal{P}(\text{Loc} \cup R), 0, \cup, \subseteq) \), where \( R \) is a set of memory regions, \( \mathcal{P} \) is the powerset operator, and cost is modeled using \( (\mathbb{N}, 0, +, \leq) \).

**Types.** Our language is essentially simply typed. As base types we consider the unit type \( \mathbb{U} \), booleans \( \mathbb{B} \), and natural numbers, which are indexed by either a constant natural number \( K \) or by infinity, to indicate an upper bound on the inhabitants of the type. We will simply write \( \mathbb{N} \) for \( \mathbb{N}[\infty] \). On top of this we consider extended computations, which are given a type \( T_{\Sigma,k}(\tau) \). Here, \( \tau \) is the return type, and \( \Sigma, k \) is a grading that accounts for the memory effect and cost of the computation. We assume all locations in memory contain the same type \( \forall \). We keep this abstract in the current presentation, but we will instantiate it to a concrete type (e.g., \( \mathbb{N}, \mathbb{B}, \ldots \)) in the examples. Finally, we include a type \( \mathbb{M} \) for memories. These cannot be explicitly manipulated in the language, but are used in specifications, see later in the section.

Formally, the set of types is given by the following syntax:

\[
\tau, \sigma ::= B \mid \mathbb{B} \mid \mathbb{N}[K] \mid \mathbb{M} \mid \mathcal{U} \mid \mathcal{V} \mid \tau \rightarrow \sigma \mid \tau \times \sigma \mid T_{\Sigma,k}(\tau) \mid \forall \alpha. \tau
\]

where \( B \) ranges over a set of base types, \( K \) ranges over natural numbers and the expression \( \Sigma \) is built from region variables and memory locations. Note that bounded natural types \( \mathbb{N}[K] \) are used to compute the grading of monadic folds.
Type system. A typing judgment $\Xi; \Delta; \Gamma \vdash t : \tau$ is a relation between contexts, terms and types. Contexts are triples of the form $\Xi; \Delta; \Gamma$, where $\Xi$ is a grading context, $\Delta$ is an adversary context, and $\Gamma$ is a variable context. A grading context $\Xi$ is a collection of variables $\alpha, \beta, \cdots$ representing the memory regions manipulated by the computation. The adversary and variable contexts are functions from a finite set of variables (adversary and standard, respectively). For a context $\Gamma$ and $n$ distinct variables $x_i$ such that $x_i \notin \text{dom } \Gamma$, by $\Gamma, \Gamma_1 : \tau_1, \cdots, x_n : \tau_n$ we mean the context obtained by extending $\Gamma$ with $x_1 : \tau_1 \cdots x_n : \tau_n$. We use a similar notation for $\Delta$.

Typing rules are presented in Figure 1. Many rules are standard so we focus on the remaining rules. The read and the write rules assume that locations store values of type $\forall$. The effect of a read or write is the location itself. The unit and bind rules act on the grading as the unit and multiplication of the monoid from which the gradings are taken, but the bind rule also adds the effect $\text{Eff}(\tau)$ of the type $\tau$ encapsulated by the monad. This will be important for proving soundness of the adversary rules, and it is defined as:

$$\text{Eff}(B) \triangleq \emptyset \quad \text{Eff}(\tau \rightarrow \sigma) \triangleq \text{Eff}(\sigma) \quad \text{Eff}(T_{\Sigma,k}(\tau)) \triangleq \Sigma \cup \text{Eff}(\tau) \quad \text{Eff}(\forall \alpha.\tau) = \text{Eff}(\tau[\emptyset/\alpha])$$

Monadic fold (for natural numbers) defines an iterator. It receives a natural number bound by $K$, a computation $u_1$ with cost $k$ for the zero case, and a computation $u_2$ with cost $k$ for the successor case. The operational semantics imply that $u_2$ will be run at most $K$ times, and $u_1$ will be run exactly once, so we can give a bound $K \cdot k' + k$ on the total cost. The rules for quantifier introduction and elimination are a lightweight version of effect polymorphism. We can quantify over any grading in $\Xi$ that does not appear free in $\Gamma$ and $\Delta$, and we can instantiate a quantifier to any concrete memory region. Since this does not actually have any computational content, we choose to not reflect these rules in the term.
The adversary rule allows applying an adversary variable to an expression with matching type. The instantiation rule for adversary variables substituting an adversary variable by a closed expression of the same type. This is the only distinction between standard and adversary variables – adversary variables represent closed expressions, while standard variables represent arbitrary expressions. The reason for making this distinction will become clear when we describe logics.

Types are ordered by subtyping $\tau' \preceq \tau$, which is used in the [Subtype] rule. Subtyping is mostly standard. On the type $T_{\Sigma,k}(\tau)$, subtyping allows increasing $k$, $\Sigma$ and weakening $\tau$. The rules for subtyping are presented in Figure 6 in Appendix A.

Expressions about memories. In previous work [Aguirre et al. 2017], the terms appearing in logical assertions and the terms (i.e., the programs) they specify about are derived from the same grammar. In the current setting, program specifications contain distinguished variables representing the state, because they need to be able to refer explicitly to initial or final states and their contents, but we do not want programs to have this capability. Therefore, terms appearing in logical assertions will be derived from a grammar that extends the grammar of programs:

Here, $\bar{i}, \bar{u}$ denotes the contents of state $\bar{i}$ at location $a$, $\bar{i}[a \mapsto \bar{u}]$ denotes the state resulting by replacing the contents of location $a$ in $\bar{i}$ by $\bar{u}$, and the ellipsis contains all the other term constructors. Figure 7 in Appendix A presents the (obvious) typing rules for these new constructs.

### 4 HIGHER-ORDER UNARY LOGICS

In this section, we describe two program logics for our language. Both use the same syntactic proof rules derived from a common template, but they differ significantly in their semantics and apply to very different verification problems. The first one is a higher-order Union Bound Logic, in the line of [Barthe et al. 2016b]. This logic allows proving postconditions (for probabilistic computations) that may not hold with an explicit “error” probability $\delta$. The second one is a higher-order expectation logic, in the line of [Barthe et al. 2018; Kozen 1985; Morgan et al. 1996]. Instead of specifying programs with qualitative assertions (that can either be true or false), this logic uses quantitative assertions ranging over the non-negative reals. The logic can be used to prove bounds on the expected values of quantitative postconditions. Both logics have adversaries and state.

#### 4.1 Higher-order Union Bound Logic

The syntax of our union bound logic (HO-UBL) is shown below. Propositions $\phi, \psi$ are standard (intuitionistic) HOL formulas over terms. Quantifiers range over these terms. In contrast, assertions $P, Q$ denote pre- and post-conditions that relate the language’s expressions and the current heap state. $R$ and $f$ denote atomic propositions and atomic assertions, respectively. $\langle \phi \rangle$ is an injection of propositions into assertions. The connectives $\land$ and $\lor$ respectively denote conjunction ($\land$) and disjunction ($\lor$) at the level of assertions. To refer to the state, assertions $P, Q$ may contain a distinguished variable $s$, which stands for the current state. Similarly, propositions $\phi, \psi$ can contain a distinguished variable $v$ that stands for (the value of) the term being verified.

---

1 There is a reason for using different symbols for these connectives in propositions and assertions: In the expectation logic (Section 4.2), we want to reuse the same syntax, but give assertions quantitative interpretations while retaining the Boolean interpretations for propositions. Using different symbols for the connectives prevents confusion there.

2 We can add quantifiers $\forall, \exists$ to assertions, but we elide them here. Our examples only use finite quantification in assertions, which can be encoded using $\cap$ and $\sqcup$. 

---
Aguirre et al. 2017 presents the main rules of the fourth judgment. As before, we omit the

The work on UHOL also shows that these syntax-directed rules are sound and complete relative
directed by the syntax of the judgment specifies a property and a post-condition for stateful computations, but with a small twist: the postcondition may not hold with an

The logic has four judgments that rely on four contexts—\(\Xi, \Delta\) and \(\Gamma\) that were described earlier—and the new context \(\Psi\), which contains logical assumptions (propositions) ranging over the variables in \(\Delta\) and \(\Gamma\). Since most of our rules do not modify or read the contexts and \(\Xi\) and \(\Delta\), we omit them from most of the discussion below. This simplifies the judgments, e.g., we write \(\Gamma \vdash \Psi \vdash \phi\) instead of \(\Xi \vdash \Delta \vdash \Gamma \vdash \Psi \vdash \phi\).

The first judgment \(\Gamma \vdash \Psi \vdash \phi\) is HOL’s standard entailment judgment. It means that the proposition \(\psi\) holds for all typed instantiations of the variables in \(\Gamma\) satisfying all propositions in \(\Psi\). The second judgment \(\Gamma \vdash \Psi \vdash P \implies Q\) is entailment of assertions; it means that the assertion \(P\) entails the assertion \(Q\) for all typed instantiations of \(\Gamma\) satisfying \(\Psi\).

The third judgment \(\Gamma \vdash \Psi \vdash t : \sigma(\phi)\) means that for all typed instantiations of \(\Gamma\) satisfying \(\Psi\), the term \(t\) (of type \(\sigma\)) satisfies \(\phi[t/v]\). (Recall that \(v\) is a distinguished variable.) In other words, the judgment specifies a property \(\phi\) of the term \(t\) being verified. This judgment’s proof rules are directed by the syntax of \(t\) and are taken as-is from the prior logic UHOL [Aguirre et al. 2017]. The work on UHOL also shows that these syntax-directed rules are sound and complete relative to HOL: \(\Gamma \vdash \Psi \vdash t : \sigma(\phi)\) if \(\Gamma \vdash \Psi \vdash \phi[t/v]\).

The fourth judgment \(\Gamma \vdash \Psi \vdash \{P\} t : \mathcal{T}_{\Sigma,k}(\sigma)\{\{Q\}\}_{\delta}\) is new to our logic. It specifies a pre-condition \(P\) and a post-condition \(Q\) for a monadic computation \(t\) of type \(\mathcal{T}_{\Sigma,k}(\sigma)\). Recall that a monadic computation of this type is stateful and probabilistic—it takes a state and produces a distribution on results of type \(\sigma\) and final states. The judgment means that, for any instantiation of \(\Gamma\) satisfying all propositions in \(\Psi\), starting the execution of \(t\) in any state \(m\) that satisfies \(P[m/s]\), the final state \(m'\) and result \(t'\) (of type \(\sigma\)) satisfy \(Q[m'/s][t'/v]\) with probability at least \(1 - \delta\). Additionally, only locations in the set \(\Sigma\) are modified. In other words, the judgment represents a standard Hoare-triple for stateful computations, but with a small twist: the postcondition may not hold with an error probability \(\delta\). The semantics of this judgment is defined by lifting standard Hoare triples to distributions (Section 6.5).

Formally, the pre-condition \(P\) can contain the free variable \(s : \mathcal{M}\) (where \(\mathcal{M}\) is the type of memories), while \(Q\) can contain the variables \(s : \mathcal{M}\) and \(v : \sigma\). Additionally, both may mention variables from \(\Gamma\) and the elided context \(\Delta\). The restriction that only locations in \(\Sigma\) be modified during \(t\)’s reduction is needed for handling adversaries as we explain soon. The judgment also does not make use of the grade \(k\) in the type \(\mathcal{T}_{\Sigma,k}(\sigma)\); this grade is also used for handling adversaries.

**Monadic rules.** Figure 2 presents the main rules of the fourth judgment. As before, we omit the contexts \(\Xi\) and \(\Delta\); these transfer unchanged from the conclusion to the premises in all rules. All our rules are syntax-directed. The rule UNIT-U applies to the term unit\((t)\), which returns the term \(t\) without modifying the state with probability 1. The rule just restates this differently. Formally, if \(t\) satisfies \(\phi\) (first premise), then executing unit\((t)\) from a state satisfying \(P\) results in a state and return term that satisfy \(\langle \phi \rangle \cap P\). The probability of this not happening is 0. (The premise \(\Gamma, s : \mathcal{M} \vdash P\) just means that the assertion \(P\) is a well-formed predicate over the typed variables in \(\Gamma, s : \mathcal{M}\).)

The rule MLET-U for the monadic bind is a generalization of the usual sequencing rule of Hoare logic. The error probabilities \(\delta\) and \(\delta'\) are summed in the conclusion. This is easy to see: From the
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\[ \frac{\Gamma \vdash \{P\} t : T_{\Sigma,k}(\tau)\{\{Q\}\},\delta'}{\Gamma \vdash \{P\}\text{let } x = t \text{ in } u : T_{\Sigma,\kappa'}(\sigma)\{\{R\}\},\delta + \delta'} \]

\(\text{MLET-U}\)

\[ \frac{\Gamma \vdash \{P\}}{\Gamma \vdash \{P\} \text{unit}(t) : T_{0,0}(t)\{\{\phi\} \cap P\},\delta'} \]

\(\text{UNIT-U}\)

\[ \frac{\Gamma \vdash \{P\} \text{read } a : T_{\{a\},0}(\forall \{\{P\}\},\delta')}{\Gamma \vdash \{P[s[a]/v]\}} \]

\(\text{READ-U}\)

\[ \frac{\Gamma \vdash \{\{a \mapsto t\}|s\} a : T_{\{a\},0}(\forall \{\{P\}\},\delta')}{\Gamma \vdash \{P\}} \]

\(\text{WRITE-U}\)

\[ \frac{\Gamma \vdash \{b = \text{tt} \cap P_1 \cup ((b = \text{ff}) \cap P_2))\text{if } b \text{ then } t_1 \text{ else } t_2 : T_{\Sigma,k}(\tau)\{\{Q\}\},\delta'}{\Gamma \vdash \{P_1 \text{mfold } n t_1 (\lambda x.t_2) : T_{\Sigma,\kappa+k',\kappa'}(\tau)\{\{Q\}\},\delta + k',\delta'}} \]

\(\text{MCASE-U}\)

\[ \frac{\Gamma \vdash \{P\} t : T_{\Sigma,k}(\tau)\{\{Q\}\},\delta'}{\Gamma \vdash \{P\} t : T_{\Sigma,k}(\tau)\{\{Q\}\},\delta} \]

\(\text{CONSEQ-U}\)

\[ \frac{\Gamma \vdash \{P\} t : T_{\Sigma,k}(\tau)\{\{Q\}\},\delta'}{\Gamma \vdash \{P\} t : T_{\Sigma,k}(\tau)\{\{Q\}\},\delta} \]

\(\text{OR-PRE-U}\)

\[ \frac{\Gamma \vdash \{P \sqcup P'\} t : T_{\Sigma,k}(\tau)\{\{Q\}\},\delta'}{\Gamma \vdash \{P\} t : T_{\Sigma,k}(\tau)\{\{Q\}\},\delta} \]

\(\text{AND-POST-U}\)

Fig. 2. Monadic proof rules of our higher-order union bound logic. These rules are reused for the higher-order expectation logic with a different interpretation of \(\langle \phi \rangle\), \cap, and \(\sqcup\).

first premise, with probability at least \(1 - \delta\), the postcondition \(Q\) of \(t\) holds and, hence, from the second premise, with probability at least \((1 - \delta) - \delta'\), the postcondition \(R\) holds. Hence, the error probability is at most \(\delta + \delta'\).

The rules \(\text{READ-U}\) and \(\text{WRITE-U}\) propagate heap changes backwards, as in standard Hoare logic. We also have the rule \(\text{MCASE-U}\) for conditionals of monadic type. Again, this rule follows the rule for conditionals in Hoare logic. The rule \(\text{MFAIL-U}\) applies to \text{mfold } n t_1 (\lambda x.t_2). Here, \(K\) is a bound on the number of iterations (first premise). The error probability in the conclusion is the error probability \(k'\) of the iteration’s body scaled by \(K\).

\textbf{Structural rules.} Figure 3 shows selected structural rules of our logic. The rule of consequence, \(\text{CONSEQ-U}\), allows weakening postconditions and error probabilities, and strengthening preconditions. The rule \(\text{OR-PRE-U}\) allows case analysis in the precondition. Finally, the rule \(\text{AND-POST-U}\) allows splitting a conjunction in the postcondition. Note that in this case, the error probability \(\delta + \delta'\) is the sum of the error probabilities of the two conjuncts. This sum is a standard union bound on (error) probabilities, which explains the name of our logic.

\textbf{Rules for monadic primitives.} Additionally, we include rules for monadic primitives that we use in examples. For instance, the following rule is used for typing the term \text{Unif}(\sigma), which samples a
value uniformly from the *finite* type $\sigma$. The sampling does not change the state, so the rule copies the precondition $P$ to the postcondition. The sampled value additionally satisfies any predicate $\phi$ of cardinality $N$ with probability $1 - N/|\sigma|$.

$$\frac{\Gamma \vdash \Psi \vdash P \Rightarrow (|\{x \in \sigma \mid x \in \phi\}| / |\sigma| = \delta)}{\Gamma \vdash \Psi \vdash \{P\} \text{Unif}(\sigma) : T_{0,0}(\sigma)((\{P \land \phi\})_{1-\delta})} \quad \text{SAMPLE-UBL}$$

**Adversary rule**

In security applications, one often wants to prove properties of “adversarial” code, of which very little is known statically. Typically, one may know or assume that the adversarial code is closed, has a specific simple type and that it has a certain bounded complexity, but not much else. Verification of such unknown code, unsurprisingly, relies on parametricity properties of the language. To this end, we need proof rules that internalize parametric reasoning into the logic. Below we show one such rule, ADV-U, which suffices for our examples. We first explain the rule informally and then give more formal details:

$$(\mathcal{A} : \forall \alpha.(\sigma \rightarrow T_{\alpha,1}(r)) \rightarrow T_{\Sigma,\alpha,k}(r')) \in \Delta \quad \Delta \mid x : \sigma \mid \Psi \vdash \{P\} t : T_{\Sigma,1}(r)(\{P\})_{\delta} \quad (x \notin \Psi, P)$$

$$\Delta \mid \bullet \mid \Psi \vdash \{P\} \mathcal{A}(\lambda x.t) : T_{\Sigma,\alpha,k}(r)(\{P\})_{k \cdot \delta}$$

**ADV-U**

**Informal explanation.** Informally, ADV-U says the following. Suppose:

- $\mathcal{A}$ is an arbitrary (adversarial) closed second-order program whose side effects are limited to the locations in $\Sigma$, and that uses its argument at most $k$ times (first premise),
- $\lambda x.t$ is an argument for $\mathcal{A}$ such that $t$ preserves the assertion $P$ on memories, except with probability $\delta$ (second premise), and
- $P$ does not depend on the values in any locations in $\Sigma$ (premise $P \in \text{Safe}(\Sigma)$, which is defined formally later).

Then, $\mathcal{A}$ applied to $\lambda x.t$ preserves the assertion $P$ except with probability $k \cdot \delta$.

We can easily see why the conclusion holds. First, since $P$ depends only on values of locations outside $\Sigma$, to violate $P$, $\mathcal{A}$ must modify locations outside $\Sigma$. Next, the only way $\mathcal{A}$ can even hope to modify variables outside $\Sigma$ is by invoking its argument ($\lambda x.t$). This is because $\mathcal{A}$’s own effects are limited to $\Sigma$ and it is closed, so it cannot get access to other effects due to additional substitutions. Hence, the only way for $\mathcal{A}$ to violate $P$ is by invoking $\lambda x.t$. However, $t$ violates $P$ with probability at most $\delta$ and $\mathcal{A}$ cannot apply $\lambda x.t$ more than $k$ times. Hence, by a straightforward union bound, $\mathcal{A}$’s chances of violating $P$ are bounded by $k \cdot \delta$, which is exactly the conclusion.

The remarkable aspect of the rule is how little it assumes about the adversarial expression $\mathcal{A}$ – just that $\mathcal{A}$ is closed, that it uses its argument at most $k$ times and that its side-effects are limited to $\Sigma$. The derived conclusion – that $P$ is preserved except with probability $k \cdot \delta$ – holds for *any* closed, simply typed substitution for the variable $\mathcal{A}$. This is what makes this rule very powerful and useful. For example, in security applications, $\mathcal{A}$ can model an arbitrary, unknown “adversary” of bounded complexity $k$ that is given a known “oracle” as argument. The rule then proves properties of any instance of the adversary applied to a given oracle ($\lambda x.t$), without having to verify the adversary.

**Formal notes.** The type of $\mathcal{A}$ (first premise) ensures that its argument incurs an effect of at least 1 unit at each use, and that the total effect of $\mathcal{A}$ is $k$. Hence, $\mathcal{A}$ cannot use its argument more than $k$ times. Further, the rule insists that $\mathcal{A}$ exist in $\Delta$, not $\Gamma$. This ensures that $\mathcal{A}$ represents a closed term. Finally, the quantification over the effect set $\alpha$ ensures that $\mathcal{A}$ itself writes only to the locations in $\Sigma$. 
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The condition $P \in \text{Safe}(\Sigma)$ is formally defined as $\forall m_1 \ m_2 : \mathcal{M} \ (\forall a \notin \Sigma \ m_1[a] = m_2[a]) \Rightarrow P[m_1/s] \leftrightarrow P[m_2/s]$, and means that $P$ is independent of the values in locations in $\Sigma$. The condition that $\sigma$, $\tau$ and $\tau'$ be non-monadic is a technical simplification: the rule is proven sound using a logical relation, and terms of non-monadic types trivially inhabit the relation. The restriction can be lifted by imposing additional logical conditions on the argument and result value of $t$, as well as requiring that $P$ must be also safe for the effects in $\tau'$. Similarly, the restriction to closed adversaries can be lifted by requiring that every free variable is instantiated to a term that inhabits the logical relation.

We chose a particular second-order type for adversaries in this paper, which was the most convenient for our examples. However, the soundness argument can be used to easily derive adversary rules for different adversaries, e.g. adversaries that accept multiple oracles or third-order adversaries, that interact with oracles that receive functions as arguments.

In the examples it is often convenient to use a mild extension of the rule, where the invariant $P_i$ and the error bound $\delta_i$ depend on some natural number $i$ and we show that (1) each oracle call with precondition $P_i$ satisfies the postcondition $P_{i+1}$ with error probability $\delta_i$ and (2) every $P_i$ implies $P_{i+1}$, from which we deduce that the adversarial computation satisfies the postcondition $P_k$ with error probability $\delta_1 + \cdots + \delta_k$. To avoid cluttering the notation, here and in Section 5 we present the rules without this indexing.

**Example: Probability of collisions**

We now exercise our proof system to upper bound the probability of collisions for all adversaries making at most $k$ queries to a PRF. Recall that our goal is to prove

$$\mathcal{A} : \forall a.((0, 1)^l \rightarrow T_{a,1}((0, 1)^l)) \rightarrow T_{\Sigma,a,k}((0, 1)^l) + \{\text{Empty}\} \mathcal{A} \text{ PRF} : T_{\Sigma,k}((0, 1)^l)|\Phi_k|_{k(k+1)/2^i+1}
$$

where $\Phi_i = |\text{dom}(L)| = |\text{im}(L)| \land |\text{dom}(L)| \leq i$.

Applying the proof rule for adversaries, it suffices to prove that the $i$-th call of the oracle preserves the assertion NoColl with error probability at most $i/2^l$. Here we use the fact that at the $i$-th iteration the domain of $L$ has size at most $i$. So we have to prove:

$$x : (0, 1)^l \rightarrow \{\text{dom}(L) = |\text{im}(L)| \land |\text{dom}(L)| \leq i\} e : T_{a,1}((0, 1)^l)|\{\text{dom}(L) = |\text{im}(L)| \land |\text{dom}(L)| \leq i+1\}|_{i/2^l}
$$

where $e$ is the body of PRF. We work our way backwards starting with $P_{i+1} = \{(\text{dom}(L) = |\text{im}(L)| \land |\text{dom}(L)| \leq i+1)\}_{i/2^l}$ from the end of the program and compute the precondition of each statement. Note that we keep the grading because every precondition is the postcondition of the previous statement. The last instruction is a return, which we can skip since our assertion does not mention the return value.

Now we encounter the case split. The else branch is empty, so its precondition is still $P_{i+1}$. On the then branch we start by strengthening the postcondition to $\{(x \notin \text{dom}(L) \land P_{i+1})\}_{i/2^l}$. Then we have the assignment $L_1[x_1] = z_1$, whose precondition is

$$\{(x_1 \notin \text{dom}(L) \land \text{dom}(L) \cup \{x_1\}) = |\text{im}(L) \cup \{z_1\}| \land |\text{dom}(L) \cup \{x_1\}| \leq i + 1\}_{i/2^l}
$$

Now we can strengthen this to

$$\{(z_1 \notin \text{im}(L) \land x_1 \notin \text{dom}(L) \land \text{dom}(L) \cup \{x_1\}) = |\text{im}(L) \cup \{z_1\}| \land |\text{dom}(L) \cup \{x_1\}| \leq i + 1\}_{i/2^l}
$$

which is equivalent to

$$\{(z_1 \notin \text{im}(L) \land x_1 \notin \text{dom}(L) \land \text{dom}(L) + 1 = |\text{im}(L)| + 1 \land |\text{dom}(L)| + 1 \leq i + 1\}_{i/2^l}
$$

and by the SAMPLE-UBL rule, we know that the probability of sampling something outside $\text{im}(L)$ is at least $1 - i/(2^l)$, so the precondition of this is

$$\{(x_1 \notin \text{dom}(L) \land \text{dom}(L) + 1 = |\text{im}(L)| + 1 \land |\text{dom}(L)| + 1 \leq i + 1\}_0
$$
This is the precondition of the then branch. By the MCASE-U rule, the precondition of the whole case construct is
\[
\left\{ \begin{array}{l}
(x \notin \text{dom}(L) \land (x \notin \text{dom}(L) \land |\text{dom}(L)| + 1 = |\text{im}(L)| + 1 \land |\text{dom}(L)| + 1 \leq i + 1)) \\
(\text{true}) \end{array} \right\}_0.
\]
By strengthening, we finally get \(\{(|\text{dom}(L)| = |\text{im}(L)| \land |\text{dom}(L)| \leq i)\}_0\), which is exactly \(P_i\).

### 4.2 Higher-order expectation logic

Our second logic (HO-EXP) is a quantitative (non-Boolean) higher-order expectation logic that proves upper bounds on expected values of functions of program results and final memories. The logic extends expectation calculi [Kaminski et al. 2016; Morgan et al. 1996] to the higher-order setting.

This logic is syntactically very similar to the higher-order union bound logic of Section 4.1 in the formulas, the judgments and most of the proof rules, but it is very different in the interpretation of assertions \(P, Q\). Specifically, assertions in this logic are non-negative real-valued functions of their free variables \((\Delta, \Gamma, v, s)\). The assertion connectives \(\cap\) and \(\cup\) are the pointwise supremum and infimum operators on such functions, as defined below. (Propositions \(\phi, \psi\) still have Boolean interpretations, as in the union bound logic.)

To upper bound expected values, the monadic judgment \(\Gamma \vdash \{P\} t : T_{\Sigma, k}(\sigma)\{\{Q\}\}_{\delta}\) is interpreted quantitatively, in terms of expectations.\(^3\) Specifically, the inner judgment \(\{P\} t : T_{\Sigma, k}(\sigma)\{\{Q\}\}_{\delta}\) means that for every state \(m : M,\) if we run \(t\) from state \(m\), then the expected value of \(Q\) over all possible final states is upper-bounded by \(P|m/s + \delta\). That is, \(E_{m(t)}[Q|m'/s[t'/v]] \leq P|m/s + \delta\). The whole judgment \(\Gamma \vdash \{P\} t : T_{\Sigma, k}(\sigma)\{\{Q\}\}_{\delta}\) means that this inequality holds for all substitutions for \(\Gamma\) that satisfy \(\Psi\). Again, the formal semantics of this judgment is defined by a lifting. Conventionally, \(P\) and \(Q\) are respectively called the \textit{pre-expectation} and the \textit{post-expectation} of the term \(t\). Informally, the judgment \(\{P\} t : T_{\Sigma, k}(\sigma)\{\{Q\}\}_{\delta}\) means that the expected value of the post-expectation is upper-bounded by the pre-expectation plus an error \(\delta\).

**Syntax.** The logic reuses the syntax of the union bound logic (Section 4.1), but we extend assertions with some connectives that are specific to quantities. These new connectives are shown in blue-bold font below.

\[
\text{Assertions } \quad P, Q \quad ::= \quad f(t_1, \ldots, t_n) \mid \top \mid \bot \mid \langle \phi \rangle \mid P \cup Q \mid P \cap Q \mid \{\phi\} \mid P + Q \mid k \cdot P
\]

Assertions are quantities ranging over \([0, \infty]\). \(f\) denotes a function with codomain \([0, \infty]\). Assertion connectives have the following interpretations.

\[
\begin{align*}
[\top] & \triangleq 0 \\
[P \cup Q] & \triangleq \inf\{[P], [Q]\} \\
[\langle \phi \rangle] & \triangleq \begin{cases} 
0 & \phi \text{ holds} \\
\infty & \phi \text{ does not hold}
\end{cases}
\]
\[
[P + Q] & \triangleq [P] + [Q] \\
[k \cdot P] & \triangleq k \cdot [P]
\]

Note that \(\bot\) is interpreted as \(\infty\), not 0. Similarly, \(\cap\) corresponds to supremum, not infimum. This reversal of the usual order is due to the fact that we want to prove upper bounds. The connective \(\langle \phi \rangle\) is also called the Iverson bracket [Iverson 1962].

The judgment \(\Gamma \vdash \{P\} t : T_{\Sigma, k}(\sigma)\{\{Q\}\}_{\delta}\) is interpreted as explained above. The judgment \(\Gamma \vdash P \Rightarrow P'\) means that \(P \geq P'\) for all instantiations of \(\Gamma\) that satisfy \(\Psi\).\(^3\)

\(^3\)As in Section 4.1, the contexts \(\Xi, \Delta\) also exist but are elided from most of the presentation for brevity.
Proof rules. The expectation logic reuses the monadic and structural proof rules of the union bound logic as is (Figures 2 and 3). However, the rules’ meanings are quantitative and their soundness is completely different. We illustrate the new meanings of some of these rules by explaining why they are still sound.

In rule UNIT-U, the premise ensures that \( \phi \) holds (for the term \( t \)). So, \( \langle \phi \rangle \) equals 0 semantically, and \( \langle \phi \rangle \cap P \) is equivalent to \( P \). Combined with the fact that \( \text{unit}(t) \) returns \( t \) and does not modify the memory, both with probability 1, the rule is trivially sound. The rule MLET-U corresponds to the standard composition of random functions. In the rule MCASE-U, the precondition \( \langle b = \text{tt} \rangle \cap P_1 \cup \langle b = \text{ff} \rangle \cap P_2 \) in the conclusion is semantically equal to \( P_1 \) when \( b = \text{tt} \) and \( P_2 \) when \( b = \text{ff} \). Hence, the conclusion reduces to either the second or the third premise.\(^4\)

We also have a new structural rule (LIN-EXP) that allows combining two different Hoare triples for the same program, relying on the linearity of expectations.

\[
\frac{\Gamma \mid \Psi \vdash \langle P_1 \rangle t : T_{\Sigma,k}(\tau)\{Q_1\}\delta_1 \quad \Gamma \mid \Psi \vdash \langle P_2 \rangle t : T_{\Sigma,k}(\tau)\{Q_2\}\delta_2}{\Gamma \mid \Psi \vdash \langle P_1 + P_2 \rangle t : T_{\Sigma,k}(\tau)\{Q_1 + Q_2\}\delta_1 + \delta_2} \quad \text{LIN-EXP}
\]

Rules for monadic primitives. Finally, we include rules for monadic primitives that we use in examples. For instance, the rule UNIF-EXP below applies to the term \( \text{Unif}(K) \), which samples from the uniform distribution over \( \{0, 1, \ldots, K - 1\} \). For \( U \subseteq \{0, 1, \ldots, K - 1\} \), a value sampled from this distribution is in \( U \) with probability exactly \( |U|/K \). Hence, the expected value of \( \{v \in U\} \) is exactly \( |U|/K \), which is the pre-expectation.

\[
\frac{U \subseteq \{0, \ldots, K - 1\}}{\Gamma \mid \Psi \vdash \langle \{U/K\} \cdot P\rangle \text{Unif}(K) : T_{0,0}(\forall[K])\{\{v \in U\} \cdot P\}\}} \quad \text{UNIF-EXP}
\]

Adversary rule. The expectation logic admits the adversary rule ADV-U of the union bound logic but with a qualitative definition of the meta-predicate Safe. Here, \( P \in \text{Safe}(\Sigma) \) is defined as \( \forall m_1, m_2 : \mathbb{M}. (\forall a \notin \Sigma. m_1[a] = m_2[a]) \Rightarrow P[m_1/s] = P[m_2/s] \). With this change to the definition of Safe, the rule is sound for expectations.

Example. We consider pollution attacks on Bloom Filters motivated in Section 2. We consider an arbitrary adversary \( \mathcal{A} \) with access to the insert oracle of a Bloom filter. The goal of the adversary is to set as many bits in the Bloom filter to 1 as possible using \( k \) queries to the oracle. We assume that the Bloom filter is initially empty and, for simplicity, that it uses only one hash function, i.e., \( t = 1 \) (our proof easily generalizes to any \( t \)). We model the hash function as a random oracle that is sampled lazily. The Bloom filter is implemented as a vector of \( m \) bits in locations \( L[0], \ldots, L[m-1] \). The inserted elements are from the set \( [n] = \{0, \ldots, n - 1\} \), and \( h[0] \ldots h[s - 1] \) are auxiliary locations that hold integers. Additionally, we assume a location \( r \) that holds a counter. This is a ghost variable to help us in our verification effort, it is concretely used to make the invariant depend on the number of previous calls. Initially, each \( L[i] \) is set to 0, each \( h[i] \) is set to \(-1 \) and \( r \) is set to 0. The code of the insert oracle is shown below:

\[
\text{insert}(x : [n]) \triangleq \begin{cases} \text{let } b = \text{read } h[x] \text{ in} \\ \text{if } b \neq -1 \text{ then} \\ \text{let } y = \text{Unif}(m) \text{ in} \\ \quad h[x] := y; L[y] := 1; \text{inc } r \\ \text{else } \text{inc } r \end{cases}
\]

\(^4\)The precondition \( \langle b = \text{tt} \rangle \cap P_1 \cup \langle b = \text{ff} \rangle \cap P_2 \) is semantically equivalent to \( \langle \{b = \text{tt}\} \cdot P_1 \rangle + \langle b = \text{ff} \rangle \cdot P_2 \). The latter is a more conventional way of writing the precondition [Morgan et al. 1996], but we prefer the former because it shows the correspondence to the union bound logic.
We want to show that the expected number of bits any adversary can set after making \( k \) calls to the adversary is upper bounded by \( m(1 - ((m - 1)/m)^k) \). For this, we prove that for any \( \mathcal{A} : \forall x.([n] \to T_{\alpha,1}(\U)) \to T_{\alpha \cup \Sigma,k}(\U) \), we have

\[
\vdash \{F\} \mathcal{A} \text{ insert} : T_{\Sigma \cup \{L,h,r\},k}(\tau) \{\{F\}\}_0,
\]

where the expectation \( F \) is defined as

\[
F = (\sum_{i \in [m]} s[L[i]]) \left( (m - 1)/m \right)^{k-s[r]} + m \left( 1 - (m - 1)/m \right)^{k-s[r]}.
\]

The idea behind this choice of \( F \) is that in the internal state where \( r \) and all \( L[i] \)s are 0, \( F \) equals the upper bound we want (shown above), and after the execution, when \( s[r] = k \), \( F \) equals \( \sum_{i \in [m]} s[L[i]] \), whose expectation is what we want to upper bound.

By the adversary rule ADV-\( U \) rule, we need to show that insert preserves \( F \), i.e., \( \vdash \{F\} \text{ insert} x : T_{\{L,h,r\},1}(\tau) \{\{F\}\}_0 \). We first use the rule MLET-U. Since read \( h[x] \) trivially preserves \( F \), we need to show that the if-then-else preserves \( F \). We use CONSEQ-U to replace the pre-condition’s \( F \) with the equivalent \( ((b \neq 1) = \text{tt}) \cap \{F\} \cup ((b \neq 1) = \text{ff}) \cap \{F\} \). Using the rule MCASE-U, we then need to prove that the “then” and “else” preserve \( F \).

The else branch is fairly straightforward. We need to show that

\[
\vdash \{F\} \text{ let } c = \text{ read } r \text{ in } r := c + 1 : T_{\{L,h,r\},1}(\tau) \{\{F\}\}_0.
\]

Using the rules MLET-\( U \), READ-\( U \) and WRITE-\( U \), we get

\[
\vdash \{F[s[r \mapsto (s[r] + 1)]/s]\} \text{ let } c = \text{ read } r \text{ in } r := c + 1 : T_{\{L,h,r\},1}(\tau) \{\{F\}\}_0.
\]

Hence, by CONSEQ-\( U \), it suffices to show that \( F \geq F[s[r \mapsto (s[r] + 1)]/s] \), which follows immediately because \( F \) is a decreasing function of \( s[r] \) (this uses the fact that each \( s[L[i]] \) is either 0 or 1).

On the then branch, we take into account the following property of the uniform distribution:

\[
\vdash \left\{ (m - 1)/m \right\} \left( \sum_{i \in [m]} s[L[i]] \right) + 1 \right\} \text{ Unif}(m) \left\{ 1 + \sum_{i \in [m]} s[L[i]] \right\}.
\]

To prove this property, we first note that the post-expectation is equal to

\[
[v \in \{i \mid s[L[i]] = 1\}] \cdot \left( \sum_{i \in [m]} s[L[i]] \right) + [v \in \{i \mid s[L[i]] = 0\}] \cdot \left( 1 + \sum_{i \in [m]} s[L[i]] \right).
\]

By LIN-\( \text{EXP} \) and UNIF-\( \text{EXP} \), the pre-expectation of this with respect to \( \text{Unif}(m) \) is

\[
\frac{1}{m} \left( \sum_{i \in [m]} s[L[i]] \right) + \left( 1/m \right) \left( m - \sum_{i \in [m]} s[L[i]] \right) \left( 1 + \sum_{i \in [m]} s[L[i]] \right),
\]

which equals the pre-expectation of (1).

We return to the proof of the then branch and reason backwards from the end of the branch. After going backwards over \( h[x] := y \); \( L[y] := 1 \); let \( c = \text{ read } r \) in \( r := c + 1 \), our pre-expectation becomes \( F[\{s[r \mapsto s[r] + 1]L[y] \mapsto 1\}] / s \), which expands to

\[
\left( 1 + \sum_{i \in [m] \setminus \{y\}} s[L[i]] \right) \cdot \left( (m - 1)/m \right)^{k-s[r]-1} + m(1 - (m - 1)/m)^{k-s[r]-1}.
\]

Using (1) and linearity to compute the pre-expectation of the sampling command, which is

\[
((m - 1)/m \cdot (\sum_{i \in [m]} s[L[i]] + 1)) \cdot (m - 1)/m)^{k-s[r]-1} + m(1 - (m - 1)/m)^{k-s[r]-1},
\]

and by some rearranging of the terms, this is equal to

\[
\sum_{i \in [m]} s[L[i]] \cdot (m - 1)/m)^{k-s[r]} + m(1 - (m - 1)/m)^{k-s[r]},
\]

which coincides with \( F \). This concludes the proof.
5 HIGHER-ORDER PROBABILISTIC RELATIONAL LOGIC

In this section, we present a logic (HO-RPL) to reason about relations between two computations. The syntax of the logic is shown below, where the propositions, assertions and assumptions have the same meaning as in Section 4.1. Here we note that, although we keep the abstract syntax of assertions, in this section we consider only their Boolean interpretation, where the connectives are replaced by their usual Boolean counterparts and \( \langle \phi \rangle \) is equivalent to \( \phi \). Researching a quantitative interpretation, where assertions are interpreted as distances, is an interesting direction for future work.

\[
\begin{align*}
\text{Propositions} & \quad \phi, \psi ::= R(t_1, \ldots, t_n) \mid \top \mid \bot \mid \phi \land \psi \mid \phi \lor \psi \mid \phi \Rightarrow \psi \mid \neg \phi \mid \forall x : \sigma. \phi \mid \exists x : \sigma. \phi \\
\text{Assertions} & \quad P, Q ::= f(t_1, \ldots, t_n) \mid \top \mid \bot \mid \langle \phi \rangle \mid P \sqcup Q \mid P \sqcap Q \\
\text{Assumptions} & \quad \text{ } \Psi ::= \bullet \mid \Psi, \psi \\
\text{Judgments} & \quad \Xi \mid \Delta \mid \Gamma \mid \Psi \vdash \phi \\
& \quad \Xi \mid \Delta \mid \Gamma \mid \Psi \vdash P \Rightarrow Q \\
& \quad \Gamma \mid \Psi \vdash t_1 : \sigma_1 \sim t_2 : \sigma_2 \{ \phi \} \\
& \quad \Gamma \mid \Psi \vdash \{ P \} t : T_{\Sigma,k}(\sigma_1) \sim t_2 : T_{\Sigma,k}(\sigma_2)\{\{Q\}\}\delta
\end{align*}
\]

We have already explained the first two judgments in previous sections. The third form of judgment \( \Gamma \mid \Psi \vdash t_1 : \sigma_1 \sim t_2 : \sigma_2 \{ \phi \} \) constitutes the non-monadic fragment of the logic and comes from RHOL [Aguirre et al. 2017], a logic to prove relational properties of pure higher-order programs directed by the syntax of the programs. In these judgments, \( \Gamma, r_1, r_2 \vdash \phi \) is a HOL formula depending on two distinguished variables \( r_1, r_2 \) that represent the term on the left of the judgment and the term on the right, respectively. The interpretation is given by the equivalence \( \Gamma \mid \Psi \vdash t_1 : \sigma_1 \sim t_2 : \sigma_2 \{ \phi \} \Leftrightarrow \Gamma \mid \Psi \vdash \phi[t_1/r_1][t_2/r_2] \), which follows from the relative completeness theorem of RHOL. We present the rules for RHOL in the Appendix.

The fourth kind of judgments is new to our presentation, and is introduced to reason about monadic computations. These have the syntax \( \Gamma \mid \Psi \vdash \{ P \} t : T_{\Sigma,k}(\tau) \sim t_2 : T_{\Sigma,k}(\tau)\{\{Q\}\}\delta \) where \( P \) is a Boolean-valued assertion (called the pre-condition) well-formed in the context \( \Gamma, s_1 : M, s_2 : M, \) and \( Q \) is another Boolean-valued assertion (called the post-condition) well-formed in the context \( \Gamma, s_1 : M, s_2 : M, v_1 : \sigma_1, v_2 : \sigma_2 \). Here, the variables \( s_1, s_2 \) refer to (resp. left or right-side) memories, and \( v_1, v_2 \) refer to (resp. left or right-side) result values. Here \( \delta \) is a quantitative bound taken in an ordered monoid; in the simplest case, the monoid consists of a single element 0. For the particular interpretation presented in this section, we take the monoid of non-negative reals with addition. Following the convention of RHOL, we assume that the free variables of \( t_1 \) and \( t_2 \) are disjoint.

The semantics of judgments is based on the notion of statistical distance. For a general \( Q \), the meaning of the judgment depends on the lifting defined in Example 6.6. Here we give an intuition for the case where \( Q \) is of the form \( s_1 = s_2 \cap v_1 = v_2 \), sufficient for our examples. If we can derive

\[
\Gamma \mid \Psi \vdash \{ P \} t_1 : T_{\Sigma,k}(\tau) \sim t_2 : T_{\Sigma,k}(\tau)\{\{s_1 = s_2 \cap v_1 = v_2\}\}\delta
\]

then for every instantiation of \( \Gamma \) satisfying \( \Psi \), and every pair of initial memories \( m_1, m_2 \in M \), such that \( m_1, m_2 \in P \), the statistical distance between the output distributions \( t_1(m_1) \) and \( t_2(m_2) \) is at most \( \delta \), i.e., for every event \( S \) the absolute difference between the probabilities of \( S \) in \( t_1(m_1) \) and \( t_2(m_2) \) is at most \( \delta \). In particular, when \( t_2 \) is a renaming of \( t_1 \), \( \delta = 0 \), and \( P \) and \( Q \) define partial equivalences on memories, the judgment enforces a form of generalized non-interference.

Monadic and structural rules. Figure 4 presents selected monadic and structural rules. Following a pattern that is standard for relational logics, we have 2-sided rules, such as [UNIT – R], [MLET – R], [READ – R], [WRITE – R] and [MCASE – R], where the two expressions have the
same top-level structure, and 1-sided rules, such as \([L - \text{UNIT} - R]\) and \([L - \text{MLET} - R]\), which exclusively consider the top-level construct of one expression. These generalize their unary counterparts. In particular, the rule \([\text{MCASE} - R]\) has an extra assumption ensuring that the two computations go to the same branch, so we only need to prove a relation between the then branches and a relation between the else branches. A 1-sided rule without this assumption also exists, allowing to consider the 4 possible pairs of branches, but we do not show it here.

Rules for sampling. Our logic also features rules for reasoning about sampling. In contrast to the other rules, these are only valid to the particular interpretation based on statistical distance that we present here. We show one rule below:

$$\Gamma \vdash \{ P \} \text{Unif}(B_1) : T_{\emptyset,0}(B_1) \sim \text{Unif}(B_2) : T_{\emptyset,0}(B_2) \{ (v_1 = v_2) \cap P \} \mid_{|B_1|/|B_2|}$$

The rule is used to compare uniform samplings from two finite sets. There exists an alternative rule where \(\delta = 0\), at the cost of weakening the postcondition; this rule is shown in the appendix.

--

Fig. 4. Relational logic: monadic rules

Adversary rule. The adversary rule for the relational setting is similar in spirit to the adversary rule for the unary setting. However, some mild adjustments are needed. First, we need to modify the notion of safety for a region \(\Sigma\). In the unary case we only required that writing to \(\Sigma\) preserves the invariant. In the relational case, we also need to require that \(\phi\) is also "safe for reading in \(\Sigma\)"**", meaning that an adversary reading from two different memories related by \(\phi\) at the same location in \(\Sigma\) sees the same value. This prevents the two executions from diverging due to a read operation:**
We use our logic to show that the probability that an adversary can distinguish between a PRF and the adversary rule can now be stated below:

\[
\begin{align*}
\text{Eq}_{\phi}(x_1, x_2) &\iff x_1 = x_2 \\
\text{Eq}_{t_1 \rightarrow t_2}(x_1, x_2) &\iff \forall y_1, y_2 \in t_1. \text{Eq}_{t_1}(y_1, y_2) \Rightarrow \text{Eq}_{t_2}(x_1 y_1, x_2 y_2) \\
\text{Eq}_{t_1 \times t_2}(x_1, x_2) &\iff \text{Eq}_{t_1}(\pi_1(x_1), \pi_1(x_2)) \land \text{Eq}_{t_2}(\pi_2(x_1), \pi_2(x_2))
\end{align*}
\]

The adversary rule can now be stated below:

\[
(\mathcal{A} : \forall \alpha. (\sigma \rightarrow T_{\Sigma, 1}(\tau)) \rightarrow T_{\Sigma, 2 \times k}(\tau')) \in \Delta
\]

\[
\begin{array}{llll}
\text{s}_1 : M, \text{s}_2 : M &+ \phi &\iff \phi \in \text{RSafe}(\Sigma) &\quad \forall x_1 \notin \text{FV}(t_2), x_2 \notin \text{FV}(t_1) \\
\quad x_1 : \sigma, x_2 : \sigma &| \text{Eq}_{\phi}(x_1, x_2) \implies \{\phi\}_{t_1} : T_{\Sigma, 1}(\tau) \sim t_2 : T_{\Sigma, 1}(\tau) \{(\text{Eq}_{\phi}(v_1, v_2)) \land \phi\}_{\delta}
\end{array}
\]

\[
\Delta | \cdot \iff \{\phi\} : \mathcal{A}(\lambda x_1, t_1) : T_{\Sigma, 2 \times k}(\tau') \sim \mathcal{A}(\lambda x_2, t_2) : T_{\Sigma, 2 \times k}(\tau') \{(\text{Eq}_{\phi}(v_1, v_2)) \land \phi\}_{\delta}
\]

Informally, the premises of the rule state:

- \(\phi\) is a safe for the memory region \(\Sigma\);
- if their inputs are extensionally equal and their initial memories are related by \(\phi\), then the oracles produce equal outputs and final memories related by \(\phi\), with error \(\delta\);
- \(\mathcal{A}\) is an arbitrary adversary that only writes to and reads from \(\Sigma\) and that can call its argument up to \(k\) times.

From them, we conclude that executing the adversary with these oracles and initial memories related by \(\phi\) should yield equal values and output memories related by \(\phi\), with error \(k\delta\).

**Example: PRF/PRP Switching Lemma**

We use our logic to show that the probability that an adversary can distinguish between a PRF and a PRP on bitstrings of fixed length \(l\) is upper bounded by \(\frac{k(k+1)}{2l}\), where \(k\) is the maximal number of queries allowed to the adversary. As before, we consider a mild extension of the logic where the error bound can depend on the oracle counter. For readability, we will generally omit from our judgments the effect, adversary and variable contexts, and drop the cost grading from the monadic types, and omit all reasoning about the size of the domain of \(L\). Our goal is to show:

\[\vdash \{\text{s}_1 = \text{s}_2\} \mathcal{A} \text{PRF} : T_{\Sigma \cup \{L\}, k}(\{0, 1\}) \sim \mathcal{A} \text{PRP} : T_{\Sigma \cup \{L\}, k}(\{0, 1\}) \{v_1 = v_2\}_{k(k+1)/2l}\]

By applying the rule \([\text{ADV} - \mathcal{R}]\) on the strengthened judgment, we are left to prove:

\[\vdash \{\text{s}_1 = \text{s}_2\} e_{\text{PRF}} : T_{\{L\}}(\{0, 1\}) \sim e_{\text{PRP}} : T_{\{L\}}(\{0, 1\}) \{\text{s}_1 = \text{s}_2 \cap v_1 = v_2\}_{1/2l}\]

where \(e_{\text{PRF}}\) and \(e_{\text{PRP}}\) denote the bodies of the PRF and PRP oracles. We then apply the \([\text{MCASE} - \mathcal{R}]\) rule. In the empty else branch, we need to prove:

\[\vdash \{\text{s}_1 = \text{s}_2\} \text{READ}(L)[x_1] : T_{\{L\}}(\{0, 1\}) \sim \text{READ}(L)[x_2] : T_{\{L\}}(\{0, 1\}) \{\text{s}_1 = \text{s}_2 \cap v_1 = v_2\}_{1/2l}\]

which is a simple application of the \([\text{READ} - \mathcal{R}]\) rule. In the then branch, we first apply the \([\text{WRITE} - \mathcal{R}]\) rule, and then we are left to prove:

\[\vdash \{\text{s}_1 = \text{s}_2\} \text{UNIF}(X_1) : T(\{0, 1\}) \sim \text{UNIF}(X_2) : T_{\{L\}}(\{0, 1\}) \{\text{s}_1[x_1 \mapsto v_1] = \text{s}_2[x_2 \mapsto v_2] \cap v_1 = v_2\}_{1/2l}\]

where \(X_1 \not\equiv \{0, 1\}\) and \(X_2 \not\equiv \{0, 1\} \setminus \text{im}(v[L])\). By the rule of consequence, this follows from:

\[\vdash \{\text{s}_1 = \text{s}_2\} \text{UNIF}(X_1) : T(\{0, 1\}) \sim \text{UNIF}(X_2) : T_{\{L\}}(\{0, 1\}) \{\text{s}_1 = \text{s}_2 \cap v_1 = v_2\}_{1/2l}\]
which we prove using the [SAMPLE − R] rule.

6 SEMANTICS

Now we present the formal semantics for our system. We begin with some background, and follow with the semantics of the language and the logics, and their soundness theorems.

6.1 The Category of Quasi-Borel spaces and Probability Monad

We will assume knowledge of some concepts of category theory, such as bi-Cartesian closed categories (bi-CCC) and strong monads, see e.g. [MacLane 1971] for details. In any biCCC $\mathbb{C}$ in this paper, we fix a terminal object $(1,!_X \in \mathbb{C}(X,1))$, and for each pair $X,Y \in \mathbb{C}$ of objects, we fix a binary product $(X \times Y, \pi_1, \pi_2, (\_,-))$, a binary coproduct $(X + Y, i_1, i_2, [-,-])$ and an exponential object $(X \Rightarrow Y, ev, \lambda(-))$. We also equip $\mathbb{C}$ with the symmetric monoidal structure $(1, (\times), l, r, a, s)$ induced by the fixed terminal object and binary products.

We will use the category $\text{QBS}$ of quasi-Borel spaces [Heunen et al. 2017; Scibior et al. 2017] for modeling higher-order probabilistic programs introduced in Section 3. The category $\text{QBS}$ is a well-pointed bi-CCC; in fact it has small products and coproducts. For modeling probabilistic choice, we employ the strong monad $(\mathcal{P}, \eta^\mathcal{P}, \mu^\mathcal{P}, \theta^\mathcal{P})$ for probability measures over QBSs [Heunen et al. 2017]. For a set $A$ and a QBS $X$, by $(A \times X, \{i_a^X : X \to A \cdot X\}_{a \in A}, [-]_{a \in A})$ we mean the coproduct of $A$-many copies of $X$.

We write $\cdot : \text{QBS} \to \text{Set}$ for the forgetful functor extracting the carrier set of QBS. It preserves finite (actually small) products. To ease calculation, we assume $|1| = 1$ and $|X \times Y| = |X| \times |Y|$ (rather than isomorphic). We also assume that the exponential of QBS is defined so that $|X \Rightarrow Y| = \text{QBS}(X,Y)$. Finally, we write $[0, \infty]_{\text{QBS}}$ for the QBS of non-negative extended reals.

6.2 Probabilistic State Monad

Starting from this base, which was already presented in [Heunen et al. 2017] we use the state monad transformer to construct a strong monad given by a functor.

First, we introduce the QBS for memory states. Fix a $\text{QBS}$. The semantics of types is defined as objects in $\text{QBS}$ categories (bi-CCC) and strong monads, see e.g. [MacLane 1971] for details. In any biCCC $\mathbb{C}$ in this paper, we fix a terminal object $(1,!_X \in \mathbb{C}(X,1))$, and for each pair $X,Y \in \mathbb{C}$ of objects, we fix a binary product $(X \times Y, \pi_1, \pi_2, (\_,-))$, a binary coproduct $(X + Y, i_1, i_2, [-,-])$ and an exponential object $(X \Rightarrow Y, ev, \lambda(-))$. We also equip $\mathbb{C}$ with the symmetric monoidal structure $(1, (\times), l, r, a, s)$ induced by the fixed terminal object and binary products.

We will use the category $\text{QBS}$ of quasi-Borel spaces [Heunen et al. 2017; Scibior et al. 2017] for modeling higher-order probabilistic programs introduced in Section 3. The category $\text{QBS}$ is a well-pointed bi-CCC; in fact it has small products and coproducts. For modeling probabilistic choice, we employ the strong monad $(\mathcal{P}, \eta^\mathcal{P}, \mu^\mathcal{P}, \theta^\mathcal{P})$ for probability measures over QBSs [Heunen et al. 2017]. For a set $A$ and a QBS $X$, by $(A \times X, \{i_a^X : X \to A \cdot X\}_{a \in A}, [-]_{a \in A})$ we mean the coproduct of $A$-many copies of $X$.

We write $\cdot : \text{QBS} \to \text{Set}$ for the forgetful functor extracting the carrier set of QBS. It preserves finite (actually small) products. To ease calculation, we assume $|1| = 1$ and $|X \times Y| = |X| \times |Y|$ (rather than isomorphic). We also assume that the exponential of QBS is defined so that $|X \Rightarrow Y| = \text{QBS}(X,Y)$. Finally, we write $[0, \infty]_{\text{QBS}}$ for the QBS of non-negative extended reals.

6.3 Semantics of the language

As demonstrated by Moggi, the computational metalanguage (the simply typed lambda calculus with monadic types) is naturally interpreted in any CCC with a strong monad. The semantics of the language in Section 3 follows the same pattern. To accommodate probabilities we take the category $\text{QBS}$ with the probabilistic state monad $\mathcal{P}$.

The semantics of types is defined as objects in $\text{QBS}$, assuming we have an object $\llbracket b_i \rrbracket$ for every base type $b_i \in B$. Note that the indices of the monad and the quantification over regions are erased.
Higher-order probabilistic adversarial computations

\[ [\Gamma \vdash t : T_{\Sigma,k}(\sigma)] \triangleq \eta^{PS} \circ [\Gamma \vdash t : \sigma] \]

\[ [\Gamma \vdash x = t \text{ in } u : T_{\Sigma,k}(r)] \triangleq [\Gamma, x : \sigma \vdash u : T_{\Sigma,k}(r)]^{ps} \circ m_{T_{\Sigma,k}} \circ \eta^{PS} \circ (id_{[\Gamma]} \circ [\Gamma \vdash t : T_{\Sigma,k}(\sigma)]) \]

\[ [\Gamma \vdash \text{read } a : T_{\Sigma,k}(V)] \triangleq \lambda(a^p \circ \langle \pi_1, \text{id} \rangle \circ \pi_2) \]

\[ [\Gamma + a : t : T_{\Sigma,k}(U)] \triangleq \lambda(\eta^p \circ (\text{id} \circ u_a([\Gamma + t : V])) \]

\[ [\Gamma \vdash \text{sample}(v(t_1, \ldots, t_k)) : T_{\Sigma,k}(\sigma)] \triangleq \lambda(\eta^p \circ \langle v \rangle \circ ([\Gamma \vdash t_1 : \tau_{v,1}], \ldots, [\Gamma \vdash t_k : \tau_{v,k}]) \circ \pi_1, \pi_2) \]

\[ [\Gamma \vdash \text{fold}_{K,1}([T_{\Sigma,k}(\sigma)]) \circ ([\Gamma + n \colon \mathbb{N}[K]], [\Gamma + t_1 : T_{\Sigma,k}(\sigma)], K[\Gamma]_1) \circ [\Gamma + t_2 : \sigma \rightarrow T_{\Sigma,k'}(\sigma)]) \]

Fig. 5. Semantics of the language

at the semantic level (below, for a natural number \( K, K' \) denotes the set \( \{0, \ldots, K\} \)):

\[
\begin{align*}
\mathbb{B} & \triangleq \{\top, \perp\} \cdot 1 & \mathbb{N}[K] & \triangleq K \cdot 1 & \mathbb{U} & \triangleq 1 & \mathbb{V} & \triangleq \mathbb{V} & \mathbb{M} & \triangleq M \\
[\sigma \rightarrow \tau] & \triangleq [\sigma] \Rightarrow [\tau] & [\sigma \times \tau] & \triangleq [\sigma] \times [\tau] & [T_{\Sigma,k}(\sigma)] & \triangleq \mathcal{P}\mathcal{S}(\langle\sigma\rangle) & [\forall \alpha \cdot \tau] & \triangleq [\tau]
\end{align*}
\]

This categorical semantics erases the effect annotations \( \Sigma, k \) of the monadic type \( T_{\Sigma,k}(\tau) \) and the universal quantification \( \forall \alpha \cdot \tau \) over regions, which only play a role in proving soundness of the adversarial rules. Adversary variables are placeholders for closed terms, and do not play any special role in the semantics. We therefore give a semantics of the language without contexts \( \Sigma \) and \( \Delta \).

We interpret the subtyping relation \( \Delta \vdash \tau \leq \tau' \) as a coercion morphism \( c_{\tau,\tau'} : [\tau] \rightarrow [\tau'] \). Most of its definition is routine, except for the case of natural number type: for \( K \leq K', c_{\mathbb{N}[K],\mathbb{N}[K']} \) is defined to be the evident morphism \( K \cdot 1 \rightarrow K' \cdot 1 \).

Semantics of a context \( \Gamma \) is given by the Cartesian product of the interpretation of types in \( \Gamma \). For convenience, we fix a product \( ([\Gamma], \{x^\tau : \Gamma \rightarrow [\Gamma(x)]\})_{x \in \text{dom}(\Gamma)} \) for each context \( \Gamma \). For a context \( \Gamma, x_1 : \tau_1, \ldots, x_n : \tau_n \), by \( m_{\Gamma, x_1 : \tau_1, \ldots, x_n : \tau_n} : [\Gamma] \times (\langle [\tau_1] \times \cdots \times [\tau_n] \rangle) \rightarrow ([\Gamma, x_1 : \tau_1, \ldots, x_n : \tau_n]) \) we mean the evident isomorphism in \( \mathcal{QBS} \). Also, for a well-typed term \( \Gamma, x \notin \text{dom} \Gamma, \) we define the substitution morphism \( \text{sub}_{T_{\Sigma,k}}^{\tau,\tau'} : [\Gamma] \rightarrow [\Gamma, \tau] \) to be the composite \( m_{T_{\Sigma,k}} \circ (\text{id}_{[\Gamma]} \circ [\Gamma \vdash t : \tau]) \).

Well-typed terms \( \Gamma \vdash t : \sigma \) are interpreted as a morphism in \( \mathcal{QBS}([\Gamma], [\sigma]) \). The interpretation of monadic types can be found in Figure 5; the interpretation of the non-monadic fragment is standard and deferred to Appendix E.1. In the Figure, \((-)^{ps}\) denotes the Kleisli lifting of \( \mathcal{P}\mathcal{S} ; K_{\mathcal{X},Y} : (X \Rightarrow \mathcal{P}\mathcal{S}Y) \rightarrow (\mathcal{P}\mathcal{S}X \Rightarrow \mathcal{P}\mathcal{S}Y) \) denotes the internal Kleisli lifting; \( \partial^p_{X,Y} : \mathcal{P}(X) \times Y \Rightarrow \mathcal{P}(X \times Y) \) is the co-strength, a transformation analogous to the strength but with swapped arguments; and \( \text{fold}_{K,1}^{\tau} : K \cdot 1 \times X \times (X \Rightarrow X) \rightarrow X \) denotes the iterator over the natural numbers up to \( K \). We assume that every distribution \( v \) with arity \( \tau_{v,1} \times \cdots \times \tau_{v,[v]} \rightarrow \sigma_v \) has an interpretation \( \langle v \rangle \) of the proper type \( \langle \tau_{v,1} \times \cdots \times \tau_{v,[v]} \rangle \rightarrow \mathcal{P}\sigma_v \). This semantics is sound in the following sense:

**Theorem 6.1.** Let \( \Xi \mid \Delta \mid \Gamma \vdash t : \sigma \) be a well-typed term and \( \emptyset \vdash t_i : \Delta(\mathcal{A}_i) \) be closed terms given for each \( \mathcal{A}_i \in \text{dom}(\Delta) \). Then \( [\Gamma + t[t_i/\mathcal{A}_i]]_{\alpha \in \text{dom} \Delta} : [\sigma] \in \mathcal{QBS}([\Gamma], [\sigma]) \).

### 6.4 Heyting-Valued Predicates over QBSs

Formulas and assertions are interpreted in the same way as predicates over QBSs. Recall that a complete Heyting algebra is a complete lattice \( \Omega = (\Omega, \sqsubseteq) \) (whose meet and join are denoted by \( \sqcap \) and \( \sqcup \) respectively) together with a pseudo-complement operator \( \Rightarrow \).

**Definition 2.** Let \( \Omega = (\Omega, \sqsubseteq) \) be a complete Heyting algebra. An \( \Omega \)-valued predicate on a QBS \( X \) is a function of type \( \tau(X) \rightarrow \Omega \). Define \( \mathsf{UP}^\Omega_X \triangleq \mathcal{P}(X, \Omega) \) to mean the set of \( \Omega \)-valued predicates on \( X \).
By the pointwise order, $\text{UP}_X^\Omega$ is again a complete Heyting algebra. We define $2 \triangleq \{\bot \subseteq \top\}$ to mean the Sierpinski space complete Heyting algebra. For $x \in |X|$ and $P \in \text{UP}_X^2$, we say that $x$ satisfies $P$, denoted by $x \models P$, if and only if $P(x) = \top$.

Every 2-valued predicate can be converted into a $\Omega$-valued predicate. Define $I : \text{UP}_X^\Omega \rightarrow \text{UP}_X^2$ by $I(P)(x) = \top$ if $P(x) = \top$ and $I(P)(x) = \bot$ if $P(x) = \bot$. This is a complete Heyting algebra homomorphism, that is, a function preserving all joins, all meets and pseudo-complements.

We introduce a generalized inverse image operation for $\Omega$-valued predicates. For a QBS-morphism $f : Y \rightarrow X$, define $f^\ast : \text{UP}_X^\Omega \rightarrow \text{UP}_Y^\Omega$ by $f^\ast P = P \circ [f]$. This is also a complete Heyting algebra homomorphism. We also introduce a notation: for a QBS morphism $f : X \rightarrow Y$ and $P \in \text{UP}_X^\Omega$ and $Q \in \text{UP}_Y^\Omega$, we write $f : P \rightarrow Q$ to mean the inequality $P \subseteq f^\ast Q$ in $\text{UP}_X^\Omega$. When $\Omega = 2$, $f : P \rightarrow Q$ is equivalent to stating that for any $y$, $y \models P$ implies $[f](y) \models Q$.

We also define the partial application of an $\Omega$-valued predicate with an environment. Let $\Gamma, x_1 : \tau_1, \ldots, x_n : \tau_n$ be a context. For a predicate $P \in \text{UP}_X^{[\Gamma, x_1 : \tau_1, \ldots, x_n : \tau_n]}$ and $y \in |[\Gamma]|$, by $P_y \in \text{UP}_X^{\tau_1 \times \cdots \times \tau_n}$ we mean the predicate $P_y(p) = P \circ |m_{\Gamma, x_1 : \tau_1, \ldots, x_n : \tau_n}|(y, p)$. For $P \in \text{UP}_X^\Omega$ and $Q \in \text{UP}_Y^\Omega$, we define $P \times Q = \pi_1^\ast P \cap \pi_2^\ast Q$.

Note that we have chosen predicates to be morphisms in Set, rather than morphisms in QBS. This allows us to avoid reasoning about measurability when defining predicates and writing specifications, while still having a model that works as intended when the predicates are measurable.

### 6.5 Strong Graded Liftings of the Probability Measure Monad

We introduce a concept called strong graded lifting of strong monads. The following definition is a specialization of the one in [Kasumatu 2014] to $\Omega$-valued predicates.

**Definition 3 (Heyting-valued strong graded lifting of strong monad).** Let $(E, \leq, 0, +)$ be a partially ordered monoid. An $\Omega$-valued strong E-graded lifting of $\mathcal{P}$ is a family of functions $\hat{\mathcal{P}}_X : E \rightarrow (\text{UP}_X^\Omega \Rightarrow \text{UP}_{\hat{\mathcal{P}}_X}^\Omega)$, implicitly indexed by $X \in \text{QBS}$, satisfying:

$$
e \leq e' \implies \hat{\mathcal{P}}(e)(P) \subseteq \hat{\mathcal{P}}(e')(P)$$

$$\eta_X^\mathcal{P} : P \rightarrow \hat{\mathcal{P}}(0)(P)$$

$$\mu_X^\mathcal{P} : \hat{\mathcal{P}}(e)(\hat{\mathcal{P}}(e')(P)) \rightarrow \hat{\mathcal{P}}(e + e')(P)$$

$$\theta_X^\mathcal{P} : P \times \hat{\mathcal{P}}(e)(Q) \rightarrow \hat{\mathcal{P}}(e)(P \times Q).$$

The following is an informal explanation of liftings, ignoring for the moment the gradings. The second and third conditions specify how the unit and multiplication of the lifting interact with the unit and multiplication of the base monad: for a predicate $P$ over $X$ and $x \in P$, then $\eta_X(e) \in \hat{\mathcal{P}}(0)(P)$, and if $x \in \hat{\mathcal{P}}(e)(\hat{\mathcal{P}}(e')(P))$, then $\mu_X(e) \in \hat{\mathcal{P}}(e + e')(Q)$. The fourth condition specifies a similar interaction with the strength. These properties are used in proving the soundness of the rules of our logics. At the level of liftings, gradings can be seen as some additional specification, or as adding quantitative information to the specification. For instance, in HO-UBL use the grading on a lifting to specify the probability with which a computation may fail to satisfy the specification. This is the intuition behind the first condition in the definition: it allows weakenings of the grading of a lifted predicate, i.e., if $e \leq e'$ then $\hat{\mathcal{P}}(e)(Q) \Rightarrow \hat{\mathcal{P}}(e')(Q)$. We now present some examples of liftings that we will use in our soundness proofs:

**Example 6.2 (Lifting for union bounds).** Inspired from the lifting for the union bound introduced in [Sato et al. 2019, Section 9.1], we give a 2-valued strong $([0, \infty], \leq, +, 0)$-graded lifting $\lambda_{\hat{\mathcal{P}}_X}^{\text{ub}}$ of $\mathcal{P}$:

$$\lambda_{\hat{\mathcal{P}}_X}^{\text{ub}}(\delta)(P)(v) = \top \iff \forall f \in \text{QBS}[X, \{0, 1\} \cdot 1], P \subseteq |f| \cdot \Pr_x[f(x) = 1] \geq 1 - \delta.$$
quantify over all the measurable \( f \) above \( P \). We can then show that if \( P \) is indeed measurable (i.e. \( P = |P_0| \) for some QBS-morphism \( P_0 \), \( \Pr_{x \sim v}[P(x) = 0] \leq \delta \) holds for every \( v \in \mathcal{P}^{ub}(\delta)(P) \). That is, for measurable predicates, the lifting behaves as intended.

**Example 6.3 (Lifting for expectations).** We introduce a \([0, \infty], \geq\)-valued strong \(([0, \infty], \leq, +, 0)\)-graded lifting \( \hat{\mathcal{P}}^{Exp} \) of \( \mathcal{P} \). Note that the predicates take values in the Heyting algebra \([0, \infty] \) with reversed order (i.e. \( x \subseteq y \) iff \( y \leq x \)), which will be used to reason about upper bounds. We define:

\[
\hat{\mathcal{P}}^{Exp}_X(\delta)(P)(v) = \sup\{S_{\delta+y}(f^\sharp v) \mid f: X \to \mathcal{P}[0, \infty], \sup\{S_{\delta}(f(i)) \mid P(i) < S_{\delta}(f(i))\} < S_{\delta+y}(f^\sharp v)\}
\]

where \( S_{\delta}(\mu) = \max(0, E_{r \sim \mu}[r] - \delta) \).

This can be constructed by the graded \( \top \top \)-lifting [Katsumata 2014] since \( \delta \leq \delta' \implies S_\delta \subseteq S_{\delta'} \).

Intuitively, the lifting \( \hat{\mathcal{P}}^{Exp} \) gives an upper bound of expected value of \( P \) under a distribution \( v \) with margin of error \( \delta \). In the general case, where \( P \) is not measurable, we get instead an upper bound on the expected value of any \( f: X \to [0, \infty] \) measurable in QBS such that \( |f| \leq P \) (i.e. \( P \subseteq |f| \)). That is, we obtain \( \hat{\mathcal{P}}^{Exp}_X(\delta)(P)(v) \subseteq \mathbb{E}_{x \sim v}[f(x)] - \delta \).

### 6.6 Combining liftings and state transformer monads
The material from the previous section allows us to model predicates over the monad \( \mathcal{P} \), but we need to extend it to model predicates over the probabilistic state monad \( \mathcal{P} \mathcal{S} \) that models computations in our language. The same approach of finding a lifting of \( \mathcal{P} \mathcal{S} \) does not work directly because it would not allow us to include the specification about states. Such a lifting would map a \( \Omega \)-valued predicate over \( X \) to a 2-valued predicate over \( \mathcal{P} \mathcal{S}X = M \Rightarrow \mathcal{P}(X \times M) \), but this does not match the shape of triples in our logics. We actually need to lift a pair of \( \Omega \)-valued predicates over \( M \) (the precondition) and over \( X \times M \) (the postcondition) into a 2-valued predicate over \( \mathcal{P} \mathcal{S}X \).

Therefore, we need to find a different construction. Assume there exists a \( \Omega \)-valued strong \((E, \leq, 0, +)\)-graded lifting \( \hat{\mathcal{P}} \) of \( \mathcal{P} \). For each QBS \( X \), we define a function \( \hat{\mathcal{P}} \hat{\mathcal{S}}_X(-)(-,-): E \to (\mathbb{UP}_M^\Omega \times \mathbb{UP}_X^\Omega = \mathbb{UP}_\mathcal{P}^X) \) by \( f \mid \hat{\mathcal{P}} \hat{\mathcal{S}}_X(e)(P,Q) \iff f: P \to \hat{\mathcal{P}}(\delta)(Q) \). Recall that \( |\mathcal{P} \mathcal{S}X| = QBS(M, \mathcal{P}(X \times M)) \). We call \( \hat{\mathcal{P}} \hat{\mathcal{S}} \) a stateful lifting. This can be seen as a transformer that takes a \( \Omega \)-valued strong \( E \)-graded lifting \( \hat{\mathcal{P}} \) of \( \mathcal{P} \) and returns a stateful lifting of the probabilistic state transformer monad \( \mathcal{P} \mathcal{S} \). In plain words, \( \hat{\mathcal{P}} \hat{\mathcal{S}} \) maps an \( \Omega \)-valued preconditional \( P \in \mathbb{UP}_M^\Omega \) and an \( \Omega \)-valued postconditional \( Q \in \mathbb{UP}_X^\Omega \) to the computations in \( \mathcal{P} \mathcal{S}(X) \) that send initial memories in \( P \) to distributions over \( X \times M \) satisfying the lifted predicate \( \hat{\mathcal{P}}(e)(Q) \). In a way, this can be seen as the set of computations \( f: T_{\Sigma,e}(\sigma) \) satisfying the generalized Hoare triple \( \{P\} f: T_{\Sigma,e}(\sigma) \{Q\} \).

This operator is not an \( E \)-graded lifting, because it does not have the appropriate type. However, properties of \( \Omega \)-valued strong \( E \)-graded liftings can be extended to \( \hat{\mathcal{P}} \hat{\mathcal{S}} \) as stated below:

**Lemma 1.** Let \( \hat{\mathcal{P}} \) be an \( \Omega \)-valued strong \((E, \leq, 1, \cdot)\)-graded lifting of \( \mathcal{P} \). Let \( f \in \mathbb{QBS}(X \times M, \mathcal{P}(Y \times M)) \), and \( P \in \mathbb{UP}_X^\Omega, Q \in \mathbb{UP}_M^\Omega, R \in \mathbb{UP}_{X \times M}^\Omega \) and \( S \in \mathbb{UP}_{Y \times M}^\Omega \) be predicates. The following holds:

\[
\eta_X^\mathcal{S}: P \to \hat{\mathcal{P}} \hat{\mathcal{S}}_X(0)(Q, IP \times Q)
\]

\[
f: R \to \hat{\mathcal{P}}(e)(S) \implies (\lambda f)^{\hat{\mathcal{P}} \hat{\mathcal{S}}} : \hat{\mathcal{P}} \hat{\mathcal{S}}_X(e')(Q,R) \to \hat{\mathcal{P}} \hat{\mathcal{S}}_Y(e' + e)(Q,S)
\]

\[
\theta_{XY}^\mathcal{S}: P \times \hat{\mathcal{P}} \hat{\mathcal{S}}_Y(e)(Q,R) \to \hat{\mathcal{P}} \hat{\mathcal{S}}_{X \times Y}(e)(Q,\pi_y IP \land R)
\]

These consequences can be explained informally by using the language of Hoare logic:

- The first consequence states that if \( x \in \phi \), then \( \{Q\} \eta_X(\{\phi \land Q\}_0 \) is a valid generalized Hoare triple for any \( Q \).
- The second consequence gives us a way to sequence computations as in Hoare logic. It states that if \( f \) satisfies \( \{Q(x,-)\} f(x) \{\{R\}_e \) for every argument \( x \), and \( t \) satisfies \( \{P\} t \{\{Q\}_e \),

---
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then \{P\} \text{ let } x = t \in f \{\{R\}\}_{t}^{e+e'} \text{ is a valid generalized Hoare triple. Here } Q(x, -) \text{ is the set of memories } m \text{ such that } (x, m) \in Q.

- The third consequence states that if \(x \in \phi\) and we have \(t\) such that \(\{P\} t \{\{Q\}\}_e\) then \(\{P\} \theta(x, t) \{\{\phi \cap Q\}\}_e\) is a valid generalized Hoare triple.

### 6.7 Soundness of the unary logics

We interpret formulas, assertions and entailment relations in the logic by complete Heyting algebras over QBSs. We first develop the semantics of HOL judgements of the form \(\bullet \mid \bullet \mid \Gamma \mid \Psi \vdash \phi\), which is simply denoted by \(\Gamma \mid \Psi \vdash \phi\). We then interpret an open judgement \(J = \Xi \mid \Delta \mid \Gamma \mid \Psi \vdash \phi\) as the conjunction of all closed instantiations \(\bullet \mid \bullet \mid \Gamma' \vdash \Psi' + \Phi'\) of \(J\). Here, each \(\alpha \in \Xi\) is instantiated with some subset of Loc, and \(\mathcal{A} \in \Delta\) is instantiated with a closed term of type \(\Delta(\mathcal{A})\). The semantics of open judgements of UHOL and HO-UBL are similarly defined. This interpretation is well-behaved with respect to substitution. In particular, the substitution \(\phi(t/x)\) of \(x\) by a term \(t\) of appropriate type can be interpreted by the inverse image \([\Gamma' \vdash \phi(t/x)]\) = \(\text{sub}_{\text{lift}}^{\text{lift}}(\phi, x, \tau \vdash \phi)\). The soundness results of Aguirre et al. [2017] for the base logics HOL and UHOL can be recovered in this setting, but we defer it to the appendix.

We interpret HO-UBL using the lifting \(\mathcal{P}^{\text{ub}}\) of the probabilistic state monad constructed from the lifting for the base logic of HO-UBL as in Example 6.2. The soundness result is stated as:

**Proposition 6.4.** Let \(\Gamma \mid \Psi \vdash \{P\} : T_{\Sigma,k}(\tau)\{\{Q\}\}_\delta\) be a derivable HO-UBL judgment without the adversary rule. Then, for any \(y \in [\{\Gamma\}], y = [\Gamma \vdash \Psi]\) implies
\[
[\Gamma \vdash t : T_{\Sigma,k}(\tau)](y) \models \mathcal{P}^{\text{ub}}(\delta)(([\Gamma, s : \mathbb{M} + P]_y), [\Gamma, v : \tau, s : \mathbb{M} + Q]_y).
\]

Analogously, we interpret HO-EXP using the lifting \(\mathcal{P}^{\text{exp}}\) of the probabilistic state monad constructed from the lifting for expectations bound logic \(\mathcal{P}^{\text{exp}}\) as in Example 6.3. Most of the proof of the previous result can be reused, and only the rules for sampling and linearity need separate proofs. The soundness result is stated as:

**Proposition 6.5.** Let \(\Gamma \mid \Psi \vdash \{P\} t : T_{\Sigma,k}(\tau)\{\{Q\}\}_\delta\) be a derivable HO-UBL judgment without the adversary rule. Then, for any \(y \in [\{\Gamma\}], y = [\Gamma \vdash \Psi]\) implies
\[
[\Gamma \vdash t : T_{\Sigma,k}(\tau)](y) \models \mathcal{P}^{\text{exp}}(\delta)(([\Gamma, s : \mathbb{M} + P]_y), [\Gamma, v : \tau, s : \mathbb{M} + Q]_y).
\]

### 6.8 Semantics for the relational logics

Let \(\Omega = (\Omega, \sqsubseteq)\) be a complete Heyting algebra. To interpret relational logics, we first define the concept of \(\Omega\)-valued binary relation between two QBSs \(X, Y\). They are simply \(\Omega\)-valued predicates over product QBS \(X \times Y\). We thus define \(BR^\Omega_{X,Y} = UP^\Omega_{X \times Y}\). For 2-valued binary relation \(P \in BR^2_{X,Y}\) and \((x, y) \in [X \times Y] = [X] \times [Y]\), we say that \((x, y)\) satisfies \(P\) (denoted by \((x, y) \models P\)) if \(P(x, y) = \top\).

We routinely extend the development in the previous section to \(\Omega\)-valued binary relations. For QBS-morphisms \(f : X \rightarrow Y\) and \(f' : X' \rightarrow Y'\), we define the pullback operation \((f, f')^* : BR^\Omega_{X',Y'} \rightarrow BR^\Omega_{X,Y}\) to be \((f \times f')^*\). We write \((f, f') : P \rightarrow Q\) to mean \(P \sqsubseteq (f, f')^*Q\).

We introduce the concept of Heyting-algebra valued strong graded relational lifting.

**Definition 4.** Let \((E, \leq, 0, +)\) be a partially ordered monoid. An \(\Omega\)-valued strong \(E\)-graded relational lifting of \(P\) is a family of functions \(\mathcal{P} \{X,Y\}(-)(-) : E \rightarrow (BR^\Omega_{X,Y} \Rightarrow BR^\Omega_{P,X \times P,Y})\), implicitly indexed by \(X, Y \in \text{QBS}\), satisfying:
\[
\begin{align*}
e \leq e' &\implies \mathcal{P}(e)(P) \sqsubseteq \mathcal{P}(e')(P) & (\eta^P_X, \eta^P_Y) : P \rightarrow \mathcal{P}(0)(P) \\
(\mu^P_X, \mu^P_Y) : \mathcal{P}(e)(\mathcal{P}(e')(P)) \rightarrow \mathcal{P}(e + e')(P) & (\theta^P_X, \theta^P_Y) : P \times \mathcal{P}(e)(Q) \rightarrow \mathcal{P}(e)(P \times Q).
\end{align*}
\]
Example 6.6 (Relational lifting for differential privacy). Inspired from [Sato 2016], we construct a 2-valued strong graded relational lifting for differential privacy by a graded analogue of the codensity lifting [Katsumata et al. 2018]. The grading monoid is the product partially ordered monoid \([0, \infty], \leq, 0, +\)^2.

\[
\mathcal{P}_{X,Y}^{dp}(\epsilon, \delta)(P)(v_1, v_2) = \top \iff \forall (f, g) : P \xrightarrow{} S(e', \delta') \cdot (f^\delta v_1, g^\delta v_2) \models S(e + \epsilon', \delta + \delta')
\]

where \((v_1, v_2) \models S(e, \delta) \iff \Pr_{b \sim v_1} [b = 0] \leq \epsilon e \cdot \Pr_{b \sim v_2} [b = 0] + \delta.

Any morphism \(\chi_S : X \rightarrow \{0, 1\}\) in QBS standing for the “measurable” subset \(S\) of \(X\), we have \(\mathcal{P}_{X,X}^{dp}(\epsilon, \delta)(\text{Eq}_X)(\mu_1, \mu_2) = \top \iff \Pr_{x \sim \mu_1} [x \in S] \leq \epsilon e \cdot \Pr_{x \sim \mu_2} [x \in S] + \delta\) since \(S(0, 0) \models (\chi_S, \chi_S)\). A strong \([0, \infty], \leq, 0, +\)-graded lifting describing \(\epsilon\)-differential privacy can be given by \(\mathcal{P}_{X,Y}^{dp}(\epsilon, 0)\).

We next introduce the stateful relational lifting, based on a \(\Omega\)-valued \((E, \leq, +, 0)\)-graded relational lifting \(\mathcal{P}\) of \(P\). It is a function \(\mathcal{P}\mathcal{S}_{X,Y}(-)(-,-) : E \rightarrow (\text{BR}^Q_X \times \text{BR}^Q_Y) \Rightarrow \text{BR}^2_{\mathcal{P}_{X,Y}, \mathcal{P}_{X,Y}}\) defined for each \(X, Y \in \text{QBS}\) by:

\[
(f, f') \models \mathcal{P}\mathcal{S}_{X,Y}(e)(P, Q) \iff (f, f') : P \rightarrow \mathcal{P}(e)(Q).
\]

Lemma 1 can then be generalized accordingly. We omit the details.

6.9 Soundness of the relational logics

The semantics of the relational logics are a generalization of the semantics of the unary logics. We defer soundness of RHOL to the appendix. We interpret the monadic rules in the category of relations over QBS, with the 2-valued strong \([0, \infty]^{2}\)-graded relational lifting \(\mathcal{P}^{dp}\), which induces \(\mathcal{P}^{dp}\mathcal{S}\) as in the previous section. The soundness result is stated below. Its proof is by induction on the derivation and is largely independent of the choice of a specific lifting:

**Proposition 6.7.** Let \(\Gamma \mid \Psi \vdash \{P\}t_1 : T_{\Sigma,k}(\tau_1) \sim t_1 : T_{\Sigma,k}(\tau_2)\{Q\}\delta\) be a derivable HO-PRL judgment without the [ADV − R] rule. Then for any \(\gamma \in [\Gamma]_Y\), \(\gamma \models [\Gamma \vdash \Psi]_Y\) implies

\[
([\Gamma \vdash t_1 : T_{\Sigma,k}(\tau_1)](\gamma), [\Gamma \vdash t_2 : T_{\Sigma,k}(\tau_2)](\gamma)) \models \mathcal{P}\mathcal{S}(0, \delta)([P]_Y, [Q]_Y),
\]

where \([P]_Y \triangleq [\Gamma, s_1 : M, s_2 : M \vdash P]_Y\) and \(Q_Y \triangleq [\Gamma, s_1 : M, v_1 : \sigma, s_2 : M, v_2 : \sigma \vdash Q]_Y\).

6.10 Soundness of the adversary rules

To prove soundness of the adversary rules we will use the technique of logical relations. Logical predicates and relations [Plotkin 1973] are a technique used in programming language theory to prove properties such as strong normalization or contextual equivalence. The idea of logical relations (or predicates) is that they allow us to prove that all inhabitants of a certain type \(\tau\) satisfy a particular property \(L(\tau)\) that is defined inductively on the structure of types, rather than terms.

For instance, in the unary case, we define a logical predicate \(L_{\phi, \delta}(\cdot)\) indexed by an assertion \(\phi\) over memories and a real \(\delta \geq 0\). For every type \(\sigma\), \(L_{\phi, \delta}(\sigma)\) corresponds to a set of closed terms. We defer the details of this definition to the appendix, here it suffices to know that \(L_{\phi, \delta}(T_{\Sigma,k}(\tau))\) is the set of computations that preserve the invariant \(\phi\) with error probability \(k \cdot \delta\) and that return a result in \(L_{\phi, \delta}(\tau)\) (i.e., they satisfy the triple \(\{\phi\}_{\tau} \subseteq \{\phi \wedge \nu \in L_{\phi, \delta}(\tau)\}_{k, \delta}\), and as usual, if \(t \in L_{\phi, \delta}(\sigma \rightarrow \tau)\) and \(u \in L_{\phi, \delta}(\sigma)\) then \(t \cdot u \in L_{\phi, \delta}(\tau)\). Then we prove a Basic Lemma: any closed term \(t\) of type \(\tau\) inhabits the predicate \(L_{\phi, \delta}(\tau)\) if \(\phi\) ∈ Safe(Eff(\(t\))). This has a rather natural interpretation: if \(\phi\) does not depend on any argument in Eff(\(t\)), then it must be preserved after running \(t\).

The adversary rule [ADV − U] can then be proven sound from the Basic Lemma. By inspecting its premises, we know that \(A\) inhabits the logical relation \(L_{P, \delta}(\forall \alpha. (\sigma \rightarrow T_{\alpha,1}(\tau))) \rightarrow T_{\Sigma, \alpha, k}(\tau')\), because \(P \in \text{Safe}(2)\). We also have that \(\lambda x.t\) inhabits the logical relation \(L_{P, \delta}(\sigma \rightarrow T_{\Sigma,1}(\tau))\),
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because we have a derivation of this fact (note that the Basic Lemma cannot be applied, because $P$ may not be safe for $\tau'$). Then, we can conclude that running $A$ with $\lambda x.t$ as argument inhabits the logical relation $L_{\varphi,0}(T_{\Sigma,A,k}(\tau'))$, and therefore must preserve $P$. The techniques then generalize to the relational case, where we define a logical relation for every type, and then we prove a Basic Lemma for it. Soundness of $[ADV − R]$ is a consequence of this Lemma.

**Proposition 6.8.** The $[ADV − U]$ and $[ADV − R]$ rules are sound.

### 7 RELATED WORK

**Reasoning about adversaries.** Garg et al. [2010]; Jia et al. [2015] develop first- and higher-order program logics to reason about safety properties of first-order concurrent and stateful programs interacting with adversaries. Both provide rules to reason about adversaries, morally similar to ours. Our context of adversary variables representing closed programs traces lineage to a similar idea based on comonads in Jia et al. [2015]. Devriese et al. [2016] develop semantic principles to reason about adversaries, cast in terms of parametricity properties of side-effects, an idea they call “effect parametricity”. They use these principles to verify code that uses object capabilities. No syntactic proof rules are developed. These works cover only the boolean, deterministic, unary setting.

Closer to our work, Barthe et al. [2009] define a probabilistic relational Hoare logic (pRHL) for reasoning about the security of cryptographic constructions. Their logic applies to a probabilistic imperative language with adversarial calls and features a proof rule for adversaries. Our rule for the relational, non-quantitative setting closely matches their rule. Barbosa et al. [2021] formalize a resource-aware module system used in EasyCrypt to reason about adversaries. There are commonalities between their approach and ours: they view an adversary as a functor, whereas we view an adversary as an expression of second-order type. However, the technicalities are very different, since they build their system on top of an imperative language. A further difference is that they account for the computational cost of adversaries, which we left aside in this work. Other similar approaches for reasoning about adversaries include Computational Indistinguishability Logic [Barthe et al. 2010], and state-separating proofs [Brzuska et al. 2018]. However, these approaches are developed in an abstract mathematical setting, not in the context of a programming language.

Barthe et al. [2016a] define an adversary rule for reasoning about differential privacy in a quantitative variant of pRHL; their rule uses bounds on the number of oracle queries to derive privacy bounds of adversarial computations from privacy bounds of oracles. Barthe et al. [2016b] define a Union Bound logic to reason about accuracy of adversarial computations for a similar language. However, their proof rule is restricted to adversaries without oracles. We are not aware of any prior work on adversarial computations in the quantitative setting.

**Program logics for probabilistic computations.** We relate our program logics to existing approaches for reasoning about probabilistic computations. For brevity, we only discuss approaches not discussed before. Kozen [1985] introduces expectation-based reasoning for a core probabilistic programming language. Morgan et al. [1996] define a weakest pre-expectation calculus. Aguirre et al. [2021] develop a variant of the calculus for relational properties. Kaminski et al. [2016] show how similar ideas can be used for reasoning about expected cost. All these works share the setting of a probabilistic imperative language. Aguirre and Katsumata [2020] show that expectation-based reasoning remains sound in a higher-order setting, but their semantics is based on set theory, not Quasi-Borel spaces, so they cannot model continuous distributions. They also do not provide proof systems.

There exist adaptations of (approximate) probabilistic relational Hoare logic in the higher-order setting, starting from [Barthe et al. 2014a]. However, these adaptations have a set-theoretical or
topos of trees semantics and only support distributions over discrete base types. Sato et al. [2019] introduce an expressive logic for a language similar to ours but without state and adversary. Their model is also based on QBS. Tassarotti and Harper [2019] develop a logic to prove relational properties of higher-order programs that combine probabilities and non-determinism. They do not support all the kinds of reasoning we do, and the relations they can prove are between a program and an specification, rather than between two programs. Maillard et al. [2020] define a framework, embedded in a relational dependent type theory, for defining and reasoning about program logics for general monadic effects. While their work is based on Dijkstra monads, ours is more closely related to Hoare monads [Nanevski et al. 2013, 2008]. Our work extends Hoare monads to support Heyting-valued predicates, probabilistic programs, grading and adversarial reasoning.

Program equivalence. There is a very large body of methods for proving program equivalence, and in particular contextual equivalence, in higher-order languages with state, probabilities, and effects; see e.g. [Benton et al. 2014; Bizjak and Birkedal 2015; Crubillé and Lago 2015; Jung et al. 2015; Matache and Staton 2019; Pitts and Stark 1998]. Many of these methods have been applied to reason about security and privacy, using the natural view of adversaries as contexts. These methods are not comparable with ours: our relational logic can prove a richer set of specifications (for instance, the postcondition needs not be an equivalence relation). However, they cannot establish some basic equivalences, e.g. swapping of two sampling instructions, due to the specific way the logic constructs couplings. We also conjecture that our logics are easier to extend to richer settings, such as multi-stage and multi-adversary security notions (see e.g. [Ristenpart et al. 2011]). Finally, these methods cannot be used to reason about unary properties.

8 CONCLUDING REMARKS

We conclude the paper with a discussion of additional examples that can be handled by the three logics we have presented (and by small extensions to the logics), and a discussion of how we can extend our framework with unbounded recursion.

Other examples. HO-UBL can verify the accuracy of differentially private mechanisms such as the Sparse Vector algorithm [Dwork and Roth 2014], since accuracy can be formulated as the probability that the noisy answer is close to the actual answer. We have already worked out this example but, for reasons of space, we defer it to the appendix.

The bounded leakage model is a model of leakage-resilient cryptography in which the adversary is given access to a leakage oracle which takes as input a function with a small codomain and returns the output of this function applied to the secret state. A (partially formalized) proof of security of a pseudo-random generator in the bounded leakage model is given in [Barthe et al. 2014b]. HO-PRL can be used to verify this proof, using either a first- or a higher-order representation of leakage.

Other examples can be verified with extensions to our logics that can also be proved sound in our framework. For instance, we can support a slightly different relational logic in which the Hoare quadruple is indexed by a pair $(\epsilon, \delta)$, and interpreted using the lifting from Example 6.6. With this logic, we can study differential privacy of mechanisms such as the exponential mechanism on non-numerical queries [Dwork and Roth 2014], which uses a scoring function that assigns positive values to all possible input/output pairs. Prior work [Barthe et al. 2012], has verified this mechanism using a first-order representation of scoring. However, we can verify a higher-order representation of this mechanism, where the scoring function is passed as an argument to the mechanism.

We can also use HO-EXP to verify examples based on the weakest pre-expectation calculus [Morgan et al. 1996]. One caveat is that many of these examples use arbitrary while loops, which our language
does not currently support. This extension would require extending the model as discussed at the end of this section. Other examples, e.g., stability of machine learning algorithms, would require enriching our logics with additional proof principles that embed notions of cryptographic reductions. In the long run, it would be interesting to support these formalisms with an implementation to mechanize examples.

Unbounded recursion. Our language provides bounded recursion via the monadic fold. An interesting follow-up would be to extend our language with unbounded monadic recursion. For this, we would also need to change the semantic model. One possibility is to use the recently proposed category \(\text{QBS} \) [Vákár et al. 2019] to interpret types.
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We present here the subtyping rules (Figure 6) and the typing rules for expressions about memories (Figure 7).

\[
\begin{align*}
\Xi \vdash \tau \leq \tau' & \quad \Xi \vdash \tau' \leq \tau'' & \quad K \leq K' & \quad k \leq k' & \quad \Xi \vdash \tau \leq \tau'
\end{align*}
\]

Fig. 6. Subtyping rules. Here, \( \Xi \vdash \Sigma \subseteq \Sigma' \) for \( \Xi = \alpha_1, \ldots, \alpha_n \) if for every \( \Sigma_1, \ldots, \Sigma_n \subseteq \text{Loc} \) we have \( \Sigma[\Sigma_1/\alpha_1] \ldots [\Sigma_n/\alpha_n] \subseteq \Sigma'[\Sigma_1/\alpha_1] \ldots [\Sigma_n/\alpha_n] \).

\[
\begin{align*}
\Gamma \vdash \bar{i} : \bar{M} & \quad \text{a} \in \text{Loc} & \quad \Gamma \vdash \bar{i}[\text{a}] : \top \\
\Gamma \vdash \bar{i} : \bar{M} & \quad \bar{u} : \top & \quad \text{a} \in \text{Loc} & \quad \Gamma \vdash \bar{i}[\text{a} \mapsto \bar{u}] : \bar{M}
\end{align*}
\]

Fig. 7. Typing rules for memory access.

We first present the standard well-formed rules for HOL assertions in Figure 8. The extended Hoare triples and quadruples from our logics can be internalized into HOL. To this end, we add a predicate former \( \mathcal{H}_{\sigma,\delta}(P, t, Q) \) that internalizes the monadic judgments into. This predicates are well-formed when \( P \) is a well-formed assertion (which may contain a variable for the state \( s : \bar{M} \)), \( Q \) is a well-formed assertion (which may contain variables for the state \( s : \bar{M} \), and the result \( v : \sigma \)) and \( \vdash t : T_{\Sigma,k}(\sigma) \). The interpretation is equivalent to the corresponding monadic judgment. We add rules to switch between systems in Figure 9.

We also introduce a relational analog of this predicate, via a predicate former \( \mathcal{H}_{\sigma,r,\delta}(P, t_1, t_2, Q) \). Morally, this is valid whenever

\[
\begin{align*}
R \subseteq t_1 : \tau_1 \times \cdots \times t_k : \tau_k & \quad \vdash t_1 : \tau_1 \ldots \vdash t_k : \tau_k \\
\Gamma \vdash R(t_1, \ldots, t_k) & \quad \Gamma \vdash \phi_1 \quad \Gamma \vdash \phi_2
\end{align*}
\]

Fig. 8. Selected well-formedness rules of HOL.

C.1 Soundness of the \([\text{ADV} - \text{U}]\) rule

To prove soundness of the adversary rules we will use logical relations. Logical predicates and relations [Plotkin 1973] are a technique used in programming language theory to prove properties such as strong normalization or contextual equivalence. The idea of logical relations (or predicates)
is that they allow us to prove that all inhabitants of a certain type satisfy a particular property that is defined inductively on the structure of types, rather than terms.

We now define an indexed logical predicate $\mathcal{L}_{\phi, \delta}$ mapping types to predicates (more concretely, it maps a type $\tau$ to a set of closed terms of type $\tau$). The logical predicate is indexed by an invariant $\phi$, which is a predicate over memories and a real $\delta \in [0, 1]$ and it is defined as follows:

$$
\mathcal{L}_{\phi, \delta}(B) \triangleq \{ b : B \} \\
\mathcal{L}_{\phi, \delta}(\sigma \rightarrow \tau) \triangleq \begin{cases} 
\{ t : \sigma \rightarrow \tau \mid \forall x : \sigma \cdot x \in \mathcal{L}_{\phi, \delta}(\sigma) \Rightarrow (t \cdot x) \in \mathcal{L}_{\phi, \delta}(\tau) \} & \text{if } \text{Eff}(\sigma) \subseteq \text{Eff}(\tau) \\
\{ t : \sigma \rightarrow \tau \mid \forall x : \sigma \cdot (t \cdot x) \in \mathcal{L}_{\phi, \delta}(\tau) \} & \text{otherwise}
\end{cases}
$$

$$
\mathcal{L}_{\phi, \delta}(\sigma \times \tau) \triangleq \{ t : \sigma \times \tau \mid \pi_1(t) \in \mathcal{L}_{\phi, \delta}(\sigma) \land \pi_2(t) \in \mathcal{L}_{\phi, \delta}(\tau) \} \\
\mathcal{L}_{\phi, \delta}(\Sigma_{\delta}(\sigma)) \triangleq \{ t : \Sigma_{\delta}(\sigma) \mid \mathcal{H}_{\phi, \delta}(\phi, t, v) \in \mathcal{L}_{\phi, \delta}(\sigma) \land \phi \} \\
\mathcal{L}_{\phi, \delta}(\forall \alpha. \tau) \triangleq \{ t : \forall \alpha. \tau \mid \forall \Sigma t \in \mathcal{L}_{\phi, \delta}(\tau[\Sigma/\alpha]) \}
$$

The definition of the logical predicate involves two subtleties. First note that there are two different definitions of the logical predicate for arrow types, depending on whether the effect of
the argument is contained in the effect of the result. The idea is that if it is not, then the argument is ignored, so we do not need to require that it satisfies the logical predicate. Otherwise, we get the usual definition: a function satisfies the logical predicate for \( \sigma \rightarrow \tau \) if arguments that satisfy the predicate for \( \sigma \) get mapped to results satisfying the predicate for \( \tau \). The second subtlety is that the definition ignores the first grading of the monad. A different definition, without indexing the predicate by \( \phi \) and defining instead:

\[
L^k_\Sigma(\mathcal{P}, \delta) \triangleq \{ t: \mathcal{P}_\Sigma^k(\delta) | \forall \phi \in \text{Safe}(\Sigma). \mathcal{H}_{\sigma, k, \delta}(\phi, t, v \in L^k_\delta(\sigma) \land \phi) \}
\]

would impose overly strong conditions on monadic types that appear in argument position. Namely, it would force us to prove that they preserve all the invariants that are safe for a given region \( \Sigma \), but we only know that the oracle preserves a particular invariant \( \phi \). Note however that the grading \( k \) is used to scale the grading of the lifting. The grading \( \Sigma \) of the monad is used in the premise of the Basic Lemma, which we now state, using the notion of safety that we defined in Section 4.1.

**Lemma 2 (Basic Lemma).** Let \( \mathcal{P} \) be as above, and assume that for every \( v \in \Delta \), sample(\( v_\sigma \)) \( \in \mathcal{P}_0(L_\phi, \delta(\sigma)) \). Let \( \vdash t: \sigma \) be a closed term, and \( s: M \vdash \phi \) such that \( \phi \in \text{Safe}(\Sigma) \). Then, for all \( \delta \geq 0 \), \( t \in L^k_\delta(\sigma) \).

**Proof.** We actually prove a generalization of the Basic Lemma, which makes the cases of abstraction and application easier to handle. We omit the adversary context from the proof, but note that this extends easily since they must be replaced by closed terms of the appropriate type.

**Lemma 3.** Let \( \Sigma; \Gamma; \Gamma' \vdash t: \sigma \) be a well-typed term and \( \phi \) a predicate over memories such that \( \phi \in \text{Safe}(\Sigma) \). Assume further that for every \( x : \tau \in \Gamma' \), \( \text{Eff}(\tau) \subseteq \text{Eff}(\sigma) \) and that \( \Xi + \xi \) is an instantiation of the context \( \Sigma \). Let also \( \Gamma \xi + \gamma; \Gamma' \xi + \gamma' \) be instantiations of the typing contexts. If \( \gamma \) is such that \( \gamma(x_i) \in \mathcal{P}_{\phi, \delta}(\sigma_i) \) for every \( x_i : \sigma_i \in \Gamma \), then \( t \gamma \gamma' \in \mathcal{P}_{\phi, \delta}(\sigma \xi) \).

This can be proven by induction on the typing derivation. We show a few cases, omitting the \( \Xi \) context when irrelevant.
• Variable. We have \( \Gamma, \Gamma' \vdash x : \sigma \), and by assumption, \( x \) cannot be in \( \Gamma' \). Therefore, also by assumption, \( [x \gamma] \in \mathcal{L}_{\phi, \delta}(\sigma) \).

• Abstraction. Assume \( \phi \in \text{Safe}(\text{Eff}(\sigma \to \tau)) \). If \( \text{Eff}(\sigma) \subseteq \text{Eff}(\tau) \), then also \( \phi \in \text{Safe}(\text{Eff}(\sigma)) \). We apply I.H., and we have that
  \[
  t\gamma[x \mapsto u]y' \in \mathcal{L}_{\phi, \delta}(\tau)
  \]
  for all \( u \in \mathcal{L}_{\phi, \delta}(\sigma) \). Therefore, \( (\lambda x.t)\gamma y' \in \mathcal{L}_{\phi, \delta}(\sigma, \tau) \).

If \( \text{Eff}(\sigma) \not\subseteq \text{Eff}(\tau) \), then by I.H., for all \( u : \sigma \), \( t\gamma(y'[x \mapsto u]) \in \mathcal{L}_{\phi, \delta}(\tau) \). Therefore, \( (\lambda x.t)\gamma y' \in \mathcal{L}_{\phi, \delta}(\sigma, \tau) \) too.

• Application. By I.H., \( t\gamma y' \in \mathcal{L}_{\phi, \delta}(\sigma \to \tau) \). If \( \text{Eff}(\sigma) \subseteq \text{Eff}(\tau) \), then by I.H. we also have \( u\gamma y' \in \mathcal{L}_{\phi, \delta}(\sigma) \), and therefore by definition \( (t u)\gamma y' \in \mathcal{L}_{\phi, \delta}(\sigma) \). Otherwise, by definition of the logical predicate we have again \( (t u)\gamma y' \in \mathcal{L}_{\phi, \delta}(\sigma) \).

• Unit. WLOG we can assume that \( \Gamma' = \emptyset \). We have that \( \phi \in \text{safe}(\text{Eff}(\mathcal{T}_E(\sigma))) \), so also \( \phi \in \text{safe}(\text{Eff}(\sigma)) \). By I.H., \( t\gamma \in \mathcal{L}_{\phi, \delta}(\sigma) \). By the properties of \( \mathcal{P} : \)
  \[
  (\text{unit}(t))\gamma \in \mathcal{H}_{\sigma, \emptyset}(\phi, -, \nu \in \mathcal{L}_{\phi, \delta}(\sigma) \land \phi)
  \]

• Bind. WLOG we can assume that \( \Gamma' = \emptyset \). Our premises are \( \Gamma \vdash t : \mathcal{T}_E(\tau) \) and \( \Gamma, x : \tau \vdash u : \mathcal{T}_E(\sigma) \), and by assumption, \( \Phi \in \text{Safe}(\Sigma \cup \Sigma' \cup \text{Eff}(\tau) \cup \text{Eff}(\sigma)) \). Therefore, \( \Phi \in \text{Safe}(\Sigma \cup \text{Eff}(\tau)) \) and \( \Phi \in \text{Safe}(\Sigma' \cup \text{Eff}(\sigma)) \). So we can apply I.H. to both premises. For the first one, we have that
  \[
  t\gamma \in \mathcal{H}_{\sigma, \emptyset}(\phi, -, \nu \in \mathcal{L}_{\phi, \delta}(\sigma) \land \phi)
  \]
  and for the second one, we have that for all \( e \in \mathcal{L}_{\phi, \delta}(\sigma) \),
  \[
  u\gamma[x \mapsto e] \in \mathcal{H}_{\sigma, \emptyset}(\phi, -, \nu \in \mathcal{L}_{\phi, \delta}(\sigma) \land \phi)
  \]
  By properties of the lifting, we get
  \[
  (\text{let} \ x = t \ 	ext{in} \ u)\gamma \in \mathcal{H}_{\sigma, \emptyset}(\phi, -, \nu \in \mathcal{L}_{\phi, \delta}(\sigma) \land \phi)
  \]
  • For all introduction. By assumption, \( \Xi, \alpha; \Gamma \vdash t : \tau \) and \( \phi \in \text{Safe}(\text{Eff}(\forall \alpha. \tau) \setminus \Xi) \), so \( \phi \in \text{Safe}(\text{Eff}(\tau) \setminus (\Xi \cup \alpha)) \). For all \( \Xi \vdash \xi \) and \( \Sigma \), by I.H., \( t\gamma \in \mathcal{L}_{\phi, \delta}(\tau\xi[\alpha \mapsto \Sigma]) \), and therefore \( (\lambda x.t)\gamma \in \mathcal{L}_{\phi, \delta}(\forall \alpha. \tau) \).

• For all elimination. By assumption, \( \Xi, \Gamma \vdash t : \forall \alpha. \tau \) and \( \phi \in \text{Safe}(\text{Eff}(\forall \alpha. \tau) \setminus \Xi) \). Recall that \( \text{Eff}(\forall \alpha. \tau) = \text{Eff}(\tau[\emptyset/\alpha]) \setminus \Xi) \). Since \( \text{Eff}(\tau[\emptyset/\alpha]) \subseteq \text{Eff}(\tau[\emptyset/\alpha]) \setminus \Xi \), then also \( \phi \in \text{Safe}(\text{Eff}(\forall \alpha. \tau) \setminus \Xi) \) (in other words, if the effect is smaller, then the predicate is still safe). Therefore, we can apply I.H., and we get that for \( \Xi \vdash \xi \) \( t\gamma \in \mathcal{L}_{\phi, \delta}(\forall \alpha. \tau\xi) \). From this, we can conclude that \( t\gamma \in \mathcal{L}_{\phi, \delta}(\tau[\emptyset/\alpha]\xi) \).

\[\square\]

And from this, we can conclude:

**Corollary 1.** The \([\text{ADV} - U] \) rule is sound.

**Proof.** By the premise on \( A \), safety of \( \phi \) and the Basic Lemma, we can prove that
\[
A \in \mathcal{L}_{\phi, \delta}(\forall \alpha, (\sigma \to \mathcal{T}_{\alpha, 1}(\tau)) \to \mathcal{T}_{\Sigma \cup \alpha, 1}(\tau'))
\]

On the other hand, by the assumption on the oracle we have that:
\[
\lambda x.t \in \mathcal{L}_{\phi, \delta}(\sigma \to \mathcal{T}_{\Sigma', 1}(\tau))
\]

From this, we can derive:
\[
A[\Sigma'](\lambda x.t) \in \mathcal{L}_{\phi, \delta}(\mathcal{T}_{\Sigma \cup \Sigma', 1}(\tau'))
\]

and the conclusion follows directly. \[\square\]
Soundness of the \([ADV – R]\) rule

We generalize the logical predicates to the relational case. For an invariant \(s_1 : M, s_2 : M \vdash \phi\) and \(\delta \in [0, \infty]\) we define a logical relation, i.e., a map from a type \(\sigma\) to pairs of closed terms of type \(\sigma\) as follows:

\[
\mathcal{R}_{\phi,\delta}(B) \triangleq \{b_1, b_2 : B \mid b_1 = b_2\}
\]

\[
\mathcal{R}_{\phi,\delta}(\sigma \rightarrow \tau) \triangleq \begin{cases} 
\{t_1, t_2 : \sigma \rightarrow \tau \mid \forall u_1, u_2 : \sigma, \sigma \vdash (u_1, u_2) \in \mathcal{R}_{\phi,\delta}(\sigma) \land (u_1, t_2) \in \mathcal{R}_{\phi,\delta}(\tau)\} & \text{if } \text{Eff}(\sigma) \subseteq \text{Eff}(\tau) \\
\{t_1, t_2 : \sigma \rightarrow \tau \mid \forall u_1, u_2 : \sigma, \sigma \vdash (u_1, u_2) \in \mathcal{R}_{\phi,\delta}(\sigma)\} & \text{otherwise}
\end{cases}
\]

\[
\mathcal{R}_{\phi,\delta}(\sigma \times \tau) \triangleq \{t_1, t_2 : \sigma \times \tau \mid (\pi_1(t_1), \pi_2(t_2)) \in \mathcal{R}_{\phi,\delta}(\sigma) \land (\pi_2(t_1), \pi_1(t_2)) \in \mathcal{R}_{\phi,\delta}(\tau)\}
\]

\[
\mathcal{R}_{\phi,\delta}(\exists \alpha. \tau) \triangleq \{t_1, t_2 : \exists \alpha. \tau \mid \forall \Sigma. (t_1[\Sigma], t_2[\Sigma]) \in \mathcal{R}_{\phi,\delta}(\tau[\Sigma/\alpha])\}
\]

The definition is analogous to the unary case. Note that the relation at the base types changes, we now require equality to ensure that the computations have the same control flow. We state now the Basic Lemma:

**LEMMA 4 (Basic Lemma).** Let \(\bar{P}\) be as above, and assume that for every \(v \in D\), \((\text{sample}(v), \text{sample}(v)) \in \bar{P}_{(0,0)}(\mathcal{R}_{\phi,\delta}(B))\). Let \(\vdash t : \sigma\) be a closed term and \(s_1 : M, s_2 : M \vdash \phi\) such that \(\phi \in \text{RSafe}(\text{Eff}(\sigma))\). Then, for all \(\epsilon, \delta \geq 0\), \((t, t) \in \mathcal{R}_{\phi,\delta}(\sigma)\)

**PROOF.** The proof is very similar to the unary case, by first stating a generalization and then proving it by induction on the typing judgment. \(\square\)

By instantiating the Basic Lemma at the type of adversaries, we get the following:

**COROLLARY 2.** The \([ADV – R]\) rule is sound.

**D ADDITIONAL EXAMPLES**

**D.1 Example: Accuracy for differentially private mechanisms**

Differential privacy [Dwork and Roth 2014] is a family of techniques focused on preventing queries from databases from revealing private data about the entries in the database. Concretely, we want to have plausible deniability that a concrete entry is in the database. This is usually achieved by making the queries through a *mechanism*, an algorithm that adds randomness to the output of the queries before releasing them. Privacy comes with the tradeoff of accuracy; the randomness that differentially private mechanisms add means that the result of the query cannot be exact. Nonetheless, we can often give bounds about how large the error can be.

In this example we will verify an accuracy bound for a differentially private mechanism known as Sparse Vector (SV) algorithm. This algorithm is used to make \(k\) numerical queries (i.e., queries whose output is a number) to a database, and answering for how many of them the result is above some threshold \(T\). It can also be modelled in an online manner [Barthe et al. 2016b], in which an adversary makes the queries one by one and observes the result (whether it is above or below the threshold) before deciding which query to make next.

As in many differentially private mechanisms, the randomness in the SV algorithm comes from a Laplace distribution, which has the following rule:
We will elaborate further on this part of the proof. We go backwards from the end of the procedure, where the second part states an accuracy bound on the first \( u_1 \) words, it tells us how accurate it is to replace \( u_2 \) variables:

\[
O(q) : \mathbb{R} \rightarrow \mathbb{R} : \quad x = \text{eval}(Q(q));
\]

\[
\text{let } y = \text{Lap}_{\epsilon/4}(x) \text{ in} \quad \text{let } t' = \text{read } t \text{ in} \quad \text{let } \text{inc } r; \quad \text{unit}(z); \]

\[
\text{z = if } y \geq t' \text{ then } tt \text{ else } ff; \quad a[r] := z; \quad b[r] := x; \]

The oracle runs the query \( q \), adds Laplace noise to its result, checks whether it is above the threshold \( t \), and returns its result to the adversary. For the verification process, we add some ghost variables: \( r \) records the round number, \( b \) is an array containing the noiseless result of the queries, and \( a \) records whether the noisy queries are above the threshold.

In the main procedure, we simply initialize the \( t \) variable by adding noise to the threshold \( T \), set the auxiliary variables to 0 and then instantiate the adversary with the oracle \( O \). We want to show the following accuracy bound

\[
\vdash \{ T \} \text{mainSV}(T) : T_{(a,b,r,t),1}(\mathbb{R}) \{ \forall i \leq k. \Phi(i) \} \beta
\]

where \( \Phi \) is defined as:

\[
\Phi(i) \triangleq (s[a[i]] = tt \Rightarrow s[b[i]] \geq T - \frac{6}{\epsilon} \log \frac{k + 1}{\beta}) \land (s[a[i]] = ff \Rightarrow s[b[i]] \leq T + \frac{6}{\epsilon} \log \frac{k + 1}{\beta})
\]

For this, we will use the adversary rule, with the invariant:

\[
\Phi'(j) = |T - s[t]| \leq \frac{2}{\epsilon} \log \frac{k + 1}{\beta} \land \forall i \leq j, \Phi(i)
\]

The first part of the invariant states how close the noisy threshold is to the original threshold \( T \), while the second part states an accuracy bound on the first \( j \) queries. The key part of the proof is showing that \( O \) preserves the invariant for any query, that is:

\[
\vdash \{ \Phi'(r) \} O(q) \{ \Phi'(r) \} \beta/(k+1)
\]

We will elaborate further on this part of the proof. We go backwards from the end of the procedure, and we will use the notation \( [O(q)]_n \) to denote the program formed by the first \( n \) instructions of \( O(q) \). Since the last instruction is \( r := r + 1 \), we can apply the [WRITE] rule, and we need to show

\[
\vdash \{ \Phi'(r) \} [O(q)]_5 \{ |T - s[t]| \leq \frac{2}{\epsilon} \log \frac{k + 1}{\beta} \land \forall i \leq r + 1. \Phi(i) \} \beta/(k+1)
\]
Since our precondition contains already $\forall i \leq r. \Phi(i)$ and $t$ does not change, the only interesting part is proving $\Phi(r+1)$ (the other cases can be proven by using $[\text{AND} \rightarrow \text{POST} \rightarrow \text{UN}]$). By applying $[\text{WRITE}]$ again and then $[\text{CASE}]$, it is sufficient to show:

$$+ \{\Phi'(r)\}[O(q)]_Z\{(v \geq s[t] \wedge x \geq T - \frac{6}{e} \log \frac{k + 1}{\beta}) \lor (v < s[t] \wedge x \leq T + \frac{6}{e} \log \frac{k + 1}{\beta})\}\beta/(k + 1)$$

Now we can apply the $[\text{LAP} \rightarrow \text{UBL}]$ rule setting $\delta$ to $\beta/(k + 1)$. By computation, we can see that

$$|v - x| \leq \frac{4}{e} \log \frac{k + 1}{\beta} \land v \geq s[t] \land |T - s[t]| \leq \frac{2}{e} \log \frac{k + 1}{\beta} \Rightarrow x \geq T - \frac{6}{e} \log \frac{k + 1}{\beta}$$

and

$$|v - x| \leq \frac{4}{e} \log \frac{k + 1}{\beta} \land v < s[t] \land |T - s[t]| \leq \frac{2}{e} \log \frac{k + 1}{\beta} \Rightarrow x \leq T + \frac{6}{e} \log \frac{k + 1}{\beta}$$

and this completes the proof.

E QUASI-BOREL SPACES

Quasi-borel spaces are defined as follows:

**Definition 5.** A quasi-Borel space is a pair $(X, M_X)$ of a set $X$ and a set $M_X \subseteq \mathbb{R} \rightarrow X$ satisfying the following closure properties:

1. If $\alpha : \mathbb{R} \rightarrow X$ is constant, then $\alpha \in M_X$.  
2. If $\alpha \in M_X$ and $f : \mathbb{R} \rightarrow \mathbb{R}$ is (Borel) measurable, then $\alpha \circ f \in M_X$. 
3. If $S : \mathbb{R} \rightarrow \mathbb{N}$ (Borel) measurable and $\{\alpha_i\}_{i \in \mathbb{N}} \subseteq M_X$ then $\lambda \alpha.\alpha_{S(r)}(r) \in M_X$. 

A morphism between quasi-Borel spaces $(X, M_X)$ and $(Y, M_Y)$ is a function $f : X \rightarrow Y$ such that for every $\alpha \in M_X$, $f \circ \alpha \in M_Y$. Quasi-Borel spaces and morphisms between them form a category $\text{QBS}$.

**Lemma 5.** For each standard Borel space $A$, $(A, \text{Meas}(\mathbb{R}, A))$ is a QBS.

There is a strong monad for probabilistic choices. We first define the concept of probability measures on QBSs.

**Definition 6.** Let $(X, M_X)$ be a quasi-Borel space. A (probability) measure over $(X, M_X)$ is a tuple $(A, \Sigma_A, \alpha, \mu)$ where $(A, \Sigma_A)$ is a standard Borel space, $\alpha \in \text{QBS}(Z, X)$ is a morphism and $\mu$ is a (probability) measure over $(A, \Sigma_A)$. We can define an equivalence relation between (probability) measures when they define the same integration operator:

$$(A, \Sigma_A, \alpha, \mu) \equiv (A', \alpha', \mu') \iff \forall f \in \text{QBS}(X, \mathbb{R}), \int_A (f \circ \alpha)d\mu = \int_{A'} (f \circ \alpha')d\mu'$$

**Definition 7.** The probability monad on QBS is defined by

$$\mathcal{P}(X) \triangleq \{(A, \alpha, \mu) \text{ probability measure over } X\}/\equiv$$

$$M_{\mathcal{P}(X)} \triangleq \{\lambda \nu.\{D_r, \alpha(r, -), \mu_r\} \mid \mu \sigma\text{-finite, } D \subseteq \mathbb{R} \times A \text{ measurable, } \alpha \in \text{QBS}(D, X)\}$$

where $D_r = \{\omega \mid (r, \omega) \in D\}$. The unit and Kleisli lifting are also defined by

$$\eta_X(x) \triangleq (\{\ast\}, \lambda y. x, \delta) \text{ where } \delta(\{\ast\}) = 1.$$  

$$f^*(A, \alpha, \mu) \triangleq [D, \beta, (\mu \otimes \mu')|_D] \text{ where } (f \in \text{QBS}(X, \mathcal{P}(Y)))$$

where $f(\alpha(r)) = [D_r, \beta(r, -), \mu']$, and $\otimes$ computes the product measure.
E.1 The Interpretation of Non-Monadic Part of the Language

First some preparations. We write \( d_{A \cdot X} : (A \cdot 1) \times X \to A \cdot X \) for the canonical isomorphism. This exists because \( \text{QBS} \) is a bi-CCC. Let \( 0^0 \triangleq 0^1 : 1 \to 0 \cdot 1 \) and \( \text{succ}^K \triangleq [i_{t+1}]_{i \in K} : K \cdot 1 \to (K+1) \cdot 1 \). The interpretation of the non-monadic part of the language is given as follows. Note that this is an induction on the derivation of \( \Gamma \vdash t : \tau \); the last rule is the case of the subtyping rule.

\[
\begin{align*}
\llbracket \Gamma + x : \tau \rrbracket & \triangleq \pi^\Gamma_x \\
\llbracket \Gamma \vdash \star : \mathbb{U} \rrbracket & \triangleq \top [\Gamma] \\
\llbracket \Gamma \vdash 0 : \mathbb{N}[0] \rrbracket & \triangleq 0^0 \circ [\Gamma] \\
\llbracket \Gamma \vdash s t : \mathbb{N}[K + 1] \rrbracket & \triangleq \text{succ}^K \circ [\Gamma \vdash t : \mathbb{N}[K]] \\
\llbracket \Gamma \vdash \lambda x : \tau \rightarrow \tau \rrbracket & \triangleq \lambda ([\Gamma, x : \tau \vdash t : \tau] \circ m_{\Gamma, x : \tau}) \\
\llbracket \Gamma \vdash t u : \tau \rrbracket & \triangleq \text{ev} \circ (\llbracket \Gamma \vdash t : \sigma \rightarrow \tau \rrbracket, [\Gamma \vdash u : \tau]) \\
\llbracket \Gamma \vdash \langle t, u \rangle : \tau \times \sigma \rrbracket & \triangleq \langle [\Gamma \vdash t : \tau], [\Gamma \vdash u : \sigma] \rangle \\
\llbracket \Gamma \vdash b \text{ if } b \text{ then } t_1 \text{ else } t_2 : \tau \rrbracket & \triangleq \llbracket [\Gamma \vdash t_1 : \tau], [\Gamma \vdash t_2 : \tau] \rrbracket \circ d_{[\Gamma], 1} \circ (\llbracket \Gamma \vdash b : \mathbb{B} \rrbracket, id_{[\Gamma]}) \\
\llbracket \Gamma \vdash \pi_i (t) : \tau_i \rrbracket & \triangleq \pi_i \circ [\Gamma \vdash t : \tau_1 \times \tau_2] \quad (i = 1, 2) \\
\llbracket \Gamma \vdash \forall \alpha . \tau \rrbracket & \triangleq [\Gamma \vdash t : \tau] \\
\llbracket \Gamma \vdash t : \tau[\Sigma/\alpha] \rrbracket & \triangleq [\Gamma \vdash t : \forall \alpha . \tau] \\
\llbracket \Gamma \vdash t : \tau \rrbracket & \triangleq c_{r, \tau} \circ [\Gamma \vdash t : \tau'] \quad (\tau' \leq \tau)
\end{align*}
\]

The rules \( \text{Adv} \) and \( \text{Adv-Inst} \) are not interpreted, as adversaries will be instantiated by closed terms.

E.2 Logic

Semantics of the logic is defined inductively by:

\[
\begin{align*}
\llbracket \Gamma \vdash \top \rrbracket & \triangleq \top \\
\llbracket \Gamma \vdash \bot \rrbracket & \triangleq \bot \\
\llbracket \Gamma \vdash P(t_1, \ldots, t_k) \rrbracket & \triangleq ([\llbracket \Gamma \vdash t_1 : \sigma_1 \rrbracket \times \cdots \times [\llbracket \Gamma \vdash t_k : \sigma_k \rrbracket])^* [P] \\
\llbracket \Gamma \vdash \phi \land \psi \rrbracket & \triangleq [\llbracket \Gamma \vdash \phi \rrbracket \cap [\llbracket \Gamma \vdash \psi \rrbracket] \\
\llbracket \Gamma \vdash \phi \lor \psi \rrbracket & \triangleq [\llbracket \Gamma \vdash \phi \rrbracket \cup [\llbracket \Gamma \vdash \psi \rrbracket] \\
\llbracket \Gamma \vdash \phi \Rightarrow \psi \rrbracket & \triangleq [\llbracket \Gamma \vdash \phi \rrbracket \Rightarrow [\llbracket \Gamma \vdash \psi \rrbracket] \\
\llbracket \Gamma \vdash \forall (x : \sigma) . \phi \rrbracket & \triangleq \forall [\Gamma], [\sigma] (m_{\Gamma, x : \sigma} [\Gamma, x : \sigma + \phi])
\end{align*}
\]

where the interpretation \( [P] \) for each base predicate \( P : \sigma_1 \times \cdots \times \sigma_k \) is a chosen element in \( \text{UP}_2^{[\sigma_1 \times \cdots \times \sigma_k]} \).

E.3 Graded Lifting for Union Bound in Example 6.2

We show that \( \check{\Phi}^{\text{ub}} \) is indeed a 2-valued strong \((\{0, \infty\}, \leq, +, 0)\)-graded lifting \( \check{\Phi}^{\text{ub}} \) of \( \check{\Phi} \).

1. We show \( P(y) = \top \implies \check{\Phi}^{\text{ub}}(0)(P)(\eta^{\check{\Phi}}_X(y)) = \top \). For all \( f \in \text{QBS}(X, D[0, 1]) \) such that \( P \sqsubseteq [f] \), we have \( \check{f}(y) = 1 \), hence \( \check{P}_X(\eta^{\check{\Phi}}_X(y)) = [f(x) = 1] = 1 \).

2. Let \( \Xi \in XPX \). We show \( \check{\Phi}^{\text{ub}}(\delta_1)(\check{\Phi}^{\text{ub}}(\delta_2)(P))(\Xi) = \top \implies \check{\Phi}^{\text{ub}}(\delta_1 + \delta_2)(P)(\mu^{P}_X(\Xi)) = \top \).
This implies that

\[ \Pr_{x \sim \mu}[f(x) = 1] \geq 1 - \delta_2(\Xi) \]

For all \( f \in \text{QBS}(X, D(0, 1)) \) such that \( P \perp |f| \), we have \( \Phi^{\text{ub}}_{X}(\delta_2)(P) \perp \Phi^{\text{ub}}_{X}(\delta_2)(|f|) \).

\[ \begin{align*}
\tau &= \Phi^{\text{ub}}_{P \times X}(\delta_1)(\Phi^{\text{ub}}_{X}(\delta_2)(P))(\Xi) \\
&\subseteq \Phi^{\text{ub}}_{P \times X}(\delta_1)(\Phi^{\text{ub}}_{X}(\delta_2)(|f|))(\Xi) \\
&= \Phi^{\text{ub}}_{P \times X}(\delta_1)(\lambda \nu) \cdot \Pr_{x \sim \nu}[f(x) = 1] \geq 1 - \delta_2(\Xi)
\end{align*} \]

\[ = \forall g \in \text{QBS}(P(X), D(0, 1)), (\lambda \nu) \cdot \Pr_{x \sim \nu}[f(x) = 1] \geq 1 - \delta_2 \subseteq |f| \cdot \Pr_{\nu \sim \Xi} [g(\nu) = 1] \geq 1 - \delta_1 \]

\[ = \Pr_{\nu \sim \Xi} [\Pr_{x \sim \nu}[f(x) = 1] \geq 1 - \delta_2] \geq 1 - \delta_1 \]

\[ \{ \text{Markov’s inequality (it holds for probability measures on quasi-Borel spaces).} \} \]

\[ \subseteq \begin{cases} 
\Pr_{\nu \sim \Xi} [f(x) = 1] \geq (1 - \delta_1)(1 - \delta_2) & \delta_1 < 1 \land \delta_2 < 1 \\
1 \geq 1 - \delta_1 & \text{otherwise}
\end{cases} \\
\subseteq \Pr_{\nu \sim \Xi} [f(x) = 1] \geq 1 - \delta_1 - \delta_2 \\
= \Pr_{x \sim \mu \times \nu}[f(x) = 1] \geq 1 - \delta_1 - \delta_2.
\]

(3) Let \( x \in X \) and \( \mu \in \mathcal{P}Y \). If \( P(x) = \tau \) and \( \Phi^{\text{ub}}_{Y}(\delta)(Q)(\mu) = \tau \), then \( \Phi^{\text{ub}}_{Y}(\delta)(P \times Q)(\theta^P(x, \mu)) \). We have \( \forall f \in \text{QBS}(Y, D(0, 1)), Q \subseteq |f| \cdot \Pr_{x \sim \nu}[f(x) = 1] \geq 1 - \delta \)

Here, for any \( g \in \text{QBS}(X \times Y, D(0, 1)) \) such that \( P \times Q \subseteq |g|, g(x, \cdot) : Y \rightarrow D(0, 1) \) satisfy \( Q \subseteq g(x, \cdot) \). This is a specific property of the case of \( \Omega = 2 \).

Hence,

\[ \begin{align*}
\tau &= \Phi^{\text{ub}}_{Y}(\delta)(P)(\mu) \\
&= \forall f \in \text{QBS}(Y, D(0, 1)), Q \subseteq |f| \cdot \Pr_{x \sim \mu}[f(x) = 1] \geq 1 - \delta \\
&\subseteq \forall g \in \text{QBS}(X \times Y, D(0, 1)), P \times Q \subseteq |g| \cdot \Pr_{y \sim \mu}[g(x, y') = 1] \geq 1 - \delta \\
&\{ \text{Fubini theorem (coherence property of strength } \theta^P \text{)} \}
\end{align*} \]

\[ = \forall g \in \text{QBS}(X \times Y, D(0, 1)), P \times Q \subseteq |g| \cdot \Pr_{(x', y') \sim \mu \times \nu}[g(x, y) = 1] \geq 1 - \delta \\
= \Phi^{\text{ub}}_{Y}(\delta)(P \times Q)(\theta^P(x, \mu))
\]

(4) It is obvious that \( \delta \leq \delta' \implies \Phi^{\text{ub}}_{X}(\delta)(P)(\nu) \subseteq \Phi^{\text{ub}}_{X}(\delta')(P)(\nu) \) holds by definition of \( \Phi^{\text{ub}} \).

E.4 Graded Lifting for Differential Privacy in Example 6.6

We show that \( \Phi^{\text{dp}} \) is a 2-valued strong \( (|0, \infty|, +, 0, \leq)^2 \)-graded relational lifting of \( \mathcal{P} \).

(1) Assume \( (x, y) \parallel P \). For all \( (f, g) : P \rightarrow S(e', \delta') \), we have

\[ (f \#_{X \rightarrow \mu}, g \#_{Y \rightarrow \mu}(y)) = (f(x), g(y)) \parallel S(e', \delta'). \]

This implies that \( \Phi^{\text{dp}}_{X \rightarrow \mu}(0, 0)(P)(\eta^X_{X \rightarrow \mu}(x), \eta^Y_{Y \rightarrow \mu}(y)) \) holds.

(2) Consider \( (v_1, v_2) \parallel \Phi^{\text{dp}}_{X \rightarrow \mu}(\epsilon, \delta)(P), (f, g) : P \rightarrow \Phi^{\text{dp}}_{X \rightarrow \mu}(\epsilon, \delta')(Q) \) and \( (k, l) : Q \rightarrow S(e'', \delta'') \). Then, \( (k \# f(x), l \# g(y)) \parallel S(e' + e'', \delta' + \delta'') \) holds for all \( (x, y) \parallel P \). Hence, \( (k \# f, l \# g) : P \rightarrow S(e' + e'', \delta' + \delta'') \).

Hence, \( (k \# f, l \# g) : \Phi^{\text{dp}}_{X \rightarrow \mu}(\epsilon, \delta)(P) \rightarrow S(e + e' + e'', \delta + \delta' + \delta'') \). Hence \( (k \# f \# v_1, l \# g \# v_2) \parallel S(e + e' + e'', \delta + \delta' + \delta'') \). Since \( (k, l) \) is arbitrary, we obtain \( (f \# v_1, g \# v_2) \parallel \Phi^{\text{dp}}_{X \rightarrow \mu}(\epsilon' + e'', \delta' + \delta'')(Q) \). Since \( (v_1, v_2) \) is arbitrary we conclude \( (f \#, g \#) : \Phi^{\text{dp}}_{X \rightarrow \mu}(\epsilon, \delta)(P) \rightarrow \Phi^{\text{dp}}_{X \rightarrow \mu}(\epsilon' + e'', \delta' + \delta'')(Q) \).
We have \((\text{id}_{P_X}, \text{id}_{P_Y}) : \mathcal{P}^{dp}_{X,Y}(\epsilon', \delta')(P) \rightarrow \mathcal{P}^{dp}_{X,Y}(\epsilon', \delta')(P)\). Then we have

\[
(\mu^P_X, \mu^P_Y) = (\text{id}_{P_X}, \text{id}_{P_Y}) : \mathcal{P}^{dp}_{X,Y}(\epsilon, \delta)(\mathcal{P}^{dp}_{X,Y}(\epsilon', \delta')(P)) \rightarrow \mathcal{P}^{dp}_{X,Y}(\epsilon' + \epsilon'', \delta' + \delta'')(P).
\]

(3) Consider \((x, y) \models P\) and \((v_1, v_2) \models \mathcal{P}^{dp}_{X,Y}(\epsilon, \delta)(Q)\).

For all \((f, g) : P \times Q \rightarrow S(\epsilon', \delta')\), we have \((f(x, -), g(y, -)) : Q \rightarrow S(\epsilon', \delta')\), (it is specific in the case of \(\Omega = 2\)). Then,

\[
(f(x, -)^\#(v_1), g(y, -)^\#(v_2)) \models S(\epsilon + \epsilon', \delta + \delta').
\]

Since \(f(x, -)^\#(v_1) = f^\#\theta^P_{X,X'}(x, v_1)\) and \(g(y, -)^\#(v_2) = g^\#\theta^P_{Y,Y'}(y, v_2)\), we have

\[
(\theta^P_{X,X'}(x, v_1), \theta^P_{Y,Y'}(y, v_2)) \models \mathcal{P}^{dp}_{X,Y}(\epsilon, \delta)(P \times Q).
\]

(4) It is obvious that if \(\epsilon \leq \epsilon'\) and \(\delta \leq \delta'\) then \(\mathcal{P}^{dp}_{X,Y}(\epsilon, \delta)(P)(v_1, v_2) \subseteq \mathcal{P}^{dp}_{X,Y}(\epsilon', \delta')(P)(v_1, v_2)\).

**F PROOFS OF SECTION 6**

We begin by formally stating the soundness of HOL:

**THEOREM F.1 (Soundness of HOL).** Let \(\Gamma \mid \Psi \vdash \phi\) be a derivable HOL judgment. Then it is valid, i.e. \([\Gamma \vdash \Psi] \subseteq [\Gamma \vdash \phi]\) holds in \(\mathbb{P}^2[\Gamma]\).

**Proof.** The proof is done by the induction on the derivation tree of \(\Gamma \mid \Psi \vdash \phi\). It is almost obvious. We see the rules Ax, \(\Rightarrow E\) and \(\Rightarrow I\).

(Ax) A judgment of the form \(\Gamma \mid \Psi \vdash \phi\) is always valid:

\[
([\Gamma \vdash \phi]) = ([\Gamma \vdash \Psi \land \phi]) = ([\Gamma \vdash \phi]) \cup ([\Gamma \vdash \phi]) \subseteq ([\Gamma \vdash \phi]).
\]

(\(\Rightarrow I\)) Suppose that the judgment \(\Gamma \mid \Psi, \phi_1 \vdash \phi_2\) is derivable. By induction hypothesis, it is valid. Then we have \([\Gamma \vdash \Psi \mid \phi_1] \subseteq ([\Gamma \vdash \phi_2])\). This implies

\[
([\Gamma \vdash \Psi]) \subseteq (\{[\Gamma] \mid ([\Gamma \vdash \phi_1] \cup ([\Gamma \vdash \phi_2])\} = ([\Gamma \vdash \phi_1 \Rightarrow \phi_2]).
\]

(\(\Rightarrow E\)) Suppose that the judgments \(\Gamma \mid \Psi \vdash \phi_1 \Rightarrow \phi_2\) and \(\Gamma \mid \Psi \vdash \phi_1\) are derivable. By induction hypothesis, they are valid. We have \([\Gamma \vdash \Psi] \subseteq ([\Gamma \vdash \phi_1] \cup ([\Gamma \vdash \phi_2]) \subseteq ([\Gamma] \mid ([\Gamma \vdash \phi_1] \cup ([\Gamma \vdash \phi_2]) \subseteq ([\Gamma \vdash \phi_1] \cup ([\Gamma \vdash \phi_2])\).

\[
([\Gamma \vdash \Psi]) \subseteq (\{[\Gamma] \mid ([\Gamma \vdash \phi_1] \cup ([\Gamma \vdash \phi_2]) \subseteq ([\Gamma \vdash \phi_2]).
\]

\(\square\)

A judgment in UHOL can be seen a pair of a typing judgment and a logical judgment that contains an extra distinguished variable \(r\) referring to the typed term. With this in mind, we show:

**THEOREM F.2 (Soundness of UHOL).** Let \(\Gamma \mid \Psi \vdash : \sigma\{\phi\}\) be a derivable UHOL judgment. Then, for any \(\gamma \in ([\Gamma] \mid [\Gamma = \text{\textendash} \text{\textendash} \text{\textendash} \text{\textendash}]\), \(\gamma = ([\Gamma \vdash \Psi])\) implies \(\Gamma \vdash : \sigma\{\gamma\} \models [\Gamma, r : \sigma \vdash \phi]_y\).

Now we prove soundness of HO-UBL. We recall here the statement:

**PROPOSITION.** Let \(\Gamma \mid \Psi \vdash \{P\} : T_{\Sigma,k}(r)(\{Q\})\) be a derivable HO-UBL judgment without the adversary rule. Then, for any \(\gamma \in ([\Gamma] \mid [\Gamma \vdash \Psi])\) implies

\[
[\Gamma \vdash \{P\} : T_{\Sigma,k}(r)](\gamma) \models \mathcal{P}^{ub}_{\Sigma,S}(\delta)([\Gamma, s : \mathbb{M} \vdash P]_y, [\Gamma, v : r, s : \mathbb{M} \vdash Q]_y).
\]

**PROOF OF PROPOSITION 6.4.** In this proof we simply write \(\mathcal{P}^S\) for \(\mathcal{P}^{ub}_{\Sigma,S}\). The proof is by induction on the derivation. We show the more interesting cases:
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Unit. By soundness of non-monadic HO-UBL, we have that

\[ \gamma \models [\Gamma \vdash \bigwedge \Psi] \Rightarrow [\Gamma \vdash t : \tau](\gamma) \models [\Gamma, r : \sigma \vdash \emptyset]_{\gamma} \]

Now consider an arbitrary \( \Gamma, s : M \vdash P \). By definition, \[ [\Gamma \vdash \text{unit}(t) : T_{\Sigma,k}(\sigma)](\gamma) = \eta^{PS} \circ \ldots \]

By Lemma 1 we conclude that

\[ \eta^{PS} \circ [\Gamma \vdash t : \sigma](\gamma) \models \hat{\Psi} \hat{S}([\sigma])0(\langle [\Gamma, s : M \vdash P]_{\gamma}, I[\Gamma \vdash \emptyset] \times [\Gamma, s : M \vdash P]_{\gamma} \rangle) \]

Bind. By I.H. we have that, for all \( \gamma \models [\Gamma \vdash \Psi] \)

\[ [\Gamma \vdash t : T_{\Sigma,k}(\tau)](\gamma) \in \hat{\Psi} \hat{S}(\delta)([\Gamma, s : M \vdash P]_{\gamma}, [\Gamma, s : M, v : \tau \vdash Q]_{\gamma}) \]

and for all \( e \in \llbracket \tau \rrbracket \), \( (\gamma, e) \models [\Gamma, x : \tau \vdash \Psi] \), so

\[ [\Gamma, x : \tau \vdash u : T_{\Sigma,k}(\sigma)]_{\gamma,e} \models \hat{\Psi} \hat{S}(\delta')(\langle [\Gamma, x : \tau, t : M \vdash Q]_{\gamma,e}, [\Gamma, x : \tau, s : M, v : \sigma \vdash R]_{\gamma,e} \rangle) \]

Since \( x \notin FV(R) \), then also

\[ [\Gamma, x : \tau \vdash u : T_{\Sigma,k}(\sigma)]_{\gamma,e} \models \hat{\Psi} \hat{S}(\delta')(\langle [\Gamma, x : \tau, t : M \vdash Q]_{\gamma,e}, [\Gamma, s : M, v : \sigma \vdash R]_{\gamma,e} \rangle) \]

Note that \( \lambda^{-1}(\langle [\Gamma, x : \tau \vdash u : T_{\Sigma,k}(\sigma)](\gamma) \rangle) \) is a morphism \( \tau \times M \rightarrow \mathcal{P}(\sigma \times M) \) and that we can derive

\[ \lambda^{-1}(\langle [\Gamma, x : \tau \vdash u : T_{\Sigma,k}(\sigma)](\gamma) \rangle) : \llbracket \Gamma, x : \tau, t : M \vdash Q \rrbracket_{\gamma} \rightarrow \hat{\Psi} \hat{S}(\delta')(\langle [\Gamma, s : M, v : \sigma \vdash R]_{\gamma,e} \rangle) \]

By Lemma 1,

\[ (\langle [\Gamma, x : \tau \vdash u : T_{\Sigma,k}(\sigma)](\gamma) \rangle)^{\#} : \llbracket \Gamma, x : \sigma \vdash u : T_{\Sigma,k}(\sigma) \rrbracket^{\#} \circ \emptyset \circ (id_{\Gamma}, [\Gamma \vdash t : T_{\Sigma,k}(\tau)]) \]

so we conclude.

Read. Recall that \( [\Gamma \vdash \text{read} a : T_{\Sigma,k}(\Psi)] \models \lambda(\eta^{P} \circ \langle \pi_{a}, id \rangle \circ u_{\Psi}([\Gamma \vdash \Psi])) \) As in the previous case, we use the semantics of substitution to show:

\[ \langle !, id \rangle \circ u_{\Psi}(\llbracket \Gamma \vdash t : \Psi \rrbracket)(\gamma, -) : [\Gamma, s : M \vdash P[s[a \mapsto t]]_{\gamma}] \rightarrow [\Gamma, v : \emptyset : s : M \vdash P]_{\gamma} \]

By the properties of \( \hat{\Psi} \) and \( \eta^{P} \), we conclude.

Write. Recall that \( [\Gamma \vdash a := \text{t} : T_{\Sigma,k}(\mathbb{U})] \models \lambda(\eta^{P} \circ \langle !, id \rangle \circ u_{\mathbb{U}}([\Gamma \vdash \mathbb{U}])) \). As in the previous case, we use the semantics of substitution to show:

\[ \langle !, id \rangle \circ u_{\mathbb{U}}(\llbracket \Gamma \vdash t : \mathbb{U} \rrbracket)(\gamma, -) : [\Gamma, s : M \vdash P[s[a \mapsto t]]_{\gamma}] \rightarrow [\Gamma, v : \emptyset, s : M \vdash P]_{\gamma} \]

Monadic Case. By I.H., \( \gamma \models [\Gamma \vdash \bigwedge \Psi] \). This, together with the induction hypothesis on each branch entails

\[ [\Gamma \vdash t_{1} : T_{\Sigma,k}(\tau)](\gamma) \models \hat{\Psi} \hat{S}(\delta)(\langle [\Gamma, s : M \vdash \langle b = tt \rangle \cap P_{1}]_{\gamma}, [\Gamma, s : M, v : \tau \vdash Q]_{\gamma} \rangle) \]

\[ [\Gamma \vdash t_{2} : T_{\Sigma,k}(\tau)](\gamma) \models \hat{\Psi} \hat{S}(\delta)(\langle [\Gamma, s : M \vdash \langle b = ff \rangle \cap P_{2}]_{\gamma}, [\Gamma, s : M, v : \tau \vdash Q]_{\gamma} \rangle) \]

Here we used the fact that \( \gamma \models \Psi \land \Phi \implies P_{Y} \leq Q_{Y} \) implies \( \gamma \models \Psi \implies (\pi_{1}^{\prime} I \Phi \cap P_{Y}) \leq Q_{Y} \).

Then from the standard reasoning on conditional expression we conclude

\[ [\Gamma \vdash \text{if } b \text{ then } t_{1} \text{ else } t_{2}](\gamma) \models \hat{\Psi} \hat{S}(\delta)(\langle [\Gamma, s : M \vdash \langle b = tt \rangle \cap P_{1}] \cup (\langle b = ff \rangle \cap P_{2}) \rangle, [\Gamma, s : M, v : \tau \vdash Q]_{\gamma}) \]
• Uniform sampling. Here we use the concrete definition of \( P \), \( \llbracket \Gamma \vdash \text{Unif}(\sigma) : T_{\Sigma, k}(\sigma) \rrbracket = \lambda . \theta \circ \text{Unif}(\llbracket \sigma \rrbracket), \text{id} \). By definition of the uniform distribution, if \( \{ x \in \sigma | x \in \phi \} / |\sigma| = \delta \), then \( \text{Pr}_{x \sim \text{Unif}(\llbracket \sigma \rrbracket)}[x \in \phi] = \delta \), so \( \text{Unif}(\llbracket \sigma \rrbracket) \in \mathcal{P}^{ub}(1 - \delta)(\phi) \), and therefore,

\[
\llbracket \Gamma \vdash \text{Unif}(\sigma) : T_{\Sigma, k}(\sigma) \rrbracket : \llbracket \Gamma, s : M \vdash P \rrbracket \\
\quad \rightarrow \mathcal{P}^{ub}(1 - \delta)(\llbracket x : \sigma \vdash \phi \rrbracket) \times \llbracket \Gamma, s : M \vdash P \rrbracket \\
\quad \rightarrow \mathcal{P}^{ub}(1 - \delta)(\llbracket \Gamma, x : \sigma, s : M \vdash \phi \land P \rrbracket).
\]

• \[ \phi \in \ast \]

A judgment in RHOL can be seen as a triple formed by two typing judgments and a logical judgment with two extra distinguished variables.

**Theorem F.3 (Soundness of RHOL).** Let \( \Gamma \mid \Psi \vdash t_1 : \sigma_1 \sim t_2 : \sigma_2 \{ \phi \} \) be a derivable UHOL judgment. Then, for any \( y \in \llbracket \Gamma \rrbracket \), \( y \models \llbracket \Gamma \vdash \Psi \rrbracket \) implies

\[
(\llbracket \Gamma \vdash t_1 : \sigma_1 \rrbracket(y), \llbracket \Gamma \vdash t_2 : \sigma_2 \rrbracket(y)) \models \llbracket \Gamma, r_1 : \sigma_1, r_2 : \sigma_2 \vdash \phi \rrbracket.
\]

We now prove soundness of the relational logic. We first recall the statement:

**Proposition.** Let \( \Gamma \mid \Psi \vdash \{ P \} t_1 : T_{\Sigma, k}(\tau_1) \sim t_1 : T_{\Sigma, k}(\tau_2) \{ Q \} \delta \) be a derivable HO-PRL judgment without the [ADV − R] rule. Then for any \( y \in \llbracket \Gamma \rrbracket \), \( y \models \llbracket \Gamma \vdash \Psi \rrbracket \) implies

\[
(\llbracket \Gamma \vdash t_1 : T_{\Sigma, k}(\tau_1) \rrbracket(y), \llbracket \Gamma \vdash t_2 : T_{\Sigma, k}(\tau_2) \rrbracket(y)) \models \hat{\mathcal{P}} \hat{S}(0, \delta)(\llbracket P \rrbracket(y), \llbracket Q \rrbracket(y),
\]

where \( \llbracket P \rrbracket \), \( \llbracket s_1 : M, s_2 : M \vdash P \rrbracket \), and \( \llbracket Q \rrbracket \), \( \llbracket s_1 : M, s_2 : M, v_1 : \sigma, v_2 : \sigma \vdash Q \rrbracket \).

**Proof of Proposition 6.7.** To simplify the proof, we will use set theory notation, i.e. instead of \( y \in \text{QBS}(1, \llbracket \Gamma \rrbracket) \) and \( \langle y', \text{id} \rangle \llbracket \Gamma, s : M \vdash P \rrbracket \), we write \( y \in \llbracket \Gamma \rrbracket \) and \( \llbracket \Gamma, s : M \vdash P \rrbracket(y) \). We also use the shorthand \( \hat{T}_{\sigma_1, \sigma_2, (\epsilon, \delta)} \triangleq \hat{S}(\hat{P}^{\delta \phi})_{\sigma_1, \sigma_2, (\epsilon, \delta)} \), and omit \( \sigma_1, \sigma_2 \) when they are clear from the context. We only show a few interesting cases:

• [UNIT − L]. By soundness of UHOL,

\[
\langle \text{id}_{\llbracket \Gamma \rrbracket}, \llbracket \Gamma \vdash t : \tau_1 \rrbracket \rangle : \llbracket \Gamma \vdash \bigwedge \Psi \rrbracket \rightarrow \llbracket \Gamma, r : \tau_1 \vdash \phi \rrbracket
\]

so for all \( y \in \llbracket \Gamma \vdash \Psi \rrbracket \), \( \llbracket \Gamma \vdash t : \tau_1 \rrbracket(y) \in \llbracket \Gamma, r : \tau_1 \vdash \phi \rrbracket(y) \). Consider an arbitrary predicate \( \Gamma, s_1 : M, s_2 : M \vdash P \). By definition,

\[
\llbracket \Gamma \vdash \text{unit}(t) : T\tau_1 \rrbracket(y) = \eta^T(\llbracket \Gamma \vdash t : \tau_1 \rrbracket(y))
\]

and

\[
\llbracket \Gamma \vdash \text{skip} : T\top \rrbracket(y) = \eta(*)
\]

Where * is the only element of the singleton set. By Lemma ?? we can conclude that

\[
(\eta^T(\llbracket \Gamma \vdash t : \tau_1 \rrbracket(y)), \eta^T(*)) \in \\
\hat{T}_{\tau_1, \top, (0,0)}(\llbracket \Gamma, s_1 : M, s_2 \vdash P \rrbracket(y), \llbracket \Gamma \vdash \phi \rrbracket(y) \times \llbracket \Gamma, s_1 : M, s_2 : M \vdash P \rrbracket(y))
\]

• [BIND]. By applying I.H. to the first premise we have that, for all \( y \in \llbracket \Gamma \vdash \Psi \rrbracket \)

\[
\llbracket \Gamma \vdash t_1 : T\tau_1 \rrbracket(y), \llbracket \Gamma \vdash t_2 : T\tau_2 \rrbracket(y) \in \\
\hat{T}_{(\epsilon, \delta)}(\llbracket \Gamma, s_1 : M, s_2 : M \vdash P \rrbracket(y), \llbracket \Gamma, s_1 : M, v_1 : \tau_1, s_2 : M, v_2 : \tau_2 \vdash Q \rrbracket(y))
\]
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and for all $e_1 : \tau_2$, $e_2 : \tau_2$, we have $(\gamma, e_1, e_2) \in \llbracket \Gamma, x_1 : \tau_1, x_2 : \tau_2 \vdash \Psi \rrbracket$, so by applying I.H. to the second premise,

$$((\llbracket \Gamma, x_1 : \tau_1, x_2 : \tau_2 \vdash u_1 : \mathcal{T} \sigma_1 \rrbracket(\gamma, e_1, e_2), \llbracket \Gamma, x_1 : \tau_1, x_2 : \tau_2 \vdash u_2 : \mathcal{T} \sigma_2 \rrbracket(\gamma, e_1, e_2)) \in$$

$$\mathcal{T}(e', \delta')((\llbracket \Gamma, x_1 : \tau_1, x_2 : \tau_2, s_1 : M, s_2 : M \vdash Q \rrbracket(\gamma, e_1, e_2),$$

$$\llbracket \Gamma, x_1 : \tau_1, x_2 : \tau_2, s_1 : M, v_1 : \sigma_1, s_2 : M, v_2 : \sigma_2 \vdash R \rrbracket(\gamma, e_1, e_2))$$

Since $x_1, x_2 \notin \text{FV}(R)$, then also

$$((\llbracket \Gamma, x_1 : \tau_1, x_2 : \tau_2 \vdash u_1 : \mathcal{T} \sigma_1 \rrbracket(\gamma, e_1, e_2), \llbracket \Gamma, x_1 : \tau_1, x_2 : \tau_2 \vdash u_2 : \mathcal{T} \sigma_2 \rrbracket(\gamma, e_1, e_2)) \in$$

$$\mathcal{T}(e', \delta')(\llbracket \Gamma, x_1 : \tau_1, x_2 : \tau_2, s_1 : M, s_2 : M \vdash Q \rrbracket(\gamma, e_1, e_2),$$

$$\llbracket \Gamma, s_1 : M, v_1 : \sigma_1, s_2 : M, v_2 : \sigma_2 \vdash R \rrbracket(\gamma))$$

Also, since $x_1 \notin \text{FV}(u_2)$ and $x_2 \notin \text{FV}(u_1)$, we have morphisms

$$\lambda^{-1}(\llbracket \Gamma, x_1 : \tau_1 \vdash u_1 : \mathcal{T} \sigma_1 \rrbracket(\gamma)) : \tau_1 \times M \rightarrow \mathcal{P}(\sigma_1 \times M)$$

and

$$\lambda^{-1}(\llbracket \Gamma, x_2 : \tau_2 \vdash u_2 : \mathcal{T} \sigma_2 \rrbracket(\gamma)) : \tau_2 \times M \rightarrow \mathcal{P}(\sigma_2 \times M)$$

so,

$$((\llbracket \Gamma, x_1 : \tau_1 \vdash u_1 : \mathcal{T} \sigma_1 \rrbracket(\gamma), \llbracket \Gamma, x_2 : \tau_2 \vdash u_2 : \mathcal{T} \sigma_2 \rrbracket(\gamma)) :$$

$$\llbracket \Gamma, x_1 : \tau_1, s_1 : M, x_2 : \tau_2, s_2 : M \vdash Q \rrbracket(\gamma) \rightarrow$$

$$\mathcal{P}^\delta(dp_{(e', \delta')}(\llbracket \Gamma, s_1 : M, v_1 : \sigma_1, s_2 : M, v_2 : \sigma_2 \vdash R \rrbracket(\gamma))$$

By the relational analogue of Lemma 1, we get

$$((\llbracket \Gamma, x_1 : \tau_1 \vdash u_1 : \mathcal{T} \sigma_1 \rrbracket(\gamma))^a, (\llbracket \Gamma, x_2 : \tau_2 \vdash u_2 : \mathcal{T} \sigma_2 \rrbracket(\gamma))^a) :$$

$$\mathcal{T}(e, \delta')(\llbracket \Gamma, s_1 : M, s_2 : M \vdash P \rrbracket(\gamma), \llbracket \Gamma, s_1 : M, v_1 : \tau_1, s_2 : M, v_2 : \tau_2 \vdash Q \rrbracket(\gamma)) \rightarrow$$

$$\mathcal{T}(e + e', \delta + \delta')(\llbracket \Gamma, s_1 : M, s_2 : M \vdash P \rrbracket(\gamma), \llbracket \Gamma, s_1 : M, v_1 : \sigma_1, s_2 : M, v_2 : \sigma_2 \vdash R(\gamma))$$

and from this we can conclude. □