Multi-task Video Enhancement for Dental Interventions
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Abstract. A microcamera firmly attached to a dental handpiece allows dentists to continuously monitor the progress of conservative dental procedures. Video enhancement in video-assisted dental interventions alleviates low-light, noise, blur, and camera handshakes that collectively degrade visual comfort. To this end, we introduce a novel deep network for multi-task video enhancement that enables macro-visualization of dental scenes. In particular, the proposed network jointly leverages video restoration and temporal alignment in a multi-scale manner for effective video enhancement. Our experiments on videos of natural teeth in phantom scenes demonstrate that the proposed network achieves state-of-the-art results in multiple tasks with near real-time processing. We release Vident-lab at https://doi.org/10.34808/1jby-ay90 the first dataset of dental videos with multi-task labels to facilitate further research in relevant video processing applications.
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1 Introduction

Computer-aided dental intervention is an emerging field \cite{33,10,20}. In contemporary clinical practice, dentists use various instruments to view the teeth better for decreased work time and increased quality of conservative dental procedures \cite{13}. A close and continuous view of the operated tooth enables a more effective and safer dental bur maneuver within the tooth to remove caries and limit the risk of exposing pulp tissue to infection. A microcamera in an adapter firmly
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Fig. 1: Multi-task enhancement of videos from dental microcameras. We propose MOST-Net, a multi-output, multi-scale, multi-task network that propagates task outputs within and across scales in the encoder and decoder to fuse spatio-temporal information and leverage task interactions.

attached to a dental handpiece near the dental bur allows dentists to inspect the operated tooth during drilling closely and uninterruptedly in a display. However, the necessary miniaturization of vision sensors and optics introduces artifacts. Macro-view translates the slight motion of the bur to its more significant image displacement. The continuous camera shakes increase eye fatigue and blur. Handpiece vibrations, rapid light changes, splashing water and saliva further complicate imaging of intra-oral scenes. This study is the first to address the effectively compromised quality of videos of phantom scenes with an algorithmic solution to integrate cost-effective microcameras into digital dental workflows.

We propose a new multi-task, decoder-focused architecture [25] for video processing and apply it to video enhancement of dental scenes (Fig. 1). The proposed network has multiple heads at each scale level. Provided that task-specific outputs amend themselves to scaling, the network propagates the outputs bottom-up, from the lowest to the highest scale level. It thus enables task synergy by loop-like modeling of task interactions in the encoder and decoder across scales. UberNet [9] and cross-stitch networks [16] are encoder-focused architectures that propagate task outputs across scales in the encoder. Multi-modal distillation in PAD-Net [27] and PAP-Net [29] are decoder-focused networks that fuse outputs of task heads to make the final dense predictions but only at a single scale. MTI-Net [24], which is most similar to our architecture, extends the decoder fusion by propagating task-specific features bottom-up across multiple scales through the encoder. Instead of propagating the task features in scale-specific distillation modules across scales to the encoder, our network simultaneously propagates task outputs to the encoder and to the task heads in the decoder. Furthermore, the networks make dense task prediction in static images while we extend our network to videos.

We instantiate the proposed model to jointly solve low-, mid-, and high-level video tasks that enhance intra-oral scene footage. In particular, the model formulates color mapping [28], denoising, and deblurring [26,30,8] as a single dense prediction task and leverages, as auxiliary tasks, homography estimation [12] for
video stabilization [1] and teeth segmentation [32] to re-initialize video stabilization. Task-features interacted in the two-branch decoder in [7] at a single scale for dense motion and blur prediction in dynamic scenes. We are the first to jointly address the tasks of color mapping, denoising, deblurring, motion estimation, and segmentation. We demonstrate that our near real-time network achieves state-of-the-art results in multiple tasks on videos with natural teeth in phantom scenes.

Our contributions are: (i) a novel application of a microcamera in computer-aided dental intervention for continuous tooth macro-visualization during drilling, (ii) a new, asymmetrically annotated dataset of natural teeth in phantom scenes with pairs of frames of compromised and good quality using a beam splitter, (iii) a novel deep network for video processing that propagates task outputs to encoder and decoder across multiple scales to model task interactions, and (iv) demonstration that an instantiated model effectively addresses multi-task video enhancement in our application by matching and surpassing state-of-the-art results of single task networks in near real-time.

2 Proposed method

Video enhancement tasks are interdependent, e.g. aligning video frames assists deblurring [30,31,8,26] while denoising and deblurring expose image features that facilitate motion estimation [12]. We describe MOST-Net (multi-output, multi-scale, multi-task), a network that models and exploits task interactions across scale levels of the encoder and decoder. We assume the network yields \( T \) task outputs at each scale \( \{O^s_{i,s}\}_{s=1}^{T} \), where \( s = 1 \) denotes the original image resolution. Task outputs are propagated inner-scale but also upsampled from the lower scale and propagated to the encoder layers and the task-specific branches of the decoder at higher scales. We require the following task-specific relation:

\[
u_i(O^{s+1}_i) = O^s_i,
\]

where \( u_i \) denotes some operator, for instance, the upsampling operator for segmentation or the scaling operator for homography estimation.

Problem Statement. We instantiate MOST-Net to address the video enhancement tasks in dental interventions. In this setting, \( T = 3 \) and \( O_1, O_2, O_3 \) denote the outputs for video restoration, segmentation and homography estimation. A video stream generates observations \( \{B_{t-z}\}_{z=0}^{P} \), where \( t \) is the time index and \( P > 0 \) is a scalar value referring to the number of past frames. The problem is to estimate a clean frame, a binary teeth segmentation mask and approximate the inter-frame motion by a homography matrix, denoted by the triplet \( O^3_{1,1} = \{R^s_t, M^s_t, H^s_{t-1\rightarrow t}\}_{s=1}^{S} \). Let \( x \) correspond to pixel location. Given per-pixel blur kernels \( k_{x,t} \) of size \( K \), the degraded image at \( s = 1 \) is generated as:

\[
\forall x \forall t B_{x,t} = \sigma((R_{x,t})^{-1}k_{x,t}) + \eta,
\]

where \( \eta \) and \( \sigma \) denote additive and signal dependent noise, respectively, while \( (R_{x,t})^{-1} \) is a window of size \( K \) around pixel \( x \) in image \( R^1_t \). Next we assume
multiple independently moving objects present in the considered scenes, while our task is to estimate only the motion related to the object of interest (i.e. teeth), which is present in the region indicated by non-zero values of mask $M$:

$$\forall_t \forall_x x_t = H_{t-1\rightarrow t}x_{t-1} \text{ s.t. } M_t(x) = 1$$  \hfill (3)

**Training.** In our setting, all tasks share training data in dataset $\mathcal{D} = \{\{B\}_j, \{O^i_s\}_j\}_{i,s,j=1}^N$, where $\{O^i_s\}_j$ is a label related to task $i$ at scale $s$ for the $j$-th training sample $\{B\}_j$, while $N$ denotes number of samples in training data. In the context of deep learning, the optimal set of parameters $\Theta$ for some network $\mathcal{F}_\Theta$ is derived by minimizing a penalization criterion:

$$\mathcal{L}(\Theta) = \sum_j N \sum_{i} \sum_{s} \lambda_i L_i \left( \{O^i_s\}_j, \{\hat{O}^i_s(\Theta)\}_j \right),$$  \hfill (4)

where $\lambda_i$ is a scalar weighting value, $\hat{O}^i_s(\Theta)$ is an estimate of $O^i_s$ for $j$-th sample in $\mathcal{D}$, and $L_i$ is a distance measure. In this study, we use the Charbonnier loss $[2]$ as $L_1$, the binary cross-entropy $[17]$ as $L_2$ and the Mean Average Corner Error (MACE) $[5]$ as $L_3$.

**Encoders.** At each time step, MOST-Net extracts features $f^i_s$, $f^i_t$ from two input frames $B_{t-1}$ and $B_t$ independently at three scales. To effectuate the U-shaped $[21]$ downsampling, features are extracted via $3 \times 3$ convolutions with strides of 1, 2, 2 for $s = 1, 2, 3$ followed by ReLU activations and 5 residual blocks $[4]$ at each scale. The residual connections are augmented with an addi-
tional branch of convolutions in the Fast Fourier domain, as in [14]. The output channel dimension for features $f_s^t$ is $2^{s+4}$. At each scale, features $f_s^t$ and $W_{\bar{H}}(f_{s-1}^t)$ are concatenated and a channel attention mechanism follows [30] to fuse them into $F_s^t$. MOST-Net uses homography outputs from lower scales to warp encoder features from the previous time step as $W_{\bar{H}}(f_{s-1}^t)$. Here, $\bar{H}^s$ is an upscaled version of $H^{s+1}$ for higher scales and the identity matrix for $s = 3$.

**Decoders.** The attended encoder features $F_s^t$ are passed onto the expanding blocks scale-wisely via the skipping connections. At the lower scale ($s = 3$), the attended features $F_3^t$ are directly passed on a stack of two residual blocks with 128 output channels. Thereafter, transposed convolutions with strides of 2 are used twice to recover the resolution scale. At higher scales ($s < 3$), features $F_s^t$ are first concatenated with the upsampled decoder features $g_{s-1}^t$ and convolved by $3 \times 3$ kernels to halve the number of channels. Subsequently, they are propagated onto two residual blocks with 64 and 32 output channels each. The residual block outputs constitute scale-specific shared backbones. Lightweight task-specific branches follow to estimate the dense outputs. Specifically, one $3 \times 3$ convolution estimates $R_s^t$ and two $3 \times 3$ convolutions, separated by ReLU, yield $M_s^t$ at each scale. Fig. 2 shows MOST-Net enables refinement of lower scale segmentations by upsampling and inputting them at the task-specific branches of higher scales.

At each scale, homography estimation modules estimate 4 offsets, related 1-1 to homographies via the Direct Linear Transformation (DLT) as in [5,12]. The motion gated attention modules multiply features $f_s^t$ with segmentations $M_s^t$ to filter out context irrelevant to the motion of the teeth. The channel dimensionality is then halved by a $3 \times 3$ convolution while a second one extracts features from the restored output $R_s^t$. The concatenation of the two streams forms features $h_s^t$. At each scale, $h_s^t$ and $W_{\bar{H}}(h_{s-1}^t)$, are employed to predict the offsets with shallow downstream networks. Predicted offsets at lower scales are transformed back to homographies and cascaded bottom-up [12] to refine the higher scale ones. Similarly to [5], we use blocks of $3 \times 3$ convolutions coupled with ReLU, batch normalization and max-pooling to reduce the spatial size of the features. Before the regression layer, a 0.2 dropout is applied. For $s = 1$, the convolution output channels are 64, 128, 256, 256 and 256. For $s=2,3$ the network depth is cropped from the second and third layers onwards respectively.

### 3 Results and Discussion

**Dataset.** We describe the generation of Vident-lab dataset $D$ with frames $B$ and labels $R$, $M$ and $H$ for training, validation, and testing (Tab. 1). We generate the labels at full resolution as illustrated in Fig. 3. The lower scale labels $O_s^t$ are obtained from the inverse of Eq. 1 i.e. downsampling for $R$, $M$ and downscaling for $H$. The dataset is publicly available at https://doi.org/10.34808/1jby-ay90.

**Data acquisition.** A miniaturized camera $C_1$ has inferior quality to intraoral cameras $C_2$, which have larger sensors and optics. Our task is to teach $C_1$ to image the scene equally well as $C_2$. Both cameras, which are firmly coupled
through a 50/50 beam splitter, acquire videos of the same dental scene. Dynamic time warping (DTW) synchronizes the videos and then SimpleElastix \cite{15} registers the corresponding 320 × 416 frames.

**Noise, blur, colorization:** \( B \) and \( R \). We use frame-to-frame (F2F) training \cite{9} on static video fragments recorded with camera \( C_1 \) and apply the trained image denoiser to obtain *denoised frames* and their *noise maps*. The denoised frames are temporally interpolated \cite{19} 8 times and averaged over a temporal window of 17 frames to synthesize realistic blur. The noise maps are added to the blurry frames to form the *input video frames* \( B \). However, perfect registration of frames between two different modalities \( C_1 \) and \( C_2 \) is challenging. Instead, we colorize frames of \( C_1 \) as per \( C_2 \) to create the ground truth *output video frames* \( R \). Similarly to \cite{25}, we learn a color mapping (CM) network to predict parameters of 3D functions used to map colors of dental scenes from \( C_2 \) to \( C_1 \). In effect, we circumvent local registration errors and obtain exact, pixel-to-pixel spatial correspondence of frames \( B \) and \( R \).

**Segmentation masks and homographies:** \( M, H \). We manually annotate one frame \( R \) of natural teeth in phantom scenes from each training video and four frames of teeth in each validation and test videos. Following \cite{18} that used a powerful network, an HRNet48 \cite{22} pretrained on ImageNet, is fine-tuned on our annotations to automatically segment the teeth in the remaining frames in all three sets. We compute optical flows between consecutive clean frames with RAFT \cite{23}. Motion fields are cropped with teeth masks \( M_t \) to discard other moving objects, such as the dental bur or the suction tube, as we are interested in stabilizing the videos with respect to the teeth. Subsequently, a partial affine homography \( H \) is fitted by RANSAC to the segmented motion field.

**Setup.** We train, validate, and test all methods on our dataset (Tab. 1). In all MOST-Net training runs, we set \( \lambda_1, \lambda_2, \lambda_3 \) to \( 2 \times 10^{-4}, 5 \times 10^{-5} \) and 1 for balancing tasks in Eq. \cite{4}. We train all methods with batch size 16 and use Adam.
optimizer with learning rate $1e^{-4}$, decayed to $1e^{-6}$ with cosine annealing. The training frames are augmented by horizontal and vertical flips with 0.5 probability, random channel perturbations, and color jittering, after [31]. All experiments are performed with PyTorch 1.10 (FP32). The inference speed is reported in frames-per-second (FPS) on GPU NVidia RTX 5000.

**Diagnostics.** In Fig. 4 we assess the performance gains across scale levels of MOST-Net. To this end, we upsample all outputs at lower scales to original scale and compare them with ground truth. We observe that MOST-Net performance improves via task-output propagation across scales in all measures. We perform an ablation study of MOST-Net (Tab. 2) by reconfiguring our architecture (Fig. 2) as follows: (i) NS-no segmentation as auxiliary task, (ii) NE-no connection of encoder features $f^s_t$ with Motion Gated Attention module, (iii) NW-no warping of previous encoder features $f^{s-1}_t$, (iv) NMO-no multi-outputs at scales $s > 1$ so that our network has no task interactions between scales. Ablations show that all network configurations lead to $>0.5$dB drops in PSNR and drops in temporal consistency error $E(W)$. Segmentation task and temporal alignment help the video restoration task the most. No multi-task interactions across scales increases MACE error by $>0.6$. The NE ablation improves MACE only slightly at the considerable drop in PSNR. We also find that the IoU remains relatively unaffected by the ablations suggesting room for improving task interactions to aid the figure-ground segmentation task. Qualitative results are shown in Fig. 5.

Quantitative results. We compare MOST-Net with single task state-of-the-art methods for restoration, homography estimation, and binary segmentation in Tab. 2. MOST-Net outperforms video restoration baseline ESTRNN [30] and image restoration MIMO-UNet [4] in PSNR by $>0.3$dB and $>4.3$dB, respectively. We posit the low PSNR performance of MIMO-UNet stems from its single frame input that negatively affects its colorization abilities and also leads to high temporal consistency error $E(W)$ [11]. ESTRNN also introduces observable flickering artifacts expressed by higher $E(W)$ than MOST-Net. MACE error in homography estimation is slightly higher for our method than for MHN [12] but MOST-Net has potential for improvement due to its multi-tasking approach. Notably,
### Table 2: STL and MTL benchmarks (top panel) and MOST-Net (bottom panel).

Best results of MOST-Net wrt ESTRNN+MHN+DL are in bold.

| Methods                  | PSNR ↑ | SSIM ↑ | MACE ↓ | IoU ↑ | E(W) ↓ | R(↑) | FPS  |
|--------------------------|--------|--------|--------|-------|--------|------|------|
| MIMO-UNet [4]            | 26.66  | 0.916  | -      | -     | 0.0278 | 5.3  | 8.4  |
| ESTRNN [30]              | 30.72  | 0.943  | -      | -     | 0.0229 | 2.3  | 68.5 |
| MHN [32]                 | -      | -      | 1.347  | -     | -      | 6.2  | 89.8 |
| DeepLabv3+(DL) [3]       | -      | -      | -      | -     | 0.968  | -    | 26.7 | 108.2|
| UNet++ [32]              | -      | -      | -      | -     | 0.969  | 50.0 | 38.9 |
| ESTRNN+MHN+DL            | 30.72  | 0.943  | 1.368  | 0.967 | 0.0229 | 35.2 | 28.6 |
| MOST-Net-NS              | 30.21  | 0.939  | 1.426  | -     | 0.0223 | 9.7  | 19.0 |
| MOST-Net-NE              | 30.22  | 0.941  | 1.423  | 0.946 | 0.0221 | 9.8  | 19.2 |
| MOST-Net-NW              | 30.37  | 0.943  | 1.456  | 0.952 | 0.0221 | 9.8  | 19.3 |
| MOST-Net-NMO             | 30.48  | 0.940  | 2.155  | 0.946 | 0.0227 | 8.5  | 19.1 |
| MOST-Net                 | **31.05** | **0.947** | 1.507  | **0.967** | **0.0217** | 9.8  | 19.3 |

Fig. 5: Our qualitative results of teeth-specific homography estimation (4th column) and full frame restoration and teeth segmentation (5th column). MOST-Net can denoise video frames and translate pale colors (first and second column) into vivid colors (5th column). Simultaneously, it can deblur and register frames wrt to teeth (4th column). In addition, despite blurry edges in the inputs, MOST-Net produces segmentation masks that align well with teeth contours (rows 1-3). Failure cases (bottom panel, 4-5th rows) stem from heavy blur (4th row, and tooth-like independently moving objects (5th row), such as suction devices.
MHN has a significantly lower error of MACE = 0.6 when it is trained and tested on ground truth videos, which have vivid colors and no noise and blur. This suggests that video restoration task is necessary to improve homography estimation task. Subsequently, we evaluate our method wrt DeepLabv3+ [3] with ResNet50 encoder and wrt UNet++ [32] for teeth segmentation task using intersection-over-union (IoU) criterion. MOST-Net achieves comparable results with these benchmarks with several times less parameters (#P(M)). Though both methods have several times higher FPS, MOST-Net addresses three tasks instead of a single task and still achieves near real-time efficiency. Finally, we compare our multi-task MOST-Net with single task methods ESTRNN+MHN+DL that are forked, with MHN and DL as heads. ESTRNN restores videos from the training set and MHN and DeepLabv3+ (DL) are trained and tested on the restored frames. The pipeline runs at 28.6 FPS but requires \( \times 3.6 \) more model parameters than our network. Moreover, MOST-Net achieves higher PSNR, SSIM, and E(W) results than the forked pipeline on the video restoration task, having comparable MACE error and IoU scores while running near real time at 19.3 FPS or 21.3 FPS (TorchScript-ed).

**Conclusions.** We proposed MOST-Net, a novel deep network for video processing that models task interactions across scales. MOST-Net jointly addressed the tasks of video restoration, teeth segmentation, and homography-based motion estimation. The study demonstrated the applicability of the network in computer-aided dental intervention on the publicly released Vident-lab video dataset of natural teeth in phantom scenes.
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