Abstract: Observation of the spatial distribution of cloud optical thickness (COT) is useful for the prediction and diagnosis of photovoltaic power generation. However, there is not a one-to-one relationship between transmitted radiance and COT (so-called COT ambiguity), and it is difficult to estimate COT because of three-dimensional (3D) radiative transfer effects. We propose a method to train a convolutional neural network (CNN) based on a 3D radiative transfer model, which enables the quick estimation of the slant-column COT (SCOT) distribution from the image of a ground-mounted radiometrically calibrated digital camera. The CNN retrieves the SCOT spatial distribution using spectral features and spatial contexts. An evaluation of the method using synthetic data shows a high accuracy with a mean absolute percentage error of 18% in the SCOT range of 1–100, greatly reducing the influence of the 3D radiative effect. As an initial analysis result, COT is estimated from a sky image taken by a digital camera, and a high correlation is shown with the effective COT estimated using a pyranometer. The discrepancy between the two is reasonable, considering the difference in the size of the field of view, the space–time averaging method, and the 3D radiative effect.
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1. Introduction

Clouds primarily modulate the Earth’s energy balance and climate. The observation of the spatial distribution of cloud physical properties, in particular, cloud optical thickness (COT), is useful for the evaluation of clouds’ radiative effects and the diagnosis of photovoltaics, which is a promising form of renewable energy [1]. Many methods for the estimation of COT by optical measurement from satellites and the ground have been developed. Satellite remote sensing often relies on the reflection of solar radiation, while ground-based remote sensing usually relies on transmission. A one-to-one relationship between transmitted radiance and COT does not hold (COT ambiguity), and it is difficult to estimate COT from transmitted radiance measured at a single wavelength. Therefore, many ground-based remote sensing methods combining multiple wavelengths have been proposed. For example, Marshak et al. [2] and Chiu et al. [3] estimated COT using differences in the transmitted radiances between two wavelengths over a vegetated surface. Kikuchi et al. [4] estimated COT using...
the difference between the transmission at water-absorbing and non-absorbing bands. McBride et al. [5] estimated COT using the spectral gradient of transmitted radiance in the near-infrared and shortwave infrared. Niple et al. [6] estimated COT using the equivalent width of the oxygen absorption band. In these methods, the COT in the zenith direction is estimated using the transmitted radiance in the zenith direction. However, for the evaluation of the amount of photovoltaic power generation, it is desirable to estimate the COT distribution in the whole sky. Therefore, the use of digital cameras is attractive. Mejia et al. [7] developed the radance red-to-blue ratio (RRBR) method, which combines the ratio of the transmitted radiance of the red and blue channels (red-to-blue ratio; RBR) and the transmitted radiance of the red channel. They estimated the COT of each pixel from a camera image.

Conventional cloud remote sensing methods, including all of the above-mentioned methods, perform the estimation based on a one-dimensional (1D) radiative transfer model that assumes plane-parallel clouds. In the case of satellite observation, information on the spatial arrangement of cloud water is usually recorded as a two-dimensional (2D) image. The estimation method based on a 1D radiative transfer model implicitly assumes the independent pixel approximation (IPA) [8], which requires each pixel to be independent of its spatial context. However, in the presence of broken clouds, the effects of the horizontal transport of radiation—in other words, the three-dimensional (3D) radiative effect—are very large. Many studies have revealed that 3D radiative effects cause large errors in the estimation of cloud physical quantity if the IPA is assumed [9–13]. The observed radance is influenced not only by the characteristics of the cloud elements along the line of sight, but also by the 3D arrangement of the cloud water around the line of sight. Thus, to accurately estimate the characteristics of the clouds, a cloud estimation method should take the 3D arrangement of the clouds into account. The multi-pixel method is expected to be effective in estimating cloud properties using multiple pixels, including the neighboring pixels of the target pixel [14]. Therefore, the use of a neural network (NN) that is trained based on 3D radiative transfer calculation is promising in practical applications. Such NN cloud retrieval methods started with the feasibility studies of the multi-spectral multi-pixel method by Faure et al. [15,16], and have been extended to practical applications to analyze Moderate-resolution Imaging Spectroradiometer (MODIS) observational data by Cornet et al. [17,18]. In the method of Cornet et al. [17,18], the input data were radiances from a small image area of about 1 × 1 km². They estimated bulk properties such as the average and degree of heterogeneity of COT and cloud droplet effective radius (CDER), and the cloud fraction. Evans et al. [19] tested an NN to estimate COT, using spatial features of multi-directional observation images at visible wavelengths. In recent years, deep learning techniques to train deep NNs have emerged, which enables applications involving large, complicated problems of estimation, detection, classification, and prediction. As a result of its very high modeling ability, deep learning has rapidly grown in popularity for various remote sensing applications. Okamura et al. [20] trained a deep convolutional neural network (CNN) based on 3D radiative transfer, and estimated COT and CDER simultaneously at multiple pixels of a multi-spectral image used as input. They showed that the CNN achieved a high accuracy and efficient estimation.

On the other hand, the 3D radiative effects on the transmitted radiance observed on the ground are not well understood, and their influence on the retrieval of the cloud physical properties from ground-based observation is not clear. For transmitted radiance, radiation enhancement frequently occurs [21]. Several algorithms have been proposed to estimate the 3D cloud field by iterative 3D radiative transfer calculations, using the variational and ensemble Kalman filter methods [22–27]. However, their computational cost is high, as they perform multiple computationally heavy calculations of 3D radiative transfer, and gradients are needed in the variational methods. The purpose of this study is to develop a practical, efficient (fast and accurate) method that can be applied for the estimation of the spatial distribution of COT from images actually taken by a ground-based digital camera. Following the previous work by Okamura et al. [20], we have trained deep CNNs based on a 3D radiative transfer model. Although the prior work [20] showed the feasibility of deep learning-based cloud retrieval, the conditions of cloud, atmosphere, and surface were idealized and limited. In this study, synthetic data are generated with more variety of cloud, atmosphere, and surface conditions. In addition, we have
explored several kinds of new DNN architecture and techniques recently available in the literature, in order to achieve accuracy and computational efficiency.

This paper is organized as follows. Section 2 describes the cloud data and radiative transfer model calculations. Section 3 presents an investigation of the 3D radiative effects on transmitted zenith radiance, and tests how NN and CNN help to overcome the COT ambiguity and 3D radiative effects. Section 4 presents a deep CNN model that estimates COT from sky-view camera images, with accuracy evaluation by synthetic data. In Section 5, the CNN is applied to actual observations from a digital camera, and the CNN retrieval is compared with COT estimated using a pyranometer. A summary and conclusions are given in Section 6.

2. Data and Methods

A large amount of synthetic data were generated by simulations using a high-resolution cloud model and a 3D radiative transfer model, and the synthetic data were used for training and testing the NN and CNN models.

2.1. SCALE-LES Cloud-Field Data

In this study, we used high-resolution cloud data reproduced by the Scalable Computing for Advanced Library and Environment-Large Eddy Simulation (SCALE-LES) model [28–30]. Three kinds of simulation datasets were used, namely, an open-cell case with a low concentration of cloud condensation nuclei (clean), a closed-cell case with a high concentration (polluted), and a Barbados Oceanographic and Meteorological Experiment (BOMEX) case reproducing convective clouds in the tropics. Each case has 60 time-steps with 10-minute intervals. Spatially-coarsened grid data were used in this study. The open- and closed-cell cases cover a horizontal area of $28 \times 28$ km$^2$ with a horizontal resolution ($\Delta x$ and $\Delta y$) of 0.14 km. The vertical resolution is higher for the lower atmosphere ($\Delta z = 0.04$ km at the lower end) and decreases with increasing height, and $\Delta z = 0.2$ km at the top of the model domain. The BOMEX case covers a horizontal area of $7.2 \times 6.4$ km$^2$, with a horizontal resolution ($\Delta x$ and $\Delta y$) of 0.05 km and a vertical resolution of $\Delta z = 0.04$ km. In all cases, the lateral boundary conditions are periodic.

SCALE-LES uses a double-moment bulk microphysics scheme to obtain the liquid water content (LWC) and cloud particle number density ($N$). The two quantities are converted to optical properties for radiative transfer calculations. COT at 550 nm is defined as follows:

$$\tau_c = \int_0^\infty \beta_{\text{ext}}(z)\,dz$$  \hspace{1cm} (1)

where $z$ is the height and $\beta_{\text{ext}}$ is the volume extinction coefficient of the cloud particles, as follows:

$$\beta_{\text{ext}} = \frac{Q_{\text{ext}} \, 3w}{4\pi \rho_w r_e}$$ \hspace{1cm} (2)

where $Q_{\text{ext}}$ is the extinction efficiency factor, $w$ is the LWC, $\rho_w$ is the droplet internal density, and $r_e$ is the CDER. In this study, we assume only water clouds. $r_e$ is determined by the following:

$$r_e = \left(\frac{3w}{4\pi \rho_w N \chi}\right)^{1/3}$$ \hspace{1cm} (3)

where $\chi$ is a parameter determined by the particle size distribution. As the particle size distribution is assumed to be a lognormal distribution in this study, $\chi$ can be obtained from the geometrical standard deviation, $s$, by the following equation:

$$\chi = \exp\left(-3 \times \ln^2 s\right)$$ \hspace{1cm} (4)
Figure 1 shows examples of snapshots of cloud fields. In the closed-cell case, optically-thick clouds cover almost the whole sky, and are relatively homogeneous in the horizontal directions. In the open case, stratocumulus clouds with small gaps are distributed. In the BOMEX case, cumulus clouds are sparsely distributed. Temporal variations of cloud physical properties, including a horizontal heterogeneity index defined in Equation (A1), in the three cases are presented in Figure A1.

Figure 1. Examples of Scalable Computing for Advanced Library and Environment-Large Eddy Simulation (SCALE-LES) cumulus cloud fields for the following three cases: (a,b) closed-cell, (c,d) open-cell, and (e,f) Barbados Oceanographic and Meteorological Experiment (BOMEX). (a,c,e) Horizontal distribution of the cloud optical thickness (COT). (b,d,f) Vertical cross section of the volume extinction coefficient along the black dashed lines superimposed on (a,c,e), respectively. White lines in (b) indicate lines of sight from a ground-based camera.
2.2. Simulations of Spectral Radiance

The Monte Carlo Atmospheric Radiative Transfer Simulator (MCARaTS) [31,32], a 3D atmospheric radiative transfer model, is used to generate synthetic images of a ground-based camera. This model uses the Monte Carlo method and ray-tracing to track the trajectory of the model photons, and calculates the spectral radiances for arbitrary locations and directions. The model inputs are the 3D distributions of the atmospheric optical characteristics of every wavelength and ground surface albedo. The model atmosphere up to 50 km is divided into approximately 50 layers, and the 3D distribution of the clouds obtained from SCALE-LES is incorporated into the troposphere. The cloud fields are modified from the original SCALE-LES simulations in various ways, so as to increase the variety of cases. For example, cloud optical properties can be modified by scaling and adding bias. Rayleigh scattering by air molecules, absorption by ozone, and scattering by cloud particles are considered. The single scattering albedo and the scattering phase function, depending on the wavelength and CDER, are calculated using the Lorenz–Mie theory. The visible-wavelength range of 385–715 nm is divided into 11 wavelength bands with a width of 30 nm, and the average spectral radiance of each wavelength band is calculated. Furthermore, in this study, the spectral response functions of a digital camera (described later in Section 5) are used to convert the 11-band spectral radiances to those of red/green/blue (RGB) channels. More details of the synthetic image generation are presented in Sections 3 and 4.

3. Test of COT Retrieval from Zenith Transmittance

In this section, in order to understand the elements for COT estimation with high accuracy from transmitted visible radiation, we tested various algorithms for limited cases. Previous studies suggest that retrieval algorithms should be based on a 3D radiative transfer model, and use multiple pixels including surrounding pixels [14,15,20]. Contributions to accuracy improvement are evaluated by comparing several estimation algorithms, including the RRBR method [7].

3.1. 3D Radiative Effects in Zenith Transmittance

First, we investigated the relationship between COT and transmitted radiance in order to understand how the 3D radiative effect works. The horizontal distributions of the visible transmitted radiance in the zenith direction are calculated by 3D radiative transfer and the IPA, respectively, for the BOMEX case, as shown in Figure 2. Compared to IPA radiance, the sun-side of a cloud is bright and the opposite side is dark in the 3D radiance, which are the effects of radiation enhancement and shading, respectively. These cannot be expressed in the IPA calculation, because the radiative transfer calculation is performed for each air column independently. Interestingly, comparing the RBR of the 3D calculation with the IPA, the 3D scene is redder in parts where radiation enhancement appears, and bluer in the shadowed parts. Therefore, 3D effects change the spectral slope in the visible region, and make the scene with broken clouds more colorful.
As shown by Mejia et al. [7], it is possible to distinguish whether a cloud is optically thin or thick by examining the spectral information. Even though the spectral information cannot be used to resolve the COT ambiguity in the case of strong 3D effects, the correct COT can be still be retrieved based on the red-to-blue ratio (RBR) and the column COT, and has a peak at a COT of about 5. The radiance increases with the increasing COT when COT < 5 and decreases with the increasing COT when COT > 5. Therefore, COT has two solutions for the same IPA radiance value (COT ambiguity), and COT cannot be estimated using a single wavelength. However, this solution is effective only for homogeneous clouds assuming the IPA, and is not effective for broken clouds, because the 3D radiative effect perturbs the spectral signature of thin vs. thick clouds beyond its usefulness. Even though the spectral information cannot be used to resolve the COT ambiguity in the case of strong 3D effects, the correct COT can be still be retrieved based on the red-to-blue ratio (RBR) and the column COT, and has a peak at a COT of about 5. The radiance increases with the increasing COT when COT < 5 and decreases with the increasing COT when COT > 5. Therefore, COT has two solutions for the same IPA radiance value (COT ambiguity), and COT cannot be estimated using a single wavelength. However, this solution is effective only for homogeneous clouds assuming the IPA, and is not effective for broken clouds, because the 3D radiative effect perturbs the spectral signature of thin vs. thick clouds beyond its usefulness. Even though the spectral information cannot be used to resolve the COT ambiguity in the case of strong 3D effects, the correct COT can be still be retrieved based on...
structural context. As 3D radiance depends on the spatial arrangement of the nearby cloud elements, this should be taken into consideration in the retrieval of COT.

Figure 3. (a) Spectral radiances of red and blue channels and (b) RBR, computed using the IPA and 3D radiative transfer as functions of COT, for the case in Figure 2. For the 3D results, solid lines and shaded areas denote the mean and standard deviation, respectively, of the values computed for each COT bin, where 30 bins are spaced equally on a logarithmic scale.

3.2. Data Generation

For the tests of various NN/CNNs for COT estimation, the synthetic data of the transmitted zenith radiance are generated by radiative transfer simulations. Only the BOMEX case was used for this purpose. For simplicity, the solar zenith and azimuth angles (SZA and SAA, respectively) were fixed at 60° and 0°, respectively; the aerosol was assumed to be a rural model [33] with an optical thickness of 0.2; and the cloud base height was set at 500 m. In order to increase the variety of the cloud field, the original values of COT were modified by a randomly chosen factor between 0.2 and 5, and the cloud geometrical thickness was scaled by a factor of 0.5, 1.0, or 2.0. IPA and 3D radiative transfer calculations were performed, and the horizontal distribution of the band-mean radiances at RGB channels were calculated for the transmitted zenith radiance at ground level. The horizontal resolution is \(\Delta x = \Delta y = 0.05\) km, and a radiance distribution can be obtained for \(128 \times 128\) pixels per scene. Nine image patches with a size of \(52 \times 52\) pixels were extracted from each scene. The green square in Figure 2 corresponds to one of these nine image patches, as an example. A total of 972 and 108 image patches were generated for the training and performance tests, respectively.

3.3. Design and Configuration of NN and CNN Models

The NNs and CNN listed in Table 1 were tested. All of the models were trained with the radiance of 3D and IPA calculations, respectively, as input data. Only 3D radiance data were used for error evaluation. RGB radiances are normalized by dividing by 800 W m\(^{-2}\) sr\(^{-1}\) \(\mu\)m\(^{-1}\) in the preprocessing, which makes it easy to train the neural network model. The model output is the non-linear transform of COT, as defined by the following:

\[
\tau'_c = H(\log_{10} \tau_c + 1) \times (\log_{10} \tau_c + 1)/3
\]

where \(H\) is the Heaviside step function. The datasets used for training and evaluation were the same for all of the models, although the numbers of pixels in the input and output data were different among the models. NN-0 is an NN that uses the single-pixel radiance to estimate single-pixel COT, while NN-1 to NN-10 are the NNs that use multi-pixel radiances to estimate the COT at a central pixel. NN-\(M\) (\(M = 1–10\)) takes \((2M + 1)^2\) pixels as an input, assuming that the size of one side of the peripheral area is \(M\) pixels. Each NN is a multi-layer perceptron model with a single middle layer. The number of nodes in each NN model was determined so that the degree of freedom of the model increased...
according to the complexity of the problem. In the training stage, the output pixels of the NN model were sampled one by one from $32 \times 32$ pixels centered on the image patch with a size of $52 \times 52$ pixels, and the corresponding input pixels included the radiance data of the surrounding pixels when $M > 0$.

Table 1. Tested neural network (NN) architectures for the estimation of cloud optical thickness (COT) from zenith-viewing transmitted radiance. Single-pixel (NN-0) and multi-pixel (NN-1–10) architectures derive a single-pixel COT of the central pixel from single-pixel and multiple pixels’ radiance data. CNN denotes convolutional NN, which derives the multi-pixel COT from multiple pixels’ radiance data. The input image corresponds to the surrounding pixels used to derive COT at either the single central pixel in NN-M, or the whole image at once in CNN.

| Model | Architecture (Nodes) | Input Image Size (Pixels) | Output Image Size (Pixels) | Number of Model Parameters (Millions) | Number of Epochs | Training Time (h) |
|-------|-----------------------|---------------------------|---------------------------|--------------------------------------|-----------------|------------------|
| NN-0  | NN (64)               | 1                         | 1                         | 0.000321                             | 500             | 3.0              |
| NN-1  | NN (288)              | $3 \times 3$              | 1                         | 0.00835                              | 500             | 3.0              |
| NN-2  | NN (800)              | $5 \times 5$              | 1                         | 0.0616                               | 500             | 3.0              |
| NN-3  | NN (1568)             | $7 \times 7$              | 1                         | 0.234                                | 500             | 3.0              |
| NN-4  | NN (2592)             | $9 \times 9$              | 1                         | 0.635                                | 500             | 3.0              |
| NN-5  | NN (3872)             | $11 \times 11$            | 1                         | 1.41                                 | 500             | 3.1              |
| NN-6  | NN (5408)             | $13 \times 13$            | 1                         | 2.75                                 | 500             | 3.1              |
| NN-7  | NN (7200)             | $15 \times 15$            | 1                         | 4.87                                 | 500             | 3.1              |
| NN-8  | NN (9248)             | $17 \times 17$            | 1                         | 8.04                                 | 500             | 3.1              |
| NN-9  | NN (11552)            | $19 \times 19$            | 1                         | 12.5                                 | 500             | 3.7              |
| NN-10 | NN (14112)            | $21 \times 21$            | 1                         | 18.7                                 | 500             | 5.1              |
| CNN   | PSPNet                | $52 \times 52$            | $52 \times 52$            | 10.8                                 | 2000            | 0.35             |

Among the models listed in Table 1, only the CNN model estimates COT at multiple pixels in a single operation. The input and output of the CNN are the radiances and COT, respectively, for the $52 \times 52$-pixel area, and the error evaluation is performed for the central $32 \times 32$ pixels, consistently with models NN-1 to NN-10. Therefore, in the CNN, the COT at the evaluated pixel is estimated using the radiances of 10 or more surrounding pixels. The structure of the CNN is shown in Figure 4. The basic structure was designed based on a pyramid scene network (PSPNet) [34]. In the forward calculation of CNN, the data are continuously processed through several layers, in which multi-channel convolution and non-linear transformation are performed. In the convolution layer, the output ($u_{ijm}$) of the $m$th output channel and pixel indices $i$ and $j$ is represented as follows:

$$u_{ijm} = \sum_{k=0}^{K-1} \sum_{p=0}^{L-1} \sum_{q=0}^{L-1} z_{i+p,j+q,k} h_{pqkm} + b_m$$

(6)

where $z_{ijk}$ is the input signal of the $k$th input channel, $h$ is the weight of an $L \times L$ convolution filter, and $b$ is the bias. The convolution operation produces an output image (feature map) that responds to patterns similar to the filter patterns, combining spectral and spatial information contained in the input multi-channel image (feature map). The filter weight and bias coefficients are optimized in the training. The dashed lines in Figure 4 represent the so-called shortcuts; the detailed structure of the units with the shortcut is shown in the upper right of Figure 4. This unit with the shortcut is called a residual unit [35], which adds the input of the unit to the data obtained by the process involving multiple convolution operations. In general, the use of residual units facilitates the training of recent deeper networks. The processing order in a residual unit is based on the work of He et al. [36], and Zagoruyko and Komodakis [37]. In order to improve the regularization and generalization performance, the CNN uses batch normalization and dropout (with a fraction of 10%) [38,39]. The rectified linear function (ReLU) is also used in the residual unit. Batch normalization and ReLU are applied not only in residual units, but also after all convolution operations. PSPNet has multiple pooling layers with different scales, in which the feature maps are subsampled to coarse grids by averaging. In this study, four kinds of averaging poolings, with feature map sizes of $1 \times 1$, $2 \times 2$, $4 \times 4$, and $8 \times 8$, were used. Thus, it
is expected that cloud spatial structures and 3D radiative effects at various horizontal scales can be learned. The number of output channels from each pooling layer is reduced to a quarter, and the feature map of each channel is enlarged (upsampled) by bilinear interpolation. Subsequently, the data from all of the pooling layers are concatenated along the channel dimension. Finally, multi-scale features are fused to obtain an image with the same size as the input image by the transposed convolution. The details of these deep NN techniques are summarized by Goodfellow et al. [39].

Adaptive moment estimation (Adam) [40] was used for training, that is, the optimization of the model parameters. The loss function to be minimized during training is the mean squared error of the COT transform in Equation (6). During the training, data samples are randomly rearranged and divided into mini-batches. For each mini-batch, a gradient calculation is performed and the model parameters are updated, and this process is iterated for all of the mini-batches. One epoch corresponds to the process for all of the data samples, and the optimization is continued for multiple epochs while shuffling data samples for each epoch [39]. The training of the NN models took between 3 and 5 hours.

Figure 4. Structure of a simplified version of a convolutional neural network (CNN) used for a test of COT estimation based on the zenith-viewing transmitted radiances. The input and output layers (yellow) are presented with the image size (in pixels) and the number of channels/variables. The input takes a multispectral image with three spectral channels, and the output is a two-dimensional distribution of COT. The neural network (NN) layers denoted in light blue and purple represent the convolutional and deconvolutional layers, respectively, shown with a filter size and the number of output channels. The “×1/2” represents the convolution to halve the size of the feature map. The NN layers denoted in pink represent the average pooling to obtain a feature map with a shown number of pixels. In the “upsample” layer, bilinear interpolation is performed to expand the feature map, in order to obtain the shown number of pixels. The “concat” layer concatenates all of the channels in the layer input. The layer blocks denoted by black dashed lines with marks (# and *) are the residual blocks with detailed structures, shown separately in the upper right. These consist of batch normalization (“batch norm”); a rectified linear (ReLU) activation function; and convolution with a 3 × 3 filter, dropout, and summation (“sum”) operators. More details are explained in the main text.
for 500 epochs, while the training of the CNN took only 0.35 hours for 2000 epochs. As CNNs can obtain a result for multiple pixels simultaneously with a single operation, the calculation time required to process the same amount of data is significantly shorter than in the NN models. The NN model was implemented using the Chainer deep learning framework [41].

3.4. Comparison of Various NNs

Figure 5 shows an example of the estimation results using the RRBR method, NN-0-IPA, NN-0-3D, NN-10-3D, and CNN-3D. The RRBR method, NN-0-IPA, and NN-0-3D use the data of a single pixel as input. NN-0-IPA is considered to be a traditional IPA-based single-pixel estimation method implemented by NN, and NN-0-3D is a single-pixel estimation method trained by 3D radiances. As shown in Figure 3, NN-0-IPA and NN-0-3D are trained using very different radiances. The image patches shown in Figure 5 correspond to the red squares in Figure 2, and the illumination and shadowing effects work strongly on the sun side and the opposite side, respectively, of a large cumulus cloud. The estimation error is very large in the single-pixel retrieval methods (RRBR method, NN-0-IPA, and NN-0-3D). As the estimation error of NN-0-3D is as large as that of NN-0-IPA, COT cannot be accurately estimated from only the information at a single pixel, even if the NN is trained using the radiance data including 3D radiative effects. On the other hand, the estimation accuracy of NN-10-3D and CNN-3D, in which the horizontal distribution of the radiance of multiple pixels is used as the input, is dramatically improved. This can be ascribed to the fact that 3D radiative effects are well captured by considering the arrangement of the surrounding cloud elements.

![Figure 5](image-url)

**Figure 5.** Examples of COT retrieval by various methods, namely: (a) ground-truth COT, (b–f) estimated COT, and (g–k) relative errors in the estimated COT. (b, g) The radiance red-to-blue ratio (RRBR) method of Mejia et al. (2016), (c, h) NN-0-IPA, (d, i) NN-0-3D, (e, j) NN-M10-3D, and (f, k) CNN-3D. The details of each NN/CNN-based estimation model are summarized in Table 1. This sample has a size of 32 × 32 pixels, and corresponds to the region marked by a red square in Figure 2. The direct solar beam is incident from the left, with a solar zenith angle of 60°.

The relative error of the COT estimated by each model is shown in Figure 6. The root-mean-square percentage error (RMSPE) is calculated by the following:

\[
\text{RMSPE} = \sqrt{\frac{1}{n} \sum_{k=1}^{n} \epsilon_j^2}
\]  

(7)

where \(\epsilon_j\) is the relative error (in %) of the \(j\)th pixel sample, as follows:

\[
\epsilon = 100 \times \frac{\tau_{\text{sc,est}} - \tau_{\text{sc,tru}}}{\tau_{\text{sc,tru}}}
\]  

(8)
where $\tau_{sc,est}$ and $\tau_{sc,tru}$ represent the estimated and ground-based COTs, respectively. The single-pixel methods (RRBR and NN-0-IPA) based on the IPA tend to overestimate the COT for a COT of around 3, and underestimate COT for a COT of 10 or more. As clearly illustrated in Figure 3, the 3D radiance at a COT of ~5 or more is significantly larger than the IPA radiance by the illumination effect, and is close to the IPA radiance for a COT of 5. Thus, the IPA-estimated COT tends to be around 5, when the true COT is 5 or more. The IPA estimation is not improved by training, even when the surrounding pixels are included in the input. However, if an NN is trained based on the 3D radiance at multiple pixels, the estimation accuracy is improved. This is evident even in NN-1-3D (Figure 6c), which uses only eight adjacent pixels. Furthermore, it can be seen that the accuracy improves dramatically as the number of surrounding pixels increases (with increasing $M$).

**Figure 6.** Comparison of relative errors in the estimated COT obtained by various methods summarized in Table 1, namely: (a) RRBR method; (b) NN-0 method; (c) NN-1 method; (d) NN-3 method; (e) NN-10 method; (f) CNN. The solid lines denote the median values and the shaded areas denote ranges between the 25th and 75th percentiles. The NN models were trained using IPA and 3D radiances, respectively, and the estimation errors for the IPA- and 3D-based NN models were evaluated for the 3D radiances as the input.

Figure 7 shows the COT estimation accuracy of models NN-1 to NN-10, which verifies that the information of distant pixels is useful for COT estimation. This confirms that the estimation error decreases as the spatial scale of the input data increases. Figure 7 shows the results for only up to 10 pixels away from the center, that is, 500 m away, but it is expected that the estimation accuracy can be further improved by further expanding the spatial scale. It is known that the 3D radiative effect works mainly for a horizontal scale of up to about 5 km for clouds with a geometrical thickness of 500 m [14,42]. Figure 7 also shows the estimation error of CNN for comparison. The CNN model has the same estimation error as NN-6 or NN-7. However, as mentioned above, the operation of the CNN model is overwhelmingly fast, because it estimates the cloud properties of many pixels simultaneously. It can be seen from Table 1 that the CNN-3D model takes significantly less time to be trained (about 7% of the training time of NN-10-3D). This numerical advantage of the CNN-3D model becomes more important as the number of input and output pixels increase.
As the observed radiance is strongly affected by the solar position, an additional channel in the CNN estimation model was included to account for this effect. The input represents the solar position. The solar position channel was represented by an isotropic 2D Gaussian distribution with a peak in the solar direction and a standard deviation of 50 pixels.

The cloud extinction coefficient and CDER were modified from the original states. The cloud extinction coefficient was randomly modified by a factor within the range of 0.2–5. The cloud base height was set as 500, 1500, 2500, 3500, or 4500 m. The geometrical characteristics of the 3D clouds were modified by stretching or shrinking in the horizontal and vertical directions. The cloud geometrical thickness was changed by a factor of 0.5, 1, or 2, and the entire domain was stretched horizontally by a random factor within the range of 0.5–2 in the x and y directions of the Cartesian coordinate system. The rural type of aerosol was assumed as in the previous section, and the aerosol optical thickness was chosen randomly within the range of 0.04–1. The surface albedo was randomly chosen within the range of 0.02–0.5. The solar position was also random, with a solar zenith angle of 0–70° and a solar azimuth angle of 0–360°.

The synthetic camera image is generated by an image projection of the angular distribution of the spectral radiance within a field of view of the camera. The technical details of the camera used in this study are presented in Section 5.1. MCARaTS allows for the position, attitude, and viewing angle of the camera to be set arbitrarily. The horizontal location of the camera was random within the computational domain, and the camera was assumed to be oriented to the zenith. Each camera image was projected in an equidistant projection with a size of 128 × 128 pixels, with a diagonal angle of view of about 127° and a field of view within 45° of the image center in the vertical and horizontal axes of the image. The spectral radiance was calculated for the pixels, with a viewing zenith angle (VZA) of less than 45°. An example of the multi-directional lines of sight seen from a camera is schematically shown in Figure 1b. Because of the presence of Monte Carlo noise in the simulations, each of the RGB channels contains an average calculation noise of about 2%–4% at the pixel level.

An example of the input and output data of the CNN is shown in Figure 8. The input includes RGB radiances normalized by dividing by 800 W m⁻² sr⁻¹ μm⁻¹ in the preprocessing, as in Section 3. As the observed radiance is strongly affected by the solar position, an additional channel in the CNN input represents the solar position. The solar position channel was represented by an isotropic 2D Gaussian distribution with a peak in the solar direction and a standard deviation of 50 pixels. A cloud
property that is to be estimated from the camera images is the slant-column COT (SCOT) along the line of sight, corresponding to each pixel as follows:

\[ \tau_{sc} = \int_0^\infty \beta_{ext}(s)ds \]  

(9)

where \( s \) is the distance from the camera. SCOT is calculated by ray-tracing using MCARaTS. The output of the CNN is actually the non-linear transform of SCOT, as follows:

\[ \tau_{sc}' = \frac{H(\log_{10} \tau_{sc} + 1) \times (\log_{10} \tau_{sc} + 1)}{3} \]  

(10)

SCOT can be inverted from Equation (11), in which pixels with a SCOT < 0.1 are reset as clear sky (i.e., SCOT = 0). The SCOT corresponding to a direction with the zenith angle \( \theta \) can be converted into an equivalent COT (i.e., vertical integral of extinction) as in Equation (1), using the following equation:

\[ \tau_{c,eq}(\theta) = \tau_{sc}(\theta) \cos \theta \]  

(11)

A total of 115,200 samples were generated. These samples were divided into 103,680 samples for training and 11,520 samples for accuracy evaluation.

Figure 8. Example of the input and output of the CNN for the estimation of slant-column COT (SCOT) from the sky-camera images. Shown are the spectral radiances from the (a) red, (b) green, and (c) blue channels, normalized by dividing by 800 W m\(^{-2}\) sr\(^{-1}\) \(\mu\)m\(^{-1}\), (d) a true-color image, (e) a solar position image, and (f) the SCOT along the line of sight corresponding to each pixel. The spectral responses of a commercial digital camera with a fish-eye lens are predetermined and assumed in the simulations. The input to the CNN is a four-channel image composed of (a–c,e), and the output is a single-channel image of (f). The solar zenith and azimuth angles are 26° and 184.2°, respectively. The centers of the images are oriented to the zenith, the field of view is within 45° from the center, and an equidistant projection is assumed.

4.2. Design and Configuration of CNN Model

Figure 9 shows the structure of the CNN. The basic structure is the same as in Figure 4, but the input and output of the CNN in Figure 9 are images with a size of 128 \(\times\) 128 pixels. The use of many layers generally increases the representation capability of the CNN model. The CNN in Figure 9 contains additional dilated convolution layers [43,44]. The dilated convolution can capture variation with a larger spatial scale, by widening the sampling interval of the convolution filter. The implementation of the dilated convolution into the residual unit is based on the work of Yu et al. [45]. The multiscale pooling layers facilitate to capture the local and global features, and they are fused by concatenation.
Figure 9. Structure of the CNN proposed in the present study for the estimation of slant-column COT (SCOT) from sky camera images. The input is three spectral channels with an additional solar position image. Layers denoted in light green represent the dilated convolutional layers with the shown filter size, number of output channels, and dilation parameter. The filters and an example of the feature maps of the layers denoted by (A2), (A3), and (A4) are presented in Figures A2–A5. The other notations are the same as in Figure 4. More details are explained in the text.

In order to improve the generalization performance of the CNN, according to the work by Zhao et al. [34], so-called supervised learning was used in the training process. The CNN has two output layers, outputs (1) and (2), as in Figure 9, and the loss function is defined as follows:

\[ L = L_1 + 0.4 \times L_2 \]  

(12)

where \( L_1 \) and \( L_2 \) are the mean squared errors of the SCOT transform obtained from outputs (1) and (2), respectively. Adam with Weight decay (AdamW) [46] was used for the optimization of the model parameters. The training took about 50 hours on a supercomputer system of the Information Technology Center of Tokyo, using four NVIDIA Tesla P100 GPUs in parallel.

4.3. Examples of CNN Retrieval

The estimation accuracy of the trained CNN model was evaluated using the test data. Figure 10 shows examples of the ground truth and estimated SCOT. Figure 10a,b shows small broken clouds, Figure 11c shows a case of relatively homogeneous thin cloud, Figure 10d shows a case of large thin broken cloud, Figure 10e–h correspond to stratocumulus clouds with small gaps, and Figure 10i shows
a very optically thick cloud. In all cases, SCOT seems to be reasonably estimated, and even small clouds are accurately detected. The CNN adequately reproduces the fact that the clouds are optically thick at the central part and become optically thin near the edges. The CNN can overcome the COT ambiguity by using the spatial features learned from the training data.

Figure 10. Examples of SCOT estimated by the CNN for cases (a-i) in the test dataset. The leftmost column shows the true-color images, the two middle columns show the (left) ground-truth and (right) estimated SCOT, and the rightmost column shows the relative error (%) of the estimated SCOT.
The complex non-linear relationship between COT and radiance caused by the 3D radiative effect is also learned by the CNN. A closer analysis of the results shows that the spatial distribution of the estimated COT on small scales. Large estimation errors exceeding 100% occur locally, suggesting that fine-scale fluctuations are difficult to reproduce using the present technique.

### 4.4. Evaluation of Retrieval Error

The statistical results of the SCOT retrieval error using all the test data are shown in Figure 11. As can be seen in the joint histogram of the estimated and ground-truth SCOTs (Figure 11a), most of the data are concentrated near the diagonal line. There is a high correlation between the estimated and ground-truth SCOTs, with a correlation coefficient of 0.84. Figure 11b shows the relative error percentiles of the estimated SCOT as functions of the ground truth SCOT. The 50th percentile is between –7% and 1% for all of the SCOT ranges, and the 25th and 75th percentiles are within a range of ±15% for SCOT ≥1. For 0.2 ≤ SCOT ≤ 1, the variation in the relative error increases, but the 25th and 75th percentiles are still within ±26%. When SCOT is close to 0.2, the 5th percentile is –100%, and the 95th percentile increases rapidly. The reason for the decrease in estimation accuracy for the very small SCOT is that the radiance sensitivity to COT is low (Figure 3a) and that the AOT and surface albedo are uncertain [47]. In this study, training data were generated assuming randomly chosen AOT and surface albedo values, and the CNN model assumes that the AOT and surface albedo are completely uncertain when estimating SCOT. It is remarkable that the CNN model can stably estimate SCOT with reasonable accuracy, even with an uncertain AOT and surface albedo. On the other hand, in the RRBR method [7], the increase of the observed (3D) radiance due to the illuminating effect leads to an underestimation of COT, and a large negative bias of over –50% has been reported when COT ≥30, which is consistent with the results in Figure 6. However, in our results, the bias is significantly reduced, which is because of the training based on the 3D radiative transfer model. The histogram of the estimated SCOT shows a very good agreement with the ground-truth histogram (Figure 11c), which suggests that the statistical distribution of SCOT can be adequately reproduced.

Table 2 summarizes the RMSPE, mean absolute percentage error (MAPE), and mean bias percentage error (MBPE) for different ranges of SCOT and cloud fraction. MAPE and MBPE are defined by the following equations:

\[
MAPE = \frac{1}{n} \sum_{k=1}^{n} |e_k| \quad (13)
\]

\[
MBPE = \frac{1}{n} \sum_{k=1}^{n} e_k \quad (14)
\]

Error evaluation was performed for pixels with VZA ≤43°. RMSPE is 87% when all the data are used for evaluation. RMSPE is reduced to 23% when the cloud fraction is ≥0.7, and SCOT is ≥ 1. Under
broken clouds with a small cloud fraction, the 3D radiative transfer effects are large, which results in large estimation error. Additionally, RMSPE tends to be large when SCOT < 1. This is mainly caused by the uncertainty in AOT, as described above, which may cause extremely large relative errors in a small number of pixels when SCOT ≈ 0.2 (Figure 11a,b). MAPE is 1.5–5 times smaller than RMSPE. The MBPE ranges from −1.7% to 4.2% when the cloud amount is 0.7 or more, and ranges from −11.7% to 21.1% when the cloud amount is smaller than 0.7.

Table 2. Summary of errors in estimated slant-column COT (SCOT) along the line of sight from the simulated sky-view camera image, evaluated for the test data set. The results are summarized for different cloud fraction and SCOT ranges.

| Cloud Fraction | SCOT range | RMSPE $^1$ (%) | MAPE $^1$ (%) | MBPE $^1$ (%) |
|----------------|------------|----------------|--------------|--------------|
| ≥0.7           | 1–100      | 23             | 13           | -0.2         |
|                | 0.2–100    | 30             | 14           | 0.3          |
|                | 0.2–1      | 69             | 22           | 4.2          |
|                | 1–10       | 26             | 14           | 1.1          |
|                | 10–100     | 17             | 11           | -1.7         |
| <0.7           | 1–100      | 118            | 49           | 7.0          |
|                | 0.2–100    | 189            | 52           | 12.6         |
|                | 0.2–1      | 262            | 56           | 21.1         |
|                | 1–10       | 128            | 48           | 12.9         |
|                | 10–100     | 77             | 50           | -11.7        |
| all            | 1–100      | 48             | 18           | 0.8          |
|                | 0.2–100    | 87             | 21           | 2.6          |
|                | 0.2–1      | 191            | 39           | 12.5         |
|                | 1–10       | 59             | 20           | 3.2          |
|                | 10–100     | 27             | 14           | -2.5         |

$^1$ RMSPE, MAPE, and MBPE denote root-mean-square, mean absolute, and mean bias percentage errors, respectively.

So far, it has been assumed that the radiometric calibration of the digital camera is accurate, that is, the RGB radiances are accurate. However, if the calibration is biased, the SCOT can be overestimated or underestimated. We examined how the bias in the radiometric calibration affects the estimation error of SCOT. The amplification factors of the RMSPE of the estimated SCOT with respect to a case of perfect calibration are shown in Figure 12. In Figure 12a, all of the RGB channels are equally biased, with a bias factor from 0.6 to 2.0. The RMSPE is indeed the smallest when there is no radiance bias, and the RMSPE increases by increasing the positive and negative bias. When the bias factor is in the range of 0.75–1.7, the RMSPE does not increase significantly, with an amplification factor of 1.5 or less.
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**Figure 12.** Sensitivities of the SCOT estimation error to (a) radiance bias and (b) RBR bias. The vertical axis is the RMSPE relative to the RMSPE, without radiance and RBR bias. For (a), the radiance bias with the same factor was assumed for all of the RGB channels. For (b), the biases of the red and blue channels are assumed to have opposite signs. A total of 100 samples from the test dataset were used to evaluate each case of biased input.
In other words, the estimation of SCOT does not deteriorate if the error in absolute calibration of the camera is not excessive. On the other hand, Figure 12b shows the estimated error amplification of SCOT when the RBR is biased. When SCOT is 10 or more, and RBR has a negative bias (more bias in the blue channel than the red channel), the RMSPE of the SCOT rapidly increases. Thus, the SCOT estimation is relatively sensitive to the RBR bias. The RBR bias factor should be within 0.95–1.17 in order to keep the RMSPE amplification factor less than 1.5. Although the relative channel responses need to be calibrated with moderate accuracy, the SCOT retrieval is not very sensitive to the absolute calibration of radiance, which could be a reflection of the fact that the CNN model mainly uses the structural context for the SCOT retrieval.

5. Applications to Sky-View Camera Observations

5.1. Overview of Observation

Observations were made using a digital camera for 28 days between 22 June and 12 November 2018. From June to October 2018, the observation site was at the rooftop of a building of the Graduate School of Science, Tohoku University (140.84°E, 38.25°N, 158 m above sea level), and in November 2018, the observation site was at the rooftop of a building in Chiba University (140.10°E, 35.62°N, 21 m ASL). The digital camera was a Nikon D7000 with an AF DX Fish-eye-Nikkor lens (10.5 mm f/2.8G ED) with a diagonal angle of 180°. The camera was oriented in the zenith direction, the aperture size was set at the maximum f-value of 2.8, and the exposure time was adjusted according to the overall brightness at the time of observation. A radiometric calibration was performed in advance using equipment at the Japan Aerospace Exploration Agency (JAXA) Tsukuba Space Center. The coefficients for conversion from the digital counts of RAW-format images to the channel-mean spectral radiances and spectral response functions of the RGB channels were determined, and a correction of the vignetting effect was applied [48]. The RAW images were converted to the equidistant projection, the radiance values were averaged to 128 × 128 pixels, and the pixel radiances for VZA >45° were set to 0, as for with the training data.

5.2. Example Results

Examples of the estimation result obtained by the CNN are shown in Figure 13. In this section, pixels with SCOT ≥0.2 were identified as cloudy. The cases in Figure 13a–d appear to be water clouds in the boundary layer. The SCOT distribution and the cloud pixel detection seem reasonable for both the overcast clouds (Figure 13a) and small broken clouds (Figure 13c). The cloud spatial structure at various horizontal scales was trained by the CNN, thus capturing that the COT is large at the center of the cloud and small at the edges. In the example in Figure 13b, the sun is located at a low position in the image, and in the camera image and RBR image, there is a tendency for the sun side of the cloud to be bright and the RBR to be high. This azimuthal dependence does not appear in the estimated SCOT distribution, suggesting that the 3D radiative effects are corrected. In Figure 13e, the sky is very dark, being covered completely by optically thick clouds, with a very large estimated SCOT of around 100. In Figure 13f, there is a cloud with moderate SCOT on the upper left side of the image. On the lower right side, a 22° halo is visible around the sun, which is likely caused by cirrus cloud composed of ice crystals. The halo feature results in an estimated SCOT of ~0.3, and the SCOT pattern clearly shows a halo shape. As the CNN in this study was trained assuming water clouds exclusively, the SCOT estimation may not be correct when the scattering phase function is largely different from that of water droplets. Figure 13g shows a misidentification of cloud around the sun. This could be caused by a lens flare. When the light from a strong light source, such as direct sunlight, is an incident on the camera, stray light from the reflections at the lens surfaces and the lens barrel leaks to darker pixels around the bright pixels. It is known that fisheye lenses are easily affected by lens flare, particularly when the aperture is large. In this study, the lens flare effect was not included when training the CNN, so that inconsistency is present between the training data and the actual observational data. The example
in Figure 13g suggests that lens flare causes clear-sky pixels to be possibly erroneously identified as optically thin cloud. There are two methods to reduce such adverse effects, namely: (1) to shield the sun at the time of observation and (2) to train the CNN model by including the lens flare effect.
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**Figure 13.** Examples of SCOT estimated from a ground-based zenith-oriented digital camera. Cases (a–g) correspond to single snapshots made at respective times shown in the title of the leftmost panel. The observation time is shown in the YYYY.MM.DD.HH:XX format, where YYYY denotes the year, MM the month, DD the day, HH the hour, and XX the minute. The columns from left to right show the camera images in JPEG format, the RBR, the estimated SCOT, and the cloud flag, respectively. The cloud flag is displayed with a white color for cloudy pixels, a navy-blue color for clear-sky pixels, and a red color for the pixels that are undetermined because of the saturation of the camera-image signals. The saturated pixels are indicated by black in the RBR and estimated SCOT images.
5.3. Comparison with Pyranometer Measurements

In November 2018, an intensive observation experiment called the “Chiba Campaign” was conducted at Chiba University in order to observe the atmosphere with various instruments [49]. Chiba University has a SKYNET site, and the data and site information are available on the web (http://atmos3.cr.chiba-u.jp/skynet/chiba/chiba.html). Building on previous efforts (e.g., [50] and the references therein), the effective hemispherical-mean COT was estimated from the total downward irradiance observed by a pyranometer on 11 November. A look-up table of irradiance was generated from radiative transfer model calculations, assuming a plane-parallel homogeneous cloud with a constant CDER, and the COT was estimated from a one-minute average of irradiance obtained with 10-second intervals. The COT was not estimated when the transmittance (defined as the ratio of the recorded irradiance to the corresponding value that is theoretically expected for the clear sky case [51]) is equal to or more than 0.8, as it is difficult to determine the COT in such a high-transmittance case, possibly because of the enhanced radiation by illuminated cloud sides. The directional SCOT of each image pixel was estimated by the CNN from a digital camera, and was converted to an equivalent COT using Equation (12). The camera measurements were made every minute. The data with the closest observation times were used to compare the two methods (with a time lag of less than 30 seconds). The pyranometer cannot distinguish between clear sky and cloudy regions within the hemispheric field of view. Therefore, it is reasonable to compare it with the COT averaged over the field of view of the digital camera with VZA ≤43°, including the clear-sky pixels with zero COT. For this day, the COT estimated from the downward irradiance resulted in being in relatively good agreement with the other estimates retrieved from both co-located instruments and satellites [49].

Figure 14 shows a comparison of the COT estimates from the pyranometer and camera. When the transmittance was high, the COT estimation was not actually performed using the pyranometer, but for convenience, the COT estimated from the pyranometer was set to 0 in this comparison. The temporal variations of COT obtained by the two methods are similar, with a correlation coefficient as high as 0.721. The COT obtained from the camera is overestimated, with mean bias of 0.702 compared to that from the pyranometer. The variability of COT obtained from the camera is also larger than that of the COT obtained from the pyranometer. A possible reason for this is that the pyranometer-based estimate is more spatiotemporally averaged in order to obtain smaller fluctuations than that obtained from the camera. Whereas the pyranometer has a field of view of a solid angle of 2π sr, the camera COT is averaged over a field of view of a solid angle of 0.586 × π sr (VZA ≤43°) centered on the zenith. Additionally, while the camera captures instantaneous values, one-minute average irradiance was used for obtaining COT from the pyranometer. For the camera, the COT of each pixel is first determined, and the spatial variations of the COT are then averaged. On the other hand, for the pyranometer, the variation of radiance within the field of view is averaged at the time of measurement. In general, COT has large spatial and temporal variations, and also has a strong nonlinearity with radiation. In heterogeneous cloud fields, averaging in the radiance space and averaging in the COT space may lead to different results.

At around 12:50 and 14:00, the COT obtained from the pyranometer is evidently larger than the COT obtained from the camera. As shown in the photograph in Figure 13c, at these times, the clouds cover a small fraction of the sky, and visually appear optically thin. If the instruments are under a cloud shadow, the pyranometer measures low global irradiance, as the direct sunlight is shadowed and the diffuse radiation from the above is weak because of the absence of significant scattering by clouds. This may cause a significant disagreement between the pyranometer and camera. The radiation enhancement can cause an opposite effect on the pyranometer; downward irradiance is enhanced and possibly exceeds a theoretical value for the clear sky case, resulting in the underestimation of COT obtained from the pyranometer. If cases are excluded when the COT obtained from either the pyranometer or camera is smaller than 1.5, the correlation coefficient becomes as high as 0.748. This kind of comparison is useful to characterize different algorithms and to identify possible 3D radiative effects, although a systematic study is needed in order to draw a conclusion. More detailed
analyses including comparisons with different ground- and satellite-based instruments are presented in a separate paper [49].
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**Figure 14.** Comparison of the average COT estimated from a zenith-oriented digital camera using the CNN, and the COT estimated using a pyranometer, for 11 November 2018, as follows: (a) time series with a one-minute interval; (b) a scatter plot of the COT estimated by the two methods. For the camera-based estimation, the COT values were converted from the SCOT obtained for every pixel, and averaged over a field within 43° from the center of the image. In (a), the three red dashed lines correspond to the times of Figure 13a,b,c, respectively. In (b), the correlation coefficient (r) is shown.

6. Conclusions

A new method has been proposed for the estimation of the whole-sky spatial distribution of SCOT from images taken by a digital camera installed on the ground, by training a CNN based on a 3D radiative transfer model. Two CNNs were tested in this study. First, the effects of 3D radiative transfer on transmitted radiance, which was not well understood, has been investigated by model calculations. Under broken clouds, the 3D radiative effects, such as the radiation enhancement on the sun side of the cloud and cloud shadow on the opposite side, are significant. It was confirmed that the radiance is not determined by the local COT, but is strongly dependent on the spatial arrangement of the adjacent cloud elements. In order to estimate the local COT, it is essential to consider the spatial arrangement of the adjacent cloud elements. A comparison of different NN and CNN architectures experimentally confirmed that the multi-pixel method using multi-pixel data including surrounding pixels is effective. Subsequently, based on these findings, we have developed a deep CNN for SCOT retrieval from a sky-view camera. Evaluations using synthetic data showed that the CNN can accurately and rapidly estimate the spatial distribution of the SCOT from multi-channel camera images. For SCOTs in the range of 1–100, the bias and dispersion of the error were stable and small, with a significant reduction in the number of artifacts caused by 3D radiative effects, which had been a problem in previous research. The results show that the CNN reproduces the spatial feature of the cloud that the COT decreases from the center to the edges of the cloud, suggesting that the CNN is adequately trained to represent this spatial feature. Information about the spectral dependency of the radiance in the visible region is also used as supplementary information, and the spectral properties of the camera need to be accurately calibrated. On the other hand, the CNN estimation does not strongly depend on the absolute value of radiance, and is relatively robust against an uncertainty of about 20% of radiance calibration. However, when the SCOT is small, the uncertainty in the aerosol amount makes the estimation accuracy of SCOT low.

The CNN-based COT estimation has been applied to the images obtained by a digital camera that was radiometrically calibrated beforehand. The spatial distribution of the estimated COT did not show significant dependence on the solar direction, suggesting that the 3D radiative effects were effectively corrected. As an initial test, the camera retrieval was compared with the effective hemispherical-mean COT estimated from a pyranometer for one day, and a high correlation was shown. The COT estimated from the camera has a larger temporal variability, which may be caused by the differences in (1) the
size of the field of view and (2) the time–space averaging method between the digital camera and
the pyranometer.

The next steps are to analyze more diverse clouds, including ice clouds, so as to improve the
accuracy and resolution of the training data, and to conduct more validation work by comparisons
with independent observations. By increasing the resolution of the camera images used for estimation,
it is possible to better capture small-scale spatial features of clouds [52]. This study is unique in that
the spatial distribution of COT can be quickly estimated from a ground-based camera. This estimation
can be useful as an initial guess in advanced cloud tomography [23–25,27], for the prediction and diagnosis
of solar energy production, and for the validation of satellite cloud products.
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Appendix A. Clouds Simulated by SCALE-LES

Figure A1 shows the temporal variation of cloud in the three SCALE-LES simulation cases
(open-cell, closed-cell, and BOMEX cases). The coefficient of variation of COT is defined as the
horizontal heterogeneity index \( V_\tau \), as follows:

\[
V_\tau = \frac{\sigma_\tau}{\overline{\tau}}
\]

(A1)

where \( \overline{\tau} \) and \( \sigma_\tau \) represent the mean and standard deviation, respectively, of COT at 550 nm for the
cloudy pixels. A large \( V_\tau \) indicates that clouds are horizontally heterogeneous. In the closed-cell
case, the clouds maintain a nearly constant average COT over all of the time steps. In the open case,
the cloud fraction decreases, and the clear sky spreads with advancing time steps. The horizontal
heterogeneity is moderate. In the BOMEX case, the horizontal heterogeneity is larger than in the other
two cases.
Figure A1. Temporal variations of cloud physical properties in the three cases simulated by the SCALE-LES model, namely: (a) cloud fraction; (b) the horizontal inhomogeneity index defined in Equation (5). (c,d,e) Domain average (solid lines) and 20th and 80th percentiles (dashed lines) of cloud optical thickness, column-mean droplet effective radius, and cloud geometrical thickness, respectively, calculated for the cloudy columns. All of the calculations are made by assuming that cloudy columns have a COT greater than or equal to 0.1.

Appendix B. Anatomy of the CNN

In order to understand how the CNN extracts features from the input images, we show the convolution filters and the output feature maps from the middle layer of the CNN with the structure shown in Figure 9. We take the case of Figure A2 as an example, in which the sun is located outside of the image in the upper left direction, with solar zenith angle of 69.7°. Figure A3 shows the filters and output of the convolution layer (shown as A2 in Figure 9). These were trained so as to capture the features of the spatial distribution of radiance, depending on the spatial structure of the clouds and the positional relationship between the sun and the clouds. In the filters corresponding to the RGB channels, there are many patterns in which positive and negative signs appear at the center and periphery of the filter. Spatial patterns are isotropic or anisotropic. Additionally, there are many filters in which the red channel and blue channel have opposite signs, and these filters seem to capture the spectral features of radiance in the same way that RBR captures the spectral feature. Some portion of the output images clearly shows the edges of cloud, and other images show large values in the directions near the sun. Figure A4 shows the output feature maps of the convolutional layer of Figure 9.
(A3). Various patterns have variations on different spatial scales. In some feature maps, the spatial pattern strongly depend on the position of the sun. Figure A5 shows half of the output feature maps of the convolutional layer of Figure 9 (A4), while the total number of output channels of (A4) is actually 512. There is a great variety of patterns, but it is currently difficult to interpret the meaning of the features in the deep layers. It is generally known to be more difficult to understand features of the deeper layers in deep NN.

**Figure A2.** Examples of (a) an input true-color image and (b) estimated SCOT. The sun is located outside of the image in the upper left direction, with solar zenith and azimuth angles of 69.7° and 195.5°, respectively. In this image, the azimuth is defined to be positive in the clockwise direction from the right.

**Figure A3.** Upper panels show the multi-channel filters in the first convolution layer (A2) shown in Figure 9. Each column corresponds to one of 16 filters, and each row corresponds to one of four input channels. The filter size is 7 × 7 pixels, and the color shades represent the filter weight. The lower panels show output feature maps with a size of 128 × 128 pixels for the case shown in Figure A2, where each image corresponds to the above multi-channel convolution filters. Each feature map shows normalized signals with a mean of 0 and standard deviation of 1, except for the third, ninth, and eleventh ones from the left, for which the standard deviation is less than $10^{-35}$. 
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pattern strongly depend on the position of the sun. Figure B4 shows half of the output feature maps of the convolutional layer of Figure 9 (A4), while the total number of output channels of (A4) is actually 512. There is a great variety of patterns, but it is currently difficult to interpret the meaning of the features in the deep layers. It is generally known to be more difficult to understand features of the deeper layers in deep NN.

**Figure A2.** Examples of (a) an input true-color image and (b) estimated SCOT. The sun is located outside of the image in the upper left direction, with solar zenith and azimuth angles of 69.7° and 195.5°, respectively. In this image, the azimuth is defined to be positive in the clockwise direction from the right.

**Figure A3.** Upper panels show the multi-channel filters in the first convolution layer (A2) shown in Figure 9. Each column corresponds to one of 16 filters, and each row corresponds to one of four input channels. The filter size is 7 × 7 pixels, and the color shades represent the filter weight. The lower panels show output feature maps with a size of 128 × 128 pixels for the case shown in Figure A2, where each image corresponds to the above multi-channel convolution filters. Each feature map shows normalized signals with a mean of 0 and standard deviation of 1, except for the third, ninth, and eleventh ones from the left, for which the standard deviation is less than $10^{-35}$.

```
Figure B3. Feature maps with a size of 32 × 32 pixels that are output from the last convolution layer of the residual block (A3) shown in Figure 9, for the case shown in Figure B1. All 64 feature maps are shown. Each image shows the normalized signal of the feature map with a mean of 0 and standard deviation of 1.

Figure B4. Selected feature maps with a size of 16 × 16 pixels that are output from the convolution layer (A4) shown in Figure 9, for the case shown in Figure B1. Half (256) of the 512 feature maps are arbitrarily shown. Each image shows the normalized signal of the feature map with a mean of 0 and standard deviation of 1.

Figure A4. Feature maps with a size of 32 × 32 pixels that are output from the last convolution layer of the residual block (A3) shown in Figure 9, for the case shown in Figure A2. All 64 feature maps are shown. Each image shows the normalized signal of the feature map with a mean of 0 and standard deviation of 1.

Figure A5. Selected feature maps with a size of 16 × 16 pixels that are output from the convolution layer (A4) shown in Figure 9, for the case shown in Figure A2. Half (256) of the 512 feature maps are arbitrarily shown. Each image shows the normalized signal of the feature map with a mean of 0 and standard deviation of 1.
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