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Abstract

Reading comprehension (RC) on social media such as Twitter is a critical and challenging task due to its noisy, informal, but informative nature. Most existing RC models are developed on formal datasets such as news articles and Wikipedia documents, which severely limit their performances when directly applied to the noisy and informal texts in social media. Moreover, these models only focus on a certain type of RC, extractive or generative, but ignore the integration of them. To well address these challenges, we come up with a noisy user-generated text-oriented RC model. In particular, we first introduce a set of text normalizers to transform the noisy and informal texts to the formal ones. Then, we integrate the extractive and the generative RC model by a multi-task learning mechanism and an answer selection module. Experimental results on TweetQA demonstrate that our NUT-RC model significantly outperforms the state-of-the-art social media-oriented RC models.

1 Introduction

Reading Comprehension (RC), which aims to answer questions by comprehending the contexts of given passages, is a frontier topic in natural language processing research. Recently, many RC models (Wang et al., 2018; Lin et al., 2018; Zhu et al., 2018; Joty et al., 2018; Weber et al., 2019) have been proposed and have achieved considerable successes. According to answer prediction methods, the RC models can be roughly divided into two major categories: extractive and generative. For an extractive RC model, the predicted answer is limited to be a consecutive span in the passage. For a generative RC model, it allows the answer to be free-text which can include novel words and phrases not appeared in passages.

However, most of the existing RC models are developed for formal text, such as news articles (Hermann et al., 2015; Trischler et al., 2017) and Wikipedia (Rajpurkar et al., 2016; Joshi et al., 2017), which severely limit their performances on Noisy User-generated Texts (NUT). Meanwhile, an increasing number of people are accustomed to getting real-time information via social media like Twitter. Recently, Xiong et al. (2019) propose a large-scale dataset for question answering over social media texts, TweetQA, which is constructed in a crowd-sourcing way, and recommended annotators to write answers in their own language.

Table 1 shows an example from the TweetQA dataset. In order to answer the question “what is kerry thankful for?”, an RC model first needs to be positioned to “Thank u 4 opening this convo”, where “u, 4, convoy” is the abbreviation of “you, for, conversation”, respectively. Furthermore, “u” refers to “@InStyle”. Then the RC model can predict the answer “instyle opening the conversation”. Such an example indicates that question answering targeting on social media text like tweet is challenging, not only because of its informal nature of the noisy user-generated text (e.g., abbreviation and multiple independent short sentences) but also from the tweet-special representations (e.g., the object whom “Kerry washington” wants to thank is “InStyle” because he is mentioned by “Kerry” at the beginning of the tweet).
Table 1: An example of reading comprehension targeting noisy user-generated social media text from the TweetQA dataset. Note that the highlighted terms are the tweet-specific informal tokens.

To address the above challenges, we come up with a Noisy User-generated Text-oriented Reading Comprehension model (NUT-RC), which takes advantage of both the existing extractive and generative RC models for formal texts, and extends to the informal texts by text normalization. In particular, we first convert the noisy user-generated texts in social media to the formal texts via text normalization, which can benefit to improving the theoretical upper bound of performance of the RC models. Second, in TweetQA, many answers are with the free-text format. For example, the answer in Table 1, "instyle opening the conversation", is not a contiguous substring of the corresponding tweet, which indicates that there is a ceiling of the TweetQA dataset for an extractive RC model. Therefore, we propose a generative RC model with multi-task learning. Unlike the traditional encoder-decoder framework, followed Dong et al. (2019), we use shared transformer blocks and a specially designed self-attention matrix mask to control what context the answer generation conditions on. Then we enable the combination of the extractive RC model and the generative RC model by a multi-task learning mechanism. By sharing the underlying representations, the generative RC model gains the ability of the extractive RC model. Finally, an answer selection module is used to choose the more appropriate answer from the extractive RC model or the generative RC model.

The experiments are carried out on the TweetQA dataset. The performances of our NUT-RC model achieve to 76.1%, 72.1%, and 77.9% of BLEU-1, Meteor, Rouge-L, respectively, yielding absolute improvements of 14.7% on BLEU-1, 13.5% on Meteor, and 13.8% on Rouge-L over the baseline. Note that the performance is also exceeding the human on both Meteor and Rouge-L metrics.

Our contributions in this paper are three-folds: (1) proposal of a novel noisy user-generated text-oriented RC model which combines the extractive and the generative RC models by an answer selection model; (2) proposal of regarding the extractive RC as an auxiliary task to optimize the generative RC model by multi-task learning; and (3) empirical verification of the effectiveness of the model and achieving the state-of-the-art performance on TweetQA.

2 Related Work

Reading Comprehension Reading comprehension (RC) aims to teach a machine answering questions by comprehending the context of given passages, which is one of the most important tasks in the NLP community automatically. The prior research on RC mainly focuses on either the cloze-style (Hermann et al., 2015; Hill et al., 2015; Seo et al., 2016) or multiple-choice (Richardson et al., 2013; Lai et al., 2017). However, these models are difficult to be directly utilized for real application scenarios. Recently, many large-scale RC datasets constructed by a crowdsourced way (Rajpurkar et al., 2016; Joshi et al., 2017; Yang et al., 2018) have been proposed and received widespread attentions (Wang et al., 2017; Min et al., 2019). Besides, to make RC models have the ability of conversation understanding like a human being, more challenging multi-round conversational RC datasets are proposed, such as QuAC (Choi et al., 2018) and CoQA (Reddy et al., 2019). After Transformer (Vaswani et al., 2017) has been released, various pre-trained models (Devlin et al., 2019; Yang et al., 2019; Dong et al., 2019) have sprung up and achieved promising results on most of the RC datasets through purely fine-tuning. The parameters of our NUT-RC model are also initialized by BERT (Devlin et al., 2019).

According to the original formats of the predicted answers, the existing RC model can be roughly divided into two major categories: extractive and generative. In an extractive RC model, the answers are limited to be a span of the given passages. Most of the mainstream RC models are the extractive RC model. In a generative RC model, the answers can be free-text and do not have to appear in the passages.
Normalizer | Informal type | Example
--- | --- | ---
SPLT | Mixed tokens | `#InTheUnlikelyEvent (# In The Unlikely Event)`
EXPN | Abbreviation | `u (you), convo (conversation), addr (address)`
WDLK | Misspelling word | `preety (pretty), goverment (government)`
MISC | Other | `sh*t (:), :-) (`)

Table 2: Taxonomy of informal texts and non-standard word normalizers. The revised texts are in parentheses; “(·)” denotes deletion.

With the development of natural language generation technology, researchers focused on using generative models to solve reading comprehension problems. For example, McCann et al. (2018) and Bauer et al. (2018) used RNN-based pointer generation mechanisms to generate answers from a single document. Tan et al. (2018) adopted a pipeline method in multi-document reading comprehension. In this paper, we propose a multi-task learning based generative RC model that integrates the advantages of both the extractive and the generative RC models by share hidden state representations.

**Noisy User-generated Text-oriented NLP** Recently, due to the increasing number of social media users, many research directions of NLP are required for processing the noisy user-generated texts in social media, such as tweets. The prior works mainly concentrate on part-of-speech tagging and dependency parser in tweets. For example, Foster et al. (2011) annotated 7,630 PoS tags according to the Penn Treebank (Marcus et al., 1993); Kong et al. (2014) built a dependency parser for tweets based on the TWEEBANK, which is the first dataset annotated with syntactic information on tweets. Besides, the ACL-IJCNLP Workshop (Baldwin et al., 2015) provides a shared task on noisy user-generated text processing, including twitter lexical normalization and named entity recognition, which stimulated many studies on this topic (Godin et al., 2015; Flint et al., 2017; Liu et al., 2018). Recently, Xiong et al. (2019) released the first large-scale RC dataset over social media data, TweetQA, which gathered tweets used in news articles and encouraged human annotators to write questions and answers upon these tweets in their language. To the best of our knowledge, there are rare reading comprehension models over social media, and the proposed NUT-RC model is inspired by TweetQA.

3 Noisy User-Generated Text-oriented Reading Comprehension

Figure 1 illustrates the architecture of the noisy user-generated text-oriented reading comprehension model (NUT-RC), which comprises six basic components: 1) **text normalization** to convert raw noisy and informal tweets to formal texts (Subsection 3.1), 2) **lexicon encoder** to map the input into a sequence of input embedding vectors (Subsection 3.2), 3) **transformer with self-attention masks** to map the input embeddings into contextual hidden representations (Subsection 3.3), 4) **extractive RC model** identify the start and end positions of an answer in a tweet (Subsection 3.4), 5) **generative RC model** with multi-task learning to generate an answer from the vocabulary conditioned on the question and the tweet (Subsection 3.5), and 6) **answer selection** to choose the most appropriate answer from the extractive RC model and the generative RC model (Subsection 3.6).

3.1 Text Normalization

One challenge in reading comprehension for social media is its informal nature of the noisy user-generated texts. Following Flint et al. (2017), we first convert the noisy and informal tweets to their corresponding formal format by text normalization. Table 2 shows the taxonomy of informal texts and the normalization of common Non-Standard Words (NSW) in the TweetQA dataset. We apply four kinds of text normalizers to clean informal texts. First, hashtags (“`#InTheUnlikelyEvent`”) and user_ids (“`@JasonLloydNBA`”) in tweets are often represented as a single mixed-token, thus the SPLT normalizer is used to divide the mixed-token into separated words. Then, because of the quick typing of posters, various abbreviations and typos exist widely in social media applications. For these tokens, we use the EXPN normalizer to replace abbreviations with their associated expansions and apply the WDLK normalizer to correct the misspelled tokens. Finally, there are also many profanities and non-standard punctuation in tweets, which might be useful for emotion analysis rather than factoid reading comprehension. Thus we
3.2 Lexicon Encoder

After text normalization, the lexicon encoder generates the input embeddings by a word sequence $X$ consisting of a pair of segments $S_1$ and $S_2$. For the extractive RC model, the source segment ($S_1$) and the target segments ($S_2$) are the normalized tweet and the question, respectively. For the generative RC model, the normalized tweet and the question are packed together as the source segment $S_1$, and the generated answer is the target segment $S_2$. The input $X$ is tokenized to sub-word units $\{x_i\}_{i=1}^n$ by the WordPiece (Wu et al., 2016), where $n$ is the length of the input sequence. Following Devlin et al. (2019), the first token $x_1$ is always the “[CLS]” token which is encoded as the hidden embeddings by transformers to represent the full input information. Moreover, a special token “[SEP]” is used to separate the segment pair $(S_1, S_2)$ (for the generative QA model, such token is also used as the end tag of the generated answer). For each sub-word piece, its input embeddings are initialized by the sum of the token embeddings, the segment embeddings, and the position embeddings.

3.3 Transformer with Self-attention Masks

**Transformer**  We employ an $L$-layer Transformer (Vaswani et al., 2017) to map the input embeddings into a sequence of contextual embeddings

$$H^l = Transformer_l(H^{l-1}),$$  

Figure 1: Architecture of NUT-RC.

remove these expressions by the MISC normalizer. Noting that when cleaning tweets, we use the SPLT normalizer ahead of the other three ones.
where \( l \in [1, L] \), \( \mathbf{H}^l = [\mathbf{h}^l_1, ..., \mathbf{h}^l_n] \), and \( \mathbf{h}^l_i \) denotes the contextualized hidden state of the \( i \)-th embeddings of the input in the \( l \)-th layer. Note that, the transformer blocks are implemented as a neural decoder with a special self-attention mask, and also can share the parameters across the extractive RC model and the generative RC model through multi-task learning (Section 3.5).

**Self-attention Masks** For each layer of the transformer, the self-attention (scaled dot-product and multi-head attention) is adopted to integrate the output vectors from previous layers. Following Dong et al. (2019), we utilize the special-attention masks \( \mathbf{M} \) to control what contexts the current token can attend to. The self-attention \( \mathbf{A}^l \) can be computed as

\[
\mathbf{A}^l = \text{softmax}\left( \frac{\mathbf{Q}^T \mathbf{K}}{\sqrt{d_k}} + \mathbf{M} \right) (\mathbf{H}^l W^V),
\]

where the \( \mathbf{H}^l \in \mathbb{R}^{n \times d_h} \) denotes the linear combination of the triple of (query, key, value) via the parameter matrices \( W^Q, W^K, W^V \in \mathbb{R}^{d_h \times d_k} \), respectively, and the self-attention mask matrix \( \mathbf{M} \in \mathbb{R}^{n \times n} \) represents whether a pair of tokens can be mutually attended.

As shown in Figure 1, for the extractive RC model, the self-attention mask \( \mathbf{M} \) is set to a zero matrix, denoting that all tokens in tweet and question are allowed to attend over each other. This is consistent with the bidirectional language model like BERT (Devlin et al., 2019). For the generative RC model, the left elements of the mask matrix are all 0s, the upper-right elements are set to \(-\infty\), and the bottom-right of the mask matrix is an upper-triangular matrix. While all tokens in the source have access to each other, the tokens in the target can attend to all tokens in the source, the preceding tokens in the target sequence, and themselves. In this way, we implement a generative RC model with a bidirectional encoder and a unidirectional decoder via shared transformer blocks.

### 3.4 Extractive RC Model

Given a question and the corresponding tweet, the extractive RC model aims to extract the correct answer span from this tweet. By the aforementioned transformer encoder, we first get the last hidden states of both the tweet and the question \( \mathbf{H}^L_{\text{Ex}} = [\mathbf{h}^L_1, ..., \mathbf{h}^L_n] \). Then, a Point Network (Vinyals et al., 2015) is adopted to get the possibility vectors of both the start position \( \mathbf{p}_s^i \) and the end position \( \mathbf{p}_e^i \) of the answer span.

The probabilities of the word \( w_i \) as the start position \( \mathbf{p}_s^i \) and the end position \( \mathbf{p}_e^i \) of the answer span are calculated by

\[
\mathbf{p}_s^i = \frac{e^{s \cdot \mathbf{h}_i^L}}{\sum_j e^{s \cdot \mathbf{h}_j^L}}, \quad \mathbf{p}_e^i = \frac{e^{e \cdot \mathbf{h}_i^L}}{\sum_j e^{e \cdot \mathbf{h}_j^L}}.
\]

The objective of the extractive RC model is maximizing the log-likelihood of the start position and the end position. The loss is calculated by

\[
L_{\text{ex}} = -\frac{1}{N} \sum_{i=1}^{N} (\log \mathbf{p}_{s_i}^y + \log \mathbf{p}_{e_i}^y),
\]

where \( N \) is the number of samples in the training set, and \( y_s^i, y_e^i \) are the start position and the end position of the ground truth answer span, respectively. Note that \( y_e^i \) is constrained to be bigger than \( y_s^i \) during the prediction.

### 3.5 Generative RC Model

The generative RC model aims to generate a well-formed word sequence as the answer from the vocabulary, conditioned on the question and the corresponding tweet. First, we pack the question, the tweet, and the answer into a single sequence like “[CLS] tweet [SEP] question [SEP] answer [SEP]”. The tweet
and the question are combined as the source segment $S_1$, and the answer is the target segment $S_2$. Then, according to Subsection 3.3, we get the contextual hidden representations.

During training, we follow Dong et al. (2019), which randomly masks tokens in the target segment $S_2$ with a special token “[MASK]”. Then, the model learns how to recover these masked tokens. The probability distribution over all words in the vocabulary $p_{vocab}$ can be produced by a linear and softmax layer:

$$p_{vocab} = softmax(V H^L_{Ge} + b),$$  \(5\)

where $H^L_{Ge}$ denotes the last hidden states obtained by the shared transformer blocks, conditioned on the source segment $S_1$ and the masked target segment $S_2$, $V$ and $b$ are the learnable parameters. Thus, we obtain the probability of the predicted word $w_t$ by

$$p(w_t) = p_{vocab}(w_t).$$  \(6\)

The loss function of the generative RC model is calculated by the sum of negative log-likelihood of the masked target word sequence $\{w_i\}_{i=1}^{T}$:

$$L_{ge} = -1 \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T} \log p(w_i^t),$$  \(7\)

where $N$ denotes the number of training samples, and $T$ is the length of masked tokens in the target segment.

Multi-task Learning

As described above, while the extractive RC model requires that the predicted answer must be a span of the given tweet, the generative RC model will generate novel words or phrases that might not appear in the tweet. Both of them have achieved promising results in their respective ways. Is there an appropriate way to combine the advantages of them to further improve the performance for RC?

To justify this idea, we regard the extractive RC as an auxiliary task to help to optimize the generative RC model. In particular, we first unify the inputs of the extractive and the generative RC models into a single sequence “[CLS] tweet [SEP] question [SEP] answer [SEP]”. Then, such inputs are fed into the lexicon encoder and the transformer to obtain the last hidden vectors $H^L \in \mathbb{R}^{n \times d_h}$, where $n$ is the length of the single sequence. Next, we distill the representations of the source segment (tweet and question) $H^L_{Ex} \in \mathbb{R}^{m \times d_h}$ from $H^L$ for the extractive RC model, where $m$ denotes the length of the source segment. Finally, the contextual hidden state $H^L_{Ge}$ of the generative RC model is consistent with $H^L$. The loss of multi-task learning naturally turns into

$$L_{MLT} = L_{ex} + \lambda L_{ge},$$  \(8\)

where $L_{ex}$ and $L_{ge}$ are calculated by Eq.(4) and Eq.(7), respectively.

3.6 Answer Selection

Up to now, we have two manners to get an answer by the extractive QA model (Subsection 3.4) and the generative QA model (Subsection 3.5), respectively. However, there is no one-size-fits-all method for a complex RC task, e.g., the RC task in social media, although we expect that the RC system can choose the most appropriate model to predict answers. Therefore, to further improve the scalability of our RC approach, we regard the problem as a binary classification task, to select the final answer from the outputs of the extractive and generative RC models.

To train the classifier, we first construct a training set by the following steps: 1) selecting the samples from the training set of TweetQA with different predicted answers by the extractive and generative RC models, and 2) setting the label with the higher answer score of the two to 1, and the other to 0. Then, we pack the predicted answer from the extractive RC model or the generative RC model with the corresponding question into a single sequence like “[CLS] question [SEP] answer [SEP]”, and feed the sequence into the BERT (Devlin et al., 2019) to distill the last hidden vector of “[CLS]”. Finally, we train the classifier using the “[CLS]” representations to determine whether the answer should be accepted (label 1) or not (label 0).
| Item | #Train | #Dev | #Test |
|------|--------|------|-------|
| Ext  | 6,931  | 939  | -     |
| Gen  | 3,761  | 147  | -     |
| Total| 10,692 | 1,086| 1,979 |
| Informal text| 8,562 | 862  | 1,547 |

Table 3: Statistics of triples (tweet, question, answer) on the TweetQA corpus. Ext: the ground-truth answers are a span in tweets; Gen: the ground-truth answers do not match any exact substring in tweets.

| Model     | Hyper-parameter | Value |
|-----------|-----------------|-------|
| Common    | Dropout rate    | 0.1   |
|           | Warm up         | 0.1   |
|           | Batch size      | 12    |
|           | Max sequence length | 128 |
|           | $\lambda$ in Eq.(8) | 1 |
| Extractive RC model | Learning rate | 3e-5 |
|           | Epoch           | 2     |
| Generative RC model | Learning rate | 2e-5 |
|           | Epoch           | 10    |
|           | Mask probability | 0.7  |
|           | Vocabulary size | 30,522|

Table 4: Hyper-parameter settings.

4 Experimentation

4.1 Settings

TweetQA is the first machine reading comprehension dataset on social media (Twitter) (Xiong et al., 2019). Two key properties distinguish it from the standard QA datasets such as the SQuAD dataset (Rajpurkar et al., 2016). First, in tweets, there are a large number of informal expressions, such as the examples in Table 2, which renders the existing RC models useless. As shown in Table 3, there are 8,562 (80%) samples need to be normalized. Second, unlike the extractive RC datasets in which the answers are exactly contained in the given passages, lots of answers in TweetQA are free-form texts by manual annotation. Table 3 shows that about 33% of answers do not match an exact fragment in the corresponding tweet.

Due to the free-form answers, the evaluation metrics for extractive RC tasks, such as exact match and F1, are not fit for our experimentation. Therefore, following the settings of the TweetQA leaderboard, we use three metrics to assess models, including BLEU-1 (Papineni et al., 2002), Meteor (Denkowski and Lavie, 2011), and Rouge-L (Lin, 2004). For data pre-processing, tweets and QA pairs are first tokenized by Stanford CoreNLP\(^1\), which is consistent for all models. Then we utilize four text normalizers described in Subsection 3.1 to convert the noisy and informal tweets into their corresponding formal texts.

The implementations of the extractive RC model and the generative RC model are based on the PyTorch reimplementation BERT\(^2\) (Devlin et al., 2019) and the UNILM\(^3\) (Dong et al., 2019), respectively. All parameters of the systems are initialized by uncased large whole-word-masking BERT pre-trained model and optimized using Adam (Kingma and Ba, 2014). Table 4 shows the hyper-parameter settings in our experiments. As the TweetQA leaderboard makes the test set unseen, our experiments are conducted on the development set if not specified.

In this paper, we demonstrate the following systems for social media RC.

- **Ext-RC.** The extractive RC model described in Subsection 3.4.
- **Gen-RC.** The generative RC model described in Subsection 3.5.
- **NUT-RC.** The system integrates the extractive and generative RC models by the answer selection module.

---

1. https://stanfordnlp.github.io/CoreNLP/index.html
2. https://github.com/huggingface/transformers
3. https://github.com/microsoft/unilm
Table 5: Performances of RC models on TweetQA. The results on the test set are our first and only submissions to the TweetQA leaderboard.

| Model      | BLEU-1 | Meteor | Rouge-L |
|------------|--------|--------|---------|
|            | Dev    | Test   | Dev    | Test   | Dev    | Test   |
| HUMAN      | 76.4   | 78.2   | 63.7   | 66.7   | 70.9   | 73.5   |
| Ext-UB     | 79.5   | 80.3   | 68.8   | 69.8   | 74.3   | 75.6   |
| Ext-UB$_{norm}$ | 87.1 | -      | 84.6   | -      | 86.7   | -      |
| BERT       | 67.3   | 61.4   | 56.9   | 58.6   | 62.6   | 64.1   |
| Seq2Seq    | 53.4   | 36.1   | 32.1   | 31.8   | 39.5   | 39.0   |
| Ext-RC     | 73.1   | 73.6   | 68.9   | 70.3   | 73.0   | 75.4   |
| Ext-RC+    | 75.9   | 75.6   | 71.3   | 72.1   | 77.5   | 77.4   |
| Gen-RC     | 77.3   | 75.9   | 72.1   | 71.7   | 78.6   | 77.7   |
| NUT-RC     | 78.2   | 76.1   | 73.3   | 72.1   | 79.6   | 77.9   |

Table 6: Comparison of the generative RC models on the development set of TweetQA. UNILM: the pre-trained UNILM model (Dong et al., 2019) is directly fine-tuned on the TweetQA corpus without multi-task learning; UNILM$_{BERT}$: initializes its parameters with the BERT large uncased whole-word-masking model (Devlin et al., 2019).

| Model      | BLEU-1 | Meteor | Rouge-L |
|------------|--------|--------|---------|
| UNILM      | 65.9   | 59.5   | 67.7    |
| UNILM$_{BERT}$ | 74.9 | 69.9   | 76.4    |
| Gen-RC     | 77.3   | 72.1   | 78.6    |

As the top systems on the TweetQA leaderboard$^4$ do not release their papers or codes, we only compare the following baselines in Xiong et al. (2019).

- **BERT**: An extractive RC system with the uncased base BERT (Devlin et al., 2019).
- **Seq2Seq**: An RNN-based encoder-decoder RC system (Song et al., 2017), which encodes the passage and the question into a multi-perspective memory and decodes the answer with both copy and coverage mechanisms.

### 4.2 Experimental Results

Table 5 lists the performances of the baselines and our RC models. The performances of the HUMAN and the Ext-UB indicators (Rows 1 and 2) reported by Xiong et al. (2019) show the complexity and extractive upper bounds of TweetQA. Following with the Ext-UB indicator that directly extracts answer candidates in raw texts of tweets, we normalize tweets by the text normalizers (Subsection 3.1) and then extract answer candidates using the same method (Ext-UB$_{norm}$). It improves about 10% of the theoretical upper bounds of the three metrics on the development set, which demonstrates the effectiveness of our text normalization.

Rows 6-9 in Figure 5 show the performances of our RC models, where the Ext-RC+ model is first fine-tuned on the SQuAD dataset (Rajpurkar et al., 2016) based on the Ext-RC model. It shows that the Ext-RC+ model outperforms about 2% of absolute improvements than the Ext-RC model, which indicates that data augmentation from external resources can benefit the extractive RC model to some extent. Moreover, our NUT-RC model achieves the best performances on both the development set and the test set, even better than the human performances. Finally, the results also show that all of our RC models, including the extractive and the generative RC models, and the NUT-RC model, achieve promising results and exceed the baselines (BERT and Seq2Seq).

Table 6 shows the performances of the generative RC models with different pre-trained embeddings and settings. Comparing with the UNILM model (Row 1), the same model updated by BERT (Row 2) performs better, which is probably due to the whole word masking mechanism of BERT. In addition, the Gen-RC model (Row 3) achieves the best performance, which verifies the effectiveness of the multi-task learning of our generative RC model. The improvement might be benefited from the multi-task learning.

---

$^4$https://tweetqa.github.io/
learning affected by a regularization via alleviating over-fitting to the generative RC task, thus making the underlying representations transferable from the extractive RC task to the generative RC task.

Text normalization is a vital pre-processing step for the RC on social media texts. To better quantify the contributions of the different text normalizers, we conduct an ablation study. Noted that the SPLT normalizer is a prerequisite component for the other normalizers, thus we add it first and then add the other normalizers respectively. As shown in Table 7, we observe that the SPLT normalizer can lead to noticeable improvements, especially for the extractive RC model. The results also show that the performance improves slightly when adding EXPN, WDLK, and MISC respectively. Therefore, we take the SPLT and the MISC normalizers as our experimental settings.

### 4.3 Error Analysis

To better understand which types of errors are the most influential factors leading to the failure of the NUT-RC model, we manually analyzed 100 error cases of the NUT-RC model on the development set of TweetQA. The error types mainly can be divided into five aspects.

**Synonymous expression** (39%). Due to the diversity of language itself, different expressions in texts might correspond with the same meaning. For instance, given the question “what kind of discussion is this about?”, while the ground truth answer is “political”, the predicted answer is “a politics discussion”. Obviously, the two answers are completely equivalent in semantics, but they have inferior match quality by the evaluation metrics (BLEU-1, Meteor, and Rouge-L). Therefore, how to evaluate the generated answers is imperative in future work.

**Informal expression in social media** (27%). Although we adopt four text normalizers (in Section 3.1) to normalize the informal tweets, there are still many errors concentrating on 1) UserID which often needs to be understood to answer person-related questions; 2) HashTag which is often used to indicate an event; and 3) some informal oral-English expressions, such as “CHEAH!! USA!!”.

**Extractive boundary** (17%). All of these error cases come from the extractive RC model. Comparing with the ground-truth answer, the predicted answer is either a longer one (e.g., “a live look” vs. “a live look in”) or a shorter one (e.g., “he was hit by a pitch” vs. “by a pitch”).

**Reasoning and inference** (12%). Answering this type of error cases requires the inference ability on multiple sentences and commonsense reasoning.

**Annotated error** (5%). A small part of ground-truth answers are annotated incompletely or incorrectly.

### 5 Conclusion

In this paper, we come up with a noisy user-generated text-oriented RC model on social media texts. Through text normalizers, the model transforms informal texts into well-formed texts. Moreover, we train the generative RC model with the help of the extractive model by a multi-task learning mechanism. Finally, we apply an answer selection module to choose the more appropriate answer from the generative and the extractive RC models. Empirical results show that the proposed model significantly outperforms the state-of-the-art baselines on the TweetQA dataset. In future work, we plan to justify the proposed model on other free-form QA datasets. The source code of our NUT-RC model is publicly available at https://github.com/WhaleFallzz/NUT_RC.
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