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Abstract. In this work, we present and evaluate a method to perform real-time multiple drone detection and three-dimensional localization using state-of-the-art tiny-YOLOv4 object detection algorithm and stereo triangulation. Our computer vision approach eliminates the need for computationally expensive stereo matching algorithms, thereby significantly reducing the memory footprint and making it deployable on embedded systems. Our drone detection system is highly modular (with support for various detection algorithms) and capable of identifying multiple drones in a system, with real-time detection accuracy of up to 77% with an average FPS of 332 (on Nvidia Titan Xp). We also test the complete pipeline in AirSim environment, detecting drones at a maximum distance of 8 meters, with a mean error of 23% of the distance. We also release the source code for the project, with pre-trained models and the curated synthetic stereo dataset which can be found at github.com/aryanshar/swarm-detection
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1 Introduction

Unmanned Aerial Vehicles (UAVs) have gained massive popularity in recent years, owing to the advancements in technology and surge in the number of use-case UAVs those include traffic management, security and surveillance, supply of essentials, disaster management, warehouse operations etc. Drones were initially a military, surveillance and security tool. But in the present era, the ecosystem around UAVs has grown into a fast growing commercial and defense markets which has in-turn drawn investments into the UAV technology, bringing down both shape, size and the costs. Early versions of the drone were much larger, but as time progressed, they got smaller and smarter. Consequently with the development of small and agile drones, their applications have time and again raised security concerns. Their increasing use in swarm systems have also sparked another research direction in dynamic detection and localization of multiple drones in such systems, especially for counter-drone systems.

* We gratefully acknowledge the support of NVIDIA Corporation with the donation of the Titan Xp GPU used for this research.
** The first and second authors have contributed equally.
Drone detection is essentially a subset of the widely studied object detection problem. Though the whole paradigm of object detection has witnessed use of various sensors (eg. RADARS, LiDARs etc) with various novel solutions, the real breakthrough was the use of deep-learning based methodologies for object detection and tracking. Progressively, deep learning based solutions have improved at the task of object detection, but have also grown bulkier and have relied heavily on bulky computing power. Thus, these existing methods found two roadblocks en-route to being deployed on UAVs: computing hardware and real-time inference.

Consequently, parallel to UAV technology, development of small factor computing board and embedded computing have made it possible to deploy deep learning models on UAVs. Onboard object detection and localization has since been attracting traction. This survey summarizes the applications and associated challenges in video surveillance via drones, and highlights the recent progress and issues with the whole paradigm of drone detection and tracking. Particularly, the problem of object localization (drones in context of this work) is computationally expensive, since it relies on extracting features and matching them, a problem which makes the network bulkier and inference slower.

In this work present a light weight computer vision pipeline for dynamic detection and localization of multiple drones. We begin with briefing about related work in this field, followed by explaining our approach. Section 4 then presents out detailed study, where we benchmark state-of-the-art object detection method YOLO and its variants on drone dataset, thereby selecting the most appropriate for our pipeline. Section 5 described our depth detection methodology in detail and concludes with the comparison of estimated depth to the ground truth. We then conclude with the summary and proposed future work which entails extending the network for detecting long range objects.

Fig. 1. Process flow of our proposed pipeline for multiple drone detection and localization
2 Related Work

For the purpose of this section, drone detection is treated as a subset of object detection and all works have been mentioned keeping in mind their application for drone detection. Deep learning networks have increasingly been extending the generality of object detectors. In contrast to traditional methods in which each stage is individually hand-crafted and optimized by classical pipelines, deep learning networks achieve superior performance by automatically deriving each stage for feature representation and detection.

In early years, video-based object detection is by extracting discriminant features such as Local Binary Pattern (LBP), Scale Invariant Feature Transform (SIFT), Histogram of Oriented Gradient (HOG) and Speeded Up Robust Features (SURF) then using these features to train the detector. Though the classical methods work in near real-time, they were soon outperformed by their learning based counterparts [13].

Deep learning methods dominate the current state-of-the-art methods when it comes to object detection, but only a selection of methods qualify for real-time applications. Initially, single stage methods such as SSD [17] were the ones which were most qualified for real-time application, since 2-stage methods such as faster R-CNN [22] etc. were computationally expensive. As fewer proposal steps with hand-crafted features are involved in single-stage methods, they are computationally less complex than multi-stage approaches that usually prioritize detection accuracy. In practice, there was active competition between multi-stage and single-stage methods for object detection tasks. In 2016, Redmond et al. [21] surpassed SSD in both detection speed and accuracy with YOLOv2. A detailed survey which was referred while choosing detection network was done by Zhao et al. [29]. CNNs based sensors have also been used in mobile robot localization as shown in [25].

Since UAVs can support limited payload, significant efforts have been made to develop systems which perform computation off-board and communicate in real-time. Lee et al. [15] demonstrated a system using Faster R-CNN, moving the computation to an off-board computing cloud, while keeping low-level object detection and short-term navigation onboard. The research on embedded systems, capable of deploying deep convolution nets have lead to networks created specifically for UAVs, targeting high speed inference and low computational costs. Mini-YOLOv3 [18] is a real-time object specifically for embedded applications. SSD has also been deployed on drone, demonstrating fast object detectors as shown by Budiharto et al. [6]. Autonomous detection and tracking of high speed ground vehicle using UAV is demonstrated in [24]. Attempts have been made to autonomously track and land a fully actuated aircraft as shown in [4].

The work of Hassan et al. [11] extends YOLOv3 for detecting UAVs in real-time. Deep learning based Real-Time Multiple-Object Detection and Tracking on embedded devices has been described in the work of Hossain and Lee [12]. Novel approach for detection and 3D localization of drones using a hybrid motion-based object detector has been described by Srigrarom and Hoe Chew [26]. Another
approach for dynamic tracking and localization of small aerial vehicles based on computer vision has been demonstrated by Srigrarom et al. [27].

Since vision based methods have trouble detecting multiple objects of same kind, those tend to fail in case of UAV swarms if not tuned properly. Hence, non-vision based method described an efficient strategy for accurate Detection and localization of UAV Swarms [30]. Another interesting approach was demonstrated by Carrio et al. [7], where they use depth maps instead of normal RGB feed to detect and localize drones. To the best of authors knowledge, we did not find work where multiple drones have been detected from single RGB images. Further, we then extend it presenting a pipeline for depth estimation which is then used for 3D localization.

3 Proposed Methodology

We describe the overall process flow before explaining the two important modules in the future sections. Fig. 1 illustrates the steps and processes involved in our pipeline. The stereo camera setup on UAV captures a stereo image which is then passed on to the object detection network. The network then outputs two images, with bounding box labels over the drone. This has been illustrated in the green box on the left of the image, which forms our drone detection module.

The output from network is passed on to the image centroid calculator node, which the respective centroid in image frame coordinates. In normal depth estimation methods, features are first identified and then the respective disparity between them gives an estimate of depth - making the overall process slow. We use the centroid of the two images as features, saving lot of computation. These centroids are then passed on to the stereo triangulation node, which outputs the estimated depth using method described in Section 5.1. This depth information is then transformed to get the $z$-coordinate of the drone.

Having obtained the $z$-coordinate, the $x$ and $y$ coordinates are obtained by transforming the centroid coordinates from image frame to world coordinates. Hence, we obtain the tuple of $(x, y, z)$ coordinates which is used for 3D localization.

4 Drone Detection

Given an image with a pixel grid representation, drone detection is the task of localizing instances of drones with bounding boxes of a certain class. Fig. 2 is a graphical comparison of most of the previously mentioned models that plots the frame rate versus the mean average precision. The frame rates indicated are attained using a powerful Titan X GPU and far greater than we will be able to attain, but still provide a measure for comparison among the algorithms.

Hence, for the purpose of drone detection, a deep convolutional neural network-based model known as YOLO (You Only Look Once), essentially a state-of-the-art object detection model, is chosen and trained on a dataset of drone images. The parameters of the model have been tuned in such a way so as to better
scope down the task of object detection to that of a drone detection. This work involves the training of four versions of the YOLO model namely, YOLOv3 [21], YOLOv3-tiny [2], YOLOv4 [5], YOLOv4-tiny [31], and we compare them on the basis of some performance metrics to choose the one best suited for our problem.

4.1 Dataset for Training

Dataset forms an integral part of the training of a neural network as the quality of a dataset directly impacts the model accuracy. In this work, the dataset has been curated from two main sources: Drone-Net [8] and Mendeley Drone Dataset [3]. In addition to this, some images have been taken from the internet and labeled manually using Labelbox annotation-tool [14], so as to enrich the dataset with images containing multiple drones. Other than the images of drones, the dataset also contains images of non-drone, drone-like “negative” objects. This is done so as to avoid our model from overfitting.

The dataset contains 5529 images along with annotated files corresponding to each image, containing parameters of bounding box such as height, width, center $x$, $y$ coordinates, and object class. The dataset is further divided into training set having 5229 images and test set having 300 images. Two different image resolutions, $450 \times 280$ and $1280 \times 720$ were tested for model training and the resolution $1280 \times 720$ yielded better results. Hence this resolution was chosen for every other version of YOLO that was trained.
Fig. 3. Sample images from Dataset used for training the detection pipeline. Higher resolution images can be found on Github repository

4.2 Training

Since we were primarily comparing versions of YOLO, Darknet (20) has been used to train the models. NVIDIA TitanXP (12 GiBs vRAM) was used for training along with GPU acceleration libraries CUDA11.3 and cuDNN8.2.

Since training heavily depends on the size of dataset, transfer learning based approach [19] has been used to counter the problem of over-fitting, which is prominent in case of smaller datasets. We begin by initializing the pretrained model given by Redmond [20]. The training parameters for various models are given in Table 1.

| Parameters | YOLOv3 | YOLOv3-tiny | YOLOv4 | YOLOv4-tiny |
|------------|--------|------------|--------|------------|
| Width      | 512    | 416        | 512    | 416        |
| Height     | 512    | 416        | 512    | 416        |
| Batch      | 64     | 64         | 64     | 64         |
| Subdivisions | 16   | 2          | 32     | 16         |
| Channels   | 3      | 3          | 3      | 3          |
| Momentum   | 0.9    | 0.9        | 0.949  | 0.9        |
| Decay      | 3      | 3          | 3      | 3          |
| Learning Rate | 0.0005 | 0.0005     | 0.0005 | 0.0005     |
| max_batch  | 0.001  | 0.001      | 0.001  | 0.001      |
| Policy     | steps  | steps      | steps  | steps      |
| Steps      | 3200, 3600 | 4480, 5040 | 3200, 3600 | 4480, 5040 |
| Scale      | 0.1, 0.1 | 0.1, 0.1   | 0.1, 0.1 | 0.1, 0.1   |
| Classes    | 1      | 1          | 1      | 1          |

4.3 Results

As mentioned in Section 4.1, we evaluated our models on the test set. Selected results (encompassing multiple and single drone) have been shown in Fig. 4.
Fig. 4. Results of the trained models on test images. To the left is the test image, with outputs from various models as one moves right. Top row contains image with a single drone, while bottom row is for multiple drones.

From the output, it can be easily seen that YOLOv4 and tiny-YOLOv4 clearly outperform YOLOv3, since YOLOv3 fails to detect all the drones due to its lower confidence values. Further, we evaluated the inference speeds, since those are of paramount importance for real-time deployment. From Table 2, it can be deduced that tiny-YOLOv4 performs the best out of every model, in terms of average confidence and inference speed. Though, literature suggests that YOLOv4 must outperform every other listed model here (in terms of average confidence), but that hypothesis fails here. This is largely accredited to the size of the dataset that the network is trained upon. Since, YOLOv4 is a very dense network, it also requires a vast dataset, both in terms of quality and quantity. Although, the choice of the network we’ve made is heavily based on the fact that we require a lightweight network with low memory footprint and high inference speeds, so we move forward with tiny-YOLOv4.

Table 2. Inference time & average confidence comparison for various models on the test images in Fig. 4.
4.4 Why tiny-YOLOv4?

The major parameters over which we have compared these four YOLO models are the confidence of prediction, inference time, and the accuracy while detecting multiple drones. On the basis of these results, we have observed the following:

– The newer versions of YOLO performs better overall, both in terms of accuracy and precision.
– Although, YOLOv4 is a much denser network, still tiny-YOLOv4 outperforms it especially in terms of the confidence in multiple object detection.
– YOLOv4 and tiny-YOLOv4 have much better multiple drone detection accuracy than YOLOv3 and tiny-YOLOv3.
– The Prediction Time of tiny-YOLOv4 is much better than the other YOLO versions, with also the best confidence of detection.

All of these observations motivated us to choose tiny-YOLOv4 architecture as the baseline model for the next part of the work, i.e., Depth Estimation.

5 Depth Estimation

The perception of depth and its estimation from a 2D image is a very challenging problem in the field of computer vision. Stereo vision consists of two identical cameras placed at a baseline distance, which allows them to take images from two distinct viewpoints. The depth in this scenario is estimated by finding the disparity of the images of the same 3D point as demonstrated by Acharyya et al. [1]. The work of Yamaguchi et al. [28], showed that one of the prominent ways to evaluate depth is through stereo-matching of the local features in the stereo-image pair and then retrieving depth through Triangulation. In this work, we propose an alternative approach so as to cut-down the computations involving the stereo matching process. Using tiny-YOLOv4 as the drone detection framework, we feed the stereo image frames into our trained network to retrieve the bounding box parameters of both left-camera and the right-camera images. Now, we approximate the output vector (bounding-box parameters) of the YOLO network as raw local features of the target object in the image, which makes up for the required stereo-matching and reduces the overall computation time and intensity. The approximate evaluation of depth is then done by using the x-coordinate of the centroid of the bounding box to first calculate the stereo-disparity and then use the Triangulation equation to obtain the depth.

5.1 Stereo Triangulation

Stereo vision adds the perception of another depth dimension to a 2D digital image. The first step in the process is to evaluate the disparities between the images produced by the two cameras having a focal length $f$, and which are placed at some known baseline distance, $B$. Figure 5 shows a general arrangement for a stereo camera setup. Here, $O_L$ and $O_R$ are the optical centers for the left-camera and right-camera, respectively.
The figure also depicts the projection of a distant point object $P$ onto both the cameras. It is clear that the center of the left-camera image clearly differs from the center of the right-camera image. This is termed as parallax effect and it results in relative displacement of the respective image points when seen from different viewpoints. This displacement is termed as disparity, $\Delta x$ which is given by:

$$\Delta x = x_L - x_R$$

From the property of similar triangles, the parameters like baseline $B$, focal length $f$, disparity $\Delta x$, and the depth $Z$, can be formulated as equality of ratios,

$$\frac{Z}{B} = \frac{f}{\Delta x}$$

Obtaining the depth from this equation, requires rearranging these terms,

$$Z = \frac{f \times B}{\Delta x}$$

It is evident from equation (3) that if the disparity term is kept constant, then decreasing the baseline $B$ also decreases the depth $Z$. Thus, it is suggested that to obtain depth of objects that are far away, the baseline should be kept large.

5.2 Stereo Dataset formation using AirSim

A very prominent obstacle faced throughout was the lack of dataset containing drone images, and while also considering that physically creating a dataset by
flying the drones and capturing its images from different viewpoints is a very time-intensive task, inspired to create the stereo-dataset in a virtual environment, which mimics reality, by using AirSim [23] and automating the process of creating the dataset by writing a Python script for the simulation process. AirSim exhibits certain APIs which can be used to interact with the vehicle in the simulation programmatically to retrieve images, get state, control the vehicle, etc.

In order to automate the simulation process of capturing the stereo images from different viewpoints for enriching the dataset, the python script is run simultaneously with our custom AirSim environment. The arrangement in the simulation environment consists of two sets of drones (as shown in Fig. 6), one are the Target Drones (whose image is being captured) that are made to fly up and hover at a particular height, and the other ones include a set of four reference drones (those who capture images of target drones). These reference drones are placed equidistant from each other, having the target drones at the center and these are made to fly such that they capture stereo images of these target drones from different viewpoints.

![Custom AirSim environment setup used for simulation. Red-cross denotes the Target Drone and Green-cross denotes the Reference Drones](image)

**Fig. 6.** Custom AirSim environment setup used for simulation. Red-cross denotes the Target Drone and Green-cross denotes the Reference Drones

### 5.3 Evaluation of Approximate Depth

Equation (3) suggests that given the camera parameters, namely focal length \(f\) and baseline distance \(B\), if we are able to obtain the disparity between the images, the parameter of depth could then be evaluated. To do so, we feed the stereo-image pair into the trained tiny-YOLOv4 network to extract the predicted
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Fig. 7. Sample stereo-image pair of a scene after being fed through tiny-YOLOv4 network

bounding box parameters. Since the stereo-camera platform that we have taken is a parallel camera arrangement, the disparity can be approximated as the difference in the $x$-coordinate of the target drone’s projection in both the left-camera and right-camera image, respectively. Now, the $x$-coordinate of the target drone’s projection in both the cameras is approximated as the $x$-coordinate of the centroid of the bounding-box obtained after feeding the images into the trained tiny-YOLOv4 network (see Figure 7). This establishes the requirement for obtaining the depth parameter. Say, $C_{\text{LeftCam}}$ and $C_{\text{RightCam}}$ denote the $x$-coordinate of the centroid of the bounding box parameter in the left-camera image and the right-camera image respectively, then disparity is given as:

$$\Delta x_{\text{img}} = C_{\text{LeftCam}} - C_{\text{RightCam}}$$  \hspace{1cm} (4)

5.4 Formulation for Comparison

To establish a comparison of our approximate Depth-Detection technique with the Ground-Truth, we first generate a stereo dataset of 50 images using the simulation script as mentioned in Section 5.2. The camera parameters used for generating these images were, Baseline, $B = 1.2$ m and focal length, $f = 1.2$ m. Since, the bounding-box parameters given as output vector by the tiny-YOLOv4 network is in terms of the pixel no., the disparity $\Delta x_{\text{img}}$ value obtained is terms of pixel number. Thus, making appropriate transformations using the conversion $1 \text{ pixel} = 2.65 \times 10^{-4}$ m, we get

$$Z = \frac{B \times f}{\Delta x_{\text{img}} \text{(in pixels)}} = \frac{9070.86}{\Delta x_{\text{img}}} \text{ (m)}$$ \hspace{1cm} (5)

5.5 Comparison with Ground-Truth

As we have the required relation for evaluating the depth of a target drone, we begin to compare its performance. To evaluate the performance of our depth estimation model, the ground truth values of the target drone and the reference drone were recorded throughout the process of simulation while capturing the
dataset of 50 stereo-pair images. Out of the 50 pairs, we compute the values of depth for a sample size of 8 stereo-image pairs using Eq. (5) and the results are reported in Table 3 below.

| Sample No. | Disparity (pixel) | Z-Depth (m) | Ground-Truth (m) | Error (%) |
|------------|-------------------|-------------|------------------|-----------|
| 1          | 1412              | 6.42        | 5.71             | 12.32     |
| 2          | 1274              | 7.12        | 5.93             | 19.97     |
| 3          | 1173              | 7.73        | 6.37             | 21.24     |
| 4          | 1104              | 8.21        | 6.54             | 25.62     |
| 5          | 1089              | 8.33        | 6.73             | 23.75     |
| 6          | 1028              | 8.82        | 6.93             | 27.25     |
| 7          | 898               | 10.10       | 7.59             | 32.95     |
| 8          | 963               | 9.42        | 7.70             | 22.27     |

It is observed from the table that the proposed depth estimation model gives close to accurate measurement of the object depth. It is also observed that the error in the measurement of depth from our formulated model increases with the depth. This tells us that the model is able to deliver good results when the target drone is in a close proximity.

6 Conclusion

We have presented and evaluated our approach for real-time multiple drone detection and localization in simulation environment. The pipeline is modular with support for various object detection algorithms depending on frame rate, YOLO and its variants have been evaluated in this work. The modern, neural net based tiny-YOLO v4 algorithm attains higher frame rates and detection accuracy results than leading CPU based algorithms, and coupled with our classical stereo triangulation based depth estimation module, can be used for 3D localization. Further, we also release the pre-trained models, source code for simulation and the custom stereo dataset for further developments. Since traditional feature matching methods tend to deteriorate as images have more negative space, our method circumvents the problem since we use centroid as a feature for stereo triangulation. Hence as future improvements, we plan to extend our work for achieving long range drone detection using UAV-Yolo [16].
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