Setup commissioning for an improved measurement of the D(p,γ)3He cross section at Big Bang Nucleosynthesis energies

Citation for published version:
(LUNA Collaboration) 2020, 'Setup commissioning for an improved measurement of the D(p,γ)3He cross section at Big Bang Nucleosynthesis energies', European Physical Journal A, vol. 56, 144. https://doi.org/10.1140/epja/s10050-020-00149-1

Digital Object Identifier (DOI):
10.1140/epja/s10050-020-00149-1

Link:
Link to publication record in Edinburgh Research Explorer

Document Version:
Peer reviewed version

Published In:
European Physical Journal A

General rights
Copyright for the publications made accessible via the Edinburgh Research Explorer is retained by the author(s) and / or other copyright owners and it is a condition of accessing these publications that users recognise and abide by the legal requirements associated with these rights.

Take down policy
The University of Edinburgh has made every reasonable effort to ensure that Edinburgh Research Explorer content complies with UK legislation. If you believe that the public display of this file breaches copyright please contact openaccess@ed.ac.uk providing details, and we will remove access to the work immediately and investigate your claim.
Setup commissioning for an improved measurement of the D(p,γ)³He cross section at Big Bang Nucleosynthesis energies

V. Mossa¹, K. Stöckel²,³, F. Cavanna⁴, F. Ferraro⁴,⁵, M. Aliotta⁶, F. Barile¹, D. Bemmerer², A. Best⁷, A. Boeltzig⁸,⁹, C. Broggini¹⁰, C.G. Bruno⁶, A. Cacioli¹⁰,¹¹, L. Csedreki⁸,⁹, T. Chillery⁶, G.F. Ciani⁸, P. Corvisiero⁴,⁵, T. Davinson⁶, R. Depalo¹⁰, A. Di Leva⁷, Z. Elekes¹², E.M. Fiore¹,¹³, A. Formicola⁹, Zs. Fülop¹², G. Gervino¹⁴, A. Guglielmetti¹⁵, C. Gustavino¹⁶a, G. Gyürky¹², G. Imbriani⁷, M. Junker⁹, I. Kochanek⁹, M. Lugaro¹⁷, L.E. Marcucci¹⁸, P. Marigo¹⁰,¹¹, Z. Masha¹⁵, R. Menegazzo¹⁰, F.R. Pantaleo¹,¹⁹, V. Paticchio¹, R. Perrino¹⁵, D. Piatti¹⁰, P. Prati¹,³, L. Schiavulli¹,¹³, O. Straniero²⁰, T. Szics², M. P. Takács²,³, D. Trezzi¹⁵, S. Zavatarelli⁴c, and G. Zorzi¹⁵ (LUNA collaboration)

¹ INFN, Sezione di Bari, via E. Orabona 4, 70125 Bari, Italy
² Helmholtz-Zentrum Dresden-Rossendorf, Bautzner Landstraße 400, 01328 Dresden, Germany
³ Technische Universität Dresden, Zellescher Weg 19, 01069 Dresden, Germany
⁴ INFN, Sezione di Genova, Via Dodecaneso 33, 16146 Genova, Italy
⁵ Università degli Studi di Genova, Via Dodecaneso 33, 16146 Genova, Italy
⁶ SUPA, School of Physics and Astrophysics, University of Edinburgh, Peter Guthrie Tait Road, EH9 3FD Edinburgh, United Kingdom
⁷ Università degli Studi di Napoli “Federico II”, and INFN, Sezione di Napoli, Via Cintia 21, 80126 Napoli, Italy
⁸ Gran Sasso Science Institute, Viale F. Crispi 7, 67100 L’Aquila, Italy
⁹ INFN, Laboratori Nazionali del Gran Sasso (LNGS), Via G. Acitelli 22, 67100 Assergi, Italy
¹⁰ INFN, Sezione di Padova, Via F. Marzolo 8, 35131 Padova, Italy
¹¹ Università degli Studi di Padova, Via F. Marzolo 8, 35131 Padova, Italy
¹² Institute for Nuclear Research (Atomki), PO Box 51, 4001 Debrecen, Hungary
¹³ Università degli Studi di Bari, Dipartimento Interateneo di Fisica, Via G. Amendola 173, 70126 Bari, Italy
¹⁴ Università degli Studi di Torino and INFN, Sezione di Torino, Via P. Giuria 1, 10125 Torino, Italy
¹⁵ Università degli Studi di Milano and INFN, Sezione di Milano, Via G. Celoria 16, 20133 Milano, Italy
¹⁶ INFN, Sezione di Roma, Piazzale A. Moro 2, 00185 Roma, Italy
¹⁷ Konkoly Observatory, Research Centre for Astronomy and Earth Sciences, MTA Centre for Excellence, Konkoly Thege Miklós 15-17, H-1121 Budapest, Hungary
¹⁸ Università degli Studi di Pisa and INFN, Sezione di Pisa, Largo Bruno Pontecorvo, 56127 Pisa, Italy
¹⁹ Politecnico di Bari, via Amendola, 126 b, 70126 Bari, Italy
²⁰ INAF Osservatorio Astronomico d’Abruzzo, Via Mentore Maggini, 64100 Teramo, Italy

April 29, 2020

Abstract Among the reactions involved in the production and destruction of deuterium during Big Bang Nucleosynthesis, the deuterium-burning D(p,γ)³He reaction has the largest uncertainty and limits the precision of theoretical estimates of primordial deuterium abundance. Here we report the results of a careful commissioning of the experimental setup used to measure the cross-section of the D(p,γ)³He reaction at the Laboratory for Underground Nuclear Astrophysics of the Gran Sasso Laboratory (Italy). The commissioning was aimed at minimising all sources of systematic uncertainty in the measured cross sections. The overall systematic error achieved (< 3%) will enable improved predictions of BBN deuterium abundance.

PACS. 26.35.+c Big Bang nucleosynthesis – 98.80.Es Observational cosmology

1 Primordial deuterium abundance and the D(p,γ)³He reaction

Big Bang Nucleosynthesis (BBN) occurs during the first minutes of cosmological time in a rapidly expanding hot and dense Universe, where a fraction of protons and nearly all free neutrons end up bound in ⁴He, while D, ³H, ³He,
Recent astronomical observations of primordial deuterium abundance have reported values with a 1% uncertainty [4]. By contrast, theoretical BBN calculations are still hindered by relatively large uncertainties in the D(p,\(\gamma\))\(^3\)He reaction cross section, which remains at present the least well-known of all reactions involved in the nucleosynthesis of primordial deuterium [2; 3; 5]. In order for BBN predictions to achieve the same precision as observations, the D(p,\(\gamma\))\(^3\)He cross section must be determined with a systematic uncertainty better than 3% at energies relevant to BBN (see for example, Refs. [2; 5]).

Several data sets on the D(p,\(\gamma\))\(^3\)He reaction cross section, or equivalently its \(S(E)\)-factor\(^1\), are available in the literature. In the low-energy range (\(E_{\text{cm}} \approx 2 - 20\) keV), mostly relevant to hydrogen burning in the Sun and in protostars, cross sections were obtained with a systematic error of at most 5.3% [7] using the 50 kV accelerator (now in disuse) of the Laboratory for Underground Nuclear Astrophysics (LUNA) at the Laboratori Nazionali del Gran Sasso (LNGS) in Italy [8; 9]. At higher energies (\(E_{\text{cm}} \approx 30 - 700\) keV), available data sets are affected by systematic errors of 9% or higher [10–13]. The situation is further compounded by the fact that a recent \textit{ab initio} calculation [14] disagrees at the 20-30% level with both the \(S\)-factor of Ma et al. [10] and a best fit [15] to selected data [7; 10; 16; 17], widely used in BBN calculations.

Here, we report the results of setup commissioning measurements aimed at minimising all sources of systematic uncertainties in the measurement of the D(p,\(\gamma\))\(^3\)He cross section. We have exploited the full dynamic range of the 400 kV accelerator, corresponding to \(E_{\text{cm}} \approx 30 - 300\) keV and thus covering a broad energy region around \(E_{\text{cm}} \approx 130\) keV where, according to Nollett et al. [18], the predicted abundance of primordial deuterium is most sensitive to the D(p,\(\gamma\))\(^3\)He reaction.

The paper is organised as follows: first, we describe the experimental approach and setup used at LUNA for the measurement of the D(p,\(\gamma\))\(^3\)He cross section (sect. 2); then, we report on high-precision measurements of target density profile, beam current, detection efficiency, and angular distribution effects (sections 3-6). The results obtained are discussed and summarised in sect. 7.

\(^1\) The astrophysical \(S(E)\) factor is defined as [6]: \(S(E) = E \sigma(E) \exp(2\pi\eta)\), where \(E\) is the energy of interaction in the centre of mass system, \(\sigma(E)\) is the energy dependent cross-section, and \(\eta\) is the Sommerfeld parameter \(\eta(E) = Z_I Z_Z \alpha (\mu^2/2E)^{1/2}\) (with \(Z_i\) atomic numbers of the interacting particles, \(\alpha\) fine structure constant, \(\mu\) reduced mass, and \(c\) speed of light).
to prevent its pollution. Possible air-leaks contamination (mostly nitrogen) was periodically checked by using the well-known $^{14}\text{N}(p,\gamma)^{15}\text{O}$ resonance at $E_r = 259$ keV [22]. Specifically, we exploited the relationship between the resonance strength and the effective stopping power (see for example, [6]) to determine the ratio of nitrogen to deuterium atoms in the gas. This ratio was found to be always below 0.5%.

The target chamber contains a cylindrical copper calorimeter (30 cm length and 50 mm diameter) for beam current integration (sect. 4). Gamma rays from the $\text{D}(p,\gamma)^{3}\text{He}$ reaction were detected with a high purity germanium detector (not shown in the figure, relative efficiency $\approx 135\%$) located under the target chamber and facing its centre.

### 3 Effective target density measurements

The gas target density $\rho(z)$ was determined by combining independent measurements of pressure and temperature profiles along the beam axis. Measurements were performed without beam and under the same operating conditions: stable deuterium pressure inside the gas target ($P = 0.3$ mbar), water-cooled AP1 collimator, and beam stop temperature maintained at 343 K (70° C, see sect. 4). For the pressure profile, six capacitance gauges (five Pfeiffer CMR 363 and one MKS Baratron 626, typical precision 0.3%) were used to measure the pressure at 12 different positions: six inside the target chamber, three in the AP1 collimator and three in the pipe connecting the chamber to the first pumping stage. As shown in fig. 2, the gas pressure remains constant within $\pm 0.9\%$ inside the chamber, decreases along the collimator, and vanishes within the connecting pipe. Taking into account calibration and instrumental accuracy, a total uncertainty of $\pm 0.9\%$ was assigned to the pressure inside the target chamber.

The gas temperature was measured at 12 positions (along the beam axis) inside the chamber and the connecting pipe using four PT100 thermistors. The measured profile is shown in fig. 3: the temperature drops monotonically between the calorimeter beam stop heated to 343 K (see sect. 4) and the collimator, while it remains constant to within $\pm 0.2\%$ inside the connecting pipe at about 294 K (21° C). The overall temperature error was estimated to be about 1 K, corresponding to a relative error of $\pm 0.3\%$.

It should be noted, however, that during actual measurement runs the gas temperature (and thus the gas density) can be affected by the power dissipated by the beam in passing through the gas (beam heating effect [6]). The extent of this effect was quantified experimentally by measuring the $\text{D}(p,\gamma)^{3}\text{He}$ reaction yield for different beam intensities at a fixed beam energy and constant deuterium pressure (0.3 mbar). Figure 4 shows the results obtained for a 300 keV proton beam: a typical current of 200 $\mu$A leads to a count rate, i.e. target density, reduction of about 1%, in good agreement with previous findings obtained at LUNA with an alpha beam and a deuterium gas target [23; 24] and also with an analytical expression for beam heating effect in gas targets reported in [25]. We adopted

---

2 The relative efficiency is defined at 1.33 MeV relative to that of a standard 3"-diameter, 3"-long NaI(Tl) scintillator at 25 cm from the source.
4 Beam current measurement

As the proton beam passes through the gas target, protons are partially neutralized and secondary electrons are produced. These phenomena prevent a reliable electrical reading of the beam current and thus of the number of protons $N_p$ impinging on the target. For this reason the beam current was measured with a calorimeter maintained at a constant temperature gradient. The calorimeter consists of three parts: a hot side (acting as a beam stop), eight heating resistors, and a cold side. The hot side is kept at a temperature of 70 °C by regulating the current of the heating resistors via a feedback loop in which four thermistors (PT100) are used to monitor the temperature of the beam stop [26]. The cold side of the calorimeter is kept at 0 °C by means of a chiller. The beam stop can be heated either by the resistors or by the beam, thus the more power is dissipated by the beam in the calorimeter, the less has to be provided by the resistors to maintain the temperature gradient. Power values and temperatures of the hot and cold sides were continually recorded by a real time controller programmed in LabVIEW.

Denoting with $W_0$ ($W_{\text{run}}$) the power delivered by the resistors when the beam is off (on), the calorimetric power is defined as $W_{\text{cal}} = W_0 - W_{\text{run}}$. The calorimetric power $W_{\text{cal}}$ was calibrated against the electrical power $W_{\text{el}}$ measured without gas in the target chamber ($P \approx 10^{-3}$ mbar), using the calorimeter and target chamber as a Faraday cup. Results of this standard calibration procedure [20; 27] are displayed in fig. 5: the linear dependency is verified to better than 1% over a wide power range ($W_{\text{run}} = 20 – 100$ W). The improved linearity compared to previous work [27] was due to more accurate measurements of both the electrical and the calorimetric powers thanks to a factor of 10 reduction in residual gas pressure. The beam current can then be determined with a 1% uncertainty as:

$$I = \frac{e \cdot W_{\text{cal}}}{E_p - \Delta E},$$

where $e$ is the elementary charge, $E_p$ is the initial proton beam energy, and $\Delta E$ is the energy lost by the beam in the gas target (at most 3 keV), as calculated using tabulated stopping power values (with an uncertainty of 2.8% for protons in deuterium gas) in SRIM [28] and including the beam heating correction. For each run, the total number
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5 Detection efficiency setup and measurement

In the extended deuterium gas target the interaction with the proton beam can take place at different positions along the beam axis, resulting in different energies of the emitted photons (for the same beam energy) and in different geometrical angles subtended by the HPGe detector. Therefore, the γ-ray detection efficiency $\epsilon(z,E_\gamma)$ (eq. 1) must be carefully determined as a function of both position and energy.

For the conditions of the experiment at LUNA, the γ rays emitted by the D(p,γ)³He reaction ($Q = 5.5$ MeV) have typical energies $E_\gamma = 5.5 - 5.8$ MeV, i.e. far away from the energy of the commonly used radioactive sources. Thus, a measurement of the detection (photo-peak) efficiency was performed using a different technique based on the well-known resonant reaction $^{14}$N(p,γγ)$^{15}$O, which produces pairs of γ rays over a wide energy range (see sect. 5.1).

For the photo-peak efficiency measurements we used the following experimental setup. In addition to the HPGe detector (hereafter Ge1) used for the D(p,γ)³He yield measurements, a second HPGe detector (hereafter Ge2) with 125% relative efficiency was mounted on a movable platform, as shown in fig. 6, in order to change its position along the beam axis. Detector Ge2 was surrounded by a 50 mm thick lead shielding with a vertical slit 15 mm wide facing towards the reaction chamber. This lead collimator allowed us to select γ rays generated within a well-defined position along the beam axis.

Signals from both the Ge1 and Ge2 detectors were sent to a CAEN N6724 waveform digitizer. A sketch of the electronic chain is shown in fig. 7. A pulser producing constant-amplitude signals (4 Hz) with the same shape as those produced by the Ge1 preamplifier was connected to the first channel of the CAEN digitizer. The same signal, together with that from the Ge1 detector preamplifier, was also used as input to a custom analog fan-in based on the THS403x amplifier whose output was fed to the second channel of the CAEN digitizer. Finally, the output from the Ge2 preamplifier was connected to a third channel of the CAEN module. A trapezoidal filter was applied to determine the height of the signals and this information was stored, together with the signal time stamp, for offline analysis. In this way, the DAQ dead time was quantitatively corrected for by using the pulser method [29], i.e. by comparing the rate of pulser signals sent to channel 2 with the reference pulser signals sent to channel 1. The dead-time correction during D(p,γ)³He runs was typically below 1%.

5.1 Gamma-ray detection efficiency

The $^{14}$N(p,γγ)$^{15}$O reaction has been studied extensively by the LUNA collaboration [30; 31]. At the resonant energy $E_\gamma = 259$ keV [32] (in the centre of mass system; $\Gamma = 0.99$ keV [22]) this reaction mainly proceeds through three
exit channels with known branching ratios (BR), each producing two prompt \( \gamma \) rays in cascade: 1) \( 765 + 6792 \text{ keV (BR=23.0\%)} \), 2) \( 1384 + 6172 \text{ keV (BR=58.3\%)} \), and 3) \( 2375 + 5181 \text{ keV (BR=16.9\%)} \) \[33\]. In order to measure the photo-peak efficiency \( \epsilon(z,E_\gamma) \) of Ge1 as a function of \( \gamma \)-ray emission position \( z \) along the beam axis (with \( z = 0 \) corresponding to the centre of the target chamber) and for all \( \gamma \)-ray energies above, we used the following procedure.

The Ge2 detector was moved to ten positions, in 30 mm steps, along the 330 mm long gas target filled with high purity \( N_2 \) gas at 4 mbar. At this pressure the stopping power of the protons is about 1.3 keV/cm and the resulting spatial resolution width (FWHM) is about 0.8 cm. By properly tuning the proton beam energy, the resonance energy \( E_r = 259 \text{ keV of the } ^{14}\text{N}(p,\gamma) ^{15}\text{O reaction can be excited at a chosen position along the beam axis in alignment with the Ge2 detector (see fig. 8). In this way, the full energy photons detected by Ge2 mainly come from the target region facing the slit collimator, where the resonance is excited, while the off-resonance photons are suppressed by the 50 mm lead shield around the Ge2 detector. Ge2 can then be used to gate the spectrum observed on Ge1.}

Figure 9 (top panel) shows a typical Ge1 spectrum with the full-energy, single- and double-escape peaks of the high energy photons emitted in the \( ^{14}\text{N}(p,\gamma) ^{15}\text{O reaction. Figure 9 (bottom panel) shows the spectrum obtained when imposing the condition } 1381 < E_{\gamma1} [\text{keV}] < 1389 \text{ for the Ge2 detector. As expected, this spectrum is essentially due to photons with } E_{\gamma1} = 6172 \text{ keV, emitted in coincidence with photons at } E_{\gamma2} = 1384 \text{ keV detected by the Ge2 detector.}

The experimental photo-peak efficiency for Ge1 can be expressed as:

\[
\epsilon_{\text{data}}(z,E_\gamma) = \frac{N_{\gamma1}}{N_{\gamma2}}, 
\]

where \( N_{\gamma1} \) is the net number of full energy photons detected by Ge1 (see below) when gated by Ge2 and \( N_{\gamma2} \) is the net number of full-energy photons detected by Ge2. The net area \( N_{\gamma1} \) was calculated using side-bands (see for example, [34]); the net area \( N_{\gamma2} \) was corrected for random coincidences (at most 3\%), quantified using an off-coincidence time window, as well as for dead time and instrumental effects (pileup and electronic noise) determined with the pulser method. Since the efficiency only depends on the \( N_{\gamma1}/N_{\gamma2} \) ratio, it is independent of the values (and therefore uncertainties) of beam intensity, target density, resonance strength and branching ratios.

Finally, a set of simulations were performed to correct the measured efficiency for the angular correlation between the two \( \gamma \) rays emitted in cascade and the non point-like distribution of photons detected by the Ge2 detector. The code was validated with efficiency measurements using radioactive sources (\(^{60}\text{Co and } ^{137}\text{Cs) and data from the } ^{14}\text{N}(p,\gamma) ^{15}\text{O reaction.}

A first set of simulations was performed using virtual point-like sources, for each \( \gamma \)-ray energy at each position \( z \) along the beam axis. The simulations included the geometry of the detectors, according to factory drawings, and the rest of the setup. The \( \gamma \) rays were tracked in the passive and active materials using the GEANT simulation toolkit.

In a second set of simulations (“full simulations”), the details of the \( ^{14}\text{N}(p,\gamma) ^{15}\text{O reaction were added, including the energy dependence of its cross section, the reaction kinematics, the angular distribution of the emitted } \gamma \text{ rays and the angular correlation [35] between pairs of photons emitted in cascade. The target density profile, thermal motion of target atoms, beam energy losses and angular and energy straggling [28] were also included. Finally, the response of the detectors was taken into account by including their energy resolution as well as instrumental effects (pile-up and electronic noise) evaluated with the pulser method (see sect. 5).}

The final experimental photo-peak efficiency (i.e., the efficiency used in our data analysis of the \( \text{D}(p,\gamma)^{3}\text{He cross section}) can now be expressed as:

\[
\epsilon(z,E_\gamma) = \epsilon_{\text{data}}(z,E_\gamma) \frac{\epsilon_{\text{pl}}(z,E_\gamma)}{\epsilon_{\text{full}}(z,E_\gamma)}, 
\]

in terms of the measured efficiency \( \epsilon_{\text{data}} \) (eq. 3), corrected by the ratio of the simulated efficiencies for a point-like source \( \epsilon_{\text{pl}} \), and for an extended source \( \epsilon_{\text{full}} \) (from the full simulation), respectively. The ratio between these two efficiencies largely cancels out possible differences between experimental and simulated setup. A comparison between the final experimental and simulated efficiencies, \( \epsilon(z,E_\gamma) \) and \( \epsilon_{\text{pl}}(z,E_\gamma) \), as a function of position is shown in fig. 10 for the six \( \gamma \)-ray energies of the \( ^{14}\text{N}(p,\gamma) ^{15}\text{O reaction.}

The average discrepancy (obtained by averaging over all measured positions, each weighted for the solid angle subtended by the detector at that position) between \( \epsilon(z,E_\gamma) \) and \( \epsilon_{\text{pl}}(z,E_\gamma) \) turned out to be 2\% at most, and this value was taken as the error associated to the Ge1 \( \gamma \)-ray photo-peak efficiency for the \( \text{D}(p,\gamma)^{3}\text{He reaction study.}

6 Angular distribution considerations

The final ingredient entering the cross section in eq. (1) concerns the term \( W(z) \) accounting for the angular distribution of the \( \gamma \) rays emitted by the \( \text{D}(p,\gamma)^{3}\text{He reaction. The impact of } W(z) \text{ on the total error budget was evaluated by Monte Carlo simulations assuming both isotropic
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Figure 9. Sample $\gamma$-ray spectrum from the $^{14}$N(p,$\gamma$)$^{15}$O reaction acquired with the Ge1 detector (top) and gated with the Ge2 detector in the 1381 < $E_{\gamma}$ [keV] < 1389 energy region (bottom). Here only the full energy peak and the single- and double-escape peaks of photons with $E_{\gamma} = 6172$ keV can be seen.

and $ab$ initio [36] distributions. Specifically, the energy $E_\gamma$ of the emitted photon depends on its polar angle $\theta_{lab}$ and on the beam energy $E_p$ according to the expression (with $c = 1$):

$$E_\gamma = \frac{m_p^2 + m_D^2 - m_{He}^2}{2(E_p + m_p)m_D} - p_p \cos \theta_{lab},$$

where $m_p$, $m_D$ and $m_{He}$ are the masses of the nuclides involved in the reaction and $p_p = \sqrt{E_p(E_p + 2m_p)}$ is the proton momentum. For the experimental setup used (sect. 2) the angular acceptance of the Ge1 detector was $\theta_{lab} \approx 15^\circ - 165^\circ$, corresponding to a range of $\gamma$-ray energies $E_{\gamma} \approx 5.7 - 5.8$ MeV at $E_p = 390$ keV. As a result, the full energy peak is broadened by kinematics, while its shape depends on the photon angular distribution. Figure 11 shows a comparison between experimental data (blue points) and the $D(p,\gamma)^3$He simulated spectra at $E_p = 175$ keV assuming an isotropic (green) or $ab$ initio (red) angular distributions [36] at $E_p = 175$ keV.

values -1 and -0.5. We observed an overall discrepancy of ±0.5% at most in the net areas of the full energy peaks. The same procedure was repeated at the extremes of our energy range, i.e. at $E_p = 50$ keV and $E_p = 400$ keV, obtaining consistent results. As a further check we used the Legendre expansion coefficients reported by Schmid et al. [11] at 50 keV bombarding energy as inputs to our simulation. The photo-peak areas obtained with the two distributions (Schmid and $ab$ initio) differ by less than 0.03%. Assuming either Schmid or Marcucci angular distributions, the fraction of $\gamma$ rays falling outside the angular range covered by our setup is about 0.7% and is properly accounted for in eq. (1). The systematic error arising from

Figure 10. (Colour online) Photo-peak efficiency measured for six $\gamma$-ray energies as a function of source position along the beam axis ($z = 0$ corresponds to the centre of the target chamber). Errors are statistical only. Curves represent simulated efficiencies for point-like sources (see text for details).
angular distribution effects was assigned to be ±0.5%, as discussed above.

7 Summary of systematic uncertainties

The sources of systematic errors affecting the D(p,γ)3He cross-section evaluation, together with the methods used to quantify them, are listed in table 1. The 2% uncertainty on the γ-ray detection efficiency (sect. 5.1) dominates the total error budget at all beam energies investigated. The total error on the target density (1.1%) is determined by summing in quadrature the uncertainties in temperature and pressure profile (1%) and in the beam heating effect (0.5%). The uncertainties on beam current and angular distribution are respectively 1% (sect. 4) and 0.5% (sect. 6). All other sources of systematic errors, listed in table 1, remain negligible. We note that the statistical error on the number of detected γ rays Nγ (eq. 1), including background subtraction, was typically below 1%. The overall systematic error achieved over the energy range Eγ = 50–400 keV covered for the D(p,γ)3He reaction study at LUNA remains below 3%. This result represents a significant improvement with respect to the 10–20% systematic uncertainties affecting previous data at energies most relevant to BBN [10; 13]. The cross-section results obtained at LUNA and their implications in cosmology and particle physics will be published in a forthcoming paper.

8 Conclusions

Direct observations of deuterium abundance can be used to tightly constrain the universal baryon density and the number of relativistic particles existing in the early Universe as long as accurate BBN predictions are provided. In this context, precise nuclear reaction rates are crucial for each of the relevant reactions in the BBN network. Among the reactions that affect the primordial deuterium abundance, the D(p,γ)3He remains the least-well known. A significant effort was devoted by the LUNA collaboration towards a renewed measurement of its cross section with unprecedented precision. Here, we reported on a series of commissioning measurements leading to an overall systematic uncertainty below 3%. This accuracy will enable theoretical calculations of deuterium abundance to the same level as that observed.
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