ABSTRACT
We introduce a random hypergraph model for core-periphery structure. By leveraging our model’s sufficient statistics, we develop a novel statistical inference algorithm that is able to scale to large hypergraphs with runtime that is practically linear wrt. the number of nodes in the graph after a preprocessing step that is almost linear in the number of hyperedges, as well as a scalable sampling algorithm. Our inference algorithm is capable of learning embeddings that correspond to the reputation (rank) of a node within the hypergraph. We also give theoretical bounds on the size of the core of hypergraphs generated by our model. We experiment with hypergraph data that range to \( 10^5 \) hyperedges mined from the Microsoft Academic Graph, Stack Exchange, and GitHub and show that our model outperforms baselines wrt. producing good fits.
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1 INTRODUCTION
Numerous real-world higher-order networks exhibit the so-called core-periphery structure. In this structure, the network is roughly comprised of a core and a periphery. The core is a set of nodes where the nodes are tightly connected with one another, and almost cover the periphery of the network [31]. The nodes that lie within the periphery of the graph are sparsely connected with one another and connected to the core. In terms of generative model formulations [15, 31, 47] study core-periphery structure on graphs and unravel interesting insights regarding the core of the network and its identification. Remarkably, the recent work of [31] observes that the core of (small-scale) real-world graphs is of sublinear size wrt. the number of nodes, by using a random graph model that builds on a communities-within-communities, i.e. fractal-like, [23, 25] skeleton where nodes are more likely to attach to other more prestigious nodes, exhibiting small-world phenomena, and power laws.

Core-periphery structure has a rich literature [29, 37, 45, 47] and appears in a variety of contexts [5–7, 9, 13, 27, 28, 35]. Moreover, a series of works has been devoted to identifying this structure on graphs [8, 21, 41, 42, 47] using generative graph models that provide us with useful insights regarding the understanding of graph structure [25, 30]. More specifically, the work of [21] provides a logistic model for core-periphery structure that is able to incorporate spatial characteristics and provides a core score \( z_i \in \mathbb{R} \) for every node \( i \) in the graph which determines the distance of each node to the core and has a gradient evaluation cost of \( O(n \log n + m) \) for a graph on \( n \) nodes and \( m \) edges. The models of [41, 42] are based on inferring a permutation \( \pi \) of the nodes based, again, on a logistic model of edge formation and propose iterative non-linear spectral algorithms which have \( O(m) \) per-step complexity.

Moreover, everyday interactions are governed by higher-order relationships, i.e. interactions between groups, such as e-mail threads, research collaborations, and QA forums, which yield combinatorial structures known as hypergraphs. Despite the growing attention around hypergraphs, studying and tractably recovering the core-periphery structure in hypergraphs has general been a relatively unresolved question.

A generative model for core-periphery structure which can be compared with our model, though not as scalable as our proposed model, is the generalization of the baseline logistic model of [21], which is also known as the \( \beta \)-model [38, 44]. Besides, the work of [1] studies the recovery of the core in hypergraphs via the different notion of “core-fringe structure” (see also [4] for the graph analogue). The core-fringe structure can be summarized, in a nutshell, as: in an e-mail network of a company, addresses of people within the company make up the core and addresses of people outside the company – the which have exchanged emails with people in the company, but not with one another (at least in the measured network), make up the fringe. In such case we are aware only of the core-core and core-fringe links, and the fringe-fringe links are generally non-existent in the data. Thus, [1] models lack of information in a network and attempts to recover a (large) core, whereas our work models core-periphery structure in a continuous and hierarchical manner. It is therefore clear that the two works cannot be experimentally compared since they refer to different structural characterizations.

Concurrently and independently of our method, the work of [43] examines core-periphery identification in hypergraphs based on a generative model – HyperNSM – and develops a non-linear spectral method to rank hypergraph nodes according to their prestige. The main differences with our work are: Firstly, in our work we can account for features – without compromising computational
complexity — on the nodes where their method assumes only hypergraph structure. Secondly, the log-likelihood of our model is tractable whereas the HyperNSM log-likelihood is not generally tractable. Thirdly, we provide an efficient and principled method to sample hypergraphs from our model, whereas it is generally intractable to sample hypergraphs from HyperNSM. Finally, we compare with HyperNSM and conclude that our model produces better fits (in terms of the log-likelihood) with respect to HyperNSM.

**Contribution.** In this paper, we make the following contributions:

1. We introduce — concurrently and independently with [43] — the novel inference task of identifying the (continuous) core-periphery structure of hypergraphs, and introduce a novel hierarchical model for learning this structure in hypergraphs (Sec. 2).
2. We develop a tractable exact inference algorithm to recover the core-periphery structure of hypergraphs. We show that for the proposed models, and after careful preprocessing which is (almost) linear in the hypergraph order and the number of edges, the graph likelihood can be computed in linear time wrt. the number of nodes for a constant number of layers (Sec. 3.1, Sec. 3.2). Moreover, when $d$-dimensional features are provided, we are able to extend this scheme to infer endogenous (latent) ranks by paying an $O(nd + m)$ cost-per-step (Sec. 3.3).
3. We develop an efficient sampling algorithm (Sec. 3.5).
4. We prove that, under certain conditions, the size of the core (which is viewed as a dominating set) is sublinear wrt. the size of the graph (Sec. 4).
5. Experimentally (Sec. 5), we fit our model to real-world networks of various sizes and disciplines. We compare our model with the logistic models of [21, 38, 44], and HyperNSM [43] and show that our model is able to produce better fits.

**Source Code.** [32] Data. [33]

2 MODEL

The use of hierarchical (or self-similar, or fractal-like) models for graphs has enabled the understanding and modelling of important graph phenomena such as densification laws [25], core-periphery structure [31], and are observed in a variety of graphs such as computer networks, patent networks, social networks [24, 26, 46]. Briefly, models which enable us to describe self-similar structures usually obey the communities-within-communities structure in terms of a finite-height $b$-ary tree which is then combined with a (random) edge-creation law to generate a random graph.

As we noted, such models have been extensively and successfully used to model graphs, yet the generation of hypergraphs from such hierarchical models is a completely new task. Although hypergraphs are the obvious generalization of graphs, tasks regarding random hypergraph models pose new challenges, primarily from a computational standpoint, which correspond to the tractability of computing the respective log-likelihood function (see Sec. 3). Furthermore, the hybrid nature of the existing models (i.e. involving both discrete and continuous structures) poses challenges wrt. the corresponding optimization problems of fitting the data. Here existing models such as [25, 31] use heuristic methods to recover the model parameters given data, which in general do not correspond to the maximum likelihood estimates.

The proposed model, which we name the Continuous Influencer-Guided Attachment Model (CIGAM), is a novel random hypergraph model that overcomes the aforementioned challenges. Our model starts with a hypergraph $G(V = [n], E)$ on $n$ nodes where each node $i \in [n]$ is associated with a (probably learnable) prestige value $r_i \in [0, 1]$ which we call the rank of node $i$ and is generated (i.i.d.) from a truncated exponential distribution, i.e.

$$p(r_i) = \lambda e^{-\lambda r_i} \mathbf{1}_{[r_i \in [0, 1]]}$$

for $\lambda > 0$. (1)

We define $b = e^\delta > 1$. For simplicity of exposition, we start with presenting the single-layer CIGAM model. The model generates hyperedges of any order $2 \leq k \leq n$. Conceptually, we want the hyperedge creation probabilities to exhibit attachment towards more prestigious nodes; in agreement with existing generative core-periphery models [21, 38, 42]. Subsequently, we want the edge creation law $f(e)$ to depend on $r_i$ for $i \in e$, and be scale-free [25, 31].

For the former property, we assume that $f(e)$ depends on $r_e = (r_i)_{i \in e}$, and specifically on $\|r_e\|_\infty = \max_{i \in e} r_i$. For the latter property, we want that for two edges $e, e'$ with $r_e = r_{e'} + \delta$ and for any appropriately chosen $\delta$ to obey $f(e') = f(e)^\delta$. This functional equation has a solution of the form $f(e) \propto e^{\|r(e)\|_\infty}$, and, thus, we generate each hyperedge $e$ independently with probability

$$f(e) = c^{-\xi + \|r_e\|_\infty}$$

(ML-CIGAM)

for $c, \zeta > 1$. We define $|e|$ to be the size of $e \in E$, $k_{\min} = \min_{e \in E} |e|$, and $k_{\max} = \max_{e \in E} |e|$ (also known as the hypergraph rank).

From (1), we observe that CIGAM overcomes the design challenge of a hybrid model since learning the parameters of CIGAM corresponds to solving a continuous optimization problem (see also Sec. 3.2), and that the hyperedge creation probabilities of (SL-CIGAM) are determined by the node with the highest prestige. Thus, the highest-prestige nodes serve as sufficient statistics to simplify the log-likelihood of the model.

The previous definition can be extended to a multi-layer model parametrized by $\lambda > 0$, and $1 < c_2 \leq c_3 \leq \cdots \leq c_1$, $H_1 = 0 \leq H_2 \leq H_3 \leq \cdots \leq H_L = 1$ as follows: We define a function $\phi : E \rightarrow [L]$ such that $\phi(e) = \inf_{i \in [L]} : 1 - \|r_e\|_{\infty} \geq H_i$, where $\|r_e\|_{\infty} = \min_{u \in e} r_u$, and draw each edge $e$ independently with probability

$$f(e) = c^{-\xi + \|r_e\|_\infty}$$

(ML-CIGAM)

The value of $\zeta = 2$ works well empirically, so we set $\zeta = 2$ from now on. We will refer to $c = (c_1)_{i \in [L]}$ as the density parameters (or core profile) and to $H = (H_L)_{i \in [L]}$ as the breakpoints. The models agree with the stochastic blockmodel of [47], namely for nodes that are closer to the core, their probability of jointly participating as a hyperedge is higher than a subset of nodes that are further from it. The density parameters $c$ give us a way to tweak the density between different levels of the graph, thus giving us flexibility to encode more complex structures with a constant overhead in terms of complexity, when the number of layers is constant (in

---

[1] It has been shown that many creative rank-based measures follow power-laws [11]. The log-transforms of such quantities are exponentially-tailed.
To sample the multi-layer model, we first assign a layer to each \( k \) graphs, whose block sizes and parameters we devise in Sec. 3.1, CIGAM model can be broken down into multiple Erdös-Rényi layers\[ \text{given hyperedge}. \] We call this matrix, which has increasing entries, namely each edge in the multi-layer model is determined by set can be efficiently partitioned, both for sampling and infer-
ance, namely each edge in the multi-layer model is determined by the partition where \( i \) is the dominant rank node. We construct a \((k_{\text{max}} - k_{\text{min}}) = 1 \times n \times L \) matrix which contains \( E(k, i, l) \) for all \( k \in [k_{\text{min}}, k_{\text{max}}), i \in [n] \) and \( l \in [L] \). We iterate over all \( e \in E \) and increment the \((|e|, \text{argmax}_{u \in e} r_u, \text{layer} \rangle \text{argmin}_{u \in e} r_u)\)-th entry of the matrix. The complement sets have sizes
\[
[|E(k, i, l)| = \sum_{j \in N(i,l)} \binom{j - i - 1}{k - 2} = |E(k, i, l)| \quad \forall k, i, l.
\]

To simplify the summation, note that by the binomial identity \((j - i - 1) = (j - i - 1)\), we calculate the sum \( \sum_{j \in N(i,l)} \binom{j - i - 1}{k - 2} \) as
\[
\sum_{j \in N(i,l)} \binom{j - i - 1}{k - 2} = \binom{j_{\text{max}}(i, l) - i}{k - 1} - \binom{j_{\text{min}}(i, l) - i - 1}{k - 1}, \tag{2}
\]
with \( j_{\text{max}}(i, l) = \max_{j \in N(i,l)} j \), and \( j_{\text{min}}(i, l) = \min_{j \in N(i,l)} j \) and using the fact that \( N(i,l) \) is a contiguous array. We can further validate that for the simple case that \( k_{\text{min}} = k_{\text{max}} = k, L = 1 \) we have that \( j_{\text{min}}(i, l) = i + 1 \) and \( j_{\text{max}}(i, l) = n \) yielding \( |E(k, i, l)| = \binom{n - 1}{k - 1} - |E(k, i, l)| \) as expected. As a generative model, each block requires throwing \( E(k, i, l) \) balls where \( |E(k, i, l)| \) follows a binomial r.v. with \( (j_{\text{max}}(i,l) - i) - (j_{\text{min}}(i,l) - i) \) trials of bias \( c^{2k-1} \) for a hyperedge of order \( k \). We further simplify the number of trials by noting that \( j_{\text{max}}(i,l) = j_{\text{min}}(i,l) + |N(i,l)| - 1 \) since \( N(i,l) \) is a contiguous array. We need \( O(k_{\text{max}}(m + n) + n \log n) \) to build the \( |E(k, i, l)| \) and time \( O(n(k_{\text{max}} + L)) \) to build \( |E(k, i, l)| \) giving a total preprocessing time of \( T_{\text{pre}} = O(n(k_{\text{max}} + L) + k_{\text{max}} m + n \log n) \). Usually (see Sec. 5), \( k_{\text{max}} \) and \( L \) are constant which brings \( T_{\text{pre}} \) to \( O(n \log n + m) \).

### 3.2 Exact Inference

Based on the hyperedge set partitioning of Sec. 3.1 we can compute the LL function \( \log p(G, r|\lambda, c) \) as follows, assuming the elements of \( r \) are sorted in decreasing order:
\[
\log p(G, r|\lambda, c) = -\lambda \sum_{i \in [n]} r_i + n \log \lambda - n \log (1 - e^{-\lambda})
\]
\[
+ \sum_{i \in [n]} \left( \sum_{k} |E(k, i, l)| \right) \log \left( c^{2k-1} r_i \right) \tag{3}
\]
\[
+ \left( \sum_{k} |E(k, i, l)| \right) \log \left( 1 - c^{2k-1} r_i \right).
\]

Then, the likelihood can be computed in \( T_{\text{LL}} = O(n L) \) time by precomputing \( \sum_k |E(k, i, l)| \) and \( \sum_k |E(k, i, l)| \). The total memory required is \( O(nL) \) to store \( \sum_k |E(k, i, l)| \) and \( O(m) \) to store the edges, and \( O(nk_{\text{max}}) \) to store the binomial coefficients. Therefore, the total memory cost is \( O(n(k_{\text{max}} + L) + m) \). Since the number of layers \( L \) is constant compared to \( n \), the time needed to compute the likelihood is \( O(n) \).

The breakpoints \( H_i \) are hyperparameters of the model. We impose constraints on the density of the edges, i.e. we want the graph to determine the layer that the hyperedge is in. We start by iterating on the ranks array and while fixing \( i \) as the dominant node: we first select \( j \) from \( N(i, l) \) and then, we sample \( k - 2 \) nodes from \( \{i + 1, j, 1\} \), for \( j - i - 1 \geq k - 2 \) for every \( k \in [k_{\text{min}}, k_{\text{max}}] \). Therefore, a total of \( \sum_{j \in N(i,l)} \binom{j - i - 1}{k - 2} \) \( k \)-simplices can belong to the partition where \( i \) is the dominant rank node. We construct a \((k_{\text{max}} - k_{\text{min}}) = 1 \times n \times L \) matrix which contains \( E(k, i, l) \) for all \( k \in [k_{\text{min}}, k_{\text{max}}], i \in [n] \) and \( l \in [L] \). We iterate over all \( e \in E \) and increment the \((|e|, \text{argmax}_{u \in e} r_u, \text{layer} \rangle \text{argmin}_{u \in e} r_u)\)-th entry of the matrix. The complement sets have sizes

In our experiments \( k \) typically ranges between 2 and 25. Moreover in the worst case when \( k \in [2, n] \) naively computing the likelihood costs \( O(2^n) \).

**Figure 1:** Generated Instances of a 2-layer model with \( c = [1.5, 2.5], H = [0.25, 1], \lambda = \log 3 \). **Left:** \( k = 2 \), **Right:** \( k = 3 \).
“sparsify” towards the periphery which can be encoded with the following domain \( \mathcal{K} = \{ (\lambda, c) : 1 < c_1 < c_2 \cdots < c_L \} \). We encode the domain \( \mathcal{K} \) on the LL by considering the log-barrier function 
\[
\phi(\lambda, c) = \log(c_1 - 1) + \sum_{i=2}^{L} \log(c_{i+1} - c_{i})
\]
which equals \(-\infty\) for every \((\lambda, c) \not\in \mathcal{K}\). Thus, we solve the following inference problem to get the optimal parameters of the model

\[
\max_{(\lambda, c) \in \mathcal{K}} \log p(G, r|\lambda, c) \Rightarrow \max_{(\lambda, c) \in \mathbb{R}^{+}} \log p(G, r|\lambda, c) + \phi(\lambda, c).
\]

3.3 Learning Endogenous Ranks

When the rank vector \( r \) is not provided we learn the endogenous (or latent) ranks given a feature matrix \( X \in \mathbb{R}^{n \times d} \) by using a learnable model \( h(\cdot|\theta) \) to get \( r_i = h(x_i|\theta) \), which we replace on the LL as follows:

\[
\log p(G, X|\lambda, c, \theta) = -\lambda \sum_{i \in [n]} h(x_i|\theta) + n \log \lambda - n \log(1 - e^{-\lambda}) + \sum_{i} \left( \sum_{k} \left( |E(k, i, l)| \right) \log \left( \epsilon_i^{-2h(x_i|\theta)} \right) \right)
\]

In Sec. 5, we use a simple logistic model for determining the ranks, i.e. \( r_i = h(x_i|w, b) = \sigma(w^T x_i + b) \) where \( \sigma(\cdot) \) is the sigmoid function. After training, we can use centrality measures (degree centrality, hypergraph eigenvector centrality for \( k \)-uniform hypergraphs [2], PageRank etc.) to enrich the feature vectors. Here, the ranks \( r_i \) need to be re-sorted after each forward call to \( h \) which makes the total per-step cost for evaluating the LL equal to \( T_{\text{PrE}} + T_{\text{LL}} + O(dn) \).

3.4 Choosing Hyperparameters

A question that arises when we fit a multi-layer CIGAM model is the following: How to choose the number of layers \( L \) and the breakpoints \( H \)? We observe that samples generated from CIGAM have roughly a piecewise linear form when the observed degree is plotted versus the degree ordering of a node in the degree ordering in a log-log plot (Fig. 2). This observation motivates the following heuristic for hyperparameter selection: given a hypergraph \( G \) we calculate the degrees of all nodes, sort them in decreasing order and fit a piecewise linear function on the log-log scale. We then apply the elbow criterion [40] and choose the number of layers to be

\[
L_{pw} = \arg \max_{L \in [L_{\min}, L_{\max}]} \left\{ \log \text{PWFitError}^*(L) - \log \text{PWFitError}^*(L - 1) \right\}
\]

where PWFitError\(^*(L)\) is the minimum piecewise linear fit error when fitting a function that is a piecewise combination of \( L \) lines. Roughly the rule says to pick the number of layers around which the ratio of the subsequent gradients is maximized. Then to identify the breakpoints we run grid search (i.e. likelihood ratio test/AIC\(^3\)/BIC) on all feasible \( L_{pw} \) breakpoints.

3.5 Exact Sampling

Given the parameters \( \lambda, c \) of a single-layer model, a reasonable question to ask is: How can we efficiently generate \( k \)-uniform – and subsequently general hypergraphs – samples from the model with parameters \( \lambda, c \)? Identically to computing the LL a naive coin flipping approach is computationally intractable; and can be exponential in the worst case. To mitigate this issue we use the ball-dropping technique to generate edges as follows:

**Step 1.** Generate the \( n \) ranks \( r \sim \text{TruncatedExp}(\lambda, [0, 1]) \) with inverse transform sampling in \( O(n) \) time (assuming access to a uniform \([0, 1]\)-variable in \( O(1) \) time). Sort wrt \( r \).

**Step 2.** For each \( i \in [n] \) in the order draw a random binomial variable \( M_i \sim \text{Bin}\left(\binom{n-1}{k-1}, e^{-2r_i}\right) \). Drop \( M_i \) balls, where each ball represents a hyperedge \( e \) with \( i \in e \) (see App. B for how hyperedges are sampled).

We repeat the same process for various values of \( k \) to create a graph with multiple orders. This technique runs much faster than \( \binom{n}{k} \) (see [34]). The same logic can be extended to the multi-layer model where instead of dropping \( M_i \sim \text{Bin}\left(\binom{n-1}{k-1}, e^{-2r_i}\right) \) balls for each \( i \) on the corresponding spots, we (more generally) throw \( M_{iL} \sim \text{Bin}\left(\binom{H_{\min}(i, l)}{k-1}, e^{-2r_{iL}}\right) \) balls for each \( i \) and \( l \in [L] \) where each ball spot is chosen by throwing the first ball between \( j_{\min}(i, l) \) and \( j_{\max}(i, l) \) and the rest \( k-2 \) balls between \( j_{\min}(i, l) \) and \( j_{\max}(i, l) \). We use a rejection sampling mechanism to sample from this space. Finally, to sample a hypergraph with a simplex order range between \( k_{\min} \) and \( k_{\max} \) we repeat the above process for every \( k \in [k_{\min}, k_{\max}] \) and take the union of the produced edge sets. Our implementation contains ball-dropping techniques for the general case of multiple layers, however here we present the single layer case for clarity of exposition.

4 “SMALL-CORE” PROPERTY

The model we are using serves as a generalization of hierarchical random graph models to random hypergraphs. In those models, see e.g. [31], it is often a straightforward calculation to bound the size of the difference between LR and the AIC between two models with layers \( L \) and \( L' \): \( L - L' \); so the two measures differ by at most \( 1 \), i.e. they are very close.
of the core. Nevertheless, trivially carrying out the same analysis on hypergraphs does not work since the combinatorial structure of the problem changes cardinaly, which highlights the needs of new analysis tools in order to be proven.

In detail, in order to characterize the properties of the core of networks generated with CIGAM, we ask the following question: Given a randomly generated $k$-uniform hypergraph $G$ generated by CIGAM, what is the size of its core? In our regime the core is a subset $C$ of the vertices with the following properties: 1. Nodes within the core set $C$ are “tightly” connected with respect to the rest of the graph. 2. Nodes within the core set $C$ form a dominating set for $G$ with high probability (i.e. w.p. $1 - O(1/n)$).

For the former requirement, it is easy to observe that the induced subhypergraph that contains nodes with $r_j \geq t$ for some appropriately chosen $t$ would form the most densely connected set wrt. the rest of the network. For the latter requirement, we use a probabilistic argument to characterize the core.

Clearly, members of the core are responsible for covering the periphery of the graph, i.e. each peripheral node has at least one hyperedge in the core. Thus the size of the core is the number of nodes that are needed to cover the periphery with high probability. We analyze the core size of the multi-layer model by constructing a single layer model that generates $k$-uniform hypergraphs with density $c_L$ (that corresponds to the “sparsest” density). Then, we start with a threshold $t \in [0, 1]$ and we let $N_k(t)$ be the number of $k-1$-combinations that have at least one rank value $\geq t$. Then, we need to determine the value of $t$ such that (i) $N_k(t)$ exceeds some quantity $N_0$ with high probability; (ii) the nodes with $r_j \geq t$ form an almost dominating set (serving as the core of the graph) with probability $1 - O(1/n)$ conditioned on $N_k(t) \geq N_0$. Proving (ii) proceeds by calculating the (random) probability that a node is not dominated by a core hyperedge, i.e. a hyperedge that has at least one node with $r_j \geq t$, and then taking a union bound over the nodes and setting the resulting probability to be at most $1/n$, yielding the desired lower bound $N_0$. Now, given that we know $N_0$ we want to set it in a value such that $N_k(t) \geq N_0$ with probability at least $1 - 1/n$. Observing that $N_k(t)$ obeys a combinatorial identity involving $N_2(t)$ which is a binomial r.v. and by using the Chernoff bound on $N_2(t)$ we can get a high probability guarantee for $N_k(t) \geq N_0$ by setting $N_0$ appropriately. Finally, we set the threshold $t$ such that the probability of having a core at threshold $t$ is at least $1 - O(1/n)$. We present the Theorem (proof in App. A).

**Theorem 1 (Core Size).** Let $G$ be a $k$-uniform hypergraph on $n \geq 2$ nodes with $k < n$ generated by a CIGAM model with $L$ layers and parameters $1 < c_1 \leq c_2 \cdots \leq c_L < \lambda^L$ for $\lambda = \frac{\ln(n/2)}{4}$. Then, with probability at least $1 - 2/n$ the graph has a core at a threshold $t$ such that $\frac{2\log n}{c_L} \leq \binom{k-1}{k-2} - \binom{n-1}{k-1} + \frac{1}{k-1} \binom{n}{k-1} \sigma^2$ with size $O(\sqrt{n})$. This is the generalized binomial coefficient.

Fig. 3 depicts the (theoretical) threshold $t$ for a 3-uniform and a 4-uniform hypergraph on 10 nodes. In App. A we also plot the empirical thresholds of CIGAM-generated hypergraphs with $n = 200$. As $k$ increases the threshold $t$ moves to the right and therefore the core becomes smaller.

![Figure 3: Core threshold functions from Thm. 1 for $c_L = 1.5$, $\lambda = 1$, $k \in \{3, 4\}$, and $t \in [0, F^{-1}(\frac{1 - \log n/2(2n))}{2})$ (x-axis).](image335x630 to 539x708)

| Ranks       | Method    | # Params | PP | LL     |
|-------------|-----------|---------|----|--------|
| Known       | All       | $L+1$   | $T_{PP}$ | $T_{LL}$ |
| Exogenous BI| BI       | $L+1+n$ | $-T_{PP}$ + $T_{LL}$ |
| Endogenous MLE, MAP | L + $d$ + 2 | $-T_{PP}$ + $T_{LL}$ + $O(dn)$ |

5 EXPERIMENTS

We first validate our model’s ability to recover the correct parameters on synthetically generated data, as well as the efficiency of the proposed sampling method. We then perform experiments on small-scale graphs and show that the recovered latent ranks (and their subsequent ordering) can accurately represent the degree structure of the network. Finally, we do experiments with large-scale hypergraph data where we evaluate and compare our model with (generalized) baselines with respect to their abilities to fit the data.

We implement Point Estimation (MLE/MAP) and Bayesian Inference (BI) algorithms as part of the evaluation process, which are available in the code supplement. App. C describes the specifics of each implementation and the design choices, and Tab. 1 shows the costs of fitting CIGAM on various occasions.

5.1 Experiments on Synthetic Data

**Sampling.** Fig. 4 shows the performance of the ball-dropping method on 2-order and 3-order hypergraphs for graphs with 50-500 nodes with a step of 50 nodes where for each step we sample 10 graphs and present the aggregate statistics (mean and 1 standard deviation).

**Inference.** In Fig. 4, we generate a 2-Layer graph with $n = 100$ nodes, $k \in \{2, 3\}$, $\lambda = 2.5$, $c \in \{1.5, 2.5\}$, $H = \{0.5, 1\}$, and use non-informative priors for recovery. Our algorithm can successfully recover the synthetic data.

5.2 Recovering the Degree Structure of small-scale graphs

We perform BI on world-trade, c-elegans, history-faculty, and business-faculty using $L = 1$ layer, a Gamma(2, 2) prior for $\lambda$, and a Pareto(1, 2) prior for $c$. In Fig. 5, we order the actual degrees of the graphs in decreasing order and for every draw of the vector $r$ from the posterior (using MCMC with $N = 1K$ samples) as follows: (i) We sort the entries of $r$ in decreasing order. Let $r_i \in [n]$ be the corresponding permutation of the nodes. For each $i \in [n]$ we calculate the mean and the standard deviation of $\text{degrees}([r_{i-1}], \ldots, \text{degrees}([r_{N-1}])$.
Figure 4: (Top) Parameter recovery for $n = 100$, $k \in \{2, 3\}$, $c = \{1.5, 1.5\}$, $\lambda = 2.5$. Legend: $c_0$ corresponds to off-by-one parameters and $c$ corresponds to the actual parameters. (Bottom) Average Runtime of Sampling Using the Ball Dropping Method for hypergraphs of orders $k \in \{2, 3\}$ and $50 - 500$ nodes with a step of $50$ nodes for an 1-layer instance with $b = 3$, $c = 1.5$. The dashed line is the function is the expected number of edges of a $k$-uniform CIGAM hypergraph.

The scales of Fig. 5 are log-log. We observe that the degrees as they are determined by the ranks are consistent with the actual degree sequence. This suggests that core-periphery organization agrees with the degree centralities, as in [31].

5.3 Experiments with large-scale data

Datasets. We perform experiments with publicly available datasets.

Table 2: Dataset Statistics. $n_{LCC}$, $m_{LCC}$ refer to the size of the LCCs, $n_{dt}$, $m_{dt}$ refers to the size of the LCCs after removing nodes with degree $\leq 4$, $n_{kc}$, $m_{kc}$ refers to the size of the 2-core of the LCC.

| Dataset            | $k_{max}$ | $n_{LCC}$ | $m_{LCC}$ | $n_{dt}$ | $m_{dt}$ | $n_{kc}$ | $m_{kc}$ |
|--------------------|-----------|-----------|-----------|----------|----------|----------|----------|
| c-MAG-KDD          | 22        | 2.7K      | 1.4K      | 47       | 40       | –        | –        |
| t-ask-ubuntu       | 6         | 6.2K      | 7.8K      | 664      | 1.7K     | 50       | 33       |
| t-math-sx          | 7         | 26.4K     | 66.1K     | 5.4K     | 39.2K    | 100      | 58       |
| t-stack-overflow   | 10        | 164.9K    | 306.4K    | 34.3K    | 140.4K   | 7.0K     | 6.0K     |
| ghtorrent-p        | 7         | 78.4K     | 74.8K     | 10.8K    | 14.8K    | 3.4K     | 2.7K     |

1. coauth-MAG-KDD. Contains all papers published at the KDD conference and are included in the Microsoft Academic Graph v2 [36, 39]. We also include data for each of the authors’ number of citations, h-index, number of publications and use the R package Amelia [20] to impute missing data at rows where at least one of the columns exists after applying a log-transformation.

2. ghtorrent-projects. We mined timestamped data from the ghtorrent project [17, 18] and created the ghtorrent-projects dataset where each hyperedge corresponds to the users that have push access to a repository. We used features regarding: number of followers on GitHub, number of commits, number of issues opened, number of repositories created, and the number of organizations the user participates at.

3. threads-[ask-ubuntu, math-sx, stack-overflow] [3]. Nodes are users on askubuntu.com, math.stackexchange.com, and stackoverflow.com. A simplex describes users participating in a thread that lasts $\leq 24$ hours. We observe that there is a high concentration of
Table 3: Hypergraph Experiments. We use SGD with step-size 0.001 for CIGAM, and SGD with stepsize of $1e^{-6}$ for Logistic-CP, for 10 epochs. For HyperNSM we use $a=10$, $p=20$, and $\xi(e) = 1/|e|$. For evaluating the log-likelihood of Logistic-CP and HyperNSM we use $|B| = 0.2n$ negative samples. Best likelihood is in bold. † = LL cannot be computed.

| Dataset | CIGAM | $\epsilon^*$ | $\lambda^*$ | Logistic-CP | HyperNSM | CIGAM | $\epsilon^*$ | $\lambda^*$ | Logistic-CP | HyperNSM |
|---------|-------|-------------|-------------|-------------|---------|-------|-------------|-------------|-------------|---------|
|         |       | Degree Threshold + LCC | LCC + 2-core |             |         |       | Degree Threshold + LCC | LCC + 2-core |             |         |
| coauth-MAG-KDD | -1334 | [3.0e+4] | 1.4 | -2025 | -2.5e+6 | - | - | -166 | [11.94] | 1.5 | -1340 | -1073 |
| threads-ask-ubuntu | -1.3e+5 | [9.5e+9] | 3.5 | † | † | † | -1.9e+7 | [3.2, 31.1] | 1.8 | -1.2e+5 | -1.2e+6 | -2079 | -1.1 |
| threads-math-ss | -4.2e+6 | [2.3e+20] | 8.7 | † | † | -1.7e+6 | [2.8e+27] | 5.1 | -1.2e+5 | -1.0e+7 | † | † | |
| gitorrent-projects | -1.2e+6 | [7.8e+15, 5.9e+20] | 4.4 | † | † | -2.6e+5 | [9.4e+18] | 3.6 | † | † | |

Exogenous ranks

| Dataset | CIGAM | $\epsilon^*$ | $\lambda^*$ | Logistic-CP | HyperNSM | CIGAM | $\epsilon^*$ | $\lambda^*$ | Logistic-CP | HyperNSM |
|---------|-------|-------------|-------------|-------------|---------|-------|-------------|-------------|-------------|---------|
|         |       | Degree Threshold + LCC | LCC + 2-core |             |         |       | Degree Threshold + LCC | LCC + 2-core |             |         |
| coauth-MAG-KDD | -1.8e+5 | [32.4] | 1.1 | -2024 | -2.5e+6 | - | - | -2079 | [1.1] | 1.1 | -1659 | -1075 |
| threads-ask-ubuntu | -1.6e+5 | [9.5e+6] | 1.1 | † | † | † | -3.8e+4 | [2.8] | 1.1 | -5.8e+4 | -1.4e+5 | - |
| threads-math-ss | -4.2e+6 | [2.3e+20] | 11.3 | † | † | -4.0e+5 | [8.0e+8] | 1.1 | † | † | |
| gitorrent-projects | -1.9e+7 | [4.1e+29] | 26.8 | † | † | -2.1e+5 | [9.4e+20] | 1.1 | † | † | |

Endogenous (Learnable) ranks

We compare CIGAM with the baseline (without spatial dependencies) logistic model of [21]. This model is also known as the $\tilde{\beta}$-model [38, 44] and has already generalized to hypergraphs (see [38]). However, the inference algorithm of [38] suffers from combinatorial explosion since for every node, the fixed-point equations require a summation over $\binom{m}{k}$ terms for a $k$-uniform hypergraph which makes the inference task infeasible for the datasets we study.

Logistic-CP generates independent hyperedges based on the sum of core scores $\sum_{e \in E} z_i$ for a hyperedge $e$, i.e. $e$ is generated with probability $p(e) = \sigma(\sum_{e \in E} z_i)$ where $\sigma(z) = \frac{1}{1 + \exp(-z)}$. That corresponds to a LL $\log p(G) = \sum_{e \in E} \log p(e) + \sum_{e \in E} \log (1 - p(e))$. In contrast to our model, computing the likelihood of Logistic-CP and its gradient exactly is – contrary to the case of CIGAM – intractable since it requires exhaustively summing over $\tilde{e} \notin E$ which can be very large. To approximate the log-likelihood we use negative sampling by selecting a batch $B$ as follows: We sample a hyperedge order $K \in [k_{min}, k_{max}]$ with probability $Pr[K = k] = \frac{m_k}{m}$ where $m_k = \binom{k}{m} - m_k$ denotes the number of negative hyperedges of order $k$ and then given the sampled order $K$ we sample a negative hyperedge $\tilde{e}$ uniformly from the set of non-edges of order $K$. That uniform sampling scheme has a probability of selecting a hyperedge $\tilde{e}$ equal to $\frac{|B|}{m}$ (App. B describes the sampling algorithm). We use the following unbiased estimator of the LL based on this sampling scheme,

$$\hat{\ell}(\theta) = \sum_{e \in E} \log p(e) + \frac{m}{|B|} \sum_{\tilde{e} \notin E} \log (1 - p(\tilde{e})),$$

where its easy to confirm that $\mathbb{E}[\hat{\ell}] = \log p(\theta)$, and that $\text{Var}[\hat{\ell}] = \frac{m-|B|}{|B|^2} \sum_{e \in E} \log^2 (1 - p(\tilde{e}))$, which is at most $\frac{m-|B|}{|B|^2} \frac{m}{|B|^2}$ for $|B| \in [0, 0.51]$ (true for real-world datasets). Letting $|B| = \alpha n$ for some $\alpha \in (0, 1)$ we get a variance upper bound that equals $\frac{m-|B|}{|B|^2} \frac{m}{|B|^2}$ for small values of $\alpha$. The per-step complexity of approximating the computing the likelihood and its gradient in this case is both higher than computing the LL for CIGAM. Logistic-CP can also be augmented with the use of features and a learnable map $\psi$ with parameters $\nu$ such that $\tilde{z}_i = \psi(x_i|\nu)$. In this model, the core nodes are nodes with $z_i \geq 0$ and the periphery nodes are nodes with $z_i < 0$ respectively.

We also use the concurrent and independently developed method of [43] – HyperNSM – where a permutation $\pi$ of the nodes is generated and then hyperedges are independently generated with probability $\sigma(\xi(e) M_\pi(\{a_u, u \notin e\}))$, where $M_\pi$ denotes the generalized (H"older) $a$-mean. $\xi(e)$ is a weight function (e.g. $\xi(e) = 1/|e|$) and $a_u = 1 - \frac{m_u}{n}$. The goal of HyperNSM is to recover the optimal permutation $\pi^*$ of the nodes through a fixed-point iteration scheme. To calculate the LL of HyperNSM we use negative sampling such as in the case of Logistic-CP.

Tab. 3 shows the results of comparing CIGAM with Logistic-CP, and HyperNSM. As in Section 4.2 of [21], we compare the optimized LL values of both CIGAM, Logistic-CP, and HyperNSM. We run

(based on a $k$-uniform hypergraph, computing the positive part of the LL cost $O(km\ell)$, and the negative part of the LL costs (on expectation over the draws) $O(K|B|^2 \log(m/|B|))$).
Table 4: Projected Graph Experiments. We use SGD with step-size 0.001 for CIGAM, and SGD with stepsize of 1e-6 for Logistic-CP, for 10 epochs. For evaluating the log-likelihood of Logistic-CP, and Logistic-TH ($\alpha = 10, p = 20$) we use $|B| = 0.2n$ negative samples. Best likelihood in bold. $\dagger = \text{LL cannot be computed.}$

| Dataset           | CIGAM  | $c^*$ | $\lambda^*$ | Logistic-CP | Logistic-TH | CIGAM  | $c^*$ | $\lambda^*$ | Logistic-CP | Logistic-TH |
|-------------------|--------|-------|-------------|-------------|-------------|--------|-------|-------------|-------------|-------------|
|                   |        |       |             | Degree Threshold + LCC |                  |        |       |             | LCC + 2-core |                  |
| coauth-MAG-KDD    | -532   | [12.2]| 1.4         | -1532       | -1419       | -      | -     | -           | -           | -           |
| threads-ask-ubuntu| -2.8e+4| [1.9e-3]| 3.5         | -1.3e+4     | -2.4e+5     | -166   | [11.94]| 1.5         | -1510       | -1329       |
| threads-math-sx   | -8.5e+5| [1.2e+3]| 8.7         | -6.1e+6     | -1.6e+7     | -564   | [2.7, 4.9]| 1.8         | -1376       | -5471       |
| threads-stack-overflow | -4.0e+6| [5.1e+6] | 4.8    | $\dagger$   | $\dagger$   | $-1.2e+5$ | [2.1e+5]| 5.1     | $\dagger$   | $-2.7e+7$    |
| glutorrent-projects | -4.9e+6| [1.7e+6]| 4.4    | $\dagger$   | $\dagger$   | $-1.2e+5$ | [359.3, 951.3]| 5.6     | $\dagger$   | $-1.8e+6$    |

| Dataset           | coauth-MAG-KDD | threads-ask-ubuntu | threads-math-sx | threads-stack-overflow | glutorrent-projects |
|-------------------|----------------|-------------------|------------------|----------------------|---------------------|
|                   | -2.8e+4        | -5.0e+4           | -1.3e+6          | -9.8e+6              | -2.4e+5             |
|                   | [12.2]         | [1.9e-3]          | [116.1, 2.0e+3]  | [5.1e+6]             | [1.4e+4]            |
|                   | 3.5            | 5.7              | 8.7              | 4.8                  | 4.4                 |
|                   | -1.9e+5        | -6.1e+6          | -1.6e+7          | $\dagger$            | $\dagger$          |
|                   | -1458          | -1680             | -2.7e+7          | -1.6e+7              | -1.8e+6            |

Figure 6: Ranking comparison between algorithms (Tabs. 3, 4) for threads-ask-ubuntu, math-sx datasets (LCC + 2-core).
Finally, it should be noted that CIGAM does not have control over motifs, and the experimental or theoretical study of the distributions of motifs is interesting future work.
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A CORE STRUCTURE

A.1 Proof of Theorem 1

**Coupling construction.** Let a CIGAM model $G_1$ with parameters $\lambda$ and $1 < c_1 \leq c_2 \cdots \leq c_L < e^\lambda$ be given and let a CIGAM model $G_2$ have parameters $\lambda$ and one layer with value $c_L$. We construct the coupling $\nu$ as follows: We first sample the rank vector $r$ (common for both $G_1$ and $G_2$) and then construct the hyperedges as follows: (i) If a hyperedge appears on $G_2$ then with probability $1$ it appears on $G_1$, and (ii) if a hyperedge does not appear on $G_2$ then it appears on $G_1$ with probability $\frac{1-f_\nu(e)}{f_\nu(e)} = f_\nu(e)$. We can easily show that the marginals satisfy $\Pr(e \in E(G_1) | r) = f_\nu(e) \cdot 1 + (1-f_\nu(e)) \frac{f_\nu(e) - f_\nu(e)}{1-f_\nu(e)} = f_\nu(e)$ and $\Pr(e \in E(G_2) | r) = f_\nu(e)$. Finally, we integrate over $r$ to get that $\Pr(e \in E(G_1)) = f_\nu(e)$ and $\Pr(e \in E(G_2)) = f_\nu(e)$. Therefore $\nu$ is a valid coupling. Under $\nu$ we have that always $G_2 \subseteq G_1$. Therefore, it suffices to prove the Theorem for $G_2$ to get a result that holds for $G_1$.

**Core size.** We prove the statement in the case that $G_1$ is $k$-uniform. Since by the coupling construction $G_2 \subseteq G_1$, proving a statement for the size of the core on $G_2$ will also hold for $G_1$ since a dominating set in $G_2$ is a dominating set in $G_1$. Let $t \in \{0,1\}$ be a threshold value to be determined later. Define

$$N_k(t) = \sum_{(j_0,\ldots,j_{k-1}) \in \binom{[n]}{k-1}} 1\{\max\{r(j_1), \ldots, r(j_{k-1})\} \geq t\}$$

be the number of nodes with ranks at least $t$. Note that by a simple combinatorial argument

$$N_k(t) = \binom{n}{k-1} - \sum_{j \in \binom{[n]}{k-1}} \sum_{\forall j \in j, r_j < t} = \binom{n}{k-1} - \binom{n-N_2(t)}{k-1}$$

where $N_2(t) \sim \text{Bin}(n, 1-F(t))$ is the number of nodes with $r_j \geq t$ and $\binom{n}{k} = \frac{n!}{k!(n-k)!}$ is the generalized binomial coefficient.

The function $g(v) = \binom{n}{k} - \binom{v}{k}$ is strictly increasing for $0 \leq v \leq n$. Therefore, we can directly devise a concentration bound for $N_2(t)$ via concentration bounds for $N_2(t)$. Indeed, by the Chernoff bound

$$\Pr\left[N_k(t) \geq \binom{n}{k-1} - \frac{n - E[N_2(t)] + \sqrt{n \log n/2}}{k-1}\right]$$

$$= \Pr[N_2(t) \geq E[N_2(t)] - \sqrt{n \log n/2}] \geq 1 - \frac{1}{n}$$

as long as $t \leq F^{-1}(1 - \sqrt{\log n/(2n)})$. Note that the probability that a node $i \in [n]$ is not dominated by any core-hyperedge is given by

$$\Pr[i \text{ is not dominated by the core}] = \prod_{j \in \binom{[n]}{k-1}} \left(1 - c_L^{-2\max\{r(j_1), \ldots, r(j_{k-1})\}}\right)1^{\max\{r(j_1), r_{j_{k-1}}\} \geq t}$$

$$\geq \prod_{j \in \binom{[n]}{k-1}} \left(1 - c_L^{-2t}\right)1^{\max\{r(j_1), r_{j_{k-1}}\} \geq t}$$

$$= \left(1 - c_L^{-2t}\right)^{N_k(t)} \leq \exp(-N_k(t) c_L^{-2t}).$$

If $N_k(t) \geq 2 \log n c_L^{-2t}$ then by the union bound $\Pr[\exists i : i \text{ is not dominated by the core}] \geq 2 \log n c_L^{-2t} \leq \frac{1}{n}$. Subsequently, the complementary event (i.e. $\forall i, i \text{ is dominated by the core}$) happens with probability at least $1-1/n$. We let $t$ to be such that

$$\frac{2 \log n}{c_L^{-2t}} = \left(1 - \frac{n}{k}\right) - \frac{n F(t) + \sqrt{n \log n/2}}{k-1}. \quad (5)$$

in order for $\Pr[N_k(t) \geq 2 \log n c_L^{-2t}] \geq 1 - \frac{1}{n}$. Finally we have that given $t$ that satisfies (5)

$$\Pr[\text{Core at threshold } t] \geq \left(1 - \frac{1}{n}\right)^2 = 1 - \frac{2}{n}$$

**Existence and Uniqueness of threshold $t$.** We define

$$\Phi(t) = 2 \log n c_L^{-2t} = \left(1 - \frac{n}{k}\right) - \frac{n F(t) + \sqrt{n \log n/2}}{k-1}$$

in the range $[0, t']$ where $t' = F^{-1}(1 - \sqrt{\log n/2n})$ is the point where the difference of the binomial coefficients becomes 0. Note that $\Phi$ is continuous and differentiable in $[0, t']$ with derivative

$$\Phi'(t) = -2 \log c_L log n c_L^{-2t} + \left(n F(t) + \sqrt{n \log n/2}\right) n f(t) \psi(n F(t))$$

$$+ \sqrt{n \log n/2}$$

$$\geq -2 e^{2t} \lambda e^{-t} log n + \left(n F(t) + \sqrt{n \log n/2}\right) n f(t) \psi(n F(t))$$

$$+ \sqrt{n \log n/2}$$

$$\geq n f(t) \left[-2 e^{2t} + \left(n F(t) + \sqrt{n \log n/2}\right) \psi(n F(t)) + \sqrt{n \log n/2}\right]$$

$$\geq n f(t) \left[-2 e^{2t} + \sqrt{n \log n/2} \psi(n F(t)) + \sqrt{n \log n/2}\right]$$

$$\geq n f(t) \left[-2 e^{2t} + \sqrt{n \log n/2} \psi(n F(t)) + \sqrt{n \log n/2}\right]$$

$$\geq n f(t) \left[-3 e^{2t} + \sqrt{n \log n/2} \psi(n F(t)) + \sqrt{n \log n/2}\right]$$

$$\geq n f(t) \left[-3 e^{2t} + \sqrt{n \log n/2} \psi(n F(t)) + \sqrt{n \log n/2}\right]$$

$$\geq n f(t) \left[-3 e^{2t} + \sqrt{n \log n/2} \psi(n F(t)) + \sqrt{n \log n/2}\right]$$

$$\geq n f(t) \left[-3 e^{2t} + \sqrt{n \log n/2} \psi(n F(t)) + \sqrt{n \log n/2}\right]$$

$$\geq n f(t) \left[-3 e^{2t} + \sqrt{n \log n/2} \psi(n F(t)) + \sqrt{n \log n/2}\right]$$

$$\geq n f(t) \left[-3 e^{2t} + \sqrt{n \log n/2} \psi(n F(t)) + \sqrt{n \log n/2}\right]$$

$$\geq n f(t) \left[-3 e^{2t} + \sqrt{n \log n/2} \psi(n F(t)) + \sqrt{n \log n/2}\right]$$

$$\geq n f(t) \left[-3 e^{2t} + \sqrt{n \log n/2} \psi(n F(t)) + \sqrt{n \log n/2}\right]$$

$$\geq n f(t) \left[-3 e^{2t} + \sqrt{n \log n/2} \psi(n F(t)) + \sqrt{n \log n/2}\right]$$

$$\geq n f(t) \left[-3 e^{2t} + \sqrt{n \log n/2} \psi(n F(t)) + \sqrt{n \log n/2}\right]$$

$$\geq n f(t) \left[-3 e^{2t} + \sqrt{n \log n/2} \psi(n F(t)) + \sqrt{n \log n/2}\right]$$

for $\lambda < \frac{\ln(n/2)}{1 + o(\log n)}$. $\psi(x) = \frac{\Gamma'(x)}{\Gamma(x)}$ is the digamma function. For the inequalities we have used the facts: (i) $c_L < e^\lambda$, (ii)
log \( n \leq n \), (iii) monotonicity of the Gamma and the digamma function for \( t \geq 0 \), (iv) \( \binom{n}{k} \geq n \) for \( k < n - 1 \), (v) \( \Psi(x) \geq \log x - \frac{1}{2} \).

\( \Phi(t) \) is strictly increasing. Note that \( \Phi(0) = 2c_L^2 \log n - \left( n - \frac{n}{k-1} \right) \binom{n}{k-1} < 0 \) for large enough \( n \) and since \( c_L = o(n) \). Moreover note that \( \Phi(t') = 2 \log n/c_L^2 - 2 \log t' > 0 \). Therefore \( \Phi(0)\Phi(t') < 0 \). Thus by Bolzano’s theorem and the fact that \( \Phi(t) > 0 \) we get that there exists a unique threshold \( t \in [0, t'] \) such that \( \Phi(t) = 0 \).

Upper Bound. Note that the threshold is maximized when \( k = 2 \), i.e. in the graph case, and therefore the expected size of the core satisfies

\[
\mathbb{E}[\text{Core size}] \leq n(1 - F(t(k = 2))) = \sqrt{n \log n/2} + 2 \log n/c_L^2 = \tilde{O}(\sqrt{n})
\]

(see also Fig. 3).

### A.2 Empirical Core Thresholds

![Domination Curve](image)

Figure 7: Empirical core Threshold on generated instances for single layer model with \( n = 200, b = 3.5, c_1 = 3 \) for \( k \in \{2, 3\} \). By “\( \lambda \)” we denote the sample core threshold values.

### B Sampling

Uniformly Sampling from \( \binom{[n]}{k} \). To sample a \( k \)-tuple uniformly at random we use a rejection sampling algorithm:

1. Initialize \( S \leftarrow \emptyset \).
2. While \(|S| \leq k\) repeat: Sample \( i \) uniformly from \([n]\), and if \( i \not\in S\), add \( i \) to \( S\).

Ball-dropping (Single-Layer / \( k \)-uniform). For each \( i \in [n] \) we create a set \( B_i \) in which we sample \( m_i \) edges by sampling an edge \( e \) uniformly from \( \binom{[n]}{k} \) (with \( i \) being the dominant node, and if \( e \not\in \{i\} \) does not belong to \( B_i \) we add it to \( B_i \)).

Sampling Negative Edges. To sample edges from \( \tilde{E} \) (i.e. \( e \not\in E \)) we maintain a set \( B \) of certain size \( b \) and while \(|B| \leq b\) we sample uniformly an order \( |B| = k \) with probability \( m/b \) and then we sample \( \tilde{e} \) from \( \binom{[n]}{k} \) uniformly. If \( \tilde{e} \not\in (E \cup B) \) then we update \( B \leftarrow B \cup \{\tilde{e}\} \).

### C IMPLEMENTATIONS

#### 1. Point Estimation (MLE/MAP)

We implement point estimation for the parameters \((\lambda, c)\) (or \((\lambda, c, \theta)\)) of CIGAM with PyTorch using the log-barrier method. We use Stochastic Gradient Descent (SGD) to train the model for a certain number of epochs, until the learned parameters have converged to their final values. To avoid underflows, and because the resulting probabilities at each epoch are \( \ll 1 \) we use a smoothing parameter \( y \) (here we use \( y = 10^{-10} \)), which we add to the corresponding probabilities to avert underflow. For MAP we add priors/regularization to \( \lambda, c \) (see App. D). For Logistic-CP we use the following architecture to learn \( z_1^*: \text{Linear}(d, d) \rightarrow \text{ReLU} \rightarrow \text{Linear}(d, 1) \).

#### 2. Bayesian Inference (BI)

We implement the posterior sampling procedures with \texttt{mc-stan} [16] which offers highly efficient sampling using Hamiltonian Monte Carlo with No-U-Turn-Sampling (HMC-NUTS) [19] and compiles a C++ model for BI. Note that \( X \) is a convex polytope. Finally, we add priors (see App. D) on the parameters to form a posterior density to sample from. For BI, the stan model samples from the truncated density via defining the parameter \( c_0 \) as a positive ordered vector (which induces a log-barrier constraint on the log-posterior) and the parameter \( c \) is devised as \( c_0 + 1 \) in the transformed parameters block. The preprocessing takes place in the transformed data block, and the model block is responsible for the log-posterior oracle.

Tab. 1 shows the complexity of the implemented methods.

### D PRIORS & REGULARIZATION

For notational convenience, we refer to the priors using the variables defined in the stan model. For CIGAM we can use exponential priors for \( c \) (or \( c_0 \) respectively), i.e. we can impose a penalty of the form \( p(c) \propto e^{-\alpha c} \sum_{i \in \{1\}} c_i \mathbb{E}_c \). Moreover, a stronger penalty can be applied in terms of a Pareto prior, i.e. \( p(c) \propto e^{-\alpha c} \sum_{i \in \{1\}} \log(c_i) \). For the rank parameter \( \lambda \) we impose a \( \text{Gamma}(\alpha_\lambda, \beta_\lambda) \) prior.

For Logistic-CP we can use L2 regularization for \( z_1 \) which corresponds to a Gaussian prior \( p(z) \propto e^{-\frac{m}{2} \sum_{i \in [n]} z_i^2} \) to penalize large values of the core scores both in terms of core \((z_1 \geq 0)\) and periphery \((z_1 < 0)\) nodes.

Tab. 5 shows the learned parameters when regularization is applied.

#### Table 5: Experiments with Regularization

| Dataset            | \( c^* \) | \( \lambda^* \) | \( c^* \) | \( \lambda^* \) |
|--------------------|-----------|----------------|-----------|----------------|
| Hypergraph         | 1.1       | 1.3            | 1.1       | 1.3            |
| Projected          | 1.9       | 1.7            | 2.0       | 1.9            |

| threads-ask-ubuntu | \[11.1\]  | 1.3 | \[11.1\] | 1.3 |
| threads-math-sx    | \[1522\] | 1.9 | \[44.1\] | 1.7 |
| threads-stack-overflow | \[8.6e+11\] | 10.5 | \[2.1e+5\] | 10.9 |