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Abstract

In a dialogue system pipeline, a natural language generation (NLG) unit converts the dialogue direction and content to a corresponding natural language realization. A recent trend for dialogue systems is to first pre-train on large datasets and then fine-tune in a supervised manner using datasets annotated with application-specific features. Though novel behaviours can be learned from custom annotation, the required effort severely bounds the quantity of the training set, and the application-specific nature limits the reuse. In light of the recent success of data-driven approaches, we propose the novel future bridging NLG (FBNLG) concept for dialogue systems and simulators. The critical step is for an FBNLG to accept a future user or system utterance to bridge the present context towards. Future bridging enables self-supervised training over annotation-free datasets, decoupled the training of NLG from the rest of the system. An FBNLG, pre-trained with massive datasets, is expected to apply in classical or new dialogue scenarios with minimal adaptation effort. We evaluate a prototype FBNLG to show that future bridging can be a viable approach to a universal few-shot NLG for task-oriented and chit-chat dialogues.

1 Introduction

In a dialogue system pipeline, after the information from a user is extracted, the dialogue direction and the information content to return to the user for the immediate turn is decided. This is followed by a unit referred to as natural language generation (NLG) converting the information content to a corresponding natural language realization. A recent trend is toward building pipelines with largely machine learning methods.

Learning-based components in a dialogue system are typically trained in a supervised manner using sample dialogues annotated with application-specific features. In some systems, certain components are pre-trained first by massive datasets (Wolf et al., 2019; Henderson et al., 2019a; Golovanov et al., 2019). The application-specific annotation is critical for a dialogue system to learn its functionality. For instance, annotations are necessary for task-oriented dialogues to learn to extract dialogue states (Kelley, 1984; Budzianowski et al., 2018; Shah et al., 2018). An open-domain dialogue system often learns to compute similarity scores for response retrieval from carefully curated datasets (Jafarpour et al., 2010; Leuski and Traum, 2011; Ji et al., 2014; Boussaha et al., 2019).

Unfortunately, the required annotation effort severely limits the quantity of the training set, which in turn limits the system performance. Furthermore, because a training set is annotated with domain-specific features, a trained pipeline can only function well in the corresponding narrow domain. This makes it difficult to directly deploy or at least transfer a trained pipeline to new domains (Rastogi et al., 2019a) or to new dialogue behaviours, such as goal-guided topic traversal (Tang et al., 2019).

By not requiring any additional annotation, self-supervised training allows several orders of magnitude increase of the training set size compared to supervised training. This has been shown to lead to not only higher performance but versatility in the application domain, and also ease of creating never-planned dialogue behaviours. For instance, GPT-2 (Radford et al., 2019) can generate coherent text for various topics and styles simply from priming. Gshard (Lepikhin et al., 2020), trained using 25 billion training examples, obtained far superior quality for translation from
100 languages to English compared to the prior art.

In this paper, we aim to build a universal NLG. This NLG can be used in various dialogue types, for intended and never-planned behaviours, with zero-shot or few-shot adaptation. In light of the success of these self-supervised approaches, we surmise that to achieve this, one shall decouple the training of this NLG from the rest of a dialogue system, and pre-train the NLG over a large and general dataset in a self-supervised manner.

To that end, we propose the critical concept, future bridging (FB). Future bridging is key to enable decoupled, self-supervised training of an NLG. The text-infilling formulation of future bridging enables the easy collection of a large-sized, annotation-free dataset. An FBNLG takes not only the present dialogue context but also a future user or system utterance as input. It shall then predict the text that has a high probability of bridging the context to that desired future utterance. In this set up, the top stack of a dialogue system can select a future from one corpus, while the NLG can learn the act of bridging from a different corpus. Thus the training of the NLG is decoupled.

To better explain the future bridging concept, two hypothetical dialogues are given in Table 1. Here, an FBNLG is given the desired next-turn user utterance as the future to bridge forward to. We note that there is a very intuitive and satisfying interpretation for future bridging. If a user utterance is selected as the target future, such utterance represents what the system wishes to induce the user to ultimately say. On the other hand, if a system utterance is selected as the target future, that utterance represents what the system wishes the dialogue to develop towards so that the system is in position to say that.

We remark that in both example dialogues, the user never actually produce the supplied future utterances. This highlights the very nature of the future: it serves to indicate the direction, instead of the landing spot, for the NLG to shoot for.

An important benefit from adopting a future bridging interface is that it can greatly simplify the training of a dialogue policy via reinforcement learning (RL). Many studies (Asri et al., 2016; Crook and Marin, 2017; Li et al., 2017a,b) employ RL to learn a policy from experiments. Both a user simulator and a system simulator are required. However, building a human-like, high diversity natural language generator component for either simulator is very difficult. As a result, studies may resort to using rule-based response templates, or even just skip the natural language realm entirely (Shah et al., 2018). In our opinion, a universal NLG such as a FBNLG can vastly simplify the current challenge in dialogue policy learning.

We claim our contributions as follows.

- We propose the future bridging concept. The concept allows a FBNLG to be self-supervised trained over a massive dataset, decoupled from the rest of system.
- An FBNLG is expected to support a wide variety of domains and dialogue behaviours with zero-shot or few-shot adaptation.
- A FBNLG can be used in a simulator to greatly reduce the difficulties of learning a dialogue policy via RL.
- We evaluated a prototype FBNLG and showed that it could indeed support a novel use of case supporting both classical and a novel use case of seamlessly transitioning between chit-chat and task-oriented types.
2 Related Work

Dialogue system types and pipelines. To best suit the use cases, dialogue systems have developed into distinct types; task-oriented, chit-chat, and question-and-answer are the major ones (Zaib et al., 2020; Gao et al., 2018). Deployed systems can employ fundamentally different pipelines from one type to another. While mature systems are generally built from a pipeline of modules, end-to-end dialogue systems proposed have been proposed lately (Peng et al., 2020; Hosseini-Asl et al., 2020), for which there exist no clear module boundaries. Nevertheless, NLG is always at the bottom of the pipeline.

Reinforcement learning (RL) can be used to develop a dialogue policy (Li et al., 2016). In this framework, both the system response-generating NLG and the simulated user's utterance-generating NLG can be considered a part of the environment for RL.

NLG in dialogue systems. NLG as a standalone unit has a long history of development, starting from early work like Eliza (Weizenbaum, 1966) and PARRY (Colby et al., 1972). In recent years, NLG learned from statistical methods have been in focus. A learning-based NLG takes either a retrieval-based approach, selecting an appropriate response from a candidate corpus (Zhou et al., 2018; Henderson et al., 2019b; Shalyminov et al., 2020), or a generation-based one, generating a response using a trained model (Serban et al., 2016, 2017; Zhou et al., 2018; Wolf et al., 2019; Dinan et al., 2018). Sequence-to-sequence and later transformer-based models have been used (So et al., 2019; Budzianowski and Vulić, 2019; Brown et al., 2020) for response retrieval and generation.

Large dialog datasets and large dialog generation models. Large datasets enable large models to produce ever-increasing performance. DialoGPT (Zhang et al., 2019) adapts GPT-2 (Radford et al., 2019) to the text-dialogue domain, trained on 147M multi-turn dialogues from Reddit discussion thread. Model sizes range from 117M (small) to 762M (large). Meena is a 2.6B parameter model trained end-to-end on 40B words mined and filtered from public domain social media conversations. We note that both datasets are for uncontrolled dialogues; large datasets for conversations conditioned on the desired future are not as easily obtained.

Text infilling. Text infilling recovers a missing piece within a long-form text, or more ambitiously predicts some texts that can smoothly blend into and fit the context syntactically and semantically (Zhu et al., 2019; Huang et al., 2020). A particularly attractive aspect of the text infilling problem formulation is that a massive dataset can be obtained with little to no annotation effort. Prior text-infilling works cover different scenarios, from those in which the missing piece contains only a single token (Fedus et al., 2018; Zweig and Burges, 2011), to those in which an arbitrary number of tokens and sentences are missing (Zhu et al., 2019; Huang et al., 2020; Liu et al., 2019; Shih et al., 2019).

Automatic NLG quality metric. While many consider it far from perfect, BLEU is a metric long used for judging the fluency of a generated response (Papineni et al., 2002). Perplexity was shown to correlate well with a human judgment of sensibleness and specificity (Adiwardana et al., 2020). Sensibleness tries to cover aspects such as common sense and logical coherence, while specificity covers how relevant sentences are within a dialogue context.

Recent advances in novel dialogue behaviour. Novel use cases and behaviours beyond the present mature dialogue systems have been proposed. Of note, one is to meaningfully support multi-domain dialogues rather than just a simple divide-and-conquer ensemble (Dinan et al., 2020). To guide a conversation to a different goal mid-flight during a conversation is another new behaviour (Tang et al., 2019; Wu et al., 2019; Liu et al., 2020; Xu et al., 2020; Zhou et al., 2020). In some cases, modules learn such behaviours from carefully constructed and annotated datasets such as DuConv (Wu et al., 2019).

3 Methods

In a dialogue system, the NLG is at the bottom of the stack. The components above the NLG can be very complicated. As these components are outside of the scope of this paper, we will just refer to them by the “top of the stack”. Loosely speaking, we treat the top of the stack
We can view future bridging as a text infilling problem. Specifically, dialogue future bridging is to learn the probability of the immediate system response $s_t$ which, together with a trailing trajectory as a function that projects a future to an FBNLG to bridge to. Additionally noted, in the rest of the paper we discuss how FBNLG is used to generate a system response; when used as a dialogue simulator, it might be necessary to swap the notation for user and system utterances.

We note that an FBNLG learned in the fashion given below is only distributionally correct. In other words, an FBNLG tries only to maintain that the generated system response fits well with the distribution of the dataset it is trained on. To be useful in a real-world scenario, a generated dialogue has to be grounded in facts. Nevertheless, we think that factual grounding techniques can be added to an FBNLG in a way that is orthogonal to the main point of this paper. We leave factual grounding outside of our paper.

### 3.1 Future projection and future bridging

We define the act of future bridging and the associated act of future projection as follows. At turn $t$, the dialogue context $h_t$ consists of user utterances $u_1, ..., u_t$ and system responses $s_1, ..., s_{t-1}$. By future projection, the top of stack proposes a desirable future (user or system) utterance at $\delta$ turns away, $c_t = u_{t+\delta}$ or $s_{t+\delta}$, to the NLG. The NLG attempts to bridge from the context to $c_t$, thus producing the immediate system utterance $s_t$ as result. This NLG behaviour is called future bridging. After the user receives $s_t$ and returns with $u_{t+1}$, the cycle repeats. This is shown in Figure 1.

We can view future bridging as a text infilling problem. Specifically, dialogue future bridging is to learn the probability of the immediate system response $s_t$ which, together with a trailing trajectory as result. This NLG behaviour is called future bridging. After the user receives $s_t$ and returns with $u_{t+1}$, the cycle repeats. This is shown in Figure 1.

We note that an FBNLG learned in the fashion shown in Figure 1.

### 3.2 Preparation of dataset

Here we explain how future bridging allows an FBNLG to be trained in a self-supervised manner decoupled from the rest of the dialogue system.

Start with a large collection of dialogues, $D = \{d^1, ..., d^N\}$. Each dialogue $d^i$ consists of alternating user turns $u^{i}_{t}$ and system turns $s^{i}_{t}$. Assuming that the projected future is to be a user utterance $u$ turns away. We can construct a sample $x^{j}$ for the self-supervised training set $X$ from $D$ by sampling a dialogue $d^{i}$, taking the context $h^{i}_{t}$ up to time step $t$, the future user utterance at the target time step $u^{i}_{t+\delta}$, the immediate system response $s^{i}_{t}$ to bridge to that future, and optionally some negative examples $s^{i}_{t}$ which are systems’ responses randomly sampled from other dialogues of $D$. Specifically, $X$ is made up of

$$x^{j} = (h^{i}_{t}, c^{i}_{t}; s^{i}_{t}; s^{i}_{t'}).$$

For the purpose of this paper, we only consider the top of stack to be a mapping $f_p$ from a dialogue context $h_t$ and a situational context $b_t$ to a desired future user utterance $u_{t+\delta}$, $f_p : \mathcal{H} \times \mathcal{B} \rightarrow \mathcal{U}$. A situational context contains real-time application-specific incentives such as inventory level. This mapping is learned from a dataset $Z$ that is typically collected over the particular use case of the application. A small subset of $Z$ can be optionally withheld to produce a future bridging dataset $X'$ in the aforementioned manner. This $X'$ can be used to adapt an FBNLG to the top of stack in a few-shot manner.

The self-supervised pre-training and task-specific zero- or few-shot adaptation aspects of the proposed FBNLG follows exactly that of the transformer-based language model paradigm. We expect that FBNLG shall exhibit similarly higher performance and superior downstream versatility due to the massive data advantage.

### 3.3 Training

During training, samples from the training set $X'$ are used to train an FBNLG. An important
special case is that, in some situations, the top of stack may signal that it is content with letting the dialogue proceed spontaneously. To model these situations, one can randomly take a subset of training samples and replace the target futures of these samples by NULL. The NULL substitution can be done statically at dataset construction time or dynamically at training time.

The goal of FBNLG is to learn the conditional utterance probability in Equation (1). An FBNLG can be either generative or retrieval-based. For an autoregressive generator, the goal can be further expressed as,

$$ p(s_t|h_t, c_t) = \prod_{k=0}^{h_t} p(s_{t,k}|h_t, c_t, s_{t,1:k-1}), \quad (3) $$

with \( k \) denoting an index over the tokens of \( s_t \) in causal order, and \( s_{t,1:k-1} \) denotes the generated tokens 1 through \( k-1 \).

Following originally presented in (Bengio et al., 2003), we propose to use an adapted version of the language modelling objective. We optimize for a joint objective of response generation (RG) and response selection:

$$ \mathcal{L}(X) = \sum_j \alpha_{RG} \mathcal{L}_{RG}(x^j) + \alpha_{RS} \mathcal{L}_{RS}(x^j) \quad (4) $$

The response generation objective, \( \mathcal{L}_{RG} \), measures the log probability of positive samples. For an autoregressive NLG, the response generation objective for sample \( x^j \) is computed as follows:

$$ \mathcal{L}_{RG}(x^j) = \sum_{k=1}^{|X|-1} \log p(s_{t,k}^{(j)}|h_t^{(j)}, c_t^{(j)}, s_{t,1:k-1}^{(j)}). \quad (5) $$

The response selection objective \( \mathcal{L}_{RS} \) measures the rejection of negative samples. The use of the response selection objective improves the overall language model performance as shown in prior work (Peng et al., 2020). Following (Peng et al., 2020), from a training sample \( x^j \), we randomly present either \((h_t, c_t, s_t)\) or \((h_t, c_t, \pi_t)\) to the NLG, asking it to classify whether the correct response \((y=1)\) or a distracting response \((y=0)\) is present. The objective is computed via binary cross-entropy loss as follows:

$$ \mathcal{L}_{RS}(x^j) = y \log p(h_t^{(j)}; c_t^{(j)}; s_t^{(j)}) + (1 - y) \log(1 - p(h_t^{(j)}; c_t^{(j)}; \pi_t^{(j)})). \quad (6) $$

4 Evaluations

We built a prototype FBNLG and evaluated the quality of generated dialogues via automatic and human-based evaluations. We furthermore experimented goal transition within a task-oriented conversation, and dynamic dialogue type switching from one to the other. \(^1\)

4.1 Model Architecture, Initialization, and Training

Ideally, one shall pre-train a text infiller from scratch for an FBNLG. However, this pre-training requires a very significant computational facility. In our evaluation, we instead built a prototype from an openly available pre-trained language model, DialoGPT. We selected the small version of DialoGPT (117M parameters) as the starting point. Later, we fine-tuned the starting point on the modest datasets in Table 2 for two effects. One, to convert the auto-regressive DialoGPT model to a text infilling model; and two, to tilt the data distribution from uncontrolled dialogues to conversations conditioned on desired futures. We note that MultiWOZ (Budzianowski et al., 2018), Schema-Guided Dialogue (Rastogi et al., 2019b), and Taskmaster-1 (Byrne et al., 2019) are datasets for task-oriented type, and DailyDialog (Li et al., 2017c) for chit-chat type. By training with both task-oriented and chit-chat datasets, an FBNLG learns to fulfil a purpose when given a meaningful future, or continue the ongoing dialogue with small talks when given a NULL future.

We prepared the self-supervised datasets according to the procedure given in the previous Section. From a chit-chat source dataset, the projected future \(c_t\) is set to NULL. On the other hand, from a task-oriented source dataset, we use the next user utterance as the future. In other words, \(c_t \leftarrow u_{t+\delta}\), with \(\delta = 1\).

4.2 Experimental Setup

The main prototype is built in a two-step process. From a DialoGPT model, we first additionally pre-train it on the relatively larger SGD and Taskmaster to learn future bridging. Subsequently, we adapt it to the target domains by fine-tuning it with DailyDialog, SGD, and MultiWOZ. We

\(^1\) A demonstration of this FBNLG prototype can be found under http://www.github.com/ANONYMOUS.
### Table 2: Statistics for the fine-tuning dataset

|          | MultiWOZ | SGD     | Taskmaster | DailyDialog |
|----------|----------|---------|------------|-------------|
| # domains| 7        | 16      | 6          | n/a         |
| # dialogues| 8,438   | 16,142  | 13,215     | 13,118      |
| Total no. of turns| 113,556 | 329,964 | 303,066    | 103,632     |
| Avg. turns per dialogue| 13.46 | 20.44   | 22.9       | 7.9         |

Table 3: Automatic Evaluation Results. Baseline is the baseline model that has not learned future bridging. Model D is a FBNLG model suffering from some distribution mismatch.

We performed both automatic and human evaluations. We compute the BLEU score and perplexity on held-out test datasets from SGD, MultiWOZ and DailyDialog (Papineni et al., 2002). Furthermore, for the two novel behaviours we selected - dynamic dialogue type switching and dynamic dialogue goal transition - we carried out a human evaluation study using crowd workers. While limited in scale by various practical factors, human evaluation is the true measure on dialogue generation quality. Human-evaluation details are given in the Appendix.

### 4.3 Dialogue Quality Results

First, we checked whether FBNLG can perform chit-chat type dialogues. We tested the main prototype and the two baseline models against the test dataset of DailyDialog with automatic evaluation. Results are given in Column DailyDialog in Table 3. Primarily because in this evaluation the top of stack does not give a future to bridge to, these models all score poorly on both scales. Nevertheless, by our own examinations, we think that one shall not jump to the conclusion that the generated dialogues are of low quality simply from the low automatic scores. As is shown in the human evaluation results below, for generated dialogues that contain chit-chat portions, human evaluation actually rated the sensibleness and specificity with a satisfactory rating on the Likert scale.

Next, we check whether FBNLG can be used in a single-domain task-oriented dialogue. We tested the three models against the single-domain dialogues from the SGD test dataset. The results can be found in Table 3 under the column "SGD single". Comparing Model D over the Baseline, the use of future bridging dramatically improves the BLEU score by around 4 as well as cuts the perplexity by a factor of nearly 3. Comparing the main prototype over Model D, we can see that pre-training against a modest-sized oral dialogue dataset can furthermore improve the fluency by 4 BLEU points.

We then tested the three models against the multi-domain dialogues from the SGD test dataset assuming an oracle top of stack. Such a dialogue involves challenging domain transition within a single conversation. While the single-domain automatic evaluation results are good, the multi-domain results are no less encouraging. Automatic evaluation results for multi-domain task-oriented dialogues can be found in Table 3 in column "SGD multi". Here again we observed that the use of future bridging improves the BLEU by 4 and reduces the perplexity by a factor of nearly 3. Similarly,
once the text-oriented dialogue distribution bias of DialoGPT is partially compensated, the BLEU score of the main prototype rises by 4.

We proceeded to test the viability of FBNLG over a chosen novel dialogue system behaviour, dialogue type transition. Because we could not find any existing dataset for this purpose, we created a small test-only dataset. In this dataset, we have both chit-chat-to-task-oriented, and task-oriented-to-chit-chat dialogues. We carefully maintained the nature of the chit-chat dialogues similar to DailyDialog, and the task-oriented dialogues similar to the aforementioned task-oriented datasets. Example dialogues are given in Table 6.

Dialogue 1 in Table 6 is an example of a dialogue starting from chit-chat about the city of New York and then switch to a task-oriented real estate promotion. Throughout the chit-chat portion, the top of stack keeps giving NULL as the future. Then, it gives a purposeful future for the model to bridge to. The quality of the generated system response is measured. Dialogue 2 is an example in which the conversation switches from task-oriented to chit-chat. Purposeful futures are given during the task-oriented portion of the dialogue. Toward the end of the dialogue, the top of stack stops gives a NULL future. The FBNLG is expected to produce an appropriate chit-chat response. The quality of this response is measured.

We asked crowd workers to rate the specificity and sensibleness of the system response generated by the main prototype corresponding to the dialogue type-switching turn on the Licker scale. Note that our main prototype has never been trained on a dialogue-type transition dataset. From this perspective, what was evaluated was not only whether FBNLG can learn to support never-planned behaviour. It is, indeed, the zero-shot capability of FBNLG to support a new behaviour on the fly. The human evaluation results of dialogue type transitions can be found in Table 4. Here we observe that both sensibleness of and specificity are satisfactory to the crowd workers. In summary, the experiments of dialogue type transition points to the potential of a pre-trained FBNLG being universal, able to support present and never-planned behaviours.

### 4.4 Future Bridging Results

The results above indicated that FBNLG can generate system responses that are reasonably fluent, specific, sensible, even for never-planned dialogue behaviours without any learning when viewed as a continuation of the dialogue context. But does an FBNLG actually produce a result that fulfils its future bridging obligation? Intuitively, one could evaluate the future bridging quality by evaluating the quality of the overall dialogue, spanning from the left-side context $u_1, s_1, \ldots, u_t$, through the generated response $s_t$, to the right-side context $c_t = u_{t+1}$. A higher dialogue quality should be positively correlated with the future bridging performance.

We note that the subtle difference from the evaluations in Section 4.3 is that, while previously tests are conducted to evaluate the quality of $s_t$ given only the left-side context, here one makes evaluations taking into account the right-side context $c_t = u_{t+1}$ as well.

Using human-based evaluations, we asked the crowd workers to evaluate the specificity and sensibleness of the generated dialogue. The results are shown in Table 5. We see that both the sensibleness and the specificity are acceptable, indicating that the FBNLG indeed largely fulfils the future bridging objective.

By comparing Table 4 and 5, one might draw
Table 6: Example of dialogue type transition within a single conversation. Dialogue 1: chit-chat to task-oriented. Dialogue 2: task-oriented to chit-chat.

the conclusion that the causal quality evaluation in Table 4 can be a good proxy score for future bridging performance. However, in our opinion, whether this is incidental requires some further study.

5 Discussions and Future Work

Accepting a further-away future. In this work, the evaluated FBNLG prototype takes into account a future that is the desired user utterance in the next turn. We regard the most critical immediate extension of this work to have an FBNLG take a target that is a mixture of utterances that are further into the future.

Fully scaling up prototype. In this work, our prototype was built by fine-tuning an existing language model with very modest data. We are motivated to see the performance of an FBNLG pretrained using e.g. the 341 GB of text used to train Meena (Adiwardana et al., 2020). With a properly built FBNLG, one then can properly examine the zero-shot and few-shot properties.

Interworking with compatible components. An obvious future work is to demonstrate the full end-to-end behaviour of a compatible stack on top of an FBNLG. Also, to be useful in a real-world scenario, a dialogue system cannot return false information to a user. Thus a future extension of this work is to apply knowledge and fact grounding techniques to augment an FBNLG.

6 Conclusion

In this paper, we proposed a future bridging NLG concept. The concept enables a universal NLG for dialogue systems and simulators using self-supervised training from massive datasets. An FBNLG is expected to support a wide variety of domains and dialogue behaviours with few-shot or even zero-shot adaptation. To demonstrate the feasibility of the FBNLG approach, we constructed a prototype by fine-tuning a large language model. The results indicated that FBNLG can generate system responses that are reasonably fluent, specific, sensible, even for never-planned dialogue behaviours such as dialogue type switching without any learning.

References

Daniel Adiwardana, Minh-Thang Luong, David R So, Jamie Hall, Noah Fiedel, Romal Thoppilan, Zi Yang, Apoorv Kulshreshtha, Gaurav Nemade, Yifeng Lu, et al. 2020. Towards a human-like open-domain chatbot. arXiv preprint arXiv:2001.09977.

Layla El Asri, Jing He, and Kaheer Suleman. 2016. A sequence-to-sequence model for user simulation in spoken dialogue systems. In Interspeech 2016, pages 1151–1155.

Yoshua Bengio, R´ejean Ducharme, Pascal Vincent, and Christian Jauvin. 2003. A neural probabilistic language model. Journal of machine learning research, 3(Feb):1137–1155.

Basma El Amel Boussaha, Nicolas Hernandez, Christine Jacquin, and Emmanuel Morin. 2019. Deep retrieval-based dialogue systems: A short review.
Tom B Brown, Benjamin Mann, Nick Ryder, Melanie Subbiah, Jared Kaplan, Prafulla Dhariwal, Arvind Neelakantan, Pranav Shyam, Girish Sastry, Amanda Askell, et al. 2020. Language models are few-shot learners. arXiv preprint arXiv:2005.14165.

Pawel Budzianowski and Ivan Vulić. 2019. Hello, it’s gpt-2–how can i help you? towards the use of pre-trained language models for task-oriented dialogue systems. arXiv preprint arXiv:1907.05774.

Pawel Budzianowski, Tsung-Hsien Wen, Bo-Hsiang Tseng, Iñigo Casanueva, Stefan Ultes, Osman Ramadan, and Milica Gašić. 2018. Multiwoz - a large-scale multi-domain wizard-of-oz dataset for task-oriented dialogue modelling.

Bill Byrne, Karthik Krishnamoorthi, Chinnadhurai Sankar, Arvind Neelakantan, Daniel Duckworth, Semih Yavuz, Ben Goodrich, Amit Dubey, Andy Cedilnik, and Kyu-Young Kim. 2019. Taskmaster-1: Toward a realistic and diverse dialog dataset. arXiv preprint arXiv:1909.05358.

Kenneth Mark Colby, Franklin Dennis Hilf, Sylvia Weber, and Helena C Kraemer. 1972. Turing-like indistinguishability tests for the validation of a computer simulation of paranoid processes. Artificial Intelligence, 3:199–221.

Paul Crook and Alex Marin. 2017. Sequence to sequence modeling for user simulation in dialog systems. In Proc. Interspeech 2017, pages 1706–1710.

Emily Dinan, Varvara Logacheva, Valentín Malykh, Alexander Miller, Kurt Shuster, Jack Urbanek, Douwe Kiela, Arthur Szlam, Iulian Serban, Ryan Lowe, et al. 2020. The second conversational intelligence challenge (convai2). In The NeurIPS’18 Competition, pages 187–208. Springer.

Emily Dinan, Stephen Roller, Kurt Shuster, Angela Fan, Michael Auli, and Jason Weston. 2018. Wizard of wikipedia: Knowledge-powered conversational agents.

William Fedus, Ian Goodfellow, and Andrew M Dai. 2018. Maskgan: better text generation via filling in the_. arXiv preprint arXiv:1801.07736.

Jianfeng Gao, Michel Galley, and Lihong Li. 2018. Neural approaches to conversational ai.

Sergey Golovanov, Rauf Kurbanov, Sergey Nikonenko, Kyril Trusovskiy, Alexander Tselousov, and Thomas Wolf. 2019. Large-scale transfer learning for natural language generation. In Proceedings of the 57th Annual Meeting of the Association for Computational Linguistics, pages 6053–6058, Florence, Italy. Association for Computational Linguistics.

Matthew Henderson, Ivan Vulić, Daniela Gerz, Iñigo Casanueva, Pawel Budzianowski, Sam Coope, Georgios Spithourakis, Tsung-Hsien Wen, Nikola Mrkšić, and Pei-Hao Su. 2019a. Training neural response selection for task-oriented dialogue systems.

Matthew Henderson, Ivan Vulić, Daniela Gerz, Iñigo Casanueva, Pawel Budzianowski, Sam Coope, Georgios Spithourakis, Tsung-Hsien Wen, Nikola Mrkšić, and Pei-Hao Su. 2019b. Training neural response selection for task-oriented dialogue systems. arXiv preprint arXiv:1906.01543.

Ehsan Hosseini-Asl, Bryan McCann, Chien-Sheng Wu, Semih Yavuz, and Richard Socher. 2020. A simple language model for task-oriented dialogue. arXiv preprint arXiv:2005.00796.

Yichen Huang, Yizhe Zhang, Oussama Elachvar, and Yu Cheng. 2020. Inset: Sentence infilling with inter-sentential transformer. In Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics, pages 2502–2515.

Sina Jafarpour, Christopher JC Burges, and Alan Ritter. 2010. Filter, rank, and transfer the knowledge: Learning to chat. Advances in Ranking, 10:2329–9290.

Zongcheng Ji, Zhengdong Lu, and Hang Li. 2014. An information retrieval approach to short text conversation.

J. F. Kelley. 1984. An iterative design methodology for user-friendly natural language office information applications. ACM Trans. Inf. Syst., 2(1):26–41.

Dmitry Lepikhin, HyoukJoong Lee, Yuanzhong Xu, Dehao Chen, Orhan Firat, Yanping Huang, Maxim Kirkin, Noam Shazeer, and Zhifeng Chen. 2020. Gshard: Scaling giant models with conditional computation and automatic sharding.

Anton Leuski and David Traum. 2011. Npceditor: Creating virtual human dialogue using information retrieval techniques. AI Magazine, 32(2):42–56.

Jiwei Li, Will Monroe, Alan Ritter, Michel Galley, Jianfeng Gao, and Dan Jurafsky. 2016. Deep reinforcement learning for dialogue generation.

Xiujun Li, Yun-Nung Chen, Lihong Li, Jianfeng Gao, and Asli Celikyilmaz. 2017a. Investigation of language understanding impact for reinforcement learning based dialogue systems.

Xiujun Li, Zachary C. Lipton, Bhuwan Dhingra, Lihong Li, Jianfeng Gao, and Yun-Nung Chen. 2017b. A user simulator for task-completion dialogues.

Yanran Li, Hui Su, Xiaoyu Shen, Wenhao Li, Ziqiang Cao, and Shuzi Niu. 2017c. Dailydialog: A manually labelled multi-turn dialogue dataset. arXiv preprint arXiv:1710.03957.
Dayiheng Liu, Jie Fu, Pengfei Liu, and Jiancheng Lv. 2019. Tigs: An inference algorithm for text infilling with gradient search. In Proceedings of the 57th Annual Meeting of the Association for Computational Linguistics, pages 4146–4156.

Zeming Liu, Haifeng Wang, Zheng-Yu Niu, Hua Wu, Wanxiang Che, and Ting Liu. 2020. Towards conversational recommendation over multi-type dialogs. In Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics, pages 1036–1049. Online. Association for Computational Linguistics.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing Zhu. 2002. Bleu: a method for automatic evaluation of machine translation. In Proceedings of the 40th Annual Meeting of the Association for Computational Linguistics, pages 311–318, Philadelphia, Pennsylvania, USA. Association for Computational Linguistics.

Baolin Peng, Chunyuan Li, Jinchao Li, Shahin Shayan-deh, Lars Liden, and Jianfeng Gao. 2020. Soloist: Few-shot task-oriented dialog with a single pre-trained auto-regressive model. arXiv preprint arXiv:2005.05298.

Alec Radford, Jeffrey Wu, Rewon Child, David Luan, Dario Amodei, and Ilya Sutskever. 2019. Language models are unsupervised multitask learners. OpenAI Blog, 1(8):9.

Abhinav Rastogi, Xiaoxue Zang, Srinivas Sunkara, Raghav Gupta, and Pranav Khaitan. 2019a. Towards scalable multi-domain conversational agents: The schema-guided dialogue dataset. arXiv preprint arXiv:1909.05855.

Abhinav Rastogi, Xiaoxue Zang, Srinivas Sunkara, Raghav Gupta, and Pranav Khaitan. 2019b. Towards scalable multi-domain conversational agents: The schema-guided dialogue dataset. arXiv preprint arXiv:1909.05855.

Iulian V Serban, Alessandro Sordoni, Yoshua Bengio, Aaron Courville, and Joelle Pineau. 2016. Building end-to-end dialogue systems using generative hierarchical neural network models. In Thirtieth AAAI Conference on Artificial Intelligence.

Iulian Vlad Serban, Alessandro Sordoni, Ryan Lowe, Laurent Charlin, Joelle Pineau, Aaron Courville, and Yoshua Bengio. 2017. A hierarchical latent variable encoder-decoder model for generating dialogues. In Thirty-First AAAI Conference on Artificial Intelligence.

Pararth Shah, Dilek Hakkani-Tür, Gokhan Tür, Abhinav Rastogi, Ankur Bapna, Neha Nayak, and Larry Heck. 2018. Building a conversational agent overnight with dialogue self-play. arXiv preprint arXiv:1801.04871.

Igor Shalyminov, Alessandro Sordoni, Adam Aston-son, and Hannes Schulz. 2020. Hybrid generative-retrieval transformers for dialogue domain adaptation.

Yong-Siang Shih, Wei-Cheng Chang, and Yiming Yang. 2019. XI-editor: Post-editing sentences with xlnet. arXiv preprint arXiv:1910.10479.

David R So, Chen Liang, and Quoc V Le. 2019. The evolved transformer. arXiv preprint arXiv:1901.11117.

Jianheng Tang, Tiancheng Zhao, Chenyan Xiong, Xiaodan Liang, Eric Xing, and Zhiting Hu. 2019. Target-guided open-domain conversation. In Proceedings of the 57th Annual Meeting of the Association for Computational Linguistics, pages 5624–5634, Florence, Italy. Association for Computational Linguistics.

Joseph Weizenbaum. 1966. Eliza—a computer program for the study of natural language communication between man and machine. Communications of the ACM, 9(1):36–45.

Thomas Wolf, Victor Sanh, Julien Chaumond, and Clement Delangue. 2019. Transfertransfo: A transfer learning approach for neural network based conversational agents. CoRR, abs/1901.08149.

Wenquan Wu, Zhen Guo, Xiangyang Zhou, Hua Wu, Xiyuan Zhang, Rongzhong Lian, and Haifeng Wang. 2019. Proactive human-machine conversation with explicit conversation goal. In Proceedings of the 57th Annual Meeting of the Association for Computational Linguistics, pages 3794–3804, Florence, Italy. Association for Computational Linguistics.

Jun Xu, Haifeng Wang, Zhengyu Niu, Hua Wu, and Wanxiang Che. 2020. Knowledge graph grounded goal planning for open-domain conversation generation. In The Thirty-Fourth AAAI Conference on Artificial Intelligence, AAAI 2020, The Thirty-Second Innovative Applications of Artificial Intelligence Conference, IAAI 2020, The Tenth AAAI Symposium on Educational Advances in Artificial Intelligence, EAAI 2020, New York, NY, USA, February 7-12, 2020, pages 9338–9345. AAAI Press.

Munazza Zaib, Quan Z Sheng, and Wei Emma Zhang. 2020. A short survey of pre-trained language models for conversational ai-a new age in nlp. In Proceedings of the Australasian Computer Science Week Multiconference, pages 1–4.

Yizhe Zhang, Siqi Sun, Michel Galley, Yen-Chun Chen, Chris Brockett, Xiang Gao, Jianfeng Gao, Jingjing Liu, and Bill Dolan. 2019. DialoGPT: Large-scale generative pre-training for conversational response generation.

Kun Zhou, Yuanhang Zhou, Wayne Xin Zhao, Xiaoke Wang, and Ji-Rong Wen. 2020. Towards topic-guided conversational recommender system. arXiv preprint arXiv:2010.04125.
Li Zhou, Jianfeng Gao, Di Li, and Heung-Yeung Shum. 2018. The design and implementation of xiaoice, an empathetic social chatbot.

Wanrong Zhu, Zhiting Hu, and Eric Xing. 2019. Text infilling. arXiv preprint arXiv:1901.00158.

Geoffrey Zweig and Christopher JC Burges. 2011. The microsoft research sentence completion challenge. Microsoft Research, Redmond, WA, USA, Tech. Rep. MSR-TR-2011-129.