Revealing the internal spin dynamics in a double quantum dot by periodic voltage modulation
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The paper proposes the method to analyze the internal dynamics of nanoscopic systems by periodic modulation of the electrochemical potentials of the attached leads and measuring the time-averaged current. The idea is presented using the example of a double quantum dot coupled to one nonmagnetic and one spin-polarized lead. The current flowing through the molecule is shown to depend on both the frequency of the modulation and the exchange coupling between the electrons occupying the molecule. In particular, one can observe a pronounced oscillatory behavior of the current-frequency dependence, which reveals the coherent oscillations between the spin states of the system.
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I. INTRODUCTION

The ability to accurately characterize the internal dynamics of quantum systems is essential to the progress of quantum technologies. In nanoscopic systems such as quantum dots and molecules, the time-dependent electron transport has been shown to be a valuable tool for the characterization of the internal dynamics associated, for example, with the presence of charge [1–3], spin [4–6] or vibrational [7–9] degrees of freedom.

Studies of the electron transport are usually confined to the analysis of the steady state. However, the dynamical properties often cannot be sufficiently revealed by the analysis of the steady state mean current or even the zero-frequency full counting statistics [10, 11]. On the other hand, the approaches more sensitive to the short-time dynamics, like the finite-frequency counting statistics [5, 10, 12–14] or the waiting time distribution [6, 11, 15, 16], are experimentally very demanding [17]. For example, study of the waiting time distribution requires the use of the single-electron counting techniques [18, 19], which time resolution is limited by the detector bandwidth [20, 21]. According to my best knowledge all experimental measurement of the waiting time distribution reported up to this date have been confined to the tunneling frequencies up to kHz range (for exemplary experiments see Refs. [17, 22–24]; for the same conclusion see Ref. [25]).

The other approach to the study of the internal dynamics of nanoscale systems is based on introducing the time dependence of the Hamiltonian of the system. For example, the periodic voltage modulation has been shown to reveal the spin precession in a single quantum dot [26] or charge relaxation in double quantum dot [27]. Also a transient response after the voltage quench in systems with the Kondo correlations [28–30] or the Andreev bound states [31], as well as transport in time-dependent magnetic fields [32–34], has been a topic of interest. It should be also mentioned, that the technique of periodic voltage modulation is widely applied in the field of nanoelectronics, for example in different kinds of single-electron current sources [35–39], single-electron cooling devices [40] or for the study of quasiparticle excitations in superconductors [41]; voltage modulation is also used in standard lock-in technique, commonly applied, for example, in the measurements of the differential conductance [42].

In this paper I propose a method to analyze the internal dynamics of nanoscopic systems, like quantum dot molecules, by periodic modulation of electrochemical potentials of the attached leads and measuring the time-averaged current. The idea is similar to the one applied in Refs. [26, 27] where, however, not the electrochemical potentials of the leads but internal parameters of the quantum dots were modulated. The applicability of the method is presented using the example of the double quantum dot system attached to the spin-polarized leads. The previous study of this system [11] has shown, that its internal spin dynamics can be revealed by the waiting time distribution, whereas it cannot be accessed by the zero-frequency counting statistics. This paper shows that the periodic modulation of the electrochemical potential can also provide information about the internal dynamics. Specifically, the time-averaged current is dependent on both the value of the exchange coupling and the frequency of modulation. In particular, one can observe oscillatory behavior of this dependence, with a period related to the frequency of the coherent oscillations between different spin states. Since the proposed method does not require the use of the single-electron counting techniques, and modulation of the gate voltages with frequencies up to GHz has been experimentally achieved [43, 44], it seems to be perfectly suitable for the study of the short-time internal dynamics of electronic systems.

The paper is organized as follows. Section II speci-
FIG. 1. Scheme of the analyzed double quantum dot system. Parameters $U$ and $\epsilon$ denote the intra-dot Coulomb interaction and the orbital energy, respectively; $U_{12}$—inter-dot Coulomb interaction, $t_{12}$—hopping parameter, $J$—exchange interaction between dots. Electrochemical potential of the left lead $\mu_L(t)$ switches between two values $V$ and $-V$ after every half of the period $T = 1/f$. Spin polarization of the right lead, with the constant electrochemical potential $\mu_R$, is characterized by the parameter $p_R$.

This paper describes the analyzed model of a double quantum dot. Section III presents methods used to describe the electron transport. In Sec. IV the results are presented and discussed. Finally, Sec. V brings conclusions following from my results. Two appendices contain evaluations of the current fluctuations and the cotunneling rates.

II. MODEL

The studied system consists of two tunnel-coupled single level quantum dots attached to the nonmagnetic left lead and the spin-polarized right lead (Fig. 1). The electrochemical potential of the left lead is modulated by the square-wave voltage signal. The Hamiltonian of the system consists of four terms [11, 45–49]:

$$\hat{H} = \hat{H}_L + \hat{H}_R + \hat{H}_D + \hat{H}_T.$$  
(1)

The first two terms, describing the noninteracting electrons in the left (L) and the right (R) lead, read as $\hat{H}_\alpha = \sum_{k, \sigma} \epsilon_{k\sigma} c_{k\sigma}^\dagger c_{k\sigma}$, where $\alpha \in \{L, R\}$, $\epsilon_{k\sigma}$ is the energy of the electron with a wave vector $k$ and spin $\sigma \in \{\uparrow, \downarrow\}$, and $c_{k\sigma}^\dagger (c_{k\sigma})$ denotes the creation (annihilation) operator associated with such an electron. The third term $\hat{H}_D$, describing the isolated double dot system, reads [46–49]

$$\hat{H}_D = \sum_{j, \sigma} \epsilon_{j\sigma} d_{j\sigma}^\dagger d_{j\sigma} + t_{12} \sum_{\sigma} \left( d_{1\sigma}^\dagger d_{2\sigma} + d_{2\sigma}^\dagger d_{1\sigma} \right)$$  
(2)

$$+ \sum_j U n_{j\uparrow} n_{j\downarrow} + \left( U_{12} - \frac{J}{2} \right) n_1 n_2 - 2J \hat{S}_1 \cdot \hat{S}_2,$$

where $d_{j\sigma}^\dagger (d_{j\sigma})$ is the creation (annihilation) operator of the electron with spin $\sigma$ in the first ($j = 1$) or the second ($j = 2$) quantum dot, $\epsilon$ is the orbital energy (here assumed to be the same on both dots), $t_{12}$ is the interdot hopping integral, and $U (U_{12})$ is the value of the intradot (interdot) Coulomb interaction; particle number operators are defined as $\hat{n}_{j\sigma} = d_{j\sigma}^\dagger d_{j\sigma}$, $\hat{n}_j = \hat{n}_{j\uparrow} + \hat{n}_{j\downarrow}$; $J$ is the exchange interaction between the spins in the left and the right dot, with $J > 0$ ($J < 0$) corresponding to the ferromagnetic (antiferromagnetic) interaction; $\hat{S}_j = (1/2) \sum_{\sigma, \sigma'} d_{j\sigma}^\dagger \sigma_{\sigma'} d_{j\sigma'}$ is the spin operator, with $\sigma = (\sigma^x, \sigma^y, \sigma^z)$ being the vector of Pauli matrices.

The last term $\hat{H}_T$, describing the tunneling between the double quantum dot and the leads, is expressed as follows [45–49]:

$$\hat{H}_T = \sum_{k\sigma} \left( t_L c_{k\sigma}^d d_{1\sigma} + t_R d_{k\sigma}^r c_{R\sigma}^d \right)$$  
(3)

$$+ \sum_{k\sigma} \left( t_R c_{k\sigma}^d d_{2\sigma} + t_L d_{k\sigma}^r c_{L\sigma}^d \right),$$

where $t_L (t_R)$ is the tunnel coupling between the left (right) lead and the first (second) dot. The spin-dependent tunneling rate between the molecule and the lead $\alpha$ (in units of frequency) reads as $\Gamma_\alpha = 2\pi |t_\alpha|^2 \rho_\alpha^e / \hbar$, where $\rho_\alpha^e$ is the density of states for spin $\sigma$ electrons in the lead $\alpha$. The tunneling between the left lead and the first dot is spin-independent and thus $\Gamma_L = \Gamma_L' = \Gamma_L$. The spin polarization of the right lead is defined as $p_R = (\rho_R^+ - \rho_R^-)/(\rho_R^+ + \rho_R^-)$. Tunneling rates between the second dot and the right lead can be written as $\Gamma_R = (1 + p_R) \Gamma_R$ and $\Gamma_R' = (1 - p_R) \Gamma_R$, where $\Gamma_R = (\Gamma_R^+ + \Gamma_R^-)/2$.

III. METHODS

Now I present the methods used to describe the electronic transport. The study is confined to the regime of unidirectional transport in which the thermally excited tunneling can be neglected (i.e. when for all states $|E_{\nu'\nu,n+1} - E_{\nu,n} - \mu_\alpha| \gg k_B T_\alpha$, where $E_{\nu,n}$ is the energy of the $n$ electron state $|\nu\rangle$ and $\mu_\alpha, T_\alpha$ are the electrochemical potential and the temperature of the lead $\alpha$). I focus on the parameter range in which only the single and the double occupancy of the whole system is allowed — zero occupancy is excluded due to the sufficiently low orbital energy $\epsilon$, whereas triple and higher occupancies are not enabled due to the Coulomb interaction. On the other hand, all possible spin states are assumed to be well within the transport window. This regime is achieved by assuming that parameters fulfill the following conditions: $\epsilon = -U_{12}$ (energies of singly- and doubly-occupied states are close to each other), $-\epsilon - |\mu_\alpha| - 2|t_{12}| - |J| \gg k_B T_\alpha$ (zero occupancy of the molecule is forbidden), $U - |\mu_\alpha| - 2|t_{12}| - |J| \gg k_B T_\alpha$ (triple occupancy of the molecule is not enabled) and $|\mu_\alpha| - 2|t_{12}| - |J| \gg k_B T_\alpha$ (thermally excited tunneling between singly- and doubly-occupied states is forbidden). To be more quantitative, let us consider experimentally feasible [50–52] parameters $\epsilon = -U_{12} = -1 \text{meV}$, $U = 10 \text{meV}$, $|t_{12}| = 30 \mu\text{eV}$, $J = 90 \text{neV}$,
\[ |\mu_L| = |\mu_R| = 0.5 \text{ meV}, T_L = T_R = T = 500 \text{ mK} \] (\(k_B T \approx 43 \text{ peV}\)). According to the detailed balance condition [53] rate of the tunneling against the bias is about \(\exp((|\mu_s| - 2|t_{12}| - |J|)/k_B T) \approx 8.5 \times 10^{10}\) times smaller than the rate of the tunneling with the bias; therefore, transport is in practice unidirectional.

It is also assumed that the single dot can be occupied by at most one electron (in reality finite value of \(J\) requires the finite double occupancy of the dot [54, 55], but for small values of \(J\) its influence on transport can be neglected). The state space is defined as \(\{|00\}, |01\rangle, |10\rangle, |1\uparrow\rangle, |1\downarrow\rangle, |0\uparrow\rangle, |0\downarrow\rangle\}\), where the first/second position in the ket corresponds to the first/second dot, 0 refers to the unoccupied dot and arrows denote the spin polarization of the occupying electrons.

The electrochemical potential of the left lead is assumed to be modulated by the square-wave voltage signal and is given by the following conditional function of the time \(t\):

\[
\mu_L(t) = \begin{cases} 
+V & \text{for } t \mod \mathcal{T} \in [0, \frac{\mathcal{T}}{2}), \\
-V & \text{for } t \mod \mathcal{T} \in \left(\frac{\mathcal{T}}{2}, \mathcal{T}\right],
\end{cases}
\]  

where \(\mathcal{T}\) is the period of the modulation. Here the square-wave form of the modulation signal is chosen for the sake of the simplicity of calculation: the system immediately switches between regimes in which either the tunneling from the left lead to the left dot or in the reverse direction is enabled. Nearly immediate switching could be also possible to obtain using the sinusoidal modulation \(\mu_L(t) = V \sin(2\pi t/\mathcal{T})\) if the modulation amplitude is much higher than the level splitting and the thermal energy (i.e. \(V \gg |J|, 2|t_{12}|, k_B T\)); however, in such a case the requirements for the values of the parameters are more stringent than in the case of square-wave modulation. More specifically, for \(|J| \ll |t_{12}|\) a part of the period during which ratio of the rate of the tunneling against the bias to the rate of the tunneling with the bias is higher than 10\(^{-n}\) is approximately equal to 27 arcsin\((nk_B T \ln 10 + |t_{12}|)/|V|/\pi\). For \(n = 3\), \(V = 0.5 \text{ meV}\), \(|t_{12}| = 10 \text{ peV}\) and \(T = 50 \text{ mK}\) (\(k_B T = 4.3 \text{ peV}\)) it would be about 0.05\(\mathcal{T}\).

As in the paper of Riwar et al. [27], I assume that frequency of the driving is sufficiently low and coupling to the leads is weak such that driving-induced transitions between states [56] or non-Markovian transient memory effects [57] can be neglected. In such a regime transport can be described by the Markovian quantum master equation [58, 59] which can be written in the Lindblad form

\[
\frac{d\hat{\rho}}{dt} = -\frac{i}{\hbar} [\hat{H}_D, \hat{\rho}] + \sum_{\sigma, \sigma'} \frac{\theta_+ \Gamma_L}{2} \left(2l_{\sigma\sigma'}^r \rho_{\sigma\sigma'} - l_{\sigma\sigma'}^r \rho_{\sigma\sigma'} + l_{\sigma\sigma'}^l \rho_{\sigma\sigma'} - l_{\sigma\sigma'}^l \rho_{\sigma\sigma'}^\dagger\right) + \sum_{\sigma, \sigma'} \frac{\theta_- \Gamma_L}{2} \left(2l_{\sigma\sigma'}^{\dagger r} \rho_{\sigma\sigma'}^{\dagger l} - l_{\sigma\sigma'}^{\dagger r} \rho_{\sigma\sigma'}^{\dagger l} + l_{\sigma\sigma'}^{\dagger l} \rho_{\sigma\sigma'}^{\dagger l} - l_{\sigma\sigma'}^{\dagger l} \rho_{\sigma\sigma'}^{\dagger l}\right) + \sum_{\sigma, \sigma'} \frac{\Gamma_R}{2} \left(2r_{\sigma\sigma'}^r \rho r_{\sigma\sigma'}^{\dagger r} - r_{\sigma\sigma'}^r \rho r_{\sigma\sigma'}^{\dagger r} + r_{\sigma\sigma'}^{\dagger r} \rho r_{\sigma\sigma'}^{\dagger r} - r_{\sigma\sigma'}^{\dagger r} \rho r_{\sigma\sigma'}^{\dagger r}\right) + \frac{\Gamma_D}{2} \sum_{k} \left(2D_k^r \hat{\rho}D_k^l - D_k^l \rho D_k^r - \hat{\rho} D_k^r D_k^l\right) + \frac{\Gamma_F}{2} \sum_{j} \left(2F_{j,\sigma}^r \hat{\rho} F_{j,\sigma}^l - F_{j,\sigma}^r \rho F_{j,\sigma}^l - \hat{\rho} F_{j,\sigma}^r F_{j,\sigma}^l\right).
\]

The first term of the equation describes the coherent evolution of the density matrix of the system \(\hat{\rho}\). This is associated with two processes. First is the coherent oscillation of the electron between the dots in case when the molecule is singly occupied. The second is the oscillation between the \(|\uparrow\rangle\) and \(|\downarrow\rangle\) states induced by the exchange coupling. This process can be interpreted as follows: Tunneling to the dot generates not the eigenstates of the Hamiltonian \(|S\rangle = (|\uparrow\downarrow\rangle - |\downarrow\uparrow\rangle)/\sqrt{2}\) and \(|T_0\rangle = (|\uparrow\downarrow\rangle + |\downarrow\uparrow\rangle)/\sqrt{2}\), but the states \(|\uparrow\downarrow\rangle\) and \(|\downarrow\uparrow\rangle\), which are coherent superpositions of these eigenstates. Since energies of the eigenstates \(|S\rangle\) and \(|T_0\rangle\) differ (for \(J \neq 0\)), this leads to the coherent oscillations in the \(|S\rangle\) and \(|T_0\rangle\) subspace. This is similar to the principle of operation of the singlet-triplet qubits, which have been already widely studied experimentally [60–64]. For the spin-polarized right lead such oscillations result in the oscillatory behavior of the tunneling probability [6, 11]. One can notice an analogy to the quantum optical phenomenon known as quantum beats, where the coherent excitation may produce a superposition of different excited states; this leads of the coherent oscillations between them resulting in the oscillatory behavior of the emission signal [65].

The next three terms describe electronic transport [58, 59], with Lindblad operators describing the tunneling through the left and right junction, respectively, defined as \(l_{\sigma\sigma'}^l = |\sigma\sigma'\rangle\langle 0\sigma'\rangle\) and \(r_{\sigma\sigma'}^r = |\sigma 0\rangle\langle \sigma\sigma'|\). Here \(\theta_\pm = \theta(\pm \mu_L(t))\) is the Heaviside step function of the electrochemical potential of the left lead, which describes the switching between the transport regimes.

The last two terms of the master equation describe the decoherence of the system in a phenomenological way [66, 67]. This decoherence may result from mechanisms which are not directly included in the Hamiltonian in Eq. (1), for example interactions with nuclei, charge noise or phonons [61, 64, 68–71]. The first of them describes the dephasing in the \(|\uparrow\downarrow\rangle, |\downarrow\uparrow\rangle\) subspace, where \(D_j^1, D_j^2\) are phenomenological dephasing operators [66, 67] defined as \(D_1^1 = |S\rangle\langle S|, D_2^1 = |T_0\rangle\langle T_0|\). The
action of this term can be interpreted as follows: the coherent superposition of the \(|S\rangle\) and \(|T_0\rangle\) states is transformed into the statistical mixture of these states, which damps the coherent oscillations. The next term describes spin-flip processes, with respective operators defined as \(F_{j1}^\dagger = c_{j\uparrow}^\dagger c_{j\downarrow}^\dagger\), \(F_{j2}^\dagger = c_{j\downarrow}^\dagger c_{j\uparrow}^\dagger\) [66]. The decoherence of the single-electron charge states is neglected since I will focus on the regime, in which oscillations between them are too fast to be observed, and therefore they do not influence the results.

The master equation can be then written in the Liouville space [72, 73]:

\[
\dot{\rho}(t) = \mathcal{L}(t)\rho(t),
\]

where \(\rho(t)\) is the column vector containing both the diagonal and the non-diagonal elements of the density matrix \(\dot{\rho}\) (the state probabilities and the coherences) and \(\mathcal{L}(t)\) is the square matrix representing the Liouvillian. Here the Liouvillian is time-periodic: \(\mathcal{L}(t) = \mathcal{L}(t + n\mathcal{T})\) where \(n\) is an integer. It can written as a conditional function of \(t\):

\[
\mathcal{L}(t) = \begin{cases} 
\mathcal{L}_1 & \text{for } t \text{ mod } \mathcal{T} \in [0, \frac{\mathcal{T}}{2}), \\
\mathcal{L}_2 & \text{for } t \text{ mod } \mathcal{T} \in \left[\frac{\mathcal{T}}{2}, \mathcal{T}\right), 
\end{cases}
\]

where \(\mathcal{L}_1\) and \(\mathcal{L}_2\) are time-independent Liouvlillians corresponding to the cases of \(\mu_L(t) = V\) and \(\mu_L(t) = -V\), respectively. Let us now focus on the periodic steady state, for which the vector \(\rho(t)\) is a periodic function of \(t\): \(\rho(t) = \rho(t + n\mathcal{T})\). The vector \(\rho(0) = \rho(n\mathcal{T}) = \rho_0\) can be determined by solving the following equation [27]:

\[
e^{\mathcal{L}_2\mathcal{T}/2}e^{\mathcal{L}_1\mathcal{T}/2}\rho_0 = \rho_0,
\]

and the time-dependent vector \(\rho(t)\) is given by the expression [27]

\[
\rho(t) = \begin{cases} 
e^{\mathcal{L}_1\tau}\rho_0 & \text{for } t \text{ mod } \mathcal{T} \in [0, \frac{\mathcal{T}}{2}), \\
e^{\mathcal{L}_2\left(\mathcal{T}/2 - \tau\right)}e^{\mathcal{L}_1\mathcal{T}/2}\rho_0 & \text{for } t \text{ mod } \mathcal{T} \in \left[\frac{\mathcal{T}}{2}, \mathcal{T}\right), 
\end{cases}
\]

where \(\tau = t \text{ mod } \mathcal{T}\). The time-averaged flow through the double quantum dot can then be expressed as follows:

\[
\langle I \rangle = \frac{1}{\mathcal{T}} \sum_{\sigma,\sigma'}\Gamma_{\sigma'\sigma} e^{\mathcal{L}_{\sigma'\sigma} \mathcal{T} / 2} \int_0^\mathcal{T} P_{\sigma\sigma'}(t) dt,
\]

where \(P_{\sigma\sigma'}(t)\) is the probability of the state \(|\sigma\sigma'\rangle\) [with \(\sigma, \sigma' \in \{\uparrow, \downarrow\}\)] at the time \(t\).

IV. RESULTS

In the following I analyze the dependence of the time-averaged current on the modulation frequency \(f = 1/\mathcal{T}\) or the period \(\mathcal{T}\). For simplicity \(\hbar = 1\) is taken. Similarly to my previous work [11], \(|t_2| >> \Gamma_L, \Gamma_R, f, J\) is assumed, such that interdot tunneling is the fastest timescale of the system. Furthermore, in the first part of the section I take two idealistic assumptions: \(\mu_R = 1\) (the full polarization of the right lead) and \(\Gamma_L \gg f, \Gamma_R\) [the molecule is instantaneously depopulated through the tunneling to the left lead after \(\mu_L(t)\) is switched to the value \(-V\)]. I also neglect the decoherence. When such assumptions are taken the studied quantities depend only on the parameters \(\Gamma_R, J\) and \(f\), which simplifies the analysis. The case of more realistic parameters, including the presence of the decoherence, will be discussed in the second part of the section.

The results for idealistic parameters are presented in Fig. 2. First, for \(f \ll J, \Gamma_R\) one finds \(\langle I \rangle \approx f\). This means, that in average one electron is transported through the molecule during one period of the modulation. This can be understood in the following way: Because the period of the modulation is long, at the end of the first phase of the period [with \(\mu_L(t) = V\)] the system will be finally trapped into the blocking \(|\downarrow\downarrow\rangle\) state [even if the system is initialized in \(|\uparrow\uparrow\rangle\) state the transient current decays fast due to trapping; for example, for \(J \gg \Gamma_R\) it is equal to \(I(t) = 2\Gamma_R \exp(-\Gamma_R t/2)\)]. After the switching of the voltage to the value \(-V\), the molecule becomes occupied by the single electron with the spin \(\downarrow\). At the beginning of the next period either the state \(|\downarrow\downarrow\rangle\), blocking the transport, or the state \(|\uparrow\uparrow\rangle\) can be generated with equal probabilities \(1/2\). The state \(|\uparrow\downarrow\rangle\), which do not allow the tunneling, can then be transformed into the state \(|\uparrow\downarrow\rangle\) due to the oscillation between the spin states; this enables the electron tunneling to the right lead resulting in the generation of the state with the spin \(\downarrow\). In the next step, the same process can occur. Since the probability of the generation of the conducting state in every step is equal to \(1/2\), the average number of electrons transported in the single period is approximately equal to \(\sum_{n=1}^\infty (1/2)^n = 1\), which leads to \(\langle I \rangle \approx f\).

Secondly, the case of the very fast oscillation between the spin states \((J \gg \Gamma_R)\) is considered. In this case, the states \(|\downarrow\downarrow\rangle\) and \(|\uparrow\uparrow\rangle\) are fully mixed and their probabilities are equal. The time-averaged current is then given by the expression

\[
\langle I \rangle = f \frac{2 - 2e^{\Gamma_R/4f}}{1 - 2e^{\Gamma_R/4f}}.
\]

The time-averaged current monotonically increases as the frequency \(f\) rises [see the blue dashed line in Fig. 2 (a)]. For \(f \gg \Gamma_R\) \((\mathcal{T} \ll 1/\Gamma_R)\) it tends asymptotically to the value \(\Gamma_R/2\) [see the blue dashed line in Fig. 2 (b)]. The increase of the current with \(f\) can be understood as follows: When the frequency is low, the probability of trapping in the blocking state \(|\downarrow\downarrow\rangle\) is high (cf. the previously considered case). However, as the \(f\) increases, the occupancy of the blocking state decreases, since it is reseted after the end of the period. In consequence, the value of the time-averaged current rises with the frequency.
FIG. 2. Time-averaged current flowing through the double quantum dot as a function of the modulation frequency $f$ (a) and period $\mathcal{T}$ (b) for $J = \Gamma_R$ (black dotted line), $J = 15\Gamma_R$ (red solid line) and $J \gg \Gamma_R$ (blue dashed line). All results for $\Gamma_L \gg \Gamma_R$, $p_R = 1$, $\Gamma_D = \Gamma_F = 0$.

Next, the situation when the exchange coupling (and thus the frequency of oscillation between the spin states) is relatively low ($J = \Gamma_R$) is analyzed. As the modulation frequency increases, the time-averaged current first rises, reaching some maximal value, but then decreases [see the black dotted line in Fig. 2 (a)]. For $f \gg \Gamma_R$ ($\mathcal{T} \ll 1/\Gamma_R$) it completely vanishes [see the black dotted line in Fig. 2 (b)]. To explain this, it is useful to consider the state probabilities at the end of the first half of period, i.e. in the moment when the electrochemical potential $\mu_L(t)$ is switched to the value $-V$ (Fig. 3). For sufficiently low frequencies, the current increases because the probability of the blocking state decreases due to the resetting (see the green solid line in Fig. 3). However, for higher values of $f$ the current is reduced because of the decreased probability of the state $|\downarrow\uparrow\rangle$ (see the blue dashed line in Fig. 3). This takes place because the state $|\uparrow\downarrow\rangle$ has not enough time to transform into the state $|\downarrow\uparrow\rangle$ during the single period of the modulation.

Finally, I consider the frequency-dependence of the time-integrated current for moderately high value of $J/\Gamma_R \approx 15$, which is the most nontrivial case [see the red solid line in Fig. 2 (a)]. For sufficiently high frequencies one can observe a pronounced oscillatory behavior of the current-frequency characteristics. Furthermore, when one considers the dependence of the current on the period rather than the frequency, these oscillations appear to be periodic [red solid line in Fig. 2 (b)].

To provide an interpretation of this fact, let us consider the dependence of the current on the exchange coupling $J$ for the constant frequency, where the similar periodicity is observed (Fig. 4). Apart from the first peak with an irregular shape, one can clearly observe that the current is maximized (minimized) for $J = (2n + 1)\pi f$ [$J = 2n\pi f$], where $n$ is a natural number. To explain this, let us analyze the dependence of the state occupancies at the beginning ($t = 0$) and the end ($t = \mathcal{T}/2$) of the first half.

Next, the situation when the exchange coupling (and thus the frequency of oscillation between the spin states) is relatively low ($J = \Gamma_R$) is analyzed. As the modulation frequency increases, the time-averaged current first rises, reaching some maximal value, but then decreases [see the black dotted line in Fig. 2 (a)]. For $f \gg \Gamma_R$ ($\mathcal{T} \ll 1/\Gamma_R$) it completely vanishes [see the black dotted line in Fig. 2 (b)]. To explain this, it is useful to consider the state probabilities at the end of the first half of period, i.e. in the moment when the electrochemical potential $\mu_L(t)$ is switched to the value $-V$ (Fig. 3). For sufficiently low frequencies, the current increases because the probability of the blocking state decreases due to the resetting (see the green solid line in Fig. 3). However, for higher values of $f$ the current is reduced because of the decreased probability of the state $|\downarrow\uparrow\rangle$ (see the blue dashed line in Fig. 3). This takes place because the state $|\uparrow\downarrow\rangle$ has not enough time to transform into the state $|\downarrow\uparrow\rangle$ during the single period of the modulation.

Finally, I consider the frequency-dependence of the time-integrated current for moderately high value of $J/\Gamma_R \approx 15$, which is the most nontrivial case [see the red solid line in Fig. 2 (a)]. For sufficiently high frequencies one can observe a pronounced oscillatory behavior of the current-frequency characteristics. Furthermore, when one considers the dependence of the current on the period rather than the frequency, these oscillations appear to be periodic [red solid line in Fig. 2 (b)].

To provide an interpretation of this fact, let us consider the dependence of the current on the exchange coupling $J$ for the constant frequency, where the similar periodicity is observed (Fig. 4). Apart from the first peak with an irregular shape, one can clearly observe that the current is maximized (minimized) for $J = (2n + 1)\pi f$ [$J = 2n\pi f$], where $n$ is a natural number. To explain this, let us analyze the dependence of the state occupancies at the beginning ($t = 0$) and the end ($t = \mathcal{T}/2$) of the first half.
FIG. 5. (a) Occupancies of states $|\uparrow\uparrow\rangle$ or $|\downarrow\uparrow\rangle$ (equal, black solid line) and $|\uparrow\downarrow\rangle$ or $|\downarrow\downarrow\rangle$ (equal, red dashed line) as a function of $J$ at the beginning of the period ($t = 0$). (b) Occupancies of states $|\uparrow\uparrow\rangle$ (black solid line), $|\uparrow\downarrow\rangle$ (red dotted line), $|\downarrow\uparrow\rangle$ (blue dashed line) and $|\downarrow\downarrow\rangle$ (green solid line) as a function of $J$ at the end of the first half of the period ($t = T/2$). All results for $f = 2\Gamma R$, $\Gamma L \gg \Gamma R$, $p_R = 1$, $\Gamma D = \Gamma F = 0$.

FIG. 6. Time-averaged current flowing through the double quantum dot as a function of the modulation period $T$ for (a) different values of $p_R$ with $\Gamma_L = 100\Gamma_R$, (b) different values of $\Gamma_L$ with $p_R = 0.9$. All results for $J = 15\Gamma R$, $\Gamma_D = \Gamma_F = 0$.

of the period on the value of $J$ (Fig. 5). First, one can observe that at $t = 0$ the probabilities of the $|\sigma\downarrow\rangle$ states are always higher than the probabilities of the $|\sigma\uparrow\rangle$ states [Fig. 5 (a)]. This increased occupancy of the right dot by electrons with the spin $\downarrow$ can be easily explained – since only electrons with the spin $\uparrow$ can tunnel from the dot to the right lead, electrons with the spin $\downarrow$ are trapped in the right dot. However, for $J \approx (2n + 1)\pi f$ the probability of the state $|\downarrow\uparrow\rangle$ at the time $t = T/2$ exceeds the probability of the $|\uparrow\downarrow\rangle$ state [see Fig. 5 (b)]. It is due to the oscillation between the conducting state $|\downarrow\uparrow\rangle$ and the non-conducting state $|\uparrow\downarrow\rangle$ with the angular frequency $\omega = J$, which for $\omega T/2 = (2n + 1)\pi/2$ [or, equivalently, $J = (2n + 1)\pi f$] leads to the full reversal of the sign of the spin in the right dot. This, in turn, leads to the increased generation of the state with the spin $\uparrow$ due to the resetting, and thus to the higher occupancy of the $|\sigma\uparrow\rangle$ states at the beginning of the next period [see Fig. 5 (a)]. In consequence, due to the increased population of electrons with the spin $\uparrow$ in the right dot, the current is also enhanced. In an analogous way, for $J = 2n\pi f$ the spin state of the molecule at the end of the first half of the period is left unchanged, which decreases the population of the $|\sigma\uparrow\rangle$ states, and therefore also the current. Now one can easily explain the periodicity of the averaged current in function of $T$: it is maximized for $T = (2n + 1)\pi/J$ [which corresponds to $J = (2n + 1)\pi f$] and minimized for $T = 2n\pi/J$ [$J = 2n\pi f$].

The study focuses on the analysis of the mean current. One should be aware, however, that the number of electrons transferred during the first half of the period, until the system is trapped in the blocking state, is stochastic and may differ significantly between different periods. This leads to enhancement of the current fluctuations. The magnitude of the current fluctuations is usually characterized by the Fano factor, defined as the ratio of the current variance to the mean current [53]. In the considered system Fano the factor takes values within the range $[1, 2]$. For more details see Appendix A.

Now the case of more realistic parameters is considered (Fig. 6). I focus on intermediate exchange coupling regime with $J = 15\Gamma R$, in which oscillatory behavior of the dependence of the current on the period can be observed. First, the case without the decoherence ($\Gamma_D = \Gamma_F = 0$) is considered. Figure 6 (a) shows, that oscillations can be observed also for the partial polarization of the right lead, however they become less
pronounced. One can also observe that the current is enhanced for lower values of $p_R$, which is a consequence of the opening of the transport in the spin $\downarrow$ channel; this is also the reason why the current does not drop to zero for $\mathcal{T} \to 0$ or $\mathcal{T} \to \infty$. As Fig. 6 (b) shows, oscillatory behavior becomes less visible when the tunneling rate $\Gamma_L$ is reduced to the values comparable to the exchange coupling $J$. It is because the assumption, that the molecule is immediately reseted to the singly-occupied state after the switching of the voltage, does not longer hold. Therefore, in contrast with the situation discussed in the paragraph above, spin state of the right dot may change in the second part of the period. This makes the state occupancies at the beginning of the period less dependent on $J$ in comparison with the situation presented in Fig. 5 (a).

Next, the influence of decoherence is presented (Fig. 7). As Fig. 7 (a) shows, dephasing damps the oscillations; however, they are still well visible for dephasing rates comparable to the tunneling rate $\Gamma_R$. It does not enhance the current because it does not lift the spin blockade. The spin-flip processes [Fig. 7 (b)] reduce the visibility of the oscillations quite strongly, as well as enhance the current due to the lifting of the spin blockade. Taking these results into account, let us discuss conditions of the visibility of the oscillations of the time-averaged current for the realistic decoherence rates. In singlet-triplet qubits, which are similar to the considered system, relaxation times (associated with spin-flip processes due to the interactions with nuclei or phonons) as long as several milliseconds has been achieved [61, 68, 69]. To obtain such low relaxation rates one needs the external magnetic field, which is not directly included in the model; but the application of the homogeneous magnetic field (in which the states $\left| \uparrow \downarrow \right>$ and $\left| \downarrow \uparrow \right>$ have the same expected value of the energy) do not change the result as long as all relevant states are within the transport window. The main decoherence mechanism is therefore the dephasing associated with the hyperfine interaction [71], charge noise [64] or phonons [70]. In qubit based on Si quantum dots dephasing times of the order of few hundred nanoseconds [62, 63] or even about 1 microsecond [64] have been achieved, which corresponds to $\Gamma_D$ of the order of few MHz. Therefore, taking into account Fig. 7 (a), one may expect that the oscillations of the time-averaged current may be visible for $f$, $\Gamma_R$ and $\Gamma_L$ in the MHz range and $J$ in the neV range.

Coupling to the leads may also result in additional decoherence mechanisms. One of them is the spin-flip costunneling [74]. However, it can be shown that for the realistic parameters its rate can be 2-3 orders of magnitude smaller than $\Gamma_R$ (see Appendix B for details). Another mechanism is the thermally excited tunneling; this process can be enhanced by the driving-induced heating of the left electrode [75]. For $\Gamma_L \gg \Gamma_R$ the main decoherence mechanism would be spin-flip in the left dot generated by tunneling from the molecule to the left lead and subsequent jump of the electron with another spin to the dot. The rate of this process is of the order of $\Gamma_L/\left[ 1 + \exp[\mu_L/(k_BT_L)] \right]$. As shown at the beginning of Sec. III, for experimentally realistic parameters this rate can be negligible at temperatures of the order of few hundred mK. Since electronic temperatures as low as 30 mK have been achieved [76], this should be also feasible.

V. CONCLUSIONS

I have presented a method to analyze the internal dynamics of nanoscopic systems which is based on the periodic modulation of the electrochemical potentials of the leads and measurements of the time-averaged current. The applicability of this approach is studied using the example a double quantum dot molecule attached to the nonmagnetic left lead and the spin-polarized right lead. The electrochemical potential in the left lead has been assumed to be modulated by the square-wave signal, which causes the periodic switching between two regimes: one enabling the flow of the transient current from the left to the right lead until the blocking double-electron spin state is occupied, and another in which the occupancy of the system is reduced which causes the resetting of its spin state. As a result, when the exchange interaction causing the coherent oscillations between the spin states are present, the blocking state can be removed and tunneling through the molecule is enabled even in the case when DC transport is blocked. The magnitude of the
time-averaged current flowing through the system is dependent on both the frequency of the voltage modulation and the value of the exchange coupling. In particular, in a certain parameter regime one can observe a pronounced oscillatory behavior of the current-frequency dependence with a period related to the frequency of the coherent oscillations between the spin states of the molecule. Discussion of the possible decoherence mechanisms suggests that such effects can be experimentally observable.

Periodic voltage modulation has been therefore shown to give an insight into the internal spin dynamics of the analyzed system. While it can be achieved also by the analysis of the waiting time distribution [11], this technique is currently confined to the tunneling frequencies up to kHz range [17, 22–25]. In contrast, the method analyzed now can be applicable to the study of much faster processes, since the voltage modulation with frequencies up to GHz have been experimentally demonstrated [43, 44]. Possible generalizations of the considered approach may include application of the other forms of the time-dependent voltage or analysis of the higher cumulants of the transmitted charge [77, 78].
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Appendix A: Current fluctuations

I characterize the current fluctuations by the finite-time Fano factor

\[ F_N = \frac{\langle (\Delta n(N))^2 \rangle}{\langle n(N) \rangle}, \]  

(A1)

where \( \langle n(N) \rangle \) is the mean number of electrons flowing through the system within \( N \) periods and \( \langle (\Delta n(N))^2 \rangle \) is the variance of this number. Here the Fano factor is calculated using the approach to current fluctuations in periodically driven systems presented by Croy and Saalmann [77]. I use counting-field-dependent Liouvilians \( \mathcal{L}_i \) (with \( i = 1, 2 \)), which are operators \( \mathcal{L}_i \) defined in Eq. (7), in which in all off-diagonal elements the tunneling rate \( \Gamma^R_i \) is replaced by \( \Gamma^R_i e^{\chi} \). Fano factor is calculated using the formula

\[ F_N = \left[ \frac{\partial^2 (q \mathcal{A}^N \rho_0) / \partial \chi^2}{\partial (q \mathcal{A}^N \rho_0) / \partial \chi} \right]_{\chi \to 0}, \]  

(A2)

where \( \mathcal{A} = \exp (\mathcal{L}_2 \chi / 2) \exp (\mathcal{L}_1 \chi / 2) \), \( \rho_0 \) is the solution of Eq. (8) and \( q = (1, 1, \ldots, 1, 0, 0, \ldots, 0) \) is the row vector defined in such a way that in the Liouville space, in which the density matrix \( \hat{\rho} \) is represented by the column vector \( \rho \), the product \( q \rho \) is equivalent to the trace of the density matrix \( \text{Tr}(\hat{\rho}) \) (for such a definition of the vector \( q \) see Ref. [15]).

Results for the case of intermediate exchange coupling \( (J = 15 \Gamma_R) \) and idealistic parameters \( (\Gamma_L \gg \Gamma_R, p_R = 1, \Gamma_D = \Gamma_F = 0) \) are presented in Fig 8. The study is confined to the case of \( N \leq 5 \), since for increasing \( N \) calculations become more computationally demanding. For \( f \to 0 \) the noise is super-Poissonian and the Fano factor equals 2. This can be explained in the following way: Probability of transmitting of \( n \) electrons in the one period equals \( 1/2^{n+1} \) (see the main text). Mean number of the transmitted electrons equals \( \sum_{n=0}^{\infty} n/2^{n+1} = 1 \), while the variance equals \( \sum_{n=0}^{\infty} (n-1)^2/2^{n+1} = 2 \); thus \( F_1 = 2 \). Because both the current and the variance grow linearly in time, \( F_N = F_1 = 2 \). For higher frequencies the Fano factor decreases because the probability of the transmitting of large number of electrons within one period is reduced. For very short periods \( f \gg \Gamma_R \) the Fano factor tends to the Poissonian value 1. This is because in the one period either one electron is transported, with the small probability \( p \), or zero electrons, with the probability \( 1 - p \). Number of electrons transmitted in the \( N \) periods follows then the binomial distribution \( P(n, N) = (N\choose n) p^n (1 - p)^{N-n} \) with \( p \to 0 \), which results in \( F = 1 \). One can also observe, that for intermediate frequencies the Fano factor rises with the increasing \( N \), which indicates that the variance does not grow linearly with time. This may be associated with the switching between different transport channels, which is present in the considered system [11].

Appendix B: Evaluation of the cotunneling rates

Let us consider a parameter regime for which the oscillatory behavior of the current should be observable in spite of dephasing: \( \Gamma_L = 1 \) GHz, \( \Gamma_R = 10 \) MHz, \( \epsilon = -1 \) meV, \( U = 10 \) meV, \( \mu_L = -\mu_R = 0.5 \) meV and...
$T_L = 500 \text{ mK}$. Cotunneling-induced decoherence is then associated mainly with two mechanisms. The first is the spin-flip in the left dot due to the coupling with the left lead. Its rate can be approximated as [45, 79]
\[
\Gamma_{\text{cot,LL}} = \frac{\hbar k g T_L U^2 \Gamma_L^2}{2 \pi \epsilon^2 (\epsilon + U)^2}, \tag{B1}
\]
where $\Gamma_L$ is in the units of frequency. For the considered parameters one finds this rate approximately equal to 30 kHz, so much lower than $\Gamma_R$. The rate of cotunneling from the left to the right lead is even lower. It can be approximated as [79]
\[
\Gamma_{\text{cot,LR}} = \frac{\hbar (\mu_L - \mu_R) U^2 \Gamma_L \Gamma_R}{2 \pi \epsilon^2 (\epsilon + U)^2}. \tag{B2}
\]
For the considered parameters it would be about 7 kHz. Therefore, the influence of cotunneling should not be decisive.

[1] C. Fricke, F. Hohls, W. Wegscheider, and R. J. Haug, Phys. Rev. B 76, 155307 (2007).
[2] S. Singh, J. T. Peltonen, I. M. Khaymovich, J. V. Koski, C. Flindt, and J. P. Pekola, Phys. Rev. B 94, 241407(R) (2016).
[3] G. Kiedlich, E. Schöll, T. Brandes, F. Hohls, and R. J. Haug, Phys. Rev. Lett. 99, 206602 (2007).
[4] M. Braun, J. König, and J. Martinek, Europhys. Lett. 72, 294 (2005).
[5] B. Sothmann and J. König, Phys. Rev. B 82, 245319 (2010).
[6] B. Sothmann, Phys. Rev. B 90, 155315 (2014).
[7] C. S. Lau, H. Sadeghi, G. Rogers, S. Sangtarash, P. Dalals, K. Porfyryakis, J. Warner, C. J. Lambert, G. A. D. Briggs, and J. A. Mol, Nano Lett. 16, 170 (2016).
[8] J. Koch and F. von Oppen, Phys. Rev. Lett. 94, 206804 (2005).
[9] C. Flindt, T. Novotny, and A.-P. Jauho, Europhys. Lett. 69, 475 (2005).
[10] S. Droste, J. Spllettstoesser, and M. Governale, Phys. Rev. B 91, 125401 (2015).
[11] K. Ptaszyniok, Phys. Rev. B 96, 035409 (2017).
[12] R. Aguado and T. Brandes, Phys. Rev. Lett. 92, 206601 (2004).
[13] C. Emary, D. Marcos, R. Aguado, and T. Brandes, Phys. Rev. B 76, 164104(R) (2007).
[14] D. Marcos, C. Emary, T. Brandes, and R. Aguado, New J. Phys. 12, 123009 (2010).
[15] T. Brandes, Ann. Phys. (Berlin) 17, 477 (2008).
[16] L. Rajabi, C. Pöttl, and M. Governale, Phys. Rev. Lett. 111, 067002 (2013).
[17] U. Ubbelohde, C. Fricke, C. Flindt, F. Hohls, and R. J. Haug, Nat. Commun. 3, 612 (2012).
[18] W. Lu, Z. Ji, L. Pfeiffer, K. W. West, and A. J. Rimberg, Nature (London) 423, 422 (2003).
[19] J. Bylander, T. Duty, and P. Delsing, Nature (London) 434, 361 (2005).
[20] S. Gustavsson, R. Leturcq, B. Simović, R. Schleser, T. Ihn, P. Studerus, K. Ensslin, D. C. Driscoll, and A. C. Gossard, Phys. Rev. B 96, 076605 (2006).
[21] S. Gustavsson, R. Leturcq, M. Studer, I. Shorubalko, T. Ihn, K. Ensslin, D. C. Driscoll, and A. C. Gossard, Surf. Sci. Rep. 64, 191 (2009).
[22] V. F. Maisi, A. Hofmann, M. Röösli, J. Basset, C. Reichl, W. Wegscheider, T. Ihn, and K. Ensslin, Phys. Rev. Lett. 116, 136803 (2016).
[23] A. Hofmann, V. F. Maisi, C. Gold, T. Krähenmann, C. Röösli, J. Basset, P. Märki, C. Reichl, W. Wegscheider, K. Ensslin, and T. Ihn, Phys. Rev. Lett. 117, 206803 (2016).
[24] S. K. Gorman, Y. He, M. G. House, J. G. Keizer, D. Keith, L. Fricke, S. J. Hile, M. A. Broome, and M. Y. Simmons, Phys. Rev. Applied 8, 034019 (2017).
[25] G. Haack, A. Steffens, J. Eisert and R. Hübener, New J. Phys. 17, 113024 (2015).
[26] M. Hell, B. Sothmann, M. Leijnse, M. R. Wegewijs, and J. König, Phys. Rev. B 91, 195404 (2015).
[27] R.-P. Riwar, B. Roche, X. Jehl, and J. Spllettstoesser, Phys. Rev. B 93, 235401 (2016).
[28] P. Nordlander, M. Pustilnik, Y. Meir, N. S. Wingreen, and D. C. Langreth, Phys. Rev. Lett. 83, 808 (1999).
[29] M. Plihal, D. C. Langreth, and P. Nordlander, Phys. Rev. B 61, R13341(R) (2000).
[30] A. E. Antipov, Q. Dong, and E. Gull, Phys. Rev. Lett. 116, 036801 (2016).
[31] R. Secoane Sofue, A. Martín Rodero, and A. Levy Yeyati, Phys. Rev. Lett. 117, 267701 (2016).
[32] R. Sánchez, C. López-Monís, and G. Platero, Phys. Rev. B 81, 121306(R) (2010).
[33] F. Troiani, C. Godfrin, S. Thiele, F. Balestro, W. Wernsdorfer, S. Klyatskaya, M. Ruben, and M. Affronte, Phys. Rev. Lett. 118, 257701 (2017).
[34] J. P. Pekola, O.-P. Saira, V. F. Maisi, A. Kemppinen, M. Möttönen, Y. A. Pashkin, and D. V. Averin, Rev. Mod. Phys. 85, 1421 (2013).
[35] L. J. Geerligs, V. F. Anderegg, P. A. M. Holweg, J. E. Mooij, H. Pothier, D. Esteve, C. Urbina, and M. H. Devoret, Phys. Rev. Lett. 64, 2691 (1990).
[36] H. Pothier, P. Lafarge, C. Urbina, D. Esteve, and M. H. Devoret, EPL 17, 249 (1992).
[37] M. D. Blumenthal, B. Kaestner, L. Li, S. Giblin, T. J. B. M. Janssen, M. Pepper, D. Anderson, G. Jones and D. A. Ritchie, Nat. Phys. 3, 343 (2007).
[38] J. P. Pekola, J. J. Vartiainen, M. Mottonen, O.-P. Saira, M. Meschke, and D. V. Averin, Nat. Phys. 4, 120 (2008).
[39] J. P. Pekola, F. Giazotto, and O.-P. Saira, Phys. Rev. B 81, 212306(R) (2010).
[40] A. Steffens, J. Eisert and R. Hübener, Lect. Notes in Physics – Volume 1, edited by K. Busch, A. Powell, D. Esteve, C. Urbina, and M. H. Devoret, EPL 17, 249 (1992).
[44] S. d’Hollosy, M. Jung, A. Baumgartner, V. A. Guzenko, M. H. Madsen, J. Nygård, and C. Schönberger, Nano Lett. 15, 4585 (2015).

[45] I. Weymann, Phys. Rev. B 79, 195339 (2007).

[46] I. Weymann, Phys. Rev. B 80, 045310 (2009).

[47] J. Fransson, Nanotechnology 17, 5344 (2006).

[48] J. Fransson, New J. Phys. 8, 114 (2006).

[49] R. Hornberger, S. Koller, G. Begemann, A. Donarini, and M. Grifoni, Phys. Rev. B 77, 245313 (2008).

[50] G. Yamahata, T. Kodera, H. Mizuta, K. Uchida, and S. Oda, Appl. Phys. Express 2, 095002 (2009).

[51] C. B. Simmons, M. Thalakulam, B. M. Rosemeyer, B. J. Van Bael, E. K. Sackmann, D. E. Savage, M. G. Lagally, R. Joynt, M. Friesen, S. N. Coppersmith, and M. A. Eriksson, Nano Lett. 9, 3234 (2009).

[52] D. M. Zajac, T. M. Hazard, X. Mi, K. Wang, and J. R. Petta, Appl. Phys. Lett. 106, 223507 (2015).

[53] Yu. V. Nazarov and Ya. M. Blanter, Quantum Transport (Cambridge University Press, Cambridge, 2009).

[54] X. Hu and S. Das Sarma, Phys. Rev. A 61, 062301 (2000).

[55] J. Schliemann, D. Loss, and A. H. MacDonald, Phys. Rev. B 63, 085311 (2001).

[56] R. Sánchez, E. Cota, R. Aguado, and G. Platero, Phys. Rev. B 74, 035326 (2006).

[57] E. Vaz and J. Kyriakidis, Phys. Rev. B 81, 085315 (2010).

[58] S. A. Gurvitz and Ya. S. Prager, Phys. Rev. B 53, 15932 (1996).

[59] S. A. Gurvitz, Phys. Rev. B 57, 6602 (1998).

[60] J. R. Petta, A. C. Johnson, J. M. Taylor, E. A. Laird, A. Yacoby, M. D. Lukin, C. M. Marcus, M. P. Hanson, and A. C. Gossard, Science 309, 2180 (2005).

[61] A. C. Johnson, J. R. Petta, J. M. Taylor, A. Yacoby, M. D. Lukin, C. M. Marcus, M. P. Hanson, and A. C. Gossard, Nature (London) 435, 925 (2005).

[62] B. M. Maune, M. G. Borselli, B. Huang, T. D. Ladd, P. W. Deelman, K. M. Holabird, A. A. Kiselev, I. Alvarado-Rodriguez, R. S. Ross, A. E. Schmitz, M. Sokolich, C. A. Watson, M. F. Gyure, and A. T. Hunter, Nature (London) 481, 344 (2012).

[63] E. Kawakami, P. Scarlino, D. R. Ward, F. R. Braakman, D. E. Savage, M. G. Lagally, M. Friesen, S. N. Coppersmith, M. A. Eriksson, and L. M. Vandersypen, Nature Nanotechnol. 9, 666 (2014).

[64] X. Wu, D. R. Ward, J. R. Prance, D. Kim, J. K. Gamble, R. T. Mohr, Z. Shi, D. E. Savage, M. G. Lagally, M. Friesen, S. N. Coppersmith, and M. A. Eriksson, Nat. Nanotechnol. 8, 417 (2013).

[65] M. O. Scully and M. S. Zubairy, Quantum Optics (Cambridge University Press, Cambridge, 1997).

[66] H. Schaefers and W. T. Strunz, Phys. Rev. B 71, 075321 (2005).

[67] P. Rebetrost, M. Mohseni, I. Kassal, S. Lloyd, and A. Aspuru-Guzik, New J. Phys. 11, 033003 (2009).

[68] R. Hanson, L. H. Willems van Beveren, I. T. Vink, J. M. Elzerman, W. J. M. Naber, F. H. L. Koppens, L. P. Kouwenhoven, and L. M. K. Vandersypen, Phys. Rev. Lett. 94, 196802 (2005).

[69] T. Meunier, I. T. Vink, L. H. Willems van Beveren, K-J. Tielrooij, R. Hanson, F. H. L. Koppens, H. P. Tranitz, W. Wegscheider, L. P. Kouwenhoven, and L. M. K. Vandersypen, Phys. Rev. Lett. 98, 126601 (2007).

[70] K. Roszak and P. Machnikowski, Phys. Rev. B 80, 195315 (2009).

[71] J.-T. Hung, L. Cywiński, X. Hu, and S. Das Sarma, Phys. Rev. B 88, 085314 (2013).

[72] H. Carmichael, An Open Systems Approach to Quantum Optics (Springer, Berlin, 1993).

[73] H.-P. Breuer and F. Petruccione, The Theory of Open Quantum Systems (Oxford University Press, Oxford, 2002).

[74] W. A. Coish and F. Qassemi, Phys. Rev. B 84, 245407 (2011).

[75] K. W. Chan, M. Möttönen, A. Kempfpen, N. S. Lai, K. Y. Tan, W. H. Lim, and A. S. Dzurak, Appl. Phys. Lett. 98, 212103 (2011).

[76] H. Q. Nguyen, M. Meschke, H. Courtois, and J. P. Pekola, Phys. Rev. Applied 2, 054001 (2014).

[77] A. Croy and U. Saalmann, Phys. Rev. B 93, 165428 (2016).

[78] M. Benito, M. Niklas, and S. Kohler, Phys. Rev. B 94, 195433 (2016).

[79] I. Weymann and J. Barnaś, Phys. Rev. B 73, 205309 (2006).