Diffraction of light by plasma in the solar system
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Abstract

We study the propagation of electromagnetic (EM) waves in the solar system and develop a Mie theory that accounts for the refractive properties of the free electron plasma in the extended solar corona. We use a generic model for the electron number density distribution and apply the eikonal approximation to find a solution in terms of Debye potentials, which is then used to determine the EM field both within the inner solar system and at large heliocentric distances. As expected, the solution for the EM wave propagating through the solar system is characterized by a plasma-induced phase shift and related change in the light ray’s direction of propagation. Our approach quantitatively accounts for these effects, providing a wave-optical treatment for diffraction in the solar plasma. As such, it may be used in practical applications involving big apertures, large interferometric baselines or otherwise widely distributed high-precision astronomical instruments.
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1. Introduction

The propagation of electromagnetic (EM) signals in a refractive medium is highly dependent on the frequency of the wave and the properties of the medium [1, 2]. The solar plasma is such a refractive medium, influencing astronomical observations conducted in the solar system. With the advent of solar system exploration by space probes, the influence of plasma on interplanetary radio communication links was studied extensively [3–5] and it is well characterized [6–9]. Similar efforts were conducted to account for the solar plasma in astronomical observations conducted at optical and IR wavelengths as well as γ-rays and x-rays (see [10] and references therein).

Many astrophysical phenomena require precision observations, in which the solar plasma contributes significantly. The effects of the solar plasma are especially prominent at radio wavelengths. It is necessary to account for these effects in diverse applications such as very long baseline interferometry (VLBI) and spacecraft navigation. These effects are also relevant to experiments aiming to achieve very high magnification via gravitational lensing [11]. One example is the solar gravitational lens (SGL), where bending of light by the gravitational field of the Sun is used to achieve extreme light amplification and angular resolution [12], which, in the foreseeable future, may become a means to obtain direct megapixel scale imaging and spectroscopy of Earth-like planets orbiting nearby stars [12, 13]. Thus, an appropriate description of light propagation in the refractive medium of the solar plasma is an important problem.

Propagation of light with wavelength $\lambda$ in the vicinity of a large sphere with radius when $R \gg \lambda$ is typically described using the geometric optics approximation. With this approach, we can study trajectories of individual light rays and describe the plasma-induced phase shift and related frequency change (e.g. [4, 5, 7–9]). However, for modern high-precision astronomical observations a wave-theoretical treatment may be preferable. Although it is known, the Mie theory [14, 15] provides a rather good framework to develop such a treatment, however, no such developments are known to describe the situation of a very large opaque sphere surrounded by plasma.

Recently [16], we presented a wave-optical description of the shadow cast by a large opaque sphere. Specifically, we considered the scattering of EM waves by the large sphere and developed a Mie theory that accounts for the presence of an obscuration. We were able to determine that there is no EM field in the shadow in the wave zone behind the sphere.

$^3$ Author to whom any correspondence should be addressed.
Besides that related to the Poisson–Arago bright spot. In the present study, we rely on the tools and methods developed in [16] to describe light propagation in the vicinity of the Sun. Our main concern is the effect due to the dispersive nature of the solar plasma on the EM field as it propagates through the solar system.

This paper is organized as follows. In section 2, we discuss the solar corona, modeled as a free electron non-magnetic plasma. For this, we use the most generic plasma model and develop a solution for Maxwell’s equations, characterizing the EM field in such a refractive medium. In section 3, we derive a solution of the EM field equations in terms of Debye potentials. In section 4, we introduce the eikonal approximation, to deal with the long-range component of the scattering potential. We account for the short-range potential and obtain a full solution for the EM field. In section 5, we complete the solution by setting up appropriate boundary conditions for the EM field and determine this field in all regions of the solar system. Finally, in section 6, we discuss results and practical applications.

2. The extended solar corona

To describe the propagation of an EM wave in the solar system, we first need to introduce a model for the solar plasma and the interplanetary medium that would cover the heliocentric ranges of interest. Thermonuclear reactions occurring inside the Sun result in the emission of large amounts of energy [17]. Much of this energy is released in the form of EM radiation. However, the Sun also emits a stream of charged particles, known as the solar wind. The solar wind is ionized: electrons and protons are separate, yielding a gaseous medium in which electrons are free, with no restoring force due to nearby atomic nuclei. This plasma extends to the outer solar system.

For an EM wave of angular frequency $\omega$ propagating through plasma, the dielectric permittivity of the plasma, in general, is defined as [2]:

$$
\varepsilon(t, \vec{r}) = 1 - \frac{4\pi n_e(t, \vec{r})e^2}{m_e\omega^2} = 1 - \frac{\omega_p^2}{\omega^2}, \quad \text{where} \quad \omega_p^2 = \frac{4\pi n_e e^2}{m_e},
$$

(1)

where $e$ is the electron’s charge, $m_e$ is its mass and $n_e = n_e(t, \vec{r})$ is the electron number density. The quantity $\omega_p$ is known as the electron plasma (or Langmuir) frequency. It is reasonable to assume that the solar plasma is nonmagnetic, i.e., its magnetic permeability is $\mu = 1$.

Therefore, in order to evaluate the plasma contribution to Maxwell’s equations, we need to know the electron number density along the path. In general, of course, the electron plasma density shows temporal variability. Thus, we start by decomposing the electron number density $n_e$ into a steady-state term part $\pi_e(\vec{r})$ plus a temporal fluctuation $\delta n_e(t, \vec{r})$:

$$
n_e(t, \vec{r}) = \pi_e(\vec{r}) + \delta n_e(t, \vec{r}).
$$

(2)

The variability of the solar atmosphere has no preferred time scale. Variations in the electron number density, $\delta n_e(t, \vec{r})$, can be of a magnitude equal to that of the steady-state term, $\pi_e(\vec{r})$, [18]. These variations are carried along by the solar wind, at a typical speed of $\sim 400$ km s$^{-1}$; over integration times of $\sim 10^3$ s, the spatial scale of the fluctuations will therefore be comparable to the solar radius. As these deviations are unpredictable in nature, their contributions must be treated as noise [19].

In contrast, the steady-state component of the solar corona is well understood, and the magnitude of its contribution can be estimated. In fact, much of our knowledge about the solar plasma comes from the tracking of spacecraft in the inner solar system [4–7, 9, 17, 20, 21]. Distant spacecraft provide information about the extent of solar plasma as we approach interstellar space [22–24]. The heliopause at $\sim 130$ AU is the last frontier of the heliosphere, the region of space dominated by the solar wind. At this distance, the momentum density of the solar wind is no longer sufficient to repulse the rarefied hydrogen and helium that is found in interstellar space. The region just inside the heliopause is called the heliosheath: the turbulent region where the solar wind is slowed and compressed by interstellar pressure. The inner boundary of the heliosheath, the termination shock, represents the region where the solar wind first collides with the interstellar medium.

As a result, in what follows, to describe the plasma distribution throughout the entire solar system, we assume that the electron number density in the solar corona and the solar wind is steady-state, spherically symmetric$^4$ and may be parameterized in the following generic form:

$$
\pi_e(\vec{r}) = \begin{cases} 
0, & 0 \leq r < R_\odot, \\
\sum_{\alpha} \alpha_i \left( \frac{R_\odot}{r} \right)^{\beta_i} & R_\odot \leq r \leq R_\odot, \\
0, & r > R_\odot,
\end{cases}
$$

(3)

where $\alpha_i$ and $\beta_i$ are empirically determined values and $R_\odot$ is the solar radius. Note that $I \geq 2$, which is needed to replicate the $1/r^2$ behavior of the solar wind at large distances from the Sun, where $r \gg R_\odot$. The value $R_\odot$ represents the heliocentric distance to the termination shock$^5$, which we take to be at $R_\odot \approx 100$ AU, roughly corresponding to the distance to the inner boundary of the heliosphere. The symbol $n_0$ represents the electron number density in the interstellar medium. The presence of this term in the model is for completeness only as it does not diffract light due to its assumed uniform and homogenous behavior. Specifically, for distances $r > R_\odot$,

$^4$ Although they may be incorporated in the model (3), we ignore any corrections that depend on the heliographic latitude.

$^5$ In addition to being physically justified, the model (3) also has the mathematical advantage as it helps to avoid divergences when solving the differential equations for the EM field. The primary concern is, of course, the $1/r^2$ term that, as it is well known [26, 27], leads to divergences when integrating to infinity (as would be the case when investigating plane waves incoming from infinity), forcing the introduction of cut-offs. As we shall see later, our model is self-consistent both physically and mathematically, leading to finite results in all regions of interest, with no significant dependence on the choice of $R_\odot$. 
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trajectories of light rays do not change direction as their phase is uniformly delayed due to the uniform background given by \( n_0 \) in (3). Therefore, without loss of generality, we can take \( n_0 = 0 \) or restate its nonzero value if needed. Note that \( \vec{p}_e(\vec{r}) \) is not continuous at \( R_s \), reflecting the abrupt change in plasma density at the termination shock as reported by the Voyager 1 spacecraft [25]. As a light ray crosses the termination shock at \( R_s \), and proceeds into the inner solar system, it is now affected by the second term in (3). For the range of heliocentric distances \( R_s \leq r \leq R_c \), light rays are refracted by the solar plasma with their phase being delayed and their trajectories bent. Finally, as light reaches the surface of the Sun at \( r = R_s \), it is absorbed by the Sun resulting in a geometric shadow behind the Sun [16].

Expressions (1)–(3) represent what we call the extended solar corona model introduced within the entire solar system and extending beyond the termination shock. The solar plasma modeled by (3) has a variable, negative index of refraction. As such, it has the effect of deflecting outwards the wavefronts of light passing by the Sun.

The steady-state behavior of the solar plasma is known reasonably well. There are several plasma models found in the literature that we can utilize (see discussion in [28]). One specific example of the model (3) with particular values for \( \alpha_i \) and \( \beta_i \) is [5, 28]:

\[
\pi_e(r) = \left( \frac{2.99 \times 10^8 \left( \frac{R_s}{r} \right)^{16} + 1.55 \times 10^{10} \left( \frac{R_s}{r} \right)^{6} + 3.44 \times 10^{10} \left( \frac{R_s}{r} \right)^2}{r^3} \right) \text{cm}^{-3},
\]

(4)

where \( r \geq R_s \). The coefficients in this model are determined empirically by processing the tracking data using radio communication links to interplanetary spacecraft. In fact, the model given by equation (4) was used to process Cassini tracking data [29, 30]. While other models exist [9], they are generally compatible with the Cassini model (4).

Evaluating (4) for rays of light passing near the Sun with the smallest impact parameter, \( b = R_s \), we see that the electron number density, at most, would be of the order of \( \pi_e(r) \lesssim 10^{10} \text{ cm}^{-3} \), which implies a frequency of \( \nu_p = \omega_p / 2\pi = \sqrt{\pi_e e^2 / \pi m_e} \lesssim 1 \text{ GHz} \). For optical frequencies \( (\nu \sim 300 \text{ THz}) \) and at the smallest impact parameter, (1) contributes at most to the order of \( (\omega_p / \omega)^2 \lesssim 10^{-11} \), even though for radio frequencies \( (\nu \sim 10 \text{ GHz}) \) this ratio is much higher: \( (\omega_p / \omega)^2 \lesssim 10^{-2} \). As the main subject of our interest is visible or near-IR light, we only consider terms that are linear with respect to the plasma contribution and omit higher order terms.

The plasma frequency \( \omega_p^2 \) in equation (1), in the case of the spherically symmetric plasma distribution (3), in the range of heliocentric distances, \( R_s \leq r \leq R_c \), has the form

\[
\omega_p^2 = \frac{4\pi e^2}{m_e} \sum_i \alpha_i \left( \frac{R_s}{r} \right)^{\beta_i}.
\]

(5)

This model for the plasma frequency in the extended solar corona allows us to study the influence of solar plasma on the propagation of EM waves throughout the solar system in the range of heliocentric distances given by \( R_s \leq r \leq R_c \).

3. The EM field and Debye potentials

We begin our derivation of the EM field equations in the presence of plasma with presenting Maxwell’s source-free field equations in their well-known form [15]:

\[
\text{curl } \vec{E} = -\frac{1}{c} \frac{\partial (\mu \vec{H})}{\partial t}, \quad \text{curl } \vec{H} = \frac{1}{c} \frac{\partial (\epsilon \vec{E})}{\partial t},
\]

\[
\text{div} (\vec{E}) = 0, \quad \text{div} (\mu \vec{H}) = 0.
\]

(6)

Equations (6) capture the contribution of the solar plasma to the propagation of light in the vicinity of the Sun. Following closely the derivation presented in [12], we now consider a solution to these equations. Assuming, as usual [15], the time dependence \( \exp(-i\omega t) \) and taking \( c = \omega / \epsilon \), the time-independent parts of the electric and magnetic vectors must satisfy Maxwell’s equations (6) in their time-independent form:

\[
\text{curl } \vec{E} = i k \mu \vec{H}, \quad \text{curl } \vec{H} = -i k \epsilon \vec{E}.
\]

(7)

In the case of a static, spherically symmetric plasma distribution, solving (7) is most straightforward. Following [12, 15], we obtain the complete solution of (7) in terms of the electric and magnetic Debye potentials, \( \vec{\Pi} \) and \( \mu \vec{\Pi} \):

\[
E_r = \frac{1}{\sqrt{\epsilon}} \left\{ \frac{\partial^2}{\partial r^2} \left[ r \frac{\epsilon \Pi}{\sqrt{\epsilon}} \right] + \left( \epsilon k^2 - \frac{1}{\sqrt{\epsilon}} \right) \left[ \frac{r \epsilon \Pi}{\sqrt{\epsilon}} \right] \right\},
\]

\[
E_\theta = \frac{1}{\epsilon r} \frac{\partial}{\partial \theta} \left[ r \frac{\epsilon \Pi}{\sqrt{\epsilon}} \right] + i k \frac{\partial (r \mu \Pi)}{\partial \phi},
\]

\[
E_\phi = \frac{1}{\epsilon r \sin \theta} \frac{\partial}{\partial \phi} \left[ r \frac{\epsilon \Pi}{\sqrt{\epsilon}} \right] - i k \frac{\partial (r \mu \Pi)}{\partial \theta},
\]

\[
H_r = \frac{1}{\sqrt{\mu}} \left\{ \frac{\partial^2}{\partial r^2} \left[ r \frac{\mu \Pi}{\sqrt{\mu}} \right] + \left( \epsilon k^2 - \frac{1}{\sqrt{\mu}} \right) \left[ \frac{r \mu \Pi}{\sqrt{\mu}} \right] \right\},
\]

\[
H_\theta = -\frac{i k}{r \sin \theta} \frac{\partial (r \mu \Pi)}{\partial \phi} + \frac{1}{\mu r} \frac{\partial^2 (r \mu \Pi)}{\partial \phi^2},
\]

\[
H_\phi = \frac{i k}{r} \frac{\partial (r \mu \Pi)}{\partial \theta} + \frac{1}{\mu r} \frac{\partial^2 (r \mu \Pi)}{\partial \theta^2},
\]

(8)

(9)

(10)

(11)

(12)

(13)

where the potentials \( \vec{\Pi} \) and \( \mu \vec{\Pi} \) satisfy the following wave equations:

\[6\text{ When an EM wave is propagating in an electron plasma, its frequency is given by the dispersion relation } \omega^2(k) = k \epsilon^2 + \omega_p^2(k) \text{ [2]. That is, the plasma modifies the dispersion relation and affects the group and phase velocities. Realizing that the electron number density for the solar plasma is at most } \pi_e(r) \lesssim 6 \times 10^{10} \text{ cm}^{-3} [9, 31], \text{ using (1), we compute the largest relevant value of } \omega_p^2(k) \text{ that yields } \omega_p^2(k) = k \epsilon^2(1 + 3.8 \times 10^{-13} \lambda^{-1} \mu^2)) \text{. Therefore, throughout this paper we use } \omega^2 = k \epsilon^2(1 + O(10^{-2})), \text{ signifying that at the optical and near-IR wavelengths relevant to the SGL, } \lambda \approx 1 \mu\text{m, the difference between the group and phase velocities can be neglected.} \]
\[
\left\{ \Delta + \sqrt{1 - \frac{\omega_1^2(r)}{\omega^2}} \right\} \frac{\omega^2(r)}{\sqrt{\omega^2}} = 0,
\]
\[
\left\{ \Delta + \sqrt{1 - \frac{\omega_2^2(r)}{\omega^2}} \right\} \frac{\omega^2(r)}{\sqrt{\omega^2}} = 0.
\]

(14)

In the case of the weakly interacting, spherically symmetric free electron plasma of the extended solar corona, equations (14) may be simplified. First of all, using (1) together with (3) for \( \epsilon \), while setting \( \mu = 1 \), we can rewrite the left equation in (14) as the equation that describes scattering in the presence of the plasma:

\[
\left\{ \Delta + k^2 \right\} \left( 1 - \frac{\omega_2^2(r)}{\omega^2} \right) \frac{\omega^2(r)}{4 \omega^2} \frac{\omega^2(r)}{\sqrt{\omega^2}} = 0.
\]

(15)

A similar equation (but without the last, fourth term inside the curly braces, as \( \mu = 1 \)) may be obtained for \( \Pi \) from the second equation (14). However, the last term inside the curly braces in (15) may also be omitted. For this, we note that \( \omega = kc \) and observe from (5) that \( \omega_2^2 \) is expressed in terms of various inverse powers of \( r \). We may introduce the static, spherically symmetric plasma potential \( V_p(r) \), with the terms that decay either as \( r^{-2} \) or faster:

\[
V_p(r) = \frac{\omega_2^2(r)}{c^2} + \frac{\omega_2^2(r)}{4k^2c^2} \frac{\omega_2^2(r)}{\omega^2} \sum \alpha_i \left( \frac{R_c}{r} \right)^{\beta_i} 
\times \left\{ 1 + \frac{\beta_i}{4k^2R_c^2} \right\}.
\]

(16)

The two terms in the curly braces in (16) represent the repulsive potentials due to plasma that, based on the model given by equation (5), vanish as \( r^{-2} \) or faster. The second plasma term in this expression is dominated by a factor of \( (kR_c)^{-2} \), which, given the large value of the solar radius, makes its contribution negligible, especially at optical wavelengths \( (\lambda \sim 1 \mu m) \), for which \( (kR_c)^{-2} \sim 5.23 \times 10^{-32} \). Therefore, the term \( \propto (\omega_2^2(r))^{\beta_i} \) in (16) may be neglected. Although the remaining terms are also small, they may contribute to the phase shifts of the scattered wave and, therefore, they may affect the diffraction of light by the Sun. Thus, they will be considered. Therefore, the plasma potential, \( V_p(r) \), in (15) has the following from

\[
V_p(r) = \frac{4\pi e^2}{m_e c^2} \sum \alpha_i \left( \frac{R_c}{r} \right)^{\beta_i} + O((kR_c)^{-2}).
\]

(17)

As a result, and taking into account that \( \mu \) is constant, both equations (14) take an identical form:

\[
(\Delta + k^2 - V_p(r))\Pi(r) = 0,
\]

(18)

where the quantity \( \Pi \) represents either the electric Debye potential, \( \Pi \Pi / \sqrt{\omega} \), or its magnetic counterpart, \( \mu \Pi / \sqrt{\mu} \), namely \( \Pi(r) = (\Pi \Pi / \sqrt{\omega}, \mu \Pi / \sqrt{\mu}) \), while the plasma potential \( V_p(r) \) is given by (17).

Equation (18), together with the potential given in equation (17), may now be used to determine the solution for the Debye potentials. Together with (8)–(13), these Debye potentials determine all the components of the EM field.

Note that (18) resembles the time-independent Schrödinger equation describing scattering problems in quantum mechanics [32–34]. Interestingly, various forms of the power law potential (17) appear in many problems of modern atomic physics, related to the scattering of light on a cloud of cold atoms [26, 27]. Our method is developed from a generic case of spherically symmetric potentials, many of which are found in the literature describing atomic collisions [35–38]. The tools developed in our present paper may also be applicable to these problems in atomic physics.

4. Solution for the EM field

As we discussed above, to find the solution to the Maxwell equations (6), we first have to solve (18) for the Debye potential and then use the result in (8)–(13) to obtain each component of the EM field. Typically [15], in spherical polar coordinates, the solution to equation (18) is obtained by separating variables:

\[
\Pi(r) = \frac{1}{r} R(r) \Theta(\theta) \Phi(\phi),
\]

(19)

with coefficients that are determined by boundary conditions. Direct substitution into (15) reveals that the functions \( R \), \( \Theta \) and \( \Phi \) must satisfy the following ordinary differential equations:

\[
\frac{d^2 R}{d \bar{r}^2} + \left( k^2 - \frac{\alpha}{\bar{r}} - \frac{\beta}{\sin^2 \theta} \right) R = 0,
\]

(20)

\[
\frac{1}{\sin \theta} \frac{d}{d \theta} \left( \sin \theta \frac{d\Theta}{d \theta} \right) + \left( \alpha - \frac{\beta}{\sin^2 \theta} \right) \Theta = 0,
\]

(21)

\[
\frac{d^2 \Phi}{d \phi^2} + \beta \Phi = 0.
\]

(22)

The solution to (22) is given as usual [15]:

\[
\Phi_m(\phi) = \Phi_{m} e^{i m (\phi - \phi_0)} \rightarrow \Phi_{m}(\phi) = a_m \cos(m \phi) + b_m \sin(m \phi),
\]

(23)

where \( m \) is an integer, and \( a_m \) and \( b_m \) are integration constants.

Equation (21) is well known for spherical harmonics. Single-valued solutions to this equation exist when \( \alpha = l \) \( (l + 1) \) with \( l > |m| \), integer). With this condition, the solution to (21) becomes

\[
\Theta_{m}(\theta) = P_{l}^{m}(\cos \theta).
\]

(24)

We now focus on the equation for the radial function (20), where, because of (21), we have \( \alpha = l (l + 1) \). As a result, (20) takes the form

\[
\frac{d^2 R}{d \bar{r}^2} + \left( k^2 - \frac{l(l + 1)}{\bar{r}^2} - V_p(r) \right) R = 0.
\]

(25)
To determine the solution to (25), we first separate the terms in the plasma potential (17) by isolating the $1/r^2$ term from the rest of the terms in the plasma potential (calling it the short-range potential $V_{sr}$) and present (17) as

$$V_{sr}(r) = \frac{\mu^2}{r^2} + V_{eh}(r), \quad \text{with}$$

$$\mu^2 = 4\pi e^2 R_c^2 \frac{\alpha_2}{m_e c^2}, \quad \mu^2(r) = \frac{4\pi e^2}{m_e c^2} \sum_{i>2} \alpha_i \left( \frac{R_c}{r} \right)^{\ell_i}, \quad (26)$$

where $\mu^2$ is the strength of the $1/r^2$ term in the plasma model at $r = R_c$. Using the values from the phenomenological model (4), we can evaluate this term: $\mu^2 \approx 5.89 \times 10^{15}$. The range of $V_{sr}$ is very short; this provides a negligible contribution after $r \approx 8R_c$. Nevertheless, as it propagates through the solar system, light acquires the largest phase shift as it travels through the range of validity of this potential. Thus, it is important to keep $V_{sr}$ in the model.

The separation of the terms in the plasma potential (26) allows us to present the radial equation (25) as

$$\frac{d^2 R_r}{d^2 r} + \left( k^2 - \frac{L(L+1)}{r^2} - V_{sr}(r) \right) R_r = 0, \quad (27)$$

where the new index $L$ is determined from

$$L = \ell + \frac{\mu^2}{\sqrt{\left( \ell + \frac{1}{2} \right)^2 + \mu^2 + \ell + \frac{1}{2}}}.$$  

(28)

The solution for $L$ above was obtained under condition that when $\mu \rightarrow 0$, the new index $L$ must behave as $L \rightarrow \ell$. When $\mu/\ell \ll 1$, this solution behaves as

$$L \approx \ell + \frac{\mu^2}{2\ell + 1} + O(\mu^4/\ell^3). \quad (29)$$

For a typical region where the plasma potential (3) is present, the value of $\ell$ may be estimated using its relation to the classical impact parameter, namely $\ell = kb \simeq kR_c = 4.37 \times 10^{15}$. Therefore, the quantity $\mu/\ell \ll 1.75 \times 10^{-8}$ is indeed small, justifying the approximation (29).

4.1. Eikonal solution for Debye potential

We address the scattering of high frequency EM waves on the plasma-induced potential $V_p$ that is bounded by the heliocentric distance to the heliopause, $R_s$, from (3). In this case and for the case of high energy scattering, we implement the so-called eikonal (or high-energy) approximation [39-44]. In this approximation, the short-range plasma potential contributes a phase shift to the EM wave which can be directly calculated.

4.1.1. Solution with short-range potential $V_{sr}$ absent.

Equation (18) can be solved numerically, but only with a great deal of effort, especially at large energies. An exact closed form solution for equation (18) for the general case $V_{sr} \neq 0$ does not exist. However, a number of approximation methods to solve equations of this type were developed for scattering problems in quantum mechanics. At large incident energies, for a wavefront moving in the forward direction, a very useful approximation becomes available. This is the eikonal approximation [39-44]. The eikonal approximation is valid when the following two criteria are satisfied [44]: $kb \gg 1$ and $V_{sr}(r)/k^2 \ll 1$. In our case, both of these conditions are fully satisfied, indeed, the first condition yields $kb = 4.37 \times 10^{15}(\lambda/1\mu m)(h/R_c) \gg 1$ and also, taking the short-range plasma potential $V_{sr}$ from (26), we evaluate the second condition as $V_{sr}(r)/k^2 \ll V_{sr}(R_c)/k^2 \approx 4.07 \times 10^{-13}(\lambda/1\mu m)^2 \ll 1$.

To develop a solution to (18) using the eikonal approximation, we first note that when $V_{sr} = 0$, (27) takes the form

$$\frac{d^2 R_r}{d^2 r} + \left( k^2 - \frac{L(L+1)}{r^2} \right) R_r = 0. \quad (30)$$

The solution to this equation is well known and is given in terms of Riccati–Bessel functions [15, 16]:

$$R_r^{(2)} = c_L \psi_L(kr) + d_L \chi_L(kr), \quad (31)$$

where the subscript $(2)$ simply stands for the solution to (30) that includes the inverse-square term, $1/r^2$. With the solution for $R_r^{(2)}$ is known, we combine results for $\Phi(\phi), \Theta(\theta)$, given by (23) and (24), to obtain the corresponding Debye potential, $\Pi^{(2)}(\ell)$, in the form

$$\Pi^{(2)}(\ell) = \frac{1}{r} \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \mu_r R_r^{(2)}(r)[P_m^{(0)}(\cos \theta)] \times \left[ a_m \cos(m\phi) + b_m \sin(m\phi) \right], \quad (32)$$

where $L = L(\ell)$ is given by (28) and $\mu_r, a_m, b_m$ are arbitrary and as yet unknown constants to be determined later. This solution is well-known and can be studied with available analytical tools (e.g. [15]).

Examining (18), we see that $\Pi^{(2)}(\ell)$ is a solution to the following wave equation:

$$\left( \Delta + k^2 - \frac{L^2}{r^2} \right) \Pi^{(2)}(\ell) = 0, \quad (33)$$

which is the equation for the Debye potential $\Pi^{(2)}(\ell)$ that is as yet unperturbed by the short-range potential, $V_{sr}$.

It is also useful to explore an approximate solution to (30). Following [12, 45], we do that by using the Wentzel–Kramers–Brillouin (WKB) approximation. In the case when $k$ is rather large (for optical wavelengths $k = 2\pi/\lambda = 6.28 \times 10^6 \text{m}^{-1}$) or when $k \rightarrow \infty$, we established the following asymptotic expression for the radial function $R_r$, valid to order
of $O((kr)^{-2})$:
\[
R_{l}(r) \sim \exp \left[ \frac{\ell(\ell + 1)}{4k^2r^2} + \frac{\ell(\ell + 1)^2}{8k^4r^4} \right] 
\times \exp \left[ \pm i \left( kr - \frac{\pi \ell}{2} + \frac{\ell(\ell + 1)}{2kr} + \frac{\ell(\ell + 1)^2}{24k^3r^3} \right) \right].
\]

(34)

In [12] the asymptotic behavior of the Riccati–Bessel functions was obtained for very larger distances from the turning point for $r \gg r_0$; the solution (34) improves them by extending the argument of these functions to shorter distances, closer to the turning point. We obtain similar expressions from the asymptotic expansions of the Riccati–Bessel functions given as finite sums [46, 47], to be used in our approach.

4.1.2. Eikonal wavefunction. We may now proceed with solving (18), given the relevant form of $V_{sr}$, (26), first representing this equation as
\[
\left( \Delta + k^2 - \frac{\mu^2}{r^2} - V_{sr}(r) \right) \Pi(\vec{r}) = 0.
\]

(35)

To apply the eikonal approximation to solve this equation, we consider a trial solution of (35) in the form
\[
\Pi(\vec{r}) = \Pi^{(2)}(\vec{r})\phi(\vec{r}).
\]

(36)

In other words, in the eikonal approximation the Debye potential $\Pi^{(2)}(\vec{r})$, becomes ‘distorted’ in the presence of the potential $V_{sr}$ (26), by $\phi$, a slowly varying function of $r$, such that
\[
|\nabla^2 \phi| \ll k|\nabla \phi|.
\]

(37)

When substituted in (35), the trial solution (36) yields
\[
\left\{ \Delta \Pi^{(2)}(\vec{r}) + \left( k^2 - \frac{\mu^2}{r^2} - V_{sr}(r) \right) \right\} \phi(\vec{r}) 
+ 2(\nabla \Pi^{(2)}(\vec{r}) \cdot \nabla \phi(\vec{r})) + \Pi^{(2)}(\vec{r}) \Delta \phi(\vec{r}) 
- V_{sr}(r) \Pi^{(2)}(\vec{r}) \phi(\vec{r}) = 0.
\]

(38)

As $\Pi^{(2)}(\vec{r})$ is the solution of the homogeneous equation (33), the first term in (38) is zero. Then, neglecting the third term because of (37), we have
\[
(\nabla^2 \ln \Pi^{(2)}(\vec{r}) \cdot \nabla \ln \phi(\vec{r})) = \frac{1}{2} V_{sr}(\vec{r}).
\]

(39)

As we discussed above, the plasma contribution is rather small and it is sufficient to keep only terms that are first order in $\omega_p^2/\omega^2$. Thus, to formally solve (39) we may present the solution for $\Pi^{(2)}(\vec{r})$ from (32) in series form, in terms of the small parameter $\mu/\ell$, which enters via index $L$ as shown in (28). Then, it is sufficient to take only the zeroth order term (i.e. with $\mu = 0$) in $\Pi^{(2)}(\vec{r})$. It is easier, however, to obtain such a solution directly from (33) by setting $\mu = 0$, which yields the well-known free space solution, $e^{i\vec{k} \cdot \vec{r}}$. As a result, to the accuracy needed to solve (39), we have $\Pi^{(2)}(\vec{r}) = e^{i\vec{k} \cdot \vec{r}} + O(\omega_p^2/\omega^2)$, which allows us to present (39) as
\[
i(\vec{k} \cdot \nabla) \ln \phi = \frac{1}{2} V_{sr} + O(\omega_p^2/\omega^2).
\]

(40)

We may now compute the eikonal phase. For this, we need to introduce a derivative along the propagation path. As we discussed in [12], we represent the unperturbed trajectory of a light ray as
\[
f(\vec{r}) = \vec{r}_0 + \vec{n} \cdot (t - t_0) + O(\omega_p^2/\omega^2),
\]

(41)

where $\vec{n}$ is the unit vector on the incident direction of the light ray’s propagation path, such that $\vec{k} = \vec{k}_0 \cdot \vec{n}$, $\vec{n}_0^2 = 1$, and $\vec{r}_0$ represents the starting point. Following [12, 48, 49], we define $\vec{b} = [\vec{n} \times \vec{r}_0] \times \vec{n}$ to be the impact parameter of the unperturbed trajectory of the light ray. The vector $\vec{b}$ is directed from the origin of the coordinate system toward the point of the closest approach of the unperturbed path of light ray to that origin. We will use the $z = z(t)$ coordinate of the ray as the parameter along the path: $z = (\vec{n} \cdot \vec{r}) = (\vec{n} \cdot \vec{r}_0) + c(t - t_0)$, which may take both negative and positive signs. These quantities allow us to rewrite (41) as
\[
f(\vec{r}) = \vec{b} + i\vec{z} + O(\omega_p^2/\omega^2),
\]

with
\[
|f(\vec{r})| \equiv r(z) = \sqrt{\vec{b}^2 + \vec{z}^2} + O(\omega_p^2/\omega^2).
\]

(42)

As was shown in [12], the differential operator on the left side of (40) is the derivative along the light ray’s propagation path, namely $(\vec{k} \cdot \nabla) \equiv k(\vec{n} \cdot \nabla) = kd/\text{d}z$, where $z$ is a parameter taken along the path, which from (42) is given as $\vec{r} = (\vec{b}, z)$. As a result, for (40) we have
\[
\frac{d \ln \phi^\pm}{\text{d}z} = \pm \frac{1}{2k} V_{sr} + O(\omega_p^2/\omega^2),
\]

(43)

the solutions of which are
\[
\phi^\pm(\vec{b}) = \exp \left\{ \pm i \int_{z_0}^{z} V_{sr}(\vec{b}, z') \text{d}z' \right\}.
\]

(44)

That is, we have the following two particular eikonal solutions of (35) for $\Pi(\vec{r})$:
\[
\Pi(\vec{r}) = \Pi^{(2)}(\vec{r}) \exp \left\{ \pm i \xi_\theta(z) \right\} + O(\omega_p^2/\omega^2),
\]

(45)

where we introduced the eikonal phase
\[
\xi_\theta(z) = -\frac{1}{2k} \int_{z_0}^{z} V_{sr}(\vec{b}, z') \text{d}z'.
\]

(46)

Given $V_{sr}(\vec{r})$ from (26), we reduced the problem to evaluating a single integral to determine the Debye potential $\Pi^{(2)}(\vec{r})$ from (36), which is a great simplification of the problem. Given the fact that $\vec{b}$ is constant and by taking the short-range plasma
potential \( V_{\text{e}}(r) \) from (26), we evaluate (46) as

\[
\xi_b(r) = -\frac{2 \pi e^2 R_0}{m_e c^2} \sum_{i=2}^{\infty} \alpha_i \left( \frac{R_0}{b} \right)^{\beta_i - 1} (Q_{\beta_i}(z) - Q_{\beta_i}(z_0)),
\]

(47)

where we introduced the function \( Q_{\beta_i}(z) \), which, with \( z = (\tilde{a} \cdot \tilde{r}) / (\sqrt{r^2 - b^2}) \), is given as

\[
Q_{\beta_i}(z) = z \left[ \frac{1}{\beta_i - 1} \right] \left[ \frac{z^2}{b^2} \right]^{\beta_i - 1}.
\]

(48)

with \( zF_1[a,b,c,z] \) being the hypergeometric function [50].

For \( r = b \), the function (48) is well-defined, taking the value of \( Q_{\beta_i}(0) = 0 \), for each \( \beta_i \). For \( r > b \), for any given value of \( \beta_i \), the function \( Q_{\beta_i}(z) \) rapidly approaches a limit:

\[
\lim_{r \to \infty} Q_{\beta_i}(\sqrt{r^2 - b^2}) = Q_{\beta_i}^* \equiv \frac{\beta_i}{\beta_i - 1} B \left[ \frac{1}{\beta_i - 1} \right] \left[ \frac{z^2}{b^2} \right]^{\beta_i - 1}.
\]

(49)

where \( B[x, y] \) is Euler’s beta function. For the values of \( \beta_i \) used in the model (4) for the electron number density in the solar corona, these values are:

\[
Q_2^* = \frac{\pi}{2}, \quad Q_6^* = \frac{3\pi}{16}, \quad Q_{16}^* = \frac{429\pi}{4096}.
\]

(50)

Note that the quantities \( Q_{\beta_i} \) for \( \beta_i > 2 \) are always small, \( 0 \leq Q_{\beta_i} < 1 \), and as functions of \( r \), they reach their asymptotic value quite rapidly after \( r \approx 3.2b \).

Next, we place the source at a large distance from the Sun; \( |z_0| \gg R_s \). Then, from definition (48) and the asymptotic behavior given by (49), we have \( Q_{\beta_i}(z_0) = -Q_{\beta_i}^* \). As a result, we express the total eikonal phase shift acquired by the wave along its path through the solar system (47) as

\[
\xi_{\text{path}}(r) = -\frac{2 \pi e^2 R_0}{m_e c^2} \sum_{i=2}^{\infty} \alpha_i \left( \frac{R_0}{b} \right)^{\beta_i - 1} \left( Q_{\beta_i}^* + Q_{\beta_i}(\sqrt{r^2 - b^2}) \right).
\]

(51)

Expression (51) is the total phase shift induced by the short-range plasma potential along the entire path of the EM wave as it propagates through the solar system. One may see that, as the light propagates from the source to the point of closest approach to the Sun, it acquires the first part of the phase shift, i.e. the term proportional to \( Q_{\beta_i}^* \) in (51). As it continues to propagate, the second term in (51) kicks-in, providing an additional contribution.

Substituting the total eikonal phase shift \( \xi_{\text{e}}(r) \) of (51) in (45) results in the desired solution for the Debye potential \( \Pi(\tilde{r}) \). Effectively, this solution demonstrates that the phase of the EM wave is modified by the short-range plasma potential, as expected from the eikonal approximation. Although (45) is the solution to (35), it still has arbitrary constants \( \mu_\ell, a_\ell, b_\ell \) present in (32), which must be chosen to satisfy the boundary value problem that we set out to solve: determine the EM field as it propagates through the solar system with the refractive medium given by (3).

4.2. Solution for the radial function \( R_\ell(r) \)

We now proceed, following [12], to solve (18) with the help of (19). A particular solution \( \Pi \) is obtained by multiplying together the functions \( \Phi(\phi), \Theta(\theta), \) given by (23) and (24) and the solution for \( R_\ell \) from (27), which leads to a general solution to (18). Thus, if \( R_\ell \) is known, we may obtain the Debye potential in the following form

\[
\Pi(\tilde{r}) = \frac{1}{L} \sum_{r=0}^{\infty} \sum_{m=-\infty}^{\infty} \mu_\ell R_\ell(r) P_{\ell m}^0(\cos \theta) \times [a_\ell \cos(m\phi) + b_\ell \sin(m\phi)],
\]

(52)

where \( L = L(\ell) \) is given by (28) and \( \mu_\ell, a_\ell, b_\ell \) are arbitrary and as yet unknown constants.

Thus, our immediate task is to solve (27). In the plasma-free case, the entire potential \( V_{\text{e}}(r) \) is absent, thus \( L = \ell \). The solution in this case is known and, for the case of EM waves diffracted (i.e. obscured) by a large sphere, was given in [16]. In this case, in order to determine the coefficients \( \mu_\ell \) in (52), we choose \( R(\tilde{r}) \) to be the regular Bessel function \( \psi_\ell(kr) \), and require the resulting EM field to match the incident plane EM wave. As a result, in the vacuum, the solutions for the electric and magnetic potentials of the incident wave, \( \Phi_0 \) and \( \Psi_0 \), may be given in terms of a single potential \( \Pi_0(r, \theta) \) (see [12, 15] for details):

\[
\begin{align*}
\Phi_0/r &= \cos \phi, \\
\Theta_0/r &= \sin \phi, \\
\Pi_0(r, \theta) &= E_0 \sum_{\ell=1}^{\infty} \frac{\ell+1}{\ell} \psi_\ell(kr) R_\ell^{(1)}(\cos \theta).
\end{align*}
\]

(53)

Considering the plasma, we notice that, for large \( r \), the potential \( V_{\text{e}}(r) \) in (27) can be neglected and this equation reduces to the vacuum discussed in [16] with the solution given by (53). The solution of (27) that is regular at the origin can thus be written asymptotically as a linear combination of the regular and irregular Riccati–Bessel functions \( \psi_\ell(kr) \) and \( \chi_\ell(kr) \), respectively [26, 27, 51, 52], which are solutions of (27) in the absence of the potential \( V_{\text{e}}(r) \). Asymptotically these functions behave as

\[
\psi_\ell(kr) \sim \sin \left( kr - \frac{\pi L}{2} \right), \quad \chi_\ell(kr) \sim \cos \left( kr - \frac{\pi L}{2} \right).
\]

(54)

Hence, we look for a solution satisfying the boundary conditions

\[
R_\ell(r) \sim n r^\ell + 1, \quad \ell = 0, 1, 2, \ldots
\]

(55)

\[
R_\ell(r) \sim \psi_\ell(kr) + \chi_\ell(kr) \tan \delta_\ell \quad \sim \sin \left( kr - \frac{\pi L}{2} + \delta_\ell \right).
\]

(56)

where \( n \) is a normalization factor. The quantity \( \delta_\ell \) introduced in these equations is the phase shift due to the presence of the short-range potential \( V_{\text{e}}(r) \). We note that \( \delta_\ell \) vanishes when the short-range potential is absent and, thus, it contains all the information necessary to describe the scattering by \( V_{\text{e}}(r) \). We generalize expressions (55) and (56) in the case when the
plasma potential has an additional $1/r^2$ term, leading to the substitution $\ell \to L$.

We can satisfy the conditions (55) and (56) by choosing the function $R_L(r)$ in a form of a linear combination of the two solutions (45). We rely on solutions in the form of incident and outgoing waves [53], given by the functions $\zeta_L^{(+)}(kr)$ and $\zeta_L^{(-)}(kr)$, correspondingly, and we can show explicit dependence on the eikonal phase shift, $\xi_L(r)$:

$$R_L(r) = \frac{1}{2i}\frac{d}{dr}\left[\zeta_L^{(+)}(kr)e^{ik\ell(r)} - \zeta_L^{(-)}(kr)e^{-ik\ell(r)}\right],$$  

where $\zeta_L^{(\pm)}(kr) = \chi_L(kr) \pm i\psi_L(kr)$ (for discussion, see appendix A of [16]) with their asymptotic behavior given by

$$\zeta_L^{(\pm)}(kr) \sim e^{\pm i(kr - \xi_L)}.\quad (58)$$

In addition, $\xi_L(r)$ is the eikonal phase shift that is accumulated by the EM wave starting from the point of closest approach, $r = b$. The expression for the quantity is obtained directly from (46) by setting $z_0 = 0$ (or, equivalently, from (51) by dropping the $Q_{\ell}^2$-term), which results in

$$\xi_b(r) = -\frac{2\pi e^2}{m_c^2}\sum_{\ell = 1}Q_{\ell}^{-1}(\sqrt{b^2 - r^2}).\quad (59)$$

Clearly, the solution for $R_L$ from (57) satisfies (27) with the condition (37). It also satisfies conditions (55) and (56). Indeed, as the plasma potential exists only for $R_0 \leq r \leq R_e$, which is evident from (1) and (3), the eikonal phase $\xi_b$ is zero for $r < R_0$. Therefore, as $r \to 0$, the function $L \to \ell$ and the radial function $(57)$ becomes $R_L(r) \to \psi_L(kr)$ (56). However, we know that $\psi_L(kr)$ obeys the condition (55). Next, we consider another limit, when $r \to \infty$. Using the asymptotic behavior of $\zeta_L^{(\pm)}$ from (58), we see that, as $r \to \infty$, the radial function obeys the asymptotic condition (56), taking the form where the phase shift $b$ is given by the eikonal phase $\xi_b$ introduced by (46). As a result, we established that the radial function (57) represents a desirable solution to (27) inside the termination shock, $0 \leq r \leq R_e$.

We may further simplify the result (57), putting it in the following equivalent form:

$$R_L(r) = \cos \xi_b(r)\psi_L(kr) + \sin \xi_b(r)\chi_L(kr),$$  

which explicitly shows the phase shift induced by the short-range plasma potential.

To match the potentials (53) with those of the incident and scattered waves, the latter must be expressed in a similar series form, but with arbitrary coefficients. Only the function $\psi_L(kr)$ may be used in the expression for the potential inside the sphere since $\chi_L(kr)$ diverges at the origin. On the other hand, the scattered wave must vanish at infinity, and the functions $\zeta_L^{(+)}(kr)$ will impart precisely this property. These functions are suitable as representations of a scattered wave. For large values of the argument $(kr)$, the result behaves as $e^{ik\ell}/r$ and the Debye potential will be $\Pi \propto e^{ik\ell}/r$ for large $r$. Thus, at large distances from the sphere (i.e. beyond the termination shock boundary) the scattered wave is spherical, with its center at the origin $r = 0$. Accordingly, it will be used in the expression for the scattered wave, i.e. in the trial solution for the Debye potentials of the scattered wave for $r > R_e$.

Collecting results for the functions $\Phi(\phi), \Theta(\theta)$ from (23) and (24), correspondingly, and $R_L(r) = \zeta_L^{(+)}(kr)e^{i\ell L}(r)$ from (45), we have the Debye potential for the scattered wave:

$$\Pi \propto \frac{1}{r} \sum_{\ell = 0}^\infty a_{\ell}^r \zeta_L^{(+)}(kr)e^{i\ell L}(r)\left[a^r_m\cos(m\phi) + b^r_m\sin(m\phi)\right].\quad (61)$$

where $a^r_m, b^r_m$ are arbitrary and yet unknown constants and the relation between $L$ and $\ell$ is given by (28).

Representing the potential inside the termination shock via $\psi_L(kr)$ is appropriate. Hence the trial solution to (18) for the electric and magnetic Debye potentials inside the termination shock ($r < R_e$) relies on the radial function $R_L(r)$ given by (60) and has the form

$$\Pi_{\ell n} = \frac{1}{r} \sum_{\ell = 0}^\infty \sum_{m = -\ell}^\ell b_{\ell}^m \zeta_L(kr)\sin \xi_b(r)\chi_L(kr)\left[a^m_m\cos(m\phi) + b^m_m\sin(m\phi)\right].$$  

where $b^r_m, a^r_m, b^m_m$ are arbitrary and yet unknown constants. We recall that $\Pi$ relates to the electric, $\Phi/\ell_e$, or magnetic, $\mu/\ell_b$, Debye potentials by $\Pi(\ell) = \mu/\ell_e = \mu/\ell_b$, the expression that was introduced after (18).

Finally, in order for the components $\mathcal{E}_\parallel, \mathcal{E}_\perp$ and $\mathcal{H}_\parallel, \mathcal{H}_\perp$ to be continuous over the spherical surface $r = R_e$ of the termination shock boundary, the boundary conditions [15], set at the termination shock boundary, $r = R_e$, for the electron plasma distribution (1) and (3) with $n_0 = 0$ and thus with $\epsilon(R_e) = \mu(R_e) = 1$ have the form [12, 15]:

$$\begin{align*}
\frac{\partial}{\partial r}\left[r^\ell \Pi_{\ell 0} + r^\ell \Pi_{\ell 0}\right] &= 0, \\
\frac{\partial}{\partial r}\left[r^\ell \Pi_{\ell n} + r^\ell \Pi_{\ell n}\right] &= 0,
\end{align*}$$

$$\begin{align*}
\frac{d}{dr}\left[r^m \Pi_{m 0} + r^m \Pi_{m 0}\right] &= 0, \\
\frac{d}{dr}\left[r^m \Pi_{m n} + r^m \Pi_{m n}\right] &= 0,
\end{align*}$$

$$\begin{align*}
[r^\ell \Pi_{\ell 0} + r^\ell \Pi_{\ell 0}] &= [r^\ell \Pi_{\ell n} + r^\ell \Pi_{\ell n}], \\
[r^m \Pi_{m 0} + r^m \Pi_{m 0}] &= [r^m \Pi_{m n} + r^m \Pi_{m n}].
\end{align*}$$

From the geometric symmetry of the problem [15] and by applying the boundary conditions (63)–(66), we set the constants $a_{\ell n}$ and $b_{\ell n}$ for the electric Debye potentials as $a_{\ell 1} = 0, b_{\ell 1} = 0, a_{\ell 0} = b_{\ell 0} = 0$ for $m \geq 2$; and for the magnetic Debye potentials as $a_{m 0} = 0, b_{m 0} = 1, a_{m 0} = b_{m 0} = 0$ for $m \geq 2$, with identical values for $a^r_{\ell 0}$ and $b^r_{\ell 0}$.

As a result, the solutions for the electric and magnetic potentials of the scattered wave, $\Pi_{\ell 0}$ and $\Pi_{\ell n}$, may be given in terms of a single potential $\Pi_{\ell n}(r, \phi)$ (see [12] for details), which is

$$\begin{align*}
\Pi_{\ell n}(r, \phi, \theta) &= \frac{1}{r} \sum_{\ell = 0}^\infty a_{\ell n}^r \zeta_L^{(+)}(kr)e^{i\ell L}(r)\left[a^m_m\cos(m\phi) + b^m_m\sin(m\phi)\right],
\end{align*}$$

where

$$\Pi_{\ell n}(r, \phi, \theta) = \frac{1}{r} \sum_{\ell = 0}^\infty a_{\ell n}^r \zeta_L^{(+)}(kr)e^{i\ell L}(r)\left[a^m_m\cos(m\phi) + b^m_m\sin(m\phi)\right].$$

Thus, at large distances from the sphere (i.e. beyond the termination shock boundary) the scattered wave is spherical, with its center at the origin $r = 0$. Accordingly, it will be used in the expression for the scattered wave, i.e. in the trial.
In a relevant scattering scenario, the EM wave and the Sun are well separated initially, so the Debye potential for the incident wave can be expected to have the same form as in the pure plasma-free case that is given by (53). Therefore, the Debye potential for the inner region has the form:

$$\Pi_{1n}(r, \theta) = \frac{\cos \phi}{\sin \phi} \Pi_{10}(r, \theta),$$  \quad (68)

with the potential $\Pi_{1n}$ given as

$$\Pi_{1n}(r, \theta) = \sum_{\ell=1}^{\infty} r \int \frac{b_1 \cos \xi(r) \psi_L(kr) + \sin \xi(r) \chi_L(kr)}{kr} P_\ell^{(1)}(\cos \theta).$$  \quad (69)

We thus expressed all the potentials in the series form given in (52), and any unknown constants can now be determined easily. If we substitute expressions (53) and (67)--(69) into the boundary conditions (63)--(66), we obtain the following linear relationships between the coefficients $\alpha_\ell$ and $b_\ell$ from (67) and (69), correspondingly:

$$E_0 \frac{2\ell + 1}{\ell + 1} \psi'_L(kr) + \alpha_\ell \psi_L(kr) e^{i\xi_\ell(r)} = b_\ell R_L(r)|_{r=R_\ell},$$  \quad (70)

$$E_0 \frac{2\ell + 1}{\ell + 1} \psi'_L(kr) + \alpha_\ell \psi_L(kr) e^{i\xi_\ell(r)} = b_\ell R_L(r)|_{r=R_\ell},$$  \quad (71)

where $R_L(r)$ is from (60) and $'=d/dr$. From the definition of the eikonal phase (46) we see that

$$\xi_\ell'(r)|_{r=R_\ell} \approx -\frac{1}{2k} V_{sl}(r)|_{r=R_\ell}. \quad (72)$$

For the electron plasma distribution (1) and (3), the value $\xi_\ell'(R_\ell)$ is extremely small and may be neglected. Rescaling, for convenience, $\alpha_\ell$ and $b_\ell$ by introducing $\alpha_\ell$ and $\beta_\ell$ as

$$\alpha_\ell = \frac{E_0}{k^2} \frac{2\ell + 1}{\ell + 1} \alpha_\ell$$

and

$$\beta_\ell = \frac{E_0}{k^2} \frac{2\ell + 1}{\ell + 1} \beta_\ell,$$

from (70) and (71), we have:

$$\psi'_L(kR_\ell) + \alpha_\ell \psi_L(kR_\ell) e^{i\xi_\ell(R_\ell)} = \beta_\ell R_L(R_\ell),$$

$$\psi'_L(kR_\ell) + \alpha_\ell \psi_L(kR_\ell) e^{i\xi_\ell(R_\ell)} = \beta_\ell R_L(R_\ell).$$

Equations (74) may now be solved to determine the two sets of coefficients $\alpha_\ell$ and $\beta_\ell$:

$$\alpha_\ell = e^{-i\xi_\ell(R_\ell)} \psi'(kR_\ell) R'_L(R_\ell) - \psi'_L(kR_\ell) R_L(R_\ell) / R'_L(R_\ell),$$

and

$$\beta_\ell = \psi'(kR_\ell) e^{i\xi_\ell(R_\ell)} - \psi'_L(kR_\ell) e^{i\xi_\ell(R_\ell)} / R'_L(R_\ell).$$

Taking into account the asymptotic behavior of all the functions involved, namely (58) for $\psi_L$ and (54) for $\psi_L$ and $\chi_L$, we have the solution for the coefficients $\alpha_\ell$ and $\beta_\ell$:

$$\alpha_\ell = \sin \delta_\ell^*, \quad \beta_\ell = \alpha_\ell^*, \quad (77)$$

with $\xi_\ell^* = \xi_\ell(R_\ell)$ and $\delta_\ell^*$ being the phase shift induced by the plasma to the phase of the EM wave propagating through the solar system as measured at the termination shock, $\delta_\ell^* = \xi_\ell^*(*)$.

As expected, when the plasma is absent, $L = \ell$ and $\xi_\ell^* = 0$, the total plasma phase shift vanishes, resulting in $\delta_\ell = 0$. However, in the case of scattering by the plasma, $\xi_\ell^* = \xi_\ell(R_\ell) \neq 0$ and $\delta_\ell$ is important. For large heliocentric distances along the incident direction, for which $r \gg R_\ell$, and certainly for the region outside the termination shock, $r > R_\ell$, the eikonal phase shift $\xi_\ell^* = \xi_\ell(R_\ell)$, given by (59), together with (49), will be

$$\xi_\ell^* \approx \frac{2\pi \mu^2 r}{m_e c^2} \sum_{j=2}^{\infty} \alpha_j Q_j^\ast \left( \frac{R}{b} \right)^{j-1},$$

which, for any given $b$, is a constant value. In the case when $\mu/\ell \ll 1$ and (29) is valid, expression (77) for the plasma-induced delay, to $O(\mu^2/\ell^3)$, takes the form

$$\delta_\ell^* = -\frac{\pi \mu^2}{2\ell} + \xi_\ell^*.$$

We can evaluate the contribution of the plasma to the phase of the EM wave as the wave traverses the solar system. In the case of the electron number density model (4) and from (77), the plasma phase shift $\delta_\ell^*$ in (79) is given as

$$\delta_\ell^* = -\eta_2 \frac{R_\ell}{b} - \eta_6 Q_6^\ast \left( \frac{R_\ell}{b} \right)^5 - \eta_{16} Q_{16}^\ast \left( \frac{R_\ell}{b} \right)^{15} + ...,$$

with $\eta_2$, $\eta_6$, and $\eta_{16}$ having the form

$$\eta_2 = \frac{\pi \mu^2 R_\ell}{2 m_e c^2}, \quad \eta_6 = \frac{\pi \mu^2 R_\ell}{m_e c^2}, \quad \eta_{16} = \frac{\pi \mu^2 R_\ell}{m_e c^2},$$

where, to derive the expression for $\eta_2$, we used $\mu^2$ from (26) and approximated (77) for the case of $\mu/\ell \ll 1$ by using (29) with $Q_j^\ast$ in the incident direction is given by (50). Note that this approach results in the additional factor of $\pi/2$ (which came from the first term in (77)) that is characteristic to the eikonal approximation (see discussion in [26, 27]). To derive $\eta_6$ and $\eta_{16}$, we used (78). The empirical model for the free electron number density in the solar corona (4) results in the following value for the constants $\eta_2$, $\eta_6$, and $\eta_{16}$ in (81):

$$\eta_2 = 1.06 \left( \frac{\lambda}{1 \mu m} \right), \quad \eta_6 = 303.87 \left( \frac{\lambda}{1 \mu m} \right),$$

$$\eta_{16} = 598.17 \left( \frac{\lambda}{1 \mu m} \right).$$

(82)

Starting from $b \approx 3.65R_\ell$, the contribution from the $\eta_2$ term becomes the largest among the terms in (80) and rapidly becomes dominant over the remaining terms for larger impact parameters.
With this analysis and by using the value for \(\alpha_r\) from (73), together with \(\alpha_i\) and \(\delta^+_i\) from (77), we determine that the solution for the scattered potential (67), for \(r > R_s\), takes the form

\[
\Pi_s(r, \theta) = \sum_{l=1}^{\infty} \frac{E_0}{2k^2} \left( \sum_{l=1}^{\infty} i^{l-1} \frac{2l+1}{\ell(\ell+1)} \right) \zeta_{-l}^{(s)}(kr)e^{i2(\ell-l)(e^{2\theta}) - 1} P_l^{(1)}(\cos \theta).
\]  

(83)

We realize that the total EM field in this region is given as the sum of the incident and scattered waves, \(\Pi = \Pi_0 + \Pi_s\), with potentials given by (53) and (83), correspondingly. Also, using the asymptotic behavior of \(\zeta_{-l}^{(s)}\) from (58) and with the help of (77), we notice that at large distances from the Sun we can write \(\zeta_{-l}^{(s)}(kr)e^{i\xi_s} \approx \zeta_{-i}^{(s)}(kr)e^{-i\xi_s}\). As a result, we present the Debye potential in the region \(r > R_s\) in the following form:

\[
\Pi(r, \theta) = \Pi_0 + \Pi_s = \sum_{l=1}^{\infty} \frac{i^{l-1}}{k^2} \left( \sum_{l=1}^{\infty} \frac{2l+1}{\ell(\ell+1)} \right) \psi_l(kr) + \frac{1}{2i} \left( e^{2i\xi_s} - 1 \right) \zeta_l^{(s)}(kr) \right \} P_l^{(1)}(\cos \theta).
\]

(84)

Now we may consider the solution for the Debye potential inside the termination shock, for \(R_s \leq r \leq R_c\), using the value for \(\beta_i\) from (73), together with \(\beta_i\) from (77), we determine the solution for the inner Debye potential (77):

\[
\Pi_{s,c}(r, \theta) = \sum_{l=1}^{\infty} \frac{1}{k^2} \frac{i^{l-1}}{\ell(\ell+1)} e^{i\xi_s} \psi_l(kr) + \frac{1}{2i} \left( e^{2i\xi_s} - 1 \right) \zeta_l^{(s)}(kr) P_l^{(1)}(\cos \theta).
\]

(85)

As the solar plasma effect is rather weak, we may use the asymptotic expressions for \(\psi_l, \chi_L\) and \(\zeta_l^{(s)}\) for \(r \geq R_c\). Therefore, the radial function \(R_s(r)\) from (57) (or, equivalently, from (60)), in the region of heliocentric distances \(R_s \leq r \leq R_c\), may be given as

\[
R_s(r) = \frac{1}{2i} \left( \zeta_l^{(s)}(kr)e^{i\xi_s} - \zeta_l^{(-s)}(kr)e^{-i\xi_s} \right)
\]

\[
\approx e^{-i\xi_s} \psi_l(kr) + \frac{1}{2i} \left( e^{2i\xi} - 1 \right) \zeta_l^{(s)}(kr),
\]

(86)

where \(\xi_s\) has the form given by (77) where the eikonal phase \(\xi_s\) is given in its original form (59), namely

\[
\delta_i = -\frac{\pi}{2} (L - \ell) + \xi_s(r).
\]

(87)

Similarly to (79), in the case when \(\mu/\ell \ll 1\) and (29) is valid, expression (87) takes the form

\[
\delta_i = -\frac{\pi}{2} \frac{\mu^2}{\ell^2} + \xi_s(r) + O(\mu^4/\ell^4).
\]

As a result, outside the Sun, we may present (85) in the following equivalent form:

\[
\Pi_{s,c}(r, \theta) = \sum_{l=1}^{\infty} \frac{1}{k^2} \frac{i^{l-1}}{\ell(\ell+1)} e^{i\xi}(kr) \psi_l(kr) + \frac{1}{2i} \left( e^{2i\xi} - 1 \right) \zeta_l^{(s)}(kr) P_l^{(1)}(\cos \theta).
\]

(88)

Note that this solution is valid, in principle, even inside the opaque Sun. Indeed, because of the plasma model (1) and (3), the phase shift vanishes, \(\delta_i = 0\), and (88) reduces to the plasma-free solution (53).

Each term in (88) has the contribution of the ongoing plasma phase shift given as \(\delta^+_i = \delta_i(r)\), where \(\delta^+_i\) and \(\delta_i(r)\) are given by (77) and (87), correspondingly, with eikonal phase shifts for the short-range plasma potential \(\xi_s(r)\) and \(\xi^+_s\) given by (59) and (78), respectively. To evaluate these terms, we derive the differential plasma-induced phase shift for the heliocentric ranges \(R_s \leq r \leq R_c\). Defining \(\delta^+_i - \delta_i(r) = \zeta_s^+ - \zeta_s\), for \(r > R_s\), we compute

\[
\delta^+_i = -\frac{2\pi e^2 R_s}{m_e c^2 k} \sum_{l=1}^{\infty} \frac{1}{l} \left( e^{2i\xi} - 1 \right) \zeta_l^{(s)}(kr) \psi_l(kr).
\]

(89)

Clearly, \(\delta^+_s\) is significant only in the immediate vicinity of the Sun, where \(r \approx R_s\), but it falls off rapidly for larger distances. Using the phenomenological model (4), we estimate the magnitude of the differential phase shift (89). For this, with the help of (81) and (82), expression (89) takes the form

\[
\delta^+_s = \left\{ \frac{586.17}{R_s^5} \left( \frac{R_s^5}{b} \right)^{15} \left( Q_{\alpha^+} - Q_{\alpha} \right) \left( \sqrt{r^2 - b^2} \right) \right\}
\]

\[
\times \left\{ \frac{303.87}{R_s^5} \left( Q_{\alpha^+} - Q_{\alpha} \right) \left( \sqrt{r^2 - b^2} \right) \right\} \left( \frac{\lambda}{1 \mu m} \right).
\]

(90)

Examining this expression, we see that it reaches its largest value for the smallest impact parameter of \(b \approx R_s\). However, even for radio waves passing that close to the Sun, the phase shift (90) results in a practically negligible effect. Evaluating for \(\lambda \approx 1 cm\), the delay introduced by (90) at \(r = 10R_s\) is \(\delta^+_s = \delta^+_s(\lambda/2\pi) \approx 1 \mu s\) and rapidly diminishes as \(r\) increases. In fact, at heliocentric distances beyond \(r \approx 20R_s\), even for such rather long wavelengths, the differential phase shift introduced by (90) is totally negligible. Thus, we may treat \(\delta^+_s \approx 0\) in (89). In other words, based on the phenomenological model for solar corona (4), for \(r > 20R_s\), for most of the practical applications, we have \(\delta_i(r) \approx \delta^+_s\). As a result, the solution for the Debye potential in the solar system (88) is equivalent to (84).

We have now identified all the Debye potentials involved in the Mie problem, namely the potential \(\Pi_0\) given by (53) representing the incident EM field, the potential \(\Pi_s\) from (83) describing the scattered EM field outside the termination shock, \(r > R_s\), and the potential \(\Pi_{s,c}\) from (88) describing it inside the termination shock, \(0 < r \leq R_s\).

5. EM field in the solar system

The solution for the Debye potentials for the EM wave in the solar system, given by (83), describes the propagation of light in the extended solar corona. The presence of the Sun itself is not yet captured. For this, we need to set additional boundary
conditions that describe the interaction of the Sun with the incident radiation.

Boundary conditions representing the opaque Sun were introduced in [12, 45]. Here we use these conditions again. Specifically, to set the boundary conditions, we rely on the semiclassical analogy between the partial momentum, \( \ell \), and the impact parameter, \( b \), that is given as \( \ell = kb \) [32, 33]. We realize that rays with impact parameter \( b < R_\odot \) are absorbed by the Sun and those with \( b > R_\odot \) are transmitted (see discussion of that in [16]). The fully absorbing boundary conditions signify that all the radiation intercepted by the Sun is fully absorbed by it and no reflection or coherent reemission occurs. All intercepted radiation will be transformed into some other forms of energy, notably heat. Thus, we require that no scattered waves exist with impact parameter \( b < R_\odot \) or, equivalently, for \( \ell \leq kr R_\odot \). It means that we need to subtract the scattered waves from the incident wave for \( \ell \leq kr R_\odot \), as was discussed in [12].

5.1. The Debye potential for EM field in the solar system

To implement the boundary conditions for the EM wave in the solar system, we rely on the representation of the Riccati–Bessel function \( \psi_r \) via incident, \( \zeta_r^{(+) \gamma} \), and outgoing, \( \zeta_r^{(-) \gamma} \), waves as \( \psi_r = (\zeta_r^{(+)} - \zeta_r^{(-)})/2i \) (discussed in [16] and also after (30)) and express the Debye potential (84) as

\[
\Pi(r, \theta) = \frac{E_0}{2ik^2} \sum_{\ell=1}^\infty \frac{2\ell + 1}{\ell(\ell + 1)} \left( e^{2\alpha_k \zeta_r^{(+) \gamma}(kr)} - e^{-2\alpha_k \zeta_r^{(-) \gamma}(kr)} \right) P_\ell^{(1)}(\cos \theta). \tag{91}
\]

This form of the combined Debye potential is convenient for implementing the fully absorbing boundary conditions. Specifically, subtracting from (91) the outgoing wave (i.e., \( \propto e^{i\ell} \)) for the impact parameters \( b < R_\odot \) or equivalently for \( \ell \in [1, kr_\odot] \), we have

\[
\Pi(r, \theta) = \Pi_0(r, \theta) + \frac{E_0}{2ik^2} \sum_{\ell=1}^\infty \frac{2\ell + 1}{\ell(\ell + 1)} \left( e^{2\alpha_k \zeta_r^{(+) \gamma}(kr)} - e^{-2\alpha_k \zeta_r^{(-) \gamma}(kr)} \right) P_\ell^{(1)}(\cos \theta).
\]

This is our main result, valid for all distances and angles. It is a rather complex expression. It requires the tools of numerical analysis to fully explore the resulting EM field [47, 54, 55]. However, in most practically important applications we need to know the field in the forward direction. Furthermore, our main interest is to study the largest plasma impact on light propagation, which corresponds to the smallest values of the impact parameter. We may simplify the result (92) by taking into account the asymptotic behavior of the function \( \zeta_r^{(+) \gamma}(kr) \), considering the field at large heliocentric distances, such that \( kr \gg \ell \), where \( \ell \) is the order of the Riccati–Bessel function (see [56]). For \( kr \to \infty \) and also for \( r \gg r_c = \sqrt{(\ell + 1)/2} \) (see [12]), such an expression is given by (34) as

\[
\lim_{kr \to \infty} \zeta_r^{(+) \gamma}(kr) \sim \exp \left[ i \left( kr - \frac{\pi \ell}{2} + \frac{\ell(\ell + 1)}{2kr} + \frac{(\ell(\ell + 1))^2}{24k^2r^4} \right) \right] + O((kr)^{-5}), \tag{93}
\]

which includes the contribution from the centrifugal potential in the radial equation (25) (see e.g. appendix A in [16] or in [47]). As a result, expression (93) extends the argument of (58) to shorter distances, closer to the turning point of the potential (see discussion in appendix F of [12]). By including the extended centrifugal term in (93) we can now properly describe the contribution of the plasma potential to the bending of the light ray’s trajectory.

Thus, we may take the approximate behavior of \( \zeta_r^{(+) \gamma}(kr) \) in (93) and use (92) to present the solution for the Debye potential outside the termination shock, \( r > R_s \), as

\[
\Pi(r, \theta) = \Pi_0(r, \theta) + \frac{E_0}{2ik^2} \sum_{\ell=1}^\infty \frac{2\ell + 1}{\ell(\ell + 1)} \left( e^{2\alpha_k \zeta_r^{(+) \gamma}(kr)} - e^{-2\alpha_k \zeta_r^{(-) \gamma}(kr)} \right) P_\ell^{(1)}(\cos \theta) \tag{94}
\]

The first term in (94), \( \Pi_0(r, \theta) \), is the Debye potential of the pure vacuum case that may be derived from the solution obtained in [12]. For practical purposes, one may use an exact expression for \( \Pi_0 \), which may be given as [16]:

\[
\Pi_0(r, \theta) = \frac{E_0}{k^2r \sin \theta} \left( e^{ikr \cos \theta} - e^{-ikr} \right) + \frac{1}{2} (1 - \cos \theta) (e^{ikr} - e^{-ikr}), \tag{95}
\]

which is the Debye potential of the plasma-free EM wave. This solution is always finite and is valid for any angle \( \theta \).

The second term, \( \Pi_{\gamma}(r, \theta) \), is due to the fully absorbing boundary conditions and is responsible for the geometric shadow behind the Sun. The third term, \( \Pi_{\ell}(r, \theta) \), quantifies the contribution of the solar plasma on the scattering of the EM propagating through the solar system, and evaluated at the distance \( r > R_s \). Because of the plasma model (1) and (3), the last sum in (94) formally extends only to \( \ell = kr \), corresponding to the impact parameter \( b = R_s \). As expected, for \( r > R_s \), the phase shift \( \delta_r = 0 \) and the entire plasma-scattered wave vanishes.

With the solution for the Debye potential given in (94), and with the help of (8)–(13) (see also [12]), we may now compute the EM field in the various regions involved. Given the value of \((\omega_p/\omega)^2 \sim 10^{-2} \) for radio and \( \sim 10^{-11} \) for optical wavelengths), we may neglect the effect of the solar plasma, behaving as \( \propto \ell / r^2 \), on the amplitude of the EM wave. This is especially true at large heliocentric distances where the effect of the plasma on the amplitude of the EM wave is negligible.
The plasma will affect the delay of the EM wave, which is fully accounted for by the solution for the Debye potentials. Thus, we can put $\epsilon = \mu = 1$ in (8)–(13) and use the following expressions to construct the EM field in the static, spherically symmetric geometry (see details in [12]):

$$\begin{align*}
\begin{pmatrix} \hat{E}_r \\ \hat{H}_r \end{pmatrix} &= \begin{pmatrix} \cos \phi \\ \sin \phi \end{pmatrix} e^{-ikr\alpha(r, \theta)}, \\
\begin{pmatrix} \hat{E}_\theta \\ \hat{H}_\theta \end{pmatrix} &= \begin{pmatrix} \cos \phi \\ \sin \phi \end{pmatrix} e^{-ikr\beta(r, \theta)}, \\
\begin{pmatrix} \hat{E}_\phi \\ \hat{H}_\phi \end{pmatrix} &= \begin{pmatrix} -\sin \phi \\ \cos \phi \end{pmatrix} e^{-ikr\gamma(r, \theta)},
\end{align*}$$

(96)

with quantities $\alpha$, $\beta$ and $\gamma$ are computed from the known Debye potential, $\Pi$, as

$$\begin{align*}
\alpha(r, \theta) &= \frac{\partial^2}{\partial r^2}(r\Pi) + k^2(r\Pi), \\
\beta(r, \theta) &= \frac{1}{r} \left( \frac{\partial^2}{\partial \theta^2} r \Pi \right) + \frac{ikr(\Pi)}{r \sin \theta}, \\
\gamma(r, \theta) &= \frac{1}{r \sin \theta} \left( \frac{\partial}{\partial r} r \Pi \right) + \frac{ikr(\Pi)}{r}.
\end{align*}$$

(97)

We may now use these equations to compute the EM field in the region beyond the termination shock.

5.2. EM field in the shadow region

In the shadow behind the Sun (i.e. for impact parameters $b \leq R_s$) the EM field is represented by the Debye potential of the shadow, $\Pi_{ab}$, which is given by (94) as

$$\begin{align*}
\Pi_{ab}(r, \theta) &= \Pi_0(r, \theta) + \Pi_{ab}(r, \theta) \\
&= \Pi_0(r, \theta) + \frac{ikr E_0}{2k^2} \\
&\times \sum_{l=1}^{\infty} \frac{2\ell + 1}{\ell(\ell + 1)} e^{\left\{ (\ell + \frac{1}{2}) - \frac{2k^2r^2}{\ell} \right\}} P_l^{(1)}(\cos \theta).
\end{align*}$$

(98)

As was already discussed in [16], there is no EM field in the geometric shadow behind the Sun and, thus, no light other than the classical Poisson–Arago bright spot [57].

5.3. EM field outside the shadow

In the region outside the solar shadow (i.e. for light rays with impact parameters $b > R_s$), the EM field is derived from the Debye potential given by the remaining terms in (94) as

$$\begin{align*}
\Pi(r, \theta) &= \Pi_0(r, \theta) - \frac{ikr E_0}{2k^2} \sum_{l=1}^{\infty} \frac{2\ell + 1}{\ell(\ell + 1)} \\
&\times e^{\left\{ (\ell + \frac{1}{2}) - \frac{2k^2r^2}{\ell} \right\}} (e^{2k^2r^2} - 1) P_l^{(1)}(\cos \theta) \\
&= \Pi_0(r, \theta) + \Pi_p(r, \theta).
\end{align*}$$

(99)

Expression (99) is our main result for the region outside the termination shock, $r > R_s$. It contains all the information needed to describe the total EM field originating from a plane wave that passed through the entire region of the extended solar corona, characterized by an electron number density (3) that diminishes as $r^{-2}$ or faster.

The quantity $\Pi_0(r, \theta)$ in (99) is the Debye potential of the incident given by (95). Using the exact solution for $\Pi_0(r, \theta)$ given by (95), and with the help of (97) and (96), we compute the EM field produced by this potential [16]:

$$\begin{align*}
\begin{pmatrix} \hat{E}_r^{(0)} \\ \hat{H}_r^{(0)} \end{pmatrix} &= E_0 \sin \theta \begin{pmatrix} \cos \phi \\ \sin \phi \end{pmatrix} e^{i(kz-rt)}, \\
\begin{pmatrix} \hat{E}_\theta^{(0)} \\ \hat{H}_\theta^{(0)} \end{pmatrix} &= E_0 \cos \theta \begin{pmatrix} \cos \phi \\ \sin \phi \end{pmatrix} e^{i(kz-rt)},
\end{align*}$$

(100)

The quantity $\Pi_p(r, \theta)$ in (99) is the Debye potential for the plasma-scattered wave that has the form

$$\begin{align*}
\Pi_p(r, \theta) &= E_0 f_p(r, \theta) e^{ikr}, \quad \text{where} \\
f_p(r, \theta) &= -\frac{1}{2k^2} \sum_{l=-kR}^{\infty} \frac{2\ell + 1}{\ell(\ell + 1)} e^{\left\{ (\ell + \frac{1}{2}) - \frac{2k^2r^2}{\ell} \right\}} \\
&\times (e^{2k^2r^2} - 1) P_l^{(1)}(\cos \theta).
\end{align*}$$

(101)

To determine the components of the EM field produced by $\Pi_p(r, \theta)$, we use (101) in the expressions (97) that yield

$$\begin{align*}
\alpha(r, \theta) &= -E_0 \frac{e^{ikr}}{k^2r^2} \sum_{l=-kR}^{\infty} \left( \ell + \frac{1}{2} \right) \left( 1 - \frac{1}{ikr} \right) \\
&\times e^{\left\{ (\ell + \frac{1}{2}) - \frac{2k^2r^2}{\ell} \right\}} (e^{2k^2r^2} - 1) P_l^{(1)}(\cos \theta), \\
\beta(r, \theta) &= E_0 \frac{e^{ikr}}{ikr} \sum_{l=-kR}^{\infty} \left( \ell + \frac{1}{2} \right) e^{\left\{ (\ell + \frac{1}{2}) - \frac{2k^2r^2}{\ell} \right\}} (e^{2k^2r^2} - 1) \\
&\times \left\{ \frac{\partial P_l^{(1)}(\cos \theta)}{\partial \theta} - \frac{(\ell + 1)^2}{2k^2r^2} \right\} + \frac{P_l^{(1)}(\cos \theta)}{\sin \theta}, \\
\gamma(r, \theta) &= E_0 \frac{e^{ikr}}{ikr} \sum_{l=-kR}^{\infty} \left( \ell + \frac{1}{2} \right) e^{\left\{ (\ell + \frac{1}{2}) - \frac{2k^2r^2}{\ell} \right\}} (e^{2k^2r^2} - 1) \\
&\times \left\{ \frac{\partial P_l^{(1)}(\cos \theta)}{\partial \theta} + \frac{P_l^{(1)}(\cos \theta)}{\sin \theta} \right\}.
\end{align*}$$

(102) (103) (104)
To establish the solution for the EM field, we evaluate the expressions (102)–(104), substituting the results in (96).

5.4. Solution for the function $\alpha(r, \theta)$ and the radial components of the EM field

We begin with the investigation of $\alpha(r, \theta)$ from (102). To evaluate this expression, we use the asymptotic representation for $P_{\ell}^{(1)}(\cos \theta)$ from [46, 47, 58], valid when $\ell \to \infty$:

$$P_{\ell}^{(1)}(\cos \theta) = -\frac{\ell}{2\pi \ell \sin \theta} (e^{i(\ell + \frac{1}{2} + \frac{1}{2}i)\theta} + e^{-i(\ell + \frac{1}{2} + \frac{1}{2}i)\theta}) + O(\ell^{-\frac{3}{2}}) \quad \text{for} \quad 0 < \theta < \pi.$$  

(105)

This approximation can be used to transform (102) as

$$\alpha(r, \theta) = E_0 \frac{e^{iqr}}{kr^{\frac{1}{2}}} \sum_{\ell=0}^{\infty} \frac{(\ell + \frac{1}{2})\sqrt{\ell}}{2\pi \sin \theta} \left(1 - \frac{i}{kr}\right) (e^{2iq\ell} - 1) \times e^{\left(i\frac{q}{2} + \frac{i}{2}\right)\theta} (e^{i\theta + \frac{1}{2}i\theta} + e^{-i\theta + \frac{1}{2}i\theta}).$$  

(106)

We recognize that for large $\ell \gg kr_{\ell}$, we may replace $\ell + 1 \to \ell$ and $\ell + \frac{1}{2} \to \ell$. At this point, we may replace the sum in (106) with an integral:

$$\alpha(r, \theta) = E_0 \frac{e^{iqr}}{kr^{\frac{1}{2}}} \int_{\ell=kr_0}^{\infty} \frac{\ell}{\sqrt{2\pi \sin \theta}} d\ell \left(1 - \frac{i}{kr}\right) (e^{2iq\ell} - 1) \times e^{\left(i\frac{q}{2} + \frac{i}{2}\right)\theta} (e^{i\theta + \frac{1}{2}i\theta} + e^{-i\theta + \frac{1}{2}i\theta}).$$  

(107)

We can drop the $1/(kr)$ term in this expression, as its magnitude $1/(kr)$ times smaller compared to the leading term. The remaining integral may be evaluated by the method of stationary phase [12, 45], which applies to integrals of the type

$$I = \int A(\ell) e^{i\phi(\ell)} d\ell, \quad \ell \in \mathbb{R},$$  

(108)

where the amplitude $A(\ell)$ is a slowly varying function of $\ell$, while $\phi(\ell)$ is a rapidly varying function of $\ell$. The integral (108) may be replaced, to good approximation, with a sum over the points of stationary phase, $\ell_0 \in \{\ell_{2, \ldots}\}$, for which $d\phi/d\ell = 0$. Defining $\varphi^n = d^n\phi/d\ell^n$, we obtain the integral

$$I \approx \sum_{\ell_0 \in \{\ell_{2, \ldots}\}} A(\ell_0) \left[\frac{2\pi}{\varphi^n(\ell_0)} e^{i\varphi^n(\ell_0) + \frac{1}{2}i\varphi^n(\ell_0) + \frac{1}{2}i\varphi^n(\ell_0)}\right].$$  

(109)

Because the scattering term $(e^{2iq\ell} - 1)$ in (107) provides two contributions, each with a different phase, we will treat the integral (107) as the sum of two integrals: one with and one without the contribution from the plasma phase shift $2\beta$. To demonstrate our approach, we begin with the plasma-free case.

5.4.1. Evaluating the plasma-free term. For the term in (107) without the plasma phase shift, the relevant $\ell$-dependent part of the phase is of the form [16]

$$\varphi_{+}^{(\ell)} = \pm \left(\ell \theta + \frac{\pi}{4}\right) + \frac{\ell^2}{2kr} + \frac{\ell^4}{24k^3r^3} + O((kr)^{-5}).$$  

(110)

The phase is stationary when $d\varphi_{\pm}^{(\ell)}/d\ell = 0$, which implies

$$\pm \theta = \frac{\ell}{kr} \left(1 + \frac{\ell^2}{6k^2r^2}\right) + O((kr)^{-5}), \quad \text{or}$$

$$\ell = \pm kr \theta \left(1 - \frac{1}{6} \theta^2\right) + O(\theta^5),$$  

(111)

therefore, we may write the solution for the points of stationary phase

$$\ell_0 = \pm kr \sin \theta + O(\theta^5).$$  

(112)

Note that by extending the asymptotic expansion of $\zeta^{(\ell+1)}(kr)$ from (93) to $O((kr)^{-12n+1})$ (i.e. using the WKB approximation as was done in developing (34)), the validity of (112) extends to $O(\theta^{2n+1})$.

The solution for $\ell_0$ from (112) allows us to compute the phase for the points of stationary phase (110):

$$\varphi_{\pm}^{(\ell_0)}(\theta) = \pm \frac{\pi}{4} + kr \left(-\frac{1}{2} \theta^2 + \frac{1}{24} \theta^4\right) + O(\theta^6).$$  

(113)

To calculate $\varphi^n(\ell)$ to $O(\theta^n)$ as in (113), we need to include in the phase $\varphi^n(\ell)$ (110), another term $\propto \ell^2$, which may be taken from (34). This allows us to compute $\varphi^n(\ell_0)$:

$$\frac{d^2\varphi_{\pm}^{(\ell_0)}}{d\ell^2} = \frac{1}{kr} \left(1 + \frac{\ell^2}{2k^2r^2} + \frac{3\ell^4}{8k^4r^4} + O((kr)^{-6})\right)$$

or, for $\ell = \ell_0$, we have

$$\varphi^n(\ell_0) = \frac{d^2\varphi_{\pm}^{(\ell_0)}}{d\ell^2} \bigg|_{\ell=\ell_0} = \frac{1}{kr} \left(1 + \frac{1}{2} \theta^2 + \frac{5}{24} \theta^4 + O(\theta^6)\right).$$  

(114)

The remaining integral is easy to evaluate using the method of stationary phase. Before we do that, we need to bring in the amplitude factor for the asymptotic expansion $\zeta^{(\ell+1)}(kr)$ given by (93). This factor, which we denote by $a(\ell)$, is readily available from (34) in the following form:

$$a(\ell) = \exp \left[\frac{\ell (\ell + 1)}{4k^2r^2} + \frac{\ell(\ell + 1)(\ell + 1)}{8k^4r^4} + O((kr)^{-6})\right]$$

or, for $\ell = \ell_0$, $a(\ell_0) = 1 + \frac{1}{4} \theta^2 + \frac{7}{96} \theta^4 + O(\theta^6).$  

(115)

The fact that we did not use it in (93) does not affect results of the calculations above. However, as we shall see below, its presence is needed to offset some of the terms present in the phase of (110). The significance of this term is in the fact that it cancels the contribution of the $\theta$-dependence in (114).
Namely, using the result (115), we derive
\[
a(\ell_0) \sqrt{\frac{2\pi}{\varphi'}(\ell_0)} = \sqrt{2\pi \kappa r} + O(\theta^6). \tag{116}
\]

Now, using (116), we have the amplitude of the integrand in (107), for \( \ell \gg 1 \), taking the form
\[
A^{(0)}(\ell_0) a(\ell_0) \sqrt{\frac{2\pi}{\varphi'\varphi}(\ell_0)} = \frac{\ell_0}{\sqrt{2\pi \sin \theta}} a(\ell_0) \sqrt{\frac{2\pi}{\varphi'}}(\ell_0) = (\mp \pm \mp k^2 r^3 \sin \theta (1 + O(\theta^5)), \tag{117}
\]
where the superscript \([0]\) denotes the term with no plasma contribution.

As a result, the plasma-free part of the expression for the \( \delta \alpha^{[0]}(r, \theta) \) from (107) takes the form
\[
\delta \alpha^{[0]}(r, \theta) = -E_0 \sin \theta \delta \cos \theta + O(\theta^5). \tag{118}
\]

The validity of this result may be extended to \( O(\theta^{2n+1}) \) by extending the asymptotic expansion of \( \zeta^{(s)}(kr) \) (93) to \( O(k \theta^{-2n+1}) \). This can be done by following the approach that led to (34) and repeating the derivations above.

5.4.2. Evaluating the term with plasma contribution. We now turn our attention to the term in (107) that contains a plasma phase shift contribution. The relevant \( \ell \)-dependent part of the phase is given as
\[
\varphi^{[\pm]}(\ell) = \pm \left( \ell \theta + \frac{\ell^2}{2k} \right) + \frac{\ell^4}{24k^2 r^3} + 2\delta^*_b, \tag{119}
\]
with the plasma contribution clearly shown. From the definitions of (78) and (79), this plasma phase shift is given as
\[
2\delta^*_b = - \frac{\pi e^2 R_\odot}{m e c^2 k} \left\{ a_2 \frac{\pi R_\odot}{2} + \sum_{i \geq 2} \alpha_i Q^{(s)}_i \left( \frac{R_a}{b} \right)^{\beta - 1} \right\} \\
= - \frac{\pi e^2 R_\odot}{m e c^2 k} \sum_{i \geq 2} \frac{\alpha_i \beta_i}{\beta_i - 1} \left( \frac{1}{2} \beta_i + \frac{1}{2} \beta_i \right) \left( \frac{R_a}{b} \right)^{\beta - 1}, \tag{120}
\]
where we used the representation of \( Q^{(s)}_i \) via Euler’s beta function, as shown by (49).

The phase (119) is stationary when \( d\varphi^{[\pm]}/d\ell = 0 \), which, similarly to (111) and (112), implies
\[
\pm \theta + 2\delta^*_b = - \frac{\ell}{kr} \left( 1 + \frac{\ell^2}{6k\pi r} \right)
\]
or \( \ell_0 = \mp kr \sin(\theta \pm 2\delta^*_b) + O(\theta^5, \delta^*_b^3), \tag{121}\)
where \( \delta^*_b = d\delta^*_b/d\ell \) is the semiclassical angle of light deflection [59]. This angle may be computed from (78) and (79) by accounting for the semiclassical relation \( \ell = kb \). As a result, the light deflection angle is computed to be
\[
\delta^*_b = \frac{d^2 \delta^*_b}{k b} = \frac{\pi e^2}{m e c^2} \sum_{i \geq 2} \alpha_i \beta_i B \left( \frac{1}{2} \beta_i + \frac{1}{2} \beta_i \right) \left( \frac{R_a}{b} \right)^{\beta - 1}. \tag{122}
\]

Using the phenomenological model (4) in (122), we estimate the plasma deflection angle, \( \delta^*_b \), as a function of the impact parameter and the wavelength:
\[
\delta^*_b = \left\{ 6.60 \times 10^{-13} \left( \frac{R_a}{b} \right)^{16} + 2.05 \times 10^{-13} \left( \frac{R_a}{b} \right)^6 \right\} + 2.43 \times 10^{-14} \left( \frac{R_a}{b} \right)^2 \left( \frac{\lambda}{1 \mu m} \right)^2 \text{rad}, \tag{123}
\]
which suggests that for sungazing rays (i.e., for the rays with impact parameter \( b \approx R_a \)), the bending angle (123) reaches the value of \( \delta^*_b(R_a) = 8.65 \times 10^{-13} (\lambda/1 \mu m)^2 \) rad, which is large for radio wavelengths, but is negligible in optical or IR bands. For typical observing situations with reasonable Sun-Earth-probe separation angles [7–9], expression (122) provides a good description. Note that this expression for the plasma deflection angle, \( \delta^*_b \), is identical to that obtained in [6, 7] and used for the recent Cassini experiment [60]. As the earlier result was obtained with different physical assumptions and mathematical tools, such correspondence confirms the validity of our approach, which relies on the wave-optical treatment of the problem advocating for a direct solution of Maxwell’s equations.

With (121), we may compute the needed expressions for the value of the phase along the path of stationary phase:
\[
\varphi^{[\pm]}(\ell_0) = \pm \frac{\pi}{4} + kr \left( \frac{\ell^2}{2 \pi \theta^2} \right) \tag{124}
\]
For the second derivative of the phase along the same path, similarly to (114), we have
\[
\varphi^{[\pm]}(\ell_0) = \frac{d^2 \varphi^{[\pm]}(\ell_0)}{d\ell^2} = \frac{1}{k \pi \theta} \left( 1 + \frac{\ell^2}{2 \theta^2} \right) + O(\theta^6, \delta^*_b^3). \tag{125}
\]

Using (122), we estimate the magnitude of this second term in this expression:
\[
\frac{d^2 \delta^*_b}{d\ell^2} = - \frac{1}{k \theta} \left( \frac{\pi e^2}{m e c^2} \sum_{i \geq 2} \alpha_i \beta_i B \left( \frac{1}{2} \beta_i + \frac{1}{2} \beta_i \right) \left( \frac{R_a}{b} \right)^{\beta - 1} \right). \tag{126}
\]
Evaluating this quantity with the values from the empirical model (4), we see that for the smallest impact parameter
\[ b = R_c \] this quantity takes the largest value of \( 2d^2 \delta_1^1/dl^2 = 1.57 \times 10^{-26} (\lambda/1 \mu m)^3 \). This results in the fact that for optical wavelengths, even at the heliocentric distance of \( r \approx 6.5 \times 10^9 \) AU, this term will be over \( 10^4 \) times smaller than the \( 1/(kr) \) term in (125), representing a small correction to \( \varphi^{[0]}(t_0) \) that may be neglected for our purposes. This is equivalent to treating the deflection angle \( \delta \theta \), constant, which is consistent with the eikonal approximation [39-44].

As a result, the expression for the second derivative of the phase from (125) takes the form

\[ \varphi^{[2]}(t_0) = \frac{1}{kr} \left( 1 + \frac{1}{2} \theta^2 + \frac{5}{24} \theta^4 \right) + O\left( \theta^5, \delta \theta^2 \varphi^{\delta \theta^2} / k b \right). \]  

(127)

The relevant, plasma-dependent part in the integral in (107) now is easy to evaluate using the method of stationary phase. Similarly to (117), we have the amplitude of the plasma-dependent term in (107) evaluated to

\[ A^{[2]}(t_0) = \varphi^{[2]}(t_0) \sqrt{\frac{2 \pi}{\varphi'(t_0)}} \sin \left( \theta \pm 2 \delta \theta \varphi \right) + O\left( \theta^5, \delta \theta^2 \varphi^{\delta \theta^2} \right), \]  

(128)

where the superscript \([2]\) denotes the term due to the plasma phase shift. As it was done with (117), we can drop the \( 1/(kr) \) term as it is much smaller compared to the leading term. Also, using the fact that \( \sin \theta \approx b/r \), we may evaluate the expression \( (1 \pm \sin 2 \delta \theta \varphi / \sin \theta)^2 \approx 1 \pm rb \delta \theta \varphi / b + O(\delta \theta^2 \varphi^2) \). Considering (122), we see that the largest value of the bending angle, \( \delta \theta \varphi \), is reached at the smallest impact parameters, \( b = R_c \), limiting the size of this angle as \( \delta \theta \varphi \lesssim 8.65 \times 10^{-13} (\lambda/1 \mu m)^2 \) rad. As such, for optical wavelengths \( rb \delta \theta \varphi / b \) becomes significant only beyond \( 10^9 \) AU, which is beyond any practical significance. Therefore, we will neglect this term in our further considerations.

As a result, similarly to (118), we obtain the contribution of the plasma-dependent term in (107) in the form

\[ \delta \alpha^{[2]}(r, \theta) = E_0 \sin \theta \pm 2 \delta \theta \varphi \cos \theta \sin \theta \]  

(129)

With results (118) and (129) at hand, we may now present the quantity \( \alpha(r, \theta) \) from (107), with \( z = r \cos \theta \), as

\[ \alpha(r, \theta) = \delta \alpha^{[0]}(r, \theta) + \delta \alpha^{[2]}(r, \theta) \]  

(130)

Using the approach presented above, we may now evaluate the scattering efficiency factors \( \beta(r, \theta) \) and \( \gamma(r, \theta) \).

5.5. Evaluating the scattering functions \( \beta(r, \theta) \) and \( \gamma(r, \theta) \)

To investigate the behavior \( \beta(r, \theta) \) from (103), we need to establish the asymptotic behavior of \( P_{\ell}^{(1)}(\cos \theta) / \sin \theta \) and \( \partial P_{\ell}^{(1)}(\cos \theta) / \partial \theta \). For fixed \( \theta \) and \( \ell \to \infty \) this behavior is given\(^8\) [54] as (this can be obtained directly from (105)):

\[ \frac{P_{\ell}^{(1)}(\cos \theta)}{\sin \theta} = \left( \frac{2 \ell + 1}{\pi \sin^2 \theta} \right)^\frac{1}{2} \sin \left( \ell (\frac{1}{2} \cos \theta - \frac{\pi}{4}) + \frac{\theta}{(2kkr)^{1/2}} \right) + O(\ell^{-2}), \]  

(131)

\[ \frac{dP_{\ell}^{(1)}(\cos \theta)}{d \theta} = \left( \frac{2 \ell + 1}{\pi \sin \theta} \right)^\frac{1}{2} \cos \left( \ell (\frac{1}{2} \cos \theta - \frac{\pi}{4}) + \frac{\theta}{(2kkr)^{1/2}} \right) + O(\ell^{-2}). \]  

(132)

With these approximations, the function \( \beta(r, \theta) \) in the region outside the geometric shadow, takes the form:

\[ \beta(r, \theta) = E_0^{dE} \frac{e_{ikr}}{k \ell} \sum_{\ell=-\infty}^{\infty} \left( \ell + \frac{1}{2} \right) \left( \frac{h_{\ell + 1} - h_{\ell + 2}}{2kkr} \right) e^{2i\theta \ell_1} - 1 \]  

\[ \times \left( \left\{ \left( \frac{2 \ell + 1}{\pi \sin \theta} \right)^\frac{1}{2} \left[ 1 - \frac{\ell^2 (\ell + 1)^2}{2kkr^2} - \frac{\ell^4}{8kkr^4} \right] \right\} \cos \left( \frac{\ell (\frac{1}{2} \cos \theta - \frac{\pi}{4})}{(2kkr)^{1/2}} \right) + \frac{2 \ell + 1}{\pi \sin \theta} \right)^\frac{1}{2} \sin \left( \ell (\frac{1}{2} \cos \theta - \frac{\pi}{4}) + \frac{\theta}{(2kkr)^{1/2}} \right), \]  

(133)

For large \( \ell \gg 1 \), the first term in the curly brackets in (133) dominates, so that this expression may be given as

\[ \beta(r, \theta) = E_0^{dE} \frac{e_{ikr}}{k \ell} \sum_{\ell=-\infty}^{\infty} \left( \frac{2 \ell + 1}{\pi \sin \theta} \right)^\frac{1}{2} \left[ 1 - \frac{\ell^2}{2kkr^2} - \frac{\ell^4}{8kkr^4} \right] \times (e^{2i\theta \ell_1} - 1) e^{i\frac{\ell \theta}{(2kkr)^{1/2}}} \cos \left( \frac{\ell (\frac{1}{2} \cos \theta - \frac{\pi}{4})}{(2kkr)^{1/2}} \right) \]  

(134)

To evaluate \( \beta(r, \theta) \) from the expression (134), we again use the method of stationary phase. For this, representing (134) in the form of an integral over \( \ell \), we have:

\[ \beta(r, \theta) \approx -E_0^{dE} \frac{e_{ikr}}{kr} \int_{\ell=-\infty}^{\infty} \frac{\sqrt{\ell} d\ell}{\sqrt{2 \pi \sin \theta}} \left( 1 - \frac{\ell^2}{2kkr^2} - \frac{\ell^4}{8kkr^4} \right) \times (e^{2i\theta \ell_1} - 1) e^{i\frac{\ell \theta}{(2kkr)^{1/2}}} (e^{i\theta (\frac{1}{2} \cos \theta - \frac{\pi}{4})} - e^{-i\theta (\frac{1}{2} \cos \theta + \frac{\pi}{4})}). \]  

(135)

As we have done with (107), we treat this integral as a sum of two integrals: a plasma-free and a plasma-dependent term. Expression (135) shows that the \( \ell \)-dependent parts of the phase have a structure identical to (110) and (119). Therefore, the same solutions for the points of stationary phase apply. As a result, using (112) and (114), we evaluate (135) similarly to

\(^8\) We note that, for any large \( \ell \), formulae (131) and (132) are insufficient in a region close to the forward \( (\theta = 0) \) and backward \( \theta = \pi \) directions. More precisely, (131) and (132) hold for \( \sin \theta \gg 1/\ell \) (see discussion in [16]). Nevertheless, these expressions are sufficient for our purposes as in the region of interest the latter condition is satisfied.
To determine the remaining components of the EM field (96), we need to evaluate the function \( \gamma(r, \theta) \) from (104). For that, we use the asymptotic behavior of \( P^{(1)}_l (\cos \theta) / \sin \theta \) and \( \partial P^{(1)}_l (\cos \theta) / \partial \theta \) from (131) and (132), and rely on the method of stationary phase. Similarly to (133), we will drop the second term in the curly brackets in (104). The remaining expression for \( \gamma(r, \theta) \) will now be determined by evaluating the following integral:

\[
\gamma(r, \theta) = -\frac{E_0}{kr} \int_{t=kr}^{\infty} \frac{\sqrt{I} \, dl}{2\pi \sin \theta} \exp \left( \frac{i}{} \right) \times (e^{2ik\phi} - 1)(e^{i(\theta^2 + \phi^2)} - e^{-i(\theta^2 + \phi^2)}),
\]

Clearly, this expression yields the same equation to determine the points of the stationary phase (110) and (119) and, thus, all the relevant results obtained in section 5.4. As a result, we may present the integral (137) as

\[
\gamma(r, \theta) = E_0 \{e^{2ik\phi} - 1\} e^{ikz} + O(\theta^2, \delta \theta_p^2, \frac{r \delta \theta_p}{b}).
\]  

5.6. Diffraction of light in the solar system

At this point, we have all the necessary ingredients to present the ultimate solution for the scattered EM field in the eikonal approximation. To determine the components of the plasma-scattered EM field \( \vec{E}^s, \vec{H}^s \), we use the expressions that we obtained for the functions \( \alpha(r, \theta), \beta(r, \theta) \) and \( \gamma(r, \theta) \), which are given by (130), (136) and (138), correspondingly, and substitute them in (96). This allows us to compute the total field \( \vec{E}, \vec{H} \), which, in accord to (99), is given by the sum of incident EM field \( \vec{E}^{i0}, \vec{H}^{i0} \) from (100) and the plasma-scattered field \( \vec{E}^s, \vec{H}^s \). The total field \( \vec{E} = \vec{E}^{i0} + \vec{E}^s \) and \( \vec{H} = \vec{H}^{i0} + \vec{H}^s \), up to terms of \( O(\theta^4, \delta \theta_p^2, r \delta \theta_p / b) \) is given as:

\[
\begin{align*}
\frac{\vec{E}}{H} &= E_0 \sin \theta \left( \cos \phi \frac{2d\gamma^s}{d\ell} \right) e^{ikz(2\gamma^s - \omega)}, \\
\frac{\vec{H}}{G} &= E_0 \cos \theta \left( \cos \phi \frac{2d\gamma^s}{d\ell} \right) e^{ikz(2\gamma^s - \omega)}, \\
\frac{\vec{E}}{H} &= E_0 \left( -\sin \phi \cos \phi \right) e^{ikz(2\gamma^s - \omega)}. 
\end{align*}
\]  

This is our main result. It establishes the solution for the EM field propagating through the solar system. One can see that the total EM field behind the very large sphere, \( \lambda \ll R_s \), embedded in the spherically symmetric plasma distribution, has the structure similar to the incident EM wave. However its phase and propagation direction are affected by the plasma. We note that plasma the defocuses light rays, introducing aberrations that are small at optical wavelengths, but are significant in the radio bands. Images taken by conventional astronomical instruments will be affected by the static plasma. Although temporal variability in the plasma may introduce additional aberrations, at optical wavelengths such effects are small and may be accounted for with standard observational techniques [10, 17].

To consider the the impact of the solar plasma on the imaging properties of the astronomical telescopes, we need to know the energy flux at the image plane situated at a particular distance from the Sun, which is given by the Poynting vector, \( \vec{S} \). Following the discussion in section 3.6 in [12], we take \( \vec{E} \) and \( \vec{H} \) from (139) and (140), to appropriate order, we derive the following expression for the Poynting vector \( \vec{S} \) in cylindrical coordinates \( (r, \phi, \theta) \) [12, 61]:

\[
\vec{S} = \frac{c}{4\pi} \{ (\Re \vec{E}) \times (\Re \vec{H}) \} = \frac{c}{8\pi} E_0^2 (\pm 2\delta \theta_p ; 0 ; 1) + O(\delta \theta_p^2, \frac{r \delta \theta_p}{b}).
\]

where the overline, \( \overline{\tau} \), denotes time averaging. One may see that the scattering of light in the solar corona results in the refraction of light that is characterized by the angle \( \delta \theta_p \), as expected. As shown on figure 1, the presence of plasma changes the shape of the shadow behind the Sun from a cylindrical to a conical shape, starting with a rotational hyperboloid region, with asymptotes characterized by the plasma bending angle \( \theta_p \), and eventually (far outside the heliosphere at optical wavelengths) forming caustics, as it was also observed in [11].

The result given in (141) describes the angle of deflection of the light rays as they are scattered by the solar plasma, as shown in figure 1. This figure illustrates schematically that the direction of light rays changes as they traverse the solar system. The diagram also shows the surfaces of equal phase, representing the delay introduced by the plasma and the resulting tilt of the EM wavefront. The conical shape of the shadow is controlled by the ray’s bending angle.

6. Discussion and conclusions

We studied the propagation of EM waves in the vicinity of a very large opaque sphere representing our Sun, and considered the problem of diffraction of light in the presence of the extended solar corona. We considered a free electron plasma with a generic spherically symmetric and static distribution, the electron number density of which covers the
entire solar system all the way to the boundary of the heliosphere (3). We developed a wave-optical treatment of the diffraction of light in a realistic model of the plasma present in the solar system and studied the shadow cast by a large sphere in the presence of such plasma, thereby extending the results reported in [16].

In our approach we sought to solve the problem above by considering three regions that cover the solar system, namely (i) the Sun itself, providing the fully absorbing boundary conditions (see section 5.1) that let us study its shadow; (ii) the region within the solar system covering heliocentric distances from the solar surface to the edge of the heliosphere, $R_\odot \leq r \leq R_*$, which yields a description of the light scattering problem that is relevant to all astronomical observations conducted within the solar system, and (iii) the region that lies outside the heliosphere (see section 5), yielding a description of light scattering in the vicinity of any star, which is relevant for modeling contributions of plasma in extrasolar systems to any type of astronomical observations.

Solving the wave equation for the Debye potential in the presence of an arbitrary potential is a challenging problem. In fact, no closed form analytical solutions exist. However, we were able to apply the existing tools developed to address similar problems encountered in describing nuclear and atomic scattering. One of those tools—the eikonal or high-energy approximation (see sections 4.1 and 4.2)—was very effective in helping us to find a solution that satisfies our objectives. Using this method, we have shown that the presence of the plasma in the solar system results in a phase shift (120) and related change in the direction of the wave’s propagation (122) and (141).

Although, our results are similar to those obtained with usual geometric optics approximation, our approach was different: We directly solved Maxwell’s equations using the Mie formalism and relied on the eikonal approximation to develop the solution for the EM field from a wave-theoretical point of view. Based on the results that we obtained, we see that by tilting the wavefront, the static, spherically symmetric plasma (3) introduces optical aberrations and, thus, it affects image formation for astronomical observations conducted in the inner solar system. Similar situations are typically encountered in many areas of practical astronomy, including (i) navigation and tracking of interplanetary spacecraft where the presence of the solar plasma leads to the appearance of plasma-induced delay and is related to source brightness variations, especially for signals in the microwave frequency band (i.e. in VLBI) [6–9, 20, 29]; (ii) imaging of exoplanets with the solar gravitation lens, where observations are conducted on the solar background and, thus, proper modeling of the plasma contribution is critical [12, 13]; (iii) astrophysics research in crowded star fields where one needs to account for the plasma environment around foreground stars where the plasma’s presence results in the deflection and defocusing of light and also leads to a reduction in the brightness of the observed source [11, 62]; (iv) our approach may also be used to provide a wave-optical treatment for gravitational microlensing, where one typically has to deal with the plasma surrounding the lens and also leads to a reduction of the brightness of the observed source [11, 62, 63]; and also we emphasize that (v) physical and mathematical problems similar to those addressed in the present paper often arise in the description of nuclear and atomic scattering on various potentials, where one solves the time-independent Schrödinger equation in the presence of potential tails [26, 27, 34, 40, 41].

Our approach is derived from first principles and requires no ad hoc assumptions. Therefore, it may be easily augmented, e.g. by introducing latitude-dependent corrections to the plasma model and, if needed, the rotating Sun. For this, we may rely on the formalism to describe the relativistic reference frames from [64] that can be used to treat rotation. In addition, our rigorous treatment can also serve as a basis for further study, including reliable modeling of deviations from spherical symmetry. This work in ongoing; results will be presented elsewhere.

Figure 1. The effects of the solar shadow and the solar atmosphere on an incident plane EM wave. (Exaggerated, not to scale.) Most of the phase shift is gained in the vicinity of the Sun, where the plasma density is dominated by the terms with higher powers of $(R_\odot/r)$ in the empirical solar plasma model (4). Far outside the solar system, caustics form, as observed in [11].
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