Haptic Feedback Improves Human-Robot Agreement and User Satisfaction in Shared-Autonomy Teleoperation

Dawei Zhang\textsuperscript{1}, Roberto Tron\textsuperscript{2}, and Rebecca P. Khurshid\textsuperscript{2}

Abstract—Shared autonomy teleoperation can guarantee safety, but does so by reducing the human operator’s control authority, which can lead to reduced levels of human-robot agreement and user satisfaction. This paper presents a novel haptic shared autonomy teleoperation paradigm that uses haptic feedback to inform the user about the inner state of a shared autonomy paradigm, while still guaranteeing safety. This differs from haptic shared control, which uses haptic feedback to inform the user’s actions, but gives the human operator full control over the robot’s actions. We conducted a user study in which twelve users flew a simulated UAV in a search-and-rescue task with no assistance or assistance provided by haptic shared control, shared autonomy, or haptic shared autonomy. All assistive teleoperation methods use control barrier functions to find a control command that is both safe and as close as possible to the human-generated control command. For assistive teleoperation conditions with haptic feedback, we apply a force to the user that is proportional to the difference between the human-generated control and the safe control. We find that haptic shared autonomy improves the user’s task performance and satisfaction. We also find that haptic feedback in assistive teleoperation can improve the user’s situational awareness. Finally, results show that adding haptic feedback to shared-autonomy teleoperation can improve human-robot agreement.

I. INTRODUCTION

Teleoperation plays an important role in the robotics field by allowing humans to remotely work in hard-to-reach or hazardous environments. In traditional teleoperation systems (see Figure 1a), the human operator has full control over all of the robot’s actions, and no assistance (NA) is provided by the teleoperation system [1]. Unfortunately, it can be very challenging for a human operator to effectively use such a teleoperation system. For example, when flying a UAV, the human operator typically receives a limited field of view, which often leads to low levels of situational awareness, making it difficult to safely and accurately control the UAV [2], [3]. Therefore, substantial research has been dedicated to creating systems that help the human operator complete their desired task with higher levels of efficiency and safety.

Haptic shared control (HSC) has proven to be a promising approach to help the human operator remotely control a robot by providing haptic cues to the operator [4], [5]. As illustrated in Figure 1b, the human will feel these haptic cues but will still maintain full control authority over the robot. For example, in a driving task, a haptic shared controller might apply a torque to a steering wheel to help keep that car in its current lane [6]. The human operator can choose to follow the haptic suggestions, or they can overpower their forces to override them. The fact that the human operator maintains full control authority over the robot is both a strength and weakness of haptic shared control systems, depending on the application. In the case of remote control of agile UAVs, it has been repeatedly shown that although haptic shared control can improve a user’s ability to fly the UAV, human operators still tend to crash UAVs even when using haptic shared control [3], [7], [8].

Shared autonomy (SA) is an alternative approach to improve the robotic teleoperation by providing some levels of autonomous assistance. As shown in Fig. 1c, the direct link between the human’s control command and the robot’s action is broken by the autonomous controller. Therefore, in shared autonomy teleoperation, the human no longer maintains full control authority of the robot’s immediate action. Therefore, it can be difficult for the human operator to understand how and why their commands are modified by the autonomous assistance, which can lead to low levels of inner compatibility between the human and the shared autonomy system. The reduced
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transparency of the internal control loop can reduce users’ satisfaction and their willingness to use the robot [9], [10]. To address the challenge of balancing the task performance and safety, with system transparency and user satisfaction, we propose a **haptic shared autonomy (HSA)** teleoperation paradigm. As shown in Fig. 1d, haptic shared autonomy uses haptic feedback to help inform the user about the inner state of a shared autonomy system. Specifically, we propose that haptic feedback can better enable the human operator to understand how their commands compare to the action ultimately taken by the robot. We propose that this will lead to improved agreement between the human operator and the autonomous assistance, and also improve operator satisfaction.

In synthesis, the main contribution of this paper lies in proposing and evaluating a novel haptic shared autonomy teleoperation paradigm that takes the advantage of both shared autonomy and the ability to communicate safe actions via haptics feedback.

### II. RELATED WORK

#### A. Haptic Shared Control

One example of haptic shared control is in the use of virtual fixtures, which have been widely implemented to generate force feedback when the human operator commands the robot to an area protected by the virtual fixture [11], [12]. Other haptic shared control systems provide the human with warnings of a risk of collision between the robot and some protected region of space. For example, Lam et al. proposed a parametric risk field (PRF) to calculate the risk of a collision [7]. Brant and Colton set the magnitude of the haptic feedback to be proportional to the time that it would take the UAV to collide with an object in its environment [3]. Recently, our prior work introduced a haptic shared control system that used control barrier functions to help guide the human towards the input command that is closed to their current command and deemed to be safe, rather than simply warning them about the risk of collision [8]. Haptic shared control has also been implemented to help a human operator perform grasping tasks with a robotic arm. Abi-Farraj et al. used haptic feedback to help navigate a robotic arm to a predicted grasping pose among multiple targets [13]. In a similar setup, Pocius et al. also proposed to use forces to communicate the shared control’s prediction of the human’s goal to the human operator [10].

#### B. Shared Autonomy

Like haptic shared control, shared autonomy has been used to help improve safety for a human-controlled robot. Because the shared autonomy will command the robot’s final action, shared autonomy systems can guarantee safety. Recently, Xu and Sreenath used Control Barrier Functions (CBFs) as a supervisory controller that modifies the human operator’s control input and guarantees safe teleoperation of UAVs [14]. Similar shared-autonomy paradigms include outer-loop stabilization [15] and parallel autonomy [16]. For example, Schwarting et al. applied Non-linear Model Predictive Control (NMPC) to guarantee the safety of human-controlled automated vehicles [16]. Shared autonomy has also been applied to assistive systems that predict the user’s intent, then alter the user’s commands so that the robot makes better progress towards achieving the predicted human’s goal [9], [17], [18].

### C. Haptic Shared Autonomy

Although haptic feedback has been widely used for haptic shared control, haptic feedback has not been well-studied in the context of shared autonomy teleoperation. Masone et al. implemented haptic feedback in a shared planning method, in which the robot navigated a path whose parameters were jointly controlled by the human operator and an autonomous algorithm that ensured the path was safe and suitable for the task [19]. The team used haptic feedback to reflect the difference between the planned and traveled path. A user study found that the use of haptic feedback made it easier for the user to manipulate the robot’s planned path. The effect of haptic feedback has also been studied in a shared autonomy paradigm, where the autonomous assistance fully takes over some aspect of the task and disregards the human’s input. Griffin et al. implemented a shared autonomy system to help a human better control a robot manipulator. In this system, the autonomous assistance would regulate the manipulator’s grip force so as to not drop an object in the robot’s gripper. The authors were found to reflect the operator’s commanded grip, rather than the force measured at the robot’s fingertips [20]. To our knowledge haptic feedback has not been used in shared autonomy teleoperation when the human and autonomous assistance are working intimately together to have an immediate effect on the same aspect of the robot’s action, for example the robot’s position or velocity.

### III. METHODOLOGY

As discussed in Section I, there are many approaches that could be taken to create assistive teleoperation paradigms. In this research study, we use control barrier functions (CBFs) to find the control signal that is as close as possible to the human commanded control input and would also guarantee that the UAV does not collide with an obstacle. In this section, we first discuss our model of the UAV’s dynamics. We then briefly introduce CBFs with respect to our second order system. More details about CBFs can be found in [21]–[23].

#### A. Quadrotor UAV Dynamics and Control

In this paper, we consider quadrotor UAVs that fly at relatively low speeds without highly aggressive maneuvers, so that the roll and pitch angles of the quadrotor will remain small. Under such conditions, the dynamics of the UAV can be modeled by a double integrator, where the control input $u$ corresponds to the acceleration command of the UAV. Let $x = (x_1, x_2)$ with $x_1$ being the position of the UAV, and $x_2 = \dot{x}_1$ its velocity. The dynamics of the system then become:

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} =
\begin{bmatrix}
0 & 1 \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2
\end{bmatrix} + \begin{bmatrix}0 \\1\end{bmatrix} u. \tag{1}
\]
We can write (1) in a matrix form as:

\[ \dot{x} = Ax + Bu , \]  

where \( A \in \mathbb{R}^{n \times n} \), \( B \in \mathbb{R}^{n \times m} \) and \( u \in \mathbb{R}^{m} \). We implement a rate-control scheme, in which the position of the control interface, \( p_t \), is scaled by a constant factor, \( K_v \), to generate a desired velocity command, \( x_{2d} = K_v p_t \) for the UAV. We then define the user’s reference control input as:

\[ u_{ref} = \frac{1}{\Delta t} (x_{2d} - x_t) , \]  

where \( x_t \) is the velocity of the UAV and \( \Delta t \) is the rate of the control loop.

**B. Control Barrier Functions**

1) **Notation:** We denote the lie derivative of a function \( h(x) \) along the dynamics (2) as \( L_f h(x) := \frac{\partial h(x(t))}{\partial x(t)} Ax, L_g h(x) := \frac{\partial h(x(t))}{\partial x(t)} B \). We use \( L_f h(x) \) to denote a Lie derivative of order \( b \).

2) **Safety Set:** A continuously differentiable function \( h(x) \) can be defined a safety set \( C \), as follows:

\[ C := \{ x \in \mathbb{R}^n : h(x) \geq 0 \} . \]  

3) **CBFs for Second Order Systems:** The goal of control barrier functions is to always produce a control signal so that if \( x_0 \in \mathcal{C} \) implies \( x(t) \in \mathcal{C}, \forall t \in [x_0(t)] \), i.e. the system is forward invariant [24]. For a second order control system, a second-order exponential control barrier function can be used to constrain \( u \) to ensure safe control. That is that if the state of system is in the safe set, \( C \), then any control signal \( u \) from the set:

\[ U_{CBF} = \{ u \in U : L_f^2 h(x) + L_g L_f h(x) u + K [h(x) L_f h(x)]^T \geq 0 \} , \]  

will result in the state of the system remaining in the safety set [22] when \( K \) is chosen such that the real parts of eigenvalues of matrix \( A - BK \) are negative [22].

**C. Assistive Teleoperation via CBFs**

We can use a Quadratic Program with CBF constraints to find a control input that is as close as possible to the human’s commanded control while also guaranteeing safety. This formulation results in the following optimization problem:

\[ u_{CBF} = \arg \min_{u \in \mathbb{R}^m} \frac{1}{2} \| u - u_{ref} \| ^2 \]  

s.t. \( L_f^2 h(x) + L_g L_f h(x) u + K [h(x) L_f h(x)]^T \geq 0 \),

where \( u_{ref} \) is the reference control input that is provided by the human operator and \( u_{CBF} \) is the safe control input. As summarized in Table I, we can use \( u_{ref} \) and \( u_{CBF} \) to create a teleoperation condition that offers no assistance (NA), as well as haptic shared control (HSC), shared autonomy (SA), and haptic shared autonomy (HSA) teleoperation. In NA and HSC, the humans control input \( u_{ref} \) is sent to the UAV, giving the human full control authority. In SA and HSA, the safe control command \( u_{CBF} \) is used. HSC and HSA both use force feedback to inform the operator about the difference between their command and the closest safe control:

\[ F = K_f (u_{CBF} - u_{ref}) , \]  

where \( K_f \) is a constant parameter to adjust the magnitude of the haptic feedback.

**IV. USER STUDY DESIGN**

The goal of this paper is to assess whether haptic feedback can improve the user experience in a shared autonomy setting. Therefore, we designed a user study to test the following:

- **Hypothesis 1:** HSA improves the user’s task performance (speed and safety) and satisfaction in teleoperation tasks with respect to other paradigms shown in Table I.

During the user study, participants completed a simulated search-and-rescue task by using a simulated UAV to locate targets of interest in a forest-like environment under each of the four conditions (NA, HSC, SA, and HSA). We designed the study to also enable us to test the following specific hypotheses, which together support our main hypothesis.

- **Hypothesis 2:** Teleoperation paradigms with haptic feedback (HSC and HSA) will result in better situational awareness compared with other paradigms (NA and SA).

- **Hypothesis 3:** Teleoperation paradigms that include shared autonomy (SA and HSA) will result in better task performance compared with other paradigms (NA and HSC).

- **Hypothesis 4:** HSA will lead to better human-robot agreement as compared with SA.

The study was approved by the Boston University Institutional Review Board under protocol number 5070E.

**A. Experimental Setup**

During the user study, each participant navigated a simulated quadrotor UAV in a forest-like environment, as shown in Fig. 2. The UAV and the environment were simulated using CoppeliaSim [25]. The UAV had a radius of 0.25 m. The UAV was equipped with a forward-facing camera (for navigation) and a bottom-facing camera (for “inspection”). The view captured by the forward-facing camera was displayed on a 24-inch computer monitor, while the view captured by the bottom-facing camera was shown as a 5.5-inch insert at the top right of the screen, as shown in Fig. 3.

The forest-like environment was a 25 m by 15 m rectangular area that contained 45 cylindrical tree-like obstacles, each with a radius of 0.5 m. The environment also contained four targets. For each trial, the participant was asked to fly the UAV through the simulated environment to “inspect” each of the four targets.

For this environment, the safety set is the set of all states where the robot is not in contact with an obstacle.

**TABLE I: Teleoperation Conditions**

| Condition | Control Signal | Haptic Feedback |
|-----------|----------------|-----------------|
| NA        | \( u_{ref} \)  | None            |
| HSC       | \( u_{ref} \)  | \( K_f (u_{CBF} - u_{ref}) \) |
| SA        | \( u_{CBF} \)  | None            |
| HSA       | \( u_{CBF} \)  | \( K_f (u_{CBF} - u_{ref}) \) |
Approximating the quadrotor as a cylindrical disc, then the safety set can be described by using the following $h(x)$ in (4):

$$h(x) = \|x_1 - x_{1,o}\|^2 - r^2,$$

where $x_{1,o}$ denotes the position of the obstacle, $r$ denotes the sum of the radius of the UAV and the obstacle.

A 3D Systems Touch Haptic Device was used as the interface to control the motion of the UAV. The height of the robot above the floor was fixed and the user only had control of the robot’s horizontal position and yaw angle. The user controlled the robot from a first-person perspective so that moving the stylus forward (i.e. away from the user) would result in a motion in the direction of the UAV’s front-facing camera, moving the stylus to the left would result in the UAV banking left, and so on. The yaw angle of the UAV was controlled using the two buttons on the stylus of the haptic device, with one button commanding a counterclockwise rotation and the other commanding a clockwise rotation. The stylus command was mapped to the UA V’s commanded velocity. The stylus command was mapped to the UA V’s commanded velocity. The stylus command was mapped to the UA V’s commanded velocity and the other commanding a clockwise rotation.

The participants were asked to complete the task as quickly as possible without colliding with the simulated obstacles while prioritizing safety over speed.

Each trial started when the participant issued the first non-zero velocity command to the UAV. A successful trial ended when the participant inspected all four targets. A failed trial ended when the participant crashed the UAV into the obstacle in such a way that the simulated UAV lost flight. Participants completed a block of four trials for each condition, then provided subjective measures of their experience using the NASA Task Load Index (NASA-TLX) [26] and a custom survey. After the subject completed all four conditions, they completed a final survey where they rank-ordered the four conditions according to several criteria. Details of the two custom surveys are presented with the results.

V. RESULTS

We evaluate the results of the user study using both objective and subjective criteria.

a) Number of Failures: We recorded the number of successful trials and failures. The numbers of failures are shown in Fig. 4. For total 48 trials of each condition, there were 8 failed trials under HSC and 26 failed trials under NA. As expected, no failures were resulted under HSA and SA, since they issued the safe control signal to the UAV.

b) Task Performance Metrics: For each successful trial, we computed the following metrics when using each of the four conditions:

- $V_{\text{avg}}$: The average linear velocity of the virtual UAV.
- $T_{\text{collision}}$: It was possible for the UAV to lightly contact the obstacle and remain in stable flight. $T_{\text{collision}}$ is the...
Fig. 4: Results of the number of failures.

Fig. 5: Results of the metrics of the successful trials. Black brackets indicate significance between conditions at the $p < 0.05$ level. A greater value of $V_{avg}$ indicates a better performance. Lower values of $T_{collision}$ and Disagreement are preferable.

- **Disagreement**: The norm of the difference between the human operator’s command and the command returned by the shared autonomy divided by trial time.

Task metrics were analyzed using a repeated-measures analysis of variance (rANOVA) to determine whether the condition used to control the UAV had any effect on task performance or user experience. When a significant difference in subject performance was found, Tukey’s test was performed at a confidence level of $\alpha = 0.05$ to determine which methods led to significant differences in the metric.

As shown in Fig. 5, there is a significant effect on the collision duration ($F(3,27) = 6.7912, p = 0.001474$). HSA and SA have shorter collision duration compared with HSC and NA. When considering the results of the disagreement, the four conditions also have a significant effect ($F(3,27) = 22.136, p = 1.9255e-07$). HSC and NA caused less disagreement as compared with HSA and SA. In addition, HSA resulted in significantly less disagreement as compared with SA. The results did not show a significant difference among four tested conditions, in terms of average velocity ($F(3,27) = 0.94655, p = 0.43199$) for the successfully completed trials.

c) NASA-TLX: All users’ subjective ratings of the task performance and workload are shown in Fig. 6. No significant differences were found when comparing conditions on ratings of physical demand ($F(3,33) = 2.1183, p = 0.11671$) and temporal demand ($F(3,33)= 0.13142, p = 0.9407$). Significant differences were found when comparing the effect of each condition on mental demand ($F(3,33)= 6.2525, p = 0.0018$), performance ($F(3,33) = 15.048, p = 2.4171e-06$), effort ($F(3,33) = 5.582, P = 0.0033$) and frustration ($F(3,33)= 9.3405, p = 0.00013$). HSC and SA have significantly lower mental demand compared with NA. Participants reported a higher level of performance for HSA as compared with HSC and NA. Subjects also thought they performed better with HSC and SA than with NA. In addition, NA led to higher levels of effort as compared to SA and led to higher levels of frustration to participants as compared with both HSA and SA.

d) Post-condition Surveys: After completing the task with each condition, participants rated the condition on a scale that ranged from 0 to 100 using the following questions:

**Q1:** How easy was it to complete the task?
**Q2:** How easy was it to control the robot?
**Q3:** How confident were you in your ability to move the robot?
**Q4:** How well did the robot’s motion match your intended motion?
**Q5:** How would you rate your overall experience with this condition?
**Q6:** If you felt haptic feedback, how much did the feedback help you navigate the robot?

The results of the surveys are shown in Fig. 7. Responses to Q1-Q5 were analyzed with rANOVA with Tukey’s post-hoc test with $\alpha = 0.05$. The results showed that subjects generally rated the three assistive conditions more positively than NA, with significance being found for Q1 ($F(3,33) = 13.055, p = 0.0001198$), Q2 ($F(3,33) = 7.2053, p = 0.00075369$), Q3 ($F(3,33) = 10.618, p = 4.8663e-05$), and Q5 ($F(3,33) = 10.674, p = 4.6715e-05$). Furthermore, responses to Q6 indicate that subjects felt that the haptic feedback helped them to navigate the robot in the HSA and HSC conditions.

e) Post-experiment Rankings: After all four conditions were tested, each subject completed a final survey in which they ranked the four conditions according to their favorite method, the method that gave them the best awareness of the robot’s environment, the method that made them feel most immersed in the robot’s environment, the method they would choose to accomplish a task quickly, and the method they would choose to accomplish a task safely. We assigned a score of 4 to the best-ranked method and a score of 1 to the worst-ranked method. We then found the average score of all the subjects’ ranking for each condition. Fig. 8 shows the average ranking for each condition. HSA is the most preferred condition according to each of the metrics. Overall, subjects indicated that SA was their second favorite method overall and was their second preferred method to complete a task quickly and safely. Subjects indicated that HSC resulted in the second highest levels of awareness and immersion in the robot’s environment.

VI. DISCUSSION

Hypothesis 2 is directly supported by the results of the rankings that users picked HSA and HSC as the conditions that made them most aware of and feel most immersed in the robot’s environment. HSC teleoperation resulted in fewer
Our results also support Hypothesis 3. Because the CBF-based shared autonomy guarantees the safety of the UAV, no subject collided with the UAV when using either HSA or SA. Consistent with this fact, subjects also indicated that HSA and SA would be their top two choices to complete a task safely. No significant differences were found in the average velocity of the UAV between the conditions. However, subjects indicated that HSA and SA would be their top two choices to complete a task quickly, so subjects may feel most confident when flying the UAV with these conditions, which could result in faster task performance.

During this task, the user’s issues commands were significantly closer to the safe commands when using HSA as compared to SA, confirming Hypothesis 4. We note that this metric is only calculated for successful trials. Therefore, it makes sense that conditions without any shared autonomy (NA and HSC) resulted in the lowest levels of human-robot disagreement because the UAV would crash if the user’s control signal is too far from a safe control signal, resulting in a failed trial. Both SA and HSA have significantly higher levels of human-robot disagreement than NA and HSC. However, the results show that adding haptic feedback to a shared autonomy paradigm can lead the human to issue commands that are much closer to the commands issued by the autonomous assistance.

Because Hypothesis 2-4 are all supported by the user study results, we note the providing any form of assistance via HSC, SA, or HSA can improve the user’s performance and satisfaction when flying a UAV. HSA consistently outperforms the other assistive conditions, SA and HSC, as measured by user performance and user ratings. Therefore, our findings confirm Hypothesis 1.

VII. CONCLUSIONS AND FUTURE WORK

In this paper, we proposed a novel haptic shared autonomy teleoperation paradigm that uses haptic feedback to inform the user about the inner state of a shared autonomy paradigm. Shared autonomy teleoperation can guarantee safety, but does so by reducing the human operator’s level of control authority. This can lead to reduced levels of human-robot agreement and user satisfaction. Importantly, we find that adding haptic feedback to shared-autonomy teleoperation can improve both human-robot agreement and user satisfaction in shared autonomy teleoperation, while still providing formal guarantees to improve upon human-level performance.

Our immediate future work includes testing haptic shared autonomy on a real UAV. In this study, the haptic shared autonomy system never presented any stability issues. However, given that we are using force feedback, in the future we will update our control methods to guarantee system stability.
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