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Abstract

Purpose: This study develops a pattern recognition method that identifies patterns based on their similarity and their association with the outcome of interest. The practical purpose of developing this pattern recognition method is to group patients, who are injured in transport accidents, in the early stages post-injury. This grouping is based on distinctive patterns in health service use within the first week post-injury. The groups also provide predictive information towards the total cost of medication process. As a result, the group of patients who have undesirable outcomes are identified as early as possible based on health service use patterns.

Methods: We propose a multi-objective optimization model to group patients. An objective function is the cost function of k-medians clustering to recognize the similar patterns. Another objective function is the cross-validated root-mean-square error to examine the association with the total cost. The best grouping is obtained by minimizing both objective functions. As a result, the multi-objective optimization model is a semi-supervised clustering which learns health service use patterns in both unsupervised and supervised ways. We also introduce an evolutionary computation approach includes stochastic gradient descent and Pareto optimal solutions to find the optimal solution. In addition, we use the decision tree method to reproduce the optimal groups using an interpretable classification model.

Results: The results show that the proposed multi-objective semi-supervised clustering identifies distinct groups of health service use and contributes to predict the total cost. The performance of the multi-objective model has been examined using two metrics such as the average silhouette width and the cross-validation error. The examination proves that the multi-objective model outperforms the single-objective ones. In addition, the interpretable classification model shows that imaging and therapeutic services are critical services in the first-week post-injury to group injured patients.

Conclusion: The proposed multi-objective semi-supervised clustering finds the optimal clusters that not only are well-separated from each other but can provide informative insights regarding the outcome of interest. It also overcomes two drawbacks of clustering methods such as being sensitive to the initial cluster centers and need for specifying the number of clusters.
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Introduction

Transport accidents play an important role in public health as they are a leading cause for injury and mortality globally [1]. Therefore, an early distinct grouping of patients who are injured in transport accidents is informative for providing a customized level of care for patients [2]. This study aims to group injured patients based on minimal historical information in such a way that groups are meaningfully related to the outcome of interest. The historical information, we investigate in this study, is the health service used by patients in the first-week post-injury. The health service use is a rich source of information that can provide insights for the recovery process [3, 4], however, to the best of our knowledge, grouping patients based on health service use patterns and their association with injury outcomes has not been studied. In this study, we considered the total cost of recovery as the outcome of interest. This study gives insights to health service providers and health insurance policy makers for making appropriate decision by identifying the patients, with a high-risk of costly medication, as early as possible.

In this study, we use the payment data for patients who are injured within the state of Victoria, Australia. This data is part of a bigger cohort of data which recorded by the Transport Accident Commission and stored in an administrative database called the Compensation Research Database [5]. The sample data includes the patients with a non-fatal transport injury who their injury had occurred between 1 January 2010 and 31 December 2012 and their age at time of injury was over 15 and under 80 years old. After cleaning the data, the sample includes more than 1.6 million payment records which belong to 20,692 unique patients. We then transformed the dataset in a way to be
used to achieve the study’s aims. As a result, in the transformed
data, each row represents a patient, each column is a health
service and the values are the amount paid on each health service
for a patient within the first week post-injury. There are 19
columns (health services) in the dataset. These services are
categorized in eight standard Medicare categories [6] as
ambulance services, pharmacy, hospital services, medical
services, paramedical services, long-term care, vocational and
educational and other services include prosthetics and legislated
post-hospital support.

We developed a semi-supervised clustering method using
multi-objective optimization to achieve the aims of this study.
Both unsupervised and supervised information are used in semi-
supervised clustering [7]. Semi-supervised clustering has
attracted much interest recently [8-10]. Our proposed semi-
supervised clustering optimally divides the patients in groups
based on both health service use and association with the total
cost simultaneously. The proposed multi-objective optimization
model is to find the optimal clusters (groups) that minimize both
the clustering cost function and the prediction error. To find the
optimal groups, i.e. solve the optimization model, we introduce
an evolutionary computation approach which uses stochastic
gradient descent to update solution across generations. Also, as
we solve a multi-objective optimization model, the Pareto
optimal (non-dominated) solutions are considered.

The hypothesis for developing a multi-objective optimization
model is that it works better than single-objective ones to achieve the aims of the study as it intends to contribute to
both objective functions. In addition, reformulating a multi-
objective optimization model into a weighted average objective
function or a goal programming model leads to a failure for
finding non-dominated optimal solutions [11].

The main research question in this study is to recognize
patterns of utilizing health services for injured patients based on
the similarity of the patterns and their association with the
outcome of interest. Identifying these patterns as early as
possible provides insights about the medication procedure of
the patients. Developing a semi-supervised clustering is motivated
by taking advantages of multi-objective optimization models.
The proposed multi-objective semi-supervised clustering also
contributes to overcome two drawback of unsupervised
clustering methods as being sensitive to the initial solutions and
dependency on specifying the number of clusters in advance.

The proposed semi-supervised clustering is implemented on
the transformed dataset of transport accident injured patients.
The optimal groups of patients are found based on the health
service use in the first-week post-injury through the
implementation. These groups are well-separated and
informative about the total cost of medication. Once the optimal
groups are found, we compare the performance of the multi-
objective optimization model with single-objective ones. At the
end, we use the decision tree method to develop a set of
operational rules to identify the optimal groups. It should be
noted that this paper is an extended version of [12].

**Multi-objective semi-supervised clustering**

**Objective functions**

An objective function which we use in the proposed
optimization model is the cost function of the k-medians
clustering. The k-medians clustering is a robust clustering
method and is less sensitive to outliers in comparison with k-
means clustering [13]. In k-medians clustering, the objective is
to minimize the function formulated in Eq. 1.

$$ f(X) = \sum_{i=1}^{n} E[I_r(Z;X)\|Z - X^r\|_1] $$

where $Z \in \mathbb{R}^d, X = (X^1, ..., X^k)'$ and $X^r$ is the center of ith cluster, $\|\|_1$ is the norm 1 and calculates the absolute distance,
and $I_r$ is the indicator as defined by Eq. 2.

$$ I_r(z;X) = \prod_{j=1}^{k} \frac{1}{\|z - x^j\|_1} I[z - x^j] $$

which means that $X^r$ is the nearest center to z. So, data points
are assigned to the cluster with the nearest centre.

Another objective function aims to measure how much the
clusters are associated with the outcome of interest. It estimates
the cross-validated error of prediction for the multivariate linear
regression model where clusters are predictors. Therefore, in the
regression model, $I$ is the matrix of predictors which is
constructed based on $X$ (the set of cluster centres) so that $I_{ik}$ is
one if th record is allocated to kth cluster; otherwise it is zero.
So, the second objective function minimizes the m-fold Cross-
validation estimation of root-mean-square error as formulated in
Eq. 3.

$$ g(X) = \frac{1}{M} \sum_{m=1}^{M} \sqrt{\frac{\sum_{i \in F_m} (y_i - \hat{y})^2}{n_m}} $$

where $M$ is the total number of folds and $F_m$ is the mth fold
in the dataset, $n_m$ is the number of records in $F_m$, $y_i$ denotes the
actual values of outcome and $\hat{y}$ represents the predicted values
which are dependent on the set of cluster centres. The $\hat{y}$, the set
of predicted values for the outcome of interest, can be calculated by
Eq. 4.

$$ \hat{y} = [y_1]_{n \times 1} = [1, I]_{n \times (k+1)} \beta_{(k+1) \times 1} $$

where $\beta$ is estimated based on cluster assignment ($I = [I_k]$)
and the set of actual values of the outcome ($\hat{y} = [y_1]$) when $i$ is
not a member of $F_m$ (as formulated in Eq. 5).

$$ \beta = ([1, I][1, I]^{-1})'([1, I]') $$

The proposed semi-supervised clustering problem can be
completed as the bi-objective optimization model is formulated in
Eq. 6 at the end.

$$ \begin{align*}
\text{Min } f(X) \\
\text{Min } g(X)
\end{align*} $$

To calculate the objective functions, we need to create
distance and allocation matrices. The function to create these
matrices is outlined in Algorithm 1.
two objective functions, we use Pareto optimal solutions to find the best number of clusters. After constructing the multi-objective semi-supervised clustering model, an algorithm is needed to solve the optimization problem in order to find the best sets. The Pareto optimal solutions are the solutions that are not dominated by any other solution [21, 22]. In the proposed multi-objective semi-supervised clustering, the Pareto optimal solutions are the sets of cluster centres where there is no other set with lower values in both objective functions as both objective functions are to be minimized. We determine the Pareto optimal sets in each iteration and keep them in the next iteration, while we update the other sets using Eq. 7.

The stopping criterion for the iterative algorithm is set to reach a prespecified maximum number of iterations (τamax). The best set of cluster centres is selected among the Pareto optimal solutions in the last iteration. We firstly normalize the objective function values of the Pareto optimal sets using Eq. 9 [23].

\[
\text{NormPOS}_p = \frac{\text{POS}_{po} - \text{POS}_{Po}}{\text{sd}(\text{POS}_{Po})} \quad p = 1, 2, ..., n_p; \alpha = 1, 2
\]  

where \(\text{POS}_{po}\) refers to the \(0\)th objective function value for the \(p\)th Pareto optimal solution, \(n_p\) is the number of Pareto optimal solutions in the last iteration, \(\text{POS}_{Po}\) and \(\text{sd}(\text{POS}_{Po})\) are the mean and standard deviation values of the \(0\)th objective function for Pareto optimal solutions.

Then, we determine the positive ideal solution which includes the minimum value of objective functions across all Pareto optimal solutions (formulated as Eq. 10). After that, we measure the similarity between each Pareto optimal solution and the positive ideal solution using the cosine similarity measure as shown in Eq. 11 [24, 25]. Finally, we select the Pareto optimal solution with the highest similarity value as the best set of cluster centres which denotes the optimal clusters.

\[
\text{Pl} = \left( \min_\sigma \text{NormPOS}_{po} | p = 1, 2, ..., n_p; \alpha = 1, 2 \right) = (\text{Pl}_1, \text{Pl}_2) \quad (10)
\]

\[
\text{Similarity} (\text{NormPOS}_p, \text{Pl}) = \cos(\theta) = \frac{\text{NormPOS}_p, \text{Pl}}{\|\text{NormPOS}_p\|_2 \|\text{Pl}\|_2} \quad (11)
\]

where \(\text{Pl}\) is the positive ideal vector, \(\| \|_2\) is the norm 2 to calculate the magnitude of each vector and \(\text{NormPOS}_p, \text{Pl}\) is the inner product of two vectors.

The proposed evolutionary algorithm is outlined in Algorithm 2.

**Algorithm 1: Allocation-Distance function**

**Input:** A dataset \(Z\) and a set of cluster centres \(X\)

**Output:** A distance matrix \(D\) and an allocation matrix \(I\)

1. \(n \leftarrow \text{number of rows of } Z; k \leftarrow \text{number of rows of } X\)
2. \(D \leftarrow \text{An empty matrix with } n \text{ rows and } k \text{ columns}\)
3. \(I \leftarrow \text{An empty matrix with } n \text{ rows and } k \text{ columns}\)
4. **for** \(i\) from 1 to \(n\) **do**
5.   **for** \(j\) from 1 to \(k\) **do**
6.     \(D_{ij} = \text{sum}(\|Z_i - X_j\|)\)
7.   **end for**
8. **end for**
9. **if** \(D_{ij} = \min_i D_{ij}\) **then** \(I_{ij} = 1\) **else** \(I_{ij} = 0\)
10. **end if**
11. **end for**

**Algorithm 2: The proposed semi-supervised clustering**

**Input:** A dataset \(Z\); A vector for the outcome of interest \(Y\)

- The maximum number of clusters \(K\)
- Number of sets in the pool \(n_{pool}\)
- Maximum number of iterations (\(Iter_{max}\)) /* Stopping criterion */
- Learning rate parameters \(\alpha, c_y\), and \(c_a\)

**Output:** The optimal set of cluster centres \(X\)

1. **for** \(r\) from 1 to \(n_{pool}\) **do**
2.   **for** \(k\) from 2 to \(K\) **do**
3.     \(X_r \leftarrow \text{Randomly select } k \text{ samples from } Z \text{ as a set of cluster centres}\)
4. end for
5. end for
6. ObjFunc ← An empty matrix with $Iter_{max} \times n_{pool}$ rows and 2 columns
7. $\tau_a ← 1$
8. while $\tau_a \leq \tau_{a_{max}}$ do
9. for $r$ from 1 to $n_{pool}$ do
10. $Dr ←$ Distance matrix via applying algorithm 1 on Z and $X_r$
11. $Ir ←$ Allocation matrix via applying algorithm 1 on Z and $X_r$
12. $ObjFunc[1,] ← f(X_r)$ /* Using Eq. 1 */
13. $ObjFunc[2,] ← g(X_r)$ /* Using Eq. 3 */
14. end for
15. $n ← 0; P ←$ An empty vector to record Pareto solutions
16. for $r$ from 1 to $n_{pool}$ do
17. $m ← 0$
18. for $t$ from 1 to $n_{pool}$ not including $r$ do
19. if both $ObjFunc$ values of set $r$ are bigger than set $t$
20. then $m = m + 1$
21. if $m > 0$ then
22. for $j$ from 1 to the number of rows of $X_r$ do
23. $Zq ←$ Randomly select a sample from data points
24. allocate to cluster $j$
25. Update the cluster centre $j$ by $Zq$ /* Using Eq. 6 */
26. end for
27. else
28. $P[n] = r$
29. end if
30. end for
31. $\tau_a = \tau_a + 1$
32. $NormP ←$ Normalize the objective values of Pareto solutions /* Using Eq. 8 */
33. $PL ←$ Find the positive ideal solution /* Using Eq. 10 */
34. for $l$ from $P[1]$ to $P[n]$ do
35. $S[l] ←$ Calculate similarity between $PL$ and $NormP[l,]/* Using Eq. 11 */
36. end for
37. The set with the maximum value in $S$ is the optimal set

Implementation

In this section, we present the results of implementing the proposed semi-supervised clustering on the transformed dataset of the first-week post-injury health service use of injured patients. The outcome of interest is the total cost to recovery. The aim of this implementation is to find the separate groups of patients who have similar patterns of health service use and also have distinct level of the total costs at the end of their medication process. As a result, the group of patients who may lead to costly medication process (unwanted outcomes) can be identified at the early stages of their medication for receiving extra care.

For this implementation, we specify the number of cluster centre sets in the initial pool as 100 ($n_{pool}=100$). The number of clusters varies from 2 to 11 ($K=11$). The iteration process continues for 500 times ($\tau_{a_{max}}=500$). For the learning rate, we set parameters as $a = 3/4, c_a = 1$ (as recommended in [14]), and $c_v = 2000$ (based on experiments).

Fig. 1 (a) shows the initial pool of cluster centre sets using their clustering’s cost function and regression’s cross-validation error values. The red points are the Pareto optimal solutions. Fig. 1 (b) visualizes the final pool of cluster centre sets once the algorithm stops after 500 iterations. As can be seen, the number of Pareto optimal solutions increases, and sets move towards the Pareto frontier during the iteration process.

![Fig. 1 The pool of sets in the first iteration (a) and the 500th iteration (b)](image-url)
There are 36 Pareto optimal solutions in the final pool. Table 1 gives a summary on the frequency of number of clusters among Pareto optimal solution sets.

Table 1 Frequency of number of clusters

| Number of clusters | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  |
|--------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Frequency          | 10  | 10  | 6   | 4   | 0   | 1   | 2   | 1   | 1   |

We find the optimal set among Pareto optimal solutions based on their similarity with the positive ideal solution as described in Algorithm 2. The final optimal set contains three cluster centres i.e. it divides the patients into three groups. Fig. 2 shows different values of objective functions for the optimal set during the iterative algorithm. The optimal set becomes a Pareto optimal solution after 415 iterations.

Fig. 3 visualizes the clusters resulted from the optimal set of cluster centres using the first principal component (PC1) and the second principal component (PC2). It shows how well these clusters are separated from each other. Table 2 shows how many patients has been allocated into each cluster.

Table 2 Number of patients in each cluster

| Cluster   | Cluster 1 | Cluster 2 | Cluster 3 |
|-----------|-----------|-----------|-----------|
| Number of patients | 12,206     | 6,396     | 2,090     |

To compare the performance of the proposed multi-objective optimization model against the single-objective ones, we find the best sets of cluster centres when we just have one of the objective functions. For this comparison, we use two metrics. The first metric is the average silhouette width [18, 23, 26], which is a validity index, to measure the clustering performance. The average silhouette width value lies between -1 and 1 and the higher value demonstrates a better partitioning result. The second one measures the prediction accuracy using the cross-validation error of the regression model which the logarithm of total cost is the response variables and clusters are predictors. Table 3 presents the comparison results using the metric values of the optimal solutions, the average and standard deviation of the final pool. The comparison results show that the multi-objective optimization model provides clusters with better average silhouette width values. The results show that the single-objective model with the objective function of regression error find the optimal set with the lowest cross-validation error. However, the average silhouette width value for this set is very low. In addition, the average value of cross-validation error in the final pool for the multi-objective optimization model is lower than the single-objective ones. As a result, the multi-objective semi-supervised clustering model outperforms two other models by considering both metrics.

Table 3 Comparison results for optimization models

| Model          | Metric          | Multi-objective | k-Medians | Regression |
|----------------|-----------------|-----------------|-----------|------------|
|                | average         | cross-          | average   | cross-     |
|                | silhouette      | validation      | silhouette| validation |
| Optimal solution | 0.505           | 1.239           | 0.109     | 1.527      |
| Average        | 0.109           | 1.247           | 0.019     | 1.359      |
| standard       | 0.246           | 0.095           | 0.267     | 0.091      |
| deviation      | 0.011           | 1.266           | 0.236     | 0.106      |

The implementation results show that the optimal clusters can provide informative insights regarding the total cost of
medication. However, we need an interpretable algorithm to allocate future patients into the right groups based on the first-week post-injury health service use. To reach this goal, we use decision tree method to develop the algorithm. The developed algorithm can be interpreted into operational procedures that can be used easily by operators to find the proper groups for patients.

Fig. 4 shows how the decision tree allocates the patients into resultant clusters by defining a set of rules. The classification and regression tree method is used to create the decision tree. This classification model provides a transparent algorithm to group injured patients at the early stages. As can be seen, imaging and therapeutic services play an important role to define the classification rules.

We also investigate the performance of the interpretable algorithm derived by decision tree in predicting the resulted clusters. We set half of the dataset as training and the rest as testing datasets. We compare the testing dataset’s misclassification rate of the algorithm with classification models created by linear discriminant analysis (LDA) and naïve Bayes classifiers. Table 4 shows the comparison results where we can see the algorithm has the lowest misclassification rate. So, decision tree not only provides an interpretable algorithm, but also classify patients into their true clusters accurately.

Table 4 Classification comparison results

| Model                  | Decision tree | LDA | Naïve Bayes |
|------------------------|---------------|-----|-------------|
| Misclassification rate (%) | 2.1           | 13.8| 31.4        |

Conclusions

In this paper, we propose a semi-supervised clustering approach to group transport accident injured patients based on using similar patterns of health services in the first week post-injury and having similar total cost. This grouping is helpful for health service providers and policy makers to identify groups which need special care in the early stages of medication process using the minimum historical information.

For semi-supervised clustering, we develop a multi-objective optimization model with two objective functions for clustering and regression. We use stochastic gradient descent and Pareto optimal solutions within an evolutionary algorithm to find the optimal solutions. The proposed semi-supervised clustering not only finds the best clusters by minimizing both clustering cost function and regression cross-validation error but also contributes to overcome two drawback of clustering methods such as sensitivity to the initial cluster centres and prespecifying the number of clusters.

The implementation of the proposed semi-supervised method shows that the resultant clusters identify distinct groups of health service uses and contribute to predict the total cost. Also, we examine the performance of the multi-objective model using average silhouette width and cross-validation metrics. The examination proves that the research hypothesis is true, and the multi-objective approach outperforms the single-objective approaches. Finally, we use decision tree method as an interpretable algorithm to classify patients to clusters. The classification algorithm denotes that using imaging and therapeutic services in the first-week post-injury are critical services in health service use patterns.

For further research, we suggest implementing the proposed semi-supervised learning in different medical informatics problems. In addition, the various injury outcomes such return to work (RTW) [27] can be considered.
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