Signatures of a quantum stabilized fluctuating phase and critical dynamics in a kinetically-constrained open many-body system with two absorbing states
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We introduce and investigate an open many-body quantum system in which kinetically constrained coherent and dissipative processes compete. The form of the incoherent dissipative dynamics is inspired by that of epidemic spreading or cellular-automaton-based computation related to the density-classification problem. It features two non-fluctuating absorbing states as well as a $Z_2$-symmetric point in parameter space. The coherent evolution is governed by a kinetically constrained $Z_2$-symmetric many-body Hamiltonian which is related to the quantum XOR-Fredrickson-Andersen model. We show that the quantum coherent dynamics can stabilize a fluctuating state and we characterize the transition between this active phase and the absorbing states. We also identify a rather peculiar behavior at the $Z_2$-symmetric point. Here the system approaches the absorbing-state manifold with a dynamics that follows a power-law whose exponent continuously varies with the relative strength of the coherent dynamics. Our work shows how the interplay between coherent and dissipative processes as well as symmetry constraints may lead to a highly intricate non-equilibrium evolution and may stabilize phases that are absent in related classical problems.

I. INTRODUCTION

A paradigmatic setting for the study of nonequilibrium phenomena is provided by stochastic processes featuring absorbing states [1, 2], i.e., configurations which, once reached by the dynamics, can no longer be left. These systems typically follow elementary rules but display intriguingly complex nonequilibrium behavior. They describe the dynamics of epidemic spreading, the propagation of opinions in a group of voters and also relate to computing tasks, such as the density-classification problem [3–8]. Despite their microscopic simplicity, systems with absorbing states show phase transitions, even in one dimension, with universal behavior that possesses no counterpart in equilibrium. Already in the classical domain these models are challenging to investigate and analytic solutions remain scarce [1]. They become even more complex when quantum effects, such as coherence and entanglement, are introduced, which makes them ideal benchmark problems for numerical methods [9, 10] as well as for gauging the capabilities of quantum simulators [11–15].

The directed percolation hypothesis asserts that generic (classical) models with a single absorbing state should display emergent physics in the directed percolation universality class [16, 17]. This “rule” is rather general, but it can be broken by introducing additional symmetries. An example is the so-called Domany-Kinzel cellular automaton [18], which — at a particularly symmetric point — features two absorbing states and a universality class known as compact directed percolation [1, 2]. Recently, it has been shown that also quantum effects may alter the universal physics of many-body systems with absorbing states. This was demonstrated in the context of Markovian open quantum systems [19–26] featuring kinetically-constrained dynamics [9, 27–39], which are of interest also in closed-system settings [30, 31]. Recent works have shown that a quantum version of the so-called contact process [1] — possessing a single absorbing state — does not belong in the directed percolation universality class [9, 10] and that quantum effects even allow for a novel type of absorbing-state phase transitions [35].

In this paper, we introduce a kinetically-constrained open quantum system, depicted in Fig. 1(a-b), which allows us to investigate how quantum effects impact on the critical behavior of nonequilibrium processes with two absorbing states. By analyzing both stationary and dynamical properties we unveil a rich nonequilibrium phase diagram and obtain two key results. First, we show the existence of a fluctuating phase — stabilized by quantum effects — which prevents the system from approaching the absorbing-state manifold [as shown in Fig. 1(c)]. Such a novel phase is not supported by classical dynamics but can solely be observed when quantum coherence exceeds a certain strength. Second, at a $Z_2$-symmetric point — in which the classical dynamics of our model resembles that of the (symmetric) Domany-Kinzel cellular automaton — we observe critical power-law relaxation towards the absorbing-state manifold. The associated exponent appears to continuously vary from diffusive behavior $t^{-1/2}$ for vanishing quantum coherence — as expected for compact directed percolation [2] — to a superdiffusive one [46] for large coherent rates [as sketched in Fig. 1(d)]. Our findings demonstrate that open quantum systems with two absorbing states can display intriguing nonequilibrium physics, where quantum effects lead to novel stationary phases and dynamical behavior. Our numerical results suggest that this phenomenology can be observed even in one-dimensional quantum systems.
II. THE SYSTEM

We consider a quantum chain, with periodic boundary conditions, made of sites that can either be in state $\ket{\bullet}$ or in state $\ket{\circ}$ [cf. Fig. 1(a)]. For convenience, we introduce the Pauli matrices: $\sigma^\pm = \ket{\bullet}\bra{\circ} + \ket{\circ}\bra{\bullet}$, $\sigma^y = -i\ket{\bullet}\bra{\bullet} + \ket{\circ}\bra{\circ}$, and $\sigma^x = \ket{\bullet}\bra{\bullet} - \ket{\circ}\bra{\circ}$.

The dynamics of the system state $\rho(t)$ is governed by the quantum master equation

$$\dot{\rho}(t) = -i[H, \rho(t)] + D[\rho(t)].$$

(1)

The quantum Hamiltonian is given by

$$H = \sum_{k=1}^{L} K_k \sigma^x_k,$$

(2)

which describes coherent transitions at site $k$ occurring with a rate (“Rabi frequency”) which depends on the state of its neighboring sites [cf. Fig. 1(a)], as enforced by the operator $K_k$ for $\alpha > 0$. For the special value $\alpha = 1$, $K_k$ implements a so-called hard constraint: transitions take place solely when neighbouring sites are in different states, as shown in Fig. 1(a), analogously to the so-called XOR-Fredrickson-Andersen model [50]. Note that $H$ possesses a $\mathbb{Z}_2$ symmetry, since it is invariant under the transformation $\sigma^x \rightarrow -\sigma^x$ and $\sigma^z \rightarrow -\sigma^z$.

The second contribution in Eq. (1) accounts for dissipative classical processes and has the form

$$D[\rho] = \sum_{k,\nu} \left[ L_{k,\nu} \rho L_{k,\nu}^\dagger - \frac{1}{2} \left\{ L_{k,\nu}^\dagger L_{k,\nu}, \rho \right\} \right],$$

(3)

where the $L_{k,\nu}$ are the so-called jump operators. The rules depicted in Fig. 1(a) can be implemented through four types of jump operators ($\nu = \{\circ+\bullet-, \circ-, \bullet+, \bullet-\}$):

$$L_{k,\bullet\pm} = \sqrt{\gamma_{\bullet}\delta_{k\pm1}} \cdot \left(\sigma^\pm - \sigma^z n_{k\pm1}\right), \quad L_{k,\circ\circ} = \sqrt{\gamma_{\circ}\delta_k} \left(1 - n_{k\pm1}\right),$$

(4)

with $\sigma^\pm = (\sigma^x \pm i\sigma^y)/2$ and $n = \sigma^+ \sigma^- = \ket{\bullet}\bra{\bullet}$. The jump operators $L_{k,\bullet\pm}$ effectuate the transition $\ket{\circ} \rightarrow \ket{\bullet}$ at site $k$ when the right ($k + 1$), respectively, left ($k - 1$) neighbor of $k$ is in state $\ket{\bullet}$. Analogously, the operators $L_{k,\circ\circ}$ effectuate the transition $\ket{\bullet} \rightarrow \ket{\circ}$ at site $k$ when the right (left) neighbor of $k$ is in state $\ket{\bullet}$ [cf. Fig. 1(a)].

We parametrize the corresponding classical transition rates as $\gamma_{\bullet/\circ} = \gamma(1 \pm \kappa)$, where $\gamma$ sets the overall rate while $\kappa \in [-1, 1]$ introduces a bias in the different processes, making the transition $\ket{\circ} \rightarrow \ket{\bullet}$ more likely for $\kappa > 0$. By construction, the map in Eq. (3) possesses the absorbing states $\ket{\circ\circ\circ\cdots\circ}$ and $\ket{\bullet\bullet\bullet\cdots\bullet}$. For $\alpha = 1$ — in the following referred to as the absorbing-state regime — these are also eigenstates of the Hamiltonian in Eq. (2) so that, in this regime, these are absorbing states for the open quantum dynamics in Eq. (1). We note that the above model may be, in principle, realized with Rydberg atoms, as discussed in Refs. [39, 50].

As sketched in Fig. 1(b), the considered quantum system is dual to a domain-wall model [51–54]. In the dual lattice formed by bonds (and not by sites), one recognizes two types of particles: particle A representing the (kink) domain wall $\bullet$ and particle B representing the (anti-kink) domain wall $\circ$. These particles alternate in space, delimiting the extension of clusters of consecutive $\bullet$ or $\circ$ sites. Because of the rules introduced above, such particles can both coherently and incoherently hop, and be annihilated or generated in pairs AB or BA with different rates. Importantly, for $\alpha = 1$, their number cannot increase since pairs can only be annihilated and the model becomes a two-species “reaction-diffusion process” [11, 53, 56] with an additional quantum coherent dynamics. In this case, the absorbing states are identified by the states without AB or BA pairs. Thus, the density of domain walls is a valid order parameter in the dual space, delimiting the extension of clusters of consecutive $\bullet$ or $\circ$ sites, as discussed in Refs. [39, 50].
III. MEAN-FIELD ANALYSIS

To qualitatively understand the nonequilibrium behavior of our system, we perform a mean-field analysis, expected to be valid in sufficiently high dimensions. The equation of state for the average "magnetization", \(Z = \sum_{k=1}^{\Omega^2} (\sigma_k^z)/L\), in the mean-field stationary state, which we denote as \(Z_{SS}\), is [see Appendix B for details]

\[
\Omega^2Z_{SS} (1 - \alpha Z_{SS}^2)^2 = \gamma^2 \kappa (1 - Z_{SS}^2).
\]

This equation solely depends on the dimensionless parameter \(\Gamma = \kappa \gamma^2/\Omega^2\), quantifying the relative strength between classical and coherent dynamics, modulated by the asymmetry parameter \(\kappa\).

For \(\alpha = 1\), Eq. (6) features two solutions \(Z_{SS} = \pm 1\), corresponding to the two absorbing states. However, for \(\Gamma < 0, \Gamma > 0\) only the state with \(Z_{SS} = -1 (Z_{SS} = 1)\) is stable, as shown in Fig. 1(c) [cf. stationary solution I in Fig. 2(a)]. For large enough values of \(\Gamma\), these are the only physical solutions. However, moving within the absorbing-state regime towards \(\Gamma \to 0\) with \(\Omega \neq 0\), a stable fluctuating phase emerges at \(\Gamma_c = \pm 2/3\), as shown in Fig. 2(b) and anticipated in Fig. 1(c). The emergence of such "bi-stable" regime is reminiscent of a first-order phase transition, which also appears in the (mean-field) quantum contact process [30, 31].

To get insights into the origin of the nonequilibrium phase transition, we soften the Hamiltonian constraint and expand the analysis beyond the absorbing-state regime, i.e., we consider \(\alpha \neq 1\), for which there exist no absorbing states. The phase diagram in the \(\Gamma - \alpha\)-plane is shown in Fig. 2(a-b). The emergence of the stationary state II, shown in Fig. 2(b), is a consequence of the appearance of two critical points, located at

\[
(\pm\Gamma_c, \alpha_c) = \left( \pm \frac{4}{5} \sqrt{\frac{8\sqrt{6} - 3}{5}}, \frac{1}{25} (11 + 4\sqrt{6}) \right),
\]

with stationary magnetization \(Z_c = \pm \sqrt{2\sqrt{2/3} - 1}\). To investigate the universal behavior of the system, we perform a perturbative expansion around the critical points. For both points there is a special line in the \(\Gamma - \alpha\)-plane, parametrized by \(\lambda\), along which there appears the breaking of an emergent symmetry [37]. The order parameter behaves as \(Z_{SS} = \lambda^{1/2}\), shown in Fig. 2(c), with \(\lambda_c\) coinciding with the critical point. This is reminiscent of a mean-field Ising model: for \(\lambda > \lambda_c\), the system is "paramagnetic" while for \(\lambda < \lambda_c\) two "ferromagnetic" solutions emerge with a stationary exponent equal to 1/2.

IV. SINGLE-CLUSTER DYNAMICS

In the following we investigate whether signatures of a fluctuating phase are already visible in a one-dimensional system. We start by considering the case in which the initial state of the system features a single cluster of sites in \(\cdot\cdot\cdot\), or, equivalently, a single pair of A-B domain-wall particles [cf. Fig. 1(b)]. In the absorbing-state regime, the number of clusters cannot increase. The only relevant degree of freedom is thus the cluster length, equal to the number of bonds between particles A and B, counted from A onward. Such a single-cluster setting reduces to an effective single-body problem, as detailed in Appendix C.

We consider a system of length \(L\) that contains initially a cluster of size \(L/2\) (\(L\) even), focusing on the regime \(\kappa \in [0, 1]\). Here we calculate the probability \(P_c(t)\) for finding that, at time \(t\), the cluster has length \(L\), i.e., that the system ended up in the absorbing state preferred by the incoherent dynamics for \(\kappa > 0\) [cf. Fig. 1(a)]. As shown in Fig. 3(a), the approach to the stationary state is slower the larger the ratio \(\Omega/\gamma\) and the stationary value of \(P_c\) is smaller, see Fig. 3(b). This means that, while the system ends up in the absorbing-state manifold, for increasing \(\Omega/\gamma\) the probability of finding the system in state \(\cdot\cdot\cdot\) decreases. This is due to the fact that the coherent dynamics gives rise to symmetric domain-wall hopping. Thus, in the large \(\Omega/\gamma\) regime, the asymmetry introduced by \(\kappa\) becomes less relevant and there are higher chances that the system approaches the state \(\cdot\cdot\cdot\). While this may suggest that a fluctuating phase could emerge in the single-cluster setting, the dependence of \(P_c\) on the system size \(L\) shows that this is not the case. The stationary probability \(P_c\) indeed converges exponentially to 1, as shown in Fig. 3(c), indicating that even in the presence of quantum effects the system behaves as in the classical limit, \(\Omega = 0\).

We now analyze whether quantum effects impact on the dynamics at the \(\Omega_c\)-symmetric point (\(\kappa = 0\)). In the classical limit (\(\Omega = 0\)) the system falls here into the compact directed percolation universality class — just like the (symmetric) Domany-Kinzel cellular automaton [13]. This can be seen, for instance, by studying the behavior of the single-seed survival probability, \(S(t)\), defined as the probability of being outside the absorbing-state
manifold, at time $t$, when starting from a single site in $|•⟩$. Such a single-seed initial condition has also been widely investigated for the contact process, both in its classical [11, 2] and, more recently, in its quantum version [10, 34]. For the compact directed percolation phase diagram, the probability $P_κ(t)$ displays power-law dynamics $S(t) \approx t^{-1/2}$. As shown in Fig. 3(d), this scaling does not appear to change when coherent processes are introduced, i.e., $Ω$ increases.

V. MANY-BODY DYNAMICS IN 1D

So far the results suggest that, even in the presence of coherent dynamical processes, the model behaves exactly as in the classical limit, $Ω = 0$. However, we now show that this is not the case and that quantum effects become relevant when considering a genuine many-body setting. We still focus on the absorbing-state regime ($α = 1$) and take as initial state the Néel state $|• • • •⟩$. To investigate this setting, we use matrix product states and employ a time-evolving-block-decimation algorithm [58] that we developed using the package [61] which implements basic algebraic operations [62]. We considered system sizes up to $L = 14$, with periodic boundary conditions, and used different bond dimensions and discrete time-steps to check consistency of our results. In particular, we find that a bond dimension $χ = 64$ correctly captures the time evolution of the considered observables for all the cases we have simulated.

First, we investigate whether an emergent fluctuating phase [cf. Fig. 1(c)] can be observed in this many-body setting. To this end, we study the time-evolution of the average magnetization $Z$, considering $κ > 0$. As shown in Fig. 4(a), for small values of $Ω$, $Z$ tends to a stationary value associated with an appropriate statistical mixture of the two absorbing states. Upon increasing the system size $L$, the stationary magnetization increases towards the value 1. This indicates that the stationary state converges to the absorbing state $|• • • •⟩$, which is the one preferred by positive values of $κ$. This scenario is identical to that in the classical limit ($Ω = 0$), suggesting that for small values of $Ω$, the Hamiltonian $H$ acts as a perturbation which merely introduces an additional diffusive contribution with rate $Ω^2/γ$ [27] (see also Appendix D). However, when $Ω$ surpasses a “critical” threshold, a completely different phenomenology emerges. As shown, e.g., by the curve with $Ω = 3$ in Fig. 4(a), the system sustains here a “meta-stable” phase, characterized by small (in modulus) values of the magnetization. In this regime, quantum fluctuations due to the coherent dynamics are strong enough to keep the system away from the absorbing-state manifold. Due to finite-size effects, clearly the system eventually approaches the absorbing-state manifold. However, the trend shown upon increasing $L$, i.e., the emergence of a plateau value for the magnetization and the fact that the meta-stable phase survives for longer times when $L$ is larger, suggests that such a fluctuating phase may become stable in the limit $L → ∞$. In the inset of Fig. 4(a), we provide an estimated phase diagram showing where the emergence of such a phase may be expected. This is obtained by considering which parameters lead to an initial decrease in the modulus of $Z$ for increasing system sizes.

Finally, we analyze the $Z_2$-symmetric point $κ = 0$ for...
\(\alpha = 1\). In this case, the density of domain walls

\[ n_{DW} = \frac{1}{L} \sum_{k=1}^{L} (n_{k-1}(1-n_k) + (1-n_{k-1})n_k), \]

always decays to zero. Interestingly, however, it does so by showing a power-law decay \(n_{DW} \approx t^{-\delta}\), which is sustained for longer and longer times for increasing system sizes [cf. Fig. 3(b)]. The power-law exponent \(\delta\) continuously varies from the (classical) diffusive value \(\delta = 1/2\) to a super-diffusive one \((\delta > 1/2)\) for increasing \(\frac{\Omega}{\gamma}\). The largest \(\delta\) is between 1/2 and 1 — also observed in Ref. [40] for different models. As shown in Fig. 4(b), this value is close to the value \(\delta \approx 0.7\), reminiscent of a super-diffusive exponent 2/3. Quantum effects thus appear to accelerate the domain-wall annihilation process in the \(Z_2\)-symmetric regime.

VI. DISCUSSION

We introduced a nonequilibrium quantum system featuring two absorbing states [cf. Fig. 1]. Its mean-field phase diagram in Fig. 2 displays a bi-stable regime with two possible stationary states. Within the absorbing-state regime, we have shown that sufficiently strong quantum effects can lead to the emergence and the stabilization of a novel fluctuating phase, which is not possible in classical regimes. At the \(Z_2\)-symmetric point \((\kappa = 0)\), a fluctuating phase does not exist in one dimension, not even in the presence of quantum effects. On the contrary, the coherent dynamics leads to a speed-up of the (power-law) approach to the absorbing-state manifold. The associated algebraic (power-law) exponent, shown in Fig. 4(b), seems to continuously vary with \(\frac{\Omega}{\gamma}\). This is reminiscent of the so-called quantum contact process, in which the decay of the particle density at the critical point also follows a power-law with a continuously varying exponent [10]. Moreover, also in that system, the dynamics of a single initial seed (corresponding to our single-cluster dynamics) shows no qualitative deviations from the classical problem, similar to what we observe in our model [cf. Fig. 3(d)].
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Appendix A: Mapping to the domain wall model

In this section, we explain the mapping of the system discussed in the main text, see Eqs. (1)-(4), to a model of domain walls with the Kramers-Wannier duality transformation, see, e.g., Ref. [51–54]. In particular, for the sake of simplicity in the explanation of the mapping, we follow the notation convention of Ref. [54], where a chain of \(L+2\) sites with open boundary conditions is considered. The two spins at the boundary points of the chain 0 and \(L+1\) are fixed to be down.

Within the duality transformation a one-dimensional “dual lattice” is associated to the original one-dimensional spatial lattice. Sites of the dual lattice correspond to the bonds of the original lattice (and vice versa). On each site \(k\) of the dual lattice a set of dual spin operators \(\mu_k^\alpha (\alpha = x, y, z)\) is defined as

\[
\sigma_k^x = \mu_k^x\mu_{k+1}^x, \quad \sigma_k^y = (-1)^{k+1} \left( \prod_{l=1}^{k-1} \mu_l^y \right) \mu_k^y\mu_{k+1}^y, \\
\sigma_k^z = (-1)^{k+1} \prod_{l=1}^{k} \mu_l^z,
\]

with the inverse transformation given by

\[
\mu_k^x = \left( \prod_{l=1}^{k-1} \sigma_l^y \right), \quad \mu_k^y = -\sigma_{k-1}^y\sigma_k^y \left( \prod_{l=1}^{k-2} \sigma_l^x \right), \quad \mu_k^z = -\sigma_k^z\sigma_{k-1}^z.
\]

Note that Eqs. (A1) and (A2) apply to \(L+2\) spin operators \(\sigma_k^\alpha\) defined on the original lattice sites \(k = 0 \ldots L+1\) with two fictitious down spins at the boundary points of the chain 0 and \(L+1\), as anticipated at the beginning of this section. One has therefore \(L+1\) dual lattice operators \(\mu_k^\alpha\), defined on the dual lattice sites (the bonds of the original lattice) \(k = 1 \ldots L+1\). At the boundary dual lattice sites, one accordingly has \(\mu_0^x = \sigma_0^y\) and \(\mu_{L+1}^x = \sigma_L^y\). From Eqs. (A1) and (A2), it is also simple to check that the operators \(\mu_k^\alpha\) can be considered as Pauli spin operators since they satisfy the same Pauli spin algebra as the corresponding \(\sigma_k^\alpha\) operators. We note that \(\mu_k^y\) in Eq. (A2) feels whether neighbouring spins are aligned or not and therefore whether a domain wall is present on the bond \(k\) or not. The total number of domain walls operator \(N_{DW}\) is accordingly given by

\[
N_{DW} = \sum_{k=2}^{L} \frac{1 + \mu_k^z}{2}.
\]

Note that Eq. (A3) involves a sum over the \(L-1\) bulk sites of the dual lattice (thereby excluding the two fictitious spins at the boundary sites 0 and \(L+1\)) as a
consequence of the open boundary conditions adopted in this section. From the third equation in (A2), it is, however, immediate to verify that the density of domain walls \( \eta_{DW} = (L-1)^{-1}N_{DW} = (L-1)^{-1}\sum_k (1+\mu_k^x)/2 \) coincides with the expression in Eq. (7) of the main text (up to a boundary term, irrelevant in the thermodynamic limit \( L \to \infty \), coming from the choice of periodic boundary conditions taken in Eq. (7)). It is, moreover, important to emphasize that \( \mu_k \) is invariant under \( Z_2 \) transformations and, as a matter of fact, it does not distinguish a kink (\( \circ - \) A particle – see Fig. 1 in the main text) from an anti-kink (\( \circ \circ \) B particle). The operator \( \mu_k \), instead, flips all the spins to the left of the lattice site \( k \), and, therefore, it creates a domain wall upon acting on a state with all the spins pointing upwards (or downwards).

The mapping of the model in Eqs. (1)-(4) in terms of the dual spin operators in Eqs. (A1) and (A2) is useful as it sheds light on the emergent physics of the open quantum system in terms of domain wall particles hopping (both coherently and incoherently) and pairwise annihilating. We start by writing the Hamiltonian in Eq. 2 with the dual spin operators as

\[
H = \Omega \sum_{k=1}^{L} \mu_k^x \mu_k^{x*} + \alpha \mu_k^y \mu_k^{y*} \\
= \sum_{k=1}^{L} \left( \frac{1 + \zeta}{2} \right) \mu_k^x \mu_k^{x*} + J \left( \frac{1 - \zeta}{2} \right) \mu_k^y \mu_k^{y*},
\]

(A4)

where \( J \geq 0 \) parameterizes the ferromagnetic interaction constant and \( \zeta \) the anisotropy between the couplings in the \( x \) and the \( y \) directions. In particular \( J \) and \( \zeta \) are function of \( \Omega \) and \( \alpha \) as

\[
J = \Omega (1 + \alpha), \quad \zeta = \frac{1 - \alpha}{1 + \alpha}.
\]

(A5)

The Hamiltonian in Eqs. (A4) and (A5) is readily recognized as the XY spin chain with open boundary conditions, which can be mapped to a free fermionic theory, see, e.g., Ref. 63. In the case \( \alpha = 1 \), where the constraint in the Hamiltonian (2) becomes hard, \( \zeta = 0 \) and equation (A4) reduces to the XX spin chain, as remarked also in Ref. 54. The transverse magnetization \( M = \sum_k \mu_k^z \) of the XY chain is equal (up to a constant) to the total number of domain walls \( N_{DW} \) in Eq. (A3). The latter is, consequently, conserved only for \( \alpha = 1 \), i.e., in the case of the XX spin chain Hamiltonian. In the case \( \alpha \neq 1 \) of the XY model, as a matter of fact, domain walls can be created or annihilated in pairs and therefore only their parity is conserved under the Hamiltonian time evolution. The states with zero number of domain walls, \([...00000...]\) and \([...11111...]\), are therefore stationary states of the Hamiltonian only for \( \alpha = 1 \), as stated in the main text.

To proceed with the mapping of the open quantum system considered in the main text to the domain wall picture we need to consider the dissipative part of the dynamics in Eqs. (A6) and (A7). The four types of jump operators in Eq. (4) residing at each lattice \( k \) in the domain wall picture are written as

\[
L_{k, \bullet +} = \sqrt{\gamma} \sigma_k^+ n_{k+1} = \sqrt{\gamma} \left( \frac{1 + S_{k+1}}{2} \right) (\mu_k^- \mu_{k+1}^+ + \mu_k^+ \mu_{k+1}^-),
\]

(A6a)

\[
L_{k, \bullet -} = \sqrt{\gamma} \sigma_k^- n_{k-1} = \sqrt{\gamma} \left( \frac{1 + S_{k-1}}{2} \right) (\mu_k^- \mu_{k+1}^+ + \mu_k^+ \mu_{k+1}^-),
\]

(A6b)

\[
L_{k, o +} = \sqrt{\gamma} \sigma_k^+(1 - n_{k+1}) = \sqrt{\gamma} \left( \frac{1 - S_{k+1}}{2} \right) (\mu_k^- \mu_{k+1}^+ + \mu_k^+ \mu_{k+1}^-),
\]

(A6c)

\[
L_{k, o -} = \sqrt{\gamma} \sigma_k^-(1 - n_{k-1}) = \sqrt{\gamma} \left( \frac{1 - S_{k-1}}{2} \right) (\mu_k^- \mu_{k+1}^+ + \mu_k^+ \mu_{k+1}^-),
\]

(A6d)

with \( \mu_k^\pm = (\mu_k^x \pm i \mu_k^y)/2 \) the raising-lowering operator for the dual lattice spin operators. The rates are parametrized as in the main text \( \gamma_{\gamma} \gamma_\alpha = \gamma (1 \pm \kappa) \). In Eq. (A6), \( S_k \) denotes a string operator

\[
S_k = (-1)^{k+1} \prod_{i=1}^{k} \mu_i^z = \sigma_k^z, \quad \text{with} \quad S_k^2 = 1.
\]

(A7)

One realizes that each of the jump operators describes a superposition of a AB (or BA) pair destruction (\( \mu_k^+ \mu_{k+1}^- \)) process and incoherent hopping of particles A-kink (or B, anti-kink) to the right (\( \mu_k^- \mu_{k+1}^+ \)) or to the left (\( \mu_k^+ \mu_{k+1}^- \)), as shown in Fig. 1(b) of the main text. Crucially, these processes happen with different rates (\( \gamma_\bullet \) and \( \gamma_o \)) depending on the pair annihilated (AB or BA) and on the particle hopping being A or B and on the direction of the hopping. The dual operators \( \mu_k^\pm \), as stated before, do not, however, distinguish particles A from the B ones. This is accomplished by the factors in Eq. (A9) containing the string operator \( S_k \) (A7), which constrain the hopping depending on the magnetization of the left or right neighbouring spin and therefore it identifies the nature
of the particle involved in the process being A or B. Note that the operator \( S_k \) is non-local in terms of the dual lattice operators \( \mu_k \), since the latter is not sensitive to the direction of the magnetization, but only to the relative alignment of neighboring spins.

The jump operators in Eq. (A0) cause the number of domain walls to decrease in time. The vacuum states of domain walls \([\ldots \bullet \bullet \ldots\) and \([\ldots \circ \circ \circ \ldots\) are, however, stationary states of the full master equation (1) only for \( \alpha = 1 \). For \( \alpha \neq 1 \), as a matter of fact, the Hamiltonian can create pairs of A and B particles and the stationary state can, therefore, exhibit a finite density of domain walls.

### Appendix B: From the Heisenberg equations to the mean-field equation of state for the magnetization

In this section, we show how to obtain, within a mean-field analysis, the equation of state for the stationary magnetization presented and discussed in the main text.

The starting point is the calculation of the Heisenberg equations of motion for the single-site spin operators. The equations are the following

\[
\begin{align*}
\partial_t \sigma_m^z &= 2\alpha \Omega \sigma_m^y \left( \sigma_m^{z-2} \sigma_{m-1}^z + \sigma_{m+2}^z \right) - (\gamma_\star + \gamma_o) \sigma_m^z, \\
\partial_t \sigma_m^\star &= -2\alpha \Omega \sigma_m^y - 2\alpha \Omega \left[ \sigma_m^x \left( \sigma_{m-2}^x \sigma_{m-1}^z + \sigma_{m+2}^x \sigma_{m+1}^z \right) - \sigma_m^z \sigma_{m-1}^z \sigma_{m+1}^z \right] - (\gamma_\star + \gamma_o) \sigma_m^\star, \\
\partial_t \sigma_m^\circ &= 2\Omega \sigma_m^y \left[ 1 - \alpha \sigma_{m-1}^z \sigma_{m+1}^z \right] - (\gamma_\star + \gamma_o) \left[ \sigma_m^z - \frac{1}{2} \left( \sigma_{m-1}^z + \sigma_{m+1}^z \right) \right] + (\gamma_\star - \gamma_o) \left[ 1 - \frac{\sigma_m^z}{2} \left( \sigma_{m-1}^z + \sigma_{m+1}^z \right) \right].
\end{align*}
\]  

\(\text{(B1a)}\)

\(\text{(B1b)}\)

\(\text{(B1c)}\)

In passing, we note from Eq. (B1c) that the magnetization \( \sum_{k=1}^L \sigma_k^z/L \) is conserved at the \( Z_2 \) symmetric point \( \kappa = 0 \) only in the case the Rabi frequency \( \Omega \) is set to zero. Then, we take the expectation value of the above equations and perform a so-called mean-field decoupling of the correlation functions, e.g., \( \langle \sigma_m^\star \sigma_k^\circ \rangle \approx \langle \sigma_m^\star \rangle \langle \sigma_k^\circ \rangle \). Further assuming a homogeneous initial state, which amounts to \( \langle \sigma_k^\star \rangle = \langle \sigma_k^\circ \rangle, \forall k, h \), we can introduce the variables \( X \equiv \langle \sigma_k^\star \rangle, Y \equiv \langle \sigma_k^\circ \rangle \) and \( Z \equiv \langle \sigma_k^\circ \rangle \). Within such a homogeneous mean-field approximation, the following set of dynamical mean-field equations are obtained

\[
\begin{align*}
\dot{X} &= 4\alpha \Omega X Y Z - 2\gamma X, \\
\dot{Y} &= -2\Omega Z - 2\alpha \Omega Z \left( 2X^2 - Z^2 \right) - 2\gamma Y, \\
\dot{Z} &= 2\Omega Y \left( 1 - \alpha Z^2 \right) + 2\gamma \kappa \left( 1 - Z^2 \right).
\end{align*}
\]

\(\text{(B2a)}\)

\(\text{(B2b)}\)

\(\text{(B2c)}\)

To obtain the stationary state of the system, we need to set the left-hand sides of the above equations to zero. This yields \( X_{SS} = 0, Y_{SS} = -\frac{3}{2} Z_{SS} \left( 1 - \alpha Z_{SS}^2 \right) \) as well as the equation of state for the magnetization \( Z_{SS} \)

\[
\Omega^2 Z_{SS} \left( 1 - \alpha Z_{SS}^2 \right)^2 = \gamma^2 \kappa \left( 1 - Z_{SS}^2 \right),
\]

\(\text{(B3)}\)

which is Eq. (5) of the main text.

### Appendix C: Effective single-cluster model

As mentioned in the main text, the single-cluster setting can be investigated through an effective single-body dynamical model. This can be obtained by defining the states \( |m\rangle \), with \( m = 0, 1, \ldots L \) denoting the extension of the cluster.

\[
\begin{align*}
\partial_t \sigma_m^z &= 2\alpha \Omega \sigma_m^y \left( \sigma_m^{z-2} \sigma_{m-1}^z + \sigma_{m+2}^z \right) - (\gamma_\star + \gamma_o) \sigma_m^z, \\
\partial_t \sigma_m^\star &= -2\alpha \Omega \sigma_m^y - 2\alpha \Omega \left[ \sigma_m^x \left( \sigma_{m-2}^x \sigma_{m-1}^z + \sigma_{m+2}^x \sigma_{m+1}^z \right) - \sigma_m^z \sigma_{m-1}^z \sigma_{m+1}^z \right] - (\gamma_\star + \gamma_o) \sigma_m^\star, \\
\partial_t \sigma_m^\circ &= 2\Omega \sigma_m^y \left[ 1 - \alpha \sigma_{m-1}^z \sigma_{m+1}^z \right] - (\gamma_\star + \gamma_o) \left[ \sigma_m^z - \frac{1}{2} \left( \sigma_{m-1}^z + \sigma_{m+1}^z \right) \right] + (\gamma_\star - \gamma_o) \left[ 1 - \frac{\sigma_m^z}{2} \left( \sigma_{m-1}^z + \sigma_{m+1}^z \right) \right].
\end{align*}
\]

\(\text{(A0)}\)

According to the dynamics of the domain-wall particles sketched in Fig. (1b), the open quantum dynamics for the extension of the cluster can be constructed as follows. For the coherent dynamics we take the Hamiltonian

\[
H = 4\Omega \sum_{m=1}^{L-2} \left( |m\rangle \langle m+1| + |m+1\rangle \langle m| \right).
\]

\(\text{(C1)}\)

The above dynamics encodes the coherent hopping of the domain walls, which results in a change of the size of the clusters. The factor \( 4\Omega \) comes from the fact that the cluster can coherently increase (decrease) because of a kink A particle moving to the left (right), with rate \( 2\Omega \) or because of an anti-kink particle B moving towards the right (left), also with rate \( 2\Omega \). The combination of these two effects, which can be seen also in the sketched in Fig. (1b), gives a rate \( 4\Omega \). The extremal values of the sum appearing in Eq. (C1) reflect the presence of the absorbing states \( H |\psi_0\rangle = H |L\rangle = 0 \). The incoherent dynamics is instead accounted for by a dissipative Lindblad contribution characterised by two sets of jump operators. The first consists of jump operators that can only decrease the number of occupied sites. These are

\[
J_m^\star = \sqrt{2\gamma_\star} |m\rangle \langle m+1|, \quad \text{for } m = 0, 1, \ldots L - 2.
\]

\(\text{(C2)}\)

Here the factor \( 2\gamma_\star \) is also due to the fact that an incoherent decrease of the size of the cluster can be achieved both with the kink particle A jumping to the right and with an anti-kink particle B jumping to the left. The second set consists instead of jump operators which increase the number of occupied sites in the central region. These are, in analogy to the previous ones, given by the following jump operators

\[
J_m^\circ = \sqrt{2\gamma_o} |m+1\rangle \langle m|, \quad \text{for } m = 0, 1, \ldots L - 2.
\]

\(\text{(C3)}\)
for $m = 1, 2, \ldots, L - 1$. Note that also jump operators have been chosen in such a way that state $|0\rangle$ and state $|L\rangle$ are absorbing states for the effective model dynamics.

The overall dynamics of the single cluster is thus implemented by the following quantum master equation evolving the density matrix of the system, $\rho_t$, as

$$
\dot{\rho}_t = -i[H, \rho_t] + \sum_{m=1}^{L-1} \left( J_m^0 \rho_t J_m^0 - \frac{1}{2} \{ J_m^0, J_m^0, \rho_t \} \right) + \sum_{m=0}^{L-2} \left( J_m^\circ \rho_t J_m^\circ - \frac{1}{2} \{ J_m^\circ, J_m^\circ, \rho_t \} \right).
$$

(C4)

**Appendix D: Perturbative contribution of the quantum coherent dynamics**

In this section, we show how the quantum dynamics provides an additional dissipative contribution in the limit $\Omega \ll \gamma$. Here, the Hamiltonian (2) is considered as perturbation to the generator of the dissipative dynamics $\mathcal{Q}$.

To derive the effective classical dynamics, we introduce the projector

$$
\mathcal{P}[\rho] = \sum_C \langle C | \langle \rho | C \rangle | C \rangle,
$$

which projects a given density matrix $\rho$ onto the classical basis formed by configurations $\{ C \}$. Using second order perturbation theory [27], the density matrix projected onto the classical subspace, $\mu(t) = \mathcal{P}[\rho(t)]$, evolves according to

$$
\dot{\mu}(t) = D[\mu(t)] + \int_0^\infty dt' \mathcal{P} \mathcal{Q} \exp(Dt') \mathcal{Q}[\mu(t)],
$$

(D2)

where $\mathcal{Q} = 1 - \mathcal{P}$ is the complement of $\mathcal{P}$ and we have defined $\mathcal{H}[O] = -i[H, O]$. Such an equation can be obtained by employing standard Nakajima-Zwanzig projector techniques [49], keeping all terms up to second-order in the coherent rate $\Omega$ and performing a Markovian approximation. The latter is needed to obtain a time-independent generator. Evaluating the second term yields

$$
\dot{\mu}(t) = D[\mu(t)] + \frac{\Omega^2}{\gamma} \sum_k K_k^2 [\sigma_k^x \mu(t) \sigma_k^x - \mu(t)].
$$

(D3)

This shows that in the perturbative limit the Hamiltonian introduces single spin-flips that take place at the constrained rate $(\Omega^2/\gamma)K_k^2$. Equation (D3) can be solved efficiently using classical Monte-Carlo methods. However, here we simply want to note that, in the regime $\alpha = 1$, the coherent hopping of domain-wall particles implemented by the Hamiltonian is effectively acting as an incoherent one in the limit $\Omega \ll \gamma$. Moreover, since the rate of the Hamiltonian transition is independent on whether the final state is $\bullet$ or $\circ$, the resulting incoherent hopping of domain-wall particles is symmetric. As it happens for stochastic exclusion processes, a symmetric incoherent hopping of these particles is expected to give rise to diffusion of domain walls. This is in contrast with the dissipative channels described by $D$: when $\kappa \neq 0$ these have a preferred direction and thus give rise to an overall ballistic motion of domain walls [cf. Fig. 3(b)].
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