Abstract. This paper presents the theory behind using AI for big data processing. It considers an artificial neural network designed to make decisions whether to open a position on a SiU9 futures contract; to that end, Spark-based big data processing is applied. It is hypothesized and proven herein that the futures closing price can be predicted by the developed AI trained on a dataset containing web-parsed digitized ‘news-related’ fluctuations as well as time-series Japanese candlesticks of a SiU9 futures contract on a 15-minute timeframe. Research has shown that in the modern world, the ever-larger bulk of stock transactions are done by using trading systems (trading robots). More and more of them use AI. The novelty hereof is that the futures contract price is predicted by an AI trained not only on quantities and Japanese candlestick parameters, but also on the digitized news-related fluctuations collected by Skraper from websites. The dataset generated that was fed to a perceptron that had a 305-parameter input layer, two hidden layers having (100 parameters and 10 parameters), and an output layer that gave the predicted price. The perceptron was created and run on the Deductor platform, while Skraper was a Python program in the Spark framework. The research team further analyzed how accurately the ANN could predict the price of a financial instrument, the SiU9 futures contract, on a Russian stock exchange over a 15-minute timeframe. The study has effectively produced an ANN-based trading algorithm for opening long and short SiU9 positions in the fixed-term stock market; the algorithm has a good predictive accuracy.

1. Introduction
What makes this research relevant is that AI is extremely important for big data processing, a key factor of accuracy when predicting the price of a stock asset.

The novelty of this research is that it hypothesizes and proves that the futures price can be predicted by the developed AI trained on a dataset containing web-parsed digitized ‘news-related’ fluctuations as well as time-series Japanese candlesticks of a SiU9 futures contract on a 15-minute timeframe.
Research has shown that in the modern world, the ever-larger bulk of stock transactions are done by using digital trading systems (trading robots), and algorithmic trade is on the rise.

There are many known programs, platforms, and tools for big data analysis. Most popular solutions are frameworks (Hadoop, Spark, Storm), databases (Hive, Impala, Presto, Drill), analytical platforms (RapidMiner, IBM SPSS Modeler, KNIME, Qlik Analytics Platform, STATISTICA Data Miner, Informatica Intelligent Data Platform, World Programming System, Deductor, SAS Enterprise Miner) and other tools (Zookeeper, Flume, IBM Watson Analytics, Dell EMC Analytic Insights Module. This research uses Apache Spark, a framework.

2. Stock-exchange trading robot AI

2.1. Skraper/apache spark big data collection and processing

Big data processing is essential today. In practice, data is collected from the Web by parsing and scraping.

The stock-exchange trading robot uses an AI system based on open-source software: Apache Spark for cluster computing, Apache Cassandra for database storage, Apache MLib for machine learning libraries, Grafana for data analysis and visualization, Apache data streaming and message queue telemetry transport (MQTT) for sensor connectivity [1], see Figure 1.

![Figure 1. Apache Spark framework](image)

Using the open-source Apache Spark framework enabled the researchers to collect data from news websites over 15-minute timeframe. A list of news URLs was compiled as part of developing Skraper. The idea was to use Spark functionality to count words on web pages.

Skraper was developed to collect news parameters; its algorithm followed a five-block flowchart, see Figure 2.

![Figure 2. Flowchart of the website scraper](image)

Scraper was written in Python. Skraper generated text shown in part below, see Figure 3.
Python WordCount was used to start a resilient distributed dataset for parallelized computing. The obtained unstructured text was transformed and word-counted using RDD <word, 1> --> RDD <word, wordcount>, see Figure 4.

```
('NYTimes.com', 3)
('no', 2)
('longer', 1)
('supports', 1)
('it', 1)
('Please', 4)
('browser', 1)
('LEARN', 1)
('MORE', 1)
```

Figure 4. Output file format.

Skraper can collect data on word usage patterns observed on news websites over the required timeframe; this data can further be used as intended. For instance, it can be fed to Word2vec, a text-generating app, or to ANN-based ROB advisors, or to convolutional networks for signal recognition.

Textual web news were digitized and converted into the input table as 300-dimensional networks every 15 minutes; each data entry was labeled with SiU9 futures contract data sampled from the QUIK stock-exchange trading platform: the opening price, the maximum price, the minimum price, the closing price, and the traded quantity. Besides, the dataset contained ‘predicted’ closing prices shifted by one timeframe down. I.e. the actual closing price was the ‘predicted’ price for the previous timeframe in the training data. Figure 5 below shows some of the input data fed to the AI model.

Figure 5. Part of the ANN input.

Theory behind big data processing was important.

2.2. AI-based big data processing: theory

Studies have shown that AI finds ever greater use in big data processing and in other applications, including stock market forecasting.

N.I. Lomakin viewed stock transactions as a factor of growth in the investment activity of real-economy businesses; he also studied the use of stock trading robots in an information society. A research team led by S.P. Sazonov has studied some aspects of using cutting-edge technology in the context of market uncertainty from the standpoint of financial management and its utilization [3]. Competitive advantages are of importance, A.A. Polyanskaya believes [4]. N.I. Lomakin and Ye.V. Loginova analyzed the use of fuzzy algorithms and artificial intelligence in risk management [5]. V.A.
Ekova, O.N. Maksimova, and N.I. Lomakin proposed a systematic approach to enhancing the risk management toolkit [6].

V.A. Vasilyev, A.F. Lyotchikov, and V.E. Lyalin contributed to the stock-exchange financial risk research [7].

AI is used increasingly in all areas of human activity, including stock-exchange trade, predicting the price of a financial asset in a time series, etc. For instance, N. Lomakin, A. Polyanskaya, and Ye. Kharlamova have proposed an ANN to predict profits so as to help regional companies grow sustainably [9].

Trend analysis by S. Sengupta, S. Basak, P. Saikia, S. Paul, V. Tsalavoutis, F. Atiah, V. Ravi, and A. Peters reveals multiple applications for distributed computing systems (Hadoop, Spark) and convolutional neural networks [10]. Distributed computing is becoming ever faster [11,12,13]. Another important trend is that CNN deep learning becomes better [14, 15, 16, 17].

It is essential that multiple authors are studying the issue of CNN speed [18, 18, 20]. Notable are papers by A. Serb and T. Prodromakis, who cover various levels of abstraction for artificial intelligence [21]. Noteworthy are papers by P. Karimi, M.L. Maher, N. Duvig, and K. Grace, who studied computational models e.g. deep learning of a computational model for conceptual shifts in the co-design paradigm [22].

Theory behind AI for big data processing is covered in [23]. Of all the programs and tools [24, 25, 26, 27], a subset has been identified for data analysis and machine learning [28, 29, 30, 31].

The authors’ coverage of various data mining-based algorithms is of great importance [32]. Note should be taken of such authors as J. Liu, S.J. Gibson, and M. Osadchy, who state that deep learning shows great performance when trained on labeled big data [33]. Noteworthy is N. Udomsak’s comparison of the Naive Bayes classifier vs support vector machines in stock-exchange parameter prediction [34], while P. Shiralkar, A. Flammini, F. Menczer, and G.L. Ciampaglia note the need to find threads in knowledge graphs to support fact-checking [35]. The authors hereof have compared the functionality of Hadoop and Spark.

2.3. Stock-exchange trading robot AI

The stock-exchange trading robot AI is designed to help decide whether to open a position on a SiU9 futures contract; to that end, Spark-based big data processing is applied.

Figure 6 below features the time series of SiU9 futures contract prices in USD on a 15-minute timeframe; it also shows the technical analysis graphs.

![Figure 6](image)

Figure 6. Japanese candlesticks of the SiU9 futures contract; 200-period moving average (bold yellow line), 50-period moving average (thin yellow line), Bollinger bands (turquoise lines) on a 15-minute timeframe.

Studies have shown that the price of a financial instrument cannot be predicted using only the historical parameters of the time series. ‘News vibes’ are one notable external factor that affects the USD exchange rate.
An ANN was generated and trained to create a trading AI. It used not only the trading quantities or Japanese candlesticks, but also 300 numerical attributes that represented the ‘news-related’ fluctuations that Skraper collected from the web. The dataset generated that way was fed to a perceptron that had a 305-parameter input layer, two hidden layers (100 parameters and 10 parameters), and an output layer that gave the predicted price.

2.4. Research methods
This research used such methods as the monograph method; calculations; machine collection of data by the author-developed Skraper app for further digitization (300-dimensional vectorization) by Word2Vec in Apache Spark, an open-source framework for distributed processing; Python programming; Deductor-based AI.

3. Results and discussion

3.1. Creating the AI: perceptron to predict SIU9 futures contract price
Skraper-collected news stories from the Internet were fed to Word2Vec, then to the perceptron input as 300-dimensional vectors. These numerical parameters were complemented with Japanese candlestick parameters: opening price, minimum price, maximum price, closing price, and quantities as shown in QUIK. Besides, the dataset contained ‘predicted’ closing prices shifted by one timeframe down.

Data was split into a training set (95%) and a test set (5%) for the neural network. This effectively created a neural network model: a Deductor-based perceptron, see Figure 7.

Figure 7. Perceptron flowchart.

3.2. AI performance
The model produced rather good results. Over the analyzed period (5 working days from August 30, 2019, 16:15 to September 5, 2019, 22:00), the yield averaged 32.01% per day. Figure 8 shows the perceptron output.
The AI system would open positions at each subsequent timeframe: a short one if the predicted price was below the actual value, or a long one otherwise.

The AI system demonstrated positive return over the course of the 243-timeframe experiment. To trade a single SiU9 futures contract, one needs a minimum sum on their broker account, the so-called collateral, or “the capital” K = 4,059.35 rubles. Testing the algorithm on retrospective data returned a positive margin. The yield amounted to 32.01% a day against the baseline. The accuracy was high, as the predicted SiU9 prices did not deviate from the actual values significantly. Figure 9 below shows the predicted-vs-actual difference.

The perceptron had a high yield as the predictive accuracy was high for each 15-minute timeframe, with the mean error (predicted vs actual value) was only -0.48 rubles, see Table 1.

| Date/Time           | Price (actual) | Price (predicted) | Difference | Deviation from the actual value (σ) |
|---------------------|---------------|-------------------|------------|-----------------------------------|
| September 5, 2019, 22:00 | 66,322        | 66,483.54         | 151.54     | 0.2285                             |
| September 5, 2019, 21:45 | 66,355        | 66,332.14         | -22.86     | -0.0344                            |
| September 5, 2019, 21:30 | 66,360        | 66,374.74         | 14.74      | 0.0222                             |
| Min                 | 6,728.9       | 6,376.16          | 37.92      | -0.0138                            |
| Max                 | 6,341.9       | 6,673.79          | 82.19      | 0.0129                             |
| Middle              | 6,557.47      | 6,557.00          | -0.48      | -0.00007                           |
What-if function was used in Deductor so that the ANN could predict a value.

![Figure 10](image.png)

**Figure 10.** Values predicted using the what-if function.

Table 2 demonstrates the trading robot’s performance.

| Name                                             | Short  | Long  |
|--------------------------------------------------|--------|-------|
| Short margin, rubles                             | 3,646  |       |
| Long margin, rubles                              |        | 3,338 |
| Total margin, rubles                             | 6,984  |       |
| Collateral (initial capital), rubles             | 4,059.35|      |
| Yield over 5 business days, times                | 1.720472|      |
| Number of business days                          | 5      |       |
| Number of 15-minute timeframes                   | 243    |       |
| Number of 15-minute timeframes per business day  | 53     |       |
| Number of business days                          | 4.584906|     |
| Yield over 1 business day                        | 0.344094|      |
| Commission (2 rubles x number of transactions)   | 486    |       |
| Net margin, rubles                               | 6,498  |       |
| Net income per day, %                            | 32.015 |       |

AI finds ever more applications, i.e. predicting Bitcoin prices [36] or risk optimization [37, 38], etc. The conclusions are as follows.

- The paper presents the theory behind the AI-based big data processing. It considers an artificial neural network designed to make decisions whether to open a position on a SiU9 futures contract; to that end, Spark-based big data processing is applied.
- It is proven herein that the futures closing price can be predicted by the developed AI trained on a dataset containing web-parsed digitized ‘news-related’ fluctuations as well as time-series Japanese candlesticks of a SiU9 futures contract on a 15-minute timeframe.
- The yield amounted to 32.01% a day against the baseline. The accuracy is high, as the predicted SiU9 prices did not deviate from the actual values significantly.

### 4. Conclusion

Studies have shown that AI finds ever greater use in big data processing and in other applications, including stock market forecasting. The authors’ coverage of various data mining-based algorithms is of great importance.

The AI system would open positions at each subsequent timeframe: a short one if the predicted price was below the actual value, or a long one otherwise.
It is hypothesized and proven herein that the futures closing price can be predicted by the developed AI trained on a dataset containing web-parsed digitized ‘news-related’ fluctuations as well as time-series Japanese candlesticks of a SiU9 futures contract on a 15-minute timeframe.
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