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Abstract—To improve the utility of learning applications and render machine learning solutions feasible for complex applications, a substantial amount of heavy computations is needed. Thus, it is essential to delegate the computations among several workers, which brings up the major challenge of coping with delays and failures caused by the system's heterogeneity and uncertainties. In particular, minimizing the end-to-end job in-order execution delay, from arrival to delivery, is of great importance for real-world delay-sensitive applications. In this paper, for computation of each job iteration in a stochastic heterogeneous distributed system where the workers vary in their computing and communicating powers, we present a novel joint scheduling-coding framework that optimally split the coded computational load among the workers. This closes the gap between the workers’ response time, and is critical to maximize the resource utilization. To further reduce the in-order execution delay, we also incorporate redundant computations in each iteration of a distributed computational job. Our simulation results demonstrate that the delay obtained using the proposed solution is dramatically lower than the uniform split which is oblivious to the system’s heterogeneity and, in fact, is very close to an ideal lower bound just by introducing a small percentage of redundant computations.
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I. INTRODUCTION

With the emerging advances in the storage and computing resources and thanks to the data accessibility, the demand for iterative computational algorithms in machine learning (ML) applications, adaptive control algorithms, numerical optimizations, etc, has grown significantly over the last decade. Although, simple iterative algorithms such as training a small ML model with a moderate-size data can be locally performed over one server, distributing the computations is essential for many advanced iterative algorithms that require massive amounts of data and very high processing power in order to be trained and utilized in practice, e.g., automatic translation, image localization, playing games, etc.

Motivated by the low latency demands of modern computational applications, e.g., in smart cities, autonomous driving, etc, one major goal of a distributed computation solution is to reduce the average in-order execution delay, which is defined as the average time a computational job spends in the system (from arrival to delivery). This goal is even more critical for distributed computation of iterative jobs since in such setting the next iteration cannot start until the previous iteration is finished. Yet, even recent state-of-the-art implementations of distributed ML models have not reported to achieve expected scalability (notable speed up by increasing the number of machines) because of not efficiently utilizing all resources [1].

Fig. 1. System model for the stream iterative distributed computation problem. The parameters are: $E[T_1^1]$ and $E[T_1^2]$ for the first and second moment of the average computation time, respectively. $c_p$ is for the communication time per iteration. The master node is modeled with a G/G/1 queue.

Fig. 1 depicts our problem setting for distributed computation of a stream of iterative computational jobs, and it consists of a master nodes and a heterogeneous cluster of worker nodes. The master node splits the computational load of each iteration of a job among the workers, aggregate the results, and move to the next iteration or first iteration of the next job in its queue, if any.

One important consideration in a distributed computing system is to deal with delays and failures caused by slow workers, called stragglers [2], [3]. In fact, we consider a more general and realistic setting where the workers are heterogeneous in their computing and communicating capabilities [4], [5]. In an ideal solution, the master node does the task assignment such that it takes the maximum benefit from all resources rather than discarding or being restricted by the slow ones. There have been two mechanisms for dealing with the system heterogeneity and uncertainties: The first one is to introduce redundant computations into the computational load that is split among the workers, known as distributed coded computations, e.g., [6]–[8], and the second one is to use non-uniform load balancing among the workers considering their various capabilities [4], [9]. In what follows, the previous works in these two directions are briefly described.

The distributed coded computation has recently attracted significant attention as it provides redundant computational load per job (or job iteration) in order to compensate for straggling effects in advance, e.g., [10], [11]. Since the as-
signed computational load is more than necessary, the master node does not need to wait for each worker to finish all its assignment to move on to the next job (or iteration). In fact, as soon as the master node collects enough results to resolve the job (or job iteration), it requests the workers to drop the remaining part of their assignment related to the finished job (or job iteration); and such a process is called purging. Next, we review some recent examples of distributed coded computation, under the category of computational jobs that they target.

For the gradient descent algorithm which is an essential iterative algorithm used in many learning applications [12], various coding schemes have been considered to introduce the redundant computations, e.g., maximum-distance-separable (MDS) codes [11], [13], [14], Reed-Solomon codes [15], LDPC codes [16], and neural-network-based codes [17]. For matrix-matrix and matrix-vector multiplication which are major building blocks for many learning applications, MDS codes, Short-Dot codes, among many others [10], [13], [13], [18]–[24], have been considered or introduced. The relation between communication redundancy (the traffic load that need to be communicated to the workers) and computation redundancy (the redundant computational load at the workers) have been incorporated into the design, e.g., see [13], [19], [25], [26]. Finally, for data shuffling, convolution, and fast Fourier transform, distributed coded computation methods have been proposed, e.g., [27]–[32].

Majority of previous works on distributed coded computation topic do not consider heterogeneity of the workers into the design, and they introduce redundant computations to deal with possible stragglers. This view although increases the reliability is not sufficient for applications where having a low in-order execution delay is critical. Motivated by this necessity, another orthogonal mechanism is needed for coping with the system heterogeneity via a non-uniform load split. Recently, [4], [5] proposed coding methods that asymptotically obtain the optimal solutions in a heterogeneous system with specific stochastic behaviour. More recently, the optimal load balancing in conjunction with the distributed coded computation has been proposed for non-iterative computational jobs with general stochastic description to minimize the average end-to-end job delivery delay [9]. However, the results of [9] are not readily extendable to non-iterative jobs due to the dependencies of the iterations of a job to each other.

In this paper, we propose a new joint scheduling-coding solution for distributed coded computation of a delay-sensitive stream of iterative job over a heterogeneous set of workers, where we efficiently exploit both mechanisms, i.e., redundant computations and load balancing, to reduce the in-order execution delay. To this purpose, we borrow tools and techniques from the queuing theory, and we in fact model the whole system as a G/G/1 queuing model [33]. To encompass the most general case, the arrival of incoming iterative jobs at the master node is assumed to have a general distribution, and the total iterations of a job, distributed and computed at the workers per iteration, is considered as a service time with a general distribution, which will be precisely described in this paper. In particular, we propose an optimal load balancing that makes the distribution of the time it takes for various workers to finish their assignment as close to each other as possible, and show this results in the minimum in-order job execution delay. To this end, we consider a distribution distance measure that only depends on the communication rate and the first and second moments of the service time at each worker, which can be provided for the master node by workers’ declaration or be estimated during the run-time. We also investigate the effect of coding parameters on the overall behaviour of the distributed system and propose optimizing them to further reduce the execution delay.

Our simulation results demonstrate that our proposed solution obtains almost the same in-order execution delay as an ideal genie-aided scheme by introducing an incremental amount of redundant computations. The proposed solution is general in the sense that it can be used with many existing coding schemes and probabilistic models. We note that in our system model, we assume an entire iteration of a job (including linear and non-linear operations) is split among the workers, and thus, our model is different from [19] where each iteration is divided to several linear and non-linear steps and the linear parts are split among the workers in sequential steps. In particular, according to our simulation results for distributed coded SGD, the proposed solution outperforms the uniform solutions as assumed in, e.g., [13], [14]: it reduces the job in-order execution delay by a factor of more than two and a half and can approach the lower bound by just incorporating less than 10% redundant computations.

The rest of this paper is organized as follows: In section II, we describe the system model and the problem setting. In Section III, we propose our optimal load balancing solution for stream distributed coded computation of iterative jobs. In Section IV, we perform an analytical study of the system and also propose a lower-bound on the job execution delay. In Section V, we investigate the effect of coding parameters on the optimal load balancing and correspondingly on the job execution delay. Sections VI and VII dedicate to simulation results and conclusions, respectively. Finally, an example of coding schemes for distributed gradient descent algorithm is presented in the appendix.

II. SYSTEM MODEL AND PROBLEM SETTING

The system model is composed of a master node and several worker nodes, see Fig. 1. The master node sequentially receives iterative computational jobs of the same size and processes them, in order, by delegating the computations to the workers, a G/G/1 queueing model. The inter-arrival time of the jobs are independent from each other, and is modeled with random variable $T_a$ with given first moment $E[T_a]$ and second moment $E[T_a^2]$. The master node starts with first iteration of the first job in the queue and assigns appropriate portion of the computations to each worker in a set of workers $P$, where $|P| = P$. Each worker independently performs pre-defined
computational operations on the assigned tasks and sends the results back to the master node. The master node aggregates the results to produce the result of one iteration and moves forward to the next iteration or the first iteration of the next job in the queue (if any).

Let \( I \) be the number of iterations per job. Each iteration of a job is divided into several smaller computational tasks, and the master node requires to obtain \( K \) completed task results per job iteration to identify the result of that iteration. However, to compensate for stragglers, the master node assigns \( K\Omega \) tasks, where \( \Omega \geq 1 \), to workers per job iteration. The parameters \( K \) and \( \Omega \) are called number of critical tasks and redundancy ratio, respectively. Each worker sends the result to the master node as soon as one task is finished and does not wait for all the assigned tasks to finish. We denote as \( \kappa_p \) the number of tasks per job iteration that is assigned to the \( p \)-th worker, and thus

\[
\sum_{p=1}^{P} \kappa_p = K\Omega.
\]

We denote with \( T_p \) and \( T_{p,\kappa_p} \) the time it takes for \( p \)-th worker to finish one task and the whole assignment of one job iteration (with the master node and performing \( \kappa_p \) sequential tasks), respectively. Thus, we model \( T_{p,\kappa_p} \) to be summation of \( \kappa_p \) independent random variables, each with the same distribution as \( T_p \), plus a fixed shift \( c_p \), that denotes the communication time between master node and the \( p \)-th worker per job iteration,

\[
T_{p,\kappa_p} = c_p I_{\kappa_p} + T_p + \cdots + T_p.
\]

(1)

Here \( I_{\kappa_p} \) is the indicator function that takes value 1 if \( \kappa_p > 0 \), and 0 otherwise, and it appears since when no task is assigned to a worker, it does not need to communicate with the master node. As an example, in distributed gradient descent problem, \( \kappa_p \) stands for the time it takes to transfer the ML model updates at each job iteration.

Next, let \( T_{itr} \) be the time it takes for the system to finish one iteration of a job. According to the system model,

\[
T_{itr} \leq \max\{T_{1,\kappa_1}, \ldots, T_{P,\kappa_P}\}. \tag{2}
\]

The equality in (2) holds when the redundant computations are not removed from the system once the iteration is finished, i.e., no purging occurs. Finally, the service time of the system denoted with \( T_s \) is summation of \( I \) iid random variables, each with the same distribution as \( T_{itr} \). An example of coding scheme for distributed gradient descent algorithm that can be combined with the presented joint scheduling-coding framework in this paper is given in the appendix. Table I shows a list of frequently visited parameters throughout this paper.

### III. Load Split Optimizations

In this section, we first show that the solution with maximum utilization results in the minimum service time. Next, we propose an optimal load split to reduce the job delay by maximizing the utilization.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|}
\hline
Parameter & Definition \\
\hline
\( T_a \) & iterative job inter-arrival time \\
\( T_i \) & iterative job service time \\
\( T_{itr} \) & iteration service time \\
\( T_{p,\kappa_p} \) & task and assignment service time for \( p \)-th worker \\
\( \lambda \) & number of iterations \\
\( \Omega \) & average job arrival rate \\
\( P \) & set of available workers and its cardinality \\
\( K_p \) & number of tasks per job iteration assigned to \( p \)-th worker \\
\( \kappa \) & number of critical tasks per job iteration \\
\hline
\end{tabular}
\end{table}

A. Compensating for Heterogeneity by Load Balancing

Let the random variable \( r_p(t), p \in \{1, \ldots, P\} \), denote the portion of one job iteration that the \( p \)-th worker performs at time step \( t \). We also define the binary state function \( u_p(t), p \in \{1, \ldots, P\} \), such that its value 1 shows the worker is active at time step \( t \) and its value 0 shows the worker is idle at time step \( t \). An iteration of a job finishes as soon as the combined portion of computational results collected from all workers related to one job iteration exceeds value one, i.e., the minimum value \( T_{itr} \) such that

\[
\sum_{p=1}^{P} \sum_{t_0}^{t_0+T_{itr}} r_p(t) u_p(t) \geq 1,
\]

where \( t_0 \) represents start time of the iteration. This is because as soon as the inequality is satisfied, the master node is able to resolve the iteration and assigns to the workers the tasks related to next iteration of this job, or first iteration of the next job in the queue.

We note the workers’ state function \( \{u_1(t), \ldots, u_P(t)\} \) are the only parameters that depend on the distributed computation solution and thus can be optimized. For now, we assume the designer has full control over the value of state functions via the load balancing (optimizing the number of tasks assigned to each worker); however, in practice due to the stochastic behaviour of the system, communication delays, and fixed-point issues, one cannot obtain the exact desired choices for the state functions. We will extensively comment on this matter later in the paper. The next theorem shows that the minimum delay of a job iteration is obtained when all workers finish their assignments at the same time.

**Theorem 1.** The minimum execution time \( T_{itr} \) for one iteration of a job that starts at time step \( t \) is obtained when \( u_p(t) = 1 \) for every \( t \in \{t_0, \ldots, t_0+T_{itr}\} \) and \( p \in \{1, \ldots, P\} \).

**Proof.** We, in fact, need to identify the solution for the following optimization problem:

\[
\arg \min_{u_1(t), \ldots, u_P(t)} T_{itr}, \quad \text{s.t.} \quad \sum_{p=1}^{P} \sum_{t_0}^{t_0+T_{itr}} r_p(t) u_p(t) \geq 1.
\]

Since \( T_{itr} \) is decreasing with respect to \( u_p(t) \in \{0, 1\} \), the optimal solution is obtained when \( u_p(t) = 1 \), for every \( t \in \ldots,\)
\{t_0, \ldots, t_0 + T_{\text{int}}\} and \ p \in \{1, \ldots, P\}, and this is regardless of nature of the random variable \ r_p(t). \]

We highlight that the time it takes for each worker to finish its assignment, which characterizes \ u_p(t) for \ p \in \{1, \ldots, P\}, has a stochastic behavior. Therefore, our load balancing optimization is to assign appropriate portion of the computational load of one job iteration to each worker such that the distributions of the time it takes for each worker to finish its assignment are as close as possible.

### B. Optimal Load Split Solution

We define \ T_{\text{ref}} as a reference random variable with set of parameters represented by \ \Theta. Then, we optimize the load split such that the assignment service time \ T_{p,\kappa_p} at each worker \ p \in \{1, \ldots, P\} has a close distribution to distribution of \ T_{\text{ref}}. For measuring the distance between the two distributions, denoted with \ D(T_{p,\kappa_p}, T_{\text{ref}}), one can use variety of distance metrics, e.g., Kullback–Leibler (KL) divergence, Lévy–Prokhorov metric, etc [34]. Then, the optimization problem can be described as follows:\footnote{We relax the optimization problem and let \ \kappa_p take real values. In practice, we choose the closest integer to the optimal values such that \ \sum_{p=1}^P \kappa_p = K \Omega.}

\[
\min_{\theta, \kappa_1, \ldots, \kappa_P} \sum_{p=1}^P D(T_{p,\kappa_p}||T_{\text{ref}}), \quad \kappa_p \geq 0, \quad \sum_{p=1}^P \kappa_p = K \Omega.
\]

(3)

In this paper, we use the following distance measure thanks to its simplicity and the availability of its required information:

\[
D(T_{p,\kappa_p}||T_{\text{ref}}) = (E[T_{p,\kappa_p}] + \gamma E[T_{p,\kappa_p}^2] - \theta)^2,
\]

where \ \theta \equiv E[T_{\text{ref}}] + \gamma E[T_{\text{ref}}^2] \geq 0.

**Remark 1.** The notion of distribution distance in (4) is particularly helpful when the exact distributions for the assignment service time at the workers are not known, and instead, their moments are obtained via declaration and/or feedback-based estimation. By extending this measure to include the higher moments, we obtain the square of Euclidean distance between the moment generating functions of the two distributions. We note that (4) is a heuristic measure of distribution distance, and we empirically show in the simulation results that an optimal solution obtained via this distance measure achieves on average a close job execution delay to a theoretically-driven lower bound.

The parameter \ \gamma > 0 adjusts the relative importance of the first moment and the second moment on the distance measure. Next, we identify the first moment and second moment of \ T_{p,\kappa_p}, \ p \in \{1, \ldots, P\}. According to (1),

\[
E[T_{p,\kappa_p}] = c_p I_{\kappa_p} + \kappa_p E[T_p],
\]

\[
E[T_{p,\kappa_p}^2] = c_p^2 I_{\kappa_p} + 2c_p \kappa_p E[T_p] + \kappa_p E[T_p^2] + \kappa_p (\kappa_p - 1) E[T_p]^2.
\]

Thus, we rewrite the optimization problem (3) as follows:

\[
\min_{\theta, \kappa_1, \ldots, \kappa_P} \sum_{p=1}^P (a_p I_{\kappa_p} + b_p \kappa_p + \gamma m_p^2 \kappa_p^2 - \theta)^2,
\]

s.t. \ \kappa_p \geq 0, \quad \theta \geq 0, \quad \sum_{p=1}^P \kappa_p = K \Omega,

(5)

where

\[
m_p \equiv E[T_p], \quad \sigma_p^2 \equiv E[T_p^2] - E[T_p]^2,
\]

\[
a_p \equiv c_p + \gamma c_p^2, \quad b_p \equiv m_p + 2\gamma c_p m_p + \gamma \sigma_p^2.
\]

Next, we identify the solution for optimization problem (5):

**Theorem 2.** The optimal load split among the workers is

\[
\kappa_p = \frac{b_p}{2 \gamma m_p^2} \left( -1 + \sqrt{1 + \frac{4 \gamma m_p^2 (\theta - a_p)^+}{b_p^2}} \right),
\]

where \ (\alpha)^+ = \max(\alpha, 0) and \ \theta \ is set such that \ \sum_{p=1}^P \kappa_p = K \Omega.

**Proof.** Without loss of generality, let set the assumption that \ P^a \subset \{1, \ldots, P\}. Thus, for every \ p \in P^a, \ \kappa_p > 0; and for every \ p \notin P^a, \ \kappa_p = 0. Therefore, the minimum positive value for the objective function is \ (P - |P^a|)/\theta^2, and is obtained when

\[
a_p I_{\kappa_p} + b_p \kappa_p + \gamma m_p^2 \kappa_p^2 - \theta = 0,
\]

for every \ p \in P^a, i.e.,

\[
\kappa_p = \frac{b_p}{2 \gamma m_p^2} \left( -1 + \sqrt{1 + \frac{4 \gamma m_p^2 (\theta - a_p)^+}{b_p^2}} \right).
\]

Since \ \kappa_p must be positive for the active workers, it requires \ a_p < \theta for every \ p \in P^a. As a result, \ \theta \ determines the set of active workers as follows:

\[
P^a = \{p \in P : c_p + \gamma c_p^2 < \theta\}.
\]

The value of \ \theta > 0 \ is set such that \ \sum_{p=1}^P \kappa_p = K \Omega. We note that \ \sum_{p=1}^P \kappa_p is strictly increasing with respect to \ \theta \ (by increasing \ \theta, \ the value of \ \kappa_p \ increases for already active workers and also more workers may get activated). Therefore, such unique \ \theta \ can always be found using a binary search.

**Example 1.** Let \ c_p = 0 \ and \ T_p \sim \text{Exp}(\mu_p) \ for \ every \ p \in \{1, \ldots, P\}. In this setting, \ a_p > 0 \ for \ every \ p \in P \ and \ thus \ all \ workers \ are \ active. Besides, \ m_p = \sigma_p = 1/\mu_p \ and \ b_p = (\mu_p + \gamma)/\mu_p^2. As a result,

\[
\kappa_p = \frac{b_p}{2 \gamma m_p^2} \left( -1 + \sqrt{1 + \frac{4 \gamma m_p^2 \theta}{b_p^2}} \right) = \frac{(\mu_p + \gamma)}{2 \gamma} \left( -1 + \sqrt{1 + \frac{4 \gamma \mu_p^2 \theta}{(\mu_p + \gamma)^2}} \right).
\]

In the next section, we identify the analytical expression for the average job execution delay, investigate the rate stability of the queue at the master node, and also propose a lower bound on the delay obtained by the optimal load balancing solution.
IV. Analytical Investigations

We first remind that according to the system model, $E[T_s] = \mathcal{I}E[T_{itr}]$ and $T_{itr} = \max\{T_{i_1}, \ldots, T_{i_K}\}$. Let represent the distribution of the time it takes for each worker to finish its assignment (related to a job iteration) as $F_p(t) = P[T_{p,K} \leq t]$ for every $p \in \{1, \ldots, P\}$ (CDF of the $T_{p,K}$), and let $f_p(t)$ be the derivative of $F_p(t)$ with respect to $t$ (PDF of $T_{p,K}$). Thus,

$$F_{itr}(t) = P[T_{itr} \leq t] = \prod_{p \in P^s} F_p(t),$$

$$f_{itr}(t) = \frac{dF_{itr}(t)}{dt} = \sum_{p' \in P^s} f_{p'}(t) \prod_{p \in P \setminus \{p'\}} F_p(t).$$

A. Rate Stability Analysis

Here, we consider the rate stability for the G/G/1 queue at the master node, which is described by the following constraint,

$$E[T_s] < E[T_a].$$

Given pdf of $T_{itr}$ i.e., $f_{itr}(t)$, we can identify $E[T_{itr}]$, $E[T_a] = \mathcal{I}E[T_{itr}]$, and then determine if the system is stable or not for a given load split choice. Thus, given a set of workers and the optimal split, if the system is not stable, we need to add more workers and repeat the load balancing optimization until we find an acceptable solution.

Remark 2. If an optimal split with parameter $\theta$ does not provide rate stability for a set of workers, adding a worker with $a_p \geq \theta$ does not make the system stable as it will not be utilized in the optimal load split.

Remark 3. The presented stability analysis is for the extreme case where the redundant computations are not removed from the system when the iteration is finished. Thus, if satisfied, it also satisfies the rate stability when purging occurs.

B. Execution Delay Analysis

For G/G/1 queuing model, the average response time is approximated by Kingman’s formula [35]:

$$D \approx E[T_s] \left(1 + \frac{\rho}{1 - \rho} \frac{c_2^2 + c_2^2}{2}\right),$$

which is known to be generally very accurate, especially for a system operating close to saturation. Here $\rho = E[T_a]/E[T_a]$, $c_2^2 = (E[T_a^2] - E[T_a]^2)/E[T_a]^2$, and $c_2^2 = (E[T_s^2] - E[T_s^2])/E[T_s]^2$. When the job arrival is modeled with a Poisson distribution with parameter $\lambda$ (i.e., M/G/1 queuing model), the average job delay of the system is given more precisely by Pollaczek-Khinchin formula [36, Chapter 5]:

$$D = E[T_a] + \frac{\lambda E[T_s^2]}{2(1 - \lambda E[T_s])}. \tag{7}$$

Here we assume all $K\Omega$ tasks are necessary for finishing an iteration of a job. Thus, the derived expression for the average job delay is an upper bound for the real-world value where only $K$ tasks out of $K\Omega$ tasks are needed to finish the iteration, and the redundant tasks are removed from the system once the iteration is finished. The derived expression is precise for the case when $\Omega = 1$. Given the PDF of $T_{itr}$, we can identify $E[T_{itr}]$ and $E[T_{itr}^2]$. Then,

$$E[T_s] = \mathcal{I}E[T_{itr}],$$

$$E[T_{itr}^2] = \mathcal{I}E[T_{itr}^2] + \mathcal{I}(1 - \mathcal{I})E[T_{itr}]^2. \tag{8}$$

By substituting these terms in (6) or (7), the theoretical value for the average job execution delay of the system is obtained for the no-purging case.

C. Theoretical Lower Bound for Job Execution Delay

Let consider computational load of each job iteration is partitioned into several tasks and $K$ of them are critical to resolve the job iteration. We remind that the task service rate of the $p$-th worker is $1/E[T_{p}]$ and its communication delay per iteration is $c_p$. Thus, a lower bound on the system delay is obtained by approximating the whole system with just one worker whose task service rate is summation of the task service rates of all workers and its delay is the average delay of the workers. This is because such an approximation corresponds to maximum utilization (the approximated worker does not need to wait for results of other workers to start a new iteration). The following average job delay is obtained for this approximated system:

$$D_L = \mathcal{I} \left( \frac{K}{\sum_{p=1}^{P} E[T_{p}]} + \frac{1}{P} \sum_{p=1}^{P} c_p \right), \tag{9}$$

which acts as a lower bound on the job execution delay of the real system. We remind that the system requires to service $K$ tasks per iteration and each job consists of $\mathcal{I}$ iterations.

Example 2 (Distributed coded gradient descent algorithm). In the appendix, we review the distributed gradient descent algorithm as an example of iterative algorithms that can be incorporated into our framework in details. The distributed gradient descent suggests performing the gradient computations in a distributed fashion over smaller chunks of the dataset distributed among the workers. For this purpose, the dataset with size $n$ samples is partitioned into $m$ disjoint chunks each with size $n/m$. Each task is performing the SGD individually on $d$ disjoint chunks of the dataset and sending a linear combination of the results to the master node. The master node is capable of obtaining the full gradient update from any $K$ task results, and then, it completes the iteration by performing the weight update of the model. The complexity of SGD algorithm is approximately linear with size of the samples it performs over, i.e., $n/m$, and each task consists of running $d$ individual gradient descent algorithms, one per each assigned chunk of dataset. Therefore, the complexity of each task is $C \approx d n^2/m$. In this example, we assume, $n = 554, 400$ samples, $m = 100, d = 51, \alpha = 10$, and therefore, $C = 2, 827, 440$. Besides, we assume $K = 50$ and $\Omega = 1.1$.

Next we describe the parameters of the heterogeneous system. Let the job arrival be modeled as a Poisson random process with rate $\lambda = 0.01$ and the number of workers be $P = 5$, 10, and 20.
each with exponential task service time $T_p \sim \text{Exp}(\mu_p/C)$ and communication delay $c_p$. These parameters are listed below:

| $p$ | 1    | 2    | 3    | 4    | 5    |
|-----|------|------|------|------|------|
| $\mu_p$ | 5.29E7 | 7.26E7 | 3.10E7 | 1.37E7 | 6.03E7 |
| $c_p$   | 0.0481 | 0.0562 | 0.0817 | 0.0509 | 0.0809 |

We assume the number of iterations is $I = 50$. For this example, the average job execution delay computed over $J = 1000$ simulated arrived jobs is 47.93 seconds for the proposed optimal solution and $\gamma = 1$, whereas it is 129.96 seconds for the uniform solution as assumed in e.g., [11], [13]–[15], [37]. The theoretical lower bound for the average job execution delay is 42.04 seconds, see (9).

V. OPTIMIZATION OF CODE PARAMETERS

In this section, we study the role of code parameter optimization for reducing the job execution delay in the distributed coded computation problem. We highlight that if the communication delay is negligible and the computational load can be divided into any arbitrary number of tasks ($\kappa_p$ can take any real values), the optimal solution corresponds to matching all distributions together. However, when the communication delay is not negligible and the quantization error occurs, there exist mismatch errors that are described as follows:

\[
\text{mismatch} = \var(E[T_{p,\kappa_p}] + \gamma E[T_{p,\kappa_p}^2], p \in P),
\]

where $\var(.)$ computes the numerical variance of a sequence. In this section, we propose minimizing the mismatch by an optimal choice of the code parameters.

Here, the complexity of one task is quantified with parameter $C$. Thus, the set $\{K, C, \Omega\}$ encompasses the code parameters, and we denote with $\text{Codes}$ the set of all possible sets of code parameters (all possible codes). Let $U_p$ be the time it takes for the $p$-th worker to finish one task with complexity 1, and the master node has access to $E[U_p]$ and $E[U_p^2]$ through the workers’ declaration and/or feedback-based estimations during the execution.

Assumption 1. The distribution of the time it takes for the $p$-th worker to finish one task with complexity $C$ is

\[
P[T_p \leq t] = P[U_p \leq \frac{t}{C}],
\]

As a result, first moment and second moment of the time it takes for the $p$-th worker to finish one task is $E[T_p] = CE[U_p]$ and $E[T_p^2] = C^2E[U_p^2]$, respectively. This assumption is in accordance with model of mother runtime distribution in [22], [38].

Algorithm 1 shows our procedure to find the optimal code parameters that result in the minimum job execution delay using in conjunction with the proposed optimal load split in this paper. We note that the set of possible code parameters has either a computationally-affordable size or can be managed or pruned by the designer. Thus, the complexity of the algorithm is affordable.

\begin{algorithm}
\caption{Optimization of Code Parameters and Load Split in Stream Distributed Coded Computation}
\begin{algorithmic}
\State \textbf{Result:} Optimal code parameters and load split
\State \textbf{Initialization:} $d^* = \infty$
\For{$\{K, C, \Omega\} \in \text{Codes}$}
\State Using Assumption 1, find $E[T_p]$ and $E[T_p^2]$
\State Find $\{\kappa_1, \ldots, \kappa_p\}$ using Theorem 2
\State Quantize $\{\kappa_1, \ldots, \kappa_p\}$ to have integer values
\State Identify the mismatch using (10)
\If{mismatch < $d^*$}
\State $\{K, C, \Omega\}^* := \{K, C, \Omega\}$
\State $\{\kappa_1, \ldots, \kappa_p\}^* := \{\kappa_1, \ldots, \kappa_p\}$
\State $d^* := \text{mismatch}$
\EndIf
\EndFor
\end{algorithmic}
\end{algorithm}

In this Algorithm, each choice for the set of code parameters is considered individually, and its mismatch parameter corresponding to the optimal load split, presented in Theorem 2, is identified using (10). Then, the optimal set of code parameters and its corresponding optimal load split is reported as the final results.

VI. SIMULATION RESULTS

In this section, we evaluate performance of the proposed joint scheduling-coding framework for stream distributed coded computation of iterative jobs. First, we compare the optimal solution with a baseline solution that is oblivious to the system’s heterogeneity in a streaming scenario. Next, we investigate the in-order job execution delay of the proposed solution with respect to the redundancy ratio and show how quickly it approaches to a theoretically-driven lower bound. Finally, we study the effect of coding parameters on performance of the optimal solution.

We first describe the system parameters: The job arrival is modeled with a Poisson distribution with rate $\lambda = 0.01$, and thus $E[T_n] = 100$ and $E[T_n^2] = 20,000$. We consider $\gamma = 1$, and we assume each job consists of $I = 10$ iterations. We also assume $T_p \sim \text{Exp}(\mu_p/C)$, where $C$ is the number of operations per task, and thus, $T_p$ is a shifted gamma distribution with parameters $c_p$, shape $\kappa_p$, and scale $C/\mu_p$ when $\kappa_p > 0$. In this section, we assume $\kappa = K \Omega/C$ is fixed, and thus $K$ is inversely proportional to $\Omega$.

A. Streaming Computations: Optimal vs. Uniform

In this subsection, we consider the number of workers is $P = 5$, complexity of each task is $C = 500$, number of critical tasks is $K = 1000$, and redundancy ratio is $\Omega = 1.0$ (no redundant tasks). Fig. 2 shows the workers’ realization accordingly and repeat this set of simulations.
Fig. 2. (a) red square and yellow circle show \( m_p \) and \( c_p \), respectively, and blue bar shows \( \sigma_p \); (b) \( c_p + \gamma c_p^2 + 2\gamma p c_p m_p + \kappa_p m_p + \kappa_p (\kappa_p - 1) \sigma_p^2 \).

and demonstrations of the two different load split schemes. Fig. 2 (a) shows the communication delay per iteration (i.e., \( c_p \)), the average of task computation time (i.e., \( m_p = C/\mu_p \)), and the standard deviation of task computation time (i.e., \( \sigma_p = C/\mu_p \)) for each worker \( p \in \{1, \ldots, 5\} \). Fig. 2 (b) shows \( E[T_{p,\kappa_p}] + \gamma E[T_{p,\kappa_p}^2] \) for each worker \( p \in \{1, \ldots, P\} \), as it is used for identifying the distance between two distributions in this paper, see (4). As we see, this metric is the same for all workers considering our proposed optimal split, while showing a notable variance for the uniform split.

For the first \( J = 3 \) arrived jobs according to the Poisson distribution with rate \( \lambda = 0.01 \), we deployed individually the optimal and uniform splits and illustrated their performances over the time in Fig. 3. This figure shows the state of each worker (being active or idle) over the time for both uniform and optimal solutions, and it shows the time it takes for each worker to respond to an iterative job is notably smaller for the optimal solution compared to the uniform solution. Moreover, the uniform solution experiences a notable waiting time in the queue as the corresponding system is not stable due to the large service time.

**B. Execution Delay Analysis**

In this subsection, we consider \( P = 5, C = 500, \) and \( K = 1000 \). We note that in this set of simulations, a stronger set of workers than the previous subsection (workers with higher value of \( \mu_p \)) are acquired to keep the system stable for all values of \( \Omega \) and for both uniform and optimal solutions. However, the workers’ realization is not depicted for brevity. The average job execution delay is computed for \( J = 1000 \) jobs arrived at the master node according to the Poisson distribution with parameter \( \lambda = 0.01 \). Fig. 4, top panel, shows the the average delay with respect to parameter \( \Omega \). The red and blue curves represent the empirical average delay obtained using uniform solution and optimal solution, respectively. The green curve shows the theoretical average delay, which does not take the purging into account, see (7), and the black curve shows the theoretical lower bound, see (9). Fig. 4, bottom panel, shows 100 realizations of the empirical job delay for both uniform and optimal solutions.

As we see, our proposes optimal solution results in a dramatically lower values of the average job execution delay compared to the uniform solution, particularly when the redundancy ratio is low, and it reaches the theoretically-driven lower bound by just adding a small amount of redundant computations, i.e., \( \Omega \approx 1.06 \). It is easy to infer that when there is a large amount of redundant computations in the system, the effect of load split is less important, and thus both uniform and optimal solutions show similar performances. We also note that when there is no purging, the delay increases with increasing \( \Omega \), and it justifies why the theoretical value of the delay almost coincides with the simulation results for \( \Omega = 1 \) and it diverges with increasing \( \Omega \).

**C. Importance of Code Optimization**

In this subsection, we study the affect of code parameters optimization. In this set of simulations, we consider \( P = 100 \) heterogeneous workers, depicted in Fig. 5. We highlight again that \( C \) and \( K \) are the code parameters, and we assume \( Z \triangleq KC \) is fixed (the relation might be different depending the computational coding scheme). As we elaborated in the paper, for an ideal solution, all workers contribute to the computational results and they all finish their assignment regarding one iteration of a job at the same time. However, in practice due to the communication delay and quantization effects, there is mismatch among distributions of the time it...
takes for each worker to finish its assignment related to one job iteration, i.e., $T_{p,v,p}$ for $p \in \{1, \ldots, P\}$.

Thus, we optimize the code parameter $K$, and consequently $C$, such that metric $\text{mismatch}$, introduced in (10), and corresponding to the optimal split is minimized, as suggested in Algorithm 1. For this purpose, we have illustrated $\text{mismatch}$ versus parameter $K$ in Fig. 6. As we see the minimum value is obtained when $K = 350$, and the relationship between $\text{mismatch}$ and $K$ is not a strictly decreasing.

Finally, Fig. 7 shows the value of $\theta$ and the number of active workers, obtained via the optimal split, with respect to the code parameter $K$. As we see, for the optimum value of $K$, $\theta = 646.24$ and 33 out of the 100 workers are active. Finally, Table II shows the average job execution delay corresponding to the lowest mismatch ($K = 350$), highest mismatch ($K = 110$), and two other arbitrary choices. As we observe, the average execution delay is more than 16% lower for the choice of code parameter that results in the least mismatch value compared to the one that results in the highest mismatch value. Besides, after a certain point, increasing the number of tasks (micro-partitioning the computational load) does not offer notable extra benefits in terms of the job execution delay. This result is consistent with the mismatch result depicted in Fig. 6, which shows after a certain point the mismatch curve reaches a plateau state. We remind that the observations in this section belong to a coding scheme where the relationship between the number of critical tasks and the complexity of each task is described as $KC = Z$, and the conclusions might change depending the coding scheme principles.

### VII. Conclusion

In this paper, we proposed a joint scheduling-coding solution for distributed coded computation of iterative jobs over a system that includes a master node and a cluster of heterogeneous workers. The proposed framework can be used in conjunction with many state-of-the-art computational coding schemes to reduce the streaming delay for many iterative data-hungry and intensive computational tasks. An interesting future direction is to modify the scheme for a setting that does not include a master node. Moreover, proposing a joint scheduling-coding for stream distributed computation of itera-
Each tuple samples, via stochastic gradient descent (SGD) method [39], optimization problem, output direction. Incorporating the delay of encoding, decoding, iteration updates, is another interesting future research direction. Finally, incorporating the delay of encoding, decoding, iteration updates, and dataset download into the design is a promising future direction.

VIII. APPENDIX

In this section, we review the distributed gradient descent algorithm as an example of iterative algorithms that can be incorporated into our framework. Here, the $j$-th computational job is training a neural network $\mathcal{N}(j)$ using a large dataset $X(j) = \{(x_1, y_1), \ldots, (x_N, y_N)\}$ that consists of $N$ training samples, via stochastic gradient descent (SGD) method [39]. Each tuple $(x_i, y_i)$ includes a feature vector $x_i \in \mathbb{R}^p$ and an output $y_i \in \mathbb{R}$. The learning job is to solve the following optimization problem,

$$W^*(j) = \arg\min_{W} \sum_{i=1}^{N} Q(W, x_i, y_i),$$

where $W$ determines the weights of the neural network and $Q(\cdot)$ is the fitting loss function. The gradient-based method aims at solving this optimization problem by iteratively performing the following process,

$$G = \sum_{(x_i, y_i) \in X(j)} \nabla Q(W^{itr}, x_i, y_i),$$

$$W^{itr+1} = h(W^{itr}, G),$$

Equation (11) is the full-gradient of the model with respect to its weights, and equation (12) is the weight update step where $h(\cdot)$ is a gradient-based optimizer. The distributed gradient descent suggests performing (11) in a distributed fashion over smaller chunks of the dataset distributed among the workers. The master node receives all the results from the workers, finds the summation to obtain the full-gradient, and performs (12) to update the weights.

To address the straggler problem, a distributed coded gradient descent was recently proposed [14], [37] and is reviewed here. The dataset $X(j)$ is partitioned into $m$ disjoint chunks, i.e., $X_1(j), \ldots, X_m(j)$. The $r$-th task related to completion of iteration $itr$ of $j$-th job is performing the SGD individually on $d$ disjoint chunks of the dataset and sending a linear combination of the results to the master node. The master node uses the results from all workers to identify the summation of all partial gradients.

To this end, we define a sparse matrix $B$ with size $K\Omega \times m$ such that each row has exactly $d < m$ non-zero elements. Each task corresponds to one row of this matrix, such that the location of non-zero elements determine the index of dataset chunks and the value of non-zero elements determine the combination rule. At each iteration, the master node sends the current weights of the model and requests a subset of the tasks from each worker (via our optimal split solution). Each worker performs the assigned tasks sequentially and sends the results back to the master node as soon as a task is finished. The master node is capable of obtaining the full gradient update from any $K$ task results if the full-one row is in the span of any submatrix that consists of $K$ rows of matrix $B$. Then, it completes the iteration by performing the weight update (12).

Several constructions have been devised in the literature for matrix $B$, and correspondingly and the values for $K$, $\Omega$, $m$, and $d$, e.g., [11], [13]–[15], [37].

**Example 3.** Consider an example where $K = 2$, $\Omega = 1.5$, $m = 3$, and $d = 2$. The following choice for matrix $B$:

$$B = \begin{pmatrix}
1 & 0 & 0.5 \\
1 & -1 & 0 \\
0 & 1 & 0.5
\end{pmatrix},$$

enables the final gradient descent update to be obtained from the result of any $K = 2$ successful task results, see Fig. 8. More specifically, the dataset is partitioned into $m = 3$ chunks. There are $K\Omega = 3$ tasks: The first task is computing the gradient updates on the first and third partitions as $G_1$ and $G_3$, and sending $G_1 + 0.5G_3$ back to the master node. The second task is computing the gradient updates on first and second partitions as $G_1$ and $G_2$, and sending $G_1 - G_2$ back to the master node. The third task is computing the gradient updates on second and third partitions as $G_2$ and $G_3$, and sending $G_2 + 0.5G_3$ back to the master node. As it is apparent, the value of $G_1 + G_2 + G_3$ can be obtained from any $K = 2$ successful task results.
