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Abstract

A digraph is semicomplete if any two vertices are connected by at least one arc and is locally semicomplete if the out-neighbourhood and the in-neighbourhood of any vertex induce a semicomplete digraph. In this paper we study various subclasses of locally semicomplete digraphs for which we give structural decomposition theorems. As a consequence we obtain several applications, among which an answer to a conjecture of Naserasr and the first and third authors: if an oriented graph is such that the out-neighbourhood of every vertex induces a transitive tournament, then one can partition its vertex set into two acyclic digraphs.

1 Introduction

In this paper all directed graphs (digraphs in short) are simple, i.e. contain no loop and no multi-arc. If in addition a digraph contains no digon (a cycle on two vertices), we say that it is an oriented graph.

For a vertex \( x \) of a digraph \( D \), we denote by \( x^+(D) \) (resp. \( x^-(D) \)) the set of its out-neighbours (resp. in-neighbours):

\[
x^+(D) = \{ y \in V(D), xy \in A(D) \}
\]

\[
x^-(D) = \{ y \in V(D), yx \in A(D) \}
\]

If there is no ambiguity on the digraph, we will simply use \( x^+ \) and \( x^- \).

Given a digraph \( D = (V, A) \), its underlying graph is the unoriented graph \( G = (V, E) \) such that \( xy \in E \) if \( xy \in A \) or \( yx \in A \). We say that a digraph is connected if its underlying graph is connected as an unoriented graph. A semicomplete digraph is a digraph whose underlying graph is a complete graph. A tournament is a semicomplete oriented graph. A digraph \( D \) is strongly connected if there is a directed path between each ordered pair of vertices. In this case we say that \( D \) is a strong digraph.

We denote by \( K_2 \) the digraph on two vertices with an arc in both directions, by \( C_k \) the directed cycle on \( k \) vertices and by \( TT_k \) the unique acyclic tournament on \( n \) vertices, called transitive tournament. The oriented graph on three vertices with a vertex of out-degree 2 (resp in-degree 2) and two vertices of in-degree 1 (resp. two vertices of out-degree 1) is called \( S_2^+ \) (resp. \( S_2^- \)).

For a class \( P \) of digraphs (like semicomplete, tournament, acyclic), a digraph is locally out-\( P \) (resp. locally in-\( P \)) if for every vertex \( x \), \( x^+ \) (resp. \( x^- \)) induces a digraph in \( P \). For example, a digraph \( D \) is locally out-semicomplete if the out-neighbourhood of every vertex of \( D \) induces a semicomplete digraph. Finally, we will say that a digraph is locally \( P \) if it is both locally out-\( P \) and locally in-\( P \). We make one exception for one of the main class of this paper: for the oriented graphs for which the out-neighborhood
of every vertex is a transitive tournament, we will use the term "out-transitive oriented graphs" instead of the heavier and possibly confusing "out-transitive tournament oriented graphs".

A linear order on a digraph $D$ is an order $O := (v_1, v_2, \ldots, v_n)$ of its vertices. Two orders $O_1$ and $O_2$ are equivalent if $O_1 := (v_1, v_2, \ldots, v_n)$ and $O_2 = (v_k, v_{k+1}, \ldots, v_n, v_1, v_2, \ldots, v_{k-1})$ for some $k$. An equivalence class for this relation is called a cyclic order of $D$. For two vertices $v_i$ and $v_j$ in a linear order the cyclic interval $[v_i, v_j]$ is defined as follow:

$$[v_i, v_j] = \begin{cases} 
\{v_k \mid k \in [i, j]\} & \text{if } i < j \\
\{v_k \mid k \not\in [j, i]\} & \text{if } i \geq j
\end{cases}$$

Note that cyclic intervals only depend on the cyclic order and not on a linear order chosen as a representative. As usual, $[v_i, v_j] = [v_j, v_i] \\{v_i, v_j\}$.

Semicomplete digraphs are well studied and a natural and fruitful way to extend results on this class is to look at the class of locally semicomplete digraphs. Introduced in 1990 by Bang-Jensen [4], locally semicomplete digraphs have since then been the topic of more than 100 research papers, and a whole chapter in [7] is devoted to this class. A particularly nice result in this area is one of Huang that gives a geometric characterization of locally transitive digraphs. We state it here in the particular case of oriented graphs.

**Theorem 1.1 (Huang, [7])**

If $D = (V, A)$ is a connected oriented graph, then the two conditions below are equivalent

1. for every vertex $x$, both $x^+$ and $x^-$ induce a transitive tournament.
2. there exists a cyclic order of the vertices of $D$ such that

$$\forall xy \in A, \forall z \in [x, y], xz \in A \text{ and } zy \in A$$

Any oriented graph (strong or not) that satisfies the second condition above is called a round oriented graph. In other words, for every vertex $x$, $x^+$ (resp. $x^-$) consists in a cyclic interval placed just after (resp. before) $x$ in the cyclic order. Note that a round oriented graph is strong if and only if every vertex has at least one in-neighbour. This is because the cyclic order given by the theorem then yields an Hamiltonian cycle. By the similar observation, if a round oriented graph is not strong, then it is in fact acyclic.

Our first result is a generalization of the theorem above in the particular case of strong oriented graphs.

**Theorem 2.1**

Let $D$ be a strong oriented graph. Then conditions below are equivalent.

1. for every vertex $x$, $x^+$ induces a tournament and $x^-$ induces an acyclic digraph
2. there exists a cyclic order of the vertices of $D$ such that

$$\forall xy \in A, \forall z \in [x, y], xz \in A \text{ and } zy \in A$$

Again condition 2 can be seen as the property that for every vertex $x$, $x^-$ consists in a cyclic interval placed just before $x$ in the order (see Figure 1). Following the terminology of [7], any oriented graphs satisfying condition 2 of the theorem above will be called in-round.

In [26], we note that the authors prove a similar result giving an alternate condition 1: they ask that for every vertex $x$, $x^+$ induces a transitive tournament and $x^-$ induces an acyclic digraph with a hamiltonian cycle. This characterization is more convenient in certain situations, such as for example to prove that a given oriented graph is in-round.
These additional conditions (which are easily seen in fact to be implied by condition 2) are unnecessary, which makes our theorem slightly stronger. Moreover, our proof, exposed in section 2, is also much shorter.

Figure 1: An in-round oriented graph that is not round

In fact, Theorem 2.1 is the first step towards our main structural result, which is a decomposition theorem for the class of strong locally out-transitive digraphs. If $H$ is a subdigraph of $D$, we define the contraction $D/H$ as the digraph obtained by removing all vertices of $H$, then adding a new vertex $h$ such that $xh$ (resp. $hx$) is an arc of $D/H$ if $x^- \cap H$ (resp $x^- \cap H$) is non empty. Beware that in general $D/H$ might contain digons (even if $D$ does not), eventhough in our case this never happens.

**Theorem 2.3**

If $D$ is a strong locally out-transitive oriented graph, then there exists a partition of its set of vertices into strong subdigraphs $D_1, \ldots, D_k$ such that the digraph obtained by contraction of every $D_i$ is a strong in-round oriented graph.

We give two applications of this theorem. The first one is an acyclic colouring result: we prove that if $D$ is an out-transitive oriented graph, then it can be partitioned into two acyclic induce subdigraphs. This proves a conjecture of [2]. Proof together with context of the conjecture is given in Section 3.1. This result was independently proof by Raphael Steiner, see Remark 1.2. The second one is a proof that locally in-tournaments satisfy the famous Caccetta-Häggkvist conjecture. This result is mentioned in [29] as an unpublished but not easy result of Paul Seymour but here the idea is to show how our decomposition theorem more or less directly implies the result. The proof is given in Section 3.2.

Finally, in Section 4, we use the techniques developed for the proof of Theorem 2.3 to prove a structural theorem (see Theorem 4.2) for the class of locally-semicomplete digraphs. Such a theorem is given in [5] (see Theorem 3.12), but we feel that our theorem is simpler and might have some interesting applications. We propose some illustrations after the proof of the theorem.

One idea behind the paper is to promote the idea of finding decomposition theorem for classes of digraphs, that is a theorem whose statement is of the kind: either a graph in this class is "basic" (belongs to some simple subclass), or it can be decomposed in some prescribed ways. These kinds of decomposition theorems proved to be a very powerful strategy in the world of undirected graphs (the most famous example being the celebrated proof of the perfect graph conjecture by Chudnovsky et al in [10]), and there are to our knowledge not so many theorems of this kind in the world of directed graphs, and there is no reason to believe that it could not be as effective in this setting.

**Remark 1.2.** A week prior to the submission of this paper, R. Steiner published on arXiv a very nice paper containing another proof of the colouring result of locally out-transitive oriented graphs mentioned above (as well as other results about acyclic colourings). Even though some of the ingredients are in common, the proof is longer and is different as it is an entirely inductive proof whereas ours relies on the structure theorem mentioned above.
2 Decomposing locally out-transitive oriented graphs

We start by proving the theorem mentioned in the introduction about strong oriented graphs that are both locally out-transitive and locally in-acyclic.

Theorem 2.1

Let $D$ be a strong oriented graph. Then conditions below are equivalent.

1. for every vertex $x$, $x^+$ induces a tournament and $x^-$ induces an acyclic digraph
2. there exists a cyclic order of the vertices of $D$ such that

   $\forall xy \in A, \forall z \in [x,y], zy \in A$

We recall that we will use the term in-round for any oriented graph satisfying condition 2.

Proof of Theorem 2.1: The easy direction is 2 implies 1. Indeed, let $x, y, z$ be such that $y, z \subseteq x^+$ and assume w.l.o.g that $z \in [x, y]$. Then by 2 we have that $zy \in A$, so $x^+$ is a tournament. Assume now that $x^-$ contains a directed cycle $C$, and let $y$ be the vertex of $C$ such that $C \setminus y \subseteq [y, x]$ (the left most vertex of $C$ in the representative of the cyclic order which ends in $x$). Let $z$ be the predecessor of $y$ on $C$. Now we have that $x \in [zy]$ and so by 2 there must be an arc $xy$, which contradicts the fact that $y \in x^-$ (there are no digon here).

Now assume 1. For every vertex $x$, $x^-$ induces a non empty acyclic oriented graph, and hence contains a vertex $y$ such that $y^+ \cap x^- = \emptyset$ (take the last vertex in a topological ordering of $x^-$). For every $x$ we arbitrarily choose one such vertex and denote it by $f(x)$. If $z$ is an out-neighbour of $f(x)$, then since $f(x)^+$ induces a tournament, $z$ and $x$ must be connected by an arc, and this cannot be $zx$ by definition of $f(x)$, so there must be an arc $xz$. We have therefore $f(x)^+ \setminus \{x\} \subseteq x^+$ for all $x$.

Now let $H$ be the graph induced by the arcs $f(x)x$. Each vertex of $H$ has in-degree exactly 1, so $H$ contains a cycle $C$. If $C$ does not span all vertices of $D$, then since $D$ is strong, there exists an arc $xy$ in $D$ where $x \in C$ and $y \not\in C$. Because of the property above the whole cycle $C$ must be contained in $y^-$, which contradicts 1. So $H$ consists in an Hamiltonian cycle and the property $f(x)^+ \subseteq x^+$ exactly translates into 2 for the cyclic order defined by this Hamiltonian cycle.

Remark 2.2. We point out that the proof above shows that Property 2 implies in fact that every out-neighbourhood in an in-round oriented graph induces a transitive tournament (even if it is not necessary to add it in Property 2 to get the equivalence). Thus in-round strong oriented graphs can also be seen as strongly oriented graphs that are locally out-transitive and locally in-acyclic as proved proved in [26].

We now recall the statement of the main structural theorem mentioned in the introduction.

Theorem 2.3

If $D$ is a strong locally out-transitive oriented graph, then there exists a partition of its set of vertices into strong subdigraphs $D_1, \ldots, D_k$ such that the digraph obtained by contraction of every $D_i$ is an in-round oriented graph.

Let us start with a lemma about locally out-semicomplete digraphs (be aware that the rest of this section is about oriented graphs and not digraphs, but we state it here for digraphs as we will make use of it in Section 4 where we study digraphs).

Lemma 2.4. Let $D$ be a locally out-semicomplete digraph. Let $H$ be a strong subdigraph of $D$ and let $z \not\in H$. If $z^- \cap H \neq \emptyset$ and $z^+ \cap H = \emptyset$, then $H \subseteq z^-$. 

Proof: Let $h$ and $h'$ be vertices of $H$ such that $hz$ and $hh'$ are arcs of $D$. Because $D$ is out-semicomplete and $z^+ \cap H = \emptyset$, $h'z$ must be an arc. Since $H$ is strong, we get that $h^- \cap H = H$. 

\[ \square \]
Proof of Theorem 2.3: From now on \( D \) will denote a strongly locally out-transitive oriented graph.

We define a hub to be a subset of vertices \( H \) of \( D \) such that

- \( H \) induces a strong oriented graph,
- there exists \( x \notin H \) such that \( H \subseteq x^{-} \).

Note that a hub is necessarily a strict subset of \( V(D) \). A hub is trivial if it is reduced to one vertex.

Recall that an oriented graph is in-round if the in-neighborhood of each vertex induces an acyclic oriented graph, and the out-neighborhood induces a tournament. Hence, since a cycle that is out-dominated is a hub, \( D \) is in-round if and only if there is no non trivial hub.

Assume \( D \) is not in-round, and consider a hub \( H \) that is (inclusion-wise) maximal. We want to prove that \( D/H \) is a locally out-transitive oriented graph. Assume first by contradiction that there exists a vertex \( z \notin H \) that is mixed for \( H \), that is such that there exists \( \{h,h'\} \subset H \) with \( (hz,zh') \in A(D)^2 \). Since \( H \) is strong, there is a directed path from \( h \) to \( h' \). Due to the fact that \( h^+ \) induces a tournament, by considering such \( h \) and \( h' \) with a path of minimal length, one can assume that \( hh' \) is an arc. There exists \( x \) in \( D \) such that \( H \subset x^{-} \), and because \( D \) does not contain \( S^+_x \) there must be an arc between \( x \) and \( z \). It cannot be \( xz \) because in that case \( h^+ \) would contain the directed triangle \( xzh' \) which is not possible so \( zx \) must be an arc. But then \( H \cup \{z\} \) is a hub that contradicts the maximality of \( H \).

So using Lemma 2.4 we observe that eventually there are three types of vertices outside \( H \): the one that have no arc to or from \( H \), the one that have out-neighbours in \( H \) but no in-neighbour, and the ones that are out-neighbour of every vertex of \( H \). One can now easily check that \( D/H \) is locally out-transitive.

Consider now two distinct maximal hubs \( H_1 \) and \( H_2 \). We want to prove that their intersection is empty. For \( i = 1, 2 \), let \( h_i \) be a vertex that in-dominates \( H_i \). Note that it is not possible that \( h_1 \in H_2 \) and \( h_2 \in H_1 \) simultaneously, as this would imply a digon between the two vertices. So without loss of generality, assume \( h_1 \notin H_2 \). But now if \( H_1 \cap H_2 \) is non empty, then \( h_1 \) has a in-neighbour in \( H_2 \) and by Lemma 2.4 and since we proved that no vertex can be mixed for \( H_2 \), we have that \( h_1 \) in-dominates and \( H_1 \cup H_2 \), which is therefore also a hub (it is strongly connected because the intersection is non empty). This contradicts the maximality of \( H_1 \) and \( H_2 \).

Eventually we have proven that maximal hubs define a partition of the vertex set (it is trivial that every singleton is a hub). Moreover, by what precedes, if there is an arc \( xy \) from a maximal hub \( H_1 \) to a maximal hub \( H_2 \), then \( y \) is an out-neighbour of every vertex in \( H_1 \). We summarize this with the following claim (the transitive tournament fact is due to the graph being locally out-transitive).

Claim 2.5. Maximal hubs form a partition of the vertex set. Moreover, if \( H_1 \) and \( H_2 \) are two maximal hubs, then between them:

- either there is no arc,
- either all arcs from \( H_1 \) to a subset of \( H_2 \) inducing a transitive tournament and no other arc,
- either all arcs from \( H_2 \) to a subset of \( H_1 \) inducing a transitive tournament and no other arc.

Let \( D' \) be the digraph obtained by contracting every maximal hub. If \( D' \) contains a non trivial hub \( H' \), then by the fact above it is clear that the set \( H \) of vertices of \( D \) that are mapped to vertices in \( H' \) by the contraction form a hub that would contradict the maximality of the hubs that were contracted to obtain \( D' \). So \( D' \) contains no non trivial hub, so no dominated cycle, and hence by Theorem 2.1 it is in-round. This concludes the proof of Theorem 2.3. ■

3 Applications of Theorem 2.3

3.1 Acyclic Colourings

An acyclic colouring of a digraph is an assignment of colours to the vertices such that each colour class induces an acyclic subdigraph, that is a subdigraph containing no directed cycle. The acyclic chromatic
number, or simply dichromatic number, of a digraph $D$, is defined to be the smallest number of colours required for an acyclic colouring of $D$ and is denoted $\chi^-(D)$. This notion was first introduced in 1982 by Neumann-Lara [28] and has attracted a lot of attention in the past decade (see for example [3, 9, 20, 19, 24, 25, 14, 34]) as it seems to be the natural generalization for digraphs of the usual chromatic number.

A hero is a tournament $H$ such that every tournament not containing $H$ have bounded dichromatic number. In [3], Berger et al give a full description of heroes. Extending the notion of hero, a set $F$ of digraphs is said to be heroic if every digraph not containing any member of $F$ as an induced subdigraph has bounded dichromatic number. In [2], the first and third authors together with Naserasr proposed the following conjecture, along with a proof of the only if part. It can be seen as an analogue of the well-known Gyárfás-Sumner Conjecture [15, 35] for oriented graphs.

**Conjecture 3.1 ([2])**

Let $H$ be a hero and let $F$ be an oriented forest. The set $\{\overrightarrow{K_2}, H, F\}$ is heroic if and only if:

- either $F$ is the disjoint union of oriented stars,
- or $H$ is a transitive tournament.

This conjecture is still widely open. The first case that was left in [2] is the case $F = S^+_2$, and $H = C_3$ and it was conjectured that digraphs without any induced subgraph in $\{\overrightarrow{K_2}, C_3, S^+_2\}$ have dichromatic number at most two. As mentioned in the introduction, we now prove this result, and in fact a stronger result. We recall that in [33], Raphael Steiner independently proved the same result as well as other special cases of Conjecture 3.1, see Remark 1.2.

**Theorem 3.2**

Every locally out-transitive oriented graph has dichromatic number at most 2.

Note that it indeed extends the question mentioned above as it amounts to forbidding $\overrightarrow{K_2}$, $S^+_2$ and the tournament on 4 vertices built by taking a directed triangle $C_3$ and adding a vertex with an arc going to the three other vertices. As already said, forbidding $S^+_2$ implies that every out-neighbourhood induces a tournament, and forbidding this 4-vertex tournament implies that every out neighbourhood must induce a $C_3$-free tournament, hence acyclic (every tournament containing a directed cycle must contain a $C_3$).

To ease the induction proof we will prove the following stronger result.

**Theorem 3.3**

Let $D$ be a locally out-transitive oriented graph and $T$ a subdigraph of $D$ inducing a transitive tournament. Then $D$ admits a proper 2-dicolouring such that all vertices of $T$ receive the same colour.

The first step towards the proof of this theorem is to prove the exact same statement for the class of in-round oriented graphs (which we recall can also be seen as locally out-transitive and locally in-acyclic oriented graphs).

**Proposition 3.4**

Every in-round oriented graph has dichromatic number at most 2. More precisely, for every vertex $x$, there exists a valid 2-dicolouring such that $\{x\} \cup x^+$ is monochromatic.

**Proof:** We only need to prove it when the oriented graph is strong since a 2-colouring of each strong component yields a valid 2-colouring of the whole oriented graph. Consider the cyclic order given by the definition of in-round and pick any vertex $x$. Let $y$ be the vertex such that $xy$ is a longest arc, that is the arc such that the interval $[y, x]$ contains the maximum number of vertices. This implies that in the linear order given by the interval $[y, x]$ all arcs go forward since a back arc $x'y'$ would force the arc $xy'$ contradicting the maximality...
We are now ready to prove Theorem 3.3.

**Proof of Theorem 3.3:** Again we can assume that our digraph \( D \) is strong, and we proceed by induction on the number of vertices of \( D \). Let \( T \) be a transitive tournament in \( D \). We consider the decomposition into maximal hubs given by Theorem 2.3 and label the hubs \( H_1, \ldots, H_k \) so that the order corresponds to the cyclic order \( h_1, \ldots, h_k \) of the contracted in-round oriented \( D' \). Since the theorem guarantees that \( D' \) contains no digons, there can exist arcs in only one direction between two distinct \( H_i \). Moreover, Lemma 2.4 implies that if there is an arc \( xy \) from \( H_i \) to \( H_j \), then there is an arc from every vertex in \( H_i \) to \( y \) and by the in-round property of \( D' \) that the same is true for any vertex in \( H_k \) for \( k \in [i, j] \). We define \( T_i \) for \( i = 1, \ldots, k \) to be the set of vertices in \( H_i \) that have an in-neighbour out of \( H_i \). By the remark just above, it in fact consists in \( x^+ \cap H_i \) for every \( x \in H_{i-1} \). Note also that if a cycle of \( D \) is not included in a maximal hub, then if it intersects \( H_i \), it must intersect \( T_i \). Let \( s \) be the source in the transitive tournament \( T \), and without loss of generality assume it belongs to \( H_1 \). Note that because every other vertex in \( T \) is an out-neighbour of \( s \), we have that \( T \cap H_i \subset T_i \) for every \( i \geq 2 \).

Now we are ready to define our colouring. First we consider the in-round oriented graph \( D' \) and denote by \( T' \) the subtournament (transitive) in \( D' \) consisting in all \( h_i \) such that \( T \cap H_i \) is non empty. By Proposition 3.4 there exists a valid 2-dicolouring of \( D' \) such that the out-neighbourhood of \( h_1 \) (which contains \( T' \)) is monochromatic, say coloured 1. Now by induction we can ask for every \( i \geq 2 \) for a colouring of \( H_i \) such that all vertices of \( T_i \) get the colour of \( h_i \) in the colouring of \( D' \) defined above. For \( i = 1 \) we ask by induction for a colouring of \( H_1 \) such that every vertex of \( T \cap H_1 \) gets the colour of \( h_1 \), that is 1.

First, note that in this colouring, every vertex of \( T \) gets colour 1 because of the assumption on the colouring of \( D' \). We now need to prove that this colouring is a valid 2-dicolouring of \( D \). Assume by contradiction that \( C \) is a monochromatic cycle and consider a minimal such cycle. \( C \) is not included in some \( H_i \) since the colouring is valid in every hub. So \( C \) hits more than one hub, and since the vertices in each \( H_i \) have the same out-neighbours out of \( H_i \), the minimality of \( C \) implies that \( C \) contains at most one vertex from each hub \( H_i \) and this vertex must belong to \( T_i \) (otherwise it cannot have an in-neighbour out of \( H_i \)). The only case where this does not yield directly a monochromatic cycle (and hence a contradiction) in the contracted digraph \( D' \) is if \( C \) is coloured 2 and contains a vertex \( x \) in \( T_i \setminus T \). Let \( y \) be its successor on the cycle. Then \( y \) belongs to some \( T_j \) where \( j \) is such that \( h_i h_j \) is an arc of \( D' \). But by assumption on the colouring of \( D' \) this implies that \( h_j \) gets colour 1 and therefore \( y \) must get colour 1, which is a contradiction that finishes the proof of Theorem 3.3. □

### 3.2 About Caccetta-Häggkvist Conjecture

A beautiful and famous conjecture due to Caccetta and Häggkvist states states the following.

**Conjecture 3.5 (Caccetta-Häggkvist)**

Let \( k \geq 2 \) be an integer. Every digraph \( D \) on \( n \) vertices with no directed circuits of length at most \( k \) contains a vertex of out-degree less than \( n/k \).

The case \( k = 2 \) is trivial but the case \( k = 3 \) is still widely open and has attracted a lot of attention. In [29] (see page 3), it is mentioned that for \( k = 3 \), while adding the hypothesis that the graph has no \( S_2 \) makes it very easy, the dual case of forbidding \( S_2^+ \) was proven by Seymour but is "substantially more difficult".

Here we prove that this comes as an easy consequence of Theorem 2.3 and Theorem 2.1 for any value \( k \geq 3 \).

**Theorem 3.6**

Let \( D \) be locally in-tournament oriented graph on \( n \) vertices with no directed cycle of length at most \( k \). Then \( D \) contains a vertex of out-degree less than \( n/k \).
Theorem 2.3 and Theorem 2.1 were designed for locally out-tournament but of course by reversing the arcs we get an equivalent statement for locally in-tournament (here an out-round digraph is a digraph obtained by an in-round digraph by reversing all the arcs). We combine both to get this corollary.

**Corollary 3.7**

If $D$ is a strong locally in-tournament that does not contain any $C_3$, there exists a partition of its set of vertices into strong subdigraphs $D_1, \ldots, D_k$ such that the digraph $D'$ obtained by contraction of every $D_i$ is a strong oriented graph which is out-round, that is admits a cyclic order on its vertices such that

$$\forall x, y, z \in V(D') (xy \in A \land z \in [x, y]) \Rightarrow xz \in A$$

**Proof of Theorem 3.6:** Let $D$ be digraph as in the statement of the theorem and denote by $n$ the number of its vertices. First observe that we can assume $D$ to be strong, since one can apply it to a terminal strong component. Since $k \geq 3$, notice that $D$ does not contain $C_3$ so we can apply Corollary 3.7 above.

We begin by proving a weighted version for out-round oriented graphs.

**Lemma 3.8.** Let $D$ be a strong out-round oriented graph with no cycle $C_3$ and let $w$ be a positive weight function on the vertices of $D$. Denote by $W$ the sum of all weights. Then there exists a vertex $u$ such that

$$\sum_{v \in u} w(v) < W - w(u)$$

Let us show first that this lemma indeed implies the theorem. Since $D$ admits an out-round quotient by Corollary 3.7, we can apply the lemma to the quotient with weights being the sizes of the contracted subdigraphs. Let $D_i$ be the subdigraph corresponding to the vertex of small out-degree given by the claim. Now by applying induction to $D_i$, one finds a vertex in $D_i$ with out-degree (strictly) less than $|D_i|/k$, which combined with the lemma gives the desired result.

Let us now prove the lemma. Consider the cycle order as in Corollary 3.7. For every vertex $x$, denote by $f(x)$ the last of its out-neighbour along the cyclic order and by $\phi(x)$ the quantity $\sum_{y \in x} w(y)$. Observe that due to the out-round structure, $\phi(x)$ is exactly the sum of weights in the interval $[x, f(x)]$. We denote also by $f^{(i)}(x) = f(f^{(i-1)}(x))$ with the convention $f^{(0)}(x) = x$.

Consider a path on $k$ vertices of the form $xf(x)f(f(x))\ldots f^{(k-1)}(x)$. Observe that because of the out-round structure and the non existence of a cycle of length at most $k$ the path does not cycle completely around the cyclic order. Furthermore for the same reason we have that any two intervals $[f^{(i)}(x), f^{(i+1)}(x)]$ for distinct values $i \neq i'$ are disjoint. Eventually we have that for every vertex $x$

$$\sum_{i=0}^{k-1} \phi^{(i)}(x) \leq W - w(x)$$

Now consider some cycle $C$ formed by the arcs $xf(x)$. By summing the above inequality for all vertices in the cycle one gets

$$k \sum_{x \in V(C)} \phi(x) \leq W|C| - \sum_{x \in V(C)} w(x)$$

So there must exist a vertex in $V(C)$ that satisfies:

$$k\phi(x) + w(x) \leq W$$

which is exactly the assertion of the lemma.

8
4 Structure of locally semicomplete digraphs

In this section digons are allowed and we focus on locally semicomplete digraphs which we recall is the class of digraphs such that the in-neighbourhood and out-neighbourhood of any vertex is semicomplete.

A statement in the flavour of Conjecture [3,1] is easy to prove. The proof was independently obtained by Raphael Steiner [33].

**Theorem 4.1**

For every hero \( H \), \( H \)-free locally tournaments have bounded dichromatic number. More precisely, it is bounded by at most twice the maximum dichromatic number of a \( H \)-free tournament.

**Proof:** Let \( k \) be the maximum dichromatic number of an \( H \)-free tournament. Let \( x \) be any vertex. By induction on the number of vertices, we know that the oriented graph induced by the set of non neighbours \( N = V \setminus (\{x\} \cup x^+ \cup x^-) \) is \( 2k \) colourable so we first properly colour \( N \) with colours in \([1, \ldots, 2k]\). Now since \( x^+ \) and \( x^- \) are tournaments, they are \( k \)-colourable by hypothesis. We can thus use colours \([1, \ldots, k]\) for a proper colouring of \( x^- \), and colours \([k + 1, \ldots, 2k]\) for a proper colouring of \( x^+ \), give \( x \) any colour, and it is not difficult to check that this gives a valid \( 2k \)-colouring of \( D \) (the main fact to observe is that there are no arcs from \( x^- \) to \( N \), and from \( N \) to \( x^+ \)).

The purpose of this section is to use our techniques to give a proof of the following structural theorem for the class of locally semicomplete digraphs. As already mentioned in the introduction, such a theorem is given in [5] (see Theorem 3.12), but our theorem is much simpler to state and might have some interesting applications. In fact the theorem of [5] has the same first two cases below, but their third case (called evil in Chapter 6 of the monograph [6]) has a more complicated description that seem to us less easy to handle for applications. We propose some illustrations after the proof of the theorem.

We need some vocabulary first. A vertex \( x \) out-dominates (resp. in-dominates) a set of vertices \( X \) if \( X \subseteq x^+ \) (resp. \( X \subseteq x^- \)). A vertex \( x \) strictly out-dominates (resp. strictly in-dominates) a set of vertices \( X \) if \( X \subseteq x^+ \setminus x^- \) (resp. \( X \subseteq x^- \setminus x^+ \)). A set of vertices \( X \) out-dominates (resp. strictly out-dominates, in-dominates, strictly in-dominates) a set of vertices \( Y \) if every vertex of \( X \) out-dominates (resp. strictly out-dominates, in-dominates, strictly in-dominates) \( Y \). Also, we call universal vertex a vertex \( x \) such that \( x^+ = x^- = V(D) \setminus \{x\} \).

**Theorem 4.2**

Let \( D \) a connected locally semicomplete digraph, then either:

- \( D \) is semicomplete with a universal vertex.
- There exists a partition of \( V(D) \) into \( k \geq 2 \) subsets each inducing strong connected semicomplete digraphs such that the digraph obtained by contracting every member of the partition is a round oriented graph.
- there exists a partition of \( V(D) \) into four sets \( E, F, G \) and \( H \) such that:
  - \( F \) and \( H \) are non empty, and one of \( E \) and \( G \) is non empty.
  - \( D[E], D[F], D[G] \) and \( D[H] \) are semicomplete;
  - \( E \) strictly out-dominates \( F \), \( F \) strictly out-dominates \( G \), \( G \) out-dominates \( H \) and \( H \) out-dominates \( E \).
  - \( \forall x \in G, x^+ \cap E \neq \emptyset \) and \( x^- \cap E \neq \emptyset \)

For this proof, we need to relax the notion of hub of the previous section: a set \( X \subseteq V \) is called a weak hub if there exists a vertex which strictly in-dominates or strictly out-dominates \( X \). The "strictly" part of
Theorem 4.2

Lemma 4.3. Let $D$ be a connected locally semicomplete digraph such that no maximal weak hub is mixed. Then either $D$ is semicomplete with a universal vertex, or there exist $k \geq 2$ disjoint sets $X_1, X_2, \ldots, X_k$ of vertices such that $D[X_i]$ is strong for $i = 1, \ldots, k$, and the digraph obtained by contraction of every $X_i$ is a round oriented graph.

Proof of Lemma 4.3: Let $D$ be a connected locally semicomplete digraph and assume it is not semicomplete with a universal vertex. We first prove that maximal weak hubs form a partition of $V(D)$.

Claim 4.4. Let $X$ and $Y$ be two distinct maximal weak hubs. Then $X \cap Y = \emptyset$.

Proof: Assume $X$ and $Y$ contradict the claim. If there exists $x \notin Y$ which strictly in-dominates $X$, then there is at least one arc to $x$ from a vertex of $X \cap Y \neq \emptyset$ and since $Y$ is not mixed, there is no arc from $x$ to $Y$. As $D[Y]$ is strongly connected, Lemma 2.4 implies that $x$ strictly in-dominates $Y$. But then $X \cup Y$ would be a weak hub, contradicting the maximality of $X$. If now there exists $x \in Y$ which strictly in-dominates $X$, then consider any arc $ab$ where $a \in X \cap Y$ and $b \in X \setminus Y$, which must exist since $D[X]$ is strong. But now $X$ is mixed because of the arcs $ab$ and $bx$, a contradiction. So $X$ is not strictly in-dominated and is similarly it cannot be strictly out-dominated.

Claim 4.5. Every vertex belongs to some maximal weak hub.

Proof: Let $u$ be a vertex of $D$. It suffices to prove $\{u\}$ is a weak hub. Assume by contradiction this is not the case. By definition of weak hub this forces $u^+ = u^-$. If $u^+ = V \setminus \{u\}$, $D$ is semicomplete with a universal vertex, a contradiction. If not, $D$ is connected, there exists vertices $v \in u^+$ and $w \notin u^+$ such that $vw \in A$ or $wv \in A$. But then, as $u^- = u^+$, $u$ and $w$ are both in-neighbours or both out-neighbours of $v$, implying $w \in u^- = u^+$, a contradiction.

The next claim describes the structure of the arcs linking maximal weak hubs.

Claim 4.6. Let $X$ and $Y$ be two distinct maximal weak hubs. Then either $X$ strictly in-dominates $Y$, or $X$ strictly out-dominates $Y$, or there is no arc between $X$ and $Y$.

Proof: Assume that there exists $x \in X$ and $y \in Y$ such that $xy \in A(D)$. By Lemma 2.4 applied to $H = X$ and $z = y$, and because $X$ is not mixed by hypothesis, we have that $y$ strictly in-dominates $X$. But now by applying the same Lemma to the digraph obtained from $D$ by reversing all arcs (which is still locally out-semicomplete since $D$ is locally semicomplete), we get that $Y$ strictly in-dominates $X$. 

Figure 2: The structure in the third case of Theorem 4.2
Let us now consider a partition of $V$ into maximal weak hubs $X_1, X_2 \ldots X_k$ and let $D'$ the digraph obtained by contracting every set in the partition. By Claim 4.6, $D'$ is a locally tournament oriented graph. Moreover, the in-neighbourhood (resp. the out-neighbourhood) of any vertex $x \in V(D')$ is acyclic. Indeed, if there were any such cycle $C$ on vertices of $D'$ corresponding to weak hubs $X_{i_1}, X_{i_2}, \ldots X_{i_j}$ with $j \geq 2$, then $\bigcup_{j=1}^{\ell} X_{i_j}$ would induce a weak hub in-dominated (resp. out-dominated) by every vertex of the weak hub corresponding to $x$ in $D$, a contradiction to the maximality of the $X_i$. Due to Theorem 1.1, $D'$ is a round digraph.

To prove Theorem 4.2, it remains to prove the following lemma which deals with the case where there exists a maximal weak hub that is mixed.

**Lemma 4.7.** Let $D$ a connected locally semicomplete digraph such that there exists a maximal weak hub which is mixed. Then there exists a partition of $V(D)$ into four sets $E$, $F$, $G$ and $H$ such that:

- $F$ and $H$ are non-empty, and one of $E$ and $G$ is non-empty.
- $D[F]$, $D[G]$ and $D[H]$ are semicomplete;
- $E$ strictly out-dominates $F$, $F$ strictly out-dominates $G$, $G$ out-dominates $H$ and $H$ out-dominates $E$.
- $\forall x \in G$, $x^+ \cap E \neq \emptyset$ and $x^- \cap E \neq \emptyset$

**Proof of Lemma 4.7:** Let $X$ be a maximal weak hub which is mixed. Let us define:

\[
X^M = \{ u \notin X \mid \exists a, b \in X \text{ such that } ua \in A, bu \in A \} \\
X^IN = \{ u \notin X \mid \exists a \in X \text{ such that } ua \in A \} \setminus X^M \\
X^OUT = \{ u \notin X \mid \exists a \in X \text{ such that } au \in A \} \setminus X^M \\
X^NO = V \setminus (X \cup X^IN \cup X^OUT \cup X^M) = \{ u \in V \mid \forall v \in X, uv \notin A \text{ and } vu \notin A \}.
\]

Since $X$ is strong, by Lemma 2.4, $X$ strictly out-dominates $X^OUT$ and due to the same lemma applied to the digraph obtained by reversing all arcs of $D$, we have that $X^IN$ strictly out-dominates $X$.

Eventually since $X$ is assumed to be a weak hub that is mixed, we have that $X^M$ and $X$ are non-empty and one of $X^IN$ or $X^OUT$ is non-empty.

Now we claim that for each vertex $u$ in $X^OUT$ and each vertex $v$ in $X^M$, $uv \in A(D)$. Suppose this is not the case and consider $w$ an in-neighbour of $v$ in $X$: as $u$ is an out-neighbour of $w$, there must be an arc between $u$ and $v$. If $uv \notin A(D)$ then $X \cup \{ v \}$ is a weak hub, contradicting the maximality of $X$. Similarly one can prove that for each vertex $v$ in $X^IN$ and for each vertex $u$ in $X^M$, $uv \in A(D)$.

There cannot be any arc $uv$ with $u \in X^M \cup X^IN$ and $v \in X^NO$ as any such $u$ has an out-neighbour in $X$ and this would create an induce $S^2$. For a similar reason, there cannot be an arc $uv$ with $u \in X^NO$ and $v \in X^M \cup X^OUT$. In particular we prove that there are no arcs between $X^M$ and $X^NO$. But now since $X^M$ is not empty, consider a vertex $w \in X^M$ and remember that it out-dominates every vertex in $X^IN$ and in-dominates every vertex in $X^OUT$. Now, since $D$ is locally semicomplete, it does not contain $S^2$ nor $S^3$, so there cannot be an arc from $X^OUT$ to $X^NO$ or from $X^NO$ to $X^IN$. Therefore there is no arc between $X^NO$ and $X^IN \cup X^OUT \cup X^M$, and since $D$ is connected it implies that $X^NO = \emptyset$.

Thus $V = X \cup X^IN \cup X^OUT \cup X^M$ and taking $E = X^IN$, $F = X$, $G = X^OUT$ and $H = X^M$, we can verify that at least three of them are non-empty ($F$, $H$ and one of $E$ and $G$) and thus that they all are semicomplete (as the in-neighbourhood and the out-neighbourhood of any vertex are semicomplete) and satisfy the output of the theorem.
Two short applications of Theorem 4.2

Let us mention here some applications of the previous theorem.

A 2-king in a digraph is a vertex that can reach every other vertex by a directed path of length at most 2. In [56] it is proved that a locally semicomplete digraph that is not a blow-up of a round oriented graph (that is, not in the second case of Theorem 4.2) has a 2-king. As we show now, this is a direct consequence of Theorem 3.2. Indeed, when $D$ is semicomplete, it is easy to see that a vertex $x$ of maximum out-degree satisfies that every vertex in $x^-$ is either in $x^+$ or has an in-neighbor in $x^+$, and therefore $x$ is a 2-king. And if $D$ is described by the third case, we distinguish two cases.

- If $H$ is non-empty, then we claim that a vertex $x$ in $G$ that is a 2-king in $D[G]$ (which exists by the previous argument) is a 2-king in $D$. Indeed, every vertex in $H$ is in $x^+$, and since there is all arcs from $H$ to $E$, there is a directed path of length at most 2 from $x$ to each vertex of $E$. Finally, since $x$ has at least one out-neighbor in $E$ and there is all arcs from $E$ to $F$, there is a directed path of length 2 from $x$ to each vertex in $F$.

- If $H$ is empty, then $F$ is not and in that case we take any vertex that is a 2-king in $E$, and it is clearly a 2-king of $D$.

Another topic is pancyclicity, that is the property that a digraph contains a directed cycle for all possible lengths between 3 and the number of vertices. We don’t write the proof here but Theorem 4.2 implies the result of [5] characterizing pancyclicity for locally semicomplete digraphs, since again the only non easy case is when the digraph is neither semicomplete nor the blowup of a round digraph, in which case it follows without too much effort because of the simplicity of this third case compared to the one of Theorem 3.2 in [5].

5 Perspectives

In the context of Conjecture 3.1, it would be interesting to prove that $\{\overrightarrow{K_2}, H, S^+_2\}$ is heroic for every hero $H$. We prove it in the case where the hero consists of a $C_3$ plus a vertex dominating it. In order to extend this partial result, one idea could be to use the structure theorem for heroes of Berger et al. mentioned in the introduction. Let us now state this theorem.

Given two oriented graphs $H_1$ and $H_2$ on disjoint sets of vertices, we denote by $H_1 \Rightarrow H_2$ the digraph obtained from disjoint union of $H_1$ and $H_2$ by adding an arc from each vertex of $H_1$ to each vertex of $H_2$.

Given three oriented graphs $H_1, H_2, H_3$, we denote by $C_3(D_1, D_2, D_3)$ the oriented graph obtained from disjoint copies of $H_1, H_2$ and $H_3$ after adding all arcs from $H_1$ to $H_2$, all arcs from $H_2$ to $H_3$ and all arcs from $H_3$ to $H_1$.

Theorem 5.1 ([5])

A tournament is a hero if and only if it can be constructed by the following inductive rules:

- $K_1$ is a hero.
- If $H_1$ and $H_2$ are heroes, then $H_1 \Rightarrow H_2$ is also a hero.
- If $H$ is a hero, then for every $k \geq 1$, the tournaments $C_3(H, TT_k, K_1)$ and $C_3(TT_k, H, K_1)$ are both heroes.

In the light of this theorem, a first step to prove that $\{\overrightarrow{K_2}, H, S^+_2\}$ is heroic for every hero $H$ would be to show that, given two heroes $H_1$ and $H_2$, if $\{\overrightarrow{K_2}, H_i, S^+_2\}$ is heroic for $i=1,2$, then $\{\overrightarrow{K_2}, H_1 \Rightarrow H_2, S^+_2\}$ is also heroic. The case $H_1 = K_1$ is solved in the prepublication [33] mentioned in the introduction, but
we think that a decomposition theorem for locally out-tournament oriented graphs, in the spirit of Theorem 4.2 would be of great help for the general case.

Finally, we wonder whether Theorem 4.2 can be applied to prove some open problems about locally semicomplete digraphs or locally tournament oriented graphs. One such problem is the famous Second Neighbourhood Conjecture due to Seymour, which is known for tournaments but not for locally tournament oriented graphs. The first two cases of Corollary 4.2 can be dealt with without too much difficulty, but we were alas not able to deal with the last one.
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