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Abstract
Marcus, Spielman and Srivastava (Annals of Mathematics 2014) solved the Kadison–Singer Problem by proving a strong form of Weaver’s conjecture: they showed that for all $\alpha > 0$ and all lists of vectors of norm at most $\sqrt{\alpha}$ whose outer products sum to the identity, there exists a signed sum of those outer products with operator norm at most $\sqrt{8\alpha} + 2\alpha$. We prove that it is NP-hard to distinguish such a list of vectors for which there is a signed sum that equals the zero matrix from those in which every signed sum has operator norm at least $\eta\sqrt{\alpha}$, for some absolute constant $\eta > 0$. Thus, it is NP-hard to construct a signing that is a constant factor better than that guaranteed to exist.

For $\alpha = 1/4$, we prove that it is NP-hard to distinguish whether there is a signed sum that equals the zero matrix from the case in which every signed sum has operator norm at least $1/4$.
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1 Introduction

Implicit in Weaver’s [17] conjecture $KS_2$ is the following discrepancy problem: given vectors $v_1,\ldots,v_n$, find an $x \in \{\pm 1\}^n$ minimizing the operator norm of $\sum_i x(i)v_iv_i^*$, where $v_i^*$ is the conjugate transpose of $v_i$. Weaver proved that conjecture $KS_2$ implies a positive resolution of the Kadison–Singer Problem. It is equivalent to the statement that there are constants $\alpha > 0$ and $\beta < 1$ such that for all vectors $v_1,\ldots,v_n$ that satisfy

$$\|v_i\|^2 \leq \alpha,$$

for all $i$, and

$$\sum_{i=1}^n v_i v_i^* = I,$$

there exists a $x \in \{\pm 1\}^n$ so that

$$\left\| \sum_i x(i)v_i v_i^* \right\| \leq \beta.$$

\footnote{While all vectors in this paper have Real entries, Weaver’s conjecture remains natural over the Complexes.}

2 Weaver’s statement is slightly different from this, but he proves it is equivalent to this in part b of his Theorem 2. See the Remarks section for some explanation.
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Here, \( \|v_i\| \) refers to the standard Euclidean norm of a vector and the norm around the signed sum of outer products refers to the operator norm induced by the Euclidean vector norm:

\[
\|M\| = \max_{t: |t|=1} \|Mt\|.
\]

Marcus, Spielman, and Srivastava [14] solved the Kadison–Singer Problem by proving that Weaver’s conjecture is true with \( \beta = \sqrt{8\alpha} + 2\alpha \). Their result was improved by Bownik, Casazza, Marcus, and Speegle [4], who reduced the bound on \( \beta \) to a little below \( \sqrt{8\alpha} \).

Neither of these results are accompanied by efficient algorithms, and many have wondered if there are efficient algorithms for choosing vectors \( x \) that satisfy the conditions of Weaver’s Conjecture. The currently best known algorithm for constructing such an \( x \) runs in time \( O(2^{\gamma}n^{\alpha}) \), and achieves \( \beta \) arbitrarily close to \( \sqrt{8\alpha} + 2\alpha \) [1]. Jourdan, Macgregor, and Sun [11] give a quasipolynomial time algorithm that approximates the best \( \beta \) when the number of vectors is exponential in the dimension.

In this paper, we prove that it is NP-hard to distinguish between the cases in which there exists an \( x \) that makes the signed sum of outer products the all-0 matrix from the case in which all \( x \) result in a signed sum with operator norm at least \( \eta \sqrt{\alpha} \), for some constant \( \eta > 0 \).

Before stating our results in more detail, we introduce some notation that makes those statements compact. Given a list of vectors \( V = v_1, \ldots, v_n \) and a vector \( x \in \{\pm 1\}^n \), we let \( M(V, x) \) denote the signed sum of outer products,

\[
\sum_i x(i)v_iv_i^*.
\]

When just given the list of vectors \( V \), we define the minimum achievable operator norm of such a signed sum of outer products to be

\[
W(V) = \min_{x \in \{\pm 1\}^n} \|M(V, x)\|.
\]

We say that a list of vectors \( v_1, \ldots, v_n \) is \( \alpha \)-Weaver if \( \sum_i v_iv_i^* = I \) and \( \|v_i\|^2 \leq \alpha \) for all \( i \). In this notation, Weaver’s conjecture \( KS_2 \) says that for some \( \alpha > 0 \) and \( \beta < 1 \), every \( \alpha \)-Weaver list of vectors \( V \) satisfies \( W(V) < \beta \).

We prove that there is a constant \( \eta > 0 \) such that for every \( \alpha > 0 \) it is NP-hard to distinguish \( \alpha \)-Weaver lists of vectors with \( W(V) = 0 \) from those for which \( W(V) \geq \eta \sqrt{\alpha} \). As we know \( W(V) \leq \sqrt{8\alpha} \), this result is optimal up to the constant \( \eta \). Our proof depends on the NP-hardness of approximating Max 2-2 Set Splitting [9, 6]. The factor \( \alpha \) can depend on the number of vectors: we only require \( \alpha \geq \Omega(n^{-1/2}) \). We begin by showing that for 1/4-Weaver vectors \( V \), it is NP-hard to distinguish whether \( W(V) = 0 \) or \( W(V) \geq 1/4 \). Interestingly, this result only depends on the NP-hardness of 2-2 Set Splitting. Jourdan, Macgregor, and Sun [11] independently proved that it is hard to approximate \( W(V) \) for 1/4-Weaver vectors \( V \). Their result builds on the NP-hardness of NAE-3SAT, from which the hardness of 2-2 Set Splitting is naturally derived.

Our results are inspired by and analogous to the hardness results for Spencer’s Discrepancy Problem established by Charikar, Newman, and Nikolov [7]. Spencer [16] proved that for vectors \( v_1, \ldots, v_n \) in \( \{0, 1\}^n \), there always exists a \( x \in \{\pm 1\}^n \) such that \( \|\sum_i x(i)v_i\|_\infty \leq 6\sqrt{n} \). Charikar, Newman, and Nikolov prove that there is a constant \( c \) for which it is NP-hard to distinguish vectors for which this sum can be made zero from those for which the sum always has infinity norm at least \( c\sqrt{n} \). We follow their lead in deriving hardness from the hardness of approximating Max 2-2 Set Splitting. However, our reduction seems very different from theirs. For Spencer’s discrepancy problem, the NP-hardness of approximating Max 2-2 Set Splitting is naturally derived.
Splitting immediately implies that it is NP-hard to distinguish vectors $v_1, \ldots, v_n \in \{0,1\}^n$ for which there exists an $x \in \{\pm 1\}^n$ satisfying $\sum_{i=1}^n x(i)n_i = 0$ from those for which every $x \in \{\pm 1\}^n$ must have $\|\sum_{i=1}^n x(i)v_i\|_\infty \geq 2$. The main challenge of [7] is amplifying this discrepancy gap from 0 vs 2 to 0 vs $cn^{1/3}$. For Weaver's problem, the NP-hardness of 2-2 Set Splitting immediately implies that it is NP-hard to distinguish vectors of norm at most $1/4$ that satisfy $\sum_{i=1}^n A_i = I$ for which there exists an $x \in \{\pm 1\}^n$ satisfying $\sum_{i=1}^n x(i)A_i = 0$ from those for which every $x \in \{\pm 1\}^n$ must have $\|\sum_{i=1}^n x(i)A_i\| \geq 1/2$. The first challenge in our work is that of turning these rank-3 matrices into rank-1 matrices that satisfy the conditions of Weaver's problem. Our analog of amplification appears when we produce vectors of smaller norm. Another difference between these problems is that we do not know a polynomial time algorithm that approximately solves Weaver’s problem, while Bansal [3] showed that Spencer’s problem could be approximately solved in polynomial time.

2 Notation

We write $e_i$ for the elementary unit vector with a 1 in coordinate $i$, and we let $1$ denote the vector with all entries 1.

As mentioned earlier, we write $v^*$ for the conjugate transpose of a vector $v$. As this paper only constructs vectors with Real entries, one can just treat this as the transpose. We let $\|v\| = \sqrt{v^*v}$ denote the standard Euclidean norm of the vector $v$. Unless otherwise specified, when we write the norm of a matrix we mean the operator norm. We recall that the operator norm of a matrix is at least as large as the operator norm of every one of its submatrices. For a symmetric matrix, the operator norm is the largest absolute value of its eigenvalues.

The other norm we consider of a matrix is its Frobenius norm, written $\|M\|_F$, which equals the square root of the sum of the squares of the entries of $M$. From the identity $\|M\|_F^2 = \text{Tr}(MM^*)$, one can see that the square of the Frobenius norm of $M$ equals the sum of the squares of the singular values of $M$.

3 2-2 Set Splitting

The 2-2 Set Splitting Problem was defined and proved NP-complete by Guruswami [9]. An instance of the problem consists of a list of sets $S_1, \ldots, S_m$, each of which contains exactly four elements of $\{1, \ldots, n\}$ which we identify with $\pm 1$ valued variables $x(1), \ldots, x(n)$. A vector $x \in \{\pm 1\}^n$ satisfies a set $S_j$ if $\sum_{i \in S_j} x(i) = 0$, and an $x$ satisfies the instance if it satisfies all the sets. We say that an instance is $\gamma$-unsatisfiable if for every $x$ at least a $\gamma$ fraction of the sets are unsatisfied. Guruswami proves that for every $\epsilon > 0$ it is NP-hard to distinguish satisfiable instances from those that are $(1/2 - \epsilon)$-unsatisfiable. Charikar, Guruswami, and Wirth [6] observe that Guruswami’s construction has the property that there is a constant $B$ so that no variable appears in more than $B$ sets.

Theorem 1 (Guruswami). For every $\epsilon > 0$ there is a constant $B$ so that for instances of the 2-2 Set Splitting Problem in which every variable appears in at most $B$ sets, it is NP-hard to distinguish satisfiable instances from those $1/2 - \epsilon$ unsatisfiable.

As the fact that there is a constant upper bound on the number of occurrences of each variable is not explicitly stated in [9], we sketch a simple proof with a worse constant in the Appendix.

We define the (3,2-2) Set Splitting Problem to be the restriction of the 2-2 Set Splitting Problem to instances in which every variable appears in at most 3 sets.
Lemma 2. The \((3,2-2)\) Set Splitting Problem is NP-hard. This remains true if we require that no pair of sets intersect in more than one variable. Moreover, there is a constant \(\gamma > 0\) such that it is NP hard to distinguish satisfiable instances of the \((3,2-2)\) Set Splitting Problem from those that are \(\gamma\)-unsatisfiable.

The key to proving this lemma is the introduction of an equality gadget that forces variables to have the same value. To force variables \(a\) and \(b\) to have the same value, we introduce variables \(c\) and \(y_1, \ldots, y_{12}\) and the seven sets

\[
\{a, y_1, y_2, y_3\}, \{b, y_4, y_5, y_6\}, \{c, y_7, y_8, y_9\}, \{c, y_{10}, y_{11}, y_{12}\},
\{y_1, y_4, y_7, y_{10}\}, \{y_2, y_5, y_8, y_{11}\}, \{y_3, y_6, y_9, y_{12}\}.
\]

Lemma 3. No variable appears in more than 2 of the 7 sets listed in (1), and variables \(a\) and \(b\) each appear once. No pair of these sets intersects in more than 1 variable. If all 7 of the sets are satisfied, then \(a = b\). And, if \(a = b\) then there is a setting of the remaining variables that satisfies all the sets.

Proof. The Figure 1 shows a setting of the variables that satisfies all the sets in the case that \(a = b = 1\). If \(a = b = -1\), we need merely reverse all the signs.

To see that \(a = b\) when these sets are satisfied, note that the last three sets require half of the variables \(y_1, \ldots, y_{12}\) to be 1 and half to be \(-1\). If the first 4 sets are satisfied we can combine this the fact with the double-occurrence of \(c\) to conclude that there must be an even number of 1s among \(a, b, y_1, \ldots, y_{12}\), and so \(a\) can be 1 if and only if \(b\) is as well.

Proof of Lemma 2. Let \(S_1, \ldots, S_m\) be any instance of the 2-2 Set Splitting problem on variables \(x_1, \ldots, x_n\). We replace each variable with many copies of itself, and use equality gadgets to force all those copies to be equal. More formally, if variable \(x_i\) appears \(k\) times, then we create \(k\) new variables \(x_{i,j}, \ldots, x_{i,k}\), and replace each occurrence of \(x_i\) with one of these. Call the resulting sets on the new variables the substituted sets.

We then add \(k - 1\) equality gadgets with distinct extra variables to force \(x_{i,j}\) to equal \(x_{i,j+1}\) for \(1 \leq j < k\). Each of the variables \(x_{i,j}\) appears in at most 3 sets: one substituted set and one set in each of up to two equality gadgets. The substituted sets are all mutually disjoint, as are the equality gadgets. The only sets that can intersect are inside equality gadgets, or a substituted set and a set in an equality gadget that both contain a variable \(x_{i,j}\). This would be the only variable in which they intersect.

The derivation of the inapproximability result uses standard techniques, such as those from [9, Section 2.1]. Assume that the input instance is 1/13-unsatisfiable. As each equality
gadget involves 7 sets and the number of equality gadgets is at most $4m$, the total number of sets in the new system is at most $29m$. For any setting of the variables $x_{i,j}$, let $u_0$ be the number of unsatisfied substituted sets and $u_1$ be the number of unsatisfied sets in equality gadgets. Call an index $i$ inconsistent if there exist $j$ and $k$ for which $x_{i,j} \neq x_{i,k}$. The number of inconsistent indices is at most $u_1$. If all the indices were consistent, we would have $u_0 \geq m/13$. As each original variable appears in at most $B$ sets, the number of unsatisfied substituted sets must be at least $m/13 - Bu_1$. Thus, the number of unsatisfied sets is at least $\max(u_0, u_1) \geq m/13 + 1/B$, and the new instance is $\gamma$-unsatisfiable for $\gamma \geq 1/(13 \cdot 29 \cdot (B + 1))$. ▶

\section{4 $\alpha = 1/4$}

\textbf{Theorem 4.} Given a list of $1/4$-Weaver vectors $V$, it is NP-hard to distinguish whether $W(V) = 0$ or $W(V) \geq 1/4$.

If we were considering sums of arbitrary matrices rather than sums of outer products, we could prove something like Theorem 4 by constructing $m$-by-$m$ diagonal matrices $D_1, \ldots, D_n$ such that

$$D_i(j,j) = \begin{cases} 1/4 & \text{if } i \in S_j \\ 0 & \text{otherwise.} \end{cases}$$

The corresponding 2-2 Set Splitting instance is then satisfiable if and only if there exists an $x \in \{\pm 1\}^n$ so that $\sum_i x(i)D_i = 0$. In the case where no such sum exists, some entry of the sum must have absolute value at least 1/2. Note that $\sum_i D_i = I$. To turn this problem about sums of matrices into an instance of Weaver’s problem, we express each $D_i$ as a sum of orthogonal vectors.

Define

$$q_1 = \begin{pmatrix} -1/3 \\ 2/3 \\ 2/3 \end{pmatrix}, \quad q_2 = \begin{pmatrix} 2/3 \\ -1/3 \\ 2/3 \end{pmatrix}, \quad \text{and } q_3 = \begin{pmatrix} 2/3 \\ 2/3 \\ -1/3 \end{pmatrix}. \quad (2)$$

Observe that each $q_i$ is a unit vector, and that

$$q_1q_1^* + q_2q_2^* + q_3q_3^* = I_3.$$

We will use the following special property of these vectors.

\textbf{Lemma 5.} For every $z \in \{\pm 1\}^3$ whose entries are not all equal and for every diagonal matrix $X$,

$$\left\| X + \sum_i z(i)q_iq_i^* \right\| \geq 1.$$

\textbf{Proof.} If one of the entries of $z$ differs from the other two, then the matrix $\sum_i z(i)q_iq_i^*$ is equal to plus or minus a permutation of the matrix

$$R_3 \overset{\text{def}}{=} I - 2q_1q_1^* = \frac{1}{9} \begin{pmatrix} 7 & 4 & 4 \\ 4 & 1 & -8 \\ 4 & -8 & 1 \end{pmatrix}.$$
We now show that for every diagonal matrix $X$, the operator norm of $R_1 + X$ is at least 1. Let
\[
Y \defeq \frac{1}{16} \begin{pmatrix} 0 & 2 & 2 \\ 2 & 0 & -7 \\ 2 & -7 & 0 \end{pmatrix}.
\]
The matrix $Y$ has inner product 1 with every matrix of the form $R_1 + X$. The eigenvalues of $Y$ are $\lambda_1 = -1/2$, $\lambda_2 = 1/16$, and $\lambda_3 = 7/16$. But, what really matters is that their absolute values sum to 1. Let corresponding unit-norm eigenvectors be $\varphi_1, \varphi_2, \varphi_3$, and recall that $Y = \sum_i \lambda_i \varphi_i \varphi_i^\ast$. Then for every diagonal $X$,
\[
1 = \text{Tr} \left( (R_1 + X)^T Y \right) = \sum_i \lambda_i \varphi_i^\ast (R_1 + X) \varphi_i \leq \sum_i |\lambda_i| \| R_1 + X \| = \| R_1 + X \|. \tag*{$\blacklozenge$}
\]

**Proof of Theorem 4.** Let $S_1, \ldots, S_m$ be an instance of the (3,2-2) Set Splitting Problem on variables $x_1, \ldots, x_n$ such that no two sets intersect in more than one variable. Lemma 2 tells us that deciding whether the instance is satisfiable is NP-hard.

As suggested by the discussion before Lemma 5, we would like to construct vectors for each variable in the (3,2-2) Set Splitting Problem whose coordinates correspond to the sets in the instance. To use Lemma 5, we need the vectors we construct to have exactly 3 non-zero coordinates. However, some of the variables in the Set Splitting Problem instance might appear in fewer than 3 sets. To accommodate these, we introduce extra coordinates. For each $i$ let $A_i$ be the indices of the sets in which variable $x_i$ appears. The number of extra coordinates we need is $d \defeq \sum_i 3 - |A_i|$. Let $B_1, \ldots, B_m$ be a partition of $\{m + 1, \ldots, m + b\}$ with $|B_i| = 3 - |A_i|$. The set $B_i$ supplies the extra coordinates we need for variable $x_i$, and will be empty if $x_i$ appears in exactly 3 sets. Let $A = \{1, \ldots, m\}$ and $B = \cup_i B_i$.

We now let $T_i \defeq A_i \cup B_i$ be the 3 coordinates associated with variable $i$. Define three vectors $q_{i,1} \in \mathbb{R}^{m+b}$ to be zero everywhere but on coordinates in $T_i$, on which they equal $(1/2)q_h$. Let $D_i$ be the diagonal matrix that is 1/4 on rows and columns indexed by $T_i$ and 0 elsewhere, so that
\[
q_{i,1} q_{i,1}^\ast + q_{i,2} q_{i,2}^\ast + q_{i,3} q_{i,3}^\ast = D_i. \tag{3}
\]
For the $i$ for which $B_i$ is non-empty, we introduce vectors $r_{j,h} = (1/2)e_j$ for $j \in B_i$ and $1 \leq h \leq 3$. We now consider Weaver’s problem on the list of vectors $V$ consisting of $\{q_{i,h}\}$ and $\{r_{i,h}\}$. To see that this collection of vectors is 1/4-Weaver, first observe that each vector of form $q_{i,h}$ or $r_{i,h}$ has norm 1/2. The sum of their outer products is
\[
M(V, 1) = \sum_{1 \leq i \leq n, 1 \leq h \leq 3} q_{i,h} q_{i,h}^\ast + \sum_{j \in B, 1 \leq h \leq 3} r_{j,h} r_{j,h}^\ast.
\]
To see that $M(V, 1)$ is the identity, first observe that all of its off-diagonal entries are zero. For $j \in A$, the $(j,j)$ entry is the sum of 1/4 for every variable in set $S_j$, and is thus 1. For $j \in B$, the $(j,j)$ entry receives a contribution of 1/4 from the sum $\sum_{1 \leq h \leq 3} q_{i,h} q_{i,h}^\ast$ for the $i$ such that $j \in B_i$, and another 1/4 from each $r_{j,h} r_{j,h}^\ast$ where $1 \leq h \leq 3$. Let $z(i,h)$ be the sign for the outer product $q_{i,h} q_{i,h}^\ast$ and let $w(j,h)$ be the sign for the outer product $r_{j,h} r_{j,h}^\ast$, and extend the definition of $M$ so that we can write the signed sum of outer products as $M(V, z, w)$.
If the (3,2-2) Set Splitting instance is satisfied by \( x \), then set \( z(i, h) = x(i) \) for each \( i \), and for each \( j \) in a non-empty \( B_i \), set \( w(j, 1) = x(i) \) and \( w(j, 2) = w(j, 3) = -x(i) \). This causes the signed sum of the outer products of the vectors to be the zero matrix:

\[
M(V', z, w) = \sum_{1 \leq i \leq n, 1 \leq h \leq 3} z(i, h)q_{i,h}q_{i,h}^* + \sum_{1 \leq i \leq n, 1 \leq j \leq 3} \sum_{1 \leq i \leq n, j \in B_i} w(j, h)r_{j,h}r_{j,h}^*
\]

\[
= \sum_{1 \leq i \leq n, 1 \leq h \leq 3} x(i)q_{i,h}q_{i,h}^* - \frac{1}{4} \sum_{1 \leq i \leq n, j \in B_i} x(i)e_j e_j^*
\]

\[
= \sum_{1 \leq i \leq n} x(i)D_i - \frac{1}{4} \sum_{1 \leq i \leq n, j \in B_i} x(i)e_j e_j^*
\]

\[
= 0
\]

where the last equation holds since the (3,2-2) Set Splitting instance is satisfied by \( x \).

If the (3,2-2) Set Splitting instance is unsatisfiable, we will show that for every \( z \) and \( w \), the norm of \( M(V', z, w) \) is at least \( 1/4 \). We break our analysis into two cases. In the first, we examine what happens if there exists a vector \( x \) so that for all \( i \) and \( h \), \( z(i, h) = x(i) \). In this case,

\[
\sum_{1 \leq i \leq n, 1 \leq h \leq 3} z(i, h)q_{i,h}q_{i,h}^* = \sum_{1 \leq i \leq n} x(i)D_i.
\]

As the (3,2-2) Set Splitting instance is not satisfied by \( x \), there must be some set \( \mathcal{S}_j \) for which the absolute value of sum of \( x(i) \) for \( i \in \mathcal{S}_j \) is at least \( 2 \), and thus the \((j, j)\) entry of \( M(V', z, w) \) has absolute value at least \( 1/2 \). As the operator norm of a matrix is at least the absolute value of its largest diagonal, in this case the norm of the signed sum must be at least \( 1/2 \).

In the other case there is some \( i \) for which not all of the \( z(i, h) \) are equal. Now, consider the entries of \( M(V', z, w) \) that appear in rows and columns indexed by \( \mathcal{T}_i \). As each pair of sets \( \mathcal{T}_i \) and \( \mathcal{T}_k \) can intersect in at most one element for \( i \neq k \), the off-diagonal entries of this submatrix are equal to the off-diagonals of \( \sum_{1 \leq h \leq 3} z(i, h)q_{i,h}q_{i,h}^* \). Regardless of the diagonals, Lemma 5 tells us that this submatrix has operator norm at least \( 1/4 \), and thus \( M(V', z, w) \) does as well.

5 General \( \alpha \)

Theorem 6. There exists a constant \( \eta > 0 \) so that for every integer \( k \geq 2 \) it is NP-hard to distinguish a list of \( 1/2k \)-Weaver vectors \( W \) for which \( W(W) = 0 \) from those for which \( W(W) \geq \eta/\sqrt{k} \).

The proof employs two reductions, the first of which is a variation of the one used in the previous section. When this reduction is applied to a \( \gamma \)-unsatisfiable (3,2-2) Set Splitting instance, it produces a set of vectors \( \mathcal{V} \) so that for all \( x \), a constant fraction of the diagonals of \( M(V, x) \) have absolute value at least \( 1/50 \). The second reduction converts these into instances of \( 1/2k \)-Weaver vectors such that every signed sum of those vectors has operator norm at least \( \eta/\sqrt{k} \).

In the first reduction, we use the following four orthogonal vectors:

\[
q_1 \overset{\text{def}}{=} \frac{1}{5} \begin{pmatrix} 1 \\ 4 \\ -2 \\ -2 \end{pmatrix},
q_2 \overset{\text{def}}{=} \frac{1}{5} \begin{pmatrix} 4 \\ 1 \\ 2 \\ 2 \end{pmatrix},
q_3 \overset{\text{def}}{=} \frac{1}{5} \begin{pmatrix} -2 \\ 2 \\ -1 \\ 4 \end{pmatrix},
q_4 \overset{\text{def}}{=} \frac{1}{5} \begin{pmatrix} -2 \\ 2 \\ 4 \\ -1 \end{pmatrix}.
\]
\textbf{Lemma 7.} For every \( z \in \{\pm 1\}^4 \) that doesn't equal \( \pm 1 \), for every \( w \in \{\pm 1\}^3 \), and for every \( 1 \leq j \leq 4 \),
\[
\frac{4}{1} \sum_{i=1}^4 (q(i,j))^2 + \sum_{h=1}^3 w(h) \geq 1/50.
\]

\textbf{Proof.} The multiset of values of \((q(i,j))^2\) as \( i \) varies from 1 through 4 is \((1/25,1/25,1/25,16/25,16/25)\). Thus, every non-constant signed sum of these numbers must be an odd multiple of \(1/25\) with absolute value less than 1 and every non-constant signed sum of \(1/4\) times these numbers must have absolute value between \(1/100\) and \(23/100\). As the term \(\sum_{h=1}^3 w(h)\) can only take values in \\{\pm 25/100, \pm 75/100\}, the total sum must have absolute value at least \(2/100 = 1/50\).

We model our first reduction on the one from the previous section, but using these vectors. Let \(S_1, \ldots, S_m\) be an instance of the \((3,2-2)\) Set Splitting Problem on variables \(x_1, \ldots, x_n\). For each \( i \) let \( A_i \) be the indices of the sets in which variable \( x_i \) appears. If variable \( x_i \) appears in \( k \) sets, introduce \( 4 - k \) new coordinates for that variable, and call the set of them \( B_i \). As \( k \leq 3 \), \( B_i \) will not be empty. Let \( T_i = A_i \cup B_i \). Define four vectors \( q_{i,h} \) that are zero everywhere except on coordinates in \( T_i \), on which they equal \((1/2)q_i\). For each variable and each \( j \in B_i \), we introduce vectors \( r_{j,h} = (1/2)e_{j,h} \) for \( j \in B_i \) and \( 1 \leq h \leq 3 \). Let \( V \) consist of the vectors \( \{q_{i,h}\} \) and \( \{r_{j,h}\} \). This collection of vectors is 1/4-Weaver. Let \( A = \{1, \ldots, m\} \), \( B = \cup_i B_i \), and note that \(|B| \leq 3m\).

\textbf{Lemma 8.} Let \( z(i,h) \in \{\pm 1\} \) variables for \( 1 \leq i \leq n \) and \( 1 \leq h \leq 4 \). Also let \( w(j,h) \) be \( \pm 1 \) for \( j \in B \) and \( 1 \leq h \leq 3 \). If there are \( k \) values of \( i \) for which \( z(i,h) \) is not constant over \( h \), the matrix \( M(V, z, w) \) must have at least \( k \) diagonal entries in columns in \( B \) with absolute value at least \( 1/50 \).

\textbf{Proof.} For every \( i \) for which \( z(i,h) \) is not constant over \( h \), Lemma 7 tells us that every diagonal indexed by \( B_i \) must have absolute value at least \( 1/50 \).

\textbf{Lemma 9.} Let \( V \) be the vectors produced by this reduction on a \((3,2-2)\) Set Splitting Problem instance. Every vector in \( V \) has at most 4 non-zero entries, and no coordinate is in the support of more than 7 of the vectors. If the set splitting instance is satisfiable, then \( W(V) = 0 \). If the set splitting instance is \( \gamma \)-unsatisfiable, then for every \( z \) and \( w \), at least a \( \gamma/12 \) fraction of the diagonal entries of \( M(V, z, w) \) must have absolute value at least \( 1/50 \).

\textbf{Proof.} If the set splitting instance is satisfiable, let \( x \) be the vector that satisfies it. We then set \( z(i,h) = x(i) \) for each \( i \), and for each \( j \) in \( B_i \) we set \( w(j,1) = x(i) \) and \( w(j,2) = w(j,3) = -x(i) \). With this signing, \( M(V, z, w) \) becomes the all-0 matrix.

Now, assume that the set splitting instance is \( \gamma \)-unsatisfiable. Let \( K \) be the set of \( i \) for which \( z(i,h) \) is not constant in \( h \). That is, for which there exist \( h \) and \( \bar{h} \) for which \( z(i,h) \neq z(i,\bar{h}) \). Lemma 8 tells us that at least \( k = |K| \) of the diagonals of \( M(V, z, w) \) indexed by \( B \) have absolute value at least \( 1/50 \). As the dimension of \( M(V, z, w) \) is at most \( 4m \), it suffices to prove that at least \( (\gamma/3)m \) of its diagonals have absolute value at least \( 1/50 \).

If \( k \geq (\gamma/3)m \), this finishes the proof. If not, define \( \hat{z}(i,h) = z(i,1) \) for \( i \not\in K \), and \( 1 \leq h \leq 4 \), and set \( \hat{z}(i,h) = 1 \) for \( i \in K \). As the set splitting instance is \( \gamma \)-unsatisfiable, at least \( \gamma m \) of the diagonals of \( M(V, \hat{z}, w) \) in columns in \( A \) have absolute value at least \( 1/4 \). It remains to see how these diagonals change between \( \hat{z} \) and \( z \).
For each $i$, the variables $z(i, h)$ only appear in 3 diagonals indexed by $A$. So, $M(V, z, w)$ and $M(V, \hat{z}, w)$ can differ in at most $3k$ diagonals in columns in $A$. Thus, at least $\gamma m - 3k$ diagonals of $M(V, z, w)$ in columns of $A$ have absolute value at least $1/4$. In total, we find that the number of diagonals that have absolute value at least $1/50$ is at least

$$\gamma m - 3k + k \geq (\gamma/3)m,$$ for $k \leq (\gamma/3)m$. ◀

Fix an integer $k$. We let $\Pi$ be a $(k - 1)$-by-$k$ matrix whose rows are an orthonormal basis of the nullspace of the all-1 vector in $k$ dimensions. Let $B$ be the $k$-by-$k$ matrix whose columns contain all $\binom{k}{2}$ vectors with two non-zero entries, the first of which is 1 and the second of which is $-1$. Our reduction uses the matrix $G \triangleq \Pi B/\sqrt{k}$.

Lemma 10. The matrix $G$ is a $(k - 1)$-by-$\binom{k}{2}$ matrix such that

a. every column of $G$ has norm $\sqrt{2/k}$,

b. $GG^* = I$, and

c. for every $\binom{k}{2}$-dimensional square diagonal matrix $D$,

$$\|GDG^*\| \geq \frac{1}{k} \sqrt{\frac{2}{k - 1}} \|D\|_F,$$

where $\|D\|_F$ is the Frobenius norm of $D$ – the square root of the sum of the squares of its entries.

Proof. As every column of $B$ is orthogonal to the all-ones vector, so multiplying by $\Pi$ does not change its norm. As these columns have norm $\sqrt{2/k}$, the columns of $G$ have norm $\sqrt{2/k}$.

To compute $GG^*$, first observe that $BB^* = kI - J$, where $J$ is the all-ones matrix of dimension $k$. This matrix has eigenvalue $k$ with multiplicity $k - 1$ and one eigenvalue of 0. As $\Pi$ is a projection orthogonal to the nullspace of $B$, $\Pi BB^*\Pi$ equals $kI_{k-1}$.

Every diagonal entry of $D$ appears twice as an off-diagonal of the matrix $BDB^*$. One easy way to see this is to index the columns of $B$ by pairs $(i, j)$ with $i < j$, where column $(i, j)$ equals $e_i - e_j$. If we index the diagonal entries of $D$ similarly and label them $d_{i,j}$ we have

$$BDB^* = \sum_{i<j} d_{i,j}(e_i - e_j)(e_i - e_j)^*.$$

Thus,

$$\|BDB^*\|_F^2 \geq 2 \|D\|_F^2.$$

As the columns of $B$ have sum 0, they lie in the span of the rows of $\Pi$. So,

$$\|\Pi B\|_F^2 = \|BDB^*\|_F^2,$$

and we may conclude that

$$\|GDG^*\|_F^2 \geq \frac{1}{k^2} \|BDB^*\|_F^2.$$

As the Frobenius norm is the sum of the squares of the $(k - 1)$ eigenvalues of $GDG^*$,

$$\|GDG^*\|_2^2 \geq \frac{1}{k - 1} \|GDG^*\|_F^2 \geq \frac{1}{(k - 1)k^2} \|BDB^*\|_F^2 \geq \frac{2}{(k - 1)k^2} \|D\|_F^2.$$ ◀
We now describe the second reduction. Let $\mathcal{V}$ be the set of vectors produced by the first reduction and described by Lemma 9, and let $m_1$ be the dimension of the space in which they reside. We now partition the coordinates of these vectors, \{1, \ldots, m_1\} into at most 22 classes so that for each vector and each class, the vector has at most one non-zero entry a coordinate in that class. To see that this is possible, and that such a partition is computable efficiently, note this this is a problem of 22-coloring a graph with maximum degree at most 21: the vertices are the coordinates, the edges go between coordinates that are in the support of the same vector, and the graph has degree at most 21. So, a greedy coloring algorithm will do the job. Let $C_1, \ldots, C_{22}$ be the classes of coordinates, and let $c_i = |C_i|$ for each $i$.

Given a choice of $k$, we would like to partition each class $C_i$ into sets of size \binom{k}{2}. As this is not necessarily possible, for each $i$ let $a_i$ be the integer between 0 and \binom{k}{2} − 1 so that $c_i + a_i$ is divisible by \binom{k}{2}, and let $a = \sum_i a_i$. We add $a$ additional coordinates, and assign $a_i$ of them to class $C_i$ for each $i$. Let $m_2 = m_1 + a$ be the number of coordinates after these are added. We then create a new list of vectors, $\mathcal{U}$ by embedding each vector of $\mathcal{V}$ into the $m_2$ dimensional space by setting each extra coordinate to 0, and for each of the $a$ new coordinates, $j$, adding 4 vectors $r_{j,h} = (1/2)e_j$ for $1 \leq h \leq 4$. The list of vectors $\mathcal{U}$ is $(1/4)$-Weaver.

If $W(\mathcal{V}) = 0$, then $W(\mathcal{U}) = 0$ as well: use the same signing for each vector derived from $\mathcal{V}$, and then for each new coordinate $j$ assign half the of $r_{j,h}$ a positive sign and half a negative sign.

Now, partition each class of coordinates into groups of size \binom{k}{2}, and call the resulting $l \overset{\text{def}}{=} m_2/\binom{k}{2}$ classes $D_1, \ldots, D_l$. We now describe a rectangular matrix $F$ with $m_2$ columns and $(k − 1)l$ rows. Partition the rows of $F$ into $l$ sets of size $k − 1$, which we call $E_1, \ldots, E_l$. This partition can be arbitrary, but to ease visualization one could make each set consecutive. We define $F$ to be zero everywhere, except on submatrices consisting of rows indexed by $E_i$ and the columns indexed by $D_i$, on which it equals $G$. The final set of vectors produced by our reduction, $W$, is the result of multiplying each vector in $\mathcal{U}$ by $F$.

**Lemma 11.** Let $\mathcal{V}$ be the set of vectors produced by the first reduction and analyzed in Lemma 9. Let $m_1$ be the dimension of the space in which the vectors in $\mathcal{V}$ lie, and assume that $m_1 \geq 22\binom{k}{2}$. Let $\mathcal{W}$ be the result of the second reduction. The vectors $\mathcal{W}$ are $1/2k$-Weaver. If $W(\mathcal{V}) = 0$, then $W(\mathcal{W}) = 0$. If for every $\pm 1$ vector $\mathbf{x}$ at least a $\phi$ fraction of the diagonals of $M(\mathcal{V}, \mathbf{x})$ have absolute value greater than $\delta$, then

$$W(\mathcal{W}) \geq \sqrt{\frac{\phi}{2k}} \delta$$

**Proof.** We exploit the algebraic characterization of the second reduction:

$$M(\mathcal{W}, \mathbf{x}) = FM(\mathcal{U}, \mathbf{x})F^*.$$

This immediately tells us that an $\mathbf{x}$ that makes the right side zero will also make the left side zero. It also implies that for every $i$ the submatrix of $M(\mathcal{U}, \mathbf{x})$ indexed by rows and columns in $D_i$ is diagonal. This is because every vector in $\mathcal{U}$ has at most one nonzero entry indexed by $D_i$, and the matrix $M(\mathcal{U}, \mathbf{x})$ is a signed sum of outer products of vectors in $\mathcal{U}$.

To see that $\mathcal{W}$ is $1/2k$-Weaver, we first compute the norms of these vectors. As the non-zero entries of each vector in $\mathcal{U}$ appear in disjoint blocks, and every column of $F$ has norm $\sqrt{2/k}$, the squared norm of $F$ times any vector in $\mathcal{U}$ is $(2/k)$ times the squared norm of that vector: $(1/4)(2/k) = 1/2k$. Also note that $FF^* = I$, so

$$M(\mathcal{W}, \mathbf{1}) = FM(\mathcal{U}, \mathbf{1})F^* = FF^* = I.$$
Consider a vector $\mathbf{x}$ for which at least a $\phi$ fraction of the diagonals of $M(\mathcal{V}, \mathbf{x})$ have absolute value at least $\delta$. Note that $\alpha \leq 22 \binom{k}{2}$, so the assumption that $m_1 \geq 22 \binom{k}{2}$ implies $m_2 \leq 2m_1$. This means that at least a $\phi/2$ fraction of the diagonals of $M(\mathcal{U}, \mathbf{x})$ have absolute value at least $\delta$. As the sets $D_1, \ldots, D_l$ partition the columns of this matrix, there must be some set of columns $D_i$ such that at least a $\phi/2$ fraction of the diagonals in the rows and columns indexed by $D_i$ have absolute value at least $\delta$. Call this submatrix $M_i$, and notice that it has squared Frobenius norm at least $(\frac{1}{2})\delta^2\phi/2$. So,

$$
\|M(W, \mathbf{x})\| = \|FM(\mathcal{U}, \mathbf{x})F^*\| \geq \|GM_iG^*\| \geq \frac{1}{k} \sqrt{\frac{2}{k-1}} \|M_i\|_F \geq \delta \sqrt{j} \frac{\phi}{2k}
$$

where the second-to-last inequality follows from part c of Lemma 10. This implies $W(W) \geq \delta \sqrt{j} \frac{\phi}{2k}$.

**Proof of Theorem 6.** On input an instance of the (3,2-2) Set Splitting Problem, let $\mathcal{V}$ be the set of vectors produced by the first reduction, and let $W$ be the set of vectors produced by the second. By applying Lemmas 9 and 11, we see that if the instance is satisfiable, then $W(\mathcal{V}) = W(\mathcal{U}) = W(W) = 0$. On the other hand, if the instance is $\gamma$-unsatisfiable, then Lemma 9 implies that for all $\pm 1$ vectors $\mathbf{z}$ and $\mathbf{w}$ at least a $\phi = \gamma/12$ fraction of the diagonal entries of $M(\mathcal{V}, \mathbf{z}, \mathbf{w})$ have absolute value at least $\delta = 1/50$. Lemma 11, then allows us to conclude that

$$
W(W) \geq \frac{1}{100} \sqrt{\frac{\gamma}{24k}}, \quad \text{where } \eta \overset{\text{def}}{=} \frac{1}{100} \sqrt{\frac{\gamma}{6}}.
$$

So, the problem of distinguishing whether a (3,2-2) set splitting instance is satisfiable or $\gamma$-unsatisfiable is polynomial-time reducible to the problem of distinguishing a set of $1/2k$-Weaver vectors $W$ with $W(W) = 0$ from a set for which $W(W) \geq \eta/\sqrt{k}$. \hfill \blacktriangleleft

We remark that this construction can be carried out whenever the original (3,2-2) Set Splitting instances has a number of sets that exceeds $22 \binom{k}{2}$. This will result in a number of vectors that is a most a constant times the number of sets. Thus, we only require that $k$ be at least some constant times the square root of the number of vectors.

### 6 Remarks

We first emphasize that our hardness results do not say that it is hard to find an $\mathbf{x}$ giving an operator norm at or above the guarantee provided by [14, 4]. We only prove that it is hard to improve on this guarantee by a constant factor.

The original form of Weaver’s conjecture $KS_2$ states that there exist constants $\alpha > 0$ and $\beta < 1$ such that for vectors $\mathbf{v}_i$ of norm at most $\sqrt{\alpha}$ whose outer products have sum with operator norm less than 1, there exists a partition of those vectors into two sets so that in each set the sum of the outer products has operator norm at most $\beta$. These vectors could differ from those in $\alpha$-Weaver position in that the sum of their outer products does not need to equal the identity. Weaver proved that the conjecture is unchanged if one requires the sum of the outer products of the vectors to be the identity. Instead of considering the sum of the outer products in each set, we consider the difference of the sum of the outer products by assigning a $+1$ to every vector in one set and a $-1$ to every vector in the other. However, when we consider such signed sums the condition that the sum of the outer products is the identity is no longer equivalent to the condition that the sum has operator norm at most 1. To prove an upper bound on the discrepancy for vectors of bounded norm whose sum...
of outer products has operator norm at most 1, one can use the results of Kyng, Luh, and Song [12]. Instead of outer products of vectors, Cohen [8] and Brändén [5] have shown that it is possible to prove analogous discrepancy results for sums of positive semidefinite matrices of bounded trace.

One may wonder what to make of our results when the vectors $W$ produced are not rational, because it is not clear that they can be represented exactly, and thus their representation in floating point might not be precisely $\alpha$-Weaver. One way to fix this is to round them to floating point numbers, and then apply a linear transformation that forces the sum of their outer products to be the identity. If done with enough precision, this will cause their norms to increase negligibly. We also observe that the vectors can be made rational whenever $k$ is a square. If $k = s^2$, then one can choose $\Pi$ to be the horizontal concatenation of the vector $-1_{k-1}/s$ with the matrix $I_{k-1} - J_{k-1}(s/(s(s+1)))$, where $J_{k-1}$ is the $(k-1)$-dimensional square matrix with all entries 1.
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The purpose of this section is to sketch a simple proof that it is NP-hard to distinguish satisfiable (3,2-2) set splitting instances from $\gamma$-unsatisfiable ones, for some constant $\gamma > 0$.

We first sketch a proof that 2-2 Set Splitting is NP-hard. We then explain why it is hard to distinguish satisfiable instances from $\gamma$-unsatisfiable ones, for some constant $\gamma > 0$, even when each variable appears in at most a constant number of sets.

Our notation follows that of Håstad [10] and Guruswami [9]. Whereas the purpose of those papers is to obtain tight hardness of approximation results, our purpose in this appendix is just to obtain simple proofs of hardness up to some constant.

We begin by recalling the NP-hardness of E3-SAT: 3-SAT in which every clause contains exactly 3 distinct variables. We will reduce this to NAE-E3-SAT, where we recall that the NAE-SAT problem consists of not-all-equal clauses that are satisfied when their terms are not all equal, and NAE-E$k$-SAT is the restriction of NAE-SAT to instances in which every clause contains exactly $k$ distinct variables.

The standard reduction from E3-SAT to NAE-E4-SAT is obtained by creating one extra variable, $z$, and replacing every clause in a SAT instance with an NAE clause that contains the same terms along with $z$. If the SAT instance is satisfied by an assignment $x$, then the NAE-SAT instance is satisfied by the same assignment and $z$ set to false. Conversely, observe that satisfying assignments of NAE-SAT instances remain satisfying if one negates all the variables. So, if the NAE-E4-SAT instance is satisfiable, we may assume that $z$ is false and that the remaining variables provide a satisfying assignment to the SAT instance.

We then reduce the NAE-E4-SAT instance to an NAE-E3-SAT instance by splitting up each NAE clause. For each NAE clause with terms $t_1, t_2, t_3, t_4$, we introduce one new variable $y$, and then replace the clause with two clauses: one with terms $t_1, t_2, y$ and one with $y, t_3, t_4$.

To reduce NAE-E3-SAT to 2-2 Set Splitting, we first show that we can reduce it to an NAE-E3-SAT problem in which no variable is negated in any NAE clause. We may accomplish this by introducing a gadget that forces variables to be the negations of each other. To force variables $x$ and $y$ to be negations of each other, we introduce extra variables $a, b, c$, and include the NAE-E3 clauses

$$(x, y, a), (x, y, b), (x, y, c), (a, b, c).$$

If $x$ is the negation of $y$, then these clauses are satisfied by any choice of $a, b,$ and $c$ that are not all equal. Conversely, if $a, b,$ and $c$ are not all equal then these clauses can only be satisfied if $x$ differs from $y$.

Finally, we may reduce NAE-E3-SAT to 2-2 Set Splitting by appending one extra variable to every clause, and making the result a set to be split.

If every variable occurs at most a constant number of times in the original E3-SAT instance, then every variable will occur at most a constant number of times in the 2-2 Set Splitting instance, except for the variable $z$ which was added in the reduction from E3-SAT to NAE-E4-SAT. To fix this, we replace the variable $z$ with many variables, and then force them
all to be equal. In particular, if the E3-SAT instance has $m$ clauses, we introduce variables $z_1, \ldots, z_m$, and add one to each clause to create an NAE-E4-SAT clause. We must then introduce gadgets that force those variables to be equal. For simplicity, for each $1 \leq j < m$, we could introduce a new variable $w_j$, and include the NAE-E3 clauses that force $z_j \neq w_j$ and $w_j \neq z_{j+1}$. Of course, we do not need to split these clauses when we reduce the other NAE-E4-SAT clauses to NAE-E3-SAT clauses.

To preserve constant-factor unsatisfiability, we add more constraints than this to the variables $z_1, \ldots, z_m$. First, we recall the formulation by Håstad [10, Theorem 2.24] of one of the main results of Arora et. al. [2]:

**Theorem 12.** There exists a constant $c > 0$ such that it is NP-hard to distinguish a satisfiable E3-SAT instance in which every variable appears in at most 5 clauses from one that is $c$-unsatisfiable.

The reductions we have described so far convert satisfiable E3-SAT instances to satisfiable 2-2 set splitting instances, and they ensure that if each variable appears at most 5 times in the original instance, then each variable appears in at most a constant number of sets in the set splitting instance. To make sure that each $c$-unsatisfiable E3-SAT instance is converted into a $c'$-unsatisfiable NAE-E3-SAT instance, we impose equality relations between $z_1, \ldots, z_m$ in the pattern of an expander graph.

For example, we could use a 4-regular Ramanujan graph [15, 13] on $m$ or slightly more than $m$ vertices. If the graph has exactly $m$ vertices, then for every edge $(i, j)$ in the graph, we use the gadgets described above to force $z_i = z_j$. If the graph has more than $m$ vertices, when we introduce even more copies of $z$ so that we have one for each vertex, and then proceed as before. The gadgets ensure that if more than $k$ of the copies of $z$ differ from the majority, then at least $\omega k$ of the clauses in the gadgets will be unsatisfied, for some $\omega > 0$. If the E3-SAT instance is $c$-unsatisfiable and only a small enough fraction of the copies of $z$ disagree with the majority, then some constant fraction of the other NAE-E3-SAT clauses must be unsatisfied.

As the other parts of the reduction only involve a constant number of locally substituted clauses, we may prove as in Lemma 2 that the $c$-unsatisfiable E3-SAT instances become constant-unsatisfiable 2-2 set splitting instances. As each variable appears in at most a constant number of sets, we can then use Lemma 2 to ensure that each variable occurs in at most three sets.