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Abstract
Inelastic electron tunneling spectroscopy (IETS) based on scanning tunneling microscopy (STM) opens a new avenue for vibrational spectroscopy at single bond level. Since its birth, STM-IETS has been widely used for chemical identification and investigating the intra- and inter-molecular interactions as well as chemical reactions. In this review, we mainly focus on the new development and application of STM-IETS in the past decade. After introducing the basic theoretical background of IETS, we will discuss the recent advances of STM-IETS as vibrational spectroscopy and microspectroscopy, with emphasis on the ability of probing weak intermolecular interactions. The coupling of inelastic tunneling electrons to other elementary excitations, such as rotation, phonon, spin, plasmon, photon, etc., will be also briefly reviewed. In the end, we present a perspective for the future directions and challenges of STM-IETS. The goal of this review is to demonstrate the versatility of STM-IETS and inspire new applications in interdisciplinary fields.
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1. Introduction of IETS and STM-IETS

Vibrational spectroscopy has for long served as a fingerprint technique for chemical identification. Laser-based methods, like infrared and Raman spectroscopy, provide enormous bond information of different chemical or biological systems [1,2]. But at single molecule level, their ability to characterize molecular vibrations is severely limited by the small scattering cross section. This limitation can be overcome by surface or tip-enhanced Raman and infrared spectroscopy [3–10], where the interaction between photons and single molecules is greatly enhanced through strongly localized electromagnetic field.

On the other hand, electronic spectroscopy can deliver information about molecular vibrations as well. Inelastic electron tunneling process between two
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Figure 1. (a–c) Schematic spectra of $I–V$, $dI/dV$, and $d^2I/dV^2$, respectively, showing the inelastic electron tunneling features at the threshold bias voltage $\hbar \omega / e$. $\omega$ is angular frequency of the vibration. (d–f) Schematic diagram of the inelastic electron tunneling process. (d) The single level model and model parameters. $\varepsilon_0$ represents the nearest molecular level participating the transport. $\Gamma_L$ and $\Gamma_R$ characterize the coupling of the molecular level with the left and right electrodes, respectively. (e) For $eV < \hbar \omega$, electrons do not have enough energy to emit a phonon. The inelastic process is blocked. (f) For $eV > \hbar \omega$, the inelastic process is allowed.
electrodes transfers energy to molecular vibrations through electron–vibration (e–vib) interaction. This process takes place at a threshold bias voltage corresponding to the vibrational energy, leading to the opening of a new conductance channel. Such an effect is manifested as a slight kink in $I-V$ curve (Figure 1(a)), and a small step in $dI/dV$ spectrum accordingly (Figure 1(b)). The vibrational fingerprint is most prominent in the second derivative of the current to the voltage ($d^2I/dV^2$) (Figure 1(c)), i.e. inelastic electron tunneling spectroscopy (IETS). IETS was first demonstrated in a metal–insulator–metal tunneling junction by Jaklevic and Lambe in 1966 [11]. However, the signals came from $\sim 10^9$ molecules buried at the metal–insulator interface. In 1998, Stipe et al. reported the first single-molecule IETS of acetylene on Cu (100) surface using scanning tunneling microscopy (STM-IETS), which pushed the vibrational spectroscopy down to the single bond limit [12]. The spatial distribution of the inelastic tunneling is well localized to the chemical bond being probed [13], allowing the creation of atomic-scale spatial images of each vibrational mode.

With the development of molecular electronics, IETS has also been employed as a spectroscopic tool to confirm the presence of single molecule and measure the electric transport properties in different experimental setups, e.g. mechanical controllable break junction [27,28], electromigration junction [29], STM break junction [30] and so on. At the same time, STM-IETS has been extensively used in the fields of surface science to study the chemical reactions on surfaces [14–17], molecular identifications [18,19], electron–phonon coupling [20–22], intra- and inter-molecular interaction [23–26]. In addition to molecular vibration, inelastic tunneling electrons can couple to other elementary excitations, such as rotation, phonon, spin, plasmon, photon, etc., which greatly expand the scope of the IETS-related techniques.

The theme of the current review is IETS measurements using STM setup, and IETS refers to STM-IETS if not explicitly specified in the following. In this review, we will mainly focus on the new development and application of STM-IETS in the past decade, in particular the ability of probing weak intermolecular interactions. Earlier IETS work could be found in some excellent review articles [18,19,31]. Starting with the basic theoretical background of IETS, we discuss in Section 2 the physical process behind IETS and its theoretical modeling. In Section 3, we will discuss recent advances and new capabilities of IETS, by taking various vibrational spectroscopies as prototypes. The application of IETS in other inelastic processes will be also briefly described. In Section 4, we present a perspective for the future directions and challenges of IETS. To conclude this review, a summary is given in Section 5.

2. Theoretical background

When electrons traverse the molecular junction, there is a certain possibility that they interact with molecular vibrations. Without e–vib interaction, the electrons...
tunnel elastically through the junction. In the presence of it, the electrons may be scattered by molecular vibrations and transfer one or more quanta of the vibrational energy to them. If the e–vib interaction is weak, the lowest order process is dominant. Due to the fermionic statistics, in order for the scattering to happen, the initial state has to be occupied, and the final state has to be empty. At zero temperature, this requirement introduces a threshold bias below which the inelastic scattering process cannot happen due to Pauli blocking. The threshold bias is determined by the vibrational frequency, i.e. $|eV| \geq \hbar\omega$. Here, $\omega$ is angular frequency of the vibration, $\hbar$ is the reduced Planck constant, $e$ is the unit charge.

These vibrationally assisted scattering processes modify the junction conductance at the threshold bias $\hbar\omega/e$ (Figure 1(a)–(c)). Their signature is prominent in the second-order differential conductance as peaks, dips or asymmetric line shapes depending on the junction parameters.

A single level Newns–Anderson model is often used to describe the ballistic transport process in a molecular junction, as shown in Figure 1(d)–(f). The single electronic state at energy $\epsilon_0$ represents the nearest predominant molecular level participating the transport. We have set the electrode Fermi level ($E_F$) to zero. Depending on the molecular electronic structure, it could be the lowest unoccupied molecular orbital (LUMO) or the highest occupied molecular orbital (HOMO). The single level couples to the left and right electrodes, characterized by the broadening parameter $\Gamma_\alpha$ with $\alpha = L, R$. The Hamiltonian of system can be written as:

$$H = H_m + \sum_{k,\alpha=L,R} (t_{k,\alpha} d^{\dagger}_{k,\alpha} c_{k,\alpha} + h.c.) + \sum_{k,\alpha=L,R} \epsilon_{k,\alpha} c^{\dagger}_{k,\alpha} c_{k,\alpha}$$

(1)

where $H_m = \epsilon_0 d^{\dagger}d$, with $d^{\dagger}(d)$ the creation (annihilation) operator of the molecular state, $t_{k,\alpha}$ is the hopping matrix element between the electrode $\alpha$ and the center molecular level, $c^{\dagger}_{k,\alpha} (c_{k,\alpha})$ is the creation (annihilation) operator of the electrons with wavevector $k$ and energy $\epsilon_{k,\alpha}$ in electrode $\alpha$. The level broadening parameter is expressed as

$$\Gamma_\alpha (\epsilon) = \sum_k t_{k,\alpha} \delta(\epsilon - \epsilon_{k,\alpha}) t^*_{k,\alpha}$$

(2)

Ballistic electronic transport through the Newns–Anderson model can be described within the Landauer–Büttiker approach. Wherein, the transport process is viewed as electron scattering by the center molecule, and the key parameter is the energy-dependent transmission coefficient. This model has been widely used to analyze the experimental results of single molecular junction.

To study the effect of e–vib interaction, we need to consider the vibrational degree of freedom and its interaction with electrons. An onsite Holstein type coupling can be introduced to the model, i.e. the energy level depends on the mass-normalized displacement $u$ of the vibrational mode. With this, the Hamiltonian of the molecule is modified to:
Here, $m$ is the e–vib coupling parameter, $\omega$ is the angular frequency of the vibrational mode.

There are several energy/time scales in this Newns–Anderson–Holstein model. The broadening parameter $\Gamma_a$ characterizes the hybridization of the molecular level with the electrode $a$. The energy level $\varepsilon_0$ defines the energy barrier that electrons or holes tunnel through during transport, the vibrational energy $\hbar \omega$ gives the vibrational energy scale. Finally, the e–vib interaction parameter $m$ together with $\omega$ gives the strength of e–vib interaction

$$
g = \frac{m^2}{2\omega^2}$$

(4)

There is one time scale corresponding to each energy scale. One important time scale is the lifetime of electrons on the molecular level, normally expressed as

$$
\tau_t \sim \hbar (\sqrt{\varepsilon_0^2 + \Gamma^2})^{-1}
$$

(5)

The strength of e–vib interaction is determined by the relative magnitude of $\hbar \tau_t^{-1}$ and $g$. In the limit of $g \ll \hbar \tau_t^{-1}$, the e–vib interaction is weak, a perturbative treatment of e–vib interaction works well. But if $g \gg \hbar \tau_t^{-1}$, perturbative treatment fails. Another time scale is the electron dephasing time $\tau_d$, whose relation with the above energy scales is not at all obvious. If $\tau_d \gg \tau_t$, the electrons keep their phase information during the tunneling. The electronic transport is in the coherent regime. Otherwise, electrons lose their phase information, and classical incoherent transport becomes dominant.

In most molecular junctions, the molecular level is relatively far away from the chemical potential of metal electrodes, i.e. $\varepsilon_0$ is on the order of eV. Electronic transport is in the coherent tunneling regime, and e–vib interaction is weak. This makes the perturbative treatment feasible. The downside is that the correction to the electrical conductance, thus the IETS signal, is very small, rendering the experimental detection rather challenging.

We note that there is only one vibrational mode in this model. In real molecules, there are more. Although vibrational coupling, either directly or mediated by electrons, may introduce interesting physics, so far, one normally ignores these coupling and considers each mode separately in theoretical modeling of IETS.

2.1. **Basic theory of IETS**

To understand the IETS signal theoretically, one needs to study the electronic transport problem taking into account electron’s interaction with molecular

$$
H_m = \varepsilon_0 d^\dagger d + md^\dagger du + \frac{1}{2} \dot{u}^2 + \frac{1}{2} \omega^2 u^2
$$

(3)
vibrations. Thus, the standard Landauer–Büttiker approach is not applicable anymore. Most of the experiments fall into the weak interaction regime. Different forms of perturbative approaches, including scattering theory [32–36] and nonequilibrium Green’s function (NEGF) method [31,37–46], have been used to describe the inelastic transport process. The scattering theory has the advantage of better physical transparency, and has been employed in the early works modeling both the metal–insulator–metal and single molecular junction [32–35]. But its account of fermionic statistics is somewhat ad hoc. More systematic NEGF method is used to overcome this problem. Moreover, the NEGF method combined with Density Functional Theory (DFT)-based electronic structure calculation has further advantage in the simulation of IETS signal of realistic molecular junctions. We will focus on the NEGF method in this review.

In the NEGF method, the molecular junction is divided into three regions: the left, right electrode, and the central molecule. The electrical current is expressed using the central Green’s functions and self-energies. The effect of e–vib interaction is taken into account through the interaction self-energy. Assuming weak e–vib interaction, the expression for the electrical current is expanded up to the second order in the e–vib interaction matrix. Details of the theory can be found in previous publications [47,48]. Here, we quote the result directly. The correction to the second-order differential conductance due to e–vib interaction can be expressed as [47,48]

$$
\partial_{eV}^2 I = \gamma \partial_{eV}^2 I_{\text{sym}} + \lambda \partial_{eV}^2 I_{\text{asym}}.
$$

To arrive at this compact expression, we mainly focus on bias range near the vibrational threshold, and have ignored the background signal which does not have vibrational feature.

Here, $I_{\text{sym}}$ and $I_{\text{asym}}$ are two universal functions describing the symmetric and asymmetric part of the signal

$$
I_{\text{sym}} = \frac{G_0}{e} \sum_{\sigma=\pm 1} \sigma (\hbar \omega + \sigma eV) \Theta(-\sigma eV - \hbar \omega),
$$

$$
I_{\text{asym}} = -\frac{G_0}{2\pi e} \sum_{\sigma=\pm 1} \sigma |\sigma \hbar \omega + eV| \ln \left| \frac{eV + \sigma \hbar \omega}{\hbar \omega} \right|.
$$

And, $G_0 = 2e^2/h$ is the quantum of conductance, $\Theta(x)$ is the Heaviside step function. The two functions and their contribution to the IETS signal are plotted in Figure 2.

For the Newns–Anderson–Holstein model, assuming symmetric potential drop ($\mu_L = \mu + \hbar \omega/2$, $\mu_R = \mu - \hbar \omega/2$) and $\epsilon_0 = 0$, the expressions for the two coefficients are [34,49]
Meanwhile, in STM-type experiment, the molecular level couples stronger to the substrate than to the tip. Assuming $\Gamma_L \ll \Gamma_R$, we have $\mu_L = \mu$, $\mu_R = \mu - \hbar \omega$, the expression then simplifies to

$$\gamma = \frac{\Gamma_L \Gamma_R \Gamma^2 \left( \frac{\hbar \omega}{\Gamma} \left( \frac{r^2}{4} - \left( \mu^2 - \frac{\hbar^2 \omega^2}{4} \right) \right) - 2 \frac{\mu}{\Gamma} \Gamma_L \Gamma_R \left( \frac{r^2}{4} + \left( \mu^2 - \frac{\hbar^2 \omega^2}{4} \right) \right) \right)}{\left( \frac{r^2}{4} + (\mu - \frac{\hbar \omega}{2})^2 \right) \left( \frac{r^2}{4} + (\mu + \frac{\hbar \omega}{2})^2 \right)^2}$$

and

$$\lambda = \frac{\Gamma_L \Gamma_R \left( \left( \mu^2 - \frac{\hbar^2 \omega^2}{4} \right) - \left( \frac{r^2}{4} \right)^2 - \frac{1}{2} \Gamma^2 \hbar \omega \mu \left( \frac{\Gamma_L}{\Gamma} - \frac{\Gamma_R}{\Gamma} \right) \right)}{\left( \frac{r^2}{4} + (\mu - \frac{\hbar \omega}{2})^2 \right) \left( \frac{r^2}{4} + (\mu + \frac{\hbar \omega}{2})^2 \right)^2}$$

Meanwhile, in STM-type experiment, the molecular level couples stronger to the substrate than to the tip. Assuming $\Gamma_L \ll \Gamma_R$, we have $\mu_L = \mu$, $\mu_R = \mu - \hbar \omega$, the expression then simplifies to

$$\gamma \approx \frac{\Gamma_L \Gamma_R \Gamma^2 \mu}{\left( \mu^2 + \Gamma_R^2 \right) \left( (\mu - \hbar \omega)^2 + \Gamma_R^2 \right)}$$

and

$$\lambda \approx \frac{\Gamma \Gamma_L \left( \mu^2 - \Gamma_R^2 \right)}{\left( \mu^2 + \Gamma_R^2 \right) \left( (\mu - \hbar \omega)^2 + \Gamma_R^2 \right)}$$
This result was firstly obtained by Persson and Baratoff [34]. It has been widely used to fit the experimental results.

2.2. Resonantly enhanced IETS

The magnitude of IETS signal can be drastically enhanced when the molecular level lies near the chemical potential of the electrodes [34,50]. In this case, the molecular level directly involves in the tunneling process. Both the tunneling density of states and the e–vib interaction increase, thus the IETS signals are greatly enhanced. In fact, this resonantly enhanced IETS was firstly proposed theoretically as a possible way to observe IETS in single molecular junction [34], although its experimental realization was only made possible recently. In all these experiments, it seems that e–vib interaction is still relatively weak, e.g. no higher order scattering process involving multiple vibrations was detected in the IETS signal.

2.3. DFT-based transport theory

To model realistic molecular junctions, one can combine the NEGF transport theory with DFT-based electronic structure calculations (DFT–NEGF). The development of numerical tools along this line has been proven useful in explaining the experimentally observed, rather complicated IETS signals. This has led to fruitful interplay between experimental and theoretical groups.

In this type of calculations, the electronic structure, molecular vibrations and e–vib interaction matrix are all obtained from DFT-based calculations. These parameters are then fed into the NEGF transport theory. As mentioned above, normally one considers independent vibrational modes, so that contributions from each mode are simply summed over. Under the lowest order expansion
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of e–vib interaction matrix, the two coefficients in Eq. (6) can be approximately expressed using the NEGF theory, which are calculated from DFT [43,47,48].

2.4. IETS simulation: intensity and line shape

Detailed analysis of transport processes shows that the simple physical picture in Figure 1(a)–(c) is not complete. Actually, both inelastic and new high-order elastic channels open at the vibrational threshold contributing to the IETS signals (Figure 3(a)–(c)). The inelastic process contributes only to the $I_{\text{sym}}$, which is shown in Figure 3(c). The high-order elastic process, involving phonon emission and re-absorption, can be further divided into two different processes shown in Figure 3(a) and (b) (assuming $eV = \mu_L - \mu_R > 0$). These two elastic processes contribute both to $I_{\text{sym}}$ and $I_{\text{asym}}$. In the simple picture of IETS shown in Figure 1, these high-order elastic processes are not considered.

The line shape of IETS signal depends on the competition of the three processes (a)–(c). All of them contribute to the coefficient of symmetric IETS signal $\gamma$ (Equation 6). The inelastic process (c) opens an additional transport channel, and contributes to a peak in the $d^2I/dV^2$ signal for positive bias. In contrast, the two high-order elastic processes (a) and (b) may contribute to a dip due to the interference effect. The final line shape depends on their relative magnitude. On the other hand, the processes (a) and (b) also contribute to the asymmetric coefficient $\lambda$. But their contributions are opposite to each other due to the Fermionic statistics. This results in a very small $\lambda$ compared to $\gamma$. There are certain cases where they become important: (a) the molecule couples to the left and right electrode asymmetrically, and (b) there is some resonant state near the bias window. Both of them may selectively enhance one of the high-order elastic processes and generate an asymmetric IETS line shape.

Recently, the asymmetric IETS line shape has been observed in several STM experiments [26,51,52]. Through tuning the position of a chlorine (Cl) -terminated STM tip, Guo et al. managed to selectively gate the HOMO level of water molecule and enhanced the tip–molecule coupling at the same time [26]. This greatly enhances the contribution of the quasi-elastic process to the asymmetric line shape. Xu et al. studied the effect of asymmetric coupling to the electrodes on the IETS line shape [52]. Meierott et al. observed bias-polarity-dependent line shapes due to the resonant LUMO orbital of $C_{60}$ molecule on Pb(1 1 1) surface [51].

2.5. Strong coupling limit

So far, we have considered only the case of weak e–vib interaction. In the limit of strong e–vib interaction $g \gg \hbar \tau^{-1}$, the perturbative way of treating e–vib interaction fails. In this case, the electronic coupling between the molecular levels with the electrodes is small and can be treated perturbatively. For the Newns–Anderson–Holstein model, one normally employs the Lang–Firsov [53]
transformation to work in the polaron basis, and treat the molecule–electrode
coupling perturbatively or in a mean-field type approximation [50]. Frank–
Condon blockade and other interesting physics have been explored [54]. So far,
this method has only been used to the Newns–Anderson–Holstein model, its
extension to realistic systems is not straightforward. Another complication in
the regime is that, other type of interactions, e.g. electron Coulomb interaction,
become equally important and a standard DFT description of the electronic
structure becomes invalid.

3. Recent advances and applications

3.1. Tip-enhanced IETS

As we have shown in Section 2, the sensitivity and lineshape of IETS is significantly
influenced by the energy position of the molecular level ($\varepsilon_0$) with respective to $E_F$
of the electrode. In the off-resonance case where the relative energy difference is on
the order of eV, inelastic process can be considered as a small perturbation to the
elastic scattering, leading to very weak IETS signals with the relative conductance
change being around several percentages or smaller [36,55]. When the energy
difference between the molecular orbitals and $E_F$ is comparable to the vibrational
energy, the molecular orbital may participate in the inelastic transitions directly
and strongly couple with the molecular vibration, resulting in resonant enhance-
ment of the cross section for vibrational excitation [34,37,50].

Experimentally, near-resonance or on-resonance IETS has been observed in
many systems such as benzene on Ag(1 1 0) surface [56,57], O$_2$ on Pt(1 1 1) and
Ag(1 1 0) surface [58–61], (CH$_3$)$_2$ and CH$_3$S on Cu(1 1 1) [62], cis-2-butene
on Pd(1 1 0) [63], and H$_2$ on BN/Rh(1 1 1) [64]. However, controlling the role
of molecular resonance in IETS has been proven difficult. Recently, it has been
possible to tune the system from far-off-resonance to near-resonance by orbital
gating through a back gate in a single-molecule device, leading to resonantly
enhanced IETS [65]. Inspired by this idea, Guo et al. developed a tip-enhanced
IETS (TE-IETS) technique and acquired high-quality vibrational spectra (Figure
4(c)) of a single water molecule adsorbed on Au-supported NaCl(0 0 1) films
(Figure 4(a)) [26]. As a closed-shell molecule, the frontier orbitals of water are
located about 2–3 eV away from the $E_F$ [66,67], corresponding to the far-off-reso-
nance case. In TE-IETS, the role of STM tip is similar to a top gate, which broad-
ens and shifts the frontier molecular orbitals of water toward $E_F$ via electronic
coupling, to resonantly enhance the IET signals (Figure 4(b)).

The TE-IETS is very sensitive to the tip termination and tip–molecule coupling
[26,68]. In contrast to the enhancement of both HOMO and LUMO around $E_F$
by the bare Au tip, the Cl-tip selectively gates the HOMO and greatly increases
the molecular density of states (DOS) due to the effective coupling of $p_z$ orbital
of Cl-tip with the HOMO of water. Therefore, different tip terminations may
Figure 4. (a) STM topography of a D₂O monomer (V = 100 mV, I = 50 pA). The inset shows the calculated isosurface of charge density of the HOMO. (b) Schematic of the tip-enhanced IET process. The tip–water coupling gates HOMO to the proximity of E_F, thus resonantly enhancing the cross section of the IET process. (c) dI/dV and d²I/dV² spectra taken at different tip heights. Red (−1.2 Å) and blue (−0.4 Å) curves were taken on the D₂O monomer. Gray curves (−1.2 Å) were acquired on the NaCl surface (denoted as 'bkgd'). The vibrational IET features are denoted as 'R' (rotational), 'B' (bending), and 'S' (stretching). Dashed horizontal lines represent zero levels of the y axes for each curve. (d) Experimental d²I/dV² spectra (normalized by dI/dV) of the bending mode of water monomer as a function of tip height. For clarity, each curve is scaled properly to ensure the same magnitude. All tip heights in the experiment are referenced to the gap set with V = 100 mV and I = 50 pA. Figure reproduced from Ref. [26].
selectively gate different molecular orbitals (with different symmetries) to the $E_F$. Only the vibrational modes whose symmetry matches that of the molecular orbitals around $E_F$ are detectable in the tip-enhanced IETS [35]. The normalized IETS intensity increases by more than one order of magnitude upon increasing the tip–water coupling strength (decreasing the tip–water distance) (Figure 4(d)). Moreover, the line shape of IETS changes from a symmetric dip to an asymmetric Fano-shaped feature [38], arising from the contribution of high-order elastic channels in addition to the inelastic channel as discussed in the previous section [34,69–71]. Interestingly, spatial position of the tip is crucial for the detection of the inelastic signal. The tip has to move slightly away from the center of water molecule, due to the opposite symmetry of the water HOMO and tip orbital.

The TE-IETS possesses a very high signal-to-noise ratio (up to 30% in relative conductance change), which offers an unprecedented opportunity to investigate the weak intermolecular interaction at single bond level. Based on this technique, the H-bonding strength at the water/salt interface can be determined with high accuracy by measuring the redshift of water stretching frequency as a function of the tip–water distance [72]. By comparing the H-bonding energy of H and D in the same HOD molecule, the effect of quantum motion of H nuclei on H-bonding strength was quantitatively revealed. The TE-IETS technique defeats the long-standing deficiency of conventional IETS in the detection of weak intermolecular interaction, and opens up the possibility of studying the nuclear quantum effects of H-bonded materials at atomic scale [73].

Moreover, the uniqueness of TE-IETS also lies in its ability of achieving high-quality IETS on metal-supported insulating films [26,64,74]. So far, conventional IETS measurements were mostly done on metal surfaces. The coupling between the molecules and the metals can significantly shift and broaden the molecular resonance, thus increase the molecular DOS around $E_F$ in the far-off-resonance case. On metal-supported insulating films, the molecules are electronically decoupled from the metal substrates, leading to negligible molecular DOS around $E_F$ due to the reduced broadening. Therefore, the IETS signals should be extremely weak. In TE-IETS, this difficulty can be overcome through increasing the coupling between the tip and the molecules, which enables the IETS measurements even on thick insulating films. Previous work of IETS on insulating films might be relevant to the strong tip–molecule coupling [26,64]. For the next, it would be interesting to see whether the TE-IETS technique can be generalized to other molecules and different surfaces.

### 3.2. Inelastic tunneling probe

Conventional IETS measurement is performed on single molecules adsorbed on metal surfaces. However, the roles of tip and surface can be reversed when the molecule is picked up by the tip [75–78]. For noncontact atomic force microscopy (NC-AFM) using molecule-functionalized tips, intermolecular force changes...
resonance frequency of the cantilever when the molecule on the tip is brought close to another molecule on surface [78]. In IETS measurement, this intermolecular interaction changes the vibrational frequencies of the molecule on the tip as well. Inspired by this idea, Chiang et al. developed a so-called inelastic tunneling probe (itProbe) to image local potential energy landscape over an adsorbed molecule via probing the vibrational frequency shift of carbon monoxide (CO) molecule on the tip [23].

The key of itProbe lies in the sensitivity of CO vibration to the intermolecular interaction. To get a relatively large response in vibrational energy, the ultra-soft mode, hindered translational mode (~2.8 meV) was chosen rather than the hindered rotational modes (~18.3 and 20.3 meV) [77]. Since the vibrational frequency and its shift are both very small, low temperature (600 mK) and small bias modulation (<1 mV) are needed to reduce the thermal and instrumental broadening. The IETS taken on chosen positions (Figure 5(a)) over cobalt phthalocyanine
(CoPc) shows clear but different CO vibrational energies at different sites. The largest energy shift in Figure 5(a) is ~2 meV, implying a high sensitivity of the hindered translational mode of CO. Mapping out the intensity of IETS signals in real space allows the direct imaging of vibrational frequency shift (Figure 5(b) and (c)), which corresponds to the potential energy distribution in the CoPc molecule. Such an IETS mapping can be easily correlated with the skeletal structure and chemical bonding of CoPc in Figure 5(d).

The itProbe can be considered as a novel type of NC-AFM, with the cantilever (CO molecule) working at the oscillation frequency within the THz range. This frequency range is several orders of magnitude larger than that of conventional NC-AFM (~kHz). Surprisingly, the results of the itProbe and NC-AFM are quite similar [78]. It is worthy to mention that the flexibility of the CO molecule on the tip may cause significant distortion of the images or even misleading features. Just as mentioned in Ref. [79], the intra- and inter-molecular contrast could stem from CO tilting over the ridges of the potential energy landscape rather than an actual bond. Although functionalizing the tip with a molecule is commonly used to increase the spatial resolution of STM [80–82], itProbe obviously provides much more beyond that. It senses the local potential field through inelastic transport, and offers detailed structure or chemical information of the molecule. Therefore, itProbe has greatly advanced the IETS from a purely spectroscopic method to a powerful single-molecule imaging technique.

3.3. Rotational spectroscopy

The rotational motion of a molecule is usually hindered when it is adsorbed on surfaces. External energy has to be provided to the molecule in order for it to overcome a certain energetic barrier of the hindered rotation. If a molecule is weakly adsorbed on the surface, e.g. hexa-tert-butyl decacyclene on Cu(1 0 0) at room temperature [59,83], it could realize nearly free rotation. Hindered rotation has been reported for many adsorbed molecules, such as carbon monoxide [77], acetylene [13], and oxygen [59]. Detailed process and mechanism related to hindered rotation was extensively studied via action spectroscopy, which will be discussed in the next part. Here, the rotational spectroscopy focuses on the free rotation, which contains manifold intra- and inter-molecular information missing in other vibrations.

Molecular hydrogen (H₂) is weakly adsorbed on noble metal surfaces through van der Waals interaction [84]. At low coverage, physisorbed H₂ on hexagonal boron nitride (h-BN) is transparent to STM, allowing the imaging of the underlying honeycomb lattice of h-BN [85]. With H₂ in the tip–sample junction, rotational spectroscopy was measured for H₂, D₂, and HD, as shown in Figure 6(a) and (b). The excitation energies (43.75, 32.8, and 20.89 meV for H₂, HD, and D₂, respectively) are inversely proportional to their atomic mass. For a three-dimensional (3D) free rotor, the energy of a rotational quantum state is inversely proportional
Figure 6. (a and b) IETS of $H_2$, HD, and $D_2$ on h-BN. (a) $dI/dV$ of $H_2$ (open circle), HD (upward triangle), and $D_2$ (open square). The conductance steps at 43.7, 32.8, and 20.9 meV represent rotational $J = 0 \rightarrow 2$ transitions. The values for $H_2$ and $D_2$ are characteristic for the para-$H_2$ and ortho-$D_2$ configuration, respectively. The low-energy steps close to the Fermi energy are attributed to phonon gaps of the commensurate molecular layer. The spectra were vertically offset by 0.5 nA/V for clarity. (b) Numerical derivative of (a), $d^2I/dV^2$. The black full lines show fits with a multi-peak Lorentzian function. The shoulder at around 13 meV (arrows) for HD is attributed to a $J = 0 \rightarrow 1$ transition. (c and d) $d^2I/dV^2$ spectra of $H_2$ and HD on Au(1 1 0) taken at different tip–substrate separation, respectively. The sample bias $V_B$ is changed from 5 (bottom) to 120 mV (top) in (c) and from 5 (bottom) to 70 mV in (d). $I_T$ is kept at 2 nA for all these spectra. A $z$–$V$ curve is measured to convert the change in $V_B$ to the corresponding change in the tip–substrate separation ($z$). The tunneling gap distance at $V_B = 5$ mV and $I_T = 2$ nA is used as the reference point ($z = 0$). The uncertainty in $z$ is around 9.5 pm. The shiftings of the rotational and vibrational excitation energies are indicated by the dashed lines. The magnified line shapes of the rotational excitation are also presented. (e) The $J = 0 \rightarrow 2$ rotational excitation energy of hydrogen increases from 41 to 43 mV as $z$ increases by 0.1 nm. The horizontal dashed line indicates for reference the excitation energy of a free molecule. (f) The $v = 0 \rightarrow 1$ vibrational excitation energy decreases from 18 to 7.5 mV as $z$ increases by 0.1 nm for $H_2$, and from 15 to 8 mV as $z$ increases by 0.08 nm for HD. Figure reproduced from Refs. [85–87].
to its moment of inertia. Thus, the rotational spectroscopy demonstrates that the \( \text{H}_2 \) molecule rotates freely as in gas phase [86].

The rotational spectroscopy can provide a precise measurement of bond length, which is included in the moment of inertia. In Figure 6(c)–(f), Li et al. detect the variation of rotational and vibrational energy of hydrogen molecule as changing the tip–sample distance [87]. When tip approaches \( \text{H}_2 \), the increase of vibrational energy and decrease of rotational energy imply the elongation of \( \text{H}–\text{H} \) bond, which was further confirmed by DFT calculations. Additionally, the rotational motion of \( \text{H}_2 \) is keen to its chemical environment [64]. The spatial variation of rotational intensity reflects orbital hybridization between \( \text{H}_2 \) and magnesium porphyrin (MgP), which shed new insights into intermolecular interaction [24,88].

Notably, for homonuclear diatomics, the allowed rotational transitions depend on the nuclear spin state [89]. The symmetry requirement of total molecular wave function leads to distinct nuclear spin states, and gets reflected in its rotational excitation energy. Detailed analysis of Figure 6(b) manifests that \( \text{H}_2 \) is in its para- and \( \text{D}_2 \) in its ortho-nuclear spin configuration, and both molecules show the rotational transition \( J = 0 \to 2 \) [85]. The unprecedented spatial resolution (~1.7 nm) of nuclear spin sensitivity was also demonstrated in this work.

Except that rotational spectroscopy reveals that \( \text{H}_2 \) on surfaces moves almost freely with little influence from the potential generated by the underlying substrate [87], the abnormally high mobility and flexibility of \( \text{H}_2 \) on surfaces play an important role in the scanning tunneling hydrogen microscopy (STHM) [90–92], which can resolve the molecular skeleton in topographic imaging by employing \( \text{H}_2 \) as a signal transducer. The rotational spectroscopy of \( \text{H}_2 \) provides rich information of chemical structure, molecular bond length, intermolecular coupling, and nuclear spin state, thus extending the well-established and widely used IETS methods.

### 3.4. Action spectroscopy

STM-IETS suffers from the instability of molecules induced by the IET excitation. From another perspective, vibrations of atoms or molecules may be a trigger for molecular motions or even chemical reaction on surfaces, which can be directly investigated in STM [13,58,59]. Kawai et al. firstly coined the word ‘action spectroscopy (AS)’ in STM, to reveal the microscopic mechanisms of molecular dynamics and surface chemical reactions through electronic and vibrational excitation [16,93]. Single molecular rotation [63,94], hopping [95], bond breaking [62], and conformational change [96] have been systematically studied using action spectroscopy.

A simple process involved in a chemical reaction includes three steps [97,98]. First, the tunneling electron puts the molecule into an ionic state and selectively excites the molecular vibration. Then, intramolecular vibrational energy relaxation leads to the energy transfer to reaction coordinate modes via anharmonic coupling. Once the energy is sufficient to overcome the barrier, the corresponding
reaction occurs, resulting in visible changes in the current and topographic image. The reaction yield, which is the reaction rate divided by the current, exhibits a noticeable increase at the energy of vibrational or electronic states, which are responsible for the reaction [99]. In general, STM-AS of molecular motion is relatively simple, such as single-mode [17] or multiple-mode excitation spectra [63,100]. A little more complicated cases, like combination-mode excitation [62] and single-overtone-mode excitation [102], require more careful analyses to find the stimulated vibrational mode. These four modes are schematically shown in Figure 7(a)–(d). Recently, Oh et al. demonstrated that the hopping of CO on Ag(1 1 0) is related to a multiple-overtone-mode excitation (Figure 7(e)) [101]. Detailed analysis shows that CO hopping could be induced by multiple overtone excitation of the $\nu(M - C)$ mode, in absence of its fundamental vibrational modes. This calls for new insights into e–vib coupling and intramolecular energy transfer.

STM-AS holds complementary aspects when compared with STM-IETS. It is widely recognized that IETS is governed by the propensity rule [45]. Only several selective vibrational modes predominantly contribute to the signals. Furthermore, competitions between elastic and inelastic channels in IETS signals complicated the line shape (Sec. 2.4). STM-AS, on the other hand, is directly related to the vibrational excitation. However, the reaction coordinate may be different from the excited vibrational mode because the anharmonic coupling leads to energy transfer between different modes. Therefore, the interpretation of AS usually needs careful theoretical fitting [98]. Because of its statistical nature and the irreversibility of the chemical reactions, AS requires multiple measurements for a single
action on different sites or even different molecules (for dissociation). Owing to the prolonged data-acquisition time, AS can provide deeper understanding of vibrationally mediated chemical reaction of single adsorbates, which is inaccessible from conventional IETS.

### 3.5. Phonon spectroscopy

Phonons are the collective atomic or molecular vibrations in crystals. Therefore, tunneling electrons can excite phonons in materials through inelastic processes as well. Different from the inelastic tunneling in single molecules where the momentum is not a well-defined quantity, the phonon-mediated inelastic tunneling process may involve momentum-conserving virtual transitions between electronic bands [103]. Phonons in different conductors and semiconductors have been detected via phonon spectroscopy by STM. For metal, the spatial variation of surface phonon over Au(1 1 1) surface was investigated by Gawronski et al. (Figure 8(a)). The atomic resolution of phonon mapping arises from the site-specific probability of phonon excitation [22]. After that, IETS was frequently used to understand the phonon excitation in the tip–sample junction [104,105], and the influence of point defects on surface phonon [106]. Strikingly, the phonon
spectroscopy was successfully used to study the role of lattice vibration modes in the high-temperature superconductivity of Bi2212 (Figure 8(b)), indicating a spatial anticorrelation between the vibrational energies and the superconducting pairing-gap energies [21].

Graphite is a semimetal, and phonons in graphite were also detected [107]. Graphene phonons were initially studied via traditional IETS (not STM-IETS) in distinct transistor device structure [108, 109]. In 2008, Zhang et al. detected graphene phonons using STM for the first time, which show as a symmetric step-like feature in dI/dV spectra (Figure 8(c)) [103]. The deduced phonon energy is 63 ± 2 meV, corresponding to out-of-plane acoustic graphene phonon modes located near the K/K' point in reciprocal space. Modulating the interaction between graphene phonons and the metal substrate could alter its properties [110,111]. To distinguish electron–phonon features from the electron–plasmon interaction in graphene, electron density dependent measurements were performed [112]. The plasmon energy shifts with electron density, while the phonon
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(a) IETS spectra at $T = 0.6$ K on the Mn atom on alumina (upper curves) measured at $B = 7$ T (black) and $B = 0$ T (red). The lower curves (shifted for clarity) were measured over the bare oxide surface. (b) Conductance spectra on a Mn atom on NiAl (upper curves) and on the bare NiAl surface (lower curves). All spectra in (a) and (b) were acquired with a nominal conductance of 10 nA/V ($I = 50$ pA at $V = 5$ mV) and normalized to unity for $|V| > 2$ mV to emphasize differences in low-bias features. (c) IETS spectra taken on atom 1 of an $N = 5$ Co chain in transverse fields ranging from 0 T to 9 T, in increments of 200 mT. (d) Same as (c), but taken on atom 1 of an $N = 6$ chain. IETS curves were normalized to correct for tip height variations. Conductance values listed at the color bars are indicative only: owing to normalization, scaling between spectra may vary by $\sim 20\%$. Figure reproduced from Refs. [114,126].
energy does not. Phonons have important effect on many thermal and electrical transport properties, which can be now addressed by phonon spectroscopy at atomic scale [113].

### 3.6. Spin excitation spectroscopy

Transitions between different spin states can be excited by exchanging spin with inelastic tunneling electrons. Contrary to molecular vibration, the cross section of spin exchanging scattering is quite large, resulting in an obvious conductance step in the first-order differential conductance, which is termed as spin excitation spectroscopy. Heinrich et al. reported the first spin excitation spectra of individual manganese atoms on alumina under external magnetic field [114] (Figure 9(a) and (b)). Adsorption of one 3d transition metal atom on the surface lifts the degeneracy of the spin states due to influence of the atomic environment, spin–orbit interaction and the interaction with the substrate. Transitions between different spin states are thus excited by traversing electrons [115–118]. Henceforth, various transition metal atoms, e.g. Fe, Mn, Co, on different surfaces were investigated, revealing the Landé g factor, magnetic anisotropy energy, and effective spin moment [119,120].

Using atomic manipulation by STM, dimers [121,122] and atomic chains [123,124] were artificially constructed on metal surfaces [125]. A significant work on Co chains reveals a quantum phase transition in spin-1/2 XXZ Heisenberg chain [126]. Site-resolved spin excitation spectroscopy as a function of magnetic field is shown in Figure 9(c) and (d). The sudden change of the spin excitation energy with magnetic field reveals a new domain wall formation in the antiferromagnetic chain before the transition to paramagnetic phase.

Besides individual magnetic atoms, the spin excitations in single molecule magnets [127,128], organic radicals [129], metal–molecule complexes and their dimers [130] were also reported. The molecular ligand offers extra flexibility to tune the local environment of the magnetic atom [131,132]. Chemical engineering of the molecular backbone also makes the self-assembly of ordered molecular networks possible, thus enabling the study of complex spin correlations through a bottom–up approach [133–135].

In addition to the static properties, the spin relaxation time of individual magnetic atoms can be inferred from the line shape of the spin excitation spectra as well [136,137]. The magnetic field dependence of the spectra reveals the coupling of atomic spin with itinerant electrons of the metal substrate [137]. As an internal degree of freedom of electrons and key component for superconductivity, spin has attracted a great deal of attention. Spin excitation spectroscopy serves as an indispensable method to excavate the interplay between the magnetism and superconductivity, new mechanisms of spintronics, and spin correlation, starting from atomic scale and scaling up gradually [138,139].
3.7. Light emission spectroscopy

Localized plasmon modes confined within the cavity between STM tip and metal substrate can be excited by inelastic electronic transitions. Radiative decay of these plasmon modes further excite propagating modes in free space or on the metal surfaces, which can be detected by different optical setups in far field. This tunneling electron-induced light emission was first reported in 1989 by Gimzewski et al. [140]. Ever since, the dependence of light emission properties on different parameters have been explored, such as the cavity geometry, metal surfaces, and molecular adsorption, have been explored [141–147]. Valuable information can be obtained from the analysis of the emission spectrum. Through atomic manipulation at the metal surface, the effect of local electronic density of states on the light emission efficiency was revealed [148]. The emission efficiency follows closely to the predicted DOS from a simple particle-in-a-box calculation. These experimental results unambiguously demonstrate that the physical process responsible for the light emission is inelastic electronic transitions, which can be understood from Fermi’s golden rule [148].

Most of the STM experiments were performed in the tunneling regime. Recently, the change of the optical yields during the transition from tunneling to contact regime was investigated. A close relationship between the optical yields and the high-frequency quantum shot noise of electrical current was demonstrated in both regimes [149–151]. Further theoretical consideration shows that the high-frequency noise is actually closely related to the inelastic electronic transitions, thus unifying the two physical pictures [152,153]. Along this line, the effect of molecular frontier orbitals in a single molecular junction on the emission properties was investigated in the tunneling and contact regimes [151,154–156].

STM-induced light emission can be applied to study single molecular electroluminescence [143,146,151,157–160]. Complex emission spectrum shows up due to the quantum interference between plasmon excitation in the tip–sample cavity and electroluminescence of the molecular exciton [160,161]. From this, the interplay of optical mode polarization and the symmetry of molecular frontier orbital have been revealed [162]. This effect can be used as a highly sensitive tool for single molecular detection.

Utilizing the atomic-scale localized excitation, energy transfer at single molecular level can also be investigated [163,164]. As presented in Figure 10(a) and (b), when two zinc-phthalocyanine (ZnPc) molecules were brought close to each other and formed a dimer, additional peaks appear in the luminescence spectroscopy and show distinct site dependence [163]. Owing to the highly localized nature of tunneling electrons, only the ZnPc molecule within the tip–sample nanocavity was excited by the electrons. The intermolecular energy transfer is made possible through their dipolar coupling. For heterogeneous molecular dimers shown in Figure 10(c) and (d), the relative change of luminescence spectral intensity also implies the energy transfer between the two molecules [164].
Figure 10. STM-induced luminescence (STML) of ZnPc dimers on NaCl(0 0 1)/Ag(0 0 1) (a and b) and H$_2$Pc/MgPc dimers on NaCl(0 0 1)/Ag(1 1 1) (c and d). (a) STM images (left; −1.7 V, 2 pA) and STML spectra (right; −2.5 V, 200 pA, 60 s) acquired before and after manipulation. ZnPc molecules M1 and M2 were pushed together, with the direction of motion indicated by the white arrows; ZnPc molecule M3 was used as a reference. The STML spectra were acquired at the lobe positions marked with an ‘×’ in the STM images. (b) Site-dependent STML spectra (−2.5 V, 200 pA, 60 s) acquired at the positions marked with an ‘×’ in the inset STM images (4 nm × 3 nm; −1.7 V, 2 pA). All STML spectra are offset for clarity. The shaded bands labeled 1–5 indicate the peak positions. (c) STM images of the artificial heterogeneous molecular dimer (top: $V = −2.5$ V, $I_t = 2$pA, with a CO-terminated tip, middle and bottom: $V = −2.3$ V, $I_t = 5$pA, with a metal tip). The vector in each STM image is the specification of the dimer configuration. For the middle to bottom images the H$_2$Pc was moved to change the dimer configuration. (d) STML spectra of free-base H$_2$Pc, MgPc molecule, the (5.5, 2.5) dimer and the (3.5, 2.5) dimer. The red and blue curves were measured at the red and blue points in (c). The measurement conditions for the H$_2$Pc molecule were $V = −2.3$ V, $I_t = 30$pA and exposure time $t = 1$ min, and the conditions for the others were $V = −2.1$ V, $I_t = 30$pA and $t = 1$ min. Figure reproduced from Refs. [163,164].
4. Perspective

So far, IETS works very well for small molecules. However, massive molecules in biological and chemical systems are large, and their properties depend mainly on a few functional groups. It would be ideal to identify those functional groups by IETS and study their interaction with atomic environment by monitoring the spectral evolution. Nevertheless, it is not easy to obtain clear and meaningful vibrational signals in a large molecule due to its multiple vibrational degrees of freedom, intramolecular vibrational coupling, and complicated electronic structures. Therefore, understanding the behavior of large molecules by IETS is stirring but technically very demanding. Recently, it was shown that the precise control of the bond breaking and formation of the functional groups can be achieved by inelastic electronic excitation [165], which may open a new route to study the large functionalized molecules by IETS.

Most of the earlier IETS work have focused on the intramolecular bond, while there is a new trend to use particular molecular vibration as a sensor to probe the intermolecular interaction, such as Hydrogen bond, Van der Waals force, electrostatic coupling, etc. The ability to manipulate single atom/molecule allows STM to explore the gradual transition from single atom/molecule to bulk solid [166,167]. Similarly, IETS can be used to study the evolution from one single molecular vibration to collective phonons. The intermolecular coupled vibrations of two CO molecules have been reported in IETS measurements recently [25]. When the CO-functionalized tip approaches the other CO molecule on surface, the vibrational energy shifts due to their increased coupling. Therefore, it is possible to investigate the collective motion of several molecules [168]. Those experiments will shed new insights into the phonon formation and phonon-related novel properties.

Due to the limited bandwidth of electronics, STM-IETS only measure the steady state and is not able to capture the ultrafast vibrational dynamics, which is typically within picosecond to femtosecond time scale. Recently, the real-time single-molecule vibration has been observed by Yampolsky et al. via anti-Stokes Raman scattering but without spatial resolution [10]. A promising direction is to combine pump-probe ultrafast optics with IETS such that the inelastic electron tunneling are driven by the light pulses. As a first trial, Cocker et al. have succeeded in tracking the coherent single-molecular vibration by coupling terahertz pulses to the tunneling electrons using a terahertz scanning tunneling microscopy (THz-STM) [169]. Those experiments may open a new regime to study time-resolved vibrational and electronic dynamics at single molecule or even submolecular level.

For conventional IETS, the inelastic contribution arising from electron–phonon coupling is usually very small compared with the elastic tunneling. To increase the cross section of inelastic scattering is an important goal for IETS detection. One viable way to enhance the inelastic signal-to-noise ratio is tuning the system from far-off-resonance to near-resonance regime, to increase the tunneling
density of states and the e–vib interaction, as has been demonstrated in TE-IETS [26]. Gating frontier orbitals to the $E_F$ significantly enhances the IETS signals, but complicates the spectral line shape at the same time due to the competition between elastic and inelastic channels in the on-resonant situation. Another way is to increase the lifetime of the electron residing in the molecular resonant state to enhance the e–vib coupling. This can be achieved by decoupling the molecules from the metal substrate using insulating layers. However, the prolonged lifetime of the inelastic electron increases the instability of the molecules on the surfaces [55], which is particularly true for small molecules. Therefore, there is a pressing need to explore more efficient ways to enhance the IETS signals in the future.

For the theoretical part, DFT-based simulation has been proven quite useful in explaining the IETS measurement. For better quantitative explanation of the experimental results, there are still several challenging problems that need to be tackled. (1) Accurate description of molecular electronic structure, especially the HOMO–LUMO gap in DFT calculations, is one of the most important challenges in this field. Predictions of elastic electrical conductance from different DFT approximations even can differ by orders of magnitude. This sets serious limitations on the predictive power of DFT calculations. (2) The ability to measure frequency shift ~1 meV in the state-of-the-art experiments poses challenges in the numerical accuracy of DFT calculated vibrational frequencies. More accurate calculation of the potential energy is required, e.g. the long-range van der Waals interaction between molecule and metal surface has to be taken into account in many cases. This is still quite challenging despite recent progress. (3) Current DFT-NEGF scheme to calculate IETS signal does not work for strong e–vib interaction. Development of numerical scheme in the strong coupling regime beyond the single-state Anderson–Holstein model will be highly valuable. (4) Anharmonic vibrational coupling can potentially have an effect on the IETS signal, especially for reaction spectroscopy [97,98]. So far, this has been ignored in the theoretical calculations.

5. Summary

IETS based on STM has proven to be a versatile technique for the characterization and manipulation of single molecules on surfaces. Comparison between experiments and simulations on IETS spectral features offers detailed information about chemical conformation, electron–vibration coupling, local environment, nuclear motion, and chemical reactions. Functionalized tips have been recently used in IETS measurements, which provide an unprecedented opportunity to tune various measurement parameters and manipulate the IET process. The vibrational-states resolved imaging of IETS, which combines sub-ångström spatial resolution and single-bond vibrational sensitivity, was utilized to map out local intramolecular potential and intermolecular interaction. In addition to vibration, other elementary excitations induced by inelastic electron tunneling, including
molecular rotation, chemical reaction, spin flipping, photon emission, etc., can be explored by IETS as well. With those extensions, IETS serves as a powerful tool to probe with atomic resolution the coupling and energy transfer between different degrees of freedom, e.g. electron, vibration, spin, plasmon and photon.
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