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Abstract: This paper presents a two-level hierarchical energy management system (EMS) for microgrid operation that is based on a robust model predictive control (MPC) strategy. This EMS focuses on minimizing the cost of the energy drawn from the main grid and increasing self-consumption of local renewable energy resources, and brings benefits to the users of the microgrid as well as the distribution network operator (DNO). The higher level of the EMS comprises a robust MPC controller which optimizes energy usage and defines a power reference that is tracked by the lower-level real-time controller. The proposed EMS addresses the uncertainty of the predictions of the generation and end-user consumption profiles with the use of the robust MPC controller, which considers the optimization over a control policy where the uncertainty of the power predictions can be compensated either by the battery or main grid power consumption. Simulation results using data from a real urban community showed that when compared with an equivalent (non-robust) deterministic EMS (i.e., an EMS based on the same MPC formulation, but without the uncertainty handling), the proposed EMS based on robust MPC achieved reduced energy costs and obtained a more uniform grid power consumption, safer battery operation, and reduced peak loads.
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1. Introduction

The integration of large numbers of distributed energy resources (DERs) into the electricity distribution system may play an important role in improving its resilience and sustainability. However, when high penetrations of distributed generation (DG) occur, the management of local and wide-area flow may be compromised and power quality may not satisfy required standards [1].

In [2–4] it is reported that the active management of DG units and controllable loads in different sections of the distribution network (DN) is an acceptable approach for increasing the penetration of...
DG into a passive DN. The active management of a DN requires the integration of control strategies at different levels in a smart grid framework, as well as communication technologies that allow the connection of DG units to the DN.

This work deals with active management within a DN, namely an energy management system (EMS) for an “energy community”. In the context of an increasing trend for small-scale microgrids to encourage the local consumption of energy generated from their RES instead of exporting any surplus to the main grid, energy communities are now appearing where end-user customers manage their local DERs for the benefit of their own microgrids [5]. This may apply to a community that is either geographically co-located or that exists as a virtual entity distributed around a much larger geographical space, with their capabilities “aggregated” by a communications network via web-type services. In this context, the main distribution grid supplies the energy deficit that the microgrid may have. The energy community concept is growing in popularity in the UK, and regulatory change may occur in the foreseeable future that may make the costs of operating this type of community less prohibitive [6].

Hierarchical schemes with multiple levels have been proposed to exploit the benefits of different types of EMS. One possible division lies in the use of optimal controllers (optimal EMSs) or non-optimal controllers (non-optimal EMSs). Most EMSs for scheduling that have been reported in the specialized literature are based on optimal controllers. Loads and energy resources must be predicted in advance, making the effectiveness of optimal approaches dependent mainly on the accuracy of the prediction models. Computation times can also be significantly longer than those for non-optimal EMSs, particularly when using nonlinear predictors. When prediction models cannot capture the behavior of the system or be implemented in real-time, other options are controllers with real-time decision-making capabilities. These can be based on instantaneous power measurements rather than prediction profiles as in [7], or on rules (“rule-based” control) as in [8–11]. For this type of EMS, the aim is usually to reduce energy costs by the efficient use of a battery and maximizing the use of renewable energy to satisfy local demand, while maintaining the reliability of the electrical system. They do not require a detailed model of the system and can respond quickly to changes in the system. However, they are not guaranteed to be optimal and can lead to inefficient energy usage.

Model predictive control (MPC), also known as receding horizon control, is an optimal control strategy that has been used for optimal EMSs. It is based on the optimization of the system’s performance over a prediction horizon, which is repeated in each sampling time. Often, the goal of the EMS is to economically manage the DERs to meet certain power quality standards. Therefore, predictions of the renewables and demands are used to find the optimal commitment and dispatch the DER units during a prediction horizon according to some selected performance criteria [12]. Some examples of EMSs based on MPC are reported in [13–18].

An important aspect for optimal EMSs is uncertainty—in this case of the prediction profiles of available renewable energy and end-user consumption [19]. One common paradigm for handling uncertainty is robust optimization, which uses uncertainty sets and combines a worst-case analysis with min–max formulations to obtain optimal solutions that are robust against variations in a parameter with respect to a nominal value (optimal worst-case scenario) [20]. Robust optimization for the scheduling of microgrids has been used for different configurations, such as wind power optimization [21], provisional microgrids [22], and distributed EMSs [23], among others. Robust MPC is a family of MPC controllers which includes robust optimization for handling uncertainties in the predictions, and has also been used for the microgrid EMSs [24–27]. An EMS where the bounds of the uncertainty are given by fuzzy interval models is proposed in [25]. This type of model will be used for the uncertain prediction profiles in this work. All these works dealing with robust optimization find an optimal predicted sequence of control actions that is fixed at each sampling time. However, it is known from the theory of dynamic programming that allowing some compensation of the predicted sequences, as a function of the predicted states or uncertain variables, allows the optimization to find improved solutions. In this case, the optimization is said to be performed over a control policy. Few cases of
EMS implement optimization over control policies. While a computationally inefficient (optimization problem with exponentially increasing size with the prediction horizon) robust MPC based EMS is proposed in [28], a more efficient formulation [29] optimizes a predicted sequence of nominal control actions which is corrected by linear terms of disturbances that would affect the system.

In this context, this paper presents a two-level hierarchical EMS for microgrids, where the higher-level controller is based on robust MPC. The aim of the hierarchical two-level architecture, similar to that of [30,31], is to incorporate the benefits of schemes based on both optimal controllers and real-time decision making. Therefore, the EMS comprises a rule-based approach at the lower level with real-time control capabilities and a robust MPC at the higher level to manage the energy efficiency and uncertainties in the predictions of renewable energy resources and end-user load profiles. The main contribution of this work is the design of a robust MPC controller based on fuzzy intervals for the higher level. This controller considers a robust optimization over a control policy parameterized by gains that compensates the uncertainties of the predictions, which are modeled based on fuzzy intervals. The control policy is similar to that of [29], but it was designed according to the particular microgrid considered in this work so that the uncertainty of the power predictions can be compensated either by the battery or main grid power consumption. This compensation enables the controller to find better solutions than other robust MPC formulations with no uncertainty compensation. The predictions of renewable generation and demand are given by fuzzy interval models, which characterize the uncertainty and capture the nonlinearity and temporal dynamics.

Simulation results were obtained using data from a real urban residential community and show the benefits of the proposed strategy. The proposed hierarchical EMS based on robust MPC (robust EMS) achieved a more uniform grid power consumption when compared to the same hierarchical EMS based on MPC (deterministic or non-robust EMS) but without uncertainty handling, since it was able to keep the community power flow closer to the reference power defined by the higher-level controller. It could also achieve safer battery operation and reduced peak loads compared to the deterministic EMS, in addition to typical features of EMSs such as energy cost minimization. The benefits of the robust EMS are due to the incorporation of uncertainty in the formulation and its compensation scheme, which helps the systems to be prepared for errors in the predictions that might yield sub-optimal decisions.

The remainder of this paper is organized as follows: Section 2 presents the problem statement. Section 3 describes the lower level of the EMS: the Community Power Controller at the microgrid level. Section 4 provides the details of the higher level of the EMS: the proposed novel robust predictive control strategy based on fuzzy prediction interval models. Section 5 presents the simulation results showing microgrid operation based on real load and photovoltaic energy profiles from a town in the UK. The last section provides the main conclusions and recommends future work.

2. Problem Statement

A hierarchical EMS as in [30,31] is considered in this work. This paper presents an improvement with respect to these two, as only the lower-level controller within the hierarchy is defined in [30], while uncertainty is not tackled in [31]. The EMS in this work comprises two levels: the microgrid (energy community) level and the main grid level, as shown in Figure 1. Within this framework, the proposed microgrid is composed of domestic demand (a number of non-controllable loads), a number of renewable generation units, and an energy storage system (ESS). Several ESSs could easily be considered in the formulation by including constraints for all of them. However, a single ESS was considered here for simplicity of exposition. This configuration of microgrids is typically associated with groups of dwellings or small villages, and mainly incorporates renewable resources such as photovoltaic arrays and wind generators.

The microgrid can freely use the power from the ESS and the renewable generation, and it can purchase power from the distribution network operator (DNO) for consumption, but it cannot sell. A maximum power limit is set to reduce power peaks of the energy bought from the DNO, and no power
can be sent back to it. The ESS also can consume energy in order to store it. The entire renewable generation is either consumed by the loads or stored in the ESS. In this context, the role of the DNO is to supply energy when the renewable generation and the ESS cannot provide enough power to satisfy the demand.

![Diagram](image)

**Figure 1.** Hierarchical energy management system (EMS) Structure.

At the main grid level, a robust MPC controller operates to provide a realistic power reference \( P_{\text{mgref}} \) for the microgrid, of the power to be consumed from the DNO: this is the “Energy Profiler”. At the microgrid level, the “Community Power Controller” aims to track these references in real-time.

The robust MPC implements an optimization of the predicted performance cost given by the price of the energy bought from the main grid, while considering the uncertainty associated with predictions of the renewable generation and consumer load and operational constraints. A sampling time of 30 min was considered because energy markets tend to operate with half-hourly update rates, which defines the update frequency of \( P_{\text{mgref}} \).

At the microgrid level, the Community Power Controller operates with a sampling time of 1 min to control the net power flowing from the main grid to the microgrid \( P_{\text{mg}} \) in order to track the power reference \( P_{\text{mgref}} \) sent from the Energy Profiler, while satisfying demand and guaranteeing safe ESS operation.

The following sections present the details of the Community Power Controller at the microgrid level and the robust MPC for the main grid level.

### 3. Community Power Controller at the Microgrid Level

The ESS is the only dispatchable DER in the proposed microgrid. Thus, the Community Power Controller can only set the charging/discharging power profile \( P_{\text{B}} \) of the ESS (see Figure 2) in order to track \( P_{\text{mgref}} \) as sent by the Energy Profiler. \( P_{\text{B}} > 0 \) indicates the ESS is discharging (generation) and \( P_{\text{B}} < 0 \) indicates the ESS is charging (load). The ESS consists of a power converter and battery packs, however converter losses are not considered in this study.

The active power of the aggregated microgrid consumption \( P_{\text{L}} \) and aggregated renewable generation \( P_{\text{RG}} \) are measured at the point of common coupling with a sampling rate of 1 min to
calculate the net power \( P_{\text{net}} \) of the microgrid (given by \( P_{\text{net}} = P_L - P_{\text{RG}} \)). The error between the microgrid power target and the net power is given by:

\[
e_{\text{mg}}(k) = P_{\text{mgref}}(k) - P_{\text{net}}(k).
\]

Therefore, \( e_{\text{mg}} \) is the required power from the ESS \( (P_B) \) so that the instantaneous microgrid power \( P_{\text{mg}} \) tracks the target \( P_{\text{mgref}} \) provided by the robust MPC in the Energy Profiler. Based on this, the microgrid-level controller sets the power of the ESS as \( P_B = e_{\text{mg}} \) as long as certain constraints are satisfied, as now described.

\[
\begin{align*}
R1 & : \text{if } e_{\text{mg}}(k) \geq 0 \text{ and } \text{SoC}(k) \geq \text{SoC}_{\text{max}} \text{ then } P_B(k) = 0; \\
R2 & : \text{if } e_{\text{mg}}(k) \geq 0 \text{ and } \text{SoC}(k) < \text{SoC}_{\text{max}} \text{ then } P_B(k) = -\min(e_{\text{mg}}(k), P_{\text{chg}}^{\text{max}}(k)); \\
R3 & : \text{if } e_{\text{mg}}(k) < 0 \text{ and } \text{SoC}(k) \geq \text{SoC}_{\text{min}} \text{ then } P_B(k) = \min(-e_{\text{mg}}(k), P_{\text{dischg}}^{\text{max}}(k)); \\
R4 & : \text{if } e_{\text{mg}}(k) < 0 \text{ and } \text{SoC}(k) < \text{SoC}_{\text{min}} \text{ then } P_B(k) = -\min(P_{\text{RG}}(k), P_{\text{chg}}^{\text{max}}(k)).
\end{align*}
\]

The instantaneous microgrid power \( (P_{\text{mg}}) \) is given by:

\[
P_{\text{mg}}(k) = P_{\text{net}}(k) - P_B(k),
\]

For safe operation of the ESS, the maximum available power for charging \( (P_{\text{chg}}^{\text{max}}) \) and discharging \( (P_{\text{dischg}}^{\text{max}}) \) is calculated as in [32,33]. These power values are obtained to prevent battery damage by over/under charge (state of charge, SoC) or voltage, or by exceeding the rated current or power limit. The ESS power \( P_B \) cannot exceed these values. Likewise, \( \text{SoC}_{\text{min}} = 0.2 \) and \( \text{SoC}_{\text{max}} = 0.8 \) are the minimum and maximum values allowed for the SoC. These were set to increase the lifespan of the batteries, because capacity fade is typically accelerated by operating profiles with high average SoC and deep discharge levels [34]. To ensure operation within these limits, the SoC value is estimated based on an unscented Kalman filter [35], with outer feedback correction loops as presented in [36]. This is because Bayesian estimation algorithms have been demonstrated to be a well-suited estimation tool for nonlinear problems such as SoC estimation, and they have several advantages including real-time implementation and use of empirical models that better deal with limited and noisy data compared to methods such as ampere-hour counting, internal impedance measurement, and open circuit voltage measurement [37,38].

If the constraints defined above are violated, \( P_B \) is set as close to \( e_{\text{mg}} \) as possible to satisfy these constraints. Thus, the microgrid-level controller output \( P_B \) obeys the following rules:

\[
\begin{align*}
R1 & : \text{if } e_{\text{mg}}(k) \geq 0 \text{ and } \text{SoC}(k) \geq \text{SoC}_{\text{max}} \text{ then } P_B(k) = 0; \\
R2 & : \text{if } e_{\text{mg}}(k) \geq 0 \text{ and } \text{SoC}(k) < \text{SoC}_{\text{max}} \text{ then } P_B(k) = -\min(e_{\text{mg}}(k), P_{\text{chg}}^{\text{max}}(k)); \\
R3 & : \text{if } e_{\text{mg}}(k) < 0 \text{ and } \text{SoC}(k) \geq \text{SoC}_{\text{min}} \text{ then } P_B(k) = \min(-e_{\text{mg}}(k), P_{\text{dischg}}^{\text{max}}(k)); \\
R4 & : \text{if } e_{\text{mg}}(k) < 0 \text{ and } \text{SoC}(k) < \text{SoC}_{\text{min}} \text{ then } P_B(k) = -\min(P_{\text{RG}}(k), P_{\text{chg}}^{\text{max}}(k)).
\end{align*}
\]
and this tracks $P_{\text{mgref}}$ as long as the resulting values of $P_B$ and SoC do not violate constraints.

4. Robust Model Predictive Control

The role of the higher-level controller is to calculate the reference power ($P_{\text{mgref}}$) so that it minimizes the energy cost for the community, but also ensures that it can be tracked reasonably well by the Community Power Controller based on the available resources ($P_B$ and $P_{BG}$) and load ($P_L$).

The proposed EMS is based on robust MPC, and thus it requires models to predict the expected value and variability of the demand, as well as the energy available from the renewable resources over a prediction horizon. Clearly, the performance of the robust EMS depends on the quality of these models. In this work, fuzzy prediction interval models are used, as presented next.

4.1. Fuzzy Prediction Interval Model

Fuzzy prediction interval models are used to predict the expected values and the uncertainty of the net power of the microgrid ($P_{\text{net}}$). These predictions are used in the main grid-level robust MPC, with a sampling time of 30 min. Since the original data has a 1 min resolution, $P_{\text{net}}(k)$ represents the average of the measurements (made once per minute) for the 30 min following time instant $k$.

The fuzzy prediction interval model proposed in [39] is adopted in this work. The fuzzy model for obtaining the predicted expected value of $P_{\text{net}}$ is given by

$$
\hat{P}_{\text{net}}(k) = \sum_{r=1}^{R} \beta^r(Z(k)) \hat{P}_{\text{net}}^r(k) = \sum_{r=1}^{R} \beta^r(Z(k))[1 \ Z(k)]\theta_r = \Psi^T \Theta_r
$$

where $Z(k) = [P_{\text{net}}(k-1), \ldots, P_{\text{net}}(k-N_y)]$, the number of rules is $R$, $\beta^r$ is the activation degree, $\theta_r$ is the coefficient vector of the consequences, and $\hat{P}_{\text{net}}^r(k) = [1 \ Z(k)]\theta_r$ is the local output at time $k$ of rule $r$, with $r = 1, \ldots, R$. $\Psi^T = [\psi_1^T, \ldots, \psi_R^T]$ is the fuzzy regression matrix, and $\Theta^T = [\theta_1^T, \ldots, \theta_R^T]$ is the coefficient matrix for all rules. The maximum regressor order corresponds to one day before ($N_y = 48$), and some of these input variables can be discarded using a sensitivity analysis [40]. The Gustafson–Kessel clustering algorithm is used to find $R$ and the parameters of $\beta^r(\cdot)$. Parameters $\Theta$ are estimated by the least-squares method [41].

The predictions for $j$ steps ahead made at time $k$ are:

$$
\hat{P}_{\text{net}}(k+j) = \sum_{r=1}^{R} \beta^r(Z(k+j)) \hat{P}_{\text{net}}^r(k+j),
$$

where $Z(k+j) = [P_{\text{net}}(k+j-1), \ldots, P_{\text{net}}(k+j-N_y)]$, $j = 1, \ldots, N$.

Fuzzy prediction interval models provide the lower ($\underline{P}_{\text{net}}(k+j)$) and upper ($\overline{P}_{\text{net}}(k+j)$) bounds predicted at time $k$ such that the real values of $P_{\text{net}}(k+j)$ satisfy $\underline{P}_{\text{net}}(k+j) \leq P_{\text{net}}(k+j) \leq \overline{P}_{\text{net}}(k+j)$, with a certain coverage probability $p$, for $j = 1, \ldots, N$ where $N$ is the prediction horizon. It is proposed in [39] that the lower and upper bounds ($\underline{P}_{\text{net}}$) and ($\overline{P}_{\text{net}}$) are estimated by

$$
\underline{P}_{\text{net}}(k+j) = \hat{P}_{\text{net}}(k+j) + a_{k+j} \sigma_{\text{TS}}(k+j),
$$

$$
\overline{P}_{\text{net}}(k+j) = \hat{P}_{\text{net}}(k+j) - a_{k+j} \sigma_{\text{TS}}(k+j),
$$

where $\sigma_{\text{TS}}(k+j) = \sum_{r=1}^{R} \beta^r(Z^*(k+j)) I_{\text{TS}}^r(k+j)$, with $I_{\text{TS}}^r(k+j) = \hat{\sigma}_r (1 + \psi_r^T \Sigma_r \psi_r)^{-1/2}$, is the component associated with the covariance of the error between the observed data and the local model outputs. The current input $\psi_r^T$ is associated to a new datum $Z^*(k+j)$. Additionally, $a_{k+j}$ are scaling parameters that are tuned using experimental data so that the interval defined by $\underline{P}_{\text{net}}(k+j), \overline{P}_{\text{net}}(k+j)$ contains the actual values of $P_{\text{net}}(k+j)$ with a given coverage probability. The next section presents deterministic and robust MPC formulations using fuzzy prediction interval modeling.
The deterministic MPC is presented to illustrate the basics of the formulation, and it will be used as a basis for comparison. Focus is later given to the robust MPC, which is the main contribution of this work.

4.2. Deterministic EMS

The role of the MPC scheme at the main-grid level is to minimize the cost of the power delivered to the microgrid from the main grid. This controller uses a model of the microgrid dynamics to find its predicted behavior, which assumes that there are no losses, nor congestion or voltage regulation issues for the power transfer from the DNO to the microgrid and between elements within the microgrid. The sampling time of the model and the controller is \( T_s = 30 \text{ min} \). The prediction horizon of the controller is \( N = 48 \); the power references one day ahead (48 steps with \( T_s = 30 \text{ min} \)) are found to optimize the predicted behavior for a one-day ahead operation. More precisely, at each discrete time \( k \), an optimization problem uses this model to find the optimal sequence of \( P_{\text{mgref}}(k+j) \), \( j = 0, \ldots, N-1 \) that minimizes the energy consumption during the prediction horizon \( N \).

The system dynamic is given by the evolution of the energy in the ESS \( (E_B) \). These dynamics must be included in the MPC optimization, and are described by a simplified linear model:

\[
E_B(k+j+1) = E_B(k+j) - T_s P_B(k+j). \tag{8}
\]

The prediction of future states requires an estimation of the current state, obtained from the unscented Kalman filter at the microgrid level, which sends this information to the upper layer.

The power balance at the microgrid level must also be imposed in the MPC optimization. This constraint is invoked as

\[
P_{\text{mgref}}(k+j) = \hat{P}_{\text{net}}(k+j) - P_B(k+j). \tag{9}
\]

Here, the net power of the microgrid is given by its expected values \( \hat{P}_{\text{net}}(k+j) \), which are obtained by the fuzzy prediction model defined in (5). Other constraints that must be considered in the optimization include the minimum and maximum limits of battery capacity:

\[
E_{\text{min}} = 0.2C_n \leq E_B(k+j) \leq E_{\text{max}} = 0.8C_n, \tag{10}
\]

where \( C_n \) is the nominal capacity, and the limits for charging and discharging of the ESS are

\[
-P_{\text{max}}^{\text{dischg}}(k+j) \leq P_B(k+j) \leq P_{\text{max}}^{\text{chchg}}(k+j), \tag{11}
\]

where the bounds are approximated linearly, such that \( P_{\text{max}}^{\text{dischg}}(k+j) = \alpha_d P_B^{\text{max}} \text{SoC}(k+j) \) and \( P_{\text{max}}^{\text{chchg}}(k+j) = \alpha_c P_B^{\text{max}}(1 - \text{SoC}(k+j)) \). Here, \( P_B^{\text{max}} \) is the maximum instantaneous power given by the manufacturer, and \( \alpha_d \) and \( \alpha_c \) are tuned parameters which avoid violation of the under/over SoC limits, respectively. The last constraints to be used are the minimum and maximum grid powers:

\[
-P_{\text{mg}}^{\text{min}} \leq P_{\text{mgref}}(k+j) \leq P_{\text{mg}}^{\text{max}}. \tag{12}
\]

Since the EMS aims to maximize self-consumption (i.e., minimize energy exported to the main grid) and to minimize the power drawn from the main grid during peak periods, \( P_{\text{mg}}^{\text{min}} = 0 \) was chosen, and \( P_{\text{mg}}^{\text{max}} \) can be chosen arbitrarily in order to reduce power peaks that are purchased from the main grid.
With these considerations, and because the EMS also aims to minimize costs, the optimal control problem to be solved at time \( k \) is given by:

\[
\min_{\{P_{\text{mgref}}(k+j)\}_{j=0,...,N-1}} \sum_{j=0}^{N-1} C(k+j)P_{\text{mgref}}(k+j)T_s
\]

subject to (8)–(12) all for \( j = 0, \ldots, N - 1 \),

where \( C(k+j) \) is the energy price which is a known parameter for the EMS and is based on a Time of Use tariff scheme; the price of the unit of energy depends on the hour within the day. This is a linear program. In this paper, we solved the problem using a Matlab implementation of an interior-point algorithm for linear programs. Finally, only the first element of the sequence \( \{P_{\text{mgref}}(k+j)\}_{j=0,...,N-1} \) (namely, \( P_{\text{mgref}}(k) \)) is actually sent as a reference to the microgrid, and the procedure is repeated at time \( k + 1 \) (i.e., 30 min ahead).

4.3. Robust EMS with Explicit Uncertainty Compensation

The formulation of Section 4.2 ignores the uncertainty of the predictions of \( P_{\text{net}} \). While the closed-loop nature of the controller provides some robustness to uncertainty, its explicit inclusion in the formulation may bring further benefits in performance, as discussed in [42], and will be seen in Section 5. This section deals with uncertainty handling in the controller formulation.

Fuzzy prediction interval models are used to model the uncertainty of \( P_{\text{net}} \) predictions. The real values \( P_{\text{net}}(k+j) \) satisfy \( P_{\text{net}}(k+j) = \hat{P}_{\text{net}}(k+j) + \Delta P_{\text{net}}(k+j) \), where \( \hat{P}_{\text{net}}(k+j) \) is the expected value of the prediction and \( \Delta P_{\text{net}}(k+j) \) is the deviation of the actual value from the prediction. This deviation is uncertain, but satisfies

\[
\Delta P_{\text{net}}(k+j) \in [\Delta_{\text{net}}^{\text{min}}(k+j), \Delta_{\text{net}}^{\text{max}}(k+j)],
\]

where

\[
\begin{align*}
\Delta_{\text{net}}^{\text{max}}(k+j) &= \bar{P}_{\text{net}}(k+j) - \hat{P}_{\text{net}}(k+j) \\
\Delta_{\text{net}}^{\text{min}}(k+j) &= \hat{P}_{\text{net}}(k+j) - \bar{P}_{\text{net}}(k+j),
\end{align*}
\]

for \( j = 1, \ldots, N - 1 \). These intervals are designed to have a minimum interval width and guarantee that the future real values fall within the interval with a certain coverage probability.

The solution for deterministic optimal control problems such as deterministic MPC is a sequence of fixed control actions. However, this is conservative when there are uncertain components, as this ignores the fact that there will be a correction of the disturbances by the closed-loop operation of the controller. Instead, finding a sequence of control actions or decision variables that depend on the predicted states or that can be corrected with the predicted values of uncertain variables allows the optimization to find improved solutions. It is shown in [43,44] that a computationally efficient alternative to acknowledge these corrections in the optimization is to explicitly compensate the uncertain terms with linear gains \( L(k+j) \). The robust MPC formulation proposed here follows this idea, but was adapted to satisfy the power balance constraint (9). As a result, the compensation is performed either by the ESS or the main grid consumption.

The following control laws for the predicted inputs of the optimization at time \( k \), \( P_{B} \) and \( P_{\text{mgref}} \), which are coupled by (9), are proposed:

\[
P_{B}(k+j) = \hat{P}_{B}(k+j) + L(k+j)\Delta P_{\text{net}}(k+j), \tag{16}
\]

\[
P_{\text{mgref}}(k+j) = \hat{P}_{\text{mgref}}(k+j) + (1 - L(k+j))\Delta \hat{P}_{\text{net}}(k+j), \tag{17}
\]

where \( \hat{P}_{\text{mgref}}(k+j) \), \( \hat{P}_{B}(k+j) \) and \( L(k+j) \) are the optimization variables for \( j = 0, \ldots, N - 1 \). This can be interpreted as follows: if \( P_{\text{net}}(k+j) = \hat{P}_{\text{net}}(k+j) \) (thus \( \Delta \hat{P}_{\text{net}}(k+j) = 0 \)), then \( P_{B}(k+j) = \hat{P}_{B}(k+j) \).
which indicates that the deviation of the real value from the prediction is compensated by \( P_{\text{mg}}(k + j) \). Note that the compensation \( P_{\text{mg}}(k + j) \) is given by \((1 - L(k + j))\Delta \hat{P}_{\text{net}}(k + j)\), so that the balance equation for the expected values

\[
\hat{P}_{\text{mg}}(k + j) = \hat{P}_{\text{net}}(k + j) - \hat{P}_B(k + j)
\]

is enough to satisfy the full balance for the real values (9). The following constraint is used on \( L(k + j) \):

\[
0 \leq L(k + j) \leq 1,
\]

which indicates that the deviation of the real value from the prediction is compensated by \( P_B(k + j) \) and \( P_{\text{mg}}(k + j) \) in a proportion defined by \( L(k + j) \).

The predicted control laws of (16) and (17) depend on the uncertain values \( \Delta \hat{P}_{\text{net}}(k + j) \), and so will the predictions of \( E_B \). However, the optimization problem as posed in (13) (a linear program) cannot be solved with uncertain values. A worst-case approach is taken, where \( \Delta \hat{P}_{\text{net}}(k + j) \) are assigned to take the worst possible values according to some criterion. Consider (12), which imposes the limits for \( P_{\text{mg}} \) and in the current setting is equivalent to

\[
\hat{P}_{\text{mg}}(k + j) + (1 - L(k + j))\Delta \hat{P}_{\text{net}}(k + j) \leq P_{\text{mg}}^{\max},
\]

\[
-\hat{P}_{\text{mg}}(k + j) - (1 - L(k + j))\Delta \hat{P}_{\text{net}}(k + j) \leq P_{\text{mg}}^{\min}.
\]

These inequalities depend on \( \Delta \hat{P}_{\text{net}}(k + j) \), which is uncertain, so it is not known what value it will take. Therefore, these are enforced by taking a worst-case approach, as is common in robust MPC. They are implemented by setting \( \Delta \hat{P}_{\text{net}}(k + j) \) to take the values that reduce freedom the most for \( \hat{P}_{\text{mg}}(k + j) \) in each of the inequalities: \( \Delta \hat{P}_{\text{net}}^{\max}(k + j) \) and \( \Delta \hat{P}_{\text{net}}^{\min}(k + j) \), respectively. Thus, the constraints above are enforced in the optimization as

\[
\hat{P}_{\text{mg}}(k + j) + (1 - L(k + j))\Delta \hat{P}_{\text{net}}^{\max}(k + j) \leq P_{\text{mg}}^{\max},
\]

\[
\hat{P}_{\text{mg}}(k + j) + (1 - L(k + j))\Delta \hat{P}_{\text{net}}^{\min}(k + j) \geq P_{\text{mg}}^{\min}.
\]

Note that these constraints are linear because \( \Delta \hat{P}_{\text{net}}^{\max}(k + j), \Delta \hat{P}_{\text{net}}^{\min}(k + j) \) are known for the optimization, and only \( \hat{P}_{\text{mg}}(k + j) \) and \( L(k + j) \) are optimization variables. For all constraints associated with the ESS, the worst case is considered to be that where \( \hat{P}_{\text{net}}(k + j) \) is the largest; that is, \( \Delta \hat{P}_{\text{net}}(k + j) := \Delta \hat{P}_{\text{net}}^{\max}(k + j) \). This is the case with the most deficit of renewables with respect to demand, which is the instant where the ESS is needed the most to provide flexibility and reduce the energy bought from the grid. Therefore, constraints (8), (10), and (11) are reformulated as:

\[
-T_s \sum_{i=0}^{j} \hat{P}_B(k + i) - T_s \sum_{i=0}^{j} L(k + i)\Delta \hat{P}_{\text{net}}^{\max}(k + i) \leq E_{\text{max}} - E_B(k),
\]

\[
T_s \sum_{i=0}^{j} \hat{P}_B(k + i) + T_s \sum_{i=0}^{j} L(k + i)\Delta \hat{P}_{\text{net}}^{\max}(k + i) \leq -E_{\text{min}} + E_B(k),
\]

\[
\hat{P}_B(k + j) + L(k + j)\Delta \hat{P}_{\text{net}}^{\max}(k + j) \leq P_{\text{B}}^{\text{dischg}}(k + j),
\]

\[
\hat{P}_B(k + j) + L(k + j)\Delta \hat{P}_{\text{net}}^{\max}(k + j) \geq P_{\text{B}}^{\text{chg}}(k + j).
\]
With all these considerations, the optimization problem to be solved at each time \( k \) is

\[
\min_x \sum_{j=0}^{N-1} C(k+j) \hat{P}_{mgref}(k+j) T_s
\]

subject to (18)–(23) all for \( j = 0, \ldots, N-1 \),

where \( x = \{ \hat{P}_{mgref}(k+j), \hat{P}_b(k+j), L(k+j) \}_{j=0,\ldots,N-1} \).

This is also a linear program, and is solved with the same Matlab solver as for (13). Finally, \( P_{mgref}(k) \) is sent as a reference to the microgrid, and the procedure is repeated at time \( k+1 \).

Using this robust MPC guarantees the satisfaction of constraints for the worst cases incorporated in the optimization. For instance, it ensures that the power reference sent does not instruct the lower level to sell energy to the grid nor that the power bought is greater than the upper limit. On the other hand, using worst-case constraints may introduce conservativeness to the solutions, which may be reflected as economic costs, because worst cases may not occur.

5. Case Study

The performance of the hierarchical EMS based on robust MPC was tested by the simulation of a community connected to the main grid, made up of 30 dwellings with a 50% level of photovoltaic power penetration (i.e., 15 dwellings have a photovoltaic array) and an ESS made of lead-acid batteries with a 135-kWh capacity.

Data for winter from a town in the UK was used [45]. For this scenario, a three-level Time of Use tariff (similar to [46]) was considered for buying energy from the grid for each day of the simulation. The prices are shown in Table 1.

| Hours          | 00:00–06:00 | 06:00–16:00 | 16:00–19:00 | 19:00–23:00 | 23:00–24:00 |
|----------------|-------------|-------------|-------------|-------------|-------------|
| Energy Cost    | 5 p/kWh     | 12 p/kWh    | 25 p/kWh    | 12 p/kWh    | 5 p/kWh     |

5.1. Fuzzy Prediction Interval for Net Power of the Microgrid

Load and photovoltaic power data available for a town in the UK were used to develop the fuzzy prediction interval model described in Section 4.1 for the net power given by \( P_{net} = P_L - P_{RG} \). The data cover a period of 90 days corresponding to the winter season, and this was divided into training, validation, and test data sets. The maximum value of \( P_{net} \) was 67.57 kW and the minimum value was \(-45.09 \) kW, and a sampling time of 30 min was used.

The fuzzy model and regressors obtained during the identification for the predictor of \( P_{net}(k) \) were:

\[
\hat{P}_{net}(k) = f^{fuzzy}(P_{net}(k-i_1), \ldots, P_{net}(k-i_n)),
\]

where \( \{i_1, \ldots, i_n\} = \{1, 2, 8, 25, 26, 32, 38, 42, 43, 44, 46, 48\} \) and the optimal structure of the model has four rules. Note that exogenous variables were not included in the model.

The prediction interval coverage probability (PICP), which quantifies the proportion of measured values that fall within the predicted interval, and the prediction interval normalized average width (PINAW), which quantifies the width of the interval, were used as indexes to evaluate the quality of the interval for \( h \)-step-ahead predictions:

\[
\text{PICP}(h) = \frac{1}{T} \sum_{k=1}^{T} \delta_{k+h},
\]
\[ \text{PINAW}(h) = \frac{1}{TR} \sum_{k=1}^{T} (\hat{P}_{\text{net}}(k+h) - \hat{P}_{\text{net}}(k+h)), \quad (27) \]

for \( h = 1, \ldots, N \), where \( P_{\text{net}}(k) \) is the real value of \( P_{\text{net}} \), \( R \) is the distance between the maximum and minimum values of \( P_{\text{net}}(k) \) in the data set, and \( \delta_{k+h} = 1 \) if \( P_{\text{net}}(k+h) \in [\hat{P}_{\text{net}}(k+h), \hat{P}_{\text{net}}(k+h)] \); otherwise, \( \delta_{k+h} = 0 \). Additionally, the root mean square error (RMSE) and the mean absolute error (MAE) were used to evaluate the accuracy of the prediction model associated with the expected value.

In this study, the prediction interval model was tuned at a PICP of 90% for all prediction instants. Table 2 shows the performance indexes associated with three different prediction horizons for the test dataset. The results indicate that the fuzzy prediction interval was effectively tuned to a PICP of 90%, and that the interval width (PINAW) increased with the prediction horizon. Figure 3 shows the one-day-ahead prediction intervals for three days of the test dataset. The red line is the one-ahead prediction \( (\hat{P}_{\text{net}}) \) of the net power of the microgrid \( (P_{\text{net}}) \), the blue points are the actual data \( (P_{\text{net}}) \) used to evaluate the performance of the fuzzy prediction interval model, and the grey box is the prediction interval which is characterized by the lower \( (\hat{P}_{\text{net}}) \) and upper \( (\hat{P}_{\text{net}}) \) bounds.

The expected value \( (\hat{P}_{\text{net}}) \) and lower \( (\hat{P}_{\text{net}}) \) and upper \( (\hat{P}_{\text{net}}) \) bound predictions provided by the prediction interval were used in the deterministic and robust EMSs, as explained in Sections 4.2 and 4.3.

### Table 2. Performance indices of fuzzy prediction interval model. MAE: mean absolute error; PICP: prediction interval coverage probability; PINAW: prediction interval normalized average width; RMSE: root mean square error.

| Performance Indices | One Hour Ahead | Six Hours Ahead | One Day Ahead |
|---------------------|----------------|----------------|--------------|
| RMSE (kW)           | 4.5136         | 5.0471         | 5.1974       |
| MAE (kW)            | 3.2995         | 3.7316         | 3.7530       |
| PINAW (%)           | 22.73          | 27.62          | 28.02        |
| PICP (%)            | 88.22          | 89.79          | 89.83        |

![Figure 3. One-day-ahead prediction interval for Pnet tuned at PICP = 90%.](image-url)

### 5.2. Hierarchical EMS Results

The performance of the EMS based on robust MPC with fuzzy interval models (Section 4.3) is analyzed in this section. For this purpose, it was compared with the deterministic EMS presented in Section 4.2. Simulation results for this comparison are presented in the following.

Figure 4 shows the responses obtained with the hierarchical EMSs (deterministic and robust) for operation over two days. Results were consistent with the daily distribution of the energy prices.
Since energy from the main grid was most expensive in the 16:00–19:00 h time block, the EMS controlled this power to be close to zero. The opposite behavior occurred during morning and late night hours (0:00–06:00 and 23:00–24:00) when the energy price was considerably cheaper. It can also be seen that in both deterministic and robust approaches the power reference ($P_{mgref}$), as sent by the higher-level MPC controller (in red), could be tracked reasonably well by the lower-level controller ($P_{mg}$, in blue). Tracking errors occurred when the maximum available battery power for charging or discharging was less than the ESS power required by the microgrid (see the rules in Section 3). Additionally, Figure 4 shows that the robust EMS found a flatter $P_{mgref}$ than the deterministic EMS, which is good for the distribution network operator because it minimizes the grid power profile fluctuations. Several metrics justify and quantify the flattening, as will be discussed below.

![Deterministic EMS](image1)

![Robust EMS](image2)

**Figure 4.** Performance of the proposed hierarchical EMS: (a) Deterministic approach; (b) Robust approach.

Table 3 shows the energy costs, the RMSE of the tracking error of the power reference ($P_{mgref}$), the equivalent full cycles (EFC), and the loss of power supply probability (LPSP) for one week of simulation using the deterministic and robust EMSs (see Appendix A for definition of EFC and LPSP). It can be seen that the robust EMS reached a better operation cost than the deterministic EMS. Additionally, the lower RMSE with the robust EMS means that there was a better tracking of the power reference ($P_{mgref}$) sent by the higher level to the microgrid (see Figure 4). The lower EFC of the robust EMS means that fewer cycles were used by the ESS which directly improved the state-of-health and lifetime of the ESS. As battery aging (measured by the state-of-health) is a function of the elapsed
time from the manufacture date, as well as the usage by consecutive charge and discharge actions, a lower EFC improves the battery life time. Finally, the LPSP, which is the fraction of time where the microgrid cannot fulfill the load requirements using the reference power \( (P_{mgref}) \) defined by the higher level and the available resources of the microgrid (renewable generation and ESS), was 3.780% for the deterministic EMS and 2.927% for the robust EMS. This was because the robust approach compensated for the uncertainty of generation and demand and could avoid the scenarios measured by the LPSP.

**Table 3.** Performance indices during a simulation of one-week duration. EFC: equivalent full cycles; LPSP: loss of power supply probability.

| EMS Strategy       | Cost (£) | RMSE (kW) | EFC Cycles | LPSP (%) |
|--------------------|----------|------------|------------|----------|
| Deterministic EMS  | 168.01   | 1.22       | 6.40       | 3.780    |
| Robust EMS         | 165.28   | 1.14       | 6.07       | 2.927    |

Table 4 shows the energy bought by the community from the main grid during the time periods associated with different tariff prices. C1 is the time with the cheapest price and C3 is the time with the highest price. As discussed above, the operation of both hierarchical EMSs was consistent with these price bands: more energy was bought at C1 and C2, less energy was bought at C3. Note that the robust EMS bought more at C1 than the deterministic EMS. However, it spent less in C2 and considerably less than the deterministic EMS at C3. It is apparent then that the robust EMS managed to obtain savings with respect to the deterministic EMS by being better at planning against worst cases; namely, it avoided buying energy when it was most expensive.

**Table 4.** Energy distribution at different prices.

| EMS Strategy | C1 (kWh) | C2 (kWh) | C3 (kWh) |
|--------------|----------|----------|----------|
| Deterministic| 990.361  | 934.338  | 25.483   |
| Robust       | 994.081  | 931.231  | 15.321   |

Finally, for further evaluation of the EMSs, several indexes of operation are presented in Table 5. These are the load factor (LF), the load loss factor (LLF), positive power peak \( (P^+) \), negative power peak \( (P^-) \), the maximum power derivative (MPD), and the average power derivative (APD). See Appendix A for detailed definitions, but the interpretations of these are presented next.

**Table 5.** Quality indexes for the power profile of the main grid. APD: average power derivative; LF: load factor; LLF: load loss factor; MPD: maximum power derivative.

| EMS Strategy | LF    | LLF   | \( P^+ \) (kW) | \( P^- \) (kW) | MPD (kW/min) | APD (kW/min) |
|--------------|-------|-------|----------------|----------------|--------------|--------------|
| Deterministic| 0.3869| 0.2452| 30.00          | 0              | 29.63        | 0.1889       |
| Robust      | 0.4459| 0.2880| 25.90          | 0              | 22.48        | 0.1318       |

The LF describes the flatness of the power response: values close to 1 are associated with flat responses while values close to 0 indicate the presence of large peaks. The LLF quantifies the losses incurred as a result of peak power: values close to 1 describe flat responses with small losses, while values close to 0 indicate large losses due to large peaks [7]. The MPD is the maximum value of the rate of change between two consecutive points of the main grid power in its absolute value [10,47]. The APD is the average of the absolute value of the rate of change of the main grid power.

The LF was greater for the robust EMS than for the deterministic case (LF = 0.4459 and LF = 0.3869, respectively). This clearly indicates that the response for the robust EMS was flatter (which
is also consistent with the results of RMSE and EFC reported above). Similarly, LLF = 0.288 for the robust EMS, and LF = 0.2452 for the deterministic EMS. Therefore, the hierarchical EMSs resulted in a reduction of the peak power and a reduction of losses due to peak power.

The positive power peak ($P^+$) and negative power peak ($P^-$) for the hierarchical EMS were limited by constraints as explained in Section 4. The limits were $P_{mg}^{min} = 0$ kW, which guarantees that no energy was exported to the main grid, and $P_{mg}^{max} = 30$ kW. The robust EMS works in a more conservative manner for the upper limit. It attempts to avoid sub-optimal operation due to worst-case scenarios: thus, it allows smaller peaks ($P^+ = 25.9$ kW) than the deterministic EMS (30 kW) (see also Figure 5).

The last two metrics were also improved using the proposed robust-MPC-based EMS: the MPD and APD were reduced compared with the deterministic EMS. Finally, a lower APD corresponds to a flatter main grid power, which is consistent with previously analyzed indicators.

Overall, it can be seen that the deterministic and robust hierarchical EMSs provide mechanisms for efficient energy management. However, the robust EMS provided improvements over the deterministic EMS, which can be explained because the uncertainty management in the robust EMS helps the system to be prepared for errors in the predictions that might yield sub-optimal decisions.

**Figure 5. Main grid power profiles.**

6. Conclusions

In this paper, a two-level hierarchical EMS based on robust MPC was presented for the operation of energy communities (microgrids), considering the uncertainty of the renewable energy resources and electrical load consumption. The robust MPC has a special structure which enables compensation of the uncertain predictions by the battery within the microgrid or consumption from the main grid.

While the deterministic EMS could effectively operate the microgrid, the robust EMS consistently performed better over several indicators of performance considered in the work. Most importantly: improved operational cost, flatter response of the power drawn from the main grid, and a greater capacity to satisfy demand from the microgrid. This is because robust MPC handles uncertainty and prepares better for unexpected changes in the microgrid generation or loads.

Future work will incorporate real-time prices in the formulation to reflect the price on the wholesale market. A market scheme that allows the selling of excess energy from the microgrid to the main grid will also be considered. Additionally, the benefits of the proposed hierarchical EMS based on robust MPC will be explored for energy communities such as factories, schools, commercial parks, among others; other communities using different types of loads; distributed generations, such as biomass-based generation; or energy storage technologies, such as hydrogen or flywheels. Finally, the incorporation of demand-side management (DSM) strategies into the robust
MPC formulation could be studied to determine an optimal demand schedule, helping to generate desired changes in the load profile.
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**Abbreviations**

The following abbreviations are used in this manuscript:

- EMS: Energy management system
- MPC: Model predictive control
- DNO: Distribution network operator
- DER: Distributed energy resource
- DG: Distributed generation
- DN: Distribution network
- ESS: Energy storage system
- SoC: State of charge
- PICP: Prediction interval coverage probability
- PINAW: Prediction interval normalized average width
- RMSE: Root mean square error
- MAE: Mean absolute error
- EFC: Equivalent full cycles
- LPSP: Loss of power supply probability
- LF: Load Factor
- LLF: Load loss factor
- MPD: Maximum power derivative
- APD: Average power derivative

**Appendix A. Performance Indices for the Power Profile of the Main Grid**

Several indexes that evaluate the quality of the power profiles sent from the main grid to the micro-grid were used to compare the results obtained with the different control strategies. These indices are described in the following.

**RMSE** is the root mean square error:

$$\text{RMSE} = \sqrt{\frac{1}{T} \sum_{k=1}^{T} (P_{\text{mgref}}(k) - P_{\text{mg}}(k))^2},$$  \hspace{1cm} (A1)

which represents the capability of the microgrid to follow the power reference ($P_{\text{mgref}}$) sent by the higher level in the hierarchical EMS.
The equivalent full cycles (EFC) is the number of full discharges that an ESS performs throughout its time use [48]:

\[
\text{EFC} = \frac{E_{\text{dis}}(Ah)}{C_n},
\]

(A2)

where \(E_{\text{dis}}(Ah)\) is the discharge energy during the simulation time and \(C_n\) is the nominal battery capacity. The EFC is a metric associated with the life cycle of the ESS. In this approach, one cycle per day is the desired EFC (EFC_{\text{desired}}).

The loss of power supply probability (LPSP) is the ratio between the energy deficiency and the total energy demands for a period of time [49]. In this approach, the energy deficiency occurs when 
\[
(P_{\text{net}}(k) - P_{\text{mgref}}(k))T_k > 0,
\]
which means that the available maximum power of the ESS (\(P_{\text{dischg}}^{\text{max}}\)) cannot fulfill the load, and therefore the energy deficiency is supplied from the main grid. When this happens, the microgrid cannot follow the power reference (\(P_{\text{mgref}}\)) perfectly, and therefore \(P_{\text{mg}} = P_{\text{mgref}} + \text{ED}\). A lower value of LPSP indicates a higher probability that the load will be satisfied. The LPSP is defined as [50]

\[
\text{LPSP} = \frac{\sum_{k=1}^{T} T_k}{T},
\]

(A3)

where \(T_k\) is the number of instants when an energy deficiency occurs and \(T\) is the total simulation time.

The load factor (LF) is given by

\[
\text{LF} = \frac{\text{Avg}(P_{\text{mg}})}{\text{max}(P_{\text{mg}})},
\]

(A4)

and quantifies the ratio between the average grid power (\(P_{\text{mgAVG}}\)) and peak grid power (\(P_{\text{mgmax}}\)) during a given period. An improvement to the LF value indicates a peak load reduction.

The load loss factor (LLF) is a measure of losses incurred as a result of peak power:

\[
\text{LLF} = \frac{\text{Avg}(P_{\text{mg2}})}{\text{max}(P_{\text{mg2}})}.
\]

(A5)

The maximum power derivative (MPD) is the maximum value of the rate of change between two consecutive points of the main grid power in its absolute value:

\[
\text{MPD} = \text{max}(|\Delta P_{\text{mg}}(k)|),
\]

(A6)

where \(\Delta P_{\text{mg}}(k) = P_{\text{mg}}(k) - P_{\text{mg}}(k-1)\).

Finally, the average power derivative (APD) is the average of the absolute value of the rate of change of the main grid power

\[
\text{APD} = \frac{1}{T} \sum_{k=1}^{T} |\Delta P_{\text{mg}}(k)|.
\]

(A7)

In this Appendix, the maximum and minimum values were taken over the whole simulation period.
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