Well-mixed Lotka-Volterra model with random strongly competitive interactions
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The random Lotka-Volterra model is widely used to describe the dynamical and thermodynamic features of ecological communities. In this work, we consider random symmetric interactions between species and analyze the strongly competitive interaction case. We investigate different scalings for the distribution of the interactions with the number of species and try to bridge the gap with previous works. Our results show two different behaviors for the mean abundance at zero and finite temperature respectively, with a continuous crossover between the two. We confirm and extend previous results obtained for weak interactions: at zero temperature, even in the strong competitive interaction limit, the system is in a multiple-equilibria phase, whereas at finite temperature only a unique stable equilibrium can exist. Finally, we establish the qualitative phase diagrams and compare the species abundance distributions in the two cases.

I. INTRODUCTION

The incredible biodiversity that characterizes natural ecosystems has attracted ecologists for a long time. Also, investigating biotic and abiotic interactions along with the determination of their strength is a central topic in ecology given their key role in shaping community stability and spatio-temporal processes [1, 2].

On a theoretical level, modeling the interactions between many different components – from bacteria in a microbial community to plant-pollinator impact in a forest to birds in starling flocks – can get complicated quickly. Given the presence of many entities interacting in myriad ways, in the last decades physicists have started drawing parallels with complex and disordered systems. As yet, there is no single, well-established theory allowing us to understand such systems and to integrate the plethora of empirical data coming from a growing number of controlled experiments. In particular, a quantitative general framework able to discriminate between the niche theory [3, 4] – based on a limited number of niches, each occupied by a single species according to the competitive exclusion principle [5] – and neutral models [6] – in which species are treated as equivalent – is still missing. Mechanisms according to which individuals shape and re-organize their niche have been studied both at equilibrium and in out-of-equilibrium settings, using for instance time series and ecological successions principles. Other key ecological questions generally include: i) relaxation either to a single equilibrium or to a multistability regime; ii) the correct definition of ecosystem diversity, i.e. the number of surviving species that characterize each of these equilibria; iii) the typical behavior of fluctuations and functional responses to external perturbations [7–9]; iv) interplay between stochastic and deterministic processes and how community diversity and variability are related to them [10]; v) appearance of chaotic dynamics and periodic cycles to be experimentally measured in real ecosystems [11, 12].

Addressing these questions is notoriously challenging. However, remarkable advances have been done starting from minimal models and employing Random Matrix Theory and dynamical systems formalism [13–20].

One of the most employed and most successful frameworks in theoretical ecology is provided by the generalized Lotka-Volterra equations, which were proposed one century ago to describe the dynamics inside an ecological community [21–24]. Thanks to their extremely general setting, they have led to applications in many other fields, such as economics, immunology, genetics, and evolutionary game theory [25–28]. In the following, we will focus on their mean-field disordered version describing the evolution of a large well-mixed ecosystem with randomly interacting species. Interestingly, in the limit of a large number of components, new and powerful ingredients come into play.

As it is often the case in statistical physics, despite the lack of information on the underlying microscopical structure, this model turns out to be appropriate to tackle the staggering complexity of ecological systems [17, 29]. It shows the clear advantage of being exactly solvable and it can reproduce salient features of community dynamics, such as collective behaviors and emergent patterns in terms of phase transitions between different increasingly complex regimes. Notably, critical glassy phases have recently been shown in the Lotka-Volterra model with symmetric random interactions between species [20, 30, 31].

Most of the results in the literature thus far have been obtained in the weak interaction case. Preliminary results in the opposite direction (and with non-symmetric interactions) were shown in [32] – although with a relatively small number of species – and in [29, 33] pointing out the appearance of a disordered phase with sudden turnovers of the dominant species. Also, power-law distributions of the species abundances and chaotic dynamics have been experimentally observed in planktonic ecosystems [11, 34, 35] suggesting that such behaviors can be driven by strong interactions. Moreover, the hypothesis of some combination of many weak interactions and few strong ones has been proposed to explain the...
emergence of directional ecological dynamics [2].

In this paper, we aim to complete and extend the analysis by investigating emergent phase transitions for a large number of species and strong symmetric interactions. In this regime, we expect completely different features from the weakly interacting case.

When the interactions are mediated by the environment, as it is usually the case in microbial systems, the strength of the interactions can be continuously modified by environmental changes, such as the concentration of nutrients [36]. Studying the strongly interacting limit could therefore be relevant to predict the behavior of an ecosystem in the case of strong environmental modifications (see for instance [29] for a controlled experimental setting). The growing interaction strength can also have an evolutionary origin in the case of active competition, in which two competing microbial strains directly harm each other, i.e., through the production of toxins or antibiotics [37].

The article is organized as follows: in Sec. II we will introduce the mathematical model and discuss different possibilities for the scaling of the couplings as a function of the number of species in the pool; in Sec. III we will recap the main results obtained for this model from a thermodynamic perspective using in particular disordered system techniques. Then in Sec. IV and Sec. V we will enter into the details of our work and analyze the zero-temperature and the finite-temperature regimes. We will present our results in these scenarios in terms of the phase diagrams, the typical scalings for the average abundance as well as the resulting probability distributions. In Sec. VI we conclude by presenting also some perspectives for future research on this topic.

II. THE MODEL

We will consider a well-mixed ecological community model: all individuals from all species can interact, and their presence/absence does not depend on the specific location, in good agreement with observations in the oceanic plankton [33].

The dynamical equations for the species abundances $N_i$ [30, 31] - where the index $i$ runs over the $S$ different species – are defined by

$$\frac{dN_i}{dt} = -N_i \left( \nabla_{N_i} V_i(N_i) + \sum_{j \neq i} \alpha_{ij} N_j \right) + \eta_i(t) + m_i.$$  

(1)

$\alpha_{ij}$ is a random interaction matrix, $\eta_i$ is a white noise and $m_i$ is an immigration rate that couples the community to a regional pool of species, ensuring that all species are present. The immigration rate is typically assumed to be small in order not to affect the behavior of the system. For simplicity, we will also assume it to be constant over species, $m_i = m$.

More precisely, the continuous variable $N_i(t)$ denotes the relative species abundance at time $t$ obtained by normalizing the population by the total number of individuals $N_{\text{ref}}$ that would be present in the absence of interaction. The underlying discrete birth-death process in population dynamics is then approximated by a continuous formalism embedding a multiplicative Gaussian demographic noise, whose covariance is inversely proportional to $N_{\text{ref}}$. The demographic stochasticity variable $\eta_i$ – accounting for deaths, births, and other unpredictable events$^1$ – is then modelled by a white noise with zero mean and variance $\langle \eta_i(t)\eta_j(t') \rangle = 2TN_i(t)\delta_{ij}\delta(t-t')$, with $T \propto 1/N_{\text{ref}}$.$^2$

$V_i(N_i)$ appearing in Eq. (1) represents a single-species potential, which in the logistic growth Lotka-Volterra model is quadratic in $N_i$:

$$V_i(N_i) = -\rho_i \left( k_i N_i - \frac{N_i^2}{2} \right)$$  

(2)

The dynamics controlled by this potential has two fixed points, respectively in zero (unstable) and in the carrying capacity, $k_i$ (stable). The timescale at which the stable equilibrium is reached is fixed by the parameter $\rho_i$. In the following we shall take $\rho_i = 1$, and $k_i = k$ constant over species. Our results are easily generalizable to the case in which $\rho_i$ and $k_i$ are normally distributed [30]. We will come back to this point and to a possible variation of this scenario.

Following pioneering works by R. May [38], the system parameters are usually sampled from random distributions, which make tools from statistical mechanics of disordered systems ideally suited. Nonetheless, at variance with Ref. [38], where the random sampling is performed at equilibrium, we consider here a pool of species with reciprocal random interactions [20, 39–41] and we start from the hypothesis that the final equilibrium composition is a result of the dynamics. Random interactions are thus encoded in the matrix $\alpha_{ij}$ whose elements are drawn from a Gaussian distribution and assumed to be symmetric$^3$, $\alpha_{ij} = \alpha_{ji}$. Even though it can appear to be a quite strong assumption, the symmetric case turns out to reasonably well describe communities in which the interactions stem from competition for resources or mutualistic behavior [42, 43]. In the following, we will focus on the competitive case considering positive values of the parameter denoting the mean interaction; negative values would instead favor cooperation.

In other words, Eq. (1) represents a set of generalized Langevin equations for which, in the case of purely sym-

---

$^1$ The noise should be interpreted through Ito’s convention since we want it to depend on the abundance at previous times. In this way, we correctly find that if a species is extinct it remains so at any later time (in the absence of immigration).

$^2$ The larger the global population, the smaller the strength, $T$, of the demographic noise [31].

$^3$ The introduction of random asymmetric interactions would correspond to non-conservative forces in the dynamics and therefore give rise either to limit cycles or chaotic behavior.
metric couplings, it can be shown that the corresponding Fokker-Planck equation admits a stationary probability distribution with associated temperature $T$. We will therefore denote in the following the zero temperature case as the process of averaging the abundances over an infinite population. Both cases of zero and finite temperature have been recently investigated using disordered system techniques [20, 30, 31]. The phase diagram at zero temperature was first obtained within the cavity method in [20], in which an additional parameter allowing also for asymmetric interactions was considered. Novel results, related to the introduction of a finite demographic noise and immigration, were then discussed in [31].

When the interactions are not too widely distributed, a single equilibrium, that is always reached no matter the assembly history, is found. Conversely, at high enough heterogeneity of the interactions, upon decreasing the amplitude of the demographic noise the system undergoes a phase transition characterized by the emergence of multiple equilibria. Decreasing further the noise, a second phase transition can take place below which all states are marginally stable and hierarchically organized [31], hence underscoring several analogies with low-temperature glassy phases.

A. Meaningful scaling with $S$

Two different choices have been considered in the literature for the scaling of the mean and the variance of the distribution of the interactions $\alpha_{ij}$ with the number of species. In references [20, 30, 31], the $\alpha_{ij}$ are extracted independently from a distribution with mean $\langle \alpha_{ij} \rangle = \mu / S$ and variance $\text{var}(\alpha_{ij}) = \sigma^2 / S$, where $\mu$ and $\sigma$ are taken to be finite in the large $S$ limit. With this choice, the total effect on one species of the interaction with all others can remain finite even with an infinite number of non-extinct species, and we can find an analytical solution to the problem. In references [29, 32, 44] the interactions are assumed not to scale with the number of species, as it is natural to do if we assemble an ecosystem by artificially adding species to the community [29]. In [32], the introduction of asymmetric interactions can lead to a chaotic phase in which there is a sharp separation between many rare species and a few abundant ones with sudden turnovers between the two. In [33] it was shown that in this chaotic phase the abundances distribution satisfies a power-law distribution, in agreement to what was observed in marine micro-organisms communities [35] and long-term experiments with a complex food web composition [11]. The main motivation of our work is to bridge the gap between these two different approaches.

In the case of symmetric interactions, we cannot observe chaotic dynamics but, as a first step, we can study the mapping of one scaling of the interactions into the other and try to clarify still unanswered questions. If mean and variance scale as the inverse of the number of species, we can recover $\alpha_{ij} \sim 1$ by taking $\mu \propto S, \sigma \propto \sqrt{S}$. We will thus explore the limit in which $\mu$ is large and consider both finite $\sigma$ and $\sigma \propto \sqrt{\mu}$. We will see that, at least at zero temperature, taking $\mu \rightarrow \infty$, $\sigma \propto \sqrt{\mu}$ is indeed equivalent to considering $\alpha_{ij} \sim 1$.

We will determine which phase is reached in the different limits and characterize the average behavior of the abundance and its probability distribution.

III. A THERMODYNAMIC FORMULATION

Considering the symmetric interaction case allows us to write a quasi-equilibrium stationary probability distribution [30] with Hamiltonian

$$H = \sum_i V_i(N_i) + \sum_{i<j} \alpha_{ij}N_iN_j + (T - m) \sum_i \ln(N_i) \quad (3)$$

which reminds a spin-glass structure where the (continuous variables) abundances play the role of the spins.

Note also that to guarantee the probability distribution to be integrable at small $N_i$, we need $m > 0$. This reflects the fact that, in the absence of immigration, $N = 0$ would be an absorbing boundary condition, and at any finite value of the demographic noise any species would sooner or later become extinct. Alternatively, we can take the limit of small immigration after the $T \rightarrow 0$ limit.

In the thermodynamic limit, as $S \rightarrow \infty$, physical quantities do not depend on the realization of the disorder $\alpha_{ij}$. In particular, the free energy, which contains information about macroscopic equilibrium properties of the system, is self-averaging. This can be computed through the replica method [45], a standard tool in disordered systems. In this way, we can fully characterize the phase diagram both at zero and at finite temperature. The main passages of the solution according to the replica formalism, adapted from references [30, 31], are presented in Appendix A. To have an overall picture, in the following we shall perform in-depth analysis in the case of strongly competitive interactions, which is still poorly understood. We shall mostly focus on the single equilibrium phase, firstly because we will see that this is the only relevant phase in the strong interaction limit at finite temperature, and secondly because at zero temperature we have a direct transition to the critical multiple-equilibria regime. Here the analytical computations become extremely involved and beyond the scope of this work.

A. The single equilibrium phase

Once the thermodynamic problem is well-defined, we can resort to the replica method to obtain an effective

\[\text{For a self-averaging quantity typical realizations will have a free energy equal to its average over the disorder.}\]
Hamiltonian for a single species abundance. In the single equilibrium phase the effective Hamiltonian reads (more details in Appendix A):

\[
H_{\text{eff}} = \left[1 - \sigma^2 \beta(q_d - q_0)\right] N^2 / 2 + \left(\mu h - k - z \sqrt{q_0} \sigma\right) N + (T - m) \ln N
\]  

(4)

where \(\beta = 1/T\) denotes the inverse temperature. According to Eq. (4) the single species abundance is subject to an effective Hamiltonian that, in addition to the single-species potential, contains some extra terms due to the mean field interactions with the rest of the system. One of these terms is proportional to a Gaussian fluctuating field \(z\), that accounts for the randomness of the interactions. The parameters \(h\), \(q_d\) and \(q_0\) are self-consistently fixed to be first and second moments of the distribution of \(N\):

\[
h = \langle N \rangle = \int Dz \left( \int_{0}^{\infty} dN e^{-\beta H_{\text{eff}}(q_0, q_d, h, z) N} \right)
\]  

(5)

\[
q_d = \langle N^2 \rangle = \int Dz \left( \int_{0}^{\infty} dN e^{-\beta H_{\text{eff}}(q_0, q_d, h, z) N^2} \right)
\]  

(6)

\[
q_0 = \langle N \rangle^2 = \int Dz \left( \int_{0}^{\infty} dN e^{-\beta H_{\text{eff}}(q_0, q_d, h, z) N} \right)^2
\]  

(7)

where we have used the calligraphic notation for the Gaussian integral in \(z\), i.e. \(\int Dz \equiv \int_{-\infty}^{\infty} \frac{dz}{\sqrt{2\pi}} e^{-z^2/2}\). The brackets indicate the average over the Boltzmann distribution for \(N\) with the effective Hamiltonian \(H_{\text{eff}}\), while the overbar stands for the average over the disorder, i.e. over the Gaussian variable \(z\). These averages coincide with the thermal and disorder average for a single species abundance.

In the \(T \to 0, m \to 0\) limit the thermal averages are dominated by the value \(N^*(z)\), which minimizes the energy:

\[
N^*(z) = \max \left\{ 0, \frac{\sigma \sqrt{q_0}}{1 - \sigma^2 \Delta q} (z + \Delta) \right\},
\]  

(8)

with

\[
\Delta = \frac{k - \mu h}{\sqrt{q_0} \sigma}.
\]  

(9)

This greatly simplifies the analytical and numerical treatment of the equations, since only one average has to be performed. Equations in the \(T \to 0\) limit were first obtained in [30]. We recap here the main points.

At small temperature \(q_d - q_0 \propto T\), so that the relevant parameter to study is \(\Delta q = \beta(q_d - q_0) = \beta(N^2 - \langle N^2 \rangle)\). The set of self-consistent Eqs. (5)-(6)-(7) can thus be rewritten as:

\[
h = N^*(z) = \frac{\sqrt{q_0} \sigma}{1 - \sigma^2 \Delta q} w_1(\Delta)
\]

\[
q_0 = N^*(z)^2 = \frac{q_0 \sigma^2}{(1 - \sigma^2 \Delta q)^2} w_2(\Delta)
\]

\[
\Delta q = \frac{\theta(N^*(z))}{H_{\text{RS}}(N^*(z))} = \frac{1}{1 - \sigma^2 \Delta q} w_0(\Delta)
\]

(10)

where the \(w_i\) are given by

\[
w_i(\Delta) = \int_{-\Delta}^{\infty} \frac{dz}{\sqrt{2\pi}} e^{-z^2/2} (z + \Delta)^i
\]  

(11)

Such self-consistent equations can be numerically solved by iteration: we fix an initial guess for \(h\), \(q_0\) and \(\Delta q\) and we compute the updated values by applying the formulas in (10). To reach a faster convergence, some damping is added to the iteration protocol. The algorithm keeps going until a fixed point is reached, this will be a solution of the self-consistent equations.

The abundance of one species \(N^*\) depends linearly on the random value of \(z\), unless this is smaller than the threshold value \(-\Delta\), below which we have the species extinction, with \(N^* = 0\).

The species abundance probability distribution is thus a Gaussian truncated in zero, plus a \(\delta\) function in zero with weight equal to the fraction of extinct species (for more general results see Fig. 1a later). The weight of the Gaussian part corresponds to the diversity \(\phi\), i.e. the fraction of non-extinct species, given by

\[
\phi = \theta(N^*) = w_0(\Delta)
\]  

(12)

which can be exactly computed in terms of error functions.

1. Stability analysis

To check the stability of the single equilibrium solution we can compute the matrix of harmonic fluctuations of the replicated free energy close to this equilibrium point. The structure of its first vanishing eigenvalue – defined in the replica jargon as replicon eigenvalue – is known [46]. In the single equilibrium phase it is given by [30]:

\[
\lambda = (\beta \sigma)^2 \left(1 - (\beta \sigma)^2 \left(\langle N^2 \rangle - \langle N \rangle^2\right)^2\right).
\]  

(13)

When this stability eigenvalue touches zero, the replica symmetric solution becomes unstable, leading to a more complex landscape structure [45, 47]. The marginality
condition, $\lambda = 0$, is a key determinant for obtaining the transition line (this instability line will be shown in orange in Fig. 5 while presenting our results in detail).

Conversely, at zero temperature we would always obtain a diverging eigenvalue because of the multiplying $\beta^2$ factor. Since we are only interested in its sign, we rescale it as $\tilde{\lambda} = \lambda/(\beta^2 \sigma^2) = 1 - (\beta \sigma)^2((N^2) - (N)^2)^2$. Performing a computation similar to the one for $\Delta q$, $\tilde{\lambda}$ may be computed analytically, leading to:

$$\tilde{\lambda} = 1 - \sigma^2 \frac{\theta(N^*(z))}{H_{RS}(N^*(z))^2} = 1 - \sigma^2 \frac{w_0(\Delta)}{(1 - \sigma^2 \Delta q)^2}.$$  \hfill (14)

IV. RESULTS: ZERO-TEMPERATURE SCENARIO

In the following Sections, we aim to analyze previously unexplored regimes completing the phase diagrams and investigating systematically the dependence of the control parameters on high-$\mu$ values and thermal fluctuations.

A. Finite number of species

To explicitly explore the case in which $\mu \propto S$, $\sigma^2 \propto S$, it is useful to consider first a finite number of species $S$.

The self-consistent expressions for $h$, $q_0$, and $q_2$ in Eqs. (10) were obtained as the stationary conditions from a saddle-point approximation in the limit $S \to \infty$. We can perform the same procedure by taking the limit $\beta \to \infty$ instead of $S \to \infty$ (see Appendix A1b). Since $S$ is a finite quantity, we can now simply fix $\mu = \mu S$, $\sigma^2 = \sigma^2 S$. The only relevant dependence on $S$ is now through $\mu$ and $\sigma$, therefore taking the $S \to \infty$ limit is equivalent to taking the limit $\mu \to \infty$, $\sigma \to \infty$, $\sigma \propto \sqrt{\mu}$. We conclude that, at least at zero temperature, this naïve approach is exact.

B. Analytical solution in the thermodynamic limit

In the following we generally work in the thermodynamic limit, for $S \to \infty$, and consider various scalings for $\mu$ and $\sigma$, knowing that at zero temperature this mapping is exact. The phase transition at $T = 0$ occurs at a constant value of $\sigma_c = \frac{1}{\sqrt{2}}$ for any value of $\mu$ [20, 30].

Along the transition line, we find the following expressions

$$h = \frac{k}{\mu}, \quad q_0 = \frac{k^2}{\mu^2}, \quad \Delta q = 1,$$  \hfill (15)

which solve the self-consistent equations above. As it is expected, we obtain that $\tilde{\lambda} = 0$. The fraction of non-extinct species $\phi$ is equal to 1/2 at the transition, in agreement with one of the marginality conditions found in [30]:

$$\phi \sigma^2 = \frac{1}{4}, \quad \sigma^2 \Delta q = \frac{1}{2}.$$  \hfill (16)

The first condition represents May’s bound for the limit of stability [38]: at a stable equilibrium the variance of the interactions, $\sigma^2/S$, should be smaller than the inverse of the number of surviving species, $S\phi$. The factor 1/4 is because we are considering symmetric interactions so that the variance is effectively smaller. May’s bound is therefore saturated at the transition, this property also holds in the entire multiple equilibria phase. Also the second marginality condition is fulfilled by our solution.

We can then expand the equations close to the transition point in powers of $d\sigma = \sigma - \sigma_c$; solving them to the first order we obtain:

$$\Delta = \sqrt{\frac{\pi}{2}} d\sigma,$$

$$h = \frac{k}{\mu} \left(1 + \frac{\sqrt{\mu}}{\mu} d\sigma \right),$$

$$q_0 = \frac{k^2}{\mu^2} \left(1 + 2\sqrt{2}(\pi/\mu - 2 + \pi) d\sigma \right),$$

$$\Delta q = 1 - \sqrt{2} d\sigma,$$

$$\tilde{\lambda} = 2\sqrt{2} d\sigma.$$  \hfill (17)

The results are in good agreement with the numerical solutions at linear order around $\sigma_c$. We refer the interested reader to Appendix B. The expansion confirms that the leading order the average abundance at zero temperature is inversely proportional to $\mu$, also away from the transition line.

We also obtain that the diversity $\phi$ is independent of $\mu$. Therefore, the vanishing trend of the average value of the abundances at large $\mu$ is not due to the extinction of a large fraction of species, but to a general decrease in the typical value of the abundances. Indeed, the truncated Gaussian describing the non-zero part of the distribution is centered around a quantity proportional to $k - \mu h$ (that is exactly zero at the transition and tends to zero at large $\mu$ for any $\sigma$), and has a width proportional to $\sqrt{q_0}$, that goes to zero at large $\mu$ (see also Figure 1a). The exact cancellation at the transition between the carrying capacity $k$ and the mean effect of other species $\mu h$ is the reason why a finite $\sigma$ can play a crucial role even in the limit of large mean interaction.

Taking $\sigma \propto \sqrt{\mu}$ to recover the scaling $\alpha_{ij} \sim 1$ we always end up in the critical phase or in an unbounded growth region. Indeed, increasing further the heterogeneity of the interactions results in a pathological unbounded growth of the abundances, due to the emergence of a subset of species with cooperative interactions strong enough to override the single-species saturation. This effect can be cured by adding a stronger divergence at large $N$ in the single species potential, but this possibility goes beyond the aim of this paper. For more details about a
cubic potential see [9], which accounts for mutualistic interactions under some specific assumptions.

V. RESULTS: FINITE TEMPERATURE

Going back to finite temperature, in addition to the disorder average we have to consider the thermal one, with the effective Hamiltonian of equation 4. This contains a quadratic and a logarithmic term; a quadratic Hamiltonian would allow us to explicitly compute the thermal averages, and to make some analytical progress on the solution. Therefore, to eliminate the logarithmic contribution we can use two different strategies:

- We can set \( m = T \), but this case is a bit pathological since the slightest change in \( m \) would result in a diverging or zero value of the probability distribution in \( N = 0 \). Furthermore, to really understand the role of temperature we would like to be able to vary it independently from the immigration rate.

- Alternatively, the term also drops if we take the \( T \to 0, m \to 0 \) limit as we did in the previous section. Neglecting the logarithmic term in the Hamiltonian but keeping a finite \( \beta \) allows us to artificially study the Hamiltonian that controls the system at zero temperature, but in the presence of fluctuations. This corresponds to effectively disentangling the effect of demographic noise on the potential and the temperature that appears in the Boltzmann weight.

The case in which we neglect the logarithmic term is also of interest because it can be directly mapped into the replicator equations [48, 49]. The mapping between the Random Replicant Model and the Lotka-Volterra equations has been put back on the table recently and shown exactly in the thermodynamic limit [31].

In the following, we will neglect this logarithmic term, keeping in mind this double interpretation of what we are doing. Then, in the single-equilibrium phase the quadratic Hamiltonian can be rewritten as

\[
H_{\text{eff}} = \frac{d}{2} (N - N_0)^2
\]

where \( N_0 \) is linear in the Gaussian field \( z \) and \( d \) is a constant:

\[
d = 1 - \sigma^2 \beta(q_d - q_0)
\]

\[
N_0 = -\sqrt{\beta} \frac{\mu h - k - z \sigma \sqrt{q_0}}{\sqrt{2d}}.
\]

The factor \( d \) controls the concavity of the Hamiltonian, so that we need it to be positive to have a stable system, while \( N_0 \) represents the minimum of the parabola. The positive constraint on the abundances implies that if \( N_0 < 0 \) the minimum of the energy will shift to \( N = 0 \).

As it can be checked \textit{a posteriori}, we assume that \( \hat{h} \) goes to zero more slowly than \( k/\mu \) in the large \( \mu \) limit. \( N_0 \) then diverges to \(-\infty\) allowing us to perform an expansion of the self-consistent equations and to obtain the asymptotic expressions:

\[
\begin{align*}
\hat{h} &\approx \frac{1}{\sqrt{\beta \mu}} \\
q_0 &\approx \frac{1}{\beta \mu} \\
q_d &\approx \frac{2}{\beta \mu}
\end{align*}
\]

The derivation, valid for \( \mu \gg \beta \), is detailed in Appendix C. These results are in good agreement with the numerical solution at small \( \beta \) and large \( \mu \) (Fig. 2), as we specifically proved for this work.

The disorder, represented by the fluctuating field \( z \), plays no role in this limit: the term containing \( z \) is simply dropped in the expansion by noting that \( \mu h - k \gg \sigma \sqrt{q_0} \).

In other words, the constant terms in the effective Hamiltonian are so large that fluctuations become negligible. Moreover, at variance with the zero temperature regime, here the scale of the populations is independent of the carrying capacity \( k \): it is determined by the thermal fluctuations and the immigration, which turn out to be strictly linked.

We can also compute the stability eigenvalue (see Appendix C1 for more details), obtaining:

\[
\lambda = (\beta \sigma)^2 \left( 1 - \frac{\sigma^2}{\mu^2} \right) > 0
\]

We see that it is always positive in the limit of large \( \mu \), indicating that the single equilibrium solution that we have studied so far is correct. Finding always a single equilibrium means that the disorder is irrelevant in this regime.

A. Crossover and comparison between the two temperature regimes

It is interesting to compare the probability distributions of the abundances in the two regimes. In both cases, we have a truncated Gaussian (see Fig. 1), but they have different features. At zero temperature the finite width of the distribution is due to the disorder, which entirely determines the value of the abundance. The distribution is composed of a truncated Gaussian – centered close to zero and with width proportional to \( \sqrt{q_0} \sigma \) – and of a \( \delta \) function in zero with weight equal to the truncated part of the Gaussian, \( 1 - \phi \). This distribution is often found in disordered systems with hard constraints (here represented by \( N \geq 0 \)); for example, it arises in resource competition ecosystems [50, 51], in the computation of the storage capacity of a neural network [52], and in the study of optimal equilibria in complex economies [53].

At finite temperature in the strong interaction limit, the effect of disorder is negligible, and the variability in the abundances is only due to thermal fluctuations. The
distribution is the tail of a Gaussian centered in \( N_0 \) – tending to \( -\infty \) at large \( \mu \) – and of variance \( 1/(3d) \). By lowering the temperature, the tail of the Gaussian becomes narrower and narrower and approaches a \( \delta \) function. At the same time, the peak of the Gaussian moves to finite values, the \( z \) dependence becomes relevant and causes a spread of the peak of the \( \delta \) function. We recover then the zero-temperature distribution. The probability distribution is the tail of a Gaussian only if we neglect the logarithmic term, therefore at exactly \( m = T \). If we reintroduce a small positive logarithmic contribution the probability distribution is forced to pass through zero at \( N = 0 \) (in orange in Figure 1b); on the other hand, with a negative logarithmic term we would have a divergence in \( N = 0 \), integrable if \( m > 0 \).

While at zero temperature a finite fraction of the species is extinct, at finite temperature they all have a positive, albeit small, abundance. This is a consequence of the fact that in this case we cannot take the limit \( m \rightarrow 0 \); the finite immigration results in finite populations.

We can relax the assumption of constant carrying capacities by taking them to be normally distributed. Our results easily generalize to this case: we would still obtain Gaussian distributions, but with a corrected variance [36]. We expect instead that considering a lognormal distribution for the carrying capacities, as suggested in [54], would strongly impact our predictions leading to a wider distribution also for the abundances.

We have seen that at zero and finite temperature we obtain two different asymptotic behaviors: at \( T = 0 \) we have \( h \sim k/\mu \), while at finite temperature \( h \sim 1/\sqrt{\beta \mu} \). Therefore, we have also studied numerically the crossover between the two regimes by considering increasing values of \( \beta \).

As we can see in Fig. 2, we can continuously interpolate between the two solutions: when \( \mu \gg \beta \) the numerical solution is in good agreement with the finite temperature asymptotic expansion (purple dots and continuous line), while for \( \mu \ll \beta \) we approach the zero temperature case (red dots and dashed line). In between, we have a continuous crossover.

### B. Strongly heterogeneous interactions

The solutions we have found in the limit of strong coupling at fixed \( \sigma \) and \( T \) do not depend on \( \sigma \). Since we do not expect this to always be the case, we might wonder what is the limit of validity of these results.

At zero temperature we have seen that taking \( \sigma \propto \sqrt{\mu} \rightarrow \infty \) is equivalent to considering \( \alpha_{ij} \sim 1 \), we expect this behavior to hold also at small but finite temperature.

The finite temperature expansion relies on the fact that

\[
-N_0 = \sqrt{\beta} \frac{\mu h - k - z \sigma \sqrt{q_0}}{\sqrt{2d}}
\]

is large for any value of \( z \) that contributes significantly to the integral, i.e. for \( z \sim O(1) \). This corresponds to requiring

\[
\sqrt{\beta \frac{\mu h - k}{\sqrt{2d}}} \gg 1 \quad \frac{\mu h - k}{\sigma \sqrt{q_0}} \gg 1
\]

Assuming the scalings of Eq. (20), these conditions are also met if we take \( \sigma \propto \sqrt{\mu} \). For not too large values of the ratio \( r = \sigma/\sqrt{\mu} \) we can numerically verify that the previously found solutions are indeed still correct.

Nevertheless, an important difference with the previously considered case is that now the second term in \( d = 1 - \sigma^2 \beta (q_d - q_0) \) does not go to zero at large \( \mu \), but it tends to a constant:

\[
\beta \sigma^2 (q_d - q_0) \sim r^2 \mu \beta \frac{1}{\mu \beta} = r^2
\]
By increasing \( r \), this constant reaches one, which in turn implies that the coefficient of the quadratic part of the confining potential goes to zero. We observe then a divergence in the average abundance and inevitably end up in the unbounded growth region.

Since the scalings we have obtained remain valid until we encounter this singularity, the stability eigenvalue is still given by Eq. (21), and in the scaling we are considering is again positive. We can therefore conclude that at large \( \mu \) and finite temperature we have a direct transition from the single equilibrium phase to the unbounded growth phase.

![Figure 3: Two different scenarios for the breakdown of the single equilibrium phase. At small temperature (\( \beta = 1000 \), orange) we find a value of \( \sigma \) for which the stability eigenvalue goes to zero, while the denominator \( d \) is finite, hence ending up in the multiple equilibria phase. At large temperature (\( \beta = 1 \), blue) the denominator goes to zero before the stability eigenvalue: the unbounded growth phase is directly reached. To properly capture the behavior in the two-temperature regimes we use two different scales on the x-axis. In both cases, \( \mu = 20 \).](image)

To further verify this claim we have studied the numerically integrated solutions of the self-consistent equations at fixed \( \mu \) and \( \beta \) upon varying \( \sigma \). In agreement with the previous analysis, we find two qualitatively distinct scenarios, that are shown in Figure 3. For \( \beta \gg \mu \), where our asymptotic computation is not valid, increasing \( \sigma \) the stability eigenvalue crosses 0 (Fig. 3a) while \( d \) still has a finite value (Fig. 3c). This means that we are crossing to the multiple equilibria phase, in agreement with what is found in [31]. For \( \beta \ll \mu \) we see instead that \( d \) approaches zero (Fig. 3d) while \( \lambda \) has still a finite value (Fig. 3b): we thus have a direct crossing to the unbounded growth phase.

We finally establish the phase diagram at fixed finite temperature, in the \( \sigma-\mu \) plane: at fixed \( \mu \) we progressively increase \( \sigma \) until the stability eigenvalue reached zero obtaining a diverging result. In Fig. 4a we show the stability eigenvalue as a function of \( \sigma \) for different values of \( \mu \). This task is complicated by the fact that the numerical algorithm encounters overflow problems well before the denominator goes to zero, where a phase transition should occur (see Fig. 4b). This is expected as the numerical protocol requires the computation of several exponentials and error functions.

Nevertheless, at small enough values of \( \mu \) we can reconstruct the transition curve, which appears to be a straight line in the \( \sigma-\mu \) plane. This is in qualitative agreement with the asymptotic expression for the stability eigenvalue (Eq. 21), that predicts a phase transition for \( \sigma = \mu \). This line is never observed because at large \( \mu \), where the asymptotic expression is valid, the divergence sets in before the transition.

![Figure 4: Replicon eigenvalue and denominator of \( N_0 \) in eq. (22) as a function of \( \sigma \), for values of \( \mu \) between 5 (purple) and 30 (red). The transition points – shown in black – correspond precisely to \( \lambda = 0 \). Here \( \beta = 100 \).](image)
to the multiple equilibria phase occurs at a fixed value of $\sigma_c = 1/\sqrt{2}$, independent of $\mu$, while at finite temperature $\sigma_c$ grows linearly with $\mu$. Therefore it has to cross the transition line to the unbounded growth region, since this grows more slowly than linearly. We can thus conclude that at finite temperature and strong interactions there is no multiple equilibria phase.

To estimate the order of magnitude of the value of $\mu$ at which the multiple equilibria phase disappears, we can consider the value of $d$ at the transition point, extracted from Figure 4b. This parameter appears to decrease linearly as a function of $\mu$. We expect the intersection between the transition line and the divergence line to occur when the value of $d$ at the transition reaches zero, we can thus get an estimate of the corresponding value of $\mu$ from a linear extrapolation, obtaining $\mu = 39.1$. This analysis must be taken as only qualitative since there is no guarantee that the linear behavior is maintained close to divergence.

We also tried to compute the interception between the linear extrapolation of the critical value $\sigma_c$ and the square root curve $\sigma = \sqrt{\mu}$ that we expect to describe the transition to the unbounded growth phase at large $\mu$. We obtained a much larger value than with the previous method ($\mu = 614$), confirming that the analysis should only be considered qualitative, because of the practical issues of approaching the divergences and the deviations from the asymptotic behavior at small $\mu$. In conclusion, taking $\sigma \propto \sqrt{\mu} \rightarrow \infty$ to recover $\alpha_{ij} \sim 1$ has dramatically different outcomes in the zero and finite temperature cases: at zero temperature we end up in the multiple equilibria phase, whereas at finite temperature we always remain in the single equilibrium phase.

It is not easy to conclude what would actually happen for a finite system. On the one hand, we have seen that the temperature is related to the inverse of the size of the system so that a finite system will always have a finite temperature, and therefore at large $\mu$ it would end up in the single equilibrium phase. On the other hand, we have seen that at zero temperature we can explicitly take $\mu \propto S$, so that a finite number of species would result in a finite $\mu$ associated with a possible multiple equilibria phase. The outcome would therefore depend on how the size of the populations compares with the number of species, remembering that the crossover between the two asymptotic solutions is controlled by the ratio $\mu/\beta$.

Drawing an immediate comparison between our results and the numerical analysis performed in [32] is still difficult because the introduction of non-symmetric interactions leads also to chaotic behavior. Moreover, since the study in [32] relies on a relatively small number of species ($S \sim 20$), claiming to end up in any of the asymptotic regimes is not foregone. We nevertheless expect that in the zero-temperature limit the asymmetry may be functional in transforming the multiple equilibria of the Hamiltonian into chaotic trajectories. Upon increasing the number of species the chaotic phase should progressively invade the entire phase diagram, in agreement with recent numerical and experimental results [29]. Considering also demographic noise would contribute to adding stochastic fluctuations to the trajectories, hence pushing the transition to chaos and possibly merging the chaotic attractors into one [31]. Whether the resulting chaotic phase is characterized by one or multiple attractors would depend on the relative strength of the demographic noise and its interplay with interaction heterogeneity.

VI. CONCLUSIONS AND OUTLOOK

In this work, we explored the limit of symmetric strongly competitive interactions in the random Lotka-Volterra model. We showed that at zero temperature

\[ \sigma = \sqrt{\mu} \]

We expect the zero-demographic noise scenario to be relevant also in the case of TARA expedition data on planktonic ecosystems, as characterized by an enormous number of individuals [35], then allowing for chaotic regimes if asymmetry in the interactions is also taken into account.
the strong competition limit (in which the distribution of the interactions does not scale with the system size) is equivalent to taking \( \sigma \propto \sqrt{\mu} \to \infty \). We therefore studied the limits in which the mean interaction \( \mu \to \infty \), the heterogeneity parameter \( \sigma \sim 1 \), and \( \sigma \propto \sqrt{\mu} \), at zero and finite temperature. In both cases, the average abundance goes to zero upon augmenting the average interaction, but according to two different asymptotic behaviors. At zero temperature, the average abundance decreases as the inverse of the mean interaction, so that the average effect of the ecosystem on one species remains constant. The transition to the multiple equilibria phase is maintained and it occurs at the same value of the interaction heterogeneity as predicted for this model in the weakly interacting scenario. Therefore, considering a large heterogeneity to recover the strong competition limit would always lead the system to the multiple equilibrium phase. Interestingly, the decrease of the average abundance at fixed heterogeneity is not due to a loss of diversity, but to a general decrease of the typical abundance. We then computed an expansion around the transition line, that is in good agreement with our numerical analysis at linear order. At finite temperature, we performed an asymptotic expansion in the \( \mu \to \infty \) limit, and obtained that the average abundance decays as \( 1/\sqrt{3\mu} \), in remarkable agreement with the numerical results. In the finite temperature case, we had to include a finite immigration rate to compensate for stochasticity-induced extinctions. This leads to larger populations, that result in a diverging average interaction, so that the finite fluctuations we were considering become irrelevant. Consequently, we found that in this limit there is no phase transition at finite \( \sigma \): the system appears to be always in the single equilibrium phase. Furthermore, by studying the crossover between the two regimes we found that in both cases the species abundance distribution decays as a Gaussian, showing that a key ingredient to recover power-law distributions in the abundances is the introduction of a full class of interactions, including unilateral ones. An in-depth investigation of the asymmetric case – that can be studied either perturbatively or by resorting to the cavity method for arbitrary values of the covariance between \( \alpha_{ij} \) and \( \alpha_{ji} \) – is left for future research. Alternatively, one can also complexify the model by including both demographic and environmental noise, regulated by two different scalings as a function of population size, which would allow us to identify regimes governed by power laws.

Finally, we considered the case in which \( \sigma \) scales as \( \sqrt{\mu} \), and recovered the previous solution for small enough values of the ratio \( \sigma/\sqrt{\mu} \). At large \( \mu \), for some critical value of this ratio, still of \( O(1) \), there is a direct phase transition to the unbounded growth phase. We then claim that at finite temperature and large value of the average interaction no multiple equilibria phase shows up. Having a more direct comparison with real-life ecosystems especially in terms of a multistability regime as pointed out in our theoretical phase diagram, appears to be a timely problem to look at. Dilution experiments in which tuning nutrient supply rates and environmental parameters are gaining momentum thanks to increasingly sophisticated techniques able to reproduce synthetic microbial communities [29]. Modifying the availability of nutrients – which basically affects the strength of the interactions – and the number of species can trigger abrupt changes in the community composition: these are signaled either by uncontrollable multiplication or by the emergence of several stable compositions if competing species have different stoichiometries with respect to the same essential nutrients [55].

Although our analysis is restricted here to strong interactions, recent studies tend to support distributions of interaction strengths that are highly skewed – with few strong and many weak interactions – highlighting how a wide organization of species interactions is fundamentally similar between mutualistic and antagonistic ones [1]. A major direction for future research would be to investigate into more detail these complex interaction networks and to account also for higher-order (not only pairwise) contributions.
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Appendix A: The solution in the replica formalism

We consider the Hamiltonian:

\[
H = \sum_i V_i(N_i) + \sum_{i<j} \alpha_{ij} N_i N_j + (T - m) \sum_i \ln(N_i)
\]

(A1)

The disorder average of the free energy can be computed through the replica method [45], a standard tool for fully
connected disordered systems based on the identity

\[-\beta F = \ln Z = \lim_{n \to 0} \ln \frac{Z^n}{n}\]  

The quantity on the right hand side can be computed for integer \( n \) by introducing \( n \) independent replicas of the system, the limit \( n \to 0 \) is performed through analytic continuation. Despite being thermodynamically independent, the replicas are correlated because they are taken at the same realization of the disorder; integrating over the disorder introduces an effective coupling between them.

Let us thus proceed with the computation of \( Z^n \):

\[
Z^n = \prod_{i<j} d\alpha_{ij} \exp \left( -\sum_{i<j} \frac{\alpha_{ij} - \mu S}{2\sigma^2 S} \right) \int \prod_{i=1}^n dN_i^a \exp \left\{ -\sum_a H(\{N_i^a\}) \right\}
\]

We can perform the gaussian integration over the \( \alpha_{ij} \):

\[
Z^n = \prod_{a=1}^n \prod_i dN_i^a \exp \left\{ \sum_{i<j} \frac{\sigma^2}{2S} \left( \beta \sum_a N_i^a N_j^a \right)^2 - \beta \sum_a \left[ V_i(N_i) + (T - m) \ln(N_i) + \frac{\mu}{S} \sum_{i<j} N_i^a N_j^a \right] \right\}
\]

We perform a Hubbard-Stratonovich transformation, introducing the variables \( Q_{ab}, H_a \) to decouple the abundances of different species; this results in a coupling between different replicas. The replicated partition function can be written as:

\[
Z^n = \prod_{a \leq b} dQ_{ab} \prod_a dH_a \exp \{ SA(\{Q_{ab}, H_a\}) \}
\]

in terms of an action \( A \)

\[
A(\{Q_{ab}, H_a\}) = -\frac{1}{2} \sigma^2 \beta^2 \left( \sum_{a<b} Q_{ab}^2 + \frac{1}{2} \sum_a Q_{aa}^2 \right) + \frac{\beta \mu}{2} \sum_a H_a^2 + \frac{1}{S} \sum_a \ln Z_i(\{Q_{ab}, H_a\})
\]

that contains an effective partition function for the abundances of one species in the different replicas, at fixed values of \( Q_{ab} \) and \( H_a \):

\[
Z_i = \prod_a dN_i^a \exp \{ -\beta H_{eff}(\{N_i^a\}, \{Q_{ab}, H_a\}) \}
\]

\[
H_{eff} = -\beta \sigma^2 \left( \sum_{a<b} N_i^a N_i^b Q_{ab} + \frac{1}{2} \sum_a (N_i^a)^2 Q_{aa} \right) + \mu H_a N_i^a + V(N_i) + (T - m) \ln N_i^a
\]

In the \( S \to \infty \) limit only the values of \( Q_{ab} \) and \( H_a \) that extremize the action will contribute\(^7\):

\[
\frac{\ln Z^n}{S} = A(\{Q_{ab}^*, H_a^*\})
\]

From the stationarity conditions we obtain:

\[
\frac{\partial A}{\partial Q_{ab}} = 0 \quad \Rightarrow \quad Q_{ab}^* = \frac{1}{S} \sum_i (N_i^a N_i^b)
\]

\[
\frac{\partial A}{\partial H_a} = 0 \quad \Rightarrow \quad H_a^* = \frac{1}{S} \sum_i (N_i^a)
\]

The brackets indicate thermal averages under the hamiltonian \( H_{eff} \). Since \( H_{eff} \) depends on \( Q \) and \( H \), these equations represent some self-consistency conditions.

As it is the case for spin glasses systems, we see that \( Q_{ab} \) represents the overlap matrix between replicas, and \( H_a \) the field.

\(^7\) \( H_a \) would actually need to be integrated over the imaginary axis; deforming the integration contour and using the method of steepest descent would then yield the stated result.
1. The replica symmetric solution

We now need to make an ansatz on the solution. This will be then checked for stability by computing the Hessian of the action, and in particular the first eigenvalue that becomes zero, the replica [46]. Since the action is symmetric under exchange of replica indices, the first ansatz we make is that the solution respects this symmetry. In this case all the fields must be equal and the overlap can only take two different values: \(q_0\) for the overlap between different replicas, and \(q_d\) for the self-overlap.

\[
\begin{align*}
Q_{ab} &= q_0 & \quad & a \neq b \\
Q_{aa} &= q_d & \quad & a = b \\
H_a &= h & \quad & \forall a
\end{align*}
\]

(A11)

If there were multiple equilibria, two distinct replicas would have a different overlap according to whether they were in the same state or not. Since here distinct replicas always have overlap \(q_0\), this ansatz corresponds to assuming that there is a unique equilibrium state. The "size" of this state is characterized by the overlap between different replicas \(q_0\): if it is large (\(q_0 \lesssim q_d\)) the configurations in the same state are very similar, so that the state is very localized in phase space, if it is small (\(q_0 \ll q_d\)) the state is very wide. We can insert it in the action and in the effective Hamiltonian:

\[
A(q_d, q_0, h) = -\frac{1}{2} \sigma^2 \beta^2 \left( \frac{n(n-1)}{2} q_0^2 + \frac{n}{2} q_d^2 \right) + \frac{\beta \mu n}{2} h^2 + \frac{1}{N} \sum_i \ln Z_i(q_d, q_0, h) \tag{A12}
\]

To decouple the different replicas we introduce a Gaussian integration over an auxiliary variable \(z_i\), obtaining:

\[
Z_i = \int_{-\infty}^{+\infty} \frac{dz_i}{\sqrt{2\pi}} e^{-z_i^2} \left[ \int dN_i \exp \left\{ -\beta H_{RS}(N_i; q_d, q_0, h; z) \right\} \right]^n \tag{A14}
\]

\[
H_{RS} = -\beta \sigma^2 \frac{q_d - q_0}{2} N_i + (\mu h - z \sqrt{q_0} \sigma) N_i + V(N_i) + (T - m) \ln N_i \tag{A15}
\]

One of these terms is proportional to a fluctuating field \(z\), that accounts for the randomness of the interactions. Considering again the stationarity condition, performing the analytic continuation for \(n \to 0\) and taking into account the fact that after the integration over the fluctuating field \(z\) all species are equivalent, the self consistent equations (A10) become:

\[
\begin{align*}
\langle N \rangle &= \int Dz \left( \frac{\int_0^\infty dN e^{-\beta H_{RS}(q_0, q_d, h; z)} N}{\int_0^\infty dN e^{-\beta H_{RS}(q_0, q_d, h; z)}} \right) = \langle N \rangle \\
\langle N^2 \rangle &= \int Dz \left( \frac{\int_0^\infty dN e^{-\beta H_{RS}(q_0, q_d, h; z)} N^2}{\int_0^\infty dN e^{-\beta H_{RS}(q_0, q_d, h; z)}} \right) = \langle N^2 \rangle \\
\langle N \rangle^2 &= \int Dz \left( \frac{\int_0^\infty dN e^{-\beta H_{RS}(q_0, q_d, h; z)} N}{\int_0^\infty dN e^{-\beta H_{RS}(q_0, q_d, h; z)}} \right)^2 = \langle N \rangle^2 
\end{align*}
\]

(A16)

where we used the calligraphic notation for the Gaussian integral in \(z\): \(\int Dz \equiv \int_{-\infty}^{\infty} \frac{dz}{\sqrt{2\pi}} e^{-z^2/2}\). The brackets indicate the average over the Boltzmann distribution for \(N\) under the effective Hamiltonian \(H_{RS}\), while the overbar the average over the disorder, represented by \(z\). These averages coincide with thermal and disorder average for a single species abundance.

If we manage to solve the equations (A16) we can go back and obtain the free energy as:

\[
f = \frac{F}{S} = -\lim_{n \to 0} \frac{\ln Z^n}{n \beta S} = -\lim_{n \to 0} \frac{A(h, q_0, q_d)}{\beta n} \tag{A17}
\]

Nevertheless just knowing if the system is in the replica symmetric phase allows us to understand several physical properties. For example, we have seen that the replica symmetric phase corresponds to a unique stable equilibrium, therefore we already know that the equilibrium state will not depend on the assembly history, and we expect the system to relax to it and the fluctuation-dissipation theorem to hold [47, 56, 57].
a. The replicon eigenvalue

The replica symmetric solution we have considered so far is only correct if it corresponds to a maximum of the action in eq. (A6). To see whether this is the case we can study the harmonic fluctuations around the replica symmetric solution by differentiating the action to second order with respect to the overlap matrix:

\[ M_{ab,cd} = -\frac{\partial^2 A}{\partial Q_{ab} \partial Q_{cd}} = \beta^2 \sigma^2 (\delta_{(ab),(cd)} - \beta^2 \sigma^2 \langle N^a N^b N^c N^d \rangle_c) \]  

(A18)

\( \langle \cdot \rangle_c \) indicates the connected part of the correlator. If all the eigenvalues of this stability matrix are strictly positive, the fluctuations are finite and the replica symmetric solution is stable.

Thanks to replica symmetry, there are only three independent matrix entries, depending on how many replica indices appear twice:

\[ M_{ab,cd} = -\beta^4 \sigma^4 \left( \langle N^a N^b N^c N^d \rangle - \langle N^a N^b \rangle^2 \right) \]

\[ M_{ab,ac} = -\beta^4 \sigma^4 \left( \langle (N^a)^2 N^b N^c \rangle - \langle N^a N^b \rangle^2 \right) \]

\[ M_{ab,ab} = \beta^2 \sigma^2 - \beta^4 \sigma^4 \left( \langle (N^a)^2 (N^b)^2 \rangle - \langle N^a N^b \rangle^2 \right) \]  

(A19)

The stability matrix can be explicitly diagonalized [46]. The first eigenvalue to become negative is the replicon, that has the general form:

\[ \lambda = M_{ab,cd} - 2M_{ab,ac} + M_{ab,ab} \]  

(A20)

In the replica symmetric phase, taking the \( n \to 0 \) limit, we obtain:

\[ \lambda = (\beta \sigma)^2 \left( 1 - (\beta \sigma)^2 \langle N^2 \rangle - (\langle N \rangle^2)^2 \right) \]  

(A21)

b. Zero temperature, finite size

We can rewrite the effective action at first order in \( n \) as:

\[ A(q_d, q_0, h) = n \beta \left( -\frac{1}{2} \sigma^2 q_0 \Delta q + \frac{1}{2} \mu h^2 + \frac{1}{S \beta n} \sum_i \ln Z_i(q_d, q_0, h) \right) \]  

(A22)

The quantity in parentheses has a finite limit for \( n \to 0, \beta \to \infty \). Because of the \( \beta \) factor, we can recover the saddle point approximation by taking the limit \( \beta \to \infty \) instead of \( S \to \infty \).

2. The replica symmetry broken phase

When the replicon eigenvalue computed around the replica symmetric solution is negative, replica symmetry is broken and multiple equilibria appear. Following Parisi’s scheme [45], we consider a more structured ansatz: replicas are divided into \( n/m \) groups of \( m \) replicas; the overlap matrix assumes three different (decreasing) values according to whether we are considering the self-overlap, the overlap between replicas in the same group or the overlap between replicas in different groups.

We can then compute again the replicon around the new solution (one-step replica symmetry broken), and if it is still negative we can iterate the procedure, dividing each group in sub-groups. At each step the solution is characterized by one more overlap parameter. If an infinite number of steps are required we say the solution displays a full replica symmetry breaking. In this case the replicon approaches zero in the limit of infinite number of steps, so that the solution is marginally stable.
Appendix B: Numerical and analytical results at zero temperature

Appendix C: Large $\mu$ expansion at finite temperature

We have obtained the quadratic effective Hamiltonian:

$$H_{\text{eff}} = \frac{d}{2} (N - N_0)^2$$

where $N_0$ is linear in $z$ and $d$ is a constant:

$$d = 1 - \sigma^2 \beta(q_d - q_0) \quad N_0 = -\sqrt{\beta \mu h - k - z\sigma \sqrt{q_0}}$$

We can explicitly compute the integrals over $N$ and express them in terms of $N_0$ and $d$. Inserting the results into the self consistent equations (5) we obtain:

$$h = \sqrt{\frac{2}{\beta d}} \int Dz \left( \frac{e^{-N_0^2}}{\sqrt{\pi} \text{erfc}(-N_0)} + N_0 \right)$$

$$q_d = \frac{2}{\beta d} \int Dz \left( N_0 \frac{e^{-N_0^2}}{\sqrt{\pi} \text{erfc}(-N_0)} + (1/2 + N_0^2) \right)$$

$$q_0 = \frac{2}{\beta d} \int Dz \left( \frac{e^{-N_0^2}}{\sqrt{\pi} \text{erfc}(-N_0)} + N_0 \right)^2$$

As suggested by the numerical results, we assume that $h$, $q_0$ and $q_d$ tend to 0 in the limit of large $\mu$ and that $h$ goes to 0 more slowly than $1/\mu$. These assumptions will be checked for consistency at the end of the computation. If they hold the constant term in $N_0$ tends to minus infinity, while the factor that multiplies $z$ is small. Because of the Gaussian weight in $Dz$ (and as it can be checked numerically) only values of $z$ of order 1 contribute to the integral, so that the argument of the complementary error function is large and we can use the asymptotic expansion:

$$\text{erfc}(x) = \frac{e^{-x^2}}{\sqrt{\pi} x} \sum_{n=0}^{\infty} (-1)^n \frac{(2n-1)!!}{(2x^2)^n}$$

$$\frac{e^{-N_0^2}}{\sqrt{\pi} \text{erfc}(-N_0)} = -N_0 - \frac{1}{2N_0} + \frac{1}{2N_0^3} + O(1/N_0^5)$$

Inserting the first non vanishing term of this expansion into the equation for $h$ we obtain an integrand with only fundamental functions of $z$:

$$h \approx -\sqrt{\frac{2}{\beta d}} \int Dz \frac{1}{2N_0} = \frac{1}{\beta} \int dz \frac{e^{-z^2}}{\sqrt{2\pi} \mu h - k - z\sigma \sqrt{q_0}}$$
The integral has now a divergence in $z = -(\mu h - k)/(\sigma \sqrt{q_0})$ that was not present in the original expression and that is due to the failing of the asymptotic expansion for $N_0 \sim 0$. Remembering that we expect the main contribution to the integral to be given by $z \sim O(1)$ and that $\mu h - k \gg \sigma \sqrt{q_0}$, we expand

$$h \approx \frac{1}{\beta} \int dz \frac{e^{-z^2}}{\sqrt{2\pi}} \frac{1}{\mu h - k - z \sigma \sqrt{q_0}} \approx \frac{1}{\beta} \int dz \frac{e^{-z^2}}{\sqrt{2\pi}} \left( \frac{1}{\mu h - k} - \frac{\sigma \sqrt{q_0} z}{(\mu h - k)^2} + \ldots \right)$$

(C7)

The integrals in $z$ are now immediate; considering only the dominant order we obtain a simple equation for $h$:

$$h \approx \frac{1}{\beta (\mu h - k)}$$

(C8)

Similarly,

$$q_0 \approx \frac{2}{\beta d} \int Dz \frac{1}{4c^2} \approx \frac{1}{\beta^2 (\mu h - k)^2} = h^2$$

$$q_d \approx \frac{2}{\beta d} \int Dz \frac{1}{2c^2} \approx \frac{2}{\beta^2 (\mu h - k)^2} = 2h^2$$

(C9)

Solving the second order equation for $h$, expanding the solution at the dominant order in $1/\mu$ and plugging it into the equations for $q_0$ and $q_d$, we get the closed form results:

$$h \approx \frac{k + \sqrt{k^2 + 4\mu/\beta}}{2\mu} \approx \frac{1}{\sqrt{\beta \mu}}$$

$$q_0 \approx \frac{1}{\beta \mu}$$

$$q_d \approx \frac{2}{\beta \mu}$$

(C10)

In the last expansion for $h$ we have neglected higher powers of $\sqrt{\frac{k^2 \beta}{\mu}}$, therefore we expect the results to be correct only when $\mu \gg \beta$.

1. Replicon eigenvalue

We can compute the replicon eigenvalue:

$$\lambda = (\beta \sigma)^2 \left( 1 - (\beta \sigma)^2 (\langle N^2 \rangle - \langle N \rangle^2)^2 \right)$$

(C11)

The quantity under overbar can be computed in a similar way to what was done in the previous section, giving:

$$\langle (N^2) - \langle N \rangle^2 \rangle^2 \approx \frac{4}{(\beta d)^2} \int Dz \left\{ \frac{1}{2} - N_0 e^{-N_0^2} \right\}^2 \approx \frac{1}{4(\beta db)^2} = h^4 = \frac{1}{\beta^2 \mu^2}$$

(C12)

We thus obtain:

$$\lambda = (\beta \sigma)^2 \left( 1 - \frac{\sigma^2}{\mu^2} \right) > 0$$

(C13)
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