Quantifying nonlocality: how outperforming local quantum codes is expensive
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Quantum low-density parity-check (LDPC) codes are a promising avenue to reduce the cost of constructing scalable quantum circuits. However, it is unclear how to implement these codes in practice. Seminal results of Bravyi & Terhal, and Bravyi, Poulin & Terhal have shown that quantum LDPC codes implemented through local interactions obey restrictions on their dimension $k$ and distance $d$. Here we address the complementary question of how many long-range interactions are required to implement a quantum LDPC code with parameters $k$ and $d$. In particular, in 2D we show that a quantum LDPC code with distance $d \propto n^{1/2+\epsilon}$ requires $\Omega(n^{1/2+\epsilon})$ interactions of length $\bar{O}(n^{\epsilon})$. Further a code satisfying $k \propto n$ with distance $d \propto n^{\epsilon}$ requires $\Omega(n)$ interactions of length $\bar{O}(n^{n/2})$. Our results are derived using bounds on quantum codes from graph metrics. As an application of these results, we consider a model called a stacked architecture, which has previously been considered as a potential way to implement quantum LDPC codes. In this model, although most interactions are local, a few of them are allowed to be very long. We prove that limited long-range connectivity implies quantitative bounds on the distance and code dimension.

I. INTRODUCTION

Finding ways to battle decoherence is among the foremost challenges on the path to implementing fault-tolerant quantum circuits. Quantum error correcting codes can address this issue, and their efficacy is guaranteed by the quantum threshold theorem [1–4]. The code we choose to use will be tailored to the advantages and disadvantages of the physical architecture on which it is implemented. For instance, we might consider how many qubits we can measure jointly; how far apart qubits involved in such measurements need to be located; or how many supplementary qubits will be needed to implement a particular algorithm fault tolerantly [5, 6]. We will want the choice of code to be efficient and respect the limitations of our architecture. Consequently, there is a strong interest in understanding how physical constraints on a system can impede the efficiency of a quantum code.

Formally, a quantum error correcting code $C$ on $n$ qubits is the common $+1$ eigenspace of a set of independent commuting $n$-qubit Pauli operators $\{S_1, \ldots, S_m\}$, referred to as stabilizers,

$$C = \{ |\psi\rangle : S_i |\psi\rangle = |\psi\rangle \ \forall i \in \{1, \ldots, m\} \} .$$

Measuring the stabilizers yields information required to detect and correct errors. For ease of implementation, we may stipulate that these measurements be local i.e. that the qubits involved in a stabilizer be contained within a ball of constant radius. Let $k = \log_2 \dim C$ denote the number of encoded qubits [7]; we aim to encode as many qubits as possible with a limited number of available physical qubits. Furthermore, let $d$ denote the distance; it is a measure of the number of physical qubits that need to be corrupted to irreparably damage encoded information. Seminal works of Bravyi & Terhal, and Bravyi, Poulin & Terhal [8, 9] demonstrated that there are sharp tradeoffs between $k$ and $d$ for all local codes. As a result, locality limits our ability to reduce the resource cost of implementing scalable quantum circuits. This naturally raises the following question—Question 1: to construct an error correcting code with dimension $k$ and distance $d$, how much nonlocality is needed to implement it? How do we even quantify this seemingly nebulous notion of nonlocality?

Expanding our attention beyond local quantum codes is a worthwhile endeavor as certain architectures support interactions between arbitrary qubits. Prominent examples are silicon-based architectures with photon-mediated interactions which encode qubits into the spin states of silicon [10], or photonic architectures where the qubits are directly encoded in the photons and therefore not localized [11]. Other architectures include atomic arrays [12], where atoms are laid out along a single line, but long-range interactions can be used to simulate higher dimensions. Ion trap architectures that support all-to-all connectivity in limited capacity has also been considered [13–15]. By dropping the restriction of locality, these architectures can circumvent the limitations of local codes. With this motivation, we consider quantum low-density parity-check (LDPC) codes, a class that subsumes all known topological codes [2, 16–18]. The study of these codes is motivated by several results showing that quantum LDPC
We highlight codes for which the length of the long-range interactions will also include the sufficient number of long-range interactions to work. Our quantification of nonlocality, therefore, in addition to connections and significantly improve the performance of a local code. Any code that we consider will have to have quantifying nonlocality, we repeat an observation from [22]. It is not possible to add a limited number of long-range interactions of length \( n^{\alpha} \), where \( \alpha > 0 \), as these codes underpin the current proposals for low-overhead quantum computation. Our results state that to implement these codes in 2D, we require roughly \( n \) interactions of length \( n^{\alpha/2} \). Therefore implementing these codes will require an architecture able to deal with a significant amount of nonlocality. Although not known to exist, our results are also of interest for good codes i.e. constant-rate codes for which \( \alpha = 1 \). If such codes exist, then they seem to make optimal use of long-range connectivity. This is because in two dimensions the maximum distance between any two points on an \( L \times L \) grid is proportional to \( L \propto \sqrt{n} \), which would saturate our bound. Finally, our results suggest that it is expensive to outperform the distance of a local code. For example, in 2D, Bravyi & Terhal proved that local codes cannot do better than \( d \propto n^{1/2} \); we show that any code satisfying \( d \propto n^{1/2+\epsilon} \) will require a growing number of long-range interactions. Together, these results suggest that architectures limited to local interactions can only implement topological codes at best.

Next, as a model for implementations, we consider what we refer to as a stacked layout [23]. This model is inspired by the schematic for a concatenated code shown in Fig. 1. In the stacked model, qubits are placed on the vertices of a 2-dimensional grid. The measurements required to define the code are partitioned into multiple layers as visualized in Fig. 1. Each layer of the stack represents stabilizers of a given interaction radius. The interaction range increases as we move up the layers of the stack while the number of stabilizers decreases. The majority of stabilizers in this model are in the lower layers. Therefore any code implemented by a stack is mostly local. For this reason, this model has been considered a potential route to implement LDPC codes. However, such an architecture cannot implement arbitrary quantum LDPC codes. We show that 2-dimensional stacked layouts are limited. The distance is bounded by \( d = O(n^{2/3}) \) and the dimension-distance tradeoff is \( k^3d^4 = O(n^5) \). This is presented in Section IV. This shows that there are strong limitations to such models; however, it does not prevent implementations of constant-rate codes with distance scaling as \( \sqrt{n} \). Therefore, it may be possible to implement hypergraph product codes [24].

II. BACKGROUND AND INTUITION

An \( [n, k, d] \) quantum code \( C \) is a \( 2^k \)-dimensional subspace of the complex Euclidean space \( \mathbb{C}^n \) associated with \( n \) qubits. The distance \( d \) is the minimum number of qubits that are acted on nontrivially by a unitary operation to map one element of \( C \) to another. The codespace is specified as the joint +1-eigenspace of a set of commuting Pauli operators \( S \subset \{I, X, Y, Z\}^{\otimes n} \) called the stabilizer group. Suppose the group is generated by some elements \( \{S_i\}_{i=1}^{n-k} \). The code is said to be a low-density parity-check (LDPC) code if each generator only acts on a constant number of qubits, and each qubit is only involved in a constant number of generators.
We represent a quantum code $C$ on $n$ qubits using a connectivity graph $G = G(C) = (V, E)$. Each vertex $v \in V$ of $G$ corresponds to a qubit of $C$ and two vertices share an edge $e \in E$ if both qubits participate in the same measurement $S_i$. We quantify the connectivity of $G$ using the notion of a graph separator. A separator $\text{sep}(G) \subseteq V$ is a subset of vertices which, if removed, would split $G$ into two subgraphs that are disconnected from each other. In other words, we may write the vertices of $G$ as a disjoint union $V = A \sqcup \text{sep}(G) \sqcup B$ such that there are no edges between $A$ and $B$. Furthermore, we require that $|A|, |B| \leq 2n/3 = 2|V|/3$.

We define the separation profile $s_G : \mathbb{N} \to \mathbb{N}$ of a graph $G$ to be $s_G(r) = \max_{H \subseteq G, |H| \leq r} |\text{sep}(H)|$. When we consider a family $\mathcal{G} = \{G_n\}_n$, we write $s_n$ the separation profile of $G_n$. In the following sections, we will assume that $s_n(r) > 0$, or equivalently that the code is not trivial. Of particular interest are families of expander graphs which we will return to later. These graphs are very well connected; the separator for a family of expander graphs scales in proportion to the size of the graph, i.e. $s_n \propto n$.

In [22], we showed that there is an intimate relationship between the properties of a quantum code and the corresponding connectivity graph. The connectivity here is quantified by the size of the separator. Our result, stated formally below in Lemma 2, has two parts to it. First, the size of the separator bounds the distance of the code. Next, the smaller the separator, the sharper the tradeoff between code parameters $k$ and $d$. In its general form, the bound is stated in terms of the following quantities.

**Definition 1.** Let $\mathcal{C} = \{C_n\}_n$ be a family of $[[n, k(n), d(n)]]$ quantum LDPC codes with nontrivial connectivity graphs $\mathcal{G} = \{G_n\}_n$ with associated separation profiles $\{s_n\}_n$. Consider the quantity $c_n(r) \equiv \log_c(s_n(r))$. For each $G_n \in \mathcal{G}$, define the quantities $c_{\text{max}}(n)$ and $r_0(n)$ as

$$c_{\text{max}}(n) = \max_{r \in [d, n]} c_n(r) \quad r_0(n) = \arg \max_{r \in [d, n]} c_n(r).$$

The quantity $c_{\text{max}}$ measures how tightly the graph is connected by considering subgraphs of whose size lies in the interval $[d, n]$. Consider fig. 2 which shows a connectivity graph $G$ and subgraphs $H_0 \subseteq H_1 \subseteq G$. Any subgraph $H_0$ such that $|H_0| = d$ may itself be tightly connected. However, as we increase the size of the subgraph to $H_1$ and to $G$, the graphs may be easy to separate. As an example, consider a connectivity graph $G$ which corresponds to a set of $n^{1-\alpha}$ disconnected expander graphs as shown in fig. 2 (b). Each subgraph has size $n^\alpha$, and so $G$ has $n$ vertices in total. Suppose it was known that $d = O(n^\alpha)$. If we consider small enough subgraphs, i.e. of size lesser than $n^\alpha$, then there exist subgraphs with large separators. However, if we let $r = n^\alpha$, the largest separator corresponds to any subgraph $H_1$ and therefore $c_{\text{max}} = 1$. This sort of connectivity graph might show up naturally for example in Gottesman’s construction of a fault-tolerant quantum circuit using LDPC codes [19]. We say more about this construction following Theorem 4.

For the sake of readability, we will simply write $k \equiv k(n)$ and $d \equiv d(n)$. Note that there exists a subgraph $H \subseteq G_n$ such that $d \leq |H| \leq n$ and $|\text{sep}(H)| = |H|^{c_{\text{max}}}$. We also note that for all $r$, we have that $s_n(r) \leq r^{c_{\text{max}}(n)}$. Further one can note that $|\text{sep}(G)| \leq |V|/3$ for any graph $G$, as any set $S$ of size $|V|/3$ always induces a set $A = \emptyset$, and $B = V \setminus S$, such that $|A|, |B| \leq 2|V|/3$. Therefore we always have $c_{\text{max}}(n) \leq \log_n(1/3) + 1 < 1$.

These quantities allow us to express the bounds on codes given the connectivity graph representation as presented in [22].

**Lemma 2** (Generalized bounds on codes). Let $\mathcal{C} = \{C_n\}$ be a family of $[[n, k, d]]$ quantum LDPC codes with...
nontrivial connectivity graphs $G = \{G_n\}_n$. Let $c_{\max}(n)$ and $r_0(n)$ be defined as above, then
\[
d = O(s_n(n)), \quad k = O(d^{2(c_{\max}(n) - 1)n \log(n)^2}).
\]
Further, if we have $c_{\max}(n) \leq c_0$ for a constant $c_0 \in (0, 1)$, then
\[
k = O(d^{2(c_{\max}(n) - 1)n}).
\]
For an in-depth discussion of this lemma, including the proof, we point the interested reader to [22].

III. EMBEDDING CODES IN $D$-DIMENSIONS

In this section, we consider how to embed quantum LDPC codes in $\mathbb{R}^D$. This section is inspired by results from metric geometry that consider the distortion of expander graphs embedded in $\mathbb{R}^D$. Here we show that a class of graphs called $\varepsilon$-expanders are difficult to embed. As a consequence, we show that constant-rate quantum codes require a growing number of long-range interactions between qubits.

**Definition 3.** For a graph $G = (V, E)$, a map $\eta : V \to \mathbb{R}^D$ is called an embedding. Further, $\eta$ is a $\theta$-embedding if it satisfies the following condition for all pairs of distinct vertices $u, v \in V$,
\[
|\eta(u) - \eta(v)| \geq \theta.
\]
We use $|.,.| : \mathbb{R}^D \to \mathbb{R}$ to denote the standard Euclidean metric.

For example, if we were to embed qubits in a 2-dimensional grid with the points unit distance apart, we would let $\theta = 1$. In the following sections, we will frequently refer to the length of an edge. We mean that any embedding $\eta_\theta$ naturally endows an edge $(u, v)$ with a length. Equivalently, the length of an edge $(u, v)$ is $|\eta_\theta(u) - \eta_\theta(v)|$.

**Theorem 4 (Main).** Let $C = \{C_n\}$ be a family of $[n, k, d]$ quantum LDPC codes Further suppose $C$ is associated with the nontrivial connectivity graphs $G = \{G_n = (V_n, E_n)\}_n$. For any $\theta$-embedding $\eta_\theta : V_n \to \mathbb{R}^D$, there exists some $\beta, n_0$ such that for code sizes $n > n_0$, and any $\alpha \in (0, 1)$, the following propositions hold:

1. $\eta_\theta$ induces $\Omega(d)$ edges of length $\tilde{\Omega}(\frac{d}{n^{1/2+\varepsilon}})$.
2. $\eta_\theta$ induces $\tilde{\Omega}\left(\sqrt{\frac{k}{n}d^{1/D}}\right)$ edges of length $\tilde{\Omega}\left(\sqrt{\frac{k}{n}d^{1/D}}\right)$.
3. If $kd^{1/D} \geq \beta n \log(n)^2/(1-\alpha)$, then $\eta_\theta$ induces at least $\tilde{\Omega}\left(\sqrt{\frac{(1-\alpha)k}{n}}\log(n)^2\right)$ edges of length $\tilde{\Omega}\left(\sqrt{\frac{(1-\alpha)k}{n}}d^{1/D}\right)$.

The proof is presented in Section III.C and Sections III.A and III.B establish the tools required. We first present a short discussion of the theorem.

**Discussion:**

As a reminder, an edge of length $l$ implies that there exist a stabilizer measurement involving at least two qubits which are embedded at a distance at least $l$ from each other. We say that such stabilizer has range at least $l$. If an embedding induces $m$ edges of length $l$, then, since the codes we consider are LDPC, there exist at least $\Theta(m)$ stabilizers of range at least $l$.

1. We focus on the case $D = 2$. The first observation is that a code of distance $\Omega(n^{1/2+\varepsilon})$ will induce $\Omega(n^{1/2+\varepsilon})$ edges of length $\tilde{\Omega}(n^{\varepsilon})$ from Claim 1. This underlines how hard it is to break free of the natural restrictions space imposes on the distance: the case $\varepsilon = 0$ can be obtained readily using topological codes and only nearest neighbors interactions, but $\varepsilon > 0$ will require a significant amount of nonlocality. In particular, implementing a linear distance code will induce $\tilde{\Omega}(n)$ edges of length $\tilde{\Omega}(n^{1/2})$. In that particular case, the length of the edges are tight up to logarithmic factors, since any code can be implemented on a $\sqrt{n} \times \sqrt{n}$ square lattice.
such that all qubits are at a distance at most \( O(n^{1/2}) \) from each other. In \( D \) dimensions, this result can also be seen as a more general version of the Bravyi-Terhal claim [8]—if the code is local, then the longest edges of its connectivity graph have length \( O(1) \), and applying Claim 1 implies that \( d = \tilde{O}(n^{(D-1)/D}) \).

2. Similarly, our results yield nontrivial bounds on codes with constant rate. First, consider the case with \( k \ll n \) and \( d \propto 1 \). Such a code can be achieved using \( \Theta(n) \) disjoint patches of a 2D topological code, and this implementation requires zero nonlocal interactions. However, Claim 3 shows that escaping from this constant distance is challenging. For example, achieving \( d \propto n^\alpha \) requires \( \tilde{O}(n) \) interactions of length \( \tilde{O}(n^{\alpha/2}) \): quite a dramatic change. Similarly as in the previous point, Claim 2 & 3 can be read as a weaker and more general version of BPT: if the size of the interactions are in \( O(1) \), then \( kd = \tilde{O}(n) \).

3. If good codes exist — codes for which \( k, d \propto n \) — then they seem to make optimal use of nonlocality, as they almost saturate Claim 3. For example, we could implement \( n^{1-\alpha} \) disjoint blocks of good codes, each with size \( n^\alpha \). Then we have \( k \propto n, d \propto n^\alpha \), and at most \( O(n) \) edges of length \( n^{\alpha/2} \), which minimizes the bound as discussed in the previous point. This suggests that if good quantum codes were to exist, they will likely be essential in decreasing the experimental cost of quantum error correction.

4. As previously mentioned, there is a notable gap between BPT and our results: \( kd^2 = O(n) \) in the first case, and \( kd = \tilde{O}(n) \) in the second. It is then worth asking if we can close the gap between these bound. Can Claim 2 & 3 be sharpened to yield a nontrivial bound on codes satisfying \( kd^2/\tilde{O}(D-1) = \tilde{O}(n) \)? This question does not seem to be trivial to us. Suppose we naively substitute \( \sqrt{k/d}/D \) by \( \sqrt{k/d}/\tilde{O}(D-1) \) such that \( O(1) \) interactions imply \( kd^2 = \tilde{O}(n) \). Then, in 2D, for any distance larger than \( n^{1/2+\varepsilon} \) and constant rate, we get some edges that are larger than \( n^{1/2+\varepsilon} \). However, this is impossible: we can always place the qubits in a \( \sqrt{n} \times \sqrt{n} \) square with edges of length \( O(\sqrt{n}) \). This seems to imply that if that substitution worked, there exists no constant-rate quantum LDPC code with a distance larger than \( \sqrt{n} \), which would be surprising.

5. We conjecture that the \( \log(n) \) factors in the length of the edges is suboptimal. In other words, we believe that \( \tilde{\Omega} \) is just \( \Omega \). We are, however, unable to prove this with our techniques.

6. What do these results mean for fault-tolerant quantum computation? To be concrete, consider Gottesman’s construction [19]. It allows us to use any LDPC code of rate \( R \); we partition the \( k \) logical qubits we wish to process into several blocks, each of which is encoded with an LDPC code. Each block has size proportional to \( k/(R \poly \log(k)) \). If we were to use a hypergraph product code class in this construction, then such codes can achieve a constant rate and a distance that scales as the square root of the total number of qubits. How difficult would it be to embed this construction in two dimensions? It would require a constant fraction of vertices that are connected to edges of length \( \Omega((k/R \poly \log(k))^{1/2}) \). In this sense, Gottesman’s construction does not require edges as long as would be needed if computation were performed on a single block of LDPC code [25].

### A. \( \varepsilon \)-expansion and \( D \)-dimensional embeddings

In the previous section, we considered graph families \( \mathcal{G} \) with separation profiles \( \{s_n\}_n \). However, separability is not directly amenable to discussions of embeddings. We find it useful to work with a slightly different notion of graph connectivity called \( \varepsilon \)-expansion. We show that if a graph is an \( \varepsilon \)-expander, then every embedding \( \eta_\theta \) that embeds the graph in \( D \) dimensions will induce roughly \( n\varepsilon \) edges of length roughly \( n^{1/D}\varepsilon \) (up to log factors). To make the connections explicit, we begin by restricting our attention to individual graphs. We then extend these results to graph families.

As intuition for this subsection, we note that we cannot arbitrarily embed any graph on a grid and always expect the embedding to preserve the lengths of edges. The extent to which these lengths change is captured by what we define as the stretch. If the stretch is large, this implies that there exists an edge in the embedding spanning a large distance. As the vertices in the connectivity graph represent qubits, a long edge means that two qubits that are far from each other are involved in the same measurement.

**Definition 5.** For an embedding \( \eta_\theta : V \rightarrow \mathbb{R}^D \), we define the stretch \( \text{stretch}(\eta_\theta) \) as the longest induced distance between any two neighboring vertices.

\[
\text{stretch}(\eta_\theta) = \max_{(u,v) \in E} |\eta_\theta(u) - \eta_\theta(v)|.
\]
The stretch is just the longest length of an edge \((u, v) \in E\) under the embedding \(\eta_\theta\). It can be used to upper bound the distance between two qubits in the physical space \(\mathbb{R}^D\). This quantity is inspired by and related to the distortion of an embedding [26]. However, to avoid confusion, we have given this quantity a different name. The first difference is that we are evaluating this quantity only over the edges of the graph. Second, we disregard the amount by which the distances between points may be contracted. This is all that matters for our purposes. The distortion itself is the product of what we call the stretch evaluated for any two vertices and what might be called the contraction: the extent to which the distance between points has been shrunk.

**Definition 6** (\(\varepsilon\)-vertex-expansion). Consider a graph \(G = (V, E)\) on \(n\) vertices. For \(A \subseteq V\), let \(\partial A\) be the number of vertices of \(V \setminus A\) that are connected to \(A\), i.e.
\[
\partial A = \{ v \in V \setminus A : \exists u \in A, (u, v) \in E \}.
\]

We say \(G\) is an \(\varepsilon\)-expander, \(\varepsilon \in [0, 1]\), if
\[
\min_{A \subseteq V, |A| \leq |V|/2} \frac{|\partial A|}{|A|} \geq \varepsilon.
\]

Observe that \(\varepsilon \leq 1\) when \(n\) is even, because we can let \(|A| = |V|/2\), and \(\varepsilon \leq 1 + 2/(n - 1)\) when \(n\) is odd.

The proof that \(\varepsilon\)-expanders are difficult to embed will involve a packing argument. We first quantify how large the embedding of a graph will be under \(\eta_\theta\). The stretch implies an upper bound on how far two arbitrary vertices can be. This is captured by the following lemma.

**Lemma 7.** Let \(G = (V, E)\) and \(\eta_\theta : V \to \mathbb{R}^D\) be a \(\theta\)-embedding, then for all \(u, v \in V\)
\[
|\eta_\theta(u) - \eta_\theta(v)| \leq \text{stretch}(\eta_\theta)d_G(u, v).
\]

**Proof.** For any two \(u, v \in V\), let \(P(u, v) = \{u_0, u_1, u_2, ..., u_{d_G(u, v)}\}\) be the path of minimum length between \(u =: u_0\) and \(v =: u_{d_G(u, v)}\). By the triangle inequality, it follows that
\[
|\eta_\theta(u) - \eta_\theta(v)| \leq \sum_{i=0}^{d_G(u, v) - 1} |\eta_\theta(u_i) - \eta_\theta(u_{i+1})| \leq \text{stretch}(\eta_\theta)d_G(u, v).
\]

This concludes the proof. \(\blacksquare\)

The maximum distance between any two vertices is called the diameter \(\text{diam}(G)\) of a graph \(G\),
\[
\text{diam}(G) = \max_{(u, v) \in E} d_G(u, v).
\]

**Claim 8.** Let \(G\) be an \(\varepsilon\)-expander of bounded degree. Then \(\text{diam}(G) = O(\log(n)/\varepsilon)\).

**Proof.** From the Handbook of Linear Algebra [27],
\[
\text{diam}(G) = O\left(\sqrt{\frac{\delta}{\lambda_2}} \log(n)\right).
\]

With \(\delta\) the maximum degree of the graph \(G\), and \(\lambda_2\) the second smallest eigenvalue of the Laplacian \(L(G)\). It can then be read from the Cheeger inequality [28] that \(\varepsilon \leq \sqrt{2\lambda_2}\). Hence the desired result. \(\blacksquare\)

Our next result states that a \(\theta\)-embedding of an \(\varepsilon\)-expander will necessarily have at least one long edge. The following packing argument shows that if we want to pack balls of radius \(\theta\) into a \(D\)-dimensional space, the entire graph will require a certain volume. In turn, this implies a lower bound on the stretch.

**Lemma 9.** Let \(G = (V, E)\) be an \(\varepsilon\)-expander, and \(\eta_\theta : V \to \mathbb{R}^D\) a \(\theta\)-embedding for \(\theta > 0\). Then \(\text{stretch}(\eta_\theta) = \Omega\left(\frac{n^{1/D}}{\log(n)}\right)\).
Proof. Let $B(x, r) \subset \mathbb{R}^D$ denote the ball with center $x$ and radius $r$.

As we have just seen from Lemma 7, we can assert that for all $u, v \in V$, that $|\eta_u(u) - \eta_u(v)| \leq \text{stretch}(\eta_u) \cdot \text{diam}(G)$.

Equivalently, for some $u \in V$ and any other $v \neq u \in V$, $\eta_u(v) \in B(\eta_u(u), \text{stretch}(\eta_u)\text{diam}(G))$: all the $n$ vertices are mapped to points contained in this ball.

On the other hand, the definition of $\eta_u$ implies that every $u \in V$ induces an empty ball $B(\eta_u(u), \theta)$ around $u$, i.e. for any $v \in V$, $u \neq v$, $\eta_u(v) \notin B(\eta_u(u), \theta)$.

This implies that the number of balls $B(\eta_u(v), \theta/2)$ contained in $B(\eta_u(u), \text{stretch}(\eta_u)\text{diam}(G))$ has to be at least equal to $n$. Letting $\text{vol}_D(B(x, r))$ denote the volume of the ball $B(x, r)$ in $\mathbb{R}^D$, we have

$$\text{vol}_D(B(\eta_u(u), \text{stretch}(\eta_u)\text{diam}(G))) \geq n \cdot \text{vol}_D\left(B\left(0, \frac{\theta}{2}\right)\right).$$

For fixed $D$, we have $\text{vol}_D(B(x, r)) = c_D r^D$, for a constant $c_D$ depending only on $D$. We also define $\text{vol}_D(B(0, \theta/2)) \equiv c_\theta$, with $c_\theta$ depending only on $\theta$ and $D$. Substituting this above, we get

$$c_D(\text{diam}(G)\text{stretch}(\eta_u))^D \geq c\alpha n \Rightarrow \text{stretch}(\eta_u) \geq \alpha_{\theta, D} \frac{n^{1/D}}{\text{diam}(G)}$$

for some constant $\alpha_{\theta, D}$ as desired. Finally, we note from Claim 8 that if $G$ is an $\varepsilon$-expander, then $\text{diam}(G) = O(\log(n) / \varepsilon)$. This concludes the proof.

This result proves that some qubits will require long-range connections. To prove Theorem 4, we will show that expansion is robust to the removal of a large number of edges.

**Lemma 10.** For any $\varepsilon$-expander graph $G$ on $n$ vertices, $|\text{sep}(G)| \geq \min\left(\frac{1}{2}n, \frac{1}{6}n\varepsilon\right)$.

**Proof.** Assume a separator $\text{sep}(G)$ inducing a partition $A \cup \text{sep}(G) \cup B$, such that $|\text{sep}(G)| \leq n/6$. If not, the bound is already true. Without loss of generality, suppose $|A| \leq |B|$. By definition, we have $|B| \leq 2n/3$, and thus $|A| + |\text{sep}(G)| = |V| - |B| \geq n/3$. From the upper bound on $|\text{sep}(G)|$, we have $|A| \geq n/6$. As $\partial A \subset \text{sep}(G)$, we have $|\text{sep}(G)| \geq |A|\varepsilon \geq \frac{1}{6}n\varepsilon$.

The traditional expander graph that corresponds to $\varepsilon$ being constant will always have the worst stretch. In other words, these are the hardest graphs to embed in $D$-dimensions. Therefore, for the sake of readability, we will hereafter assume that $\varepsilon \leq 1$, and $|\text{sep}(G)| \geq \frac{1}{6}n\varepsilon$.

It is possible to find a converse to Lemma 10.

**Lemma 11 (Lemma 12 from [29]).** Let $G$ be a graph on $n$ vertices and $\phi \in [0, 1]$. If $|\text{sep}(G)| \geq \phi n$, then there exists a subgraph $G' \subset G$ such that $|G'| \geq \frac{n}{2}$, and $G'$ is a $\frac{2\phi}{3}$-expander.

**Lemma 12.** Let $G$ be an $\varepsilon$-expander. It is possible to arbitrarily remove $\frac{1}{2\varepsilon^2}n\varepsilon$ edges such that the remaining graph $G'$ still contains a subgraph that is $\frac{1}{18}\varepsilon$-expander and of size $\Theta(n)$.

**Proof.** We start by noting that an $\varepsilon$-expander graph $G$ has no separator smaller than $\frac{1}{6}n\varepsilon$ from Lemma 10.

Let us then pick a constant $\alpha \in [0, 1)$, and we remove a subset $F \subset E$ of edges from $G$, such that $|F| = \frac{\alpha}{2}\frac{1}{6}n\varepsilon$. Then the subgraph $G' = (V, E \setminus F)$ we obtain has no separator smaller than $(1 - \alpha)\frac{1}{6}n\varepsilon$.

To convince ourselves of this proposition, let’s assume the contrary, and let $S' \subset V$ be a separator of $G'$ such that $|S'| < (1 - \alpha)\frac{1}{6}n\varepsilon$. The separator $S'$ can then be promoted to a separator of $G$ in the following manner. Consider the set $S_F$, the set of endpoints of the edges in $F$, then $S_F \cup S'$ is a separator of $G$. Indeed, one can go from $G'$ to $G$ by adding back the edges $F$. Therefore if $S'$ yields two disconnected partitions of $G'$, then so does $S_F \cup S'$.

We then have $S_F \cup S'$ a separator of $G$, and $|S_F \cup S'| \leq |S_F| + |S'| \leq 2|E'| + |S'| < \frac{1}{6}n\varepsilon$, which contradicts our assumption that $G$ has no separator smaller than $\frac{1}{6}n\varepsilon$. Therefore $G'$ has no separator smaller than $(1 - \alpha)\frac{1}{6}n\varepsilon$.

We can then use the fact that a graph with no small separator contains a large expander within. Since $G'$ has no separator smaller than $(1 - \alpha)\frac{1}{6}n\varepsilon$, then $G''$ has a subgraph $G''$ of size $n/2$, such that $G''$ is $(1 - \alpha)\frac{1}{6}\varepsilon$-expander from Lemma 11.
By fixing $\alpha = \frac{1}{2}$ we obtain the desired result. 

We can obtain a stronger version of Lemma 9: an expander graph has a large number of long edges for any embedding in a low dimension.

**Lemma 13.** Let $G$ be $\varepsilon$-expander, and $\eta_\theta : V \to \mathbb{R}^D$ a $\theta$-embedding. Then $\eta_\theta$ induces $\frac{1}{23}n\varepsilon$ edges of length $\Omega(n^{1/D}\varepsilon/\log(n))$.

**Proof.** We embed $G$ in $\mathbb{R}^D$ with $\eta$. We can then order the edges of $G$ by their length in decreasing order $\{e_1, ..., e_{|E|}\}$. By Lemma 12, we can remove the first $\frac{1}{23}n\varepsilon$ of these edges and the resulting graph still contains a subgraph $G''$ such that $|G''| = \Theta(n)$, and $G''$ is $\frac{1}{23}\varepsilon$-expander. And therefore, from Lemma 9, this subgraph still contains an edge $e$ of size $\Omega(n^{1/D}\varepsilon/\log(n))$. From our assumptions, the $\frac{1}{23}n\varepsilon$ edges we removed are all longer than $e$, and the desired result follows. }

\[\square\]

### B. $t$-density

We have seen in the previous section that separation and expansion are very closely related. We thus expect a result similar to Lemma 13 to hold for graphs with a large separation profile. A connection between separation profiles and $\theta$-embeddings would then be able to tell us something about the embeddings of quantum codes: by Lemma 2, a quantum code with good parameters needs its separation profile to be large. In order to lighten the notation, we will use the notion of $t$-dense graphs to describe large separation profiles.

**Definition 14.** A graph $G$ on $n$ vertices is said to be $t$-dense, $t \in \mathbb{N}$, if its separation profile $s_G$ satisfies $s_G(n) \geq t$.

This definition captures the notion of a graph that has some well-connected subgraph. It can readily be seen that if a graph is $t$-dense, then it contains a subgraph $H \subseteq G$ such that $H$ has no separator smaller than $t$, or equivalently, $|\text{sep}(H)| \geq t$. Otherwise, by definition its separation profile would satisfy $s(n) \leq t - 1$, which contradicts Definition 14.

We can then formalize the connection between separation profiles and expansion.

**Lemma 15.** Let $G$ be a graph on $n$ vertices such that $G$ is $t$-dense. Then there exists a subgraph $H' \subset G$ such that $|H'| \geq t/2$, and $H'$ is a $\frac{t}{3|H'|}$-expander.

**Proof.** As previously mentioned, there must exist a subgraph $H \subset G$ such that $|\text{sep}(H)| \geq t$. We can then pick $\varepsilon$ such that $\varepsilon|H| = t$, and verify that since $\text{sep}(H) \geq t$, $|\varepsilon| \geq \varepsilon|H|$. From Lemma 11, there exists a subgraph $H' \subset H$, such that $|H'| \geq \frac{|H|}{2}$, and $H'$ is $\frac{2}{3}\varepsilon$-expander. Since $H'$ is $\frac{2}{3}\varepsilon$-expander, i.e. $\frac{2}{3|H'|}$-expander, then it is also $\frac{1}{3|H'|}$-expander, as $\frac{1}{|H|} \geq \frac{1}{2|H'|}$. This holds due to the following observation: if $H'$ is an $\varepsilon$-expander, and $\varepsilon \geq \varepsilon'$, then it is also $\varepsilon'$-expander.

Finally note that since $|\text{sep}(H)| \geq t$ then $|H| \geq t$, which gives $|H'| \geq t/2$. 

\[\square\]

Since a $t$-dense graph induces a large expander subgraph, we expect this expander subgraph to induce a large number of long edges.

**Lemma 16.** Let $G$ be a graph on $n$ vertices such that $G$ is $t$-dense for some $t \in \mathbb{N}$. Then the $\theta$-embedding $\eta_\theta$ induces $\Omega(t)$ edges of length $\Omega\left(\frac{t}{\log(n)n^{1-1/\theta}}\right)$.

**Proof.** From Lemma 15, we know that there exists $H' \subset G$, such that $|H'| \geq t/2$, and $H'$ is a $\frac{t}{3|H'|}$-expander.

Further, from Lemma 13, in order to embed $H'$, we need at least $\frac{1}{24}t$ edges of length $\Omega\left(\frac{t}{|H'|^{1-1/\theta}\log(n)}\right)$.

The length of the edges increases as $|H'|$ decreases. It is always true that $|H'| \leq n$ which yields the desired result. 

\[\square\]
Interestingly, the smaller $|H'|$ is, the longer the edges are. For example, imagine a graph that is $\sqrt{n}$-dense. If $|H'| \propto \sqrt{n}$ then $H'$ is like an expander of size $\sqrt{n}$. On the other hand, if $|H'| = n$, then $H'$ might just be planar. In this way, the smaller graph of a fixed density, i.e. the expander, is harder to embed.

The contrapositive of Lemma 16 can be interpreted as a separator theorem for local graphs of bounded degree.

Finally, it only remains to show that a quantum code with good parameters has to possess some dense subgraphs.

**Lemma 17.** Let $C = \{ C_n \}$ be a family of $[n, k(n), d(n)]$ quantum LDPC codes with corresponding connectivity graphs $G = (G_n)_{n, n}$, and separation profiles $\{ s_n \}_n$. The quantities $c_{\text{max}}(n)$ and $r_0(n)$ are defined as in Definition 1. Then for any connectivity graph $G_n$ of $C_n \in G$, the following two statements simultaneously hold:

1. $G_n$ is $\Omega(d(n))$-dense
2. There exists $H_n \subseteq G_n$, such that $|H_n| \geq d(n)$, and $H_n$ is $|H_n|^{c_{\text{max}}(n)}$-dense.

**Proof.** First claim: from Lemma 2, we have $d(n) \in O(s_n(n))$, or equivalently, $s_n(n) \in \Omega(d(n))$. This implies that $G_n$ is $\Omega(d(n))$-dense.

Second claim: from the definition of $r_0$, there exists a subgraph $H_n \subseteq G_n$, with $|H_n| = r_0(n)$, such that $H_n$ is $r_0(n)^{c_{\text{max}}(n)}$-dense. By choice of the optimization parameter, $r_0 \in [d(n), n]$, and therefore $|H_n| \geq d(n)$.

C. **Proof of Theorem 4**

**Proof.** Claim 1: $\eta_0$ induces $\Omega(d(n))$ edges of length $\Omega \left( \frac{d(n)}{\log(n)n^{D+1/d(D)}} \right)$.

From Lemma 17, we know that $G_n$ is $\Omega(d(n))$-dense. Therefore, by Lemma 16, we know that embedding $G_n$ requires at least $\Omega(d(n))$ edges of length $\Omega \left( \frac{d(n)}{\log(n)n^{D+1/d(D)}} \right)$.

Claim 2: $\eta_0$ induces $\Omega \left( \sqrt{\frac{k(n)}{n\log(n)^2}} \frac{d(n)}{\log(n)} \right)$ edges of length $\Omega \left( \frac{d(n)}{\log(n)n^{D+1/d(D)}} \right)$ for $n \geq n_0$.

First, from Lemma 17, there exists $H_n \subseteq G_n$, such that $|H_n| \geq d(n)$, and $H_n$ is $|H_n|^{c_{\text{max}}(n)}$-dense. As we have shown before, a dense subgraph induces a large number of long edges: from Lemma 16, embedding $H_n$ requires $\Omega(|H_n|^{c_{\text{max}}(n)})$ edges of length $\Omega \left( \frac{|H_n|^{1/D+c_{\text{max}}(n)-1}}{\log(n)} \right)$. For these bounds to make sense, we now wish to lower bound $c_{\text{max}}(n)$.

This lower bound on $c_{\text{max}}$ can be obtained from Lemma 2. It states that there exist $n_0, \beta$, such that for all $n \geq n_0$, $k(n) \leq \beta d(n)^{2c_{\text{max}}(n)-1} n \log(n)^2$. Then assuming that $n \geq n_0$, we have $c_{\text{max}}(n) \geq \frac{\log(k(n)/\beta n \log(n)^2)}{2\log(d)} + 1$. Further note that if $k(n)d(n)^{2/D} \geq \beta n \log(n)^2$, it can then be verified that $c_{\text{max}}(n) \geq 1/D + c_{\text{max}}(n) - 1 \geq 0$. Since $|H_n| \geq d(n)$, then this implies that $|H_n|^{c_{\text{max}}(n)} \geq d(n)^{c_{\text{max}}(n)} \geq d(n)^{\log(k(n)/\beta n \log(n)^2)} + 1 = \sqrt{\frac{k(n)}{\beta n \log(n)^2}} \frac{d(n)^{1/D}}{\log(n)}$, and $|H_n|^{1/D+c_{\text{max}}(n)-1} \geq d(n)^{1/D+c_{\text{max}}(n)-1} \geq d(n)^{1/D+\frac{\log(k(n)/\beta n \log(n)^2)}{2\log(d)}} = \sqrt{\frac{k(n)}{\beta n \log(n)^2}} \frac{d(n)^{1/D}}{\log(n)}$.

Also note that if $k(n)d(n)^{2/D} \leq \beta n \log(n)^2$, the bounds on the number and length of the edges become trivial, but still apply.

Since embedding $G_n$ implies embedding $H_n$, the desired result follows.

Claim 3: If $k(n)d(n)^{2/D} \geq \beta n \log(n)^2/(1-\alpha)$, then $\eta_0$ induces at least $\Omega \left( \sqrt{\frac{(1-\alpha)k(n)}{\beta n \log(n)^2}} \frac{d(n)^{1/D}}{\log(n)} \right)$ edges of length $\Omega \left( \sqrt{\frac{(1-\alpha)k(n)}{\beta n \log(n)^2}} \frac{d(n)^{1/D}}{\log(n)} \right)$ for $n \geq n_0$.

In the proof of the previous claim, we have shown the existence of a subgraph $H_n$ such that $|H_n| \geq d(n)$ and $H_n$ is $|H_n|^{c_{\text{max}}(n)}$-dense. However, is $H_n$ the only dense subgraph whose existence we can prove? For a code to be good, is it sufficient to have only one dense subgraph? We will show that this is not the case.

For the sake of clarity, we will write $H_{n,1} \equiv H_n$ and $G_{n,1} \equiv G_n$. We will be interested in what happens to $G_{n,1}$ when we remove $H_{n,1}$.
To that end, we define $G_{n,2} = G_{n,1} \setminus H_{n,1}$, and we write $s_{n,2}(r)$ the separation profile of $G_{n,2}$. Similarly, we define $c_{\text{max},2}(n) = \max_{r \in [d(n), n]} \log_r(s_{n,2}(r))$.

The process of recursive separation of [22] aims to find a tripartition $A, B, C$ of the qubits such that $A$ and $B$ are correctable. When applied to $G_{n,2}$, we can then find such $A, B, C$. We can then subsume $H_{n,1}$ into $C$, which yield a tripartition $A, B, C \cup H_{n,1}$ of $G_{n,1}$ such that $A$ and $B$ are correctable. We then have $k \leq |C| + |H_{n,1}| \leq \beta n (2^{2(\max_{\text{max},2}(n)-1)n} \log(n) + |H_{n,1}|)$.

If $H_{n,1}$ is small, and $c_{\text{max},2}(n)$ is too, then $k$ is actually more restricted than Lemma 2 might suggest. Another way to put it is, if we want $k \propto n$, then either $H_{n,1} \propto n$ (as it induces a large number of long edges) or $c_{\text{max},2}(n)$ has to be close to 1, and therefore $H_{n,2}$ is also very dense. Since $H_{n,1} \cap H_{n,2} = \emptyset$, then embedding $G_{n,1}$ requires embedding both $H_{n,1}$ and $H_{n,2}$ individually. Equivalently, embedding $G_{n,1}$ requires embedding $\Omega(|H_{n,1}|^{c_{\text{max},1}(n)} + |H_{n,2}|^{c_{\text{max},2}(n)})$, instead of merely $\Omega(|H_{n,1}|^{c_{\text{max},1}(n)})$ edges.

We will extend these definitions to $G_{n,i}, H_{n,i}$ and $c_{\text{max},i}(n)$. At the $j$-th iteration the set $\{H_{n,i}\}_{i=1}^{j}$ induces $\Omega(\sum_{i=1}^{j} |H_{n,i}|^{c_{\text{max},i}(n)})$ edges, and $|H_{n,i}| \geq d$.

Using the above reasoning, we obtain at the $(j + 1)$-th iteration

$$k \leq d^{2(c_{\text{max},j+1}(n)-1)n} + \sum_{i=1}^{j} |H_{n,i}|.$$ (1)

Note that this peeling process might yield a stricter lower bound on $k$ only as long as $\sum_{i=1}^{j} |H_{n,i}|$ is of the order of $k$. We therefore consider the set of $\{H_{n,i}\}_{i=1}^{j+1}$ as the maximally large set such that $\sum_{i=1}^{j} |H_{n,i}| \leq \alpha k$, where $\alpha \in (0, 1)$ is some fixed constant as in the theorem statement.

As this set is maximally large, we cannot add any more elements; we have $\sum_{i=1}^{j+1} |H_{n,i}| > \alpha k$. The number of edges to implement is then lower bounded by $\Omega(\sum_{i=1}^{j+1} |H_{n,i}|^{c_{\text{max},i}(n)})$. Further we have from eq. (1) a lower bound on $c_{\text{max},i}(n)$

$$c_{\text{max},i}(n) \geq \frac{\log((k - \sum_{i=1}^{j} |H_{n,i}|)/\beta n \log(n)^2)}{2 \log(d)} + 1 \geq \frac{\log((1 - \alpha)k/\beta n \log(n)^2)}{2 \log(d)} + 1.$$ (2)

If $(k(n)d(n)^2/D \geq \beta n \log(n)^2/(1 - \alpha)$ then eq. (2) implies $c_{\text{max},i}(n) \geq 1 - 1/D \geq 0$. We therefore have

$$\sum_{i=1}^{j+1} |H_{n,i}|^{c_{\text{max},i}(n)} \geq \sum_{i=1}^{j+1} d^{\log_d(|H_{n,i}|) \log((1 - \alpha)k/\beta n \log(n)^2)/2 \log(d)} |H_{n,i}| \geq \sum_{i=1}^{j+1} \sqrt{(1 - \alpha)k/\beta n \log(n)^2} |H_{n,i}|.$$ (3)

Since $|H_{n,i}| \leq n$, then $\log_n(|H_{n,i}|) \leq 1$, and

$$\sum_{i=1}^{j+1} \sqrt{(1 - \alpha)k/\beta n \log(n)^2} |H_{n,i}| \geq \sqrt{(1 - \alpha)k/\beta n \log(n)^2} \sum_{i=1}^{j+1} |H_{n,i}| \geq \sqrt{(1 - \alpha)k/\beta n \log(n)^2} \alpha k.$$ (4)

The length of the edges is at least $\Omega(\min_{j \in [1,j+1]} |H_{n,i}|^{1/D + c_{\text{max},i}(n)-1}/\log(n))$. By assumption, we have $c_{\text{max},i}(n) \geq 1 - 1/D$, or $1/D + c_{\text{max},i}(n) - 1 \geq 0$. Further, since $|H_{n,i}| \geq d$, we then have $|H_{n,i}|^{1/D + c_{\text{max},i}(n) - 1} \geq d^{1/D + c_{\text{max},i}(n) - 1} \geq d^{1/D + c_{\text{max},i}(n) - 1} \geq d^{1/D + c_{\text{max},i}(n) - 1} \geq d^{1/D} \sqrt{(1 - \alpha)k/\beta n \log(n)^2}$, and the desired result follows.


IV. APPLICATION OF MAIN THEOREM TO THE STACKED MODEL

In this section, we return to Question 2 presented in the introduction: is it possible to implement a quantum LDPC code in 2 or 3 dimensions using mostly local stabilizers? We show that a particular model that has been proposed earlier, called the stacked architecture, provides strong evidence that the properties of such a code will be limited.

We begin by describing the model in more detail. Suppose we wished to design an error correcting code using a stacked layout in 2-dimensions. Consider the following proposal where qubits are laid out on a square grid of size \( n = 2^l m \times 2^l m \) as shown in fig. 1. In total, there are \( l_m \) layers in this stack, where the generators at level \( l \) act within a ball of radius \( r_l = 2^{l}/\sqrt{2} \). At the very top, we have a highly nonlocal stabilizer associated with a ball of radius \( r_{l_m} = 2^{l_m}/\sqrt{2} \). To be clear, while the stabilizer in the top-most layer has a radius of \( r_{l_m} \), it still only jointly measures some constant number of qubits, and each qubit is involved in a constant number of generators. The radius merely constrains where these qubits are allowed to be located. In the next layer we have 4 stabilizers but these stabilizers are each only supported within a ball of radius \( r_{l-1} = 2^{l-1}/\sqrt{2} \). This proceeds until we hit the very last layer—there are \( 4^{l_m-l} \) such generators in layer \( l \)—until we hit layer 0 which consists of stabilizers supported entirely within a ball of constant radius. It follows that the majority of the stabilizers are in the last layer or in other words, the majority of stabilizers are local with \( r = O(1) \) locality. A natural question then is whether the nonlocal checks are numerous enough to allow for good codes.

We present two ways of obtaining bounds on the performance of such codes. The first bound, presented in Section IV A is a direct application of Theorem 4 and is the tightest bound we could find. The second bound, presented in Section IV B uses a metric that measures the average edge length, as well as the higher-order moments, to bound the properties of the code. Although slightly weaker than the first bound, we present it as it may be applicable as a simple tool in other contexts.

A. A direct bound

A corollary of our results is that the average length of the interactions in the implementation of a code limits code properties. For example, a family of codes with linear distance requires \( \Omega(n) \) edges of length \( \Omega(n^{1/2}) \). If this system is sparse, then the average length is \( \tilde{\Omega}(n^{1/2}) \). Conversely, if the average length of the interactions is not \( \tilde{\Omega}(n^{1/2}) \), then the system cannot implement a family of linear-distance codes.

Extending this idea, we can use a direct edge-counting argument together with Theorem 4 to bound the distance, and obtain a tradeoff between \( k \) and \( d \).

**Corollary 18.** The stacked model satisfies \( d = n^{2/3} \log(n)^{2/3} \), and \( k^3 d^4 = O(n^5 \log(n)^4) \).

**Proof.** We assume that each generator acts on at most \( \delta_q \) qubits, and every qubit is contained in the support of at most \( \delta_q \) generators. Then each generator induces at most \( \delta_0 \equiv \binom{\delta_q}{2} \) edges, and the degree of the connectivity graph is upper bounded by \( (\delta_q - 1) \delta_q \).

Consider any set \( M \) of edges in the connectivity graph of the stacked model. Then we are interested in the smallest of these edges, \( e_l \), which lives in a layer \( l \). Necessarily, all the other edges in \( M \) live in the layers \([l, l_m]\), so \( M \) is smaller than the number of edges living in the layers \([l, l_m]\). Further, each layer \( l \) contains at most \( 4^{l_m-l} \) generators, and therefore induces at most \( \delta_q 4^{l_m-l} \) edges. We therefore have

\[
|M| \leq \sum_{l}^{l_m} \delta_q 4^{l_m-l} \quad \Rightarrow \quad l_l \leq l_m - \log_4(|M|) + \alpha_0 ,
\]

for some constant \( \alpha_0 \) depending on \( \delta_0 \).

Recall from Theorem 4, Claim 1, that any embedding \( \eta_0 \) induces a set of \( \Omega(d) \) edges of length \( \Omega(\frac{d}{n^{1/2} \log(n)}) \) in 2-dimensions. We let \( M \) correspond to this set, and therefore, \( |M| = \Omega(d) \), or equivalently \( \log_4(|M|) = \log_4(d) + \Omega(1) \).

Also, since \( e_l \) is in \( M \), we have \( |e_l| = \Omega\left(\frac{d}{n^{1/2} \log(n)}\right) \). Furthermore, by choice of \( e_l \), it has length at most \( 2^{l_l}/\sqrt{2} \).
We then have
\[ 2^{l_m - (\log_4(d) + \Omega(1)) + \alpha_0} = 2^{l_m - \log_4(|M|) + \alpha_0} \geq 2^{l_t} = \Omega(|e_t|) = \Omega\left(\frac{d}{n^{1/2} \log(n)}\right), \]
where \(|e_t|\) denotes the length of the edge \(e_t\). Equivalently \(d = O(n^{2/3} \log(n)^{2/3})\).

Applying a similar analysis to the \(k-d\) tradeoff from Theorem 4, Claim 2, we obtain
\[ k^3 d^4 = O(n^5 \log(n)^4). \]

■

The distance bound immediately implies that this limited amount of nonlocality only yields a limited amount of leeway. A 2-dimensional local code, with this limited nonlocality, is constrained like a 3-dimensional local code. We do not know if this bound can be saturated, but it does not readily forbid the implementation of constant rate codes, with \(d \propto \sqrt{n}\).

### B. A crude measure of nonlocality

In this section, we provide an alternate way to obtain (almost) the same bound as above. We do so by proposing a crude measure of nonlocality which measures the average edge length of the connectivity graph and higher-order moments of the lengths of the edges. We hope that this will be more broadly applicable as a quick-and-dirty tool when studying other implementations.

We begin with a metric which measures the length of an edge as given by a particular embedding.

**Definition 19.** Let \(C\) be an \([n, k, d]\) code with connectivity graph \(G = (V, E)\). Let \(\eta_\theta : V \to \mathbb{R}^D\) be an embedding. We define the nonlocality metric \(\mu : E \to \mathbb{N}\) such that \(\mu\) measures the length of an edge \(e\) according to the embedding \(\eta_\theta\). Equivalently,
\[ \forall e = (u, v) \in E, \mu(e) = |\eta_\theta(u) - \eta_\theta(v)|. \]

We then define the \(p\)-th order of nonlocality as the \(p\)-th moment of the measure \(\mu\).

**Definition 20.** The \(p\)-th order of nonlocality, \(p \in \mathbb{R}^+\), for a system with nonlocality metric \(\mu\) is defined as
\[ \Delta_p = \sum_{e \in E} \mu(e)^p. \]

From Theorem 4, we know that there have to be a minimum number of edges of a certain length. This allows us to derive lower bounds on \(\Delta_p\).

**Corollary 21.** For a LDPC code \(C\) with parameters \([n, k, d]\), we have
1. \(\Delta_p = \Omega\left(\frac{d^{p+1}}{n^{p(D-1)/D^2} \log(n)^p}\right); \) and
2. \(\Delta_p = \Omega\left(\left(\frac{d}{n}\right)^{(1+p)/2} \frac{d^{p+1}/D}{\log(n)^p}\right). \)

**Proof.** First note that from Claim 1 in Theorem 4 there exist \(\beta \in \Omega\left(\frac{d}{n^{1+(D-1)/D^2} \log(n)}\right), \) and \(\gamma \in \Omega(d)\) such that there are at least \(\gamma\) edges whose length is greater than \(\beta\). We have
\[ \Delta_p = \sum_{e \in E} \mu(e)^p \geq \sum_{e \in E; \mu(e) \geq \beta} \mu(e)^p \geq \beta^p \sum_{e \in E; \mu(e) \geq \beta} 1 \geq \beta^p \gamma = \Omega\left(\frac{d^{p+1}}{n^{p(D-1)/D^2} \log(n)^p}\right). \]
The second claim follows similarly from Theorem 4, claim 2.

The next result focuses on the second moment. It allows us to show the following distance and rate-distance tradeoffs.

**Corollary 22.** Let \( C \) be any \([n,k,d]\) code that is implement via the stacked architecture as described above. The embedding map \( \eta_\theta \) is therefore implicit, where \( \theta = 1 \). The code \( C \) satisfies \( d = O(n^{2/3}\log(n)) \), and \( k^3d^4 = O(n^5\log(n)^6) \).

**Proof.** There are \( 4^{l_m-l} \) generators at level \( l \). In the connectivity graph, each generator induces at most \( \binom{d}{2} \equiv \delta_0 \) interactions of length \( 2r_l = 2 \cdot 2^l/\sqrt{2} = \sqrt{2} \cdot 2^l \). Then we have

\[
\Delta_p \leq \sum_{l=0}^{l_m} \delta_0 4^{l_m-l}(2r_l)^p = 2^{p/2} \delta_0 \sum_{l=0}^{l_m} 4^{l_m-l} \cdot 2^{lp} = 2^{p/2} \delta_0 4^{l_m} \sum_{l=0}^{l_m} 2^{(p-2)l}.
\]

This expression has then different closed forms, depending on the value of \( p \). The optimum bound occurs at \( p = 2 \), then \( \Delta_p = O(n\log(n)) \). Using Corollary 21, we have

\[
d = O(n^{2/3}\log(n)) \quad k^3d^4 = O(n^5\log(n)^6).
\]

This concludes the proof. 

The latter bound is weaker than that presented in Section IV A by polylogarithmic factors. However, it is somewhat simpler in that it did not rely on the ordering of edge lengths.

**Discussion:**

1. We find that most known quantum LDPC codes do not violate these bounds. Hypergraph product codes (with \( k = \Theta(n) \) and \( d = \Theta(\sqrt{n}) \)) [24], codes based on high-dimensional expanders (with \( k = \Theta(\sqrt{n}) \) and \( d = \Theta(\sqrt{n}) \)) [30, 31], 2D hyperbolic codes (with \( k = \Theta(n) \) and \( d = O(\log(n)) \)) [32, 33], 4D hyperbolic codes (with \( k = \Theta(n) \) and \( d = O(n^\varepsilon) \) for \( \varepsilon < 0.3 \)) [34–36], fiber bundle codes (with \( k = \Theta(n^{3/5}) \) and \( d = \Theta(n^{3/5}) \)) [37] or balanced-product codes (with \( k = \Theta(n^{4/5}) \) and \( d = \Theta(n^{3/5}) \)) [38] do not violate either the distance bound or the \( k-d \) tradeoff. Indeed all of these codes have a distance that scales as \( o(n^{2/3}) \). Of these codes, the only constant-rate codes are hypergraph product codes and hyperbolic codes.

   It is still not clear whether these codes can be implemented via a stacked architecture, but our techniques do not rule out this possibility. It would be interesting to find an explicit layout of a hypergraph product code, the best constant-rate codes, in two dimensions which can be implemented using such a model.

2. On the other hand, the Panteleev-Kalachev codes [39] achieve distance \( \Theta(n/\log(n)) \); these codes clearly violate the distance bound. In general, their codes achieve \( d = \Theta(n^{1-\varepsilon}/\log(n)) \) and \( k = \Theta(n^\alpha \log(n)) \). These are not ruled out by the above bounds when \( \alpha \in (2/3,1) \). We also note that although codes of distance \( d = \Theta(n) \) are not known to exist, these cannot be implemented using a stacked architecture.

**V. CONCLUSIONS**

We considered the question of how much nonlocality is needed to implement quantum LDPC codes. In our results, this question is addressed by lower bounding the number of long-range connections between qubits, and their length. In particular, in 2D we show that a quantum LDPC code with distance \( d \propto n^{1/2+\varepsilon} \) requires \( \Omega(n^{1/2+\varepsilon}) \) interactions of length \( \Omega(n^{\varepsilon}) \). We also focus on constant-rate quantum LDPC codes, as the cost of encoding a logical qubit in such a code remains fixed. For such a code to exhibit a distance \( d \propto n^{\alpha} \), we find that one requires \( \tilde{\Omega}(n) \) interactions of length \( \tilde{\Omega}(n^{\alpha/2}) \). We then considered a stacked architecture, a model considered to implement quantum LDPC codes. In this model, although most stabilizers are local, a few are capable of long-range connections. We showed that the distance of this architecture is bounded. Furthermore, it too witnesses a sharp tradeoff between \( k \) and \( d \). We hope these tools can be used to understand the difficulty of implementing efficient codes, as well as the limitations of particular architectures.
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