Berry phase and spin precession without magnetic fields in semiconductor quantum dots
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Abstract. We investigate electric field control of spin manipulation through Berry phase in III-V semiconductor quantum dots. By utilizing degenerate and non-degenerate perturbation theories, we diagonalize the total Hamiltonian of a semiconductor quantum dot and express the solution of time dependent Schrödinger equation in terms of complete and incomplete elliptic integrals of the second kind, respectively. This allows us to investigate the interplay between the Rashba and Dresselhaus spin-orbit couplings. In particular, we provide theoretical descriptions of several novel properties focusing on spin manipulation through (a) Berry phase, (b) geometric phase and (c) spin echo phenomenon followed by a strong beating patterns during the adiabatic transport of the quantum dots.

1 Introduction

Several novel ways to trap and manipulate a single electron spin in semiconductor quantum dots with the application of gate potential promise to make next generation spintronic devices for quantum computing and quantum information processing [1–6]. However there are several challenges that need to be overcome before building spintronic devices [7]. A number of research proposals have recently suggested the possibility of using electric field control of single electron spins through spin-orbit coupling in low dimensional semiconductors nanostructures for making non-charge-based logic devices [8–14]. The electric field control of spin-orbit couplings arises from the lack of structural inversion asymmetry originating from the asymmetric triangular quantum well potential along z-direction (Rashba spin-orbit coupling) [15] and the bulk inversion asymmetry (Dresselhaus spin-orbit coupling) [16]. The mathematical expressions of spin-orbit couplings, given in equations (9) and (10) later in the paper are widely used in the literature [17–20]. The electric field control of spin-orbit couplings is considered as an essential ingredient for spintronic devices [17,21–23].

The goal of the present work is to utilize a perturbation scheme to explore the spin splitting behaviors of single electron in very slowly moving quantum dots in a two dimensional plane with no magnetic fields that obey the criteria of adiabaticity. A key result of the present work is the discovery that the quantum dots (QDs) bands may get splitted even in the absence of magnetic fields due to adiabatic movement of the dots in the 2D plane. This allows us to investigate a novel idea of the spin manipulation through Berry and geometric phases [24–26].

A more robust technique can be applied to initialize electron spin states at some phase and read out the states at a different phase by manipulating Berry phase with electric fields in quantum dots [18,20,23,27,28]. For a system of degenerate quantum states, the geometric phase factor is replaced by a non-Abelian time dependent unitary operator acting on the initial states within the subspace of degeneracy that can be further applied to the realization of quantum gates for quantum computing and quantum information processing [22,29,30]. Recent progress in the measurement of the geometric phase for a variety of systems (quantum states driven by a microwave field [31] and qubits with tilted magnetic fields) [32,33] provides an evidence of ongoing research interest for making a solid-state topological quantum computer. Observation of spin echo phenomena is also discussed [34–36]. In this paper, we express the solution of time dependent Schrödinger equation of quantum dots systems in terms of elliptic integrals of the second kind and investigate the interplay between the Rashba and Dresselhaus spin-orbit couplings on geometric phases. Present innovation is different than our previous work [20] in that even in the presence of applying any source of magnetic fields, the QDs bands may get splitted due to adiabatic movement of the dots in the plane of two dimensional electron gas that still provides a non-vanishing Berry phase and allows us to investigate the interplay between the
Rashba and Dresselhaus spin-orbit couplings on the Berry phase.

The paper is organized as follows. In Section 2, we provide details of the diagonalization technique of total Hamiltonian for a slowly moving quantum dot by utilizing perturbation theory. In Section 3, we investigate the interplay between the Rashba and Dresselhaus spin-orbit couplings on the Berry phase and geometric phase in III-V semiconductor QDs. Here we also show that the expectation values of Pauli spin matrices behave like in the spin echo phenomena followed by strong beating patterns. We also show that the spin precesses along z-direction which is also the direction of induced intrinsic magnetic fields due to adiabatic transport of the QDs. Finally, in Section 4, we summarize our results.

2 Theoretical model

We assume that a semiconductor QD, displaced from the origin \((x_0, y_0) \neq (0,0)\) in the plane of two-dimensional electron gas, is transported adiabatically with the application of gate controlled electric field. Thus, we write the total Hamiltonian \(H = H_0 + H_{so}\) of such quantum dot system as \([17,20,22,23,30,37]\):

\[
H_0 = \frac{p_x^2 + p_y^2}{2m} + \frac{1}{2} m \omega_0^2 \left( (x-x_0)^2 + (y-y_0)^2 \right),
\]

\[
H_{so} = \frac{1}{\hbar} \left\{ (\alpha p_y - \beta p_x), (-\alpha p_x + \beta p_y), 0 \right\} \cdot \sigma.
\]

In (1), \(p = -i\hbar(\partial_x, \partial_y, 0)\) is the canonical momentum, \(m\) is the effective mass of an electron, \(\omega_0 = \hbar/m \ell_0^2\) is the confining potential with \(\ell_0\) being the QDs radii, \(x_0 = r_0 \cos \theta\), \(y_0 = r_0 \sin \theta\) and \(\theta = \omega t\). Here \(r_0\) is the orbit radius and \(\omega\) is the frequency of the control pulse. By varying \(\theta\) very slowly, QD is adiabatically transported along the circular trajectory in the 2D plane. Equation (2) is the spin-orbit Hamiltonian consisting of the Rashba and the linear Dresselhaus couplings, where

\[
\alpha = \alpha_R e^E,
\]

\[
\beta = 0.78 \gamma_e (2m e^2/h^3)^{2/3} E^{2/3},
\]

and \(\sigma = (\sigma_x, \sigma_y, \sigma_z)\) are the \(2 \times 2\) Pauli spin matrices. Now we assume relative coordinate \(R = r - r_0 = (X, Y, 0)\) and the relative momentum \(P = p - p_0 = (P_X, P_Y, 0)\), where \(p_0\) is the momentum of the slowly moving quantum dot that might be classically given by \(m \dot{r}_0\) and formulate the total Hamiltonian \(H\) as:

\[
H(P, R) = H_0(P, R) + H'_0(x_0, y_0) + H''_0(P, R; x_0, y_0) + H_{so}(P, R) + H_q,
\]

\[
H_0(P, R) = \frac{P_X^2 + P_Y^2}{2m} + \frac{1}{2} m \omega_0^2 \left( X^2 + Y^2 \right),
\]

\[
H'_0(x_0, y_0) = \frac{1}{2} m \omega_0^2 \left( x_0^2 + y_0^2 \right),
\]

\[
H''_0(P, R; x_0, y_0) = -\omega (y_0 P_X - x_0 P_Y),
\]

\[
H_{so}(P, R) = \frac{1}{\hbar} \left\{ (\alpha P_y - \beta P_x), (-\alpha P_x + \beta P_y), 0 \right\} \cdot \sigma,
\]

\[
H_q(x_0, y_0) = \frac{m \omega}{\hbar} \left\{ (\alpha x_0 + \beta y_0), (\alpha y_0 + \beta x_0), 0 \right\} \cdot \sigma.
\]

For simplicity, we only consider the ground state energy eigenvalues of (6), which is the energy eigenvalues of quantum dots in relative coordinates system confined in both X and Y directions and then consider \(H'_0, H''_0, H_{so}\) and \(H_q\) as perturbation terms of \(H_0\). Thus we write the eigenenergy as:

\[
\varepsilon_{00} = \hbar \omega_0 + \varepsilon^{(1)}_{00} + \varepsilon^{(2)}_{00},
\]

where \(\hbar \omega_0\) is the unperturbed energy eigenvalues of \(H_0\). The first order energy corrections are

\[
\varepsilon^{(1)}_{00} = \langle 00|H'_0 + H_q|00\rangle = G + \frac{m \omega}{\hbar} \times \{ \langle \alpha (x_0 - iy_0) + \beta (y_0 - ix_0) \rangle \sigma_+ + H.c. \},
\]

where \(G = m \omega^2 r_0^2/2\) and the second order energy corrections are

\[
\varepsilon^{(2)}_{00} = \sum_{m+, m- \neq 0} \frac{|\langle m_+ m_-|H''_0 + H_{so}|00\rangle|^2}{\varepsilon^{(0)}_{00} - \varepsilon^{(0)}_{m_+ m_-}},
\]

Next, we get \(\varepsilon^{(2)}_{00}\) from (13) as:

\[
\varepsilon^{(2)}_{00} = \frac{|\langle 01|H''_0|00\rangle|^2}{\varepsilon^{(0)}_{00} - \varepsilon^{(0)}_{01}} + \frac{|\langle 10|H''_0|00\rangle|^2}{\varepsilon^{(0)}_{00} - \varepsilon^{(0)}_{10}},
\]

\[
\varepsilon^{(2)}_{00} = -\frac{G (\hbar \omega_0)^2}{(\hbar \omega_0)^2 - G^2}.
\]

We also write \(\varepsilon^{(2)kj}_{00}\) from (13) as:

\[
\varepsilon^{(2)kj}_{00} = \frac{|\langle 01|H_{so}|00\rangle|^2}{\varepsilon^{(0)}_{00} - \varepsilon^{(0)}_{01}} + \frac{|\langle 10|H_{so}|00\rangle|^2}{\varepsilon^{(0)}_{00} - \varepsilon^{(0)}_{10}}.
\]

By considering

\[
|\langle 01|H_{so}|00\rangle|^2 = \frac{m \omega_0}{\hbar} \left( \frac{\alpha^2}{0} 0 \beta^2 \right),
\]

\[
|\langle 10|H_{so}|00\rangle|^2 = \frac{m \omega_0}{\hbar} \left( \beta^2 0 \frac{\alpha^2}{0} \right),
\]
we write $\varepsilon_{00}^{(2)kj}$ from (13) as:

$$
\varepsilon_{00}^{(2)kj} = \left( \begin{array}{cc}
\varepsilon_{00}^{(2)11} & 0 \\
0 & \varepsilon_{00}^{(2)22}
\end{array} \right),
$$

(21)

where

$$
\varepsilon_{00}^{(2)11} = -\frac{m\omega_0}{\hbar} \left[ \frac{\alpha^2}{\hbar\omega_0 - G} + \frac{\beta^2}{\hbar\omega_0 + G} \right],
$$

(22)

$$
\varepsilon_{00}^{(2)22} = -\frac{m\omega_0}{\hbar} \left[ \frac{\beta^2}{\hbar\omega_0 - G} + \frac{\alpha^2}{\hbar\omega_0 + G} \right].
$$

(23)

Finally, substituting the values of $\varepsilon_{00}^{(1)}$ and $\varepsilon_{00}^{(2)}$ in (11), we write the total eigenenergy as:

$$
\varepsilon_{00\sigma_z} = (1 - \delta) \hbar\omega_0 + \sqrt{\kappa}\sigma_z,
$$

(24)

where $\delta(< 1) = (m\omega_0/\hbar)(\alpha^2 + \beta^2)/((\hbar\omega_0)^2 - G^2)$. In (24), we have neglected the term associated to $\varepsilon_{00}^{(2)+} \cdot \varepsilon_{00}^{(2)-} < < 1$. Also,

$$
\kappa = \left( \frac{m\omega_0}{\hbar} \right)^2 \left[ (\alpha x_0 + \beta y_0)^2 + (\alpha y_0 + \beta x_0)^2 \right].
$$

(25)

From (24), it is also clear that the bandstructures of quantum dots explicitly depend on the adiabatic parameters, $x_0$ and $y_0$ and the Rashba-Dresselhaus spin-orbit coupling coefficients. Thus we expect large splitting of QDs bands for the materials that possess large spin-orbit coupling coefficients (e.g. InSb). By varying $\theta$ very slowly, we expect resonant behaviors of the energy eigenvalues of QDs bands.

3 Results and discussions

From (24), it is clear that the splitting of energy eigenvalue is possible due to the presence of quasi-spin Hamiltonian (10) that originates from the adiabatic movement of the dots in the plane of two dimensional electron gas. Our present work is different from our previous work (Ref. 37) in that we utilized the splitting of the QDs bands to investigate several other properties such as Berry phase, geometric phase and spin precession for applications in spintronic devices. Below we investigate these properties in details.

3.1 Berry phase

We assume that the relative variables change rapidly while the center of the confining potential moves adiabatically. Thus at any fixed time, the transformed Hamiltonian of QDs gives rise to a static energy spectrum which can be evaluated by perturbation scheme. The effect of adiabatic transport is all contained in the phase of the state vector $|\psi\rangle$. After one completes adiabatic rotation, we may extract all topologically protected quantum information readout data from the Berry phase. The expression for the Berry phase can be evaluated as [27]:

$$
\gamma_{00+} = -im \int_{S} dS \cdot V_{00+} (x_0, y_0),
$$

(26)

where

$$
V_{00+} = \langle 00 + | \nabla_{x_0, y_0} H | 00 - \rangle \times \langle 00 - | \nabla_{x_0, y_0} H | 00 + \rangle.
$$

(27)

By substituting the energy eigenvalues for the spin states $|00+\rangle$ and $|00-\rangle$ in (27) and taking the cross product of the terms in the numerator of (27), we write,

$$
V_{00+} = 2i \left( \frac{m\omega_0}{\hbar} \right)^2 \frac{\alpha^2 - \beta^2}{a + b \sin (2\theta)} \hat{z},
$$

(28)

where

$$
a = 4 \left( \frac{m\omega_0}{\hbar} \right)^2 (\alpha^2 + \beta^2),
$$

(29)

$$
b = 8 \left( \frac{m\omega_0}{\hbar} \right)^2 \alpha \beta.
$$

(30)

In (27), we have evaluated

$$
\langle 00 + | \nabla H | 00 - \rangle = \frac{m\omega}{\hbar} \{ \hat{x} (\alpha - i\beta) + \hat{y} (-i\alpha + \beta) \},
$$

(31)

$$
\langle 00 - | \nabla H | 00 + \rangle = \frac{m\omega}{\hbar} \{ \hat{x} (\alpha - i\beta) + \hat{y} (-i\alpha + \beta) \},
$$

(32)

and then derived Eq. (28). We have plotted $V_{00+}$ of GaAs, GaSb, InAs and InSb vs rotation angle. After one complete rotation, $V_{00+}$ induces a non-zero Berry phase (see below). Since $a > b$, we write the expressions for the Berry phase from (26) as:

$$
\gamma_{00+} = \left( \frac{m\omega_0}{\hbar} \right)^2 \frac{\beta^2 - \alpha^2}{\sqrt{\alpha^2 - \beta^2}} \tan^{-1} \left( \frac{a \tan \theta + b}{\sqrt{\alpha^2 - \beta^2}} \right)_{\theta=0}^{2\pi}.
$$

(33)

The quantity inside the square bracket on the right hand side of (33) vanishes if we directly let $\theta = 2\pi$. Thus we divide the square-bracket into three parts as:

$$
[\cdot]_{\theta=0}^{2\pi} = \lim_{\epsilon \to 0} \left( \left[ \cdot \right]_{\theta=0}^{\pi/2 - \epsilon} + \left[ \cdot \right]_{\theta=\pi/2 + \epsilon}^{3\pi/2 + \epsilon} + \left[ \cdot \right]_{\theta=3\pi/2 + \epsilon}^{5\pi/2 + \epsilon} \right).
$$

(34)

Notice that $\tan (\pi/2 - \epsilon) > 0$ whereas $\tan (\pi/2 + \epsilon) < 0$. As a result of this calculation, we can get the non-vanishing Berry phase which can be written as:

$$
\gamma_{00\uparrow} = 2 \left( \frac{m\omega_0}{\hbar} \right)^2 \frac{\beta^2 - \alpha^2}{\sqrt{\alpha^2 - \beta^2}} (2\pi) = \pi.
$$

(35)

Thus we express geometric phase factor $\exp \{ i\gamma_n (S) \} = \exp \{ -in\Omega (S) \} = -1$, where $\gamma = \pi = \Omega$. It means, the geometric phase is the flux through the circular trajectory of the intrinsic magnetic fields $B_{in} = \epsilon \mu_0 \gamma_0 \omega E_0/2e^2$ induced by the adiabatical transport of QDs around a cone of semiangle $60^\circ$ that gives $\gamma = \Omega = \pi$ (see Ref. [27] (Sect. 4)).
3.2 Geometric phase for degenerate states

The above equation for the Berry phase can be applied only to nondegenerate states and for $\beta \neq \alpha$. For degenerate states, we apply the formulation developed by Wilczek and others [22,29,38] who replaced the geometric phase factor by a non-Abelian unitary operator acting on the initial states within the subspace of degeneracy. In other words (from Eq. (24)), we assume that the relative coordinates of an electron in QDs moves rapidly, so that a dynamical phase factor is induced:

$$\Theta_{00;4} = -\frac{1}{\hbar} \int_{0}^{t}(1 - \delta) \ h\omega_{0} dt' = -(1 - \delta) \omega_{0} t,$$

where $\delta < 1 = (m\omega_{0}/\hbar)(\alpha_{R}^{2} + \alpha_{D}^{2})/[(\hbar\omega_{0})^{2} - G^{2}]$. The spin in QDs is considered to be the only degree of freedom that the electron possesses around the induced intrinsic magnetic fields due to the adiabatic movement of the QDs along the circular trajectory that provides the geometric phase:

$$\gamma_{\pm} = \int_{0}^{t} \langle \chi_{\pm}(t') | \partial_{t} \chi_{\pm}(t') \rangle dt',$$

where the wavefunction $\chi(t) = (\chi_{+}(t) \chi_{-}(t))^{T}$ can be found by solving the time dependent Schrödinger equation

$$i\hbar \frac{d}{dt} |\chi(t)\rangle = \sqrt{\kappa}\sigma_{z} |\chi\rangle.$$  \hspace{1cm} (38)

We write the solution of (38) as:

$$\chi(t) = \begin{pmatrix} \chi_{+}(0)e^{-i[(\gamma_{+}^{2}/\kappa)\{E(\phi,k)+E(\pi/k,\bar{k})\}]} \\ \chi_{-}(0)e^{i[(\gamma_{-}^{2}/\kappa)\{E(\phi,k)+E(\pi/k,\bar{k})\}]} \end{pmatrix},$$  \hspace{1cm} (39)

where $\chi_{+}(0)$ and $\chi_{-}(0)$ are determined by the initial conditions where $|\chi_{+}(0)|^{2} + |\chi_{-}(0)|^{2} = 1$. Throughout this paper, we chose $\chi(0) = (\chi_{+}(0) \chi_{-}(0))^{T} = 1/\sqrt{2} (1 - 1)^{T}$. Also $\lambda = \alpha + \beta$ and $E(\phi,\bar{k})$ is the elliptic integral of 2nd kind which is given by

$$E(\phi,\bar{k}) = \int_{0}^{\phi} \sqrt{1 - k \sin^{2}\theta} \ d\theta,$$

where $\phi = \theta - \pi/4$ and $\bar{k} = 4\alpha\beta/\lambda^{2}$. Thus we write the geometric phase as:

$$\gamma_{\pm} = \pm |\chi_{\pm}(0)|^{2} \frac{m_{0} \lambda}{\hbar^{2}} \left[ E(\phi,\bar{k}) + E\left(\frac{\pi}{4},\bar{k}\right) \right].$$  \hspace{1cm} (41)

For equal strength of Rashba and Dresselhaus spin-orbit couplings ($\alpha = \beta$), we write the exact solution of (41) as:

$$\gamma_{\pm} = \pm |\chi_{\pm}(0)|^{2} \frac{\sqrt{2} m_{0} \alpha}{\hbar^{2}} \left( |\sin \theta - \cos \theta + 1| \right).$$  \hspace{1cm} (42)

In Figure 2, we have plotted the geometric phase vs rotation angle. Here we find resonant behaviors at fixed time intervals due to the superposition of the spin waves for the mixed Rashba-Dresselhaus spin-orbit couplings. Note
that either for the pure Rashba or the pure Dresselhaus case, we do not expect to see the resonant behaviors (see Eq. (24)). The exact ideal location of the resonant behaviors can be found from the condition

$$\theta_n = (2n + 1) \pi / 2, \quad \theta_m = m \pi,$$

(43)

where \( n \) is the odd integer and \( m \) is the even integer. In Figure 3a, we have plotted the geometric phase vs interplay between Rashba-Dresselhaus spin-orbit coupling coefficients, \( \tilde{k} \leq 1 = 4\alpha \beta / (\alpha + \beta)^2 \). The-enhanced geometric phase factor is given by considering the solution of (41) in terms of complete elliptic integral of the second kind (Fig. 3a) and incomplete elliptic integral of the second kind (Fig. 3b). The materials parameters are chosen the same as in Figure 1.

For \( \alpha = \beta \), we write (44) and (45) as:

$$\langle s_x \rangle = -\frac{\hbar}{2} \cos \left[ \frac{2\sqrt{2}m_r \alpha}{\hbar^2} \left| (\sin \theta - \cos \theta + 1) \right| \right],$$

(46)

$$\langle s_y \rangle = -\frac{\hbar}{2} \sin \left[ \frac{2\sqrt{2}m_r \alpha}{\hbar^2} \left| (\sin \theta - \cos \theta + 1) \right| \right].$$

(47)

Thus, the spin precesses about the \( z \)-axis (see schematics of Fig. 4 (left lower panel)), which is also the direction of induced intrinsic magnetic fields, \( B_{in} \) due to the adiabatic movement of QDs with frequency \( \omega' = 2m_r \alpha \{ E(\phi, k) + E(\pi/4, k) \} / \hbar^2 t \). The induced intrinsic magnetic field can be found as follows. First we evaluate displacement current density, \( J_{in} = \epsilon \partial \partial t \mathbf{E} = \epsilon \omega E_0(y_0 - x_0)/r_0 \), and then write induced current \( I_{in} = \pi r_0^2 J_{in} \). Finally, we apply Ampere’s law to find the induced intrinsic magnetic field at the center of the orbit \( B_{in}(\hat{z}) = \epsilon \mu_0 r_0 \omega E_0 / 2 \) and at off center point \( B_{in}(\hat{x}) = B_{in}(\hat{y}) = 0 \). Here we write \( \epsilon = \epsilon_0 \epsilon_r, \mu = \mu_0 \mu_r \). The materials parameters are chosen the same as in Figure 1.

### 3.3 Spin precession during adiabatic transport of the QDs

Assume that an electron is localized at a crystal site and then consider that the spin is the only degree of freedom. Thus the spin precession about the \( z \)-axis is obtained by finding expectation values of spin matrices as a function of time:

$$\langle s_x \rangle = -\frac{\hbar}{2} \cos \left[ \frac{2\sqrt{2}m_r \alpha}{\hbar^2} \left| (\sin \theta - \cos \theta + 1) \right| \right],$$

$$\langle s_y \rangle = -\frac{\hbar}{2} \sin \left[ \frac{2\sqrt{2}m_r \alpha}{\hbar^2} \left| (\sin \theta - \cos \theta + 1) \right| \right].$$

Thus, the spin precesses about the \( z \)-axis (see schematics of Fig. 4 (left lower panel)), which is also the direction of induced intrinsic magnetic fields, \( B_{in} \) due to the adiabatic movement of QDs with frequency \( \omega' = 2m_r \alpha \{ E(\phi, k) + E(\pi/4, k) \} / \hbar^2 t \). The induced intrinsic magnetic field can be found as follows. First we evaluate displacement current density, \( J_{in} = \epsilon \partial \partial t \mathbf{E} = \epsilon \omega E_0(y_0 - x_0)/r_0 \), and then write induced current \( I_{in} = \pi r_0^2 J_{in} \). Finally, we apply Ampere’s law to find the induced intrinsic magnetic field at the center of the orbit \( B_{in}(\hat{z}) = \epsilon \mu_0 r_0 \omega E_0 / 2 \) and at off center point \( B_{in}(\hat{x}) = B_{in}(\hat{y}) = 0 \). Here we write \( \epsilon = \epsilon_0 \epsilon_r, \mu = \mu_0 \mu_r \). The materials parameters are chosen the same as in Figure 1.
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Thus, the spin precesses about the \( z \)-axis (see schematics of Fig. 4 (left lower panel)), which is also the direction of induced intrinsic magnetic fields, \( B_{in} \) due to the adiabatic movement of QDs with frequency \( \omega' = 2m_r \alpha \{ E(\phi, k) + E(\pi/4, k) \} / \hbar^2 t \). The induced intrinsic magnetic field can be found as follows. First we evaluate displacement current density, \( J_{in} = \epsilon \partial \partial t \mathbf{E} = \epsilon \omega E_0(y_0 - x_0)/r_0 \), and then write induced current \( I_{in} = \pi r_0^2 J_{in} \). Finally, we apply Ampere’s law to find the induced intrinsic magnetic field at the center of the orbit \( B_{in}(\hat{z}) = \epsilon \mu_0 r_0 \omega E_0 / 2 \) and at off center point \( B_{in}(\hat{x}) = B_{in}(\hat{y}) = 0 \). Here we write \( \epsilon = \epsilon_0 \epsilon_r, \mu = \mu_0 \mu_r \). The materials parameters are chosen the same as in Figure 1.
Fig. 4. Expectation values of spin matrix, \( \langle s_i \rangle (\hbar/2) \) (i=x,y) vs. rotation angle. We see clearly that periodicity of the propagating waves are different by choosing different materials that are characterized by the strength of the spin-orbit coupling coefficients. The schematics of spin precession (left) and spin echo for GaAs QDs (right) are shown in the lower panel. The materials parameters are chosen the same as in Figure 1 but \( \mathcal{E} = 5 \times 10^5 \) V/cm.

In Figure 5, we have plotted expectation values of spin matrix, \( \langle s_x \rangle (\hbar/2) \) vs. rotation angle for mixed case of the Rashba-Dresselhaus spin-orbit couplings (i.e., \( \alpha = \beta \)). Here we see that the superposition of spin waves for the Rashba and Dresselhaus spin-orbit couplings induces the spin echo phenomenon followed by strong beating patterns (also see Ref. [39]).

4 Conclusion

To conclude, we have proposed a novel idea to induce large pseudo-Zeeman spin splitting of the QDs bands due to adiabatic movement of the QDs that induces intrinsic magnetic fields. In Figures 1–3, we have shown that the bands splitting of QDs due to induced intrinsic magnetic fields can be applied to manipulate spins through Berry phase and geometric phase. We have shown that the Berry phase is the flux through the circular trajectory of the induced intrinsic magnetic fields around a cone of semiangle 60°. In Figures 4 and 5, we have shown that spin precesses around the z-axis and spin echo phenomenon followed by strong beating patterns can be observed for mixed cases of the Rashba-Dresselhaus spin-orbit couplings.
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