Application of Monte Carlo algorithms to cardiac imaging reconstruction
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Abstract: Monte Carlo algorithms have a growing impact on nuclear medicine reconstruction processes. One of the main limitations of myocardial perfusion imaging (MPI) is the effective mitigation of the scattering component, which is particularly challenging in Single Photon Emission Computed Tomography (SPECT). In SPECT, no timing information can be retrieved to locate the primary source photons. Monte Carlo methods allow an event-by-event simulation of the scattering kinematics, which can be incorporated into a model of the imaging system response. This approach was adopted since the late Nineties by several authors, and recently took advantage of the increased computational power made available by high-performance CPUs and GPUs. These recent developments enable a fast image reconstruction with an improved image quality, compared to deterministic approaches. Deterministic approaches are based on energy-windowing of the detector response, and on the cumulative estimate and subtraction of the scattering component. In this paper, we review the main strategies and algorithms to correct for the scattering effect in SPECT and focus on Monte Carlo developments, which nowadays allow the three-dimensional reconstruction of SPECT cardiac images in a few seconds.
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1. INTRODUCTION

Coronary artery disease (CAD) is the leading causes of morbidity and mortality in the United States \cite{1} and one of leading causes worldwide. Myocardial perfusion imaging is a non-invasive imaging modality that provides quantitative blood perfusion information, helps to assess the overall function of the myocardium and to diagnose CAD symptoms. MPI is based on two main techniques: single photon emission computed tomography (SPECT) and positron emission tomography (PET). Non-invasive imaging can be followed by coronary angiography to obtain further anatomical imaging, if deemed necessary after MPI. SPECT has been traditionally the most widely used MPI modality, mainly because of the availability of the used tracers, i.e., technetium-99m and thallium-201. However, SPECT spatial resolution of 12-15 mm is generally poorer compared to the one achieved in PET, typically 4–7 mm. SPECT exhibits also a slower temporal resolution than PET, which does not allow for absolute quantification of perfusion by accurately tracking the activity of the tracer in the arteries and myocardium as a function of time. Nonetheless, recent developments in SPECT detection technology \cite{2}, a more accurate application of photon attenuation correction (AC), and advanced image reconstruction algorithms may improve the overall SPECT image quality and retain the benefit of no need of a cyclotron to produce radiotracers used in PET. In this paper, we focus on the use of Monte Carlo algorithms to improve SPECT image reconstruction. In the second section, we introduce stochastic computational methods applied to ionizing radiation transport, with reference to the software most used by the scientific community. In the third section, after a brief review of SPECT basic principles, we focus on the application of computational methods to the image reconstruction and artifact mitigation. Deterministic methods are reviewed before focusing on the Monte Carlo methods for scattering mitigation.

2. MONTE CARLO ALGORITHMS FOR THE SIMULATION OF RADIATION TRANSPORT

Shortly after computers were invented, their potential in simulating random processes became clear \cite{3}. This simulation process was named "Monte Carlo" after the iconic gambling house at Montecarlo. The earliest developments of Monte Carlo codes to simulate radiation transport phenomena are due to Robert Oppenheimer and colleagues within the Manhattan project, in the Forties. For over twenty years, the use of Monte Carlo simulations for radiation transport applications was mostly limited to the fields of nuclear physics and technology. Once Monte Carlo codes became available to the broader scientific community, their potential use in radiation protection and shielding became relevant. Monte Carlo algorithms have
the capability of simulating the radiation transport and recording some features of the radiation field, so called tallies, related to the average behavior of individual particles. The user typically defines the geometry of the problem, and can select the tallies of interest. Monte Carlo can be used to duplicate a statistical process, such as the interaction of ionizing radiation with matter, and is particularly useful for complex problems that cannot be modeled by computer codes based on deterministic methods. The single interactions in a radiation transport process are simulated sequentially. The user-selected tallies, and the standard deviation associated with them, are obtained by statistically sampling the probability distributions that govern the radiation transport. The Monte Carlo process is actually implemented by following each particle produced by a source throughout its life to its death, e.g., absorption, scattering, escape from the problem volume. Probability distributions are randomly sampled using transport data, such as reaction cross sections or physical models, to determine the outcome at each step of the particle’s life. The execution of Monte Carlo algorithms needs extensive computational resources. Performing a Monte Carlo simulation for a given number of source particles is typically much slower compared to performing an experiment to tally the same quantity, and involving the same number of source particles. MCNP [4], GEANT4 [5], Fluka [6], PHITS [7] and EGS [8] are general-purpose Monte Carlo codes used for radiation transport.

3. SPECT IMAGING AND SCATTERING EFFECT

SPECT is a nuclear medicine diagnostic procedure, which provides functional three-dimensional information. It is wildly used for functional myocardial perfusion imaging [9, 10] and brain [11] imaging. SPECT uses radioactive tracers emitting photons as information carriers. Radioactive tracers are compounds that can participate in organisms’ physiological processes in the same way as non-radioactive molecules, while being detected through their radiation signatures. Once the subject is injected with radioactive tracers, Anger gamma cameras detect the emitted photons and acquire projection data at different angles around the patient. The subsequent reconstruction of the radioactive source attenuation profiles allows to obtain three-dimensional images. Tc-99m and TI-201 are two most commonly used tracers for perfusion imaging in SPECT. The energy spectrum of two isotopes, acquired during a simulated SPECT procedure, is shown by H. W. Jong [13]. Figure 1 Tc-99m emits 140 keV gamma rays, while TI-201 emits 71 keV (low energy) and 167 keV (high energy) gamma rays. The spectroscopic acquisition in SPECT allows to restrict the detected signal to the spectral region surrounding the full-energy deposition, this energy range is also referred to as the "detection window".

Figure 2 shows the basic design of a SPECT detection head. The two detector arrays surrounding the object are used to measure the emitted photons, and each array is formed by tens of parallel, collimated, small detectors. This design is called "Dual-head SPECT". The two detector arrays, i.e., "Heads", rotate during the measurement to acquire 180° or 360° projections. The collimator allows only the photons impinging on the front face of the detector be measured.

Thanks to the collimation, once a detector measures a photon, it is assumed that the radioactive tracer is located along the line perpendicular to the detector surface. At each angle, the total measured counts by a detector pixel represent the integral of the source distributions along the line, and it is called "Projection data". When rotating the detector over 180° or 360°, we can obtain the complete projection data and use it to create final source distribution images, by reconstruction methods like the Filtered Backprojection method [14], which will be briefly introduced in the following section.
When a photon is emitted from the tracer, it can undergo one or more scattering interactions during its path. Scattering reactions in general produce photons with a lower energy and different direction, compared to the original photon. If the scattered photon is detected and its energy is still within the detection window, the estimated source location is actually the location where the scattering happens, instead of the true tracer position. This phenomenon produces image artifacts. It is also challenging to mitigate this effect, since the scattering process not only depends on the tracer depth and distance, but also on the size, shape, composition and uniformity of the patient.

4. DETERMINISTIC METHODS FOR SCATTERING CORRECTION

In order to correct for the scattering effect, several deterministic methods have been developed. These methods can be classified into two categories: methods based on the estimate and subtraction of the scattering component and methods that attempt to locate the scattered photon emission point [15]. The subtraction methods aim at calculating the number of scattered photons within the photo-peak measurement window and subtract them from the photo-peak integral. One example of this approach is the use of a secondary energy window to estimate the scattering contribution [16].

In 1984, R. J. Jaszczak and colleagues [17] studied the scattering effect of Tc-99m photon sources inside water-filled phantoms. As expected, the photo-peak window for Tc-99m is around 140 keV (Figure 1). Jaszczak then used an image reconstructed using counts within a low-energy pulse-height window (92-125 keV) to correct the image based on the counts within the photo-peak window (127-153 keV). This compensation method is detailed in Equation 1.

\[
    f(x, y) = f_1(x, y) - k \cdot f_2(x, y) \tag{1}
\]

\(f_1(x, y)\) is the image reconstructed using the counts in the photo-peak window, \(f_2(x, y)\) is the image reconstructed using the counts in the spectral region below the detection window and \(k\) is a scaling factor, experimentally determined. Using this correction method, the images of Tc-99m-filled spheres showed a better contrast within the water-filled phantoms than uncorrected images, and both qualitative and the quantitative improvements are achieved for reconstructed images.

M. A. King and colleagues also developed a subtraction method using a dual-photopeak window to correct for the scattering effect [18]. As Figure 2 shows, M. A. King divided the photo-peak window into two non-overlapping regions.

Based on the hypothesis that more scattered photons exist in the low-energy side of the photopeak, than in the high-energy side, King developed a regression relation between the ratio of counts within two windows and the scatter fraction of the counts in the photo-peak window, as in Equation 2.

\[
    SF = A \cdot \left( \frac{R_S}{B} \right)^B + C \tag{2}
\]

\(SF\) is the scattering fraction, \(R_S\) is the count ratio of two windows, and \(A, B, C\) are experimentally determined coefficients. By using this equation, the scattering fraction can be calculated and the scattered photons can be subtracted from the photo-peak counts.

Besides these approaches, a subtraction method based on a deconvolution technique is also introduced. This method treats the scattered photons as the convolution of non-scattered image projection data and a scattering amplitude function, as shown in Equation 3. The deconvolution of this scattering amplitude function from the total project data can reveal the scattered component, and the compensation can be achieved by subtracting of such component from the acquired image.

\[
    S(x) = \int_{-D}^{D} P(\tau) \times F(x - \tau) d\tau \tag{3}
\]

In Equation 3, \(x\) is the position in projection data and \(S(x)\) is the scattering component at position \(x\). \(P(\tau)\) is the measured projection data, \(2D\) is the image range, and \(F(x - \tau)\) represents the scattering amplitude at a distance \(|x - \tau|\) from the source. B. Axelsson [19] introduced this equation and calculated the function \(F(x - \tau)\) through the measurement of a line Tc-99m source in a water bath. Then this scattering amplitude function is used to estimate the scattering components and subtract it from images of a Tc-99m source in a water-filled cylinder phantom. Besides B. Axelsson, C. E. Floyd [20] has also introduced a similar deconvolution method.

The methods that estimate and subtract the scattering component are typically time-efficient and relatively simple to implement, but have some unavoidable limitations. For example, the estimated scattering components are normally noisy and by subtracting them from projection data, the noise of the corrected image will increase.

The other scattering-correction category, which attempts to find the true origin of scattered photons, tends to be more accurate, compared to both cumulative spectrum-based correction techniques and deconvolution methods. One example of these methods uses a restoration filters to correct for the scattering...
component. For SPECT image reconstruction, Filtered Back-projection is a frequently-used technique. The FBP method is an image reconstruction method that obtains the projection data by integrating the source counts, as attenuated by the imaged subject, along a single line. FBP then applies the filtered inverse Radon transform to reconstruct images from projected counts. During the backprojection reconstruction, restoration filters are applied to the frequency domain to correct for the inherent blurring in projection and reduce the high-frequency noise. M. A. King used a Metz frequency filter to correct for the image degradation and mitigate the scattering effect [21,22]. Metz filters are restoration filters, which are image-dependent and minimize the normalized mean square error (NMSE). Other than the Filter-based method, iterative reconstruction methods calculate the scatter response function (SRF) and iteratively find the distributions of the scattered photons. The scatter response function can be expressed by Equation 4:

\[ A_j = F_{ij} V_i \]  

\( V_i \) is the source voxel, \( A_j \) is the detector pixel, and \( F_{ij} \) is the scatter response function, which describes the probability of the photons in the source voxel \( V_i \) to undergo scattering interactions and are measured by the detector pixel \( A_j \). If the SRF of the imaged object is known, the scattering distribution can be calculated and the image degradation can be corrected for. Based on this idea, E. C. Frey and colleagues developed a slab derived scatter estimation (SDSE) method to calculate the scatter response function of various objects and incorporate it into iterative reconstruction techniques to compensate for scattering effects [15]. However, this SDSE method only works well for uniform scattering medium. In nonuniform medium, the element compensation, density and distribution can make SRF calculation become very complex. Moreover, Frey [23] found that for SPECT with Tl-201 agents, the SDSE method did not perform as effectively as for SPECT with Tc-99m agents because of its low energy window. So Frey developed an alternative method, the effective source scatter estimation (ESSE), for the Ti-201 agents. Besides using SRF to correct for scatter, F. J. Beekman and colleagues developed another compensation method [24,25]. They developed an analytical expression of the point spread function, which describes the photon count density distribution from a point source, and included an object shape-dependent scatter term and applied it in the iterative reconstruction process to correct for the scattering.

The deterministic methods described above do not require long computational times for image reconstructions. However, they tend to perform better in simple uniform phantoms. When processing the correction under complicated geometries, like the thorax region, the accuracy of scatter corrections would be degraded. In this case, the Monte Carlo based correction methods will be more robust when applied to non-uniform, heterogeneous lattices, hence more appropriate to mitigate the scattering effect and improve the image quality.

5. MONTE CARLO BASED METHODS FOR SCATTER CORRECTION

5.1. Inverse Monte Carlo method

Monte Carlo simulation can track the emission and transport of single photons and simulate all the possible interactions including scattering events inside an object. By knowing this information, we can evaluate the number of scattered photons in the total detector-measured counts and their origin locations, and then perform the scattering compensation for the SPECT images through an inference approach that minimizes it.

In 1986, Floyd and colleagues [26] developed an Inverse Monte Carlo (IMC), which can simultaneously compensate scattering effect while estimating the source distributions.

As Figure 4 (a) shows, the FBP method treats the projection data as a perfect line integral of the sources. However, the divergence of the collimator, the attenuation and scattering of the photons can all bring unaccounted errors. For the IMC reconstruction, the measured projection data can be expressed as in Equation 5:

\[ P_j = \sum_{i=1}^{N} T_{ij} S_i \]  

\( P_j \) is the projection counts in detector pixel \( j \), \( S_i \) is the source voxel \( i \), \( N \) is the number of source voxels, and \( T_{ij} \) is the response matrix which represent the probability that the photons in voxel \( i \) can be detected in pixel \( j \). The reconstruction procedure of IMC consists in first using the Monte Carlo method to calculate the response matrix \( T_{ij} \), then use the measured projection data \( P_j \) to solve the inverse problem and get the source distribution \( S_i \). In this method, the photon attenuation and scattering effects are accounted for in the response matrix \( T_{ij} \), so they can be simultaneously corrected for during the reconstruction. However, due to the high statistical uncertainty, the exact solution for Equation 5 does not exist. Therefore, the Maximum Likelihood method through the iterative Estimation-Maximization (MLEM) [27-29] is used to find the solution with the minimum variance. C. E. Floyd [30] incorporated the iterative estimation maximization (MLEM) algorithm into IMC to solve for the
source distribution. The applied MLEM algorithm can be expressed as in Equation 5:

\[
S^{k+1}_i = \frac{1}{\sum_{j=1}^{N_p} T_{ij}} \sum_{m=1}^{N_s} P_{m} T_{lm} \sum_{l=1}^{N_r} \frac{k^{k}}{k^{l}} \cdot \sum_{m=1}^{N_s} P_{m} T_{lm}
\]  

(6)

\( S, T, P \) have been introduced in Equation 5. \( N_p \) is the number of projection elements, and \( N_s \) is the number of source elements. \( k \) is the iteration number and the term \( \sum_{l=1}^{N_r} \frac{k^{k}}{k^{l}} \cdot \sum_{m=1}^{N_s} P_{m} T_{lm} \) is the reprojection, or simulated projection data. This IMC reconstruction method outperforms the FBP method in terms of accuracy. However, due to the computational time limit, this IMC method can only be incorporated in 2D reconstructions. For 3D reconstruction, the simulation of the entire response matrix and the reconstruction process requires too much computational time to make it appropriate for clinical usages.

5.2. Variance reduction techniques

The scatter correction method described in the previous section, which uses the general Monte Carlo algorithm to calculate response matrix, has in the long computational time its main limitation. Monte Carlo simulation consists of random samplings which will track and sample every step of emission photon’s interactions, directions and energies, etc. The simulation process can be accurate but very time-consuming. Furthermore, during the simulation process, most of the emitted photons are attenuated by the objects and the collimators before being detected in projection bins, so they do not effectively contribute to response matrix and they are the useless photons. This means that if we try to calculate a response matrix with small statistical errors, we need to simulate enough useful photons and the total number of photons which needs to be simulated could be very large. This will lead to an enormous computational time, and it is exactly the biggest setback for MC reconstruction methods. Various variance reduction techniques (VRT) have been introduced in Equation 5. \( N_p \) is the number of projection elements, and \( N_s \) is the number of source elements. \( k \) is the iteration number and the term \( \sum_{l=1}^{N_r} \frac{k^{k}}{k^{l}} \cdot \sum_{m=1}^{N_s} P_{m} T_{lm} \) is the reprojection, or simulated projection data. This IMC reconstruction method outperforms the FBP method in terms of accuracy. However, due to the computational time limit, this IMC method can only be incorporated in 2D reconstructions. For 3D reconstruction, the simulation of the entire response matrix and the reconstruction process requires too much computational time to make it appropriate for clinical usages.

1) Forced direction

For standard simulation, the initial photons are evenly emitted in \( 4\pi \) directions isotropically. Photons that move away from detector surface cannot be detected and become useless photons. So we can force the initial photons only to be emitted within a solid angle \( \Omega \) towards the detectors, and weight them by certain values. The weight can be expressed as the following ratio \( \frac{\Omega}{4\pi} \). After the forced direction, all photons will be emitted towards the detector and have a smaller weight. This will have the same simulation result but lower associated statistical error due to the higher number of useful photons that are simulated, and can reduce the required computational time.

2) Forced interaction

During Monte Carlo simulations, various physical processes will be simulated, like photon scattering process, photo-electric process, etc. However, if an initial photon goes through a photo-electric interaction and is absorbed by the imaging object or SPECT’s collimators, it will not contribute to the final response matrix result. So we can force the photons only go through Compton scatterings at every interaction point, and weight the scattered photons by a certain value. This value can be expressed as the following ratio \( \frac{\text{Probability of Compton scattering occurs}}{\text{Probability of any interaction occurs}} \).

Through this process, we will not simulate any absorbed photons that do not contribute to the image, so we can reduce the computational time but keep the same final simulation result.

3) Forced detection

Forced detection consists in forcing the photons to be detected at each interaction location, and we weight it by certain values. This process is outlined in Figure 5.

As Figure 5 shows, an initial photon is emitted at the source location and goes through several interactions in its path. At each interaction point, the initial photon will duplicate into two photons, the initial one and a copied one. The initial photon will keep following its original physical process in the object and the copied photon will be forced to be detected by the detector. After being detected, this photon will be multiplied by a weight factor. The weight factor is the product of the probability that it does not get absorbed at the interaction location, the probability that it has a certain moving direction perpendicular to the detector surface after scattering, and the probability that it is not absorbed by the medium and collimator during its path toward detector.

These three variance reduction techniques are frequently used in Monte Carlo simulations to deal with rare events and improve the simulation efficiency. Since they apply various weights to bias the simulation, they are usually referred to as the Biased Monte Carlo methods. However, it still could take hours to generate the response matrix through Monte Carlo simulation, even when the variance reduction techniques are applied. In order to further reduce the computational time, H. de Jong [32] developed a convolution-based force detection (CFD) technique,
which is one or two orders of magnitude faster than the standard forced detection technique. This CFD method is shown in Figure 6.

\[ \text{Figure 6. Schematics of convolution-based forced detection process} \]

Photons undergo an analogous process to the standard force detection technique, in which a second photon, equal to the first one, is created, weighted and detected. The only difference is that for the standard FD, the copied photon is forced to travel along a path perpendicular to the detector surface and be detected with a certain weight. However for CFD, when an interaction happens, the weight of the copied photon is stored in a sub-projection map with different layer bins. After all initial photons are simulated, the layer bins with the weight values will be convolved with a distance-dependent detector response function \( PSF(x, y) \) to create the final projection data. Through this procedure, it is not necessary to continue sampling the copied photons until they are detected, and the convolution process can greatly decrease the computational time. In order to validate the method, H. de Jong used standard FD and CFD to generate the scatter projections of Tc-99 point sources and extended sources in the Mathematical Cardiac Torso, and computed their Normalized Mean Square Errors (NMSE) with reference projections. The results show that CFD has a NMSE over ten times lower than FD when simulating the same number of photon histories. Since CFD needs to simulate fewer photons to have a statistical error comparable to standard FD, it can greatly reduce the MC computational time for scatter correction.

5.3. 3-D SPECT reconstructions with MC based scatter correction

As mentioned above, the early MC-based scatter compensation method developed by Floyd \[26\] cannot be applied on 3-D reconstructions due to the computational time limitations. However, with the developments of several computational time reduction techniques, F. J. Beekman presented an efficient fully 3-D iterative reconstruction method for SPECT, with MC-based scattering compensations \[33\] in 2001. Compared to Floyd’s method, Beekman has made three major improvements to significantly reduce the computational time and make 3-D reconstruction efficient.

The first improvement is, instead of using the MLEM method, Beekman applied Ordered Subsets Expectation-Maximization (OSEM) \[34, 35\] with dual matrix for reconstructions. The difference between them is that OSEM will divide the projection data into different subsets. As Equation 6 shows, the MLEM method estimates the source distribution \( S \) by iteratively calculating response matrix \( T \) and projection data \( P \). The response matrix is achieved by Monte Carlo simulation, which includes attenuation, detector blurring and scattering effect. Because the scatter part is the most complicated part and directly leads to a huge size of the response matrix, it confines this MLEM method in 2-D reconstructions. Another MLEM feature negatively affects computation time. For this reconstruction method, the projection data is divided into multiple subsets. Through the MLEM method one subset at a time for each iteration is processed. In order to accelerate the reconstruction, Beekman introduced the Dual Matrix Ordered Subsets (DMOS) method which used a dual matrix on OSEM method, as expressed by Equation 7. The use of dual matrix will reduce the matrix size, and the use of ordered subsets expectation maximization will process all subsets of projection data one time, instead of one subset at a time to be more efficient.

\[ \lambda_{n+1} = \frac{1}{\sum_{j=1}^{N} b_{ij}} \sum_{j=1}^{N} \frac{P_{ij} b_{ij}}{\lambda_{ij}} \]  

\( \lambda_{n+1} \) is the updated activity after processing subset \( n \), \( S_{p} \) are the projection angles of subset \( n \) and \( k \) is the iteration number, and \( N \) is the number of source voxels. Compared to the MLEM method, DMOS method uses two matrices \( b_{ij} \) and \( c_{ij} \), \( b_{ij} \) and \( c_{ij} \) is the reprojection matrix including attenuation, detector blurring and scatter distributions, and \( b_{ij} \) is a much smaller back-projection matrix which only considers the attenuation and detector blurring. Because of the use of \( b_{ij} \), DMOS becomes a simplified algorithm for scatter correction, which implements the reconstruction process up to two orders of magnitude faster than MLEM, and can be implemented to 3-D reconstructions.

The second improvement of the efficient fully 3-D iterative reconstruction method is to use CFD as variance reduction techniques, rather than standard FD to accelerate Monte Carlo simulations. The CFD method was described in the previous section and proved to be tens of times faster than standard FD.

The last improvement consists in reusing the calculated photon tracks (RPT) from previous iterations to decrease the reconstruction computational time. As Equation 7 showed, at each iteration step, in order to get the update source distribution \( \lambda_{n+1} \), we need to obtain the reprojection data of the whole source distribution \( \sum_{n=1}^{N} \lambda_{n} c_{ij} \) through simulation. Since the photon transport simulation of the entire
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source distribution is time consuming, it requires a large amount of computational time for the reconstruction process. So the RPT technique provides another way to calculate reprojection data \( \sum_{i=1}^{N} \lambda_{i}^{n}(k)c_{ij} \). At iteration (k-1) and (k), we will obtain the source distributions \( \lambda^{n}(k-1) \) and \( \lambda^{n}(k) \) and a simulated projection data \( \sum_{i=1}^{N} \lambda_{i}^{n}(k-1)c_{ij} \). Instead of getting \( \sum_{i=1}^{N} \lambda_{i}^{n}(k)c_{ij} \) through simulating the whole transport process for a distributed source \( \lambda^{n}(k) \), the RPT method takes subtraction \( \lambda^{n}(k-1) \) from \( \lambda^{n}(k) \) to get the source distribution difference \( d_{ij}^{n}(k) = \lambda^{n}(k) - \lambda^{n}(k-1) \), and only simulates the projection data of the source distribution difference \( \sum_{i=1}^{N} d_{ij}^{n}(k)c_{ij} \), and then obtain the updated simulated projection data \( \sum_{i=1}^{N} \lambda_{i}^{n}(k)c_{ij} = \sum_{i=1}^{N} d_{ij}^{n}(k)c_{ij} + \sum_{i=1}^{N} \lambda_{i}^{n}(k-1)c_{ij} \). Through this method, at each iteration process, we only need to simulate a small fraction of sources \( d_{ij}^{n}(k) \) instead of whole distributions \( \lambda^{n}(k) \) to get the updated reprojection data and it can greatly reduce the computational times.

By applying these techniques, Beekman developed an efficient 3-D reconstruction method with MC-based scatter compensations. Beekman and colleagues tested the algorithm by reconstructing Tc-99m sources in a water-filled phantom, and the result shows that this MC-based stochastic method outperforms the method with advanced analytical scatter model, and it is relatively efficient. This reconstruction takes approximately 20 minutes for one iteration with \( 10^{7} \) photons simulated by a single 1.4GHz processor, and almost all the computational time is used to simulate reprojections. Beekman also indicated that this 3-D reconstruction method may still be too slow for clinical usages. However, most of the reconstruction time is from the Monte Carlo simulation part and it can be accelerated by using multiple processors. So as the computational abilities of commercial computers developed rapidly, this 3-D reconstruction method can be practical for clinical routine applications.

Since the total computational time strongly depends on the number of simulated photons at each subset, choosing appropriate photon numbers is important for efficient reconstructions. In 2005, T. C. de Wit and colleagues [36] tested Beekman’s 3-D Monte Carlo based reconstruction method with different numbers of simulated photons and tried to find the minimum photon number which is sufficient to have high quality images. T. C. de Wit used Beekman’s 3-D reconstruction method to reconstruct the Tc-99m perfusion images in an anthropomorphic thorax phantom and performed it with \( 10^{4}, 10^{5}, 10^{6} \) and \( 10^{7} \) photons per subset in MC simulations. Then they compared the final estimated source distributions in five myocardial regions. The result shows that \( 10^{5} \) photons estimated the source distribution which has less than 1% deviation comparing to \( 10^{7} \) photons and no marked improvement can be obtained with more than \( 10^{6} \) photons estimated per subset. Even though the optimized photon numbers should depend on different phantoms and source distributions, \( 10^{5} \) photons per subset should be sufficient for most myocardial SPECT imaging cases. Based on Beekman’s computational time study [33], the 3-D reconstruction time with \( 10^{5} \) photons takes less than 2 minutes per iteration by one 1.4GHz processor. This fast speed can make it practical in real clinical applications.

5.4. Phantom study of 3-D reconstruction method with MC based scatter compensations

Since the accuracy of scatter compensations strongly depends on the complexity of the imaged object, the 3-D reconstruction method proposed by Beekman still needs to be further validated under realistic anatomic configurations, especially complex configurations like real human thorax. In 2006, J. Xiao [37] tested the scatter correction ability of this method for Tc-99m cardiac perfusion SPECT on four clinical realistic phantoms, a large anthropomorphic thorax with and without breast model and a small anthropomorphic thorax with and without breast model. The phantoms are showed in Figure 7. Two solid defects were put in the anterior and inferior walls of the cardiac insert. The Tc-99m pertechnetate solution filled the ventricular wall of the cardiac insert and a dual head Philips camera was used to detect the emitted photons.

The images were then reconstructed by ordered-subset expectation maximization (OS-SM) algorithm through four different methods: the first method only compensates attenuation effect, the second method only compensates attenuation and detection blurring, the third method compensate attenuation and detector blurring, and also use Beekman’s Monte Carlo method to correct scattering, and the last method is the same as the previous one, except using multiple-window detection model to correct scattering. And finally, the reconstructed images were compared with respect to their contrasts, noises, scatter compensation abilities. The reconstruction results are showed in Figure 8 and 9.

And the result shows the reconstruction method with the MC based scatter correction model creates the lowest noise when all...
images have the same contrast level, and it has the best scatter compensation ability which outperforms the multiple-window detection model to correct scattering. The only setback is that the MC based compensation method has the longest reconstruction time (9 min). However, it can be further reduced by using multiple processors.

Besides Tc-99m, another frequently-used radioisotope in SPECT cardiac imaging is Tl-201. Since the main photopeak energy of Tl-201 is lower than Tc-99m, the attenuation and scattering effects can be more severe than the Tc-99m based imaging. Moreover, the half-life of Tl-201 is longer than Tc-99m, which leads to overall lower activities in myocardial perfusion. Together, the Tl-201 based cardiac imaging has a higher noise level and the image quality is more easily degraded. Despite these shortcomings of Tl-201, it is still frequently used in many cardiac imaging applications. So the scatter correction of Tl-201 becomes significant in clinical applications. However, due to the complex spectrum of Tl-201, many scatter correction methods like the multiple-window method become inappropriate. In 2007, J. Xiao [38] tried to test the feasibility of Beekman’s 3-D MC based scatter correction method for Tl-201 scatter corrections to improve the quality of cardiac perfusion images. Similar to J. Xiao’s Tc-99m feasibility test, this experiment also used four clinically realistic phantom to represent cardiac environments: a large anthropomorphic thorax with and without breast, and a small anthropomorphic thorax with and without breast. Two solid defects were added to test the reconstruction performance. The phantom setup are the same as Figure 7. Both the detector counts within the low-energy photopeak window (72 keV) and high-energy photopeak window (167 keV) are measured. Measured data were reconstructed by OS-EM method with three different correction methods. The first method only uses attenuation maps to correct for the nonuniform attenuation in thorax. The second method used attenuation maps and point-spread function to correct both attenuation and detector responses. And the third method not only included the attenuation and detector response correction, but also applied the MC based scatter correction to compensate scatters. The reconstruction results are showed in Figure 10 and 11.

Based on the final reconstruction results, the 3-D MC based scatter correction methods proved to have the best defect contrast to detect cold defects and have the noise level around 30% lower than non scatter-corrected methods. Through this experiment, J. Xiao validated the feasibility of this MC based scatter correction method in clinical applications of Tl-201 cardiac perfusion imaging.

Figure 8. Large thorax with breast reconstruction results [37]. (A: Top row: short-axis views of reconstructions. Bottom row: vertical long-axis reconstructions. B and C: Vertical and horizontal profiles through inferior detect in short-axis view images)

Figure 9. Defect contrast as a function of noise in myocardium [37]. (A: Averaged value through four phantoms. B and C: results of individual phantom test)
Application of Monte Carlo algorithms to cardiac imaging reconstruction

The size of the response matrix decreases and the computational time can be reduced at each iteration. Even though the scatter estimation is projected by a larger voxel size, the projected scatter data in each large pixels are expanded and interpolated into normal pixel size. The second method is referred to as intermittent scatter modelling, is based on another observation that the projected scatter estimation converges after a few iterations. So intermittent scatter modelling method only updates the scatter estimation in the very first iterations, and then keeps it constant for the following iterations to reduce the computational time. As D. J. Kadrmas showed, the usage of these two method can reconstruct images with similar qualities compared to the standard iterative reconstruction method, but can significantly reduce the computational time. Sohlberg tried to implement these two methods into MC based scatter correction method to further reduce the MC reconstruction time. Sohlberg applied the OS-EM reconstruction as showed in Equation (8).

$$f_{new} = \frac{f_{old}}{\sum_{i=1}^{S_n} a_{ij}} \sum_{i=1}^{S_n} a_{ij} p_i \frac{a_{ik} f_{old} + s_i}{a_{ik}}$$

(8)

It is similar to Equation (5) and Equation (7), where $f$ is the reconstructed image, $p$ is the measured projections, $a_{ij}$ is the response matrix and $s_i$ is the scatter projections calculated by MC. A. Sohlberg incorporated the two acceleration methods, which use a larger source voxel size for MC to calculate scatter projections and only update the scatter projections in very first iteration, then keep it constant for following iterations. And finally, Sohlberg validated his method with data measured from simulated cardiac torso (MCAT) phantom with Tc-99m as the radioactive tracer and data from real clinical Tc-99m myocardial stress/rest perfusion study. Sohlberg et al. reconstructed the images by the MC based scatter compensation method with and without accelerations. The results of this approach are shown in Figure 12.

As the result shows, the reconstruction method accelerated by the two modelling methods can yield similar images, and it requires a computational time up to 4 times less than non-accelerated reconstruction methods. Hence these two methods are suitable for MC-based scatter correction to reduce computational time, while keeping a good image quality.

In 2001, T. S. Kangasmaa [41] has further tested Sohlberg’s reconstruction method with MC based scatter correction, on both simulated data and realistic patient image data. Kangas- ma and colleagues generated the SPECT projection data on a simulated cardiac torso phantom which is showed in Figure 14 and also used cardiac perfusion images from 30 patients to test the MC based scatter correction. The reconstruction result is showed in Figure 15, which indicated that compared to the non-corrected reconstruction method, the MC based correction method has a higher contrast, lower noise and better defect detection ability. The actual patient images were reconstructed with and without scatter corrections, and the quality has been
5.5. State-of-the-art Monte Carlo approaches

The computational time necessary to reconstruct high quality images remains the main setback for the application of Monte Carlo algorithms to clinical practices. The improvement of these times has remained a focus point for research conducted on MC SPECT throughout the 21st century due to the timely reactions necessitated by some patient’s conditions as well as the comparatively slow reconstruction time of MC. The reduction of computation times has been the result of improvements in implementation methods alongside the growth of computer capabilities and general computing power. Recent research seems to trend towards trying to incorporate MC into clinical units by improving the computational times of established Monte Carlo methods.

SIMIND is an MC code that simulates SPECT systems and can be used to reconstruct images. Since the reconstruction processes are compiled in a separate program, it is referred to instead as SIMREC when used to reconstruct. One advantage of SIMREC is its ability to simulate complex emission spectra. SIMREC was evaluated in 2018 by Johan Gustafsson and colleagues for the isotopes Tc-99m, Lu-177 and I-131 using phantom tests and patient examples [42]. The phantom tests were performed on simple geometries. The phantoms were elliptical or spherical and filled with radioactive compounds. SIMREC performed within 7% of the actual values on these simple geometries. The patient examples were comparisons between SIMREC reconstructions and the clinical software. The output images show visible improvement over the clinical images even without extended updates. However, real anatomy is complex and this will cause long computation times in general, upwards of 6 hours while following clinical protocol in some cases. Higher resolution images are possible through extended updates but this can take up to five times longer. This approach evaluated by experienced nuclear medicine experts on a scale form 1 to 5, regarding of the contrast and noise performance. The evaluation showed the corrected images had an average quality grade of 4.36, comparing to grade of uncorrected images 3.73, which indicated the feasibility of MC scatter correction method to improve qualities of realistic patient images for clinical applications.
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The computational time necessary to reconstruct high quality images remains the main setback for the application of Monte Carlo algorithms to clinical practices. The improvement of these times has remained a focus point for research conducted on MC SPECT throughout the 21st century due to the timely reactions necessitated by some patient’s conditions as well as the comparatively slow reconstruction time of MC. The reduction of computation times has been the result of improvements in implementation methods alongside the growth of computer capabilities and general computing power. Recent research seems to trend towards trying to incorporate MC into clinical units by improving the computational times of established Monte Carlo methods.

SIMIND is an MC code that simulates SPECT systems and can be used to reconstruct images. Since the reconstruction processes are compiled in a separate program, it is referred to instead as SIMREC when used to reconstruct. One advantage of SIMREC is its ability to simulate complex emission spectra. SIMREC was evaluated in 2018 by Johan Gustafsson and colleagues for the isotopes Tc-99m, Lu-177 and I-131 using phantom tests and patient examples [42]. The phantom tests were performed on simple geometries. The phantoms were elliptical or spherical and filled with radioactive compounds. SIMREC performed within 7% of the actual values on these simple geometries. The patient examples were comparisons between SIMREC reconstructions and the clinical software. The output images show visible improvement over the clinical images even without extended updates. However, real anatomy is complex and this will cause long computation times in general, upwards of 6 hours while following clinical protocol in some cases. Higher resolution images are possible through extended updates but this can take up to five times longer. This approach evaluated by experienced nuclear medicine experts on a scale form 1 to 5, regarding of the contrast and noise performance. The evaluation showed the corrected images had an average quality grade of 4.36, comparing to grade of uncorrected images 3.73, which indicated the feasibility of MC scatter correction method to improve qualities of realistic patient images for clinical applications.
could still be implemented for patients whose conditions do not require timely action. Should the reconstruction speed be improved upon, this method would be exceptionally useful due to the high quality of the reconstructed images.

One possible improvement on reconstruction time is the use of a computer’s graphic processing unit (GPU) to perform the computations, not the central processing unit (CPU). This idea was researched by T. Bexelius and colleagues in 2018, where XCAT phantoms and patient studies were conducted with the standard CPU approach and a modified approach to fully utilize the GPU’s capabilities [4]. This modification meant that the results were not expected to be identical because the methods were not identical. That prediction was correct, as these two approaches were found to be mathematically different, with the GPU approach being slightly worse. Using a Geforce GTX 1080Ti, a powerful GPU from 2017, for reconstruction took 3.8 seconds, which is a 24 times improvement in speed when compared to the Xeon E5-1650 v4, a six core CPU from 2016. The GPUs and CPU tested produced images that were visually indistinguishable, showing that there is no drawback for the improvement in speed. The reconstruction time for attenuation and collimator response were very short for each GPU tested. This most likely means that those reconstructions are embarrassingly parallel, as a GPU is strongest when performing the same task multiple times. However, the speed of scatter reconstruction for a GPU depends heavily on the power of the part used. Higher power GPUs spent less time on each process than lower power GPUs. It would have been beneficial to also have data from CPUs with more or less cores in order to see how the speed of each section was affected by the number of cores. The methods from this experiment produce times that are close to real time processing, which could be a great benefit to hospitals when working with all applicable patients.

6. DISCUSSION AND CONCLUSIONS

Monte Carlo algorithms can be used to model stochastic processes, such as radiation transport and detection. In nuclear medicine, MC algorithms have been extensively used to predict and mitigate the gamma-ray scattering component. This use is particularly suited to SPECT, where, unlike PET, detection in time coincidence cannot be implemented to filter the gamma-ray scattered component. The signal component deriving from the scattering contribution leads to an inaccurate estimate of the source location. Effective scattering correction methods have a direct impact on the source localization accuracy and therefore an improved image quality and spatial resolution of the diagnostic method.

Early deterministic approaches performed a cumulative estimate of the signal component due to scattering, based on in-phantom calibration procedure. The main limitation of this approach is the limited applicability to geometries and nuclide energies different from the calibration scenario. In the Eighties, the introduction of MC approaches allowed an event-by-event scattering modeling, that was coupled to inverse methods for image reconstruction and filtering of the scattering contribution to the image. Application of variance reduction techniques first, and advanced computational methods later, allowed a significant reduction of computation times and extension of the method to three-dimensional geometries. Given the intrinsic difference of test cases and image quality metrics, a direct quantitative comparison of different approaches is challenging, therefore, in this work, we have analyzed and reviewed methodological and qualitative differences.

State-of-the-art image reconstruction based on Monte Carlo algorithms is already visually superior to the current clinical practice, even when using poly-energetic complex isotopes used in modern medicine. The use of powerful GPUs will likely yield significant improvements upon the speed of clinical image reconstruction, possibly bringing MC close to or slightly faster than the clinical approach’s speed allowing for real-time MC-based scattering correction.

7. ACKNOWLEDGEMENTS

We thank Dr. T. Kangasmaa and Dr. A. Sohlberg for granting us the permission to use their artwork. The authors also acknowledge support for this work from the Nuclear Regulatory Commission Faculty Development Grant 31310019M0011. This work was also funded in-part by the Consortium for Verification Technology under Department of Energy (DOE) National Nuclear Security Administration award number DE-NA0002534.

REFERENCES

[1] U. D. of Health and H. Services, “Summary Health Statistics Tables for U.S. Adults: National Health Interview Survey, 2018,” 2018.

[2] H. Kim, L. Furenlid, M. Crawford, D. Wilson, H. Barber, T. Peterson, W. Hunter, Z. Liu, J. Woolfenden, and H. Barrett, “Semispect: A small-animal single-photon emission computed tomography (spect) imager based on eight cadmium zinc telluride (czt) detector arrays,” Medical Physics, vol. 33, no. 2, pp. 465–474, 2006.

[3] N. Metropolis and S. Ulam, “The monte carlo method,” Journal of the American Statistical Association, vol. 44, no. 247, pp. 335–341, 1949.

[4] J. B. (Ed), “Mcpp—a general monte carlo n-particle transport code, version 4c,” 2000.

[5] S. Agostinelli, J. Allison, K. Amako, J. Apostolakis, H. Araujo, P. Arce, M. Asai, D. Axen, S. Banerjee, G. Barrand, F. Behner, L. Bellagamba, J. Boudreau, L. Broglia, A. Brunengo, H. Burkhardt, S. Chauvie, J. Chuma, R. Chytracek, G. Cooperman, G. Cosmo, P. Degtyarenko,
A. Dell’Acqua, G. Depaola, D. Dietrich, R. Enami, A. Feliciello, C. Ferguson, H. Fesefeldt, G. Folger, F. Foppiano, A. Forti, S. Garelli, S. Giani, R. Giannitrapani, D. Gabin, J. Gomez Cadenas, I. Gonzalez, G. Gracia Abril, G. Greeniaus, W. Greiner, V. Grichine, A. Grossheim, S. Guatelli, P. Gumplinger, R. Hamatsu, K. Hashimoto, H. Hasui, A. Heikkinen, A. Howard, V. Ivanchenko, A. Johnson, F. Jones, J. Kallenbach, N. Kanaya, M. Kawabata, Y. Kawabata, M. Kawaguti, S. Kelner, P. Kent, A. Kimura, T. Kodama, R. Kokoulin, M. Kossov, H. Kurashige, E. Lamanna, T. Lampen, V. Lara, V. Lefebure, F. Lei, M. Liendl, W. Lockman, F. Longo, S. Magni, M. Maire, E. Medernach, K. Minamimoto, P. Mora de Freitas, Y. Morita, K. Murakami, M. Nagamatsu, R. Nartallo, P. Nieminen, T. Nishimura, K. Ohtsubo, M. Okamura, S. O’Neale, Y. Oohata, K. Paech, J. Perl, A. Pfeiffer, M. Pia, F. Ranjard, A. Rybin, S. Sadilov, E. di Salvo, G. Santin, T. Sasaki, N. Savvas, Y. Sawada, S. Scherer, S. Sei, V. Sirotenko, D. Smith, N. Starkov, H. Stoecker, J. Sulikimo, M. Takahata, S. Tanaka, E. Tcherniaev, E. Safai Tehrani, M. Tropeano, P. Truscott, H. Uno, L. Urban, P. Urban, M. Verderi, A. Walkden, W. Wander, H. Weber, J. Wellisch, T. Wenaus, D. Williams, D. Wright, T. Yamada, H. Yoshida, and D. Zschielesche, “Geant4 - a simulation toolkit,” *Nuclear Instruments and Methods in Physics Research, Section A: Accelerators, Spectrometers, Detectors and Associated Equipment*, vol. 506, no. 3, pp. 250–303, 2003.

[6] G. Battistoni, F. Cerutti, A. Fassò, A. Ferrari, S. Muraro, J. Ranft, S. Roesler, and P. Sala, “The fluka code: Description and benchmarking,” *Nucl. Sci. Tech.*, vol. 896, pp. 31–49, 2007.

[7] T. Sato, K. Niita, N. Matsuda, S. Hashimoto, Y. Iwamoto, S. Noda, T. Ogawa, H. Iwase, H. Nakashima, T. Fukahori, K. Okumura, T. Kai, S. Chiba, T. Furuta, and L. Siiver, “Particle and heavy ion transport code system, phits, version 2.52,” *Journal of Nuclear Science and Technology*, vol. 50, no. 9, pp. 913–923, 2013.

[8] A. Bielajew and D. Rogers, “Presta: The parameter reduced electron-step transport algorithm for electron monte carlo transport,” *Nuclear Inst. and Methods in Physics Research, B*, vol. 18, no. 1-6, pp. 165–171, 1986.

[9] I. Matsunari, G. Böning, S. I. Ziegler, S. G. Nekolla, J. C. Stollfuss, I. Kosa, E. P. Ficaro, and M. Schwaiger, “Attenuation-corrected 99mTc-tetrofosmin single-photon emission computed tomography in the detection of viable myocardium: Comparison with positron emission tomography using 18F-fluorodeoxyglucose,” *Journal of the American College of Cardiology*, vol. 32, no. 4, pp. 927–935, 1998.

[10] T. Toyama, H. Hoshizaki, R. Seki, N. Isobe, H. Adachi, S. Naito, S. Oshima, and K. Taniguchi, “Evaluation of Salvaged Myocardium after Acute Myocardial Infarction Using Single Photon Emission Computed Tomography after 201TI-Glucose-Insulin Infusion,” *Circulation Journal*, vol. 68, no. 4, pp. 348–354, 2004.

[11] B. I. Lee, O. N. Markand, H. N. Wellman, A. R. Siddiqui, B. Mock, J. Krepsaw, and H. Kung, “HIPDM Single Photon Emission Computed Tomography in the diagnosis of primary progressive aphasia,” *Archives of Neurology*, vol. 48, no. 12, pp. 1257–1260, 1991.

[12] H. D. Jong, *Accelerated Monte Carlo simulation for scatter correction in SPECT*. PhD thesis, Universitair Medisch Centrum Utrecht, 2001.

[13] G. N. Ramachandran and A. V. Lakshminarayanan, “Three-Dimensional Reconstruction from Radiographs and Electron Micrographs,” *Proceedings of the National Academy of Sciences of the United States of America*, 1971.

[14] E. C. Frey and B. M. Tsui, “A Practical Method for Incorporating Scatter in a Projector-Backprojector for Accurate Scatter Compensation in SPECT,” *IEEE Transactions on Nuclear Science*, vol. 40, no. 4, pp. 1107–1116, 1993.

[15] R. J. Jaszczyk, C. E. Floyd, R. E. Coleman, and N. Carolina, “Scatter Compensation Techniques for SPECT,” *Nucl Med*, vol. 25, no. 8, pp. 893–900, 1984.

[16] M. A. King, G. J. Hademenos, and S. J. Glick, “A dual-phototake window method for scatter correction,” *Journal of Nuclear Medicine*, vol. 33, no. 4, pp. 605–612, 1992.

[17] A. I. B. Axelsson, P. Msaki, “Subtraction of Compton-Scattered Photons in Single-Photon Emission Computerized Tomography,” in *J Nucl Med*, vol. 25, pp. 490–494, 1984.

[18] M. A. King, G. J. Hademenos, and S. J. Glick, “A dual-phototake window method for scatter correction,” *Journal of Nuclear Medicine*, vol. 33, no. 4, pp. 605–612, 1992.

[19] A. I. B. Axelsson, P. Msaki, “Subtraction of Compton-Scattered Photons in Single-Photon Emission Computerized Tomography,” in *J Nucl Med*, vol. 25, pp. 490–494, 1984.

[20] C. E. Floyd, R. J. Jaszczyk, K. L. Greer, and R. E. Coleman, “Deconvolution of Compton Scatter in SPECT,” *J Nucl Med*, vol. 26, no. April, 1985.

[21] S. J. G. M. A. King, M. Coleman, B. C. Penney, “Active quantitation in SPECT: A study of prereconstruction Metz filtering and use of the scatter degradation factor,” 1991.
Application of Monte Carlo algorithms to cardiac imaging reconstruction

[22] B. C. P. M. A. King and S. J. Glick, “An image-dependent metz filter for nuclear medicine images,” *Journal of Nuclear Medicine*, vol. 29, no. 12, pp. 1980–1989, 1988.

[23] E. C. Frey and B. M. Tsui, “New method for modeling the spatially-variant, object-dependent scatter response function in SPECT,” *IEEE Nuclear Science Symposium & Medical Imaging Conference*, vol. 2, pp. 1082–1086, 1996.

[24] F. J. Beekman, E. G. Eijkman, E. T. Slijpen, M. A. Viergever, and G. F. Borm, “Object Shape Dependent PSF Model for SPECT Imaging,” *IEEE Transactions on Nuclear Science*, vol. 40, no. 1, pp. 31–39, 1993.

[25] F. J. Beekman, C. Kamphuis, and M. A. Viergever, “Improved spect quantitation using fully three-dimensional iterative spatially variant scatter response compensation,” *IEEE Transactions on Medical Imaging*, vol. 15, no. 4, pp. 491–499, 1996.

[26] C. E. Floyd, R. J. Jaszczak, K. L. Greer, and R. E. Coleman, “Inverse Monte Carlo as a unified reconstruction algorithm for ECT,” *Journal of Nuclear Medicine*, vol. 27, no. 10, pp. 1577–1585, 1986.

[27] L. A. Shepp and Y. Vardi, “Maximum Likelihood Reconstruction for Emission Tomography,” *IEEE Transactions on Medical Imaging*, vol. 1, no. 2, pp. 113–122, 1982.

[28] K. Lange and R. Carson, “EM reconstruction algorithms for emission and transmission tomography,” *Journal of Computer Assisted Tomography*, vol. 8, no. 2, pp. 306–316, 1984.

[29] A. P. Dempster, N. M. Laird, and D. B. Rubin, *Maximum Likelihood from Incomplete Data Via the EM Algorithm*, vol. 39, 1977.

[30] C. E. Floyd, R. J. Jaszczak, Coleman, and R. Edward, “Maximum Likelihood Reconstruction for SPECT with Monte Carlo Modeling: Asymptotic Behavior,” vol. 00, no. 1, pp. 285–287, 1987.

[31] J. W. Beck, R. J. Jaszczak, R. Edward Coleman, C. Frank Starmer, and L. W. Nolte, “Analysis of spect including scatter and attenuation using sophisticated monte carlo modeling methods,” *IEEE Transactions on Nuclear Science*, vol. 29, no. 1, pp. 506–511, 1982.

[32] H. W. De Jong, E. T. Slijpen, and F. J. Beekman, “Acceleration of Monte Carlo SPECT simulation using convolution-based forced detection,” *IEEE Transactions on Nuclear Science*, vol. 48, no. 1 I, pp. 58–64, 2001.

[33] F. J. Beekman, H. W. De Jong, and S. Van Geloven, “Efficient fully 3-D iterative SPECT reconstruction with Monte Carlo-based scatter compensation,” *IEEE Transactions on Medical Imaging*, vol. 21, no. 8, pp. 867–877, 2002.

[34] H. M. Hudson and R. S. Larkin, “Ordered Subsets of Projection Data,” *IEEE transactions on medical imaging*, vol. 13, no. 4, pp. 601–609, 1994.

[35] C. Kamphuis, F. J. Beekman, and M. A. Viergever, “Evaluation of OS-EM vs. ML-EM for 1D, 2D and fully 3D SPECT reconstruction,” *IEEE Transactions on Nuclear Science*, vol. 43, no. 3 PART 2, pp. 2018–2024, 1996.

[36] T. C. De Wit, J. Xiao, and F. J. Beekman, “Monte carlo-based statistical SPECT reconstruction: Influence of number of photon tracks,” *IEEE Transactions on Nuclear Science*, vol. 52, no. 5 I, pp. 1365–1369, 2005.

[37] J. Xiao, T. C. De Wit, S. G. Staelsens, and F. J. Beekman, “Evaluation of 3D Monte Carlo-based scatter correction for 99mTc cardiac perfusion SPECT,” *Journal of Nuclear Medicine*, vol. 47, no. 10, pp. 1662–1669, 2006.

[38] J. Xiao, T. C. De Wit, W. Zbijewski, S. G. Staelsens, and F. J. Beekman, “Evaluation of 3D Monte Carlo-based scatter correction for 201Tl cardiac perfusion SPECT,” *Journal of Nuclear Medicine*, vol. 48, no. 4, pp. 637–644, 2007.

[39] A. Sohlberg, H. Watabe, and H. Iida, “Acceleration of Monte Carlo-based scatter compensation for cardiac SPECT,” *Physics in Medicine and Biology*, vol. 53, no. 14, 2008.

[40] D. J. Kadrmas, E. C. Frey, S. S. Karimi, and B. M. Tsui, “Fast implementations of reconstruction-based scatter compensation in fully 3D SPECT image reconstruction,” *Physics in Medicine and Biology*, vol. 43, no. 4, pp. 857–873, 1998.

[41] T. S. Kangasmaa, J. T. Kuikka, E. J. Vanninen, H. M. Mässalo, T. P. Laitinen, and A. O. Sohlberg, “Half-time myocardial perfusion SPECT imaging with attenuation and Monte Carlo-based scatter correction,” *Nuclear Medicine Communications*, vol. 32, no. 11, pp. 1040–1045, 2011.

[42] J. Gustafsson, G. Brolin, and M. Ljungberg, “Monte Carlo-based SPECT reconstruction within the SIMIND framework,” *Physics in Medicine and Biology*, vol. 63, no. 24, 2018.

[43] T. Bexelius and A. Sohlberg, “Implementation of GPU accelerated SPECT reconstruction with Monte Carlo-based scatter correction,” *Annals of Nuclear Medicine*, vol. 32, no. 5, pp. 337–347, 2018.