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Abstract—Place recognition is a fundamental component of robotics, and has seen tremendous improvements through the use of deep learning models in recent years. Networks can experience significant drops in performance when deployed in unseen or highly dynamic environments, and require additional training on the collected data. However naively fine-tuning on new training distributions can cause severe degradation of performance on previously visited domains, a phenomenon known as catastrophic forgetting. In this paper we address the problem of incremental learning for point cloud place recognition and introduce InCloud, a structure-aware distillation-based approach which preserves the higher-order structure of the network's embedding space. We introduce several challenging new benchmarks on four popular and large-scale LiDAR datasets (Oxford, MulRan, In-house and KITTI) showing broad improvements in point cloud place recognition performance over a variety of network architectures. To the best of our knowledge, this work is the first to effectively apply incremental learning for point cloud place recognition. Data pre-processing, training and evaluation code for this paper can be found at https://github.com/csiro-robotics/InCloud.

I. INTRODUCTION

Place recognition is a fundamental component of robotics, and is essential for reliable loop closures in Simultaneous Localisation and Mapping (SLAM) or global relocalisation given a prior map in GPS-denied environments.

In recent years, there has been tremendous improvement in the accuracy of LiDAR place recognition methods using deep neural network models [1]–[3]. The performance of these learning systems is often evaluated on large-scale LiDAR datasets based on the assumption that the training data is Identically and Independently Distributed (IID). Under this setting all the environments are available during training, and presumed to follow a stationary distribution. However, these assumptions are unrealistic for models deployed to environments which are highly dynamic or changing, in which case training on new data is required. Legacy data which the model was previously trained on may be unrecorded, inaccessible, or infeasible to retain at scale on a platform due to storage constraints as the model learns over multiple environments.

In practical robotics applications, place recognition models should be able to continuously learn from new scenes without retraining from scratch while preserving knowledge about previously learned environments. This setup is referred to as Incremental Learning. Incremental Learning aims to dynamically update the model from sequentially arriving data streams while overcoming catastrophic forgetting, i.e., degrading performance on past domains. This is known as the neural stability-plasticity dilemma - maintaining strong performance on previous domains (neural stability), while continuously adapting to the new domains (neural plasticity) [4].

While incremental learning has recently been studied in computer vision for image classification [5]–[9], object detection [10] and semantic segmentation [11]–[13], no attention has been devoted to incremental learning for point cloud place recognition in the robotics community. Hence, in this paper we are the first to introduce incremental learning for LiDAR-based point cloud place recognition, and effectively address (as shown in Figure 1) the problem of catastrophic forgetting caused by learning in new domains which negatively impacts the embedding spaces learned from past training.
To alleviate forgetting we propose InCloud, which is the first approach to use structure aware knowledge distillation for point cloud place recognition. In particular, InCloud distills the angular relationship between embedded triplets rather than directly distilling the output logit used in classical distillation-based frameworks. This encourages the network to preserve the high-level structure of the embedding space while retaining the necessary flexibility to learn from training data in new domains. We also propose a relaxation of the distillation constraint to encourage a gradual transition of the network parameters between training steps to achieve a stronger solution over multiple training domains.

To summarise, the main contributions of this paper are as follows:

- We are the first to introduce the task of incremental learning for point cloud place recognition, in particular effectively addressing the problem of collapse of the intricate structure of the old embedding space as the network adjusts to the new environment.
- We propose InCloud, which encourages the network to preserve the structure of its embedding space using an angular distillation loss and employs a gradual relaxation of the distillation constraint to improve the stability-plasticity trade-off during training.
- We establish several new challenging benchmarks on four popular large-scale, outdoor LiDAR datasets to analyse the performance of incremental learning methods for point cloud place recognition.

II. RELATED WORK

A. Point Cloud Place Recognition

There is a large body of work related to LiDAR-based place recognition in robotics [14], [15]. Handcrafted approaches such as SHOT [16], ScanContext [17] and ScanContext++ [18] have been designed to either encode the entire point cloud into a global descriptor in an end-to-end fashion or extract local features. Despite the fact these approaches have shown rotational invariance regardless of viewpoint changes, their discriminative power remains limited in multi-session scenarios or cluttered environments with dynamic entities.

PointNetVLAD [1] is a seminal work in deep learning based large-scale point cloud place recognition. It employs PointNet [19], a rudimentary point cloud feature extractor which leverages symmetric max pooling to obtain latent features invariant to permutation of the input cloud, in conjunction with NetVLAD [20], a deep-learning based aggregator which converts the coarse local features into a global descriptor.

MinkLoc3D [3] uses a sparse-voxel convolutional backbone for its feature extractor, which voxellises the input point cloud and performs 3D convolution over only the activated regions of the voxel tensor to reduce training time and memory consumption. GeM [21] pooling is then used to convert coarse local features into a robust global descriptor.

Several other recent approaches have explored using higher-order pooling to produce the network’s global descriptor. Locus [22] uses a pre-trained network to extract segment features from sequential point clouds, and uses second-order pooling to create a temporally aware global descriptor. More recently, LoGG3D-Net [2] uses a sparse-voxel network to extract local features for each input point and then uses second-order pooling with differentiable Eigen-value power normalisation to obtain a global descriptor that is invariant to the permutation of the local features, as well as enforcing consistency between registered local features across adjacent point clouds. Finally, several methods have recently been proposed which incorporate self-attention into their network architectures [23], [24] for feature extraction, or perform place recognition in tandem to predicting the orientation of the platform [25], [26].

While all these methods focus on producing a robust, viewpoint-invariant global descriptor for point cloud place recognition, when learning from a new domain they must either train in conjunction with all previously accessed training data or fine-tune solely on the newly presented data. The former scenario is often unrealistic in a robotics context due to legacy data being unrecorded, inaccessible for ethical or proprietary reasons, or being too cumbersome to retain on disk. Conversely, fine-tuning causes the network to forget key knowledge in previously visited domains, with a corresponding drop in performance.

B. Incremental Learning

Incremental Learning (also known as lifelong [27], continual [28] or sequential [4] learning) aims to dynamically update the model from sequentially arriving data streams while overcoming catastrophic forgetting, i.e., degrading performance on the old domains. A key challenge in incremental learning is to minimise catastrophic forgetting, leveraging new information to update the model while preserving what has been learned in the past. Incremental learning approaches can broadly be categorised into one of two groups: rehearsal [6], [29] or pseudo-rehearsal [7], [30] based methods, which use either stored exemplars or generative models to replay data from previous tasks, or regularisation of the weights [29], [31], features [13], [32] and outputs [5], [8], [11] to preserve knowledge between training tasks.

However, many of the existing incremental learning approaches for classification tasks are either directly inapplicable due to a reliance on priors such as semantic class clusters [6], [12], [13] or recent-class bias [33], [34], or poorly suited due to distilling individual input embeddings rather than the overall embedding structure. Concurrent to this submission, Airloop [27] proposed a regularisation-based lifelong learning method for visual loop closure detection using a euclidean-distance knowledge distillation loss on images. In contrast to this work, we use a higher-order angular distillation loss to preserve the structure of the embedding space between training steps while retaining flexibility to learn from new training data by introducing distillation relaxation.
III. Problem Setup

In this section we formalise the problem of incremental learning for LiDAR point cloud place recognition, and briefly discuss the major obstacles to be addressed in extending current approaches to an incremental setting.

1) Point Cloud Place Recognition

For completeness, we start by defining conventional point cloud place recognition. Given an input point cloud $P = \{p_i \in \mathbb{R}^3|i = 1..N\}$, our network with parameters $\theta$ encodes the point cloud into a global descriptor $v \in \mathbb{R}^d$ with $d$ feature channels. Consequently, given a training set of $M$ point clouds $S = \{(P_j, l_j) | j = 1..M\}$ consisting of point clouds and their corresponding global locations $l = (x, y)$, we try to learn the network parameters $\theta$ such that for any subset of samples $\{(P_a, l_a), (P_b, l_b), (P_c, l_c)\}$:

$$D(l_a, l_b) \leq D(l_a, l_c) \rightarrow \|v_a - v_b\|_2 \leq \|v_a - v_c\|_2$$

where, $D$ denotes geometric distance in the real world and $\|\cdot\|_2$ denotes the $L_2$ distance in the embedding space between global descriptors. Learning the parameters $\theta$ that addresses the above problem is generally performed using a metric learning solution by applying a loss function $L$ which acts on the global descriptors extracted from a tuple of training samples.

2) Incremental Point Cloud Place Recognition

In the incremental setting we consider a training dataset $S = \{S^t\}_{t=1}^T$ which consists of $T$ disjoint training domains, where every domain represents a distinct and disjoint training environment. We also assume that we have access to a small memory set $E^t$ such that it is a subset of $S^1$, where $S^{1:t} = \bigcup_{t=1}^T S^t$. At each incremental training step $t$ the network is initialised with the trained parameters from the previous step, $\theta^{t-1}$, and is trained on $S^t = S^t \cup E^t$, with the goal of satisfying Equation (1) on the domain of $S^t$.

However, inter-domain performance for networks is often limited by the network overfitting to the currently available training data. Existing point cloud place recognition approaches have no mechanism to retain salient information from previous training steps, which results in degradation of performance between domains as the network repeatedly overfits to the new training set. Conversely, unduly strict constraints to prevent forgetting can severely impact the network’s plasticity, causing intransigence: the inhibition of the network’s ability to learn on new domains. Our approach uses a structure-aware knowledge distillation loss to regularise the network output, and a novel distillation relaxation method to a structure-aware knowledge distillation loss to regularise the network’s ability to learn on new domains. Our approach uses work’s plasticity, causing intransigence: the inhibition of the constraints to prevent forgetting can severely impact the network’s ability to learn on new domains as the network repeatedly approaches have no mechanism to retain salient information limited by the network overfitting to the currently available training data.

IV. InCloud: Incremental Point Cloud Place Recognition

In this section we propose an incremental learning approach for point cloud place recognition called InCloud, shown in Figure 2.

A. Metric Learning for Place Recognition

To train our network on the place recognition task, we use a triplet margin loss:

$$L_{\text{triplet}}^t = \max \{d(v_a^t, v_p^t) - d(v_a^t, v_n^t) + \delta, 0\}$$

where, $d(x, y) = \|x - y\|_2$ is the $L_2$ distance between two embeddings $x$ and $y$, $v_a^t, v_p^t, v_n^t$ are the embeddings at training step $t$ of a training triplet formed from an anchor point cloud $P_a$ and a corresponding positive and negative point cloud $P_p$ & $P_n$, and $\delta$ is a margin hyper-parameter.

B. Structure-Aware Knowledge Distillation

Equation (1) tells us that place recognition performance is largely invariant to the absolute position of global representations in the embedding space, with the relationship between representations being the key to strong performance. Consequently distilling the absolute position of a given point cloud’s embedding between incremental training steps presents a major obstacle to the network’s plasticity, as it imposes several constraints which limit the available space for the network to learn from new data while contributing very little to preserving the embedding structure.

Previous works [27], [35] have distilled the euclidean distance between embeddings to address this issue; however, as shown in Figure 3 euclidean distance based distillation can conflict with the training signal from the triplet loss when positive and negative pairs of embeddings are closer to or further apart from each other than in the frozen teacher model. On these grounds we introduce a structure-aware knowledge distillation loss which distills the angular relationship between tuples of embeddings. As a higher-order structural property the angular distillation is invariant to rotation, translation and scaling of the tuple in the embedding space, preserving the relative structure of the embedding while reducing the potential conflict between the two learning signals.

The angle formed by a triplet of embeddings in the feature space can be measured as:

$$\phi^t_{i,j,k} = \left( \frac{v_i^t - v_j^t}{\|v_i^t - v_j^t\|_2}, \frac{v_k^t - v_j^t}{\|v_k^t - v_j^t\|_2} \right)$$

Fig. 2: Overview of InCloud. At step $t$, the model is trained with a combination of data from the current scene $S^t$ and a memory set containing exemplars from previous scenes $E^t$. Training data is fed to both the currently training model (solid arrows) and a frozen model (dashed arrows) from the last incremental training step to produce a metric loss $L_{\text{triplet}}$, which learns from the current data distribution, and $L_{\text{SA}}$ which preserves the structure of the embedding space between steps.
Fig. 3: Euclidean distance vs. angular-based knowledge distillation. The learning signal from distilling euclidean distance can conflict with the learning signal from the triplet loss when positive or negative pairs are closer or further apart respectively than in the frozen model from a previously visited environment, inhibiting training. The angular-based distillation is invariant to euclidean distance, which allows the triplet loss to scale distance between features appropriately while preserving the higher-order structure of the embedding space. Solid and dashed lines represent the structure of the frozen model from a previous and independent ground truths; success is defined by similarity to those point clouds in the embedding space. This approach is not possible for large-scale place recognition, as inputs do not have classes or other independent ground truths; success is defined by similarity and dissimilarity to all seen domains. We use a sigmoid function to perform this relaxation as:

\[
\omega(\gamma) = \frac{1}{1 + e^{10(\gamma/\tau - 0.5)}}
\]

where \(\gamma\) is the current training epoch, \(\tau\) is the total number of training epochs and \(\omega\) represents the loss relaxation at any given training epoch. Our adjusted weight \(\lambda^*_{SA}\) can then be expressed as:

\[
\lambda^*_{SA} = \omega(\gamma) \cdot \lambda_{init},
\]

where \(\lambda_{init}\) is the initial value of the knowledge distillation weight at the start of training, and is a tunable hyper-parameter.

C. Memory Construction

The incremental memory \(E'\) is a high-level abstraction to human memory in the vision perceptual process, storing a small number of salient examples to improve recall. For categorisation-based tasks such as classification or segmentation, the standard approach to constructing the memory is to store a small set of selected training exemplars alongside their ground truth. This approach is not possible for large-scale place recognition, as inputs do not have classes or other independent ground truths; success is defined by similarity and dissimilarity to point clouds in the embedding space.

Therefore, we construct our incremental memory out of \(R\) pairs of corresponding point clouds such that \(E' = \{ (P_r, P_{r'}) \}_{r=1}^R \) where \(P_r\) is a point cloud from a previous training domain and \(P_{r'}\) is a randomly selected positive pair of \(P_r\). The constructed memory bank consequently contains \(2R\) unique point clouds and ensures that the network is always able to form positive pairs when constructing triplets during training.

Point clouds in the memory are selected through random sampling after each training environment, and when updating the memory bank we replace stored exemplars uniformly to ensure a balance between each previously visited domain.

D. Distillation Relaxation

The hyper-parameter \(\lambda_{SA}\) which is used to weight the loss term \(L'_{d,SA}\) is a major contributor to the stability-plasticity trade-off during the network’s training, with higher magnitudes prioritising stability over plasticity and the inverse for lower magnitudes. Instead of holding the value of \(\lambda_{SA}\) constant we propose a distillation relaxation approach to gradually lower the magnitude of \(\lambda_{SA}\) over the course of the network’s training. By doing so we reduce the disruption the network experiences when exposed to a new domain, allowing for a smoother transition of the network parameters between training steps and producing a stronger representation over all seen domains. We use a sigmoid function to perform this relaxation as:

\[
L_{SA} = \sum_{(i,j,k) \in B} \max \{ h(\phi_{i,j,k}^{t-1} - \phi_{i,j,k}^t) - \kappa, 0 \},
\]

where \(h\) is the Huber loss which is defined as:

\[
h(x, y) = \begin{cases} \frac{1}{2} (x - y)^2 & \text{for } |x - y| \leq 1 \\ |x - y| - \frac{1}{2} & \text{otherwise} \end{cases}
\]

and \(\kappa\) is a margin hyper-parameter. The margin term encourages flexibility during training by preventing penalisation of the network output once the difference in angular relationship between old and new embeddings is constrained under a set threshold, leaving room for the model to adapt to new training data.

E. Final loss

Our overall objective now has the form of:

\[
L' = L'_{triplet} + \lambda_{SA} L'_{d,SA},
\]

where \(L'_{triplet}\) is the triplet loss, \(L'_{d,SA}\) is the structure-aware loss, and \(\lambda_{SA}\) is the distillation relaxation.

V. EXPERIMENTAL SETUP

In this section we detail our experimental setup for the task of incremental learning on point cloud place recognition.

A. Datasets

Models experience catastrophic forgetting when trained sequentially on datasets with dissimilar data distributions, which in our case can result from environmental changes (e.g., different cities, regions) or changes in how the data was collected (e.g., different LiDAR sensors). To study the impact of catastrophic forgetting in point cloud place recognition and evaluate the performance of InCloud we use four large-scale point cloud datasets: Oxford RobotCar [36], In-house [1], MulRan [37] and KITTI [38]. Table I outlines the sensor types, train and test set sizes of the various environments used in our incremental learning setup. To maintain input consistency, we pre-process all training and evaluation datasets as described for the Oxford dataset.
evaluate on sequences. For both environments we train on sequences more than 20m apart. During testing, we regard a retrieved point cloud as a positive match if they are within 10m of each other and negative matches if more than 50m apart. During testing, we regard a retrieved point cloud as a positive match if it is within 25m of the query scan. We follow the standard convention used by [1] when creating our training and testing splits.

In-house: In-house dataset [1] is composed of five traversals each of three routes collected around the city of Singapore using a Velodyne HDL-64E LiDAR scanner. We follow the standard convention for training and testing splits, employing the same positive and negative thresholds as the Oxford dataset.

MulRan: MulRan dataset [37] contains scans collected from an Ouster OS1-64 sensor from multiple environments in South Korea. The dataset contains 12 sequences on four environments, of which we use the six sequences from the DCC and Riverside environments for training and testing. During training, point clouds are considered positive matches if they are within 10m of each other and negative matches if more than 20m apart. During testing, we regard a retrieved point cloud as a positive match if it is within 10m of the query. For both environments we train on sequence 01 and evaluate on sequences 02 and 03.

KITTI: KITTI odometry dataset [38] contains 11 sequences of Velodyne HDL-64E LiDAR scans collected in Karlsruhe, Germany. Following [18], [25], [39] we use sequence 00 for evaluation in the Zero-Shot protocol outlined below. During testing, we regard a retrieved point cloud as a positive match if it is within 3m of the query.

We establish three experimental protocols to analyse the performance of incremental learning methods for point cloud place recognition. In the first protocol we perform two learning steps (2-Step), after the first training set (Oxford), we add the following 3 sets (DCC, Riverside and In-house) all at once in the second incremental step. In the second protocol (4-Step), we add 4 training sets sequentially, one by one in the following incremental order Oxford → DCC → Riverside → In-house. The 4-Step protocol is much more challenging due to its higher number of incremental steps. Finally, we hypothesise that a successful incremental learning method should also result in a most robust global embedding which generalises well to domains that have not been previously seen by the network during training. Therefore we introduce a Zero-Shot evaluation protocol which reports performance on KITTI sequence 00 after training on the 4-Step training protocol, which notably does not contain any environments from the KITTI dataset during training.

### Table I: Train-Test splits in our incremental learning setup.

| Dataset       | LiDAR Sensor          | Train | Test  |
|---------------|-----------------------|-------|-------|
| Oxford [36]   | SICK LMS-151          | 21711 | 3030  |
| In-house [1]  | Velodyne HDL-64E      | 6671  | 1766  |
| DCC [37]      | Ouster OS1-64         | 5542  | 15039 |
| Riverside [37]| Ouster OS1-64         | 5537  | 18633 |
| KITTI [38]    | Velodyne HDL-64E      | -     | 4542  |

To demonstrate that InCloud is agnostic to network architecture, we use three state-of-the-art network architectures: PointNetVLAD [1], LoGG3D-Net [2] and MinkLoc3D [3]. These three networks are chosen as their architectures represent a significant cross-section of the different styles of feature extractors and feature aggregators used in the literature (see Section II-A for more details). We found registering the In-house dataset was not feasible due to insufficient overlap between adjacent point clouds. Therefore, we use the abbreviation LoGG3D-Net† to indicate the point-based local consistency loss in LoGG3D-Net was not used during training.

For the first incremental step, we train the network from randomly initialised parameters. In each following incremental step, we train the model for 60 epochs with an initial learning rate of $1 \times 10^{-3}$ reduced to $1 \times 10^{-4}$ at 30 epochs. To increase the speed of training, we perform in-batch hard negative mining as proposed in [3]. We used ADAM as the optimiser with a weight decay of $1 \times 10^{-3}$, and set our incremental memory size to $K = 256$ during training. Random rotation and flipping of input 3D point clouds are used as data augmentation methods during training.

### C. Evaluation Metrics

To evaluate the performance of our incremental training setting, we report the mean Recall@1 (mR@1) across all training environments. We also adopt an additional metric introduced by [29]: Forgetting ($F$), which measures the extent that our model forgets what it has learned in the past. After every training step $t$ we evaluate on a test set for each of the $t$ training domains observed up to that point. At the end of training this results an evaluation matrix $R \in \mathbb{R}^{T \times T}$, where $R_{i,j}$ measures the model’s Recall@1 on test set $j$ at training step $i$. mR@1 and $F$ are now calculated using $R$ as follows:

$$mR@1 = \frac{1}{T} \sum_{t=1}^{T} R_{T,t}$$  \hspace{1cm} (9)

$$F = \frac{1}{T-1} \sum_{t=1}^{T-1} \max_{i \in 1...t} \{R_{i,t}\} - R_{T,t}$$  \hspace{1cm} (10)

A higher mR@1 reflects a stronger performance over all training domains, whereas a low value for $F$ indicates stronger performance on previous training domains.

### D. Baselines

We evaluate the performance of our method InCloud against the following baselines.

**Fine-Tuning (FT):** The network is sequentially fine-tuned on all the new environments (domains) using a standard metric learning approach (i.e., without incremental learning). FT defines the a theoretical lower bound for incremental learning performance.
A. Catastrophic Forgetting

In this section we investigate the impact of catastrophic forgetting for point cloud place recognition. Figure 4 illustrates the impact of catastrophic forgetting in the 4-Step protocol. At each training step the network overfits to a new training environment, optimising performance on that domain. However as new environments are introduced performance on old domains degrades due to catastrophic forgetting, with drops of up to 34%, 31.5% and 9.7% experienced on the Oxford, DCC and Riverside environments, respectively. Forgetting is smaller on environments visited later in training, as less training steps have been taken by the network since their introduction. These results indicate the severity of impact catastrophic forgetting can have when learning from new domains in point cloud place recognition, and the importance of introducing methods to alleviate this issue.

B. Performance on 2-Step and 4-Step Protocols

Table II reports results for the 2-Step and 4-Step incremental protocols. As expected the 4-Step protocol experiences a higher drop in mR@1 and greater forgetting than the 2-Step protocol. We attribute this to the network more directly over-fitting to the training distribution when the new training sets are significantly narrower in domain, which in turn impacts overall generalisability and increases forgetting. On the 4-Step protocol InCloud demonstrates significant improvement over the competing baselines, with a 3.1%, 6.6% and 11.4% improvement in mR@1 and a 10.8%, 10.2% and 16.7% reduction in forgetting on PointNetVLAD [1], LoGG3D-Net† [2] and MinkLoc3D [3], respectively, over the FT and outperforming both LwF [5] and EWC [31] across all metrics and architectures.

On the 2-Step protocol InCloud’s gains in mR@1 are more marginal with a 1.3%, 1.0% and 4.1% improvement across the three architectures. However InCloud still significantly outperforms the competing baselines in preserving performance on previously visited domains: we demonstrate 5.7%, 3.2% and 14.9% reduction in forgetting across the three architectures compared to the FT, and once again outperform both LwF [5] and EWC [31].

Finally, Figure 5 presents mean Recall@N for a range of top candidates numbers N for the three network architectures.

| Method            | 2-Step | 4-Step |
|-------------------|--------|--------|
| **PointNetVLAD [1]** |        |        |
| FT (Lower bound)  | 58.4   | 19.0   |
| Joint (Upper bound) | 66.1  | -      |
| +LwF [5]         | 73.2   | 17.7   |
| +EWC [31]        | 72.6   | 17.0   |
| +InCloud (ours)  | 73.9   | 13.1   |
| Joint (Upper bound) | 83.6  | 20.1   |
| +LwF [5]         | 84.9   | 11.3   |
| +EWC [31]        | 85.8   | 7.5    |
| +InCloud (ours)  | 87.7   | 5.2    |

TABLE II: Incremental learning results for networks trained on the 2-Step and 4-Step incremental protocols.

**Joint:** The network is trained offline on all available dataset in a single training step. Joint training is regarded as the upper bound performance for an incrementally trained network.

**LwF:** Learning without Forgetting (LwF) [5], a well-established incremental benchmark which performs knowledge distillation between output logits across training steps using Kullback–Leibler divergence.

**EWC:** Elastic Weight Consolidation (EWC) [31], another well-established incremental learning benchmark which uses the Fisher Information Matrix to identify key parameters for task performance and penalise change to these parameters across training steps.

VI. RESULTS

We evaluate InCloud on the 2-Step, 4-Step and Zero-Shot protocols outlined in Section V-A, detailing the impact of catastrophic forgetting in point cloud place recognition and that our approach is agnostic to the network architecture being used. Additionally, we justify our approach through ablation studies on the impact of InCloud’s components and the effect of using lower-order structural constraints in the knowledge distillation loss.
As we increase the number of top candidates InCloud continues to outperform competing methods, though there is still a significant gap between InCloud and the Joint training upper bound for PointNetVLAD [1] and LoGG3D-Net† [2]. These results demonstrate the significant benefits of InCloud across a variety of incremental protocols and network architectures.

### C. Performance on Zero-Shot Protocol

Table III reports results on the KITTI dataset under the Zero-Shot protocol outlined in Section V-A. Since the mR@1 and Forgetting metrics are not applicable in a zero-shot setting, we report Recall@1 instead. We compare the non-incremental learning result - that is, a network is fine-tuned sequentially over 4 training steps without any incremental learning compensation and - with LwF [5], EWC [31] and InCloud on all three network architectures.

InCloud improves over the non-incremental approach by 7.4%, 11.1% and 1.1% on KITTI-00, and outperforms LwF [5] across all architectures and EWC [31] on LoGG3D-Net† [2] and MinkLoc3D [3]. These results support our hypothesis that by preventing overfitting at each training step and forcing the network to maintain a more general embedding, InCloud significantly improves the forward-transferability of our global representation to previously unseen domains.

### D. Effect of Distillation Losses

In Section IV-B we stress the importance of capturing the structural content of the embedding space when distilling knowledge between training domains. Table IV compares our approach - distilling the angular relationship between vectors of a triplet - with two conventional approaches, distilling the absolute position of an embedding and the Euclidean distance between pairs of embeddings. Compared to the absolute and Euclidean distance distillation losses, our approach reports a 2.8% and 1.1% improvement in mR@1 and a 1% and 0.4% reduction in forgetting, respectively. This demonstrates the advantages of capturing the higher-order structure of the embedding in distillation loss while retaining the flexibility to adapt to new domains.

### E. Ablation Study

Table V provides a breakdown of how the different components of our approach impacted the overall performance of the network. Each major component of InCloud significantly improves the mR@1; however, adding the relaxation also results in a small increase in forgetting. This result is indicative of the nature of the plasticity-stability trade-off in incremental learning protocols; though the distillation relaxation is overall advantageous in allowing the network to adapt more smoothly to new domains, making it more plastic, by relaxing the distillation loss we sacrifice a small amount of stability as a result.

### VII. Conclusion

In this paper, we explore the novel challenge of incremental learning in the context of point cloud place recognition and introduce a new approach, InCloud. InCloud distills the angular relationship between global representations to preserve the complex structure of the embedding space between incremental training steps, and employs a new distillation relaxation approach which gradually tempers the distillation as training progresses. To evaluate our approach, we introduce new benchmarks on four LiDAR datasets of Oxford, MulRan, In-house, and KITTI and train our approach on multiple state-of-the-art network architectures. We show that agnostic to the network architecture InCloud effectively addresses the problem of catastrophic forgetting.
for point cloud place recognition, allowing for models to be updated on new domains without the restriction of retaining and re-trained the network jointly on all legacy data.
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