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Abstract

Visible thermal person re-identification (VT-ReID) suffers from inter-modality discrepancy and intra-identity variations. Distribution alignment is a popular solution for VT-ReID, however, it is usually restricted to the influence of the intra-identity variations. In this paper, we propose the Cross-Modality Earth Mover’s Distance (CM-EMD) that can alleviate the impact of the intra-identity variations during modality alignment. CM-EMD selects an optimal transport strategy and assigns high weights to pairs that have a smaller intra-identity variation. In this manner, the model will focus on reducing the inter-modality discrepancy while paying less attention to intra-identity variations, leading to a more effective modality alignment. Moreover, we introduce two techniques to improve the advantage of CM-EMD. First, Cross-Modality Discrimination Learning (CM-DL) is designed to overcome the discrimination degradation problem caused by modality alignment. By reducing the ratio between intra-identity and inter-identity variances, CM-DL leads the model to learn more discriminative representations. Second, we construct the Multi-Granularity Structure (MGS), enabling us to align modalities from both coarse- and fine-grained levels with the proposed CM-EMD. Extensive experiments show the benefits of the proposed CM-EMD and its auxiliary techniques (CM-DL and MGS). Our method achieves state-of-the-art performance on two VT-ReID benchmarks.

Introduction

Person re-identification (ReID) is critical in a safety surveillance system, aiming at matching a query of interest from a set of gallery images captured by non-overlapping cameras. Traditional ReID (Lin et al. 2019; Wu, Zhu, and Gong 2020; Zheng et al. 2021) assumes that the images are collected by RGB cameras. However, the appearance characteristics of visible (RGB) images are largely relying on the illumination conditions and will be highly influenced by the poor illumination (e.g., night-time). To handle the night-time context, the ReID community has captured night-time images by thermal cameras and proposed a task called visible-thermal person re-identification (VT-ReID) (Ye et al. 2019). This task is a cross-modality retrieval problem, aiming to search a query of one modality (e.g., visible) from the gallery of another modality (e.g., thermal). VT-ReID is more challenging than the traditional ReID, because we need to jointly overcome the inter-modality discrepancy caused by visible and thermal cameras and the intra-identity variations caused by different factors (such as view, pose and background).

Distribution alignment (Pu et al. 2020; Hao et al. 2019a; Dai et al. 2018) is a popular and effective solution for VT-ReID, which aims to reduce the distribution gap between visible and thermal modalities. However, the existence of intra-identity variations may interfere with the optimization of distribution alignment. For example, given a training mini-batch, the randomly selected cross-modality pairs of
the same identity commonly have a large variation in pose, view and background (Fig. 1 (a)). In this context, when the cross-modality discrepancy is reduced to a certain extent and is not dominant, the model will turn to decrease the intra-identity variations that are not suitable for optimizing by the distribution alignment function. Intuitively, if there are only cross-modality differences between all the selected cross-modality pairs, the model can always focus on reducing the modality gap to obtain a better modality alignment result. However, it is hard to achieve the above situation, since, in VT-ReID, intra-identity variations always exist and such pairs are hard to obtain using only the identity annotations.

In this paper, we propose a novel distribution alignment approach for VT-ReID, called Cross-Modality Earth Mover’s Distance (CM-EMD), which can largely mitigate the impact of the intra-identity variations during modality alignment. Specifically, given a mini-batch, CM-EMD leverages EMD (Rubner, Tomasi, and Guibas 1998) to select an optimal transport strategy across two modalities and assigns a large transport weight between two cross-modality samples with a smaller intra-identity variation (Fig. 1 (b)). In this way, the model can focus on reducing the modality discrepancy instead of the intra-identity variation, leading to an effective modality alignment. We also introduce two techniques to facilitate the effectiveness of CM-EMD. (1) The Cross-Modality Discrimination Learning (CM-DL). As CM-EMD mainly focuses on aligning the cross-modality distribution, it will gently close the distance of cross-modality negative pairs (Fig. 3 (a→c)), degrading the discrimination ability of the representation. Therefore, we propose CM-DL to improve the discrimination by reducing the ratio between the intra-identity and the inter-identity variances. (2) The Multi-Granularity Structure (MGS). As local information is important for re-ID (Sun et al. 2018; Wang et al. 2018; Wei et al. 2021a; Zhang et al. 2021a), we introduce MGS to perform finer modality alignment. In our MGS, we first extract both part-based local features and global features and then apply CM-EMD to them individually, enabling us to decrease the modality gap on both coarse-grained and fine-grained feature levels. In summary, the contributions of this paper are:

- We introduce the Cross-Modality Earth Mover’s Distance (CM-EMD) for VT-ReID, which can alleviate the negative effect caused by the intra-identity variations and effectively bridge the modality gap.
- We propose the Cross-Modality Discrimination Learning (CM-DL), effectively overcoming the discrimination degradation problem raised by CM-EMD.
- We design the Multi-Granularity Structure (MGS), versatility reducing the modality gap with CM-EMD.

Experiments on two VT-ReID datasets verify the advantages of the proposed CM-EMD, CM-DL and MGS, and demonstrate the superior performance of our method over state-of-the-art methods.

Related Work
VT-ReID has been first introduced by (Wu et al. 2017), which aims to match the query person of one modality from the gallery of another one. Since then, many methods were proposed for VT-ReID, which can be mainly divided into four groups. (1) Feature extractor based methods (Wu et al. 2017; Ye et al. 2018b, 2020b; Liu et al. 2020; Yang et al. 2020; Lu et al. 2020; Ye et al. 2020c; Jia et al. 2020; Chen et al. 2021; Fu et al. 2021; Tian et al. 2021) mainly focus on designing a cross-modality network to extract modality-invariant and discriminative representation. (2) Metric learning based methods (Ye et al. 2018a; Hao et al. 2019b; Ye et al. 2020a; Feng, Lai, and Xie 2019; Liu, Tan, and Zhou 2020; Ling et al. 2020, 2021) are proposed to learn an embedding space by explicitly enforcing the intra-class samples of two modalities close to each other. (3) Distribution alignment based methods (Dai et al. 2018; Hao et al. 2019a; Pu et al. 2020; Zhang et al. 2021b; Wu et al. 2021; Park et al. 2021) are mainly proposed to decrease the distribution divergence to smooth the inter-modality discrepancy and gain modality invariant feature. (4) Image generation based methods (Wang et al. 2019b; Li et al. 2020; Wei et al. 2021b; Choi et al. 2020; Wang et al. 2020; Liu et al. 2021) commonly attempt to generate fake/virtual images that are used to bridge the modality gap in the image-level.

Earth Mover’s Distance (EMD) (Rubner, Tomasi, and Guibas 1998) is a metric to estimate the distance between two distributions, which is a special case of the transportation problem from linear optimization. EMD was applied to address many tasks, such as image retrieval (Rubner, Tomasi, and Guibas 2000), tracking (Zhao, Yang, and Tao 2008; Li 2013; Schulter et al. 2017), graph matching (Nikolentzos, Meladianos, and Vazirgiannis 2017), document retrieval (Chen et al. 2019a), overcoming mode collapsing (Chen et al. 2018; Salimans et al. 2018; Arjovsky, Chintala, and Bottou 2017) of Generative Adversarial Network (GAN) (Goodfellow et al. 2014), and few-shot learning (Zhang et al. 2020). Different from them, this work employs EMD to solve the problem of VT-ReID, where we propose the cross-modality EMD to effectively learn modality-invariant representation.

Methodology

Overview. The framework of the proposed method is shown in Fig. 2. We first extract global features, local features, and accumulated local features with the proposed multi-granularity structure (MGS) for both visible and thermal modalities. We then calculate the losses of identity classification and losses of the proposed Cross-Modality Earth Mover’s Distance (CM-EMD) with the three types of features. For the proposed Cross-Modality Discrimination Learning (CM-DL), we first obtain a holistic feature by concatenating the weighted local features and computing the loss of CM-DL with the holistic feature. The loss of identity classification aims to learn a basic representation. The loss of CM-EMD is designed to effectively reduce the modality discrepancy. The loss of CM-DL focuses on learning more discriminative representation.
Figure 2: The framework of the proposed method. In the shallow layers, we use different parameters for visible modality and thermal modality. The shallow layers are the first convolutional layer, 1-th residual block, and 2-th residual block of the ResNet-50 (He et al. 2016). After the shallow layers, we design two streams for extracting global-based features and local-based features. Each stream includes the 3-th and 4-th residual blocks of the ResNet-50, which are shared by both modalities. The parameters of the two streams are different. Given the inputs, we first extract global features, local features, and accumulated local features with our Multi-Granularity Structure (MGS). We then calculate the losses of classification and the losses of Cross-Modality Earth Mover’s Distance with the obtained three types of features. On the other hand, we generate the holistic feature by concatenating the weighted local features. The loss of Cross-Modality Discrimination Learning is calculated with the holistic feature.

**Basic Loss**

Identity classification loss is widely used in ReID, which is obtained by calculating the cross-entropy loss with the identity labels. The identity classification loss is referred to $L_{ID}$ in this paper. Because the data in VT-ReID come from both visible and thermal modalities, we need to reduce the modality discrepancy during training so that the model can generate discriminative cross-modality representation. Next, we introduce a novel distribution alignment method to achieve the above goal.

**Cross-Modality Earth Mover’s Distance**

**Motivation.** Distribution alignment is an effective way to reduce the modality discrepancy for VT-ReID. However, as discussed in the introduction, distribution alignment will be affected by the intra-identity variations. In our intuition, if we can select cross-modality pairs that have fewer intra-identity variations, the modality alignment process can mainly focus on reducing the modality discrepancies caused by the selected pairs. However, the above situation is hard to achieve since the intra-identity variations are caused by various factors while we only have the identity information. On the other hand, EMD (Rubner, Tomasi, and Guibas 1998) is a measure of the distance between two distributions, which can be solved by minimizing the cost of transporting one distribution to another. As a result, the two samples that are more similar will have a high connected weight. Inspired by this, we introduce a new modality alignment method, named Cross-Modality Earth Mover’s Distance (CM-EMD). Taking advantage of EMD, CM-EMD can automatically assign weights between samples according to their similarities. As a consequence, the cost of CM-EMD is largely dominated by the pairs that have fewer intra-identity variations (i.e., have high similarities) and the impact of the intra-identity variations can be largely suppressed. We next introduce CM-EMD in detail.

Given a training mini-batch, we have $N^v$ visible modality samples and $N^t$ thermal modality samples, which are randomly selected from $C$ identities. The features obtained by the model are defined as $F^v$ and $F^t$ for visible modality and thermal modality, respectively. We will introduce how to obtain the representation of samples in Sec. . The feature distributions of visible modality and thermal modality are denoted as $\nu \in P(F^v)$ and $\tau \in P(F^t)$, respectively. $\Pi(\nu, \tau)$ represents all joint distributions $\rho(f^v, f^t)$, where $f^v \in F^v$ and $f^t \in F^t$. The CM-EMD among the samples of two modalities can be defined as:

$$D_{CM-EMD}(F^v, F^t) = \inf_{\rho(\nu, \tau)} E_{(f^v, f^t) \sim \rho} [M(f^v, f^t)],$$  \hspace{1cm} (1)

where $M(f^v, f^t)$ is the cost function and is calculated by the euclidean distance between $f^v$ and $f^t$. EMD has the form of transportation problem (TP) from Linear Programming, and Eq. 1 can be re-formulated as:

$$D_{CM-EMD}(F^v, F^t) = \min_{S \in \Pi(\nu, \tau)} \sum_{i=1}^{N^v} \sum_{j=1}^{N^t} S_{i,j} \cdot M(f^v_i, f^t_j),$$  \hspace{1cm} (2)

where $V = \{v_i\}_{i=1}^{N^v}$ and $T = \{t_j\}_{j=1}^{N^t}$ are $N^v$-dim simplex and $N^t$-dim simplex, respectively. $v_i$ and $t_j$ are the weights.
of their corresponding nodes. $\Pi(V, T)$ denotes all transport plans $S \in \mathbb{R}^{N^v \times N^t}$. $S_{ij}$ indicates the weight of shifting from $v_i$ to $t_j$, which subjects to:

$$S_{ij} \geq 0, \quad \sum_{j=1}^{N^t} S_{ij} = v_i, \quad \sum_{i=1}^{N^v} S_{ij} = t_j, \quad \forall i = 1, \ldots, N^v, \quad \forall j = 1, \ldots, N^t. \quad (3)$$

To reduce the computational complexity, we use Sinkhorn algorithm (Cuturi 2013; Peyré, Cuturi et al. 2019) to solve the Eq. 2.

**Discussion.** After optimization, there is a negative correlation between the transport weight $S_{ij}$ and the transport cost $M(f_j^v, f_j^t)$. The two samples ($f_j^v$ and $f_j^t$) will be assigned with a large transport weight when they are close to each other, otherwise will be assigned with a small transport weight. As a result, when using Eq. 2 as the loss function of modality alignment, the model will mainly focus on reducing the discrepancy of samples that have fewer intra-identity variations (i.e., have small transport cost). Meanwhile, the samples that have large intra-identity variations will have less impact on the model optimization, since they are assigned with low weights. An example of CM-EMD is illustrated in Fig. 3 (a→c).

**Cross-Modality Discrimination Learning**

One disadvantage of modality alignment is that the optimization process may degrade the discrimination capability of the model (Chen et al. 2019b), which is also a problem of the proposed CM-EMD. For example, all cross-modality pairs are considered since CM-EMD mainly concentrates on modality alignment. It will slightly increase the similarity of cross-modality negative pairs (Fig. 3 (a→c)). Class-wise variance can well represent the identity distributions.

Specifically, if the model can well distinguish samples of different identities, the intra-class variance should be small while the inter-class variance should be large. Taking this into mind, we propose the Cross-Modality Discrimination Learning (CM-DL) to improve the discrimination ability of the model, which is achieved by constraining the relation between cross-modality intra-class variance and cross-modality inter-class variance.

Given a training mini-batch, we first calculate the feature mean for each modality, formulated as:

$$\mu_v^c = \frac{1}{N_v^c} \sum_{i=1}^{N_v^c} f_i^v, \quad \mu_t^c = \frac{1}{N_t^c} \sum_{i=1}^{N_t^c} f_i^t. \quad (4)$$

We then calculate the class-wise feature mean for each modality, formulated as:

$$\mu_v^c = \frac{1}{N_v^c} \sum_{i=1}^{N_v^c} f_i^v, \quad \mu_t^c = \frac{1}{N_t^c} \sum_{i=1}^{N_t^c} f_i^t, \quad (5)$$

where $N_v^c$ and $N_t^c$ denote the number of samples of class $c$ for visible modality and thermal modality, respectively. $f_i^c$ is the feature of the sample that belongs to the class $c$.

The cross-modality intra-class variance is defined as:

$$V_{\text{intra}}(F^v, F^t) = \sum_{c=1}^{C} \frac{N_v^c}{C} \left\{ \sum_{i=1}^{N_v^c} (f_{i,c}^v - \mu_v^c) (f_{i,c}^v - \mu_v^c)^\top \right\},$$

where $(\cdot)^\top$ represents the transpose operation. Similarly, the cross-modality inter-class variance is defined as:

$$V_{\text{inter}}(F^v, F^t) = \sum_{c=1}^{C} \frac{N_v^c}{C} \left\{ N_v^c (\mu_v^c - \mu^t) (\mu_v^c - \mu^t)^\top \right\} + N_t^c (\mu_t^c - \mu^v) (\mu_t^c - \mu^v)^\top \right\}.$$  

By jointly considering the cross-modality intra-class variance and cross-modality inter-class variance, our CM-DL can be formulated as:

$$L_{\text{CM-DL}} = \frac{V_{\text{intra}}(F^v, F^t)}{V_{\text{inter}}(F^v, F^t)}.$$  

By minimizing Eq. 8, the model is encouraged to reduce the cross-modality intra-class variance as well as increase the cross-modality inter-class variance, leading to a more discriminative representation. An example of CM-DL is shown in Fig. 3 (c→d).

**Multi-Granularity Structure**

Some works (Wei et al. 2021a; Zhang et al. 2021a) have demonstrated the effectiveness of local features. Inspired by this, we introduce the multi-granularity structure (MGS) to align the modalities in both coarse- and fine-grained aspects. Given the global and local features of the last residual convolution layer $f_{g,\text{res}}$ and $f_{l,\text{res}}$, we extract three types of
the losses of CM-EMD can be calculated as:

\[ L_\alpha \]

where \( \alpha \) is the part number and \( K \) is the global-based loss of CM-EMD and \( L^o_{CM-EMD} \) is the local-based loss of CM-EMD.

**Loss for CM-DL.** CM-DL is mainly used to alleviate the discrimination degradation problem raised by CM-EMD. To reduce the computational cost of CM-DL, instead of using the global-based and local-based features individually, we concatenate the weighted local features to produce a holistic feature, which is utilized for the calculated loss of CM-DL. Specifically, the holistic feature is represented as:

\[ f_h = [\omega_1 f_{1,1} | \omega_2 f_{1,2} | \ldots | \omega_K f_{1,K}], \]

where \([ \cdot | \cdot ]\) indicates the concatenation operation. \( \omega_1, \ldots, \omega_K \) are the trainable weights, which are normalized by the SoftMax function. The loss of CM-DL is reformulated as follows:

\[ L^K_{CM-DL} = \frac{V_{intra}(\bar{F}_{k}, \bar{F}_{k})}{V_{intra}(\bar{F}_{k}, \bar{F}_{k})} \]

**Losses for identity classification.** As explained in Sec. , \( L_{ID} \) is calculated by identity classification loss. We apply \( L_{ID} \) on the global feature, local features, and accumulated local features. Specifically, we add classification heads (1 for global features, \( K \) for local features, and \( K \) for accumulated local features), which are fully-connected layers with an output length of \( \#\text{identities} \), after these three types of features. The losses of identity classification can be calculated as:

\[ L^i_{ID} = \text{CrossEntropy} (\mathbb{H}^i_{g}, Y), \]

\[ L^{1:i}_{ID} = \sum_{k=1}^{K} \text{CrossEntropy} (\mathbb{H}^{1:i}_{l,k}, Y) \]

\[ + \alpha \sum_{k=2}^{K} \text{CrossEntropy} (\mathbb{H}^{1:i}_{l,k}, Y), \]

where \( \mathbb{H} \) indicates the predictions of the corresponding classification head and \( Y \) is the identity labels.

**Overall**

**Training.** By considering the proposed CM-EMD, CM-DL, MSG and the basic loss, the model is optimized by:

\[ \arg\min_{\theta} \gamma_1 L^1_{CM-DL} + \gamma_2 L_{ID} + \gamma_3 L^o_{CM-EMD} \]

\[ + \gamma_4 L^1_{ID} + \gamma_5 L^o_{CM-EMD}, \]

where \( \gamma_1 \rightarrow 5 \) are the hyper-parameters that balance the importance of different losses.

**Testing.** In the testing phase, we obtain the final feature by concatenating the global feature and local features:

\[ f_{test} = [\beta f_{1,1,k} | (1 - \beta) f_y], \]

where \( \beta \) is the hyper-parameter that controls the importance of global and local features.

**Experiment**

**Experimental Settings**

**Datasets.** Experiments are conducted on two VT-ReID datasets, SYSU-MM01 (Wu et al. 2017) are captured by four RGB cameras and two thermal cameras, respectively. The training set contains 22,258 RGB images and 11,909 infrared images of 395 identities. The testing set involves 3,803 query (infrared) images and 301 gallery (RGB) images of 96 identities. For evaluation, we use two testing modes, i.e., all-search mode and indoor-search mode, we report single-shot settings for these two modes. RegDB (Nguyen et al. 2017) comprises 4,120 RGB images and 4,120 infrared images of 412 identities, collected from one RGB camera and one infrared camera. Each identity has 10 RGB images and 10 infrared images. For evaluation, we equally divide RegDB into the training and testing sets. Two testing settings are used: Thermal (query) to Visible (gallery) setting and Visible (query) to Thermal (gallery) setting.

**Evaluation metrics.** The Cumulative Matching Characteristics (CMC) and mean Average Precision (mAP) are used to evaluate the retrieval performance. For CMC, we report the rank-1 (R1) accuracy.

**Implementation details.** The baseline model based on (Ye et al. 2021b). We use random cropping for data augmentation during training. For each training mini-batch, we set the number of identities to 6 (i.e., \( C=6 \)) for both datasets. We then randomly sample 8 RGB images and 8 infrared images (i.e., \( N^r_c = N^i_c = 8 \)) for SYSU-MM01, and 4 RGB images and 4 infrared images (i.e., \( N^r_v = N^i_v = 4 \)) for RegDB. The input images are resized to 384 \( \times \) 192 \( \times \) 3. The SGD optimizer is used for training and the initial learning rate is set to 0.1 with a warm-up strategy (Luo et al. 2019). We divide the learning rate by 10 after 20 and 50 epochs. We train the model for a total of 80 epochs. For the hyper-parameters of the proposed model, the features are divided into 6 parts (i.e., \( K = 6 \)). We set \( \alpha \) (Eq. 9) to 0.2 and 1.0 for SYSU-MM01 and RegDB, respectively. \( \gamma_1 \rightarrow 5 \) (Eq. 13) are to \{1, 1, 0.1, 2, 0.1\} for SYSU-MM01 and \{3, 2, 0.4, 1, 0.6\} for RegDB, respectively. During testing, we set \( \beta \) (Eq. 14) to 0.7 and 0.5 for SYSU-MM01 and RegDB, respectively.
Comparison with the State of the Art

To demonstrate the superiority of our method, we compare it against the state-of-the-art approaches on SYSU-MM01 and RegDB datasets in Table 1.

Results on RegDB. We first compare our method with state-of-the-art methods on RegDB. It is clear that our method outperforms the state-of-the-art methods by a large margin in both evaluation settings. Specifically, we obtain rank-1 = 94.37% and mAP = 88.23% for the “Visible to Thermal” setting, and, rank-1 = 92.77% and mAP = 86.85% for “Thermal to Visible” setting. Compared to the current best competitor (MPANet (Wu et al. 2021)) in CVPR 2021, we show significant improvements. For example, our method is higher than MPANet by 4.53% in rank-1 accuracy and 3.80% in mAP on the “Visible to Thermal” setting, and, by 4.39% in rank-1 accuracy and 2.99% in mAP on the “Thermal to Visible” setting, respectively. This indicates that our method produces a new state-of-the-art performance on RegDB.

Results on SYSU-MM001. For the results on SYSU-MM001, our method also achieves the best results in all settings. Specifically, we achieve rank-1 = 73.39% and mAP = 68.56% for the all-search mode, and, rank-1 = 80.53% and mAP = 82.71% for the indoor-search mode. Compared to the current best competitor (FMCNet (Zhang et al. 2022)) published in CVPR 2022, our method clearly surpasses FMCNet by 4.53% in rank-1 accuracy and 2.99% in mAP on the two evaluation settings, respectively.

Table 1: Comparison with the state-of-the-art methods on the RegDB and SYSU-MM01 datasets.

| Method                  | RegDB          | SYSU-MM01       |
|-------------------------|----------------|-----------------|
|                         | Visible to Thermal | Thermal to Visible | All-search | Indoor-search |
|                         | R1  | mAP  | R1  | mAP  | R1  | mAP  | R1  | mAP  |
| Zero-Padding (Wu et al. 2017) | ICCV17 | 17.75 | 18.90 | /   | /   | 14.80 | 15.95 | 20.58 | 26.92 |
| HCML (Ye et al. 2018a)   | AAA18 | 24.44 | 20.8 | 21.70 | 22.24 | 14.32 | 16.16 | /   | /   |
| D2RL (Wang et al. 2019b) | CVPR19 | /   | /   | 43.4 | 44.1 | 28.9 | 29.2 | /   | /   |
| D-HSME (Hao et al. 2019b)| AAA19 | 50.85 | 47   | 50.15 | 46.16 | 20.68 | 23.12 | /   | /   |
| AlignGAN (Wang et al. 2019a) | ICCV19 | 57.9 | 53.6 | 56.3 | 53.4 | 42.4 | 40.7 | 45.9 | 54.3 |
| Hi-CMD (Choi et al. 2020)| CVPR20 | /   | /   | 70.93 | 66.04 | 34.94 | 35.94 | /   | /   |
| PIG (Wang et al. 2020)   | AAA120 | 48.50 | 49.3 | 48.1 | 48.90 | 38.1 | 36.9 | 43.8 | 52.9 |
| CMM-CML (Ling et al. 2020) | ACMMM20 | 59.81 | 60.86 | /   | /   | 51.8 | 51.21 | 54.98 | 63.7 |
| Xmodal (Li et al. 2020)  | AAA120 | 62.21 | 60.18 | /   | /   | 49.92 | 50.73 | /   | /   |
| DDAG (Ye et al. 2020c)   | ECCV20 | 69.34 | 63.46 | 68.06 | 61.80 | 54.75 | 53.02 | 61.02 | 67.98 |
| cm-SSFT (Lu et al. 2020) | CVPR20 | 73.3 | 72.9 | 71.0 | 71.7 | 61.6 | 63.2 | 70.5 | 72.6 |
| CMAAlign (Park et al. 2021)| ICCV21 | 74.17 | 67.64 | 72.43 | 65.46 | 55.41 | 54.14 | 58.46 | 66.33 |
| NFS (Chen et al. 2021)   | CVPR21 | 80.54 | 72.1 | 77.95 | 69.79 | 56.91 | 55.45 | 62.79 | 69.79 |
| VCD-VML (Tian et al. 2021)| CVPR21 | 73.2 | 71.6 | 71.8 | 70.1 | 60.02 | 58.80 | 66.05 | 72.98 |
| MCLNet (Hao et al. 2021) | ICCV21 | 80.3 | 73.07 | 75.93 | 69.49 | 65.40 | 61.98 | 72.56 | 76.58 |
| MPANet (Wu et al. 2021)  | CVPR21 | 83.7 | 80.9 | 82.8 | 80.7 | 70.58 | 68.24 | 76.74 | 80.95 |
| SMCL (Wei et al. 2021b)  | ICCV21 | 83.93 | 79.83 | 83.05 | 78.57 | 67.39 | 61.89 | 68.84 | 75.56 |
| CM-NAS (Fu et al. 2021)  | ICCV21 | 84.54 | 80.32 | 82.57 | 81.37 | 61.99 | 60.02 | 67.01 | 72.95 |
| CAJL (Ye et al. 2021a)   | ICCV21 | 85.03 | 79.14 | 84.75 | 77.82 | 69.88 | 66.59 | 76.26 | 80.37 |
| DART (Yang et al. 2022)  | CVPR22 | 83.60 | 75.67 | 81.97 | 73.78 | 68.72 | 66.29 | 72.52 | 78.17 |
| MID (Huang et al. 2022)  | AAA122 | 87.45 | 84.85 | 84.29 | 81.41 | 60.27 | 59.40 | 64.86 | 70.12 |
| FMCNet (Zhang et al. 2022)| CVPR22 | 89.84 | 84.43 | 88.38 | 83.86 | 66.34 | 62.51 | 68.15 | 74.09 |
| Ours                     | AAA123 | 94.37 | 88.23 | 92.77 | 86.85 | 73.39 | 68.56 | 80.53 | 82.71 |

Table 2: Ablation study of the proposed components.

| Method                  | SYSU-MM01       | RegDB          |
|-------------------------|-----------------|----------------|
|                         | R1  | mAP  | R1  | mAP  |
| 0 Baseline w/ Global    | 54.22 | 51.18 | 46.46 | 43.48 |
| 1 +CM-EMD               | 60.01 | 54.75 | 76.76 | 69.70 |
| 2 Baseline w/ Local     | 55.56 | 53.00 | 64.85 | 61.90 |
| 3 +CM-EMD               | 65.97 | 62.34 | 89.37 | 81.19 |
| 4 +CM-EMD+CM-DL         | 67.81 | 63.68 | 93.45 | 85.33 |
| 5 Baseline w/ MGF       | 61.58 | 59.26 | 69.08 | 64.22 |
| 6 +CM-EMD               | 71.26 | 66.59 | 92.86 | 84.99 |
| 7 +CM-EMD+CM-DL         | 73.39 | 68.56 | 94.37 | 88.23 |

Table 3: Comparison of distribution alignment methods.

| Method                  | SYSU-MM01       | RegDB          |
|-------------------------|-----------------|----------------|
|                         | R1  | mAP  | R1  | mAP  |
| 0 Ours(w/o CM-EMD)+KL   | 65.05 | 61.09 | 83.74 | 78.33 |
| 1 Ours w/o OTS          | 69.18 | 65.36 | 90.05 | 82.40 |
| 2 Ours                  | 73.39 | 68.56 | 94.37 | 88.23 |

Table 2: Ablation study of the proposed components. CM-EMD: cross-modality earth mover’s distance, CM-DL: Cross-Modality Discrimination Learning, Global: global-based feature, Local: local based features, MGF: global-based & local-based features.

Table 3: Comparison of distribution alignment methods. KL: Kullback–Leibler divergence, w/o OTS: use cosine-similarities to replace the weights obtained by optimal transport strategy.

Evaluation

In this section, we conduct extensive experiments to investigate the effectiveness of the components of our model, i.e.,
Table 4: Comparison of CM-DL, center loss, and triplet loss. B: Baseline w/MGF.

| Method            | SYSU-MM01 R1 | mAP | RegDB R1 | mAP |
|-------------------|---------------|-----|----------|-----|
| B                 | 61.58         | 59.26 | 69.08    | 64.22 |
| + Center loss     | 63.15         | 62.36 | 71.65    | 68.12 |
| + Triplet loss    | 64.46         | 63.78 | 74.62    | 72.18 |
| + CM-DL           | 65.78         | 63.86 | 75.76    | 72.98 |
| B + CM-EMD        | 71.26         | 66.59 | 92.86    | 84.99 |
| + Center loss     | 69.94         | 64.44 | 91.41    | 83.44 |
| + Triplet loss    | 71.21         | 66.39 | 91.02    | 81.83 |
| + CM-DL           | **73.39**     | **68.56** | **94.37** | **88.23** |

Table 5: Effect of accumulated local features (ALF) and the trainable weights (TW) of CM-DL.

| Method            | SYSU-MM01 R1 | mAP | RegDB R1 | mAP |
|-------------------|---------------|-----|----------|-----|
| Ours w/o ALF      | 72.39         | 67.78 | 91.94    | 84.95 |
| Ours w/o TW       | 71.18         | 67.42 | 93.35    | 87.86 |
| Ours              | **73.39**     | **68.56** | **94.37** | **88.23** |

Effectiveness of MGS. To verify the advantage of the proposed Multi-Granularity Structure (MGS), we show the results of the baseline model with the global-based feature, local-based features, and the multi-granularity features obtained by MGS, respectively. The comparisons are reported in Table 2 (#0 vs #2 vs #5). We can observe that using the local-based features can produce higher results than using the global-based features, especially on the RegDB dataset. In addition, using the multi-granularity features can further improve the results by a large margin, demonstrating the effectiveness of the proposed MGS.

Effectiveness of CM-DL. We then evaluate the effectiveness of the proposed CM-DL. From the results in Table 2 (#0 vs #1, #2 vs #3, #5 vs #6), we can find that the proposed CM-DL can consistently improve the model performance by a large margin, no matter the types of features. For example, when using the multi-granularity features, the rank-1 accuracy of the baseline improves from 61.58% to 71.26% for SYSU-MM01, and from 69.08% to 92.86% for RegDB. These results verify the large effectiveness of our CM-DL and show the compatibility between the proposed CM-DL and MGS. In Table 3, we compare CM-DL with its variant and KL divergence. For the CM-DL variant, we directly use cosine-similarities between cross-modality sample pairs to replace the weights obtained by the optimal transport strategy. The results show that CM-DL largely outperforms the other two methods, further demonstrating the superiority of the proposed CM-DL. The advantage of CM-DL over the cosine-similarity based method is mainly due to the fact that CM-DL finds an overall optimal transport strategy to align two modalities while the cosine-similarity based method only considers the relationship between individual pairs.

Effectiveness of CM-DL. We next investigate the superiority of the proposed CM-DL. Since the loss of CM-DL is calculated on the holistic feature, which is generated based on the local-based features, we add CM-DL to models that include local-based features. The results in Table 2 (#3 vs #4, #6 vs #7) show that injecting CM-DL into the model can obtain consistent improvements. This demonstrates the effectiveness of the proposed CM-DL and also validates the compatibility of the proposed three techniques (MGS, CM-EMD, and CM-DL). In Table 4, we compare CM-DL with two popular metric learning methods (center loss (Wen et al. 2016) and triplet loss (Hermans, Beyer, and Leibe 2017)) under the ‘Baseline w/ MGF’ and ‘Baseline w/ MGF + CM-EMD’, respectively. We find that: 1) Center and triplet loss and our CM-DL can improve the results of ‘Baseline w/ MGF’. 2) Center and triplet losses can not improve the results under the ‘Baseline w/ MGF + CM-EMD’, while our CM-DL achieves improvements on both datasets and clearly exceeds the other two methods. This further validates the benefits of our CM-DL in assisting CM-EMD. The main reason is that CM-DL is specifically designed to overcome the discrimination degradation problem caused by modality alignment, thus producing an improvement when adding to CM-EMD. However, given a model with a proper modality alignment, the constraints of center and triplet losses are mostly satisfied during training and thus will not bring further improvement without a more careful sampling strategy.

Effectiveness of accumulated local features. We evaluate the Effectiveness of accumulated local features in Table 5. We can find that accumulated local features can further improve the performance on two datasets, especially on RegDB. It is because the accumulated local features include more multi-granularity features, and improve the discrimination of representation.

Effectiveness of trainable weights. For CM-DL, the holistic feature (Eq. 10) is obtained by concatenating local features with trainable weights. We compare the results of models with and without using trainable weights. When removing the trainable weights, we use equal weights for all parts. Table 5 shows that using trainable weights can consistently produce higher results on both datasets.

Conclusion

In this paper, we propose a novel modality alignment method for visible thermal person re-identification, called Cross-Modality Earth Mover’s Distance (CM-EMD), which can alleviate the impact of intra-identity variations and thus can achieve a more effective distribution alignment. Moreover, we introduce two methods to facilitate the benefit of the proposed CM-EMD, which are Cross-Modality Discrimination Learning (CM-DL) and Multi-Granularity Structure (MGS). CM-DL enables the model to learn more discriminative representation while MGS enables us to perform modality alignment in both coarse-grained to fine-grained levels. Experiments verify the advantages of the proposed methods. Our final solution can achieve state-of-the-art results on the SYSU-MM01 and RegDB datasets.
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