A Three-Dimensional Scanning System for Digital Archiving and Quantitative Evaluation of Arabidopsis Plant Architectures
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A plant’s architecture contributes to its ability to acquire resources and reduce mechanical load. Arabidopsis thaliana is the most common model plant in molecular biology, and there are several mutants and transgenic lines with modified plant architecture regulation, such as lazy1 mutants, which have reversed angles of lateral branches. Although some phenotyping methods have been used in larger agricultural plants, limited suitable methods are available for three-dimensional reconstruction of Arabidopsis, which is smaller and has more uniform surface textures and structures. An inexpensive, easily adopted three-dimensional reconstruction system that can be used for Arabidopsis is needed so that researchers can view and quantify morphological changes over time. We developed a three-dimensional reconstruction system for A. thaliana using the visual volume intersection method, which uses a fixed camera to capture plant images from multiple directions while the plant slowly rotates. We then developed a script to autogenerate stack images from the obtained input movie and visualize the plant architecture by rendering the output stack image using the general bioimage analysis software. We successfully three-dimensionally and time-sequentially scanned wild-type and lazy1 mutant A. thaliana plants and measured the angles of the lateral branches. This non-contact, non-destructive method requires no specialized equipment and is space efficient, inexpensive and easily adopted by Arabidopsis researchers. Consequently, this system will promote three- and four-dimensional phenotyping of this model plant, and it can be used in combination with molecular genetics to further elucidate the molecular mechanisms that regulate Arabidopsis architecture.
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Introduction

Plants construct a characteristic architecture by extending their branches at certain angles (Wang and Jiao 2018, Nakamasu and Higaki 2019). Plant architecture may contribute to both acquisition of resources such as light and water, and reduction of mechanical load due to the weight of the branches, leaves or snow accumulation. Recent molecular biological studies have revealed genes that regulate plant architecture (Sussex and Kerk 2001, Hill and Hollender 2019), and the need for advanced phenotyping methods for plant architecture is increasing. Although plant architecture can be approximated in two dimensions, it should be analyzed as a three-dimensional structure to accurately elucidate the morphological features. Recent advances in remote sensing technologies, such as light detection and ranging (LiDAR), and image measurement technologies, such as structure from motion (SfM), have stimulated remarkable progress in large-scale three-dimensional analysis of crop rows and tree forests, mainly in agriculture and ecology (Gülci 2019, Qiu et al. 2019). LiDAR is a technique that estimates distances by measuring the time it takes for the reflected energy of an iradiated laser pulse to return to the sensor (Qiu et al. 2019). Alternatively, SfM is a technique that reconstructs three-dimensional structures from numerous images taken from different positions by calculating the camera motion and three-dimensional positions of the object based on the corresponding positions in the images (Gülci 2019). Because the corresponding positions are automatically extracted by image analysis, SfM is more suitable for structures with characteristic patterns or shapes that are easily recognized by computational methods. These technologies have also been applied to three-dimensional analysis of individual agricultural plant bodies such as aubergine (Omasa et al. 2007), tomato (Omasa et al. 2007) and chili (Paturkar et al. 2020). In addition, the visual volume intersection method,
which three-dimensionally reconstructs the objects from object silhouettes in multiple-angle images by intersection of silhouette cones, has been used for three-dimensional analysis of agricultural plants, such as cotton (Paproki et al. 2012), tomato (Golbach et al. 2016), banana (Scharr et al. 2017) and maize (Scharr et al. 2017).

*Arabidopsis thaliana*, which is the most commonly used plant model in molecular biology, has a thin flower stem with a diameter of less than 1 mm; this is substantially smaller than those of the majority of agricultural plants. In addition, its surface textures and structures are relatively uniform, which makes it difficult to extract feature points for SfM. These features might make its three-dimensional reconstruction difficult. However, there are many *A. thaliana* mutants and transgenic lines with various modified molecular regulators of plant architecture, such as the cell wall (Hongo et al. 2012, Mitsuda et al. 2007, Takenaka et al. 2018), organ straightening (Okamoto et al. 2015) and gravitropic response (Taniguchi et al. 2017). Therefore, the importance of studying *Arabidopsis* plant architecture and associated molecular mechanisms is indisputable. Importantly, three-dimensional phenotyping techniques should be easily understood and operated by *Arabidopsis* researchers; otherwise, the technique will not be used by *Arabidopsis* research communities and will not be able to deepen our basic biological understanding of plant architecture.

In this study, we developed a three-dimensional reconstruction system for *A. thaliana* plants based on the visual volume intersection method, in which a fixed camera captures images of each plant from multiple directions while it rotates at low speed on a rotator. Our system does not require specialized equipment and is relatively inexpensive. It can also be set up in a small space; thus, it can be easily adopted by many laboratories that specialize in plant molecular biology. This non-contact, non-destructive method enables acquisition of three-dimensional information over time by monitoring plant growth. In addition, our system can also be used for quantitative evaluation of morphological changes. We used this system to quantitatively evaluate the morphology of the lateral branches of wild-type (WT) and *lazy1* mutant *A. thaliana*, the latter of which is known to have reversed angles of their lateral branches (Taniguchi et al. 2017). Our system is expected to promote three- and four-dimensional phenotyping of *Arabidopsis* plants.

### Results

#### Multiple-angle imaging system setup

In this study, we focused on the three-dimensional structure of the *A. thaliana* primary inflorescence stem and its branches as a model system for plant architecture. To reconstruct the three-dimensional *Arabidopsis* architecture, we used the visual volume intersection method (Tsai 1987, Laurentini 1994, Kutulakos and Seitz 2000, Cheung et al. 2005), which was previously applied for agricultural plants (Paproki et al. 2012, Golbach et al. 2016, Scharr et al. 2017). In this method, the three-dimensional structures of the object are reconstructed by the intersection of the visual volumes of the multiple-angle images (Fig. 1). To obtain multiple-angle images of the standing plant, you can use numerous cameras placed at various angles or move one camera's position in all directions around the plant (Fig. 1B). However, this approach would be costly and require extensive equipment for mechanical regulation of camera motion. Therefore, we adopted a system that uses a single camera in a fixed position to capture a movie of an *Arabidopsis* plant rotating at low speed on a rotating table (Fig. 2A, B).

To estimate the camera matrix of each captured image, we used a simplified camera matrix estimation method using the calibration target pattern (Baumberg et al. 2005, Datta et al. 2009) (Fig. 2B, C, 60 red circles) (see also Materials and Methods). To prevent the target pattern from being hidden by the pot, we made a base with a hole in the center so that the pot would be positioned below the target pattern (Fig. 2A, B). For the target pattern mount, we used a 1.5 cm-thick acrylic plate that was inexpensive and not easily deformed to make the target pattern as flat as possible (Fig. 2A, B). Additionally, the rosette leaves, rotator and background were covered with black cloth to make it easy to accurately extract the silhouette of the primary inflorescence stem and its branches by image processing (Fig. 2A, B). Movies of the rotating *Arabidopsis* plant and the target pattern at around 2.5 rpm were acquired with a digital single-lens reflex camera equipped with a single-focus lens (Fig. 3A).
Fig. 2 Multiple-angle imaging system. (A) A schematic illustration of the movie capture system for rotating Arabidopsis plants. The plant pot was placed in the center hole of the target pattern so that the target pattern was not hidden by the pot. All objects except for the Arabidopsis primary inflorescence stem, branches and the target pattern were covered with a black cloth. (B) Representative image taken by the system. (C) Calibration target pattern used in this study. The pattern was used in previous studies (Baumberg et al. 2005, Datta et al. 2009) but colored red, which is the complementary color of the plant’s green.

Three-dimensional reconstruction

We developed a script that automatically generated stack images (X–Y–Z images) from the input movie (Fig. 3A, B) based on the visual volume intersection method (Tsai 1987, Laurentini 1994, Kutulakos and Seitz 2000, Cheung et al. 2005) (see also Materials and Methods). The reconstructed Arabidopsis architectures were visualized by rendering of the output stack image using the general bioimage analysis software (e.g. Imaris) (Fig. 3C).

In our image analysis framework, the camera matrix of each captured image was first estimated by a simplified camera matrix estimation method using the calibration target (Baumberg et al. 2005, Datta et al. 2009). Specifically, the calibration target plane was set to the X–Y plane of the world coordinate system (Z = 0), and the camera matrix was estimated by mapping the world coordinates of the 60 red circular markers drawn on the calibration target to the coordinates of these markers on the image. Next, silhouette images were generated. Then, for each silhouette image, a cone was obtained with the optical center of the camera as the vertex and the silhouette area as the cross section. The object was located within the intersection of the visual volumes of the images as shown in Fig. 1. Thus, the circumscribed shape of the object was reconstructed as a three-dimensional image, and the accuracy of the reconstructed shape depended on the number and direction of the analyzed images. The greater the number of images captured from multiple angles, the better the reconstruction accuracy. Finally, the stack images of three-dimensional plant architectures were generated (Fig. 3B, C).

To examine the relationship between the number of images and the accuracy of three-dimensional reconstruction, we used a sphere model with a 1.5 mm radius formed by a 3D printer (Supplementary Fig. S1A). We performed three-dimensional reconstruction of the sphere model and examined the effect of the number of used images on the radius of the reconstructed sphere (Supplementary Fig. S1B). The voxel size of the three-dimensional reconstruction was set to 0.01 mm per side. The
radius of the sphere of the reconstructed image approached the design value of 1.5 mm and converged after 360 images (Supplementary Fig. S1B). With 360 images, the difference between the designed and measured values was approximately −0.001 mm, which was less than the resolution of the analyzed image (approximately 0.05 mm/pixel); this showed that our system can obtain three-dimensional reconstructed images with submillimeter-order and high shape reconstruction accuracy if more than 360 images are analyzed. In this study, we extracted more than 360 images from the 1 minute movie for three-dimensional reconstruction (Fig. 3A) (see also Materials and Methods).

Quantitative analyses of lateral branch phenotypes in lazy1 mutants

The three-dimensional scanning system was applied to quantitatively phenotype the lazy1 mutant, which is known to have reversed angles of lateral branches (Fig. 4A, B) (Taniguchi et al. 2017). We successfully digitally archived of the growth of WT (Col-0) and lazy1 mutant plants for 3 days, which demonstrated the utility of our system for four-dimensional phenotyping of Arabidopsis plant architectures (Fig. 4). The reconstructed time-lapse three-dimensional images were binarized and segmented into the primary inflorescence stem and lateral branches (Fig. 5A, B, Supplementary Fig. S2).

Based on the skeletonized three-dimensional images, the spatial distribution of the angles between the inflorescence stem and lateral branch growth directions was measured (Fig. 5C, Supplementary Fig. S3). In the WT plants, the branch angles were less than 90°, which indicated that the branches grew against gravity (Fig. 5C, WT; Supplementary Fig. S3, WT). Additionally, the angle decreased in the basal regions, but gradually reached a plateau toward the branch tip (Fig. 5C, WT; Supplementary Fig. S3, WT). Alternatively, in the lazy1 mutant plants, the angles were greater than 90°, which indicated that the branches hang down in the direction of gravity (Fig. 5C, lazy1; Supplementary Fig. S3, lazy1). We also observed a tendency of the angle to increase with distance from the tip (Fig. 5C, lazy1; Supplementary Fig. S3, lazy1).

In addition, we measured curvatures of the lateral branches based on the skeletonized three-dimensional images (Fig. 6A). In the WT plants, decreased curvature was observed in the middle of the branch (Fig. 6B, WT), which reflected a loose S-shape of the WT branches. Alternatively, in the lazy1 mutants, the curvature decrease in the center was not significant, but the curvature increased toward the branch tip (Fig. 6B, lazy1). Measurement of the average values of the curvature of multiple branches from three WT and three lazy1 mutant plants revealed that the branches of the lazy1 mutants were statistically significantly curvier than those of the WT plants (P = 0.0012, Mann–Whitney U-tests) (Fig. 6C).

Discussion

In this study, we successfully three-dimensionally and time-sequentially scanned Arabidopsis architectures with our imaging setup and image analysis techniques. We adopted the visual volume intersection method for three-dimensional reconstruction of the A. thaliana primary inflorescence stem and lateral branches (Fig. 1). The visual volume intersection method does...
branches, improvements such as changing the camera angle or three-dimensional reconstruction of the inflorescence stem and structures, such as leaves, even with the visual volume intersection method might be more suitable. Therefore, and has limited characteristic textures and structures, the visual reconstruction is expected to be sufficient for three-dimensional reconstruction; however, SfM has reduced reconstruction accuracy if the plant surface does not have a characteristic pattern or shape. In the case of relatively large plants, such as agricultural plants, plant surface does not have a characteristic pattern or shape. However, there are some limitations due to the plant rotation. First, only potted plants can be analyzed. When applied to field plants, substantial changes in the imaging system are required. Second, the plant shakes when it rotates, which reduces reconstruction accuracy. We observed vibrations of the plants if the plants were too tall or the rotation speed was too fast. If the plant shakes, we recommend attaching a support to the plant or slowing down the rotation speed. Interestingly, it was previously reported that some kinds of cell wall-related mutants showed a phenotype in which the inflorescence stem easily shakes (Nakata et al. 2018). Therefore, preliminary rotation experiments using the plants of interest are needed to optimize the rotation speed. In addition, wind and floor vibrations can also shake the plants; therefore, depending on the location, measures should be taken against these factors. Third, we cannot deny the possibility that rotation can affect plant development and growth. In the time-lapse observation example shown in this study, the plants were mounted on the rotating table twice for 72 hours and rotated for only around 1 minute each time (Fig. 4). Therefore, we believe that the negative effects of rotation were extremely limited. However, if you want to shorten the imaging intervals to improve the temporal resolution, it will be necessary to evaluate the effect of rotation on plant growth by comparing plants without rotation as a control.

We also successfully measured the angles and curvatures of the lateral branches from the reconstructed three-dimensional images via skeletonization (Fig. 5A, B; Supplementary Fig. S2). These measurements are useful for refining Arabidopsis architecture phenotyping because the three-dimensional measures more accurately reflect actual plant architectures than two-dimensional approximations using an image taken from a single angle that is subjectively chosen by the human researchers. In fact, we were able to quantitatively evaluate the phenotype of lazy1 mutants with these features (Figs. 5, 6; Supplementary Figs. S2, S3). Of course, angle and curvature are just examples of measurements of three-dimensional plant architecture, and additional morphological features might be added depending on the phenotype. The combination of our proposed three-dimensional measurements and molecular genetics of Arabidopsis is expected to dramatically improve our understanding of the molecular mechanisms that regulate plant architecture.

In conclusion, we developed a three-dimensional scanning system for digital archiving and quantitative evaluation of Arabidopsis architectures. Our system requires no special equipment, is space efficient and inexpensive and can be easily adopted in laboratories that specialize in plant molecular

Fig. 5 Measurements of lateral branch angles. (A, B) Three-dimensional images of binarized primary inflorescence stem (white) and lateral branches (color) of the WT Col-0 (0 hours, 39 days old) (A) and lazy1 mutant (0 hours, 45 days old) plants (B). The original images are shown in Figure 4. (C) Relationship between distance from the branch point and angles between lateral branch and inflorescence stem growth direction. Note that the angles were less than 90° and decreased with distance but gradually plateaued in the WT plant (green), whereas the branch angles were greater than 90° and increased with distance in the lazy1 mutant (red).
biology. Using our proposed method in combination with Arabidopsis molecular genetics would promote our understanding of molecular mechanisms that regulate three- and four-dimensional plant architectures.

**Materials and Methods**

**Plant materials and growth conditions**

WT (Col-0) and lazy1 mutant A. thaliana (Taniguchi et al. 2017) were used. The seeds were sown in soil (Jiffy-7, Sakata Seed Corp., Yokohama, Japan) and incubated in a growth chamber at 23.5°C with a 16 hours light/8 hours dark cycle using an 86.2 μmol m⁻² s⁻¹ light-emitting diode for plant growth (Plant-fee; LH-241PPF-S, NK System, Tokyo, Japan) for approximately 10 days. Then, the plant was replaced in the vermiculite in a pot and incubated in the same growth chamber under the same conditions. The plant was watered with 0.5 g L⁻¹ Hyponex solution (Hyponex Japan, Osaka, Japan), just before the start of movie acquisition (0 hours), the cauline leaves near the branch points were cut off with precision scissors; then, the rosette leaves were covered with black cloth. After movie acquisition, the black cloth was taken off and the plant was placed back in the growth chamber until the second movie was made.

**Calibration target**

For the calibration target design, we licensed and modified the pattern by Baumberg et al. (2005) (Fig. 2C, Supplementary Material S1) (Elsevier license number: 5026340638206). We defined the center-of-gravity coordinates of the markers as 
\[ P_i \left( x_i, y_i \right) = P_i \left( r \cdot j \cdot dr, 0 \right), \]
where \( r \) is the X-coordinate of the first cluster marker nearest the origin \( (r = x_1) \); therefore, the X-axis was defined as the vector from the center to the markers in the first cluster. In the cases of the second and latter clusters \( (i = 2, 3, \ldots, 15) \), the center-of-gravity coordinates of the markers were defined as 
\[ P_i \left( x_i, y_i \right) = P_i \left( r \cdot j \cdot dr, 0 \right) - \sum_{k=1}^{i-1} d \left( x_k, y_k \right), \]
where \( d \) is the distance between the center and the markers in the second cluster. We generated the target pattern file and printed it to the label seal paper with an inkjet printer, setting the parameters as follows: \( r = 94.146 \text{ mm}, dr = 13.149 \text{ mm} \), \( \varphi = 24^\circ \) (Supplementary Material). The printed seal was carefully placed on a 1.5 cm-thick acrylic plate with a center hole.

**Image acquisition**

The image acquisition system consisted of a digital single-lens reflex camera (EOS Kiss X10, Canon Inc., Tokyo, Japan) equipped with a single-focus lens (EF281S, Canon Inc.), rotator (RT-5, TAITEC, Saitama, Japan), calibration target for camera posture estimation, illumination and a background blackout curtain. The approximate dimensions of the entire system were 1.5 m wide × 1.5 m long × 1.5 m high. First, a pot with an A. thaliana plant was placed into the center hole of the calibration target, which was attached to the rotating plate of the rotator. The rotating plate was rotated at a speed of approximately 2.5 rpm. The rotating object was captured for approximately 1 minute in movie mode using a fixed-point camera (30 fps, 1,080 × 1,920 pixels, 1 pixel = ~0.25 mm) that was tilted −12° and set approximately 70 cm from the plant. The frames of the movie were extracted as the captured images for analysis. The frame extraction ratio can be arbitrarily changed; however, in this study, one frame was extracted for every four frames. Therefore, around 450 frames were extracted from approximately 1 minute of video (30 fps × 60 seconds = 1,800 frames) and used for three-dimensional reconstruction.

**Three-dimensional reconstruction software construction and performance**

We developed a script for three-dimensional reconstruction based on the visual volume intersection method (Tsai 1987, Laurentini 1994, Kutulakos and Seitz 1998).
2000, Cheung et al. 2005). This script was implemented in the Python language (https://www.python.org/) and is executable in Windows and macOS. The script is only for academic purposes and freely available at our website (https://ie.u-ryukyu.ac.jp/~kunita/download_plant3d.html). The representative list of the parameters used in this study is shown in Supplementary Table S1. For volume rendering, we used the software Imaris (Bitplane, Belfast, UK).

In our framework, we first estimated the camera matrix that represented the positional relationship between the plant and camera. Second, we generated silhouette images. Third, we calculated visual volume using the camera matrix and a silhouette image. Finally, we calculated the intersection region in which there was intersected visual volume among frames and defined the region as the plant presence region. The specific procedures are described as follows.

**Camera matrix estimation**

Based on the pinhole camera model, the relationship between the three-dimensional world coordinates of the object \( W = [X, Y, Z] \) and the image coordinates of the captured image \( x_i = (x_i, y_i) \) are described as \( x_i = PW \), where \( P \) is the camera matrix (Tsai 1987). The camera matrix \( P \) is the inner product \( K[R, t] \) of the intrinsic parameter \( K \) and the extrinsic parameters \( [R, t] \) of the camera. Intrinsic parameters represent geometric optical properties of the camera, such as focal length, optical center and lens distortion. Extrinsic parameters represent the location of the camera in the world coordinate system with the components of a rotation matrix \( R \) and a translation vector \( t \). Calibration target markers with known world coordinates were used to estimate the camera matrix \( P \). The camera matrix \( P \) was estimated by the world coordinates that corresponded to the image coordinates of the markers in the captured images. Specifically, the intrinsic parameter \( K \) was obtained by Zhang's method (Zhang 2000), and the camera matrix \( P \), which included the external parameter \( [R, t] \), was estimated using the intrinsic parameter \( K \) by iterative optimization calculation using the Levenberg–Marquardt method (Marquardt 1963). Because these markers are known in the world coordinate system, we used a modified calibration target proposed by Baumberg et al. (2005) (Fig. 2C, Supplementary Material S1). The drawing plane of the calibration target was defined as the X–Y plane of the world coordinate system \( W (Z = 0) \). The average coordinates of the markers were defined as the origin \( W = [0, 0, 0] \). The X-axis was defined as the vector from the origin to the center of the reference marker when one of the 60 markers was used as the reference marker. The Y-axis was defined as a vector orthogonal to the X-axis passing through the origin in the X–Y plane. The scale of the world coordinate system was determined based on the distance between the origin and center of the reference marker. The world coordinates of each marker were calculated from the relative positions of the reference marker and each marker. The image coordinates of the markers were determined by detecting the markers in the captured images.

**Silhouette image generation**

To obtain the silhouette images, which are binary images that represent the existence areas of the target plants, we first saved the movie frames as 24-bit Red-Green-Blue (RGB) color images. Then, the green channel images were binarized by Otsu’s method.

**Intersection region calculation**

The intersection regions of the visual volume were determined by the space carving method algorithm. The three-dimensional reconstruction space was represented as voxels with a side length of 0.2 mm. The center coordinates of each voxel were reprojected to the silhouette image plane, and the number of frames in which the reprojected coordinates were inside the silhouette was defined as the crossover numbers. We also introduced the cross ratio (CR, %) of the visual volume intersection to determine the region that allows for some loss of visual volume caused by camera noise or plant shaking. The CR is defined as the percentage of images that are judged to be the crossover area of the target object out of the total number of analyzed images (CR corresponds to the gray areas in Fig. 1B). In this study, we used 70–90% of the CR for thresholding.

**Three-dimensional printing of the sphere model for accuracy verification**

The sphere model was printed by a light-curing 3D printer (LCD Photon, Shenzhen Anycubic Technology Co., Ltd., Shenzhen, China), with the following parameters: XY resolution, 0.0047 mm; Z-axis accuracy, 0.00125 mm; layer XY resolution, 0.0047 mm; layer Z-axis accuracy, 0.00125 mm; layer thickness, 0.01–0.20 mm (Supplementary Fig. S1A).

**Branch angle and curvature estimation**

Based on the reconstructed three-dimensional images, we first performed skeletonization of the plant architecture using Lee’s algorithm (Lee et al. 1994). To define the three-dimensional filamentous structures, we adopted a 26-connection method. The basal and tip end points with one voxel connection in the stem were manually specified, and the shortest path connecting these end points was defined as the primary inflorescence stem. Additionally, the paths from the voxels with more than two voxel connections (branch points) in the stem to the unspecified end points were defined as lateral branches. The end points and branch points in the stem were represented as \( N_m (i) \), with basal end points as \( i = 0 \), branch points as \( i = 1, \ldots, N - 1 \) and tip end points as \( i = N \).

We then calculated the angle between the inflorescence stem and lateral branch \( \theta (i, j) = \cos^{-1}(V_{m_i} \cdot V_{b_j} (j)) / (|V_{m_i}| |V_{b_j} (j)|) \), where \( i \) is the number of branch points described above and \( j \) is the voxel number of the branch segment. \( V_{m_i} \) is the stem vector, which is the vector from \( N_m (i) \) to \( N_m (i + 1) \). \( V_{b_j} (j) \) is the branch vector, which is the vector from \( N_m (i) \) to the \( j \)th voxel in the branch.

We also calculated the branch curvature \( R (i, j) = 1 / r (i, j) \), where \( r (i, j) \) is the radius of the circle passing through three points \( S, T, U \) on the ith branch. Here, \( r (i, j) = \frac{|C S|}{2} = \frac{|C T|}{2} = \frac{|C U|}{2} \), where \( C \) is the center coordinate of the circle. Given that \( D \) is the origin of the coordinate space where the circle exists, \( \overrightarrow{C S} = 0 \) (Equation 1). Moreover, because \( P \) is the midpoint of side \( ST \) of a triangle with three points \( S, T, U \), \( \overrightarrow{ST} \cdot \overrightarrow{CP} = 0 \) (Equation 2) because the line passing through \( P \) and the circle center coordinate \( C \) is the perpendicular bisector of side \( ST \). Similarly, when \( Q \) is the midpoint of edge \( SU \), \( \overrightarrow{SU} \cdot \overrightarrow{CQ} = 0 \) (Equation 3).

By solving linear equations 1, 2 and 3, the center coordinate \( C \) was found and used to calculate the curvature \( R (i, j) = 1 / r (i, j) \).
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Supplementary data are available at PCP online.
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