Integrating molecular interactions and gene expression to identify biomarkers to predict response to tumor necrosis factor inhibitor therapies in rheumatoid arthritis patients
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Abstract.

BACKGROUND: Targeted therapy using anti-TNF (tumor necrosis factor) is the first option for patients with rheumatoid arthritis (RA). Anti-TNF therapy, however, does not lead to meaningful clinical improvement in many RA patients. To predict which patients will not benefit from anti-TNF therapy, clinical tests should be performed prior to treatment beginning.

OBJECTIVE: Although various efforts have been made to identify biomarkers and pathways that may be helpful to predict the response to anti-TNF treatment, gaps remain in clinical use due to the low predictive power of the selected biomarkers.

METHODS: In this paper, we used a network-based computational method to identify the select the predictive biomarkers to guide the treatment of RA patients.

RESULTS: We select 69 genes from peripheral blood expression data from 46 subjects using a sparse network-based method. The result shows that the selected 69 genes might influence biological processes and molecular functions related to the treatment.

CONCLUSIONS: Our approach advances the predictive power of anti-TNF therapy response and provides new genetic markers and pathways that may influence the treatment.
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1. Introduction

Rheumatoid arthritis (RA) is a complex autoimmune disease for which there is no cure. However, to relieve symptoms and prevent the disease from progressing, a variety of powerful treatments are available. In order to prevent permanent loss of function associated with structural damage to the joint, early therapeutic intervention is recommended [1]. For 90% of biologically untreated patients with RA,
anti-TNF therapy provides the first effective treatment option if conventional synthetic disease-modifying antirheumatic drugs such as methotrexate do not work [2]. However, of these RA patients, *70% do not gain meaningful clinical change with anti-TNF treatment [3]. To predict which patients will not benefit from anti-TNF therapy, clinical tests should be performed prior to treatment beginning.

As genomic technologies have advanced, we have better understood inflammatory diseases and developed new treatments. Through the transcriptome, we can view specific genes over-expressed or under-expressed in diseases as a way to gain insight into a cellular response. Although various efforts have been made for identifying biomarkers and pathways [3], the specific response to anti-TNF therapy still remains unraveled. The statistical framework in most of these studies is based on a single set of data and does not take into account the knowledge in protein-protein interactions, biological regulatory networks and signaling pathways. In such a framework, the lack of biological information leads to the stability of prediction factors and reduces the predictive ability of the model [4]. In order to introduce modern precision medicine to autoimmune diseases, an advanced computational method combining genetic data with biological processes is needed.

There are many types of biological network information, such as functional interaction networks [5], protein-protein interactions (PPI) [6], correlations between genes [7,8], KEGG pathways [9]. There are several studies that use biological knowledge, including those by Li and Li [10], Huang et al. [11], Wang et al. [12] and Chen et al. [13]. They described genomic knowledge as a graph that encoded genetic relationships (edges) among genes (nodes). Following that, they implemented linear and classification models with penalties based on Laplace matrices. Models that exploit biological information a priori are known as network-based approaches.

The hypothesis that complex diseases such as RA arise and develop due to interactions between several interrelated pathogenic genes, is supported by a growing body of evidence, indicating that the evaluation of the influence of any single variant is complicated [14]. This study hypothesizes that combining biological interaction information with gene expression data would help identify more robust biomarkers to predict the clinical response to anti-TNF treatment. Therefore, we tried to select the predictive biomarkers by using a network-based computational method to guide the therapy of RA patients. Our results have provided new candidate genes and pathways that may be predicting the response the anti-TNF therapy.

2. Method

In order to integrate the analysis of gene expression data with biological networks, we propose using the Laplace constraint method [10]. Let a network $G = (V,E)$, where $V$ represents the genes with $p$ dimensional, $E$ represents the connections between genes. $w_{uv}$ denotes the weight of edge $e_{u-v}$. The typical Laplacian form $L$ for $G$ is:

$$L_{uv} = \begin{cases} 
1 - \frac{w_{uv}}{d_u} & \text{if } u = v \text{ and } d_u \neq 0, \\
-\frac{w_{uv}}{\sqrt{d_u d_v}} & \text{if } u \text{ and } v \text{ are adjacent} \\
0 & \text{otherwise.}
\end{cases}$$

where $d_u, d_v$ denote the degrees (including in and out) of features $u$ and $v$, respectively. Then, the network-based model can be expressed as:

$$L(\lambda, \beta) = l(\beta) + \lambda \beta^T L \beta. \quad (1)$$

The first term in Eq. (1) represents the loss function, secondly, network-based penalty provides a chance to capture interactive biological knowledge. Parameter $\lambda$ is used to control the strength of the penalty.
Equation (1) struggles in high-dimensional applications where the number of genes, is larger than the sample size [15–18]. To solve the problem of large \( p \) and small \( n \), the regularization approach is widely applied. When the regularization term is added to Eq. (1), the sparse network constraint regression is expressed as Eq. (2).

\[
L(\lambda_1, \lambda_2, \beta) = l(\beta) + \lambda_1 P(\beta) + \lambda_2 \beta^T L + \beta
\]

where \( \lambda_1 \) and \( \lambda_2 \) are parameters, which play a role in balancing the trade-off between complexity and fitness. The most widely used regularization method is Lasso \((L_1)\), which has the form \( P(\beta) = \sum_{j=1}^{p} |\beta_j| \). However, in the lasso method, \( \lambda_1 \) needs to be adjusted very carefully, because if \( \lambda_1 \) is too large, the model \( \beta \) may be heavily biased, and if \( \lambda_1 \) is too small, the model \( \beta \) may not be sparse enough. To avoid this issue, Fan et al. [19] proposed SCAD method, which is shown as follows:

\[
P_{\lambda, \text{SCAD}}(\beta) = \begin{cases} 
\lambda |\beta|, & \text{if } 0 \leq |\beta| < \lambda, \\
\frac{\beta^2 - 2\alpha \lambda |\beta| + \lambda^2}{2(\alpha - 1)}, & \text{if } \lambda \leq |\beta| < \alpha \lambda, \\
\frac{(\alpha - 1)\lambda^2}{2}, & \text{otherwise}.
\end{cases}
\]

Its higher estimation accuracy and Oracle property make it more advantageous than the lasso method. Therefore, we use the SCAD method to penalize the network-based methods as proposed in Eq. (5). Finally, the model we adopted in this article is defined as:

\[
L(\lambda_1, \lambda_2, \beta) = l(\beta) + P_{\lambda_1, \lambda_2, \text{SCAD-Net}}(\beta)
\]

Where

\[
P_{\lambda_1, \lambda_2, \text{SCAD-Net}}(\beta) = P_{\lambda, \text{SCAD}}(\beta) + \lambda_2 \sum_{1 \leq i < k \leq p} w_{ik} \left( \frac{\beta_i}{\sqrt{d_i}} - \frac{\beta_k}{\sqrt{d_k}} \right)^2,
\]

and \( l(\beta) \) is defined as a logistics regression model.

To solve Eq. (4), we use the following coordinate descent method. More detailed information can be found in Eq. (5).

Algorithm:

**Input:** Training dataset \(\{X_{n \times p}, y_n\}\), \(\lambda_1\), \(\lambda_2\) and \(L\).

**Output:** Model parameter \(\beta\).

1. Step 1: Update \(\beta(\hat{i})^t, i = 1, \ldots, p\).
2. Step 2: Let \(t \leftarrow t + 1\), if \(t < E\), then repeat Step 1.

3. Results

3.1. Data description

To identify the key clinical predictive biomarkers for RA, 46 samples with RA, including 24 response to anti-TNF therapy and 22 no response to anti-TNF therapy, were included in the study. Expression data from peripheral blood from these subjects were collected [20].

We mapped the dataset to an official gene symbol, and we calculated average expression levels for multiple probe sets mapped to the same gene. BioGrid provides the biological interaction network \(L\), which includes 14,621 genes or proteins and 327,721 interactions. After combining the gene expression into the \(L\), 215,054 edges, and 15891 genes remain.
Table 1
The selected 69 genes from chronic obstructive pulmonary disease gene expression data

| Genes  | Genes  | Genes  | Genes  | Genes  | Genes  | Genes  | Genes  | Genes  | Genes  | Genes  | Genes  | Genes  | Genes  | Genes  | Genes  |
|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| CTBP1-AS | ARHGAP22-IT1 | RAD9A | NAGPA-AS1 | RPS10P7 | ELOC | AGAP6 |
| CYP4F8  | ATRAID | DDX19A-DT | ALG1 | SLC4A5 | TMEM178B | APIP |
| DHDDS  | BRD7P3 | HLA-DQA1 | NAT9 | SLIT1 | TMEM45A | ARF5 |
| DPY19L1P1 | CALM1 | LOC101927699 | PPM1J | SMARC1 | TUSC2 | LAMC1 |
| ERV9-1  | CASP5 | DTX2 | PRMT7 | SMCO4 | UGT2A2 | LINC01477 |
| EXOC4  | CD300LG | LTb | RAD9B | SNF8 | UGT2A1 | LOC100130987 |
| FAM223A | CLTB | MIGA2 | RARG | SPINT2 | URB1 | STOML2 |
| FAM223B | HIKEISHI | MIR7114 | RIC3 | SSNA1 | URB1-AS1 | SXXS |
| FAM3B  | HOXA10-HOXA9 | NSMF | RNF150 | SXX7 | VASN | SRSF9 |
| GATC  | MIR196B | MXRA7 | INPP5E | SXX3 | HOXA9 |

Fig. 1. Training Performance. A1: ROC curve analysis; A2: test scores to be a case of all samples from the dataset were ranked. No response anti-TNF therapy cases are colored in green and response cases in red.

3.2. Construct model and select biomarkers

Tenfold cross-validation on multiple dimensions was used to find the optimal regularization parameters of the model. A classifier model was constructed with the estimated tuning parameters and all the training data with 69 genes (Table 1) and perfect classification performances (Fig. 1). Among all the cutoff points, the one with the highest sum of sensitivity and specificity was chosen.

Among the 69 genes, there are some interesting findings. For example, Rui et al. [21] examined the contribution of CASP5 gene polymorphisms to RA risk in a Chinese population. They confirmed that CASP5 was related to the development of inflammation, which is the main feature of RA. Thus, through its role in mediating inflammation, CASP5 may play a role in RA pathogenesis. CD300LG is a novel O-glycosylated member of the CD300 antigen-like family. Besides a classical mucin-like domain, it contains a V-type Ig domain. CD300LG binds lymphocyte L-selectin via its Ig domain and supports lymphocyte rolling via its mucin-like domain. The unique structure and function of CD300LG suggest it may play an important role in inflammation [22].

These findings imply that the selected genes may contribute to or be a marker of the pathophysiology of RA treatment.

3.3. Brief biological analysis

We then perform GO and KEGG enrichment analyses to the 69 genes, as shown in Figs 2 and 3. The results of GO analysis shows the selected 69 genes are involved in 74 significant pathways (with $p <$
0.05), including checkpoint clamp complex, DNA replication checkpoint signaling, mitotic intra-S DNA damage checkpoint signaling, cellular response to abiotic stimulus, cellular response to environmental stimulus, cellular response to ionizing radiation, condensed nuclear chromosome, mitotic DNA damage checkpoint signaling, nuclear chromosome, mitotic DNA integrity checkpoint signaling, DNA damage checkpoint signaling, DNA integrity checkpoint signaling, mitotic cell cycle checkpoint signaling, response to ionizing radiation, dolichol-linked oligosaccharide biosynthetic process, oligosaccharide-lipid intermediate biosynthetic process, protein N-linked glycosylation, cellular glucuronidation, uronic acid metabolic process, glucuronate metabolic process, glucuronosyltransferase activity, bile acid metabolic process, hexosyltransferase activity, glycosyltransferase activity, organic hydroxy compound metabolic process, UDP-glycosyltransferase activity, mitochondrial fusion, mitochondrion organization, organelle fusion, and protein N-terminus binding.

The enriched pathways may role in RA treatment. It is becoming increasingly recognized that immune checkpoint inhibitors can result in inflammatory arthritis among patients treated with these drugs [23]. Checkpoint clamp complex pathway may play an important role in RA development. The genes in the cellular response to ionizing radiation may affect the effectiveness of anti-TNF therapy.

These pathways might offer a unique time-lapse window into the inflammatory arthritis process by which immune-related adverse events occur and predict or prevent them. They may also provide a unique window into the early occurrence of inflammatory arthritis in humans.

Table 1 and Figs 1–3 suggested that selected 69 genes might reveal the biological process of the treatment.

4. Discussion

A systemic inflammatory disease, RA is manifested by destructive distal polyarthritis. It can cause progressive joint damage, affect other organs, and even lead to cardiovascular disease unless diagnosed
and treated. Targeted therapy using anti-TNF is the first option for patients with RA. Anti-TNF therapy, however, does not lead to meaningful clinical improvement in many RA patients. To predict which patients will not benefit from anti-TNF therapy, clinical tests should be performed prior to treatment beginning. Although various efforts have been made to identify biomarkers and pathways that may be helpful to predict the response to anti-TNF treatment, gaps remain in clinical use due to the low predictive power of the selected biomarkers. In this paper, we used a network-based computational method to identify the select the predictive biomarkers to guide the treatment of RA patients. We select 69 genes from peripheral blood expression data from 46 subjects using a sparse network-based method. The result shows that the selected 69 genes might influence biological processes and molecular functions related to the treatment.

5. Conclusion

Our approach advances the predictive power of anti-TNF therapy response and provides new genetic markers and pathways that may influence the treatment. One limitation of this paper is the lack of deep verification of the selected genes and network module.
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