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Abstract. Solutions in artificial intelligence (AI) are becoming increasingly widespread in system development endeavors. As the AI systems affect various stakeholders due to their unique nature, the growing influence of these systems calls for ethical considerations. Academic discussion and practical examples of autonomous system failures have highlighted the need for implementing ethics in software development. However, research on methods and tools for implementing ethics into AI system design and development in practice is still lacking. This paper begins to address this focal problem by providing a baseline for ethics in AI based software development. This is achieved by reporting results from an industrial multiple case study on AI systems development in the health care sector. In the context of this study, ethics were perceived as interplay of transparency, responsibility and accountability, upon which research model is outlined. Through these cases, we explore the current state of practice out on the field in the absence of formal methods and tools for ethically aligned design. Based on our data, we discuss the current state of practice and outline existing good practices, as well as suggest future research directions in the area.
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1 Introduction

The role of ethics in software systems development has dramatically changed following the increasing influence Autonomous Systems (AS) and Artificial Intelligence (AI) systems. AI/AS systems necessitate ethical consideration due to their unique nature. Whereas one can opt out of using conventional software systems, the very idea of being an active user in the context of AI systems is blurred.

The harm potential of these systems, as well as real-life incidents of AI system failures and misuse, have resulted in a growing demand for AI ethics as a part of software engineering endeavors. The growing field of AI ethics has highlighted the need for implementing ethics into AI/AS design. AI ethics studies have argued that AI/AS engineering is not, or, rather, should not be simply a technological or engineering endeavor.[1] The harm potential of AI/AS, and various reported system failures and incidents of misuse have highlighted the need for involving ethics as a part of software engineering in the context of these systems. Specifically, it is argued, developers should be aware of ethics in this context due to their key role in the creation of the system. Aside from discussion among the academia, public voices have also expressed concern towards unethical AI systems in the wake of various real-life incidents (e.g. unfair systems [2]).

Despite the increasing activity on various fronts, a gap between the concerns voiced over AI ethics and SE practice in AI remains in the absence of laws and regulations. It is known that developers are not well-informed on ethics [3]. Developers are known to prefer simple and practical methods, if they utilize any at all [4], which poses a problem in the context of AI ethics where methods and tools for implementing it into practice are lacking. With developers lacking the means to implement ethics into their work, they also lack the means to tackle or even recognize potential ethical issues during development. Not only does this result in potential harm during operations, fixing these issues in production is costly for the developing organization.

To provide empirical data into this on-going discussion on AI ethics, we have conducted a multiple case study on AI system development in the healthcare sector. The goal of this study was to provide a further understanding of the current state of practice, as well as to discover existing good practices that may aid in future method and tool development for AI ethics. The exact research question is formulated as follows: \textbf{RQ: how are AI ethics taken into consideration in software engineering projects when they are not formally considered?}

The rest of this paper is organized as follows: Section 2 describes the background and related work of implementing ethical considerations; Section 3 describes the research framework; Section 4 describes the design and conducted research; Section 5 presents empirical findings; Section 6 discusses the findings in broader context; Section 7 concludes and summarizes the answers for research questions to set the direction for future work.

2 Related work

2.1 The Current State of AI Ethics

Much of the research on AI ethics has been conceptual and theoretical in nature. These studies have e.g. focused on defining AI ethics in a practical manner through various constructs in the form of values. For the time being, this discussion on defining AI ethics has come to center around four values: transparency [5, 6]), accountability [5, 7]), responsibility [5], and fairness (e.g. [2]). Not all four of these values are universally agreed to form the core of AI ethics, however, as we discuss in the following section while presenting our research framework.

Following various real-life incidents out on the field (e.g. Amazon’s biased recruitment AI [8]), AI ethics has also begun to spawn public discussion This has led to governments, standardization institutions, and practitioner organizations reacting by producing their own demands and guidelines for involving ethics into AI development, with many standards and regulations in the works. Countries such as France (Villani Report[9]), Germany (Federal Ministry of Transport and Digital Infrastructure in Germany[10]) and Finland (Finland's age of artificial intelligence[11]) have emphasized the role of ethics in AI /AS, and on an international level the EU began to draft its own AI ethics guidelines which were presented in April 2019 [12]. Moreover, ISO has founded its own ethical, trustworthy AI in ISO/IEC JTC 1/SC 42 Artificial intelligence subcommittee [13]. Finally, some larger practitioner organizations have also presented their own guidelines concerning ethics in AI (e.g. Google guidelines [14]).

Thus far, these various attempts to bring this on-going academic discussion out on the field have been primarily made in the form of guidelines and principles. Out of these guidelines, perhaps the most prominent ones up until now have been the IEEE guidelines for Ethically Aligned Design (EAD), born from the IEEE Global Initiative on Ethics of Autonomous and Intelligent Systems alongside its IEEE P7000™ Standards Working Groups, which were branded under the concept of EAD[7].
Past experiences have shown us that guidelines and principles in the field of ICT ethics do not seem to be effective. [3] argued based on empirical data that the ACM ethical guidelines [15] had ultimately had very little impact on developers, who had not changed their ways of working at all. As there is currently little in the way of empirical data on what effects these guidelines may have had on the field, it is possible that this has also been the case with AI ethics guidelines so far. A recent version of the IEEE EAD guidelines [7] already acknowledged this potential gap, noting that a lot of work remained to be done in bridging the gap between research and practice in this area. However, no empirical data regarding the situation out on the field was supplied with this notion.

### 3 Research Model

In addressing ethics as a part of the development of AI and AI-based systems, various principles have been discussed in academic literature. For the time being, the discussion has centered on four constructs: Transparency [5-7], Accountability [5,7], Responsibility [5], and Fairness e.g. [2]. Perhaps notably, a recent EU report [12] also discussed Trustworthiness as its key construct, a value all systems should aim for, according to the report.

The field of AI ethics can be divided into three categories: (1) Ethics by Design (integration of ethical reasoning capabilities as a part of the behaviour of artificial autonomous system, e.g. ethical robots); (2) Ethics in Design (the regulatory and engineering methods supporting ethical implications of AI systems); and (3) Ethics for Design: (codes of conduct, standards, and certification processes that ensure the integrity of developers and users) [16]. In this paper, we focus on the ethically aligned development process, and therefore the latter two categories are focused on in the research framework.

Out of the aforementioned four principles that have been proposed to form the basis of ethical development of AI systems, we consider accountability, responsibility, and transparency (the so-called ART principles) formulated by Dignum [5] a starting point for understanding the involvement of ethics in ICT projects. These three constructs form the basis of ethical AI and attempts to identify their possible relations, as well as relations of other constructs that may be involved in the process.

To make these principles tangible, a subset of constructs in the form of actions (1.1-3.5), discussed in detail in subsection 3.1, were formed under each key concept. These actions were outlined based on the IEEE guidelines for EAD[7]. The actions were split into two categories, Ethics in Design and Ethics for Design(ers), based on Dignum’s [17] typology of AI ethics. Finally, to explain actions we utilized the action and concern components of Abrahamsson’s [17] commitment net model, which is elaborated on in subsection 3.2.

#### 3.1 ART Model

Transparency is defined in the ART principles of Dignum [5] as transparency of the AI systems, algorithms and data used, their provenance and their dynamics. I.e. the transparency refers to understanding how AI systems work by being able to inspect them. Transparency can be argued to currently be the most important of these principles or values in AI ethics. Turilli and Floridi [6] argue that transparency is the key pro-ethical circumstance that makes it possible to implement AI ethics at all. It has also been included into the EAD guidelines as one of the key ethical principles [7].

In the research framework of this study, transparency is considered on two levels: (a) transparency of data and algorithms, as well as, (b) systems development. The former refers to understanding the inner workings of the system in a given situation, while the latter refers to understanding what decisions were made by whom during development.

For the system to be considered transparent (line 1.a), feature traceability (1.1) (EAD’s [7] Principle 5) should be present, and the system should be predictable in its behavior (1.2) (EAD’s [7] Principle 5 & 6). For development to be considered transparent (line 1.c), the decision-making strategies of the endeavor should be clear.
(1.4) [EAD’s [7] Principles 5&6], and decisions should be traceable back to individual developers (1.3) [EAD’s [7] Principle 1, 5, 6]. As a pro-ethical circumstance, transparency also produces the possibility to assess accountability and responsibility (line 1.b) in relation to both development and the system.

Accountability refers to determining who is accountable or liable for the decisions made by the AI. Dignum [5] in their recent works defines accountability to be the explanation and justification of one’s decisions and one’s actions to the relevant stakeholders. In the context of this research framework, accountability is used not only in the context of systems, but also in a more general sense. We consider, for example, how various accountability issues (legal, social) were taken into consideration during the development.

Transparency is required for accountability (line 1.b), as we must understand why the system acts in a certain fashion, as well as who made what decisions during development in order to establish accountability. Whereas accountability can be considered to be externally motivated, closely related but separate construct responsibility is internally motivated. The concept of accountability holds a key role in aiming to prevent misuse of AI and in supporting wellbeing through AI [7].

In our research model, accountability is perceived through the concrete actions of the developers concerning the systems itself. 2.1 Preparing for anything unexpected: (actions that are taken to prevent or control unexpected situation) [EAD’s [7] Principle 8], 2.2 Preparing for misuse/error scenarios (actions that are taken to prevent or control misuse/error scenarios) [EAD’s [7] Principles 7 & 8], 2.3 Error handling (practices to deal with errors in software) [EAD’s [7] Principles 4 & 7]; and 2.4 data security (actions taken to ensure cyber security of system and secure handling of data) [EAD’s [7] Principle 3].

Dignum [5] defines responsibility in their ART principles as a chain of responsibility that links the actions of the systems to all the decisions made by the stakeholders. We consider it to be the least accurately defined part of the ART model, and thus have taken a more comprehensive approach to it in our research framework. According to the EAD guidelines, responsibility can be considered to be an attitude or a moral obligation for acting responsibly [7]. A simplified way of approaching responsibility would be for a developer to ask oneself e.g. “would I be fine with using my own system?”. While accountability relates to the connection between one’s decisions and the stakeholders of the system, responsibility is more focused on the internal processes of the developers not necessarily directly related to any one action. In order to act responsibly, one needs to understand the meanings of their actions. Therefore, in the research framework responsibility is perceived through the actions of the developers concerning, 3.1 perception of responsibility (developers have a sense of responsibility and perception what is responsibility in software development) [EAD’s [7] Principles 2, 4 & 6]; 3.2 distribution of responsibility (who is seen responsible e.g. for any harm caused by the system) [EAD’s [7] Principle 6]; 3.3 encountered problems (how errors and error scenarios are tackled and who is responsible for tackling them) [EAD’s [7] Principles 7, 8]; 3.4 feelings of concern (developers are concerned about issues related to their software) [7]; and 3.5 data sensitivity (developers attitude toward data privacy and data security) [EAD’s [7] Principles 2 & 3].

### 3.2 Commitment

Aspects of commitment were included into the model for data analysis purposes. Specifically, we utilized the commitment net model of Abrahamsson [17] to approach the implementation of ethics into practice and have an explaining theoretical framework to examine ethics role to developers. From this model, we focused on concerns (construct 7) which were analyzed to understand what ethical issues were of interest to the developers. Actions (construct 6) were then studied to understand how these concerns were actually tackled, or whether they were tackled at all.

In commitment net model, actions are connected to concerns because when actions are taken, they are always driven from concerns [17]. On the other hand, however, concerns can exist without any actions taken to address them. This is described by line 8.

The dynamic between actions and concerns was considered a tangible way to approach the focus of this study: practices for implementing AI ethics. Actions were directly likened to practices in this context (lines 6.a & 6.b). On the other hand, concerns were considered of interest in understanding e.g. whether the developers perhaps wanted to implement ethics (lines 7.a & 7.b) but were unable to do so.

### 4 Study Design

This study was carried out as a multiple case study featuring three different cases where AI systems were developed for the needs of the healthcare sector. Descriptions of each case can be found in subsection 1.1 and specifically in Table 1. Data from each case was collected by conducting semi-structured qualitative interviews focusing on
ethics in AI design. The interview questions in their entirety can be found in external resource [18]. We focused on the developer and project point of view by primarily interviewing developers and project managers.

4.1 The Three Cases

Table 1. Case Information

| Case | Case Description                      | Respondent[Reference]         |
|------|--------------------------------------|-------------------------------|
| A    | Statistical tool for detecting marginal-ization | Data analyst [R1]            |
|      |                                      | Consultant [R2]               |
|      |                                      | Project coordinator [R3]      |
| B    | Voice and NLP based tool for diagnostics | Developer [R4]               |
|      |                                      | Developer [R5]               |
|      |                                      | Project manager [R6]         |
| C    | NLP based tool for indoor navigation  | Developer [R7]               |
|      |                                      | Developer [R8]               |

Each case was a specific AI project in a case company. All three projects were development projects focused on creating a prototype of an AI-based healthcare software solution. The AI technologies used were different in each case. In all the tests carried out during the case projects, if any, the users had been informed that the product was a prototype and still under development. Alternatively, any testing had been conducted in a controlled environment.

4.2 Data collection

The interviews were conducted as semi-structured interviews. The interview strategy was prepared using the guidelines of Galletta [19]. The interviews were conducted face-to-face interviews and the audio was recorded. The records were transcribed for the purpose of data analysis. In the transcripts, the cases and respondents were given individual references shown in table 1. We focused on interviewing project personnel, developers and managers, due to our focus on development practices and project issues. The interviews were conducted in Finland, using the Finnish language. This carries with it potential limitations in this context which we touch upon in the discussion section.

4.3 Data analysis

The data from the transcripts were analyzed in two phases. First, we followed a grounded theory (Strauss and Corbin [20] and later Heath [21]) inspired approach. In this phase, the transcripts were coded quote by quote and each quote was given a code describing its contents. The same process was repeated for all eight interviews. In the second phase, we utilized the commitment net model of Abrahamsson [17], discussed in section 2.2, to further analyze and categorize the coded quotes from the first phase.

In using the commitment net model, we focused on the concerns and actions of the developers in relation to software development. Each concern and any actions related to the concern were listed for each respondent. The concerns and actions of each respondent were then compared in order to discover any recurring concerns and actions across respondents and cases.

These findings were then compared to the constructs in our research framework (constructs 1.1 to 3.5) in order to evaluate to what extent AI ethics was being implemented in the project. In this evaluation, actions were emphasized due to the research question of this study. Rather than studying whether the respondents were concerned about the different aspects of AI ethics or not, we focused on their actions by identifying practices, tools, or methods through which they had possibly addressed ethical concerns. I.e. how they had implemented ethics in practice.

Based on this comparison of the research framework subconstructs 1.1-3.5, an evaluation of actions supporting the implementation of AI ethics in the context of these constructs was conducted (Fig. 2). Furthermore, observations related to the research framework were formulated by topic (responsibility, transparency, accountability, and general) in the form of primary empirical conclusions, PECs.
5 Empirical Results

Figure 2 summarizes our results based on a qualitative analysis of the three cases. In this figure depicting our research framework, we have colour coded (black and white) the extent to which the various aspects of AI ethics were taken into account by the case companies. The darkest shade of grey indicates that the area was of concern in all three projects, the second darkest one that it was a concern in two, and the lightest that it was a concern only in one case. In the subsections of this section, we go over our findings in detail through the ART constructs of accountability, responsibility, and transparency.

5.1 Responsibility

The concerns of the developers related to responsibility were varied, but ultimately detached from practice as far as concerns related to AI ethics were considered. The concerns the developers discussed in relation to their idea of responsibility were simply very practical concerns related to internal project matters or delivering a high quality product:

“Responsibility on reporting and keeping the project on schedule” (R6)

PEC1 Developers feel most responsibility towards tackling problems related to software development

On the other hand, as the interviews progressed, the developers did also express some concerns towards various ethical issues. However, these concerns were detached from their current work. They did not affect the way they worked, and the developers felt that these types of concerns were not relevant during development. The presence of concerns in the absence of actions to address those concerns pointed towards a lack of commitment on this front.

“It is just a prototype” (R8)
“I do my best” (R5)
“But this is a prototype, an experiment, just to show people that you can do this type of thing. This doesn’t really have any responsibility issues in it.” (R1)

PEC2 Developers are concerned about the ethical aspects of product development. However, little is done to tackle these concerns.

Furthermore, it was evident that in none of the cases had the hypothetical effects of the system on the stakeholders been discussed. To give a practical example, a system potentially affecting memory illness diagnoses clearly has various effects on its potential users, especially when the test can be taken without supervision. Yet, the developers of this particular tool also felt that their users would not be curious about the workings of the system. They considered it sufficient if the responsibility was outsourced to the user and it was underlined that the system does not make the diagnosis but simply advises doctors.

The developers also exhibited a narrow view of responsibility in relation to harm potential. Only physical harm potential was considered relevant, and the developers felt that none of their systems had such potential.

“Nobody wants to listen to ethics-related technical stuff. No five hour lectures about it. It’s not relevant to the users” (R5)
“I don’t really understand what it [responsibility] has to do with product development. We developers are all responsible.” (R7)
“What could it affect... the distribution of funds in a region, or it could result in a school taking useless action... it does have its own risks, but no one is going to die because of it” (R1)
5.2 Transparency

In terms of transparency of algorithms and data, case A stood out with the team's mathematical knowledge. They utilized algorithms they were familiar with and which they understood on an in-depth level. Thus, the team considered themselves to be able to understand why the system made certain decisions in certain situations. This underlines the importance of mathematical skills in preventing the birth of black boxes in AI development.

“In that sense it’s not really a black box as we can understand what’s going on in there just fine, and we can show the nodes and what affects them. It’s a very transparent algorithm.” (R3)

In the other two cases, the companies utilized existing AI solutions. They did not have an in-depth understanding of the technologies they were utilizing, which resulted in their systems being (partially) black boxes. They understood any components created by the team but did not have a full understanding of the third party components they had used as a base. This presents problems for feature traceability.

PEC4 Black box systems are a typical issue in AI/AS development, which mathematical skills can help avoid

even though transparency of algorithms and data was not present in two of the cases, the developers in case B nonetheless acknowledged its potential importance. However, as it was not considered a formal requirement in the projects, the company did not devote resources towards pursuing it. Even in case A, transparency was not produced as a result of ethical goals but out of business reasons.

“We have talked about the risks of decision-making support systems but it doesn’t really affect what we do” (R5)

PEC5 Developers recognize transparency as a goal, but it is not formally pursued

On the other hand, in relation to transparency of systems development, all three case companies displayed transparency. By having formal decision-making strategies, they were able to keep track of higher-level decisions related to the system. Through proper documentation, they were able to keep track of decisions made on the code level. Version control also assisted in this regard, making it clear who made what changes and when in retrospect. There were thus various existing practices that produced transparency of systems development.

Two of the case companies also acknowledged the effects of team size on transparency of systems development. They noted that, in addition to documentation practices, the small team size itself made it easy to keep track of the actions of individual developers even in an ad hoc manner.

PEC6 Existing SE practices support transparency of systems development

5.3 Accountability

Accountability was actively considered in relation to cybersecurity and data management. The developers were aware that they were in possession of data that was of potential interest to both commercial actors and malicious actors, and that they were accountable for taking measures to keep it secure, as well as to abide to laws related to personal data handling. To this end, cybersecurity was considered as a part of standard company protocol, following established company practices.

“It’s really important how you handle any kind of data, that you preserve it correctly, among researchers, and don’t hand it out to any government actors. For example many of the data packages have kind of interesting data and it can’t get into the wrong hands. I personally can’t see any way to harm anyone with the data we have though” (R2)

“We haven’t really paid much attention to the [data] safety aspects yet… it hasn’t really been a main focus. There’s probably a lot of things we have to take into account [eventually]” (R5)

The respondents were also clearly concerned with error handling, underlined by one of the respondents directly remarking “I aim to make error free software” (R1). The developers were concerned about engineering quality
Software in terms of it being error free, and considered it their professional responsibility to do so. The respondents could highlight various practices they utilized to handle and prevent errors in the project.

**PEC7** Developers feel accountable for error handling and have the means to deal with it

However, error handling was largely considered from the point of view of writing code and testing it in a laboratory setting. I.e. the system was considered error free if there were no red lines in the code in the IDE during development. Only case company B discussed measures they had taken to monitor errors in use. Furthermore, potential misuse (e.g. a prankster drawing a horizontal white line on the pavement to intentionally confuse autonomous vehicles) and error scenarios during the operational life of the system had not been actively considered in any of the case projects.

"The calculations are made in the algorithms so it doesn’t really make mistakes" (R2)

**PEC8** Developers do not take actions to tackle misuse or error scenarios out on the field during development

Due to the nature of machine learning, AI systems learn as they are taught with new data or as they collect it themselves while operating out on the field. From this arises the potential issue of unexpected behavior as a result of machine learning. None of the respondents had made plans to tackle potential unexpected behavior during the operational life of their system, should such behavior arise. In only one of the projects was the possibility directly acknowledged:

"We just put it up for end-users to test and note that this is still being developed" (R7)

**PEC9** Developers do not have plans to deal with unexpected behavior of the system

5.4 Summary of Findings

Past the ART constructs, we highlight some commonalities between the cases on a more general level while summarizing our findings. In none of the cases were ethics implemented by following a formal method or tool, nor were ethical issues considered directly as ethical issues. Rather, any ethical issues tackled in the projects were tackled for practical reasons (e.g. error free software is beneficial from the point of view of customer relations). Nonetheless, some of the ethical issues such as error handling and transparency of systems development were tackled in a systematic manner through existing software engineering practices such as code documentation and version control.

**PEC10** Even when ethics are not particularly considered, development practices have some aspects that support ethically aligned design such as documentation and cybersecurity practices

On the other hand, through ethics were not taken into consideration on a project level, the individual developers exhibited some concern towards socioethical issues arising from their systems. They were able to think of ways their system could negatively affect its users or other stakeholders in its current state. However, they lacked ways of addressing these concerns, as well as ways to conduct such ethical analyses in a systematic and comprehensive manner.

**PEC11** While the developers speculate potential socioethical impacts of the resulting system, they do not have means to address them.

6 Discussion

For the purpose of structuring this section, we have collected all the PECs outlined in preceding analysis section into Table 2 below. We relate each of these findings to existing literature and discuss their implications in this section. We classify each of these PECs based on their contribution into either novel findings, findings that (empirically) validated existing literature, or findings that contradict existing literature.

Many of our findings underline a gap between research and practice in the area. Whereas research on AI ethics alongside various guidelines devised by researchers [7] and practitioners [14] alike has discussed various ethical goals for AI systems, these goals have not been widely adopted out on the field. In this sense, we consider some of our findings (PECs 3, 4, 5, 8, and 9) to contradict existing literature.

For example, extant literature has highlighted the importance of transparency of algorithms and data [5,7,22]. Without understanding how the system works, it is impossible to establish why it malfunctioned in a certain situation, which may e.g. be pivotal in understanding the causes of an accident that resulted in material damage. Our findings point towards transparency being largely ignored as a goal (PEC5). Existing system components are
utilized as black boxes, and developers do not see this as a notable problem (PEC4).

The situation is similar for tackling potential misuse of the systems, error handling during system operations, and handling unexpected system behavior (PEC8-9). These goals are included into the IEEE EAD guidelines [7]. However, none of the case companies took any measures to address these potential issues.

On a further note of transparency, however, the lack of emphasis placed on it is also curious in relation to feature traceability in SE. For decades, understanding the inner workings of the system was considered key in any SE endeavor [23]. Yet, in the context of AI systems, the long-standing goal of feature traceability seems to be waning. Our findings point towards this being at least partially a result of a lack of mathematical understanding, as the one case company that considered their system to be fully transparent also noted that they fully understood the mathematics behind the algorithms they utilized. In using existing components in their systems, developers may not always understand the algorithms in these components. Indeed, in this vein, [24] noted that simply seeing the code is not enough if the algorithm is not understood, or the system is not understood as a whole.

Table 2. List of Primary Empirical Conclusions (PECs)

| PEC | Theoretical component | Description | Contribution |
|-----|-----------------------|-------------|--------------|
| 1   | Responsibility        | Developers feel most responsibility towards tackling problems related to software development | Empirically validates existing literature |
| 2   | Responsibility        | Developers are concerned about the ethical aspects of product development. However, little is done to tackle these concerns. | Novel |
| 3   | Responsibility        | Responsibility of developers and development is under-discussed. | Novel |
| 4   | Transparency          | Black box systems are a typical issue in AI/AS development, which mathematical skills can help avoid | Contradicts existing literature |
| 5   | Transparency          | Developers recognize transparency as a goal, but it is not formally pursued | Contradicts existing literature |
| 6   | Transparency          | Existing SE practices support transparency of systems development | Empirically validates existing literature |
| 7   | Accountability        | Developers feel accountable for error handling and have the means to deal with it | Empirically validates existing literature |
| 8   | Accountability        | Developers do not take actions to tackle misuse or error scenarios out on the field during development | Contradicts existing literature |
| 9   | Accountability        | Developers do not have plans to deal with unexpected behavior of the system | Contradicts existing literature |

This is the author’s version of the work. The definite version is submitted to PROFES 2019 for peer review
Even when ethics are not particularly considered, development practices have some aspects that support ethically aligned design such as documentation and cybersecurity practices.

While the developers speculate potential socioethical impacts of the resulting system, they do not have means to address them.

Though we discovered various examples of ethics not being implemented, we also discovered that various existing and established SE practices can be used to implement AI ethics (PEC10). Documentation, version control, and project management practices such as meeting transcripts produce transparency of systems development by tracking actions and decision-making (PEC6). Similarly, software quality practices help in error handling also in the context of AI ethics (PEC7), although they do not specifically account for the errors autonomous systems may face while operating out on the field.

While discussing responsibility with the respondents, we also discovered that most of their responsibility was related to producing quality software and meeting project requirements. This validates existing literature in the area of SPI (e.g. Unterkalmsteiner, [25]). Notably, we also discovered that the developers had ethical concerns towards their systems, which is a novel finding in this context (PEC2). Little is currently known about the state of practice out on the field, although a recent version of the EAD guidelines speculated about a gap in the area, which our findings support in relation to most aspects of AI ethics. Despite AI ethics largely not being implemented, our findings point towards it partially being a result of a lack of formal methods and tools to implement it (PEC11).

Thus, following this study, as well as a past case study [4], we suggest that future research seek to tackle the lack of methods and tooling in the area. Though developers may be concerned about ethical issues, they lack the means to address these concerns. On the other hand, methods can also raise the awareness of developers in relation to AI ethics, creating concerns where there now are none. In creating these methods, we suggest exploring existing practices that can be used as is or tailored to implement AI ethics, as we have discussed here (PEC10).

Given the amount of activity in AI ethics currently, with many governmental actors drafting their own AI ethics guidelines, likely followed by regulations, methods and tools will likely have practical demand in the future. Thus, even if one barrier to implementing AI ethics is currently the fact that it is seldom considered a requirement on a project level, regulations and laws can force organizations to take ethics into account. This would inevitably result in a demand for methods in this area, as well as the birth of various in-house ones.

There are some limitations that should be mentioned. Importantly, the outlined research model and its subset of constructs are heavily based on ART principles of Dignum [5] and IEEE’s EAD [7]. This effects view taken on AI ethics and may exclude some parts of ethical considerations related to ethical AI development. However, the EAD with its versatile group of authors can be seen as a distilled version of the ongoing AI ethics discussion considering most relevant parts of the discussion.

7 Conclusions & Future work

In this paper, we have sought to better understand the current state of practice in AI ethics. Specifically, we studied the way AI ethics are implemented, if at all, when they are not formally considered in a software engineering project. To this end, we conducted a multiple case study featuring three case companies developing AI solutions for the healthcare sector.

Based on our data, we discovered that some existing good practices do exist for some aspects of AI ethics. For example, current practices out on the field are already capable of producing transparency of systems development. Moreover, the developers are aware of the potential importance of ethics and exhibit concerns towards ethical issues. Yet, developers lack the tools to address these concerns. As tackling ethics is not a formal requirement in AI projects, these concerns largely go unaddressed for business reasons as well.

In this light, we consider the creation of methods and tools for implementing AI ethics important. These will both help developers implement AI ethics in practice as well as raise their awareness of ethical issues by e.g. helping them understand harm potential outside the narrow scope of physical harm.
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