Application of the iterative reconstruction to simulated galaxy fields
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ABSTRACT

We apply an iterative reconstruction method to galaxy mocks in redshift space obtained from $N$-body simulations. Comparing the two-point correlation functions for the reconstructed density field, we find that although the performance is limited by shot noise and galaxy bias compared to the matter field, the iterative method can still reconstruct the initial linear density field from the galaxy field better than the standard method both in real and in redshift space. Furthermore, the iterative method is able to reconstruct both the monopole and quadrupole more precisely, unlike the standard method. We see that as the number density of galaxies gets smaller, the performance of reconstruction gets worse due to the sparseness. However, the precision in the determination of bias ($\sim 20\%$) hardly impacts on the reconstruction processes.
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1 INTRODUCTION

Extracting the cosmological information from biased observables (i.e. galaxies, quasars, etc.) tracing the non-linear matter density distribution is one of the most puzzling problems in studying the large-scale structure (LSS). The baryon acoustic oscillation (BAO) peak in the two-point correlation function of galaxies (Peebles & Yu 1970; Sunyaev & Zeldovich 1970; Cole et al. 2005; Eisenstein et al. 2005b) is well known as a standard ruler to measure the distance to the galaxy sample, which allows us to understand the nature of spacetime and constrain the cosmological parameters (e.g., Weinberg et al. 2013). However, the nonlinearity, sparseness, and clustering bias in the observed galaxy distribution makes the distance measurement with the BAO more complicated.

As the Universe evolves, each galaxy is differently moved by large-scale flows and then the BAO feature is smeared out. This reduces the accuracy of the BAO distance measurement (Meiksin et al. 1999; Springel et al. 2005; Angulo et al. 2005; Seo & Eisenstein 2005; Jeong & Komatsu 2006; Huff et al. 2007; Angulo et al. 2008). Fortunately, we can estimate the displacement of galaxies from the observed galaxy distribution, i.e., gravitational potential field. Therefore, moving galaxies back to the initial position, we are able to recover the BAO peak (Eisenstein et al. 2007a,b), which is called standard reconstruction.

While the standard reconstruction technique remains a simple and strong technique for restoring the BAO peak (Padmanabhan et al. 2012; Anderson et al. 2012, 2014; Vargas-Magaña et al. 2016; Ross et al. 2017), there are some problems to be improved: 1) lacking other information, the standard method uses the final galaxy density field instead of the initial linear density field to estimate the displacements of galaxies. 2) the standard method takes account of 1st order perturbations only (the Zel’dovich approximation, Zel’dovich 1970) when estimating the displacement. 3) the Kaiser formula (Kaiser 1987), which is used to model the redshift-space distortions in the standard method, doesn’t fully capture the redshift-space distortions of the Zel’dovich approximation. 4) in the standard reconstruction procedure, the galaxies and the random particles in redshift space are displaced by different displacements in order to partially enforce the Kaiser approximation to redshift-space distortions. This results in $O(1)$ fictitious density fluctuations wherever the survey selection function varies quickly (for the detail, see Section 2.2 in HE18).

In ongoing and future galaxy redshift surveys, such as DESI (DESI Collaboration et al. 2016), PFS (Takada et al. 2014), and Euclid (Laureijs et al. 2011), the BAO distance measurement is expected to be significantly improved by making the advantage of the width and depth of the survey. Therefore we need to manage these problems that the standard reconstruction has for making the BAO measurement more precise and reliable. Taking it into account, in our pre-
2 RECONSTRUCTION METHOD

2.1 Iterative reconstruction

We begin by introducing the iterative reconstruction method that we proposed in HE18, which was motivated by Monaco & Efstathiou (1999).

Lagrangian perturbation theory (LPT) describes the dynamics of objects in terms of the displacement field \( S \) from the initial position \( q \) to the final Eulerian position \( x \):

\[
x(q, t) = q + S(q, t).
\] (1)

Here we opt to use only first-order displacements, \( S = S^{(1)} \), for simplicity and because we expect that the sparseness of realistic galaxy samples will require large enough smoothing scales that first-order will be sufficient. Then, we can describe the redshift-space displacement \( S^{(s)} \) by

\[
s^{(s)}(q, t) = q + S^{(s)}(q, t),
\] (2)

where

\[
S^{(s)}(q, t) = S^{(1)}(q, t) + f[S^{(1)}(q, t)] \cdot \mathbf{z}.
\] (3)

Here \( f = d \ln D/d \ln a \) is the linear growth rate where \( D \) is the linear growth factor.

Here we assume that the linear density contrast \( \delta_l \) can be separated into the large-scale part \( \delta_l \) and residual part \( \delta_{\text{res}} \):

\[
\delta_l(q, t) = \delta_l(q, t) + \delta_{\text{res}}(q).\] (4)

We consider a model in which only the large-scale portion creates displacements, which then advect the small-scale residual as a passive tracer. While this is obviously not correct on small scales, by using a smoothing filter to do the scale separation, we create a smooth transition between the two regimes. In particular, we define the large scale field via

\[
\delta_l^{(1)}(k) = \frac{k}{k^2} \delta_l(k) \tilde{G}(k),
\] (5)

\[
\delta_l(q, t) = - \mathbf{v} \cdot S^{(1)}(q, t).
\] (6)

Here the tilde over scalars and vectors denotes that the quantities are in Fourier space. Eq. (5) corresponds to the linear solution in LPT (the Zel'dovich approximation). The assumption above means that the residual part is assumed to have existed at the initial time: \( \rho(q) = \bar{\rho}(1 + \delta_{\text{res}}(q)) \). The continuity equation is then described as follows:

\[
\frac{\text{det} \left[ \delta_{K_{ab}} + S^{(s)}_{l[a,b]} \right]}{\rho_k} = \frac{\rho(q)}{\rho(s)} = \frac{1 + \delta_{\text{res}}(q)}{1 + \delta_l(s)},
\] (7)

where \( \delta_{K_{ab}} \) is the Kronecker delta, \( \delta_l(s) \) is the observed density in redshift space, and \( S^{(s)}_l \) is related to \( S^{(1)}_l \) through Eq. (3).

Furthermore, to mitigate the effect of redshift-space distortions coming from small-scale thermal motions, i.e., the Fingers of God effect, we seek to down-weight these density fluctuations in the smoothed density field. We therefore introduce the parameter, \( C_{\text{ani}} \), as follows:

\[
C_{\text{ani}} = \Sigma_\parallel / \Sigma_\perp,
\] (8)

where \( \Sigma_\parallel \) and \( \Sigma_\perp \) are the smoothing scales along the line of sight and the perpendicular directions, respectively:

\[
G_{\text{ani}}(k) = \exp[-0.5(k_\parallel^2 + k_\perp^2 C_{\text{ani}}^2)(\Sigma_\perp^2)].
\] (9)

Effectively, this means that we use less of the line-of-sight density fluctuations in deriving the large-scale displacements.

Our final goal is to find the linear density field \( \delta_l(q) \) that solves Eq. (7) given the observed density \( \delta_l(s) \) and the definitions in Eq. (3)-(6) (solving problem 1). To do so, we begin with assigning the galaxy particles on a grid and calculate the observed density field in redshift space \( \delta_l(s) \) at each grid cell. We then repeat steps estimating the displacement and updating the guess for the linear density at each grid cell (solving problem 4) until they converge. Further, as we are starting from the Lagrangian evolution of an initial field, the results seamlessly include the large-scale redshift-space distortions (problem 3) (for the detail of our implementation, see Section 3.2 in HE18).
2.2 Application to galaxy fields

Up to 1st order (in Eulerian perturbation theory), the galaxy density field in redshift space \( \delta^g(z) \) (in Fourier space) is related to that in real space \( \delta^g(\mathbf{r}) \) (Kaiser 1987; Bernardeau et al. 2002):

\[
\delta^g_{\ell}(k) = (1 + \beta\mu^2)\delta^g(k),
\]

where \( \mu = k_z/\ell \) (\( z \) is the line-of-sight direction) and \( \beta = f/b \). Here \( b \) is the linear bias factor that is the ratio of the galaxy density to the matter density field: \( \delta^s = b\delta \). Taking account of the fact that matter density fields correspond to \( b = 1 \), we need to replace the redshift-space density field and the linear growth rate as follows in the procedure, in applying our iterative method to galaxy fields:

\[
\delta(s) \rightarrow \delta^g(s)/b, \quad f \rightarrow \beta. \quad (11) 
\]

As we mentioned in problem 3 of Section 1, while the Kaiser formula is exactly correct as long as we consider only 1st order Eulerian perturbation theory, we focus on the Lagrangian evolution of an initial field. Therefore, we should pay attention to how well the replacement above works for biased tracers.

3 SIMULATIONS

3.1 Matter density fields

In this paper, we use \( N \)-body simulation data products from the Abacus project (Garrison et al. 2016, 2017)\(^1\) to evaluate the performance of our iterative reconstruction method. Abacus is an extremely fast and accurate \( N \)-body code for cosmological simulations and can compute over 100 billion pairwise force interactions per second on a single computer node (Garrison et al. 2018). We use 15 emulator boxes with independent phases (emulator_1100box_planck_00–(1…15)) assuming Planck Collaboration et al. (2016) as the fiducial cosmology, in which box size \( L = 1100h^{-1} \) Mpc, number of particles \( N_p = 1440^3 \), and particle mass \( M_p \sim 4 \times 10^{10} h^{-1} M_\odot \).

Hereafter, we fix redshift for the observed non-linear density field to \( z = 0.5 \) and use about 480\(^3\) particles (~4\%) chosen randomly from each realization as matter density fields.

3.2 Galaxy density fields

To compare the performances between the matter and galaxy density fields, we need to create the galaxy catalog corresponding to the matter density fields defined in Section 3.1. Each realization from emulator boxes includes the halo catalog characterized using ROCKSTAR (Behroozi et al. 2013) halo finder. We then create the galaxy catalog from the halo catalogs with GeneRalized ANcl Differentiable Halo Occupation Distribution (GRAND-HOD, Yuan et al. 2018)\(^2\), which generalizes the standard 5 parameter halo occupation distribution model (HOD, Zheng et al. 2009; Kwan et al.

\(^1\) https://lgarrison.github.io/AbacusCosmos/
\(^2\) https://github.com/SandyYuan/GRAND-HOD
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2015) with various halo-scale physics and assembly bias. In the standard HOD model, the average number of central and satellite galaxies, in a halo of mass \( M \), is given by

\[
\langle n_{cen} \rangle = \frac{1}{2} \text{erfc} \left( \frac{\ln(M_{\text{cut}}/M)}{\sqrt{2}\sigma} \right), 
\]

\[
\langle n_{sat} \rangle = \left( \frac{M - \kappa M_{\text{cut}}}{M_\odot} \right)^\alpha, 
\]

where \( M_{\text{cut}} \) is the cut-off mass for the halo to host a central galaxy, \( \sigma \) is the scatter around the cut-off mass, \( \kappa M_{\text{cut}} \) is the cut-off mass for the halo to host a satellite galaxy, \( M_\odot \) is the typical mass scale for a halo to host one satellite, and \( \alpha \) is the slope of the power-law for the number of satellites at high mass.

When running GRAND-HOD, the values of 5 parameters above are set to \( M_{\text{cut}} = 10^{13.35} M_\odot, M_\odot = 10^{13.8} M_\odot, \sigma = 0.85, \alpha = 1, \) and \( \kappa = 1 \), which are fitted to the two-point auto-correlation functions for Luminous Red Galaxies (LRGs) in the SDSS (Zehavi et al. 2005) and the two-point cross-correlation functions between the SDSS LRGs and galaxies in the SDSS imaging sample (Eisenstein et al. 2005a). In this setting, the number of galaxies is \( \sim 8^{4/3} \) for each realization and the number density of galaxies \( n_{\text{gal}} \) is \( \sim 4 \times 10^{-4}(h^{-1} \text{Mpc})^3 \). Note that we don’t manipulate generalization parameters beyond the standard 5 parameter (all of them are set to 0) because for now, we are interested in the performance of the iterative reconstruction for the simple and typical galaxy catalog.

4 RESULTS

4.1 Parameter setting

Following discussions in Section 3.2 of HE18, we introduce some techniques to effectively make the solution converge and to avoid oscillations of the solution.

For the smoothing scale \( \Sigma \), we start with a large initial value \( \Sigma_{\text{ini}} \) and reduce it gradually in the iterative process until it reaches the effective smoothing scale, \( \Sigma_{\text{eff}} \), that corresponds to the actual smoothing scale applied for the final displacement:

\[
\Sigma_{L,n} = \max \left( \frac{\Sigma_{\text{ini}}}{\sqrt{D}}, \Sigma_{\text{eff}} \right), \quad (15)
\]

where \( \Sigma_{L,n} \) is the \( n \)-th smoothing scales along the perpendicular direction. We assume a constant (> 1) as \( D \).

Furthermore, in order to suppress oscillations in the iteration procedure, we weight the current value and the previous value:

\[
\delta_L^{(n)} = w \delta_L^{(n-1)} + (1-w) \delta_L^{(n-1)}, \quad (16)
\]

where \( \delta_L^{(n)} \) is the \( n \)-th guess of the linear density, \( \delta_L^{(n)} \) is the (current) original guess, and \( w \) is the weight: \( 0 < w < 1 \).

In addition, we check the convergence of the solution by the ratio of the change in the guesses of the linear density to the observed density:

\[
r_{\text{con}} = \frac{\Sigma (\delta_L^{(n)} - \delta_L^{(n-1)})^2}{\Sigma \delta_L^2}, \quad (17)
\]
The solid (in red), dot-dashed (in green), and dashed (in blue) lines show the coefficients for \( \Sigma \) between a density field \( \delta \) for the cross-correlation coefficient with the initial density field, \( R. Hada et al. \) adopt the cross-correlation coefficient and the calculation of some types of correlations et al. 2016) that were assumed in the N-body simulations for the fiducial cosmological parameters (Planck Collaboration et al. 2016). These two parameters are likely application-specific.

In the following, we perform the reconstruction of the density field and the calculation of some types of correlations using a 480^2 grid, and the annealing parameters are fixed to \( \Sigma_{\text{ini}} = 20h^{-1}\text{ Mpc} \) and \( \mathcal{D} = 1.2 \). Note that these two parameters have no physical meaning and the converged results should be independent of small changes in the exact annealing steps. In addition, we try some types of the effective smoothing scales: 5, 7, 10, and 15h^{-1}\text{ Mpc} and then need to set the weight and the numbers of iteration \( n_{\text{iter}} \) for each case so that the convergence criterion is satisfied. We summarize, in Table 1, the weight and the number of iteration for each effective smoothing scale that we used in the process of the iterative reconstruction. We emphasize that these two parameters are likely application-specific.

Table 1. Weight and number of iteration for each smoothing scale

| \( \Sigma_{\text{eff}} \) (h^{-1}\text{ Mpc}) | \( w \) | \( n_{\text{iter}} \) |
|---|---|---|
| 5 | 0.3 | 17 |
| 7 | 0.4 | 13 |
| 10 | 0.5 | 9 |
| 15 | 0.7 | 6 |

where \( \Sigma \) is the summation over all grid cells. Hereafter, we adopt \( \Sigma_{\text{con}} < 0.01 \) as a criteria for convergence.

In the following, we discuss about the linear growth rate \( f \) (or \( \beta \)) before reconstruction, we are interested in how well the iterative method can manage the effect of redshift-space distortions. Then, using a good approximation given by \( \delta \), we adopt, as a fiducial \( f \), the value for the fiducial cosmological parameters (Planck Collaboration et al. 2016) that were assumed in the N-body simulations.

4.2 Cross correlation for density fields

We define the cross-correlation coefficient in Fourier space between a density filed \( \delta_X \) and the initial density field \( \delta_{\text{ini}} \) as

\[
R(\delta^X_{\text{ini}}) \equiv \frac{\langle \delta_X \cdot \delta_{\text{ini}}^* \rangle}{\langle |\delta_{\text{ini}}|^2 \rangle}.
\]

Here \( \delta_{\text{ini}} \) is multiplied by the linear growth factor so as to extrapolate to the redshift corresponding to \( \delta_X \).

4.2.1 Bias estimation

To apply our reconstruction method to galaxy (biased) fields, we need the galaxy bias \( b \) in advance (see Eqs. (11) and (12)). We then estimate the galaxy bias from the ratio of the cross-correlation coefficient between a galaxy field \( \delta^g \) and the corresponding matter field \( \delta \) (both the fields are measured in real space):

\[
b = R(k_b),
\]

where

\[
R(k) \equiv \frac{\langle \delta^g \rangle (k)}{\langle \delta \rangle (k)}.
\]

Here \( k_b \) is the reference wave number at which the value of the galaxy bias is decided. In this paper, we set the reference wave number \( k_b \) to 0.1h\text{ Mpc}^{-1}. Note that the value of bias we use hereafter is \( \sim 2.3 \) (though the exact values for each realization are slightly different from each other).

4.2.2 Anisotropic smoothing

In Section 4.3 of HE18, we discussed about the effect of redshift-space distortions coming from small-scale thermal motions, particularly the Finger of God effect and determined that for the matter density field in redshift space, the optimal value of parameter \( C_{\text{ani}} \) is about 1.6. To estimate the optimal value of \( C_{\text{ani}} \) for the galaxy density fields, we focus on the cross-correlation coefficient \( R_{\text{ani}} \), where \( \delta^g \) is the linear density contrast at \( z = 0.5 \) that is reconstructed from the galaxy field by using our iterative method with \( \Sigma_{\text{eff}} = 10h^{-1}\text{ Mpc} \). Note that the coefficient \( s(\delta^g_{\text{ani}}) \) corresponds to \( s(k) \), Eq. (27), in HE18.

Fig. 1 shows \( s(\delta^g_{\text{ani}})(k) \) with \( C_{\text{ani}} = 1.0, 1.3 \) and 1.6. Fig. 1a (\( C_{\text{ani}} = 1.0 \)) corresponds to the reconstruction with an isotropic smoothing filter and the other two panels (\( C_{\text{ani}} > 1.0 \)) show the results using less of the line-of-sight density fluctuations (see Eq. 9). Compared with these results, we can see that the coefficient for the line of sight gets larger parallel to the line of sight.
Figure 2. Comparison between the matter field and the galaxy field. Left column: matter field and Right column: galaxy field, in real space (upper row) and redshift space (lower row). The top panel and bottom panel in each row demonstrate the monopole ($l = 0$) and the quadrupole ($l = 2$) of $\Delta \xi^l(\delta_X)(S)$ (see Eq. (22)), respectively. In each panel, the blue, green and red colors correspond to the observed density field (divided by the bias, $b$), the density field reconstructed with the standard method, and the one with our iterative method, respectively. While the solid line shows the average over 15 realizations, the shaded region displays the variance. Even for the galaxy density fields, our iterative method is still able to reconstruct the initial density field better than the standard method.
4.3 Two-point correlation function

In this section, we show the two-point correlation function to evaluate how well our iterative method works. The multiple moment of the two-point correlation is described as

$$\xi(S, \mu) = \sum_{l=0}^{\infty} \xi_l(S) P_l(\mu),$$

where $\xi(S, \mu)$ is the two-point correlation function for the density contrast and $P_l$ is the Legendre polynomial of order $l$. We are interested in the extent to which reconstruction methods can restore the initial linear density field and then define the difference between the two-point correlation function $\xi_l(S)$ for a density field $\delta$ and the one for the initial density field in real space (multiplied by the linear growth factor) $\delta_{\text{ini}}$ as

$$\Delta\xi_l(\delta_{\text{X}})(S) = \xi_l(\delta_{\text{X}})(S) - \xi_l[\delta_{\text{ini}}](S).$$

Note that $\xi_l[\delta_{\text{ini}}]$ here refers to an actual noisy realization in the simulations, not the ensemble averaged one over realizations. This means that $\Delta\xi_l(\delta_{\text{X}})$ above is defined for each realization of simulations.

4.3.1 Matter vs Galaxy

The left column of Fig. 2 shows $\Delta\xi_l[\delta_{\text{X}}](S)$ in real space (upper row) and redshift space (lower row), where $\delta_{\text{X}}$ is the linear density contrast at $z = 0.5$ that is reconstructed from the matter field using our iterative method (in red) and the standard method (in green) with $\Sigma_{\text{eff}} = 5h^{-1}$ Mpc. The solid lines and the shaded regions show the average and the variance over 15 realizations, respectively. Compared with the results for the observed density field (in blue), we can see that in both real and redshift space, our iterative method successfully restore the monopole (top panel) and quadrupole (bottom panel) for the initial density field and make the dispersions over realizations (shaded region) smaller on all scales. Furthermore, focusing on the reconstructed monopole with both methods, we find that our iterative method considerably improves the standard reconstruction on scales $S \lesssim 80h^{-1}$ Mpc. In addition, we see that the quadrupole in redshift space is also restored more precisely by our method, especially on scales $S \lesssim 40h^{-1}$ Mpc although there is no difference between the both methods in real space.

The right column of Fig. 2 corresponds to $\Delta\xi_l[\delta_{\text{G}}](S)$ in real space (upper row) and redshift space (lower row), where $\delta_{\text{G}}$ is the linear density contrast at $z = 0.5$ that is reconstructed from the galaxy field with $\Sigma_{\text{eff}} = 10h^{-1}$ Mpc. In both real and redshift space, we can see that our iterative method is still able to correctly reconstruct the initial density field. In addition, it is better than the standard method in the monopole, although there is no difference between both reconstruction methods in the quadrupole. We also find that the monopole reconstructed using our iterative method is systematically lower than the vertical line, $\Delta\xi_l(S) = 0$, which is caused by the uncertainty of the bias value (see also section 4.3.3). Further, the galaxy field is much more noisy than the matter field because of the sparseness, exhibiting larger variance.

4.3.2 Smoothing scale

Fig. 3 shows how the performance of reconstruction for the galaxy fields in redshift space depends on the smoothing scale $\Sigma_{\text{eff}}$. First, we can see that the smaller the smoothing scale gets, the closer the monopole and quadrupole for our iterative method (in red) get to the vertical line, $\Delta\xi_l(S) = 0$. This reflects that the reconstruction with smaller smoothing scale can restore the displacement more precisely (see section 4.2 in HE18). On the other hand, the performance of the standard reconstruction gets worse as the smoothing scale becomes smaller, because the effect of using the final density field instead of the initial density field computing the displacements (problem 1 in Section 1) cannot be ignored more.

However one find that the monopole and quadrupole in the case with $\Sigma_{\text{eff}} = 5h^{-1}$ Mpc are more shifted from $\Delta\xi_l(S) = 0$ on small scales $S \lesssim 30h^{-1}$ Mpc than the case with $\Sigma_{\text{eff}} = 7h^{-1}$ Mpc. We can explain about this as follows: the number of galaxies for each simulation box, $L = 1100h^{-1}$ Mpc, is $\sim 84^3$, which means that the mean distance of galaxies is $\sim 13h^{-1}$ Mpc. The noise in the galaxy field increases on scales smaller than the mean distance of galaxy. That is, the above results shows that $\Sigma_{\text{eff}} = 5h^{-1}$ Mpc is too small to be applied to this galaxy samples (technically, we should be able to cover somewhat larger-scale modes than $\Sigma_{\text{eff}}$ because of the Gaussian tail of the smoothing filter). It follows that we need to set the smoothing scale taking care of the mean distance of galaxies when applying our iterative reconstruction method to actual galaxy data.

Furthermore, we see that as the smoothing scale increases, the differences between the iterative and standard method become smaller for both the monopole and quadrupole. This feature reflects the fact that it is harder to make the most of the advantage of making use of the iterative method (especially problem 1) when using larger smoothing scale, because the difference between the displacements estimated from the final galaxy density field and the initial linear density field can be seen only on small scales.

4.3.3 Bias

In actual galaxy redshift survey, we also need to care about the uncertainty in bias estimation. To evaluate how the change in galaxy bias impacts on the reconstruction processes, we define the normalized two-point correlation as
Figure 3. Comparison of smoothing scales for the galaxy fields in redshift space: $\Sigma_{\text{eff}} = 5h^{-1}$ (upper left), $7h^{-1}$ (upper right), $10h^{-1}$ (lower left) and $15h^{-1}$ Mpc (lower right). Each panel is described in the same manner as Fig. 2. Generally, the iterative method with smaller smoothing scale can restore the monopole and quadrupole more precisely.
Figure 4. Comparison of the values of bias for the galaxy fields in redshift space: $b = 0.8 b_f$ (left), $b_f$ (middle), and 1.2$b_f$ (right). Each panel is described in the same manner as Fig. 2. Both reconstruction processes are hardly influenced by the change in galaxy bias.

Figure 5. Comparison of the number density of galaxies in redshift space: $n_{gal} = 4.2 \times 10^{-5}$ (smaller, left), $4.4 \times 10^{-4}$ (fiducial, middle), and $2.6 \times 10^{-3} (h^{-1} \text{ Mpc})^{-3}$ (larger, right). Each panel is described in the same manner as Fig. 2. The larger the number density become, the better the performance of reconstruction gets.

follows:

$$\xi_{l, \text{nor}}[\delta_X](S) \equiv \left( \frac{b}{b_f} \right)^2 \xi_l[\delta_X](S).$$

(23)

where $b_f$ is the fiducial value of bias for each realization that is defined by Eq. (19). Fig. 4 shows the differences between $\xi_{l, \text{nor}}[\delta_s^g]$ (reconstructed with $\Sigma_{\text{eff}} = 10 h^{-1} \text{ Mpc}$) and $\xi_l[\delta_{\text{ini}}]$ in redshift space for $b = 0.8 b_f$ (left), $b_f$ (middle), and 1.2$b_f$ (right). As for the observed density field $\delta_s = \delta_s^g / b$, there is no difference among the biases because it follows from the
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definition above that
\[
\xi_l \Delta \sigma^2 = \xi l |b_l|.
\] (24)

Furthermore, we can hardly see the differences also for the reconstructed density fields, which means that the change of bias by \(\sim 20\%\) hardly impacts on the reconstruction processes. This result suggests that although we are supposed to estimate the galaxy bias from a large number of galaxy mock catalogs in actual galaxy redshift surveys, we are not bothered so much by the precision in the determination of bias when using either our iterative method or the standard method.

4.3.4 Number density of galaxies

Finally, in Fig. 5, we shows the results in redshift space, with different number density of galaxies: \(n_{\text{gal}} \sim 4.2 \times 10^{-5}\) (smaller, left), \(4.4 \times 10^{-4}\) (fiducial, middle), and \(2.6 \times 10^{-3}\) (larger, right). In this study, we create the galaxy fields with the smaller and larger number density by adding the factors: 0.75 and -0.75, respectively, to the parameters related to halo masses, \(\log M_{\text{cut}}\) and \(\log M_f\), when running GRAND-HOD.

As the number density gets smaller, the galaxy field becomes more sparse and noisy. Indeed, we see that accordingly the variances get larger and the averages of \(\Delta \xi_l \Delta \sigma^2\) (reconstructed with \(\Delta \xi_l \Delta \sigma^2\)) shift away from \(\Delta \xi_l \Delta \sigma^2 = 0\) entirely.

5 CONCLUSIONS

We have applied the iterative method proposed in HE18 to simulated galaxy fields in redshift space and explored some parameter choices. Focusing on the two-point correlation function in order to evaluate the performance, we found that our method can reconstruct from the galaxy field better than the standard method both in real and in redshift space, although the performance is limited by shot noise and galaxy bias compared to the matter field.

Furthermore, comparing the optimal values of \(C_{\text{min}}\), which manages the effect of the anisotropy in redshift space on the smoothing process, between the cases with the matter field and galaxy field, we found that the matter field is more influenced by the Finger of God effect than the galaxy field due to the effects of dynamics inside halos and smaller smoothing scale.

We also found that the iterative method with smaller smoothing scale is able to reconstruct the monopole and quadrupole more precisely unlike the standard method and that in practical cases, we need to set the smoothing scale taking account of the mean distance of galaxies. In addition, as the number density gets smaller and the galaxy bias becomes larger, the performance of reconstruction gets worse because the galaxy field becomes more sparse and noisy. On the other hand, the precision in the determination of bias \(\sim 20\%\) hardly impacts on the reconstruction processes.

In this work, we fixed the value of \(f\) to a fiducial value corresponding to the fiducial cosmological parameters. The wrong assumption of \(f\) or \(\beta\) might have an impact on the quadrupole, however, it is not expected to affect an acoustic scale. In addition, comparison of the reconstructed quadrupoles between calibrated simulations and data might allow us to measure \(f\), and in future work we will consider whether this approach is more precise than the conventional methods that compare data with non-linear model templates without performing reconstruction.

In order to evaluate how our iterative reconstruction method actually improves the distance measurement, we need to evaluate the precision in the BAO distance measurement by fitting the acoustic signature to a template. Our iterative method shows the better accuracy than the standard method not only on small scales, but also on intermediate scales \(40 \lesssim \delta \lesssim 90\) k\(^{-1}\) Mpc. Therefore it is expected to improve the fitting procedure. We will defer such investigation to future work.

Regardless, the iterative method has the advantage of being able to solve the problems that the standard method has (see Section 1). In particular, considering that real surveys have boundaries, the merit of being able to avoid displacing data and random particles (problem 4) should be effective in the upcoming galaxy surveys where the survey density is rapidly varying in the radial direction. Thus we expect that the iterative reconstruction method can make the BAO standard ruler more reliable in upcoming surveys.
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