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Abstract
Background: The integration of artificial intelligence (AI) into our digital healthcare system is seen as a significant strategy to contain Australia’s rising healthcare costs, support clinical decision making, manage chronic disease burden and support our ageing population. With the increasing roll-out of ‘digital hospitals’, electronic medical records, new data capture and analysis technologies, as well as a digitally enabled health consumer, the Australian healthcare workforce is required to become digitally literate to manage the significant changes in the healthcare landscape. To ensure that new innovations such as AI are inclusive of clinicians, an understanding of how the technology will impact the healthcare professions is imperative.

Method: In order to explore the complex phenomenon of healthcare professionals’ understanding and experiences of AI use in the delivery of healthcare, an integrative review inclusive of quantitative and qualitative studies was undertaken in June 2018.

Results: One study met all inclusion criteria. This study was an observational study which used a questionnaire to measure healthcare professional’s intrinsic motivation in adoption behaviour when using an artificially intelligent medical diagnosis support system (AIMDSS).

Discussion: The study found that healthcare professionals were less likely to use AI in the delivery of healthcare if they did not trust the technology or understand how it was used to improve patient outcomes or the delivery of care which is specific to the healthcare setting. The perception that AI would replace them in the healthcare setting was not evident. This may be due to the fact that AI is not yet at the forefront of technology use in healthcare setting. More research is needed to examine the experiences and perceptions of healthcare professionals using AI in the delivery of healthcare.
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Introduction
The integration of artificial intelligence (AI) into our healthcare system is seen as a significant strategy to contain Australia’s rising healthcare costs, support clinical decision making, manage chronic disease burden and support our ageing population.1,2 With the increasing roll-out of ‘digital hospitals’, electronic medical records, new data capture and analysis technologies, as well as a digitally enabled health consumer, the Australian healthcare workforce is required to become digitally literate to manage the significant changes in the healthcare landscape.3–6 Along with these innovations comes an increase in the amount of data that is available for clinical decision making. Machine learning (NL) and AI technologies are increasingly being deployed in healthcare settings to process, interpret, refine and act on the vast volume of data that is now available. AI promises benefit to the healthcare industry, but it also poses challenges in this new dimension of healthcare, and its impact on health professionals, organisations and governments is yet unknown.1,2 Internationally, AI is being built into the foundations of society with at least 19 countries publishing National Strategies on AI and aiming to become global leaders in its application and use, including Australia. The strategies are collectively focusing on the development of infrastructure, research excellence, collaborative opportunities, education, recruitment and economic, ethical and legal policy development.7–24 A National Digital Health Strategy was created by the Australian government in 2016 in an effort to produce an efficient healthcare service and reduce healthcare expenditure.25 The digital strategy has enabled the widespread implementation of digital technology to update clinical and data governance systems, medication management and communication within health districts. It promises collaboration between clinicians, researchers and industry to develop and integrate new innovations such as AI by 2022, thereby building on Australia’s existing leadership in digital healthcare.25 One of its priorities aims to have the ‘healthcare workforce confidently using digital health technologies to deliver health and care’.25 In order to do so, we must first establish the understanding and experience of the healthcare professional and the impact this technology will have on their ability to deliver care. The scope and versatility of AI when introduced to the healthcare setting can potentially redefine the role of healthcare professionals and their underlying beliefs, values and assumptions in the provision of healthcare.26 Akin to the National Digital Strategy, the Commonwealth Scientific and Industrial Research Organisation (CSIRO),4 the Australian Government’s research agency, is developing a range of innovations which target areas of need within the healthcare system, such as waiting times and access to services and predicting at-risk patients to coordinate care. CSIRO’s Digital Impact Strategy for the workforce identifies a growing need for knowledge, education, training and information for the healthcare sector.4,27 It is not known to what degree healthcare professionals are currently engaged with AI, their experiences nor their perceptions of its use in the provision of healthcare. To ensure that innovations such as AI are inclusive of clinicians, an understanding of how the technology will impact the healthcare professions is imperative.

Background
AI has been around since the 1950s when Alan Turing first conceptualised ‘computer intelligence’ and the possibility that a machine could essentially ‘learn’ from its own experiences and alter its own instructions to solve problems.28,29 Turing predicted that by the turn of the century, it would be
possible to programme computers that are indistinguishable from human beings.\textsuperscript{29,30} It has now become a race globally to become the first country to advance their position and become the leading force in the development of AI.\textsuperscript{31–33} Many countries are investing significant amounts of money into AI research and development with over US$20 billion invested by the United States, China and the United Kingdom alone in 2016.\textsuperscript{23,24}

AI is not a single piece of technology, but rather a term used to describe a large and growing range of functions, categories, terminologies and types of computer technology.\textsuperscript{34} It can be general or narrow in definition depending on its performance and use of data,\textsuperscript{23,34} and because of this, a widely accepted definition of AI in health has not yet been established. There are several examples of AI development that are well-represented and, therefore, more well-known, such as deep learning (DL), ML and natural language processing (NLP).\textsuperscript{34} Russell and Norvig\textsuperscript{34} explain that AI has been associated with functions such as planning, perception, reasoning, learning, decision making, communicating, analysing, problem solving and autonomy. There are neurally inspired models that mimic the function of the brain\textsuperscript{35} and ML and AI models that rely on statistics and mathematical algorithms to perform.\textsuperscript{36} AI applications are expanding and can now be found in robotics, predictive analytics, image recognition, planning and navigation, knowledge representation and NLP.\textsuperscript{37} A commonly shared conjecture among AI applications is that ‘every aspect of learning or any other feature of intelligence can, in principle, be so precisely described that a machine can be made to simulate it’.\textsuperscript{38}

In the 21st century, AI and its potential in healthcare lies in analysing unstructured data, detecting abnormalities, providing correlations and automating and assisting human tasks. These are achieved through the use of NLP algorithms, DL and ML programmes.\textsuperscript{39–42} NLP algorithms search for key phrases and/or terms in raw Electronic Medical Records data and offer support in decision making.\textsuperscript{42} For example, recommendations for additional imaging have been made following computer analysis of a radiology report.\textsuperscript{43} Fernandez-Luque and Imran\textsuperscript{44} described AI programmes with the ability to identify major disease outbreaks, some triggered by natural disasters, suggesting its application to humanitarian crises. AI has been applied to intensive care unit (ICU) clinical data and found to be of exceptional value in identifying clinical cases of nosocomial infection in an automated manner.\textsuperscript{45} DL is a modern version of a neural network, whereby multiple layers of a linear network can discover more complex non-linear patterns in clinical data to aid in detection of subtle abnormalities/variations.\textsuperscript{46} Garcia-Chimeno and Garcia-Zapirain\textsuperscript{47} concluded that neural networks are capable of conducting accurate pathology classifications. Orjuela-Cañón et al.\textsuperscript{48} demonstrated AI’s ability to detect tuberculosis however, concluded that more data were needed to obtain a consistent result and that further research in this area is required. In a study investigating emotional response to music in traumatic brain injury (TBI) patients, a data mining algorithm was found to be capable of clustering and classifying reported emotional responses to music as positive or negative, with the application of this treatment in the unconscious TBI patient conceivable in the future.\textsuperscript{49} ML programmes are able to use analytical algorithms to extract features from data, make correlations and offer predictive modelling to the clinician or the patient.\textsuperscript{41,50–52} E-Health mobile applications utilising AI in their technology are being used in primary healthcare and in mental health. The technology is easy to implement and improves the quality of the treatment decisions.\textsuperscript{53–55} According to Bennett and Hauser,\textsuperscript{56} even in its early stages of development, AI technology can easily out-perform the current treatment-as-usual case-rate/fee-for service models of healthcare. Kavakiotis et al.\textsuperscript{57} examined the applications of ML, data mining techniques and tools in the field of diabetes research which demonstrated enhanced classification accuracy and supported the argument for further research in this field.
The revolutionary means by which AI can transform data into outcomes that could improve quality of care and clinical practices of our health professionals is exciting. To date, research has explored the acceptance or intention to use AI, based on the perceived usefulness of the technology and in order to improve the function of the technology. The focus of AI research has largely been directed towards the technology, where to connect it and how to leverage its use. However, the other central component to this is the human being. What must now be considered is the impact the technology has on the user, in this case, the healthcare professional, how they will connect with AI and how it will affect their ability to deliver care. AI capability and use will differ between disciplines and healthcare professionals. With a lack of a widely accepted definition for AI in health, this means that the healthcare professional may not understand that they are using AI within their practice. To support a sustainable healthcare workforce equipped to meet this rapidly changing digital healthcare environment, there is a need to understand clinicians’ experiences and perceptions of AI in the delivery of healthcare. The interface between technology and the clinician needs to be further explored. The purpose of this integrative review is to critically review the literature investigating healthcare professional’s experiences and perceptions of AI technology in the delivery of healthcare.

**Method**

In order to explore the complex phenomenon of healthcare professionals’ understanding and experiences of AI use in the delivery of healthcare, an integrative review inclusive of quantitative and qualitative studies was undertaken in June 2018. A computerised search of health and technology databases was conducted. Searches were conducted in the following databases: the Cumulative Index to Nursing and Allied Health Literature (CINAHL), Medline, Web of Science, Scopus, ProQuest and Computer & Applied Science EBSCO. The MeSH heading ‘Artificial Intelligence’ and key terms ‘artificial intelligence’ OR ‘machine learning’ OR ‘deep learning’ OR ‘natural language processing’ AND ‘Health*’ were searched in three steps (Table 1). These terms were identified as the most common terms used in relation to the concept of AI in the absence of an agreed definition. For each step, articles were limited to those published in English within the years 2008–2018 and duplicates were removed. Reference lists were also searched as a further check that all relevant articles were included. A systematic identification of peer-reviewed articles was conducted for both quantitative and qualitative studies as described below.

**Inclusion and exclusion criteria**

At each stage of the integrative review, two authors conducted an evaluation of the articles independently before comparing and discussing their results. A third author was consulted...
to determine inclusion or exclusion of articles that could not be decided upon. The inclusion criteria were primary studies that examined the experiences and perceptions of healthcare professionals using AI in the delivery of healthcare. All healthcare professionals were included in this study to explore possible professional differences in the use of AI and whether experiences of using AI differed between professions. Articles were excluded if the study was not published in English, the topic was not related to AI or health, if it was not a primary study or the results focused only on the technology. Only technology that incorporated AI was included. Finally, articles were excluded if they did not examine the experiences or perceptions of healthcare professionals using AI in the delivery of healthcare.

**Search outcome**

The search strategy yielded 23,450 studies, of which 17,760 did not meet English language and date limits (10,832) or were duplicates (6928), leaving 5690 titles and abstracts to be reviewed. Of these, 5659 were excluded with reason (see Figure 1) and the remaining 31 full-text articles were reviewed. As the purpose of this integrative review was to examine the experiences and perceptions of healthcare professionals using AI in healthcare delivery, articles that did not focus on the healthcare professional were omitted from the review. One study was finally included in the integrative review.

---

**Figure 1.** PRISMA flow diagram.
Quality appraisal, abstraction and synthesis

In order to provide a critical assessment of the final article, the Strengthening the Reporting of Observational Studies in Epidemiology (STROBE) tool was used. This method of appraisal is widely used for designs of analytical epidemiology such as cohort, case-control and cross-sectional studies. The article was assessed for its design methods, primary objective, sample population and size as well as its outcome measures and main findings.

Results and quality appraisal

One study, published in 2018, met all inclusion criteria (see Table 2). This study was an observational study which used a questionnaire to measure healthcare professionals’ intrinsic motivation in adoption behaviour when using an artificially intelligent medical diagnosis support system (AIMDSS). The study recruited 191 participants through a public online questionnaire and a paper questionnaire given to healthcare professionals at the Huainan First People’s Hospital and Anhui Chinese Medicine Hospital. The questionnaire was adapted from four previous studies, and included 43 items, measured using a 5-point Likert-type scale, with answer choices ranging from ‘strongly disagree’ to ‘strongly agree’. The multidimensional questionnaire measured 10 constructs (see Table 2 for definitions): performance expectancy (five items), effort expectancy (four items), personal innovativeness in IT (four items), task characteristics (five items), technology characteristics (five items), propensity to trust (three items), initial trust (four items), social influence (four items), perceived substitution crisis (four items) and behavioural intention (three items). Measurement model evaluation found that the reliability and validity of each construct indicated a high level of convergent validity. Twelve hypotheses were proposed by the authors that were used to demonstrate the relationships between the constructs and how they affected the adoption of the technology.

The STROBE tool was used to evaluate the components of the study. Fan et al. clearly identified in the abstract and introduction the aims and rationale of this study. The methods were also clearly described; however, there were a number of design weaknesses associated with this small observational study. The questionnaire was distributed online and via post, with 76% (n = 71) of the respondents under 40 years of age. The majority were female (62.8%; n = 120) and physicians (85.8%; n = 164), with the remaining 14.1% (n = 27) unable to be determined. It was also unclear if participants had used the technology previously. The study did not perform correlational analysis on potential variables such as age, gender and discipline, factors which may have a relationship with technology acceptance. While the Cronbach’s alpha scores for each item ranged from 0.818 to 0.926, further psychometric testing is required to determine the validity and reliability of the questionnaire. The authors used a flow diagram to demonstrate the relationships between the constructs and established hypotheses; however, the findings are limited to one country. A larger international study could confirm the results.

The study by Fan et al. found that initial trust and performance expectancy were significantly predictive of behavioural intention to use AI technology in the delivery of healthcare. Moreover, initial trust showed a strong impact which is not consistent with previous studies, as performance expectancy usually had the greatest impact. The author suggested that this finding was unique to the healthcare setting. That is, the intention of healthcare professionals to adopt AI was based on trust that the technology would support patients’ health, rather than the actual performance of the technology. Except for perceived substitution crisis, the other constructs were significant predictors of healthcare professionals’ acceptance of AI, a result which was unexpected in this study. Fan et al. proposed that AI has only recently been introduced in China, and as yet, healthcare professionals are not under threat of being replaced by the technology.
**Table 2.** Included study.

| Authors, year, country | Design method | Primary objective/s | Sample population and size | Outcome measures | Main findings |
|------------------------|---------------|---------------------|----------------------------|------------------|---------------|
| Fan et al. (2018), China | Observational study using a questionnaire | Investigate the intrinsic motivation of the adoption behaviour of healthcare professionals of an AI-based medical diagnosis support system (AIMDSS) | 191 healthcare professionals. | The multidimensional questionnaire measured 10 constructs: 1. *Performance expectancy* (5 items) The degree to which a person believes that using a particular system would enhance his or her job performance. 2. *Effort expectancy* (4 items) The degree of ease associated with the use of the system. 3. *Personal innovativeness in IT* (4 items) The willingness of an individual trying out a new innovation. 4. *Task characteristics* (5 items) The degree of perceived difficulty and load required to accomplish a given task. 5. *Technology characteristics* (5 items) Computer systems, such as hardware, software etc., and user support services designed for supporting users’ tasks. 6. *Propensity to trust* (3 items) Healthcare professionals tend to be more cautious than other technology adopters when deciding whether or not to adopt target technologies for protecting the quality of healthcare services for patients. 7. *Initial trust* (4 items) Ability to place initial trust in an unfamiliar party or with no prior use. 8. *Social influence* (4 items) The degree to which an individual perceives that important others believe he or she should use the new system. 9. *Perceived substitution crisis* (4 items) Substitution crisis triggered by AIMDSS, which refers to concerns of being replaced by the target AIMDSS. 10. *Behavioural intention* (3 items) The strength and extent of healthcare professional’s willingness to adopt. | Except for perceived substitution crisis, all other constructs were significant predictors of healthcare professional’s acceptance of AI. The construct *initial trust* was found to be a significant predictor of healthcare professional’s adoption of AI, in addition demonstrating a stronger impact on the *behavioural intention* of healthcare professionals adopting AI than *performance expectancy*. |

AI: artificial intelligence.
Discussion

The aim of this study was to critically review the literature investigating healthcare professional’s experiences and perceptions of AI technology in the delivery of healthcare. One study, by Fan et al.,63 investigating the intrinsic motivation of the adoption behaviour of healthcare professionals of an AIMDSS, met the criteria. This small observational study by Fan et al.63 found that healthcare professionals were less likely to use AI in the delivery of healthcare if they did not trust the technology or understand how it was used to improve patient outcome or the delivery of care. This finding is specific to the area of health, and similarities are found when looking at the area of digital technology in health that does not use AI. A recent study by Nakrem et al.69 examined the experiences of patients and healthcare professionals using digital technology in medicine delivery. The results showed that if the healthcare professional did not understand the rationale for digital technology or believe that it would improve the relationship or the quality of care delivered, they were less likely to adopt it.69 Previous studies have identified that healthcare professionals’ knowledge of relevant digital systems is limited,70 and a greater understanding of its benefits and barriers particularly in the setting of healthcare is needed.71 Kolltveit et al.72 explored telemedicine technology in caring for people with diabetic foot ulcers and concluded that insights from the health professionals’ experiences will inform the context of technology use. Nilsen et al.73 suggested that a much closer relationship between the innovators, developers and users of the technology, which would include both the patient and the healthcare professional, is needed to ensure technology is appropriate to the healthcare setting.

A perception by healthcare professionals that AI would replace them in the healthcare setting was not evident in the study by Fan et al.63 This may be due to the fact that AI is not yet at the forefront of technology use in this healthcare setting. In another setting (the Assisting Carers using Telematics Interventions to meet Older persons’ Needs (ACTION) study),74 it was found that healthcare professionals were at times fearful that the technology would replace them or replace high-quality care delivery. However, the World Health Organization75 addressed digital health at the Seventy-First World Assembly and recognised that ‘while technology and innovations can enhance health service capabilities, human interaction remains a key element to patients’ well-being’. Health disciplines such as occupational therapy are beginning to explore the role of technology in practice and ways in which it can be incorporated into their professional framework.76 Hoffman and Svenaeus77 suggested that medical technology will influence not only the perception of the doctor in regard to treatment and therapy options but also the way they understand the patient’s disease and interpret their complaints. Therefore, research is needed to examine the impact of AI on the role and function of the healthcare professional.

The main limitation of this study is that only one study was eligible for inclusion, and therefore, the results from this review should be interpreted with due caution. A key finding from the review is that there is a clear gap in the literature, a lack of clarity around the definition of AI within the context of health and, therefore, a clear need for future research to address this. In this review, search terms were limited to AI, DL, ML and NLP which may have omitted articles with different understandings of the concept. Another potential limitation of the review was limiting the search to primary studies only. However, this review highlights the need for further research that investigates health professionals’ experiences and perceptions of AI technology in healthcare.

In summary, current literature suggests that healthcare professionals’ trust of emerging AI acts as a key determinant of intention to adopt the technology, as they are concerned about the impact on their patient and did not foresee AI replacing their roles in the near future.
Significance
The increasing integration of AI into global healthcare systems is inevitable as healthcare costs rise with our ageing population. Consequently, further research that explores healthcare professionals’ experiences and perceptions of AI technology is needed. This will inform workforce training and education that supports the integration of AI into the delivery of care.

Authors’ note
The views expressed in the submitted article are of the author’s and not an official position of the institution.

Declaration of conflicting interests
The author(s) declared no potential conflicts of interest with respect to the research, authorship, and/or publication of this article.

Funding
The author(s) received no financial support for the research, authorship, and/or publication of this article.

ORCID iD
Lucy Shinners https://orcid.org/0000-0002-7160-5838

References
1. Bughin J, Hazan E, Ramaswamy S, et al. Artificial intelligence: the next digital frontier. New York: McKinsey Global Institute, 2017.
2. Hamet P and Tremblay J. Artificial intelligence in medicine. Metabolism 2017; 69: S36–S40.
3. You X and Okunade AA. Income and technology as drivers of Australian healthcare expenditures. Health Econ 2017; 26(7): 853–862.
4. CSIRO. Impact strategy on a page: health and biosecurity, https://www.csiro.au/en/Research/BF/Areas/Our-impact-strategy
5. Australian government website. Australia’s health 2016. Australia’s health no. 15. Cat. no. AUS 199. Canberra: AIHW, 2016.
6. Khanna S, Sattar A and Hansen D. Artificial intelligence in health: the three big challenges. Australas Med J 2013; 6(5): 315–317.
7. Canadian Institute for Advanced Research. CIFAR Pan-Canadian artificial intelligence strategy, https://www.cifar.ca/ai/pan-canadian-artificial-intelligence-strategy (2018, accessed 15 February 2019).
8. China Institute for science and technology policy at Tsinghua University. China development report. Beijing, China: Tsinghua University, 2018.
9. European Commission. Artificial intelligence for Europe. Brussels: European Commission, 2018.
10. Ministry of Economic Affairs Employment of Finland. Finland’s age of Artificial Intelligence: turning Finland into a leading country in the application of artificial intelligence. Helsinki: Publications of Ministry of Economic Affairs and Employment, 2017.
11. Villiani C, Bonnet Y, Rondepierre, et al. For a meaningful artificial intelligence: towards a French and European strategy. France: Conseil national du numérique, 2018.
12. National Institution for Transforming India Aayog. National strategy for artificial intelligence. New Delhi, India: National Institution for Transforming India, 2018.
13. The Agency for Digital Italy. Artificial intelligence at the service of citizens. Rome: AGID, 2018.
14. Strategic Council for AI Technology. Artificial intelligence technology strategy. Tokyo, Japan: Strategic Council for AI Technology, 2017.
15. Martinho-Truswell E, Miller H, Nti Asare I, et al. Towards an AI strategy: harnessing the AI revolution. Mexico City: City BEM, 2018.
16. Nordic Council of Sweden. *AI in the Nordic-Baltic region*. Copenhagen: Nordic Council of Ministers, 2018.
17. National Research Foundation. AI Singapore, 2018, https://www.aisingapore.org/media/factsheet/
18. The Danish Government. *Strategy for Denmark’s digital growth*. Copenhagen: The Danish Government, 2018.
19. Government of the Republic of Korea. *Mid-to-long term master plan in preparation for the intelligent information society: managing the forth industrial revolution*. Korea: Government Republic of Korea, 2016.
20. Vinnova. *Artificial intelligence in Swedish business and society: analysis of development and potential*. Stockholm: Vinnova, 2018.
21. AI Taiwan. https://ai.taiwan.gov.tw/#actionplan (accessed 15 February 2019).
22. UAE. Artificial intelligence strategy, 2017, http://www.uaeai.ae/en/
23. House of Lords. AI in the UK: ready, willing and able? London: House of Lords, 2018.
24. National Science and Technology Council. *Preparing for the future of artificial intelligence*. Washington, DC: Executive office of the president, 2016.
25. Australian Digital Health Agency. *Australia’s national digital health strategy: safe, seamless and secure: evolving health and care to meet the needs of modern Australia*. Sydney, NSW, Australia: Australian Government and Australian Digital Health Agency, 2015–2017.
26. Erikson H and Salzmann-Erikson M. Future challenges of robotics and artificial intelligence in nursing: what can we learn from monsters in popular culture. *Perm J* 2016; 20(3).
27. Hajkowicz S, Reeson A, Rudd L, et al. Tomorrow’s digitally enabled workforce: megatrends and scenarios for jobs and employment in Australia over the coming twenty years. Brisbane, QLD, Australia: CSIRO, 2016.
28. Turing A. Computing machinery and intelligence. *Mind* 1950; 49: 433–460.
29. Copeland J. The Turing test. *Mind Mach* 2000; 10: 519–539.
30. Rapaport W. How to pass a turing test: syntactic semantics, natural-language understanding, and first-person cognition. *J Log, Lang, Inf* 2000; 9: 467–490.
31. Minevich M. These seven countries are in a race to rule the world with AI. *Forbes*, 2017, https://www.forbes.com/sites/forbestechcouncil/2017/12/05/these-seven-countries-are-in-a-race-to-rule-the-world-with-ai/#370339044c24
32. Wimbourne T. China announces goal of leadership in artificial intelligence by 2030. *CBS News*, 2017, https://www.financialexpress.com/world-news/china-announces-goal-of-artificial-intelligence-leadership-by-2030/772834/
33. Carriço G. The EU and artificial intelligence: a human-centred perspective. *Eur View* 2018; 17: 29–36.
34. Russell S and Norvig P. *Artificial Intelligence: a modern approach* 3rd ed. England: Pearson, 2016.
35. Hassabis D, Kuraran D, Summerfield C, et al. Neuroscience-inspired artificial intelligence. *Neuron Glia Biol* 2017; 95: 245–258.
36. Makridakis S, Spiliotis E and Assimakopoulos V. Statistical and machine learning forecasting methods: concerns and ways forward. *PLoS ONE* 2018; 13(3): e0194889.
37. Chen BM, Fan XP, Zhou ZM, et al. Application of computer system based on artificial neural network and artificial intelligence in diagnosing child mental health disorders. *J Clin Rehabil Tissue Eng Res* 2011; 15: 2467–2470.
38. McCarthy J, Minsky ML, Rochester N, et al. A proposal for the Dartmouth summer research project on Artificial Intelligence. *AI Magazine* 2006; 27: 12–14.
39. Roberts A. The use of natural language processing to transform health records information. *Eur Psychiatry* 2015; 30: 148.
40. Friedman C, Rindflesch TC and Corn M. Natural language processing: state of the art and prospects for significant progress, a workshop sponsored by the national library of medicine. *J Biomed Inform* 2013; 46(5): 765–773.
41. Jiang F, Jiang Y, Zhi H, et al. Artificial intelligence in healthcare: past, present and future. *Stroke Vasc Neurol* 2017.
42. Demner-Fushman D, Chapman WW and McDonald CJ. What can natural language processing do for clinical decision support? *J Biomed Inform* 2009; 42: 760–772.
43. Dutta S, Long WJ, Brown DFM, et al. Automated detection using natural language processing of radiologists recommendations for additional imaging of incidental findings. *Ann Emerg Med* 2013; 62(2): 162–169.
44. Fernandez-Luque L and Imran M. Humanitarian health computing using artificial intelligence and social media: a narrative literature review. *Int J Med Inform* 2018; 114: 136–142.
45. Adlassnig K, Blacky A and Koller W. Strategy for the future of health: artificial-intelligence-based hospital-acquired infection control. *Stud Health Technol Inform* 2009; 149: 103–110.
46. Zhong H and Xiao J. Enhancing health risk prediction with deep learning on big data and revised fusion node paradigm. *Sci Programming* 2017; 2017: 18.
47. Garcia-Chimeno Y and Garcia-Zapirain B. HClass: automatic classification tool for health pathologies using artificial intelligence techniques. *Biomed Mater Eng* 2015; 26(Suppl. 1): S1821–S1188.
48. Orjuela-Canon AD, Camargo Mendoza JE, Awad Garcia CE, et al. Tuberculosis diagnosis support analysis for precarious health information systems. *Comput Methods Programs Biomed* 2018; 157: 11–17.
49. Riganello F, Quintieri M, Candelieri A, et al. Heart rate response to music an artificial intelligence study on healthy and traumatic brain-injured subjects. *J Psychophysiol* 2008; 22: 166–174.
50. Miller RA. Computer-assisted diagnostic decision support: history, challenges, and possible paths forward. *Adv Health Sci Educ Theory Pract* 2009; 14(Suppl. 1): 89–106.
51. Liu NT, Holcomb JB, Wade CE, et al. Development and validation of a machine learning algorithm and hybrid system to predict the need for life-saving interventions in trauma patients. *Med Biol Eng Comput* 2014; 52(2): 193–203.
52. Narula A, Narula NK, Khanna S, et al. Future prospects of artificial intelligence in robotics software, a healthcare perspective. *Int J App Eng Res* 2014; 9: 10271–10280.
53. Kreps GL and Neuhauser L. Artificial intelligence and immediacy: designing health communication to personally engage consumers and providers. *Patient Educ Couns* 2013; 92(2): 205–210.
54. Neuhauser L, Kreps GL, Morrison K, et al. Using design science and artificial intelligence to improve health communication: ChronologyMD case example. *Patient Educ Couns* 2013; 92(2): 211–217.
55. D’Alfonso S, Santesteban-Echarri O, Rice S, et al. Artificial intelligence-assisted online social therapy for youth mental health. *Front Psychol* 2017; 8: 796.
56. Bennett CC and Hauser K. Artificial intelligence framework for simulating clinical decision-making: a Markov decision process approach. *Artif Intell Med* 2013; 57(1): 9–19.
57. Kavakiotis I, Tsavel O, Salifoglou A, et al. Machine learning and data mining methods in diabetes research. *Comput Struct Biotechnol J* 2017; 15: 104–116.
58. Hsieh ST, Chen CD, Chen JH, et al. An expert system application for respiratory infection diagnostic. In: *9th international conference on ubiquitous intelligence and computing and 9th international conference on autonomic and trusted computing*, Fukuoka, Japan, 4–7 September 2012, pp. 673–678. New York: IEEE.
59. Gagnon M-P, Ghandourel K, Talla PK, et al. Electronic health record acceptance by physicians: testing an integrated theoretical model. *J Biomed Inform* 2014; 48: 17–27.
60. Gagnon M-P, Simonyan D, Ghandour EK, et al. Factors influencing electronic health record adoption by physicians: a multilevel analysis. *Int J Inform Manage* 2016; 36: 258–270.
61. Rho M, Choi I and Lee J. Predictive factors of telemedicine service acceptance and behavioral intention of physicians. *Int J Med Inform* 2014; 83(8): 559–571.
62. Erik von E, Altman DG, Egger M, et al. The Strengthening the Reporting of Observational Studies in Epidemiology (STROBE) statement: guidelines for reporting observational studies. *Lancet* 2007; 370: 1453–1457.
63. Fan W, Liu J, Zhu S, et al. Investigating the impacting factors for the healthcare professionals to adopt artificial intelligence-based medical diagnosis support system (AIMDSS). *Ann Oper Res*. Epub ahead of print 19 March 2018. DOI:10.1007/s10479-018-2818-y.
64. Venkatesh V, Thong JYL, Chan FKY, et al. Extending the two-stage information systems continuance model: incorporating UTAUT predictors and the role of context. *Syst J* 2011; 21: 527–555.
65. Li X, Hess TJ and Valacich JS. Why do we trust new technology? A study of initial trust formation with organizational information systems. *J Strategic Inf Syst* 2008; 17: 39–71.

66. Zhou T, Lu Y and Wang B. Integrating TTF and UTAUT to explain mobile banking user adoption. *Comput Human Behav* 2010; 26: 760–767.

67. Wu IL, Li JY and Fu CY. The adoption of mobile healthcare by hospital’s professionals: an integrative perspective. *Decis Support Syst* 2011; 51: 587–596.

68. Dulle FW and Minishi-Majanja MK. The suitability of the unified theory of acceptance and use of technology (UTAUT) model in open access adoption studies. *Inf Dev* 2011; 27: 32–45.

69. Nakrem S, Solbjør M, Pettersen IN, et al. Care relationships at stake? Home healthcare professionals’ experiences with digital medicine dispensers: a qualitative study. *BMC Health Serv Res* 2018; 18(1): 26–26.

70. Mead D and Moseley L. Attitudes, access or application: what is the reason for the low penetration of decision support systems in healthcare? *Health Inform J* 2001; 7: 195–197.

71. Lluch M. Healthcare professionals’ organisational barriers to health information technologies: a literature review. *Int J Med Inform* 2011; 80(12): 849–862.

72. Kolltveit Gjengedal E, Graue M, Iversen MM, et al. Telemedicine in diabetes foot care delivery: health care professionals’ experience. *BMC Health Serv Res* 2016; 16: 134.

73. Nilsen ER, Dugstad J, Eide H, et al. Exploring resistance to implementation of welfare technology in municipal healthcare services: a longitudinal case study. *BMC Health Serv Res* 2016; 16(1): 657.

74. Magnusson L and Hanson EJ. Ethical issues arising from a research, technology and development project to support frail older people and their family carers at home. *Health Soc Care Community* 2003; 11(5): 431–439.

75. World Health Organization. Digital health. In: Seventy-first world assembly, Geneva, 25 May 2018.

76. Masselink CE. Considering technology in the occupational therapy practice framework. *Open J Occup Ther* 2018; 6: 1–11.

77. Hofmann B and Svenaeus F. How medical technologies shape the experience of illness. *Life Sci Soc Policy* 2018; 14(1): 3.