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Abstract

We present an algorithm for generating approximations for the logarithm of Barnes $G$-function in the half-plane $\text{Re}(z) \geq 3/2$. These approximations involve only elementary functions and are easy to implement. The algorithm is based on a two-point Padé approximation and we use it to provide two approximations to $\ln(G(z))$, accurate to $3 \times 10^{-16}$ and $3 \times 10^{-31}$ in the half-plane $\text{Re}(z) \geq 3/2$; a reflection formula is then used to compute Barnes $G$-function in the entire complex plane. A by-product of our algorithm is that it also produces accurate approximations to the gamma function.
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1 Introduction

Barnes $G$-function is an entire function defined via the Weierstrass product

$$G(1 + z) = (2\pi)^{z/2} e^{-\frac{1}{2}(z+(1+\gamma)z^2)} \prod_{k \geq 1} \left(1 + \frac{z}{k}\right)^k e^{-z + \frac{z^2}{2k}}, \quad z \in \mathbb{C}. \tag{1}$$

Here $\gamma$ is the Euler-Mascheroni constant. This function satisfies

$$G(z + 1) = \Gamma(z)G(z). \tag{2}$$

and it is known [22] that $G$ is a unique function satisfying (2) subject to conditions $G(1) = 1$ and

$$\frac{d^3}{dz^3} \ln G(z) \geq 0 \text{ for } z > 1.$$

The systematic study of $G(z)$ (and certain related functions, including a more general double gamma function $G(z; \tau)$ and a hierarchy of multiple gamma functions $\Gamma_n(z)$) was initiated by Barnes in a series of papers [2, 3, 4]. The $G$-function was in fact introduced in an earlier paper by Alexeiewsky [1] and in some older literature it was sometimes called “Alexeiewsky function”, though by now the name “Barnes $G$-function” seems to be universally accepted.
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Starting in 1980s the Barnes $G$-function and related double gamma functions started to appear frequently in various areas of Mathematics and Physics. Shintani [20] used double gamma function to give a new proof of Kronecker’s limit formula. The Barnes $G$-function was found to have connections to determinants of Laplacians [19, 21] and it also appeared in the Keating-Snaith conjecture on moments of the Riemann zeta function [10]. More recently this function has found many applications in Probability Theory [11, 16, 23].

Despite this increased interest in the Barnes $G$-function and its apparent usefulness in many applications, no work was done so far on developing efficient numerical algorithms for computing $G(z)$ (though several recent papers studied asymptotic expansions of $G(z)$, see [8, 9, 15, 24]). It is the purpose of this paper to correct this omission. Our main contribution is an algorithm that can produce accurate and simple approximations to $\ln(G(z))$ in the half-plane $\text{Re}(z) \geq 3/2$ – we demonstrate this by providing two such approximations, one valid to $3 \times 10^{-16}$ and another to $3 \times 10^{-31}$. With the help of a reflection formula and the functional equation (2) this allows one to compute $\ln(G(z))$ in the entire complex plane. Our algorithm also generates accurate approximations to the gamma function, though this is probably less important as there already exist excellent approximations to $\Gamma(z)$, such as the Lanczos approximation [12, 17].

The key part of our algorithm consists in approximating the function
\[
f(x) := \frac{e^{-x}x^3}{x^3} \left[ \frac{1}{2} \coth \left( \frac{x}{2} \right) - \frac{1}{x} - \frac{x}{12} \right], \quad x > 0,
\]
by a finite sum of exponential functions $\sum_{j=1}^{p} c_j e^{-\lambda_j x}$, and this is done by finding a two-point Padé approximation to the Laplace transform of $f(x)$. This two-point Padé approximation method is of independent interest, as it can be used to provide approximations (by sums of exponential functions) to any function $g$ for which derivatives $g^{(n)}(0)$ and “moments” $\int_0^\infty x^n g(x) dx$ are known explicitly or can be computed to sufficiently high precision.

The paper is organized as follows. In Section 2 we explain how approximations to $f(x)$ by a finite sum of exponential functions lead to approximations to $\ln(\Gamma(z))$ and $\ln(G(z))$ in the half-plane $\text{Re}(z) \geq 3/2$ and how one can extend these approximations to the entire complex plane by using functional equations and reflection formulas. Section 3 describes the two-point Padé approximation algorithm for finding exponential sum approximations and in Section 4 we present numerical results that illustrate the performance of this algorithm. In Appendix A we describe an algorithm for computing the dilogarithm function (this is needed for implementing the reflection formula for the Barnes $G$-function), and in Appendices B and C we present the numerical values of the coefficients $c_j$ and $\lambda_j$ used in our approximations.

## 2 Approximating logarithms of $\Gamma(z)$ and $G(z)$

The starting point for our investigation is the following proposition, which reduces the computation of the gamma function and the Barnes $G$-function to the computation of
\[
F(z) := \int_0^\infty e^{-zx}xf(x)dx
\]
and its derivative $F'(z)$. In what follows, $A$ denotes the the Glaisher-Kinkelin constant and $\ln(z)$ denotes the principal branch of the logarithm function.
**Proposition 1.** For $\text{Re}(z) > 0$

\[
\ln(\Gamma(z)) = \left(z - \frac{1}{2}\right) \ln(z) - z + \frac{1}{2} \ln(2\pi) + \frac{1}{12z} - F'(z - 1), \tag{5}
\]

\[
\ln(G(z)) = \left(\frac{z^2}{2} - z + \frac{5}{12}\right) \ln(z) - \frac{3}{4} z^2 + \frac{1}{2} \ln(2\pi)(z - 1) + z
+ \frac{1}{12} - \ln(A) = \frac{1}{12z} + F(z - 1) - (z - 1)F'(z - 1). \tag{6}
\]

*Proof.* Formula (5) is obtained from the well-known Binet’s integral representation

\[
\ln(\Gamma(z)) = \left(z - \frac{1}{2}\right) \ln(z) - z + \frac{1}{2} \ln(2\pi) + \int_0^\infty \frac{e^{-xz}}{x} \left[1 + \frac{1}{e^x - 1} - \frac{1}{x} + \frac{1}{12}\right] dx,
\]

by noting that $f$ can be expressed in an equivalent form

\[
f(x) = \frac{e^{-x}}{x^3} \left[\frac{1}{e^x - 1} - \frac{1}{x} + \frac{1}{2} - \frac{x}{12}\right]. \tag{7}
\]

Next, by setting $N = 1$ in [9][Equation (12)] we obtain

\[
\ln(G(z)) = (z - 1) \ln(G(z)) + \frac{3}{4} z^2 - \frac{1}{2} \ln(2\pi)(z - 1) + z
+ \frac{1}{12} - \ln(A) = \frac{1}{12z} + F(z - 1) - (z - 1)F'(z - 1),
\]

and this result, together with (5), implies (6).

Next we describe our approximation algorithm.

**Approximations in the domain** $\text{Re}(z) \geq 3/2$

Let $p$ be a positive integer. Assume we have found coefficients $\{c_j\}_{1 \leq j \leq p}$ and $\{\lambda_j\}_{1 \leq j \leq p}$ such that $\text{Re}(\lambda_j) > 0$ and

\[
\phi(x) := \sum_{j=1}^p c_j e^{-\lambda_j x} \tag{8}
\]

is a “good” approximation to $f(x)$ on $x \in (0, \infty)$, in the sense that the numbers

\[
\varepsilon_1 := 2 \sup_{x > 0} \left|x^2(f(x) - \phi(x))\right|, \tag{9}
\]

\[
\varepsilon_2 := 2 \sup_{x > 0} \left|3x(f(x) - \phi(x)) + x^2(f'(x) - \phi'(x))\right|, \tag{10}
\]

are small. For $\text{Re}(z) > 0$ we define a rational function

\[
\Phi(z) := \sum_{j=1}^p \frac{c_j}{(z + \lambda_j)^2} = \int_0^\infty e^{-zx} \phi(x) dx \tag{11}
\]
and we define approximations to \( \ln(\Gamma(z)) \) and \( \ln(G(z)) \) in the form

\[
\ln(\hat{\Gamma}(z)) = \left( z - \frac{1}{2} \right) \ln(z) - z + \frac{1}{2} \ln(2\pi) + \frac{1}{12z} - \Phi'(z - 1),
\]

\[
\ln(\hat{G}(z)) = \left( \frac{z^2}{2} - z + \frac{5}{12} \right) \ln(z) - \frac{3}{4} z^2 + \frac{1}{2} \ln(2\pi)(z - 1) + z
\]

\[+ \frac{1}{12} - \ln(A) - \frac{1}{12z} + \Phi(z - 1) - (z - 1)\Phi'(z - 1).
\]

**Proposition 2.** In the half-plane \( \text{Re}(z) \geq 3/2 \) we have

\[
|\ln(\Gamma(z)) - \ln(\hat{\Gamma}(z))| \leq \epsilon_1
\]

and

\[
|\ln(G(z)) - \ln(\hat{G}(z))| \leq \epsilon_2.
\]

**Proof.** From (5) and (12) we see that

\[
\ln(\Gamma(z)) - \ln(\hat{\Gamma}(z)) = \Phi'(z - 1) - F'(z - 1).
\]

We set \( w = z - 1 \) and estimate for \( \text{Re}(w) \geq 1/2 \)

\[
|F'(w) - \Phi'(w)| = \left| \int_0^\infty e^{-wx^2}(f(x) - \phi(x))dx \right| \leq \int_0^\infty e^{-x^2/2}|f(x) - \phi(x)|dx \leq \frac{\epsilon_1}{2} \int_0^\infty e^{-x^2/2}dx = \epsilon_1.
\]

which proves (14). Similarly, from (6) and (13) we see that

\[
\ln(G(z)) - \ln(\hat{G}(z)) = F(z - 1) - (z - 1)F'(z - 1) - \Phi(z - 1) + (z - 1)\Phi'(z - 1).
\]

We perform integration by parts

\[
wF'(w) = -w \int_0^\infty e^{-wx^2}f(x)dx = - \int_0^\infty e^{-wx^2}(2xf(x) + x^2f'(x))dx
\]

and estimate for \( \text{Re}(w) \geq 1/2 \)

\[
|F(w) - wF'(w) - \Phi(w) + w\Phi'(w)| = \left| \int_0^\infty e^{-wx^2}(3xf(x) - \phi(x)) + x^2(f'(x) - \phi'(x)))dx \right|
\]

\[\leq \int_0^\infty e^{-x^2/2}|3xf(x) - \phi(x)) + x^2(f'(x) - \phi'(x)|dx \]

\[\leq \frac{\epsilon_2}{2} \int_0^\infty e^{-x^2/2}dx = \epsilon_2.
\]

\(\square\)

**Extending the domain to** \( \text{Re}(z) \geq 1/2 \)

In the vertical strip \( 1/2 \leq \text{Re}(z) < 3/2 \) we compute \( \ln(\Gamma(z)) \) via functional equation

\[
\ln(\Gamma(z)) = \ln(\Gamma(z + 1)) - \ln(z),
\]

and then we compute \( \ln(G(z)) \) via

\[
\ln(G(z)) = \ln(G(z + 1)) - \ln(\Gamma(z)).
\]

4
Approximations in the domain $\text{Re}(z) < 1/2$: applying reflection formulas

It is well-known that Gamma function satisfies the reflection identity

$$\Gamma(z)\Gamma(1-z) = \frac{\pi}{\sin(\pi z)}. \quad (16)$$

In the previous sections we described an algorithm for computing $\ln(\Gamma(z))$ for $\text{Re}(z) \geq 1/2$ and the above identity gives a simple algorithm for computing $\Gamma(z)$ for $\text{Re}(z) < 1/2$. However, some additional work is needed if we want to compute $\ln(\Gamma(z))$ for $\text{Re}(z) < 1/2$ while preserving analyticity of this function in $\mathbb{C} \setminus (-\infty, 0]$. First of all, we rewrite the above reflection identity in the form

$$\Gamma(z) = \frac{1}{\Gamma(1-z)} \times \frac{-2\pi i e^{\pi i z}}{1 - e^{2\pi i z}}. \quad (17)$$

We assume that $\text{Im}(z) > 0$ and take logarithms of both sides of the above equation and obtain

$$\ln(\Gamma(z)) = -\ln(\Gamma(1-z)) + \ln(2\pi) - \frac{\pi i}{2} + \pi i z - \ln(1 - e^{2\pi i z}). \quad (17)$$

One can check that we chose the correct branch of logarithm by noting that the above equation is valid if $\text{Re}(z) = 1/2$ and $\text{Im}(z) \to 0^+$. The right-hand side of (17) is analytic in $\text{Im}(z) > 0$, thus we can use this identity to compute $\ln(\Gamma(z))$ for $\text{Re}(z) < 1/2$ and $\text{Im}(z) > 0$. This identity is also used for $0 < z < 1/2$ (again, we need to use the principal branch of the logarithm). When $\text{Re}(z) < 1/2$ and $\text{Im}(z) < 0$ we use the above method coupled with the identity $\ln(\Gamma(z)) = \ln(\Gamma(\bar{z}))$.

Computing $\ln(G(z))$ in the half-plane $\text{Re}(z) < 1/2$ follows a similar procedure. In this case the relevant reflection formula is

$$\frac{G(1+z)}{G(1-z)} = (2\pi)^2 \exp\left(-\int_0^1 \pi t \cot(\pi t) dt\right).$$

Using formulas (4.6), (8.43) in [13] the integral in the right-hand side of the above identity can be expressed in terms of the dilogarithm function

$$\text{Li}_2(z) := -\int_0^z \ln(1-t) \frac{dt}{t} = \sum_{k \geq 1} \frac{z^2}{k^2}, \quad |z| \leq 1, \quad (18)$$

so that changing the variable $z \mapsto z - 1$ we would obtain a reflection formula in the form

$$\ln(G(z)) = \ln(G(2-z)) + (z-1)\ln(2\pi) + \frac{\pi i}{2}(z^2 - 2z + 5/6) \quad (19)$$

$$- (z-1)\ln(1 - e^{2\pi i z}) - \frac{1}{2\pi i} \text{Li}_2(e^{2\pi i z}), \quad \text{Im}(z) > 0.$$ Again, one can check that we have the correct branch of the logarithm by taking $\text{Re}(z) = 1$ and $\text{Im}(z) \to 0^+$ and using the fact that $G(1) = 1$ and $\text{Li}_2(1) = \pi^2/6$. We note that the right-hand side of (19) is analytic in the half-plane $\text{Im}(z) > 0$, thus we can use (19) to compute $\ln(G(z))$ for $\text{Re}(z) < 1/2$ and $\text{Im}(z) > 0$. An efficient algorithm for computing the dilogarithm function $\text{Li}_2(z)$ for $|z| \leq 1$ is presented in the Appendix A. We also use formula (19) when $0 < z < 1/2$. When $\text{Re}(z) < 1/2$ and $\text{Im}(z) < 0$ we use the above method coupled with the identity $\ln(G(z)) = \ln(G(\bar{z}))$.

This concludes our description of the method for computing $\ln(\Gamma(z))$ and $\ln(G(z))$ in $\mathbb{C} \setminus (-\infty, 0]$. The only outstanding question is how to approximate the function $f$ defined in (3) by a finite sum of exponential functions of the form (8) so that the errors $\epsilon_1$ and $\epsilon_2$ in (9) and (10) are small. We propose a solution to this problem in the next section.
3 Approximating a function by a finite sum of exponential functions

There exist a number of methods for approximating a given function by a finite sum of exponential functions. In [18] the problem of finding the best approximation on a finite interval in the Chebyshev sense is considered. A method based on Hankel matrices is introduced in [5] and a Poisson summation approach is presented in [6]. See also [7] for results on approximating \(1/x\) on \([1, \infty)\). In this paper we propose a different approach for approximating functions by finite sums of exponential functions: this method is based on a two-point Padé approximation and it is particularly well-suited for the function \(f\) given in (3).

First we show that for the function \(f\) defined by (3) one can compute explicitly (in terms of values of the Riemann zeta function \(\zeta(s)\) at positive integers and some other well-known constants) both the derivatives at zero and the moments.

**Lemma 1.**

(i) For \(n \geq 0\)

\[
f^{(n)}(0) = (-1)^n n! \sum_{k=0}^{[n/2]} \frac{B_{2k+4}}{(n-2k)!(2k+4)!},
\]

where \(B_n\) are Bernoulli numbers.

(ii) Let \(\mu_n := \int_0^\infty x^n f(x)dx\). Then

\[
\begin{align*}
\mu_0 &= \frac{1}{2} \zeta'(-2) + \frac{1}{72} = -\frac{\zeta(3)}{8\pi^2} + \frac{1}{72}, \\
\mu_1 &= -\zeta'(-1) - \frac{1}{6} = \ln(A) - \frac{1}{4}, \\
\mu_2 &= \zeta'(0) + \frac{11}{12} = -\ln(2\pi)/2 + \frac{11}{12}, \\
\mu_3 &= \lim_{s \to 1} \left(\zeta(s) - \frac{1}{s-1}\right) - \frac{7}{12} = \gamma - 7/12,
\end{align*}
\]

and for \(n \geq 4\)

\[
\mu_n = (n-3)! \left[\zeta(n-2) - \frac{1}{n-3} - \frac{1}{2} - \frac{n-2}{12}\right].
\]

Here \(\gamma\) is the Euler-Mascheroni constant and \(A\) is the Glaisher-Kinkelin constant.

**Proof.** Formula (20) follows from the Taylor series expansion of the hyperbolic cotangent function:

\[
\frac{1}{2} \coth \left(\frac{x}{2}\right) = \sum_{n=0}^{\infty} \frac{B_{2n}}{(2n)!} x^{2n-1}.
\]

Formulas for moments \(\mu_n\) follow from the identity

\[
\int_0^\infty x^{s+2} f(x)dx = \Gamma(s) \left[\zeta(s) - \frac{1}{s-1} - \frac{1}{2} - \frac{s}{12}\right], \quad \text{Re}(s) > -3,
\]

(21)
which can be obtained from (7) and integral representations
\[
\int_{0}^{\infty} \frac{e^{-x}s^{-1}}{e^x - 1} dx = \Gamma(s)(\zeta(s) - 1), \quad \text{Re}(s) > 1,
\]
\[
\int_{0}^{\infty} e^{-x}s^{-1} dx = \Gamma(s), \quad \text{Re}(s) > 0.
\]

The above two identities can be used to deduce (21) in the domain \(\text{Re}(s) > 1\) and extension of (21) to the half-plane \(\text{Re}(s) > -3\) is done by analytic continuation (note that both sides of (21) are well-defined and analytic in \(\text{Re}(s) > -3\)). Now we compute
\[
\mu_0 = \int_{0}^{\infty} f(x) dx = \lim_{s \to -2} \Gamma(s) \left[ \zeta(s) - \frac{1}{s-1} - \frac{1}{2} - \frac{s}{12} \right]
= \lim_{s \to -2} (s - 2) \Gamma(s) \times \frac{\zeta(s) - \frac{1}{s-1} - \frac{1}{2} - \frac{s}{12}}{s-2}
= \frac{1}{2} \frac{d}{ds} \left[ \zeta(s) - \frac{1}{s-1} - \frac{1}{2} - \frac{s}{12} \right] \bigg|_{s = -2} = \frac{1}{2} \zeta'(-2) + \frac{1}{72},
\]
and the second expression for \(\mu_0\) is obtained from the reflection formula: \(\zeta'(-2) = -\zeta(3)/(4\pi^2)\). The proof of formulas for \(\mu_1, \mu_2\) and \(\mu_3\) is identical and we leave all details to the reader. Formulas for \(\mu_n\) with \(n \geq 4\) follow directly from (21).

Now we describe our method for finding approximations to \(f(x)\) in the form \(\phi(x) = \sum_{j=1}^{p} c_j e^{-\lambda_j x}\). We fix two non-negative integers \(N_1\) and \(N_2\) such that \(N_1 + N_2 = 2p\) and we aim to find coefficients \(\{c_j\}_{1 \leq j \leq p}\) and \(\{\lambda_j\}_{1 \leq j \leq p}\) such that the functions \(f\) and \(\phi\) have the same first \(N_1\) moments and the same first \(N_2\) terms in Taylor series expansion at zero. In other words, we want to enforce the following conditions:
\[
\int_{0}^{\infty} x^n \phi(x) dx = n! \sum_{j=1}^{p} c_j \lambda_j^{-n-1} = \mu_n, \quad n = 0, 1, 2, \ldots, N_1 - 1, \tag{22}
\]
\[
\phi^{(n)}(0) = (-1)^n \sum_{j=1}^{p} c_j \lambda_j^n = f^{(n)}(0), \quad n = 0, 1, 2, \ldots, N_2 - 1. \tag{23}
\]

As we will show next, this problem is equivalent to a two-point Padé approximation, with the two points being \(z = 0\) and \(z = \infty\). Indeed, let us consider the Laplace transform
\[
\Psi(z) := \int_{0}^{\infty} e^{-zx} \phi(x) dx = \sum_{j=1}^{p} \frac{c_j}{z + \lambda_j}. \tag{24}
\]
From the above partial fraction decomposition it is easy to obtain the following series representations
\[
\Psi(z) = \sum_{n \geq 0} z^{-n-1} \left[ (-1)^n \sum_{j=1}^{p} c_j \lambda_j^n \right],
\]
\[
\Psi(z) = \sum_{n \geq 0} z^n \left[ (-1)^n \sum_{j=1}^{p} c_j \lambda_j^{-n-1} \right],
\]
where the first one converges for all \( z \) large enough and the second for all \( z \) in a neighbourhood of zero. In light of the above equations we see that the problem of finding a function \( \phi(x) = \sum_{j=1}^{p} c_j e^{-\lambda_j x} \) that satisfies conditions (22) and (23) is equivalent to the following problem: find the coefficients \( \{a_j\}_{1 \leq j \leq p} \) and \( \{b_j\}_{1 \leq j \leq p} \) of the rational function

\[
\Psi(z) = \frac{P(z)}{Q(z)} = \frac{a_0 + a_1 z + \cdots + a_{p-1} z^{p-1}}{b_0 + b_1 z + \cdots + b_{p-1} z^{p-1} + z^p}
\]

such that

\[
\Psi(z) = \beta_0 + \beta_1 z + \beta_2 z^2 + \cdots + \beta_{N_1-1} z^{N_1-1} + O(z^{N_1}), \quad z \to 0,
\]

\[
\Psi(z) = \alpha_0 z^{-1} + \alpha_1 z^{-2} + \cdots + \alpha_{N_2-1} z^{-N_2} + O(z^{-N_2-1}), \quad z \to \infty,
\]

where we denoted

\[
\alpha_n := f^{(n)}(0), \quad \beta_n := \frac{(-1)^n}{n!} \mu_n.
\]

This is precisely the two-point Padé approximation problem. As in the case of the classical (one-point) Padé approximation, the above problem can be reduced to solving a system of linear equations. First we rewrite equation (26) in the form

\[
a_0 + a_1 z + \cdots + a_{p-1} z^{p-1} = \left( b_0 + b_1 z + \cdots + b_{p-1} z^{p-1} + z^p \right) \times \left( \beta_0 + \beta_1 z + \beta_2 z^2 + \cdots + \beta_{N_1-1} z^{N_1-1} + O(z^{N_1}) \right).
\]

Comparing the coefficients in front of \( z^k \) with \( k = 0, 1, \ldots, N_1 - 1 \) we obtain equations

\[
ak \mathbf{1}_{\{k \leq p-1\}} = \beta_{k-p} \mathbf{1}_{\{p \leq k\}} + \sum_{j=0}^{p-1} b_j \beta_{k-j} \mathbf{1}_{\{0 \leq k-j \leq N_1-1\}}.
\]

Next we introduce a variable \( u = 1/z \) and rewrite (27) in the form

\[
ap_{p-1} + a_{p-2} u + \cdots + a_0 u^{p-1} = \left( 1 + b_{p-1} u + \cdots + b_0 u^p \right) \times \left( \alpha_0 + \alpha_1 u + \cdots + \alpha_{N_2-1} u^{N_2-1} + O(u^{N_2}) \right).
\]

Comparing the coefficients in front of \( u^k \) with \( k = 0, 1, \ldots, N_2 - 1 \) we obtain equations

\[
ap_{p-1-k} \mathbf{1}_{\{k \leq p-1\}} = \alpha_k + \sum_{j=0}^{p-1} b_j \alpha_{k+j-p} \mathbf{1}_{\{0 \leq k+j-p \leq N_2-1\}}.
\]

Now we have \( N_1 \) linear equations of the form (29) and \( N_2 \) linear equations of the form (30) – together these give us \( N_1 + N_2 = 2p \) equations for \( 2p \) unknowns \( \{a_j, b_j\}_{0 \leq j \leq p-1} \). To rewrite these equations in a matrix form (that is more suitable for numerical computation), we introduce a \( 2p \times 2p \) matrix \( A = \{A_{i,j}\}_{1 \leq i,j \leq 2p} \) and a column vector \( \mathbf{y} \in \mathbb{R}^{2p} \) by specifying their elements as follows: for \( k = 0, 1, \ldots, N_1 - 1 \) and \( j = 0, 1, \ldots, p-1 \)

\[
A_{k+1,k+1} = 1_{\{k \leq p-1\}},
A_{k+1,p+1+j} = -\beta_{k-j} 1_{\{0 \leq k-j \leq N_1-1\}},
y_{k+1} = \beta_{k-p} 1_{\{p \leq k\}},
\]

\[8\]
and for $l = 0, 1, \ldots, N_2 - 1$ and $j = 0, 1, \ldots, p - 1$

\[
\begin{align*}
A_{N_l+1, l+1, p-l} &= 1_{\{l \leq p-1\}}, \\
A_{N_l+1, l+1, p-1+j} &= -\alpha_{l+j-p} 1_{\{0 \leq l+j-p \leq N_2-1\}}, \\
y_{N_l+1, l+1} &= \alpha_l.
\end{align*}
\]

Now the two sets of linear equations (29) and (30) can be represented as a single matrix equation $A \vec{x} = \vec{y}$, where a column vector $\vec{x} \in \mathbb{R}^{2p}$ is defined as

\[
\vec{x} := [a_0, a_1, \ldots, a_{p-1}, b_0, b_1, \ldots, b_{p-1}]^T.
\]

After we solve equation $A \vec{x} = \vec{y}$ and find $\vec{x}$, we compute $a_j = x_{j+1}$ and $b_j = x_{p+j+1}$ for $j = 0, 1, \ldots, p - 1$, and this gives us the desired rational function $\Psi$ in the form (25). Performing the partial fraction decomposition (and assuming that all the roots of the denominator $Q(z)$ are simple) we would obtain the expression of $\phi$ in the form (24) and this would give us the desired coefficients $\{c_j\}_{1 \leq j \leq p}$ and $\{\lambda_j\}_{1 \leq j \leq p}$ of $\phi(x) = \sum_{j=1}^{p} c_j e^{-\lambda_j x}$. We can check the accuracy of computation of these coefficients via (22) and (23).

**Remark 1:** Note that the functions $\Phi$ and $\Psi$ defined in (11) and (24) satisfy $\Phi(z) = -\Psi'(z)$. Thus the rational function $\Phi$ has the same $N_1 - 1$ first terms of Taylor expansion at zero and the same first $N_2 + 1$ asymptotic terms as $z \to +\infty$ as the function $F(z)$. Therefore our approximations $\ln(\hat{\Gamma}(z))$ and $\ln(\hat{G}(z))$, which were introduced in (14) and (15), satisfy the following properties: as $z \to 1^+$

\[
\begin{align*}
\ln(\Gamma(z)) - \ln(\hat{\Gamma}(z)) &= O((z - 1)^{N_1-1}), \\
\ln(G(z)) - \ln(\hat{G}(z)) &= O((z - 1)^{N_1-1}),
\end{align*}
\]

and as $z \to \infty$

\[
\begin{align*}
\ln(\Gamma(z)) - \ln(\hat{\Gamma}(z)) &= O(z^{-N_2-2}), \\
\ln(G(z)) - \ln(\hat{G}(z)) &= O(z^{-N_2-2}).
\end{align*}
\]

The first of these is probably not very informative, as we only use approximations $\ln(\hat{\Gamma}(z))$ and $\ln(\hat{G}(z))$ in the half-plane $\text{Re}(z) \geq 3/2$ (where $z$ is bounded away from 1), but the second result is useful as it tells us that our approximations in the half-plane $\text{Re}(z) \geq 3/2$ become more accurate as $|z|$ increases.

To conclude this section, we would like to point out that there is no theoretical justification for the above algorithm. One can not be certain that the system $A \vec{x} = \vec{y}$ has a solution or that all roots of polynomial $Q(z)$ in (25) are simple (though in all our numerical experiments this was always the case). Even if the algorithm does produce the numbers $\{c_j\}_{1 \leq j \leq p}$ and $\{\lambda_j\}_{1 \leq j \leq p}$, there is no guarantee that this would result in a good approximation $\phi(x) = \sum_{j=1}^{p} c_j e^{-\lambda_j x}$ to $f(x)$ (in the sense of errors $\epsilon_1$ and $\epsilon_2$ in (9) and (10) being small). Existing results on convergence of Padé approximations to Stieltjes functions are not applicable here since the function $f(x)$ is not completely monotone (thus its Laplace transform $\Psi$ is not a Stieltjes function). Lacking any theoretical justification for the above algorithm, in the next section we will try to convince the reader that it works well by presenting numerical evidence.
4 Numerical results

First we would like to make several remarks about implementation of the algorithm presented in Section 3. The algorithm includes two steps that are ill-conditioned and that require high precision arithmetic: (i) solving the system of linear equations $A\vec{x} = \vec{y}$ and (ii) finding the partial fraction decomposition of the rational function $\Psi(z)$ (which is equivalent to finding roots of the polynomial $Q(z)$ in (25)). Because of this issue, we perform all computations with the precision of 500 digits (we use David Bailey’s Fortran module MPFUN). The inputs of the algorithm are the constants $f^{(n)}(0)$ and $\mu_n$ given in Lemma 1: we pre-compute them also to the precision of 500 digits. We used existing tables of Bernoulli numbers (which also give us the values of $\zeta(2n)$) and we computed the values of the $\zeta(2n+1)$ via Euler-Maclaurin summation.

First we do a test run of our approximation algorithm with $p = N_1 = N_2 = 3$. The two-point Padé approximation algorithm produces the following values of $\{\lambda_i\}_{1 \leq i \leq 3}$ and $\{c_i\}_{1 \leq i \leq 3}$:

$$\begin{align*}
\lambda_1 &= 1.119578657398, \\
\lambda_2 &= 1.348997960953 + i \times 0.462842303653, \\
c_1 &= -1.501034759773 \times 10^{-3}, \\
c_2 &= 5.607293544244 \times 10^{-5} - i \times 1.516208003305 \times 10^{-4}, \\
\lambda_3 &= \overline{\lambda_2}, \quad c_3 = \overline{c_2}.
\end{align*}$$

One can check (numerically) that these numbers indeed satisfy conditions (22) and (22), thus we have found a function $\phi(x) = \sum_{j=1}^{3} c_j e^{-\lambda_j x}$ which has the same first three coefficients of Taylor expansion at zero as $f(x)$ and the same first three moments as $f(x)$. We present the graphs of $f(x)$ and of the difference $f(x) - \phi(x)$ on Figure 1. The results already look promising: we can approximate $f(x)$ to accuracy of $2.2 \times 10^{-8}$ with a sum of just three exponential functions.
Next we performed a number of similar experiments with all values of \( N_1 \) and \( N_2 \) between zero and five (restricted by the requirement that \( p = (N_1 + N_2)/2 \) must be an integer). In each case we computed numerically the \( L_\infty \) norm
\[
\sup_{x \geq 0} |f(x) - \sum_{j=1}^{p} c_j e^{-\lambda_j x}|.
\]
The results of these computations can be seen in Table 1. We see that the accuracy of approximation improves with increasing \( p \) or \( N_1 \) or \( N_2 \).

| \( N_1 \) | \( N_2 = 0 \) | \( N_2 = 1 \) | \( N_2 = 2 \) | \( N_2 = 3 \) | \( N_2 = 4 \) | \( N_2 = 5 \) |
|---|---|---|---|---|---|---|
| 0 | \( 4.3 \times 10^{-5} \) | \( 1.2 \times 10^{-5} \) | \( 1.6 \times 10^{-5} \) | \( 7.2 \times 10^{-7} \) | \( 2.3 \times 10^{-6} \) | \( 1.1 \times 10^{-7} \) |
| 1 | \( 6.1 \times 10^{-7} \) | \( 4.5 \times 10^{-7} \) | \( 4.0 \times 10^{-6} \) | \( 2.2 \times 10^{-8} \) | \( 3.7 \times 10^{-8} \) | \( 4.2 \times 10^{-9} \) |
| 2 | \( 9.7 \times 10^{-9} \) | \( 1.5 \times 10^{-8} \) | \( 1.5 \times 10^{-8} \) | \( 7.4 \times 10^{-9} \) | \( 3.6 \times 10^{-9} \) | \( 3.5 \times 10^{-10} \) |

Table 1: The error or approximation \( \sup_{x \geq 0} |f(x) - \sum_{j=1}^{p} c_j e^{-\lambda_j x}| \) for various values of \( N_1 \) and \( N_2 \).

Figure 2: The graphs of the functions \( \eta_1(x) \) (black line) and \( \eta_2(x) \) (gray line with circles).

Next we performed a number of similar experiments with all values of \( N_1 \) and \( N_2 \) between zero and five (restricted by the requirement that \( p = (N_1 + N_2)/2 \) must be an integer). In each case we computed numerically the \( L_\infty \) norm
\[
\sup_{x \geq 0} |f(x) - \sum_{j=1}^{p} c_j e^{-\lambda_j x}|.
\]
The results of these computations can be seen in Table 1. We see that the accuracy of approximation improves with increasing \( p \) or \( N_1 \) or \( N_2 \).

Our next goal was to find values of \( N_1 \) and \( N_2 \) which generate approximations \( \phi(x) = \sum_{j=1}^{p} c_j e^{-\lambda_j x} \) to \( f(x) \) such that the errors \( \epsilon_1 \) and \( \epsilon_2 \) defined in (9) and (10) are small. We aimed to keep \( p \) as small as possible (so that the number of terms required in the computation of \( \Phi(z) \) in (11) is small) and to have the errors \( \epsilon_1 \) and \( \epsilon_2 \) in the range \((10^{-16}, 10^{-15})\), so that this would be adequate for double precision implementation of approximations to \( \ln(\Gamma(z)) \) and \( \ln(G(z)) \). In another experiment we aimed for the range \((10^{-31}, 10^{-30})\), that would be suitable for quadruple precision implementation of \( \ln(\Gamma(z)) \) and \( \ln(G(z)) \). By trial and error we found that taking \( p = 15 \), \( N_1 = 22 \) and \( N_2 = 8 \) produces an approximation \( \phi(x) \) with \( \epsilon_1 < 10^{-16} \) and \( \epsilon_2 < 3 \times 10^{-16} \). These upper bonds are not rigorous, rather
they were established numerically by examining the graphs of

\[ \eta_1(x) := x^2(f(x) - \phi(x)), \]
\[ \eta_2(x) := 3x(f(x) - \phi(x)) + x^2(f'(x) - \phi'(x)). \]

Note that, according to definitions (9) and (10), we have

\[ \epsilon_i = 2 \sup_{x>0} |\eta_i(x)|. \]

On Figure 2a the graph of \( \eta_1(x) \) is shown as a solid black line and the graph of \( \eta_2(x) \) as a gray line marked with circles. Figure 2a provides convincing evidence that \( |\eta_1(x)| < 5 \times 10^{-17} \) for all values of \( x \), which implies \( \epsilon_1 < 10^{-16} \). The estimate \( \epsilon_2 < 3 \times 10^{-16} \) is established in the same way by inspecting the graph of \( \eta_2(x) \). The coefficients \( \{\lambda_j\}_{1 \leq j \leq 15} \) and \( \{c_j\}_{1 \leq j \leq 15} \) obtained by the two-point Padé algorithm in this case \( N_1 = 22 \) and \( N_2 = 8 \) are presented in Appendix B and can also be downloaded as a list in a text file from the author’s webpage. Using these coefficients we have implemented in Matlab the approximation algorithm for \( \ln(G(z)) \) that was described in Section 2 – this Matlab program can also be downloaded from the author’s webpage. We used this Matlab program to create the surface plots of real and imaginary part of \( \ln(G(z)) \) that are shown on Figure 3.

Similarly, when \( p = 45, N_1 = 55 \) and \( N_2 = 35 \) we present the graphs of \( \eta_1(x) \) and \( \eta_2(x) \) in Figure 2b and from these graphs we estimate that \( \epsilon_1 < 10^{-31} \) and \( \epsilon_2 < 3 \times 10^{-31} \). The coefficients \( \{\lambda_j\}_{1 \leq j \leq 45} \) and \( \{c_j\}_{1 \leq j \leq 45} \) corresponding to the case \( N_1 = 55 \) and \( N_2 = 35 \) are presented in Appendix C and can also be downloaded from the author’s webpage. These coefficients may be used to implement quadruple precision approximations to the logarithm of the Barnes G-function, giving more than 30 correct digits in the half-plane \( \text{Re}(z) \geq 3/2 \).
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Appendix A  Computing the dilogarithm function for $|z| \leq 1$

We will follow closely the discussion in Section 4 in [14]. An efficient method for computing $\text{Li}_2(z)$ for $|z| \leq 1$, which avoids the issue of slow convergence of the series (18) when $|z|$ is close to one, can be obtained via the so-called Debye function

$$D(w) := \int_0^w \frac{udu}{e^u - 1}.$$  \hfill (A.32)

It is easy to see (by substitution $t = 1 - e^{-u}$) that

$$\text{Li}_2(z) = D(-\ln(1 - z)).$$  \hfill (A.33)

The Debye function has a Taylor series expansion

$$D(w) = w - \frac{w^2}{4} + \sum_{n \geq 1} B_{2n} \frac{w^{2n+1}}{(2n + 1)!},$$  \hfill (A.34)

where $B_n$ are Bernoulli numbers. From the asymptotics of Bernoulli numbers

$$|B_{2n}| = 2(2n)!/(2\pi)^{2n}(1 + o(1)), \quad n \to +\infty$$

it is easy to deduce that the above Taylor series converges for $|w| < 2\pi$ (this fact also follows by noting that the integrand in (A.32) is analytic in the disk $|u| < 2\pi$, which implies that Debye function $D(w)$ must be analytic in $|w| < 2\pi$).

Now, our algorithm for computing $\text{Li}_2(z)$ for $|z| \leq 1$ consists of the following two steps:
(i) If $z \in \Omega_1 := \{z \in \mathbb{C} : |z| \leq 1, \Re(z) \leq 1/2\}$ then we use identity (A.33) and compute $D(-\ln(1-z))$ via series expansion (A.34). One can check that for $z \in \Omega_1$ we have $|\ln(1-z)| \leq \pi/3$, thus the terms in the series (A.34) decay at the rate $O(6^{-2n})$.

(ii) If $z \in \Omega_2 := \{z \in \mathbb{C} : |z| \leq 1, \Re(z) > 1/2\}$ then we first use identity (3.3) in [14]

\[
\text{Li}_2(z) = -\text{Li}_2(1-z) + \frac{\pi^2}{6} - \ln(1-z) \ln(z).
\]

If $z \in \Omega_2$ then $1 - z \in \Omega_1$, thus $\text{Li}_2(1-z)$ can be computed by the same approach as described in item (i) above.

**Appendix B  Coefficients $\lambda_j$ and $c_j$ in the case $p = 15$, $N_1 = 22$ and $N_2 = 8$**

Here we present values of $\{\lambda_j\}_{1 \leq j \leq 15}$ and $\{c_j\}_{1 \leq j \leq 15}$. The complex values come in conjugate pairs, thus we present only one such value and the other value may be computed by taking conjugate of the previous number (in other words, $\lambda_{2n+1} = \overline{\lambda_{2n}}$ and $c_{2n+1} = \overline{c_{2n}}$ for $4 \leq n \leq 7$). These lists of numbers can also be downloaded as text files from the author’s webpage.

\[
\begin{align*}
\lambda_1 &= 1.015816941860969308, \\
\lambda_2 &= 1.053963061918305102, \\
\lambda_3 &= 1.116651540074509609, \\
\lambda_4 &= 1.207738507792217625, \\
\lambda_5 &= 1.33288622825204091, \\
\lambda_6 &= 1.719941572880692604, \\
\lambda_7 &= 2.930503690937967271, \\
\lambda_8 &= 2.231464874614817990 - i \times 0.280912039207008020, \\
\lambda_{10} &= 2.639898812086004465 - i \times 0.873853916915943961, \\
\lambda_{12} &= 2.941124258312725471 - i \times 1.605727317761697042, \\
\lambda_{14} &= 3.229198135526167105 + i \times 2.596457178929701727, \\
c_1 &= -3.361986110456561101 \times 10^{-5}, \\
c_2 &= -1.894144561517152089 \times 10^{-4}, \\
c_3 &= -5.010483210821698243 \times 10^{-4}, \\
c_4 &= -8.578556468220969250 \times 10^{-4}, \\
c_5 &= -8.943696088058549902 \times 10^{-4}, \\
c_6 &= 1.854241163038972664 \times 10^{-3}, \\
c_7 &= -1.918606889602829249 \times 10^{-5}, \\
\end{align*}
\]
\[ c_8 = -3.84919153344471619 \times 10^{-4} + i \times 2.988868248105834482 \times 10^{-4}, \]
\[ c_{10} = 1.121264751590328248 \times 10^{-5} - i \times 4.979727219667585924 \times 10^{-6}, \]
\[ c_{12} = -1.113878636296735895 \times 10^{-7} - i \times 9.472403853117676266 \times 10^{-8}, \]
\[ c_{14} = -1.50850417972961883 \times 10^{-10} - i \times 3.89920101843880852 \times 10^{-10}. \]

### Appendix C  Coefficients \( c_j \) and \( \lambda_j \) in the case \( p = 45, N_1 = 55 \) and \( N_2 = 35 \)

Here we present values of \( \{\lambda_j\}_{1 \leq j \leq 45} \) and \( \{c_j\}_{1 \leq j \leq 45} \). The complex values come in conjugate pairs, thus we present only one such value and the other value may be computed by taking conjugate of the previous number (in other words, \( \lambda_{2n+1} = \overline{\lambda_{2n}} \) and \( c_{2n+1} = \overline{c_{2n}} \) for \( 11 \leq n \leq 22 \)). These lists of numbers can also be downloaded as text files from the author’s webpage.

\[
\begin{align*}
\lambda_1 &= 0.95704776925267522587864268578149968, \\
\lambda_2 &= 1.00370630447060785022425182171776987, \\
\lambda_3 &= 1.01238216004690141924501835342175988, \\
\lambda_4 &= 1.02596835216135124337024569774181990, \\
\lambda_5 &= 1.04452395109171612757989198731572995, \\
\lambda_6 &= 1.0682251282245209354561495501893005, \\
\lambda_7 &= 1.0973601911864960442938850983870001, \\
\lambda_8 &= 1.1323227498364764406890932473285006, \\
\lambda_9 &= 1.17361012270106566892557644826041991, \\
\lambda_{10} &= 1.22182640758087207426172092630169017, \\
\lambda_{11} &= 1.27768777844609634655658590408840984, \\
\lambda_{12} &= 1.34202652874983900402805651750491995, \\
\lambda_{13} &= 1.41578735975312446023699797569490990, \\
\lambda_{14} &= 1.59568002599449116755719833914477991, \\
\lambda_{15} &= 1.7034679219184936651845354001359986, \\
\lambda_{16} &= 1.82183716660979333787035960172986997, \\
\lambda_{17} &= 1.93148065094008323022342044618855986, \\
\lambda_{18} &= 2.1229546185960782403335554530771997, \\
\lambda_{19} &= 2.29472607234141992927726896286187009, \\
\lambda_{20} &= 2.73949389497529170249144701871079003, \\
\lambda_{21} &= 3.24425702739199833175051354328785995, \\
\end{align*}
\]
\[ \lambda_{22} = 3.41203124892271004477945150754096981 + i \times 0.32931144193735237396097041419060003, \]
\[ \lambda_{24} = 3.70073390445652607446946646277005977 + i \times 0.817893495677298983300334048397350062, \]
\[ \lambda_{26} = 3.96662181262680167160695068406045051 + i \times 1.2937246049126599670479387262636993, \]
\[ \lambda_{28} = 4.21060884190285198081119555503749979 - i \times 1.80000896834218781470378186715883998, \]
\[ \lambda_{30} = 4.43748572046307608110339025601599038 + i \times 2.35040982137709712161943386447985, \]
\[ \lambda_{32} = 4.65019222794334340773145957190740942 + i \times 2.95569793099504170552966237654380006, \]
\[ \lambda_{34} = 4.85068158947468019937427110547159956 + i \times 3.627813865190392000352756375377864003, \]
\[ \lambda_{36} = 5.0404707659297739351649233286656006 - i \times 4.38223280082873767576631809568167060, \]
\[ \lambda_{38} = 5.22102732014907113522698086360380002 + i \times 5.24120233903003372937638934525385062, \]
\[ \lambda_{40} = 5.39421880891032144970711261035018034 + i \times 6.24037464975362350682637555901063086, \]
\[ \lambda_{42} = 5.56327154965738488542409437944086943 - i \times 7.44661107019389828690523435486981012, \]
\[ \lambda_{44} = 5.73652005129259693204959941648941985 + i \times 9.02919182000166075060988139307835137, \]
\[ c_1 = -2.16118526667118044533807361939102007 \times 10^{-15}, \]
\[ c_2 = -1.897750707700039424811079741610300888 \times 10^{-6}, \]
\[ c_3 = -1.106203518395907541324717527630900355 \times 10^{-5}, \]
\[ c_4 = -3.207628914739920514210520444374601147 \times 10^{-5}, \]
\[ c_5 = -6.810699898499367301344635036129601995 \times 10^{-5}, \]
\[ c_6 = -1.20594008268694835244922034663400151 \times 10^{-4}, \]
\[ c_7 = -1.88567375893031872696664082976400176 \times 10^{-4}, \]
\[ c_8 = -2.675917425681718255404810592085900055 \times 10^{-4}, \]
\[ c_9 = -3.4840873321322565956079157406800512 \times 10^{-4}, \]
\[ c_{10} = -4.15436098701955668573426132562800558 \times 10^{-4}, \]
\[ c_{11} = -4.455483138143569931924491064781200781 \times 10^{-4}, \]
\[ c_{12} = -4.081478270255820835721441037078800531 \times 10^{-4}, \]
\[ c_{13} = -2.686920229520345315471871614723700506 \times 10^{-4}, \]
\[ c_{14} = 3.905867896610159861005918720230601095 \times 10^{-4}, \]
\[ c_{15} = 8.046246906476594306053827114320300879 \times 10^{-4}, \]
\[ c_{16} = 9.509897464530369144712995051710601129 \times 10^{-4}, \]
\[ c_{17} = 3.81253319648287870666074735174400359 \times 10^{-4}, \]
\[ c_{18} = -1.039053885363161837920063887199100244 \times 10^{-3}, \]
\[ c_{19} = -1.342168698061893184425738936880500295 \times 10^{-3}, \]
\[ c_{20} = 1.971139903920826673401936885395200237 \times 10^{-3}, \]
\[ c_{21} = -1.282443306999219619625384987076000267 \times 10^{-3}. \]
\[ c_{22} = 1.670209549278013452100407227375000324 \times 10^{-4} - i \times 2.617079166647881338811510888838900696 \times 10^{-4}, \]
\[ c_{24} = 9.656685705917143434261407065323703573 \times 10^{-6} + i \times 8.5263727800132322001477038105521603016 \times 10^{-6}, \]
\[ c_{26} = -5.04863862110065609230666099895702468 \times 10^{-7} + i \times 4.161930084049700068004786920079702164 \times 10^{-7}, \]
\[ c_{28} = -1.761671582491364746888676729408200512 \times 10^{-8} + i \times 2.237298246576926882812218520568901289 \times 10^{-8}, \]
\[ c_{30} = 6.9699368576607720254104362365304536 \times 10^{-10} - i \times 6.581163233462517500664010716216404693 \times 10^{-10}, \]
\[ c_{32} = 1.874741123673795175180385085657001562 \times 10^{-11} + i \times 1.367533449373174437056045010281601160 \times 10^{-11}, \]
\[ c_{34} = -1.335362319816258515810205187725601410 \times 10^{-13} + i \times 3.496858474437898477785573590617202714 \times 10^{-13}, \]
\[ c_{36} = -3.654100826109124294688119953062404020 \times 10^{-15} + i \times 1.013560557884689141342646162407600981 \times 10^{-16}, \]
\[ c_{38} = -6.847046649720602385889068802255208927 \times 10^{-18} - i \times 1.758586859213837766686017802069201756 \times 10^{-17}, \]
\[ c_{40} = 2.834636731693176111424984559018803734 \times 10^{-20} - i \times 3.038462086691639803825186650540803893 \times 10^{-20}, \]
\[ c_{42} = 2.526440267809528376714784393519504132 \times 10^{-23} - i \times 7.074104591977894619597688121197611000 \times 10^{-24}, \]
\[ c_{44} = 3.181713660043405018165015911216206742 \times 10^{-28} + i \times 1.748764740287607853743313326461603294 \times 10^{-27}. \]