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Abstract

We define two new classes of stochastic processes, called tempered fractional Lévy process of the first and second kinds (TFLP and TFLP II, respectively). TFLP and TFLP II make up very broad finite-variance, generally non-Gaussian families of transient anomalous diffusion models that are constructed by exponentially tempering the power law kernel in the moving average representation of a fractional Lévy process. Accordingly, the increment processes of TFLP and TFLP II display semi-long range dependence. We establish the sample path properties of TFLP and TFLP II. We further use a flexible framework of tempered fractional derivatives and integrals to develop the theory of stochastic integration with respect to TFLP and TFLP II, which may not be semimartingales depending on the value of the memory parameter and choice of marginal distribution.

1 Introduction

In this paper, we define two new classes of stochastic processes, called tempered fractional Lévy processes of the first and second kinds (TFLP and TFLP II, respectively). TFLP and TFLP II make up very broad finite-variance, generally non-Gaussian transient anomalous diffusion models, i.e., their second order properties qualitatively change over time. They are constructed by exponentially tempering the power law kernel in the moving average representation of a fractional Lévy process (FLP). In particular, their increment processes exhibit semi-long range dependence (semi-LRD) in the sense of [12], namely, their autocovariance functions decay hyperbolically over...
small lags and exponentially fast over large lags (see (1.2)). We establish the sample path regular-
ity of TFLPs. Turning to stochastic analysis, we use a flexible framework of tempered fractional
derivatives and integrals to develop the theory of stochastic integration with respect to TFLP and
TFLP II, which may not be semimartingales depending on the value of the memory parameter
and choice of marginal distribution.

Fractional, or non-Markovian, stochastic processes naturally emerge in many fields of science,
technology and engineering (see, e.g., [61, 28, 37, 46, 60, 97]). They provide the mathematical
framework for what is called scale-free analysis [61, 36, 102]. Rather than focusing on the de-
tection of a small number of characteristic scales, in scale-free analysis it is assumed that the
phenomenological dynamics are driven by a large continuum of time scales usually related by
means of a power law. A cornerstone class of scale invariant processes is fractional Brownian
motion (FBM), i.e., the only Gaussian, self-similar, stationary increment process [34, 77]. The
literature on fractional processes is now voluminous; see, e.g., [18, 33, 44, 71, 98, 99, 88, 2, 29].

In many empirical settings, power law behavior is expected to hold only within a range of scales,
out of which the observed dynamics qualitatively change, possibly to different power law behavior
or simply non-fractional stationarity. In anomalous diffusion modeling, this is typically reflected
in the behavior of the so-named mean squared displacement (MSD)

$$\mathbb{E}X^2(t) \approx Ct^{\vartheta}, \quad C, \vartheta \geq 0,$$

(1.1)
of the particle position $X(t)$ over a time interval $T \ni t$, where the instances $\vartheta = 1$ and $\vartheta \neq 1$
correspond to classical and anomalous behavior, respectively (e.g., [69, 54, 94, 32, 45, 108]). In
the physics literature, a particle is said to undergo transient anomalous diffusion when the value
of the exponent $\vartheta$ in (1.1) changes over different time intervals (e.g., [78, 95, 1, 89, 103, 24, 58,
25]). Transience may appear in several contexts such as in nanobiophysics [91, 70] and particle
dispersion [100, 104]. It also arises as a consequence of accounting for the energy spectrum of
turbulence in the low frequency range, leading to the so-named Davenport– [20] or Von Kármán–
type spectra (see Figure 1).

Tempered FBM of the first and second kinds (TFBM [64] and TFBM II [85], respectively) are
transient anomalous diffusion models. For TFBM, the MSD in (1.1) goes from $\vartheta > 0$ over small
time scales to $\vartheta = 0$ over large scales, as in geophysical flows [68, 66]. By contrast, for TFBM II,
it shifts from anomalous over small scales to regular ($\vartheta = 1$) over large scales, as in viscoelastic
diffusion (cf. [39, 38, 105]). Accordingly, the autocovariance functions $\gamma$ of the increments of both
TFBM and TFBM II have the related property of semi-LRD, i.e.,

$$\gamma(h) \sim C \frac{|h|^\delta}{e^{\lambda|h|}}, \quad \lambda > 0, \quad \delta > -\frac{3}{2}, \quad |h| \to \infty,$$

(1.2)

where $\lambda > 0$ is called the tempering parameter (see also Remark 2.4 on the related literature
Figure 1: The Von Kármán spectral density (curved line) versus Kolmogorov’s 5/3 law (straight line). Kolmogorov’s classical theory [52, 53, 40, 92] posits that the energy spectrum in the inertial range is universal and given by the frequency domain power law \( \omega^{-5/3} \). However, in the production (low frequency) range, turbulence is not universal, which may lead to transient behavior. In the Von Kármán model of continuous wind gusts [101, 31, 75, 14, 47, 73], the framework favored by the U.S. Department of Defense in aircraft design, the spectral density is proportional to \((\lambda^2 + \omega^2)^{-5/6}\) with \(\lambda = 1\) (see [30, 72, 57, 13, 31]). The tempering parameter \(\lambda\) dampens down, in the low frequency limit, the power law behavior universally valid for the inertial range. The spectral density of tempered fractional Lévy noise \(\text{II}\), the increment process of TFLP \(\text{II}\), is of the Von Kármán type (see Proposition 2.13).

Moreover, like FBM vis-à-vis the Kolmogorov spectrum in the inertial range, TFBM \(\text{II}\) [64, 65] is a Gaussian model that displays a von Kármán–type spectrum. Due to their appeal in applications, TFBMs have recently attracted considerable research efforts [107, 24]. In [20, 21], wavelets are used in the construction of the first statistical method for TFBM as a model of geophysical flow turbulence. Nevertheless, there is abundant phenomenological evidence of non-Gaussian behavior, especially in terms of tail distributions. This is true, for example, for the velocity and velocity derivative processes in wind turbulence [4, 5, 7, 8, 9, 93] or returns to financial assets [6]; see also Figure 2. Accordingly, many authors have developed several other classes of tempered non-Gaussian stochastic processes such as tempered fractional stable or tempered Hermite processes [85, 84], and tempered stable processes [82, 1, 19].
Figure 2: **Non-Gaussianity in river flow turbulence.** Data on turbulent supercritical flow in the Red Cedar River, a fourth-order stream in Michigan, USA, was collected and kindly provided by Prof. Mantha S. Phanikumar, from Michigan State University. The measurements ($n = 46080$ points) were made at a sampling rate of 50 Hz using a 16 MHz Sontek Micro-ADV (Acoustic Doppler Velocimeter) on May 26, 2014. The data is modeled in [66] in the Fourier and in [21, 20] in the wavelet domains. The qq-plot, shown above, further reveals the conspicuous non-Gaussianity of the sample tails.

The family of fractional Lévy processes (e.g., [15, 22, 62, 56, 17]) has become popular in physical modeling since it provides a second order non-Gaussian framework displaying fractional covariance structure [11, 96, 59, 109, 106]. In this paper, we construct the classes of TFLP and TFLP II, which are families of tempered fractional processes with finite-variance, infinitely divisible finite-dimensional distributions. While FLP (including FBM) is only well-defined for memory parameter values $d \in (-1/2, 1/2)$ [35, 62], TFLPs are well-defined for every $d > -1/2$ due to the tempering effect of the exponential function in their kernels. We establish their second order and sample path regularity properties (see Propositions 2.3, 2.7, 2.9 and 2.13 and Theorems 2.6 and 2.12). In our analysis, continuous modifications of TFLP and TFLP II can also be obtained, under conditions, by means of improper Riemann integral representations (Propositions 2.5 and 2.11; see also Bender et al. [16] for related results in a general martingale-driven framework). In particular, our results show that TFLP and TFLP II can be viewed as non-Gaussian transient anomalous diffusion models whose second order properties generalize those of TFBM and TFBM II, respectively (see also Example 2.15 and Figures 3, 4 on the effect of non-Gaussian noise distributions on sample path behavior).

Physical models of transient phenomena are often based on Langevin-type stochastic differential equations; see, for example, [70] on the transient MSD of solutions to TFBM-driven Langevin
equations, and [27] on turbulence modeling based on regularized colored noise. In this paper, we approach stochastic differential systems from the dual perspective of integration. For the purpose of stochastic analysis, TFLPs are finite variation processes when \( d > 1/2 \) (see Proposition 3.1), and hence integration with respect to these processes can be defined pathwise in the usual Stieltjes manner. However, like FLP, when \(-1/2 < d < 1/2\) TFLPs may not be finite variation processes, or even semimartingales (Proposition 2.14 and Remark 2.16). For this parameter range, we construct the theory of Wiener-like integrals with respect to these processes. Our approach follows the seminal work [76] for FBM, later extended in [65] to TFBM. Whereas the integration theory with respect to FLM draws upon classical fractional derivatives [67, 74, 87], we put forward a framework for TFLPs based on tempered fractional derivatives [23, 1]. Tempering produces a more tractable mathematical object, and can be made arbitrarily light, so that the resulting operators approximate the fractional derivative to any desired degree of accuracy over compact intervals.

We focus on integration with respect to TFLP II (denoted \( S_{d,\lambda}^{H} \), \( \lambda > 0 \)), since the claims for TFLP are analogous to those for TFBM (see Remark 3.12). Our construction follows from characterizing the natural inner product spaces of integrands \( A_1 \) and \( A_2 \) (see (3.16) and (3.22)), which are associated with the memory parameter ranges \(-1/2 < d < 0\) and \( d > 0 \), respectively. In particular, we show that, for TFLP II, the phenomenon revealed in [76] for FBM resurfaces in the context of tempered fractional Lévy-type stochastic integration. In other words, for \(-1/2 < d < 0\), \( A_1 \) and the space of stochastic integrals \( \overline{Sp}(S_{d,\lambda}^{H}) \) are isometric. As a consequence, every random variable in \( \overline{Sp}(S_{d,\lambda}^{H}) \) with \(-1/2 < d < 0\) can be written as an integral of a single deterministic function with respect to the stochastic process \( S_{d,\lambda}^{H} \) (see Theorems 3.9 and 3.11). However, for \( d > 0 \), our results show that \( A_2 \) is isometric only to a subspace of \( \overline{Sp}(S_{d,\lambda}^{H}) \) (see Theorems 3.5 and 3.8).

The paper is organized as follows. Section 2 contains the definitions and fundamental properties of TFLPs, where Sections 2.1 and 2.2 pertain to TFLP and TFLP II, respectively. In Section 3 we first show that TFLP and TFLP II are semimartingales for \( d > 1/2 \) and then construct the theory of stochastic integration with respect to these processes for \(-1/2 < d < 1/2\). In Section 4 we sum up the conclusions and discuss open problems as well as future research directions. All proofs can be found in the Appendix.

2 Moving average representation

Recall that a Lévy process is a stochastically continuous process with stationary and independent increments that starts at zero and has càdlàg sample paths a.s. [90]. Throughout this paper, Lévy noise plays the role that Brownian noise plays in a Gaussian framework. So, let \( L = \{L(t)\}_{t \in \mathbb{R}} \)
be a two-sided Lévy process constructed by taking two independent copies \( L_1 = \{L_1(t)\}_{t \geq 0} \) and \( L_2 = \{L_2(t)\}_{t \geq 0} \) of a Lévy process and by setting

\[
L(t) := L_1(t)1_{[0,\infty)}(t) - L_2((-t)-)1_{(-\infty,0)}(t).
\]

(2.1)

Hereinafter, we assume \( L \) as in (2.1) satisfies the following condition.

**Condition L**: The Lévy process \( L \) in (2.1) is centered \((E[L(1)] = 0)\) and contains no Brownian component. The distribution of \( L \) is uniquely determined by the characteristic function (ch.f.) 

\[
E[\exp i\theta L(t)] = \exp \{t\psi(\theta)\}
\]

for \( t \geq 0 \), where 

\[
\psi(\theta) = \int_{\mathbb{R}}(e^{i\theta x} - 1 - i\theta x)\nu(dx), \quad \theta \in \mathbb{R}.
\]

(2.2)

In (2.2), \( \nu(dx) \) is called the Lévy measure of \( L \), i.e.,

\[
\nu(\{0\}) = 0, \quad \int_{\mathbb{R}}(|x|^2 \wedge 1)\nu(dx) < \infty.
\]

Moreover, \( \nu(dx) \) is assumed to be such that \( \int_{|x|>1} x^2\nu(dx) < \infty \), i.e., \( E[(L(t))^2] = tE[(L(1))^2] = t\int_{\mathbb{R}}|x|^2\nu(dx) < \infty \) for all \( t \in \mathbb{R} \).

We recall the following classical result for later reference. It provides the conditions for the existence, in the \( L^2(\Omega) \) sense, of Wiener-like stochastic integrals with respect to Lévy noise.

**Proposition 2.1** \([80, 51]\) Let \( f : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) be a measurable function. Let \( L \) be a Lévy process such that \( E[L(1)] = 0 \) and \( E[(L(1))^2] < \infty \). For \( t \in \mathbb{R} \), let \( f_t(\cdot) \in L^2(\mathbb{R}) \). Then, the stochastic integral \( S(t) := \int_{\mathbb{R}} f_t(u)dL(u) \) exists in the \( L^2(\Omega) \) sense for any \( t \in \mathbb{R} \). Furthermore, for \( t \in \mathbb{R} \), \( E[S(t)] = 0 \). The isometry

\[
E[(S(t))^2] = E[(L(1))^2]\|f_t\|^2_{L^2(\mathbb{R})}, \quad t \in \mathbb{R},
\]

(2.3)

also holds, as well as the relation

\[
\overline{\Gamma}(s,t) = \text{cov}(S(s), S(t)) = E[(L(1))^2] \int_{\mathbb{R}} f_s(u)f_t(u)du, \quad s, t \in \mathbb{R},
\]

(2.4)

Moreover, the ch.f. of \( S(t_1), \ldots, S(t_m) \) for \(-\infty < t_1 < \ldots < t_m < \infty\) is given by

\[
E\left[ \exp \left\{ \sum_{j=1}^{m} i\theta_j S(t_j) \right\} \right] = \exp \left\{ \int_{\mathbb{R}} \psi \left( \sum_{j=1}^{m} \theta_j f_{t_j}(s) \right) ds \right\}
\]

(2.5)

for \( \theta_j \in \mathbb{R}, j = 1, 2, \ldots, m \), where \( \psi \) is given by (2.2).
2.1 Tempered fractional Lévy processes of the first kind

In this section, we introduce and study tempered fractional Lévy process of the first kind. We start with its definition.

Definition 2.2 Let \( L = \{L(t)\}_{t \in \mathbb{R}} \) be the two-sided Lévy process. Consider the function \( (x)_+ = xI(x > 0) \) and set the convention \( 0^0 = 0 \). Consider the function \( g_{d,\lambda,t}^I : \mathbb{R} \to \mathbb{R} \) given by

\[
g_{d,\lambda,t}^I(x) := e^{-\lambda(t-x)_+}(t-x)^d_+ - e^{-\lambda(-x)_+}(-x)^d_+.
\]

For any \( d > -\frac{1}{2} \) and \( \lambda > 0 \), the stochastic process

\[
S_{d,\lambda}^I(t) := \frac{1}{\Gamma(1 + d)} \int_{\mathbb{R}} g_{d,\lambda,t}^I(x) dL(x), \quad t \in \mathbb{R},
\]

is called a tempered fractional Lévy process of the first kind (TFLP).

The kernel function \( g_{d,\lambda,t}^I(x) \) is square integrable over \( \mathbb{R} \). Hence, by Proposition 2.1 the stochastic integral in (2.6) exists in the \( L^2(\Omega) \) sense for any \( t \in \mathbb{R} \).

The class of stochastic processes given by Definition 2.2 is closely related to a number of other frameworks. When \( -\frac{1}{2} < d < \frac{1}{2} \) and tempering is eliminated \( (\lambda = 0) \), the expression on the right-hand side of (2.6) is the classical FLP. If \( d = 0 \) (and \( \lambda > 0 \)), then \( S_{0,\lambda}^I(t) \) is called a Lévy Ornstein-Uhlenbeck (OU) process ([90], Section 3.17). If \( dL(x) \) in (2.6) is replaced with a Gaussian random measure, the resulting process is a TFBM.

Hereinafter, for \( S_{d,\lambda}^I \) we assume \( d \neq 0 \) (and \( \lambda > 0 \)) unless otherwise stated. Note also that, for any \( s, t \in \mathbb{R} \), the integrand (2.2) satisfies \( g_{d,\lambda,s+t}^I(s + x) - g_{d,\lambda,s}^I(s + x) = g_{d,\lambda,t}^I(x) \), and hence one can show that TFLP has stationary increments. In the next proposition, we provide the covariance structure of TFLP.

Proposition 2.3 A TFLP \( S_{d,\lambda}^I \) (see (2.6)) has the covariance function

\[
\text{Cov}[S_{d,\lambda}^I(t), S_{d,\lambda}^I(s)] = \frac{\mathbb{E}((L(1))^2)}{2\Gamma(1 + d)^2} \left\{ |t|^{1 + 2d} C_{d,\lambda,|t|}^2 + |s|^{1 + 2d} C_{d,\lambda,|s|}^2 - |t - s|^{1 + 2d} C_{d,\lambda,|t - s|}^2 \right\}
\]

for any \( s, t \in \mathbb{R} \). In (2.7),

\[
C_{d,\lambda,|t|}^2 = \frac{2\Gamma(1 + 2d)}{(2\lambda|t|)^{1 + 2d}} - \frac{2\Gamma(1 + d)}{\sqrt{\pi}} \left( \frac{1}{2\lambda|t|} \right)^{\frac{1}{2} + d} K_{\frac{1}{2} + d}(\lambda|t|),
\]

for \( t \neq 0 \), and we define \( C_{d,\lambda,0}^2 = 0 \). In (2.8), \( K_\nu(z) \) is the modified Bessel function of the second kind, which is given by

\[
K_\nu(z) = \int_0^\infty e^{-z \left( \frac{t^2 + \lambda t}{2} \right)} \frac{e^{-\nu t} + e^{\nu t}}{2} \, dt, \quad z > 0, \quad \nu \in \mathbb{R}.
\]

Moreover,

\[
\lim_{t \to \infty} \text{Var}[S_{d,\lambda}^I(t)] = \frac{2\mathbb{E}(L(1))^2 \Gamma(1 + 2d)}{\Gamma(1 + d)^2 (2\lambda)^{1 + 2d}}.
\]
It is well known that the variance of FLP is divergent \cite{62}. Remarkably, expression (2.9) shows that the variance of TFLP stays finite in the large scale limit (cf. \cite{20}, Proposition A.1).

**Remark 2.4** Let $L = \{L(t)\}_{t \in \mathbb{R}}$ be the two-sided Lévy process (2.1). Then, a Lévy semistationary process (LSS; see \cite{3, 10}) is defined by the stochastic integral representation
\[
Y(t) = \mu + \int_{-\infty}^{t} g(t-s)\sigma(s)dL(s) + \int_{-\infty}^{t} q(t-s)a(s)ds,
\]
where $\sigma$ and $a$ are stochastic processes, and $g$ and $q$ are deterministic kernels with $g(t) = h(t) = 0$ for $t \leq 0$. Although LSS instances associated with gamma kernels ($g(x) = x^{d-1}e^{-\lambda x}$) and TFLP both display a tempering component, the two processes are generally quite different. In particular, the former may be stationary, while the latter is always nonstationary.

In the next proposition, we establish a stochastic integral representation of TFLP as an improper Riemann integral for the parameter range $d > 0$. The result is then used in part (a) of the subsequent theorem to construct a Hölder-continuous modification of TFLP.

**Proposition 2.5** Let $S^{I}_{d,\lambda} = \{S^{I}_{d,\lambda}(t)\}_{t \in \mathbb{R}}$ be a TFLP (see (2.6)) with $d > 0$. Then, for all $t \in \mathbb{R}$, there exists a modification of $S^{I}_{d,\lambda}(t)$ which is equal to the improper Riemann integral
\[
S^{I}_{d,\lambda}(t) = \frac{1}{\Gamma(d)} \int_{\mathbb{R}} \left( e^{-\lambda(t-x)} + (t-x)^{d-1} - e^{-\lambda(-x)} + (-x)^{d-1} \right) L(x) \, dx
- \frac{\lambda}{\Gamma(d+1)} \int_{\mathbb{R}} \left( e^{-\lambda(t-x)} + (t-x)^{d} - e^{-\lambda(-x)} + (-x)^{d} \right) L(x) \, dx.
\]
(2.11)
In particular, the process \eqref{2.11} is continuous in $t$.

The following theorem is our main result on the sample path properties of TFLP. Note that the statement in (a) is slightly stronger than the one usually obtained in the framework of the Kolmogorov-Čentsov criterion.

**Theorem 2.6** Let $S^{I}_{d,\lambda} = \{S^{I}_{d,\lambda}(t)\}_{t \in \mathbb{R}}$ be a TFLP (see (2.6)).

(a) If $0 < d \leq \frac{1}{2}$, then there exists a locally $d$-Hölder continuous modification of $S^{I}_{d,\lambda}$. That is, for $T > 0$,
\[
P\left[ \omega : \sup_{0<|s-t|<k_{T}(\omega),|s|,|t|\leq T} \frac{|S^{I}_{d,\lambda}(t) - S^{I}_{d,\lambda}(s)|}{|s-t|^{d}} \leq C \right] = 1,
\]
where $k_{T}(\omega)$ is an almost surely positive random variable and $C > 0$.

(b) If $-\frac{1}{2} < d < 0$ and $L$ has symmetric finite-dimensional distributions, then $S^{I}_{d,\lambda}$ has discontinuous and unbounded sample paths with positive probability.
Next, we turn to the increment process of TFLP. Starting from a TFLP $S^I_{d,\lambda}$, the stationary process *tempered fractional Lévy noise of the first kind* (TFLN) is naturally defined as

$$X^I_{d,\lambda}(t) := S^I_{d,\lambda}(t + 1) - S^I_{d,\lambda}(t), \quad t \in \mathbb{R}.$$  \hspace{1cm} (2.13)

It follows readily from (2.6) that TFLN has the moving average representation

$$X^I_{d,\lambda}(t) = \frac{1}{\Gamma(d + 1)} \int_{\mathbb{R}} \left[ e^{-\lambda(t+1-x)}(t + 1 - x)^d_+ - e^{-\lambda(t-x)}(t - x)^d_+ \right] dL(x).$$  \hspace{1cm} (2.14)

In the following proposition, we characterize the behavior of the covariance of TFLN over large lags. In particular, TFLN is semi-LRD in the sense of (1.2) with $\delta = d > -1/2$.

**Proposition 2.7** Let $X^I_{d,\lambda} = \{X^I_{d,\lambda}(t)\}_{t \in \mathbb{R}}$ be a TFLN (see (2.14)). Let $\gamma^I(h) = \mathbb{E}[X^I_{d,\lambda}(0)X^I_{d,\lambda}(h)]$ be its covariance function and let $h^I(\omega)$ be its spectral density. Then,

(a) as $h \to \infty$,

$$\gamma^I(h) \sim Ce^{-\lambda h} h^d,$$

where $C = C(d, \lambda) = -\frac{\mathbb{E}[L(1)^2]\lambda^2}{\Gamma(d+1)(2\lambda)^{d+1}}$;

(b) for $\omega \in \mathbb{R}$,

$$h^I(\omega) = \frac{1}{2\pi} \frac{(1 - \cos \omega)}{(\lambda^2 + \omega^2)^{d+1}}.$$  \hspace{1cm} (2.15)

### 2.2 Tempered fractional Lévy processes of the second kind

In this section, we introduce and study tempered fractional Lévy process of the second kind. We start with its definition.

**Definition 2.8** Let $L = \{L(t)\}_{t \in \mathbb{R}}$ be the two-sided Lévy process (2.1) and consider the function $g^H_{d,\lambda,t} : \mathbb{R} \to \mathbb{R}$ given by

$$g^H_{d,\lambda,t}(y) = (t - y)^d_+ e^{-\lambda(t-y)_+} - (-y)^d_+ e^{-\lambda(-y)_+} + \lambda \int_0^t (s - y)^d_+ e^{-\lambda(s-y)_+} ds.$$  

For any $d > -\frac{1}{2}$ and $\lambda > 0$, the stochastic process

$$S^H_{d,\lambda}(t) := \frac{1}{\Gamma(d + 1)} \int_{\mathbb{R}} g^H_{d,\lambda,t}(y) dL(y), \quad t \in \mathbb{R},$$  \hspace{1cm} (2.17)

is called a *tempered fractional Lévy process of the second kind* (TFLP II).

By Proposition 2.1, $S^H_{d,\lambda}(t)$ is well defined in the $L^2(\Omega)$ sense for any $t \in \mathbb{R}$, since $g^H_{d,\lambda,t}(y)$ is square integrable (see Lemma A.1).

As with (2.6), the class of stochastic processes given by (2.17) is closely related to other frameworks. When $-\frac{1}{2} < d < \frac{1}{2}$ and tempering is eliminated ($\lambda = 0$), the process $S^H_{d,0}(t)$ also reduces
to FLP. If $d L(x)$ in (2.17) is replaced with a Gaussian random measure, the resulting process is a TFBM II.

Hereinafter, for $S_{d,\lambda}^H$ we assume $d \neq 0$ (and $\lambda > 0$), unless otherwise stated.

In the following proposition, we express the covariance function $E[S_{d,\lambda}^H(t) S_{d,\lambda}^H(s)]$ of TFLP II when $d > 0$.

**Proposition 2.9** For $d > 0$, a TFLP II (see (2.17)) has covariance function

$$\text{Cov} \left[ S_{d,\lambda}^H(t), S_{d,\lambda}^H(s) \right] = \frac{E[L(1)^2]}{\sqrt{\pi} \Gamma(d)(2\lambda)^{d-\frac{1}{2}}} \int_0^t \int_0^s |u - v|^{d-\frac{1}{2}} K_{d-\frac{1}{2}}(\lambda |u - v|) dv \, du \quad (2.18)$$

for any $s, t \in \mathbb{R}$.

**Remark 2.10** In the parameter range $-1/2 < d < 0$, the covariance of TFLP II can be found by first developing $E[(S_{d,\lambda}^H(t))^2]$ via the isometry property (2.3), and then applying the elementary formula $ab = \frac{1}{2} (a^2 + b^2 - (a-b)^2)$ as well as the stationary increments property. However, the final formula for $E[(S_{d,\lambda}^H(t))^2]$ involves several integral expressions, and consequently so does the formula for $E[S_{d,\lambda}^H(t) S_{d,\lambda}^H(s)]$. For brevity and clarity of exposition, we opt for not including it here.

The next proposition is the analog for TFLP II of Proposition 2.5. It shows that TFLP II has a modification that can be written as an improper Riemann integral.

**Proposition 2.11** Let $S_{d,\lambda}^H = \{S_{d,\lambda}^H(t)\}_{t \in \mathbb{R}}$ be a TFLP II (see (2.17)) with $d > 0$. Then, for all $t \in \mathbb{R}$, there exists a modification of $S_{d,\lambda}^H(t)$ which is equal to the improper Riemann integral

$$S_{d,\lambda}^H(t) = \frac{1}{d\Gamma(d-1)} \int_{\mathbb{R}} \int_{\mathbb{R}} e^{-\lambda(s-x)_+} (s-x)^{d-2} dsL(x) dx$$

$$- \frac{\lambda}{d\Gamma(d-1)} \int_{\mathbb{R}} \int_{\mathbb{R}} e^{-\lambda(s-x)_+} (s-x)^{d-1} dsL(x) dx. \quad (2.19)$$

In particular, the process (2.19) is continuous in $t$.

The following theorem is our main result on the sample path properties of TFLP II.

**Theorem 2.12** Let $S_{d,\lambda}^H = \{S_{d,\lambda}^H(t)\}_{t \in \mathbb{R}}$ be a TFLP II (see (2.17)).

(a) If $0 < d \leq \frac{1}{2}$, then for every $0 < \gamma < d$, there exists a locally $\gamma$-Hölder continuous modification of $S_{d,\lambda}^H$. That is, for $T > 0$,

$$\mathbb{P} \left[ \omega : \sup_{0 < |s-t| < k_T(\omega), |s|, |t| \leq T} \frac{|S_{d,\lambda}^H(t) - S_{d,\lambda}^H(s)|}{|s-t|^{\gamma}} \right] \leq C = 1, \quad (2.20)$$

where $k_T(\omega)$ is an almost surely positive random variable and $C > 0$.  


(b) If \(-\frac{1}{2} < d < 0\) and \(L\) has symmetric finite-dimensional distributions, then \(S_{d,\lambda}^H\) has discontinuous and unbounded sample paths with positive probability.

Next, we turn to the increment process of TFLP \(II\). Starting from a TFLP \(II\) \(S_{d,\lambda}^H\), the stationary process tempered fractional Lévy noise of the second kind (TFLN \(II\)) is naturally defined as

\[
X_{d,\lambda}^H(t) = S_{d,\lambda}^H(t + 1) - S_{d,\lambda}^H(t), \quad t \in \mathbb{R}.
\] (2.21)

It follows from (2.17) that TFLN \(II\) has moving average representation

\[
X_{d,\lambda}^H(t) = \frac{1}{\Gamma(d)} \int_{\mathbb{R}} \int_t^{t+1} (s-y)^d e^{-\lambda(s-y)} \, ds \, dL(y).
\] (2.22)

The following proposition describes the behavior of the covariance structure of TFLN \(II\) over large lags. In particular, the proposition shows that TFLN\(II\) is semi-LRD in the sense of (1.2) with \(\delta = d - 1 > -3/2\). In the Fourier domain, it shows that the spectral density is of the Von Kármán type (cf. Figure 1). In the statement of the proposition, we make use of the following notation:

given two real-valued functions \(f(t), g(t)\) on \(\mathbb{R}\), we write \(f(t) \approx g(t)\) if \(C_1 \leq |f(t)/g(t)| \leq C_2\) for all \(t > 0\) sufficiently large, for some \(0 < C_1 < C_2 < \infty\).

**Proposition 2.13** Let \(X_{d,\lambda}^H = \{X_{d,\lambda}^H(t)\}_{t \in \mathbb{R}}\) be a TFLN \(II\) (see (2.21)). Let \(\gamma^H(h) = \mathbb{E}[X_{d,\lambda}^H(0)X_{d,\lambda}^H(h)]\), \(h \in \mathbb{R}\), be its covariance function, and let \(\{h^H(\omega)\}_{\omega \in \mathbb{R}}\) be its spectral density. Then,

(a) as \(h \to \infty\),

\[
\gamma^H(h) \approx e^{-\lambda h} h^{d-1};
\] (2.23)

(b) for \(\omega \in \mathbb{R}\),

\[
h^H(\omega) = \frac{1}{2\pi} \frac{(1 - \cos \omega)}{\omega^2 (\lambda^2 + \omega^2)^\alpha}.
\]

As a preparation for the next section – on stochastic integration –, we conclude this section by constructing subclasses of TFLPs that are not semimartingales. Note that, in all cases, the memory parameter is taken in the range \(d \in (-1/2, 1/2)\).

So, let \((\mathcal{F}^{L,\infty}_t)_{t \geq 0}\) be the smallest filtration such that \(\sigma(L(s) : -\infty < s \leq t) \subseteq (\mathcal{F}^{L,\infty}_t)_{t \geq 0}\) for all \(t \geq 0\).

**Proposition 2.14** Let \(1 < \alpha < 2\), and choose \(d \in (-1/2, 1/2) \setminus \{0\}\) such that \(d + \frac{1}{\alpha} \in (0, 1)\). For such \(d\), let \(S_{d,\lambda}^* = \{S_{d,\lambda}^*(t)\}_{t \in \mathbb{R}}\) be a either a TFLP (2.6) or TFLP \(II\) (2.17) with \(\nu(dx) = h(x)dx\), where

\[
h(x) \sim |x|^{-1-\alpha}, \quad x \to 0.
\] (2.24)

Then, \(S_{d,\lambda}^{*}\) is not a \((\mathcal{F}^{L,\infty}_t)_{t \geq 0}\)-semimartingale.
Above: compound Poisson driving noise  
Above: tempered stable driving noise

Figure 3: Simulated paths of $S_{d,\lambda}$. In the top row of figures above, paths with memory parameter $d = 1/6$ were generated for $\lambda \in \{0, 0.001, 0.01, 0.1\}$ based on the same corresponding driving process (bottom plots). The plot on the left uses a compound Poisson driving process with intensity 1 and uniform $[-1,1]$ jumps. The figure on the right uses symmetric tempered $\alpha$-stable driving noise (see, e.g., [1] for details on the simulation of such processes) with tempering parameter $\lambda_{\text{noise}} = 0.01$ and $\alpha = 1.65$. The discontinuous sample paths of the driving processes are displayed as continuous lines for visual clarity (see Example 2.15 on simulation details). The convergence to stationarity effect caused by tempering is more visible for larger values of $\lambda$.

Example 2.15 Figures 3 and 4 display simulated sample paths of TFLP and TFLP II. The simulation was carried out based on Riemann-Stieltjes sums, in the fashion of [63, p. 89]. Multiple values of the tempering parameter $\lambda$ and two different types of driving Lévy noise were used as to illustrate the effect of tempering and of distinct non-Gaussian distributions, respectively.

Remark 2.16 The argument for showing Proposition 2.14 requires $d \in (-1/2, 1/2) \setminus \{0\}$. Whether or not the boundary value $d = 1/2$ always gives a semimartingale remains an open question (cf. Proposition 3.1).
Above: compound Poisson driving noise

Above: tempered stable driving noise

Figure 4: Simulated paths of $S_{d,\lambda}^H$. In the top row of figures above, paths with memory parameter $d = 1/6$ were generated for $\lambda \in \{0, 0.001, 0.01, 0.1\}$ based on the same corresponding driving process (bottom plots). The plot on the left uses a compound Poisson driving process with intensity 1 and uniform $[-1,1]$ jumps. The figure on the right uses symmetric tempered $\alpha$-stable driving noise (see, e.g., [1] for details on the simulation of such processes) with tempering parameter $\lambda_{\text{noise}} = .01$ and $\alpha = 1.65$. The discontinuous sample paths of the driving processes are displayed as continuous lines for visual clarity (see Example 2.15 on simulation details).

3 Stochastic integration with respect to TFLP and TFLP II

In this section, we develop the theory of stochastic integration with respect to TFLPs. Recall that TFLP and TFLP II are both well defined for $d > -1/2$ and $\lambda > 0$.

Stochastic integration theory for FBM and FLP is complicated by the fact that they are not semimartingales [76, 63]. In contrast, as shown in the following proposition, the representations of TFLP and TFLP II as Riemann-Stieltjes integrals imply that they are finite variation processes when $d > 1/2$. Consequently, in this parameter range, we can conveniently define integrals

$$I(f) := \int f(x) dS_{d,\lambda}^*(x), \quad dS_{d,\lambda}^*(x) = dS_{d,\lambda}^I(x) \quad \text{or} \quad dS_{d,\lambda}^*(x) = dS_{d,\lambda}^H(x),$$

$\omega$-by-$\omega$ as ordinary Stieltjes integrals (see [48, p. 283] or [49, pp. 149–150]).

Proposition 3.1 Suppose $d > 1/2$, and let $L = \{L(t)\}_{t \in \mathbb{R}}$ be the two-sided Lévy process (2.1).
(i) Let \( S_{I,\lambda}^d = \{ S_{I,\lambda}^d(t) \}_{t \in \mathbb{R}} \) be a TFLP (see (2.6)). Then, the process
\[
\left\{ \frac{1}{\Gamma(d+1)} \int_0^t \int_{-\infty}^s d(s-x)^{d-1}e^{-\lambda(s-x)} - \lambda(s-x)^d e^{-\lambda(s-x)} dL(x) ds \right\}_{t \in \mathbb{R}} \tag{3.1}
\]
is a version of \( S_{I,\lambda}^d \). In particular, for such \( d \), \( S_{I,\lambda}^d \) has a.s. absolutely continuous paths and hence is a finite variation process.

(ii) Let \( S_{II,\lambda}^d = \{ S_{II,\lambda}^d(t) \}_{t \in \mathbb{R}} \) be a TFLP II (see (2.17)). Then, the process
\[
\left\{ \frac{1}{\Gamma(d+1)} \int_0^t \int_{-\infty}^s d(s-x)^{d-1}e^{-\lambda(s-x)} dL(x) ds \right\}_{t \in \mathbb{R}} \tag{3.2}
\]
is a version of \( S_{II,\lambda}^d \). In particular, for such \( d \), \( S_{II,\lambda}^d \) has a.s. absolutely continuous paths and hence is a finite variation process.

Next, we tackle the case
\[-1/2 < d < 1/2. \tag{3.3}\]

Even though (3.3) is our focus, whenever applicable we use the larger range interval \( d > 0 \) instead of \( 1/2 > d > 0 \).

First, we show the connection between tempered fractional processes and tempered fractional calculus. We refer the reader to the appendix for more details on the latter.

**Definition 3.2** For any \( f \in L^p(\mathbb{R}) \), \( 1 \leq p < \infty \), the positive and negative tempered fractional integrals of a function \( f : \mathbb{R} \to \mathbb{R} \) are defined by
\[
\mathcal{I}^\kappa_+ \lambda f(y) = \frac{1}{\Gamma(\kappa)} \int_{-\infty}^{+\infty} f(s)(y-s)^{\kappa-1}e^{-\lambda(y-s)} ds \tag{3.4}
\]
and
\[
\mathcal{I}^\kappa_- \lambda f(y) = \frac{1}{\Gamma(\kappa)} \int_{-\infty}^{+\infty} f(s)(s-y)^{\kappa-1}e^{-\lambda(s-y)} ds \tag{3.5}
\]
respectively, for any \( \kappa > 0 \) (and \( \lambda > 0 \)).

Note that, when \( \lambda = 0 \), these definitions reduce to the (positive and negative) Riemann-Liouville fractional integral, which extends the usual operation of iterated integration to a fractional order \[67\] \[74\] \[87\]. When \( \lambda = 1 \), the operator \( [3.4] \) is called the Bessel fractional integral \[87\] Section 18.4).

The inverse operator of the tempered fractional integral is called tempered fractional derivative. For our purposes, we only require derivatives of order \( 0 < \kappa < 1 \), which simplifies the presentation.

**Definition 3.3** The positive and negative tempered fractional derivatives of a function \( f : \mathbb{R} \to \mathbb{R} \) are defined as
\[
\mathcal{D}^\kappa_+ \lambda f(y) = \lambda^\kappa f(y) + \frac{\kappa}{\Gamma(1-\kappa)} \int_{-\infty}^{y} f(y) - f(s) \left(\frac{y-s}{y-s}\right)^{\kappa+1} e^{-\lambda(y-s)} ds \tag{3.6}
\]
and
\[ \mathbb{D}_{-}^{\kappa,\lambda} f(y) = \lambda^{\kappa} f(y) + \frac{\kappa}{\Gamma(1-\kappa)} \int_{y}^{+\infty} \frac{f(y) - f(s)}{(s-y)^{\kappa+1}} e^{-\lambda(s-y)} \, ds, \]
respectively, for any \( 0 < \kappa < 1 \) and \( \lambda > 0 \).

Note that expressions (3.6) and (3.7) reduce to the positive and negative Marchaud fractional derivatives if \( \lambda = 0 \) (cf. [87, Section 5.4]).

As pointed out in [65, p. 2367], tempered fractional derivatives cannot be defined pointwise for all functions \( f \in L^p(\mathbb{R}) \). However, \( \mathbb{D}_{-}^{\kappa,\lambda} f \) is well defined when \( f, f' \in L^1(\mathbb{R}) \). For such \( f \), the Fourier transform \( \mathcal{F}[\mathbb{D}_{-}^{\kappa,\lambda} f] \) satisfies \( \mathcal{F}[\mathbb{D}_{-}^{\kappa,\lambda} f](\omega) = (\lambda \pm i\omega)^{\kappa} \hat{f}(\omega) \) (see [65, Theorem 2.9]). Thus, we can extend the definition of tempered fractional derivatives to a suitable class of functions in \( L^2(\mathbb{R}) \) in a natural way, as described below. For any \( \kappa > 0 \) (and \( \lambda > 0 \)), define the fractional Sobolev space
\[ W^{\kappa,2}(\mathbb{R}) := \left\{ f \in L^2(\mathbb{R}) : \int_{\mathbb{R}} (\lambda^2 + \omega^2)^{\kappa} |\hat{f}(\omega)|^2 \, d\omega < \infty \right\}, \]
which is a Banach space with norm \( \|f\|_{\kappa,\lambda} = \| (\lambda^2 + \omega^2)^{\kappa/2} \hat{f}(\omega) \|_2 \). The space \( W^{\kappa,2}(\mathbb{R}) \) is the same for any \( \lambda > 0 \) (typically, we take \( \lambda = 1 \)) and all the norms \( \|f\|_{\kappa,\lambda} \) are equivalent, since \( 1 + \omega^2 \leq \lambda^2 + \omega^2 \leq \lambda^2(1 + \omega^2) \) for all \( \lambda > 1 \), and \( \lambda^2 + \omega^2 \leq 1 + \omega^2 \leq \lambda^2(1 + \omega^2) \) for all \( 0 < \lambda < 1 \).

**Definition 3.4** The positive (respectively, negative) tempered fractional derivative \( \mathbb{D}_{-}^{\kappa,\lambda} f(t) \) of a function \( f \in W^{\kappa,2}(\mathbb{R}) \) is defined as the unique element of \( L^2(\mathbb{R}) \) with Fourier transform \( \hat{f}(\omega)(\lambda \pm i\omega)^{\kappa} \) for any \( \kappa > 0 \) and any \( \lambda > 0 \).

Tempered fractional integrals or derivatives are useful in developing stochastic analysis based on TFLP and TFLP II, since we can naturally reexpress these processes based on the former. In fact, for \( t < 0 \), let \( 1_{[0,t]}(y) := -1_{[-t,0]}(y), y \in \mathbb{R} \). As shown in Lemma A.2, for \( d > 0 \) and \( t \in \mathbb{R} \), we can write
\[ S_{d,\lambda}^{I} (t) = \int_{-\infty}^{\infty} \left( \mathbb{D}_{-}^{d,\lambda} 1_{[0,t]} - \lambda^{d+1,\lambda} \mathbb{D}_{-}^{d+1,\lambda} 1_{[0,t]} \right)(y) \, dL(y) \quad (3.9) \]
and
\[ S_{d,\lambda}^{II} (t) = \int_{-\infty}^{\infty} \left( \mathbb{D}_{-}^{d,\lambda} 1_{[0,t]} \right)(y) dL(y). \quad (3.10) \]
Likewise, for \( -\frac{1}{2} < d < 0 \) and \( t \in \mathbb{R} \),
\[ S_{d,\lambda}^{I} (t) = \int_{-\infty}^{\infty} \left( \mathbb{D}_{-}^{-d,\lambda} 1_{[0,t]}(y) - \lambda^{d+1,\lambda} \mathbb{D}_{-}^{-d+1,\lambda} 1_{[0,t]}(y) \right) \, dL(y) \quad (3.11) \]
and
\[ S_{d,\lambda}^{II} (t) = \int_{-\infty}^{\infty} \left( \mathbb{D}_{-}^{-d,\lambda} 1_{[0,t]} \right)(y) dL(y). \quad (3.12) \]
In light of expressions (3.9)–(3.12), we are now in a position to construct the theory of stochastic integration with respect to TFLP II. Recall that we focus on integration with respect to TFLP II because the claims for TFLP are analogous to those for TFBM (see Remark 3.12). Let

\[ f(u) = \sum_{i=1}^{n} a_i 1_{[t_i, t_{i+1}]}(u) \]  

be a step, or elementary, function, where \( \{a_i\}_{i=1,...,n}, \{t_i\}_{i=1,...,n+1} \) are real numbers such that \( t_i \leq a_i \leq t_{i+1} \) for any \( i \). Also, let \( \mathcal{E} \) be the space of step functions. It is natural to define the stochastic integral of \( f \in \mathcal{E} \) with respect to \( S_{d,\lambda}^{II} \) by means of the Riemann-Stieltjes-like expression

\[
I_{d,\lambda}(f) = \int_{\mathbb{R}} f(x) dS_{d,\lambda}^{II}(x) = \sum_{i=1}^{n} a_i \left[ S_{d,\lambda}^{II}(t_{i+1}) - S_{d,\lambda}^{II}(t_i) \right].
\]  

Therefore, \( I_{d,\lambda}(f) \) is an infinitely divisible random variable with mean zero.

We first consider the memory parameter range \( d > 0 \). It follows immediately from (3.10) that we can write

\[
I_{d,\lambda}(f) = \int_{\mathbb{R}} (\mathbb{I}_{d,\lambda} f)(x) \, dL(x).
\]

Moreover, the isometry (2.3) implies that, for any \( f, g \in \mathcal{E} \),

\[
\langle I_{d,\lambda}(f), I_{d,\lambda}(g) \rangle_{L^2(\Omega)} = \mathbb{E} \left( \int_{\mathbb{R}} f(x) dS_{d,\lambda}^{II}(x) \int_{\mathbb{R}} g(x) dS_{d,\lambda}^{II}(x) \right) = \mathbb{E} L(1)^2 \int_{\mathbb{R}} \left( \mathbb{I}_{d,\lambda} f \right)(x) \left( \mathbb{I}_{d,\lambda} g \right)(x) \, dx.
\]

In view of expression (3.15), we define and characterize the class of integrands \( A_1 \) as follows.

**Theorem 3.5** Given \( d > 0 \) (and \( \lambda > 0 \), let

\[
A_1 = \left\{ f \in L^2(\mathbb{R}) : \int_{\mathbb{R}} \left| \left( \mathbb{I}_{d,\lambda} f \right)(x) \right|^2 \, dx < \infty \right\}.
\]

Then, the class of functions \( A_1 \) is a linear space with inner product

\[
\langle f, g \rangle_{A_1} := \langle F, G \rangle_{L^2(\mathbb{R})},
\]

where

\[
F(x) = \left( \mathbb{I}_{d,\lambda} f \right)(x) \quad \text{and} \quad G(x) = \left( \mathbb{I}_{d,\lambda} g \right)(x).
\]

The set of elementary functions \( \mathcal{E} \) is dense in \( A_1 \). Moreover, the linear space \( A_1 \) is not complete.

Note that, although \( A_1 = L^2(\mathbb{R}) \), the two spaces are endowed with different inner products.

We now define the stochastic integral with respect to TFLP II for any function in \( A_1 \) in the case where \( d > 0 \).
Definition 3.6 For any $d > 0$ (and $\lambda > 0$),

\[ I_{d,\lambda}(f) = \int_{\mathbb{R}} f(x)dS_{d,\lambda}^H(x) := \int_{\mathbb{R}} \left(I_{d,\lambda}^{-} f\right)(x) dL(x), \quad f \in \mathcal{A}_1, \]

(3.19)

where $\mathcal{A}_1$ is given by (3.16).

Remark 3.7 If one were instead to use the completion $\overline{\mathcal{A}_1}$ of $\mathcal{A}_1$ as a class of integrands, a random element $X \in \overline{\mathcal{S}^H_{d,\lambda}}$ could only be represented up to equivalence classes of sequences in $\overline{\mathcal{A}_1}$. See [76] for a detailed discussion.

In the following theorem, we establish the link between integrands and stochastic integrals when $d > 0$.

Theorem 3.8 For any $d > 0$ (and $\lambda > 0$), the stochastic integral $I_{d,\lambda}$ in (3.19) is an isometry between $\mathcal{A}_1$ and a strict subset of

\[ \overline{\mathcal{S}^H_{d,\lambda}} = \left\{ X \in L^2(\Omega) : \|I_{d,\lambda}(f_n) - X\|_{L^2(\Omega)} \to 0 \text{ for some sequence } (f_n)_{n \in \mathbb{N}} \subseteq \mathcal{E} \right\}. \]

(3.20)

As a consequence of Theorems 3.5 and 3.8, for the memory parameter range $d > 0$ the stochastic integral (3.19) is well defined as a $L^2(\Omega)$ limit of stochastic integrals constructed from elementary functions.

We now tackle the memory parameter range $-\frac{1}{2} < d < 0$. As usual, we first consider integrands in the space of elementary functions $\mathcal{E}$. It follows from (3.12) that the stochastic integral (3.14) can be written in the form

\[ I_{d,\lambda}(f) = \int_{\mathbb{R}} \left(D_{-}^{-d,\lambda} f\right)(x)dL(x), \quad f \in \mathcal{E}. \]

Moreover, by the isometry (2.3),

\[ \langle I_{d,\lambda}(f), I_{d,\lambda}(g) \rangle_{L^2(\Omega)} = \mathbb{E} \left( \int_{\mathbb{R}} \left(D_{-}^{-d,\lambda} f\right)(x)dL(x) \int_{\mathbb{R}} \left(D_{-}^{-d,\lambda} g\right)(x)dL(x) \right) = \int_{\mathbb{R}} \left(D_{-}^{-d,\lambda} f\right)(x)\left(D_{-}^{-d,\lambda} g\right)(x) dx, \]

(3.21)

for any $f, g \in \mathcal{E}$. In light of expression (3.21), we define and characterize the class of integrands $\mathcal{A}_2$ as follows.

Theorem 3.9 For any $-\frac{1}{2} < d < 0$ (and $\lambda > 0$), let

\[ \mathcal{A}_2 = \left\{ f \in W^{-d,2}(\mathbb{R}) : \varphi_f = D_{-}^{-d,\lambda} f \text{ for some } \varphi_f \in L^2(\mathbb{R}) \right\}. \]

(3.22)

Then, the class of functions $\mathcal{A}_2$ is a linear space with inner product

\[ \langle f, g \rangle_{\mathcal{A}_2} := \langle \varphi_f, \varphi_g \rangle_{L^2(\mathbb{R})}, \]

(3.23)

The set of elementary functions $\mathcal{E}$ is dense in $\mathcal{A}_2$. Moreover, the linear space $\mathcal{A}_2$ is complete.
We now define the stochastic integral with respect to TFLP $II$ for any function in $A_2$ in the case where $-\frac{1}{2} < d < 0$.

**Definition 3.10** For any $-\frac{1}{2} < d < 0$ (and $\lambda > 0$),

$$\mathcal{I}^{d,\lambda}(f) = \int_{\mathbb{R}} f(x) dS_{d,\lambda}^H(x) := \int_{\mathbb{R}} \left( D_{-d,\lambda}^{-d,\lambda} f \right)(x) dL(x), \quad f \in A_2,$$

where $A_2$ is given by (3.22).

In the following theorem, we establish the link between integrands and stochastic integrals when $-\frac{1}{2} < d < 0$. In contrast with the range $d > 0$ (see Theorem 3.8), in this case every element in the space $\overline{Sp}(S_{d,\lambda}^H)$ can be represented as a stochastic integral of a single integrand function $f \in A_2$.

**Theorem 3.11** For any $-\frac{1}{2} < d < 0$ (and $\lambda > 0$), the space $A_2$ is isometric to $\overline{Sp}(S_{d,\lambda}^H)$, where $\overline{Sp}(S_{d,\lambda}^H)$ is given by (3.20).

Note that an element $X \in \overline{Sp}(S_{d,\lambda}^H)$ is an infinitely divisible random variable. In fact, the law of $S_{d,\lambda}^H$ is the limit of infinitely divisible laws and, hence, likewise for $X$. In addition, it has mean zero and finite variance

$$\text{Var}(X) = \lim_{n \to \infty} \text{Var}[\mathcal{I}^{d,\lambda}(f_n)]$$

(cf. [80], Theorem 2.7). Moreover, $X$ can be associated with an equivalence class of sequences of elementary functions $(f_n)_{n \in \mathbb{N}}$ such that $\|\mathcal{I}^{d,\lambda}(f_n) - X\|_{L^2(\Omega)} \to 0$ as $n \to \infty$. Theorem 3.11 states that for any $X \in \overline{Sp}(S_{d,\lambda}^H)$, there exists a unique $f \in L^2(\mathbb{R})$ such that $\|f_n - f\|_{L^2(\mathbb{R})} \to 0$ as $n \to \infty$, and that we can write $X = \int_{\mathbb{R}} f(x) dS_{d,\lambda}^H(x)$.

**Remark 3.12** Stochastic integration with respect to TFLP leads to properties that are analogous to those contained in Theorems 3.5, 3.9, 3.10 and 3.14 in [65] for the Gaussian case (TFBM). Moreover, these properties can be established by adapting the second order arguments used in [65]. For the reader’s convenience, we summarize the main statements, where $L = \{L(t)\}_{t \in \mathbb{R}}$ is given by (2.1).

Let

$$-\frac{1}{2} < d < 0, \quad \lambda > 0.$$  

(3.25)

Then, the class of functions

$$A_3 := \left\{ f \in L^2(\mathbb{R}) : \int_{\mathbb{R}} \left| D_{-d,\lambda}^{-d,\lambda} f(x) - \lambda D_{-d-1,\lambda}^{-d+1,\lambda} f(x) \right|^2 < \infty \right\}$$

is a linear space with inner product $\langle f, g \rangle_{A_3} := \langle F, G \rangle_{L^2(\mathbb{R})}$, where

$$F(x) = \Gamma(-d + 1) \left[ D_{-d,\lambda}^{-d,\lambda} f(x) - \lambda D_{-d-1,\lambda}^{-d+1,\lambda} f(x) \right] , \quad G(x) = \Gamma(-d + 1) \left[ D_{-d,\lambda}^{-d,\lambda} g(x) - \lambda D_{-d-1,\lambda}^{-d+1,\lambda} g(x) \right].$$
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Moreover, the space $A_3$ is not complete. Under (3.25), we define
\[
\int_\mathbb{R} f(x)S_{d,\lambda}(dx) := \Gamma(-d+1) \int_\mathbb{R} \left[ I_{d,\lambda}^{-d} f(x) - \lambda I_{d,\lambda}^{1-d} f(x) \right] dL(x), \quad f \in A_3.
\] (3.26)
Then, the stochastic integral in (3.26) is an isometry from $A_3$ into $\mathbb{S}^d(S_{d,\lambda})$. Since $A_3$ is not complete, these two spaces are not isometric.

Now let
\[
0 < d < 1/2, \quad \lambda > 0,
\] (3.27)
and consider the fractional Sobolev space $W^{d,2}(\mathbb{R})$ as given by (3.8). Then, the class of functions
\[
A_4 := \{ f \in W^{d,2}(\mathbb{R}) : \varphi_f = D_{d,\lambda} f - \lambda I_{1-d,\lambda} f \text{ for some } \varphi_f \in L^2(\mathbb{R}) \}
\]
is a linear space with inner product $\langle f, g \rangle_{A_4} := \langle F, G \rangle_{L^2(\mathbb{R})}$, where
\[
F(x) = \Gamma(1-d) \left[ D_{d,\lambda} f(x) - \lambda I_{1-d,\lambda} f(x) \right], \quad G(x) = \Gamma(1-d) \left[ D_{d,\lambda} g(x) - \lambda I_{1-d,\lambda} g(x) \right].
\]
Moreover, the space $A_4$ is not complete. Under (3.27), we define
\[
\int_\mathbb{R} f(x)S_{d,\lambda}^I(dx) := \Gamma(1-d) \int_\mathbb{R} \left[ D_{d,\lambda} f(x) - \lambda I_{1-d,\lambda} f(x) \right] dL(x), \quad f \in A_4.
\] (3.28)
Then, the stochastic integral in (3.28) is an isometry from $A_4$ into $\mathbb{S}^d(S_{d,\lambda})$. Since $A_4$ is not complete, these two spaces are not isometric.

### 4 Conclusion

In this work, we use exponential tempering to construct two flexible parametric classes of second order, non-Gaussian transient anomalous diffusion models called TFLP and TFLP II. In particular, their increment processes exhibit semi-long range dependence, namely, their autocovariance functions decay hyperbolically over small lags and exponentially fast over large lags. We establish the covariance and sample path regularity properties of the TFLP and TFLP II classes. Moreover, with the purpose of constructing a stochastic analysis framework, we use tempered fractional derivatives and integrals to develop the theory of stochastic integration with respect to TFLP and TFLP II, which may not be semimartingales.

The results in this paper open up several new research directions. The developed theory provides mathematical tools for the study of solutions of TFLP and TFLP II-driven Langevin-type equations. Moreover, it can also be applied in constructing functional limit theorems for unit root problems (cf. [86]). From a modeling standpoint, it remains as a future research topic to develop efficient inferential methods for the analysis of geophysical flow and nanobiophysical data. A related research direction is that of the assessment and development of new simulation methods for the TFLP families. This is especially important for TFLP II, since the additional integral term in the kernel $g_{d,\lambda,t}^{II}$ makes Stieltjes-based simulation rather computationally costly.
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A Proofs

Proof of Proposition 2.3: The proof of (2.7) follows by a similar argument of Proposition 2.3 in [64] and hence we omit the details. To show (2.9), apply the covariance function formula (2.7) in Proposition 2.3 for \( s = t \) to arrive at

\[
\text{Var}[S_{d,\lambda}(t)] = \frac{\mathbb{E}(L(1)^2)}{\Gamma(1 + d)^2} \left[ \frac{2\Gamma(1 + 2d)}{(2\lambda)^{1+2d}} - \frac{2\Gamma(1 + d)}{\sqrt{\pi}} \left( \frac{1}{2\lambda} \right)^{d+\frac{1}{2}} |t|^{d+\frac{1}{2}} K_{d+\frac{1}{2}}(\lambda t) \right].
\] (A.1)

The second term inside the bracket tends to zero as \( t \to \infty \), since

\[
K_{d+\frac{1}{2}}(\lambda t) \sim \sqrt{\frac{\pi}{2\lambda t}} e^{-\lambda t}.
\]

Hence, relation (2.9) holds, as claimed.

Proof of Proposition 2.5: Starting from the definition of TFLP, we can use integration by parts (see [62], p. 1106) to write

\[
\Gamma(d+1)S_{d,\lambda}^I(t) = \int_{\mathbb{R}} \left[ e^{-\lambda(t-x)+}(t-x)^d_+ - e^{-\lambda(-x)+}(-x)^d_+ \right] dL(x)
\]

\[
= \int_{-\infty}^t e^{-\lambda(t-x)}(t-x)^d dL(x) - \int_{-\infty}^0 e^{\lambda x}(-x)^d dL(x)
\]

\[
= \lim_{u \uparrow t} \left( e^{-\lambda(t-u)}(t-u)^d L(u) - \int_{-\infty}^u L(u) d(e^{-\lambda(t-u)}(t-u)^d) \right)
\]

\[- \lim_{u \downarrow 0} \left( e^{\lambda u}(-u)^d L(u) - \int_{-\infty}^u L(u) d(e^{\lambda u}(-u)^d) \right).
\] (A.2)

Using [90] Proposition 47.11, we have \( e^{\lambda u} L(v) \to 0 \) as \( v \to 0 \). Hence, for \( d > 0 \),

\[
\lim_{u \uparrow t} e^{-\lambda(t-u)}(t-u)^d L(u) = \lim_{u \downarrow 0} e^{\lambda u}(-u)^d L(u) = 0.
\]

Therefore, we can reexpress (A.2) as

\[
- \lim_{u \downarrow 0} \int_{-\infty}^u L(u) \left( - d e^{-\lambda(t-u)}(t-u)^{d-1} + \lambda e^{-\lambda(t-u)}(t-u)^d \right) du
\]

\[+ \lim_{u \uparrow t} \int_{-\infty}^u L(u) \left( - d e^{\lambda u}(-u)^{d-1} + \lambda e^{\lambda u}(-u)^d \right) du
\]

\[= d \int_{\mathbb{R}} L(u) \left[ e^{-\lambda(t-u)+}(t-u)^{d-1} - e^{-\lambda(-u)+}(-u)^{d-1} \right] du
\]

\[- \lambda \int_{\mathbb{R}} L(u) \left[ e^{-\lambda(t-u)+}(t-u)^d_+ - e^{-\lambda(-u)+}(-u)^d_+ \right] du.
\]
Hence, \((2.11)\) holds.

To show the continuity of the process \((2.11)\), without loss of generality fix \(t \in (a, b) \subseteq \mathbb{R}_+\). Rewrite the first term in the expression \((2.11)\) as

\[
\left\{ \int_{-\infty}^{a} + \int_{a}^{t} \right\} \left( e^{-\lambda(t-x)}(t-x)^{d-1} - e^{-\lambda(-x)}(-x)^{d-1} \right) L(x) \, dx.
\]

We want to show that this expression is continuous as a function of \(t\). On one hand, the mapping \(t \mapsto \int_{-\infty}^{a} L(u) \left[ e^{-\lambda(t-u)}(t-u)^{d-1} - e^{-\lambda(-u)}(-u)^{d-1} \right] du\) is continuous. This is a consequence of the dominated convergence theorem, since

\[
\int_{-\infty}^{a} 1_{(-\infty,a]}(u) |L(u)| \left| e^{-\lambda(t-u)}(t-u)^{d-1} - e^{-\lambda(-u)}(-u)^{d-1} \right| \, du \leq \int_{-\infty}^{a} 1_{(-\infty,a]}(u) |L(u)| \left( e^{-\lambda(a-u)}(b-u)^{d-1} + e^{-\lambda(-u)}(-u)^{d-1} \right) \in L^1(\mathbb{R}),
\]

where we use the fact that \(L\) is locally bounded. On the other hand, by making the change of variable \(z = t-u\),

\[
\int_{a}^{t} L(u)e^{-\lambda(t-u)}(t-u)^{d-1} \, du = \int_{[0,t-a]} 1_{[0,t-a]}(z)L(t-z)e^{-\lambda z}z^{d-1} \, dz. \tag{A.3}
\]

However, the integrand in \((A.3)\) is bounded in absolute value by

\[
\sup_{w \in (a,b)} |L(w)|1_{[0,b-a]}(z)e^{-\lambda z}z^{d-1} \in L^1(\mathbb{R}).
\]

Therefore, by the dominated convergence theorem, the mapping \(t \mapsto \int_{a}^{t} L(u)e^{-\lambda(t-u)}(t-u)^{d-1} - e^{-\lambda(-u)}(-u)^{d-1} \, du\) is also continuous. Hence, the first term in the expression \((2.11)\) is continuous as a function of \(t\), as claimed. Again by the dominated convergence theorem, the second term in the expression \((2.11)\) is also continuous as a function of \(t\). This establishes that the process \((2.11)\) is continuous.

\[\square\]

**Proof of Theorem 2.6** First, we establish (a). We use the modification of \(S_{d,\lambda}^{I}\) given in Theorem 2.5 to write

\[
|S_{d,\lambda}^{I}(t) - S_{d,\lambda}^{I}(s)| \leq \frac{1}{\Gamma(d)} \int_{\mathbb{R}} \left| e^{-\lambda(t-u)}(t-u)^{d-1} - e^{-\lambda(s-u)}(s-u)^{d-1} \right| \left| L(u) \right| \, du + \frac{\lambda}{\Gamma(d+1)} \int_{\mathbb{R}} \left| e^{-\lambda(t-u)}(t-u)^{d} - e^{-\lambda(s-u)}(s-u)^{d} \right| \left| L(u) \right| \, du. \tag{A.4}
\]

Recall that \(0 < d \leq 1/2\). For notational simplicity, consider a parameter \(\beta\), which can be interpreted either as \(d\) or \(d-1\), i.e. \(\beta \in (-1,-1/2] \cup (0,1/2]\). Define

\[
W_{\beta}(s,t) = \int_{\mathbb{R}} \left| e^{-\lambda(t-u)}(t-u)_{+}^{\beta} - e^{-\lambda(s-u)}(s-u)_{+}^{\beta} \right| \left| L(u) \right| \, du.
\]
For $s, t$ satisfying $-T \leq s \leq t \leq T$, we obtain

$$W_{\beta}(s, t) = \int_s^t e^{-\lambda(t-u)}(t-u)^\beta |L(u)| \, du + \int_{-\infty}^s e^{-\lambda(t-u)}(t-u)^\beta - e^{-\lambda(s-u)}(s-u)^\beta |L(u)| \, du$$

$$\leq \sup_{|u| \leq T} |L(u)| \int_s^t e^{-\lambda(t-u)}(t-u)^\beta \, du + \int_{-\infty}^s e^{-\lambda(t-u)}(t-u)^\beta - (s-u)^\beta |L(u)| \, du$$

$$+ \int_{-\infty}^s (s-u)^\beta e^{-\lambda(t-u)} - e^{-\lambda(s-u)} |L(u)| \, du.$$

Using the substitution $h = t - s$, we get

$$W_{\beta}(s, t) \leq \frac{h^{\beta+1}}{\beta + 1} \sup_{|u| \leq T} |L(u)| + e^{-\lambda h} \int_{-\infty}^s e^{-\lambda(s-u)}(h + s - u)^\beta - (s-u)^\beta |L(u)| \, du$$

$$+ \int_{-\infty}^s e^{-\lambda h} - 1|(s-u)^\beta e^{-\lambda(s-u)}|L(u)| \, du$$

$$= \frac{h^{\beta+1}}{\beta + 1} \sup_{|u| \leq T} |L(u)| + e^{-\lambda h} \int_0^\infty e^{-\lambda v}(h + v)^\beta - v^\beta |L(s-v)| \, dv$$

$$+ (1 - e^{-\lambda h}) \int_0^\infty v^\beta e^{-\lambda v}|L(s-v)| \, dv$$

$$=: I_1 + I_2 + I_3.$$

Since $L$ is locally bounded, then

$$I_1 \leq C_1(\omega)h^{\beta+1}$$

for an almost surely finite random variable $C_1$. Next, observe that

$$\limsup_{|v| \to \infty} \frac{|L(v)|}{|v|} = 0$$

(A.7)

by [90] Proposition 48.9]. In particular, the integrands appearing in $I_2$ and $I_3$ are finite almost surely (since $\lambda > 0$). Since $(1 - e^{-\lambda h}) \leq \lambda h$ for $h > 0$, we conclude that there is an almost sure finite continuous random variable $C_3(\omega)$ such that

$$I_3(\omega) \leq C_3(\omega)h$$

for all $-T \leq s \leq t \leq T$.

In regard to $I_2$, consider the decomposition

$$\left\{ \int_0^1 + \int_1^{\infty} \right\} e^{-\lambda v}(h + v)^\beta - v^\beta |L(s-v)| \, dv.$$

(A.9)

By the mean value theorem, for each $v > 0$ there exists some $v_h \in [v, v+h]$ such that $(h+v)^\beta - v^\beta = h\beta v_h^{\beta-1}$. Thus, we can bound the second integral in (A.9) by

$$\int_1^\infty e^{-\lambda v}(h + v)^\beta - v^\beta |L(s-v)| \, dv$$

$$\leq \int_1^\infty e^{-\lambda v}h\beta \max\{v^\beta, (v+h)^\beta\}|L(s-v)| \, dv \leq C_{2,1}h$$

(A.10)
\(-T \leq s \leq t \leq T\). In (A.10), \(C_{2,1}\) is an almost surely finite random variable as a consequence of (A.7). On the other hand, the first integral in (A.9) can be bounded by

\[
\int_0^1 e^{-\lambda v} (h + v)^\beta - v^\beta \left| L(s - v) \right| dv \\
\leq \sup_{v \in [-T^{-1}, T]} |L(v)| \int_0^1 (h + v)^\beta - v^\beta \right| dv \\
= \sup_{v \in [-T^{-1}, T]} |L(v)| \int_0^1 (h + v)^\beta \, dv - \int_0^1 v^\beta \, dv \\
= \sup_{v \in [-T^{-1}, T]} |L(v)| \left| \frac{1}{\beta + 1} \left( (1 + h)^{\beta+1} - h^{\beta+1} - 1 \right) \right| \\
\leq \sup_{v \in [-T^{-1}, T]} |L(v)| \left| \frac{1}{\beta + 1} \left( (1 + h)^{\beta+1} - 1 + h^{\beta+1} \right) \right|.
\]

Using a Taylor expansion, it follows that there is an almost surely finite random variable \(C_{2,2}\) such that

\[
\int_0^1 e^{-\lambda v} (h + v)^\beta - v^\beta \left| L(s - v) \right| dv \leq C_{2,2} |h|_{\min(1, \beta+1)} \tag{A.11}
\]

for \(s, t \in [-T, T]\). Combining (A.5), (A.6), (A.8), (A.10), and (A.11), we see that

\[
|W_\beta(s, t)| \leq C_\beta |h|_{\min(1, \beta+1)} \tag{A.12}
\]

for \(s, t \in [-T, T]\), where \(C_\beta\) is an almost surely finite random variable. Applying (A.12) to (A.4) with \(\beta = d\) and \(\beta = d - 1\) yields

\[
|S^I_{d,\lambda}(t) - S^I_{d,\lambda}(s)| \leq C_T |t - s|^d, \quad s, t \in [-T, T],
\]

which establishes (2.20).

To show (b), let \(-\frac{1}{2} < d < 0\). In this case, the kernel function \(g_{d,\lambda, t}^I(s)\) is not locally bounded and in fact the mapping \(t \mapsto g_{d,\lambda, t}^I(s), t \in \mathbb{R}\), is unbounded and discontinuous for all \(s\). Therefore, Theorem 4 in [31] implies that the sample paths of \(S^I_{d,\lambda}\) are unbounded and discontinuous with positive probability, as claimed. \(\square\)

Proof of Proposition 2.7: To prove (a), note that TFLN has the same covariance structure as tempered fractional Gaussian noise (TFGN), up to a constant. Expression (2.15) can be obtained by following the same argument as in Chen et al. [24, Appendix 2] for the asymptotic behavior of TFGN over large covariance lags.

To show (b), let \(a(t)\) be the time domain kernel of the moving average representation (2.14) of TFLN. Then, the spectral density is given by

\[
h^I(\omega) = \frac{1}{2\pi} \left| \int_{\mathbb{R}} e^{-i\omega t} a(t) dt \right|^2 = \frac{1}{2\pi} \left| \frac{e^{i\omega} - 1}{(\lambda + i\omega)^{d+1}} \right|^2.
\]
Proof of Proposition 2.9: We first note that

Using the relation

is the function given by (2.8). Hence,

This establishes (2.16). □

The next lemma is mentioned in Section 2.2. As a consequence of the lemma, $S_{d,\lambda}^H(t)$ is well defined for any $t > 0$.

**Lemma A.1** Let $g_{d,\lambda,t}^H(y)$ be the function (2.8). Then,

$$g_{d,\lambda,t}^H(y) \in L^2(\mathbb{R})$$

(A.13)

for any $t \in \mathbb{R}$ and any $\lambda > 0$, $d > -\frac{1}{2}$.

**Proof of Lemma A.1:** Let $t > 0$. By applying Minkowski’s inequality to (2.8), we arrive at

$$\|g_{d,\lambda,t}^H(\cdot)\|_2 \leq \left( \int_{\mathbb{R}} (t - y)^{2d_2} e^{-2\lambda (t-y)^+} dy \right)^{1/2} + \left( \int_{\mathbb{R}} (-y)^{2d_2} e^{-2\lambda (-y)^+} dy \right)^{1/2}$$

$$+ \lambda \left( \int_{\mathbb{R}} \left\{ \int_0^t (s - y)^d_+ e^{-\lambda (s-y)^+} ds \right\} dy \right)^{1/2} < \infty,$n

where finiteness is a consequence of the facts that $2d + 1 > 0$ and $\lambda > 0$. Since $g_{d,\lambda,-t}^H(y) = -g_{d,\lambda,t}^H(y + t)$ for any $t, y \in \mathbb{R}$, (A.13) holds. □

**Proof of Proposition 2.9:** We first note that $g_{d,\lambda,t}^H(y) = d \int_0^t (s - y)^{d-1} e^{-\lambda (s-y)^+} ds$, where $g_{d,\lambda,t}^H(y)$ is the function given by (2.8). Hence,

$$S_{d,\lambda}^H(t) = \frac{1}{\Gamma(d+1)} \int_{\mathbb{R}} g_{d,\lambda,t}^H(y) dL(y) = \frac{1}{\Gamma(d)} \int_{\mathbb{R}} \int_0^t (s - y)^{d-1} e^{-\lambda (s-y)^+} ds dL(y)$$

(A.14)

From Proposition 2.1

$$\text{Cov} \left( \int_{\mathbb{R}} f(y) dL(y), \int_{\mathbb{R}} g(y) dL(y) \right) = \mathbb{E}[L(1)^2] \int_{\mathbb{R}} f(y) g(y) dy$$

(A.15)

Now, by Lemma A.1, we can apply (A.15) to TFLP $H$ in (A.14) to write

$$\text{Cov} \left( S_{d,\lambda}^H(t), S_{d,\lambda}^H(s) \right) = \frac{\mathbb{E}[L(1)^2]}{(\Gamma(d))^2} \int_{\mathbb{R}} g_{d,\lambda,t}^H(y) g_{d,\lambda,s}^H(y) dy$$

$$= \frac{\mathbb{E}[L(1)^2]}{(\Gamma(d))^2} \int_{\mathbb{R}} \left( \int_0^t \int_0^s (u - y)^{d-1} (v - y)^{d-1} e^{-\lambda (u-y)^+} e^{-\lambda (v-y)^+} dv du \right) dy$$

(A.16)

Using the relation

$$\int_0^\infty x^{\nu-1} (x + \beta)^{\nu-1} e^{-\lambda x} dx = \frac{1}{\sqrt{\pi}} \left( \frac{\beta}{\mu} \right)^{\nu-\frac{1}{2}} e^{\frac{\beta \mu}{2}} \Gamma(\nu) K_{\frac{1}{2}-\nu} \left( \frac{\beta \mu}{2} \right),$$

(see [43], p. 348), we have

$$\int_{-\infty}^{\min(u,v)} (u - y)^{d-1} (v - y)^{d-1} e^{-\lambda (u-y)} e^{-\lambda (v-y)} dy = \frac{\Gamma(d)}{\sqrt{\pi}} \left( \frac{|u - v|}{2\lambda} \right)^{d-\frac{1}{2}} K_{d-\frac{1}{2}}(\lambda |u - v|).$$

(A.18)
Therefore, from (A.16) and (A.18), we have
\[
\text{Cov}\left(S_{d,\lambda}^{H}(t), S_{d,\lambda}^{H}(s)\right) = \frac{\mathbb{E}[L(1)^2]}{\sqrt{\pi \Gamma(d)(2\lambda)^{d-\frac{1}{2}}} \int_{0}^{t} \int_{0}^{s} |u-v|^{d-\frac{1}{2}} K_{d-\frac{1}{2}}(\lambda |u-v|)dv \, du}
\]
for any \(d > 0\) and \(\lambda > 0\), as claimed. \(\blacksquare\)

**Proof of Proposition 2.11**: The proof follows the similar technique that was employed in Theorem 2.5 and hence we omit it. \(\blacksquare\)

**Proof of Theorem 2.12**: We use the Kolmogorov-Čentsov theorem (e.g., [49], p. 53) to establish the claim. Since \(\lambda > 0\) is fixed, we can assume \(\lambda = 1\) without loss of generality. Since the increments of \(S_{d,1}^{H}(t)\) are stationary, it suffices to show that
\[
\mathbb{E}|S_{d,1}^{H}(t)|^{2} \leq C t^{1+\beta}
\]
(2.19) for some \(\beta > 0\) and all \(0 < t < 1\). Consider \(g_{d,1,t}^{H}\) as in (2.17). By (A.15),
\[
\mathbb{E}|S_{d,1}^{H}(t)|^{2} = C \int_{-\infty}^{t} (g_{d,1,t}^{H}(y))^{2} \, dy =: C(I_1 + I_2),
\]
where
\[
I_1 = \int_{-t}^{t} (g_{d,1,t}^{H}(y))^{2} \, dy = \frac{1}{\Gamma(d)} \int_{-t}^{t} \left( \int_{0}^{s} (s-x)^{d-1} e^{-(s-x)} ds \right)^{2} dx
\]
\[
\leq C \int_{-t}^{t} (t-y)^{2d} \, dy \leq C t^{2d+1}
\]
and
\[
I_2 = \int_{-\infty}^{-t} (g_{d,1,t}^{H}(y))^{2} \, dy \leq C \int_{-t}^{\infty} \left( (t+y)^{d} e^{-(t-y)} - y^{d} e^{-y} \right)^{2} dy
\]
\[
+ C \int_{-t}^{\infty} \left\{ \int_{0}^{t} (s+y)^{d} e^{-(s-y)} \, ds \right\}^{2} dy = C(I_2' + I_2'').
\]
Using \(|(t+y)^{d} e^{-(t-y)} - y^{d} e^{-y}| \leq |e^{-(t+1)} - 1| e^{-y} (t+y)^{d} + e^{-y} |(t+y)^{d} - y^{d}| \leq Ct e^{-y} (t+y)^{d} + C t e^{-y} y^{d}\) we obtain \(I_2' \leq C t^{2}\) and, similarly, \(I_2'' \leq C t^{2}\), implying \(I_1 + I_2 \leq C(t^{2d+1} + t^{2})\) and \(\mathbb{E}|S_{d,1}^{H}(t)|^{2} \leq C(t^{2d+1} + t^{2}) \leq t^{2d+1}\) since \(d \in (0, 1/2]\) and \(0 < t < 1\). Hence, (2.19) is satisfied with \(\beta = 2d\). This completes the proof. To show (b), note that when \(-\frac{1}{2} < d < 0\) \(g_{d,\lambda}^{H}(s)\) is not locally bounded and \(t \mapsto g_{d,\lambda}^{H}(s), t \in \mathbb{R}\) is unbounded and discontinuous for all \(s\), and so the same proof in part (b) of Theorem 2.6 applies. \(\blacksquare\)

**Proof of Proposition 2.13**: To show (a), note that the autocovariance function of a TFGN II satisfies \(\gamma(h) \sim e^{-\lambda h} h^{d-1}\) as \(h \to \infty\) (see [85]). From (2.3), TFBM II and TFLP II have the same second order structure up to constants. Hence, (2.23) holds.
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To show (b), let \( \left( \mathbb{I}_{\alpha} \lambda \right)(x) \) be as in (3.4) with \( \kappa = d \). Note that the process \( X^{H}_{\lambda,d} \) as in (2.14) has the integral representation

\[
X^{H}_{\lambda,d}(t) = \int_{\mathbb{R}} \left( \mathbb{I}_{\alpha} \lambda \right)_{1}[t,t+1](x) \, dL(x).
\]

Therefore, its spectral density is given by

\[
h^{H}(\omega) = \frac{1}{2\pi} \left| \int_{\mathbb{R}} e^{-i\omega t} \left( \mathbb{I}_{\alpha} \lambda \right)_{1}[t,t+1](\omega) \, dt \right|^2
g= \frac{1}{2\pi} (\lambda + i\omega)^{-d} \int_{t}^{t+1} e^{-i\omega x} \, dx \frac{1}{2\pi} \frac{2(1 - \cos(\omega))}{(\lambda^2 + \omega^2)^d \, \omega^2},
\]
as claimed.

\textbf{Proof of Proposition 2.14} Write

\[
\phi^{I}(x) = x^{d} e^{-\lambda x}, \quad \phi^{II}(x) = x^{d} e^{-\lambda x} + \lambda \int_{0}^{x} u^{d} e^{-\lambda u} \, du,
\]

and note that

\[
S^{I}_{\lambda,d}(t) = \frac{1}{\Gamma(d+1)} \int_{\mathbb{R}} \{ \phi^{I}(t - x) - \phi^{I}(-x) \} \, dL(x),
\]

\[
S^{II}_{\lambda,d}(t) = \frac{1}{\Gamma(d+1)} \int_{\mathbb{R}} \{ \phi^{II}(t - x) - \phi^{II}(-x) \} \, dL(x).
\]

For \( x > 0 \), the derivatives \( \eta^{I}(x) := \frac{d}{dx} \phi^{I}(x) \), \( \eta^{II}(x) := \frac{d}{dx} \phi^{II}(x) \) exist and satisfy \( \eta^{I}(x) \sim \eta^{II}(x) \sim dx^{d-1}, \, x \to 0^{+} \). Hence

\[
\int_{a}^{b} |\eta^{I}(x)|^{\alpha} \, dx = \infty, \quad \int_{a}^{b} |\eta^{II}(x)|^{\alpha} \, dx = \infty
\]

for any interval \( [a,b] \) containing 0 whenever \( \alpha(d - 1) + 1 < 0 \), i.e., whenever \( d + \frac{1}{\alpha} < 1 \). Hence, by Corollary 3.4 in [12], the processes

\[
\int_{0}^{t} \phi^{I}(t - x) \, dL(x), \quad \int_{0}^{t} \phi^{II}(t - x) \, dL(x), \quad t \geq 0
\]

are not \( (\mathcal{F}^{L}_{t})_{t \geq 0} \)-semimartingales, where \( (\mathcal{F}^{L}_{t})_{t \geq 0} = \sigma\{L(s); 0 \leq s \leq t\} \). Thus, since \( L \) is symmetric, in view of the representations (A.21), by Lemma 5.2 of [12] \( S^{I}_{\lambda,d} \) and \( S^{II}_{\lambda,d} \) are not \( (\mathcal{F}^{L,\infty}_{t})_{t \geq 0} \)-semimartingales.

\textbf{Proof of Proposition 3.1} The proof is similar to that of Theorem 3.9 in [26]. Write \( \eta^{I}(x) = \frac{d}{dx} \phi^{I}(x) \) where \( \phi^{I} \) is given in (A.20). Note since \( d > 1/2 \), \( \eta^{I} \in L^{2}(\mathbb{R}) \), and hence the integral \( \int_{\mathbb{R}} \eta^{I}(x) \, dL(x) \) is well-defined. Now,

\[
\Gamma(d+1) S^{I}_{\lambda,d}(t) = \int_{-\infty}^{t} \{ \phi^{I}(t - x) - \phi^{I}(-x) \} \, dL(x)
\]

\[
= \int_{-\infty}^{0} \{ \phi^{I}(t - x) - \phi^{I}(-x) \} \, dL(x) + \int_{0}^{t} \phi^{I}(t - x) \, dL(x)
\]
\[
I_s(x) := \int_{-\infty}^{t} \int_{0}^{s} \eta'(s-x)dsdL(x) + \int_{0}^{t} \int_{x}^{s} \eta'(s-x)dsdL(x).
\]

Hence, by a stochastic version of the Fubini theorem (e.g., [79], Theorem 65), the above process has a version that is equal to
\[
\int_{-\infty}^{t} \int_{0}^{s} \eta'(s-x)dL(x)ds + \int_{0}^{t} \int_{s}^{t} \eta'(s-x)dL(x)ds = \int_{0}^{t} \int_{-\infty}^{s} \eta'(s-x)dL(x)ds.
\]

This establishes (i).

We now turn to (ii). First note that
\[
S_{d,\lambda}^{II}(t) = \frac{1}{\Gamma(d+1)} \int_{\mathbb{R}} \{\phi^{II}(t-x) - \phi^{II}(-x)\}dL(x),
\]
where \(\phi^{II}\) is given in (A.20). Since \(d > 1/2\), \(\frac{d}{dx} \phi^{II}(x) \in L^2(\mathbb{R})\), and the rest of the proof can be done similarly to that of part (i).

The following lemma is used in Section 3.

**Lemma A.2** Let \(S_{d,\lambda}^{I}\) and \(S_{d,\lambda}^{II}(t)\) be a TFLP and TFLP II given by (2.6) and (2.17), respectively. Then, for every \(t \in \mathbb{R}\),

(a) when \(d > 0\), expressions (3.9) and (3.10) hold;

(b) when \(-\frac{1}{2} < d < 0\), expressions (3.11) and (3.12) hold.

**Proof of Lemma A.2**: The proofs can be developed along the same lines of that of Lemma 3.4 in [65] for TFLP, and of Proposition 2.5 in [85] for TFLP II.

**Proof of Theorem 3.5**: To show that \(A_1\) is an inner product space, it suffices to establish that \(\langle f, f \rangle_{A_1} = 0\) implies \(f = 0\) \(dx\)-a.e. If \(\langle f, f \rangle_{A_1} = 0\), then in view of (3.17) and (3.18) we have \(\langle F, F \rangle_2 = 0\), so \(F(x) = \left(\mathbb{P}^{d,\lambda}_{-}\right)(f)(x) = 0\) \(dx\)-a.e. Then,

\[
\left(\mathbb{P}^{d,\lambda}_{-}\right)(f)(x) = 0 \quad dx\text{-a.e.} \quad (A.22)
\]

Apply \(\mathbb{D}^{d,\lambda}_{-}\) to both sides of equation (A.22) and use Lemma 2.14 in [65] to get \(f(x) = 0\) \(dx\)-a.e. Hence, \(A_1\) is an inner product space, as claimed.

Next, we want to show that the set of elementary functions \(\mathcal{E}\) is dense in \(A_1 \subseteq L^2(\mathbb{R})\). For any \(f \in A_1\), we also have \(f \in L^2(\mathbb{R})\), and hence there exists a sequence of elementary functions \((f_n)_{n \in \mathbb{N}}\) in \(L^2(\mathbb{R})\) such that \(\|f - f_n\|_2 \to 0\) as \(n \to \infty\). However,

\[
\|f - f_n\|_{A_1}^2 = \langle f - f_n, f - f_n \rangle_{A_1} = \langle F - F_n, F - F_n \rangle_2 = \|F - F_n\|_2^2,
\]
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where $F_n(x) = \left( I_{-}^{d,\lambda} f_n \right)(x)$ and $F(x)$ is given by (3.18). It can be further shown that $\| I^{k,\lambda}(f) \|_2 \leq C \| f \|_2$ for some constant $C$. Then,

$$\| f - f_n \|_{A_1} = \| F - F_n \|_2 = \| I_{-}^{d,\lambda}(f - f_n) \|_2 \leq C \| f - f_n \|_2.$$  

Since $\| f - f_n \|_2 \to 0$ as $n \to \infty$, it follows that the set of elementary functions is dense in $A_1$. Finally, using the example provided in the [76, Theorem 3.1], one can show that $A_1$ is not complete.

The following proposition can be established by a direct adaptation of the proof of Proposition 2.1 in [76].

**Proposition A.3** For $d > -1/2$, $\lambda > 0$, let $E$ be the set of elementary functions, let $I^{d,\lambda}(f)$ be an integral (3.19) of $f \in E$ with respect to the Lévy process $L$ as in (2.1). Suppose $D$ is a set of deterministic functions on $\mathbb{R}$ such that: (i) $D$ is an inner product space with an inner product $\langle f, g \rangle_D$ for $f, g \in D$; (ii) $E \subseteq D$ and $\langle f, g \rangle_D = \langle I^{d,\lambda}(f), I^{d,\lambda}(g) \rangle_{L^2(\Omega)}$, $f, g \in E$; (iii) the set is dense in $D$. Then,

(a) there is an isometry between the space $D$ and a linear subspace of $\overline{Sp}(S^H_{d,\lambda})$ which is an extension of the mapping $f \mapsto I^{d,\lambda}(f)$, $f \in E$;

(b) $D$ is isometric to $\overline{Sp}(S^H_{d,\lambda})$ itself if and only if $D$ is complete.

We are now in a position to prove Theorem 3.8

**Proof of Theorem 3.8** : Since $\| I_{-}^{k,\lambda}(f) \|_2 \leq C \| f \|_2$ then the stochastic integral (3.19) is well-defined for any $f \in A_1$. By using the isometry (2.3) and expression (3.19), it follows from Proposition A.3 and (3.17) that, for any $f, g \in A_1$,

$$\langle f, g \rangle_{A_1} = \langle F, G \rangle_{L^2(\mathbb{R})} = \langle I^{d,\lambda}(f), I^{d,\lambda}(g) \rangle_{L^2(\Omega)}.$$  

Then, Theorem 3.5 implies that $A_1$ is isometric to a subset of $\overline{Sp}(S^H_{d,\lambda})$, as claimed. However, again by Theorem 3.5, $A_1$ is not complete. Therefore, $A_1$ is isometric to a strict subset of $\overline{Sp}(S^H_{d,\lambda})$. 

□

Lemmas A.4 and A.5, stated and proved next, are used in the proof of Theorem 3.9

**Lemma A.4** Under the assumptions of Theorem 3.9, every $f \in W^{-d,2}(\mathbb{R})$ is an element of $A_2$ for $-\frac{1}{2} < d < 0$ and $\lambda > 0$, i.e., as sets, $W^{-d,2}(\mathbb{R}) = A_2$.

**Proof of Lemma A.4** : Given $f \in W^{-d,2}(\mathbb{R})$, we need to show that

$$\varphi_f = D^{-d,\lambda} f$$  

(A.23)
for some $\varphi_f \in L^2(\mathbb{R})$. From the definition (3.8) we see that $\int (\lambda^2 + \omega^2)^{-d} |\hat{f}(\omega)|^2 \, d\omega < \infty$. Define $h_1(\omega) = (\lambda - i\omega)^{-d} \hat{f}(\omega)$ and note that $h_1$ is the Fourier transform of some function $\varphi_1 \in L^2(\mathbb{R})$. Define $\varphi_f := \varphi_1$ so that

$$\widehat{\varphi_f}(\omega) = \widehat{\varphi_1}(\omega) = \hat{f}(\omega)(\lambda - i\omega)^{-d}. \quad (A.24)$$

Since $f \in W^{-d,2}(\mathbb{R}) \subset L^2(\mathbb{R})$, we can apply Definition 3.4 to get the desired result. \qed

We state the following lemma that will be used to proof Theorem 3.9. We refer the reader to [65, Lemma 3.12] for the proof of the Lemma.

**Lemma A.5** Suppose the assumptions of Theorem 3.9 hold. If $f \in W^{-d,2}(\mathbb{R})$, then there exists a sequence of functions $(f_n)_{n \in \mathbb{N}} \subseteq E$ such that $\|f_n - f\|_{L^2(\mathbb{R})}$. Moreover, when $-\frac{1}{2} < d < 0$,

$$\int_{\mathbb{R}} |\hat{f}_n(\omega) - \hat{f}(\omega)|^2 |\omega|^{-2d} \, d\omega \to 0, \quad n \to \infty. \quad (A.25)$$

**Proof of Theorem 3.9**: For $f \in \mathcal{A}_2$ we define

$$\|f\|_{\mathcal{A}_2} = \sqrt{\langle f, f \rangle_{\mathcal{A}_2}} = \sqrt{\langle \varphi_f, f \rangle} = \|\varphi_f\|_2, \quad (A.26)$$

where $\varphi_f$ is given by (A.23). Next, use (A.24) to see that

$$\widehat{\varphi_f}(\omega) = (\lambda - i\omega)^{-d} \hat{f}(\omega). \quad (A.27)$$

To verify that (3.23) is an inner product, it suffices to show that, if $\langle f, f \rangle_{\mathcal{A}_2} = 0$, then

$$f = 0 \quad dx-\text{a.e.} \quad (A.28)$$

In fact,

$$0 = \|f\|^2_{\mathcal{A}_2} = \|\varphi_f\|^2_2 = \|\widehat{\varphi_f}\|^2_2 = \int_{\mathbb{R}} |\hat{f}(\omega)|^2 (\lambda^2 + \omega^2)^{-d} \, d\omega \quad (A.29)$$

implies that $\hat{f}(\omega) = 0 \; d\omega$-a.e. Hence, (A.28) holds.

We now show that $E$ is dense in $\mathcal{A}_2$. By Lemma A.5 there is a sequence $(f_n)_{n \in \mathbb{N}} \subseteq E$ such that

$$\|f_n - f\|_2 \to 0, \quad n \to \infty, \quad (A.30)$$

and (A.25) holds. On the other hand, by Lemma A.4 $E \subseteq W^{-d,2}(\mathbb{R}) \subseteq \mathcal{A}_2$. By (A.29), we can write

$$\|f_n - f\|^2_{\mathcal{A}_2} = \int_{\mathbb{R}} \left|\hat{f}_n(\omega) - \hat{f}(\omega)\right|^2 (\lambda^2 + \omega^2)^{-d} \, d\omega =: I_1 + I_2,$$

where

$$I_1 = \int_{|\omega| < \lambda} \left|\hat{f}_n(\omega) - \hat{f}(\omega)\right|^2 (\lambda^2 + \omega^2)^{-d} \, d\omega, \quad I_2 = \int_{|\omega| \geq \lambda} \left|\hat{f}_n(\omega) - \hat{f}(\omega)\right|^2 (\lambda^2 + \omega^2)^{-d} \, d\omega.$$
Since $|\omega| < \lambda$, then $I_1 \leq 2\lambda^{-2d}\int_{\mathbb{R}} |\hat{f}_n(\omega) - \hat{f}(\omega)|^2\, d\omega \to 0$ as $n \to \infty$, where convergence is a consequence of (A.30). Moreover, by (A.25), $I_2 \leq 2^{-d}\int_{\mathbb{R}} |\hat{f}_n(\omega) - \hat{f}(\omega)| |\omega|^{-2d}\, d\omega \to 0$ as $n \to \infty$. Hence, $\|f_n - f\|_{A^2}^2 \to 0$ as $n \to \infty$, namely, $E$ is dense in $A_2$.

It only remains to show that $A_2$ is complete. In fact, let $(f_n)_{n \in \mathbb{N}}$ be a Cauchy sequence in $A_2$. Then, by using the inner product (3.23), the corresponding sequence $(\varphi_{f_n})_{n \in \mathbb{N}}$ is Cauchy in $L^2(\mathbb{R})$. Again by the inner product (3.23), and since $L^2(\mathbb{R})$ is complete, there exists $\varphi_f^*$ such that $\|f_n - f^*\|_{A_2} = \|\varphi_{f_n} - \varphi_{f^*}\|_2 \to 0$, $n \to \infty$. Hence, $f^* \in A_2$ and $A_2$ is complete.

Proof of Theorem 3.11. By Lemma A.4, the stochastic integral (3.24) is well-defined for any $f \in A_2$. Since $A_2$ is a complete space with inner product (3.23) and $E$ is dense, then Proposition A.3 implies that $A_2$ is isometric to $\mathbb{S}^p(S^H_{d,\lambda})$. This completes the proof.
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