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Abstract. We compute the representation and class counting zeta functions for a family of torsion-free finitely generated nilpotent groups of nilpotency class 2. These groups arise from a generalisation of one the families of unipotent group schemes treated by Stasinski and Voll in [18, 19] and Lins in [10]. The univariate zeta functions are obtained by specialising the respective bivariate zeta functions defined by Lins in [9]. These are also used to deduce a formula for a joint distribution on Weyl groups of type $B$.

1. Introduction

1.1. A family of group schemes. Stasinski and Voll [19, Section 2.4] associate a unipotent group scheme $G_{\Lambda}$ with a 2-nilpotent Lie lattice $\Lambda$ over the ring of integers of a number field. In this note we shall consider group schemes arising from the following $\mathbb{Z}$-Lie lattices.

Definition 1.1. Fix throughout $m, n \in \mathbb{N}$. We define the following $\mathbb{Z}$-Lie lattice:

$$\Lambda_{m,n} = \langle x_1, \ldots, x_{m+n}, z_{ij}, 1 \leq i \leq m, 1 \leq j \leq n \mid [x_i, x_{m+j}] = z_{ij} \rangle,$$

where all non-specified Lie brackets which do not follow formally from the given ones are zero.

1.2. Main results. For ease of notation, we denote the group scheme $G_{\Lambda_{m,n}}$ by $G_{m,n}$. Without loss of generality we may assume that $m \leq n$. Indeed the $\mathbb{Z}$-Lie lattices $\Lambda_{m,n}$ and $\Lambda_{n,m}$ are isomorphic, so $G_{m,n}$ and $G_{n,m}$ are isomorphic as $\mathbb{Z}$-group schemes. Hence all formulas valid for $m \leq n$ work for $n \leq m$, after swapping $m$ and $n$. Throughout, a $T$-group is torsion-free finitely generated and nilpotent.

1.2.1. Twist representation zeta functions. Let $G$ be a group and let $i \in \mathbb{N}$. We define $\text{Irr}_i(G)$ to be the set of characters of the irreducible complex representations of $G$ of dimension $i$. If $G$ is a topological group, we stipulate that $\text{Irr}_i(G)$ contains only the characters of the continuous irreducible representations.

Let $\theta_1, \theta_2 \in \text{Irr}_i(G)$. We say that $\theta_1$ and $\theta_2$ are twist equivalent and write $\theta_1 \sim \theta_2$, when there is $\chi \in \text{Irr}_1(G)$ such that $\theta_1 = \chi \theta_2$. We define

$$\tilde{a}_i(G) = \# (\text{Irr}_i(G)/\sim).$$

If the group $G$ is such that $\tilde{a}_i(G) \in \mathbb{N}$ for all $i \in \mathbb{N}$, we say that the group is twist rigid and we define the twist representation zeta function of $G$ as

$$\zeta_G(s) = \sum_{i \in \mathbb{N}} \tilde{a}_i(G) i^{-s}.$$ 

It is well known that $T$-groups are twist rigid (cf. [8, Theorem 6.6]).

Theorem A. Let $\mathcal{O}$ be the ring of integers of a number field $K$, and let $\zeta_K$ be the Dedekind zeta function of $K$. Then

$$\zeta_{G_{m,n}(\mathcal{O})}(s) = \prod_{i=0}^{m-1} \frac{\zeta_K(s-n-i)}{\zeta_K(s-i)}.$$
We briefly digress from the presentation of the main results to discuss the context of Theorem A. First of all, this theorem compares to [19, Theorem B] where the authors compute the representation zeta function for three infinite families of \( \mathcal{T} \)-groups generalising the Heisenberg group. The Lie lattice \( \Lambda_{m,n} \) coincides with their \( \mathcal{G}_n \) when \( m = n \). Hence Theorem A is a generalization of [19, Theorem B] for the groups \( G_n(\mathcal{O}) \). In particular the properties of the Dedekind zeta function imply that the results on functional equation and abscissa of convergence in [19, Corollary 1.3] hold, mutatis mutandis, for the representation zeta function of \( G_{m,n}(\mathcal{O}) \). Also the statement on meromorphic continuation holds but it is now a consequence of the more general [4, Theorem A] by Dung and Voll.

Secondly, the groups \( G_{m,n}(\mathcal{O}) \) are a generalization of the Grenham’s groups \( G_{1,n} \). These were used by Snocken to prove that every rational number may be attained as the abscissa of convergence of the representation zeta function of a \( \mathcal{T} \)-group of class 2 (cf. [17, Theorem 4.22]). In particular, Theorem A may be used to recover Snoken’s result. Indeed, if \( \times \mathbb{Z}^G_{m,n} \) denotes the \( k \)-fold central product of \( G_{m,n} \), then it is a well known fact that

\[
\zeta_{\times \mathbb{Z}^G_{m,n}(\mathcal{O})}(s) = \zeta_{G_{m,n}(\mathcal{O})}(ks).
\]

This clearly has abscissa of convergence \( (m+n)/k \). Notice that by [5, Theorem 1.5] the abscissa of convergence must be rational (cf. also [4, Theorem A] for \( \mathcal{T} \)-groups and [6, 20] for compact \( p \)-adic analytic groups and [1] for arithmetic groups).

Finally, on the one hand, Theorem A also compares to [3, Section 1.3], where Carnevale, Shechter and Voll consider Lie lattices obtained from \( \mathcal{G}_n \) by adding an extra linear relation for its generators. On the other hand, in the same vein of generalising the Heisenberg group, Theorem A (and its corollaries) compare with the result in [21, Section 3.6] by Voll.

### 1.2.2. Local representation zeta function

Let \( K \) be a number field with ring of integers \( \mathcal{O} \). For a non-zero prime ideal \( \mathfrak{p} \) of \( \mathcal{O} \) we denote the completion of \( \mathcal{O} \) at \( \mathfrak{p} \) by \( \mathcal{O}_\mathfrak{p} \). Let \( \Lambda \) be a 2-nilpotent \( \mathcal{O} \)-Lie lattice. By [19, Proposition 2.2] one has the following Euler factorization over the non-zero prime ideals of \( \mathcal{O} \):

\[
\zeta_{\Lambda(\mathcal{O})}(s) = \prod\zeta_{\Lambda(\mathcal{O}_\mathfrak{p})}(s).
\]

Note that here we view \( G_{\Lambda(\mathcal{O}_\mathfrak{p})} \) as a topological group. Thus, by our convention, the factors on the right-hand side of the last equality (local factors) are defined by counting continuous representations only. Note also that on the one hand, in its current form, equation (1.2) applies to group schemes arising from Lie lattices over \( \mathcal{O} \). On the other hand, \( G_{\Lambda_{m,n}\mathcal{O}}(\mathcal{O}) \cong G_{m,n}(\mathcal{O}) \). To avoid unnecessary technicalities, now that \( \mathcal{O} \) is fixed, we re-define \( G_{m,n} = G_{\Lambda_{m,n}\mathcal{O}} \).

**Notation 1.3.** Henceforth \( X, Y \) and \( Z \) will denote indeterminates in the field \( \mathbb{Q}(X,Y,Z) \). We define the following objects.

1. Let \( N \in \mathbb{N} \), we write

\[
\begin{align*}
(N)_{X} &= (1 - X^N) \\
(N)_{X!} &= (1)_X (2)_X \cdots (N)_X
\end{align*}
\]

\( (0)_X = 1 \)

2. Gauss polynomial. For \( a, b \in \mathbb{N}_0 \), \( b \leq a \), we define

\[
\binom{a}{b}_X = \frac{(a)_X!}{(a-b)_X! b! X!}
\]

3. Let \( j \in \mathbb{N} \). We write \( [j] \) for the set \( \{1, \ldots, j\} \) and \( [j]_0 \) for \( \{0, \ldots, j\} \).

4. We write \( \{i_1, \ldots, i_{k}\} \) for an ordered subset of \( \mathbb{N} \), i.e. a subset such that \( i_1 < i_2 < \cdots < i_{k} \).
5. \textit{X-multinomial coefficient}. Let \( j \in \mathbb{N} \) and let \( I = \{i_1, \ldots, i_t\} \subseteq [j-1]_0 \). We write
\[
\binom{j}{I} = \binom{j}{i_t} \binom{i_t}{i_{t-1}} \cdots \binom{i_2}{i_1}.
\]

6. \textit{Pochhammer symbol}. Let \( k \in \mathbb{N} \). We define
\[
(X;Y)_k = \prod_{i=0}^{k-1} (1 - XY^i).
\]

We introduce the following polynomial, which is related to counting \( m \times n \) matrices of a given rank (see Lemma 3.4 and (3.14) for more detail).

\begin{definition}
Let \( I = \{i_1, \ldots, i_t\} \subseteq [m-1]_0 \). We define
\[
f^I_{m,n}(X) = \binom{m}{I}_X (X^{n-m}X^{i_1+1}, X)_{m-i}.
\]
\end{definition}

\begin{theorem}
Let \( p \) be a non-zero prime ideal of \( \mathcal{O} \) and \( q \) be the cardinality of its residue field. Then
\[
\zeta_{G,n}(\mathcal{O}_p)(s) = \sum_{I \subseteq [m-1]_0} f^I_{m,n}(q^{-1}) \prod_{i \in I} \frac{q^{(m-i)(n+i)-(m-i)s}}{1-q^{(m-i)(n+i)-(m-i)s}},
\]
where \( I \) under the summation symbol denotes an ordered subset.
\end{theorem}

\begin{corollary}
For all non-zero prime ideals \( p \) of \( \mathcal{O} \), the topological representation zeta function of \( G_{m,n}(\mathcal{O}_p) \) is
\[
\prod_{i=0}^{m-1} \frac{s-i}{s-n-i}.
\]
\end{corollary}

1.3. \textbf{Bivariate zeta functions}. We shall prove Theorems A and B by computing the bivariate representation zeta function (cf. Remark 3.15) introduced by Lins in [9]. In addition, we shall also compute another bivariate zeta function defined by Lins, which will give the class counting zeta function of \( G_{m,n}(\mathcal{O}) \). We need to introduce some additional notation, in order to state the results of our computations.

Let \( G \) be a group and let \( n \in \mathbb{N} \). We define the following sequences:
\[
r_n(G) = \# \{ \text{irreducible complex characters of } G \text{ of degree } n \}
\]
\[
c_n(G) = \# \{ \text{conjugacy classes of } G \text{ of size } n \}
\]

Let \( G \) be such that \( r_n(G) \in \mathbb{N} \) or \( c_n(G) \in \mathbb{N} \), for all \( n \in \mathbb{N} \), we define respectively
\[
\zeta^\text{irr}_{G}(s) = \sum_{r_n(G)-n^s} \quad \text{or} \quad \zeta^\text{cc}_{G}(s) = \sum_{c_n(G)-n^s}.
\]

Let \( G \) be a unipotent group scheme over \( \mathcal{O} \). Then, for any non-zero ideal \( I \not\subseteq \mathcal{O} \), \( G(\mathcal{O}/I) \) is a finite group. Thus \( r_n(G(\mathcal{O}/I)) \) and \( c_n(G(\mathcal{O}/I)) \) are finite for all \( n \in \mathbb{N} \).

\begin{definition}[(10, Definition 1.2)]
The \textit{bivariate representation zeta function} and the \textit{bivariate conjugacy class zeta function} of \( G(\mathcal{O}) \) are, respectively,
\[
\zeta^\text{irr}_{G(\mathcal{O})}(s_1, s_2) = \sum_{(0) \not\subseteq I \subseteq \mathcal{O}} \zeta^\text{irr}_{G(\mathcal{O}/I)}(s_1)|\mathcal{O}: I|^{-s_2}
\]
\[
\zeta^\text{cc}_{G(\mathcal{O})}(s_1, s_2) = \sum_{(0) \not\subseteq I \subseteq \mathcal{O}} \zeta^\text{cc}_{G(\mathcal{O}/I)}(s_1)|\mathcal{O}: I|^{-s_2}.
\]
\end{definition}
By [9, Proposition 2.4], bivariate zeta functions have an Euler product factorisation. Namely, for \(* \in \{\irr, \cc\},\\)
\begin{equation}
Z_{G(O)}(s_1, s_2) = \prod_{p \in \Spec(O) \setminus \{(0)\}} Z_{G(O_p)}(s_1, s_2).
\end{equation}

**Theorem C.** Let \(p\) be a non-zero prime ideal of \(O\) and \(q\) be the cardinality of its residue field. Define \(\delta_{n,m} = n - m, \pi_{m,n}(i) = (m - i)(n + i) + 2i + \delta_{n,m}.\) Then
\begin{align*}
Z_{G,m,n}(O_p)(s_1, s_2) &= \frac{1}{1 - q^\pi_{m,n}(m)} \sum_{I \subseteq [m-1]} f_{m,n}(q^{-1}) \prod_{i \in I} q^{\pi_{m,n}(i) - (m - i)s_1 - s_2}, \\
Z_{G,m,n}(O_p)(s_1, s_2) &= \frac{N_{m,n,q}(q^{-s_1}, q^{-s_2})}{D_{m,n,q}(q^{-s_1}, q^{-s_2})},
\end{align*}
where
\begin{align*}
N_{m,n,q}(T_1, T_2) &= T_1 q^{m+n} + (T_1^{2m+n} T_2^2 q^{mn+1} - T_1^{m+1} T_2 q^m + q^n) q^{mn} \\
&+ (T_1^{m+n+1} T_2^2 q^{mn} - T_1^{m+n} T_2 q^m + q^n - 1) q^{mn} \\
&- T_1^{2(m+n)} T_2^3 q^{3mn+1} \\
D_{m,n,q}(T_1, T_2) &= T_1 q^{m+n} (1 - T_1^{m+n+1} T_2 q^{mn+1}) (1 - T_1^{m+n+1} (n+1) + 1) \\
&\cdot (1 - T_1^n T_2 q^{(n-1)(m+1)} + 1 - T_2^m).
\end{align*}

The second part of this theorem is proved in [10, Section 3.3] when \(m = n.\) The proof we shall give in Section 4, however, is not a direct generalisation of that proof.

1.3.1. **Class counting zeta function.** As anticipated, we shall use Theorem C to deduce the main results on the representation zeta function from its bivariate counterpart. The bivariate conjugacy class zeta function will, instead, be used to obtain a special case of [16, Proposition 8.7] (for \(r = 2, n_1 = n, n_2 = m\)).

Recall that the number of conjugacy classes of a group \(G\) is called the *class number* and is denoted by \(k(G).\) Let \(G\) be a unipotent group scheme over \(O.\) The class counting zeta function of \(G(O)\) is defined as
\[\zeta^k_{G(O)}(s) = \sum_{(0) \neq I \subseteq O} k(G(O/I)) |O : I|^{-s}.\]

Unipotent groups have the strong approximation property (cf. [12, Lemma 5.5]) and therefore, by [2, Lemma 8.1], the class counting zeta function has an Euler product decomposition.

**Corollary 1.9.** The class counting zeta function \(\zeta^k_{G,m,n}(O)(s)\) is
\[\prod_p q^{2mn-m-n+1-2s} - (q + 1)q^m - (q^m - q - 1)q^n - q)q^{mn-m-n-s+1} + 1,\]
where \(q\) is the residue field cardinality of \(p,\) and \(p\) ranges over the non-zero prime ideals of \(O.\)

**Remark 1.10.** Although we shall use the bivariate conjugacy class zeta function to derive the class counting zeta function, it is worth noting here, that the latter is also part of the larger theory of *ask zeta functions* formulated by Rossmann in [14] (see Theorem 1.17 therein).
1.3.2. Statistics on Weyl groups. The last main result in this work follows from an alternative expression of the bivariate representation zeta function in Theorem C. We recall some definitions and basics on Weyl groups from [19, Section 4.2]. Let \((W, S)\) be a finite Coxeter system, with Coxeter group \(W\) and Coxeter generating set \(S\).

**Notation 1.11.** Let \(w \in W\). We denote the Coxeter length of \(w\) by \(\ell(w)\). That is, \(\ell(w)\) is the shortest length of a word in the elements of \(S\) representing \(w\). We denote the \((right)\) descent type of \(w\) by \(D(w) = \{ s \in S | \ell(ws) < \ell(w) \}\).

We have some additional notation for Weyl groups of type \(B\). Let \([\pm m]_0 = \{-m, \ldots, 0, \ldots, m\}\). The group \(B_m\) is defined as the subgroup of the symmetric group on \([\pm m]_0\), consisting of those permutations \(w\) such that, for all \(i \in [\pm m]_0\), \(w(-i) = -w(i)\). We choose the standard set of Coxeter generators for \(B_m\), namely \(S = \{\sigma_0, \sigma_1, \ldots, \sigma_{n-1}\}\) where

\[
s_0 = (-1, 1) \\
s_i = (-i - 1, -i)(i, i + 1) \text{ for all } i \in [m - 1].
\]

For \(w \in B_m\), we define

\[
\text{neg}(w) = \# \{ i \in [m] \mid w(i) < 0 \}.
\]

Applying [19, Lemmas 4.4 and 4.5] to the formula in Theorem B, we obtain the following expression of the bivariate representation zeta function in the fashion of [10, Lemma 5.4].

**Corollary 1.12.** Let \(p\) be a non-zero prime ideal \(p\) in \(O\) and let \(q\) be its residue field cardinality. For \(w \in B_m\), let

\[
\chi_{m,n}(w) = (-1)^{\text{neg}(w)} \\
b_{m,n}(w) = \ell(w) + \delta_{n,m} \text{neg}(w).
\]

Then

\[
Z_{G_m,n(O_p)}^{irr}(s_1, s_2) = \frac{\sum_{w \in B_m} \chi_{m,n}(w) q^{-b_{m,n}(w)} \prod_{i \in D(w)} q^{a_{m,n}(i) - (m-i)s_1 - s_2}}{\prod_{i=0}^{m-1} (1 - q^{a_{m,n}(i)} - (m-i)s_1 - s_2)}.
\]

Note that – in comparison to [19, Lemma 4.4] – the formula in the last corollary has an extra factor for \(i = m\) in the denominator. This accounts for the factor \((1 - q^{a_{m,n}(m) - s_2})\) in the expression for \(Z_{G_m,n(O_p)}^{irr}(s_1, s_2)\) in Theorem C.

Similar to [10, Propositions 5.5 and 5.6] we deduce the following formula for a joint distribution of the following statistics on \(B_m\). We define

\[
\sigma_{mn} = \sum_{i \in D(w)} (m-i)(n+i) \\
\text{maj}(w) = \sum_{i \in D(w)} i \\
\text{des}(w) = |D(w)|.
\]
Corollary 1.13. For all $m, n \in \mathbb{N}$ with $m \leq n$, we have the following identity in $\mathbb{Q}[X, Z]$.

$$
\sum_{w \in B_m} (-1)^{\text{neg}(w)} X^{-(\sigma_{m,n} - \ell + 2 \text{maj})} (w) + \delta_{m,n} (\text{des} - \text{neg})(w) Z = \\
\prod_{i=3}^{n} (1 - X^{(m-i)(n+i)+2(\delta_{m,n})})Z.
$$

$$(X^{2mn-m-n+1}Z^2 - ((X+1)X^m - (X^m - X - 1)X^n - X))X^{mn-m-n+1} + 1).$$

Notation 1.14. Throughout, $\mathbb{Z}$ denotes the integers, $\mathbb{N}$ the set of positive integers and $\mathbb{N}_0 = \{0\} \cup \mathbb{N}$ the set of natural numbers. The set of rational numbers is denoted by $\mathbb{Q}$.

Let $R$ be a ring, an $R$-Lie lattice is a free finitely generated $R$-module endowed with a Lie bracket. If $\mathfrak{g}$ is an $R$-Lie lattice, we write $\mathfrak{g}^\prime$ for its derived Lie sublattice. If not otherwise specified, when $R$ is considered as an $R$-Lie lattice it is always endowed with the trivial Lie bracket.

Let $i, j \in \mathbb{N}$. The ring of $i \times j$ matrices with entries in $R$ is denoted by $\text{Mat}_{i \times j}(R)$. The zero element of this ring is denoted by $O_{i \times j}$. If $i = j$ the identity matrix is denoted by $I_{i \times i}$. The diagonal matrix with $a_1, \ldots, a_j \in R$ on the diagonal is denoted by $\text{diag}(a_1, \ldots, a_j)$.

We shall denote tuples by $\mathbf{x}, \mathbf{y}, \mathbf{z}, \ldots$, while their components will be denoted by $x_1, x_2, x_3, \ldots, y_1, y_2, y_3, \ldots, z_1, z_2, z_3, \ldots$ respectively. Often we shall represent mn-tuples of elements in a ring $R$ as $m \times n$ matrices. In this case the components of the $mn$-tuple $\mathbf{x} \in \text{Mat}_{m \times n}(R)$ are denoted by $x_{ij}$ for $i \in \{1, \ldots, m\}$ and $j \in \{1, \ldots, n\}$.
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2. Preliminaries on bivariate zeta functions

Let $\mathfrak{p}$ be a non-zero prime ideal in $\mathfrak{o}$. Lins shows in [10] that the $\mathfrak{p}$-local factor in (1.8) may be expressed in terms of $\mathfrak{p}$-adic integrals. We briefly recall how it is done.

2.0.1. Igusa-type integrals. For the rest of this note, let $\mathfrak{o} = \mathbb{O}_p$. The main tool is an Igusa-type integral associated with a matrix of linear forms. Namely, let $d \in \mathbb{N}$ and let $\mathbf{X} = (X_1, \ldots, X_d)$. Let $\mathcal{R}(\mathbf{X})$ be a matrix of linear forms in $\mathfrak{o}[\mathbf{X}]$. Let $K_p$ be the field of fractions of $\mathfrak{o}$. We define

$$w_{\mathcal{R}} = \text{rk}_{K_p(\mathfrak{X})}(\mathcal{R}(\mathbf{X})).$$

Let $\mu$ be the additive Haar measure on $\mathfrak{o}^{d+1}$. For $k \in \lceil u \rceil$, let also

$$\mathcal{F}^k(\mathcal{R}(\mathbf{X}))$$

be the ideal of $\mathfrak{o}[\mathbf{X}]$ generated by the $k$-minors of $\mathcal{R}(\mathbf{X})$. We set

$$W_d(\mathfrak{o}) = \mathfrak{o}^d \setminus \mathfrak{p}^d.$$
One defines
\[ Z_{\mathcal{R}}(\rho, \tau) = \frac{1}{1 - q^{-1}} \int_{(w, x) \in \mathcal{P} \times W_{\mathcal{R}}(\mathfrak{o})} |w|_p^{u_B} \prod_{k=1}^{\infty} \frac{\|F^k(\mathcal{R}(x)) \cup wF^{k-1}(\mathcal{R}(x))\|^p_\mathfrak{k}}{\|F^{k-1}(\mathcal{R}(x))\|^p_\mathfrak{k}} d\mu. \]

2.0.2. Commutator matrices. The matrices of linear forms one uses in this context are related to the structure constants of the Lie lattice defining the unipotent group scheme. Recall that \( \Lambda \) is a Lie lattice over \( \mathcal{O} \). Let \( \mathfrak{g} = \Lambda \otimes_{\mathcal{O}} \mathfrak{o} \)
\[ \mathfrak{g}' = [\mathfrak{g}, \mathfrak{g}] \quad \mathfrak{z} = Z(\mathfrak{g}), \]
\[ h = r_{k_s}(\mathfrak{g}), \quad a = r_{k_s}(\mathfrak{g}/\mathfrak{z}), \quad b = r_{k_s}(\mathfrak{g}'/\mathfrak{z}), \quad r = r_{k_s}(\mathfrak{g}/\mathfrak{g}'), \quad z = r_{k_s}(\mathfrak{z}). \]
Let \( \mathfrak{e} = (e_1 + \mathfrak{z}, \ldots, e_a + \mathfrak{z}) \) be an ordered set of \( \mathfrak{o} \)-module generators of \( \mathfrak{g}/\mathfrak{z} \), and \( \mathfrak{f} = (f_1, \ldots, f_b) \) be an ordered set of \( \mathfrak{o} \)-module generators of \( \mathfrak{g}' \). For \( i, j \in [a] \), the following equation defines the structure constants of \( \mathfrak{g} \): \( \lambda_{ij}^b, \ldots, \lambda_{ij}^b \in \mathfrak{o} \) such that
\[ [e_i, e_j] = \sum_{k=1}^b \lambda_{ij}^b f_k. \]

**Definition 2.2** ([11, Definition 2.1]). Let \( X = (X_1, \ldots, X_a) \) and \( Y = (Y_1, \ldots, Y_b) \) be independent variables. We define the following commutator matrices of \( \mathfrak{o} \)-linear forms: (with respect to \( \mathfrak{e} \) and \( \mathfrak{f} \))
\[ A(X) \in \text{Mat}_{a \times b}(\mathfrak{o}[X]) \quad \text{where} \quad A(X)_{ik} = \sum_{j=1}^a \lambda_{ij}^b X_j, \quad i \in [a], k \in [b], \]
\[ B(Y) \in \text{Mat}_{a \times a}(\mathfrak{o}[Y]) \quad \text{where} \quad B(Y)_{ij} = \sum_{k=1}^b \lambda_{ij}^b Y_k, \quad i, j \in [a]. \]

We used the structure constants to define the two commutator matrices. However, the duality between them may be expressed in a coordinate-free way. This has been done by Rossmann in [15, Remark 4.13].

2.0.3. Bivariate zeta functions as integrals. The following result by Lins gives the bivariate zeta functions in terms of \( p \)-adic integrals. Note that here \( u_B \) is defined as in (2.1) and is twice \( u_{B_A} \) from [9].

**Proposition 2.3** ([9, Proposition 4.8]). We may express the bivariate zeta functions of \( G_\Lambda(\mathfrak{o}) \) as
\[ Z_{G_\Lambda(\mathfrak{o})}^{\text{irr}}(s_1, s_2) = \frac{1}{1 - q^{s_1 - s_2}} \left( 1 + Z_B \left( -\frac{s_1 + s_2}{2}, \frac{s_1 + s_2}{2} u_B + s_2 - h - 1 \right) \right) \]
\[ Z_{G_\Lambda(\mathfrak{o})}^{\text{cc}}(s_1, s_2) = \frac{1}{1 - q^{s_2 - s_1}} \left( 1 + Z_A \left( -(s_1 + 1), (s_1 + 1) u_A + s_2 - h - 1 \right) \right). \]

**Remark 2.4.** In [9], the last proposition is stated with restrictions on the residue field characteristic in relation to the nilpotency class of \( \Lambda \). However, in our case – and whenever the nilpotency class is 2 – it is possible to use the construction of \( G_\Lambda \) introduced in [19, Section 2.4]. The Kirillov orbit method explained there gives the first equality in the statement of Proposition 2.3 for general \( p \). Moreover, for all \( x, y \in G_\Lambda(\mathfrak{o}), \)
\[ x y x^{-1} y^{-1} = [x, y]. \]
Thus \( C_{G_\Lambda(\mathfrak{o})}(x) = \ker(\text{ad}_x) \). Following the proof of Proposition 4.8 in [9], this gives the second equality for general \( p \). Indeed, the result above appears without restriction on the prime for nilpotency class 2 as [10, Proposition 2.6].
3. Computing the bivariate representation zeta function

In this section we compute the p-adic integral giving the local bivariate representation zeta function of \( G_{m,n}(\mathfrak{a}) \). For convenience, in what follows we identify \( mn \)-tuples with \( m \times n \) matrices, so that, for example, \( \mathfrak{o}^{mn} \) is identified with \( \text{Mat}_{m \times n}(\mathfrak{o}) \).

We start by computing the matrix \( B \) for the Lie lattice \( \Lambda_{m,n} \). Using \((x_1 + 1, \ldots, x_{m+n} + 1)\) as \( e \) and \((z_{11}, z_{12}, \ldots, z_{mn})\) as \( f \), we immediately see that the \( B \)-commutator matrix with respect to \( e \) and \( f \) is

\[
B(Y_{11}, Y_{12}, \ldots, Y_{mn}) = \begin{bmatrix}
O_{m \times n} & Y_{11} \cdots Y_{1n} \\
-\cdots- \cdots- \cdots- \\
-\cdots- \cdots- \cdots- \\
-Y_{1n} \cdots Y_{mn} & O_{n \times m}
\end{bmatrix}.
\]

It follows that \( u_B = 2m \) because \( m \leq n \).

Let \( N \in \mathbb{N}_0 \) and let \( B_N = \mathfrak{o}/p^N \) (so that \( \mathfrak{o}_0 = \mathfrak{o}/\mathfrak{o} \)). By abuse of notation, in what follows \( B(w) \) is the reduction of \( B(Y) \) modulo \( p^N \) evaluated at \( w \in (\mathfrak{o}/p^N)^{mn} \).

**Definition 3.1.** For \( N > 0 \), we define

\[
\nu_N(B(w)) = (\min \{ a_i, N \})_{i \in \{1, \ldots, m \}},
\]

where \( p^{a_1}, p^{a_2}, \ldots, p^{a_m}, p^{a_m} \) are the first \( 2m \) elementary divisors of a lift of \( B(w) \) to a matrix with entries in \( \mathfrak{o} \). Note that \( u_B = 2m \), so \( B(w) \) has at most \( 2m \) non-maximal elementary divisors. We extend this definition for \( N = 0 \) by saying that \( \nu_0(B(w)) = (0, \ldots, 0) \in \mathbb{N}_0^m \), where \( w \) is the unique element of \( (\mathfrak{o}/\mathfrak{o})^{mn} \).

Let \( I = \{ t_1, \ldots, t_\ell \} \subset [m-1]_0 \). We set \( i_0 = 0 \) and \( i_{\ell+1} = m \). Let

\[
\mu_j = i_{j+1} - i_j \quad \text{for } j \in \{ 0, \ldots, \ell \},
\]

\[
N = \sum_{i \in I} r_i \quad \text{for } r_I = (r_{\ell}, \ldots, r_{i_0}) \in \mathbb{N}^\ell.
\]

Let \( W_{mn}(\mathfrak{o}_N) = (\mathfrak{o}_N)^{mn} \triangleq (p/p^N)^{mn} \) for \( N > 0 \), and \( W_{mn}(\mathfrak{o}_0) = (\mathfrak{o}/\mathfrak{o})^{mn} \). We define

\[
N^p_{\ell, r_I}(m, n) = \{ w \in W_{mn}(\mathfrak{o}_N) \mid \nu_N(B(w)) = (0, \ldots, 0, r_{i_{\ell}}, \ldots, r_{i_0}), \underbrace{r_{i_{\ell}} + r_{i_{\ell-1}} + \cdots + r_{i_{0}}}_{\mu_{\ell-2}} + \underbrace{N, \ldots, N}_{\mu_{\ell}} \in \mathbb{N}_0^m \}.
\]

Note for later that we use the convention \( \mathbb{N}^0 = \{ \emptyset \} \). Hence, for \( I = \emptyset \), we have \( r_I = \emptyset \). Thus, in this case, \( N = 0 \) and \( |N^p_{\ell, r_I}(m, n)| = 1 \).

Following the proof of \([10, \text{Equation 4.2}]\), we obtain that

\[
Z_{G_{m,n}(\mathfrak{a})}^{fr}(s_1, s_2) = \frac{1}{1 - q^{m+n-s_2}} \sum_{I \subset [m-1]_0} \sum_{r_I \in \mathbb{N}^\ell} |N^p_{\ell, r_I}(m, n)| q^{\sum_{i \in I} r_i (-(m-i)s_1 - s_2 + 2i - \delta_{m,n})}.
\]
3.1. Lifting matrices of a given rank. In what follows we compute the quantities \(|\mathcal{N}_r(m, n)|\). The techniques are similar to those in [19, 22], in that they are based on lifting the Smith normal forms of \(B(Y)\) evaluated over \(\mathbb{F}_q\).

Let \(\pi\) be a generator of \(p\). According to our convention of representing \(mn\)-tuples as matrices, for all \(I \subseteq [m-1]_0\) and \(r_I \in \mathbb{N}^I\), we identify the set \(\mathcal{N}_r(m, n)\) with the set of matrices over \(\mathfrak{o}_N\) having Smith normal form

\[
\text{diag}(\underbrace{1, \ldots, 1}_{\mu_0}, \underbrace{\pi r_{i-1}, \ldots, \pi r_{i-1}}_{\mu_{i-1}}, \ldots, \underbrace{\pi N, \ldots, \pi N}_{\mu_t}).
\]

### 3.1.1. Base step.
The computation is an induction on the size of the set \(I\). We start by considering the base case \(|I| = 1\). We need the following notation.

**Definition 3.3.** Let \(N \in \mathbb{N}\) and \(i \in [m]_0\). We define \(\text{Mat}^{m-i}_{m \times n}(\mathfrak{o}_N)\) as the set of matrices in \(\text{Mat}_{m \times n}(\mathfrak{o}_N)\) that have Smith normal form

\[
\begin{bmatrix}
\text{Id}_{m-i} & 0 \\
0 & 0
\end{bmatrix}.
\]

Note that, with the notation above,

\[
\text{Mat}^{m-i}_{m \times n}(\mathbb{F}_q) = \{ x \in \text{Mat}_{m \times n}(\mathbb{F}_q) \mid \text{rk}(x) = m - i \}.
\]

We start by considering the situation over the residue field. The following lemma appears, with different notation, as Proposition 3.1 in [7].

**Lemma 3.4.** For \(i \in [m]_0\),

\[
|\text{Mat}^{m-i}_{m \times n}(\mathbb{F}_q)| = \left( \binom{n}{n-m+i} q^{-i-1} \right) q^{(m-i)(n+i)}.
\]

We now consider how matrices of \(\text{Mat}^{m-i}_{m \times n}(\mathbb{F}_q)\) lift to \(\mathfrak{o}_N\) for \(N \in \mathbb{N}\). The following lemma will form the base of our induction.

**Lemma 3.5.** Let \(i \in [m]_0\) and \(\mathfrak{x} \in \text{Mat}^{m-i}_{m \times n}(\mathbb{F}_q)\). Let also \(N \in \mathbb{N}\). Then there are exactly

\[
q^{(N-1)(m-i)(n+i)}
\]

different lifts of \(\mathfrak{x}\) to \(\text{Mat}^{m-i}_{m \times n}(\mathfrak{o}_N)\).

**Proof.** The matrix \(\mathfrak{x}\) has \(m - i\) independent rows, say \(\mathfrak{v}_1, \ldots, \mathfrak{v}_{m-i}\). Each of these lifts in \(q^{(N-1)n}\) ways.

Assume, now, that we have chosen \(v_1, \ldots, v_{m-i} \in (\mathfrak{o}_N)^n\) lifting \(\mathfrak{v}_1, \ldots, \mathfrak{v}_{m-i}\) respectively. The remaining \(i\) rows of \(\mathfrak{x}\) are \(\mathbb{F}_q\)-linear combinations of the initial rows, and – in order to achieve the desired Smith normal form – each of these linear combinations needs to be lifted to an \(\mathfrak{o}_N\)-linear combination of \(v_1, \ldots, v_{m-i}\).

Let \(\mathfrak{v}_1, \ldots, \mathfrak{v}_{m-i} \in \mathbb{F}_q\) and let \(\mathfrak{v} = \sum_{j=1}^{m-i} \mathfrak{v}_j \mathfrak{v}_j\). Since \(\mathfrak{v}_1, \ldots, \mathfrak{v}_{m-i}\) are linearly independent over \(\mathbb{F}_q\), their lifts \(v_1, \ldots, v_{m-i}\) are linearly independent over \(\mathfrak{o}_N\). This means that an \(\mathfrak{o}_N\)-linear combination of \(v_1, \ldots, v_{m-i}\), say \(\sum_{j=1}^{m-i} \alpha_j v_j\), is a lift of \(\mathfrak{v}\) if and only if \(\alpha_j \equiv \mathfrak{v}_j \mod p\) for all \(j \in [m-i]\). There are exactly \(q^{N-1}\) independent choices for each of the \(\alpha_1, \ldots, \alpha_{m-i}\). Thus a linear combination of \(\mathfrak{v}_1, \ldots, \mathfrak{v}_{m-i}\) lifts to a linear combination of \(v_1, \ldots, v_{m-i}\) in \(q^{(N-1)(m-i)}\) different ways. We conclude that there are

\[
q^{(N-1)(m-i)n+(N-1)(m+i)} = q^{(N-1)(m-i)(n+i)}
\]

lifts of \(\mathfrak{x}\) having the prescribed Smith normal form. \(\square\)
3.1.2. **Inductive step.** The next lemma will be key for the inductive step of the proof. We need the following definition for ease of notation.

**Definition 3.6.** Let \( I = \{i_1, \ldots, i_{\ell}\} \subseteq [m-1]_0, I \neq \emptyset \). Let \( r_I \in \mathbb{N}^I \). We define

\[
I^- = I \setminus \{i_\ell\},
\]

\[
r_I^- = \begin{cases} 
\emptyset & |I| = 1 \\
(r_{i_1}, \ldots, r_{i_{\ell-1}}) & |I| > 1.
\end{cases}
\]

**Lemma 3.7.** Let \( I = \{i_1, \ldots, i_{\ell}\} \subseteq [m-1]_0 \) and \( r_I \in \mathbb{N}^I \). Then

\[
|N_I^o \cdot r_I(m, n)| = |\text{Mat}_{m \times n}^{m-i_{\ell}}(\mathbb{F}_q) \cdot |N_{I^- \cdot r_I^-}(i_{\ell}, n-m+i_{\ell})| \cdot q^{(N-1)(m-i_{\ell})(n+i_{\ell})}.
\]

**Proof.** Let \( \mathfrak{X} \in \text{Mat}_{m \times n}^{m-i_{\ell}}(\mathbb{F}_q) \). In order to simplify the notation, in this proof we set

\[
N_{\mathfrak{X}} = \{w \in N^o_{I \cdot r_I}(m, n) \mid w \text{ reduces to } \mathfrak{X} \text{ mod } p\}.
\]

We shall show that there is an onto map

\[
N_{\mathfrak{X}} \longrightarrow N^o_{I^- \cdot r_I^-}(i_{\ell}, n-m+i_{\ell})
\]

that has fibres of cardinality \( q^{(N-1)(m-i_{\ell})(n+i_{\ell})} \).

Since \( \mathfrak{X} \) has \( \mathbb{F}_q \)-rank \( m-i_{\ell} \), there are two matrices \( \overline{P} \in \text{GL}_m(\mathbb{F}_q) \) and \( \overline{Q} \in \text{GL}_n(\mathbb{F}_q) \) such that

\[
\overline{P} \mathfrak{X} \overline{Q} = \begin{bmatrix} \text{Id}_{m-i_{\ell}} & 0 \\ 0 & 0 \end{bmatrix}.
\]

Let \( P \in \text{GL}_m(\mathfrak{o}_N) \) and \( Q \in \text{GL}_n(\mathfrak{o}_N) \) be lifts of \( \overline{P} \) and \( \overline{Q} \) respectively. The sets \( N_{\mathfrak{X}} \) and \( P N_{\mathfrak{X}} Q \) have the same cardinality. Moreover, if \( r_I^+ = r_I^- + (r_{i_{\ell}}, 0, \ldots, 0) \), then the sets \( N^o_{I^- \cdot r_I^-}(i_{\ell}, n-m+i_{\ell}) \) and

\[
N^- := \pi^{\ell_{i_{\ell}}} \cdot N^o_{I^- \cdot r_I^-}(i_{\ell}, n-m+i_{\ell})
\]

have the same cardinality. We shall find an onto map

\[
\sigma_{\mathfrak{X}} : PN_{\mathfrak{X}} Q \longrightarrow N^-
\]

and prove that its fibres have cardinality \( q^{(N-1)(m-i_{\ell})(n+i_{\ell})} \).

Before proceeding with the definition of \( \sigma_{\mathfrak{X}} \) we recall the following fact about block matrices with an invertible diagonal block. Let

\[
A \in \text{GL}_{m-i_{\ell}}(\mathfrak{o}_N), \\
B \in \text{Mat}_{(m-i_{\ell}) \times (n-m+i_{\ell})}(\mathfrak{o}_N), \\
C \in \text{Mat}_{i_{\ell} \times (m-i_{\ell})}(\mathfrak{o}_N), \\
D \in \text{Mat}_{i_{\ell} \times (n-m+i_{\ell})}(\mathfrak{o}_N).
\]

We have that

\[
(\mathbf{3.8}) \quad \begin{bmatrix} \text{Id}_{m-i_{\ell}} & O_{(m-i_{\ell}) \times i_{\ell}} \\ -CA^{-1} & \text{Id}_{i_{\ell}} \end{bmatrix} \begin{bmatrix} A & B \\ C & D \end{bmatrix} \begin{bmatrix} \text{Id}_{m-i_{\ell}} & \text{Id}_{n-m+i_{\ell}} \\ O_{(n-m+i_{\ell}) \times (m-i_{\ell})} & \text{Id}_{n-m+i_{\ell}} \end{bmatrix} = \\
\begin{bmatrix} \text{Id}_{m-i_{\ell}} & O_{(m-i_{\ell}) \times i_{\ell}} \\ -CA^{-1} & \text{Id}_{i_{\ell}} \end{bmatrix} \begin{bmatrix} A & O_{(m-i_{\ell}) \times (n-m+i_{\ell})} \\ C & D - CA^{-1} \end{bmatrix} = \\
\begin{bmatrix} A & O_{i_{\ell} \times (m-i_{\ell})} \\ O_{i_{\ell} \times (n-m+i_{\ell})} & D - CA^{-1} \end{bmatrix}.
\]

We shall now define \( \sigma_{\mathfrak{X}} \). Let \( w \in PN_{\mathfrak{X}} Q \). Then there are (uniquely determined)

\[
a \in \text{GL}_{m-i_{\ell}}(\mathfrak{o}_N), \\
b \in \text{Mat}_{(m-i_{\ell}) \times (n-m+i_{\ell})}(\mathfrak{o}_N), \\
c \in \text{Mat}_{i_{\ell} \times (m-i_{\ell})}(\mathfrak{o}_N), \\
d \in \text{Mat}_{i_{\ell} \times (n-m+i_{\ell})}(\mathfrak{o}_N),
\]

such that \( w = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \).
We set $\sigma_\mathfrak{f}(w) = d - ca^{-1}b$. This gives a function $PN_\mathfrak{f}Q \to N^-$, because $d - ca^{-1}b \in N^-$ by (3.8) as $w \in N^e_{I, r}(m, n)$.

We now show that $\sigma_\mathfrak{f}$ is surjective and its fibres have the required cardinality. More precisely we will show that, for all $z \in N^-$,

$$\sigma_\mathfrak{f}^{-1}(z) = \left\{ y + \begin{bmatrix} 0 & 0 \\ 0 & z \end{bmatrix} \mid y \in \text{Mat}^{m-i}_n(\mathfrak{g}_N) \text{ lifting } N_\mathfrak{f}Q \right\}.$$

We start by proving that the set on the right-hand side is contained in the fibre of $z$. Let $z \in N^-$. For $y \in \text{Mat}^{m-i}_n(\mathfrak{g}_N)$ lifting $N_\mathfrak{f}Q$, we set

$$w = y + \begin{bmatrix} 0 & 0 \\ 0 & z \end{bmatrix}.$$

We show that $w \in PN_\mathfrak{f}Q$ and $\sigma_\mathfrak{f}(w) = z$. Indeed, since $y$ lifts $N_\mathfrak{f}Q$, its first principal $(m-i)$-minor is invertible. Hence, by (3.8), there exist

$$a \in \text{GL}_{m-i}(\mathfrak{g}_N),$$
$$b \in \text{Mat}_{(m-i)\times(n-m+i)}(\mathfrak{g}_N),$$
$$c \in \text{Mat}_{i\times(m-i)}(\mathfrak{g}_N),$$

such that $y = \begin{bmatrix} a & b \\ c & ca^{-1}b \end{bmatrix}$.

Therefore, it is enough to show that $w \in PN_\mathfrak{f}Q$, as in that case the definition of $\sigma_\mathfrak{f}$ will imply that $\sigma_\mathfrak{f}(w) = z$. To this end, note that $PN_\mathfrak{f}Q$ is exactly the set of those matrices in $N^e_{I, r}(m, n)$ lifting $N_\mathfrak{f}Q$. Clearly, on the one hand, $PN_\mathfrak{f}Q \subseteq N^e_{I, r}(m, n)$ and its elements lift $N_\mathfrak{f}Q$. On the other hand, if $w \in N^e_{I, r}(m, n)$ and lifts $N_\mathfrak{f}Q$, then $P^{-1}vQ^{-1}$ lifts $\mathfrak{f}$. Thus $P^{-1}vQ^{-1} \in N_\mathfrak{f}$.

The fact that $w$ lifts $N_\mathfrak{f}Q$ is immediate from its definition. Thus, by the above, we only need to show that $w$ is in $N^e_{I, r}(m, n)$. However this is also clear, because

$$\begin{bmatrix} \text{Id}_{m-i} & 0 \\ -ca^{-1} & \text{Id}_{i} \end{bmatrix} w \begin{bmatrix} \text{Id}_{m-i} & -a^{-1}b \\ 0 & \text{Id}_{n-m+i} \end{bmatrix} = \begin{bmatrix} \text{Id}_{m-i} & 0 \\ -ca^{-1} & \text{Id}_{i} \end{bmatrix} \left( y + \begin{bmatrix} 0 & 0 \\ 0 & z \end{bmatrix} \right) \begin{bmatrix} \text{Id}_{m-i} & -a^{-1}b \\ 0 & \text{Id}_{n-m+i} \end{bmatrix} = \begin{bmatrix} a & 0 \\ 0 & 0 \end{bmatrix} + \begin{bmatrix} 0 & 0 \\ 0 & z \end{bmatrix} = \begin{bmatrix} a & 0 \\ 0 & z \end{bmatrix}.$$

We finish the proof by showing that the reverse inclusion also holds. Let $w \in \sigma_\mathfrak{f}^{-1}(z)$, and let

$$a \in \text{GL}_{m-i}(\mathfrak{g}_N),$$
$$b \in \text{Mat}_{(m-i)\times(n-m+i)}(\mathfrak{g}_N),$$
$$c \in \text{Mat}_{i\times(m-i)}(\mathfrak{g}_N),$$
$$d \in \text{Mat}_{i\times(n-m+i)}(\mathfrak{g}_N),$$

such that $w = \begin{bmatrix} a & b \\ c & d \end{bmatrix}$.

Clearly

$$w = \begin{bmatrix} a & b \\ c & d \end{bmatrix} = \begin{bmatrix} a & b \\ c & d - z \end{bmatrix} + \begin{bmatrix} 0 & 0 \\ 0 & z \end{bmatrix}.$$

Since, by definition, $\sigma_\mathfrak{f}(w) = d - ca^{-1}b$,

$$y = \begin{bmatrix} a & b \\ c & d - z \end{bmatrix} = \begin{bmatrix} a & b \\ c & ca^{-1}b \end{bmatrix},$$

which is in $\text{Mat}^{m-i}_n(\mathfrak{g}_N)$ by (3.8). Moreover $y$ lifts $N_\mathfrak{f}Q$, because $w$ is a lift of $N_\mathfrak{f}Q$ and $z$ reduces to the zero matrix modulo $p$. This finishes the proof that $\sigma_\mathfrak{f}$ is surjective and that, by Lemma 3.5, its fibres have cardinality $q^{(N-1)(m-i)(n+i)}$.□
Remark 3.9. Note that, combining the last lemma with Lemma 3.4, we obtain that, for $I = \{i_1, \ldots, i_\ell\} \subseteq [m - 1]_0$ and $r_I \in \mathbb{N}^I$,

\begin{equation}
|N^\sigma_{I,r_I}(m,n)| = \left(\frac{n}{n - m + i_\ell}\right)_{q - 1} (q^{-i_\ell - 1}; q^{-1})_{m - i_\ell} |N^\sigma_{I - r_I}(i_\ell, n - m + i_\ell)| q^{N(m - i_\ell)(n + i_\ell)}.
\end{equation}

Proposition 3.11. Let $I \subseteq [m - 1]_0$ and $r_I \in \mathbb{N}^I$. Then

\begin{equation}
|N^\sigma_{I,r_I}(m,n)| = \left(\frac{n}{I + n - m}\right)_{q - 1} (q^{-(i_1 + 1)}; q^{-1})_{m - i_1} q^\sum_{i \in I - r_I} r_I(m - i)(n + i + 1).
\end{equation}

Proof. We proceed by induction on the size of $I$. The case $I = \emptyset$ is immediate because, by convention, empty products are equal to 1 and so the right-hand side of the equality in the statement is 1. The base of our induction is $|I| = 1$: in this case the equality in hand follows by Lemma 3.5.

For $|I| > 1$, Remark 3.9 gives the inductive step. Indeed, by the inductive hypothesis,

\begin{equation}
|N^\sigma_{I - r_I}(i_\ell, n - m + i_\ell)| = \left(\frac{n - m + i_\ell}{I - n - m}\right)_{q - 1} (q^{-i_1 - 1}; q^{-1})_i q^\sum_{i \in I - r_I} r_I(i)(n + i + 1).
\end{equation}

Substituting the last equality in (3.10) we obtain

\begin{equation}
|N^\sigma_{I,r_I}(m,n)| = \left(\frac{n}{n - m + i_\ell}\right)_{q - 1} (n - m + i_\ell)_{I - n - m}_{q - 1} (q^{-i_\ell - 1}; q^{-1})_{m - i_\ell} \left(q^{-(i_1 + 1)}; q^{-1}\right)_{m - i_1} q^\sum_{k=1}^{\ell - 1} r_I(i)(n + i + 1).
\end{equation}

First, the definition of multinomial coefficient implies that

\begin{equation}
\left(\frac{n}{n - m + i_\ell}\right)_{q - 1} (n - m + i_\ell)_{I - n - m}_{q - 1} = \left(\frac{n}{I + n - m}\right)_{q - 1}.
\end{equation}

Secondly,

\begin{equation}
(q^{-i_\ell - 1}; q^{-1})_{m - i_\ell} = \prod_{k=0}^{m - i_\ell - 1} (1 - q^{-i_\ell - 1} q^k) = \prod_{k=0}^{m - i_\ell - 1} (1 - q^{-i_\ell - 1} q^{i_\ell - k}) = \prod_{k=i_\ell - i_1}^{m - i_\ell - 1} (1 - q^{-i_\ell - 1} q^{-k}).
\end{equation}

Therefore

\begin{equation}
(q^{-i_\ell - 1}; q^{-1})_{m - i_\ell} (q^{-i_1 - 1}; q^{-1})_{i_1 - i_1} = (q^{-i_\ell - 1}; q^{-1})_{m - i_\ell}.
\end{equation}

Finally, for all $k \in \{1, \ldots, \ell - 1\}$,

\begin{equation}
(m - i_\ell)(n + i_\ell) + (i_\ell - i_k)(n - m + i_\ell + i_k) = (m - i_k)(n + i_k).
\end{equation}
Thus

\[
N(m - i\ell)(n + i) + \sum_{k=1}^{\ell-1} r_{i\ell}(i\ell - i_k)(n - m + i\ell + i_k) = 
\]

\[
= r_{i\ell}(m - i\ell)(n + i) + \sum_{k=1}^{\ell-1} r_{i\ell}(m - i_k)(n + i_k) = 
\]

\[
= \sum_{i \in I} r_i(m - i)(n + i).
\]

The equality in the statement now follows by substituting in (3.12).

We finish the computation of \( N_{G_x, r}(m, n) \) by re-writing the multinomial coefficients in a more natural way.

**Lemma 3.13.** Let \( a \in \mathbb{N}_0 \) and \( I = \{i_1, \ldots, i_\ell\} \subseteq [m - 1]_0 \). Then

\[
\left( \begin{array}{c} m + a \\ I + a \end{array} \right)_X = \left( \begin{array}{c} m \\ I \end{array} \right)_X \frac{(X^{i_1+a}, X)_{m-i_1}}{(X^{i_1+1}, X)_{m-i_1}}.
\]

**Proof.** For \( r, s \in \mathbb{N}_0 \) with \( r \geq s \),

\[
\left( \begin{array}{c} r + a \\ s + a \end{array} \right)_X = \left( \begin{array}{c} r \\ s \end{array} \right)_X \prod_{i=1}^{r-s} \frac{1 - X^{s+a+i}}{1 - X^i}.
\]

Indeed,

\[
\left( \begin{array}{c} r + a \\ s + a \end{array} \right)_X = \prod_{i=1}^{r-s} \frac{1 - X^{s+a+i}}{1 - X^i} = \prod_{i=1}^{r-s} \frac{1 - X^i X^{s+a}}{1 - X^i} = \prod_{i=s+1}^{r} \frac{1 - X^{s+a+i}}{1 - X^i}.
\]

Thus

\[
\left( \begin{array}{c} m + a \\ I + a \end{array} \right)_X = \left( \begin{array}{c} m + a \\ i_\ell + a \end{array} \right)_X \left( \begin{array}{c} i_\ell + a \\ i_{\ell-1} + a \end{array} \right)_X \cdots \left( \begin{array}{c} i_2 + a \\ i_1 + a \end{array} \right)_X = \left( \begin{array}{c} m \\ I \end{array} \right)_X \prod_{j=1}^{m-i_1} \frac{1 - X^{i_1+a+j}}{1 - X^{i_1+a}} \cdots \prod_{j=1}^{m-i_{\ell-1}} \frac{1 - X^{i_{\ell-1}+a+j}}{1 - X^{i_{\ell-1}}} = \left( \begin{array}{c} m \\ I \end{array} \right)_X \prod_{j=i_1+1}^{m} \frac{1 - X^{j+a}}{1 - X^j}.
\]

A direct application of the lemma above gives that, for all \( I = \{i_1, \ldots, i_\ell\} \subseteq [m - 1]_0 \),

\[
(3.14) \quad \left( \begin{array}{c} n \\ n - m + I \end{array} \right)_X (X^{i_1+1}, X)_{m-i_1} = \left( \begin{array}{c} m \\ I \end{array} \right)_X (X^{n-m} X^{i_1+1}, X)_{m-i_1}.
\]
To finish the computation, recall that we defined
\[ \delta_{n,m} = n - m, \]
\[ \pi_{m,n}(i) = (m - i)(n + i) + 2i + \delta_{n,m}. \]
By substituting in (3.10) and using the definition of \( f^I_{m,n}(X) \), we have that, for all \( I \subseteq [m - 1]_0 \) and \( r_I \in \mathbb{N}^I \),
\[ [N^I_{I,r_I}(m,n)] = f^I_{m,n}(q^{-1}) q^{\sum_i r_i (\pi_{m,n}(i) - 2i - \delta_{n,m})}. \]
Using (3.2) we readily deduce that
\[ Z^{\text{irr}}_{G_{m,n}(r)}(s_1,s_2) = \frac{1}{1 - q^{\pi_{m,n}(m) - s_2}} \sum_{I \subseteq [m-1]_0} \sum_{r_I \in \mathbb{N}^I} f^I_{m,n}(q^{-1}) q^{\sum_i r_i (\pi_{m,n}(i) - (m-i)s_1 - s_2)}. \]
Computing the sum of the geometric series above we obtain the bivariate representation zeta function in Theorem C.

Remark 3.15. By [9, Proposition 4.11],
\[ \zeta_{G_{m,n}(r)}(s) = ((1 - q^{m+n-s}) Z^{\text{irr}}_{G_{m,n}(r)}(s_1,s_2))|_{s_1 \to s - 2}. \]

Making the substitution in the last equality, we readily obtain that
\[ \zeta_{G_{m,n}(r)}(s) = \sum_{I \subseteq [m-1]_0} \sum_{r_I \in \mathbb{N}^I} f^I_{m,n}(q^{-1}) \prod_{i \in I} \frac{q^{(m-i)(n+i)-(m-i)s}}{1 - q^{(m-i)(n+i)-(m-i)s}}. \]
This proves Theorem B. Moreover, by [19, Proposition 1.5],
\[ \sum_{I \subseteq [m-1]_0} \binom{m}{I} X^{-1} (Y X^{-i_{12}}; X^{-1})_{m-i} \prod_{i \in I} \frac{(X^i Z)^{m-i}}{1 - (X^i Z)^{m-i}} = \frac{(X^{-m} Y Z; X)_m}{(Z^r; X)_m}. \]
Applying the last equality to Theorem B, we deduce that
\[ \zeta_{G_{m,n}(r)} = \frac{(q^{s_1}; q)_m}{(q^{s_2}; q)_m}. \]

Substituting this last form of \( \zeta_{G_{m,n}(r)} \) in the Euler product of \( \zeta_{G_{m,n}(r)} \), we easily deduce Theorem A. The corollary on the topological zeta function follows by taking the limit \( q \to 1 \) of the local representation zeta function (cf. [13, Section 3]).

4. The conjugacy class bivariate zeta function

We now turn to computing the bivariate conjugacy class zeta function in Theorem C. Let \( X = (X_1, \ldots, X_{m+n}) \). We shall give a full description of the minors of \( A(X) \). This will allow us to determine the integral in Proposition 2.3.

4.1. The matrix \( A(X) \). We start by computing the matrix \( A(X) \). Since the assumption \( m \leq n \) does not play a role in this computation, we temporarily drop it for this and the next subsection. Moreover, adhering to the notation in Definition 2.2, we relabel the central generators of \( \Lambda_{m,n} \) so that their indices range in \([mn]\) rather than in \([m] \times [n] \). Concretely, we write \( z_{(i-1)n+j} = z_{ij} \) for all \( i \in [m], j \in [n] \). With this notation, the non-zero commutators defining \( \Lambda_{m,n} \) are
\[ [x_i, x_{m+j}] = z_{(i-1)n+j} \quad i \in [m], j \in [n]. \]
We perform a case distinction based on the row in the \( A \)-commutator matrix.
4.1.1. First $m$ rows. Let $i \in [m]$. Then, for $k \in [mn]$,

\[
\lambda_{i,j}^k = \begin{cases} 
0 & j \in [m] \\
1 & k = (i-1)n + j, \\
0 & \text{otherwise} 
\end{cases} 
\]

Therefore for $k > in$ or $k \leq (i-1)n$ we have $A(X)_{ik} = 0$. For all $k$ such that $(i-1)n < k \leq in$ we have only one $j \in [n]$ such that $\lambda_{i,m+j}^k \neq 0$. Namely, $j = k - (i-1)n$, for which $\lambda_{i,m+j}^k = 1$. It follows that the $i$-th row of $A(X)$ is

\[
\begin{array}{cccccccc}
0 & \cdots & 0 & X_{m+1} & X_{m+2} & \cdots & X_{m+n} & 0 & \cdots & 0 \\
\end{array}
\]

column $(i-1)n + 1$.

4.1.2. Last $n$ rows. Let $j \in [n]$. Then, for $k \in [mn]$,

\[
\lambda_{m+j,m+i}^k = \begin{cases} 
0 & i \in [n], \\
1 & k = (i-1)n + j, \\
0 & \text{otherwise} 
\end{cases} 
\]

It follows that

\[
A(X)_{m+j,k} = \begin{cases} 
-X_{\frac{k+j}{n}} & k \in \{(i-1)n + j \mid i \in [m]\} \\
0 & \text{otherwise}. 
\end{cases} 
\]

Hence the last $n$ rows of $A(X)$ are

\[
\begin{array}{cccccccc}
-X_1 & 0 & \cdots & 0 & -X_2 & 0 & \cdots & 0 & -X_m & 0 & \cdots & 0 \\
0 & \cdots & 0 & 0 & \cdots & 0 & \cdots & 0 & 0 & \cdots & 0 \\
0 & \cdots & 0 & -X_1 & 0 & \cdots & 0 & -X_2 & 0 & \cdots & 0 \\
\end{array}
\]

\[
\begin{array}{cccccccc}
\text{n columns} & \text{m blocks} \\
\end{array}
\]

Example 4.1. Let $m = 3$ and $n = 2$. Then $A(X)$ is the $5 \times 6$ matrix

\[
\begin{pmatrix}
X_4 & X_5 \\
X_4 & X_5 & X_4 & X_5 \\
-X_1 & -X_2 & -X_3 & -X_3 \\
\end{pmatrix},
\]

where the non-specified entries are zero.

4.2. The minors of $A(X)$. In this section we compute the minors of $A(X)$. We start by introducing some notation.

Notation 4.2. For $h \in [m]$, we write $X_h$ for the $(m + n - 1)$-tuple of variables obtained from $X$ by removing $X_h$. Namely,

\[
X_h = (X_{h+1}, X_{h+2}, \ldots, X_{m}, X_{m+1}, \ldots, X_{m+n}).
\]

For $h \in [n]$, we write $X^h$ for the $(m + n - 1)$-tuple of variables obtained from $X$ by removing $X_{m+h}$. Namely,

\[
X^h = (X_{1}, \ldots, X_{m}, X_{m+1}, \ldots, X_{m+h-1}, X_{m+h+1}, \ldots, X_{m+n}).
\]
In what follows, \( A(i, j) \) is the \( A \)-commutator matrix of \( \Lambda_{i,j} \) for \( i, j \in \mathbb{N} \). As already defined, we write \( A = A(m, n) \).

4.2.1. The rank over the function field. We start the computation of the minors of \( A(X) \) by bounding the rank of \( A(X) \). Recall that \( K_p \) is the fraction field of \( \mathfrak{o} \).

**Proposition 4.3.** The rank of \( A(X) \) over \( K_p(X) \) is at most \( m + n - 1 \).

**Proof.** We shall use induction on \( m + n \), but we first need to isolate some initial cases. Namely, if \( m = 1 \), then \( m + n - 1 = n \), which is the number of columns of \( A(X) \), so the statement is trivially true. The same is true if \( n = 1 \) by symmetry.

If \( m \neq 1 \neq n \) we show that all \((m + n)\)-minors of \( A(X) \) are zero. We proceed by induction on \( m + n \). The base case is \( m = n = 2 \), for which

\[
A(X) = \begin{pmatrix}
X_3 & X_4 \\
-X_1 & X_3 \\
-X_1 & -X_2
\end{pmatrix}.
\]

It is immediate to check that the only 4-minor of this \( 4 \times 4 \) matrix is 0. Thus the statement holds for \( m = n = 2 \).

Now, let \( N \in \mathbb{N} \) and assume that the statement holds for all \( m, n \) such that \( m + n < N \). We show that it also holds for \( m, n \) such that \( m + n = N \). To this end, let \( m \neq 1 \) and \( n \neq 1 \) be such that \( m + n = N \) and let \( M \) be an \((m + n)\)-square submatrix of \( A(X) \). We show that \( \det(M) = 0 \).

**Case 1.** Assume there is an \( i \in [m] \) such that \( M \) is formed by selecting no more than one column having \( -X_i \) as an entry. In this case, after possibly rearranging the rows and columns of \( M \), we may assume without loss of generality that \( M \) is a submatrix of

\[
A_i(X) = \begin{pmatrix}
a_{i-1}(m-1, n)(X_i) & 0 & \cdots & 0 \\
0 & \cdots & 0 & 0 \\
0 & \cdots & 0 & 0 \\
0 & \cdots & 0 & 0 \\
0 & \cdots & 0 & 0 \\
0 & \cdots & 0 & 0 \\
0 & \cdots & 0 & 0 \\
0 & \cdots & 0 & 0 \\
X_{m+1} & \cdots & X_{m+n}
\end{pmatrix}.
\]

and that it is formed by choosing at most one column from the last \( n \) columns of \( A_i(X) \).

Note that this is always the case if \( m > n \). Indeed the matrix \( A(X) \) is formed by \( m \) groups of \( n \) columns, each of the form

\[
\begin{pmatrix}
0 & 0 & 0 \\
\vdots & \cdots & \cdots \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
X_{m+1} & X_{m+2} & X_{m+n}
\end{pmatrix}.
\]

(4.4)
for $h \in [m]$. Hence the submatrix $M$ cannot be formed by choosing 2 columns from each of these groups, because $2m > m + n$.

The matrix $A(m-1, n)\left(X_i\right)$ has $m+n-1$ rows. This implies that we are forced to choose the last row of $A_i\left(X\right)$ when we form an $(m+n)$-square submatrix. Moreover, by assumption, $M$ is formed by choosing at most one of the last $n$ columns of $A_i\left(X\right)$. Thus, either $\det(M) = 0$ because the last row of $M$ is zero or there are a $j \in [n]$ and some $(n + m - 1)$-square submatrix $M'$ of $A(m - 1, n)\left(X_i\right)$ such that

$$\det(M) = \pm X_{m+j} \det(M'),$$

so $\det(M) = 0$ by the inductive hypothesis.

**Case 2** Assume there is a $j \in [n]$ such that $M$ is formed by choosing at most one column, having $X_{m+j}$ as an entry. In this case we may assume without loss of generality that $M$ is a submatrix of

$$A'\left(X\right) = \begin{bmatrix}
    A(m, n-1)\left(X'\right) & X_{m+j} & \cdots & 0 \\
    0 & 0 & \cdots & 0 \\
    -X_1 & -X_2 & \cdots & -X_m
\end{bmatrix}$$

and $M$ is formed by selecting at most one of the last $m$ columns of $A'\left(X\right)$.

Note that, as in Case 1, this is the only possible situation when $n > m$ because we may arrange the columns of $A\left(X\right)$ in $n$ groups of the form

$$(4.5)$$

for $h \in [n]$. Since $2n > m + n$, it follows that, when we form $M$, we may not choose two columns for each of these groups.

As in **Case 1**, the assumptions imply that the last row of $M$ has at most one non-zero entry. Thus either $\det(M) = 0$ because its last row is zero or there are an $i \in [m]$ and some $(n + m - 1)$-square submatrix $M'$ of $A(m, n-1)\left(X'\right)$ such that

$$\det(M) = \pm X_i \det(M'),$$

so $\det(M) = 0$ by the inductive hypothesis.

**Case 3** The only remaining case is when $m = n$ and each row of $M$ has more than one non-zero entry. Indeed, assume that a row of $M$ has only one non-zero entry and originates as row $i$ of $A\left(X\right)$. Then $M$ must have been formed choosing only one column having $-X_i$ as an entry and we are in **Case 1**. Similarly, if a row of $M$ has only one non-zero entry and comes from row $m + j$ of $A\left(X\right)$ for some $j \in [n]$,
then we are in Case 2, because \( M \) has been formed choosing only one column of \( A(\mathbf{X}) \) having \( X_{m+j} \) as an entry.

The last paragraph implies that, forming \( M \), we have to choose at least two columns from the \( m \) groups in (4.4). In fact, since we are defining a \( 2m \)-square submatrix, we may choose at most two columns for each of those groups. As a consequence, there are exactly two non-zero entries for each of the first \( m \) rows of \( M \). An analogous argument using the groups of columns in (4.5) yields that there are also exactly two non-zero entries for each of the last \( m \) rows. Thus, there are \( M_{11}, M_{12}, M_{21}, M_{22} \in \text{Mat}_{m \times m}(\mathbb{Z}[\mathbf{X}]) \), such that \( M \) is equivalent to

\[
\begin{bmatrix}
M_{11} & M_{12} \\
M_{21} & M_{22}
\end{bmatrix}
= \\
\begin{bmatrix}
X_{m+j_1} & X_{m+j_2} & \cdots & 0 \\
0 & 0 & \cdots & X_{m+j_1} & X_{m+j_2} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
-X_{i_1} & 0 & \cdots & -X_{i_2} & 0 \\
0 & -X_{i_2} & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & -X_{i_m} & 0
\end{bmatrix}
\]

for some \( i_1, \ldots, i_m, j_1, \ldots, j_m \in [m] \), \( j_1, j_2 \in [n] \). Now, \( M_{21} \) and \( M_{22} \) commute and \( \det(M_{11}) = \det(M_{12}) = 0 \). Therefore

\[
\det(M) = \pm (\det(M_{11}) \det(M_{22}) - \det(M_{12}) \det(M_{21})) = 0.
\]

\[ \square \]

4.2.2. The minors of \( A(\mathbf{X}) \). We shall now describe the minors of \( A(\mathbf{X}) \). We introduce the following notation.

**Definition 4.6.** Let \( m, n \in \mathbb{N} \). For all \( k < m + n \) we denote the ideal generated by the \( k \)-minors of \( A(\mathbf{X}) \) by \( \mathcal{J}_{m,n}^k \).

**Definition 4.7.** Let \( m, n \in \mathbb{N} \). For all \( k < m + n \), we define the set \( \mathcal{M}_{m,n}^k(\mathbf{X}) \) as the set of monomials

\[
X_{i_1} X_{i_2} \cdots X_{i_\lambda} X_{m+j_1} X_{m+j_2} \cdots X_{m+j_\omega},
\]

for some \( \lambda \in [n]_0, \omega \in [m]_0 \) such that \( \lambda + \omega = k, i_1, \ldots, i_\lambda \in [m] \) and \( j_1, \ldots, j_\omega \in [n] \).

In what follows we shall see that, for all \( k, \mathcal{M}_{m,n}^k(\mathbf{X}) \) is a generating set for \( \mathcal{J}_{m,n}^k \).

We start with the following description of the degree of the polynomials in \( \mathcal{J}_{m,n}^k \).

**Lemma 4.8.** Let \( m, n \in \mathbb{N} \) and \( k \in \mathbb{N} \) such that \( k < m + n \). Let \( f \neq 0 \) be a \( k \)-minor of \( A(\mathbf{X}) \) and let \( M \) be a submatrix of \( A(\mathbf{X}) \) such that \( f = \det(M) \). Assume that \( M \) is formed by choosing \( \omega \) rows from the first \( m \) rows of \( A(\mathbf{X}) \) and \( \lambda \) rows from the last \( n \) rows of \( A(\mathbf{X}) \). Then \( f \) is homogeneous of degree \( \lambda \) when viewed as a polynomial in \( X_{1}, \ldots, X_{m} \) and is homogeneous of degree \( \omega \) when viewed as a polynomial in \( X_{m+1}, \ldots, X_{m+n} \).

**Proof.** By definition of \( A(\mathbf{X}) \) the last \( \lambda \) rows of \( M \) have entries in \( \mathbb{Z}[X_1, \ldots, X_m] \), while the first \( \omega \) rows of \( M \) have entries in \( \mathbb{Z}[X_{m+1}, \ldots, X_{m+n}] \). Since every non-zero entry of \( M \) is a linear homogeneous polynomial and \( \det(M) \neq 0 \), the Leibniz
Proposition 4.9. Let \( m, n \in \mathbb{N} \). Then, for all \( k < m + n \), the ideal \( \mathcal{J}_{m,n}^k \) is generated by \( \mathcal{M}_{m,n}^k(X) \).

Proof. We shall prove the following stronger fact. For all \( k < m + n \),

(a) all non-zero \( k \)-minors of \( A(X) \) are in \( \mathcal{M}_{m,n}^k(X) \) up to sign,

(b) every monomial in \( \mathcal{M}_{m,n}^k(X) \) is a minor of \( A(X) \) up to sign.

We proceed by induction on \( m + n \). The base case is \( m = n = 1 \). Clearly, the non-zero minors of

\[
\begin{pmatrix}
X_2 \\
-X_1
\end{pmatrix}
\]

are \(-X_1\) and \(X_2\), so both statements (a) and (b) hold. We split the inductive step in two subcases.

Case 1. Assume that \( m \neq 1 \) and \( m \geq n \) so that \( 2m \geq m + n > k \). We start by proving (a). Note that, by Lemma 4.8, it suffices to show that every non-zero minor of \( A(X) \) is a monomial with coefficient 1 or \(-1\).

Let \( M \) be a \( k \)-square submatrix of \( A(X) \). Since \( 2m > k \), there is an \( i \in [m] \) such that \(-X_i\) is an entry of at most one column of \( M \). Hence we may assume, without loss of generality, that \( M \) is a submatrix of

\[
\begin{pmatrix}
A(m-1,n)(X_i) \\
0 & 0 & \cdots & 0 & \cdots & 0 \\
0 & & X_{m+1} & \cdots & X_{m+n}
\end{pmatrix}
\]

and that it is formed by selecting at most one from the last \( m \) columns of \( A_i(X) \).

There are now 4 subcases:

i. the matrix \( M \) is a submatrix of \( A(m-1,n)(X_i) \). In this case, by the inductive hypothesis, its determinant is a monomial with coefficient \( \pm 1 \).

ii. The last row or the last column of \( M \) is zero. This gives \( \det(M) = 0 \).

iii. The last row of \( M \) is

\[
0 \cdots 0 X_{m+j}.
\]

Then \( \det(M) = \pm X_{m+j} \cdot \det(M') \) where \( M' \) is a submatrix of \( A(m-1,n)(X_i) \). Thus, by the inductive hypothesis, \( \det(M) \) is a monomial with coefficient \( \pm 1 \).

iv. The last column of \( M \) has only one non-zero entry, namely \(-X_i\). Similar to the previous subcase, a Laplace expansion along the last column and the inductive hypothesis give that \( \det(M) \) is a monomial with coefficient \( \pm 1 \).

We now prove (b). Let \( f \in \mathcal{M}_{m,n}^k(X) \). Then

\[
f = X_{i_1}X_{i_2} \cdots X_{i_{\lambda}}X_{m+j_1}X_{m+j_2} \cdots X_{m+j_\omega},
\]

for some \( \lambda \in [n]_0 \), \( \omega \in [m]_0 \) such that \( \lambda + \omega = k \), \( i_1, \ldots, i_\lambda \in [m] \). We prove that \( f = \pm \det(M) \) for some submatrix \( M \) of \( A_i(X) \). Since \( 2m > k \), there is an \( i \in [m] \) such that \( X_i^2 \vdash f \). We have three subcases.

i. Assume that \( X_i \not\vdash f \) and there is no \( j \in [n] \) such that \( X_{m+j} \mid f \). Then

\[
f = X_{i_1}X_{i_2} \cdots X_{i_{\lambda}}
\]
and \( k = \lambda \leq n \leq m + n - 1 \). Thus, by the inductive hypothesis, \( f \) is up to sign a minor of \( A(m - 1, n)(X_i) \). Since the latter is a submatrix of \( A_i(X) \), we conclude that \( f \) is a minor of \( A_i(X) \) up to sign.

ii. Assume that \( X_i \vdash f \) and there is \( j \in [n] \) such that \( X_{m+j} \mid f \). Then \( f/X_{m+j} \) is in \( M_{m-1,n}^{k-1}(X_i) \) up to sign. Hence, by the inductive hypothesis, there is a submatrix \( M' \) of \( A(m - 1, n)(X_i) \) such that

\[
\frac{f}{X_{m+j}} = \pm \det(M').
\]

Since \( A(m - 1, n)(X_i) \) is a submatrix of \( A_i(X) \),

\[
M = \begin{bmatrix}
M' & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & X_{m+j}
\end{bmatrix}
\]

is also submatrix of \( A_i(X) \). Clearly \( f = \pm \det(M) \); therefore, it is a minor of \( A_i(X) \) up to sign.

iii. Assume that \( X_i \nmid f \). In this case \( f/X_i \) is in \( M_{m-1,n}^{k-1}(X_i) \) up to sign. Thus, by the inductive hypothesis, there is a submatrix \( M' \) of \( A(m - 1, n)(X_i) \) such that

\[
\frac{f}{X_i} = \pm \det(M').
\]

Moreover, the degree of \( f/X_i \) in \( X_1, \ldots, X_m \) is at most \( n - 1 \). Thus by Lemma 4.8, not all of the last \( n \) rows of \( A(m - 1, n)(X_i) \) appear in \( M' \). Hence \( A_i(X) \) has a submatrix

\[
M = \begin{bmatrix}
M' & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & X_i
\end{bmatrix}
\]

and \( f = \pm \det(M) \).

**Case 2.** Assume that \( n \neq 1 \) and \( m < n \). Then there are two permutation matrices \( P \) and \( Q \) such that

\[
PA(X)Q = A(n, m)(-X_{m+1}, \ldots, -X_{m+n}, -X_1, \ldots, -X_m).
\]

Thus the case \( n > m \) follows from **Case 1**, after relabelling the variables.

\[ \square \]

### 4.3. The bivariate conjugacy class zeta function

We reinstate the assumption \( m \leq n \). The integral from Proposition 2.3 has integrand

\[
\Pi_{k=1}^{m+n-1} \frac{\|J_{m,n}^k(X) \cup w J_{m,n}^{k-1}(X)\|_p}{\|J_{m,n}^{k-1}(X)\|_p}.
\]

Let \( x \in W_{m+n}(\sigma) \) and \( w \in p \). We start by computing the value of each factor \( x \).

We perform a case distinction based on \( k \).

**Case 1.** Assume \( k \leq \min(m, n) = m \). In this case for all \( i \in [m] \) and \( j \in [n] \)

- \( X_i^{k}, X_{m+j}^{k} \in J_{m,n}^{k}(X) \),
- \( X_i^{k-1}, X_{m+j}^{k-1} \in J_{m,n}^{k-1}(X) \).

Thus \( \|J_{m,n}^{k}(x) \cup w J_{m,n}^{k-1}(x)\|_p = 1 \) and \( \|J_{m,n}^{k-1}(x)\|_p = 1 \).

**Case 2.** Assume \( m < k \leq n \). Let \( M = \nu(x_1, \ldots, x_m), N = \nu(x_{m+1}, \ldots, x_{m+n}) \).
i. \( M \leq N \) (thus \( M = 0 \)). In this case for all \( i \in [m] \),
\[
X_i^k \in \mathcal{J}_{m,n}^k(X), \quad X_i^{k-1} \in \mathcal{J}_{m,n}^{k-1}(X).
\]
Thus \( \|\mathcal{J}_{m,n}^k(x) \cup w_1 \mathcal{J}_{m,n}^{k-1}(X)\|_p = 1 \) and \( \|\mathcal{J}_{m,n}^{k-1}(x)\|_p = 1 \).

ii. \( 0 = N < M \). Let \( i \leq j \leq n \) such that \( x_i \) is invertible and let \( i \in [m] \) such that
\[
\nu(x_i) = M. \quad \text{Then } X_i^{k-m} X_i^{m,n} \text{ has minimal valuation among the monomials}
\]
of \( \mathcal{J}_{m,n}^k(X) \) evaluated at \( x \). Hence
\[
\|\mathcal{J}_{m,n}^k(X)\|_p = q^{-(k-m)M}.
\]
Similarly, \( \|\mathcal{J}_{m,n}^{k-1}(X)\|_p = q^{-(k-m-1)M} \). It follows that, for all \( w \in \mathfrak{p} \),
\[
\|\mathcal{J}_{m,n}^{k-1}(x)\|_p = \max(q^{-(k-m)M}, \|w\|_p q^{-(k-m-1)M}) = q^{-(k-m-1)M} \max(q^{-M}, \|w\|)
\]
\[
= q^{-(k-m-1)M} \|x_1, \ldots , x_m, w\|_p.
\]
Hence
\[
\frac{\|\mathcal{J}_{m,n}^k(X) \cup w \mathcal{J}_{m,n}^{k-1}(X)\|_p}{\|\mathcal{J}_{m,n}^{k-1}(X)\|_p} = \|x_1, \ldots , x_m, w\|_p.
\]

Case 3. Assume \( k > n \). We set \( M = \nu(x_1, \ldots , x_m) \) and \( N = \nu(x_{m+1}, \ldots , x_{m+n}) \).

i. \( M \leq N \). Let \( i \in [m] \) such that \( x_i \) is invertible and let \( j \in [n] \) such that
\[
\nu(x_{m+j}) = N. \quad \text{Since } k > n, \text{ the monomial } X_i^k X_{m+j} \text{ has minimal valuation}
\]
among the monomials in \( \mathcal{J}_{m,n}^k(X) \). Thus
\[
\|\mathcal{J}_{m,n}^{k-1}(X)\|_p = q^{-(k-n-1)N} \|x_{m+1}, \ldots , x_{m+n}, w\|_p
\]
and \( \|\mathcal{J}_{m,n}^{k-1}(X)\|_p = q^{-(k-n-1)N} \). Hence
\[
\frac{\|\mathcal{J}_{m,n}^k(X) \cup w \mathcal{J}_{m,n}^{k-1}(X)\|_p}{\|\mathcal{J}_{m,n}^{k-1}(X)\|_p} = \|x_{m+1}, \ldots , x_{m+n}, w\|_p.
\]

ii. \( N < M \). A similar argument as the one for \( M \leq N \) shows that
\[
\frac{\|\mathcal{J}_{m,n}^k(X) \cup w \mathcal{J}_{m,n}^{k-1}(X)\|_p}{\|\mathcal{J}_{m,n}^{k-1}(X)\|_p} = \|x_1, \ldots , x_m, w\|_p.
\]

We summarise the computations above in the following table.

| Table 1. Values of the \( k \)-th factor in the product (4.10) at \( x \). |
|---|---|
| \( k \) respect to \( m \) and \( n \) | \( k \)-th factor |
| Case 0 = \( M \leq N \) | Case 0 = \( N < M \) |
| \( 1 \leq k \leq m \) | 1 |
| \( m < k \leq n \) | \( \|x_1, \ldots , x_m, w\|_p \) |
| \( n < k \leq m+n \) | \( \|x_{m+1}, \ldots , x_{m+n}, w\|_p \) |

From this we deduce that
\[
(4.11) \quad \prod_{k=1}^{m+n-1} \frac{\|\mathcal{J}_{m,n}^k(x) \cup w \mathcal{J}_{m,n}^{k-1}(X)\|_p}{\|\mathcal{J}_{m,n}^{k-1}(X)\|_p} = \begin{cases} 
\|x_{m+1}, \ldots , x_{m+n}, w\|_p^{m-1} & M \leq N \\
\|x_1, \ldots , x_m, w\|_p^{n-1} & N < M.
\end{cases}
\]
4.3.1. Computation of the integral. Splitting the domain of integration according to Table 1,

\[
Z^c_{G_{m,n}(\mathcal{O}_p)}(s_1, s_2) = (1 - q^{mn-s_2})^{-1}(1 + Z_1 + Z_2 + Z_3),
\]

where

\[
Z_1 = \int_{(w,x)\in p\times p^{m}(\mathcal{O})} |w|_p^{(m+n-1)s_1 + s_2 - mn - 2} d\mu
\]

\[
Z_2 = \int_{(w,x)\in p\times p^{m}(\mathcal{O})} |w|_p^{(m+n-1)s_1 + s_2 - mn - 2} |x_{m+1}, \ldots, x_{m+n}, w|_p^{(m-1)(s_1+1)} d\mu
\]

\[
Z_3 = \int_{(w,x)\in p\times p^{m}(\mathcal{O})} |w|_p^{(m+n-1)s_1 + s_2 - mn - 2} \|x_1, \ldots, x_m, w\|_p^{-(n-1)(s_1+1)} d\mu.
\]

By [10, Proposition 2.2],

\[
Z_1 = \left(1 - q^{-m}\right) \left(1 - q^{-n}\right) \frac{(1 - q^{-1})q^{-(m+n-1)s_1 - s_2 + mn + 1}}{(1 - q^{-(m+n-1)s_1 - s_2 + mn + 1})}
\]

\[
Z_2 = \left(1 - q^{-m}\right) \left(1 - q^{-1}\right) \frac{q^{-(m+n-1)s_1 - s_2 + (m-1)n+1}q^{-ns_1 - s_2 + (m-1)(n+1)+1}}{(1 - q^{-(m+n-1)s_1 - s_2 + mn + 1})(1 - q^{-ns_1 - s_2 + (m-1)(n+1)+1})}
\]

\[
Z_3 = \left(1 - q^{-n}\right) \left(1 - q^{-1}\right) \frac{q^{-(m+n-1)s_1 - s_2 + (n-1)m+1}q^{ms_1 - s_2 + (n-1)(m+1)+1}}{(1 - q^{-(m+n-1)s_1 - s_2 + mn + 1})(1 - q^{-ms_1 - s_2 + (n-1)(m+1)+1})}.
\]

Substituting in (4.12) finishes the proof of the second part of Theorem C. Corollary 1.9 follows from equation (1.2) in [9], that is

\[
\zeta_{G_{m,n}(\mathcal{O})}^k(s) = Z^c_{G_{m,n}(\mathcal{O})}(0, s).
\]

This last equality, together with [9, (1.3)] also gives that

\[
Z^c_{G_{m,n}(\mathcal{O})}(0, s) = Z^{irr}_{G_{m,n}(\mathcal{O})}(0, s),
\]

which holds for arbitrary \( q \) and infinitely many values of \( s \). Thus, equating the formula in Corollary 1.9 and that in Corollary 1.12, gives the formal identity in Corollary 1.13.
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