Classification of Corn Diseases from Leaf Images Using Deep Transfer Learning
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Abstract: Corn is a mass-produced agricultural product that plays a major role in the food chain and many agricultural products in addition to biofuels. Furthermore, households in poor countries may depend on small-scale corn cultivation for their basic needs. However, corn crops are vulnerable to diseases, which greatly affects farming yields. Moreover, extreme weather conditions and unseasonable temperatures can accelerate the spread of diseases. The pervasiveness and ubiquity of technology have allowed for the deployment of technological innovations in many areas. Particularly, applications powered by artificial intelligence algorithms have established themselves in many disciplines relating to image, signal, and sound recognition. In this work, we target the application of deep transfer learning in the classification of three corn diseases (i.e., Cercospora leaf spot, common rust, and northern leaf blight) in addition to the healthy plants. Using corn leaf image as input and convolutional neural networks models, no preprocessing or explicit feature extraction was required. Transfer learning using well-established and well-designed deep learning models was performed and extensively evaluated using multiple scenarios for splitting the data. In addition, the experiments were repeated 10 times to account for variability in picking random choices. The four classes were discerned with a mean accuracy of 98.6%. This and the other performance metrics exhibit values that make it feasible to build and deploy applications that can aid farmers and plant pathologists to promptly and accurately perform disease identification and apply the correct remedies.
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1. Introduction

Plant diseases are one of the major factors in the destruction of agricultural crops, with an estimated global average yield loss of 2000 billion US dollars each year [1,2]. Plants are adversely affected by infection, which may be fungal, viral, or bacterial. These diseases attack leaves, fruits, or branches and may appear in the form of changes in color, shape, or edges. Thus, it is imperative to investigate possible fast detection, control, and treatment options. Traditional naked eye inspection is the first line of defense toward disease diagnosis [3], but it is prone to errors [4,5]. Furthermore, farmers can employ the wrong type of treatment method or chemical [6]. It generally needs a plant pathologist to analyze and discover the type of infection, which may be costly, not prompt enough, or unavailable [7,8].

Corn, or maze, is a worldwide mass-produced agricultural crop. In addition to being consumed directly as food, it forms the basis for many other products such as cooking oil, starch, flour, sugar, biofuel, alcohol, and animal feed. Corn grows in varying environmental conditions and it is considered one of the most important crops characterized by high genetic diversity and production potential, along with rice and wheat [9]. The global corn production reached 1.15 billion tons in 2020 [10]. It is naturally exposed to many diseases that can attack various parts of the plant including the leaves, trunk, and fruit at all growth stages. This has a direct impact on the yield of corn harvest and consequently can lead to
great financial loss. On a global scale, depleted agricultural production of staple crops such as corn can lead to food shortages, hunger, or even famine [11]. Diseases that infect corn leaves during the growth process are the most dangerous of these maladies. Hence, this work considers three common leaf diseases [12]: Cercospora leaf spot, common rust, and northern leaf blight.

Cercospora leaf spot is caused by two types of fungi, Cercospora zeae-maydis and Cercospora zeina, which inflict damage to the color and shape of the leaves and cause reduction in productivity. These fungi live on the soil surface and need a moist and warm environment and cause necrotic lesions of brown to grey color. Common treatments include the use of appropriate agent, but they must be conducted before the start of grain formation [13,14]. Northern Leaf blight is another type of fungal infection caused by the Exserohilum turcicum fungus. It can lead to great loss in agricultural crops if it attacks during the growth and reproduction stages. Moreover, it is exacerbated by certain weather conditions. The disease appears on the leaves in the form of dark brown spots with a straight rectangular shape. It is treated by the right corresponding chemical agent [15,16].

Common rust is caused by a fungus called Puccinia sorghi, and appears as dark blisters of reddish-brown color on both the upper and lower surfaces of corn leaves. It is treated with the help of the appropriate chemicals [17–19].

Technological advances have powered many agricultural innovations. More specifically, artificial intelligence (AI) and deep learning algorithms can use plant images to drive decision-making applications. Deep learning is based upon neural networks that are comprised of a number of layers far greater than the input, output and hidden layers. Convolutional neural networks (CNNs) are a subclass of deep learning networks that are concerned with finding features and relationships in images through a sequence of convolution, pooling and rectified linear unit (ReLU) layers that feed to a fully connected layer. This layer combines the various features discovered by the former layers. CNNs have been shown to be effective in discerning features regardless of many changes that can affect the input images [20]. In designing CNNs-based systems, researchers can build the network structure from scratch. Alternatively, existing reliable and well-established models can be reused and their learned knowledge can be transferred to other applications in what is known as transfer learning. Deep transfer learning adapts existing models with retraining partially or fully in a manner that fits the new application. It has the advantages of detecting generic features (e.g., colors, borders) with earlier layers and customizing later layers for specific applications.

Recently, several research works in AI-based corn disease detection and classification were conducted. Padilla et al. [21] designed a system using Raspberry Pi to capture and process corn leaf images and classify the type of disease exhibited by those leaves. They used CNN implemented using the multiprocessing programing library OpenMP. However, the paper does not include a description of the CNN architecture. The highest accuracy that they reported was 93% for the classification of leaf blight. However, the rust and leaf spot diseases were detected with an 89% accuracy. Panigrahi et al. [22] designed a CNN architecture that is nine layers deep. They reported an accuracy of 98.78% and an F1-score of 98.7%. However, little details are provided about the experimental setup in terms of how randomness in splitting the data is managed and how to guard against lucky choices. Recently, Amin et al. [23] fused features from two CNN models, EfficientNetB0, and DenseNet121, to produce a more representative feature map and hence superior performance. They experimented with multiple fusion techniques and compared the performance of their approach, which produced a superior accuracy of 98.56%, to that of the ResNet152 and Inceptionv3 models. However, the reported performance may have been skewed by the authors’ choice to increase the size of the dataset by augmentation. Subramanian et al. [10] used transfer learning and employed four CNN models: ResNet50, VGG16, Inceptionv3, and Xception. They tweaked the models’ hyperparameters and measured the accuracy for individual disease classes, which ranged from 83.92% to 99.9%. Xu et al. [24] modified an AlexNet CNN by adding a new convolution layer and an
inception module. They compared their model with transfer learning based on VGGNet-16, DenseNet, ResNet-50 and AlexNet. Their modified model achieved a 93.28% accuracy.

The research landscape on the use of AI in agriculture and specifically in disease identification is ripe for more innovation and further confirmative studies. The work in this paper evaluates transfer learning using a wide range of CNN models to classify corn diseases. Instead of designing a CNN model from scratch, the work employs efficient well-known models that had undergone extensive evaluation to gain their place in the literature. Furthermore, the approach makes deployment and implementation easier by not requiring explicit feature extraction or elaborate image preprocessing. The contributions of this paper are as follows:

• Using leaf images as input, develop deep transfer learning models for the classification of corn diseases. Three such diseases were considered in this study: Cercospora leaf spot, common rust, and northern leaf blight. In addition, a fourth healthy class was included.

• Implement transfer learning with ten deep convolutional neural network models for the classification of leaf images into four classes.

• Evaluate the performance of the various models using multiple metrics that cover many aspects of the detection and classification capabilities. Moreover, the training and valuations times were reported. The results show that wrapping such models in mobile and smartphone devices can aid farmers to quickly and correctly identify diseases.

The remainder of this paper is organized as follows. Section 2 describes the dataset, deep learning models, the experimental setup and performance metrics. The results are described and discussed in Section 3. In Section 4, we present our conclusions.

2. Materials and Methods

Given a dataset of corn leaf images representing a number of diseases and a healthy state, the goal of this work is to classify leaf images into the correct state. The methods in this work follow the transfer learning approach, where generically pre-trained deep learning models are customized to the new application (e.g., number of classes, and type of output) and re-trained on the new data. In transfer learning, initial (i.e., early) layers detect common low-level features (e.g., colors, edges, blobs) and later layers learn domain-specific features. Transfer learning utilizes this knowledge, and enables faster training in comparison to randomly setting initial weights. In addition, it makes it possible to learn from smaller number of images. Deep transfer learning has been shown to be useful and effective in a diverse set of applications from many disciplines [25]. The general steps followed in this work are shown in Figure 1. In the next few subsections, we go through each step in detail.

Figure 1. The general steps taken to build the corn disease classification model.

2.1. Dataset

The dataset is comprised of 3852 corn leaf images divided into four folders each representing one class of four possible disease states, as follows: 513 Cercospora leaf spot, 1192 common rust, 985 northern leaf blight, and 1162 healthy [26]. The leaf images are in JPEG format with a size of 256 × 256 pixels. Each file contains an image of one leaf only. Samples of the images of the three diseases and healthy leaves are shown in Figure 2.
Figure 2. Sample images from the three disease classes and the healthy one: (a) Cercospora leaf spot. (b) Common rust. (c) Northern leaf blight. (d) Healthy.

2.2. Convolutional Neural Network Models

The CNN architecture is more elaborate than the traditional multilayer perceptron (MLP) networks (i.e., artificial neural networks (ANN)). MLP networks generally rely upon explicitly extracted numerical features performed through signal/image processing techniques. However, in themselves, they are unable to capture correlations and relative positions between various parts of the image. In other words, minor changes in scale, orientation, or positions can significantly degrade their performance. On the other hand, deep learning CNN involves building a network of layers that apply filters of various scales on the image to extract features. Subsequent layers reduce the dimensionality of the data for a lower overhead, aggregate information from the various feature maps, and improve the learning process by the introduction on non-linearity. The neural networks are comprised of three layers: input, output, and hidden. On the other hand, deep learning involves a far greater number of layers, which enables the capturing of input features and details at various scales. CNNs have been shown throughout the literature to be exceptionally well at handling image-based classification problems [20].

A plethora of custom CNN models have been proposed in the literature to handle specific applications. Furthermore, technology companies (e.g., Google Inc., Mountain View, CA, USA) have made some complex well-designed generic deep learning CNN models. These models were trained using large datasets (e.g., ImageNet [27]) to classify 1000 different image categories. Building on the credibility and power of these models, it is possible to utilize their architecture and learned parameters in a process called transfer learning. This approach offers the benefit of the network structure design and the learned model values. Retraining later parts of their network will employ the network structure in learning new task-related features and benefit from earlier layers in detecting non-application specific features (e.g., colors, boundaries) [28,29]. In this research, ten public CNN models were utilized through transfer learning to classify corn diseases based on leaf images. These were: DarkNet-53 [30], DenseNet-201 [31], GoogLeNet [32], Inceptionv3 [33], MobileNetv2, ResNet-18, ResNet-101 [34], ShuffleNet [35], SqueezeNet [36], and Xception [37].

The differences between these models stem from variations in the structural construction of the connections, parameter optimization, type of connections, designing new block types and operations, width, and depths [38]. GoogLeNet is a small spatial exploitation-based CNN, which examines the surrounding of image pixels (i.e., spatial locality). Thus, the granularity level can be controlled by using filters of the appropriate sizes. This model was the first to introduce splitting, merging, and transformation of features by introducing the inception block. ShuffleNet improved on the computational complexity of GoogLeNet via the process of channel shuffle. The ResNet101(18) and Inceptionv3 models are depth-based CNNs. The premise of such designs is that extremely large number of neurons in one layer can capture the input features with great accuracy, but at the expense of excessive computational cost. On the other hand, a large number of layers would produce the same performance but with greatly reduced overhead. The ResNet introduced the concept of
residual learning and used skip connections (i.e., bypass pathways) without incurring more data or parameters. The Inceptionv3 model used small asymmetric filters to improve the computational cost over large symmetric filters. The DenseNet-201, as the name suggests, is a densely-connected network with the goal of solving the vanishing gradient problem with such large number of feed-forward cross-layer connections. The Xception model is width-based multi-connection CNN, which is focused on and utilized the importance of the width of the architecture through parallel processing within the network layers. SqueezeNet uses feature maps and suppresses the less important features using the SE-block, which performs two operations: squeeze (i.e., suppress) and excitation. The MobileNetv2 model was designed for resource-limited mobile devices. This was accomplished by reducing the number of trainable parameters using the depth-wise separable convolution operations. Table 1 shows the number of parameters as calculated from the pre-trained models, the depth of each model in layers, and the required input size.

Table 1. The depth in terms of number of layers, the number of parameters, and the required input size for each model.

| Model       | Depth (Layers) | Parameters Count | Input Size  |
|-------------|----------------|------------------|-------------|
| SqueezeNet  | 18             | 1,235,496        | 227 × 227 × 3 |
| GoogLeNet   | 22             | 6,998,552        | 224 × 224 × 3 |
| Inceptionv3 | 48             | 23,851,784       | 299 × 299 × 3 |
| DenseNet-201| 201            | 20,030,952       | 224 × 224 × 3 |
| MobileNetv2 | 53             | 35,219,298       | 224 × 224 × 3 |
| ResNet101   | 101            | 44,601,832       | 224 × 224 × 3 |
| ResNet18    | 18             | 11,694,312       | 224 × 224 × 3 |
| Xception    | 71             | 22,906,264       | 224 × 224 × 3 |
| ShuffleNet  | 162            | 1,406,712        | 224 × 224 × 3 |
| DarkNet-53  | 53             | 41,627,784       | 256 × 256 × 3 |

2.3. Performance Evaluation Setup

For a fair comparison, the training parameters were set to the same values for all models. The Number of epochs was set to 10. It was possible to set the minimum batch size to 16 based on the available system memory. The learning rate was 0.003, and the stochastic gradient descent with momentum (SGDM) was used in network training [39].

The dataset was split using three separate different ratios (i.e., 50/50, 70/30, and 90/10). The larger training sets will provide better learning for the CNN models. Augmentation was performed to introduce variety into the dataset. However, the size of the dataset did not increase as only the augmented images were used and the originals were discarded. The augmentations operations were: 1. scaling in the range [0.9, 1.1]; 2. X-Y translation using range [−30, 30] pixels; 3. Random reflection over the horizontal access was performed.

The models were implemented and evaluated using MATLAB R2021a software running on an HP OMEN 30L desktop GT13 with 64 GB RAM, NVIDIA® GeForce RTX™ 3080 GPU, Intel® Core™ i7-10700K CPU @ 3.80 GHz, and 1TB SSD.

2.4. Performance Evaluation Metrics

The metrics used to evaluate the performance of the CNN models are shown in Equations (1)–(5). In these equations, \( T_P \) represent the true positive (i.e., a leaf image correctly classified in one of the nine disease states), \( F_N \) represent the false negative (i.e., a leaf image classified as healthy but in reality it is drawn from one of the disease classes), \( F_P \) represent the false positive (i.e., a healthy leaf image wrongly classified as representing a disease), and \( T_N \) represent the true negative (i.e., a healthy image classified correctly as such). Recall (i.e., true positive rate (TPR) or sensitivity) measures the ability of the model to identify a leaf image as belonging to the correct disease class out of all the positive images, which is affected by the existence of false negatives. Moreover, Specificity measures the ability of the model to identify a leaf image as belonging to the healthy class, which is
affected by the existence of false positives. High sensitivity indicates that the model easily recognizes leaf images as representing a disease, but may include a large number of false positives. Precision measures the ratio of false positives to all cases identified as positive (i.e., false positives included). The Accuracy measures the ratio of the sum of true positives and true negatives to the total number of testing images. However, since different classes have different number of images (i.e., class imbalance), the F1 score is considered a more reliable measure of the model classification performance [40].

\[
\text{Accuracy} = \frac{TP + TN}{P + N} \quad (1)
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (2)
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \quad (3)
\]

\[
\text{Specificity} = \frac{TN}{TN + FP} \quad (4)
\]

\[
F1 = 2 \times \frac{TP}{2 \times TP + FP + FN} \quad (5)
\]

3. Results and Discussion

Different deep learning models may achieve varying classification performance, require a wide range of training/validation times, or favor certain classes at the expense of others. Moreover, some models may benefit from more training data, while others may be unable to generalize to new data. Furthermore, the performance evaluation needs to account for random choices for the images chosen to be in each subset (e.g., training). Repeating the experiments until favourable results are produced will not provide a faithful reflection of the actual performance. In addition, AI models may be susceptible to overfitting/underfitting. It should be noted that, although fine-tuning certain parameters may improve the results, no such experimentation was performed and standard recommendations from the Matlab R2021a software libraries were followed.

The dataset was split into three different setups: 50/50, 70/30, and 90/10. This will reveal if complex models may be able to learn better from more data in comparison to the smaller ones. In addition, it will help reveal any overfitting or underfitting models. Table 2 displays the average overall F1 score, precision, recall, specificity, and accuracy using 50% of the data for training in addition to the standard deviation (SD) of the accuracy. The results represent the average of 10 runs. The performance of the models was comparably close (i.e., 1.6% difference in F1 score between the best and worst performing models). The highest F1 score and accuracy were 96.5% and 97.5%, respectively. These were achieved by the Inceptionv3 and ResNet101 models.

Further insight into the results is provided by the sample confusion matrices of the Inceptionv3 and ResNet101 models shown in Figure 3. This shows that the major source of errors in Inceptionv3 is caused by classifying some of the images displaying northern leaf blight as Cercospora leaf spot. ResNet101 behaved somewhat similarly, but the misclassification was in both ways for the two aforementioned disease classes. Such errors may be explained by the sample of wrongly classified images shown in Figure 4. To the untrained eye, these two images seem to represent the same disease. However, the dataset provides them in different disease classes. This may be an error in the dataset but only professional pathologists can confirm the gold standard. In this work, the classification in the public dataset was followe.
Table 2. The mean overall F1 score, precision, recall, specificity, and accuracy using 50% of the data for training. The results are an average of 10 runs.

| Model            | F1 Score ± SD | Precision ± SD | Recall ± SD | Specificity ± SD | Accuracy ± SD |
|------------------|---------------|----------------|-------------|------------------|---------------|
| SqueezeNet       | 94.6% ± 0.4%  | 95.0% ± 0.4%   | 94.9% ± 0.4%| 98.9% ± 0.4%     | 96.4% ± 0.4%  |
| GoogLeNet        | 95.4% ± 0.2%  | 95.9% ± 0.2%   | 95.0% ± 0.2%| 99.0% ± 0.2%     | 96.7% ± 0.2%  |
| Inceptionv3      | 96.5% ± 0.5%  | 96.2% ± 0.5%   | 96.9% ± 0.5%| 99.2% ± 0.5%     | 97.5% ± 0.5%  |
| DenseNet-201     | 96.1% ± 0.2%  | 95.7% ± 0.2%   | 96.6% ± 0.2%| 99.1% ± 0.2%     | 97.2% ± 0.2%  |
| MobileNetv2      | 95.3% ± 0.3%  | 94.9% ± 0.3%   | 95.8% ± 0.3%| 98.9% ± 0.3%     | 96.5% ± 0.3%  |
| ResNet101        | 96.5% ± 0.2%  | 96.3% ± 0.2%   | 96.7% ± 0.2%| 99.2% ± 0.2%     | 97.5% ± 0.2%  |
| ResNet18         | 95.6% ± 0.4%  | 95.5% ± 0.4%   | 95.9% ± 0.4%| 99.0% ± 0.4%     | 96.9% ± 0.4%  |
| Xception         | 95.6% ± 0.3%  | 96.2% ± 0.3%   | 95.2% ± 0.3%| 99.0% ± 0.3%     | 97.0% ± 0.3%  |
| ShuffleNet       | 95.5% ± 0.4%  | 95.1% ± 0.4%   | 96.2% ± 0.4%| 99.0% ± 0.4%     | 96.7% ± 0.4%  |
| DarkNet-53       | 96.2% ± 0.2%  | 96.2% ± 0.2%   | 96.5% ± 0.2%| 99.2% ± 0.2%     | 97.3% ± 0.2%  |

Figure 3. Sample confusion matrices for the Inceptionv3 and ResNet101 models using 50% of the data for training: (a) Inceptionv3. (b) ResNet101.

Figure 4. A sample of wrongly classified images along with the class probability.

Increasing the size of the training data subset provide results that corroborate and confirm the good performance that was achieved. Tables 3 and 4 show the mean overall F1 score, precision, recall, specificity, and accuracy for all models using 70% and 90% of the data for testing, respectively. The Inceptionv3 could not keep up with the lead. Instead, the DarkNet-53 benefitted better from more training data and achieved an F1 score of 97.5% using 70% of the data for training, and 98.0% using 90% of the data of training. The corresponding accuracy values were 98.2% and 98.6%, respectively. Moreover, with an increase size of the training dataset, it exhibited less fluctuation in the accuracy over different runs.
Table 3. The mean overall F1 score, precision, recall, specificity, and accuracy using 70% of the data for training. The results are an average of 10 runs.

| Model       | F1 Score ± SD | Precision ± SD | Recall ± SD | Specificity ± SD | Accuracy ± SD |
|-------------|---------------|----------------|-------------|------------------|---------------|
| SqueezeNet  | 94.9% ± 1.3%  | 95.3% ± 1.3%   | 94.9% ± 1.3%| 98.8% ± 1.3%   | 96.0% ± 1.3% |
| GoogLeNet   | 96.4% ± 1.2%  | 96.6% ± 1.2%   | 96.3% ± 1.2%| 99.2% ± 1.2%   | 97.4% ± 1.2% |
| Inceptionv3 | 96.9% ± 1.2%  | 96.8% ± 1.2%   | 97.2% ± 1.2%| 99.3% ± 1.2%   | 97.8% ± 1.2% |
| DenseNet-201| 97.4% ± 1.1%  | 97.1% ± 1.1%   | 97.8% ± 1.1%| 99.4% ± 1.1%   | 98.1% ± 1.1% |
| MobileNetv2 | 96.8% ± 1.2%  | 96.6% ± 1.2%   | 97.1% ± 1.2%| 99.3% ± 1.2%   | 97.7% ± 1.2% |
| ResNet101   | 97.1% ± 1.1%  | 96.7% ± 1.1%   | 97.7% ± 1.1%| 99.4% ± 1.1%   | 97.9% ± 1.1% |
| ResNet18    | 96.9% ± 1.1%  | 96.8% ± 1.1%   | 97.0% ± 1.1%| 99.3% ± 1.1%   | 97.8% ± 1.1% |
| Xception    | 96.9% ± 1.2%  | 97.0% ± 1.2%   | 96.8% ± 1.2%| 99.3% ± 1.2%   | 97.8% ± 1.2% |
| ShuffleNet  | 96.8% ± 1.1%  | 96.5% ± 1.1%   | 97.2% ± 1.1%| 99.3% ± 1.1%   | 97.7% ± 1.1% |
| DarkNet-53  | 97.3% ± 1.0%  | 97.3% ± 1.0%   | 97.8% ± 1.0%| 99.4% ± 1.0%   | 98.2% ± 1.0% |

Table 4. The mean overall F1 score, precision, recall, specificity, and accuracy using 90% of the data for training. The results are an average of 10 runs.

| Model       | F1 Score ± SD | Precision ± SD | Recall ± SD | Specificity ± SD | Accuracy ± SD |
|-------------|---------------|----------------|-------------|------------------|---------------|
| SqueezeNet  | 95.9% ± 0.7%  | 96.0% ± 0.7%   | 96.0% ± 0.7%| 99.1% ± 0.7%   | 97.1% ± 0.7% |
| GoogLeNet   | 96.4% ± 0.7%  | 96.5% ± 0.7%   | 96.5% ± 0.7%| 99.2% ± 0.7%   | 97.5% ± 0.7% |
| Inceptionv3 | 97.0% ± 0.3%  | 96.7% ± 0.3%   | 97.5% ± 0.3%| 99.4% ± 0.3%   | 97.9% ± 0.3% |
| DenseNet-201| 97.2% ± 0.4%  | 96.8% ± 0.4%   | 97.6% ± 0.4%| 99.4% ± 0.4%   | 98.0% ± 0.4% |
| MobileNetv2 | 96.1% ± 0.9%  | 95.8% ± 0.9%   | 96.7% ± 0.9%| 99.2% ± 0.9%   | 97.2% ± 0.9% |
| ResNet101   | 97.3% ± 0.8%  | 97.1% ± 0.8%   | 97.6% ± 0.8%| 99.4% ± 0.8%   | 98.0% ± 0.8% |
| ResNet18    | 96.3% ± 0.5%  | 96.2% ± 0.5%   | 96.6% ± 0.5%| 99.2% ± 0.5%   | 97.4% ± 0.5% |
| Xception    | 95.7% ± 0.5%  | 95.4% ± 0.5%   | 96.0% ± 0.5%| 99.0% ± 0.5%   | 96.9% ± 0.5% |
| ShuffleNet  | 96.5% ± 0.4%  | 96.4% ± 0.4%   | 96.7% ± 0.4%| 99.2% ± 0.4%   | 97.6% ± 0.4% |
| DarkNet-53  | 98.0% ± 0.5%  | 97.9% ± 0.5%   | 98.1% ± 0.5%| 99.6% ± 0.5%   | 98.6% ± 0.5% |

A similar source of classification errors persists when increasing the size of the training data from 50% to 70%. Figure 5 shows a sample confusion matrix for the DarkNet-53 model using 70% of the data for training. Again, the major source of errors is caused by classifying northern leaf blight as Cercospora leaf spot. On the other hand, increasing the training data to 90% of the dataset seemed to reduce such misclassification. This is displayed in Figure 6, which displays a sample confusion matrix for DarkNet-53 and using 90% of the data for training. Much of the errors are rectified, but those remaining are still caused by the northern leaf blight–Cercospora leaf spot misclassification and vice versa. Moreover, the lesser absolute number of errors may be caused by having fewer testing data (i.e., 10% as opposed to 30%), but this is perhaps ruled out as the accuracies in the matrices are within 1% of each other. In other words, relative number show a better performance with more training data. Figure 7 shows samples of correctly classified images along with the corresponding class probability.

Table 5 shows the mean training and validation times for all the models and data split strategies. The table shows roughly three tiers of training/validation speeds: the fast tier comprised of SqueezeNet, GoogLeNet and ResNet18, the very slow tier of DenseNet-201 and Xceptionv3, and the medium speed tier containing Inceptionv3, MobileNetv2, ResNet101, ShuffleNet and DarkNet-53. ResNet18 model presents the best compromise in terms of training time (152–195.3 s) and classification performance (96.9–97.8% accuracy). It should be noted, however, that training times do not generally affect the ability to deploy the model. This is because training is conducted offline. Once the model is set with the appropriate weights, it performs classification quickly in individual image testing. Moreover, applications wrapping around the model, does not perform any kind of update to the classification model during deployment. Table 6 shows the inference times per image in milliseconds. The ResNet18 is the model with the fastest inference and represents a good compromise in terms of speed versus accuracy.
The results show that there does not seem any correlation between the input size and having high accuracy in comparison to other models. The models with the largest input size did not achieve the best accuracy, nor they had the longest training/run time. For example, Xception had the longest training time, but inception had somewhat average training time. DenseNet-201 had the highest inference times and DarkNet-53 produced the best accuracy. Moreover, the inference times do not seem to be correlated with the input size.

Figure 5. A sample confusion matrix for the DarkNet-53 model and using 70% of the data for training.

Figure 6. A sample confusion matrix for the DarkNet-53 model and using 90% of the data for training.
Healthy, 100%  Northern Leaf Blight, 99.7%
Cercospora leaf spot, 93.9%  Common rust, 96.2%

Figure 7. A sample of correctly classified images along with the class probability.

Table 5. The mean training and validation times for all algorithms and all data split strategies. All times are in seconds.

| Data Split | 50/50  | 70/30  | 90/10  |
|------------|--------|--------|--------|
| Model      |        |        |        |
| SqueezeNet | 146.0  | 159.9  | 176.9  |
| GoogLeNet  | 244.3  | 295.6  | 353.3  |
| Inceptionv3| 698.3  | 871.5  | 1057.8 |
| DenseNet-201| 2257.7| 2789.5 | 3376.3 |
| MobileNetv2| 960.8  | 1244.0 | 1544.6 |
| ResNet101  | 684.33 | 866.2  | 1059.9 |
| ResNet18   | 152.0  | 173.7  | 195.3  |
| Xception   | 2633.0 | 3464.3 | 4221.9 |
| ShuffleNet | 716.6  | 941.9  | 1141.6 |
| DarkNet-53 | 565.8  | 710.2  | 840.2  |

Table 6. The mean ± SD inference times per image for all algorithms. All times are in milliseconds.

| Model     | Inference Time Per Image (ms) |
|-----------|--------------------------------|
| SqueezeNet| 1.267 ± 0.034                  |
| GoogLeNet | 1.313 ± 0.031                  |
| Inceptionv3| 4.76 ± 0.076                   |
| DenseNet-201| 13.13 ± 0.045                |
| MobileNetv2| 2.31 ± 0.058                   |
| ResNet101  | 2.211 ± 0.07                  |
| ResNet18   | 0.724 ± 0.011                  |
| Xception   | 7.4 ± 0.056                    |
| ShuffleNet | 1.304 ± 0.009                  |
| DarkNet-53 | 6.944 ± 0.063                  |
The agricultural discipline holds a huge potential for great innovation using artificial intelligence. In the context of this work, image-based object detection and classification applications based on deep learning are promising to revolutionize many avenues of research. Nonetheless, several studies have recently been conducted in classifying corn diseases. Padilla et al. [21] developed a system using Raspberry Pi as the hardware platform. Using OpenMP for faster performance, they showed that it is possible to deploy CNN-based applications in practice using limited hardware. Amin et al. [23] used different fusion techniques to exploit the synergy of two CNN models: EfficientNetB0 and DenseNet121. However, such an approach may add to the already high computational and memory requirements of deep learning algorithms. Xu et al. [24] and Panigrahi et al. [22] designed their own CNN, with the former modifying AlexNet and the later building a new network from scratch. Although excellent performance was reported, it requires extensive and multiple separate research studies to confirm the validity and performance of new designs in comparison to well-established models. Subramanian et al. [10] used transfer learning with VGG16, ResNet50, InceptionV3, and Xception models, and reported an accuracy range of 83.92% to 99.9% using a dataset of 18,888 images. Table 7 shows a summary of the related literature to identify and classify corn disease.

| Study               | Objective                                      | Dataset                        | Approach                                         | Performance                      |
|---------------------|------------------------------------------------|-------------------------------|--------------------------------------------------|----------------------------------|
| Padilla et al. [21] | Classification (three diseases + one healthy + one unknown) | -                             | OpenMP implementation of a CNN on Raspberry Pi | Highest accuracy = 93%          |
| Amin et al. [23]    | Classification (three diseases + one healthy) | 15,408 leaf images            | Fusion of EfficientNetB0 and DenseNet121         | Accuracy = 98.56%               |
| Xu et al. [24]      | Classification (three diseases + one healthy) | 17,600 augmented leaf images | Modified AlexNet                                 | Accuracy = 93.28%               |
| Panigrahi et al. [22]| Classification (three diseases + one healthy) | 3823 leaf images              | Custom nine-layer CNN                            | Accuracy = 98.78%               |
| Subramanian et al. [10]| Classification (three diseases + one healthy) | 18,888                        | VGG16, ResNet50, InceptionV3, and Xception       | Accuracy range from 83.92% to 99.9% |
| This work           | Classification (three diseases + one healthy) | 3852 leaf images              | Ten CNN models                                   | Accuracy = 98.6%                |

4. Conclusions

Corn is a staple agricultural product that is important in feeding hundreds of millions of people worldwide through large-scale as well as hobby farming. Moreover, it forms the basis for many industrial products and biofuels. However, climate change and its consequences in terms of drought, extreme weather conditions, and unseasonable temperatures have put huge strains on the global agricultural output. Furthermore, plant diseases can cause devastation to corn yield and significant financial losses. These factors make it more pressing to deploy technological innovations at various farming scales to protect plants and aid farmers in disease identification and control. In this work, we aimed at using deep learning artificial intelligence algorithms to classify common corn diseases from leaf images. Transfer learning from well-designed and well-evaluated convolutional network models was used to identify the type of disease out of four possible cases (i.e., three diseases and one healthy state). The performance evaluation results show great promise in developing and deploying commercial applications that satisfy the accuracy and ease-of-use requirements. Such efforts will go a long way in helping farmers tackle corn diseases and preserve their livelihood.
The research in this paper can be expanded further by collecting more images of the four classes in the dataset. More data will help develop systems that are more suitable to daily life usage scenarios. For example, in real life, input images may have any type of background, which is not necessarily the same or unified as in the current dataset. Furthermore, more types of corn diseases can be included (e.g., Stewart’s Bacterial Wilt). Moreover, if the application is ready for field deployment, then it would be useful to incrementally update the deep learning models to increase accuracy and reliability, and counter the phenomena of catastrophic forgetting, which is suffered by such models.
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The following abbreviations are used in this manuscript:

- **AI** artificial intelligence
- **ANN** artificial neural networks
- **MLP** multilayer perceptron
- **CNN** Convolutional neural network
- **SVM** Support vector machine
- **TP** True positive
- **TN** True negative
- **FN** False negative
- **FP** False positive
- **ReLU** Rectified linear unit
- **TPR** True positive rate
- **N** Negatives
- **P** Positives
- **SGDM** Stochastic gradient descent with momentum
- **SD** Standard deviation

**References**

1. Storey, G.; Meng, Q.; Li, B. Leaf Disease Segmentation and Detection in Apple Orchards for Precise Smart Spraying in Sustainable Agriculture. *Sustainability* **2022**, *14*, 1458. [CrossRef]
2. Mahlein, A.K. Plant Disease Detection by Imaging Sensors—Parallels and Specific Demands for Precision Agriculture and Plant Phenotyping. *Plant Dis.* **2016**, *100*, 241–251. [CrossRef] [PubMed]
3. Kumar, K.K.; Goddu, J.; Prasad, P.S.; Senthilrajana, A.; Rao, L.V.K. An Efficient Approach for Identification of Multi-plant Disease Using Image Processing Technique. In *Computer Networks, Big Data and IoT*; Springer Nature: Singapore, 2022; pp. 317–325. [CrossRef]
4. Rahman, C.R.; Arko, P.S.; Ali, M.E.; Khan, M.A.I.; Apon, S.H.; Nowrin, F.; Wasif, A. Identification and recognition of rice diseases and pests using convolutional neural networks. *Biosyst. Eng.* **2020**, *194*, 112–120. [CrossRef]
5. Manvi, G.G.; Gayana, K.N.; Sree, G.R.; Divyanjali, K.; Patil, D.K. Plant Disease Detection. *Int. J. Res. Appl. Sci. Eng. Technol.* **2022**, *10*, 4538–4542. [CrossRef]
6. Barbedo, J.G.A. A review on the main challenges in automatic plant disease identification based on visible range images. *Biosyst. Eng.* **2016**, *144*, 52–60. [CrossRef]
7. Pan, S.-Q.; Qiao, J.-F.; Wang, R.; Yu, H.-L.; Wang, C.; Taylor, K.; Pan, H.-Y. Intelligent diagnosis of northern corn leaf blight with deep learning model. *J. Integr. Agric.* **2022**, *21*, 1094–1105. [CrossRef]
Plants 2022, 11, 2688

8. Buja, I.; Sabella, E.; Monteduro, A.G.; Chiriacci, M.S.; Bellis, L.D.; Luvisi, A.; Maruccio, G. Advances in Plant Disease Detection and Monitoring: From Traditional Assays to In-Field Diagnostics. *Sensors* 2021, 21, 2129. [CrossRef]

9. Kaur, H.; Kumar, S.; Hooda, K.S.; Gogoi, R.; Bagaria, P.; Singh, R.P.; Mehra, R.; Kumar, A. Leaf stripping: An alternative strategy to manage banded leaf and sheath blight of maize. *Indian Phytopathol.* 2020, 73, 203–211. [CrossRef]

10. Subramanian, M.; Shanmugavadivel, K.; Nandhini, P.S. On fine-tuning deep learning models using transfer learning and hyper-parameters optimization for disease identification in maize leaves. *Neural Comput. Appl.* 2022, 34, 13951–13968. [CrossRef]

11. Ümit, A.; Uğur, M.; Akyol, K.; Uğur, E. Plant leaf disease classification using EfficientNet deep learning model. *Ecol. Inform.* 2021, 61, 101182. [CrossRef]

12. Shiferaw, B.; Prasanna, B.M.; Hellin, J.; Bänziger, M. Crops that feed the world 6. Past successes and future challenges to the role played by maize in global food security. *Food Secur.* 2011, 3, 307–327. [CrossRef]

13. Cairns, J.; Sonder, K.; Zaidi, P.; Verhulst, N.; Machi, G.; Babu, R.; Nair, S.; Das, B.; Govaerts, B.; Vinayan, M.; et al. Maize Production in a Changing Climate. In *Advances in Agronomy*; Elsevier: New York, NY, USA, 2012; pp. 1–58. [CrossRef]

14. Tripathi, A.; Tripathi, D.K.; Chauhan, D.; Kumar, N.; Singh, G. Paradigms of climate change impacts on some major food sources of the world: A review on current knowledge and future prospects. *Agric. Ecosyst. Environ.* 2016, 216, 356–373. [CrossRef]

15. Rossi, R.D.; Guerra, F.; Plazas, M.; Vuletic, E.; Brücher, E.; Guerra, G.; Reis, E. Crop damage, economic losses, and the economic damage threshold for northern corn leaf blight. *Crop Prot.* 2022, 154, 105901. [CrossRef]

16. Zahra, M.B.; Fayyaz, B.; Aftab, Z.E.H.; Akhter, A.; Bahar, T.; Anwar, W.; Haider, M.S. Characterization and Utilization of Cow Manure Biochar as Soil Amendment for the Management of Northern Corn Leaf Blight. *J. Soil Sci. Plant Nutr.* 2022, 22, 3348–3363. [CrossRef]

17. Upfal, D.; Ritika, B. Integrated disease management strategy of common rust of maize incited by Puccinia sorghi Schw. *Afr. J. Microbiol. Res.* 2015, 9, 1345–1351. [CrossRef]

18. Sucher, J.; Boni, R.; Yang, P.; Rogowsky, P.; Büchner, H.; Kastner, C.; Kumlehn, J.; Krattinger, S.G.; Keller, B. The durable wheat disease resistance gene Lr34 confers common rust and northern corn leaf blight resistance in maize. *Plant Biotechnol. J.* 2016, 15, 489–496. [CrossRef] [PubMed]

19. Wright, P.; Parker, M.; Tilburg, R.V.; Hedderley, D. Effect of planting dates and azoxystrobin fungicide application regimes on common rust of maize. *New Zealand J. Crop. Hortic. Sci.* 2014, 42, 99–110. [CrossRef]

20. Sharma, N.; Jain, V.; Mishra, A. An Analysis Of Convolutional Neural Networks For Image Classification. *Procedia Comput. Sci.* 2018, 132, 377–384. [CrossRef]

21. Padilla, D.A.; Pajes, R.A.I.; Guzman, J.T.D. Detection of Corn Leaf Diseases Using Convolutional Neural Network With OpenMP Implementation. In Proceedings of the 2020 IEEE 12th International Conference on Humanoid, Nanotechnology, Information Technology, Communication and Control, Environment, and Management (HNICEM), Manila, Philippines, 3–7 December 2020; IEEE: New York, NY, USA, 2020. [CrossRef]

22. Panigrahi, K.P.; Sahoo, A.K.; Das, H. A CNN Approach for Corn Leaves Disease Detection to support Digital Agricultural System. In Proceedings of the 2020 4th International Conference on Trends in Electronics and Informatics (ICOEI), Tirunelveli, India, 15–17 June 2020; IEEE: New York, NY, USA, 2020. [CrossRef]

23. Amin, H.; Darwish, A.; Hassanien, A.E.; Soliman, M. End-to-End Deep Learning Model for Corn Leaf Disease Classification. *IEEE Access* 2022, 10, 31103–31115. [CrossRef]

24. Xu, Y.; Zhao, B.; Zhai, Y.; Chen, Q.; Zhou, Y. Maize Diseases Identification Method Based on Multi-Scale Convolutional Global Pooling Neural Network. *IEEE Access* 2021, 9, 27959–27970. [CrossRef]

25. Weiss, K.; Khoshgoftaar, T.M.; Wang, D. A survey of transfer learning. *J. Big Data* 2016, 3, 9. [CrossRef]

26. Pandian, J.A.; Geetharamani, G. Data for: Identification of Plant Leaves Using a 9-layer Deep Convolutional Neural Network. *Mendeley Data* 2019, V1, 2019.

27. Deng, J.; Dong, W.; Socher, R.; Li, L.J.; Li, K.; Li, F.-F. ImageNet: A large-scale hierarchical image database. In Proceedings of the 2009 IEEE Conference on Computer Vision and Pattern Recognition, Miami, FL, USA, 20–25 June 2009; pp. 248–255. [CrossRef]

28. Khasawneh, N.; Fraiwan, M.; Fraiwan, L.; Khasawneh, B.; Ibnian, A. Detection of COVID-19 from Chest X-ray Images Using Deep Convolutional Neural Networks. *Sensors* 2021, 21, 5940. [CrossRef] [PubMed]

29. Fraiwan, M.; Audat, Z.; Fraiwan, L.; Manasreh, T. Using deep transfer learning to detect sclerosiis and spondylolisthesis from X-ray images. *PLoS ONE* 2022, 17, e0267851. [CrossRef] [PubMed]

30. Redmon, J. Darknet: Open Source Neural Networks in C, 2013–2016. Available online: https://pjreddie.com/darknet/ (accessed on 5 September 2022).

31. Huang, G.; Liu, Z.; Van Der Maaten, L.; Weinberger, K.Q. Densely Connected Convolutional Networks. In Proceedings of the 2017 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Honolulu, HI, USA, 21–26 July 2017; pp. 2261–2269. [CrossRef]

32. Szegedy, C.; Liu, W.; Jia, Y.; Sermanet, P.; Reed, S.; Anguelov, D.; Erhan, D.; Vanhoucke, V.; Rabinovich, A. Going deeper with convolutions. In Proceedings of the 2015 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Boston, MA, USA, 7–12 June 2015; pp. 1–9. [CrossRef]

33. Szegedy, C.; Ioffe, S.; Vanhoucke, V.; Alemi, A.A. Inception-v4, Inception-ResNet and the Impact of Residual Connections on Learning. In Proceedings of the Thirty-First AAAI Conference on Artificial Intelligence, San Francisco, CA, USA, 4–9 February 2017; AAAI Press: Menlo Park, CA, USA, 2017; pp. 4278–4284.
34. He, K.; Zhang, X.; Ren, S.; Sun, J. Deep Residual Learning for Image Recognition. In Proceedings of the 2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Las Vegas, NV, USA, 27–30 June 2016; pp. 770–778. [CrossRef]
35. Zhang, X.; Zhou, X.; Lin, M.; Sun, J. ShuffleNet: An Extremely Efficient Convolutional Neural Network for Mobile Devices. In Proceedings of the 2018 IEEE/CVF Conference on Computer Vision and Pattern Recognition, Salt Lake City, UT, USA, 18–23 June 2018; pp. 6848–6856. [CrossRef]
36. Iandola, F.N.; Moskewicz, M.W.; Ashraf, K.; Han, S.; Dally, W.J.; Keutzer, K. SqueezeNet: AlexNet-level accuracy with 50x fewer parameters and <1 MB model size. arXiv 2016, arXiv:1602.07360.
37. Chollet, F. Xception: Deep Learning with Depthwise Separable Convolutions. In Proceedings of the 2017 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Honolulu, HI, USA, 21–26 July 2017; pp. 1800–1807. [CrossRef]
38. Khan, A.; Sohail, A.; Zahoora, U.; Qureshi, A.S. A survey of the recent architectures of deep convolutional neural networks. Artif. Intell. Rev. 2020, 53, 5455–5516. [CrossRef]
39. Qian, N. On the momentum term in gradient descent learning algorithms. Neural Netw. 1999, 12, 145–151. [CrossRef]
40. Tharwat, A. Classification assessment methods. Appl. Comput. Inform. 2020, 17, 168–192. [CrossRef]