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Abstract: Rational decision-making requires assessing the advantages and disadvantages of options, including nonmarket effects (such as environmental effects). This also applies to strategic decision-making in the industrial sector to select alternative renewable energy source (RES). Often, a variety of criteria can be used to select a renewable energy source, whereas no ideal family of criteria for renewable energy selection for industry has been defined in the literature. It was concluded that there is a need to support the actions of industrial development based on RES, which will contribute significantly to overcoming the limitations of the negative effect on the environment in terms of greenhouse gas emissions. There is a clear need for a systematic and polyvalent multicriteria approach to planning in industry. Therefore, a method for choosing the preferred renewable source of electricity for industry has been developed, which considers key criteria of RES choice: Expert opinions, the costs of obtaining the energy and maintaining energy installations, and the volume of electricity from RES. This article offers a modified multicriteria selection method based on a fuzzy analytic hierarchy process (fuzzy AHP) and the technique for preference by similarity to an ideal solution (TOPSIS), integrated with a qualitative price analysis (ACJ). This new method was tested through a case study on selecting a preferred RES in Polish industrial conditions. The research results indicate that the proposed method of choosing the preferred renewable energy source can be used in industrial enterprises that strive to meet their energy needs in accordance with the principles of social responsibility.
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1. Introduction

Climate change and air pollution, which have increased since the start of the fourth industrial revolution (Industry 4.0) [1,2], are among the main threats of the 21st century. From this time on, anthropogenic climate change became increasingly important, with about 90% of it generated by greenhouse gases [3–5]. Such changes make it impossible to guarantee a sustainable environment, as well as safe and healthy life for human beings [6,7]. The problem of greenhouse emissions has been analyzed by governments of more than 190 UNFCCC (United Nations Framework Convention on Climate Change) countries [8], with about 60% of world greenhouse emissions coming from industry [7]. In relation to energy, China is considered the largest consumer, and thus, a major producer of greenhouse gases [9–11]. More than 75% of China’s greenhouse gases come from energy consumption based on coal [11]. Another example is greenhouse emissions...
in Poland, where the total emissions of CO₂ comprised about 81% of total greenhouse emissions in 2017 [12]. Although greenhouse gases have been reduced in Poland (for example, CO₂ was reduced by around 30% between 1988 and 2017) [13], their quantity is still significant. This results from the fact that the Polish energy sector is still 90% based on coal-burning [14], with mainly industrial power plants generating greenhouse gases. For example, in Poland, the energy industry burns fuel (accounting for about 93% of total CO₂ emissions) to create 50% of energy [15]. Climate models are based on the maximum greenhouse gas emissions (mainly CO₂), which are predicted to fall in 2020–2030, but their satisfactory reduction will only be achieved in this scenario in 2100 [12]. Reducing greenhouse emissions will require the use of renewable energy sources (RES) [16], e.g., renewable energy in the form of sun, wind, water, biomass, or geothermal energy [7].

In the context of RES, it is important to mention that it has hitherto constituted only 15% of world energy production, and a rise of 30–80% is predicted for 2100 [7,17]. Among the countries leading in the use of renewable energy are Norway, New Zealand, and Iceland, which cover most of their energy demand through RES [7]. For example, in 2018, Norway and Iceland obtained about 73% of their energy from hydropower and geothermal energy. Denmark has achieved a share of RES of about 30% through wind energy (mainly sea energy), and in Norway, solar energy is used. Positive changes are also taking place outside of the EU [18], for example, in Ukraine [19] and Slovakia [20,21]. However, as far as European Union countries (EU) are concerned, one of the key producers of CO₂ is Poland, achieving the worst result in the use of RES (11.28% in 2018) [7]. At the same time, Poland has not met its target of 15% RES [7]. Additionally, during the current analysis of the latest available data, it was observed that there is a downward trend in the share of energy from renewable sources in the total final energy demand in Poland in comparison to other EU countries in 2014–2017. In Poland, this share in 2014 was about 8.7%, while for other EU countries, it was about 8.9%. In 2017, the share for Poland was about 8.5%, while for other EU countries, it was about 9.5% [22]. The main reasons why Poland is a major producer of CO₂ [23] and did not achieve its energy target for 2020 are the long process of implementing new support systems and the blocked development of some promising technologies, e.g., wind energy [24] and biomass potential [25]. In addition, there is a continuous increase in energy demand in Poland (on average, 0.8% annually), and the biggest demand, excluding households, is from the industrial sector [26], in which the use of nonrenewable fuels still prevails [26]. Therefore, it is necessary to support a process that will contribute to increase the use of RES, mainly in industry, whose demand for energy is greater than that of other sectors (i.e., transport, service, and agriculture) [26,27]. Industrial development must proceed without damaging the environment, so should include RES. This need was also signaled by the authors of [7]. As indicated by the literature review, analyses in a similar context were made, mainly as part of decision-making [28–31]. Nevertheless, these analyses were not the only coherent method, as all key criteria of RES must be included simultaneously. Additionally, the choice of RES should be carried out in the context of electricity, which has been shown to generate, in particular, greenhouse gases [7,9–11,15]. Therefore, the lack of such a method has been shown to constitute a research gap.

Hence, the research aims to develop a method for choosing the preferred RES for industry in the context of electricity, so industrial development would be possible without environmental degradation. The method will allow for choosing the proper RES through all key criteria for RES choice, i.e.,

1. expert opinions [32–34],
2. the actual amount of electricity obtained from the RES (i.e., the amount of potential electrical resource) [26,33,35],
3. the actual amount of electricity produced by the RES (i.e., how much of the potential RES electrical resource can actually be converted into power) [30,36,37],
4. the cost of meeting the demand for electricity with RES [32,35,36].

In line with these assumptions, two research hypotheses were created, i.e.,:
Hypothesis 1 (H1). The simultaneous inclusion of all the key criteria provides the conditions necessary for making an effective RES choice for industry in the electricity context; this choice will support industrial development without destroying the environment.

Hypothesis 2 (H2). The application as part of the proposed method of the three combined decision-making methods—i.e., fuzzy analytic hierarchy process (fuzzy AHP) and technique for order of preference by similarity to ideal solution (TOPSIS), which were integrated with a qualitative price analysis (ACJ)—ensures an effective RES choice for industry in the electricity context, including all the key criteria; at the same time, it allows for a reduction in ambiguity when assessing the RES by experts.

Although studies have, to date, taken into account the mentioned criteria, they have not integrated these criteria in a consistent and comprehensive manner. In the proposed method, it is possible to combine the key criteria of RES choice and the actual values. For this reason, the rankings of RES choice obtained by this method differ from those published so far. These aspects are the main aspects that conditioned the novelty of the proposed method, and thus, the area for scientific discussion.

The research and testing of the proposed method were carried out as part of a choice of renewable energy sources for use by industry in Poland, as it is considered to be one of the EU countries generating the highest amount of greenhouse gas emissions [7,15,26]. The results presented in the article may be useful in many energy-intensive branches of science and industry, where it is increasingly necessary to simultaneously analyze various risks related to both penalties for greenhouse gas emissions and the process of investing in RES. The presented analysis scheme is applicable to the metal industry, especially alloy production, e.g., as shown by the authors of [38,39], and shown in the machinery industry [40–42].

2. Literature Review

The literature review has shown that the choice of RES should reduce costs and maximize energy production [34]. Additionally, the authors of [34] used simulation models and tools to choose the optimal wind farm location. The costs incurred as part of RES were also discussed, for example, by the authors of [32,35]. In Ref. [32], based on survey results from a team of experts, it was shown that one of the most important factors influencing the choice of RES is their cost. In turn, the author of [35] concluded that the costs incurred as part of obtaining energy from renewable sources is constantly growing; therefore, they should not be underestimated. Referring to obtaining energy from RES, it was concluded that this criterion in the process of choice of RES was often included, e.g., by the authors of [35], and also by the authors of [26,33]. For example, the authors of [26] show that the development of technology to obtain energy from RES allows us to produce energy from the wind or sun [43] in similar amounts to hydropower. It was also indicated that the most frequently used energy generation technology among Polish investors is an installation powered by a biomass boiler. It is also important to select an effective method of remote monitoring and control of the RES installation. The authors of [44] proposed a remote monitoring and control system with interfaces and data collectors. This system enables the analysis of centralized energy and CO\textsubscript{2} consumption data. In this way, the measurable nature, data transparency, company acceptance, planning, and visibility of renewable energy in industry can be improved. The authors of [45] drew attention to another problem related to the monitoring of the technical conditions of the installation, as well as problems with data transmission resulting from communication disruptions. Based on the IoT communication framework, a fusion algorithm was used to exploit observations from multiple sensors while considering the unpredictable nature of the wireless channel. The authors of [33] conducted a survey aimed at assessing the awareness and attitudes of people about obtaining energy from renewable energy. It was shown that almost every third respondent declared a lack of interest in obtaining energy from RES. Additionally, it is important to return to the previously mentioned production of
energy from RES [36], which, as was demonstrated, is also one of the main criteria of RES choice [30,36,37]. For example, the authors of [30] combined methods that were used to produce electricity in Turkey. These methods were Delphi [46], Fuzzy Analytical Hierarchy Process (FAHP) [31,47–50], and Fuzzy Weighted Aggregated Sum Product Assessment (FWASPAS) [30]. The criteria and subcriteria of the analysis were chosen using the Delphi method, and their evaluation was made using the FAHP method. By the FWASPAS method, the best RES to produce electricity was identified—wind energy. The authors of [37], using artificial neural networks, predicted the RES production volume in Poland until 2025. It was concluded that, in addition to criteria relatively often included in the analysis of RES choice, i.e., the energy obtained from RES [26,33,35], energy production via RES [30,36,37], and costs incurred by using RES [32,35,36], efforts were made to improve the choice of RES in the context of eliminating the ambiguities that occurred while making decisions concerning the choice of the preferred RES. An example is [31], in which the authors used a multistage framework for selecting the most advantageous RES in China by integrating pictorial linguistic fuzzy numbers (PLFN) [51], preference ranking organization methods for the assessment of enrichment II (PROMETHEE II) [52], and perspective theory (PT) [53]. It was shown that the best choice is solar energy, followed by wind, water, and biomass energy. In a similar vein, the authors of [31] proposed a probabilistic set of linguistic terms about interval values (IVPLTS) [54], which was supposed to support the choice of the most favorable RES.

In summary, after the literature review, it was concluded that greenhouse gas emissions, which are a current global problem [8], are mainly generated in the context of electricity [7,9–11,15], and the biggest demand for electricity comes from the industry sector [26]. There is a need to support the development of industry without damaging the environment [7,16], mainly by using methods to solve the decision problems [30,31,36,54]. The following criteria have been included: Energy obtained from RES [26,33,35], energy production via RES [30,36,37], and costs incurred by using RES [32,35,36]. Also, the choice of RES was made as part of survey research [32–34], after which we used different methods with the aim of eliminating the ambiguities in the responses [31,54].

3. Materials

The testing of the proposed method was done as part of the process of identifying the preferred RES for industry in Poland, so the RES that were analyzed in the context of electricity were solid biofuels, solar energy, hydropower, wind energy, biogas, liquid biofuels, geothermal energy, and renewable municipal waste. The choice was conditioned because electricity is obtained from these RES in Poland [15,22]. These renewable energy sources are described in the literature [27,55]. However, as part of the proposed method, it is possible to analyze any number and type of RES, and the choice depends on the entity using the method.

4. Methods

The proposed method included combined decision-making methods. These methods were among the most commonly used methods of making a multicriteria decision (MCDM): The fuzzy analytic hierarchy process (fuzzy AHP) and technique for order of preference by similarity to ideal solution (TOPSIS) [56–58]. These methods were integrated with a qualitative price analysis (ACJ) [1,59–64].

The chosen methods, i.e., FAHP and TOPSIS, were conditioned by the fact that these methods are the most commonly used in making multicriteria decisions [47,48,50,57,65–68]. The ACJ method was chosen, due to the fact that it is relatively simple. In addition, it allows one to make the best choice by taking into account both the quality of the product and its cost. Additionally, it can be integrated with other methods, e.g., methods for calculating product quality, including decision-making methods, such as the AHP method, as indicated by the authors of [1]. In turn, the ability to combine these methods as part of making the best decision was confirmed by the authors of [69–71]. However, previous studies were in
The methodology of choosing the preferred RES for industry is shown in Figure 1.

![Figure 1. The methodology of choosing the preferred RES for use in industry.](image)

The proposed method included obtaining preference assessments of the RES used in industry in the context of electricity. In accordance with the authors of [31–33,54], these assessments will be obtained via survey research. Subsequently, the assessments obtained will be transformed using the FAHP method into so-called RES weights, which will indicate the favored RES to be used in industry in the context of electricity. At this stage, the first key RES choice criterion is considered, i.e., expert opinion [32–34]. Next, we combined methods, i.e., FAHP with TOPSIS. At this stage, the results showed the ranking of RES by expert opinion, the actual amount of potential RES electrical resources [26,33,35], and actual amount of energy from RES converted to power [30,36,37]. Therefore, to include prices for meeting the demand for electricity with RES (the fourth key criterion) [32,35,36], it was assumed adequate to integrate this result with a qualitative price analysis (ACJ), which can include the product quality and price simultaneously [1,59–64]. The method of their implementation is presented in the remainder of the article and in Figure 2.

4.1. Obtain and Transform Experts’ Assessments

The first stage of the proposed method was to obtain and transform expert assessments about the preference of RES for industry in the context of electricity, where this preference refers to ways to reduce the negative effect of using nonrenewable energy sources in industry. However, it is possible to make expert assessments dependent on other criteria, e.g., social or location. It is necessary to remember that we are only aiming to obtain the weights (importance) of RES. For this reason, RES ratings in relation to various criteria generate different RES weights depending on the criterion against which they were assessed. To obtain the experts’ assessments, following [31–33,54], we decided it was effective to conduct a survey.
In this case, a questionnaire was used to obtain the assessment of preferences for RES to be used in the Polish industry in the context of electricity. The survey was conducted in October 2020 in accordance with the adopted assumptions. Because the research was a test of the proposed method, assessments were obtained from a sample of 39 randomly selected experts. Among them were 34 experts from Polish production companies, some of them dealing with photovoltaics, heat pumps, wind turbines, or pellet heating from their own by-production. The remaining respondents, including the authors of this article, are ex-
erts, among others in the fields of mechanical engineering and production engineering. In accordance with the authors of [72,73], in this stage of research, this sample can be considered representative. For example, the authors of [72,74–76] proved that, as part of the AHP method (and also the FAHP method), the precision of results is achieved even in groups of three experts [76]. In turn, the authors of [73] confirmed that an approach based on AHP is a subjective methodology that allows for data collection and analysis from a small group of experts. A similar conclusion was presented by the author of [74], who confirmed that the AHP method (and thus, also the FAHP) does not require statistical significance for the sample. Another important conclusion of the author of [77] was the proposed combination of the FAHP method with other methods (in the analyzed case, TOPSIS and ACJ). He pointed out that, in such a case, other attributes of the combined methods are not directly compared, and thus, this eliminates the need for a large sample (in extreme cases, it is even possible to obtain correct results for a sample consisting of one expert) [77]. Therefore, it was considered that the sample size is sufficient as a part of the proposed, integrated methods (FAHP, TOPSIS, and ACJ). However, we plan to expand the sample in subsequent studies and verify the results. This is due to the advisability of taking into account factors related to the turbulent economic environment. Additionally, the small sample size limits the possibility of generalizing results [73].

The survey was made in simplified form (Table 1), but it is possible to use a questionnaire for obtaining expert assessments, which is applicable in the FAHP method [78,79].

Table 1. Example of the survey form.

| No. | Renewable Energy Source | Rating (1–9) |
|-----|-------------------------|--------------|
| 1   | Solid biofuels          |              |
| 2   | Solar energy            |              |
| 3   | Hydropower              |              |
| 4   | Wind energy             |              |
| 5   | Biogas                  |              |
| 6   | Liquid biofuels         |              |
| 7   | Geothermal energy       |              |
| 8   | Renewable municipal waste |          |

We adopted Saaty’s preferred nine-point rating scale for the survey (Table 2).

Table 2. Saaty scale [47,50].

| Classic Saaty Scale | Description                                      | Triangular Fuzzy Number | Triangular Fuzzy Reciprocal Number |
|---------------------|--------------------------------------------------|--------------------------|-----------------------------------|
| 1                   | Equally important                               | (1.1.1)                  | (1/1.1)                           |
| 2                   | Moderately important                            | (1.2.3)                  | (1/1.2/1.3)                       |
| 3                   | Moderately more important                       | (2.3.4)                  | (1/2.3/1.4)                       |
| 4                   | Moderately to definitely more important         | (3.4.5)                  | (1/3.4/1.5)                       |
| 5                   | Much more important                             | (4.5.6)                  | (1/4.5/1.6)                       |
| 6                   | Preferred to very much more important           | (5.6.7)                  | (1/5.6/1.7)                       |
| 7                   | Very much more important                        | (6.7.8)                  | (1/6.7/1.8)                       |
| 8                   | Preferred to extremely important                | (7.8.9)                  | (1/7.8/1.9)                       |
| 9                   | Extremely important                             | (8.9.9)                  | (1/8.9/1.9)                       |

However, it is possible to use other scales, e.g., 1–5 or 1–7, where the choice depends on the entity performing the research [1]. In accordance with the methodology described by the authors of [47], it was assumed that ambiguities in assessments could be reduced by transforming the assessments expressed in the classic Saaty scale into triangular fuzzy numbers. In the case of a large sample, it is possible to use formulas in a calculation program, e.g., Excel. With this aim, it is necessary to enter all the survey data into the calculation program sheet and create a table that contains the assessments in a classical
Saaty scale and triangular fuzzy numbers. Then, it is necessary to use a function, e.g., vertical search, that will attribute each assessment in the classical Saaty scale a triangular fuzzy number. After transforming all expert assessments obtained from the survey, it is possible to use these assessments to estimate the weights of RES, which are shown in the next stage of the proposed method.

4.2. Using the FAHP Method

As part of the second stage of the proposed method, we used the fuzzy AHP method. The aim was to estimate, based on the results of the survey research, the weights of RES chosen to analyze. These weights, as part of the FAHP method, are defined by the values of a normalized, nonfuzzy vector of weight. This process includes six main steps.

4.2.1. Development of the Combined Matrix

In the first step, expert assessments (obtained from the survey in Section 4.1), transformed into triangular fuzzy numbers, should be summarized in a decision matrix, which is the so-called combined matrix. With this aim, and in accordance with the proposition made by the authors of [47], an algorithm should be used for the conversion of language variables (Equation (1)):

\[
\tilde{A}_{E}^{ij} = \left( l_{E}^{ij}, m_{E}^{ij}, u_{E}^{ij} \right),
\]

where \( l_{E}^{ij} = \text{Min} \{ l_{T}^{ij} \} \forall T \in E \) is the minimum value on the left end,

and \( m_{E}^{ij} = \left\{ m_{T}^{ij} \right\}^{\frac{1}{n}} \forall T \in E \) is the geometric mean of the median of all triangular fuzzy numbers;

\( u_{E}^{ij} = \text{Max} \{ u_{T}^{ij} \} \forall T \in E \) is the minimum value on the right end.

where:

\( \tilde{A}_{E}^{ij} \) = the value obtained after multiple comparisons of the opinions of experts in relation to the \( i_{th} \) assessing element and the \( j_{th} \) assessing element;

\( T \) = the \( T_{th} \) expert.

After developing the combined matrix, it is possible to create a fuzzy matrix of pairwise comparisons.

4.2.2. Create the Fuzzy Matrix of Pairwise Comparisons

Then, as part of the second step, a fuzzy matrix of pairwise comparisons is created, \( \tilde{A} = [\tilde{a}_{ij}] \), which refers to ambiguities that arose during assessments of the RES by experts [47,48,80]. This step consists of writing the triangular fuzzy numbers in the matrix of pairwise comparisons, i.e., \( A = [a_{ij}] \) (2) [47]:

\[
A = [a_{ij}] = \begin{bmatrix}
1 & a_{12} & \cdots & a_{1n} \\
\frac{1}{a_{21}} & 1 & \cdots & a_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{1}{a_{n1}} & \frac{1}{a_{n2}} & \cdots & 1
\end{bmatrix}
\]

\[
\tilde{A} = [\tilde{a}_{ij}] = \begin{cases}
(1, 1, 1) & \text{if } i = j \\
(a_{ijl}, a_{ijm}, a_{iju}) & \text{if } j > i \\
\left( \frac{1}{a_{ijl}}, \frac{1}{a_{ijm}}, \frac{1}{a_{iju}} \right) & \text{if } j < i
\end{cases}
\]

Then, on the diagonal, there are always values equal to 1 (i.e., in triangular fuzzy numbers, it is 1.1.1), while above the diagonal are values of pairwise comparisons, and under the diagonal, there are reciprocal values [1]. Then, it is necessary to calculate the relative fuzzy weight values, which is shown in the next step.
4.2.3. Calculation of the Relative Fuzzy Weight Values

Following the authors of [1,47], it was assumed that we could calculate relative fuzzy weight values as part of the normalization of the mean per row, to achieve fuzzy weight values from a fuzzy matrix of pairwise comparisons (Equation (3)):

\[
W_i = \left( \prod_{j=1}^{n} a_{ij} \right)^{\frac{1}{n}} \frac{1}{\sum_{i=1}^{n} \left( \prod_{j=1}^{n} a_{ij} \right)}
\]

where \( a_{ij} \) = the triangular fuzzy number located at row \( i \) and column \( j \) in the pairwise comparison matrix;
\( W_i \) the fuzzy weight of row \( i \).

Step 1: \( Z_i = \left[ \prod_{j=1}^{n} \tilde{a}_{ij} \right]^{\frac{1}{n}}, \forall i \)

Step 2: \( W_i = \left( \prod_{j=1}^{n} \tilde{a}_{ij} \right)^{\frac{1}{n}} = Z_i \left( Z_i \oplus \ldots \oplus Z_n \right)^{-1}. \)

With this in mind, it is necessary to calculate the sum of the values from each row of a fuzzy matrix of pairwise comparisons \( \tilde{A} = [\tilde{a}_{ij}] \) and normalize the obtained sums by the calculation of fuzzy numbers [48,80]. Then, it is possible to calculate the possibility degree.

4.2.4. Calculation of the Possibility Degree

In this step, it is necessary to calculate the possibility that fuzzy number \( \tilde{W}_i \) is greater than or equal to the fuzzy number \( \tilde{W}_j \) using Equation (4) [48,80]:

\[
V\left( \tilde{W}_i \geq \tilde{W}_j \right) = \mu_{\tilde{W}_i}(d) = \begin{cases} 
1, & \text{for } m_{ij} \geq m_{ji} \\
0, & \text{for } l_{ji} \geq u_{ij} \\
\frac{(l_{ij} - u_{ij})}{(m_{ij} - u_{ij}) - (m_{ji} - l_{ji})}, & \text{for others.}
\end{cases}
\]

where \( \tilde{W}_i = (l_{ij}, m_{ij}, u_{ij}) \) and \( \tilde{W}_j = (l_{ji}, m_{ji}, u_{ji}) \) are two fuzzy numbers. In turn, \( \mu_{\tilde{W}_i}(d) \) is the degree of affiliation \( d \) to \( \tilde{W}_i \) (Figure 3).

Figure 3. Determination of the coordinates of the point of intersection \( \tilde{W}_i \) and \( \tilde{W}_j \) [48,49].

Subsequently, it is necessary to determine the least possible degree, as shown in the next step.
4.2.5. Determine the Least Possible Degree

Next, to determine the least possible degree, i.e., \( V(\tilde{W}_i \geq \tilde{W}_j) \) fuzzy number \( \tilde{W}_i \) relative to all other fuzzy numbers \((n - 1)\), it is necessary to use Equation (5) \([48,80]\):

\[
V(\tilde{W}_i \geq \tilde{W}_j) = \min_{j \in (1, \ldots, n) \setminus i} V(\tilde{W}_i \geq \tilde{W}_j) = \mu_{\tilde{W}_i}(d) = \mu_{\tilde{W}_j}(d); i = 1, 2, \ldots, n. \tag{5}
\]

After determining the least possible degree of fuzzy number relative to all other fuzzy numbers, it is necessary to complete the next step.

4.2.6. Calculation of the Weight Vector and Normalized Nonfuzzy Weight Vector

Subsequently, the aim is the calculation of weight vector \( W' \) and normalized nonfuzzy weight vector \( W'_N \). The weight vector is determined by all the least possible degrees \((n)\), which were appointed in Section 4.2.5. Therefore, the weight vector is determined as in Equation (6) \([48,49]\):

\[
W' = (\min_1 V(\tilde{W}_i \geq \tilde{W}_j), \ldots, \min_n V(\tilde{W}_i \geq \tilde{W}_j)). \tag{6}
\]

Next, to calculate the normalized nonfuzzy weight vector, it is necessary to add up all the least possible degrees using Equation (7) \([48]\):

\[
\sum \min V = \min_1 V(\tilde{W}_i \geq \tilde{W}_j) + \ldots + \min_n V(\tilde{W}_i \geq \tilde{W}_j). \tag{7}
\]

Then, it is possible to compute the normalized nonfuzzy weight vector using Equation (8) \([48]\):

\[
W'_N = \left(\frac{\mu_{\tilde{W}_j}(d)}{\sum \min V}, \ldots, \frac{\mu_{\tilde{W}_n}(d)}{\sum \min V}\right)^T = (w_j, \ldots, w_n), \text{ where } i = 1, 2, \ldots, n; j = 1, 2, \ldots, n \tag{8}
\]

The values of the normalized, nonfuzzy weight vector create the weight ranking of expert opinions about preferred RES for use in industry. The maximum value is the maximum weight, which indicates the preferred RES, and the minimum value is the minimum weight, hence the least preferred RES. Therefore, to include other key criteria, it is necessary to integrate the obtained values of a normalized, nonfuzzy weight vector with the actual values of energy production from RES and with the amount of potential RES electrical resource. For this purpose, the TOPSIS method was used, as discussed in Section 4.3.

4.3. Using the TOPSIS Method

The analyzed problem is a decision problem dependent on different alternatives (RES) and different criteria (i.e., weights of RES, actual values of electricity production from RES, and amount of potential RES electrical resource), which are shown as real number values (obtained and produced). It is adequate to use the TOPSIS method. This method is preferred for decision-making \([47,48,50,57,65,66]\), and is effective when combined with the FAHP method \([69–71]\). This process is realized in six steps.

4.3.1. Construction of the Decision Matrix and Adopting RES Weights

Initially, a decision matrix was created, which included actual values of RES choice criteria (i.e., amount of potential RES electrical resource and electricity production from
RES). In accordance with [57], it was assumed that a decision matrix is determined as $X$ and has the form in Equation (9) [50,57]:

$$X = [x_{ij}] = \begin{bmatrix}
x_{11} & x_{12} & \cdots & x_{1n} \\
x_{21} & x_{22} & \cdots & x_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
x_{n1} & x_{n2} & \cdots & x_{nn}
\end{bmatrix}, \quad (9)$$

where:

$x_{ij}, \forall i, j$ and $x_{ij} =$ actual value of production or obtained electricity from RES.

Then, it is necessary to calculate the normalized decision matrix, as shown in the next step.

### 4.3.2. Calculation of the Normalized Decision Matrix

It is possible to calculate the normalized decision matrix, which is indispensable when analyzing different criteria (also with different units of measurement). In the analyzed case, such a situation occurred because the values of electricity production from RES were expressed in GWh, and the values of potential RES electrical resource were expressed as percentages. Therefore, it was necessary to normalize the results [57].

Hence, the values from the decision matrix were transformed into a normalized scale, creating a normalized decision matrix. In accordance with the authors of [57,65,66], the calculation of the normalized decision matrix ($n_{ij}$) was performed using Equation (10):

$$n_{ij} = \frac{x_{ij}}{\sqrt{\sum_{i=1}^{m} x_{ij}^2}}, \quad (10)$$

where $i = 1, \ldots, m; j = 1, \ldots, n$.

After calculating the normalized decision matrix, it is necessary to calculation of the weighted normalized decision matrix.

### 4.3.3. Calculation of the Weighted Normalized Decision Matrix

Subsequently, the weighted normalized decision matrix was calculated ($v_{ij}$) by Equation (11) [57,65,66]:

$$v_{ij} = w_j n_{ij}, \text{ where } i = 1, \ldots, m; j = 1, \ldots, n,$$

and $w_j$ is the weight of the $i$th attribute or criterion, and $\sum_{j=1}^{n} w_j = 1$. (11)

Next, the positive ideal and negative ideal solutions were determined, as shown in next step.

### 4.3.4. Determining the Positive Ideal and Negative Ideal Solutions

With this step a positive ideal solution ($A_+^{+}$) and a negative ideal solution were determined ($A_-^{-}$) in accordance with Equations (12–13) [57,65,66]:

$$A_+ = (v_1^+, v_2^+, \ldots, v_n^+) = \left( \left( \max_{i} v_{ij} \mid j \in I \right), \left( \min_{i} v_{ij} \mid j \in J \right) \right) \quad (12)$$

$$A_- = (v_1^-, v_2^-, \ldots, v_n^-) = \left( \left( \min_{i} v_{ij} \mid j \in I \right), \left( \max_{i} v_{ij} \mid j \in J \right) \right). \quad (13)$$

where $I$ concerns the benefit criteria, $J$ concerns cost criteria, $i = 1, \ldots, m$; and $j = 1, \ldots, n$.

Therefore, the positive ideal solution concerns the maximum of results in each analyzed criterion, maximizing benefits and minimizing costs. In turn, the negative ideal solution concerns the minimum results in all the analyzed criteria, maximizing costs and...
minimizing benefits. The function criteria can be beneficial functions, i.e., more is better, or the cost functions, i.e., less is better [57].

In the analyzed case, in accordance with the drive toward sustainability [1,81,82], it was assumed that the values of production and the amount of potential RES electrical resource are determined by the benefit function, so more electricity production from RES is better, and also, a greater amount of potential RES electrical resource is better.

After determining the positive and negative ideal solutions, it is necessary to calculate the separation measures.

4.3.5. Calculation of the Separation Measures

In accordance with the TOPSIS method [83], in this step the separation measures are calculated from the positive ideal solution (A+) and the negative ideal solution (A−).

With this aim, the n-dimensional Euclidean distance is calculated, which is expressed by Equations (14)–(15) [57,65,66]:

\[
d_j^+ = \left\{ \sum_{i=1}^{n} (v_{ij} - v_{ij}^+)^2 \right\}^{\frac{1}{2}}, j = 1, \ldots, n
\]  

\[
d_j^- = \left\{ \sum_{i=1}^{n} (v_{ij} - v_{ij}^-)^2 \right\}^{\frac{1}{2}}, j = 1, \ldots, n. \quad (15)
\]

Subsequently, it is necessary to calculate the relative proximity to the positive ideal solution.

4.3.6. Calculation of the Relative Proximity to the Positive Ideal Solution

In this step, we calculated the relative proximity to the positive ideal solution, which means the relative proximity of alternative \( A_i \) with estimates to \( A^+ \) by Equation (16) [57,65,66]:

\[
R_j = \frac{d_j^-}{d_j^+ + d_j^-},
\]

where \( j = 1, \ldots, n \), since \( d_j^- \geq 0 \) and \( d_j^+ \geq 0 \), then clearly \( R_j \in [0,1] \).

Then, it is possible to organize the obtained results, which at the same time, organizes the RES from the most preferred to the least preferred one for use in industry. However, in this stage, these preferences included three key criteria of RES choice, i.e., expert opinion, actual values of potential RES electrical resource, and actual values of electricity from RES converted to power. Therefore, to include the price of meeting the demand for electricity with RES, it is necessary to integrate the combined methods (FAHP and TOPSIS) with a qualitative price analysis (ACJ). This integration is presented in Section 4.4.

4.4. Using the Qualitative Price Analysis (ACJ)

The fourth step of the proposed method includes use Quality Prices Analysis (ACJ), to determine the preferred RES for industry in the context of electricity. This choice will include all four key criteria of RES choice [1,59–64]. The process is presented in 10 steps, and starts with the estimation of the average (annual) cost of meeting the demand for electricity with RES.

4.4.1. Estimate of the Average (Annual) Cost of Meeting the Demand for Electricity with RES

In the first step, for all the analyzed RES, it is necessary to estimate the average (annual) costs of meeting the demand for electricity with RES. Therefore, initially, it is necessary to establish, e.g., reference costs of electricity from RES for all the analyzed RES. The average industrial prices should be used because electricity prices may be significantly lower for industrial customers than residential and commercial/public sector customers. Similarly, the average annual consumption of electricity from RES sources should be the average
consumption of industrial users only. In the analyzed case, these costs were obtained from the current regulation of the Minister of Climate of 24 April 2020 on the reference cost of electricity from renewable energy sources in 2020 and the periods applicable to producers who won auctions in 2020 [84]. The values of demand for electricity from RES are based on, for example, forecast data or data about the average consumption of electricity from renewable energy sources. In this case, they were based on currently available data on the average consumption of electricity from RES in Poland, obtained from a reliable source, i.e., the Central Statistical Office [22].

Having established costs ($P_j$) and the average annual consumption of electricity from renewable energy sources ($C_j$), it is possible to estimate the average costs of meeting the demand for electricity with RES, which is determined by Equation (17):

$$D_j = P_j \times C_j$$

where:
- $P_j$ = the reference cost of electricity from RES (MWh/year)
- $C_j$ = the amount of average annual consumption of electricity from RES (MWh/year)
- $j$ = renewable energy source; $j = 1, 2, \ldots, n$.

Because the average consumption of electricity was expressed in terajoules (TJ), this amount was presented in megawatt-hours (MWh), where:

$$1 \text{ TJ} = 277,778 \text{ MWh},$$

where:
- TJ = terajoule,
- MWh = megawatt-hour.

Therefore, the average cost of meeting the demand for electricity with RES ($D_j$) is estimated as MWh/year. After estimating the average costs of all RES, it is possible to convert the value of relative proximity of the positive ideal solution.

### 4.4.2. Conversion of the Value of Relative Proximity of the Positive Ideal Solution

As part of a qualitative price analysis (ACJ), it is necessary to establish the so-called product quality. This is the value of the relative proximity of the positive ideal solution (calculated in Section 4.3.6). Therefore, as part of the ACJ, the values of the relative proximity of the positive ideal solution should be converted to percentages as follows:

$$R_j \% = R_j \times 100,$$

where:
- $R_j$ = the relative proximity of the positive ideal solution (calculated in Section 4.3.6),
- $j$ = renewable energy source, and $j = 1, \ldots, n$.

Then it is possible to proceed to the calculation of the cost–quality index.

### 4.4.3. Calculation of the Cost–Quality Index

The index of the cost ($c_{p_j}$) determines the cost of one percent of product quality, where the higher the index value, the better the product. As adopted, this index refers to the average costs of meeting the demand for electricity with RES (calculated in Section 4.4.1) and the relative proximity of the positive ideal solution (calculated in Section 4.4.2). Therefore, in accordance with [1,59–64], calculation of the cost–quality index is determined by Equation (20):

$$c_{p_j} = \frac{D_j}{R_j \%}$$

where:
- $D_j$ = the average costs of meeting the demand for electricity with RES (MWh/year),
- $R_j \%$ = the product quality, so the relative proximity of the positive ideal solution (%),
j = renewable energy source; j = 1, . . . , n.

Then, it is necessary to calculate the relative cost, as shown in the next step.

4.4.4. Calculation of the Relative Cost

In accordance with [1,59–64], the calculation of the relative cost (p) is realized by Equation (21):

\[ p_j = \frac{D_{\text{max}} - D_j}{D_{\text{max}} - D_{\text{min}}}, \]

where:
- \( D_j \) = the average cost of meeting the demand for electricity with RES (MWh/year),
- \( D_{\text{max}} \) = the maximum average cost of meeting the demand for electricity with RES (MWh/year),
- \( D_{\text{min}} \) = the minimum average cost of meeting the demand for electricity with RES (MWh/year),

and j = renewable energy source; j = 1, . . . , n.

Then, it is possible to calculate the cost–quality proportionality index.

4.4.5. Calculation of the Cost–Quality Proportionality Index

To calculate the cost–quality proportionality index, it is necessary to calculate the quotient of the relative cost and product quality, which is expressed as a decimal. Therefore, in accordance with the research concept, the decimal of product quality is equivalent to the value of the relative proximity of the positive ideal solution \( R_j \). Then, the formula for calculating the cost–quality proportionality index takes the form of Equation (22) [1,59–64]:

\[ e_j = \frac{p_j}{R_j}, \]

where:
- \( p_j \) = relative cost (calculated in Section 4.4.4.) (MWh/year),
- \( R_j \) = the relative proximity of the positive ideal solution (calculated in Section 4.3.6),

and j = renewable energy source; j = 1, . . . , n.

Then we proceeded to calculate the decision interpretation index in the next step.

4.4.6. Calculation of the Decision Interpretation Index

In accordance with [1,59–64], it was necessary to calculate the decision interpretation index using Equations (23–24):

\[ d_j = \frac{1}{2} e_j, \quad \text{if } e \in (0; 1), \text{ and } j = 1, \ldots, n \quad \text{(for unfavorable decisions)}; \]

\[ d_j = \frac{1}{2} + \frac{1}{2} \times \left( 1 - \frac{1}{e} \right), \quad \text{if } e > 1 \quad \text{(for favorable decisions)}, \]

where:
- \( e_j \) = the cost–quality proportionality index (calculated in Section 4.4.5) (MWh/year),

Based on Kolman’s assumptions [1,59–64], the verbal interpretation of the decision interpretation index values (\( d_j \)) for values of the cost–quality proportionality index (e) is shown in Figure 4.
In accordance with the ACJ methodology [1,59–64], it was assumed that the values of the cost–quality proportionality index ($e_j$) in a coordinate system ($p - q$) are values of the decision function:

$$\text{tg}\delta = \frac{p}{q},$$  \hspace{1cm} (25)

where angle $\delta$ is considered to be the accuracy angle.

After calculating the decision interpretation index for each of the analyzed RES, it is possible to calculate the relative cost index.

### 4.4.7. Calculation of the Relative Cost Index

To calculate the relative cost index, it is necessary to determine the maximum ($c_{p_{\text{max}}}$) and minimum ($c_{p_{\text{min}}}$) index of relative cost from all cost–quality indexes (calculated in Section 4.4.3).

Then, it is possible to calculate the relative cost index with Equation (26) [1,59–64]:

$$c_j = \frac{c_{p_{\text{max}}} - c_{p_j}}{c_{p_{\text{max}}} - c_{p_{\text{min}}}},$$  \hspace{1cm} (26)

where:

- $c_{p_{\text{max}}}$ = the maximum index of relative cost from all cost–quality indexes,
- $c_{p_{\text{min}}}$ = the minimum index of relative cost from all cost–quality indexes,
- $c_{p_j}$ = the cost–quality index,
- $j = \text{renewable energy source}; j = 1, \ldots, n$.

Then we proceeded to calculate the settlement index for technical preference, as shown in the next step.

### 4.4.8. Calculation of the Settlement Index for Technical Preference

In order to calculate the settlement index for technical preference ($r_t$), according to the creator of the ACJ method [1,59–64], it is necessary to adopt dependence:

$$r_t = \frac{\alpha R_j + \beta d_j + \gamma c_j}{\alpha + \beta + \gamma},$$  \hspace{1cm} (27)
where:
\( R_j \) = the quality product, so the relative proximity to the positive ideal solution (calculated in Section 4.3.6),
\( d_j \) = the decision interpretation index (calculated in 3.4.6 step),
\( c_j \) = the relative cost index (calculated in 4.4.7. step),
\( \alpha, \beta, \gamma \) = the importance factors to be substituted into Equation (28),
\( j = \) renewable energy source; \( j = 1, \ldots, n \).

In accordance with the author of the ACJ method [1,59–64], the importance coefficients should be substituted into Equation (28):

\[
\alpha : \beta : \gamma = 3 : 2 : 1 \tag{28}
\]

Then, Equation (27) for the settlement index for technical preference has the form [1,59–64]:

\[
r_{t_j} = 0.167(3R_j + 2d_j + c_j), \tag{29}
\]

where:
\( R_j, d_j, c_j, j \) = as for Equation (27), and \( j = 1, \ldots, n \).

Based on the adopted proportions, the settlement index for economic preference was calculated.

4.4.9. Calculation of the Settlement Index for Economic Preference

As part of the calculation of the settlement index for economic preference \( (r_e) \), in accordance with [1,59–64], it is necessary to use Equation (30):

\[
r_{e_j} = \frac{\alpha c_j + \beta d_j + \gamma R_j}{\alpha + \beta + \gamma}, \tag{30}
\]

where:
\( R_j \) = the product quality, i.e., the relative proximity to the positive ideal solution (calculated in Section 4.3.6),
\( d_j \) = the decision interpretation index (calculated in Section 4.4.6),
\( c_j \) = the relative cost index (calculated in Section 4.4.7),
\( \alpha, \beta, \gamma \) = the importance factors to be substituted into Equation (28),
\( j = \) renewable energy source; \( j = 1, \ldots, n \).

In this case, the indexes of importance are synonymous with the coefficients of the index of technical preference, so they are equal [1,59–64]:

\[
\alpha : \beta : \gamma = 3 : 2 : 1 \tag{31}
\]

Then, Equation (30) for the settlement index for economic preference has the form [1,59–64]:

\[
r_{e_j} = 0.167(3c_j + 2d_j + R_j), \tag{32}
\]

where:
\( R_j, d_j, c_j, j \) = as for Equation (30); and \( j = 1, \ldots, n \).

Then, it is necessary to calculate the decision settlement index.

4.4.10. Calculation of the Decision Settlement Index

In order to verify the results, it is necessary to calculate the decision settlement index \( (r_d) \), which is presented by Equation (33) [1,59–64]:

\[
r_{d_j} = \frac{r_{t_j} + r_{e_j}}{2}, \tag{33}
\]

where:
\( r_{t_j} \) = the settlement index for technical preference (calculated in Section 4.4.8),
\( r_{ij} = \) the settlement index for economic preference (calculated in Section 4.4.9),
\( j = \) renewable energy sources, and \( j = 1, \ldots, n \).

Owing to the decision settlement index, it is possible to verbally interpret decisions in accordance with the unity scale of relative states [1,59–64], which is presented in Section 4.4.6 and Figure 2. The values of the obtained decision settlement ratios should be organized by creating a preference ranking, where a higher \( r_{ij} \) is more favorable, as indicated in Section 4.5.

4.5. Determination of RES Preferences for Use in Industry in the Context of Electricity

The last step is the determination of RES preferences for use in industry in the context of electricity. This step is realized based on the results of the decision settlement index (Section 4.4.10), which should be sorted in descending order. The maximum value is the first position in the ranking, which is the preferred RES for use in industry in the context of electricity. By contrast, the minimum value is the last position in the ranking, which is the least preferred RES for use in industry in the context of electricity. Additionally, in the context of the proposed method, a global sensitivity analysis was performed using Statistica 13.3.

5. Results
5.1. Obtain and Transform Experts’ Assessments

The collective results of the respondents’ assessments from the survey are presented in Table 3.

| No. | Renewable Energy Source          | The Sum of the Respondents’ Ratings, Given on a 1–9 Scale |
|-----|----------------------------------|--------------------------------------------------------|
| 1   | Solid biofuels                   | 20 2 2 2 1 1 2 4 6                                   |
| 2   | Solar energy                     | 7 1 2 3 5 5 1 3 13                                   |
| 3   | Hydropower                       | 33 0 2 1 2 0 0 1 1                                   |
| 4   | Wind energy                      | 28 1 0 3 1 1 4 1 1                                   |
| 5   | Biogas                           | 25 0 1 2 4 3 2 2 1                                   |
| 6   | Liquid biofuels                  | 24 1 3 4 3 2 0 2 1                                   |
| 7   | Geothermal energy                | 30 0 2 2 2 0 0 0 4                                   |
| 8   | Renewable municipal waste        | 28 1 2 5 2 1 0 0 1                                   |

Then, in accordance with the proposed method, the ambiguity in expert assessments was reduced by transforming the assessments from a classical Saaty scale to triangular fuzzy numbers. The function “vertically search” of the Excel calculation program was used for this.

5.2. Using the FAHP Method

Subsequently, using the algorithm by converting language variables, the transformed assessments have been combined into one decision matrix, which is the so-called combined matrix (Table 4).

Based on the combined matrix, a fuzzy matrix of pairwise comparisons was created, which is presented in Table 5.
Table 4. The combined matrix containing the values from the comparison of expert assessments.

| Renewable Energy Source | $A_{ij}^{E} = (l_{ij}^{E}, m_{ij}^{E}, u_{ij}^{E})$ |
|-------------------------|------------------------------------------|
| Solid biofuels          | 1.00, 2.25, 9.00                        |
| Solar energy            | 1.00, 4.47, 9.00                        |
| Hydropower              | 1.00, 1.25, 9.00                        |
| Wind energy             | 1.00, 1.59, 9.00                        |
| Biogas                  | 1.00, 1.80, 9.00                        |
| Liquid biofuels         | 1.00, 1.72, 9.00                        |
| Geothermal energy       | 1.00, 1.46, 9.00                        |
| Renewable municipal waste| 1.00, 1.48, 9.00                       |

Table 5. Fuzzy matrix of RES pairwise comparisons.

| Renewable Energy Source | Solid Biofuels | Solar Energy | Hydropower | Wind Energy |
|-------------------------|----------------|--------------|------------|-------------|
|                         | $l_{ij}$ | $m_{ij}^{E}$ | $u_{ij}^{E}$ | $l_{ij}$ | $m_{ij}^{E}$ | $u_{ij}^{E}$ | $l_{ij}$ | $m_{ij}^{E}$ | $u_{ij}^{E}$ |
| Solid biofuels          | 1.00    | 1.00         | 1.00         | 0.11    | 0.22         | 1.00         | 1.00    | 2.25         | 9.00         |
| Solar energy            | 1.00    | 4.47         | 9.00         | 1.00    | 1.00         | 1.00         | 1.00    | 4.47         | 9.00         |
| Hydropower              | 0.11    | 0.44         | 1.00         | 0.11    | 0.22         | 1.00         | 1.00    | 1.00         | 1.00         |
| Wind energy             | 0.11    | 0.44         | 1.00         | 0.11    | 0.22         | 1.00         | 1.00    | 1.59         | 9.00         |
| Biogas                  | 0.11    | 0.44         | 1.00         | 0.11    | 0.22         | 1.00         | 1.00    | 1.80         | 9.00         |
| Liquid biofuels         | 0.11    | 0.44         | 1.00         | 0.11    | 0.22         | 1.00         | 1.00    | 1.72         | 9.00         |
| Geothermal energy       | 0.11    | 0.44         | 1.00         | 0.11    | 0.22         | 1.00         | 1.00    | 1.46         | 9.00         |
| Renewable municipal waste| 0.11   | 0.44         | 1.00         | 0.11    | 0.22         | 1.00         | 1.00    | 1.48         | 9.00         |

Then, the relative fuzzy weight values were calculated as a part of the normalization of the average in the row, because it was necessary to obtain the fuzzy weight values from the fuzzy comparison matrix. With this aim, the sum of values from each row of fuzzy comparison matrix $\tilde{A} = [\tilde{a}_{ij}]$ was calculated, and the sum achieved from values in rows was normalized by calculation of fuzzy numbers. The results from the calculation are shown in Table 6.
Table 6. The results from the calculation as part of achieving the fuzzy weight values from the fuzzy comparison matrix.

| Renewable Energy Source | $Z_i = \prod_{j=1}^{n} \tilde{a}_{ij}^{k}, \forall i$ | $W_i = \frac{(\prod_{j=1}^{n} \tilde{a}_{ij}^{k})^{\frac{1}{k}}}{\sum_{i=1}^{n}(\prod_{j=1}^{n} \tilde{a}_{ij}^{k})^{\frac{1}{k}}}$ |
|--------------------------|---------------------------------|--------------------------------------------------|
| Solid biofuels           | 7.11 14.74 56.00 0.02 0.16 1.43 |                                                  |
| Solar energy             | 8.00 32.32 64.00 0.03 0.35 1.64 |
| Hydropower               | 1.78 4.80 8.00 0.01 0.05 0.20 |
| Wind energy              | 2.67 5.65 16.00 0.01 0.06 0.41 |
| Biogas                   | 6.22 10.65 48.00 0.02 0.12 1.23 |
| Liquid biofuels          | 5.33 9.11 40.00 0.02 0.10 1.02 |
| Geothermal energy        | 3.56 6.52 24.00 0.01 0.07 0.61 |
| Renewable municipal waste| 4.44 7.36 32.00 0.02 0.08 0.82 |
| Sum                      | 39.11 91.14 288.00 0.14 1.00 7.36 |
| Results                  | 0.83 0.80 0.83 0.79 0.79 0.79 |

After computing the relative weights, calculations were performed to determine the degree of the possibility that the fuzzy number $\tilde{W}_i$ is greater than or equal to the fuzzy number $\tilde{W}_j$ and the smallest degree $V(\tilde{W}_i \geq \tilde{W}_j)$ of the fuzzy number $\tilde{W}_i$ relative to all other $(n - 1)$ fuzzy numbers. The results are shown in Table 7.

Table 7. Determined degree of the possibility and the smallest degree of fuzzy number.

| Solid Biofuels $W_1$ | Solar Energy $W_2$ | Hydropower $W_3$ | Wind Energy $W_4$ |
|----------------------|---------------------|------------------|-------------------|
| $W_1 \geq W_2$ 0.88 | $W_2 \geq W_1$ 1   | $W_3 \geq W_1$ 0.62 | $W_4 \geq W_1$ 0.79 |
| $W_1 \geq W_3$ 1   | $W_2 \geq W_3$ 1   | $W_3 \geq W_2$ 0.37 | $W_4 \geq W_2$ 0.57 |
| $W_1 \geq W_4$ 1   | $W_2 \geq W_4$ 1   | $W_3 \geq W_4$ 0.95 | $W_4 \geq W_3$ 1 |
| $W_1 \geq W_5$ 1   | $W_2 \geq W_5$ 1   | $W_3 \geq W_5$ 0.74 | $W_4 \geq W_5$ 0.88 |
| $W_1 \geq W_6$ 1   | $W_2 \geq W_6$ 1   | $W_3 \geq W_6$ 0.8 | $W_4 \geq W_6$ 0.91 |
| $W_1 \geq W_7$ 1   | $W_2 \geq W_7$ 1   | $W_3 \geq W_7$ 0.9 | $W_4 \geq W_7$ 0.98 |
| $W_1 \geq W_8$ 1   | $W_2 \geq W_8$ 1   | $W_3 \geq W_8$ 0.87 | $W_4 \geq W_8$ 0.95 |
| min. 0.88          | min. 1             | min. 0.87         | min. 0.95         |

| Biogas $W_5$ | Liquid Biofuels $W_6$ | Geothermal Energy $W_7$ | Renewable Municipal Waste $W_8$ |
|--------------|-----------------------|------------------------|-------------------------------|
| $W_5 \geq W_1$ 0.96 | $W_6 \geq W_1$ 0.94  | $W_7 \geq W_1$ 0.87  | $W_8 \geq W_1$ 0.91 |
| $W_5 \geq W_2$ 0.83 | $W_6 \geq W_2$ 0.8   | $W_7 \geq W_2$ 0.67  | $W_8 \geq W_2$ 0.74 |
| $W_5 \geq W_3$ 1   | $W_6 \geq W_3$ 1   | $W_7 \geq W_3$ 1   | $W_8 \geq W_3$ 1 |
| $W_5 \geq W_4$ 1   | $W_6 \geq W_4$ 1   | $W_7 \geq W_4$ 1   | $W_8 \geq W_4$ 1 |
| $W_5 \geq W_6$ 1   | $W_6 \geq W_6$ 0.98 | $W_7 \geq W_6$ 0.93 | $W_8 \geq W_6$ 0.96 |
| $W_5 \geq W_7$ 1   | $W_6 \geq W_7$ 1   | $W_7 \geq W_6$ 0.95 | $W_8 \geq W_7$ 0.98 |
| $W_5 \geq W_8$ 1   | $W_6 \geq W_8$ 1   | $W_7 \geq W_8$ 0.98 | $W_8 \geq W_7$ 1 |
| min. 0.83          | min. 0.8            | min. 0.67           | min. 0.74             |

Then, in accordance with the accepted procedure and based on the results, the weight vector $W'$ and normalized nonfuzzy weight vector $W'_N$ were determined:

$$W' = (0.88; 1.00; 0.37; 0.57; 0.83; 0.80; 0.67; 0.74).$$  \hspace{1cm} (34)

The sum of all the lowest possible degrees was:

$$\sum \min V = 5.86.$$  \hspace{1cm} (35)
Therefore, the normalized nonfuzzy weight vector was:

\[ W'_N = (0.15; 0.17; 0.06; 0.10; 0.14; 0.12; 0.13). \]  \hspace{1cm} (36)

Normalized nonfuzzy weight vector values were ordered to create the ranking of RES preferred in the Polish industry in the context of electricity. It is shown in Table 8.

Table 8. The ranking of RES preferred in the Polish industry in the context of electricity in accordance with the normalized nonfuzzy weight vector.

| Renewable Energy Source | \( W'_N \) | Ranking |
|-------------------------|-------------|---------|
| Solid biofuels          | 0.15        | 2       |
| Solar energy            | 0.17        | 1       |
| Hydropower              | 0.06        | 7       |
| Wind energy             | 0.10        | 6       |
| Biogas                  | 0.14        | 3       |
| Liquid biofuels         | 0.14        | 3       |
| Geothermal energy       | 0.12        | 5       |
| Renewable municipal waste | 0.13     | 4       |

At this stage, it was shown that, according to expert opinion, the preferred RES in the Polish industry is solar energy, which came first in the ranking (with a weight of 0.17). In second place was solid biofuels, which had a slightly lower weight, i.e., 0.15. However, in order to include other key criteria, the TOPSIS method was used.

5.3. Using the TOPSIS Method

Initially, a decision matrix was created considering the actual values of key criteria of RES choice (Table 9).

Table 9. Volumes of produced and amount of potential RES electrical resource in Poland for 2018 in the context of electricity.

| Renewable Energy Source | Volumes of Electricity from RES Converted to Power (GWh) | Volumes of the Amount of Potential RES Electrical Resource (%) |
|-------------------------|--------------------------------------------------------|--------------------------------------------------------------|
| Solid biofuels          | 5333.20                                                | 69.30                                                        |
| Solar energy            | 300.50                                                 | 0.90                                                         |
| Hydropower              | 1970.00                                                | 1.90                                                         |
| Wind energy             | 12798.80                                               | 12.40                                                        |
| Biogas                  | 1127.60                                                | 3.20                                                         |
| Liquid biofuels         | 2.00                                                    | 10.20                                                        |
| Geothermal energy       | 0.00                                                    | 0.30                                                         |
| Renewable municipal waste | 85.00                                               | 1.10                                                         |

In the analyzed case, the volumes of electricity from RES converted to power, and the amount of potential RES electrical resource in the context of electricity were expressed in different measurement units (i.e., GWh and %). Therefore, the normalized decision matrix was created in accordance with step 4.3.2 of the proposed method (Table 10).
Table 10. The results of the normalized decision matrix.

| Renewable Energy Source | Volumes of Electricity from RES Converted to Power | Volumes of the Amount of Potential RES Electrical Resource |
|-------------------------|--------------------------------------------------|----------------------------------------------------------|
| Solid biofuels          | 0.38                                             | 0.97                                                     |
| Solar energy            | 0.02                                             | 0.01                                                     |
| Hydropower              | 0.14                                             | 0.03                                                     |
| Wind energy             | 0.91                                             | 0.17                                                     |
| Biogas                  | 0.08                                             | 0.04                                                     |
| Liquid biofuels         | 0.00                                             | 0.14                                                     |
| Geothermal energy       | 0.00                                             | 0.00                                                     |
| Renewable municipal waste | 0.01                                           | 0.02                                                     |

Then, the weighted normalized decision matrix was calculated, and the positive ideal ($A^+$) and negative ideal solutions ($A^-$) were determined (Table 11).

Table 11. The results of the weighted normalized decision matrix and determined positive ideal solution ($A^+$) and negative ideal solution ($A^-$).

| Renewable Energy Source | Volumes of Electricity from RES Converted to Power | Volumes of the Amount of Potential RES Electrical Resource |
|-------------------------|--------------------------------------------------|----------------------------------------------------------|
| Solid biofuels          | 0.06                                             | 0.15                                                     |
| Solar energy            | 0.00                                             | 0.00                                                     |
| Hydropower              | 0.01                                             | 0.00                                                     |
| Wind energy             | 0.09                                             | 0.02                                                     |
| Biogas                  | 0.01                                             | 0.01                                                     |
| Liquid biofuels         | 0.00                                             | 0.02                                                     |
| Geothermal energy       | 0.00                                             | 0.00                                                     |
| Renewable municipal waste | 0.00                                           | 0.00                                                     |
| $A^+$                   | 0.09                                             | 0.15                                                     |
| $A^-$                   | 0.00                                             | 0.00                                                     |

Next, by using Equations (14–16), the separation measures and the relative proximity to the positive ideal solution ($R_j$) were calculated. After making calculations, the obtained results were ordered to create a preference ranking (Table 12).

Table 12. The separation measures, relative proximity, and preference ranking.

| Renewable Energy Source | $d^+_j$ | $d^-_j$ | $R_j$ | Ranking |
|-------------------------|---------|---------|-------|---------|
| Solid biofuels          | 0.03    | 0.16    | 0.83  | 1       |
| Solar energy            | 0.17    | 0.00    | 0.02  | 6       |
| Hydropower              | 0.16    | 0.01    | 0.05  | 5       |
| Wind energy             | 0.13    | 0.09    | 0.41  | 2       |
| Biogas                  | 0.16    | 0.01    | 0.07  | 4       |
| Liquid biofuels         | 0.15    | 0.02    | 0.11  | 3       |
| Geothermal energy       | 0.17    | 0.00    | 0.00  | 8       |
| Renewable municipal waste | 0.17   | 0.00    | 0.01  | 7       |

At this stage, it was possible to conclude that solid biofuels are preferred in the Polish industry in the context of electricity (i.e., first place in the rankings, $R_j = 0.83$). Other RES have much smaller values of $R_j$, so solid biofuels are clearly the best. The choice of solid biofuels was supported by expert opinion, the amount of potential RES electrical resource, and the amount of potential RES electrical resource converted to power. Then, to determine the price of meeting the demand for electricity with RES, it was necessary to integrate the combined methods (FAHP and TOPSIS) with a qualitative price analysis (ACJ).
5.4. Using the Qualitative Price Analysis (ACJ)

In this stage, it was necessary to estimate the average (annual) cost of meeting the demand for electricity with RES in Poland for all analyzed RES (as shown in step 4.4.1). Based on established costs \(P_i\) and the volume of average annual electricity consumption from RES \(C_i\), the average cost of meeting the demand for electricity with RES in Poland were estimated (Table 13). These costs were estimated in MWh/year (according to Section 4.4.1), but it is possible to present values in TJ/year, as shown in Table 13.

### Table 13. The average costs of meeting the demand for electricity with RES in Poland.

| Renewable Energy Source | The Average Cost (MWh/Year) | The Average Cost (TJ/Year) |
|-------------------------|-----------------------------|---------------------------|
| Solid biofuels          | 7,753,336,114.42            | 127,800,000               |
| Solar energy            | 70,071,230.14               | 1,155,000                 |
| Hydropower              | 11,618,578,466.05           | 191,511,668               |
| Wind energy             | 7,753,336,114.42            | 11,934,000                |
| Biogas                  | 294,626,772.35              | 4,856,400                 |
| Liquid biofuels         | 7,753,336,114.42            | 17,081,475                |
| Geothermal energy       | 27,603,817.93               | 455,000                   |
| Renewable municipal waste | 115,875,367.59           | 1,910,000                |

Then, as part of the ACJ method (Section 4.4), the product was assumed to be RES, and the mentioned quality product is the value of relative closeness to the positive ideal solution. Therefore, the values of relative closeness to the positive ideal solution were transformed into percentage values (according to Equation (19)). Next, in accordance with the method (Sections 4.4.3–4.4.10), we made a calculation for each analyzed RES (Table 14).

### Table 14. The results of a qualitative price analysis and the final ranking of RES preference for the Polish industry in the context of electricity.

| Renewable Energy Source | Solid Biofuels | Solar Energy | Hydropower | Wind Energy | Biogas | Liquid Biofuels | Geothermal Energy | Renewable Municipal Waste |
|-------------------------|----------------|--------------|------------|-------------|--------|----------------|---------------------|---------------------------|
| Average costs (MWh/year)| 7,753,336,114.42 | 70,071,230.14 | 11,618,578,466.05 | 7,753,336,114.42 | 294,626,772.35 | 7,753,336,114.42 | 27,603,817.93 | 115,875,367.59 |
| \(R_0\)                 | 0.83           | 0.02         | 0.05       | 0.41        | 0.07   | 0.11           | 0.00                | 0.01                      |
| \(R_0(\%)\)             | 83.44          | 2.35         | 5.14       | 40.92       | 7.48   | 10.96          | 0.01                | 0.98                      |
| \(c_p\)                 | 92,920,978.96  | 29,801,251.34 | 2,260,692,697.12 | 189,474,142.79 | 39,390,867.89 | 707,196,466.02 | 2,760,381,793.00 | 118,667,408.68 |
| \(p\)                   | 0.33           | 1.00         | 0.00       | 0.33        | 0.98   | 0.33           | 1.00                | 0.99                      |
| \(e\)                   | 2.50           | 0.02         | 0.00       | 1.23        | 0.08   | 0.33           | 0.00                | 0.01                      |
| \(d\)                   | 0.80           | 0.01         | 0.00       | 0.59        | 0.04   | 0.16           | 0.00                | 0.00                      |
| \(r\)                   | 0.98           | 0.99         | 0.18       | 0.93        | 0.99   | 0.74           | 0.00                | 0.96                      |
| \(\tau\)                | 0.85           | 0.18         | 0.06       | 0.56        | 0.21   | 0.23           | 0.00                | 0.17                      |
| \(\tau_d\)              | 0.90           | 0.50         | 0.10       | 0.73        | 0.52   | 0.45           | 0.00                | 0.48                      |
| Ranking Decision        | distinctive    | unsatisfactory | bad       | satisfactory | unsatisfactory | unsatisfactory | bad               | unsatisfactory            |

The obtained results were ordered from maximum to minimum based on the values of the decision settlement index \(r_d\). The maximum value (first position in the rankings) was achieved by solid biofuels. This renewable energy source has an \(r_d\) value of 0.87. This means that solid biofuels are preferred for Polish industry in the context of electricity. Second place in the ranking was achieved by wind energy \(r_d = 0.65\), so the choice of this RES is a satisfactory decision. The following RES in the ranking were: Biogas \(r_d = 0.37\)—unsatisfactory decision), solar energy \(r_d = 0.34\)—unsatisfactory decision), liquid biofuels \(r_d = 0.34\)—unsatisfactory decision), renewable municipal waste \(r_d = 0.32\)—unsatisfactory decision), hydropower \(r_d = 0.08\)—bad decision), and geothermal energy \(r_d = 0.00\)—bad decision).
5.5. Determination of RES Preferences for Use in Industry in the Context of Electricity

According to the results obtained from the proposed method (i.e., combined FAHP and TOPSIS, integrated with ACJ), solid biofuels are preferred for Polish industry in the context of electricity (rd = 0.87). Solid biofuels can support the development of industry without environmental degradation (Table 15).

Table 15. The comparison of the RES ranking achieved by the proposed methods.

| Renewable Energy Source | FAHP   | TOPSIS | ACJ    |
|-------------------------|--------|--------|--------|
| Comparison of Results   | WN     | Ranking | rij    | Ranking | rd | Ranking |
| Solid biofuels          | 0.15   | 2      | 0.83   | 1       | 0.87 | 1       |
| Solar energy            | 0.17   | 1      | 0.02   | 6       | 0.34 | 4       |
| Hydropower              | 0.06   | 7      | 0.05   | 5       | 0.08 | 6       |
| Wind energy             | 0.10   | 6      | 0.41   | 2       | 0.65 | 2       |
| Biogas                  | 0.14   | 3      | 0.07   | 4       | 0.37 | 3       |
| Liquid biofuels         | 0.14   | 3      | 0.11   | 3       | 0.34 | 4       |
| Geothermal energy       | 0.12   | 5      | 0.00   | 8       | 0.00 | 7       |
| Renewable municipal waste| 0.13   | 4      | 0.01   | 7       | 0.32 | 5       |

After comparing the results obtained for each step of the research, it was concluded that the solid biofuels in each case were one of the preferred RES. Although solar energy, according to expert opinion, was the most advantageous, the values of obtained and produced energy from this RES were not satisfactory in comparison to other RES (i.e., it had the sixth position in the ranking). At the same time, it resulted in a lower position of this RES after taking into account the reference prices (fourth position in the ranking), which were not so high compared to other RES. Additionally, the ranking for biogas and liquid biofuels was relatively unchanged (i.e., third and fourth positions).

Additionally, as part of evaluating the influence of the analyzed criteria on the choice of RES, a sensitivity analysis of the proposed method was performed, and its results are given in the next section.

6. Discussion

The research and testing of the proposed method were carried out as part of the choice of RES preferred for use in industry in Poland, because the country is considered to be one of the EU countries generating the highest amount of greenhouse gas emissions [7,15,26]. After an analysis, it was concluded that solid biofuels are preferred for Polish industry in the context of electricity, and solid biofuels can support the development of industry without environmental degradation. It is important to mention that the preference ranking of RES use in industry in the context of electricity can be different, and its results are influenced by values of criteria of RES choice, for example, (such as values of production energy, values of the amount of potential RES electrical resource, or costs). In addition, depending on the needs of the entity applying the method, it is possible to take into account other RES choice criteria, e.g., RES location [36]. Therefore, to analyze the effectiveness of the proposed method, the global sensitivity analysis was performed. This analysis was carried out using Statistica 13.3 [85,86].

The purpose of the sensitivity analysis was to determine postfactum whether, in the proposed method, it was reasonable to take into account all the key criteria for the choice of RES (i.e., the input variables). Also, the motivation for performing a sensitivity analysis of the proposed method was to consider which of the key criteria of RES choice had the largest or smallest influence on the RES choice. In order to perform a sensitivity analysis of the proposed method with the use of Statistica, a neural network model was built. Then, the key criteria of RES choice were adopted as input (explanatory) variables. At the same time, taking into account the weights of RES in the context of preferences for their
use in industry, this variable was included as the value of the normalized nonfuzzy RES weight vector.

In turn, the output variable (explained) was the decision settlement index ($r_d$), based on which we could determine the preferred RES for industry in the context of electricity.

According to the author of [85], these variables have a nonlinear character; therefore, it was a regression problem. There were four neurons in the input layer subjected to network analysis (i.e., number of input variables). It was assumed that these variables have an influence on the output variable (i.e., the decision settlement index), which was one neuron at the outlet of the network. A simplified diagram of the method of processing the input variables into the output variable by the artificial neural network is presented in Figure 5.

![Figure 5. A simplified diagram of the method of processing input variables into the output variable.](image)

In order to carry out the sensitivity analysis of the proposed method, the selected input and output variables were quantitative variables that were equivalent to the values obtained from research about the preferred RES for use in the Polish industry in the context of electricity. The set of data, with input variables and output variables (i.e., decision settlement index $r_d$) that were used as part of the sensitivity analysis, is shown in Table 16.

| Renewable Energy Source       | 1   | 2   | 3   | 4   | $r_d$ |
|-------------------------------|-----|-----|-----|-----|-------|
| Solid biofuels                | 0.15| 69.30| 5333.20| 7,753,336,114.42| 0.87 |
| Solar energy                  | 0.17| 0.90| 300.50| 70,071,230.14| 0.34 |
| Hydropower                    | 0.06| 1.90| 1970.00| 11,618,578,466.05| 0.08 |
| Wind energy                   | 0.10| 12.40| 12,798.80| 7,753,336,114.42| 0.65 |
| Biogas                        | 0.14| 3.20| 1127.60| 294,626,772.35| 0.37 |
| Liquid biofuels               | 0.14| 10.20| 2.00| 7,753,336,114.42| 0.34 |
| Geothermal energy             | 0.12| 0.30| 0.00| 27,603,817.93| 0.00 |
| Renewable municipal waste     | 0.13| 1.10| 85.00| 115,875,367.59| 0.32 |

The sensitivity analysis was performed with the use of advanced and multidimensional tools of Statistica, i.e., neural networks (for regression analysis). Therefore, the model was created by the random sampling method as part of multisampling. In order to increase the network’s ability to generalize data, according to the author of [85], the training set was divided into a training sample (70%), test sample (15%), and validation sample (15%), and the initial generator value was 1000. The choice of the final neural network consisted of multiple tests for different models—for example, of the number of neurons in the hidden layer or the type of activation function. As a result, the multilayer perceptron (MLP) network was selected [85]. It was an MLP 4-4-1 network, characterized by four input neurons, four hidden layer neurons, and one network output neuron. This network
was characterized by 90% of the quality of learning. For the constructed neural network, a global sensitivity analysis was performed, and the results are presented in Table 17.

Table 17. The results of sensitivity analysis (in the training sample).

| Network | 1    | 2    | 3    | 4    |
|---------|------|------|------|------|
| MLP 4-4-1 | 2.84 | 2.26 | 1.70 | 1.05 |

It was shown that all the key criteria of RES choice obtained a global value of sensitivity analysis above 1, so these criteria have a significant impact on the preferred RES for industry in the context of electricity [85]. The highest impact was shown for the first criterion (i.e., expert opinion), based on which the RES weights were determined. The lowest impact was shown for the fourth criterion, the average prices of meeting the demand for electricity with RES (but this criterion still has a significant impact on RES choice because its value is above 1). Owing to this, the research hypotheses were confirmed. However, the MCDM methods are created for dealing with many variables, both qualitative and quantitative, and it is possible to implement in this proposed method other criteria that will be important during the choice of RES, e.g., localization of RES.

The benefit of using the proposed method to support the choice of RES for industry in the context of electricity is that it acknowledges the process of RES choice is part of a single, coherent method. The choice of RES by this method allows for simultaneous consideration of all the key criteria [26,30,32–37]. Additionally, the proposed method allows for a reduction of the ambiguity in expert assessments as a part of transforming these assessments into a classical Saaty scale with triangular fuzzy numbers, which are more effective than a traditional scale, e.g., the Likert scale [87]. Moreover, an advantage of the proposed method is the possibility of analyzing actual values of potential RES electrical resource and actual values of electricity from RES converted to power (by the TOPSIS method), as is the possibility of analyzing the actual price of meeting the demand for electricity with RES (by the ACJ method). Therefore, this method could fill an identified research gap—the lack of a single, coherent method, including all the key criteria of RES choice [26,30,32–37]. Thus, it would support the development of industry without environmental degradation.

The drawback of the proposed method is that the results can vary over time because they are dependent on the actual amount of electricity obtained and produced from RES, as well as the price of meeting the demand for electricity with RES. Additionally, the key criteria of RES selected can be different over time, because a turbulent environment can cause them to change.

Additionally, it is important to mention that, based on our literature review, we did not identify studies whose results could be compared with the results obtained here. This is due to a lack of publications in which rankings were obtained after the integration of all the indicated key criteria. However, it is important to make a comparison with other, traditional techniques. Therefore, the problems connected with a diversified approach to methodology and the resulting differences in rankings are an important topic for future research.

7. Conclusions

The selection of RES preferred in industry in the context of electricity can be realized as part of supporting a process of industrial development without damaging the environment. It was achieved by using the proposed method, which allowed for RES choice, taking into account the key criteria (i.e., expert opinion, electricity obtained from RES, electricity produced by RES, price of meeting the demand for electricity with RES). These criteria
concern RES, of which electricity is the largest producer of greenhouse gases and is in greatest demand from industry. In this context, a low environmental impact is understood as the use of renewable energy sources in industry instead of nonrenewable sources. It was shown that this is possible using our method, which was based on combined decision-making methods—FAHP and TOPSIS, integrated with a qualitative price analysis (ACJ). As part of the test of the proposed method, an analysis was made in the context of Poland, a key producer of greenhouse gases.

Therefore, using the FAHP method, the RES weights were determined, which were established based on assessments of RES preference for industry in the context of electricity. These assessments were obtained from 39 randomly selected experts (among them were 34 experts from Polish production companies, and some of the surveyed companies produced photovoltaics, heat pumps, wind turbines, or pellet heating). After analysis by the FAHP method, it was shown that solar energy (weight: 0.17) is the preferred RES for industry in the context of electricity. However, this choice included only one key criterion (i.e., expert opinion). Therefore, using the TOPSIS method, obtained weights were combined with actual values of the amount of potential RES electrical resource in Poland, and actual values of electricity from RES converted to power in Poland, in the context of electricity. These values were obtained from a reliable source, i.e., the Central Statistical Office. This combination made it possible to indicate that solid biofuels \( R_j = 0.83 \) are the preferred RES for Polish industry in the context of electricity. However, these preferences included three key criteria of RES choice, i.e., expert opinion, actual values of the amount of potential RES electrical resource, and actual values of electricity from RES converted to power. Therefore, to include the price of meeting the demand for electricity with RES, it was necessary to integrate the combined methods (FAHP and TOPSIS) with a qualitative price analysis (ACJ). As a result, solid biofuels were shown to be the preferred RES for Polish industry in the context of electricity, a clear decision \( r_d = 0.87 \). As part of a global sensitivity analysis, it was shown that this method is effective for RES choice for industry in the context of electricity. This decision includes all key criteria, i.e., expert opinion, actual values of potential RES electrical resource, actual values of electricity from RES converted to power, and the price of meeting the demand for electricity with RES.

The test of the proposed method made it possible to demonstrate its effectiveness, the purpose of which is to support the choice of preferred RES for industry in the context of electricity. This method also fills the research gap about a single consistent method, which considers the key criteria for RES choice. Therefore, the proposed method can be used, for example, by production companies that strive to develop without degrading the environment, and thus, consider the practice of renewable energy in the context of electricity.
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