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ABSTRACT

The HST/ACS colour–magnitude diagrams (CMDs) of the populous Large Magellanic Cloud (LMC) star cluster NGC 1751 present both a broad main-sequence turn-off and a dual clump of red giants. We show that the latter feature is real and associate it to the first appearance of electron degeneracy in the H-exhausted cores of the cluster stars. We then apply to the NGC 1751 data the classical method of star formation history (SFH) recovery via CMD reconstruction, for different radii corresponding to the cluster centre, the cluster outskirts and the underlying LMC field. The mean SFH derived from the LMC field is taken into account during the stage of SFH recovery in the cluster regions, in a novel approach which is shown to significantly improve the quality of the SFH results. For the cluster centre, we find a best-fitting solution corresponding to prolonged star formation for a time-span of 460 Myr, instead of the two peaks separated by 200 Myr favoured by a previous work based on isochrone fitting. Remarkably, our global best-fitting solution provides an excellent fit to the data – with \(\chi^2\) and residuals close to the theoretical minimum – reproducing all the CMD features including the dual red clump. The results for a larger ring region around the centre indicate even longer star formation, but in this case the results are of lower quality, probably because of the differential extinction detected in the area. Therefore, the presence of age gradients in NGC 1751 could not be probed. Together with our previous findings for the Small Magellanic Cloud (SMC) cluster NGC 419, the present results for the NGC 1751 centre argue in favour of multiple star formation episodes (or continued star formation) being at the origin of the multiple main-sequence turn-offs in Magellanic Cloud clusters with ages around 1.5 Gyr.
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1 INTRODUCTION

A few stars clusters in the Magellanic Clouds present in their colour–magnitude diagrams (CMDs), in addition to multiple main-sequence turn-offs (MMSTOs; Mackey & Broby Nielsen 2007; Glatt et al. 2008; Mackey et al. 2008; Milone et al. 2009), also dual red clumps (Piatti et al. 1999; Girardi, Rubele & Kerber 2009). The MMSTO features can be interpreted either as the presence of different generations of stars spanning several 10^8 yr in these clusters (Mackey & Broby Nielsen 2007; Mackey et al. 2008; Milone et al. 2009; Goudfrooij et al. 2009), or as the manifestation of some other effect intrinsic to coeval stars such as a dispersion in rotational velocities (Bastian & de Mink 2009; see, however, Girardi, Eggenberger & Miglio 2011). However, the simultaneous presence of a dual red clump feature favours the former interpretation (Girardi, Rubele & Kerber 2009; Rubele, Kerber & Girardi 2010): it indicates a modest spread in the core mass of stars leaving the main sequence which is well compatible with the age spread of a few 10^8 yr deduced from the shape of the MMSTOs.

The Small Magellanic Cloud (SMC) star cluster NGC 419 is presently the most striking example of a cluster containing a dual red clump. Rubele et al. (2010) demonstrated that the assumption of an extended star formation history (SFH) in NGC 419,
The SFH of NGC 1751 explored by means of the classical method of SFH recovery via CMD-reconstruction, produces indeed a remarkably good quantitative description of the observed CMDs. The SFH was found to extend over a period of 700 Myr. The same analysis has produced quite stringent limits to the cluster’s distance, reddening and metallicity.

Although not explicitly discussed by Rubele et al. (2010), the dual red clump of NGC 419 has played an important role in limiting the family of stellar models that could be fit into the process of CMD-reconstruction, because dual red clumps can only happen within a relatively narrow interval of ages. In this paper, we examine the case of the Large Magellanic Cloud (LMC) star cluster NGC 1751, which as noted by Girardi et al. (2009), does also appear to present a dual red clump, and hence should be a good target for the CMD-reconstruction technique. We will use the extremely accurate data available from HST/ACS, and analysis techniques similar to those employed by Girardi et al. (2009) and Rubele et al. (2010) for deriving the SFH. Section 2 briefly presents the data and discuss the reality of the dual red clump. The subsequent sections present the SFH-recovery method and its application to the NGC 1751 surrounding LMC field (Section 3) and cluster area (Section 4). Section 5 draws the final conclusions.

2 THE NGC 1751 DATA AND ITS DUAL RED CLUMP

2.1 Data and photometry

The data set used in this paper comes from GO-10595 (PI: Goudfrooij), and consists of one short and two long exposures in F435W, F814W and F555W with small dither pattern to avoid the ACS/WFC gap between two WFC chips. A detailed description of the observations and photometry is given in Goudfrooij et al. (2009). Nevertheless, in this paper we use the simultaneous effective point spread function (ePSF) fitting technique as it is described in Anderson et al. (2008), which fits the PSF simultaneously on all exposures/observations of the cluster. Differently from Goudfrooij et al. (2009), the charge transfer efficiency (CTE) correction was performed using Riess & Mack (2004) formula (ACS-ISR 2005). The derived photometry was calibrated into the Vegamag system as described in Goudfrooij et al. (2009).

Fig. 1 shows a spatial representation of the stars we analyse in this work. We have initially located the centre of NGC 1751 at the position $x_c = 2200$ pix, $y_c = 3100$ pix. Based on the appearance of the CMDs at varying radii $r$ from this centre, we have defined regions of the ACS/WFC images corresponding to

(i) the LMC Field, for $r > 1500$ pix (73.5 arcsec);
(ii) the main body of the NGC 1751 cluster, for $r < 800$ pix (39.2 arcsec), which is further divided into

(a) the Centre, for $r < 350$ pix (17.2 arcsec);
(b) the Ring, for $350 < r < 800$ pix (17.2 $r < 39.2$ arcsec).

These regions are depicted in Fig. 1. The Centre, Ring and Field regions have areas of 0.385, 1.63 and 10.30 pix$^2$ (5.3, 22.6, 143 arcmin$^2$), respectively. Fig. 2 shows how the stellar density varies as a function of radius from the NGC 1751 centre, taking into account only the stars of $F814W < 22$, for which the photometry should be close to complete. The figure clearly shows the flattening of the density for $r > 1500$ pix, which indicates that indeed that is a good choice for defining the LMC Field.

In this work, we will analyse both the Centre and Ring regions, which present a good density contrast with respect to the field. Although the cluster clearly extends up to a radius of 1500 pix, the region with $800 < r < 1500$ pix will not be considered further. Fig. 3 shows the ACS data for the different regions of NGC 1751, in the F814W versus F435W–F814W and F814W versus F555W–F814W CMDs. These plots will be used as a reference in our analysis.

The CMDs for the cluster Centre show very clearly the broad main-sequence turn-off of this cluster, its dual red clump, and other well-known CMD features such as the sequence of binaries parallel...
which likely passed through electron degeneracy in their cores – and 28 faint or ‘secondary’ ones (F814W > 18.75) – which were likely able to avoid it. We can conclude, in a way similar to the case of NGC 419 (Girardi et al. 2009; Girardi, Rubele & Kerber 2010), that the probability that the dual red clump observed at the centre of NGC 1751 is caused by LMC field stars is less than \( P \sim 5 \times 10^{-6} \), and is therefore negligible.

Note that differences are quite evident in the position of CMD features between the Centre and Field, which are obviously mixed in the CMD of the Ring. The Field presents an old main-sequence turn-off and subgiant sequence extending to magnitudes as faint as F814W \(< 21.5\), and a younger main sequence extending as bright as F814W \(< 16.5\). Just traces of these features are present in the CMD of the Centre. Moreover, the red clump in the Field do also present a composite structure, with a ratio of faint/bright stars of 59/130. This latter feature is just expected from a field made of stars covering a wide range of ages and initial masses (see Girardi 1999; Piatti et al. 1999), and being observed with very small photometric errors as in this case.

### 2.2 Assessing photometric errors and completeness

In order to characterize the errors in the photometry and the completeness of the sample, we have performed a series of artificial star tests (ASTs) on the reduced images (see e.g. Gallart et al. 1999; Harris & Zaritsky 2001).

The procedure consists of adding stars of known magnitude and colour at random places in each exposure, and redoing the photometry exactly in the same way as described in Section 2.1. The artificial stars are considered to be recovered if the input and output positions are closer than 0.5 pixels, and flux differences are less than 0.5 mag.

In order to avoid the introduction of additional crowding in the images, artificial stars are positioned at distances much higher than their PSF width. So, our ASTs are distributed on a grid spaced by 20 pix, which is each time randomly displaced over each set of exposures.

A total of \(1.04 \times 10^7\) ASTs were performed, covering in an almost uniform way the CMD area of the observed stars as well as the area for which we build the ‘partial models’ to be used in the SFH analysis (see Section 4.2 below). Then, the ratio between recovered and input stars gives origin to the completeness map of Fig. 4. Note that the 90 per cent completeness limit is located at F814W \(\sim 24.5\), which is well below the position of the MMSTOs in NGC 1751.

Fig. 5 illustrates the differences between the recovered and input magnitudes of the ASTs, as a function of their input magnitudes. These differences give a good handle on the photometric errors effectively present in the data. The error distributions are slightly asymmetric because of crowding.

### 3 THE SFH OF THE LMC FIELD

#### 3.1 Overview of the method

To recover the SFH from the ACS data, we use the pipeline built to analyse data from the VISTA survey of the Magellanic Clouds (VMC; see Cioni et al. 2011). The method has been fully described and tested by Kerber et al. (2009) using simulated near-infrared data, and by Rubele et al. (2010) using ACS/HRC data for the SMC cluster NGC 419. The method consists in (1) building the Hess diagram for the data and a series of ‘partial models’ which

![Figure 3. The CMDs for NGC 1751 as derived from the ACS/WFC data, using both F435W–F814W (top panels) and F435W–F814W (bottom panels) colours versus the F814W magnitude. Panels from left to right present data for the cluster Centre and Ring, and LMC Field. As a guide to the eye, the panels also show the position of 1.12- and 1.42-Gyr isochrones of metal content \( Z = 0.008 \), shifted by \((m - M)_H = 18.50\) and \(A_V = 0.7\), together with the expected location of equal-mass binaries along the main sequence (continuous lines). The tiny crosses at the left-most extreme of the left-hand panel are 1σ error bars derived from artificial star tests in the cluster Centre (see Section 2.2). The error bars for the Ring and Field are not shown in the figure; they are of about the same size for the brightest magnitudes, becoming just \(\sim 25\) per cent smaller for the faintest magnitudes.](https://academic.oup.com/mnras/article-abstract/414/3/2204/1038836)
represent populations in limited intervals of age and metallicity, and (2) using the StarFISH code (Harris & Zaritsky 2001, 2004) to find the linear combination of partial models that minimizes a \( \chi^2 \)-like statistic as defined in Dolphin (2002). The solution is characterized by the minimum \( \chi^2 \), \( \chi^2_{\text{min}} \) and a set of partial model coefficients corresponding to the several age bins. The latter translate directly into the star formation rate as a function of age, SFR(\( t \)).

The age–metallicity space occupied by the partial models depends on the object under consideration. In the present work, we have to consider two distinct cases, corresponding to the cluster and LMC field as previously defined. This section deals with the field only.

The LMC field is expected to follow a marked age–metallicity relation (AMR). This AMR has been measured by several authors using both field stars and star clusters of several ages (Mackey & Gilmore 2003; Grocholski et al. 2006, 2007; Kerber, Santiago & Brocato 2007). In addition to the mean AMR, it is reasonable to expect a modest spread in metallicity at any given age. For this work, we adopt the scheme set by Kerber et al. (2009), in which we build partial models at five different metallicities disposed around the mean AMR of the LMC. Each partial model covers a range of logarithm of age of width 0.2 dex. For stellar populations younger than 10\( ^8 \) yr, the numbers of observed stars are very small and hence we assume broader age bins, of widths 0.3 dex for 7.2 \( \leq \log (t/\text{yr}) \leq 8.0 \), together with a single age bin of width 0.8 dex for \( \log (t/\text{yr}) < 7.2 \). The [Fe/H] separation between partial models is of 0.1 dex.

For the initial mass function (IMF) we adopt the Chabrier (2001) one. The binary fraction is set to a value of 0.3 for binaries with mass ratios in the range between 0.7 and 1.0, which is consistent with the prescriptions for binaries commonly used in works devoted to recover the field SFH in the Magellanic Clouds (e.g. Holtzman et al. 1999; Harris & Zaritsky 2001; Javiel, Santiago & Kerber 2005; Noël et al. 2009). Notice that this assumption is also in agreement with the few determinations of binary fraction for stellar clusters in the LMC (Elson et al. 1998; Hu et al. 2010, both for NGC 1818, a stellar cluster younger than \( \sim \)100 Myr).

### 3.2 The best-fitting solution

Once the data base of partial models is built, we run StarFISH to find the best-fitting solution to the observed CMDs, for a given value of distance modulus (\( m - M \)) and extinction \( A_V \). Both F814W - F435W and F814W - F555W Hess diagrams are used simultaneously in the process of \( \chi^2 \) minimization.

\( (m - M)_0 \) and \( A_V \) are then varied over the possible range of values. The \( \chi^2 \) map of Fig. 6 shows the results in the \( (m - M)_0 \times A_V \) plane. The overall best-fitting solution, with a \( \chi^2_{\text{min}} \) of 1.6, is located at \( (m - M)_0 = 18.50 \) and \( A_V = 0.525 \). The 68 per cent confidence level for this solution spans a narrow range in distance and reddening, which is just \( \Delta (m - M)_0 = 0.12 \) mag and \( \Delta A_V = 0.07 \) mag wide.
Fig. 7 compares the Hess diagrams of the field data (left-hand panel) and its overall best-fitting model (right-hand panel). It is evident that the solutions found by StarFISH reproduce well the observed CMD features but for the Poisson noise.

Finally, Fig. 8 presents the SFR(t) and age–metallicity relation (AMR) corresponding to this best-fitting solution. It is remarkable that the recovered SFR(t) presents features that are consistent with those commonly found in previous works, based on both HST data (Olsen 1999; Holtzman et al. 1999; Smecker-Hane et al. 2002; Javiel et al. 2005) and ground-based data (Harris & Zaritsky 2001, 2009). There is an initial burst of star formation followed by a quiescent period, with a marked peak at star formation for ages less than 4 Gyr \( \log (t/\text{yr}) = 9.6 \). In particular the peaks of star formation at approximately 1.5 Gyr \( \log (t/\text{yr}) = 9.2 \), 500 Myr \( \log (t/\text{yr}) = 8.7 \), 100 Myr \( \log (t/\text{yr}) = 8.0 \) and 10 Myr \( \log (t/\text{yr}) = 7.0 \) are in tight agreement with those found by Harris & Zaritsky (2009) for the global SFH of the LMC. Concerning the AMR, the result for the NGC 1751 field is consistent with those derived from the LMC stellar clusters (Kerber et al. 2007; Harris & Zaritsky 2009) and for the LMC field (Carrera et al. 2008).

### 4 THE SFH FOR NGC 1751

#### 4.1 Overview of NGC 1751 parameters from literature

As for the LMC field, also for the NGC 1751 cluster we need a set of physical parameters to start with the SFH-recovery work. They are based on the following works.

The cluster metallicity as determined by the Ca II method is of \([\text{Fe/H}] = -0.44 \pm 0.05 \) (Grocholski et al. 2006), which is a typical value for an intermediate-age LMC cluster \([\text{Fe/H}] = -0.48 \pm 0.09 \); Grocholski et al. 2006).

Milone et al. (2009) identified a double MSTO in the HST/ACS F435W versus F435W – F814W CMD for this cluster. Using isochrone fitting, they determined ages between 1.3 and 1.5 Gyr, a distance modulus of 18.45 mag, \( E(B-V) = 0.22 \) \( (A_V \simeq 0.70) \), and a metallicity of \( Z = 0.008 \) \( ([\text{Fe/H}] \simeq -0.38) \).

Milone et al. (2009) also determine a binary fraction \( f_b \) of 0.13 \pm 0.1 for mass ratios \( q \) larger than 0.6 in NGC 1751. Despite the small error bar quoted by them, their estimate is admittedly a preliminary one. The careful determination from Elson et al. (1998) for the LMC...
cluster NGC 1818, finds $f_b$ values varying from $\sim 0.20$ to $\sim 0.35$ as one goes from the cluster centre to the outer parts. We adopt here the conservative value of $f_b = 0.2$ for $q > 0.7$. Our previous results for NGC 419 (Rubele et al. 2010) indicate that the results of the SFH recovery do not depend significantly on the choice of binary fraction.

As for the extinction, the reddening maps from the Magellanic Clouds Photometric Survey (MCPS; Zaritsky et al. 2004) and Pejcha & Stanek (2009) provide discrepant values for the NGC 1751 direction. Within 3 arcmin from the cluster, MCPS gives $A_V = 0.47 \pm 0.34$ for hot stars, and $A_V = 0.59 \pm 0.39$ for cool stars. From the same data set, Passey et al. (2008) determined $A_V = 0.65 \pm 0.06$. Pejcha & Stanek (2009) instead find $\langle E_V - I \rangle = 0.150 \pm 0.293 (\langle A_V \rangle = 0.293 \pm 0.062)$, although their value is based on just five stars within a $2' \times 2'$ area.

The distance modulus to the LMC disc in the NGC 1751 direction is of about 18.55 mag, as revealed by authors using independent methods: van der Marel & Cioni (2001, AGB stars); Olsen & Salyk (2002, red clump stars); Nikolaev et al. (2004, Cepheid stars); Subramanian & Subramaniam (2010, RC stars from MCPS).

The above-mentioned works provide the initial guesses for the many cluster parameters to be determined in this work.

4.2 The partial models for NGC 1751

For NGC 1751 we assume a constant age–metallicity relation, i.e. a single value for the metallicity for all ages, since so far there are no evidences for significant spreads in metallicity in such star clusters (e.g. Mucciarelli et al. 2008; Rubele et al. 2010). The age interval covered by our partial models goes from log ($t/\text{yr}$) = 8.9–9.4, which is much wider than the interval suggested by the position of NGC 1751 MMSTOs. So, for each set of parameters, we have a total of 10 partial models, completely encompassing the age interval of interest. We have explored five metallicity values, going from [Fe/H] from $-0.75$ to $-0.35$ at steps of 0.1 dex. For each one of these mean [Fe/H] values, a small metallicity spread of 0.02 dex is assumed.

This definition of partial models might already be good enough for our aim to find the best-fitting solution for the cluster centre. However, we know that every portion of the ACS/WFC image is contaminated from the LMC field, and that this field contamination is well evident in the observed CMDs (especially for the Ring). Therefore, it is quite tempting to add, to the above-mentioned list of partial models, an additional one corresponding to the LMC field. The hope is that this partial model will allow StarFISH to properly fit the field contamination across the CMDs on NGC 1751, hence improving the fitting of the cluster itself.

The inclusion of a partial model for the field is a novelty of this work, and is suggested as an alternative to the commonly used method of field star decontamination (see e.g. Bonatto & Bica 2007; Milone et al. 2009), which consists in subtracting from the cluster CMD the stars with colours and magnitudes similar to the ones in the field before deriving the cluster parameters. The advantage of our method is that the field becomes an integral part of the $\chi^2$ and error analysis; the latter is performed using the correct number statistics – i.e. considering the Poisson noise from the field, which is certainly present in cluster data – without implying any change in the method already set for these tasks.

There are then two different ways at which this partial model for the field can be built. (1) The simplest one is that of taking the observed Hess diagrams for the field region (left-hand panels in Fig. 7). This diagram, however, is affected by the Poisson fluctuations in the numbers of stars, so that it might not describe in a suitable way the field actually observed in other parts of the ACS images. (2) The second alternative is to use the Hess diagram built from the best-fitting solution of the field (right-hand panels in Fig. 7) which is obviously much more continuous and smooth over the CMDs than the observed one. This model has another clear advantage: the Hess diagram can be easily rebuilt using the output SFH for the field together with the ASTs derived for the cluster Centre or Ring. In this way, we are able to simulate the field under the same conditions of crowding met in the cluster data. We indeed adopt this latter alternative in the following.

4.3 The SFH for the cluster Centre

4.3.1 Results with and without the LMC field

The SFH recovery is performed assuming a given set of $(m - M)_0$, $A_V$ and [Fe/H] values and fixing the binary fraction at a value of 0.2 in the case of cluster models. In order to limit the space of parameters to be covered, the procedure is essentially the following: for a given value of [Fe/H], we perform SFH recovery for each point in a grid covering a significant region of the $(m - M)_0$ versus $A_V$ plane, so as to build a map of the $\chi^2_{\text{min}}$ for the solutions. Examples of these maps are presented in Fig. 9. The maps are extended enough so that the minimum $\chi^2_{\text{min}}$ for a given value of [Fe/H] can be clearly identified, as well as the regions in which $\chi^2_{\text{min}}$ increases by a factor of about 1.5. The typical resolution of such maps is of 0.02 mag in $(m - M)_0$ and 0.02 mag in $A_V$.

Let us first start discussing the case of the cluster Centre. Fig. 10 shows the maps of $\chi^2_{\text{min}}$ as a function of $(m - M)_0$ and $A_V$ for two series of SFH-recovery experiments made under very similar conditions, i.e. using the same data and ASTs. The only difference is that in some cases (hereafter case A), we do not perform the partial model for the LMC field in StarFISH, whereas in other cases we do it (hereafter case B). The result of considering the LMC field is quite evident: although in both A and B cases the best-fitting solution is found for about the same value of $(m - M)_0$ and $A_V$,
in case B the $\chi^2_{\text{min}}$ values are systematically smaller, which means better overall fits of the CMDs. Moreover, it is evident that in case A the presence of the LMC field renders the determined best-fitting cluster metallicity false: indeed, in case A the best-fitting model of $[\text{Fe/H}] = -0.64$ is found to be slightly favoured over the one with $[\text{Fe/H}] = -0.44$. In case B, instead, the best-fitting solution at $[\text{Fe/H}] = -0.44$ is clearly favoured. Notice that, at the $\sim 1.5$ Gyr old ages of NGC 1751, the field is found to have a metallicity of about $-0.65$ (see Fig. 8), which probably helps, in case A, to move the $\chi^2_{\text{min}}$ minimum to $[\text{Fe/H}] = -0.64$.

These experiments demonstrate that even a small fraction of field contamination may affect significantly the results of SFH recovery, if not properly taken into account. In the following, we adopt case B as the default, since it demonstrably takes the LMC field into account and improves the quality of the final results for the Centre of NGC 1751.
Figure 10. Maps of the $\chi^2_{\text{min}}$ obtained during SFH recovery in the Centre region, as a function of $(m-M)_0$ and $A_V$. The left-hand panel shows the map for the best-fitting metallicity of [Fe/H] = −0.64, obtained in the case A (i.e. not taking into account a partial model for the LMC field). The minimum $\chi^2_{\text{min}}$ is of 0.77. The middle panel shows the same for case B (i.e. using the LMC field partial model) and [Fe/H] = −0.44, which is the best-fitting metallicity in this case. It is evident that these solutions are characterized by a significantly smaller level of $\chi^2_{\text{min}}$ overall, with a minimum at 0.62. For comparison, the right-hand panel shows the best-fitting solutions for case A and [Fe/H] = −0.44. Also in this case, the $\chi^2_{\text{min}}$ are significantly higher (and very close to the one in the left-most panel).

4.3.2 Characteristics of the best-fitting solution

Complete maps of $\chi^2_{\text{min}}$ for the Centre, as a function of $(m-M)_0$, $A_V$ and metallicity, are presented in the left-hand panels of Fig. 9. It may be noticed that the best solution is indeed for [Fe/H] = −0.44, $(m-M)_0 = 18.58$ and $A_V = 0.50$, with a $\chi^2_{\text{min}} = 0.62$. Such a small $\chi^2_{\text{min}}$ is already an indication of an excellent fit to the observational data.

This best-fitting solution and map of residuals are also presented in the Hess diagrams of Fig. 11. Finally, the best-fitting solution for the cluster Centre is in the left-hand panel of Fig. 12.

Figure 11. The Hess diagrams for the NGC 1751 Centre data (left-hand panels), its best-fitting solution model (central panels) and the $\chi^2$ map (right-hand panels). The top panels are for the F435W−F814W versus F814W diagrams, the bottom ones for F555W−F814W versus F814W.
4.3.3 Evaluating the errors

To evaluate the errors for all the involved parameters, the first step is to find the correspondence between the $\chi^2_{\text{min}}$ value for each model and its significance (or confidence) level, $\alpha$. This correspondence was estimated simulating 100 synthetic CMDs generated with a number of stars equal to the observed CMD, using the best-fitting SFR($t$) and its parameters as the input for the simulations. So, after recovering the SFH for this sample of synthetic CMDs, it was possible to build the $\chi^2_{\text{min}}$ distribution and to establish the relation between the $\chi^2_{\text{min}}$ difference above the minimum and $\alpha$.

In the $\chi^2_{\text{min}}$ maps of Fig. 9, we superimposed the 68 and 95 per cent significance levels for all the solutions for the centre. Only for the [Fe/H] = −0.44 map we find ample areas of the $A_V$ versus $(m - M)_0$ diagram with solutions within the 68 per cent significance level of the best solution. Based on this figure, we determine $(m - M)_0 = 18.58 \pm 0.07$ and $A_V = 0.50 \pm 0.05$ for the cluster Centre (with random errors at the 68 per cent significance level).

The left-hand panel of Fig. 12 shows the SFR($t$) for the cluster Centre together with error bars. The most basic feature in this plot is that the SFR($t$) is clearly non-null for three age bins, spanning the log ($t$/yr) interval from 9.05 to 9.2 (ages from 1.12 to 1.58 Gyr). Note that this result is not only valid for the best-fitting model, but also across the entire 68 per cent significance level area of the $A_V$ versus $(m - M)_0$ diagram. Moreover, it is non-null even in the case we adopt more restrictive limits for the random errors, i.e. if we plot the random errors for the 95 per cent significance level.

Then, one may wonder how the solution for the Centre changes if we adopt a better age resolution in the SFH recovery. This is shown in Fig. 13, where we compare the solution for $\Delta \log t = 0.05$ dex with the one obtained with the same data and methods, but for an age resolution of $\Delta \log t = 0.025$ dex. As we see, within the error bars the two solutions are essentially the same. The finer resolution in age is compensated by an increase in random errors.

Therefore, we find evidence that in the NGC 1751 Centre the SFR($t$) has lasted for a time-span of 460 Myr. This is about twice longer than the ~200 Myr estimated by Milone et al. (2009) for the same cluster, based on a simple comparison with the MSTO locations of different isochrones.

4.4 The SFH for the cluster Ring

We have performed the same experiments of SFH recovery separately for the Ring, as illustrated in the $\chi^2_{\text{min}}$ maps at the central and right-hand panels of Fig. 9. In these cases, the levels of $\chi^2_{\text{min}}$ are significantly higher than for the cluster Centre. This result may seem surprising, considering that the Ring has a lower level of crowding and hence a deeper photometry than the Centre. We consider as unlikely that these higher $\chi^2_{\text{min}}$ for the Ring could be simply caused...
by its higher level of contamination from the LMC field, since this field is very well modelled anyway, and fully taken into account in the SFH recovery.

Instead, the main reason for the worst fits could be the presence of a differential reddening of about $E(B-V) \sim 0.10$ mag within the ACS field, as found by Milone et al. (2009) and Goudfrooij et al. (in preparation).

To test for the presence of differential reddening we have followed a similar procedure as described by Milone et al. (2009), following the position of fiducial lines in the F435W − F555W versus F555W − F814W diagram, and as illustrated in Fig. 14. So by means of the relative shifts in the fiducial lines in this colour–colour diagram along the reddening arrow, we have found an extra reddening in the Ring region in relation to the Centre, with a magnitude in $E(F555W-F814W)$ similar to the one presented by Milone et al. (2009). This extra reddening occurs predominantly in the bottom and upper extremities of the Ring in Fig. 1.

Notice also that the extinction values for the Ring, found during the experiments of SFH recovery, are systematically higher than the ones found for the Centre region (see Fig. 9), which independently confirms the presence of differential reddening detected by us and Milone et al. (2009) using fiducial lines.

Unfortunately the recovered best-fitting $(m-M)_0$ and [Fe/H] values for the Ring are obviously spurious, since they are not consistent with the ones found for the Centre – which is such a small region that one can consider it free from differential reddening. Considering the high quality of the SFH recovery for the cluster Centre (as demonstrated by the much smaller $\chi^2_{\text{min}}$), we assume that the correct distance and reddening of the Ring are the same ones as for the Centre, namely $(m-M)_0 = 18.58$ and $A_V = 0.50$. The right-hand panel of Fig. 12 shows the Ring SFH for these parameters.

It is interesting to note that the Ring SFR$(t)$, considering just the random errors, seems to be slightly more spread in age than the one for the Centre. Indeed, the SFR$(t)$ is found to be non-null in an additional, older age bin, as compared to the cluster Centre.

However, when one considers the systematics errors in this bin, it is clear that this result is not robust. Then it becomes impossible to draw a conclusion in relation to a possible dependence of the SFR$(t)$ on the cluster radius.

5 CONCLUDING REMARKS

In this work, we confirm that NGC 1751 hosts a dual red clump, similar to the one observed in the SMC cluster NGC 419 (Girardi et al. 2009). Then, we perform SFH recovery via the classical method of CMD reconstruction with the sum of single-burst stellar populations. The basic result is that in the NGC 1751 Centre star formation is found to last a time-span of 460 Myr. The same result is consistently found irrespective of the method used to take field contamination into account, of the age resolution adopted, and for a significant region of the $A_V$ versus $(m-M)_0$ plane. The age resolution of the method is at least three times smaller than this interval. In addition, the best-fitting model is indeed a quite good representation of the observed data. On the other hand, the CMD for the cluster Centre is so obviously sharp and clean from the LMC field, that it is hard to imagine that some important effect has not been properly considered in our analysis.

Our results contrast with those obtained by Milone et al. (2009), who identify just two episodes of star formation separated by 200 Myr in this cluster, using the method of isochrone fitting.

For the cluster Ring, the results indicate a SFR time-span of at least 460 Myr, with a significantly lower quality of the results, as indicated by the larger $\chi^2_{\text{min}}$ and by the best-fitting model being found for a distance different from the cluster Centre. These failures probably depend on the presence of significant differential reddening across the Ring. So, we prefer not to take any conclusion from this region. Unfortunately, our method finishes in not providing any indication of possible variations in the spatial distribution of the stars with different ages, which would be important for the goals
of understanding the mechanism of extended star formation (see Goudfrooij et al. 2009).

Together with our previous findings for NGC 419 (Rubele et al. 2010), the results for the NGC 1751 Centre argue in favour of multiple star formation episodes (or continued star formation) being at the origin of the MMSTOs in Magellanic Cloud clusters with ages around 1.5 Gyr. The hypothesis of a spread caused by the presence of fast rotators among the upper main-sequence stars (Bastian & de Mink 2009) is separately discussed by Girardi et al. (2011), who conclude that it does not offer a valid alternative to the conclusions reached in the present paper.
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