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Abstract

Classroom discourse is a core medium of instruction – analyzing it can provide a window into teaching and learning as well as driving the development of new tools for improving instruction. We introduce the largest dataset of mathematics classroom transcripts available to researchers, and demonstrate how this data can help improve instruction. The dataset consists of 1,660 45-60 minute long 4th and 5th grade elementary mathematics observations collected by the National Center for Teacher Effectiveness (NCTE) between 2010-2013. The anonymized transcripts represent data from 317 teachers across 4 school districts that serve largely historically marginalized students. The transcripts come with rich metadata, including turn-level annotations for dialogic discourse moves, classroom observation scores, demographic information, survey responses and student test scores. We demonstrate that our natural language processing model, trained on our turn-level annotations, can learn to identify dialogic discourse moves and these moves are correlated with better classroom observation scores and learning outcomes. This dataset opens up several possibilities for researchers, educators and policymakers to learn about and improve K-12 instruction. The dataset can be found at https://github.com/ddemszky/classroom-transcript-analysis.

1 Introduction

Improving K-12 mathematics instruction in the aftermath of the Covid-12 pandemic is a major national priority, drawing support from both the U.S. government (U.S. Department of Education) and major foundations (e.g., Gates, Spencer). A key step in this direction is to measure and facilitate the use of effective mathematics teaching practices, an effort that draws on a long history of research (e.g., Brophy, 1984; Sedova et al., 2019). Instructional measurement has traditionally relied on resource-intensive classroom observation. Recent natural language processing models, trained on manually scored classroom transcripts, enable measuring effective instructional practices in scalable and adaptable ways (Kelly et al., 2018; Suresh et al., 2019; Demszky et al., 2021b; Alic et al., 2022; Hunkins et al., 2022). However, a common barrier to evaluating such measures is the lack of comprehensive data sources that link classroom transcripts to external variables, such as student and teacher demographics and learning outcomes.

To address this, we introduce a dataset of 1,660 U.S. 4th and 5th grade elementary math classroom transcripts collected by the National Center for Teacher Effectiveness (NCTE) between 2010-2013 (Kane et al., 2015). The anonymized transcripts represent data from 317 teachers across 4 school districts serving largely historically marginalized student populations. The transcripts are associated with a wide range of metadata: (i) turn-level annotations for discourse moves, (ii) classroom observation scores, (iii) questionnaires that capture teacher background, beliefs and classroom practices, (iv) student administrative data, (v) questionnaires describing student background and classroom experiences, (vi) value added scores, which estimate teachers’ contribution to students’ academic performance. To our knowledge, this is the largest dataset of math classroom transcripts with linked outcomes available to researchers.

To illustrate how this data can be used to identify effective instructional practices, we build classifiers for discourse moves and validate these measures by correlating them with instructional outcomes. These discourse moves include on vs off task instruction, teachers’ uptake of student ideas (Demszky et al., 2021b; Alic et al., 2022; Hunkins et al., 2022).
szky et al., 2021b), teachers’ focusing questions (Alic et al., 2022) and student reasoning — the latter three of which are indicators of dialogic instruction, where students are active participants of the learning process (Bakhtin, 1981; Nystrand et al., 1997; Wells, 1999; Alexander, 2008).

We show that a RoBERTa classifier can learn to predict these discourse moves with moderate to high accuracy, leaving some room for improvement for future work. Importantly, we find that predictions for all of these discourse moves correlate significantly with classroom observation scores that measure instructional quality, teacher sensitivity, and classroom climate, among other items, while controlling for teacher and classroom covariates. Predictions for dialogic moves (teacher uptake, focusing questions and student reasoning) also show a significant positive correlation with teachers’ value added scores. Taken together, these results demonstrate the value of this dataset for developing measures that can help us understand and facilitate effective instruction, for example, by powering automated feedback tools for teachers (Suresh et al., 2021; Demszy et al., 2021a).

2 Related Work

We provide an overview of related corpora and methods pertaining to the computational analysis of classroom discourse.

2.1 Related Corpora

There is a wide range of conversational datasets available to researchers, capturing phone conversations (Godfrey and Holliman, 1997), task-oriented dialogue (Budzianowski et al., 2018), meeting transcripts (Braley and Murray, 2018), among many others. These datasets can provide valuable insights about social dynamics in conversations, but to understand teaching and learning, we need to capitalize on datasets from the educational domain.

Conversational datasets in the education domain are scarce, due to resource intensiveness of data collection and privacy protections. The Measures of Effective Teaching (MET) dataset (Kane et al., 2013) is the most similar to the NCTE data in terms of availability of outcomes. The MET data contains 2,500 4-9th grade classroom recordings collected between 2009-2011 in six U.S. school districts. The recordings cover a variety of subjects, including English Language Arts and mathematics, and the recordings come with classroom observation scores, teacher and student demographic data and teacher value added scores. Although this dataset is a rich resource for studying instruction, it is challenging to work with, as it requires a paid subscription and interfacing with the data via a remote server that does not currently support many types of machine learning analyses. Furthermore, the MET data does not include transcripts; although subsets of the data have been transcribed as part of various research projects (Liu and Cohen, 2020; Hunkins et al., 2022), these transcripts are only accessible to these respective research teams.

The TalkMoves dataset (Suresh et al., 2022) is currently the largest publicly available collection of transcripts of U.S. math instruction. The TalkMoves data contains 567 K-12 math classroom transcripts, annotated for talk moves based on accountable talk theory (Michaels et al., 2010) and dialog acts from Switchboard (Jurafsky et al., 1997). The NCETE dataset complements the TalkMoves data in terms of availability of observation scores and outcomes. Other public datasets of educational interactions outside of the K-12 domain include the CIMA tutoring dataset (Stasaski et al., 2020), STEM lectures captured in the DRYAD dataset (Reimer et al., 2016) and the Coursera forum discussion dataset (Rossi and Gnawali, 2014), among others.

2.2 Computational Analysis of Educational Interactions

Our detection of discourse moves relates to a long-standing line of work on dialog act classification. The dialog act classification literature focuses on domain-agnostic dialog acts, e.g. acknowledgment, repetition, questioning, etc. In this work, we focus on detecting discourse moves that are indicators of better math instruction, similarly to the TalkMoves project (Suresh et al., 2019). Suresh et al. (2019) train transformer-based classifiers, including BERT (Devlin et al., 2019) and RoBERTa (Liu et al., 2019), on annotations for six accountable talk moves, such as keeping everyone together, getting students to relate, revoicing, pressing for reasoning. The NCTE data comes with annotations for related discourse moves (e.g. revoicing in TalkMoves and uptake in NCTE are similar constructs); predicting accountable talk moves on the NCTE data and studying correlations with outcomes is a promising direction for future work.

To better understand linguistic indicators of teacher effectiveness, Liu and Cohen (2020) ana-
lyze English Language Arts classes in the MET dataset (Kane et al., 2013) using topic models, LIWC (Pennebaker et al., 2001) and an open-ended question classifier. The authors conduct factor analysis on several linguistic features and find that a factor indicating interactive, student centered instruction correlates positively with teachers’ value added scores. Hunkins et al. (2022) annotate transcripts of 156 video clips from 6-8th grade math classrooms in the MET dataset for teacher talk moves that support belonging and inclusivity, such as praise, admonishment, controlling language and learning mindset supportive language. They build a random forest classifier to predict these talk moves, and find that admonishment, for example, has a negative correlation with students’ perception of the classroom environment. Finally, closely related work on the NCTE data has demonstrated the positive correlation between teacher uptake (Demszky et al., 2021b) and focusing questions (Alic et al., 2022) and instructional outcomes. In this work, we expand our correlational analyses to all discourse moves annotated on the NCTE dataset.

3 Dataset Description

The dataset consists of 1,660 anonymized transcripts of whole lessons, collected as part of the National Center for Teacher Effectiveness (NCTE) Main Study (Kane et al., 2015). The observations took place between 2010-2013 in 4th and 5th grade elementary math classrooms across four districts serving largely historically marginalized students. In the first two years, teachers and students were assigned to each classroom according to their school’s usual procedure for forming classes. In the third year, the NCTE project team randomly assigned teachers to rosters of students provided by the school.

Table 1 provides key statistics about the transcripts, as well as teacher and student demographics. The majority of teachers in the data are white (65%) and female (84%). Whereas the student body is equally split in terms of gender, the majority are students of color (43% African American, 23% Hispanic/Latinx, 8% Asian) and receive free or reduced lunch (67%). This disparity between student-teacher demographics is in accordance with national statistics (Schaeffer, 2021).

| Transcripts |        |
|-------------|--------|
| # of Transcripts | 1660 |
| Year 1       | 697   |
| Year 2       | 616   |
| Year 3       | 347   |
| Avg # Transcripts Per Teacher | 5.24 (±2.46) |
| Avg # of Turns | 350 (±186) |
| Avg % of Teacher Turns | 50.2% (±4.8%) |
| Avg # of Words | 5733 (±1782) |
| Avg % of Teacher Words* | 87.7% (±7%) |

| Teachers |        |
|----------|--------|
| # of Teachers | 317 |
| % Male | 16% |
| % Black | 22% |
| % Asian | 3% |
| % Hispanic/Latinx | 3% |
| % White | 65% |
| Avg # of Years of Experience | 10.23 (7.28) |
| U.grad or Grad Degree in Math | 6% |
| BA in Education | 53% |
| Masters Degree | 76% |

| Students |        |
|----------|--------|
| # of Students | 10,817 |
| Grade 4th | 5th (51%) |
| % Male | 50% |
| % African American | 43% |
| % Asian | 8% |
| % Hispanic/Latinx | 23% |
| % White | 23% |
| % Free or Reduced Lunch | 67% |
| % Special Education Status | 13% |
| Limited English Proficiency | 21% |

Table 1: Statistics on transcripts and on teachers and students who are mappable to these transcripts via administrative data. For each demographic, we use the naming convention from Kane et al. (2015). Percentages for student grade levels do not add up to 100% due to missing values.

3Parents and teachers gave consent for the study (Harvard IRB #17768), and for de-identified data to be publicly shared for research.
### Table 2: Variables linked to the NCTE transcript data. For full documentation, please refer to Kane et al. (2015).

| Variable                              | Description                                                                 |
|---------------------------------------|-----------------------------------------------------------------------------|
| Turn-level annotations                | Annotations for on vs off task instruction, uptake of student contributions, focusing questions and student reasoning. |
| Transcript-level observation scores   | Observation scores by expert raters using two instruments: CLASS (Pianta et al., 2008) and MQI (Hill et al., 2008). |
| Student questionnaires                | Student survey responses about the classroom experience and their household. |
| Value-added scores                    | Teachers’ value added scores – i.e., an estimate of teachers’ contribution to students’ test performance. |
| Student administrative data           | Administrative data on students, e.g. their test scores and demographic information. |
| Teacher questionnaires                | Teacher’s self reported information about their background, beliefs and classroom practices. |

#### 3.1 Transcription & Anonymization

Lessons were captured by ThereNow using its Iris system, which featured three cameras, a lapel microphone worn by teachers, and a bidirectional microphone for capturing student talk. The recordings were transcribed by professional transcribers working under contract to a commercial transcription company. Transcripts are fully anonymized: student and teacher names are replaced with terms like “Student J”, “Teacher” or “Mrs. H”. Inaudible talk, due to classroom noise and far field audio is transcribed as [Inaudible]. If the transcriber was unsure of a particular word, they transcribed it within brackets, e.g. *It is a city surrounded by [water]*. Square brackets are also used for other transcriber comments, such as *[crosstalk]*, and *[laughter]*. Almost all teacher talk and the majority of student talk could be transcribed: only 4% of teacher utterances and 21% of student utterances contain an [Inaudible] marker. Transcripts contain 5,733 words on average, 87.7% of which are spoken by the teacher.

#### 3.2 Linked Variables

The transcript data comes with a uniquely rich source of linked variables, summarized in Table 2. These variables include turn-level annotations for various discourse features, classroom observation scores, demographic information about students and teachers, survey data and value-added scores. Please refer to Kane et al. (2015) for a full documentation of these variables, except for the turn-level annotations, which we describe below.

**Turn-level annotations.** Table 3 includes examples for each discourse feature, annotated at the turn level. In prior work, experts annotated a sample of 2,348 utterance pairs — exchanges between students and teachers — for on vs off task instruction, teachers’ uptake of student ideas (Demszky et al., 2021b) and focusing questions (Alic et al., 2022). The annotation process is described in its respective papers. We include the coding scheme on our Github along with the dataset.

In a separate annotation process, experts coded 2,000 student utterances for student reasoning, a key Common Core aligned student practice. The coding process was based on the MQI classroom observation item “Student Provide Explanations” (Hill et al., 2008). To create a sample for labeling, we (i) hold out half of the transcripts for testing, (ii) from the remaining half, sample 30% of transcripts from the top quartile in terms of their Student Provide Explanations MQI score, and 70% from the rest, (iii) filter out student utterances shorter than 8 words, since they are unlikely to substantive reasoning, (iv) randomly sample up to 5 student utterances from each transcript, to balance representation across transcripts, (v) randomly sample 2,000 student utterances by assigning sampling weights proportionate to classroom diversity: combined percentage of African American and Hispanic/Latinx students in classroom. Each example was randomly assigned to one of two math coaches, who are also experts in the MQI coding instrument. Inter-rater
agreement on calibration set (n=200) was 90%.

4 Computational Analysis

We illustrate how the NCTE transcript dataset can serve as a valuable resource for developing computational measures of classroom discourse. First, we train models that automatically identify dialogic discourse moves by leveraging the turn-level annotations. We then study how these discourse moves correlate with observation scores and teachers’ value added scores.

4.1 Pre-Processing Annotations

We binarize annotations for each discourse feature in order to make the classification task consistent across features for the purposes of this paper. We also found that providing teachers with feedback using only their positive examples can be effective (Demszky et al., 2021a), and thus in a first pilot experiment, one may not need to preserve fine-grained distinctions between negative, mediocre and positive examples.

Labels for on vs off task instruction and student reasoning are binary, so we simply consider the majority rater label for these discourse moves. Labels for uptake and focusing questions are on multi-level scales. We binarize them by assigning 1 as a label to examples where the majority of raters selected the top category (“high uptake”, “focusing question”) and 0 to all others.

4.2 Supervised Classification

We finetune RoBERTa (Liu et al., 2019) on turn-level annotations for each discourse feature. We run finetuning for 5 epochs, a batch size of 8 x 2 gradient accumulation steps. The choice of this model and parameters were optimal for efficient iteration on a single TitanX GPU; we leave model exploration for future work.

For Student on Task and Student Reasoning, the input to the model was a single student utterance. For Teacher on Task, the input to the model was a single teacher utterance. For High Uptake and Focusing Question, the model input was a student utterance and a subsequent teacher utterance, to match what annotators saw while labeling. We balance labels during training by oversampling the minority category to represent 50% of labels, as we found this process yields better results.

4.3 Regression Analysis

Since our ultimate goal is to improve instruction via classroom discourse analysis, we need to understand if our NLP measures of discourse features indeed correlate with observation scores and student outcomes. To understand this question, we (i) follow the procedure described above to fine-tune classifiers for each discourse on all annotations, (ii) predict discourse features for the entire NCTE transcript dataset, (iii) run regressions using classroom observation scores and value added scores as dependent variables.

Model. We run a linear regression, clustering standard errors at the teacher level. The models are captured by this equation:

\[ y_d = x_f \beta_1 + T \beta_2 + S \beta_3 + \epsilon \]  

where \( y_d \) is a vector representing a dependent variable \( d \), \( x_f \) is a vector representing our predictions for a particular discourse feature \( f \), \( T \) is a matrix of teacher covariates, \( S \) is a matrix of student covariates, \( \beta_1, \beta_2, \beta_3 \) are vectors of unknown parameters to be estimated and \( \epsilon \) is a vector of residuals.

As for discourse features \( f \), we use discourse moves in Table 3 and also include baseline measures of student talk ratios (% of student words and % of student turns) for comparison. We estimate the effect of these features on six different dependent variables \( d \), which include five items from observation scores and value added scores.

Observation scores as dependent variables. To measure mathematics instructional quality, we use the main holistic item from the MQI instrument, a 5-level rating for lesson quality. The other four variables come from the CLASS scoring instrument: instructional dialogue, teacher sensitivity, teachers’ regard for student perspectives and positive classroom climate. We picked these items a priori—before conducting the regressions—based on their relevance to dialogic instruction. One could choose other items from these observation protocols to conduct similar analyses.

Since observation scores are linked to transcripts, we first aggregate discourse move predictions to the lesson level. Specifically, we sum discourse feature predictions in each transcript, and divide
Discourse Feature | Example
--- | ---
Student on Task | S: We both have the same number of blue, and red, and yellow.
Teacher on Task | T: Good, find the range. Find the range. Remember it’s the span of the least to the greatest number.
Student Reasoning | S: Because if you add ninety-eight hundredths and five hundredths, I think it’s going to add up to, like, it’s almost – it’s going to almost add up to a hundred.
High Uptake | S: I think these are Y axis and the X axis.
T: They do. Sometimes they refer to them as X and Y axis. It depends on the type of graph. Okay. You ready?
Focusing Question | S: Four fifths – no, 80 percent.
T: How come you can’t put it there?

Table 3: Examples for each discourse feature annotated at the turn-level. See Demszky et al. (2021b) and Alic et al. (2022) for more details.

them by the class duration (number of 7.5 minute segments in the transcript).

**Value added scores as dependent variables.** Each teacher is linked to one value added score per year given that these are based on end-of-the-year standardized test scores. Therefore, we mean-aggregate lesson-level data obtained above to the teacher-year level when conducting regressions with value-added scores.

**Covariates.** We include several covariates for teacher and classroom demographics. We include binary indicators for teacher gender and race/ethnicity and a numerical variable for years of experience. We include variables related to classroom composition in terms of student gender, race, free or reduced lunch status, special education status and limited English proficiency status – see Table 1 for a list of variables.

### 5 Results

**Supervised classification.** Table 4 shows the performance of our supervised classifiers, averaged across five-fold cross validation. The results show that we can train our model to automatically classify each discourse feature with moderate to high accuracy. The model performs best on classifying on vs off task instruction — F1 score (harmonic mean of precision and recall) is .942 and .923 for student and teacher utterances, respectively. The model performs moderately well on higher-inference discourse moves, including Student Reasoning (F1 = .651), High Uptake (F1 = .688), and Focusing Questions (F1 = .501). We expect that model choice and hyperparameter tuning can improve the performance by 10-20%. However, even the human raters are only able to reach moderate agreement on these measures (Demszky et al., 2021b; Alic et al., 2022) and other analogous ones in classroom observation instruments (Kelly et al., 2020). The moderate human agreement indicates that these measures are subjective, which may set an upper bound to the models’ performance.

**Correlation with outcomes.** Table 5 shows the correlation of each discourse feature with outcomes. We also include two baseline discourse features that measure student talk ratios: the percentage of student turns and the percentage of student words in each transcript. We find that all discourse features predicted by our classifiers correlate significantly with each classroom observation item measuring instruction quality and classroom climate.

All dialogic discourse moves — High Uptake, Focusing Questions and Student Reasoning — also show a significant positive correlation with teachers’ value added scores. Specifically, each additional High Uptake per 7.5 minute segment increases teachers’ value added scores by 12% of a standard deviation. Analogically, each additional instance of a Focusing Question and Student Reasoning per 7.5 minute segment increases teachers’ value added scores by 23% and 19% of a standard deviation, respectively. Student on Task and Teacher on Task also correlate with marginal significance with value added scores.

Interestingly, baseline measures of student talk percentages do not in themselves correlate with observation scores or value added scores. One exception is student word percentage, which correlates positively with ratings for instructional dialogue.

---

7We do not have consistent timestamps that are more granular than 7.5 minutes.
Table 4: Performance of RoBERTa on each discourse feature. Values are averages across a 5-fold cross validation.

| Measure              | Accuracy | Precision | Recall | F1  |
|----------------------|----------|-----------|--------|-----|
| Student on Task      | 0.902    | 0.952     | 0.931  | 0.942|
| Teacher on Task      | 0.867    | 0.932     | 0.914  | 0.923|
| Teacher Uptake       | 0.768    | 0.719     | 0.674  | 0.688|
| Focusing Question    | 0.856    | 0.474     | 0.538  | 0.501|
| Student Reasoning    | 0.863    | 0.644     | 0.666  | 0.651|

Table 5: The correlation of discourse features with outcomes, estimated at the transcript level. Each cell represents coefficients from a separate regression. Standard errors are enclosed in parentheses. Dependent variables are standardized. The ** $p < 0.01$, * $p < 0.05$, + $p < 0.1$

| Value Added Scores | Math Instruction Quality | Instructional Dialogue | Teacher Sensitivity | Regard for Student Perspectives | Positive Climate |
|--------------------|--------------------------|------------------------|--------------------|---------------------------------|------------------|
| Student on Task    | 0.038*                   | 0.022*                 | 0.032**            | 0.033**                         | 0.024**          | 0.036**          |
| (0.020)            | (0.010)                  | (0.011)                | (0.008)            | (0.007)                         | (0.007)          |
| Teacher on Task    | 0.038*                   | 0.021*                 | 0.030**            | 0.034**                         | 0.024**          | 0.035**          |
| (0.020)            | (0.010)                  | (0.010)                | (0.008)            | (0.007)                         | (0.007)          |
| Teacher Uptake     | **0.121*                 | 0.117**                | 0.083**            | 0.089**                         | 0.058**          | 0.079**          |
| (0.050)            | (0.032)                  | (0.026)                | (0.019)            | (0.017)                         | (0.017)          |
| Focusing Question   | **0.234*                 | 0.233**                | 0.198**            | 0.132**                         | 0.164**          | 0.115**          |
| (0.104)            | (0.086)                  | (0.072)                | (0.035)            | (0.044)                         | (0.036)          |
| Student Reasoning   | **0.191*                 | 0.313**                | 0.246**            | 0.144**                         | 0.173**          | 0.120**          |
| (0.091)            | (0.066)                  | (0.050)                | (0.031)            | (0.035)                         | (0.035)          |
| Student Turn %      | 1.040                    | -0.047                 | 0.718              | 0.214                           | 0.125            | -0.172           |
| (1.357)            | (0.528)                  | (0.469)                | (0.574)            | (0.485)                         | (0.560)          |
| Student Word %      | 0.359                    | 0.721+                 | **1.132***         | 0.001                           | 0.469            | 0.322            |
| (0.792)            | (0.413)                  | (0.541)                | (0.325)            | (0.395)                         | (0.387)          |
| Observations        | 523                      | 1557                   | 1554               | 1554                            | 1554             |

6 Discussion

We find that our measures of discourse moves, which we identified by consulting research on mathematics instruction, correlate with human raters’ perceptions of lesson quality, and with students’ learning outcomes. These results are significant in multiple ways.

6.1 Implications & Significance

The fact that all of our measures correlate with MQI and CLASS observation scores indicate that the automated measures align with expert evaluations of instruction. This is a key result that provides external validation for these automated measures. The positive correlation of teacher value-added scores with measures for teacher uptake, focusing questions and student reasoning suggests that the use of these dialogic talk moves is associated with student learning. Substantively, this finding contributes evidence that classrooms where students are more deeply engaged with mathematical ideas — and where teachers use their students’ mathematical contributions — are more likely to produce better achievement outcomes (O’Connor and Michaels, 1993; Michaels and O’Connor, 2015).

These findings become even more significant in the context of baseline measures of student engagement — percentage of student turns and percentage of student words — which do not show positive correlations with instruction quality and value added scores. These findings add to a collection of mixed results by related work, some of which show positive, some of which show no relationship between student talk time and learning outcomes (see Sedova et al., 2019, for an overview).

6.2 Limitations

Unmeasured covariates. A range of factors may affect instructional outcomes, only a subset of which could be measured with this data. Making strong claims about the link between discourse moves and instructional outcomes requires experimental validation. For example, the quality of the math task that the students are working may affect the discourse as well as learning outcomes. We can isolate the effect of discourse moves by randomly assigning teachers to learning opportunities that help them improve their use of these moves,
and examining downstream impacts of these new talk moves on student outcomes. (Demszky et al., 2021a) has taken a similar approach successfully in an informal teaching context, but such a study is yet to be done in a K-12 context.

**Generalizability.** Although the NCTE transcript dataset is the largest available dataset of U.S. classroom transcripts, it only captures a tiny fraction of U.S. classrooms and hence there are limitations to its representativeness. The data represents mostly white female teachers working in mid-size to large districts, so it would be valuable to collect new data from other types of districts and a more diverse teacher population. The fact that the data was collected a decade ago may pose limitations to its ongoing relevance; during the period under study (2010-2013), many schools were transitioning toward Common Core-aligned instruction in mathematics but yet lacked high-quality curriculum materials for doing so. That said, research in education reform has long attested to the fact that teaching practices have remained relatively constant over time (Cuban, 1993; Cohen and Mehta, 2017) and that there are strong socio-cultural pressures that maintain the instructional status quo (Cohen, 1988). In general, it is important to carefully validate measures built on the NCTE data on a new domain to ensure that it is representative of the target population.

**Limitations of linked data.** Education research has attested the limitations of standardized assessments in capturing student learning and reasoning (Sussman and Wilson, 2019). Student questionnaires in the NCTE data can provide an alternative perspective on students’ experiences and mathematics outcomes but these responses have a lot of missing values, and hence it may not provide robust estimates. Furthermore, understanding equity in instruction is a high priority for our research team and for the field more generally. However, studying equity within this data is challenging, since student speakers are not linked to administrative files containing student background and achievement variables. That said, such speaker-level demographic data is rarely available in instructional contexts, for important ethical reasons, and thus this limitation may encourage researchers to develop measures of instructional equity that leverage classroom-level, instead of speaker-level demographic information.

### 6.3 Ethical Considerations

We outline measures to safeguard students and teachers in this data and the users of it.

**Consent & privacy.** Both parents and teachers gave consent for the de-identified data to be retained and used in future research. It is our highest priority that the identity of teachers and students in the data are kept private. Given that the none of the district and school names are disclosed, and that transcripts are fully de-identified, it is not possible to recover the identity of teachers and students.

**Representation.** As Madaio et al. (2022) point out, applying AI in the educational domains comes with a risk of propagating and exaggerating existing inequities. As we describe in the paper, the data represents a largely low-income, demographically diverse student population. This means that the data can help with creating measures that are representative of low income students, students of color and students who are English language learners who receive the type of instruction captured in this dataset. As we point out above, the data should not be assumed to represent the diversity of identities and experiences of all students and teachers in U.S. classrooms and different forms of instruction. Furthermore, the data was annotated by raters whose demographics are largely representative of teacher demographics in the US (Demszky et al., 2021b), which, just like in this data, does not unfortunately match U.S. student demographics. Rater bias (Campbell and Ronfeldt, 2018) cannot be outruled especially given the subjectivity of these constructs.

**Downstream application.** Users of this data have to agree to never use the data in a way that may cause harm to students and teachers, such as to build tools that discriminate against different groups of students and teachers or to surveil and punish teachers based on their practice. The sole purpose of this data should be to help us understand and facilitate student-centered and equitable instructional practice, and to empower historically marginalized teacher and student populations.

### 6.4 Directions for Future Work

The NCTE dataset opens up numerous directions for future work, some of which we are currently...
pursuing. First, one key direction is building new NLP measures of instruction. Observation protocols such as MQI, CLASS and the Culturally Responsive Instruction Observation Protocol (CRIOP) (Powell et al., 2016) and related work by Suresh et al. (2022) and Hunkins et al. (2022) can provide inspiration for various discourse features that can be measured in this data. Given the context-dependence of several instructional moves, new measures can incorporate more context beyond a single utterance or exchange between the student and the teacher. It would also be valuable to incorporate lesson-level metadata in the NLP model, e.g. lesson keywords, date, grade level, to create more context-specific measures.

One can also conduct bottom-up exploration of linguistic patterns in the data to inform education research. For example, one could create an equity gap measure, leveraging academic outcomes and classroom demographics, and compare transcripts from classrooms with low equity gap with ones from classrooms with high equity gap. Doing so can help identify instructional correlates of equity gap, and help us understand how we can facilitate equitable instructional practices.

Third, since no two education settings are the same, it would be extremely valuable to complement the NCTE dataset with other educational datasets from a diverse range of settings, including various school subjects, informal and formal, online and in person, group and one-on-one settings, as well as data from multiple regions and countries and from multiple modalities, including text, audio and video. These datasets together can help us understand how effective instruction looks like across teaching contexts and modalities and build measures sensitive to these contextual differences.

Finally, one can apply what we learn from this data to improve instruction. Measures built on this data can power automated feedback tools (Suresh et al., 2021; Demszky et al., 2021a) and enable empirically-driven improvements to widely used professional development frameworks (e.g. Gregory et al., 2017, NCTM guides⁹). We hope that this resource can power efforts to address pressing issues in education, such as pandemic learning loss and equity gaps in mathematics instruction.

7 Conclusion
We introduce a dataset of elementary math classroom transcripts, associated with a rich source of linked variables. We train classifiers on turn-level annotations to predict discourse moves and show that predictions for these moves correlate significantly with observation scores and value added scores. These results demonstrate how the NCTE dataset can serve as a valuable resource for understanding classroom interactions and for powering tools that seek to facilitate instruction.
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