ON THE STABILITY OF CRITICAL CHEMOTACTIC AGGREGATION
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Abstract. We consider the two dimensional parabolic-elliptic Patlak-Keller-Segel model of chemotactic aggregation for radially symmetric initial data. We show the existence of a stable mechanism of singularity formation and obtain a complete description of the associated aggregation process.

1. Introduction

1.1. Setting of the problem. We consider the two dimensional Patlak-Keller-Segel problem:

\[ \begin{cases} 
\partial_t u = \nabla \cdot (\nabla u + u \nabla \phi_u), \\
\phi_u = \frac{1}{2\pi} \log |x| \ast u \\
u(t=0) = u_0 \quad u_0 > 0
\end{cases} \quad (t, x) \in \mathbb{R} \times \mathbb{R}^2, \quad (1.1) \]

This degenerate nonlocal diffusion equation is a canonical limit of kinetic models of particles evolving through a nonlocal attractive force, and is one of the model which arises in the description of colonies of bacteria, \[15, 31\]. This system has attracted a considerable attention for the past twenty years in the mathematical community, in particular in connection with the local regularity of weak solutions, the qualitative behavior of solutions and the possibility of finite time blow up for large enough data corresponding to the aggregation of bacteria. We refer to \[4\] for an extensive introduction to the literature on these subjects. Our point of view in this paper is to replace the problem within the sets of critical blow up problems which for both parabolic and dispersive problems have also attracted a considerable attention for the past ten years.

The existence of unique local smooth solutions in some suitable Sobolev sense can be obtained from standard fixed point arguments as in \[30\]. The corresponding nonnegative strong solution satisfies the conservation of mass

\[ \int_{\mathbb{R}^2} u(t, x) dx = \int_{\mathbb{R}^2} u(0, x) dx \quad (1.2) \]

and the flow dissipates the logarithmically degenerate entropy:

\[ \mathcal{F}(u) = \int u \log u + \frac{1}{2} \int u \phi_u \leq \mathcal{F}(u_0). \quad (1.3) \]

The scaling symmetry

\[ u_\lambda(t, x) = \lambda^2 u(\lambda^2 t, \lambda x) \]

leaves the $L^1$ norm unchanged

\[ \int_{\mathbb{R}^2} u_\lambda(t, x) dx = \int_{\mathbb{R}^2} u(\lambda^2 t, x) dx \]

and hence the problem is $L^1$ critical. Note from \[1.3\] that the problem is also almost energy critical and therefore particularly degenerate.
1.2. Previous results. A fundamental role is played for the analysis by the explicit ground state stationary solution

\[ Q(x) = \frac{8}{(1 + |x|^2)^2}. \]  

(1.4)

From [1], [9], \( Q \) is up to symmetry the unique minimizer of the logarithmic Hardy-Littlewood-Sobolev inequality:

\[ \forall u \geq 0 \text{ with } \int u = M, \]

\[ \int u \log u + \frac{4\pi}{M} \int \phi_u \geq M \left[ 1 + \log \frac{\pi}{M} - \log M \right]. \]  

(1.5)

For smooth well localized data with small mass \( \int u_0 < \int Q \), the flow is global and zero is the universal local attractor, see [11], [6], [32], and in this sense \( Q \) is the first nonlinear object. For data above the ground state \( \int u_0 > \int Q \), the virial type identity

\[ \frac{d}{dt} \int |x|^2 u(t, x) dx = 4 \left( 1 - \frac{\int u}{\int Q} \right) \int u \]

implies that all smooth well localized data blow up in finite time. Note however that as usual, this argument is very unstable by perturbation of the equation, and provides almost no insight into the structure of the singularity formation.

Substantial progress have been made in the critical case \( \int u = \int Q \). In [5], finite variance initial data \( \int |x|^2 u_0 < +\infty \) with minimal mass are shown to grow up in infinite time. The argument is again by contradiction and does not give the associated blow up rate. More dynamical results for domains are obtained in [14]. In [4], it is shown that infinite variance initial data \( \int |x|^2 u_0 = +\infty \) exhibit a completely different behavior and generate a global flow asymptotically attracted by the soliton (1.4), see also [8] for quantitative convergence rates. The proof involves the use of an additional Lyapounov functional at the minimal mass level, and the importation of tools from optimal transportation thanks to the gradient flow structure of the problem.

All the above subcritical mass results heavily rely on the fact that for \( \int u_0 \leq \int Q \), the dissipated entropy (1.3) coupled with the variational characterization of \( Q \) through the logarithmic HLS (1.5) imply a priori uniform bounds on the solution. This structure is completely lost for \( \int u_0 > \int Q \), and the description of the flow for mass super critical data is very poorly understood. In the pioneering work [13], Herrero and Velasquez use formal matching asymptotics, the radial reduction of the problem and ODE techniques to produce the first example of blow up solution.

1.3. Connection with critical problems. The \( L^1 \) critical structure of the (PKS) system is canonical from the point of view of critical problems, and a number of examples extracted both from the parabolic and dispersive worlds have recently attracted a considerable attention and led to a new approach for the construction of blow up solutions. Examples of such critical flows are the mass critical Non Linear Schrödinger equations of nonlinear optics

\[
\begin{align*}
(NLS) \quad & \left\{ \begin{array}{l}
i \partial_t u + \Delta u + u|u|^2 = 0, \\
u|_{t=0} = u_0,
\end{array} \right. & (t, x) \in \mathbb{R} \times \mathbb{R}^2, & u \in \mathbb{C},
\end{align*}
\]  

(1.6)

the geometric energy critical parabolic heat flow to the 2-sphere of crystal physics

\[
\begin{align*}
(HF) \quad & \left\{ \begin{array}{l}
\partial_t u = \Delta u + |\nabla u|^2 u, \\
u|_{t=0} = u_0,
\end{array} \right. & (t, x) \in \mathbb{R} \times \mathbb{R}^2, & u \in \mathbb{S}^2
\end{align*}
\]
and its dispersive Schrödinger map analogue in ferromagnetism:

\[
(SM) \quad \begin{cases} 
  \Delta u + |\nabla u|^2 u, \\
  u|_{t=0} = u_0,
\end{cases} \quad (t, x) \in \mathbb{R} \times \mathbb{R}^2, \quad u \in S^2.
\]

For all these problems, a robust approach for the construction of blow up solutions and the study of their possible stability has been developed in the past ten years, see [23], [24], [25], [26], [27] for the mass critical NLS, [33], [28] for the wave and Schrödinger maps, and [34] for the harmonic heat flow. The strategy proceeds in two steps: the construction of suitable approximate solutions through the derivation of the leading order ODE’s driving the trajectory of the solution on the modulated manifold of ground states; the control of the exact flow near these approximate profiles through the derivation of suitable Lyapounov functionals and a robust energy method. The first step avoids the common use of matching asymptotics which is most of the time delicate both to implement and to make rigorous, see for example [10] for (NLS), [2] for the heat flow, [10] for (PKS). The second step is a pure energy method which therefore applies both to dispersive problems and parabolic systems, and makes in this last case no use of the maximum principle commonly used for scalar parabolic problems. The sharp knowledge of the spectral structure of the linearized operator, which is typically a delicate problem for (PKS), see [10], is replaced by canonical spectral gap estimates as initiated in [35], [33].

1.4. Statement of the result. Our main claim in this paper is that despite the nonlocal structure of the problem and in particular of the linearized operator close to \( Q \), and the almost energy critical degeneracy of the problem, the above route map can be implemented for (PKS). We address the radial case only for the sake of simplicity, but the full non radial problem can be analyzed in principle along similar lines.

In order to make our statement precise, let us consider the following function spaces. Let the weighted \( L^2 \) space

\[
\| \varepsilon \|_{L^2_Q} = \left( \int \frac{\varepsilon^2}{Q} \right)^{\frac{1}{2}}
\]
and the weighted \( H^2 \) space:

\[
\| \varepsilon \|_{H^2_Q} = \| \Delta \varepsilon \|_{L^2_Q} + \left\| \frac{\nabla \varepsilon}{1 + |x|} \right\|_{L^2_Q} + \| \varepsilon \|_{L^2}.
\]

We introduce the energy norm

\[
\| \varepsilon \|_E = \| \varepsilon \|_{H^2_Q} + \| \varepsilon \|_{L^1}.
\]

The main result of this paper is the complete description of a stable chemotactic blow up with radial data arbitrarily close to the ground state in the \( L^1 \) critical topology.

**Theorem 1.1** (Stable chemotactic blow up). There exists a set of initial data of the form

\[
u_0 = Q + \varepsilon_0 \in \mathcal{E}, \quad u_0 > 0, \quad \| \varepsilon_0 \|_E \ll 1
\]

such that the corresponding solution \( u \in C([0, T), \mathcal{E}) \) to (1.1) satisfies the following:

(i) Small super critical mass:

\[
8\pi < \int u_0 < 8\pi + \alpha^*
\]

which is reflected by the weakness of the a priori information (1.3) for mass super critical initial data.
for some $0 < \alpha^* \ll 1$ which can be chosen arbitrarily small;
(ii) Blow up: the solution blows up in finite time $0 < T < +\infty$;
(iii) Universality of the blow up bubble: the solution admits for all times $t \in [0, T)$

\[ u(t, x) = \frac{1}{\lambda^2(t)}(Q + \varepsilon)(t, \frac{x}{\lambda(t)}) \]

with

\[ \|\varepsilon(t)\|_{H^2_0} \to 0 \quad \text{as} \quad t \to T \]  \hspace{1cm} (1.10)

and the universal blow up speed:

\[ \lambda(t) = \sqrt{T - te^{-\frac{\log(T-t)}{2}}} + O(1) \quad \text{as} \quad t \to T. \]  \hspace{1cm} (1.11)

(iv) Stability: the above blow up dynamics is stable by small perturbation of the data in $E$:

\[ v_0 > 0, \quad \|v_0 - u_0\|_E < \varepsilon(u_0). \]

Comments on the result

1. On the stability statement: Formal arguments to prove the stability of chemotactic blow up are presented in [36], and in fact Theorem 1.1 answers one of the problems mentioned in [37]. It is likely that there are many other blow regimes, possibly stable or unstable depending on the tail of the initial data, as is expected for the heat flow [2], see also [12], or known for the super critical heat equation [29], see also [3] for a further illustration of the role of the topology for the long time dynamics. Note that a complete description of the flow near the ground state is obtained for the first time for a critical problem in [20], [21], [22] for the critical (KdV) problem, and this includes pathological blow up rates depending on the structure of the data. In this sense, Theorem 1.1 is a first step toward the description of the flow near $Q$ which even in the radial setting is still a challenging problem.

2. On the non locality: It is known that in the radial setting, the nonlocal (PKS) can be turned to a nonlinear local problem for the partial mass, see for example [13]. We shall not use this structure at all, and therefore our approach can in principle be extended to the non radial setting. The non locality of the chemotactic problem induces a nonlinear linearized operator $L$ close to $Q$, which due to the slow decay of the soliton makes the use of spectral techniques delicate, see [10] for an attempt in this direction. Moreover, and this is for example a major difference with the mass critical (NLS) [1,1], the entropy control is very weak and yields almost no information on the flow near $Q$. However, following the approach in [33], simple spectral gap estimates can be obtained on $L$ and its iterates as a consequence of the variational characterization of $Q$ which lead to the control of derivatives of $u$ in suitable weighted $L^2$ norms. In other words, for the linearized flow close to $Q$, we control the solution through the control of the natural linearized entropy involving the derivatives of $u$, and the associated dissipated quantities. The control of derivatives yields through Hardy inequalities the local control of the solution on the soliton core which is the heart of the control of the speed of concentration. We also obtain sharp convergence rates of the solution towards the solitary wave after renormalization.

Our proof provides a robust approach to the construction of blow up regimes in the presence of a nonlocal nonlinearity, and is a first step towards the understanding
of the flow near the soliton. It also provides a new insight to attack more complicated chemotactic coupling, in particular the parabolic-parabolic Patlak-Keller-Segel problem for which blow up in the critical setting is open.
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Notations. For a given function $u$, we note its Poisson field
$$\phi_u = \frac{1}{2\pi} \log |x| * u.$$ We note the real $L^2$ scalar product
$$(f,g) = \int_{\mathbb{R}^2} f(x)g(x)dx.$$ Given a vector $y \in \mathbb{R}^2$, we will systematically note $r = |y| = \sqrt{y_1^2 + y_2^2}$. We will generically note
$$\delta(z^*) = o(1) \text{ as } z^* \to 0.$$ We let $\chi \in C^\infty_c(\mathbb{R}^2)$ be a radially symmetric cut off function with
$$\chi(x) = \begin{cases} 1 & \text{for } |x| \leq 1, \\ 0 & \text{for } |x| \geq 2, \end{cases} \chi(x) \geq 0.$$ We introduce the differential operator
$$\Lambda f = 2f + y \cdot \nabla f = \nabla \cdot (y f).$$ Given $f \in L^2$, we introduce its decomposition into radial and non radial part:
$$f^{(0)}(r) = \frac{1}{2\pi} \int_0^{2\pi} f(r,\theta)d\theta, \quad f^{(1)}(x) = f(x) - f^{(0)}(r). \quad (1.12)$$ Observe that
$$(\Lambda f)^{(0)} = (r \partial_r f)^{(0)} = r \partial_r f^{(0)} = \Lambda f^{(0)}.$$ Given $b > 0$, we let
$$B_0 = \frac{1}{\sqrt{b}}, \quad B_1 = \frac{||\log b||}{\sqrt{b}}. \quad (1.13)$$ Give two linear operators $(A,B)$, we note their commutator:
$$[A,B] = AB - BA.$$ 1.5. Strategy of the proof. We briefly explain the main steps of the proof of Theorem 1.1 which follows the approach developed in [33], [28], [34].

Step 1: Construction of approximate blow up profiles. Let us renormalize the (PKS) flow by considering
$$u(t,x) = \frac{1}{\lambda^2(t)} v(s,y), \quad \frac{ds}{dt} = \frac{1}{\lambda^2}, \quad y = \frac{x}{\lambda}$$ which leads to the renormalized flow
$$\partial_s v + b\Delta v = \nabla \cdot (\nabla v + v\nabla \phi_v), \quad b = -\frac{\lambda_s}{\lambda}.$$
We look for a slowly modulated approximate solution of the form
\[ v(s, y) = Q_{b(s)}(y), \quad Q_{b}(y) = Q(y) + bT_{1}(y) + b^{2}T_{2}(y) \]
and where the law \( b_{s} = F(b) = O(b^{2}) \) is an unknown of the problem. The construction of \( T_{1}, T_{2} \) amounts solving stationary in \( s \) elliptic problems of the form
\[ \mathcal{L}T_{j} = F_{j}(T_{j-1}) \tag{1.14} \]
where we introduced the linearized operator close the soliton:
\[ \mathcal{L}_{\varepsilon} = \nabla \cdot (Q\nabla \mathcal{M}_{\varepsilon}) = \Delta \varepsilon + 2Q\varepsilon + \nabla \phi_{Q} \cdot \nabla \varepsilon + \nabla Q \cdot \nabla \phi_{\varepsilon}. \tag{1.15} \]
This operator displays explicit resonances\(^{2}\) induced by the symmetry group of (PKS). In the radial setting, the solution to (1.14) is almost explicit, and the slow decay of \( Q \) at \(+\infty\) induces slowly decaying function \( T_{j} \) with explicit tails at \(+\infty\). In particular,
\[ T_{1}(r) \sim \frac{c}{r^{2}} \quad \text{as} \quad r \to +\infty \]
and to leading order in terms of tails at \(+\infty\), the \( T_{2} \) equation looks like
\[ \mathcal{L}T_{2} = -b_{s}T_{1} - b^{2}\Lambda T_{1} + \text{lot}. \]
We now observe the cancellation
\[ \Lambda T_{1} \sim \frac{1}{r^{4}} \quad \text{as} \quad r \to +\infty \]
and hence the choice \( b_{s} = 0 \) yields the most decreasing right hand side. In fact, a more careful analysis leads to the logarithmically degenerate law:
\[ b_{s} = -\frac{2b^{2}}{|\log b|}, \]
see the proof of Proposition 3.1. We refer to [33], [28] for a further discussion on the derivation of these logarithmic gains. The outcome is the derivation of the leading order dynamical system
\[ \begin{cases} \frac{ds}{dt} = \frac{1}{\lambda^{2}} \\ b = -\frac{1}{\lambda}, \quad b_{s} = -\frac{2b^{2}}{|\log b|} \end{cases} \tag{1.16} \]
which after reintegrating in time implies that \( \lambda \) touches zero in finite time \( T < +\infty \), this is blow up, with the asymptotics (1.11).

**Step 2: Energy bounds.** We know consider an initial data of the form
\[ u_{0} = Qb_{0} + \varepsilon_{0} \quad \text{with} \quad \|\varepsilon_{0}\| \lesssim b_{0}^{0} \]
in some suitable topology. We claim that we can bootstrap the existence of a decomposition
\[ u(t, x) = \frac{1}{\lambda^{2}(t)} (Q_{b(t)} + \varepsilon)(t, \frac{x}{\lambda(t)}) \quad \text{with} \quad \|\varepsilon(t)\| \lesssim (b(t))^{10} \]
with \((\lambda(t), b(t))\) satisfying to leading order the ODE’s (1.16). Roughly speaking, the equation driving \( \varepsilon \) is of the form
\[ \partial_{s}\varepsilon = \mathcal{L}\varepsilon - b\Lambda\varepsilon + \Psi_{b} + \text{Mod} + N(\varepsilon) \]
where \( \Psi_{b} = O(b^{3}) \) is the error in the construction of \( Q_{b} \), Mod is the forcing term induced by the modulation parameters
\[ \text{Mod} = (\frac{\lambda}{\lambda} + b)\Lambda Q_{b} - b_{s}\frac{\partial Q_{b}}{\partial b}, \]
\(^{2}\)i.e. slowly decaying zeroes.
and \(N(\varepsilon)\) denotes the lower order nonlinear term. In order to treat the \(b\lambda\) correction to the linearized term which cannot be treated perturbatively in blow up regimes, we reformulate the problem in terms of the original variables

\[
\tilde{u}(t,x) = \frac{1}{\lambda^2} \varepsilon(t, \frac{x}{\lambda})
\]

which satisfies

\[
\partial_t \tilde{u} = L \tilde{u} + \frac{1}{\lambda^4} [\Psi_b + \text{Mod} + N(\varepsilon)](t, \frac{x}{\lambda}).
\]

(1.17)

We now control \(\tilde{u}\) using an energy method on its derivatives as in [33]. Let \(M\) be the linearized entropy close to \(Q\), see (2.1). One can show using the explicit knowledge of the resonances of \(L\), which itself essentially follows from the variational characterization of \(Q\), that modulo suitable orthogonality conditions which remove the zero modes and correspond to the dynamical adjustment of \((b(t), \lambda(t))\), the generalized linearized HLS energy is coercive on suitable derivatives:

\[
(ML\varepsilon, L\varepsilon) \geq \|L\varepsilon\|_{L^2_Q}^2 \gtrsim \int \frac{|\Delta \varepsilon|^2}{Q} + \int |\varepsilon|^2 \sim \|\varepsilon\|_{H^2_Q}^2.
\]

Applying this to \(\tilde{u}\), we are led to consider the natural higher order entropy for (1.17):

\[
\frac{d}{dt} (ML\tilde{u}, L\tilde{u})
\]

where \(M, L\) correspond to the linearization close to the singular bubble \(\frac{1}{4}Q(\frac{x}{\lambda})\). Two difficulties occur. First one needs to treat the local terms on the soliton core induced by the time dependence \(\lambda(t)\) of the renormalized operator \(M, L\), and here the dissipated terms together with the sharp control of tails at infinity play a crucial role. An additional problem occurs due to the pointwise control of \(\text{Mod}\) terms which is not good enough in our regime \(^3\), and requires some further integration by parts in time, see Lemma 5.5.

The energy method leads roughly to a pointwise bound

\[
\frac{d}{dt} (ML\tilde{u}, L\tilde{u}) \lesssim \frac{1}{\lambda^2} \frac{b^4}{|\log b|^2}
\]

which after rescaling leads in the regime (1.16) to the pointwise bound:

\[
\|\varepsilon\|_{H^2_Q}^2 \lesssim \frac{b^4}{|\log b|^2}.
\]

It turns out that this estimate is sharply good enough to close the ODE for \(b\) and show that the \(\varepsilon\) radiation does not perturb the leading order system (1.16), and this concludes the proof of Theorem 1.1.

This work is organized as follows. In section 2, we prove spectral gap estimates for the nonlinearized operator close to \(Q\) in the continuation of [33]. In section 3, we build the family of approximate self similar profiles which contains the main qualitative informations on the singularity formation, and adapts in the non local setting the strategy developed in [33], [28], [34]. In section 4, we start the analysis of the full solution and explicitly display the set of initial data leading to the conclusions of Theorem 1.1 and the bootstrap argument to control the radiation. In section 5, we exhibit the \(H^2_Q\) monotonicity formula which is the heart of our analysis. In section 6, we collect the estimates of sections 4, 5 to close the bootstrap and complete the description of the singularity formation.

\(^3\)This is a technical unpleasant problem which directly relates to the slow decay of \(Q\) at infinity. Similar issues already occurred in related settings, see for example [19].
2. Spectral gap estimates

This section is devoted to the derivation of spectral gap estimates for the linearized operator close to \(Q\) given by (1.15). The radial assumption is useless here and we address directly the general case. These energy bounds are at the heart of the control of the radiation correction for flows evolving close to the approximate \(\tilde{Q}_b\) blow up profiles. We derive two type of estimates: energy estimates which are mostly a consequence of the linearization close to \(Q\) of the sharp log Sobolev estimate\(^4\) and higher order iterated estimates which rely on the explicit knowledge of the kernel of \(L\) and suitable repulsivity properties at infinity.

2.1. Energy bounds. We start with the study of the linearized log Sobolev energy on the weighted \(L^2\) space (1.7).

**Lemma 2.1** (Structure of the linearized energy). The operator

\[
\mathcal{M}u = \frac{u}{Q} + \phi
\]

is a continuous self adjoint operator \(\mathcal{M} : L^2_Q \rightarrow (L^2_Q)^*\) ie:

\[
\int Q|\mathcal{M}u|^2 \lesssim \|u\|^2_{L^2_Q},
\]

\(\forall (u, v) \in L^2_Q \times L^2_Q, \ (\mathcal{M}u, v) = (u, \mathcal{M}v).
\]

Moreover, there holds:

(i) Algebraic identities:

\[
\mathcal{M}(\Lambda Q) = -2, \quad \mathcal{M}(\partial_i Q) = 0, \quad i = 1, 2.
\]

(ii) Generalized kernel: Let \((u, \phi) \in C^\infty(\mathbb{R}^2)\) satisfy

\[
\begin{aligned}
\nabla \left( \frac{u}{Q} + \phi \right) &= 0, \\
\Delta \phi &= u,
\end{aligned}
\]

\[
\int \frac{\phi^2}{(1 + r^4)(1 + |\log r|^2)} < +\infty,
\]

then

\[
u \in \text{Span}(\Lambda Q, \partial_1 Q, \partial_2 Q), \quad \phi = \phi_u.
\]

**Remark 2.2.** This structure is reminiscent from kinetic transport models like the gravitational Vlasov Poisson equation, see [17].

**Proof of Lemma 2.1**. **step 1** Continuity and self adjointness. The continuity of \(\mathcal{M}\) as an operator from \(L^2_Q \rightarrow (L^2_Q)^*\) follows from (A.2):

\[
\int Q|\mathcal{M}u|^2 \lesssim \int \frac{u^2}{Q} + \left\| \frac{\phi_u}{1 + |\log r|} \right\|^2_{L^\infty} \|(1 + |\log r|)Q\|_{L^1} \lesssim \|u\|^2_{L^2_Q}.
\]

The self adjointness (2.3) is equivalent to:

\[
\forall (u, v) \in L^2_Q \times L^2_Q, \ (\phi_u, v) = (u, \phi_v).
\]

Indeed, the integrals are absolutely convergent arguing like for (A.2):

\[
\int |\log|x - y||u(y)||v(x)|dx dy \lesssim \|u\|_{L^2_Q} \|v\|_{L^2_Q}
\]

and the claim follows from Fubbi.
\textbf{step 2.} Proof of (i). By definition of $Q$: 
\[ \phi'_Q(r) = \frac{1}{r} \int_0^r \frac{8\tau}{(1 + \tau^2)^2} d\tau = \frac{4r}{1 + r^2}. \]
Moreover, using the convolution representation
\[ \phi_Q(0) = \int_0^{\frac{\pi}{2}} 8r \log r \int_0^r \tau^2 d\tau = 4 \lim_{(\varepsilon, R) \to (0, +\infty)} \left[ \frac{r^2 \log r}{1 + r^2} - \frac{1}{2} \log(1 + r^2) \right] = 0, \]
and thus:
\[ \phi_Q(r) = \int_0^r \frac{4\tau}{1 + \tau^2} d\tau = 2 \log(1 + r^2). \]
We therefore obtain the ground state equation:
\[ \log Q + \phi_Q - \log 8 = 0. \tag{2.8} \]
We translate with $x_0 \in \mathbb{R}^2$:
\[ \log Q(x - x_0) + \phi_Q(x - x_0) - \log 8 = 0 \]
and differentiate at $x_0 \in \mathbb{R}^2$ to get:
\[ \frac{\nabla Q}{Q} + \nabla \phi_Q = 0, \tag{2.9} \]
and hence
\[ \mathcal{M}(\nabla Q) = \frac{\nabla Q}{Q} + \phi_Q = \frac{\nabla Q}{Q} + \nabla \phi_Q = 0. \tag{2.10} \]
Similarly, given $\lambda > 0$, let $Q_{\lambda}(y) = \lambda^2 Q(\lambda y)$. We compute using $\int Q = 8\pi$:
\[ \phi_{Q_{\lambda}}(y) = \frac{1}{2\pi} \int \log|x-y|Q_{\lambda}(y)dy = \frac{1}{2\pi} \int \log \left( \frac{1}{\lambda} |\lambda x - z| \right) Q(z)dz = -4 \log \lambda + \phi_Q(\lambda y) \]
and hence from (2.8):
\[ -\log 8 + \log Q_{\lambda} + \phi_{Q_{\lambda}} + 2 \log \lambda = 0. \]
We differentiate this expression at $\lambda = 1$ and obtain:
\[ \frac{\Lambda Q}{Q} + \phi_{\lambda Q} + 2 = 0, \tag{2.11} \]
this is (2.4).

\textbf{step 3} Generalized kernel. Let now $(u, \phi)$ smooth solve (2.5), then:
\[ \Delta \phi + Q \phi = cQ \]
for some $c \in \mathbb{R}$. $Q$ being radially symmetric, we develop $\phi$ in real spherical harmonics:
\[ \phi(x) = \Sigma_{k \geq 0} [\phi_{1,k}(r) \cos(k\theta) + \phi_{2,k}(r) \sin(k\theta)] \]
and obtain
\[ \forall k \in \mathbb{N}, \quad H_k \phi_{1,k} = -\phi''_{1,k} - \frac{\phi'_k}{r} + \frac{k^2}{r^2} \phi_{1,k} - Q \phi_{1,k} = -cQ \delta_{k=0}. \]
We omit in the sequel the $i$-dependance to simplify notations. For $k \geq 2$, we can from standard argument using the decay $Q = O\left(\frac{1}{r^2}\right)$ at infinity construct a basis of solutions to $H_k \psi_{1,k} = 0$ with at infinity
\[ \psi_{1,k} \sim \frac{1}{r}, \quad \psi_{2,k} \sim r^k. \]
The a priori bound (2.5) implies $\phi_k \in \text{Span}\{\psi_{1,k}\}$ and then the regularity of $\phi$ and $H_k \phi_k = 0$ easily yield

$$\int |\partial_r \phi_k|^2 + \int \frac{(\phi_k)^2}{r^2} < +\infty,$$

(2.12)

and hence $\phi_k$ belongs to the natural energy space associated to $H_k$. Now

$$\forall k \geq 2, \quad H_k \geq H_1 + \frac{1}{r^2}$$

in the sense of quadratic forms, while from (2.10),

$$H_1(\phi'_Q) = 0, \quad \phi'_Q(r) > 0 \quad \text{for} \quad r > 0$$

implies from standard Sturm Liouville argument that $\phi'_Q$ is the bound state of $H_1$. Hence $H_k > 0$ for $k \geq 2$ and then from (2.12):

$$\phi_k = 0 \quad \text{for} \quad k \geq 2.$$  

(2.13)

For $k = 1$, the zeroes of $H_1$ are explicit:

$$\psi_{1,1}(r) = \phi'_Q(r) = \frac{4r}{1 + r^2}, \quad \psi_{2,1}(r) = -\psi_{1,1}(r) \int_1^r \frac{d\tau}{\tau \psi_{1,1}^2(\tau)}.$$  

The second zero is singular at the origin $\psi_{2,1}(r) \sim c_r$ and thus the assumed regularity of $\phi$ implies:

$$\phi_1 \in \text{Span}(\phi'_Q).$$  

(2.14)

For $k = 0$, we first observe from (2.4) that

$$\tilde{u}_0 = u_0 + \frac{c}{2} \Delta Q, \quad \tilde{\phi}_0 = \phi_0 + \frac{c}{2} \phi\Delta Q$$

satisfies

$$\begin{cases}
\tilde{\phi}' + \tilde{\phi}_0 = 0 \\
\Delta \tilde{\phi}_0 = \tilde{u}_0
\end{cases} \quad \text{and thus} \quad H_0 \tilde{\phi}_0 = 0$$

(2.15)

Let the partial mass be

$$m_0(r) = \int_0^r \tau \tilde{u}_0(\tau) d\tau \quad \text{so that} \quad m'_0 = r \tilde{u}_0, \quad \tilde{\phi}'_0 = \frac{m_0}{r}$$

then:

$$0 = rQ \left( \frac{\tilde{u}_0}{Q} + \tilde{\phi}_0 \right)' = r \left[ \tilde{u}'_0 - \frac{Q'}{Q} \tilde{u}_0 + Q \tilde{\phi}'_0 \right] = r \left[ \frac{m'_0}{r} \right]' - \frac{Q'}{yQ} m'_0 + \frac{Q}{r^2} m_0.$$  

Equivalently,

$$L_0 m_0 = 0$$

where

$$L_0 m_0 = -m''_0 + \left( \frac{1}{r} + \frac{Q'}{Q} \right) m'_0 - Q m_0$$

(2.16)

$$= -m''_0 - \frac{3r^2 - 1}{r(1 + r^2)^2} m'_0 - \frac{8}{(1 + r^2)^2}.$$  

The basis of solutions to this homogeneous equation is explicit and given by:

$$\psi_0(r) = \frac{r^2}{(1 + r^2)^2}, \quad \psi_1(r) = \frac{1}{(1 + r^2)^2} \left[ r^4 + 4r^2 \log r - 1 \right].$$

(2.17)
The regularity of $\tilde{u}_0$ implies $m_0(r) \to 0$ as $r \to 0$ and thus
\[ m_0 \in \text{Span}(\psi_0), \quad \tilde{u}_0 = \frac{m'_0}{r} \in \text{Span}(\frac{\psi'_0}{y}) = \text{Span}(\Lambda Q) \]
from direct check. Hence $\tilde{u}_0 = c\Lambda Q$ and the regularity of $\tilde{\phi}_0$ at the origin implies $\phi_0(r) = c\phi_{\Lambda Q}$, but then from (2.7), (2.15):
\[ 0 = \frac{\tilde{u}_0}{Q} + \tilde{\phi}_0 = c\Lambda M\Lambda Q = -2c \quad \text{and thus} \quad \tilde{u}_0 = \tilde{\phi}_0 = 0. \]
Together with (2.13), (2.14), this implies:
\[
\phi \in \text{Span}(\phi_{\Lambda Q}, \partial_1 \phi_Q, \partial_2 \phi_Q), \quad u = \Delta \phi \in \text{Span}(\Lambda Q, \partial_1 Q, \partial_2 Q),
\]
and (2.6) follows. This concludes the proof of Lemma 2.1.

The explicit knowledge of the kernel of $\mathcal{M}$ given by Lemma 2.1 and the variational characterization of $Q$ imply from standard argument the modulated coercivity of the linearized energy.

**Proposition 2.3** (Coercivity of the linearized energy). There exists a universal constant $\delta_0 > 0$ such that for all $u \in L^2_Q$:
\[
(\mathcal{M}u, u) \geq \delta_0 \int \frac{u^2}{Q} - \frac{1}{\delta_0} [(u, \Lambda Q)^2 + (u, 1)^2 + \Sigma_{i=1}^2 (u, \partial_i Q)^2]. \tag{2.18}
\]

**Proof of Proposition 2.3** 
A slightly weaker version is proved in [36] using explicit and somewhat miraculous computations. We give a simpler and stronger argument by adapting the robust proof by [38], and which here relies on the classical sharp Hardy Littlewood Sobolev, see also [17] for a very similar argument.

**step 1** Positivity. We claim:
\[
\forall u \in L^2_Q \quad \text{with} \quad \int u = 0, \quad (\mathcal{M}u, u) \geq 0. \tag{2.19}
\]
From standard density argument, it suffices to prove (2.19) for $u \in C_0^\infty(\mathbb{R}^2)$ with $\int u = 0$. We apply the sharp logarithmic HLS inequality (1.3) at minimal mass $M = 8\pi$ to $v = Q + \lambda u > 0$ for $\lambda \in \mathbb{R}$ small enough: $\int v = \int Q = 8\pi$ and thus
\[ F(\lambda) = \int v \log v + \frac{1}{2} \int v \phi_v \geq F(0). \]
We compute
\[
F'(\lambda) = \int \left[ (\log(Q + \lambda u) + 1)u + \frac{1}{2}(u \phi_{Q + \lambda u} + (Q + \lambda u)\phi_u) \right] \\
= \int \left[ (\log(Q + \lambda u) - \log 8 + \phi_Q)u + \lambda u \phi_u) \right]
\]
where we used (2.4) and the vanishing $\int u = 0$, and then $Q$ is a critical point from (2.3):
\[ F'(0) = 0, \]
and the Hessian is positive:
\[ F''(\lambda)|_{\lambda = 0} = \int \left[ \frac{u}{Q} + \phi_u \right] u = (\mathcal{M}u, u) \geq 0. \]

\[ \text{recall that the only radially symmetric harmonic function in } R^2 \text{ is } \log r \text{ which is singular at the origin.} \]
**step 2** Coercivity. We now claim the spectral gap:

\[ I = \inf \left \{ (Mu, u), \|u\|_{L^2_Q} = 1, \ (u, 1) = (u, \Lambda Q) = (u, \partial_i Q) = 0 \right \} > 0. \]  

(2.20)

We argue by contradiction and consider from (2.19) a sequence \( u_n \in L^2_Q \) with

\[ 0 \leq (Mu_n, u_n) \leq \frac{1}{n}, \ |u_n|_{L^2_Q} = 1, \ (u_n, 1) = (u_n, \Lambda Q) = (u_n, \partial_i Q) = 0. \]

(2.21)

Hence up to a subsequence,

\[ u_n \rightharpoonup u \text{ in } L^2_Q \]

which implies using the decay \(|Q(y)| \lesssim \frac{1}{1+|y|^r}:

\[ \int u^2_n Q \leq \liminf_{n \to +\infty} \int u^2_n Q = 1, \ (u, 1) = (u, \Lambda Q) = (u, \partial_i Q) = 0. \]

(2.22)

Assume (2.23), then from (2.22):

\[ (Mu, u) \leq 0, \ \int \frac{u^2}{Q} \leq 1 \]

and thus from (2.19),

\[ (Mu, u) = 0, \ \int \frac{u^2}{Q} = \int |\nabla \phi u|^2 \leq 1. \]

Moreover, from the normalization of the sequence:

\[ (Mu_n, u_n) = \int \frac{u^2_n}{Q} - \int |\nabla \phi u_n|^2 = 1 - \int |\nabla \phi u_n|^2 \leq \frac{1}{n} \]

and thus using (2.23):

\[ \int |\nabla \phi u|^2 = \lim_{n \to +\infty} \int |\nabla \phi u_n|^2 \geq 1, \]

from which

\[ (Mu, u) = 0, \ \int \frac{u^2}{Q} = 1, \ (u, 1) = (u, \Lambda Q) = (u, \partial_i Q) = 0. \]

(2.24)

Hence \( u \) is non-trivial and attains the infimum. We conclude from standard Lagrange multiplier argument using the selfadjointness of \( M \) that:

\[ Mu = a + b\Lambda Q + c \cdot \nabla Q + d \frac{u}{Q}, \ u \in L^2_Q. \]

Taking the scalar product with \( u \) yields \( d = 0 \) and thus \( Mu \in L^2_Q \). We then take the scalar product with \( 1, \Lambda Q, \partial_1 Q, \partial_2 Q \) and obtain:

\[ Mu = 0. \]

(2.25)

Moreover \( (u, \phi_u) \in C^\infty(\mathbb{R}^2) \) from standard bootstrapped regularity argument and \( \phi_u \in L^\infty \) from \( \ref{A.1} \). Hence \( (u, \phi_u) \) satisfy the generalized kernel equation (2.25) and \( u \in \text{Span}(\Lambda Q, \partial_1 Q, \partial_2 Q) \) from Lemma \ref{2.1}. The orthogonality conditions on \( u \)
now imply $u \equiv 0$ which contradicts (2.21) and concludes the proof of (2.20).

Proof of (2.23): From (A.5):

$$\int |\nabla \phi_u - \nabla \phi_{u_n}|^2 = - \int (u_n - u)(\phi_{u_n} - \phi_u).$$

From (A.4), (A.5), $\phi_{u_n}$ is bounded in $H^1(|x| \leq R)$ for any $R > 0$, and thus from the local compactness of Sobolev embeddings and a standard diagonal extraction argument, we may find $\psi \in H^1_{\text{loc}}(\mathbb{R}^2)$ such that up to a subsequence:

$$\phi_{u_n} \to \phi \text{ in } L^2_{\text{loc}}(\mathbb{R}^2). \quad (2.26)$$

Moreover

$$\phi \in L^\infty(\mathbb{R}^2) \quad (2.27)$$

from (A.4). We then split the integral in two. For the outer part, we use Cauchy Schwarz and (A.4) to estimate:

$$- \int_{|x| \geq R} (u_n - u)(\phi_{u_n} - \phi_u) \lesssim \frac{1}{R}(\|\phi_u\|_{L^\infty} + \|\phi_{u_n}\|_{L^\infty})(\|u\|_{L^2_Q} + \|u_n\|_{L^2_Q}) \lesssim \frac{1}{R}.$$

For the inner part, we use the strong local convergence (2.26), the a priori bound (2.27) and the weak convergence (2.21) to conclude:

$$- \int_{|x| \leq R} (u_n - u)(\phi_{u_n} - \phi_u) = - \int_{|x| \leq R} (u_n - u)(\phi_{u_n} - \phi) - \int_{|x| \leq R} (u_n - u)(\phi - \phi_u) \lesssim (\|u_n\|_{L^2_Q} + \|u\|_{L^2_Q})\|\phi_{u_n} - \phi\|_{L^2(|x| \leq R)} - \int_{|x| \leq R} (u_n - u)(\phi - \phi_u) \to 0 \text{ as } n \to +\infty,$$

and (2.23) is proved.

**step 3** Conclusion. Let now $u \in L^2_Q$ and

$$v = u - aQ - b\Lambda Q - c_1\partial_1 Q - c_2\partial_2 Q$$

with

$$a = \frac{(u,1)}{\|Q\|_{L^1}}, \quad b = \frac{1}{\|\Lambda Q\|_{L^2}}[\langle u, \Lambda Q \rangle + a\langle Q, \Lambda Q \rangle], \quad c_i = \frac{u, \partial_i Q}{\|\partial_i Q\|_{L^2}},$$

then

$$\langle v,1 \rangle = \langle v, \Lambda Q \rangle = \langle v, \partial_i Q \rangle = 0$$

and thus from (2.20):

$$(\mathcal{M}v,v) \geq \delta_0 \int \frac{u^2}{Q} \geq \delta_0 \int \frac{u^2}{Q} - \frac{1}{\delta_0}(a^2 + b^2 + c_1^2 + c_2^2)$$

and the claim follows by expanding $\langle \mathcal{M}v, v \rangle$. This concludes the proof of Proposition 2.3.
2.2. **Structure of $L$.** We now study the linearized operator close to $Q$ of the (PKS) flow given by (1.15) for perturbations in $E$ given by (1.9). We define its formal adjoint for the $L^2$ scalar product by

$$L^* \varepsilon = M \nabla \cdot (Q \nabla \varepsilon).$$  \hfill (2.28)

**Lemma 2.4 (Continuity of $L$ on $E$).** (i) Continuity:

$$\|L \varepsilon\|_{L^2_Q} \lesssim \|\varepsilon\|_E.$$  \hfill (2.29)

(ii) Adjunction: $\forall (\varepsilon, \tilde{\varepsilon}) \in E^2$,

$$(L \varepsilon, \tilde{\varepsilon}) = (\varepsilon, L^* \tilde{\varepsilon}).$$  \hfill (2.30)

(iii) Algebraic identities:

$$L(\Lambda Q) = L(\partial_1 Q) = L(\partial_2 Q) = 0,$$  \hfill (2.31)

$$L^*(y_1) = L^*(y_2) = L^*(1) = 0, \quad L^*(|y|^2) = -4.$$  \hfill (2.32)

(iv) Vanishing average: $\forall \varepsilon \in E$,

$$(L \varepsilon, 1) = 0.$$  \hfill (2.33)

**Proof of Lemma 2.4.**

**Proof of (i):** We have from the explicit formula (1.15) and the energy bound (A.6) on the Poisson field:

$$\int \frac{|L \varepsilon|^2}{Q} \lesssim \int \frac{|\Delta \varepsilon|^2}{Q} + \int Q |\varepsilon|^2 + \int \frac{|\nabla \phi Q|^2}{Q} |\nabla \varepsilon|^2 + \int \frac{|\nabla Q|^2}{Q} |\nabla \phi \varepsilon|^2$$

$$\lesssim \|u \varepsilon\|^2_{H^2_Q} + \int \frac{|\nabla \phi \varepsilon|^2}{1 + r^2} \lesssim \|\varepsilon\|_E^2.$$

**Proof of (ii):** The representation formula

$$L \varepsilon = \nabla \cdot (Q \nabla M \varepsilon)$$  \hfill (2.34)

ensures that the formal adjoint of $L$ for the $L^2$ scalar product is given by (2.28). To justify the integration by parts (2.30), we first remark that both integrals are absolutely convergent. Indeed, from (2.29):

$$\int |L \varepsilon| |\tilde{\varepsilon}| \lesssim \|L \varepsilon\|_{L^2_Q} \|\tilde{\varepsilon}\|_{L^2} \lesssim \|\varepsilon\|_E \|\tilde{\varepsilon}\|_E.$$

Moreover,

$$L^* \tilde{\varepsilon} = \frac{1}{Q} \nabla \cdot (Q \nabla \varepsilon) + \phi \nabla \cdot (Q \nabla \varepsilon)$$

and from $\int \nabla \cdot (Q \nabla \varepsilon) = 0$ and (A.2):

$$\|\phi \nabla \cdot (Q \nabla \varepsilon)\|_{L^\infty} \lesssim \|\nabla \cdot (Q \nabla \varepsilon)\|_{L^2} \lesssim \left( \frac{|Q \Delta \varepsilon|^2 + |Q \cdot \nabla \varepsilon|^2}{Q} \right) \lesssim \|\tilde{\varepsilon}\|_{H^2_Q},$$

from which:

$$\int |\varepsilon| |L^* \tilde{\varepsilon}| \lesssim \|\varepsilon\|_{L^1} \|\phi \nabla \cdot (Q \nabla \varepsilon)\|_{L^\infty} + \int |\varepsilon| \left[ |\Delta \tilde{\varepsilon}| + \frac{|Q |\nabla \tilde{\varepsilon}|}{Q} \right] \lesssim \|\varepsilon\|_E \|\tilde{\varepsilon}\|_E.$$

Hence:

$$(L \varepsilon, \tilde{\varepsilon}) = \lim_{R \to +\infty} \int_{|x| \leq R} \tilde{\varepsilon} L \varepsilon.$$
Proof of (iv) The algebraic identities (2.31) follow directly from (2.4), (2.28):
\[ \mathcal{L}^*(y_i) = \mathcal{M}(\nabla \cdot (Q \nabla y_i)) = \mathcal{M}(\partial_i Q) = 0, \]
\[ \mathcal{L}^*(|y|^2) = \mathcal{M}(\nabla \cdot (Q \nabla |y|^2)) = \mathcal{M}(2\Lambda Q) = -4. \]

Proof of (ii) The algebraic identities (2.31) follow directly from (2.4), (2.28):
\[ \mathcal{L}^*(y_i) = \mathcal{M}(\nabla \cdot (Q \nabla y_i)) = \mathcal{M}(\partial_i Q) = 0, \]
\[ \mathcal{L}^*(|y|^2) = \mathcal{M}(\nabla \cdot (Q \nabla |y|^2)) = \mathcal{M}(2\Lambda Q) = -4. \]

Proof of (iv) From (2.29), \( \mathcal{L} \in L^2_Q \subset L^1 \), and thus from (2.34): \( \forall r_n \to +\infty, \)
\[ \int_{|x| \leq r_n} \mathcal{L} = \lim_{r_n \to +\infty} \int_{|x| \leq r_n} \mathcal{L} = \lim_{r_n \to +\infty} r_n \int_0^{2\pi} Q \partial_r(\mathcal{M} \mathcal{L}) d\theta. \]

But
\[ \int |Q \nabla \mathcal{L}|^2 \lesssim \int \left[ |\nabla \mathcal{L}|^2 + \frac{|\mathcal{L}|^2}{1 + |y|^2} + \frac{|\nabla \phi|}{1 + r^4} \right] < +\infty \]
where we used (A.6) , and thus we can find a sequence \( r_n \to +\infty \) such that
\[ \int_0^{2\pi} |Q \partial_r \mathcal{M} \mathcal{L}|^2 d\theta = o \left( \frac{1}{r_n^2} \right). \]

Hence
\[ r_n \int_0^{2\pi} Q \partial_r(\mathcal{M} \mathcal{L}) d\theta \lesssim \left( r_n^2 \int_0^{2\pi} |Q \partial_r \mathcal{M} \mathcal{L}|^2 d\theta \right)^{\frac{1}{2}} \to 0 \text{ as } r_n \to +\infty, \]
and (2.33) follows. This concludes the proof of Lemma 2.4.

We now introduce the directions \( \Phi, \Phi_M^{(1,2)} \) which are localizations of the generalized kernel of \( \mathcal{L}^* \), and on which we will construct our set of orthogonality conditions.
We anticipate on section 3.1 and let $T_1$ be the explicit radially symmetric function given by (3.16) and which satisfies from (3.46), (3.2):

$$\mathcal{L}T_1 = \Lambda Q, \quad |r^i \partial_r^i T_1| \lesssim \frac{1}{1 + r^2}. \tag{2.35}$$

We claim:

**Lemma 2.5** (Direction $\Phi_M, \Phi_M^{(1,2)}$). Given $M \geq M_0 > 1$ large enough, we define the directions:

$$\Phi_{0,M}(y) = \chi_M r^2, \tag{2.36}$$

$$\Phi_M(y) = \chi_M r^2 + c_M \mathcal{L}'(\chi_M r^2), \quad c_M = \frac{(\chi_M |y|^2, T_1)}{(\chi_M |y|^2, \Lambda Q)}, \tag{2.37}$$

$$\Phi_{i,M} = \chi_M y_i, \quad i = 1, 2. \tag{2.38}$$

Then:

(i) **Estimate on $\Phi_M$**:

$$\Phi_M(r) = r^2 \chi_M - 4c_M \chi_M + \frac{M^2}{\log M} \left( \frac{1}{1 + r^2} 1_{r \leq 2M} + 1_{M \leq r \leq 2M} \right), \tag{2.39}$$

$$(\Phi_M, T_1) = 0, \quad (\Phi_M, \Lambda Q) = -(32\pi) \log M + O_{M \to +\infty(1)}, \tag{2.40}$$

$$(\Phi_{i,M}, \partial_i Q) = -\|Q\|_{L^1} + O\left(\frac{1}{M}\right). \tag{2.41}$$

(ii) **Estimate on scalar products**: $\forall \varepsilon \in L^1$,

$$|\varepsilon, \Phi_M| \lesssim \int_{r \leq 2M} (1 + r^2) |\varepsilon| + \frac{M^2}{\log M} \left( |\varepsilon, 1| + \int_{r \geq M} |\varepsilon| \right), \tag{2.42}$$

$$|\varepsilon, \mathcal{L}^* \Phi_{0,M}| \lesssim \int_{r \leq 2M} |\varepsilon|, \tag{2.43}$$

$$|\varepsilon, \mathcal{L}^* \Phi_M| \lesssim \int_{r \leq 2M} |\varepsilon| + \frac{M^2}{\log M} \int_{r \geq M} |\varepsilon| \frac{1}{1 + r^2}. \tag{2.44}$$

$$\left| \varepsilon, \mathcal{L}^* \Phi_M \right| + c_M^{(1)}(\varepsilon, 1) + \left| \varepsilon, \mathcal{L}^* \Phi_{0,M} \right| + c_M^{(2)}(\varepsilon, 1) \lesssim \int_{r \geq M} |\varepsilon| \tag{2.45}$$

with

$$c_M^{(i)} = 4 + O\left(\frac{1}{M^2}\right), \quad i = 1, 2,$$

$$|\varepsilon, \mathcal{L}^* \Phi_{i,M}| \lesssim \int_{M \leq r \leq 2M} \frac{|\varepsilon|}{1 + r} + \frac{1}{M^2} \int \frac{|\varepsilon|}{1 + r} \quad i = 1, 2. \tag{2.46}$$

**Remark 2.6.** It is important for the analysis to keep a sharp track of the $M$ dependence of constants in Lemma 2.5. The estimate (2.15) will play a distinguished role in the analysis for the derivation of the blow up speed. The estimates on scalar products (2.42), (2.43), (2.45), (2.46) are a sharp measurement of the effect of localization on the exact formulae (2.32).

**Remark 2.7.** For $\varepsilon \in L^2_{Q}$, (2.42) implies by Cauchy Schwarz:

$$|\varepsilon, \Phi_M| + |\varepsilon, \Phi_{0,M}| \lesssim M \|\varepsilon\|_{L^2_{Q}} + \frac{M^2}{\log M} |\varepsilon, 1|. \tag{2.47}$$

Also (2.44) implies the rough bound

$$|\varepsilon, \mathcal{L}^* \Phi_M| \lesssim M \|\varepsilon\|_{L^2}. \tag{2.48}$$
Proof of Lemma 2.7

Step 1 Proof of (i). We integrate by parts and use the cancellation $L(\Lambda Q) = 0$ to compute:

$$(\Phi_M, \Lambda Q) = (\chi_M |y|^2, \Lambda Q) = -2 \int |x|^2 \chi_M Q - \int |x|^2 Q \cdot \nabla \chi_M = -(32\pi) \log M + O(1).$$

This yields using (2.35) the upper bound:

$$|c_M| \lesssim \frac{1}{\log M} \int_{|y| \leq 2M} \frac{|y|^2}{1 + |y|^2} \lesssim \frac{M^2}{\log M}. \quad (2.49)$$

We estimate by definition:

$$L^*(\chi_M |y|^2) = M r_M; \quad r_M = \nabla \cdot \left[ Q \nabla (\chi_M |x|^2) \right] \quad (2.50)$$

and thus using (2.41):

$$\frac{r_M}{Q} = \frac{1}{Q} \left[ 2\chi_M \Lambda Q + |x|^2 (Q \Delta \chi_M + \nabla Q \cdot \nabla \chi_M) + 4 Q x \cdot \nabla \chi_M \right] \quad (2.51)$$

Moreover, solving the Poisson equation for radial fields:

$$|\phi_{r_M}(r)| = \left| \int_r^{+\infty} Q \partial_r (\chi_M r^2) dr \right| \lesssim \frac{1}{1 + r^2} \mathbf{1}_{r \leq 2M}$$

and thus

$$L^*(\chi_M |y|^2) = M r_m = -4\chi_M + O \left( \frac{1}{1 + r^2} \mathbf{1}_{r \leq 2M} + \mathbf{1}_{M \leq r \leq 2M} \right) \quad (2.52)$$

which together with (2.49) yields (2.39).

We now compute the scalar product:

$$(\Phi_M, T_1) = (\chi_M |y|^2, c_M L^*(\chi_M |y|^2), T_1) = (\chi_M |y|^2, T_1) + c_M (L T_1, \chi_M |y|^2) = 0$$

where we used (2.35) and the definition (2.37) of $c_M$, and integration by parts which is easily justified using the compact support of $\chi_M |y|^2$ and the decay (2.36). We finally compute after an integration by parts:

$$(\partial_i Q, \chi_M x_i) = -||Q||_{L^1} + O \left( \frac{1}{M^4} \right).$$

Step 2 Proof of (2.22), (2.23), (2.24), (2.25). We claim the pointwise bound:

$$(L^*)^2(\chi_M r^2) = d_M \chi_M + \frac{1}{1 + r^2} \quad \text{with} \quad d_M = O \left( \frac{1}{M^4} \right). \quad (2.53)$$

Assume (2.53), then from (2.49), (2.52), (2.53):

$$|\varepsilon, L^* \Phi_M| \lesssim \int_{r \leq 2M} |\varepsilon| + \frac{M^2}{\log M} \left[ \frac{1}{M^4} \int_{r \leq M} |\varepsilon| + \int_{r \geq M} \frac{|\varepsilon|}{1 + r^2} \right],$$

which implies (2.44). The estimate (2.43) follows from (2.52). Recall now (2.50), then:

$$\tilde{r}_M = r_M - 2\Lambda Q = \nabla \cdot \left[ Q \nabla ((\chi_M - 1)|x|^2) \right] = O \left( \frac{1}{M^4} \right), \quad (2.54)$$
and computing the poisson field in radial coordinates:
\[
\phi_{\tau_M} = - \int_r^{+\infty} Q \partial_\tau \left[ (1 - \chi_M) \tau^2 \right] d\tau
\]
\[
= -1_{r \leq M} \int_M^{+\infty} Q \partial_\tau \left[ (1 - \chi_M) \tau^2 \right] d\tau - 1_{r \geq M} \int_r^{+\infty} Q \partial_\tau \left[ (1 - \chi_M) \tau^2 \right] d\tau
\]
\[
= e_M \chi_M + O \left( \frac{1_{r > M}}{1 + r^2} \right)
\]
with
\[
e_M = - \int_M^{+\infty} Q \partial_\tau \left[ (1 - \chi_M) \tau^2 \right] d\tau = O \left( \frac{1}{M^2} \right).
\]
We then compute from \( \mathcal{M} \Lambda Q = -2 \):
\[
|\varepsilon, \mathcal{L}^*(\chi_M|y|^2) + (4 - c_M)(\varepsilon, 1)| = |\varepsilon, \mathcal{M}\tilde{\tau}_M - e_M| \lesssim \int_{r \geq M} |\varepsilon|. \ (2.55)
\]
Hence:
\[
|\varepsilon, \Phi_M| \lesssim |\varepsilon, |y|^2 \chi_M| + |c_M| |\varepsilon, \mathcal{L}^*(\chi_M|y|^2)|
\]
\[
\lesssim \int_{r \leq 2M} r^2 |\varepsilon| + M^2 \frac{\log M}{\log M} \left[ |\varepsilon, 1| + \int_{r \geq M} |\varepsilon| \right]
\]
and (2.42) is proved. Moreover, from (2.49), (2.53), (2.55):
\[
|\varepsilon, \mathcal{L}^*\Phi_M + (4 - e_M - c_M d_M)(\varepsilon, 1)| \lesssim \int_{r \geq M} |\varepsilon| + M^2 \frac{\log M}{\log M} \left[ \int_{r \geq M} |\varepsilon| + \int_{r \geq M} \log M \right]
\]
\[
\lesssim \int_{r \geq M} |\varepsilon|
\]
and (2.45) is proved.

Proof of (2.51): First observe from \( (\mathcal{L}^*)^2(|y|^2) = \mathcal{L}^*(-4) = 0 \) that
\[
(\mathcal{L}^*)^2(\chi_M|y|^2) = \mathcal{L}^*f_M \quad \text{with} \quad f_M = \mathcal{M}\tilde{\tau}_M.
\]
We compute explicitly using the radial representation of the Poisson field
\[
\mathcal{L}^*f_M = \mathcal{M}\nabla \cdot (Q \nabla f_M) = \frac{1}{rQ} \partial_r (rQ \partial_r f_M) + \phi_{\mathcal{M}} \partial_r (rQ \partial_r f_M)
\]
\[
= \partial_r^2 f_M + \left( \frac{1}{r} + \frac{\partial_r}{Q} \right) \partial_r f_M - \int_r^{+\infty} Q \partial_r f_M d\tau.
\]
We then estimate from (2.54):
\[
|\partial_r^i \tilde{\tau}_M| \lesssim \frac{1}{1 + r^{4+i}}, \quad \left| \partial_r^i \left( \frac{\tilde{\tau}_M}{Q} \right) \right| \lesssim \frac{1_{r \geq M}}{1 + r^i}, \quad i \geq 0.
\]
To estimate the Poisson field, we use:
\[
\partial_r \phi_{\tilde{\tau}_M}(r) = \frac{1}{r} \int_0^r \tau \tilde{\tau}_M d\tau
\]
and thus:
\[
|\partial_r \phi_{\tilde{\tau}_M}(r)| \lesssim 1_{r \geq M} \int_M^{+\infty} \frac{\tau d\tau}{1 + \tau^4} \lesssim \frac{1_{r \geq M}}{M^2 r},
\]
and similarly:
\[
|\partial_r^i \phi_{\tilde{\tau}_M}(y)| \lesssim \frac{1_{r \geq M}}{M^2 r^i}, \quad i \geq 1.
\]
This yields the bounds

\[ |\partial^k_r f_M| \lesssim \frac{1_{r \geq M}}{1 + r^k}, \]

\[
\mathcal{L}^* f_M = -1_{r \leq M} \int_0^{+\infty} Q \partial_r f_M d\tau + 1_{r \geq M} \int_r^{+\infty} Q \partial_r f_M d\tau + O \left( \frac{1}{1 + r^2} \right)
\]

\[ = O \left( \frac{1_{r \geq M}}{1 + r^2} \right) + d_M \chi_M \]

with

\[ d_M = -\int_M^{+\infty} Q \partial_r f_M d\tau = O \left( \frac{1}{M^4} \right) \]

and (2.53) is proved.

**Step 3** Proof of (2.46). We estimate using (2.32):

\[ \mathcal{L}^* (\chi_M y_i) = \frac{1}{Q} \nabla \cdot (Q \nabla f_M^{(i)}) + \phi \nabla \cdot (Q \nabla f_M^{(i)}) \]

\[ f_M^{(i)} = (\chi_M - 1)y_i. \]

The local term is estimated in brute force:

\[ \left| \frac{1}{Q} \nabla \cdot (Q \nabla f_M^{(i)}) \right| = \left| \Delta f_M^{(i)} + \frac{Q}{Q} \nabla \cdot f_M^{(i)} \right| \lesssim \frac{1_{M \leq |y| \leq 2M}}{1 + |y|}. \]

We compute the Poisson field by writing:

\[ f_M^{(i)} = \zeta_M^{(i)} y_i, \quad \zeta_M^{(i)}(r) = (\chi_M - 1)r, \quad \phi \nabla \cdot (Q \nabla f_M^{(i)}) = \Phi_i(M) \frac{y_i}{r} \]

with

\[ \partial^2_r \Phi_i(M) + \frac{\partial_r \Phi_i(M)}{r} - \frac{\Phi_i(M)}{r^2} = g_M^{(i)}, \]

\[ g_M^{(i)} = \frac{1}{r} \partial_r (r Q \partial_r \zeta_M^{(i)}) - \frac{Q}{r^2} \zeta_M^{(i)} = O \left( \frac{1_{r \geq M}}{1 + r^k} \right). \]

Letting \( v_M^{(i)} = \frac{\Phi_i(M)}{r} \), we obtain:

\[ \frac{1}{r^3} \partial_r (r^3 \partial_r v_M^{(i)}) = g_M^{(i)}, \quad \partial_r v_M^{(i)} = \frac{1}{r^3} \int_0^r \tau^2 g_M^{(i)} d\tau = O \left( \frac{1_{r \geq M}}{M^{2}r^3} \right), \]

\[ \Phi_i(M) = -r \int_r^{+\infty} \partial_r v_M^{(i)} d\tau = O \left( \frac{1}{M^2 (1 + r)} \right). \]

We therefore obtain the estimate:

\[ |\mathcal{L}^* (\chi_M y_i)| \lesssim \frac{1_{M \leq |y| \leq 2M}}{1 + r} + \frac{1}{M^2} \]

and (2.46) is proved.

This concludes the proof of Lemma 2.5.
2.3. $H^2_R$ bounds. We now claim the following coercivity property which is the keystone of our analysis. We recall the radial/non radial decomposition (1.12). The radial symmetry of $Q$ and the structure of the Poisson field ensure:

$$ (L\varepsilon)^{(0)} = L\varepsilon^{(0)}. $$

**Proposition 2.8 (Coercivity of $L$).** There exist universal constants $\delta_0, M_0 > 0$ such that $\forall M \geq M_0$, there exists $\delta(M) > 0$ such that the following holds. Let $\varepsilon \in \mathcal{E}$ with

$$ (\varepsilon, \Phi_M) = (\varepsilon, L^* \Phi_M) = (\varepsilon, \Phi_{i,M}) = (\varepsilon, L^* \Phi_{i,M}) = 0, \quad i = 1, 2, $$

(2.57)

then there hold the bounds:

(i) Control of $L\varepsilon$:

$$ (\mathcal{M}L\varepsilon^{(0)}, L\varepsilon^{(0)}) \geq \frac{\delta_0 (\log M)^2}{M^2} \int \frac{(L\varepsilon^{(0)})^2}{Q}, $$

(2.58)

$$ (\mathcal{M}L\varepsilon^{(1)}, L\varepsilon^{(1)}) \geq \frac{\delta_0}{\log M} \int \frac{(L\varepsilon^{(1)})^2}{Q} $$

(2.59)

(ii) Coercivity of $L$:

$$ \frac{1}{\delta(M)} \int \frac{(L\varepsilon)^2}{Q} \geq \int (1 + r^4)|\Delta \varepsilon|^2 + \int (1 + r^2)|\nabla \varepsilon|^2 + \int \varepsilon^2 $$

$$ + \int \frac{|\nabla \phi_\varepsilon|^2}{r^2(1 + [\log r])^2}. $$

(2.60)

**Proof of Proposition 2.8 step 1 Control of $L\varepsilon$.** Let

$$ \varepsilon = L\varepsilon \in L^2_Q. $$

From (2.33),

$$ (\varepsilon_2, 1) = 0 $$

and from the choice of orthogonality conditions (2.57) and (2.30),

$$ (\varepsilon_2, \Phi_M) = (L\varepsilon, \Phi_M) = (\varepsilon, L^* \Phi_M) = 0, \quad (\varepsilon_2, \Phi_{i,M}) = (L\varepsilon, \Phi_{i,M}) = (\varepsilon, L^* \Phi_{i,M}) = 0 $$

Let:

$$ \tilde{\varepsilon}_2 = \varepsilon_2 - a_1 \Lambda Q - c_1 \partial_1 Q - c_2 \partial_2 Q $$

with

$$ a_1 = \frac{(\varepsilon_2, \Lambda Q)}{\|\Lambda Q\|_{L^2}}, \quad c_i = \frac{(\varepsilon_2, \partial_i Q)}{\|\partial_i Q\|_{L^2}}. $$

Then:

$$ (\tilde{\varepsilon}_2, \Lambda Q) = 0, \quad (\tilde{\varepsilon}_2, \partial_1 Q) = 0, \quad (\tilde{\varepsilon}_2, 1) = (\varepsilon_2, 1) = 0 $$

where we used the fundamental $L^1$ critical degeneracy:

$$ (\Lambda Q, 1) = 0. $$

We split into radial and non radial parts and conclude from (2.18):

$$ (\mathcal{M}\varepsilon_2^{(0)}, \varepsilon_2^{(0)}) \geq \delta_0 \|\varepsilon_2^{(0)}\|^2_{L^2_Q}, \quad (\mathcal{M}\varepsilon_2^{(1)}, \varepsilon_2^{(1)}) \geq \delta_0 \|\varepsilon_2^{(1)}\|^2_{L^2_Q}. $$

(2.61)

We now use the orthogonality conditions on $\varepsilon_2$, the radially of $Q$ and the bounds (2.47), (2.40) to estimate:

$$ |a_1| = \left| \frac{(\tilde{\varepsilon}_2, \Phi_M)}{(\Phi_M, \Lambda Q)} \right| \leq \frac{1}{\|\log M\|} \left[ M\|\tilde{\varepsilon}_2^{(0)}\|_{L^2_Q} + \frac{M^2}{\|\log M\|} \|\varepsilon_2^{(0)}\|_{L^1_Q} \right] $$

$$ \lesssim \frac{M}{\|\log M\|} \|\varepsilon_2^{(0)}\|_{L^2_Q}, $$

(2.61)
and thus

\[ \| \epsilon_2^{(0)} \|_{L^2_{\Omega}} \lesssim \frac{M}{\log M} \| \tilde{\epsilon}_2^{(0)} \|_{L^2_{\Omega}} \]  

(2.62)

On the other hand, thanks to the orthogonality \((\epsilon_2, 1) = (\epsilon_2^{(0)}, 1) = 0\) and (2.24): \((M\epsilon_2^{(0)}, \epsilon_2^{(0)}) = (M\epsilon_2^{(0)} + 2a_1, \epsilon_2 - a_1 \Lambda Q) = (M\epsilon_2^{(0)}, \epsilon_2^{(0)})\)

and thus from (2.61), (2.62):

\( (M\epsilon_2^{(0)}, \epsilon_2^{(0)}) = (M\tilde{\epsilon}_2^{(0)}, \tilde{\epsilon}_2^{(0)}) \geq \delta_0 \| \epsilon_2^{(0)} \|_{L^2_{\Omega}}^2 \gtrsim \frac{\delta_0 (\log M)^2}{M^2} \| \epsilon_2^{(0)} \|_{L^2_{\Omega}}^2, \)

this is (2.58).

Similarly, we estimate using (2.41), (2.46):

\[ |c_i| = \left| \frac{(\tilde{\epsilon}_2, \Phi_{i,M})}{(\Phi_{i,M}, \partial_i Q)} \right| \lesssim \int_{r \leq 2M} r |\tilde{\epsilon}_2^{(1)}| \lesssim \sqrt{\log M} \| \tilde{\epsilon}_2 \|_{L^2_{\Omega}} \]

and thus

\[ \| \epsilon_2^{(1)} \|_{L^2_{\Omega}} \lesssim \sqrt{\log M} \| \tilde{\epsilon}_2^{(1)} \|_{L^2_{\Omega}}. \]

We conclude from \(M\partial_i Q = 0\):

\((M\epsilon_2^{(1)}, \epsilon_2^{(1)}) = (M\tilde{\epsilon}_2^{(1)}, \tilde{\epsilon}_2^{(1)}) \geq \delta_0 \| \epsilon_2^{(1)} \|_{L^2_{\Omega}}^2 \geq \frac{\delta_0}{\log M} \| \epsilon_2^{(1)} \|_{L^2_{\Omega}}^2, \)

this is (2.60).

**step 2** Subcoercivity of \(L\). The spectral gap (2.60) follows as in [33], [28], [34] from a compactness argument and the explicit knowledge of the kernel of \(L\). We first claim as a consequence of two dimensional Hardy inequalities and the explicit repulsive structure of the operator far out the sub coercivity estimate: \( \forall \epsilon \in H^2_0, \)

\[ \int \frac{(L\epsilon)^2}{Q} \gtrsim \int (1 + r^4)(\Delta \epsilon)^2 + \int \left[ \frac{1}{r^2(1 + |\log r|)^2} + r^2 \right] |\nabla \epsilon|^2 + \int \epsilon^2 + \int \frac{|\nabla \Phi_\epsilon|^2}{1 + r^4} \]

\[- \int \frac{|\nabla \Phi_\epsilon|^2}{1 + r^4} - \int \frac{\epsilon^2}{1 + r^4} - \int |\nabla \epsilon|^2. \]  

(2.63)

Indeed, from (1.14):

\[ \int \frac{(L\epsilon)^2}{Q} \gtrsim \int \frac{(\Delta \epsilon + \nabla \phi_\epsilon \cdot \nabla \epsilon)^2}{Q} - \int \frac{|\nabla Q|^2}{Q} |\nabla \phi_\epsilon|^2 - \int Q^2 \]

\[ \gtrsim \int \frac{(\Delta \epsilon + \nabla \phi_\epsilon \cdot \nabla \epsilon)^2}{Q} - \int \frac{\epsilon^2}{1 + r^4} - \int |\nabla \phi_\epsilon|^2 + \frac{1}{1 + r^4}. \]  

(2.64)

We develop:

\[ \int \frac{(\Delta \epsilon + \nabla \phi_\epsilon \cdot \nabla \epsilon)^2}{Q} = \int \frac{(\Delta \epsilon)^2}{Q} + \frac{(\partial_\epsilon \phi_\epsilon \partial_\epsilon \epsilon)^2}{Q} + \int \frac{2}{Q} \Delta \epsilon \nabla \phi_\epsilon \cdot \nabla \epsilon. \]

We observe from (2.9):

\[ \frac{2 \nabla \phi_\epsilon}{Q} = -2 \frac{\nabla Q}{Q^2} = 2 \nabla \psi, \quad \psi = \frac{1}{Q}. \]
We now recall the classical Pohozaev integration by parts formula:

\[ 2 \int \Delta \varepsilon \partial_r \psi \partial_r \varepsilon = 2 \int_0^{\infty} \int_0^{2\pi} \left[ \partial_r (r \partial_r \varepsilon) + \frac{1}{r} \partial_r^2 \varepsilon \right] \partial_r \psi \partial_r \varepsilon r dr d\theta \]

\[ = - \int_0^{\infty} \int_0^{2\pi} (r \partial_r \varepsilon)^2 \partial_r \left( \frac{\partial_r \psi}{r} \right) dr d\theta + \int_0^{\infty} \int_0^{2\pi} (\partial_\theta \varepsilon)^2 \partial_r \left( \frac{\partial_r \psi}{r} \right) dr d\theta \]

\[ = - \int \left[ (\partial_r \varepsilon)^2 - \left( \frac{1}{r} \partial_r \varepsilon \right)^2 \right] \left[ \partial_r^2 \psi - \frac{\partial_r \psi}{r} \right]. \]

We compute for \( r \gg 1 \):

\[ \psi(r) = \frac{1}{Q} = \frac{r^4}{8} + O(r^2), \quad \partial_r^2 \psi - \frac{\partial_r \psi}{r} = r^2 + O(1), \]

\[ \phi'_Q(r) = \frac{1}{r} \int_0^r Q(\tau) d\tau = \frac{4}{r} + O(\frac{1}{r^3}), \quad \frac{(\partial_r \phi_Q)^2}{Q} = 2r^2 + O(1) \]

from which:

\[ \int \frac{\left( \Delta \varepsilon + \nabla \phi_Q \cdot \nabla \varepsilon \right)^2}{Q} \]

\[ \geq \int (1 + r^4)(\Delta \varepsilon)^2 + \int \left[ (2r^2 - r^3)(\partial_r \varepsilon)^2 + r^2 \left( \frac{1}{r} \partial_r \varepsilon \right)^2 \right] - \int |\nabla \varepsilon|^2. \]

Injecting this into (2.64) yields the lower bound:

\[ \int \frac{(\mathcal{L} \varepsilon)^2}{Q} \geq \int (1 + r^4)(\Delta \varepsilon)^2 + \int r^2 |\nabla \varepsilon|^2 - \int \frac{\varepsilon^2}{1 + r^4} - \int |\nabla \varepsilon|^2 - \int \frac{|\nabla \phi_Q|^2}{1 + r^4} \]

and (2.63) follows from the Hardy bounds (B.1), (B.2) and the relation \( \varepsilon = \Delta \phi_c \).

**step 3 Coercivity of \( \mathcal{L} \).** We are now in position to prove the coercivity (2.60). We claim that it is enough to prove it for \( \varepsilon \in C_c^\infty(\mathbb{R}^2) \). Indeed, if so, let \( \varepsilon \in \mathcal{L} \) and

\[ \varepsilon_n \to \varepsilon \quad \text{in} \quad \mathcal{E}, \quad \varepsilon_n \in C_c^\infty(\mathbb{R}^2), \]

then

\[ \| \mathcal{L} \varepsilon_n \|_{L_Q^2} \to \| \mathcal{L} \varepsilon \|_{L_Q^2} \]

from (2.29). Moreover, from (A.6) and Sobolev:

\[ \int \frac{|\nabla \phi_{\varepsilon_n} - \nabla \phi_c|^2}{r^2 (1 + |\log r|)^2} \leq \| \nabla \phi_{\varepsilon_n} - \nabla \phi_c \|_{L^\infty}^2 \lesssim \| \varepsilon_n - \varepsilon \|_{L^\infty}^2 \to 0, \]

and we may thus pass to the limit in (2.60) for \( \varepsilon_n \) and conclude that (2.60) holds for \( \varepsilon \).

In order to prove (2.60) for \( \varepsilon \in C_c^\infty(\mathbb{R}^2) \), assume by contradiction that there exists a sequence \( \varepsilon_n \in C_c^\infty(\mathbb{R}^2) \) such that

\[ \int (1 + r^4)(\Delta \varepsilon_n)^2 + \int \left[ \frac{1}{r^2 (1 + |\log r|)^2} + r^2 \right] |\nabla \varepsilon_n|^2 + \int \varepsilon_n^2 = 2.65 \]

\[ + \int \frac{|\nabla \phi_{\varepsilon_n}|^2}{r^2 (1 + |\log r|)^2} + \int (1 + r^4)(1 + |\log r|)^2 = 1, \]

\[ (\varepsilon_n, \Phi_M) = (\varepsilon_n, \mathcal{L} \Phi_M) = (\varepsilon_n, \partial_i Q) = 0, \quad i = 1, 2 \]

\footnote{Working with \( \varepsilon_n \in C_c^\infty(\mathbb{R}^2) \) ensures that \( \phi_{\varepsilon_n} \) makes sense while only \( \nabla \phi_c \) is well defined for \( \varepsilon \in \mathcal{E} \), and we may thus recover a Hardy type control on \( \phi_{\varepsilon_n} \) from (B.3).}
and
\[ \int \frac{(L\varepsilon_n)^2}{Q} \leq \frac{1}{n}. \quad (2.66) \]

From (2.65) and the local compactness of Sobolev embeddings, we have up to a subsequence:
\[ \phi_{\varepsilon_n} \to \phi \quad \text{in} \quad H^1_{\text{loc}} \quad (2.67) \]

Similarly, \( \varepsilon_n \) is bounded in \( H^2(\mathbb{R}^2) \) and we may extract up to a subsequence
\[ \varepsilon_n \to \varepsilon \quad \text{in} \quad H^1, \quad \varepsilon_n \to \varepsilon \quad \text{in} \quad H^1_{\text{loc}} \quad (2.68) \]

and there holds from standard lower semi continuity estimates the a priori bounds:
\[ \int (1 + r^4)(\Delta \varepsilon)^2 + \int \frac{1}{r^2(1 + |\log r|)^2} |\nabla \varepsilon|^2 + \int \varepsilon^2 \leq 1 \quad (2.69) \]
\[ + \int \frac{|\nabla \phi|^2}{r^2(1 + |\log r|)^2} + \int \frac{\phi^2}{(1 + r^4)(1 + |\log r|)^2} \lesssim 1. \]

The subcoercivity estimate (2.63), the initialization (2.65), the assumption (2.66) and the strong convergences (2.67), (2.68) yield the non degeneracy:
\[ \int \frac{\varepsilon^2}{1 + r^2} + \int |\nabla \varepsilon|^2 + \int \frac{|\nabla \phi|^2}{1 + r^4} + \int \frac{\phi^2}{1 + r^6} \geq 1. \quad (2.70) \]

Passing to the limit in the distribution sense, we also conclude
\[ \Delta \phi = \varepsilon \quad \text{in} \quad D'(\mathbb{R}^2). \]

Note however that we do not know the relation \( \phi = \phi_{\varepsilon_n} \).

We now pass to the limit in
\[ L\varepsilon_n = \Delta \varepsilon_n + 2Q\varepsilon_n + \nabla \phi_Q \cdot \nabla \varepsilon_n + \nabla Q \cdot \nabla \phi_{\varepsilon_n} \]

and conclude from (2.67), (2.68) that
\[ L\varepsilon_n \to \Delta \varepsilon + 2Q\varepsilon + \nabla \phi_Q \cdot \nabla \varepsilon + \nabla Q \cdot \nabla \phi \quad \text{in} \quad D'(\mathbb{R}^2) \]

while \( L\varepsilon_n \to 0 \) in \( L^2(\mathbb{R}^2) \) from (2.66) and thus
\[ \begin{cases} 
\Delta \varepsilon + 2Q\varepsilon + \nabla \phi_Q \cdot \nabla \varepsilon + \nabla Q \cdot \nabla \phi = 0 \\
\Delta \phi = \varepsilon \end{cases} \quad \text{in} \quad D'(\mathbb{R}^2). \quad (2.71) \]

The a priori bound (2.69) and standard elliptic regularity estimates ensure the bootstrapped regularity \( (\varepsilon, \phi) \in C^\infty(\mathbb{R}^2) \) and thus (2.71) holds is strong sense.

Let
\[ f = \frac{\varepsilon}{Q} + \phi, \]
we rewrite (2.71) as the divergence equation:
\[ \nabla \cdot (Q\nabla f) = 0. \quad (2.72) \]

Moreover, we have the a priori bound from (2.69):
\[ \int \frac{Q}{1 + r^2} |\nabla f|^2 \lesssim \int \frac{1}{1 + r^2} \left[ \frac{|\nabla \varepsilon|^2}{Q} + \frac{\varepsilon^2}{(1 + y^2)Q} + Q|\nabla \phi|^2 \right] < +\infty \quad (2.73) \]
and thus in particular there exists a sequence \( r_n \to +\infty \) such that:
\[
\lim_{r_n \to +\infty} \int_0^{2\pi} Q|\nabla f_n|^2(r_n, \theta) d\theta = 0. \tag{2.74}
\]
We claim from standard argument in Liouville classification of diffusion equations that this implies
\[
|\nabla f| = 0. \tag{2.75}
\]
Assume (2.75), then from (2.69), (2.75), \((\varepsilon, \phi)\) satisfies (2.5) and hence from Lemma 2.1:
\[
\varepsilon \in \text{Span}(\Lambda Q, \partial_1 Q, \partial_2 Q), \quad \phi = \phi_\varepsilon.
\]
The orthogonality conditions \( (\varepsilon, \Phi_M) = (\varepsilon, \partial_1 Q) = (\varepsilon, \partial_2 Q) = 0 \) and (2.40) imply \( \varepsilon \equiv 0 \) and thus \( \phi = \phi_\varepsilon \equiv 0 \) which contradicts the non degeneracy (2.70) and concludes the proof of (2.60) for \( \varepsilon \in C_\infty(\mathbb{R}^2) \).

Proof of (2.75): We integrate (2.72) on \( B_r \) and use the regularity of \( f \) at the origin and the spherical symmetry of \( Q \) to compute:
\[
0 = r \int_0^{2\pi} Q(r) \partial_r f(r, \theta) d\theta = r Q(r) \partial_r \left( \int_0^{2\pi} f(r, \theta) d\theta \right)
\]
and hence
\[
\partial_r f^{(0)}(r) = 0, \quad f^{(0)}(r) = \frac{1}{2\pi} \int_0^{2\pi} f(r, \theta) d\theta. \tag{2.76}
\]
We then multiply (2.72) by \( f \), integrate over \( B_r \) and estimate using (2.76), the spherical symmetry of \( Q \) and the sharp Poincaré inequality on \([0, 2\pi]\):
\[
\int_{B_r} Q(y)|\nabla f(y)|^2 dy \leq r Q(r) \left( \int_0^{2\pi} (f - f^{(0)})^2 d\theta \right)^{\frac{1}{2}} \left( \int_0^{2\pi} (\partial_r f)^2 d\theta \right)^{\frac{1}{2}}
\]
\[
\leq r Q(r) \left( \int_0^{2\pi} (\partial_r f)^2 d\theta \right)^{\frac{3}{2}} \frac{1}{r} \left( \int_0^{2\pi} (\partial_r f)^2 d\theta \right)^{\frac{1}{2}}
\]
\[
\leq \frac{r^2 Q(r)}{2} \int_0^{2\pi} \left( \partial_r f \right)^2 + \left( \frac{1}{r} \partial_\theta f \right)^2 d\theta = \frac{r^2}{2} \int_0^{2\pi} Q(r)|\nabla f|^2(r, \theta) d\theta. \tag{2.77}
\]
Hence
\[
g(r) = \int_{B_r} Q(y)|\nabla f(y)|^2 dy
\]
satisfies the differential inequation:
\[
g'(r) = r \int_0^{2\pi} Q(r)|\nabla f|^2(r, \theta) d\theta \geq \frac{2g}{r}
\]
\[
\text{ie} \quad \frac{d}{dr} \left[ \frac{g}{r^2} \right] \geq 0. \tag{2.78}
\]
On the other hand, the boundary condition (2.73) and the control (2.77) imply
\[
\lim_{r_n \to +\infty} \frac{g(r_n)}{r_n^2} = 0
\]
which together with the positivity of \( g \) and the monotonicity (2.78) implies \( g \equiv 0 \), and (2.75) is proved.
This concludes the proof of Proposition 2.8. \( \square \)
3. Construction of approximate blow up profiles

This section is devoted to the construction of suitable approximate blow up profiles which contain the main qualitative informations on the solution. These profiles are one mass super critical continuation of the exact mass subcritical self similar solutions exhibited in [6].

3.1. Approximate blow up profiles. We build the family of approximate self similar solutions. The key in the construction is to track in a sharp way the size of tails at infinity. We start with building radial profiles which contain the leading order terms.

**Proposition 3.1** (Radial blow up profiles). Let $M > 0$ enough large, then there exists a small enough universal constant $b^*(M) > 0$ such that the following holds. Let $b \in ]0, b^*(M)[$ and $B_0, B_1$ be given by (1.13), then there exist radially symmetric profiles $T_1(r), T_2(b, r)$ such that

$$Q_b(r) = Q(r) + bT_1(r) + b^2T_2(b, r)$$

is an approximate self similar solution in the following sense. Let the error:

$$\Psi_b = \nabla \cdot (\nabla Q_b + Q_b \nabla \phi_{Q_b}) - b\Lambda Q_b + c_b b^2 \chi_{\overline{m}} T_1,$$

with $c_b$ given by (3.20), then there holds:

(i) Control of the tails: \forall $r \geq 0, \forall i \geq 0$:

$$|r^i \partial_r^i T_1| \lesssim r^2 1_{r \leq 1} + \frac{1}{r^2} 1_{r \geq 1},$$

and \forall $r \leq 2B_1$, \forall $i \geq 0$:

$$|r^i \partial_r^i T_2| \lesssim r^4 1_{r \leq 1} + \left[ \frac{1}{|\log b|} \right] 1_{1 \leq r \leq 6B_0} + \frac{1}{b^2 r^4 |\log b|} 1_{r \geq 6B_0},$$

(ii) Control of the error in weighted norms: for $i \geq 0$,

$$\int_{r \leq 2B_1} |r^i \partial_r^i \Psi_b|^2 + \int_{r \leq 2B_1} \frac{|\partial^i \Psi_b|^2}{1 + r^2} + \int_{r \leq 2B_1} \frac{|\Delta \Psi_b|^2}{Q} \lesssim \frac{b^5}{|\log b|^2},$$

$$\int_{r \leq 2B_1} Q|\nabla \Lambda \Psi_b|^2 \lesssim \frac{b^4}{|\log b|^2}.$$  

**Remark 3.2.** The error $\Psi_b$ displays slowly decaying tail as $r \to \infty$, and hence the norm in which is measured the error is essential. This explains why polynomials in $b$ in the error vary from (3.5) to (3.6). These errors are the leading order terms in the control of the radiation for the full solution, see step 4 of the proof of Proposition 5.7.

**Proof of Proposition 3.1** step 1 Setting the computation on the mass.

We look for radial profiles and it is therefore simpler -but not necessary- to work with the partial mass:

$$m_b(r) = \int_0^r Q_b(\tau) \tau d\tau.$$  

The Poisson field for radial solutions is given by

$$\phi'_{Q_b} = \frac{m_b}{r}.$$
Let using (3.1): 
\[ \Phi_b = m''_b - \frac{m'_b}{r} + \frac{m_b m'_b}{r} - b m'_b, \quad \Psi_b = \frac{1}{r} \Phi'_b + c_b b^2 \chi_{2b} T_1. \] (3.8)

We proceed to an expansion 
\[ m_b = m_0 + b m_1 + b^2 m_2 \]

where 
\[ m_0(r) = \int_0^r Q(\tau) \tau d\tau = \frac{4r^2}{1 + r^2} = -r Q'/Q = r \phi'_Q. \]

Correspondingly, 
\[ Q_b = Q + b T_1 + b^2 T_2 = \frac{m'_b}{r}. \]

We let the linearized operator close to \( m_0 \) be given by (2.16): 
\[ L_0 m = -m'' + \left( \frac{1}{r} + \frac{Q'}{Q} \right) m' - Q m = -m'' - 3r^2 - \frac{1}{r(1 + r^2)} m' - \frac{8}{(1 + r^2)^2} m \]
and obtain the expansion:
\[ \Phi_b = b \left[ -L_0 m_1 - rm'_0 \right] + b^2 \left[ -L_0 m_2 - \frac{m_1 m'_1}{r} - rm'_1 \right] \]
\[ + b^3 \left[ \frac{(m_1 m_2)'}{r} - rm'_2 \right] + b^4 \left[ \frac{m_2 m'_2}{r} \right]. \]

**step 2** Inversion of \( L_0 \). The Green’s functions of \( L_0 \) are explicit and the set of radial solutions to the homogeneous problem 
\[ L_0 m = 0 \]
is spanned according to (2.17) by:
\[ \psi_0(r) = \frac{r^2}{(1 + r^2)^2}, \quad \psi_1(r) = \frac{r^4 + 4r^2 \log r - 1}{(1 + r^2)^2} \] (3.9)

with Wronskian 
\[ W = \psi'_1 \psi_0 - \psi_1 \psi'_0 = \frac{rQ}{4} = \frac{2r}{(1 + r^2)^2}. \] (3.10)

Hence a solution to 
\[ L_0 m = -f \]
can be found by the method of variation of constants:
\[ m = A \psi_0 + B \psi_1 \quad \text{with} \quad \begin{cases} A' \psi_0 + B' \psi_1 = 0, \\ A' \psi'_0 + B' \psi'_1 = f, \end{cases} \] (3.11)

This leads to 
\[ B' = \frac{f \psi_0}{W} = \frac{r}{2f}, \quad A' = -\frac{f \psi_1}{W} = -\frac{r^4 + 4r^2 \log r - 1}{2r} f \]
and a solution is given by:
\[ m(r) = -\frac{1}{2} \psi_0(r) \int_0^r \frac{\tau^4 + 4 \tau^2 \log \tau - 1}{\tau} f(\tau) d\tau + \frac{1}{2} \psi_1(r) \int_0^r \tau f(\tau) d\tau. \] (3.12)

\[ \text{This structure is reminiscent from the parabolic heat flow problem and one could show that this operator can be factorized } L_0 = A_0^* A_0 \text{ where the adjoint is taken against } \frac{(1 + r^2)^2}{r} dr \text{ and } A_0 \text{ is first order, and this explains why all formulas are explicit.} \]
We compute
\[ \psi_0' = \frac{2(1 - r^2)}{(1 + r^2)^3}, \quad \psi_1' = \frac{8(1 + r^2 - (r^2 - 1)\log r)}{(1 + r^2)^3}, \] (3.13)
and then (3.11) yields
\[ \frac{m'}{r} = A\frac{\psi_0'}{r} + B\frac{\psi_1'}{r} \]
(3.14)
\[ = \frac{-1 - r^2}{(1 + r^2)^3} \int_0^r \frac{\tau^4 + 4\tau^2 \log \tau - 1}{\tau} f(\tau) d\tau + \frac{4(1 + r^2 - (r^2 - 1)\log r)}{(1 + r^2)^3} \int_0^r \tau f(\tau) d\tau. \]

**step 3** Construction of \( m_1, T_1 \). We let \( m_1 \) be the solution to
\[ L_0 m_1 = -r m_0' = -\frac{8r^2}{(1 + r^2)^2} = -8\psi_0 \]
(3.15)
given by (3.12), explicitly:
\[ m_1(r) = -4\psi_0(r) \int_0^r \frac{\tau(\tau^4 + 4\tau^2 \log \tau - 1)}{(1 + \tau^2)^2} d\tau + 4\psi_1(r) \int_0^r \frac{\tau^3}{(1 + \tau^2)^2} d\tau. \]
Then from (3.14):
\[ T_1 = \frac{m_1'}{r} \]
(3.16)
\[ = \frac{-8(1 - r^2)}{(1 + r^2)^3} \int_0^r \frac{\tau(\tau^4 + 4\tau^2 \log \tau - 1)}{(1 + \tau^2)^2} d\tau + \frac{32(1 + r^2 - (r^2 - 1)\log r)}{(1 + r^2)^3} \int_0^r \frac{\tau^3}{(1 + \tau^2)^2} d\tau. \]
There holds the behavior at the origin
\[ m_1(r) = O(r^4), \quad T_1(r) = O(r^2). \]
For \( r \) large, we use the explicit formula:
\[ \int_0^r \frac{\tau^3}{(1 + \tau^2)^2} d\tau = \frac{\log(1 + r^2)}{2} + \frac{1}{2} \left( \frac{1}{1 + r^2} - 1 \right) \]
to compute:
\[ m_1(r) = 4(\log r - 1) + O\left( \frac{||\log r||^2}{r^2} \right), \]
(3.17)
\[ m_1'(r) = \frac{4}{r} + O\left( \frac{||\log r||^2}{r^3} \right), \]
(3.18)
\[ T_1(r) = \frac{4}{r^2} + O\left( \frac{||\log r||^2}{r^4} \right). \]
(3.19)
This yields in particular the bound for \( i \geq 0 \):
\[ |r^i \partial_r^i T_1| \lesssim r^2 1_{r \leq 1} + \frac{1}{r^2} 1_{r \geq 1}. \]

**step 4** Construction of the radiation. We now introduce the radiation term which will allow us to adjust in a sharp way the tail of \( T_2 \) outside the parabolic zone \( r \geq B_0 \). Let
\[ c_b = \int_0^{+\infty} \chi_{m_b} \psi_0(\tau) \tau d\tau = \frac{2}{||\log b||} \left[ 1 + O\left( \frac{1}{||\log b||} \right) \right], \]
(3.20)
\[ d_b = 4c_b \int_0^{+\infty} \chi_m \psi_1(\tau) \tau d\tau = O\left( \frac{1}{b||\log b||} \right), \]
(3.21)
We let the radiation $\Sigma_b$ be the solution to
\[ L_0 \Sigma_b = -8c_b \chi \frac{\rho}{r} \psi_0 + d_b L_0 [(1 - \chi_{3B_0})\psi_0] \] (3.22)
given from (3.12) by
\[ \Sigma_b(r) = -4c_b \psi_0(r) \int_0^r \frac{\tau (\tau^4 + 4\tau^2 \log^2 \tau - 1)}{(1 + \tau^2)^2} \chi \frac{\rho}{r} d\tau + 4c_b \psi_1(r) \int_0^r \frac{\tau^3}{(1 + \tau^2)^2} \chi \frac{\rho}{r} d\tau + d_b (1 - \chi_{3B_0})\psi_0(r). \] (3.23)

Observe that by definition:
\[ \Sigma_b = \begin{cases} c_b m_1 & \text{for } r \leq \frac{B_b}{4} \\ 4\psi_1 & \text{for } r \geq 6B_0 \end{cases}. \] (3.24)

and we estimate for $\frac{B_b}{4} \leq r \leq 6B_0$:
\[ \Sigma_b(r) = 4 + O \left( \frac{1}{|\log b|} \right). \]

For $r \geq 6B_0$, we observe from (3.14), (3.24) the degeneracy:
\[ \Sigma_b = 4 + O \left( \frac{\log r}{r^2} \right), \quad r \partial_r \Sigma_b = O \left( \frac{\log r}{r^2} \right). \]

This yields in particular the bounds using (3.17):
\[ r^i \partial_r^i \Sigma_b(r) = O \left( \frac{r^4}{|\log b|} \right) \quad \text{for } r \leq 1, \quad i \geq 0, \]
\[ \forall 1 \leq r \leq 6B_0, \quad \Sigma_b(r) = 8\log r \frac{\rho}{|\log b|} + O \left( \frac{1}{|\log b|} \right), \] (3.25)
\[ \forall r \geq 6B_0, \quad \Sigma_b(r) = 4 + O \left( \frac{\log r}{r^2} \right). \] (3.26)

We now observe an improved bound for derivatives far out. Indeed, from (3.14): for $r \leq 2B_1$,
\[ \left| \frac{\Sigma_b'}{r} \right| = - \left| -4c_b \frac{\psi_0'(r)}{r} \int_0^r \frac{\tau (\tau^4 + 4\tau^2 \log^2 \tau - 1)}{(1 + \tau^2)^2} \chi \frac{\rho}{r} d\tau + 4c_b \frac{\psi_1'(r)}{r} \int_0^r \frac{\tau^3}{(1 + \tau^2)^2} \chi \frac{\rho}{r} d\tau + d_b (1 - \chi_{3B_0})\frac{\psi_0'(r)}{r} \right| \]
\[ \lesssim \frac{1}{|\log b|(1 + r^4)} \left[ r^2 1_{r \leq 1} + r^2 1_{r \leq 6B_0} + \frac{1}{b} 1_{r \geq 6B_0} \right] \]
\[ + \frac{1 + |\log r|}{|\log b|(1 + r^4)} \left[ (1 + |\log r|) 1_{1 \leq r \leq 6B_0} + |\log b| 1_{r \geq 6B_0} \right] \]
\[ \lesssim \frac{1}{|\log b|} \left[ r^2 1_{r \leq 1} + \frac{1}{b^2} 1_{1 \leq r \leq 6B_0} + \frac{1}{b r^2} 1_{r \geq 6B_0} \right] \]
and thus: for $i \geq 1, \ r \leq 2B_1$,
\[ |r^i \partial_r^i \Sigma_b| \lesssim \frac{1}{|\log b|} \left[ r^4 1_{r \leq 1} + 1_{r \leq 6B_0} + \frac{1}{b r^2} 1_{r \geq 6B_0} \right]. \] (3.27)

We now estimate the $b$ dependence of $\Sigma_b$. From (3.20), (3.21),
\[ \frac{\partial c_b}{\partial b} = O \left( \frac{1}{b|\log b|^2} \right), \quad \frac{\partial d_b}{\partial b} = O \left( \frac{1}{b^2|\log b|^2} \right). \]
and from (3.24),
\[
\frac{\partial \Sigma_b}{\partial b} = \begin{cases} \frac{\partial_b m_1}{b} & \text{for } r \leq \frac{B_0}{4} \\ 0 & \text{for } r \geq 6B_0 \end{cases}.
\]

This leads to the bound:
\[
r^i \partial_r^i \frac{\partial \Sigma_b}{\partial b}(r) = O\left( \frac{r^4}{b|\log b|^2} \right) \text{ for } r \leq 1,
\]
\[
r^i \partial_r^i \frac{\partial \Sigma_b}{\partial b}(r) = O\left( \frac{1 + |\log r|}{b|\log b|^2} \right) \text{ for } 1 \leq r \leq \frac{B_0}{4}, \quad i \geq 0.
\]

In the transition zone \( \frac{B_0}{4} \leq r \leq 6B_0 \), we estimate from (3.23):
\[
\left| \frac{\partial \Sigma_b}{\partial b} \right| \lesssim \frac{1}{b|\log b|} + \frac{|c_b|}{1 + r^2} \int \tau \left| \partial_b \chi_{B_0} \right| d\tau + |c_b| \int \frac{d\tau}{\tau} \left| \partial_b \chi_{3B_0} \right| + \frac{|d_b|}{1 + r^2} \left| \partial_b \chi_{3B_0} \right|
\]
\[
\lesssim \frac{1}{b|\log b|},
\]

and similarly for higher derivatives. This yields the bound: for \( i \geq 0, r \leq 2B_1 \),
\[
|br^i \partial_r^i \partial_b \Sigma_b| \lesssim \frac{1}{|\log b|} \left[ r^41_{r \leq 1} + \frac{1 + |\log r|}{|\log b|}1_{r \leq 6B_0} \right]. \tag{3.28}
\]

**step 5** Construction of \( m_2, T_2 \). We define:
\[
\Sigma_2 = \frac{m_1 m_1'}{r} - rm_1' + \Sigma_b. \tag{3.29}
\]

We estimate
\[
\Sigma_2 = O(r^4) \text{ for } r \leq 1.
\]
For \( 1 \leq r \leq 6B_0 \), there holds the bound using (3.18), (3.20):
\[
\Sigma_2 = -4 + 8\log \frac{rV}{|\log b|} + O\left( \frac{1}{|\log b|} \right) + O\left( \frac{|\log r|^2}{1 + r^2} \right)
\]
\[
= O\left( \frac{|\log (\sqrt{rV})|}{|\log b|} \right) + O\left( \frac{1}{|\log b|} \right) \tag{3.30}
\]

and for \( r \geq 6B_0 \), we have from (3.24), (3.18), (3.24):
\[
\Sigma_2 = -4 + 4\psi_1 + O\left( \frac{|\log r|^2}{1 + r^2} \right) = O\left( \frac{|\log r|^2}{1 + r^2} \right). \tag{3.31}
\]

Hence, we obtain: \( \forall i \geq 0, \)
\[
|r^i \partial_r^i \Sigma_2| \lesssim r^41_{r \leq 1} + \frac{1 + |\log (r\sqrt{V})|}{|\log b|}1_{1 \leq r \leq 6B_0} + \frac{|\log r|^2}{1 + r^2}1_{r \geq 6B_0}. \tag{3.32}
\]

**Remark 3.3.** The essential feature of (3.32) is the \( \frac{1}{|\log b|} \) smallness of the \( \Sigma_2 \) tail in the parabolic zone \( r \sim B_0 \) which justifies the introduction of the radiation \( \Sigma_b \) in (3.29), and this will turn out to modify the modulation equation for \( b \) according to (1.16).

The \( b \) dependance of \( \Sigma_2 \) is estimated from (3.28), (3.29):
\[
|br^i \partial_r^i \partial_b \Sigma_2| \lesssim \frac{1}{|\log b|} \left[ r^41_{r \leq 1} + \frac{1 + |\log r|}{|\log b|}1_{r \leq 6B_0} \right]. \tag{3.33}
\]

We now let \( m_2 \) be the solution to
\[
L_0 m_2 = \Sigma_2
\]
given by
\[ m_2(r) = \frac{1}{2} \psi_0(r) \int_0^r \frac{r^4 + 4r^2 \log \tau - 1}{\tau} \Sigma_2(\tau) d\tau - \frac{1}{2} \psi_1(r) \int_0^r \tau \Sigma_2(\tau) d\tau. \] (3.34)

Near the origin,
\[ m_2 = O(r^6). \]

For \( 1 \leq r \leq 6B_0 \),
\[ |m_2(r)| \lesssim - \frac{1}{1 + r^2} \int_0^r \tau^3 \left( 1 + \frac{1}{1 + r^2} \right) \frac{\log r}{b|\log b|} d\tau \quad \lesssim \quad r \left( 1 + \frac{1}{1 + r^2} \right) \frac{1}{b|\log b|}. \]

For \( r \geq 6B_0 \),
\[ |m_2(r)| \lesssim - \frac{1}{b|\log b|} + \frac{1}{b^2|\log b|} \int_6^r \tau \log \tau^2 d\tau + \int_6^r \tau \log \tau^2 d\tau \quad \lesssim \quad - \frac{1}{b|\log b|} + (\log r)^3. \]

We now observe the following cancellation when exiting the parabolic zone \( r \geq 6B_0 \) which will be important to treat the error term in the sequel \[ 11 \] for \( 6B_0 \leq r \leq 2B_1 \),
\[ \left| \frac{m_2}{r} \right| = \frac{1}{2r} \int_0^r \frac{r^4 + 4r^2 \log \tau - 1}{\tau} \Sigma_2(\tau) d\tau - \frac{1}{2r} \int_0^r \tau \Sigma_2(\tau) d\tau \]
\[ \lesssim \frac{1}{r^4} \int_0^r \tau^4 \left( 1 + \frac{1}{1 + r^2} \right) \frac{1}{|\log b|} \left[ 1 + (\log(\tau \sqrt{b})) 1_{1 \leq \tau \leq 6B_0} + \frac{|\log \tau|^2}{1 + \tau^2} 1_{r \geq 6B_0} \right] d\tau \]
\[ + \frac{1}{r^4} \int_0^r \tau ^3 \left( 1 + \frac{1}{1 + r^2} \right) 1_{1 \leq \tau \leq 6B_0} + \frac{|\log \tau|^2}{1 + \tau^2} 1_{r \geq 6B_0} \right] d\tau \]
\[ \lesssim \frac{1}{r^4} \left[ \frac{1}{b^2|\log b|} + r^2 (\log r)^2 + \log r \right] \frac{1}{b|\log b|} + (\log r)^3 \]
\[ \lesssim \frac{1}{r^4 b^2|\log b|}. \] (3.35)

The collection of above bounds yields the control: \( \forall r \leq 2B_1 \)
\[ |m_2| \lesssim r^6 \left( 1_{r \leq 1} + r^2 \frac{1}{|\log b|} 1_{1 \leq \tau \leq 6B_0} + \frac{1}{b|\log b|} 1_{r \geq 6B_0} \right), \] (3.36)
\[ |r^i \partial^i m_2| \lesssim r^6 \left( 1_{r \leq 1} + r^2 \frac{1}{|\log b|} 1_{1 \leq \tau \leq 6B_0} + \frac{1}{r^2 b^2|\log b|} 1_{r \geq 6B_0} \right), \quad i \geq 1. \] (3.37)

The \( b \) dependence is estimated using \[ 33 \]:
\[ |b \partial_b m_2| \lesssim \frac{r^2}{1 + r^4} \int_0^r \frac{1 + \tau^4}{\tau} \frac{1}{|\log b|} \left[ 1 + \frac{1}{|\log b|} \right] 1_{1 \leq \tau \leq 6B_0} d\tau \]
\[ + \int_0^r \frac{\tau^4}{\tau} \left[ 1 + \frac{1}{|\log b|} \right] 1_{1 \leq \tau \leq 6B_0} d\tau \]
\[ \lesssim \frac{1}{|\log b|} \left[ 1 + \frac{1}{|\log b|} \right] 1_{1 \leq \tau \leq 6B_0} + \frac{1}{b} 1_{r \geq 6B_0} \right]. \] (3.38)

\[ 11 \]Equivalently, one should observe that the \( T_2 \) equation is forced by \( \Lambda T_1 \) which enjoys the improved decay at infinity \( \Lambda T_1 = O\left( \frac{1}{\log \tau^2} \right) \), see \[ 33 \] for related phenomena.
and for higher derivatives:
\[
\left| \frac{b \partial_i \partial_r m_2}{r} \right| \lesssim \frac{1}{(1 + r^4) |\log b|} \int_0^r \frac{r^4 + 4r^2 \log \tau - 1}{\tau} \left[ r^4 1_{r \leq 1} + \frac{|\log \tau|}{|\log b|} 1_{r \leq 6B_0} \right] d\tau \\
+ \frac{|\log \tau|}{(1 + r^4) |\log b|} \int_0^r \frac{r^4 1_{r \leq 1} + |\log \tau|}{|\log b|} 1_{r \leq 6B_0} d\tau
\]
\[
\lesssim \frac{1}{|\log b|} \left[ r^4 1_{r \leq 1} + \frac{|\log \tau|}{|\log b|} 1_{1 \leq r \leq 6B_0} + \frac{1}{b^4 r^2} 1_{r \geq 6B_0} \right],
\]
and hence the bounds for \( r \leq 2B_1 \):
\[
|b \partial_i m_2| \lesssim \frac{1}{|\log b|} \left[ r^6 1_{r \leq 1} + r^2 \frac{|\log \tau|}{|\log b|} 1_{1 \leq r \leq 6B_0} + \frac{1}{b} 1_{r \geq 6B_0} \right], \tag{3.39}
\]
and for \( i \geq 1 \):
\[
|b \partial_i \partial_r m_2| \lesssim \frac{1}{|\log b|} \left[ r^6 1_{r \leq 1} + r^2 \frac{|\log \tau|}{|\log b|} 1_{1 \leq r \leq 6B_0} + \frac{1}{b^2 r^2} 1_{r \geq 6B_0} \right]. \tag{3.40}
\]
This yields the estimate on \( T_2 = \frac{m_i}{r^4} \) for \( i \geq 0, r \leq 2B_1 \):
\[
|r^4 \partial_r^i T_2| \lesssim r^4 1_{r \leq 1} + \frac{1 + |\log (r \sqrt{b})|}{|\log b|} 1_{1 \leq r \leq 6B_0} + \frac{1}{b^2 r^4} 1_{r \geq 6B_0},
\]
\[
|b \partial_i \partial_r^i T_2| \lesssim \frac{1}{|\log b|} \left[ r^4 1_{r \leq 1} + \frac{|\log \tau|}{|\log b|} 1_{1 \leq r \leq 6B_0} + \frac{1}{b^2 r^4} 1_{r \geq 6B_0} \right].
\]

**step 6** Estimate on the error.

By construction, \( \Phi_b \) given by (3.8) satisfies:
\[
\Phi_b = -b^2 \Sigma_b + R(r) \tag{3.41}
\]
with
\[
R(r) = b^3 \left[ \frac{(m_1 m_2)'}{r} - rm_2 \right] + b^4 \left[ \frac{m_2 m_2'}{r} \right]
\]
and the error to self similarity given by (3.1) satisfies:
\[
\Psi_b = \frac{1}{r} \Phi_b' + b^2 c_b T_1 \chi B_0 = \frac{R'}{r} - b^2 \left[ \frac{\Sigma_b'}{r} - c_b T_1 \chi B_0 \right]. \tag{3.42}
\]
We have from direct check the bound\cite{12} for \( i \geq 0, \)
\[
|r^4 \partial_r^i R(r)| \lesssim b^3 \left[ r^6 1_{r \leq 1} + r^2 \frac{1 + |\log (r \sqrt{b})|}{|\log b|} 1_{1 \leq r \leq 6B_0} + \frac{1}{r^2 b^2 |\log b|} 1_{r \geq 6B_0} \right] \tag{3.43}
\]
This yields using (3.24), (3.27), the bound for \( r \leq 2B_1 \):
\[
|\Psi_b| \lesssim b^3 \left[ r^4 1_{r \leq 1} + \frac{1 + |\log (r \sqrt{b})|}{|\log b|} 1_{1 \leq r \leq 6B_0} + \frac{1}{r^4 b^2 |\log b|} 1_{r \geq 6B_0} \right] \tag{3.44}
\]
\[
+ \frac{b^2}{|\log b|} \left[ \frac{1}{r^2} 1_{p \leq 1 \leq 6B_0} + \frac{1}{b r^4} 1_{r \geq 6B_0} \right]. \tag{3.45}
\]
We therefore estimate:

\[
\int_{r \leq 2B_1} |\Psi_b|^2 \lesssim b^6 \int_{r \leq 2B_1} \left[ 1_{r \leq 1} + \left( \frac{|\log(r\sqrt{b})|}{|\log b|} \right) 1_{1 \leq r \leq 6B_0} \right]^2 + \frac{1}{r^6 b^4 |\log b|^2} 1_{r \geq 6B_0} 
\]

\[
+ \frac{b^4}{|\log b|^2} \int_{r \leq 2B_1} \left[ \frac{1}{\tau} 1_{\tau \leq r} 1_{r \geq 6B_0} + \frac{1}{b^2 r^8} 1_{r \geq 6B_0} \right] \lesssim \frac{b^5}{|\log b|^2}
\]

and similarly for higher derivatives:

\[
\int_{r \leq 2B_1} |r^3 \partial_r^3 \Psi_b|^2 \lesssim \frac{b^5}{|\log b|^2}.
\]

Moreover, the radial representation of the Poisson field and \((3.42)\) ensure:

\[
\phi_{\Psi_b} = \frac{\Phi_b}{r} + \frac{b^2 c_b}{r} \int_0^r m'_1(\tau) \chi_{b \Delta b} d\tau = \frac{r}{r} - \frac{b^2}{r} \int_0^r \left[ \frac{\Sigma'_b}{\tau} - c_b T_1 \chi_{b \Delta b} \right] \tau d\tau.
\]

We estimate from \((3.24)\), \((3.25)\), \((3.27)\):

\[
\left| \int_{r \leq 2B_1} \frac{(|\phi_{\Psi_b}|^2 \tau^2)}{1 + \tau^2} \right| \lesssim \frac{b^2}{|\log b|} \left[ \frac{1}{r} 1_{r \leq 6B_0} + \frac{1}{br^6} 1_{r \geq 6B_0} \right]
\]

which together with \((3.43)\) yields the bound:

\[
\int_{r \leq 2B_1} \frac{|\phi_{\Psi_b}|^2}{1 + \tau^2} \lesssim \frac{b^4}{|\log b|^2} \int_{r \leq 2B_1} \frac{1}{1 + \tau^2} \left[ \frac{1}{\tau} 1_{\tau \leq r} 1_{r \geq 6B_0} + \frac{1}{b^2 r^6} 1_{r \geq 6B_0} \right] + \frac{b^6}{1 + \tau^2} \left[ \frac{1}{r} 1_{r \leq 1} + \frac{1}{r} |\log(r\sqrt{b})| 1_{1 \leq \tau \leq 6B_0} + \frac{1}{\tau^2 b^2 |\log b|} 1_{r \geq 6B_0} \right]^2
\]

\[
\lesssim \frac{b^5}{|\log b|^2}.
\]

We further estimate from the definition \((1.14)\):

\[
\int_{r \leq 2B_1} \frac{|L \Psi_b|^2}{Q} \lesssim \sum_{i=0}^2 \int_{r \leq 2B_1} (1 + r^2) |\partial_r^i \Psi_b|^2 + \int_{r \leq 2B_1} \frac{|\partial_r \phi_{\Psi_b}|^2}{1 + r^6} \lesssim \frac{b^5}{|\log b|^2}
\]

which concludes the proof of \((3.5)\). Finally, we obtain the control of the stronger norm:

\[
\int_{r \leq 2B_1} Q |\nabla \mathcal{M} \Psi_b|^2 \lesssim \int_{r \leq 2B_1} (1 + r^2) \left[ |r \partial_r \Psi_b|^2 + |\Psi_b|^2 \right] + \frac{|\phi_{\Psi_b}|^2}{1 + r^6} \lesssim \frac{b^6}{|\log b|^2} \int_{r \leq 2B_1} \left[ 1 + \frac{1}{r^6 b^4 |\log b|^2} 1_{1 \leq r \leq 6B_0} + \frac{1}{r^6 b^4 |\log b|^2} 1_{r \geq 6B_0} \right]
\]

\[
+ \frac{b^4}{|\log b|^2} \int_{r \leq 2B_1} \left[ \frac{1}{r^2} 1_{b_0 \leq r} 1_{r \leq 6B_0} + \frac{1}{b^2 r^6} 1_{r \geq 6B_0} \right] + \frac{b^5}{|\log b|^2}
\]

\[
\lesssim \frac{b^4}{|\log b|^2},
\]

and \((3.6)\) is proved. This concludes the proof of Proposition \(3.1\) \(\square\)
Remark 3.4. Observe from (3.10) and the readily verified formula
\[ L \left( \frac{m'}{r} \right) = -\frac{1}{r}(L_0m)' \]
that
\[ LT_i = L \left( \frac{m'_i}{r} \right) = -\frac{1}{r}(L_0m'_i)' = \frac{8\psi'_i}{r} = \Lambda Q. \] (3.46)

3.2. Localization. We now proceed to a brute force localization of the tails of \( T_1, T_2 \) which become irrelevant strictly outside the parabolic zone \( r \geq 2B_1 \). We need to be careful with localization due to the non local structure of the problem, and we shall rely again on the specific structure of the Poisson equation for radial fields.

Proposition 3.5 (Localization). Given a small parameter
\[ 0 < b \ll 1, \]
let the localized profile:
\[ \tilde{Q}_b = Q + b\tilde{T}_1 + b^2\tilde{T}_2 \quad \tilde{T}_i = \chi_{B_i}T_i \quad \text{for} \quad i = 1, 2. \] (3.47)
Let the error:
\[ \tilde{\Psi}_b = \nabla \cdot (\nabla \tilde{Q}_b + \tilde{Q}_b \nabla \Phi_{\tilde{b}}) - b\Lambda \tilde{Q}_b + c_b b^2 \chi_{B_1} T_1 \] (3.48)
then there holds:
(i) Control of the tails: \( \forall i \geq 0 \):
\[ |r^i \partial^i T_i| \lesssim r^2 1_{r \leq 1} + \frac{1}{r^2} 1_{1 \leq r \leq 2B_1}, \] (3.49)
\[ |b\partial_b r^i \partial^i T_i| \lesssim \frac{1}{r^2} 1_{B_1 \leq r \leq 2B_1}, \] (3.50)
\[ |r^i \partial^i T_2| \lesssim r^2 1_{r \leq 1} + \frac{1 + |\log(r\sqrt{b})|}{|\log b|} 1_{1 \leq r \leq 6B_0} + \frac{1}{b^2 r^4 |\log b|} 1_{6B_0 \leq r \leq 2B_1}. \] (3.51)
\[ |b\partial_b r^i \partial^i T_2| \lesssim \frac{1}{|\log b|} \left[ r^2 1_{r \leq 1} + \frac{|\log r|}{|\log b|} 1_{1 \leq r \leq 6B_0} + \frac{1}{b^2 r^4} 1_{6B_0 \leq r \leq 2B_1} \right]. \] (3.52)
(ii) Control of the error in weighted norms:
\[ \int |N^i \nabla \tilde{\Psi}_b|^2 + \int \frac{|\nabla \tilde{\Psi}_b|^2}{1 + r^2} + \int \frac{|L \tilde{\Psi}_b|^2}{Q} \lesssim \frac{b^5}{|\log b|^2}. \] (3.53)
\[ \int Q|\nabla M \tilde{\Psi}_b|^2 \lesssim \frac{b^4}{|\log b|^2}. \] (3.54)
(iii) Degenerate flux: Let \( \frac{B_0}{20} \leq B \leq 20B_0 \) and \( \Phi_{0,B} = \chi_{B}r^2 \), then
\[ |(L \tilde{\Psi}_b, \Phi_{0,B})| \lesssim \frac{b^2}{|\log b|}. \] (3.55)

Proof of Proposition \[ \Box \]

step 1 Terms induced by localization. We compute from (3.47):
\[ |b\partial_b \tilde{T}_i| = b\chi_{B_i} \partial_b T_i - b \partial_b \frac{B_1}{B_1} \left( \frac{y}{B_1} \right) \lesssim |b\partial_b T_i| 1_{r \leq 2B_1} + |T_i| 1_{B_1 \leq r \leq 2B_1}. \]
and the bounds (3.8), (3.9), (3.10) now yield (3.49), (3.50), (3.51), (3.52).
Let now the partial mass
\[ m_b(r) = \int_0^r Q_b \tau d\tau, \quad \tilde{m}_b(r) = \int_0^r \tilde{Q}_b \tau d\tau, \]
and consider the decomposition
\[ m_b = m_0 + n_b, \quad \tilde{n}_b = m_0 + \tilde{n}_b, \quad m_0(r) = \int_0^r Q\tau d\tau, \]
then by definition
\[ \tilde{n}_b' = \chi_{B_1} n_b'. \]
We compute the error induced by localization at the level of the masses. Let like for (3.68):
\[ \tilde{\Psi}_b = \frac{\Phi_b'}{r} + b^2 c_6 T_1 \chi_{B_0}, \quad \tilde{\Phi}_b = \tilde{n}_b' - \frac{\tilde{m}_b'}{r} + \frac{\tilde{m}_b \tilde{n}_b'}{r} - br \tilde{n}_b', \]
then:
\[ \tilde{\Phi}_b = \tilde{n}_b' - \frac{\tilde{m}_b'}{r} + \frac{1}{r} \tilde{n}_b (n_0' + m_0\tilde{n}_b' + \tilde{n}_b' - br (m_0' + \tilde{n}_b') \]
with
\[ Z_b = \chi_{B_1} n_b' + \frac{1}{r} \chi_{B_1} n_b' (\tilde{n}_b - n_b) - b(1 - \chi_{B_1}) rm_0'. \]
We estimate from (3.17), (3.30):
\[ |n_b| \lesssim b \left[ r^2 1_{r \leq 1} + |\log r| 1_{r \geq 1} \right] + b^2 \left[ r^4 1_{r \leq 1} + r^2 \frac{1 + |\log (r \sqrt{b})|}{|\log b|} 1_{1 \leq r \leq 2B_0} + \frac{1}{b|\log b|} 1_{r \geq 2B_0} \right] \]
and for \( i \geq 1 \) from (3.57):
\[ |\partial_i n_b|' \lesssim b \left[ r^2 1_{r \leq 1} + 1_{r \geq 1} \right] + b^2 \left[ r^4 1_{r \leq 1} + r^2 \frac{1 + |\log (r \sqrt{b})|}{|\log b|} 1_{1 \leq r \leq 2B_0} + \frac{1}{b^2 r^2 |\log b|} 1_{r \geq 2B_0} \right] \]
This yields the bound:
\[ |\partial_i Z_b|' \lesssim b \left[ r^2 1_{r \leq 1} + 1_{r \geq 1} \right]. \]
We compute:
\[ \tilde{\Psi}_b = \chi_{B_1} \frac{\Phi_b'}{r} + \frac{\chi_{B_1}'}{r} \Phi_b + \frac{Z_b'}{r} + b^2 c_6 T_1 \chi_{B_0} = \chi_{B_1} \tilde{\Psi}_b + \frac{\chi_{B_1}}{r} \Phi_b + \frac{Z_b'}{r}. \]
We now estimate from (3.41), (3.26), (3.59):
\[ |\tilde{\Psi}_b - \chi_{B_1} \tilde{\Psi}_b| \lesssim b^2 \left[ r^2 1_{B_1 \leq r \leq 2B_1} + \frac{1}{r^4} 1_{r \geq 2B_1} \right], \]
and hence using (3.50):
\[ \int |\partial_i \tilde{\Psi}_{b0}|^2 \lesssim \frac{b^5}{|\log b|^2} + \int \frac{b^4}{r^4} + \frac{b^2}{r^8} \lesssim \frac{b^5}{|\log b|^2}. \]
We now estimate using the radial representation of the Poisson field and (3.60), (3.59):
\[ \phi_{\tilde{\Psi}_b} = \phi_{\Psi_b} \text{ for } r \leq B_1 \]
and for \( r \geq B_1 \):

\[
|\phi_{\tilde{\Psi}b}'| \lesssim \frac{1}{r} \int_{B_1}^r \left[ \frac{b^2}{r^2} 1_{B_1 \leq r \leq 2B_1} + \frac{b}{r^4} 1_{r \geq B_1} \right] r dr \lesssim \frac{b^2}{r} 1_{r \geq B_1}
\]

and thus from (3.5):

\[
\int \frac{|\phi_{\tilde{\Psi}b}'|^2}{1 + r^2} \lesssim \frac{b^5}{|\log b|^2} + \int_{r \geq B_1} \frac{b^4}{r^4} \lesssim \frac{b^5}{|\log b|^2}.
\]

This last estimate together with (3.61) implies from (1.15):

\[
\int \frac{|L\tilde{\Psi}b|^2}{Q} \lesssim \frac{b^5}{|\log b|^2}.
\]

(3.62)

\[\text{step 2 Degenerate flux.}\]

We now turn to the proof of (3.55). We estimate using (2.47), (3.62) with the cancellation (2.33):

\[
|(L\tilde{\Psi}b, \Phi_{0,B})| \lesssim B\|L\tilde{\Psi}b\|_{L^2_b} \lesssim \frac{b^5}{\sqrt{b|\log b|}} \lesssim \frac{b^2}{|\log b|}
\]

and (3.55) is proved. \(\square\)

4. The bootstrap argument

In this section, we set up the bootstrap arguments at the heart of the proof of Theorem 1.1. We will in particular give an explicit description of the set of initial data and detail the preliminary information on the dynamical flow, in particular modulation equations. The dynamical bounds on radiation in higher weighted Sobolev norms at the heart of the analysis are then derived in section 5. The bootstrap is finally closed in section 6 and this will easily yield the statements of Theorem 1.1.

4.1. Geometrical description of the set of initial data. Let us describe explicitly the set of initial data \( \mathcal{O} \) for which the conclusions of Theorem 1.1 hold. We first recall the standard modulation argument.

Lemma 4.1 (\( L^1 \) modulation). Let \( M > M^* \) large enough, then there exists a universal constant \( \delta^*(M) > 0 \) such that \( \forall v \in L^1 \) with

\[
\|v - Q\|_{L^1} < \delta^*(M),
\]

there exists a unique decomposition

\[
v = \frac{1}{\lambda^1}(\tilde{Q}_b + \varepsilon_1) \left( \frac{x}{\lambda_1} \right)
\]

such that

\[
(\varepsilon_1, \Phi_M) = (\varepsilon_1, \mathcal{L}^* \Phi_M) = 0.
\]

Moreover,

\[
\|\varepsilon_1\|_{L^1} + |\lambda_1 - 1| + |b| \lesssim C(M)\delta^*.
\]

Proof of Lemma 4.1 This is a standard consequence of the implicit function theorem. Let us denote

\[
\text{Mod} = (\lambda_1, b), \quad v_{\text{Mod}} = \lambda_1^2 v(\lambda_1 x) - \tilde{Q}_b
\]
and consider the $C^1$ functional

$$F(v, \lambda_1, b) = \left( v_{\text{Mod}}, \Phi_M, (v_{\text{Mod}}, \mathcal{L}^* \Phi_M) \right).$$

Then $F(Q, 1, 0) = 0$, and we compute the Jacobian at $(v, \text{Mod}) = (Q, 1, 0)$:

$$\frac{\partial}{\partial \lambda_1} (v_{\text{Mod}}, \Phi_M)_{|(v, \text{Mod})=(Q,1,0)} = -(Q, y \cdot \nabla \Phi_M) = (\mathcal{L} \Phi_M, \Phi_M) = -24 \log M + O(1),$$

$$\frac{\partial}{\partial b} (v_{\text{Mod}}, \mathcal{L}^* \Phi_M)_{|(v, \text{Mod})=(Q,1,0)} = -(T_1, \Phi_M) = 0,$$

$$\frac{\partial}{\partial b} (v_{\text{Mod}}, \mathcal{L}^* \Phi_M)_{|(v, \text{Mod})=(Q,1,0)} = -24 \log M + O(1),$$

The collection of above computations yields the Jacobian:

$$\left| \frac{\partial F}{\partial \text{Mod}} \right|_{|(v, \text{Mod})=(Q,1,0)} = (24 \log M + O(1))^2 > 0$$

for $M$ large enough, and the claim follows from the implicit function theorem.

We are now in position to describe explicitly the set of initial data leading to the conclusions of Theorem 1.1.

**Definition 4.2 (Description of the open set of stable chemotactic blow up).** Fix $M > M^*$ large enough. For $0 < \alpha^* < \alpha^*(M)$ small enough, we let $\mathcal{O}$ be the set of initial data of the form

$$u_0 = \frac{1}{\lambda_0^2} \left( \hat{Q} b_0 + \varepsilon_0 \right) \left( \frac{x}{\lambda_0} \right), \quad \varepsilon_0 \in \mathcal{E}_{\text{rad}},$$

where $\varepsilon_0$ satisfies the orthogonality conditions

$$\langle \varepsilon_0, \Phi_M \rangle = (\varepsilon_0, \mathcal{L}^* \Phi_M), \quad (4.1)$$

and with the following a priori bounds:

(i) Positivity: $u_0 > 0$.

(ii) Small super critical mass:

$$\int Q < \int u_0 < \int Q + \alpha^*. \quad (4.2)$$

(iii) Positivity and smallness of $b_0$:

$$0 < b_0 < \delta(\alpha^*). \quad (4.3)$$

(iv) Initial smallness:

$$\| \varepsilon_0 \|_{H^2_Q} < b_0^{10}. \quad (4.4)$$
Observe using Lemma 4.1 that $\mathcal{O}$ is open in $\mathcal{E}_{\text{rad}} \cap \{ u > 0 \}$. It is also non empty and for example $u_0 = \tilde{Q}_{b_0} \in \mathcal{O}$ for $b_0 > 0$ small enough. The positivity of $b_0$ coupled with the smallness means that we are imposing a deformation of $Q$ which pushes towards concentration in the regime formally predicted by the construction of $\tilde{Q}_b$. The challenge is to show dynamically that the solution keeps a similar shape in time meaning that $\varepsilon(t)$ remains negligible in suitable norms with respect to $b(t)$.

4.2. Setting up the bootstrap. Let $u_0 \in \mathcal{O}$ and let $u \in \mathcal{C}([0, T), \mathcal{E})$ be the corresponding strong solution to (1.1), then using the implicit function theorem, the solution admits on some small time interval $[0, T^*)$ a unique decomposition
\[ u(t, x) = \frac{1}{\lambda^2(t)}(\tilde{Q}_b(t) + \varepsilon)(t, \frac{x}{\lambda(t)}) \] (4.5)
where $\varepsilon(t)$ satisfies the orthogonality conditions
\[ (\varepsilon(t), \Phi_M) = (\varepsilon(t), L^* \Phi_M) = 0, \] (4.6)
and the geometrical parameters satisfy from standard argument \[ \lambda, M \in \mathcal{C}(\mathbb{R}^+, \mathbb{R}^+) \]. Using the initial smallness assumption, we may assume on $[0, T^*)$ the bootstrap bounds:
- Positivity and smallness of $b$:
  \[ 0 < b(t) < 10 b_0, \] (4.7)
- $L^1$ bound:
  \[ \int |\varepsilon(t)| < (\delta^*)^{\frac{1}{4}}, \] (4.8)
- Control of $\varepsilon$ in smoother norms: let
  \[ \varepsilon_2 = \mathcal{L} \varepsilon, \]
then:
\[ \|\varepsilon_2(t)\|_{L^2}^2 \leq K^* \frac{b^3(t)}{|\log b(t)|^2}, \] (4.9)
Here $(\delta^*, K^*)$ denote respectively small and large enough universal constants with
\[ \delta^* = \delta(\alpha^*) \to 0 \text{ as } \alpha^* \to 0, \]
and
\[ K^* = K^*(M) \gg 1. \]

We claim that this regime is trapped:

\textbf{Proposition 4.3 (Bootstrap).} Assume that $K^*$ in (4.9) has been chosen large enough, then for all $t \in [0, T^*)$:
\[ 0 < b(t) < 2 b_0, \] (4.10)
\[ \int |\varepsilon(t)| < \frac{1}{2} (\delta^*)^{\frac{1}{4}}, \] (4.11)
\[ \|\varepsilon_2(t)\|_{L^2}^2 \leq \frac{K^*}{2} \frac{b^3(t)}{|\log b(t)|^2}. \] (4.12)

\textsuperscript{13}Observe that the positivity $\tilde{Q}_{b_0} > 0$ for $b_0 > 0$ directly follows from (3.19), (3.3).
\textsuperscript{14}see for example [18] for a complete proof in a related setting.
In other words, the regime is trapped and
\[ T^* = T. \]

The rest of this section together with section 5 are devoted to the exhibition of the main dynamical arguments at the heart of the proof of Proposition 4.3 which is completed in section 6, and easily implies Theorem 1.1. All along the proof, we shall make an extensive use of the interpolation bounds of Appendix C which hold in the bootstrap regime.

Our aim for the rest of this section is to derive the modulation equations driving the parameters \((b, \lambda)\).

### 4.3. Setting up the equations

Let the space time renormalization
\[ s(t) = \int_0^t \frac{dt}{\lambda^2(t)}, \quad y = \frac{x}{\lambda(t)} \] (4.13)

We will use the notation:
\[ f_\lambda(t, x) = \frac{1}{\lambda^2} f(s, y), \quad r = |y| \] (4.14)

which leads to:
\[ \partial_t f_\lambda = \frac{1}{\lambda^2} \left[ \partial_s f - \frac{\lambda_s}{\lambda} \Lambda f \right]_\lambda. \] (4.15)

Let the renormalized density:
\[ u(t, x) = v_\lambda(s, y) \]
then
\[ \partial_s v - \frac{\lambda_s}{\lambda} \Lambda v = \nabla \cdot (\nabla v + v \nabla \phi_v). \]

We expand using the geometrical decomposition (4.5):
\[ v(s, y) = \tilde{Q}_b(y) + \varepsilon(s, y) \]
and obtain the renormalized linearized equations:
\[ \partial_s \varepsilon - \frac{\lambda_s}{\lambda} \Lambda \varepsilon = \mathcal{L} \varepsilon + \mathcal{F}, \quad \mathcal{F} = F + \text{Mod} + E \] (4.16)

with
\[ F = \tilde{\Psi}_b + \Theta_b(\varepsilon) + N(\varepsilon), \] (4.17)
\[ \tilde{\Psi}_b = \nabla \cdot (\nabla \tilde{Q}_b + \tilde{Q}_b \nabla \phi_{\tilde{Q}_b}) - b\Lambda \tilde{Q}_b - c_b b^2 \chi_{\frac{3b}{4}} T_1, \] (4.18)
\[ E = -b_s \frac{\partial \tilde{Q}_b}{\partial b} - c_b \frac{b^2}{2} b^4 T_1, \] (4.19)
\[ \text{Mod} = \left( \frac{\lambda_s}{\lambda} + b \right) \Lambda \tilde{Q}_b, \] (4.20)
\[ \Theta_b(\varepsilon) = \nabla \cdot \left[ \varepsilon (\nabla \phi_{\tilde{Q}_b} - \nabla \phi_Q) + (\tilde{Q}_b - Q) \nabla \phi_v \right], \] (4.21)
\[ N(\varepsilon) = \nabla \cdot (\varepsilon \nabla \phi_v). \] (4.22)

Equivalently, let us consider the fluctuation of density in original variables
\[ w(t, x) = \varepsilon_\lambda(s, y), \]
then
\[ \partial_t w = \mathcal{L}_\lambda w + \frac{1}{\lambda^2} \mathcal{F}_\lambda \] (4.23)

\[ ^{15}\text{we will show that the rescaled time is global } s(t) \to +\infty \text{ as } t \to T. \]
with
\[ \mathcal{L}_\lambda w = \nabla \cdot (Q_\lambda \nabla M_\lambda w), \quad M_\lambda w = \frac{w}{Q_\lambda} + \phi_w. \]

4.4. L^1 bound. We start with closing the L^1 bound on the radiation (4.11) which is a consequence of the conservation of mass. This bound is very weak but gives a control of the solution far out which allows us to derive bounds with logarithmic losses, see Appendix C.

Lemma 4.4 (L^1 bound). There holds:
\[ \int |\tilde{\epsilon}| < \frac{1}{2}(\delta^*)^{\frac{1}{4}}. \] (4.24)

Proof of Lemma 4.4. We introduce the decomposition
\[ u = \frac{1}{\lambda^2}(Q + \tilde{\epsilon}) \left( t, \frac{x}{\lambda(t)} \right) \text{ i.e. } \tilde{\epsilon} = \epsilon + \tilde{Q}_b - Q \]
and define:
\[ \tilde{\epsilon} = \tilde{\epsilon}_< + \tilde{\epsilon}_>, \quad \tilde{\epsilon}_< = \tilde{\epsilon}1_{|\tilde{\epsilon}| < Q}, \quad \tilde{\epsilon}_> = \tilde{\epsilon}1_{|\tilde{\epsilon}| > Q}. \] (4.25)
The bootstrap bounds (C.4), (4.7) with (3.49), (3.51) imply:
\[ \|\tilde{\epsilon}\|_{L^\infty} \lesssim \|\epsilon\|_{L^\infty} + |b| \lesssim \delta(\alpha^*). \] (4.26)
Pick a small constant \( \eta^* \ll 1 \), then \( |\tilde{\epsilon}_<| > \eta^*Q \) implies \( \delta(\alpha^*) > \eta^*Q \) and thus \( |x| \geq r(\alpha^*) \) with \( r(\alpha^*) \to +\infty \) as \( \alpha^* \to 0 \) from which:
\[ \int |\tilde{\epsilon}| \lesssim \int |\tilde{\epsilon}_<| 1_{|\tilde{\epsilon}| < Q} + \int |\tilde{\epsilon}| 1_{|\tilde{\epsilon}| \leq \eta^*Q} \lesssim \int_{|x| \geq r(\alpha^*)} Q + \eta^* \int Q \]
\[ \lesssim \delta(\alpha^*) + \eta^* \lesssim \delta(\alpha^*). \]
We now write down the conservation of mass which from (4.2) implies
\[ \int \tilde{\epsilon} < \alpha^* \]
from which using by definition \( \tilde{\epsilon}_> > 0 \):
\[ \int |\tilde{\epsilon}| \lesssim \delta(\alpha^*). \] (4.27)
Together with the bootstrap bound (4.7) and (3.49), (3.51), this yields:
\[ \int |\tilde{\epsilon}| \lesssim \int |\tilde{\epsilon}| + \sqrt{b} \lesssim \delta(\alpha^*) + \sqrt{\delta^*} < \frac{1}{2}(\delta^*)^{\frac{1}{4}} \]
and concludes the proof of Lemma 4.4. \( \square \)

4.5. Rough modulation equations. We compute the modulation equations for \((b, \lambda)\) which follow from our choice of orthogonality conditions (4.6).

Remark 4.5. Here and in the sequel, we note \( C(M) \) a generic large constant which depends on \( M \) independently of the bootstrap constant \( K^*(M) \) in (4.9), provided \( \alpha^* < \alpha^*(M) \) has been chosen small enough in Definition 4.2.

Lemma 4.6 (Rough control of the modulation parameters). There holds the bounds:
\[ \frac{\lambda_s}{\lambda} + b \lesssim C(M) \frac{b^2}{|\log b|}, \] (4.28)
\[ |b_s| \lesssim b^\frac{3}{2}. \] (4.29)
Remark 4.7. Note that (4.28), (4.29) imply the bootstrap bound:

\[ |\frac{\lambda_s}{\lambda} + b| + |b_s| \lesssim b^\frac{3}{2}. \]  

(4.30)

Proof of Lemma 4.6. We make an implicit use of the bootstrap bounds of Proposition C.1. Let

\[ V = \left| \frac{\lambda_s}{\lambda} + b \right| + |b_s|, \]

we claim the bounds:

\[ \left| \frac{\lambda_s}{\lambda} + b \right| \lesssim b^\frac{3}{2}|V| + C(M)\frac{b^2}{|\log b|}. \]  

(4.31)

\[ |b_s| \lesssim b^\frac{3}{2} + C(M)b|V|. \]  

(4.32)

Summing these bounds yields \( V \lesssim b^\frac{3}{2} \) which reinjected into (4.31), (4.32) yields (4.28), (4.29).

Proof of (4.31): We project (4.16) onto \( \Phi_M \) which is compactly supported in \( r \leq 2M \) and compute from (4.16), (2.39), (3.53), (4.9):

\[ |\langle \text{Mod} + E_s, \Phi_M \rangle| \approx -\frac{\lambda_s}{\lambda} (\lambda e, \Phi_M) - (F_s, \Phi_M) \]

\[ \lesssim C(M)b(|V| + \|\varepsilon_2\|_{L^2}) + C(M)\frac{b^2}{|\log b|} \]

\[ \lesssim b^\frac{3}{2}|V| + C(M)\frac{b^2}{|\log b|}. \]  

(4.33)

We estimate in brute force using (2.39), (2.40), (3.20):

\[ |(E_s, \Phi_M)| \lesssim C(M) \left[ b|V| + |b_s|(\|T_1, \Phi_M\| + \frac{b^2}{|\log b|}) \right] \lesssim b^\frac{3}{2}|V| + C(M)\frac{b^2}{|\log b|} \]

and we further compute using (2.40):

\[ \langle \text{Mod}, \Phi_M \rangle = \left( \frac{\lambda_s}{\lambda} + b \right) (\lambda e, \Phi_M) + O(C(M)b|V|) \]

\[ = -[(32\pi)|\log M + O(1)|] \left( \frac{\lambda_s}{\lambda} + b \right) + O(C(M)b|V|). \]

Injecting these estimates into (4.33) yields (4.31).

Proof of (4.32): We let \( \mathcal{L} \) go through (4.16) and project onto \( \Phi_M \). We compute from (4.16), (2.48), (3.53), (2.45) with the degeneracy (2.33):

\[ |\langle \mathcal{L}\text{Mod} + \mathcal{L}E_s, \Phi_M \rangle| \approx -\langle \mathcal{L}\varepsilon_2, \Phi_M \rangle - \frac{\lambda_s}{\lambda} (\mathcal{L}\varepsilon, \Phi_M) - (\mathcal{L}F, \Phi_M) \]

\[ = -\langle \varepsilon_2, \mathcal{L}^* \Phi_M \rangle - \frac{\lambda_s}{\lambda} (\mathcal{L}\varepsilon, \mathcal{L}^* \Phi_M) - (F, \mathcal{L}^* \Phi_M) \]

\[ \lesssim \|\varepsilon_2\|_{L^2}^2 + C(M)\left[ (b + V) \int \frac{|\mathcal{L}\varepsilon| + |\nabla \mathcal{L}\varepsilon|}{1 + r^2} + \int \frac{N(\varepsilon) + |\Theta_b(\varepsilon)|}{1 + r^2} + \frac{b^2}{|\log b|} \right] \]

\[ \lesssim b^\frac{3}{2} + C(M)b|V|. \]  

(4.34)
where the $\tilde{\Psi}_b$ term is estimated from (2.48), (3.53), and the estimates of $(N(\varepsilon), \Theta_b(\varepsilon))$ terms easily follow from the bootstrap bounds of Appendix C. We then estimate:

$$(\mathcal{L}E, \Phi_M) = b_s(\mathcal{L}\tilde{T}_1, \Phi_M) + O \left( C(M)|b_s|b + C(M)\frac{b^2}{|\log b|} \right)$$

$$= b_s \left[ -(32\pi)|\log M + O_{M \to +\infty}(1) \right] + O \left( C(M)|b_s|V] + C(M)\frac{b^2}{|\log b|} \right).$$

Moreover, using $\mathcal{L}\Lambda Q = 0$:

$$|(\mathcal{L}\text{Mod}, \Phi_M)| \lesssim \left\{ \frac{\lambda_s}{\lambda} + b \right\} |\Lambda(\tilde{Q}_b - Q)| \lesssim C(M)|V| \int \frac{1}{1 + r^2} \left[ \frac{1}{1 + r^2} \right].$$

Injecting the collection of above bounds into (4.34) yields (4.32).

5. $H^2_Q$ bound

After the construction of the approximate blow up profile and the derivation of the modulation equations of Lemma 5.5, we now turn to the second main input of our analysis which is the control of the $H^2_Q$ norm through the derivation of a suitable Lyapounov functional. Our strategy is to implement an energy method for $\varepsilon_2 = \mathcal{L}\varepsilon$ which breaks the $L^1$ scaling invariance of the problem. Here we are facing a technical problem which is that the equation (4.16) is forced on the RHS by the $b_s$ term in (4.19) which satisfies pointwise the weak estimate (4.29) only, and this is not good enough to close (4.12). This is a consequence of the fact that the elements of the kernel of $\mathcal{L}^*$ grow too fast in space, and therefore $b_s$ remains of order 1 in $\varepsilon$. We however claim that better estimates hold up to an oscillation in time, but this requires the introduction of a second decomposition of the flow, see for example [18] for a related difficulty.

5.1. The radiation term. We use the bootstrap bound (4.9) to introduce a second decomposition of the flow which will lift the parameter $b$. We recall the notation (2.36).

**Lemma 5.1** (Bound on the lifted parameter). There exists a unique decomposition

$$\tilde{Q}_b + \varepsilon = \tilde{Q}_b + \hat{\varepsilon}$$

with $\hat{b} \lesssim b \lesssim \hat{b}$ and $\hat{\varepsilon}$ satisfying the orthogonality condition

$$(\hat{\varepsilon}, \mathcal{L}^*\Phi_{0,\hat{b}}) = 0, \quad \hat{B}_0 = \frac{1}{\sqrt{\hat{b}}}.$$  \(5.2\)

Moreover, there holds the bound:

$$|b - \hat{b}| \lesssim \frac{b}{|\log b|}. $$  \(5.3\)

**Remark 5.2.** It is essential for the rest of the analysis that the constant in (5.3) is independent of $K^*(M)$.

**Proof of Lemma 5.1** The claim follows from the implicit function theorem again. For $|b - \hat{b}| \lesssim b$, let the map $F(v,\hat{b}) = (v - \tilde{Q}_b, \mathcal{L}^*\Phi_{0,\hat{b}})$, then $F(\tilde{Q}_b, b) = 0$ and

$$\frac{\partial F}{\partial \hat{b}} |_{(b = \hat{b}, v = \tilde{Q}_b)} = -(\frac{\partial \tilde{Q}_b}{\partial b}, \mathcal{L}^*\Phi_{0,\hat{b}}).$$
We estimate using the bounds of Proposition 3.3:
\[
\frac{\partial \tilde{Q}_b}{\partial b} = \chi_{B_1} T_1 + O \left( \frac{1}{1 + r^2} 1_{B_1 \leq r \leq 2B_1} + b \left[ 1 + \frac{|\log (r \sqrt{b})|}{|\log b|} 1_{r \leq 6B_0} + \frac{1}{b^2 r^4} 1_{6B_0 \leq r \leq 2B_1} \right] \right),
\]
and thus using (2.40), (2.43):
\[
\left( \frac{\partial \tilde{Q}_b}{\partial b}, L^* \Phi_{0,B_0} \right) = (\chi_{B_1} T_1, L^* \Phi_{0,B_0}) + bO \left( \int \left[ 1 + \frac{|\log (r \sqrt{b})|}{|\log b|} 1_{r \leq 6B_0} + \frac{1}{b^2 r^4|\log b|} 1_{6B_0 \leq r \leq 2B_1} \right] \right).
\]
By assumption,
\[
\log B \leq \sqrt{b} \log R \quad \text{and} \quad \left| \frac{\log B - 1}{2} \right| = \frac{\log (B \sqrt{b})}{|\log b|} \lesssim \frac{1}{|\log b|},
\]
and we therefore estimate from (2.43):
\[
\tilde{Q}_b - Q, L^* \Phi_{0,B_0} \right) = -32\pi \log B + O(b).
\]
Indeed, we estimate from (2.43):
\[
\tilde{Q}_b - Q, L^* \Phi_{0,B_0} \right) = b(L T_1, \Phi_{0,B_0}) + O \left[ \int_{r \leq 2B_1} |b(T_1 - T_1) + b^2 \tilde{T}_2| \right].
\]
By assumption,
\[
\left| \frac{\log B - 1}{2} \right| = \frac{\log (B \sqrt{b})}{|\log b|} \lesssim \frac{1}{|\log b|},
\]
and we therefore estimate from (2.40):
\[
b(L T_1, \Phi_{0,B_0}) = b(\Lambda Q, \Phi_B) = |-(32\pi) \log B + O(1)|.
\]
We estimate from (3.49), (3.51):
\[
\int_{r \leq 2B_1} b|T_1 - T_1| \lesssim \int_{B_1 \leq r \leq 2B_1} \frac{b}{r^2} \lesssim b,
\]
\[
\int_{r \leq 2B_1} b^2|\tilde{T}_2| \lesssim b^2 \int_{r \leq 2B_1} \left[ r^2 1_{r \leq 1} + \frac{|\log (r \sqrt{b})|}{|\log b|} 1_{r \leq 6B_0} + \frac{1}{b^2 r^4|\log b|} 1_{6B_0 \leq r \leq 2B_1} \right]
\]
\[
\lesssim b
\]
and (5.3) follows.
We now claim the bound
\[
|b - \hat{b}| \lesssim \frac{|b|}{|\log b|} + \frac{\|\varepsilon_2\|_{L^2_1}}{\sqrt{b}|\log b|}
\]
which together with the bootstrap bound (1.9) implies (5.3). Indeed, we take the scalar product of (5.7) with \( L^* \Phi_{0,B_0} \) and conclude from the choice of orthogonality condition (5.2) and (5.4), (5.5):
\[
|\log b| b - \hat{b}| \lesssim |b| + |\hat{b}| + |(\varepsilon_2, \Phi_{0,B_0})| \lesssim |b| + \frac{\|\varepsilon_2\|_{L^2_1}}{\sqrt{b}}
\]
and (5.6) is proved. This concludes the proof of Lemma 5.1. □
We now introduce the radiation term
\[ \zeta = \hat{\varepsilon} - \varepsilon = \hat{Q}_b - \tilde{Q}_b \]  
which we split in two parts:
\[ \zeta = \zeta_{\text{big}} + \zeta_{\text{sm}}, \]  
\[ \zeta_{\text{big}} = (b - \hat{b})\chi_{B_1}T_1, \]  
\[ \zeta_{\text{sm}} = \hat{b}(\chi_{B_1} - \chi_{\hat{B}_1})T_1 + \int_b^\infty \left[ 2b\hat{T}_2 + b^2\partial_b \hat{T}_2 \right] db \]
We let
\[ \zeta_2 = \mathcal{L}\zeta. \]

**Lemma 5.3** (Bounds on the radiation). *There holds the pointwise bounds:*
\[ \int |r^i \nabla^i \zeta_{\text{big}}|^2 + \int \frac{|\nabla \phi_{\zeta_{\text{big}}}|^2}{1 + r^2} \lesssim \frac{b^2}{|\log b|^2}, \]  
\[ \int |r^i \nabla^i \zeta_{\text{sm}}|^2 + \int \frac{|\nabla \phi_{\zeta_{\text{sm}}}|^2}{1 + r^2} + \int \frac{|\mathcal{L} \zeta_{\text{sm}}|^2}{Q} + \int \frac{|\mathcal{L} \zeta_{\text{sm}}|^2}{Q} \lesssim \frac{b^3}{|\log b|^2}, \]  
\[ \int |\mathcal{L} \zeta_{\text{sm}}|^2 \lesssim \frac{b^4}{|\log b|^2}, \]  
\[ \int \frac{|\mathcal{L} \zeta_{\text{big}}|^2}{Q} + \int \frac{|\mathcal{L} \zeta_{\text{big}}|^2}{Q} \lesssim \frac{b^2}{|\log b|^2}, \]
\[ \forall v \in L^2_Q \text{ with } \int v = 0, \ |(\mathcal{M} \zeta_2, v)| \lesssim \frac{b^2}{|\log b|^2} \|v\|_{L^2_Q}, \]  
\[ |(\mathcal{M} \zeta_2, \zeta_2)| \lesssim \frac{b^3}{|\log b|^2}, \]  
\[ \int Q |\nabla \mathcal{M} \zeta_2|^2 \lesssim \frac{b^4}{|\log b|^2}. \]

**Remark 5.4.** This lemma quantifies the fact that the radiation is a priori large, in particular larger than \( \varepsilon \) when comparing (5.9) with (4.9), but because the leading order term in \( \zeta \) is supported along \( T_1 \), some degenerate norms like (5.13), (5.15) are better behaved, and this will be essential to close the \( H^2_Q \) bound for \( \varepsilon \), see step 6 of the proof of Proposition 5.7.

**Proof of Lemma 5.3.** Proof of (5.9): We have the pointwise bound using (3.49):
\[ |r^i \nabla^i \zeta_{\text{big}}| \lesssim |\hat{b} - b| \frac{1_{r \leq 2B_1}}{1 + r^2}, \]
and hence from (5.3):
\[ \int |r^i \nabla^i \zeta_{\text{big}}|^2 \lesssim |\hat{b} - b|^2 \lesssim \frac{b^2}{|\log b|^2}. \]
We estimate the Poisson field using the radial representation:
\[ |\nabla \phi_{\zeta_{\text{big}}}| \lesssim |\hat{b} - b| \frac{1 + |\log r|}{1 + r} \]  
from which:
\[ \int \frac{|\nabla \phi_{\zeta_{\text{big}}}|^2}{1 + r^2} \lesssim |\hat{b} - b|^2 \lesssim \frac{b^2}{|\log b|^2}. \]
Proof of (5.10), (5.11): We have using (5.3), (3.3) the pointwise bound:

\[ |r^i \nabla^i \zeta_{sm}| \lesssim |b - \hat{b}| \frac{1_{b \leq r \leq 3B_1}}{r^2} \]

\[ + b |b - \hat{b}| \left[ r^2 1_{r \leq 1} + \frac{1 + |\log (r \sqrt{b})|}{|\log b|} 1_{1 \leq r \leq 6B_0} + \frac{1}{b^4 r^4 |\log b|^2} 1_{6B_0 \leq r \leq 2B_1} \right] \]

(5.17)

from which using (5.3):

\[ \int |r^i \nabla^i \zeta_{sm}|^2 \lesssim \frac{b^2}{|\log b|^2} \int \frac{1_{b \leq r \leq 3B_1}}{r^4} \]

\[ + \frac{b^4}{|\log b|^2} \int \left[ 1_{r \leq 1} + \frac{1 + |\log (r \sqrt{b})|^2}{|\log b|^2} 1_{1 \leq r \leq 6B_0} + \frac{1}{b^4 r^8 |\log b|^2} 1_{6B_0 \leq r \leq 2B_1} \right] \]

\[ \lesssim \frac{b^3}{|\log b|^4}. \]

We recall from (3.36), (3.51) the bounds:

\[ |\phi'_{T_2}| = \frac{m_2}{r} \lesssim r^5 1_{r \leq 1} + \frac{1 + r |\log (r \sqrt{b})|}{|\log b|} 1_{1 \leq r \leq 6B_0} + \frac{1}{rb |\log b|} 1_{r \geq 2B_0} \text{ for } r \leq B_1, \]

\[ |\phi'_{T_2}| \lesssim \frac{1}{r} \int_0^{2B_1} r |\tilde{T}_2| dr \lesssim \frac{1}{rb |\log b|} \text{ for } r \geq 2B_1. \]

We then estimate the Poisson field using the radial representation:

\[ |\nabla \phi_{sm}| \lesssim \frac{|b - \hat{b}|}{r} \frac{1}{r^{\frac{1}{2}}} + b |b - \hat{b}| \left[ r^5 1_{r \leq 1} + \frac{1 + r |\log (r \sqrt{b})|}{|\log b|} 1_{1 \leq r \leq 6B_0} + \frac{1}{rb |\log b|} 1_{r \geq 2B_0} \right] \]

(5.18)

and hence:

\[ \int \frac{|\nabla \phi_{sm}|^2}{1 + r^2} \lesssim \frac{b^2}{|\log b|^2} \int_{r \geq 2B_1} \frac{1}{r^4} \]

\[ + \frac{b^4}{|\log b|^2} \int \frac{1}{1 + r^2} \left[ r^5 1_{r \leq 1} + \frac{1 + r^2 |\log (r \sqrt{b})|^2}{|\log b|^2} 1_{1 \leq r \leq 6B_0} + \frac{1}{r^2 b^2 |\log b|^2} 1_{r \geq 2B_0} \right] \]

\[ \lesssim \frac{b^3}{|\log b|^4}. \]
We estimate from (1.15), (5.17), (5.18):

\[ |r \nabla \hat{L}_{\zeta_{\text{sm}}}| \lesssim |b - \hat{b}| \frac{1_{b_{1} \leq r \leq 3B_{1}}}{r^{4}} \]

\[ + \ b|b - \hat{b}| \left[ 1_{r \leq 1} + \frac{1 + |\log(r \sqrt{b})|}{r^{2} |\log b|} 1_{1 \leq r \leq 6B_{0}} + \frac{1}{b^{2} r^{6} |\log b|} 1_{6B_{0} \leq r \leq 2B_{1}} \right] \]

\[ + \ \frac{b - \hat{b}}{r^{6} \ 1_{r \geq 2B_{1}}} \]

\[ + \ b|b - \hat{b}| \left[ 1_{r \leq 1} + \frac{1 + |\log(r \sqrt{b})|}{r^{2} |\log b|} 1_{1 \leq r \leq 6B_{0}} + \frac{1}{b^{2} r^{6} |\log b|} 1_{r \geq 2B_{0}} \right] \]

\[ \lesssim |b - \hat{b}| \frac{1_{b_{1} \leq r \leq 3B_{1}}}{r^{4}} \]

\[ + \ b|b - \hat{b}| \left[ 1_{r \leq 1} + \frac{1 + |\log(r \sqrt{b})|}{r^{2} |\log b|} 1_{1 \leq r \leq 6B_{0}} + \frac{1}{b^{2} r^{6} |\log b|} 1_{r \geq 2B_{0}} \right] \]

and thus from (5.3):

\[ \int |L_{\zeta_{\text{sm}}}^{2}| \lesssim \int \left[ |b - \hat{b}|^2 \frac{1_{b_{1} \leq r \leq 3B_{1}}}{r^{8}} \right] \]

\[ + \ \frac{b^{4}}{|\log b|^{2}} \left[ 1_{r \leq 1} + \frac{1 + |\log(r \sqrt{b})|^{2}}{(1 + r^{4}) |\log b|^{2}} 1_{1 \leq r \leq 6B_{0}} + \frac{1}{b^{4} r^{12} |\log b|^{2}} 1_{6B_{0} \leq r \leq 2B_{1}} \right] \]

\[ \lesssim \frac{b^{4}}{|\log b|^{2}}. \]

\[ \int \frac{|L_{\zeta_{\text{sm}}}^{2}|}{Q} \lesssim \int \left[ |b - \hat{b}|^2 \frac{1_{b_{1} \leq r \leq 3B_{1}}}{r^{4}} \right] \]

\[ + \ \frac{b^{4}}{|\log b|^{2}} \left[ 1_{r \leq 1} + \frac{1 + |\log(r \sqrt{b})|^{2}}{|\log b|^{2}} 1_{1 \leq r \leq 6B_{0}} + \frac{1}{b^{4} r^{8} |\log b|^{2}} 1_{r \geq 2B_{0}} \right] \]

\[ \lesssim \frac{b^{3}}{|\log b|^{4}}. \]

Finally, pick a well localized function \( f \) and let \( f_{\lambda}(x) = \lambda^{2} f(\lambda x) \), then from direct check:

\[ L f_{\lambda} = \lambda^{2} \left[ \Delta f + 2Q_{\hat{x}}^{2} f + \nabla \phi_{\Lambda Q} \cdot \nabla f + \nabla Q_{\hat{x}} \cdot \nabla \phi_{f} \right] \]

and differentiating this relation at \( \lambda = 1 \) yields:

\[ L \Lambda f = 2 L f + \Lambda (L f) - 2(\Lambda Q) f - \nabla \phi_{\Lambda Q} \cdot \nabla f - \nabla (\Lambda Q) \cdot \nabla \phi_{f}. \]

\[ (5.20) \]

Applying this to \( \zeta_{\text{sm}} \) and using (5.19), (5.17), (5.18) yields the pointwise bound:

\[ |L(\Lambda \zeta_{\text{sm}})| \lesssim |b - \hat{b}| \frac{1_{b_{1} \leq r \leq 3B_{1}}}{r^{4}} \]

\[ + \ b|b - \hat{b}| \left[ 1_{r \leq 1} + \frac{1 + |\log(r \sqrt{b})|}{r^{2} |\log b|} 1_{1 \leq r \leq 6B_{0}} + \frac{1}{b^{2} r^{6} |\log b|} 1_{r \geq 2B_{0}} \right] \]
and hence

\[ \int \frac{|L \nabla \zeta_{sm}|^2}{Q} \lesssim \frac{b^3}{|\log b|^2}. \]

**Proof of (5.12), (5.13):** We estimate from (5.10), (2.2):

\[ |(M L \zeta_{sm}, v)| \lesssim \|L \zeta_{sm}\|_{L^2_Q} \|v\|_{L^2_Q} \lesssim \frac{b^2}{|\log b|^2} \|v\|_{L^2_Q}. \]

We now compute in brute force using (1.15), (3.46):

\[ \int \]

This yields the rough bound using (5.3):

\[ \int \frac{|L \zeta_{big}|^2}{Q} \lesssim |b - \hat{b}|^2 \lesssim \frac{b^2}{|\log b|^2}. \]

The second estimate in (5.12) follows similarly using (5.20). We further estimate from (5.22), (5.23), (2.4), (2.3), (2.33), (5.3):

\[ |(M L \zeta_{big}, v)| \lesssim |(-2, v)| + \|v\|_{L^2_Q} \left[ |b - \hat{b}|^2 \int \frac{1_{r \geq B_1}}{Q(1 + r^4)} \right]^{\frac{1}{2}} \lesssim \frac{b^2}{|\log b|^2} \|v\|_{L^2_Q} \]

and (5.13) is proved.

**Proof of (5.14):** From (5.22), (5.13), (5.10):

\[ ||(M \zeta_2, \zeta_2)|| = ||(M \zeta_2, \zeta + L \zeta_{sm})|| \lesssim \frac{b^2}{|\log b|} \left[ \|\zeta\|_{L^2_Q} + \|L \zeta_{sm}\|_{L^2_Q} \right] \]

\[ \lesssim \frac{b^2}{|\log b|} \left[ \left( \frac{b^2}{|\log b|^2} \int_{r \geq B_1} \frac{1}{1 + r^4} \right)^{\frac{1}{2}} + \frac{b^2}{|\log b|} \right] \lesssim \frac{b^3}{|\log b|^2}. \]

**Proof of (5.15):** We estimate from (5.19) and Hardy Littlewood Sobolev:

\[ \int Q |\nabla M L \zeta_{sm}|^2 \lesssim \int \frac{1}{Q} \left\{ |b - \hat{b}|^2 \int_{r \leq 3B_1} \frac{1}{r^{10}} \right. \]

\[ + \frac{b^4}{|\log b|^2} \left[ \frac{1}{r^6} \frac{1}{|\log r \sqrt{b}|^2} \right]_{1 \leq r \leq 6B_0} + \frac{1}{b^4 r^{14} |\log b|^2} 1_{6B_0 \leq r \leq 2B_1} \}

\[ + \|\nabla \phi L \zeta_{sm}\|^2_{L^4} \lesssim \frac{b^4}{|\log b|^2} + \|L \zeta_{sm}\|^2_{L^4} \lesssim \frac{b^4}{|\log b|^2}. \]
We estimate from (5.22), (5.23), (2.4), (5.3) and Hardy Littlewood Sobolev:

\[
\int Q|\nabla M \partial_t \xi_{\text{big}}|^2 \lesssim \int \frac{1}{Q} |b - \hat{b}|^2 \frac{1_{r > B_1}}{1 + r_5^5} + \int Q|\nabla \phi_\xi|^2
\]
\[
\lesssim \frac{|b - \hat{b}|^2}{B_1^4} + \|\xi\|^2_{L^4} \lesssim \frac{|b - \hat{b}|^2}{B_1^4}
\]
\[
\lesssim \frac{b^4}{|\log b|^2}.
\]
This concludes the proof of Lemma 5.3. \(\square\)

5.2. Sharp modulation equation for \(b\). We now compute the sharp modulation equation for \(b\) using the lifted parameters \(\hat{b}\).

**Lemma 5.5** (Sharp modulation equations for \(b\)). There holds the differential inequalities:

\[
\left| \dot{\hat{b}}_s + \frac{2b^2}{|\log b|} \right| \lesssim C(M) \frac{\sqrt{b}}{|\log b|} \|\varepsilon_2\|_{L^2} + \frac{b^2}{|\log b|^2}.
\]

**Remark 5.6.** Note that (5.24) coupled with the bootstrap bound (4.9) ensures the pointwise control:

\[
|\dot{\hat{b}}_s| \lesssim \frac{b^2}{|\log b|}.
\]

**Proof of Lemma 5.5.** Proof of (5.24): We take the scalar product of (4.16) with \(\partial_x L^\Phi_{0,B_0}\):

\[
\frac{d}{ds}\left\{(\tilde{Q}_b - Q + \varepsilon, L^\Phi_{0,B_0})\right\} = (\tilde{Q}_b - Q + \varepsilon, \partial_s L^\Phi_{0,B_0}) + (\varepsilon_2, L^\Phi_{0,B_0})
\]
\[
- c_0 b^2 (\chi \frac{\partial_t}{\nabla}, L^\Phi_{0,B_0})
\]
\[
+ \frac{\lambda_\varepsilon}{\lambda} (\Lambda \varepsilon, L^\Phi_{0,B}) + (F, L^\Phi_{0,B_0})
\]
\[
+ \left( \frac{\lambda_\varepsilon}{\lambda} + b \right) (\Lambda \tilde{Q}_b, L^\Phi_{0,B_0})
\]
and estimate all terms in (5.26). For the boundary term in time, we have from (5.7), (5.2):

\[
(\tilde{Q}_b - Q + \varepsilon, L^\Phi_{0,B_0}) = (\tilde{Q}_b - Q + \varepsilon, L^\Phi_{0,B_0}) = (\tilde{Q}_b - Q, L^\Phi_{0,B_0}).
\]
We then compute:

\[
\frac{d}{ds}(\tilde{Q}_b - Q, L^\Phi_{0,B_0}) = (\partial_s \tilde{Q}_b, L^\Phi_{0,B_0}) + (\tilde{Q}_b - Q, L^\Phi_{0,B_0}).
\]
The leading order term is estimated using (2.43):

\[
(\partial_s \tilde{Q}_b, L^\Phi_{0,B_0}) = \hat{b}_s (\tilde{T}_1 + \hat{b}_s \tilde{T}_1 + 2b \tilde{T}_2 + b^2 \partial_t \tilde{T}_2, L^\Phi_{0,B_0})
\]
\[
= \hat{b}_s(T_1, L^\Phi_{0,B_0}) + |\hat{b}_s| O \left( \int |\tilde{T}_1 - T_1| + b|\partial_t \tilde{T}_1| + b|\tilde{T}_2| + b^2 |\partial_t \tilde{T}_2| \right).
\]
We have from (2.40):

\[
\hat{b}_s(T_1, L^\Phi_{0,B_0}) = \hat{b}_s(\Delta Q, \Phi_{0,B_0}) = \hat{b}_s \left[ -(32\pi)\log \hat{B}_0 + O(1) \right],
\]
and we estimate the error terms in brute force using the estimates of Proposition 3.5

\[
\int |\mathcal{T}_1 - T_1| + \hat{b}|\partial_s \mathcal{T}_1| + \hat{b}|\mathcal{T}_2| + \hat{b}^2|\partial_s \mathcal{T}_2| \lesssim \int_{B_1 \leq r \leq 2B_1} \frac{1}{r^2} + b \int \left[ \frac{1 + |\log(r\sqrt{b})|}{|\log b|} I_{1 \leq r \leq 6B_0} + \frac{1}{b^2 r^4 |\log b|} I_{6B_0 \leq r \leq 2B_1} \right] \lesssim 1.
\]

We also estimate using the definition (2.34) and Proposition 3.5

\[
|\langle \hat{Q}_b - Q, \partial_s \mathcal{L}^* \Phi_{0, B_0} \rangle| \lesssim |\hat{b}_s| \int_{B_0 \leq r \leq 2B_0} r^2 |\mathcal{L}(\hat{Q}_b - Q)| \lesssim |\hat{b}_s| \int_{B_0 \leq r \leq 4B_0} \frac{r^2}{r^4} \lesssim |\hat{b}_s|.
\]

(5.27)

We therefore have obtained the preliminary bound using also (5.3), (5.5):

\[
d \frac{d}{ds} \left\{ \langle \hat{Q}_b - Q + \varepsilon, \mathcal{L}^* \Phi_{0, B_0} \rangle \right\} = \hat{b}_s \left[ -(32\pi) \log B_0 + O(1) \right].
\]

We now estimate the RHS of (5.26). The main linear term is treated using (2.33), (2.43) which yield a sharp bound:

\[
|\langle \varepsilon, \mathcal{L}^* \Phi_{0, B_0} \rangle| \lesssim \int_{r \geq B_0} |\varepsilon_2| \lesssim \sqrt{b} |\varepsilon_2|_{L^2_{\tilde{Q}}}.
\]

We estimate like for the proof of (5.27):

\[
|\langle \hat{Q}_b - Q, \partial_s \mathcal{L}^* \Phi_{0, B_0} \rangle| \lesssim |\hat{b}_s|.
\]

The second linear term is estimated in brute force:

\[
|\langle \varepsilon, \partial_s \mathcal{L}^* \Phi_{0, B_0} \rangle| = |\langle \varepsilon_2, \frac{\hat{b}_0}{B_0} (r \chi')(\frac{r}{B_0})^2 \rangle| \lesssim \frac{|\hat{b}_s|}{b} |\varepsilon_2|_{L^2_{\tilde{Q}}} \left( \int_{B_0 \leq r \leq 2B_0} \frac{r^4}{r^4} \right)^{-\frac{1}{2}} \lesssim \frac{|\hat{b}_s|}{b^{\sqrt{b}}} |\varepsilon_2|_{L^2_{\tilde{Q}}} \lesssim |\hat{b}_s|
\]

where we used the bootstrap bound (4.49) in the last step. The leading order flux term is computed from (2.40), (2.43), (3.20), (5.5):

\[
-c_b b^2 (\chi \frac{\partial_{T_1} T_1}{\chi} + \mathcal{L}^* \Phi_{0, B_0}) = -c_b b^2 \left[ (\mathcal{L} \frac{\partial_{T_1}}{\chi} + (\chi \frac{\partial}{\chi} - 1) T_1) + \mathcal{L}^* \Phi_{0, B_0} \right] = \frac{2b^2}{|\log b|} \left[ 1 + O \left( \frac{1}{|\log b|} \right) \right] \left[ 32\pi \log B_0 + O(1) + \int_{r \leq 2B_0} \frac{1}{1 + r^2} \right] = 32\pi b^2 \left[ 1 + O \left( \frac{1}{|\log b|} \right) \right].
\]

Next, from (2.43), (4.9):

\[
\frac{\lambda}{\chi} \langle \lambda \varepsilon, \mathcal{L}^* \Phi_{0, B_0} \rangle \lesssim b \int_{r \leq 2B_0} (|\varepsilon| + |y \cdot \nabla \varepsilon|) \lesssim \sqrt{b} (||\varepsilon||_{L^2} + ||y \cdot \nabla \varepsilon||_{L^2}) \lesssim C(M) \sqrt{b} ||\varepsilon||_{L^2_{\tilde{Q}}}.
\]

We now treat the $F$ terms. The $\hat{\Psi}_b$ term is estimated from the degenerate flux estimate (3.35):

\[
|\langle \mathcal{L} \hat{\Psi}_b, \Phi_{0, B_0} \rangle| \lesssim \frac{b^2}{|\log b|}.
\]
To treat the small linear term $\Theta_b(\varepsilon)$, we first extract from Proposition 3.1 the pointwise bounds:

$$|r^i\partial_r^r(\tilde{Q}_b - Q)| \leq b\frac{1}{1 + r^2}, \quad |r^i\partial_r^r\nabla \phi \tilde{Q}_b - Q| \leq b\frac{1 + \log r}{1 + r}$$

(5.28)

which imply the pointwise bounds:

$$|\Theta_b(\varepsilon)| \lesssim b\left[\frac{1 + \log r}{1 + r}||\nabla \varepsilon|| + \frac{||\varepsilon||}{1 + r^2} + \frac{||\nabla \phi \varepsilon||}{1 + r^3}\right],$$

(5.29)

$$|\nabla \Theta_b(\varepsilon)| \lesssim b\left[\frac{1 + \log r}{1 + r}||\nabla^2 \varepsilon|| + \frac{1 + \log r}{1 + r^2}||\nabla \varepsilon|| + \frac{||\nabla^2 \phi \varepsilon|| + ||\varepsilon||}{1 + r^3} + \frac{||\nabla \phi \varepsilon||}{1 + r^4}\right].$$

(5.30)

We also observe by definition the cancellation $(\Theta_b(\varepsilon), 1) = 0$ and therefore estimate from (2.45) and Proposition C.1:

$$|(\Theta_b(\varepsilon), L^\ast \Phi_{0, B_0})| \lesssim \int_{r \geq B_0} |\Theta_b(\varepsilon)| \lesssim b \int \left[\left(\frac{1 + \log r}{1 + r}||\nabla \varepsilon|| + \frac{||\varepsilon||}{1 + r^2} + \frac{||\nabla \phi \varepsilon||}{1 + r^3}\right)\right]$$

and similarly for the nonlinear term using (C.3):

$$|(N(\varepsilon), L^\ast \Phi_{0, B_0})| \lesssim \int |N(\varepsilon)| \lesssim \int \varepsilon^2 + ||\nabla \phi \varepsilon||||\nabla \varepsilon|| \lesssim \log b ||\varepsilon||^2 \lesssim \log b.$$  

We now treat the terms induced by modulation. We use the $L^1$ critical relation $\int \Lambda Q = \int \Lambda \tilde{Q}_b = 0$, (2.45), (4.30) and (3.49), (3.51) to estimate:

$$\left|\frac{\lambda_s}{\lambda} + b\right| (L\Lambda \tilde{Q}_b, \Phi_{0, B_0}) \lesssim b^{\frac{3}{2}} \int_{r \geq B_0} |\Lambda (\tilde{Q}_b - Q)|$$

$$\lesssim b^{\frac{3}{2}} \int_{\frac{b}{2} \leq r \leq 2B_1} \frac{b}{1 + r^2} \lesssim \frac{b^2}{\log b}.$$  

Injecting the collection of above bounds into (5.20) yields:

$$\dot{b}_s = -(32\pi)\log b_0 + O(1) = 32\pi b^2 + O\left(\frac{b^2}{\log b} + C(M)\sqrt{b}||\varepsilon|| L^\ast \tilde{Q}_b + |\dot{b}_s|\right).$$

Hence using (5.30):

$$\left|\frac{\dot{b}_s}{\log b_0} + \frac{b^2}{\log b_0}\right| \lesssim \frac{1}{\log b_0} \left[\frac{b^2}{\log b} + C(M)\sqrt{b}||\varepsilon|| L^\ast \tilde{Q}_b + |\dot{b}_s|\right]$$

$$\lesssim \frac{b^2}{\log b^2} + C(M)\sqrt{b}||\varepsilon|| L^\ast \tilde{Q}_b + \frac{|\dot{b}_s|}{\log b}$$

and (5.24) now follows using the bootstrap bound (4.9). \qed

5.3. The monotonicity formula. We now turn to the heart of the energy method and claim the following monotonicity formula at the $H^2_Q$ level:

**Proposition 5.7 ($H^2_Q$ monotonicity).** There holds:

$$\frac{d}{dt} \left\{ \frac{(M\lambda^2, \varepsilon_2)}{\lambda^2} + O\left(\frac{C(M)b^3}{\log b}||\varepsilon||^{L^\ast} + \frac{C(M)b^3}{\lambda^2||\log b||^2}\right)\right\} \quad (5.31)$$

$$\leq \frac{bc(M)}{\lambda^3} \left[\frac{b^3}{\log b}||\varepsilon||^{L^\ast} + \frac{b^3}{||\log b||^2}\right].$$
Proof of Proposition 5.7

**step 1** Introduction of the radiation.

The $\varepsilon$ equation (4.16) is forced on the RHS by the $b_s$ term which satisfies pointwise the weak estimate (4.29) only which is not good enough to close (5.7). This is a consequence of the fact that the elements of the kernel of $L^*$ grow too fast in space. We therefore aim at relying on the sharp bounds of Lemma 5.5 and on the lifted parameter $\hat{b}$. Recall (5.7) which yields

$$\partial_s(\hat{Q}_b + \varepsilon) = \partial_s(\hat{Q}_b + \hat{\varepsilon}), \quad \varepsilon = \hat{\varepsilon} - \zeta,$$

and rewrite the $\varepsilon$ equation (4.16) as:

$$\partial_s \hat{\varepsilon} - \frac{\lambda_0}{\lambda} \Lambda \hat{\varepsilon} = \hat{\mathcal{L}} \hat{\varepsilon} + \hat{\mathcal{F}}, \quad \hat{\mathcal{F}} = F + \hat{\text{Mod}} + E_1 + E_2,$$

with $F$ given by (4.17) and:

$$E_1 = -\mathcal{L} \zeta - \frac{\lambda_0}{\lambda} \Lambda \zeta,$$

$$E_2 = -c_b b^2 \chi \omega_1 T_1,$$

$$\hat{\text{Mod}} = -\partial_s \hat{Q}_b + \left( \frac{\lambda_0}{\lambda} + b \right) \hat{Q}_b.$$

**step 2** Renormalized variables and energy identity. Let

$$w = \varepsilon_\lambda, \quad \hat{w} = \hat{\varepsilon}_\lambda.$$

We introduce the differential operator of order one:

$$A_\lambda w = Q_\lambda \nabla M_\lambda w = \nabla w + \nabla \phi Q_\lambda w + Q_\lambda \nabla \phi w$$

and the suitable derivatives\(^{16}\)

$$\begin{align*}
\{w_1 &= A_\lambda w, \quad \hat{w}_1 = A_\lambda \hat{w} \\
\varepsilon_1 &= \varepsilon, \quad \hat{\varepsilon}_1 = \hat{\varepsilon}
\end{align*}$$

$$\begin{align*}
w_2 &= \nabla \cdot w_1 = \mathcal{L}_\lambda w, \quad \hat{w}_2 = \nabla \cdot \hat{w}_1 = \mathcal{L}_\lambda \hat{w} \\
\varepsilon_2 &= \nabla \cdot \varepsilon = \mathcal{L}_\varepsilon, \quad \hat{\varepsilon}_2 = \nabla \cdot \hat{\varepsilon} = \mathcal{L}_\hat{\varepsilon}
\end{align*}$$

and similarly for the radiation:

$$\zeta_1 = A_\zeta, \quad \zeta_2 = \mathcal{L}_\zeta.$$

We compute from (5.32) the equation satisfied by $\hat{w}, \hat{w}_1, \hat{w}_2$:

$$\partial_t \hat{w} = \hat{w}_2 + \frac{1}{\lambda^2} \hat{\mathcal{F}}_\lambda,$$

$$\partial_t \hat{w}_1 = A_\lambda \hat{w}_2 + \frac{1}{\lambda^2} A_\lambda \hat{\mathcal{F}}_\lambda + [\partial_t, A_\lambda] \hat{w},$$

$$\partial_t \hat{w}_2 = \mathcal{L}_\lambda \hat{w}_2 + \frac{1}{\lambda^2} \mathcal{L}_\lambda \hat{\mathcal{F}}_\lambda + \nabla \cdot ([\partial_t, A_\lambda] \hat{w}).$$

\(^{16}\)which correspond to the factorization of the linearized operator $\mathcal{L}$ in two operators of order one: $\mathcal{L} = \nabla \cdot (A)$.\)
We compute the energy identity for \( \hat{w}_2 \), and will all along the proof repeatedly use \ref{41}: 

\[
\frac{1}{2} \frac{d}{dt} (M_\lambda \hat{w}_2, \hat{w}_2) = (\hat{q}_t \hat{w}_2, M_\lambda \hat{w}_2) - \int \frac{\partial_t Q_\lambda}{2Q_\lambda^2} \hat{w}_2^2 
\]

\[= (\mathcal{L}_\lambda \hat{w}_2 + \frac{\mathcal{L}_\lambda \hat{F}_\lambda}{\lambda^2} + \nabla \cdot ([\hat{q}_t, A_\lambda] \hat{w}), M_\lambda \hat{w}_2) - \int \frac{\partial_t Q_\lambda}{2Q_\lambda^2} \hat{w}_2^2 \]

\[= - \int Q_\lambda \nabla M_\lambda \hat{w}_2^2 + (\hat{w}_2, \frac{1}{\lambda^2} M_\lambda \mathcal{L}_\lambda F_\lambda) - \int [\hat{q}_t, A_\lambda] \hat{w} \cdot \nabla (M_\lambda \hat{w}_2) + \int \frac{\hat{b}(Q_\lambda) \lambda}{2\lambda^2 Q_\lambda^2} \hat{w}_2^2. \]

\textbf{step 3} Repulsivity and sharp control of tails at infinity. We need to treat the last quadratic term in \ref{541}, which has no definite sign and critical size for the analysis, and corresponds to an interaction of radiation with the soliton profile. For this, we will use dissipation and repulsivity properties of \( \mathcal{L} \) measured in suitable weighted norms. We will in particular use the fundamental degeneracy \ref{211}: 

\[
\frac{\Lambda Q}{Q} + 2 = - \phi_{\Lambda Q} = O \left( \frac{1}{1 + r^2} \right), \tag{5.41}
\]

which will allow us to measure in a sharp way the size of tails at infinity. Our approach is deeply related to the construction of suitable Morawetz type multipliers in the dispersive setting of \ref{2}, \ref{power}. We compute from \ref{538}, \ref{540}: 

\[
\frac{d}{dt} \left\{ \int \frac{\hat{b}(Q_\lambda) \lambda}{\lambda^2 Q_\lambda^2} \hat{w}_2 \hat{w} \right\} = \int \hat{w}_2 \frac{d}{dt} \left\{ \frac{\hat{b}(Q_\lambda) \lambda}{\lambda^2 Q_\lambda^2} \right\} 
\]

\[+ \int \frac{\hat{b}(Q_\lambda) \lambda}{\lambda^2 Q_\lambda^2} \hat{w} \left[ \mathcal{L}_\lambda \hat{w}_2 + \frac{1}{\lambda^2} \mathcal{L}_\lambda \hat{F}_\lambda + \nabla \cdot ([\hat{q}_t, A_\lambda] \hat{w}) \right] + \int \frac{\hat{b}(Q_\lambda) \lambda}{\lambda^2 Q_\lambda^2} \hat{w}_2 \left[ \hat{w}_2 + \frac{1}{\lambda^2} \hat{F}_\lambda \right]. \]

Let us compute the leading order terms in this identity. First the potential term: 

\[
\frac{d}{dt} \left\{ \frac{\hat{b}(Q_\lambda) \lambda}{\lambda^2 Q_\lambda^2} \right\} = \frac{d}{dt} \left\{ \frac{\hat{b}(Q_\lambda)}{Q_\lambda} \left( \frac{x}{\lambda(t)} \right) \right\} = \frac{1}{\lambda^2} \left[ \hat{b} \frac{\Lambda Q}{Q^2} - \frac{\hat{b}}{\lambda} \nabla \frac{\Lambda Q}{Q^2} \right] (y) = \frac{1}{\lambda^2 Q^2} \left[ 8 \frac{\Lambda Q}{Q^2} - 2 \hat{b} + O \left( \frac{1}{1 + r^2} \right) \right].
\]

Next, we observe the integration by parts: 

\[
\int \frac{\hat{b}(Q_\lambda) \lambda}{\lambda^2 Q_\lambda^2} \hat{w} \mathcal{L}_\lambda \hat{w}_2 = - 2 \hat{b} \int \hat{w} \mathcal{L}_\lambda \hat{w}_2 + \int \frac{\hat{b}(2Q + \Lambda Q)_\lambda}{\lambda^2 Q_\lambda^2} \hat{w} \mathcal{L}_\lambda \hat{w}_2 
\]

\[= \frac{2 \hat{b}}{\lambda^2} \int Q_\lambda \nabla (M_\lambda \hat{w}_2) \cdot \nabla \left[ \frac{\hat{w}}{Q_\lambda} + \phi_\hat{w} \right] - \frac{\hat{b}}{\lambda^2} \int Q_\lambda \nabla (M_\lambda \hat{w}_2) \cdot \nabla \left[ 2 \phi_\hat{w} + \frac{(2Q + \Lambda Q)_\lambda}{\lambda^2 Q_\lambda^2} \hat{w} \right]. \]

\textsuperscript{17}which is a consequence of the \( L^1 \) critical identity \( \int \Lambda Q = 0 \).
We therefore obtain:

\[
\frac{d}{dt} \left\{ \int \hat{b}(\Lambda Q)_{\lambda} \hat{w}_2 \hat{w} \right\} = \int \hat{b}(\Lambda Q)_{\lambda} \hat{w}_2 \hat{w} - \frac{2}{\lambda^2} \int (\mathcal{M}_{\lambda}\hat{w}_2, \hat{w}_2) \\
+ \int \frac{\varepsilon_2}{\lambda^6} \left[ \varepsilon_2 \hat{\lambda} - 2\hat{b}_s \right] \\
- \frac{\hat{b}}{\lambda^2} \int Q_{\lambda} \nabla (\mathcal{M}_{\lambda} \hat{w}_2) \cdot \nabla \left[ 2\varphi \hat{w} + \frac{(2Q + \Lambda Q)_{\lambda}}{\lambda^2} \hat{w} \right] \\
+ \int \hat{b}(\Lambda Q)_{\lambda} \hat{w} \left[ \frac{1}{\lambda^2} \mathcal{L}_{\lambda} \lambda \hat{F}_\lambda + \nabla \cdot ([\partial_t, A_{\lambda}] \hat{w}) \right] + \int \hat{b}(\Lambda Q)_{\lambda} \hat{w}_2 \left[ \frac{1}{\lambda^2} \hat{F}_\lambda \right] \\
+ O \left( \int \left[ \hat{b}_s + \hat{b} \hat{\frac{\lambda}{\lambda}} \right] \frac{\varepsilon_2}{\lambda^6} \left( 1 + \frac{r^2}{Q^2} \right) \right)
\]

(5.42)

We now compute the energy identity for \( \hat{w}_1 \) using (5.39):

\[
\frac{1}{2} \frac{d}{dt} \left\{ \int \frac{\hat{b}\hat{w}_1^2}{\lambda^2 Q_{\lambda}} \right\} = \frac{1}{2} \frac{d}{dt} \left\{ \int \frac{\hat{b}\hat{w}_1^2}{\lambda^2 Q_{\lambda}} \right\} + \hat{b} \int \frac{\hat{w}_1}{\lambda^2 Q_{\lambda}} \cdot \left[ A_{\lambda} \hat{w}_2 + \frac{1}{\lambda^2} A_{\lambda} \lambda \hat{F}_\lambda + [\partial_t, A_{\lambda}] \hat{w} \right].
\]

We compute the dominant terms:

\[
\frac{d}{dt} \left\{ \int \frac{\hat{b}}{\lambda^2 Q_{\lambda}} \right\} = \frac{d}{dt} \left\{ \int \frac{\hat{b}}{Q(x(t))} \right\} = \frac{1}{\lambda^2} \left[ \hat{b}_s + \hat{b} \frac{\lambda}{\lambda} \cdot \nabla \frac{Q}{Q^2} \right] \\
= \frac{1}{\lambda^2} \left[ \hat{b}_s - 4\hat{b} \frac{\lambda}{\lambda} + O \left( \frac{\varepsilon_2}{\lambda^6} \left( 1 + \frac{r^2}{Q^2} \right) \right) \right],
\]

and integrate by parts using (5.36) and the definition of \( \hat{w}_1 \):

\[
\hat{b} \int \frac{\hat{w}_1}{\lambda^2 Q_{\lambda}} \cdot A_{\lambda} \hat{w}_2 = -\frac{\hat{b}}{\lambda^2} (\mathcal{M}_{\lambda} \hat{w}_2, \nabla \cdot \hat{w}_1) = -\frac{\hat{b}}{\lambda^2} (\mathcal{M}_{\lambda} \hat{w}_2, \hat{w}_2).
\]

This leads to the second identity\(^{15}\):

\[
\frac{1}{2} \frac{d}{dt} \left\{ \int \frac{\hat{b}\hat{w}_1^2}{\lambda^2 Q_{\lambda}} \right\} = -\frac{\hat{b}}{\lambda^2} (\mathcal{M}_{\lambda} \hat{w}_2, \hat{w}_2) + \int \frac{\varepsilon_1^2}{2\lambda^6} \left[ \hat{b}_s - 4\hat{b} \frac{\lambda}{\lambda} \right] \\
+ \hat{b} \int \frac{\hat{w}_1}{\lambda^2 Q_{\lambda}} \left[ \frac{1}{\lambda^2} A_{\lambda} \lambda \hat{F}_\lambda + [\partial_t, A_{\lambda}] \hat{w} \right] + O \left( \frac{\varepsilon_1^2}{\lambda^6} \left[ \frac{\varepsilon_2}{\lambda^6} \left( 1 + \frac{r^2}{Q^2} \right) \right] \right).
\]

\(^{15}\)This identity reflects the fact that the dual Hamiltonian \( \nabla \cdot A_{\lambda} \) driving the \( \hat{w}_1 \) equation (5.39) is repulsive, and this is reminiscent from geometric equations, see \([35], [33]\).
We combine this with (5.42) to derive:

\[
\begin{align*}
d\frac{d}{dt}\left\{ \int \frac{\hat{b}(\Lambda Q)\lambda}{\lambda^2 Q^2} \hat{\omega}_2 \hat{w} - 2 \int \frac{\hat{b} \hat{\omega}_2^2}{\lambda^2 Q^2} \right\} &= \int \frac{\hat{b}(\Lambda Q)\lambda}{\lambda^2 Q^2} \hat{\omega}_2^2 + \frac{2\hat{b}}{\lambda^2} (\mathcal{M}\hat{\omega}_2, \hat{w}_2) \\
&+ \int \frac{\dddot{\omega}_2 + \dddot{\omega}_1^2}{\lambda^2} \left[ 8\hat{b}_s - \frac{2\hat{b}_s}{\lambda} \right] \\
&- \frac{\hat{b}}{\lambda^2} \int Q_\lambda \nabla (\mathcal{M}\hat{\omega}_2) \cdot \nabla \left[ 2\phi_\hat{w} + \frac{(2Q + \Lambda Q)\lambda}{\lambda^2 Q^2} \hat{\omega}_2 \right] \\
&+ \int \frac{\hat{b}(\Lambda Q)\lambda}{\lambda^2 Q^2} \left[ \hat{\omega} + \frac{1}{\lambda^2} \hat{\omega}_2 \right] - 4\hat{b} \int \frac{\hat{\omega}_1}{\lambda^2 Q^2} \cdot \left[ \frac{1}{\lambda^2} A\lambda \hat{\omega}_2 \right] \\
&+ \int \frac{\hat{b}(\Lambda Q)\lambda}{\lambda^2 Q^2} \hat{\omega} \nabla \cdot (\hat{\theta}_\lambda, A\lambda) \hat{\omega} - 4\hat{b} \int \frac{\hat{\omega}_1}{\lambda^2 Q^2} \cdot (\hat{\theta}_\lambda, A\lambda) \hat{\omega} \\
&+ O \left( \int \frac{|\dddot{\omega}_2 + \dddot{\omega}_1|^2}{\lambda^6 Q(1 + r^2)} ([\hat{b}_s] + \hat{b}_2) \right).
\end{align*}
\]

We now observe by integration by parts:

\[
\int \frac{\dddot{\omega}_2 + \dddot{\omega}_1^2}{\lambda^2 Q} = -\int Q \nabla \hat{M} \cdot \nabla \left( \frac{\dddot{\omega}_2}{\lambda} \right) = -\int \frac{\dddot{\omega}_1^2}{\lambda} + \int Q \nabla \hat{M} \cdot \nabla \phi \hat{\omega}
\]

and hence the cancellation\(^\text{15}\):

\[
\int \frac{\dddot{\omega}_2 + \dddot{\omega}_1^2}{\lambda^2 Q} = \int \dddot{\omega}_1 \cdot \nabla \phi \hat{\omega}.
\]

Similarly:

\[
\begin{align*}
&-\int \frac{2}{Q} (\dddot{\omega} \hat{\Phi} + \dddot{\omega}_2 \hat{\Phi}) - 4 \int \frac{1}{Q^2} \dddot{\omega}_1 \cdot A\hat{\Phi} \\
&= 2 \int Q \nabla \hat{M} \hat{\Phi} \cdot \nabla (\hat{M} \hat{\Phi} - \phi \hat{\Phi}) + 2 \int Q \nabla \hat{M} \hat{\Phi} \cdot \nabla (\hat{M} \hat{\Phi} - \hat{\Phi}) - 4 \int Q \nabla \hat{M} \hat{\Phi} \cdot \nabla \hat{M} \hat{\Phi} \\
&= -2 \int \dddot{\omega}_1 \cdot \nabla \phi \hat{\Phi} - 2 \int Q \nabla \hat{M} \hat{\Phi} \cdot \nabla \phi \hat{\omega}
\end{align*}
\]

and thus:

\[
\begin{align*}
&\int \frac{\hat{b}(\Lambda Q)\lambda}{\lambda^2 Q^2} \left[ \hat{\omega} + \frac{1}{\lambda^2} \hat{\omega}_2 \hat{\Phi}_\lambda \right] - 4\hat{b} \int \frac{\hat{\omega}_1}{\lambda^2 Q^2} \cdot \left[ \frac{1}{\lambda^2} A\lambda \hat{\Phi}_\lambda \right] \\
&= \frac{\hat{b}}{\lambda^6} \left\{ \int \frac{\Lambda Q + 2Q}{Q^2} (\dddot{\omega} \hat{\Phi} + \dddot{\omega}_2 \hat{\Phi}) - 2 \int \dddot{\omega}_1 \cdot \nabla \phi \hat{\Phi} - 2 \int \nabla \phi \hat{\omega} \cdot Q \nabla \hat{M} \hat{\Phi} \right\}.
\end{align*}
\]

\(^\text{15}\)which corresponds to an improved decay at infinity, each term in the left hand side of (5.43) being too slowly decaying at infinity to be treated separately.
We finally obtain the identity:
\[
\frac{d}{dt} \left\{ \int \hat{b}(\Lambda Q + 2Q) \hat{\theta}_2 \hat{\varepsilon} - 2 \int \hat{b} \hat{\varepsilon}_1 \cdot \nabla \phi \right\} = \int \hat{b}(\Lambda Q) \lambda \hat{\omega}_2^2 + \frac{2\hat{b}}{\lambda^4} (M_\lambda \hat{w}_2, \hat{w}_2)
\]
\[+ \int \hat{\varepsilon}_1 \cdot \nabla \phi \left[ \frac{8b}{\lambda^6} \hat{\theta}_s \right] - \frac{\hat{b}}{\lambda^4} \int Q \lambda \nabla (M_\lambda \hat{w}_2) \cdot \nabla \left[ 2\phi \hat{w} + \frac{(2Q + \Lambda Q)_\lambda}{\lambda^2 Q^2} \hat{w} \right]
\]
\[+ \frac{\hat{b}}{\lambda^6} \left\{ \int \Lambda Q + 2Q \frac{Q^2}{Q^2} (\hat{\varepsilon}_2 \hat{\varepsilon} + \hat{\varepsilon}_2 \hat{\varepsilon}) - 2 \int \hat{\varepsilon}_1 \cdot \nabla \phi \hat{\varepsilon} - 2 \int \nabla \phi \cdot Q \nabla M \hat{\varepsilon} \right\}
\]
\[+ O \left( \int \frac{\hat{\varepsilon}_2 \hat{\varepsilon} + |\hat{\varepsilon}_1|^2}{\hat{b}^2 Q^2 (1 + r^2)} (|\hat{b}| + \frac{\lambda s}{\lambda}) \right).
\]
We combine this with the energy identity (5.41) and obtain the modified and manageable energy identity:
\[
\frac{1}{2} \frac{d}{dt} \left\{ (M_\lambda \hat{w}_2, \hat{w}_2) + \int \hat{b}(\Lambda Q + 2Q) \hat{\theta}_2 \hat{\varepsilon} - 2 \int \hat{b} \hat{\varepsilon}_1 \cdot \nabla \phi \right\} = \int \hat{b}(\Lambda Q) \lambda \hat{\omega}_2^2 + \frac{2\hat{b}}{\lambda^4} (M_\lambda \hat{w}_2, \hat{w}_2)
\]
\[+ \int \hat{\varepsilon}_1 \cdot \nabla \phi \left[ \frac{8b}{\lambda^6} \hat{\theta}_s \right] - \frac{\hat{b}}{\lambda^4} \int Q \lambda \nabla (M_\lambda \hat{w}_2) \cdot \nabla \left[ 2\phi \hat{w} + \frac{(2Q + \Lambda Q)_\lambda}{\lambda^2 Q^2} \hat{w} \right]
\]
\[+ \frac{\hat{b}}{\lambda^6} \left\{ \int \Lambda Q + 2Q \frac{Q^2}{Q^2} (\hat{\varepsilon}_2 \hat{\varepsilon} + \hat{\varepsilon}_2 \hat{\varepsilon}) - 2 \int \hat{\varepsilon}_1 \cdot \nabla \phi \hat{\varepsilon} - 2 \int \nabla \phi \cdot Q \nabla M \hat{\varepsilon} \right\}
\]
\[+ \frac{\hat{b}}{\lambda^2} \left\{ \int Q \lambda \nabla (M_\lambda \hat{w}_2) \cdot \nabla \left[ 2\phi \hat{w} + \frac{(2Q + \Lambda Q)_\lambda}{\lambda^2 Q^2} \hat{w} \right]
\]
\[+ \int \frac{\hat{\varepsilon}_2 \hat{\varepsilon}}{\lambda^4 Q^2} \left[ \left( \frac{\lambda s}{\lambda} + \hat{b} \right) (\Lambda Q)_\lambda \right]
\]
\[+ O \left( \int \frac{|\hat{\varepsilon}_2 \hat{\varepsilon}| + |\hat{\varepsilon}_1|^2}{\hat{b}^2 Q^2 (1 + r^2)} (|\hat{b}| + \frac{\lambda s}{\lambda}) \right).
\]
We now aim at estimating all terms in (5.44). We will implicitly use the bounds of Lemma C.1. We will make an essential use of the improved decay (5.41).

**Step 4. Boundary term in time.** We estimate using Lemma 5.3
\[
\left| \int \hat{b}(\Lambda Q + 2Q) \hat{\theta}_2 \hat{\varepsilon} \right| \lesssim \frac{\hat{b}}{\lambda^4} \int \frac{|\hat{\varepsilon}_2 \hat{\varepsilon}|}{(1 + r^2)Q} \lesssim \frac{\hat{b}}{\lambda^4} \left( \int \frac{\hat{\varepsilon}_2 \hat{\varepsilon}}{Q} \right)^\frac{1}{2} \left( \int \hat{\varepsilon}_2 \hat{\varepsilon} \right)^\frac{1}{2}
\]
\[\lesssim \frac{C(M)b^3}{\lambda^4} \left[ ||\varepsilon_2||_{L^2}^2 + ||\varepsilon_2||_{L^2}^2 + ||\ell||_{L^2}^2 + ||\varepsilon||_{L^2}^2 \right]
\]
\[\lesssim \frac{C(M)b^3}{|\text{log} b|^2}
\]
Next, we observe from (5.36) and (5.41) the decay estimate:

\[
\left| \frac{1}{\lambda^4} \int b \bar{\varepsilon}_1 \cdot \nabla \phi_\varepsilon \right| \lesssim \frac{b}{\lambda^4} \left( \int (1 + r^2) |\bar{\varepsilon}_1|^2 \right)^{\frac{1}{2}} \left( \int \frac{|\nabla \phi_\varepsilon|^2}{1 + r^2} \right)^{\frac{1}{2}}
\]

\[
\lesssim \frac{b}{\lambda^4} \left[ \int (1 + r^2) |\varepsilon_1|^2 + \int \frac{|\nabla \phi_\varepsilon|^2}{1 + r^2} + \int (1 + r^2) |\nabla \zeta|^2 + \int |\zeta|^2 + \int \frac{|\nabla \phi_\zeta|^2}{1 + r^2} \right]
\]

\[
\lesssim \frac{b}{\lambda^4} \left[ |\log b|^C \left( \|\varepsilon_2\|_{L^2}^2 + b^5 \right) + \frac{b^2}{|\log b|^2} \right] \lesssim C(M) b^3 \frac{|\log b|^2}{|\log b|^2}.
\]

**Step 5.** Lower order quadratic terms. We now estimate the lower order quadratic terms in the RHS of (5.36). First the terms which are estimated using dissipation, (C.3) and Lemma 5.3:

\[
\left| \frac{b}{2\lambda^2} \int Q_\lambda \nabla (M_\lambda \hat{w}_2) \cdot \nabla \left[ 2 \phi \hat{\varepsilon} + \frac{(2Q + \Lambda Q) R}{\lambda^2 Q^2} \hat{\varepsilon}_w \right] \right|
\]

\[
\leq \frac{1}{100} \int Q_\lambda |\nabla M_\lambda \hat{w}_2|^2 + C(M) \frac{b^2}{\lambda^6} \int \frac{1}{Q} \left[ \frac{|\hat{\varepsilon}|^2}{1 + r^6} + \frac{|\nabla \phi_\varepsilon|^2}{1 + r^6} \right]
\]

Next, we observe from (5.36) and (5.41) the decay estimate:

\[
|\partial_t, A_\lambda \hat{w}| \lesssim \frac{b}{\lambda^2} \left[ \frac{|\varepsilon|}{1 + r^3} + \frac{|\nabla \phi_\varepsilon|}{1 + r^4} \right]
\]

which leads using (C.1), (C.2), (C.5) to the bounds:

\[
\left| \int [\partial_t, A_\lambda \hat{w}] \cdot \nabla (M_\lambda w_2) \right| \leq \frac{1}{100} \int Q_\lambda |\nabla M_\lambda \hat{w}_2|^2 + C(M) \frac{b^2}{\lambda^6} \int \frac{1}{Q} \left[ \frac{|\hat{\varepsilon}|^2}{1 + r^6} + \frac{|\nabla \phi_\varepsilon|^2}{1 + r^6} \right]
\]

\[
\leq \frac{1}{100} \int Q_\lambda |\nabla M_\lambda \hat{w}_2|^2 + C(M) \frac{b^2}{\lambda^6} \left[ \|\varepsilon_2\|_{L^2}^2 + \frac{b^2}{|\log b|^2} \right],
\]

\[
\left| \int \frac{b(\Lambda Q)}{2\lambda^2 Q^2} \hat{\varepsilon}_w \cdot ([\partial_t, A_\lambda \hat{w}] \right| \lesssim \frac{b^2}{\lambda^6} \int \left[ \frac{|\hat{\varepsilon}|}{1 + r^3} + \frac{|\nabla \phi_\varepsilon|}{1 + r^4} \right] \left[ \frac{|\nabla \hat{\varepsilon}|}{Q} + \frac{|\hat{\varepsilon}|}{(1 + r)Q} \right]
\]

\[
\lesssim \frac{b^2}{\lambda^6} \left[ |\log b|^C \|\varepsilon_2\|_{L^2}^2 + \int |\zeta|^2 + \int (1 + r^2) |\nabla \zeta|^2 + \int \frac{|\nabla \phi_\zeta|^2}{1 + r^2} \right]
\]

\[
\lesssim \frac{b^2}{\lambda^6} \left[ |\log b|^C \|\varepsilon_2\|_{L^2}^2 + \frac{b^2}{|\log b|^2} \right],
\]

\[
\left| b \int \frac{\hat{\varepsilon}_1}{\lambda^2 Q^\lambda} \cdot [\partial_t, A_\lambda \hat{w}] \right| \lesssim \frac{b^2}{\lambda^6} \int \frac{|\varepsilon_1|}{1 + r^3} + \frac{|\nabla \phi_\varepsilon|}{1 + r^4}
\]

\[
\lesssim \frac{b^2}{\lambda^6} \left[ \int (1 + r^2) |\varepsilon_1|^2 + \int |\varepsilon|^2 + \int \frac{|\nabla \phi_\varepsilon|^2}{1 + r^2} + \int |\zeta|^2 + \int (1 + r^2) |\nabla \zeta|^2 + \int \frac{|\nabla \phi_\zeta|^2}{1 + r^2} \right]
\]

\[
\lesssim \frac{b^2}{\lambda^6} \left[ |\log b|^C \|\varepsilon_2\|_{L^2}^2 + \frac{b^2}{|\log b|^2} \right].
\]

We now estimate using from (5.28), (5.3), (5.4) the rough bounds:

\[
\left| \frac{\lambda_s}{\lambda} \right| \lesssim b, \quad \left| \hat{b}_s \right| \lesssim b^2,
\]
and therefore:
\[
\left| \int \frac{\hat{\varepsilon}_1 \cdot \nabla \phi_2}{2\lambda^6} \left[ \hat{c}_b \frac{\lambda_s}{\lambda} - \hat{b}_s \right] \right|
\]
\[\lesssim \frac{b^2}{\lambda^6} \int |\hat{\varepsilon}_1 \cdot \nabla \phi_2| \lesssim \frac{b^2}{\lambda^6} \left[ \|\log b\| C \|\varepsilon_2\|_{L^2_Q}^2 + b^4 + \int (1 + r^2)|\nabla \zeta|^2 + \int |\zeta|^2 + \int \frac{|\nabla \phi_2|^2}{1 + r^2} \right] \]
\[\lesssim \frac{b^2}{\lambda^6} \left[ \|\log b\| C \|\varepsilon_2\|_{L^2_Q}^2 + \frac{b^2}{\|\log b\|^2} \right],
\]
and for the error term:
\[
\int \frac{\hat{\varepsilon}_2 \hat{\varepsilon}_1}{\lambda^6 Q(1 + r^2)} (|b_s| + b \frac{\lambda_s}{\lambda} + b + b^2)
\]
\[\lesssim \frac{b^2}{\lambda^6} \int \left[ (1 + r^2)|\varepsilon_2\|^2 + (1 + r^2)|\varepsilon_1|^2 + \hat{\varepsilon}_2^2 \right]
\]
\[\lesssim C(M) \frac{b^2}{\lambda^6} \left[ \|\varepsilon_2\|_{L^2_Q}^2 + \frac{b^2}{\|\log b\|^2} \right].
\]

We now estimate using the bound (1.25), (5.3):
\[\left| \frac{\lambda_s}{\lambda} + \hat{b} \right| \lesssim \frac{b}{\|\log b\|}.
\]

Note that this bound is very bad to treat the radiation term \( \zeta \) and we will need some additional cancellation. We recall the decomposition (5.22), (5.23) and first estimate using Lemma 5.3.
\[
\left| \int \frac{\hat{\omega}_2}{\lambda^2 Q^2} \left[ \frac{\lambda_s}{\lambda} + \hat{b} \right] (\Lambda Q) \right| \lesssim \frac{b}{\|\log b\| \lambda^6} \left| \int (\varepsilon_2 + \Lambda \zeta_{\text{sm}} + \xi + (b - \hat{b})\Lambda Q)^2 \right| \Lambda Q
\]
\[\lesssim \frac{b}{\|\log b\| \lambda^6} \left[ \|\varepsilon_2\|_{L^2_Q}^2 + \|\Lambda \zeta_{\text{sm}}\|_{L^2_Q}^2 + \|\xi\|_{L^2_Q}^2 + \frac{b^2}{\|\log b\|^2} \int \left( \frac{\Lambda Q}{Q} \right)^2 \Lambda Q \right]
\]
\[+ \frac{b}{\|\log b\|} \left| \int (\varepsilon_2 + \Lambda \zeta_{\text{sm}}) \frac{(\Lambda Q)^2}{Q^2} \right| + \frac{b^2}{\|\log b\|^2} \int_{r \geq b_1} \frac{1}{1 + r^4}
\]
\[\lesssim \frac{b}{\lambda^6} \left[ \frac{b^2}{\|\log b\|} \|\varepsilon_2\|_{L^2_Q}^2 + \frac{b^3}{\|\log b\|^2} \|\Lambda \zeta_{\text{sm}}\|_{L^2_Q}^2 + \frac{b^2}{\|\log b\|^2} \int \left( \frac{\Lambda Q}{Q} \right)^2 \Lambda Q \right] + \frac{b}{\|\log b\|^2} \left| \int (\varepsilon_2 + \Lambda \zeta_{\text{sm}}) \frac{(\Lambda Q)^2}{Q^2} \right|^2.
\]

We now use the cancellation (5.41) to estimate
\[\left( \frac{\Lambda Q}{Q} \right)^2 = 4 + O \left( \frac{1}{1 + r^2} \right)
\]
and hence using (2.33), (5.11):
\[\left| \int \Lambda \zeta_{\text{sm}} (\Lambda Q)^2 \right| \lesssim \left| \int \frac{\Lambda \zeta_{\text{sm}}}{1 + r^2} \right| \lesssim \|\Lambda \zeta_{\text{sm}}\|_{L^2} \lesssim \frac{b^2}{\|\log b\|}.
\]

We now claim the algebraic identity
\[\mathcal{M}(\Lambda^2 Q) = \left( \frac{\Lambda Q}{Q} \right)^2 \]
which is proved below, and conclude using (2.24):
\[\int \left( \frac{\Lambda Q}{Q} \right)^2 \Lambda Q = (\mathcal{M}(\Lambda^2 Q), \Lambda Q) = -2 \int \Lambda^2 Q = 0.
\]
Finally, using (5.45), (2.4), (2.33), (5.15):

\[ \left| \phi, \left( \frac{\Lambda Q}{Q} \right)^2 \right| \lesssim \left| \phi, \mathcal{M}(\Lambda^2 Q + 2\Lambda Q) \right| = \left| \mathcal{M} \phi \cdot (r(\Lambda Q + 2Q)) \right| \]

\[ \lesssim \left( \int Q|\nabla(\mathcal{M} \phi)|^2 \right)^{\frac{1}{2}} \left( \int \frac{r^2(\Lambda Q + 2Q)^2}{Q} \right)^{\frac{1}{2}} \]

\[ \lesssim \left( \int Q|\nabla(\mathcal{M} \phi)|^2 + \frac{b^4}{|\log b|^2} \right)^{\frac{1}{2}}. \]

The collection above bounds yields the admissible control:

\[ \int \frac{\phi^2}{\lambda^2 Q^2} \left[ \left( \frac{\lambda}{\phi} \right) \right] (\Lambda Q) \lambda \lesssim \frac{b}{\lambda^6} \left[ b^\frac{7}{2} \| \phi \|_{L^2} + \frac{b^3}{|\log b|^2} \right] + \frac{1}{100\lambda^6} \int Q|\nabla(\mathcal{M} \phi)|^2. \]

**Proof of (5.45):** For any well localized function, we have the commutator formula:

\[ \mathcal{M} \Lambda f = \Lambda \mathcal{M} f + x \cdot \nabla Q f - 2\phi f \]

from which using (2.33), (2.41) and the critical relation \( \int \Lambda Q = 0 \):

\[ \mathcal{M}(\Lambda^2 Q) = \Lambda(\mathcal{M} \Lambda Q) + x \cdot \nabla Q \Lambda Q - 2\phi \Lambda Q = -4 + \left( \frac{\Lambda Q}{Q} \right)^2 - 2 \phi \Lambda Q + \frac{\Lambda Q}{Q} \]

\[ = \left( \frac{\Lambda Q}{Q} \right)^2. \]

**step 6** Leading order \( E_2 \) terms. We claim the bounds:

\[ \left| (\phi, \mathcal{M} \mathcal{L} E_2) \right| \lesssim b \left[ \frac{b^\frac{7}{2}}{|\log b|^2} \| \phi \|_{L^2} + \frac{b^3}{|\log b|^2} \right], \quad \text{(5.46)} \]

\[ \int \frac{\Lambda Q}{Q^2} (\mathcal{L} \phi \cdot \nabla \phi - \nabla \phi \cdot \nabla \phi) = \int \phi \cdot \nabla (\phi \cdot \nabla \phi) - 2 \int \phi \cdot \nabla \phi \cdot \nabla \phi - 2 \int \phi \cdot \nabla \phi \cdot \nabla \phi \cdot \nabla \phi \cdot \nabla \phi \]

\[ \lesssim b \left[ \frac{b^\frac{7}{2}}{|\log b|^2} \| \phi \|_{L^2} + \frac{b^3}{|\log b|^2} \right]. \quad \text{(5.47)} \]

**Proof of (5.10):** We compute using (2.33) and \( \mathcal{L} T_1 = \Lambda Q \):

\[ \left| (\phi, \mathcal{M} \mathcal{L} [\chi_{\mathbb{R}_+} T_1]) \right| = \left| (\phi, \mathcal{M} \mathcal{L} [(1 - \chi_{\mathbb{R}_+}) T_1]) \right| \]

\[ \lesssim \| \phi \|_{L^2} \left( \int \frac{|\mathcal{L} [(1 - \chi_{\mathbb{R}_+}) T_1]|^2}{Q} \right)^{\frac{1}{2}}. \]

We now estimate using the radial representation of the Poisson field and (5.2):

\[ \phi'_{(1 - \chi_{\mathbb{R}_+}) T_1} \frac{1}{r} \int_0^r (1 - \chi_{\mathbb{R}_+}) T_1 \tau d\tau = O \left( \frac{\log r}{r} \right) 1_{r \geq \frac{r_0}{4}} \]

and hence the pointwise bound:

\[ \| \mathcal{L} [(1 - \chi_{\mathbb{R}_+}) T_1] \| \lesssim \frac{1}{1 + r^2} 1_{r \geq \frac{r_0}{4}} \]

\[ \frac{1}{1 + r^4} \]

which leads to the bound:

\[ \left| (\phi, \mathcal{M} \mathcal{L} [\chi_{\mathbb{R}_+} T_1]) \right| \lesssim \frac{b^2}{|\log b|^2} \| \phi \|_{L^2} \left( \int \frac{1}{1 + r^4} \right)^{\frac{1}{2}} \lesssim \frac{b^2}{|\log b|^2} \| \phi \|_{L^2}. \]
We treat the term involving the radiation as follows. Arguing like for (5.21), we estimate:

\[
\mathcal{L}(\chi \frac{\mu_0}{\tau} T_1) = \Lambda Q + \bar{\xi}, \quad \bar{\xi} = O \left( \frac{1}{r^{3/2}} \right)
\]  

(5.50)

from which using (5.21), (5.23), (2.2):

\[
|\mathcal{L} \zeta_{\text{big}}, \mathcal{M} \mathcal{L} E_2| = c_b b^2 \left| (b - \bar{b}) \Lambda Q + \xi, \mathcal{M} (\Lambda Q + \bar{\xi}) \right|
\]

\[
\lesssim \frac{b^2}{|\log b|} \left| b - \bar{b} \right| \int |\bar{\xi}| + \int |\xi| + \|\xi\|_{L_Q^2} \|\bar{\xi}\|_{L_Q^2}
\]

\[
\lesssim \frac{b^4}{|\log b|^2}.
\]

Similarly, using (2.33), (5.10), (5.50):

\[
|\mathcal{L} \zeta_{\text{sm}}, \mathcal{M} \mathcal{L} E_2| = c_b b^2 \left| (\mathcal{L} \zeta_{\text{sm}}, \mathcal{M} (\Lambda Q + \bar{\xi}) \right|
\]

\[
= c_b b^2 \left| (\mathcal{L} \zeta_{\text{sm}}, \mathcal{M} \bar{\xi}) \right| \lesssim \frac{b^2}{|\log b|} \|\mathcal{L} \zeta_{\text{sm}}\|_{L_Q^2} \|\bar{\xi}\|_{L_Q^2}
\]

\[
\lesssim \frac{b^2}{|\log b|^2} \left( \frac{b^3}{|\log b|^2} \right)^{\frac{1}{2}} \left( \frac{1}{B_0} \right)^{\frac{1}{2}} \lesssim \frac{b^4}{|\log b|^2},
\]

and (5.49) is proved.

**Proof of (5.47):** We estimate in brute force using (5.51), (C.1) and Lemma 5.3:

\[
b \left| \int \frac{\Lambda Q + 2Q}{Q^2} (\hat{\xi} \mathcal{L} E_2 + \hat{\xi}_2 E_2) \right| \lesssim b \frac{b^2}{|\log b|} \int \frac{1}{1 + r^2} \left[ |\hat{\xi}| + |\nabla \zeta| + \frac{Q |\nabla \phi_\xi|}{1 + r^2} \right]
\]

\[
\lesssim b \frac{b^2}{|\log b|} \left( \int (1 + r^2)|\hat{\xi}|^2 + |\zeta|^2 + (1 + r^2)|\nabla \zeta|^2 + \frac{|\nabla \phi_\xi|^2}{1 + r^2} \right)^{\frac{1}{2}}
\]

\[
\lesssim b \frac{b^2}{|\log b|} \left[ C(M) \|\xi\|_{L_Q^2} + \frac{b}{|\log b|} \right] \lesssim b \left[ \frac{b^2}{|\log b|} C(M) \|\xi\|_{L_Q^2} + \frac{b^3}{|\log b|^2} \right],
\]

and using an integration by parts:

\[
b \left| \int \nabla \phi_\xi \cdot Q \nabla \mathcal{M} E_2 \right| = b \left| (Q \hat{\xi} + \nabla Q \cdot \nabla \phi_\xi, \mathcal{M} E_2) \right|
\]

\[
\lesssim b \frac{b^2}{|\log b|} \left( \int |\hat{\xi}|^2 + \frac{|\nabla \phi_\xi|^2}{1 + r^2} \right)^{\frac{1}{2}}
\]

\[
\lesssim b \frac{b^2}{|\log b|} \left( \int |\hat{\xi}|^2 + \frac{|\nabla \phi_\xi|^2}{(1 + r^2)(1 + |\log r|^2)} \right)^{\frac{1}{2}}
\]

\[
\lesssim b \left[ \frac{b^2}{|\log b|} C(M) \|\xi\|_{L_Q^2} + \frac{b^3}{|\log b|^2} \right],
\]
and (5.34) is proved.

**Step 7** $\tilde{\Psi}_b$ terms. We now estimate the $\tilde{\Psi}_b$ type of terms. From (5.34),

$$\left| (\tilde{\varepsilon}_2, \mathcal{M} \mathcal{L} \tilde{\Psi}_b) \right| \lesssim \left( \int Q |\nabla \mathcal{M} \tilde{\varepsilon}_2|^2 \right)^{\frac{1}{2}} \left( \int Q |\nabla \mathcal{M} \tilde{\Psi}_b|^2 \right)^{\frac{1}{2}} \lesssim \frac{1}{100} \int Q |\nabla \mathcal{M} \tilde{\varepsilon}_2|^2 + C \frac{b^4}{|\log b|^2}.$$

Next, from (3.53):

$$\left| \frac{b}{\lambda^6} \int \frac{\Lambda Q + 2Q}{Q^2} \tilde{\varepsilon} \cdot \mathcal{L} \tilde{\Psi}_b \right| \lesssim \frac{b}{\lambda^6} \int \frac{|\varepsilon \mathcal{L} \tilde{\Psi}_b|}{Q(1 + r^2)} \lesssim \frac{b}{\lambda^6} \|\varepsilon\|_{L^2} \|\mathcal{L} \tilde{\Psi}_b\|_{L^2_{\lambda}} \lesssim C(M) \frac{b}{\lambda^6} \frac{b^2}{|\log b|^2} \left( \|\varepsilon\|_{L^2_{\lambda}} + \|\zeta\|_{L^2} \right) \lesssim \frac{b}{\lambda^6} \left[ b^2 \|\varepsilon\|_{L^2_{\lambda}} + \frac{b^3}{|\log b|^2} \right].$$

From (3.53), (C.1):

$$\left| \frac{b}{\lambda^6} \int \frac{\Lambda Q + 2Q}{Q^2} \tilde{\varepsilon}_2 \tilde{\Psi}_b \right| \lesssim \frac{b}{\lambda^6} \int \frac{|\varepsilon_2 \tilde{\Psi}_b|}{Q(1 + r^2)} \lesssim \frac{b}{\lambda^6} \|\varepsilon_2\|_{L^2_{\lambda}} \|\tilde{\Psi}_b\|_{L^2} \lesssim \frac{b}{\lambda^6} \left[ b^2 \|\varepsilon_2\|_{L^2_{\lambda}} + \frac{b^3}{|\log b|^2} \right].$$

From (3.53), (C.2):

$$\left| \frac{b}{\lambda^6} \int \varepsilon_1 \cdot \nabla \phi \tilde{\Psi}_b \right| \lesssim \frac{b}{\lambda^6} \left( \int \frac{|\nabla \phi \tilde{\Psi}_b|^2}{1 + r^2} \right)^{\frac{1}{2}} \left( \int \frac{\left| \int \nabla \phi \tilde{\Psi}_b \right|^2}{1 + r^2} \right)^{\frac{1}{2}} \lesssim \frac{b}{\lambda^6} \frac{b^2}{|\log b|^2} \left[ C(M) \|\varepsilon_2\|_{L^2_{\lambda}} + \left( \int \frac{|\nabla \zeta|^2}{1 + r^2} + \int \frac{|\nabla \phi\tilde{\Psi}_b|^2}{1 + r^2} \right)^{\frac{1}{2}} \right] \lesssim \frac{b}{\lambda^6} \left[ b^2 \|\varepsilon_2\|_{L^2_{\lambda}} + \frac{b^3}{|\log b|^2} \right].$$

Finally, from (3.53), (C.3):

$$\left| \frac{b}{\lambda^6} \int \phi \cdot \nabla \mathcal{M} \tilde{\Psi}_b \right| \lesssim \frac{b}{\lambda^6} \int \left| \nabla \tilde{\Psi}_b \right| + \left| \frac{\tilde{\Psi}_b}{1 + r} + Q |\nabla \phi \tilde{\Psi}_b| \right| \lesssim \frac{b}{\lambda^6} \left( \int \frac{|\nabla \phi\tilde{\Psi}_b|^2}{1 + r^2} + \frac{b^5}{|\log b|^2} \right)^{\frac{1}{2}} \left( \int (1 + r^2) \frac{\left| \nabla \tilde{\Psi}_b \right|^2}{1 + r^2} + \left| \frac{\tilde{\Psi}_b}{1 + r} + Q |\nabla \phi \tilde{\Psi}_b| \right|^2 \frac{1}{1 + r^2} \right)^{\frac{1}{2}} \lesssim \frac{b}{\lambda^6} \left[ b^2 \|\varepsilon_2\|_{L^2_{\lambda}} + \frac{b^3}{|\log b|^2} \right].$$

**Step 8** Modulation terms. We now treat the modulation parameters given by (5.35) which require the introduction of the lifted parameter $\tilde{b}$ and the radiation term $\zeta_b$. We decompose:

$$\tilde{\text{Mod}} = \text{Mod}_0 + \text{Mod}_1,$$

$$\text{Mod}_0 = -\partial_b \tilde{Q}_b,$$

$$\text{Mod}_1 = \left( \frac{\lambda}{\lambda} + b \right) \Lambda \tilde{Q}_b = \left( \frac{\lambda}{\lambda} + b \right) (\Lambda Q + b \Lambda \tilde{T}_1 + b^2 \Lambda \tilde{T}_2),$$

and further split:

$$\text{Mod}_0 = \text{Mod}_{0,1} + \text{Mod}_{0,2},$$
\[ Mod_{0,1} = -\hat{b}_s T_1, \quad Mod_{0,2} = -\hat{b}_s \left( \hat{T}_1 - T_1 + b \frac{\partial \hat{T}_1}{\partial b} + 2b \hat{T}_2 + b^2 \frac{\partial \hat{T}_2}{\partial b} \right). \]

We claim the bounds:

\[ \int |r^i \partial_r^i Mod_{0,1}|^2 + \int \frac{\mathcal{L} Mod_{0,1}}{Q} \leq |\hat{b}_s|^2, \quad (5.53) \]

\[ \int |r^i \partial_r^i Mod_{0,2}|^2 + \int \frac{\mathcal{L} Mod_{0,2}}{Q} \leq b|\hat{b}_s|^2, \quad (5.54) \]

\[ \int |r^i \partial_r^i Mod_{1,1}|^2 + \int \frac{\mathcal{L} Mod_{1,1}}{Q} \leq \left| \frac{\lambda_s}{\lambda} + b \right|^2, \quad (5.55) \]

\[ \int \frac{\mathcal{L} Mod_{1,2}}{Q} \leq b^2 \left| \frac{\lambda_s}{\lambda} + b \right|^2. \quad (5.56) \]

**Proof of (5.53):** This is a direct consequence of (3.18), (3.19).

**Proof of (5.54):** We estimate from (4.49), (4.50), (5.51), (5.52).

\[ \int |r^i \partial_r^i \left[ \hat{T}_1 - T_1 + b \frac{\partial \hat{T}_1}{\partial b} + 2b \hat{T}_2 + b^2 \frac{\partial \hat{T}_2}{\partial b} \right]| \lesssim \frac{1}{r^2} \int |\hat{b}_s|^2 + \left[ r^2 \int \frac{1 + \log(r \sqrt{b})}{|\log b|} \right] \lesssim b(1 + r) \int_{r \leq B_0} \frac{1 + r}{r} \lesssim \frac{1 + r}{r}. \quad (5.57) \]

This yields:

\[ \int |r^i \partial_r^i Mod_{0,2}|^2 \lesssim |\hat{b}_s|^2 \int \frac{1}{1 + r^2} \left[ b^2 \left( 1 + \log(r \sqrt{b}) \right) \right] \lesssim b|\hat{b}_s|^2, \]

\[ \int \frac{\mathcal{L} Mod_{0,2}}{Q} \lesssim b|\hat{b}_s|^2. \quad (5.58) \]

**Proof of (5.55):** We extract from (3.49), (3.51) the rough bound:

\[ \left| r^i \partial_r^i \left( \hat{T}_1 + b \hat{T}_2 \right) \right| \lesssim \frac{1}{1 + r^2} \int_{r \leq 2B_1}, \quad (5.59) \]

\[ \left| \nabla \phi_{r^i \partial_r^i (\hat{T}_1 + b \hat{T}_2)} \right| \lesssim \frac{1 + \log r}{1 + r}. \quad (5.60) \]

This yields:

\[ \int |r^i \partial_r^i Mod_{1,1}|^2 \lesssim \left| \frac{\lambda_s}{\lambda} + b \right|^2 \int \frac{1}{1 + r^4} \lesssim \left| \frac{\lambda_s}{\lambda} + b \right|^2, \]

\[ \int \frac{\mathcal{L} Mod_{1,2}}{1 + r^2} \lesssim \left| \frac{\lambda_s}{\lambda} + b \right|^2 \int \frac{1 + \log |r|^2}{1 + r^4} \lesssim \left| \frac{\lambda_s}{\lambda} + b \right|^2. \]
Proof of (5.56): We use the cancellation $\mathcal{L}Q = 0$, the bound (5.59), (5.60) and the explicit formula (1.15) to estimate:
\[
\int \frac{\mathcal{L} \mathrm{Mod}_{1} \mid^2}{Q} \lesssim b^2 \left\| \frac{\lambda_s}{\lambda} + b \right\|^2 \int \left[ \frac{1}{1 + r^2} 1_{1 \leq r \leq 2B_1} + \frac{1 + |\log r|^2}{1 + r^2} \right] \lesssim b^2 \left\| \frac{\lambda_s}{\lambda} + b \right\|^2.
\]
We are now in position to estimate all terms in (5.44). From (5.13), (5.54), (5.56):
\[
\left| \left( \mathcal{L}_\mathcal{M}_2, \mathcal{L} \mathrm{Mod} \right) \right| \lesssim \left| (\mathcal{M}_2 \mathcal{L} \mathrm{Mod}) + \| \varepsilon_2 \|_{L^2_Q} \left[ \left\| \mathcal{L} \mathrm{Mod}_{0,2} \right\|_{L^2_Q} + \left\| \mathcal{L} \mathrm{Mod}_1 \right\|_{L^2_Q} \right] \right.
\]
\[
\lesssim \left( \| \varepsilon_2 \|_{L^2_Q} + \frac{b^2}{|\log b|} \right) \left[ \left\| \mathcal{L} \mathrm{Mod}_{0,2} \right\|_{L^2_Q} + \left\| \mathcal{L} \mathrm{Mod}_1 \right\|_{L^2_Q} \right]
\]
\[
\lesssim \left( \| \varepsilon_2 \|_{L^2_Q} + \frac{b^2}{|\log b|} \right) \left[ \sqrt{b} |\hat{b}_s| + b \left\| \frac{\lambda_s}{\lambda} + b \right\| \right].
\]
We now use the pointwise bound (1.28) and in a fundamental way the improved bound (5.25) which motivates the introduction of the lifted parameter $\hat{b}_s$ to conclude:
\[
\left| \left( \mathcal{L}_\mathcal{M}_2, \mathcal{L} \mathrm{Mod} \right) \right| \lesssim \left( \| \varepsilon_2 \|_{L^2_Q} + \frac{b^2}{|\log b|} \right) \left[ \sqrt{b} |\hat{b}_s| + b \left\| \frac{\lambda_s}{\lambda} + b \right\| \right]
\]
\[
\lesssim b \left[ \frac{b^2}{|\log b|} \| \varepsilon_2 \|_{L^2_Q} + \frac{b^2}{|\log b|} \right].
\]
Next, from (5.3), (4.28), (5.25), (C.1):
\[
b \left| \int \frac{\Delta Q + 2Q}{Q^2} \varepsilon_2 \mathcal{L} \mathrm{Mod} \right| \lesssim b \left\| \varepsilon_2 \right\|_{L\mathcal{L}_{Q}} \left\| \mathcal{L} \mathrm{Mod} \right\|_{L^2_Q} \lesssim b \left[ \mathcal{C}(M) \| \varepsilon_2 \|_{L^2_Q} + \| \zeta \|_{L^2} \left[ |\hat{b}_s| + b \left\| \frac{\lambda_s}{\lambda} + b \right\| \right] \right]
\]
\[
\lesssim b \left[ \mathcal{C}(M) \| \varepsilon_2 \|_{L^2_Q} + \frac{b}{|\log b|} \right] \| \mathcal{L} \mathrm{Mod} \|_{L^2_Q}
\]
\[
\lesssim b \left[ \frac{b^2}{|\log b|} \| \varepsilon_2 \|_{L^2_Q} + \mathcal{C}(M) \frac{b^2}{|\log b|} \right].
\]
Similarly,
\[
b \left| \int \varepsilon_1 \cdot \nabla \phi \mathcal{L} \mathrm{Mod} \right| \lesssim b \left[ \int (1 + r^2) \varepsilon_1^2 + \int |\zeta|^2 + (1 + r^2) \nabla \zeta^2 + \frac{\nabla \phi \zeta^2}{1 + r^2} \right] \left[ \int \frac{|\nabla \phi \mathcal{L} \mathrm{Mod}|^2}{1 + r^2} \right]^{\frac{1}{2}}
\]
\[
\lesssim b \left[ \mathcal{C}(M) \| \varepsilon_2 \|_{L^2_Q} + \frac{b}{|\log b|} \left[ |\hat{b}_s| + \left\| \frac{\lambda_s}{\lambda} + b \right\| \right] \right]
\]
\[
\lesssim b \left[ \frac{b^2}{|\log b|} \| \varepsilon_2 \|_{L^2_Q} + \mathcal{C}(M) \frac{b^3}{|\log b|^2} \right].
\]
and using (C.5):
\[
b \left| \int \nabla \phi \cdot Q \nabla M \text{Mod} \right| \lesssim b \int |\nabla \phi| \left| \nabla \text{Mod} \right| + \frac{\left| \text{Mod} \right|}{1 + r} + \frac{\left| \nabla \phi \text{Mod} \right|}{1 + r^2}.
\]
\[
\lesssim b \left( \int \frac{|\nabla \phi|^2}{1 + r^2} + \frac{|\nabla \phi|^2}{1 + r^2} \right)^{\frac{1}{2}} \left( \int (1 + r^2)|\nabla \text{Mod}|^2 + \left| \text{Mod} \right|^2 + \frac{|\nabla \phi \text{Mod}|^2}{1 + r^2} \right)^{\frac{1}{2}}
\]
\[
\lesssim b \left[ \| \log b \| \| \varepsilon_2 \|_{L^2_\xi}^2 + b^{10} + \frac{b^2}{|\log b|^2} \right] \left[ \hat{b}_s + \frac{\lambda_s}{\Lambda} + b \right]
\]
\[
\lesssim b C(M) \frac{b^2}{|\log b|} \left( \| \log b \| \| \varepsilon_2 \|_{L^2_\xi}^2 + b^{10} + \frac{b^2}{|\log b|^2} \right)^{\frac{1}{2}}
\]
\[
\lesssim b \left[ \frac{b^2}{|\log b|} \| \varepsilon_2 \|_{L^2_\xi}^2 + C(M) \frac{b^3}{|\log b|^2} \right].
\]

This concludes the control of the forcing induced by the modulation parameters.

**step 9** $E_1$ terms. We split
\[
E_1 = -\zeta_2 + E_{1,1}, \quad E_{1,1} = -\frac{\lambda_s}{\Lambda} \Lambda \zeta.
\]

**$\zeta_2$ terms:** From (5.15):
\[
| (\varepsilon_2, M \mathcal{L} \zeta_2) | = \left( \int Q |\nabla M \varepsilon_2|^2 \right)^{\frac{1}{2}} \left( \int Q |\nabla M \xi_2|^2 \right)^{\frac{1}{2}} \leq \frac{1}{100} \int Q |\nabla M \varepsilon_2|^2 + C \frac{b^4}{|\log b|^2}.
\]

Next, after an integration by parts:
\[
b \left| \int \frac{\Lambda Q + 2Q \varepsilon \mathcal{L} \xi_2}{Q^2} \right| \lesssim b \left( \int Q |\nabla M \xi_2|^2 \right)^{\frac{1}{2}} \left( \int |\varepsilon|^2 + \frac{|\varepsilon|^2}{1 + r^2} \right)^{\frac{1}{2}} \lesssim \frac{b^3}{|\log b|^2} \left[ \frac{b}{|\log b|} + C(M) \| \varepsilon_2 \|_{L^2_\xi} \right] \lesssim b \left[ \frac{b^3}{|\log b|^2} \| \varepsilon_2 \|_{L^2_\xi} + C(M) \frac{b^3}{|\log b|^2} \right].
\]

Similarly, using Lemma 5.3
\[
b \left| \int \nabla \phi \cdot Q \nabla M \xi_2 \right| \lesssim b \left( \int \frac{|\nabla \phi|^2}{1 + r^2} \right)^{\frac{1}{2}} \left( \int Q |\nabla M \xi_2|^2 \right)^{\frac{1}{2}} \lesssim \frac{b^3}{|\log b|} \left[ C(M) \| \varepsilon_2 \|_{L^2_\xi} + \frac{b}{|\log b|} \right] \lesssim b \left[ \frac{b^3}{|\log b|^2} \| \varepsilon_2 \|_{L^2_\xi} + \frac{b^3}{|\log b|^2} \right].
\]

To control the last terms, we introduce the decomposition from (5.22):
\[
\zeta_2 = (b - \hat{b}) \Lambda Q + \tilde{\zeta}_2, \quad \tilde{\zeta}_2 = \xi + \mathcal{L} \xi_{sm}, \quad \xi = |b - \hat{b}|O \left( \frac{1 + r B_I}{1 + r^4} \right).
\]
Observe using Lemma [5.3] that:
\[ \| \tilde{\zeta}_2 \|_{L^2}^2 \lesssim \frac{b^4}{|\log b|^2} + \frac{b^2}{|\log b|^2} \int_{r \geq B_1} \frac{1}{1 + r^8} \lesssim \frac{b^4}{|\log b|^2}, \quad (5.61) \]
and using by construction \( \int \tilde{\zeta}_2 = 0 \) and (A.3):
\[ \int |\nabla \phi_{\tilde{\zeta}_2}|^2 \lesssim \| \tilde{\zeta}_2 \|_{L^2}^2 \lesssim \frac{b^3}{|\log b|^2}. \quad (5.62) \]
We therefore estimate in brute force:
\[ b \left| \int \frac{\Lambda Q + 2Q}{Q^2} \tilde{\zeta}_2 \right| \lesssim b b^2 \left[ \| \varepsilon_2 \|_{L^2} + \| \zeta_2 \|_{L^2} \right] \| \tilde{\zeta}_2 \|_{L^2} \lesssim \frac{b^2}{|\log b|} \left[ \frac{b^2}{|\log b|} \left[ \| \varepsilon_2 \|_{L^2} + \| \zeta_2 \|_{L^2} \right] + \frac{b}{|\log b|^2} \right]. \]
Similarly,
\[ b \left| \int \varepsilon_1 \cdot \nabla \phi_{\tilde{\zeta}_2} \right| \lesssim b \left( \int (1 + r^2)|\varepsilon_1|^2 \right)^{\frac{1}{2}} \left( \int \frac{|\nabla \phi_{\tilde{\zeta}_2}|^2}{1 + r^2} \right)^{\frac{1}{2}} \lesssim b C(M) \| \varepsilon_2 \|_{L^2} \frac{b^2}{|\log b|}. \]
and for the term induced by the radiation using (5.62), (5.61) and the degeneracy (5.41):
\[ b \left| \int Q \nabla (\mathcal{M} \zeta) \cdot \nabla \phi_{\tilde{\zeta}_2} \right| = b \left| \int \zeta_2 \phi_{\tilde{\zeta}_2} \right| \lesssim b|b - \hat{b}| \left| \int \tilde{\zeta}_2 \phi_{AQ} \right| + b \left| \int |\nabla \phi_{\tilde{\zeta}_2}|^2 \right| \lesssim \frac{b^2}{|\log b|} \| \tilde{\zeta}_2 \|_{L^2} + \frac{b}{|\log b|^2} \lesssim \frac{b^4}{|\log b|^2}. \]
It remains to estimate the term:
\[ b(b - \hat{b}) \left[ \int \frac{\Lambda Q + 2Q}{Q^2} \tilde{\zeta}_2 \Lambda Q - 2 \int \varepsilon_1 \cdot \nabla \phi_{AQ} \right] = b(b - \hat{b}) \int \tilde{\varepsilon}_2 \left[ \frac{\Lambda Q (\Lambda Q + 2Q)}{Q^2} + 2\phi_{AQ} \right]. \]
Here we need an additional algebra in order to be able to use dissipation\(^{23}\). We compute from (2.11):
\[ \frac{\Lambda Q (\Lambda Q + 2Q)}{Q^2} + 2\phi_{AQ} = \left( \frac{\Lambda Q}{Q} \right)^2 - 4. \]
We now use (5.43), integrate by parts and use the degeneracy (2.33) and (5.41) to estimate:
\[
\begin{align*}
\left| \int \tilde{\varepsilon}_2 \left[ \frac{\Lambda Q (\Lambda Q + 2Q)}{Q^2} + 2\phi_{AQ} \right] \right| &= \left| \int \tilde{\varepsilon}_2 \mathcal{M} (\Lambda^2 Q) \right| \\
&= \left| \int \tilde{\varepsilon}_2 \mathcal{M} (\Lambda^2 Q + 2\Lambda Q) \right| = \left| \int \mathcal{M} \tilde{\varepsilon}_2 \nabla \cdot (r(\Lambda Q + 2Q)) \right| \\
&= \left( \int Q|\nabla (\mathcal{M} \tilde{\varepsilon}_2)|^2 \right)^{\frac{1}{2}} \left( \int \frac{r^2(\Lambda Q + 2Q)^2}{Q} \right)^{\frac{1}{2}} \lesssim \left( \int Q|\nabla (\mathcal{M} \tilde{\varepsilon}_2)|^2 \right)^{\frac{1}{2}}
\end{align*}
\]
\(^{23}\)for which a better bound than for \( \| \varepsilon_2 \|_{L^2} \) holds in time averaged sense.
and hence the control of the last term:

$$\left| b(b - \hat{b}) \left[ \int \frac{\Lambda Q + 2Q}{Q^2} \hat{\varepsilon}_2 \Lambda Q - 2 \int \hat{\varepsilon}_1 \cdot \nabla \phi \Lambda Q \right] \right|$$

$$\lesssim \frac{\hat{b}^2}{|\log \hat{b}|} \left( \int Q|\nabla (\mathcal{M} \hat{\varepsilon}_2)|^2 \right)^{\frac{1}{2}}$$

$$\leq \frac{1}{100} \int Q|\nabla (\mathcal{M} \hat{\varepsilon}_2)|^2 + C \frac{\hat{b}^4}{|\log \hat{b}|^2}.$$  

$E_{1,1}$ terms: We systematically use the rough pointwise bound from (4.28):

$$\left| \lambda_s \right| \lesssim b.$$  

For the first term, we estimate first using the decomposition (5.22), (5.23) and (5.10):

$$b \left| (\hat{\varepsilon}_2, \mathcal{M} \mathcal{L}(\Lambda \zeta_{\text{sm}})) \right| \lesssim b \left| (\xi + \mathcal{L} \zeta_{\text{sm}}, \mathcal{M} \mathcal{L}(\Lambda \zeta_{\text{sm}})) + b \| \varepsilon_2 \|_{L_Q^2} \| \mathcal{L}(\Lambda \zeta_{\text{sm}}) \|_{L_Q^2} \right|$$

$$\lesssim b \left( \int \frac{b^2}{|\log b|^2} \left( \frac{1}{1 + r^8}\right) Q + \int \frac{\| \mathcal{L} \zeta_{\text{sm}} \|^2}{Q} \right)^{\frac{1}{2}} \| \mathcal{L}(\Lambda \zeta_{\text{sm}}) \|_{L_Q^2} + b \frac{\hat{b}^2}{|\log \hat{b}|} \| \varepsilon_2 \|_{L_Q^2}$$

$$\lesssim b \left( \frac{b^3}{|\log b|^2} \right)^{\frac{1}{2}} \left( \frac{b^3}{|\log b|^2} \right)^{\frac{1}{2}} + b \frac{\hat{b}^2}{|\log \hat{b}|} \| \varepsilon_2 \|_{L_Q^2} \lesssim \frac{b^4}{|\log b|^2} + \frac{b^2}{|\log b|^2} \| \varepsilon_2 \|_{L_Q^2}.$$  

We now observe using (5.19) the cancellation

$$r^i \partial^j_x(\Lambda T_1) = O \left( \frac{1 + |\log r|}{1 + r^4} \right)$$

which implies

$$\int Q|\nabla \mathcal{M} \chi_{B_1}(T_1)|^2 \leq \int \frac{|\nabla \phi \chi_{B_1}(T_1)|^2}{1 + r^4} + \int (1 + r^2)|\nabla \Lambda \chi_{B_1}(T_1)|^2 + (1 + r^2)|\Lambda \chi_{B_1}(T_1)|^2$$

$$\lesssim 1 + \int_{B_1 \leq r \leq 2B_1} \frac{1}{1 + r^2} \lesssim 1$$

from which:

$$b \left| (\hat{\varepsilon}_2, \mathcal{M} \mathcal{L}(\Lambda \zeta_{\text{big}})) \right| = b |b - \hat{b}| \left| \int Q \nabla \mathcal{M} \hat{\varepsilon}_2 \cdot \nabla \mathcal{M} \chi_{B_1}(T_1) \right|$$

$$\leq \frac{1}{100} \int Q|\nabla \mathcal{M} \hat{\varepsilon}_2|^2 + C \frac{\hat{b}^4}{|\log \hat{b}|^2} \int Q|\nabla \mathcal{M} \chi_{B_1}(T_1)|^2$$

$$\leq \frac{1}{100} \int Q|\nabla \mathcal{M} \hat{\varepsilon}_2|^2 + C \frac{\hat{b}^4}{|\log \hat{b}|^2}.$$  

We further estimate using Lemma 5.3

$$b \left| \frac{\Lambda Q + 2Q}{Q^2} \varepsilon \mathcal{L}(b \Lambda \zeta) \right| \lesssim b^2 \| \varepsilon \|_{L^2} \| \mathcal{L} \Lambda \zeta \|_{L_Q^2} \lesssim b \left[ C(\mathcal{M}) \varepsilon_{L_Q^2} + \frac{b}{|\log b|} \right] \frac{\hat{b}^2}{|\log \hat{b}|}$$

$$\lesssim b \left[ \frac{b^2}{|\log b|} \| \varepsilon \|_{L_Q^2} + \frac{b^3}{|\log b|^2} \right].$$
We claim the bounds:

\[
\left| \frac{\Lambda Q + 2Q}{Q^2} \hat{\epsilon}_2(b \Lambda \zeta) \right| \lesssim b^2 \| \hat{\epsilon}_2 \|_{L_\Omega^2} \| \Lambda \zeta \|_{L^2} \lesssim b \left[ \| \epsilon_2 \|_{L_Q^2} + \frac{b}{\log b} \right] \frac{b^2}{\log b},
\]

\[
\lesssim \frac{b^4}{\log b^2} + \frac{b^3}{\log b} \| \epsilon_2 \|_{L_Q^2},
\]

\[
b \left| \int \nabla \phi \cdot \nabla \zeta \right| \lesssim b^2 \left( \int (1 + r^2) |\epsilon| \right) + \left( \int (1 + r^2) |\nabla \zeta|^2 + \int |\nabla \phi \zeta|^2 \right)^{\frac{1}{2}} \left( \int \frac{1}{1 + r^2} \right)^{\frac{1}{2}} \left( \int \frac{1}{1 + r^2} \right)^{\frac{1}{2}} \left( \int \frac{1}{1 + r^2} \right)^{\frac{1}{2}}
\]

\[
\lesssim b^2 \left[ C(M) \| \epsilon_2 \|_{L_Q^2} + \frac{b}{\log b} \right] \frac{b}{\log b} \lesssim \frac{b^4}{\log b^2} + \frac{b^3}{\log b} \| \epsilon_2 \|_{L_Q^2},
\]

and using Proposition C.1.

\[
b \left| \int \nabla \phi \cdot Q \nabla M(b \Lambda \zeta) \right| \lesssim b^2 \left[ (Q \hat{\epsilon} + \nabla Q \cdot \nabla \phi \zeta, \frac{\Lambda \zeta}{Q} \right] + b^2 \left| \int \nabla \phi \cdot Q \nabla \phi \Lambda \zeta \right|
\]

\[
\lesssim b^2 \| \Lambda \zeta \|_{L^2} \left( \int |\epsilon|^2 + \int \left| \frac{\nabla \phi \zeta}{1 + r^2} \right|^2 \right)^{\frac{1}{2}} + b^2 \left( \int \left| \frac{\nabla \phi \zeta}{1 + r^2} \right|^2 \right)^{\frac{1}{2}} \left( \int \left| \frac{\nabla \phi \Lambda \zeta}{1 + r^2} \right|^2 \right)^{\frac{1}{2}}
\]

\[
\lesssim b^2 \frac{b}{\log b} \left[ \| \nabla \phi \|_{C} \epsilon_2 \|_{L_Q^2} + \frac{b}{\log b} \right] \lesssim \frac{b^4}{\log b^2} + \frac{b^3}{\log b} \| \epsilon_2 \|_{L_Q^2}.
\]

**step 10** Non linear terms. We estimate the contribution of the non linear term

\[
N(\epsilon) = \nabla \cdot (\epsilon \nabla \phi \zeta) = \epsilon^2 + \nabla \epsilon \cdot \nabla \phi \zeta.
\]

We decompose using (2.9):

\[
Q \nabla M N(\epsilon) = \nabla N(\epsilon) + Q \nabla \phi N(\epsilon) + N(\epsilon) \nabla \phi Q = S_1 + S_2
\]

with

\[
S_1 = 2\epsilon \nabla \epsilon + \nabla^2 \phi \zeta \cdot \nabla \epsilon + Q \nabla \phi N(\epsilon) + N(\epsilon) \nabla \phi Q,
\]

\[
S_2 = \nabla^2 \epsilon \nabla \phi \zeta.
\]

We claim the bounds:

\[
\forall 2 < p < +\infty, \quad \| \nabla \phi N(\epsilon) \|_{L^p} \lesssim C(p) \| \nabla \phi \|_{C} \left[ \| \epsilon_2 \|_{L_Q^2}^2 + b^{10} \right],
\]

\[
\int |N(\epsilon)|^2 \lesssim \| \nabla \phi \|_{C} \| \epsilon_2 \|_{L_Q^2}^4 + b^{20},
\]

\[
\int |S_1|^2 \lesssim \log b \| \epsilon_2 \|_{L_Q^2}^4 + b^{20},
\]

\[
\int \frac{|S_1|^2}{Q} \lesssim \log b \| \epsilon_2 \|_{L_Q^2}^4 + b^{20},
\]

\[
\int \frac{|S_2|^2}{Q} \lesssim \| \epsilon_2 \|_{L_Q^2}^4 + b^{20},
\]

\[
\int (1 + r^2) |S_2|^2 \lesssim \log b \| \epsilon_2 \|_{L_Q^2}^4 + b^{20}.
\]

**Proof of (5.64):** We estimate from Sobolev and Plancherel:

\[
\| \nabla^2 \phi \zeta \|_{L^\infty} \lesssim \| \nabla^2 \phi \zeta \|_{H^2} \lesssim \| \epsilon \|_{H^2} \lesssim C(M) \| \epsilon_2 \|_{L_Q^2}.
\]

We then estimate from Hardy Littlewood Sobolev:

\[
\| \nabla \phi N(\epsilon) \|_{L^p} \lesssim \| N(\epsilon) \|_{L^r} \quad \text{with} \quad r = \frac{2p}{p + 2} \in (1, 2).
\]
Then from Sobolev and (5.66), (5.70):
\[
\|N(\varepsilon)\|_{L^s} \lesssim \|\varepsilon\|_{L^{2s}}^{1/2} + \|\nabla \varepsilon \cdot \nabla \phi_\varepsilon\|_{L^s} \lesssim \|\varepsilon\|_{H^2}^2 + \|\nabla \varepsilon \cdot \nabla \phi_\varepsilon\|_{H^1}
\]
\[
\lesssim \|\varepsilon\|_{H^2}^2 + \left\| \frac{\nabla \phi_\varepsilon}{1 + r} \right\|_{L^\infty} \left[ (1 + r)\|\nabla \varepsilon\|_{L^2} + (1 + r)\|\nabla^2 \varepsilon\|_{L^2} \right] + \|\nabla^2 \phi_\varepsilon\|_{L^\infty} \|\nabla \varepsilon\|_{L^2}^2
\]
\[
\lesssim \|\log b\|_C(\|\varepsilon\|_{L^6_{\mathcal{Q}}} + b^{10})\|\varepsilon\|_{L^6_{\mathcal{Q}}}
\]
(5.71)
and (5.64) follows.

**Proof of (5.65):** It follows from the chain of estimates (5.71) with \(r = 2\).

**Proof of (5.66):** We estimate in brute force using (5.70), (5.64), (5.65):
\[
\int \frac{|S_1|^2}{(1 + r^2)^2} \lesssim \left( \|\varepsilon\|_{L^\infty}^2 + \|\nabla^2 \phi_\varepsilon\|_{L^\infty}^2 \right) \int (1 + r^2)|\nabla \varepsilon|^2 + \int \frac{|\nabla \Phi_N(\varepsilon)|^2}{1 + r^6} + \int (N(\varepsilon))^2
\]
\[
\lesssim C(M)\|\varepsilon\|_{L^2_{\mathcal{Q}}}^4 + \|\nabla \Phi_N(\varepsilon)\|_{L^4}^2 + \|\log b\|_C \|\varepsilon\|_{L^6_{\mathcal{Q}}}^4 + b^{20}
\]
\[
\lesssim \|\log b\|_C \|\varepsilon\|_{L^6_{\mathcal{Q}}}^4 + b^{20}.
\]
(5.67)

**Proof of (5.67):** We compute:
\[
\nabla \cdot S_1 = 2\varepsilon \Delta \varepsilon + 2|\nabla \varepsilon|^2 + \nabla \cdot (\nabla^2 \phi_\varepsilon \cdot \nabla \varepsilon) + \nabla Q \cdot \nabla \phi_N(\varepsilon) + 2QN(\varepsilon) + \nabla \phi_Q \cdot \nabla N(\varepsilon)
\]
and hence the bound:
\[
\left| \nabla \cdot S_1 \right| \lesssim |\varepsilon||\Delta \varepsilon| + |\nabla \varepsilon|^2 + |\nabla^2 \phi_\varepsilon||\nabla \varepsilon| + |\nabla^2 \phi_\varepsilon||\nabla^2 \varepsilon| + \frac{|\nabla \Phi_N(\varepsilon)|}{1 + r^5}
\]
\[
+ \frac{|\varepsilon|^2 + |\nabla \varepsilon||\nabla \phi_\varepsilon|}{1 + r^4} + \frac{|\varepsilon||\nabla \varepsilon| + |\nabla \phi_N(\varepsilon)| + |\nabla^2 \varepsilon||\nabla \phi_\varepsilon|}{1 + r}
\]
(5.72)

We have the nonlinear estimate using Sobolev:
\[
\int \frac{|\nabla \varepsilon|^4}{Q} \lesssim \int |\nabla \varepsilon|^4 + \sum_{i=1}^2 \int |\nabla [(1 + x_i)\varepsilon]|^4
\]
\[
\lesssim \|\varepsilon\|_{H^2}^4 + \sum_{i=1}^2 \left( \left( \int |\nabla [(1 + x_i)\varepsilon]|^2 \right) \left( \int |\nabla^2 [(1 + x_i)\varepsilon]|^2 \right) \right)
\]
\[
\lesssim c(M)\|\varepsilon\|_{L^6_{\mathcal{Q}}}^4.
\]
Similarly, using Lemma (A.1) with \(p = 1\):
\[
\int \frac{|\nabla^3 \phi_\varepsilon|^4}{Q} \lesssim \int |\nabla^2 \phi_\varepsilon|^4 + \sum_{i=1}^2 \int |\nabla [(1 + x_i)\nabla^2 \phi_\varepsilon]|^4
\]
\[
\lesssim |\nabla^2 \phi_\varepsilon|_{H^2}^4 + \sum_{i=1}^2 \left( \left( \int |\nabla [(1 + x_i)\nabla^2 \phi_\varepsilon]|^2 \right) \left( \int |\nabla^2 [(1 + x_i)\nabla^2 \phi_\varepsilon]|^2 \right) \right)
\]
\[
\lesssim \|\varepsilon\|_{H^2}^4 + \sum_{i=1}^2 \left( \left( \|\varepsilon\|_{H^2}^2 + \int |x_i|^2 |\nabla^2 (\nabla \phi_\varepsilon)|^2 \right) \left( |\varepsilon|^2_{H^2} + \int |x_i|^2 |\nabla^2 (\nabla \phi_\varepsilon)|^2 \right) \right)
\]
\[
\lesssim \|\varepsilon\|_{H^2}^4 + \sum_{i=1}^2 \left( \left( \|\varepsilon\|_{H^2}^2 + \int |x_i|^2 |\nabla (\Delta \phi_\varepsilon)|^2 \right) \left( |\varepsilon|^2_{H^2} + \int |x_i|^2 |\nabla^2 (\Delta \phi_\varepsilon)|^2 \right) \right)
\]
\[
= \|\varepsilon\|_{H^2}^4 + \left( \|\varepsilon\|_{H^2}^2 + \int |x_i|^2 |\nabla (\Delta \phi_\varepsilon)|^2 \right) \left( |\varepsilon|^2_{H^2} + \int |x_i|^2 |\nabla^2 (\Delta \phi_\varepsilon)|^2 \right)
\]
\[
\lesssim C(M)\|\varepsilon\|_{L^6_{\mathcal{Q}}}^4.
\]
We then estimate using (5.64), (5.70), (5.72), (C.1), (C.6):
\[
\int \left| \frac{\nabla \cdot S_1}{Q} \right|^2 \lesssim \left\| \varepsilon \right\|^2_{L^\infty(Q)} + \int \left| \frac{\Delta \varepsilon}{Q} \right|^2 + \int \left| \frac{\nabla^3 \phi_\varepsilon}{Q} \right|^2 + \left\| \nabla^2 \phi_\varepsilon \right\|^2_{L^\infty}\int \left| \nabla^2 \varepsilon^2 \right|^2 \frac{\nabla \cdot S_1}{Q}
\]
\[
+ \int \left| \nabla \phi_{N(\varepsilon)} \right|^2_{L^2(Q)}\right) \int (1 + r^2)|\nabla^2 \varepsilon|^2 + \left\| \frac{\nabla \phi_\varepsilon}{1 + r^2} \right\|^2_{L^\infty(Q)} \int (1 + r^4)|\nabla^2 \varepsilon|^2
\]
\[
\lesssim C(M)|\varepsilon_2|^4_{L^2_Q} + \left| \nabla \phi_{N(\varepsilon)} \right|^2_{L^2_Q} + \left| \varepsilon_2 \right|^2_{L^2_Q} \log b^C \left( \left| \varepsilon_2 \right|^2_{L^2_Q} + b^{10} \right)
\]
\[
\lesssim \left| \log b^C \right| \left| \varepsilon_2 \right|^2_{L^2_Q} + b^{20}.
\]

**Proof of (5.68), (5.69):** From (C.3):
\[
\int \left| \frac{S_2}{Q} \right|^2 \lesssim \left\| \nabla \phi_\varepsilon \right\|^2_{L^\infty} \int \frac{\left| \nabla^2 \varepsilon \right|^2}{Q} \lesssim \left| \varepsilon_2 \right|^2_{L^2_Q} \frac{1}{\log b^2}.
\]

From (C.6):
\[
\int (1 + r^2)|S_2|^2 \lesssim \int (1 + r^2)|\nabla^2 \varepsilon|^2|\nabla \phi_\varepsilon|^2 \lesssim \left\| \frac{\nabla \phi_\varepsilon}{1 + r} \right\|^2_{L^\infty(Q)} \left| \varepsilon_2 \right|^2_{L^2_Q} \lesssim \left| \log b^C \right| \left| \varepsilon_2 \right|^2_{L^2_Q} + b^{20}.
\]

We are now in position to obtain admissible bounds for the nonlinear terms in (5.41). From (5.63), (2.2) and the nonlinear estimates (5.67), (5.69):
\[
|\varepsilon_2, M \partial N(\varepsilon)| \lesssim |(M \varepsilon_2, \nabla \cdot S_1)| + |(\nabla M \varepsilon_2, S_2)|
\]
\[
\lesssim \left| \varepsilon_2 \right|^2_{L^2_Q} \left\| \nabla \cdot S_1 \right\|_{L^\infty(Q)} + \left( \int Q |\nabla M \varepsilon_2|^2 \right)^\frac{1}{2} \left( \int \left| \frac{S_2}{Q} \right|^2 \right)^\frac{1}{2}
\]
\[
\lesssim \frac{1}{100} \int Q |\nabla M \varepsilon_2|^2 + C(M) \log b^C \left| \varepsilon_2 \right|^2_{L^2_Q} \left[ \left| \varepsilon_2 \right|^2_{L^2_Q} + b^{10} \right] + C(M) \left| \varepsilon_2 \right|^4_{L^2_Q} \frac{1}{\log b^2}
\]
\[
\lesssim \frac{1}{100} \int Q |\nabla M \varepsilon_2|^2 + C(M) \left[ \left| \nabla \varepsilon_2 \right|^2_{L^2_Q} + b^4 \left| \log b^2 \right|^2 \right].
\]

We estimate the radiation term using Lemma 5.3
\[
|\zeta_2, M \partial N(\varepsilon)| \lesssim |(M \zeta_2, \nabla \cdot S_1)| + |(\nabla M \zeta_2, S_2)|
\]
\[
\lesssim \left| \zeta_2 \right|^2_{L^2_Q} \left\| \nabla \cdot S_1 \right\|_{L^\infty(Q)} + \left( \int Q |\nabla M \zeta_2|^2 \right)^\frac{1}{2} \left( \int \left| \frac{S_2}{Q} \right|^2 \right)^\frac{1}{2}
\]
\[
\lesssim \left| \theta_2 \right|^2 \left[ \log b^C \left| \varepsilon_2 \right|^2_{L^2_Q} + b^{10} \right] + \frac{\left| \log b \right|^2}{\left| \log b \right|^2}
\]
\[
\lesssim \left| \log b \right|^4.
\]

Next, using the degeneracy (5.41) and integrating by parts:
\[
b \int \frac{\Delta Q + 2Q}{Q^2} \varepsilon L \mathcal{N}(\varepsilon) \lesssim b \int \frac{1}{(1 + r^2)Q} \left[ \left| \varepsilon \nabla \cdot S_1 \right| + \left| \varepsilon \right| \left| S_2 \right| \right]
\]
\[
\lesssim b \left( \left| \varepsilon \right| \left| S_2 \right| \right) + b \left( \left| \nabla \cdot S_1 \right| + \left| \nabla \varepsilon \right| \left| S_2 \right| \right)
\]
\[
\lesssim b \left( \left| \varepsilon \right| \left| S_2 \right| \right) + b \left( \left| \nabla \cdot S_1 \right| + \left| \nabla \varepsilon \right| \left| S_2 \right| \right) \lesssim \frac{b}{\left| \log b \right|^4} \left( \left| \varepsilon \right|^2_{L^2_Q} + b^4 \right).
Using (5.64), (C.2): 
\[ b \left| \int \varepsilon_1 \cdot \nabla \phi_N(\varepsilon) \right| \]
\[ \lesssim b \left( \int (1 + r^2) |\varepsilon_1|^2 + \int |\zeta|^2 + \int (1 + r^2) |\nabla \zeta|^2 + \int \frac{|\nabla \phi_e|^2}{1 + r^2} \right) \left( \int \frac{|\nabla \phi_N(\varepsilon)|^2}{1 + r^2} \right)^{\frac{1}{2}} \]
\[ \lesssim b \left[ C(M) \|\varepsilon_2\|_{L^2} + \frac{b}{|\log b|} \right] \|\nabla \phi_N(\varepsilon)\|_{L^4} \lesssim b \|\log b\|^C \left[ C(M) \|\varepsilon_2\|_{L^2} + \frac{b}{|\log b|} \right] \left[ \|\varepsilon_2\|_{L^2}^2 + b^{10} \right] \]

Using (5.64), (5.66), (5.69) and (C.5):
\[ b \left| \int \nabla \phi_e \cdot Q \nabla \mathcal{M} \varepsilon(\varepsilon) \right| \lesssim b \left( \int \frac{|\nabla \phi_e|^2}{1 + r^2} + \int \frac{|\nabla \phi_e|^2}{1 + r^2} \right) \left( \int (1 + r^2) (|S_1|^2 + |S_2|^2) \right) \]
\[ \lesssim b \left( \|\varepsilon_2\|_{L^2} + \frac{b}{|\log b|} \right) \left[ \|\log b\|^C \left[ \|\varepsilon_2\|_{L^2}^2 + b^{10} \right] \right] \]
\[ \lesssim \frac{b}{|\log b|} \left[ \|\varepsilon_2\|_{L^2}^2 + b^4 \right]. \]

**step 11** Small linear terms. We estimate the contribution of the small linear error \( \Theta_b(\varepsilon) \) given by (5.21). We expand:
\[ \Theta_b(\varepsilon) = \nabla \varepsilon \cdot \nabla \phi_{\tilde{Q}_b} + 2(\tilde{Q}_b - Q)\varepsilon + \nabla (\tilde{Q}_b - Q) \cdot \nabla \phi_e. \]
We claim the bounds:
\[ \int |\Theta_b(\varepsilon)|^2 \lesssim b^2 C(M) \|\varepsilon_2\|_{L^2}^2, \quad (5.73) \]
\[ \int \frac{|\nabla \Theta_b(\varepsilon)|^2}{1 + r^2} \lesssim b^2 C(M) \|\varepsilon_2\|_{L^2}^2, \quad (5.74) \]
\[ \int Q \nabla M \Theta_b(\varepsilon)|^2 \lesssim b^2 C(M) \|\varepsilon_2\|_{L^2}^2. \quad (5.75) \]

**Proof of (5.73), (5.74), (5.75):** We recall the pointwise bounds (5.29), (5.30):
\[ |\Theta_b(\varepsilon)| \lesssim b \left[ \frac{1 + |\log r|}{1 + r} |\nabla \varepsilon| + \frac{|\varepsilon|}{1 + r^2} + \frac{|\nabla \phi_e|}{1 + r^3} \right], \]
\[ |\nabla \Theta_b(\varepsilon)| \lesssim b \left[ \frac{1 + |\log r|}{1 + r} |\nabla^2 \varepsilon| + \frac{1 + |\log r|}{1 + r^2} |\nabla \varepsilon| + \frac{|\nabla^2 \phi_e| + |\varepsilon|}{1 + r^3} + \frac{|\nabla \phi_e|}{1 + r^4} \right]. \]
The bound (5.73) now follows from Proposition C.1. We estimate using (C.1), HLS and (5.29):
\[ \int \frac{|\nabla \Theta_b(\varepsilon)|^2}{1 + r^2} \lesssim \|\nabla \Theta_b(\varepsilon)\|_{L^4}^2 \lesssim \|\Theta_b(\varepsilon)\|_{L^2}^2 \]
\[ \lesssim C(M) b^2 \|\varepsilon_2\|_{L^2}^2 \]
(5.76)
and (5.74) is proved. We then compute like for (5.63):
\[ Q \nabla M \Theta_b(\varepsilon) = \nabla \Theta_b(\varepsilon) + Q \nabla \phi_{\Theta_b(\varepsilon)} + \Theta_b(\varepsilon) \nabla \phi_Q \]
and estimate using (5.29), (5.30), (5.76) and Proposition C.1

\[
\int Q|\nabla M\Theta_b(\varepsilon)|^2 \lesssim b^2 \int (1 + r^2) \left[ \frac{1 + |\log r|^2}{1 + r^2} |\nabla^2 \varepsilon|^2 + \frac{1 + |\log r|^2}{1 + r^6} |\nabla \varepsilon|^2 \right. \\
+ \left. \frac{|\nabla^2 \phi_b|^2 + |\varepsilon|^2}{1 + r^6} + \frac{|\nabla \phi_{\Theta_b}|^2}{1 + r^6} \right] \\
\lesssim b^2 C(M) \|\varepsilon_2\|_{L_Q^2}^2,
\]

this is (5.76).

We now estimate all corresponding terms in (5.44). From (5.75), (4.12):

\[
|\langle \hat{\varepsilon}_2, M\Theta_b(\varepsilon) \rangle| = \left| \int Q \nabla \cdot M\hat{\varepsilon}_2 \cdot \nabla M\Theta_b(\varepsilon) \right| \lesssim \frac{1}{100} \int Q|\nabla M\hat{\varepsilon}_2|^2 + C \int Q|\nabla M\Theta_b(\varepsilon)|^2 \\
\leq \frac{1}{100} \int Q|\nabla M\hat{\varepsilon}_2|^2 + C(M) \frac{b^4}{|\log b|^2}.
\]

Next, integrating by parts:

\[
b \left| \int \frac{\Lambda Q + 2Q}{Q^2} \varepsilon \varepsilon \Theta_b(\varepsilon) \right| \lesssim b \int (1 + r^2) \left( |\nabla \varepsilon| + \frac{|\varepsilon|}{1 + r} \right) Q|\nabla M\Theta_b(\varepsilon)| \\
\lesssim b \left( \int |\nabla \varepsilon|^2 + \frac{|\varepsilon|^2}{1 + r^2} \right)^{\frac{1}{2}} \left( \int Q|\nabla M\Theta_b(\varepsilon)|^2 \right)^{\frac{1}{2}} \\
\lesssim b \left[ C(M) \|\varepsilon_2\|_{L_Q^2} + \frac{b}{|\log b|} \right] b\|\varepsilon_2\|_{L_Q^2} \lesssim b \frac{b^\frac{3}{2}}{|\log b|} \|\varepsilon_2\|_{L_Q^2} + \frac{b^4}{|\log b|^2}.
\]

Similarly, using (5.73):

\[
b \left| \int \frac{\Lambda Q + 2Q}{Q^2} \hat{\varepsilon}_2 \Theta_b(\varepsilon) \right| \lesssim b \|\hat{\varepsilon}_2\|_{L_Q^2} \|\Theta_b(\varepsilon)\|_{L^2} \lesssim b \left( \|\varepsilon_2\|_{L_Q^2} + \frac{b}{|\log b|} \right) bC(M) \|\varepsilon_2\|_{L_Q^2} \\
\lesssim b \frac{b^\frac{3}{2}}{|\log b|} \|\varepsilon_2\|_{L_Q^2} + \frac{b^4}{|\log b|^2}.
\]

Using (5.74), (C.2):

\[
b \left| \int \hat{\varepsilon}_1 \cdot \nabla \phi_{\Theta_b(\varepsilon)} \right| \lesssim b \left( \int (1 + r^2)|\hat{\varepsilon}_1|^2 \right)^{\frac{1}{2}} \left( \int \frac{|\nabla \phi_{\Theta_b(\varepsilon)}|^2}{1 + r^2} \right)^{\frac{1}{2}} \\
\lesssim bC(M) \left( \|\varepsilon_2\|_{L_Q^2} + \frac{b}{|\log b|} \right) b\|\varepsilon_2\|_{L_Q^2} \lesssim b \frac{b^\frac{3}{2}}{|\log b|} \|\varepsilon_2\|_{L_Q^2} + \frac{b^4}{|\log b|^2},
\]

\[
b \left| \int \nabla \phi_{\hat{\varepsilon}} \cdot Q \nabla M\Theta_b(\varepsilon) \right| \lesssim b \left( \int \frac{|\nabla \phi_{\hat{\varepsilon}}|^2}{1 + r^2} \right)^{\frac{1}{2}} \left( \int Q|\nabla M\Theta_b(\varepsilon)|^2 \right)^{\frac{1}{2}} \\
\lesssim bC(M) \left( \|\varepsilon_2\|_{L_Q^2} + \frac{b}{|\log b|} \right) b\|\varepsilon_2\|_{L_Q^2} \\
\lesssim b \frac{b^\frac{3}{2}}{|\log b|} \|\varepsilon_2\|_{L_Q^2} + \frac{b^4}{|\log b|^2}.
\]
We now make an essential of the precise numerology to treat the remaining $(\mathcal{M} \hat{\varepsilon}_2, \hat{\varepsilon}_2)$ term which has the wrong sign. We multiply this identity by $\lambda^2$ and obtain using the rough bound from (4.30), (5.3):

$$|\lambda_s + \hat{b}| \lesssim \frac{b}{|\log b|}$$

We now develop the quadratic term and estimate using (5.13), (5.14):

$$(\mathcal{M} \hat{\varepsilon}_2, \hat{\varepsilon}_2) = (\mathcal{M} \varepsilon_2, \varepsilon_2) + 2(\mathcal{M} \zeta_2, \varepsilon_2) + (\mathcal{M} \zeta_2, \zeta_2)$$

which implies the upper bound

$$|(\mathcal{M} \hat{\varepsilon}_2, \hat{\varepsilon}_2)| \lesssim \|\varepsilon_2\|_{L^2_Q}^2 + \frac{b^3}{|\log b|^2}.$$ 

Injecting these bounds together with (5.77), (4.9) into (5.78) yields (5.31) and concludes the proof of Proposition 5.7.

6. Sharp description of the singularity formation

We are now in position to conclude the proof of the bootstrap Proposition 4.3 from which Theorem 1.1 easily follows.

6.1. Closing the bootstrap. We now conclude the proof of Proposition 4.3

Proof of Proposition 4.3. The $L^1$ bound (4.11) follows from (4.24). The pointwise upper bound on $b$ (4.10) follows from (5.24) which implies $b_s < 0$ and the conclusion follows from (5.3). The lower bound $b > 0$ follows from the bootstrap bound (4.9). Indeed, if $b(s^*) = 0$, then $\varepsilon(s^*) = 0$ from (4.9) and then $\int u(s^*) = \int Q = \int u_0$ by conservation mass, and a contradiction follows from (4.2).

It remains to close the bound (4.12) which is the heart of the analysis, and this follows from the monotonicity formula (5.7). Indeed, we rewrite (5.31) using (4.9):

$$\frac{d}{dt} \left\{ \frac{(\mathcal{M} \varepsilon_2, \varepsilon_2)}{\lambda^2} + O \left( C(M) \sqrt{K^2} \frac{b^4}{\lambda^2 |\log b|^2} \right) \right\} \lesssim \sqrt{K^*} \frac{b^4}{\lambda^2 |\log b|^2}. \quad (6.1)$$
In order to integrate this between $t = 0$ and $t^*$, we first observe from (53), (5.25), (4.28) the bounds
\[ |\hat{b}_s| \lesssim \frac{b^2}{|\log b|}, \quad |\lambda \lambda_t + b| \lesssim C(M) \frac{b^2}{|\log b|} \] (6.2)
from which:
\[ \int_0^{t^*} b^4 \frac{dt}{\lambda^4 |\log b|^2} = \int -\frac{\hat{b}^3}{\lambda^3 |\log b|^2} dt + O \left( \int_0^{t^*} \frac{b^5}{\lambda^4 |\log b|^5} dt \right) = \left[ \frac{\hat{b}^3}{2\lambda^2 |\log b|^2} \right]_0^{t^*} - \int_0^{t^*} \frac{1}{2\lambda^4} ds \left[ \frac{\hat{b}^3}{|\log b|^2} \right] dt + O \left( \int_0^{t^*} \frac{b^5}{\lambda^4 |\log b|^5} dt \right) = \left[ \frac{\hat{b}^3}{2\lambda^2 |\log b|^2} \right]_0^{t^*} + O \left( \int_0^{t^*} \frac{b^4}{\lambda^4 |\log b|^3} dt \right) \]
and hence using the a priori smallness of $b$:
\[ \lambda^2(t) \int_0^{t^*} b^4 \frac{dt}{\lambda^4 |\log b|^2} \lesssim \frac{b^3(t)}{|\log b(t)|^2} + \left( \frac{\lambda(t)}{\lambda(0)} \right)^2 \frac{b^3(0)}{|\log b(0)|^2} \]
Integrating (6.1) in time, we conclude using (2.55):
\[ \delta(M) \|\varepsilon_2(t)\|_{L^2_b}^2 \lesssim (C \varepsilon_2(t), \varepsilon_2(t)) \lesssim C(M) \left\{ \frac{\lambda^2(t)}{\lambda^2(0)} \left[ \|\varepsilon_2(0)\|_{L^2_b}^2 + \sqrt{K^*} \frac{b^3(0)}{|\log b(0)|^2} \right] + \sqrt{K^*} \frac{b^3(t)}{|\log b(t)|^2} \right\} \]
for some small enough universal constants $\delta(M), C(M) > 0$ independent of $K^*$. Moreover, (4.2) implies
\[ \frac{d}{ds} \left\{ \frac{\hat{b}^3}{\lambda^2 |\log b|^2} \right\} > 0 \] (6.4)
and thus (6.3) and the initialization (4.1) ensure:
\[ \delta(M) \|\varepsilon_2(t)\|_{L^2_b}^2 \lesssim C(M) \sqrt{K^*} \left[ \frac{\lambda^2(t)}{\lambda^2(0)} \frac{b^3(0)}{|\log b(0)|^2} + \frac{b^3(t)}{|\log b(t)|^2} \right] \lesssim C(M) \sqrt{K^*} \left[ \frac{\lambda^2(t)}{\lambda^2(0)} \frac{\hat{b}^3(0)}{|\log b(0)|^2} + \frac{b^3(t)}{|\log b(t)|^2} \right] \lesssim C(M) \sqrt{K^*} \frac{\hat{b}^3(t)}{|\log b(t)|^2} \lesssim C(M) \frac{b^3(t)}{|\log b(t)|^2} \]
and (4.2) follows for $K^* = K^*(M)$ large enough. This concludes the proof of Proposition 4.3.\qed

6.2. **Sharp control of the singularity formation.** We are now in position to conclude the proof of Theorem 1.1.

**Proof of Theorem 1.1**

**Step 1** Let $u_0 \in \mathcal{O}$ and $u \in C([0, T], \mathcal{E})$ be the corresponding solution to (1.1) with lifetime $0 < T \leq +\infty$, then the estimates of Proposition 4.3 hold on $[0, T)$. Observe from (6.4) the bound
\[ \lambda^2 \lesssim b^3 \]
from which using (6.2)
\[ -\lambda \lambda_t \gtrsim b \gtrsim C(u_0) \lambda^\frac{3}{2} \quad \text{and thus} \quad -\lambda^\frac{3}{2} \lambda_t \gtrsim C(u_0) > 0 \]
implies that $\lambda(t)$ touches zero in some finite time $0 < T_0 < +\infty$. Note that the bounds of Proposition 4.3 injected into the decomposition (4.5) ensure

$$\|\varepsilon(t)\|_{H^2} \ll 1 \text{ for } 0 \leq t < T_0 \text{ and } \lim_{t \to T_0} \|u(t)\|_{H^2} = +\infty,$$

and thus from standard Cauchy theory, the solution blows up at $T = T_0 < +\infty$. Moreover, we obtain from (6.2) the rough bound:

$$|\lambda s| \approx 1 \text{ and thus } \lambda(t) \lesssim \sqrt{T - t},$$

and hence from (4.13):

$$s(t) \to +\infty \text{ as } t \to T.$$ (6.5)

**step 2** Blow up speed. We now derive the sharp asymptotics at blow up time by reintegrating the modulation equations for $(b, \lambda)$ in the vicinity of blow up time or equivalently as $s \to \infty$. We estimate from (5.24), (4.12):

$$|\hat{b} s + 2\hat{b}^2 \log \hat{b}| \lesssim \hat{b}^2 \log \hat{b}.$$ (6.6)

We then argue as in [33]. We multiply (6.6) by $\frac{\log \hat{b}}{\hat{b}^2}$ and obtain:

$$\frac{\hat{b} s \log \hat{b}}{\hat{b}^2} = -2 + O\left(\frac{1}{\log \hat{b}}\right).$$

We use

$$\left(\frac{\log t}{t} + \frac{1}{t}\right)' = -\frac{\log t}{t^2}$$

to conclude after integration:

$$-\frac{\hat{b} s + 1}{\hat{b}} = 2s + O\left(\int_0^s \frac{d\sigma}{\log \hat{b}}\right)$$

and thus

$$\hat{b}(s) = \frac{\log s}{2s} \left(1 + o(1)\right), \quad \log \hat{b} = \log \log s - \log s + O(1).$$

This finally yields the asymptotic development near blow up time:

$$\hat{b}(s) = \frac{1}{2s} \left(\log s - \log \log s\right) + O\left(\frac{1}{s}\right).$$

We now rewrite the modulation equations for $\lambda$ using (6.2), (5.3):

$$-\frac{\lambda s}{\lambda} = \hat{b} + O\left(\frac{\hat{b} \log \hat{b}}{\log \lambda}\right) = \frac{1}{2s} \left(\log s - \log \log s\right) + O\left(\frac{1}{s}\right)$$ (6.7)

which time integration yields:

$$-\log \lambda = \frac{1}{4} \left((\log s)^2 - 2\log s \log \log s\right) + O(\log s) = \frac{(\log s)^2}{4} \left[1 - \frac{2\log s}{\log \log s} + O\left(\frac{1}{\log s}\right)\right].$$

In particular,

$$\sqrt{\log \lambda} = \frac{\log s}{2} \left[1 - \frac{\log s}{\log \log s} + O\left(\frac{1}{\log s}\right)\right]$$

which also implies:

$$e^{2\sqrt{\log \lambda} + O(1)} = \frac{s}{\log s}, \quad s = \sqrt{\log \lambda} e^{2\sqrt{\log \lambda} + O(1)}.$$
We use these relations to rewrite the modulation equation (6.7):

\[-s\frac{\lambda_t}{\lambda} = -\sqrt{|\log \lambda|} e^{2\sqrt{|\log \lambda|} + O(1)} \lambda_t = \sqrt{|\log \lambda|} + O(1)\]

and thus

\[-\lambda \lambda_t e^{2\sqrt{|\log \lambda|}} = e^{O(1)}.

The time integration with boundary condition \(\lambda(T) = 0\) yields

\[\lambda(t) = \sqrt{T - t e^{-\sqrt{|\log(T - t)|} + O(1)}} \quad \text{as} \quad t \to T,

this is (1.11).

Observe now that the chain of above estimates ensures in particular

\[b(t) \to 0 \quad \text{as} \quad t \to T\]

which easily implies using Proposition 3.5:

\[\|Q - \tilde{Q}_b\|_{H^2_0} \to 0 \quad \text{as} \quad t \to T;

and the strong convergence (1.10) now follows from (1.12).

This concludes the proof of Theorem 1.1. □

### Appendix A. Estimates for the Poisson field

This appendix is devoted to the derivation of linear estimates, in particular for the Poisson field in \(H^2_0\) and \(\mathcal{E}\). We start with weighted \(H^2\) type bounds:

**Lemma A.1** \((H^2\) bound). Let \(p = 1, 2\), then for all \(u \in D(\mathbb{R}^2)\),

\[
\int |x|^{2p} |\nabla^2 u|^2 \lesssim \int |x|^{2p} |\Delta u|^2 + \int |x|^{2p-2} |\nabla u|^2. \tag{A.1}
\]

**Proof of Lemma A.1.** We integrate by parts to compute:

\[
\int x_1^{2p} (\partial_{11} u + \partial_{22} u)^2 = \int x_1^{2p} [(\partial_{11} u)^2 + (\partial_{22} u)^2] + 2 \int x_1^{2p} \partial_{11} u \partial_{22} u
\]

\[
= \int x_1^{2p} [(\partial_{11} u)^2 + (\partial_{22} u)^2] - 2 \int x_1^{2p} \partial_2 u \partial_{211} u
\]

\[
= \int x_1^{2p} [(\partial_{11} u)^2 + (\partial_{22} u)^2] + 2 \int \partial_{12} u \left[ x_1^{2p} \partial_{12} u + 2p x_1^{2p-1} \partial_2 u \right]
\]

\[
= \int x_1^{2p} [(\partial_{11} u)^2 + (\partial_{22} u)^2] + 2(\partial_{12} u)^2 - 2p(2p - 1) \int x_1^{2p-2} (\partial_2 u)^2
\]

and similarly with \(x_2\), and (A.1) follows. □

We now turn to the linear control of the Poisson field:

**Lemma A.2** (Estimates for the Poisson field). There holds the bounds on the Poisson field:

(i) General \(L^2_0\) bounds:

\[
\|(1 + |\log r|) u\|_{L^1} + \|\phi_u\|_{L^\infty(r \leq 1)} + \left\| \left| \phi_u \right| \frac{1}{1 + |\log r|} \right\|_{L^\infty(r \geq 1)} \lesssim \|u\|_{L^2_0}, \tag{A.2}
\]

\[
\|\nabla \phi_u\|_{L^4} \lesssim \|u\|_{L^2_0}. \tag{A.3}
\]

(ii) Improved \(L^2_0\) bound: if moreover \(\int u = 0\), then:

\[
\|\phi_u\|_{L^\infty} \lesssim \|u\|_{L^2_0}, \tag{A.4}
\]
\[
\int |\nabla \phi_u|^2 = - \int u \phi_u \lesssim \|u\|^2_{L^2_\alpha}.
\] (A.5)

(iii) Energy bound:

\[
\forall 1 \leq p < 2, \ |\nabla \phi_u|_{L^\infty} \leq C_p \|u\|_{L^\inftyappa}^{1-\frac{2}{p}} \|u\|_{L^2}^{p-1} \|u\|_{L^1}^{1-\frac{2}{p}}.
\] (A.6)

(iv) Decay in the energy space: \( \forall 0 \leq \alpha < 1 \),

\[
|u(x)| \leq C_{\alpha} \frac{\|u\|_{L^\inftyappa}}{1 + |x|^{\alpha}},
\] (A.7)

\[
|\nabla \phi_u(x)| \leq C_{\alpha} \frac{\|u\|_{L^\inftyappa}}{1 + |x|^2}.
\] (A.8)

Proof of Lemma A.2: Proof of (i)-(ii): By Cauchy-Schwarz:

\[
\int (1 + |\log r|)|u(y)| \lesssim \|u\|_{L^2_\alpha} \left( \int (1 + |\log r|)^2 Q \right)^{\frac{1}{2}} \lesssim \|u\|_{L^2_\alpha}.
\]

For \(|x| \leq 1\), we estimate using Cauchy-Schwarz:

\[
|\phi_u(x)| \lesssim \int_{|y| \leq 1} \log(|x - y|)|u(y)|dy + \int_{|y| \geq 1} \log|x - y||u(y)|dy
\]

\[
\lesssim \|u\|_{L^2_\alpha} + \int (1 + |\log|y||)|u(y)| \lesssim \|u\|_{L^2_\alpha}.
\]

For \(|x| \geq 1\), we rewrite

\[
\left| \phi_u(x) - \frac{\log|x|}{2\pi} \int u \right| \lesssim \int \log\left( \frac{|x - y|}{|x|} \right)|u(y)|dy
\]

\[
\lesssim \int_{|y| \geq \frac{|x|}{2}} \log\left( \frac{|x - y|}{|x|} \right)|u(y)|dy + \int_{|y| \leq \frac{|x|}{2}} \log\left( \frac{|x - y|}{|x|} \right)|u(y)|dy.
\]

For the outer term, we estimate

\[
\int_{|y| \geq \frac{|x|}{2}} \log\left( \frac{|x - y|}{|x|} \right)|u(y)|dy \lesssim \int_{|y| \geq \frac{|x|}{2}} \left( \frac{|x - y|}{|x|} \right)^{\frac{3}{2}} |u(y)|dy \lesssim \int \left( 1 + \frac{|y|}{|x|^2} \right) |u(y)|dy
\]

\[
\lesssim \|u\|_{L^1} + \frac{\|u\|_{L^2_\alpha}}{|x|^\frac{1}{4}} \lesssim \|u\|_{L^2_\alpha}.
\]

On the singularity, we estimate using a simple change of variables:

\[
\int_{|y| \leq \frac{|x|}{2}} \log\left( \frac{|x - y|}{|x|} \right)|u(y)|dy \lesssim \left( \int_{|y| \leq \frac{|x|}{2}} \log\left( \frac{|x - y|}{|x|} \right)^2 dy \right)^{\frac{1}{2}} \left( \int_{|y| \leq \frac{|x|}{2}} |u(y)|^2 dy \right)^{\frac{1}{2}}
\]

\[
\lesssim \left( \|x\|^2 \int_{|z| \leq \frac{|x|}{2}} (\log|z|)^2 dz \int_{|y| \leq \frac{|x|}{2}} |u(y)|^2 dy \right)^{\frac{1}{2}} \lesssim \left( \int |y|^2 |u(y)|^2 dy \right)^{\frac{1}{2}}
\]

\[
\lesssim \|u\|_{L^2_\alpha}
\]

and this concludes the proof of (A.2) and (A.3).

We then estimate from the 2 dimensional Hardy-Littlewood-Sobolev and Hölder:

\[
\|\nabla \phi_u\|_{L^4} \lesssim \frac{1}{|x|} \ast |u| \lesssim \|u\|_{L^4} \lesssim \|u\|_{L^2_\alpha} \|Q\|_{L^2}^\frac{1}{2}
\]
and (A.3) is proved. Let a smooth cut off function $\chi(x) = 1$ for $|x| \leq 1$, $\chi(x) = 0$ for $|x| \geq 2$, and $\chi R(x) = \chi(\frac{x}{R})$, then from (A.3):

$$\int \chi R |\nabla \phi_u|^2 = \frac{1}{2} \int \Delta \chi R \phi_u^2 - \int \chi R u \phi_u$$

(A.9)

$$\lesssim \|\phi_u\|_{L^\infty}^2 + \|\phi_u\|_{L^\infty} \|u\|_{L^1} \lesssim \|u\|^2_{L^2_0}$$

with constants independent of $R > 0$, and hence

$$\int |\nabla \phi_u|^2 < +\infty.$$  

(A.10)

Moreover, integrating by parts:

$$\int_{|x| \leq R} |\nabla \phi_u|^2 = R \int_0^{2\pi} \phi_u \partial_r \phi_u d\theta - \int_{|x| \leq R} u \phi_u.$$  

From (A.10), we can find a sequence $R_n \to \infty$ such that

$$R_n^2 \int_0^{2\pi} \phi_u \partial_r \phi_u^2 \to 0$$

and then from (A.4):

$$R_n \int_0^{2\pi} \phi_u \partial_r \phi_u \lesssim \|\phi_u\|_{L^\infty} \left( R_n^2 \int_0^{2\pi} \partial_r \phi_u^2 \right)^{\frac{1}{2}} \to 0$$

and thus

$$\int |\nabla \phi_u|^2 = \lim_{R_n \to +\infty} \int_{|x| \leq R_n} |\nabla \phi_u|^2 = -\int u \phi_u.$$  

The estimate (A.5) now follows from (A.4).

Proof of (iv): Let $1 \leq p < 2$, we estimate in brute force:

$$|\nabla \phi_u| \lesssim \frac{1}{|x|} \cdot |u| \lesssim \int_{|x-y| \leq R} \frac{|u(y)|}{|x-y|} dy + \int_{|x-y| \geq R} \frac{|u(y)|}{|x-y|} dy$$

$$\lesssim \|u\|_{L^\infty} \int_{|x| \leq R} \frac{1}{|x|} + \|u\|_{L^p} \left( \int_{|x| \geq R} \frac{1}{|x|^p} \right)^{\frac{1}{p}} \lesssim R \|u\|_{L^\infty} + \|u\|_{L^p} R^\frac{1}{p}.$$  

We optimize in $R$ and interpolate:

$$\|\nabla \phi_u\|_{L^\infty} \leq C_p \|u\|_{L^p}^{\frac{p}{p-1}} \|u\|_{L^\infty}^{\frac{1}{p-1}} \lesssim C_p \|u\|_{L^\infty}^{\frac{1}{2}} \|u\|_{L^p}^{\frac{1}{2}} \|u\|_{L^1}^{\frac{1}{2}},$$

this is (A.6).

Proof of (v): By density, it suffices to prove (A.7) for $u \in \mathcal{D}(\mathbb{R}^2)$. Let $(v_{i,j} = x_i \partial_j u)_{1 \leq i,j \leq 2}$, we estimate from (A.1) with $p = 2$:

$$\int |v_{i,j}|^2 + \int |\nabla v_{i,j}|^2 \lesssim \int (1+|x|^2)|\nabla u|^2 + \int (1+|x|^4) \left( [\partial_{11} u]^2 + [\partial_{22} u]^2 + [\partial_{12} u]^2 \right) \lesssim \|u\|^2_{H^2}$$

and thus from Sobolev:

$$\forall p > 2, \ |v_{i,j}|_{L^p} \lesssim \|v_{i,j}\|_{H^1} \lesssim \|u\|_{H^2}.$$  

(A.11)

We now recall the standard Sobolev bound, see for example [7]:

$$\forall p > 2, \ \forall f \in \mathcal{D}(\mathbb{R}^2), \ |f(x) - f(y)| \lesssim |x-y|^{1-\frac{2}{p}} \|\nabla f\|_{L^p}.$$  

We may find $|a| \leq 1$ such that

$$|f(a)| \lesssim \left( \int_{|y| \leq 1} |f(y)|^2 dy \right)^{\frac{1}{2}}.$$
and hence the growth estimate:
\[|f(x)| \lesssim \left( \int_{|y| \leq 1} |f(y)|^2 dy \right)^{\frac{1}{2}} + |x|^{1 - \frac{2}{p}} \|\nabla f\|_{L^p}.\]

We apply this to \(f_i = x_i u\) and conclude from (A.11), (C.4): \(\forall p > 2\) and \(i = 1, 2\):
\[|x_i u| \lesssim \left( \int_{|y| \leq 1} |x_i u|^2 dy \right)^{\frac{1}{2}} + |x|^{1 - \frac{2}{p}} \|\nabla (x_i u)\|_{L^p}\]
\[\lesssim \|u\|_{L^\infty} + |x|^{1 - \frac{2}{p}} \left[ \|v_{i,j}\|_{L^p} + \|u\|_{L^p} \right] \lesssim (1 + |x|^{1 - \frac{2}{p}}) \|u\|_\varepsilon\]
and hence the decay:
\[|u(x)| \lesssim \frac{\|u\|_\varepsilon}{1 + |x|^{\frac{2}{p}}},\]
which yields (A.7).

Let \(0 \leq \alpha < 1\) and \(|x| \gg 1\), we estimate the Poisson field in brute force using (A.7):
\[|\nabla \phi_\alpha(x)| \approx \int \frac{|u(y)|}{|x - y|} = \int_{|x - y| > |x|^{\frac{2}{p}}} \frac{|u(y)|}{|x - y|} + \int_{|x - y| < |x|^{\frac{2}{p}}} \frac{|u(y)|}{|x - y|} \lesssim \frac{\|u\|_{L^1}}{|x|^{\frac{2}{p}}} + \frac{\|u\|_\varepsilon}{1 + |x|^{\alpha}} \int_{|z| \leq |x|^{\frac{2}{p}}} \frac{dz}{|z|}\]
and (A.8) is proved.

\[\square\]

**Appendix B. Hardy bounds**

We recall some standard weighted Hardy inequalities:

**Lemma B.1** (Weighted Hardy inequality). There holds the Hardy bounds:
\[\forall \alpha > -2, \quad \int r^{\alpha + 2} |\partial_r u|^2 \geq \frac{(2 + \alpha)^2}{4} \int r^\alpha u^2,\]
(B.1)
\[\int |\Delta \phi|^2 \gtrsim \int \frac{\nabla \phi^2}{r^2 (1 + |\log r|)^2} - \int \frac{\nabla \phi^2}{1 + r^4},\]
(B.2)
\[\int \frac{\nabla \phi^2}{r^2 (1 + |\log r|)^2} \gtrsim \int \frac{\phi^2}{(1 + r^4) (1 + |\log r|)^2} - \int \frac{\phi^2}{1 + r^6}.\]
(B.3)

**Proof of Lemma B.1** Let \(u \in C_0^\infty(\mathbb{R}^2)\). We integrate by parts to estimate:
\[\frac{\alpha + 2}{2} \int r^\alpha u^2 = - \int r^{\alpha + 1} u \partial_r u \leq \left( \int r^\alpha u^2 \right)^{\frac{1}{2}} \left( \int r^{\alpha + 2} (\partial_r u)^2 \right)^{\frac{1}{2}}\]
and (B.1) follows.

Let now \(\phi \in D(\mathbb{R}^2)\) and consider the radial continuous and piecewise \(C^1\) function
\[f(r) = \begin{cases} \frac{1}{r(1 - \log r)} & \text{for } 0 < r \leq 1, \\ \frac{r^2}{r(1 + \log r)} & \text{for } r \geq 1 \end{cases}, \quad F(x) = f(r) \frac{x}{r}\]
then
\[\nabla \cdot F(x) = \begin{cases} \frac{1}{r^2(1 - \log r)} & \text{for } 0 < r < 1, \\ -\frac{r^2}{r^2(1 + \log r)^2} & \text{for } r > 1 \end{cases},\]
and thus:

\[
\int \frac{1}{r^2(1 + |\log r|)^2} |\nabla \phi|^2 \lesssim \int_{|x| \leq 1} \nabla \cdot F |\nabla \phi|^2 - \int_{|x| \geq 1} \nabla \cdot F |\nabla \phi|^2 \\
\lesssim \int_{r=1} f |\nabla \phi|^2 d\sigma + \int |f| |\nabla (|\nabla \phi|^2)| \\
\lesssim \int_{r=1} f |\nabla \phi|^2 d\sigma + \left( \int |f|^2 |\nabla \phi|^2 \right)^{\frac{1}{2}} \left( \int |\nabla^2 \phi|^2 \right)^{\frac{1}{2}}
\]

Now by Sobolev:

\[
\int_{r=1} f |\nabla \phi|^2 d\sigma \lesssim \int_{\frac{1}{2} \leq r \leq 2} (|\nabla \phi|^2 + |\nabla^2 \phi|^2)
\]

and thus

\[
\int_{r=1} f |\nabla \phi|^2 d\sigma \lesssim \int_{\frac{1}{4} \leq r \leq 2} (|\nabla \phi|^2 + |\nabla^2 \phi|^2)
\]

which implies (B.2).

Similarly, for \( r \geq r_0 \) large enough:

\[
\int_{r \geq r_0} \frac{\phi^2}{(1 + r^4)(1 + |\log r|)^2} \lesssim - \int_{r \geq r_0} \nabla \cdot \left[ \frac{1}{(1 + r^4)(1 + |\log r|)^2} \frac{y}{|y|} \right] \phi^2 \\
\lesssim \int_{r=r_0} |\phi|^2 d\sigma + \int_{r \geq r_0} \frac{|\phi| |\nabla \phi|}{(1 + r^4)(1 + |\log r|)^2}
\]

and (B.3) follows again from Cauchy Schwarz and Sobolev.

This concludes the proof of Lemma B.1.

Appendix C. Interpolation bounds

We collect in this appendix the bootstrap bounds on \( \varepsilon \) which are a consequence of the spectral estimates of Proposition 2.8 and further interpolation estimates.

**Proposition C.1 (Interpolation bounds).** For \( i = 0, 1 \):

(i) \( H^2_Q \) bound:

\[
\int (1 + r^4)|\nabla^2 \varepsilon|^2 + \int (1 + r^2)|\nabla \varepsilon|^2 + \int \varepsilon^2 \lesssim C(M) \|\varepsilon\|_{L^2_{Q}}^2 \\
+ \int |\Delta \varepsilon|^2 + \int \frac{|\nabla \varepsilon|^2}{r^2(1 + |\log r|)^2} \lesssim C(M) \|\varepsilon\|_{L^2_{Q}}^2.
\]

(ii) \( L^\infty \) bounds:

\[
\forall 0 < \eta \leq \frac{1}{2}, \quad \|\nabla \varepsilon\|_{L^\infty} \leq C_\eta \|\varepsilon\|_{L^2_{Q}}^{1-\eta},
\]

and \( \forall 0 \leq \alpha < \frac{1}{2} \),

\[
\| (1 + |x|^\alpha)\varepsilon \|_{L^\infty} + \| (1 + |x|^\frac{\alpha}{2}) \nabla \varepsilon(x) \|_{L^\infty} \lesssim \delta(\alpha^*).
\]
The decay bound (C.4) follows from the interpolation bounds (A.7), (A.8), the bound (C.1) and the bootstrap bounds (4.8), (4.9).

(iv) $L^\infty$ bound with loss:
\[
\left\| \frac{\nabla \phi_e}{1 + |x|} \right\|_{L^\infty}^2 \lesssim |\log b|^C \left( \| \varepsilon_2 \|_{L^2_Q}^2 + b^{10} \right).
\] (C.6)

(v) Weighted bound with loss:
\[
\int \frac{|\varepsilon|}{1 + r} \lesssim C(M) \sqrt{|\log b|} \| \varepsilon \|_{L^2_Q} + b^{10}.
\] (C.7)

Proof of Proposition C.1

Proof of (i): The estimate (C.1) follows directly from (2.58), (2.60), our choice of orthogonality conditions (4.6) and (A.1) with $p = 2$. We then estimate from the definitions (5.36), (5.37) and (C.1):
\[
\int (1 + r^2) |\varepsilon_1|^2 \lesssim \int (1 + r^2) \left[ |\nabla \varepsilon|^2 + |\nabla \phi_Q|^2 |\varepsilon|^2 + Q^2 |\nabla \phi_e|^2 \right] \lesssim \| \varepsilon \|_{L^2_Q}^2 + \int \frac{|\nabla \phi_e|^2}{r^2(1 + |\log r|)^2} \lesssim C(M) \| \varepsilon_2 \|_{L^2_Q}^2.
\]

Proof of (ii): Let $p = 2(1 - \eta) \in [1, 2)$, then from (A.6), Sobolev, (C.1) and the bootstrap bound (4.8):
\[
\| \nabla \phi_e \|_{L^\infty} \lesssim C_p(M) \| \varepsilon_2 \|_{L^2_Q} \| \varepsilon \|_{L^1}^{\frac{2}{2}} \lesssim C_\eta \| \varepsilon_2 \|_{L^2_Q}^{1-\eta}.
\]

The decay bound (C.4) follows from the interpolation bounds (A.7), (A.8), the $H^2_Q$ bound (C.1) and the bootstrap bounds (4.8), (4.9).

Proof of (iii): The lossy bound (C.5) follows from (C.1), (C.3) with $\alpha = \frac{1}{2}$. Indeed, let $B = b^{-100}$, then:
\[
\int (1 + \log(1 + r)) |\nabla \phi_e|^2 \lesssim \int_{r \leq B} (1 + \log(1 + r)) |\nabla \phi_e|^2 + \int_{r \geq B} (1 + \log(1 + r)) |\nabla \phi_e|^2 \lesssim |\log b|^{C_1} \left( \| \varepsilon_2 \|_{L^2_Q}^2 + b^{10} \right).
\]

Proof of (iv): From Sobolev:
\[
\left\| \frac{\nabla \phi_e}{1 + |x|} \right\|_{L^\infty}^2 \lesssim \left\| \nabla \phi_e \right\|_{H^2}^2 \lesssim \int \frac{|\nabla \phi_e|^2}{1 + r^2} + \| \varepsilon \|_{H^2}^2.
\]
and (C.6) follows from (C.5).

Proof of (v): We use the global $L^1$ bound (4.8), (C.1) and Cauchy Schwarz to estimate:
\[
\int \frac{|\varepsilon|}{1 + r} \lesssim \| \varepsilon \|_{L^2} \left( \int_{r \leq b^{-20}} \frac{1}{r^2} \right)^{\frac{1}{2}} + \int_{r \geq b^{-20}} \frac{|\varepsilon|}{1 + r} \lesssim C(M) \sqrt{|\log b|} \| \varepsilon_2 \|_{L^2_Q} + b^{20} \| \varepsilon \|_{L^1}
\]
and (C.7) is proved.
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