DAMPED PERTURBATIONS OF SYSTEMS WITH CENTRE-SADDLE BIFURCATION

OSKAR A. SULTANOV

Institute of Mathematics, Ufa Federal Research Centre, Russian Academy of Sciences, 112, Chernyshevsky street, Ufa, Russia, 450008

Abstract. An autonomous system of ordinary differential equations in the plane with a centre-saddle bifurcation is considered. The influence of time-damped perturbations with power-law asymptotics is investigated. The particular solutions tending at infinity to the fixed points of the limiting system are considered. The stability of these solutions is analyzed when the bifurcation parameter of the unperturbed system takes critical and non-critical values. Conditions that ensure the persistence of the bifurcation in the perturbed system are described. When the bifurcation is broken, a pair of solutions tending to a degenerate fixed point of the limiting system appears in the critical case. It is shown that, depending on the structure and the parameters of the perturbations, one of these solutions can be stable, metastable or unstable, while the other solution is always unstable.
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1. Introduction

In this paper, the effect of time-dependent perturbations on autonomous systems with a centre-saddle bifurcation is investigated. A class of perturbations described by the functions vanishing at infinity in time is considered. We investigate the behaviour of solutions to such asymptotically autonomous systems in the vicinity of a bifurcation point of the corresponding limiting systems. It is well known that in some cases the trajectories of perturbed and unperturbed systems have the same long term behaviour (see, for example, [1, 2]). In the general case, the qualitative and asymptotic properties of solutions depend on the limiting system and on the structure of perturbations [3]. From [4–6] it follows that damped perturbations can preserve or destroy autonomous bifurcations. See also [7], where bifurcation phenomena are discussed for more general non-autonomous systems. In this paper, we study the conditions that guarantee the persistence of the bifurcation in the perturbed system, and describe possible asymptotic regimes for solutions at infinity in time when the bifurcation is broken.

The paper is organized as follows. In section 2 the formulation of the problem is given and the class of perturbations decaying at infinity is described. In section 3 we construct the asymptotics for particular solutions associated with the fixed points of the corresponding limiting system. The stability of the particular solutions is discussed in section 4. The stability is investigated by constructing appropriate Lyapunov functions. For other solutions, the linear analysis fails and the stability is investigated by constructing appropriate Lyapunov functions. In section 5 the proposed theory is applied to examples of asymptotically autonomous systems. The paper concludes with a brief discussion of the results obtained.
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2. Problem statement

Consider a non-autonomous system of two differential equations:

\[
\begin{align*}
\frac{dx}{dt} &= \partial_y H(x, y; \lambda) + F(x, y, t), \\
\frac{dy}{dt} &= -\partial_x H(x, y; \lambda) + G(x, y, t),
\end{align*}
\]

were \(H(x, y; \lambda), F(x, y, t)\) and \(G(x, y, t)\) are smooth functions defined for all \((x, y)\) in \(\mathbb{R}^2\), \(t > 0\), and \(\lambda \in \mathbb{R}\). It is assumed that \(G(x, y, t) \to 0\) and \(F(x, y, t) \to 0\) as \(t \to \infty\) for \((x, y)\) in any compact subset \(D \subset \mathbb{R}^2\), and the limiting Hamiltonian system has a centre-saddle bifurcation such that under variation of the parameter \(\lambda\) equilibria of centre and saddle type coalesce and disappear [3]. Without loss of generality, it is assumed that

\[
H(x, y; \lambda) = \frac{y^2}{2} + V(x; \lambda), \\
\partial_y V(x; \lambda) = (x^2 - \lambda)w(x),
\]

where \(w(x) > 0\) for all \((x, \lambda) \in \{(x) < \sqrt{\lambda} + d_0, \lambda \geq 0\} \cup \{(x) < d_0, \lambda < 0\}\) with some \(d_0 > 0\). The paper investigates the influence of \(F(x, y, t)\) and \(G(x, y, t)\) on a global behaviour of solutions. In particular, we study possible asymptotic regimes in perturbed system (1) and their stability for various values of the parameter \(\lambda\).

It is assumed that the perturbations are described by functions with power-law asymptotics:

\[
F(x, y, t) = \sum_{k=1}^{\infty} t^{-\frac{q}{k}} F_k(x, y), \\
G(x, y, t) = \sum_{k=1}^{\infty} t^{-\frac{q}{k}} G_k(x, y), \quad t \to \infty, \quad q \in \mathbb{Z}_+.
\]

Such perturbations appear, for example, in the study of solutions of Painlevé equations and their disturbances [9][10], in the asymptotic analysis of resonance phenomena in nonlinear systems [11][13], and in many other problems related to nonlinear non-autonomous systems [15][19].

Note that the rational powers \(k/q\) with \(q > 1\) in (2) can be reduced to the integer exponents \(k\) by the change of the independent variable: \(\theta = t^{1/q}\). However, in this case, the damped factor \(\theta^{-(q-1)}\) appears in the left-hand side of the system, which makes the problem of a long-term behaviour singularly perturbed [20]. In this way a global behaviour of solutions cannot be derived from a corresponding limiting equations that appear if we take \(\theta = \infty\). On the other hand, it can easily be checked that system (1), written in the variable \(\tau = \epsilon t\) with a small parameter \(0 < \epsilon \ll 1\), is singularly perturbed as \(\epsilon \to 0\). In some cases the asymptotic solution of such a problem as \(\epsilon \to 0\) and \(0 < \tau \leq O(1)\) gives a long-term approximation for solutions in the original variable \(t = \tau/\epsilon\). However, this approach is usually not used when investigating the behaviour of solutions at infinity [21][21]. Moreover, known asymptotic constructions with a small parameter turn out to be inapplicable in a general case [23].

Consider a simple example demonstrating possible effects of damped perturbations on a system with a centre-saddle bifurcation:

\[
\frac{d^2x}{dt^2} + x^2 - \lambda = t^{-\kappa}(B \frac{dx}{dt} + C), \quad B, C, \lambda \in \mathbb{R}, \quad \kappa > 0.
\]

This equation in the variables \(x, y = \dot{x}\) takes form (1) with \(V(x; \lambda) = x^3/3 - \lambda x, w(x) \equiv 1, F(x, y, t) \equiv 0\), and \(G(x, y, t) \equiv t^{-\kappa}(B y + C)\). It is easy to see that if \(\lambda > 0\), the limiting equation has two fixed points: \(z_s = (-\sqrt{\lambda}, 0)\) is a saddle and \(z_c = (\sqrt{\lambda}, 0)\) is a centre. If \(\lambda = 0\), the unperturbed equation has a degenerate unstable fixed point \(z_0 = (0, 0)\), which disappears when \(\lambda < 0\). If \(\lambda < 0\), all trajectories of the limiting system are unbounded. Outside the bifurcation value, damped perturbations change the behaviour of solutions in the vicinity of the centre: depending on the perturbation parameters, the trajectories are attracted to \(z_c\), are repelled by \(z_c\), or remain in some neighbourhood of \(z_c\) without attraction to it (see Fig. 1). In this case, the behaviour of solutions near the saddle \(z_s\) changes insignificantly. When \(\lambda = 0\), the following regimes are possible near the fixed point \(z_0\): the trajectories tend to \(z_0\) at infinity in time (see Fig. 2 a); the trajectories oscillate near \(z_0\) for a finite time interval and eventually leave its vicinity (see Fig. 2 b); and the trajectories leave a neighbourhood of \(z_0\) without a delay (see Fig. 2 c).
Consider particular solutions of perturbed system (1) tending to the fixed points of the limiting Hamiltonian system. The simplest asymptotic expansion for such solutions can be constructed in the form of power series with constant coefficients:

\[ x(t) = \sigma + \sum_{k=1}^{\infty} t^{\frac{k}{2}} x_k, \quad y(t) = \sum_{k=1}^{\infty} t^{\frac{k}{2}} y_k, \quad t \to \infty. \]

Substituting these series in system (1) and grouping the terms of the same power of \( t \) yield \( \sigma^2 = \lambda \) and the following chain of linear equations for the coefficients \( x_k, y_k \) as \( k \geq 1 \):

\[ -2\sigma w(\sigma) x_k + G_k(\sigma, 0) = g_k, \quad y_k + F_k(\sigma, 0) = f_k, \]
where \( g_1 = f_1 = 0 \), and \( g_k, f_k \) as \( k \geq 2 \) are expressed through \( x_1, y_1, \ldots, x_{k-1}, y_{k-1} \):

\[
g_k = - \sum_{l+\alpha_1+\ldots+i\alpha_i+j\beta_1+\ldots+j\beta_j=k} x_1^{\alpha_1} \cdots x_i^{\alpha_i} y_1^{\beta_1} \cdots y_j^{\beta_j} \frac{\partial x^{\alpha_1+\ldots+i\alpha_i+j\beta_1+\ldots+j\beta_j}}{G_1(\sigma,0)} - \frac{k-q}{q^{y_{k-q}}}
\]

\[
f_k = - \sum_{l+\alpha_1+\ldots+i\alpha_i+j\beta_1+\ldots+j\beta_j=k} x_1^{\alpha_1} \cdots x_i^{\alpha_i} y_1^{\beta_1} \cdots y_j^{\beta_j} \frac{\partial x^{\alpha_1+\ldots+i\alpha_i+j\beta_1+\ldots+j\beta_j}}{F_1(\sigma,0)} - \frac{k-q}{q^{y_{k-q}}}
\]

where \( x_i = y_i = 0 \) for \( i \leq 0 \). System (10) is solvable with \( \sigma = \pm \sqrt{\lambda} \) whenever \( \lambda > 0 \). It can easily be checked that if

\[
\exists n \leq q : \quad F_i(x, y) \equiv 0, \quad G_i(x, y) \equiv 0 \quad \text{for all} \quad i < n,
\]

then \( x_k = y_k = 0 \) in (11) at least for all \( 1 \leq k < n \).

Thus, we have the following.

**Theorem 1.** If \( \lambda > 0 \), system (11) has two different solutions \( x_*(t) \), \( y_*(t) \) with asymptotic expansion in the form (14) with \( \sigma = \pm \sqrt{\lambda} \).

**Proof.** The existence of solutions with power-law asymptotics at infinity in time follows from [18, 24].

If \( \lambda = 0 \), the form of asymptotic solutions depends essentially on the structure of perturbations (2). Together with (11), consider one of the following assumptions:

\[
(7) \quad \exists m < n : \quad G_{n+m}(0, 0) \neq 0, \quad G_{n+l}(0, 0) = 0 \quad \forall l < m;
\]

\[
(8) \quad G_{n+l}(0, 0) = 0 \quad \forall l < n, \quad G_{2n}(0, 0) = F_n(0, 0)(\partial y G_n(0, 0) + \delta_{n,q}) \neq 0,
\]

where \( \delta_{n,q} \) is the Kronecker delta.

1. Let assumptions (11) and (7) hold. Then the asymptotic solution is constructed in the form:

\[
x(t) = \sum_{k=n+m}^{\infty} t^{-\frac{k}{2}} x_k, \quad y(t) = \sum_{k=2n}^{\infty} t^{-\frac{k}{2}} y_k, \quad t \to \infty,
\]

where

\[
-x_{n+m}^2 w(0) + G_{n+m}(0, 0) = 0, \quad y_{2n} + F_n(0, 0) = 0.
\]

Note that the asymptotic solution in the form (9) does not exist when \( G_{n+m}(0, 0) < 0 \). If \( G_{n+m}(0, 0) > 0 \), system (10) has two different roots: \( x_{n+m} = \pm \mu, y_{2n} = -F_n(0, 0) \), where

\[
\mu = \sqrt{\frac{G_{n+m}(0, 0)}{w(0)}}
\]

The remaining coefficients \( x_{n+m+k}, y_{2n+k} \) as \( k \geq 1 \) are determined from the following system of equations:

\[
-2x_{n+m}^2 w(0)x_{n+m+k} = \tilde{g}_k, \quad y_{2n+k} = \tilde{f}_k,
\]
It is readily seen that every solution of a corresponding Hamiltonian limiting system with initial data \( x(2), y(2) \). The gray curves correspond to level lines of \( H(x, y; 0) \).

where the functions \( \tilde{g}_k, \tilde{f}_k \) are expressed through \( x_{n+m}, \ldots, x_{n+m+k-1}, y_{2n}, \ldots, y_{2n+k-1} \). If \( n = 1 \) and \( m = 0 \), we have \( x_1 = \pm \sqrt{G(0,0)/w(0)}, y_2 = -F(0,0) \),

\[
\begin{align*}
\tilde{g}_1 & = x_1^3 \partial_x w(0) - x_1 \partial_x G(1,0), \\
\tilde{g}_2 & = x_2^2 w(0) + 3x_1^2 x_2 \partial_x w(0) + \frac{x_1^2}{2} \partial_x^2 w(0) - G_2(0,0) - x_2 \partial_x G(1,0) - y_2 \partial_y G(0,0) - \frac{x_1^2}{2} \partial_x^2 G(1,0), \\
\tilde{f}_3 & = -x_1 \partial_x F(1,0), \\
\tilde{f}_4 & = -F(0,0) - x_2 \partial_x F(1,0) - y_2 \partial_y F(0,0) - \frac{x_1^2}{2} \partial_x^2 F(1,0).
\end{align*}
\]

**Theorem 2.** Let \( \lambda = 0 \) and assumptions (5), (7) hold. If \( G_{n+m}(0,0) > 0 \), then system \( \Pi \) has two different solutions \( x_*(t), y_*(t) \) with asymptotic expansion in the form (9) with \( x_{n+m} = \pm \mu \).

If \( G_{n+m}(0,0) < 0 \), the asymptotic solution in the form (9) does not exist. Moreover, in this case, the trajectories of the perturbed system behave like solutions to the limiting system with \( \lambda < 0 \). Indeed, the change of variables

\[
\begin{align*}
x(t) & = \vartheta_1 a(\tau)t^{-\frac{n+m}{2q}}, \\
y(t) & = \sqrt{\vartheta_1 w(0)}b(\tau)t^{-\frac{3(n+m)}{4q}}, \\
\tau & = \vartheta_2 \sqrt{\vartheta_1 w(0)}t^{1-\frac{n+m}{4q}},
\end{align*}
\]

with \( \vartheta_1 = (|G_{n+m}(0,0)|/w(0))^{1/2} \) > 0 and \( \vartheta_2 = 4q/(4q - n - m) > 0 \), transforms (11) into the following form:

\[
\begin{align*}
\frac{da}{d\tau} & = b + O(\tau^{-\frac{3n+m}{4q-n-m}}) + O(\tau^{-1}), \\
\frac{db}{d\tau} & = -(a^2 + 1) + O(\tau^{-\frac{2(n+m)}{4q-n-m}}) + O(\tau^{-1}), \\
\tau & \to \infty.
\end{align*}
\]

It is readily seen that every solution of a corresponding Hamiltonian limiting system with \( \tilde{H}(a,b) = a + a^3/3 + b^2/2 \) leaves a neighbourhood of the origin (see Fig. 3 a). Hence, the trajectories of system (11) with \( \lambda = 0 \) and initial data from the vicinity of the fixed point \( (0,0) \) have the same property (see Fig. 3 b).

2. Let assumptions (11) and (8) hold. The asymptotic solution is sought in the form:

\[
\begin{align*}
x(t) & = \sum_{k=n}^{\infty} t^{-\frac{k}{q}}x_k, \\
y(t) & = \sum_{k=n}^{\infty} t^{-\frac{k}{q}}y_k, \\
t & \to \infty.
\end{align*}
\]

Substituting (12) in system (11) and grouping the terms of the same power of \( t \) yield the following chain of equations:

\[
\begin{align*}
-x_n^2 w(0) + x_n \partial_x G_n(0,0) + G_{2n}(0,0) + y_n \partial_y G_n(0,0) & + \delta_{n,q} = 0, \\
y_n & + F_n(0,0) = 0, \\
-x_n w(0) + \partial_x G_n(0,0) & x_{n+k} + \left( \partial_y G_n(0,0) + \left( 1 + \frac{k}{q} \right) \delta_{n,q} \right) y_{n+k} = \tilde{g}_k, \\
y_{n+k} & = \tilde{f}_k.
\end{align*}
\]
where the functions $\hat{g}_k, \hat{f}_k$ as $k \geq 1$ are expressed through $x_n, y_n, \ldots, x_{n+k-1}, y_{n+k-1}$. For instance,

$$
\hat{g}_k = -G_{2n+k}(0,0) + w(0) \sum_{i=0}^{k-1} x_{n+i}x_{n+k-i} - \sum_{i=0}^{k-1} (x_{n+i}\partial_x + y_{n+i}\partial_y)G_{n+k-i}(0,0)
$$

$$
+ \left(1 - \frac{2n+k}{q}\right)(1 - \delta_{n,q})y_{2n+k-q},
$$

$$
\hat{f}_k = -F_{n+k}(0,0) + \left(1 - \frac{n+k}{q}\right)x_{n+k-q} \quad \text{for } k \leq n - 1,
$$

$$
\hat{g}_n = -G_{3n}(0,0) + w(0) \sum_{i=0}^{n-1} x_{n+i}x_{2n-i} - \sum_{i=0}^{n-1} (x_{n+i}\partial_x + y_{n+i}\partial_y)G_{2n-i}(0,0)
$$

$$
+ x_n^2\partial_x w(0) - \left(\frac{r^3}{2}\partial_x^2 + x_ny_n\partial_x\partial_y + \frac{y_n^2}{2}\partial_y^2\right)G_n(0,0) + \left(1 - \frac{3n}{q}\right)(1 - \delta_{n,q})y_{3n-q},
$$

$$
\hat{f}_n = -F_{2n}(0,0) + \left(1 - \frac{2n}{q}\right)x_{2n-q} - (x_n\partial_x + y_n\partial_y)F_n(0,0),
$$

where it is assumed that $x_i = y_i = 0$ for $i < n$. It can easily be checked that system (13) is solvable whenever

$$
\Delta_n \equiv (\partial_x G_n(0,0))^2 - 4w(0)\left(\partial_y G_n(0,0) + \delta_{n,q}F_n(0,0) - G_{2n}(0,0)\right) > 0.
$$

In this case, $x_n = \nu_\pm, y_n = -F_n(0,0)$, where

$$
\nu_\pm = \frac{1}{2w(0)} \left(\partial_x G_n(0,0) \pm \sqrt{\Delta_n}\right) \neq 0.
$$

**Theorem 3.** Let $\lambda = 0$ and assumptions (6), (8) hold. If $\Delta_n > 0$, system (1) has two different solutions $x_*(t), y_*(t)$ with asymptotic expansion in the form (12) with $x_n = \nu_\pm$.

Note that if $\Delta_n < 0$, the asymptotic solution in the form (12) is not constructed. In this case, consider the following change of variables:

$$
x(t) = \left(\frac{\partial_x G_n(0,0)}{2w(0)} + \vartheta_1 a(\tau)\right)t^{-\frac{a}{2}},
$$

$$
y(t) = -F_n(0,0)t^{-\frac{b}{2}} + \sqrt{\vartheta_1^2 w(0)b(\tau)}t^{-\frac{a+b}{4}},
$$

$$
\tau = \vartheta_2 \sqrt{\vartheta_1 w(0)}t^{1-\frac{a+b}{4}},
$$

where $\vartheta_1 = \sqrt{\Delta_n/(2w(0))} > 0$ and $\vartheta_2 = 2q/(2q - n) > 0$. Substituting (15) in (1) yields

$$
\frac{da}{d\tau} = b + O(\tau^{-\frac{n}{4q-n}}) + O(\tau^{-1}), \quad \frac{db}{d\tau} = -(a^2 + 1) + O(\tau^{-\frac{n}{2q-n}}) + O(\tau^{-1}), \quad \tau \to \infty.
$$

Thus, as in the previous case, we see that the qualitative behaviour of perturbed system (1) is the same as that of the limiting system with $\lambda < 0$.

The results of this section are shown in Table 1.

| Case | Assumptions | Asymptotic behaviour | Ref. |
|------|-------------|----------------------|------|
| $\lambda > 0$ | (6), (7), $G_{n+m}(0,0) > 0$, $x_{n+m} = \pm \mu$ | $\sigma = \pm \sqrt{\lambda}$ | Th. 1 |
| $\lambda = 0$ | (6), (8), $\Delta_n > 0$ | $x_n = \nu_\pm$ | Th. 3 |

**Table 1.** Particular solutions of system (1).
4. Stability analysis

4.1. Linear analysis. Let $x_s(t)$, $y_s(t)$ be one of the particular solutions with asymptotics \[1\], \[9\] or \[12\]. The substitution $x(t) = x_s(t) + \xi(t)$, $y(t) = y_s(t) + \eta(t)$ into \[1\] gives the following system with a fixed point at $(0,0)$:

$$\frac{d\xi}{dt} = \eta + F(x_s + \xi, y_s + \eta, t) - F(x_s, y_s, t),$$

$$\frac{d\eta}{dt} = -\partial_x V(x_s + \xi; \lambda) + \partial_y V(x_s; \lambda) + G(x_s + \xi, y_s + \eta, t) - G(x_s, y_s, t).$$

Consider the linearized system:

$$\frac{d}{dt} \begin{pmatrix} \xi \\ \eta \end{pmatrix} = A(t) \begin{pmatrix} \xi \\ \eta \end{pmatrix}, \quad A(t) := \begin{pmatrix} \partial_x F(x_s, y_s, t) & 1 + \partial_y F(x_s, y_s, t) \\ \partial_y G(x_s, y_s, t) & \partial_y G(x_s, y_s, t) \end{pmatrix}.$$  

The roots of the corresponding characteristic equation $|A(t) - \epsilon I| = 0$ have the form

$$e_{\pm}(t) = \frac{1}{2} \left( \text{tr} A(t) \pm \sqrt{D(t)} \right),$$

where $D(t) = (\text{tr} A(t))^2 - 4 \text{det} A(t)$.

Let $\lambda > 0$ and assumption \[13\] hold. Then $x_s(t) = \sigma + O(t^{-n/q})$, $y_s(t) = O(t^{-n/q})$ as $t \to \infty$, where $\sigma = \pm \sqrt{\lambda}$. In this case,

$$D(t) = -8\sigma w(\sigma) + O(t^{-\frac{n}{q}}), \quad \text{tr} A(t) = O(t^{-\frac{n}{q}}), \quad t \to \infty.$$

It can easily be checked that if $\sigma = -\sqrt{\lambda}$, the eigenvalues $e_{+}(t)$ and $e_{-}(t)$ are real of different signs:

$$e_{\pm}(t) = \pm \lambda^{\frac{1}{4}} \sqrt{2\lambda - \lambda^2} + O(t^{-\frac{n}{q}}), \quad t \to \infty.$$

This implies that the fixed point $(0,0)$ of system \[16\] is a saddle in the asymptotic limit, and the corresponding particular solution $x_s(t)$, $y_s(t)$ with $\sigma = -\sqrt{\lambda}$ is unstable (see, for example, \[29\]).

**Theorem 4.** Let $\lambda > 0$ and assumption \[13\] hold. Then the solution $x_s(t)$, $y_s(t)$ with asymptotics \[1\], $\sigma = -\sqrt{\lambda}$ is unstable.

Now let $\lambda = 0$. Consider the particular solutions $x_s(t)$, $y_s(t)$ having asymptotics \[9\] with $x_{n+m} = \pm \mu$, where $\mu > 0$ is defined by \[11\]. Then

$$D(t) = -8w(0)x_{n+m} t^{-\frac{n+m}{2q}} (1 + O(t^{-\frac{1}{2}})), \quad \text{tr} A(t) = O(t^{-\frac{n}{q}}), \quad t \to \infty.$$

If $x_{n+m} = -\mu$, then both eigenvalues $e_{\pm}(t)$ are real of different signs: $e_{\pm}(t) = \pm t^{-n/2q} \sqrt{8w(0)\mu} (1 + O(t^{-1/2q}))$, and the corresponding particular solution $x_s(t)$, $y_s(t)$ with asymptotics \[9\] is unstable.

**Theorem 5.** Let $\lambda = 0$ and assumptions \[12\], \[7\] hold. Then the solution $x_s(t)$, $y_s(t)$ with asymptotics \[9\], $x_{n+m} = -\mu$ is unstable.

Finally, consider the particular solutions $x_s(t)$, $y_s(t)$ having asymptotics \[12\] with $x_n = \nu_{\pm}$, where $\nu_- < \nu_+$ are defined by \[14\]. In this case,

$$D(t) = 4\mathcal{N}_n t^{-\frac{n}{2q}} (1 + O(t^{-\frac{1}{2}})), \quad \text{tr} A(t) = O(t^{-\frac{n}{q}}), \quad t \to \infty,$$

where $\mathcal{N}_n := -2w(0)x_n + \partial_y G(0,0)$. If $\mathcal{N}_n > 0$, then both eigenvalues \[17\] are real of different signs: $e_{\pm}(t) = \pm t^{-n/2q} \sqrt{\mathcal{N}_n (1 + O(t^{-1/2q}))}$, and the corresponding particular solution $x_s(t)$, $y_s(t)$ with asymptotics \[12\] is unstable. It can easily be checked that $\mathcal{N}_n = \sqrt{\Delta_n} > 0$ if $x_n = \nu_;$ and $\mathcal{N}_n = -\sqrt{\Delta_n} < 0$ if $x_n = \nu_+$. Thus, we have the following:

**Theorem 6.** Let $\lambda = 0$ and assumptions \[10\], \[8\] hold. Then the solution $x_s(t)$, $y_s(t)$ with asymptotics \[12\], $x_n = \nu_-$ is unstable.

Consider the following cases that are not covered by Theorems \[4\] \[5\] and \[6\]:

**Case I:** $\lambda > 0$ and $x_s(t) = \sqrt{\lambda} + O(t^{-n/q})$ as $t \to \infty$;

**Case II:** $\lambda = 0$ and $x_s(t) = \mu t^{-(n+m)/2q} (1 + O(t^{-1/2q}))$ as $t \to \infty$;

**Case III:** $\lambda = 0$ and $x_s(t) = \nu_+ t^{-n/q} (1 + O(t^{-1/q}))$ as $t \to \infty$. 

In these cases, the roots of the characteristic equation are complex:

\[ e_{\pm}(t) = \pm \frac{i}{2} \sqrt{2w(\sqrt{\lambda}) + O(t^{-\frac{3}{4}})}, \quad \text{in Case I}, \]

\[ e_{\pm}(t) = \pm it^{-\frac{1}{2}} \sqrt{8w(0)\mu(1 + \mathcal{O}(t^{-\frac{3}{4}}))), \quad \text{in Case II}, \]

\[ e_{\pm}(t) = \pm it^{-\frac{1}{2}} \sqrt{16\mu(1 + \mathcal{O}(t^{-\frac{3}{4}}))), \quad \text{in Case III}, \]

and \( \Re e_{\pm}(t) = \mathcal{O}(t^{-n/q}) \) as \( t \to \infty \). Hence, the fixed point \((0,0)\) of system (16) is a centre in the asymptotic limit, and the linear stability analysis fails (see, for example, [26]).

4.2. Nonlinear analysis. In this subsection we use Lyapunov function method to investigate the cases where linear analysis does not work. This method is based on the construction of appropriate positive definite functions with a sign definite derivative along the trajectories of the system.

1. Consider first Case I when \( \lambda > 0 \). Assume that

\[ \exists h \geq 0 : \quad \partial_x F_k(x, y) = -\partial_y G_k(x, y) \quad \forall k < n + h; \]

and define \( \gamma_{n+h}(\lambda) = \partial_x F_{n+h}(\sqrt{\lambda}, 0) + \partial_y G_{n+h}(\sqrt{\lambda}, 0) \).

**Theorem 7.** Let \( \lambda > 0 \) and assumptions (4), (13) hold.

- If \( \gamma_{n+h}(\lambda) < 0 \), then the solution \((x_*(t), y_*(t))\) with asymptotics (4), \( \sigma = \sqrt{\lambda} \) is stable.
- If \( \gamma_{n+h}(\lambda) > 0 \), then the solution \((x_*(t), y_*(t))\) with asymptotics (4), \( \sigma = \sqrt{\lambda} \) is unstable.

**Proof.** Note that system (16) can be written in the following form:

\[ \frac{dx}{dt} = \partial_x \mathcal{H}(x, \eta), \quad \frac{dy}{dt} = -\partial_x \mathcal{H}(x, \eta) + \mathcal{P}(x, \eta), \]

where

\[ \mathcal{H}(x, \eta) = V(x_*(X) + \xi; \lambda) - V(x_*(X)_0; \lambda) - \xi \partial_x V(x_*(X)_0; \lambda) + \frac{\eta^2}{2} \]

\[ + \int_0^\eta \left( F(x_*(X) + \xi, \eta + \theta; t) - F(x_*(X)_0, \theta; t) \right) d\theta - \int_0^{\xi} \left( G(x_*(X) + \xi, \eta; t) - G(x_*(X)_0, \theta; t) \right) d\zeta, \]

\[ \mathcal{P}(x, \eta, t) = \int_0^\eta \left( \partial_x F(x_*(X) + \xi, \eta + \theta; t) + \partial_y G(x_*(X) + \xi, \eta + \theta; t) \right) d\theta. \]

Since \((x_*(t), y_*(t))\) has asymptotics (4) with \( \sigma = \sqrt{\lambda} \), we have

\[ \mathcal{H}(x, \eta) = \mathcal{H}_0(x, \eta) + \sum_{k=0}^{\infty} t^{-\frac{k}{n}} \mathcal{H}_k(x, \eta), \quad \mathcal{P}(x, \eta, t) = \sum_{k=n}^{\infty} t^{-\frac{k}{n}} \mathcal{P}_k(x, \eta), \]

where

\[ \mathcal{H}_0(x, \eta) = V(\sqrt{\lambda} + \xi; \lambda) - V(\sqrt{\lambda} + \xi; \lambda) - \xi \partial_x V(\sqrt{\lambda} + \xi; \lambda) + \frac{\eta^2}{2}, \]

\[ \mathcal{H}_k(x, \eta) = \partial_x V(\sqrt{\lambda} + \xi; \lambda) - \partial_x V(\sqrt{\lambda} + \xi; \lambda) - \xi \partial_x^2 V(\sqrt{\lambda} + \xi; \lambda) \]

\[ + \int_0^\eta \left( F_k(\sqrt{\lambda} + \xi, \theta) - F_k(\sqrt{\lambda} + \xi, 0) \right) d\theta - \int_0^{\xi} \left( G_k(\sqrt{\lambda} + \xi, 0) - G_k(\sqrt{\lambda} + \xi, 0) \right) d\zeta, \]

\[ \mathcal{P}_k(x, \eta) = \int_0^\eta \left( \partial_x F_k(\sqrt{\lambda} + \xi, \theta) + \partial_y G_k(\sqrt{\lambda} + \xi, \theta) \right) d\theta, \quad n + h \leq k < 2n, \]

\[ \mathcal{P}_{2n}(x, \eta) = \int_0^\eta \left( \partial_x F_{2n}(\sqrt{\lambda} + \xi, \theta) + \partial_y G_{2n}(\sqrt{\lambda} + \xi, \theta) \right) d\theta + x_n \partial_x \mathcal{P}_{n}(x, \eta) + y_n \int_0^\eta \partial_y \mathcal{P}_n(x, \theta) d\theta, \]
etc. It is readily seen that
\[ \mathcal{H}_0(\xi, \eta) = \sqrt{\lambda}w(\sqrt{\lambda})\xi^2 + \frac{\eta^2}{2} + \mathcal{O}(\rho^3), \quad \mathcal{H}_k(\xi, \eta) = \mathcal{O}(\rho^2), \quad \mathcal{P}_k(\xi, \eta) = \mathcal{O}(\rho) \]
as \( \rho = \sqrt{\xi^2 + \eta^2} \to 0 \) for all \( k \geq n \). Taking into account \[18\] and the asymptotic formulas for the particular solution \( x_1(t), y_1(t) \), we obtain \( \mathcal{P}(\xi, \eta, t) = t^{-(n+h)/q}(\gamma_{n+h}(\lambda)\eta + \mathcal{O}(\rho^2) + \mathcal{O}(\rho^{1-1/q})) \) as \( \rho \to 0 \) and \( t \to \infty \). Consider the combination
\[ U_1(\xi, \eta, t) = \mathcal{H}(\xi, \eta, t) - \frac{\gamma_{n+h}(\lambda)}{2}t^{-\frac{n+h}{q}}\xi\eta \]
as a Lyapunov function candidate for system \[19\]. It can easily be checked that \( U_1(\xi, \eta, t) \) has the following asymptotics:
\[ U_1(\xi, \eta, t) = W_1(\xi, \eta) + \mathcal{O}(\rho^3) + \mathcal{O}(\rho^t t^{-\frac{n}{q}}), \quad \rho \to 0, \quad t \to \infty, \]
where \( W_1(\xi, \eta) = (\omega_1^2\xi^2 + \eta^2)/2, \omega_1^2 = 2\sqrt{\lambda}w(\sqrt{\lambda}) > 0 \). Hence, for all \( 0 < \varepsilon < 1 \) there exist \( \rho_1 > 0 \) and \( t_1 > 0 \) such that
\[ (1-\varepsilon)W_1(\xi, \eta, t) \leq U_1(\xi, \eta, t) \leq (1+\varepsilon)W_1(\xi, \eta) \]
for all \( (\xi, \eta, t) \in D_{W_1}(\rho_1, t_1) := \{(\xi, \eta, t) \in \mathbb{R}^3 : W_1(\xi, \eta) \leq \rho_1^2, t \geq t_1\} \). The total derivative of the function \( U_1(\xi, \eta, t) \) with respect to \( t \) along the trajectories of system \[19\] has the form:
\[ \frac{dU_1}{dt} = \frac{\partial U_1}{\partial t} + \frac{\partial U_1}{\partial \xi} \partial_t \mathcal{H} + \frac{\partial U_1}{\partial \eta} \partial_t \mathcal{P} = \gamma_{n+h}(\lambda)t^{-\frac{n+h}{q}}W_1(\xi, \eta)(1 + \mathcal{O}(\rho) + \mathcal{O}(t^{-\frac{1}{q}})) \]
as \( \rho \to 0 \) and \( t \to \infty \). It follows that there exist \( 0 < \rho_0 \leq \rho_1 \) and \( t_0 \geq t_1 \) such that
\[ \frac{dU_1}{dt} \leq -\gamma_{n+h}(\lambda)\left(\frac{1-\varepsilon}{1+\varepsilon}\right)t^{-\frac{n+h}{q}}U_1 \leq 0 \]
if \( \gamma_{n+h}(\lambda) < 0 \),
\[ \frac{dU_1}{dt} \geq \gamma_{n+h}(\lambda)\left(\frac{1-\varepsilon}{1+\varepsilon}\right)t^{-\frac{n+h}{q}}U_1 \geq 0 \]
if \( \gamma_{n+h}(\lambda) > 0 \)
for all \( (\xi, \eta, t) \in D_{W_1}(\rho_0, t_0) \).

Let \( \gamma_{n+h}(\lambda) < 0 \). Then, for all \( 0 < \varepsilon < \rho_0 \) there exists \( \delta_\varepsilon := \varepsilon \sqrt{(1-\varepsilon)/(1+\varepsilon)/2} \) such that
\[ \sup_{W_1(\xi, \eta) \leq \delta_\varepsilon^2} U_1(\xi, \eta, t) \leq (1+\varepsilon)\delta_\varepsilon^2 < (1-\varepsilon)\varepsilon^2 \leq \inf_{W_1(\xi, \eta) = \varepsilon^2} U_1(\xi, \eta, t) \]
for all \( t > t_0 \). The last estimates and the negativity of the total derivative of the function \( U_1(\xi, \eta, t) \) ensure that any solution of system \[19\] with initial data \( W_1(\xi(t_0), \eta(t_0)) \leq \delta_\varepsilon^2 \) cannot leave the domain \( \{(\xi, \eta) \in \mathbb{R}^2 : W_1(\xi, \eta) \leq \varepsilon^2\} \) as \( t > t_0 \). Therefore, the fixed point \((0,0)\) of system \[19\] and the solution \( x_1(t), y_1(t) \) of system \[19\] are stable.

Let \( \gamma_{n+h}(\lambda) > 0 \). Consider the solution \( \xi(t), \eta(t) \) of system \[19\] with initial data \( \xi(t_0), \eta(t_0) \) such that \( W_1(\xi(t_0), \eta(t_0)) < \rho_0^2 \). Then, by integrating the second inequality in \[21\] with respect to \( t \), we obtain the following:
\[ U_1(\xi(t), \eta(t), t) \geq U_1(\xi(t_0), \eta(t_0), t_0) \exp\left(\gamma_{n+h}(\lambda)\left(\frac{1-\varepsilon}{1+\varepsilon}\right)(\log t - \log t_0)\right), \quad h = 0, \]
\[ U_1(\xi(t), \eta(t), t) \geq U_1(\xi(t_0), \eta(t_0), t_0) \exp\left(\frac{q\gamma_{n+h}(\lambda)}{h}\left(\frac{1-\varepsilon}{1+\varepsilon}\right)\left(t_0^{-\frac{h}{q}} - t^{-\frac{h}{q}}\right)\right), \quad h > 0 \]
as \( t > t_0 \). Hence, there exists \( T_0 > t_0 \) such that the solution \( \xi(t), \eta(t) \) escapes from the domain \( \{(\xi, \eta) \in \mathbb{R}^2 : W_1(\xi, \eta) \leq \rho_0\} \) as \( t > T_0 \). This means that the fixed point \((0,0)\) of system \[19\] and the solution \( x_1(t), y_1(t) \) of system \[19\] are unstable.

\textbf{Corollary 1.} If \( \gamma_{n+h}(\lambda) < 0 \) and \( n+h \leq q \), the solution \( x_1(t), y_1(t) \) with asymptotics \[19\], \( \sigma = \sqrt{\lambda} \) is asymptotically stable.
Proof. Indeed, let \( \xi(t), \eta(t) \) be a solution of system (19) with initial data \( \xi(t_0), \eta(t_0) \) such that \( W_1(\xi(t_0), \eta(t_0)) < \rho_0 \). Integrating the first inequality in (21) with respect to \( t \) yields

\[
0 \leq W_1(\xi(t), \eta(t)) \leq C_0 \exp \left( -|\gamma_q(\lambda)| \left( \frac{1 - \kappa}{1 + \kappa} \right) \log t \right), \quad n + h = q,
\]

\[
0 \leq W_1(\xi(t), \eta(t)) \leq C_0 \exp \left( -q|\gamma_{n+h}(\lambda)| \left( \frac{1 - \kappa}{q - n - h} \right) \log t \right), \quad n + h < q
\]

as \( t \geq t_0 \) with the parameter \( C_0 > 0 \), depending on \( \rho_0 \) and \( t_0 \). Hence, \( \xi(t) \to 0 \) and \( \eta(t) \to 0 \) as \( t \to \infty \). Returning to the original variables we obtain asymptotic stability of the particular solution \( x_* (t), y_* (t) \).}

Similarly, from (21), it follows that if \( \gamma_{n+h}(\lambda) < 0 \) and \( n + h > q \), the solution \( x_* (t), y_* (t) \) with asymptotics (11), \( \sigma = \sqrt{\lambda} \) is neutrally stable. The same conclusion can be drawn when the perturbations are Hamiltonian:

\[
\partial_x F(x, y, t) = -\partial_y G(x, y, t) \quad \forall (x, y) \in \mathbb{R}^2, \quad t > 0.
\]

Define \( d_n = \omega_1^2 \partial_x F_n(\sqrt{\lambda} 0) + G_n(\sqrt{\lambda} 0) + \partial_x G_n(\sqrt{\lambda} 0), \) where \( \omega_1^2 = 2 \sqrt{\lambda} w(\sqrt{\lambda}) \).

**Theorem 8.** Let \( \lambda > 0 \) and assumptions (10), (22) hold.

- If \( d_n > 0 \), then the solution \( x_n(t), y_n(t) \) with asymptotics (11), \( \sigma = \sqrt{\lambda} \) is stable.
- If \( d_n < 0 \), then the solution \( x_n(t), y_n(t) \) with asymptotics (11), \( \sigma = \sqrt{\lambda} \) is unstable.

**Proof.** It follows from (22) that \( \mathcal{P}(\xi, \eta, t) \equiv 0 \) and

\[
\mathcal{H}_n(\xi, \eta) = \left( G_n(\sqrt{\lambda} 0) + \partial_x G_n(\sqrt{\lambda} 0) \right) \frac{n^2}{2} + \partial_x F_n(\sqrt{\lambda} 0) \xi \eta + \partial_y F_n(\sqrt{\lambda} 0) \frac{\eta^2}{2} + \mathcal{O}(\rho^3), \quad \rho \to 0,
\]

in system (19). In this case, we use

\[
U_0(\xi, \eta, t) = \mathcal{H}(\xi, \eta, t) + t^{-\frac{n+q}{2}} \frac{\sqrt{\frac{2}{q}}}{4} \left( d_n - 2 \omega_1^2 \partial_y F_n(\sqrt{\lambda} 0) \xi \eta + \partial_x F_n(\sqrt{\lambda} 0) \frac{\eta^2}{2} \right)
\]

as a Lyapunov function candidate for system (19). The derivative of \( U_0(\xi, \eta, t) \) along the trajectories of the system is given by

\[
\frac{dU_0}{dt}(t) = -\frac{n d_n}{2 q \omega_1^2} t^{-\frac{n+q}{2}} W_1(\xi, \eta) \left( 1 + \mathcal{O}(\rho) + \mathcal{O}(t^{-\frac{1}{2}}) \right), \quad \rho \to 0, \quad t \to \infty.
\]

By repeating the arguments used in the proof of Theorem 7 we see that the solution \( x_n(t), y_n(t) \) is stable if \( d_n > 0 \), and unstable if \( d_n < 0 \). \( \square \)

2. Now consider Case II, when \( \lambda = 0 \) and the particular solution has asymptotics (9) with \( x_{n+m} = \mu > 0 \). Define

\[
\alpha_{n,m} = \gamma_n(0) + \delta_{n,q} \frac{5(q + m)}{4q},
\]

where \( \gamma_n(0) = \partial_x F_n(0, 0) + \partial_y G_n(0, 0) \). We have the following:

**Theorem 9.** Let \( \lambda = 0 \) and assumptions (10), (17) hold.

- If \( \alpha_{n,m} < 0 \), then the solution \( x_n(t), y_n(t) \) with asymptotics (9), \( x_{n+m} = \mu \) is stable.
- If \( \alpha_{n,m} > \delta_{n,q} 3(q + m)/(2q) \), then the solution \( x_n(t), y_n(t) \) with asymptotics (9), \( x_{n+m} = \mu \) is unstable.

**Proof.** It can easily be checked that for the particular solutions with asymptotics (9) the functions \( \mathcal{H}(\xi, \eta, t) \) and \( \mathcal{P}(\xi, \eta, t) \) in system (19) have the following expansions as \( t \to \infty \):

\[
\mathcal{H}(\xi, \eta, t) = \mathcal{H}_0(\xi, \eta) + \sum_{k=n+m}^{\infty} t^{-\frac{q}{2k}} \mathcal{H}_k(\xi, \eta), \quad \mathcal{P}(\xi, \eta, t) = \sum_{k=2n}^{\infty} t^{-\frac{q}{2k}} \mathcal{P}_k(\xi, \eta),
\]
where
\[
\mathcal{H}_0(\xi, \eta) = V(\xi; 0) - V(0; 0) - \xi \partial_x V(0; 0) + \frac{\eta^2}{2},
\]
\[
\mathcal{H}_{n+m}(\xi, \eta) = x_{n+m}\left(\partial_x V(\xi; 0) - \partial_x V(0; 0) - \xi \partial^2_x V(0; 0)\right),
\]
\[
\mathcal{P}_{2n}(\xi, \eta) = \int_0^\eta \left(\partial_x F_n(\xi, \theta) + \partial_y G_n(\xi, \theta)\right) d\theta.
\]
Furthermore,
\[
\mathcal{H}_0(\xi, \eta) = \frac{n^2}{2} + w(0)\xi^3 + \mathcal{O}(\rho^4), \quad \mathcal{H}_{n+m}(\xi, \eta) = w(0)\mu \xi^2 + \mathcal{O}(\rho^3),
\]
as \(\rho = \sqrt{\xi^2 + \eta^2} \to 0\). Since the function \(\mathcal{H}(\xi, \eta, t)\) is sign indefinite in the vicinity of the fixed point \((0, 0)\), the combination of the form \((20)\) can not be used as a Lyapunov function candidate for system \((19)\).

It can easily be checked that the change of variables
\[
\xi(t) = t^{-\frac{n+m}{2q}} X(t), \quad \eta(t) = t^{-\frac{3(n+m)}{4q}} Y(t)
\]
transform system \((19)\) into
\[
\frac{dX}{dt} = \partial_Y \mathcal{H}(X, Y, t), \quad \frac{dY}{dt} = -\partial_X \mathcal{H}(X, Y, t) + \mathcal{P}(X, Y, t),
\]
where
\[
\hat{\mathcal{H}}(X, Y, t) = \frac{5(n+m)}{4q} \mathcal{H}(t^{-\frac{n+m}{2q}} X, t^{-\frac{3(n+m)}{4q}} Y) + \frac{n+m}{2q} t^{-1} XY, \\
\hat{\mathcal{P}}(X, Y, t) = \frac{5(n+m)}{4q} \mathcal{P}(t^{-\frac{n+m}{2q}} X, t^{-\frac{3(n+m)}{4q}} Y) + \frac{5(n+m)}{4q} t^{-1} Y.
\]
Taking into account \((23)\) we get
\[
\hat{\mathcal{H}}(X, Y, t) = t^{-\frac{n+m}{2q}} \left(\frac{1}{2}(\omega_2^2 X^2 + Y^2) + w(0)\frac{X^3}{3}\right) + \mathcal{O}(R^2 t^{-\frac{n+m}{2q}}) + \mathcal{O}(R^2 t^{-1}),
\]
\[
\hat{\mathcal{P}}(X, Y, t) = t^{-\frac{n}{4q}} (\alpha_{n,m} Y + \mathcal{O}(R^2)) + \mathcal{O}(R t^{-\frac{n+1}{4q}})
\]
as \(R = \sqrt{X^2 + Y^2} \to 0\) and \(t \to \infty\), where \(\omega_2^2 = 2w(0)\mu > 0\). Consider
\[
U_2(X, Y, t) = t^{\frac{n+m}{4q}} \hat{\mathcal{H}}(X, Y, t) - t^{-\frac{3(n+m)}{4q}} \frac{\alpha_{n,m}}{2} XY
\]
as a Lyapunov function candidate for system \((25)\). It is clear that \(U_2(X, Y, t)\) is locally positive definite: for all \(0 < \varkappa < 1\) there exist \(R_1 > 0\) and \(t_1 > 0\) such that
\[
(1 - \varkappa)W_2(X, Y) \leq U_2(X, Y, t) \leq (1 + \varkappa)W_2(X, Y)
\]
for all \((X, Y, t) \in D_{W_2}(R_1, t_1) := \{(X, Y, t) \in \mathbb{R}^3 : W_2(X, Y) \leq R_1^2, t \geq t_1\}, W_2(X, Y) = (\omega_2^2 X^2 + Y^2)/2\). The total derivative of \(U_2(X, Y, t)\) with respect to \(t\) along the trajectories of system \((25)\) has the following asymptotics:
\[
\left.\frac{dU_2}{dt}\right|_{(25)} = \alpha_{n,m} t^{-\frac{n}{4q}} W_2(X, Y) \left(1 + \mathcal{O}(R) + \mathcal{O}(t^{-\frac{1}{4q}}) + \mathcal{O}(t^{-\frac{n+m}{4q}})\right), \quad R \to 0, \quad t \to \infty.
\]
Hence, there exist \(0 < R_0 \leq R_1\) and \(t_0 \geq t_1\) such that
\[
\left.\frac{dU_2}{dt}\right|_{(25)} \leq -|\alpha_{n,m}| \left(\frac{1}{1 + \varkappa}\right)^{\frac{n}{4q}} U_2 \leq 0 \quad \text{if} \quad \alpha_{n,m} < 0,
\]
\[
\left.\frac{dU_2}{dt}\right|_{(25)} \geq \alpha_{n,m} \left(\frac{1}{1 + \varkappa}\right)^{\frac{n}{4q}} U_2 \geq 0 \quad \text{if} \quad \alpha_{n,m} > 0
\]
for all \((X, Y, t) \in D_{W_2}(R_0, t_0)\).
If $\alpha_{n,m} < 0$, then from the first inequality in (27) it follows that the fixed point $(0, 0)$ of system (24) is stable. Combining this with (24), we get the stability of the particular solution $x_*(t)$, $y_*(t)$ with $x_{n+m} = \mu$.

Let $\alpha_{n,m} > \delta_{n,q}(q + m)/(2q)$. Consider the solution $X(t)$, $Y(t)$ of system (25) with initial data $X(t_0)$, $Y(t_0)$ such that $W_2(X(t_0), Y(t_0)) = \delta_0^2 < R_0^2$. Integrating the second inequality in (27) with respect to $t$ and taking into account (26), we obtain the following:

$$\omega^2(t) + \eta^2(t) \geq 2\delta^2 \left( \frac{1 - \varepsilon}{1 + \varepsilon} \right) t^{-\frac{3(n+m)}{2\eta}} \exp \left( 2\alpha_{n,m} \frac{1 - \varepsilon}{q - n} \right) \left( t^{1 - \frac{n}{q}} - t_0^{1 - \frac{n}{q}} \right), \quad n < q,$$

$$\omega^2(t) + \eta^2(t) \geq 2\delta^2 \left( \frac{1 - \varepsilon}{1 + \varepsilon} \right) t^{-\frac{3(n+m)}{2\eta}} \left( t_{\eta}^{\alpha_{n,m}(1 + \varepsilon)} \right), \quad n = q$$

as $t > t_0$. By choosing $\varepsilon \in (0, 1)$ small enough, we see that the fixed point $(0, 0)$ of system (1) and the particular solution $x_*(t)$, $y_*(t)$ of (1) are unstable: for all $\delta_0 > 0$ there exists $T_0 > t_0$ such that $\xi^2(t) + \eta^2(t) \geq \rho_0^2$ as $t > T_0$ with some $\rho_0 > 0$. Hence, the particular solution $x_*(t)$, $y_*(t)$ with $x_{n+m} = \mu$ is unstable.

**Corollary 2.** If $\alpha_{n,m} < 0$, the solution $x_*(t)$, $y_*(t)$ with asymptotics (3), $x_{n+m} = \mu$ is asymptotically stable.

**Proof.** The justification of asymptotic stability follows from (24) and the stability of the fixed point $(0, 0)$ in system (24). \[\square\]

Note that from (26) and the second inequality in (27) it follows that the trivial solution $X(t) \equiv 0$, $Y(t) \equiv 0$ of system (25) is unstable if $n = q$ and $\alpha_{n,m} > 0$. Combining this with (25), we see that the particular solution $x_*(t)$, $y_*(t)$ with asymptotics (3), $x_{n+m} = \mu$ is unstable with weights: there exists $\varepsilon > 0$ such that for all $\delta > 0$ there is a solution of system (1) with initial data $|x(t_0) - x_*(t_0)| + |y(t_0) - y_*(t_0)| = \delta$ that satisfies

$$t^{\frac{n+m}{2q}} |x(t) - x_*(t)| + t^{\frac{3(n+m)}{4q}} |y(t) - y_*(t)| > \varepsilon$$

at some $t > t_0$. In this case, it can be shown that the solution is stable on a finite but asymptotically long time interval. Let us specify the definition of stability, which is a variant of the concept of practical stability (27).

**Definition 1.** The solution $x_*(t)$, $y_*(t)$ to system (1) is stable on a finite but asymptotically long time interval if for all $\varepsilon > 0$ there exist $\delta_0 > 0$, $K_\varepsilon > 0$ such that $K_\varepsilon \to \infty$ as $\varepsilon \to 0$ and any solution $x(t)$, $y(t)$ of system (1) with initial data $|x(t_0) - x_*(t_0)| + |y(t_0) - y_*(t_0)| \leq \delta_0$ satisfies the following inequality:

$$|x(t) - x_*(t)| + |y(t) - y_*(t)| < \varepsilon$$

for all $1 \leq t/t_0 \leq K_\varepsilon$.

**Theorem 10.** Let $\lambda = 0$, $n = q$ and assumptions (3), (7) hold. If $\alpha_{n,m} < (3q - m)/(4q)$, then the solution $x_*(t)$, $y_*(t)$ with asymptotics (3), $x_{n+m} = \mu$ is stable on a finite but asymptotically long time interval.

**Proof.** It can easily be checked that the change of variables

(28)

$$\xi(t) = t^{-\frac{n+m}{2q}} X(t), \quad \eta(t) = t^{-\frac{n}{2q}} Y(t)$$

transforms system (1) into (24) with

$$\dot{\mathcal{H}}(X, Y, t) = t^{\frac{n+m}{2q}} \mathcal{H} \left( t^{-\frac{n+m}{2q}} X, t^{-\frac{m}{2q}} Y, t \right) + \frac{n+m}{2q} t^{-1} X Y$$

$$= t^{\frac{n-m}{2q}} \frac{Y^2}{2} + t^{-1} \left( \omega^2 \frac{X^2}{2} + w(0) \frac{X^3}{3} + \frac{n+m}{2q} X Y + O(X^2 t^{-1 - \frac{1}{2q}}) \right),$$

$$\mathcal{P}(X, Y, t) = t^{\frac{n}{2q}} \mathcal{P} \left( t^{-\frac{n+m}{2q}} X, t^{-\frac{m}{2q}} Y, t \right) + \frac{n+3m}{2q} t^{-1} Y = \alpha_{n,m} t^{-1} Y + O(R t^{-1 - \frac{1}{2q}})$$
as \( R = \sqrt{X^2 + Y^2} \to 0 \) and \( t \to \infty \), where \( \alpha_{n,m} = \alpha_{n,m} - (3q - m)/(4q) < 0 \), \( \omega_s^2 = 2w(0)\mu > 0 \). Hence, there exists \( t_* > 1 \) such that for every \( t > t_* \), the Hamiltonian \( \mathcal{H}(X,Y,t) \) is a positive definite quadratic form in the vicinity of the fixed point \((0,0)\). Consider

\[
\dot{U}_2(X,Y,t) := t^{-1/2} \left( \mathcal{H}(X,Y,t) - t^{-1/2} \alpha_{n,m} XY \right),
\]

as a Lyapunov function candidate. It is readily seen that for all \( 0 < \varepsilon < 1 \) there exist \( R_1 > 0 \) and \( t_1 \geq t_* \) such that

\[
(1 - \varepsilon) \dot{W}_2(X,Y,t) \leq \dot{U}_2(X,Y,t) \leq (1 + \varepsilon) \dot{W}_2(X,Y,t)
\]

for all \((X,Y,t) \in D_{W_2}(R_1, t_1)\), where

\[
\dot{W}_2(X,Y,t) = \frac{1}{2} \left( Y^2 + t^{-1/2} \alpha_{n,m} \omega_s^2 X^2 \right), \quad W_2(X,Y) \equiv \dot{W}_2(X,Y,1).
\]

The derivative of \( \dot{U}_2(X,Y,t) \) with respect to \( t \) along the trajectories of the system has the following asymptotics:

\[
\frac{d\dot{U}_2}{dt} \bigg|_{t_0} = -1/2 \alpha_{n,m} t^{-1} \left( Y^2 + t^{-1/2} \alpha_{n,m} \omega_s^2 X^2 + O(R^3) \right) + O(R^2 t^{-1/2}), \quad R \to 0, \quad t \to \infty.
\]

Hence, for all \( 0 < \varepsilon < 1 \) there exist \( R_0 \leq R_1 \) and \( t_0 \geq t_1 \) such that

\[
\frac{d\dot{U}_2}{dt} \bigg|_{t_0} \leq -|\alpha_{n,m}| \left( \frac{1 - \varepsilon}{1 + \varepsilon} \right) t^{-1} \dot{U}_2 \leq 0
\]

for all \((X,Y,t) \in D_{W_2}(R_0, t_0)\). Therefore, for all \( 0 < \varepsilon < R_0 \) there exist

\[
\delta_\varepsilon = \frac{\varepsilon}{2} \left( \frac{1 - \varepsilon}{1 + \varepsilon} \right) \frac{1}{2} t_0^{-1/2} \frac{m}{4q}
\]

such that

\[
\sup_{\{(X,Y):W_2(X,Y)\leq\delta_\varepsilon^2\}} \dot{U}_2(X,Y,t) \leq (1 + \varepsilon) \delta_\varepsilon^2 \leq (1 - \varepsilon) t_0^{-1/2} \frac{m}{4q} \varepsilon^2 \leq \inf_{\{(X,Y):W_2(X,Y,t; t_0) = \varepsilon^2\}} \dot{U}_2(X,Y,t)
\]

for all \( 1 \leq t/t_0 \leq K_\varepsilon \), where \( K_\varepsilon = (R_0/\varepsilon)^{4q/(3q-m)} \). From the last inequalities and estimate (29) it follows that any solution of system (25) starting in \( \{(X,Y):W_2(X,Y) \leq \delta_\varepsilon\} \) at \( t = t_0 \) satisfies the inequalities: \( \dot{W}_2(X(t),Y(t); t_0) < \varepsilon^2 \) as \( t_0 \leq t \leq t_0 K_\varepsilon \). Taking into account (29), we obtain the following:

\[
\omega_s^2 \xi^2(t) t^{3m-n} + \frac{1}{t_0^{1/2}} \frac{m}{4q} \xi^2(t) t^{2m/3} - 2\varepsilon^2, \quad t_0 \leq t \leq t_0 K_\varepsilon.
\]

It can easily be checked that \( W_2(\xi(t),\eta(t)) < \varepsilon^2 \) if \( 3m - n \geq 0 \), and \( W_2(\xi(t),\eta(t)) < \varepsilon^{3n+m}/(3n-m) \) if \( 3m - n < 0 \). Thus, the fixed point \((0,0)\) of system (19) and the particular solution \( x_\varepsilon(t), y_\varepsilon(t) \) with asymptotics (9) are stable on a finite but asymptotically long time interval.

3. Finally, consider Case III, when \( \lambda = 0 \) and the particular solutions have asymptotics (12) with \( x_n = \nu_+ \). Define

\[
\beta_n = \gamma_n(0) + \delta_{n,q} \frac{5}{2}.
\]

Then we have the following.

**Theorem 11.** Let \( \lambda = 0 \) and assumptions (9), (8) hold.

- If \( \beta_n < 0 \), then the solution \( x_n(t), y_n(t) \) with asymptotics (12), \( x_n = \nu_+ \) is stable.
- If \( \beta_n > 3\delta_{n,q} \), then the solution \( x_n(t), y_n(t) \) with asymptotics (12), \( x_n = \nu_+ \) is unstable.

**Proof.** For the solution \( x_n(t), y_n(t) \) with asymptotics (12), \( x_n = \nu_+ \), the functions \( \mathcal{H}(\xi,\eta,t) \) and \( \mathcal{P}(\xi,\eta,t) \) in system (19) have the following expansions as \( t \to \infty \):

\[
\mathcal{H}(\xi,\eta,t) = \mathcal{H}_0(\xi,\eta) + \sum_{k=n}^{\infty} t^{-\frac{k}{q}} \mathcal{H}_k(\xi,\eta), \quad \mathcal{P}(\xi,\eta,t) = \sum_{k=n}^{\infty} t^{-\frac{k}{q}} \mathcal{P}_k(\xi,\eta),
\]
where
\[ H_0(\xi, \eta) = V(\xi; 0) - V(0; 0) - \xi \partial_x V(0; 0) + \frac{\eta^2}{2} = w(0)\frac{\xi^3}{3} + \frac{\eta^2}{2} + \mathcal{O}(\rho^4), \]
\[ H_n(\xi, \eta) = x_n \left( \partial_x V(\xi; 0) - \partial_x V(0; 0) - \xi \partial_x^2 V(0; 0) \right) \]
\[ + \int_0^\eta \left( F_n(\xi, \theta) - F_n(0, 0) \right) d\theta \]
\[ + \int_0^\xi \left( G_n(\xi, 0) - G_n(0, 0) \right) d\xi \]
\[ = \sqrt{\Delta_n} \frac{\xi^2}{2} + \partial_y F_n(0, 0) \frac{\eta^2}{2} + \partial_x F_n(0, 0) \eta \xi + \mathcal{O}(\rho^3), \]
\[ \mathcal{P}_n(\xi, \eta) = \int_0^\eta \left( \partial_x F_n(\xi, \theta) + \partial_y G_n(\xi, \theta) \right) d\theta = \eta \left( \partial_x F_n(0, 0) + \partial_y G_n(0, 0) \right) + \mathcal{O}(\rho^3) \]
as \rho = \sqrt{\xi^2 + \eta^2} \rightarrow 0. Note that the function \( H(\xi, \eta, t) \) is sign indefinite in a neighborhood of the equilibrium \((0, 0)\) and can not be used in the construction of a Lyapunov function. The change of variables:
\[ \begin{align*}
\xi(t) &= t^{-\frac{3}{2n}} X(t), \\
\eta(t) &= t^{-\frac{3}{2n}} Y(t)
\end{align*} \]
transform system (19) into (25) with
\[ \hat{H}(X, Y, t) = t^{\frac{5n}{2}} H \left( t^{-\frac{n}{2}} X, t^{-\frac{3n}{2}} Y, t \right) + \frac{n}{q} t^{-1} XY \]
\[ = t^{-\frac{3}{2n}} \left( \frac{1}{2}(\omega^2_3 X^2 + Y^2) + w(0)\frac{X^3}{3} \right) + \mathcal{O}(R^2 t^{-\frac{3}{2}}) + \mathcal{O}(R^2 t^{-1}), \]
\[ \hat{\mathcal{P}}(X, Y, t) = t^{\frac{3n}{2q}} \mathcal{P} \left( t^{-\frac{n}{2}} X, t^{-\frac{3n}{2}} Y, t \right) + \frac{5n}{q} t^{-1} Y = \hat{t}^{-\frac{n}{2}} (\beta_n Y + \mathcal{O}(R^2)) + \mathcal{O}(R t^{-\frac{n+1}{2}}) \]
as \( R = \sqrt{X^2 + Y^2} \rightarrow 0 \) and \( t \rightarrow \infty \), where \( \omega^2_3 = \sqrt{\Delta_n} > 0 \). Consider
\[ U_3(X, Y, t) = t^{\frac{5n}{2q}} H(X, Y, t) - t^{-\frac{3n}{2}} \frac{\beta_n}{2} XY \]
as a Lyapunov function candidate. It can easily be checked that for all \( 0 < \kappa < 1 \) there exist \( R_1 > 0 \) and \( t_1 > 0 \) such that
\[ (1 - \kappa) W_3(X, Y) \leq U_3(X, Y, t) \leq (1 + \kappa) W_3(X, Y) \]
for all \((X, Y, t) \in D_{W_3}(R_1, t_1) := \{ (X, Y, t) \in \mathbb{R}^3 : W_3(X, Y) \leq R_1^2, t \geq t_1 \}, W_3(X, Y) = (\omega^2_3 X^2 + Y^2)/2 \). This implies that \( U_3(X, Y, t) \) is positive definite. The derivative of \( U_3(X, Y, t) \) with respect to \( t \) along the trajectories of the system is given by
\[ \frac{dU_3}{dt} \bigg|_{25} = \beta_n \hat{t}^{-\frac{n}{2}} W_3(X, Y) \left( 1 + \mathcal{O}(R) + \mathcal{O}(t^{-\frac{1}{2}}) + \mathcal{O}(t^{-\frac{n}{2}}) \right), \quad R \rightarrow 0, \quad t \rightarrow \infty. \]
Hence, there exist \( 0 < R_0 \leq R_1 \) and \( t_0 \geq t_1 \) such that
\[ \begin{align*}
\frac{dU_3}{dt} \bigg|_{25} &\leq -|\beta_n| \left( \frac{1 - \kappa}{1 + \kappa} \right) t^{-\frac{n}{2}} U_3 \leq 0 \quad \text{if} \quad \beta_n < 0, \\
\frac{dU_3}{dt} \bigg|_{25} &\geq \beta_n \left( \frac{1 - \kappa}{1 + \kappa} \right) t^{-\frac{n}{2}} U_3 \geq 0 \quad \text{if} \quad \beta_n > 0
\end{align*} \]
for all \((X, Y, t) \in D_{W_3}(R_0, t_0)\). Arguing as in the proof of Theorem 5, we see that from (31) and (32) it follows that the fixed point \((0, 0)\) of system (25) and the solution \( x_*(t), y_*(t) \) of system (11) are stable when \( \beta_n < 0 \).

Let \( \beta_n > 3\delta_{n,q} \) and \( X(t), Y(t) \) be a solution to system (25) with initial data \( X(t_0), Y(t_0) \) such that \( W_3(X(t_0), Y(t_0)) = \delta_0^2 < R_0^2 \). Integrating (33) with respect to \( t \) and taking into account (30), (31), we
obtain the following estimates:
\[
\omega^2 \zeta(t) + \eta^2(t) \geq 2 \delta_0 \left( \frac{1 - \kappa}{1 + \kappa} \right) t^{-2} \exp \left( \frac{q \beta_n}{q - n} \left( \frac{1 - \kappa}{1 + \kappa} \right) \left( t^{-1} - t_0^{-1 - \kappa} \right) \right), \quad n < q,
\]
\[
\omega^2 \zeta(t) + \eta^2(t) \geq 2 \delta_0 \left( \frac{1 - \kappa}{1 + \kappa} \right) t^{-2} \left( \frac{t}{t_0} \right)^{n} \beta_n \left( \frac{1 - \kappa}{1 + \kappa} \right), \quad n = q
\]
as \( t > t_0 \). Therefore, choosing \( \kappa \in (0, 1) \) small enough ensures the instability of the fixed point \( (0, 0) \) in system (19) and the solution \( x_s(t), y_s(t) \) in system (1): for all \( \delta_0 > 0 \) there exists \( T_0 > t_0 \) such that \( \xi^2(t) + \eta^2(t) \geq \rho_0^2 \) as \( t > T_0 \) with some \( \rho_0 > 0 \).

**Corollary 3.** If \( \beta_n < 0 \), the solution \( x_s(t), y_s(t) \) with asymptotics (12), \( x_n = \nu_+ \) is asymptotically stable.

As in the previous case, (53) implies that if \( n = q \) and \( \beta_n > 0 \), the particular solution \( x_s(t), y_s(t) \) with asymptotics (12), \( x_{n+m} = \nu \) is weakly unstable with the weights \( t^{3m/q} \) and \( t^{3n/2q} \). Moreover, we have the following:

**Theorem 12.** Let \( \lambda = 0 \), \( n = q \) and assumptions (13), (14) hold. If \( \beta_n < 1/2 \), then the solution \( x_s(t), y_s(t) \) with asymptotics (12), \( x_n = \nu_+ \) is stable on a finite but asymptotically long time interval.

**Proof.** Consider system (19), where \( x_s(t), y_s(t) \) is the solution of system (1) with asymptotics (12), \( x_n = \nu_+ \). It can easily be checked that the change of variables
\[
\xi(t) = t^{-1} X(t), \quad \eta(t) = t^{-1} Y(t)
\]
transforms system (19) into (25) with
\[
\hat{H}(X,Y,t) = t^2 \hat{H} \left( t^{-1} X, t^{-1} Y, t \right) + t^{-1} XY
\]
\[
= \frac{Y^2}{2} \left( 1 + t^{-1} \partial_t F_n(0,0) \right) + t^{-1} \left( \omega^2 X^2 + \omega(0) \frac{X^3}{3} + XY \right) + O(R^2 t^{-1 - \frac{k}{2}}),
\]
\[
\hat{P}(X,Y,t) = t P \left( t^{-1} X, t^{-1} Y, t \right) + 2t^{-1} Y = \hat{\beta} t^{-1} Y + O(R t^{-1 - \frac{k}{2}})
\]
as \( R = \sqrt{X^2 + Y^2} \to 0 \) and \( t \to \infty \), where \( \hat{\beta} = \beta_n - 1/2 < 0 \) and \( \omega^2 = \sqrt{\Delta} > 0 \). As above, we use \( \hat{H}(X,Y,t) \) as the basis for the Lyapunov function:
\[
\hat{U}_3(X,Y,t) := \hat{H}(X,Y,t) - t^{-1} \frac{\hat{\beta} n}{2} XY.
\]

It follows easily that \( 0 < \kappa < 1 \) there exist \( R_1 > 0 \) and \( t_1 \geq 1 \) such that
\[
(1 - \kappa) \hat{W}_3(X,Y,t) \leq \hat{U}_3(X,Y,t) \leq (1 + \kappa) \hat{W}_3(X,Y,t)
\]
for all \( (X,Y,t) \in D_{W_3}(R_1, t_1) \), where
\[
\hat{W}_3(X,Y,t) = \frac{1}{2} \left( Y^2 + t^{-1} \omega^2 X^2 \right), \quad W_3(X,Y) \equiv \hat{W}_3(X,Y,1).
\]
Calculating the derivative of the function \( \hat{U}_3(X,Y,t) \) with respect to \( t \) along the trajectories of the system, we obtain
\[
\frac{d\hat{U}_3}{dt} \bigg|_{25} = \frac{\hat{\beta} n}{2} t^{-1} \left( Y^2 + t^{-1} \left( \omega^2 X^2 + O(R^2) \right) + O(t^{-1 - \frac{k}{2}}) \right).
\]
Hence, for all \( 0 < \kappa < 1 \) there exist \( 0 < R_0 \leq R_1 \) and \( t_0 \geq t_1 \) such that
\[
\frac{d\hat{U}_3}{dt} \bigg|_{25} \leq - \left| \hat{\beta} n \right| \left( \frac{1 - \kappa}{1 + \kappa} \right) t^{-1} \hat{U}_3 \leq 0
\]
for all \( (X,Y,t) \in D_{W_3}(R_0, t_0) \).

Arguing as in the previous case, we see that for all \( 0 < \varepsilon < R_0 \) there exist \( \delta_0 > 0 \) such that any solution of system (25) starting in \( \{ (X,Y) : W_3(X,Y) \leq \delta_0 \} \) at \( t = t_0 \) satisfies the inequality:
\[
\hat{W}_3(X(t), Y(t), t/t_0) < \varepsilon^2 \quad \text{as} \quad t_0 \leq t \leq t_0 K_\varepsilon, \quad \text{where} \quad K_\varepsilon = \frac{R_0^2}{\varepsilon^2}.
\]
Taking into account (31), we obtain
\( \frac{dx}{dt} = y, \quad \frac{dy}{dt} = -(x^2 - \lambda)(1 + x) + t^{-1}(Ax + By + g(x, y)) + t^{-2}C, \)
From Theorem 6 we know that the solution corresponding to the saddle is unstable regardless of decaying perturbations, while the other solution can be asymptotically stable, neutrally stable or metastable. From Theorem 10 it follows that if $B < -\sqrt{\lambda}$, the perturbed system can have a pair of different particular solutions with asymptotics (4): $x_\pm(t) = \pm \sqrt{\lambda} + \mathcal{O}(t^{-1})$, $y_\pm(t) = \mathcal{O}(t^{-2})$ as $t \to \infty$. In this case, from Theorem 4 it follows that the solution $x_-(t)$, $y_-(t)$ is unstable. By applying Theorem 11, we see that the solution $x_+(t)$, $y_+(t)$ is unstable if $B > -\sqrt{\lambda}$ and asymptotically stable if $B < -\sqrt{\lambda}$ (see Fig. 5).

It is readily seen that system (55) satisfies additionally (52) with $G_{2n}(0, 0) = C$, $\Delta_n = A^2 + 4C$ and $\beta_n = B + 5/2$. Therefore, if $\lambda = 0$ and $A^2 + 4C > 0$, system (55) has two particular solutions with asymptotics (12): $\hat{x}_\pm(t) = \nu_\pm t^{-1}(1 + \mathcal{O}(1))$, $\hat{y}_\pm(t) = \mathcal{O}(t^{-2})$ as $t \to \infty$ with $\nu_\pm = (A \pm \sqrt{A^2 + 4C})/2$. From Theorem 6 we know that the solution $\hat{x}_-(t)$, $\hat{y}_-(t)$ is unstable. By applying Theorem 11 we see that the solution $\hat{x}_+(t)$, $\hat{y}_+(t)$ is unstable if $B > 1/2$ and stable if $B < -5/2$ (see Fig. 6 and 7, a, c). From Theorem 10 it follows that if $-5/2 < B < -2$, the solution $\hat{x}_+(t)$, $\hat{y}_+(t)$ is metastable (see Fig. 6 and 7 b).

6. Conclusion

Thus, the influence of damped perturbations on autonomous systems with a centre-saddle bifurcation has been investigated. We have shown that depending on the structure and the parameters of disturbances the qualitative behaviour of perturbed systems can be quite different from that of the corresponding limiting systems. Specifically, if $\lambda > 0$, there are two particular solutions tending to fixed points of the limiting system. The solution corresponding to the saddle is unstable regardless of decaying perturbations, while the other solution can be asymptotically stable, neutrally stable or unstable. In case of stability, there exists a family of solutions to the perturbed system with similar long-term behaviour.

When the parameter $\lambda$ passes through the bifurcation value, the centre and saddle coalesce and disappear in the limiting system. We have shown that the decaying perturbations can break such transition. In particular, if $\lambda = 0$, the perturbed system can have a pair of different particular solutions tending to a degenerate fixed point of the limiting system. These solutions are a saddle and a
centre in the asymptotic limit. The saddle-type solution is always unstable, while the second solution, depending on the perturbations, can be stable, metastable or unstable. In case of metastability, the trajectories of the perturbed system remain in the vicinity of the particular solution for a sufficiently long time interval but eventually leave its neighbourhood. We have also described the conditions under which such solutions do not appear, and the centre-saddle bifurcation is preserved in the perturbed system.
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