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Abstract

Data reduction in storage systems is becoming increasingly important as an effective solution to minimize the management cost of a data center. To maximize data-reduction efficiency, existing post-deduplication delta-compression techniques perform delta compression along with traditional data deduplication and lossless compression. Unfortunately, we observe that existing techniques achieve significantly lower data-reduction ratios than the optimal due to their limited accuracy in identifying similar data blocks.

In this paper, we propose DeepSketch, a new reference search technique for post-deduplication delta compression that leverages the learning-to-hash method to achieve higher accuracy in reference search for delta compression, thereby improving data-reduction efficiency. DeepSketch uses a deep neural network to extract a data block’s sketch, i.e., to create an approximate data signature of the block that can preserve similarity with other blocks. Our evaluation using eleven real-world workloads shows that DeepSketch improves the data-reduction ratio by up to 33% (21% on average) over a state-of-the-art post-deduplication delta-compression technique.

1 Introduction

As modern data centers generate a tremendous volume of new data every day, it becomes critical for sustainability to store such large amounts of data in an economical way. Employing a data-reduction technique is one of the effective solutions to cut down the management cost of a data center. A data-reduction technique reduces the amount of data physically stored in storage media by reducing data redundancy, which allows a data center to handle the same amount of data with fewer or smaller resources (e.g., storage devices and servers).

Many prior works have proposed various data-reduction techniques based on data compression [9,30,46,51,52,58] and data deduplication [12,21,22,26,36,49,59,62,67,76,88]. Data compression encodes a data block using lossless-compression algorithms so that a smaller number of bits can represent the data block. Data deduplication prevents a data block from being written if there already exists an identical data block (i.e., a block that contains exactly the same data) in the storage system. To achieve a high data-reduction ratio (i.e., \textit{Original Data Size / Reduced Data Size}), some studies [45,55] integrate the two techniques in a manner that first applies data deduplication for incoming (i.e., to-be-stored) blocks and performs lossless compression on non-deduplicated blocks.

Delta compression [3,8,64,75,81,82,86] has recently received increasing attention as a complementary method to overcome the limitations of data compression and data deduplication. It compares the data block to compress with a reference data block and extracts only different bit patterns between the two blocks, which are then encoded using lossless compression. The more similar the data block and the reference (i.e., the smaller the delta between the data and the reference), the higher the data-reduction ratio. By leveraging the similarity between two blocks, delta compression can achieve a high data-reduction ratio even for non-duplicate data (which cannot benefit from data deduplication) and high-entropy data (which lossless compression cannot efficiently handle). Several prior works [64,75,82,86] demonstrate that \textit{post-deduplication delta compression}, which performs deduplication, delta compression, and lossless compression in order, can significantly improve the data-reduction ratio over simple integration of deduplication and lossless compression.

A key challenge for post-deduplication delta-compression techniques is how to find a good reference block that provides a high data-reduction ratio. The most intuitive approach is to scan all the data blocks stored in the storage system and use the one that provides the highest data-reduction ratio as the reference for the incoming block. Unfortunately, doing so is practically infeasible due to its prohibitive performance overhead. To address this, prior works [64,75,82,86] use \textit{locality-sensitive hash (LSH)} functions [7,34] to generate similar data signatures for data blocks with similar bit patterns, which is called \textit{data sketching}. Data sketching enables quick reference search across a large-scale storage system by comparing only the signatures (i.e., sketches) of data blocks.

In this work, we observe that existing post-deduplication delta-compression techniques [75,86] achieve significantly lower data-reduction ratios than the optimal due to the high false-negative rate (FNR) of LSH-based reference search. Our analysis using six real-world workloads shows that, although a state-of-the-art reference search technique [86] is effective at identifying a very similar reference block (which thus provides a very high data-reduction ratio) for an incoming block, it also fails to find any reference block for a large number of incoming blocks (up to 75.5%) that actually have at least one good reference block within the storage system. Tuning the used LSH function may be able to reduce the high FNR in reference search, but it would require significant human effort to identify the best settings for each workload.

Our goal is to improve the space efficiency of a storage system by increasing the accuracy of reference search in post-deduplication delta compression, thereby reducing the gap between existing data-reduction techniques and the optimal.\textsuperscript{1} To this end, we propose DeepSketch, a

\textsuperscript{1}In this work, we focus on data reduction rather than other optimizations (e.g., mitigation of performance/memory overheads), targeting systems where space efficiency is the highest priority (e.g., archival or backup systems).
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new machine learning (ML)-based data sketching mechanism specialized for reference search in delta compression. **Our key idea** is to use the learning-to-hash method [43, 80] to automatically generate similar data signatures for any two data blocks that would provide a high data-reduction ratio when delta-compressed relative to each other.

For each incoming data block, DeepSketch generates the block's sketch using a deep neural network (DNN) model. It performs DNN inference with the target data block as an input of the DNN and uses the resulting activation values in the DNN's last hidden layer as the data block's sketch. We envision that DeepSketch’s DNN is pre-trained before building or updating a DeepSketch-enabled system, using data sets collected from other existing systems that store similar (or the same) types of data.

While many prior works [10, 11, 48, 50, 70, 89] demonstrate the high effectiveness of the learning-to-hash method in various nearest-neighbor search applications (e.g., image recognition and classification), applying the learning-to-hash method to the reference search problem in post-deduplication delta compression is not straightforward. A key problem is that, unlike existing ML-based applications that deal with specific known data types (e.g., images and voices), DeepSketch needs to process *general binary data*, which introduces two key challenges. First, there is no well-defined labeled data or semantic information (e.g., cats, dogs, and monkeys in image classification) within our target data sets. Second, possible bit patterns of a data block have an extremely high-dimensional space (e.g., $2^{4096} \times 8$ unique bit patterns for a 4-KiB data block). Due to the high dimensionality of the target data set, it is difficult to collect large enough data to train the DNN with high inference accuracy using known training methods.

To address the above challenges, we develop a new method to train the DNN of DeepSketch, which generates hash values suitable for reference search in post-deduplication delta compression. We extend the traditional unsupervised learning approach [29] in three ways. First, based on the k-means clustering algorithm [53], we design a new clustering method, called dynamic k-means clustering (DK-Clustering), which effectively classifies high-dimensional data without any knowledge of the number of clusters. Second, after clustering, we ensure each cluster to have a sufficient number of data blocks by adding data blocks slightly and randomly modified from each cluster's representative block. Doing so prevents DNN training from being biased towards some specific data patterns that occur frequently. Third, we perform two-stage DNN training to enable DeepSketch to generate a data block's hash value. We first train a DNN to classify data blocks into the clusters formed by DK-Clustering and then transfer the knowledge of the trained DNN to build the learning-to-hash network that generates the hash values (i.e., sketches) of data blocks.

We integrate our DeepSketch engine into a state-of-the-art post-deduplication delta-compression technique [86]. Unlike existing techniques that aim to find a reference block whose sketch *exactly* matches that of the incoming block, we exploit a state-of-the-art approximate nearest-neighbor search algorithm [16]. Doing so allows DeepSketch to tolerate small differences within data sketches (i.e., it can identify similar blocks even when the blocks’ sketches are different), thereby increasing the chance of delta compression for an incoming data block. Our evaluation using eleven real-world workloads shows that DeepSketch improves the data-reduction ratio by up to 33% (21% on average) over the state-of-the-art baseline.

This paper makes the following key contributions:

- We propose DeepSketch, the first machine learning-based reference search technique for post-deduplication delta compression. We demonstrate that the learning-to-hash method can be an effective solution to generate delta-compression-aware data signatures for general binary data.
- We introduce a new training method that allows DeepSketch to learn delta-compression-aware data representation for an extremely high-dimensional data set.
- We integrate DeepSketch into the state-of-the-art post-deduplication delta-compression technique [86]. Evaluation results using eleven real-world workloads show that DeepSketch improves the data-reduction ratio by up to 33% (21% on average) compared to the state-of-the-art baseline.

## 2 Background

We provide brief background on data-reduction techniques in storage systems necessary to understand the rest of the paper.

### 2.1 Data Reduction in Storage Systems

There are three major data-reduction approaches: 1) data deduplication, 2) lossless compression, and 3) delta compression.

#### Data Deduplication

Data deduplication [12, 21, 22, 26, 36, 49, 59, 62, 67, 76, 88] reduces the amount of data physically written to storage devices by eliminating duplicate data in the storage system. In data deduplication, an incoming data block is not physically written if it has the same data content as a data block previously stored in the storage system. Instead, the storage system maintains a table that stores mapping information between such a deduplicated block and the previously-stored block with the same content (called reference), so that future reads to any deduplicated blocks can be serviced from their reference. This mechanism allows data deduplication to store only a single copy of any block-granularity unique data content in the storage system.

To quickly identify an incoming block’s reference, deduplication uses a strong hash function (e.g., SHA1 [78] or MD5 [69]) to generate a data block’s *unique* signature, commonly called a *fingerprint*. Given two blocks, deduplication determines whether or not they have the same content, by comparing only the two blocks’ fingerprints. To avoid any data loss due to hash collision, it is common practice for deduplication to use a strong hash function to generate fingerprints whose collision rate is lower than the uncorrectable bit-error rate (UBER) requirement of a disk (e.g., $< 10^{-15}$ to $10^{-16}$ [17, 25, 26, 67]).

#### Lossless Compression

Data compression [31, 74, 90] is a fundamental method to reduce the size of data in computing systems. Given a data block, it encodes the block’s content to
be represented by a smaller number of bits in a manner that replaces repetitive bit patterns with smaller metadata or symbols. Doing so results in an increase in the entropy [74] of the compressed data. For a data block with low entropy (i.e., the block contains many repeated patterns), lossless compression can achieve a high data-reduction ratio (i.e., Original Data Size / Compressed Data Size).

**Delta Compression.** Delta compression [3, 8, 64, 75, 81, 82, 86] eliminates redundant bit patterns that coexist in two different blocks. It stores only either of the two blocks and the difference (i.e., delta) between the two blocks. Leveraging the similarity of two different data blocks enables delta compression to achieve higher data reduction over 1) deduplication, which removes only identical data blocks, and 2) lossless compression, which eliminates redundancy only within a block and does not work well with high-entropy data. For this reason, delta compression has gained increasing attention in recent studies [64, 75, 82, 86] as a complementary method bridging deduplication and lossless compression.

A key challenge for delta compression in large-capacity storage systems is how to find a good reference block that provides a high data-reduction ratio for each incoming block. Designing a reference search technique for delta compression is similar to solving a nearest-neighbor search problem, as its goal is to find the most similar data block (which does not have to be an exact match) within a large data set for a given incoming block. The most widely-used approach is to use locality sensitive hashing (LSH) [7, 34] to generate a sketch of a block [64, 75, 82, 86], which is a more approximate signature than the block’s fingerprint (used in deduplication for exact-match searching). An LSH function \( L(d_i) \) is designed to hash data \( d_i \), such that the more similar the given data \( d_1 \) and \( d_2 \), the lower the bit-pattern difference between \( L(d_1) \) and \( L(d_2) \). LSH-based data sketching enables quick reference search by comparing only the sketches of data blocks.

### 2.2 Combined Data-Reduction Technique

For systems where storage efficiency is the paramount requirement, prior works propose to combine the three major data-reduction techniques, called post-deduplication delta compression. Figure 1 depicts the overall architecture of a storage system that adopts post-deduplication delta compression [75, 86] to perform deduplication (❶), delta compression (❷), and lossless compression (❸) in order. A data-reduction module (DRM), which can be implemented as an intermediate layer between a file system and storage devices, performs post-deduplication delta compression for a write request to reduce its size. For a read request, it looks for the location of the corresponding compressed data in storage devices and returns the decompressed data. To this end, the DRM maintains a fingerprint (FP) store and a sketch (SK) store for quick reference search for deduplication and delta compression, respectively, along with a reference (Ref.) table to store the mapping information between each deduplicated or delta-compressed block and its reference block.

For each incoming data block, the DRM ❶ first checks

![Figure 1: Overview of post-deduplication delta compression. If the storage system already contains a data block with the same content by referring to the FP store. If the incoming block’s fingerprint matches one in the FP store (e.g., block X matching block A in Figure 1), the DRM skips writing the block to the storage device and ❷ just updates its mapping information in the reference table in order to redirect future reads for the incoming block to the matching reference block. To use non-deduplicated blocks (e.g., blocks Y and Z) as potential reference data for deduplication in the future, the DRM ❸ writes their fingerprints into the FP store.

If there is no matching fingerprint in the FP store, the DRM ❷ searches for matching sketches in the SK store to find a reference block for delta compression. When it finds a reference block (e.g., block B for block Y), the DRM ❹ performs delta compression with the reference and stores the compressed data. There is a possibility of having multiple matching references in the SK store (see Section 3.1). In such a case, the DRM usually selects the first-found candidate (called \textit{first-fit} selection) [75, 86]. The DRM then ❶ updates the reference table to map the incoming block to the reference block so that it can decompress the delta-compressed data using the reference block for future read requests. If no matching sketch is found in the SK store (e.g., block Z), the DRM ❺ adds the incoming block’s sketch into the SK store to use the incoming block as a potential reference block for delta compression in the future. Finally, the DRM ❹ compresses the block with a lossless compression algorithm and stores the result.

### 3 Motivation

In this section, we discuss 1) the limitations of existing LSH-based post-deduplication delta-compression techniques [75, 86] and 2) the potential of the learning-to-hash method [43, 80] for more accurate reference search in delta compression.

#### 3.1 Limitations of LSH-Based Sketching

As explained in Section 2.1, LSH-based data sketching enables quick search for a reference block (i.e., reference search) in post-deduplication delta compression. Figure 2 describes the high-level idea of state-of-the-art LSH-based sketching schemes [75, 86], which we call super-feature data sketching (SFSketch). SFSketch generates a data block’s sketch using \( m \) features extracted from the block (e.g., \( m = 12 \) in Figure 2). To extract a feature \( F_i(A) \) of block A (\( 0 \leq i \leq m - 1 \)), as shown in
We use two major metrics to evaluate the accuracy of SFSketch compared to brute-force search: 1) false-negative rate (FNR), the probability of identifying no reference block for an incoming data block even though brute-force search can find one, and 2) false-positive rate (FPR), the probability of identifying a reference block different from what brute-force search finds. For FN cases, SFSketch compresses the data block using the LZ4 algorithm [15] because there is no reference block. For FP cases, SFSketch uses the Xdelta algorithm [56, 57] to perform delta compression of the block with the reference block that it identifies. For both cases, we measure the average data-reduction ratio (DRR) and compare it with that of brute-force search. Table 1 shows FNR, FPR, and DRR for FN/FP cases of the SFSketch-based reference search. DRR is normalized to that of brute-force search.

| Workload | FNR     | FPR     | FNR     | FPR     | Avg.     |
|----------|---------|---------|---------|---------|---------|
| Workload | PC      | Install | Update  | Synth   | Sensor   | Web     |
| FN cases | 0.621   | 0.608   | 0.644   | 0.683   | 0.798   | 0.674   |
| FP cases | 0.621   | 0.608   | 0.644   | 0.683   | 0.798   | 0.674   |

We make three observations from Table 1. First, the existing SFSketch-based technique suffers from high FNR (up to 75.5% and 35.7% on average), failing to find any reference block for many incoming blocks that actually have one or more reference blocks. Except for Web, SFSketch’s FNR is higher than 35% for every workload. For FN cases, each data block is compressed by the LZ4 algorithm, and thus its DRR is considerably lower compared to when the block is delta-compressed with the reference block identified by brute-force search. As shown in Table 1, the normalized DRR in FN cases is 0.562 on average, showing that SFSketch provides 43.8% lower data reduction compared to the optimal for the FN cases (i.e., for 35.7% of the entire data blocks on average).

Second, the SFSketch-based reference search frequently chooses a sub-optimal reference in some workloads, e.g., Sensor and Web, which have a FPR of 47.3% and 60.6%, respectively. The sub-optimal selection of reference blocks results in lower data-reduction ratios over brute-force search. As shown in the last row in Table 1, the normalized DRR in FP cases is 0.669 on average, which means that SFSketch provides 33.1% lower data reduction compared to the optimal for the FP cases (i.e., for 23.1% of the entire data blocks).

Third, FN cases are more common and have more negative impact on the DRR than FP cases. On average, FN cases occur for 35.7% of the incoming blocks, whereas FP cases occur for 23.1%. When a FN case happens, the data-reduction ratio using LZ4 is lower than when an FP case happens, which still uses delta compression albeit with a sub-optimal reference block; on average, the normalized DRR in FP cases (0.669) is 19% higher than that in FN cases (0.562).

The limited accuracy of SFSketch mainly stems from its inherent property; SFSketch is highly optimized to identify only very similar data. Considering the SF-based sketching process explained in Figure 2, it is highly unlikely that two blocks have at least one matching SF, unless they are very similar if there exists at least one matching SF.
similar. This property enables SFSKetch to provide a high data-reduction ratio even when it selects a sub-optimal reference block for an incoming block (i.e., for FP cases). However, it also causes SFSKetch to frequently fail to find a sufficiently good reference block that is not very similar to the incoming block but is still beneficial for improving the data-reduction ratio.

It is challenging to optimize existing SF-based sketch algorithms to increase both FPR and FNR at the same time. The accuracy of SFSKetch highly depends on its settings such as the number of features \( (m) \), the number of super features \( (N) \), the sliding window size \( (w) \), and the matching criteria. For example, under a matching criterion where two blocks are considered similar if they have at least one common SF, increasing the number of SFs \( (i.e., N) \) for each data block would reduce overall FNR. However, at the same time, it might increase FPR and reduce data-reduction ratios in FP cases because more dissimilar blocks could be chosen as reference blocks. Moreover, as shown in Table 1, the FNR/FPR trend of SFSKetch-based search greatly varies across workloads, which makes it even more difficult to find the best configuration on average as well as on a per-workload basis. Instead, we investigate the applicability of deep-learning algorithms for data sketching in delta compression, which can reduce the human effort for developing a new sketching scheme or fine-tuning existing techniques for different workloads.

### 3.2 Learning-to-Hash Method

The learning-to-hash method [43, 80] is a promising machine learning (ML)-based approach for the nearest-neighbor search problem. It trains a neural network (NN) to generate a hash value for a given input data block such that any two similar data blocks have similar hash values. Many prior works [10, 11, 23, 47, 48, 50, 89] demonstrate the high effectiveness of the learning-to-hash method at nearest-neighbor search in various applications, such as image recognition and classification.

Figure 3 depicts how a representative learning-to-hash scheme [50] generates a binary hash value of an image for content-based image retrieval. It extracts the hash value of an input image from the last hidden layer (e.g., \( H_{LN} \) in Figure 3) of a NN that is trained to classify the input image to one of \( C \) possible classes. During inference, the activations in the last hidden layer of two similar images are likely to be largely the same if the two images belong to the same class. Therefore, their hash values should also be similar because they are directly extracted from the last layer by translating the output of each activation into a binary \( (1' \) or \( 0') \).

The learning-to-hash method has potential to be used for reference block search in post-deduplication delta compression, another nearest-neighbor search problem. In particular, rapid advances in machine learning have enabled learning-based algorithms to outperform a human or human-made heuristics in various problems, such as facial recognition [65], speech recognition [83, 84], image classification [50], and system optimizations (e.g., branch prediction [37, 38], memory scheduling [35], and prefetching [4]). These successful examples motivate us to develop a learning-based sketching scheme that could be more effective than existing LSH-based sketching schemes relying on human-designed heuristics and metrics.

### 4 DeepSketch

The key idea of DeepSketch is to use the learning-to-hash method to generate similar data signatures \( (i.e., \) sketches) for any two data blocks that would provide a high data-reduction ratio when delta-compressed relative to each other. The main difference of DeepSketch over the existing post-deduplication delta-compression approach [75, 86] (described in Figure 1) is that DeepSketch generates a data block’s sketch by using a deep neural network (DNN) model, instead of using an LSH function \( (i.e., sk(X) \) in Figure 1). For each incoming data block, DeepSketch performs DNN inference with the block as input and uses the resulting activation values in the DNN’s last hidden layer as the block’s sketch.

We envision that DeepSketch’s DNN is pre-trained offline in other machines with more powerful computation resources before building or updating a storage machine. For example, to adopt DeepSketch in a new storage server of a data center, one can train DeepSketch’s DNN using randomly-selected data blocks from existing storage servers that contain specific types of data \( (i.e., \) databases, images, web caching, etc.) expected to be stored in the new storage server. Similarly, to further enhance the accuracy of DeepSketch, one can retrain DeepSketch’s DNN and use the enhanced DNN to build new storage servers or reorganize existing ones.

While the high-level idea may sound simple, applying the learning-to-hash method for reference search in post-deduplication delta compression is not straightforward. This is because DeepSketch needs to deal with general binary data, which introduces the following two technical challenges:

**Challenge 1. Lack of Semantic Information.** The target data set of DeepSketch can contain any data from various applications, such as text, images, binary executable files, and so on. Compared to existing learning-to-hash approaches focusing on pre-categorized data \( (i.e., \) ImageNet [20], CIFAR [42], and MNIST [44]), DeepSketch needs to process a much wider range of data without any well-defined semantic information about the delta-compressibility of data blocks.

**Challenge 2. High Dimensional Space.** The lack of semantic information in DeepSketch’s target data sets leads us to perform unsupervised learning that is used for drawing inferences from a data set without labeled information. The most common unsupervised learning approach is to use a clustering algorithm that groups the target data set according to a certain
measure, e.g., similarity of bit patterns in our case. However, possible bit patterns of a data block for DeepSketch have extremely high dimensional space (e.g., 2\(^{4,096,192}\) assuming a 4-KiB data block), which makes it difficult to 1) set a proper number of final clusters and 2) collect a data set large enough to cover all possible data patterns for a clustering algorithm.

To address the above challenges, we develop a new clustering algorithm, called dynamic k-means clustering (DK-Clustering), which groups data blocks that would provide high delta-compression ratios when delta-compressed relative to each other (Section 4.1). To cope with potential groups of data blocks that are missing in the collected data sets, after clustering, we generate new data blocks by randomly and slightly modifying existing blocks. We then generalize the understanding of the similarity relationship between data blocks using the learning-to-hash method, so that DeepSketch can generate a learning-based data sketch for any given block (Section 4.2). With the sketch values computed by the learning-to-hash model, DeepSketch identifies the most similar reference block to each incoming block based on an approximate nearest-neighbor search technique (Section 4.3). We also perform hyper-parameter exploration for our DNN model to find the appropriate sketch size (Section 4.4).

### 4.1 Dynamic K-Means Clustering

DK-Clustering is based on the existing k-means clustering algorithm [53] that partitions a data set into a given number (i.e., k) of clusters such that each data element belongs to the cluster with the nearest mean value. Unfortunately, in our case, the value of k is initially unknown. Figuring out the most suitable value for k by exploring a given data set is time-consuming, considering the extremely high dimensionality of the data set that DeepSketch deals with.

The hierarchical clustering algorithm [39] is known to be suitable for such data sets, but it introduces prohibitive computation and memory overheads for a large-size data set. To be specific, the computation and space complexities of hierarchical clustering are \(O(N^3)\) and \(O(N^2)\), respectively, where \(N\) is the number of data blocks to cluster. This means that, for example, hierarchical clustering of a 4-GB data set requires TB-scale memory space assuming a data block size of 4 KiB.

There exist a number of adaptive clustering algorithms (e.g., [5, 28, 63, 72, 87]) that aim to cluster a data set with limited knowledge of the number of final clusters. Unfortunately, using them for DNN training in DeepSketch is not straightforward either, because their efficiency also highly depends on the initial parameters that are set either randomly or manually, such as the initial number of clusters [28, 63, 72, 87] or the distance threshold to determine the similarity of given two objects [5]. Since the target data set of DeepSketch has an extremely high dimensional space while there is no available hint for good initial parameters, using existing techniques could either require significant effort to find appropriate initial parameters or lead to limited accuracy and/or prohibitive performance overhead due to the use of inappropriate initial parameters.

To overcome the above challenges, we develop DK-Clustering by extending the existing k-means clustering algorithm with specialized initialization steps to dynamically refine the value of k while clustering data without any hints for initial parameters. Figure 4 describes the overall process of DK-Clustering composed of two steps that are performed iteratively: **Step 1**, coarse-grained clustering and **Step 2**, fine-grained clustering. Coarse-grained clustering first creates rough clusters within an unlabeled data set, and then fine-grained clustering adjusts the assignment of data blocks by running a modified k-means clustering algorithm. Fine-grained clustering returns a data block to be unlabeled if the block is an outlier in the cluster, so that coarse-grained clustering can re-categorize the block at the next iteration. After Steps 1 and 2 converge, DK-Clustering repeats the above steps for each cluster in a recursive manner, which enables us to form fine-grained clusters that only contain data blocks sufficiently similar to each other.

---

**Figure 4:** Overall procedure of dynamic k-means clustering.

**Step 1: Coarse-Grained Clustering.** Coarse-grained clustering takes a set of unlabeled blocks and clusters as the input, and aims to categorize all the unlabeled blocks. Initially, there exist only unlabeled blocks but no cluster, so DK-Clustering creates a new cluster and assigns the first block as the representative block (i.e., mean) of the cluster. After that, for each unlabeled block, DK-Clustering measures the data-reduction ratio when the block is delta-compressed with the mean of each cluster through the target delta-compression algorithm (e.g., Xdelta [56, 57]). DK-Clustering selects the cluster whose mean provides the highest data-reduction ratio for the unlabeled data block. If the data-reduction ratio is higher than a threshold \(\delta\), DK-Clustering adds the unlabeled block to the selected cluster. Otherwise, it creates a new cluster, and the unlabeled block becomes the new cluster’s mean (1 in Figure 4). After categorizing all unlabeled blocks, coarse-grained clustering removes clusters that contain only a single data block from the data set as there are likely no other blocks sufficiently similar to that block (2).

**Step 2: Fine-Grained Clustering.** Since coarse-grained clustering roughly assigns unlabeled blocks to clusters, it cannot guarantee that all the data blocks belonging to the same cluster are sufficiently similar to each other. To address this, DK-Clustering performs fine-grained clustering for the resulting clusters from coarse-grained clustering. Fine-grained clustering performs a variant of k-means clustering, adjusting the
mean of each cluster and re-assigning each data block to the cluster containing the nearest mean (3). Fine-grained clustering operates differently from the typical k-means clustering in three aspects. First, instead of Euclidean distance [19], it uses the delta-compression ratio of two data blocks as the distance function. Second, it derives a cluster’s mean by selecting the block that provides the highest average data-reduction ratio when delta-compressed relative to each of the other blocks in the cluster. Third, if there is a data block whose delta-compression ratio when delta-compressed relative to the cluster’s mean is lower than the threshold $\delta$, DK-Clustering excludes the block from the cluster and considers it as an unlabeled block. After finishing fine-grained clustering on all the clusters, DK-Clustering repeats Steps 1 and 2 over all the clusters until no unlabeled data blocks exist (4).

**Step 3: Recursive Clustering.** Fine-grained clustering guarantees that every resulting data block belongs to an appropriate cluster where the data block provides a data-reduction ratio higher than the given threshold $\delta$ when delta-compressed relative to the cluster’s mean. Even though a sufficiently high value for $\delta$ would allow DK-Clustering to group only similar data blocks into the same cluster, other values for $\delta$ can provide better clustering results. In order to automatically find the best $\delta$ for a data set, once DK-Clustering reaches the convergence with a given threshold $\delta$, it performs Steps 1 and 2 for each cluster using a new threshold $\delta' = \delta + \alpha$ in a recursive manner (5). Data blocks assigned to each cluster are considered labelled again for the next recursion with the new threshold $\delta'$. The recursion terminates when splitting a cluster shows no more benefit in improving the data-reduction ratio. More specifically, DK-Clustering stops the recursion for a cluster if the average data-reduction ratio of data blocks in the cluster is similar or lower than the average ratio of sub-clusters spawned from the cluster.

**DK-Clustering Complexity.** The space complexity of DK-Clustering is $O(N)$ since it only requires storing per-block information about which cluster the block belongs to. The computation complexity of DK-Clustering is $O(N \times K_E) + O(N^2 / K_C) < O(N^2)$, where $K_C$ and $K_E$ are the number of total clusters after coarse-grained and fine-grained clustering steps, respectively. Although the number of iterations for DK-Clustering can vary depending on workload, DK-Clustering finishes within up to eight iterations for our training data sets. Note that, even for an extreme case where DK-Clustering requires a large number of iterations, we can easily limit the maximum number of iterations at minimal degradation in clustering quality. For example, one can set a threshold distance to finish DK-Clustering once it groups all data blocks such that any data block’s distance from the corresponding cluster’s mean is lower than the threshold distance.

### 4.2 Neural-Network Training

Figure 5 shows our method to train a DNN model for DeepSketch to generate a data block’s sketch, which consists of two steps. In the first step, we train a classification model (1), using the $C_{TRN}$ clusters formed by DK-Clustering as different target classes. The first part consists of three standard 1D convolutional layers applying the max pooling and batch normalization techniques, which capture spatial locality of neighbor bytes within the data block. The network is then connected to dense layers to learn the relationship between the extracted spatial features and the target class.$^3$

![Figure 5: NN models of DeepNetwork Model](image)

After training the classification model, in the second step, we transfer the learned knowledge of the classification model to a hash network model (2). We employ a state-of-the-art learning-to-hash technique called GreedyHash [79]. We first initialize the hash network with the weights of the classification model. Instead of using the last layer of the classification model, we train the hash network with two different layers, a hash layer and a head layer, each of which learns the binary hash and class likelihood, respectively.

A key challenge in NN training for DeepSketch is that data blocks are not uniformly distributed over $C_{TRN}$ clusters. In our data set, the largest 10% clusters contain 47.93% of the total data blocks. It would render training of the NN to be significantly biased towards specific bit patterns. To address this, we resize each of $C_{TRN}$ clusters to have the same number of $N_{BLK}$ blocks by 1) randomly selecting $N_{BLK}$ blocks within a cluster containing more blocks than other clusters and 2) adding data blocks randomly and slightly modified from ones in a cluster containing fewer blocks.

Once training the hash network, the hash layer yields the $B$-bit representation for an input block, i.e., the input block’s sketch, allowing any two similar data blocks to have similar sketches with low Hamming distance. Note that, even if two data blocks do not belong to any of $C_{TRN}$ clusters, we can infer their binary hash values based on the likelihood that each block belongs to the clusters, which dramatically improves the adaptability of our NN model over various data sets.

---

$^3$We explore multiple NN structures and choose the one that provides the best classification accuracy and data-reduction ratio (shown in Figure 5). For example, when using a much simpler multi-layer perceptron (MLP) networks [24], DeepSketch hardly provides data-reduction benefits (less than 1%) over existing SF-based techniques. Adding the number of dense layers in the classification model in Figure 5 does not improve classification quality, either. We discuss detailed results for hyper-parameter search in Section 4.4.
4.3 Reference Selection
DeepSketch identifies whether or not any two given data blocks are similar by comparing the two blocks’ sketches generated from the hash network model. A key challenge here is that the traditional exact-matching-based search method (which uses a hash table for the SK store) is not effective for the learning-to-hash model. For example, the hash network model may generate similar but few-bit different sketches for some blocks beneficial to be delta-compressed, which causes an exact-matching-based search method to misjudge those blocks to be dissimilar.

To address this issue, we use the approximate nearest-neighbor search (ANN) technique. Unlike the standard exact nearest-neighbor search, ANN techniques provide a scalable and performance-efficient way to find the most similar values by relaxing search conditions. In particular, we use the NGT library [16] that supports searching with high-dimensional binary data using neighborhood graphs and tree indexing.

Figure 6 illustrates the reference selection procedure of DeepSketch. For each incoming block, DeepSketch first computes its sketch, \( \hat{H} \), using the hash network model. It then searches for the similar block from two SK stores. The first SK store utilizes the ANN technique, and DeepSketch queries it with \( \hat{H} \) to get the data block with the most similar sketch, \( \hat{H} \), in the ANN model. The other SK store buffers the sketches of \( R \) most-recently-written blocks. Let \( \Delta(\hat{H}, \hat{H}) \) be the Hamming distance between the two hash values. For each recent block in the buffer store, DeepSketch checks if there is a block with a Hamming distance smaller than \( \Delta(\hat{H}, \hat{H}) \). If there exists, DeepSketch chooses the block from the buffer store as the reference for the incoming block. Otherwise, it uses the block from the ANN-based SK store (i.e., the block whose sketch is \( \hat{H} \)) as the reference.

\[ \text{Figure 6: Overview of the reference selection procedure.} \]

The underlying reason for using the two SK stores is that, under the current implementation using the NGT library, updating the ANN model takes a non-negligible amount of time. To avoid frequent updates of the data structure that would hurt the performance of DeepSketch, we design DeepSketch to update the ANN model in a batch by buffering the sketches of recently-written data blocks. When the number of sketches in the buffer exceeds a threshold \( T_{BLK} \) (e.g., 128 in our default settings), DeepSketch flushes the buffered sketches to the ANN-based SK store. Note that it is important to check the sketch buffer in order to maximize the data-reduction ratio of DeepSketch. In our evaluation, 13.8% of the reference blocks are found in the sketch buffer on average (up to 33.8%).

4.4 Hyper-Parameter Exploration
This section presents our hyper-parameter exploration for DeepSketch to achieve high accuracy in reference search with a convolutional hash network.

**Classification Model.** As discussed in Section 4.2, the DNN training procedure of DeepSketch has two steps to train the classification model and the hash network model, respectively. To generate accurate sketches of data blocks, the classification model should predict the correct target classes (i.e., the clusters formed by DK-Clustering). We identify the best hyper-parameters for the proposed classification model using the standard machine learning practice of the grid search along with nested cross-validation. We choose the number of the convolutional and dense layers from the grid \( \{1, 2, 3\} \), the number of the convolution channels size from \( \{8, 16, 32, 64\} \), the number of neurons for each dense layer from \( \{512, 1, 024, 2, 048, 4, 096\} \), the dropout rate for the dense layers from \( \{0.0, 0.1, 0.2, 0.3, 0.4\} \), and the learning rate from \( \{0.01, 0.02, 0.005, 0.1, 0.5\} \). We utilize ReLU for the activation function for each layer and train the model with the Adam optimizer [41]. We use 10% of samples in our data sets for training and the remaining 90% for testing. Finally, we select the proposed classification model structure that shows the best testing accuracy in the cross-validation.

**Figure 7** shows the loss and testing accuracy changes over training epochs for the classification model. The proposed classification model accurately predicts the target cluster identified in DK-Clustering even though the data sets used in our evaluation has a relatively large number of the clusters, \( C_{TRN} = 34, 025 \). After training with 350 epochs, the model training procedure sufficiently converges, achieving 93.42% for Top-1 and 96.02% for Top-5 accuracy. It implies that the deep learning method itself can accurately identify similar blocks for an incoming block without any other information.

**Hash Network Model.** Next, we train the hash network model while changing the sketch size \( B \). With the smaller \( B \), similar data blocks would have a higher chance to have the same hash value, but it also increases the false-positive rate, i.e., dissimilar blocks belonging to different clusters would have the same hash value. One may set the number of bits with a sufficiently large number, but doing so increases the memory overhead for the SK store and the computation time for ANN search and update processes.

To determine the best sketch size, we verify which the hash network model could achieve the classification model’s original accuracy. Recall that the hash network model learns both
the hash coding and classification at the same time. Thus, we can verify whether it correctly classifies the target class by checking the last head layer’s activations. Figure 8 summarizes our evaluation results. We evaluate three candidate values for \( B \), 32, 64, and 128, over different learning rates \( \lambda \). Note that the model does not converge when \( B = 128 \) and \( \lambda = 0.005 \), so we omit the results. The results show that the hash network model does not recover the accuracy of the classification model with the small hash bits, 32 and 64, since the representation capability of the hash coding is insufficient. When \( B = 128 \), we observe that the hash network model also predicts the target clusters with a high accuracy, e.g., it achieves the Top-5 accuracy of 96.92% with \( \lambda = 0.002 \), exceeding the original target accuracy of the classification model. Thus, we decide to use \( B = 128 \) for our implementation of DeepSketch.

Table 2 summarizes the characteristics of the traces in terms of the size, deduplication ratio (i.e., Original Data-Set Size / Data-Set Size after Deduplication), and average compression ratio (i.e., Original Data-Set Size / Compressed Data-Set Size). We collect the I/O traces including contents written in the storage system from real desktop machines and servers while running different applications.

For DeepSketch, we use different sets of data for training and testing. In order to evaluate the adaptability of DeepSketch (i.e., how well DeepSketch operates under a workload totally different from ones used in its DNN training), we do not use the five traces collected from Stack Overflow database [33] (SOF–4) for training the DNN of DeepSketch. By default, we train DeepSketch’s DNN model using a single data set that contains 10% of all the remaining six traces and evaluate DeepSketch with the remaining 90% of the six traces and entire SOF traces.

5 Evaluation

In this section, we evaluate the data-reduction benefits and performance/memory overheads compared to the state-of-the-art super feature (SF)-based sketching technique [86].

5.1 Methodology

Evaluation Platform. We develop a post-deduplication delta-compression platform that is used as a general workbench to implement and evaluate various reference search techniques.\(^4\) Our platform runs on a server machine that employs Intel’s Xeon 4110 CPU with 8 cores running at 2.1 GHz, 128-GB DDR4 DRAM, and 8 Samsung 860PRO 1-TB SSDs, while using GeForce RTX 2080 for DNN inference in DeepSketch.

We open source our platform along with the data sets used in our evaluation [1].

For DeepSketch, we use different sets of data for training and testing. In order to evaluate the adaptability of DeepSketch (i.e., how well DeepSketch operates under a workload totally different from ones used in its DNN training), we do not use the five traces collected from Stack Overflow database [33] (SOF–4) for training the DNN of DeepSketch. By default, we train DeepSketch’s DNN model using a single data set that contains 10% of all the remaining six traces and evaluate DeepSketch with the remaining 90% of the six traces and entire SOF traces.
5.2 Overall Data Reduction

Figure 9 shows the data-reduction ratio after post-deduplication delta compression with the two reference search techniques, Finesse and DeepSketch, under the eleven workloads. We only present SOF1 as a representative result of SOF1-4 as they show little variations lower than 0.01%. All values are normalized to the data-reduction ratios of a baseline system that performs only deduplication and lossless compression in order, which we call no delta compression (noDC).

![Figure 9: Comparison of overall data-reduction ratio.](image)

We make two main observations from Figure 9. First, DeepSketch significantly outperforms Finesses in most workloads. Except for PC in which DeepSketch provides the similar data-reduction ratio with Finesse, DeepSketch exhibits up to 33% (on average 21%) higher data-reduction ratios than Finesse. In particular, DeepSketch greatly improves the data-reduction ratio by at least 24% over Finesses under SOF workloads. This suggests that 1) DeepSketch can improve the data-reduction efficiency for workloads that the state-of-the-art SF-based search technique cannot effectively cope with, and 2) DeepSketch has high adaptability (i.e., it can work efficiently for data sets that are not used for the DNN training). Second, DeepSketch provides higher data-reduction ratios even for highly compressible workloads. Under Web, Finesse significantly reduces the write traffic by about 80% over noDC, but DeepSketch increases the data-reduction ratio even further by 33% compared to Finesse. From our observations, we conclude that DeepSketch is an effective solution to maximize the data-reduction ratio for various workloads.

5.3 Reference Search Pattern Analysis

To better understand how DeepSketch can outperform the state-of-the-art technique, we analyze the reference-search efficiency of DeepSketch and Finesses. Given a data block \( B \), we measure \( S_{FS}(B) \) and \( S_{DS}(B) \), the number of saved bytes by Finesses and DeepSketch, respectively. \( S_{FS}(B) \) (or \( S_{DS}(B) \)) is obtained by subtracting the size of \( B \) when delta-compressed with the reference block found by Finesses (or DeepSketch) from the original size of \( B \) (i.e., 4 KiB). The larger the \( S_{FS}(B) \) (or \( S_{DS}(B) \)) value, the higher the reference-search efficiency. If a reference search technique fails to find a reference block for \( B \), we compress it using the LZ4 algorithm and then use the compressed size to calculate data saving.

Figure 10 plots coordinates of \( x = S_{FS}(B_i) \) and \( y = S_{DS}(B_i) \) for a block \( B_i \) in each workload. If \( x = y \), Finesses and DeepSketch exhibit the same delta-compression ratio (highlighted with a red line in Figure 10), which implies that they select the same reference block. A coordinate (\( S_{FS}(B_i), S_{DS}(B_i) \)) above (or below) the line means that DeepSketch provides higher (or lower) data-reduction ratio for block \( B_i \) than Finesses.

From Figure 10, we make three observations. First, as expected, DeepSketch provides higher data savings compared to Finesses for a large number of blocks under every workload. Second, despite the higher data savings of DeepSketch over Finesses in general, there are also a non-trivial number of blocks for which Finesses select better references, achieving higher data savings than DeepSketch. Excluding the SOF workloads, Finesses selects higher-quality references compared to DeepSketch for up to 11.8% of the total blocks. Third, DeepSketch and Finesses show quite different patterns in reference search. As shown in Figure 10, the coordinates in \( y > x \) region (i.e., where DeepSketch outperforms Finesses) are close to the line \( y = x \), and at the same time, many of them are scattered across a wide range of the region compared to the coordinates in \( y < x \) region. On the other hand, a majority of the coordinates in \( y < x \) region (i.e., where Finesses outperforms DeepSketch) tend to have a very large \( y \) value (e.g., > 3,072). These imply that, while Finesses is effective to find a reference highly similar to an input block, it also misses a number of blocks that DeepSketch can find and use to improve the data-reduction efficiency.

5.4 Combination with Existing Techniques

Our second and third observations in Section 5.3 motivate us to combine DeepSketch with existing techniques to maximize the data-reduction ratio. We design a storage system that employs both Finesses and DeepSketch. When the two techniques find different reference blocks for an incoming block, the system chooses the one that provides a higher data-reduction ratio. Such an approach increases the memory and computation overheads for data sketching but would be desirable for a system where data reduction is paramount (e.g., backup systems). We leave the study of efficiently combining DeepSketch with existing techniques as future work.
Figure 11 shows the combined approach’s data-reduction benefits compared to when using either Finessse or DeepSketch alone.\footnote{We omit the results of the SOF workloads in Figure 11 because there is no motivation to combine DeepSketch with Finessse under such workloads for which Finessse provides negligible data reduction.} We also measure the optimal data-reduction ratio (i.e., when every data block is delta-compressed with the best reference block found by brute-force search) for each workload to understand room for improvement after applying the combined approach. To emphasize the benefits of the combined approach over the standalone techniques, we normalize all the results in Figure 11 to Finessse.

![Figure 11: Data-reduction improvement of a combination of DeepSketch and Finessse.](image)

We observe that, as expected, the combined approach further improves the data-reduction ratio compared to the two standalone techniques under most workloads. The combined approach achieves up to 38% and 6.6% (15% and 4.8% on average) data-reduction improvements over Finessse and DeepSketch, respectively. We also observe that the combined approach can reduce the gap in data-reduction ratios between the existing reference search techniques and the optimal. Although there is still large room for improvement (i.e., up to 35% and 26% on average) even after applying the combined approach, the combined approach reduces the gap by up to 81% (i.e., 62% → 9.6% under Web) and by 42% on average. From our observations, we conclude that DeepSketch can also be used as a useful method to complement the weakness of existing post-deduplication delta-compression techniques.

### 5.5 Impact of Training Data-Set Quality

We evaluate the impact of the training data-set quality on the data-reduction ratio of DeepSketch. Figure 12 shows the average data-reduction ratio of DeepSketch for the entire workloads listed in Table 2 when we use two different types of training data sets. First, we evaluate how DeepSketch’s benefit changes when we train its DNN model using 1%/2%/3%/5%/10% of the entire data sets (the blue line in Figure 12). Second, we measure DeepSketch’s benefit when we use 10% of requests only from Sensor for DNN training (the dashed red line in Figure 12). When we use x% (< 10%) of each trace for training, we use the remaining (100 – x)% to evaluate the data-reduction ratio of DeepSketch. All values in Figure 12 are normalized to the data-reduction ratio obtained when using 10% of the entire data sets for DNN training.

We make two observations from Figure 12. First, while a larger training data set increases DeepSketch’s benefit, DeepSketch can provide a fairly good data-reduction ratio even with a very small training data set. Using only 1% of the traces for DNN training provides 98.9% of the data-reduction ratio obtained when using 10% of the traces. Second, DeepSketch can provide a high data-reduction ratio even when we use a training data set collected from a single trace. Compared to when we use 10% of all traces for DNN training, using 10% of only Sensor decreases the data-reduction ratio by less than 1%. Based on our observations, we conclude that it is possible to train an effective DNN model for DeepSketch with a limited data set, while providing high adaptability for diverse input data sets.

To study the detailed impact of the training data-set quality, we analyze how the sketches generated by DeepSketch change with different training data sets. To this end, we measure the average data-saving ratio (i.e., 1 – Delta-Compressed Data Size / Original Data Size) of delta-compressed blocks depending on the Hamming distance between the sketches of the input and reference blocks (i.e., $\Delta(H, \hat{H})$ in Section 4.3.)

Figure 13 shows the relationship between the data-saving ratio and sketch Hamming distance for three different DNN models trained with 10% of Sensor (10%-Sensor) and 1%/10% of all traces (1%-All and 10%-All). In general, the higher the data-saving ratio at a low sketch Hamming distance, the more accurate the sketches generated by DeepSketch.

![Figure 12: Effect of training data set on data-reduction ratio.](image)

Figure 12: Effect of training data set on data-reduction ratio.

![Figure 13: Effect of training data set on sketch accuracy.](image)

Figure 13: Effect of training data set on sketch accuracy.

We identify the following two findings from Figure 13. First, for all DNN models, DeepSketch provides extremely high data saving (close to 1) when $\Delta(H, \hat{H}) \leq 2$. The result shows that all the three DNN models enable DeepSketch to identify highly similar data blocks by generating almost identical sketches. It is due to the nature of the DNN-based learning-to-hash method: a DNN can be easily trained to yield the same hash values for the data with negligible differences. Second, in 1%-All and 10%-Sensor, the data-reduction ratio degrades more significantly as the Hamming distance increases, compared to 10%-All. It suggests that we can further improve the benefit of DeepSketch by increasing the accuracy of the sketch generation with a better DNN model, e.g., using high-quality data sets and/or advanced model ar-
architectures. In the current version of DeepSketch, the ANN model compensates for such potential accuracy loss by finding sufficiently-good reference blocks with best efforts.

5.6 Overhead Analysis

**Performance Overhead.** Figure 14 shows the average throughput of DeepSketch and the combined approach of DeepSketch and Finesse under different workloads, normalized to Finesse.6 DeepSketch and combined approach provide up to 73.7% and 44.9% (44.6% and 28.4% on average across all workloads) of the average throughput of Finesse. This non-trivial performance overhead is due to the inherent trade-off between the data-reduction ratio and throughput in post-deduplication delta compression; performing delta compression for more data blocks would increase the data-reduction ratio, but it comes at the cost of performance degradation since delta compression takes more time compared to lossless compression (e.g., in our current implementation, LZ4 takes 6.9 µs per block on average, which is less than 10% of the average execution time of Xdelta).

Figure 14: Performance overhead of DeepSketch.

To better understand the performance overheads of DeepSketch, we measure the average latency of each step per input data block during the post-deduplication delta-compression process. DeepSketch requires two modifications on existing techniques, 1) replacing the SF-based sketching engine with the DNN-based one and 2) using the ANN engine described in Section 4.3 as the SK store. For fair comparison, we implement the SK store of Finesse using the unordered-map data structure that provides $O(1)$ time complexity for lookup. Figure 15 visualizes the fraction of the average time spent for each step in the entire data-reduction process.

Figure 15: Average latency for each data-reduction step in (a) DeepSketch and (b) Finesse.

As shown in Figure 15, DeepSketch and Finesse operate differently in only three steps of the entire data-reduction process: 1) sketch generation for an incoming block, 2) sketch retrieval from the SK store, and 3) sketch update to the SK store. The other steps, including deduplication, Xdelta compression, and LZ4 compression, are performed in the same ways. Due to the simplicity of the hash network model network and GPU acceleration, DeepSketch reduces the latency of sketch generation from 88.73 µs to 36.47 µs (by 58.9%) over Finesse. However, using the ANN engine significantly increases the latencies for sketch retrieval and update, leading to 55.1% increase in the total average latency over Finesse.

The performance overhead of DeepSketch over Finesse is non-trivial, but it would not be a serious obstacle for its wide adoption due to two reasons. First, we target a system where data reduction is critically important so that DeepSketch’s benefits outweigh its performance overheads. Second, the performance overhead of DeepSketch can be mitigated in several ways. For example, if the data-reduction process is performed in background, its negative performance impact could be relatively small. We can also leverage the parallelism of multi-core CPUs to optimize software modules. For example, the sketch update procedure can be performed in parallel with other modules. This hides the cost of updating sketches during the compression steps, thereby reducing the performance overhead by 45.8% (i.e., 103.98 µs → 56.27 µs).

**Memory Overhead.** Like existing post-deduplication delta-compression techniques [75, 86], DeepSketch inevitably requires additional memory space for the sketch store. Despite the smaller sketch size of DeepSketch compared to existing techniques [75, 86] (128 bits vs. 192 bits), DeepSketch’s memory overhead might be unacceptable if it keeps track of the sketches of all non-deduplicated data blocks. For example, suppose that the data block size is 4 KiB, and 80% of the stored data is unique (i.e., non-deduplicated). Then, the required memory space for the sketch store is about 0.3% (0.8×16/4,096) of the size of the stored data (e.g., around 100-GB memory space to work with 32-TB data).

However, the memory overhead would not be a significant obstacle to use DeepSketch in practice for two reasons. First, the memory overhead for the sketch store is a common problem in all the sketch-based techniques. Second, prior works demonstrate that a small fraction of data blocks are frequently used as the reference block for many input blocks [26, 64]. Thus, keeping only most-frequently-used sketches in a limited-size sketch store (i.e., a with least-frequently-used (LFU) eviction policy) would provide sufficiently high compression efficiency. We leave such further optimizations to mitigate DeepSketch’s memory overhead for future work.

6 Discussion

**Scalability to Larger Data Sets.** As shown in our evaluation, DeepSketch provides high data-reduction ratios even for workloads that are not used in DNN training (e.g., SOF workloads), which implies the high generalizability of DeepSketch. Nevertheless, due to the limited amount of data sets publicly accessible, it is difficult to say whether DeepSketch would be effective under any given workload. For example, DeepSketch may require a larger DNN model to provide suf-

---

6Note that DNN training does not affect DeepSketch’s throughput because it can be performed offline as explained in Section 4. In our system described in Section 5.1, DNN training (including DK-Clustering) takes less than 4 hours with 300 epochs for our 1.6-GB training data set.
efficient benefits for large data sets (that we do not observe in this work), which would significantly increase the training overheads of DeepSketch. However, we believe that DeepSketch would be able to work for larger data sets due to three reasons. First, DeepSketch’s DNN model has much smaller computation complexity than state-of-the-art DNN models, so there is significant room for DeepSketch to use the larger DNN models. Second, the memory space required for training depends more on the size of the DNN model rather than the size of the training data set. Our current model is only a few hundreds of megabytes in size, which can be run on a single commonly-used GPU. Third, as explained in Section 4, DNN training can be performed offline in different machines with more computing/memory resources.

**Cost-Effectiveness of DeepSketch.** The current version of DeepSketch requires a powerful GPU for DNN inference/training and thus introduces non-trivial performance and power overheads. However, we believe that such overheads would not be a significant obstacle for the wide adoption of DeepSketch due to two reasons. First, as explained in Section 4, DNN training can be done in different machines (e.g., in cloud servers) without requiring frequent retraining, and multiple storage servers (that store similar types of data) can use the same DNN model, amortizing the training cost. Second, there has been significant effort to develop high-performance and energy-efficient accelerators for both light-weight DNN inference (e.g., [6, 27, 66, 73]) and ANN search (e.g., [32, 40, 71]), which would greatly reduce the performance, power, and resource overheads of DeepSketch.

### 7 Related Work

To our knowledge, this work is the first to propose a learning-based data-sketching technique for accurate reference search in storage-level delta compression. As we have already discussed state-of-the-art techniques closely related to DeepSketch in Sections 2 and 3, in this section, we briefly discuss other recent works on 1) storage-level data reduction and 2) machine learning-based video/image compression.

**Storage-level Data Reduction.** The fundamental ideas of data-reduction techniques were proposed several decades ago. Hence, their theoretical properties and limitations, in terms of data reduction, have been studied intensively. Recent studies focus more on how to efficiently deploy them to various platforms to achieve space savings with faster compression speeds, lower computation costs, and less energy consumption [12, 26, 46, 64, 85, 86]. For example, SmartDedup [85] proposes a low-cost deduplication technique for resource-constrained devices where computing resources as well as energy budget are seriously limited. Finesse [86] is a representative example of enhancing delta-compression speed without loss in data-reduction ratio by relaxing the complexity of sketch generation. Some prior works [12, 26, 46] present that deduplication and compression could be integrated in an SSD controller to improve storage lifetime as well as performance.

The key difference of this study from the above recent works is that this work presents a new direction to improve data-reduction ratio, the fundamental goal of a data-reduction technique. Our work analyzes the limitations of probabilistic and statistical approaches and shows that emerging deep-learning methods can be promising alternatives to and/or complements the traditional methods.

### Machine Learning for Video and Image Compression

Several works attempt to improve video/image compression efficiency using machine learning [2, 13, 14, 54, 61, 77, 77]. To enhance existing video compression algorithms, some leverage CNNs [13, 14, 77] and others employ Long Short-Term Memory (LSTM) networks to learn video representations [77] and predict future frames [54]. Their common idea is to accurately predict pixel values of next video frames and store only deltas for reconstruction. More recent studies use Generative Adversarial Networks (GAN) to generate part or all of the image content from a semantic label map [2, 61]. They achieve space savings by storing only a smaller amount of preserved data and the label map in storage devices.

DeepSketch is different from these studies in two aspects. First, unlike existing ML-based compression methods that target images and videos, DeepSketch aims to compress binary data, which requires handling extremely high-dimensional data sets without any semantic information. Second, ML-based compression methods are basically lossy compression algorithms, but our system is a lossless compression system that enables us to reconstruct original data without any data loss.

### 8 Conclusion

We introduce DeepSketch, the first learning-based reference search technique to improve the data-reduction efficiency of post-deduplication delta compression. DeepSketch uses the learning-to-hash method to overcome the limitations of existing techniques that miss a number of good reference candidates for delta compression of incoming data blocks. We present a new deep neural network training method that enables DeepSketch to efficiently learn delta-compression-aware data representation for unlabeled data sets with an extremely high dimensional space. Using various real-world data sets, we experimentally demonstrate that DeepSketch is an efficient solution not only as a replacement for but also as a complement to existing reference search techniques, significantly reducing the data-reduction gap from the optimal.
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