INJECTIVITY OF SECTIONS OF CLOSE-TO-CONVEX HARMONIC MAPPINGS WITH CONVEX ANALYTIC PART

ANBAREESWARAN SAIRAM KALIRAJ

Abstract. In this article, we determine two point distortion theorem and sharp coefficient estimates for the families of close-to-convex harmonic mappings whose analytic part is a convex function of order $\alpha$. By making use of these results, we determine the radius of univalence of sections of these families in terms of zeros of certain equation. Lower bound for the radius of univalence has been obtained explicitly for the case $\alpha = 1/2$. Comparison of radius of univalence of the sections have been shown by providing a table of numerical estimates for the special choices of $\alpha$.

1. Introduction and Motivation

Harmonic mappings are useful in the study of fluid flow problems (see [1]). Furthermore, univalent harmonic functions having special geometric property such as convexity, starlikeness, and close-to-convexity arises naturally while dealing with planar fluid dynamics problems. For example, in [1, Theorem 4.5], Aleman et al. considered a fluid flow problem on a convex domain $\Omega_0$ satisfying an interesting geometric property. Furthermore, the harmonic mappings which appears as a solution to some of these real world problems are very complicated and hence evaluating the values of such functions are challenging. In this connection, it is interesting to consider the problem of approximating harmonic mappings by harmonic polynomial without compromising the univalency of the polynomial. With this brief motivation, we shall begin considering the partial sums for the univalent analytic functions and univalent harmonic mappings.

Let $S$ denote the class of all normalized univalent analytic functions $\phi$ defined in the unit disk $D = \{ z : |z| < 1 \}$ such that

$$
\phi(z) = z + \sum_{k=2}^{\infty} a_k z^k.
$$

For $n \geq 2$, the $n^{th}$ partial sum of $\phi$ is the polynomial defined by

$$
s_n(\phi)(z) = z + \sum_{k=2}^{n} a_k z^k.
$$
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In [18] Szegö proved that the partial sum \( s_n(\phi) \) is univalent in \(|z| < 1/4\) for all \( \phi \in S \) and \( n \geq 2 \). In [15], Robertson proved that the \( n^{th} \) partial sum of the Koebe function is starlike in the disk \(|z| < 1 - 3n^{-1}\log n\), for \( n \geq 5 \), and that 3 cannot be replaced by smaller constants. The general theorems on convolutions [16] (see also [4, P.256, 273]) allow one to infer that \( s_n(\phi) \) is convex, starlike, or close-to-convex in the disk \(|z| < 1 - 3n^{-1}\log n\), for \( n \geq 5 \), whenever \( \phi \) is convex, starlike, or close-to-convex in \( \mathbb{D} \) (for details on the class \( S \) and its geometric subclasses one can refer [4]), respectively. However, the exact radius of univalence \( r_n \) of \( s_n(\phi) \) remains an open problem, if \( \phi \in S \). Jenkins [8] proved that \( s_n(\phi) \) is univalent in \(|z| < r_n \) for \( \phi \in S \), where the radius of univalence \( r_n \) is at least \( 1 - (4\log n - \log(4\log n))/n \) for \( n \geq 8 \). However, by making use of the exact coefficient bounds, one could get \( r_n > 1 - (4\log n - 2\log(\log n))/n \) for \( n \geq 7 \). Moreover, \( 1 - (4\log n - 2\log(\log n))/n > 1 - (4\log n - \log(4\log n))/n \) for \( n \geq 55 \).

Denote by \( \mathcal{H} \) the class of all complex-valued harmonic functions \( f = h + \overline{g} \) in \( \mathbb{D} \) normalized by \( h(0) = g(0) = 0 = h'(0) - 1 \). We call \( h \) and \( g \), the analytic and the co-analytic parts of \( f \), respectively, and obviously they have the following power series representation

\[
(2) \quad h(z) = z + \sum_{k=2}^{\infty} a_k z^k \quad \text{and} \quad g(z) = \sum_{k=1}^{\infty} b_k z^k, \quad z \in \mathbb{D}.
\]

Throughout the discussion we shall use this representation. The Jacobian \( J_f \) of \( f = h + \overline{g} \) is \( J_f(z) = |h'(z)|^2 - |g'(z)|^2 \). We say that \( f \) is sense-preserving in \( \mathbb{D} \) if \( J_f(z) > 0 \) in \( \mathbb{D} \). Let \( \mathcal{S}_H \) denote the class of all sense-preserving univalent mappings \( f \in \mathcal{H} \) and set \( \mathcal{S}_H^0 = \{ f \in \mathcal{S}_H : f(0) = 0 \} \). For many basic results on univalent harmonic mappings in \( \mathcal{S}_H^0 \) and its well-known geometric subclasses, namely, \( \mathcal{K}_H^0, \mathcal{S}_H^0, \) and \( \mathcal{C}_H^0 \) mapping \( \mathbb{D} \) onto, convex, starlike, and close-to-convex domains, respectively, we refer to [5, 11]. Here we recall a new subclass of \( \mathcal{S}_H^0 \) namely, \( \mathcal{S}_H^0(S) \) introduced in [12], where

\[
\mathcal{S}_H^0(S) = \{ h + \overline{g} \in \mathcal{S}_H^0 : h + e^{i\theta} g \in S \text{ for some } \theta \in \mathbb{R} \}.
\]

For \( f = h + \overline{g} \in \mathcal{S}_H^0 \) with power series representation as in (2), the sections/partial sums \( s_{n,m}(f) \) of \( f \) are defined as

\[
s_{n,m}(f)(z) = s_n(h)(z) + \overline{s_m(g)(z)},
\]

where \( n \geq 1 \) and \( m \geq 2 \). However, the special case \( m = n \geq 2 \) seems interesting in its own merit. From the above definition, it is clear that partial sums of \( f \) can be thought of as an approximation of \( f \) by complex-valued harmonic polynomials and thus, approximation of univalent harmonic mappings by univalent harmonic polynomials might lead to new applications. For fundamental results on the partial sums of univalent harmonic mappings, one can refer to [9, 10, 13, 14]. We recall a few results from [13], which are motivation for the problem which we consider in this article.

**Theorem A.** [13, Theorem 1] Let \( f = h + \overline{g} \in \mathcal{S}_H^0 \) with the series representation as in (2). Suppose that \( f \) belongs to \( \mathcal{C}_H^0 \), the class of close-to-convex harmonic mappings
Let us consider the family of close-to-convex harmonic functions defined by $\mathcal{S}_H^0(\mathcal{S})$. Then the section $s_{n,m}(f)$ is univalent in the disk $|z| < r_{n,m}$. Here $r_{n,m}$ is the unique positive root of the equation $\psi(n, m, r) = 0$, where

$$\psi(n, m, r) = \frac{1}{12r} \left( \frac{1 - r}{1 + r} \right)^3 \left[ 1 - \left( \frac{1 - r}{1 + r} \right)^6 \right] - R_n - T_m,$$

with

$$R_n = \sum_{k=n+1}^{\infty} A_k r^{k-1}, \quad T_m = -\sum_{k=m+1}^{\infty} A_k r^{k-1}, \quad \text{where} \quad A_k = \frac{k(k+1)(2k+1)}{6},$$

In particular, every section $s_{n,m}(f)(z)$ is univalent in the disk $|z| < r_{n,m}$, where

$$r_{n,n} > r_{n,n}^L := 1 - \frac{(7 \log n - 4 \log(\log n))}{n} \quad \text{for} \quad n \geq 15.$$

Moreover, $r_{n,m} \geq r_{n,m}^L$, where $l = \min\{n, m\} \geq 15$.

For functions in the convex family $K_H^0$ of harmonic mappings, we have the following interesting result, in which the lower bounds on $r_{n,m}$ is better than that of the bounds in Theorem A.

**Theorem B.** [13, Theorem 2] Let $f = h + \overline{g} \in K_H^0$ with the series representation as in (2). Then the section $s_{n,m}(f)$ is univalent in the disk $|z| < r_{n,m}$, where $r_{n,m}$ is the unique positive root of the equation $\mu(n, m, r) = 0$. Here

$$\mu(n, m, r) = \frac{1 - r}{(1 + r)^3} - \sum_{k=n+1}^{\infty} \left[ \frac{k(k+1)}{2} r^{k-1} \right] - \sum_{k=m+1}^{\infty} \left[ \frac{k(k-1)}{2} r^{k-1} \right].$$

In particular, for $n \geq 5$, and $\theta \in \mathbb{R}$, the harmonic function

$$s_{n,m}(f; \theta)(z) = s_n(h)(z) + e^{i\theta} s_n(g)(z)$$

is univalent and close-to-convex in the disk $|z| < 1 - 3n^{-1} \log n$. Moreover, we have $r_{n,m} \geq 1 - (4 \log l - 2 \log(\log l))/l$, where $l = \min\{n, m\} \geq 7$.

For $\alpha \geq -1/2$, set

$$\mathcal{F}(\alpha) = \left\{ f = h + \overline{g} \in \mathcal{H} : \Re \left( 1 + \frac{zh''(z)}{h'(z)} \right) > \alpha, g'(z) = e^{i\theta} zh'(z) \text{ for all } z \in \mathbb{D} \right\}.$$

**Remark 1.** Let us consider the family of close-to-convex harmonic functions defined by $\mathcal{F} = \mathcal{F}(-1/2)$. A keen observation of the proof of Theorem B reveals that the results in Theorem B is valid for the class $\mathcal{F}$ too (It should be noted that the members of $\mathcal{F}$ are not necessarily convex). Comparison of this fact with the result in Theorem 1, motivates us to consider classes of close-to-convex harmonic mappings with special condition on the analytic part of $f$.

In this article, we determine the radius of univalence $r_{n,m}$ of $s_{n,m}(f)$, when $f \in \mathcal{F}(\alpha)$. Lower bound for $r_{n,m}$ are determined for the special choice of $\alpha$. The paper is organized as follows. In Section 2, we recall a few known results from the literature, which are helpful in the proof of our main theorems. In Section 3, we present our main Theorems.
2. Useful Results

The following result due to Bazilevich [2] gives the necessary and sufficient condition for a normalized analytic function to be univalent in \(\mathbb{D}\).

**Theorem C.** [2] An analytic function \(\phi\) defined in \(\mathbb{D}\) and determined by (1) is univalent in \(\mathbb{D}\) if and only if for each \(z \in \mathbb{D}\) and each \(t \in [0, \pi/2]\),

\[
\phi(re^{i\eta}) - \phi(re^{i\psi}) \equiv \sum_{k=1}^{\infty} a_k \frac{\sin kt}{\sin t} z^{k-1} \neq 0,
\]

where \(t = (\eta - \psi)/2\), \(z = re^{i(\eta+\psi)/2}\) and \(\frac{\sin kt}{\sin t} \bigg|_{t=0} = k\).

In [17], Starkov generalized this result to the class of normalized sense-preserving harmonic mappings in the following form.

**Theorem D.** [17] A sense-preserving harmonic function \(f = h + g\) defined in \(\mathbb{D}\) determined by (2) is univalent in \(\mathbb{D}\) if and only if for each \(z \in \mathbb{D} \setminus \{0\}\) and each \(t \in (0, \pi/2]\),

\[
f(re^{i\eta}) - f(re^{i\psi}) \equiv \sum_{k=1}^{\infty} \left( a_k z^k - b_k z^{-k} \right) \frac{\sin kt}{\sin t} \neq 0,
\]

where \(t = (\eta - \psi)/2\) and \(z = re^{i(\eta+\psi)/2}\).

The following two point distortion theorem plays a crucial role in the proof of our main results.

**Theorem E.** If \(f \in \mathcal{S}\), \(r \in (0,1)\), \(t, \psi \in \mathbb{R}\), then

\[
\left| \frac{f(re^{it}) - f(re^{i\psi})}{re^{it} - re^{i\psi}} \right| \geq \frac{1 - r^2}{r^2} |f(re^{it})| |f(re^{i\psi})|.
\]

3. Distortion Theorem and Partial Sums Problem

By making use of Theorem E, we derive two point distortion theorem for functions in the family \(\mathcal{F}(\alpha)\). This result is very crucial in the proof of our main theorem.

**Theorem 1. (Two point distortion Theorem)** Suppose that \(f = h + g \in \mathcal{F}(\alpha)\) for some \(\alpha\) \((0 \leq \alpha < 1)\). For each \(\lambda \in \mathbb{C}\) such that \(|\lambda| = 1\) define

\[ F_\lambda(z) := h(z) + \lambda g(z) \]

Then, for any \(t, \psi \in \mathbb{R}\) such that \(t \neq \psi\), \(f\) satisfies the following inequality

\[
\left| \frac{F_\lambda(re^{it}) - F_\lambda(re^{i\psi})}{re^{it} - re^{i\psi}} \right| \geq \frac{1 - r^2}{r^2} L^2(r, \alpha) =: A(r, \alpha) \quad \text{for} \quad 0 < r < 1,
\]

\[
\left| \frac{f(re^{it}) - f(re^{i\psi})}{re^{it} - re^{i\psi}} \right| \geq A(r, \alpha) \quad \text{for} \quad 0 < r < 1,
\]
where
\[
L(r, \alpha) := \begin{cases} 
\frac{2r}{1+r} - \log(1+r) & \text{if } \alpha = 0 \\
\frac{2\log(1+r) - r}{(1+r)^{2\alpha}(1+r+2\alpha-2r\alpha)-(1+r)(1+2\alpha)} & \text{if } \alpha = 1/2 \\
\frac{2\alpha(1+r)(2\alpha-1)}{2(1+r)(2\alpha-1)} & \text{if } \alpha \in (0, 1) \setminus \{1/2\}.
\end{cases}
\]

Proof. Let \( f = h + \overline{g} \in \mathcal{F}(\alpha) \) for some \( \alpha \) (\( 0 \leq \alpha < 1 \)) and \( F_\lambda(z) := h(z) + \lambda g(z) \). From the definition of \( f \in \mathcal{F}(\alpha) \), it is clear that \( h \) is a convex function of order \( \alpha \) and \( g'(z) = e^{i\theta} z h'(z) \). Therefore, from a result of Clunie and Sheil-Small [3, Theorem 5.17], it is clear that \( F_\lambda \) is close-to-convex in \( \mathbb{D} \) for all \( \lambda \) such that \(|\lambda| = 1\). For every pair of points \( re^{it} \) and \( re^{i\psi} \), we can find a \( \lambda \) such that
\[
(h(re^{it}) - h(re^{i\psi})) + (g(re^{it}) - g(re^{i\psi})) = (h(re^{it}) - h(re^{i\psi})) + \lambda (g(re^{it}) - g(re^{i\psi}))
\]
Therefore
\[
\left| \frac{f(re^{it}) - f(re^{i\psi})}{re^{it} - re^{i\psi}} \right| = \left| \frac{F_\lambda(re^{it}) - F_\lambda(re^{i\psi})}{re^{it} - re^{i\psi}} \right| \geq \frac{1 - r^2}{r^2} |F_\lambda(re^{it})| |F_\lambda(re^{i\psi})| \text{ (by Theorem E)}.
\]

In order to complete the proof, we need to find the lower bounds of \(|F_\lambda(z)|\).

Let \( \gamma \) be the preimage under \( F_\lambda \) of the line segment joining 0 and \( F_\lambda(z) \). Then
\[
|F_\lambda(z)| = \int_\gamma |F_\lambda(\zeta)||d\zeta| \geq \int_\gamma (|h'(\zeta)| - |g'(\zeta)|)|d\zeta| \geq \int_\gamma (1 - |\zeta|)|h'(\zeta)||d\zeta| \geq \int_0^r \frac{(1 - \rho)}{r(1 + \rho)^{2(1-\alpha)}} d\rho,
\]
where, the last inequality is the consequence of the following well known distortion theorem for the convex function of order \( \alpha \) (\( 0 \leq \alpha < 1 \)) (see [6, p. 139, Vol. 1, Theorem 1])
\[
|h'(z)| \geq \frac{1}{(1+r)^{2(1-\alpha)}}, r = |z| < 1.
\]
The desired conclusion follows if we use the inequality in (8) in (7). \( \square \)

Next, we provide the sharp coefficient estimates for the functions in the family \( \mathcal{F}(\alpha) \).
Theorem 2. Suppose that $f = h + g \in \mathcal{F}(\alpha)$ for some $\alpha$ ($0 \leq \alpha < 1$) with the series representation as in (2). Then, for all $n \geq 2$, the coefficients of $f$ satisfy the following inequality
\begin{equation}
|a_n| \leq A_n(\alpha) \quad \text{and} \quad |b_n| \leq \frac{n - 1}{n - 2\alpha} A_n(\alpha),
\end{equation}
where
\begin{equation}
A_n(\alpha) = \frac{1}{n!} \prod_{j=2}^{n} (j - 2\alpha).
\end{equation}
All these bounds are sharp and the equality in each inequality is attained for the close-to-convex functions $f_\alpha(z) = h_\alpha(z) + g_\alpha(z)$ and its rotations, where
\begin{equation}
f_\alpha(z) = \begin{cases} 
1 - (1 - z)^{2\alpha - 1} + \frac{1 - (1 - z)^{2\alpha - 1}(1 + z(2\alpha - 1))}{2\alpha(2\alpha - 1)} & \text{if } \alpha \neq 0, 1/2, \\
\frac{z}{1 - z} + \frac{z}{1 - z} + \log(1 - z) & \text{if } \alpha = 0, \\
- \log(1 - z) - (z + \log(1 - z)) & \text{if } \alpha = 1/2.
\end{cases}
\end{equation}
Proof. The proof follows from the coefficient bounds for the convex functions of order $\alpha$ (see [6, p. 140, Vol. 1, Theorem 2]).

Theorem 3. Let $f = h + g \in \mathcal{F}(\alpha)$ with the series representation as in (2). Then for $\theta \in \mathbb{R}$, the harmonic function
\[
s_{n,m}(f; \theta)(z) = s_n(h)(z) + e^{i\theta}s_m(g)(z)
\]
univalent in the disk $|z| < r_{n,m}$, where $r_{n,m}$ is the unique positive root of the equation $\mu(n, m, r, \alpha) = 0$ in $(0, 1)$. Here
\begin{equation}
\psi(n, m, r, \alpha) = A(r, \alpha) - \sum_{k=n+1}^{\infty} k A_k(\alpha) r^{k-1} - \sum_{k=m+1}^{\infty} \frac{k(k - 1)}{(k - 2\alpha)} A_k(\alpha) r^{k-1},
\end{equation}
where $A(r, \alpha)$ and $A_k(\alpha)$ are defined as in (6) and (9), respectively. When $\alpha = 1/2$, we have $r_{n,m} \geq 1 - (2 \log l)/l$, where $l = \min\{n, m\} \geq 3$.

Proof. Suppose that $f = h + g \in \mathcal{F}(\alpha)$ with the series representation as in (2). For $\theta \in \mathbb{R}$, we set
\[
F_{r,\theta}(z) = \frac{h(r z)}{z} + e^{i\theta}g(r z) \frac{1}{z}
\]
for $0 < r < 1$, one could see that
\[
F_{r,\theta}(z) = z + \sum_{k=2}^{\infty} a_k r^{k-1} z^k + e^{i\theta} \sum_{k=2}^{\infty} b_k r^{k-1} z^k.
\]
We shall prove that $s_{n,m}(F_{r,\theta})(z)$ is univalent in $\mathbb{D}$ for all values of $\theta$. This would imply that $s_{n,m}(f; \theta)$ is univalent in the disk $|z| < r$ for all values of $\theta$. By making
use of Theorem C, we see that $s_{n,m}(F_{r,\theta})(z)$ is univalent in $\mathbb{D}$ if and only if the associated section $P_{n,m,r,\alpha}(z)$ has the property that

$$P_{n,m,r,\alpha}(z) := \sum_{k=1}^{M} \left( a_k^r z^k + b_k^r z^k \right) \frac{\sin kt}{\sin t} \neq 0, \text{ for all } z \in \mathbb{D} \setminus \{0\}, \text{ and } t \in [0, \pi/2],$$

where $M = \max\{n, m\}$, $l = \min\{n, m\}$, $a_k^r = a_k r^{k-1}$, $b_k^r = b_k r^{k-1}$ for all $k \leq l$, and

$$a_k^r = \begin{cases} a_k r^{k-1} & \text{for all } k > l \text{ if } M = n, \\ 0 & \text{for all } k > l \text{ if } M > n, \end{cases}$$

and

$$b_k^r = \begin{cases} e^{i\theta} b_k r^{k-1} & \text{for all } k > l \text{ if } M = m, \\ 0 & \text{for all } k > l \text{ if } M > m. \end{cases}$$

Setting $t = (\eta - \psi)/2$, $z = \rho e^{i(\eta + \psi)/2} \in \mathbb{D}$ in (5) and from the univalency of $F_{r,\theta}$ for $0 < r < 1$, we get that

$$\left| \sum_{k=1}^{\infty} \left( a_k^r z^k + e^{i\theta} b_k^r z^k \right) \right| \geq A(r, \alpha). \quad (13)$$

In order to find a lower bound for $|P_{n,m,r,\alpha}(z)|$, we need to find an upper bound for

$$|R_{n,m,r,\alpha}(z)| = \left| \sum_{k=n+1}^{\infty} \left( a_k^r z^k + e^{i\theta} b_k^r z^k \right) \right| + \left| \sum_{k=m+1}^{\infty} \left( e^{i\theta} b_k^r z^k \right) \right|.$$

From Theorem 2, it follows that

$$|R_{n,m,r,\alpha}(z)| \leq \sum_{k=n+1}^{\infty} \left( k A_k(\alpha) r^{k-1} \right) + \sum_{k=m+1}^{\infty} \left[ \frac{k(k-1)}{(k-2\alpha)} A_k(\alpha) r^{k-1} \right],$$

$$= R_n(\alpha) + T_m(\alpha), \quad (14)$$

where $A(r, \alpha)$ and $A_k(\alpha)$ are defined as in (6) and (9), respectively. From (13) and (14), we get that

$$|P_{n,m,r,\alpha}(z)| \geq A(r, \alpha) - R_n(\alpha) - T_m(\alpha) = \psi(n, m, r, \alpha).$$

The inequality $P_{n,m,r,\alpha}(z) \neq 0$ holds for all $z \in \mathbb{D} \setminus \{0\}$, whenever $\psi(n, m, r, \alpha) > 0$, where $\psi(n, m, r, \alpha)$ is defined by (12). This gives that $\psi(n, m, r, \alpha) > 0$ for all $r \in (0, r_{n,m})$, where $r_{n,m}$ is the positive root of the equation $\psi(n, m, r, \alpha) = 0$, which lies in the interval $(0, 1)$. This observation proves that $F_{r,\theta}$ is univalent in $\mathbb{D}$ for all $\theta \in \mathbb{R}$, which implies that $s_{n,m}(f; \theta)$ is univalent (see [7]) in the disk $|z| < r_{n,m}$ for all $\theta \in \mathbb{R}$. This completes the proof of the first part of the theorem.

From the above discussion, it is apparent that $r_{n,m} \geq r_{l,l}$, where $l = \min\{n, m\} \geq 2$. Next, we shall consider the special case $m = n$ and determine the lower bound for $r_{n,n}$ with certain restriction on $n$ and special choices of $\alpha$. 
Let us consider the case $\alpha = 1/2$. In this case, the sufficient condition (12) for the univalence of $s_{n,n}(f, \theta)$ reduces to
\[
\psi(n, n, r, 1/2) = A(r, 1/2) - R_n(1/2) - T_n(1/2)
= (1 - r^2) \left( \frac{2 \log(1 + r) - r}{r} \right)^2 - 2 \sum_{k=n+1}^{\infty} r^{k-1}
\geq \frac{1 - r}{(1 + r)^2} - \frac{2r^n}{(1 - r)}
\]
From the fact that $\lim_{n \to \infty} \psi(n, n, r, 1/2) > 0$, for all $r$ such that $0 < r < 1$, it is clear that the radius of univalence $r_{n,n} \to 1$ as $n \to \infty$. Setting $r = 1 - x/n$, where $x = o(n)$, we see that
\[
\psi(n, n, r, 1/2) = \left( 1 - \frac{x}{n} \right)^2 - \frac{2x^n}{(1 - x)} > 0
\]
whenever $0 < t(x, n) < 1$, where
\[
t(x, n) = 2e^{-x} \left( \frac{2n}{x} - 1 \right)^2.
\]
Now, we shall prove that $r_{n,n} > 1 - \gamma_n/n$ and we shall explicitly determine the value $\gamma_n$ for large values of $n$. In order to prove that, it is sufficient to prove that $t(x, n)$ is a decreasing function in $x$, whenever
\[
\gamma_n \leq x \leq n, \ 0 < t(\gamma_n, n) < 1 \ \text{and} \ t(n, n) > 0.
\]
Since $e^x t(x, n) = O(n^2)$, we may set $\gamma_n = 2 \log n$. It is easy to see that $1 - \gamma_n/n > 0$ and increasing for all $n \geq 3$. For $n \geq 3$, we shall prove that $r_{n,n} > 1 - \gamma_n/n$.

For every fixed integer $n \geq 3$, let us consider $x \in [\gamma_n, n]$ and we prove that $t(x, n)$ decreasing function with respect to $x$. From the definition of $t(x, n)$, it is clear that it is a product of two positive decreasing functions. Hence $t(x, n)$ is a decreasing function with respect to $x$ for every fixed integer $n \geq 3$. Further, it is easy to see that $t(n, n) < 1$ for all $n \geq 3$. In order to complete the proof, it is enough to show that $t(\gamma_n, n) < 1$ for all $n \geq 3$.

\[
t(\gamma_n, n) = \frac{2}{n^{2}} \left( \frac{n}{\log n} - 1 \right)^2
= 2 \left( \frac{1}{\log n} - \frac{1}{n} \right)^2
< 1 \ \text{for all} \ n \geq 3.
\]

The proof is complete. $\square$

**Remark 2.** From the above computation, it is clear that one could estimate the lower bound for $r_{n,m}$, whenever $\alpha \in [0, 1)$. In order to compare the results on the radius of univalence of the partial sums, when we consider functions $f \in F(\alpha)$ for various values of $\alpha$, we provide the following Corollary.
Injectivity of sections of close-to-convex harmonic mappings with convex analytic part

Corollary 1. Suppose that $f \in \mathcal{F}(\alpha)$. Then the value of $n$ for which $s_{n,n}(f;\theta)(z)$ is univalent in the disk $|z| < \rho$ is formulated in Table 1:

| Value of $\rho$ | $\alpha = -1/2$ | $\alpha = 0$ | $\alpha = 1/4$ | $\alpha = 1/2$ | $\alpha = 3/4$ |
|----------------|-----------------|---------------|-----------------|-----------------|-----------------|
| $1/4$          | $n \geq 4$      | $n \geq 3$    | $n \geq 2$      | $n \geq 2$      | $n \geq 2$      |
| $1/2$          | $n \geq 12$     | $n \geq 8$    | $n \geq 6$      | $n \geq 4$      | $n \geq 3$      |
| $3/4$          | $n \geq 29$     | $n \geq 22$   | $n \geq 16$     | $n \geq 9$      |                 |
| $9/10$         | $n \geq 111$    | $n \geq 86$   | $n \geq 61$     |                 | $n \geq 35$     |

Table 1. Values of $n$ for which $s_{n,n}(f;\theta)(z)$ is univalent in the disk $|z| < \rho$

Proof. The above lower bounds have been estimated with the help of Mathematica software by estimating $\psi(n,n,r,\alpha) = 0$ in the equation (12), corresponding to the values of $r = \rho$, fixing $\alpha = 0, 1/4, 1/2, 3/4$. The estimates for the case $\alpha = -1/2$ have been obtained by estimating $\mu(n,n,r) = 0$ in (3) by fixing $r = \rho$. □
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