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The influence of surfactants on thermocapillary flow instabilities in low Prandtl melting pools
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Flows in low Prandtl number liquid pools are relevant for various technical applications, and have so far only been investigated for the case of pure fluids, i.e. with a constant, negative surface tension temperature coefficient \( \partial \gamma / \partial T \). Real-world fluids containing surfactants have a temperature dependent \( \partial \gamma / \partial T > 0 \), which may change sign to \( \partial \gamma / \partial T < 0 \) at a critical temperature \( T_c \). Where thermocapillary forces are the main driving force, this can have a tremendous effect on the resulting flow patterns and the associated heat transfer.

Here we investigate the stability of such flows for five Marangoni numbers in the range of \( 2.1 \times 10^6 \leq Ma \leq 3.4 \times 10^7 \) using dynamic large eddy simulations (LES), which we validate against a high resolution direct numerical simulation (DNS). We find that the five cases span all flow regimes, i.e. stable laminar flow at \( Ma \leq 2.1 \times 10^6 \), transitional flow with rotational instabilities at \( Ma = 2.8 \times 10^6 \) and \( Ma = 4.6 \times 10^6 \) and turbulent flow at \( Ma = 1.8 \times 10^7 \) and \( Ma = 3.4 \times 10^7 \).

This article has been published in Phys. Fluids 28, 062106 (2016), doi:10.1063/1.4953797.
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I. INTRODUCTION

Flows in heated liquid pools with a free surface are of interest in various technical applications, such as metals processing including fusion welding, electron beam evaporation, casting and crystal growth. In these processes, low Prandtl number liquids are subjected to large surface temperature gradients, which, through resulting gradients in surface tension $\gamma$, lead to thermocapillary motion of the liquid. In spite of the relevance of low Prandtl number liquids, most research has been devoted to high Prandtl number liquids such as silicone oils, as these are easy to work with experimentally and resistant to contamination which can have a major effect on the flow. Where instabilities in low Prandtl number liquids have been investigated, it has been done for pure materials, i.e. with a constant, negative surface tension temperature coefficient $\partial \gamma / \partial T$, in various geometric configurations (e.g. rectangular, liquid bridges, annular or cylindrical).

However, real-world applications often involve (i) non-pure materials, i.e. materials containing surface active elements (surfactants), and (ii) melting/solidification phase change, both of which influence the thermocapillary flow. The presence of surfactants, even when homogeneously distributed, can have a tremendous effect on the thermocapillary motion by introducing a temperature dependence of the surface tension temperature coefficient $\partial \gamma / \partial T$. Even traces of surfactants such as sulfur or oxygen can be sufficient to introduce a sign change from positive to negative $\partial \gamma / \partial T$ at a critical temperature $T_c$ in many materials, such as iron, silver, copper or nickel.

The stability of thermocapillary flows in such non-pure low Prandtl number liquids has not been thoroughly studied. Azami, Nakamura, and Hibiya used X-ray tomography to probe the flow of liquid silicon in a half-zone liquid bridge subject to a controlled atmosphere containing varying concentrations of oxygen, which is surface active in silicon and many other liquid metals. They found the flow to be chaotic for low oxygen partial pressures, and to stabilize when the partial pressure is increased above a certain threshold. Here, the oxygen, after adsorption to the silicon, alters the value of $\partial \gamma / \partial T$, which however remains negative and may be regarded as constant, as the applied temperature difference is fairly low. Zhao et al., using particle image velocimetry (PIV) to image the movement of oxide particles floating on the free surface, examined the thermocapillary flow in liquid steel melt pool, heated by a translating electric arc or a stationary laser. For the translating arc, where the surfactant
was present as an oxide layer on the surface, they observed an elliptic pool shape subject to periodic non-symmetric oscillations of the surface flow. For stationary laser heating, where oxygen was introduced through a controlled atmosphere, they observed a circular melt pool in which the surface flow was asymmetric and rotational. Kou, Limmaneevichitr, and Wei\textsuperscript{15}, using qualitative video analysis of the surface of steel melts with sulfur impurities, observe free surface oscillations, indicating instationary flow phenomena. Previous numerical studies of thermocapillary flows taking into account the presence of surfactants and phase change, e.g. Winkler and Amberg\textsuperscript{16} and Do-Quang, Amberg, and Pettersson\textsuperscript{17}, fail to report instabilities observed in the aforementioned experiments, probably due to imposed symmetry and the use of diffusive numerical schemes.

The available literature on the instability of low Prandtl number thermocapillary flows with surfactants is thus exclusively experimental, and rather qualitative. We aim to improve the understanding of instabilities arising in such flows by providing insight into the flow in the pool, addressing the possible occurrence of flow instabilities and turbulence. Specifically, we will investigate thermocapillary flows with non-uniform axisymmetric heating at the free surface such that a negative radial temperature gradient $dT/dr$ develops across the free surface.

For pure low Prandtl fluids with constant, negative $\partial \gamma / \partial T$ in such cylindrical domains, the onset of oscillatory and turbulent convection is already well understood. Pumir and Blumenfeld\textsuperscript{18} derived scaling laws for the dimensionless heat transport assuming laminar ($Nu \sim Ma^{1/4} Pr^{1/2}$) or turbulent ($Nu \sim Ma^{1/3} Pr^{1/3}$) thermocapillary flow. Here, the Marangoni number is defined as $Ma = \partial \gamma / \partial T P (\rho \nu \alpha \lambda)^{-1}$, with $P$, $\rho$, $\nu$, $\alpha$, $\lambda$ the absorbed power, and the fluid density, kinematic viscosity, thermal diffusivity and thermal conductivity, respectively. Karcher et al.\textsuperscript{19} experimentally investigated the flow of liquid iron ($Pr \approx 0.1$) in a vacuum, heated by a high-power electron beam up to 50 kW. At Marangoni numbers between $10^7$ and $10^8$ they find turbulent convection, indicated by a $Nu \sim Ma^{1/3}$ scaling behavior of the dimensionless heat transfer\textsuperscript{13}. Dikshit et al.\textsuperscript{20} experimentally observed a scaling between the laminar and turbulent behavior at Marangoni numbers between $10^4$ and $10^5$. Boeck and Karcher\textsuperscript{21} studied a similar electron beam heating process for a $Pr = 0.1$ fluid via three dimensional direct numerical simulations. They find a transition from stationary to oscillatory convection around $Ma \approx 2 \times 10^4$ and eventually chaotic flow above $Ma \approx 2 \times 10^5$, and good agreement with scaling laws derived by Pumir
and Blumenfeld\textsuperscript{[18]}. Kuhlmann and Schoisswohl\textsuperscript{[22]} used linear stability analysis to study the occurrence of flow instabilities in thermocapillary liquid pools in cylindrical domains with multiple aspect ratios, heated by a non-uniform heat source. For low Prandtl number fluids above a critical Marangoni number, they find a stationary centrifugal instability driven by inertial effects.

We conduct our study of the flow in a pool of a low Prandtl number liquid with surfactants ($Pr = \mathcal{O}(10^{-1})$) with a non-uniform heat-flux at the free surface using dynamic large eddy simulations (LES). The well-resolved large eddy simulations are validated using a high resolution direct numerical simulation (DNS). We will provide a novel insight into the flow inside the liquid pool and investigate the occurrence of flow instabilities and turbulence over a range of Marangoni numbers.

II. MATHEMATICAL MODEL

A. Governing equations

We investigate a solid cylinder of metal targeted on one end by a high power laser. The laser irradiation is absorbed by the metal, leading to an increase in temperature and eventually a melting phase change and the creation of a liquid melt pool. Heat is transferred into the solid bulk of the material by conduction and thermocapillary driven convection (Fig. [1]). This system is mathematically modeled with an energy transport equation with a
source term for the latent heat of the phase change

\[ \frac{D}{Dt}(T) = \nabla \cdot (\alpha \nabla T) + S_{\text{latent}} \tag{1} \]

with the thermal diffusivity \( \alpha = \frac{\lambda}{\rho c_p} \).

Due to the non-uniform heating of the top surface, large radial surface temperature gradients develop. These result in radial gradients in surface tension, leading to thermocapillary forces along the liquid-gas interface driving flow in the molten pool. The momentum transport is described by the Navier-Stokes equations, with a momentum sink to account for solid and semi-solid regions

\[ \frac{D}{Dt} \vec{U} = \nabla \cdot (\nu \nabla \vec{U}) - \frac{1}{\rho} \nabla p - \vec{F}_{\text{damp}} \tag{2} \]

Here, we have assumed constant density over all phases, and have neglected buoyancy since the Grashof number \( Gr = \mathcal{O}(10^3) \) is small\textsuperscript{22}. Furthermore, since surface tension is very strong in liquid metals (\( Ca = \mu U/\gamma = \mathcal{O}(10^{-1}) \), with \( U \sim \Delta \gamma/\mu \)), we assume the liquid-gas interface to be undeformable.

The effect of melting and solidification on the heat transfer is taken into account via the source term \( S_{\text{latent}} \) in equation\textsuperscript{1}

\[ S_{\text{latent}} = \frac{h_f}{c_p} \frac{dg}{dt} \tag{3} \]

with \( h_f \) the specific latent heat of fusion, and \( g \) the volume fraction of solid material, which is assumed to vary linearly over the melting temperature range between solidus \( T_s \) and liquidus \( T_l \)

\[ g = \frac{T_l - T}{T_l - T_s}, \quad T_s < T < T_l \tag{4} \]

Through the inclusion of the momentum sink term, the momentum equation\textsuperscript{2} is valid for the entire domain including liquid, semi-solid and solid regions. The (semi-)solid regions are modeled as a porous medium, introducing a momentum sink following the isotropic Blake-Kozeny model\textsuperscript{23}

\[ \vec{F}_{\text{damp}} = \frac{\mu K}{\rho} \vec{U} = \frac{\bar{U}}{\rho \mu K_0} \frac{g^2}{(1 - g)^3 + \varepsilon} \tag{5} \]
with $\varepsilon = 10^{-3}$ and $K_0$ a constant coefficient characterizing the porosity.

B. Boundary conditions

At the top surface, the laser irradiation is modeled as a top-hat distributed heat flux. Because the heat loss from the outer surfaces of the cylindrical domain to the ambient due to radiation and convection is only a small fraction of the laser irradiation, we apply adiabatic boundary conditions everywhere except the irradiated area, where we apply a top-hat distribution as

$$\lambda \nabla_n T \bigg|_{z=0} = \frac{P}{\pi r_q^2}, \quad r \leq r_q$$

Here we set the laser beam radius $r_q = 1.4 \text{mm}$ and absorbed powers $P$ of 170, 195, 250, 500 and 675 W, to mimic realistic absorbed irradiation relevant for metals processing applications\textsuperscript{[1,2].}

At all surfaces except the liquid-gas interface, we set the velocity to zero. At the gas-liquid interface, which is assumed to remain flat, we impose a shear stress in the liquid due to surface tension gradients along the interface, known as Marangoni or thermocapillary stress:

$$\mu \nabla_n U_t \bigg|_{z=0} = \frac{d\gamma}{dT} \nabla_t T$$

The surface tension temperature coefficient $\partial \gamma / \partial T$ has a defining influence on the nature of the flow as it determines the only driving force acting here. As discussed in the introduction, in the present work we wish to study the stability of flows in liquids containing a homogeneously distributed surface active element. The surfactant will react with the liquid metal, significantly reducing the surface tension at the liquid-gas interface. At increasing temperatures, chemical bonds between metal atoms and surfactant molecules break, and surfactant molecules dissociate. Hence the surface tension increases at increasing temperatures and $\partial \gamma / \partial T$ is positive. At very high temperatures however, after all surfactant molecules have dissociated, the liquid will start to behave as the pure liquid metal and $\partial \gamma / \partial T$ will approach the constant, negative value of the pure liquid metal. The transition between the states is smooth, and there is a critical temperature $T_c$ where $\partial \gamma / \partial T$ changes its sign and the surface tension has a local maximum. The surface tension gradients drive a flow from low
Figure 2: Surface tension temperature coefficient. The critical temperature at which the sign change occurs is $T_c = 1979$ K. The vertical dashed lines indicate the maximum surface temperature reached in cases 1-5, as discussed later.

to high surface tension areas. In laser heating applications, the maximum temperature will typically be at the center of the beam, decreasing towards its edge. A chemically pure liquid metal would thus have its highest surface tension at the edge of the pool and flow towards that cooler edge. In melts with impurities the surface tension maximum will shift towards the center of the irradiated area, and thus the resulting flow pattern will be different.

A realistic relationship\textsuperscript{10,25} between the surface tension temperature coefficient $\partial \gamma / \partial T$ and temperature for a binary liquid metal – surfactant mixture, as shown in figure 2, will be used in the simulations:

$$\gamma = \gamma_0 - \partial \gamma / \partial T|_0 (T - T_0) - RT \Gamma_s \ln \left[ 1 + k_l a_s \exp(\Delta H^0/(RT)) \right]$$ \hspace{1cm} (8)

This relationship, based on the combination of Gibbs and Langmuir adsorption isotherms, has been derived by Sahoo, DebRoy, and McNallan\textsuperscript{10} for a binary iron-sulfur system. The shape of the surface tension–temperature curve and thus the system behavior is not specific to the iron-sulfur system, but also applies to e.g. silver\textsuperscript{23} and nickel\textsuperscript{26} in the presence of oxygen.
C. Non-dimensional formulation

Using the non-dimensional variables $x^* = x/L$, $t^* = t\alpha/L^2$, $\vec{U}^* = \vec{U}L/\alpha$, $T^* = T/\Delta T$, $p^* = pL^2/\rho\alpha^2$, following Pumir and Blumenfeld\textsuperscript{18}, and $K^* = L^2K$ the governing equations can be written as

$$\frac{1}{Pr} \left( \frac{\partial \vec{U}^*}{\partial t^*} + \nabla \cdot (\vec{U}^* \vec{U}^*) + \nabla p^* \right) = \nabla^2 \vec{U}^* + K^* \vec{U}^*$$ \hspace{1cm} (9)

$$\frac{\partial T^*}{\partial t^*} + \nabla \cdot (\vec{U}^* T^*) = \nabla^2 T^* + \frac{1}{St} \frac{\partial g}{\partial t^*}$$ \hspace{1cm} (10)

and the boundary conditions

$$\nabla_n U^*_t = Ma \nabla_t T^*$$ \hspace{1cm} (11)

The dimensionless numbers appearing in the governing equations are the Prandtl number $Pr = \nu/\alpha = 0.18$ and the Stefan number $St = c_p\Delta T/h_f$, gauging the ratio of sensible to latent heat. In the following, we will take the laser beam radius $r_q$ as the characteristic length scale $L$, and $P/(L\lambda)$ as the characteristic temperature difference $\Delta T$. With this, and for constant $\partial \gamma/\partial T$, the Marangoni number $Ma = \partial \gamma/\partial TL\Delta T(\mu\alpha)^{-1}$, i.e. the ratio of surface tension to viscous forces, is commonly defined as

$$Ma = \frac{\partial \gamma}{\partial T} \frac{P}{\mu\alpha\lambda}$$ \hspace{1cm} (12)

For the present case with varying $\partial \gamma/\partial T$, we linearize $\partial \gamma/\partial T$ around $T_c$ leading to $\partial \gamma/\partial T \sim (\partial^2 \gamma/\partial T^2)|_{T_c} \Delta T$ and define $Ma$ as

$$Ma = \frac{\partial^2 \gamma}{\partial T^2} \bigg|_{T_c} \frac{\Delta T^2 L}{\mu\alpha} \sim \frac{\partial^2 \gamma}{\partial T^2} \bigg|_{T_c} \frac{P^2}{\mu\alpha \lambda^2 L}$$ \hspace{1cm} (13)

with $\partial^2 \gamma/\partial T^2|_{T_c} = 1.38 \times 10^{-6} \text{ N m}^{-1} \text{K}^{-2}$. The resulting dimensionless numbers are tabulated in Tab.\textsuperscript{[1]}\textsuperscript{[1]}. The relevant material properties are listed in Tab.\textsuperscript{[2]} in the appendix. The ratio $Ma/Gr$ is very large indeed, which further justifies neglecting buoyancy forces.

D. Discretization

Our solver has been developed using the open source finite volume framework OpenFOAM (version 2.1.x)\textsuperscript{27}. The time derivative is discretized with a second order backward differencing
scheme. The divergence terms in the transport equations are discretized with the second order limited Linear(V) TVD scheme\textsuperscript{28}. At every time step, the non-linearity associated with the pressure-velocity-coupling is handled by the iterative PISO algorithm\textsuperscript{29}. Once a divergence free velocity field has been computed at a given time step, the temperature equation is solved. The non-linearity of the temperature equation due to latent heat is dealt with using an implicit source term linearization technique\textsuperscript{30}.

The solution domain is a cylinder of radius $R = 7.5$ mm and height $H = 7.5$ mm (see Fig. 1), discretized with a mesh of 2.15 million cubic control volumes. The region where we expect fluid flow consists of small cubes with a a cell spacing of 31 $\mu$m, whereas we use larger cells of 250 $\mu$m away from the liquid region. The mesh is shown in figure 3. The time step is dynamically set obeying a maximum Courant number of $Co = U \Delta t / \Delta x < 0.35$, resulting in a typical time step of roughly 15 $\mu$s. A simulation on 48 cores (Intel E5-2650 v2) of the LISA compute cluster\textsuperscript{31} is completed in roughly four weeks time.

To model turbulence, we use Large Eddy Simulations based on the dynamic Smagorinsky approach as proposed by Lilly\textsuperscript{32,33}. We do not allow for backscatter of energy from the small to large scale, and thus the subgridscale viscosity $\nu_{SGS}$ is clipped to zero. The turbulent thermal diffusivity is not determined via the dynamic Smagorinsky approach, but via Reynolds analogy with $Pr_t = 0.4$\textsuperscript{34,35}.

## III. RESULTS AND DISCUSSION

The high power laser irradiation melts the target material and within fractions of a second a liquid pool develops. The developing shape of this pool is tightly connected to

| Case | $P$ [W] | $Ma$ | $St$ |
|------|--------|------|------|
| 1    | 170    | $2.1 \times 10^6$ | 4.7  |
| 2    | 195    | $2.8 \times 10^6$ | 5.3  |
| 3    | 250    | $4.6 \times 10^6$ | 6.7  |
| 4    | 500    | $1.8 \times 10^7$ | 13.5 |
| 5    | 675    | $3.4 \times 10^7$ | 18.3 |
Figure 3: 3D mesh, where one quarter of the domain has been clipped for visualization. The coarse outer mesh with a grid cell size of $\Delta x^* = 0.178$ is refined in three steps to the finest inner mesh with a grid cell size of $\Delta x^* = 0.022$. The latter is too fine to be resolved in this figure. The sketch on the right shows monitoring point locations at a depth of $z^* = 3/14$ and radial distances of $x^* = 0 \ (M_{1,2,3})$ and $x^* = 15/14 \ (M_{4,5})$.

the thermocapillary flow due to surface tension gradients at the free surface. These surface tension gradients in turn are dependent on the thermal gradients and the local temperature at the free surface itself.

Preceding the discussion of the physics of our results, we present a comparison of temperature data obtained with DNS and LES for validation, as well as the subgridscale viscosity of the LES simulation, to prove the adequate performance of our simulations.

We then present the flow patterns observed on the free surface, similarly to what an experimentalist might see observing the opaque pool from the top using e.g. PIV or PTV methods applied to particles floating on the liquid surface, followed by a discussion of the observations in the next section. In addition to the static images provided here, movies are being made available online via the journal’s electronic supplement.

A. Validation of LES

Figure 4 shows the maximum values of $\nu_{SGS}/\nu$ obtained during the course of a simulation of case 4. The maximum value of the subgridscale turbulent viscosity $\nu_{SGS}$ is at most in the order of the molecular viscosity, which indicates a well resolved LES solution. The results
Figure 4: Maximum values of the ratio of subgridscale and molecular diffusivity $\nu_{SGS}/\nu$ in case 4, proving a well-resolved LES simulation.

Figure 5: Comparison of temperatures on $x^* = 0$ and $z^* = 0.5$ averaged over the period from 1.5 to 3.5 s, computed by dynamic LES (dashed, 2.5M cell mesh) and DNS (solid, 21M cell mesh).

obtained for the other cases are not shown here, but are similar or better.

To further validate our results, we have performed a direct numerical simulation for the highest laser power (case 5) on a grid with 21 million cells (14 $\mu$m grid spacing). Time averaged temperature profiles over a period of 2 s are shown in figure 5. We can conclude adequate performance of the dynamic LES solution on a 10x coarser mesh. It is reasonable to expect the solution to be similarly good or better for the other laser powers.
B. Free surface flow

At the lowest laser power (case 1, Tab. I), the flow is radially symmetric, directed from the rim of the pool towards the center, with the lowest velocities close to the pool rim gradually increasing towards the center of the pool (Fig. 6a). The flow is stable, and even when perturbed numerically quickly restores symmetry. With increased laser power (case 2), initially the same flow pattern is observed. At some point in time, the symmetry breaks (Fig. 6b), and a stable rotational motion develops near the center of the pool surface. Later on, a high frequency pulsating motion (radial oscillation) is superimposed onto the rotation, which remains very stable nonetheless. The same basic flow topology is observed for case 3, where the flow is again directed from the rim of the pool towards the center, though now the highest velocities are observed close to the pool rim gradually decreasing towards the center of the pool (Fig. 6c). Again, the flow is initially axisymmetric, but very soon becomes asymmetric and unstable. The velocity distribution on the free surface shows a rotational motion. Unlike the results at the lower powers, the rotational motion is not stable and unpredictably changes its direction. For all three cases the pool boundary remains almost perfectly circular, despite any instabilities in the flow.

The numerical experiment at a higher laser power (case 4) exhibits a dramatically different flow pattern (Fig. 6d). Here, there is flow from the pool rim towards the pool center, which, after only a short distance from the rim, meets a flow stemming from the pool center towards the rim in a vicinity where the highest velocity magnitudes are encountered. The flow is highly unstable and even the pool boundary is significantly distorted. At the highest laser power (case 5), the flow pattern shown in Fig. 6e is similar to the one observed in case 4. Here also an inward flow from the pool rim meets an outward flow from the pool center, leading to a stagnation region fairly close to the pool boundary. In contrast to the previous case, the stagnation region is spread over a wider area, and the pool boundary is not quite as unstable.

C. Temperature profile on the free surface

The surface flow presented in the previous section is of course driven by surface tension gradients due to non-uniform temperatures at the free surface, and thus a look at the
temperature distributions on the free surface is necessary to understand the observations.

At the lowest laser power (case 1, Fig. 2), the temperature distribution is radially symmetric with a maximum temperature in the center well below $T_c = 1979\, \text{K}$. The surface force is thus always directed towards the hot pool center. Increasing the laser power (case 2), the initially similar symmetric pattern is superseded by first a rotating square (Fig. 7a) and then a rotating trefoil pattern (Fig. 7b). The rotational instability develops before the maximum temperature at the surface reaches $T_c$. Once the maximum temperature surpasses $T_c$, a pulsating motion superimposes the rotation. Higher laser powers are necessary to push
the temperature significantly beyond $T_c$. In case 3, temperatures up to 2300 K, well beyond $T_c$, are sustained at the free surface in a narrow region near the pool center, while the majority of the free surface temperature remains below $T_c$. This leads to a sign change in $\partial \gamma/\partial T$ (cf. Fig. 2), which explains the flow pattern shown previously (Fig. 6c), where the flow directed towards the center of the pool is decelerated by the opposing Marangoni force but not permanently reversed. The strongest Marangoni forces appear close to the pool boundary, due to a combination of the highest thermal gradients and the highest value of $\partial \gamma/\partial T$ in this region. Qualitatively, the surface temperature patterns are similar to case 2 with an initial radially symmetry of the isotherms, which breaks down much sooner compared to case 2. The isotherms in the vicinity the pool center then briefly deform into a square shape, followed by a trefoil shape which rotates with time (Fig. 8a). Unlike case 2, the rotation is stable only for short periods, and unpredictably reverses its direction (Fig. 8b). A qualitatively similar asymmetrical rotational surface flow has previously been observed in an experimental study of laser melting of steel exposed to surface active oxygen 14,36.

When the laser power is increased even further, the resulting higher temperatures increases the strength of the Marangoni flow directed towards the pool boundary, and the region with temperatures above $T_c$ is larger. As a result, the flow topology changes because a flow from the pool center to the boundary is now sustainable. For the second largest power, case 4, maximum temperatures of around 2600 K are observed. The outward flow shown earlier in Fig. 6d drives heat from the pool center towards the pool boundary. As a result, the temperatures around the center of the pool are fairly uniform, whereas extreme temperature gradients of 4500 K mm$^{-1}$ are encountered in the stagnation region. Since the stagnation region is only $\approx 0.1$ mm wide, small spatial disturbances result in large changes in the temperature gradient and thus the resulting local Marangoni forces. This makes the flow highly unstable, and strong disturbances are indeed visible on the free surface of the pool (Fig. 9a), which evolve rapidly in time.

At the highest laser power, case 5 (Fig. 9b), the pool volume is larger, but the general flow features are similar to the previously discussed case 4. The stagnation region is quite a bit wider, leading to much lower gradients of 2100 K mm$^{-1}$, and the oscillations observed at the free surface are less intermittent.

With the computed temperatures at the free surface, we can determine Nusselt numbers $Nu = P/(r_\theta \lambda (T_{max} - T_s))$. The values for all cases lie between 14 and 22, highlighting the
large effect of fluid flow on heat transfer in the liquid pools.

There is a clearly visible rotational motion of the temperature pattern on the free surface in cases 2 and 3. Judging plainly from the temperature profile at the free surface such a motion could not be identified in the temperature profiles at the higher laser powers. We have therefore investigated the temporal behavior of the spatially averaged, normalized angular momentum $J^*(t) = \langle \vec r \times \vec U \rangle_A / \langle \vec r \cdot \vec U \rangle_A = \langle -yu_x + xu_y \rangle_A / \langle xu_x + yu_y \rangle_A$, where $\langle \rangle_A$ denotes the average over the pool surface (Fig. 10). For the stable non-rotational flow in case 1, $J^*(t) = 0$ for all $t$ (not shown here). The onset of stable clockwise rotation after 1.7 s in case 2, and the onset of pulsation after roughly 3.6 s is clearly distinguished from the initial stable flow. Also clear are the reversals of the direction of rotation occurring for case 3. For case 4, the angular momentum over time frequently changes its sign and no clear rotational
motion is visible in the plot. The averaged angular momentum at the highest laser power, case 5, exhibits more persistent features than the chaotic case 4, but the rotation is not as clear as in cases 2 and 3.

The rotationally oscillating surface temperature patterns and the oscillating rotational momentum of the pool surface reported here, particularly at low power (case 2), bear resemblance to hydrothermal waves, which have previously also been observed for capillary driven flows in low Prandtl number liquids in annular configurations. At low Prandtl numbers, these waves travel obliquely to the thermal gradient. For the radial thermal gradients in the studied cases, this leads to thermal waves with an azimuthal velocity component, as

---

**Figure 8:** Isotherms on free surface, case 3, showing clockwise rotation of the trefoil pattern at a certain time instance followed by counter-clockwise rotation at a later time (movie online).
Figure 9: Isotherms on the free surface for case 4 and 5, showing highly chaotic temporal behavior for case 4 and irregular, less intermittent behavior for case 5 (movies online).

is indeed observed. This is further illustrated in Fig. showing temperature perturbations around the time-averaged temperature as a function of time as a function of the azimuthal coordinate on a curve of constant $r^* = 0.143$ in case 2, resembling patterns reported for hydrothermal waves.

We do not, however, believe that hydrothermal waves are the main cause for the flow instabilities and turbulence observed experimentally in weld pools at higher laser powers. In simulations at high laser powers, flow instabilities leading to turbulence are present even when the flow is restricted to a 2D axisymmetric domain, excluding the presence of obliquely traveling thermal waves. The true mechanism underlying the flow instabilities will be further discussed in the following sections IIID and IIIE.
Figure 10: Surface averaged angular momentum $J^*$ of the free surface over time (orange line: moving average) for increasing laser power. Negative values translate to counter-clockwise motion.

Figure 11: Temperature fluctuation $T' = T - \frac{1}{2\pi} \int_0^{2\pi} T d\theta$ at $r^* = 0.143$ in case 2, with $\theta$ the azimuthal coordinate.
D. Flow within the pool

For the lowest laser power (case 1, not shown), the surface tension force towards the center of the pool drives a stable, symmetric donut-shaped vortex with upward flow at the edge and downward flow at the center of the pool. This leads to increased melting under the stagnation point at the center of the free surface. No azimuthal velocities are present. At increased laser powers the flow does not remain axisymmetric, with significant azimuthal velocities (case 2 and 3, Fig. 12a and Fig. 12b). In the cross-section of the vortex-ring, the two halves oscillate and compete, one growing at the expense of the other. The oscillation is regular in case 2, and unpredictable in case 3, where even larger, non-homogeneous azimuthal velocities are present. Even though the flow is highly unsteady, the pool boundary still remains quasi-steady.

For the highest laser powers, instead of the singular surface stagnation point at the lower powers, there is a stagnation ring at the free surface, where the outward surface flow from the pool center meets the inward flow from the pool boundary, from which a strong circular jet towards the base of the pool emerges. There are thus two main counter-rotating donut-shaped vortex rings which are visible as four major counter-rotating vortices in the cross-section of the pool. At early times, the outer vortex ring is small, yet exerts a big influence on the stability of the flow. A plot of the instantaneous flow obtained for case 4, in and normal to the cross-section plane, is shown in Fig. 12c. We see that the flow is strongly asymmetric, and changes quickly and unpredictably within 0.004 s. Unlike the previously shown results at lower laser powers, not only the flow, but also the pool boundary is unsteady (Fig. 13a). The chaotic flow in the pool leads to a uniform transfer of heat from the surface to the base of the melt pool, and thus a much more uniform pool depth. At the highest laser power of case 5 (Fig. 12d), the circular jet stemming from the stagnation ring between the counter-rotating vortices is stronger and somewhat less chaotic, leading to a W-shaped melt pool. The pool boundary responds to the jet oscillation similarly to case 4, however, here the boundary oscillation occurs at a lower frequency (Fig. 13b).

To visualize the fluid flow within the opaque melt pool, an experimentalist would have to resort to X-ray radiography techniques using non-melting (e.g. tungsten) tracer particles. The particle traces will be complex two-dimensional projections of the real particle trajectory, and reconstruction of the 3D particle motion is not possible unless the pool...
is imaged with multiple sources and detectors simultaneously\cite{45}.

We have introduced three massless tracer particles into the pool in our simulations to obtain particle traces over a time of 1 s (Fig. \ref{fig:14}), useful for comparison with experimental radiography results. For case 2 (not shown) and 3, the donut-shaped vortex-ring can be recognized fairly well in the particle tracks. It is remarkable that some of the particles traverse a very large area of the pool, whereas others remained local to a certain region. The tracks obtained agree qualitatively with experimental results by Czerner\cite{43}. For cases 4 and 5 (latter not shown), all particles have moved through a large part of the domain, and the particle track projections are difficult to interpret, indicating turbulent flow. The particle track for case 1 is not shown as the laminar flow obtained leads to a very regular, linear pattern without deviations in the azimuthal direction.
Figure 12: Instationary in-plane \((x,z)\) velocities in the \(y^* = 0\) plane at two time instances indicated by vectors, and azimuthal velocities indicated by color contours: (a) Case 2, (b) Case 3, (c) Case 4, and (d) Case 5 (movies online).
Figure 13: Pool boundary oscillation observed in case 4 and 5. The oscillation frequency is significantly higher in case 4.

Figure 14: Particle tracks for cases 3 (left half) and 4 (right half), showing regular unsteady motion for case 3 and chaotic motion for case 4.
E. Turbulence in the pool

To quantify the level of turbulence in the pool, we placed a monitoring probe at $(x^*,y^*,z^*) = (0,0,3/14)$ for cases 1-3, and $(x^*,y^*,z^*) = (15/14,0,3/14)$ for cases 4 and 5 (cf. Fig. 3). The monitoring point is thus placed close to the free surface and in proximity to the downward jet emerging from the stagnation line at the free surface for all cases.

The temperature history at these monitoring points is shown in Fig. 15. After roughly 2 s, the temperature signal in all cases reaches a quasi steady state, where the conductive heat loss to the solid material more or less matches the heat input. For case 1, the temperature signal is smooth, again indicating laminar flow (not shown here). The onset of rotational motion in case 2 cannot be seen in the probe history at the pool center. Only when the pulsation begins, the temperature signal at this location begins to oscillate with low amplitude and high frequency, with the most significant peak at 120 Hz. The temperature signal recorded for case 3 also oscillates at high frequency with a rather low amplitude. The signal spectrum is fairly uniform up to 100 Hz, where it drops. At the two highest laser powers, cases 4 and 5, the oscillation frequency is lower but amplitude is significantly higher. The signal spectrum drops off much sooner at around 10 Hz for case 4, with a sharp peak at 9 Hz. For case 5, the maximum frequency is shifted to 12.5 Hz and the frequency drops after 20 Hz.

Using the computed instantaneous velocity fluctuations $U' = U - \bar{U}$, we can determine the turbulent viscosity as $\nu_t = 0.09k^2/\epsilon$ (Fig. 16), with the turbulent kinetic energy $k = U'^{\top}U'/2$ and the turbulent kinetic energy dissipation rate $\epsilon = \nu \nabla U' : \nabla U'$. Here, all averages, denoted by an overbar, have been computed over the time interval between 4.5 and 5s. Unsurprisingly the turbulent viscosity is zero for the lowest power (case 1), since the flow is stable and laminar. For case 2, the turbulent viscosity is fairly uniform, with the space averaged value being of the same order of the molecular viscosity.

For case 3, the local turbulent viscosity observed in the return flow of the jet from the pool bottom reaches values up to 50 times the molecular value, much higher than the values at the lower laser powers. The space averaged turbulent viscosity is 4 times the molecular value. For case 4, higher values of up to 400 times the molecular viscosity are obtained surrounding the jet stemming from the stagnation ring at the free surface. The space averaged value of the turbulent viscosity is 18 times the molecular value, and thus the contribution of momentum
Figure 15: Temperature signal and spectrum at monitoring points (see Fig. 3) for varying laser powers. The signal spectrum has been normalized with the respective maximum peak.

diffusivity due to turbulence is significant. A very similar distribution is obtained for the highest laser power, case 5. However, the maximum value of 200 times the molecular value is somewhat lower, and so is the space averaged value of 7 times the molecular value.

In Fig. 17 we show an isosurface of Q, the second invariant of $\nabla \mathbf{U}$, to visualize coherent vortices in the pool. For case 3, we can identify a few coherent structures which span a large area of the pool, wrapping around in a corkscrew-like shape. Similarly to the temperature patterns at the free surface discussed earlier, the vortex structures rotate with time. For case 4, a large coherent structure appears, with a long connected vortex tube that spans the
Figure 16: Ratio of turbulent diffusivity over molecular diffusivity $\nu_t/\nu$ in the $y^* = 0$ plane, based on turbulent kinetic energy and turbulence dissipation averaged over the 4.5 to 5 s period.

entire pool circumference and few isolated tubes around it. At the highest laser power, case 5, the structure has broken up significantly, and is much less uniform.

IV. CONCLUSIONS

We studied the flow and heat transfer in low Prandtl number liquid pools driven by thermocapillary forces that arise due to surface tension gradients caused by temperature gradients across the free surface. Unlike previous studies on thermocapillary instabilities, we take into account phase change and the presence of a surface active species, which dramatically changes the relationship between surface tension $\gamma$ and temperature $T$, leading to a maximum in the surface tension at a temperature $T_c$. Qualitative experimental observations of such systems have indicated the occurrence of flow instabilities and possibly even turbulence.

We find a stable, laminar flow for a Marangoni number of $2.1 \times 10^6$. A slightly higher
Figure 17: Isosurface of Q at a time instance, colored according to temperature, visualizing vortex tubes in the unsteady liquid pools for case 3, case 4 and case 5 (movies online).

Marangoni number of $2.8 \times 10^6$ initially triggers a self-sustained rotational instability, as long as the maximum temperature is below $T_c$. Once the critical temperature $T_c$ is exceeded and the surface tension temperature coefficient $\partial \gamma / \partial T$ locally changes its sign, a regular pulsating, non-turbulent motion is superposed on the rotation.

At Marangoni numbers of $4.6 \times 10^6$ and higher, temperatures so far above $T_c$ are reached that the Marangoni force directed towards the pool boundary has a clear effect on the free surface flow, noticeably decelerating or even reversing the flow, causing significant flow instabilities. The amplitude and frequency spectrum of temperature oscillations support the argument of enhanced heat and momentum transport due to turbulent flow in the melt pool. The computed turbulent viscosity is locally orders of magnitude larger than the molecular value, and averaged in space it is 4-20 times larger. This enhanced heat and momentum transport is in agreement with ad-hoc modifications necessary to match experimental results in previously published numerical studies of industrial processes involving thermo-capillary flows in liquid low Prandtl number pools, where the flow has been assumed to be laminar.\textsuperscript{24,47–52}
It is noteworthy that the self-sustained oscillations arise even without taking into account complex interactions such as a deformable liquid-gas interface, temperature dependent material properties, non-uniform surfactant concentrations or additional, competing forces such as buoyancy.
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Appendix A: Material properties

The dimensioned material properties used are listed in table II for convenience. The respective material is a steel alloy (S705) with 150ppm of surfactant (sulfur).

| Property                           | Value      | Unit        |
|------------------------------------|------------|-------------|
| Solidus temperature \(T_s\)       | 1610       | K           |
| Liquidus temperature \(T_l\)      | 1620       | K           |
| Mushy zone porosity coefficient \(\mu K_0\) | 10^6       | N s m^{-4}  |
| Specific heat capacity \(c_p\)    | 670        | J kg^{-1} K^{-1} |
| Density \(\rho\)                  | 8100       | kg m^{-3}   |
| Thermal conductivity \(\lambda\)  | 22.9       | W m^{-1} K^{-1} |
| Latent heat of fusion \(h_f\)     | 2.508 \times 10^5 | J kg^{-1} |
| Viscosity \(\mu\)                 | 6 \times 10^{-3} | Pas |
| Surface tension temperature coefficient \(\partial \gamma / \partial T|_0\) | \(-5.0 \times 10^{-4}\) | N m^{-1} K^{-1} |
| Entropy factor \(k_l\)            | 3.18 \times 10^{-3} | – |
| Standard heat of adsorption \(\Delta H^0\) | \(-1.66 \times 10^8\) | J kg^{-1} |
| Surface excess at saturation \(\Gamma_s\) | 1.3 \times 10^{-8} | kmol m^{-2} |
| Surfactant activity \(a_s\)       | 150 \times 10^{-4} | wt% |
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