CONTROLLABILITY OF THE LAGUERRE AND THE JACOBI EQUATIONS.
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Abstract. In this paper we study the controllability of the controlled Laguerre equation and the controlled Jacobi equation. For each case, we found conditions which guarantee when such systems are approximately controllable on the interval \([0, t_1]\). Moreover, we show that these systems can never be exactly controllable.
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1. Introduction.

The study of orthogonal polynomials which are eigenfunctions of a differential operator have a long history. In 1929 S. Bochner \([4]\) posed the problem of determining all families of orthogonal polynomials in \(\mathbb{R}\) that are eigenfunctions of some arbitrary but fixed second-order differential operators. In that article, he proved that this property characterizes the so-called classical orthogonal polynomials, linked with the names of Hermite, Laguerre and Jacobi (this last family containing as particular cases the Legendre, Tchebychev and Gegenbauer polynomials). Later H.L. Krall and O. Frink \([16]\) considered the Bessel polynomials, that are also orthogonal polynomials that satisfies a second order equation, but their orthogonality measure does not have support is \(\mathbb{R}\) but on the unit circle of the complex plane. The general problem, for a differential operator of any order was posed by H. L. Krall \([14]\) in 1938, he proved that the differential operator has to be of even order and, in \([15]\), he obtained a complete classification for the case of an operator of order four (see \([5], [14], [15]\) and \([19]\) for a more detailed references and further developments). There have been recent developments in the direction of connecting the study of orthogonal polynomials with modern problems related to Harmonic Analysis and PDE’s, see for instance \([9], [12], [24]\).
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On the other hand, it is well known that many differential equations can be solved using the separation variable method, obtaining solutions in terms of a orthogonal expansion. Nevertheless, is an absolute merit of C. Sturm and J. Liouville in the 1830s, the knowledge of the existence of such solutions - long before the advent of Hilbert spaces Theory in the XX-th century-. Their results were precursors of the Operator Theory, but from our present viewpoint can be more naturally obtained as consequences of the spectral Theorem for compact hermitian operators (the reader is referred to [26] for the proof of this statement).

With respect to recent developments in controllability of evolution equations of fluid mechanics and controllability of the wave and heat equations via numerical approximation schemes, we refer to [13] and [27], respectively.

Following the point of view of connecting the study of diverse aspects of Orthogonal Polynomials Theory with PDE’s, in this paper we are going to study:

(1) The controllability of controlled Laguerre equation

\[ z_t - \sum_{i=1}^{d} \left( x_i \frac{\partial^2 z}{\partial x_i^2} + (\alpha_i + 1 - x_i) \frac{\partial z}{\partial x_i} \right) + \sum_{n=0}^{\infty} \sum_{|\nu|=n} u_{n}(t) \langle b, l_{\nu}^\alpha \rangle_{\mu_\alpha}, \quad t > 0, \quad x \in \mathbb{R}^d, \]

where \{l_{\nu}^\alpha\} are the normalized Laguerre polynomials of type \( \alpha \) in \( d \) variables which are orthogonal polynomials with respect to the the Gamma measure in \( \mathbb{R}^d_+ \), \( \mu_\alpha(x) = \prod_{i=1}^{d} \frac{\Gamma(\alpha_i + 1)}{\Gamma(\alpha_i + 1)} x_{\alpha_i} \), \( b \in L^2(\mathbb{R}^d_+, \mu_\alpha) \) and the control \( u \in L^2(0, t_1; l^2) \), where with \( l^2 \) the Hilbert space complex square sumable sequences, that for convenience, it will be written as

\[ l^2 = \left\{ U = \{U_{\nu}\}_{|\nu|=n} : U_{\nu} \in \mathbb{C}, \sum_{n=0}^{\infty} \sum_{|\nu|=n} |U_{\nu}|^2 < \infty \right\}, \]

with the inner product and norm defined as

\[ \langle U, V \rangle_{l^2} = \sum_{n=0}^{\infty} \sum_{|\nu|=n} U_{\nu} \overline{V_{\nu}}, \quad \|U\|^2_{l^2} = \sum_{n=0}^{\infty} \sum_{|\nu|=n} |U_{\nu}|^2, \quad U, V \in l^2. \]

We will prove the following statement: If for all \( \nu = (\nu_1, \nu_2, \ldots, \nu_d) \in \mathbb{N}_0^d \)

\[ \langle b, l_{\nu}^\alpha \rangle_{\mu_\alpha} = \int_{\mathbb{R}^d_+} b(x) l_{\nu}^\alpha(x) \mu_\alpha(dx) \neq 0, \]

then the system is approximately controllable on \([0, t_1]\). Moreover, the system can never be exactly controllable.
In particular, we consider the Laguerre equation in one variable with a single control
\[ z_t = xz_{xx} + (\alpha + 1 - x)z_x + b(x)u \quad t \geq 0, \quad x \in \mathbb{R}_+, \]
where \( b \in L^2(\mathbb{R}_+, \mu) \) and the control \( u \) belong to \( L^2(0, t_1; \mathbb{R}_+) \). This system is approximately controllable if and only if
\[
\int_{\mathbb{R}_+} b(x)\ell^\alpha(x)x^{-\alpha}e^\nu dx \neq 0, \quad \nu = 0, 1, 2, \ldots.
\]

(2) The controllability of controlled Jacobi equation

\[
(1.2) \quad z_t = \sum_{i=1}^d \left[ (1-x_i^2)\frac{\partial^2 z}{\partial x_i^2} + (\beta - \alpha - (\alpha_i + \beta_i + 2) x_i)\frac{\partial z}{\partial x_i} \right] + \sum_{n=0}^\infty \sum_{|\nu|=n} u_\nu(t)\langle b, p^{\alpha,\beta}_\nu \rangle_{\mu,\alpha,\beta} p^{\alpha,\beta}_\nu,
\]

\( t > 0, \quad x \in [-1, 1]^d \) where \( \{p^{\alpha,\beta}_\nu\} \) are the normalized Jacobi polynomials of type \( \alpha = (\alpha_1, \ldots, \alpha_d), \beta = (\beta_1, \ldots, \beta_d) \in \mathbb{R}_+^d, \alpha_i, \beta_i > -1 \), in \( d \) variables, which are orthogonal polynomials with respect to the Jacobi measure in \([-1, 1]^d\mu_{\alpha,\beta}(x) = \prod_{i=1}^d(1-x_i)^{\alpha_i}(1+x_i)^{\beta_i} \ dx, \ b \in L^2([-1, 1]^d, \mu_{\alpha,\beta}) \) and the control \( u \in L^2(0, t_1; L^2) \).

Analogous to the previous case, we will prove that if for all \( \nu = (\nu_1, \nu_2, \ldots, \nu_d) \in \mathbb{N}_0^d \)
\[
\langle b, p^{\alpha,\beta}_\nu \rangle_{\mu,\alpha,\beta} = \int_{[-1,1]^d} b(x)p^{\alpha,\beta}_\nu(x)\mu_{\alpha,\beta}(dx) \neq 0,
\]
then the system is approximately controllable on \([0, t_1]\); but, it can never be exactly controllable.

Also, in particular, for \( \alpha, \beta > -1 \) we consider the Jacobi equation in one variable with a single control
\[
z_t = (1-x^2)z_{xx} + (\beta - \alpha - (\alpha + \beta + 2) x)z_x + b(x)u, \quad t \geq 0, \quad x \in [-1, 1],
\]
where \( b \in L^2([-1, 1], \mu_{\alpha,\beta}) \) and the control \( u \) belong to \( L^2(0, t_1; [-1, 1]) \). This system is approximately controllable if and only if
\[
\int_{[-1,1]} b(x)p^{\alpha,\beta}_\nu(1-x)^{-\alpha}(1+x)^{-\beta} dx \neq 0, \quad \nu = 0, 1, 2, 3, \ldots.
\]
The Laguerre differential operator,

\[
(1.3) \quad L^\alpha = -\sum_{i=1}^d \left[ x_i\frac{\partial^2}{\partial x_i^2} + (\alpha_i + 1 - x_i)\frac{\partial}{\partial x_i} \right]
\]
and the Jacobi differential operator,

\[
(1.4) \quad L^{\alpha,\beta} = -\sum_{i=1}^d \left[ (1-x_i^2)\frac{\partial^2}{\partial x_i^2} + (\beta_i - \alpha_i - (\alpha_i + \beta_i + 2) x_i)\frac{\partial}{\partial x_i} \right]
\]
are well-known operators in the theory Orthogonal Polynomials, in Probability Theory, in Quantum Mechanics and in Differential Geometry (see [12], [18], [19], [20], [23]).

With the results of this paper, we complete the study of controllability problem for the operators associated to classical orthogonal polynomials. In a previous paper [3] it was considered the case of Ornstein-Uhlenbeck operator, and as far as we know, these controlled equations have not been studied until now. Also we obtain results, as in [22], on approximate controllability for some higher dimensional systems associated to a Sturm-Liouville operators of the form

$$\mathcal{L} = \frac{1}{\rho(x)} \sum_{i,j=1}^d \partial_{x^i} (a_{ij}(x)\partial_{x^j}),$$

where $x \in \mathbb{R}^d$, $\rho : \mathbb{R}^d \to \mathbb{R}$ is a constant function and $A(x) = (a_{ij}(x))_{1 \leq i,j \leq d}$ is a constant matrix. It remains open the study of the general case. The arguments used in this paper can be extended to this more general setting.

Two important tools which allow to improve and complete the study of controllability problem for the operator associated to classical orthogonal polynomials were used in [3] and come from [2] (Theorem 3.3) and [9] (Theorem A.3.22).

The outline of the paper is the following. Section 2 is dedicated to preliminary results. Section 3 we present main results of the paper, the controllability of the controlled Laguerre equation (1.1) and the controllability of the controlled Jacobi equation (1.2).

2. PRELIMINARY RESULTS.

In this section we shall choose the spaces where our problems will be set and we shall present some results that are needed in the next section. Also, we will give the definition of exact and approximate controllability.

To deal with polynomials in several variables we use the standard multi-index notation. A multi-index is denoted by $\nu = (\nu_1, \ldots, \nu_d) \in \mathbb{N}_0^d$, where $\mathbb{N}_0$ is the set of non negative integers numbers. For $\nu \in \mathbb{N}_0^d$ we denote by $\nu! = \prod_{i=1}^d \nu_i!$, $|\nu| = \sum_{i=1}^d \nu_i$, $\partial_i = \frac{\partial}{\partial x_i}$, for each $1 \leq i \leq d$ and $\partial^\nu = \partial_1^{\nu_1} \cdots \partial_d^{\nu_d}$.

Then the normalized Laguerre polynomials of type $\alpha = (\alpha_1, \ldots, \alpha_d) \in \mathbb{R}^d$, $\alpha_i > -1$, and order $\nu$ in $d$ variables is given by the tensor product

$$l_\nu^\alpha(x) = \frac{\sqrt{\nu!}}{\sqrt{\Gamma(\alpha + \nu + 1)}} \prod_{i=1}^d (-1)^{\alpha_i} x_i^{-\alpha_i} e^{x_i} \partial_i^{\nu_i} (x_i^\nu e^{x_i} x_i^\nu e^{-x_i}).$$

It is well known, that the Laguerre polynomials are eigenfunctions of the Laguerre operator $\mathcal{L}^\alpha$,

$$\mathcal{L}^\alpha l_\nu^\alpha(x) = -|\nu| l_\nu^\alpha(x).$$
Given a function \( f \in L^2(\mathbb{R}_+^d, \mu_\alpha) \) its \( \nu \)-Fourier-Laguerre coefficient is defined by

\[
\langle f, l^\alpha_{\nu} \rangle_{\mu_\alpha} = \int_{\mathbb{R}_+^d} f(x) l^\alpha_{\nu}(x) \mu_\alpha(dx),
\]

Let \( C^\alpha_n \) be the closed subspace of \( L^2(\mathbb{R}_+^d, \mu_\alpha) \) generated by \( \{l^\alpha_{\nu} : |\nu| = n\} \), \( C^\alpha_n \) is a finite dimensional subspace of dimension \( \binom{n+d-1}{n} \). By the orthogonality of the Laguerre polynomials with respect to \( \mu_\alpha \) it is easy to see that \( \{C^\alpha_n\} \) is a orthogonal decomposition of \( L^2(\mathbb{R}_+^d, \mu_\alpha) \),

\[
L^2(\mathbb{R}_+^d, \mu_\alpha) = \bigoplus_{n=0}^\infty C^\alpha_n,
\]

which is called the Wiener-Laguerre chaos.

The orthogonal projection \( P^\alpha_n \) of \( L^2(\mathbb{R}_+^d, \mu_\alpha) \) onto \( C^\alpha_n \) is given by

\[
P^\alpha_n f = \sum_{|\alpha|=n} \langle f, l^\alpha_{\nu} \rangle_{\mu_\alpha} l^\alpha_{\nu}, \quad f \in L^2(\mathbb{R}_+^d, \mu_\alpha),
\]

and for a given \( f \in L^2(\mathbb{R}_+^d, \mu_\alpha) \) its Laguerre expansion is given by \( f = \sum_n P^\alpha_n f \).

Using this notation one can prove the following espectral decomposition of \( \mathcal{L}^\alpha \)

\[
\mathcal{L}^\alpha f = \sum_{n=0}^\infty (-n) P^\alpha_n f, \quad f \in L^2(\mathbb{R}_+^d, \mu_\alpha),
\]

and its domain \( D(\mathcal{L}^\alpha) \) is

\[
D(\mathcal{L}^\alpha) = \left\{ f \in L^2(\mathbb{R}_+^d, \mu_\alpha) : \sum_{n=0}^\infty n^2 \|P^\alpha_n f\|_{2,\mu_\alpha} < \infty \right\}.
\]

Let \( Z = L^2(\mathbb{R}_+^d, \mu_\alpha) \) and \( l^2 \) be the Hilbert space of complex square summable sequences. Now, suppose that \( b \) is a fixed element of \( Z \) and consider the linear and bounded operator \( B : l^2 \to Z \) defined by

\[
BU = \sum_{n=0}^\infty \sum_{|\nu|=n} U_{\nu}(b, l^\alpha_{\nu}) l^\alpha_{\nu}.
\]

Then, the system (1.1) can be written as follows

\[
z' = \mathcal{L}^\alpha z + Bu, \quad t > 0.
\]

By a similar way, the normalized Jacobi polynomials of type \( \alpha = (\alpha_1, \ldots, \alpha_d), \beta = (\beta_1, \ldots, \beta_d) \in \mathbb{R}_+^d, \alpha_i, \beta_i > -1 \), of order \( \nu \) in \( d \) variables is given by the tensor product
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and given a function \( f \) with \( \nu \)-Fourier-Jacobi coefficient is defined by

\[
\langle f, p^{\alpha,\beta}_\nu \rangle_{\mu,\alpha,\beta} = \int_{[-1,1]^d} f(x) p^{\alpha,\beta}_\nu(x) \mu_\alpha(dx).
\]

As the eigenvalues of the Jacobi operator are not linear in \( n \), following [1] we are going to consider a alternative decomposition, in order to obtain an espectral decomposition of \( \mathcal{L}^{\alpha,\beta} f \) for any \( f \in L^2([-1,1]^d, \mu_{\alpha,\beta}) \) in terms of the orthogonal projections.

For fixed \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_d), \beta = (\beta_1, \beta_2, \ldots, \beta_d) \), in \( \mathbb{R}^d \) such that \( \alpha_i, \beta_i > -\frac{1}{2} \) let us consider the set,

\[
R^{\alpha,\beta} = \left\{ r \in \mathbb{R}^+ : \text{there exists } (\kappa_1, \ldots, \kappa_n) \in \mathbb{N}_0^d, \text{ with } r = \sum_{i=1}^d \kappa_i (\kappa_i + \alpha_i + \beta_i + 1) \right\}.
\]

\( R^{\alpha,\beta} \) is a numerable subset of \( \mathbb{R}^+ \), we can write an enumeration of \( R^{\alpha,\beta} \) as \( \{r_n\}_{n=0}^\infty \) with \( 0 = r_0 < r_1 < \ldots \). Let

\[
A^{\alpha,\beta}_n = \left\{ \kappa = (\kappa_1, \ldots, \kappa_d) \in \mathbb{N}_0^d : \sum_{i=1}^d \kappa_i (\kappa_i + \alpha_i + \beta_i + 1) = r_n \right\}.
\]

Notice that \( A^{\alpha,\beta}_0 = \{(0, \ldots, 0)\} \) and that if \( \kappa \in A^{\alpha,\beta}_n \) then \( \sum_{i=1}^d \kappa_i (\kappa_i + \alpha_i + \beta_i + 1) = r_n \).

Let \( C^{\alpha,\beta}_n \) denote the closed subspace of \( L^2([-1,1]^d, \mu_{\alpha,\beta}) \) generated by the linear combinations of \( \{p^{\alpha,\beta}_\kappa : \kappa \in A^{\alpha,\beta}_n\} \). By the orthogonality of the Jacobi polynomials with respect to \( \mu_{\alpha,\beta} \) and the density of the polynomials, it is not difficult to see that \( \{C^{\alpha,\beta}_n\} \) is an orthogonal decomposition of \( L^2([-1,1]^d, \mu_{\alpha,\beta}) \), that is

\[
L^2([-1,1]^d, \mu_{\alpha,\beta}) = \bigoplus_{n=0}^\infty C^{\alpha,\beta}_n.
\]

We call (2.9) a modified Wiener–Jacobi decomposition.
The orthogonal projection $P_n^{\alpha,\beta}$ of $L^2([-1, 1]^d, \mu_{\alpha,\beta})$ onto $C_n^{\alpha,\beta}$ is given by

$$P_n^{\alpha,\beta} f = \sum_{\nu \in \Lambda_n^{\alpha,\beta}} \langle f, p_{\nu}^{\alpha,\beta} \rangle_{\mu_{\alpha,\beta}} p_{\nu}^{\alpha,\beta}, \quad f \in L^2([-1, 1]^d, \mu_{\alpha,\beta}),$$

and for a given $f \in L^2([-1, 1]^d, \mu_{\alpha,\beta})$ its Jacobi expansion is then given by

$$f = \sum_{n=0}^{\infty} P_n^{\alpha,\beta} f.$$ 

Therefore $\{ P_n^{\alpha,\beta} \}_{n \geq 0}$ is a complete system of orthogonal projections in $L^2([-1, 1]^d, \mu_{\alpha,\beta})$.

Using this notation one can prove the following spectral decomposition of the operator $L^{\alpha,\beta}$

$$L^{\alpha,\beta} = \sum_{n=0}^{\infty} (-r_n) P_n^{\alpha,\beta} f,$$

$f \in L^2([-1, 1]^d, \mu_{\alpha,\beta})$, and its domain $D(L^{\alpha,\beta})$ is given by

$$D(L^{\alpha,\beta}) = \left\{ f \in L^2([-1, 1]^d, \mu_{\alpha,\beta}) : \sum_{n=0}^{\infty} (r_n)^2 \| P_n^{\alpha,\beta} f \|_{2, \mu_{\alpha,\beta}} < \infty \right\}.$$ 

Let $W = L^2([-1, 1]^d, \mu_{\alpha,\beta})$ and $l^2$ be the Hilbert space of complex square summable sequences. Again, suppose that $b$ is a fixed element of $W$ and consider the linear and bounded operator $\tilde{B} : l^2 \to W$ defined by

$$\tilde{B}U = \sum_{n=0}^{\infty} \sum_{|\nu|=n} U_{\nu} \langle b, p_{\nu}^{\alpha,\beta} \rangle_{\mu_{\alpha,\beta}} p_{\nu}^{\alpha,\beta}.$$ 

Then, the system (1.2) can be written as follows

$$w' = L^{\alpha,\beta} w + \tilde{B}u, \quad t > 0,$$

**Theorem 2.1.** The operators $L^\alpha$ and $L^{\alpha,\beta}$ are the infinitesimal generators of analytic semigroups $\{ T^\alpha(t) \}_{t \geq 0}$ and $\{ T^{\alpha,\beta}(t) \}_{t \geq 0}$, respectively. They are given as

$$T^\alpha(t) z = \sum_{n=0}^{\infty} e^{-nt} P_n^{\alpha} z, \quad z \in Z, \quad t \geq 0,$$ 

and $T^{\alpha,\beta}(t)$ as

$$T^{\alpha,\beta}(t) z = \sum_{n=0}^{\infty} e^{-nt} P_n^{\alpha,\beta} z, \quad z \in Z, \quad t \geq 0.$$
where \( \{ P_\alpha^n \}_{n \geq 0} \) is a complete orthogonal projections in the Hilbert space \( Z \) given by
\[
P_\alpha^n z = \sum_{|\nu| = n} \langle z, l_\nu^\alpha \rangle \mu_\nu \mu_\alpha l_\nu^\alpha, \quad n \geq 0, \quad z \in Z,
\]
and
\[
E_{\alpha}^{\beta} = \sum_{n \geq 0} \frac{P_\alpha^n}{n!},
\]
where \( \{ P_\alpha^{\alpha,\beta}_n \}_{n \geq 0} \) is a complete orthogonal projections in the Hilbert space \( W \) given by
\[
P_\alpha^{\alpha,\beta}_n w = \sum_{\nu \in A_{\alpha,\beta}^n} \langle w, p_\nu^{\alpha,\beta} \rangle \mu_{\alpha,\beta} p_\nu^{\alpha,\beta}, \quad n \geq 0, \quad w \in W.
\]

**Lemma 2.1.** The semigroups given by (2.12) and (2.13) are compact for \( t > 0 \).

**Proof.** Since \( T_\alpha(t) \) is given by
\[
T_\alpha(t) z = \sum_{n=0}^{\infty} e^{-nt} P_\alpha^n z, \quad t > 0,
\]
we can consider the following sequence of compact operators
\[
T_\alpha^k(t) z = \sum_{n=0}^{k} e^{-nt} P_\alpha^n z, \quad t > 0.
\]

It is easy to see that the sequence of compact operators \( \{ T_\alpha^n(t) \} \) converges uniformly to \( T_\alpha(t) \) for all \( t > 0 \).

Analogously, \( T^{\alpha,\beta}(t) \) is given by
\[
T^{\alpha,\beta}(t) w = \sum_{n=0}^{\infty} e^{-r_n t} P^{\alpha,\beta}_n w, \quad t > 0,
\]
so that, we can consider the following sequence of compact operators
\[
T^{\alpha,\beta}_k(t) w = \sum_{n=0}^{k} e^{-r_n t} P^{\alpha,\beta}_n w, \quad t > 0.
\]

and again it is easy to see that the sequence of compact operators \( \{ T^{\alpha,\beta}_k(t) \} \) converges uniformly to \( T^{\alpha,\beta}(t) \) for all \( t > 0 \).

Then, from part e) of Theorem A.3.22 of [9] we conclude the compactness of the semigroups \( T^{\alpha}(t) \) and \( T^{\alpha,\beta}(t) \), respectively. \( \square \)

Now, we shall give the definitions of exact and approximate controllability in terms of system (2.7) and (2.11). In spite of this definitions can be given for more general evolutions equations, we concentrated our attention to the cases of our interest.
For all $z_0 \in Z$, $w_0 \in W$ and given controls $u \in L^2(0,t_1;l^2)$ and $\tilde{u} \in L^2(0,t_1;l^2)$ the equations (2.7) and (2.11) have a unique mild solution given -in each case- by

\begin{equation}
    z(t) = T^\alpha(t)z_0 + \int_0^t T^\alpha(t-s)Bu(s)ds, \quad 0 \leq t \leq t_1.
\end{equation}

\begin{equation}
    w(t) = T^{\alpha,\beta}(t)w_0 + \int_0^t T^{\alpha,\beta}(t-s)\tilde{B}\tilde{u}(s)ds, \quad 0 \leq t \leq t_1.
\end{equation}

**Definition 2.1.** (Exact Controllability).

We shall say that the system (2.7) (respectively, (2.11)) is exactly controllable on $[0,t_1]$, $t_1 > 0$, if for all $z_0,z_1 \in Z$ (respectively, $w_0,w_1 \in W$) there exists a control $u \in L^2(0,t_1;l^2)$ (respectively, $\tilde{u} \in L^2(0,t_1;l^2)$) such that the solution $z(t)$ of (2.7) corresponding to $u$ (respectively, the solution $w(t)$ of (2.11) corresponding to $\tilde{u}$), that verifies $z(t_1) = z_1$ (respectively, $w(t_1) = w_1$).

Consider the following bounded linear operators

\begin{equation}
    G : L^2(0,t_1;l^2) \to Z, \quad Gu = \int_0^{t_1} T^\alpha(t_1-s)Bu(s)ds,
\end{equation}

\begin{equation}
    \tilde{G} : L^2(0,t_1;l^2) \to W, \quad \tilde{G}\tilde{u} = \int_0^{t_1} T^{\alpha,\beta}(t_1-s)\tilde{B}\tilde{u}(s)ds.
\end{equation}

Then, the following Proposition is a characterization of the exact controllability of the sytems (2.7) and (2.11).

**Proposition 2.1.**

i) The system (2.7) is exactly controllable on $[0,t_1]$ if and only if, the operator $G$ is surjective, that is to say

\[ GL^2(0,t_1;l^2) = GL^2 = \text{Range}(G) = Z. \]

ii) The system (2.11) is exactly controllable on $[0,t_1]$ if and only if, the operator $\tilde{G}$ is surjective, that is to say

\[ \tilde{G}L^2(0,t_1;l^2) = \tilde{G}L^2 = \text{Range}(\tilde{G}) = W. \]

**Definition 2.2.** We say that (2.7) (respectively, (2.11)) is approximately controllable in $[0,t_1]$ if for all $z_0,z_1 \in Z$ (respectively, $w_0,w_1 \in W$) and $\epsilon > 0$, there exists a control $u \in L^2(0,t_1;l^2)$ (respectively, $\tilde{u} \in L^2(0,t_1;l^2)$) such that the solution $z(t)$ given by (2.7) (respectively, the solution $w(t)$ given by (2.11)) satisfies

\[ ||z(t_1) - z_1|| \leq \epsilon, \quad (\text{respectively}, \quad ||w(t_1) - w_1|| \leq \epsilon). \]
Via duality, the following Theorem allows to give a characterization of the approximate controllability for our systems. Such characterization holds in general and the reader is referred to [9] for the details of its proof.

**Theorem 2.2.**

i) The system (2.7) is approximately controllable on \([0, t_1]\) if and only if
\[
B^* (T^\alpha)^* (t) z = 0, \quad \forall t \in [0, t_1], \text{ implies } z = 0.
\]

ii) The system (2.11) is approximately controllable on \([0, t_1]\) if and only if
\[
\tilde{B}^* (T^{\alpha,\beta})^* (t) w = 0, \quad \forall t \in [0, t_1], \text{ implies } w = 0.
\]

### 3. Controllability of the controlled Laguerre equation and the controlled Jacobi equation.

In this section we shall prove the main results of the paper.

**Theorem 3.1.**

i) If for all \(n \in \mathbb{N}_0\) and \(|\nu| = n\) we have
\[
\langle b, l^\alpha_\nu \rangle_{\mu_\alpha} = \int_{\mathbb{R}^d} b(x) l^\alpha_\nu (x) \mu_\alpha (dx) \neq 0,
\]
then the system (2.7) is approximately controllable on \([0, t_1]\), but never exactly controllable.

ii) If for all \(n \in \mathbb{N}_0\) and \(|\nu| = n\) we have
\[
\langle b, p^{\alpha,\beta}_\nu \rangle_{\mu_{\alpha,\beta}} = \int_{[-1,1]^d} b(x) p^{\alpha,\beta}_\nu (x) \mu_{\alpha,\beta} (dx) \neq 0,
\]
then the system (2.11) is approximately controllable on \([0, t_1]\), but never exactly controllable.

**Remark 3.1.** Notice that it is sufficient to prove the first part of the Theorem, since the proof depends of relation between the adjoint operator of \(B\) (respectively, \(\tilde{B}\)) and the adjoint operator of \(T^\alpha(t)\) (respectively, \(T^{\alpha,\beta}(t)\)) given by the Theorem 2.2.
Proof. Suppose condition (3.20). Next, we compute $B^* : Z \to l^2$. In fact,

$$\langle BU, z \rangle_{\mu_n} = \left\langle \sum_{n=0}^{\infty} \sum_{|\nu|=n} U_\nu \langle b, l^\alpha_\nu \rangle_{\mu_n} l^\alpha_\nu, z \right\rangle_{Z,Z} = \sum_{n=0}^{\infty} \sum_{|\nu|=n} U_\nu \langle b, l^\alpha_\nu \rangle_{\mu_n} \langle z, l^\alpha_\nu \rangle_{Z,Z} = \left\langle U, \{\{b, l^\alpha_\nu \rangle_{\mu_n} \langle z, l^\alpha_\nu \rangle\}_{|\nu|=n}\}_{n \geq 0} \right\rangle_{l^2,l^2}.$$ 

Therefore,

$$B^* z = \{\{b, l^\alpha_\nu \rangle_{\mu_n} \langle z, l^\alpha_\nu \rangle\}_{|\nu|=n}\}_{n \geq 0} = \sum_{n=0}^{\infty} \sum_{|\nu|=n} \langle b, l^\alpha_\nu \rangle_{\mu_n} \langle z, l^\alpha_\nu \rangle e_\nu,$$

where $\{e_\nu\}_{|\nu|=n} \}_{n \geq 0}$ is the canonical basis of $l^2$.

On the other hand,

$$(T^\alpha)^*(t) z = \sum_{n=0}^{\infty} e^{-nt} P^\alpha_n z, \quad z \in Z, \quad t \geq 0.$$

Then,

$$B^* (T^\alpha)^*(t) z = \left\{\{b, l^\alpha_\nu \rangle_{\mu_n} \langle (T^\alpha)^*(t) z, l^\alpha_\nu \rangle\}_{|\nu|=n}\}_{n \geq 0}.$$ 

According with the part (i) of Theorem 2.2 the system (2.7) is approximately controllable on $[0, t_1]$ if and only if

(3.22) $\langle b, l^\alpha_\nu \rangle_{\mu_n} \langle (T^\alpha)^*(t) z, l^\alpha_\nu \rangle = 0, \quad \forall t \in [0, t_1], \quad |\nu| = n, \quad n = 0, 2, \ldots, \infty, \quad \Rightarrow z = 0.$

Since $\langle b, l^\alpha_\nu \rangle_{\mu_n} \neq 0$ for $|\nu| = n, \quad n \geq 0$, then condition (3.22) is equivalent to

(3.23) $\langle (T^\alpha)^*(t) z, l^\alpha_\nu \rangle = 0, \quad \forall t \in [0, t_1], \quad |\nu| = n, \quad n \geq 0, \quad \Rightarrow z = 0.$

Now, we shall check condition (3.23):

$$\langle (T^\alpha)^*(t) z, l^\alpha_\nu \rangle = \sum_{m=0}^{\infty} e^{-nt} \langle P_m z, l^\alpha_\nu l^\alpha_\nu \rangle = 0, \quad |\nu| = n, \quad n = 0, 1, 2, \ldots, \infty; \quad t \in [0, t_1].$$

Applying Lemma 3.14 from [10], pag. 62 (see also Lemma 3.1 of [3]), we conclude that

$$\langle P^\alpha_m z, l^\alpha_\nu \rangle = 0, \quad |\nu| = n, \quad m, n = 0, 1, 2, \ldots, \infty.$$
\[ \sum_{|\nu|=m} \langle z, l^\alpha_\nu \rangle \langle l^\alpha_\nu, l^\alpha_\nu \rangle = 0, \quad |\nu| = n, \quad m, n = 0, 1, 2, \ldots, \infty. \]

i.e.,

\[ \langle z, l^\alpha_\nu \rangle = 0, \quad |\nu| = n, \quad n = 0, 1, 2, \ldots, \infty. \]

Since \( \{l^\alpha_\nu \}_\nu \) is a complete orthonormal basis of \( Z \), we conclude that \( z = 0 \).

On the other hand, from Lemma 2.1 we know that \( T^\alpha(t) \) is compact for \( t > 0 \), then applying Theorem 3.3 from [2] we conclude that the system \((2.7)\) is not exactly controllable on any interval \([0, t_1]\). This last fact and the remark 3.1 finish the proof. \( \Box \)

Since an important ingredient in the above proof is Theorem 3.3 from [2], for completeness of this work we shall include here its proof -adapted to our context-

In fact, from Proposition 2.1 it is enough to prove that the operator

\[ G : L^2(0, t_1; l^2) \to Z, \quad Gu = \int_0^{t_1} T^\alpha(t_1 - s)Bu(s)ds \]

satisfies

\[ \text{Range}(G) \neq Z. \]

In order to do that, we shall prove that the operator \( G \) is compact. For all \( \delta > 0 \) small enough the operator \( G \) can be written as follows

\[ G = G_\delta + S_\delta, \quad G_\delta, S_\delta \in L(L^2(0, t_1; l^2, Z), \]

where

\[ G_\delta u = \int_0^{t_1-\delta} T^\alpha(t_1 - s)Bu(s)ds \quad \text{and} \quad S_\delta u = \int_{t_1-\delta}^{t_1} T^\alpha(t_1 - s)Bu(s)ds. \]

**Claim 1.** The operator \( G_\delta \) is compact. In fact,

\[ G_\delta u = \int_0^{t_1-\delta} T^\alpha(\delta)T^\alpha(t_1 - \delta - s)Bu(s)ds \]

\[ = T^\alpha(\delta) \int_0^{t_1-\delta} T^\alpha(t_1 - \delta - s)Bu(s)ds \]

\[ = T^\alpha(\delta)H_\delta u. \]

Since \( T^\alpha(\delta) \) is compact and \( H_\delta \in L(L^2(0, t_1; l^2), Z) \), then \( G_\delta \) is compact.
Claim 2. For $\epsilon > 0$ there exists $\delta > 0$ such that $\|S_\delta\| < \epsilon$. In fact,

$$
\|S_\delta u\| \leq \int_{t_1 - \delta}^{t_1} \|T^\alpha(t_1 - s)\| B \|u(s)\| ds \leq \int_{t_1 - \delta}^{t_1} M \|B\| \|u(s)\| ds,
$$

where

$$
M = \sup_{0 \leq s \leq t \leq t_1} \|T^\alpha(t - s)\|.
$$

Applying Hölder’s inequality we obtain

$$
\|S_\delta u\| \leq M \|B\| \delta \|u\|_{L^2}.
$$

Therefore, $\|S_\delta\| < \epsilon$ if $\delta < \frac{\epsilon}{M \|B\|}$.

Hence, for all natural number $n$ the exists $\delta_n > 0$ such that

$$
\|G - G_{\delta_n}\| = \|S_{\delta_n}\| < \frac{1}{n}, \quad n = 1, 2, 3, \ldots.
$$

So that, the sequence of compact operators $\{G_{\delta_n}\}$ converges uniformly to $G$. Then applying part e) of Theorem A.3.22 from [9] we obtain that $G$ is compact. Finally, from part g) of the same Theorem we obtain that $\text{Range}(G) \neq Z$.

As special cases of Theorem 3.1 we consider

Example 3.1.

a) The Laguerre equation in one variable with a single control

$$
(3.24) \quad z_t = x z_{xx} + (\alpha + 1 - x) z_x + b(x) u \quad t \geq 0, \quad x \in \mathbb{R}_+,
$$

where $b \in L^2(\mathbb{R}_+, \mu_\alpha)$ and the control $u$ belong to $L^2(0, t_1; \mathbb{R}_+)$. The equation (3.24) is approximately controllable if and only if

$$
\int_{\mathbb{R}_+} b(x) t^\alpha_\nu(x) x^{-\alpha} e^x dx \neq 0, \quad \nu = 0, 1, 2, \ldots.
$$

In particular, if $\alpha = \frac{n}{2} - 1$ then the equation (3.24) is associated to the Cox-Ingersoll-Ross (CIR) processes with a single control and therefore the controlled CIR can never be exactly controllable on $[0, t_1]$.

b) The Jacobi equation in one variable with a single control

$$
(3.25) \quad z_t = (1 - x^2) z_{xx} + ((\beta - \alpha - (\alpha + \beta + 2) x) z_x + b(x) u \quad t \geq 0, \quad x \in [-1, 1],
$$

where $b \in L^2([-1, 1], \mu_{\alpha, \beta})$ and the control $u$ belong to $L^2(0, t_1; [-1, 1])$. 
The equation (3.25) is approximately controllable if and only if

\[ \int_{[-1,1]} b(x)p_{\alpha,\beta}^\nu (1-x)^{-\alpha} (1+x)^{-\beta} \, dx \neq 0, \nu = 0, 1, 2, \ldots. \]

Remark 3.2. Notice that in each case, the approximated controllability is totally determined by the non-orthogonality of the function \( b \in L^2(\mathbb{R}_+, \mu_\alpha) \) (respectively, \( b \in L^2([-1,1], \mu_{\alpha,\beta}) \)) and the Laguerre (respectively, Jacobi) polynomials and it is independent of choice of control \( u \).

Finally, we will make some comments about the controllability of general Sturm-Liouville equations. From a general point of view our arguments require of the following ingredients:

1. A measure space \((\Omega, \Sigma, \mu)\), where \(\Omega \subseteq \mathbb{C}^d\) and \(\mu\) is a Borel measure defined on \(\Omega\).
2. An differential operator Sturm-Liouville type \(L\), whose eigenfunctions \(\{y_n\}_{n \geq 0}\) form a complete orthogonal system in \(L^2(\Omega, d\mu)\) with complex eigenvalues \(\{\lambda_n\}_{n \geq 0}\) such that \(\Re(\lambda_n) \to \infty\) as \(n \to \infty\).
3. A sequence of orthogonal projections \(\{P_n\}_{n \geq 0}\) associated to the complete orthogonal system \(\{y_n\}_{n \geq 0}\).
4. The Hilbert space of complex square sumable sequences \(l^2\).

With these ingredients the semigroup of operators \(\{T_t\}_{t \geq 0}\) given by

\[ T_t f = \sum_{n \geq 0} e^{-\lambda_n t} P_n f \]

is a strongly continuous semigroup of compact operators, having infinitesimal generator,

\[ \mathcal{L} = \sum_{n \geq 0} (-\lambda_n) P_n f, \]

with domain

\[ D(\mathcal{L}) = \left\{ f \in L^2(\Omega, d\mu) : \sum_{n \geq 0} \|\lambda_n P_n f\|_{L^2(\Omega, d\mu)}^2 < \infty \right\}. \]

Then for \(b \in L^2(\Omega, d\mu)\) fixed, we consider the linear and bounded operator

\[ B : l^2 \to L^2(\Omega, d\mu) \]

defined by

\[ BU = \sum_{n \geq 0} U_n \langle b, y_n \rangle_{L^2(\Omega, d\mu)} y_n. \]

Then, the controlled equation associated to the Sturm-Liouville differential operator \(\mathcal{L}\),

\[ z'(t) = \mathcal{L}z(t) + Bu(t), \quad t \geq 0 \]

is approximately controllable on \([0, t_1]\), if and only if,

\[ P_n b \neq 0, \quad \text{for all } n \geq 0. \]
The special case $d = 1$ and $\Omega$ be the unit circle of the complex plane, the support of the orthogonality measure $\mu$ for the Besell polynomials $\{B_n\}_{n \geq 0}$, which are eigenfunctions of the differential operator

\begin{equation}
(3.26) \quad \mathcal{L} = x^2 \frac{d^2}{dx^2} + (2x + 2) \frac{d}{dx},
\end{equation}

with eigenvalue $n(n+1)$, $n \geq 0$. Since these polynomials constitute a complete orthogonal system in $L^2(\Omega, d\mu)$, then, if we consider the Bessel equation with a single control

\begin{equation}
(3.27) \quad z_t = x^2 z_{xx} + (2x + 2) z_x + b(x) u \quad t \geq 0, \quad x \in \Omega,
\end{equation}

where $b \in L^2(\Omega, d\mu)$ and the control $u$ belong to $L^2(0, t_1; \Omega)$, we have that (3.27) is approximately controllable if and only if

$$
\langle b, B_n \rangle_{L^2(\Omega, d\mu)} \neq 0, \quad \text{for all } n \geq 0.
$$
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