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1. INTRODUCTION AND SUMMARY

Elucidating the geometry of the Universe and the nature of the late-time expansion are some of the key goals of current and planned cosmological observations. The current data is consistent with the picture that the universe is flat and the late-time expansion can be described by a small cosmological constant [1]. These are the key assumptions of the base flat $\Lambda$CDM model, whose parameters are accurately measured by the Planck CMB data [2]. The deviations from this model are strongly constrained by the combination of the Planck data with baryon acoustic oscillations (BAO) and supernovae data [3].

It has been recently shown that the parameters of the base $\Lambda$CDM model can be independently determined with the galaxy full-shape (FS) data [5–7] collected by the Baryon Acoustic Oscillation Spectroscopic Survey (BOSS) [8]. This has become possible due to a significant progress in large-scale structure theory achieved in the last decade with the development of the effective field theory of large scale structure (see [5, 6] and references therein). The full-shape data also sharpens the constraints on various extensions of the $\Lambda$CDM model: $\nu\Lambda$CDM, $\nu\Lambda$CDM+$N_{\text{eff}}$ [9, 10], $w_0\Lambda$CDM [11], and the early dark energy [12, 13]. But crucially, it can even replace the CMB data in constraining beyond-$\Lambda$CDM scenarios. An example is the minimal dynamical dark energy model $w_0\Lambda$CDM [11], whose parameters can be determined from the big bang nucleosynthesis (BBN), BOSS FS, BAO and supernovae (SNe) data. In this paper we continue testing non-minimal cosmological models with this data set, focusing on $\omega\Lambda$CDM, $w_0\Lambda$CDM and $w_0w_a\Lambda$CDM models. Compared to Ref. [11], we extend the BOSS full-shape data by including the hexadecapole moment of the redshift-space power spectrum in the analysis, although, quite surprisingly, we found that it does not appreciably shrink the posterior contours even in the beyond-$\Lambda$CDM scenarios.

Deriving CMB-independent constants on the $\omega\Lambda$CDM, $w_0\Lambda$CDM and $w_0w_a\Lambda$CDM models is important for multiple reasons. The CMB data already provided tight con-
strains on the parameters of these models. However, the
CMB temperature likelihoods are known to be affected
by various anomalies. In particular, the large-scale part
of the spectrum exhibits the so-called "low-$\ell$ deficit" -
suppression of the power for angular multipole numbers
$20 \lesssim \ell \lesssim 30$. Besides that, late-time matter clustering
determines the lensing smoothing of the acoustic peaks,
whose observed amplitude is known to exceed the pre-
diction of the $\Lambda$CDM model by over $2\sigma$ [1]. This is
the so-called "lensing anomaly", which prefers models
with enhanced large-scale structure growth, e.g. a Uni-
verse with a positive spatial curvature [1, 14]. These
anomalies have been intensely investigated in the past
works, which showed that most likely they are just sta-
tistical fluctuations [1, 15–17]. Nevertheless, the presence
of these anomalies makes it desirable to have additional
constraints from independent data sets.

In this paper, we infer the parameters of the $\omega$CDM,
$w_0$CDM and $w_0w_a$CDM models from a joint fit to the
BOSS DR12 full shape data, supplemented with the BBN
prior on the physical baryon density $\omega_b$, the BAO data
from BOSS and eBOSS, and the Pantheon type Ia super-
novae (SNe) measurements. Our main result is that this
data set is able to strongly constrain the parameters of the
considered non-minimal models:

\[
\begin{align*}
\Omega_k &= -0.043^{+0.036}_{-0.033}, \quad \omega_{\text{CDM}}, \, \omega_{\text{BAO}} + \, \omega_{\text{SNe}}, \\
w_0 &= -1.031^{+0.052}_{-0.048}, \quad w_0\omega_{\text{CDM}}, \, \omega_{\text{BAO}} + \, \omega_{\text{SNe}}, \\
w_0 &= -0.98^{+0.10}_{-0.11}, \quad w_0\omega_{\text{CDM}}, \, \omega_{\text{BAO}} + \, \omega_{\text{SNe}}, \\
w_a &= -0.32^{+0.63}_{-0.48}, \quad w_a w_0\omega_{\text{CDM}}, \, \omega_{\text{BAO}} + \, \omega_{\text{SNe}}.
\end{align*}
\]

(1)

Our limit on the spatial curvature of the Universe is com-
parable to the Planck TT+lowE measurement, $\Omega_k =-
0.056^{+0.028}_{-0.018}$. However, it is significantly weaker
than the combined Planck+BAO+SNe limit. Still, our con-
straint on $\Omega_k$ is one of the strongest CMB-independent
bounds present in the literature.

The FS+BAO+SNe data set is very competitive with
the CMB for the dynamical dark energy models. Our
error bars on the parameters $w_0$ and $w_0 - w_a$ are only
$\sim 30\%$ weaker than those from the Planck CMB + BAO
+ SNe data analysis [1]: $w_0 = -1.028^{+0.032}_{-0.033}$ ($w_0\omega_{\text{CDM}}$),
$w_0 = -0.961 \pm 0.077$, $w_a = -0.28^{+0.31}_{-0.27}$ ($w_0 w_a\omega_{\text{CDM}}$).

The key ingredient of our analysis is the BOSS full-
shape likelihood introduced in Ref. [5]. Given the BBN
prior on $\omega_b$, the shape of the galaxy power spectrum pro-
vides us with a geometry-independent constraint on the
physical dark matter density $\omega_{\text{cdm}}$. This fixes the sound
horizon at decoupling and allows us to extract the ge-
ometric distances from the BAO measurements. These
distances can be converted into the parameters control-
ling the expansion history: the Hubble constant $H_0$, the
effective spatial curvature density fraction $\Omega_k$, the dark
energy abundance $\Omega_d$, along with the equation of state
parameters $w_0, w_a$. We have found nearly the same value
of the sound horizon at the drag epoch $r_d$ in all models
that we consider in this work:

\[
r_d = (146 \pm 2.4) \, \text{Mpc}. \tag{2}
\]

Remarkably, placing strong constraints on the ex-
pansion history is possible even without the SNe data. In
particular, the BAO+FS measurements from BOSS
and eBOSS, supplemented with a single BBN prior, are
enough to define the parameters of the $w_0$CDM and
$w_0w_a$CDM models,

\[
\begin{align*}
& w_0 = -1.038^{+0.1}_{-0.082}, \quad w_0\omega_{\text{CDM}}, \, \omega_{\text{FS+BAO}} , \\
& \{ w_0 = -0.81^{+0.25}_{-0.34}, \quad w_0 w_a\omega_{\text{CDM}}, \, \omega_{\text{FS+BAO}} . \tag{3}
\end{align*}
\]

All in all, our parameters limits for the $w_0$CDM and
$w_0w_a$CDM models are comparable to those obtained
from the combination of the Planck CMB, BAO and SNe
data, whilst the $\Omega_k$ constraint is competitive with the pri-
mary Planck result, but is weaker than the full Planck +
BAO limit. The limits presented in this paper are some of the strongest CMB-dependent constraints on the
$\omega$CDM, $w_0$CDM, and $w_0w_a$CDM models.

It is important to note that the full-shape data allows
us to accurately determine all relevant parameters of the
$\omega$CDM, $w_0$CDM and $w_0w_a$CDM models. In particular,
we find the present-day Hubble constant $H_0$ consistent
with the Planck base ACDM value $H_0 \simeq 68 \, \text{km/s/Mpc}$,
with few percent error bars. The optimal value of $H_0$ is
very robust to the considered extensions of ACDM, which
shows that it can be accurately measured from the full-
shape and the BAO data in a nearly model-independent
way.

The remainder of this paper is structured as follows.
We start with the discussion of our data sets in Sec. 2.
Sec. 3 contains our main results. Finally, we draw conclu-
sions in Sec. 4. We present the validation of our pipeline
on mock catalogs in Appendix A.
2. DATA AND METHODOLOGY

2.1. Data sets

**Full-shape.** We use the multipoles of the redshift-space power spectrum of the luminous red galaxies observed by BOSS [8]. The power spectrum multipoles were measured from the publicly available catalogs with the nbodykit code [18]. The full-shape data is split in four non-overlapping chunks: low-z and high-z, north and south galactic caps. The effective redshifts are \( z_{\text{eff}} = 0.38 \) for the low-z samples and \( z_{\text{eff}} = 0.61 \) for the high-z samples. We use the data cuts \([0.01, 0.2]\) \( h/\text{Mpc} \), which are robust w.r.t. higher-order nonlinear corrections omitted in our theory model, see Appendix A for more detail. We fit the full-shape data using one-loop perturbation theory implemented in the CLASS-PT code [19]. We use covariance matrices from Patchy mocks [20], which were shown to be robust w.r.t. stochastic noise biases [21, 22]. Further details on our theory models, covariance matrices and the window function treatment can be found in Refs. [5, 19, 21]. Compared to these works, we also include the hexadecapole moment in our analysis. We present the details of our hexadecapole treatment and validation on mocks in Appendix A.

**BAO.** We use the BAO measurements from the post-reconstructed power spectra of the BOSS DR12 data [23], which are covariant with the full-shape data from the pre-reconstruction power spectrum. We analyze these data sets with the methodology of Ref. [24]. Namely, we compute the anisotropic BAO parameters from mock catalogs and the BOSS data using the theoretical error approach [25]. Then auto-covariance of the BAO parameters and their cross-covariance with the power spectrum multipoles is estimated from Patchy mocks [20].

Additionally, we use the small-z BAO measurements from 6DF \( (z_{\text{eff}} = 0.106) \) [26] and SDSS DR7 MGS \( (z_{\text{eff}} = 0.15) \) [27], along with the high redshift \( (z_{\text{eff}} = 2.33) \) Lyman-\( \alpha \) forest auto-correlation and the cross-correlation with quasars from eBOSS DR16 [28, 29]. For completeness, we also use the BAO measurements from the eBOSS quasar sample \( (z_{\text{eff}} = 1.48) \) [30] and the emission line galaxy sample \( (z_{\text{eff}} = 0.845) \) [31], even though their impact on the eventual parameter constraints is quite marginal. We do not use the BAO from the eBOSS LRG sample [32] because it overlaps with the tail of the BOSS DR12 high-z galaxy sample, which is already contained in our joint full-shape-BAO likelihood for this data chunk.

**Supernovae.** We will use the cosmological supernovae Ia measurements from the Pantheon sample [33].

**BBN.** We will use the BBN measurements from helium and deuterium [34, 35] that constrain the current physical density of baryons \( \omega_b \). Specifically, we use the results of the “standard” analysis (see footnote 14 of Ref. [5] for more detail), implemented as a following Gaussian prior:

\[
\omega_b \sim \mathcal{N}(0.02268, 0.00038^2). \tag{4}
\]

2.2. Models

We will consider three extensions of the \( \Lambda \)CDM model: \( o\Lambda \)CDM, \( w_0 \Lambda \)CDM and \( w_0w_\Lambda \)CDM, in the notation of Refs. [29]. These models share the following set of parameters:

\[
\{\omega_b, \omega_{\Lambda \text{dm}}, h, A_s, n_s\}, \tag{5}
\]

where \( \omega_b, \omega_{\Lambda \text{dm}} \) are the current physical densities of baryons and dark matter, \( h \) is the dimensionless Hubble constant \( (H_0 = h \cdot 100 \text{ km/s/Mpc}) \), whereas \( A_s \) and \( n_s \) are the amplitude and tilt of the power spectrum of primordial scalar fluctuations. Following [1], we approximate the neutrino sector with one single massive state of mass \( m_\nu = 0.06 \text{ eV} \).

The main difference between the models we consider shows up in the late-time expansion. The Friedman equation for these models read

\[
H^2 = H_0^2 \left( \Omega_m (1+z)^3 + \Omega_{\Lambda} + \Omega_k (1+z)^2 \right) \quad (o\Lambda \text{CDM})
\]

\[
H^2 = H_0^2 \left( \Omega_m (1+z)^3 + \Omega_{\text{de}} (1+z)^{(3(1+w_0))} \right) \quad (w_0 \Lambda \text{CDM})
\]

\[
H^2 = H_0^2 \left( \Omega_m (1+z)^3 + \Omega_{\text{de}} (1+z)^{(3(1+w_0+w_\Lambda))} \right) \quad (w_0w_\Lambda \Lambda \text{CDM})
\]

\[
(6)
\]

Note that we fix the current CMB monopole temperature \( T_0 \) to the COBE/FIRAS best-fit value \( T_0 = 2.7255 \text{ K} \) [36]. \( T_0 \) has to be specified because it is an input parameter in the Boltzmann code CLASS that we use here [37]. This choice is not crucial for our analysis. \( T_0 \) is irrelevant for the thermal history, but affects the late-time expansion through the contribution to the Friedman equation [38]. Given that, in principle, we could measure \( T_0 \) from the full-shape and BAO data, but we prefer to use the FIRAS prior because it is very robust and has been independently confirmed by other probes.
where \( \Omega_m, \Omega_\Lambda, \Omega_{de} \) are the current energy fractions of matter, cosmological constant and dynamical dark energy, respectively, whereas \( \Omega_k \) is the effective energy fraction of the spatial curvature. \( \Omega_k > 0 \) corresponds to an open universe (negative curvature), \( \Omega_k < 0 \) describes a closed universe (positive curvature). We will jointly fit the combined likelihood with all relevant cosmological parameters \( (5) \), supplemented with \( \Omega_k \) (for \( \omega \Lambda \mathrm{CDM} \)), \( w_0 \) (for \( w_0 \Lambda \mathrm{CDM} \)) and \( w_0, n \) (\( w_0w_a \Lambda \mathrm{CDM} \)).

### 2.3. Role of the full-shape data

Before presenting results of our analysis, let us briefly discuss the role of the full-shape data. To that end, it is instructive to start with the example of the minimal \( \Lambda \mathrm{CDM} \) model. The shape of the galaxy power spectrum yields measurements of \( \omega_b \) and \( \omega_{cdm} \) through the scale-independent features, such as the relative ratios of the BAO peaks to the broadband slope [5, 39, 40]. Even though a measurement of \( \omega_v \) from the full-shape data is, in principle, possible, the current limits are quite loose [9, 10], which is why we prefer to use the BBN prior on \( \omega_v \). Combining it with the shape, one can measure the comoving sound horizon at the drag epoch, which can be expressed as [41],

\[
 r_d = \frac{55.148}{(\omega_{cdm} + \omega_b)^{0.02535} \omega_b^{0.12807}} \text{Mpc}. \quad (7) 
\]

The sound horizon helps break the degeneracy with the distance to the galaxies present in the angular scale of the acoustic horizon \( \theta_{\text{BAO}} = r_d/D_V(z_{\text{gal}}) \) and the angle of the matter-radiation equality scale \( \theta_{\text{eq}} = 1/(k_{\text{eq}}D_V(z_{\text{gal}})) \), where \( k_{\text{eq}} \) is the conformal momentum of the perturbations entering the horizon at the matter-radiation equality, and \( D_V \) is the so-called comoving volume-averaged distance [8, 29]. In the \( \Lambda \mathrm{CDM} \) model the only remaining undetermined parameter is the Hubble constant, and hence the measurement of \( D_V \) places a bound directly on \( H_0 \).

The situation becomes more complicated when we consider extensions of \( \Lambda \mathrm{CDM} \) with more parameters defining the late-time background expansion. In this case, there appears a geometric degeneracy which is similar to the geometric degeneracy of the CMB spectrum [42]. In principle, this degeneracy can be broken at the level of the full-shape data by means of the Alcock-Paczynski effect [4], but this is a rather weak effect [5]. In particular it can only help constrain the background parameters of the \( \Lambda \mathrm{CDM} \) model with BAO when multiple redshifts are combined [1, 41, 43, 44]. However, when we combine the full-shape with the BAO data at different redshifts (assuming a BBN prior), the acoustic horizon is fixed by the shape such that all the distance information can be translated into the remaining background parameters. In the context of the \( w_0 \Lambda \mathrm{CDM} \) model this has been explicitly demonstrated in Ref. [11].

In principle, some information on the expansion history also comes form the large-scale structure growth, but its measurements are quite uncertain due to the galaxy bias and large cosmic variance errors on the quadrupole and hexadecapole measurements [11]. Therefore, the bulk of our constraints is coming the power spectrum monopole, which gives us \( \omega_{cdm} \) and \( D_V \). Hence, we expect our limits to be robust w.r.t. possible contamination by the tensorial anisotropic assembly bias [45], which affects the quadrupole and hexadecapole data. We leave a more detailed analysis of this effect for future work.

We stress that the crucial piece of information is the full-shape measurement of \( \omega_{cdm} \), which does not depend on the expansion model. However, it is affected by other parameters defining the shape, e.g. the primordial power spectrum tilt \( n_s \). Given this reason, we vary this parameter in our analysis, even though the eventual constraints are \( \sim x10 \) weaker than those from the Planck CMB data. Still, we believe that it is more appropriate to treat \( n_s \) as a free parameter for the purpose of our analysis to derive the constraints independent from the CMB anisotropies.

### 3. RESULTS

In this section we present the results of our MCMC analyses for the considered models. In what follows we will suppress BBN in the notations of our data set, assuming that it is always included by default, i.e. FS+BAO should be understood as FS+BAO+BBN.

#### 3.1. \( \omega \Lambda \mathrm{CDM} \)

The triangle plot for the parameters of the \( \omega \Lambda \mathrm{CDM} \) model is shown in Fig. 1, the 1d marginalized constraints are presented in the 2nd and 3rd columns of Table I for the FS+BAO and FS+BAO+SNe datasets. The first relevant observation is that the constraints on the shape
and amplitude parameters $\omega_{cdm}, n_s, A_s$ and $\sigma_8$ in the oCDM model are similar to those from the flat \(\Lambda\)CDM model [5] (see also Appendix A). This is consistent with the fact that the shape constraints do not depend on projection effects [9]. The second relevant observation is that the spatial curvature is consistent with zero within 95%CL. Remarkably, the FS+BAO and FS+BAO+SNe data yield a very significant evidence for the cosmological constant even in the presence of the non-zero spatial curvature in the fit.

Comparing the FS+BAO (‘FB’) and FS+BAO+SNe (‘FBS’) cases, we see that the addition of the SNe data improves the $\Omega_k$ constraint only by ~20%. This shows that the curvature constraints are indeed dominated by the FS+BAO data sets. Comparing our results to the BAO-only measurements of $\Omega_k$ and $\Omega_m$ [29], we see that the addition of the FS data shrinks the error bars by a factor of ~3. Moreover, it allows us to measure $H_0$ to 2% accuracy, which would not be possible with the BAO-only data.

Let us discuss the implications for the Planck spatial curvature measurements. It is known that the primary Planck data favors the model with positive spatial curvature; i.e. the Planck 2018 TT+low E likelihood prefers a closed universe with more than 2\(\sigma\) significance, $\Omega_k = -0.056^{+0.028}_{-0.018}$ [1]. Our measurement is consistent with this estimate, although the error bars are large enough to enclose the $\Omega_k = 0$ within 2\(\sigma\) as well. The Planck preference for positive spatial curvature can be traced back to the lensing anomaly, which is, most likely, just a statistical fluke [1]. Indeed, the combined Planck+BAO+SNe dataset gives $\Omega_k = -0.0001 \pm 0.0018$, consistent with the flat \(\Lambda\)CDM model.

It is worth mentioning that there exist other independent estimates of the spatial curvature of the Universe from different combinations of the SH0ES distance ladder measurements [14], strong lensing time-delays, BAO, BBN, cosmic chronometers and quasar luminosity distances, see [46] and references therein. The strongest one is obtained from the combination BAO+SNe+BBN+SH0ES, $\Omega_k = -0.091 \pm 0.037$ [14]. This limit is, however, crucially depends on the inclusion of the SH0ES $H_0$ prior [47], which is in tension with other data sets [48], and hence, this limit should be taken with a grain of salt until the tension is resolved. The error bars from other CMB-independent measurements of

| Dataset | FB, oACDM | FBS, oACDM | FB, $w_0$CDM | FBS, $w_0$CDM | FB, $w_0w_a$CDM | FBS, $w_0w_a$CDM |
|---------|-----------|-----------|------------|------------|-------------|-------------|
| $\omega_{cdm}$ | 0.1269^{+0.0087}_{-0.011} | 0.1273^{+0.0086}_{-0.011} | 0.1236^{+0.0082}_{-0.0099} | 0.1233^{+0.0083}_{-0.0096} | 0.126^{+0.0085}_{-0.01} | 0.1252^{+0.0085}_{-0.01} |
| $h$ | 0.6948^{+0.015}_{-0.016} | 0.6945^{+0.013}_{-0.015} | 0.69^{+0.018}_{-0.016} | 0.6885^{+0.013}_{-0.014} | 0.6772^{+0.026}_{-0.026} | 0.6896^{+0.013}_{-0.014} |
| $\ln(10^{10}A_s)$ | 2.64^{+0.20}_{-0.20} | 2.65^{+0.20}_{-0.20} | 2.77^{+0.17}_{-0.17} | 2.77^{+0.16}_{-0.16} | 2.72^{+0.17}_{-0.17} | 2.72^{+0.17}_{-0.17} |
| $n_s$ | 0.9153^{+0.068}_{-0.067} | 0.9136^{+0.068}_{-0.066} | 0.9334^{+0.066}_{-0.064} | 0.9346^{+0.065}_{-0.064} | 0.9191^{+0.066}_{-0.065} | 0.9236^{+0.066}_{-0.065} |
| $\Omega_k$ | $-0.044^{+0.044}_{-0.044}$ | $-0.043^{+0.036}_{-0.036}$ | $-1.038^{+0.043}_{-0.048}$ | $-1.031^{+0.052}_{-0.048}$ | $-0.805^{+0.13}_{-0.14}$ | $-0.982^{+0.099}_{-0.11}$ |
| $w_0$ | $-0.044^{+0.044}_{-0.044}$ | $-0.043^{+0.036}_{-0.036}$ | $-1.038^{+0.043}_{-0.048}$ | $-1.031^{+0.052}_{-0.048}$ | $-0.805^{+0.13}_{-0.14}$ | $-0.982^{+0.099}_{-0.11}$ |
| $w_a$ | $-0.044^{+0.044}_{-0.044}$ | $-0.043^{+0.036}_{-0.036}$ | $-1.038^{+0.043}_{-0.048}$ | $-1.031^{+0.052}_{-0.048}$ | $-0.805^{+0.13}_{-0.14}$ | $-0.982^{+0.099}_{-0.11}$ |
| $\Omega_m$ | 0.733^{+0.044}_{-0.044} | 0.731^{+0.033}_{-0.033} | 0.3087^{+0.015}_{-0.016} | 0.3091^{+0.011}_{-0.012} | 0.326^{+0.023}_{-0.021} | 0.312^{+0.012}_{-0.013} |
| $\Omega_{de}$ | 0.3109^{+0.013}_{-0.014} | 0.3119^{+0.012}_{-0.013} | 0.3087^{+0.015}_{-0.016} | 0.3091^{+0.011}_{-0.012} | 0.326^{+0.023}_{-0.021} | 0.312^{+0.012}_{-0.013} |
| $\sigma_8$ | 0.708^{+0.043}_{-0.044} | 0.708^{+0.043}_{-0.044} | 0.718^{+0.043}_{-0.043} | 0.718^{+0.043}_{-0.044} | 0.705^{+0.044}_{-0.049} | 0.711^{+0.044}_{-0.049} |
| $r_d$ [Mpc] | 146^{+2.4}_{-2.4} | 146^{+2.4}_{-2.4} | 146^{+2.4}_{-2.4} | 146^{+2.4}_{-2.4} | 146^{+2.4}_{-2.4} | 146^{+2.4}_{-2.4} |

**TABLE I.** Mean values and 68% CL minimum credible intervals for the parameters of the various extended models for two data sets differing by the presence of the supernovae data. FB denotes the combination FS+BAO, FBS denotes the combination FS+BAO+SNe. The BBN prior on $w_a$ is assumed in all analyses, and the corresponding posterior is not displayed because it is prior-dominated. The top group represents the parameters that were directly varied in the MCMC chains. The bottom group are the derived parameters.
\[ \Omega_k \text{ are at least four times larger than the uncertainty of our measurement.} \]

3.2. \( w_0 \text{CDM} \)

Now let us focus on the \( w_0 \text{CDM} \) model. Planck-alone prefers very negative \( w_0 \). The triangle plot for the parameters of the \( \omega \text{CDM} \) model is shown in Fig. 2, the 1d marginalized constraints are presented in the 4th and 5th columns of Table I for the FS+BAO and FS+BAO+SNe data. The FS+BAO data yields the dark energy equation of state parameter compatible with the cosmological constant value at 68\%CL. This can be contrasted with the Planck TT+low E constraints (see chapter 17.1 of [49]).
FIG. 2. Posterior distributions of the cosmological parameters of the $w_0$CDM model.

$w_0 = -1.56^{+0.19}_{-0.39}$ preferring a $\sim 2\sigma$ shift of $w_0$ into the phantom domain.

Our FS+BAO constraint is almost twice stronger than the BAO-only result $w_0 = -0.69 \pm 0.15$ [29], which is also shifted away from the cosmological constant prediction.

Our final constraints from the FS+BAO+SNe data set are somewhat weaker (by $\sim 30\%$), but still competitive with the Planck+BAO+SNe result $w_0 = -1.028 \pm 0.032$. It is also useful to compare our results with the pioneering analysis of the $w_0$CDM model [11] with the FS+BAO+SNe data. This analysis was based on the same data set as ours, the only difference is the addition of the hexadecapole moment in the present work, along with a small update in the eBOSS BAO likelihood. We
FIG. 3. Posterior distributions of the cosmological parameters of the $w_0w_a$CDM model.

observe that this reduces the error bar on $w_0$ by $\approx 30\%$ in the FS+BAO case and by $\sim 10\%$ in the FS+BAO+SNe case.

3.3. $w_0w_a$CDM

Finally, let us discuss the $w_0w_a$CDM model. The triangle plot for the parameters of the $\Lambda$CDM model is shown in Fig. 3, the 1d marginalized constraints are presented in the 6th and 7th columns of Table I for the FS+BAO and FS+BAO+SNe data.
Our constraints on $w_0w_a$CDM model from FS+BAO are comparable to the constraints from different combinations of the primary Planck data with the BAO [49]. In particular, the strongest combination including CMB lensing yields $w_0 = -0.59 \pm 0.27$, $w_a = -1.24 \pm 0.74$, which is only $\sim 10\%$ better than our FS+BAO estimate. The situation somewhat changes with the inclusion of the SNe, which noticeably shrinks the constraints from Planck+BAO to the level $w_a = -0.961 \pm 0.077$, $w_a = -0.28^{+0.31}_{-0.22}$. Our limits on $(w_0, w_a)$ from the FS+BAO+SNe data are (20%, 40%) weaker than this result.

4. CONCLUSIONS

In this paper we have presented the measurements of the parameters of $\omega$CDM, $w_0$CDM and $w_0w_a$CDM models from the full-shape power spectrum data, supplemented with the BBN, BAO and SNe measurements. Our constraints on the parameters of these models are significantly better than those based on the BAO data only, which clearly shows the statistical power of the effective field theory-based full-shape power spectrum likelihood [5, 19]. The measurements presented in this paper are also competitive with the Planck+BAO(+SNe) limits, especially for the dynamical dark energy model.

Importantly, the full-shape data allows us to place constraints on all relevant cosmological parameters of the considered non-minimal models. One of such parameters is the present-day Hubble constant $H_0$, which we measure to (1-2)% precision even in the extensions of $\Lambda$CDM. Remarkably, our results agree with the Planck-preferred results. This is an important test, showing good agreement between various data sets: the CMB [1, 50], large-scale structure [5, 6, 41, 43, 44, 51], the local measurements from the tip of the red giants branch [52], and strong lensing time-delays (after taking into account the mass-sheet degeneracy) [53]. These estimates, however, are still in tension with Cepheid-calibrated supernovae measurements, see [48] and references therein.

Our results have some implications for the so-called $\sigma_8$ tension [54], the apparent disagreement on the value of $\sigma_8$ between Planck on one side and various large scale structure measurements on the other side, e.g. weak lensing measurements by the Dark Energy Survey [55] and Kilo-Degree Survey [56]. In all models that we considered, we found the mass fluctuation amplitude $\sigma_8$ systematically lower than the Planck predictions for the same models, although the significance of this tension in terms of our error bars is quite low ($< 2\sigma$). In order to draw more robust conclusions we need to reduce the statistical error of our measurement, which can be done either by including external data sets \(^3\), or collecting more data. The latter will certainly happen in the future with the Euclid [63, 64] and DESI [65] surveys, which promise to dramatically sharpen the precision of cosmological parameter measurements, see e.g. [66–70].

Overall, we have found no evidence for any of the extensions of the base $\Lambda$CDM model in our analysis of the FS+BAO+SNe data, which is fully independent from the Planck CMB anisotropies. Our analysis confirms a remarkably concordant picture of the universe, whose properties on a wide range of redshifts can be described within the simple flat $\Lambda$CDM model.
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Appendix A: Details of the full-shape likelihood and the hexadecapole moment

In this Appendix we discuss in detail the effective-field theory based full-shape power spectrum likelihood. We use the likelihood introduced in Ref. [9], but make several changes compared to the analysis of this paper. First, we use slightly different priors on the nuisance parameters. Second, we include the power spectrum hexadecapole moment $\ell = 4$. Third, as a result of including the hexadecapole, the posterior parameter volume shrinks, and the theory-systematic error becomes more sizeable. This motivates us to use a more conservative data cut compared to Ref. [9]. In what follows we validate the priors and data cuts used in our analysis.

The rationale behind the inclusion of the hexadecapole is the following one. The models that we consider in this paper mainly alter the background expansion and the growth of structures. These are probed through the distance measurements and redshift-space distortions [8]. The usual method to extract these quantities from the redshift-space power spectrum is the so-called alpha analysis, see Ref. [3] and Ref. [9] for a justification of this analysis in certain contexts. Ref. [3] has shown that the inclusion of the hexadecapole improves the distance and RSD measurements by $\sim 30\%$. Therefore, we expect that the hexadecapole should also shrink the parameter contours in the extended models that we consider here.

The caveat, however, is that the alpha-analysis does not rely on any physical model of the late-time expansion (though an early-universe model is still required in order to generate the power spectrum template). Therefore, the alpha-analysis does not respect relations between the radial and angular distances, which exist in particular models. This means that parts of the parameter space probed by the alpha-analysis can be unphysical. An example of this situation is the $\Lambda$CDM model, which, in fact, corresponds to an extremely narrow region of the parameter space probed by the alpha-analysis [9]. It can be that the physical priors on the distances diminish the information gain from the hexadecapole. Therefore, the natural question is whether the hexadecapole improves parameter constraints in the complete full-shape analysis done at the level of the physical models. Addressing this question is one of the goals of this section.

1. Nuisance parameters and priors

We fit the full-shape data with the one-loop perturbation theory model that is described by the following set of nuisance parameters (see [19] for details):

$$\{ b_1, b_2, b_{g2}, b_{r3}, c_0, c_2, \tilde{c}, P_{\text{shot}}, a_2 \} , \quad \text{(A1)}$$

where $b_1$ is the linear galaxy bias, $b_2$ is the local-in-density quadratic bias, $b_{g2}$ and $b_{r3}$ are the quadratic and cubic tidal biases, $c_0$ and $c_2$ are the higher derivative biases for the monopole and quadrupole ($k^2$-counterterms), $\tilde{c}$ is the higher-order $k^4$ redshift-space counterterm, $P_{\text{shot}}$ is the residual constant shot noise contribution and $a_2$ is the scale-dependent redshift-space stochastic counterterm [79], which we define as

$$P_{\text{stoch,RSD}} = a_2 \left( \frac{k}{k_{\text{NL}}} \right)^2 \frac{1}{\tilde{n}} , \quad \text{(A2)}$$

where $\tilde{n}$ is the galaxy number-density and $k_{\text{NL}}$ is the non-linear scale. The $a_2$ counterterm was not used in Ref. [9] because it was found to be fully degenerate with $\tilde{c}$ at the level of the monopole and quadrupole moments. The hexadecapole moment breaks this degeneracy. Even though we do not detect this coefficient, we prefer to scan over it in our MCMC chains because it affects the parameter error bars. We use the following priors on the nuisance parameters:

$$b_1 A^{1/2} \in \text{flat}[1, 4], \quad b_2 A^{1/2} \sim \mathcal{N}(0, 1^2),
\quad b_{g2} A^{1/2} \sim \mathcal{N}(0, 1^2), \quad b_{r3} \sim \mathcal{N}(0.65, 1^2),
\quad c_0 \sim \mathcal{N}(0, 30^2), \quad c_2 \sim \mathcal{N}(30, 30^2) \quad \text{(A3)}$$

$$\tilde{c} \sim \mathcal{N}(500, 500^2), \quad P_{\text{shot}} \sim \mathcal{N}(0, 5 \cdot 10^3) ,$$

where $A \equiv A_s / A_{s, \text{fid.}}$ (see Eq. (A7)). The physical motivation behind the choice of our priors can be found in Refs. [19, 21]. As far as $a_2$ is concerned, we set the following physical prior, see Eq. (A2):

$$a_2 \sim \mathcal{N}(0, 2^2) \text{, with } k_{\text{NL}} = 0.45 \ h\text{Mpc}^{-1},
\tilde{n}^{-1} = 5 \cdot 10^3 \ [h^{-1}\text{Mpc}]^3 \quad \text{(A4)}$$

We set the scale-dependent stochastic counterterm $a_0 = 0$ as suggested by the field level analysis of the BOSS-like dark matter halos [80].

Note that unlike the reference [9], we marginalize over $b_{r3}$ assuming a prior centered at the prediction of the coevolution model and with unit variance [81]. Fixing $b_{r3}$ or marginalizing over it does not have an impact.
on our constraints [21]. Nevertheless, we prefer to do a marginalization over this unknown coefficient within a physically-motivated prior in order to be rigorous.

2. Validation on mock catalogs

The pipeline used in our work was already validated in Refs. [9, 78]. However, these works did not include the hexadecapole moment, which can change the conclusions on the data cut \( k_{\text{max}} \) used in the analysis. To check this, we test our pipeline on mock catalogs of the BOSS-like luminous red galaxies in this section in two different regimes. As a first step, we will fit the mock data from the periodic box N-body simulations PT Challenge (‘perturbation theory challenge’) [78]. As a second step, we will analyze the mock data from more realistic mock catalogs that include the survey mask and selection functions.

a. Test on PT Challenge simulations

The PT challenge simulation suite was designed for testing perturbation theory modeling at the sub-percent level. These N-body simulations reproduce the clustering of the BOSS-like galaxies from the DR12 sample, in a gigantic cumulative volume of \( \sim 560 \) (Gpc/h)^3.

We will fit the data vector including the monopole, quadrupole and hexadecapole, \( \{P_0, P_2, P_4\} \) taken from a snapshot at \( z = 0.61 \), which corresponds to the high-z NGC sample, which is the most constraining BOSS data chunk. We use the mean data vector corresponding to the total simulation volume, but analyze it using a covariance which corresponds to the actual BOSS survey. In particular, we assume a Gaussian covariance for the power spectrum multipoles, with the following volumes and shot noise,

\[
\begin{align*}
\text{BOSS-like} & : \mathcal{V}^{-1} = 5 \cdot 10^3 \text{ [Mpc/h]^3}, \quad V = 6 \text{ (Gpc/h)^3}, \\
\text{10x BOSS-like} & : \mathcal{V}^{-1} = 5 \cdot 10^3 \text{ [Mpc/h]^3}, \quad V = 60 \text{ (Gpc/h)^3}.
\end{align*}
\]

The first choice corresponds to the cumulative volume of the BOSS survey. The second covariance corresponds to future surveys like DESI [65] and this case provides a more stringent test of our theory model, which will also be important in order to quantify the impact of the Bayesian parameter volume effects. We choose the data cut \( k_{\text{max}} = 0.2 \) h/Mpc.

Our fitting model is characterized by the cosmological parameters of the base \( \Lambda \)CDM model,

\[
\{\omega_{\text{cdm}}, n_s, h, A_s\},
\]

we fix the baryon density \( \omega_b \) to the fiducial value in order to simulate the BBN prior. We will also use the following convenient amplitude parameter

\[
A = \frac{A_s}{A_{s, \text{fid}}}, \quad A_{s, \text{fid}} = 2.2109 \times 10^{-9}
\]

During our MCMC analysis, we compute our theoretical templates with Class-PT [19]. It should be mentioned

| Dataset | BOSS volume | 10xBOSS volume |
|---------|-------------|----------------|
| \( \Delta \omega_{\text{cdm}} / \omega_{\text{cdm}} \) | 0.0370 ± 0.086\(^{-0.11} \) | 0.0151 ± 0.037\(^{-0.06} \) |
| \( \Delta h / h \) | 0.00599 ± 0.019\(^{-0.017} \) | 0.00192 ± 0.0069\(^{-0.068} \) |
| \( \Delta n_s / n_s \) | -0.015 ± 0.074\(^{-0.074} \) | -0.0039 ± 0.031\(^{-0.028} \) |
| \( \Delta A_s / A_s \) | -0.0243 ± 0.12\(^{-0.18} \) | 0.0239 ± 0.070\(^{-0.070} \) |
| \( \Delta \ln(10^{10} A_s) / \ln(10^{10} A_s) \) | -0.0119 ± 0.053\(^{-0.053} \) | 0.0069 ± 0.022\(^{-0.022} \) |
| \( \Delta \Omega_m / \Omega_m \) | 0.0181 ± 0.060\(^{-0.072} \) | 0.0086 ± 0.024\(^{-0.029} \) |
| \( \Delta \sigma_8 / \sigma_8 \) | -0.0016 ± 0.056\(^{-0.062} \) | 0.0188 ± 0.022\(^{-0.022} \) |

TABLE II. Mean values and 68% CL minimum credible intervals for the parameters of \( \Lambda \)CDM model inferred from the PT Challenge simulation spectra at \( z = 0.61 \) for two choices of the covariance matrix, corresponding to the cumulative BOSS volume (2nd column) and 10 times the BOSS volume (3rd column). We display all parameters as \( \{ p, V \} \), where \( V \) is the fiducial value used in simulations. The top group represents the parameters that were directly varied in the MCMC chains. The bottom group are the derived parameters.
that our current one-loop calculation is based on the Einstein-de-Sitter approximation, which has been shown to be accurate both in ΛCDM and its extensions [82].

The results of our analysis are shown in Fig. 4 and in Table II. As the perturbation theory challenge is still ongoing, we display the parameters normalized to the fiducial values in order to keep the true cosmology blinded.

Let us first look at the BOSS-like case. We see that our pipeline reproduces the true value of cosmological parameters to percent and sub-percent precision. Moreover, we find the error bars that are very similar to the actual error bars from the analysis of the full BOSS.
The largest one is in higher-order non-linear corrections are very marginal, at the level of 0.84%. The true theory-systematic shifts due to higher-order non-linear corrections are very marginal, the largest one is in $\sigma_8$ and it has 0.3$\sigma$ significance.

### b. Test on Nseries simulations

As a second test, we validate our pipeline on the Nseries cut-sky mock catalogs, which closely reproduce the actual BOSS CMASS sample (largely overlapping with the NGC high-z footprint used in our main analysis), including the appropriate survey geometry and selection functions. These mocks are based on full N-body simulations and hence accurately reproduce the dynamics of gravitation clustering. The details of the mocks are given in Ref. [18]. These mocks were generated for the following fiducial cosmology: $\Omega_m = 0.286$, $\Omega_b = 0.047$ ($\Omega_b h^2 = 0.023$), $\ln(10^{10} A_s) = 3.065$, $n_s = 0.96$, $\sigma_8 = 0.82$, and $h = 0.7$. The resulting spectra for Nseries have been obtained assuming a fiducial matter abundance $\Omega_m = 0.31$ when converting redshifts and angles into comoving distances. The same fiducial matter abundance was used in the actual BOSS data and in our theoretical templates, which include the Alcock-Paczynski effect. The effective redshift is $z_{\text{eff}} = 0.55$.

We use the data vector averaged over 84 cut-sky realizations to suppress the statistical fluctuations. The data is analyzed using the covariance matrix from the Patchy mocks, which corresponds to the BOSS CMASS NGC sample. We decided to not use Nseries mock data to build the covariance for the following two reasons. First, the Patchy mocks reproduce the BOSS CMASS NGC sample that guarantees the same parameter volume effects as the analysis of the real data. Second, Nseries sample does not include veto effect which was imprinted into the Patchy mocks and real data. Since our goal is to validate the theoretical framework on the real data, we extract the covariance from the NGC Patchy mock and not from different realizations of the Nseries mocks.

All in all, the Nseries simulations reproduce general characteristics of the BOSS CMASS NGC sample, which

| Param. | fiducial $P_{0.2}$ ($k_{\text{max}} = 0.2$) | $P_{0.2,4}$ ($k_{\text{max}} = 0.2$) | $P_{0.2}$ ($k_{\text{max}} = 0.25$) | $P_{0.2,4}$ ($k_{\text{max}} = 0.25$) |
|--------|--------------------------------|---------------------------------|--------------------------------|--------------------------------|
| $\omega_{cdm}$ | 0.117 | $0.125^{+0.010}_{-0.013}$ | $0.125^{+0.009}_{-0.011}$ | $0.122^{+0.010}_{-0.013}$ | $0.119^{+0.007}_{-0.011}$ |
| $h$ | 0.7 | $0.707^{+0.015}_{-0.016}$ | $0.707^{+0.012}_{-0.013}$ | $0.706^{+0.015}_{-0.016}$ | $0.702^{+0.011}_{-0.013}$ |
| $A$ | 1 | $0.941^{+0.139}_{-0.202}$ | $1.022^{+0.134}_{-0.184}$ | $1.013^{+0.153}_{-0.204}$ | $1.157^{+0.152}_{-0.175}$ |
| $n_s$ | 0.96 | $0.920^{+0.071}_{-0.071}$ | $0.941^{+0.066}_{-0.064}$ | $0.918^{+0.072}_{-0.067}$ | $0.950^{+0.061}_{-0.052}$ |
| $\Omega_m$ | 0.286 | $0.297^{+0.017}_{-0.019}$ | $0.292^{+0.014}_{-0.016}$ | $0.291^{+0.015}_{-0.014}$ | $0.289^{+0.011}_{-0.015}$ |
| $\sigma_8$ | 0.82 | $0.812^{+0.062}_{-0.067}$ | $0.845^{+0.053}_{-0.056}$ | $0.828^{+0.058}_{-0.060}$ | $0.885^{+0.046}_{-0.045}$ |

**TABLE III.** The marginalized 1d intervals for the cosmological parameters estimated from the Nseries mock data at $z_{\text{eff}} = 0.55$. The shown are the fitted parameters (first column), fiducial values used in simulations (second column), the results for $P_0 + P_2$ (third column) and $P_0 + P_2 + P_4$ (fourth column) both at $k_{\text{max}} = 0.20h$Mpc$^{-1}$, along with the same combinations at $k_{\text{max}} = 0.25h$Mpc$^{-1}$ (fifth and sixth columns).
FIG. 5. Posterior distributions of the cosmological parameters of the ΛCDM model fitted to the Nseries mock data for \( k_{\text{max}} = 0.2 \, h \, \text{Mpc}^{-1} \).

has effective tomographic volume 2.8 (Gpc/\( h \))^3. The inverse number density for these mocks is

\[
\bar{n}^{-1} = 5.3 \cdot 10^3 \, [\text{Mpc}/h]^3.
\]  
(A8)

Since the mocks have a non-trivial mask, we convolve the theoretical spectra with the survey window function as prescribed by Ref. [3].

The results of our analysis are shown in Fig. 5 (for \( k_{\text{max}} = 0.2 \, h \, \text{Mpc} \)), and Fig. 6 (for \( k_{\text{max}} = 0.25 \, h \, \text{Mpc} \)). 1d marginalized limits are given in Table III.

Let us first focus on the data cut \( k_{\text{max}} = 0.2 \, h \, \text{Mpc}^{-1} \). From Fig. 5 we see that our pipeline gives unbiased results with or without the hexadecapole moment at this
data cut. The shifts between the means and the true values of cosmological parameters are \(\lesssim 0.5\sigma\), consistent with the marginalization effects found earlier in the analysis of the PT challenge data.

Now let us consider a more aggressive data cut \(k_{\text{max}} = 0.25h/\text{Mpc}\). In this case, the addition of the hexadecapole shrinks the parameter error bars such that the results at \(k_{\text{max}} = 0.25 h/\text{Mpc}\) (which was the baseline data cut in Ref. [9]) become biased. Indeed, looking at Fig. 6 we see that the true cosmology is beyond the 95\% confidence interval in the 2d space \(\sigma_8 - \Omega_m\), which is not the case for the \(P_{0,2}\) analysis. This is the main reason why
we chose a more conservative data cut $k_{\text{max}} = 0.2 \ h/\text{Mpc}$ in the baseline analysis of this paper. Importantly, the error bars in the case $P_{0.2, 4}$ at $k_{\text{max}} = 0.2 \ h\text{Mpc}^{-1}$ are smaller than the error bars in the case $P_{0.2}$ at $k_{\text{max}} = 0.25 \ h\text{Mpc}^{-1}$, which suggests that it is more beneficial to include the hexadecapole at $k_{\text{max}} = 0.2 \ h\text{Mpc}^{-1}$ than pushing to $k_{\text{max}} = 0.25 \ h\text{Mpc}^{-1}$ with the monopole and quadrupole only.

All in all, the results of this section imply that $k_{\text{max}} = 0.2 \ h\text{Mpc}^{-1}$ is a reasonable data cut, for which the total systematic error, including the modeling uncertainties and marginalization effects, is smaller than the statistical
FIG. 8. Posterior distributions of the cosmological parameters of the $w_0 w_a$ CDM model inferred without and with the hexadecapole.

3. Cosmological information from the hexadecapole

It is instructive to quantify how much the power spectrum hexadecapole improves the parameter constraints compared to the monopole and quadrupole combination. To that end we analyze the BOSS FS data using two different data vectors, $P_0 + P_0$ and $P_0 + P_2 + P_4$, both at $k_{\text{max}} = 0.2 \, \text{hMpc}^{-1}$, and including the BAO data along with the BBN prior on $\omega_b$.

Let us first focus on the base $\Lambda$CDM model. The re-
results of our analysis are displayed in Fig. 7 and in Table IV. We see that the hexadecapole does not noticeably improve the parameter constraints. The only result of the inclusion the hexadecapole moment is a marginal upward shift of \( \sigma_s \). The same tendency has been found in the results with the Nseries mocks which reliably describe the survey geometry and selection functions, see Sec. A 2 b. This effect can be attributed to the reduction of the parameter volume effect, which also brings the amplitude closer to the Planck prediction. All in all, we find the inclusion the hexadecapole moment is a marginal upward shift of \( \sigma_s \). The same tendency has been found in the results with the Nseries mocks which reliably describe the survey geometry and selection functions, see Sec. A 2 b. This effect can be attributed to the reduction of the parameter volume effect, which also brings the amplitude closer to the Planck prediction. All in all, we find the inclusion of the hexadecapole reduces the total volume in cosmological parameter space by 2\% compared to the monopole and quadrupole analysis in the base ΛCDM model.

Now let us focus on the \( \omega_w \Lambda \)CDM model. This model has a larger number of free parameters and hence we expect the gain from the hexadecapole to be more significant here. However, looking at Fig. 8 and in Table IV, we see that the improvement is quite marginal here. This result should be contrasted with the claims of Ref. [3] that the hexadecapole improves the constraints on the distance parameters inferred through the so-called alpha-analysis. Having repeated this analysis we have indeed reproduced the same \( \sim 30\% \) improvement with our theoretical model and scale cuts. However, we see that this gain does not propagate into the actual physical parameters even in the extended \( \omega_w \Lambda \)CDM model. It remains to be seen if the improvement from the hexadecapole reported in Ref. [3] is merely an artifact of the scaling alpha-analysis, which does not correspond to any physical model.

Even though the effect of the hexadecapole on the 1d parameter constraints is quite marginal, it should be mentioned that it decreases the total volume of the 2d posterior \( w_0 - w_a \) by 19\% as compared to the \( P_{0,2} \) combination. The addition of the hexadecapole seems to be more beneficial if we consider the total posterior volume of all sampled cosmological parameters, which reduces by 26\%. Thus, the 1d marginalized limits might not fully reflect the information content of the hexadecapole.

![Table IV](image)

| Param. | \( \Lambda \)CDM, \( P_{0,2} \) | \( \Lambda \)CDM, \( P_{0,2,4} \) | \( \omega_w \Lambda \)CDM, \( P_{0,2} \) | \( \omega_w \Lambda \)CDM, \( P_{0,2,4} \) |
|--------|-----------------|-----------------|-----------------|-----------------|
| \( \omega_{cdm} \) | \( 0.1237^{+0.0077}_{-0.0087} \) | \( 0.1221^{+0.0074}_{-0.0089} \) | \( 0.1283^{+0.0082}_{-0.001} \) | \( 0.126^{+0.0085}_{-0.01} \) |
| \( h \) | \( 0.6836^{+0.0096}_{-0.0099} \) | \( 0.683^{+0.0095}_{-0.0099} \) | \( 0.676^{+0.0027}_{-0.0028} \) | \( 0.677^{+0.0026}_{-0.0026} \) |
| \( \ln(10^{10} A_s) \) | \( 2.71^{+0.15}_{-0.15} \) | \( 2.80^{+0.14}_{-0.14} \) | \( 2.61^{+0.18}_{-0.18} \) | \( 2.72^{+0.17}_{-0.17} \) |
| \( r_s \) | \( 0.9305^{+0.062}_{-0.064} \) | \( 0.940^{+0.063}_{-0.062} \) | \( 0.904^{+0.067}_{-0.061} \) | \( 0.919^{+0.066}_{-0.065} \) |
| \( w_0 \) | \(- \) | \(- \) | \(-0.7618^{+0.36}_{-0.36} \) | \(-0.805^{+0.25}_{-0.34} \) |
| \( w_a \) | \(- \) | \(- \) | \(-1.141^{+1.4}_{-0.84} \) | \(-0.9451^{+1.3}_{-0.83} \) |
| \( \Omega_{de} \) | \(- \) | \(- \) | \( 0.668^{+0.033}_{-0.024} \) | \( 0.673^{+0.031}_{-0.022} \) |
| \( \Omega_m \) | \( 0.3145^{+0.013}_{-0.014} \) | \( 0.3116^{+0.013}_{-0.014} \) | \( 0.332^{+0.024}_{-0.023} \) | \( 0.326^{+0.023}_{-0.031} \) |
| \( \sigma_s \) | \( 0.691^{+0.043}_{-0.050} \) | \( 0.720^{+0.042}_{-0.047} \) | \( 0.673^{+0.043}_{-0.050} \) | \( 0.705^{+0.044}_{-0.049} \) |
| \( r_d [\text{Mpc}] \) | \( 145^{+2.4}_{-2.4} \) | \( 145^{+2.4}_{-2.4} \) | \( 145^{+2.4}_{-2.4} \) | \( 145^{+2.4}_{-2.4} \) |
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