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Electromagnetic waves carry an infinite number of conserved quantities. We give a simple explanation of this fact, which also shows how to write down conserved quantities at will and calculate their associated symmetry transformations. This framework is then used to discuss decompositions of optical angular momentum, and to prove that magnetic helicity is conserved for beams and pulses. Finally we describe an infinite set of electromagnetic conserved quantities that corresponds to the Virasoro generators of conformal field theories. In the quantum case the Virasoro generators acquire a central charge in their algebra, an example of a quantum anomaly.
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I. INTRODUCTION

Every dynamical system with 2n canonical variables has 2n conserved quantities \[ \{ \langle q_i, p_i \rangle \} \]. The proof of this is almost trivial: the initial values of the coordinates and momenta are conserved quantities. In more detail, the solutions \[ q_i(t) = q_i(q_0, p_0, t) \] and \[ p_i(t) = p_i(q_0, p_0, t) \] for the canonical variables are a set of simultaneous equations for the initial values \[ \{ q_0i, p_0i \} \], and solving these we obtain 2n conserved quantities \[ q_0i = q_0(q_0i(t), p_k(t), t) \] and \[ p_0i = p_0(q_0i(t), p_k(t), t) \]. Each conserved quantity generates a canonical transformation that leaves the Hamiltonian invariant \[ \{ \langle q_i, p_j \rangle \} \]. These canonical transformations are given by the Poisson brackets of the canonical variables \[ \{ q_i(q_j(t), p_k(t)), p_j(t) \} \] with the conserved quantities; since the conserved quantities are given as functions of the canonical variables, the transformation can be computed using the canonical Poisson brackets. (After quantization, commutators replace Poisson brackets in this description.) Note that this result places no restriction on the Hamiltonian, which will always have the 2n symmetries generated by \[ \{ q_0i, p_0i \} \]. In general the conserved quantities \[ q_0i = q_0(q_j(t), p_k(t), t) \] and \[ p_0i = p_0(q_j(t), p_k(t), t) \] will have an explicit time dependence.

From the above it should be clear that field theories like electromagnetism have an infinite number of conserved quantities. The discrete index on the canonical variables \[ \{ q_i(t), p_i(t) \} \] of particle mechanics becomes a continuous spatial position label for the canonical variables of a field, giving an uncountably infinite number of canonical variables. This shows that electromagnetic waves have an uncountably infinite number of conserved quantities, given by the initial values of the canonical variables.

The above argument is intended as a simple explanation of why Maxwell’s theory has an infinite number of conserved quantities, a fact that sometimes causes surprise. The rigorous study of conserved quantities in dynamical systems, including field theories, is a well-developed topic of mathematical physics with strong connections to group representation theory (see for example [1, 2] for the specific case of Maxwell’s equations). This literature is not very approachable for most researchers in optics, yet there is increasing interest in various conserved field quantities in optics and related communities. Examples of current activity in this area are proposals for quantities that measure chirality or helicity of electromagnetic fields [3], and decompositions of field angular momentum into sums of other conserved quantities (see [4–7] and references therein). The purpose of this Note is to give a simple quantitative presentation of the infinite set of electromagnetic conserved quantities whose existence was deduced above. We then apply this presentation to some widely discussed conserved quantities in electromagnetism. Finally we use our formulation to define a countably infinite set of optical conserved quantities that is well known in the context of (1+1)-dimensional conformal field theories (it is the set of Virasoro generators).

Before beginning the detailed presentation it should be acknowledged that the question of which conserved quantities are useful or interesting is ill defined, and the answers given will to a considerable extent reflect personal taste. There are of course a few conserved quantities (energy, momentum and angular momentum) whose significance is hardly questionable. But some other conserved quantities receive attention only in certain communities. In the general theory of dynamical systems, conserved quantities play a key role in the question of integrability, and such quantities can also generate some nice symmetry groups. For example, six conserved quantities for nonrelativistic Coulomb scattering generate the Lorentz group [1]. But while this last fact is interesting to many, it is not universally regarded as enlightening. Conserved quantities that generate important symmetries are also not always viewed as significant. For example, Lorentz boost invariance is central in relativistic field theories, but the associated conserved quantity has an explicit time dependence [4] and is rarely mentioned. This paper is aimed at the optics and electromagnetism community and assumes its researchers will find it useful to have a simple account of why there are so many optical conserved quantities, and how conserved quantities can be easily written down at will. We also hope that the occurrence in electromagnetism of the Virasoro algebra and its quantum anomaly will be of interest.
II. CONSERVED QUANTITIES OF ELECTROMAGNETIC WAVES

In the Coulomb gauge the general solution for electromagnetic waves is given by the vector potential

\[ A(r, t) = \int dV_k \left( \frac{\xi}{16\pi^2 \epsilon_0 \omega} \right)^{1/2} \left[ a(k)e^{i(k \cdot r - \omega t)} \right. \]

\[ + a^*(k)e^{-i(k \cdot r - \omega t)} \right], \quad \omega = ck, \quad k \cdot a(k) = 0, \tag{1} \]

where \( dV_k \) is the volume element in \( k \)-space, \( \xi \) is a constant with dimensions of action, and each \( a(k) \) is the complex amplitude of a vector plane wave with transverse polarization. In the quantum case \( \xi \) is replaced by \( h \), the complex amplitudes \( a(k) \) by annihilation operators, and complex conjugation by Hermitian conjugation. The electric and magnetic fields are \( E = -\partial_t A \) and \( B = \nabla \times A \), respectively.

As discussed in the Introduction, the initial data for electromagnetic waves is a set of conserved quantities. This data is conveniently given by the complex amplitudes \( a(k) \), each of which gives the initial amplitude and phase of the plane-wave component with wave vector \( k \) for two independent polarizations. Each plane wave is essentially a harmonic oscillator and the two real numbers giving the initial values of the oscillator’s canonical variables are combined in one complex amplitude. The \( a(k) \) are thus an uncountably infinite set of conserved quantities for electromagnetic waves, and one can write down conserved quantities at will by combining the \( a(k) \) together in any of an infinite number of possibilities. The familiar and less familiar optical conserved quantities can be written down in this fashion.

Moreover each conserved quantity generates a symmetry transformation of the Hamiltonian for the source-free Maxwell theory. The Hamiltonian formulation in Coulomb gauge is well-described in [44], for example. The canonical coordinates and momenta are \( A \) and \( -e_0 E \), respectively. Despite some awkwardness due to the transversality of these fields, the usual machinery of Hamiltonian mechanics can be developed. The canonical Poisson brackets (modified to take account of transversality) generate the Poisson brackets for the amplitudes \( a(k) \) and \( a^*(k) \). To obtain the transformation generated by any of the conserved quantities described above, we simply compute its Poisson bracket with any field quantity whose transformation we desire. For example, \( a(k) \) itself generates a transformation of \( A \) that is just an additive displacement by a term proportional to \( e^{-i(k \cdot r - \omega t)} \). Although this displacement is complex, it is essentially a combination of two real transformations generated by the real and imaginary parts of \( a(k) \) (the quadratures for the two plane-wave modes with wave vector \( k \)).

Each of the conserved quantities can be expressed in terms of the gauge-invariant \( E \) and \( B \) fields. It is straightforward to invert (1) to find the complex amplitudes \( a(k) \) in terms of spatial integrals of \( A \) and \( E \), and \( A \) in turn can be written as a spatially nonlocal expression in terms of \( B \). (For clarity we note that non-locality of a field quantity in \( E \) or \( B \) means that its value at point \( r \) depends on the values of \( E \) or \( B \) at other points \( r' \).) Since the original conserved quantity is a constant with no \( r \)-dependence, its expression in terms of \( E \) and \( B \) will involve at least one (and in general many) spatial volume integrals. Thus the conserved quantity can always be written as an integral \( \int dV \rho(r, t) \) over a density \( \rho(r, t) \) that in general is a functional of \( E \) and \( B \) involving further volume integrals. Despite \( \rho(r, t) \) having a time dependence, which comes from the time dependence of \( E \) and \( B \), its volume integral will be a constant. The scalar field \( \rho(r, t) \) acts a density for the conserved quantity but it must be remembered that in general it is highly nonlocal in \( E \) and \( B \), in which case integrals of \( \rho(r, t) \) over finite volume regions cannot really be viewed as the amount of the conserved quantity that is present in those regions. Although “most” optical conserved quantities give a density nonlocal in \( E \) and \( B \), there are an infinite number with densities local in \( E \) and \( B \) [2]. For the latter a flux density \( S \), also local in \( E \) and \( B \), can be identified, giving a local continuity equation \( \partial_t \rho + \nabla \cdot S = 0 \) [2].

III. NOTATION

The representation (1) and (2) of an electromagnetic wave shows that in \( k \)-space it corresponds to a vector field \( a(k) \) that is everywhere transverse to the radial direction. It is therefore convenient to use spherical polar coordinates in \( k \)-space, which we denote by \( \{ k, \vartheta, \varphi \} \). Cartesian coordinates in \( k \)-space are aligned with those in \( r \)-space so that \( k_z = k \cos \vartheta \), for example. We use a coordinate basis \( \{ e_k, e_\vartheta, e_\varphi \} \), not a normalized basis, so that \( e_k \cdot e_k = 1 \), \( e_\vartheta \cdot e_\vartheta = k^2 \) and \( e_\varphi \cdot e_\varphi = k^2 \sin^2 \vartheta \). The metric tensor is \( g_{ab} = \text{diag}(1,k^2,k^2 \sin^2 \vartheta) \) with inverse \( g^{ab} = \text{diag}(1,k^{-2},(k \sin \vartheta)^{-2}) \). Indices are raised and lowered with \( g^{ab} \) and \( g_{ab} \), respectively. The vector field \( a(k) \) has components \( \{ 0, a^0(k), a^\varphi(k) \} \) in spherical polars, with nonzero one-form components \( a_\varphi(k) = k^2 a^0(k) \) and \( a_\varphi(k) = k^2 \sin^2 \vartheta a^\varphi(k) \). The nonvanishing Christoffel symbols are

\[ \Gamma^0_{k \theta} = \Gamma^0_{\theta k} = \Gamma^\varphi_{k \varphi} = \Gamma^\varphi_{\varphi k} = \frac{1}{k}, \tag{3} \]

\[ \Gamma^k_{\vartheta \varphi} = -k, \quad \Gamma^\varphi_{\vartheta \varphi} = \Gamma^\varphi_{\varphi \vartheta} = \cot \vartheta, \tag{4} \]

\[ \Gamma^k_{\varphi \varphi} = -k \sin^2 \vartheta, \quad \Gamma^\varphi_{\varphi \varphi} = -\sin \vartheta \cos \vartheta. \tag{5} \]

The covariant derivative (5) of the vector \( a(k) \) is a (1 1)-tensor. Note for example that the component \( \nabla_\varphi a^0(k) \) of \( \nabla a(k) \) depends on the components \( a^0(k) \) and \( a^\varphi(k) \) of the vector: \( \nabla_\varphi a^0(k) = \partial_\varphi a^0(k) - \sin \vartheta \cos \vartheta a^\varphi(k) \).

IV. EXAMPLES

The energy and momentum of electromagnetic waves are conserved quantities that have well-known expressions in terms of the basic set \( \{ a(k) \} \):

\[ E = \xi \int dV_k \omega a^*(k) \cdot a(k), \tag{6} \]
\[ P = \xi \int dV_k \, k [a^*(k) \cdot a(k)]. \tag{7} \]

In the quantum case these map to the normal-ordered expressions for the Hamiltonian and momentum operators. These conserved quantities of course generate space-time translations of the electromagnetic fields and they have well-known densities that are local in \( E \) and \( B \). In \( 6 \) and \( 7 \) all of the basic conserved quantities \( a(k) \) appear and the integrals diverge for widely studied waves such as monochromatic beams. In practice this divergence is not a serious issue as one can treat the beam as a very long pulse (which is the situation experimentally).

The angular momentum vector is less often written explicitly in terms of \( a(k) \) (it is given in [45] for example). But usually the interest is in the component of the angular momentum in the direction of propagation of a beam or a pulse, and here a simple expression in terms of \( a(k) \) is available but not usually written. We therefore make some brief remarks on a single component of the angular momentum, and also on its decomposition into other conserved quantities.

**Angular momentum**

The angular momentum of a wave in terms of its local density in \( E \) and \( B \) is given by \( L = \varepsilon_0 \int dV \, r \times (E \times B) \) [46]. If we are interested in only one component of \( L \) then it is most convenient to choose the \( z \)-direction and use spherical polar coordinates in \( k \)-space (see section 11 for notation). The \( z \)-component of angular momentum takes a simple form in terms of \( a(k) \):

\[ L^z = -i\xi \int dV_k \, \left(a^*_y \partial_\varphi a^\theta + a^*_\varphi \partial_\varphi a^\varphi\right), \tag{8} \]

where we have suppressed the \( k \)-dependence of \( a(k) \). This is the \( z \)-component of angular momentum for any wave but it is most significant when the wave is propagating in the \( z \)-direction, i.e. all the plane-wave components in (11) have \( k_z > 0 \). In this case the wave is a beam or a pulse and \( L^z \) is the intrinsic angular momentum carried by the wave (see for example [40–43] for details on optical angular momentum and information on the very large literature on this subject). The option of using derivatives of \( a(k) \) in constructing conserved quantities is exploited in [8].

The expression (8) shows how the conserved quantity \( L^z \) of a wave is determined by its plane-wave components and it allows us to write down waves with any desired value of \( L^z \). For example, choosing one of \( a^\theta \) or \( a^\varphi \) to be zero and the other to have a \( \varphi \)-dependence \( e^{im\varphi} \) gives a wave with \( L^z = m\xi \) (in the quantum case this gives rise to modes with an \( \hat{L}^z \) eigenvalue of \( mh \)). Note that \( m \) does not have to be an integer as there is no requirement for the vector field \( a(k) \) in \( k \)-space to be single-valued—all that is required is for the integral (11) to exist. Of course a dependence \( e^{ip\varphi} \) with non-integer \( p \) can be written as a Fourier series of terms with factors \( e^{im\varphi} \) for all integers \( m \). Waves with a \( \varphi \)-dependence of \( e^{im\varphi} \) in \( a^\theta \) or \( a^\varphi \), with non-integer \( m \), are said to have “fractional orbital angular momentum” [47–53].

It is important to notice that the derivatives in (8) are partial derivatives, not covariant derivatives. As noted in section 111 the vector field \( a(k) \) in \( k \)-space is always tangent to a sphere centred on the origin and (8) shows that the angular momentum is determined by how \( a(k) \) varies on these spherical surfaces (the dispersion surfaces for the wave). But the angular momentum is independent of the Riemannian connection on the spherical surface because the connection appears in the covariant, not the partial, derivatives. We can form a different conserved quantity by replacing the partial derivatives in (8) by covariant derivatives, obtaining

\[ -i\xi \int dV_k \, \left(a^*_y \nabla_\varphi a^\theta + a^*_\varphi \nabla_\varphi a^\varphi\right). \tag{9} \]

Although not usually written in this form, (9) is the quantity often called “optical orbital angular momentum” (see [40–43] for example). It will be noticed that the conserved quantity (9) has the form of the integral of a Berry connection [54]. A relationship between some aspects of optical angular momentum and geometric phases is reviewed in [42]. It is interesting that the angular momentum (8) itself does not involve a nontrivial Berry connection. The angular momentum is obtained from (9) by subtracting the connection-dependent terms, i.e. by adding the following:

\[ -2i\xi \int dV_k \, \cos \vartheta \sin \vartheta \Im \left( a^*_\varphi a^\varphi\right). \tag{10} \]

This is also a conserved quantity, often called “optical spin angular momentum” (see [40–43] for example). For general waves the densities associated with (9) and (10) are nonlocal in the \( E \) and \( B \) fields (in contrast to (8)). The physical significance of the decomposition of the angular momentum into the sum of (9) and (10) is much discussed. We refer the reader to [40–43] and references therein.

**Magnetic helicity of beams and pulses**

Consider the conserved quantity

\[ -2i\xi \int dV_k \, \sin \vartheta \Im \left( a^*_\varphi a^\varphi\right), \tag{11} \]

which is a simple modification of (10). We now prove that for beams and pulses (11) is the magnetic helicity

\[ h_m = \varepsilon_0 c \int dV \, B \cdot A. \tag{12} \]

Our proof will thus show that magnetic helicity is a conserved quantity for all beams and pulses.

Magnetic helicity is not conserved for general waves but it is conserved if \( \int dV \, E \cdot B = 0 \) [55, 56]. We will derive the condition for conservation of \( h_m \) in terms of the basic conserved quantities \( a(k) \) by computing (12) using (11). This leads to the expression

\[ h_m = -i \int dV_k \, \frac{e \xi}{2\omega} \, \left( a(k) \cdot [k \times a(-k)] \right) e^{-2i\omega t}. \]
$+a(k)\cdot[k\times a^*(k)] - c.c.$, \hspace{1cm} (13)

where c.c. means complex conjugate. We see that this is $t$-dependent in general so magnetic helicity is not conserved for general waves. Note however that the $t$-dependent term in (12) contains a product of components of $a(k)$ evaluated at antipodal points on the sphere of radius $k$. A beam or a pulse has all its non-zero complex amplitudes $a(k)$ in a half-space in $k$-space because all its plane-wave components have a positive wavenumber with respect to some direction (e.g. $k_z > 0$). Hence for beams and pulses the time-dependent term in (13) vanishes. The magnetic helicity is thus conserved in this case and it reduces to (11).

Magnetic helicity is a familiar conserved quantity in plasma physics [57]. It has the remarkable property of giving a measure of the average linkage of field lines of $B$ [58–60]. This property was discovered when it was shown that in an ideal fluid with velocity field $v$, the conserved quantity $\int dV v \cdot \nabla \times v$ measures average linkage of vorticity lines [58]. When magnetic helicity is conserved it thus provides an interesting topological constraint on field dynamics. For electromagnetic waves, conserved magnetic helicity is particularly interesting when it is accompanied by knotted fields [63]. Electromagnetic waves with knotted field lines have been found in the case of pulses [55, 56, 61, 62], standing waves [63] and monochromatic beams [64]. In the pulse and beam cases the magnetic helicity of knotted $B$ fields is conserved. As can be seen from (12), the density associated with magnetic helicity is in general nonlocal in $B$.

As a consequence of electromagnetic duality, there is an electric helicity with corresponding properties. A combination of electric and magnetic helicity is conserved for all waves [14, 15, 27, 29, 31]. The associated density is in general nonlocal in $E$ and $B$.

Virasoro algebra in quantum optics

The previous examples were presented in a classical guise, but essentially the same results hold in the quantum case (modulo operator-ordering issues). We now give an example of a set of quantum optical conserved quantities that behave differently from their classical counterparts.

Consider a subset of the basic quantum conserved quantities $a(k)$, namely the subset corresponding to modes with $k = n\kappa \hat{z}$, where $n$ is a nonzero integer and $\kappa$ is any fixed wave number. In addition we take only one component of $a(n\kappa \hat{z})$, normalized to give the annihilation operator for these modes. We thus have a discrete set of linearly polarized one-dimensional modes, which would be obtained from periodic boundary conditions in $z$ with period $2\pi/\kappa$. We use the shortened notation $a_n$ for the annihilation operators of this set of modes. A suitable expression for the vector potential (1) when the only excitations considered are the restricted set of modes is

$$A(z, t) = \sum_{n = -\infty}^{\infty} \sqrt{\frac{\hbar}{4\pi \varepsilon_0 c A[z] n}} \left[ a_n e^{-i\kappa cz[n|t]} + a_n^\dagger e^{-i\kappa cz[n|t]} \right], \hspace{1cm} (14)$$

where $A$ is a cross-sectional area for the modes. The summation notation in (14) is a little sloppy as we excluded above the zero mode $n = 0$ in the sum; the quantization of this mode would require a term linear in time in $A(z, t)$ [65]. We have the operator algebra

$$[a_n, a_m^\dagger] = \delta_{nm}, \hspace{0.5cm} [a_n, a_m] = 0, \hspace{1cm} (15)$$

where here and in the following it is understood that there are no creation and annihilation operators for $n, m = 0$.

This system of quantum waves is familiar as a $(1+1)$-dimensional conformal field theory [65]. It has a set of conserved quantities known as the Virasoro generators, which are of great importance in conformal field theory but are perhaps not so widely recognised in quantum optics. To describe the Virasoro generators we introduce the standard notation [65]

$$\alpha_n = -i\sqrt{|n|} \left[ \theta(n)a_n - \theta(-n)a_n^\dagger \right], \hspace{1cm} (16)$$

$$\bar{\alpha}_n = -i\sqrt{|n|} \left[ \theta(n)a_n - \theta(-n)a_n^\dagger \right], \hspace{1cm} (17)$$

where $\theta(n)$ is the step function (recall that the $n = 0$ mode is absent). The main point of these definitions is that $\alpha_n$ ($\bar{\alpha}_n$) describe right-going (left-going) waves, as is seen by rewriting (14):

$$A(z, t) = \sqrt{\frac{\hbar}{4\pi \varepsilon_0 c A[z]}} \sum_{n = -\infty}^{\infty} \frac{i}{n} \left[ \alpha_n e^{-i\kappa c(z-t)} + \bar{\alpha}_n e^{-i\kappa c(z+t)} \right]. \hspace{1cm} (18)$$

We now have the algebra

$$[\alpha_n, \alpha_m] = n\delta_{n+m, m}, \hspace{0.5cm} [\bar{\alpha}_n, \bar{\alpha}_m] = n\delta_{n+m, m}, \hspace{1cm} (19)$$

$$[\alpha_n, \bar{\alpha}_m] = 0, \hspace{1cm} (20)$$

without the $n, m = 0$ case. For right-going modes, $\alpha_n$ are proportional to annihilation operators when $n > 0$ and to creation operators when $n < 0$, with $(\alpha_n)^\dagger = \alpha_{-n}$. Corresponding results hold for left-going modes and $\bar{\alpha}_n$.

The normal-ordered Poynting vector $-\mu c^{-1} : (\partial_t A)(\partial_A) :$ is an operator that is quadratic in the vector potential (13), and so it mixes right- and left-going modes. If we include only the right-going modes in the Poynting vector we obtain

$$\frac{\hbar c^2 \kappa^2}{2\pi A} \sum_{m = -\infty}^{\infty} L_m e^{-i\kappa c(t-z)}, \hspace{1cm} (21)$$

where we have defined

$$L_m = \frac{1}{2} \sum_{n = -\infty}^{\infty} : \alpha_{m-n} \alpha_n :. \hspace{1cm} (22)$$

We have in (21) the energy flux operator for right-going modes, written in terms of the Virasoro generators $L_m$ [65]. Although there is no $n = 0$ term in the vector potential (13), the energy flux (21) does have a static term from $m = 0$ in the
sum because there is an \( L_0 \) operator; this static term in (21) is of course the time-averaged energy flux. Note that the normal ordering in (22) is only relevant for \( L_0 \). It is easy to check that \( (L_m)^\dagger = L_{-m} \) so the right-going modes have a Hermitian energy flux (21). One defines another set of Virasoro generators \( L_m \) from the \( \tilde{a}_n \), which are relevant for the left-going modes. For readers unfamiliar with \( L_m \) it may be useful to see their relation to \( a_n \) and \( a_n^\dagger \) in a few cases:

\[
L_0 = \sum_{n=1}^{\infty} n a_n^\dagger a_n,
\]

(23)

\[
L_1 = \sqrt{1.2} a_1^\dagger a_2 + \sqrt{2.3} a_2^\dagger a_3 + \sqrt{3.4} a_3^\dagger a_4 + \ldots,
\]

(24)

\[
L_2 = -\frac{1}{2} a_1 a_1 + \sqrt{1.3} a_1^\dagger a_4 + \sqrt{2.4} a_2^\dagger a_4 + \ldots,
\]

(25)

\[
L_3 = -\sqrt{2} a_1 a_2 + \sqrt{1.4} a_1^\dagger a_4 + \sqrt{2.5} a_3^\dagger a_5 + \ldots,
\]

(26)

The classical version of (21) reveals the basic physical meaning of the Virasoro generators \( L_m \): up to a prefactor they are the complex amplitudes of the frequency components of the Poynting vector for right-going waves. The Virasoro generators are conserved quantities constructed from the basic conserved quantities \( a_n \) of the modes, and they form a closed algebra. To compute the commutators of the Virasoro generators one can appeal to (19), but there is a subtlety and the correct answer is [65]

\[
[L_m, L_n] = (m - n) L_{m+n} + \frac{1}{12} (m^3 - m) \delta_{m-n},
\]

(27)

where the final term is a central charge in the algebra. The central charge is a key quantity in conformal field theories and (27) is an important example where a quantum relation is not obtained from the classical one by mapping Poisson brackets to commutators. The central charge in (27) is absent in the classical case and the \( L_m \) are then the generators of the two-dimensional conformal group (in two dimensions the conformal group is infinite dimensional) [65]. The central charge is thus an example of a quantum anomaly, where a symmetry of the classical theory (in this case two-dimensional conformal symmetry) is broken in the quantum theory. For this reason the central charge in (27) is also called the conformal anomaly [65].

The proof of (27) is most elegantly given using complex analysis in an imaginary-time framework [65,66]. The only tricky issue, however, is that the central charge in [\( L_m, L_{-m} \)], and the correct value for this can be obtained more easily by considering the effect of \( L_m \) on the vacuum state [65]. The Jacobi identity applied to commutators of the \( L_m \) shows that any central charge in [\( L_m, L_{-m} \)] must take the form \( c_1 m^3 + c_2 m \), for constants \( c_1 \) and \( c_2 \) [67]. Moreover it is straightforward to verify that

\[
L_m \vert 0 \rangle = 0, \quad m \geq -1,
\]

(28)

where \( \vert 0 \rangle \) is the ground state (\( a_n \vert 0 \rangle = 0 \)), and also to verify that \( \langle 0 \vert L_2 L_{-2} \vert 0 \rangle = 1/2 \). As a result we find \( \langle 0 \vert [L_1, L_{-1}] \vert 0 \rangle = 0 \) and \( \langle 0 \vert [L_2, L_{-2}] \vert 0 \rangle = 1/2 \), and these two commutator expectation values are enough to determine the two unknowns \( c_1 \) and \( c_2 \) in the central charge [67].

We recall a few more well-known properties of the Virasoro generators [65]. They are raising and lowering operators for eigenstates of \( L_0 \). We see this from (27), which gives \( [L_0, L_n] = -n L_n \), so if \( L_0 \vert h \rangle = h \vert h \rangle \) then \( L_0 (L_n \vert h \rangle) = (h - n) (L_n \vert h \rangle) \). Moreover this last relation and (28) show that \( L_{-n} \vert 0 \rangle, n \geq 2 \), are (unnormalized) eigenstates of \( L_0 \), and the central charge appears in the norm of these states: \( |L_{-n} \vert 0 \rangle |^2 = \frac{1}{m} (m^3 - m) \). This last equation shows again the necessity of the central charge in the quantum theory: without it the states \( L_{-n} \vert 0 \rangle \), which are just superpositions of number states, would have zero norm. It can be seen from (23) that there is a high degree of degeneracy in the eigenstates of \( L_0 \), which are easy to write down as superpositions of number states.

The Poynting vector (21) is a wave and by measuring its complex amplitudes we measure the Virasoro generators. As with the electric field, it is convenient to introduce (Hermi-

\[
X_m = \frac{i}{2} (L_m + L_{-m}), \quad Y_m = -\frac{i}{2} (L_m - L_{-m}),
\]

(29)

where we take only \( m \geq 1 \) without loss of generality. From (27), the quadratures for a given frequency component obey the algebra

\[
[X_m, Y_m] = im L_0 + \frac{i}{4} (m^3 - m),
\]

(30)

giving the quadrature uncertainty relation

\[
\Delta X_m \Delta Y_m \geq \frac{m}{2} (L_0) + \frac{1}{48} (m^3 - m).
\]

(31)

This is a quantum uncertainty relation, but the last term comes from the central charge. Thus the Poynting vector for right-going waves can be said to have a quantum anomaly in its quadrature uncertainty relations.

The Poynting vector’s quadratures can in principle be measured and the quantum anomaly in (31) demonstrated. But the result (31) is based on a discrete set of modes, and all frequency components of the electric field that contribute to the relevant correlation functions must be included. For example, consider the Poynting-vector quadratures for the vacuum state. The vacuum expectation values of \( X_m \) and \( Y_m \) are zero but they have vacuum uncertainties \( \Delta X_m = \Delta Y_m = \sqrt{(m^3 - m)/4\sqrt{3}} \), and this case satisfies (31) with equality. For each \( m \), this vacuum noise in the quadratures has contributions from a finite number of electric-field frequencies, as can be seen from evaluating \( \langle 0 \vert X^2 \vert 0 \rangle \) explicitly using \( a_n \) and \( a_n^\dagger \). Thus, frequency components that are not excited in the state can still contribute to the relation (31). There is a somewhat similar phenomenon in quadrature measurements of the electric field using homodyne detection [68]. When the local oscillator is at a frequency for which there is no input beam, the resulting measurement can be related to the quadrature uncertainties for the vacuum state [68]. The situation with the Virasoro generators is more complex and in terms of the electric field it requires all the relevant discrete modes, and only those modes, to be probed.
A restriction to a discrete set of modes was made above. For beams with intrinsic angular momentum there is a natural discrete parameter in the modes, namely the integer labelling the angular momentum in the propagation direction. An example is a Bessel beam with an angular dependence $e^{i m \phi}$. Here one can choose one frequency for each $m$ to obtain a set of modes with a factor $e^{i(m \phi - m |\omega| t)}$, for some fixed $\omega_0$. We then have a discrete set of modes analogous to that chosen above, but the nontrivial mode functions (involving Bessel functions in this case) are awkward to deal with. An appropriate circular waveguide can be used to simplify the mode functions.

### V. CONCLUDING REMARKS

The existence of symmetries and conserved quantities in dynamical systems is universal and does not necessarily imply special or significant features. We have given a brief account of why electromagnetic waves carry an infinite number of conserved quantities. The treatment here has deliberately avoided any sophisticated mathematical analysis, as this is available elsewhere [2,3]. By viewing conserved quantities in terms of their most primitive constituents we gain insight into some well-known electromagnetic quantities such as intrinsic angular momentum and magnetic helicity. The point of view adopted here also allows us easily to see the presence of the Virasoro generators as conserved quantities in electromagnetism.

It is still not completely clear how many optical conserved quantities can be helpful in the design of structured light for specific purposes or simply to suggest new experiments. Given the enormous number of electromagnetic conserved quantities, this is perhaps not surprising. A range of theoretical tools can be expected to be useful in this area. The machinery used here has the benefit, and the drawback, of being very simple.
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