Error Sign Feedback as an Alternative to Pilots for the Tracking of FEXT Transfer Functions in Downstream VDSL
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With increasing bandwidths and decreasing loop lengths, crosstalk becomes the main impairment in VDSL systems. For downstream communication, crosstalk precompensation techniques have been designed to cope with this issue by using the collocation of the transmitters. These techniques naturally need an accurate estimation of the crosstalk channel impulse responses. We investigate the issue of tracking these channels. Due to the lack of coordination between the receivers, and because the amplitude levels of the remaining interference from crosstalk after precompensation are very low, blind estimation schemes are inefficient in this case. So some part of the upstream or downstream bit rate needs to be used to help the estimation. In this paper, we design a new algorithm to try to limit the bandwidth used for the estimation purpose by exploiting the collocation at the transmitter side. The principle is to use feedback from the receiver to the transmitter instead of using pilots in the downstream signal. It is justified by computing the Cramer-Rao lower bound on the estimation error variance and showing that, for the levels of power in consideration, and for a given bit rate used to help the estimation, this bound is effectively lower for the proposed scheme. A simple algorithm based on the maximum likelihood is proposed. Its performance is analyzed in detail and is compared to a classical scheme using pilot symbols. Finally, an improved but more complex version is proposed to approach the performance bound.
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1. INTRODUCTION

Future DSL systems such as VDSL (very high-bit-rate digital subscriber line) evolve towards shorter loops thanks to the increasing development of optical fiber infrastructure. This allows the use of higher bandwidths, typically from 10 to as high as 30 MHz for very short loops. At these high frequencies and low attenuation channels, the FEXT (far-end crosstalk) becomes the main degradation in the system, higher than additive noise. In order to overcome this issue, multiuser detectors can be designed [1] when the receivers are coordinated, that is, when the receivers have access to the signals coming from all the different lines. However, in typical downstream VDSL systems, the receivers will not be coordinated. For this reason, a number of precancellation techniques have been designed to decrease the effect of FEXT [2–4] using the coordination at the CO (central office) and assuming no coordination at the receiver side. These systems are quite different than in the MIMO wireless case because each receiver can only use the signal from its own line. So each receiver essentially sees a MISO channel. In addition, the physical characteristics of the VDSL channel ensure that the useful signal, which is the one transmitted on the line, is of much higher amplitude than the crosstalk. This also has to be taken into account in the design of the precanceller. For more information on the precancellation design, see previous references or [5–7].

All these precancellation schemes rely on a good estimation of the crosstalk channels between the various pairs of users (or equivalently pairs of lines). So the issue of crosstalk channel estimation has to be solved to be able to use those schemes. In this paper, we investigate the issue of tracking of these channel estimates. Copper wires generally have static channel impulse responses, but they can still vary slowly, for example, due to temperature changes. So in order to guarantee a constant behavior of the crosstalk mitigation technique, some kind of tracking of the channel estimates is necessary. Due to the lack of coordination between the CPEs (customer premise equipments, i.e., the users’ receivers), the downstream channel estimation appears to be a much more complicate task than the upstream channel estimation. So we focus on downstream in this paper. There are basically two characteristics of the system that make the downstream crosstalk channel estimation difficult. First, because of the non-coordination, each receiver can only use the signal from its own line to perform its estimation and has no information on the symbols transmitted to the other users. Furthermore, due to the presence of the crosstalk mitigation techniques, the power of the signal corresponding to the other users becomes very low at the receiver of one user. In other terms,
the crosstalk impulse responses that need to be tracked are of very low amplitude with respect to the noise. So the downstream channel estimation appears as the joint estimation of multiple channels of very low amplitude corresponding to multiple independent sources (the different users’ signal). This is a very difficult issue.

Blind techniques, such as the ones presented in [8, 9], are not practical in this context. They are useful for the estimation of the main transmission coefficient, that is, the direct transmission on the line itself. But concerning the crosstalk the low amplitude level with respect to the noise prevents from achieving reasonable performance. The easiest way to solve the problem would be to use a set of pilot symbols, sent periodically, to perform the tracking of the downstream channels at the CPEs. Many solutions exist in this framework [10, 11]. However, as the VDSL standards usually do not assume the use of preamble bits or periodically transmitted training sequences, it is necessary to use part of the useful bit rate as pilot symbols. In addition, the information about the estimates needs to be sent back to the CO periodically to perform an update of the crosstalk mitigating transmission scheme. So this may lead to a large amount of bit rate usage. In order to try to limit the quantity of bit rate needed for the tracking, we propose another method which takes advantage of the coordination that is present at the transmitter (CO).

The principle of the proposed algorithm (see Figure 1) is to send back to the CO some very limited amount of information about the signal received at the CPEs. Now thanks to the coordination at the CO, all symbols transmitted to all different lines are known, and that additional information can be used for the estimation. Furthermore, since the estimation is performed at the CO itself, feedback of the channel estimates is no longer needed. The algorithm is presented in this paper and it is compared through simulations to a simple solution using pilot symbols. It is shown that the proposed solution performs better for a given amount of bandwidth usage.

The issue of limiting the quantity of feedback for channel estimation has already been investigated in the MIMO wireless context in [12] and several other papers. However the problem considered here turns out to be very different. Indeed, in [12], the focus is on the feedback of the channel information to the transmitter. It is assumed that the estimation itself has been performed already. Here, the focus is on the estimation process and on limiting the total overhead (both pilots and feedback) associated with the estimation process.

Note that we consider a DMT-based transmission and we focus on a simple algorithm that is working on a per tone basis. So we do not take into account the correlation between the tones, but it could be done in the same way as it is done with pilot schemes [10, 11], by performing the estimation on a limited number of tones and then interpolating between the estimated tones using the correlation across frequencies. Besides, we do not make use of the samples available in the cyclic extension [13].

The paper is organized as follows. First, the system model and the issue investigated are described. In Section 3, the proposed algorithm is derived. In Section 4, the Cramer-Rao bound for the proposed structure is investigated and compared to the use of pilot symbols, in order to show that the proposed scheme is indeed potentially superior. In Section 5, the performance of the proposed scheme is analyzed both theoretically and with simulations. Finally, an improved, but more complex, algorithm is proposed in Section 6. The basic algorithm has already been presented in [14] and a few simulations results have been shown. In this paper, we additionally provide a theoretical justification based on the Cramer-Rao bound, we provide a more detailed analysis of the performance both analytically and with extensive simulations. Finally, we also show how the algorithm can be improved to approach the performance bound.

2. SYSTEM MODEL

We consider the estimation of the downstream crosstalk channels in a DSL environment. DMT modulation is assumed. It is also assumed that the cyclic prefix is long enough and the different users are transmitted synchronously from the CO so that the channel (including crosstalk) is free of intersymbol interference and intercarrier interference. Hence, for a given tone, the channel model is written as

\[
y' = Cx + n,
\]

where \( x \) and \( y' \) are the vectors of transmitted and received samples, respectively, for the different users (or equivalently, on

\footnote{The notation \( y' \) is used here because the actual observations used will be a slightly modified version of this (see later).}
the different lines), $C$ is the channel matrix, and $n$ is the vector of noise samples at the different receivers (CPEs). In this paper, we focus on one fixed tone. The same developments can be done independently for each tone (or a subset of the tones if the frequency-domain correlation is used). The additive noise is assumed to be Gaussian and white with independent elements. The noise variance for user (receiver) $i$ is denoted by $\sigma_n^2$. In the model (1), the diagonal elements of $C$ correspond to the line transmission (also called direct channel later in this paper), the off-diagonal elements correspond to crosstalk. We assume $N$ users, the channel matrix $C$ is thus $N \times N$. It must be noted that the channel model considered here is supposed to take into account all the operations from the DMT modulation, through the channel, and until the input of the decision device. This thus includes the channel shortening, the cyclic extension operations, possible equalization and may even incorporate, for instance, some alien crosstalk suppression schemes at the receiver. The precoder (or precanceller) can be viewed as an additional layer working on top of all these operations.

### 2.1. Precoder

Because the receivers (CPEs) are not collocated, each one of them can only use one received signal $y_i$ for detection and/or estimation purposes. In order to mitigate the effect of FEXT, it is assumed that the CO uses some kind of precoder. We assume a linear precoder as presented in [2] and later improved in [4].

The CO designs a matrix $F$ such that $CF$ is diagonal,

\[ F = C^{-1}C_d, \]  \hspace{1cm} (2)

where $C_d$ represents the diagonal matrix formed by keeping only the diagonal elements of $C$, and sends

\[ x = Fu \]  \hspace{1cm} (3)

on the different lines, where $u$ are the transmitted information symbols for the different users. Thanks to the precoder design, the received samples for one user suffer from little interference from other users. Regarding the transmitted symbols, it is assumed that all the users have the same transmitted power, and we therefore normalize the symbol variance to $\sigma_u^2 = 1$ for all users without loss of generality. The sizes of the user constellations are different however. They are adapted to the SNR (signal-to-noise ratio) available on the given tone by the various users, in such a way that the bit error rate is maintained below $10^{-7}$ for each user. In order to keep the symbols within the boundaries of the constellation, the extension to complex symbols is straightforward.

### 2.2. Initialization procedure and tracking issue

In this paper, we focus on the issue of tracking the crosstalk channel coefficients. Hence it is assumed that some initial estimate of the crosstalk channel has been obtained during the initialization phase. Here is a little description of a possible way of handling this initialization. First, the DMT initialization is performed. Then transmission can start at a lower rate, without any crosstalk cancellation, considering crosstalk as noise. During this first part, some coarse estimation of the crosstalk channel can be performed, for instance using pilot symbols. The method proposed here would also be able to perform this coarse estimation. However, for reasons explained later, it might not be as efficient in the initialization phase. The precoder can then be computed and transmission can start at the highest rate. Then, the channel is changing slowly, for example due to changes in temperature, or possibly due to changes in the alien crosstalk environment if such a cancellation scheme is used. Equivalently, the initial estimate might just be inaccurate. Therefore, the precoder might not diagonalize the channel perfectly and the remaining interference due to crosstalk might increase around the same power level as the additive noise, thereby decreasing the performance. Mathematically, this means that the matrix $CF$ in the received signal expression

\[ y = Cx + n = CFu + n \]  \hspace{1cm} (4)

is not perfectly diagonal. In order to update the precoder and recover a low level of interference, some estimation (or tracking) of the nondiagonal elements of this matrix is necessary. In the remainder of this paper, we call these values the interference coefficients. They correspond to the interference between lines that remains due to a mismatch between the precoder and the actual channel and are thus generally of low amplitude. We will refer to channel coefficients to denote the crosstalk coefficients of the channel (matrix $C$) before the precoder is applied.

### 3. PROPOSED ALGORITHM

#### 3.1. Algorithm derivation

In this section, the proposed estimation algorithm is derived in detail. The solution (Figure 1) investigated here is to allow a limited feedback from the various users about their received samples. This information is collected at the CO and the channel estimation is performed there. It is important to limit drastically the information that is sent back in order to keep an acceptable usage of the upstream bit rate. Even with a limited amount of feedback, and since the CO knows perfectly what was sent on the different lines (the samples $x$ and the symbols $u$), the channel estimation is possible.

It is first assumed that the direct channel coefficients (diagonal ones) are estimated perfectly at the receivers (this can be done easily with a decision-directed scheme since the power of the useful signal is high). After detection, the contribution of the corresponding user’s symbol is subtracted at the receiver, only remaining with the crosstalk interference and the noise. We call this quantity (crosstalk + noise) the symbol error. The receivers send back the sign of this symbol error, so that the smallest possible amount of the upstream bit rate is used: 1 bit. We focus on real-valued symbols here. The extension to complex symbols can easily be
done by splitting the complex values in real and imaginary parts, feeding back the sign of both quantities.

Mathematically, \(K\) DMT blocks are stacked up (still focusing on one tone only) in the following way:

\[
X = \begin{bmatrix} x^0 & \cdots & x^{K-1} \end{bmatrix},
\]

where \(x^k\) denotes the vector of transmitted samples for block \(k\). The matrices \(U, Y', \) and \(N\) are built similarly. \(K\) is the number of observations used by the algorithm. Since VDSL channels are varying slowly, this number can be quite large in practice. The channel model and precoding operations are rewritten as

\[
Y' = CX + N,
X = FU.
\]

At the receivers, the diagonal elements of \(CF\) are assumed to be estimated perfectly, and the symbols transmitted to the corresponding users are also assumed to be detected perfectly. Their contribution is then subtracted to obtain the so-called symbol errors

\[
\begin{align*}
Y &= Y' - \{CF\}_d U \\
&= (CF - \{CF\}_d) U + N \\
&= HU + N,
\end{align*}
\]

where the last line defines a new matrix \(H\) with zeros on the diagonal. We call it the interference matrix. It represents the residual interference at the output of the receiver in presence of the precoding scheme, and its elements are thus of low amplitude. The nondiagonal elements are the so-called interference coefficients. This is the matrix that will be estimated at the CO by the algorithm.

The algorithm is based on the ML (maximum likelihood) principle. We denote by \(Z = \text{sign}(Y)\), the set of received signs of the symbol errors coming from the different lines. They are the observations on which the estimation will be based. The error sign sample received from user \(i\) for block \(k\) is denoted by \(\hat{z}^k_i\) (similarly for \(y^k_i, u^k_i, \) and \(n^k_i\)). It is assumed that the noise variance of each receiver is known at the CO. This will be necessary in the computation of the algorithm as shown later. The noise variance at receiver \(i\) is denoted by \(\sigma^2_{n,i}\). The likelihood of a set of interference coefficients can be written as

\[
\Lambda(H) = \prod_{k=0}^{K-1} \prod_{i=0}^{N-1} P\left(\text{sign}(y^k_i) = z^k_i \mid H, U\right),
\]

where \(P(\text{sign}(y^k_i) = z^k_i \mid H, U)\) denotes the conditional probability on the value of some error sign sample, given the transmitted symbols and given the set of interference coefficients. Note that the estimation can be performed independently for each line as the interference coefficients related to one line only impact the received samples from the corresponding line. However, for generality, the matrix formalism is kept here. For one specific error sign sample, the probability is

\[
P(\text{sign}(y^k_i) = z^k_i \mid H, U) = Q\left(-\frac{\hat{h}^k_i u^k_i}{\sigma^2_{n,i}}\right),
\]

where \(h_i\) is the \(i\)th row of \(H, u^k\) is the \(k\)th column of \(U, \) and where

\[
Q(x) = \frac{1}{\sqrt{2\pi}} \int_x^\infty e^{-t^2/2} dt.
\]

The tracking algorithm is obtained by taking the derivate of the likelihood function, and performing a simplified steepest descent procedure. The gradient of the likelihood function is given by

\[
\frac{\partial \Lambda(H)}{\partial h_i} = \frac{\Lambda(H)}{2\pi \sigma^2_{n,i}} \sum_{k=0}^{K-1} z^k_i (u^k_i)^T \frac{e^{-(h^k_i u^k_i)^2/2\sigma^2_{n,i}}}{Q(-z^k_i h^k_i u^k_i/\sigma^2_{n,i})}.
\]

The proposed basic tracking algorithm computes the corresponding term of the gradient for each new received sample (each block \(k\)) and adapts the coefficients estimates in the direction of the gradient. In other words, it realizes the sum over \(k\) in (13) by adapting progressively for each new coming sample (except that the interference coefficient estimates \(h_i\) are changing slowly). It is important to keep the weightings that depend on the sample \(k\) (i.e., the big fraction) because it contains the information on the relative importance of each term of the gradient. The common factor can be removed of course, and incorporated in the stepsize. Finally, the following algorithm is provided:

\[
\hat{h}^k_{i+1} = \hat{h}^k_i + \mu z^k_i D \left( -\frac{z^k_i h^k_i u^k_i}{\sqrt{\sigma^2_{n,i}}} \right) \cdot (u^k)^T,
\]

where \(\hat{h}^k_i\) denotes the current estimate at block \(k\) of row \(i\) of the interference matrix \(H, \) \(\mu\) is the stepsize which can be chosen to tune the properties of the algorithm, and where

\[
D(x) = \frac{e^{-x^2/2}}{\sqrt{2\pi}Q(x)}.
\]

The tracking algorithm (14) appears to be similar to an LMS algorithm, or more precisely to the sign LMS [15]. However it is very different because, in the sign-LMS algorithm, the sign operation is taken on the “prediction error” computed between the observation \(y^k_i\) and the predicted version \(\hat{h}^k_i u,\) based on the estimation. In our case, the sign is directly applied on the symbol error \(y^k_i\) and the “prediction error” is not available. As can be seen in (14), it is replaced here by some more complicated expression. Consequently, the behavior and performance of this algorithm can be expected to be very different.

Finally, the ultimate goal is to adapt the precoder to the changes in the channel. To achieve this, the diagonal coefficients of the matrix \(CF\) (direct channel coefficients), which
are easy to estimate at the CPEs, have to be sent back periodically as well. This allows the CO to reconstruct $CF$ and hence $C$, and then to compute the new precoder with (2).

### 3.2. Comparison with pilot symbols

In order to verify the behavior of the proposed algorithm, it will be compared to an estimation method based on pilot symbols. We assume the use of an LMS algorithm at each receiver, using the different pilots to estimate the interference coefficients. Hence it is also an iterative algorithm but it is performed at the receivers instead of the CO. The adaptation can be written as

$$\hat{h}_i^{k+1} = \hat{h}_i^k + \mu_{LMS} \left( y_i^k - \hat{h}_i^k u_i^k \right) (u_i^k)^T. \tag{16}$$

The symbols $u_i^k$ are the pilots. Now, the purpose of the comparison is to evaluate which algorithm consumes the smallest amount of bit rate for the estimation purpose, or equivalently, which has the best performance for a given bit rate usage. Hence the bit rate usage of the two different methods is computed in this section. The proposed algorithm uses one bit of the upstream for each feedback of a symbol error. So, for $K$ transmitted symbols and $N$ users, the bit rate usage of the proposed method for the estimation of all the coefficients is $KN$ bits. The LMS solution using pilots consumes the downstream bit rate of the pilots, as well as some additional upstream bit rate needed to feedback the value of the estimated channel coefficients. Here we neglect this feedback, but this is of course an additional overhead with respect to the proposed method. The downstream bit rate used by the pilots actually depends on the constellation size of the symbols they replace, and thus on the SNR of the corresponding tone for the different users. If we denote by $b_i$ the number of bits that could be transmitted on the tone of interest for user $i$, and by $K_{LMS}$ the number of pilot symbols transmitted, the total amount of downstream bit rate used by the pilots is $K_{LMS} \sum_{i=0}^{N-1} b_i$. It is assumed that the consumed bit rates on upstream and on downstream are treated equally. Then, a fair comparison between the two methods can be done when the same number of bits is consumed in both cases (i.e., one precoder update), that is, when $KN = K_{LMS} \sum_{i=0}^{N-1} b_i$. So in practice, the number of symbols $K$ will be higher in the proposed method (constellation sizes can go up to 1024 depending on the available SNR on the corresponding tone). The actual bit rate usage for the estimation purpose is of course dependent on the update rate of the crosstalk model, which will be the same for the two methods and has no further influence on the performance.

As an additional comment, it can be pointed out that a system where the symbol errors $y_i^k$ are fed back in full precision to the transmitter would actually have access to the same information as the system using pilot symbols (except that the information is available at the transmission side instead of the receiving side). Such a system would therefore be able to provide equal performance than estimation methods based on pilots. However, the feedback in full precision is much more demanding in terms of consumed bit rate than the same amount of pilots (unless the constellation sizes are very high) and such a system is thus not worthwhile in practice.

### 4. Cramer-Rao Bound

In this section, the CRB (Cramer-Rao lower bound) associated with the proposed estimation structure (i.e., using the sign feedback) is investigated. Then, it is compared to the CRB of the estimation performed using pilot symbols. The objective is to show that, for a fixed number of bits used (as either feedback or pilot symbols), and in presence of high noise, the proposed structure has a higher potential than the pilot-based estimation (the CRB is lower). This thus provides a theoretical justification for the proposed approach.

Regarding the CRB computation, the two basic differences between the two schemes are the following.

(i) The “sign” scheme only uses the sign of the observations while the “pilot” scheme can use the full observations $y$ to make the estimations.

(ii) In counterpart, the “pilot” scheme needs to transmit pilots instead of full symbols, corresponding to multiple bits, while the “sign” scheme only uses one bit per symbol in feedback (see previous section).

As in our case the observation interval is long, the so-called modified CRB (MCRB) can be used [16] and provides a very good approximation to the true CRB. For the estimation of some set of parameters $\Theta$, using observations $y$ and with a set of nuisance parameters $U$, the modified Cramer-Rao lower bound on the variance of any unbiased estimator for one parameter $\theta_m$ is given by

$$\frac{\sigma^2_{\theta_m}}{E_n[\mathbb{E}_n[\partial^2 \ln P(y | \Theta, U)/\partial \theta_m^2]]} \leq 1, \tag{17}$$

where $E_n[\cdot]$ denotes the expectation with respect to the noise. This is a lower bound looser than the true CRB. But when the number of observations is very large as it is the case here, it gets tight thanks to the fact that the Fisher information matrix is almost diagonal and tightly distributed.

#### 4.1. Modified CRB for pilot symbols

We first compute the MCRB for the simple pilot scheme. This corresponds to a classical DA (data aided) scheme. The model (9) applies, but we focus on one row of $H$ only:

$$y_i = h_i U + n_i, \tag{18}$$

where $y_i$ denotes the row vector obtained from $Y$ by taking only the received samples for user $i$. Assuming the noise is...
white and Gaussian, it follows that

\[
P(y_i | h_i, U) = \prod_{k=0}^{K_{\text{LMS}}-1} \frac{1}{\sqrt{2\pi \sigma_{n,i}^2}} e^{-\frac{1}{2}\left(\frac{y_i^k}{\sigma_{n,i}^2}\right)^2},
\]

\[
\frac{\partial^2 \ln P(y_i | h_i, U)}{\partial h_{i,m}^2} = -\frac{1}{\sigma_{n,i}^2} \sum_{k=0}^{K_{\text{LMS}}-1} (u_m^k)^2.
\]

Finally, the lower bound is obtained as

\[
\sigma_{h,m}^2 \geq \frac{\sigma_{n,i}^2}{K_{\text{LMS}}\sigma_{u}^2} \triangleq \sigma_{h,m,\text{min, pilot}}^2,
\]

where \( h_{i,m} \) denotes the element of \( H \) on the \( i \)th row and the \( m \)th column, and where \( \sigma_u^2 \) denotes the symbol variance, normalized to \( \sigma_u^2 = 1 \) in this paper.

### 4.2. Modified CRB for the proposed scheme

For the proposed scheme, the channel model is again given by (9) and the observations used at the CO for the estimation are \( Z = \text{sign}(Y) \). We focus on one row of the interference matrix (i.e., on one user \( i \) only). For simplification of the equations, we define the normalized interference coefficients for row \( i \) as

\[
\bar{h}_i \triangleq \frac{h_i}{\sqrt{\sigma_{n,i}^2}}.
\]

Note that they are just used for notation, we are of course still interested in the variance on the estimation of the true interference coefficients.

The probability distribution of the observations is written as

\[
\ln P(z_i | h_i, U) = \sum_{k=0}^{K-1} \ln \left[ \frac{1}{Q(\cdot)} \right] \left( z_i^k\bar{h}_i u^k \right).
\]

Then

\[
\frac{\partial^2 \ln P(z_i | h_i, U)}{\partial h_{i,m}^2} = \sum_{k=0}^{K-1} \frac{(u_m^k)^2}{\sigma_{n,i}^2} D(\cdot) \cdot \left[ z_i^k\bar{h}_i u^k + D(\cdot) \right],
\]

\[
\mathcal{E}_n \left[ \frac{\partial^2 \ln P(z_i | h_i, U)}{\partial h_{i,m}^2} \right] = \mathcal{E}_u \left[ \frac{(u_m^k)^2}{\sigma_{n,i}^2} \right]
\]

\[
= K \mathcal{E}_u \left[ \frac{(u_m^k)^2}{\sigma_{n,i}^2} e^{-\frac{1}{2}\left(\frac{|z_i^k\bar{h}_i u^k|}{\sigma_{n,i}^2}\right)^2} \right] \mathcal{E}_n \left[ \frac{z_i^k}{Q(\cdot)} \right] + \mathcal{E}_n \left[ \frac{1}{Q(\cdot)} \right].
\]

Computing the expectations

\[
\mathcal{E}_u \left[ \frac{z_i^k}{Q(\cdot)} \right] = \frac{P(z_i^k = 1 | h_i, u^k)}{Q(\cdot)} + \frac{P(z_i^k = -1 | h_i, u^k)}{Q(\cdot)}
\]

\[
= 1 - 1 = 0,
\]

\[
\mathcal{E}_n \left[ \frac{1}{Q(\cdot)} \right] = \frac{1}{Q(\cdot)} + \frac{1}{Q(\cdot)}.
\]

The modified CRB is thus

\[
\sigma_{h,m,\text{min, sign}}^2 \triangleq \mathcal{E}_u \left[ \frac{(u_m^k)^2}{\sigma_{n,i}^2} e^{-\frac{1}{2}\left(\frac{|z_i^k\bar{h}_i u^k|}{\sigma_{n,i}^2}\right)^2} \right] \mathcal{E}_n \left[ \frac{z_i^k}{Q(\cdot)} \right] + \mathcal{E}_n \left[ \frac{1}{Q(\cdot)} \right].
\]

where \( u \) is a random vector of transmitted symbols for one block. The expectation in (26) is not tractable analytically so it is computed numerically. It must be noted that it is clearly dependent on the various parameters: the constellation sizes of the different users, the interference coefficients themselves, and of course the noise variance. Now, another interesting value to compute is the gain (or loss) of our method with respect to the use of pilot symbols. It can be done by computing the ratio between the two CRBs. Since the symbol variance can be assumed equal to 1 without loss of generality, it follows that

\[
G_{i,m} \triangleq \frac{\sigma_{h,m,\text{min, pilot}}^2}{\sigma_{h,m,\text{min, sign}}^2},
\]

\[
= \mathcal{E}_u \left[ \frac{(u_m^k)^2}{\sigma_{n,i}^2} \right] \frac{1}{D(\cdot) + D(-\cdot)}.
\]

This represents the “gain” of the proposed method (using sign feedback) with respect to the use of pilot symbols for the estimation of interference coefficient \( h_{i,m} \) for an identical number of symbols sent (i.e., for fixed \( K = K_{\text{LMS}} \)). The gain is dependent on the interference coefficients and may be different for all coefficients \( h_{i,m} \). As defined here, the gain should be always smaller than 1 since the pilot scheme has always more information available. However, as mentioned earlier a fair comparison should be done for an identical number of bits used. In that case, the gain becomes

\[
G_{i,m, \text{fixed # bits}} = \frac{\sum_{i=0}^{N-1} b_i}{N},
\]

where \( b_i \) is the number of bits sent for user \( i \).
The gain (28) and the MCRB are evaluated in this section.

4.3. Comparison

Both are however dependent on the true interference coefficients. Mathematically, it is assumed that the interference coefficients are Gaussian distributed, but are then proportionally corrected to satisfy $\sum_m h_{i,m}^2 = P_{\text{interf}}$ for some constant power of interference $P_{\text{interf}}$. Figure 2 shows the average gain (28) of the proposed (sign) scheme as a function of the noise variance $\sigma_n^2$. For a given bit rate usage, a well-designed estimator is likely to perform better in the proposed scheme than with pilot symbols. This confirms the results obtained previously. The figure also shows that the interest of the proposed structure is limited to situations were the interference is about the same level as the noise or lower. For high interference-to-noise ratio, the traditional pilot schemes are likely to perform better.

For illustration, Figure 3 shows the MCRB (variance) of the proposed (sign) scheme as a function of the noise variance for a given set of interference coefficients.

5. EVALUATION OF PERFORMANCE

5.1. Relation between estimation variance and transmission performance

One drawback of the Cramer-Rao bound is that it provides a performance evaluation of the channel estimation in terms of error variance. But, in practice, the purpose of our estimation is to be able to compute a refined precoder and finally get better SNIRs for transmission on the different lines. So, in this section, we show how to relate the estimation performance, in terms of variance, to the achievable SNIRs on the different lines after the refined precoding. This is done using a few assumptions, and it is later shown by simulations that the obtained relation is closely followed.

The precoder may be written as

$$F = \hat{C}^{-1}\hat{C}_d,$$  \hspace{1cm} (29)

where $\hat{C}$ is the estimation of the channel matrix $C$ available at the transmitter. We write

$$\hat{C} = C + EF_{\text{old}}^{-1},$$  \hspace{1cm} (30)

where $E$ is the estimation error matrix on the interference matrix $H$, and $F_{\text{old}}$ is the old precoder, needed to compute the estimate of the channel matrix $C$ from the estimate of the interference matrix. It is assumed that the error matrix $E$ is a zero mean Gaussian random matrix with i.i.d. elements having variance $\sigma_E^2$. Although the proposed estimation scheme may result in correlation between the errors, it is reasonable to assume that, using a large number of samples, this correlation may vanish. The estimation error variances may also not be the same for the different interference coefficients, but in practice, it appears that the differences are not large, so this approximation is acceptable. This is confirmed by the simulation results and partly by the performance analysis in the next section. The inverse of $\hat{C}$ is approximated as

$$\hat{C}^{-1} \approx C^{-1} - C^{-1}EF_{\text{old}}^{-1}C^{-1}.$$  \hspace{1cm} (31)

So the vector of received samples is

$$y' = CFu + n = \hat{C}_d u - EF_{\text{old}}^{-1}C^{-1}\hat{C}_d u + n$$  \hspace{1cm} (32)

---

3 Note that because the MCRB is inversely proportional to the gain (28), we actually compute the inverse of the average of the inverse of the gains—that is, the so-called harmonic mean. It provides a slightly lower value than a direct average of the gain. Also note that, for a given ratio, the gains corresponding to the various channel realizations usually differ only by 1-2 dB from the mean value.

4 Or, in a more general context, the power of the signal for which the channel needs to be estimated.
and the vector of symbol estimates at the receivers is
\[ \hat{\mathbf{u}} = \mathbf{C}_d^{-1} \mathbf{y}' = (\mathbf{I} - \mathbf{C}_d^{-1} \mathbf{EF}_\text{old} \mathbf{C}_d^{-1} \mathbf{C}_d) \mathbf{u} + \mathbf{C}_d^{-1} \mathbf{n}. \] (33)

There is an additional ISI term
\[ \mathbf{u}_{\text{SI}} = \mathbf{C}_d^{-1} \mathbf{EF}_\text{old} \mathbf{C}_d^{-1} \hat{\mathbf{C}}_d \mathbf{u}. \] (34)

Thanks to the independence of the estimation errors on the different interference coefficients, it can be shown that the ISI covariance matrix \( \mathbf{R}_{\text{SI}} = \mathbf{E} [\mathbf{u}_{\text{SI}} \mathbf{u}_{\text{SI}}^T] \) is diagonal (i.e., the ISI terms are not correlated). Indeed, using the i.i.d. assumption on the elements of \( \mathbf{E} \), it can easily be shown that, for any matrix \( \mathbf{A} \),
\[ \mathbf{E} [\mathbf{E} \mathbf{A} \mathbf{E}^T] = \sigma_r^2 \text{Tr} [\mathbf{A}] \mathbf{I}, \] (35)
where \( \mathbf{I} \) is the identity matrix. Since the symbols from the different users are also assumed independent, with fixed symbol variance \( \sigma_u^2 \), the covariance matrix of the ISI is
\[ \mathbf{R}_{\text{SI}} = \sigma_u^2 \sigma_n^2 \text{Tr} \left[ \mathbf{F}_\text{old}^{-1} \mathbf{C}_d^{-1} \hat{\mathbf{C}}_d \mathbf{C}_d^{-1} \mathbf{F}_\text{old}^{-T} \right] \mathbf{C}_d^{-1} \mathbf{C}_d^{-T}. \] (36)

It is a diagonal matrix. Now, in order to compute (36), the estimations are replaced by the true value, and furthermore, due to the diagonal dominance of the channel matrix \( \mathbf{C} \), the trace in (36) is well approximated by \( N \). So, finally,
\[ \mathbf{R}_{\text{SI}} \approx N \sigma_u^2 \sigma_n^2 \mathbf{C}_d^{-1} \mathbf{C}_d^{-1} \mathbf{C}_d^{-1} \mathbf{C}_d^{-T}. \] (37)

This provides the power of interference present after the update of the precoding on the different lines when the interference coefficients (before they are updated) are estimated with a variance \( \sigma_r^2 \). The value of the power provided by (37) is normalized for a useful signal of power \( \sigma_u^2 \). It can thus be directly translated in terms of SIR or SNIR.

### 5.2. Steady-state performance analysis

In this section, we investigate the performance of the algorithm itself. Thanks to the relation given in the previous section, it is now sufficient to investigate the performance of the proposed adaptive algorithm in terms of the error variance \( \sigma_e^2 \). The steady-state error variance is computed in this section, using a method similar to [15]. Let us consider only one line here, so the subscript \( i \) (user index) is temporarily dropped for legibility. First, the following definition of the estimation error vector is used
\[ \tilde{\mathbf{h}}^k = \hat{\mathbf{h}}^k - \mathbf{h}. \] (38)

The adaptation rule (14) is obviously unchanged when it is written for \( \tilde{\mathbf{h}}^k \) instead of \( \hat{\mathbf{h}}^k \). The square norm of the adaptation rule (in \( \tilde{\mathbf{h}}^k \)) is written:
\[ \|\tilde{\mathbf{h}}^{k+1}\|^2 = \|\tilde{\mathbf{h}}^k\|^2 + 2\mu z^k D\left(-\frac{z^k\tilde{\mathbf{h}}^k\mathbf{u}^k}{\sigma_n}\right)\tilde{\mathbf{h}}^k\mathbf{u}^k + \mu^2 D^2\left(-\frac{z^k\tilde{\mathbf{h}}^k\mathbf{u}^k}{\sigma_n}\right)\|\mathbf{u}^k\|^2. \] (39)

Then, the expectation is taken. In steady state, it is assumed that \( \mathbf{E}[\|\tilde{\mathbf{h}}^k\|^2] = \mathbf{E}[\|\mathbf{h}^{k+1}\|^2] \), so it follows that
\[ \mathbf{E} \left[ z^k D\left(-\frac{z^k\tilde{\mathbf{h}}^k\mathbf{u}^k}{\sigma_n}\right)\tilde{\mathbf{h}}^k\mathbf{u}^k \right] = -\frac{\mu}{2} \mathbf{E} \left[ D^2\left(-\frac{z^k\tilde{\mathbf{h}}^k\mathbf{u}^k}{\sigma_n}\right)\|\mathbf{u}^k\|^2 \right]. \] (40)

This expectation is taken over all noise samples and all symbols. Clearly, \( \tilde{\mathbf{h}}^k \) is influenced by all past noise samples and past symbols. But only \( z^k \) is dependent on the noise at the current time \( n^k \). So the expectation can be first carried out with respect to the \( n^k \) with fixed \( \tilde{\mathbf{h}}^k \) and \( \mathbf{u}^k \):
\[ \mathbf{E}_n \left[ z^k D\left(-\frac{z^k\tilde{\mathbf{h}}^k\mathbf{u}^k}{\sigma_n}\right)\tilde{\mathbf{h}}^k\mathbf{u}^k \right] = Q\left(-\frac{\mathbf{h}^k}{\sigma_n}\right) D\left(-\frac{\tilde{\mathbf{h}}^k\mathbf{u}^k}{\sigma_n}\right) - Q\left(\frac{\mathbf{h}^k}{\sigma_n}\right) D\left(\frac{\tilde{\mathbf{h}}^k\mathbf{u}^k}{\sigma_n}\right). \] (41)

Now, it is assumed that \( \tilde{\mathbf{h}}^k = \hat{\mathbf{h}}^k + \mathbf{h} \) is close to \( \mathbf{h} \) and a Taylor approximation is applied around the true interference coefficients such that
\[ D\left(\tilde{\mathbf{h}}^k\mathbf{u}^k\right) \approx D\left(\mathbf{h}^k\mathbf{u}^k\right) + \mathbf{h}^k\mathbf{u}^k D\left(\frac{\tilde{\mathbf{h}}^k\mathbf{u}^k}{\sigma_n}\right) \] (42)
where \( D(x) \) denotes the derivative of \( D(x) \). It follows, after some simple computations, that
\[ \mathbf{E}_n \left[ z^k D\left(-\frac{z^k\tilde{\mathbf{h}}^k\mathbf{u}^k}{\sigma_n}\right)\tilde{\mathbf{h}}^k\mathbf{u}^k \right] = -\mathbf{h}^k\mathbf{u}^k e^{-\left(\mathbf{u}^k\mathbf{h}^k\right)/2\sigma_n^2} \mathbf{D} - \frac{\mathbf{h}^k}{\sigma_n} D\left(\frac{\mathbf{h}^k}{\sigma_n}\right) + D\left(\frac{\mathbf{h}^k}{\sigma_n}\right). \] (43)

On the other hand,
\[ \mathbf{E}_{\sigma} \left[ D^2\left(-\frac{z^k\tilde{\mathbf{h}}^k\mathbf{u}^k}{\sigma_n}\right)\|\mathbf{u}^k\|^2 \right] \approx Q\left(-\frac{\mathbf{h}^k}{\sigma_n}\right) D^2\left(-\frac{\mathbf{h}^k}{\sigma_n}\right) + Q\left(\frac{\mathbf{h}^k}{\sigma_n}\right) D^2\left(\frac{\mathbf{h}^k}{\sigma_n}\right) \] (44)
by assuming \( \tilde{\mathbf{h}}^k \approx \mathbf{h} \). Finally, by inserting (43) and (44) into (40), the following is obtained:
\[ \mathbf{E} \left[ z^k D\left(-\frac{z^k\tilde{\mathbf{h}}^k\mathbf{u}^k}{\sigma_n}\right)\tilde{\mathbf{h}}^k\mathbf{u}^k \right] = -\frac{\mu}{2} \mathbf{E} \left[ e^{-\left(\mathbf{u}^k\mathbf{h}^k\right)/2\sigma_n^2} \mathbf{D} - \frac{\mathbf{h}^k}{\sigma_n} D\left(\frac{\mathbf{h}^k}{\sigma_n}\right) + D\left(\frac{\mathbf{h}^k}{\sigma_n}\right) \right] \right| \left. = \mathbf{E} \left[ e^{-\left(\mathbf{u}^k\mathbf{h}^k\right)/2\sigma_n^2} \mathbf{D} - \frac{\mathbf{h}^k}{\sigma_n} D\left(\frac{\mathbf{h}^k}{\sigma_n}\right) + D\left(\frac{\mathbf{h}^k}{\sigma_n}\right) \right] \right| \left. \|\mathbf{u}^k\|^2 \right]. \] (45)

\(^5\) It is not necessary this time to use a Taylor approximation because the Taylor correction is much smaller than the 0-order value.
Now since $\tilde{h}^k$ only depends on past noise samples and symbols $u_k$, it is independent of $u^k$, and the relation can be rewritten as

$$E \left[ \frac{1}{\sigma_n^2} \tilde{h}^k e^{i(\bar{h} u^k)^2/2\sigma_n^2} \right] \left[ D \left( -\frac{h u^k}{\sigma_n} \right) + D \left( \frac{h u^k}{\sigma_n} \right) \right] u^k(u^k)^T \tilde{h}^k = \mu^2 E \left[ e^{-\left(\bar{h} u^k\right)^2/2\sigma_n^2} \right] \left[ D \left( -\frac{h u^k}{\sigma_n} \right) + D \left( \frac{h u^k}{\sigma_n} \right) \right] u^k \mid u^k \mid^2. \quad (46)$$

Thanks to the approximations, most of the expectations remaining are taken on $u^k$ only ($h$ is the true interference vector and is fixed), which is much more tractable. Note that the inner expectation on the left-hand term is a matrix while the expectation on the right-hand term is a scalar. This matrix equation, for a fixed interference vector, characterizes the behavior of the various estimates in steady state. Defining the covariance matrix of the estimation error (the superscript $k$ is dropped because it corresponds to the steady-state behavior, but we reintroduce the subscript $i$ corresponding to the line of interest),

$$R_{e,i} = E \left[ \left( \tilde{h}^n \right)^T \tilde{h}^n \right], \quad (47)$$

and defining

$$A_{1,i} = E_u \left[ \frac{e^{-\left(\bar{h} u\right)^2/2\sigma_n^2}}{\sqrt{2\pi}} \left( D(-\bar{h} u) + D(\bar{h} u) \right) u(u)^T \right], \quad (48)$$

$$a_{2,i} = E_u \left[ \frac{e^{-\left(\bar{h} u\right)^2/2\sigma_n^2}}{\sqrt{2\pi}} \left[ D(-\bar{h} u) + D(\bar{h} u) \right] \mid u \mid^2 \right], \quad (49)$$

the matrix equation (46) can be rewritten in the simpler form

$$\text{Tr} \{ R_{e,i} A_{1,i} \} = \frac{\mu \sqrt{\sigma_n^2}}{2} a_{2,i}. \quad (50)$$

It is readily seen that the definitions (48) and (49) are very similar to the gain definition (27). We have

$$A_{1,i} \approx \text{diag} \left( \left[ G_{i0} \cdots G_{iN-1} \right] \right), \quad (51)$$

where $\text{diag}(\cdot)$ denotes the diagonal matrix formed with the given elements. The matrix $A_{1,i}$ can be shown to be approximately diagonal, although the nondiagonal elements are not exactly zero. The diagonal elements are the gains defined in (27). Furthermore,

$$a_{2,i} = \frac{N-1}{m=0} G_{i,m}. \quad (52)$$

In practice, both $R_{e,i}$ and $A_{1,i}$ are approximately diagonal, so the nondiagonal elements can be neglected in (50), and the...
performance can finally be described by
\[
\sum_{m=0}^{N-1} G_{i,m} \sigma_{e,i,m}^2 = \frac{\mu}{2} \sum_{m=0}^{N-1} G_{i,m} \sigma_{e,i}^2
\]  
where \( \sigma_{e,i,m}^2 \) is the estimation error variance for interference coefficient \( h_{i,m} \). If we further assume that all the estimates corresponding to one line \( i \) have the same error variance, it follows that
\[
\sigma_{e,i}^2 = \frac{\mu}{2} \sigma_{h,i}^2
\]
So, finally, we obtain a very simple expression of the estimation error variance that can be achieved by the algorithm. As we can see, the assumption made in the previous section that the estimation error variances of all interference coefficients are equal between the different lines (\( \sigma_{e,i}^2 \) equal for all \( i \)) is coherent with this result if the noise variances at the various CPEs are the same. The analysis does not provide any justification for the assumption that the estimation error variances are equal within one line \( i \) as (53) only provides information about the sum (or a weighted sum) of the variances for that line. However, this assumption was verified to be acceptable by simulations.

### 5.3. Simulation results

The simulations are performed for \( N = 5 \) lines, and hence 4 interfering users. The insertion loss and FEXT transfer functions used here come from a set of measurements conducted by France Telecom R&D, which include both the amplitude and phase. A detailed analysis of the measurements is given in [17]. The values used here correspond to a cable of length 300 m, and a tone at frequency around 10 MHz. The other parameters are set according to the standards [18, 19]: the transmitted PSD is limited at \(-60 \) dBm/Hz and the noise PSD is \(-140 \) dBm/Hz. However, in order to consider different SNR situations, various values around \(-140 \) dBm/Hz will be considered. For the computation of the constellation sizes, a target error probability of \(10^{-7} \) is considered with a coding gain of 3 dB and a noise margin of 6 dB.

The first set of simulations aims at comparing the average performance of the proposed method with a classical LMS method. The stepsizes for the proposed algorithm and for the LMS are adjusted so as to provide similar convergence speeds. Several noise variances are investigated. For each one, a set of 1000 simulations is run. Each simulation uses a block of \( K = 60,000 \) symbols. The output of the algorithm is taken at the end of the \( K \) blocks and the performance (in terms of the estimation error, SIR and SNIR) is averaged over the 1000 simulations. Note that the constellation sizes are always adjusted according to the available SNR on the line. Figure 4 provides the estimation error variance, averaged over all coefficients, for various noise variances (solid line). It is compared to the performance of the LMS using pilots for the same simulation setup (dashed line) but, for a fair comparison, with a lower \( K_{\text{LMS}} \) (see Section 3.2). The results are presented as a function of the ratio between \( P_{\text{interf}} = \sum_m h_{i,m}^2 \) and \( \sigma_e^2 \), that is, an interference-to-noise ratio. It is clear that, for low interference-to-noise ratio, the proposed method provides better performance. On the contrary, when the ratio becomes large (the noise is low or the power of interference too high), the algorithm does not perform well with respect to the LMS algorithm. The reason is that, for lower noise, the sign of the symbol error no longer provides enough information on the amplitude of the interference coefficients.

In conclusion, this algorithm is well suited when the noise is approximately of the same amplitude as the remaining interference from crosstalk. So this is perfectly suited to the issue of interest, since, because of the precoding, the interference coefficients that we try to estimate are usually lower than the noise.

For the same set of simulations, Figure 5 shows the performance of the transmission after computing a new precoder with the available estimations. The average SIR (signal-to-interference ratio) and the average SNIR (signal-to-noise-and-interference ratio) before and after the updated precoder are compared. The bottom curve is always the value before the updated precoder and the top curve is the corresponding result after the updated precoder. The results are presented as a function of the SNR that would be available if the interference was totally removed. The figure shows the good performance obtained by the estimation technique. The resulting precoder decreases the interference to at least 10 dB below the noise. Using the SNIR, the corresponding throughput loss for the given tone can be computed for both methods—the proposed one and the LMS method using pilots. As expected, the proposed method brings some gain when the interference-to-noise ratio is low. The bit rate loss can be up to 3-4 times
lower. This bit rate loss is given in Figure 6 using, as an example, a system with 4096 tones and 20 MHz bandwidth. For these values, the throughput on the studied tone would be on the order of 50–100 kbps depending on the noise variance.

Now, these simulation results can be compared to the analytical developments presented in Section 5. First, the relation (37) between the error variance \( \sigma^2_{e} \) (averaged over all interference coefficients) and the corresponding achievable SIR after precoding needs to be verified. For the set of simulations described above, using the error variance from Figure 4 and putting it into (37), the results, in terms of SIR, are provided in Figure 7. It shows a very good correspondence with the averaged SIR from Figure 5 obtained through the simulations by actually computing the precoder for each channel estimation.

Then, we can compare the analytical evaluation (54) of the estimation error variance \( \sigma^2_{e} \) to the simulations. Figure 4 shows the theoretical error variance from (54) in dotted lines. It appears that the prediction provides a very good approximation of the achievable estimation error variance. The difference is probably due to non-steady-state behavior. As a matter of fact, the stepsize is usually taken as the smallest value that provides a good convergence on the limited number of samples \( K \) available. Hence, even though the convergence is acceptable, the steady-state behavior is usually not reached on that limited number of samples.

Another assumption on these would only change the results by a fixed factor.

It is interesting to note that, for fixed stepsizes, the error variance for the proposed algorithm is proportional to the square root of the noise variance (54) while the error variance of the LMS is directly proportional to the noise variance [15]. This is predicted by the analytical results and is very well verified in the simulations: the two curves are almost straight lines with different slopes. This behavior also explains why the proposed method is mainly attractive for a low interference-to-noise ratio.

6. ITERATIVE APPROXIMATE ML ALGORITHM

The biggest drawback of the adaptive algorithm presented above is the necessity to adequately choose the stepsizes. As in any LMS-like algorithm, the performance is sensitive to the choice of the stepsize \( \mu \), see (54), and the error variance can be reduced by decreasing \( \mu \). However the convergence speed is also dependent on the stepsize, and decreasing it tends to slow down the convergence of the algorithm. Hence, the achievable performance is usually still several dB from the CRB due to the fact that the convergence has to be assured on a limited number of samples.

In order to achieve better performance, a block algorithm is presented in this section. The principle is to try to approach the true ML estimate of the interference coefficients given the entire blocks of \( K \) symbols. So, instead of simplifying the steepest descent algorithm, as it is done in Section 3, the full gradient, involving the summation over all \( K \) observations is used at each step in the iteration. The iterative algorithm can
simply be written as
\[
\hat{h}_{i}^{n+1} = \hat{h}_{i}^{n} + \sum_{k=0}^{K-1} \mu z_{k}^{n} D \left( -\frac{z_{k}^{n} h_{i}^{n} u_{k}}{\sigma_{n,i}^{2}} \right) (u_{k})^{T}.
\] (55)

Note that, now, for each iteration \( n \), the summation is done over all \( k \). The stepsize can be kept the same as in the LMS-like adaptive algorithm from Section 3. The LMS-like algorithm can be used once on the whole block to provide the initial estimate of the iterative ML algorithm.

The simulations show that this algorithm usually converges in approximately 10 iterations. The convergence can easily be observed through the amplitude of the corrections. Figure 8 shows the results (error variance) of the iterative ML procedure, with 10 iterations following the initial estimation based on the adaptive LMS-like algorithm. It appears that the results are very close to the CRB, as could be expected from an ML algorithm using a large number of observations \( K \). This confirms that the iterative procedure converges sufficiently in around 10 iterations.

7. CONCLUSIONS

We have proposed a new scheme for the tracking of FEXT channel coefficients in downstream VDSL. This scheme is intended for systems with uncoordinated receivers and coordination at the transmitter, using some kind of precoding scheme to remove the influence of FEXT. The principle is to feed back some limited amount of information about the received signals from the receivers to the transmitter in order to allow the estimation of the crosstalk channels at the transmitter (where the precoder needs to be computed). We have proposed a tracking algorithm, based on the maximum likelihood principle, using the sign of the “symbol error” as feedback. We have computed the Cramer-Rao bound and shown that, for a given number of bits to be used as feedback or pilots, the proposed structure exhibits a better potential when the ratio between the interference power and the noise power is low. The simulation results and the analysis have confirmed that the method performs better than a classical scheme using pilot symbols when this ratio is low, which is the case in the problem of interest, due to the presence of the precoder. Analytical results that have been provided.
closely approximate the performance of the scheme. Finally, an improved version that has been presented exhibits a performance close to the Cramer-Rao bound. It must be noted that all the results presented here have been provided for real symbols, but the algorithm can easily be extended to complex symbols.
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