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Abstract
Among topological modular forms with level structure, TMF$_0(7)$ at the prime 3 is the first example that had not been understood yet. We provide a splitting of TMF$_0(7)$ at the prime 3 as TMF-module into two shifted copies of TMF and two shifted copies of TMF$_1(2)$. This gives evidence to a much more general splitting conjecture. Along the way, we develop several new results on the algebraic side. For example, we show the normality of rings of modular forms of level $n$ and introduce cubical versions of moduli stacks of elliptic curves with level structure.
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1 Introduction

The main objects of our study, spectra of topological modular forms, are beasts in which arithmetic geometry and stable homotopy theory heavily intertwine. This entails that a huge part of our article is purely concerned with modular forms and different moduli stacks and a smaller part draws the consequences in homotopy theory. For the convenience of readers with different backgrounds, we have accordingly divided the introduction into two parts that separate our algebraic and homotopy-theoretic motivations and results.

Modular forms and moduli stacks Given a congruence subgroup \( \Gamma \subset \text{SL}_2(\mathbb{Z}) \), we consider the corresponding ring of holomorphic modular forms \( \text{mf}(\Gamma; \mathbb{C}) \). For every subring \( R \subset \mathbb{C} \), we can further consider \( \text{mf}(\Gamma; R) \), the subring of modular forms whose \( q \)-expansion has coefficients in \( R \). We will mainly be interested in the cases \( \Gamma = \Gamma_1(n) \) and \( \Gamma_0(n) \). While modular forms with respect to these groups have received an extraordinary amount of attention in number theory, the ring-theoretic properties of \( \text{mf}(\Gamma_0(n); R) \) and \( \text{mf}(\Gamma_1(n); R) \) have been far less studied. Exceptions are Deligne and Rapoport [1], who show that these rings are finitely generated \( \mathbb{Z}[\frac{1}{n}] \)-algebras, and the work of Rustom [2,3], where he provides both bounds on the degrees of generators and relations and an algorithm to determine the ring structure of \( \text{mf}(\Gamma_1(n); R) \) in weights at least 2 if \( R = \mathbb{Z}[\frac{1}{n}] \).

Part of our algebraic aims in this article is to continue the study of the rings \( \text{mf}(\Gamma_1(n); R) \) and also of the corresponding moduli stacks \( \overline{M}_1(n) \). These are the compactifications of the moduli stack \( M_1(n) \) of elliptic curves with a chosen point of exact order \( n \) over \( \mathbb{Z}[\frac{1}{n}] \)-algebras. The connection is that at least for \( \frac{1}{n} \in R \) we can reinterpret the weight-\( k \)-part \( \text{mf}_k(\Gamma_1(n); R) \) as \( H^0(\overline{M}_1(n)_R; \omega^k) \), where \( \omega \) denotes the pushforward of the sheaf of differentials of the universal generalized elliptic curve. Similarly, we can reinterpret \( \text{mf}_k(\Gamma_0(n); R) \) as \( H^0(\overline{M}_0(n)_R; \omega^k) \), where \( \overline{M}_0(n) \) is the compactification of the moduli stack \( M_0(n) \) of elliptic curves with chosen cyclic subgroup of order \( n \) over \( \mathbb{Z}[\frac{1}{n}] \)-algebras. This allows to define modular forms for \( \mathbb{Z}[\frac{1}{n}] \)-algebras \( R \) not contained in \( \mathbb{C} \) as well.

Our first aim is to give equations for the universal elliptic curve over \( \overline{M}_1(n) \) in terms of modular forms. A more precise statement can be found in Proposition 3.12 and its surrounding.
Theorem 1.1 For \( n \geq 3 \), the universal elliptic curve over \( \mathcal{M}_1(n) \) can be expressed via an equation
\[
y^2 + \alpha_1 xy + \alpha_3 y = x^3 + \alpha_2 x^2,
\]
where the \( \alpha_i \) are holomorphic modular forms for \( \Gamma_1(n) \) of weight \( i \), with explicit formulae for their \( q \)-expansions.

Our main example is the case \( n = 7 \).

Theorem 1.2 There is an isomorphism
\[
\text{mf}(\Gamma_1(7); \mathbb{Z}) \cong \mathbb{Z}[z_1, z_2, z_3]/(z_1 z_2 + z_2 z_3 + z_3 z_1)
\]
with \( |z_i| = 1 \). A generator \( t \) of the group \( \Gamma_1(7) \backslash \Gamma_0(7) \cong (\mathbb{Z}/7)^\times \) acts via
\[
t \cdot z_3 = -z_1, \quad t \cdot z_1 = -z_2 \quad \text{and} \quad t \cdot z_2 = -z_3.
\]
The \( \alpha_i \) are given by
\[
\alpha_1 = z_1 - z_2 + z_3, \quad \alpha_2 = z_1 z_2 + z_1 z_3 \quad \text{and} \quad \alpha_3 = z_1 z_3^2.
\]

While our computation of \( \text{mf}(\Gamma_1(7); \mathbb{Z}) \) is not difficult to obtain, the reader should compare the simplicity of its expression with the presentation Rustom [3, Section 3.1] is forced to give by ignoring the elements of weight 1.

After these explicit computations, we also prove more structural results about rings of modular forms.

Theorem 1.3 For every \( n \geq 2 \), the ring \( \text{mf}(\Gamma_1(n); \mathbb{Z}[\frac{1}{n}]) \) is normal.

Using results from [4], we give moreover a criterion for \( \text{mf}(\Gamma_1(n); \mathbb{Z}[\frac{1}{n}]) \) being Cohen–Macaulay, which is satisfied for all \( 2 \leq n \leq 28 \).

These commutative algebra results help us to develop cubical analogues of the stacks \( \mathcal{M}_1(n) \). To this purpose recall that \( \mathcal{M}_1(n) \) is usually defined as the normalization of the compactified moduli stack of elliptic curves \( \overline{\mathcal{M}}_{\text{ell}} \) in \( \mathcal{M}_1(n) \). The stack \( \overline{\mathcal{M}}_{\text{ell}} \) embeds into the larger stack \( \mathcal{M}_{\text{cub}} \) of all curves that can locally be described by a cubic Weierstraß equation. We can define \( \mathcal{M}_1(n)_{\text{cub}} \) as the normalization of \( \mathcal{M}_{\text{cub}} \) in \( \mathcal{M}_1(n) \). We show:

Theorem 1.4 For \( n \geq 2 \), the stack \( \mathcal{M}_1(n)_{\text{cub}} \) is equivalent to the stack quotient \( \text{Spec} \text{mf}(\Gamma_1(n); \mathbb{Z}[\frac{1}{n}])/\mathbb{G}_m \). Moreover, the map \( \mathcal{M}_1(n)_{\text{cub}} \to \mathcal{M}_{\text{cub}, \mathbb{Z}[\frac{1}{n}]} \) is finite and flat if \( \text{mf}(\Gamma_1(n); \mathbb{Z}[\frac{1}{n}]) \) is Cohen–Macaulay.

Our reason to consider these cubical stacks is that vector bundles seem to be easier to study on \( \mathcal{M}_{\text{cub}} \) than on \( \overline{\mathcal{M}}_{\text{ell}} \), a view inspired by work of Mathew [5]. This line of thought is already implicit though in the classification of vector bundles over weighted projective lines in [6, Proposition 3.4], where the idea was to extend them to vector bundles on the non-separated stack \( \mathbb{A}^2 / \mathbb{G}_m \). For \( \mathcal{M}_{\text{cub}} \) this idea takes the form that
there is a smooth cover $\text{Spec } A \to \mathcal{M}_{\text{cub}}$ with $A = \mathbb{Z}[a_1, a_2, a_3, a_4, a_6]$ given by Weierstraß curves and thus quasi-coherent sheaves on $\mathcal{M}_{\text{cub}}$ become equivalent to comodules over a certain explicit Hopf algebroid $(A, \Gamma)$. For explicit calculations, this outweighs the disadvantage that $\mathcal{M}_{\text{cub}}$ is neither Deligne–Mumford nor separated.

Our wish for such explicit calculations was motivated by the results from [4]. There it was shown that the pushforward $(f_n)_* \mathcal{O}_{\mathcal{M}_{1}(n)(p)}$ along the map

$$f_n: \mathcal{M}_{1}(n)(p) \to \mathcal{M}_{\text{ell}}(n)(p)$$

splits for a prime $p$ under mild hypotheses into a few simple pieces and the same is true for the pushforward $(h_n)_* \mathcal{O}_{\mathcal{M}_{0}(n)(p)}$ along $h_n: \mathcal{M}_{0}(n)(p) \to \mathcal{M}_{\text{ell}}(n)(p)$ if $p$ does not divide $|\mathbb{Z}/n|^\times$ or $p > 3$. For $p = 3$, the first case not covered is $\mathcal{M}_{0}(7)$. By extending the vector bundle $(h_7)_* \mathcal{O}_{\mathcal{M}_{0}(7)(3)}$ to $\mathcal{M}_{\text{cub}}(3)$ and performing computations with comodules over Hopf algebroids, we arrive at the following splitting result.

**Theorem 1.5** The quasi-coherent sheaf $(h_7)_* \mathcal{O}_{\mathcal{M}_{0}(7)(3)}$ on $\mathcal{M}_{\text{ell}}(3)$ is a vector bundle of rank 8, which can be decomposed as a sum

$$\mathcal{O}_{\mathcal{M}_{\text{ell}}(3)} \oplus \omega^{-6} \oplus ((f_2)_* \mathcal{O}_{\mathcal{M}_{1}(2)(3)} \otimes \omega^{-2}) \oplus ((f_2)_* \mathcal{O}_{\mathcal{M}_{1}(2)(3)} \otimes \omega^{-4}).$$

This obviously implies for every $\mathbb{Z}(3)$-algebra $R$ a splitting

$$\text{mf}_*(\Gamma_0(7); R) \cong \text{mf}_*^R \oplus \text{mf}_*^{R-6} \oplus \text{mf}_*^{-2}(\Gamma_1(2); R) \oplus \text{mf}_*^{-4}(\Gamma_1(2); R) \quad (1.6)$$

(with $\text{mf}_*^R = \text{mf}_*(\text{SL}_2(\mathbb{Z}); R)$), but is a far stronger statement. One reason for our interest in this stronger statement will be apparent in the next subsection when we discuss a topological analogue of (1.6).

**Topological modular forms** The spectrum $\text{TMF}$ of topological modular forms was introduced by Goerss, Hopkins and Miller as a topological analogue of the ring $\text{MF} (\text{SL}_2(\mathbb{Z}); \mathbb{Z})$ of meromorphic modular forms (i.e. holomorphic on the upper half-plane, but meromorphic at $\infty$). It is constructed as the global sections of a sheaf of ring spectra on the moduli stack of elliptic curves $\mathcal{M}_{\text{ell}}$. As such it has the disadvantage that its homotopy groups are infinitely generated in most degrees, which is different for the refinement $\text{Tmf}$ that is based on the compactified moduli stack $\mathcal{M}_{\text{cub}}$ instead. Its connective cover $\text{tmf}$ can be seen as a topological analogue of the ring $\text{mf} (\text{SL}_2(\mathbb{Z}); \mathbb{Z})$ of holomorphic modular forms. The unit map $\mathbb{S} \to \text{tmf}$ identifies it moreover as a good approximation to the sphere spectrum in a certain range. We refer to [7] as a basic reference for topological modular forms.

In many respects, $\text{TMF}$ and $\text{Tmf}$ can be seen as analogues of the real $K$-theory spectrum $K \mathcal{O}$ at chromatic height 2. The study of modules over $K \mathcal{O}$ has been central in Bousfield’s work on the classification of $E(1)$-local spectra at the prime 2 [8]. In analogy, we expect modules over topological modular forms to play a central role in our understanding of $E(2)$-local spectra. For concrete incarnations of this philosophy after a further $K(2)$-localization see for example [9] or [10].
The TMF-modules of relevance in this context are examples of topological modular forms with level structure. Among the most important of these are the spectra TMF$_1(n)$ and TMF$_0(n)$, which are topological analogues of the rings of meromorphic modular forms for the congruence groups $\Gamma_1(n)$ and $\Gamma_0(n)$, respectively. More precisely, they arise as the global sections of sheaves of ring spectra on the stacks $\mathcal{M}_1(n)$ and $\mathcal{M}_0(n)$ introduced above, where we still implicitly invert $n$ everywhere. Hill and Lawson [11] were able to define spectra Tmf$_0(n)$ and Tmf$_1(n)$ based on the compactified moduli $\mathcal{M}_0(n)$ and $\mathcal{M}_1(n)$ as well. While the $K(2)$-localizations of TMF$_0(n)$ and Tmf$_0(n)$ are equivalent, the latter appears to be a more powerful tool to understand the $E(2)$-local world and is also the first step to construct connective versions tmf$_0(n)$ with interesting cohomological properties.

Analogously to the algebraic splitting results mentioned above, the first-named author [12] has proven splitting results for Tmf$_1(n)$ and Tmf$_0(n)$ in many cases if we localize at a prime $p$. If $p > 3$, there is an explicit criterion when these modules are free over Tmf. If $p = 3$, the splittings have shifted copies of Tmf$_1(2)(3)$ as their summands. As $\pi_*$ Tmf$_1(2)(3)$ is torsionfree, splittings into shifted copies of Tmf$_1(2)(3)$ can only exist if $\pi_*$ Tmf$_0(n)(3)$ is also torsionfree, which is not expected if 3 divides $|((\mathbb{Z}/n)^\times|$ and the criterion from [12] does indeed not apply in this case. The first case where this occurs is Tmf$_0(7)$, where we can prove the following modified splitting result.

**Theorem 1.7** The Tmf$_{(3)}$-module Tmf$_0(7)(3)$ decomposes as

$$\text{Tmf}_1(3) \oplus \Sigma^4 \text{Tmf}_1(2)(3) \oplus \Sigma^8 \text{Tmf}_1(2)(3) \oplus L,$$

where $L \in \text{Pic}(\text{Tmf}_1(3))$, i.e. $L$ is an invertible Tmf$_{(3)}$-module. The TMF$_{(3)}$-module TMF$_0(7)(3)$ decomposes as

$$\text{TMF}_1(3) \oplus \Sigma^4 \text{TMF}_1(2)(3) \oplus \text{TMF}_1(2)(3) \oplus \Sigma^36 \text{TMF}_1(3).$$

This topological analogue of (1.6) is based on the algebraic splitting result Theorem 1.5 and on computations by M. Olbermann. The necessary parts of the latter can be found in “Appendix B”, whose results are completely those of Olbermann. These also allow to characterize $L$ precisely, using additionally the work of Mathew and Stojanoska [13].

While in itself, Theorem 1.7 might seem an isolated result, it is an important test case of the following more general conjecture for arbitrary $n \geq 1$.

**Conjecture 1.8** The TMF-module TMF$_0(n)(3)$ decomposes into possibly shifted copies of TMF$_1(2)(3)$ and of TMF$_{(3)}$.

If $H^1(\mathcal{M}_0(n); \omega)$ has no 3-torsion, the Tmf-module Tmf$_0(n)(3)$ decomposes into possibly shifted copies of Tmf$_1(2)(3)$ and into invertible Tmf$_{(3)}$-modules.

By the results of [14], this conjecture actually implies the corresponding algebraic conjecture that $(f_n)_*\mathcal{O}_{\mathcal{M}_1(n)(3)}$ splits under the same condition on $H^1(\mathcal{M}_0(n); \omega)$ into copies of $\omega^{\otimes q}$ and $(f_2)_*\mathcal{O}_{\mathcal{M}_1(2)(3)} \otimes \omega^{\otimes q}$. There are also analogues of Conjecture 1.8 for other primes. For primes $p > 3$ it was already proven in [12] that TMF$_0(n)(p)$
is (after $p$-completion) a free TMF$_{(p)}$-module. For $p = 2$, we expect a splitting into possibly shifted copies of TMF$_1(3)(2)$, TMF$_0(3)(2)$ and TMF$_0(5)(2)$.

Lastly, we mention that we believe the stacks $\mathcal{M}_1(n)_{\text{cub}}$ and $\mathcal{M}_0(n)_{\text{cub}}$ to be important for the understanding of connective variants tmf$_1(n)$ and tmf$_0(n)$ of topological modular forms with level structure, a point we plan to come back to in future work.

Overview of the structure of the paper

In rough outline, our strategy is to show Theorem 1.5 in Sects. 2 to 7 and to deduce Theorem 1.7 in the last section. As first preparation, Sect. 2 computes the ring $\text{mf}(_{/\Gamma_1}(7), \mathbb{Z})$ together with its natural action by $\Gamma_1(7)/\Gamma_0(7) \cong (\mathbb{Z}/7)^\times$. Moreover, it provides explicit $q$-expansions of the generators. In Sect. 3 we study the equations of the universal elliptic curves over $\mathcal{M}_1(n)$.

Our strategy to show Theorem 1.5 is to show a statement about the corresponding comodules. The precise relationship between quasi-coherent sheaves and graded comodules will be recalled in Sect. 4. It is both easier and yields stronger results to use this relationship not for $\overline{\mathcal{M}}_{\text{ell}}$ but for $\mathcal{M}_{\text{cub}}$ instead. The latter stack has a presentation by the Hopf algebroid $(A, \Gamma)$ with $A = \mathbb{Z}[a_1, a_2, a_3, a_4, a_6]$ and at the prime 3 actually also by a smaller Hopf algebroid $(\tilde{A}, \tilde{\Gamma})$. Thus, quasi-coherent sheaves on $\mathcal{M}_{\text{cub},(3)}$ become equivalent to graded $(\tilde{A}, \tilde{\Gamma})$-comodules. To formulate a version of Theorem 1.5 on $\mathcal{M}_{\text{cub}}$ we define and explore the cubical versions of $\mathcal{M}_1(n)$ and $\mathcal{M}_0(n)$ by a normalization procedure in Sect. 5.

The next step is to make the Hopf algebroids corresponding to $\mathcal{M}_1(7)_{\text{cub}}$ and $\mathcal{M}_0(7)_{\text{cub}}$ explicit. In Sect. 6, we produce explicit $\tilde{A}$-bases of $\tilde{A}$-algebras $R_{\tilde{A}}$ and $S_{\tilde{A}}$, which are defined by

$$\text{Spec } R_{\tilde{A}} \cong \mathcal{M}_1(7)_{\text{cub}} \times_{\mathcal{M}_{\text{cub}}} \text{Spec } \tilde{A} \quad \text{and} \quad \text{Spec } S_{\tilde{A}} \cong \mathcal{M}_0(7)_{\text{cub}} \times_{\mathcal{M}_{\text{cub}}} \text{Spec } \tilde{A}.$$  

This allows us to prove in Sect. 7 a splitting of $S_{\tilde{A}}$ as a graded comodule over $(\tilde{A}, \tilde{\Gamma})$, which implies Theorem 1.5. In Sect. 8 we apply standard techniques (the transfer and the descent spectral sequence) to deduce our topological main theorem.

We continue with “Appendix A”, which gives an exposition of the theory of modular forms with level over general rings and their $q$-expansions. The reason for the length of this appendix is the subtle difference between so-called arithmetic and naive level structures, which only agree in the presence of an $n$th root of unity. To achieve a $q$-expansion principle in the form we need, we have to choose a slightly unusual identification of the sections of $\omega^{\otimes *}$ on $\overline{\mathcal{M}}_1(n)_{\mathbb{C}}$ with holomorphic $\Gamma_1(n)$-modular forms in the classical sense.

Lastly, “Appendix B” explains the pieces of M. Olbermann’s unpublished computation of $\pi_* \text{Tmf}_0(7)$ we need to prove the precise form of Theorem 1.7.

Conventions

All quotients of schemes by group schemes (like $\mathbb{G}_m$) are understood to be stack quotients. Unless clearly otherwise, all rings and algebras are assumed to be commutative and unital. Tensor products of quasi-coherent sheaves are always over the structure sheaf.
2 Modular forms of level 7

Our goal in this section is to understand the ring of modular forms \( mf(\Gamma(1)(7); \mathbb{Z}) \) with respect to the congruence group \( \Gamma(1)(7) \subset SL_2(\mathbb{Z}) \) together with the action of \( (\mathbb{Z}/7)^* \cong \mathbb{Z}/6 \). We refer for notation and background on modular forms and in particular on the \( q \)-expansion principle to “Appendix A”.

We begin with some recollections about moduli of elliptic curves. We denote by \( \mathcal{M}_{\text{ell}} \) the moduli stack of elliptic curves and by \( \overline{\mathcal{M}}_{\text{ell}} \) its compactification in the sense of \( \mathcal{M}_1 \) of [1, Chapter III], i.e. the stack classifying generalized elliptic curves whose geometric fibers are elliptic curves or Néron 1-gons. By \( \mathcal{M}_1(n) \) we denote the moduli stack of elliptic curves \( E \) with chosen point \( P : S \rightarrow E \) of exact order \( n \) over schemes \( S \) with \( n \) invertible and by \( \mathcal{M}_0(n) \) the moduli stack of elliptic curves with chosen cyclic subgroup of order \( n \) over such schemes. More precisely, we demand for \( \mathcal{M}_1(n) \) that for every geometric point \( s : \text{Spec} \mathbb{K} \rightarrow S \) the pullback \( s^*P \) spans a cyclic subgroup of order \( n \) in \( E(K) \) or, equivalently, that \( P \) defines a closed immersion \( (\mathbb{Z}/n)_S \rightarrow E \). Moreover, we call a group scheme over \( S \) cyclic if it is étale locally isomorphic to \( (\mathbb{Z}/n) \).

We can define compactifications \( \overline{\mathcal{M}}_1(n) \) and \( \overline{\mathcal{M}}_0(n) \) as the normalizations of \( \mathcal{M}_{\text{ell}} \) in \( \mathcal{M}_1(n) \) and \( \mathcal{M}_0(n) \), respectively (for the definition of normalization see Sect. 5). The relevance for our purposes is that we have isomorphisms

\[
\begin{align*}
mf_k(\Gamma_1(n); R) &\cong H^0(\overline{\mathcal{M}}_1(n)_R; \omega \otimes^k) \quad \text{and} \\
mf_k(\Gamma_0(n); R) &\cong H^0(\overline{\mathcal{M}}_0(n)_R; \omega \otimes^k).
\end{align*}
\]

for every \( \mathbb{Z}[\frac{1}{n}] \)-algebra \( R \). The relevant case for us is the first one and is explained in “Appendix A.5”. For \( \mathbb{Z}[\frac{1}{n}] \)-algebras \( R \) that do not embed into \( \mathbb{C} \), we will use the formula above as a definition of \( \mf_k(\Gamma_1(n); R) \). In general, \( mf(\Gamma_1(n); R) \) differs from \( mf_1(n) \otimes R \), where we use \( mf_1(n) \) as an abbreviation for \( mf(\Gamma_1(n); \mathbb{Z}[\frac{1}{n}]) \). But we have the following useful lemma.

**Lemma 2.1** Let \( R \rightarrow S \) be a flat ring extension of \( \mathbb{Z}[\frac{1}{n}] \)-algebras. Then the canonical map \( mf(\Gamma_1(n); R) \otimes_R S \rightarrow mf(\Gamma_1(n); S) \) is an isomorphism.

**Proof** This is a variant of flat base change applied to the sheaf \( \omega \otimes^i \) on \( \overline{\mathcal{M}}_1(n) \). If \( \overline{\mathcal{M}}_1(n) \) is a scheme, we can apply [15, Lemma 5.2.26] directly. For Deligne–Mumford stacks, the proof is the same using étale instead of Zariski coverings. \( \square \)

To determine \( mf_k(\Gamma_1(n); R) \) for small \( n \), we will use the following lemma.

**Lemma 2.2** The stack \( \overline{\mathcal{M}}_1(n) \) is equivalent to \( \mathbb{P}^1_{\mathbb{Z}[\frac{1}{n}]} \) for \( 5 \leq n \leq 10 \) and \( n = 12 \). For \( n = 7 \), the line bundle \( \omega \) corresponds under this equivalence to \( \mathcal{O}(2) \).

**Proof** The first statement is proven in Section 2 of [4]. The Picard group of \( \mathbb{P}^1_{\mathbb{Z}[\frac{1}{n}]} \) is isomorphic to \( \mathbb{Z} \). Indeed, by [16, Prop 6.5c], we have a short exact sequence

\[
0 \rightarrow \mathbb{Z} \rightarrow \text{Pic} \mathbb{P}^1_{\mathbb{Z}[\frac{1}{n}]} \rightarrow \text{Pic} A^1_{\mathbb{Z}[\frac{1}{n}]} \rightarrow 0,
\]

where \( A^1_{\mathbb{Z}[\frac{1}{n}]} \) denotes the affine 1-space. We refer to [16, Prop 6.5c] for the details. Moreover, the line bundle \( \omega \) corresponds to the class of the line \( \mathcal{O}(2) \) in the Picard group. \( \square \)
where the first map is split by degree and Pic $\mathbb{A}^1_{\mathbb{Z}[\frac{1}{7}]} \cong \text{Pic} \mathbb{Z}[\frac{1}{n}] = 0$ by [16, Prop. 6.6].

Thus, we have only to compute the degree of $\omega$ on $\overline{\mathcal{M}}_1(7)$. In general, the degree of $\omega$ on $\overline{\mathcal{M}}_1(n)$ is $\frac{1}{24} n^2 \prod_{\rho | n} (1 - \frac{1}{\rho^2})$ [4, Lemma 4.3]. So we conclude that for $n = 7$ that the degree is 2.

This directly implies that $\text{mf}(\Gamma_1(7); \mathbb{Z}[\frac{1}{7}])$ is isomorphic to the subalgebra of $\mathbb{Z}[\frac{1}{7}][x, y]$ of polynomials of even degree. Our plan is to find explicit modular forms as generators and to use this to determine the action of $(\mathbb{Z}/7)^\times \cong \mathbb{Z}/6$ on $\text{mf}(\Gamma_1(7); \mathbb{Z}[\frac{1}{7}])$. A priori there are two different actions, one on the analytic side via an isomorphism $\Gamma_1(7) \backslash \Gamma_0(7) \cong (\mathbb{Z}/7)^\times$ and one by the inverse of the $(\mathbb{Z}/7)^\times$-action on the torsion points of precise order 7 in the modular interpretation. These actions and their comparison are discussed more precisely in Remark A.9.

We will identify a basis of $\text{mf}(\Gamma_1(7); \mathbb{C})$ using Eisenstein series. According to [17, Theorem 4.8.1], there is for every odd character $\varphi : (\mathbb{Z}/7)^\times \to \mathbb{C}^\times$ an Eisenstein series $E(\varphi) \in \text{mf}(\Gamma_1(7); \mathbb{C})$ and these are linearly independent. Fixing the generator $t = [3]$ in $(\mathbb{Z}/7)^\times$ induces an isomorphism $(\mathbb{Z}/7)^\times \cong \mathbb{Z}/6$. In terms of this generator, the three odd characters $\varphi_1, \varphi_2, \varphi_3 : (\mathbb{Z}/7)^\times \to \mathbb{C}^\times$ are described by

$$
\varphi_1(t) = \zeta_6,
\varphi_2(t) = -1,
\varphi_3(t) = -\zeta_6 + 1,
$$

where $\zeta_6 = \exp(\frac{2\pi i}{6})$ is a sixth primitive root of unity. As $\text{dim}_{\mathbb{C}} \text{mf}(\Gamma_1(7); \mathbb{C}) = 3$ by our identification of the ring $\text{mf}(\Gamma_1(7); \mathbb{Z}[\frac{1}{7}])$ above, we conclude that $E(\varphi_1), E(\varphi_2), E(\varphi_3)$ are a basis of $\text{mf}(\Gamma_1(7); \mathbb{C})$. The $(\mathbb{Z}/7)^\times$-action on $E(\varphi)$ is described by the character $\varphi$. According to [17, Section 4.8 and Formula (4.33)] (or [18]), the $q$-expansions of these Eisenstein series looks like follows:

$$
E(\varphi_j)(\tau) = -\frac{1}{14} \sum_{n=1}^{6} n \varphi_j(n) + \sum_{k=1}^{\infty} \left( \sum_{l \mid k, l > 0} \varphi_j(l) \right) q^k, \text{ with } q = \exp(2\pi i \tau).
$$

To actually obtain an integral basis of the weight 1 modular forms, we consider the following three modular forms instead of the Eisenstein series.

$$
\begin{align*}
 z_1 &= \frac{1}{3} (3\zeta_6 - 1) E(\varphi_1) + \frac{2}{3} E(\varphi_2) + \frac{1}{3} (-3\zeta_6 + 2) E(\varphi_3), \\
 z_2 &= \frac{1}{3} (-\zeta_6 - 2) E(\varphi_1) + \frac{2}{3} E(\varphi_2) + \frac{1}{3} (\zeta_6 - 3) E(\varphi_3), \\
 z_3 &= \frac{1}{3} (-2\zeta_6 + 3) E(\varphi_1) + \frac{2}{3} E(\varphi_2) + \frac{1}{3} (2\zeta_6 + 1) E(\varphi_3).
\end{align*}
$$
Note that the base change matrix

$$\frac{1}{3} \begin{pmatrix} 3\zeta_6 - 1 & -\zeta_6 - 2 & -2\zeta_6 + 3 \\ 2 & 2 & 2 \\ -3\zeta_6 + 2 & \zeta_6 - 3 & 2\zeta_6 + 1 \end{pmatrix}$$

has determinant $\frac{2}{27} (84\zeta_6 - 42)$, which is invertible in $\mathbb{C}$. Thus, $z_1, z_2, z_3$ form a new $\mathbb{C}$-basis of $\text{mf}_1(\Gamma_1(7); \mathbb{C})$.

**Lemma 2.3** The $z_j$ have only integer coefficients in their $q$-expansion.

**Proof** Denote the coefficient of $q^n$ in $z_j$ by $c_n(z_j)$. First, we compute $c_0(z_j)$. This calculation is somewhat different from the ones for higher coefficients:

$$c_0(z_1) = \frac{1}{3} (3\zeta_6 - 1) \cdot \left( -\frac{1}{14} \sum_{n=1}^{6} n\varphi_1(n) \right) + \frac{2}{3} \cdot \left( -\frac{1}{14} \sum_{n=1}^{6} n\varphi_2(n) \right) + \frac{1}{3} (-3\zeta_6 + 2) \cdot \left( -\frac{1}{14} \sum_{n=1}^{6} n\varphi_3(n) \right)$$

Evaluating the sum for $\varphi_1$, we obtain

$$\sum_{n=1}^{6} n\varphi_1(n) = 1 + 2\zeta_6^2 + 3\zeta_6 + 4\zeta_6^4 + 5\zeta_6^5 + 6\zeta_6^3 = -4\zeta_6 - 2,$$

using that $\zeta_6^2 = \zeta_6 - 1$ and $\zeta_6^3 = -1$. For $\varphi_2$, we obtain

$$\sum_{n=1}^{6} n\varphi_2(n) = 1 + 2 - 3 + 4 - 5 - 6 = -7.$$

For $\varphi_3$, recall that $1 - \zeta_6 = \zeta_6^5$, so we obtain

$$\sum_{n=1}^{6} n\varphi_3(n) = 1 + 2\zeta_6^4 + 3\zeta_6^5 + 4\zeta_6^2 + 5\zeta_6 + 6\zeta_6^3 = 4\zeta_6 - 6.$$

Inserting this values into the formula for $c_0(z_1)$, we get

$$c_0(z_1) = \frac{1}{3} (3\zeta_6 - 1) \cdot \left( -\frac{1}{14} (-4\zeta_6 - 2) \right) + \frac{1}{3}$$

$$+ \frac{1}{3} (-3\zeta_6 + 2) \cdot \left( -\frac{1}{14} (4\zeta_6 - 6) \right) = 0.$$

Similarly, we obtain $c_0(z_2) = 0$ and $c_0(z_3) = 1$.

Now we will show that $c_k(z_j)$ for $k > 0$ and $j \in \{1, 2, 3\}$ is always an integer. For $z_1$, we obtain
The right-hand sides form obviously a \( \mathbb{Z}/7 \) basis.

We give the values of the summands depending on \( l \):

| \( l \mod 7 \) | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
|---|---|---|---|---|---|---|---|
| Summand | 0 | 1 | -1 | -2 | 2 | 1 | -1 |

In particular, the sum we obtain has only integer summands, thus is itself an integer. The calculations for \( c_k(z_2) \) and \( c_k(z_3) \) are similar and we obtain \( z_1, z_2, z_3 \in \text{mf}_1(\Gamma_1(7); \mathbb{Z}) \).

We want to show that \( z_1, z_2, z_3 \in \text{mf}_1(\Gamma_1(7); \mathbb{Z}) \) is a basis. For this, we consider the \( q \)-expansions of \( z_1, z_2, z_3 \) modulo \( q^3 \):

\[
\begin{align*}
  z_1 &\equiv q \mod q^3 \\
  z_2 &\equiv -q + q^2 \mod q^3 \\
  z_3 &\equiv 1 + 2q + 3q^2 \mod q^3
\end{align*}
\]

The right-hand sides form obviously a \( \mathbb{Z} \)-basis of \( \mathbb{Z}[q]/(q^3) \). Thus, \( \text{mf}_1(\Gamma_1(7); \mathbb{Z}) \to \mathbb{Z}[q]/(q^3) \) is surjective. Since the composite

\[
\text{mf}_1(\Gamma_1(7); \mathbb{Z}) \to \text{mf}_1(\Gamma_1(7); \mathbb{C}) \to \mathbb{C}[q]/(q^3)
\]

is as a composition of an injection and a surjection between 3-dimensional \( \mathbb{C} \)-vector spaces an injection as well, we conclude that \( \text{mf}_1(\Gamma_1(7); \mathbb{Z}) \to \mathbb{Z}[q]/(q^3) \) is actually an isomorphism. This implies that \( z_1, z_2, z_3 \in \text{mf}_1(\Gamma_1(7); \mathbb{Z}) \) is indeed a basis. The same is thus true in \( \text{mf}_1(\Gamma_1(7); \mathbb{Z}[\frac{1}{7}]) \).

Our next goal is to understand all of \( \text{mf}_1(7) \) in terms of \( z_i \)'s. We will prove the following proposition:

**Proposition 2.4** There is an isomorphism of rings

\[
\mathbb{Z}[\frac{1}{7}][z_1, z_2, z_3]/(z_1z_2 + z_2z_3 + z_3z_1) \to \text{mf}(\Gamma_1(7); \mathbb{Z}[\frac{1}{7}]).
\]

**Proof** We will first show using \( q \)-expansions that the relation \( z_1z_2 + z_2z_3 + z_3z_1 = 0 \) is satisfied in \( \text{mf}_2(\Gamma_1(7); \mathbb{Z}) \). Recall from above that \( z_3, z_1 \) and \( z_1 + z_2 \) are modular forms...
whose \(q\)-expansions begin with 1, \(q\) and \(q^2\), respectively. Thus, the \(q\)-expansions of the modular forms
\[
z_1^2, z_1 z_3, z_3 (z_1 + z_2), z_1 (z_1 + z_2) \text{ and } (z_1 + z_2)^2
\]
begin with 1, \(q\), \(q^2\), \(q^3\) and \(q^4\), respectively. As by the dimension formulae from \cite[Section 3.9]{17} the vector space \(\operatorname{mf}_2(\Gamma(1); \mathbb{C})\) has dimension 5, we immediately see that the modular forms in (2.5) form a basis of \(\operatorname{mf}_2(\Gamma(1); \mathbb{C})\) and that hence a modular form in \(\operatorname{mf}_2(\Gamma(1); \mathbb{C})\) is determined by its \(q\)-expansion modulo \(q^5\). Knowing the \(q\)-expansions of the \(z_i\) modulo \(q^3\), determines the \(q\)-expansion of \(z_1 z_2 + z_2 z_3 + z_3 z_1\) modulo \(q^5\) and one deduces easily that it is actually zero modulo \(q^5\).

We have noted before that
\[
\operatorname{mf}(\Gamma(1); \mathbb{Z}[^1_7]) \cong H^0(\overline{M}_1(7); \omega^{\otimes 1}) \cong H^0(\mathbb{P}^1_{\mathbb{Z}[^1_7]}, O(2*)).
\]

Thus, this ring is abstractly isomorphic to polynomials of even degree in two variables of degree 1 (and the degree of the modular form is half the degree of the polynomial). The ring of such polynomials is generated by the three monomials of degree 2 with one quadratic relation between those. Thus, the ring \(\operatorname{mf}(\Gamma(1); \mathbb{Z}[^1_7])\) is generated in degree 1 and hence by the elements \(z_1, z_2, z_3\). We obtain a surjective map
\[
\mathbb{Z}[^1_7][z_1, z_2, z_3]/(z_1 z_2 + z_2 z_3 + z_3 z_1) \to \operatorname{mf}(\Gamma(1); \mathbb{Z}[^1_7]),
\]
which has to be an isomorphism as counting ranks shows. \(\square\)

Next, we want to identify the \((\mathbb{Z}/7)^\times\) action on the left-hand side in terms of the generator \(t = [3] \in (\mathbb{Z}/7)^\times\), where we use the conventions from Remark A.9.

**Lemma 2.6** The action of \((\mathbb{Z}/7)^\times\) on \(\operatorname{mf}(\Gamma(1); \mathbb{Z}[^1_7])\) is given by \(t.z_1 = -z_3\) and \(t.z_2 = -z_1\) and \(t.z_3 = -z_2\).

**Proof** From the known action on the Eisenstein series, we calculate as follows:
\[
t.z_1 = \frac{1}{3}(3\xi_6 - 1)\varphi_1(t)E(\varphi_1) + \frac{2}{3}\varphi_2(t)E(\varphi_2) + \frac{1}{3}(-3\xi_6 + 2)\varphi_3(t)E(\varphi_3)
\]
\[
= \frac{1}{3}(3\xi_6 - 1)\xi_6 E(\varphi_1) - \frac{2}{3}E(\varphi_2) + \frac{1}{3}(-3\xi_6 + 2)(-\xi_6 + 1)E(\varphi_3)
\]
\[
= \frac{1}{3}(2\xi_6 - 3)E(\varphi_1) - \frac{2}{3}E(\varphi_2) - \frac{1}{3}(2\xi_6 + 1)E(\varphi_3)
\]
\[
= -z_3.
\]

Similarly, one obtains \(t.z_2 = -z_1\) and \(t.z_3 = -z_2\). \(\square\)

Note that the resulting action on \(\mathbb{Z}[z_1, z_2, z_3]\) makes it isomorphic as a \(\mathbb{Z}/6 \cong \mathbb{Z}/2 \times \mathbb{Z}/3\)-representation to \(\mathbb{Z}^{\text{sign}} \otimes \mathbb{Z}[z_1, z_2, z_3]\), where \(\mathbb{Z}^{\text{sign}}\) is the sign representation of \(\mathbb{Z}/2\) and \(\mathbb{Z}/3\) acts on \(\mathbb{Z}[z_1, z_2, z_3]\) by permuting the variables as indicated above. We record without proof the following consequence.
Proposition 2.7 If we denote by $\sigma_1, \sigma_2, \sigma_3 \in \mathbb{Z}[z_1, z_2, z_3]$ the elementary symmetric polynomials, we obtain that the invariants
\[
\text{mf} \left( \Gamma_0(7); \mathbb{Z} \left[ \frac{1}{\gamma} \right] \right) \cong H^0(\mathbb{Z}/6, \mathbb{Z}[z_1, z_2, z_3]/\sigma_2)
\]
are the even degrees of the free $\mathbb{Z}[\sigma_1, \sigma_3]$-module on 1 and $z_1^2z_2 + z_2^2z_3 + z_3^2z_1$. As explained in “Appendix A.1.1”, this implies
\[
\text{MF}(\Gamma_0(7); \mathbb{Z} \left[ \frac{1}{7} \right]) \cong H^0(\mathbb{Z}/6, \mathbb{Z}[z_1, z_2, z_3]/\sigma_2)[\Delta^{-1}].
\]

3 $q$-expansions of the coefficients of universal elliptic curves

The aim of this section is to obtain $q$-expansions for the coefficients of Weierstraß equations for the universal elliptic curves with a $\Gamma_1(n)$-level structure. It is easy to see that for such curves there exists a Weierstraß equation whose coefficients are meromorphic $\Gamma_1(n)$-modular forms. Our computations show in particular that we can find a Weierstraß equation in Tate normal form whose coefficients are indeed holomorphic. In the special case of $n = 7$, this will allows us to identify them with polynomials in the modular forms $z_1, z_2, z_3$ from the previous section.

3.1 Coordinates for generalized elliptic curves

In this section, we will need some results about Weierstraß equations for generalized elliptic curves in the sense of [1, Definition II.1.12]. Actually for the main results of this section, Proposition 3.12 and Theorem 3.13, we could work with the usual smooth elliptic curves instead, but first of all we will show here a similar statement to Proposition 3.12 without the necessity of calculations with $q$-expansion and furthermore we will need the specific form of Proposition 3.5 in the Proof of Proposition 5.13. In the following theorem we will summarize the necessary input from [19, §1].

Theorem 3.1 Let $S$ be a scheme and let $p: E \to S$ be a generalized elliptic curve whose geometric fibers are either smooth or Néron 1-gons. Let furthermore $(e)$ be the relative Cartier divisor defined by the unit section $e: S \to E$.

(a) The sheaves $p_\ast \mathcal{O}_E(ke)$ are locally free of rank $k$ for $k > 0$ and are related by short exact sequences
\[
0 \to p_\ast \mathcal{O}_E((k-1)e) \to p_\ast \mathcal{O}_E(ke) \to \omega_E^{\otimes(-k)} \to 0 \tag{3.2}
\]
for $k > 1$. The morphisms $\mathcal{O}_S \to p_\ast \mathcal{O}_E \to p_\ast \mathcal{O}_E(e)$ are isomorphisms. Moreover, $R^1 p_\ast \mathcal{O}(ke) = 0$ for $k > 0$.

(b) Zariski locally one can choose a trivialization of $\omega_E$ and splittings of (3.2) for $k = 2$ and 3 and these choices define a trivialization
\[
(1, x, y): \mathcal{O}_S^3 \cong p_\ast \mathcal{O}(3e).
\]
This gives rise to a closed embedding $E \to \mathbb{P}^2_S$ with image cut out by a cubic equation

$$y^2 + a_1xy + a_3y = x^3 + a_2x^2 + a_4x + a_6$$

with $a_1, a_2, a_3, a_4, a_6 \in \Gamma(O_S)$ and the $a_i$ are completely determined by the previous choices.

**Remark 3.3** We want to discuss the role of gradings in the preceding theorem. Let $p: E \to S$ be a generalized elliptic curve as in the theorem with chosen splittings of (3.2) for $k = 2$ and $k = 3$. This yields an isomorphism

$$p_*O_E(3e) \cong O_S \oplus \omega_E^{\otimes(-2)} \oplus \omega_E^{\otimes(-3)}.$$ 

Let $q: T \to S$ be a morphism with a trivialization $O_T \cong \omega_{E_T}$, where $p^T: E_T \to T$ is the pullback of $p$ along $q$. By [20, Proposition 4.37], the natural map $q^*p_*O_E(3e) \to p^T_*O_{E_T}(3e)$ is an isomorphism. The resulting isomorphism $O^3_T \to p^*_T O_{E_T}(3e)$ sends the standard basis to elements $(1, x, y)$ and we get associated quantities $a_i \in \Gamma(\mathcal{O}_T)$. Changing the trivialization to $\lambda^\omega$ for some $\lambda \in \mathbb{G}_m(T)$ produces new coordinates $(1, x', y') = (1, \lambda^{-2}x, \lambda^{-3}y)$ with associated quantities $a'_i = \lambda^{-i}a_i$.

In particular, we can consider the $\mathbb{G}_m$-torsor $q: T \to S$ given by the relative spectrum $T = \text{Spec} \left( \bigoplus_{i \in \mathbb{Z}} \omega_E^{\otimes i} \right)$. This comes with a canonical trivialization of $q^*\omega_E$ and thus by (A.4) also of $\omega_{E_T}$; this produces elements $a_i \in \Gamma(\mathcal{O}_T)$. The computation above shows that the degree of $a_i$ is $i$, where the grading on $\Gamma(\mathcal{O}_T)$ comes from the $\mathbb{G}_m$-action on $T$ or equivalently from the identification with $\left( \bigoplus_{i \in \mathbb{Z}} \omega_E^{\otimes i} \right)(S)$.

The following standard fact will be needed for the Proof of Proposition 3.5.

**Lemma 3.4** Let $R$ be a nonnegatively graded ring, $Z$ the vanishing locus of the ideal generated by the positive degree homogeneous elements and $U$ its complement in $\text{Spec} R$. Then $U/\mathbb{G}_m$ is separated.

**Proof** By the valuative criterion it suffices to show that for every valuation ring $V$ with field of fractions $K$, the map $p_V: (U/\mathbb{G}_m)(V) \to (U/\mathbb{G}_m)(K)$ of groupoids is fully faithful [21, Proposition 7.8]. As every $\mathbb{G}_m$-torsor over $V$ is trivial, the groupoid $(U/\mathbb{G}_m)(V)$ can be up to equivalence described as follows: It has as objects $\mathbb{G}_m$-equivariant maps Spec $V \times \mathbb{G}_m \to U$ and morphisms are $\mathbb{G}_m$-equivariant endomorphisms of Spec $V \times \mathbb{G}_m$ over Spec $V$ and $U$. More concretely, its objects can be described as ring morphisms $f: R \to V$ such that $f(r)$ is invertible for some $r$ homogeneous of positive degree. A morphism $g \to f$ is given in this language by an element $\lambda \in \mathbb{G}_m(V)$ such that $g(r) = \lambda^rf(r)$ for all homogeneous $r$ of degree $i$. The description of $(U/\mathbb{G}_m)(K)$ is analogous. As $\mathbb{G}_m(V)$ includes into $\mathbb{G}_m(K)$, we see that $p_V$ is faithful. Now suppose that $f, g: R \to V$ are two objects in $(U/\mathbb{G}_m)(V)$ and $\lambda \in \mathbb{G}_m(K)$ satisfies $g(r) = \lambda^rf(r)$ for all homogeneous $r$ of degree $i$. We can choose an $r \in R$ such that $f(r)$ is invertible in $V$ and thus $\lambda^i \in V$ and hence $\lambda \in V$ as $V$ is normal. Repeating this argument for an $r' \in R$ such that $g(r')$ is invertible yields that $\lambda^{-1} \in V$ and hence $\lambda \in \mathbb{G}_m(V)$. Thus $p_V$ is full. \qed
Proposition 3.5 Let \( n \geq 2 \) and 
\[
\pi : \mathcal{M}_1(n) = \text{Spec} \left( \bigoplus_{i \in \mathbb{Z}} \omega^i \right) \to \mathcal{M}_1(n)
\]
be the \( \mathbb{G}_m \)-torsor trivializing \( \omega \). Let \( p : \mathcal{E} \to \mathcal{M}_1(n) \) be the generalized elliptic curve classified by the map \( \mathcal{M}_1(n) \to \mathcal{M}_{\text{ell}} \) that is induced by the forgetful map \( \mathcal{M}_1(n) \to \mathcal{M}_{\text{ell}} \).

Then there are \( a_1, a_2, a_3, a_4, a_6 \in \text{mf}_1(n) = H^0 \left( \mathcal{M}_1(n), \mathcal{O}_{\mathcal{M}_1(n)} \right) \) with \( |a_i| = i \) such that the generalized elliptic curve \( \pi^*\mathcal{E} \) is defined by the cubic equation
\[
y^2 + a_1xy + a_3y = x^3 + a_2x^2 + a_4x + a_6.
\]

(3.6)

Consider moreover the canonical morphism \( \mathcal{M}_1(n) \to \text{Spec} \text{mf}_1(n) \). It is an open immersion onto the complement of the common vanishing locus of \( c_4 \) and \( \Delta_1 \) for the usual quantities \( c_4 \) and \( \Delta_1 \) associated with \( a_1, \ldots, a_6 \). Moreover, \( c_4, c_6 \) and \( \Delta_1 \) coincide with the images of the classes with the same name along \( \text{mf}_1(1) \to \text{mf}_1(n) \).

**Proof** To apply Theorem 3.1 and Remark 3.3, it suffices to show that the inclusions 
\[
p_*\mathcal{O}_\mathcal{E}((k - 1)e) \to p_*\mathcal{O}_\mathcal{E}(ke)
\]
split for \( k > 1 \). By induction, we can assume that \( p_*\mathcal{O}_\mathcal{E}((k - 1)e) \) is via such splittings isomorphic to \( \mathcal{O}_{\mathcal{M}_1(n)} \oplus \omega^{\otimes(-2)} \oplus \cdots \oplus \omega^{\otimes(-k+1)} \). The vector bundle \( p_*\mathcal{O}_\mathcal{E}(ke) \) is an extension of \( p_*\mathcal{O}_\mathcal{E}((k - 1)e) \) and \( \omega^{\otimes(-k)} \) and thus we have to show the vanishing of a class \( \chi \) in 
\[
\text{Ext}_{\mathcal{M}_1(n)}(\omega^{\otimes(-k)}, p_*\mathcal{O}_\mathcal{E}((k - 1)e)) \cong H^1(\mathcal{M}_1(n); \omega^{\otimes k} \oplus \omega^{\otimes(k-2)} \oplus \cdots \oplus \omega)
\]
The vanishing result [4, Proposition 2.14] implies that the projection to 
\[
\text{Ext}_{\mathcal{M}_1(n)}(\omega^{\otimes(-k)}, p_*\mathcal{O}_\mathcal{E}((k - 1)e)/p_*\mathcal{O}_\mathcal{E}((k - 2)e)) \cong H^1(\mathcal{M}_1(n); \omega)
\]
is an isomorphism and thus it suffices to show the vanishing of the projection \( \chi' \) of \( \chi \). As \( \mathcal{E} \) is the pullback of the universal generalized elliptic curve \( \mathcal{E}^{\text{uni}} \to \mathcal{M}_{\text{ell}} \) along \( \mathcal{M}_1(n) \to \mathcal{M}_{\text{ell}} \), the class \( \chi' \) actually lies in the image from 
\[
\text{Ext}_{\mathcal{M}_{\text{ell}}}(\omega^{\otimes(-k)}, p_*\mathcal{O}_{\mathcal{E}^{\text{uni}}}((k - 1)e)/p_*\mathcal{O}_{\mathcal{E}^{\text{uni}}}((k - 2)e)) \cong H^1(\mathcal{M}_{\text{ell}}; \omega).
\]
As shown in [4, Proposition 2.16], the map $H^1(\mathcal{M}_{\text{ell}}; \omega) \to H^1(\mathcal{M}_1(n); \omega)$ is trivial and thus the inclusions $p_* \mathcal{O}_E((k-1)e) \to p_* \mathcal{O}_E(ke)$ are split for $k > 1$. We see that $\pi^* \mathcal{E}$ is indeed given by a cubic equation as in (3.6) with $|a_i| = i$.

If $S \to \mathcal{M}_{\text{ell}}$ classifies a generalized elliptic curve $E \to S$ given by a cubic equation as in (3.6), then the images of $c_4, \Delta \in H^0(\mathcal{M}_{\text{ell}}; \omega \otimes \omega)$ in $H^0(\mathcal{S}; \omega^{\otimes 2}_E)$ coincide with the corresponding polynomials in the coefficients $a_i$ of the Weierstraß equation; thus $c_4, \Delta \in H^0(\mathcal{S}; \mathcal{O}_{\mathcal{S}})$ have an unambiguous meaning. Moreover, a curve on $S$ defined by a cubic equation as in (3.6) defines a generalized elliptic curve only if $c_4$ and $\Delta$ vanish nowhere simultaneously [16, Corollary II.4.6].

As shown in [4, Proposition 2.16], the map $\pi^* \mathcal{E}$ being a generalized elliptic curve implies that the immersion $\mathcal{M}_1(n) \to \text{Spec} \mathcal{O}_{\mathcal{M}_1(n)}$ has image in the complement $U$ of the common vanishing locus of $c_4$ and $\Delta$. Note that the inclusion $\mathcal{M}_1(n) \to U$ is $\mathbb{G}_m$-equivariant.

By Lemma 3.4, $U/\mathbb{G}_m$ is separated. As $\mathcal{M}_1(n)$ is proper over $\text{Spec} \mathbb{Z}^1[\frac{1}{n}]$ and $U/\mathbb{G}_m$ is separated, we obtain analogously to [16, Corollary II.4.6] that the open immersion $\mathcal{M}_1(n) \leftarrow U/\mathbb{G}_m$ is proper. Thus, the image is closed. As $\mathfrak{m}_1(n)$ is an integral domain by [4], we see that $U$ and hence $U/\mathbb{G}_m$ are connected. We deduce that $\mathcal{M}_1(n) \hookrightarrow U/\mathbb{G}_m$ is an isomorphism.

At least over a field, the following lemma is well-known.

**Lemma 3.7** Let $\mathcal{E} \to S := \text{Spec} \mathcal{R}$ be an elliptic curve given by a Weierstraß equation, where $\mathcal{R}$ is graded. Assume that the associated quantities $a_i \in \Gamma(\mathcal{O}_S) = \mathcal{R}$ have degree $i$. Let there furthermore be a section $P : S \to \mathcal{E}$ of exact order $n \geq 3$. Then there are coordinates for $\mathcal{E}$ such that the associated Weierstraß equation is of the form

$$y^2 + \alpha_1 xy + \alpha_3 y = x^3 + \alpha_2 x^2,$$

$P$ corresponds to the point $(0, 0)$ and $|a_i| = i$.

This special form of the Weierstraß equation is called Tate normal form or also sometimes Kubert–Tate normal form.

**Proof** We perform a similar transformation as in the proof of [24, Theorem 1.1.1]. First, observe from formulae in [22, Section III.1] that any Weierstraß equation of the form

$$y^2 + a_1 xy + a_3 x = x^3 + a_2 x^2 + a_4 x + a_6$$

can be transformed so that the chosen torsion point $(x_0, y_0)$ on this curve is moving to $(0, 0)$. This transformation has the transformation parameter

$$r = x_0, \quad t = y_0, \quad s = 0.$$
Thus we may assume \( a_6 = 0 \) and the torsion point to be \((0, 0)\). Over any field \( K \), it follows from [25, Remark 4.2.1] that if \( a_3 = 0 \) over this field, then \((0, 0)\) would be either singular or a 2-torsion point, contradicting the assumption that it is a torsion point of strict order \( n \geq 3 \). Thus, \( a_3 \) is invertible in \( R \) since it maps to a non-zero element in every field for any ring map \( R \to K \).

This allows to define a transformation with transformation parameters

\[
r = 0, \quad t = 0, \quad s = \frac{a_4}{a_3},
\]

and the resulting coefficients are

\[
y^2 + \alpha_1 xy + \alpha_3 y = x^3 + \alpha_2 x^2.
\]

\[\square\]

**Remark 3.8** If we start with the Weierstraß equation \( y^2 + a_1 xy + a_3 x = x^3 + a_2 x^2 + a_4 x + a_6 \) as above, we want to record for later use the values of \( \alpha_i \) obtained by the procedure in the proof of the lemma above. Denote by \( s' \) the auxiliary quantity (the invertibility of the denominator follows from the lemma above)

\[
s' = \frac{a_4 + 2a_2 x_0 - a_1 y_0 + 3x_0^2}{a_3 + a_1 x_0 + 2y_0}.
\]

Then we obtain

\[
\alpha_1 = \frac{a_1 a_3 + 2a_4 + (a_1^2 + 4a_2)x_0 + 6x_0^2}{a_3 + a_1 x_0 + 2y_0},
\]

\[
\alpha_2 = a_2 + 3x_0 - a_1 s' - (s')^2
\]

\[
\alpha_3 = a_3 + a_1 x_0 + 2y_0.
\]

### 3.2 The \( q \)-expansions of the coefficients of Weierstraß equations

In the last subsection, we showed that the universal elliptic curve over \( \mathcal{M}_1(n) \) has a Weierstraß equation in Tate normal form and that the corresponding quantities \( \alpha_i \) are elements in

\[
H^0(\mathcal{M}_1(n); \mathcal{O}_{\mathcal{M}_1(n)}) \cong \bigoplus_{i \in \mathbb{Z}} H^0(\mathcal{M}_1(n); \omega_{n}^{\otimes i})
\]

of degree \( i \), i.e. meromorphic modular forms of weight \( i \). In this subsection, we will show that the \( \alpha_i \) are actually holomorphic modular forms and provide a general formula for the \( q \)-expansion. This will allow us to identify them with explicit polynomials in the \( z_i \) in the case \( n = 7 \). Our first goal will be to prove a criterion to check whether a meromorphic \( \Gamma_1(n) \)-modular form is actually holomorphic.
Recall from “Appendix A.1.1” that meromorphic $\Gamma_1(n)$-modular form $g$ of weight $k$ (in the analytic sense) is holomorphic if for every $\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z})$, the map $g[\gamma]_k$, given by

$$z \mapsto (cz + d)^{-k} g\left(\frac{az + b}{cz + d}\right)$$

is holomorphic at $\infty$.

Similarly to e.g. [26, Section 4], we use certain operators $[W_m]$ to rephrase holomorphy of a $\Gamma_1(n)$-modular form. We will see in the Proof of Lemma 3.10 that these operators are closely related to the equivalence $\varphi : \mathcal{M}_1(n) \to \mathcal{M}_\mu(n)$ in Lemma A.11 (see also [27, Section VII.6]).

**Lemma 3.9** Let $g : \mathbb{H} \to \mathbb{C}$ be a meromorphic $\Gamma_1(n)$-modular form of weight $k$. Then the function

$$W_n g := g[W_n]_k : \mathbb{H} \to \mathbb{C}
$$

$$\tau \mapsto (n\tau)^{-k} g\left(\frac{1}{n\tau}\right)$$

is a meromorphic $\Gamma_1(n)$-modular form again, where $W_n = \begin{pmatrix} 0 & -1 \\ n & 0 \end{pmatrix}$. Moreover, $g$ is holomorphic as a modular form if and only if $W_n g$ is holomorphic as a modular form.

**Proof** Given any matrix $\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_1(n)$, observe that its conjugate

$$W_n \gamma W_n^{-1} = \begin{pmatrix} d & -\frac{c}{n} \\ -bn & a \end{pmatrix} = W_n^{-1} \gamma W_n$$

also lies in $\Gamma_1(n)$ and hence $W_n^{-1} \Gamma_1(n) W_n = \Gamma_1(n)$. Thus our lemma becomes a special case of [17, Exercise 1.2.11(c)]. $\square$

For the next lemma recall the Tate curve $\text{Tate}(q^n)$ from the discussion after Theorem A.16, as well as the description of torsion points on this curve.

**Lemma 3.10** Let $g \in \text{Nat}_k^\mathbb{C}(\text{Ell}_1\Gamma_1(n)(-), \Gamma(-))$ be a Katz modular form over $\mathbb{C}$ and let $\beta_1(g) \in \text{MF}(\Gamma_1(n); \mathbb{C})$ be its associated modular form as in “Appendix A.2.1”. Assume that the evaluation at the Tate curve $\text{Tate}(q^n)$ with its invariant differential $\eta_{\text{can}}$ over $\text{Conv}_{q^n}$ yields a power series (as opposed to a general Laurent series) for any choice of torsion point $(X(\xi_d q^n, q^n), Y(\xi_d q^n, q^n))$ with $\xi = e^{\frac{2\pi i}{n}}$. Then $\beta_1(g)$ is actually holomorphic.

**Proof** Throughout this proof, let $\tau$ be an arbitrary point in the upper half-plane. By definition, $\beta_1(g)(\tau) = g(\mathbb{C}/\mathbb{Z} + n\tau \mathbb{Z}, dz, \tau)$. We claim that

$$(W_n \beta_1(g))(\tau) = (-n)^{-k} g\left(\mathbb{C}/\mathbb{Z} + \tau \mathbb{Z}, dz, \frac{1}{n}\right).$$
Indeed, multiplication by $-\tau$ induces an isomorphism from the elliptic curve $\mathbb{C}/\mathbb{Z} + n\frac{1}{n\tau}\mathbb{Z}$ to $\mathbb{C}/\mathbb{Z} + \tau\mathbb{Z}$. Thus, $(\mathbb{C}/\mathbb{Z} + n\frac{1}{n\tau}\mathbb{Z}, dz, \frac{-1}{n\tau})$ is isomorphic to $(\mathbb{C}/\mathbb{Z} + \tau\mathbb{Z}, (-\tau)^{-1}dz, \frac{1}{n})$. We obtain

$$(W_n\beta_1(g))(\tau) = (n\tau)^{-k}\beta_1(g)\left(-\frac{1}{n\tau}\right) = (n\tau)^{-k}(-\tau)^k g\left(\mathbb{C}/\mathbb{Z} + \tau\mathbb{Z}, dz, \frac{1}{n}\right)$$

as was to be shown.

The assignment $g': \mathbb{H} \to \mathbb{C}$, given by $\tau \mapsto g(\mathbb{C}/\mathbb{Z} + \tau\mathbb{Z}, dz, \frac{1}{n})$, can be checked to define a meromorphic $\Gamma_1(n)$-modular form. In particular, it suffices by Lemma 3.9 and our previous computation to show that $g'$ is holomorphic. By definition, this means that $g'[\gamma]_k$ is holomorphic at $\infty$ for every $\gamma \in \text{SL}_2(\mathbb{Z})$. If we write $\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$ for such a $\gamma$, we have

$$g'[\gamma]_k(\tau) = (c\tau + d)^{-k} g\left(\mathbb{C}/\mathbb{Z} + \frac{a\tau + b}{c\tau + d}\mathbb{Z}, dz, \frac{1}{n}\right)$$

$$= g\left(\mathbb{C}/\mathbb{Z} + \frac{a\tau + b}{c\tau + d}\mathbb{Z}, (c\tau + d)dz, \frac{1}{n}\right)$$

$$= g\left(\mathbb{C}/\mathbb{Z} + \tau\mathbb{Z}, dz, \frac{c\tau + d}{n}\right)$$

$$= g\left(\mathbb{C}/\mathbb{Z} + \tau\mathbb{Z}, dz, \frac{\zeta^d q_0^c}{u n}\right)$$

with $q_0 = e^{\frac{2\pi i}{n}}$. If we push the Tate curve $\text{Tate}(q^n)$ forward along the evaluation map $\text{ev}_{q_0}: \text{Conv} q^n \to \mathbb{C}$, the resulting elliptic curve with chosen torsion point is isomorphic to $(\mathbb{C}/q_n^\infty, \frac{du}{n}, \zeta^d q_0^c)$. By naturality, the values of $g$ are also related via $\text{ev}_{q_0}$. Because $g(E_{q^n}, \eta^{can}, (X(\xi^d q^c, q^n), Y(\xi^d q^c, q^n)))$ is a power series in $q^n$ by assumption, we see thus that $g'[\gamma]$ is holomorphic at $\infty$. □

From now on we will assume $n \geq 3$. Our aim now is to compute the $q$-expansions of the coefficients $\alpha_i$ of the Tate normal form

$$y^2 + \alpha_1 xy + \alpha_3 y = x^3 + \alpha_4 x^2$$

for the Tate curve $\text{Tate}(q^n)$ given by $y^2 + xy = x^3 + a_4(q^n)x + a_6(q^n)$ over $\text{Conv} q^n$ with a chosen $n$-torsion point $(x_0, y_0)$. The values from Remark 3.8 specialize to
Next, we want to specify the torsion point \((x_0, y_0)\) on the Tate curve \(\text{Tate}(q^n)\). We use methods from [28, Section V.3], to simplify the expressions for \(X(vq^k, q^n)\) and \(Y(vq^k, q^n)\) in our case, where \(v\) and \(q\) are complex numbers with \(|v| = 1\) and \(|q| < 1\) and \(0 \leq k < n\). First, we reindex the sum over positive natural numbers:

\[
X(vq^k, q^n) = \sum_{m \in \mathbb{Z}} \frac{vq^{mn+k}}{(1 - vq^{mn+k})^2} - 2s_1(q^n),
\]

\[
= \frac{vq^k}{(1 - vq^k)^2} + \sum_{m \geq 1} \left( \frac{vq^{mn+k}}{(1 - vq^{mn+k})^2} + \frac{v^{-1}q^{mn-k}}{(1 - v^{-1}q^{mn-k})^2} - 2 \frac{q^{mn}}{(1 - q^{mn})^2} \right).
\]

Recall the following formulae for \(|x| < 1\), obtained e.g. by differentiating the geometric series:

\[
\frac{x}{(1 - x)^2} = \sum_{l \geq 1} lx^l \quad \text{and} \quad \frac{x^2}{(1 - x)^3} = \sum_{l \geq 1} \frac{l(l - 1)}{2} x^l \quad \text{and} \quad \frac{x}{(1 - x)^3} = \sum_{l \geq 0} \frac{l(l + 1)}{2} x^l.
\]

Inserting this into the expression for \(X(vq^k, q^n)\), we obtain for \(k > 0\)

\[
X(vq^k, q^n) = \sum_{l \geq 1} lv^l q^{kl} + \sum_{m \geq 1} \sum_{l \geq 1} \left( lv^l q^{(mn+k)l} + lv^{-l} q^{(mn-k)l} - 2l q^{mn} \right).
\]

For \(k = 0\) and \(v \neq 1\) we obtain similarly

\[
X(v, q^n) = \frac{v}{(1 - v)^2} + \sum_{m > 0} \left( \sum_{l|m} (lv^l + v^{-l} - 2) \right) q^{mn}.
\]
For $Y(vq^k, q^n)$ we get

$$Y(vq^k, q^n) = \sum_{m \in \mathbb{Z}} \frac{v^2 q^{2(mn+k)}}{(1 - vq^{mn+k})^3} + s_1(q^n),$$

$$= \frac{v^2 q^{2k}}{(1 - vq^k)^3} + \sum_{m \geq 1} \left( \frac{v^2 q^{2(mn+k)}}{(1 - vq^{mn+k})^3} - \frac{v^{-1} q^{mn-k}}{(1 - v^{-1} q^{mn-k})^3} \right) + \frac{q^{mn}}{(1 - q^{mn})^2}.$$ 

Using again the formulae derived from geometric series, we obtain for $k > 0$

$$Y(vq^k, q^n) = \sum_{l \geq 2} \frac{(l-1)!}{2} v^l q^{kl} + \sum_{m \geq 1} \sum_{l \geq 1} \left( \frac{(l-1)!}{2} v^l q^{(mn+k)l} - \frac{l(l+1)}{2} v^{-l} q^{(mn-k)l} + l q^{mnl} \right).$$

For $k = 0$ and $v \neq 1$, we obtain instead

$$Y(v, q^n) = \frac{v^2}{(1 - v)^3} + \sum_{m > 0} \left( \sum_{l|m} \left( \frac{l(l-1)}{2} v^l - \frac{l(l+1)}{2} v^{-l} + 1 \right) \right) q^{mn}.$$

**Lemma 3.11** As before let $|q| < 1$, $|v| = 1$ and $0 \leq k < n$. In terms of the $X(vq^k, q^n)$ and $Y(vq^k, q^n)$ the Laurent series $\alpha_1$, $\alpha_2$ and $\alpha_3$ are actually power series in $q$ as well if we assume $v \neq \pm 1$ in case that $k = 0$ or $k = \frac{n}{2}$.

**Proof** Note that in each of the cases above both $X(vq^k, q^n)$ and $Y(vq^k, q^n)$ are not just Laurent series in $q$, but actually power series. In particular, so is $\alpha_3 = X + 2Y$. Given the expressions for $\alpha_1$ and $\alpha_2$, we only need to check that

$$s' = a_4(q^n) - X(vq^k, q^n) + 3X(vq^k, q^n)^2$$

$$X(vq^k, q^n) + 2Y(vq^k, q^n)$$

is a power series to obtain that $\alpha_1$ and $\alpha_2$ are power series as well. In our Tate curve, we have

$$a_4(q^n) = -5s_3(q^n) = -5 \sum_{m \geq 1} \sigma_3(m) q^{mn}$$

so this power series has $n > k$ as lowest exponent of $q$. Thus, the lowest power of $q$ occurring in the numerator is the same as for $X$ (unless the numerator is 0 and thus $s' = 0$). It thus suffices to show that the lowest term of the power series for $X$ has at least the order of the lowest term of the power series defining $X + 2Y$. In the table below we will compute the lowest term in the power series defining $X$, $Y$ and $X + 2Y$ in the different cases.
Note that \( \frac{v + v^2}{(1-v)^3} = 0 \) only if \( v = -1 \) and \( v - v^{-1} = 0 \) only if \( v = \pm 1 \).

**Proposition 3.12** If \( n \geq 3 \), the universal elliptic curve over \( \mathcal{M}_1^1(n) \) has a Weierstraß equation of the form

\[
y^2 + \alpha_1 xy + \alpha_3 y = x^3 + \alpha_2 x^2,
\]

where the \( \alpha_i \) are holomorphic modular forms in \( \text{mf}_k(\Gamma_1(n); \mathbb{Z}[\frac{1}{n}]) \) of degree \( i \).

**Proof** Lemma 3.11 checks exactly the holomorphy criterion Lemma 3.10 once we observe that \( P = (X(q^n, q^n), Y(q^n, q^n)) \) cannot be a point of exact order \( n \) if \( k = 0 \) or \( k = \frac{n}{2} \) and \( \zeta^d = \pm 1 \) because this would imply that \( P \) is of order 2.

According to the conventions from “Appendix A.4” we obtain the \( q \)-expansions of the \( \alpha_i \) by specializing to the torsion point \( (X(q^n, q^n), Y(q^n, q^n)) \) above and use our explicit expressions of the \( \alpha_i \) in terms of \( X \) and \( Y \).

In our case of \( n = 7 \) we obtain the following \( q \)-expansions for \( X \) and \( Y \):

\[
X = q + 2q^2 + 3q^3 + 4q^4 + 5q^5 + 7q^6 + 5q^7 + 9q^8 + \cdots
\]

\[
Y = q^2 + 3q^3 + 6q^4 + 10q^5 + 14q^6 + 22q^7 + 28q^8 + \cdots
\]

As in the Proof of Proposition 2.4, the form of the \( q \)-expansions of \( z_1, z_2 \) and \( z_3 \) implies that there are elements of \( \text{mf}_k(\Gamma_1(7); \mathbb{Z}[\frac{1}{7}]) \) with \( q \)-expansions of the form \( q^i + \) higher terms where \( i \) runs over all integers in \([0, 2k]\). As \( \text{mf}_k(\Gamma_1(7); \mathbb{Z}[\frac{1}{7}]) \) is free of rank \( 2k + 1 \), these elements form automatically a basis and thus every element in \( \text{mf}_k(\Gamma_1(7); \mathbb{Z}[\frac{1}{7}]) \) is determined by its \( q \)-expansion modulo \( q^{2k+1} \). Comparing the \( q \)-expansions of the \( z_i \) with those of the \( \alpha_i \) using MAGMA implies the following theorem.

**Theorem 3.13** The elliptic curve classified by the composition

\[
\text{Spec } \text{MF}(\Gamma_1(7), \mathbb{Z}[\frac{1}{7}]) \to \mathcal{M}_1(7) \to \mathcal{M}_{ell}
\]
is given by the equation

\[
y^2 + \alpha_1 xy + \alpha_3 y = x^3 + \alpha_2 x^2
\]
with
\[ \alpha_1 = z_1 - z_2 + z_3, \]
\[ \alpha_2 = z_1 z_2 + z_1 z_3, \]
\[ \alpha_3 = z_1 z_3^2. \]

4 Graded Hopf algebroids and stacks

In this section, all gradings can be taken to be either over \( \mathbb{Z} \) (as convenient in the algebraic setting) or over \( 2\mathbb{Z} \) (as convenient in the topological setting) if this choice is done consistently. In either case, we assume our graded rings to be commutative and not just graded commutative. All comodules over Hopf algebroids, a notion which we will recall in this section, are chosen to be left comodules.

4.1 General theory

We begin with the relationship between graded and ungraded Hopf algebroids. Let \((B, \Sigma)\) be a graded Hopf algebroid, i.e. a cogroupoid object in the category of graded rings. To such a graded Hopf algebroid, we can associate an ungraded Hopf algebroid \((B, \Sigma[u^{\pm 1}])\) as follows. The structure maps \(\eta_L\) and \(\varepsilon\) are essentially unchanged. The right unit \(\eta_R^{(B, \Sigma[u^{\pm 1}])}: B \to \Sigma[u^{\pm 1}]\) is given by
\[ \eta_R^{(B, \Sigma[u^{\pm 1}])}(x) = u^i \eta_R^{(B, \Sigma)}(x) \]
if \(x \in B\) is a homogeneous element of degree \(i\). The comultiplication
\[ \psi^{(B, \Sigma[u^{\pm 1}])}: \Sigma[u^{\pm 1}] \to \Sigma[u^{\pm 1}] \otimes_B \Sigma[u^{\pm 1}] \]
is given by
\[ \psi^{(B, \Sigma[u^{\pm 1}])}(s) = u^i \psi^{(B, \Sigma)}(s) \]
for homogeneous elements \(s \in \Sigma\) of degree \(i\) and \(\psi(u) = 1 \otimes u + u \otimes 1\). One can show that the category of graded comodules over \((B, \Sigma)\) is equivalent to that of comodules over \((B, \Sigma[u^{\pm 1}])\).

In the following, we will assume that \((B, \Sigma)\) is flat, i.e. that \(\Sigma\) is flat as a \(B\)-module. We observe that \(\Sigma\) is flat as a \(B\)-module with respect to the left module structure given by \(\eta_L\) if and only if it is flat as a \(B\)-module with respect to the right module structure given by \(\eta_R\). This can be shown using the conjugation.

**Definition 4.1** The associated stack for a graded Hopf algebroid \((B, \Sigma)\) is the stack \(\mathcal{X}(B, \Sigma)\) associated to the (ungraded) Hopf algebroid \((B, \Sigma[u^{\pm 1}])\) defined above, i.e. the stackification of the presheaf of groupoids represented by the groupoid scheme \((\text{Spec } B, \text{Spec } \Sigma[u^{\pm 1}])\) on the fpqc site of schemes.
As explained in [29, Section 3] the stack $\mathcal{X} = \mathcal{X}(B, \Sigma)$ is automatically algebraic in the sense of op. cit. and actually an Artin stack if $\Sigma$ is a finitely presented $B$-algebra (see [21, Théorème 10.1]). Moreover, it comes with a map $\text{Spec } B \to \mathcal{X}$ and the pullback $\text{Spec } B \times_{\mathcal{X}} \text{Spec } B$ can be identified with $\text{Spec } \Sigma[u^{\pm 1}]$. The pullback

$$\text{QCoh}(\mathcal{X}) \to \text{QCoh}(\text{Spec } B) \cong B \text{-mod}$$

refines to an equivalences from $\text{QCoh}(\mathcal{X})$ to left $(B, \Sigma)[u^{\pm 1}]$-comodules by [29, Section 3.4]; cf. also [30, Theorem 2.2]. Given an $\mathcal{F} \in \text{QCoh}(\mathcal{X})$, the comodule structure

$$\mathcal{F}(B) \to \Sigma[u^{\pm 1}] \otimes_B \mathcal{F}(B)$$

is given by composing $\mathcal{F}(\eta^B_L, \Sigma[u^{\pm 1}]) : \mathcal{F}(B) \to \mathcal{F}(\Sigma[u^{\pm 1}])$ with the inverse of the isomorphism $\Sigma[u^{\pm 1}] \otimes_B \mathcal{F}(B) \xrightarrow{\cong} \mathcal{F}(\Sigma[u^{\pm 1}])$ induced by $\mathcal{F}(\eta^B_R, \Sigma[u^{\pm 1}])$.

**Example 4.2** Let $B$ be a graded ring viewed as a graded Hopf algebroid $(B, B)$. Its associated stack is $\text{Spec } B/\mathbb{G}_m$ with the $\mathbb{G}_m$-action corresponding to the grading. Graded $B$-modules are the same as graded comodules over $(B, B)$ and are thus equivalent to $\text{QCoh}(\text{Spec } B/\mathbb{G}_m)$.

Composing the equivalences between $\text{QCoh}(\mathcal{X})$ and $(B, \Sigma)[u^{\pm 1}]$-comodules and between the latter and graded $(B, \Sigma)$-comodules, we obtain the following.

**Proposition 4.3** The map $(\text{id}_B, \varepsilon) : (B, \Sigma) \to (B, B)$ of graded Hopf algebroids induces a map $f^B : \text{Spec } B/\mathbb{G}_m \to \mathcal{X}$ and the pullback functor $(f^B)^* : \text{QCoh}(\mathcal{X}) \to \text{QCoh}(\text{Spec } B/\mathbb{G}_m)$ refines to an equivalence between quasi-coherent sheaves on $\mathcal{X}$ and graded comodules over $(B, \Sigma)$.

It is easy to check that this equivalence is monoidal, when we put the following tensor product on graded comodules: Let $(M, \psi_M)$ and $(N, \psi_N)$ be two graded $(B, \Sigma)$-comodules. Then we set $(M, \psi_M) \otimes (N, \psi_N) = (M \otimes_A N, \psi_M \otimes N)$, where $\psi_M \otimes N$ denotes the composite

$$M \otimes_B N \xrightarrow{\psi_M \otimes \psi_N} \Sigma \otimes_B M \otimes_B \Sigma \otimes_B N \to \Sigma \otimes_B M \otimes_B N,$$

with the last map being induced by the multiplication on $\Sigma$. Here we use that the associated graded comodule to some $\mathcal{F} \in \text{QCoh}(\mathcal{X})$ can be described completely analogously to the ungraded case above, only replacing $\Sigma[u^{\pm 1}]$ by $\Sigma$ and observing that $\mathcal{F}(B)$ has a natural grading.

Under the equivalences of Example 4.2 and Proposition 4.3, the pullback functor $\text{QCoh}(\mathcal{X}) \to \text{QCoh}(\text{Spec } B/\mathbb{G}_m)$ translates into the forgetful functor from graded $(B, \Sigma)$-comodules to graded $B$-modules. This forgetful functor has a right adjoint, sending a graded $B$-module $M$ to the extended graded $(B, \Sigma)$-comodule $\Sigma \otimes_B M$ with the comodule structure

$$\psi \otimes \text{id}_M : \Sigma \otimes_B M \to \Sigma \otimes_B \Sigma \otimes_B M$$
[31, Definition A1.2.1]. Under the equivalence above this translates into the right adjoint \( f^B_* : \text{QCoh}(\text{Spec } B/\mathbb{G}_m) \rightarrow \text{QCoh}(\mathcal{X}) \) to \( (f^B)^* \).

For the next lemma, consider a graded ring \( R \). We recall that an \( S \)-valued point of \( \text{Spec } R/\mathbb{G}_m \) corresponds to a \( \mathbb{G}_m \)-torsor \( T \rightarrow S \) together with a \( \mathbb{G}_m \)-equivariant map \( T \rightarrow \text{Spec } R \). Here, we consider the \( \mathbb{G}_m \)-action on \( \text{Spec } R \) corresponding to its grading. In particular the universal \( R \)-valued point \( \text{Spec } R \rightarrow \text{Spec } R/\mathbb{G}_m \) corresponds to the trivial \( \mathbb{G}_m \)-torsor \( \text{Spec } R[u^\pm 1] \rightarrow \text{Spec } R \) together with the \( \mathbb{G}_m \)-equivariant map \( \text{Spec } R[u^\pm 1] \rightarrow \text{Spec } R \) induced by

\[
R \rightarrow R[u^\pm 1], \quad x \mapsto xu^n \quad \text{for } x \text{ of degree } n \text{ (if we grade over } \mathbb{Z} \).
\]

Here, we recall that the trivial \( \mathbb{G}_m \)-torsor is induced by the obvious inclusion \( i : R \rightarrow R[u^\pm 1] \) and the \( \mathbb{G}_m \)-action on \( \text{Spec } R[u^\pm 1] \) is given by the grading on \( R[u^\pm 1] \) where \(|u| = 1\) and \( i \) is the inclusion of the degree 0 elements. For an arbitrary \( S \rightarrow \text{Spec } R/\mathbb{G}_m \), we obtain \( T \) as the pullback of this universal \( \mathbb{G}_m \)-torsor \( \text{Spec } R \rightarrow \text{Spec } R/\mathbb{G}_m \).

**Lemma 4.4** The pullback \( \text{Spec } B \times_\mathcal{X} \text{Spec } B/\mathbb{G}_m \) can be identified with \( \text{Spec } \Sigma \), where the first projection corresponds to \( \eta_L \) and the second to the composite of the map \( \eta_R^u : \text{Spec } \Sigma \rightarrow \text{Spec } B \) with the projection \( \text{Spec } B \rightarrow \text{Spec } B/\mathbb{G}_m \). Moreover, the map \( \text{Spec } B/\mathbb{G}_m \rightarrow \mathcal{X} \) is fpqc.

**Proof** Consider the trivial \( \mathbb{G}_m \)-torsor \( i : \Sigma \rightarrow \Sigma[u^\pm 1] \) as above. The right unit \( \eta_R^u = \eta_R^{(B, \Sigma[u^\pm 1])} \) defines a grading preserving map from \( B \) to \( \Sigma[u^\pm 1] \). We obtain a diagram

\[
\begin{array}{ccc}
\text{Spec } \Sigma[u^\pm 1] & \xrightarrow{i} & \text{Spec } \Sigma & \xrightarrow{\eta_L} & \text{Spec } B \\
\downarrow{\eta_R^u} & & \downarrow & & \\
\text{Spec } B & \rightarrow & \text{Spec } B/\mathbb{G}_m & \rightarrow & \mathcal{X}
\end{array}
\]

As noted already above, the outer rectangle is a pullback square. The left square is a pullback square as it is a map of \( \mathbb{G}_m \)-torsors. By fpqc descent along \( \text{Spec } B \rightarrow \text{Spec } B/\mathbb{G}_m \) the right square is a pullback square as well. As by [29, Section 3.3], the map \( \text{Spec } B \rightarrow \mathcal{X} \) is fpqc, \( \Sigma \) is flat over \( B \) by assumption and moreover \( \varepsilon \) is a retraction of \( \eta_L \), we see that \( \text{Spec } B/\mathbb{G}_m \rightarrow \mathcal{X} \) is fpqc as well.

It remains to identify the map \( \text{Spec } \Sigma \rightarrow \text{Spec } B/\mathbb{G}_m \). Using the discussion before this lemma, we see that the composite \( \text{Spec } \Sigma \xrightarrow{\eta_R} \text{Spec } B \rightarrow \text{Spec } B/\mathbb{G}_m \) corresponds to the trivial \( \mathbb{G}_m \)-torsor \( i : \text{Spec } \Sigma[u^\pm 1] \rightarrow \text{Spec } \Sigma \) together with the \( \mathbb{G}_m \)-equivariant map \( \eta_R^u : \text{Spec } \Sigma[u^\pm 1] \rightarrow \text{Spec } B \), exactly as claimed. \( \square \)

Dually, we can of course also identify \( \text{Spec } B/\mathbb{G}_m \times_\mathcal{X} \text{Spec } B \) with \( \text{Spec } \Sigma \) and obtain analogous descriptions of the projections. In particular, we see that

\[
\text{Spec } B/\mathbb{G}_m \times_\mathcal{X} \text{Spec } B \quad \text{and} \quad \text{Spec } B \times_\mathcal{X} \text{Spec } B/\mathbb{G}_m
\]

are equivalent over \( \text{Spec } B/\mathbb{G}_m \times \text{Spec } B/\mathbb{G}_m \). In the next lemma we investigate what happens after base change along a morphism \( B \rightarrow C \).
Lemma 4.5 Let $B \to C$ and $B \to D$ be grading preserving ring morphisms. This induces a morphism $f^C : \text{Spec } C/\mathbb{G}_m \to \text{Spec } B/\mathbb{G}_m \to \mathcal{X}$ and similarly for $D$.

1. The pullback $\text{Spec } B \times_{\mathcal{X}} \text{Spec } C/\mathbb{G}_m$ is equivalent to $\text{Spec } \Sigma \otimes_B C$, where $\Sigma$ is a $B$-module via the right unit $\eta_R$.

2. The quasi-coherent sheaf $f^C_* \mathcal{O}_{\text{Spec } C/\mathbb{G}_m}$ corresponds under the equivalence from Proposition 4.3 to the extended $(B, \Sigma)$-comodule structure on $\Sigma_B \otimes_C C$.

3. The pullbacks $\text{Spec } C \times_{\mathcal{X}} \text{Spec } D/\mathbb{G}_m$ and $\text{Spec } D/\mathbb{G}_m \times_{\mathcal{X}} \text{Spec } C$ are equivalent to $\text{Spec } \Omega$ with $\Omega = C \otimes_B \Sigma \otimes_B D$ and $\Omega = D \otimes_B \Sigma \otimes_B C$, respectively. If $C = D$ and the maps $B \to C$ coincide, then $(C, \Omega)$ obtains the structure of a graded Hopf algebroid.

4. The stack associated with $(C, \Omega)$ is equivalent to $\mathcal{X}$ if $f^C$ is fpqc.

Proof Recall that $\text{Spec } B \times_{\mathcal{X}} \text{Spec } B/\mathbb{G}_m \simeq \text{Spec } \Sigma$. Pulling back along the map $\text{Spec } C/\mathbb{G}_m \to \text{Spec } B/\mathbb{G}_m$ gives the equivalence in the first item. The second item follows by the remarks above as we can factor $f^C$ into the map $\text{Spec } C/\mathbb{G}_m \to \text{Spec } B/\mathbb{G}_m$ and $f^B$. Pulling back the equivalence from the first item along $\text{Spec } D \to \text{Spec } B$ gives the equivalences in the third item. The pullback $\text{Spec } C \times_{\mathcal{X}} \text{Spec } C$ is of the form $\Omega[u^{\pm 1}]$ for analogous reasons. By [29, Section 3.3], $\mathcal{X}$ is the stack associated with the (ungraded) Hopf algebroid $(C, \Omega[u^{\pm 1}])$ and thus also with the graded Hopf algebroid $(C, \Omega)$. \hfill \Box

We remark that with notation as in the preceding lemma, the identity on $\Omega = C \otimes_B \Sigma \otimes_B D$ provides us with an equivalence between $\text{Spec } C \times_{\mathcal{X}} \text{Spec } D/\mathbb{G}_m$ and $\text{Spec } C/\mathbb{G}_m \times_{\mathcal{X}} \text{Spec } D$ that is compatible with the projections to $\text{Spec } C/\mathbb{G}_m$ and to $\text{Spec } D/\mathbb{G}_m$.

4.2 Stacks related to elliptic curves

Recall that we are working with the moduli stack of elliptic curves $\mathcal{M}_{\text{ell}}$. Let

$$A := \mathbb{Z}[a_1, a_2, a_3, a_4, a_6] \text{ and } \Gamma := A[r, s, t].$$

There is an element $\Delta \in A$ corresponding to the discriminant for cubical curves; see e.g. [22, Section III.1] for a precise formula. The stack $\mathcal{M}_{\text{ell}}$ is equivalent to the stack associated with the graded Weierstraß Hopf algebroid $(A[\Delta^{-1}], \Gamma[\Delta^{-1}])$ in the sense recalled in Sect. 4.1. For the precise structure maps, see e.g. [32]; note the name comes from the fact that this Hopf algebroid is related to Weierstraß equations for elliptic curves and the right unit $\eta_R$ comes from change-of-coordinates formulas for these. Our grading convention is that $|a_i| = i$.

One observes that the structure maps do not use the fact that $\Delta$ was inverted, so one can consider the graded Weierstraß Hopf algebroid $(A, \Gamma)$.

Definition 4.6 Let the moduli stack of cubical curves $\mathcal{M}_{\text{cub}}$ be the Artin stack associated with the graded Weierstraß Hopf algebroid $(A, \Gamma)$.

The name is justified, as there is a modular interpretation for this stack, see [5, Section 3.1], and in particular the morphism $\text{Spec } A \to \mathcal{M}_{\text{cub}}$ classifies the Weierstraß cubical curve over $A$ given by the usual equation.
$$y^2 + a_1 xy + a_3 y = x^3 + a_2 x^2 + a_4 x + a_6.$$  

We record the relationship with the moduli stack of elliptic curves.

**Lemma 4.7** There is a pullback square

$$\begin{array}{ccc}
\text{Spec } A[\Delta^{-1}] & \longrightarrow & \text{Spec } A \\
\downarrow & & \downarrow \\
\mathcal{M}_{\text{ell}} & \longrightarrow & \mathcal{M}_{\text{cub}}
\end{array}$$

In particular, $\mathcal{M}_{\text{cub}}$ contains $\mathcal{M}_{\text{ell}}$ as an open substack and the inclusion is an affine morphism.

**Proof** The existence of the pullback square corresponds to the fact that a cubical curve given by a Weierstraß equation is an elliptic curve if and only if its discriminant $\Delta$ is invertible.

As noted in the last subsection, $\text{Spec } A \to \mathcal{M}_{\text{cub}}$ is fpqc. Since both being open immersion and being affine [23, Proposition 14.51] can be checked after faithfully flat base change, the remaining claims follow. \qed

**Definition 4.8** We define the line bundle $\omega$ on $\mathcal{M}_{\text{cub}}$ to be the one corresponding to the shift $A[1]$ under the equivalence between quasi-coherent sheaves on $\mathcal{M}_{\text{cub}}$ and graded $(A, \Gamma)$-comodules. Here, $A[1] = A_{i+1}$ and the comodule structure is induced by $\eta_L : A[1] \to \Gamma[1] \cong \Gamma \otimes_A A[1]$.

By [19, (1.2)], our definition of $\omega$ agrees with the more geometric definition of Deligne; in particular, our definition restricts to the corresponding definition on $\overline{\mathcal{M}}_{\text{ell}}$ we give in the appendix. By the transformation formulae in [22, Section III.1], it is easy to see that $\eta_L$ and $\eta_R$ agree on $\Delta \in A_{12}$. Thus, $\Delta$ defines a map $A \to A[12]$ of graded $(A, \Gamma)$-comodules and hence a section of $\omega \otimes {12}$ on $\mathcal{M}_{\text{cub}}$. Theorem A.16 implies that this $\Delta$ corresponds after restriction to $\mathcal{M}_{\text{ell}}$ and under the isomorphism $H^0(\mathcal{M}_{\text{ell}}; \omega \otimes {12}) \cong \text{MF}_{12}(\text{SL}_2(\mathbb{Z}); \mathbb{Z})$ indeed to the modular form $\Delta$ that we introduced via its $q$-expansion in “Appendix A.1.1”.

Next, we will need the following easy lemma.

**Lemma 4.9** The morphism $\text{Spec } A/\mathbb{G}_m \to \mathcal{M}_{\text{cub}}$ is smooth.

**Proof** As noted in the last subsection, $\text{Spec } A \to \mathcal{M}_{\text{cub}}$ is fpqc. Moreover, $\Gamma = A[r, s, t]$ is smooth over $A$ and $\text{Spec } \Gamma \cong \text{Spec } A \times_{\mathcal{M}_{\text{cub}}} \text{Spec } A/\mathbb{G}_m$. As smoothness can be tested after base change along an fpqc morphism [33, Tag 02VL], we obtain the claim. \qed

When working at the prime 3, it turns out to be more convenient to work with a different smooth cover of $\mathcal{M}_{\text{cub}} = \mathcal{M}_{\text{cub}, \mathbb{Z}(3)}$, namely with $\text{Spec } \tilde{A} \to \mathcal{M}_{\text{cub}}$, where $\tilde{A} := \mathbb{Z}(3)[\overline{a}_2, \overline{a}_4, \overline{a}_6]$ and the morphism is given by composition of the canonical morphism $\text{Spec } A \to \mathcal{M}_{\text{cub}}$ with the one induced by the ring map $A \to \tilde{A}$, given by $a_1, a_3 \mapsto 0$ and $a_i \mapsto \overline{a}_i$ for $i \in \{2, 4, 6\}$. 
The cubical curve corresponding to the morphism $\text{Spec } \tilde{A} \to \mathcal{M}_{\text{cub}}$ is
\[ y^2 = x^3 + a_2 x^2 + a_4 x + a_6. \]

Note that there are different conventions for simplifying the elliptic or cubical curves when 2 is inverted. In particular, the convention used in [22] differs from ours.

We want to show that this smooth cover induces a different Hopf algebroid $(\tilde{A}, \tilde{\Gamma})$ with $\tilde{\Gamma} := \tilde{A} \otimes_A \Gamma \otimes_A \tilde{A}$ representing $\mathcal{M}_{\text{cub}}$. For more details on the explicit description of $(\tilde{A}, \tilde{\Gamma})$, see [32, Section 3]. We will first prove that it is indeed a presentation for $\mathcal{M}_{\text{cub}}$, and then recall some of the structure maps we will be using later.

**Lemma 4.10** At the prime 3, the stack associated to the graded Hopf algebroid $(\tilde{A}, \tilde{\Gamma})$ is equivalent to $\mathcal{M}_{\text{cub}}$. In particular, there is an equivalence between quasi-coherent sheaves on $\mathcal{M}_{\text{cub}}$ and graded $(\tilde{A}, \tilde{\Gamma})$-comodules. Moreover, the morphism $\text{Spec } \tilde{A} / \mathbb{G}_m \to \mathcal{M}_{\text{cub}}$ is a smooth cover.

**Proof** We would like to apply Lemma 4.5. Thus, we only have to check that the composition $\text{Spec } \tilde{A} / \mathbb{G}_m \to \text{Spec } A / \mathbb{G}_m \to \mathcal{M}_{\text{cub}}$ is fpqc. As explained in Sect. 4.1, the map $\text{Spec } A \to \mathcal{M}_{\text{cub}}$ is fpqc, so by faithfully flat descent, it is enough to check that the pullback map $\text{Spec } A \times \mathcal{M}_{\text{cub}} \to \text{Spec } A$ is smooth and surjective. By Lemma 4.5, we can identify the source with $\text{Spec } \Gamma \otimes_A \tilde{A}$. By inspection, we arrive at the isomorphism of $A$-modules
\[ \Gamma \otimes_A \tilde{A} \cong A[r, s, t]/(\eta_R(a_1), \eta_R(a_3)). \]

Using the right unit formulae
\begin{align*}
\eta_R(a_1) &= a_1 + 2s, \\
\eta_R(a_3) &= a_3 + a_1 r + 2t,
\end{align*}
and the fact that we inverted 2, we get $\Gamma \otimes_A \tilde{A} \cong A[r]$. In particular, this is a smooth $A$-algebra and the claim follows. \qed

By the proof of the previous lemma we obtain
\[ \tilde{\Gamma} \cong \tilde{A} \otimes_A A[r] \cong \tilde{A}[r]. \]

The structure formulae for the Hopf algebroid $(A, \Gamma)$ determine under this identification the formulae
\begin{align*}
\eta_R(a_2) &= a_2 + 3r, \\
\eta_R(a_4) &= a_4 + 2r a_2 + 3r^2, \\
\eta_R(a_6) &= a_6 + r a_4 + r^2 a_2 + r^3,
\end{align*}
whereas $\eta_L$ is the canonical inclusion of $\tilde{A}$. 

Remark 4.11 Note that there is an even easier smooth cover of $\mathcal{M}_{\text{cub}}$ coming from $\mathcal{M}_{1}(2)_{\text{cub}}$ and a corresponding graded Hopf algebroid yielding $\mathcal{M}_{\text{cub}}$ again. For our approach, it has the following disadvantage: there is no meaningful module structure on $mf_{1}(7)$ over the corresponding ring. On the contrary, $mf_{1}(7)$ is a $\tilde{A}$-module corresponding to a cubical curve discussed later.

5 The definition and properties of $\mathcal{M}_{1}(7)_{\text{cub}}$ and $\mathcal{M}_{0}(7)_{\text{cub}}$

Fix throughout the section an integer $n \geq 2$ and the notation

$$A = \mathbb{Z}\left[\frac{1}{n}\right][a_{1}, a_{2}, a_{3}, a_{4}, a_{6}].$$

We want to extend the moduli stacks $\mathcal{M}_{0}(n) = \mathcal{M}_{0}(n)_{\mathbb{Z}\left[\frac{1}{n}\right]}$ and $\mathcal{M}_{1}(n) = \mathcal{M}_{1}(n)_{\mathbb{Z}\left[\frac{1}{n}\right]}$ to algebraic stacks that are finite over $\mathcal{M}_{\text{cub}}$ via a normalization construction.

5.1 Definition and basic properties of $\mathcal{M}_{1}(n)_{\text{cub}}$ and $\mathcal{M}_{0}(n)_{\text{cub}}$

Let us recall the notion of normalization. Let $X$ be an Artin stack and $A$ a quasi-coherent sheaf of $O_{X}$-algebras. Let $A' \subset A$ be the presheaf that evaluated on any smooth $\text{Spec } C \rightarrow X$ consists of those elements in $A(\text{Spec } C)$ that are integral over $C$. This is an fpqc (and in particular étale) sheaf because being integral for an element can be tested fpqc-locally (as generating a finite module can be checked fpqc-locally). Thus, we obtain a sheaf on the subsite of the lisse-étale site of $X$ consisting of affine schemes (see [21, Section 12] or [33, Tag 0786] for the definition).

Lemma 5.1 This construction has the following properties.

1. If $X = \text{Spec } D$ is affine, then $A'$ is the quasi-coherent sheaf associated with the $D$-algebra that is the normalization of $D$ in $A(\text{Spec } D)$.
2. If $p : Y \rightarrow X$ is a smooth morphism of Artin stacks, then the map $p^{*}(A') \rightarrow (p^{*}A)'$ is an isomorphism.
3. The sheaf $A'$ is quasi-coherent for general Artin stacks $X$.

Proof Let $X = \text{Spec } D$ be affine and let $D \rightarrow C$ be a smooth map of rings. By [33, Tag 03GG] and using that $A$ is quasi-coherent we obtain that the canonical map $A'(\text{Spec } D) \otimes_{D} C \rightarrow A'(\text{Spec } C)$ is an isomorphism. This implies that $A'$ is quasi-coherent in this case. Let now $p : Y \rightarrow X$ be a smooth morphism of Artin stacks with $X$ general again and let $\text{Spec } C \xrightarrow{q} Y$ be smooth as well. Then both $p^{*}(A')(\text{Spec } C)$ and $(p^{*}A)'(\text{Spec } C)$ are computed as the normalization of $C$ in $(q^{*}p^{*}A)(C) = A(C)$. 
Finally, let

\[
\begin{array}{ccc}
\text{Spec } C & \xrightarrow{r} & \text{Spec } D \\
p & \downarrow & q \\
\mathcal{X} & \xrightarrow{p} & \text{Spec } D
\end{array}
\]

be a 2-commutative diagram where the vertical maps are smooth. To show the quasi-coherence of \( \mathcal{A}' \), we need to show that the natural map

\[
\mathcal{A}'(\text{Spec } D) \otimes_D C \to \mathcal{A}'(\text{Spec } C)
\]

(5.2)
is an isomorphism. From the above, \( q^* \mathcal{A}' \) is quasi-coherent on \( \text{Spec } D \). Hence \((r^* q^* \mathcal{A}') (\text{Spec } C)\) can be computed as \((q^* \mathcal{A}') (\text{Spec } D) \otimes_D C = \mathcal{A}'(\text{Spec } D) \otimes_D C\). Thus we can identify the map (5.2) with the evaluation of the isomorphism \( r^* q^* \mathcal{A}' \cong p^* \mathcal{A}' \) on \( \text{Spec } C \).

**Definition 5.3** We define the normalization of \( \mathcal{X} \) in \( \mathcal{A} \) to be the relative Spec of \( \mathcal{A}' \) over \( \mathcal{X} \). For a quasi-compact and quasi-separated morphism \( p : \mathcal{Y} \to \mathcal{X} \), we define the normalization of \( \mathcal{X} \) in \( \mathcal{Y} \) to be the normalization of \( \mathcal{X} \) in \( p_* \mathcal{O}_\mathcal{Y} \), where \( p_* \) denotes the pushforward of quasi-coherent sheaves as in [33, Tag 070A].

Directly from Lemma 5.1 and [21, Proposition 13.1.9] we obtain:

**Lemma 5.4** Relative normalization commutes with smooth base change.

Recall that the compactifications \( \overline{M}_0(n) \) and \( \overline{M}_1(n) \) are defined as the normalizations of \( \overline{M}_{\text{ell}} \) in \( M_0(n) \) and \( M_1(n) \), respectively. This motivates the following definition.

**Definition 5.5** We define \( M_0(n)_{\text{cub}} \) and \( M_1(n)_{\text{cub}} \) as the normalizations of \( M_{\text{cub}} \) in \( M_0(n) \) and \( M_1(n) \).

It remains an open problem to provide modular interpretations for \( M_1(n)_{\text{cub}} \) and \( M_0(n)_{\text{cub}} \) similar to those in [34, 35] for \( \overline{M}_1(n) \) and \( \overline{M}_0(n) \). Moreover, we warn the reader that there is no reason to expect the map \( M_1(n)_{\text{cub}} \to M_0(n)_{\text{cub}} \) to be the stack quotient by the natural \((\mathbb{Z}/n)^*\)-action on the source.

Note that the normalization maps are by definition affine and in the next lemma we will even show finiteness.

**Lemma 5.6** The maps \( M_1(n)_{\text{cub}} \to M_{\text{cub}} \) and \( M_0(n)_{\text{cub}} \to M_{\text{cub}} \) are finite.

**Proof** Let \( \mathcal{X} \to M_{\text{ell}} \) be an affine map of finite type from a reduced Artin stack. Note that reducedness is local in the smooth topology [33, Tag 034E] so that we can define an Artin stack to be reduced if it has a smooth cover by a reduced scheme. We want to show that the normalization \( \mathcal{X}' \) of \( M_{\text{cub}} \) in \( \mathcal{X} \) is finite over \( M_{\text{cub}} \). The relevant cases for us are \( \mathcal{X} = M_1(n) \) and \( \mathcal{X} = M_0(n) \).

Let \( \text{Spec } A \to M_{\text{cub}} \) be the usual smooth cover. Denote by \( T \) the global sections of the pullback \( \mathcal{X} \times M_{\text{cub}} \text{Spec } A \), which is an affine scheme. By Lemma 5.4, the pullback
\(X' \times \mathcal{M}_{\text{cub}}\) Spec \(A\) is equivalent to the spectrum of the normalization \(A'\) of \(A\) in \(T\). As finiteness can be checked after faithfully flat base change, it thus suffices to show that \(A'\) is a finite \(A\)-module.

By [33, Tag 03GR], we just have to check that \(A\) is a Nagata ring, Spec \(T \to \text{Spec} \ A\) is of finite type and \(T\) is reduced. As \(A\) is a polynomial ring over a quasi-excellent ring, it is quasi-excellent again and hence Nagata [33, Tag 07QS]. The second point is clear by base change. For the last one note that Spec \(T\) is equivalent to Spec \(A[\Delta^{-1}] \times \mathcal{M}_{\text{ell}} \ X\) by Lemma 4.7, and also that this pullback is affine. Moreover, Spec \(A[\Delta^{-1}] \to \mathcal{M}_{\text{ell}}\) is smooth by Lemma 4.9. Since being reduced is local in the smooth topology, we conclude that \(T\) is reduced. Hence, we obtain finiteness of \(A'\) over \(A\) and thus of \(X'\) over \(\mathcal{M}_{\text{cub}}\).

\[\square\]

### 5.2 Commutative algebra of rings of modular forms

For structural results about \(\mathcal{M}_1(n)_{\text{cub}}\) we need some information about the commutative algebra of rings of modular forms. We will use the abbreviation \(\text{mf}_1(n)\) for \(\text{mf}(\Gamma_1(n); \mathbb{Z}[\frac{1}{n}])\). Recall from “Appendix A.5” that \(\text{mf}_k(\Gamma_1(n); R) \cong H^0(\overline{\mathcal{M}_1(n)}_R; \omega^\otimes k)\) for every subring \(R \subset \mathbb{C}\) and thus we set in general

\[
\text{mf}_k(\Gamma_1(n); R) = H^0(\overline{\mathcal{M}_1(n)}_R; \omega^\otimes k)
\]

for every \(\mathbb{Z}[\frac{1}{n}]\)-algebra \(R\).

Our first goal is to investigate when \(\text{mf}_1(n)\) is Cohen–Macaulay. This will be later the key to show that for many \(n\) the map \(\mathcal{M}_1(n)_{\text{cub}} \to \mathcal{M}_{\text{cub}}\) is flat. Recall that a noetherian commutative ring \(R\) is called \(\text{Cohen–Macaulay}\) if for every maximal ideal \(m \subset R\) the depth of the ideal \(mR_m\) equals the Krull dimension of \(R_m\).

On the other hand, \(\text{mf}_1(n)\) is a graded ring and it might appear more natural to consider a graded notion of being Cohen–Macaulay, where graded always means \(\mathbb{Z}\)-graded for us. An ideal is called \(\text{graded}\) if it is generated by homogeneous elements; this results in the notion of a graded prime ideal and thus also in the notion of graded Krull dimension. Moreover, a graded ideal is called \(\text{graded maximal}\) if it is maximal among all graded ideals. Note that with these definitions, the following lemma is not completely obvious, but also not hard to show:

**Lemma 5.7** Any graded maximal ideal in a graded ring is a graded prime ideal.

Given a graded prime ideal \(p\) in a graded ring \(R\), we denote by \(R_p\) the localization at the multiplicatively closed subset of all homogeneous elements not in \(p\). The **graded depth** of an ideal \(I \subset R\) is the maximal length of a regular sequence of homogeneous elements in \(I\).

**Definition 5.8** A graded noetherian ring \(R\) is **graded Cohen–Macaulay** if for every graded maximal ideal \(m \subset R\) the graded depth of \(mR_m\) equals the graded Krull dimension of \(R_m\).

Note that the graded Krull dimension of \(R_m\) agrees with the Krull dimension of \(R_m\) by [36, Theorem 1.5.8].
Lemma 5.9 Let $R$ be a graded noetherian ring. Then $R$ is Cohen–Macaulay if it is graded Cohen–Macaulay.

Proof According to [36, Exercise 2.1.27], $R$ is Cohen–Macaulay if and only if $R_p$ is Cohen–Macaulay for every graded prime ideal $p \subset R$. As by [36, Theorem 2.1.3] being Cohen–Macaulay is preserved by localizations, this happens if and only if $R_m$ is Cohen–Macaulay for every graded maximal ideal $m \subset R$. Thus, we may assume that $R$ contains a unique graded maximal ideal $m$.

By [36, Exercise 2.1.27] again, it suffices to show that $R_m$ is Cohen–Macaulay. Let $d$ be the dimension of $R_m$. By assumption, there is a $R_m$-regular sequence $x_1, \ldots, x_d$ in $m$. A straightforward check shows that the same sequence is also regular on $R_m$. This completes the proof.

Remark 5.10 By [36, Corollary 2.2.6] every regular ring is Cohen–Macaulay, but the ring $mf_1(n)$ is not regular in general, even over the complex numbers. Indeed, a maximal ideal of $mf_1(n) \otimes \mathbb{C}$ is generated by all elements of positive degree and thus needs at least $\dim_{\mathbb{C}} mf_1(n)_{\mathbb{C}}$ many generators. On the other hand, $mf_1(n) \otimes \mathbb{C}$ has Krull dimension 2 as in the proof of [4, Theorem 5.14] and thus $mf_1(n) \otimes \mathbb{C}$ can only be regular if $mf_1(n)_{\mathbb{C}}$ is of dimension at most 2. This does not happen for $n \geq 7$ as the dimension of $mf_1(n) \otimes \mathbb{C}$ is at least half the number of regular cusps, i.e. at least $\frac{1}{4} \sum_{d|n} \varphi(d)\varphi(\frac{n}{d})$ by [17, Theorem 3.6.1 and Figure 3.3], where $\varphi$ denotes Euler’s totient function. On the other hand, the rings $mf_1(n)$ are polynomial for $2 \leq n \leq 6$ and in particular regular.

There is the related property of being Gorenstein, which is stronger than Cohen–Macaulay, but weaker than regular. The values of $n$ for which $mf_1(n)$ is Gorenstein were found by Dimitar Kodjabachev in his thesis [37].

Proposition 5.11 The ring $mf_1(n)$ is a Cohen–Macaulay ring if and only if the map $mf_1(n) \rightarrow mf_1(\Gamma_1(n); \mathbb{F}_l)$ is surjective for all primes $l$ not dividing $n$. This happens if and only if $H^1(M_1(n); \omega)$ is torsionfree.

Proof This follows from [4, Theorem 5.14] and Lemma 5.9. □

Example 5.12 As noted in [4, Remark 3.14], the condition of Proposition 5.11 is equivalent to the non-existence of a cusp form in $mf_1(\Gamma_1(n); \mathbb{F}_l)$ that is not liftable to a cusp form in $mf_1(n)$. For $n \leq 28$, Buzzard [38] shows that only for $n = 23$ there is a nonvanishing cusp form in $mf_1(\Gamma_1(n); \mathbb{F}_l)$. But [12, Corollary 5.8] shows that on $\mathcal{M}_1(23)$ there is an isomorphism $\Omega^1_{\mathcal{M}_1(23)/\mathbb{Z}[1/\omega]} \cong \omega$. By [4, Proposition 2.11], this implies that we can identify the reduction map $mf_1(23)_1 \rightarrow mf_1(\Gamma_1(23); \mathbb{F}_l)$ with the surjection $\mathbb{Z}[\frac{1}{23}] \rightarrow \mathbb{F}_l$. (A similar argument also appears in [38].)

Thus, $mf_1(n)$ is Cohen–Macaulay for all $2 \leq n \leq 28$. It is not Cohen–Macaulay for example for $n = 74$ or $n = 82$ (see [4, Remark 3.14]).

In the context of normalizations it is furthermore an important question whether the rings $mf_1(n)$ are normal.

Proposition 5.13 The ring $mf_1(n)$ is normal for every $n \geq 2$. 
Proof We begin with some recollections on the general commutative algebra of $R = \text{mf}_1(n)$. By [4, Proposition 2.13] the ring $R$ is an integral domain so that (0) is its only prime ideal of height 0. Moreover, $R/p$ is an integral domain for every prime number $p$ not dividing $n$ because $\text{mf}(\Gamma_1(n); \mathbb{F}_p)$ is an integral domain by [4, Proposition 2.13] and $R/p$ embeds into $\text{mf}(\Gamma_1(n); \mathbb{F}_p)$ [4, Remark 3.14]. The same [4, Proposition 2.13] also says that $R_0 = \mathbb{Z}[\frac{1}{n}]$. We also note that $R$ is noetherian, e.g. as it is finitely generated over the noetherian ring $\text{mf}(\text{SL}_2(\mathbb{Z}); \mathbb{Z}[\frac{1}{n}]) \cong \mathbb{Z}[\frac{1}{n}][c_4, c_6, \Delta] / (1728\Delta = c_4^3 - c_6^2)$ [4, Corollary 1.4]. Thus Serre’s normality criterion [39, Théorème 5.8.6] says that it suffices to show that $R = \text{mf}_1(n)$ satisfies R1 and S2.

Condition R1 says that for every prime ideal $p \subset R$ of height 1, the localization $R_p$ is regular. Let $\mathcal{M}_1^1(n) \to \mathcal{M}_1(n)$ be the $\mathbb{G}_m$-torsor over which the line bundle $\omega$ trivializes. By Proposition 3.5, the scheme $\mathcal{M}_1^1(n)$ is quasi-affine and can be identified as the complement of the common vanishing locus $V(c_4, \Delta)$ of $c_4$ and $\Delta$ in Spec $R$.

We claim that no point $p$ of height 1 of Spec $R$ can be in $V(c_4, \Delta)$, essentially as this is closed of codimension 2. More precisely, we claim that $c_4, \Delta$ form a regular sequence and thus $c_4, \Delta \in p$ would imply that the height of $p$ is at least 2 [36, Proposition 1.2.14]. As $R$ is torsionfree and $\Delta$ is not divisible by any non-unit in $\mathbb{Z}[\frac{1}{n}]$ (as can be seen by its $q$-expansion $q - 24q^2 + \cdots$), it suffices to show that $c_4, \Delta$ forms a regular sequence in $R \mathbb{Q}$. By [4, Theorem 1.1], $R \mathbb{Q}$ is free of finite rank over the ring $S = \mathbb{Q}[c_4, c_6]$ of modular forms and we see indeed that $c_4$ and $\Delta = \frac{1}{1728}(c_4^3 - c_6^2)$ form a regular sequence in $S$ and hence in $R \mathbb{Q}$.

We conclude that $p \in \mathcal{M}_1^1(n)$ and the localization $R_p$ can be identified with a stalk in $\mathcal{M}_1(n)$. But $\mathcal{M}_1^1(n)$ is smooth over $\mathbb{Z}[\frac{1}{n}]$ (as $\mathcal{M}_1(n)$ is smooth over $\mathbb{Z}[\frac{1}{n}]$ and $\mathbb{G}_m$-torsors are smooth) and thus regular.

Condition S2 says that the depth of $R_p$ is for every prime ideal $p \subset R$ at least the height of $p$ or at least 2. As $R$ is an integral domain, $p$ has at least depth 1 if it is nonzero. Thus, we need to show that every prime ideal $p$ of height at least 2 has depth at least two.

Assume first that $p \in p$ for some prime number $p$. By Krull’s principal ideal theorem, $p$ cannot be principal and thus it contains some $x \notin (p)$. As $R/p$ is an integral domain, $p, x$ is a regular sequence of length 2 in $p$.

Assume now that no prime $p$ is in $p$. Then $p R \mathbb{Q}$ is still a prime ideal and $p R \mathbb{Q} \cap R = p$. Moreover $R_p$ is a $\mathbb{Q}$-algebra, namely the localization of $R \mathbb{Q}$ at $p R \mathbb{Q}$. As noted above, $R \mathbb{Q}$ is finite and free over $S = \mathbb{Q}[c_4, c_6]$. By [36, Theorem A.6], the ideal $p \cap S$ has still height 2. As $S$ is regular we can choose a regular sequence of length 2 in $p \cap S$ that is automatically also regular in $R \mathbb{Q}$ and hence in $R_p$. $\square$

Example 5.14 The ring $\text{mf}_1(7) \cong \mathbb{Z}[\frac{1}{7}][z_1, z_2, z_3] / (z_1 z_2 + z_2 z_3 + z_3 z_1)$ is no longer regular by Remark 5.10, but still Cohen–Macaulay by Example 5.12 and normal by the proposition above.
5.3 The flatness of \( \mathcal{M}_1(n)_{\text{cub}} \to \mathcal{M}_{\text{cub}} \)

The two aims of this section are to show that \( \mathcal{M}_1(n)_{\text{cub}} \) agrees with \( \text{Spec} \text{mf}_1(n)/\mathbb{G}_m \) and that under some conditions \( \mathcal{M}_1(n)_{\text{cub}} \to \mathcal{M}_{\text{cub}} \) is flat. These claims will be special cases of the more general criterion Proposition 5.15.

We will still use our convention that we work implicitly over \( \mathbb{Z}[\frac{1}{n}] \) for a fixed \( n \geq 2 \), i.e. that \( \mathcal{M}_{\text{cub}} \) means \( \mathcal{M}_{\text{cub}, \mathbb{Z}[\frac{1}{n}]} \) and \( A = \mathbb{Z}[\frac{1}{n}][a_1, a_2, a_3, a_4, a_6] \) etc. Note moreover that \( \mathcal{M}_{\text{cub}} \to \text{Spec} \mathbb{Z}[\frac{1}{n}] \) is smooth as \( \text{Spec} A \to \text{Spec} \mathbb{Z}[\frac{1}{n}] \) is. In particular, \( \mathcal{M}_{\text{cub}} \) is reduced by [33, Tag 034E].

**Proposition 5.15** Let \( R \) be a graded ring with a graded ring map \( A \to R \). Assume that the induced map

\[
\text{Spec} R[\Delta^{-1}]/\mathbb{G}_m \to \text{Spec} A[\Delta^{-1}]/\mathbb{G}_m \to \mathcal{M}_{\text{ell}}
\]

is surjective and \( R_A = \Gamma \otimes_AR \) is a finitely generated \( A \)-module.

(a) If \( R \) is a normal domain, the normalization of \( \mathcal{M}_{\text{cub}} \) in \( \text{Spec} R[\Delta^{-1}]/\mathbb{G}_m \) is equivalent to \( \text{Spec} R/\mathbb{G}_m \).

(b) If \( R \) is Cohen–Macaulay, then \( R_A \) is a flat \( A \)-module and thus the morphism \( \text{Spec} R/\mathbb{G}_m \to \mathcal{M}_{\text{cub}} \) is flat as well.

**Proof** We begin with part (a). Let \( \text{Spec} C \to \mathcal{M}_{\text{cub}} \) be any smooth map. As \( \text{Spec} R/\mathbb{G}_m \to \mathcal{M}_{\text{cub}} \) is by Lemma 4.5 and fpqc descent an affine morphism, the fiber product \( \text{Spec} C \times_{\mathcal{M}_{\text{cub}}} \text{Spec} R/\mathbb{G}_m \) is affine again and we denote it by \( \text{Spec} R_C \).

With the same notation, the fiber product \( \text{Spec} C \times_{\mathcal{M}_{\text{cub}}} \text{Spec} R[\Delta^{-1}]/\mathbb{G}_m \) is equivalent to \( \text{Spec} R_C[\Delta^{-1}] \). By the definition of the normalization, we thus must show that the normalization of \( C \) in \( R_C[\Delta^{-1}] \) equals \( R_C \).

As a first step, we will show that the natural maps \( C \to R_C[\Delta^{-1}] \) (and hence \( C \to R_C \)) are injections. We can work locally and assume that the pullback of \( \omega \) to \( \text{Spec} C \) is trivialized so that \( \Delta \in H^0(\mathcal{M}_{\text{cub}}; \omega^{\otimes 12}) \) defines an element of \( C \), well-defined up to multiplication by a unit. Note further that \( \text{Spec} C \) is noetherian and hence it is the disjoint union of finitely many affine components; thus we can assume moreover that \( \text{Spec} C \) is connected. As \( \text{Spec} R_C[\Delta^{-1}]/\mathbb{G}_m \to \mathcal{M}_{\text{ell}} \) is surjective by assumption, its base change \( \text{Spec} R_C[\Delta^{-1}] \to \text{Spec} C[\Delta^{-1}] \) along \( \text{Spec} C[\Delta^{-1}] \to \mathcal{M}_{\text{ell}} \) is surjective as well. We see that the kernel of \( C[\Delta^{-1}] \to R_C[\Delta^{-1}] \) lies in the intersection of all prime ideals, i.e. in the nilradical. As \( \mathcal{M}_{\text{cub}} \) is reduced and hence \( C \) is reduced as well, it follows that \( C[\Delta^{-1}] \to R_C[\Delta^{-1}] \) is injective. Thus, it suffices to show that \( C \to C[\Delta^{-1}] \) is injective. Note that \( \text{Spec} C \) is smooth over \( \mathbb{Z}[\frac{1}{n}] \) as \( \mathcal{M}_{\text{cub}} \) is. Thus \( \text{Spec} C \) is regular and its connectedness implies that \( \text{Spec} C \) is irreducible by [40, Corollary 10.14] and [23, Exercise 3.16]; hence \( C \) is an integral domain.

Furthermore, we show that \( \Delta \in C \) is nonzero. Indeed, we can check this in \( \text{Spec} C_A \cong \text{Spec} C \times_{\mathcal{M}_{\text{cub}}} \text{Spec} A \). The non-vanishing locus of \( \Delta \) in \( A \) is dense (as \( A \) is an integral domain) and \( \text{Spec} C_A \to \text{Spec} A \) is smooth and hence open. Thus, the image of \( \Delta \) in \( C_A \) is nonzero and \( \Delta \neq 0 \) in \( C \) as well. This implies that \( C \to C[\Delta^{-1}] \) and hence \( C \to R_C[\Delta^{-1}] \) are indeed injective.
According to Lemma 4.5 again, the pullback Spec $A \times_{\mathcal{M}_{\text{cub}}} \text{Spec } R / \mathfrak{g}_m$ is equivalent to Spec $R_A$. Thus, Spec $R / \mathfrak{g}_m$ is finite over $\mathcal{M}_{\text{cub}}$. We see that $R_C$ is finite over $C$ and hence every element of $R_C$ is integral over $C$. As $R$ is normal and $R_C$ is smooth over $R$, also $R_C$ is normal [33, Tag 033C]. Thus, every element that is integral over $C$ (and hence $R_C$) in $R_C[\Delta^{-1}]$ is already in $R_C$. Thus, $R_C$ is the normalization of $C$ in $R_C[\Delta^{-1}]$ and we obtain part (a).

For part (b), we observe first that the flatness of Spec $R_A \rightarrow \text{Spec } A$ indeed implies the flatness of Spec $R / \mathfrak{g}_m \rightarrow \mathcal{M}_{\text{cub}}$ as the former map is by Lemma 4.5 the base change of the latter map along the fppc morphism Spec $A \rightarrow \mathcal{M}_{\text{cub}}$. Moreover it suffices to show the flatness of the base change $R_{A_p} = R_A \otimes_A A_p$ over $A_p$ for all prime ideals $p$ in $A$. We want to invoke Hironaka’s flatness criterion [41, 25.16], by which a ring extension $A_p \subset B$ is automatically flat if $B$ is Cohen–Macaulay and finite as an $A_p$-module. The ring $R_A$ is Cohen–Macaulay as it is by base change smooth over $R$ and being Cohen–Macaulay is local in the smooth topology [33, Tag 036B]. Moreover, any localization of a Cohen–Macaulay ring is Cohen–Macaulay again [36, Theorem 2.1.3] and thus $R_{A_p}$ is indeed Cohen–Macaulay. To apply Hironaka’s criterion, it suffices thus to show that the map $A_p \rightarrow R_{A_p}$ is injective.

We argue similarly to part (a). As $A$ is an integral domain, the map $A_p \rightarrow A_p[\Delta^{-1}]$ is an injection. Thus, it suffices to show the injectivity of $A_p[\Delta^{-1}] \rightarrow R_{A_p}[\Delta^{-1}]$. But Spec $R_{A_p}[\Delta^{-1}] \rightarrow \text{Spec } A_p[\Delta^{-1}]$ is surjective as the base change of Spec $R / \mathfrak{g}_m \rightarrow \mathcal{M}_{\text{ell}}$ along Spec $A_p[\Delta^{-1}] \rightarrow \mathcal{M}_{\text{ell}}$, and the reducedness of $A$ implies thus that $A_p[\Delta^{-1}] \rightarrow R_{A_p}[\Delta^{-1}]$ is indeed injective.

We will apply this criterion to $R = \text{mf}_1(n)$. While it was already shown that $\text{mf}_1(n)$ is always normal and often Cohen–Macaulay in the last section, the next thing to check is the finiteness of $R_A$ over $A$ in this case. A crucial ingredient is the following proposition.

**Proposition 5.16** The maps $\overline{\mathcal{M}}_1(n) \rightarrow \mathcal{M}_{\text{ell}}$ and $\overline{\mathcal{M}}_0(n) \rightarrow \mathcal{M}_{\text{ell}}$ are finite and flat. In particular, also $\mathcal{M}_1(n) \rightarrow \mathcal{M}_{\text{ell}}$ and $\mathcal{M}_0(n) \rightarrow \mathcal{M}_{\text{ell}}$ are finite and flat. The degree $d_n$ of $\overline{\mathcal{M}}_1(n) \rightarrow \mathcal{M}_{\text{ell}}$ satisfies $d_n = n^2 \prod_{p \mid n} (1 - 1/p^2)$ and $\overline{\mathcal{M}}_0(n) \rightarrow \mathcal{M}_{\text{ell}}$ is of degree $d_{\varphi(n)}$ for $\varphi$ Euler’s totient function.

**Proof** The first part is contained in Theorem 4.1.1 of [34]. For the formula for $d_n$ note that the degree of $\overline{\mathcal{M}}_1(n) \rightarrow \mathcal{M}_{\text{ell}}$ agrees with that of $\overline{\mathcal{M}}_1(n)_{\mathbb{C}} \rightarrow \mathcal{M}_{\text{ell, } \mathbb{C}}$ as $\mathcal{M}_{\text{ell}}$ is connected. As recalled in “Appendix A.2.3”, for $n \geq 5$ the analytification of $\overline{\mathcal{M}}_1(n)_{\mathbb{C}}$ agrees with $X_1(n)$ and as the generic point of $\mathcal{M}_{\text{ell, } \mathbb{C}}$ has automorphism group of order 2, the degree $d_n$ is twice the degree of $X_1(n) \rightarrow X_1(1)$, which is computed in [17, Sections 3.8+3.9]. The cases $n = 2, 3$ and 4 are easily computed by hand.

The degree of $\overline{\mathcal{M}}_0(n) \rightarrow \mathcal{M}_{\text{ell}}$ agrees with that of $\mathcal{M}_0(n) \rightarrow \mathcal{M}_{\text{ell}}$. As $\mathcal{M}_1(n) \rightarrow \mathcal{M}_0(n)$ is a $(\mathbb{Z}/n)^{\times}$-Galois cover, it has degree $\varphi(n)$. The formula for the degree of $\mathcal{M}_0(n) \rightarrow \mathcal{M}_{\text{ell}}$ follows.

Before we come to the next proposition, consider again the $\mathfrak{g}_m$-torsor $\overline{\mathcal{M}}_1(n) \rightarrow \overline{\mathcal{M}}_1(n)$ that trivializes $\omega$. As $H^0(\overline{\mathcal{M}}_1(n), O_{\overline{\mathcal{M}}_1(n)}) = \text{mf}_1(n)$, we obtain a $\mathfrak{g}_m$-equivariant map $\overline{\mathcal{M}}_1(n) \rightarrow \text{Spec } \text{mf}_1(n)$ and thus $\overline{\mathcal{M}}_1(n) \rightarrow \text{Spec } \text{mf}_1(n)/\mathfrak{g}_m$,.
where the $\mathbb{G}_m$-action on $\text{Spec} \, \text{mf}_1(n)$ corresponds to the standard grading on the ring of modular forms.

**Lemma 5.17** The map $\overline{M}_1(n) \to \overline{M}_{\text{ell}} \to M_{\text{cub}}$ factors over $\text{Spec} \, \text{mf}_1(n)/\mathbb{G}_m$, resulting in the following commutative square:

\[
\begin{array}{ccc}
\overline{M}_1(n) & \longrightarrow & \text{Spec} \, \text{mf}_1(n)/\mathbb{G}_m \\
\downarrow f & & \downarrow \tilde{f} \\
\overline{M}_{\text{ell}} & \longrightarrow & M_{\text{cub}} \\
\end{array}
\]

**Proof** Proposition 3.5 yields a commutative square

\[
\begin{array}{ccc}
\overline{M}_1(n) & \longrightarrow & \text{Spec} \, \text{mf}_1(n) \\
\downarrow & & \downarrow \\
\overline{M}_{\text{ell}} & \longrightarrow & M_{\text{cub}} \\
\end{array}
\]

Quotining by $\mathbb{G}_m$ gives the result since the map $A \to \text{mf}_1(n)$ is grading preserving (i.e. $|a_i| = i$).

**Proposition 5.18** The $A$-module $R_A = \Gamma \otimes_A \text{mf}_1(n)$ is finitely generated.

**Proof** Set $R = \text{mf}_1(n)$. We will use the graded ring map $R \to A$ classifying a Weierstraß equation for the universal elliptic curve over $\overline{M}_1(n)$ and recall the resulting commutative square from Lemma 5.17:

\[
\begin{array}{ccc}
\overline{M}_1(n) & \longrightarrow & \text{Spec} \, \text{R}/\mathbb{G}_m \\
\downarrow f & & \downarrow \tilde{f} \\
\overline{M}_{\text{ell}} & \longrightarrow & M_{\text{cub}} \\
\end{array}
\]

As a quasi-coherent sheaf on $\text{Spec} \, \text{R}/\mathbb{G}_m$ is determined by its graded global sections as explained in Example 4.2, we see that $j_* \mathcal{O}_{\overline{M}_1(n)}$ is exactly $\mathcal{O}_{\text{Spec} \, \text{R}/\mathbb{G}_m}$. Consider the cartesian square

\[
\begin{array}{ccc}
U & \longrightarrow & \text{Spec} \, A \\
\downarrow q & & \downarrow p \\
\overline{M}_{\text{ell}} & \longrightarrow & M_{\text{cub}} \\
\end{array}
\]

Note that $k$ is an open immersion onto the complement of the common vanishing locus $V(c_4, \Delta)$ of $c_4$ and $\Delta$ by [22, Proposition III.1.4]. As $\text{Spec} \, R_A \cong \text{Spec} \, A \times M_{\text{cub}}$ Spec $\text{R}/\mathbb{G}_m$ by Lemma 4.5, we see that $R_A$ are the global sections of
As $p$ is flat, we have an isomorphism $p^*i_*f_*\mathcal{O}_{\text{Spec } R/g_m} \cong p^*j_*f_*\mathcal{O}_{\mathcal{M}_1(n)} \cong p^*i_*f_*\mathcal{O}_{\mathcal{M}_1(n)}$.

Theorem 5.19 For every $n \geq 2$, we have an equivalence

$$\mathcal{M}_1(n)_{\text{cub}} \simeq \text{Spec } mf_1(n)/\mathbb{G}_m$$

and more generally $\mathcal{M}_1(n)_{\text{cub}, B}$ is equivalent to $\text{Spec } mf(\Gamma_1(n); B)/\mathbb{G}_m$ for every flat $\mathbb{Z}^{1\over n}$-algebra $B$.

Moreover, if $mf_1(n) \rightarrow mf_1(\Gamma_1(n); \mathbb{F}_l)$ is surjective for all primes $l$ not dividing $n$, the map $\mathcal{M}_1(n)_{\text{cub}} \rightarrow \mathcal{M}_{\text{cub}}$ is flat. This is in particular true for all $n \leq 28$.

Proof The stack $\mathcal{M}_1(n)$ is representable by an affine scheme for $n \geq 2$ (see e.g. [4, Proposition 2.4, Example 2.5]). As $MF_1(n) = MF(\Gamma_1(n); \mathbb{Z}^{1\over n})$ coincides with the global sections of $\mathcal{O}_{\mathcal{M}_1(n)}$, we obtain $\mathcal{M}_1(n) \simeq \text{Spec } MF_1(n)$ and thus $\mathcal{M}_1(n) \simeq \text{Spec } MF_1(n)/\mathbb{G}_m$ for all $n \geq 2$. As $\mathcal{M}_1(n) \rightarrow \mathcal{M}_{\text{ell}}$ is surjective, we see that $\text{Spec } MF_1(n)/\mathbb{G}_m \rightarrow \mathcal{M}_{\text{ell}}$ is surjective as well. Thus the identification $mf_1(n)[\Delta^{-1}] \cong MF_1(n)$ from “Appendix A.1.1” together with the commutative diagram from the Proof of Lemma 5.17 shows the first condition of Proposition 5.15.

Propositions 5.18 and 5.13 imply that we can apply the criterion Proposition 5.15 to conclude that $\mathcal{M}_1(n)_{\text{cub}} \simeq \text{Spec } mf_1(n)/\mathbb{G}_m$. This implies $\mathcal{M}_1(n)_{\text{cub}, B} \simeq \text{Spec } mf(\Gamma_1(n); B)/\mathbb{G}_m$ for any flat $\mathbb{Z}^{1\over n}$-algebra $B$ as $mf(\Gamma_1(n); B) \cong mf_1(n) \otimes B$ by Lemma 2.1.

The statement about flatness follows again from Proposition 5.15 if we use Propositions 5.18, 5.11 and Example 5.12.  

Whether a corresponding flatness result exists for $\mathcal{M}_0(n)_{\text{cub}}$ remains open, although our main algebraic result Theorem 1.5 provides such a result in a special case.

Next we will fix the notation already introduced in the Proof of Proposition 5.15, specializing to $R = mf_1(n)$.

Notation 5.20 For a given $n$ and an $A$-algebra $C$, we define $R_C$ and $S_C$ by the equivalences

$$\text{Spec } R_C \simeq \text{Spec } C \times_{\mathcal{M}_{\text{cub}}} \mathcal{M}_1(n)_{\text{cub}}$$

$$\text{Spec } S_C \simeq \text{Spec } C \times_{\mathcal{M}_{\text{cub}}} \mathcal{M}_0(n)_{\text{cub}}.$$
As normalization commutes with smooth base change by Lemma 5.4, the stack \( \mathcal{M}_1(n)_{\text{cub}} \times_{\mathcal{M}_{\text{cub}}} \mathcal{M}_{\text{ell}} \) is the normalization of \( \mathcal{M}_{\text{ell}} \) in \( \mathcal{M}_1(n) \), which is \( \mathcal{M}_1(n) \) itself as \( \mathcal{M}_1(n) \to \mathcal{M}_{\text{ell}} \) is finite by Proposition 5.16. Thus

\[
\text{Spec } C \times_{\mathcal{M}_{\text{cub}}} \mathcal{M}_1(n) \simeq \text{Spec } R_C \times_{\mathcal{M}_{\text{cub}}} \mathcal{M}_{\text{ell}}.
\]

As \( R_C \) is an \( A \)-algebra and \( \text{Spec } A \times_{\mathcal{M}_{\text{cub}}} \mathcal{M}_{\text{ell}} \simeq \text{Spec } A[\Delta^{-1}] \) by Lemma 4.7, we obtain an equivalence \( \text{Spec } C \times_{\mathcal{M}_{\text{cub}}} \mathcal{M}_1(n) \simeq \text{Spec } R_C[\Delta^{-1}] \) that forms a commutative square with defining equivalence of \( R_C \) and the obvious maps. Similarly, we obtain \( \text{Spec } C \times_{\mathcal{M}_{\text{cub}}} \mathcal{M}_0(n) \simeq \text{Spec } S_C[\Delta^{-1}] \) with the analogous property.

**Lemma 5.21** Let \( C \) be an \( A \)-algebra such that the composite \( \text{Spec } C \to \text{Spec } A \to \mathcal{M}_{\text{cub}} \) is smooth.

1. The map \( S_C \to R_C^{(\mathbb{Z}/n)^\times} \) is an isomorphism.
2. The ring of invariants \( R_C^{(\mathbb{Z}/n)^\times} \) is projective over \( C[\Delta^{-1}] \). Its rank is precisely the degree of the map \( \overline{M}_0(n) \to \overline{M}_{\text{ell}} \).

A formula for the degree of \( \overline{M}_0(n) \to \overline{M}_{\text{ell}} \) was recalled in Proposition 5.16.

**Proof** We start by analyzing the situation after inverting \( \Delta \). As the map \( \mathcal{M}_1(n) \to \mathcal{M}_0(n) \) is a \( (\mathbb{Z}/n)^\times \)-torsor, the pullback

\[
\text{Spec } C \times_{\mathcal{M}_{\text{cub}}} \mathcal{M}_1(n) \to \text{Spec } C \times_{\mathcal{M}_{\text{cub}}} \mathcal{M}_0(n)
\]

is a \( (\mathbb{Z}/n)^\times \)-torsor as well. This map can be identified with \( \text{Spec } R_C[\Delta^{-1}] \to \text{Spec } S_C[\Delta^{-1}] \) and thus the map \( S_C[\Delta^{-1}] \to R_C[\Delta^{-1}]^{(\mathbb{Z}/n)^\times} \) is an isomorphism. As \( \text{Spec } S_C[\Delta^{-1}] \to \text{Spec } C[\Delta^{-1}] \) agrees with the base change of \( \mathcal{M}_0(n) \to \mathcal{M}_{\text{ell}} \) along \( \text{Spec } C[\Delta^{-1}] \to \mathcal{M}_{\text{ell}} \), we see that \( S_C[\Delta^{-1}] \) is a projective module over \( C[\Delta^{-1}] \), whose rank agrees with the degree of \( \mathcal{M}_0(n) \to \mathcal{M}_{\text{ell}} \) (or equivalently of \( \overline{M}_0(n) \to \overline{M}_{\text{ell}} \)).

Next we want to show that the map \( S_C \to (R_C)^{(\mathbb{Z}/n)^\times} \) is an isomorphism. By Lemma 5.4, \( S_C \) consists of those elements in \( S_C[\Delta^{-1}] \) that are integral over \( C \) and in particular \( S_C \to S_C[\Delta^{-1}] \) is an injection. For analogous reasons \( R_C \to R_C[\Delta^{-1}] \) is injective as well. Thus, the two maps in the composition

\[
S_C \to R_C^{(\mathbb{Z}/n)^\times} \to R_C^{(\mathbb{Z}/n)^\times}[\Delta^{-1}] \cong S_C[\Delta^{-1}]
\]

are injections. Hence, it remains to show that every element in \( R_C^{(\mathbb{Z}/n)^\times} \) is integral over \( C \) to obtain that \( S_C \to R_C^{(\mathbb{Z}/n)^\times} \) is surjective as well.

As \( R_A \) is a finite \( A \)-module by Theorem 5.19, \( R_C \cong C \otimes_A R_A \) is a finite \( C \)-module. Moreover, \( C \) is noetherian as it is smooth and hence finitely presented over the stack \( \mathcal{M}_{\text{cub}} \) and the latter is noetherian because \( A \) is. Hence, \( (R_C)^{(\mathbb{Z}/n)^\times} \) is finite over \( C \) and thus every element of it is indeed integral over \( C \). \( \square \)
6 Computation of invariants

In order to understand \( M_0(7)_{cub} \) and \( M_1(7)_{cub} \), we will perform in this section crucial preliminary calculations. Recall that at the prime 3, there is a smooth cover \( \text{Spec} \tilde{A} \to M_{cub} \), where \( \tilde{A} := \mathbb{Z}(3)[\bar{a}_2, \bar{a}_4, \bar{a}_6] \) as discussed in Sect. 4.2. This defines rings \( R_{\tilde{A}} \) and \( S_{\tilde{A}} \) as in Notation 5.20. Lemma 5.21 identifies \( S_{\tilde{A}} \) with the invariants \( R_{\tilde{A}}(\mathbb{Z}/7) \times \). Here and in the following we consider the case \( n = 7 \) so that

\[
\text{Spec } R_{\tilde{A}} \simeq \text{Spec } \tilde{A} \times M_{cub},
\]

Our main goal in this section is to compute explicitly \( R_{\tilde{A}} \) together with its \((\mathbb{Z}/7)^{\times}\)-action and especially the invariants \( S_{\tilde{A}} \). Later we will see that the pushforward of \( O_{M_0(n)_{cub}} \) to \( M_{cub} \) corresponds under the equivalence from Lemma 4.10 to an \((\tilde{A}, \tilde{\Gamma})\)-comodule structure on \( S_{\tilde{A}} \). Thus, the computation of \( S_{\tilde{A}} \) will be key to our splitting result Theorem 1.5. Throughout this section, we localize implicitly at the prime 3.

We recall from Sect. 4.2 the graded Hopf algebroid \((\tilde{A}, \tilde{\Gamma})\). We have an isomorphism \( \tilde{\Gamma} \cong \tilde{A}[r] \) and \( \eta_R \) is determined under this identification by

\[
\begin{align*}
\eta_R(\bar{a}_2) &= \bar{a}_2 + 3r, \\
\eta_R(\bar{a}_4) &= \bar{a}_4 + 2r\bar{a}_2 + 3r^2, \\
\eta_R(\bar{a}_6) &= \bar{a}_6 + r\bar{a}_4 + r^2\bar{a}_2 + r^3,
\end{align*}
\]

whereas \( \eta_L \) is the canonical inclusion of \( \tilde{A} \).

We transform the Tate normal form of the universal cubical curve over

\[
\text{mf}_1(7) \cong \mathbb{Z}(3)[z_1, z_2, z_3]/(z_1z_2 + z_2z_3 + z_3z_1)
\]

into the Weierstraß form

\[
y^2 = x^3 + \kappa(\bar{a}_2)x^2 + \kappa(\bar{a}_4) + \kappa(\bar{a}_6),
\]

determining a map \( \kappa: \tilde{A} \to \text{mf}_1(7) \) which makes the diagram

\[
\begin{array}{ccc}
\text{Spec } \text{mf}_1(7) & \xrightarrow{\kappa} & \text{Spec } \tilde{A} \\
\downarrow & & \downarrow \\
M_1(7)_{cub} & \longrightarrow & M_{cub}
\end{array}
\]

commutative. Using Theorem 3.13, we compute this map \( \kappa: \tilde{A} \to \text{mf}_1(7) \) to be given by
\( \bar{a}_2 \mapsto \frac{1}{4} \alpha_1^2 + \alpha_2 = \frac{1}{4}(z_1 - z_2 + z_3)^2 - z_2 z_3, \)
\( \bar{a}_4 \mapsto \frac{1}{2} \alpha_1 \alpha_3 = \frac{1}{2} z_1 z_3^2(z_1 - z_2 + z_3), \)
\( \bar{a}_6 \mapsto \frac{1}{4} \alpha_3^2 = \frac{1}{4} z_1 z_3^2. \)

Using Lemma 4.5 and Lemma 4.10, the map \( \tilde{A} \rightarrow \text{mf}_1(7) \) allows us to rewrite \( R_{\tilde{A}} \) as follows:

\[ R_{\tilde{A}} \cong \Gamma_{\eta_R} \otimes_{\tilde{A}} \text{mf}_1(7). \]

**Proposition 6.1** \( R_{\tilde{A}} \) is a free \( \tilde{A} \)-module of rank 48.

**Proof** Recall that \( \text{Spec } R_{\tilde{A}} \) is the pullback \( \text{Spec } \tilde{A} \times_{\mathcal{M}_{\text{cub}}} \mathcal{M}_1(7)_{\text{cub}} \). The map \( \mathcal{M}_1(7)_{\text{cub}} \rightarrow \mathcal{M}_{\text{cub}} \) is finite and flat by Lemma 5.6, Theorem 5.19 and Example 5.14. Thus, \( R_{\tilde{A}} \) is a finite projective module over \( \tilde{A} \). As \( \tilde{A} \) is a polynomial ring over a discrete valuation ring, the Quillen–Suslin Theorem [43,44] implies that \( R_{\tilde{A}} \) is already free. Its rank coincides with the degree of the map \( \mathcal{M}_1(7)_{\text{cub}} \rightarrow \mathcal{M}_{\text{cub}} \) that coincides with that of the restriction \( \mathcal{M}_1(7) \rightarrow \mathcal{M}_{\text{ell}} \). By Proposition 5.16, this is \( 7^2 - 1 = 48 \). \( \square \)

We want to identify \( R_{\tilde{A}} \) with \( \text{mf}_1(7)[r] \). The tensor product \( R_{\tilde{A}} \cong \Gamma_{\eta_R} \otimes_{\tilde{A}} \text{mf}_1(7) \) can be described as

\[ R_{\tilde{A}} \cong \text{mf}_1(7)[\bar{a}_2, \bar{a}_4, \bar{a}_6, r]/(\eta_R(\bar{a}_2) = \kappa(\bar{a}_2), \eta_R(\bar{a}_4) = \kappa(\bar{a}_4), \eta_R(\bar{a}_6) = \kappa(\bar{a}_6)). \]

Looking closely at the formulae, we can eliminate \( \bar{a}_2, \bar{a}_4, \bar{a}_6 \) and this yields a ring isomorphism to \( \text{mf}_1(7)[r] \). The resulting composite

\[ \lambda: \tilde{A} \xrightarrow{\eta_L \otimes 1} \tilde{\Gamma} \otimes_{\tilde{A}} \text{mf}_1(7) \cong \text{mf}_1(7)[r] \]

defines a rather complicated \( \tilde{A} \)-module structure. Concretely it is given by:

\[ \bar{a}_2 \mapsto \frac{1}{4}(z_1 - z_2 + z_3)^2 - z_2 z_3 - 3r, \]
\[ \bar{a}_4 \mapsto \frac{1}{2} z_1 z_3^2(z_1 - z_2 + z_3) - 2r \left( \frac{1}{4}(z_1 - z_2 + z_3)^2 - z_2 z_3 - 3r \right) - 3r^2, \]
\[ \bar{a}_6 \mapsto \frac{1}{4} z_1^2 z_3^4 - r \left( \frac{1}{2} z_1 z_3^2(z_1 - z_2 + z_3) - 2r \left( \frac{1}{4}(z_1 - z_2 + z_3)^2 - z_2 z_3 - 3r \right) - 3r^2 \right) \]
\[ - r^2 \left( \frac{1}{4}(z_1 - z_2 + z_3)^2 - z_2 z_3 - 3r \right) - r^3. \]

The map \( \lambda \) corresponds to the projection \( \text{Spec } \tilde{A} \times_{\mathcal{M}_{\text{cub}}} \mathcal{M}_1(7)_{\text{cub}} \rightarrow \text{Spec } \tilde{A} \) under the identification of the source with \( \text{Spec } \text{mf}_1(7)[r] \).
Our next aim is to make Proposition 6.1 explicit. More precisely, we claim that there is an \( \tilde{A} \)-basis of \( R_{\tilde{A}} \) of the form \( X \sqcup Xr \sqcup Xr^2 \), where \( X \) is a 16-element subset of the image of \( mf_1(7) \) in \( R_{\tilde{A}} \). To prove this, we will use the following graded version of the Nakayama lemma.

**Lemma 6.2** Let \( R \) be a nonnegatively graded commutative ring such that \( R_0 \) is local with maximal ideal \( m_0 \). Let \( m \) be the homogeneous ideal generated by \( m_0 \) and the ideal of all homogeneous elements of positive degree. Let furthermore \( M \) and \( N \) be nonnegatively graded \( R \)-modules that are finitely generated over \( R_0 \) in every degree. Then a map \( M \to N \) of graded \( R \)-modules is surjective if \( M/m \to N/m \) is surjective.

**Proof** It suffices to show that \( N = 0 \) if \( N/m = 0 \). By the usual Nakayama lemma it suffices to show that \( N/(m_0) \) is zero. Assume otherwise and let \( i \) be the minimal non-vanishing degree of \( N/(m_0) \) and hence of \( N \). As \( (mN)_i = m_0Ni \), we have \( (N/(m_0))_i \cong (N/m)_i \). Thus \( (N/(m_0))_i \) vanishes as well. \( \square \)

Recall the notation \( \sigma_1 = z_1 + z_2 + z_3 \) and \( \sigma_3 = z_1z_2z_3 \) for elementary symmetric polynomials in \( z_i \).

**Lemma 6.3** The subset

\[
X = \{1\} \cup \{\sigma_1, z_2, z_3\} \cup \{\sigma_1^2, \sigma_1z_2, \sigma_1z_3, z_2z_3\} \cup \{\sigma_1^3, \sigma_1^2z_2, \sigma_1^2z_3, \sigma_3\} \\
\cup \{\sigma_1^4, \sigma_1^3z_2, \sigma_1^3z_3\} \cup \{\sigma_1^4z_2\}.
\]

of \( R_{\tilde{A}} \) gives an \( \tilde{A} \)-basis of \( R_{\tilde{A}} \) of the form \( X \sqcup Xr \sqcup Xr^2 \).

**Proof** As we already know by Proposition 6.1 that \( R_{\tilde{A}} \) is a free \( \tilde{A} \)-module of rank 48 and \( \tilde{A} \) is noetherian, it is enough to show that \( X \sqcup Xr \sqcup Xr^2 \) is a generating system (since it has precisely 48 elements).

We want to apply the graded Nakayama Lemma 6.2 to the ideal \( I = (3, \bar{a}_2, \bar{a}_4, \bar{a}_6) \) in the ring \( \tilde{A} \). Thus, it is enough to show that the images of \( X \sqcup Xr \sqcup Xr^2 \) form a basis of \( R_{\tilde{A}}/I \). This is done by the following MAGMA code.

```magma
F3:=FiniteField(3);
M<z1, z2, z3, r>:={PolynomialRing(F3,4)};
ka2:=(z1-z2+z3)^2/4-z2*z3;
ka4:=z1*z3^2*(z1-z2+z3)/2;
ka6:=z1^2*z3^4/4;
l2:=ka2-3*r;
l4:=ka4-2*r*l2*3*r^2;
l6:=ka6-r*l4-r^2*l2-r^3;
RAtildeModI:= quo<\[M]\mid z1*z2+z2*z3+z3*z1, l2, l4, l6>; RAtildeModIasVSp, pr:=VectorSpace(RAtildeModI);
Dimension(RAtildeModIasVSp);
sigma1:=z1+z2+z3;
sigma3:=z1^2*z2*z3;
X:={1, sigma1, z2, z3, sigma1^2, sigma1*z2, sigma1*z3, z2*z3, sigma1^3, sigma1^2*z2, sigma1^2*z3, sigma3},
```
\[
\text{IsIndependent(pr}(X) \text{ join pr}(Xr) \text{ join pr}(Xr2));
\]
\[
Xr:=(x*r: x \text{ in } X);
\]
\[
Xr2:=(x*r^2: x \text{ in } X);
\]
\[
\text{IsIndependent(pr}(X) \text{ join pr}(Xr) \text{ join pr}(Xr2));
\]

Here \(ka2\) denotes \(\kappa(\overline{a}_2)\) and \(1a2\) denotes \(\lambda(\overline{a}_2)\) etc. We first check the quotient \(R_\wedge A/ I\) to be 48-dimensional as an \(\mathbb{F}_3\) vector space and then show that \(X \sqcup Xr \sqcup Xr^2\) is linearly independent. \(\square\)

Now that we have some understanding of \(R_\wedge A\) as an \(\wedge A\)-module, we can look at the \((\mathbb{Z}/7)\times\)-action on it and the invariants under this action. Recall we have chosen the generator \(\tau = [3] \in (\mathbb{Z}/7)^\times\) and shown it to act on the \(z_i \in mf_1(7)\) via
\[
\tau(z_1) = -z_3,
\]
\[
\tau(z_2) = -z_1,
\]
\[
\tau(z_3) = -z_2.
\]

This grading-preserving action induces an action on \(R_\wedge A\) by the identification of its spectrum with \(\text{Spec } \wedge A \times \mathcal{M}_{\text{ub}}\) (Spec \(mf_1(7)/G_m\)) via Theorem 5.19 and thus on \(mf_1(7)[r]\) as well. By definition, the projections onto both factors are \((\mathbb{Z}/7)^\times\)-equivariant with the trivial action on \(\wedge A\) and the action above on \(mf_1(7)\). Thus, the obvious inclusion \(mf_1(7) \to mf_1(7)[r]\) is \((\mathbb{Z}/7)^\times\)-equivariant and so is \(\lambda: \wedge A \to mf_1(7)[r]\). In particular, \(\tau(\lambda(\overline{a}_2)) = \lambda(\overline{a}_2)\) enforces \(\tau(r) = r + z_2z_3\).

The computation of invariants relies again on MAGMA computations. We will list now some elements which can be checked to be invariant, and the remainder of the section is devoted to the proof that these elements actually form a basis of \(S_\wedge A\) as an \(\wedge A\)-module, in particular proving that this module is free.

We consider the elements \(1, \sigma_1^2, \sigma_1^4, \sigma_2^2\) as well as
\[
n_4 := \sigma_1^2\sigma_2 - z_1^3z_3 - z_1z_3^3 - z_1^2z_3^2,
\]
\[
n_4^2 := \sigma_1^4\sigma_2 - \sigma_1^2 \cdot (z_1^3z_3 + z_1z_3^3 + z_1^2z_3^2),
\]
\[
n_6 := \sigma_1^2\sigma_2^2 - 2z_1^3z_3r - 2z_1z_3^3r - 2z_1^2z_3^2r + 2z_1^3z_3^3 - z_1^2z_3^4
\]
\[
= 2n_4r - \sigma_1^2r^2 + 2z_1z_3^3 - z_1^2z_3^4,
\]
\[
n_6^2 := \sigma_1^4\sigma_2^2 - 2z_1^3z_3r - 2z_1z_3^3r - 2z_1^2z_3^2r + 2z_1^3z_3^3 - z_1^2z_3^4,
\]
which we claim to elements in \(S_\wedge A\).

Indeed, to check that the non-obvious elements \(n_4\) and \(n_6\) are invariant, we use MAGMA. For the example of \(n_4\), we have used the following code:

\[
QQ:=\text{RationalField();}
\]
\[
M<z1, z2, z3, r>:=\text{PolynomialRing(QQ,4)};
\]
\[
\text{RAtildeQ}:<\text{quo}<M|z1*z2+z2*z3+z3*z1>;\]
\[
\tau:=\text{hom}<M \rightarrow \text{RAtildeQ}| -z3, -z1, -z2, r+z2*z3>;
\]
\[
\text{proj}:=\text{hom}<M \rightarrow \text{RAtildeQ}| z1, z2, z3, r>;
\]
\[
sigma1:=z1+z2+z3;
\]
Our aim is to prove the following proposition.

**Proposition 6.4** The elements

\[ 1, \sigma_1^2, \sigma_1^4, n_4, \sigma_1^2 n_4, n_6, \sigma_1^2 n_6, \sigma_2^2 \]

form a $\tilde{A}$-basis of $S_\tilde{A}$; in particular, $S_{\tilde{A}}$ is a free $\tilde{A}$-module of rank 8.

**Proof** The proof will proceed in several steps.

**Step 1** As a first step, we compute using MAGMA the following expressions for the listed invariants in terms of the basis $X \sqcup X r \sqcup X r^2$:

\[
\begin{align*}
1 &= 1 \\
\sigma_1^2 &= \sigma_1^2 \\
\sigma_1^4 &= \sigma_1^4 \\
n_4 &= \frac{1}{2} \sigma_1^3 z_3 + 4 \sigma_1^2 r - 6 \sigma_1 z_3 r - 2 \sigma_2 \sigma_1 z_3 + \sigma_2^2 r - 4 \sigma_2^2 + 12 \sigma_4 \\
n_6 &= -\frac{33}{32} \sigma_1^4 r + \frac{3}{8} \sigma_1^3 z_2 r + \frac{13}{4} \sigma_1^2 z_3 r + \frac{233}{8} \sigma_1^2 r^2 - \frac{21}{4} \sigma_1 z_2 r^2 - 42 \sigma_1 z_3 r^2 \\
&\quad + \frac{3}{2} \sigma_2 z_3 r^2 - 18 \sigma_6 - \frac{7}{8} a_4 \sigma_1^2 - \frac{1}{4} a_4 \sigma_1 z_2 - a_4 \sigma_1 z_3 + \frac{13}{2} a_4 z_2 z_3 + \frac{123}{2} \sigma_4 r \\
&\quad - \frac{11}{2} a_2^3 + \frac{11}{4} a_2^2 \sigma_1 - \frac{1}{2} a_2^2 \sigma_1 z_2 - 3 a_2^2 \sigma_1 z_3 - 2 a_2^2 z_2 z_3 - \frac{41}{2} a_2^2 r \\
&\quad + \frac{37}{32} a_2 a_4 \sigma_1 - \frac{11}{32} a_2 a_4 \sigma_1^2 + \frac{1}{8} a_2 \sigma_1^3 z_2 + \frac{3}{4} a_2 \sigma_1^3 z_3 + \frac{67}{4} a_2 \sigma_1^2 r \\
&\quad - \frac{7}{2} a_2 \sigma_1 z_2 r - 24 a_2 \sigma_1 z_3 r + a_2 z_2 z_3 r \\
\sigma_1^2 n_4 &= -8 \sigma_1^4 r + 6 \sigma_1^3 z_2 r + 24 \sigma_1^3 z_3 r + 252 \sigma_1^2 r^2 - 336 \sigma_1 z_3 r^2 \\
&\quad + 24 a_4 \sigma_1 z_2 - 16 \sigma_4 \sigma_1 z_3 + 96 a_4 z_2 z_3 + 576 a_4 r \\
&\quad - 64 a_2^3 + 28 a_2^2 \sigma_1^2 - 8 a_2^2 \sigma_1 z_2 - 32 a_2^2 \sigma_1 z_3 - 32 a_2^2 z_2 z_3 - 192 a_2^2 r \\
&\quad + 192 a_2 a_4 \sigma_1 - 3 a_2 \sigma_1^4 + 2 a_2 \sigma_1^3 z_2 + 8 a_2 \sigma_1^3 z_3 + 168 a_2 \sigma_1^2 r - 224 a_2 \sigma_1 z_3 r \\
\sigma_2^2 &= \frac{81}{64} \sigma_1^4 r^2 - \frac{3}{16} \sigma_1^3 z_2 r^2 + \frac{33}{8} \sigma_1^3 z_3 r^2 - \frac{537}{16} \sigma_1^2 r^2 + 69 \sigma_1 z_2 r^2 \\
&\quad + 51 \sigma_1 z_3 r^2 - \frac{3}{4} \sigma_1 z_2 r^2 - 9 a_6 - \frac{17}{16} a_4 \sigma_1^2 + \frac{17}{8} a_4 \sigma_1 z_2 + \frac{1}{2} a_4 \sigma_1 z_3 \\
&\quad - \frac{13}{4} a_4 z_2 z_3 - \frac{267}{4} a_4 r + \frac{27}{8} a_2^2 \sigma_1^2 r^2 + \frac{27}{8} a_2^2 \sigma_1 r^2 + \frac{1}{4} a_2^2 \sigma_1 z_2 + \frac{11}{2} a_2^2 \sigma_1 z_3 \\
&\quad + a_2^2 z_2 z_3 + \frac{89}{4} a_2^2 r - \frac{77}{4} a_2 a_4 + \frac{27}{64} a_2 \sigma_1^4 - \frac{17}{16} a_2 \sigma_1^3 z_2 - \frac{11}{8} a_2 \sigma_1^3 z_3 \\
&\quad - \frac{179}{8} a_2 \sigma_1^2 r + \frac{23}{4} a_2 \sigma_1 z_2 r + 34 a_2 \sigma_1 z_3 r - \frac{1}{2} a_2 z_2 z_3 r 
\end{align*}
\]
\[
\sigma_1^2 n_6 = \frac{5933}{3488} \sigma_1^4 r^2 + \frac{7599}{872} \sigma_1^3 z r^2 - \frac{255}{872} \sigma_1^2 z^2 r^2 + \frac{2997}{218} \sigma_6 \sigma_1^2 - \frac{11475}{109} \sigma_6 \sigma_1 z^2 + \frac{816}{109} \sigma_6 \sigma_1 z^3 + \frac{2393}{436} \sigma_4 \sigma_1^4 + \frac{4267}{1744} \sigma_4 \sigma_1^3 z^2 + \frac{21951}{1744} \sigma_4 \sigma_1^2 z^3 + \frac{52113}{436} \sigma_4 \sigma_1^3 r - \frac{28203}{436} \sigma_4 \sigma_1^2 z^2 r - \frac{64187}{436} \sigma_4 \sigma_1^3 z^3 r + \frac{2397}{109} \sigma_4 \sigma_1 z^3 r^2 - \frac{13005}{218} \sigma_4 r^2 + \frac{16659}{109} \sigma_4^2 + \frac{11279}{1744} \sigma_2 \sigma_1^4 r + \frac{789}{436} \sigma_2 \sigma_1^3 z^2 r - \frac{7061}{436} \sigma_2 \sigma_1^2 z^3 r - 168 \sigma_2 \sigma_1^3 r^2 + 224 \sigma_2 \sigma_1^2 z^3 r^2 + \frac{15373}{436} \sigma_2 \sigma_4 \sigma_1^2 - \frac{1077}{436} \sigma_2 \sigma_4 \sigma_1 z^2 - \frac{17833}{436} \sigma_2 \sigma_4 \sigma_1 z^3 - \frac{6177}{109} \sigma_2^2 \sigma_4 \sigma_1 z_3 - \frac{46191}{109} \sigma_2^2 \sigma_4 \sigma_1 z_3^2 r + \frac{13485}{3488} \sigma_2^2 \sigma_1^4 r - \frac{2059}{3488} \sigma_2^2 \sigma_1^3 z^2 r - \frac{16675}{1744} \sigma_2^2 \sigma_1^2 z^3 r + \frac{9401}{436} \sigma_2^2 \sigma_1 z^3 r^2 + \frac{86505}{436} \sigma_2 \sigma_1^4 \sigma_1^3 r^2 - \frac{799}{109} \sigma_2^2 \sigma_1^2 z^3 r^2 + \frac{4335}{218} \sigma_2^2 \sigma_1^2 z^3 r^2 - \frac{51561}{218} \sigma_2^2 \sigma_1^2 z^3 r^3 + \frac{13485}{218} \sigma_2^2 \sigma_1^3 z^3 r^2 + \frac{13485}{436} \sigma_2^3 \sigma_1^2 r^2 + \frac{2059}{436} \sigma_2^3 \sigma_1^2 z^3 r + \frac{16675}{436} \sigma_2^3 \sigma_1^3 z^3 r + \frac{2059}{109} \sigma_2^3 \sigma_1 z^3 r^2 + \frac{15397}{109} \sigma_2^3 \sigma_1 z^3 r^3 + \frac{5933}{3488} \sigma_1^2 \sigma_1 n_6
\]

\textit{Step 2} We want to show that the 8 invariants listed in the statement of the proposition are \(\tilde{A}\)-linearly independent elements of \(R_{\tilde{A}}\). Since \(\tilde{A}\) is torsion-free, it is enough to check linearly independency over \(\tilde{A} \otimes_{\mathbb{Z}} \mathbb{Q}\). We observe that there is a non-vanishing \(8 \times 8\)-minor in the \(48 \times 8\)-matrix corresponding to the map \(\tilde{A}^8 \to R_{\tilde{A}} \cong \tilde{A}^{48}\) given by the invariants above. More precisely, after tensoring with \(\mathbb{Q}\), the determinant of the following matrix

\[
\begin{pmatrix}
1 & \sigma_1^2 & \sigma_1^4 & n_4 & n_6 & \sigma_1^2 n_4 & \sigma_3^2 & \sigma_1^2 n_6 \\
1 & * & * & * & * & * & * & * \\
0 & 1 & * & * & * & * & * & * \\
0 & 0 & 1 & * & * & * & * & * \\
0 & 0 & 0 & 4 & * & * & * & * \\
0 & 0 & 0 & 0 & -33/32 & -8 & 81/64 & * \\
0 & 0 & 0 & 0 & -21/4 & 0 & 69/8 & * \\
0 & 0 & 0 & 0 & 3/2 & 0 & -3/4 & * \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 5933/3488
\end{pmatrix}
\]
is invertible in $\tilde{A} \otimes_{\mathbb{Z}} \mathbb{Q}$. On the left, we recorded the elements of our chosen basis to which the selected 8 out of 48 rows correspond. This shows that the map $(\tilde{A} \otimes_{\mathbb{Z}} \mathbb{Q})^8 \to R_{\tilde{A}} \otimes_{\mathbb{Z}} \mathbb{Q}$ given by the invariants above is an inclusion of a direct $\tilde{A} \otimes_{\mathbb{Z}} \mathbb{Q}$-summand.

Thus, we have shown that the 8 invariants listed above are $\tilde{A}$-linearly independent elements of $R_{\tilde{A}}$, so they generate a free sub-$\tilde{A}$-module of $R_{\tilde{A}}$ of rank 8, which we denote by $V$.

**Step 3** Our next goal is to show that this module $V$ is already all of $S_{\tilde{A}}$ when tensored with $\mathbb{Q}$. Recall that we identify $S_{\tilde{A}}$ with $R_{\tilde{A}}^{(\mathbb{Z}/7)^{\times}}$ as in Lemma 5.21 and likewise $S_{\tilde{A}} \otimes \mathbb{Q}$ with $R_{\tilde{A}}^{(\mathbb{Z}/7)^{\times}} \otimes \mathbb{Q}$.

Moreover, there is an isomorphism $S_{\tilde{A}} \otimes \mathbb{Q} \cong S_{\tilde{A}} \otimes_{\mathbb{Z}} \mathbb{Q}$ since $R_{\tilde{A}} \otimes_{\mathbb{Z}} \mathbb{Q}$ can be written as a directed colimit of the form

$$R_{\tilde{A}} \xrightarrow{2} R_{\tilde{A}} \xrightarrow{3} \ldots$$

and directed colimits commute with finite limits in the finitely presentable category of abelian groups (see e.g. [45, Proposition 1.59]).

As the order of $(\mathbb{Z}/7)^{\times}$ is invertible in $\tilde{A} \otimes \mathbb{Q}$, the invariants $S_{\tilde{A}} \otimes \mathbb{Q}$ are a direct summand of the free $\tilde{A} \otimes \mathbb{Q}$-module $R_{\tilde{A}} \otimes \mathbb{Q}$ and thus projective. By the Quillen–Suslin Theorem, it implies that $S_{\tilde{A}} \otimes \mathbb{Q}$ is also free, automatically of rank 8 as this is true after inverting $\Delta$ by the second part of Lemma 5.21.

Since the map $V \otimes \mathbb{Q} \to R_{\tilde{A}} \otimes \mathbb{Q}$ is split injective, so is the map $V \otimes \mathbb{Q} \to S_{\tilde{A}} \otimes \mathbb{Q}$. Since we have shown now both sides to be free $\tilde{A} \otimes_{\mathbb{Z}} \mathbb{Q}$-modules of rank 8, this map is also surjective and thus an isomorphism.

**Step 4** In this step, we reduce the proof of the proposition to showing that the map $V \to S_{\tilde{A}}$ (or to $R_{\tilde{A}}$) is injective when we tensor it with $\mathbb{F}_3$. This will imply the surjectivity of $V \to S_{\tilde{A}}$. Indeed, let $x \in S_{\tilde{A}}$ be some element. By the rational statement, we know that there is an element $y$ in $V$ and $k \in \mathbb{N}$ such that $3^k x = y$. If $k = 0$, we are done; otherwise we can conclude that $y$ is mapped to 0 in $R_{\tilde{A}}$ after tensoring with $\mathbb{F}_3$, so by injectivity of the map $V \otimes \mathbb{F}_3 \to R_{\tilde{A}} \otimes \mathbb{F}_3$ it can be divided by 3 in $V$. Inductively, this implies the claim.

**Step 5** Finally, we show that the maps $V \to \tilde{S}_{\tilde{A}}$ is still injective after tensoring with $\mathbb{F}_3$. We do a similar computation for $\mathbb{F}_3$ as we did above rationally. This time, we consider the following $8 \times 8$-minor of the $48 \times 8$-matrix describing the inclusion $V \to R_{\tilde{A}}$, again with the corresponding basis elements displayed on the
left:

\[
\begin{pmatrix}
1 & \sigma_1^2 & \sigma_1^4 & n_4 & n_6 & \sigma_1^2n_4 & \sigma_3^2 & \sigma_1^2n_6 \\
1 & * & * & * & * & * & * & * \\
\sigma_1^2 & 0 & 1 & * & * & * & * & * \\
\sigma_1^4 & 0 & 0 & 1 & * & * & * & * \\
\sigma_1^2r & 0 & 0 & 0 & 4 & \frac{67}{4}a_2 & 168a_2 & -\frac{179}{8}a_2 & * \\
\sigma_1^3z_3 & 0 & 0 & 0 & \frac{1}{2} & \frac{3}{4}a_2 & 8a_2 & -\frac{11}{8}a_2 & * \\
\sigma_1^4r & 0 & 0 & 0 & 0 & -\frac{33}{32} & -8 & \frac{81}{64} & * \\
\sigma_1^3z_3r & 0 & 0 & 0 & 0 & \frac{13}{4} & 24 & -\frac{33}{8} & * \\
\sigma_1^4r^2 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{5933}{3488} & \\
\end{pmatrix}
\]

Its determinant is a rational multiple of \(a_2\) not divisible by 3. It shows that the map \(V \to R_{\tilde{\mathcal{A}}}\) is still injective after tensoring with \(\mathbb{F}_3\), as desired. This completes the proof of \(V = S_{\tilde{\mathcal{A}}}\).

\[\square\]

7 Comodule structures

Recall from Sect. 4.2 that we denote by \(\tilde{\mathcal{A}}\) the ring \(\tilde{\mathcal{A}} = \mathbb{Z}(\mathcal{A}, \mathcal{G})\). Recall moreover that we obtain a graded Hopf algebroid \((\mathcal{A}, \mathcal{G})\) representing \(M_{\text{cub}, \mathbb{Z}(3)}\), and that quasi-coherent sheaves on \(M_{\text{cub}, \mathbb{Z}(3)}\) are equivalent to graded \((\mathcal{A}, \mathcal{G})\)-comodules. Thus it suffices for our main algebraic theorem to provide an isomorphism of certain comodules, which will describe explicitly.

Throughout this section we will again (implicitly) localize everything at the prime 3. Moreover, we will denote by \(f_n\) the natural map \(M_1(n) \to M_{\text{ell}}\) and by \(f'_n\) the resulting map \(M_1(n)_{\text{cub}} \to M_{\text{cub}}\) from the normalization. In the case \(n = 2\), we will use the abbreviations \(f = f_2\) and \(f' = f'_2\). Lastly, we use \(h_n\) for the natural map \(M_0(n) \to M_{\text{ell}}\) and \(h'_n\) for the resulting map \(M_0(n)_{\text{cub}} \to M_{\text{cub}}\).

7.1 The comodule corresponding to \(f_*f^*O\)

We will use \(O\) as a shorthand notation for the structure sheaf on \(M_{\text{ell}}\) or \(M_{\text{cub}}\). Recall that the map \(f'\colon M_1(2)_{\text{cub}} \to M_{\text{cub}}\) is affine by construction. This implies that the pushforward sheaf \((f')_*(f')^*O\) is quasi-coherent. By the discussion above, it is equivalent to a certain \((\mathcal{A}, \mathcal{G})\)-comodule.
At the prime 3, the universal elliptic curve with a $\Gamma_1(2)$-structure has an equation of the form

$$y^2 = x^3 + b_2x^2 + b_4x$$

with $(0, 0)$ being the chosen point of order 2, resulting in an identification $M_1(2) \simeq \text{Spec} \mathbb{Z}(3)[b_2, b_4, \Delta^{-1}]/\mathbb{G}_m$ (see e.g. [9, Section 1.3]). As in [4, Example 2.1] one can deduce $m\text{f}_1(2) \cong \mathbb{Z}(3)[b_2, b_4]$. The resulting $\tilde{A}$-module structure is given by

$$\overline{a}_2 \mapsto b_2 \text{ and } \overline{a}_4 \mapsto b_4 \text{ and } \overline{a}_6 \mapsto 0.$$

The corresponding $(\tilde{A}, \tilde{\Gamma})$-comodule is given by $\tilde{\Gamma} \otimes \tilde{\mathcal{A}}_{m\text{f}_1(2)}$ with extended comodule structure by Lemma 4.5. In this tensor product, we use the right $\tilde{\mathcal{A}}$-module structure of $\tilde{\Gamma}$. A similar computation to the following appears in [32].

**Lemma 7.1**  There is a ring isomorphism $\tilde{\Gamma} \otimes \tilde{\mathcal{A}}_{m\text{f}_1(2)} \cong \tilde{\mathcal{A}}[r]/(\overline{a}_6 + \overline{a}_4r + \overline{a}_2r^2 + r^3)$, and the comodule structure is an $\tilde{\mathcal{A}}$-module map determined by $r \mapsto 1 \otimes r + r \otimes 1$ (and $\overline{a}_i \mapsto \overline{a}_i \otimes 1$).

Forgetting the ring structure, we can identify this comodule with the free $\tilde{\mathcal{A}}$-module $\tilde{\mathcal{A}}w_1 \oplus \tilde{\mathcal{A}}w_2 \oplus \tilde{\mathcal{A}}w_3$ with $(\tilde{A}, \tilde{\Gamma})$-comodule structure given by

$$w_1 \mapsto 1 \otimes w_1,$$

$$w_2 \mapsto 1 \otimes w_2 + r \otimes w_1,$$

$$w_3 \mapsto 1 \otimes w_3 + 2r \otimes w_2 + r^2 \otimes w_1.$$

**Proof** Using the formulae for $\eta_R$, we obtain a ring isomorphism

$$\tilde{\Gamma} \otimes \tilde{\mathcal{A}}_{m\text{f}_1(2)} \cong \tilde{\mathcal{A}}[r, b_2, b_4]/(R),$$

where the relations $R$ are generated by

$$\overline{a}_2 + 3r = b_2,$$

$$\overline{a}_4 + 2\overline{a}_2r + 3r^2 = b_4,$$

$$\overline{a}_6 + \overline{a}_4r + \overline{a}_2r^2 + r^3 = 0.$$

This immediately implies the first claim.

The first statement about the comodule structure is straightforward since $\tilde{\Gamma} \otimes \tilde{\mathcal{A}}_{m\text{f}_1(2)}$ carries the extended comodule structure.

For the second description of the comodule structure, observe that there is an isomorphism of $\tilde{A}$-modules

$$\tilde{\mathcal{A}}w_1 \oplus \tilde{\mathcal{A}}w_2 \oplus \tilde{\mathcal{A}}w_3 \rightarrow \tilde{\mathcal{A}}[r]/(\overline{a}_6 + \overline{a}_4r + \overline{a}_2r^2 + r^3)$$

given by $w_i \mapsto r^{i-1}$. Thus, to identify the comodule structure, we only need to compute it on $1, r, r^2$ on the right-hand side and transfer it via this isomorphism, using
the compatibility of the comodule structure with the ring structure of \( \tilde{\mathbb{A}}[r]/(\tilde{a}_6 + \tilde{a}_4 r + \tilde{a}_2 r^2 + r^3) \). This yields the claim.

We will now identify the dual \( \mathcal{H}om_{\mathcal{O}}(f_* f^* \mathcal{O}, \mathcal{O}) \) of the vector bundle \( f_* f^* \mathcal{O} \) on \( \mathcal{M}_{\text{ell}} \), which will be useful in the next section. Actually, we will identify rather \( \mathcal{H}om_{\mathcal{O}}(f'_* (f')^* \mathcal{O}, \mathcal{O}) \) instead, working on \( \mathcal{M}_{\text{cub}} \). As \( \mathcal{M}_{\text{ell}} \) sits as an open substack in \( \mathcal{M}_{\text{cub}} \), this directly implies the computation of \( \mathcal{H}om_{\mathcal{O}}(f_* f^* \mathcal{O}, \mathcal{O}) \).

For the identification, we use the translation into comodules. While this translation is valid for an arbitrary graded Hopf algebroid, we formulate it in terms of \( (\tilde{\mathbb{A}}, \tilde{\Gamma}) \). Given a graded left \( (\tilde{\mathbb{A}}, \tilde{\Gamma}) \)-comodule \( M \) that is finitely generated free as a \( \tilde{\mathbb{A}} \)-module, we can define a right comodule structure on \( \mathcal{H}om_{\tilde{\mathbb{A}}}(M, \tilde{\mathbb{A}}) \), whose coaction is given as in [31, Definition A1.1.6] by the composite of

\[
\mathcal{H}om_{\tilde{\mathbb{A}}}(M, \tilde{\mathbb{A}}) \xrightarrow{\tilde{f} \otimes (-)} \mathcal{H}om_{\tilde{\mathbb{A}}}(\tilde{\Gamma} \otimes_{\tilde{\mathbb{A}}} M, \tilde{\Gamma}) \xrightarrow{\Psi^*_M} \mathcal{H}om_{\tilde{\mathbb{A}}}(M, \tilde{\Gamma})
\]

with the inverse of the isomorphism

\[
\mathcal{H}om_{\tilde{\mathbb{A}}}(M, \tilde{\mathbb{A}}) \otimes_{\tilde{\mathbb{A}}} \tilde{\Gamma} \xrightarrow{\simeq} \mathcal{H}om_{\tilde{\mathbb{A}}}(M, \tilde{\Gamma}).
\]

Using the conjugation \( c \) on \( \tilde{\Gamma} \) we can transform this into a left comodule.

**Lemma 7.2** Let \( (M, \psi_M) \) be the graded left \((\tilde{\mathbb{A}}, \tilde{\Gamma})\)-comodule corresponding to a vector bundle \( F \) on \( \mathcal{M}_{\text{cub}} \) under the equivalence from Lemma 4.10. Then the graded left \((\tilde{\mathbb{A}}, \tilde{\Gamma})\)-comodule \( \mathcal{H}om_{\tilde{\mathbb{A}}}(M, \tilde{\mathbb{A}}) \) corresponds under the same equivalence to the sheaf \( \mathcal{H}om_{\mathcal{O}_{\mathcal{M}_{\text{cub}}}}(F, \mathcal{O}_{\mathcal{M}_{\text{cub}}}) \).

**Proof** Recall that \( M = F(\text{Spec} \tilde{\mathbb{A}}) \) and the maps \( \eta_L, \eta_R : \tilde{\mathbb{A}} \to \tilde{\Gamma} \) define isomorphisms

\[
\tilde{\Gamma} \otimes_{\tilde{\mathbb{A}}} M \xrightarrow{\cong} F(\text{Spec} \tilde{\Gamma}) \xleftarrow{\cong} M \otimes_{\tilde{\mathbb{A}}} \tilde{\Gamma}.
\]

The composite of the isomorphisms \( T \) (from right to left) with the natural morphism \( i : M \to M \otimes_{\tilde{\mathbb{A}}} \tilde{\Gamma} \) is by construction \( \psi_M \).

One can show that the sheaf \( \mathcal{H}om_{\mathcal{O}_{\mathcal{M}_{\text{cub}}}}(F, \mathcal{O}_{\mathcal{M}_{\text{cub}}}) \) corresponds to the comodule \( \mathcal{H}om_{\tilde{\mathbb{A}}}(M, \tilde{\mathbb{A}}) \) with the structure map \( \psi_{\mathcal{H}om} \) that makes the following diagram commute:

\[
\begin{array}{ccc}
\mathcal{H}om_{\tilde{\mathbb{A}}}(M, \tilde{\mathbb{A}}) & \longrightarrow & \mathcal{H}om_{\tilde{\Gamma}}(M \otimes_{\tilde{\mathbb{A}}} \tilde{\Gamma}, \tilde{\Gamma}) \\
\downarrow{\psi_{\mathcal{H}om}} & & \downarrow{(T^{-1})^*} \\
\tilde{\Gamma} \otimes_{\tilde{\mathbb{A}}} \mathcal{H}om_{\tilde{\mathbb{A}}}(M, \tilde{\Gamma}) & \xrightarrow{\cong} & \mathcal{H}om_{\tilde{\Gamma}}(\tilde{\Gamma} \otimes_{\tilde{\mathbb{A}}} M, \tilde{\Gamma})
\end{array}
\]

There is a further isomorphism \( \tilde{\Gamma} \otimes_{\tilde{\mathbb{A}}} M \cong M \otimes_{\tilde{\mathbb{A}}} \tilde{\Gamma} \), interchanging the two factors and applying the conjugation to \( \tilde{\Gamma} \). As the conjugation on \( \tilde{\Gamma} \) interchanges the roles of
Lemma 7.3 The dual of \( f'_*(f')^* \mathcal{O} \) is isomorphic to \( f'_*(f')^* \omega^{\otimes(-4)} \).

**Proof** Observe that the conjugation on \( \tilde{\Gamma} \) is given by \( \tilde{\alpha}_i \mapsto \eta_R(\tilde{\alpha}_i) \) and \( r \mapsto -r \) because it corresponds on the level of represented functors to inverting an isomorphism between Weierstraß curves. Inserting this into the above description of the internal hom and using Lemma 7.1, we arrive at the following left comodule structure on \( \tilde{A}w_1^* \oplus \tilde{A}w_2^* \oplus \tilde{A}w_3^* \):

\[
\tilde{A}w_1^* \oplus \tilde{A}w_2^* \oplus \tilde{A}w_3^* \longrightarrow \tilde{\Gamma} \otimes \tilde{\Delta} (\tilde{A}w_1^* \oplus \tilde{A}w_2^* \oplus \tilde{A}w_3^*)
\]

\[
\begin{align*}
w_1^* & \mapsto 1 \otimes w_1^* - r \otimes w_2^* + r^2 \otimes w_3^* \\
w_2^* & \mapsto 1 \otimes w_2^* - 2r \otimes w_3^* \\
w_3^* & \mapsto 1 \otimes w_3^*.
\end{align*}
\]

Looking more closely shows that this comodule is actually isomorphic to \( \tilde{A}w_1 \oplus \tilde{A}w_2 \oplus \tilde{A}w_3 \) as an ungraded comodule from Lemma 7.1 via the following isomorphism:

\[
w_1 \mapsto w_3^*, \quad w_2 \mapsto -\frac{1}{2}w_2^*, \quad w_3 \mapsto w_1^*.
\]

This map shifts grading by 4. As \( \omega^{\otimes(-4)} \) is the line bundle corresponding to the shift \( A[-4] \) under the equivalence between quasi-coherent sheaves on \( \mathcal{M}_{\text{cub}} \) and graded \((\bar{\Lambda}, \bar{\Gamma})\)-comodules, this implies by the monoidality of the equivalence in Proposition 4.3 an isomorphism \( \text{Hom}(f'_*(f')^* \mathcal{O}, \mathcal{O}) \cong f'_*(f')^* \mathcal{O} \otimes \omega^{\otimes(-4)} \). By the projection formula this yields the result. \( \square \)

### 7.2 The comodules corresponding to \((f_7)_*(f_7)^* \mathcal{O}\) and \((h_7)_*(h_7)^* \mathcal{O}\)

Recall from Proposition 2.4 the 3-local isomorphism \( \text{mf}_1(7) \cong \mathbb{Z}[[z_1, z_2, z_3]]/\langle \sigma_2 \rangle \).

Again by Lemma 4.5 we obtain that the quasi-coherent sheaf \((f_7')_*(f_7')^* \mathcal{O}\) on \( \mathcal{M}_{\text{cub}} \) corresponds to the extended \((\bar{\Lambda}, \bar{\Gamma})\)-comodule structure on \( R\bar{\Lambda} \cong \bar{\Gamma} \otimes \bar{\Delta} \text{mf}_1(7) \). Recall further from the beginning of Sect. 6 the induced \( \bar{\Lambda} \)-module structure on \( \text{mf}_1(7)[r] \) from the identification \( R\bar{\Lambda} \cong \text{mf}_1(7)[r] \).

**Lemma 7.4** Consider the natural morphism \( f_7 : M_{\text{cub}} \rightarrow \mathcal{M}_{\text{cub}} \). Under the ring isomorphism \( R\bar{\Lambda} \cong \mathbb{Z}[[z_1, z_2, z_3, r]]/\langle \sigma_2 \rangle \) the \((\bar{\Lambda}, \bar{\Gamma})\)-comodule structure corresponding to \((f_7)_*(f_7)^* \mathcal{O}\) is completely determined by

\[
\begin{align*}
z_i & \mapsto 1 \otimes z_i, \text{ for } i \in \{1, 2, 3\}, \\
r & \mapsto 1 \otimes r + r \otimes 1.
\end{align*}
\]
Recall that we identified $S_{\tilde{A}} \cong (R_{\tilde{A}})^{\mathbb{Z}/7}^\times$ (cf. Lemma 5.21) in Proposition 6.4 as an $\tilde{A}$-module with a free 8-dimensional $\tilde{A}$-module with basis

$$1, \sigma_1^2, \sigma_1^4, n_4, \sigma_1^2 n_4, n_6, \sigma_1^2 n_6, \sigma_3^2.$$ 

As $(h'_7)_* (h'_7)^* \mathcal{O}$ injects into $(f_7)_* (f_7)^* \mathcal{O}$, the corresponding comodule structure on $S_{\tilde{A}}$ is that of a submodule of $R_{\tilde{A}}$. Concretely, we obtain the following:

**Lemma 7.5** The graded $(\tilde{A}, \tilde{\Gamma})$-comodule structure on $S_{\tilde{A}}$ is given by

\begin{align*}
1 \mapsto 1 \otimes 1, \\
\sigma_1^2 \mapsto 1 \otimes \sigma_1^2, \\
\sigma_1^4 \mapsto 1 \otimes \sigma_1^4, \\
n_4 \mapsto 1 \otimes n_4 + r \otimes \sigma_1^2, \\
\sigma_1^2 n_4 \mapsto 1 \otimes \sigma_1^2 n_4 + r \otimes \sigma_1^4, \\
n_6 \mapsto 1 \otimes n_6 + 2r \otimes n_4 + r^2 \otimes \sigma_1^2, \\
\sigma_1^2 n_6 \mapsto 1 \otimes \sigma_1^2 n_6 + 2r \otimes \sigma_1^2 n_4 + r^2 \otimes \sigma_1^4, \\
\sigma_3^2 \mapsto 1 \otimes \sigma_3^2.
\end{align*}

**Proof** This follows from Lemma 7.4 and Proposition 6.4 by a straightforward computation. \qed

### 7.3 The conclusion

We continue to work 3-locally.

**Proposition 7.6** There is an isomorphism of graded $(\tilde{A}, \tilde{\Gamma})$-comodules

$$\tilde{A} \oplus (\tilde{\Gamma} \otimes_{\tilde{A}} \text{mf}_1(2))[2] \oplus (\tilde{\Gamma} \otimes_{\tilde{A}} \text{mf}_1(2))[4] \oplus \tilde{A}[6] \to S_{\tilde{A}},$$

given by

\begin{align*}
1_{\tilde{A}} \mapsto 1, \\
w_1[2] \mapsto \sigma_1^2, \\
w_2[2] \mapsto n_4, \\
w_3[2] \mapsto n_6, \\
w_1[4] \mapsto \sigma_1^4, \\
w_2[4] \mapsto \sigma_1^2 n_4, \\
w_3[4] \mapsto \sigma_1^2 n_6, \\
1_{\tilde{A}}[6] \mapsto \sigma_3^2.
\end{align*}
This follows by inspection from Lemma 7.1 and Lemma 7.5. □

This implies our main algebraic theorem by the equivalence of \((\tilde{\Lambda}, \tilde{\Gamma})\)-comodules and quasi-coherent sheaves on \(\mathcal{M}_{cub, \mathbb{Z}(3)}\) from Proposition 4.10:

**Theorem 7.7** There is 3-locally an isomorphism

\[
(h_1')_* \mathcal{O}_{\mathcal{M}_0(7)}_{cub} \cong \mathcal{O}_{\mathcal{M}_{cub}} \oplus \omega^{\otimes(-6)} \oplus \left((f')_* \mathcal{O}_{\mathcal{M}_1(2)}_{cub} \otimes \omega^{\otimes(-2)}\right) \\
\oplus \left((f')_* \mathcal{O}_{\mathcal{M}_1(2)}_{cub} \otimes \omega^{\otimes(-4)}\right)
\]

of vector bundles on \(\mathcal{M}_{cub}\).

By restricting to the open substack \(\overline{\mathcal{M}}_{\text{ell},(3)}\), this implies Theorem 1.5.

### 8 Topological conclusions

Recall from [7] that one obtains the spectrum \(\text{Tmf}\) as the global sections of a sheaf of \(E_\infty\)-ring spectra \(\mathcal{O}^{\text{top}}\) on the étale site of \(\overline{\mathcal{M}}_{\text{ell}}\). Given any sheaf of spectra \(\mathcal{F}\) on the étale site of any Deligne–Mumford stack \(\mathcal{X}\), there is a descent spectral sequence

\[
H^q(\mathcal{X}; \pi_* \mathcal{F}) \Rightarrow \pi_{p-q} \mathcal{F}(\mathcal{X}),
\]

where \(\pi_* \mathcal{F}\) denotes the sheafification of the naive presheaf of homotopy groups [7, Chapter 5]. We have \(\pi_{2p-1} \mathcal{O}^{\text{top}} = 0\) and \(\pi_{2p} \mathcal{O}^{\text{top}} \cong \omega^{\otimes p}\) and in particular \(\pi_0 \mathcal{O}^{\text{top}} \cong \mathcal{O}_{\overline{\mathcal{M}}_{\text{ell}}}\). Thus the descent spectral sequence takes the form

\[
H^q(\overline{\mathcal{M}}_{\text{ell}}; \omega^{\otimes p}) \Rightarrow \pi_{2p-q} \text{Tmf}.
\]

In general, the edge homomorphism takes the form \(\pi_n(\mathcal{F}(\mathcal{X})) \rightarrow (\pi_* \mathcal{F})(\mathcal{X})\). In the case of \(\mathcal{O}^{\text{top}}\), this produces a morphism \(\pi_{2n} \text{Tmf} \rightarrow \text{mf}_n(\text{SL}_2(\mathbb{Z}); \mathbb{Z})\), which is not an isomorphism integrally even for \(n \geq 0\).

Actually, the approach of [7, Chapter 12] defines sheaves of \(E_\infty\)-ring spectra \(\mathcal{O}^{\text{top}}_R\) on \(\overline{\mathcal{M}}_{\text{ell},R}\) for every localization \(R\) of the integers by varying the set of primes in the arithmetic square following Remark 1.6 in op. cit. By construction, \(\pi_* \mathcal{O}^{\text{top}}_R\) is again concentrated in even degrees with \(\pi_{2k} \mathcal{O}^{\text{top}}_R\) being the pullback of \(\omega^{\otimes k}\) to \(\overline{\mathcal{M}}_{\text{ell},R}\). As \(R\) is a filtered colimit over the integers, we can form the analogous filtered homotopy colimit over \(\text{Tmf}\) to obtain a spectrum \(\text{Tmf}_R\) with \(\pi_* \text{Tmf}_R \cong (\pi_* \text{Tmf}) \otimes R\). As homotopy colimits do not commute with global sections in general, we have to prove the following lemma about the global sections \(\Gamma(\mathcal{O}^{\text{top}}_R) = \mathcal{O}^{\text{top}}_R(\overline{\mathcal{M}}_{\text{ell},R})\).

**Lemma 8.1** The map \(\text{Tmf} \rightarrow \Gamma(\mathcal{O}^{\text{top}}_R)\) factors over an equivalence \(\text{Tmf}_R \rightarrow \Gamma(\mathcal{O}^{\text{top}}_R)\).

**Proof** The map \((\overline{\mathcal{M}}_{\text{ell},R}, \mathcal{O}^{\text{top}}_R) \rightarrow (\overline{\mathcal{M}}_{\text{ell}}, \mathcal{O}^{\text{top}})\) induces a map of descent spectral sequences in the opposite direction. As \(R\) is flat over \(\mathbb{Z}\) and cohomology commutes
with flat base change, this map of spectral sequences is just tensoring with $R$. The map converges moreover to a map $\pi_* \text{Tmf} \to \pi_* (\text{O}^{\text{top}}_R (\mathcal{M}_{\text{ell}, R}))$ and we claim that the induced map

$$\pi_* \text{Tmf} \otimes R \cong \pi_* \text{Tmf}_R \to \pi_* \Gamma (\text{O}^{\text{top}}_R)$$

is an isomorphism. This is true because the $E_\infty$-pages of these descent spectral sequences are concentrated in finitely many lines, either by computation [46] or conceptually as in [47, Theorem 3.14]. As $\Gamma (\text{O}^{\text{top}}_R)$ is an $R$-local spectrum, the map $\text{Tmf} \to \Gamma (\text{O}^{\text{top}}_R)$ factors over a map $\text{Tmf}_R \to \Gamma (\text{O}^{\text{top}}_R)$ that induces exactly the isomorphism above on $\pi_*$ and is thus an equivalence. $\Box$

To avoid cluttering the notation, we will set $\text{M}_{\text{ell}} = \text{M}_{\text{ell}, R}$ and $\text{Tmf} = \text{Tmf}_R$ etc. in the following.

We will work in the homotopy category of $\text{O}^{\text{top}}$-modules. We denote the derived smash product over $\text{O}^{\text{top}}$ by $\otimes \text{O}^{\text{top}}$ and the internal Hom in this category by $\text{Hom}_{\text{O}^{\text{top}}}$ (see [12, Section 2.2] for details on the latter). Given two $\text{O}^{\text{top}}$-modules $\mathcal{F}$ and $\mathcal{G}$, we denote by $[\mathcal{F}, \mathcal{G}]_{\text{O}^{\text{top}}}$ the morphism set in the homotopy category and this coincides with $\pi_0$ of the global sections $\text{Hom}_{\text{O}^{\text{top}}}(\mathcal{F}, \mathcal{G})$ of the sheaf of spectra $\text{Hom}_{\text{O}^{\text{top}}}(\mathcal{F}, \mathcal{G})$.

**Definition 8.2** An $\text{O}^{\text{top}}$-module $\mathcal{F}$ is locally free of rank $n$ if there is an étale covering $\{ U_i \to \text{M}_{\text{ell}} \}$ such that $\mathcal{F}$ restricted to $U_i$ is equivalent to $\bigoplus_n \text{O}^{\text{top}} | U_i$.

**Lemma 8.3** Let $\mathcal{F}$ and $\mathcal{G}$ be $\text{O}^{\text{top}}$-modules and assume $\mathcal{F}$ to be locally free.

1. The homotopy groups $\pi_p \mathcal{F}$ are zero for $p$ odd and isomorphic to $\pi_0 \mathcal{F} \otimes \omega_0^p$ for $p$ even.
2. The map $\pi_p \text{Hom}_{\text{O}^{\text{top}}}(\mathcal{F}, \mathcal{G}) \to \text{Hom}_{\text{O}^{\text{top}}_{\text{M}_{\text{ell}}}}(\pi_0 \mathcal{F}, \pi_p \mathcal{G})$ is an isomorphism for every $p \in \mathbb{Z}$.

**Proof** The sheaf $\pi_p \mathcal{F}$ vanishes for $p$ odd as it vanishes locally. For $p$ even, we can write $\pi_p \mathcal{F} \cong \pi_0 \Sigma^{-p} \mathcal{F} \cong \pi_0 \left( \Sigma^{-p} \text{O}^{\text{top}} \otimes \text{O}^{\text{top}} \mathcal{F} \right)$. The map

$$\omega_0^p \otimes \pi_0 \mathcal{F} \cong \pi_0 \Sigma^{-p} \text{O}^{\text{top}} \otimes \pi_0 \mathcal{F} \to \pi_0 \left( \Sigma^{-p} \text{O}^{\text{top}} \otimes \text{O}^{\text{top}} \mathcal{F} \right)$$

is an isomorphism as it is an isomorphism locally when $\mathcal{F} \cong (\text{O}^{\text{top}})^n$.

For the second part, we argue similarly that the map

$$\pi_p \text{Hom}_{\text{O}^{\text{top}}}(\mathcal{F}, \mathcal{G}) \to \text{Hom}_{\text{O}^{\text{top}}_{\text{M}_{\text{ell}}}}(\pi_0 \mathcal{F}, \pi_p \mathcal{G})$$

is an isomorphism as it is one locally when $\mathcal{F} \cong (\text{O}^{\text{top}})^n$. $\Box$

A related lemma to the following already appears in [24, Lemma 2.2.2].

**Lemma 8.4** Let $A$ be a sheaf of $\text{O}^{\text{top}}$-algebras on $\text{M}_{\text{ell}}$ that is locally free of rank $n$ as an $\text{O}^{\text{top}}$-module. There is a trace map

$$\text{tr}_A : A \to \text{O}^{\text{top}}$$
such that the composite \( \text{tr}_A u \) with the unit map

\[ u: \mathcal{O}^{\text{top}} \to A \]

equals multiplication by \( n \).

**Proof** Consider the composite

\[ \text{tr}_A: A \to \text{Hom}_{\mathcal{O}^{\text{top}}}(A, A) \cong A \otimes_{\mathcal{O}^{\text{top}}} \text{Hom}_{\mathcal{O}^{\text{top}}}(A, \mathcal{O}^{\text{top}}) \xrightarrow{\text{ev}} \mathcal{O}^{\text{top}}. \]

Here, the middle map is an equivalence because \( A \) is locally free of finite rank. We claim that the composite

\[ \text{tr}_A u: \mathcal{O}^{\text{top}} \to \mathcal{O}^{\text{top}} \]

equals multiplication by \( n \).

Note first that the map

\[ \pi_0: [\mathcal{O}^{\text{top}}, \mathcal{O}^{\text{top}}]^{\mathcal{O}^{\text{top}}} \to \text{Hom}_{\pi_0\mathcal{O}^{\text{top}}}(\pi_0\mathcal{O}^{\text{top}}, \pi_0\mathcal{O}^{\text{top}}) \]

is a bijection. Indeed, the source agrees with \( \pi_0 \Gamma(\mathcal{O}^{\text{top}}) = \pi_0 \text{Tmf} \) and the morphism is the edge homomorphism of the descent spectral sequence for

\[ \text{Hom}_{\mathcal{O}^{\text{top}}}(\mathcal{O}^{\text{top}}, \mathcal{O}^{\text{top}}) \cong \mathcal{O}^{\text{top}}. \]

It can be deduced from [46, Section 3, Figure 11, Figure 26] that this edge homomorphism is an isomorphism, i.e. that the \( E_\infty \)-term contains in the zeroth column only a \( \mathbb{Z} \) in line 0 and nothing above it (see also the proof of [48, Lemma 4.9] for a different approach). Thus, it is enough to show that \( \text{tr}_A u \) is multiplication by \( n \) on \( \pi_0 \).

As \( A \) is locally free,

\[ \pi_0 A \otimes_{\mathcal{O}_\text{eff}} \pi_0 \text{Hom}_{\mathcal{O}^{\text{top}}}(A, \mathcal{O}^{\text{top}}) \to \pi_0(\mathcal{O} \otimes_{\mathcal{O}^{\text{top}}} \text{Hom}_{\mathcal{O}^{\text{top}}}(A, \mathcal{O}^{\text{top}})) \]

is locally and hence globally an isomorphism. Note that the source is naturally isomorphic to \( \pi_0 A \otimes_{\mathcal{O}_\text{eff}} \text{Hom}_{\mathcal{O}^{\text{top}}}(\pi_0 A, \mathcal{O}_{\text{eff}}) \) by Lemma 8.3. Using these isomorphisms it can be checked that \( \pi_0 \text{tr}_A: \pi_0 A \to \pi_0 \mathcal{O}^{\text{top}} \) agrees with the trace map of \( \pi_0 A \) over \( \pi_0 \mathcal{O}^{\text{top}} = \mathcal{O}_{\text{eff}} \). Its precomposition with \( \pi_0 u \) equals \( n \) as it does locally (since we get exactly the trace of the identity map of a free module of rank \( n \)). This shows the claim.

Now we assume that \( \frac{1}{2} \in \mathcal{R} \). We will need the following variant of [49, Lemma 5.2.2]. Recall that we denote by \( f \) the natural map \( \overline{\mathcal{M}}_1(2) \to \overline{\mathcal{M}}_{\text{ell}} \). By [11], we have a sheaf of \( E_\infty \)-ring spectra \( \mathcal{O}^{\text{top}}_{\overline{\mathcal{M}}_1(n)} \) on the étale site of every \( \overline{\mathcal{M}}_1(n) \). By \([11]\), we denote by \( f_\ast f^* \mathcal{O}^{\text{top}}_\overline{\mathcal{M}}_1(n) \) the sheaf \( f_\ast \mathcal{O}^{\text{top}}_\overline{\mathcal{M}}_1(n) \) on \( \overline{\mathcal{M}}_{\text{ell}} \), i.e. the one associating with every étale map \( U \to \overline{\mathcal{M}}_{\text{ell}} \) the \( E_\infty \)-ring spectrum \( \mathcal{O}^{\text{top}}_{\overline{\mathcal{M}}_1(2)}(U \times_{\overline{\mathcal{M}}_{\text{ell}}} \overline{\mathcal{M}}_1(2)) \). By the proof
of [12, Theorem 3.5] the odd homotopy of \( f_*f^*O^{top} \) vanishes and \( \pi_{2i}f_*f^*O^{top} \cong f_*f^*\omega \otimes i \). This implies in particular that \( f_*f^*O^{top} \) is locally free.

**Lemma 8.5** Let \( F \) be a locally free \( O^{top} \)-module on \( \overline{M}_{ell} \) of finite rank. Let \( g_{alg}: f_*f^*\omega \otimes (−i) \rightarrow \pi_0F \) be a split injection. Then \( g_{alg} \) can be uniquely realized by a split map

\[ g: \Sigma^{2i}f_*f^*O^{top} \rightarrow F \]

with \( \pi_0g = g_{alg} \).

**Proof** Using Lemma 8.3 and the projection formula, we reduce to the case \( i = 0 \) by possibly suspending \( F \) to simplify notation.

We will use our earlier identification in Lemma 7.3 of the dual of the vector bundle \( f_*f^*O_{Mell} \cong f_*O_{\overline{M}_{1}(2)} \) with \( \omega \otimes (−4) \otimes O_{\overline{M}_{ell}} \cong f_*f^*\omega \otimes (−4) \). As \( \pi_pF \) is locally free and using Lemma 8.3, this implies

\[
\pi_p\mathbb{H}om_{O^{top}}(f_*f^*O^{top}, F) \cong \mathbb{H}om_{O_{\overline{M}_{ell}}}(f_*f^*O_{\overline{M}_{ell}}, \pi_pF) \\
\cong f_*f^*\omega \otimes (−4) \otimes O_{\overline{M}_{ell}} \pi_pF \\
\cong f_*f^*(\omega \otimes (−4) \otimes O_{\overline{M}_{ell}} \pi_pF).
\]

As \( f \) is affine and every quasi-coherent sheaf on \( \overline{M}_{1}(2) \) has cohomology at most in degrees 0 and 1 by [4, Proposition 2.4(4)], the descent spectral sequence

\[ H^q(\overline{M}_{ell}; \pi_p\mathbb{H}om_{O^{top}}(f_*f^*O^{top}, F)) \Rightarrow \pi_{p−q}\mathbb{H}om_{O^{top}}(f_*f^*O^{top}, F) \]

is concentrated in the lines 0 and 1. Moreover, the \( E_2 \)-term is zero for \( p \) odd and thus the edge homomorphism

\[ [f_*f^*O^{top}, F]^{O^{top}} = \pi_0\mathbb{H}om_{O^{top}}(f_*f^*O^{top}, F) \rightarrow \mathbb{H}om_{O_{\overline{M}_{ell}}}(f_*f^*O_{\overline{M}_{ell}}, \pi_0F) \]

is an isomorphism.

Similarly, one shows that

\[ [F, f_*f^*O^{top}]^{O^{top}} = \pi_0\mathbb{H}om_{O^{top}}(F, f_*f^*O^{top}) \rightarrow \mathbb{H}om_{O_{\overline{M}_{ell}}}(\pi_0F, f_*f^*O_{\overline{M}_{ell}}) \]

is an isomorphism. The lemma follows. \( \square \)

Recall that we denote the natural map \( \overline{M}_0(7) \rightarrow \overline{M}_{ell} \) by \( h \). By the work of [11], we have a sheaf of \( E_\infty \)-ring spectra \( O^{top}_{\overline{M}_0(7)} \) on the étale site of \( \overline{M}_0(7) \) and we denote by \( h_*h^*O^{top} \) its pushforward to \( \overline{M}_{ell} \) along \( h \).

**Theorem 8.6** We can decompose \( \text{Tmf}_0(7)(3) \) as a \( \text{TMF}(3) \)-module into

\[
\text{Tmf}(3) \oplus \Sigma^4 \text{Tmf}_1(2)(3) \oplus \Sigma^8 \text{Tmf}_1(2)(3) \oplus L,
\]
where $L \in \text{Pic}(\text{Tmf}_3)$, i.e. $L$ is an invertible $\text{Tmf}_3$-module. There is a corresponding splitting

$$h_*h^* \mathcal{O}^{\text{top}}_{(3)} \simeq \mathcal{O}^{\text{top}}_{(3)} \oplus \Sigma^4 f_* f^* \mathcal{O}^{\text{top}}_{(3)} \oplus \Sigma^8 f_* f^* \mathcal{O}^{\text{top}}_{(3)} \oplus \mathcal{L}$$

for a certain invertible $\mathcal{O}^{\text{top}}_{(3)}$-module $\mathcal{L}$.

**Proof** Throughout this proof, we will implicitly localize at 3. By Lemma 8.4, the unit map $\mathcal{O}_{\text{top}} \to h_*h^* \mathcal{O}_{\text{top}}$ splits off as an $\mathcal{O}_{\text{top}}$-module; denote the cofiber by $\mathcal{F}$. Note that $\pi_k \mathcal{F} = 0$ for $k$ odd. By Theorem 7.7,

$$\pi_0 \mathcal{F} \cong \omega \otimes (-6) \oplus f_* f^* \omega \otimes (-2) \oplus f_* f^* \omega \otimes (-4).$$

By Lemma 8.5, we obtain a decomposition

$$\mathcal{F} \cong \mathcal{L} \oplus \Sigma^4 f_* f^* \mathcal{O}^{\text{top}} \oplus \Sigma^8 f_* f^* \mathcal{O}^{\text{top}}$$

with $\pi_0 \mathcal{L} \cong \omega \otimes (-6)$. As a summand of a locally free module, $\mathcal{L}$ is locally free as well and thus an invertible $\mathcal{O}^{\text{top}}$-module as it has rank 1. We obtain our result by taking global sections because the global sections of $h_*h^* \mathcal{O}^{\text{top}}$ are $\text{Tmf}_0(7)$. To see that $L = \Gamma(\mathcal{L})$ is an invertible Tmf-module, we use that the global sections functor

$$\Gamma : \text{QCoh}(\overline{\text{M}_{\text{ell}}}, \mathcal{O}^{\text{top}}) \to \text{Tmf} - \text{mod}$$

is a symmetric monoidal equivalence of $\infty$-categories by one of the main results of [14].

In “Appendix B” we will identify this invertible $\text{Tmf}_3$-module $L$ precisely. In particular, we will show that $L_Q \cong \Sigma^{12} \text{Tmf}_Q$ and $L \wedge_{\text{Tmf}} \text{TMF} \cong \Sigma^{36} \text{TMF}$. This implies directly that $L$ is not just a suspension of $\text{Tmf}_3$. Moreover, we obtain together with the 8-fold periodicity of $\text{TMF}_1(2)$ the following corollary.

**Corollary 8.7** We can decompose $\text{TMF}_0(7)_3$ as a $\text{Tmf}_3$-module into

$$\text{TMF}_3 \oplus \Sigma^4 \text{TMF}_1(2)_3 \oplus \text{TMF}_1(2)_3 \oplus \Sigma^{36} \text{TMF}_3.$$
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**Appendix A: Modular forms and $q$-expansions**

The aim of this appendix is to review several different definitions of modular forms (complex-analytic, in the sense of Katz and via stacks) and compare them via explicit
isomorphisms. Moreover, we will repeat this for modular forms with respect to the congruence subgroup $\Gamma_1(n)$ and the corresponding algebraic definition via the moduli stack of elliptic curves with level structure. We have no claim of originality here. The main reason for writing this appendix anyhow is the existence of two different versions of level structures, often called naive and arithmetic, whose precise relationship has confused at least the authors in the past. In particular, we will deduce a $q$-expansion principle for the naive level structure, namely Theorem A.19.

We have based our treatment on [17,26,50] and [51, Section 2], of which we recommend especially the first two as an introduction to modular forms. We also refer to [52] for a thorough treatment of the geometry on the analytic side.

A.1 Modular forms

In this section, we will give three definitions of modular forms and compare them.

A.1.1 Analytic definition of modular forms

We start by recalling the classical definition of modular forms. Let $f$ be first any 1-periodic holomorphic function $\mathbb{H} \to \mathbb{C}$. Then there is a well-defined holomorphic function $g : \mathbb{D} \setminus \{0\} \to \mathbb{C}$ satisfying $f(z) = g(e^{2\pi i z})$, where $\mathbb{D}$ denotes the open unit disk. We say that $f$ is holomorphic/meromorphic at $\infty$ if and only if $g$ can be extended holomorphically/meromorphically to 0. In these cases, we call the Laurent expansion of $g$ at 0 the classical $q$-expansion of $f$ (at $\infty$).

Given a matrix $\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{GL}_2(\mathbb{R})$ with positive determinant, an integer $k$ and an arbitrary function $f : \mathbb{H} \to \mathbb{C}$, one defines a new function $f[\gamma]_k$ as follows:

$$f[\gamma]_k : \mathbb{H} \to \mathbb{C}$$

$$z \mapsto (cz + d)^{-k} f \left( \frac{az + b}{cz + d} \right).$$

By [17, Lemma 1.2.2], we have $(f[\gamma]_k)[\gamma']_k = f[\gamma \gamma']_k$ for $\gamma, \gamma' \in \text{SL}_2(\mathbb{Z})$ and the same proof works actually for arbitrary $\gamma, \gamma' \in \text{GL}_2(\mathbb{R})$ of positive determinant. We say that a holomorphic function $f : \mathbb{H} \to \mathbb{C}$ for a fixed $k$ is holomorphic/meromorphic at all cusps if $f[\gamma]_k$ is 1-periodic and holomorphic/meromorphic at $\infty$ for all $\gamma \in \text{SL}_2(\mathbb{Z})$.

Let $\Gamma_1(n) \subset \text{SL}_2(\mathbb{Z})$ be the subgroup of matrices that reduce to a matrix of the form $\begin{pmatrix} 1 & * \\ 0 & 1 \end{pmatrix}$ modulo $n$. Note that for $n = 1$, we obtain $\Gamma_1(1) = \text{SL}_2(\mathbb{Z})$. We denote by $\text{mf}_k(\Gamma_1(n); \mathbb{C})$ the set of holomorphic functions $f : \mathbb{H} \to \mathbb{C}$ that satisfy

$$f \left( \frac{az + b}{cz + d} \right) = (cz + d)^k f(z) \quad \text{for every } z \in \mathbb{H} \text{ and } \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_1(n) \quad (A.1)$$
and are holomorphic at all cusps. Note that it is automatic that \( f[\gamma]_k \) is 1-periodic for all \( \gamma \in \text{SL}_2(\mathbb{Z}) \) as \( \gamma \left( \begin{array}{cc} 1 & 1 \\ 0 & 1 \end{array} \right) \gamma^{-1} \in \Gamma_1(n) \). Elements of \( \text{mf}_k(\Gamma_1(n); \mathbb{C}) \) are called holomorphic modular forms of weight \( k \) for \( \Gamma_1(n) \). If we instead require \( f \) to be meromorphic at all cusps, we speak of meromorphic modular forms of weight \( k \) and denote the set of these by \( \text{MF}_k(\Gamma_1(n); \mathbb{C}) \).

For a subring \( R_0 \subset \mathbb{C} \), we denote by \( \text{MF}_k(\Gamma_1(n); R_0) \) the subset of \( \text{MF}_k(\Gamma_1(n); \mathbb{C}) \) of modular forms with coefficients of classical \( q \)-expansion of \( f \) lying in \( R_0 \) and we use the notation \( \text{mf}_k(\Gamma_1(n); R_0) \) analogously.

We note that the multiplication of functions induces a multiplication on the direct sum \( \text{MF}(\Gamma_1(n); R_0) = \bigoplus_{k \in \mathbb{Z}} \text{MF}_k(\Gamma_1(n); R_0) \), making it into a graded ring of modular forms. The \( q \)-expansion defines a ring homomorphism \( \text{MF}(\Gamma_1(n); R_0) \to R_0((q)) \).

An important example of a modular form is the modular discriminant \( \Delta_1 \in \text{mf}_{12}(\text{SL}_2(\mathbb{Z}); \mathbb{Z}) \) with \( q \)-expansion \( q - 24q^2 + \cdots \). From the \( q \)-expansion we see that for every meromorphic modular form \( f \in \text{MF}_k(\text{SL}_2(\mathbb{Z}); R_0) \), there is a \( k > 0 \) such that \( \Delta^k f \) is a holomorphic modular form. Moreover, \( \Delta \) vanishes nowhere on the upper half-plane \([17, \text{Corollary 1.4.2}]\) so that \( \Delta^{-1} \) is a meromorphic modular form over \( \mathbb{Z} \) again. We see that \( \text{mf}(\text{SL}_2(\mathbb{Z}); R_0)[\Delta^{-1}] \to \text{MF}(\text{SL}_2(\mathbb{Z}); R_0) \) is an isomorphism. As \( \Delta[\gamma]_{12} = \Delta \) for all \( \gamma \in \text{SL}_2(\mathbb{Z}) \), we can repeat the argument above to see that \( \text{mf}(\Gamma_1(n); R_0)[\Delta^{-1}] \to \text{MF}(\Gamma_1(n); R_0) \) is an isomorphism for all \( n \) and similarly for other congruence subgroups of \( \text{SL}_2(\mathbb{Z}) \).

### A.1.2 Algebro-geometric definitions of modular forms

For the algebro-geometric definitions of modular forms, we will concentrate in this part on the situation without level, i.e. the one corresponding to modular forms for \( \text{SL}_2(\mathbb{Z}) \). We denote for a (generalized) elliptic curve \( p: E \to T \) the quasi-coherent sheaf \( p_\ast \Omega^1_{E/T} \) by \( \omega_E \). For the definition of a generalized elliptic curve see \([1, \text{Definition 1.12}]\).

**Proposition A.2** ([1, Proposition II.1.6]) Let \( p: E \to T \) be a generalized elliptic curve, and denote its chosen section by \( e: T \to E \). Then the sheaf \( \omega_E = p_\ast \Omega^1_{E/T} \) is a line bundle on \( T \). Moreover, the adjunction counit

\[
p_\ast p_\ast \Omega^1_{E/T} \to \Omega^1_{E/T}
\]

is an isomorphism and thus \( p_\ast \Omega^1_{E/T} \cong e^\ast \Omega^1_{E/T} \).

An invariant differential for \( E \) is a nowhere vanishing section of \( \Omega^1_{E/T} \) or equivalently a trivialization of \( \omega_E \).

Our second definition of modular forms will define them as a certain kind of natural transformations. Fix a commutative ring \( R_0 \). For any \( R_0 \)-algebra \( R \), denote by \( \text{Ell}^1(R) \) the set of isomorphism classes of pairs \((E, \omega)\) consisting of an elliptic curve \( E \) over \( R \) together with an invariant differential. This defines (together with pullback of elliptic curves and of invariant differentials) a functor

\[
\text{Ell}^1(-): (\text{AffSch}/\text{Spec}(R_0))^{\text{op}} \to \text{Sets}.
\]
As in [50, Section 1.1], we can consider a notion of a modular form of level 1 and weight \( k \) over \( R_0 \) as the subset of the set of natural transformations \( f \in \text{Nat}^{R_0}(\text{Ell}_1(-), \Gamma(-)) \) with the following scaling property: For any \( R_0 \)-algebra \( R \), elliptic curve with chosen invariant differential \( (E, \omega) \) and any \( \lambda \in R^\times \), we have

\[
 f(E, \lambda \omega) = \lambda^{-k} f(E, \omega). \tag{A.3}
\]

Denote the set of such natural transformations by \( \text{Nat}^{R_0}_k(\text{Ell}_1(-), \Gamma(-)) \). Also here, the direct sum \( \bigoplus_{k \in \mathbb{Z}} \text{Nat}^{R_0}_k(\text{Ell}_1(-), \Gamma(-)) \) carries a multiplication by multiplying values in the target. This multiplication gives again a definition of a graded ring of modular forms.

For the third definition, let \( \mathcal{M}_{\text{ell}, R_0} \) be the moduli stack of elliptic curves over \( \text{Spec}(R_0) \) (see e.g. [1] or [53]). On its big étale site, one defines a line bundle \( \omega = \omega_{R_0} \) as follows. For a morphism \( t: T \to \mathcal{M}_{\text{ell}, R_0} \) from a scheme \( T \), let \( p: E \to T \) be the corresponding elliptic curve with unit section \( e \). We associate with \( (T, t) \) the line bundle \( \omega_E \) on \( T \). To check that this actually defines a line bundle consider a cartesian square

\[
\begin{array}{ccc}
E' & \xrightarrow{\tilde{f}} & E \\
p' \downarrow & & \downarrow p \\
T' & \xrightarrow{f} & T
\end{array}
\]

with unit section \( e': T' \to E' \). We obtain a chain of natural isomorphisms

\[
f^* \omega_E \cong f^* e^* \Omega^1_{E/T} \cong (e')^* \tilde{f}^* \Omega^1_{E'/T'} \cong \omega_{E'} \tag{A.4}
\]

as required.

The third definition of the meromorphic modular forms over \( R_0 \) of weight \( k \) is \( H^0(\mathcal{M}_{\text{ell}, R_0}; \omega_{R_0}^\otimes k) \). Here, the direct sum \( \bigoplus_{k \in \mathbb{Z}} H^0(\mathcal{M}_{\text{ell}, R_0}; \omega_{R_0}^\otimes k) \) carries a multiplication inherited from the tensor algebra \( \bigoplus_{k \in \mathbb{Z}} \omega_{R_0}^\otimes k \), defining also here a graded ring of modular forms. Sometimes it is convenient to reinterpret this ring as \( H^0(\mathcal{M}_{\text{ell}, R_0}, O_{\mathcal{M}_{\text{ell}, R}}) \), where \( \mathcal{M}_{\text{ell}, R_0} \) is the relative spectrum of \( \bigoplus_{i \in \mathbb{Z}} \omega_{R_0}^\otimes i \) [23, Section 12.1].

### A.1.3 Comparison of definitions of modular forms

We start by comparing the two algebro-geometric definitions.

**Proposition A.5** There is a natural isomorphism

\[
\alpha: H^0(\mathcal{M}_{\text{ell}, R_0}, \omega_{R_0}^\otimes k) \to \text{Nat}^{R_0}_k(\text{Ell}_1(-), \Gamma(-)).
\]

Moreover, on the direct sum for all \( k \in \mathbb{Z} \), the map \( \alpha \) induces an isomorphism of graded rings.
Proof There is an easy map

\[ \alpha : H^0(\mathcal{M}_{ell, R_0}, \omega_R^k) \to \text{Nat}_k^R(\text{Ell}^1(-), (\cdot)) , \]
constructed as follows. Start with an element \( f \in H^0(\mathcal{M}_{ell, R_0}, \omega_R^k) \), an \( R_0 \)-algebra \( R \) and an elliptic curve \( E/R \) together with an invariant differential \( \omega \). If \( E \) is classified by \( \varphi : \text{Spec}(R) \to \mathcal{M}_{ell, R_0} \), we have \( \varphi^*(\omega_R^k) = \omega_E^k \). By pulling back, \( f \) defines an element in \( \Gamma(\varphi^*(\omega_R^k)) \), which via the isomorphism \( \omega^k \) from \( \mathcal{O}_R^k \) to \( \omega_E^k \) is identified with

\[ \Gamma(\varphi^*(\omega_R^k)) = \Gamma(\omega_E^k) \cong \Gamma(\mathcal{O}_R^k) \cong \Gamma(\mathcal{O}_R) = R. \]

Define \( \alpha(f)(E, \omega) \) to be the image in \( R \) of the element defined by \( f \) in the left-hand side. The naturality of \( \alpha(f) \) is clear. Replacing \( \omega \) by \( \lambda \omega \) for \( \lambda \in R \times \) multiplies the chosen isomorphism above by \( \lambda^k \), so we obtain

\[ \alpha(f)(E, \lambda \omega) = \lambda^{-k} \alpha(f)(E, \omega). \]

Let us sketch why \( \alpha \) is an isomorphism. By definition, the section \( f \) corresponds to a compatible choice of sections in \( H^0(T; \omega_E^k) \) for all \( T \to \mathcal{M}_{ell, R_0} \) classifying an elliptic curve \( E/T \). As \( \omega_E \) is locally trivial, \( f \) is uniquely determined by its values on those \( T \) where \( \omega_E \) is already trivial and \( T = \text{Spec } R \) is affine and every coherent choice of values on such \( T \) induces a section of \( \omega_R^k \). For such \( T \), a section of \( \omega_E^k \) corresponds exactly to associating with each trivialization \( \omega \) of \( \omega_E \) an element \( f(E, \omega) \) such that \( f(E, \lambda \omega) = \lambda^{-k} f(E, \omega) \). This describes \( \text{Nat}_k^R(\text{Ell}^1(-), (\cdot)) \).

Next, we exhibit the map which will turn out to be an isomorphism between the algebraic geometric definitions and the complex analytic ones.

**Proposition A.6** For any subring \( R_0 \) of \( \mathbb{C} \) define

\[ \beta : \text{Nat}_k^R(\text{Ell}^1(-), (\cdot)) \to \text{MF}_k(SL_2(\mathbb{Z}), R_0), \]

as follows. For any \( f \in \text{Nat}_k^R(\text{Ell}^1(-), (\cdot)) \) and any \( \tau \in \mathbb{H} \), set

\[ \beta(f)(\tau) = f(\mathbb{C}/\mathbb{Z} \oplus \mathbb{Z} \tau, dz) \in \mathbb{C}. \]

Then \( \beta \) is a natural isomorphism, and induces an isomorphism of graded rings on the direct sum for all \( k \in \mathbb{Z} \).

We will check (A.1) for \( \beta(f) \). Let \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL_2(\mathbb{Z}) \) be given. Observe that we have a biholomorphism

\[ \psi : \mathbb{C}/(\mathbb{Z} \cdot 1 \oplus \mathbb{Z} \tau) \to \mathbb{C}/\left(\mathbb{Z} \cdot 1 \oplus \mathbb{Z} \frac{a \tau + b}{c \tau + d}\right), \]

\[ [z] \mapsto \left[ \frac{z}{c \tau + d} \right] \]
and by GAGA thus an isomorphism of the associated algebraic curves. Since $f$ is well-defined on isomorphism classes, the scaling property implies

$$
\beta(f) \left( \frac{a\tau + b}{c\tau + d} \right) = f \left( \frac{C}{\mathbb{Z} \cdot 1 \oplus \mathbb{Z}^{\alpha \tau + \beta}} \right) \cdot dz = (c\tau + d)^k f \left( \frac{C}{\mathbb{Z} \cdot 1 \oplus \mathbb{Z}\tau} \right) \cdot dz = (c\tau + d)^k \beta(f)(\tau).
$$

We will come back to the question why $\beta(f)$ is holomorphic in the interior and meromorphic at the cusps and why $\beta$ is an isomorphism in “Appendices A.2.3 and A.4”.

### A.2 Level structures

Throughout this section, let $R_0$ be a $\mathbb{Z}[\frac{1}{n}]$-algebra. While we gave the analytic definition of modular forms for $\Gamma_1(n)$ already above, there are two different corresponding algebro-geometric notions, based on na"ive and arithmetic level structures.

#### A.2.1 Naive level structures

**Definition A.7** ([1, Construction 4.8]) For an $R_0$-algebra $R$, let $\text{Ell}_{\Gamma_1(n)}^1(R)$ denote the set of isomorphism classes of triples $(E, \omega, j)$, where $E$ is an elliptic curve over $R$, further $\omega$ is a chosen trivialization of the line bundle $\omega_E$, and $j : \mathbb{Z}/n\mathbb{Z}_R \rightarrow E$ is a morphism of group schemes over $\text{Spec}(R)$ and a closed immersion. This morphism $j$ is called a $\Gamma_1(n)$-level structure.

Recall that $\mathbb{Z}/n\mathbb{Z}_R = \bigsqcup_{\mathbb{Z}/n\mathbb{Z}} \text{Spec}(R)$ as a scheme, with the obvious map to $\text{Spec}(R)$ and group structure coming from the group structure on $\mathbb{Z}/n\mathbb{Z}$. The group structure on the elliptic curve is explained in [54, Section 2.1]. We can identify $j$ with the image $P = j(1) \in E(R)$ since it determines $j$ completely.

**Remark A.8** We should remark that this variant of level structures is often called “na"ive” in the literature. Note also that the analogous definition in [26, Section 8.2], looks slightly different, but is equivalent by using that being closed immersion can be checked for proper schemes on geometric points.

Using again the scaling condition A.2 we can define $\text{Nat}_{k}(\text{Ell}_{\Gamma_1(n)}^1(-), \Gamma(-))$ analogously to our definition without level in “Appendix A.1”.

We can also define a moduli stack $\mathcal{M}_1(n)$ classifying elliptic curves over $\mathbb{Z}[\frac{1}{n}]$-schemes with $\Gamma_1(n)$-level structure. We obtain a morphism $f_n : \mathcal{M}_1(n) \rightarrow \mathcal{M}_{\text{ell}}^1$ by forgetting the level structure. As in “Appendix A.1.3” we obtain a comparison isomorphism

$$
\alpha : H^0(\mathcal{M}_1(n); \omega \otimes^k) \rightarrow \text{Nat}_{k}(\text{Ell}_{\Gamma_1(n)}^1(-), \Gamma(-));
$$

here and in the following we will abuse notation to denote the pullback of $\omega$ to $\mathcal{M}_1(n)$ by $\omega$ as well.
There are different ways to compare modular forms with and without level structure. The particular form of compatibility we want to use is expressed in the following commutative diagram.

\[
\begin{align*}
\text{Nat}_k^R(\text{Ell}^1(-), \Gamma(-)) \quad & \quad (E, P) \mapsto E/(P) \quad \text{Nat}_k^R(\text{Ell}^1_{\Gamma_1(n)}(-), \Gamma(-)) \\
\downarrow \quad (\mathbb{C}/\mathbb{Z}+t\mathbb{Z}, dz) \quad & \quad \downarrow \quad ((\mathbb{C}/\mathbb{Z}+n\mathbb{Z}, dz, \tau) \\
\text{MF}_k(\text{SL}_2(\mathbb{Z}), R_0) \quad & \quad \longrightarrow \quad \text{MF}(\Gamma_1(n), R_0)
\end{align*}
\]

We refer to [55, Example 4.40] for the fact that the quotient of an elliptic curve by a finite subgroup scheme is an elliptic curve again. Moreover, we will denote the right vertical morphism by $\beta_1$. The reason for our particular choice of $\beta_1$ might become clearer in the next subsection and even clearer when we discuss $q$-expansions. That $\beta_1$ actually lands in $\text{MF}(\Gamma_1(n), R_0)$ will follow from “Appendices A.2.3 and A.4.”

**Remark A.9** The group $\mathbb{Z}/n^\times$ acts on $\text{Ell}^1_{\Gamma_1(n)}(-)$ by multiplication on the point of order $n$. Moreover, if we denote by $\Gamma_0(n) \subset \text{SL}_2(\mathbb{Z})$ the subgroup of matrices $\begin{pmatrix} a & b \\ c & d \end{pmatrix}$ with $c$ divisible by $n$, the quotient group $\Gamma_1(n)\backslash \Gamma_0(n)$ acts on $\text{MF}(\Gamma_1(n), \mathbb{C})$ as follows. For $g \in \text{MF}_k(\Gamma_1(n), \mathbb{C})$ and $\gamma \in \Gamma_0(n)$, we define the action by $g \cdot [\gamma] = g[\gamma]_k$ in the sense of “Appendix A.1.1”. The map

$$\Gamma_1(n)\backslash \Gamma_0(n) \to (\mathbb{Z}/n^\times), \quad \begin{pmatrix} a & b \\ c & d \end{pmatrix} \mapsto a$$

is an isomorphism and under this isomorphism $\beta_1$ is equivariant.

To be compatible with [17, Section 5.2], we will actually work with the opposite convention though. This means that we will act with the inverse of an element of $(\mathbb{Z}/n^\times)$ on $\text{Ell}^1_{\Gamma_1(n)}(-)$ and $\mathcal{M}_1(n)$ and use the identification

$$\Gamma_1(n)\backslash \Gamma_0(n) \cong (\mathbb{Z}/n^\times), \quad \begin{pmatrix} a & b \\ c & d \end{pmatrix} \mapsto d.$$ 

By the above, this makes $\beta_1$ into an equivariant map as well and this will be the equivariance we will use throughout this document.

**A.2.2 Arithmetic level structures**

Now we would like to discuss a different variant of level structures, called “arithmetic” in the literature.

**Definition A.10** For an $R_0$-algebra $R$, let $\text{Ell}^1_{\Gamma_{\mu(n)}(R)}$ denote the set of isomorphism classes of triples $(E, \omega, \iota)$, where $E$ is an elliptic curve over $R$, again $\omega$ is a chosen trivialization of the line bundle $\omega_E$, and $\iota: \mu_n, R \to E$ is a morphism of group schemes over $\text{Spec}(R)$ and a closed immersion. Here, $\mu_n, R$ is a group scheme given by the spectrum of the bialgebra $R[t]/(t^n - 1)$ with comultiplication determined by $t \mapsto t \otimes t$. The morphism $\iota$ is called an arithmetic (or $\Gamma_{\mu(n)}$-) level structure on $E$. 

For a $\mathbb{Z} \left[\frac{1}{n}, \zeta_n\right]$-algebra $R$, the group schemes $\mu_{n,R}$ and $\mathbb{Z}/n\mathbb{Z}_R$ are isomorphic, but this is not true in general.

We can define the set of weight $k$ modular forms with arithmetic level structure to be $\text{Nat}_k^0(\text{Ell}_1(\Gamma_1(-)), \Gamma(-))$ with the same scaling condition as before. Likewise, we can define a moduli stack $\mathcal{M}_{\mu}(n)$ of elliptic curves with $\Gamma_1(n)$-level structure (over bases with $n$ invertible). As before we obtain a comparison isomorphism

$$\alpha : H^0(\mathcal{M}_{\mu}(n); \omega \otimes k) \rightarrow \text{Nat}_k^0(\text{Ell}_1(\Gamma_1(-)), \Gamma(-)),$$

where we abuse notation again to denote the pullback of $\omega$ to $\mathcal{M}_{\mu}(n)$ by $\omega$ as well.

We need to discuss a relation between $\Gamma_1(n)$- and $\Gamma_{\mu}(n)$-level structures. After base change to a $\mathbb{Z} \left[\frac{1}{n}, \zeta_n\right]$-algebra $R$, the stacks $\mathcal{M}_{\mu}(n)$ and $\mathcal{M}_{1}(n)$ become equivalent over $\mathcal{M}_{\text{ell},R}$ via the isomorphism $\mu_{n,R} \cong \mathbb{Z}/n\mathbb{Z}_R$. Less obviously, there is also a different equivalence between $\mathcal{M}_{\mu}(n)$ and $\mathcal{M}_{1}(n)$ that does not require any base change, but changes the underlying elliptic curve. To that purpose we recall the Weil paring [54, Section 2.8]

$$e_n : E[n](S) \times E[n](S) \rightarrow \mathbb{G}_m(S)$$

for an elliptic curve $E/S$. Here, $E[n]$ denotes the $n$-torsion $E \times_E S$, using the multiplication-by-$n$ morphism $[n] : E \rightarrow E$ and the unit morphism $S \rightarrow E$ in the pullback. Using these ingredients, we add in the following lemma some details to the treatment in [51, Section 2.3].

**Lemma A.11** There is an equivalence $\varphi : \mathcal{M}_{1}(n) \rightarrow \mathcal{M}_{\mu}(n)$ sending $(E \rightarrow S, P)$ to $(E/\langle P \rangle \rightarrow S, \delta)$, where $\delta$ can be described as follows: For $\zeta \in \mu_n(S)$, choose $Q \in E[n](S)$ such that $e_n(P, Q) = \zeta^{-1}$. Then $\delta(\zeta) = \pi(Q)$ for $\pi : E \rightarrow E/\langle P \rangle$.

**Proof** With notation as in the statement of the lemma, we define $\delta : \mu_{n,S} \rightarrow E/\langle P \rangle$ as follows: As explained in [54, Section 2.8] there is a bilinear pairing

$$\langle -, - \rangle_{\pi} : \ker(\pi) \times \ker(\pi^t) \rightarrow \mathbb{G}_m,$$  \hspace{1cm} (A.12)

of abelian group schemes for $\pi : E \rightarrow E/\langle P \rangle$ the projection and $\pi^t$ the dual isogeny. By [54, 2.8.2.1] and because $\ker(\pi) = \langle P \rangle \cong (\mathbb{Z}/n)_S$, this induces a chain of isomorphisms

$$\ker(\pi^t) \rightarrow \text{Hom}_{S-\text{gp}}(\ker(\pi), \mathbb{G}_m) \xrightarrow{\text{ev}_P} \mu_{n,S}.$$  \hspace{1cm} (A.13)

The map $\delta$ is the composition of the inverse of this isomorphism with the natural inclusion $\ker(\pi^t) \rightarrow E/\langle P \rangle$ composed with $[-1]$. The reasons for composing with $[-1]$ will be apparent in the example below.

An analogous construction dividing out $\mu_{n,S}$ provides an inverse of $\varphi$. To see this, we are using that in the situation above, $(E/\langle P \rangle)/\delta \cong E/E[n]$, and the isomorphism
$E/E[n] \cong E$ induced by $[n]$, the multiplication-by-$n$ morphism. Thus, $\varphi : \mathcal{M}_1(n) \to \mathcal{M}_\mu(n)$ is an equivalence of stacks.

One can compute $\varphi$ in terms of the Weil pairing as follows: As $\pi \pi^t = [n]$, we obtain from [54, 2.8.4.1] that $(P, \pi(Q))_\pi$ for $Q \in E[n](S)$ can be computed as $e_n(P, Q)$. Consider now $\zeta \in \mu_n(S)$. The inverse of the composition (A.13) sends $\zeta$ to $\pi(Q)$ for some $Q \in E[n](S)$ with $e_n(P, Q) = \zeta$. We obtain $e_n(P, -Q) = \zeta^{-1}$ showing the result.

**Example A.14** Let $E = \mathbb{C}/(\mathbb{Z} + n\tau \mathbb{Z})$ be an elliptic curve over $\text{Spec} \mathbb{C}$ with chosen $n$-torsion point $\tau$. We claim that $\varphi(E, \tau) = (\mathbb{C}/\mathbb{Z} + \tau \mathbb{Z}, \zeta_n \mapsto \frac{1}{n})$ with $\zeta_n = e^{2\pi i/n}$. Indeed, we have $e_n(\tau, \frac{1}{n}) = \zeta_n^{-1}$ by [54, 2.8.5.3] and thus $\zeta_n$ has to be send to $\frac{1}{n}$ as claimed by the preceding lemma.

The example implies directly the following lemma.

**Lemma A.15** The following diagram commutes:

$$
\begin{array}{ccc}
H^0(\mathcal{M}_\mu(n)_{R_0}, \omega^{\otimes k}) & \xrightarrow{\varphi^*} & H^0(\mathcal{M}_1(n)_{R_0}, \omega^{\otimes k}) \\
\downarrow{\alpha} & & \downarrow{\alpha} \\
\text{Nat}^R_k(\text{Ell}^1_{\mu(n)}(-), \Gamma(-)) & \xrightarrow{\varphi^*} & \text{Nat}^R_k(\text{Ell}^1_{\mu(n)}(-), \Gamma(-)) \\
\left(\mathbb{C}/\mathbb{Z} + \tau \mathbb{Z}, dz, \zeta_n \mapsto \frac{1}{n}\right) & \xrightarrow{\varphi} & \left(\mathbb{C}/\mathbb{Z} + n\tau \mathbb{Z}, dz, \tau\right) \\
& & \text{MF}(\Gamma_1(n); R_0)
\end{array}
$$

We will denote the diagonal arrow by $\beta_{\mu}$ and it will follow from “Appendices A.2.3 and A.4” that $\beta_{\mu}$ actually lands in $\text{MF}(\Gamma_1(n); R_0)$.

### A.2.3 Compactifications and comparison of algebraic and analytic theory

In this section we discuss the comparison of the algebraic and the analytic theory. The basic sources are [1, 52] and we will just give a short summary. We will use the compactifications $\overline{\mathcal{M}}_1(n)$ of $\mathcal{M}_1(n)$ as recalled in the beginning of Sect. 2. It is shown in [1, Section IV] that $\overline{\mathcal{M}}_1(n) \to \text{Spec} \mathbb{Z}[\frac{1}{n}]$ is proper and smooth of relative dimension 1.

For $n \geq 5$, the stack $\overline{\mathcal{M}}_1(n)$ is representable by a projective scheme (see e.g. [4]). It is shown in [52, Thm. 2.2.2.1] that the Riemann surface associated with $\overline{\mathcal{M}}_1(n)_{\mathbb{C}}$ is isomorphic to a more classical construction, namely the compactification $X_1(n)$ of the quotient $Y_1(n)$ of the upper half-plane $\mathbb{H}$ by $\Gamma_1(n)$. Indeed, Conrad shows that both $\overline{\mathcal{M}}_1(n)_{\mathbb{C}}$ and $X_1(n)$ classify generalized elliptic curves over complex analytic spaces with $\Gamma_1(n)$-level structure. The family of elliptic curves $(\mathbb{C}/\mathbb{Z} + n\tau \mathbb{Z}, \tau)$ with $\Gamma_1(n)$-level structure over $\mathbb{H}$ descends to $Y_1(n)$ and extends to $X_1(n)$. (Indeed, Conrad considers the universal family $(\mathbb{C}/\mathbb{Z} + \tau \mathbb{Z}, \frac{1}{n})$ as in [52, Section 2.1.3], but the choice of $e^{2\pi i/n}$ as an $n$th root of unity allows us to consider the automorphism $\mathcal{M}_1(n)_{\mathbb{C}} \xrightarrow{\varphi} \mathcal{M}_\mu(n)_{\mathbb{C}} \simeq \mathcal{M}_1(n)_{\mathbb{C}}$ that carries one family of elliptic curves into the other as follows from Example A.14.) This specifies an isomorphism from $X_1(n)$ to the Riemann
surface associated with $\overline{M}_1(n)_{\mathbb{C}}$, and by restriction to the locus where the fibers of the universal generalized elliptic curve are smooth, also an isomorphism from $Y_1(n)$ to the Riemann surface associated with $M_1(n)_{\mathbb{C}}$. More information about $Y_1(n)$ and $X_1(n)$ can be found in [52] and in [17, Chapter 2].

We will abuse notation again and denote by $\omega$ the line bundle on $X_1(n)$ corresponding to the analytification of $\omega$ on $\overline{M}_1(n)_{\mathbb{C}}$ under the isomorphism above and likewise its restriction to $Y_1(n)$. By GAGA [56, Théorème 1], the morphism $H^0(\overline{M}_1(n)_{\mathbb{C}}; \omega^{\otimes k}) \to H^0(X_1(n); \omega^{\otimes k})$ is an isomorphism. Given a section of $\omega^{\otimes k}$ on $Y_1(n)$ we can pull it back along $\pi: \mathbb{H} \to Y_1(n)$ and obtain a holomorphic function on $\mathbb{H}$ by trivializing $\pi^*\omega$ via $dz$. It is shown in [52, Lemma 1.5.7.2] that the image consists exactly of those holomorphic functions on $\mathbb{H}$ satisfying the transformation formula (A.1) for modular forms of weight $k$.

In summary, we obtain an isomorphism $\psi: H^0(\overline{M}_1(n)_{\mathbb{C}}; \omega^{\otimes k}) \cong \text{mf}_k(\Gamma_1(n); \mathbb{C})$. Unraveling the definitions from [52, Section 1.5.1 and 1.5.2] shows that this is compatible with our comparison map

$$\beta_1 \alpha: H^0(M_1(n)_{\mathbb{C}}; \omega^{\otimes k}) \xrightarrow{\cong} \text{Nat}_k^C(\text{Ell}_{\Gamma_1(n)}(\cdot, -), \Gamma(-)) \to \{\text{functions on } \mathbb{H}\}.$$  

We will argue why $\beta_1 \alpha$ actually takes values in $\text{MF}_k(\Gamma_1(n); \mathbb{C})$ (as claimed before) and why with this target $\beta_1 \alpha$ becomes an isomorphism.

The modular form $\Delta \in \text{mf}_{12}(SL_2(\mathbb{Z}); \mathbb{Z}) \subset \text{mf}_{12}(\Gamma_1(n); \mathbb{C})$ (see “Appendix A.1.1”) corresponds to a holomorphic section of $\omega^{\otimes 12}$ on $X_1(n)$ with simple zeros at all cusps, i.e. at all those points in the complement of $Y_1(n)$; this can be seen by considering the $q$-expansion of $\Delta$ and the construction of the $X_1(n)$. Thus, $H^0(X_1(n); \omega^{\otimes *})[\Delta^{-1}]$ corresponds exactly to those holomorphic sections of $\omega^{\otimes *}$ on $Y_1(n)$ that can be meromorphically extended to $X_1(n)$. This in turn corresponds exactly to the (algebraic) sections of $\omega^{\otimes *}$ on $M_1(n)_{\mathbb{C}}$. This implies an identification $H^0(M_1(n)_{\mathbb{C}}; \omega^{\otimes *}) \cong H^0(\overline{M}_1(n)_{\mathbb{C}}; \omega^{\otimes *})[\Delta^{-1}]$. Under this identification, $\beta_1 \alpha$ can be written as

$$H^0(\overline{M}_1(n)_{\mathbb{C}}; \omega^{\otimes *})[\Delta^{-1}] \xrightarrow{\psi} \text{mf}_*(\Gamma_1(n); \omega^{\otimes *})[\Delta^{-1}] \cong \text{MF}_*(\Gamma_1(n); \mathbb{C}),$$  

(followed by the inclusion into $\{\text{functions on } \mathbb{H}\}$). This shows our claims.

For $n < 5$, $\overline{M}_1(n)$ is no longer a scheme. In this case, one can analogously use a GAGA theorem for stacks as, for example, proven in [57]. In our situation the proof should be considerably simplified though as $\overline{M}_1(n)_{\mathbb{C}}$ has a finite faithfully flat cover by a scheme (e.g. by $\overline{M}_1(5n)_{\mathbb{C}}$) and one should be able to deduce a sufficiently strong GAGA theorem just by descent from the scheme case.
A.3 The Tate curve

In this section, we will discuss the Tate curve, which will give us an algebraic way to define $q$-expansions of modular forms. For an alternative treatment we refer e.g. to [54, Section 8.8]. We first discuss the situation over the complex numbers.

**Theorem A.16** ([28, Theorem V.1.1]) For any $q, u \in \mathbb{C}$ with $|q| < 1$, define the following quantities:

\[
\sigma_k(n) = \sum_{d \mid n} d^k,
\]

\[
s_k(q) = \sum_{n \geq 1} \sigma_k(n)q^n = \sum_{n \geq 1} \frac{n^k q^n}{1 - q^n},
\]

\[
a_4(q) = -5s_3(q),
\]

\[
a_6(q) = -\frac{5s_3(q) + 7s_5(q)}{12},
\]

\[
X(u, q) = \sum_{n \in \mathbb{Z}} \frac{q^n u}{(1 - q^n u)^2} - 2s_1(q),
\]

\[
Y(u, q) = \sum_{n \in \mathbb{Z}} \frac{(q^n u)^2}{(1 - q^n u)^3} + s_1(q).
\]

(1) Then the equation

\[y^2 + xy = x^3 + a_4(q)x + a_6(q)\] \hspace{1cm} (A.17)

defines an elliptic curve $E_q$ over $\mathbb{C}$, and $X$, $Y$ define a complex analytic isomorphism

\[\mathbb{C}^\times / q^\mathbb{Z} \rightarrow E_q\]

\[u \mapsto \begin{cases} (X(u, q), Y(u, q)), & \text{if } u \not\in q^\mathbb{Z}, \\ O, & \text{if } u \in q^\mathbb{Z} \end{cases}\]

(2) The power series $a_4(q)$ and $a_6(q)$ define holomorphic functions on the open unit disk $\mathbb{D}$.

(3) As power series in $q$, both $a_4(q)$, $a_6(q)$ have integer coefficients.

(4) The discriminant of $E_q$ is given by

\[\Delta(q) = q \prod_{n \geq 1} (1 - q^n)^{24} \in \mathbb{Z}[q].\]

(5) Every elliptic curve over $\mathbb{C}$ is isomorphic to $E_q$ for some $q$ with $|q| < 1$. 

Let $\text{Conv} \subset \mathbb{Z}((q))$ be the subset of “convergent” Laurent series, i.e. those that define meromorphic functions on $\mathbb{D}$ that are holomorphic away from 0; in particular, $a_4, a_6 \in \text{Conv}$. As $\Delta(q)$ is non-vanishing for $q \neq 0$ in $\mathbb{D}$, it defines an invertible element in $\text{Conv}$ and thus we can use the Weierstraß equation (A.17) to define an elliptic curve $\text{Tate}(q)$ over $\text{Conv}$. For our computations in Section 3 it will be convenient to consider the analogously defined ring $\text{Conv}_q^n \subset \mathbb{Z}((q^n))$ with the Tate curve $\text{Tate}(q^n)$ defined by $a_4(q^n)$ and $a_6(q^n)$ over it.

Let $q_0 \in \mathbb{D}$ be a nonzero point and consider the morphism $\text{ev}_{q_0} : \text{Conv} \to \mathbb{C}$. By the theorem above, we see that the analytic space associated with $\text{ev}_{q_0}^* \text{Tate}(q)$ is isomorphic to $\mathbb{C}^\times / q_0^\mathbb{Z}$. The invariant differential $\eta^\text{can}$ associated to the Weierstraß equation corresponds under this isomorphism to $\frac{du}{u}$, as can be shown by elementary manipulations using [28, Section V.1].

Next, we want to describe a group homomorphism $\iota : \mu_{n, \text{Conv}[\frac{1}{n}]} \to \text{Tate}(q) \mathbb{Z}[\frac{1}{n}]$ for $n \geq 2$. We first define a morphism $\iota_\zeta : \mu_{n, \text{Conv}[\frac{1}{n}], \zeta_n} \to \text{Tate}(q) \mathbb{Z}[\frac{1}{n}, \zeta_n]$. As $\mu_n$ is isomorphic to $\mathbb{Z}/n$ over $\mathbb{Z}[\frac{1}{n}, \zeta_n]$, it suffices to specify an $n$-torsion point in $\text{Tate}(q)(\text{Conv}[\frac{1}{n}, \zeta_n])$ as the image of $\zeta_n$; we take $(X(\zeta_n, q), Y(\zeta_n, q))$. As $X$ and $Y$ have integer coefficients, we see that for every ring automorphism $\sigma$ of $\mathbb{Z}[\frac{1}{n}, \zeta_n]$, we have $\iota_\zeta(\sigma(\zeta_n)) = \sigma(\iota_\zeta(\zeta_n))$. Thus, Galois descent implies that $\iota_\zeta$ descends to a morphism $\iota : \mu_{n, \text{Conv}[\frac{1}{n}]} \to \text{Tate}(q) \mathbb{Z}[\frac{1}{n}]$. Note that we can check that this is indeed a group homomorphism into the $n$-torsion by evaluating at infinitely many points in $\mathbb{D}$. For a nonzero $q_0 \in \mathbb{D}$, this $\iota$ corresponds under the isomorphism of $\text{ev}_{q_0}^* \text{Tate}(q)$ with $\mathbb{C}^\times / q_0^\mathbb{Z}$ exactly to the composite $\mu_n(\mathbb{C}) \to \mathbb{C}^\times \to \mathbb{C}^\times / q_0^\mathbb{Z}$. Note that $\iota$ defines a $\Gamma_\mu(n)$-structure on $\text{Tate}(q) \mathbb{Z}[\frac{1}{n}]$.

As a last point, we mention that for a subring $R \subset \mathbb{C}$ containing $\zeta_n$, the $n$-torsion $\text{Tate}(q^n)_R[n]$ is isomorphic to $(\mathbb{Z}/n)^2_{\text{Conv}^{q^n}, R}$ as it has rank $n^2$ over $\text{Conv}_R$ [54, Theorem 2.3.1] and we can specify $n^2$ points by $(X(\zeta_n^a q^b, q^n), Y(\zeta_n^a q^b, q^n))$, where $0 \leq a, b \leq n - 1$.

### A.4 $q$-expansions

Our goal in this subsection is to define the $q$-expansion both in the holomorphic and in the algebraic context, to compare them and to obtain a $q$-expansion principle.

Consider a modular form $f$ in $\text{MF}(\Gamma_1(n); \mathbb{C})$ for $n \geq 1$. We recall that $f$ factors through a meromorphic function $g : \mathbb{D} \to \mathbb{C}$ on the open unit disk with only possible pole in 0; more precisely, we have $g(q) = f(z)$, where $q = q(z) = e^{2\pi i z}$. Taylor expansion of $g$ at 0 yields the classical $q$-expansion

$$\Phi^{\text{hol}} : \text{MF}_k(\Gamma_1(n); \mathbb{C}) \to \mathbb{C}((q)).$$

Let us fix for the whole subsection a $\mathbb{Z}[\frac{1}{n}]$-subalgebra $R_0 \subset \mathbb{C}$. On the algebraic side, we obtain a map

$$\Phi^{\mu, R_0} : \text{Nat}^{R_0}_k(\text{Ell}_{\Gamma_1(n)}(\mu), \Gamma(\mu)) \to R_0 ((q))$$
by evaluating the natural transformation at the pullback to $R_0((q))$ of the Tate curve $(\text{Tate}(q), \eta_{\text{can}}, \iota)$ from the last section.

We want to show that $\Phi^1_{\text{hol}}$ and $\Phi^\mu_{R_0}$ correspond to each other under $\beta_\mu$. Both have actually image in $\text{Conv}_{R_0} \subset \mathbb{C}((q))$. Thus we can check the agreement of $\Phi^1_{\text{hol}} \beta_\mu$ with $\Phi^\mu_{R_0}$ after postcomposing these two maps with $\text{ev}_{q_0}: \text{Conv}_{R_0} \to \mathbb{C}$ for infinitely many $q_0 \in \mathbb{D}\setminus\{0\}$.

To that purpose, choose $h \in \text{Nat}_{R_0}^k(\text{Ell}^1_{\Gamma_1(n)}(-), \Gamma(-))$ and $\tau_0 \in \mathbb{H}$ with $e^{2\pi i \tau_0} = q_0$. The exponential defines an isomorphism

$$
 left( \mathbb{C}/(\mathbb{Z} + \tau_0 \mathbb{Z}), dz, \zeta_n \mapsto \frac{1}{n} \right) \cong \left( \mathbb{C}^\times/q_0^\mathbb{Z}, \frac{du}{u}, \iota_{\text{can}} \right),
$$

of elliptic curves with invariant differential and arithmetic level structure, where $\iota_{\text{can}}$ denotes the composition $\mu_n(\mathbb{C}) \to \mathbb{C}^\times \to \mathbb{C}^\times/q_0^\mathbb{Z}$. This implies

$$
 \text{ev}_{q_0} \Phi^1_{\text{hol}} \beta_\mu(h) = h \left( \mathbb{C}^\times/q_0^\mathbb{Z}, \frac{du}{u}, \iota_{\text{can}} \right).
$$

On the other hand, $\text{ev}_{q_0} \Phi^\mu_{R_0}(h)$ is by definition the evaluation of $h$ at

$$(\text{ev}_{q_0}^* \text{Tate}(q), \text{ev}_{q_0}^* \eta_{\text{can}}, \text{ev}_{q_0}^* \iota)$$

and we have seen in the last section that this triple is isomorphic to $(\mathbb{C}^\times/q_0^\mathbb{Z}, \frac{du}{u}, \iota_{\text{can}})$. Thus, the following triangle commutes indeed:

$$
 \text{Nat}_{R_0}^k(\text{Ell}^1_{\Gamma_1(n)}(-), \Gamma(-)) \xrightarrow{\beta_\mu} \mathbb{C}((q)) \xrightarrow{\Phi^\mu_{R_0}} \text{MF}_k(\Gamma_1(n), \mathbb{C})
$$

We obtain the $q$-expansion morphism

$$
 \Phi^{1,R_0}: \text{Nat}_{R_0}^k(\text{Ell}^1_{\Gamma_1(n)}(-), \Gamma(-)) \to \text{Conv}_{R_0}
$$

as the composition $\Phi^\mu_{R_0} \alpha(\varphi^*)^{-1} \alpha^{-1}$, where $\varphi$ is as in Sect. A.2.2.

**Lemma A.18** Assume that $R_0 \subset \mathbb{C}$ and let $q_0 \neq 0$ be a point in the open unit disk. Evaluating at $q_0$ yields a morphism $\text{ev}_{q_0}: \text{Conv}_{R_0} \to \mathbb{C}$. Then

$$
 \text{ev}_{q_0} \Phi^{1,R_0}(h) = h \left( \mathbb{C}^\times/q_0^n\mathbb{Z}, \frac{du}{u}, q_0 \right)
$$
for every \( h \in \text{Nat}_k^{R_0} (\text{Ell}_{\Gamma_1(n)}^1(\mathbb{C}/q^n\mathbb{Z}), \Gamma(\mathbb{C}/q^n\mathbb{Z})) \) and thus \( \Phi^{1,R_0}(h) \) is the Taylor expansion of

\[
q \mapsto \frac{h}{\mathbb{C}^\times / q^n\mathbb{Z}, \frac{du}{u}, q}
\]

at 0.

**Proof** It suffices to show that

\[
\varphi\left(\frac{\mathbb{C}^\times / q^n\mathbb{Z}, \frac{du}{u}, q_0}{\mathbb{C}^\times / q^n\mathbb{Z}, \frac{du}{u}, i^{\text{can}}}\right).
\]

This follows from Example A.14. \( \square \)

Note that these discussions show that \( \beta_1 \) and \( \beta_\mu \) actually have target in the ring \( \text{MF}(\Gamma_1(n); R_0) \), i.e. that the classical \( q \)-expansion of \( \beta_1 \) of a modular form over \( R_0 \) actually has coefficients in \( R_0 \) and similarly for \( \beta_\mu \).

**Theorem A.19** (\( q \)-expansion principle) Let \( R_0 \) be a subring of \( \mathbb{C} \). The morphisms

\[
\beta_\mu : \text{Nat}_k^{R_0} (\text{Ell}_{\Gamma_\mu(n)}^1(\mathbb{C}/q^n\mathbb{Z}), \Gamma(\mathbb{C}/q^n\mathbb{Z})) \to \text{MF}(\Gamma_1(n); R_0)
\]

and

\[
\beta_1 : \text{Nat}_k^{R_0} (\text{Ell}_{\Gamma_1(n)}^1(\mathbb{C}/q^n\mathbb{Z}), \Gamma(\mathbb{C}/q^n\mathbb{Z})) \to \text{MF}(\Gamma_1(n); R_0)
\]

are isomorphisms. In other words: If the coefficients of the \( q \)-expansion of a complex modular form are in \( R_0 \), it is actually already defined over \( R_0 \).

**Proof** By the considerations above, it suffices to show the first statement. For \( R_0 = \mathbb{C} \), this was discussed in Sect. A.2.3. The general case follows by the \( q \)-expansion principle as stated in [26, Theorem 12.3.4]. \( \square \)

**A.5 Summary**

Let \( R \) be any \( \mathbb{Z}[\frac{1}{n}] \)-algebra. We can define holomorphic modular forms for \( \Gamma_1(n) \) of weight \( k \) over \( R \) as \( H^0(\mathcal{M}_1(n)_R; \omega_{\otimes k}) \) and meromorphic modular forms as \( H^0(\mathcal{M}_1(n)_R; \omega_{\otimes k}) \). We have a morphism \( \text{Spec } \mathbb{C} \to \mathcal{M}_1(n) \) classifying the elliptic curve \( \mathbb{C}/\mathbb{Z} + n\tau \mathbb{Z} \) with chosen point \( \tau \) of order \( n \). Pulling \( f \in H^0(\mathcal{M}_1(n); \omega_{\otimes k}) \) back to \( \text{Spec } \mathbb{C} \) and using the trivialization \( \omega_{\otimes k} \) induced by the choice of differential \( dz \), defines a holomorphic function of \( \tau \in \mathbb{H} \) that is a meromorphic modular form for \( \Gamma_1(n) \) in the classical sense. This defines isomorphisms

\[
\beta_1 : H^0(\mathcal{M}_1(n)_\mathbb{C}; \omega_{\otimes k}) \to \text{MF}_k(\Gamma_1(n); \mathbb{C})
\]

and

\[
\beta_1 : H^0(\mathcal{M}_1(n)_\mathbb{C}; \omega_{\otimes k}) \to \text{mf}_k(\Gamma_1(n); \mathbb{C}).
\]
The \( q \)-expansion of \( \beta_1(f) \) lies in \( R \subset \mathbb{C} \) if and only if \( f \) is in the image of the injection

\[
H^0(\mathcal{M}_1(n)_R; \omega^\otimes k) \to H^0(\mathcal{M}_1(n)_\mathbb{C}; \omega^\otimes k).
\]

As a last point, we consider the \( \mathbb{G}_m \)-torsor \( \overline{\mathcal{M}}_1(n) \to \mathcal{M}_1(n) \) that is the relative Spec of the quasi-coherent algebra \( \bigoplus_{k \in \mathbb{Z}} \omega^\otimes k \). By construction,

\[
H^0(\overline{\mathcal{M}}_1(n)_R; \mathcal{O}_{\overline{\mathcal{M}}_1(n)}) \cong \bigoplus_{k \in \mathbb{Z}} H^0(\mathcal{M}_1(n)_R; \omega^\otimes k) \cong \bigoplus_{k \in \mathbb{Z}} \text{mf}_k(\Gamma_1(n); R).
\]

**Appendix B: The invertible summand in \( \text{Tmf}_0(7) \) (joint with Martin Olbermann)**

We recall from Theorem 8.6 that \( \text{Tmf}_0(7)_3 \) splits as a \( \text{Tmf} \)-module as

\[
\text{Tmf}_3 \oplus \Sigma^4 \text{Tmf}_1(2)_3 \oplus \Sigma^8 \text{Tmf}_1(2)_3 \oplus L,
\]

where \( L \in \text{Pic}(\text{Tmf}_3) \). The goal of this appendix is to determine \( L \). The necessary computations of \( \pi_* \text{Tmf}_0(7) \) were obtained by Martin Olbermann. It turns out that for the purposes of this article, we need only a small part of these computations, which the authors of the main part of this article extracted from Olbermann’s computations.

We recall from [13] that \( \text{Pic}(\text{Tmf}_3) \cong \mathbb{Z} \oplus \mathbb{Z}/3 \). More precisely, their computation shows that the morphisms

\[
\mathbb{Z}/72 \to \text{Pic}((\text{TMF})_3), \quad [k] \mapsto \Sigma^k \text{TMF}
\]

and

\[
\mathbb{Z} \to \text{Pic}(\text{Tmf}_{\mathbb{Q}}), \quad k \mapsto \Sigma^k \text{Tmf}_{\mathbb{Q}}
\]

are isomorphisms and moreover that

\[
\text{Pic}(\text{Tmf}_3) \to \mathbb{Z}/72 \times_{\mathbb{Z}/24} \mathbb{Z} \subset \text{Pic}((\text{TMF})_3) \times \text{Pic}(\text{Tmf}_{\mathbb{Q}})
\]

is an isomorphism as well. (While this last fact is not explicitly stated in [13], it is clearly visible in the proof of their Theorem B.)

As described in Theorem 8.6, we obtain \( L \) as the global sections of an invertible \( \mathcal{O}_{\text{top}} \)-module \( L \) on \( \overline{\mathcal{M}}_{\text{ell},(3)} \) with \( \pi_0 L \cong \omega^\otimes (-6) \). As \( \pi_0 \Sigma^{12} \mathcal{O}_{\text{top}} \cong \omega^\otimes (-6) \) as well and global sections define an equivalence

\[
\Gamma : \text{QCoh}(\overline{\mathcal{M}}_{\text{ell},(3)}, \mathcal{O}_{\text{top}}) \to \text{Tmf}_3 \text{mod}
\]

of \( \infty \)-categories [14], we see that the image of \( L \) in \( \text{Pic}(\text{Tmf}_{\mathbb{Q}}) \) is \( \Sigma^{12} \text{Tmf}_{\mathbb{Q}} \). We will show:
Proposition B.1 The image $L[\Delta^{-1}]$ of $L$ in $\text{Pic}(\text{TMF}(\mathcal{O}))$ is $\Sigma^{36} \text{TMF}(\mathcal{O})$ and hence $L \simeq \Sigma^{36} \Gamma(\mathcal{J}^{\otimes(-1)})$ in the notation from [13, Construction 8.4.2].

In the following, we will leave the localization at 3 for the moduli stacks, rings of modular forms and variants of TMF implicit to avoid clutter in the notation. We already know from the discussion above that $L[\Delta^{-1}] \simeq \Sigma^k \text{TMF}$ for $k = 12, 36$ or 60. Moreover, the descent spectral sequence for $L[\Delta^{-1}]$ embeds into that of $\text{TMF}(\mathcal{O})$ as a summand. Recall that the latter has $E_2$-term $H^*(\mathcal{M}_0(7); \omega^{\otimes *})$. Since $\mathcal{M}_0(7)$ has the $((\mathbb{Z}/7)^{\times})$-Galois cover $\mathcal{M}_1(7)$, we use the definition of Čech cohomology to identify this $E_2$-term with $H^*((\mathbb{Z}/7)^{\times}; \text{MF}_1(7))$, where $\text{MF}_1(7)$ is used as our abbreviation for $\text{MF}(\Gamma(7); \mathbb{Z}[1/7])$. Actually, as

$$O^{\text{top}}(\mathcal{M}_1(7)^{\times}; \mathcal{M}_0(7)^k) \simeq \prod_{((\mathbb{Z}/7)^{\times})^{\times k}} \text{TMF}_1(7)$$

and $\mathcal{M}_1(7)$ is affine, we obtain even an identification of the cosimplicial objects defining the descent spectral sequence for $\text{TMF}(\mathcal{O})$ and the homotopy fixed point spectral sequence for $\text{TMF}_1(7)^{h((\mathbb{Z}/7)^{\times})} \simeq \text{TMF}(\mathcal{O})$, and hence an isomorphism of these spectral sequences.

Moreover, the descent spectral sequence for $L[\Delta^{-1}]$ has $E_2$-term isomorphic to $H^0(\mathcal{M}_{\text{ell}}; \omega^{\otimes (s-6)})$. Under these identifications, the embedding of descent spectral sequences sends $1 \in H^0(\mathcal{M}_{\text{ell}}; \omega^{\otimes (6-6)})$ to $\sigma_3^2 \in H^0((\mathbb{Z}/7)^{\times}; \text{MF}_1(7))$. This follows after identification of source and target with the primitive elements in the $(\tilde{A}, \tilde{\Gamma})$ comodules $\tilde{A}$ and $S_\tilde{A}$ from Proposition 7.6. As $d_5(\Delta) = \alpha \beta^2$ and $d_5(\Delta^2) = -\Delta \alpha \beta^2$, while $d_5(1) = 0$ in the descent spectral sequence for TMF itself [46], it suffices to show the following lemma.

Lemma B.2 In the descent spectral sequence for $\text{TMF}(\mathcal{O})$, the class $\Delta \sigma_3^2 \in H^0(\mathcal{M}_0(7); \omega^{\otimes (-6)})$ has a trivial $d_5$-differential.

Proof Our first tool is the map of descent spectral sequences from that for $TMF$ to that for $\text{TMF}(\mathcal{O})$, which on the 0-line of the $E_2$-term is a map

$$H^0(\mathcal{M}_{\text{ell}}; \omega^{\otimes *}) \to H^0(\mathcal{M}_0(7); \omega^{\otimes *}). \quad (B.3)$$

Recall from above that $H^0(\mathcal{M}_0(7); \omega^{\otimes *}) \cong H^0((\mathbb{Z}/7)^{\times}; \text{MF}_1(7))$. Proposition 2.7 implies that we can express every element in the invariants as a polynomial in $\sigma_1, \sigma_3$ and $p = z_1^2 z_2 + z_2^2 z_3 + z_3^2 z_1$. As every element in $H^0(\mathcal{M}_{\text{ell}}; \omega^{\otimes *})$ is a polynomial in the $a_i$, Proposition 3.5 and Theorem 3.13 give us a concrete way to calculate the map (B.3). In particular, we obtain

$$\Delta \mapsto -\sigma_3^3 p - 8 \sigma_3^4.$$ 

By the splitting from Theorem 1.5 and the known differentials from the descent spectral sequence of TMF, we see that there are no differentials shorter than a $d_5$ in the descent spectral sequence for $\text{TMF}(\mathcal{O})$. In particular, we obtain that $\Delta$ is a $d_i$-cycle for $i < 5$ in
the descent spectral sequence for $\text{TMF}_0(7)$, but $d_5(\Delta) = \alpha \beta^2$ (where we use the same notation for the images of $\Delta$ and $\alpha \beta^2$ in the descent spectral sequence for $\text{TMF}_0(7)$ as in that for $\text{TMF}$).

Our second tool is the transfer

$$\text{Tr}: \text{MF}_1(7) = H^0(e; \text{MF}_1(7)) \rightarrow H^0((\mathbb{Z}/7)^\times; \text{MF}_1(7)), \quad x \mapsto \sum_{g \in (\mathbb{Z}/7)^\times} gx.$$  

We have $\text{Tr}(x) y = \text{Tr}(x \text{ res}(y)) = 0$ for all $x \in \text{MF}_1(7)$ and $y \in H^*(((\mathbb{Z}/7)^\times, \text{MF}_1(7))$ with $* > 0$ by [58, Formula V.3.8]. In particular, these elements act trivially on $H^*((\mathbb{Z}/7)^\times, \text{MF}_1(7))$ for $* > 0$. As 3 is in the image of $\text{Tr}$, we see in particular that $H^*((\mathbb{Z}/7)^\times, \text{MF}_1(7))$ for $* > 0$ is 3-torsion.

Moreover we claim that all elements in the image of the transfer $\text{Tr}$ are permanent cycles in the homotopy fixed point spectral sequence (or, equivalently, the descent spectral sequence) converging to $\pi_\ast \text{TMF}_0(7) = \pi_\ast \text{TMF}_1(7)^{h(\mathbb{Z}/7)^\times}$. Indeed: Consider the $(\mathbb{Z}/7)^\times$-equivariant map $a: ((\mathbb{Z}/7)^\times \wedge \text{MF}_1(7) \rightarrow \text{TMF}_1(7)$ induced by $\text{id}_{\text{MF}_1(7)}$, where the action on the source is only on $(\mathbb{Z}/7)^\times$. On homotopy groups, this induces the map $(x_g)_{g \in (\mathbb{Z}/7)^\times} \mapsto \sum_{g \in (\mathbb{Z}/7)^\times} g x_g$. Thus, the map that $a$ induces on homotopy fixed point spectral sequences agrees in the 0-line exactly with the transfer $\text{Tr}$ under the identification $\text{MF}_1(7) \cong H^0((\mathbb{Z}/7)^\times; \bigoplus_{(\mathbb{Z}/7)^\times} \pi_\ast \text{TMF}_1(7))$. As the homotopy fixed point spectral sequence for $(\mathbb{Z}/7)^\times \wedge \text{MF}_1(7)$ is concentrated in the 0-line, this implies that every element in the image of $\text{Tr}$ is a permanent cycle. In particular, $\sigma_3 p = \text{Tr}(\frac{1+\sqrt{-7}}{2})$ implies that $d_5(\sigma_3 p) = 0$.

Taken together, these tools imply the following computation:

$$\alpha \beta^2 = d_5(\Delta)$$
$$= d_5(-\sigma_3^3 p - 8\sigma_3^4)$$
$$= -\sigma_3^2 d_5(\sigma_3 p + 8\sigma_3^2) - d_5(\sigma_3^2)(\sigma_3 p + 8\sigma_3^2)$$
$$= -8\sigma_3^2 d_5(\sigma_3^2) - 8\sigma_3^2 d_5(\sigma_3^2)$$
$$= -\sigma_3^2 d_5(\sigma_3^2).$$

In total, we obtain $\sigma_3^2 d_5(\sigma_3^2) = -\alpha \beta^2$ and deduce

$$d_5(\Delta \sigma_3^2) = \alpha \beta^2 \sigma_3^2 + \Delta d_5(\sigma_3^2)$$
$$= \alpha \beta^2 \sigma_3^2 - 8\sigma_3^4 d_5(\sigma_3^2)$$
$$= 9 \alpha \beta^2 \sigma_3^2 = 0. \quad \square$$
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