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Abstract

A rich class of network models associate each node with a low-dimensional latent coordinate that controls the propensity for connections to form. Models of this type are well established in the literature, where it is typical to assume that the underlying geometry is Euclidean. Recent work has explored the consequences of this choice and has motivated the study of models which rely on non-Euclidean latent geometries, with a primary focus on spherical and hyperbolic geometry. In this paper¹, we examine to what extent latent features can be inferred from the observable links in the network, considering network models which rely on spherical, hyperbolic and lattice geometries. For each geometry, we describe a latent network model, detail constraints on the latent coordinates which remove the well-known identifiability issues, and present schemes for Bayesian estimation. Thus, we develop a computational procedures to perform inference for network models in which the properties of the underlying geometry play a vital role. Furthermore, we access the validity of those models with real data applications.
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1 Introduction

The analysis of network data describing interactions among a population of interest is motivated from a diverse range of applications, and the relevance of such analysis is reflected in a vast literature ([32], [15], [56], [33]). A key component of this literature involves the study of networks via models which are designed to capture particular properties of interest such as heterogeneity, transitivity or power-law degree distributions. In this article, we focus on latent space network models which express the connection probabilities as a function of low-dimensional latent coordinates associated with the nodes. We pay particular attention to the choice of underlying geometry and practical challenges associated with this.

In the latent space approach, as introduced in [21], it is typical to impose that interactions are more likely to occur among node pairs whose latent coordinates are closer together in the latent space, where closeness is usually measured by either Euclidean distance or the dot-product. This construction offers an intuitive visualisation of the network via the latent representation and imposes desirable properties on interactions patterns, such as transitivity. A rich literature surrounds this idea, and this includes a diverse range of application areas (see [63], [46], [65] for examples). Properties of Euclidean latent space network models are well understood (see [51]) and several important extensions have also been proposed, where examples include modelling community structures ([19], [35], [13]), dynamic interactions ([12], [58], [28]), multiple views ([57], [16], [9]), and other non-standard network data types ([43], [59]).

In recent years, there has been a growing interest in modelling the latent coordinates in non-Euclidean geometries, with a primary focus on hyperbolic and spherical geometry. Modelling latent coordinates using hyperbolic space was first considered in [34], where the authors demonstrate that this gives rise to networks with power-law degree distributions without imposing additional structure on the model as is required in the Euclidean setting (for example see [35]). Hyperbolic latent spaces have proven useful in the context of link prediction ([29]) and network comparison ([3]), and details for modelling in higher-dimensional hyperbolic space have been presented in [30]. Properties beyond the degree distribution, such as clustering and the giant component, have also been explored for the model of [34] (for example, see [17], [5], [14], [7], [31]). As highlighted in [21], there is a clear connection between models based on dot-products in Euclidean space and models with spherical latent coordinates, and examples of latent space models with spherical coordinates can be found in [66] and [43]. Finally, [60] discuss the implications of the latent geometry and compare networks with Euclidean, spherical and hyperbolic space, and [39] develop a hypothesis test to determine the most appropriate latent
geometry for an observed network.

In this paper, we focus our attention on latent space network models in which the latent coordinates are represented in hyperbolic, spherical, and lattice geometries. For each geometry, we specify a latent distance model in the style of [21] which imposes that the latent coordinates follow a non-Euclidean Gaussian distribution and that interactions are more likely to occur between node pairs with a small latent distance. The first assumption encodes the intuition that nodes with high-degree are likely to connect with other nodes of high-degree, and the second allows an intuitive interpretation of the latent space. Our work is motivated by the discussion in [60], who explore the relationship between the latent geometry and network properties, and we aim to address key practical considerations that are necessary for the application of these models. Firstly, since the connection probabilities are typically expressed as a function of the distance between latent coordinates, it is well understood that the latent representation suffers from non-identifiability. We characterise this source of non-identifiability and present a procedure for removing it within each geometry. Secondly, we consider Bayesian estimation for each non-Euclidean latent space model via MCMC and variational methods. Due to the challenges associated with non-Euclidean spaces, we rely on black box variational inference of [50] for hyperbolic and spherical geometries, and the approach of [18] for the lattice geometry.

The remainder of this paper proceeds as follows. Section 2 provides background information for the non-Euclidean geometries relied upon in later sections and Section 3 details a generic latent space model. Section 4 characterises non-identifiability in each of our non-Euclidean geometries, and presents a procedure to account for this. Estimation strategies are then discussed in Section 5, real-world examples are given in Section 6 and we conclude with a discussion in Section 7.

2 Background: non-Euclidean Geometries

This section aims to present the necessary background information for our three geometries of interest, namely hyperbolic, spherical and lattice. For each geometry, we provide an intuition, describe a distance measure and, for reasons discussed later in Section 3, describe a distribution analogous to a Normal distribution.

2.1 Hyperbolic Geometry

Hyperbolic geometry arises by relaxing Euclid’s parallel postulate so that there exists an infinite number of parallel lines passing through a single point. This geometry is characterised by negative
curvature and there exist several models for hyperbolic geometry. We focus on the Poincaré disk for convenience and note that our model can be described equivalently in other representations of hyperbolic geometry, such as those detailed in [24].

The Poincaré disk, which we denote by $\mathbb{H}$, is represented by coordinates $z \in \mathbb{R}^d \mid \|z\| < 1 \}$, equipped with the metric

$$d_\mathbb{H}(z_1, z_2) = \cosh^{-1} \left( 1 + \frac{2\|z_1 - z_2\|^2}{(1 - \|z_1\|^2)(1 - \|z_2\|^2)} \right),$$

where $\| \cdot \|$ denotes Euclidean norm. In this model, lines are represented as either circular arcs that are orthogonal to the boundary or diameters of the disk. There exist several approaches for describing a Normal distribution in this model, such as those given in [45, 42], and we rely on the maximum entropy Normal (see [48, 55, 20]). This distribution is given by

$$N_\mathbb{H} (z \mid \mu, \sigma^2) = \frac{1}{Z(\sigma)} \exp \left( -\frac{d_\mathbb{H}(\mu, z)^2}{2\sigma^2} \right)$$

where $\sigma > 0$ is a dispersion parameter, $\mu \in \mathbb{H}$ is the mean, and $Z(\sigma)$ is the normalising constant. For $d = 2$ we have

$$Z(\sigma) = 2\pi \sqrt{\frac{\pi}{2}} e^{\sigma^2/2} \text{erf} \left( \frac{\sigma}{\sqrt{2}} \right)$$

Since it is not possible to obtain samples directly from this distribution, we rely on the rejection sampler a detailed in [42].
2.2 Spherical Geometry

Spherical geometry is concerned with points lying on the unit sphere $S^d = \{ z \in \mathbb{R}^{d+1} : \| z \| = 1 \}$. This geometry is characterised by positive curvature, and is closely related to elliptic geometry. For two points $z_1, z_2 \in S^d$ the spherical distance is given by the angle between vectors from the origin to each of $z_1$ and $z_2$, namely

\[ d_S(z_1, z_2) = \cos^{-1} \left( z_1^T z_2 \right). \]  

Several distributions which mimic properties of a Normal have been developed for the sphere for directional statistics (see [47], [27], [41]). We focus on the von-Mises-Fisher distribution, whose density function is given by

\[ f_{S^d}(z; \mu, \kappa) = \frac{\kappa^{d/2 - 1}}{(2\pi)^{d/2} I_{d/2-1}(\kappa)} \exp \left( \kappa \mu^T z \right), \]  

where $d$ is the dimension of $S^d$, $\kappa \geq 0$ is the concentration parameter, $\mu$ represents the mean and $I_v$ denotes the modified Bessel function of the first kind. We focus on the setting where $d = 3$, where the normalising constant simplifies to give

\[ f_{S^3}(z; \mu, \kappa) = \frac{\kappa^2}{2\pi(e^\kappa - e^{-\kappa})} \exp \left( \kappa \mu^T z \right), \]  

In this distribution, a larger value of $\kappa$ implies that the distribution is more concentrated around the mean direction $\mu$. This distribution is unimodal for $\kappa > 0$, and is uniform on the sphere for $\kappa = 0$.

2.3 Lattice Geometry

A lattice is a discrete additive subgroup of $\mathbb{R}^m$ and a set of linearly independent vectors that generates a lattice, denoted $B = b_1, \ldots, b_n \subset \mathbb{R}^m$ for integers $m \geq n \geq 1$, is called a basis. The lattice generated by the basis $B$ is given by

\[ L = L(B) = \left\{ Bz = \sum_{i=1}^{n} z_i b_i : z \in \mathbb{Z}^n \right\}. \]  

We say that the rank of this lattice is $n$ and its dimension is $m$.

The definition in (7) is very general and, for the remainder of this article, we restrict our attention to the $d$-dimensional lattice given by a product over $d$ copies of $\mathbb{Z}$. We denote this as

\[ L^d_{\mathbb{Z}} = \left\{ \sum_{i=1}^{n} a_i e_i : a \in \mathbb{Z}^d \right\}, \]  

where \( e_i \) is standard basis vector of \( \mathbb{R}^d \) whose \( i^{th} \) entry is 1 and all other entries are 0. For example, when \( d = 2 \), (8) denotes all integer combinations of the basis \( B = \{(0,1),(1,0)\} \). Note that \( \mathbb{L}_d^2 \) is a special case of (7) in which the dimension and rank are equal.

In \( \mathbb{L}_d^2 \), we determine the distance between two points \( z_1 = (z_{11}, z_{12}) \) and \( z_2 = (z_{21}, z_{22}) \) using

\[
d_{L_2} = |z_{21} - z_{11}| + |z_{22} - z_{12}|
\]

This distance is also referred to as the Manhattan or taxicab distance metric.

To describe a Normal distribution on \( \mathbb{L}_d^2 \) we follow [54]. Other discrete normal distributions could have been used ([53, 2, 1, 8]), as well. For a random variable \( X \sim \mathcal{N}(\mu, \sigma) \), a discrete Normal \( dX \) can be constructed by taking the following density function.

\[
p(dX = k) = \Phi \left( \frac{k + 1 - \mu}{\sigma} \right) - \Phi \left( \frac{k - \mu}{\sigma} \right),
\]

where \( k \in \mathbb{Z} \).

We consider a discrete Normal on \( \mathbb{Z}^2 \) with zero mean and dispersion \( \sigma \in \mathbb{R}_{>0} \), where we note that \( \sigma \) is close but not equal to the standard deviation. To define this let

\[
S(k) = \sum_{k=-\infty}^{\infty} e^{-k^2/(2\sigma^2)} = 1 + 2 \sum_{k=1}^{\infty} e^{-k^2/(2\sigma^2)}
\]

and let \( E \) be the random variable on \( \mathbb{L} \), that follows a discrete Normal with zero mean and dispersion \( \sigma \) such that, for \( k \in \mathbb{Z}^2 \),

\[
Pr(E = k) = \rho_\sigma(k) = \frac{1}{S(k)} e^{-k^2/(2\sigma^2)}.
\]

Given this, a discrete Normal distribution with mean \( c \in \mathbb{Z} \) can now be expressed as \( \rho_{\sigma,c}(x) = \frac{1}{S} \exp(-(x - c)/(2\sigma^2)) \). The 2-dimensional lattice is given by the two dimensional grid of \( \mathbb{Z}^2 \).

3 Non-Euclidean Latent Space Network Modelling

In this latent space network model of [21], nodes of a network are associated with low-dimensional latent coordinates which capture their tenancy to form ties. In this section we outline a generic model which we then use to detail a latent space network model for each of the geometries outlined in Section 2. Throughout we let \( \mathbb{H}^2, \mathbb{S}^2 \) and \( \mathbb{L}^2 \) denote hyperbolic, spherical and lattice geometry in
Algorithm 1 Sample a graph according to (13)

Sample $Z = \{z_i\}_{i=1}^N$ such that $z_i \overset{iid}{\sim} f_G(z \mid \theta_z)$, for $i \in [N]$.

For $i = 1, 2, \ldots, N - 1$

For $j = i + 1, \ldots, N$

Calculate $p_{ij} = 1/(1 + \exp(-\alpha - d_G(z_i, z_j)))$

Sample $y_{ij}$ from Bernoulli($p_{ij}$)

End

End

two dimensions, respectively.

3.1 Generic Model and Notation

Consider a network on $N$ nodes, indexed by $[N] = \{1, 2, \ldots, N\}$. We let $Y = (y_{ij})_{i,j \in [N]}$ denote the $N \times N$ adjacency matrix with binary entries $y_{ij} \in \{0, 1\}$, where $y_{ij} = 1$ if there is an edge between nodes $i$ and $j$ and $y_{ij} = 0$ otherwise. We assume that there are no self ties, so that $y_{ii} = 0$ for $i \in [N]$ and that connections are symmetric, so that $y_{ij} = y_{ji}$.

In this model, each node is assigned a $d$-dimensional latent coordinate which describes the probabilities of connections forming. We let $z_i$ denote the latent coordinate of the $i^{th}$ node, and $Z = \{z_i\}_{i=1}^N$ denotes the entire latent representation.

Similarly to [60], we write a generic latent space model as

\[
Y_{ij} \sim \text{Bernoulli}(p_{ij}) \quad (i,j) \in \{[N] \times [N] \mid i < j\}
\]

\[
\text{logit}(p_{ij}) = \alpha - d_G(z_i, z_j)
\]

\[
z_i \sim f_G(z \mid \theta_z) \quad i \in [N]
\]

where $d_G(z_i, z_j)$ represents the distance measure between coordinates $z_i$ and $z_j$ in the geometry $G \in \{H, S, L\}$, $\theta_z$ denotes additional parameters which define the distribution on $Z$ and $\alpha$ describes the base-rate tendency for connections to form. This model imposes that nodes whose latent coordinates are close in terms of $d_G(z_i, z_j)$ are more likely to be connected and, since the distance is a metric, the triangle inequality implies transitive relationships, in which “friends of friends are also friends”, are likely. We note here that it is straightforward to adapt the above model to express non-binary and asymmetric ties.

It is clear that the choice of distribution $f_G(z \mid \theta_z)$ will impact the properties of networks generated
according to (13). In the Euclidean setting we may, for example, assume that the latent coordinates follow a $d$-dimensional Normal distribution $\mathcal{N}_d(\mu, \Sigma)$. This choice imposes that nodes which are positioned close to the mode $\mu$ will share a larger number of connections than those positioned further from $\mu$, and that nodes with high degree are likely to be connected to other nodes of high degree. For each of the geometries discussed in Section 2, it is common to take uniformly distributed coordinates (see [34] and [60]) and a distribution analogous to the Euclidean Normal has yet to be considered in this context.

Algorithm 1 describes a generic procedure for sampling a graph from this model given a choice of geometry and $N, \alpha$ and $\theta_z$. Since each connection is modelled independently given the latent representation, we can express the likelihood of observing $\mathcal{Y}$ conditional on $\mathcal{Z}$ and $\alpha$ as

$$p(\mathcal{Y}|\mathcal{Z}, \alpha) = \prod_{i<j} p^{\mathcal{y}_{ij}}(1 - p_{ij})^{1 - \mathcal{y}_{ij}}. \quad (14)$$

Given specification of prior distributions for the parameters $\alpha$ and $\theta_z$, we may obtain posterior samples via Bayesian estimation procedures. This will be discussed further in Section 5.

4 Non-identifiability of the Latent Coordinates

It is well understood that latent space network models suffer from non-identifiability of the latent coordinates. To see this, note that, in (13), the connection probabilities are modelled as a function of $\mathcal{Z}$ only so that $p_{ij}$ will remain constant under transformations of $\mathcal{Z}$ which preserve $d_G(z_i, z_j)$. In the Euclidean case, these transformations are given by compositions of translations, reflections and rotations.

This source of non-identifiability is typically addressed via a Procrustes transformation in which the estimates or samples of the coordinates are mapped onto a pre-specified set of reference coordinates (see [21]). We instead take a similar approach to [64], who avoid this post-processing step by appropriately constraining a subset of the latent coordinates (see also [43]). This approach draws on the notion of Bookstein coordinates from shape theory (see [10]). In this section, we will describe the set of distance-preserving transformations for each of the geometries discussed in Section 2 and use this to characterise constraints on $\mathcal{Z}$ which ensure identifiability. We note that our discussion focuses on the case when $d = 2$, although the concepts can be extended to higher-dimensions.
4.1 Generic Procedure

Given an expression for the distance-preserving transformations, namely isometries, we may map the latent representation onto an analogue of Bookstein coordinates (see [10]). Since \( p_{ij} \) is expressed in terms of distances, we must fix one coordinate and constrain a second to remove all sources of non-identifiability for each of the geometries. Let \( I_{\theta_I}(z) \) denote the class of isometries and \( z^*_1, z^*_2 \) denote the constrained coordinates, hereon referred to as anchor coordinates. A generic procedure proceeds as follows, and we discuss details for each geometry in the follow subsection.

1. Given an initial latent representation \( Z \), choose two indices for the anchor coordinates, denoted \( \{i_1, i_2\} \).

2. Determine the isometry which satisfies \( z_{i_1} \mapsto z^*_{i_1} \) and \( z_{i_2} \mapsto z^*_{i_2} \). This corresponds to a particular instance of \( \theta_I \).

3. Take \( Z^* = I_{\theta_I}(Z) \) and, throughout the estimation procedure, keep \( z^*_{i_1} \) fixed and appropriately constrain \( z^*_{i_2} \).

Note that fixing two latent coordinates, such as in [64], is too restrictive in this setting since this will imply a constant value of \( d_G(z^*_{i_1}, z^*_{i_2}) \). This distinction is due to differences in the model specification. Furthermore, we note that constraints on a third coordinate is also required to fully remove the effect of isometries, however we find this isn’t needed in practice due to the estimation procedures we rely on.

4.2 Configuration Space for Each Geometry

We now discuss the details of the procedure outlined in Section 4.1 for each of the non-Euclidean geometries discussed in Section 2.

4.2.1 Hyperbolic Geometry

The Poincaré disk may also be represented by complex coordinates in the unit disk \( \mathbb{D} = \{ z \in \mathbb{C} ||z|| < 1 \} \). With this representation, isometries are given by transformations \( h \) of the form

\[
h(z) = \beta \frac{z - z_0}{1 - \overline{z_0}z},
\]

where \( |\beta| = 1 \) is some angle and \( z_0 \in \mathbb{D} \). This result is well known and can be found in, for example, [23].
These transformations can be viewed as compositions of rotations about the centre of the Poincaré disk and inversions through circles that are perpendicular to the boundary of the disk, followed by reflections in the vertical axis. We choose our first anchor point to be the origin and our second anchor point to be constrained to lie on the positive \( x \)-axis, so that

\[
z_{i_1}^* = 0 + 0i, \quad z_{i_2}^* = a + 0i \tag{16}
\]

where \( a > 0 \). To apply this isometry, we first need to determine the value of \( a \) which preserves the distance between \( z_{i_1}, z_{i_2} \) and \( z_{i_1}^*, z_{i_2}^* \). Then, given this, we can determine appropriate values of \( z_0 \) and \( \beta \). Straightforward calculations return

\[
a = \sqrt{\frac{\cosh(d(z_{i_1}, z_{i_2}) - 1)}{2 + \cosh(d(z_{i_1}, z_{i_2}))}}, \quad z_0 = z_{i_1}, \quad \text{and} \quad \beta = \sqrt{\frac{\cosh(d(z_{i_1}, z_{i_2}) - 1)}{2 + \cosh(d(z_{i_1}, z_{i_2}))} \left( \frac{z_{i_1}z_{i_2} - 1}{z_{i_2} - z_{i_1}} \right)}. \tag{17}
\]

Details of these calculations can be found in Appendix B.1.

We may now learn the latent representation on the new coordinate set given by \( Z^* = \{h(z_i)\}_{i \in [N]} \), where coordinates \( i_1 \) and \( i_2 \) are constrained according to (16). Furthermore, suppose that we have \( Z \) which are distributed according to a hyperbolic Normal with parameters \( \mu \) and \( \sigma \), so that \( z_i \sim \mathcal{N}_\mathbb{H}(\mu, \sigma) \) for \( i \in [N] \). It follows that, after applying the isometry \( h \) to obtain \( Z^* \), we have \( z_i^* \sim \mathcal{N}_\mathbb{H}(h(\mu), \sigma) \) for \( i \in [N] \).

### 4.2.2 Spherical geometry

The distance-preserving transformations of the sphere \( S^2 \) can be viewed as a composition of rotations about each of the three axes. For \( z \in S^2 \), we write \( z = (z_1, z_2, z_3) \) and let \( R_{z_j, \theta_j} \) denote a rotation of angle \( \theta_j \) about the \( z_j \) axis, for \( j = 1, 2, 3 \). Expressions for these rotation matrices are well known, and are reproduced in (37) in Appendix B.2 for completeness.

We let \( R_{\theta_1, \theta_2, \theta_3} \) represent the transformation obtained by rotating angle \( \theta_1 \) around the \( z_1 \) axis, followed by a rotation of angle \( \theta_2 \) around the \( z_2 \) axis, followed by a rotation of angle \( \theta_3 \) around the \( z_3 \) axes, so that \( R_{\theta_1, \theta_2, \theta_3} = R_{z_3, \theta_3}R_{z_2, \theta_2}R_{z_1, \theta_1} \). Taking advantage of the order of these rotations, we choose our anchor coordinates to be

\[
z_{i_1}^* = (0, 0, 1) \quad \text{and} \quad z_{i_2}^* = (a, 0, b) \tag{18},
\]

where \( 0 < a < 1 \). Since we are applying an isometry, we obtain \( b = \cos(d_\mathbb{H}(z_{i_1}, z_{i_2})) \) and \( a = \sqrt{1 - b^2} \).
where we take the positive root for $a$.

Straightforward calculations return

$$\tan \theta_1 = \frac{z_{i1,2}}{z_{i1,3}}$$  \hspace{1cm} (19)

$$\tan \theta_2 = \frac{-z_{i1,1}}{z_{i1,2} \sin \theta_1 + z_{i1,3} \cos \theta_1}$$  \hspace{1cm} (20)

$$\tan \theta_3 = \frac{z_{i2,3} \sin \theta_1 - z_{i2,2} \cos \theta_1}{z_{i2,1} \cos \theta_2 + \sin \theta_2 (z_{i2,2} \sin \theta_1 + z_{i2,3} \cos \theta_1)},$$  \hspace{1cm} (21)

where $z_{i,j}$ denotes the $j^{th}$ element of $z_i$. Details of these calculations are given in Appendix B.

As in the previous section, we can now estimate the latent coordinates on $Z^* = \{R_{\theta_1, \theta_2, \theta_3} z_i\}_{i \in [N]}$, where $z^*_1$ and $z^*_2$ are constrained according to (18). Now, suppose that the coordinates $Z$ are distributed according to a von Mises-Fisher distribution with parameters $\kappa$ and $\mu$. Since the Jacobian of the transformation given by $R_{\theta_1, \theta_2, \theta_3}$ is equal to 1, it follows that $Z^*$ follow a non Mises-Fisher distribution with parameters $\kappa^* = \kappa$ and $\mu^* = R_{\theta_1, \theta_2, \theta_3} \mu$.

### 4.2.3 Lattice geometry

In $\mathbb{R}^d$, the isometries can be expressed as combinations of rotations, translations and reflections. Since the lattice $\mathbb{L}_Z$ defined in (8), can be thought of as a restriction of $\mathbb{R}^d$, is follows that the isometries can be viewed as a restriction of the Euclidean isometries as follows.

1. Translations $T(z)$ can be written as $T(z) = z + a$, where $a \in \mathbb{L}_Z$.

2. Reflections are restricted to be along a line parallel to either $(0,1)$ or $(1,0)$.

3. Rotations of angle $\phi$ about a point must satisfy $\phi = k \frac{\pi}{4}$, where $k \in \mathbb{Z}$.

Note that these transformations do not commute, and the restrictions may be modified so that they are appropriate for different choices of lattice geometry (7).

In $\mathbb{Z}^2$, we set the anchor points $z^*_i = (z^*_{i1,1}, z^*_{i1,2})$ and $z^*_j = (z^*_{j2,1}, z^*_{j2,2})$ to be $(0, 0)$ and $(0, a)$, respectively, where $a$ is specified so that $d(z^*_i, z^*_j) = d(z_{i1,1}, z_{i1,2})$. We define an isometry as translation, followed by a reflection and rotation so that

$$z^* = R(z - b) = \begin{bmatrix} \cos(\phi) & \sin(\phi) \\ -\sin(\phi) & \cos(\phi) \end{bmatrix} \left( z - \begin{bmatrix} z^*_{i1,1} + z^*_{i2,1} \\ z^*_{i1,2} + z^*_{i2,2} \end{bmatrix} \right).$$
where \( \phi = \arctan \left( \frac{z^*_2 z_{12} - z^*_1 z_{21}}{z^*_2 z_{11} - z^*_1 z_{12}} \right) \). Furthermore, if \( z \sim \rho(\mu, \sigma) \), then we know that \( z^* \sim N(\mu^*, \sigma^*) \) where

\[
\mu^* = R(\mu - b) \\
\sigma^* = R \begin{bmatrix} \sigma & 0 \\ 0 & \sigma \end{bmatrix} R^T
\]

5 Estimation

We now consider estimating the parameters of the model given in (13) for each geometry. To begin, we outline a generic MCMC sampler in Section 5.1 which allows for asymptotically exact inference. However, since evaluation of the posterior scales poorly with \( N \), we also consider estimation via variational methods in Section 5.2 to improve scalability. In particular, we explore using Black Box variational inference for the continuous cases, namely hyperbolic and spherical geometries, and Stein Variational algorithm for the discrete case, namely lattice geometry.

5.1 MCMC sampler

For each model, we assume that the parameter controlling the base rate tendency of edges to be formed is a priori Normally distributed. Given this, we can express the posterior distribution for the generic model (13) as

\[
p(Z, \alpha, \theta_z | Y) \propto p(Y | Z, \alpha) \prod_{i \in [N]} p(z_i | \theta_z) p(\alpha|m, \sigma) p(\gamma),
\]

where \( p(Y | Z, \alpha) \) is given in (14), \( p(\alpha|m, \sigma) = N(m, \sigma) \), and \( p(\gamma) \) denotes the prior distribution parameterised by hyperparameters \( \gamma \). The particular form of the posterior will depend on the geometry being considered. In all cases, the posterior does not admit a closed form expression and so we use MCMC to obtain samples from the posterior.

We rely on a Metropolis-within-Gibbs to obtain posterior samples, and a generic outline of the MCMC scheme is presented in Algorithm 2. Our focus in this section is to present an intuition of the MCMC scheme, and we refer to Appendix C for details specific to each geometry. As discussed in Section 4, we opt to estimate \( Z \) on a restricted space which ensures identifiability. This step is incorporated into the initialisation procedure and we index the anchor coordinates by \( \{z_{i1}, z_{i2}\} \) throughout.
Algorithm 2: Outline of MCMC sampler

**Input:** observations $Y$, number of iterations $L_{\text{max}}$ and anchor coordinates $\{i_1, i_2\}$

**Initialise:** determine initial values for $Z^{(0)}, \alpha^{(0)}, m^{(0)}, \sigma^{(0)}, \theta^{(0)}$ (see Appendix C).

Determine the isometry $I$ which takes $\{i_1, i_2\}$ to the anchor coordinates, and take $Z^* = \{I(z_i)\}_{i \in [N]}$.

**Iterate over update steps:**

For $l = 1, 2, 3, \ldots, L_{\text{max}}$

1. Determine $m^{(l)}$ and $\sigma^{(l)}$ via a MH step analogously to (23) and (24).

2. Propose $\alpha^{(\text{prop})}$ via a symmetric random walk and set $\alpha^{(l)} = \alpha^{(\text{prop})}$ with probability

   $$AR_{\alpha} = \min \left\{ 1, \frac{p(Y|Z^{(l-1)}, \alpha^{(\text{prop})})p(\alpha^{(\text{prop})}|m^{(l)}, \sigma^{(l)})p(\gamma^{(l)})}{p(Y|Z^{(l-1)}, \alpha^{(l-1)})p(\alpha^{(l-1)}|m^{(l)}, \sigma^{(l)})p(\gamma^{(l)})} \right\}$$

   (23)

   Otherwise, set $\alpha^{(l)} = \alpha^{(l-1)}$.

3. Let $Z^{(l)} = Z^{(l-1)}$ denote the current estimate of $Z$. For $i \in [N] \backslash \{i_1\}$:

   Propose $z_i^{(\text{prop})}$ via a symmetric random walk and set $Z^{(\text{prop})}$ to be the current state of $Z$ with $i^{th}$ row set to $z_i^{(\text{prop})}$. Then set $Z^{(l)} = Z^{(\text{prop})}$ with probability

   $$AR_{z_i} = \min \left\{ 1, \frac{p(Y|Z^{(\text{prop})}, \alpha^{(l)})p(z_i^{(\text{prop})}|\theta_i^{(l)})}{p(Y|Z, \alpha^{(l)})p(z_i|\theta_i^{(l)})} \right\}$$

   (24)

   Note that the update for $i = i_2$ will be restricted according to the geometry of the latent coordinates.

End

5.2 Variational Bayesian Inference

Since evaluation of the posterior (22) requires $O(N^2)$ calculations, it is well understood that estimation via MCMC scales poorly with $N$. To resolve this in the Euclidean setting, several likelihood approximations have been proposed ([49], [52]) and, for specific model forms, more efficient MCMC samplers have been developed ([61]). We instead opt to variational methods, which determine a computationally cheaper approximation to the posterior via optimisation.

Although this approach has previously been considered in the latent space setting ([57], [16]), the non-Euclidean geometry offers unique challenges due to the form of the distributions on $Z$. In ‘vanilla’ variational inference, the optimal member of a family of distributions $Q$ is determined by maximising the evidence lower-bound (ELBO) given by

$$\text{ELBO}(q) = \mathbb{E}_q [p(Z, \alpha, Y)] - \mathbb{E}_q [q(Z, \alpha)] ,$$

(25)

where $q \in Q$. It can be shown that maximising the ELBO is equivalent to minimising the Kullback-Leibler between the variational distribution $q$ and the target $p$ (see [4]). Note also that we have...
supressed the dependence of additional model parameters in (25) for convenience.

In order to use BBVI we must specify a mean-field variational family, so that each parameter in the target is assigned its own variational parameter. For the posterior (22), we take the variational family to be parameterised as

\[ q = q(\alpha|\tilde{m}, \tilde{s}) \prod_{i \in [N]} q(z_i|\tilde{\theta}_z), \] (26)

where \( q(\alpha|\tilde{m}, \tilde{s}) = \mathcal{N}(\tilde{m}, \tilde{s}) \) and the specification of \( q(z_i|\tilde{\theta}_z) \) is geometry dependent. Implementation of this scheme requires expressions of the derivative of \( \log(q) \) with respect to each of the variational parameters \( \tilde{m}, \tilde{s} \) and \( \tilde{\theta}_z \). We refer to Appendix D for the necessary details and a description of the BBVI algorithm. Note that the initialisation step for this approach can be carried out in an analogous way to the MCMC scheme (see Appendix C).

For the discrete, lattice geometry we use the discrete Stein Variational inference procedure in [18]. This method is based on a stochastic optimization of the variational objective where existing forms of gradient descent cannot be directly applied to discrete distributions, such as in the BBVI algorithm. We use as a base geometry the 2-dimensional Gaussian distribution to approximate the piecewise Gaussian distribution, as described.

6 Examples

To examine the performance of our proposed methodology we consider an example in each of the three geometries previously discussed, where we consider real world data examples for the spherical and hyperbolic cases and a synthetic example for the lattice case. We analyse each example using the MCMC and variational inference schemes detailed in Section 5, and compare these in terms of parameter estimates and predictive distributions. In particular, we compare the posterior mean for model parameters from the MCMC with the estimates of variational means and explore the posterior predictive probabilities of a link forming for each estimation procedure. Intuitively, we expect the posterior and variational means to be close and the predictive probabilities to show clear separation between present and absent links. We note here that a fair comparison can be made between estimates of the latent positions since we rely on the procedure for removing non-identifiability outlined in Section 4. Each algorithm was implemented in R and geometry specific details are given in the Appendix. Code will be made available, after submission, on the first author’s github page.
6.1 Florentine Family

This network describes the marriage relations among \( N = 15 \) families in fifteenth-century Florence (see [6, 44]). The average clustering coefficient of the Florentine families graph is shown to be close to the corresponding estimate obtained for strongly regular graphs [38] (close but not Erdős-Rényi networks), and so our proposed model with spherical geometry is well suited to this data. In this section we explore the performance of our proposed model when the latent coordinates are assumed to lie on the sphere.

![Florentine family](image)

Figure 2: MH-MCMC of log-posterior for algorithm 2 convergence, with 15 nodes of Florentine family, for spherical geometry. For transparency a thinned version of 100 equidistant samples, among 10000, is presented.
Figure 3: Summary of BBVI variational; parameters for Florentine family network as detailed in (27), where we implemented 200 iterations. Top, left to right: $\tilde{m}$, $\tilde{\sigma}$, $\tilde{\kappa}_i$. Bottom, left to right: $\tilde{\phi}_i$, $\tilde{\omega}_i$ and ELBO. Estimation took 12 seconds.

For BBVI, we take the mean-field variational family to be of the form

$$q = \mathcal{N}(\alpha | \tilde{m}, \tilde{\sigma}) \prod_{i=1}^{N} \text{vMF}(z_i | \tilde{z}_i, \tilde{\kappa}_i)$$

where $\mathcal{N}$ and vMF denote the Normal and von-Mises-Fisher distributions, respectively. As detailed in Appendix D.1.2, we parameterise $\tilde{z}_i \in \mathbb{S}^2$ in spherical coordinates with angles $\tilde{\phi}_i \in [0, 2\pi]$ and $\tilde{\omega}_i \in [0, \pi]$.

We implemented MCMC with 10000 iterations, with burn in period of 1000 iterations and BBVI with 200 iterations, with burn in period of 100 iterations. Figure 3 shows the traceplot of the log-posterior and Figure 2 summarises the estimates of the variational parameters. We see that the two approaches lead to similar results, either by comparing $\alpha$ (Table 1) or by comparing the trajectories after the convergence of latent positions. For transparency, the mean of the last 1000 samples from the MCMC and the last 10 for BBVI, after convergence, are illustrated for both methods in Figure 4. In Figure 5, smoothed density plots of the posterior predictive probability of a link for the Florentine family dataset is illustrated for both methods. The posterior predictive probabilities are split according to
| Dataset     | Nodes | MH-MCMC Estimation | VI Estimation |
|-------------|-------|---------------------|---------------|
| Florentine family | 15    | $\alpha = [-0.09, 0.01]$ | $(\mu, \sigma) = ([0.05, -0.01], [0.027, 0.031])$ |

Table 1: Estimation of the $\alpha$ parameter for Florentine Family, which is described through spherical geometry. We give the range of values (min and max) for MH-MCMC and BBVI for $\alpha$.

whether the data shows a link ($Y_{ij} = 1$) or not ($Y_{ij} = 0$). We see that the faster variational method performs almost identically to the MCMC method.

![Figure 4](image1.png)

Figure 4: Comparison of latent position for Florentine Family where nodes are represented in the same colour in each plot. Left: Latent positions through MH-MCMC. Right: Latent positions through BBVI.

![Figure 5](image2.png)

Figure 5: Comparison of two methods for Florentine Family. Left: MH-MCMC posterior predictive distribution. Right: BBVI posterior predictive distribution.
6.2 Karate Club

We now consider Zachary’s Karate club network [67] describing social ties among $N = 34$ members of a karate club. Since this network exhibits power-law behaviour, we implement our model with latent coordinates assumed to lie in hyperbolic space. Similarly to Section 6.1, we examine our methodology when this model is estimated via both MCMC and variational methods.

To implement BBVI, we specify a mean field variational family as

$$q = \mathcal{N}(\alpha | \tilde{m}, \tilde{\sigma}) \prod_{i=1}^{N} \mathcal{N}_{\mathbb{H}}(z_i | \tilde{z}_i, \tilde{s}_i)$$ (28)

where $\mathcal{N}$ and $\mathcal{N}_{\mathbb{H}}$ denote a Euclidean and hyperbolic Normal (see (2)), respectively. As detailed in Appendix D.1.1, we parameterise $\tilde{z}_i \in \mathbb{H}^2$ in polar coordinates with $\tilde{r}_i \in (-1, 1)$ and $\tilde{\phi}_i \in [0, 2\pi)$.

![Figure 6: MH-MCMC of log-posterior for algorithm 2 convergence, with 34 nodes of Karate Club using Hyperbolic geometry. For transparency a thinned version of 100 equidistant samples, among 10000, is presented.](image)

Figure 6: MH-MCMC of log-posterior for algorithm 2 convergence, with 34 nodes of Karate Club using Hyperbolic geometry. For transparency a thinned version of 100 equidistant samples, among 10000, is presented.
Figure 7: Summary of BBVI variational parameters for Karate club network as detailed in (28), implemented with 200 iterations. Top, left to right: $\tilde{m}$, $\tilde{\sigma}$, $\tilde{s}_i$. Bottom, left to right: $\tilde{r}_i$, $\tilde{\phi}_i$ and ELBO.

We implement MCMC with 10000 iterations, with burn in period of 1000 iterations and BBVI with 200 iterations, with burn in period of 150 iterations. Figure 6 shows a traceplot of the log-posterior from the MCMC scheme and Figure 7 reports the estimates of the variational parameters from BBVI. We see that the two approaches lead to similar results, either by comparing $\alpha$ (Table 2) or by comparing the mean of the last 1000 samples for MCMC and the last 10 for BBVI, after convergence (see in Figure 8). Additionally, Figure 9 shows smoothed density plots of the posterior predictive probability of a link, for the Karate Club dataset. The posterior predictive probabilities are split according to whether the data shows a link ($Y_{ij} = 1$) or not ($Y_{ij} = 0$). The faster variational method performs almost identically to the MCMC method.
Table 2: Estimation of the $\alpha$ parameter for Karate Club through Hyperbolic geometry. We give the range of values for MH-MCMC for $\alpha$ and from BBVI the range of values of its mean and variance.

| Dataset  | Nodes | MH-MCMC Estimation | VI Estimation |
|----------|-------|---------------------|---------------|
| Karate Club | 34    | $\alpha = [-0.23, -0.02]$ | $(\mu, \sigma) = ([0.15, -0.05], [0.115, 0.12])$ |

Figure 8: Comparison of latent position for Karate Club. The same points are distinguished by their number and color. Latent positions are very similar in the two plots leading to 2-4, overlapping or not, communities, through power law distribution. Left: Latent positions through MH-MCMC. Right: Latent positions through BBVI.

Figure 9: Comparison of two methods for Karate Club. Left: MH-MCMC posterior predictive distribution. Right: BBVI posterior predictive distribution.

6.3 Small World Network

Two properties of small world networks are that the distance between any pairs of nodes is relatively small while at the same time the level of transitivity, or clustering is relatively high. Here, we develop a model that takes advantage of the lattice to capture the transitivity of the model with the low path length of the random network model. Intuitively, this model can capture situations, where most connections connect nodes that are nearby in the lattice. For this reason, the transitivity is still high. Moreover, long distance connections that connect nodes that are far away from each other in the lattice can be captured, as well, but not that frequently due to the distance that is used.
In our model, an edge is added between two nodes with probability that is a decreasing function of the distance between their latent positions. The presence of a small number of “long-range” connections is essential to some of the most intriguing properties of these networks, such as small diameter and is achieved by restricting the sampler to accept latent positions which contribute to small diameter, which captures the rewiring probability of Watt and Strogatz. Of course, this could be achieved by using other geometries and distances, such as Euclidean geometry and Euclidean distance capturing all edges that are added between two nodes with a probability that is a decreasing function of the distance between their latent positions (like in [37]). However, lattice geometry could provide a model that is a fairly natural and associated with the construction of small world models in the lattice.

The synthetic example is constructed as in Figure 10. Every point with distance 1 is connected with point next to it. Otherwise, the probability of connection is defined as the inverse of distance in the power of 1.5 \( p = \left( \frac{1}{|i_1-i_2| + |j_1-j_2|} \right)^{1.5} \). We use the Figure 10, which is consisted from 44 nodes, as a generative procedure and we try to recover it. Here, we produce one sample, which is given in Figure 11, because, as in all above examples, comparison of our methods and convergence is our main goal, not retrieving the exact model parameters.
Figure 10: Every point represents the latent position of a node. 44 nodes are provided in this example. Every node is connected with its neighbors. 4 more nodes are isolated. From those points in the lattice we create an instance such that rewiring probabilities of the network exist, in order to be small world, like in 11. Other, connections are possible, as well.
Table 3: Estimation of the $\alpha$ parameter for synthetic Small World Network through Lattice geometry.

| Dataset                | Nodes | MH-MCMC Estimation | VI Estimation |
|------------------------|-------|--------------------|---------------|
| Small World Network    | 44    | $\alpha = [-0.05, 0.05]$ | $\alpha = [-0.06, 0.07]$ |

Figure 11: Sample graph created from the points in the lattice of Figure 10.
Figure 12: MH-MCMC of log-posterior for algorithm 5 convergence, with 44 nodes of a small world network. For transparency 100 equidistant, among 10000 samples, are presented.

Figure 13: Comparison of latent position for the small world synthetic example. Left: Mean of latent positions through the last 1000 MH-MCMC iterations. Right: Mean of latent positions through the last 10 BBVI iterations.
Figure 14: Comparison of two methods for small world synthetic example. Left: MH-MCMC posterior predictive distribution of $p_{ij}$. Right: Stein discrete gradient decent posterior predictive distribution of $p_{ij}$.

We see that the two approaches lead to similar results, either by comparing $\alpha$ (Table 3) or by comparing the mean of the last 1000 samples for MCMC and the last 10 for BBVI, after convergence (see Figure 13). In Figure 14, smoothed density plots of the posterior predictive probability of a link, for the simulated small world dataset (Figure 10) is illustrated for both methods. The posterior predictive probabilities are split according to whether the data shows a link ($Y_{ij} = 1$) or not ($Y_{ij} = 0$). The faster variational method performs almost identically to the MCMC method.

Figure 10 has a simple geographic interpretation: individuals live on a grid and know their neighbors for some number of steps in all directions; they also have some number of acquaintances distributed more broadly across the grid. Viewing $p$ and $q$ as fixed constants, we obtain a one-parameter family of network models by tuning the value of the exponent $r$. When $r = 0$, we have the uniform distribution over long-range contacts, the distribution used in the basic network model of Watts and Strogatz, one’s long-range contacts are chosen independently of their position on the grid. As $r$ increases, the long-range contacts of a node become more and more clustered in its vicinity on the grid. Thus, $r$ serves as a basic structural parameter measuring how widely networked the underlying society of nodes is. Here, $r$ is 1.5.

7 Discussion

In this work, we have focused on latent space network models with non-Euclidean latent spaces. Our contributions address practical considerations associated with the estimation and implementation of these models, and complement the existing literature on this topic. In particular, we have characterised the non-identifiability for hyperbolic, spherical and lattice geometries, and presented procedures for Bayesian estimation via MCMC and variational methods.
By deriving models analogous to that of [21], it is possible to consider modelling extensions similar to those proposed in the Euclidean setting in each of our geometries of interest. This suggests many avenues for future research, including modelling community structures ([19], [13]) and dynamic networks ([58]). We note also that, whilst we have considered variational methods in this work, it would be interesting to also consider likelihood approximations proposed in the Euclidean setting (see [49], [52], [61]) in each non-Euclidean geometry. Whilst these adaptations are of great interest, we note that they not be straightforward due to challenges associated with each geometry. Finally, this work has assumed that it is appropriate to model the latent coordinates in two dimensions, and similarly to [30], we could also consider models in higher-dimensional non-Euclidean latent spaces. This is clearly related to the hypothesis testing approach recently proposed in [39], which aims to identify the most appropriate latent geometry and dimension.
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Algorithm 3 Sample from Riemannian Hyperbolic Normal ($d = 2$) ([42])

**Input** Number of samples $n$, mean $\mu \in \mathbb{B}^2$ and dispersion $\sigma \in \mathbb{R}_{>0}$

Calculate the envelope as

$$M = \frac{\gamma(2)\sigma^2}{Z(\sigma)} \exp\left(\frac{(\sigma + 1)^2}{2}\right)$$  \hspace{1cm} (29)

**While** #samples < $n$

1) Sample a proposal location $a$ as $a = \sqrt{u}(\cos \zeta, \sin \zeta)$, where $u \sim U([0,1])$ and $\zeta \sim U([0,2\pi])$. (this samples uniformly within the disk $S^1$)

2) Sample a proposal magnitude $r \sim \Gamma(2, \sigma)$

3) Accept $z = \exp_{\mu}\left(\frac{r}{\lambda_{\mu}}a\right)$ as a sample from the Riemannian hyperbolic Normal with probability

$$AR = \frac{\rho(r)}{Mp(r|2, \sigma^2)} = \frac{1}{Z(\sigma)} \frac{e^{-\frac{r^2}{2\sigma^2}} \sinh(r)}{\Gamma(2)\sigma^2 e^{-r/\sigma}}$$  \hspace{1cm} (30)

---

A Additional details for non-Euclidean Normal distributions

A.1 Sampling

We cannot sample directly from the hyperbolic Normal distribution (2). Instead, we rely on a rejection sampler and the details of this are given in Algorithm 3. For the spherical Normal (5), we use an existing rejection sampler implementation in the movMF R package [22].

A.2 Unimodality

Hyperbolic case

$$f(z \mid \mu, \sigma^2) = \frac{1}{Z_{\mathcal{H}}^{\mathbb{H}}} \exp\left(-\frac{d(z - \mu)}{2\sigma^2}\right)$$

Taking the log we get

$$\log(1) - \log\left(\sqrt{2\pi\sigma^2}\right) - \frac{d_{\mathcal{H}}(z - \mu)}{2\sigma^2}$$
Setting the derivative equal to zero we get

\[
\frac{d}{dz} \log f(z \mid \mu, \sigma^2) = -\frac{d_H(x - \mu)}{\sigma^2} = 0
\]

\[\Rightarrow \frac{1}{\sigma^2} \arcsinh(1 + 2 \frac{||\mu - z||^2}{(1 - ||\mu||^2)(1 - ||z||^2)}) \times \frac{1}{\sqrt{1 - (1 + 2 \frac{||\mu - z||^2}{(1 - ||\mu||^2)(1 - ||z||^2)})^2}} \times \]

\[\frac{[4 \frac{||\mu - z||^2}{(1 - ||\mu||^2)(1 - ||z||^2)} - 4 \frac{||\mu - z||^2}{(1 - ||\mu||^2)^2(1 - ||z||^2)}} \ || z \ || = 0\]

We need to prove that the above expression has only one root, which is \(z = \mu\). If \(z \neq \mu\) all of the three terms can not be 0 (the second one can never be zero).

**Elliptic case**

The von-Mises Fisher distribution is unimodal for \(\kappa > 0\), and is uniform on the sphere for \(\kappa = 0\).

**Lattice case**

\[p(z \mid c, \sigma) = \frac{e^{-\frac{||z_i - \mu||^2}{2\sigma^2}}}{\sum_{j=-\infty}^{\infty} e^{-\frac{1}{2\sigma^2}||z_j - \mu||^2}}\]

The above sequence \((z_1, \ldots, z_n)\) is unimodal with mode \(\mu\) because it enjoys the property that:

\[z_1 < \cdots < z_{\mu-1} < z_\mu > z_{\mu+1} > \cdots > z_n\]

where \(1 \leq \mu < n\). So, we have a maximum at \(z_i = \mu\).

**B Configuration space calculations**

**B.1 Hyperbolic case**

Here we determine the values of \(\alpha\) and \(\beta\) which satisfy

\[z_{i_1}^* = 0 = h(z_{i_1}) \quad (31)\]

\[z_{i_2}^* = a = h(z_{i_2}) \quad (32)\]
Since the isometry (15) preserves distances, we have

\[ d(z_{i_1}^*, z_{i_2}^*) = d(0, a) = \text{arccosh} \left( 1 + 2 \frac{a^2}{1 - a^2} \right) = d(z_{i_1}, z_{i_2}) \]  

(33)

\[ \Rightarrow a = \sqrt{\frac{\text{cosh} d(z_{i_1}, z_{i_2}) - 1}{2 + \text{cosh} d(z_{i_1}, z_{i_2})}} \]  

(34)

Then we obtain

\[ h(z_{i_1}) = 0 = \beta z_{i_1} - \alpha \bar{z}_{i_1} \quad \Rightarrow \quad \alpha = z_{i_1} \]  

(35)

\[ h(z_{i_2}) = a = \beta z_{i_2} - \bar{z}_{i_1} \frac{z_{i_2} - 1}{z_{i_2} - z_{i_1}} \quad \Rightarrow \quad \beta = a \left( \frac{\bar{z}_{i_1} z_{i_2} - 1}{z_{i_2} - z_{i_1}} \right) \]  

(36)

### B.2 Spherical case

The rotation matrices in 3-dimensions are given by

\[
R_{z_1, \theta_1} = \begin{bmatrix}
1 & 0 & 0 \\
0 & \cos \theta_1 & -\sin \theta_1 \\
0 & \sin \theta_1 & \cos \theta_1
\end{bmatrix}, \quad R_{z_2, \theta_2} = \begin{bmatrix}
\cos \theta_2 & 0 & \sin \theta_2 \\
0 & 1 & 0 \\
-\sin \theta_2 & 0 & \cos \theta_2
\end{bmatrix}, \quad R_{z_3, \theta_3} = \begin{bmatrix}
\cos \theta_3 & -\sin \theta_3 & 0 \\
\sin \theta_3 & \cos \theta_3 & 0 \\
0 & 0 & 1
\end{bmatrix}.
\]  

(37)

We take the anchor coordinates to be

\[ z_{i_1}^* = (0, 0, 1) \quad \text{and} \quad z_{i_2}^* = (a, 0, b), \]  

(38)

where \(0 < a < 1\). Since the isometry preserves distances, we obtain

\[ d_{S}(z_{i_1}, z_{i_2}) = d_{S}(z_{i_1}^*, z_{i_2}^*) = \cos^{-1}(b) \]  

(39)

\[ \Rightarrow b = \cos(d_{S}(z_{i_1}, z_{i_2})) \]  

(40)

and, since \(z_{i_2} \in S\), we have \(a = \sqrt{1 - b^2}\). We take the positive root to ensure \(a > 0\).

To derive expressions for \(\theta_1, \theta_2\), we consider

\[
R_{z_2, \theta_2}R_{z_1, \theta_1} = \begin{bmatrix}
\cos \theta_2 & \sin \theta_2 \sin \theta_1 & \sin \theta_2 \cos \theta_1 \\
0 & \cos \theta_1 & -\sin \theta_1 \\
-\sin \theta_2 & \cos \theta_2 \sin \theta_1 & \cos \theta_2 \cos \theta_1
\end{bmatrix}
\]  

(41)
Since \( z^*_1 = (0, 0, 1) \), this coordinate will not be affected by the final rotation in the \( z_3 \) axis. By looking at the first and second rows of (41), we obtain

\[
\begin{align*}
  z_{i_1,2} \cos \theta_1 - z_{i_1,1} \sin \theta_1 &= 0 \\
  z_{i_1,1} \cos \theta_2 + z_{i_1,2} \sin \theta_2 \sin \theta_1 + z_{i_1,3} \sin \theta_2 \cos \theta_1 &= 0
\end{align*}
\]

(42)  
(43)

Now, we obtain an expression for \( \theta_3 \) by looking at

\[
R_{z_3, \theta_3} R_{z_2, \theta_2} R_{z_1, \theta_1} = \begin{bmatrix}
    \cos \theta_3 \cos \theta_2 & \cos \theta_3 \sin \theta_2 \sin \theta_1 - \sin \theta_3 \cos \theta_1 & \cos \theta_3 \sin \theta_2 \cos \theta_1 + \sin \theta_3 \sin \theta_2 \\
    \sin \theta_3 \cos \theta_2 & \sin \theta_3 \sin \theta_2 \sin \theta_1 + \cos \theta_3 \cos \theta_1 & \sin \theta_1 \sin \theta_2 \cos \theta_1 - \cos \theta_3 \sin \theta_1 \\
    -\sin \theta_2 & \cos \theta_2 \sin \theta_1 & \cos \theta_2 \cos \theta_1
\end{bmatrix}
\]

(44)

Then, from \((a, 0, b)^T = R_{z_3, \theta_3} R_{z_2, \theta_2} R_{z_1, \theta_1} z_{i_2}^T\), and looking at the second row of (44) we find

\[
z_{i_2,1} \sin \theta_3 \cos \theta_2 + z_{i_2,2} (\sin \theta_3 \sin \theta_2 \sin \theta_1 + \cos \theta_3 \cos \theta_1) + z_{i_2,3} (\sin \theta_1 \sin \theta_2 \cos \theta_1 - \cos \theta_3 \sin \theta_1) = 0.
\]

(45)

### B.3 Lattice case

We take the anchor points to be

\[
z^*_1 = (0, 0) \quad \text{and} \quad z^*_2 = (0, a),
\]

(46)

where \( a \in \mathbb{Z}_+ \). The desired isometry can be expressed as \( z \mapsto R(z - b) \) where \( b \in \mathbb{L}_\mathbb{Z} \) and

\[
R = \begin{bmatrix}
    \cos \phi & -\sin \phi \\
    \sin \phi & \cos \phi
\end{bmatrix}
\]

(47)

Since \( z_{i_1} \mapsto (0, 0) \), it immediately follows that \( b = z_{i_1} \). Then we require

\[
R(z_{i_2} - z_{i_1}) = (0, a).
\]

(48)

By reading the first row of this expression, we obtain

\[
\cos \phi (z_{i_2,1} - z_{i_1,1}) = \sin \phi (z_{i_2,2} - z_{i_1,2})
\]

(49)

and the value of \( \phi \), which is connected with \( a \) follows immediately.
C Details for MCMC estimation

C.1 Initialisation

In order to apply either estimation procedure, we need to determine initial values of $Z^{(0)}$ and $\alpha^{(0)}$. Following from the latent space network modelling literature, we initialise the latent coordinates using multidimensional scaling (MDS). Traditional MDS takes as input a symmetric matrix of distances and returns Euclidean coordinates with those corresponding distances, where the dimension of the coordinates is specified by the user.

Since we do not have the distances in the respective geometry, we use the graph distance as a proxy for this. Given this, we can use generalisations of MDS to non-Euclidean geometries. In the hyperbolic case, we rely on \texttt{hydra} R package ([25]) which implements the embedding method of [26]. In the spherical case \texttt{smacof} R package ([40]) which implements MDS on a sphere using majorisation (see [36]). For the lattice case the initialisation is similar with [21], because of the similarity of those distributions. This is happening because it is the discrete version of initialisation in [21] and we use the discrecited version of euclidean MDS.

Given initial values of $Z^{(0)}$, we can then determine $\alpha^{(0)}$ by a simple grid search. We opt to take the value of $\alpha^{(0)}$ which maximises the likelihood $p(Y|Z^{(0)}, \alpha)$.

C.2 Priors for hyperbolic case

Due to the nature of the distance, we use non-informative uniform prior for $\mu$ in Poincare disk and $\sigma$ in euclidean space. To distribute $N$ points uniformly at random in a hyperbolic circle of radius $R$ where $R = 1$, angular coordinates $\theta \in [0, 2\pi]$ are sampled with the uniform density $\rho(\theta) = 1/(2\pi)$, and radial coordinates $r \in [0, R]$ are sampled with the exponential density $\rho(r) = \frac{\sinh(r)}{\cosh R - 1} \approx e^{r-R}$.

$$p(\mu) \propto e^{r-R}$$
$$p(\sigma) \propto 1$$

C.3 Priors for spherical case

We use the joint prior from [62]. In this reference paper, a marginal prior is presented, as well.
Algorithm 4 Black Box Variational Inference (Algorithm 2 of [50])

Input: data \( x \), joint distribution \( p \), mean field variational family \( q \).
Initialize \( \lambda \) randomly, \( t = 1 \).
Repeat
  Draw \( S \) samples from the variational approximation
  For \( s = 1 \) to \( S \) do
    \( z[s] \sim q \)
  end for
  For \( i = 1 \) to \( n \) do
    For \( s = 1 \) to \( S \) do
      \( f_i[s] = \nabla_{\lambda_i} \log(q(z(s) \mid \lambda_i)) \log(p(x, z[s]) - \log(q(z[s] \mid \lambda_i)) \)
      \( h_i[s] = \nabla_{\lambda_i} \log(q(z(s) \mid \lambda_i)) \)
    end for
    \( \hat{\alpha}_i^* = \sum_{s=1}^S \text{Cov}(f_{id}^s, h_{id}^s) \quad \text{Var}(h_{id}^s) \)
    \( \hat{\nabla}_{\lambda_i} L \triangleq \frac{1}{S} \sum_{s=1}^S f_i[s] - \hat{\alpha}_i^* h_i[s] \)
  end for
  \( \rho = t^{th} \) value of a Robbins Monro sequence
  \( \lambda = \lambda + \rho \nabla_{\lambda} L \)
  \( t = t + 1 \)
until change of \( \lambda \) is less than 0.01.

C.4 Priors for lattice case

The improper priors for \( c \) and \( \sigma \) are:
\[
p(c) = p(c_1, c_2) = p(c_1)p(c_2) \propto 1
\]
\[
p(\sigma) \propto \frac{1}{\sigma}
\]

D Details for variational inference estimation

D.1 Black Box VI algorithm

Algorithm 4 outlines the details of the BBVI sampler. In this description, we aim to target the joint distribution \( p(x, z) \) where \( x \) represent the data and \( z \) represent the latent parameters, with the mean-field variational family \( q \) parameterised by \( \lambda \). In our setting we have \( x = \mathcal{Y}, z = \{Z, \alpha, \theta_z\} \) and \( \lambda = \{\tilde{m}, \tilde{\sigma}, \tilde{\theta}_z\} \). Following [50] we calculate the scaling parameter \( \rho \) using rmsprop ([11]). We rely on this procedure to estimate the hyperbolic and spherical model variations, and calculations required for this are presented in the following subsections.
D.1.1 Hyperbolic case

We take a mean field variational family

\[ q = \prod_{i=1}^{N} q(z_i|\tilde{z}_i, \tilde{s}_i)q(\alpha|\tilde{m}, \tilde{\sigma}) \quad (50) \]

where \( z_i \) follows a hyperbolic Gaussian (see (2)) and \( \alpha \) follows a Normal distribution so that

\[
\log q(\alpha|\tilde{m}, \tilde{\sigma}) = -\frac{1}{2} \log 2\pi - \log \tilde{\sigma} - \frac{1}{2} \left( \frac{\alpha - \tilde{m}}{\tilde{\sigma}} \right)^2 \\
\log q(z_i|\tilde{z}_i, \tilde{s}_i) = -\log \left( 2\pi \sqrt{\frac{\pi}{2}} \right) - \log \tilde{s}_i - \frac{\tilde{s}_i^2}{2} - \log \text{erf} \left( \frac{\tilde{s}_i}{\sqrt{2}} \right) - \frac{d_P^2(z_i, \tilde{z}_i)}{2\tilde{s}_i^4} \quad (52)
\]

Comparing to (26), we have \( \tilde{\theta}_z = (\{\tilde{z}_i\}_{i \in |N|}, \{\tilde{s}_i\}_{i \in |N|}) \). Now, for each parameter, we require an expression of the gradient of \( \log q \). We have

\[
\frac{\partial}{\partial \tilde{m}} \log q(\alpha|\tilde{m}, \tilde{\sigma}^2) = \frac{\alpha - \tilde{m}}{\tilde{\sigma}^2} \\
\frac{\partial}{\partial \tilde{\sigma}} \log q(\alpha|\tilde{m}, \tilde{\sigma}^2) = -\frac{1}{\tilde{\sigma}} + \frac{(\alpha - \tilde{m})^2}{\tilde{\sigma}^3} \\
\frac{\partial}{\partial \tilde{z}_i} \log q(z_i|\tilde{z}_i, \tilde{s}_i) = -\frac{1}{2\tilde{s}_i^2} \frac{\partial}{\partial \tilde{z}_i} d_P(z_i, \tilde{z}_i) = -\frac{d_P(z_i, \tilde{z}_i)}{\tilde{s}_i^2} \frac{\partial}{\partial \tilde{z}_i} d_P(z_i, \tilde{z}_i) \quad (55) \\
\frac{\partial}{\partial \tilde{s}_i} \log q(z_i|\tilde{z}_i, \tilde{s}_i) = -\frac{1}{\tilde{s}_i} - \frac{\partial}{\partial \tilde{s}_i} \log \text{erf} \left( \frac{\tilde{s}_i}{\sqrt{2}} \right) + \frac{d_P^2(z_i, \tilde{z}_i)}{\tilde{s}_i^4} \quad (56)
\]

where

\[
\frac{\partial}{\partial \tilde{z}_i} d_P(\tilde{z}_i, z_i) = \frac{\partial}{\partial \tilde{z}_i} \cosh^{-1} \left( \frac{1 + 2(\|\tilde{z}_i - z_i\|^2)}{(1 - \|\tilde{z}_i\|^2)(1 - \|z_i\|^2)} \right) = \frac{\partial}{\partial y} \cosh^{-1}(y) \frac{dy}{d\tilde{z}_i} \quad (57) \\
= \frac{1}{\sqrt{y^2 - 1}} \frac{\partial}{\partial \tilde{z}_i} \left( 1 + 2 \frac{\|\tilde{z}_i - z_i\|^2}{(1 - \|\tilde{z}_i\|^2)(1 - \|z_i\|^2)} \right) \quad (58) \\
= \frac{1}{\sqrt{y^2 - 1}} \left( 1 - \|\tilde{z}_i\|^2 \right) \frac{2 \|\tilde{z}_i - z_i\|^2}{(1 - \|\tilde{z}_i\|^2)} \quad (59) \\
= \frac{1}{\sqrt{y^2 - 1}} \left( 1 - ||z_i||^2 \right) \frac{2(\tilde{z}_i - z_i)}{1 - \|\tilde{z}_i\|^2} + \frac{2\tilde{s}_i \|\tilde{z}_i - z_i\|}{(1 - \|\tilde{z}_i\|^2)^2} \quad (60) \\
\frac{\partial}{\partial \tilde{s}_i} \log \text{erf} \left( \frac{\tilde{s}_i}{\sqrt{2}} \right) = \frac{\partial}{\partial \tilde{s}_i} \text{erf} \left( \frac{\tilde{s}_i}{\sqrt{2}} \right) = \frac{2e^{-\tilde{s}_i^2/2}}{\sqrt{2\pi} \text{erf} (\tilde{s}_i/\sqrt{2})} \quad (62)
\]

In BBVI, the variational parameters are updated on \( \mathbb{R} \). This requires us to update some of the
variational parameters on different scales. \( \hat{m} \) is unconstrained, but we update \( \hat{s}_i \) and \( \hat{\sigma} \) on the log scale as \( \tilde{s}_i^* = \log \hat{s}_i \) and \( \tilde{\sigma}^* = \log \hat{\sigma} \). Additionally, we parameterise \( \tilde{z}_i \) as \( \tilde{z}_i = (\tilde{r}_i \cos \tilde{\phi}_i, \tilde{r}_i \sin \tilde{\phi}_i) \), where \( \tilde{r}_i \in [0, 1] \) and \( \tilde{\phi}_i \in \mathbb{R} \). \( \tilde{\phi}_i \) is updated as unconstrained and we update \( \tilde{r}_i^* \in \mathbb{R} \) where

\[
\tilde{r}_i = \frac{1}{1 + e^{-\tilde{r}_i}}.  
\]

The required gradients are then given by applying the chain rule.

D.1.2 Spherical case

We take a mean field variational family

\[
q = p(\alpha|\hat{m}, \hat{\sigma}) \prod_{i=1}^N q(z_i|\tilde{z}_i, \tilde{\kappa}_i) \tag{64}
\]

where \( p(\alpha|\hat{m}, \hat{\sigma}) = \mathcal{N}(\alpha|\hat{m}, \hat{\sigma}) \) and \( q(z_i|\tilde{z}_i, \tilde{\kappa}_i) = \text{vMF}(z_i|\tilde{z}_i, \tilde{\kappa}_i) \) (see (5)) so that

\[
\log q(z_i|\tilde{z}_i, \tilde{\kappa}_i) = \log(\tilde{\kappa}_i) - \log(2\pi) - \log(\tilde{\kappa}_i) + \tilde{\kappa}_i \tilde{z}_i^T z_i \tag{65}
\]

\[
\log q(\alpha|\hat{m}, \hat{\sigma}) = -\frac{1}{2} \log 2\pi - \log \hat{\sigma} - \frac{1}{2} \left( \frac{\alpha - \hat{m}}{\hat{\sigma}} \right)^2 \tag{66}
\]

Following the note [62], we use the more numerically stable expression for the von-Mises-Fisher given by

\[
\log q(z_i|\tilde{z}_i, \tilde{\kappa}_i) = \log(\tilde{\kappa}_i) - \log(2\pi) - \log(1 - e^{-2\tilde{\kappa}_i}) + \tilde{\kappa}_i (\tilde{z}_i^T z_i - 1).  \tag{67}
\]

As in the hyperbolic case, we require an expression for the gradient of \( \log q \) for each variational parameter. We have

\[
\frac{\partial}{\partial \hat{m}} \log q(\alpha|\hat{m}, \hat{\sigma})^2 = \frac{\alpha - \hat{m}}{\hat{\sigma}^2} \tag{68}
\]

\[
\frac{\partial}{\partial \hat{\sigma}} \log q(\alpha|\hat{m}, \hat{\sigma})^2 = -\frac{1}{\hat{\sigma}} + \frac{(\alpha - \hat{m})^2}{\hat{\sigma}^3} \tag{69}
\]

\[
\frac{\partial}{\partial \tilde{\kappa}_i} \log q(z_i|\tilde{z}_i, \tilde{\kappa}_i) = \frac{1}{\tilde{\kappa}_i} - \frac{e^{\tilde{\kappa}_i} + e^{-\tilde{\kappa}_i}}{e^{\tilde{\kappa}_i} - e^{-\tilde{\kappa}_i}} + \tilde{z}_i^T z_i = \frac{1}{\tilde{\kappa}_i} + (\tilde{z}_i^T z_i - 1) - \frac{2e^{-2\tilde{\kappa}_i}}{1 - e^{-2\kappa_i}} \tag{70}
\]

\[
\frac{\partial}{\partial \tilde{z}_i} \log q(z_i|\tilde{z}_i, \tilde{\kappa}_i) = \tilde{\kappa}_i z_i \tag{71}
\]

where the second expression for the gradient with respect to \( \tilde{\kappa}_i \) is more numerically stable.

We update \( \hat{m} \) as unconstrained, and take the variances on the log scale as \( \tilde{\kappa}_i^* = \log \tilde{\kappa}_i \) and \( \tilde{\sigma}^* = \log \hat{\sigma} \).
To update $\tilde{z}_i$, we transform to polar coordinates so that

$$
\tilde{z}_i = (\tilde{u}_{i1}, \tilde{u}_{i2}, \tilde{u}_{i3}) = (\cos \tilde{\phi}_i \sin \tilde{\omega}_i, \sin \tilde{\phi}_i \sin \tilde{\omega}_i, \cos \tilde{\omega}_i)
$$

(72)

where $\tilde{\omega}_i \in [0, \pi]$ and $\tilde{\phi}_i \in [0, 2\pi)$. Since trigonometric functions are periodic, we do not need to further constrain the angles in the updates. Then the updates then are given by the chain rule

$$
\frac{\partial}{\partial \tilde{\sigma}^*} \log q(\alpha|\tilde{m}, \tilde{\sigma}^2) = \frac{\partial}{\partial \tilde{\sigma}} \log q(\alpha|\tilde{m}, \tilde{\sigma}^2) \frac{\partial \tilde{\sigma}}{\partial \tilde{\sigma}^*} = \frac{\partial}{\partial \tilde{\sigma}} \log q(\alpha|\tilde{m}, \tilde{\sigma}^2) \times \tilde{\sigma}
$$

(73)

$$
\frac{\partial}{\partial \tilde{\kappa}_i} \log q(z_i|\tilde{z}_i, \tilde{\kappa}_i) = \frac{\partial}{\partial \tilde{\kappa}_i} \log q(z_i|\tilde{z}_i, \tilde{\kappa}_i) \times \tilde{\kappa}_i
$$

(74)

$$
\frac{\partial}{\partial \tilde{\omega}_i} \log q(z_i|\tilde{z}_i, \tilde{\kappa}_i) = \tilde{\kappa}_i \frac{\partial^T}{\partial \tilde{\omega}_i} \tilde{z}_i = \tilde{\kappa}_i (\cos \tilde{\phi}_i \cos \tilde{\omega}_i, \sin \tilde{\phi}_i \cos \tilde{\omega}_i, -\sin \tilde{\phi}_i \sin \tilde{\omega}_i)^T z_i
$$

(75)

$$
\frac{\partial}{\partial \tilde{\phi}_i} \log q(z_i|\tilde{z}_i, \tilde{\kappa}_i) = \tilde{\kappa}_i \frac{\partial^T}{\partial \tilde{\phi}_i} \tilde{z}_i = \tilde{\kappa}_i (-\sin \tilde{\phi}_i \sin \tilde{\omega}_i, \cos \tilde{\phi}_i \sin \tilde{\omega}_i, 0)^T z_i
$$

(76)

D.2 Lattice case - Stein Variational Gradient Descent

From [18]: Given a discrete distribution $p_*$, there are many different continuous parameterizations. Because exact samples of $p_c$ yield exact samples of $p_*$ following the definition, we should prefer to choose continuous parameterizations whose $p_c$ is easy to sample using continuous inference method, discrete Stein gradient decent in particular in our method.

**Algorithm 5** GF-SVGD on Discrete Distributions

Goal: Approximate a given distribution $p_*(z)$ (input) on a finite discrete set $Z$.

- Decide a base distribution $p_0(x)$ on $\mathbb{R}^d$ (such as Gaussian distribution), and a map $\Gamma : \mathbb{R}^d \rightarrow Z$ which partitions $p_0$ evenly. Construct a piecewise continuous distribution $p_c$: $p_c(x) \propto p_0(x)p_*(\Gamma(x))$.
- Construct a differentiable surrogate of $p_c(x)$, for example, by $\rho(x) \propto p_0(x)$.
- Run gradient-free SVGD on $p_c$ with differentiable surrogate $\rho$: starting from an initial $\{x_i\}_{i=1}^n$ and repeat $x_i \leftarrow x_i + \sum_{i=1}^n \sum_{j=1}^n w_{ij}(\nabla \rho(x_j)k(x_j, x_i) + \nabla_x k(x_j, x_i))$, where $w_{ij} = \rho(x_j)/p_c(x_j)$, and $k(x, x')$ is a positive definite kernel.
- Calculate $z_i = \Gamma(x_i)$ and output sample $\{z_i\}_{i=1}^n$ for approximating discrete target distribution $p_*(z)$.

For all our experiments, we use RBF kernel $k(x, x') = \exp(-\frac{1}{h} \| x - x' \|^2_2)$, and take the bandwidth to be $h = \text{med}^2 / \log n$, where med is the median of the pairwise distance between the current points $\{x_i\}_{i=1}^n$, this is based on the intuition that we would have $\sum_j k(x_i, x_j) \approx n \exp(-\frac{1}{h} \text{med}^2) = 1$, so that for each $x_i$ the contribution from its own gradient and the influence from the other points balance with
each other. Note that in this way, the bandwidth $h$ actually changes adaptively across the iterations.

The base function $p_0(x)$ is the p.d.f. of the bivariate standard Gaussian distribution. Applying the map $z = \Gamma(x) = \text{sign}(x)$ for discrete two dimensional $x$, the transformed piecewise continuous target is $p_c(x) \propto p_0(x) p^\ast(\text{sign}(x))$.

To construct the differentiable surrogate $\rho$ in the algorithm 5, we set $\rho = p_0(x)$, which is the p.d.f. of the bivariate standard Gaussian distribution.