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Abstract. A Fano problem consists of enumerating linear spaces of a fixed dimension on a variety, generalizing the classical problem of 27 lines on a cubic surface. Those Fano problems with finitely many linear spaces have an associated Galois group that acts on these linear spaces and controls the complexity of computing them in coordinates via radicals. Galois groups of Fano problems were first studied by Jordan, who considered the Galois group of the problem of 27 lines on a cubic surface. Recently, Hashimoto and Kadets nearly classified all Galois groups of Fano problems by determining them in a special case and by showing that all other Fano problems have Galois group containing the alternating group. We use computational tools to prove that several Fano problems of moderate size have Galois group equal to the symmetric group, each of which were previously unknown.

1. Introduction

The classical problem of 27 lines on a smooth cubic surface in \(\mathbb{P}^3\) is one of the first examples of a Fano problem: enumerating \(r\)-planes lying on a variety \(X\). The family of \(r\)-planes on \(X\) is a subscheme of the Grassmanian called the Fano scheme of \(X\). Debarre and Manivel studied Fano schemes in the setting where \(X\) is a general complete intersection and determined invariants such as the dimension and degree of its Fano scheme. We concern ourselves with those complete intersections having a finite Fano scheme, each of which belongs to a parameterized family determined by combinatorial data.

To each family of Fano problems there is an associated Galois group which acts on the Fano scheme of a general complete intersection the family. Jordan was the first to study these Galois groups in his work “Traité des Substitutions et des Équations Algébriques” in which he noted the Galois group of an enumerative problem must preserve intrinsic structure of the problem \([11]\). For instance, the Galois group of the problem of lines on a cubic surface must preserve the incidence structure of these lines. From this Jordan observed this Galois group is a subgroup of the Coxeter group \(E_6\).

Harris observed that the algebraic Galois groups Jordan defined are geometric monodromy groups, an idea tracing back to Hermite \([10]\). Using this, he generalized Jordan’s work by studying the Galois group of lines in \(\mathbb{P}^n\) on a hypersurface of degree \(2n - 3\). He was able to show Jordan’s inclusion to be an equality and that for \(n \geq 4\) this Galois group is the symmetric group on its Fano scheme—such a Galois group is called fully symmetric. To show this, Harris first showed these Galois groups are two–transitive, then showed the existence of a simple transposition in the Galois group by an explicit construction of a system satisfying certain properties.

Much of the study of Galois groups of Fano problems then laid dormant until Hashimoto and Kadets nearly determined them in all cases \([6]\). First, the Fano problem of \(r\)-planes in \(\mathbb{P}^{2r+2}\) on the intersection of two quadrics was shown to have Galois group equal to the Coxeter group \(D_{2r+3}\) for \(r \geq 1\). Then it was shown that these Fano problems and the problem
of lines on a cubic surface were unique in that all other Fano problems have Galois group containing the alternating group.

By the results of Hashimoto and Kadets, the open problem of classifying Galois groups of Fano problems rests on determining whether certain Fano problems have Galois group equal to the alternating group or the symmetric group. Towards this goal, we use computational tools to prove remaining Fano problems of moderate size have fully symmetric Galois group. We do so by extending Harris’ method of proof to these Fano problems by exhibiting a simple transposition. This transposition is the result of producing a system satisfying certain properties and verify those properties with a mixture of exact computation and numerical certification.
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\caption{27 lines on a smooth cubic surface}
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2. Fano Problems

The family of $r$–planes in $\mathbb{P}^n$ is an irreducible projective variety known as the Grassmanian $\mathbb{G}(r, \mathbb{P}^n)$ and is of dimension $(r + 1)(n - r)$. For a variety $X \subseteq \mathbb{P}^n$ its Fano scheme is the subscheme of $\mathbb{G}(r, \mathbb{P}^n)$ of $r$–planes that lie on $X$. We study Fano schemes uniformly in the setting that $X$ is a complete intersection.

When $X \subseteq \mathbb{P}^n$ has codimension $s$, $X$ is defined by homogeneous polynomials $F = (f_1, \ldots, f_s)$ in $n + 1$ variables. Write $d_\bullet = (d_1, \ldots, d_s)$ for the sequence of respective degrees of these polynomials, $\deg f_i = d_i$. We make the assumption that $d_i \geq 2$ for each $i$, since otherwise some $f_i$ is linear from which we may consider $X \subseteq \mathbb{P}^{n-1}$. When $X$ is smooth it contains no $r$–planes of dimension $r > \frac{1}{2} \dim X$, so we require that $2r \leq n - s$.

Let $\mathbb{C}^{(r,n,d_\bullet)}$ denote the parameter space of systems of homogeneous polynomials $F = (f_1, \ldots, f_s)$ in $n + 1$ variables of respective degrees $d_\bullet = (d_1, \ldots, d_s)$. For general $F \in \mathbb{C}^{(r,n,d_\bullet)}$ the zero set $\mathcal{V}(F)$ is a smooth complete intersection whose Fano scheme of $r$–planes we denote by $\mathcal{V}_r(F)$. The combinatorial data $(r, n, d_\bullet)$ is the type of the Fano scheme $\mathcal{V}_r(F)$ and we say this Fano scheme is general if $F \in \mathbb{C}^{(r,n,d_\bullet)}$ is general. We wish to understand for which data $(r, n, d_\bullet)$ a general Fano scheme of type $(r, n, d_\bullet)$ is zero-dimensional.

Fix $F = (f_1, \ldots, f_s) \in \mathbb{C}^{(r,n,d_\bullet)}$. We note that $\ell \in \mathcal{V}_r(F)$ exactly when $F|_\ell = 0$. Each $f_i$ restricts to a degree $d_i$ form on $\ell$ whose vanishing amounts to the vanishing of its $(r + d_i)_i$
coefficients. Since $G(r, P^n)$ has dimension $(r + 1)(n - r)$, the expected dimension of the Fano scheme $V_r(F)$ is given by

$$\delta(r, n, d_\bullet) = (r + 1)(n - r) - \sum_{i=1}^s \binom{r + d_i}{d_i}.$$ 

Debarre and Manivel [4] showed that this expected dimension is the dimension in general.

**Theorem 1** (Debarre, Manivel). The general Fano scheme of type $(r, n, d_\bullet)$ has dimension $\delta(r, n, d_\bullet)$ when $\delta(r, n, d_\bullet) \geq 0$ and is empty otherwise.

We say the Fano problem $(r, n, d_\bullet)$ is the problem of describing a general Fano scheme of type $(r, n, d_\bullet)$, where $\delta(r, n, d_\bullet) = 0$. That is, a Fano problem is that of describing a finite general Fano scheme.

Since the Grassmanian is a projective variety, a Fano scheme has a well-defined degree. By expressing a Fano scheme of type $(r, n, d_\bullet)$ as a chern class of a vector bundle on $G(r, P^n)$, the splitting lemma can be used to write this degree explicitly. Debarre and Manivel gave a general formula.

Define the quantities

$$Q_{r,d}(x) = \prod_{a_i \leq x \geq 0, a_0 + \cdots + a_r = d} (a_0 x_0 + \cdots + a_r x_r) \in \mathbb{Z}[x_0, \ldots, x_r]$$

and $Q_{r,d_\bullet}(x) = Q_{r,d_0}(x) \cdots Q_{r,d_r}(x)$, as well as the Vandermonde polynomial

$$V_r(x) = \prod_{0 \leq i < j \leq r} (x_i - x_j).$$

**Theorem 2** (Debarre, Manivel). If $(r, n, d_\bullet)$ is a Fano problem, the degree of a general Fano scheme of type $(r, n, d_\bullet)$, $\deg(r, n, d_\bullet)$, is equal to the coefficient of $x_0^n x_1^{n-1} \cdots x_r^{n-r}$ in the product $Q_{r,d_\bullet}(x)V_r(x)$.

Table 1 shows some Fano problems of small degree.

| $r$ | $n$ | $(n, d_\bullet)$ | $\deg(r, n, d_\bullet)$ | Galois Group |
|-----|-----|------------------|-------------------------|-------------|
| 1   | 4   | (2, 2)           | 16                      | $D_5$       |
| 1   | 3   | (3)              | 27                      | $E_6$       |
| 2   | 6   | (2, 2)           | 64                      | $D_7$       |
| 3   | 8   | (2, 2)           | 256                     | $D_9$       |
| 1   | 7   | (2, 2, 2)        | 512                     | $S_{512}$   |
| 1   | 6   | (2, 2, 3)        | 720                     | $S_{720}$   |
| 4   | 10  | (2, 2)           | 1024                    | $D_{11}$    |
| 2   | 8   | (2, 2, 2)        | 1024                    | $S_{1024}$  |

By using lower bounds on the degree of a Fano problem, those with degree less than a set amount can be enumerated. For instance, the following is a lower bound on the degree of a Fano problem that may be used.
Proposition 3. Let \((r, n, d_*)\) be a Fano problem. We have
\[
\deg(r, n, d_*) \geq \prod_i \prod_{j \leq r+1 \atop j \mid d_i} \left( \frac{d_i}{j} \right)^{r+1}.
\]

Proof. Consider the product expansion of \(Q_{r,d}(x)\). For each \(1 \leq j \leq r+1\) such that \(j \mid d_i\), there are \(\binom{r+1}{j}\) many terms of the product with \(j\) of the \(a_k\) equal to \(d_i/j\). This then factors out as a constant factor of \(Q_{r,d}(x)\) and hence of every term of \(Q_{r,d}(x)V_r(x)\).

3. GALOIS GROUPS OF FANO PROBLEMS

A Fano problem \((r, n, d_*)\) determines an incidence correspondence.
\[
\Gamma = \{(F, \ell) \in \mathbb{C}^{(r,n,d_*)} \times \mathbb{G}(r, \mathbb{P}^n) : F|_{\ell} = 0\} \longrightarrow \mathbb{G}(r, \mathbb{P}^n)
\]
\[
\mathbb{C}^{(r,n,d_*)} \leftarrow \pi^{-1}_{(r,n,d_*)}(\Gamma)
\]

The map \(\rho\) realizes the incidence variety \(\Gamma\) as a vector bundle over \(\mathbb{G}(r, \mathbb{P}^n)\), as the fibers are the linear spaces of systems \(F \in \mathbb{C}^{(r,n,d_*)}\) that vanish on a given \(r\)-plane. As a result, \(\Gamma\) is smooth and of dimension \(\dim \mathbb{C}^{(r,n,d_*)}\).

Given \(F \in \mathbb{C}^{(r,n,d_*)}\), the fiber \(\pi^{-1}_{(r,n,d_*)}(F)\) is the Fano scheme \(\mathcal{V}_r(F)\). By the results of Debarre and Manivel, there is a Zariski open set \(U\) with the property that if \(F \in U\), the fiber \(\pi^{-1}_{(r,n,d_*)}(F)\) consists of \(\deg(r, n, d_*)\) smooth points. It follows that the restriction of \(\pi^{-1}_{(r,n,d_*)}\) to \(\pi^{-1}_{(r,n,d_*)}(U)\) is a smooth covering space of degree \(\deg(r, n, d_*)\).

Fix a base point \(F \in U\). Every loop in \(U\) based at \(F\) lifts to paths in \(\Gamma\) connecting points of the fiber \(\pi^{-1}_{(r,n,d_*)}(F)\), and the endpoints of these paths determine a permutation of this fiber. The set of all permutations obtained this way is the monodromy group of \(\pi_{(r,n,d_*)}\) and is defined up to isomorphism for different choices of base point \(F \in U\) and reordering of the fiber \(\pi^{-1}_{(r,n,d_*)}(F)\). The monodromy group of \(\pi_{(r,n,d_*)}\) is transitive since \(X\) is irreducible, while higher transitivity is equivalent to irreducibility of certain fiber products \([8, 16]\). More detail about monodromy groups can be found in \([7]\).

Definition 4. The Galois group of the Fano problem \((r, n, d_*)\), \(\mathcal{G}_{(r,n,d_*)}\), is the monodromy group of \(\pi_{(r,n,d_*)}\).

These Galois groups were first defined algebraically by Jordan \([11]\). The map \(\pi : \Gamma \rightarrow \mathbb{C}^{(r,n,d_*)}\) induces a reverse inclusion of the function fields of these varieties \(\mathbb{C}(\mathbb{C}^{(r,n,d_*)}) \hookrightarrow \mathbb{C}(\Gamma)\). This expresses \(\mathbb{C}(\Gamma)\) as an algebraic extension of \(\mathbb{C}(\mathbb{C}^{(r,n,d_*)})\) of degree \(\deg(r, n, d_*)\). The Galois group of the Fano problem \((r, n, d_*)\) Jordan defined is the Galois group of the normal closure of this field extension. The equivalence of the geometric definition with this algebraic definition was shown by Harris \([5]\), but traces back to Hermite \([10]\).

Jordan considered the problem of lines on a cubic surface and its Galois group, \(\mathcal{G}_{(1,3,(3))}\). He observed that the Galois group acting on a given Fano scheme must preserve the incidence structure of the lines, and so is a subgroup of the Coxeter group \(E_6\).

Harris later proved Jordan’s inclusion to be an equality, \(\mathcal{G}_{(1,3,(3))} = E_6\), and studied a generalization of this problem. He showed that for \(n \geq 4\), the Fano problem of lines in \(\mathbb{P}^n\) on a hypersurface of degree \(2n - 3\) is fully symmetric \([5]\). To prove this, Harris observed
these Galois groups are highly transitive and observed systems \( F \in \mathbb{C}^{(1,n,(2n-3))} \) whose local monodromy is generated by a simple transposition.

Hashimoto and Kadets later took up the study of these Galois groups more generally. They studied the Fano problem of \( r \)-planes in \( \mathbb{P}^{2r+2} \) on the intersection of two quadrics for \( r \geq 1 \) and determined the Galois group to be the Coxeter group \( G_{(2r+2,2,2)} = D_{2r+3} \). It was then showed the \( r \)-planes do not intersect for a general Fano scheme of type \( (r,n,d) \), except for the problems \( (1,3,3) \) and \( (r,2r+2,2,2) \) for \( r \geq 1 \). As a result of this, \( G_{(r,n,d)} \) is highly transitive and contains the alternating group for all other Fano problems \([6]\).

### 4. Computational Methods

Harris exhibited a simple transposition in the Galois groups \( G_{(1,n,(2n-3))} \) by producing systems \( F \in \mathbb{C}^{(1,n,(2n-3))} \) with the property that the fiber \( \pi^{-1}_{(1,n,(2n-3))}(F) = V_r(F) \) has degree \( \deg(1,n,(2n-3)) \), contains a unique double point, and is otherwise smooth. The local monodromy around such a point generates a simple transposition \([5]\).

To be able to extend this technique of Harris to a Fano problem \( (r,n,d) \), we must be able to verify the fiber \( \pi^{-1}_{(r,n,d)}(F) \) over \( F \in \mathbb{C}^{(r,n,d)} \) contains a double point and that there are \( \deg(r,n,d) - 2 \) smooth points. For \( F \in \mathbb{C}^{(r,n,d)} \), the fiber \( \pi^{-1}_{(r,n,d)}(F) \) can be expressed as zeros of a polynomial system after choosing appropriate coordinates on \( G(r,\mathbb{P}^n) \). This allows for the use of symbolic and numerical techniques to verify our claims.

To show our systems have the correct number of smooth zeros, we use numerical certification, that of Smale’s \( \alpha \)-theory and interval arithmetic. We let \( G \) be a square system of \( m \) polynomials and \( m \) variables, and \( x \in \mathbb{C}^m \).

#### \( \alpha \)-Theory

Smale’s \( \alpha \)-theory starts by defining three quantities \( \alpha(G,x), \beta(G,x) \), and \( \gamma(G,x) \) to a system \( G \) and a point \( x \). The first quantity is the product \( \alpha(G,x) = \beta(G,x)\gamma(G,x) \), where \( \beta(G,x) \) is the step size of the Newton operator of \( G \) applied to \( x \) and \( \gamma(G,x) \) is a measure of the size of the derivatives of \( G \) at \( x \). These quantities are used to isolate smooth zeros of \( G \) as follows \([15]\).

**Theorem 5.** If \( G \) is a square polynomial system in \( m \) variables and \( x \in \mathbb{C}^m \) is such that

\[
\alpha(G,x) < \frac{13 - 3\sqrt{17}}{4} \approx 0.15767,
\]

then \( x \) converges under iterations of the Newton operator to a zero of \( G \), \( \zeta \in \mathbb{C}^m \). Further, \(|x - \zeta| < 2\beta(G,x)\).

The full strength of Smale’s \( \alpha \)-theory is not seen above, as it guarantees that \( x \) converges rapidly to \( \zeta \) and gives a rate of convergence. This may also be used to certify all points in a neighborhood of \( x \) converge to \( \zeta \) under Newton’s method and certify real zeros of polynomial systems. Softwares such as alphaCertified \([9]\) use bounds on \( \alpha(G,x) \) and similar results to enumerate and isolate zeros of polynomial systems given approximate zeros.

When \( \alpha(G,x) < \frac{1}{2}(13 - 3\sqrt{17}) \), we obtain a bounding ball of a zero of \( G \) centered at \( x \) and with radius \( 2\beta(G,x) \). If the coefficients of \( G \) and the coordinates of \( x \) are given by complex rational numbers, we can use exact computation to test membership for this open ball or whether two or more of these balls are disjoint. These disjoint bounding balls will allow us to certify zeros of our system are smooth, as we will soon see.
Interval Arithmetic. A more lax approach to numerical certification comes from interval arithmetic. A complex interval is a set of complex numbers whose real and imaginary parts lie in a pair of given intervals. The setwise sum and difference of two complex intervals is a complex interval, however the setwise product of two complex intervals need not be. Usual arithmetic operations are defined on the space of complex intervals as to contain their setwise counterpart. This allows for the evaluation of polynomials and other functions at complex intervals, the result of which contains the setwise evaluation of the function. More information on complex intervals and their arithmetic can be found in [13].

The Krawczyk operator of \( G \) given a point \( x \) and an invertible \( m \times m \) matrix \( Y \), \( K_{G,x,Y} \), is a generalization of the Newton operator that acts on the space of complex intervals. A result due to Rump allows us isolate zeros to \( G \) using the Krawczyk operator [14]. Older versions of this theorem exist for real intervals, and more refined theorems exist for complex intervals.

**Theorem 6** (Rump). Let \( G \) be a square polynomial system in \( m \) variables, \( x \in \mathbb{C}^m \) a point, and \( Y \) an invertible \( m \times m \) matrix. If \( I \) is a complex interval such that

\[
K_{G,x,Y}(I) \subseteq I,
\]

then \( I \) contains a zero of \( G \).

As was the case above, interval arithmetic allows one to compute bounding sets on zeros of a system \( G \). These bounding sets will serve the same purpose—certifying zeros to our system are smooth. The benefit of using interval arithmetic is that the condition above can be certified with floating-point arithmetic and proper rounding etiquette. This computational ease drastically decreases the time required to compute and certify bounding sets for zeros of a system [2].

Numerical certification using interval arithmetic has been implemented in the julia package HomotopyContinuation.jl [3]. Given a system \( G \) and an approximate zero \( x \), this package will provide an interval satisfying the condition above if one can be found.

Simple Double Roots. Let \( G \) be a square polynomial system and denote its Jacobian and Hessian by \( DG \) and \( D^2G \) respectively. A point \( x \in \mathbb{C}^m \) is a simple double zero of \( G \) if \( G(x) = 0 \), \( \ker DG(x) \) is spanned by a single non-zero vector \( v \in \mathbb{C}^m \), and

\[
D^2G(x)(v,v) \notin \text{Im} DG(x).
\]

Dedieu and Shub studied simple double zeros of square polynomial systems in efforts to extend Smale’s \( \alpha \)-theory. In their work, they compute a positive separation bound for simple double zeros of a system from other zeros of the same system, showing that simple double zeros are isolated zeros of multiplicity two in the process.

We choose our system in a such a way that \( G \), \( x \), and \( v \) will be given by complex rational numbers. In this case, the above is a symbolic computation. That is, we can say exactly whether \( x \) is a simple double root of \( G \).

5. Results

Let \((r,n,d_*)\) be a Fano problem not equal to \((1,3,3)\) or \((r,2r+2,2,2)\) for \( r \geq 1 \). As a means of finding \( F \in \mathbb{C}^{(r,n,d_*)} \) with the desired properties, we prescribe a subscheme of \( \mathcal{V}_r(F) \). We fix \( \ell \in \mathbb{G}(r,\mathbb{P}^n) \) to lie in \( \mathcal{V}_r(F) \) with a chosen tangent vector \( v \in \mathbb{C}^n \), which
amounts to linear constraints on the coefficients of $F$. If $\ell$ and $v$ are chosen with complex rational coefficients, $F$ can be chosen with complex rational coefficients as well.

Fix $F = (f_1, \ldots, f_s) \in \mathbb{C}^{(r,n,d_\bullet)}$. By choosing coordinates on $G(r, \mathbb{P}^n)$, the restriction $f_i|_\ell$ to $\ell \in G(r, \mathbb{P}^n)$ is a degree $d_i$ polynomial in $r$ variables. The vanishing of this restriction then amounts to the vanishing of its $\left(\frac{r+d_i}{d_i}\right)$ coefficients as polynomials in the coordinates on $G(r, \mathbb{P}^n)$. The vanishing of $F|_\ell$ then amounts to a system of $\sum \left(\frac{r+d_i}{d_i}\right) = (r+1)(n-r)$ polynomials in $(r+1)(n-r)$ variables. We write this resulting square polynomial system as $G$. The solutions of $G$ are then the points of the Fano scheme $V_r(F) \subseteq G(r, \mathbb{P}^n)$ written in coordinates.

We choose $\ell$ and $v$ with complex rational coefficients, and choose $F$ general with complex rational coefficients to prescribe a subscheme of $V_r(F)$. As the coefficients of $G$ depend linearly on the coefficients of $F$, $G$ also has complex rational coefficients. We then apply techniques from the previous section to the system $G$.

The system $F$ was chosen so that $G$ has a multiple zero, given by $\ell \in G(r, \mathbb{P}^n)$ in coordinates. Approximate solutions for the remaining zeros to $G$ are readily computed by softwares such as NAG4M2 [12], Bertini [1], and HomotopyContinuation.jl [3]. The simple double zero can then be certified and numerical certification techniques can be used to isolate the remaining $\deg(r, n, d_\bullet) - 2$ zeros. As there are at most $\deg(r, n, d_\bullet)$ many isolated solutions to $G$ counting multiplicity, isolating exactly $\deg(r, n, d_\bullet) - 2$ solutions by bounding sets also verifies that these zeros are smooth.

Running these procedures has led to the following result.

**Theorem 7.** All Fano problems not equal to $(1, 3, (3))$ or $(r, 2r + 2, (2, 2))$ for $r \geq 1$ and with less than 75,000 solutions have fully symmetric Galois group.

This amounts to showing 12 Fano problems have fully symmetric Galois group, which were previously unknown. This suggests that all Galois groups of Fano problems are the full symmetric group except for $G_{(1,3,(3))}$ and $G_{(r,2r+2,(2,2))}$ for $r \geq 1$.

**Table 2. Large Fano Problems**

| $r$ | $n$ | $d_\bullet$ | $\deg(r, n, d_\bullet)$ | alphaCer (h) | HomotopyCon (s) |
|-----|-----|-------------|-------------------------|--------------|-----------------|
| 1   | 7   | (2, 2, 2, 2) | 512                     | 2.66         | .61             |
| 1   | 6   | (2, 2, 3)    | 720                     | 2.88         | .87             |
| 2   | 8   | (2, 2, 2)    | 1024                    | 27.32        | 1.57            |
| 1   | 5   | (3, 3)       | 1053                    | 2.69         | .32             |
| 1   | 5   | (2, 4)       | 1280                    | 6.09         | .73             |
| 1   | 10  | (2, 2, 2, 2, 2) | 20480                | -            | 15.44           |
| 1   | 9   | (2, 2, 2, 2, 3) | 27648                | -            | 25.97           |
| 2   | 10  | (2, 2, 2, 2) | 32768                   | -            | 36.67           |
| 1   | 8   | (2, 2, 3, 3) | 37584                   | -            | 38.23           |
| 1   | 8   | (2, 2, 2, 4) | 47104                   | -            | 111.88          |
| 1   | 7   | (3, 3, 3)    | 51759                   | -            | 42.86           |
| 1   | 7   | (2, 3, 4)    | 64512                   | -            | -               |
The data for and code verifying these computations are available at [17]. This Github repository contains the code used to generate data, the data itself, and code verifying the properties of the chosen system $F$.

Both `alphaCertified` and `HomotopyContinuation.jl` were used in verifying the data. Timings for both softwares is recorded in Table 2 for verifying this data for the 12 Fano problems with previously undetermined Galois group.
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