Hochschild cohomology of a smash product in the nonsemisimple case
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Abstract

In this paper we explore the relations between the Hochschild cohomology of an algebra over some field and the Hochschild cohomology of its smash product with a finite group. Basically we are concentrated on the case where the group under consideration is an extension of a cyclic \( p \)-group by some \( p' \)-group, where \( p \) is the characteristic of the ground field.

1 Introduction

Hochschild cohomology is a very important derived invariant of an algebra. It contains many important information about its derived category. It is also related to various properties, for instance it is connected with its simple connectedness, the fundamental group of a presentation etc. In the commutative case it tells a lot about the smoothness. It is also important to know how the Hochschild cohomology of related algebra are related. This work looks at some aspects of such relations, namely, at the relation between the Hochschild cohomology of an algebra with a group action and of its skew group algebra.

Let \( A \) be a finite-dimensional unital algebra over a field \( k \) and \( G \) be a finite group acting on \( A \). Then we can define a smash product of \( A \) and \( kG \) (sometimes it is called a skew group ring), which is denoted by \( A \# kG \). Let \( M \) be an \( A \# kG \)-algebra. It is well known that in this case \( G \) acts on \( \text{HH}^*(A,M) \). Moreover, there is a spectral sequence of algebras

\[
E_2^{i,j} = \text{H}^i(G, \text{HH}^j(A,M)) \Rightarrow \text{HH}^{i+j}(A \# kG,M).
\]

If \( \text{char} k \) does not divide \( |G| \), then this sequence gives an isomorphism of algebras \( \text{HH}^*(A,M)^G \cong \text{HH}^*(A \# kG,M) \). All these facts were proved in many works, see, for example, [1], [2], and [3].

The facts mentioned above give a good relation between the Hochschild cohomology of \( A \) and the Hochschild cohomology of \( A \# kG \) in the case where the group algebra \( kG \) is semisimple. On the other hand, there is no good connection in the \( p \)-modular case. Among works in this direction the work [2] have to be mentioned. Its authors construct a bimodule
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projective resolution of $A\#kG$ using bimodule projective resolutions of $A$ and $kG$ satisfying some properties. The authors of [3] do the same using a bimodule projective resolution of $A$ and a $kG$-projective resolution of a trivial module. They use this construction to obtain a spectral sequence connecting the Hochschild homology of $A$ and $A\#kG$. In this paper we use a similar construction to explore the Hochschild cohomology.

An attempt to obtain some results in the $p$-modular case was made by the second author in [4]. The results obtained there do not give a good general answer, but they allow to connect the Hochschild cohomology of $A$ and the Hochschild cohomology of $A\#kC_3$ for some specific algebra $A$ over a field of characteristic 3.

This work was motivated by the following situation. Let $R$ be an algebra, $TR = \nu_{\infty}$ its trivial extension by $D\mathcal{R}$ and $\mathcal{R}_n$ be an algebra $\mathcal{R}/\nu_{\infty}$, where $\mathcal{R}$ is a repetitive algebra of $TR$ and $\nu_{\infty}$ its Nakayama automorphism. Then it is well known that $TR$ is Morita equivalent to $\mathcal{R}_n\#kC_n$, where $C_n$ is generated by a Nakayama automorphism of $\mathcal{R}_n$. To see this one can apply the duality theorem of Cohen-Montgomery (see [10]) to the fact that $\mathcal{R}_n$ is a smash product of $TR$ with the cyclic group $C_n$. Using results of [6] we see that any Nakayama automorphism acts trivially on Hochschild cohomology with coefficients in the regular module and so $HH^*(\mathcal{R}_n)$ is a subalgebra of $HH^*(TR)$ if $char \ k \nmid n$. So the description of $HH^*(\mathcal{R}_n)$ can be easily obtained from the description of $HH^*(TR)$. The examples which we know indicates that almost same fact has to be true in the case $char \ k \mid n$. This motivates us to study this case and obtain a desirable result (see Theorem 14.2).

We recall that an algebra $B = A/I$ is called a singular extension of $A$ by $I$ if $I^2 = 0$. The current work is mainly devoted to the case where $G$ is a trivial extension of a cyclic $p$-group by some $p'$-group, where $p = char \ k$. Moreover, the most powerful results were obtained in the case where the spectral sequence mentioned above is $(3,2)$-degenerated, i.e. its third page has only two nonzero columns. In the most general terms, our result in this case is as follows. There is a subalgebra $\mathcal{A}_M^G$ and an ideal $W_M^G \subset \mathcal{A}_M^G$ of $HH^*(A,M)^G$ such that

$$HH^*(A,M)^G/W_M^G \cong (\mathcal{A}_M^G/W_M^G)[x,D]/(x^2 - a),$$

where $D$ is some graded derivation and $a$ is some element of $\mathcal{A}_M^G/W_M^G$. It is also true that $HH^*(AG,M)$ is a singular extension of the algebra $\mathcal{A}_M^G$ by some $\mathcal{A}_M^G$-bimodule $X_M^G$. And moreover, there are filtrations

$$0 = X_{q - 1} \subset \cdots \subset X_0 = X_M^G$$

and

$$0 = Y_{q - 1} \subset \cdots \subset Y_0 = (\mathcal{A}_M^G/W_M^G)[-1]$$

such that $Y_i/Y_{i+1} \cong X_{q - i}/X_{q - i - 1}$ for $0 \leq i \leq q - 2$. These results are contained in Theorem 12.3 and Theorem 15.1. Note also that $D = 0$ if $M = A$ or $M = A\#kG$, and, if additionally $p \neq 2$, then $a = 0$ for the same $M$.

Among other results of this work we want to mention Theorem 9.1 and Theorem 10.2. Theorem 10.1 gives a way to check if the spectral sequence considered in this work degenerates (i.e. some of its pages have only finite number of nonzero columns). During its proof we obtain also the following interesting fact. If $G$ is a finite group, then there is some integer $S$ such that for any $kG$-module $L$ we have $H^*(G, L) = H^*(G, k) \oplus \oplus_{i=0}^S H^i(G, L)$. Theorem 10.2 establishes some relations between $dim_k HH^n(A,M)^G$ and $dim_k HH^n(AG,M)$ in the case where $G$ is an extension of cyclic $p$-group by some $p'$-group. It says that $dim_k HH^n(A,M)^G \leq dim_k HH^n(AG,M)$ for any $n$ and $dim_k HH^1(A,M)^G = dim_k HH^1(AG,M)$ iff $dim_k HH^n(A,M)^G = dim_k HH^n(AG,M)$ for any $n \geq 0$. 

2
2 Hochschild cohomology

In this section we recall the definition of Hochschild cohomology and related notions. All algebras in this paper are unital over some fixed field $k$. We write simply $\otimes$ instead of $\otimes_k$. All modules in this paper, if otherwise is not stated, are left modules and we will denote by $\text{Mod}A$ the category of modules over the algebra $A$.

**Definition 1 (Complexes).** An $A$-complex is a $\mathbb{Z}$-graded $A$-module $P$ with a differential of degree $-1$, i.e., an $A$-module $P$ with some fixed $A$-module direct sum decomposition $P = \bigoplus_{n \in \mathbb{Z}} P_n$ and an $A$-module homomorphism $d_P : P \to P$ such that $d_P(P_n) \subset P_{n-1}$ and $d_P^2 = 0$. Let $d_{P,n}$ denote $d_P|_{P_n}$. The $n$-th homology of $P$ is the vector space $H_n(P) = (\text{Ker} \ d_P)/\text{Im} \ d_{P,n+1})$. An $A$-complex $P$ is called acyclic if $H_n(P) = 0$ for all $n \in \mathbb{Z}$. A morphism of $A$-complexes is a homomorphism of $A$-modules that respects the respective grading and differential. A complex is called positive if $P_n = 0$ for $n < 0$.

If $P$ is a complex, then we denote by $P[t]$ the complex, which equals $P$ as an $A$-module, with grading $P[t]_n = P_{t+n}$ and differential defined as $d_{P[t]} = (-1)^t d_P$.

Given an $A$-complex $P$ and $M \in \text{Mod}A$, $\text{Hom}_A(P,M)$ denotes the $k$-complex $\bigoplus_{n \geq 0} \text{Hom}(P_n, M)$ with differential $d_{\text{Hom}_A(P,M),n} = \text{Hom}_A(d_{P,n-1}, M)$. Given $M \in \text{Mod}A$, an $A$-resolution of $M$ is a pair $(P, \mu_P)$, where $P$ is a positive $A$-complex and $\mu_P : P_0 \to M$ is a homomorphism of $A$-modules, which induces an isomorphism $H_0(P) \cong M$.

From now on if $A$ is an algebra we denote by $\mu_A : A \otimes A \to A$ the multiplication map. Given an algebra $A$, we denote by $A^e$ the algebra $A \otimes A^{op}$, which is called the enveloping algebra of $A$. Let $\text{Bar}(A)$ be the positive $A^e$-complex with $n$-th member $\text{Bar}_n(A) = A^{\otimes (n+2)}$ for $n \geq 0$ and the differential $d_{\text{Bar}(A)}$ defined by the equality

$$d_{\text{Bar}(A)}(a_0 \otimes \cdots \otimes a_{n+1}) = \sum_{i=0}^{n} (-1)^i a_0 \otimes \cdots \otimes a_{i-1} \otimes a_i a_{i+1} \otimes a_{i+2} \otimes \cdots \otimes a_{n+1}$$

for $n > 0$ and $a_i \in A$ ($0 \leq i \leq n + 1$). Then $(\text{Bar}(A), \mu_A)$, is a projective $A^e$-resolution of $A$, which is called bar resolution.

**Definition 2 (Hochschild Cohomology).** The Hochschild cohomology of the algebra $A$ with coefficients in the $A^e$-module $M$ is the homology of the complex $C(A, M) = \text{Hom}_{A^e}(\text{Bar}(A), M)$.

We write $C^n(A, M)$ instead of $C_{-n}(A, M)$ and $\delta^n_M$ instead of $d_{C(A,M),-1-n}$. Note that $C^0(A, M) \cong M$ and $C^n(A, M) \cong \text{Hom}_k(A^{\otimes n}, M)$.

Given $f \in C^n(A, M)$, we introduce the notation

$$\delta^n_i(f)(a_1 \otimes \cdots \otimes a_{n+1}) := \begin{cases} a_1 f(a_2 \otimes \cdots \otimes a_{n+1}), & \text{if } i = 0, \\ (-1)^i f(a_1 \otimes \cdots \otimes a_i a_{i+1} \otimes \cdots \otimes a_{n+1}), & \text{if } 1 \leq i \leq n, \\ (-1)^{n+1} f(a_1 \otimes \cdots \otimes a_n) a_{n+1}, & \text{if } i = n + 1. \end{cases}$$

Then $\delta^n_M = \sum_{i=0}^{n+1} \delta^n_i$. We have $\text{HH}^n(A, M) = (\text{Ker} \ \delta^n_M)/(\text{Im} \ \delta^{n-1}_M)$. From now on we write $C^n(A)$ and $\text{HH}^n(A)$ instead of $C^n(A, A)$ and $\text{HH}^n(A, A)$ respectively. It follows from the definition that $\text{HH}^n(A, M) = \text{Ext}^{n}_{A^e}(A, M)$. 

3
2.1 Tensor Product of Complexes, Cup Products

We continue by defining tensor product of complexes and various ways cup products, which are graded algebra products on the cohomology.

Let $\text{HH}^*(A, M)$ denote the direct sum $\oplus_{n \geq 0} \text{HH}^n(A, M)$.

**Definition 3 (A-algebra).** If $M$ is an $A$-bimodule and there is an $A$-bimodule map, $M \otimes_A M \to M$, which defines a $k$-algebra structure on $M$, then $M$ will be called an $A$-algebra.

**Definition 4 (Tensor Product).** Assume that $M$ is an $A$-algebra, $f \in C^n(A, M)$ and $g \in C^m(A, M)$. Then $f \smile g \in C^{n+m}(A, M) = \text{Hom}_k(A^{\otimes (n+m)}, M)$ is defined by the formula

$$(f \smile g)(a_1 \otimes \cdots \otimes a_{n+m}) := f(a_1 \otimes \cdots \otimes a_n) \cdot g(a_{n+1} \otimes \cdots \otimes a_{n+m}).$$

If $M$ has a unity, then $1_M \in C^0(A, M)$ is a unity for the multiplication $\smile$.

In this case $\smile$ induces a graded $k$-algebra structure on $\text{HH}^*(A, M)$

$$\smile : \text{HH}^n(A, M) \otimes \text{HH}^m(A, M) \longrightarrow \text{HH}^{n+m}(A, M).$$

This product is known as cup product.

**Definition 5 (Tensor Product of Complexes).** Given $M$ an $A^{\text{op}}$-complex and $N$ an $A$-complex, we define the tensor product complex $M \otimes_A N$ by the equality $(M \otimes_A N)_n = \sum_{i+j=n} M_i \otimes_A N_j$. The differential $d_{M \otimes_A N}$ is defined by the equality $d_{M \otimes_A N}(u \otimes v) = d_M(u) \otimes_A v + (-1)^i u \otimes_A d_N(v)$ for $u \in M_i, v \in N$.

**Definition 6 (Comultiplication on a Projective Resolution).** Given a projective $A^e$-resolution $(P, \mu_P)$ of $A$, a morphism $\Delta_P : P \to P \otimes_A P$ of $A^e$-complexes will be called a comultiplication on $P$ if $\mu_A(\mu_P \otimes \mu_P) \Delta_P = \mu_P$.

If $(P, \mu_P)$ is a projective $A^e$-resolution of $A$, $\Delta_P$ is a comultiplication on it, and $M$ is an $A$-algebra, then we can define a map

$$\smile_{\Delta_P} : \text{Hom}_{A^e}(P, M) \otimes \text{Hom}_{A^e}(P, M) \to \text{Hom}_{A^e}(P, M)$$

by the equality $f \smile_{\Delta_P} g = \mu_M(f \otimes g)\Delta_P$. This multiplication induces a well-defined product on $\text{HH}^*(A, M)$, which coincides with the cup product $\smile$. Note also that the bar resolution of $A$ admits a comultiplication $\Delta$ defined by the equality

$$\Delta(a_0 \otimes \cdots \otimes a_{n+1}) = \sum_{i=0}^n (a_0 \otimes \cdots \otimes a_i \otimes 1_A) \otimes_A (1_A \otimes a_{i+1} \otimes \cdots \otimes a_{n+1}).$$

Note also that the multiplication $\smile_{\Delta}$ on $C(A, M)$ coincides with $\smile$ and that

$$(\Delta \otimes \text{Id}_{\text{Bar}(A)})\Delta = (\text{Id}_{\text{Bar}(A)} \otimes \Delta)\Delta.$$
3 Group Cohomology

In this section we review some facts on group cohomology. Most of the facts stated here can be generalized for the setting of Hopf algebras.

Let $G$ be a group. For $M, N \in \text{Mod}kG$ we define the $kG$-module structure on $M \otimes N$ and $\text{Hom}_k(M, N)$ by the formulas

$$\alpha(x \otimes y) = (\alpha x) \otimes (\alpha y); \quad (\alpha f)(x) = \alpha(f(\alpha^{-1}x))$$

for $x \in M$, $y \in N$, $f \in \text{Hom}_k(M,N)$ and $\alpha \in G$. For $\alpha \in G$ we denote by $p_{\alpha} \in kG^*$ the map such that $p_{\alpha}(\alpha) = 1$ and $p_{\alpha}(\beta) = 0$ for $\beta \in G \setminus \{\alpha\}$.

We define next a special $kG$-projective resolution of the trivial module $k$. Which we will denote by $\text{Bar}k$. Since $k$ can be considered as an algebra, there are two distinct objects, which are denoted by $\text{Bar}k$, nevertheless there will be no confusion, since, in this paper, $\text{Bar}k$ will always have the meaning below.

**Definition 7 (Bar Resolution of the Trivial Module, and Group Cohomology).**

The bar resolution $(\text{Bar}(k), \sum_{\alpha \in G} p_{\alpha})$ of the trivial $kG$-module $k$ is the projective resolution defined in the following way. Its $n$-th component is $\text{Bar}_n(k) = kG^{\otimes(n+1)}$. The differential $d_{\text{Bar}(k)}$ is defined by the equality

$$d_{\text{Bar}(k)}(\alpha_0 \otimes \alpha_1 \otimes \cdots \otimes \alpha_n) = \sum_{i=0}^{n-1} (-1)^i \alpha_0 \otimes \cdots \otimes \alpha_{i-1} \otimes \alpha_i \alpha_{i+1} \otimes \alpha_{i+2} \otimes \cdots \otimes \alpha_n$$

$$+ (-1)^n \alpha_0 \otimes \alpha_1 \otimes \cdots \otimes \alpha_{n-1}$$

for $n > 0$ and $\alpha_i \in G$ $(0 \leq i \leq n)$. The cohomology of the group $G$ with coefficients in the $kG$-module $M$ is the homology of the complex $C(G, M) = \text{Hom}_{kG}(\text{Bar}(k), M)$.

Note that $\text{Bar}(k) = \text{Bar}(kG) \otimes_{kG} k$. We write $C^n(G, M)$ instead of $C_{-n}(G, M)$ and $\delta^n_M$ instead of $d_{C(G,M),-n}$. Then $C^n(G, M) \cong \text{Hom}_k(kG^{\otimes n}, M)$ and $\delta^n : C^n(G, M) \rightarrow C^{n+1}(G, M)$ is defined by the equality

$$\delta^n_M(\hat{u})(\alpha_1 \otimes \cdots \otimes \alpha_{n+1}) = \alpha_1 \hat{u}(\alpha_2 \otimes \cdots \otimes \alpha_{n+1})$$

$$+ \sum_{i=1}^{n} (-1)^i \hat{u}(\alpha_1 \otimes \cdots \otimes \alpha_{i-1} \otimes \alpha_i \alpha_{i+1} \otimes \alpha_{i+2} \otimes \cdots \otimes \alpha_{n+1}) + (-1)^{n+1} \hat{u}(\alpha_1 \otimes \cdots \otimes \alpha_n)$$

for $\hat{u} \in C^n(G, M)$, for $\alpha_i \in G$ $(1 \leq i \leq n + 1)$. By definition the group cohomology of $G$ with coefficients in $M$ is $H^n(G, M) = \oplus_{n \geq 0} H^n(G, M)$, where $H^n(G, M) = \text{Ker} \delta^n_M/\text{Im} \delta^{n-1}_M$. It follows from our definition that $H^n(G, M) = \text{Ext}^n_{kG}(k, M)$.

Let $A$ be some $k$-algebra and $G$ be a group. We say that $G$ acts on $A$ if we fix some group homomorphism $\eta : G \rightarrow \text{Aut}_k(A)$. For an action of a group $G$ on an algebra $A$, we write $\alpha a$ instead of $\eta(\alpha)(a)$ for $\alpha \in G, a \in A$. Note that any vector space can be equipped by trivial multiplication and so we define what is an action of a group on a vector space. If a group $G$ acts on some vector space $V$, then $V^G$ denotes the subspace $\{v \in V \mid \gamma v = v \forall \gamma \in G\}$ of $V$.

If $G$ acts on an algebra $M$, then there is a product $\sim : C(G, M) \otimes C(G, M) \rightarrow C(G, M)$, where for $\hat{u} \in C^n(G, M)$ and $\hat{v} \in C^m(G, M)$ the element $\hat{u} \sim \hat{v} \in C^{n+m}(G)$ is defined by
the equality \((u \sim v)(\alpha_1 \otimes \cdots \otimes \alpha_{n+m}) = u(\alpha_1 \otimes \cdots \otimes \alpha_n)(\alpha_{n+1} \otimes \cdots \otimes \alpha_{n+m})\).

This product determines a well-defined product \(\sim\) on \(H^*(G, M)\).

Let \((Q, \mu_Q)\) be a \(kG\)-projective resolution of \(k\) and \(M\) be a \(kG\)-module, a morphism \(\Delta_Q : Q \to Q \otimes Q\) of \(kG\)-complexes will be called a comultiplication on \(Q\) if it satisfies the equality \(\mu_k(\mu_Q \otimes \mu_Q)\Delta_Q = \mu_Q\).

Assume that \(G\) acts on an algebra \(M\). Then we can define a map

\[\sim_{\Delta_Q} : \text{Hom}_{kG}(Q, M) \otimes \text{Hom}_{kG}(Q, M) \to \text{Hom}_{kG}(Q, M)\]

by the equality \(f \sim_{\Delta_Q} g = \mu_M(f \otimes g)\Delta_Q\). This map induces a well-defined product on \(H^*(G, M)\), which coincides with the product \(\sim\). Note that if we have a nonassociative multiplication on \(M\) (but such that the multiplication by \(\alpha\) is an automorphism for any \(\alpha \in G\)), then we still can define the map \(\sim_{\Delta_Q}\) on \(\text{Hom}_{kG}(Q, M)\) and \(H^*(G, M)\). In this case the obtained algebra will not be associative, but the algebra structure on \(H^*(G, M)\) still does not depend on the choice of \(Q\) and \(\Delta_Q\).

Note that the bar resolution of \(k\) admits a comultiplication \(\Delta\) defined by the equality

\[\Delta(\alpha_0 \otimes \alpha_1 \otimes \cdots \otimes \alpha_n) = \oplus_{i=0}^{n} (\alpha_0 \otimes \cdots \otimes \alpha_i) \otimes (\alpha_0 \otimes \alpha_i \otimes \alpha_i+1 \otimes \cdots \otimes \alpha_n).\]

It is clear that the map \(\Delta\) induces a map \(\sim : C(G, M) \otimes C(G, M) \to C(G, M)\).

Note that analogously we can define an \(H^*(G, k)\)-module structure on \(H^*(G, M)\) for any \(kG\)-module \(M\). By the Golod-Venkov-Evens theorem (see [7], [8] and [9]) if \(|G| < \infty\), then the algebra \(H^*(G, k)\) is finitely generated and for any finitely generated \(kG\)-module \(M\) the \(H^*(G, k)\)-module \(H^*(G, M)\) is finitely generated.

\section{Smash product}

In this section we recall some results on the smash product. In this paper there are two situations where it appears, which are, as actions of groups associated with the group algebra and as \(G\)-gradings associated with \(kG^*\).

Let \(H\) be a bialgebra with the counit \(\epsilon : H \to k\) and the comultiplication \(\Delta : H \to H \otimes H\). We use the standard notation for the comultiplication \(\Delta(h) = \sum_{(h)} h_{(1)} \otimes h_{(2)}\).

\begin{definition}
The unital algebra \(A\) is an \(H\)-module algebra if there is a map \(\cdot : H \otimes A \to A\) such that
\begin{enumerate}
  \item \(\cdot\) determines an \(H\)-module structure on \(A\),
  \item \(h \cdot ab = \sum_{(h)} (h_{(1)} \cdot a)(h_{(2)} \cdot b)\) \(a, b \in A, \ h \in H\),
  \item \(h \cdot 1_A = \epsilon(h)1_A\) \(h \in H\).
\end{enumerate}
\end{definition}

\begin{definition}
Let \(A\) be an \(H\)-module algebra. We define the smash product \(A \# H\) in the following way. The algebra \(A \# H\) is isomorphic to \(A \otimes H\) as a vector space. The multiplication of the elements \(a \otimes \alpha, b \otimes \beta \in A \# H\) is defined by the formula

\[(a \otimes \alpha)(b \otimes \beta) = \sum_{(\alpha)} a(\alpha_{(1)} \cdot b) \otimes (\alpha_{(2)} \beta).\]

From now on we write \(aa\) instead of \(a \otimes a\).

\end{definition}
Example 1. Let $H = kG$ for some group $G$. In this case an $H$-module algebra structure on $A$ corresponds to a $G$-action. We write simply $AG$ instead of $A \# kG$. Then $\Delta(\alpha) = \alpha \otimes \alpha$ and the multiplication on $AG$ is defined by the formula
\[(aa)(b\beta) = (a^\alpha b)(\alpha \beta) \quad (a, b \in A, \alpha, \beta \in G).\]
\[\Box\]

We say that $A$ is $G$-graded if there is some direct sum decomposition $A = \oplus_{\alpha \in G} A_\alpha$ such that $A_\alpha A_\beta \subset A_{\alpha \beta}$ for all $\alpha, \beta \in G$. In this case $a_\alpha$ ($a \in A, \alpha \in G$) denotes the image of $a$ under the canonical projection from $A$ to $A_\alpha$.

Example 2. Let $H = kG^*$ for some finite group $G$. In this case an $H$-module algebra structure on $B$ corresponds to a $G$-grading. We write simply $BG^*$ instead of $B \# kG^*$. The elements $p_\alpha$ ($\alpha \in G$) constitute a basis of $kG^*$. Moreover, $\Delta(p_\alpha) = \sum_{\beta \in G} p_{\alpha \beta}^{-1} \otimes p_{\beta}$ and the multiplication on $BG^*$ is defined by the formula
\[(ap_\alpha)(bp_\beta) = (ab_{\alpha \beta}^{-1})p_\beta \quad (a, b \in B, \alpha, \beta \in G).\]
\[\Box\]

**Definition 10 (Graded Bimodule, Homomorphism of Graded Bimodule).** Let $B$ be a $G$-graded algebra. We say that a $B$-bimodule $M$ is $G$-graded if $M$ is equipped with a direct sum decomposition $M = \oplus_{\alpha \in G} M_\alpha$ such that $B_\alpha M_\beta B_\gamma \subset M_{\alpha \beta \gamma}$ for all triples $(\alpha, \beta, \gamma) \in G \times G \times G$.

A homomorphism of $G$-graded bimodules is a homomorphism of bimodules that preserves $G$-grading.

A resolution $(P, \mu_P)$ of $B$ is called a $G$-graded projective resolution if each bimodule $P_i$ is equipped with a $G$-grading in such a way that the differential $d_P$ and the map $\mu_P$ are morphisms of $G$-graded bimodules. For example, $\operatorname{Bar}(B)$ becomes a $G$-graded resolution of $B$ if we define $(B^{\oplus (n+2)})_\alpha$ as the space generated by such $a_0 \otimes \cdots \otimes a_{n+1}$ that $a_i \in B_{\alpha_i}$ and $a_0 \ldots a_{n+1} = \alpha$.

**Definition 11.** Let $B$ be a $G$-graded algebra and $M$ and $N$ be $G$-graded $B$-bimodules, we define $\operatorname{Hom}_{B^*}(M, N)_0$ as the vector subspace of $\operatorname{Hom}_{B^*}(M, N)$ consisting of grading preserving homomorphisms, i.e.
\[\{f \in \operatorname{Hom}_{B^*}(M, N) \mid f(x)_\alpha = f(x) \text{ for any } \alpha \in G \text{ and any } x \in M_\alpha\}.\]
We also define a complementary subspace $\operatorname{Hom}_{B^*}(M, N)_1$ as the set
\[\{f \in \operatorname{Hom}_{B^*}(M, N) \mid f(x)_\alpha = 0 \text{ for any } \alpha \in G \text{ and any } x \in M_\alpha\}.\]

The following equality holds: $\operatorname{Hom}_{B^*}(M, N) = \operatorname{Hom}_{B^*}(M, N)_0 \oplus \operatorname{Hom}_{B^*}(M, N)_1$.

Let us fix $G$-graded projective bimodule resolution $(P, \mu_P)$ of $B$. Let $\operatorname{Hom}_{B^*}(P, B)_k$ denote $\oplus_{i \geq 0} \operatorname{Hom}_{B^*}(P_i, B)_k$ for $k = 0, 1$. Then it is easy to see that there is a direct sum decomposition
\[\operatorname{Hom}_{B^*}(P, B) = \operatorname{Hom}_{B^*}(P, B)_0 \oplus \operatorname{Hom}_{B^*}(P, B)_1\]
of complexes. It defines a decomposition $\operatorname{HH}^*(B) = \operatorname{HH}^*(B)_0 \oplus \operatorname{HH}^*(B)_1$. It is easy to see that this decomposition does not depend on the choice of $G$-graded resolution.
Moreover, it is clear that we can construct a comultiplication \( \Delta_p \) on \( P \) that at the same time is a morphism of \( G \)-graded bimodules. Then the algebra \( \text{Hom}_{B^e}(P,B) \) turns into a subalgebra of \( \text{Hom}_{B^e}(P,B)_0 \) and \( \text{HH}^*(B)_0 \) turns into a subalgebra of \( \text{HH}^*(B) \). Moreover, \( \text{Hom}_{B^e}(P,B) \) is a \( \text{Hom}_{B^e}(P,B)_0 \)-bimodule and \( \text{HH}^*(B)_1 \) is a \( \text{HH}^*(B)_0 \)-module.

Let \( A = BG^* \). In this case there is a natural \( G \)-action on \( A \) defined by the equality \( \alpha(a \beta) = a \alpha \beta \) (\( a \in A, \alpha, \beta \in G \)). The algebra \( AG \) has a canonical \( G \)-grading defined by the equality \( (AG)_\alpha = A \alpha \) for \( \alpha \in G \). It is well known that \( AG \) is Morita equivalent to \( B \) (see \[10\]). This equivalence can be defined in the following way. Firstly, by results of \[10\] we have \( A \cong p_1 AG p_1 \). It is easy to see that it turns into isomorphism of graded algebras if we define \( (p_1 AG p_1)_\alpha = p_1 A \alpha p_1 \) for \( \alpha \in G \) (see the proof of \[10, Lemma 3.4\]). Then the \( AG \)-bimodule \( M \) corresponds to \( p_1 AG p_1 \)-bimodule \( p_1 M p_1 \) and a morphism of \( AG \)-bimodules \( f : M \to N \) corresponds to the morphism \( p_1 f p_1 : p_1 Mp_1 \to p_1 N p_1 \) of \( p_1 AG p_1 \)-bimodules that sends \( x \in p_1 M p_1 \) to \( f(x) \in p_1 N p_1 \). It is clear that the constructed functor gives a functor between the categories of \( G \)-graded bimodules and so the isomorphism of graded algebras \( \text{HH}^*(B) \cong \text{HH}^*(AG) \) induces isomorphisms \( \text{HH}^*(B)_0 \cong \text{HH}^*(AG)_0 \) and \( \text{HH}^*(B)_1 \cong \text{HH}^*(AG)_1 \).

The Morita equivalence between the algebras above were generalized in the setting of \( k \)-categories with group actions, in \[11\].

5 \( G \)-action on Hochschild complex

In this section we work with some fixed algebra \( A \) equipped with an action of the group \( G \). In particular, \( A \) and \( A^e \) are \( kG \)-modules. Note also that \( \text{Hom}_A(M,N) \) is a \( kG \)-submodule of \( \text{Hom}_k(M,N) \) if \( M, N \in \text{Mod}AG \).

There is an inclusion of algebras \( \phi : A^e G \to (AG)^e \) given by \( \phi((a \otimes b)\alpha) = a\alpha \otimes \alpha^{-1}b \) for \( a, b \in A, \alpha \in G \). If \( M \) is an \( AG \)-bimodule, then we also write \( a^e x \) instead of \( \alpha x \alpha^{-1} \) for \( \alpha \in G, x \in M \). In this case, the inclusion above defines by restriction of scalar an \( A^e G \)-module structure on \( M \), which is given by the formula \( (a \otimes b)\alpha x = a^e x \) for \( a, b \in A, \alpha \in G \) and \( x \in M \). Note also that \( A \) is a left \( A^e G \)-module with multiplication defined by the formula \( (a \otimes b)\alpha c = a^e c \) for \( a, b, c \in A \) and \( \alpha \in G \). If \( M \) is an \( A^e G \)-module and \( N \) has a structure of \( kG \)-module, then we define the \( A^e G \)-module structure on \( M \otimes N \) by the equality \( aa(x \otimes y) = (aax) \otimes (ay) \) for \( a \in A^e, \alpha \in G \) for \( x \in M, y \in N \). At the same time, if \( M \) is a left \( A^e G \)-module and \( N \) is a right \( A^e G \)-module, then for any vector space \( V \) we define the \( (AG)^e \)-module structure on \( M \otimes V \otimes N \) by the equality \( (a \otimes b)(x \otimes v \otimes y) = (ax) \otimes v \otimes (yb) \).

**Definition 12** (\( A^e G \)-module Algebra). An \( A^e G \)-module \( M \) will be called an \( A^e G \)-module algebra if \( M \) is a \( kG \)-module algebra and \( A \)-algebra at the same time.

Let \( M \) be in \( \text{Mod}A^e G \). Then \( C^n(A, M) \) is equipped with a \( kG \)-module structure described above.

Let us recall now some results of \[3\].

Firstly, the \( kG \)-module structure on \( C^n(A, M) \) induces a \( G \)-action on \( \text{HH}^*(A, M) \). In addition, if there is an algebra structure on \( M \) such that it becomes an \( A^e G \)-module algebra, then we obtain \( G \)-action on the graded algebras \( (C(A, M), -) \) and \( (\text{HH}^*(A, M), -) \). The
G-action on \( C(A, M) \) defines new complex \( C(A, M)^G \) with differential \( \delta^G_M : C(A, M)^G \to C(A, M)^G \), whose homology we denote by \( HH^p(A, M)^{G\uparrow} = (\text{Ker } \delta^G_M)/(\text{Im } \delta^G_M) \). If \( M \) is an \( A^eG \)-module algebra, then \( HH^*(A, M)^{G\uparrow} \) is a graded \( k \)-algebra and there is a homomorphism of algebras \( \Theta^G_M : HH^*(A, M)^{G\uparrow} \to HH^*(A, M)^G \) induced by the inclusion of \( C(A, M)^G \subseteq C(A, M) \). Finally, if \( G \) is a finite group such that \( \text{char } k \nmid |G| \), then \( \Theta^G_M \) is an isomorphism.

Let now \( (P, \mu_P) \) be an \( A^e \)-projective \( A^eG \)-resolution of \( A \). Then \( \text{Hom}_{A^e}(P, M) \) is a \( kG \)-complex, in this case we get a \( G \)-action on \( HH^p(A, M) \) which coincides with the action defined above by \([12] \) Lemma 2.

Consider next the complex \( \text{Hom}_{A^eG}(P, M) \). Let

\[
HH^p(A, M)^{G\uparrow}_P = \text{Ker } (\text{Hom}_{A^eG}(d_{P,n}, M))/\text{Im } (\text{Hom}_{A^eG}(d_{P,n-1}, M))
\]

denote its homology. The inclusion \( \text{Hom}_{A^eG}(P, M) \to \text{Hom}_{A^e}(P, M) \) induces a map \( \Theta^G_{P,M} : HH^*(A, M)^{G\uparrow}_P \to HH^*(A, M)^G \). In particular, it is clear that \( HH^*(A, M)^{G\uparrow}_{\text{Bar}(A)} = HH^*(A, M)^{G\uparrow} \). Note also that for \( m \geq 0 \) we can apply the functor \( H^m(G, -) \) to the \( kG \)-complex \( \text{Hom}_{A^e}(P, M) \). We denote by \( HH^p(A, M)^{G\uparrow}_P \) the \( n \)-th homology of the complex \( HH^*(G, \text{Hom}_{A^e}(P, M)) \). It is clear that \( HH^p(A, M)^{G\uparrow}_P = HH^p(A, M)^{G\uparrow}_P \), since \( H^0(G, \text{Hom}_{A^e}(P, M)) = \text{Hom}_{A^eG}(P, M) \).

Assume now that \( M \) is an \( A^eG \)-module algebra. Assume additionally that there is a comultiplication \( \Delta_P : P \to P \otimes A \), which is a morphism of \( A^eG \)-modules. Then we have a map \( \sim_{\Delta_P} : \text{Hom}_{A^eG}(P, M) \otimes \text{Hom}_{A^eG}(P, M) \to \text{Hom}_{A^eG}(P, M) \). If the maps \( (\Delta_P \otimes \text{Id}_P)\Delta_P \) and \( (\text{Id}_P \otimes \Delta_P)\Delta_P \) are homotopic as morphisms of \( A^eG \)-complexes, then the map \( \sim_{\Delta_P} \) induces a well-defined multiplication \( \sim_{\Delta_P} \) on \( HH^*(A, M)^{G\uparrow}_P \). It is clear that if \( P \) is an \( A^eG \)-projective resolution of \( A \), then the map \( \Delta_P \) exists and induces a well-defined product on \( HH^*(A, M)^{G\uparrow}_P \). Moreover, in this case any comultiplication on \( P \), which is a morphism of \( A^eG \)-modules, defines the same product on \( HH^*(A, M)^{G\uparrow}_P \). We can see that for any \( A^e \)-projective \( A^eG \)-resolution \( (P, \mu_P) \) of \( A \) and any comultiplication \( \Delta_P \) the map \( \Theta^G_{P,M} \) is a homomorphism of graded algebras (one of which can be nonassociative in general).

Usually the role of \( M \) is played by \( A \) or \( AG \). It is well known that \( HH^*(A) \) is a graded commutative algebra. The next result shows that this is not true for \( HH^*(A, AG) \) in general. On the other hand, we will show that the algebra \( HH^*(A, AG)^G \) is graded commutative. Note that there is a direct sum decomposition \( HH^*(A, AG) = \bigoplus_{\alpha \in G} HH^*(A, A\alpha) \).

**Lemma 5.1.** Let \( \bar{f} \) be an element of \( HH^i(A, A\alpha) \) and \( \bar{g} \) be an element of \( HH^j(A, A\beta) \), where \( i, j \geq 0, \alpha, \beta \in G \). Then the equality

\[
\bar{f} \sim \bar{g} = (-1)^{ij}\bar{g} \sim \beta^{-1}\bar{f}
\]

is satisfied in \( HH^*(A, AG) \).

**Proof.** The proof, in fact, is analogous to the proof of \([12] \) Theorem 3], we give it here for the sake of completeness.

Let \( f \in C^i(A, A\alpha) \) and \( g \in C^j(A, A\beta) \) be the elements representing \( \bar{f} \) and \( \bar{g} \) correspondingly. Note that \( g(X)\beta^{-1} \) lies in \( A \) for any \( X \in A^{\otimes n} \) and so we can define the elements \( f \circ_n g \in C^{i+j-1}(A, A\alpha\beta) \) \((1 \leq n \leq i)\) by the equality

\[
(f \circ_n g)(a_1 \otimes \cdots \otimes a_{i+j-1}) = (-1)^{n(i-1)}f(a_1 \otimes \cdots \otimes a_{n-1} \otimes g(a_n \otimes \cdots \otimes a_{n+j-1})\beta^{-1} \otimes \beta a_{n+j} \otimes \cdots \otimes \beta a_{i+j-1})\beta
\]
for \(a_k \in A\) \((1 \leq k \leq i + j - 1)\). Let us define \(f \circ g = \sum_{n=1}^{i} f \circ_n g\). Note that

\[
\delta^k_{i+j-1}(f \circ_n g) = \begin{cases} 
(1)^{i-1} \delta^k_i (f) \circ_{n+1} g, & \text{if } 0 \leq k \leq n - 1, \\
(1)^{n-1} f \circ_n \delta^k_{j-n+1}(g), & \text{if } n \leq k \leq n + j - 1, \\
(1)^{i-1} \delta^k_{i+j-1}(f) \circ_n g, & \text{if } n + j \leq k \leq i + j,
\end{cases}
\]

\[
\delta^n_{i-1}(f) \circ_n g = \begin{cases} 
(1)^{j+n} f \circ_{n-1} \delta^0_j(g), & \text{if } 2 \leq n \leq i + 1, \\
(1)^{j-1} g \simeq \beta^{-1} f, & \text{if } n = 1,
\end{cases}
\]

\[
\delta^n_i(f) \circ_n g = \begin{cases} 
(1)^{j+n+1} f \circ_n \delta^0_{j+1}(g), & \text{if } 1 \leq n \leq i, \\
(1)^{(i+1)} f \simeq g, & \text{if } n = i + 1,
\end{cases}
\]

Let now apply \(\delta^{i+j-1}_{AG}\) to the element \(f \circ g\):

\[
\delta^{i+j-1}_{AG}(f \circ g) = \sum_{k=0}^{i+j} \sum_{n=1}^{i} \delta^k_{i+j-1}(f \circ_n g) = \sum_{n=1}^{i} \left( \sum_{k=0}^{i-1} (1)^{i-1} \delta^k_i(f) \circ_{n+1} g \right) \\
+ \sum_{k=n}^{i+j} (1)^{n-1} f \circ_n \delta^k_{j-n+1}(g) + \sum_{k=n+j}^{i+j} (1)^{j-1} \delta^k_{i+j-1}(f) \circ_n g
\]

\[
= (1)^{j-1} \sum_{n=1}^{i+1} (\delta^n_{AG}(f) - \delta^n_{i-1}(f) - \delta^n_i(f)) \circ_n g \\
+ \sum_{n=1}^{i} (1)^{n-1} f \circ_n (\delta^n_{AG}(g) - \delta^n_0(g) - \delta^n_{j+1}(g)) = -g \simeq \beta^{-1} f + (-1)^{ij} f \simeq g.
\]

Thus, the lemma is proved.

\[
\square
\]

**Corollary 5.2.** \(\text{HH}^*(A, AG)^G\) is a graded commutative algebra.

### 6 From \(A^eG\) to \((AG)^e\)

In this section we explain how the \((AG)^e\)-projective resolution of \(AG\) can be obtained from \(A^eG\)-projective resolution of \(A\). Also it is noted above that there is a homomorphism of algebras \(\phi : A^eG \rightarrow (AG)^e\) defined by the formula \(\phi((a \otimes b)\alpha) = a\alpha \otimes \alpha^{-1}b\) for \(a, b \in A\), \(\alpha \in G\). This inclusion makes \((AG)^e\) an \(A^eG\)-projective module and induces a forgetful functor from \(\text{Mod}(AG)^e\) to \(\text{Mod}A^eG\), for which there is a left adjoint functor \(T = (AG)^e \otimes_{A^eG} -\). So we have natural isomorphisms

\[
\chi_{N,M} : \text{Hom}_{A^eG}(N, M) \rightarrow \text{Hom}_{(AG)^e}(TN, M)
\]

for all \(M \in \text{Mod}(AG)^e\) and \(N \in \text{Mod}A^eG\).

**Lemma 6.1.** Let \((P, \mu_P)\) be an \(A^eG\)-projective resolution of \(A\). Then \(TP\) is an \((AG)^e\)-projective resolution of \(AG\). In particular, the map \(\chi_{P,M}\) induces a bijective map \(\bar{\chi}_{P,M} : \text{HH}^*(A, M)_{\otimes_P^G} \rightarrow \text{HH}^*(AG, M)\) for any \(AG\)-bimodule \(M\). Moreover, if \(M\) is an \(AG\)-algebra, then \(\bar{\chi}_{P,M}\) is an isomorphism of graded algebras.
Lemma 6.2. Let $A$ be a projective $A^eG$-module to projective $(AG)^e$-modules. So it remains to prove the last assertion. Let $\Delta_P : P \to P \otimes_A P$ be a comultiplication, which is a morphism of $A^eG$-modules. Let $\psi : T(P \otimes_A P) \to TP \otimes_{AG} TP$ be defined by the equality
\[
\psi((a \otimes b) \otimes_{A^eG} (x \otimes_A y)) = ((a \otimes 1_A) \otimes_{A^eG} x) \otimes_{AG} ((1_A \otimes b) \otimes_{A^eG} y)
\]
for $a, b \in AG$ and $x, y \in P$. Then we can define a comultiplication $\Delta_{TP}$ by the equality $\Delta_{TP} = \psi T \Delta_P$. Note that for $x \in P$, $a \in (AG)^e$ and $f \in \operatorname{Hom}_{A^eG}(P, M)$ we have $\chi_{P,M}(f)(a \otimes x) = af(x)$.

Let us prove that
\[
\chi_{P,M}(\mu_M(f \otimes g)) = \mu_M(\chi_{P,M}(f) \otimes \chi_{P,M}(g)) \psi : T(P \otimes_A P) \to M
\]
for $f, g \in \operatorname{Hom}_{A^eG}(P, M)$. For $a, b \in AG$ and $x, y \in P$ we have
\[
\chi_{P,M}(\mu_M(f \otimes g))(a \otimes b) \otimes (x \otimes y) = (a \otimes b)f(x)g(y) = af(x)g(y)b.
\]
and
\[
\mu_M(\chi_{P,M}(f) \otimes \chi_{P,M}(g)) \psi((a \otimes b) \otimes (x \otimes y))
\]
\[
= \mu_M(\chi_{P,M}(f) \otimes \chi_{P,M}(g)) \left( ((a \otimes 1_A) \otimes x) \otimes ((1_A \otimes b) \otimes y) \right) = af(x)g(y)b.
\]
Then we have
\[
\chi_{P,M}(\mu_M(f \otimes g) \Delta_P) = \chi_{P,M}(\mu_M(f \otimes g)) T \Delta_P
\]
\[
= \mu_M(\chi_{P,M}(f) \otimes \chi_{P,M}(g)) \psi T \Delta_P = \mu_M(\chi_{P,M}(f) \otimes \chi_{P,M}(g)) \Delta_{TP}.
\]
\[\blacksquare\]

Definition 13. We call the $A^eG$-module $P$ almost $A^eG$-projective if the module $P \otimes kG$ is $A^eG$-projective.

It is clear that a module $P$ in $\operatorname{Mod}A^eG$ is almost $A^eG$-projective if $P \otimes Q$ is $A^eG$-projective for any $kG$-projective module $Q$. Note that for any $kG$-module $M$ the module $A^e \otimes M$ is almost $A^eG$-projective. In particular, the bar resolution of $A$ is almost $A^eG$-projective, because $A^{\otimes(n+1)} \cong A^e \otimes A^{\otimes n}$ as $A^eG$-module.

The next lemma can be found in [13, Proposition 1.7].

Lemma 6.2. Let $G$ be a finite group and $A$ be a $kG$-algebra. Then the following statements are equivalent:
1. $A$ is $kG$-projective;
2. there is such $a \in A$ that $\sum_{a \in G} a = 1_A$;
3. $A$ is $AG$-projective.

Corollary 6.3. Let $G$ be a finite group and $A$ be a $kG$-algebra. If $A$ is a $kG$-projective module, then the bar resolution of $A$ is an $A^eG$-projective resolution.
Proof. Since $A$ is $kG$-projective, $A^e$ is $kG$-projective too. So $A^e$ is a projective $A^eG$-module by Lemma 6.2. So $\text{Bar}_n(A) \cong A^e \otimes A^e_n$ is $A^eG$-projective.

\[ \square \]

If $|G| < \infty$ and $A$ is a projective $kG$-module, then it follows from Lemma 6.1 and Corollary 6.3 that there is an isomorphism of graded spaces $\chi_{\text{Bar}(A),M}: \text{HH}^*(A,M)^{G_1} \to \text{HH}^*(AG,M)$ for any $AG$-bimodule $M$. Moreover, $\chi_{\text{Bar}(A),M}$ is an algebra isomorphism if $M$ is an $AG$-algebra.

7 Constructing spectral sequences from the zero page

Let $(P, \mu_P)$ be an almost $A^eG$-projective resolution of $A$ and $(Q, \mu_Q)$ be a $kG$-projective resolution of the trivial $kG$-module $k$. Then $P \otimes Q$ is an $A^eG$-projective resolution of $A$ by the arguments above. We can compute the Hochschild cohomology of $AG$ with coefficients in an $(AG)^e$-module $M$ using the complex $\text{Hom}_{A^eG}(P \otimes Q, M)$ accordingly to Lemma 6.1.

Definition 14. A double $A$-complex is a $\mathbb{Z} \times \mathbb{Z}$-graded $A$-module $P$ with two differentials of degrees $(-1,0)$ and $(0,-1)$, i.e. an $A$-module $P$ with some fixed $A$-module direct sum decomposition $P = \bigoplus_{(n,m) \in \mathbb{Z} \times \mathbb{Z}} P_{n,m}$ and $A$-module homomorphisms $d^h_P, d^v_P : P \to P$ such that $d^h_P(P_{n,m}) \subseteq P_{n-1,m}$, $d^v_P(P_{n,m}) \subseteq P_{n,m-1}$ and $(d^h_P)^2 = (d^v_P)^2 = d^h_Pd^v_P + d^v_Pd^h_P = 0$. The totalization of $P$ is the complex $\text{Tot}(P)$, which equals $P$ as an $A$-module, has grading $\text{Tot}(P)_n = \bigoplus_{i+j=n} P_{i,j}$ and differential $d^h_P + d^v_P$.

As a tensor product of complexes $P$ and $Q$ the complex $P \otimes Q$ is a totalization of the double complex $B$, whose $(i,j)$-member is $B_{i,j} = P_i \otimes Q_j$ and differentials are defined by the equalities $d^h_B(x \otimes y) = d_P(x) \otimes y$ and $d^v_B(x \otimes y) = (-1)^i x \otimes d_Q(y)$ for $x \in P_i$, $y \in Q$. Applying the functor $\text{Hom}_{A^eG}(-, M)$ to the double complex $B$ we obtain the double complex $\text{Hom}_{A^eG}(B, M)$ whose totalization is isomorphic to $\text{Hom}_{A^eG}(P \otimes Q, M)$. As any double complex $\text{Hom}_{A^eG}(B, M)$ has two filtrations: column filtration and row filtration. Correspondingly we obtain two spectral sequences. Let $^1E$ and $^2E$ denote these spectral sequences. We write $d^h_M$ and $d^v_M$ instead of $\text{Hom}_{A^eG}(d^h_B, M)$ and $\text{Hom}_{A^eG}(d^v_B, M)$.

Let firstly consider the sequence $^1E$ that is obtained from the filtration

$$\cdots \subseteq F^1_1 \subseteq F^1_0 = \text{Hom}_{A^eG}(B, M), \quad F^I_n = \text{Hom}_{A^eG}(\bigoplus_{i \geq 0, j \geq 0} B_{i,j}, M).$$

The zero page of $^1E$ is defined by the equality $E^0_0 = \text{Hom}_{A^eG}(P_J \otimes Q_i, M)$. There are natural isomorphisms

$$\phi_{i,j} : \text{Hom}_{A^eG}(P_J \otimes Q_i, M) \cong \text{Hom}_{kG}(Q_i, \text{Hom}_{A^e}(P_J, M))$$

defined by the equality $((\phi_{i,j}f)(x))(y) = f(y \otimes x)$ for $f \in \text{Hom}_{A^eG}(P_J \otimes Q_i, M)$, $x \in Q_i$, $y \in P_J$. Because of that one sees that the first page is $^1E^1_0 = \text{Hom}_{kG}(Q_i, \text{HH}^J(A, M))$ and the second page is $^1E^2_0 = \text{HH}^J(G, \text{HH}^J(A, M))$. Since spectral sequence of double complex converges to the homology of its totalization, we obtain that

$$^1E^j_0 = \text{HH}^J(G, \text{HH}^J(A, M)) \Rightarrow \text{HH}^{j+1}(AG, M). \quad (7.1)$$
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This fact is well known, its analogues can be found in \([1, 2, 3]\). Note that the authors of \([3]\) use similar constructions to the ones we make here. Let now consider the sequence \(\mathcal{E}\) that is obtained from the filtration
\[
\cdots \subset F_1^{\mathcal{E}} \subset F_0^{\mathcal{E}} = \Hom_{A^G}(B, M), \quad F_n^{\mathcal{E}} = \Hom_{A^G}(\oplus_{i\geq 0, j\geq n} B_{i,j}, M).
\]
The zero page of \(\mathcal{E}\) is defined by the equality
\[
\mathcal{E}_0^{i,j} = \Hom_{A^G}(P_i \otimes Q_j, M) \cong \Hom_{kG}(Q_j, \Hom_{A^r}(P_1, M)).
\]
It is clear that \(\mathcal{E}_1^{i,j} \cong H^j(G, \Hom_{A^r}(P_1, M))\) and \(\mathcal{E}_2^{i,j} \cong HH^i(A, M)^G_p\). So
\[
\mathcal{E}_2^{i,j} \cong HH^i(A, M)^G_p \implies HH^{i+j}(AG, M).
\] (7.2)
If \(\Hom_{A^r}(P, M)\) is a \(kG\)-projective module, then \(\mathcal{E}_2^{i,j} = 0\) for \(j > 0\) and this means that any element of \(HH^p(A, M)^G_{p\otimes Q} \cong HH^p(AG, M)\) can be represented by an element of \(\Hom_{A^r}(P \otimes Q_n, M)\), which equals 0 on \(P \otimes Q_j\) for \(j > 0\). In particular, we obtain that \(\Theta^G_{p,M} : HH^i(A, M)^G_p \rightarrow HH^i(A, M)^G\) is an isomorphism if \(\Hom_{A^r}(P, M)\) is a \(kG\)-projective module. Note that \(\Hom_{A^r}(P, M)\) can be \(kG\)-projective even if \(P\) is not \(A^r\)-projective. For example, it is so if \(P\) is the bar resolution of \(A\) and \(M\) is a \(kG\)-projective module.

It is easy to see that the composition of edge maps
\[
\mathcal{E}_2^{r,0} \rightarrow \mathcal{E}_1^{r,0} \hookrightarrow HH^r(AG, M) \rightarrow \mathcal{E}_0^{\infty,r} \hookrightarrow \mathcal{E}_0^{0,r}
\]
is simply \(\Theta^G_{p,M}\). If \(\Hom_{A^r}(P, M)\) is \(kG\)-projective, then \(\mathcal{E}_2^{r,0} \rightarrow \mathcal{E}_1^{r,0} \hookrightarrow HH^r(AG, M)\) is an isomorphism and so \(\mathcal{E}_0^{\infty,r} \cong \operatorname{Im} \Theta^G_{p,M}\).

Let \(d_r : \mathcal{E}_r \rightarrow \mathcal{E}_{r+1}\) and \(d_r : \mathcal{E}_r \rightarrow \mathcal{E}_{r+1}\) denote the \(r\)-th differentials of spectral sequences.

### 8 Multiplication on the zero page

Let now \(M\) be an \(AG\)-algebra. Let \(P\) and \(Q\) be as in the previous section. Assume additionally that we have some comultiplication \(\Delta_P\) on \(P\), which is a morphism of \(A^r\)-modules, and some comultiplication \(\Delta_Q\) on \(Q\). It always exists, because \(Q\) is a \(kG\)-projective resolution. Let
\[
\psi : (P \otimes A P) \otimes (Q \otimes Q) \rightarrow (P \otimes Q) \otimes_A (P \otimes Q)
\]
be defined by the equality \(\psi(x_1 \otimes A x_2 \otimes y_1 \otimes y_2) = (-1)^{ij} x_1 \otimes y_1 \otimes A x_2 \otimes y_2\) for \(x_1 \in P, x_2 \in P, y_1 \in Q, y_2 \in Q\). It is easy to see that \(\psi\) is an isomorphism of \(A^r\)-complexes. Let us define \(\Delta_{P\otimes Q} = \psi(\Delta_P \otimes \Delta_Q)\). Then \(\Delta_{P\otimes Q}\) is a comultiplication on \(P \otimes Q\), which is a morphism of \(A^r\)-complexes. Thus, we can define the multiplication \(\sim_{\Delta_{P\otimes Q}}\) on the complex \(\Hom_{A^r}(P \otimes Q, M)\). Since \(P \otimes Q\) is \(A^r\)-projective, we can describe the multiplication \(\sim\) on the Hochschild cohomology of \(AG\) describing the multiplication induced by \(\sim_{\Delta_{P\otimes Q}}\) on \(HH^i(A, M)^G_{p\otimes Q}\) accordingly to Lemma 6.11.

On the other hand \(\Delta_{P\otimes Q}\) induces an \(A^r\)-homomorphism from \(B\) to \(B \otimes_A B\), which respects the \(\mathbb{Z} \times \mathbb{Z}\)-grading and both differentials of \(B\). So \(\sim_{\Delta_{P\otimes Q}}\) induces a map
\[
\sim_{B} : \Hom_{A^r}(B, M) \otimes \Hom_{A^r}(B, M) \rightarrow \Hom_{A^r}(B, M),
\]
which respects the $\mathbb{Z} \times \mathbb{Z}$-grading and the both differentials of $\text{Hom}_{A^G}(B, M)$. Such a map induces maps $\sim_r^i: I^rE_r \otimes I^rE_r \to I^rE_r$ and $\sim^{II}_r: II^rE_r \otimes II^rE_r \to II^rE_r$ for all $0 \leq r \leq \infty$. Thus, we obtain two spectral sequences of algebras $(I^rE_r, \sim_r^i)$ and $(II^rE_r, \sim^{II}_r)$, and both of them converge to $\text{HH}^*(AG, M)$.

Note that modulo isomorphism $\text{Hom}_{A^G}(B, M) \cong \text{Hom}_{kG}(Q, \text{Hom}_{A^G}(P, M))$ the multiplication $\sim_B$ is simply the multiplication $\sim_{\Delta_Q}$ on the complex $\text{Hom}_{kG}(Q, L)$, where $L$ is the $kG$-module algebra $\text{Hom}_{A^G}(P, M)$ with the multiplication $\sim_{\Delta_P}$. If $\Delta_P$ and $\Delta_Q$ are coassociative, then $\sim_{\Delta_P}, \sim_{\Delta_Q}$ and $\sim_B$ are associative, but in general all of this multiplications may be nonassociative. On the other hand, the multiplication induced by $\sim_B$ on $I^2E_2$ is the multiplication $\sim$ on the complex $H^*(G, L)$, where $L$ is the $kG$-module algebra $\text{HH}^*(A, M)$ with the multiplication $\sim$. So $\sim_B$ always induces an associative multiplication on $I^2E_2$.

**Remark 8.1.** Let $P'$ be some $A^G$-projective resolution of $A$ and $Q'$ be some $kG$-projective resolution of $k$. Let $I^E$ and $I^E'$ be the spectral sequences constructed using $P'$ and $Q'$. There are a homomorphism of $A^G$-complexes $\Phi: P' \to P$ lifting $\text{Id}_A$ and a homomorphism of $kG$-complexes $\Psi: Q' \to Q$ lifting $\text{Id}_k$. Then the map $\Phi \otimes \Psi: P' \otimes Q' \to P \otimes Q$ induces some maps $I^E_r \to I^E_r'$ and $I^E_r: I^E_r \to I^E_r'$ for all $r \geq 0$. It is easy to see that the map $I^E_2$ is an isomorphism of algebras (for any choice of $\Delta_P$ and $\Delta_Q$). So the map $I^E_r$ is an isomorphism of algebras for any $r \geq 2$ (see [14, Theorem 3.4]). This means that beginning from the second page the sequence $I^E$ does not depend on the choice of $P$ and $Q$.

**Example 3.** Let us take $P = \text{Bar}(A), \Delta_P = \Delta, Q = \text{Bar}(k)$ and $\Delta_Q = \Delta$ (see the definitions in Sections 2 and 3). Then

$$\text{Hom}_{A^G}(B_{i,j}, M) \cong C^j(G, C^i(A, M)) \cong C^i(A, M) \otimes C^j(G, k).$$

For $f \in C^i(A, M), \hat{u} \in C^j(G, k)$ we have

$$\delta_M^h(f \otimes \hat{u}) = \delta_M^i(f) \otimes \hat{u}, \delta_M^j(f \otimes \hat{u}) = (-1)^{ij}(f \otimes \delta^j(\hat{u}) + \sum_{\alpha \in G}(\alpha f - f) \otimes (p_\alpha \sim \hat{u})).$$

Finally, the map $\sim_B$ is defined by the equality

$$(f \otimes \hat{u}) \sim_B (g \otimes \hat{v}) = (-1)^{ij2} \sum_{\alpha \in G}(f \sim \alpha g) \otimes (\hat{u}_\alpha \sim \hat{v})$$

for $f \in C^i(A, M), g \in C^j(A, M), \hat{u} \in C^j(G, k),$ and $\hat{v} \in C^j(G, k)$, where

$$\hat{u}_\alpha(\alpha_1 \otimes \cdots \otimes \alpha_j) = \begin{cases} \hat{u}(\alpha_1 \otimes \cdots \otimes \alpha_j), & \text{if } \alpha_1 \cdots \alpha_j = \alpha, \\ 0, & \text{otherwise}. \end{cases}$$

For a finite subgroup $H$ of $G$ such that $\text{char } k \nmid |H|$ we define $e_H = \sum_{\alpha \in k^H}^\alpha$. If $H \trianglelefteq G$, then $e_H$ is a central idempotent and the subalgebra $(kG)e_H$ is isomorphic to $k(G/H)$. Moreover, if $(Q, \mu_Q)$ is a projective $kG$-resolution of $k$, then $(e_HQ, \mu_Q|_{e_HQ})$ is a projective $kG$-resolution of $k$ too. Assume that $Q = e_HQ$ initially. Then $Q$ is a $k(G/H)$-resolution and we have

$$\text{Hom}_{A^G}(B, M) \cong \text{Hom}_{kG}(Q, \text{Hom}_{A^G}(P, M)) \cong \text{Hom}_{k(G/H)}(Q, e_H \text{Hom}_{A^G}(P, M)).$$

(8.1)
Example 4. In this example we take $P = \text{Bar}(A)$ and $\Delta_P = \Delta$ again. Assume that $\text{char } k = p$, where $p$ is some prime. Let $q$ be a power of $p$ and $C_q$ be a cyclic group of order $q$. Let $G$ be an extension of $C_q$ by a finite group $H$, whose order is not divisible by $p$, i.e. $H \leq G$ and $G/H \cong C_q$. Let $\rho$ be a generator of $C_q$. Let us denote by $N$ the element $\sum_{i=0}^{q-1} \rho^i$.

Let us define a $kG$-projective resolution $(Q, \sum_{\alpha \in G} p_{\alpha}([kG]e_H))$ of $k$. We define $Q_n = ([kG]e_H)$ for all $n \geq 0$. Given some $x \in ([kG]e_H)$, we write $x[n]$ for the corresponding element of $Q_n$. Then the differential $d_Q$ is defined by the equality

$$d_Q(e_H[n]) = \left\{ \begin{aligned}
\mathcal{N} e_H[n-1], & \quad \text{if } 2 \mid j \text{ and } j > 0, \\
(e_H - \rho e_H)[n-1], & \quad \text{if } 2 \nmid j.
\end{aligned} \right.$$

Accordingly to (8.1) we have $\text{Hom}_{A\cdot G}(B_{i,j}, M) \cong C^i(A, M)^H$. Given some $f \in C^i(A, M)^H$, we write $f[j]$ for the corresponding element of $\text{Hom}_{A\cdot G}(B_{i,j}, M)$. Then for $f \in C^i(A, M)^H$ we have

$$\delta^i_M(f[j]) = \delta^i_M(f)[j], \quad \delta^i_M(f[j]) = \left\{ \begin{aligned}
(-1)^i(f - \rho f)[j + 1], & \quad \text{if } 2 \mid j, \\
(-1)^i \sum_{i=0}^{q-1} \rho^i f[j + 1], & \quad \text{if } 2 \nmid j.
\end{aligned} \right.$$

Let now define the map $\Delta_Q : Q \to Q \otimes Q$ by the equalities

$$\Delta_Q(e_H[2n]) = \sum_{m=0}^{n} e_H[2m] \otimes e_H[2(n-m)]$$

$$+ \sum_{m=0}^{n-1} \sum_{i=0}^{q-1} \sum_{j=0}^{i-1} \rho^i e_H[2m+1] \otimes \rho^j e_H[2(n-m) - 1],$$

$$\Delta_Q(e_H[2n+1]) = \sum_{m=0}^{n} e_H[2m] \otimes e_H[2(n-m) + 1] + \sum_{m=0}^{n} \rho e_H[2m+1] \otimes e_H[2(n-m)]$$

for $n \geq 0$. Then the map $\sim_B$ is defined by the equality

$$f[j_1] \sim_B g[j_2] = \begin{cases} 
(f \sim g)[j_1 + j_2], & \text{if } 2 \mid j_1, \\
(-1)^{i_2}(\rho^f \sim g)[j_1 + j_2], & \text{if } 2 \nmid j_1 \text{ and } 2 \mid j_2, \\
(-1)^{i_2} \sum_{n=0}^{q-1} \sum_{m=0}^{n-1} \rho^n f \sim \rho^m g)[j_1 + j_2], & \text{if } 2 \nmid j_1 \text{ and } 2 \nmid j_2.
\end{cases}$$

for $f \in C^i(A, M)^H, g \in C^{i+2}(A, M)^H$.

9 When $\text{Im } E^i$ degenerates

Definition 15. Spectral sequence $E$ is called $(R, S)$-degenerated if $E^{i,j}_R = 0$ for $i \geq S$. In particular, $(R, S)$-degenerated spectral sequence collapses at the $\max(R, S)$ page.
Let $G$ be a finite group and $M$ be an $A^eG$-module algebra. In this section we consider the following question. Do integers $R$ and $S$ such that $^1E$ is $(R, S)$-degenerated exist?

Let us formulate an enough condition for $(R, S)$-degenerated of $^1E$. We call the family of elements $\hat{u}_t \in H^i(G, k)$ ($t \in X$) an $S_0$-generating system if $H^i(G, L) = \sum_{t \in X} H^{-i}(G, L) \sim \hat{u}_t$ for any $i \geq S_0$ and any simple $kG$-modules, then by the Golod-Venkov-Evens theorem there is a finite $S_0$-generating system for some integer $S_0$.

**Theorem 9.1.** Let $\hat{u}_t \in H^i(G, k)$ ($1 \leq t \leq s$) be an $S_0$-generating system for $H^*(G, k)$. Assume that $R \geq 2$ is some integer. Then

1. if the sequence $^1E$ is $(R, S)$-degenerated, then the class of $\hat{u}_t^{k_t} \sim 1_{H^i(G, HH^*(A,M))}$ in $^1E_R^{i,0}$ equals 0 for any $1 \leq t \leq s$, where $k_t = \left[ \frac{s}{i} \right];$

2. if the integers $k_t$ ($1 \leq t \leq s$) are such that the class of $\hat{u}_t^{k_t} 1_{H^i(G, HH^*(A,M))}$ in $^1E_R^{i,0}$ equals 0 for any $1 \leq t \leq s$, then $^1E$ is $(R, S)$-degenerated for some $S \leq S_0 + \sum_{t=1}^s (k_t - 1)i_t$.

**Proof.** The first assertion is obvious. We write simply $\hat{u}_t$ instead of $\hat{u}_t^{k_t} \sim 1_{H^i(G, HH^*(A,M))}$. Let us prove that $^1E^{i,j}_R = \sum_{t=1}^s ^1E^{i-ti,j}_R \sim^R \hat{u}_t$ for $i \geq S_0$. We may assume that $(Q, \mu_Q)$ is a minimal $kG$-projective resolution of $k$. Let $u_t : Q_i \to k$ ($1 \leq t \leq s$) be an element representing $\hat{u}_t$. There are morphisms of complexes $T_t : Q \to Q[-i_t]$ such that $\mu_Q T_t u_t = u_t$. Let us define $U = \oplus_{t=1}^s Q[-i_t]$. Let $\Phi = \sum_{t=1}^s T_t : Q \to U$. Let us take some $i \geq S_0$. Let $J$ be the Jacobson radical of $kG$ and $\pi_i : Q_i \to Q_i/JQ_i$ be the canonical projection. Since $Q$ is a minimal resolution of $k$, the map $\pi_i$ defines a cocycle $\hat{\pi}_i \in H(G, Q_i/JQ_i)$. Since $i \geq S_0$, it is clear that $H^i(G, L) = \sum_{t=1}^s H^{-i}(G, L) \sim \hat{u}_t$ for any semisimple $kG$-module $L$.

Hence, there are some $\hat{v}_t \in H^{i-t}(G, Q_i/JQ_i)$ such that $\hat{\pi}_i = \sum_{t=1}^s \hat{v}_t \sim \hat{u}_t$. Let $v_t : Q_{i-t} \to k$ ($1 \leq t \leq s$) be an element representing $\hat{v}_t$ and let $\Gamma_i = \sum_{t=1}^s v_t : U_t \to Q_i/JQ_i$. It is easy to see that $\Gamma_i \Phi_t$ represents $\hat{\pi}_i$ in $H(G, Q_i/JQ_i)$. Since $Q_i/JQ_i$ is semisimple and $Q$ is minimal, we have $\pi_i = \Gamma_i \Phi_t$. Since $U$ is projective, there is a map $\Psi_i : U_t \to Q_i$ such that $\pi_i \Psi_i = \Gamma_i$, i.e. $\pi_i (\operatorname{Id}_{Q_i} - \Psi_i \Phi_t) = 0$. Then the image of $f_i = \operatorname{Id}_{Q_i} - \Psi_i \Phi_t$ lies in $JQ_i$ and so $\Psi_i \Phi_t$ is invertible. Let us define $\Psi_i = (\Psi_i \Phi_t)^{-1} \Psi_i$. We have $\Psi_i \Phi_t = \operatorname{Id}_{Q_i}$. It is easy to show that $\Psi_i d_{U_t} = d_{Q_i} \Psi_{i+1}$ for $i \geq S_0$. Let now $w$ be an element of $^1E^{i,j}_R$, where $i \geq S_0$. Then there is some element $w \in \operatorname{Hom}_{kG}(Q_i, \operatorname{Hom}_{kG}(P_j, M))$ that represents $w$. We have $w = (w \Psi_i) \Phi_t = \sum_{t=1}^s (w \Psi_i)|_{Q_{i-t}} T_t u_t$. Then it is not hard to show that $(w \Psi_i)|_{Q_{i-t}}$ represents some element $\hat{w}_t \in ^1E^{i-ti,j}_R$ for any $1 \leq t \leq s$ and $w = \sum_{t=1}^s \hat{w}_t \sim^R \hat{u}_t$ in $^1E^{i,j}_R$.

Assume now that the condition of the second assertion is satisfied. Let $w$ be an element of $^1E^{i,j}_R$, where $i \geq S_0 + \sum_{t=1}^s (k_t - 1)i_t$. It is easy to show that $w = \sum_{t=1}^s v_t \sim^R \hat{u}_t$ for some $v_t \in ^1E^{i-tk_t,j}_R$. Since $\hat{u}_t^{k_t} = 0$ in $^1E^{i,0}_R$, $w = 0$ in $^1E^{i,j}_R$. 

\[\square\]
Remark 9.2. Note that it follows from the proof of Theorem 9.1 that for any $kG$-module $L$ the $H^*(G, k)$-module $H^*(G, L)$ is generated by elements whose degrees are less or equal than $S_0$, where $S_0$ is a minimal integer such that $HH^*(G, k)$ is an $S_0$-generating system.

Corollary 9.3. Let $R \geq 2$ be some integer. If $Q_s$ is periodic with period $n$, then $I^E$ is $(R, S)$-degenerated for some $S$ iff $\hat{u} = 1$ in $H^n(G, HH^*(A, M)) = 0$ in $I^E_{R, n}$. If there is such $S \leq 0$, then $I^E$ is $(R, S)$-degenerated for some integer $S$. If there is such $S$ that $I^E = (R, S)$-degenerated is more than $(m - 1)n$ and less or equal than $mn$.

Proof. It is easy to see that $\hat{u}$ is an $n$-generating system. So everything follows from Theorem 9.1.

Corollary 9.4. If there are such $T$ and $R \geq 2$ that $I^E_{R, n} = 0$ for $i > T$, then $I^E$ is $(R, S)$-degenerated for some integer $S$. If there is such $T$ that $I^E_{n} = 0$ for $i > T$, then $I^E$ is $(R, S)$-degenerated for some integers $R$ and $S$.

10 Some facts about $I^E$ in the case of cyclic group

From this moment to the end of the paper we assume that $\text{char } k = p$ and $G$ is a group from Example [3]. This means that there is a finite normal subgroup $H$ of $G$ such that $p \nmid |H|$ and $G/H \cong C_q$, where $q$ is a power of $p$. As in Example [4] we denote by $\rho$ the generator of $C_q$.

Let $\Delta_\rho = 1 - \rho \in kC_q$. Note that $\sum_{i=0}^{q-1} \rho^i = \Delta_\rho^{q-1}$. In this section we formulate and prove some properties of $I^E$, which follow from the results of previous sections.

Proposition 10.1. Let $A$ be a $kG$-module algebra, $M$ be an $A^eG$-module algebra. Then the following statements are true:

1. If $I^E$ is $(R, S)$-degenerated for some integers $R$ and $S$, then $M^H$ is $kC_q$-projective.
2. Let $M^{AH}$ be a $kC_q$-nonprojective module. Then $I^E_{n} \neq 0$. In particular, we have $\text{dim}_k HH^1(AG, M) > 0$ in the case where $M$ is an $(AG)^e$-module.
3. Let $M^{AH}$ be a $kC_q$-projective module. Then $I^E$ is $(2, 1)$-degenerated. In particular, $HH^1(AG, M) \cong HH^1(A, M)^G$ as graded algebra in the case where $M$ is an $(AG)^e$-module.

Proof. 1. We may assume that the sequence $I^E$ is constructed using $P$ and $Q$ from Example [3]. Also we use the notation introduced there. There is some integer $k$ such that the image of $H^2k(C_q, M^{AH})$ in $I^E_{k, 0}$ is zero. In particular, the class of $1_M \in M^{AG} \subset M^{AH} \cong \text{Hom}_{kC_q}(Q_{2k}, M^{AH})$ in $I^E_{k, 0}$ is zero. Let us prove that for any $0 \leq i \leq 2k$ there is such $u_i \in M^H$ that the class of $1_M - \Delta_\rho^{-1} u_i$ in $I^E_{i+1, 0}$ is zero. We can take $u_{2k} = 0$. Suppose that we have constructed $u_{i+1}$. Then there is some $h_i \in I^E_{i+1}$ satisfying the equality $I^E_{i+1} = 1_M - \Delta_\rho^{-1} u_i$. Let $\tilde{h}_i$ be represented by $h_i \in C^i(A, M)^H$. Then there are such $\tilde{h}_j \in C^j(A, M)^H$ (for $0 \leq j \leq i - 1$) that $\delta^0_M(h_j[2k - j]) = \delta^0_M(h_{j+1}[2k - 2 - j])$ for $0 \leq j \leq i - 1$. Then $I^E_{i+1}$ is represented by $\delta^0_M(h_0[2k - 1]) = \Delta_\rho^{q-1} h_0[2k]$. So we can take $u_i = u_i + h_0$. Now we know that $1_M - \Delta_\rho^{-1} u_0$ equals 0 in $I^E_{1, 0} = \text{Hom}_k(Q_{2k}, M^{AH}) \cong$
From the second of them we obtain the long exact sequence and an isomorphism $H^0$.

From the first sequence from (10.1) we obtain an exact sequence for any $\kC_q$-nonprojective module $L$. Note that this statement is true for any $A^eG$-module $M$.

It is enough to prove that $\HH^*(A, M)^H$ is a $\kC_q$-projective module. By Lemma 6.2 there is an element $a \in M^{AH} \subset \HH^*(A, M)^H$ such that $\sum_{a \in C_q} a^a = 1_{M^{AH}} = 1_{\HH^*(A, M)^H}$. Using Lemma 6.2 again we obtain that $\HH^*(A, M)^H$ is $\kC_q$-projective.

Now we prove a theorem that gives some connections between the dimensions of $\HH^n(\kG, M)$ and the dimensions of $\HH^n(A, M)^G$.

**Theorem 10.2.** Let $A$ be a $\kG$-module algebra, $M$ be an $(AG)^e$-module. Then $\dim_\k HH^n(AG, M) \geq \dim_\k HH^n(A, M)^G$ for any $n \geq 0$. Moreover, if $M$ is additionally an $A^eG$-module algebra, then the following conditions are equivalent:

1. $\iE$ is (3, 2)-degenerated;
2. $\dim_\k HH^n(AG, M) = \dim_\k HH^n(A, M)^G$ for any $n \geq 0$;
3. $\dim_\k HH^1(AG, M) = \dim_\k HH^1(A, M)^G$.

**Proof.** Let $(P, \mu_F)$ be an $A^eG$-projective resolution of $A$. Let us introduce some notation for this proof. Let $C^n$ and $\delta^n$ denote $\Hom_{A^e}(P_n, M)$ and $d_{\Hom(A^e, P), -1 - n}$ correspondingly. Note that $C^n$ is a $\kG$-projective module. Let $Z^n = \Ker \delta^n \subset C^n$ and $B^n = \Im \delta^n \subset C^{n+1}$.

During this proof we write simply $HH^n$ instead of $HH^n(A, M)$. Note also that for any $\kC_q$-module $L$ and any $n \geq 1$ the equality $\dim_\k H^n(C_q, L) = \dim_\k H^1(C_q, L)$ holds, since both parts of the equality equal 0 for projective indecomposable $L$ and equal 1 for nonprojective indecomposable $L$. So $\dim_\k H^n(G, L) = \dim_\k H^n(C_q, L^H) = \dim_\k H^1(C_q, L^H) = \dim_\k H^1(G, L)$ for any $\kG$-module $L$ and any $n \geq 1$.

We have the following two exact sequences of $\kG$-modules:

$$Z^{n-1} \rightarrow C^{n-1} \rightarrow B^{n-1} \rightarrow Z^n \rightarrow \HH^n. \tag{10.1}$$

From the second of them we obtain the long exact sequence

$$(B^{n-1})^G \rightarrow (Z^n)^G \rightarrow (HH^n)^G \rightarrow H^1(G, B^{n-1}) \rightarrow \cdots \tag{10.2}$$

From the first sequence from (10.1) we obtain an exact sequence

$$(Z^{n-1})^G \rightarrow (C^{n-1})^G \rightarrow (B^{n-1})^G \rightarrow H^1(G, Z^{n-1}) \tag{10.3}$$

and an isomorphism $H^1(G, B^{n-1}) \cong H^2(G, Z^{n-1})$. Therefore, we obtain from (10.2) that

$$\dim_\k (HH^n)^G + \dim_\k (B^{n-1})^G \leq \dim_\k (Z^n)^G + \dim_\k H^1(G, B^{n-1})$$

$$= \dim_\k (Z^n)^G + \dim_\k H^2(G, Z^{n-1}) = \dim_\k (Z^n)^G + \dim_\k H^1(G, Z^{n-1}).$$
On the other hand it follows from (10.3) that
\[ \dim_k(Z^{n-1})^G + \dim_k(B^{n-1})^G = \dim_k(C^{n-1})^G + \dim_k H^1(G, Z^{n-1}). \]
So we have
\[ \dim_k(HH^n)^G \leq \dim_k(Z^n)^G + \dim_k(Z^{n-1})^G - \dim_k(C^{n-1})^G. \]
We know from Lemma 6.1 that $HH^n(AG, M) \cong HH^n(A, M)^P$. By definition of $HH^n(A, M)^P$, we have an exact sequence
\[ (Z^{n-1})^G \hookrightarrow (C^{n-1})^G \twoheadrightarrow (Z^n)^G \twoheadrightarrow HH^n(A, M)^P. \]
So
\[ \dim_k HH^n(AG, M) = \dim_k(Z^n)^G + \dim_k(Z^{n-1})^G - \dim_k(C^{n-1})^G \geq \dim_k HH^n(A, M)^G. \]

Let now prove the second part of the theorem. Note that the implication "2 $\Rightarrow$ 3" is obvious.
"1 $\Rightarrow$ 2." For any $n \geq 2$ we have two exact sequences:
\[ I_{E_3}^{n,0} \hookrightarrow (HH^n)^G \twoheadrightarrow H^2(G, HH^{n-1}) \twoheadrightarrow \cdots \twoheadrightarrow H^{2n-2}(G, HH^1) \twoheadrightarrow H^{2n}(G, HH^0) \]
and
\[ I_{E_3}^{n-1,1} \hookrightarrow H^1(G, HH^{n-1}) \twoheadrightarrow H^3(G, HH^{n-2}) \twoheadrightarrow \cdots \twoheadrightarrow H^{2n-3}(G, HH^1) \twoheadrightarrow H^{2n-1}(G, HH^0). \]
So we have
\[
\dim_k HH^n(AG, M) = \dim_k I_{E_3}^{n,0} + \dim_k I_{E_3}^{n-1,1} \\
= \dim_k(HH^n)^G + \sum_{i=1}^{n} (-1)^i \dim_k H^{2i}(G, HH^{n-i}) + \sum_{i=1}^{n} (-1)^{i-1} \dim_k H^{2i-1}(G, HH^{n-i}) \\
= \dim_k(HH^n)^G + \sum_{i=1}^{n} (-1)^i \left( \dim_k H^{2i}(G, HH^{n-i}) - \dim_k H^{2i-1}(G, HH^{n-i}) \right) \\
= \dim_k HH^n(A, M)^G. 
\]
"3 $\Rightarrow$ 1." We have
\[
\dim_k HH^1(AG, M) = \dim_k H^1(G, HH^0) + \dim_k I_{E_3}^{0,1} \\
= \dim_k H^1(G, HH^0) + \dim_k(HH^1)^G + \dim_k I_{E_3}^{2,0} - \dim_k H^2(G, HH^0) \\
= \dim_k HH^1(A, M)^G + \dim_k I_{E_3}^{2,0}. 
\]
So we have $I_{E_3}^{2,0} = 0$. Hence, $I E$ is $(3, 2)$-degenerated by Corollary 9.3

\[ \square \]

**Remark 10.3.** Note that Theorem 10.2 becomes true for any $A^G$-module $M$ if we change everywhere $HH^n(AG, M)$ by $HH^n(A, M)^P$, where $(P, \mu_P)$ is some $A^G$-projective resolution of $A$. 


(3,2)-degeneration of $I^E$

Now we are going to explore the case where the sequence $I^E$ is (3,2)-degenerated. Let us recall that for an algebra $A$ and an $A$-bimodule $M$ a $k$-linear map $f$ from $A$ to $M$ is called derivation if $f(ab) = af(b) + f(a)b$ for all $a, b \in A$. Let $\text{Der}(A, M)$ denote the set of all derivations from $A$ to $M$. For $x \in M$ we denote by $\phi_x$ the inner derivation defined by $x$, i.e. $\phi_x : A \to M$ is the map defined by the equality $\phi_x(a) = ax - xa$ for $a \in A$.

**Lemma 11.1.** Let $A$ be a $kG$-module algebra, $M$ be an $A^eG$-module algebra. Then the sequence $I^E$ is (3,2)-degenerated iff there are such $m \in M^H$ and $h \in \text{Der}(A, M)^H$ that $\Delta^q_1 m = 1_M$ and $\Delta_p h + \phi_m = 0$.

**Proof.** We may assume that the sequence $I^E$ is constructed using $P$ and $Q$ from Example 4. By Corollary 9.3 the sequence $I^E$ is (3,2)-degenerated iff the class of $1_M \in M^{AG} \cong \text{Hom}_{kG}(Q_2, M^A)$ in $I^E_{3,0}$ equals 0. Let $I^E$ be (3,2)-degenerated. This means that there is such element $\underline{h} \in HH^1(A, M)^G$ that $I^E_2(\underline{h})$ equals to the class of $1_M$ in $H^2(G, M^{AH})$. Let $\underline{h} \in HH^1(A, M)^H$ be a map representing $\underline{h}$. Since $\delta_1^G(\underline{h}) = 0$, $\underline{h}$ is an element of $\text{Der}(A, M)^H$. Since $\underline{h} \in HH^1(A, M)^G$, there is some element $m_0 \in C^0(A, M)^H = M^H$ satisfying the equality $\phi_{m_0} = \Delta_p h$. Then the class of $I^E_2(\underline{h})$ equals to the class of $-\Delta_p^{-1} m_0$ in $H^2(G, M^{AH})$. So there is some element $m_1 \in M^{AH}$ satisfying the equality $\Delta_p^{-1}(m_1 - m_0) = 1_M$. Let us take $m = m_1 - m_0$. Since $\phi_{m_1} = 0$, the required $m$ and $h$ are constructed. Conversely, if the elements $m$ and $h$ satisfy the conditions of the theorem, then $h$ represents some element $\underline{h} \in HH^1(A, M)^G$ such that $I^E_2(\underline{h})$ equals to the class of $1_M$ in $H^2(G, M^{AH})$ and so $I^E$ is (3,2)-degenerated.

Let $M$ be an $A^eG$-module algebra. If $m \in M^H$ and $h \in \text{Der}(A, M)^H$ satisfy the conditions of Lemma 11.1 then we call $M$ an $(m, h)$-degenerated algebra. Note that any $(m, h)$-degenerated algebra is a $kG$-projective module. In particular, the map $\chi_{\text{Bar}(A), M}$ is an isomorphism in this case and $I^E_{3,0} \cong \text{Im} \Theta^G_M$ by arguments of Section 7.

**Remark 11.2.** If $M$ is an $(m, h)$-degenerated algebra and $m' \in M^H$ is such that $\Delta_p^{-1}(m') = 1_M$, then $M$ is an $(m', h')$-degenerated algebra for some $h'$. Really, since $M^H$ is $kC_q$-projective module and $\Delta_p^{-1}(m - m') = 0$, there is such $x \in M^H$ that $\Delta_p x = m - m'$ and we can take $h' = h + \phi_x$.

Let $M$ be an $(m, h)$-degenerated algebra. Then we have the following commutative diagram of algebras with exact rows:

$$
\begin{array}{c}
\text{Ker } \Theta^G_M \rightarrow \text{HH}^*(A, M)^{G^\dagger} \rightarrow \text{Im } \Theta^G_M \\
\downarrow \cong \downarrow \cong \\
I^E_1 \rightarrow \text{HH}^*(A, M)^{G^\dagger} \rightarrow I^E_{2,0}.
\end{array}
$$

This means that $\text{Ker } \Theta^G_M = I^E_1$ and so $(\text{Ker } \Theta^G_M)^2 = (I^E_1)^2 = 0$. So $\text{HH}^*(A, M)^{G^\dagger}$ (which is isomorphic to $\text{HH}^*(AG, M)$ if $M$ is an $AG$-algebra) is some singular extension of the
Let us calculate. Direct calculations using formula (4) show that for any \( I \in \text{Im } \Theta^G_M \), we have

\[
\text{Im } \Theta^G_M \to \text{HH}^*(A, M)^G \to \text{HH}^*(A, M)^G / \text{Im } \Theta^G_M.
\]

For simplicity we introduce the following notation:

\[
\mathcal{A}_M^G = \text{Im } \Theta^G_M, \quad X_M^G = \text{Ker } \Theta^G_M, \quad Y_M^G = \text{HH}^*(A, M)^G / \text{Im } \Theta^G_M, \quad W_M^G = \Delta_{\rho}^{-1} \text{HH}^*(A, M)^H.
\]

Note that \( W_M^G \subset \mathcal{A}_M^G \). It is easy to check that if \( C_q \) acts on some algebra \( B \), then

\[
\Delta_{\rho}(ab) = \Delta_{\rho}(a)b + a\Delta_{\rho}(b) - \Delta_{\rho}(a)\Delta_{\rho}(b)
\]

for any \( a, b \in B \). Then it is easy to see that \( W_M^G \) is an ideal of \( \text{HH}^*(A, M)^G \). Really, for \( w \in \text{HH}^*(A, M)^H \) and \( f \in \text{HH}^*(A, M)^G \) we obtain using the equality \((11.1)\) that \( \Delta_{q-1}(w)f = \Delta_{q-1}(wf) \) and \( f\Delta_{q-1}(w) = \Delta_{q-1}(fw) \). Let \( \mathcal{A}_M^G \) denote the quotient algebra \( \mathcal{A}_M^G / W_M^G \).

## 12 Describing Hochschild cohomology

During this section we assume that \( A \) is a \( kG \)-module algebra and \( M \) is an \((m, h)\)-degenerated \( A^eG \)-module algebra. Let \( \bar{h} \) denote the class of \( h \) in \( \text{HH}^1(A, M) \). Then we have the following result.

**Lemma 12.1.** The element \( \bar{h} \sim \bar{h} \) lies in \( \mathcal{A}_M^G \). Moreover, for any \( \bar{a} \in \mathcal{A}_M^G \), the element \( \bar{h} \sim \bar{a} - (-1)^q \bar{a} \sim \bar{h} \) lies in \( \mathcal{A}_M^G \) too.

**Proof.** Let us construct \( {}^lE \) as in Example 4. We know that \( {}^lE_{E_3}^0 = (\mathcal{A}_M^G)_l = {}^lE_{E_3}^0 = \text{Ker }d_2|_{{}^lE_{E_3}^0} \).

Let us calculate \( {}^lE_{E_3}^0 = \text{Ker }d_2(\bar{h} \sim \bar{h}) \). Using \((11.1)\) we obtain

\[
\Delta_{\rho}(h \sim h) = -(\phi_m \sim h + h \sim \phi_m + \phi_m \sim \phi_m) = -\delta^1_M(m \sim h - h \sim m + m \sim \phi_m).
\]

Direct calculations using formula \((11)\) show that

\[
\Delta_{\rho}(m \sim h) = \Delta_{\rho}^l(m) \sim h + \sum_{i=0}^{l-1} \sum_{j=0}^{l-1} (-1)^{i+j-l} \binom{l}{i} \binom{i}{l-j-1} \Delta_{\rho}^l(m) \phi_{\Delta_{\rho}^l m},
\]

\[
\Delta_{\rho}(h \sim m) = h \sim \Delta_{\rho}^l m + \sum_{i=0}^{l-1} \sum_{j=0}^{l-1} (-1)^{i+j-l} \binom{l}{i} \binom{i}{l-j} \phi_{\Delta_{\rho}^l m} \Delta_{\rho}^l m,
\]

\[
\Delta_{\rho}(m \sim \phi_m) = \sum_{i=0}^{l} \sum_{j=0}^{l} (-1)^{i+j-l} \binom{l}{i} \binom{i}{l-j} \Delta_{\rho}^l m \phi_{\Delta_{\rho}^l m}.
\]

Since \( \delta^0_M(\Delta_{\rho}^l m \Delta_{\rho}^l m) = \phi_{\Delta_{\rho}^l m} \Delta_{\rho}^l m \) and \( \Delta_{\rho}^l m \phi_{\Delta_{\rho}^l m} = -\Delta_{\rho}^l m \phi_{\Delta_{\rho}^l m} \) in \( {}^lE_{E_2}^2 \).

Note also that

\[
\binom{l}{i} \binom{i}{l-j-1} + \binom{l}{i+1} \binom{i+1}{l-j} + \binom{l}{i} \binom{i}{l-j} = \binom{l+1}{i+1} \binom{i+1}{l-j}.
\]
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Definition 16. Let $\Delta^g_{\rho}^{-1}(m \sim h - h \sim m + m \sim \phi_m) = \sum_{i=0}^{q-1} \sum_{j=0}^{q-1} (-1)^{i+j+1-q} \binom{q}{i+1} \binom{q-1-j}{q-j} \Delta^i_{\rho} m \phi_{\Delta^i_{\rho} m}$.

in $\tilde{IE}^{2,1}_2 = H^2(C_q, HH^1(A, M)^H)$. Since $p \mid \binom{q-1}{i+1}$ for $0 \leq i \leq q - 2$, we have

$$\tilde{d}_2(h \sim \tilde{h}) = \sum_{j=0}^{q-1} (-1)^j \binom{q}{j+1} \phi_{\Delta^i_{\rho} m} = 0.$$ 

So $\tilde{h} \sim \tilde{h}$ lies in $(A_M^G)_2$.

Any $\tilde{a} \in (A_M^G)_i$, can be represented by such $a \in C^n(A, M)^H$ that $\delta_M^i a = 0$ and $\Delta_\rho a = 0$.

Then $-\Delta_\rho (h \sim a) = \phi_m \sim a = \delta^i_M(m \sim a)$. So $\tilde{d}_2(h \sim \tilde{a})$ can be represented by the element $\Delta^i_{\rho}^{-1}(m \sim a) = a$. Analogously $\tilde{d}_2(\tilde{a} \sim \tilde{h})$ can be represented by the element $(-1)^i a$. So $\tilde{h} \sim \tilde{a} - (-1)^i a \sim \tilde{h}$ lies in Ker $\tilde{d}_2 = A_M^G$.

\hfill \Box

Corollary 12.2. $\tilde{d}_2([h \sim \tilde{a}[0]) = \tilde{a}[2]$ for any $\tilde{a} \in A_M^G$.

Proof. The statement follows from the proof of Lemma 12.1

\hfill \Box

Let $A$ be a $kG$-module algebra and $M$ be an $(m, h)$-degenerated $A^G$-module algebra. Let $D_h : A_M^G \to A_M^G$ be a map defined by the equality $D_h(a) = \tilde{h} \sim a - (-1)^i a \sim \tilde{h}$ for $a \in (A_M^G)_i$. It is easy to see that $D_h$ sends $W_M^G$ to $W_M^G$. We denote the induced map from $A_M^G$ to itself by $D_h$ too. Note that $D_h$ is a graded derivation of $A_M^G$, i.e. $D_h(a \sim b) = D_h(a) \sim b + (-1)^i a \sim D_h(b)$ for $a \in (A_M^G)_i$, $b \in A_M^G$.

Definition 16. Let $B$ be a graded algebra and $D : B \to B$ be a graded derivation. Let us define the graded algebra $B[x, D]$. Its underlying graded vector space is the space $B[x]$ with $n$-th component generated by the elements of the form $bx^i$ where $b \in B_{n-i}$. The multiplication of two elements from $B \subset B[x, D]$ or two elements from $k[x] \subset B[x, D]$ is defined as usual. We define the left multiplication of $b \in B_1$ by the element $x$ by the equality $xb = (-1)^i bx + D(b)$.

Now we are ready to almost describe the algebra $HH^*(A, M)^G$.

Theorem 12.3. Let $A$ be a $kG$-module algebra and $M$ be an $(m, h)$-degenerated $A^G$-module algebra. Then there is an isomorphism of graded algebras

$$HH^*(A, M)^G/W_M^G \cong A_M^G[x, D_h]/(x^2 - \tilde{h} \sim \tilde{h}).$$

Let $B$ be a graded algebra and $L$ be a graded $B$-bimodule. Then we write $L[t]$ for the graded $B$-bimodule, which equals to $L$ as vector space, has the grading defined by the equality $L[t]_n = L_{n+t}$ and has the bimodule structure defined by the equality $al[t]b = (-1)^{ht}(alb)[t]$ for $a \in B$, $l \in L$ and $b \in B_t$, where $l[t]$ denotes the element of $L[t]$ corresponding to $l$. To prove Theorem 12.3, we need some lemmas.
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Lemma 12.4. Let \( \psi(a) \) (\( a \in \mathcal{A}^G_M \)) be the class of the element \( a \sim \bar{h} \in \text{HH}^n(A, M)^G \) in \( Y^G_M[1] \). Then \( \psi : \mathcal{A}^G_M \to Y^G_M[1] \) is a homorphism of graded \( \mathcal{A}^G_M \)-bimodules. Moreover, \( \ker \psi = W^G_M \).

Proof. By Lemma 12.1 for any \( \bar{a} \in \mathcal{A}^G_M \) and \( \bar{b} \in (\mathcal{A}^G_M)_i \) there is such \( \bar{c} \in \mathcal{A}^G_M \) that
\[
(\bar{a} - \bar{b}) \sim \bar{h} = \bar{a} - (\bar{b} - \bar{h}) = \bar{a} - (-1)^i \bar{h} + \bar{c} = (-1)^i (\bar{a} - \bar{h}) - \bar{b} + \bar{a} \bar{c}.
\]
So we have \( \psi(\bar{a} - \bar{b}) = \bar{a} - \psi(\bar{b}) = \psi(\bar{a}) - \bar{b} \), i.e. \( \psi \) is a \( \mathcal{A}^G_M \)-bimodule homomorphism.

Let now take some \( \bar{a} \in (\mathcal{A}^G_M)_i \). The class of \( \bar{a} \sim \bar{h} \) equals to zero in \( Y^G_M \) iff \( \bar{a} \sim \bar{h} \in \mathcal{A}^G_M \). But \( \bar{a} \sim \bar{h} \in \mathcal{A}^G_M \) is equivalent to \( 0 = d_2((\bar{a} - \bar{h})[0]) = (-1)^i \bar{a}[2] \) (see Corollary 12.2). But the class of \( \bar{a}[2] \) equals to zero in \( I_{E_2} = H^2(C, \text{HH}^i(A, M)^H) \) iff there is such \( \bar{b} \in \text{HH}^i(A, M)^H \) that \( \Delta_{\bar{a}}^{-1} \bar{b} = \bar{a} \). But the last condition is equivalent to the fact that \( \bar{a} \) lies in \( W^G_M \). We obtain that \( \ker \psi = W^G_M \).

The next lemma says that the homomorphism \( \psi \) from the previous lemma is surjective. This fact can be deduced from dimension conditions, but we give a proof that do not use arguments related to finiteness of any dimension.

Lemma 12.5. Any element of \( \text{HH}^n(A, M)^G \) can be represented in the form \( \bar{a} + \bar{b} \sim \bar{h} \), where \( \bar{a}, \bar{b} \in \mathcal{A}^G_M \).

Proof. We prove using induction that \( \text{HH}^n(A, M)^G = (\mathcal{A}^G_M)_i + (\mathcal{A}^G_M)_{i-1} \sim \bar{h} \). This statement is true for \( i = 0 \), since \( \text{HH}^0(A, M)^G = (\mathcal{A}^G_M)_{0} \). Suppose that we know that our statement is true for \( i = n \). Let us take some \( f \in \text{HH}^{n+1}(A, M)^G \). We have \( d_2(f[0]) = g[2] \) for some \( g \in \text{HH}^n(A, M)^G \). By induction hypothesis we obtain \( g = \bar{a} - \bar{a} \sim \bar{h} \). Since \( d_2(g[2]) = 0 \), we have \( d_2(f[0]) = 0 \) and so \( \bar{b} \in W^G_M \) by Lemma 12.3. Then \( g \in (\mathcal{A}^G_M)_n \) and we have \( d_2(f[0]) = (-1)^n (g - \bar{h})[0]) = 0 \), i.e. \( f - (-1)^n g \sim \bar{h} \) lies in \( (\mathcal{A}^G_M)_{n+1} \). The lemma is proved.

Proof of Theorem 12.3. Let us define the map
\[
\Phi : \mathcal{A}^G_M[x, D_h]/(x^2 - \bar{h} \sim \bar{h}) \to \text{HH}^n(A, M)^G/W^G_M
\]
by the formula \( \Phi((a + W^G_M) + (b + W^G_M)x) = \bar{a} + \bar{b} \sim \bar{h} + W^G_M \) for \( \bar{a}, \bar{b} \in \mathcal{A}^G_M \). It is clear that the definition of \( \Phi \) is correct and it is not hard to check that \( \Phi \) is a homomorphism of algebras. It follows from Lemma 12.5 that \( \Phi \) is surjective. Assume now that
\[
0 = \Phi((\bar{a} + W^G_M) + (\bar{b} + W^G_M)x) = \bar{a} + \bar{b} \sim \bar{h} + W^G_M,
\]
i.e. \( \bar{a} + \bar{b} \sim \bar{h} \in W^G_M \). Then \( \bar{b} \sim \bar{h} \in \mathcal{A}^G_M \) and so \( \bar{b} \in W^G_M \) by Lemma 12.3. But then we obtain that \( \bar{a} \in W^G_M \) too and so \( (a + W^G_M) + (b + W^G_M)x = 0 \). We prove the injectivity of \( \Phi \) and so \( \Phi \) is an isomorphism of algebras.

Remark 12.6. If \( M = A \) or \( M = AG \), then the algebra \( \text{HH}^n(A, M)^G \) is graded commutative (see Section 3). In this case we have \( \text{HH}^n(A, M)^G/W^G_M \cong \mathcal{A}^G_M[x, 0]/(x^2 - \bar{h} \sim \bar{h}) \). If additionally we have \( \bar{h} \sim \bar{h} = 0 \) (this equality is automatically true if \( \text{HH}^n(A, M) \) is graded commutative and \( \text{char} k \neq 2 \)), then \( \text{HH}^n(A, M)^G/W^G_M \cong \mathcal{A}^G_M[x, 0]/(x^2) \) is a trivial singular extension of \( \mathcal{A}^G_M \) by \( \mathcal{A}^G_M[-1] \).
13 Comparing a kernel and a cokernel of $\Theta^G_M$

In this section we assume again that $A$ is a $kG$-module algebra and $M$ is an $(m,h)$-degenerated $A^*G$-module algebra. The aim of this section is to prove the following result, which gives some additional relation between $Y^G_M$ and $X^G_M$ (and so between $\HH^*(A, M)^G$ and $\HH^*(A, M)^{G^*}$).

**Theorem 13.1.** Let $A$ be a $kG$-module algebra and $M$ be an $(m, h)$-degenerated $A^*G$-module algebra. Then there are two filtrations of graded $A^G_M$-bimodules

$$0 = X_{q-1} \subset X_{q-2} \subset \cdots \subset X_1 \subset X_0 = X^G_M$$

and

$$0 = Y_{q-1} \subset Y_{q-2} \subset \cdots \subset Y_1 \subset Y_0 = Y^G_M$$

such that $Y_i/Y_{i+1} \cong X_{q-2-i}/X_{q-1-i}$ for $0 \leq i \leq q - 2$. Moreover, if $\Delta^i_A \HH^*(A, M)^H = \HH^*(A, M)^G$ for some $0 \leq i \leq q - 1$, then $X_{q-1-i} = 0 = Y_{i+1}$ and $X_{q-2-i} = X \cong Y = Y_i$.

On one hand, Theorem 13.1 says that there is some relation between $Y^G_M$ and $X^G_M$, but, on the other hand, it says that this relation is very complicated in general. To prove this result we need some auxiliary facts.

**Lemma 13.2.** Let $f \in C^j(A, M)^H$ be such that $\delta^j_M f = 0$ and $\Delta^i_A f = 0$ for some $0 \leq i \leq q$. Then there are $f_0 \in C^j(A, M)^H$ and $f_1 \in C^{j+1}(A, M)^H$ such that $\Delta^{q-i} f_0 = f$, $\delta^j_M f_0 = \Delta^i_A f_1$ and $\delta^j_M f_1 = 0$.

**Proof.** If $i = 0$ or $i = q$, then the lemma is obvious. Assume that $0 < i < q$. Let us take $f_1 = (-1)^{j-1} f \otimes h$ and

$$f_0 = \sum_{k=0}^{i-1} \sum_{t=0}^{i-1} (-1)^{l+k-1} \binom{i}{k} \binom{k}{i-l-1} \Delta^k_A f \Delta^l_A m.$$

It is clear that $\delta^j_M f_1 = 0$. Easy computation using (11.1) shows that $\delta^j_M f_0 = \Delta^i_A f_1$. The equality $\Delta^{q-i} f_0 = f$ can be obtained by direct computation too. Since it is more complicated, let us perform it. Using (11.1) we obtain that $\Delta^{q-i} f_0$ equals to

$$\sum_{k=0}^{i-1} \sum_{t=0}^{i-1} (-1)^{l+k-1} \binom{i}{k} \binom{k}{i-l-1} \sum_{s=0}^{q-i} \sum_{t=0}^{q-i} (-1)^{s+t-q+i} \binom{q-i}{s} \binom{s}{q-i-t} \Delta^{k+s} f \Delta^{l+t} m.$$

For any integers $n$, $s$ and $l$ such that $0 \leq l \leq n$ we have $\sum_{k=0}^{s} \binom{n}{k} \binom{n-s}{k-l} = \binom{n}{l}$. To prove this, it is enough to calculate the coefficient of $x^s$ on both sides of the equality $(x + 1)^n =...
$(x + 1)^l(x + 1)^{n-l}$. Then for $0 \leq s \leq i - 1$ and $0 \leq t \leq q - 1$ we have
\[
\sum_{k=0}^{s} \sum_{l=0}^{t} \binom{i}{k} \binom{k}{i-l-1} \binom{q-i}{s-k} \binom{q-i-t+l}{q-s-k} = \sum_{k=0}^{s} \binom{i}{k} (q-i) \sum_{l=0}^{t} \binom{k}{i-l-1} \binom{q-i-t+l}{q-s-k} = \sum_{k=0}^{s} \binom{i}{k} (q-i) \binom{q-t-1}{s-q} = \binom{q}{s} \binom{q-s-1}{q-t-1}.
\]
Since $p \mid (\binom{q}{s})$ for $0 < s < q$, we have $\Delta_p^{q-i} f_0 = f$.

\[\square\]

**Corollary 13.3.** Let $f \in C(A, M)^H$ be such that $\delta_M \Delta_p^{q-i} f = 0$ for some $0 \leq i \leq q$. Then there is $f_0 \in C(A, M)^H$ such that $\Delta_p^{q-i} f_0 = \delta_M f$ and $\delta_M f_0 = 0$.

**Proof.** It follows from Lemma 13.2 that there are such $g_0, g_1 \in C(A, M)^H$ that $\Delta_p^{q-i} g_0 = \Delta_p^{q-i} f$, $\delta_M g_0 = \Delta_p^{q-i} g_1$ and $\delta_M g_1 = 0$. Since $\Delta_p^{q-i} (f - g_0) = 0$ and $C(A, M)^H$ is a projective $C_q$-module, we have some $g_2 \in C(A, M)^H$ such that $\Delta_p^{q-i} g_2 = f - g_0$. Then we can take $f_0 = g_1 + \delta_M g_2$.

\[\square\]

**Proof of Theorem 13.1.** Let $\pi$ denote the canonical projection $HH^*(A, M)^G \to Y^G_i$. Let us define $Z_i$ ($0 \leq i \leq q - 1$) by the equality $Z_i = A^G_i \cap \Delta_p^{q-i} HH^*(A, M)^H$. Let introduce $Y_i = \pi(\overline{h} \sim Z_i)$ for $0 \leq i \leq q - 1$. Since $Z_{q-1} = Z_0 = A^G_{q-1}$, it follows from Lemmas 12.3 and 12.5 that $Y_{q-1} = 0$ and $Y_0 = Y^G_{q-1}$. It is clear that $Z_i$ is a graded $A^G_i$-submodule of $A^G_{q-1}$ and so $Y_i$ is a graded $A^G_i$-submodule of $Y^G_{q-1}$ for any $0 \leq i \leq q - 1$. Moreover, if $\Delta^{q-i} HH^*(A, M)^H = HH^*(A, M)^G$ for some $i$, then $Z_{i+1} = 0$, $Z_i = A^G_i$ and so $Y_{i+1} = 0$ and $Y_i = Y^G_{q-1}$.

Let now define $X_i$ ($0 \leq i \leq q - 1$) as a set of elements $\bar{a} \in X^G_i$ that can be represented by an element from $C(A, M)^G \cap \Delta_p^{q-i} C(A, M)^H$. By definition of $X^G_i$, we have $X_0 = X^G_{q-1} = 0$. Moreover, $X_i$ is a graded $A^G_i$-submodule of $X^G_{q-1}$ since $b \sim (\Delta_p^{q-i} f) \sim c = (\Delta_p^{q-i} f) + b \sim c$ for $b \in C(A, M)^G$ and $c \in C(A, M)^G$ such that $\delta_p b = \delta_p c = 0$.

It remains to prove that $Y_i / Y_{i+1} \cong X_{q-2-i} / X_{q-1-i}$ for $0 \leq i \leq q - 2$. Let us take some $\bar{y} \in Y_i$. Then we have $\bar{y} = \pi(\overline{h} \sim \bar{a})$, where $\bar{a}$ is the class of some element $a \in C(A, M)^G$ of the form $a = \Delta_p^{q-i} u + \delta_M g$, where $f, g \in C(A, M)^H$ and $\delta_M f = 0$. Then we have $\Delta_p^{q-i} u = 0$. By Corollary 13.3, there is some $g_0 \in C(A, M)^H$ satisfying the conditions $\delta_M g_0 = 0$ and $\Delta_p^{q-i} g_0 = \Delta_p^{r-i} g_0$. Let us consider an element $u = a \sim \Delta_p^{q-i} m - f - g_0$. It is easy to see that $\Delta_p^{q-i} u = 0$ and so there is such $v \in C(A, M)^H$ that $\Delta_p^{q-i} v = u$. It is easy also that the element $\Delta_p^{q-i} (a - m - \Delta_p v)$ lies in $C(A, M)^G \cap \Delta_p^{q-i} C(A, M)^H$. Let $\bar{v}$ denote the class of $\Delta_p^{q-i} (a - m - \Delta_p v)$ in $X_{q-2-i}$. We define the map $\Phi_i : Y_i / Y_{i+1} \to X_{q-2-i} / X_{q-1-i}$ by the formula
\[
\Phi_i(\bar{y} + Y_{i+1}) = \bar{v} + X_{q-1-i}.
\]
Let us prove the correctness of the definition of $\Phi_i$. It is enough to prove that $\bar{v} \in X_{q-1-i}$, for any choice of intermediate elements if $\bar{y} \in Y_{i+1}$. Let $\bar{a}$, $a$, $f$, $g$, $g_0$, $u$ and $v$ be the
elemets used in construction of \( \bar{v} \) above. Since \( \bar{y} \in Y_{i+1} \), we have \( y = \pi(\bar{h} \sim \bar{a}') \), where

the elemet \( \bar{a}' \) can be represented by \( a' \in C(A, M)^G \) of the form \( a' = \Delta_{i+1} f' + \delta_M g' \), where \( f', g' \in C(A, M)^H \) and \( \delta_M f' = 0 \). We have \( \bar{a} - \bar{a}' \in W_M^G \) by Lemma [12.4] and so

\[
\bar{a} = a' + \Delta^q_{\rho} x + \delta_M y = \Delta_{i+1}^q (f' + \Delta^q_{\rho}^{-2-i} x) + \delta_M (g' + y),
\]

where \( x, y \in C(A, M)^H \) and \( \delta_M x = 0 \). Let \( w = f' + \Delta^q_{\rho}^{-2-i} x, \ z = g' + y \). Then we have \( a = \Delta_i f + \delta_M g = \Delta_{i+1} w + \delta_M z \). Since \( \delta_M \Delta^q_{\rho}^{-1-i} z = 0 \), Corollary [13.3] gives us an element \( z_0 \) such that \( \delta_M z_0 = 0 \) and \( \Delta_{i+1}^q z_0 = \delta_M z \). Let consider the element \( r = f + g_0 - \Delta_{\rho} (w + z_0) \).

Since \( \Delta_i^q r = 0 \), there is \( r_0 \in C(A, M)^H \) such that \( \Delta_{i+1}^q r_0 = r \). Then

\[
\bar{v}_0 = \delta_M \Delta^q_{\rho}^{-2-i} (a - m - \Delta_{\rho} (v + r_0))
\]

represents some element of \( X_q - 2 - i \) and, moreover, \( \bar{v} + X_{q-1-i} = \bar{v}_0 + X_{q-1-i} \). Since

\[
\delta_M \Delta^q_{\rho}^{-2-i} (a - m - \Delta_{\rho} (v + r_0)) = \delta_M (a - \Delta^q_{\rho}^{-2-i} m - \Delta^q_{\rho}^{-1-i} (v + r_0) - w - z_0)
\]

and \( \delta_M (a - \Delta^q_{\rho}^{-2-i} m - \Delta^q_{\rho}^{-1-i} (v + r_0) - w - z_0) = 0 \), we have \( \bar{v}_0 = 0 \) in \( X^G_q \). So \( \bar{v} \in X_{q-1-i} \) and the correctness is proved.

Let \( a \in C^h(A, M)^G \), \( b \in C^l(A, M)^G \) such that \( \delta^k_M a = \delta^l_M b = 0 \). By Lemma [12.1] there are \( c \in C^{l+1}(A, M)^G \) and \( u \in C^l(A, M)^H \) such that \( \delta^l_M c = 0 \) and

\[
h \sim b = (-1)^l b \sim h + c + \delta^l_M u.
\]

Then we have

\[
\delta^k_M \Delta^q_{\rho}^{-2-i} (a - m - b) = (-1)^k a - \phi \Delta^{k-2-i}_M m \sim b = (-1)^{k+1} \Delta^q_{\rho}^{-1-i} (a - h \sim b
\]

\[
= (-1)^{k+1} \Delta^q_{\rho}^{-1-i} (a - b \sim h) - (-1)^k \Delta^q_{\rho}^{-1-i} (a - c + \delta^l_M u)
\]

\[
= \delta^k_M \Delta^q_{\rho}^{-2-i} (a - b \sim m) - \delta^k_M \Delta^q_{\rho}^{-1-i} (a - u).
\]

for \( a \in C^k(A, M)^G \), \( b \in C^l(A, M)^G \) such that \( \delta^k_M a = \delta^l_M b = 0 \). Now it is easy to see that \( \Phi_i \)

is a homomorphism of \( A^G_M \)-modules.

Let us prove that \( \Phi_i \) is injective. Assume that \( \bar{y} \in Y_i \) is such that \( \Phi_i (\bar{y}) = 0 \). Let \( a, a', f, g, g_0, u, v \) and \( \bar{v} \) be as above. Then \( \Phi_i (\bar{y}) = 0 \) iff \( \bar{v} \in X_{q-1-i} \). This means that

\[
\delta_M \Delta^q_{\rho}^{-2-i} (a - m - \Delta_{\rho}^q v) = \delta_M \Delta^q_{\rho}^{-1-i} w + \delta_M z
\]

for some \( w \in C(A, M)^H \) and \( z \in C(A, M)^G \). Then \( a - \Delta^q_{\rho}^{-2-i} m - \Delta^q_{\rho}^{-1-i} (v + w) - z \)

represents some element of \( \text{HH}^*(A, M) \). On the other hand,

\[
\Delta_{\rho}^{i+1} (a - \Delta^q_{\rho}^{-2-i} m - \Delta^q_{\rho}^{-1-i} (v + w) - z) = a.
\]

So \( \bar{h} \sim \bar{a} \in Z_{i+1} \), i.e. \( \bar{y} \) represents zero element of \( Y_i / Y_{i+1} \).

It remains to prove that \( \Phi_i \) is surjective. Let us take some \( \bar{x} \in X_{q-2+i} \). By definition \( \bar{x} \) can be represented by \( \delta_M \Delta^q_{\rho}^{-2-i} a \) for some \( a \in C(A, M)^H \) such that \( \delta_M \Delta^q_{\rho}^{-1-i} a = 0 \). Let consider \( \bar{y} = \pi(\bar{h} \sim \bar{a}) \), where \( \bar{a} \) is the class of \( \Delta_{\rho}^{q-1} a \) in \( A^G_M \). Since \( \Delta_{\rho}^{q-1} a = \Delta_{\rho}^{i} (\Delta_{\rho}^{q-1} a) \), it is clear that \( \bar{y} \in Y_i \) and \( \Phi_i (\bar{y} + X_{q-1-i}) = \bar{v} + X_{q-1-i} \), where \( \bar{v} \) is the class of \( \delta_M \Delta^q_{\rho}^{-2-i} (\Delta^q_{\rho}^{-1} a - m - \Delta_{\rho} v) \) in \( X_{q-2+i} \) for some \( v \in C(A, M)^H \) such that

\[
\Delta^q_{\rho}^{-1} v = \Delta^q_{\rho}^{-1} a - \Delta^q_{\rho}^{-1-i} m - \Delta^q_{\rho}^{-1-i} a.
\]
(see the construction above). But then $\bar{x} - \bar{v}$ is the class of

$$\delta_M \Delta^{q-2-i}(a - \Delta^{q-1}_\rho a - m + \Delta_\rho v)$$

in $X_{q-2-i}$. Since

$$\Delta_\rho \Delta^{q-2-i}(a - \Delta^{q-1}_\rho a - m + \Delta_\rho v) = \Delta^{q-1-i}_\rho a - \Delta^{q-1}_\rho a - \Delta^{q-1-i}_\rho m + \Delta^{q-i}_\rho v = 0,$$

we have $\bar{x} = \bar{v}$ and so $\bar{x} + X_{q-1-i} = \Phi_i(\bar{y})$.

\hfill \Box

## 14 The case of a Hopf-Galois covering

In this section we consider the case where $A$ is a $kG$-covering of some algebra $B$, i.e. there is some $G$-graded algebra $B$ such that $A = BG^*$ (see Example 2). The $G$-action on such $A$ is defined in Section 5. It is clear that $A \cong (kG)^{\dim_k B}$ as $kG$-module. In particular, we have $1_A = \Delta^{q-1}_\rho m$, where $m$ denotes the element $\sum_{\alpha \in H} p_\alpha \in A^H$. On the other hand it is possible that there is no such $h \in \text{Der}(A, A)^H$ that $A$ is an $(m, h)$-degenerated algebra. It is shown in the following example.

### Example 5.

Let $\text{char } k = 2$, $G = C_2$ and $B = k[x, y]/\langle x^2 - y^2, xy \rangle$. Let introduce such $G$-grading on $B$ that $B_\rho = k\langle x \rangle$. Then $A = BG^* \cong kQ/I$, where $(Q, I)$ is the quiver

$$Q = \begin{array}{ccc}
0 & \overset{x_0}{\longrightarrow} & 1 \\
\sigma & \longleftarrow & y_1
\end{array}$$

with ideal of relations $I = \langle x_1x_0 - y_0^2, x_0x_1 - y_1^2, x_0y_0, y_1x_0, x_1y_1, y_0x_1 \rangle$. The $G$-action on $A$ is defined by the equalities

$$\rho(x_i) = x_{i+1}, \rho(y_i) = y_{i+1}, \rho(e_i) = e_{i+1} \quad (i \in \mathbb{Z}_2),$$

where $e_i$ is an idempotent corresponding to a vertex $i$ of the quiver $Q$. Then we can take $m = e_0$ and it is easy to check that $\Delta_\rho h \neq \phi_{e_0}$ for any $h \in \text{Der}(A, A)^H$.

\hfill \Box

Nonetheless, there is a case in which the algebra $A = BG^*$ is $(m, h)$-degenerated. We say that a $G$-grading on $B$ is $C_q$-singular if $B_\alpha B_\beta = 0$ for $\alpha, \beta \in G$, $\alpha, \beta \notin H$.

### Lemma 14.1.

Assume that the $G$-grading on $B$ is $C_q$-singular. Then the algebra $A = BG^*$ is an $(m, h)$-degenerated $A^*G$-module algebra. Moreover, the map $h \in \text{Der}(A, A)^H$ can be choosen in such a way that $h \cdot h = 0$ in $C^2(A, A)$.

### Proof.

Let us take $m = \sum_{\alpha \in H} p_\alpha$ and

$$h(ap_{i\rho}) = \begin{cases}
ap_{i\rho}, & \text{if } i < j, \\
0, & \text{otherwise}
\end{cases} \quad (a \in B_{\rho'}, 0 \leq i, j \leq q - 1, \alpha, \beta \in H).$$

Direct calculations show that $h \in \text{Der}(A, A)^H$ and the equalities $(\Delta_\rho h)(ap_\alpha) = m p_\alpha - a p_\alpha m$ and $h(ap_\alpha)h(bp_\beta) = 0$ are true for all $a, b \in B$ and $\alpha, \beta \in G$.
Since the algebras $\HH^*(B)$, $\HH^*(A)$ and $\HH^*(A, AG)^G$ are graded commutative we have the following corollaries.

**Corollary 14.2.** Let $B$ be equipped with a $C_q$-singular $G$-grading. Then there are a graded subalgebra $A^G_{AG}$ of $\HH^*(A, AG)^G$ and an ideal $X^G_{AG}$ of $\HH^*(B)$ such that

$$(X^G_{AG})^2 = 0 \text{ and } \HH^*(B)/X^G_{AG} \cong A^G_{AG}.$$ \hspace{1cm} \Box$$

Moreover, there is also an ideal $W^G_{AG} \subset A^G_{AG}$ of $\HH^*(A, AG)^G$ such that

$$\HH^*(A, AG)^G/W^G_{AG} \cong (A^G_{AG}/W^G_{AG})[x, 0]/x^2$$

and for any $i \geq 0$ the equality $\dim_k(W^G_{AG})_i + \dim_k(X^G_{AG})_{i+1} = \dim_k(A^G_{AG})_i$ holds.

**Corollary 14.3.** Let $B$ be equipped with a $C_q$-singular $G$-grading. Then there are a graded subalgebra $A^G_A$ of $\HH^*(A)^G$ and an ideal $X^G_A$ of $\HH^*(B)_0$ such that

$$(X^G_A)^2 = 0 \text{ and } \HH^*(B)_0/X^G_A \cong A^G_A.$$ \hspace{1cm} \Box$$

Moreover, there is also an ideal $W^G_A \subset A^G_A$ of $\HH^*(A)^G$ such that

$$\HH^*(A)^G/W^G_A \cong (A^G_A/W^G_A)[x, 0]/x^2$$

and for any $i \geq 0$ the equality $\dim_k(W^G_A)_i + \dim_k(X^G_A)_{i+1} = \dim_k(A^G_A)_i$ holds.

Let $R$ be a finite dimensional $k$-algebra. We denote by $DR$ the $R$-bimodule $\text{Hom}_k(R, k)$. Let $TR$ be a trivial singular extension of $R$ by $DR$, i.e. $TR$ is an algebra, whose underlying space is $R \oplus DR$ and the multiplication is defined by the equality $(a, \hat{a})(b, \hat{b}) = (ab, a\hat{v} + \hat{v}b)$ for $a, b \in R$ and $\hat{a}, \hat{b} \in DR$. There is a $\mathbb{Z}$-grading on $TR$ such that $(TR)_0 = R$, $(TR)_1 = DR$ and $(TR)_i = 0$ for $i \notin \{0, 1\}$. The algebra $\tilde{R} = TR\#k\mathbb{Z}^*$ is called the repetitive algebra of $R$. Since the notion of $kG^*$-algebra was introduce only for finite group $G$, let us explain what does $TR\#k\mathbb{Z}^*$ means. As a space it is simply $\oplus_{i \in \mathbb{Z}} TRp_i$. The multiplication is defined by the equality $xp_iy_pj = xp_{i-j}p_j$ ($x, y \in TR$, $i, j \in \mathbb{Z}$).

On the other hand, for any $n \geq 1$ there is a group epimorphism $\pi_n : Z \rightarrow C_n$ and it defines a $C_n$-grading on $TR$. Let $\mathcal{R}_n$ denote the algebra $TR\#kC_n$. In particular, we have $\mathcal{R}_1 = TR$. There is a linear map $\varepsilon : TR \rightarrow k$ that sends $(a, \hat{a})$ $(a \in R, \hat{a} \in DR)$ to $\hat{a}(1)$. This map defines a nondegenerated symmetric associative bilinear form $\langle \cdot, \cdot \rangle : TR \times TR \rightarrow k$ by the equality $\langle x, y \rangle = \varepsilon(xy)$ $(x, y \in TR)$. So $TR$ is a symmetric algebra. On the other hand $\varepsilon$ induces linear maps $\varepsilon_n : \mathcal{R}_n \rightarrow k$ $(n \geq 1)$ and $\varepsilon_{\infty} : \tilde{R} \rightarrow k$ by the rules $\varepsilon_n(xp_\alpha) = \varepsilon(x)$ and $\varepsilon_{\infty}(xp_\alpha) = \varepsilon(x)$ for $x \in TR$, $\alpha \in C_n$ and $i \in \mathbb{Z}$. These maps define nondegenerated associative bilinear forms $\langle \cdot, \cdot \rangle_n : \mathcal{R}_n \times \mathcal{R}_n \rightarrow k$ $(n \geq 1)$ and $\langle \cdot, \cdot \rangle_{\infty} : \tilde{R} \times \tilde{R} \rightarrow k$. So $\mathcal{R}_n$ $(n \geq 1)$ and $\tilde{R}$ are Frobenius algebras. They have Nakayama automorphisms $\nu_n \in \text{Aut}_k(\mathcal{R}_n)$ $(n \geq 1)$ and $\nu_{\infty} \in \text{Aut}_k(\tilde{R})$ defined by the equalities $\nu_n(xp_\alpha) = xp_{\pi_n(-1)\alpha}$ and $\nu_{\infty}(xp_\alpha) = xp_{\alpha-1}$ for $x \in TR$, $\alpha \in C_n$ and $i \in \mathbb{Z}$. In some sense we can interpret $\mathcal{R}_n$ as $\tilde{R}/(\nu_n^\infty)$.

Since the action of $C_n$ on $\mathcal{R}_n$ is defined by a map $\eta : C_n \rightarrow \text{Aut}_k(\mathcal{R}_n)$ that sends some generator of $C_n$ to $\nu_n$, it follows from [3, Corollary 2] that

$$\HH^*(\mathcal{R}_n) = \HH^*(\mathcal{R}_n)^{C_n}. \hspace{1cm} (14.1)$$
In particular, if \( \text{char} \ k \nmid n \), then \( \text{HH}^\ast(R_n) \cong \text{HH}^\ast(TR)_0 \).

If \( \text{char} \ k = p \), \( q \) is a positive power of \( p \) and \( n = qs \), where \( p \nmid s \), then we have an exact sequence of groups \( C_s \to C_n \to C_q \) and so the results of this paper can be applied to this case. In view of \([14.1]\) our formulas are simplified and we obtain the following theorem.

**Theorem 14.4.** Let \( R \) be a finite dimensional \( k \)-algebra and \( n \geq 1 \) be some integer such that \( \text{char} \ k \mid n \). Then there is a graded algebra \( A_n \) such that \( \text{HH}^\ast(R_n) \) is a trivial singular extension of \( A_n \) by \( A_n[-1] \) and \( \text{HH}^\ast(TR)_0 \) is some singular extension of \( A_n \) by \( A_n[-1] \). In other words,

\[
\text{HH}^\ast(R_n) \cong A_n[x,0]/x^2
\]

and there is an exact sequence of \( A_n \)-modules

\[
A_n[-1] \hookrightarrow \text{HH}^\ast(TR)_0 \to A_n,
\]

which becomes an exact sequence of algebras if we equip \( A_n[-1] \) with zero multiplication.
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