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Abstract Analysis of microscopy images can provide insight into many biological processes. One particularly challenging problem is cellular nuclear segmentation in highly anisotropic and noisy 3D image data. Manually localizing and segmenting each and every cellular nucleus is very time-consuming, which remains a bottleneck in large-scale biological experiments. In this work, we present a tool for automated segmentation of cellular nuclei from 3D fluorescent microscopic data. Our tool is based on state-of-the-art image processing and machine learning techniques and provides a user-friendly graphical user interface. We show that our tool is as accurate as manual annotation and greatly reduces the time for the registration.
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1 Introduction

Imaging data, such as those from microscopic experiments, are a unique source of information in biology. Through fluorescent staining, they allow to investigate tissue composition, cell shapes and subcellular localization patterns. Consistent measurements of such data are often performed manually and thus time-consuming, which remains an obstacle in large-scale experiments. Methods that assist processing such complex, large data are therefore needed. These methods should not only speed up these measurements steps but also increase the reproducibility of the measurements. In this work, we will focus on the challenge of detecting cell nuclei from fluorescent microscopy images. For fluorescence microscopy, it is common practice for biologists to manually segment cells based on 3D visualization and then later quantify the signal within this segmentation (usually in a different channel). In particular, it is essential to address segmentation for anisotropic and highly noisy 3D microscopic images with possible staining defect—a very challenging problem that cannot be handled robustly by conventional computer vision methods such as blob detection [1–3], deformable model (e.g., level set [4–6] or combinational optimization (e.g., graph cut) [7,8], because staining defects normally lead to missing intensity within the body of the true nucleus (see supplement). A robust approach is highly desired.

Though microscopes are sometimes equipped with software to assist researchers on this task, more often than not the existing software only provides very rough polygon fits based on intensity values (see below or Figure 6 in the supplement). For instance, the microscope used in [9] was equipped with the 2D polygon finder software (DeltaVision SoftWorx software, Applied Precision/GE Helathcare). A major drawback of this software solution is that 3D information is not taken into account, which means segmenta-
tions are performed for each layer individually. Furthermore, each object in a bigger volume (with potentially hundreds of cells) has to be processed separately, making this step a major bottleneck. Finally, any prior knowledge about the structure of the objects of interest is ignored as fits are often nonparametric (e.g., [10,11]). This is suboptimal when segmenting cells or nuclei, as these objects have known structure that can be exploited. Due to these drawbacks, signal quantification is a time-consuming task, and large-scale quantification experiments become prohibitive. Besides, existing 3D segmentation programs (which often need a high signal-to-noise ratio) often perform tracking and segmentation in order to separate individual cellular structures from each other but do not extract quantitative information from the segmentation, for example total signal intensity in one fluorescence channel or a different channel from the same 3D stack [12–14]. For instance, [2] aids with the segmentations of cells in 3D images based on gradient flow tracking, a possible drawback being that the final segmentation is obtained using adaptive thresholding, which—in our experience—lead to problems in upper and lower planes of a 3D stack. Further, there is the widely used MATLAB package Level Set [15], which provides efficient implementations of level-set-based segmentation algorithms. In contrast to our approach, which is based on a parametric model that describes the biological structures that we are interested in, this library is quite general and makes it harder to encode special purpose prior knowledge. Similarly, [16] propose a contour-based minimum-model approach to cellular nuclei segmentation, which gives them more flexibility, possibly at the expense of recovering an accurate parametric description of ellipsoid-shaped nuclei in the presence of highly noisy data. Finally, in practice, many biologists use the software package Imaris (Bitplane/Oxford Instruments), a commercial software for 3D and 4D reconstruction, for which no source code is available (see below for a more detailed description of this software solution). We propose a new method that addresses some of these shortcomings. It can be applied to images containing multiple cells and is hand-tailored to nuclei of ellipsoid shape. The method adapts graph-regularized transfer learning [17] to the problem of parametric fitting in several layers in combination with a robust loss function, as used in support vector regression, to minimize the need for manual post-processing. Our proposed method thus provides biologists with a tool for high-throughput quantification experiments. In summary, our framework generalizes to other geometric objects such as splines.

2 Methods

Our method performs the fitting in two steps: a preprocessing step to localize the nuclei that is based on multi-scale Hessian eigenvalue thresholding [18], followed by a parametric fitting procedure to compute the shape of each nucleus. These two steps will be explained in detail in the following.

2.1 Preprocessing

For preprocessing, we localize and extract individual nuclei from a larger volume. We apply Hessian eigenvalue thresholding introduced in [18], which finds sets of foreground pixels that cluster together. For this, we use Gaussian smoothing to aggregate mass from the neighborhood and emphasize the central regions of the blobs (local maxima). A Hessian representation is then used to find those local maxima, exploiting that they have negative Hessian eigenvalues while at a stationary point (e.g., a saddle point) does not [18,19]. This is one for multiple resolutions in order to find clusters of all sizes. Therefore, simple thresholding of the eigenvalues can extract the foreground (cell). For a visualization of the individual steps of the method, see Fig. 1. We repeat this procedure at different scales (e.g., {2,3,4,5,6}) because a large Gaussian kernel strongly suppresses noise but yields merge errors (i.e., under-segmentation, because mass is aggregated within a larger neighborhood), while a small Gaussian kernel is sensitive to noise but better preserves the boundary. Results at different scales have characteristics that are complementary to each other and combining them produces less false-positives and merge errors [20].

2.2 Parametric fits

Our method is optimized for the detection of cellular nuclei, which are membrane-enclosed organelles in eukaryotic cells that contain most of the cells genetic material. The shape of these objects resembles a deformed ellipsoid. We argue that we can incorporate this prior knowledge about the shape by fitting parametric geometric objects such as an 3D ellipsoid or stack of 2D ellipses. An example how parametric fitting is beneficial in providing robust fits in the face of missing data points is shown in Fig. 2. While we limit ourselves to discussing ellipsoid structures for the rest of this paper, our framework generalizes to other geometric objects such as splines.

2.2.1 Fitting circles

We start with the simplest parametric object we could use for this task: a circle (one for each plane of the 3D stack). This has obvious limitations, as many nuclei are not perfect circles, but rather correspond to ellipses in each layer. However, it may
be easily derived and therefore constitutes a good starting point for the description of our method.

The distance of a point \( x \in \mathbb{R}^2, i \in \{1, \ldots, n\} \) to a circle with center \( c \in \mathbb{R}^2 \) and radius \( r \in \mathbb{R} \) is easily computed as

\[
d(c, r, x) = |\|c - x\| - r|
\]

Finding a circle parametrized by \( c \) and \( r \) that minimizes the sum of distances to points \( x_i \) corresponds to solving the following optimization problem:

\[
\min_{c, r} \sum_{i=1}^{n} L(d(c, r, x_i)),
\]

where \( L \) is a loss function, such as the squared loss or the hinge loss. The choice of loss function \( L \) has important implications on the properties of the fit (e.g., robustness).

### 2.2.2 Fitting ellipses

A class of shapes that allows more flexibility for fitting nuclei in 2D are ellipses. An ellipse in 2D can be parametrized by a center point \( c = [c_x, c_y]^\top \) and two radii \( r = [r_x, r_y]^\top \) [21].

The points \( [x, y]^\top \) on the ellipse centered at \( c \) are then given by the equation

\[
\frac{(x - c_x)^2}{r_x^2} + \frac{(y - c_y)^2}{r_y^2} = 1.
\]  

An alternate parametrization (general conic) is given by

\[
ax^2 + bxy + cy^2 + dx + ey + f = 0,
\]

describing an ellipse if \( b^2 - 4ac < 0 \) [22]. Let

\[
x = [x^2, xy, y^2, x, y, 1]^\top, \quad \Theta = [a, b, c, d, e, f]^\top,
\]

![Fig. 1](Image1.png)

**Fig. 1** Visualization of the preprocessing procedure, with individual processing steps as described in the main text. The images shown contain nuclei as studied and described in [9]. (a) Raw image, (b) Gaussian smoothing, (c) eigenvalues, (d) seeds, (e) labeled seeds, (f) boxes.
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**Fig. 2** (a) Gives an example of a parametric fit for a volume. (b, c) Two slices through the volume in (a) for which a good parametric fit is obtained in the face of missing data points.
then points on the ellipse satisfy \( x^\top \Theta = 0 \). The algebraic distance \( f \) of a point \( x \) to the ellipse parametrized by \( \Theta \) is defined as:

\[
f(x, \Theta) = x^\top \Theta.
\]

The algebraic distance is an approximation of the Euclidean distance that has the advantage that it is much easier to compute.

**Avoiding degenerate solutions** Additional constraints are necessary to avoid degenerate solutions. In order to avoid the trivial solution \( \Theta = 0 \) and recognizing that any multiple of a solution \( \Theta \) represents the same conic, the parameter vector \( \Theta \) is constrained in one way or the other [23]. Different algorithms for fitting ellipses often only differ in the way they constrain parameters. Many authors suggest \( \|a\|^2 = 1 \), others \( a + c = 1 \) or \( f = 1 \) [23].

**Minimizing algebraic distance** For a general loss function, we arrive at the following formulation:

\[
\min_{\Theta} \sum_{i=1}^{N} L(\Theta^\top x_i) \quad \text{s.t. solution nondegenerate}
\]

Depending on which combination of nondegeneracy constraints and loss function is used, different solvers are needed.

### 2.2.3 Robust loss function

It is well established that the squared loss is particularly prone to outliers [24, 25], as distance is penalized quadratically. We therefore propose to use the \( \varepsilon \)-insensitive loss function for the problem at hand, where \( \varepsilon \) defines the width of the region, within which points inflict no error. The \( \varepsilon \)-insensitive loss has its background in the context of support vector regression [26–28]. It is also known as dead-zone penalty in other contexts [29] and is often used when a more robust error function is needed. The \( \varepsilon \)-insensitive loss may be expressed in the form of a constrained optimization problem. As a first step, we note that \( L_\varepsilon \) may be written as

\[
L_\varepsilon(r) = \max(|r| - \varepsilon, 0).
\]

Plugging the above loss into Eq. (5) and neglecting the nondegeneracy constraints for now yield the optimization problem:

\[
\min_{\Theta} \sum_{i=1}^{N} \max(|x_i^\top \Theta| - \varepsilon, 0).
\]

We now make use of the fact that \( \max(a, b) \) can be expressed to the smallest upper bound of \( a \) and \( b \) [29], i.e.,

\[
\max(a, b) = \min_c \begin{cases} a \leq c, \\ b \leq c. \end{cases}
\]

Furthermore, we exploit that the absolute value may be expressed as the maximum of two linear functions \( |r| = \max(r, -r) \). We use the latter to move \( |x_i^\top \Theta| \) from the objective to the constraints using newly introduced slack variables \( s_i \). This gives rise to:

\[
\min_{\Theta, s_i} \sum_{i=1}^{N} \max(s_i - \varepsilon, 0)
\]

\[
\text{s.t. } x_i^\top \Theta \leq s_i, \\ -x_i^\top \Theta \leq s_i
\]

Using the same scheme, the other max is moved to the constraints using Eq. (9), introducing variables \( t_i \). We arrive at:

\[
\min_{\Theta, s_i, t_i} \sum_{i=1}^{N} t_i
\]

\[
\text{s.t. } x_i^\top \Theta \leq s_i, \\ -x_i^\top \Theta \leq s_i, \\ s_i - \varepsilon \leq t_i, \\ 0 \leq t_i.
\]

### 2.2.4 Graph regularization

So far, we have derived a method for robust parametric fits in 2D. In principle, we could extend this approach to 3D parametric objects. However, the data we consider are highly anisotropic in the sense that the \( z \)-axis has lower resolution and should therefore be treated differently. This motivates our alternative approach. To share information of the ellipse
failing across the z-layers, we propose to jointly fit ellipses in all layers and penalize differences between parameter vectors of neighboring layers by means of regularization term R:

$$R(\Theta_1, \ldots, \Theta_M) = \sum_{i=1}^{N-1} \|\Theta_i - \Theta_{i+1}\|_p,$$

(12)

where \(\|a\|_p\) is the p-norm. The effect of this smoothing is shown in Figure 7 in the Supplement. This smoothness regularizer is a special case of a general graph regularizer, which is often used in the context of multitask learning [17,30], as edges only exist between neighboring layers. Note that in the above formulation, we have not settled on a particular norm; however, in the following, we will instantiate to the \(\ell_1\)-norm.

2.2.5 Linear program (LP) formulation

We now start to combine all pieces to obtain the final optimization problem. Starting from Eq. (11), we add the graph regularizer from Eq. (12) to the mix.

Note that to avoid the trivial solution, we add additional constraints as discussed in Sect. 2.2.2. Here, we use \(\Theta_{i,1} + \Theta_{i,3} = 1\) (i.e., \(a + c = 1\)).

$$\min_{\Theta_{i,1}, \ldots, \Theta_{M,1}} \sum_{i=1}^{M} \sum_{t=1}^{N_i} t_{i,t} + \sum_{i=1}^{M-1} |\Theta_i - \Theta_{i+1}|$$

s.t. \(x_i^T \Theta \leq s_i\),

\(-x_i^T \Theta \leq s_i\),

\(s_i - \varepsilon \leq t_i\),

\(0 \leq t_i\),

\(\Theta_{i,1} + \Theta_{i,3} = 1\).

Again, using the fact that \(|a| = \max(a, -a)\), we push the graph regularizer to the constraints:

$$\min_{\Theta_{i,1}, \ldots, \Theta_{M,1}} \sum_{i=1}^{M} \sum_{j=1}^{N_i} t_{i,j} + \sum_{i=1}^{M-1} \sum_{j=1}^{D} u_{i,j}$$

s.t. \(\Theta_{i,j} - \Theta_{i,j} \leq u_{i,j} \forall i \in [1, M-1], j \in [1, D],\)

\(-\Theta_{i,j} + \Theta_{i,j} \leq u_{i,j} \forall i \in [1, M-1], j \in [1, D],\)

\(x_i^T \Theta \leq s_i,\)

\(-x_i^T \Theta \leq s_i,\)

\(s_i - \varepsilon \leq t_i,\)

\(0 \leq t_i,\)

\(\Theta_{i,1} + \Theta_{i,3} = 1.\)

The above problem consists of a linear objective and linear constraints and can therefore be solved with a linear program solver. We used the freely available GNU Linear Programming Toolkit to solve the above optimization problem (http://www.gnu.org/software/glpk/glpk.html).

3 Experiments

Robustness analysis To evaluate the proposed robust loss in the context of parametric fits, we set up an experiment using synthetic data. We compare to the standard squared loss and to RANSAC [31], which is the standard approach for robust parametric fits. The idea of RANSAC is to iteratively fit a standard parametric model (in our case using the \(\ell_2\)-loss), whereas at each iteration a subset of points is chosen, such that outliers are discarded.

To investigate the robustness of the three mentioned approaches, we varied two sources of noise. First, we sampled \(n = 200\) points \(x_1, \ldots, x_n\) from an ellipse parameterized by \(\Theta_0\), where we added normally distributed noise to the x and y coordinates according to a zero-mean Gaussian...

![Fig. 3 Comparison of the error of the squared and robust loss for different noise levels. The noise parameter controls both the Gaussian error from sampling points from the ground truth and the number of points](image-url)
with varying standard deviations. Second, we added uniformly distributed points to the training set (sampled in the interval \([-3, 3]\)) to simulate contaminations, whereas the number of contaminating points \(C\) constitutes the second parameter controlling the noise level. For the noise parameters, we used the values \(\sigma = \{0.0, 0.1, 0.2, \ldots, 2.0\}\) and \(C = \{0, 10, 20, \ldots, 200\}\). Both sources of noise were jointly increased in 10 steps. We assessed the error by comparing the recovered parameter vectors \(\Theta_{\text{fit}}\) to the true parameter \(\Theta_0\) (i.e., \(\text{error} = \|\Theta_{\text{fit}} - \Theta_0\|\)). Examples of the synthetic data at different noise levels, and the corresponding fits are shown in Fig. 4a–c. A comparison of the three approaches is shown in Fig. 3, where the error is shown as a function of the noise level.

We observe that, as to be expected, all methods recover the correct parameter vector if no noise is present. Further, as we increase the noise level, we observe that the robust loss consistently produces more accurate results than the \(\ell_2\)-loss. RANSAC oftentimes manages to obtain good solutions as well (even better solutions than for robust loss for a few cases), but has a higher variance, which reflects the fact that it is not guaranteed to obtain an optimal solution, but may get stuck in a local optimum. Furthermore, the RANSAC solution requires many repeated fits of the parametric model, leading to an increased computational burden compared to the other two methods that each solve exactly one convex optimization problem.

We conclude that for the setting we investigated, our method is comparable to (or better than) RANSAC, the standard approach for robust parametric fits. However, our method has lower variation between noise levels and a lower computational cost, due to its convexity.

**Evaluation in practice** To evaluate the quality of our fits on real data, we compared them to manually curated segmentations obtained using the software of the microscope manufacturer. The 2D polygon finder program (SoftWorx, Applied Precision/GE Healthcare) was used to semi-automatically segment yeast nuclei labeled with Cut11-mCherry in 3D as previously described [9]. Images are 3D stacks of fission yeast nuclei expressing Cut11-mCherry, which localizes to the nuclear rim, and spindle assembly checkpoint proteins marked with GFP. Imaging and image analysis were performed as described in [9] with \(n > 200\) cells. In brief, live cell imaging was conducted on a DeltaVision Core system (Applied Precision) equipped with a climate chamber (EMBL) using a 60×/1.4 Plan Apo oil objective (Olympus), and data were recorded with a CoolSnap CCD camera (Roper Scientific). Z-stacks of 4µm thickness were acquired for both mCherry and GFP fluorescence, with single planes spaced by 0.2µm. The imaged area spanned 256 × 256 pixels with 2 × 2 binning. Uneven illumination of the imaged area was corrected by flatfielding. All images were deconvolved.

![Fig. 4](image-url) Points sampled from the ground truth with Gaussian noise are shown in black, and the ones sampled from a uniform noise distribution are shown in cyan. The squared loss fit is shown in red, the ransac-fit is shown in blue, and the epsilon-insensitive robust fit is shown in green. **a** Low noise, **b** medium noise, **c** high noise (color figure online)
Fig. 5 The top row shows results on real data comparing the 2D polygon fit by the microscope manufacturer to our approach. Taking into account manual post-processing, the total time taken for an experiment is shown in the last column (r denotes the Pearson correlation coefficient). The bottom row shows results on heterogeneous samples, which poses the biggest challenges to tracking software, comparing our tracking approach GRED to Imaris, a state-of-the-art software package for 3D-tracking using SoftWorx software. Individual nuclei were cut out and segmented using the graph-regularized fitting program or by manual segmentation setting a threshold value of $1.5 \times$ average cytoplasmic signal. The resulting segmentation of the nucleus was projected to the GFP channel, and the sum of GFP intensity per sum of area was calculated. The results are shown in Fig. 5. We observe that our approach has an almost perfect correlation to the manually curated ground truth, while the existing microscope software shows a considerable deviation. Further, to compare the graph-regularized fitting software with other 3D segmentation software, the widely used Imaris 3D reconstruction software (Bitplane/Oxford Instruments) was chosen to segment nuclei. We compared nuclei showing heterogeneous signal intensity, which is one of the central challenges for segmentation tools but a fundamental property in cellular systems [32,33]. In brief, 3D tracking with Imaris was performed using the surpass mode and an outer shell was build with the surface option and the surface generation wizard. Smoothing was enabled, using a grain size of 0.430 $\mu$m. To set an initial threshold, the background subtraction (local contrast) method was chosen and the diameter of the largest sphere that fits into the volume was set to 4 $\mu$m. The threshold was then manually adjusted if the initially created surface only partially fitted the nuclear signal. Intensity and volume measurements were automatically performed by the software. Imaris performed less accurate (see Fig. 5). The correlation of the determined intensities between manual tracking and graph-regularized fitting was $r = 0.9662$, whereas Imaris performed substantially worse with $r = 0.8912$. This was due to: (a) setting only a single threshold value for the complete volume determination. Employing a single value cannot account for global intensity variations within the 3D stack, whereas the graph-regularized fitting tool sets a threshold for individual planes and is therefore independent of intensity fluctuations between individual planes, and (b) problems with tracking heterogeneous samples. Both the Imaris software and the 2D polygon finder (SoftWorx) detect cellular structures with homogeneous signals well but perform weakly if such structures show unequal signal distribution. For example, both programs cannot discriminate between an ‘inner’ and ‘outer’ region of cellular nuclei marked only at the nuclear rim. Therefore, regions within cellular structures are either falsely excluded or included, or incompletely tracked (see supplement). In contrast, the graph-regularized fitting software can account for heterogeneous signal intensities as it integrates prior knowledge about the structure of interest into the 3D fitting process.
4 Conclusion

We have presented GRED, a tool for parametric fitting of cell-like objects in fluorescence microscopy images. We have shown that in the context of unequal signal distribution, we can substantially improve upon existing software solutions. Combined with an easy-to-use user interface, our tool enables biologists to perform high-throughput quantitative experiments in fluorescence microscopy [9], if predefining the structure of the to-be-tracked cellular structure is advantageous.
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