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Abstract In this paper, we study a $2 \times 2$ Bayesian entry game with correlated private information. The distribution of private information is modelled by a symmetric joint normal distribution. Therefore, the correlation coefficient of the private information distribution reflects the degree of dependence of players’ private information. Under such specification, players’ private information can be correlated flexibly, which is not confined to the typical additive specification of private payoff shocks or private information by Carlson and van Damme (1993), where the private information is correlated due to the common payoff shock. In our game, if the private information is correlated, we find that given the variances of the private information, there exists a restriction on the degree of correlation of players’ private information that allows the game can be solved by cutoff strategies. Specifically, given the variances of the private information, if players’ private information in strategic substitutes (strategic complements) Bayesian games are positively (negatively) correlated, the range of correlation coefficient that allows the game can be solved by cutoff strategies is restricted so that if the correlation is out of the range, the game cannot be solved by cutoff strategies. Alternatively, given positive (negative) correlation of private information, the value of variances that allows a strategic substitutes (strategic complements) Bayesian games can be solved by cutoff strategies are restricted within certain range. If the value of variances fall out of the range, the Bayesian game cannot be solved by cutoff strategies. However, given negative (positive) correlation of players’ private information in strategic substitutes (strategic complements) Bayesian games, in which the Bayesian games can always be solved by cutoff strategies, we prove that as the variances converge to zero, all pure strategy Bayesian Nash equilibria of the perturbed games converge to the respective Nash equilibria of the corresponding strategic substitutes (strategic complements) complete information games. Based on the result, we conclude that the purification rationale proposed by Harsanyi (1973) can be extended to games with dependent perturbation errors that follow a symmetric joint normal distribution if the correlation coefficient is positive for the strategic complements games or negative for the strategic substitutes games.
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1 Introduction

This paper develops a simple model of firm entry with correlated private information in a 2-player static game. This game is symmetric. In the game, after observing their respective private payoff shocks, two firms simultaneously decide whether to enter a market. The private payoff shocks are statistically correlated, and the correlation coefficient of players’ joint type distribution measures the degree of information correlation. That is, there are common and idiosyncratic components of each payoff shock, and each firm only observes its own aggregate shock without knowing its component. An example of this situation is two firms that produce complementary inputs entering a local market, which is a strategic complements setting. Another example is two firms producing the same good competing for the same market, which is a strategic substitutes setting. Each firm expects its private payoff shocks of entry to be correlated with the other firm’s, because the shocks depend on certain common factors of the market.

The game is solved by a cutoff strategy, which is defined as if a player’s private payoff shock is above a threshold value, they choose entry, or vice versa. By solving the game, we find a critical value of the correlation coefficient. For correlation coefficients below (above) this critical value for a strategic complements (strategic substitutes) game, a cutoff strategy cannot be used to solve the game.1 This result is determined by the normality of the joint prior distribution and

1In this paper, we combine some statements of both strategic complements games and strategic substitutes games together. This sentence is an example. Specifically, for statements about strategic substitutes games, the relevant parts are replaced by the contents in parentheses.
the definition of the cutoff strategy. The intuition is that if the correlation coefficient is smaller (greater) than this critical value for a strategic complements (strategic substitutes) game, the expected payoff function is no longer monotonic with respect to the player’s own strategies, which contradicts the definition of either strategic complements games or strategic substitutes games. In such a situation, cutoff strategies cannot be used to solve the game.

The incomplete information entry game can be viewed as a perturbed game of a complete information entry game. According to Harsanyi (1973)’s purification rationale, if the perturbation errors on each player’s payoff are independent, a Bayesian Nash equilibrium exists that will converge to the mixed strategy equilibrium as perturbation errors tend to zero. In our game, we specify that the variances of the perturbation-error distribution converge to zero, as the process that uncertainty of perturbed games vanishes. We find that, for the strategic complements complete information games if the perturbation errors are negatively correlated, or for the strategic substitutes complete information games if the perturbation errors are positively correlated, there does not exist a Bayesian game that can be solved by the cutoff strategy as perturbation errors tend to zero. Hence, Harsanyi’s purification rationale cannot be applied to this situation. The intuition is that by assuming the variances of both players’ type distributions are identical, for negative information correlation in the strategic complements game or the positive correlation in the strategic substitutes game, there exists a critical value of variances, below which the expected payoff function is not monotonic with respect to a player’s own private payoff shock. The non-monotonic expected payoff functions contradict the definition of either strategic complements games or strategic substitutes games, and hence in such situations, cutoff strategy cannot be used to solve the games. Therefore, for negative information correlation in the strategic complements game or positive information correlation in the strategic substitutes game, only if the variances are above the cutoff value, the game can be solved by cutoff strategies.

However, if the information correlation is positive for the strategic complements games or negative for the strategic substitutes games, the purification rationale is still applicable. We find that in these situations, the Bayesian games that are supposed to converge to the complete information game as the perturbation errors degenerate to zero exist, and during the process, the pure-strategy Bayesian Nash equilibrium will converge to the corresponding Nash equilibrium of the underlying complete information game. Therefore, we extend Harsanyi’s purification rationale to dependent perturbation-error situations.

The rest of this paper proceeds as follows. Section 2 presents the game and some crucial properties caused by information correlation. Section 3 explains how purification rationale can be extended to games with dependent perturbation errors. Section 4 concludes this paper.

## 2 The Game

Consider a 2-player entry game. Each player has two choices, activity or entry (hereafter, 1), or inactivity (hereafter, 0). Each firm makes its own decision after observing its private payoff shock. Then, both firms implement their decisions, which can be observed by each other. The active firm will enter the market. If both firms are active, a coordination (competition) will happen between them and the profit $D$ if the opponent chooses to be active is strictly greater (smaller) than the profit $M$ if the opponent chooses to be inactive. At the end of the period, both firms collect their respective payoffs. The inactive firm gets payoff zero and the active firm obtains the deterministic payoff $D$ or $M$ plus its private payoff shock. Therefore, according to the definition of strategic complements games and strategic substitutes games (Fudenberg and Tirole, 1991), if $D > M$, the game is a strategic complements game, and if $M > D$, the game is a strategic substitutes game. It is assumed that the private payoff shocks are subject to a bivariate normal distribution $(\varepsilon, \varepsilon^*) \sim N(0, 0, \varsigma, \varsigma^*, \rho)$. In this paper, we use * to denote variables of the opponent. It is always assumed that $\varsigma = \varsigma^*$ to ensure that the game is symmetric. The strategic form of this game is depicted as follows:

|            | Firm 1* | Firm 2  |
|------------|---------|---------|
| inactive   | 0       | 0       |
| active     | $M + \varepsilon$ | $D + \varepsilon^*$ |

### Table 1: The incomplete information entry game

Firms adopt cutoff strategies: if payoff shock $\varepsilon$ is above a threshold value $\bar{\varepsilon}$, a player chooses to be active, or vice versa. Therefore, the interim belief that the opponent plays out given payoff shock $\varepsilon$ is given by $\sigma(x_1, \varepsilon) = \int_{-\infty}^{\bar{\varepsilon}} f(\varepsilon^*)|d\varepsilon^*|$, where $f(\varepsilon^*|\varepsilon)$ is the conditional density of $\varepsilon^*$ given $\varepsilon$. $\sigma_{x_1}(x_1, \varepsilon)$ is the first-order partial derivative of $\sigma(x_1, \varepsilon)$ with respect to $x_1$, and $\sigma_{x_2}(x_1, \varepsilon)$ is the first order partial derivative of $\sigma(x_1, \varepsilon)$ with respect to $\varepsilon$. It is found that $\sigma_{x_1}(x_1, \varepsilon) > 0$, $\sigma_{x_2}(x_1, \varepsilon) < 0$ if $\rho > 0$, and $\sigma_{x_2}(x_1, \varepsilon) > 0$ if $\rho < 0$. $\sigma_{x_2}(x_1, \varepsilon) = 0$ at $\rho = 0$. So given a player’s own payoff shock $\varepsilon$, if the opponent’s cutoff strategy becomes higher, then the belief that the opponent chooses being inactive will increase. Given the opponent’s strategy, if the correlation coefficient is positive, a high payoff shock of a player indicates that probably the opponent also gets a high payoff shock; thus, the belief that the opponent chooses being inactive decreases. Given the opponent’s strategy, if the correlation coefficient is negative, a high payoff shock of a player indicates that probably the opponent gets a negative payoff shock; hence, the belief that the opponent chooses being inactive increases. If the correlation coefficient equals 0, a player’s own payoff shock does not have any impact on their belief of the opponent’s behaviour. Therefore, firm i’s expected payoff of entry can be written as
\[ \Pi(x^*, \varepsilon) = \sigma(x^*, \varepsilon)(M + \varepsilon) + (1 - \sigma(x^*, \varepsilon))(D + \varepsilon) \]
\[ = \sigma(x^*, \varepsilon)M + (1 - \sigma(x^*, \varepsilon))D + \varepsilon \] (1)

Equation (1) indicates that a player’s expected payoff is composed of two parts: the payoff induced by strategic uncertainty, \( \sigma(x^*, \varepsilon)M + (1 - \sigma(x^*, \varepsilon))D \), and the realised payoff shock, \( \varepsilon \). If \( \rho \geq 0 \) for the strategic complements game, or if \( \rho \leq 0 \) for the strategic substitutes game, given \( \rho, M, D, \varsigma^2 \) and \( \varsigma^2 \), both parts are non-decreasing with respect to \( \varepsilon \). Intuitively, if both firms’ private payoff shocks are positively (negatively) correlated, a high payoff shock \( \varepsilon^* \) for one firm would on average imply a high (low) payoff shock \( \varepsilon^* \) for the opponent, which provides an incentive that encourages the player to be active in the strategic complements (strategic substitutes) game. Therefore, the expected payoff should be non-decreasing with respect to \( \varepsilon \) for \( \rho \geq 0 \) for the strategic complements game and for \( \rho \leq 0 \) for the strategic substitutes game. Thus, for a positively (negatively) correlated private information situation in the strategic complements (strategic substitutes) game, the cutoff strategy can always be applied.

However, if \( \rho \) is negative for the strategic complements game, or if \( \rho \) is positive for the strategic substitutes game, then it can be reasonably expected that the expected payoff \( \Pi(x^*, \varepsilon) \) is increasing with respect to \( \varepsilon \), if \( \rho < \tilde{\rho} (\rho > \tilde{\rho}) \), the expected payoff is no longer monotonic; such feature contradicts the definition of either strategic complements games or strategic substitutes games, and hence in such a situation cutoff strategy cannot be used to solve the game (see Appendix B). Therefore, given \( D, M, \varsigma^2 \) and \( \varsigma^2 \), a player can legitimately use a cutoff strategy to play the game if and only if \( \rho \in [\tilde{\rho}, 1) \) in the game and \( \rho = -\sqrt{2\varsigma^2/(D-M)} \) for the strategic complements game, or \( \rho \in (-1, \tilde{\rho}) \) in the game and \( \rho = \sqrt{2\varsigma^2/(D-M)} \) for the strategic substitutes game.\(^2\) Thus, for each player, there exists a boundary of \( \rho \) and for the value of \( \rho \) above (below) the boundary value for the strategic complements (strategic substitutes) game, a cutoff strategy can be used to solve the game. Due to the assumption \( \varsigma = \varsigma^* \), the boundary for both players are the same, i.e. \( \rho = \tilde{\rho}^* \), and therefore, this boundary defines the range of \( \rho \) for which a cutoff strategy can be used to solve the game. This result is formally given by the following proposition:

**Proposition 1 (Restriction of Applying a Cutoff Strategy to Solve the Game for Information Correlation):**
Supposing \( D > M \) and \( \varsigma^* = \varsigma \), a cutoff strategy can be applied to solve the game if and only if \( \rho \in [\tilde{\rho}, 1) \), where
\[ \tilde{\rho} = -\sqrt{2\varsigma^2/(D-M)} \].
Supposing \( M > D \) and \( \varsigma^* = \varsigma \), a cutoff strategy can be applied to solve the game if and only if
\[ \rho \in (-1, \tilde{\rho}) \], where \( \tilde{\rho} = \sqrt{2\varsigma^2/(D-M)} \).

**Proof:** See Appendix. \( \blacksquare \)

\[ \pi = 3.14159... \] is the ratio of a circle’s circumference to its diameter. Given \( \rho \in [\tilde{\rho}, 0) \) for \( D > M \) or \( \rho \in (0, \tilde{\rho}) \) for \( M > D \), and an \( x^* \in \mathbb{R} \), if \( \Pi(x^*, \varepsilon) \) increases with respect to \( \varepsilon \), it indicates that
\[ \frac{\partial \Pi(x^*, \varepsilon)}{\partial \varepsilon} = \sigma_\varepsilon(x^*, \varepsilon)(M - D) + 1 \geq 0 \]
for all \( x^* \in \mathbb{R} \); hence,
\[ 1 \geq \sigma_\varepsilon(x^*, \varepsilon)(M - D) \]
Because \( \sigma_\varepsilon(x^*, \varepsilon) = -\rho f(x^*|\varepsilon) \) (see Appendix A), the above inequality can be written as
\[ 1 \geq -\rho f(x^*|\varepsilon)(D - M) \]
and hence
\[ f(x^*|\varepsilon) \leq \frac{1}{-\rho(D - M)} \] (2)

As \( \varsigma \) increases, the variance of the distribution \( f(\cdot|\varepsilon) \), which equals \( \varsigma^2(1 - \rho^2) \), increases, and hence the density\(^2\) for the opponent, \( \rho^* = -\sqrt{2\varsigma^2/(D-M)} \) in the strategic complements game and \( \rho^* = \sqrt{2\varsigma^2/(D-M)} \) in the strategic substitutes game.
function flattens. Particularly, the maximum value of \( f(x^*|\epsilon) \), which equals \( \frac{1}{\sqrt{2\pi(1-\rho)^2}} \) and is taken at the mean \( x^* = \rho \epsilon \), decreases. Hence, (2) is easier to be satisfied and it is more certain that at the given value of \( \rho \), \( \mathbb{E}\Pi(x^*,\epsilon) \) increases with respect to \( \epsilon \) for all \( x^* \in \mathbb{R} \). Therefore, the range of \( \rho \) that makes the expected payoff increase with respect to \( \epsilon \) should be broadened as \( \varsigma \) increases, and accordingly, \( \hat{\rho} \) decreases if \( D > M \), and \( \hat{\rho} \) increases if \( M > D \).

If \( D - M (M-D) \) decreases for the strategic complements (strategic substitutes) game, the RHS of (2) increases. Hence, (2) is easier to be satisfied, and it is more certain that at the given value of \( \rho \), \( \mathbb{E}\Pi(x^*,\epsilon) \) increases with respect to \( \epsilon \) for all \( x^* \in \mathbb{R} \). Therefore, the range of \( \rho \) that makes the expected payoff of entry increase with respect to \( \epsilon \) should be broadened as \( D - M (M-D) \) decreases, and accordingly, \( \hat{\rho} \) decreases (increases).

Given the opponent’s cutoff strategy \( x^* \in \mathbb{R} \), a firm’s cutoff best response \( g(x^*) \) is determined by \( \mathbb{E}\Pi(x^*,g(x^*)) = 0 \). That is,

\[
\sigma(x^*,g(x^*))(M-D) + D + g(x^*) = 0
\]

It is found that \( g(x^*) \in [-D,-M] (g(x^*) \in [-M,-D]) \) for the strategic complements (strategic substitutes) game because as long as \( D > M (M > D) \), the maximum (minimum) of \( \sigma(x^*,\epsilon)(M-D) + D \) equals \( D \), where \( \sigma(x^*,\epsilon) = 0 \), and the minimum (maximum) of \( \sigma(x^*,\epsilon)(M-D) + D \) equals \( M \), where \( \sigma(x^*,\epsilon) = 1 \). Given the joint normal distribution, we obtain the best response function in its reverse form:

\[
x^* = \frac{\rho^*}{\varsigma} g(x^*) + \varsigma^* \sqrt{1 - \rho^2} \Phi^{-1}(\frac{D + g(x^*)}{D - M}) \tag{3}
\]

where \( \Phi(.) \) is the cumulative density function of the standard normal distribution. Then, we can get the derivative of \( g(x^*) \) with respect to \( x^* \) as follows.

\[
g'(x^*) = -\frac{\sigma(x^*,g(x^*))(M-D)}{\sigma(x^*,g(x^*))(M-D) + 1} \tag{4}
\]

Assume \( \varsigma^2 = \varsigma^2 \) is always held. For simplicity, in the following, we specify \( \varsigma^2 \) and \( \varsigma^2 \) as the same variable. From Proposition 1, it has been known that if and only if \( \rho \geq \frac{2\varsigma^2}{2\varsigma^2 + (D-M)^2} \) for \( D > M \) or \( \rho \leq \frac{2\varsigma^2}{2\varsigma^2 + (D-M)^2} \) for \( M > D \), a cutoff strategy can be used to solve the game. Equivalently, it implies a restriction on the variance:

\[
\varsigma^2 \geq \frac{\rho^2(D-M)^2}{2\pi(1-\rho^2)} \quad \text{for } \rho < 0
\]

The inequality indicates that given \( D > M \) and \( \rho < 0 \), there exists a lower bound of \( \varsigma^2 \), which is denoted by \( \varsigma^2 \) and \( \varsigma^2 = \frac{\rho^2(D-M)^2}{2\pi(1-\rho^2)} \). Variances below this lower bound in the case of \( D > M \) and \( \rho < 0 \), the game cannot be solved using a cutoff strategy. The intuition for this result is similar to the intuition of Proposition 1. Let us recall that

\[
\frac{\partial\mathbb{E}\Pi(x^*,\epsilon)}{\partial \epsilon} = \sigma_\epsilon(x^*,\epsilon)(M-D) + 1
\]

\[
= \frac{\rho(D-M)}{\sqrt{2\pi(1-\rho^2)}} \exp\left(-\frac{1}{2} \left(\frac{x^* - \rho \epsilon}{\sqrt{1-\rho^2}}\right)^2\right) + 1
\]

From the above expression, it can be seen that if \( D > M \) and \( \rho \geq 0 \), \( \frac{\partial\mathbb{E}\Pi(x^*,\epsilon)}{\partial \epsilon} > 0 \) for all \( \varsigma \in (0,\infty) \). For \( \rho < 0 \), \( \varsigma \) exists and it makes \( \min \frac{\partial\mathbb{E}\Pi(x^*,\epsilon)}{\partial \epsilon} = \frac{\rho(D-M)}{\sqrt{2\pi(1-\rho^2)}} + 1 = 0 \). Therefore, for \( \rho < 0 \), if \( \varsigma \geq \varsigma^* \), \( \frac{\partial\mathbb{E}\Pi(x^*,\epsilon)}{\partial \epsilon} \geq 0 \) for all \( x^* \in \mathbb{R} \). For \( \rho < 0 \), if \( \varsigma < \varsigma^* \), \( \mathbb{E}\Pi(x^*,\epsilon) \) is no longer monotonic with respect to \( \epsilon \). This situation parallels the property of expected payoff function with \( \rho < \hat{\rho} \) given \( \varsigma \) and \( D > M \) (see Appendix B). Therefore, by assuming \( \varsigma = \varsigma^* \), given \( D > M \) and \( \rho \), a player can legitimately use a cutoff strategy to play the game if and only if \( \varsigma \in [\varsigma^*,\infty) \) for \( \rho < 0 \) or \( \varsigma \in (0,\infty) \) for \( \rho \geq 0 \).

In the strategic substitutes game, it has been proven that if and only if \( \rho \leq \sqrt{\frac{2\varsigma^2}{2\varsigma^2 + (M-D)^2}} \), a cutoff strategy can be used to solve the game. Equivalently, it also implies a restriction on the variance to ensure that the game can be solved by a cutoff strategy:

\[
\varsigma^2 \geq \frac{\rho^2(D-M)^2}{2\pi(1-\rho^2)} \quad \text{for } \rho > 0 \tag{5}
\]

This inequality indicates that given \( M > D \) and \( \rho > 0 \), there exists a lower bound of \( \varsigma^2 \), which is denoted by \( \varsigma^* \) and \( \varsigma^* = \frac{\rho^2(D-M)^2}{2\pi(1-\rho^2)} \). For variances below this lower bound, the game cannot be solved by a cutoff strategy. For \( \rho \leq 0 \), a cutoff strategy is still applicable for all \( \varsigma^2 \in (0,\infty) \) because for \( \rho \leq 0 \), the relationship \( \rho \leq 0 \leq \sqrt{\frac{2\varsigma^2}{2\varsigma^2 + (M-D)^2}} = \hat{\rho} \) always holds for all \( \varsigma^2 \in (0,\infty) \).

The intuition of the existence of \( \varsigma^2 \) for \( M > D \) and \( \rho > 0 \) is similar to the intuition for \( D > M \) and \( \rho < 0 \). Recall that if \( M > D \), for \( \rho \leq 0 \), \( \frac{\partial\mathbb{E}\Pi(x^*,\epsilon)}{\partial \epsilon} > 0 \) for all \( \varsigma \in (0,\infty) \). For \( \rho > 0 \), there exists \( \varsigma \) such that \( \min \frac{\partial\mathbb{E}\Pi(x^*,\epsilon)}{\partial \epsilon} = \frac{\rho(D-M)}{\sqrt{2\pi(1-\rho^2)}} + 1 = 0 \) for all \( x^* \in \mathbb{R} \). Therefore, if \( \rho > 0 \), for \( \varsigma \geq \varsigma^* \), \( \frac{\partial\mathbb{E}\Pi(x^*,\epsilon)}{\partial \epsilon} > 0 \) for all \( x^* \in \mathbb{R} \). For \( \varsigma < \varsigma^* \) if \( \rho > 0 \), this situation parallels that of \( \rho \geq \hat{\rho} \) given \( \varsigma = \varsigma^* \) in the strategic substitutes game. In this situation, \( \mathbb{E}\Pi(x^*,\epsilon) \) is no longer monotonic with respect to \( \epsilon \), which essentially contradicts the definition of strategic complements games and strategic substitutes games (see Appendix B). Therefore, by assuming \( \varsigma = \varsigma^* \), given \( M > D \) and \( \rho \), a player can use a cutoff strategy to play the game if and only if \( \varsigma \in [\varsigma^*,\infty) \) for \( \rho > 0 \) or \( \varsigma \in (0,\infty) \) for \( \rho \leq 0 \).
Proposition 2 (Restriction of Applying a Cutoff Strategy to Solve the Game for Variances): Assume \( \varsigma = \varsigma^* \). Given \( D > M \) and \( \rho \in (-1, 1) \), a player can use a cutoff strategy to solve the game if and only if \( \varsigma \in [\varsigma^*, +\infty) \) for \( \rho < 0 \) or \( \varsigma \in (0, +\infty) \) for \( \rho \geq 0 \). Given \( M > D \) and \( \rho \in (-1, 1) \), a player can use a cutoff strategy to solve the game if and only if \( \varsigma \in [\varsigma^*, +\infty) \) for \( \rho > 0 \) or \( \varsigma \in (0, +\infty) \) for \( \rho \leq 0 \). In either situation, \( D > M \) or \( M > D \), \( \varsigma = \sqrt{\varsigma^2} \), where \( \varsigma^2 = \frac{\rho^2(M - D)^2}{2\pi(1 - \rho^2)} \). □

3 An Extension of Purification Rationale

Now consider the following complete information entry game:

| Firm i       | inactive (0) | active (1) |
|--------------|--------------|------------|
| inactive (0) | 0            | 0          |
| active (1)   | \( M \)      | \( D \)    |

Table 2: The complete information entry game

Assume \( D > 0 > M \). The game has three equilibria, \((0, 0)\), \((1, 1)\) and \((\frac{M}{M+D}, \frac{M}{M-D})\), where \( \frac{M}{M+D} \) is the probability to choose being active. Correspondingly, assume \( M > 0 > D \). The game also has three equilibria, \((0, 1)\), \((1, 0)\) and \((\frac{D}{D+M}, \frac{D}{D-M})\), where \( \frac{D}{D-M} \) is the probability to choose being active. The game shown in Table 1 is the perturbed game of this complete information game. In the following, for simplicity, we call the game shown in Table 2 as the complete information entry game, and the game shown in Table 1 as the perturbed entry game.

Harsanyi (1973) proposed a purification rationale for the play of mixed strategy equilibria. According to Harsanyi (1973), suppose that a player has some small private propensity to choose being active or being inactive, and this propensity is independent of the payoff specification. However, this information is not known to the other player at all. Then, the behaviour of such player will look as if they are randomizing between their actions to the other player. Because of the private payoff perturbation, the opponent will not in fact be indifferent to their actions, but will almost always choose a strict best response. Harsanyi’s purification theorem showed that all equilibria of almost all complete information games are the limit of pure strategy equilibria of perturbed games where players have independent small private payoff shocks.

Note that, in Harsanyi’s purification theorem, he specifies that the uncertainty of perturbed games vanishes in scale. That is, a constant \( \eta \) times the perturbation error \( \epsilon \), and let \( \eta \to 0 \). But in our game, we use an alternative approach to model the process that the uncertainty of perturbed games vanishes. That is, to let the variances of the perturbation-error distribution converge to zero. Here we make a clarification. For Harsanyi’s (1973) purification rationale, it literally describes the idea that every Nash equilibrium of a complete information game can always be approached by a pure strategy Bayesian Nash equilibrium of a perturbed game. For Harsanyi’s (1973) purification theorem, it further requires that the uncertainty of perturbed games vanishes in scale.

Following Morris’ (2008) approach to decomposing Harsanyi’s purification theorem, we can correspondingly decompose Harsanyi’s purification rationale into two parts. The ‘purification’ part, where all equilibria of the perturbed game are essentially pure, and the ‘approachability’ part, where every equilibrium of a complete information game is the limit of equilibria of such perturbed games. For the first part, both Harsanyi’s purification rationale and Harsanyi’s purification theorem use the assumption of sufficiently diffuse independent payoff shocks. For our \( 2 \times 2 \) games, the purification rationale indicates that provided that \( \rho = 0 \), all pure-strategy Bayesian Nash equilibria of the perturbed game obtained by using cutoff strategies (see Table 1) will finally converge to a Nash equilibrium of the complete information game (see Table 2).

However, what will be the situation if we relax the purification rationale by assuming the perturbation errors are dependent? Will Harsanyi (1973)’s purification rationale be still held for dependent payoff shocks?

Carlsson and van Damme (CvD, Appendix B, 1993) compare their global game model with Harsanyi’s model. CvD’s game is identical to our game shown in Table 1 when \( D > M \). Both are symmetric and strategic complements. The only difference is that in their game the \( \epsilon \) of our game is additively decomposed into a common shock and an idiosyncratic shock \( \chi \), i.e. \( \epsilon = \theta + \chi \). \( \theta \) and \( \chi \) are independent and both follow a normal distribution. CvD’s additivity specification of \( \epsilon \) has been widely used in economics literature, especially in the research of coordination games, for example in Morris and Shin (2005), Hellwig and Veldkamp (2009) and Myatt and Wallace (2012). We denote \( \mu_\theta \) and \( \mu_\chi \) as the mean of \( \theta \) and \( \chi \), respectively, and \( \varsigma^2_\theta \) and \( \varsigma^2_\chi \) as the variances of \( \theta \) and \( \chi \). Therefore, \( \epsilon \sim N(\mu_\theta + \mu_\chi, \varsigma^2_\theta + \varsigma^2_\chi) \), where \( \mu_\theta + \mu_\chi = 0 \) and \( \varsigma^2_\theta + \varsigma^2_\chi = \varsigma^2 \). Thus, \( \epsilon \) and \( \epsilon^* \) are correlated due to the common payoff shock, i.e. \( \rho = \frac{\varsigma^2_\theta + \varsigma^2_\chi}{\varsigma^2} \). In contrast, in our games, \( \epsilon \) and \( \epsilon^* \) can be dependent or correlated in any way, and due to the normal distribution specification, correlation coefficient \( \rho \) can reflect the dependence relation between \( \epsilon \) and \( \epsilon^* \), rather than a simple correlation relation between the two shocks.

By specifying \( \varsigma^2_\theta \neq 0 \) and \( \varsigma^2_\chi \to 0 \), their model is the global game, and a unique equilibrium will be selected as \( \rho \to 1 \). However, CvD’s work cannot show whether Harsanyi’s (1973) purification rationale can be extended to perturbed games with correlated perturbation errors. It is because CvD’s model requires that \( \varsigma^2_\theta + \varsigma^2_\chi \to 0 \), but due to the additive error structure \( \epsilon = \theta + \chi \), as \( \varsigma^2_\theta + \varsigma^2_\chi \to 0 \), \( \rho = \frac{\varsigma^2_\theta}{\varsigma^2_\theta + \varsigma^2_\chi} \) changes as well and \( \rho \to 1 \). Therefore, CvD’s framework cannot isolate
$\rho$’s impact on the game as the perturbation errors $\varepsilon$ and $\varepsilon^*$ degenerate to a constant 0.

In last section of this work, we see that by assuming $D > M$ ($M > D$) and $\rho \geq 0$ ($\rho \leq 0$), the games for $\varsigma^2 \in (0, +\infty)$ can be solved by cutoff strategies. The game closest to the complete information entry game is the Bayesian game, where $\varsigma$ and $\varsigma^* \to 0$. If $\varsigma = \varsigma^*$, the best response function in its reverse form is given by

$$x^* = \rho g(x^*) + \varsigma \sqrt{1 - \rho^2} \Phi^{-1}\left(\frac{D + g(x^*)}{D - M}\right)$$

where $g(x^*) \in [-D, -M]$ and $x^* \in \mathbb{R}$. Therefore, as $\varsigma$ and $\varsigma^* \to 0$,

$$g(x^*) = \frac{1}{\rho} x^*$$

where $x^* \in [-\rho D, -\rho M]$ if $D > M$ and $\rho > 0$. Let us recall the following definition equation of $g(x^*)$:

$$\mathbb{E}(x^*, g(x^*)) = \sigma(x^*, g(x^*))(M - D) + D + g(x^*)$$

$$= \Phi(\frac{x^* - \rho g(x^*)}{\varsigma \sqrt{1 - \rho^2}})(M - D) + D + g(x^*) = 0$$

As $\varsigma \to 0$, if $x^* > -\rho M$, $g(x^*) = -M$, and if $x^* < -\rho D$, $g(x^*) = -D$ (see Appendix D). Therefore, the best response function of the Bayesian games with $\varsigma$ and $\varsigma^* \to 0$ for all $x^* \in \mathbb{R}$ and $\rho > 0$ is given by

$$g(x^*) = \begin{cases} -D & x^* < -\rho D \\ \frac{1}{\rho} x^* - \rho D & -\rho D \leq x^* \leq -\rho M \\ -M & x^* > -\rho M \end{cases}$$

The intuition of the piecewise expression of $g(x^*)$ as $\varsigma$ and $\varsigma^* \to 0$ is as follows. Supposing $D > M$, if the opponent $i^*$ is expected to adopt a very high (low) cutoff strategy, it implies that player $i$ expects that $i^*$ is more likely to choose being inactive (active). In a strategic complements context, players always tend to match their action strategies, and hence as a best response, $i$ will adopt the highest (lowest) cutoff strategy that can be achieved to indicate that the player also prefers being inactive (active). This highest (lowest) strategy is $-M$ ($-D$).

Assuming $\varsigma = \varsigma^*$, as $\varsigma$ and $\varsigma^* \to 0$, the likelihood of the mean of the distribution of the opponent’s payoff shock given a player's own payoff shock increases, while the likelihood of the payoff shocks at both sides of the distribution around the mean decreases, because the variance of the conditional payoff shock distribution, $\varsigma^2(1 - \rho^2)$, degenerates. Suppose the payoff shock that makes player $i$ indifferent to entry or being inactive equals $g(x^*)$, where reasonably $g(x^*) \in [-D, -M]$ for $D > M$ or $g(x^*) \in [-M, -D]$ for $M > D$, then the mean of the opponent’s payoff shock distribution is $\rho g(x^*)$, which happens with a very high likelihood as $\varsigma$ and $\varsigma^* \to 0$.

In symmetric games, no matter whether the game exhibits strategic complements or strategic substitutes, if a player is expected to be indifferent to being active or being inactive, the opponent will also adopt a strategy such that the opponent is also indifferent to entry or being inactive as a best response. Thus, the opponent $i^*$ will choose a strategy $x^*$ indicating indifference to their own action choices.

Therefore, based on the analysis from the previous two paragraphs, given $g(x^*)$ between $-M$ and $-D$, $i$ expects that the payoff shock that is most likely to happen for $i^*$ is $\rho g(x^*)$. Because at $g(x^*)$, $i$ is indifferent to either action choice, as a best response, at $\rho g(x^*)$, $i^*$ will also be indifferent to either action choice. Therefore, $i^*$’s strategy $x^*$ should be equal to $\rho g(x^*)$ when $\varsigma$ and $\varsigma^* \to 0$ if $g(x^*) \in [-D, -M]$ for $D > M$ or $g(x^*) \in [-M, -D]$ for $M > D$. Obviously, this intuition applies to both the strategic complements and strategic substitutes cases.

Because the game is symmetric, for the strategic complements game, the equilibria can be described by the intersection points between $g(x^*)$ and the $45^\circ$ line. Specifically, if $D > 0 > M$, there are three equilibria (intersection points): $(-M, -M), (-D, -D)$ and $(0, 0)$ (see Figure 1-1). As $\varsigma$ and $\varsigma^* \to 0$, the payoff shocks $\varepsilon$ and $\varepsilon^*$ converge to 0. Therefore, given cutoff strategy equilibrium $(-M, -M)$, since $-M > 0$, both players always choose action 0 in this equilibrium. Given cutoff strategy equilibrium $(-D, -D)$, since $-D < 0$, both players always choose action 1 in this equilibrium. Given cutoff strategy equilibrium $(0, 0)$, the equilibrium belief $\sigma(0, 0)$ equals $\frac{D}{D - M}$ given any value of $\rho \in (0, 1)$. Thus, in this situation, $\sigma(0, 0)$ is independent of $\rho$ and it is always equal to the unconditional probability of player $i^*$ choosing action 0. Therefore, as $\varsigma$ and $\varsigma^* \to 0$, the equilibria of the game expressed in the form of action strategies are given by $(0, 0), (1, 1)$ and $(\frac{D}{D - M}, \frac{D}{D - M})$. These equilibria are exactly equal to the equilibria of the games with $\varsigma = \varsigma^* = 0$ and $D > 0 > M$. Similarly, if $0 > D > M$ or $D > M > 0$, the equilibrium cutoff

$\text{5The intuition of the cutoff strategy equilibrium is that given } D > 0 > M$, a player can expect that the opponent either chooses being active or inactive. If a player expects the opponent to choose entry, the player will get payoff $D$ if they also choose entry. Thus, the player will adopt a cutoff strategy $-D$. As the best response, the opponent will adopt a strategy $-D$.

In contrast, if a player expects the opponent to choose being inactive, then the player will get payoff $M$ if they choose to enter. Thus, the player will adopt a cutoff strategy $-M$. As the best response, the opponent will adopt a strategy $-M$.

If a player expects the opponent is indifferent to being active or being inactive, it indicates that irrespective of what value $x^*$ is, the expected payoff of entry for opponent $i^*$ is equal to 0. Therefore, player $i^*$’s cutoff strategy is equal to 0. Hence, given $D > 0 > M$, player $i$ will adopt a strategy 0 as a best response. Therefore, another cutoff strategy equilibrium $\varsigma$ and $\varsigma^* \to 0$ is $(0, 0)$.
strategies are \((-M, -M)\) or \((-D, -D)\) respectively, which imply the action strategies \((0, 0)\) or \((1, 1)\) (see Figures 1-2 and 1-3). These equilibria are exactly equal to the corresponding equilibria of the games with \(1-3\).

The equilibria of the underlyng complete information game. Therefore, as \(\varsigma\) and \(\varsigma^*\) → 0, the equilibria of the perturbed games finally converge to the equilibria of the underlying complete information game.

Therefore, if \(D > M\) and perturbation errors \(\varepsilon\) and \(\varepsilon^*\) follow a joint normal distribution, all equilibria of the complete information entry games are the limit of pure-strategy Bayesian Nash equilibria of perturbed games where players have non-negatively dependent perturbation errors.

However, if \(D > M\) and \(\rho < 0\), then \(\varsigma^2\) arises. In the previous section, we have shown that if and only if \(\varsigma^2 \in [0, +\infty)\), the Bayesian games can be solved by cutoff strategies. If \(\varsigma^2 \in (0, \varsigma^2)\), the Bayesian games that can be solved by cutoff strategies do not exist due to the violation of the definition of the cutoff strategy concept, as we have exhibited in Section 2. Therefore, the sequence of such perturbed Bayesian games that are supposed to converge to the complete information game does not exist. Hence, the ‘approachability’ part of the purification rationale cannot be satisfied, and so the purification rationale cannot be applied in this situation. Therefore, in the strategic complements game discussed above, if \(M > D\) and \(\rho < 0\), Harranyi’s purification rationale is still applicable.

Extending purification rationale in the strategic substitutes game where \(M > D\) is similar to extending it in the strategic complements game discussed above. If \(M > D\) and \(\rho \leq 0\), games that can be solved by cutoff strategies exist for all \(\varsigma^2 \in (0, +\infty)\). Since the equilibria of a game are solutions of the equation system composed of both players’ best response functions, a small perturbation of the equation system will result in a nearby equilibrium. The most closet game is the game with \(\varsigma\) and \(\varsigma^*\) → 0. Again, the best response function is given by the following piecewise function:

\[
\begin{align*}
g(x^*) & = \begin{cases} 
-D & x^* < -\rho D \\
\frac{1}{\rho} x^* - \rho D & -\rho D \leq x^* \leq -\rho M \\
-M & x^* > -\rho M
\end{cases}
\end{align*}
\]

where \(x^* \in \mathbb{R}\) and \(\rho < 0\).

6The intuitions of these cutoff strategy equilibria are as follows. Suppose \(0 > D > M\). As \(\varsigma\) and \(\varsigma^*\) → 0, it is very likely that each player will choose being inactive. Conditional on this expectation, a player choosing entry must get a payoff shock \(\varepsilon > -M\) since \(M + \varepsilon > 0\) and \(M\) is the payoff the player can obtain by choosing entry given this expectation. As the best response, the opponent will adopt the same cutoff strategy. Hence, the cutoff strategy equilibrium \((-M, -M)\) exists in this situation.

Similarly, suppose \(D > M > 0\). As \(\varsigma\) and \(\varsigma^*\) → 0, it is very likely that each player will choose being active. Conditional on this expectation, a player choosing entry must get a payoff shock \(\varepsilon > -D\) since \(D + \varepsilon > 0\) and \(D\) is the payoff the player can obtain by choosing entry given this expectation. As the best response, the opponent will adopt the same cutoff strategy. Hence, in this situation, we have the cutoff strategy equilibrium \((-D, -D)\).

**Figure 1.** The solid curve represents \(g(x^*)\) as \(\varsigma\) and \(\varsigma^*\) → 0. The dashed line represents the \(45^\circ\) line. The intersection points between \(g(x^*)\) and the \(45^\circ\) line are the equilibria of the game with \(\varsigma\) and \(\varsigma^*\) → 0. If \(D > 0 > M\), there are three equilibria, \((-M, -M), (-D, -D)\) and \((0, 0)\). If \(0 > D > M\), there is a unique equilibrium \((-M, -M)\). If \(D > M > 0\), there is a unique equilibrium \((-D, -D)\).
Although the expression of the best response function is the same as the one for $D > M$ and $\rho > 0$, the intuitions are not exactly the same. The intuition of $g(x^*) \in [-M, -D]$ is as follows. Given that $M > D$, if the opponent $i^*$ is expected to adopt a very high (low) strategy, it means player $i$ expects that $i^*$ is most likely to choose being inactive (active). In a strategic substitutes context, players always tend to mismatch their action strategies, and hence as the best response, $i$ will adopt the lowest (highest) strategy that can be achieved to indicate the player's preference of being active (inactive). This lowest (highest) strategy is $-M (-D)$.

Because the game is symmetric, $g(x^*)$ and $g^*(x)$ are symmetrically located around the 45° line. The equilibria are the intersection points between $g(x^*)$ and $g^*(x)$. Specifically, for $M > 0 > D$, if $M > \rho D$ and $D > \rho M$, there are three equilibria (intersection points): $(-\frac{D}{\rho}, -D)$, $(-D, -\frac{D}{\rho})$ and $(0, 0)$ (see Figure 2).

As $\varsigma$ and $\varsigma^* \to 0$, the limits of payoff shocks $\varepsilon$ and $\varepsilon^*$ are always equal to 0. Therefore, given cutoff strategy equilibrium $(-\frac{D}{\rho}, -D)$, since $-\frac{D}{\rho} < 0$ and $-D > 0$, in this equilibrium, player $i$ always chooses action 1 and player $i^*$ always chooses action 0. Hence, the action strategy representation of this equilibrium is $(1, 0)$. In the same way, the cutoff strategy equilibrium $(-D, -\frac{D}{\rho})$ indicates the action strategy $(\sigma, 1)$. Given cutoff strategy equilibrium $(0, 0)$, the equilibrium belief $\sigma(0, 0)$ is always equal to $\frac{D}{D - M}$ given any value of $\rho \in (-1, 0)$. Thus, $\sigma(0, 0)$ is always equal to the unconditional probability of player $i^*$ choosing action 0. Therefore, as $\varsigma$ and $\varsigma^* \to 0$, the equilibrium of the game expressed in the form of action strategies are given by $(1, 0)$, $(0, 1)$ and $(\frac{D}{D - M}, \frac{D}{D - M})$. These equilibria are exactly equal to the equilibria of the games with $\varsigma = \varsigma^* = 0$ and $M > 0 > D$. Therefore, as $\varsigma$ and $\varsigma^* \to 0$, the equilibria of the perturbed games finally converge to the equilibria of the underlying complete information games.

For $M > 0 > D$ and $\rho < 0$, if $M < \rho D$ and $D < \rho M$,

\[x^* = \begin{cases} \frac{D}{\rho} & \text{if } \rho < -D, \\ -M & \text{if } \rho > -M. \end{cases}\]

In contrast, if a player expects the opponent to choose being inactive, then the player will get payoff $M$ if they choose to enter. Thus, at least when $\varepsilon \geq -M$, the player will consider entry. However, $M > \rho D$ and hence $-M < -\rho D$, where $-\rho D$ is the entry threshold that opponent $i^*$ expects player $i$ to most likely adopt conditional on that $i^*$ expects $i$ will choose entry. Thus, if $i$ gets a payoff shock $\varepsilon$ such that $-M < \varepsilon < -\rho D$, the opponent expects that $i$ will not choose entry but in fact $i$ indeed chooses entry. Hence, a contradiction arises and $i$ cannot adopt $-M$. Therefore, based on the opponent's belief that $i$ will choose entry and accordingly $i^*$ will adopt a strategy $-D$, $i$'s best response will be $-\frac{D}{\rho}$.

If a player expects the opponent is indifferent to being active or being inactive, it indicates that irrespective of what value $\varepsilon^*$ is, the expected payoff of entry for $i^*$ is equal to 0. Therefore, player $i^*$'s strategy is equal to 0. Hence, given $M > 0 > D$, as a best response, player $i$ will adopt a strategy 0. Therefore, another cutoff strategy equilibrium as $\varsigma$ and $\varsigma^* \to 0$ is $(0, 0)$.

\[x^* = \begin{cases} \frac{D}{\rho} & \text{if } \rho < -D, \\ -M & \text{if } \rho > -M. \end{cases}\]

Figure 2. The solid curve represents $g(x^*)$ as $\varsigma$ and $\varsigma^* \to 0$. The dashed curve represents $g^*(x)$ as $\varsigma$ and $\varsigma^* \to 0$. The dashed-dot line represents the 45° line. The intersection points between $g(x^*)$ and $g^*(x)$ are the equilibria of the game with $\varsigma$ and $\varsigma^* \to 0$. For $M > 0 > D$ and $\rho < 0$, if $M > \rho D$ and $D > \rho M$, there are three equilibria $(-\frac{D}{\rho}, -D)$, $(-D, -\frac{D}{\rho})$ and $(0, 0)$.

\[x^* = \begin{cases} \frac{D}{\rho} & \text{if } \rho < -D, \\ -M & \text{if } \rho > -M. \end{cases}\]

\[x^* = \begin{cases} \frac{D}{\rho} & \text{if } \rho < -D, \\ -M & \text{if } \rho > -M. \end{cases}\]

For $M > 0 > D$ and $\rho < 0$, the following parameter specifications cannot be held: $M > \rho D$ and $D < \rho M$ or $M > \rho D$ and $D > \rho M$. It is because if $\rho = -1$, in either parameter specification, one inequality indicates $M + D > 0$, while the other one indicates $M + D < 0$. Obviously, the two inequalities cannot be held simultaneously.

The intuitions of these cutoff strategy equilibria are similar to the previous case where $M > \rho D$ and $D > \rho M$. Given $M > 0 > D$, a player can expect that the opponent either chooses being active or inactive. If player $i$ expects the opponent to choose being inactive, then the player will get payoff $M$ if they choose entry. Thus, player $i$ will adopt a cutoff strategy $-M$. As the best response, the opponent $i^*$ will adopt a strategy $-\frac{D}{\rho}$.

Otherwise, if player $i$ expects the opponent $i^*$ to choose being active, the player will get payoff $D$ if they choose to enter. Thus, at least when $\varepsilon \geq -M$, the player will consider entry. However, $M > \rho D$ and hence $-M < -\rho D$, where $-\rho D$ is the entry threshold that opponent $i^*$ expects player $i$ to most likely adopt conditional on that $i^*$ expects $i$ will choose entry. Thus, if $i$ gets a payoff shock $\varepsilon$ such that $-M < \varepsilon < -\rho D$, the opponent expects that $i$ will not choose entry but in fact $i$ indeed chooses entry. Hence, a contradiction arises and $i$ cannot adopt $-M$. Therefore, based on the opponent’s belief that $i$ will choose entry and accordingly $i^*$ will adopt a strategy $-D$, $i$’s best response will be $-\frac{M}{\rho}$.

The intuition of cutoff strategy $(0, 0)$ is the same as that in the previous case where $M > \rho D$ and $D > \rho M$. 
game are given by \((1, 0), (0, 1)\) and \((\frac{D}{M}, \frac{D}{M})\). These equilibria are exactly equal to the equilibria of the games with \(\varsigma = \varsigma^* = 0\) and \(M > 0 > D\).

It should be noted that in the case of \(M > 0 > D\), irrespective of whether \(M > \rho D\) and \(D > \rho M\), or \(M < \rho D\) and \(D < \rho M\), given \(M, D\), and \(\varsigma\) and \(\varsigma^* \rightarrow 0\), as \(\rho\) changes, the best response function changes and the cutoff strategy equilibria, except \((0, 0)\), change as well. However, when we translate these cutoff strategies with respect to different values of \(\rho\) into action strategies, they indicate the same action strategies. For example, if \(M > \rho D\) and \(D > \rho M\), where \(\rho < 0\), a cutoff strategy equilibrium is \((-\frac{D}{\rho}, -D)\). For different values of \(\rho\), \((-\frac{D}{\rho}, -D)\) differs, but it always indicates the action strategy equilibrium \((1, 0)\).

**Figure 3.** The solid curve represents \(g(x^*)\) as \(\varsigma\) and \(\varsigma^* \rightarrow 0\). The dashed curve represents \(g^*(x)\) as \(\varsigma\) and \(\varsigma^* \rightarrow 0\). The dashed-dot line represents the 45° line. The intersection points between \(g(x^*)\) and \(g^*(x)\) are the equilibria of the game with \(\varsigma\) and \(\varsigma^* \rightarrow 0\). For \(M > 0 > D\) and \(\rho < 0\), if \(M < \rho D\) and \(D < \rho M\), there are three equilibria \((-\frac{M}{\rho}, -M), (-M, -\frac{M}{\rho})\) and \((0, 0)\).

Similarly, if \(0 > M > D\) or \(M > D > 0\), the equilibrium cutoff strategies are \((-M, -M)\) and \((-D, -D)\), respectively, which imply the action strategy equilibria \((0, 0)\) and \((1, 1)\) (see Figures 4-1 and 4-2).\(^\text{11}\) These equilibria are exactly equal to the equilibria of the games with \(\varsigma = \varsigma^* = 0\) and \(0 > M > D\) or with \(\varsigma = \varsigma^* = 0\) and \(M > D > 0\). Therefore, as \(\varsigma\) and \(\varsigma^* \rightarrow 0\), the equilibria of the perturbed games finally converge to the equilibria of the underlying complete information games.

Therefore, Harsanyi’s purification rationale can also be extended to perturbed games with non-positively dependent perturbation errors in a strategic substitutes context.

However, if \(M > D\) and \(\rho > 0\), the Bayesian games that can be solved by cutoff strategies do not exist for \(\varsigma^* \in (0, \varsigma^*)\). Therefore, the sequence of perturbed games that are supposed to converge to the complete information game does not exist. Since the ‘approachability’ requirement cannot be satisfied, in this situation, we have the cutoff strategy equilibrium \((-D, -D)\).
Harsanyi’s purification rationale cannot be applied in this situation.

In conclusion, for the perturbation errors that are either positively dependent in strategic complements games or negatively dependent in strategic substitutes games, as the perturbation errors degenerate to zero, the Bayesian games that are supposed to converge to the underlying complete information game exist. Supposing the perturbed games exist as variances of the prior distribution tend to 0, given the same primitives except the correlation coefficient, the best response function differs with different values of the correlation coefficient because the slope changes. Except the case of $M > 0 > D$, the value of cutoff strategy equilibria does not depend on the correlation coefficient. For the case given in this paper, the purification rationale can be extended perturbation errors follow the joint normal distribution as perturbed games are solved by cutoff strategies and the error distribution degenerate to zero. By assuming that the perturbed games vanishes as the variances of perturbation-strategic substitutes games. In our game, the uncertainty of perturbation error setting for both strategic complements and the game exhibits strategic complements (strategic substitutes).

Finally, we formally describe the extension of Harsanyi’s purification rationale to the normally distributed dependent perturbation-error situations in the following proposition:

**Proposition 3: (An Extension of Purification Rationale):**
In a $2 \times 2$ symmetric entry game, described in Table 2, all equilibria are the limit of the pure-strategy Bayesian Nash equilibria of a sequence of perturbed games described in Table 1 as $(\varsigma, \varsigma^*) \to 0$, if and only if if $D > M$ and $\rho \geq 0$ or $M > D$ and $\rho \leq 0$. $(\epsilon, \epsilon^*)$ follows a joint normal distribution $N(0, 0, \varsigma^2, \varsigma^{2*}, \rho)$ and the perturbed games are solved by using cutoff strategies, as defined in Section 2. □

**4 Conclusion**

In this paper, we study a $2 \times 2$ entry game in which players’ private information are correlated. The game is symmetrically specified. Given other parameters, there exists a critical value of correlation coefficient below (above) which a cutoff strategy cannot be used to solve the game if the game exhibits strategic complements (strategic substitutes).

Provided that the game can be solved by cutoff strategy, we extend Harsanyi’s (1973) purification rationale to a dependent-perturbation error setting for both strategic complements and strategic substitutes games. In our game, the uncertainty of perturbed games vanishes as the variances of perturbation-error distribution degenerate to zero. By assuming that the perturbed games are solved by cutoff strategies and the perturbation errors follow the joint normal distribution as given in this paper, the purification rationale can be extended to perturbed games with positively dependent perturbation errors if the complete information game exhibits strategic complements or negatively dependent perturbation errors if the complete information game exhibits strategic substitutes. If we assume that the perturbation errors are negatively dependent if the complete information game exhibits strategic complements or positively dependent if the complete information game exhibits strategic substitutes, then the ‘approachability’ part of the purification rationale cannot be satisfied, and hence, we cannot extend the purification rationale to such situations. Finally, for future research, we will study whether and how the purification with dependent randomization rationale can be applied to more general games.

**5 Appendix**

### A Preliminaries and Glossaries of Notations

The standard Gaussian density function is denoted by $\phi(.)$, and the standard Gaussian cumulative density function is denoted by $\Phi(.)$. Given a Gaussian distribution $x \sim N(\mu, \varsigma^2)$, the density function is written as

$$f(x) = \frac{1}{\sqrt{2\pi}\varsigma} \exp\left(-\frac{(x-\mu)^2}{2\varsigma^2}\right) = \frac{1}{\varsigma} \phi\left(\frac{x-\mu}{\varsigma}\right)$$

The joint Gaussian distribution is denoted by $(\epsilon, \epsilon^*) \sim N(0, 0, \varsigma^2, \varsigma^{2*}, \rho)$. The density function of the bivariate Gaussian distribution is

$$f(\epsilon, \epsilon^*) = \frac{1}{2\pi\varsigma\varsigma^*\sqrt{1-\rho^2}} \exp\left(-\frac{1}{2(1-\rho^2)} \left(\frac{\epsilon^2}{\varsigma^2} + \frac{\epsilon^{2*}}{\varsigma^{2*}} - 2\rho \epsilon \epsilon^*\right)\right)$$

The conditional density function is

$$f(\epsilon^*|\epsilon) = \frac{1}{\varsigma^* \sqrt{1-\rho^2}} \phi\left(\frac{\epsilon^* - \rho \epsilon}{\sqrt{1-\rho^2}}\right)$$

and the conditional cumulative density function is

$$F(\epsilon^*|\epsilon) = \int_{-\infty}^{\epsilon^*} f(\epsilon^*|\epsilon) d\epsilon^*$$

$$= \frac{1}{\sqrt{2\pi(1-\rho^2)}} \exp\left(-\frac{1}{2(1-\rho^2)} \left(\frac{\epsilon^* - \rho \epsilon}{\sqrt{1-\rho^2}}\right)^2\right) d\epsilon^*$$

$$= \int_{-\infty}^{\epsilon^*} \frac{1}{\sqrt{2\pi(1-\rho^2)}} \exp\left(-\frac{1}{2} u^2\right) du$$

$$= \Phi\left(\frac{\epsilon^* - \rho \epsilon}{\sqrt{1-\rho^2}}\right)$$
We denote a player’s belief function by $\sigma(x^*, \varepsilon) = F(x^*|\varepsilon)$, where $\varepsilon$ is a player’s own private information, and $x^*$ is the opponent’s expected cutoff strategy. We obtain the following results of $\sigma(x^*, \varepsilon)$:

$$
\sigma(x^*, \varepsilon) = F(x^*)|\varepsilon) = \Phi(\frac{x^* - \rho \varepsilon}{\sqrt{1 - \rho^2}})
$$

$$
\sigma_{x^*}(x^*, \varepsilon) = \frac{1}{\sqrt{1 - \rho^2}} \phi(\frac{x^* - \rho \varepsilon}{\sqrt{1 - \rho^2}})
$$

$$
\sigma_{\varepsilon}(x^*, \varepsilon) = -\frac{\rho}{\sqrt{1 - \rho^2}} \phi(\frac{x^* - \rho \varepsilon}{\sqrt{1 - \rho^2}})
$$

By assuming $\varsigma = \varsigma^*$, these expressions can be simplified into the following equations, respectively:

$$
\sigma(x^*, \varepsilon) = \Phi(\frac{x^* - \rho \varepsilon}{\varsigma \sqrt{1 - \rho^2}})
$$

$$
\sigma_{x^*}(x^*, \varepsilon) = \frac{1}{\varsigma \sqrt{1 - \rho^2}} \phi(\frac{x^* - \rho \varepsilon}{\varsigma \sqrt{1 - \rho^2}})
$$

$$
\sigma_{\varepsilon}(x^*, \varepsilon) = -\frac{\rho}{\varsigma \sqrt{1 - \rho^2}} \phi(\frac{x^* - \rho \varepsilon}{\varsigma \sqrt{1 - \rho^2}})
$$

The expected payoff function $\mathbb{E} \Pi(x^*, \varepsilon)$ is expressed as

$$
\mathbb{E} \Pi(x^*, \varepsilon) = \sigma(x^*, \varepsilon)(M + \varepsilon) + (1 - \sigma(x^*, \varepsilon))(D + \varepsilon)
$$

$$
= \sigma(x^*, \varepsilon)(M - D) + \varepsilon
$$

$$
= \Phi(\frac{x^* - \rho \varepsilon}{\varsigma \sqrt{1 - \rho^2}})(M - D) + \varepsilon
$$

$$
= \Phi(\frac{x^* - \rho \varepsilon}{\varsigma \sqrt{1 - \rho^2}})(M - D) + \varepsilon
$$

is equivalent to $\frac{\rho(D - M)}{\sqrt{2\pi(1 - \rho^2)}} \exp(- \frac{1}{2} \frac{(x^* - \rho \varepsilon)^2}{\varsigma^2}) + 1 \geq 0$.

Therefore, the inequality $\exp(\frac{1}{2} \frac{(x^* - \rho \varepsilon)^2}{\varsigma^2}) \geq \frac{\rho(D - M)}{\sqrt{2\pi(1 - \rho^2)}}$ is the necessary and sufficient condition of $x^*$.

Apparently, that $\rho(D - M) \geq 0$ is sufficient to make the necessary and sufficient condition hold. Therefore, that $D > M$ and $\rho \geq 0$, or $M > D$ and $\rho \leq 0$, is sufficient to guarantee $\exp(\frac{1}{2} \frac{(x^* - \rho \varepsilon)^2}{\varsigma^2}) \geq \frac{\rho(D - M)}{\sqrt{2\pi(1 - \rho^2)}}$, and thus $\frac{\partial \mathbb{E} \Pi(x^*, \varepsilon)}{\partial \varepsilon} > 0$.

Suppose $\rho(D - M) < 0$. Then, the necessary and sufficient condition $\exp(\frac{1}{2} \frac{(x^* - \rho \varepsilon)^2}{\varsigma^2}) \geq \frac{\rho(D - M)}{\sqrt{2\pi(1 - \rho^2)}}$ can be equivalently transformed into $(\frac{x^* - \rho \varepsilon}{\varsigma})^2 \geq 2(1 - \rho^2)$, for all $x^* \in \mathbb{R}$ and $\varepsilon \in \mathbb{R}$, $(\frac{x^* - \rho \varepsilon}{\varsigma})^2 \geq 2(1 - \rho^2) \ln \frac{\rho(D - M)}{\sqrt{2\pi(1 - \rho^2)}}$ always holds. Hence, as long as all parameters satisfy $2(1 - \rho^2) \ln \frac{\rho(D - M)}{\sqrt{2\pi(1 - \rho^2)}} \leq 0$, the necessary and sufficient condition always holds, and thus $\frac{\partial \mathbb{E} \Pi(x^*, \varepsilon)}{\partial \varepsilon} \geq 0$ given $\rho(D - M) < 0$. Since $\ln \frac{\rho(D - M)}{\sqrt{2\pi(1 - \rho^2)}} = 0$ as long as $\frac{\rho(D - M)}{\sqrt{2\pi(1 - \rho^2)}} = 1$, given $D, M, \varsigma$, and $\varsigma^*$, and denoting the solution by $\tilde{\rho}$, we have $\tilde{\rho}^2 = \frac{2\pi\varsigma^2}{\sqrt{(2\pi)\varsigma^2 + (M - D)^2}}$.

Furthermore, as long as $\rho^2 < \tilde{\rho}^2$, $2(1 - \rho^2) \ln \frac{\rho(D - M)}{\sqrt{2\pi(1 - \rho^2)}} < 0$. Therefore, if $D > M$ and $\tilde{\rho} < \rho < 0$, or if $M > D$ and $0 < \rho < \tilde{\rho}$, $\frac{\partial \mathbb{E} \Pi(x^*, \varepsilon)}{\partial \varepsilon} \geq 0$ always holds, and $\frac{\partial \mathbb{E} \Pi(x^*, \varepsilon)}{\partial \varepsilon} = 0$ if and only if $\varepsilon = \frac{\varsigma - x^*}{\rho \varsigma}$. Therefore, combined with the results for $\rho(D - M) \geq 0$, it can be concluded that if $D > M$, $\forall \rho \in (0, 1)$, or if $M > D$, $\forall \rho \in (-1, \tilde{\rho})$, $\frac{\partial \mathbb{E} \Pi(x^*, \varepsilon)}{\partial \varepsilon} \geq 0$ always holds, and $\frac{\partial \mathbb{E} \Pi(x^*, \varepsilon)}{\partial \varepsilon} = 0$ if and only if $\varepsilon = \frac{\varsigma - x^*}{\rho \varsigma}$, where $\tilde{\rho} = -\sqrt{\frac{2\pi\varsigma^2}{\sqrt{2\pi\varsigma^2 + (M - D)^2}}} = \sqrt{\frac{2\pi\varsigma^2}{\sqrt{2\pi\varsigma^2 + (D - M)^2}}} = \tilde{\rho}$ for $D > M$. Hence, both players have an identical range to ensure that their respective expected payoff function $\mathbb{E} \Pi(x^*, \varepsilon)$ always increases with respect to $\varepsilon \in \mathbb{R}$.

**B Restrictions for Implementing the Cutoff Strategy Concept to Solve the Game (Proofs of Proposition 1)**

**Lemma B1:** There exists a $\tilde{\rho} \in (-1, 1)$, if $D > M$, $\forall \rho \in [\tilde{\rho}, 1]$ and $\forall x^* \in \mathbb{R}$, or if $M > D$, $\forall \rho \in (-1, \tilde{\rho})$ and $\forall x^* \in \mathbb{R}$, $\frac{\partial \mathbb{E} \Pi(x^*, \varepsilon)}{\partial \varepsilon} \geq 0$, where the equality is obtained at $\varepsilon = \frac{\varsigma - x^*}{\rho \varsigma}$ with $\rho = \tilde{\rho}$.

**Proof:** For all $x^* \in \mathbb{R}$, $\mathbb{E} \Pi(x^*, \varepsilon) = \sigma(x^*, \varepsilon)(M - D) + D + \varepsilon$.

Therefore, $\frac{\partial \mathbb{E} \Pi(x^*, \varepsilon)}{\partial \varepsilon} = \sigma_{x^*}(x^*, \varepsilon)(M - D) + D + \varepsilon$.

Therefore, $\frac{\partial \mathbb{E} \Pi(x^*, \varepsilon)}{\partial \varepsilon} = \frac{\rho(D - M)}{\sqrt{2\pi(1 - \rho^2)}} \exp(- \frac{1}{2} \frac{(x^* - \rho \varepsilon)^2}{\varsigma^2}) + 1 \geq 0$.

Finally, the game is symmetric and hence $\varsigma = \varsigma^*$. Therefore, $\tilde{\rho} = -\sqrt{\frac{2\pi\varsigma^2}{\sqrt{2\pi\varsigma^2 + (D - M)^2}}} = \sqrt{\frac{2\pi\varsigma^2}{\sqrt{2\pi\varsigma^2 + (D - M)^2}}} = \tilde{\rho}$.

**Proof of Proposition 1:** The proof of Proposition 1 is based on the proof of Lemma B1. We denote the set of $\rho$ that makes $\mathbb{E} \Pi(x^*, \varepsilon)$ always increase with respect to $\varepsilon$ given $x^*$ by $\Gamma \equiv \{\rho | \rho \geq \tilde{\rho} \text{ if } D > M \text{ or } \rho \leq \tilde{\rho} \text{ if } M > D \}$, where $\tilde{\rho} = -\sqrt{\frac{2\pi\varsigma^2}{\sqrt{2\pi\varsigma^2 + (D - M)^2}}} = \sqrt{\frac{2\pi\varsigma^2}{\sqrt{2\pi\varsigma^2 + (D - M)^2}}} = \tilde{\rho}$ for $D > M$. Therefore, it is certain that as long as $\rho$ does not belong to $\Gamma$, $\mathbb{E} \Pi(x^*, \varepsilon)$ is not monotonic with respect to $\varepsilon$ given any $x^* \in \mathbb{R}$. Equivalently, it means that for some $\varepsilon$, $(\frac{x^* - \rho \varepsilon}{\varsigma})^2 < 2(1 - \rho^2) \ln \frac{\rho(D - M)}{\sqrt{2\pi(1 - \rho^2)}}$. 

for $\rho \notin \Gamma$. Without loss of generality, Figure B1 geometrically gives a general description of the relation between $y(\varepsilon) = \left(\frac{\mu^2}{\rho^2} - \frac{\varepsilon^2}{\rho^2}\right)^2$ and $z(\varepsilon) = 2(1 - \rho^2) \ln \frac{-\rho(D-M)}{\sqrt{2}\pi(1-\rho^2)}$ given $x, M, D, \rho, \varsigma$ and $\varsigma^*$ for all $\rho \notin \Gamma$ (see Figure B1).

According to the quadratic structure of $y(\varepsilon)$, as long as $\rho \notin \Gamma$, there should be two solutions to solve the equation $(\frac{\mu^2}{\rho^2} - \frac{\varepsilon^2}{\rho^2})^2 = 2(1 - \rho^2) \ln \frac{-\rho(D-M)}{\sqrt{2}\pi(1-\rho^2)}$. They are $\varepsilon_1 = \frac{\varsigma^* - \mu^2}{\rho^2} - \sqrt{\mathcal{D}(\varepsilon_1, \varsigma^*)}$ and $\varepsilon_2 = \frac{\varsigma^* - \mu^2}{\rho^2} + \sqrt{\mathcal{D}(\varepsilon_2, \varsigma^*)}$. Therefore, for $\varepsilon \leq \varepsilon_1$ or $\varepsilon \geq \varepsilon_2$, $(\frac{\mu^2}{\rho^2} - \frac{\varepsilon^2}{\rho^2})^2 \geq 2(1 - \rho^2) \ln \frac{-\rho(D-M)}{\sqrt{2}\pi(1-\rho^2)}$, then $\frac{\partial \Pi(x^*, \varepsilon)}{\partial \varepsilon} \leq 0$, where the equality is taken when $\varepsilon = \varepsilon_1$ or $\varepsilon = \varepsilon_2$. For $\varepsilon_1 < \varepsilon < \varepsilon_2$, $\frac{\partial \Pi(x^*, \varepsilon)}{\partial \varepsilon} < 0$. Based on these results, without loss of generality, Figure B2 geometrically gives a general description of function $\Pi(x^*, \varepsilon)$ with respect to $\varepsilon$ given any value of $x^* \in \mathbb{R}$, for all $\rho \notin \Gamma$ (see Figure B2).

According to the Proof in Appendix C, for $\rho \notin \Gamma$, $g'(x^*) > 0$ is not held for all $x^* \in \mathbb{R}$ for $D > M$, and $g'(x^*) < 0$ is not held for all $x^* \in \mathbb{R}$ for $M > D$. Such features contradict the definition of strategic complements games and strategic substitutes games. Therefore, cutoff strategy cannot be used to solve the game for all $\rho \notin \Gamma$.\footnote{If $g'(x^*) < 0$ for a strategic complements game, it indicates given the other player’s strategy, a player chooses a strategy to offset the other player’s payoff, which contradicts the definition of strategic complements games. If $g'(x^*) > 0$ for a strategic substitutes game, it indicates given the other player’s strategy, a player chooses a strategy to reinforce the other player’s payoff, which contradicts the definition of strategic substitutes games.} Besides, because for all $x^* \in \mathbb{R}$, given all primitives, the expected payoff function $\Pi(x^*, \varepsilon)$ is always located between the line $D + \varepsilon$ and $M + \varepsilon$, and if $D > M$ ($M > D$), increasing $x^*$ will bring $\Pi(x^*, \varepsilon)$ downward (upward), and for $\rho \notin \Gamma$, this property implies that it is possible that for some value of $x^*$, there are two or three solutions of $\varepsilon$ satisfying $\Pi(x^*, \varepsilon) = 0$ (see Figure B2 for example). Therefore, the set $\Gamma$ not only indicate that $\Pi(x^*, \varepsilon)$ increases with respect to $\varepsilon$ for all $x^* \in \mathbb{R}$ but also characterizes the set of cutoff strategy Bayesian Nash equilibria of the symmetric strategic complements games and the symmetric strategic substitutes games. Therefore, Proposition 1 is obtained. \hfill $\blacksquare$
C Derivation of the (Inverse) Best Response Function and Monotonicity of the Best Response Function

The best response function, \( g(x^*) \), is defined to satisfy \( \mathbb{E}(x^*, g(x^*)) = 0 \). Therefore, it is obtained that \( \sigma(x^*, g(x^*)) (M - D) + D + g(x^*) = 0 \), and further \( \Phi(\frac{x^* - \rho g(x^*)}{\sqrt{1 - \rho^2}})(M - D) + D + g(x^*) = 0 \). This equation can be equivalently transformed into \( \frac{D + g(x^*)}{D - M} = \Phi(\frac{x^* - \rho g(x^*)}{\sqrt{1 - \rho^2}}) \).

Since the cumulative density function of normal distribution is invertible, we obtain \( \Phi^{-1}(\frac{D + g(x^*)}{D - M}) = \frac{x^* - \rho g(x^*)}{\sqrt{1 - \rho^2}} \).

Finally, we obtain the inverse best response function \( x^* = \rho \frac{x^*}{\rho} + \varsigma \sqrt{1 - \rho^2} \Phi^{-1}(\frac{D + g(x^*)}{D - M}) \).

Still, for the definition equation \( \mathbb{E}(x^*, g(x^*)) = 0 \), or \( \Phi^*(\frac{x^* - \rho g(x^*)}{\sqrt{1 - \rho^2}})(M - D) + D + g(x^*) = 0 \), we differentiate this equation with respect to \( x^* \) on both sides, and obtain \( \mathbb{E}I'(x^*, g(x^*)) + \mathbb{E}I''(x^*, g(x^*))g(x^*) = 0 \). Therefore, \( g'(x^*) = -\frac{\mathbb{E}I'(x^*, g(x^*))}{\mathbb{E}I''(x^*, g(x^*))} \).

\[
\frac{\mathbb{E}I'(x^*, g(x^*))}{\mathbb{E}I''(x^*, g(x^*))} = \frac{\sigma_x(x^*, g(x^*)) (M - D) - \rho \sigma_x(x^*, g(x^*)) (M - D) + 1}{\sigma_x(x^*, g(x^*)) (M - D)} > 0, \quad \text{and it is known that if and only if } \rho \in \Gamma, \frac{\mathbb{E}I'(x^*, g(x^*))}{\mathbb{E}I''(x^*, g(x^*))} \geq 0 \forall x^* \in \mathbb{R}; \text{ hence, if } D > M, g'(x^*) > 0 \text{ and if } M > D, g'(x^*) < 0. \] Therefore, if and only if the concept of cutoff strategy Bayesian Nash equilibria can be applied to solve the game, i.e. \( \rho \in \Gamma \), \( g(x^*) \) globally increases for a strategic complements game, and globally decreases for a strategic substitutes game.

D Derivation of the Best Response Function for \( \varsigma \) and \( \varsigma^* \to 0 \)

Assume \( \varsigma = \varsigma^* \). Suppose \( D > M \) and \( \rho > 0 \). As shown in Section 3, as \( \varsigma \) and \( \varsigma^* \to 0 \),

\[
g(x^*) = \frac{1}{\rho} x^* \]

where \( x^* \in [\rho D, \rho M] \). Let us recall the definition equation of the cutoff best response \( g(x^*) \):

\[
\mathbb{E}(x^*, g(x^*)) = \Phi(\frac{x^* - \rho g(x^*)}{\sqrt{1 - \rho^2}})(M - D) + D + g(x^*) = 0. \]

If \( x^* > \rho g(x^*) \), \( \lim_{\varsigma \to 0} \Phi(\frac{x^* - \rho g(x^*)}{\sqrt{1 - \rho^2}}) = \Phi(+\infty) = 1 \) and hence \( g(x^*) = -M \). Therefore, if \( x^* > -\rho M, g(x^*) = -M \).

If \( x^* < \rho g(x^*) \), \( \lim_{\varsigma \to 0} \Phi(\frac{x^* - \rho g(x^*)}{\sqrt{1 - \rho^2}}) = \Phi(-\infty) = 0 \) and hence \( g(x^*) = -D \). Therefore, if \( x^* < -\rho D, g(x^*) = -D \).

Therefore, if \( D > M \) and \( \rho > 0 \),

\[
g(x^*) = \begin{cases} 
-D & x^* < -\rho D \\
\frac{1}{\rho} x^* - \rho D & \rho D \leq x^* < -\rho M \\
-M & x^* > -\rho M 
\end{cases} \]

Suppose \( M > D \) and \( \rho < 0 \). As shown in Section 3, as \( \varsigma \) and \( \varsigma^* \to 0 \),

\[
g(x^*) = \frac{1}{\rho} x^* - \frac{1}{\rho^2} g(x^*) \]

where \( x^* \in [-\rho D, -\rho M] \). According to the equation \( \mathbb{E}(x^*, g(x^*)) = \Phi(\frac{x^* - \rho g(x^*)}{\sqrt{1 - \rho^2}})(M - D) + D + g(x^*) = 0 \), if \( x^* > -\rho g(x^*) \), \( \lim_{\varsigma \to 0} \Phi(\frac{x^* - \rho g(x^*)}{\sqrt{1 - \rho^2}}) = \Phi(+\infty) = 1 \) and hence \( g(x^*) = -M \). Hence, if \( x^* > -\rho M, g(x^*) = -M \).

If \( x^* < \rho g(x^*) \), \( \lim_{\varsigma \to 0} \Phi(\frac{x^* - \rho g(x^*)}{\sqrt{1 - \rho^2}}) = \Phi(-\infty) = 0 \) and hence \( g(x^*) = -D \). Therefore, if \( x^* < -\rho D, g(x^*) = -D \).
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