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Abstract

Anderson generating functions have received a growing attention in function field arithmetic in the last years. Despite their introduction by Anderson in the 80s where they were at the heart of comparison isomorphisms, further important applications e.g. to transcendence theory have only been discovered recently. The Anderson-Thakur special function interpolates \( L \)-values via Pellarin-type identities, and its values at algebraic elements recover Gauss-Thakur sums, as shown by Anglès and Pellarin. For Drinfeld-Hayes modules, generalizations of Anderson generating functions have been introduced by Green-Papanikolas and — under the name of “special functions” — by Anglès-Ngo Dac-Tavares Ribeiro.

In this article, we provide a general construction of special functions attached to any Anderson \( A \)-module. We show direct links of the space of special functions to the period lattice, and to the Betti cohomology of the \( A \)-motive.

We also undertake the study of Gauss-Thakur sums for Anderson \( A \)-modules, and show that the result of Anglès-Pellarin relating values of the special functions to Gauss-Thakur sums holds in this generality.

1 Introduction

Special functions

The Carlitz module \( C \) over the rational function field \( \mathbb{F}_q(\theta) \) serves as a function field analogue of the multiplicative group \( \mathbb{G}_m \) over number fields. For example, it is used to investigate class field theory for \( \mathbb{F}_q(\theta) \), it comes with an exponential function \( \exp_C \), and the kernel of this exponential — called the period lattice of \( C \) — is an \( \mathbb{F}_q[\theta] \)-lattice of rank 1 generated by the so called Carlitz period

\[
\tilde{\pi} = \sqrt{\theta} \cdot \theta \prod_{j=1}^{\infty} \left( 1 - \theta^{-q^j} \right)^{-1} \in \mathbb{F}_q(\theta)(\sqrt{\theta}),
\]

which plays an analogous role as \( 2\pi i \) does in the classical setting.

The Anderson-Thakur special function \( \omega \) plays a central role for the Carlitz module, and is the most basic example of special functions that we are discussing in this paper. From \( \omega \), one can recover the Carlitz period, define the ”Betti homology” of \( C \), and calculate special \( L \)-values (see [Pel12]). These applications don’t have clear analogue in number fields.

Let us introduce some notations. Let \( C_\infty \) denote the completion of an algebraic closure of \( \mathbb{F}_q(\theta) \) with respect to the absolute value given by \( |\theta| = q \). The Carlitz module \( C \) is the additive group \( \mathbb{G}_a(C_\infty) = C_\infty \) endowed with an \( \mathbb{F}_q[\theta] \)-action \( c \) given by \( c_t = \theta + \tau \) where \( \tau \)

\*Current address: Univ Lyon, Université Jean Monnet Saint-Étienne, CNRS UMR 5208, Institut Camille Jordan, F-42023 Saint-Étienne, France
\†Current address: Interdisciplinary Center for Scientific Computing, University of Heidelberg, Im Neuenheimer Feld 205, G-69120 Heidelberg, Germany
is the $q$-power Frobenius map on $\mathbb{C}_\infty$. The Carlitz exponential is the unique $\mathbb{F}_q$-linear map $\exp_C : \mathbb{C}_\infty \to G_a(\mathbb{C}_\infty) = \mathbb{C}_\infty$ such that

$$\exp_C(a(\theta)x) = c_a(\exp_C(x)) \quad \forall x \in \mathbb{C}_\infty, \quad a \in \mathbb{F}_q[t]$$

(or equivalently just $\exp_C(\theta x) = c_t(\exp_C(x)) \forall x \in \mathbb{C}_\infty$) and whose derivative is the identity.

Let $\mathbb{C}_\infty(t)$ denote the Tate-algebra over $\mathbb{C}_\infty$, namely the subring of power series in $\mathbb{C}_\infty[t]$ consisting of those power series which converge on the unit disc. One way to define $\omega(t)$ is via the following element in $\mathbb{C}_\infty(t)$ (see e.g. [EP14]):

$$\omega(t) = \sum_{n=0}^{\infty} \exp_C\left( \frac{\pi}{\theta^n + 1} \right) t^n.$$ 

The function $\omega$ was expressed succinctly by Anglès and Pellarin in [AP15, Sect. 2.2] as

$$\omega(t) = \exp_C\left( \frac{\pi}{\theta - t} \right) \quad (1.0.1)$$

by extending the Carlitz exponential $t$-linearly continuously to $\mathbb{C}_\infty(t)$. In a concurrent manner, they extended the Carlitz action $c$ to a $t$-linear continuous action on $\mathbb{C}_\infty(t)$, and readily obtained that

$$(c_t - t)(\omega) = \exp_C(\pi) = 0.$$ 

In words, $\omega$ is a “$\mathbb{C}_\infty(t)$-point of the Carlitz module $\mathbb{C}$” for which the two $\mathbb{F}_q[t]$-actions – the one via $c$ and the other via multiplication by $t$ – coincide. As the Anderson-Thakur special function $\omega(t)$ is an invertible element in $\mathbb{C}_\infty(t)$, it even generates the $\mathbb{F}_q[t]$-module

$$\text{sf}(\mathbb{C}) := \{ h \in \mathbb{C}(\mathbb{C}_\infty(t)) \mid c_t(h) = t \cdot h \}$$

of those functions on which both $\mathbb{F}_q[t]$-actions coincide.

Another description of $\omega$, namely as

$$\omega(t) = e^{-\sqrt{-\theta}} \prod_{j=0}^{\infty} \left( 1 - \frac{t}{\theta^j} \right)^{-1},$$

stems from the interpretation of $\omega^{-1}$ as a rigid analytic trivialization of the Carlitz motive. This property boils down to the equation

$$\omega^{(1)}(t) = (t - \theta)\omega(t),$$

where $(\cdot)^{(1)}$ denotes the usual Frobenius twist on $\mathbb{C}_\infty(t)$, namely the $t$-linear continuous extension of $\tau$ to $\mathbb{C}_\infty(t)$. It readily implies the equality:

$$\left\{ h \in \mathbb{C}(\mathbb{C}_\infty(t)) \mid c_t(h) = t \cdot h \right\} = \left\{ h \in \mathbb{C}_\infty(t) \mid h^{(1)} = (t - \theta)h \right\}. \quad (1.0.2)$$

This correspondence between solutions of the $t$-action equation (the left hand side of Equation (1.0.2)) and solutions of a $\tau$-difference equation (the right hand side of Equation (1.0.2)) can be traced back to the work of Sinha [Sin97]. It has also been observed in various other particular situations, although sometimes only over the field of fraction of $\mathbb{C}_\infty(t)$ or its analogue in the $A$-module case, respectively. For example, this duality appears for Carlitz tensor powers in [AT90], for Drinfeld $\mathbb{F}_q[t]$-modules in [Pel08, §4.2] (see also [EP14, Sect. 2]), for Drinfeld-Hayes $A$-modules in [GP18], and in [ANDTR17], as well as for general Anderson $t$-modules in [Mau18, Sect. 3.2]. We will show in Theorem 3.3 that this duality holds in great generality for any Anderson $A$-module (see below).

Let us first recall the case of Drinfeld-Hayes modules $D$ over some coefficient ring $A$. Green-Papanikolas [GP18, Sect. 4] (for $A$ the ring of functions on an elliptic curve regular outside infinity) and Anglès-Ngo Dac-Tavares Ribeiro [ANDTR17, Rmk. 3.10] (general $A$) have noticed
that Equation (1.0.2) holds where \((t - \theta)\) is replaced by Thakur’s shtuka function of \(D\), and \(C_\infty(t)\) by the affinoid algebra \(T = A \otimes_{\mathbb{F}_q} C_\infty\) with twist \((t)\) induced by the identity on \(A\) and \(\tau\) on \(C_\infty\).

Their methods rely on the Drinfeld/Mumford correspondence for rank one Drinfeld-modules.

Our approach recovers this equation from a more general framework. Let \((E, \phi)\) be an Anderson \(A\)-module over \(C_\infty\), let \(M = \text{Hom}_{E, C_\infty}(E, G_a, C_\infty)\) be its \(A\)-motive (which may not be finitely generated over \(A \otimes_{\mathbb{F}_q} C_\infty\), if \(E\) is not abelian), and \(M_T := M \otimes_{A \otimes C_\infty} T\) the scalar extension to \(T = A \otimes_{\mathbb{F}_q} C_\infty\). We define the space of special functions to be the \(A\)-module
\[
\mathfrak{s}(E) := \{ h \in E(T) \mid \forall a \in A : \phi_a(h) = a \cdot h \}
\]
similar as for the Carlitz case (for the precise definition of the notion see Section 3).

**Theorem A** (Theorem 3.3). There is a natural \(A\)-linear isomorphism
\[
\mathfrak{s}(E) \longrightarrow \text{Hom}_T(M_T, T),
\]
where the latter denotes the \(A\)-module of \(\tau\)-equivariant \(T\)-linear homomorphisms. If \(E\) is abelian and uniformizable, this induces an isomorphism of \(A\)-modules
\[
\mathfrak{s}(E) \longrightarrow \text{Hom}_A(H_B(M), A),
\]
where \(H_B(M) = \{ m \in M_T \mid \tau_M(m) = m \}\) denotes the Betti homology of \(M\).

The transition from this abstract isomorphism to descriptions as in Equation (1.0.2) can be given for abelian \(A\)-modules and is explained in Remark 3.4. The rough idea is to choose a coordinate system for \(E\), i.e. an isomorphism \(E(C_\infty) \cong C_\infty^d\) and express the special functions in these coordinates. On the right-hand side, one chooses an \(A \otimes C_\infty\)-basis of \(M\) inducing an isomorphism \(M \cong (A \otimes_{\mathbb{F}_q} C_\infty)^r\) of \(A \otimes_{\mathbb{F}_q} C_\infty\)-modules, and expresses the \(\tau\)-equivariance condition as a \(\tau\)-difference equation for vectors in \(T^r\). \(M\) might not be free as \(A \otimes C_\infty\)-module in which case one has to localize first in order to get a free module. This is the reason why in some \(A\)-module settings the correspondence above was only obtained over the field of fractions of \(T\).

In the context of Drinfeld-Hayes modules, Theorem A allows to obtain previously known formulas (for instance Corollary 3.21) in a direct fashion, hence allowing to bypass theorems of Drinfeld and Mumford from the theory of shtukas (e.g. [Gos96, Chap. 6]). We develop this viewpoint in Section 3.4. This clarifies several technical issues and simplifies the presentation of Thakur’s theory of shtuka functions introduced in [Tha93b].

**Relation to the period lattice** Formula (1.0.1) also hides an isomorphism of \(E_q[t]\)-modules
\[
\Lambda_C \longrightarrow \mathfrak{s}(C), \quad \pi \mapsto \omega,
\]
where \(\Lambda_C\) denotes the period lattice \(F[q^f]\) with \(E_q[t]\)-action via \(a(t) \cdot \lambda = a(\theta)\lambda\). The same relation holds for any Drinfeld \(E_q[t]\)-module \(D\) between its period lattice \(\Lambda_D\) and its space of special functions \(\mathfrak{s}(D)\) by using the Anderson generating functions attached to the periods (see [GP18, Prop. 6.2 & Rem. 6.3]).

The second author extended it for general Anderson \(t\)-modules \(E\) (of any rank and dimension) in [Mau18, Sect. 3.2]. From [GP18, Sect. 4], one deduces that this still holds for particular Drinfeld-Hayes module when \(A\) is the coefficient ring of an elliptic curve. The relation \(K \odot_A \Lambda_E \cong K \odot_A \mathfrak{s}(E)\), where \(K\) is the fraction field of \(A\), has also been observed by Anglès-Ngo Dac-Tavares Ribeiro for Drinfeld-Hayes modules over general \(A\) (see [ANDTR17, Sect. 3]).

For general \(A\), whether or not the space of special functions for an Anderson \(A\)-module \(E\) is isomorphic to the period lattice \(\Lambda_E\) solely depends on the ring \(A\) (apart from special cases where they are “accidentally” isomorphic). More precisely, we show

**Theorem B** (Theorem 3.11). Let \(u \in A\) such that \(K/E_q(u)\) is a finite separable extension, and let \(\mathfrak{d}_{A/E_q[u]} \subseteq A\) denote the different ideal of the extension. Then for any Anderson \(A\)-module \(E\) there is an isomorphism (depending on the choice of \(u\))
\[
\delta_u : \mathfrak{d}_{A/E_q[u]} \cdot \Lambda_E \longrightarrow \mathfrak{s}(E).
\]
When $A$ is the coefficient ring of the one dimensional projective space or of an elliptic curve over $F_q$, the different ideal $\mathfrak{d}_{A/F_q[a]}$ is principal. The theorem explains why an isomorphism between the lattice and the special functions is obtained in the situations above. It also answers in the negative a question raised in [ANDTR17, end of Sect. 3.2] whether the space of special functions is always free (see Corollary 3.15).

**Gauss-Thakur sums** Gauss-Thakur sums are the function field analogues of Gauss sums. They were introduced and studied by Thakur in a series of papers [Tha88], [Tha91b], [Tha91a], [Tha93b], [Tha93a] where he established analogues of Stickelberger factorization, Hasse-Davenport and Gross-Koblitz theorem. For a Drinfeld-Hayes module $D$, the Gauss-Thakur sums modulo some non-zero prime ideal $p \subset A$ are defined to be the sums in $C_{\infty}$

$$g(\chi, \psi) = - \sum_{x \in (A/p)^{\times}} \chi(x)^{-1} \psi(x)$$

where $\chi : (A/p)^{\times} \to F_q^{\times}$ is a group morphism and $\psi : A/p \to D(C_{\infty}) = C_{\infty}$ is a morphism of $A$-modules (see [Tha91b]). We present a generalization of these Gauss-Thakur sums where the Drinfeld $A$-module of rank 1 is replaced by an Anderson $A$-module $(E, \phi)$ of arbitrary dimension. As there is no canonical multiplication of $F_q$ on the $C_{\infty}$-points $E(C_{\infty})$, our Gauss-Thakur sums will be elements in the tensor product $F_q \otimes_{\mathbb{Z}} E(C_{\infty})$:

$$g(\chi, \psi) := - \sum_{x \in (A/p)^{\times}} \chi(x)^{-1} \otimes \psi(x).$$

for a group morphism $\chi : (A/p)^{\times} \to F_q^{\times}$ and a morphism of $A$-modules $\psi : A/p \to E(C_{\infty})$. Since the image of a multiplicative character $\chi : (A/p)^{\times} \to F_q^{\times}$ lies in the residue field $F_p := A/p$, we prefer to consider the sums inside $F_p \otimes_{\mathbb{Z}} E(C_{\infty})$. Fixing $\chi$, we obtain the following properties:

(a) (Lemma 4.5 (3)) For any additive character $\psi$, the sum $g(\chi, \psi)$ satisfies

$$(\chi(a) \otimes 1)g(\chi, \psi) = (1 \otimes \phi_a)g(\chi, \psi) \quad \forall a \in A$$

where as usual $\chi$ is lifted to a map $\chi : A \to F_p$ with additional $\chi(a) := 0$ if $a$ is in $\mathfrak{p}$.

(b) (Lemma 4.5 (3)) The $F_p$-vector space

$$G(E, \chi) := \{g \in F_p \otimes_{\mathbb{Z}} E(C_{\infty}) \mid \forall a \in A : (\chi(a) \otimes 1)g = (1 \otimes \phi_a)g\}$$

is generated by Gauss-Thakur sums $\{g(\chi, \psi_i)\}_i$.

(c) (Proposition 4.8 (1)) In the case where the lift of $\chi$ to a map $A \to F_p$ is not a homomorphism of $F_p$-algebras, then $G(E, \chi) = 0$, and in particular all $g(\chi, \psi)$ are zero.

(d) (Proposition 4.8 (2)) In the case where the lift of $\chi$ is a homomorphism of $F_p$-algebras, then $g(\chi, \psi)$ is zero if and only if $\psi$ is zero. Furthermore, a family $\{g(\chi, \psi_i)\}_i$ is linearly independent over $F_p$ if the family $\{\psi_i\}_i$ is.

Point (d) generalizes Thakur’s non-vanishing result [Tha88, Thm. I.(3)]. Using the exponential map $\exp_E$, we can attach Gauss-Thakur sums to periods as follows. Let $u_p \in \mathfrak{p}$ be a uniformizer for $\mathfrak{p}$, and choose an element $z_p$ in the fractional ideal $p^{-1}$ such that $z_p u_p \equiv 1 \mod \mathfrak{p}$. Then for any period $\lambda \in \Lambda_E$, one has a homomorphism of $A$-modules $\psi_\lambda : A/p \to E[p]$ given by $\psi_\lambda(a) = \exp_E(a z_p : \lambda)$ which does not depend on the choice of $z_p$, but only on $u_p$. For a fixed character $\chi$, this induces a homomorphism of $A$-modules

$$g_{\psi_\lambda} : \Lambda_E \longrightarrow G(E, \chi), \quad \lambda \longmapsto g(\chi, \psi_\lambda).$$

In Proposition 4.11, we show that $E$ is uniformizable if, and only if, every Gauss-Thakur sum is of the form $g(\chi, \psi_\lambda)$ for some $\lambda \in \Lambda_E$, providing a new criterion for uniformizability.
Our main motivation for introducing these Gauss-Thakur sums lies in generalizing a remarkable relation proved by Anglès and Pellarin for the Carlitz module (see [AP15, Thm. 2.9]):

$$\omega(\zeta) = p'(\zeta)g(\chi_\zeta, \psi_\pi),$$

where $p(t)$ is a monic irreducible polynomial in $\mathbb{F}_q[t]$, $\zeta$ is one of its roots in $\overline{\mathbb{F}}_q$, $\chi_\zeta$ is the group morphism given by evaluation at $\zeta$, and $-\psi_\pi$ is the morphism $\psi_\pi(a) = \exp_{\mathbb{C}}(a^{-1}\tilde{\pi})$ for all $a \in A/p$.

For a general Anderson $A$-module $E$, and $p$ a maximal ideal of $A$ with uniformizer $u_p \in p$, we show:

**Theorem C** (Theorem 5.2). For every homomorphism of $\mathbb{F}_q$-algebras $\chi : A \to \mathbb{F}_p$, the following diagram of $A$-modules commutes:

$$\begin{array}{ccc}
\mathfrak{d}_{A/\mathbb{F}_q[u_p]} \cdot \Lambda_E & \xrightarrow{\delta_{u_p}} & A_E \\
\downarrow{\phi_{u_p}} & & \downarrow{(\chi \otimes \text{id})} \\
G(E, \chi)
\end{array}$$

where $\delta_{u_p}$ is the map of the above theorem for $u = u_p$.

In the case of the Carlitz module $C$ (see Example 5.3), we take $u_p = p(t)$ in $A = \mathbb{F}_q[t]$ to be the monic generator of the corresponding prime ideal. The different ideal $\mathfrak{d}_{A/\mathbb{F}_q[u_p]}$ is principal and generated by $p'(t)$, and $\delta_{u_p}(p'(t) \cdot \tilde{\pi})$ is just the Anderson-Thakur function $\omega(t)$ (see Proposition 3.13). By taking the evaluative character $\chi_\zeta$ mapping $t$ to the root $\zeta$ of $p$, the commutativity of the diagram recovers Anglès and Pellarin’s formula. Whilst in [AP15], it requires the computation of the sign of the Gauss-sum as given in [Tha93a, Thm. 2.3], our theorem follows after a direct calculation. A juxtaposition of the two approaches might result in formulas for the sign of the Gauss-Thakur sums.

In the introduction of [AP15], such a relation gave birth to the appellation *Universal Gauss-Thakur sum* for $\omega$, as all non-zero Gauss-Thakur sums can be recovered from values of $\omega$ at algebraic points. The above diagram thus extends the naming to any special function of an Anderson $A$-module.

As an application of our work, we use Green-Papanikolas Pellarin-type identities in [GP18] to explain how results on Universal Gauss-Thakur sums may be helpful to compute function field special $L$-values. When $A$ is the coefficient ring of an elliptic curve, we prove:

**Theorem D** (Theorem 6.1). Let $E$ be a sign-normalized Drinfeld-Hayes $A$-module over $H$ - the Hilbert class field of $K$ - for which the associated Drinfeld divisor is not supported on the unit disk $\text{Spm } \mathbb{T}$, and let $A^+ \subseteq A$ denote the set of sign one elements in $A$. For any non-zero element $\tilde{\pi}_E$ in $\Lambda_E \subset \mathbb{C}_\infty$, and for all non negative integers $n$, we have

$$L(\chi, q^n) := \sum_{a \in A^+} \frac{\chi(a)}{\varphi(a)} \in H(\chi) \cdot \frac{\pi_E^m}{g(\chi, \psi_{\tilde{\pi}_E})},$$

where $\chi : A \to \overline{\mathbb{F}}_q$ is an $\mathbb{F}_q$-algebra homomorphism, and $g(\chi, \psi_{\tilde{\pi}_E})$ is regarded as a tensorless sum in $\mathbb{C}_\infty$.

A similar identity can be derived for classical Dirichlet $L$-functions. However, the proof relies on their functional equation which has yet no analogue in function field arithmetic. The high level of similarity between those two formulas is then of a remarkable charm.

The paper is organized as follows. In Section 2, we introduce the basic notation used in this article, as well as the general Tate algebra $\mathbb{T}$ and the “$\mathbb{T}$-points” $E(\mathbb{T})$. The special functions are introduced and investigated in Section 3, starting with the relation to the Betti realization of the associated motive which was implicitly used in the special cases. The relation to the period lattice, and in particular Theorem 3.11, is given in Subsection 3.3, right after we discussed the
necessary properties of the relative different ideal in Subsection 3.2. We end this section by reviewing the case of $A$-modules of rank and dimension 1, together with Thakur’s theory of sickuta functions. Section 4 is devoted to Gauss-Thakur sums for arbitrary Anderson $A$-modules, and its relation to the values of the special functions at algebraic points is given in Section 5. In the last section, we apply our results to special values of Goss $L$-functions.
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2 Setting

Let $(C, O_C)$ be a smooth projective geometrically irreducible curve over a finite field $\mathbb{F}$ with $q$ elements and characteristic $p$. We fix a closed point $\infty$ on $C$ and consider $A = H^0(C \setminus \{ \infty \}, O_C)$, the ring of rational functions on $C$ that are regular outside $\infty$. This is an algebra over the field $\mathbb{F}$.

Let $K$ be the function field of $C$ (or equivalently, the fraction field of $A$). The degree and residue field of $\infty$ will be denoted by $d_\infty$ and $\mathbb{F}_\infty$, respectively, and the associated norm will be $| \cdot |$. Further, let $C_\infty$ be the completion at a place above $\infty$ of an algebraic closure of $K$, to which we extend $| \cdot |$. We fix $L$ an intermediate field $K \subseteq L \subseteq C_\infty$, and denote the natural inclusion by $\ell : K \to L$.

By convention, every unlabeled tensor will be over $\mathbb{F}$.

On $C_\infty$ (and all its subrings) let $\tau : C_\infty \to C_\infty$ be the $q$-power Frobenius map, and extend it $A$-linearly to $A \otimes C_\infty$, i.e. $\tau(a \otimes x) = (a \otimes x^q)$ on elementary tensors in $A \otimes C_\infty$. As it is common in the $\mathbb{F}[t]$-case, we also write $h^{(1)}$ instead of $\tau(h)$ for $h \in A \otimes C_\infty$, and call it the Frobenius twist of $h$.

Given a smooth commutative group scheme $E$ over $L$, we let $\text{Lie}_E(L)$ be its Lie algebra, i.e. its tangent space at the neutral element $e : \text{Spec} L \to E$. For any group scheme morphism $f : E \to E'$ over $L$, we denote the induced map on the Lie algebras by $\partial f : \text{Lie}_E(L) \to \text{Lie}_{E'}(L)$. We recall that an $\mathbb{F}$-vector space scheme is a commutative group scheme equipped with compatible $\mathbb{F}$-multiplication. The additive group scheme $G_{a,L}$ is naturally an $\mathbb{F}$-vector space scheme.

Let $d$ be a positive integer. By an Anderson $A$-module $(E, \phi)$ over $L$ of dimension $d$ we mean the following (see [HJ16, Def. 5.1]):

(i) $E$ is an $\mathbb{F}$-vector space scheme over $L$ which is isomorphic to $G_{a,L}^d$, the $d$th-power of the additive group scheme over $L$,

(ii) $\phi : A \to \text{End}_{G_{a,L}}(E)$, $a \mapsto \phi_a$ is a homomorphism of $\mathbb{F}$-algebras into the ring of $\mathbb{F}$-vector space scheme endomorphisms of $E$ over $L$,

(iii) for $a \in A$, the induced action $\partial \phi_a : \text{Lie}_E(L) \to \text{Lie}_E(L)$ of $\phi_a \in \text{End}_{G_{a,L}}(E)$ satisfies that $(\partial \phi_a - \ell(a) \text{id}) \in \text{End}_L(\text{Lie}_E(L))$ is nilpotent.

The Anderson $A$-module $(E, \phi)$ is called abelian, if furthermore

(iv) $\text{Hom}_{G_{a,L}}(E, G_{a,L})$ is finitely generated as an $A \otimes L$-module where $a \in A$ is acting by composition with $\phi_a$ on the right and $l \in L$ is acting by composition on the left with multiplication by $l$.

The $A \otimes L$-module $\text{Hom}_{G_{a,L}}(E, G_{a,L})$ together with the $\tau$-semilinear action given by composition with the $q$-power Frobenius endomorphism on $G_{a,L}$ is called the $A$-motive of $E$, denoted by $M(E)$. If it is finitely generated as an $A \otimes L$-module, it is even locally free (see [And86, Lemma 1.4.5] for $A = \mathbb{F}[t]$ which implies the general case), and its rank is also called the rank of $E$ (see [HJ16, Sect. 5]).

As in [HJ16, Def. 3.1], we define the pullback of $M := M(E)$ by $\tau$ as

$$\tau^* M := (A \otimes L) \otimes_{\tau, A \otimes L} M,$$
where $A \otimes L$ on the left-hand side of the tensor is given an $A \otimes L$-module structure via $\tau$. Then, the $\tau$-semilinear action of the Frobenius on $M$ induces an $A \otimes L$-linear map

$$\tau_M : \tau^* M \to M$$

which is injective, but in general not surjective.

By abuse of notation, we will omit the $\phi$ of the Anderson $A$-module $(E, \phi)$ from now on, and will just write $ae$ instead of $\phi_a(e)$ for $a \in A$ and $e \in E(L)$, as well as $\partial a(x)$ instead of $\partial \phi_a(x)$ for $a \in A$ and $x \in \text{Lie}_E(L)$. By the third condition on Anderson $A$-modules, the endomorphisms $\partial a$ are even automorphisms on $\text{Lie}_E(L)$ for $a \neq 0$, and hence, we can define the automorphisms $\partial r \in \text{Aut}_L(\text{Lie}_E(L))$ for any $0 \neq r = \frac{a}{b} \in K$, by $\partial r = (\partial b)^{-1} \partial a$.

For avoiding confusion, scalar multiplication of an element $r$ in $K \subseteq L$ with $x \in \text{Lie}_E(L)$ will always be written using the homomorphism $\ell$, i.e. as $\ell(r)x$.

To $E$, one naturally associates an $F$-linear map $\exp_E : \text{Lie}_E(C_{\infty}) \to E(C_{\infty})$ – called the exponential function of $E$ – satisfying the properties (a) and (b) below:

(i) For all $a$ in $A$ and all $x$ in $\text{Lie}_E(C_{\infty})$, $\exp_E(\partial a)x = a \cdot \exp_E(x)$.

(ii) For any isomorphism $\kappa : E \tilde{\to} G_{d,L}^d$ of $F$-vector space schemes over $L$, there exists a sequence $(e_n^a)_{n \geq 0}$ of $d \times d$ matrices in $C_{\infty}$ with $e_0^a = 1$ for which the diagram

\[
\begin{array}{ccc}
\text{Lie}_E(C_{\infty}) & \xrightarrow{\exp_E} & E(C_{\infty}) \\
\downarrow{\partial} & & \downarrow{\kappa} \\
C_{\infty}^d & \xrightarrow{\exp_E^\kappa} & C_{\infty}^d
\end{array}
\]

in the category of $F$-vector spaces commutes, where $\exp_E^\kappa$ is computed by the converging series

$$\exp_E^\kappa(x) = x + e_1^\kappa \tau(x) + e_2^\kappa \tau^2(x) + \ldots \quad \forall x \in C_{\infty}^d$$

where $\tau$ is applied coefficient-wise.

We refer to [BH07, Sect. 8.6] for a proof of its existence and uniqueness. Its kernel $\Lambda_E$ is usually called the period lattice of $E$. One calls $E$ uniformizable if the exponential map is surjective (see [HJ16, Def. 5.26]).

**Gauss completions** For defining the general Tate-algebra $T = A \hat{\otimes} C_{\infty}$, and the “points” $E(T)$, we need certain completions of tensor products.

**Definition 2.1.** If $V$ is an $F$-vector space given with a non-archimedean norm $| \cdot |$ and $B$ is a countably dimensional $F$-algebra, we define a norm on $B \otimes V$ by

$$\|x\| := \inf \left( \max_i |v_i| \right) \quad \text{for } x \in B \otimes V$$

where the infimum is taken over all the representations of $x$ of the form $\sum_i (b_i \otimes v_i)$. We denote by $B \hat{\otimes} V$ the completion of $B \otimes V$ with respect to this norm.

We gather some properties of this construction in the following proposition:

**Proposition 2.2.** Assume that $V$ is complete, and let $t = \{ t_n \}_{n \geq 0}$ be any basis of $B$ as an $F$-vector space.

1. For all $x = \sum_{n=0}^\infty t_n \otimes v_n \in B \otimes V$ (with only finitely many $v_n$ non-zero), one has $\|x\| = \max_i |v_i|$. 
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(2) For any \( f \) in \( B \hat{\otimes} V \), there exists a unique sequence \((v_n(f))_{n \geq 0}\) of elements in \( V \) converging to zero such that the series
\[
\sum_{n=0}^{\infty} t_n \otimes v_n(f)
\]
converges to \( f \) in \( B \hat{\otimes} V \). The norm \( \| f \| \) of \( f \) is then given by the maximum of the \( |v_n(f)| \) \((n \geq 0)\).

Proof. Part (1): Let \( \| x \|_t \) denote the maximum in norm of the coefficients of \( x \in B \otimes V \) written in the basis \( \{ t_n \otimes 1 \}_{n \geq 0} \). We claim that \( \| x \| = \| x \|_t \): it is clear that \( \| x \| \leq \| x \|_t \) so we prove the converse inequality. For \( \varepsilon > 0 \), let
\[
x = \sum_{i=1}^{s} (b_i \otimes v_i)
\]
be such that \( \max_i |v_i| \leq \| x \| + \varepsilon \). Denoting \( \beta_{ij} \) in \( B \) the coefficients of \( b_i \) corresponding to \( t_j \), we have
\[
x = \sum_{j \geq 0} t_j \otimes \left( \sum_{i=1}^{s} \beta_{ij} v_i \right).
\]
In particular, \( \| x \|_t = \max_j |\sum \beta_{ij} v_i| \leq \max_i |v_i| \leq \| x \| + \varepsilon \). Since this is true for all \( \varepsilon > 0 \), \( \| x \| = \| x \|_t \). This proves the first part.

Part (2): By the first part, the assignment \( \sum_n t_n \otimes v_n \mapsto (v_n)_{n \geq 0} \) is an isometry between \( B \otimes V \) and the space of finite sequences with values in \( V \) equipped with the maximum norm. As \( V \) is already complete, the completion of this space consists of infinite sequences with values in \( V \) which converge to zero. Hence, any element \( f \) in \( B \hat{\otimes} V \) is of the given form for a unique sequence of elements \((v_n(f))_{n \geq 0}\) in \( V \) converging to zero. \( \square \)

From this explicit description of the completion, one easily sees the following.

**Proposition 2.3.** The functor \( B \hat{\otimes} - \) from the category of complete normed \( \mathbb{F} \)-vector spaces together with continuous \( \mathbb{F} \)-homomorphisms to the category of topological \( B \)-modules with continuous \( B \)-homomorphisms is faithful and exact.

**Definition 2.4.** We define \( T \) to be \( A \hat{\otimes} \mathbb{C}_\infty \) and call it the general Tate algebra. It is an \( \acute{e}space de Banach \) \( p \)-adique over \( \mathbb{C}_\infty \) in the sense of Serre which satisfies Serre’s condition \((N)\) (see [Ser62]).

By Proposition 2.2, \( \| f^{(1)} \| = \| x \|_q \) for all \( x \) in \( A \otimes \mathbb{C}_\infty \). The Frobenius twist is thus continuous, and hence extends to a continuous automorphism of \( T \). We again denote by \( f^{(1)} \) or by \( \tau(f) \) the image of \( f \) in \( T \) through this automorphism and we still have \( \| f^{(1)} \| = \| f \| \).

The norm \( \| \cdot \| \) on \( T \) is multiplicative and the proof is similar to the \( A = \mathbb{F}[t] \) case (see [Bos14, Sect. 2.2]). This implies in particular that \( T \) is an integral domain.

**Remark 2.5.** The general Tate algebra \( T \) also has a rigid geometric flavour, i.e. it can be described as a ring of sections on the "unit disc" of the rigid analytic space \(( C \times_\mathbb{F} \text{Spec} \mathbb{C}_\infty)^{rig} \). This equivalent construction is discussed in the beginning of [BH07, Sect. 1].

**Example 2.6.** In the case where \( A = \mathbb{F}[t] \) is a polynomial ring, by Proposition 2.2, \( T \) is canonically isomorphic as a \( \mathbb{C}_\infty \)-algebra to the usual one-dimensional Tate algebra over \( \mathbb{C}_\infty \),
\[
\mathbb{C}_\infty(t) = \left\{ \sum_{i=0}^{\infty} c_i t^i \in \mathbb{C}_\infty[t] \mid c_i \in \mathbb{C}_\infty, \lim_{i \to \infty} |c_i| = 0 \right\}.
\]

Let now \(( E, \phi )\) be an Anderson \( A \)-module of dimension \( d \). If we choose an isomorphism \( E \cong \mathbb{C}_d \) of \( \mathbb{F} \)-vector space schemes, the maximum norm on \( \mathbb{C}_d \) induces a norm on \( E(\mathbb{C}_\infty) \). Although, different choices of isomorphisms induce different (non-equivalent) norms, the set of
zero sequences is always the same. Hence, by the explicit description in Prop. 2.2, the completion $A \otimes E(C_\infty)$ is independent of the chosen isomorphism. As $A \otimes E(C_\infty)$ is an $A \otimes A$-module – the left $A$ acting via multiplication on the $A$-part, and the right $A$ acting via $\phi$ on $E(C_\infty)$ –, and both actions are continuous, also its completion $A \otimes E(C_\infty)$ is an $A \otimes A$-module by extending the actions continuously. By abuse of notation, we denote by $E(T)$ this $A \otimes A$-module. Similarly, we define the completion $A \otimes \operatorname{Lie}_E(C_\infty)$ and its $A \otimes A$-module structure, and abbreviate $A \otimes \operatorname{Lie}_E(C_\infty)$ by $\operatorname{Lie}_E(T)$.

The exponential map $\exp_E$ is continuous with respect to any norm on $E(C_\infty)$ given by an isomorphism $E \cong C^d_{a,L}$, and the norm on $\operatorname{Lie}_E(C_\infty)$ given by the induced isomorphism $\operatorname{Lie}_E(C_\infty) \cong C^d_\infty$. Hence by Prop. 2.3, we obtain an induced map $id \otimes \exp_E : \operatorname{Lie}_E(T) \to E(T)$ as the $A$-linear continuous extension of the exponential map. From this description, it is clear that $id \otimes \exp_E$ is even a homomorphism of $A \otimes A$-modules.

## 3 Special functions

Throughout the whole section, let $E$ be an Anderson-$A$-module over $L$ of dimension $d$. We recall from the last section that $E(T) := A \otimes E(C_\infty)$ is an $A \otimes A$-module.

**Definition 3.1.** A *special function* for $E$ is an element $\omega \in E(T)$ on which the two $A$-actions coincide, i.e.

$$(a \otimes 1)\omega = (1 \otimes a)\omega \quad \forall a \in A.$$ 

We denote by $\mathfrak{sf}(E)$ the $A$-module of special functions for $E$.

**Remark 3.2.** In [Mau18], $\mathfrak{sf}(E)$ is denoted $H_E$ for the $A = F[t]$ case. The space of special functions is meant to generalize Anderson and Thakur’s special function. For Drinfeld-Hayes modules over general $A$, special functions were defined by Anglès, Ngo Dac and Tavares Ribeiro in [ANDTR17, Sect. 3]. Take care that their definition differs from ours, as the functions are allowed to lie in the field of fractions of $\mathbb{T}$. When, moreover, $A$ is the coefficient ring of an elliptic curve, they have also been studied by Green and Papanikolas in [GP18].

### 3.1 Relation to the $A$-motive

In this section, we prove a connection between the $A$-module of special functions and the $\tau$-equivariant *Tate-dual* of the motive (Theorem 3.3). In the case where $E$ is abelian and uniformizable, this connection restricts to an isomorphism of $A$-modules from $\mathfrak{sf}(E)$ to the dual of the Betti realization of $M(E)$.

As we fixed $E$, we abbreviate $M := M(E)$. Let $M_T$ be the $T$-module $M \otimes_{A \otimes L} T$. The action of $\tau_M$ is extended to $M_T$ by $\tau_M(m \otimes c) := \tau_M(m) \otimes c^{(1)}$. We denote by $\operatorname{Hom}_T^\tau(M_T, T)$ the $A$-module of $\tau$-equivariant $T$-linear morphisms, i.e. of those $T$-linear homomorphisms $f : M_T \to T$ satisfying $f(x^{(1)}(1) = f(\tau_M(x))$ for all $x \in M_T$. When $E$ is abelian and uniformizable, we consider the *motivic Betti realization* $H_B(M)$ of $M$ (or $E$) to be the $A$-module:

$$\left\{ \sum_{i=1}^s (m_i \otimes c_i) \in M_T \mid \sum_{i=1}^s (m_i \otimes c_i) = \sum_{i=1}^s (\tau_M(m_i) \otimes c_i^{(1)}) \right\} .$$

Then $M$ is *rigid analytically trivial*, i.e. the natural map of $T$-modules $H_B(M) \otimes_A T \to M_T$ is an isomorphism (see [HJ16, Thm. 5.28]).

**Theorem 3.3.** There is a natural $A$-linear isomorphism

$$\mathfrak{sf}(E) \to \operatorname{Hom}_T^\tau(M_T, T).$$

---

1† The change from one coordinate system to another is given by an element in the group $\operatorname{GL}_d(L(\tau))$, where $L(\tau)$ denotes the twisted polynomial ring by the $\tau$-Frobenius $\tau$ on $L$. When $d > 1$, then $\operatorname{GL}_d(L(\tau)) \neq \operatorname{GL}_d(L)$, and for $g \in \operatorname{GL}_d(L(\tau)) \setminus \operatorname{GL}_d(L)$, the corresponding $F$-endomorphism of $C_\infty$ is continuous, but not Lipschitz continuous. Therefore, the two norms built in this way are non-equivalent.
If $E$ is abelian and uniformizable, this induces an isomorphism of $A$-modules

$$\mathfrak{s}(E) \longrightarrow \text{Hom}_A(H_B(M), A).$$

**Proof.** The idea of the proof for the first part is the same as in [Mau18, Thm. 3.9]. The natural homomorphism of $\mathbb{F}$-vector spaces

$$E(C_\infty) \longrightarrow \text{Hom}_{T}(M, C_\infty), \quad e \mapsto \{\mu_e : m \mapsto m(e)\} \quad (3.1.2)$$

is an isomorphism, since after a choice of a $\mathbb{F}$-vector space scheme morphism $\kappa : E \cong G_{a,L}^d$ over $L$ – which induces a coordinate system $E(C_\infty) \cong C_\infty^d$ – the latter is isomorphic to the bidual vector space

$$E(C_\infty)^{\vee\vee} = \text{Hom}_{C_\infty}(\text{Hom}_{C_\infty}(E(C_\infty), C_\infty), C_\infty)$$

of $E(C_\infty)$. The homomorphism (3.1.2) is even compatible with the $A$-action on $E$ via $\phi$ and the $A$-action on $\mu \in \text{Hom}_T(M, C_\infty)$ via $(a \cdot \mu)(m) = \mu(m \circ \phi_a)$ for all $m \in M$, $a \in A$. By tensoring with $A$, we obtain an isomorphisms of $A \otimes A$-modules

$$A \otimes E(C_\infty) \longrightarrow A \otimes \text{Hom}_T^\sharp(M, C_\infty) = \text{Hom}_T^\sharp(M, A \otimes C_\infty)$$

Furthermore, a sequence $(e_n)_{n \geq 0}$ of elements in $E(C_\infty)$ tends to zero if and only if for every $m \in M$ the sequence $(m(e_n))_{n \geq 0}$ tends to zero (which is easily seen after a choice of a coordinate system). Hence by taking completions, we obtain an isomorphism of $A \otimes A$-modules

$$E(T) \longrightarrow \text{Hom}_T^\sharp(M, T).$$

Finally, the image of $\mathfrak{s}(E) \subset E(T)$ consists exactly of those homomorphisms $\mu : M \to T$ for which $(a \cdot \mu)(m) = (a \otimes 1) \cdot \mu(m)$ for all $m \in M$, $a \in A$. As $(a \cdot \mu)(m) = \mu(m \circ \phi_a)$, these are exactly those homomorphisms which are also $A$-linear, i.e. the $A \otimes L$-linear ones. By scalar extension of these homomorphisms, we obtain the desired isomorphism

$$\mathfrak{s}(E) \longrightarrow \text{Hom}_{A \otimes L}(M, T) \cong \text{Hom}_T^\sharp(M_T, T).$$

If $E$ is abelian and uniformizable, $M$ is rigid analytically trivial. Therefore, we have an additional chain of isomorphisms:

$$\text{Hom}_T^\sharp(M_T, T) \cong \text{Hom}_T^\sharp(H_B(M) \otimes_A T, T) \cong \text{Hom}_A^\times(H_B(M), T) \cong \text{Hom}_A(H_B(M), A).$$

Here, the second isomorphism is given by $T$-linear extension of homomorphisms, and the last isomorphism comes from the fact that $\tau$ acts trivially on $H_B(M)$, and hence, the image of a $\tau$-equivariant homomorphism lies in the $\tau$-invariants $\{x \in T \mid x^{(1)} = x\} = A$. 

**Remark 3.4.** The transition from the isomorphism (3.1.1) to descriptions as in Equation (1.0.2) is obtained for abelian $A$-modules as follows. On one hand, one chooses a coordinate system for $E$, i.e. an isomorphism $\kappa = (\kappa_1, \ldots, \kappa_d) : E \cong G_{a,L}^d$, and writes the different $A$-actions as actions on $G_{a,L}^d(T) = T^d$. On the other hand, as $M$ might not be free over $A \otimes L$, we denote by $Q$ the field of fractions of $A \otimes L$, and choose a basis $m_1, \ldots, m_r$ of $M \otimes_{A \otimes L} Q$ as $Q$-vector space (with $m_j \in M$), as well as a corresponding dual basis of $\text{Hom}_{A \otimes L}^\tau(M, T) \cong \text{Hom}_Q(M_Q, Q^T)$

where $Q^T$ is the compositum of $Q$ and $T$ in the field of fractions of $T$. Then the condition for a homomorphism in $\text{Hom}_Q(M_Q, Q^T)$ to be $\tau$-equivariant is expressed as a $\tau$-difference equation in the coordinates with respect to that basis.

As the coordinate functions $\kappa_1, \ldots, \kappa_d$ for $E$ can be seen as elements in $M$ and even provide a $C_\infty\{\tau\}$-basis of $M$, the transition from the solutions of the $A$-action equation to the solutions of
the $\tau$-difference equation and back is easily obtained by expressing the $\kappa_i$’s as $Q$-linear combinations of the $m_j$’s, or expressing the $m_j$’s as a $C_\infty(\tau)$-linear combination of the $\kappa_i$’s (cf. [Mau18, Sect. 5] for more details in the $F[t]$-case).

In calculations in special situations, this isomorphism has been used implicitly, e.g. in [AT90, §2.5], [ANDTR17, Sect. 3.2], or [Gre17, Sect. 5]. The situation for Drinfeld-Hayes modules will be explained in more details in Proposition 3.18.

3.2 A characterization of the relative different

Let $u$ be an element in $A$ such that the field extension $F(u) \subset K$ is finite and separable. In the next section, we will obtain an $A$-module isomorphism from $\mathfrak{d}_{A/F[u]} \otimes_A A_E$ to $\mathfrak{s}(E)$ where $\mathfrak{d}_{A/F[u]} \subseteq A$ is the relative different of the ring extension $F[u] \subset A$. To explain the appearance of this ideal, we need a characterization that we now describe (Proposition 3.5). As the characterization holds in great generality, we switch only in this subsection to more general notation.

Let $\mathcal{O}$ be a Dedekind domain with fraction field $F$, and let $K$ be a finite separable extension of $F$. Also, we let $A$ be the integral closure of $\mathcal{O}$ in $K$. To be consistent with [Neu99, Sect. III.2], we shall assume that the residue field extensions of $\mathcal{O} \subset A$ are separable. We recall that the relative different $\mathfrak{d}_{A/\mathcal{O}}$ is the ideal of $A$ given by the inverse of the fractional ideal $\{x \in K \mid \forall y \in A : \text{tr}_{K/F}(xy) \in \mathcal{O}\}$. However, we will need two other characterizations of this ideal. One characterization is

$$\mathfrak{d}_{A/\mathcal{O}} = \{x \in A \mid \forall y \in A : x \cdot dy = 0 \in \Omega_{A/\mathcal{O}}^1\},$$

where $\Omega_{A/\mathcal{O}}^1$ is the $A$-module of Kähler differentials (see [Neu99, Prop. 2.7]). If $I$ is the kernel of the multiplication map $A \otimes_{\mathcal{O}} A \overset{m}{\to} A$, one has $\Omega_{A/\mathcal{O}}^1 = I/I^2$ and the universal differential $d : A \to \Omega_{A/\mathcal{O}}^1$ corresponds to $y \mapsto (y \otimes 1 - 1 \otimes y) \mod I^2$. The second characterization of the different ideal ([Neu99, Thm. III.2.5]) is that $\mathfrak{d}_{A/\mathcal{O}}$ is generated by all different element $f'(s)$ where $s \in A$ generates the field extension $K/F$, and $f(X) \in \mathcal{O}[X]$ is the minimal polynomial of $s$ over $\mathcal{O}$.

We define

$$\mathfrak{D}_{A/\mathcal{O}} := \{x \in A \otimes_{\mathcal{O}} A \mid \forall a \in A : (a \otimes 1)x = (1 \otimes a)x\}.$$ 

We shall prove:

**Proposition 3.5.** The multiplication map $m : A \otimes_{\mathcal{O}} A \to A$ restricts to an isomorphism of $A$-modules $\mathfrak{D}_{A/\mathcal{O}} \cong \mathfrak{d}_{A/\mathcal{O}}$.

**Proof.** We proceed in three steps.

1. **The restriction of the multiplication map $m$ to $\mathfrak{D}_{A/\mathcal{O}}$ is injective.**
   The kernel $I$ of $m$ is generated by the elements $(1 \otimes a - a \otimes 1)$ for $a \in A$. If $x \in \mathfrak{D}_{A/\mathcal{O}}$ is in the kernel, then $x \cdot dx = 0$ by definition of $\mathfrak{D}_{A/\mathcal{O}}$. However, since $F \subset K$ is separable, the ring $A \otimes_{\mathcal{O}} A$ does not have nilpotent elements (this is one characterization of separability, see [Mat89, beginning of Sect. 26]). Hence, $x = 0$.

2. **The image of $\mathfrak{D}_{A/\mathcal{O}}$ via $m$ is in $\mathfrak{D}_{A/\mathcal{O}}$.**
   The following diagram commutes, for all $y$ in $A$,

   \[ A \otimes_{\mathcal{O}} A \overset{y \otimes 1 - 1 \otimes y}{\longrightarrow} I \]

   \[ A \overset{dy}{\longrightarrow} \Omega_{A/\mathcal{O}}^1 \cong I/I^2 \]

   thanks to the following calculation ($a$ and $b$ are in $A$):

   $$ab \cdot dy = (ab \otimes 1)(y \otimes 1 - 1 \otimes y) + I^2$$

   $$= (a \otimes b)(y \otimes 1 - 1 \otimes y) + a(b \otimes 1 - 1 \otimes b)(y \otimes 1 - 1 \otimes y) + I^2$$

   $$= (a \otimes b)(y \otimes 1 - 1 \otimes y) + I^2$$
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By the first characterization of the different, the image of $\mathcal{D}_{A/O}$ via $m$ is in $\mathfrak{d}_{A/O}$.

3. The restriction $m : \mathcal{D}_{A/O} \to \mathfrak{d}_{A/O}$ is surjective.

Let $s$ in $A$ be such that $K = F(s)$. Let $f(X) = X^l + f_{l-1}X^{l-1} + \ldots + f_0$ be the minimal polynomial of $s$ in $O[X]$. By the second characterization of the different, it suffices to show that $f'(s)$ is in the image of $\mathcal{D}_{A/O}$ via $m$. The element

$$\sum_{j=0}^{l-1} s^j \otimes \left( \sum_{k=0}^{l-1-j} f_{l-k}s^{l-1-j-k} \right)$$

of $A \otimes A$ is mapped to $f'(s)$ under $m$. To conclude, it is enough to prove that it belongs to $\mathcal{D}_{A/O}$.

This follows after a simple calculation using the characterization of $\mathcal{D}_{A/O}$ in Lemma 3.7, and the description of this element in the following remark.

Remark 3.6. The element $\sum_{j=0}^{l-1} s^j \otimes \left( \sum_{k=0}^{l-1-j} f_{l-k}s^{l-1-j-k} \right)$ can be described much nicer, namely as the evaluation of $\frac{f(X) - f(Y)}{X - Y} \in O[X, Y]$ at $X = 1 \otimes s \in A \otimes A$ and $Y = s \otimes 1 \in A \otimes A$.

Lemma 3.7. Let $s \in A$ be a generator for the field extension $K/F$ and let $N$ be a torsion-free $A$-module. Then,

$$\{ x \in A \otimes A | \forall a \in A : (a \otimes 1)x = (1 \otimes a)x \} = \{ x \in A \otimes A | (s \otimes 1)x = (1 \otimes s)x \}.$$

In particular, an element $x \in A \otimes A$ lies in $\mathcal{D}_{A/O}$ if and only if $(1 \otimes s - s \otimes 1)x = 0$.

Proof. One inclusion is clear, so we prove the opposite one. For $x \in A \otimes A$, we first notice that the given condition implies $(b \otimes 1)x = (1 \otimes b)x$ for all $b \in O[s]$. For arbitrary $a \in A$, we write $a = b/c$ with $b$ and $c$ in $O[s] \subset A$. Then,

$$(c \otimes 1)(a \otimes 1)x = (b \otimes 1)x = (1 \otimes b)x = (1 \otimes ac)x = (1 \otimes a)(c \otimes 1)x = (c \otimes 1)(1 \otimes a)x.$$

The result follows by dividing out $(c \otimes 1)$ as $N$ is torsion-free.

We end this section by a Lemma that will be needed afterwards.

Lemma 3.8. Let $N$ be a torsion-free $A$-module. The multiplication map $A \otimes A \to N$ induces an isomorphism of $A$-modules

$$\{ x \in A \otimes A | \forall a \in A : (a \otimes 1)x = (1 \otimes a)x \} \cong \mathfrak{d}_{A/O} \cdot N. \quad (3.2.1)$$

Proof. Let $s \in A$ be a generator for the field extension $K/F$. By Lemma 3.7, $\mathcal{D}_{A/O}$ is the kernel of the map $\varepsilon : A \otimes A \to A \otimes A$ given by multiplication with $1 \otimes s - s \otimes 1$. Hence,

$$0 \rightarrow \mathcal{D}_{A/O} \rightarrow A \otimes A \xrightarrow{\varepsilon} A \otimes A$$

is exact. As $N$ is torsion-free and $A$ is a Dedekind domain, $N$ is a flat $A$-module. Therefore, tensoring with $N$ over $A$ is exact, and hence, $\mathcal{D}_{A/O} \otimes A N = \ker(\varepsilon) \otimes A N \cong \ker(\varepsilon \otimes id_N)$. By Lemma 3.7, $\ker(\varepsilon \otimes id_N)$ equals the left hand side of the isomorphism $(3.2.1)$. On the other hand, using Proposition 3.5, we see that $\mathcal{D}_{A/O} \otimes A N$ is also isomorphic to $\mathfrak{d}_{A/O} \cdot N$.

3.3 Relation to the period lattice

Definition 3.9. An element $u$ in $A$ for which the field extension $K/F(u)$ is finite and separable will be called separating.\footnote{Namely, in this case the set $\{u\}$ is a separating transcendence basis of $K$.} $F[u] \subset A$ is then a finite separable integral extension of $F$-algebras which meets the conditions of the extension $A/O$ in the previous subsection.
Example 3.10. A uniformizer \( u_p \) of any non-zero prime ideal \( p \) in \( A \) is a separating element. Indeed, the closed point \( p \) of \((C, \mathcal{O}_C)\) is unramified under the map \( C \to \mathbb{F}_p \) corresponding to the inclusion \( \mathbb{F}(u_p) \subset K \). As the inseparability degree divides all ramification indices, the extension \( \mathbb{F}(u_p) \subset K \) is separable.

Let \( u \) be a separating element in \( A \). In this section, we establish a natural isomorphism of \( A\)-modules between \( \mathfrak{d}_{A/\mathbb{F}[u]} \cdot \Lambda_E \) and \( \mathfrak{g}(E) \) (see Theorem 3.11) – which, however, depends on \( u \). The surprising consequence of this fact is that the period lattice and the module of special functions might not be isomorphic.

**Theorem 3.11.** Let \( u \) be a separating element in \( A \). The sequence of \( A\)-module homomorphisms

\[
\Lambda_E \leftarrow A \otimes_{\mathbb{F}[u]} \Lambda_E \xrightarrow{\delta_u} \{ \omega \in E(T) \mid (u \otimes 1)\omega = (1 \otimes u)\omega \},
\]

where the first arrow is the multiplication map and the second one takes an element \( x \) of \( A \otimes_{\mathbb{F}[u]} \Lambda_E \) to \( \delta_u(x) = (1 \otimes \partial u - u \otimes 1)^{-1} x \), induces an isomorphism of \( A\)-modules

\[
\delta_u : \mathfrak{d}_{A/\mathbb{F}[u]} \cdot \Lambda_E \xrightarrow{\cong} \mathfrak{g}(E).
\]

**Proof.** We first explain why \( \tilde{\delta}_u \) is well-defined, and that it even is an isomorphism. This is merely the same as in [Mau18, Sect. 3.2].

The exact sequence of \( A\)-modules (via \( \partial \phi \) and \( \phi \) resp.)

\[
0 \longrightarrow \Lambda_E \longrightarrow \text{Lie}_E(\mathbb{C}_\infty) \xrightarrow{\exp_E} E(\mathbb{C}_\infty)
\]

induces a sequence of \( A \otimes A\)-modules

\[
0 \longrightarrow A \otimes \Lambda_E \longrightarrow \text{Lie}_E(\mathbb{T}) \xrightarrow{id \otimes \exp_E} E(\mathbb{T}),
\]

by tensoring with \( A \) and taking completions. Here, we take into account that \( \Lambda_E \) is discrete, and hence \( A \otimes \Lambda_E = A \otimes \Lambda_E \). By Proposition 2.3 this sequence is exact again.

Now, let \( u \) be the separating element in \( A \) from the statement of the theorem. The map \( \text{Lie}_E(\mathbb{T}) \to \text{Lie}_E(\mathbb{T}), x \mapsto (1 \otimes \partial u - u \otimes 1)(x) \) is \( \mathbb{T}\)-linear and its determinant is a power of \((1 \otimes \ell(u) - u \otimes 1) \in \mathbb{T} \). So, since \(|\ell(u)| > 1 \), the latter is even invertible in \( \mathbb{T} \) with inverse

\[
(1 \otimes \ell(u) - u \otimes 1)^{-1} = \sum_{i \geq 0} u^i \otimes \ell(u)^{-i-1} \in \mathbb{T},
\]

and hence the homomorphism \( 1 \otimes \partial u - u \otimes 1 \) is an isomorphism. Therefore, as in [Mau18, Sect. 3.2], one obtains a commuting diagram of \( A \otimes A\)-modules with exact rows:

\[
\begin{array}{ccc}
0 & \longrightarrow & A \otimes \Lambda_E \\
\downarrow & & \downarrow 1 \otimes \partial u - u \otimes 1 \\
0 & \longrightarrow & \text{Lie}_E(\mathbb{T}) \\
\downarrow & & \downarrow 1 \otimes \partial u - u \otimes 1 \\
0 & \longrightarrow & E(\mathbb{T}) \\
\downarrow & & \downarrow 1 \otimes u - u \otimes 1 \\
H & \longrightarrow & E(\mathbb{T}) \\
\end{array}
\]

where \( H \) is defined to be

\[
H := \ker(1 \otimes u - u \otimes 1) = \{ \omega \in E(\mathbb{T}) \mid (u \otimes 1)\omega = (1 \otimes u)\omega \}.
\]

The snake lemma then induces the dashed arrow, and hence an injective \( A \otimes A\)-homomorphism \( \delta_u : A \otimes_{\mathbb{F}[u]} \Lambda_E \to H \). By diagram chasing, we see that for \( x \in A \otimes \Lambda_E \), \( \delta_u(x) \) is given by

\[
\delta_u(x) = (id \otimes \exp_E)\left( (1 \otimes \partial u - u \otimes 1)^{-1} x \right).
\]
The same proof as in [Mau18, Thm. 3.6] shows that \( \tilde{\delta}_u \) is also surjective. The main ideas are as follows: First choose \( t_1, \ldots, t_k \in A \) such that their residues modulo \( u \) generate the finite dimensional \( F \)-vector space \( A/\langle u \rangle \), and extend this to an \( F \)-basis of \( A \) by taking all \( u \)-power multiples of these elements. After the choice of an \( F \)-vector space scheme isomorphism \( \kappa \) over \( L \) from \( E \) to \( G_{u,L}^d \), we define a norm \( | \cdot | \) on \( E(C_\infty) \cong \mathbb{C}^d_{\infty} \) and on \( \operatorname{Lie}_E(C_\infty) \cong \mathbb{C}^d_{\infty} \). By Proposition 2.2, we write accordingly an arbitrary \( h \in E(T) \) as \( h = \sum_{n \geq 0} \sum_{j=1}^k t_j u^n \otimes e_{j,n} \) where \( e_{j,n} \in E(C_\infty) \). If further \( h \in H \), the \( e_{j,0} \) are \( u \)-torsion elements, and \( u(e_{j,n}) = e_{j,n-1} \) for all \( n \geq 1, j \in \{1, \ldots, k\} \). Furthermore, as \( (e_{j,n})_n \) tends to 0 with respect to \( | \cdot | \), [HJ16, Lem. 5.3] shows that for large enough \( n \), there exists a unique \( L_{j,n} \in \operatorname{Lie}_E(C_\infty) \) such that \( \exp_E(L_{j,n}) = e_{j,n} \) and \( |L_{j,n}| = |e_{j,n}| \). It allows one to define

\[
\lambda := \sum_{j=1}^k t_j \otimes \partial u^{n+1} L_{j,n}.
\]

A calculation shows that a) \( \lambda \) is independent of the chosen \( n \), as long as \( n \) is large enough, that b) \( \lambda \) is indeed in \( A \otimes_{\mathbb{F}[u]} \Lambda_E \), and that c) \( \tilde{\delta}_u(\lambda) = h \).

The isomorphism \( \tilde{\delta}_u \) then restricts to an isomorphism of \((A \otimes A)\)-modules\(^3\)

\[
\mathcal{D}_{A/\mathbb{F}[u]} \otimes_A \Lambda_E = \{ x \in A \otimes_{\mathbb{F}[u]} \Lambda_E \mid \forall a \in A : \ (a \otimes 1)x = (1 \otimes a)x \} \longrightarrow \mathfrak{g}(E).
\]

By Lemma 3.8, the left-hand-side is isomorphic to \( \mathcal{D}_{A/\mathbb{F}[u]} \cdot \Lambda_E \) via the multiplication map \( A \otimes_{\mathbb{F}[u]} \Lambda_E \rightarrow \Lambda_E \). This leads to the desired isomorphism

\[
\tilde{\delta}_u : \mathcal{D}_{A/\mathbb{F}[u]} \cdot \Lambda_E \cong \mathcal{D}_{A/\mathbb{F}[u]} \otimes_A \Lambda_E \xrightarrow{\tilde{\delta}_u} \mathfrak{g}(E).
\]

We immediately obtain the following corollary.

**Corollary 3.12.** If there exists a separating element \( u \) in \( A \) for which \( A = \mathbb{F}[u, s] \) for some \( s \) in \( A \), then we have an isomorphism of \( A \)-modules \( \Lambda_E \cong \mathfrak{g}(E) \).

**Proof.** If \( A = \mathbb{F}[u, s] \), \( \mathcal{D}_{A/\mathbb{F}[u]} \) is principal and generated by \( f'(s) \) where \( f(X) \) is the minimal polynomial of \( s \) over \( \mathbb{F}[u] \) (see [Neu99, Prop. III.2.4]). Therefore, it suffices to compose the isomorphism \( \tilde{\delta}_u \) of Theorem 3.11 with multiplication by \( f'(s) \).

The isomorphism given in Theorem 3.11 obviously depends on \( u \), and it seems that all the induced isomorphisms \( \Lambda_E \cong \mathfrak{g}(E) \) in Corollary 3.12 even depend on \( u \) and \( s \). The following proposition, however, shows that in the case where \( A = \mathbb{F}[t] \) is the polynomial ring, all the isomorphisms coincide.

**Proposition 3.13.** Assume that \( A = \mathbb{F}[t] \) is a polynomial ring, and let \( u(t) \in F[t] \) be separating. Then the composition

\[
\Lambda_E \xrightarrow{u'(t)} \mathcal{D}_{A/\mathbb{F}[u]} \cdot \Lambda_E \xrightarrow{\tilde{\delta}_u} \mathfrak{g}(E)
\]

is independent of the chosen element \( u(t) \). In particular, it equals the isomorphism

\[
\delta_t : \Lambda_E \rightarrow \mathfrak{g}(E)
\]

sending a period \( \lambda \in \Lambda_E \) to its Anderson generating function

\[
(\text{id} \otimes \exp_E)((1 \otimes \partial t - t \otimes 1)^{-1}\lambda) = \sum_{n=0}^{\infty} t^n \otimes \exp_E((\partial t)^{-n-1}\lambda).
\]

\(^3\) Actually, both \( A \)-actions coincide by definition, and we can just consider them as \( A \)-modules via either of the two actions.
Proof. As mentioned before, the different ideal $\mathfrak{d}_{\mathbb{F}[t]/\mathbb{F}[u]}$ is generated by $u'(t)$, and the preimage of $u'(t)$ in $\mathbb{D}_{\mathbb{F}[t]/\mathbb{F}[u]} \subseteq \mathbb{F}[t] \otimes_{\mathbb{F}[u]} \mathbb{F}[t]$ is $U := \frac{\sqrt{\mathfrak{d}(X)} - u(Y)}{X=1 \otimes t, Y=t \otimes 1}$ by Remark 3.6. Therefore, by the definition of $\delta_u$, we explicitly obtain for any $\lambda \in \Lambda_E$

$$\delta_u(u'(t) \cdot \lambda) = U \cdot (\text{id} \otimes \exp_E) \left( (1 \otimes \partial u - u \otimes 1)^{-1} \lambda \right)$$

$$= (\text{id} \otimes \exp_E) \left( (1 \otimes \partial u - u \otimes 1) \cdot (1 \otimes \partial t - t \otimes 1)^{-1} \cdot (1 \otimes \partial u - u \otimes 1)^{-1} \lambda \right)$$

$$= \delta_\lambda(\lambda). \square$$

Remark 3.14. It is well-known that the class of the different ideal $[\mathfrak{d}_{\mathbb{F}[t]/\mathbb{F}[u]}]$ in the class group of $A$ is equal to $-\left[\Omega_{A/F}^1\right]$. This is an immediate application of the Riemann-Hurwitz theorem to the finite and separable morphism of curves $C \to \mathbb{P}^1_F$ given by the choice of $u$ (see [Har77, Prop. IV.2.3]). The Riemann-Hurwitz theorem does not, however, give the $A$-module isomorphism from $\Omega_{A/F}^1$ to $\mathfrak{d}_{A/\mathbb{F}[u]}^{-1}$. In this remark, we provide an alternative reason why they are isomorphic. By [Gos96, Prop. 2.7], we have

$$\mathfrak{d}_{A/\mathbb{F}[u]} = \{ x \in A \mid \forall y \in A : x \cdot dy = 0 \in \Omega_{A/\mathbb{F}[u]}^1 \}. $$

Besides, as $\mathbb{F}[u] \subseteq A$ is separable, one has an exact sequence of $A$-modules:

$$0 \longrightarrow \Omega_{\mathbb{F}[u]/\mathbb{F}}^1 A \longrightarrow \Omega_{A/F}^1 A \longrightarrow \Omega_{A/\mathbb{F}[u]}^1 A \longrightarrow 0. $$

In particular, we can rewrite $\mathfrak{d}_{A/\mathbb{F}[u]}$ as:

$$\mathfrak{d}_{A/\mathbb{F}[u]} = \{ x \in A \mid \forall y \in A : x \cdot dy \in Adu \}. $$

Thanks to this description, the equality $\mathfrak{d}_{A/\mathbb{F}[u]} \cdot \Omega_{A/F}^1 = Adu$ is clear.

This explains why the different ideal is not principal in general. Indeed, we then have

$$\deg \mathfrak{d}_{A/\mathbb{F}[u]} \equiv - \deg \Omega_{A/F}^1 \equiv 2 - 2g \pmod{d_{\infty}}$$

where $g$ is the genus of $C$. Hence, the order of $[\mathfrak{d}_{A/\mathbb{F}[u]}]$ is divisible by $d_{\infty} / \gcd(2g - 2, d_{\infty})$.

In [ANDTR17, end of Sect. 3.2], it is asked whether the space of special functions is always free as an $A$-module. The question is raised in rank and dimension 1, but we are able to answer it in the negative for any rank $r > 1$.

Corollary 3.15. Let $\Lambda$ be an $A$-lattice in $\mathbb{C}_{\infty}$ projective of rank $r \geq 1$ and let $D$ be the associated Drinfeld $A$-module over $\mathbb{C}_{\infty}$ (according to [Gos96, Section 4.3]). Then, $\mathfrak{g}(D)$ is free as an $A$-module if, and only if, $\det_A(\Lambda)$ and $(\Omega_{A/F}^1)^{\otimes r}$ are isomorphic as $A$-modules.

Proof. As a torsion-free module over the Dedekind domain $A$, $\Lambda$ is isomorphic to $A^{r-1} \oplus \det_A(A)$. For any separating element $u$, it yields

$$\mathfrak{d}_{A/\mathbb{F}[u]} \cdot \Lambda \cong \mathfrak{d}_{A/\mathbb{F}[u]}^{-1} \oplus \mathfrak{d}_{A/\mathbb{F}[u]} \det_A(A) \cong A^{r-1} \oplus \mathfrak{d}_{A/\mathbb{F}[u]} \det_A(A). \quad (3.3.1)$$

The construction implicates that $\Lambda$ is the period lattice of $D$ so that, by Theorem 3.11, (3.3.1) is isomorphic to $\mathfrak{g}(D)$. Hence, the module $\mathfrak{g}(D)$ is free as an $A$-module if, and only if $\mathfrak{d}_{A/\mathbb{F}[u]} \det_A(A)$ is isomorphic to $\Lambda$. We conclude by Remark 3.14. \square

Remark 3.16. Assume that $E$ is an abelian and uniformizable $A$-module. Combining the $A$-module isomorphisms from Theorems 3.11 and 3.3, namely

$$\mathfrak{d}_{A/\mathbb{F}[u]} \cdot \Lambda_E \longrightarrow \mathfrak{g}(E), \quad \mathfrak{g}(E) \longrightarrow \Hom_A(H_B(M), A)$$

together with $\Omega_{A/F}^1 \cong \mathfrak{d}_{A/\mathbb{F}[u]}^{-1}$ as $A$-modules from Remark 3.14, one gets an $A$-module isomorphism $\Lambda_E \rightarrow \Hom_A(H_B(M), \Omega_{A/F}^1)$ between the period lattice of $E$ and its Betti cohomology. Such a relation was already known via a map denoted $\beta_A$ and follows from [And86, Cor. 2.12.1] (also
described in [HJ16, Rmk. 5.30]). It is therefore natural to ask whether the two approaches match. They are indeed related to each other by the following diagram of $A$-modules which is commutative up to a sign and each arrow is an isomorphism:

$$
\begin{array}{c}
\vartriangleright
\begin{array}{c}
\mathcal{D}_{A/F[u]} \Lambda_E \\
\cong \\
\mathcal{D}_{A/F[u]} \otimes_A \Lambda_E \oplus \text{id} \otimes_A \mathcal{D}_A \\
\cong \\
\mathcal{D}_{A/F[u]} \otimes_A \Lambda_E \oplus \text{id} \otimes_A \mathcal{D}_A \\
\cong \\
\text{Hom}_A(H_B(M), \Omega^1_{A/F})
\end{array}
\end{array}

\begin{array}{c}
\vartriangleright
\begin{array}{c}
\text{sgn}(E) \triangleleft \text{Hom}_A(H_B(M), A) \\
\cong \\
\text{Hom}_A(H_B(M), A) \\
\cong \\
\text{Hom}_A(H_B(M), A)
\end{array}
\end{array}
\right)

The commutativity up to a sign is not obvious and relies on a non-trivial calculation.

### 3.4 Special functions of Drinfeld-Hayes modules

This section aims not only to connect Thakur’s shtuka function theory with special functions of Drinfeld-Hayes modules, but also to see how our definition of special functions matches [ANDTR17, Def. 3.9].

Given an abelian Anderson $A$-module over $L$ of rank and dimension one, Thakur in [Tha93b] was able to define an element $f$ in the fraction field of $A \otimes L$, called the *shtuka function of $E$*, of fundamental importance for $E$. His construction of $f$ relies on the Drinfeld-module/shtuka dictionary. We should present a slightly more general alternative definition which avoids the use of shtukas.

In this section, we assume that $E$ is an abelian Anderson $A$-module of rank and dimension one, namely a *Drinfeld-Hayes module*. Let $\eta : E \to G_{a,L}$ be an $\mathbb{F}$-vector space schemes isomorphism over $L$. As a non-zero element of the rank one projective $A \otimes L$-module $M = M(E)$, $\kappa$ is proportional to the element $\text{Frob}_q \circ \omega$ in $M$, where $\text{Frob}_q$ denotes the $q$-Frobenius on $G_{a,L}$. This justifies the existence-part of following definition:

**Definition 3.17.** We call the *shtuka function of $E$ associated to $\kappa$*, and write it $f_\kappa$, the unique element in the fraction field of $A \otimes L$ such that $\text{Frob}_q \circ \omega = f_\kappa \cdot \kappa$.

The morphism $\kappa$ also provides a family $\{\phi^n_a\}_{a,\kappa}$ of $\mathbb{F}$-linear endomorphisms of $G_{a,L}$, where $\phi^n_a := \kappa^{-1} \circ \phi^n_a \circ \kappa$. Seen as elements of $L\{\tau\}$, each $\phi^n_a$ can be written uniquely as

$$
\phi^n_a = (a)_n^0 + (a)_n^1 \tau + (a)_n^2 \tau^2 + \ldots + (a)_n^d \tau^d \quad (d := \text{deg}(a), \quad (a)_n^d \in L). \quad (3.4.1)
$$

A brief description of the sign-normalized condition is called for. Let $t^{-1}$ be a local parameter at a point $\infty$ above $\infty$ in $C \times_{\mathbb{F}} \text{Spec} \mathbb{C}_\infty$. Any $x$ in the function field of $C \times_{\mathbb{F}} \text{Spec} \mathbb{C}_\infty$ can be written uniquely in a Laurent series in $t^{-1}$:

$$
x = \sum_{i \geq n} c_i t^{-i} \quad (c_i \in \mathbb{C}_\infty, \quad n \in \mathbb{Z})
$$

with the coefficient $c_n$ being nonzero. We define $\text{sgn}(x)$ to be the latter coefficient $c_n$ in $\mathbb{C}_\infty^\times$, and call it the *sign of $x$ (with respect to $t$)*. The function $\text{sgn}$ then defines a group morphism from the group of nonzero elements of the function field of $C \times_{\mathbb{F}} \text{Spec} \mathbb{C}_\infty$ to $\mathbb{C}_\infty^\times$. In [Tha93b], it is assumed that the assignment

$$
A \setminus \{0\} \to L \subset \mathbb{C}_\infty, \quad a \mapsto (a)_d^\bullet \quad (d = \text{deg}(a))
$$

coinsides with $\text{sgn}$. If this is the case, we should say that $\kappa$ is *sgn-normalized (with respect to $t$)*. As we do not make such an assumption here, we will assume that $\kappa$ is arbitrary.

Thanks to the isomorphism of $A$-modules $\text{id} \otimes \kappa : E(T) \to T$, we can see the elements of $\mathcal{S}(E) \subset E(T)$ as elements of $T$ satisfying a family of functional equations:

$$
\mathcal{S}(E) \ni \{ \omega \in T \mid \forall a \in A : (1 \otimes \phi^a_n)(\omega) = (a \otimes 1)\omega \}.
$$

The above map is an isomorphism of $A$-modules. This seems at first sight in contrast with the definition of special functions as given in [ANDTR17, Def. 3.9] where they consist of elements $\omega$ in the general Tate algebra satisfying $\omega(1) = f_\omega$. We should see that the two definitions agree:
Proposition 3.18. For any isomorphism \( \kappa : E \xrightarrow{\cong} \mathbb{G}_{a,L} \) of \( \mathbb{F} \)-vector space schemes over \( L \), we have the following equality of subsets of \( T \):

\[
\{ \omega \in T \mid \forall a \in A : (1 \otimes \phi^\kappa_a)(\omega) = (a \otimes 1)\omega \} = \{ \omega \in T \mid \omega^{(1)} = f_\kappa \omega \}.
\]

Before proving Proposition 3.18, we investigate the shape of the divisor of \( f_\kappa \) on \( C \times_F \text{Spec} \ L \). As \( M \) is a rank one projective \( A \otimes L \)-module, there exists an ideal \( \nu_\kappa \) of \( A \otimes L \) such that \((A \otimes L) \cdot \kappa = \nu_\kappa M \). Let \( j \) be the maximal ideal of \( A \otimes L \) generated by the set

\[
\{(a \otimes 1) - (1 \otimes \ell(a)) \mid a \in A \}.
\]

Lemma 3.19. Let \( V_\kappa \) be the effective divisor on \( \text{Div}(C \times_F \text{Spec} \ L) \) given by the primary decomposition of \( \nu_\kappa \). There exists a divisor \( \infty_\kappa \) of degree 1 and supported at \( \infty \), such that

\[
\text{div} f_\kappa = \tau^* V_\kappa - V_\kappa + j - \infty_\kappa. \tag{3.4.4}
\]

Proof. We borrow the following exact sequence from [And86, Lem. 3.1.4]:

\[
0 \rightarrow \tau_M(\tau^* M) \rightarrow M \rightarrow \text{Hom}_L(\text{Lie}_E(L), L) \rightarrow 0 \tag{3.4.5}
\]

where the second arrow is the inclusion of \( A \otimes L \)-modules, and the third one is the differential at the origin. The exact sequence (3.4.5) implies \( jM \subset \tau_M(\tau^* M) \subset M \). As \( M/jM \) is a one-dimensional \( L \)-vector space, \( \tau_M(\tau^* M) \) equals either \( jM \) or \( M \). The last option is impossible since composition by the \( q \)-Frobenius on the motive is not a surjective operation (as \( E \) is isomorphic to \( \mathbb{G}_{a,L} \)). Hence, we have \( jM = \tau_M(\tau^* M) \). Writing \( M = \nu_\kappa^{-1} \cdot \kappa \) leads to the identity \( j\nu_\kappa^{-1} = (f_\kappa)(\tau^* \nu_\kappa)^{-1} \) of fractional ideals. This is equivalent to

\[
(\text{div} f_\kappa)|_{\text{Spec} A \otimes L} = \tau^* V_\kappa - V_\kappa + j
\]

on the affine part of the curve, where \( V_\kappa \) is the effective divisor associated to the ideal \( \nu_\kappa \). Therefore, there exists \( \infty_\kappa \) above \( \infty \) for which

\[
\text{div} f_\kappa = \tau^* V_\kappa - V_\kappa + j - \infty_\kappa.
\]

The ideal \( j \) has degree one when seen as a divisor on \( \text{Spec}(A \otimes L) \) as its residue field is \( L \). That the degree of \( \infty_\kappa \) is 1 follows from \( \text{deg} f_\kappa = 0 \) as a principal divisor on \( C \times_F \text{Spec} \ L \).

Proof of Proposition 3.18. The proof of Theorem 3.3 implies that the natural isomorphism \( \mathfrak{g}(E) \rightarrow \text{Hom}_{\mathbb{F}}(\mathfrak{M}_T, T) \) induces, via \( \text{id} \otimes \kappa \), the equality

\[
\{ \omega \in T \mid \forall a \in A : (1 \otimes \phi^\kappa_a)(\omega) = (a \otimes 1)\omega \} = \{ \omega \in \nu_\kappa T \mid \omega^{(1)} = f_\kappa \omega \}.
\]

We claim that \( \{ \omega \in \nu_\kappa T \mid \omega^{(1)} = f_\kappa \omega \} = \{ \omega \in T \mid \omega^{(1)} = f_\kappa \omega \} \). Indeed, if \( \omega \in T \) satisfies \( \omega^{(1)} = f_\kappa \omega \), we have that \( \omega \) belongs to the intersection \( f_\kappa^{-1}T \cap T \). As \( V_\kappa \) is effective, Lemma 3.19 yields \( f_\kappa^{-1}T \cap T = (\tau^* \nu_\kappa)^{-1} \nu_\kappa T \cap T \) which is a subset of \( \nu_\kappa T \).

Finally, we discuss two corollaries of Proposition 3.18.

Corollary 3.20. Assume that there exists \( \omega \) in \( T^\times \) such that \( \omega^{(1)} = f_\kappa \omega \). Then, the period lattice \( \Lambda_E \) is isomorphic to \( \Omega^1_{A/F} \) as an \( A \)-module.

Proof. Let \( \omega \) be as in the statement and let \( \omega' \) be an element of \( T \) satisfying \( \omega'^{(1)} = f_\kappa \omega' \). Then \( (\omega'/\omega)^{(1)} = \omega'/\omega \) in \( T \) so that \( \omega' \in \mathcal{A}_\omega \). Thus \( \{ \omega \in T \mid \omega^{(1)} = f_\kappa \omega \} \) is free of rank 1 as an \( A \)-module. We conclude by Proposition 3.18, Equation (3.4.3) and Corollary 3.15.

We do not know whether the converse of Corollary 3.20 holds, and leave it as an open question:

Question. If the period lattice \( \Lambda_E \) is isomorphic to \( \Omega^1_{A/F} \) as an \( A \)-module, does there exist \( \omega \in T^\times \) such that \( \omega^{(1)} = f_\kappa \omega \)?
Corollary 3.21. For all $a \in A$, we have the following identity in the fraction field of $A \otimes L$:

$$(a \otimes 1) = \sum_{n \geq 0} (a)_n^n f^{(n-1)} f^{(1)} f.$$

**Proof.** By Proposition 3.18, there exists a non zero element $\omega$ in the general Tate algebra such that $\omega^{(1)} = f^*_\omega$ and also, for all $a \in A$,

$$(a \otimes 1)\omega = (1 \otimes \phi^n)(\omega) = \sum_{n \geq 0} (a)_n^n \omega^{(n)} = \sum_{n \geq 0} (a)_n^n f^{(n-1)} f^{(1)} f^*_\omega.$$

The corollary follows by dividing out $\omega$. □

**Remark 3.22.** The formula of Corollary 3.21 is an immediate property of the shtuka function as defined by Thakur (see [Tha93b, Eq. (**)]). Note that it already appears in [And94, Eq. (46)]. This formula has been the starting point of [ANDTR17] and [GP18] to define special functions. For our presentation, we have taken the opposite path.

## 4 Gauss-Thakur sums

In this section, we introduce Gauss-Thakur sums attached to an arbitrary Anderson $A$-module $E$ over $L$. Our definition follows closely Thakur’s one (see [Tha88]) although there are some natural changes that we shall explain.

From now on, we fix $\mathfrak{p}$ a maximal ideal in $A$, $\mathbb{F}_p$ its residue field and $d_\mathfrak{p}$ its degree, i.e. the dimension of $\mathbb{F}_p$ over $\mathbb{F}$. We denote by $E[\mathfrak{p}] \subset E(\mathbb{C}_\infty)$ the $A$-module of $\mathfrak{p}$-torsion points of $E$ over $\mathbb{C}_\infty$, i.e. the space $E[\mathfrak{p}] = \{ e \in E(\mathbb{C}_\infty) \mid \forall a \in \mathfrak{p} : ae = 0 \}$.

**Definition 4.1.** A multiplicative character $\chi$ (of conductor $\mathfrak{p}$) is a group morphism from $(A/\mathfrak{p})^\times$ to $\mathbb{F}_p^\times \subset \mathbb{C}_\infty^\times$. An additive character $\psi$ (for $E$ and $\mathfrak{p}$) is an $A$-module morphism from $A/\mathfrak{p}$ to $E[\mathfrak{p}] \subset E(\mathbb{C}_\infty)$. Given such $\chi$ and $\psi$, we define their (tensor) Gauss-Thakur sum as

$$g(\chi, \psi) := - \sum_{x \in (A/\mathfrak{p})^\times} \chi(x)^{-1} \otimes \psi(x) \in \mathbb{F}_p \otimes E[\mathfrak{p}].$$

A multiplicative character $\chi$ will be lifted to a map $A \to \mathbb{F}_p$ by sending $a \in A$ to $\chi(a + \mathfrak{p})$ if $a \not\in \mathfrak{p}$, and to $0$ if $a \in \mathfrak{p}$. By abuse of notation, this lift will also be denoted by $\chi$.

Using this lift, we define the space

$$G(E, \chi) := \{ g \in \mathbb{F}_p \otimes E(\mathbb{C}_\infty) \mid \forall a \in A : (1 \otimes a)(g) = (\chi(a) \otimes 1)g \},$$

and call it the space of Gauss-Thakur sums.

The naming “space of Gauss-Thakur sums” will be justified by Lemma 4.5(3) and Proposition 4.8 where we show that $G(E, \chi)$ is the $\mathbb{F}_p$-vector space generated by the Gauss-Thakur sums.

**Remark 4.2.** The minus sign in the definition of Gauss-Thakur sums already appear in [Tha88]. It serves as the normalization factor $|\mathbb{F}_p| - 1 = -1 \in \mathbb{F}$.

**Remark 4.3.** As opposed to Thakur’s definition, a tensor product replaces the multiplication. Indeed, in general, $E$ is not equal to $\mathbb{G}_{a, L}^d$ as an $\mathbb{F}$-vector space scheme but only isomorphic. As such, it does not carry a canonical $L$-vector structure and the product $\chi(x)^{-1} \psi(x)$ is not even defined. When $E$ equals $\mathbb{G}_{a, L}^d$ as an $\mathbb{F}$-vector space scheme, for instance in Thakur’s consideration when $d = 1$, or after fixing an isomorphism $E \simeq \mathbb{G}_{a, L}^d$, one can define the classical Gauss-Thakur sum as being the tensorless version of the sum $(1.0.4)$ in $E(\mathbb{L}) = \mathbb{L}^d$. In these cases, the reader will be free to consider classical ones via the multiplication map $\mathbb{F}_p \otimes E[\mathfrak{p}] \to E(\mathbb{L})$. We will use this tensorless version in Section 6 for the sake of a simplified presentation of the results. Note, however, that this morphism is injective if, and only if, the field of definition of the $\mathfrak{p}$-torsion points is linearly independent of $\mathbb{F}_p$. 
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Example 4.4. For every torsion point \( e \in E[p] \), one obtains a well-defined additive character \( \psi_e : A/p \to E[p], a + p \mapsto ae \). On the other hand, every additive character \( \psi : A/p \to E[p] \) is of that form for \( e = \psi(1 + p) \), since \( A/p \) is generated as an \( A \)-module by \( 1 + p \).

Lemma 4.5. Let \( \chi \) be a multiplicative character.

1. The map
   \[
   \eta_\chi : \mathbb{F}_p \otimes E[p] \longrightarrow \mathbb{F}_p \otimes E[p], \quad g \longmapsto - \sum_{x \in (A/p)^*} \left( \chi(x)^{-1} \otimes x \right) g
   \]
   is an \( \mathbb{F}_p \)-linear projection onto \( G(E, \chi) \).

2. For \( e \in E[p] \), the image \( \eta_\chi(1 \otimes e) \) is the Gauss-Thakur sum \( g(\chi, \psi_e) \). Here \( \psi_e \) is the additive character attached to \( e \) as in Example 4.4.

3. Every Gauss-Thakur sum \( g(\chi, \psi) \) lies in \( G(E, \chi) \), and \( G(E, \chi) \) is generated as \( \mathbb{F}_p \)-vector space by the Gauss-Thakur sums.

Proof. Part (2) is easily verified from the definitions, and (3) directly follows from (1) and (2) using that every \( \psi \) is of the form \( \psi_e \), and that the elements of the form \( 1 \otimes e \) generate the \( \mathbb{F}_p \)-vector space \( \mathbb{F}_p \otimes E[p] \). Hence, it remains to prove (1):

   - \( \mathbb{F}_p \)-linearity is clear. For all \( g \in \mathbb{F}_p \otimes E[p] \) and \( a \in A \), one has
     \[
     (1 \otimes a)(\eta_\chi(g)) = 0 = (\chi(a) \otimes 1)\eta_\chi(g),
     \]
     if \( a \in p \), as well as
     \[
     (1 \otimes a)(\eta_\chi(g)) = - \sum_{x \in (A/p)^*} \left( \chi(x)^{-1} \otimes ax \right) g
     \]
   - \( \mathbb{F}_p \)-linearity is clear. For all \( g \in G(E, \chi) \), furthermore, for all \( g \in G(E, \chi) \), one has
     \[
     \eta_\chi(g) = - \sum_{x \in (A/p)^*} \left( \chi(x)^{-1} \otimes x \right) g = - \sum_{x \in (A/p)^*} \left( \chi(x)^{-1} \chi(x) \otimes 1 \right) g
     \]
     \[
     = -(q^{d_p} - 1) \otimes 1 \cdot g = g.
     \]

Hence, \( \eta_\chi \) is a projection. \( \square \)

Remark 4.6. An isogeny \( f : (E, \phi) \to (E', \phi') \) of Anderson \( A \)-modules over \( L \) of dimension \( d \) is an \( \mathbb{F} \)-vector space scheme morphism from \( E \) to \( E' \) with finite kernel over \( \mathbb{C}_\infty \) such that \( f \circ \phi_a = \phi'_a \circ f \) for all \( a \in A \). It is automatically surjective, as its image is a subgroup scheme of \( E' \) of the same dimension. The degree of \( f \) is defined as the Fitting ideal of \( \ker(f) \) with respect to its natural \( A \)-module scheme structure. For a prime \( p \) of \( A \) which does not divide the degree of \( f \), we have an induced isomorphism of \( A \)-module schemes \( E[p] \cong E'[p] \). Hence, for \( \chi \) a multiplicative character of conductor \( p \) not dividing \( \deg(f) \), we naturally have \( G(E, \chi) \cong G(E', \chi) \).

If the lift \( \chi : A \to \mathbb{F}_p \) of a multiplicative character is a homomorphism of \( \mathbb{F} \)-algebras, we can extend it to a \( \mathbb{F} \)-linear homomorphism \( \mathbb{F} \otimes A \to \mathbb{F} \) whose kernel is some maximal ideal \( \mathfrak{P} \) above \( p \). The extended map is then just “evaluation at \( \mathfrak{P} \)”, i.e. \( \chi \) sends \( a \) in \( A \) to \( a(\mathfrak{P}) = 1 \otimes a \) (mod \( \mathfrak{P} \)). Conversely, any maximal ideal \( \mathfrak{P} \) above \( p \) in \( \mathbb{F} \otimes A \) defines a multiplicative character
\[
\chi_\mathfrak{P} : (A/p)^* \longrightarrow \mathbb{F}_p^*, \quad a + p \longmapsto a(\mathfrak{P}).
\]

As those multiplicative characters play an important role, we make the following definition.
**Definition 4.7.** A multiplicative character $\chi$ will be called *evaluative*, if its lift is a homomorphism of $F$-algebras. When $\Psi$ is the corresponding maximal ideal in $F \otimes A$, we will also denote $\chi$ by $\chi_{\Psi}$.

In particular, we will just speak of an evaluative character $\chi_{\Psi}$ which implies that $\Psi$ is the corresponding maximal ideal in $F \otimes A$.

**Proposition 4.8.** Let $\chi$ be a multiplicative character.

(1) If $\chi$ is not evaluative, then $G(E, \chi)$ is zero. In particular, for any additive character $\psi$, $g(\chi, \psi)$ is zero.

(2) If $\chi$ is evaluative and $\{\psi_i\}$ are $F_p$-linearly independent additive characters in the space $\text{Hom}_A(A/p, E[p])$, then their Gauss-Thakur sums $\{g(\chi, \psi_i)\}$ are $F_p$-linearly independent in $G(E, \chi)$.

**Proof.** For part (1), we prove that if $G(E, \chi)$ is non-zero, then $\chi$ is evaluative. If $g$ is a non-zero element in $G(E, \chi)$, for $x$ and $y$ in $A$, $\alpha \in F$,

$$(\alpha \chi(x) + \chi(y)) \otimes 1)g = (\alpha \otimes x)g + (1 \otimes y)g = 1 \otimes (\alpha x + y)g = \chi(\alpha x + y) \otimes 1)g.$$

As $g$ was non-zero, the lift $\chi$ is $F$-linear and - as it comes from a multiplicative character - even an $F$-algebra morphism, i.e. the character is evaluative.

For part (2), let $\chi$ be evaluative. We first prove that $g(\chi, \psi)$ is non-zero if $\psi$ is non-zero. By finite Fourier inversion formula – which was already mentioned in [Tha88, Prop. 1] – for all $y$ in $A/p$, one has

$$1 \otimes \psi(y) = -(q^{d_y} - 1) \sum_{\chi} g(\chi, \psi)(\chi(y) \otimes 1)$$

where the sum runs over multiplicative characters. By part (1), we can assume that the above sum runs over the set of evaluative $\chi$. This set is finite with $d_y$ elements and $\text{Frob}_y$ as an element of $\text{Gal}(F_p/F)$ acts transitively on it by right-composition. Hence, if one of the $g(\chi, \psi)$ is zero, all are, and (4.0.1) implies that $\psi$ is zero.

Now, let $\{\psi_i\}$ be $F_p$-linearly independent elements in $\text{Hom}_A(A/p, E[p])$. We have a decomposition $E[p] = \bigoplus_i \text{im}(\psi_i)$. Hence, if one has some relation $0 = \sum_i (\alpha_i \otimes 1)g(\chi, \psi_i)$, by taking the projection onto $\text{im}(\psi_i)$ with respect to this decomposition, one is led to $(\alpha_i \otimes 1)g(\chi, \psi_i) = 0$. As $g(\chi, \psi_i)$ is non-zero, $\alpha_i$ is zero.

To any element of the period lattice $\Lambda_E$, one can associate a specific Gauss-Thakur sum according to the next definition.

**Definition 4.9.** Let $u_p$ be a uniformizer at $p$ in $A$, and choose an element $z_p$ of the fractional ideal $p^{-1}$ which satisfies $u_p z_p \equiv 1 \mod p$. For $\lambda$ an element of the period lattice $\Lambda_E$, one obtains an additive character $\psi_\lambda$ given by

$$\psi_\lambda : A/p \to p^{-1} A/A \to E[p], \ a \to az_p \mapsto \exp_E(\partial(az_p)(\lambda)).$$

It defines a map $\Lambda_E \to \text{Hom}_A(A/p, E[p])$, $\lambda \mapsto \psi_\lambda$ and, by composition with $\psi \mapsto g(\chi, \psi)$, an $A$-module morphism $g_{u_p} : \Lambda_E \to G(E, \chi)$.

**Remark 4.10.** In the definition, we could have omitted the uniformizer $u_p$, and just worked with a generator $z_p$ of $p^{-1} A/A$. In Section 5, however, we will need a uniformizer, and therefore decided to put the dependence on $u_p$ already here.

It should also be noted that after fixing $u_p$, the definitions of $\psi_\lambda$ and of $g_{u_p}$ do not depend on $z_p$, as long as $u_p z_p \equiv 1 \mod p$. Namely, for a second such element $z_p'$, one has $u_p (z_p - z_p') \equiv 0 \mod p$. Hence, $z_p - z_p' \in A$ which implies

$$\exp_E(\partial z_p(\lambda)) = \exp_E(\partial z'_p(\lambda)) \quad \forall \lambda \in \Lambda_E.$$
The following proposition provides a criterion of uniformizability.

**Proposition 4.11.** $E$ is uniformizable if, and only if, $g(\chi, \psi)$ generates $G(E, \chi)$ for $\lambda$ running through generators of $\Lambda_E$ as an $A$-module.

**Proof.** The period lattice $\Lambda_E$ is a finitely generated and torsion free module over $A$, consequently projective of some rank $s$. Torsion-free is clear, and finite generation follows from the $\mathbb{F}[t]$-case in [And86, Lem. 2.4.1]. Further, $s \leq r$ with equality if, and only if, $E$ is uniformizable. In any case, the exponential map induces an injection of $A$-modules $\Lambda_E/p\Lambda_E \hookrightarrow E_p$. We then have a well-defined injection of $\mathbb{F}$-vector spaces

$$\Lambda_E/p\Lambda_E \hookrightarrow \text{Hom}_A(A/p, E_p), \quad \lambda + p\Lambda_E \longmapsto \psi_\lambda$$

which is bijective if, and only if, $E$ is uniformizable by comparing dimensions. We conclude with Lemma 4.5 (3).

**Remark 4.12.** Proposition 4.8 together with Proposition 4.11 and its proof even yield: If $\chi$ is evaluative, then $E$ is uniformizable if, and only if, the induced map $\Lambda_E/p\Lambda_E \rightarrow G(E, \chi)$ is an isomorphism of $\mathbb{F}_p$-vector spaces.

**Remark 4.13.** We assume here that $L$ is a finite separable extension of $K$. Let $K^{sep}$ be the separable closure of $K$ in $\mathbb{C}_\infty$ and let $G_K$ be the Galois group of the field extension $K \subset K^{sep}$. The action of $G_K$ on $E[p]$ defines, by left-composition on the set of additive characters, a continuous action on $G(E, \chi)$. Namely, $g(\chi, \psi)^p = g(\chi, \sigma \circ \psi)$ for $\sigma$ in $G_K$. In the case where $E$ is uniformizable, we have

$$T_p(E) := \varprojlim E[p^n] \cong \varprojlim \Lambda_E/p^n\Lambda_E \cong A'_p$$

and it induces a continuous $p$-adic representation $\rho_{E,p} : G_K \rightarrow \text{GL}_r(A_p)$. If further $\chi$ is evaluative, the isomorphism $\Lambda_E/p\Lambda_E \rightarrow G(E, \chi)$ implies that the continuous representation $G_K$ on $G(E, \chi)$ is isomorphic to $\chi \circ \rho_{E,p}$.

## 5 Values of special functions at algebraic points

Let $\mathfrak{P}$ be a maximal ideal in $\mathbb{F} \otimes A$ above $p$. For $f$ in the general Tate algebra $T$ and $\chi_{\mathfrak{P}}$, the multiplicative character corresponding to evaluation at $\mathfrak{P}$, we denote $f(\mathfrak{P})$ in $\mathbb{F}_p \otimes \mathbb{C}_\infty$ the image of $f$ under $(\chi_{\mathfrak{P}} \otimes 1)$. Similarly, for $\omega$ in $E(T)$, we define $\omega(\mathfrak{P})$ in $\mathbb{F}_p \otimes E(\mathbb{C}_\infty)$ as the image of $\omega$ through $(\chi_{\mathfrak{P}} \otimes \text{id})$.

**Proposition 5.1.** For any special function $\omega$, the value $\omega(\mathfrak{P})$ is in $G(E, \chi_{\mathfrak{P}})$. In particular by Lemma 4.5 (3), $\omega(\mathfrak{P})$ is a linear combination of certain $g(\chi_{\mathfrak{P}}^{\sigma}, \psi)$ with coefficients in $\mathbb{F}_p$.

**Proof.** Let $\omega \in \mathfrak{a}(E) \subset E(T)$. It satisfies $(a \otimes 1)\omega = (1 \otimes a)\omega$ for all $a \in A$. Composition with $(\chi_{\mathfrak{P}} \otimes \text{id})$ yields $(a(\mathfrak{P}) \otimes 1)\omega(\mathfrak{P}) = (1 \otimes a)\omega(\mathfrak{P})$ in $\mathbb{F}_p \otimes E(\mathbb{C}_\infty)$ for all $a \in A$.

**Theorem 5.2.** Let $u_p$ be a unipotent of $p$ in $A$. In the category of $A$-modules, the following diagram commutes:

$$\begin{array}{ccc}
\mathfrak{a}_A(\mathfrak{P}[u_p]) \otimes \Lambda_E & \xrightarrow{\delta_{u_p}} & \mathfrak{a}(E) \\
\downarrow{g_{u_p}} & & \downarrow{(\chi_{\mathfrak{P}} \otimes \text{id})} \\
G(E, \chi_{\mathfrak{P}}) & \\
\end{array}$$

where $\delta_{u_p}$ is the map of Theorem 3.11 and $g_{u_p}$ is given by Definition 4.9.

**Example 5.3.** Let $C$ be $\mathbb{P}^1_{\mathbb{F}}$ and $E = C$ be the Carlitz module. Let $\infty$ be the closed point $[0 : 1]$ of $C$ and fix $t$ in $A$ such that $t^{-1}$ is a uniformizer at $\infty$. We have $A = \mathbb{F}[t]$ and we let $p$ be a prime in $A$. Clearly, $A = \mathbb{F}[t, u_p]$ for $u_p = p(t)$. Hence, by [Neu99, Prop. III.2.4], $\mathfrak{a}_A(\mathfrak{P}[u_p]) = (p(t))$. If $\zeta$ is a root of $p$ in $\mathfrak{P}$, evaluation at $\zeta$ defines an evaluative multiplicative character $\chi_{\zeta}$.
By Proposition 3.13, $\delta_{u_p}$ sends $p'(t) \cdot \pi$ in $\mathcal{D}_{A/F[u_p]} \cdot \Lambda_\mathcal{C}$ to the Anderson-Thakur function $\omega(t)$ in $\mathfrak{a}(\mathcal{C})$. Then, the commutativity of the diagram in Theorem 5.2 is equivalent to Anglès and Pellarin’s formula (see [AP15, Thm. 2.9]):

$$\omega(\zeta) = p'(\zeta)g(\chi_\zeta, \psi_\zeta).$$

**Remark 5.4.** Since $\mathcal{D}_{A/F[u_p]}$ corresponds, as an invertible $A$-module, to the inverse of the module of Kähler differentials of $A$ over $F$, we could have avoided the use of the different ideal thanks to a suitable tensor product with $\Omega^1_{A/F}$. The use of $\mathcal{D}_{A/F[u_p]}$ however has the benefit that it allows a better understanding of the appearance of the factor $p'(\zeta)$ in Anglès and Pellarin’s formula.

**Proof of Thm. 5.2.** As all maps are $A$-linear, it suffices to prove commutativity of the diagram for generators of $\mathcal{D}_{A/F[u_p]} \cdot \Lambda_\mathcal{E}$, i.e. for elements of the form $f'_s(s)\lambda$ where $s \in A$ is a generator for the field extension $K/E$, and $f'_s(X) \in F[u_p][X]$ is its minimal polynomial (cf. Section 3.2), as well as $\lambda \in \Lambda_\mathcal{E}$. Further, let $\sum_i d_i \otimes a_i \in \mathcal{D}_{A/F[u_p]} \subseteq A \otimes F[u_p]$ be the unique preimage of $f'_s(s)$ under the multiplication map.

By definition of $\delta_{u_p}$ (see Theorem 3.11), we have

$$\delta_{u_p}(f'_s(s)\lambda) = (\text{id} \otimes \exp_E) \left((\text{id} \otimes \partial u_p - u_p \otimes 1)^{-1} \left(\sum_{i} (d_i \otimes \partial a_i, \lambda)\right)\right) = \sum_{i} (d_i \otimes 1)(\text{id} \otimes \exp_E) \left((\text{id} \otimes \partial u_p - u_p \otimes 1)^{-1} (1 \otimes \partial a_i, \lambda)\right).$$

Once one evaluates at $\chi_p$, as $\chi_p(u_p) = 0$, it yields

$$\delta_{u_p}(f'_s(s)\lambda)(\mathfrak{p}) = \sum_{i} d_i(\mathfrak{p}) \otimes a_i \exp_E (\partial u_p^{-1} \lambda).$$

(5.0.1)

By Proposition 5.1, we know that the latter lands in $G(E, \chi_p) \subseteq F_p \otimes E[p]$. However, the summands $a_i \exp_E (\partial u_p^{-1} \lambda)$ don’t have to lie in $E[p]$. To overcome this issue, we choose elements $c_j$ in $A$ such that $\{c_j(\mathfrak{p})\}_j$ is an $F$-basis of $F_p$, and rewrite $\sum_i d_i(\mathfrak{p}) \otimes a_i \in F_p \otimes A$ as $\sum_j c_j(\mathfrak{p}) \otimes b_j$ for appropriate $b_j \in A$. Accordingly, we rewrite the expression for $\delta_{u_p}(f'_s(s)\lambda)(\mathfrak{p})$, as

$$\delta_{u_p}(f'_s(s)\lambda)(\mathfrak{p}) = \sum_{j} c_j(\mathfrak{p}) \otimes b_j \exp_E (\partial u_p^{-1} \lambda) = \sum_{j} \chi_p(c_j) \otimes b_j \exp_E (\partial u_p^{-1} \lambda).$$

Since the $c_j(\mathfrak{p})$ build an $F$-basis of $F_p$, we obtain that $b_j \exp_E (\partial u_p^{-1} \lambda)$ is in $E[p]$ for all $j$. As the last statement is independent of $\lambda$, we conclude that $u_p^{-1}b_j \in p^{-1}A$ for all $j$.

By applying the projection operator $\eta := \eta_{\chi_p}$ of Lemma 4.5, we obtain

$$\delta_{u_p}(f'_s(s)\lambda)(\mathfrak{p}) = \eta(\delta_{u_p}(f'_s(s)\lambda)(\mathfrak{p})) = -\sum_{y \in (A/p)^x} \sum_{j} \chi_p(y)^{-1} \chi_p(c_j) \otimes y b_j \exp_E (\partial u_p^{-1} \lambda)$$

$$= -\sum_{j} \sum_{x \in (A/p)^x} \chi_p(x)^{-1} \otimes x c_j b_j \exp_E (\partial u_p^{-1} \lambda)$$

$$= -\sum_{x \in (A/p)^x} \chi_p(x)^{-1} \otimes x \exp_E \left(\partial u_p^{-1} \partial \left(\sum_{j} c_j b_j\right)\lambda\right).$$

Take into account that the change of variable in the third line is valid, since $b_j \exp_E (\partial u_p^{-1} \lambda) \in E[p]$. Finally,

$$\sum_{j} (c_j b_j) \equiv \sum_{i} d_i a_i = f'_s(s) \mod p,$$

\[\text{4} \uparrow \text{The reader should notice that in general } \sum_i d_i \otimes a_i \neq \sum_j c_j \otimes b_j. \text{ The two sums only agree modulo } p \otimes A.\]
and therefore, $u_p^{-1} \sum_j (c_j b_j)$ and $z_p f'_s(s)$ reduce to the same element in $p^{-1}A/A$, where $z_p$ is an element as in Definition 4.9. Hence, $\exp_E(\partial(u_p^{-1} \sum_j (c_j b_j))) = \psi_\lambda(f'_s(s)) = \psi_\lambda(1)$, and

$$\delta_{u_p}(f'_s(s) \lambda)(\mathfrak{F}) = \sum_{x \in (A/p)^{\times}} \chi_\mathfrak{F}(x)^{-1} \otimes \psi_\lambda(x) = g_{u_p}(f'_s(s) \lambda).$$

\[\square\]

6 Special Values of Goss L-functions

We discuss in this last section a question of Thakur in [Tha91b], about whether Gauss-Thakur sums enter into the theory of L-functions developed by Goss. According to a general trend, special functions of rank 1 Anderson $A$-modules are linked to special $L$-values via Pellarin type formulas (see for instance [Pel12], [ANDTR17] or [GP18]). As opposed to the number field setting, the appearance of Gauss-Thakur sums in values of $L$-functions should then be explained by Theorem 5.2 rather than by a functional equation. We clarify this thought in two situations: when $E$ is the Carlitz-module or when $A$ is the coefficient ring of an elliptic curve and $E$ is a Drinfeld-Hayes module.

We warn the reader that we use in this subsection a slight abuse of notation: as we want to remove the tensor from our notation to have lightened formulas, we will implicitly give our results under the multiplication map $m : F \otimes C_{\infty} \to C_{\infty}$ without referring to $m$ anymore.

6.1 The case $E = C$

Assume that $A = F[t]$ for $t$ in $A$ and fix another indeterminate $\theta$. According to Pellarin in [Pel12], one has the identity

$$\sum_{a \in A^+} \frac{a(t)}{a(\theta)} = -\frac{\pi}{(t-\theta)\omega(t)},$$

where $A^+$ corresponds to the set of monic polynomials. Applying the $q$-Frobenius map in the variable $\theta$ followed by the assignation $t = \zeta$, a root of unity with minimal polynomial $p$ over $F$, [AP15, Thm. 2.9] yields

$$L(\chi, \zeta, q) := \sum_{a \in A^+} \frac{a(\zeta)}{a(\theta)^q} = -\frac{\pi q}{(\zeta-\theta)(\zeta-\theta)p'(\zeta)g(\chi, \psi_\zeta).} \quad (6.1.1)$$

A similar identity can be derived for classical $L$-functions: Let $p$ be a prime number and $\chi$ a primitive character of $(\mathbb{Z}/p\mathbb{Z})^\times$. Then, using the functional equation of $L(\chi, s)$, one easily derives

$$L(\chi, 2) = \left(\sum_{n=1}^{p-1} \frac{n^2}{p^2}\right) \frac{\pi^2}{g(\chi)} \quad (6.1.2)$$

where $g(\chi)$ is the Gauss sum attached to $\chi$. The high level of similarity between (6.1.1) and (6.1.2) is of a remarkable charm, since it is unlikely that the Goss $L$-function satisfies a functional equation.

6.2 The case where $C$ is an elliptic curve

We now give the analogous result (6.1.1) when $(C, \mathcal{O}_C)$ is an elliptic curve over $F$ thanks to the work of Green and Papanikolas in [GP18] and our Theorem 5.2. Let $(C, \mathcal{O}_C)$ be an elliptic curve over $F$ and let $\infty$ be its origin. Then, $A = H^0(C \setminus \{\infty\}, \mathcal{O}_C)$ can be written as the coefficient ring $F[t, y]$ where $t$ and $y$ are solutions of a Weierstrass equation

$$W(y, t) := y^2 + a_1 ty + a_3 y - (t^3 + a_2 t^2 + a_4 t + a_6) = 0 \quad (a_i \in F).$$

In particular, $A$ admits $\{t^i, t^j y \mid i \geq 0, \ j \geq 0\}$ as an $F$-basis, and by Proposition 2.2, $T$ coincides with the affinoid algebra considered in [GP18]. With respect to this decomposition, the term of
Finally, by [Tha91b, Sect. 1], an element in the Tate algebra, \( \omega \), is in \( T \) not supported on \( \text{Spm} \). Let \( m \geq 1 \) be an integer. The following series converges in \( T \) to the Pellarin L-series at \( m \) of \( A \). Let \( p \) be a non-zero prime ideal of \( A \), let \( \mathfrak{P} \) be a maximal ideal in \( \mathbb{F} \otimes A \) above \( p \) and let \( \chi_{\mathfrak{P}} \) be the evaluation at \( \mathfrak{P} \). The value

\[
L(\chi_{\mathfrak{P}}, m) := L(A, m)(\mathfrak{P}) = \sum_{a \in A_+} \frac{\chi_{\mathfrak{P}}(a)}{a^m} \quad \text{in } C_{\infty}
\]

is referred to as the Goss L-value of \( \chi_{\mathfrak{P}} \) at \( m \).

Let \( H \subset C_{\infty} \) be the Hilbert class field of \( K \). By a sign normalized Drinfeld-Hayes \( A \)-module over \( H \), we will mean a Drinfeld-Hayes \( A \)-module over \( H \) which, as a \( \mathbb{F} \)-vector space scheme, is equal to \( \mathbb{G}_{a, H} \) and where the \( A \)-action stems from the action of \( t \) and \( y \) given by

\[
\phi_t = t + x_1 \tau + \tau^2, \quad \phi_y = y + y_1 \tau + y_2 \tau^2 + \tau^3 \quad \text{in } \text{End}_{L, H}(\mathbb{G}_{a, H}) = H \{ \tau \},
\]

where \( \tau \) is the Frobenius on \( \mathbb{G}_{a, H} \) and where \( x_1, y_1, y_2 \) are elements of \( H \) such that \( W(\phi_t, \phi_y) = 0 \).

We let \( V = V_1 \) be a divisor on \( C \times_{\mathcal{F}} \text{Spec}(H) \) as in Lemma 3.19 for \( \kappa = \text{id}_{\mathbb{G}_{a, L}} \). We define the unit disk \( \text{Spm} \mathbb{T} \) of \( C \times_{\mathcal{F}} \text{Spec}(C_{\infty}) \) as the set

\[
\text{Spm} \mathbb{T} := \{ m \text{ maximal ideal of } A \otimes C_{\infty} \mid m \mathbb{T} \neq \mathbb{T} \}.
\]

The naming “unit disk” follows from [Bos14, Cor. 2.2.13]. In [GP18], \( V \) is chosen so that it is not supported on \( \text{Spm} \mathbb{T} \). We prove the following Theorem:

**Theorem 6.1.** Let \( E \) be a sign-normalized Drinfeld-Hayes \( A \)-module over \( H \) for which \( V \) is not supported on \( \text{Spm} \mathbb{T} \). For any non-zero element \( \lambda \) in \( \Lambda_E \subset C_{\infty} \), and for all non negative integers \( n \), we have

\[
L(\chi_{\mathfrak{P}}, q^n) \in \mathbb{F}_p H \cdot \frac{\chi_{\mathfrak{P}}(\lambda)}{g(\chi_{\mathfrak{P}}, \psi_{\pi_E})}.
\]

**Proof.** One easily deduces from [GP18, Thm. 4.6, Prop. 4.3, Prop. 7.1] the following:

1. the period lattice \( \Lambda_E \) of \( E \) and the special functions \( \mathfrak{g}(E) \) are free of rank 1 over \( A \), and we write \( \Lambda_E = \pi_E A \).
2. \( \omega_E := \delta_1(\mu'(t) \otimes \pi_E) \) in \( \mathfrak{g}(E) \), where \( \mu \) is the minimal polynomial of \( y \) over \( \mathbb{F}(t) \), is an invertible element of \( \mathbb{T} \) and thus generates \( \mathfrak{g}(E) \) as an \( A \)-module.
3. there is an (explicit) element \( h_E \) of \( A \otimes H \) such that

\[
L(A, 1) = \frac{h_E \pi_E}{f_E \omega_E}
\]

where \( f_E \) is the shtuka function of \( E \) associated to \( \kappa = \text{id}_{\mathbb{G}_{a, H}} \).

Without loss of generality, we prove our statement for \( \lambda = \pi_E \). We have \( L(A, 1)^{(n)} = L(A, q^n) \) and hence, \( L(\chi_{\mathfrak{P}}, q^n) = L(A, 1)^{(n)}(\mathfrak{P}) \). By formula (6.2.1), \( \omega_E L(A, 1)^{(n)} = h_E^{(n)}/f_E f_E^{(1)} \cdots f_E^{(n)} \) is in \( \mathbb{T} \) and therefore \( (h_E^{(n)}/f_E f_E^{(1)} \cdots f_E^{(n)}) \mathfrak{P} \) is well-defined in \( \mathbb{F}_p H \). As \( \omega_E \) is an invertible element in the Tate algebra, \( \omega_E(\mathfrak{P}) \neq 0 \). Theorem 5.2 yields

\[
g(\chi_{\mathfrak{P}}, \psi_{\pi_E}) L(\chi_{\mathfrak{P}}, q^n) \in \mathbb{F}_p \cdot \omega_E(\mathfrak{P}) L(A, 1)^{(n)}(\mathfrak{P}) \subset \mathbb{F}_p H \cdot \pi_E q^n.
\]

Finally, by [Tha91b, Sect. 1], \( g(\chi_{\mathfrak{P}}, \psi_{\pi_E}) \) seen as a tensorless sum in \( C_{\infty} \) is non-zero. \( \Box \)
References

[And86] Greg W. Anderson. $t$-motives. *Duke Math. J.*, 53(2):457–502, 1986.

[And94] Greg W. Anderson. Rank one elliptic $A$-modules and $A$-harmonic series. *Duke Math. J.*, 73(3):491–542, 1994.

[ANDTR17] Bruno Anglès, Tuan Ngo Dac, and Floric Tavares Ribeiro. Special functions and twisted $L$-series. *J. Théor. Nombres Bordeaux*, 29(3):931–961, 2017.

[AP15] Bruno Anglès and Federico Pellarin. Universal Gauss-Thakur sums and $L$-series. *Invent. Math.*, 200(2):653–669, 2015.

[AT90] Greg W. Anderson and Dinesh S. Thakur. Tensor powers of the Carlitz module and zeta values. *Ann. of Math. (2)*, 132(1):159–191, 1990.

[BH07] Gebhard Böckle and Urs Hartl. Uniformizable families of $t$-motives. *Trans. Amer. Math. Soc.*, 359(8):3933–3972, 2007.

[Bos14] Siegfried Bosch. *Lectures on formal and rigid geometry*, volume 2105 of *Lecture Notes in Mathematics*. Springer, Cham, 2014.

[EP14] Ahmad El-Guindy and Matthew A. Papanikolas. Identities for Anderson generating functions for Drinfeld modules. *Monatsh. Math.*, 173(4):471–493, 2014.

[Gos96] David Goss. *Basic structures of function field arithmetic*, volume 35 of *Ergebnisse der Mathematik und ihrer Grenzgebiete (3) [Results in Mathematics and Related Areas (3)]*. Springer-Verlag, Berlin, 1996.

[GP18] Nathan Green and Matthew A. Papanikolas. Special $L$-values and shtuka functions for Drinfeld modules on elliptic curves. *Res. Math. Sci.*, 5(1):Paper No. 4, 47, 2018.

[Gre17] Nathan Green. Tensor powers of rank 1 drinfeld modules and periods. available at https://arxiv.org/abs/1706.03854, 2017.

[Har77] Robin Hartshorne. *Algebraic geometry*. Springer-Verlag, New York-Heidelberg, 1977. Graduate Texts in Mathematics, No. 52.

[HJ16] Urs Hartl and Ann-Kristin Juschka. Pink’s theory of hodge structures and the hodge conjectures over function fields. *Proceedings on the conference on “$t$-motives: Hodge Structures, Transcendence and other Motivic Aspects”*, G. Böckle, D. Goss, U. Hartl and M. Papanikolas, editors, 2016.

[Mat89] Hideyuki Matsumura. *Commutative ring theory*, volume 8 of *Cambridge Studies in Advanced Mathematics*. Cambridge University Press, Cambridge, second edition, 1989. Translated from the Japanese by M. Reid.

[Mau18] Andreas Maurischat. Periods of $t$-modules as special values. *Journal of Number Theory*, 2018. DOI:10.1016/j.jnt.2018.09.024.

[Neu99] Jürgen Neukirch. *Algebraic number theory*, volume 322 of *Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences]*. Springer-Verlag, Berlin, 1999. Translated from the 1992 German original and with a note by Norbert Schappacher, With a foreword by G. Harder.

[Pel08] Federico Pellarin. Aspects de l’indépendance algébrique en caractéristique non nulle (d’après Anderson, Brownawell, Denis, Papanikolas, Thakur, Yu, et al.). *Astérisque*, (317):Exp. No. 973, viii, 205–242, 2008. Séminaire Bourbaki. Vol. 2006/2007.

[Pel12] Federico Pellarin. Values of certain $L$-series in positive characteristic. *Ann. of Math. (2)*, 176(3):2055–2093, 2012.
[Ser62] Jean-Pierre Serre. Endomorphismes complètement continus des espaces de Banach $p$-adiques. *Inst. Hautes Études Sci. Publ. Math.*, (12):69–85, 1962.

[Sin97] Samarendra K. Sinha. Periods of $t$-motives and transcendence. *Duke Math. J.*, 88(3):465–535, 06 1997.

[Tha88] Dinesh S. Thakur. Gauss sums for $\mathbf{F}_q[T]$. *Invent. Math.*, 94(1):105–112, 1988.

[Tha91a] Dinesh S. Thakur. Gamma functions for function fields and Drinfel’d modules. *Ann. of Math. (2)*, 134(1):25–64, 1991.

[Tha91b] Dinesh S. Thakur. Gauss sums for function fields. *J. Number Theory*, 37(2):242–252, 1991.

[Tha93a] Dinesh S. Thakur. Behaviour of function field Gauss sums at infinity. *Bull. London Math. Soc.*, 25(5):417–426, 1993. With an appendix by José Felipe Voloch.

[Tha93b] Dinesh S. Thakur. Shtukas and Jacobi sums. *Invent. Math.*, 111(3):557–570, 1993.