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Abstract—Automated detection of anomalous trajectories is an important problem with considerable applications in intelligent transportation systems. Many existing studies have focused on distinguishing anomalous trajectories from normal trajectories, ignoring the large differences between anomalous trajectories. A recent study has made great progress in identifying abnormal trajectory patterns and proposed a two-stage algorithm for anomalous trajectory detection and classification (ATDC). This algorithm has excellent performance but suffers from a few limitations, such as high time complexity and poor interpretation. Here, we present a careful theoretical and empirical analysis of the ATDC algorithm, showing that the calculation of anomaly scores in both stages can be simplified, and that the second stage of the algorithm is much more important than the first stage. Hence, we develop a FastATDC algorithm that introduces a random sampling strategy in both stages. Experimental results show that FastATDC is 10 to 20 times faster than ATDC on real datasets. Moreover, FastATDC outperforms the baseline algorithms and is comparable to the ATDC algorithm.

I. INTRODUCTION

Anomaly detection is a major research problem in unsupervised learning, with a wide range of important applications such as financial risk control [1], [2], industrial equipment maintenance [3], traffic data mining [4], [5]. Anomalies usually exhibit specificity, randomness, and low-frequency characteristics, and the definition of anomalies varies for different tasks. These factors are what make anomaly detection so challenging.

In this paper, we focus on the automated detection of anomalous trajectories, which is an important component of intelligent transport systems (ITS) [6]. An anomalous trajectory refers to a trajectory that differs locally or globally from most other normal ones when measured by some similarity metrics. Many ITS applications, such as fraud detection [7], emergency response [8], and urban network mapping [9], have the urgent need for anomalous trajectory detection. Over the past decade, much research has been devoted to developing anomalous trajectory detection methods, such as density-based methods [10] and isolation-based methods [11], [12]. However, these studies only focus on distinguishing anomalous trajectories from normal ones, without considering that anomalous trajectories are also extremely different from each other. A recent study [13] has noticed this and sorted out four different patterns of abnormal trajectories: global detour (GD), local detour (LD), global shortcut (GS), and local shortcut (LS). This study also proposed a new algorithm, called the anomalous trajectory detection and classification (ATDC) algorithm, which achieved excellent performance.

However, the ATDC algorithm suffers from some limitations. On the one hand, ATDC uses a two-stage strategy to calculate the anomaly score of trajectories, in which each stage traverses a large number of trajectories. As a result, the overall time complexity of the algorithm is \( O(N^2) \), where \( N \) is the number of trajectories. This makes the algorithm difficult to use on large-scale datasets or in online detection scenarios. On the other hand, despite the excellent performance of this two-stage algorithm, there is no in-depth analysis of why it works. For example, it is unclear exactly which of these stages plays the main role.

In this paper, we perform a careful analysis of the ATDC algorithm and find that each stage is equivalent to a \( k \)-nearest neighbor algorithm. The empirical results show that the second stage is significantly more important than the first one. Moreover, we theoretically prove that the calculation of the anomaly scores used in this algorithm can be simplified. Consequently, we develop a fast anomalous trajectory detection and classification (FastATDC) algorithm that reduces the time complexity to \( O(kN) \) where \( k < N \), by introducing a random sampling strategy. Experimental results show that FastATDC achieves comparable performance in less than a tenth of the computation time of ATDC. The main contributions are summarized as follows:

- We present a careful theoretical and empirical analysis of the ATDC algorithm to provide a better understanding of its mechanism and performance.
- We propose the FastATDC algorithm that introduces a random sampling strategy in both stages of ATDC, allowing the time complexity to be reduced from \( O(N^2) \) to \( O(kN) \).
- Extensive experiments on real datasets show that the FastATDC algorithm excels the baselines and even outperforms ATDC in some cases. Moreover, FastATDC is robust to the sampling rates and is 10 to 20 times faster than ATDC.
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II. RELATED WORK

Anomalous trajectory detection is a challenging problem and a few classical algorithms have been proposed, such as TRAOD [10] and iBAT [11]. TRAOD is a two-phase method proposed by Lee et al., which first partitions a trajectory into many sub-trajectories and detects the anomalous ones from these sub-trajectories. Liu et al. further improved TRAOD and introduced a density-based trajectory outlier detection (DBTOD) algorithm to better distinguish anomalous sub-trajectories from normal ones [14]. iBAT is a faster detection algorithm put forward by Zhang et al., which applied the isolation mechanism to detect taxi driving fraud. Based on iBAT, Chen et al. further designed the iBOAT algorithm, which is an online detection method that compares the unknown trajectories against normal ground truth ones via an adaptive working window [12]. Furthermore, Wang et al. found that patterns of anomalous trajectories are not unique but multiple and uncertain, and applied an adaptive hierarchical clustering method [15]. Zhu et al. utilized top-k most popular traces as a reference and used an Edit distance in both spatial and temporal domains to measure the difference between trajectories [16]. Inspired by these algorithms and findings, Wang et al. proposed a two-stage method called ATDC for anomalous trajectory detection and classification [13], which is the foundation of our work.

III. METHODOLOGY

In this section, we first briefly introduce the ATDC algorithm and then provide a theoretical analysis of the trajectory anomaly score function in ATDC, followed by the proposed FastATDC algorithm, which is summarized in Fig. 1.

A. ATDC

Note that the preprocessing of trajectory data in our work is the same as in [13], and details (including concepts and notations) can be found in this paper and will not be repeated here due to the limited space.

Wang et al. proposed the difference and intersection distance (DIS) metric to quantify the difference between any two trajectories [13]. Given a trajectory dataset with a set of trajectories \( \tau = \{ AT_1, AT_2, ..., AT_N \} \), the DIS distance between two trajectories \( AT_i \) and \( AT_j \) is defined as

\[
DIS(AT_i, AT_j) = \frac{|AT_i| - |AT_j|}{|AT_i \cap AT_j|}.
\]

ATDC consists of two stages, each of which calculates the anomaly score for each trajectory. At the first stage, the anomaly score of trajectory \( AT_i \) is defined as

\[
S_1(AT_i) = \frac{\sum_{j,j \neq i} N - 1 |AT_i| - |AT_j|}{\sum_{j,j \neq i} |AT_i \cap AT_j|}.
\]

After the first stage calculation, the trajectories with the most frequent patterns have the property that their anomaly scores \( S_1 \) are within a small interval \([-\phi, \phi]\). These trajectories are defined as absolute normal trajectories (ANT), denoted by \( \tau_0 \). Those trajectories that are not in the set \( \tau_0 \) will be sent to the next stage. In the second stage, the anomaly score of trajectory \( AT_i \) is calculated by

\[
S_2(AT_i) = \frac{\sum_{j \in \tau_k} |AT_i| - |AT_j|}{\sum_{j \in \tau_k} |AT_i \cap AT_j|},
\]

where \( \tau_k \subseteq \tau_0 \) is the set of \( k \) closest trajectories of trajectory \( AT_i \), defined as \( k \) trajectories with the largest intersection with \( AT_i \).

Taken together, the anomaly score of one trajectory \( AT_i \) is defined as

\[
S(AT_i) = \begin{cases} 
S_1(AT_i), & AT_i \in \tau_0 \\
S_2(AT_i), & AT_i \notin \tau_0.
\end{cases}
\]

ATDC uses a segmentation function \( L \) to distinguish between four types of abnormal trajectories (i.e., GD, LD, LS, GS) and normal trajectories (NT). In particular,

\[
L(AT_i; \tau, \theta) = \begin{cases} 
AT_i \text{ is } GD, & S(AT_i) \geq \theta_1 \\
AT_i \text{ is } LD, & \quad \theta_2 \leq S(AT_i) < \theta_1 \\
AT_i \text{ is } NT, & \quad \theta_3 < S(AT_i) < \theta_2 \\
AT_i \text{ is } LS, & \quad \theta_4 < S(AT_i) \leq \theta_3 \\
AT_i \text{ is } GS, & \quad S(AT_i) \leq \theta_4.
\end{cases}
\]

where \( \theta = [\theta_1, \theta_2, \theta_3, \theta_4] \) is a pre-defined threshold vector.

B. Analysis of ATDC

Now we reconsider the anomaly score \( S_1(AT_i) \) under the context of random sampling. Suppose a dataset contains five classes of trajectories \{GD, LD, NT, LS, GS\}, and \( c \) represents one of the five classes. The probability of different trajectories being randomly drawn is \( P = (P_{GD}, P_{LD}, P_{NT}, P_{LS}, P_{GS}) \), where \( P_{NT} \) are much larger than others. Taking dataset T-1 as an example (see Table I), the probability vector is \( P = (1.5\%, 2.2\%, 86.9\%, 9.1\%, 0.3\%) \).

Usually, trajectories of the same class are similar to each other, which means that a certain trajectory \( AT^*_j \) can be used
(as a prototype) to represent the trajectory of class \(c\). We define \(AT^c_j\) in the following way

\[
\sum_{AT_i \in c} |DIS(AT^c_j, AT_i)| = \min_{AT_i \in c} \sum_{AT_i \in c} |DIS(AT^c_j, AT_i)|.
\]

(6)

If trajectory \(AT_i\) belongs to class \(c_1\), and \(AT_j\) belongs to class \(c_2\), then \(|AT_i| \approx |AT^c_1|, |AT_j| \approx |AT^c_2|\). Further, we have \(|AT_i \cap AT_j| \approx |AT^c_1 \cap AT^c_2|\) and \(|AT_i| - |AT_j| \approx |AT^c_1| - |AT^c_2|\). Thus, we have

\[
\forall AT_i \in c, S_1(\{AT_i\}) \approx S_1(\{AT^c_i\}),
\]

(7)

where \(\sigma^2_i\) is the variance among the class \(c\). This is the foundation on which random sampling works. Suppose that each extracted trajectory \(AT_i\) satisfies the independent identical distribution condition (i.i.d.), then the extracted trajectories have a similar distribution as the whole. Therefore, the expectation of \(S_1(\{AT_i\})\) will not change for different sampling rates, then it can be expressed as

\[
E[S_1(\{AT_i\})] = \frac{1}{N} \sum_{i=1}^{N} \frac{|AT_i| - |AT^c_i|}{|AT^c_i|} = \frac{1}{M^i} E[(S_1(\{AT^c_i\}) - S_1(\{AT^c_i\}))^2],
\]

(8)

where \(M_i\) represents the intersection parts, \(Q_i\) represents the difference parts. Now, we discuss the scale of \(M_i\) and \(Q_i\). For \(M_i\), if \(AT_i \in NT\), we have

\[
M^i_{NT} = \frac{\sum_{c \in \mathcal{C}} P_c(|AT^c_i| - |AT^c_i|)}{M^i}.
\]

(9)

In Eq. (9), the term \(P_{NT}|AT^c_i \cap AT^c_j|\) plays a main role, because both \(P_{NT}\) and \(|AT^c_i \cap AT^c_j|\) are large numbers and much larger than other terms. But when \(AT_i \in GD\),

\[
M^i_{GD} = \frac{\sum_{c \in \mathcal{C}} P_c(|AT^c_i| - |AT^c_j|)}{M^i}.
\]

(10)

No term in Eq. (10) plays a main role. For example, although \(|AT^c_i \cap AT^c_j|\) and \(P_{NT}\) are large, \(P_{GD}\) and \(|AT^c_i \cap AT^c_j|\) are super small. Therefore, neither \(P_{GD}|AT^c_i \cap AT^c_j|\) nor \(P_{NT}|AT^c_i \cap AT^c_j|\) is large. This counteraction also happens on other terms in Eq. (10). While \(M^i_{GD}\) and \(M^i_{GS}\) suffer more from this scenario, \(M^i_{LD}\) and \(M^i_{LS}\) suffer less. It is concluded that

\[
M^i_{NT} > M^i_{LD}, M^i_{LS} > M^i_{GD}, M^i_{GS}.
\]

(11)

For \(Q_i\), if \(AT_i \in NT\), we have

\[
Q^i_{NT} = \frac{\sum_{c \in \mathcal{C}} P_c(|AT^c_i| - |AT^c_j|)}{M^i}.
\]

(12)

The difference parts have following properties

\[
|NT_i| - |GD_j| < |NT_i| - |LD_j| < |NT_i| - |NT_j|,
\]

\[
|NT_i| - |NT_j| < |NT_i| - |LS_j| < |NT_i| - |GS_j|.
\]

(13)

For clear demonstration, we denote \(AT_i^{NT}\) as \(NT_i\) in Eq. (13). It shows that positive and negative terms of \(Q_i^{NT}\) cancel each other, making it close to zero. But for \(Q_i^{GD}\), we have

\[
|GD_i| - |S_j| > |GD_i| - |LS_j| > |GD_i| - |NT_j| > |GD_i| - |LD_j| > |GD_i| - |GD_j| > 0\]

(14)

It shows that \(Q_i^{GD}\) is a big positive value. In sum, we have

\[
Q_i^{GD} > Q_i^{LD} > Q_i^{NT},
\]

\[
Q_i^{NT} \approx 0,
\]

\[
Q_i^{GS} > Q_i^{LD} > Q_i^{GS}.
\]

(15)

According to Eqs. (11) and (15), we finally obtain

\[
E[S_1(\{AT^{GS}_i\})] < E[S_1(\{AT^{LD}_i\})] < E[S_1(\{AT^{NT}_i\})],
\]

\[
E[S_1(\{AT^{NT}_i\})] \approx 0,
\]

\[
E[S_1(\{AT^{GD}_i\})] < E[S_1(\{AT^{LD}_i\})] < E[S_1(\{AT^{GS}_i\})].
\]

(16)

Eq. (16) shows that \(E[S_1(\{AT^{NP}_i\})]\) is close to 0, while other classes stay away from 0. Since the sampling satisfies IID assumption and the variance among the same class \(c\) is low, \(S_1(\{AT^c_i\})\) is close to \(E[S_1(\{AT^c_i\})]\). When \(AT_i \in c\), it satisfies \(S_1(\{AT_i\}) \approx S_1(\{AT^c_i\})\) according to Eq. (7). These properties guarantee the right clustering of NT in most cases. Our subsequent experiments further demonstrate these properties, and locate the lowest sampling rate the model can take.

C. FastATDC

Each stage of ATDC is a transformation of a \(k\)-nearest neighbor algorithm. Moreover, \(k \approx N\) in the first stage, which means it is time-consuming with the time complexity of \(O(N^2)\). The above analysis shows that random sampling does not affect the distribution of the anomaly score when the extracted trajectories satisfy the independent identical distribution condition (i.i.d.). Therefore, we designed a FastATDC algorithm that employs a random sampling strategy at each stage of ATDC.

In the first stage, instead of traversing all trajectories in \(\tau\), we only sample a small part of them randomly at a rate \(r_1\). The sampled set with \(r_1N\) trajectories is denoted by \(\tau_{r_1} \subset \tau\), and the anomaly score can be expressed as

\[
S_1(\{AT_i\}) = \frac{\sum_{r_1 \in \tau_{r_1}} \sum_{j \in \tau_{r_1}} |AT_i - AT_j|}{\sum_{r_1 \in \tau_{r_1}} \sum_{j \in \tau_{r_1}} |AT_i - AT_j|}.
\]

(17)

With such a sampling strategy in the first stage, we reduce the computation of each trajectory from \(O(N - 1)\) to \(O(r_1N)\). In fact, \(r_1N\) could be a very small constant, i.e., \(r_1N < 10\), which can be shown in later experiments. Therefore, the time complexity of the first stage drops from \(O(N^2)\) to \(O(N)\), which drastically saves computation time.

After the first stage, the set of ANT \(\tau_0\) is selected from the \(N\) original trajectories. Then, the anomaly scores of these trajectories not in \(\tau_0\) are calculated by Eq. (3). Notice that only \(k\) nearest ANT to \(AT_i\) will be considered when calculating Eq. (3). However, there are still hundreds of ANT in \(\tau_0\) according to the design of ATDC. Let \(d\) represent
the number of ANT in $\tau_0$. Thus the time complexity of the second stage is $O(dN + kN)$, where $N > d > k$.

Furthermore, random sampling can be also implemented in the second stage to further reduce the time complexity. ANT is randomly sampled at a rate $r_2$, and the sampled set with $r_2d$ trajectories is defined as $\tau_{r_2} \subset \tau_0$. Then, the $k$ nearest trajectories $\tau_{r_2}$ of trajectory $AT_i$ is selected from $\tau_{r_2}$. Notice that $\tau_{r_2} \subset \tau_{r_2} \subset \tau_0$. Although $r_2d > k$, $r_2d$ is now of the same order of magnitude as $k$. That means $r_2d \approx mk$, where $m < 10$. Therefore, the time complexity of the second stage drops from $O(dN + kN)$ to $O(kN)$, which further reduces the computation time.

Now, the total time complexity of FastATDC is $O(kN)$, which is much lower than $O(N^2)$ when using ATDC. The data prepossessing of FastATDC is the same as in ATDC, including popular region extracting, trajectory mapping, and trajectory indexing, as shown in Fig. 1. In the first stage, the anomaly score of one trajectory is calculated with Eq. (17). In the second stage, the anomaly score $S_2(AT_i)$ is calculated using randomly selected ANT. Finally, we use a segmentation function $L$ in Eq. (5) to distinguish between four types of abnormal trajectories (i.e., GD, LD, LS, GS) and normal trajectories.

IV. EXPERIMENTS AND RESULTS

In this section, we conduct experiments on real datasets to test the performance of FastATDC and its robustness to random sampling.

A. Experimental Details

We use six real datasets extracted from GPS trajectories of 536 cabs in the San Francisco Bay Area over 30 days. The six datasets are denoted as T-1,T-2,T-3,T-4,T-5, and T-6, respectively, shown in Table I. See more details about these datasets in [13].

We inherit the best hyper-parameters from the ATDC algorithm including $k = 10$, $\phi = 0.04$, and $\theta = (0.5, 0.11, -0.11, -0.5)$. In the later experiments, we optimize the parameter $\theta$ in order to obtain better performance. We use the F1 and Macro-F1 scores to evaluate the performance of FastATDC.

B. Sampling Rate Analysis

The lower the sampling rate the more computation time can be saved but may impair accuracy. To locate a proper pair of sampling rates, we design two experiments to test the effect of the sampling rate on the algorithm performance and stability.

Sampling only in the first stage. First, we only use random sampling at the first stage. The sampling rate is set as $r_1 = (0.4\%, 1\%, 5\%, 10\%, 20\%, 30\%, 50\%, 100\%)$. Note that 0.4\% is the lowest sampling rate for T-2 (the smallest dataset including 311 trajectories), which means only one trajectory is sampled. For the other datasets, only a few trajectories ($< 10$) are sampled at a sampling rate of 0.4\%.

The classification results of FastATDC on T-2 are shown in Fig. 2. From above to bottom, the diagrams show Macro-F1 scores. Particularly, the top one is the Macro-F1 scores over all classes, the others are F1 scores for each class of anomalous and normal (class 2).
scores of all classes, F1 scores of class 0 (GD), class 1 (LD), class 2 (NT), class 3 (LS), and class 4 (GS), respectively. The result of the first stage is depicted in Fig. 2 (left), which shows that when the sampling rate drops below 10%, the classification performance of the first stage decreases for all classes. The result of the second stage is shown in Fig. 2 (right). Compared to the sudden drop in F1 scores in the first stage, the performance of the second stage remains high and stable. The Macro-F1 scores of all classes are still high even when the sampling rate is 0.4%. This indicates that the second stage is significantly more important than the first one. Therefore, we can set a very low sampling rate \( r_1 \) in the first stage, even \( r_1N < 10 \).

The computation time of FastATDC with different sampling rates is shown in Fig. 3. The y-axis represents time in seconds. The first and second rows are the computation time of the first stage and second stage, respectively. The third row is the total time divided by the number of trajectories. It can be seen that the run time of the first stage is much longer compared to the second stage when there is no sampling. When the sampling rate is 0.4%, the running time of the first stage is reduced by almost a factor of 10.

Sampling in both stages. To further shorten the computation time, we apply random sampling at both stages. Here, the sampling rate of the first stage is held constant at \( r_1 = 0.4 \). The sampling rate of the second stage is set to \( r_2 = \{1\%, 5\%, 10\%, 20\%, 30\%, 50\%, 70\%, 100\%\} \).

The classification results on the six datasets are shown in Fig. 4. From the top row of Fig. 4, the Macro-F1 score begins to drop when the sampling rate \( r_2 \) is below 30%. From the diagrams of each class, it can be seen that three classes (LD, LS, GS) are more vulnerable to a low sampling rate, while the other two classes (GD, NT) are more immune to a low sampling rate. The reason why a higher rate is required in the second stage is that the variances (in Eq. (7)) among class LD and LS are large but their prototype are not distinct enough from the prototype of \( NT \in ANT \), which causes overlapping. Notice that in ATDC, experiments have been conducted on different intervals \([-\phi, \phi]\) to select the absolute normal trajectories. The conclusion is that neither a large \( \phi \) nor a small one draws good performance. Therefore, we can not shorten the computation time via a tighter interval \([-\phi, \phi]\) without affecting accuracy. Our experiment shows that, apart from setting a tighter interval, random sampling of ANT in the interval \([-\phi, \phi]\) can reduce computation time without hindering classification accuracy.

Therefore, we can utilize random sampling at both stages, and set the sampling rate to 0.4% and 30% for the first and the second stage, respectively.

C. Comparative Evaluation

Experiments on real datasets are performed to compare the performance of FastATDC with other baselines. Since random sampling influence the distribution of anomaly score slightly, we optimize \( \theta = (\theta_1, \theta_2, \theta_3, \theta_4) \) for different datasets. \( \theta_1 \) and \( \theta_4 \) are the same as before, which are 0.5 and -0.5. \( \theta_2 \) is set to 0.1 for T-1 and T-3, 0.11 for T-2, 0.075 for T-4, and 0.09 for T-6. \( \theta_3 \) is set to -0.11 for T-1 and T-3, -0.13 for T-2 and T-5, -0.085 for T-4, and -0.135 for T-6.

| Dataset | ATDC | FastATDC | speedup |
|---------|------|----------|---------|
| T-1     | 9.011 | 0.456 | 20×   |
| T-2     | 3.102 | 0.308 | 10×   |
| T-3     | 11.61 | 0.591 | 20×   |
| T-4     | 4.106 | 0.309 | 13×   |
| T-5     | 10.60 | 0.679 | 16×   |
| T-6     | 9.735 | 0.688 | 14×   |

Fig. 4. The classification results of the second stage when sampling is performed in both stages.
TABLE IV
THE RESULTS OF FOUR ALGORITHMS IN SIX DATASETS (CASE 1). BEST VALUES ARE PRINTED IN BOLD.

| Dataset | FastATDC | ATDC | iBAT | Density |
|---------|----------|------|------|---------|
| T-1     | 0.9216   | 0.8621 | 0.7483 | 0.7063 |
| T-2     | 0.9134   | 0.8077 | 0.8846 | 0.7692 |
| T-3     | 0.9257   | 0.9136 | 0.8374 | 0.7642 |
| T-4     | 0.9054   | 0.9048 | 0.6522 | 0.5217 |
| T-5     | 0.9106   | 0.9283 | 0.7737 | 0.5638 |
| T-6     | 0.9146   | 0.9275 | 0.7746 | 0.5915 |

TABLE V
THE RESULTS OF FOUR ALGORITHMS IN SIX DATASETS (CASE 2). BEST VALUES ARE PRINTED IN BOLD.

| Dataset | FastATDC | ATDC | iBAT | Density |
|---------|----------|------|------|---------|
| T-1     | 0.9746   | 0.9474 | 0.8947 | 0.9474 |
| T-2     | 0.9873   | 1     | 0.7143 | 1       |
| T-3     | 0.9881   | 0.9831 | 0.8333 | 0.9     |
| T-4     | 0.9907   | 1     | 0.5   | 1       |
| T-5     | 0.9910   | 0.9697 | 0.7353 | 0.8529 |
| T-6     | 0.9837   | 0.9574 | 0.6522 | 0.8478 |

FastATDC vs. ATDC. First, we compare FastATDC with ATDC in the six real datasets. The results are shown in Table II. Although we apply a random sampling strategy in both stages, the Macro-F1 scores on all datasets are still very high. There is no significant drop in classification accuracy over all classes. This shows that FastATDC has an excellent performance in the detection and classification of anomalous trajectories. Table III shows the running time per 100 trajectories on average. It can be seen that FastATDC is 10 to 20 times faster than ATDC.

FastATDC vs. baselines. Second, we compare FastATDC with other baseline algorithms (iBAT [11] and Density). Here, we do not regard the classes of anomalous trajectories and only consider “normal” versus “anomalous”. Firstly, we regard all four kinds of anomalous trajectories as the same class, i.e., anomalous trajectories (Case 1). Secondly, we consider another extreme case, that is, all global anomalies (GD and GS) are regarded as anomalous trajectories, and local anomalies (LD and LS) are regarded as normal trajectories (Case 2). As shown in Tables IV and V, FastATDC outperforms other methods on datasets T-1, T-2, T-3, T-4 in Case 1, and on datasets T-1, T-3, T-5, T-6 in Case 2. These results show that the FastATDC algorithm excels in the baseline algorithms by a large margin and even outperforms ATDC in some cases.

V. CONCLUSION AND FUTURE WORK
This paper analyzed the limitations of the ATDC algorithm and proposed an improved ATDC algorithm called FastATDC, which obtains superior performance with lower time complexity. Experiments on real datasets show that FastATDC is 10 to 20 times faster than ATDC, and outperforms other baseline algorithms. The excellent performance of FastATDC shows that it is promising to be used in various ITS applications. A limitation of FastATDC is that the DIS distance is unable to measure the difference between an ongoing partition of trajectory and complete trajectories in the dataset. Therefore, online detection and classification of anomalous trajectories will be studied in future work.
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