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Using molecular dynamics simulations, we assess the uniaxial deformation response of ice \(I_h\) as described by two popular water models, namely, the all-atom TIP4P/Ice potential and the coarse-grained mW model. In particular, we investigate the response to both tensile and compressive uniaxial deformations along the [0001] and [0\(\overline{1}\)10] crystallographic directions for a series of different temperatures. We classify the respective failure mechanisms and assess their sensitivity to strain rate and cell size. While the TIP4P/Ice model fails by either brittle cleavage under tension at low temperatures or large-scale amorphization/melting, the mW potential behaves in a much more ductile manner, displaying numerous cases in which stress relief involves the nucleation and subsequent activity of lattice dislocations. Indeed, the fact that mW behaves in such a malleable manner even at strain rates that are substantially higher than those applied in typical experiments indicates that the mW description of ice \(I_h\) is excessively ductile. One possible contribution to this enhanced malleability is the absence of explicit protons in the mW model, disregarding the fundamental asymmetry of the hydrogen bond that plays an important role in the nucleation and motion of lattice dislocations in ice \(I_h\). Published by AIP Publishing. https://doi.org/10.1063/1.5048517

**I. INTRODUCTION**

The mechanical properties of water ice play a central role in a wide variety of phenomena in such different fields as glaciology, climatology, materials science, and engineering and take place on vastly different time and length scales.\(^1\,\)\(^-\)\(^3\) For example, the flow of glaciers and ice sheets, which takes place on time and length scales of years and kilometers, respectively, is directly involved in the slow dynamics of Earth’s global climate system. On the other hand, the high-velocity impact of pieces of ice with ice-breaker ships, bridge pillars, and aircraft parts involve processes that occur on time and length scales of seconds and meters and affect the integrity of such man-made engineering structures.

While there are at least 19 crystalline and 3 amorphous forms in its phase diagram,\(^1\) under the thermodynamic conditions on Earth, the proton-disordered hexagonal ice \(I_h\) is the only relevant crystalline form of water. Yet, this single phase displays an astonishing richness in its mechanical properties. Not only can ice \(I_h\) behave as a brittle solid, as one usually observes in daily experience, it can also deform in a ductile manner by flowing along basal planes, depending on factors such as deformation rate and temperature.\(^4\)

In fact, Glen and Perutz\(^7\) verified experimentally that, under the application of low stresses (~0.1-0.5 MPa), strains of up to 600% could be reached without apparent macroscopic failure.

The mechanical characteristics of ice have become the focus of substantial research efforts over the past decades.\(^5\)\(^-\)\(^21\) Most of these have been experimental in character, focusing mainly on the phenomenological aspects of the deformation behaviors. Much less is known, however, about the molecular-scale processes that underlie these behaviors. For instance, except for insight into the molecular structure of partial dislocations on the basal plane from first-principles calculations on ice \(I_h\),\(^22\) not even the basic molecular-scale mechanism for their motion in ice is understood. While X-ray topography permits the visualization of extended defects and their motion in ice on the scale of millimeters,\(^23\)\(^-\)\(^26\) an experimental technique that offers nano-scale visualization—such as that provided by \textit{in situ} transmission electron microscopy (TEM) for the case of metals,\(^27\) remains unavailable.

In this context, atomistic-level simulation has proven an extremely useful alternative route of investigation. It constitutes a method for \textit{in situ} computational “microscopy,”\(^28\) which provides detailed insight into the unit mechanisms that operate on atomic length and time scales. For this reason, such simulations are commonplace in physics, chemistry, and materials science and they have been applied innumerable times to investigate the fundamental mechanisms that control the mechanical properties of crystalline and amorphous solids.\(^29\)\(^,\)\(^30\) Water ice, however, has been a notable...
exception. Although countless simulations have focused on various aspects of the condensed phases of water, including their structural, dielectric, thermodynamic, and kinetic properties, the mechanical behavior of ice, with the exception of three recent studies concerning the modeling of atomic force microscopy indentation, and methane hydrates, and shock Hugoniot, has remained largely out of scope. Indeed, the development process of molecular models by itself, with the objective of proposing interatomic potentials that improve the description of the behaviors of water across different phases, has for the most part neglected the mechanical properties of crystalline and amorphous phases of water. This implies that the mechanical response of the many water models developed over the past decades are essentially unknown.

In this paper, we investigate the mechanical response of ice Ih for two of the most popular water models that have been used to describe solid phases of water, namely, the all-atom TIP4P/Ice model and the coarse-grained mW potential. The former is a reparametrization of the original TIP4P model with the objective of improving the description of ice phases. The mW model, on the other hand, is an adaptation of Stillinger and Weber’s silicon potential with the intent of modeling the interactions between water molecules without explicitly considering the protons and the long-range electrostatic interactions. In particular, we focus on the behavior of the systems subjected to uniaxial deformation, both tensile and compressive in nature, investigating the respective mechanisms of failure. In particular, the specific dependence of the failure mode on parameters such as deformation rate and temperature is indicative of intrinsic brittle or ductile behavior and thus of interest in the context of characterizing the mechanical response of both water models for ice Ih.

II. COMPUTATIONAL APPROACH

A. Generation of computational cells

The majority of the simulations were carried out using a periodic cell containing 12 800 water molecules, with spatial dimensions $16 \times 10 \times 10$ in units of the $a$, $b$, and $c$ directions of the conventional orthogonal unit cell containing 8 molecules. To assess possible cell-size effects, a smaller number of simulations were executed using a $36 \times 18 \times 18$ cell containing 93 312 molecules. Both cells represent fully proton-disordered realizations of a defect-free Ih structure with zero total dipole moment. They were generated as follows. First, we generate the positions of the oxygen atoms, placing them on the sites of the Wurtzite lattice. Next, we attach two protons to each of them to form water molecules. But given the proton-disordered nature of ice Ih, this must be performed randomly but subject to the constraint imposed by the second Bernal-Fowler ice rule which requires that there be precisely one proton between each nearest-neighbor pair of oxygen atoms. For a periodic, defect-free ice Ih cell, this can be achieved using the approach of Rahman and Stillinger. It amounts to mapping the assignment of molecular orientations onto the problem of generating a 3-dimensional directed graph in which each node is connected to four neighbors arranged according to the Wurtzite lattice, with precisely two ingoing and two outgoing links. In this network picture, the nodes represent the oxygen atoms, and the two outgoing links of each node correspond to the two protons that are covalently bonded to it in the water molecule. To generate such a directed graph, we start with its undirected counterpart and search for a cyclic decomposition using a series of random walks. This proceeds as follows. Starting from the undirected graph, we randomly select a vertex and initiate a random walk in which each hop consists of a move from a given site to one of its 4 nearest neighbors in the Wurtzite lattice. Keeping track of the path traveled by the walker, it is terminated whenever it visits a vertex for a second time. The part of the path that lies between the first and second visits of this vertex comprises a cycle in the lattice. All the links in it are then directed in the direction traveled by the walker, whereas the remaining (i.e., non-cyclic path) part of the path is erased. Excluding the directed links in the cycle from further visits, a new random walker is initiated to find a second cycle and this procedure is repeated until no undirected links remain and the entire graph has been randomly decomposed into cycles. After finding such a random cyclic decomposition, the generated directed network is composed of a set of closed paths in which, by construction, each link of the network has been traversed exactly once, with each node having precisely two incoming and two outgoing links. If the cyclic decomposition has a non-zero total dipole moment due to closed paths that cross the periodic boundary conditions, it may be possible to eliminate it by inverting the direction of a number of them. If this is not possible, we repeat the procedure starting from the original undirected graph until a cell with zero total dipole moment is obtained. Only for the 93 312-molecule cell we did need two runs to find a zero-dipole-moment configuration.

B. Simulation protocols

All simulations have been carried out using molecular dynamics techniques as implemented in the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) package. In all cases, prior to deformation, the ice Ih cells were equilibrated at zero pressure and the desired temperature. We consider 3 temperatures for each water model, namely, 50 K and 200 K for both of them, and a third value of 5 K below their corresponding melting temperatures, giving 264 and 269 K, respectively, for the TIP4P/Ice and mW models. Equilibration was achieved by running simulations within an anisotropic zero-pressure isobaric-isothermal NPT ensemble in which all three sides of the orthogonal cell are allowed to vary independently. The corresponding equations of motion are based on a Parrinello-Rahman-type barostat and a Langevin thermostat.

For the TIP4P/Ice all-atom model, bond lengths and angles are held fixed using the SHAKE algorithm, and the long-range electrostatics is handled employing the particle-particle particle-mesh (PPPM) scheme. The equations of motion are integrated using a time step of $\Delta t = 0.5$ fs, and the damping time scales for the thermostat and barostat were chosen as $\tau_T = 0.2$ ps and $\tau_p = 2$ ps, respectively. Compared to the TIP4P/Ice model, the only difference for the mW model is the integration time step, chosen at...
∆t = 1 fs. Of course, the SHAKE and PPPM methods are unnecessary to begin with for the charge-neutral atomic mW model.

After the initial equilibration, the computational cells are isothermally deformed under controlled conditions of strain rate, adopting a protocol similar to that employed by Wu and Prakash in their investigation of the mechanical stability of methane hydrates. Specifically, we apply uniaxial deformations by uniformly rescaling the position components along the axis of deformation at each step. This rescaling is carried out in the spirit of the NLdP1P2T ensemble, in which Ld is the length of the cell along the deformation direction and P1 and P2 are the transverse pressure components. In all the deformation simulations, Ld varies with time according to

\[ L_d(t) = L_{d0}(1 + \dot{\varepsilon} t), \]

with \( \dot{\varepsilon} \) being the strain rate and Ld0 being the initial length of the deformation axis, while maintaining \( P_1 = P_2 = 0 \) throughout the entire deformation simulation. This allows expansion or contraction of the transverse directions of the cell associated with the Poisson effect during compressive or tensile uniaxial deformations. Even though the employed strain rates are substantially higher than those used in typical laboratory experiments, the obtained results provide valuable insight into the intrinsic mechanical behavior of the two water models.

In all considered cases, different realizations of the same deformation process were not found to display significant quantitative or qualitative differences. Accordingly, all stress-strain curves reported below correspond to the results obtained from single deformation simulations, without ensemble averaging.

Furthermore, for all considered deformation rates, the maximum attained strain values in the simulations for the mW model have been chosen to be approximately twice as large as those for the TIP4P/Ice model. As will become clear in the following, this choice is motivated by the distinct mechanical response for both models. Whereas the failure mode for the TIP4P/Ice model is characterized by a single deformation event, the response of the mW model often displays a succession of further occurrences after the first yield drop, giving rise to strongly non-monotonic behavior of the stress-strain curves up to substantially larger strain values. To explore this behavior, the deformation simulations involving the mW model cover time intervals that are roughly twice as long as those for the TIP4P/Ice model for a given strain rate.

**III. RESULTS AND DISCUSSION**

**A. Tensile deformation**

We first consider the results obtained for the simulations in which the computational cells were subjected to uniaxial tensile deformation. The top row of Fig. 1 presents the stress-strain response for tensile deformations along the [0001] axis on the 12 800-molecule cell, comparing the two water models at temperatures varying between 50 K and the vicinity of the melting point, at a strain rate \( \dot{\varepsilon} = 5 \times 10^7 \text{ s}^{-1} \). For small strains, all systems display the expected linear elastic behavior. In particular, the TIP4P/Ice model features a Young’s modulus starting at 11 GPa at 50 K and decreasing to 10 GPa as temperature increases to 264 K. For the mW model, the values decrease from 11.5 GPa at 50 K to 9 GPa at 269 K. Both models are consistent with experimental data, which give values decreasing from ~12.8 GPa at 200 K to ~11.8 GPa at 257 K. For strains of the order of 0.10, the elastic response becomes nonlinear, closely followed by a yield point. As expected, both the critical strain and the stress at the yield point decrease with increasing temperature.

To characterize the mode of failure, we visualize structures along the deformation process using the identify-diamond-structure algorithm incorporated into the Open Visualization Tool (OVITO) package. It distinguishes between cubic and hexagonal-diamond structures by analyzing the arrangement of the second-nearest neighbors of a given oxygen atom. Full details can be found in Ref. 72.

Typical results for the TIP4P/Ice model are shown in Fig. 2. At \( T = 50 \text{ K} \) and \( T = 200 \text{ K} \), the failure is brittle in nature, characterized by complete cleavage along the basal plane. At 264 K, which is 5 K below the melting temperature \( T_m \), failure no longer involves cleavage, and stress relief is achieved by partial melting.
Considering the failure mechanisms of the mW model at 50 K, the response displays the same brittle cleavage seen for the TIP4P/Ice model. For the higher temperatures, however, the yield drop is achieved by a different mechanism. This is exemplified in particular by the behavior at \( T = 200 \) K. Instead of a complete stress relief, there is only a partial drop at the yield point, followed by a renewed stress build-up upon further straining. Inspection of the atomic configurations around the yield drop reveals that the incomplete stress relief is achieved by a plastic deformation event involving the nucleation of a dislocation dipole. This is visualized in Fig. 3, where the two thick lines represent the dislocation cores as obtained using the Dislocation Extraction Algorithm (DXA) algorithm\(^1\) in OVITO and the red arrows describe their respective opposite Burgers vectors. They are of the \( \frac{1}{6}[0223] \) type, which form imperfect dislocations combining the Burgers vectors of an in-basal-plane Shockley partial and an out-of-basal-plane imperfect dislocation with Burgers vectors of \( \frac{1}{3}[0\bar{1}10] \) and \( \frac{1}{2}[0001] \) types, respectively.\(^7\) The dislocations are predominantly of edge character, and at the stage shown in the picture, the formation of the dipole is almost complete, with both dislocations still touching each other in the center. Since the in-basal-plane component of the opposing Burgers vectors corresponds precisely to that of a Shockley partial, both dislocations bound a stacking-fault area shown by the atoms in blue. Upon further straining, the two dislocations of the dipole fully detach, resulting in two almost straight dislocations along the [010] directions enclosing a rectangular area of stacking fault. Finally, at the highest temperature of 269 K, which is \( \sim 5 \) K below the melting temperature for the mW model, the yield drop is accompanied by complete melting.

To assess possible anisotropies in the response, we repeat the same deformation simulations but now applying tensile strain along the [0\bar{1}10]-axis. The resulting stress-strain response for the 12 800-molecule cell and both water models is displayed in the second row of Fig. 1. For the TIP4P/Ice model, the response curves are qualitatively similar to their \( c \)-axis counterparts for all temperatures, displaying a regular elastic rise followed by a single yield drop. In quantitative terms, compared to deformation along the \( c \)-axis, the yield stress for the TIP4P/Ice model is \( \sim 0.1-0.2 \) GPa lower. At \( T = 50 \) K, the yield drop is caused by complete cleavage, while at the higher temperatures, stress relief is achieved by the appearance of disordered/melted areas across the system and rotations of the remaining crystalline regions.

The mW model, on the other hand, behaves very differently. At 50 K, for instance, for which the \( c \)-axis response displays the usual rise followed by a single yield drop, as shown in Fig. 2, the tensile stress develops a non-monotonic response. It is characterized by a sequence of two rises separated by partial drops. Inspection of atomistic configurations along these sequences reveals that, instead of a yield drop, the system first passes through a structural phase transition before the onset of plastic deformation. This is shown in Fig. 4, which depicts atomic snapshots along the straining process. Between strains of \( \sim 0.20 \) and \( \sim 0.25 \), the system undergoes a phase transition to a different crystalline phase, followed by a stress drop close to \( \sim 0.30 \), where the cell has returned to a deformed Wurtzite structure accompanied by amorphous regions. The other crystalline phase that appears during the straining process retains a hexagonal structure, as is evident from the snapshot at the strain value of 0.25 in Fig. 4. In fact, this crystalline phase has the structure of a strained layered honeycomb lattice in which the armchair-like puckered hexagonal rings of the ice \( I_h \) lattice have become planar, lying perpendicular to the \( c \)-axis. The stacking of the graphene-like layers is such that the hexagons of subsequent layers are shifted relative to each other along the [2\bar{1}0] direction by \( \sim 0.27 \) Å, as shown in Fig. 5. The structure maintains the four-fold coordination of oxygen atoms, but the angles between pairs of bonds are severely distorted compared to a tetrahedral arrangement. In particular, the angle between the out-of-plane bond and the in-plane bond varies between 88° and 90°. For the same reason, the layered honeycomb structure also does not seem to be related to the cubic ice \( I_h \) phase previously observed in the mW model.\(^5\) Like ice \( I_h \), cubic ice features puckered hexagonal rings, with the only difference being their boat-like arrangement compared to the armchair conformation in ice \( I_h \).

To the best of our knowledge, this phase has not been observed in water and it is likely to be an artifact of the mW model.

FIG. 3. Atomistic configurations during tensile deformation along the [0001] axis for the mW model and the 12 800-molecule cell at 200 K and a strain of 0.193. Thick lines depict dislocation lines of opposite Burgers vectors shown as red arrows. The left panel shows the view along the [010] direction. The right panel only displays the oxygen atoms in the stacking fault area (blue spheres) and the dislocations that delimit its bounds. Both dislocations still touch near the center of the image. Coloring of dislocation indicates its character, with blue and red representing edge and screw character, respectively.

FIG. 4. Typical atomistic configurations during tensile deformation along the [0110] axis for the mW model and the 12 800-molecule cell at 50 K. Crystalline phase reached at a strain of 0.25 corresponds to layered honeycomb structure.
For 200 K and 269 K, the phase transition does not take place and the yield drops in the stress-strain curves are associated with the dislocation activity. For instance, the first yield drop at 269 K is associated with the nucleation of a dipole of perfect edge dislocations with Burgers vectors of the type $\frac{1}{3}[2110]$ and their line directions along the [0001] axis, as pictured in Fig. 6 (multimedia view). The subsequent saw-tooth-like evolution of the stress-strain curve upon further straining involves a number of dislocation-related events, including dipole annihilation and re-nucleation.

**B. Compressive deformation**

Next, we explore the response of the systems under compressive uniaxial deformation. The top row of Fig. 7 presents the stress-strain response for compressive deformation along the [0001]-axis on the 12 800-molecule cell, comparing the two water models at the same temperatures and strain rate as those considered for the tensile deformations. Again, for small strains, all systems display linear elastic behavior with Young’s moduli consistent with the values reported in Sec. III A. Notably, for the TIP4P/Ice model at 50 K, the elastic response suddenly changes slope as the compressive strain exceeds 0.13. Inspection of the atomic structure shows that this sudden change of the slope in the stress-strain curve can be attributed to a distortion in the alignment of the O–O nearest-neighbor network as exemplified in Fig. 8. This distorted structure continues to respond elastically until reaching the yield point close to a strain of $\sim 0.22$, after which the stress is partially relieved in a manner similar to that seen in the tensile deformations, with the appearance of large-scale disordering as well as substantial deformation and rotations of the remaining crystalline regions. At 200 K and 264 K, the yield points occur at smaller deformations and the low-temperature distorted structure no longer appears. The stress-relief mechanisms, on the other hand, are basically the same although at 264 K, the disordered regions are manifestly liquid in nature, displaying substantial diffusion.

For the mW model, although the elastic moduli at the initial stages of deformation are quantitatively similar to those of the tensile deformation test, the compressive elastic response is much more non-linear in the strain interval between $\sim 0.05$ and $\sim 0.18$. Surprisingly, further increasing the deformation gives rise to a second, mostly linear, elastic regime regardless of temperature. Inspection of the atomic structure reveals that the sudden change into a steep second linear elastic regime is due to the same phase transition to the layered honeycomb structure shown in Fig. 5, in which the buckled hexagons in the Wurtzite structure become planar, here under the influence of the compressive stress along the $c$-axis. Finally, at...
a strain in the range between 0.2 and 0.22, a marked single yield drop occurs. While at 269 K, the drop involves complete melting, and for the lower two temperatures, the stress relief is achieved by substantial disordering combined with appreciable deformation and rotations of the remaining crystalline regions.

The bottom row of Fig. 7 depicts the stress-strain responses for compressive uniaxial deformation along the [0110] direction. As for the tensile deformation case, the anisotropy of the response for the TIP4P/Ice model is only modest. While the values of the yield stresses for compression along the [0110] axis are somewhat lower in comparison to those for the [0001] direction, the failure mechanisms are the same. For the mW model, on the other hand, the response is again strongly anisotropic, with stress-strain curves that are qualitatively very distinct for both compression directions. For 200 K and 269 K, they display similar saw-tooth-like behavior as that observed for the tensile deformations. The origin of the serrated curves is again due to the dislocation activity, as visualized in Fig. 9. The two thick lines again represent the dislocation cores as obtained using the DXA algorithm \(^\text{74}\) in OVITO, and the red arrows describe their respective opposite Burgers vectors. They are of the \(\frac{1}{2}[1210]\) type, which form perfect dislocations, \(^\text{76}\) and they are predominantly of edge character.

C. Influence of cell size and strain rate

To assess the extent to which the size of the used computational cell affects the obtained results, we repeat the tensile and compressive simulations using the larger cell containing 93,312 molecules at the same strain rate of \(\dot{\varepsilon} = 5 \times 10^7\) s\(^{-1}\). We find that the cell size does not fundamentally alter the results for both models, neither under tensile nor compressive deformation. This is illustrated in Fig. 10 which compares the compressive stress-strain curves for both cell sizes, with the results for the large cell depicted using dashed lines. The values of the yield stresses and strains for the two models are essentially unaffected, and the failure modes are also the same. In particular, for the mW model, the deformation simulations display the same serrated character associated with the dislocation activity and feature the same phase transition from the Wurtzite to the layered honeycomb structure.

We also investigated the effect of the applied strain rate on the obtained results. First we carried out a number of deformation simulations at a strain rate of \(5 \times 10^6\) s\(^{-1}\), an order of magnitude larger than that used to obtain the results described in Secs. III A and III B. This increase does not give rise to fundamentally different mechanisms of stress relief for neither of the models. For the mW model, we were also able to execute deformation simulations at a strain rate three orders of magnitude lower, at \(5 \times 10^6\) s\(^{-1}\). Again, the mW model displays the same behavior, showing both brittle cleavages in tension for the lowest temperatures as well as the dislocation activity for higher temperatures. Due to the elevated computational cost associated with the long-range electrostatics, it has not been possible to carry out deformation simulations for the TIP4P/Ice model at a strain rate lower than \(5 \times 10^7\) s\(^{-1}\).

D. Discussion

The results presented in Secs. III A–III C clearly demonstrate the fundamentally different mechanical responses of both water models. For the all-atom TIP4P/Ice model, with the exception for low-temperature tensile brittle cleavage, the main mechanism for uniaxial stress relief is large-scale amorphization or melting. The coarse-grained mW model, on the other hand, in addition to also failing by brittle cleavage at low temperatures, uniaxial failure occurs mainly by the usual plastic deformation mechanism involving nucleation and motion of lattice dislocations. In this sense, the mW model may be regarded as more ductile compared to TIP4P/Ice.

Indeed, the fact that mW behaves in such a malleable manner, even at strain rates that are substantially higher than those applied in typical experiments, indicates that the mW description of ice \(I_h\) is much too ductile. Uniaxial deformations carried out in the laboratory \(^\text{77}\) have shown that single-crystal ice \(I_h\) deforms in a brittle manner already at strain rates \(\sim 10^{-2}\) s\(^{-1}\), which is 4-5 orders of magnitude slower than the deformation rates used in our simulations.
An interesting issue concerns the origin of the very different behaviors of TIP4P/Ice and mW. In addition to the very distinct functional forms describing cohesion, a key difference between them is the absence of explicit protons in the mW model. This means that the description of the hydrogen bond (HB) in the mW model does not capture its fundamental asymmetry, with one molecule donating a proton while the other acts as acceptor. While disregarding the HB asymmetry does not seem to prevent the model from correctly reproducing some thermodynamic properties of water and ice,\textsuperscript{38} it may preclude it from capturing the essence of kinetic processes that involve the breaking and reformation of HBs.

A particular example of such a process in ice I\textsubscript{h} involves the formation and motion of dislocations. A key element of the ice I\textsubscript{h} structure is its proton-disordered character and, as analyzed in detail by Glen,\textsuperscript{178} this randomness acts as an obstacle to both the formation as well as the movement of dislocations. This is so because when two molecular planes are initially bonded by randomly oriented HBs, shearing one plane with respect to the other will inevitably lead to mismatching hydrogen-bond conditions, for instance, having two proton donor or acceptor molecules instead of having a pair with one of each. This implies that after breaking a HB under shear, its reformation may not be topologically possible without additional molecular rotations, hampering the shearing process. The fact that the proton disorder is absent within the mW description is therefore a substantial facilitating ingredient in both the nucleation and motion of dislocations, inadvertently enhancing the model’s malleability.

IV. SUMMARY

In summary, we have used molecular dynamics simulations to investigate the uniaxial-deformation response of ice I\textsubscript{h}, as described by the all-atom TIP4P/Ice potential and the coarse-grained mW model. Considering tensile and compressive uniaxial deformations along the [0001] and [01\textsuperscript{10}] crystallographic directions for a series of different temperatures, we classify the respective failure mechanisms and assess their sensitivity to strain rate and cell size. The TIP4P/Ice model fails by either brittle cleavage under tension at low temperatures or large-scale amorphization/melting at higher temperatures. The mW potential, on the other hand, behaves in a much more ductile manner, displaying numerous cases in which stress relief is achieved by the nucleation and subsequent activity of lattice dislocations. In fact, given that mW behaves in such a malleable manner even at strain rates that are substantially higher than those applied in typical experiments indicates that the mW description of ice I\textsubscript{h} is overly ductile. A possible factor in this enhanced malleability is the absence of explicit protons in the mW model, disregarding the fundamental asymmetry of the hydrogen bond that plays an important role in the nucleation and motion of lattice dislocations in ice I\textsubscript{h}.
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