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ABSTRACT
We are entering the post-Moore era where we no longer enjoy the free ride of the performance growth from simply shrinking the transistor features. However, this does not necessarily mean that we are entering a dark era of computing. On the contrary, sustaining the performance growth of computing in the post-Moore era itself is cutting-edge research. Concretely, heterogeneity and hardware specialization are becoming promising approaches in hardware designs. However, these are paradigm shifts in computer architecture. So what does the post-Moore era mean for research software engineering? This position paper addresses such a question by summarizing possible challenges and opportunities for research software engineering in the post-Moore era. We then briefly discuss what is missing and how we prepare to tackle such challenges and exploit opportunities for the future of computing.

HETEROGENEITY AND HPC
First of all, we must compensate for the increasingly manifested inefficiencies on general-purpose processors in the post-Moore era, with innovations in algorithms, software techniques, and computer architectures. At the cusp of the post-Moore era, we are now observing higher-level heterogeneity in the node architecture design in pre-exascale or exascale systems. Unfortunately, those new heterogeneous architectures will not magically accelerate existing high-performance computing (HPC) applications unless significantly modified. Such modification is to applications, libraries, compilers, and system software. Software stack needs to be changed drastically to utilize the massive parallelism offered by the heterogeneous architecture with general-purpose computation on graphics processing units. It is no exaggeration to say that the success of exascale depends on software engineering in the realistic view. Numerous efforts are being made both in academia and industry to accommodate the paradigm shift in computer architecture. We believe that research software engineering plays a critical role in exascale.

HARDWARE SPECIALIZATION AND SCIENTIFIC INSTRUMENTS
Besides heterogeneity, such as in exascale, hardware specialization or custom hardware development is another promising direction in the post-Moore era to improve the performance per transistors and enable the integration of HPC and scientific instruments. AI accelerators are an excellent example of hardware specialization, which significantly improves the performance per transistor for AI workloads. Hardware specialization is also critical for tight integration between HPC and scientific instruments for future scientific laboratories. For example, ever-increasingly data volume from scientific instruments would overwhelm the network or make it impossible to send out all data to data analysis systems. Theoretically, we must process data as close as sensors or acquisition systems in a data flow manner while offloading to general-purpose processors adds prohibitive overheads for data processing. We could develop on-chip processing capability for detector application-specific integrated circuit (ASIC) as an ideal approach, making the data path shortest, or develop processing capability in field-programmable gate arrays (FPGA) directly connected to sensors. However, these approaches require actual custom hardware development at the digital circuit level, outside of average research software engineers’ expertise.

HARDWARE DEVELOPMENT ECOSYSTEMS
Counterintuitively, all development processes in hardware development are done via software, although the outcomes are physical devices (e.g., computer chips). We describe digital circuits using hardware description languages (HDL) such as Verilog and translate HDL
codes into an integrated-circuit layout database file such as GDS-II for fabrication, using EDA tools, hardware compilers, and simulators, open-source hardware library ecosystems themselves (e.g., parallelizing hardware development, hardware/software co-design, new architecture development, and post-Moore research, in general, seems to be increasing gradually, which can be an excellent tailwind for our future direction. Even though we are into custom hardware development, hardware/software co-design is crucial for our future computing needs in HPC. Since we design new architectures, collaborating with computer architects and hardware engineers in industries, the co-design activity requires profound knowledge and insight into computer architectures. However, unfortunately, hardware-minded research software engineers are a minority in the HPC community at this point. We are strongly concerned about this fact.

THE NEEDS OF HARDWARE-MINDED RESEARCH SOFTWARE ENGINEERS

Admittedly, funding can shape our direction and expertise. Unfortunately, until recently, there is little direct funding to support hardware and architecture research. Of course, this can explain that our hardware expertise is weak. However, in the last couple of years, the number of funding opportunities related to software/hardware co-design, new architecture development, and post-Moore research, in general, seems to be increasing gradually, which can be an excellent tailwind for our future direction. Even though we are into custom hardware development, hardware/software co-design is crucial for our future computing needs in HPC. Since we design new architectures, collaborating with computer architects and hardware engineers in industries, the co-design activity requires profound knowledge and insight into computer architectures. However, unfortunately, hardware-minded research software engineers are a minority in the HPC community at this point. We are strongly concerned about this fact.

HOW CAN WE FILL THE NEEDS?

It is challenging to hiring hardware experts simply because we, DOE research laboratories, are hardly their ideal workplace. Moreover, hiring hardware experts may not solve this problem because hardware development ecosystems are rapidly changing, as previously mentioned. We are interested in a relatively small-scale, rapid custom hardware development rather than large-scale conventional hardware development in large companies such as Intel. Thus, we need software-minded hardware experts or hardware-minded software engineers. Besides, emerging hardware description languages are based on modern software languages and practice. For example, chisel hardware description language is based on Scala, fully open-source software that offers sufficient features for efficiently describing algorithmically complex hardware designs. Moreover, chisel has brought modern software practices to hardware development. In that sense, training software experts to develop hardware circuits could be faster than training hardware experts to learn modern software paradigms.

While compiling, running, testing, and debugging user codes are relatively straightforward in software, comparable actions in hardware development are far more complex than software. Additionally, hardware development ecosystems can be challenging to set up and use. While open-source hardware development ecosystems address such problems, a shared development environment is critical for accelerating training and collaboration. To this end, we have been utilizing Chameleon cloud [5] as a shared environment for mentoring students and conducting hardware-related research collaboration (e.g., thermal-aware/power-aware computing, reconfigurable computing). In addition, we are currently setting up an open-source ASIC-development EDA tool experimentally in the Chameleon cloud.

Like other disciplines, building topic-focused communities is essential for discussing technical challenges, shared testbeds, and funding opportunities. In addition, we have been running bird-of-feather sessions, panel sessions, workshops in major conferences (e.g., supercomputing conference) on field-programmable gate arrays or FPGAs for HPC. However, as of this writing, no noticeable community for hardware specialization for HPC or integration with scientific instruments exists.
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