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Abstract. Since convolutional neural networks perform well in learning generalizable image priors from large-scale data, these models have been widely used in image denoising tasks. However, the computational complexity increases dramatically as well on complex model. In this paper, we propose a novel lightweight Complementary Attention Module, which includes a density module and a sparse module, which can cooperatively mine dense and sparse features for feature complementary learning to build an efficient lightweight architecture. Moreover, to reduce the loss of details caused by denoising, this paper constructs a gradient-based structure-preserving branch. We utilize gradient-based branches to obtain additional structural priors for denoising, and make the model pay more attention to image geometric details through gradient loss optimization. Based on the above, we propose an efficiently Unet structured network with dual branch, the visual results show that can effectively preserve the structural details of the original image, we evaluate benchmarks including SIDD and DND, where SCANet achieves state-of-the-art performance in PSNR and SSIM while significantly reducing computational cost.

1 Introduction

Image denoising is a task of restoring high-quality images from its noisy inputs. Due to the ill-posed nature, this is a very challenging task, which usually requires a strong image prior to be effectively restored. Because convolutional neural networks (CNN) perform well in learning generalizable priors from a large-scale data, they have become the first choice. Compared with traditional image algorithm. However, although numerous CNN based approaches have been achieved impressive results, few methods simultaneously take care of aggregation features in terms of both dense and sparse module to more conducive to preserving the structural details. To this end, in this paper, we aim to save structural details by exploiting the dual branch Unet architecture through a hierarchical complementary attention mechanism and a gradient structure maps.

Therefore, we propose a novel efficient yet effective SCANet architecture for image denoising. The proposed SCANet adopts a pixel-based branch with Unet structure [1] and a gradient-based branch via residual skip connections.

* Corresponding author.
The proposed SCANet has three core designs that makes it suitable for image denoising. The first core design is the Complementary Attention Module (CAM), which consists of both dense and sparse module. For the dense module, the integrated features are extracted through the both spatial attention and channel attention; For the sparse module, it replaces the traditional convolution with group convolution and linear cheap computation, which greatly reduces the computational complexity while allowing the model to focus on sparse features, and the complementarity of the two brings powerful feature representation capabilities to the model. The second is to construct additional gradient based branches, which can retain more structural details by introducing gradient structure information. The third is the overall architecture adopts the hierarchical encoder-decoder unet structured design, which can efficiently and simultaneously extract the informative features with multiple receptive fields.

We demonstrate the effectiveness and efficiency of SCANet on various image denoising tasks. As shown in Fig. 1, SCANet outperforms the previous state-of-the-art (Cycleisp\cite{2}) by 0.08 dB and 0.09 dB on the SIDD\cite{3} and DND\cite{4} benchmarks, respectively, while reducing the computational complexity by four-fifths. Finally, we summarize the contributions of this work as follows:

- We propose a efficient yet effective SCANet, which is a novel UNet structured network designed with dual branch for single image restoration.
- We propose a complementary attention mechanism CAM via dense-sparse module, which enables SCANet to achieve better image denoising performance.
- We design the gradient-based branch, which can effectively preserve the structural details via structure-preserving, and this branch can be embedded in any current image restoration network with simple modification.
- We extensively compare with different methods and show that our method outperforms the state-of-the-art on various open source real noise datasets.

2 Related Works

Traditional Methods. Image denoising is a basic task in image processing. Early works include non-local means (NLM)\cite{5}, 3D transform domain filtering (BM3D)\cite{6}, and others\cite{7,8,9,10,11}, these algorithms usually need to rely on image priors. Although classical methods can obtain reasonable denoising results, they usually have some problems, such as high computational complexity, poor generalization performance, poor blind denoising effect and so on. In recent years, with the development of CNN and deep learning, end-to-end training denoising CNN has made unprecedented progress in this field and is one of the hot research directions.

Deep Learning. Denoising based on deep learning is mainly to design CNN architecture to solve. Earlier some work, trained a simple multilayer perceptron (MLP)\cite{12} on a large synthetic noise dataset, and this approach performed well compared to previous traditional algorithms. Recent denoising methods based on deep neural networks\cite{13,14,15,16,17,18,19,20,21} usually learn image priors
Fig. 1. PSNR at different computational cost amount of our method and previous excellent performance methods in SIDD dataset. Flops is computed on an image size of 256×256.

and noise distribution information in images through a large number of paired training datasets to obtain better denoising. More and more advanced network architectures are emerging. DnCNN [22] demonstrated the effectiveness of residual learning and batch normalization using CNN. Later, more network structures were proposed to make improvements, such as dilated convolution [23,24], autoencoder with skip connections [25,26], and attention mechanism [27,28,29]. FFDNet [30] proposed to use noise estimation map as input to balance the suppression of uniform noise and the maintenance of details, so as to deal with more complex real scenes. Recently, there have been some methods of synthesizing real noisy data to enhance the performance of the model. CycleISP [2] proposed to use neural network to simulate the forward and reverse process of Camera ISP to obtain more realistic synthetic noisy data and train the denoising network to obtain advanced denoising performance. Deamnet [31] proposes to incorporate a new adaptive consistency prior term into the optimization problem, and then utilize the optimization process to inform deep network design by using an unrolling strategy, and enhances its interpretability to a certain extent. Peking University et al. [32] proposed an attention model DAGL based on dynamic graph neural network to study the dynamic non-local similarity at the block level in the process of image restoration. Furthermore, several recent methods using deep CNNs [33,34,35,36,37,38] have also demonstrated promising denoising performance.
3 Overall architecture for image denoising

Our main goal is to develop an efficient lightweight CNN model that can effectively deal with image denoising tasks. To effectively utilize dense and sparse features while keeping light weight to reduce computational complexity, and pay attention to the structural feature information of the image, we propose a Complementary Attention Module (CAM). We show the overall flow of our network architecture. The proposed denoising network is constructed from multiple CAMs, which mainly consists of two branches: (a) a pixel-based branch with a Unet structure, (b) a gradient-based branch with a cascaded residual structure. The overall framework is depicted in Fig. 2.

![Overall framework of our SCANet. Our architecture consists of two branches, the Pixel-based branch and the Gradient-based branch. The Gradient-based branch aims to input gradient maps to the ground-truth counterparts.](image)

4 Proposed method

4.1 CAM: complementarity Attention Module

The proposed CAM aims to Mining the complementarity of dense and sparse features, suppress the useless feature in terms of both spatial-wise and channel-wise. As a result, more informative features can be propagated via a proposed module.
Furthermore, CAM can be divided into Dense Module and Sparse Module. The overall framework of the proposed CAM architecture is shown in Fig. 3.

Fig. 3. Overall framework of our Complementarity Attention Module (CAM). $\Psi$ represents the cheap operation.

**Dense Module (DM).** As shown in Fig. 3, this module contains a dual attention branches: (a) **Spatial Attention (SA).** This branch uses the correlation of feature mapping to calculate the spatial attention weight mapping, and then used to weight the incoming features $U$. We first perform global average pooling and max pooling operations on the features separately in the channel dimension, and concatenate the output feature maps. Next is convolution and sigmoid activation to obtain spatial attention map. (b) **Channel Attention (CA).** This branch aims to capture the channels correlation of convolution features. We first perform a compression operation to encode the global feature map, and then perform a sigmoid activation to fully capture the relationship between channels. The overall dense module can be defined as:

$$Y_{DM} = X_{in} + M_c([F_{SA}(U), F_{CA}(U)])$$  \hspace{1cm} (1)

where $U$ denotes features maps that are obtained by applying convolution block on input features $X_{in}$, and $M_c$ is the last $1 \times 1$ Convolution of fused features, $F_{SA}$ and $F_{CA}$ denote the spatial attention mechanism and the channel attention mechanism, respectively.

**Sparse Module (SM).** Deep CNN is usually composed of a large number of convolutions, with a huge amount of computation, but there is a lot of redundancy in its intermediate feature mapping. By establishing the attention mechanism of group convolution, we use some different cheap linear operators to re-
place the ordinary convolution. Then, these features are executed on each channel to generate sparse features with low computational complexity. Compared with ordinary convolution, this module can significantly reduce the amount of computation. Specifically, it is assumed that the output feature mapping is the mapping of several other inherent feature mappings, with some cheap transformations, that is, redundant feature mapping can be transformed from other feature mapping.

As shown in Fig. 3, we first transform the input features through a convolution block to intermediate features, it is smaller, and the calculation cost is also less. Then we perform a series of cheap linear operations on each intermediate features to obtain the desired n feature maps, combine the two to get the output feature map. Note that the linear operation $\Psi$ calculation quantity less on each channel than conventional convolution. The overall process is:

$$Y = f_{\text{conv}}(X)$$

$$y_{ij} = \Psi_{ij} (y_i), \ \forall i = 1, \ldots, c, \ j = 1, \ldots, s$$

where $f_{\text{conv}}$ is the convolution block, $Y \in \mathbb{R}^{h \times w \times c}$ is the intermediate feature map with n channels, $y_i$ is the i-th intermediate feature map in $Y$, $\Psi_{ij}$ in the above function is the j-th linear operation for generating the j-th sparse feature map $y_{ij}$. So, $y_i$ can have one or more Similar sparse feature maps $\{y_{ij}\}_{j=1}^s$. By utilizing Eq. 3, we can obtain $c_{\text{out}} = c * s + c$ sparse feature maps $\{y_{ij}\}_{i=1,j=1}^{c,s}$ as the output of a sparse module as shown in Fig. 3.

### 4.2 Gradient-based Branch

The purpose of the gradient-based branch is to transform the input noise gradient map into the corresponding denoised gradient map, and learn the mapping between the two modes by using image to image conversion technology. Using the characteristics of gradient map, the neural network can pay more attention to the spatial relationship of high-frequency details and capture the structural correlation, so as to generate the approximate gradient map of the denoised image, get better denoising effect via structure-preserving. The method of obtaining the gradient map of image $I$ is:

$$I_i(x) = I(i + 1, j) - I(i - 1, j)$$

$$I_j(x) = I(i, j + 1) - I(i, j - 1)$$

$$\text{grad}I(x) = (I_i(x), I_j(x))$$

$$G \odot I = \|\text{grad}I(x)\|_2$$

where $G$ stands for the operation to extract gradient map whose elements are gradient lengths for pixels with coordinates $x = (i, j)$. As shown in Fig. 2, since the rich structural information contained in the pixel-based branch is important for the restoration of the gradient map, the gradient-based branch introduces
the output features of several intermediate layers from the pixel-based branch, and we fuse these features to improve the performance of the gradient-based branch, and can effectively reduce the redundant design of the model. We use CAM as basic block to build gradient-based branch. Through the gradient feature mapping information obtained from the gradient-based branch, we finally integrate them into the pixel-based branch, so as to feed back and guide the image denoising as a structural priori. Finally, we generate the denoise gradient maps by a $1 \times 1$ convolution layer.

4.3 Loss Functions

**Pixel Loss.** The network is optimized by a pixel loss. This metric loss can reduce the average pixel difference between the restored image and the real image and is widely used to improve model fitting and denoising performance. We use improved charbonnier loss [39] based on $l_1$ as the pixel loss function, written as:

$$L_{\text{Pixel}} = \sqrt{\| I_{\text{Denoised}} - I_{\text{GT}} \| + \epsilon}$$  \hspace{1cm} (5)

**Gradient Loss.** We use the corresponding gradient loss to achieve the learning of gradient information. Our gradient loss optimization goal is to reduce the gap between the output denoised gradient map and the gradient maps extracted from the corresponding ground-truth images. Under the supervision of both the image and gradient space, the model takes care to avoid the loss of high-frequency details while ensuring denoising. Therefore, we design two loss terms to penalize the difference in the gradient map of denoised and groundtruth images, as follows:

$$L_{\text{Grad\_Pixel-based}} = E_{L_1} \| G \odot I_{\text{Denoised}} - G \odot I_{\text{GT}} \|$$  \hspace{1cm} (6)

$$L_{\text{Grad\_Gradient-based}} = E_{L_2} \| I_{\text{GM}} - G \odot I_{\text{GT}} \|$$  \hspace{1cm} (7)

**Overall Objective Loss.** Gradient-based branch incorporates multi-level representations from the pixel-based branch to improve performance, reduce parameters and outputs gradient information to guide the denoise process by a fusion block in turn. The final denoise outputs are optimized by not only conventional image-space losses, but also the proposed gradient-space objectives. In conclusion, we have two branch tasks, but the optimizations of the two branches are related to each other. The loss function for the overall objective is:

$$L_{\text{Denoise}} = L_{\text{Pixel-based}} + L_{\text{Gradient-based}}$$

$$= \alpha L_{\text{Pixel}} + \beta L_{\text{Grad\_Pixel-based}} + \gamma L_{\text{Grad\_Gradient-based}}$$  \hspace{1cm} (8)
\(\alpha, \beta\) and \(\gamma\) denote the weight parameters of different losses, \(\alpha\) is the weights of the pixel losses, \(\beta\) and \(\gamma\) are the weights of the pixel-based and gradient-based losses, respectively.

5 Experiments

5.1 Real Image Datasets

**SIDD dataset**. The dataset is based on 5 cameras (Google Pixel, iPhone 7, Samsung Galaxy S6 Edge, Motorola Nexus 6, LG G4) shooting 10 scenes under four camera parameters, 200 scene instances, each scene is shot continuously 150 images. Among them, 160 scene instances are used as the training set, and 40 scene instances are used as the test set. There are 320 image pairs available for training and 1280 image pairs for validation.

**DND dataset**. The dataset consists of 50 pairs of noisy and noise-free images captured by four consumer cameras. Shoot 50 scenes, including indoor and outdoor scenes. The provider extracts 20 crops of size \(512 \times 512\) from each image, resulting in a total of 1000 patches. The full dataset is used for testing, and the real noise-free images are not publicly available. Quantitative evaluation in terms of PSNR and SSIM is only possible through the online server.

5.2 Implementation Details

We choose PSNR and SSIM as evaluation metrics, with higher values indicating better denoising performance. The models presented in this paper are trained with Adam optimizer (\(\beta_1 = 0.9, \beta_2 = 0.999\)) and image crops of \(128 \times 128\). We randomly perform horizontal, vertical flips and rotation as data augmentation, we train for 60 epochs, batch size of 16, and initial learning rate of \(1e^{-4}\) which is decreased by a factor of 10 after every 25 epoch. As for the weight parameter of the loss, set \(\alpha, \beta\) and \(\gamma\) to 1, 0.1 and 0.2 for better performance of gradient translation. All the experiments are implemented by PyTorch on NVIDIA M40 GPUs, FLOPs and runtime is computed on an image size of \(256 \times 256\).

5.3 Ablation Study

We analyze each component of SCANet for image denoising on the SIDD dataset. Table 1 shows the ablation results, it can be seen that our proposed CAM and gradient-base branch can effectively improve the denoising performance. We can see from the ablation experiment of CAM that both the Dense Module and the Sparse Module we proposed can effectively improve the denoising performance of the network, and the Sparse Module can improve the performance with the lower computational cost. The complete application of CAM can maximize the denoising performance of the model.
Fig. 4. Overall framework of Cascade structure model for denoising.

In addition, we also built a cascaded structured network based on CAM to test the performance impact of the proposed components under different structured networks, as shown in Fig. 4. Experiments show that the performance can be improved by 0.4dB and 0.45dB by integrating different components in cascade structure and UNet structure, respectively. And through the comparison, it can be seen that the proposed CAM and gradient-based branch can achieve better denoising performance and lower inference time than the conventional cascade structure in a Unet structure of multiple scales.

**Table 1. Ablation study on other modules**

| Model        | DM | SM | Grad-branch | Flops(G) | Runtime(ms) | PSNR(dB) |
|--------------|----|----|-------------|----------|-------------|----------|
| Cascade structure |    |    |             | 15.92    | 11.3        | 38.75    |
| Cascade structure ✓ | ✓  | ✓  |             | 18.96    | 24.1        | 38.88    |
| Cascade structure ✓ ✓ | ✓  | ✓  |             | 27.26    | 44.3        | 39.06    |
| Cascade structure ✓ ✓ ✓ | ✓  | ✓  |             | 49.73    | 72.6        | 39.15    |
| SCANet       |    |    |             | 17.99    | 11.2        | 39.04    |
| SCANet ✓     | ✓  | ✓  |             | 21.37    | 18.2        | 39.24    |
| SCANet ✓ ✓   | ✓  | ✓  |             | 45.65    | 34.3        | 39.52    |
| SCANet ✓ ✓ ✓ | ✓  | ✓  |             | 66.58    | 54.7        | 39.60    |

**Effectiveness of the Gradient-based Branch.** We visualize the output gradient graph to verify the effectiveness of gradient-based branch, as shown in Figure 6. For the input image with serious noise, the extracted gradient map will also contain serious noise interference; in the same way, the corresponding gradient map extracted from the GT image with clear contour details also has detailed and clear contours. From the output gradient map in Fig. 5(b), it can be seen that the gradient-based branch successfully recovers denoised and well-structured gradient maps, and can provide clear structural information guidance for pixel-based branch. We conduct experiments to evaluate the effectiveness of
the gradient-based branch, we only use the pixel-based branch for inference. The visualization results are shown in Fig. 6, we can see that the pictures and texts denoised only by the pixel-based branch are more blurry than those recovered by the complete model. Differences in detail textures suggest that gradient-based branch can help preserve sharp structural details for better denoising.

![Fig. 5. Visualization of the gradient map (image from sidd). Our gradient-based branch is able to recover denoised gradient maps with more structural details.](image)

![Fig. 6. Denoise comparison of the models without and with the gradient-based branch. (image from sidd dataset). The image restored by the complete model has clearer structural texture details.](image)
5.4 Results for Denosing

We compare the denoising results of different methods on sRGB images from the DND and SIDD datasets, including the traditional method and the outperforming CNN algorithm in recent papers. Table 2 and Table 3 show the scores of image quality metrics. Overall, the proposed model performs favorably against the state-of-the-art, and the model requires less computation. And we compared the computational complexity and runtime of the model under different denoising methods, as shown in Table 4. It can be seen that our method achieves the best computational efficiency. Compared to the Cycleisp\cite{2}, our approach demonstrates the performance gain of 0.08 dB and 0.09 dB on SIDD and DND datasets respectively, and our model is only one-fifth of its computational cost. Fig. 7 and Fig. 8 illustrate the sRGB denoising results on SIDD and DND, respectively. To denoise, most of the evaluated algorithms either produce over-smooth images (and sacrifice image details) or generate images with splotchy texture and chroma artifacts. In contrast, our method generates clean and artifact-free results, while the image details are effectively preserved.

| Method    | BM3D | KSVD | WNNM | CBDNet | RIDNet | VDNet | AINDNet | Cycleisp | DeamNet | InvDN | SCANet |
|-----------|------|------|------|--------|--------|-------|---------|----------|---------|-------|--------|
| PSNR      | 34.51| 36.49| 34.67| 38.06  | 39.23  | 39.38 | 39.53   | 39.63    | 39.57   | 39.65 |
| SSIM      | 0.851| 0.898| 0.865| 0.942  | 0.953  | 0.952 | 0.956   | 0.956    | 0.953   | 0.953 |

| Method    | DnCNN | BM3D | NLM | CBDNet | RIDNet | AINDNet | Cycleisp | DAGL | InvDN | DeamNet | SCANet |
|-----------|-------|------|-----|--------|--------|---------|----------|------|-------|---------|--------|
| PSNR      | 23.66 | 25.65| 26.76| 30.78  | 38.71  | 39.08   | 39.52    | 38.94 | 39.28 | 39.35   | 39.60  |
| SSIM      | 0.583 | 0.685| 0.699| 0.754  | 0.914  | 0.953   | 0.957    | 0.953 | 0.955 | 0.955   | 0.969  |

| Method    | RIDNet | AINDNet | Cycleisp | DAGL | InvDN | DeamNet | SCANet |
|-----------|--------|---------|----------|------|-------|---------|--------|
| FLOPS(G)  | 98.12  | 320.89  | 315.01   | 273.39| 23.77 | 146.18  | 66.58  |
| RUNTIME(ms)| 62.02  | 82.67   | 121.3    | 2856 | 62.79 | 87.92   | 54.7   |

Table 2. Denoising sRGB images of the DND dataset

Table 3. Denoising sRGB images of the SIDD dataset

Table 4. Analysis of the complexity and inference speed of different models
Fig. 7. Denoising results of different methods on sRGB images from the SIDD dataset.
Fig. 8. Denoise sRGB images from DND. Our method recovers fine edge details very clearly.

6 Conclusions

In this paper, we propose an efficient dual branch Unet structured image denoising framework with dense-sparse complementary attention via Structure-preserving. We introduce key designs into the core components of the cnn network to improve the aggregation transformation of dense and sparse features. Specifically, our proposed CAM contains two complementary attention mechanisms. The dense module can effectively learn feature information in both spatial and channel dimensions; the sparse module increases the feature expression ability of the model and replaces the conventional convolution, thus has linear complexity instead of quadratic complexity. Furthermore, we introduce a structural priori to the denoising process by constructing gradient-based branch, which effectively preserves clear image details. Finally, we conduct qualitative experiments on two publicly available real noise benchmark test sets, and the results demonstrate the effectiveness of our proposed method. Benefiting from efficient
model structure, CAM and structure-preserving. Our method achieves better denoising performance at less computational cost.
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