Exact Solution of Riccati Fractional Differential Equation
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Abstract New exact solutions of the Fractional Riccati Differential equation \( y^{(\alpha)} = a(x)y^2 + b(x)y + c(x) \) are presented. Exact solutions are obtained using several methods, firstly by reducing it to second order linear ordinary differential equation, secondly by transforming it to the Bernoulli equation, finally the solution is obtained by assuming an integral condition on \( c(x) \) involves an arbitrary function. Using the conditions imposed on Riccati equation's coefficients we choose the form of the coefficients of the Riccati equation. For this case the general solution of the Riccati equation is also presented.
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1. Introduction

Riccati differential equation, named after the Italian Nobleman Count Jacopo Francesco Riccati (1676-1754), it is a first order nonlinear ordinary differential equation that plays important role in mathematics and physics, as examples the motion of a particle under the influence of a power law central potential. And the application in classical mechanics is given by

\[
\frac{dy}{dx} = a(x)y^2 + b(x)y + c(x)
\]

where \( a, b, c \) are arbitrary real functions of \( x \), with \( a, b, c \in C^{\infty} \), defined on a real interval \( I \subseteq \mathbb{R} \). It is well known that if a particular solution \( y_p \) of Riccati differential equation (1) is given then its general solution takes the form

\[
y(x) = \frac{e^{\int^x b(\xi)+2\int a(\xi)y_p(\xi)d\xi} + y_p(x)}{A - \int^x a(\xi)e^{\int^x b(\xi)+2\int a(\xi)y_p(\xi)d\xi} d\xi}
\]

Even when a particular solution is not known Riccati differential equation (1) can be integrated if its coefficients satisfy some conditions. For example if

\[
a(x) + b(x) + c(x) = 0
\]

then Riccati equation (1) has a solution given by

\[
y(x) = \frac{A + \int (a(x) + c(x))e(x) - e(x)}{A + \int (a(x) + c(x))e(x) + e(x)}
\]

where \( e(x) = \exp\left(\int (a(x) - c(x)) \, dx\right) \) and \( A \) is an arbitrary constant [1].

On another hand the transformation \( y = \frac{-u}{u a(x)} \) leads to the second order linear ordinary differential equation

\[
u'' - \left(\frac{a'(x)}{a(x)} + b(x)\right)u' + a(x)c(x)u = 0.
\]

If a particular solution \( y_p \) is known, then a general solution containing an arbitrary constant can be obtained from

\[
y = y_p + \frac{1}{\nu(x)} \quad [2]
\]

where \( \nu(x) \) is a solution of the first order differential equation

\[
\nu' = -(b(x) + 2a(x)\nu(x))\nu - a(x)
\]

The fractional Riccati equation has the form

\[
y^{(\alpha)} = a(x)y^2 + b(x)y + c(x), \quad [2]
\]

where \( y^{(\alpha)} \) is the conformable fractional derivative of order \( \alpha \in (0,1] \), we should remark that the methods can be generalized to include any \( \alpha \). Since it is so difficult to obtain an analytical solution to Riccati differential equation One has to use a numerical method [3, 4, 5, 6, 7, 8] or he has to use an approximation method.

In the present work we obtained analytical solutions to Fractional Riccati equation by transforming it to Bernoulli equation, reducing it to second order linear ordinary differential equation and by considering relations among the coefficients of the Riccati equation involve some integral or differential representations, as well as the presence of some arbitrary functions.

2. Preliminaries and Notations

In this section, we give some basic definitions and properties of fractional calculus theory which are further used in this paper.

Definition 1 The Riemann-Liouville fractional integral operator of order \( \alpha > 0 \), of a function \( f \in C^\mu, \mu \geq -1 \), is defined as
\[ aD_t^\alpha f(t) = \frac{1}{\Gamma(n-\alpha)} \left( \frac{d}{dt} \right)^{n-\alpha} f(t) (t-x)^{\alpha-n} \]

\((n-1) \leq \alpha < n\), where \(\alpha\) is a real number and \(n\) is integer

**Definition 2** The fractional derivative of \(f(t)\) in the Caputo sense is defined as

\[ cD_t^\alpha f(t) = \frac{1}{\Gamma(n-\alpha)} \int_a^t f^{(n)}(x) \frac{dx}{(t-x)^{\alpha-n}} \]

\((n-1) \leq \alpha < n\), where \(\alpha\) is a real number and \(n\) is integer. Khalil, et al. [8] introduced a completely new of fractional derivative of order \(\alpha \in (0,1]\) which is natural and effective than previous definitions. Also he generalized this definition for any \(\alpha\). However, the case \(\alpha \in (0,1]\) is the most important one, and the other cases become easy when it is established.

**Definition 3** Given a function: \([0, \infty) \to \mathbb{R}\). Then the (conformable fractional derivative) of \(f\) of order \(\alpha \in (0,1]\) is defined by [8]

\[ T_{\alpha}(f)(t) = \lim_{\varepsilon \to 0} \frac{f(t + \varepsilon t^{1-\alpha}) - f(t)}{\varepsilon} \]

For all \(t > 0, \alpha \in (0,1]\), if \(f\) is \(\alpha\)-differentiable in some \((0,\alpha), \alpha > 0\) and, \(\lim_{\varepsilon \to 0} f^{(\alpha)}(t)\) exists, then define \(f^{[\alpha]}(0) = \lim_{\varepsilon \to 0} f^{(\alpha)}(t)\) for all \(t > 0, \alpha \in (0,1]\).

The conformable definition treats many shortages of previous definitions such as the derivative of the constant equals to zero, the product and fractional derivative rules are satisfied, also chain rule and anti-derivative rule are satisfied. In the present work, we adopt the Conformable Fractional Derivative definition.

### 3. Solution Method

Riccati equation was studied by many researchers. In this section, we evaluate the exact solution of fractional Riccati equation with known particular solution.

**Theorem 3.1.** (Reduction to second order equation)

The non-linear fractional Riccati equation can be transformed to a second order linear ordinary differential equation of the form:

\[ u'' - \left( \frac{\alpha - 1}{x} + R(x) \right) u' + x^{\alpha-1} S(x) u = 0 \]  

(3)

when \(\alpha(x)\) is non-zero and differentiable, such that \(\alpha \in (0,1]\), also the solution of this equation leads us to the solution.

\[ y = \frac{-u'(x)}{\alpha(x) U(x)} \]

Proof:

Let \(v = ya(x)\)

\[ v^{(\alpha)} = (ya(x))^{(\alpha)} = y^{(\alpha)} a(x) + y x^{1-\alpha} a'(x) \]

where \(y^{(\alpha)}\) denotes the FRDE also by substituting \(y = \frac{u}{a}\)

and some algebraic steps, then:

\[ x^{1-\alpha} v'(x) = v^2 + 2b v + ca + v x^{\alpha-1} \frac{a'}{a} \]

Divided both sides by \(x^{1-\alpha}\), then:

\[ v'(x) = x^{\alpha-1} v^2 + x^{\alpha-1} b v + x^{\alpha-1} c a + v + \frac{a'}{a} \]

Combining like terms, to get:

\[ v'(x) = x^{\alpha-1} v^2 + \left( x^{\alpha-1} b + \frac{a'}{a} \right) v + x^{\alpha-1} c a \]

(4)

Assume: \(R(x) = x^{\alpha-1} b + \frac{a'}{a} \text{ and } S(x) = x^{\alpha-1} c a \), to get:

\[ v'(x) = x^{\alpha-1} u^2 + R(x) u + S(x) \]

Let \(x^{\alpha-1} u = -\frac{u'}{u} + \frac{(u')^2}{u^2} \)

(5)

(\(\alpha - 1\)x^{\alpha-2} v + x^{\alpha-1} v' = \frac{-u''}{u} + \frac{u^2}{u^2} x^{\alpha-1} v^2 \)

Divide both sides by \(x^{\alpha-1}\)

\[ \frac{\alpha - 1}{x} v + x^{\alpha-1} \frac{u''}{u} = x^{\alpha-1} v^2 - v' \]

From equation (4),

\[ \frac{\alpha - 1}{x} v + x^{\alpha-1} \frac{u''}{u} = - \left( x^{\alpha-1} b + \frac{a'}{a} \right) v - x^{\alpha-1} c a \]

\[ \frac{\alpha - 1}{x} v + x^{\alpha-1} \frac{u''}{u} = -R(x) v - S(x) \]

combining like terms to get:

\[ x^{1-\alpha} \frac{u''}{u} + \left( \frac{\alpha - 1}{x} + R(x) \right) u' + x^{\alpha-1} S(x) u = 0 \]

divide both sides by \(x^{1-\alpha}\) after substitute \(v = \frac{-u}{x^{1-\alpha}}\)

\[ x^{1-\alpha} \frac{u''}{u} + \left( \frac{\alpha - 1}{x} + R(x) \right) \frac{u'}{u} + x^{\alpha-1} S(x) u = 0 \]

\[ u'' - \left( \frac{\alpha - 1}{x} + R(x) \right) u' + x^{\alpha-1} S(x) u = 0 \]

An answer of this equation will lead us to

\[ y = \frac{v}{a} = \frac{-u x^{1-\alpha}}{u a} \]

**Theorem 2.2.** (Transform FRDE to the Bernoulli equation)

For non-linear fractional Riccati equation the substitution \(v(x) = y(x) - y_1(x)\) will transform the (FRDE) into Bernoulli equation (ordinary differential equation of the first order), where \(y_1\) is a known particular solution,
Proof:
Differentiating the assumption to order α we get
\[ y^{(α)}(x) = v^{(α)}(x) + y_1^{(α)}(x) \]
Since \( y_1(x) \) solves the (FRDE), it must be that
\[ y_1^{(α)}(x) = a(x)y_1^2 + b(x)y_1 + c(x) \]
Substitute in (2)
\[ \frac{v^{(α)}(x)}{y^{(α)}(x)} = a(x) \left[ v + y_1 \right]^2 + b(x) \left[ v + y_1 \right] + c(x) \]
\[ x^{1-α}v(\gamma(x)) + ay_1^2 + by_1 + c \]
\[ = av^2 + 2avv_1 + ay_1^2 + bv + by_1 + c \]
\[ x^{1-α}v'(x) = av^2 + 2avv_1 + bv(x) + bv(x) \]
\[ v'(x) = ax^{α-1}v^2(x) + 2ax^{α-1}v_1(x) + bx^{α-1}v(x) \]
\[ v'(x) + \left[ -2x^{α-1}a(x)y_1 - x^{α-1}b(x) \right] v = \frac{ax^{α-1}v(x)}{q(x)} \]
(6)
This equation is of the form of Bernoulli equation with \( n=2 \) which could be transformed to a first order linear differential equation by substituting \( u = v^{-1}(x) \).
Differentiating with respect to x we get
\[ \frac{du}{dx} = -v^{-2}(x) \frac{dv}{dx} \]
Multiply (6) by \( -v(x)^{-2} \)
\[ -v^{-2}v' + \left[ 2ax^{α-1}a_1y_1 + x^{α-1}b \right] v^{-2}v = -ax^{α-1}v' \]
\[ v' + \left[ 2ax^{α-1}a_1y_1 + x^{α-1}b \right] v = ax^{α-1}q(x) \]
(7)
The general solution is given by
\[ v = \frac{1}{μ(x)} \frac{dx + q(x)}{dx} \]
where \( μ(x) = e^{(∫[2ax^{α-1}a_1y_1 + x^{α-1}b]dx)} \)

**Theorem 2.3.** (Obtaining solution of FRDE by Abel’s formula)
Let \( y_1 \) be a solution of (2), and assume that \( z = \frac{1}{y-y_1} \), then the solution of FRDE is
\[ z = e^{-∫[2ax^{α-1}a_1y_1 + x^{α-1}b]}(-a(x)) \]

**Proof:** suppose that \( y_1 \) is a solution of FRDE (2), and let \( z = \frac{1}{y-y_1} \), then
\[ z(y - y_1) = 1 \]
\[ y = \frac{1}{z} + y_1 \]
(8)
Apply α-derivative definition to both sides of (8)
\[ T_αy = T_α \left( \frac{1}{z} \right) + T_αy_1 \]
\[ T_αy = -z^{-1-α}z' + T_αy_1 \]
Substituting in the original FRDE
\[ -z^{-1-α}z' + T_αy_1 = a \left[ \frac{1}{z} + y_1 \right]^2 + b \left[ \frac{1}{z} + y_1 \right] + c \]
\[ -z^{-1-α}z' = a \left[ \frac{1}{z} + y_1 \right]^2 + b \left[ \frac{1}{z} + y_1 \right] + c - T_αy_1 \]
but \( y_1 \) satisfies the FRDE so,
\[ -z^{-1-α}z' = \frac{a}{z^2} + \frac{2y_1a}{z} + ay_1^2 + b + by_1 + c - ay'^2 \]
\[ -b - y_1 - c \]
Combining like terms and divide both sides by \(-z^{-1-α}\), we get
\[ z' = -(2ay_1 + b)z - az^{α-1}, \text{ then } z' + (2ay_1 + b)z^{α} = -az^{α-1} \]
(9)
Multiply both sides of equation (9) by \( z^{1-α} \)
\[ z^{1-α}z' + (2ay_1 + b)z = -a \]
So, \( z^{α} + (2ay_1 + b)z = -a \)
which is Abel’s formula as we mentioned in the previous chapter.
Thus, the solution is given by
\[ z = e^{-∫[2ax^{α-1}a_1y_1 + x^{α-1}b]}(-a(x)) \]

Fractional Riccati differential equation can be considered as a quadratic equation in \( y(x) \),
\[ a(x)y^2 + b(x)y + c(x) - y^{(α)} = 0 \]
then the particular solution takes the form
\[ y_p(x) = \frac{-b(x) ± \sqrt{b^2(x) - 4a(x)c(x) + 4a(x)y^{(α)}}}{2a(x)} \]

Analytical solutions of Riccati equation with coefficients satisfying some integral conditions or differential conditions was given by Harko et al [9]. In the following theorem we give an analytical solution of Riccati equation with coefficients satisfying an integral condition with arbitrary function.

**Theorem 2.4.** Assume that the coefficients of the fractional Riccati (2), satisfies the integral condition
\[ c(x) = \frac{f_1(x)[2b(x)+a(x)][√[2a(x)c(x)] - A_1]}{4a} \]
(10)
where \( A_1 \) is an arbitrary constant of integration.
and \( f_1 \) is a new generating function satisfying the differential condition given by:
\[ b^2(x) + 4a(x)x^{1-α} \frac{dy_p}{dx} = f_1(x) \]
Then the general solution is given by:
\[ y(x) = \frac{1}{e^{-∫[2a_1y_1]f_1(x)[2a(x)c(x)] - A_1]} \]

**Proof.** Assume that the arbitrary function \( b(x), a(x) \), and \( f_1(x) \) satisfying (10) then the particular solution
Multiply equation (13) by 

\[ y_1(x) = \frac{-b \pm \sqrt{f_1 - 4ac}}{2a} \]

\[ = \frac{-b \pm \sqrt{f_1-4a}}{2a} = \frac{1}{2a} \left[ \int f_1(x) - b(\phi) \frac{d\phi}{2a(\phi) - A_1} \right] \]

\[ = \frac{a(x)}{2a} \left[ \int f_1(x) - b(\phi) \frac{d\phi}{2a(\phi) - A_1} \right] \]

\[ = \frac{1}{2} \left[ \int f_1(x) - b(\phi) \frac{d\phi}{2a(\phi) - A_1} \right] \]

Thus

\[ y_p(x) = \frac{1}{2a} \left[ \int f_1(x) - b(\phi) \frac{d\phi}{2a(\phi) - A_1} \right] \]

Then the general solution of fractional Riccati differential equation is given by

\[ v = \frac{1}{2} \left[ \int f_1(x) - b(\phi) \frac{d\phi}{2a(\phi) - A_1} \right] \]

\[ = \frac{y(x)}{e^{-t(2ay+b)}a(e^{t(2ay+b)(-a(x)))}} \]

3.2. Applications

Example: - find the solution of

\[ y''(x) = (y - 2\sqrt{x})^2 + 1 ; y(0) = 1 \]

provided that \( y_1(x) = 2\sqrt{x} \) is a solution.

Solution: It is to verify that \( y_1 = 2\sqrt{x} \) is a solution to equation (12).

Make the change of variables by Substituting \( y = v + 2\sqrt{x} \) and \( y'' = v'' + 1 \) yields

\[ v'' + 1 = (v + 2\sqrt{x} - 2\sqrt{x})^2 + 1 \]

Which can be simplify to a Bernoulli equation for \( v \)

\[ v' = x^{-\frac{1}{2}}v^2 \]

Let \( u = v^{-1} \)

\[ u' = -v^{-2}v' \]

Multiply equation (13) by \(-v^2\)

\[ -v^{-2}v' = -x^{-\frac{1}{2}}v^{-2}v^2 \]

\[ u' = -x^{-\frac{1}{2}} = -\frac{1}{\sqrt{x}} \]

\[ du = -\frac{1}{\sqrt{x}} \Rightarrow du = \frac{1}{\sqrt{x}} dx \]

\[ u = \int \frac{1}{\sqrt{x}} dx = -2\sqrt{x} + c \]

\[ \frac{1}{v} = -2\sqrt{x} + c \]

but \( y = v + 2\sqrt{x} \) then

\[ y = \frac{1}{-2\sqrt{x} + c} - 2\sqrt{x} \]

the initial condition \( y(0) = 1 \) implies that \( c = 1 \)

so, the general solution is given by

\[ y = \frac{3}{-4\sqrt{x^2} + 1 - \sqrt{x}} \]

4. Conclusions

In this thesis we found an exact solution of the fractional Riccati differential equation using the conformable fractional derivative which is simpler and more efficient. The new definition reflects a natural extension of normal derivative to solve fractional differential equation. Also we introduced some theorems which lead us to find a second solution when a particular solution was given.
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