Separating the drivers from the driven: Integrative network and pathway approaches aid identification of disease biomarkers from high-throughput data
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Abstract. The recent advances in high-throughput data acquisition have driven a revolution in the study of human disease and determination of molecular biomarkers of disease states. It has become increasingly clear that many of the most important human diseases arise as the result of a complex interplay between several factors including environmental factors, such as exposure to toxins or pathogens, diet, lifestyle, and the genetics of the individual patient. Recent research has begun to describe these factors in the context of networks which describe relationships between biological components, such as genes, proteins and metabolites, and have made progress towards the understanding of disease as a dysfunction of the entire system, rather than, for example, mutations in single genes. We provide a summary of some of the recent work in this area, focusing on how the integration of different kinds of complementary data, and analysis of biological networks and pathways can lead to discovery of robust, specific and useful biomarkers of disease and how these methods can help shed light on the mechanisms and etiology of the diseases being studied.
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1. Introduction

Traditional analysis of high-throughput (HT) data, which relies on identification of differentially expressed genes or proteins, has been very successful at identifying biomarker candidates that reflect the downstream effects of the process and/or pathology being studied. Recently, the availability of different types of data for the same system, e.g. transcriptomic, proteomic and metabolomic measurements, provides the opportunity to more fully characterize biological systems. Bioinformatics approaches are addressing these challenges by representing the system as biological networks and pathways which allows multi-source HT experimental data to be more easily integrated. These advances have been used in identification of biomarkers that represent the mediators of the processes or pathologies of interest, rather than their effects, which can provide more robust and biologically relevant information about the systems and diseases being studied. A number of recent publications highlight the potential for this emerging field as well as the current limitations of its application. In this review we highlight several ways in which network representations of HT data are being used to identify biomarkers of disease.

New ways of integrating disparate HT data types and representing the relationships between the components to which they correspond will prove to be an essential aspect of biomarker discovery. These approaches hold the promise of gaining insights into the causes
Fig. 1. Levels of complexity in analysis of high-throughput biological data. Measurements of individual biological components can be assembled into networks. Each of these kinds of networks is really a different ‘view’ of the underlying complex system. Better representations of this complete network/system can be obtained by integrating different kinds of network views.

of complex diseases from a systems-level standpoint. A primary tool of this work is the biological network, composed of various kinds of relationships among biological entities (Fig. 1). The disease state arises from disruptions in the interplay of the underlying biological network, which is shaped by the genetic background of the individual, and the environment. It is now understood that most diseases involve the interaction of many biological components and can generally not be traced back to one, or even a small number of, “responsible” genes, proteins, or metabolites [69]. This realization has profound implications for the application of HT methodologies to human disease. Identification of individual biological entities that cause a particular disease is not possible in many cases, rather requiring the consideration of groups of entities acting in concert. Additionally, focusing efforts solely on the most differentially regulated entities will result in limited insights about the etiology of the disease at the molecular level. Instead, more sophisticated methods are required to elucidate important biomarkers of disease and subnetworks associated with the development, progression and pathology of disease. We describe the current state of the field for identification of disease-related entities and summarize some recent work aimed at distinguishing the drivers of disease from the downstream components that are driven by disease.

2. **What is a biological network?**

Different types of biological networks have been characterized and each is generally based on the underlying technology for determination of relationships. These networks are conceptually distinct, but actually represent different incomplete views of one biological network (Fig. 1). The networks represent their biological components as ‘nodes’ and the relationships between them as ‘edges’. Components of a biological system are genes, coding and non-coding RNAs, proteins, and metabolites; anything that has a function in the system. Possible relationships between these components are numerous and interrelated. Networks represent the overall connectivity structure of the interactions among the components at the global or population level [69]. In practice, the use of biological networks is limited to a particular view of the real network that can be provided by the experimental and/or computational method(s) used to interrogate it. Common views of a biological network include protein-protein interaction (PPI) networks, transcriptional regulatory networks, signaling networks, and metabolic networks. Each of these views of the biological network is predicated on a physical interaction between the components represented.

One important type of biological network is the physical PPI network, determined by either two-hybrid
methods or physical association in co-immunoprecipitation or pull-down experiments. PPI networks have been very informative about the nature of biological networks for a limited number of model organisms [8, 33, 72]. Though there are a large number of PPIs that have been experimentally determined in the human interactome, the utility of this network is limited for several reasons. The first is that the interactions are a view of the network from a large number of different cell types under different conditions. Though these can be used in combination with disease- and tissue-specific information from transcriptomics or proteomics (discussed further below), the specificity of interactions is limited. The second is that the network is false-negative rich; it is likely that the vast majority of interactions have not yet been described [67, 73]. Finally these networks have potentially high false-positive rates associated with the underlying experimental methods, each of which has its own characteristic artifacts [6, 7].

An alternate view of the network is provided by statistical inference methods [58, 90] that determine relationships between components in the system based on shared expression or abundance patterns over a range of different conditions (here called associative networks). These kinds of network views can be very specific to the disease states being studied, are relatively inexpensive to generate, and potentially include many more relevant biological components than can be currently considered using existing physical interaction data. In terms of providing information about disease states and etiology, these associative networks are turning out to be every bit as valid and useful as the network views which are based more on physical interactions. The top-down approach of constructing networks from significant correlations between expression or abundance patterns of components over a range of experimental conditions has been enabled by advances in HT methodology and the resulting explosion of data. In these approaches, relationships are predicted between pairs of components based on statistical association [27, 49, 83]. Although association does not imply causation, statistically significant associations are considered to be indicative of a relationship between two components that is mediated by a range of possible interactions and/or intermediaries. For example, co-expressed genes and gene products may physically interact with each other (e.g. in a complex), may be involved in a regulatory network, or may share a metabolic compound that links the two components. Other significant relationships are possible as well, for example the activation of an ion channel could be linked to an ion-responsive regulator through changes in ion concentration.

Finally, an alternate approach to the consideration of biological networks is as a tool for identification of important nodes, disease mechanisms, or other factors of interest, rather than as a strictly faithful representation of the true relationships between biological components. In this sense, the individual relationships between biological components are not as important as the ability of the network to reveal the underlying functioning of the system. Associative networks have been used in this way [14, 25, 53, 70, 91] and we discuss several applications using this approach below.

To clarify our discussion we define several terms, stressing that these areas are not clearly delineated and overlap in a number of places. We discuss “network analysis” as dealing with relatively unstudied biological networks derived from large-scale analyses (e.g. two-hybrid protein-protein interactions) or inferred from HT data (e.g. compendia of microarray experiments). We contrast this kind of analysis with “pathway analysis”, in which HT data is overlaid on to well-characterized pathways that have been previously defined in databases or literature, for example signal transduction pathways. The two approaches, sometimes referred to as top-down (network analysis) and bottom-up (pathway analysis), have complementary strengths and weaknesses. Network analysis allows utilization of entire datasets and produces hypotheses about uncharacterized novel targets. Although it can suggest mechanisms and further avenues of investigation, it may not provide a readily interpretable biological story, as many of the components involved may lack confident functional annotations and/or solid experimental evidence. Pathway analysis provides biological insight into individual interactions and mechanisms of action that, in some cases, have been extensively studied. However, this information is available for a very limited number of components, preventing identification of novel targets. Additionally, these pathway maps are generally canonical in nature and understood to be limited in terms of pathway cross-talk and inputs and outputs. Network and pathway analyses are complementary approaches, presenting a more complete picture of the system under study.

In this review we first discuss the integration of disparate kinds of HT data, then review some recent advances in the analysis of pathways and networks that can help reveal the biological basis of disease processes. Important biomarkers can be elucidated through the integration of HT data and application of network and pathway analysis techniques (Fig. 2). Network analysis provides insight into information flow in the system,
Fig. 2. Bioinformatics workflow leading to biomarker discovery. Different types of measurements can be integrated using a variety of different kinds of tools. Biological networks are then inferred and/or constructed from the data and information in public databases. Networks and pathways are analyzed using a variety of techniques to elucidate biological understanding of the disease, discover biomarkers, and provide possible avenues for therapeutic intervention.
and how it is affected by the diseased state. Restoring the system to its normal, “healthy” state is the goal of targeted drug design. Thus a more detailed understanding of the dynamics of the system in both normal and diseased states is critical to the success of drug targeting efforts.

3. Integrating disparate data

Since different experimental approaches and their resulting networks represent conceptualizations of a single underlying system, it is important to integrate different types of data and network representations to provide a more complete picture of this system. Recent advances in methods for HT data acquisition have resulted in the ability to concomitantly measure many different aspects of the same system. Transcriptomics or next-generation sequencing can be used to assay the levels of coding and non-coding mRNAs. Mass spectrometry-assisted proteomics can provide global measurements of the abundance of proteins, small molecule metabolites and lipids. Genetic assays, such as variants on the yeast two-hybrid method, and mass-spectrometry have been used to provide global information about physical PPIs and complexes in several systems. A number of other HT methods provide large amounts of different kinds of data for specific applications: Chromatin immunoprecipitation (CHIP)-chip and the related CHIP-seq methods, both provide global measurements of binding sites targeted by a specific regulator; siRNA libraries coupled with other methods can provide information about the functioning of individual genes in the system of interest. Integration of these disparate types of data is a prerequisite to elucidating relationships and associations, and more complete and nuanced understanding of biological systems.

Integrating data from different sources is difficult for a number of reasons. One principal reason for this is the plethora of databases and the lack of standardization, for example, common shared identities and names, shared semantics, or shared and stable access mechanisms [31,78], for mining and extracting the data contained therein. A secondary reason is the lack of tools (http://www.ngpharma.com/article/So-Much-Data-so-Little-Time). Inroads are being made to develop tools to combine data preprocessing with downstream analysis (e.g., Bioconductor [29]), to meaningfully integrate genomic and proteomic data (e.g. [78]), and to promote interdisciplinary research.

Many approaches for linking datasets rely on linking individual components. If undertaken manually, this can be a prolonged process of searching through multiple databases to find common linking variables. The challenges facing computational tools are similar; there are a multitude of sequence identifiers from both nucleotide and protein sequences that must be cross-referenced with each other, and there are many different variants and redundancies in the data including splice variants and post-translational modifications. There are several tools and databases [16,40,42], which allow annotating the data and adding cross-reference identifiers to facilitate the integration, but very few allow doing the batch integration in an automated manner. The Bioinformatics Resource Manager (BRM) [71] is a tool we have developed in-house which allows for merging heterogeneous data across platforms, such as from different microarray platforms, and also merge datasets between data types (e.g. microarray and proteomics) using cross-referencing information from gene and protein sequencing databases.

After these technical hurdles have been crossed different sources of data can be compared for related entities (a gene and its cognate protein, e.g.). However, care must be taken to consider the biological meaning of the questions being posed. It must be remembered that correlation does not mean causation and there may be no straightforward connection between the observed correlations and the underlying network. Strong correlations may be seen between components that are, in truth, distant, whereas no correlation may be observed between components that might be expected to be highly correlated. One notable example of this is the well-known disparity between mRNA levels and associated protein levels [78].

In some cases a metric, correlation coefficient or other similarity measure, is used to compare the two components based on the two different sources of data. Such a measure can then be used for other purposes, to create a visualization of the network, as in a correlation network [3], or in an analytical context to test whether associations between disparate sources of functional genomic data are significant [5].

Novel and useful insights have been gained by integrating multiple types of data together [3,10,48,82]. Wienkoop, et al. [82] detected a significant association between the protein ATGRP7 and metabolite cold-acclimation markers, proline and glutamine. Additional analyses allowed them to detect protein-metabolite co-regulation and the assignment of a circadian output regulated RNA-binding protein to these processes.
Bushel et al. [10] simultaneously clustered gene expression, clinical chemistry, and histopathology data to demonstrate that the biological process of cell growth and maintenance, amine metabolism, and stress response could discern levels of acetaminophen-induced centrilobular necrosis. Using correlation network analysis for data integration, Adourian et al. [3] identified various plasma molecules as suitable biomarkers of drug-induced hepatic alterations of lipid metabolism and urea cycle processes in rats administered a toxic compound. It is interesting to note that some of these biologically relevant biomarkers did not have very high correlations with other components. That is, important biomarkers of disease states may not be members of large co-expressed clusters. We have utilized a Bayesian integration model of high-throughput proteomics and metabolomics data to improve early detection of microbial infections [79].

A data integration method that is not dependent on probe or sequence annotation is co-inertia analysis [17]. It combines the information from different layers of the data (e.g., samples, genes, proteins, metabolites, GO information), and links multiple datasets on the sample level, rather than the individual component level (genes/proteins/metabolites). It therefore includes all variables in the analysis and thus there is no loss of information from any one component. This approach has been applied to gene expression and protein abundance measurements to discriminate melanomas from epithelial carcinomas [26].

Integration of data of different types can be thought of as a first step to revealing the underlying system in greater detail. Though we have summarized some research in this area, it is important to note that data integration on the HT scale is a relatively new area but will continue to increase in importance as a tool to understand disease processes and also to identify more robust biomarkers of the disease state.

## 4. Characterization of disease networks

Several studies have attempted to gain insight into networks of interactions associated with disease states using combinations of computational and experimental approaches. Lim et al. [46] developed an interaction network for cerebellar Purkinje cell (PC) degeneration encompassing a small number of proteins associated with a variety of ataxias. Using a stringent yeast two-hybrid screen they were able to identify PPIs to establish a network for ataxia. A similar study [1] was able to connect known angiogenesis related genes with unknown signaling components generating a global network pattern for vascular homeostasis. These studies established experimentally-determined interactions around a central disease phenotype but this approach requires a considerable investment of time and effort.

A more common approach is to combine high-throughput measurements with PPI networks to highlight subnetworks that are significantly differentially regulated in the disease state. In this approach subnetworks are identified from PPIs and assigned a score based on the expression levels of the subnetwork member genes. High scoring subnetworks can then be associated with the disease state, and may include both genes/proteins known to be involved in the disease and novel predictions. Variations on this approach have been used to describe modules associated with diabetes [47], neurodegenerative disorders [32] and cancer [77], as well as modules involved in aging that are relevant to disease [86]. In a related approach, known associations between diseases and genes have been combined with PPI networks to provide insight into the commonalities and relationships between complex diseases and to identify novel proteins involved in specific diseases [44,84].

Coexpression networks have also been used to identify disease-associated subnetworks, in a similar fashion. The approach involves inferring gene association networks from microarray data from a number of different samples, identifying coexpressed modules, then examining these modules for associations with specific disease processes. An example of this approach is described in Keller, et al. where coexpression network analysis was used to characterize modules involved in diabetes [39].

The origins of disease are dependent on a large number of factors such as genetic predisposition, diet, lifestyle, infection, accidental trauma, and stress. Variations in disease states and effective treatments for particular patients have long been associated in various ways with these factors through longitudinal and other types of associational studies. Through HT genetic association studies, biomarkers have been identified for a wide range of diseases [4], mainly using traditional statistical methods that aim to associate a very small number of genetic elements (e.g. genes or loci) with a disease state. These approaches have been very successful for a small number of diseases, such as diabetes, myocardial infarction, and some cancers. It is clear that the interaction of complex biological networks with en-
environmental and genetic variations form the basis of most common human diseases [25]. Therefore, combining genetic approaches with network and pathway analysis has emerged as a powerful new method for investigating complex disease.

The combination of quantitative trait loci (QTL) mapping with gene expression profiling, termed expression QTL (eQTL), is a powerful tool to elucidate the connection between genotype, expression, and phenotype for complex diseases [9]. Compared to traditional QTL mapping techniques, which map genetic loci, possibly containing many functional regions (genes, regulatory elements, or small RNAs), to particular disease phenotypes, eQTL can make it easier to identify the causative components of disease and to identify robust biomarkers. Several approaches have been used to identify networks and pathways that mediate disease. For example, we have used a combination of eQTL data and PPIs to identify the likely mediators of differential expression and determine a pathway of molecular interactions that explains this phenotype [65] in yeast. Chen, et al. (2008) described an approach that identifies modules from associative networks that are perturbed by QTLs and thus lead to obesity, diabetes, and atherosclerosis [13]. This study suggests that there are large networks that can modulate susceptibility to metabolic disease and that the disease may be an emergent property of the underlying network.

5. Network topology and disease mediators

One promising method to identify causative mediators (drivers) of systems-level phenotypes is topological analysis of biological networks. Instead of focusing on the most differentially regulated components, which are likely to be reactive effectors (the driven), this approach utilizes the structure of the network to identify the mediators of system phenotypes. We believe that appropriate analyses of high-throughput data can allow discrimination of the drivers of disease from those biomarkers and processes that are driven by disease.

This kind of analysis of biological networks was first reported in the yeast PPI network where topological hubs and bottlenecks were found to be significantly enriched in proteins that were essential for growth in rich media [88]. Hubs are defined as proteins that have many interactions. Bottlenecks are highly central proteins that link different parts of the network, similar to a bridge that links different parts of a city. Bottlenecks are thought to be potential points of information flow through the system (Fig. 3). This study showed that the architecture of networks was biologically relevant, since network properties were correlated with organismal phenotypes. Similar approaches were used to show that hubs and bottlenecks from the human interactome are more likely than other proteins to be targeted for modulation by pathogens [21] and are more likely to be successful drug targets [87]. A study of cancer related genes found that their protein products were more likely to be hubs in the human PPI network [64]. Finally, an analysis of topological properties of the human PPI network was able to confidently identify genes known to be involved in a variety of hereditary diseases and to predict novel disease genes [85]. Collectively, these studies show that insight into systems-level phenotypes relevant to disease processes can be obtained from the topology of PPI networks.

Due to the limitations of PPI networks discussed above, we have extended this approach to networks inferred from HT data. We found that the topology of these inferred networks revealed genes important in virulence for Salmonella enterica serovar Typhimurium [51]. In this study we constructed networks from transcriptional data using a statistical inference method [27]. We then showed that bottlenecks in the network were significantly enriched in genes known to be essential for virulence. Other bottleneck genes were also implicated in virulence, showing that the inferred network could be used as a tool to identify important genes. This study also indicated that bottlenecks might be mediators of information flow in the system, a point that is discussed further below.

We have used a network-topology-based approach for data integration to investigate important proteins and lipid components in Hepatitis C virus (HCV) infection [20]. We first constructed a co-abundance network based on a global proteomics profile of HCV-infected cells at various time points post-infection and found that bottlenecks in this network were significantly enriched in known targets of pathogens in general, and specifically in known HCV targets. We then used a simple method to integrate relationships from lipids identified by mass-spectrometry, and known PPIs. We evaluated the integrated network and found that it had significantly increased the enrichment of bottlenecks in known pathogen targets. In this application we used the topological qualities of the network to predict important proteins and lipid moieties for the functioning of the system. This application does not rely on the ‘truth’ of individual interactions or associations in the networks generated, but rather evaluates network quality based
its ability to make accurate predictions about the importance of individual components based on their topological role in the network. An intriguing implication is that integrating different types of data, even in a simple way, can improve the quality of the network. This finding highlights the important point that each method for experimental determination is measuring a different aspect of the same underlying biological network.

Using topological analysis in association networks is a powerful tool in the study of disease progression and can provide valuable hypotheses specific to the system being studied. We have applied this approach to a mouse model of neuroprotection during stroke. Briefly, we inferred coexpression networks from expression data gathered from mouse brain over a time course under several different neuroprotection treatments [50]. We then identified bottlenecks from these networks and characterized modules of coexpressed genes. We found that bottlenecks were significantly more likely to be conserved in other organisms than other genes in the network, indicating that they are important for the functioning of the system (McDermott et al., manuscript in preparation). We also found that many of the bottlenecks with the highest centrality have been reported to be involved in stroke including the important hypoxia inducing factor (HIF-1α), a transcription factor that has been shown to be a primary mediator of response to stroke [66].

Our results from these studies have suggested that analysis of the topological properties of associative networks can provide valuable insight into biomarkers that represent drivers of disease processes. Because of their greater level of evolutionary conservation and important roles in system functioning, these biomarkers may be more robust indicators of underlying disease and may be associated with early, generative processes of disease. Our results also show that topological analyses can be used to integrate data effectively and shed light on the mechanisms of disease processes.

6. Pathway analysis

Pathways represent molecular processes at an individual level as opposed to networks which are more...
of a global (population-level) representation of the biological entities [69]. Knowledge of canonical signaling and metabolic pathways has been gathered from years of published studies and is curated in a number of databases and tools [24,37,41]. Pathway analysis is commonly performed on a manual basis to analyze experimental data (HT or otherwise) in the context of known pathways. However, some approaches have used pathway knowledge to characterize HT data in a less biased manner.

Pathway analysis has been combined with HT data in order to study signal transduction pathways [80]. Starting with a known signal transduction pathway, HT techniques are applied to measure signal transduction products in terms of gene expression levels (transcriptomics) or to observe relative protein abundance and/or phosphorylation states (proteomics) [38]. In a study investigating the ErbB receptor signaling pathway, antibody arrays were used to monitor activation, uptake, and signaling of pathway components. By overlaying relative abundance with phosphorylation, they were able to determine the fraction of phosphorylated receptors as a function of time [55]. In a similar study Chan et al., developed a multiplexed reverse phase protein (RPP) microarray platform to simultaneously measure site-specific phosphorylation for numerous signaling proteins [12]. The implications of performing HT experiments to develop and refine signal transduction pathways could be catalytic for obtaining predictive models. It also represents a medium for merging “bottom-up” and “top-down” approaches and further refining biological networks.

Methods have been developed to utilize the wealth of functional annotation data to map genes or proteins to pathways. There are two complementary approaches for conducting pathway analysis from expression data using data mining methods. One approach is to cluster the expression data to identify sets of genes following similar expression patterns and conducting functional enrichment to assign meaning to the gene clusters [19, 34]. This approach is good for getting an overview of the data by highlighting the significant pathways in the data. A complementary approach is to use gene set enrichment analysis (GSEA) techniques which group genes/proteins based on pathways of interest and detect differentially expressed pathways across datasets. This approach provides a way to detect modest but consistent changes in expression of a group of related genes, for example a known pathway that would be missed if only a few individual genes appeared significant [75,76].

In a related application, the cross-ontological analysis (XOA) tool [62] provides a sophisticated method for associating biological components based on their gene ontology assigned functions. This association is based on a sophisticated metric that can provide measures of similarity across ontologies (e.g., between cellular component and biological process). We have used XOA to provide explanatory information for the inferred functional relationships in the stroke study described previously. We identified a subnetwork from this analysis focused on the important regulator Hif1α. In the resulting network XOA provides an extra layer of biological explanation [68]. When combined with the other methods described, this approach can provide useful biological insight based on both top-down and bottom-up approaches.

In prokaryotic systems the analysis of metabolic networks and pathways has been very successful [60]. This success has been due to the availability of a large amount of data from closely aligned model systems, such as E. coli, as well as the ability to easily perturb the organism in multiple ways and assay the resulting effects on the system. A popular computational approach, flux balance analysis (FBA), seeks to solve an underdetermined biological system using physicochemical constraints [22,23]. Assuming that the system has reached steady state the network is optimized, and convex analysis approaches (elementary modes, and the canonical pathway descriptions called extreme pathways) are used to sample the state space [59,61]. Such approaches have been used to identify important enzymes in metabolic networks, targets for drug development and modes of metabolism [30,35,63]. Due to the lack of availability of comprehensive metabolic network information in higher eukaryotes, and the difficulties associated with generating the appropriate conditional data from these organisms, the use of metabolic FBA in the study of disease has been very limited in the number of components considered [11,15,18,28]. However, as metabolic models improve and new methods of measuring appropriate components, such as metabolites, are developed, this kind of analysis will be very important in dissecting the causes of metabolic human diseases.

7. Information flow in disease

Bottlenecks in association networks link functional modules composed of coexpressed components, which often can be associated with phenotypes, including disease states. Thus, topological bottlenecks represent mediators of the transitions between these system
states/coexpression modules. Disease states are thus brought about when information flow in the system becomes dysregulated, and the system is stuck in a limited number of system states \[89\]. Identifying the points of control in the diseased system and, importantly, the mediators of transition from a normal to diseased phenotype, is important for effective treatment of the disease.

Emergent behavior arising from transitions between system states has been described in the literature. Mitchell et al. (2009) observed “anticipatory regulation” when subjecting \(E. \ coli\) to temperature increases followed by a drop in oxygen availability [52]. The concept of anticipatory regulation or stochastic switching suggests that the natural temporal order of stimuli is embedded in the wiring of regulatory networks [2, 43,57] and favors functional modularity. Though the same observation has not yet been described in disease it is likely that cells from eukaryotes have similar patterned behavior and that disease may result from the dysregulation of such programs. Dynamic transitions between system states represent both adaptability and stability within the normal phenotype. In an interesting study Nykter et al. [56] showed that systems transitioning through different states, in this case macrophages responding to stimulation with Toll-like receptor agonists, display “critical” behavior. Criticality is system behavior that is balanced between two states, stochastic and highly structured, and thus is thought to allow biological networks to be both stable to perturbation and adaptable to new situations. Importantly, this finding suggests that disease states may represent a deviation from criticality, and that this deviation may be apparent by monitoring a limited number of components of the system, the biomarkers of the disease state.

8. Conclusions and future directions

We have presented a range of applications of network analysis to the elucidation of biomarkers of disease etiology and state. These analyses provide useful information about the processes resulting from disease states, the functions and endpoints driven by underlying disease processes. They are also useful to begin to identify the drivers of disease, that is, the early mediators of disease. In single-gene hereditary diseases the driver could be considered to be the causative gene. However, the majority of human diseases result from the interaction of environmental factors (diet, pathogen or toxin exposure, etc.) and a complex network of biological components that is determined by individual genetics. For these diseases, new approaches must be developed such as the network topology approaches described here and the genetic network methods described in [69], to allow determination of the causes of the disease. This problem has a direct impact on biomarker discovery. Useful biomarkers are highly specific for the disease or state for which they are indicators. Downstream components and processes driven by disease may not provide the robust and specific prediction of disease state because they represent the endpoints of disease processes and may be activated by different disease states. Identification of the disease drivers provides a specific snapshot of the disease, potentially at an early stage. The distinction between drivers and driven is, of course, a simplification, and well-controlled traditional biomarker studies may be able to identify important disease drivers. However, as understanding unfolds of complex diseases as dysfunctions of the system, which are greater than the sum of the contributions of individual components, network-based models of disease will be essential.

Our brief review of the emerging field of systems biomarkers of disease has highlighted a number of hurdles that must be addressed to allow full realization of the potential. The first is a set of technical problems raised by the plethora of different databases, identifiers, and other descriptors for different biological components. The barriers imposed by these issues on the study of systems are often not reported [81] but become more significant when data from different sources need to be directly compared. A second hurdle is the integration of different types of data, HT and otherwise, to allow identification of useful biomarkers and to facilitate understanding of mechanisms of disease. The rapid progress in developing new HT techniques has outstripped methods to interpret these types of data in thoughtful and non-trivial ways. The growing availability of matched datasets for the same system from different methods provides an opportunity for development and testing of novel methodologies. The tendency of researchers from all backgrounds to focus on determining simple causes for diseases (i.e., a mutation in a single gene that causes or is associated with a disease) is driven by the lack of understanding of the behavior of systems from both theoretical and practical standpoints. An improved understanding of systems in terms of emergent properties, dynamics, and methods to analyze systems properties both computationally and experimentally, is needed to provide a cultural background for considering complex disease. Finally, many
of the studies discussed above investigate intracellular networks and pathways, using cells from various tissues or sources. Many tissues may not be sufficiently accessible to provide clinically useful biomarker candidates. Thus a better understanding of networks and pathways in accessible tissues or compartments, such as blood, is needed.

In the emerging field of systems identification of biomarkers of disease the selection of the appropriate input data and analysis methods is very important to provide relevant, robust, and specific biomarkers. The flavors of network analysis we have outlined each have their own technical and biological implications. Networks of PPIs have been used in a variety of applications related to disease. A significant issue with these networks is that they are likely both false positive and false negative rich. Therefore, results and predictions must be compared with other existing sources of data and carefully validated experimentally. Associative networks inferred from HT data have emerged, in part, as a way to circumvent the technical issues associated with HT PPI networks. However, associative networks represent a very different, though overlapping, view of the underlying system. Association does not imply causation and further experimental validation is always necessary to confirm associations observed in HT data. A second consideration of associative networks is that the meaning of the network and associations between its components is determined by the HT data sets that were used to generate it. For experiments containing a limited number of related samples (e.g., microarrays from different patients with the same underlying disease) associative networks can be relevant to the processes and dynamics of the disease being studied. Conversely, associative networks based on a large number of samples from different phenotypes, genetic backgrounds, and/or environmental conditions, will provide insight into more general regulatory pathways. Pathway analysis approaches are more appropriate for studies in which there is a large body of existing knowledge about the underlying mechanism of the disease. Pathway analysis methods are also useful when dealing with a limited amount of HT data. For example, functional enrichment of differentially regulated gene sets is widely used to provide biological information about HT data. In some cases the amount of novel insight into the disease that can be gained from such analysis may be limited and is not likely to identify new components of importance that have not been well studied. Investigators naturally focus on what is familiar and understood when presented with an excess of information.

A real concern with the development of computational methods for determination of biomarkers of human disease is that they are very dependent on the algorithms used for the analysis. Conversely, method development on existing datasets suffers from the issue that the developers actually know the answers they are looking for (in some cases), and this can mean that the novel methods developed for a particular dataset(s) will not generalize well to new datasets. Other scientific communities have attempted to address this problem through the use of community-wide competitions, in which novel datasets are presented to participants, and the results of experimental validation are available, but held from the participants until after the competition is completed. In this way the community as a whole can evaluate the performance of its best methods on real-world problems in a largely unbiased fashion. This process also drives the development of better and more robust algorithms for data analysis, and the discussions following these competitions further refine the collective thinking and goals of the community. The protein structure prediction community hosts the critical assessment of structural prediction (CASP) every other year to assess the state of the field of prediction of protein structure from primary protein sequence [54]. The closely-related critical assessment of prediction of interactions (CAPRI) evaluates the ability of the community to determine structures of bound complexes and protein interactions [45]. The dialogue for reverse engineering assessments and methods (DREAM) provides a forum for evaluation of methods for inference of networks from HT data [74]. Finally, the critical assessment of microarray data analysis (CAMDA) provides a forum for competitive evaluation of microarray analysis techniques for specific applications [36]. The field of computational identification of biomarkers of complex diseases would greatly benefit from such a forum. Careful consideration would have to be given to selection and/or generation of appropriate datasets for use in such a competition, since these datasets and their validation are likely to be more complex than the examples listed above for a variety of reasons.

In summary, it is becoming clear that the majority of human diseases are driven not by a single gene or protein, or even a small collection of components, but rather by a complex interplay between environmental considerations and complex networks that are shaped by the genetics of individuals. In light of this emerging understanding it is clear that more sophisticated methods, such as those discussed here, are necessary for understanding human disease and for identification of robust, specific and useful biomarkers of disease state.
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