Abstract. The paper develops a rather unexpected parallel to the multivariate Matsumoto–Yor (MY) property on trees considered in [19]. The parallel concerns a multivariate version of the Kummer distribution, which is generated by a tree. Given a tree of size $p$, we direct it by choosing a vertex, say $r$, as a root. With such a directed tree we associate a map $\Phi_r$. For a random vector $S$ having a $p$-variate tree-Kummer distribution and any root $r$, we prove that $\Phi_r(S)$ has independent components. Moreover, we show that if $S$ is a random vector in $(0, \infty)^p$ and for any leaf $r$ of the tree the components of $\Phi_r(S)$ are independent, then one of these components has a Gamma distribution and the remaining $p-1$ components have Kummer distributions. Our point of departure is a relatively simple independence property due to [10]. It states that if $X$ and $Y$ are independent random variables having Kummer and Gamma distributions (with suitably related parameters) and $T : (0, \infty)^2 \to (0, \infty)^2$ is the involution defined by $T(x, y) = (y/(1 + x), x + xy/(1 + x))$, then the random vector $T(X, Y)$ has also independent components with Kummer and gamma distributions. By a method inspired by a proof of a similar result for the MY property, we show that this independence property characterizes the gamma and Kummer laws.

1. Introduction

Let $X$ and $Y$ be independent random variables. There are several well-known cases where $U = \phi(X, Y)$ and $V = \psi(X, Y)$ are also independent. A number of distributions have actually been characterized this way. Classical results along these lines include Bernstein’s characterization [4] of the Gaussian distribution through independence of $U = X - Y$ and $V = X + Y$, and Lukacs’ characterization [18] of the Gamma distribution through independence of $U = X/Y$ and $V = X + Y$.

At the end of the 1990s, a new result of this kind, called the Matsumoto–Yor (MY) property was discovered; see, e.g., [24, p. 43]. It states that if $X$ has a generalized inverse Gaussian (GIG) distribution and $Y$ is Gamma, the random variables $U = 1/(X + Y)$ and $V = 1/X - 1/(X + Y)$ are independent. It arose in studies [22, 23] of the conditional structure of some functionals of the geometric Brownian motion. See [17] for a related characterization of the GIG and Gamma distributions through the independence of $X$ and $Y$ and of $U$ and $V$.

The MY property is also strongly rooted in classical multivariate analysis. Its matrix-variate version appears naturally in the conditional structure of Wishart matrices; see, e.g., [20] as well as [6] and [9]. A higher-dimensional version of the MY property and related characterization was studied in [19], where a Gamma-type multivariate distribution was obtained by connecting its density shape to a tree. Through a suitable transformation related to directed trees, a random vector
having the latter distribution was mapped to independent components with GIG and Gamma distributions. This approach also led to a characterization of the product of GIG and Gamma distributions. In the special case of a chain with two vertices these results are equivalent to the characterization through the original MY property.

The MY property attracted a lot of attention in the last 15 years. In particular, [15] tried to identify all possible functions $f$ and distributions of independent $X$ and $Y$ such that $f(X + Y)$ and $f(X) - f(X + Y)$ are also independent. The MY property corresponds to the case $f(x) = 1/x$. Another important case identified in that paper occurs when $f(x) = \ln(1 + 1/x)$. Thus if $X$ and $Y$ are independent with Kummer and Gamma distributions, then

$$U = X + Y \text{ and } V = \frac{1 + 1/(X + Y)}{1 + 1/X}$$

are independent Kummer and Beta distributed random variables, respectively.

Characterizations by independence of $X$ and $Y$ and of $U$ and $V$ were obtained in [14] [15]. To derive their results, however, the authors needed to impose technical conditions of differentiability or local integrability of logarithms of strictly positive densities. Recently a regression characterization under natural integrability condition was given in [27] without any assumptions on the densities.

In the present paper we are interested in an independence property discovered recently in [10]. It states that if $X$ and $Y$ are independent random variables with Kummer and Gamma distributions, then

$$U = Y/(1 + X) \text{ and } V = X \frac{1 + X + Y}{1 + X}$$

are also independent and have Kummer and Gamma distributions, respectively. In studying this property, we will exploit several of the ideas described above. In particular, we will give a characterization of the Gamma and Kummer distributions through the independence of the components in the pairs $(X, Y)$ and $(U, V)$. In the proof, inspired from [25], we will use the method of functional equations for densities assuming local integrability of their logarithms. This is reported in Section 2.

Next, we will introduce and study multivariate versions of the property described above. Our approach parallels the one adopted in [19] for a multivariate version of the MY property. We will first define a $p$-variate tree-Kummer distribution from an undirected tree $T$ of size $p$. For each vertex $r$ of $T$, we will define the directed tree by choosing $r$ as its root. To each such directed tree, we will associate a transformation $\Phi_r : (0, \infty)^p \rightarrow (0, \infty)^p$ and show that if a random vector $S$ has a tree-Kummer distribution, then $\Phi_r(S)$ has independent components with Gamma and Kummer distributions. This analogue of Theorem 3.1 in [19] is given in Section 3.

In Section 4 we will derive a characterization of products of Gamma and Kummer distributions (and thus of the tree-Kummer distribution) assuming that for any leaf $r$ of the tree $T$, the components of $\Phi_r(S)$ are independent. This result parallels Theorem 4.1 in [19]. Finally, Section 5 contains some concluding remarks.

2. KUMMER AND GAMMA CHARACTERIZATION

The Kummer distribution $K(\alpha, \beta, \gamma)$ with parameters $\alpha, \gamma > 0, \beta \in \mathbb{R}$ has density

$$f(x) \propto \frac{x^{\alpha-1}}{(1 + x)^{\alpha + \beta}} e^{-\gamma x} 1_{(0,\infty)}(x).$$
If $\beta > 0$ it is a natural exponential family generated by the second kind Beta distribution. More information on the Kummer distribution, its properties and applications can be found in [2 1 7 8 12 15 16] and in the monograph [3].

By the Gamma distribution $G(\alpha, \gamma)$ with parameters $\alpha, \gamma > 0$, we mean the distribution whose density is given by

$$g(x) \propto x^{\alpha-1}e^{-\gamma x}/\Gamma(\alpha, \infty)(x).$$

Consider two independent random variables $X$ and $Y$ with respective distributions $X \sim K(a, b-a, c)$ and $Y \sim G(b, c)$, where $a, b, c > 0$. Define a bijection $T: (0, \infty)^2 \rightarrow (0, \infty)^2$ by

$$T(x, y) = \left( \frac{y}{1 + x}, x \left(1 + \frac{y}{1 + x}\right) \right).$$

Let $(U, V) = T(X, Y)$. It has been observed in [10] that $U$ and $V$ are independent and $U \sim K(b, a-b, c)$, $V \sim G(a, c)$. Our objective in this section is to give a converse of this result, that is a characterization of the Kummer and the Gamma distribution through the independence property mentioned above. Unfortunately, as in the case of the characterization of the Kummer and Gamma distributions obtained by [14, 15], we also need to impose some regularity conditions on densities.

**Theorem 1.** Let $X$ and $Y$ be two independent positive random variables with positive and continuously differentiable densities on $(0, \infty)$. Suppose that $U = \frac{Y}{1+X}$, $V = X \left(1 + \frac{Y}{1+X}\right)$, are independent. Then there exist constants $a, b, c > 0$, such that $X \sim K(a, b-a, c)$, $Y \sim G(b, c)$ or, equivalently, $U \sim K(b, a-b, c)$ and $V \sim G(a, c)$.

**Proof.** Note that $T$ is an involution. Given that $(U, V) = T(X, Y)$, we also have $(X, Y) = T(U, V)$. Given that the random vectors $(U, V)$ and $(X, Y)$ have independent components with continuous densities $p_U, p_V, p_X$ and $p_Y$ respectively, the independence property can be rewritten as

$$p_U(u)p_V(v) = |J(u, v)|p_X \left(\frac{v}{1+u}\right) p_Y \left\{u \left(1 + \frac{v}{1+u}\right)\right\}$$

for all $x, y, u, v > 0$, where $J$ is the Jacobian. Furthermore, given that

$$J(u, v) = \frac{1}{1+u} \left(1 + \frac{v}{1+u}\right)$$

and the densities are strictly positive it follows that Eq. (1) can alternatively be written as the functional equation

$$A(u) + B(v) = C \left(\frac{v}{1+u}\right) + D \left\{u \left(1 + \frac{v}{1+u}\right)\right\}$$

where

$$A(x) = \ln p_U(x) + \ln x, \quad B(x) = \ln p_V(x) + \ln x,$$

$$C(x) = \ln p_X(x) + \ln x, \quad D(x) = \ln p_Y(x) + \ln x.$$ 

Differentiating both sides of (2) with respect to $u$ gives

$$A'(u) = -\frac{v}{(1+u)^2} C' \left(\frac{v}{1+u}\right) + D' \left\{u \left(1 + \frac{v}{1+u}\right)\right\} \left\{1 + \frac{v}{(1+u)^2}\right\}. $$
Now, we insert \((x, y) = T(u, v)\) in the above equation and get

\[
C'(x)(1 + x) = D'(y) \{1 + x + y + x(1 + x)\} - A' \left( \frac{y}{1 + x} \right) (1 + x + y).
\]

Note that the right-hand side of Eq. (3) converges to \(\{D'(y) - A'(y)\}(1 + y)\) as \(x \to 0\). Hence, the left-hand side of Eq. (3) also has a limit, say \(-C_0\), when \(x \to 0^+\) and \(C_0\) does not depend on \(y\) since there is no \(y\) on the left-hand side of Eq. (3).

Therefore, we insert it back into Eq. (3) to arrive at

\[
A'(y) = \frac{C_0}{1 + y} + D'(y).
\]

We insert it back into Eq. (3) to arrive at

\[
\frac{C_0}{x} + D' \left( \frac{y}{1 + x} \right) \frac{1 + x + y}{x} \frac{y}{1 + x} \left\{1 + x + y \right\} - \frac{A'}{x} \left( \frac{y}{1 + x} \right) \frac{1 + x + y}{x(1 + x)} = - C'(x) + D'(y) \left\{ \frac{1 + x + y}{x(1 + x)} + 1 \right\}.
\]

On the other hand with \(u = y\) and \(v = x(1 + y)\), Eq. (2) reads

\[
A(y) + B \{x(1 + y)\} = C(x) + D \{y(1 + x)\}.
\]

Differentiation with respect to \(x\) yields

\[
B' \{x(1 + y)\}(1 + y)(1 + x) - C'(x)(1 + x) = D'(y(1 + x))y(1 + x).
\]

Note that the left-hand side above has a finite limit when \(y \to 0^+\). Consequently, denoting \(z = y(1 + x)\) we conclude that \(\lim_{z \to 0^+} D'(z)z =: b\) exists and is finite. Therefore the left-hand side of Eq. (4) is finite when \(x \to \infty\). By comparing it with the right-hand side of (4) we conclude that \(-\lim_{x \to \infty} C'(x) =: c\) is finite. Therefore, letting \(x \to \infty\) in Eq. (4), we get

\[
\frac{b}{y} = c + D'(y).
\]

In view of the definition of \(D\), we conclude that \(p_Y(y) \propto y^{b-1}e^{-cy}\) and \(b, c > 0\), i.e.,\(\)

\[Y \sim G(b, c).\]

Due to the fact that \(T\) is an involution the functional equation (2) is symmetric in \((A, B)\) and \((C, D)\). Consequently, there exists a constant \(a\) such that \(B\) is of the form

\[
B(x) = \frac{a}{x} - d.
\]

In order to find \(C\) let us note that Eq. (4) yields

\[
B'(x)(1 + x) - C'(x)(1 + x) = \lim_{y \to 0} D'(y(1 + x))y(1 + x) = b
\]

and thus

\[
C'(x) = \frac{a}{x} - d - \frac{b}{1 + x}.
\]

Finally, we get

\[
C(x) = a \ln x - dx - b \ln(1 + x) + c_0.
\]

Thus

\[
p_X(x) \propto \frac{x^{a-1}}{(1 + x)^b} e^{-dx} \mathbb{1}_{(0, \infty)}(x)
\]

and necessarily, \(a > 0\).
What is left to do is to determine the relationship between the parameters. Referring again to the definitions of $A$, $B$, $C$, $D$ and to the original Eq. (1), we have

$$p_U(u)p_Y(v) = \frac{1}{1 + u} p_X\left(\frac{v}{1 + u}\right) p_Y\left(u \left(\frac{v}{1 + u}\right)\right)$$

$$\propto \frac{1 + u + v}{(1 + u)^2} \left(\frac{v}{1 + u}\right)^{a-1} \left(\frac{1 + u + v}{1 + u}\right)^{-b} e^{-\frac{d}{1 + u}} \left(\frac{1 + u + v}{1 + u}\right)^{b-1} e^{-c} e^{-\frac{D}{1 + u}}$$

$$= (1 + u)^{-a} v^{b-1} e^{-c} e^{-\frac{D}{1 + u}} (d-c).$$

Given that the function on the right-hand side has to be a product of a function of $u$ and a function of $v$, it follows that $d = c$. Thus, the result follows. □

To weaken the smoothness assumptions imposed on densities in Theorem 1, we will use local integrability instead of continuous differentiability, as proposed in [23] for the MY-type functional equation, and then applied in [14] in the characterization of the Kummer and Gamma distributions.

**Lemma 1.** It is sufficient to assume that logarithms of all densities are locally integrable in Theorem 1.

**Proof.** Given that the other assumptions of Theorem 1 are satisfied, we conclude that Eq. (1) holds for almost all $(x,y) \in (0,\infty)^2$. Given also that the functions $A$, $B$, $C$, $D$ are locally integrable we can take any $0 < x_0 < x_1 < \infty$ and integrate both sides of (5) with respect to $x$ from $x_0$ to $x_1$. Then

$$\int_{x_0}^{x_1} B\{x(1+y)\} dx - \int_{x_0}^{x_1} D\{y(1+x)\} dx = \int_{x_0}^{x_1} C(x) dx - A(y)(x_0 - x_1).$$

We substitute $s = x(1+y) > 0$ in the first integral and $t = y(1+x) > 0$ in the second integral on the left-hand side above. Consequently, for almost all $y \in (0,\infty)$

$$\int_{x_0(1+y)}^{x_1(1+y)} B(s) \frac{dy}{1+y} ds - \int_{(1+z_0)y}^{(1+z_1)y} D(t) \frac{dy}{y} dt = \int_{x_0}^{x_1} C(x) dx - A(y)(x_0 - x_1).$$

The lefthand side of equation (7) is continuous in $y \in (0,\infty)$. Hence, function $A$ can be extended to a continuous function $A$ on $(0,\infty)$. Similarly, integrating (5) with respect to $y$ from $y_0$ to $y_1$, $0 < y_0 < y_1 < \infty$, we get

$$\int_{(1+y_0)x}^{(1+y_1)x} B(s) \frac{dx}{x} ds - \int_{(1+y_0)x}^{(1+y_1)x} D(t) \frac{dy}{1+x} dt = (y_1 - y_0) C(x) - \int_{y_0}^{y_1} A(y) dy$$

for almost all $x > 0$. Therefore, $C$ has also a continuous extension $\hat{C}$ which is a function on $(0,\infty)$.

For any $x, y > 0$ let $u = x(1+y)$ and $v = y(1+x)$. Then

$$\left\{\begin{array}{c}
x = \frac{1}{2} \left(\sqrt{(1+v-u)^2 + 4u} - (1+v-u)\right) > 0, \\
y = \frac{1}{2} \left(\sqrt{(1+u-v)^2 + 4v} - (1+u-v)\right) > 0.
\end{array}\right.$$
Plugging these values of \( x \) and \( y \) into Eq. (10) with \( \tilde{A} = A \) and \( \tilde{C} = C \), we get
\[
B(u) - D(v) = \tilde{C} \left\{ \frac{1}{2} \left( \sqrt{(1 + v - u)^2 + 4u} - (1 + v - u) \right) \right\} + \\
- \tilde{A} \left\{ \frac{1}{2} \left( \sqrt{(1 + u - v)^2 + 4v} - (1 + u - v) \right) \right\}.
\]

The right-hand side of Eq. (10) can be extended continuously for \( u \in (0, \infty) \), which gives a continuous extension \( \tilde{B} \) of \( B \) on the left-hand side. Similarly, we can extend \( D \) to \( \tilde{D} \), which is continuous on \( (0, \infty) \).

Consequently, we can assume that Eq. (5) is satisfied for all \( (x, y) \in (0, \infty)^2 \) and that the functions \( A, B, C \) and \( D \) appearing in (5) are continuous. Now, repeating step by step the above reasoning, we see that \( A, B, C \) and \( D \) may be assumed continuously differentiable, i.e., all the assumptions of Theorem 1 are satisfied. \( \square \)

3. Independence properties of tree-Kummer distribution

3.1. A symmetrization of the independence property. The first step in approaching the tree-version of the MY property was to consider a symmetrized version of the classical MY property; see [19], pp. 686–687. Similarly here we start with a derivation of a symmetric version of the property of independence of Kummer and Gamma distributions from [19].

Consider independent random variables \( X \sim K(a, b - a, c) \) and \( Y \sim G(b, c) \) with parameters \( a, b, c > 0 \), and \( (U, V) = T(X, Y) \). Define a random vector
\[
(S_1, S_2) = \left( X, \frac{Y}{1 + X} \right) = \left( \frac{V}{1 + U}, U \right).
\]

Then \( (X, Y) = (S_1, S_2(1 + S_1)) \) and \( (V, U) = (S_1(1 + S_2), S_2) \). For the density \( p \) of \( (S_1, S_2) \) we get
\[
p(s_1, s_2) = |J_{\psi^{-1}}(s_1, s_2)| p_X(x(s_1, s_2)) p_Y(y(s_1, s_2))
\]
with \( \psi(x, y) = (x, y/(1 + x)) \) being a bijection on \( (0, \infty)^2 \). Therefore, \( \psi^{-1}(s_1, s_2) = (x(s_1, s_2), y(s_1, s_2)) = (s_1, (1 + s_1)s_2) \) and thus
\[
p(s_1, s_2) \propto s_1^{-1} s_2^{-1} e^{-c(s_1 + s_2 + s_1 s_2)} 1_{(0, \infty)^2}(s_1, s_2).
\]

We will consider a more general distribution of this type by introducing three positive parameters \( c_1, c_2 \) and \( c_{1,2} \) and writing
\[
p(s_1, s_2) \propto s_1^{q_1 - 1} s_2^{q_2 - 1} e^{-(c_1 s_1 + c_2 s_2 + c_{1,2} s_1 s_2)} 1_{(0, \infty)^2}(s_1, s_2).
\]

This is the analogue of the density \( f \) in [19], p. 687.

Let us also define two bijective mappings: \( \Phi_r : (0, \infty)^2 \to (0, \infty)^2 \), \( r \in \{1, 2\} \), by
\[
\Phi_1(s_1, s_2) = \left( s_{1,(1)}, s_{2,(1)} \right) = \left( s_1 \left( 1 + \frac{c_{1,2}}{c_1} s_2 \right), s_2 \right) = \left( s_1 \left( 1 + \frac{c_{1,2}}{c_1} s_{2,(1)} \right), s_2 \right),
\]
\[
\Phi_2(s_1, s_2) = \left( s_{1,(2)}, s_{2,(2)} \right) = \left( s_1, s_2 \left( 1 + \frac{c_{1,2}}{c_2} s_1 \right) \right) = \left( s_1, s_2 \left( 1 + \frac{c_{1,2}}{c_2} s_{1,(2)} \right) \right).
\]

They are analogs of the mappings \( \psi_1 \) and \( \psi_2 \) in [19], p. 686.
Assume that a random vector \((S_1, S_2)\) has the density \(p\) as in Eq. (11). Define \((X_{1,1}, X_{2,1}) = \Phi_1(S_1, S_2)\) and \((X_{1,2}, X_{2,2}) = \Phi_2(S_1, S_2)\). Then standard computations involving density transformation yield

\[
\left( \frac{c_{12}}{c_1} X_{1,1}, \frac{c_{12}}{c_2} X_{2,1} \right) \sim \mathcal{G}(a_1, c') \otimes \mathcal{K}(a_2, a_1 - a_2, c')
\]

and

\[
\left( \frac{c_{12}}{c_2} X_{1,2}, \frac{c_{12}}{c_2} X_{2,2} \right) \sim \mathcal{K}(a_1, a_2 - a_1, c') \otimes \mathcal{G}(a_2, c'),
\]

where \(c' = c_1 c_2/c_{12}\) and \(\mu \otimes \nu\) denotes a distribution which is a product of distributions \(\mu\) and \(\nu\).

Our aim in this section is to extend the above construction to any dimension. As in [19] the language of undirected and directed trees will be very helpful in this context. Similarly to [19], Section 2, we need to provide background information regarding the tree language and certain facts about transformations.

### 3.2. Trees and Transformations

Let us recall that a graph \(G = (V, E)\), where \(V\) is the set of nodes and \(E \subseteq \{(u, v) : u, v \in V, u \neq v\}\) is the set of edges, is called a tree, if it is connected and acyclic. The symbol \(\deg_G(i)\) stands for the degree of vertex \(i \in V\), i.e., \(\deg_G(i) = |\{\ell : \{\ell, i\} \in E\}|\), where \(|B|\) denotes a number of elements in a finite set \(B\). A vertex of degree 1 is a leaf. We define a subtree \(S\) of a tree \(T = (V, E)\) as the graph \(S = (V(S), E(S))\), where \(V(S) \subseteq V\) and \(E(S) = \{(i, j) : i, j \in V(S)\}\). If \(S\) is a subtree of \(T\) we write \(S \subseteq T\).

Let \(T = (V, E)\) be a tree of size \(p \geq 2\). For a fixed root \(r \in V\), we direct \(T\) from the root towards leaves and denote such a directed tree by \(T_r\). Having the tree directed, we can say that node \(i\) is a child of vertex \(j\) (or \(j\) is a parent of \(i\)) if and only if \(\{i, j\} \in E\) and the tree is directed from \(j\) to \(i\) (note that every node, unless it is a leaf, has at least one child and every node but the root has exactly one parent). The set of all children of \(i\) in \(T_r\) will be denoted by \(\mathcal{C}_r(i)\) and the parent of vertex \(i\) by \(p_r(i)\). We say that the undirected tree \(T\) is the skeleton of \(T_r\).

**Remark 1.** Note that when drawing parallels between the result presented here and those in [19], one has to keep in mind that there, contrary to the tradition in the graph theory, the tree is directed in the opposite way: from leaves toward a chosen root. Therefore, the parents and children notions here and in [19] have to be swapped.

For any \(r \in V\) (and hence \(T_r\)) and fixed set of parameters \(c_{i,j} > 0, i, j \in V\) \((c_{i,i} =: c_i\)) we define a transformation \(\Phi^T_r : \mathbb{R}^p_+ \to \mathbb{R}^p_+\) by

\[
\Phi^T_r(s_i, i \in V) = (s_{i,(r)}, i \in V),
\]

where

\[
s_{i,(r)} = s_i \prod_{j \in \mathcal{C}_r(i)} \left( 1 + \frac{c_{i,j}}{c_i} s_{j,(r)} \right),
\]

where by convention an empty product is equal to 1, i.e., if \(V \ni i \neq r\) is a leaf then \(s_{i,(r)} = s_i\). The definition (15) is inverse recursive with a starting point being any vertex with maximal distance from the root \(r\). Usually we will write \(\Phi_r\) instead of \(\Phi^T_r\). Compare these mappings with the mappings \(\psi_r, r \in V\), defined in (2.5) and (2.6) of [19].
It is easy to see that $\Phi_r$ is a bijection for any $r \in V$. The transformation $\Phi_r^{-1} : \mathbb{R}_+^n \to \mathbb{R}_+^n$ is given by $\Phi_r^{-1}(y_j, j \in V) = (s_i, i \in V)$, where

$$s_i = \frac{y_i}{\prod_{j \in \mathcal{E}_r(i)} (1 + \frac{c_i j y_j}{c_i})}, \quad i \in V,$$

and again the product over the empty set is considered to be equal to 1.

First we compute the Jacobian $J_r$ of $\Phi_r^{-1}$. Note, that if we enumerate the nodes in such a way that each child has a number greater than its parents, the Jacobi matrix is upper triangular. Thus, we only need to find the elements on its diagonal which are partial derivatives

$$\frac{\partial s_i}{\partial y_i} = \left\{ \prod_{j \in \mathcal{E}_r(i)} \left( 1 + \frac{c_i j y_j}{c_i} \right) \right\}^{-1}, \quad i \in V.$$

Considering that every node but the root has exactly one parent, it appears in exactly one partial derivative. Hence, we have

$$J_r(y_i, i \in V) = \left\{ \prod_{i \in V \setminus \{r\}} \left( 1 + \frac{c_{p_i(i)} i y_i}{c_{p_i(i)}} \right) \right\}^{-1}.$$

We will also need the identity given in the following proposition.

**Proposition 1.** For any $r \in V$ if $(s_i, r)_{i \in V}$ and $(s_i)_{i \in V}$ are related by (15) then

$$\sum_{m \in V} c_m s_{m, r} = \sum_{S \subseteq T \in \mathcal{E}(r)} \prod_{i \in V(S)} c_i \prod_{(j, k) \in E(S)} c_{j, k}. \quad (17)$$

**Proof.** Fix a root $r \in V$ in the tree $T$. Let $\mathcal{S}_m^r$ denote the family of directed subtrees of $T_r$ with the root $m \in V$. By $\mathcal{S}(r, m)$ we denote the family of undirected trees which are skeletons (undirected trees) of (directed) trees from $\mathcal{S}_m^r$.

We will show, using mathematical induction, that for every $m \in V$

$$\sum_{S \in \mathcal{S}(r, m)} \prod_{(j, k) \in E(S)} c_{j, k} \prod_{i \in V(S)} c_i \frac{s_i}{\deg_i(S) - 1} = c_m s_{m, r}. \quad (18)$$

Given that

$$\sum_{S \subseteq T \in \mathcal{E}(r)} \prod_{i \in V(S)} c_i \prod_{(j, k) \in E(S)} c_{j, k} = \sum_{m \in V} \sum_{S \in \mathcal{S}(r, m)} \prod_{i \in V(S)} c_i \prod_{(j, k) \in E(S)} c_{j, k} \prod_{i \in V(S)} c_i \frac{s_i}{\deg_i(S) - 1},$$

the identity (17) follows from Eq. (18).

In order to prove (18) we will rely on the definition (15). The proof will be by induction with respect to the distance of the vertex $m$ from its farthest descendant.

We first consider the case $\mathcal{S}_r(m) = \emptyset$. Then the left-hand side of (18) equals $s_m c_m$ as the only element of $\mathcal{S}(r, m)$ is a trivial tree $(\{m\}, \emptyset)$. In this case $s_{m, r} = s_m$ due to (15), and thus the identity (18) follows.

Now we need to consider the case $\mathcal{S}_r(m) \neq \emptyset$ assuming that for all $n \in \mathcal{S}_r(m)$ the identity (18) holds, i.e.,

$$\sum_{S \in \mathcal{S}(r, n)} \prod_{(j, k) \in E(S)} c_{j, k} \prod_{i \in V(S)} c_i \frac{s_i}{\deg_i(S) - 1} = c_n s_{n, r}. \quad (19)$$

Note that any element of $\mathcal{S}(r, m)$ is a union of subtrees from $\mathcal{S}(r, n)$, $n \in \mathcal{S}_r(m)$, extended by attaching to such a union the vertex $m$ with suitably chosen edges (see
In particular, the element in the above family associated to the trivial tree \((20)\) can be written as

\[
S(r, m) = \left\{ \left( V(S_B) \cup \{m\}, E(S_B) \cup \bigcup_{w \in B} \{\{m, w\}\} \right), S_B \in S(r, B), B \subseteq \mathcal{C}_r(m) \right\},
\]

where

\[
V(S_B) = \bigcup_{w \in B} V(S_w) \quad \text{and} \quad E(S_B) = \bigcup_{w \in B} E(S_w).
\]

In particular, the element in the above family associated to \(B = \emptyset \subseteq \mathcal{C}_r(m)\) is the trivial tree \(\{\{\}\}, \emptyset\). Then

\[
(20) \quad \sum_{S \in S(r, m)} \prod_{(j, k) \in E(S)} c_{j,k} \prod_{i \in V(S)} c_i^{\deg_S(i) - 1} s_i
\]

\[
= c_m s_m + \sum_{\emptyset \neq B \subseteq \mathcal{C}_r(m)} \sum_{S_B \in S(r, B)} \prod_{(j, k) \in E(S_B(m))} c_{j,k} \prod_{i \in V(S_B(m))} c_i^{\deg_{S_B(m)}(i) - 1} s_i,
\]

where

\[
S_B(m) = (V(S_B(m)), E(S_B(m))) = \left( V(S_B) \cup \{m\}, E(S_B) \cup \bigcup_{w \in B} \{\{m, w\}\} \right).
\]

Therefore,

\[
\deg_{S_B(m)}(i) = \begin{cases} 
|B| & \text{for } i = m, \\
\deg_{S_w}(i) & \text{for } i \in V(S_w) \setminus \{w\}, w \in B, \\
\deg_{S_w}(w) + 1 & \text{for } i = w, w \in B.
\end{cases}
\]

Consequently, the double sum in \((20)\) can be written as

\[
c_m s_m \sum_{\emptyset \neq B \subseteq \mathcal{C}_r(m)} \frac{1}{c_m^{|B|}} \left( \prod_{w \in B} \frac{c_{m,w}}{c_w} \right) \sum_{S_B \in S(r, B)} \prod_{(j, k) \in E(S_w)} \prod_{i \in V(S_w)} c_i^{\deg_{S_w}(i) - 1} s_i
\]

\[
= c_m s_m \sum_{\emptyset \neq B \subseteq \mathcal{C}_r(m)} \frac{1}{c_m^{|B|}} \prod_{w \in B} \frac{c_{m,w}}{c_w} \prod_{S_B \in S(r, B)} \prod_{(j, k) \in E(S_w)} \prod_{i \in V(S_w)} c_i^{\deg_{S_w}(i) - 1} s_i
\]

\[
= c_m s_m \prod_{\emptyset \neq B \subseteq \mathcal{C}_r(m)} \frac{1}{c_m^{|B|}} \prod_{w \in B} c_{m,w} s_{w,(r)}.
\]
where the last equality follows from the induction assumption (19) applied to every sum under the product $\prod_{w \in B}$ in the previous expression. Summing up we have

$$\sum_{S \in S(r,m)} \prod_{(j,k) \in E(S)} c_{j,k} \prod_{i \in V(S)} \frac{s_i}{d_{i(r,m)}(i)} = cm^s m \left[ 1 + \sum_{\emptyset \neq B \subseteq E(r,m)} \frac{1}{cm} \prod_{w \in B} cm_i s_{w(r)} \right]$$

$$= cm^s m \prod_{w \in E(r,m)} \left( 1 + \frac{cm_i s_{w(r)}}{cm} \right) = cm^s m_i r,$$

where the last equation is a consequence of (15).

Note that the right-hand side of (17) does not depend on $r$, i.e., on the direction of the tree. Therefore the following result is an immediate consequence of Proposition 11.

**Corollary 1.** For any $r_1, r_2 \in V$

$$\sum_{i \in V} c_i s_{i(r_1)} = \sum_{i \in V} c_i s_{i(r_2)}.$$

### 3.3. Independence property of tree-Kummer distribution.

Let $T = (V,E)$, as above, be a tree of size $p$. We define the set $C_T$ as the set of all symmetric matrices $C = [c_{i,j}]_{i,j \in V}$ such that $c_{i,j} > 0$, when $\{i,j\} \in E$, $c_{i,i} = c_i > 0$ and $c_{i,j} = 0$ otherwise. We say that a random vector $X$ has tree-Kummer distribution, $\text{TK}(\mathbf{a}, C)$, where $\mathbf{a} = (a_i, i \in V) \in \mathbb{R}_+^p$, and $C \in C_T$ if its density is of the form

$$f(x) \propto \prod_{i \in V} x_{i}^{a_i-1} \exp \left( - \sum_{S \subseteq T} C(S) \prod_{\{j,k\} \in E(S)} c_{j,k} \right) \mathbf{1}_{(0;\infty)^p}(x),$$

where

$$C(S) = \prod_{i \in V(S)} \frac{x_i}{d_{i,s(i)-1}}.$$

As it will be seen later, if $v \in V$ is a leaf then the law of $X_v$ is Kummer. On the other hand for a degenerate tree of size 1, the TK distribution is just a Gamma distribution. This distribution is an analogue of the $W_G$ distribution introduced in [19], Section 3, which is also Gamma for the degenerate tree of size 1, and if $X$ is a random vector with $W_G$ distribution, then for any leaf $v \in V$ the random variable $X_v$ has a GIG distribution.

Note that in the case of the tree $T$ which is a 1–2, chain the above density agrees with (11). Thus, as observed in Section 3.3, the transformations $\Phi_1$ and $\Phi_2$ applied to a bivariate random vector with such density produce random vectors with independent Kummer and Gamma components. We will extend this observation to a tree-Kummer law generated by any tree. It will lead to a multivariate version of the independence property from (10).

**Theorem 2.** Let $T = (V,E)$ be a tree, $|V| = p \geq 2$, and $S = (S_i, i \in V)$ be a random vector following the tree-Kummer $\text{TK}(\mathbf{a}, C)$ distribution with $\mathbf{a} \in \mathbb{R}_+^p$, $C \in C_T$. Denote $X_r = \Phi_r(K)$, where $\Phi_r$ is the transformation defined in (14) and (15) with parameters $c_{i,j}$ and $c_i$, where $i,j,r \in V$. 

Then, for any \( r \in V \) the components of the random vector \( X_r = (X_{i,(r)}, i \in V) \) are independent. Moreover, 

\[
X_{r,(r)} \sim G(a_r, c_r) \quad \text{and} \quad \frac{c_{p_r(i)} c_i}{c_{p_r(i)}} X_{i,(r)} \sim K \left( a_i, a_{p_r(i)} - a_i, \frac{c_{p_r(i)} c_i}{c_{p_r(i),i}} \right), \quad i \in V \backslash \{r\}.
\]

This theorem may be viewed as an analogue of Theorem 3.1 in [19].

**Proof.** As for any \( r \in V \) the map \( \Phi_r \) is a diffeomorphism from \((0, \infty)^p\) onto \((0, \infty)^p\), the random vector \( X_r \) has a density \( f_r \) of the form

\[
f_r(x_i, i \in V) = |J_r(x_i, i \in V)| f_T \left( \Phi^{-1}_r(x_i, i \in V) \right) 1_{(0;\infty)^p}(x).
\]

Proposition [1] implies that for every vertex \( r \in V \),

\[
\sum_{S \subseteq T} \prod_{i \in V(S)} \frac{x_i}{\deg_g(i) - 1} \prod_{\{l,j\} \in E(S)} c_{l,j} = \sum_{i \in V} c_i \Phi^{(i)}(x),
\]

where by \( \Phi^{(i)}(x) \) we mean \( x_{i,(r)} \) as defined in Eq. (15), so \( \Phi_r(\cdot) = (\Phi^{(i)}(\cdot), i \in V) \).

Thus, for \( x_i > 0 \) and \( i \in V \)

\[
f_T\{\Phi^{-1}_r(x_i, i \in V)\} \propto \prod_{i \in V} \left( \Phi^{-1}_r(i) (x) \right)^{a_i - 1} \exp \left[ -\sum_{i \in V} c_i \Phi^{(i)}(x) \right] = \prod_{i \in V} \frac{x_i}{\prod_{j \in E_r(i)} \left( 1 + \frac{c_{j,i} x_j}{c_i} \right)} \exp \left( -\sum_{i \in V} c_i x_i \right).
\]

To compute the denominator of the above expression, note that for any set of numbers \( (a_{i,j}, \{i,j\} \in E) \),

\[
\prod_{i \in V} \prod_{j \in E_r(i)} a_{i,j} = \prod_{i \in V \backslash \{r\}} a_{p_r(i),i}.
\]

Therefore,

\[
f_T\{\Phi^{-1}_r(x_i, i \in V)\} \propto x_r^{a_r - 1} e^{-c_r x_r} \prod_{i \in V \backslash \{r\}} e^{c_i x_i} x_i^{a_i - 1} \left( 1 + \frac{c_{p_r(i),i} x_i}{c_r} \right)^{-a_{p_r(i)} + 1}.
\]

Calling also on the formula (16) for the Jacobian \( J_r \), we see that the density of \( \Phi_r(X) \) at \( x \in (0, \infty)^p \) is such that

\[
f_r(x) \propto x_r^{a_r - 1} e^{-c_r x_r} 1_{(0;\infty)}(x_r) \prod_{i \in V \backslash \{r\}} x_i^{a_i - 1} \left( 1 + \frac{c_{p_r(i),i} x_i}{c_r} \right)^{-a_{p_r(i)} + 1} e^{-c_i x_i} 1_{(0;\infty)}(x_i).
\]

To conclude the proof, it suffices to note that the right-hand side above is a product of densities of distributions of \( X_{i,(r)}, i \in V \), as stated in the theorem. \( \square \)

**Remark 2.** Anticipating the characterization result of the next section, we remark that if in the above theorem we take \( S \sim T \mathcal{K}(a,c\mathcal{C}) \) for a positive number \( c > 0 \), then with \( \Phi_r \) defined by \( \mathcal{C} \) as above we will get independent \( X_{i,(r)}, i \in V \), with

\[
X_{r,(r)} \sim G(a_r, cc_r) \quad \text{and} \quad \frac{c_{p_r(i),i}}{c_{p_r(i)}} X_{i,(r)} \sim K \left( a_i, a_{p_r(i)} - a_i, \frac{c_{p_r(i),i}}{c_{p_r(i),i}} \right), \quad i \in V \backslash \{r\}.
\]

As in [19], we illustrate Theorem 2 with two examples.
Example 1. Let \( T \) be 1–2–3 chain and \( c_1 = c_2 = c_3 = c_{1,2} = c_{2,3} = c \). Let \( S = (S_1, S_2, S_3) \) have the respective tree-Kummer distribution and \( \Phi_1, \Phi_2, \Phi_3 \) are defined by Eq. (14) and (15). Then from Theorem 2 we conclude that

\[
\Phi_1(S) = (S_1(1 + S_2(1 + S_3)), S_2(1 + S_3), S_3)
\]

\[
\sim \mathcal{G}(a_1, c) \otimes \mathcal{K}(a_2, a_1 - a_2, c) \otimes \mathcal{K}(a_3, a_2 - a_3, c),
\]

and

\[
\Phi_2(S) = (S_1, S_2(1 + S_1)(1 + S_3), S_3) \sim \mathcal{K}(a_1, a_2 - a_1, c) \otimes \mathcal{G}(a_2, c) \otimes \mathcal{K}(a_3, a_2 - a_3, c).
\]

Example 2. Let \( T \) be a “daisy” on four vertices, \( V = \{1, 2, 3, 4\} \) with edges \( E = \{1–4, 2–4, 3–4\} \) and \( c_i = c_{i,j} = c \) for all \( i \in V \). Assume that \( S = (S_1, S_2, S_3, S_4) \) has a respective tree-Kummer distribution and \( \Phi_r, r \in V \), are defined by Eq. (14) and (15). Then from Theorem 2 we conclude that

\[
\Phi_1(S) = (S_1(1 + S_2(1 + S_3)), S_2, S_3, S_4(1 + S_2)(1 + S_3))
\]

\[
\sim \mathcal{G}(a_1, c) \otimes \mathcal{K}(a_2, a_4 - a_2, c) \otimes \mathcal{K}(a_3, a_4 - a_3, c) \otimes \mathcal{G}(a_4, a_1 - a_4, c)
\]

and

\[
\Phi_4(S) = (S_1, S_2, S_3, S_4(1 + S_1)(1 + S_2)(1 + S_3))
\]

\[
\sim \mathcal{K}(a_1, a_4 - a_1, c) \otimes \mathcal{K}(a_2, a_4 - a_2, c) \otimes \mathcal{K}(a_3, a_4 - a_3, c) \otimes \mathcal{G}(a_4, c).
\]

4. Multivariate characterization of Kummer and Gamma laws

Let us consider first a symmetrized and slightly generalized version of Theorem 1, which can be viewed as a characterization of the simplest tree-Kummer distribution for the tree being a 1–2 chain.

Theorem 3. Let \( (S_1, S_2) \) be a random vector having a positive and continuously differentiable density \( f \) on \((0, \infty)^2\). For positive numbers \( c_1, c_2 \) and \( c_{1,2} \) define the bijections \( \Phi_1 \) and \( \Phi_2 \) as in Section 7. Assume that random vectors \( X_{(1)} = (X_{1,(1)}, X_{2,(1)}) = \Phi_1(S_1, S_2) \) and \( X_{(2)} = (X_{1,(2)}, X_{2,(2)}) = \Phi_2(S_1, S_2) \) have independent components. Then there exist positive numbers \( a_1, a_2 \) and \( c \) such that

\[
f(s_1, s_2) \propto s_1^{a_1 - 1} s_2^{a_2 - 1} e^{-c(s_1 + c_2 s_2 + c_1 s_1 s_2)} 1_{(0, \infty)^2}(s_1, s_2).
\]

Equivalently,

\[
X_{1,(1)} \sim \mathcal{G}(a_2, c c_1), \quad \frac{c_{1,2}}{c_1} X_{2,(1)} \sim \mathcal{K} \left( a_1, a_2 - a_1, c \frac{c_{1,2}}{c_1,2} \right)
\]

or

\[
\frac{c_{1,2}}{c_2} X_{2,(1)} \sim \mathcal{K} \left( a_2, a_1 - a_2, c \frac{c_{1,2}}{c_1,2} \right), \quad X_{2,(2)} \sim \mathcal{G}(a_1, c c_2).
\]

Proof. Note that \( X = c_{1,2} X_{2,(1)}/c_1 \) and \( Y = c_{1,2} X_{1,(1)}/c_2 \) are independent. Define \( U = Y/(1 + X) \) and \( V = X/(1 + U) \). Then \( U = c_{1,2} X_{1,(2)}/c_1 \) and \( V = c_{1,2} X_{2,(2)}/c_2 \). Consequently, they are also independent. Now by Theorem 1 it follows that there exist positive numbers \( a_1, a_2 \) and \( c' \) such that \( X \sim \mathcal{K}(a_1, a_2 - a_1, c') \) and \( Y \sim \mathcal{G}(a_2, c') \); furthermore, \( U \sim \mathcal{K}(a_1, c') \) and \( V \sim \mathcal{K}(a_2, a_1 - a_2, c') \). Then it is easily seen that the joint density \( f \) of \((S_1, S_2)\) has the form

\[
f(s_1, s_2) \propto s_1^{a_1 - 1} s_2^{a_2 - 1} e^{-c' c_{1,2} (c_1 s_1 + c_2 s_2 + c_{1,2} s_1 s_2)} 1_{(0, \infty)^2}(s_1, s_2),
\]

and the result follows upon taking \( c = c' c_{1,2}/(c_1 c_2) \). \( \square \)
The above result provides a characterization of the bivariate tree-Kummer distribution of $S = (S_1, S_2)$ for a tree being the 1–2 chain. Equivalently, this result can be interpreted as a characterization of univariate Kummer and Gamma distributions by considering the (properly scaled) components of $\Phi_1(S)$ and $\Phi_2(S)$.

The aim of this section is to extend the above characterization to any tree. The result we obtain is analogous to the characterization of GIG and Gamma distribution obtained in a tree setting in [19]. The analogue of the tree-Kummer distribution used here is a tree-GIG distribution called the $W_n^c$-distribution in [19].

**Theorem 4.** Let $T = (V, E)$ be a tree of size $p$. Let $C \subseteq C_T$ and $\Phi_r$ be defined by (11) and (15). Let $X = (X_i, i \in V)$ be a $p$-dimensional random vector with positive density, which is continuously differentiable on its support $(0, \infty)^p$. Suppose that for every $r \in V$, which is a leaf of $T$, the components of the random vector $X_{(r)} = \Phi_r(X) = (X_{i(r)}, i \in V)$ are independent. Then there exist $a = (a_i, i \in V) \in (0, \infty)^p$ and $c > 0$ such that $X_{i(r)} \sim G(a_r, cc_r)$ and

$$\frac{c_{p+r,i}}{c_{p,r,i}} X_{i(r)} \sim K\left(a_i, a_{p+r,i} - a_i, c \frac{c_{p+r,i}}{c_{p,r,i}} c_i\right) \quad \text{for } i \in V \setminus \{r\}.$$ 

Consequently, $X \sim TK(a, cC)$.

**Proof.** The proof will be by induction with respect to $p = |V|$. The case $p = 2$ is given in Theorem 3. For fixed $p > 2$, we assume the assertion of the theorem to be true for every tree of size up to $p - 1$ and we consider an arbitrary tree of size $p$.

Let $n$ and $m$ be vertices from the set of leaves $L \subseteq V$ of tree $T$ (of course, $L$ consists of at least two elements). Given that $n$ and $m$ are leaves, each of them has precisely one neighbor, $n_1$ and $m_1$, respectively.

![Figure 2. $T_n$ with the subtree $T_{n_1}$ colored grey.](image)

In order to make use of the induction assumption we will remove one vertex, $n$, from $T$ together with the edge $\{n, n_1\}$ and denote such a reduced tree of size $p - 1$ by $\bar{T}$. Obviously, $\bar{T}$ is a tree. Let us introduce a random vector $\bar{X} = (\bar{X}_j)_{j \in V \setminus \{n\}}$, where $\bar{X}_j = X_j$ for $j \in V \setminus \{n, n_1\}$ and $\bar{X}_{n_1} = X_{n_1}(1 + c_{n_1,n}X_n/c_{n_1})$. Note that $\bar{X}$ takes on values in $(0, \infty)^{p-1}$.

Let $\bar{\Phi}_r$, $r \in V \setminus \{n\}$, be a transformation defined by $\bar{T}$ according to (15) with the same parameters $c_{i,j}, c_i$ but for $i, j \in V \setminus \{n\}$. We set

$$\bar{X}_{(r)} = (\bar{X}_{1(r)}, \ldots, \bar{X}_{p-1(r)}) = \bar{\Phi}_r(\bar{X}).$$
Let \( n_1 \) be the root in \( \tilde{T} \). Clearly, \( \tilde{T}_{n_1} \) is a directed subtree of \( T_n \); see Figure 2. Therefore \( \mathcal{E}^T_{n_1} = \mathcal{E}^T_n \) and \( \tilde{X}_{j,(n_1)} = X_{j,(n)} \) for \( j \neq n_1 \). Using these facts and Equation (10) we deduce that
\[
\tilde{X}_{n_1,(n_1)} = X_{n_1} \left( 1 + \frac{c_{n_1,n}}{c_{n_1}} X_n \right) \prod_{j \in \mathcal{E}^T_{n_1}} \left( 1 + \frac{c_{n_1,j}}{c_{n_1}} \tilde{X}_{j,(n_1)} \right)
\]
\[
= \left( 1 + \frac{c_{n_1,n}}{c_{n_1}} X_n \right) X_{n_1} \prod_{j \in \mathcal{E}^T_n} \left( 1 + \frac{c_{n_1,j}}{c_{n_1}} X_{j,(n)} \right) = X_{n_1,(n_1)} \left( 1 + \frac{c_{n_1,n}}{c_{n_1}} X_n \right).
\]
Consequently,
\[
\tilde{X}_{n_1,(n_1)} = \left( 1 + \frac{c_{n_1,n}}{c_{n_1}} \frac{X_{n_1}(n)}{X_{n_1}(n)} \right) X_{n_1,(n)}.
\]
The latter equality, together with the independence of the components of \( X_{(n)} \), entails the mutual independence of the components of \( \tilde{X}_{(n_1)} \).

We also note that for any \( \ell \in L \setminus \{ n \} \), \( X_{j,(\ell)} = \tilde{X}_{j,(\ell)} \) for \( j \in V \setminus \{ n \} \), i.e., \( \tilde{X}_{\ell} \) is a subvector of \( X_{\ell} \) and thus the components of \( \tilde{X}_{\ell} \) are also independent. The set of leaves of \( \tilde{T} \) is a subset of \( L \setminus \{ n \} \), so eventually we get a \((p - 1)\)-dimensional random vector \( \tilde{X} \), for which the assumptions of Theorem 4 are satisfied. Hence, in particular, there exists a vector of positive components \( a^{(n)} = (a^{(n)}_i, i \in V \setminus \{ n \}) \) and \( c^{(n)} > 0 \) such that for \( j \notin \{ m, n \} \),
\[
\frac{c_{p_m(j),i}}{c_{p_m(j)}} \tilde{X}_{j,(m)} = \frac{c_{p_m(j),i}}{c_{p_m(j)}} X_{j,(m)} \sim \mathcal{K} \left( a^{(n)}_j, a^{(n)}_m - a^{(n)}_j, c^{(n)}_j \frac{c_{p_m(j),i}}{c_{p_m(j)}}, c^{(n)} \right),
\]
here we used the fact that \( p^\tilde{T}_m(j) = p^T_m(j) =: p_m(j) \) for \( j \notin \{ m, n \} \),
\[
\tilde{X}_{m,(m)} = X_{m,(m)} \sim \mathcal{G}(a^{(n)}_m, c^{(n)}_m)
\]
and for \( j \notin \{ n, n_1 \} \),
\[
\frac{c_{p_n(j),i}}{c_{p_n(j)}} \tilde{X}_{j,(n)} = \frac{c_{p_n(j),i}}{c_{p_n(j)}} X_{j,(n)} \sim \mathcal{K} \left( a^{(n)}_j, a^{(n)}_m - a^{(n)}_j, c^{(n)}_j \frac{c_{p_n(j),i}}{c_{p_n(j)}}, c^{(n)} \right),
\]
here we used the fact that \( p^\tilde{T}_n(j) = p^T_n(j) =: p_n(j) \) for \( j \notin \{ n, n_1 \} \) and that it does not matter if \( n_1 \) is a leaf in \( T \).

Changing roles of nodes \( n \) and \( m \) (i.e., removing vertex \( m \) instead of \( n \) from tree \( T \)) and then proceeding as before for the random vector \( \tilde{X} = (\tilde{X}_j)_{j \in V \setminus \{ m \}} \), where \( \tilde{X}_j = X_j \) for \( j \notin \{ m, m_1 \} \) and \( \tilde{X}_{m_1} = X_{m_1}(1 + c_{m_1,m}X_m/c_{m_1}) \) for \( j \notin \{ m, n \} \), we get
\[
\frac{c_{p_m(j),i}}{c_{p_m(j)}} \tilde{X}_{j,(m)} = \frac{c_{p_m(j),i}}{c_{p_m(j)}} X_{j,(m)} \sim \mathcal{K} \left( a^{(m)}_j, a^{(m)}_m - a^{(m)}_j, c^{(m)}_j \frac{c_{p_m(j),i}}{c_{p_m(j)}}, c^{(m)} \right),
\]
\[
\tilde{X}_{n,(n)} = X_{n,(n)} \sim \mathcal{G}(a^{(m)}_n, c^{(m)}_n),
\]
and for \( j \notin \{ m, m_1 \} \),
\[
\frac{c_{p_m(j),i}}{c_{p_m(j)}} \tilde{X}_{j,(m_1)} = \frac{c_{p_m(j),i}}{c_{p_m(j)}} X_{j,(m_1)} \sim \mathcal{K} \left( a^{(m)}_j, a^{(m)}_m - a^{(m)}_j, c^{(m)}_j \frac{c_{p_m(j),i}}{c_{p_m(j)}}, c^{(m)} \right).
\]
In the next step we are going to show that \( a_j^{(n)} = a_j^{(m)} \) for every \( j \in V \) and that \( c^{(n)} = c^{(m)} \) for any leaves \( m, n \).

To see that \( c^{(n)} = c^{(m)} \) for any leaves \( m, n \), it suffices to compare third parameters in (21) and (20) — or (23) and (24) — since we chose above arbitrary leaves \( m, n \). Furthermore, it follows from (23) and (24) that \( a_j^{(n)} = a_j^{(m)} \) for any \( j \notin \{ m, n, n \} \) and from (21) and (20) that \( a_j^{(n)} = a_j^{(m)} \) for \( j \notin \{ m, n, m_1 \} \) for any choice of leaves \( m, n \).

Note that in any tree except the "daisy" one can choose leaves \( m, n \) in such a way that \( n_1 \neq m_1 \). Then \( a_j^{(n)} = a_j^{(m)} := a_j \) for any \( j \notin \{ m, n \} \). For \( j = n, m \) we just write \( a_m := a_m^{(n)} \) and \( a_n := a_n^{(m)} \).

If \( n_1 = m_1 \) for any leaves \( n, m \), we show the equality \( a_{n_1}^n = a_{m_1}^m \) using the assumption of independence of components of \( X_{(r)} \) for \( r \in L \). We have

\[ |J_{\Phi_m}(s_i, i \in V)| \prod_{i \in V} f_{i,(m)}(s_{i,(m)}) = |J_{\Phi_n}(s_i, i \in V)| \prod_{i \in V} f_{i,(n)}(s_{i,(n)}) \]

where \( f_{i,(\ell)} \) is the density of \( X_{i,(\ell)}, i \in V, \ell = m, n \).

Now we compare the powers of \( s_{n_1} \) on the left and the right-hand side of (27). Note that \( s_{n_1} \) appears only in

\[ f_{n_1,(\ell)} \left( s_{n_1} \prod_{j \in C_{(n_1)}} (1 + \frac{c_{n_1,j}}{c_{n_1}} s_{j,(\ell)}) \right) , \]

for all \( \ell \in \{ m, n \} \). In particular, see (23) and (21), it is raised to the power \( a_{n_1}^m \) in \( f_{n_1,(m)} \) and to the power \( a_{n_1}^m \) in \( f_{n_1,(n)} \). Consequently, (27) yields \( a_{n_1}^m = a_{n_1}^n =: a_n \). Now if there are at least three leaves we conclude that \( a_j^{(m)} = a_j \) for any \( j \) and for any leaf \( m \).

In the case of the chain 1–2–3 no comparisons between the distributions from (21)–(26) is possible. Therefore to identify all the parameters we plug the densities from (21)–(26) directly into the identity (27) with \( m = 1 \) and \( n = 3 \). In this fashion, we can see that all the unknown parameters in (21)–(26) are derived from a single collection \((a_i)_{i \in V}\) and a number \( c \). Therefore, due to Theorem 2 we can write that, for any \( r \in V \),

\[ X_{r,(r)} \sim G(a_r, c c_r), \quad X_{i,(r)} \sim K \left( a_i, a_{p_{(i)}} - a_i, c c_{i}, \frac{c_{p_{(i)},i}}{c_{p_{(i)}}} \right) \quad \text{for } i \in V \setminus \{ r \} \]

where \( c > 0, a_i > 0, i \in V \).

Again, as in [19], we give two examples to illustrate Theorem 3.

Example 3. Consider chain 1–2–3 and related maps \( \Phi_1, \Phi_3 \) with all \( c_{i,j} \)'s and \( c_{i,j} \)'s equal to 1. Let \( S \) be a random vector valued in \((0, \infty)^3\). Assume that the components of

\[ \Phi_1(S) = (S_1(1 + S_2(1 + S_3)), S_2(1 + S_3), S_3) \]

are independent and that the components of

\[ \Phi_3(S) = (S_1, S_2(1 + S_1), S_3(1 + S_2(1 + S_1))) \]

are also independent. Then from Theorem 3 the density of \( S \) is of the form

\[ f(s) \propto s_1^{n_1 - 1} s_2^{n_2 - 1} s_3^{n_3 - 1} e^{-c(s_1 + s_2 + s_3 + s_1 s_2 + s_2 s_3 + s_1 s_2 s_3)} 1_{(0, \infty)^3}(s) . \]
Example 4. Consider a “three petal daisy,” that is the tree with vertices $V = \{1, 2, 3, 4\}$ and edges $E = \{1-4, 2-4, 3-4\}$ and related maps $\Phi_1, \Phi_2, \Phi_3$ with all $c_i$’s and $c_{i,j}$’s equal to 1. Let $S$ be a random vector valued in $(0, \infty)^4$ with sufficiently smooth density. Assume that the components of $\Phi_1(S) = (S_1(1 + S_2(1 + S_3(1 + S_4))), S_2, S_3, S_4(1 + S_2)(1 + S_3))$ are independent, the components of $\Phi_2(S) = (S_1, S_2(1 + S_4(1 + S_1)(1 + S_3)), S_3, S_4(1 + S_1)(1 + S_3))$ are independent, and the components of $\Phi_3(S) = (S_1, S_2, S_3(1 + S_4(1 + S_1)(1 + S_2)), S_4(1 + S_1)(1 + S_2))$ are also independent. Then, from Theorem 4, the density of $S$ is of the form

$$f(s) \propto s_1^{a_1-1}s_2^{a_2-1}s_3^{a_3-1}s_4^{a_4-1}$$

$$\times e^{-c(s_1+s_2+s_3+s_4+s_1s_2+s_1s_4+s_2s_3+s_2s_4+s_3s_4+s_1s_2s_3s_4+s_1s_2s_3,s_1s_2s_4,s_2s_3s_4,s_1s_2s_3s_4)} \mathbb{1}_{(0;\infty)^4}(s).$$

5. CONCLUDING REMARKS

In closing, we would like to remark that recently the approach of [19] to the MY property on trees was extended to the matrix-variate case in [5]. To a large extent, this work was possible due to existing characterizations of the Wishart (the matrix analogue of the Gamma distribution) and the matrix GIG distributions based on the matrix version of MY property; see, e.g., [11, 17, 20, 26]. In the case of Kummer and Gamma distributions, a matrix version of the independence property from [15] was obtained in [13] and related characterization remains an open problem. A matrix version of the property and an extension of the characterization result from Section 2 are currently under study.

It would also be interesting to know whether the property from [10] can be embedded in the context of stochastic processes as was the case for the original MY property. As mentioned before, this was done in [22] and [23]. Similarly, the MY property on trees was related to the hitting times of the Brownian motion and conditional structures of the geometric Brownian motion in [28] and [21]. Therefore it is also of some interest to determine whether the tree version of the property from [10] discussed here has also connections to stochastic processes.
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