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Abstract
The general relativistic perturbations of scalar–tensor theories (STT) of gravity are studied in a manifestly gauge invariant Hamiltonian formalism. After the derivation of the Hamiltonian equations of motion in this framework, the gauge invariant formalism is used to compute the evolution equations of linear perturbations around a general relativistic spacetime background in the Jordan frame. These equations are then specialized to the case of a flat FRW cosmological background. Furthermore, the equivalence between the Jordan frame and the Einstein frame of STT in the manifestly gauge invariant Hamiltonian formalism is analyzed, and it is shown that also in this framework they can be related by a conformal transformation. Finally, the obtained evolution equations for the linear perturbations in our formalism are compared with those in the standard cosmological perturbation theory. It turns out that the perturbation equations in the two different formalisms coincide with each other in a suitable limit.
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1. Introduction
Perturbation theories of gravity have been very broadly used in both theoretical and experimental explorations during the past few decades. In the theoretical research, linear order perturbation theories have been frequently applied in analyzing the stability issues of different kinds of cosmological solutions and black holes [1, 2], and perturbation theories on FRW cosmological background play an important role in explaining the small inhomogeneities of the cosmological microwave background which we have observed today [3–5]. Combined
with the inflation hypothesis, cosmological perturbation theories enable us to gain a possible deep insight into the mysterious early universe [6].

So far most of the perturbation analysis were done in the context of general relativity (GR). From the viewpoints of the solar system experiments, GR is currently the best candidate theory of gravity. Nevertheless, for a variety of reasons [7], alternative theories of gravity never cease to exist even from the day GR was proposed and attracted more and more attention in the last twenty years ever since the anomalous galaxy rotation curves and cosmological acceleration were observed [8, 9]. There are usually two ways to explain these two phenomena. One is to introduce some unknown ‘dark matter’ and ‘dark energy’ components which interact with other fields only through gravity [10, 11]. The other is to modify the gravity theory. While to add a cosmological constant into GR could explain the cosmological acceleration, the extremely tiny value of this constant suffers from the ‘fine tuning problem’ [12]. To avoid this problem and also due to some other considerations, many people turned to look for modified gravity theories [13]. Among all the reasonable attempts, scalar–tensor theories (STT) of gravity are the ones that receive most attention. On one hand, STT provide the great possibility to solve both the anomalous rotation curve and cosmological acceleration problems [14, 15]. On the other hand, STT can include a lot of modified gravity models as its special sectors, such as $f(R)$ theory, Brans–Dicke theory, induced gravity, etc [16, 17]. What is worth mentioning is that, when studying the cosmological perturbations during the slow-roll inflation period of STT, people noticed that the physics there behaves much different from that of GR [18, 19]. Some predictions made by $f(R) = R + aR^2$ gravity and certain STT theories can predict the scalar spectral index and the tensor-to-scalar ratio completely consistent with the Planck data [20]. A question that cannot be answered in the context of STT is how matter couples to gravity, but is usually treated as an additional freedom of the model under consideration. The two most prominent choices for STT are the Einstein and the Jordan frame, which are related by a conformal transformation, and which will be also chosen in this paper. A systematic approach how alternative actions for gravitational theories can be derived once the information how matter couples to gravity is known, can for instance be found in [21].

GR can be understood as a gauge theory with the gauge group being the diffeomorphisms $\text{Diff}(M)$ of the spacetime manifold. Likewise to other gauge theories physically relevant quantities, called observables, are those that are gauge invariant, and in the context of GR this corresponds to diffeomorphism invariant quantities. In the canonical formalism, that is used in this paper, this carries over to the requirement that observables, also denoted as Dirac observables in this context, are tensors on phase space that do (weakly) Poisson commute with all constraints of the system, and particularly for GR in the ADM formalism this means, with the Hamiltonian and spatial diffeomorphism constraints. The elementary variables in the ADM formalism are the ADM 3-metric, given by the pull back of the spacetime metric onto the spatial hypersurfaces, and its conjugate momenta. The canonical Hamiltonian density consists of the sum of the spatial diffeomorphism and Hamiltonian constraints, weighted by the so called shift vector and lapse function respectively, which parametrize possible foliations into spatial hypersurfaces of the four dimensional spacetime manifold. These configuration and momentum variables are no observables, but their Poisson brackets with the canonical Hamiltonian, and hence with the constraints, together with the constraints themselves yield the analogue of Einstein’s equations in the canonical framework. As a consequence, when we discuss observables in the context of GR, the natural question arises, how the evolution of those observables can be described. Certainly, it cannot be generated by the canonical Hamiltonian, since this would allow only trivial evolution contradicting what we observe, because we do observe the evolution of physical observables in our everyday life.
and in experiments. Thus, what we are looking for is a so called physical Hamiltonian having the property that it generates the evolution of the observables with respect to physical time in the canonical setup of GR. The initially missing physical time and along with this the missing physical Hamiltonian is a common feature of any diffeomorphism-invariant theory and is often called the ‘problem of time’ for short. Many attempts have been made to clarify this conceptual issue in the history, see [22] for some examples. One possible way to circumvent the problem of time was introduced by Rovelli [23] and mathematically further developed by Dittrich [24] in the context of so called relational observables. The main idea of relational observables is to introduce so called reference fields with respect to which the observables and the evolution of the remaining degrees of freedom are formulated. These reference fields could for instance be additional matter fields but also purely gravitational degrees of freedom. In a seminal paper by Brown and Kuchař [25] they considered to use pressureless dust particles as such reference fields, which were introduced as additional matter fields. The dust particles can be understood as a free falling observer that is dynamically coupled to the system and with respect to which observables for GR are constructed. The dust fields therefore serve as a physical reference system and provide an interpretation of physical spatial and time coordinates. In [25] observables were constructed explicitly only with respect to the spatial diffeomorphism constraint and for the Hamiltonian constraint a corresponding Schrödinger-like equation was discussed within the quantum theory. A combination of the methods of Brown and Kuchař and the relational observable framework was used in [26] to derive a manifestly gauge invariant Hamiltonian formulation of GR. The corresponding physical Hamiltonian associated with the dust observer then generates evolution with respect to this particular chosen physical time. As an application in [26] the manifestly gauge invariant formalism was used in order to develop a formalism for general relativistic perturbation theory. The obtained results were then in [27] applied to the context of cosmological perturbation theory for which a comparison with the results of the standard formalism, in the following denoted as standard cosmological perturbation theory (SCPT), was analyzed for linear order perturbation theory. It turns out that they are consistent with each other only up to small corrections. The latter occur due to the reason that in the manifestly gauge invariant formalism the observer is dynamically coupled to the system and thus has an influence on the system, whereas this is not the case in SCPT.

The main difference between the manifestly gauge invariant and the standard formalism lies in the way how gauge invariant quantities and thus observables are constructed. In the manifestly gauge invariant formalism first one constructs observables and the associated physical Hamiltonian, which itself is an observable. Then one derives the equations of motion for all observables and afterwards considers the perturbation of these evolution equations. By construction any quantity and their corresponding perturbations, which are involved in these evolution equations are themselves observables and hence gauge invariant. Following SCPT the strategy is different since perturbations of gauge variant quantities, the metric and and their equations of motion, are considered. Gauge invariant objects, and hence observables, are constructed afterwards and are required to be only gauge invariant up to the corresponding order of perturbation theory one is interested in. The manifestly gauge invariant formalism might be of advantage when higher order perturbation theory is considered because in SCPT one has to start from scratch again when gauge invariant quantities are constructed [28], while using the manifestly gauge invariant framework any object and thus also higher order perturbations are already gauge invariant.

In this paper we extend this manifestly gauge invariant formalism to the case of STT. This paper is organized as follows. In section two, after introducing the Brown–Kuchař formalism, relational observables and the notion of a physical Hamiltonian, we construct the
physical Hamiltonian in Jordan frame of STT and derive the second order evolution equations of the canonical variables. In section three the latter will be used to derive the evolution equations for linear perturbations in the context of a general relativistic spacetime. In section four we apply these equations to flat FRW background and get the cosmological perturbation equations. In the first part of section five we formulate the gauge invariant Hamiltonian formalism in Einstein frame of STT and prove it is conformally equivalent to that of Jordan frame. In the second part we extend our results and study the cosmological perturbations in a different reference system. Our results are then compared with the SCPT of STT. In the last section we summarize the above results and draw some conclusions. In the appendix the Lagrangian and Hamiltonian analysis of the action of STT in Einstein frame is presented.

2. Manifestly gauge invariant Hamiltonian formalism of STT

For the convenience of readers, in the first part of this section, we will first give a brief review of the idea proposed by Brown and Kuchař. Then we introduce how to combine the Brown–Kuchař’s dust formalism with the idea of relational observables to build the physical reference system and the gauge invariant Hamiltonian which generates the evolution of every observable in this physical reference system. We refer to [26, 29] for the details. In the second part we will apply these ideas to STT of gravity. First we derive the physical Hamiltonian in the Jordan frame of STT and then use it to derive the evolution equations of the 3-metric and gravitational scalar field.

2.1. The Brown–Kuchař Lagrangian and relational observables

In this subsection we will briefly review the idea of Brown and Kuchař to use dust as reference system for GR and discuss how this idea can be embedded in the framework of relational observables. The generalization from GR to STT is not difficult and will be discussed in section 2.3.

2.1.1. Brown–Kuchař Lagrangian and deparametrization of GR. In [25] Brown and Kuchař followed the idea that matter fields can be chosen as a physical reference systems. For the reason that they were mainly interested in GR they considered the Einstein–Hilbert action and the following additional matter action

\[ S_{\text{dust}} = -\frac{1}{2} \int_M d^4 x \sqrt{\text{det}(g)} \left( g^{\mu \nu} U_\mu U_\nu + 1 \right), \]

which, as we will see below, can be interpreted as an action for pressureless dust. The action \( S_{\text{dust}} \) is not taken as a functional of the one form \( U \) but the latter is expressed in terms of the scalar fields \( T, S^I, W_j \) defined through \( U = -dT + W_j dS^j \) where we use the notation that Latin letters run from 1 to 3 and Greek letters from 0 to 4. Hence, the action above is a functional of the fields \( \rho, T, S^I, W_j \) and \( g_{\mu \nu} \) and hence in addition to GR we have introduced eight more degrees of freedom. As we will see below the system GR+ dust has second class constraints and once these are reduced the additional number of degrees of freedom is reduced to four. As discussed in detail in [25] the Euler–Lagrange equations associated with this action show that the vector field \( U^\nu = g^{\mu \nu} U_\mu \) satisfies the differential equation of a geodesic in affine parametrization. The fields \( W_j \) and \( S^I \) are constant along the geodesics and the field \( T \) defines proper time along each geodesic. Furthermore, the energy–momentum tensor associated with \( S_{\text{dust}} \) has the form of the energy–momentum tensor of a pressureless perfect fluid. In order to use the dust matter as a dynamically coupled observer in the canonical
framework we have to discuss the Hamiltonian formulation of (1), which is discussed in detail in [26]. We assume that \( M \) is globally hyperbolic and thus we can perform a 3+1-split of \( M \cong \mathbb{R} \times \chi \) into time and space, with \( \chi \) being a spatial manifold of arbitrary topology. For this purpose we introduce a family of embeddings \( \chi_t := X_t(\chi) \) are called the leaves of the foliation, where we denoted the coordinates on \( \chi \) by \( x^a \) with \( a = 1, 2, 3 \). Given the family of embeddings \( X_t \) we can construct a family of tangent vectors \( X_t^a \) and a co-normal \( n^a \) for each leave. Using the metric we can also work with the future orientated normal \( n^a \) and can use it to decompose the variation of the embeddings with respect to the parameter \( t \) into a tangential and normal part \( \partial_t = \mu + \mu^a n_a \), where this decomposition is parametrized by the so called lapse function \( n \) and shift vector \( n^a \). The spatial three metric \( q_{ab} \) intrinsic to \( \chi \) can be constructed by pulling back \( g_{\mu \nu} \) using the tangent vectors yielding \( q_{ab} = g_{\mu \nu} X^\mu_a X^\nu_b \).

In order to derive the Hamiltonian formulation via the Legendre transformation we introduce conjugate momenta \( p_{a j}, p_{a j}, P, P, I, I \) associated with the configuration variables \( \rho, q_{ij}, S, W \). Note that in case we would like to couple additional standard model matter to gravity we would need to introduce additional phase space variables for this matter, which we will not display explicitly here, but we will mention below how such additional matter degrees of freedom enter the model. The theory possesses the following primary constraints

\[
z := p = 0, \quad z_a := p_a = 0, \quad Z := I = 0, \quad Z^j := I^j = 0, \quad Z_j := P_j - PW_j = 0. \tag{2}
\]

Following the Dirac procedure for constrained systems the stability analysis of the primary constraints with respect to the primary Hamiltonian yields the following secondary constraints

\[
c^\text{tot} = c + c^\text{dust}, \quad c^\text{dust} = \frac{1}{2} \left[ \frac{P^2}{\rho \sqrt{\det (q)}} + \rho \sqrt{\det (q)} \left( 1 + q^{ab} U_a U_b \right) \right],
\]

\[
c^\text{tot}_a = c_a + c^\text{dust}_a, \quad c^\text{dust}_a = P \left[ T_a - W_j S^j_a \right],
\]

\[
\tilde{c} = n \left[ \frac{P^2}{\rho^2 \sqrt{\det (q)}} + \sqrt{\det (q)} \left( 1 + q^{ab} U_a U_b \right) \right]. \tag{3}
\]

Here \( c \) denotes the gravitational contribution as well as the contribution from other possible standard model matter to the usual Hamiltonian constraint and \( c_a \) denotes the contributions from gravity as well as other possible standard model matter to the usual spatial diffeomorphism constraint. Furthermore we have \( U_a = -T_a + W_j S^j_a \). A further application of Dirac’s constraint algorithm shows that no tertiary constraints occur and thus the set of constraints has completely been determined and is given by \( \{ c^\text{tot}, c^\text{tot}_a, \tilde{c}, z, z_a, Z, Z^j, Z_j \} \).

The next step is to classify them into first and second class constraints. The constraints \( \{ \tilde{c}, Z, Z^j, Z_j \} \) form second class constraints. We will solve them explicitly below using the associated Dirac bracket. Furthermore we will also solve the constraints \( z, z_a \) by considering the lapse function \( n \) and the shift vector \( n^a \) as Lagrange multipliers. Now we extend \( c^\text{tot} \) and \( c^\text{tot}_a \) to \( C^\text{tot} \) and \( C^\text{tot}_a \) by adding terms proportional to the constraints \( z, z_a, Z, Z^j, Z_j \) in the case of \( c^\text{tot} \) and terms proportional to \( Z, Z^j, Z_j \) in the case of \( c^\text{tot}_a \). These terms are exactly chosen such that \( C^\text{tot} \) and \( C^\text{tot}_a \) are first class constraints, see [26] for more details. Since \( z_a, z \) are first class constraints as well we end up with the following set of first class constraints \( \{ C^\text{tot}, C^\text{tot}_a, z, z_a \} \). Now solving the second class constraints strongly leads to
For the reason that $Z, Z$ and $Z$ do only depend on the dust variables the associated Dirac bracket reduces to the Poisson bracket when applied to the geometrical degrees of freedom $q_{ab}, p^{ab}$ and other possible standard model degrees of freedom. When we introduce the Dirac bracket and also solve the constraints $z, z$ by considering the lapse function and shift vector as Lagrange multipliers, as usually done the ADM framework, we work on a reduced phase space where $C^\text{tot} = C^\text{tot}$ and $C^\text{tot} = C^\text{tot}$. Inserting the explicit solutions of the second class constraints from (4) we end up with the following first class constraints

$$\begin{align*}
\rho^2 &:= \frac{P^2}{\sqrt{q}} \left( q_{ab} U_a U_b + 1 \right), \quad I := 0, \quad I^j := 0.
\end{align*}$$

Note that in principle we have two possible choices for the sign of $\rho$ here. The motivation to choose dust with $\rho < 0$ and $\rho < 0$ is, that this leads to a positive physical Hamiltonian after deparametrization and ensures in the case of cosmology a constant lapse function being equal to one, as discussed in detail in section 2.3.4 of [26].

The Hamiltonian and spatial diffeomorphism constraints satisfy a complicated Poisson algebra also called the hypersurface deformation algebra for the reason that it can also be derived from purely geometrical considerations in the context of deformation of hypersurfaces [30]. One of the motivations in [25] to introduce the dust as a reference system was that using the dust one can write down an equivalent set of first class constraints that has the property that the corresponding constraint algebra becomes Abelian and the final Hamiltonian constraint can be written in deparametrized form, as we will discuss below. The important observation by Brown and Kuchar also denoted as the Brown–Kuchar mechanism in [26, 27], was that on the constraint surface of the spatial diffeomorphism constraint $c^\text{tot} = 0$, we have $c_a = -c_a^\text{dust}$ and thus we can rewrite the dust contribution $c^\text{dust}$ as

$$c^\text{dust} = -\sqrt{P^2 + q^{ab} c_a^\text{dust}} c_b.$$

As a consequence the only dependence in $c^\text{tot}$ on the dust variables is via the dust momentum $P$. Thus on the constraint surface of the Hamiltonian constraint we can solve $c^\text{tot}$ for $P$ and obtain an equivalent form of the Hamiltonian constraint given by

$$\begin{align*}
\tilde{c}^\text{tot} &:= P + h, \quad h := \sqrt{c^2 - q^{ab} c_a c_b}.
\end{align*}$$

The fact that $h$ no longer depends on the dust variables is what is called deparametrization and a consequence of this is that we will end up with a time independent physical Hamiltonian as discussed in the next subsection. In order to obtain an Abelian constraint algebra we also solve the spatial diffeomorphism constraint for the momenta $P_j$. For this purpose we have to assume that the matrix $S_{a}$ is everywhere non-degenerate, an assumption similar to the classical restriction $\det(q) > 0$, meaning that the inverse matrix exist, which we denote by $S^{-1}_{a}$. Then on the constraint surface we have $P_j + S^{-1}_{a} (c_a + P T_a) = P_j + S^{-1}_{a} (c_a - h T_a)$ thus we can write down the following equivalent form of the spatial diffeomorphism constraint

$$\begin{align*}
\tilde{c}_j &:= P_j + h_j, \quad h_j := S^{-1}_{a} (c_a - h T_a).
\end{align*}$$

We realize in contrast to the Hamiltonian constraint $c^\text{tot}$ the spatial diffeomorphism constraint $\tilde{c}_j$ does not deparametrize. However this is no problem at all because the construction of observables is not restricted to the deparametrized case and can therefore be equally well applied to the spatial diffeomorphism constraint. It might only be technically a little bit more
involved. It is only at the level of the physical Hamiltonian, for which however only the form of \( \tilde{c}^{\text{tot}} \) turns out to be important, where deparametrization yields to simplifications in the sense that the final physical Hamiltonian will be time independent.

Now considering the constraints \( \tilde{c}^{\text{tot}} \) and \( \tilde{c}^j \) one can indeed show that they satisfy an Abelian constraint algebra [25]. This follows also immediately from the following abstract argument [31]: The equivalent constraints \( \tilde{c}^{\text{tot}} \) and \( \tilde{c}^j \) are still first class. Therefore their Poisson brackets are again linear combinations of constraints. However since all constraints of the system are linear in the momenta \( PP^I \), their Poisson brackets are independent of \( PP^I \).

Consequently, we can evaluate the linear combination of constraints that appear in the Poisson bracket computation in particular at \( \lambda = -P_h \) and \( \lambda = -P_{jh} \). From the Abelian constraint algebra and the explicit form of \( h(x) \) and \( h^j(x) \) in (8) and (9) respectively we can conclude that \( h(x) \) are mutually Poisson commuting while \( h^j(x) \) does not Poisson commute with \( h(x) \) nor do the \( h^j(x) \) mutually commute. In the next subsection we will introduce the relational framework and use the latter to construct observables in the context of GR.

### 2.2. Relational framework for constructing observables

The main idea of the relational framework is to introduce so called reference fields, often also denoted as clocks, that will then be used to construct observables with respect to the constraints of the system under consideration. Let us assume we have a system with a set of constraints \( \{C_I\} \) labeled by an index \( I \), which is up to now arbitrary. The aim is to introduce for each constraint \( C_I \) a corresponding reference field \( T^I \) such that the constraint and the reference field build, at least weakly, a conjugate pair, that is \( \delta \approx CT_{IJ} \) where \( \approx \) means equality up to terms that vanish on the constraint surface. Now since for a given set of constraints finding those reference fields might not be a simple task, one uses the freedom that one can always modify the set of constraints as long as the modified set defines the same constraint surface. Suppose we choose a set of reference fields \( T^I \), one for each \( C_I \) with the property that \( \{C_I, T^I\} = M_I^J \) with \( M \) being an invertible matrix, then we can define the equivalent set of constraints \( \{C'_I\} \) defined through

\[
C'_I := \sum_J \left(M^{-1}\right)_I^J C_J. \tag{10}
\]

One can easily show that for \( \{C'_I\} \) we have \( \{C'_I, T^I\} \approx \delta^I_J \). Given these new set of constraints \( \{C'_I\} \) we can use the reference fields \( \{T^I\} \) to construct observables for a general phase space functions. This will be a particular combination of the original phase space function under considerations and the reference fields. To discuss this construction more in detail we consider the Hamiltonian vector field associated with \( C'_I \), which is denoted by \( X_I \). As can be shown and will be crucial in the following constructions the \( X_I \) mutually weakly commute. Let us introduce a set of up to now arbitrary real numbers \( \{\beta_I\} \), again one for each constraint \( C'_I \), and consider the following sum of Hamiltonian vector fields

\[
X_\beta := \sum_I \beta^I X_I. \tag{11}
\]

Now we consider a function \( f \) on phase space and define a map \( f \rightarrow \alpha_\beta(f) \) on the set of smooth functions on phase space given by

\[
\alpha_\beta(f) := \exp(X_\beta) \cdot f = \sum_{n=1}^{\infty} \frac{1}{n!} X_\beta^n \cdot f, \tag{12}
\]
here \( X_\beta^a \cdot \{ f, g \} \) where \( \{ \ldots \} \) denotes the iterative Poisson bracket defined through \( \{ C_\beta, f \}_n = f \) and \( \{ C_\beta, f \}_{(n-1)} = \{ C_\beta, \{ C_\beta, f \}_{(n-2)} \} \). \( \alpha_\beta \) is a Poisson automorphism on the algebra of functions on phase space associated with the Hamiltonian vector field \( X_\beta \) of \( C_\beta = \beta^I C_I \). We will use the map \( \alpha_\beta \) as well as the set of reference fields to construct an observable associated with a phase space function \( f \). A weak Dirac observable has to weakly Poisson commute with all constraints \( \{ C_I \} \). Now the idea of the relational observables is that although the phase space function \( f \) as well as the reference fields \( T^I \) have non-vanishing Poisson brackets with the constraints a particular combination of the two involving the map \( \alpha_\beta \) has vanishing Poisson brackets with all constraints. We want to construct a map that returns the value of \( f \) at those values where the reference fields \( T^I \) take the values \( \tau^I \). In order to do so let us choose another set of real numbers \( \{ \tau^I \} \). We are interested in those values of the gauge parameters \( \beta^I \) for which \( \alpha_\beta(T^I) = \tau^I \). If we apply \( \alpha_\beta \) onto the reference fields we obtain \( \alpha_\beta(T^I) \approx T^I + \beta^I \), which can easily be solved for \( \beta^I \), yielding \( \beta^I \approx \tau^I - T^I \). We will denote this equation for short as \( \beta = \tau - T \) suppressing the indices. Using this we can construct the following map for the phase space function \( f \)

\[
O_f(\tau) := \left[ \alpha_\beta(f) \right]_{\beta = \tau - T}.
\]

(13)

The notation with the square brackets means that only after one has computed the action of \( X_\beta \) treated as a constant on phase space then one sets \( \beta = \tau - T \) which becomes then phase space dependent. As has been proven in [24, 32] \( O_f(\tau) \) is indeed a weak Dirac observable, that is for all \( I \) we have

\[
\{ O_f(\tau), \{ C_I \} \} \approx 0.
\]

(14)

We realize that we can also understand the map \( O_f \) as a map that returns the value of \( f \) in the gauge \( \beta = \tau - T \). As also shown in [31, 32] the multi parameter family of maps \( O^\tau : f \rightarrow O_f(\tau) \) is a homomorphism from the commutative algebra of functions on phase space to the commutative algebra of weak Dirac observables, both with pointwise multiplication,

\[
O_f(\tau) + O_g(\tau) = O_{f+g}(\tau), \quad O_f(\tau)O_g(\tau) \approx O_{fg}(\tau).
\]

(15)

This will be a particularly useful property when the explicit construction of the observables is considered for the following reason: let us denote the coordinates on phase space by \( \{ q_A, p_A \} \) where the index \( A \) is chosen such that all relevant phase space degrees of freedom are considered. Now for a phase space function \( f = f(\{ q_A, p_A \}) \) have we have

\[
O_f(\tau) = f \left( O_{q_A}, O_{p_A} \right)(\tau),
\]

(16)

which has the important consequence that it is sufficient to construct observables for the elementary phase space variables, something we will use below. Moreover, multi parameter family of maps \( O^\tau : f \rightarrow O_f(\tau) \) is a Poisson homomorphism with respect to the Dirac bracket \( \{ \ldots \}^\tau \) associated with the system of second class constraints \( C_I, T^I [31, 32] \) , this means

\[
\{ O_f(\tau), O_g(\tau) \} \approx \{ O_f(\tau), O_g(\tau) \}^\tau \approx O_{\{ f, g \}^\tau}(\tau)
\]

(17)

where the Dirac bracket is defined as

\[
\{ f, g \}^\tau = \{ f, g \} - \{ f, C_I \} \left( M^{-1} \right)_f^I \left\{ T^I, g \right\} + \{ g, C_I \} \left( M^{-1} \right)_g^I \left\{ T^I, f \right\}.
\]

(18)
In the following we want to discuss the special case of constraints that are in deparametrized form and understand how this simplifies the construction of the observables $O_f(\tau)$. In the case of deparametrization we can always find canonical coordinates that consists of two sets $(T^I, P_I)$ and $(q^a, p_a)$ such that all constraints $C_I$ of the system can be written in the following form

$$C_I = P_I + h_I(q^a, p_a),$$

and thus do not depend on the configuration variables $T^I$. In practice this is a very special case and most constrained systems, if at all, can only be written in partially deparametrized form, in which only part of the constraints deparametrize. However, for the following discussion let us assume that we consider a fully deparametrized system. Now following the steps of the construction of observables from the discussion above first we observe that

$$\delta \{ C_I, T^I \} = \delta^I_I.$$

Using the notation above this means the equivalent constraints $C'_I$ are identical to $C_I$ and thus the task of inverting a in general complicated matrix $M_{IJ}$ is no longer necessary. Furthermore as already discussed above if all constraints are linearly in the momenta $P_I$ then the associated constraint algebra is Abelian. For the reason that here also none of the $h_I$ depends on the reference fields $T_I$ we immediately get $\{ h_I, h_J \} = 0$ from this we can follow $\{ h_I, C_I \} = 0$ showing that each $h_I$ is already a Dirac observable. Moreover from the Abelian constraint algebra it follows that also the associated Hamiltonian vector fields commute and in this case here not only on the constraint surface but on the entire phase space. As a consequence all weak equalities that we used above can be replaced by strong equalities here.

First let us discuss the construction of the observables for the elementary variables $(q^a, p_a)$. Since $q^a$ and $p_a$ both commute with all momenta $P_I$ we can consider the Hamiltonian vector field associated with the $h_I$'s instead of defining $X_\beta$ via $C'_I$. Moreover for the reason that also $q^a$ and $p_a$ commute with all reference fields $T^I$ we can already, when applying $X_\beta$ to $f$, replace $\beta$ by the corresponding gauge $\tau^I = T^I$ yielding the following form for the observables for a function $f$ that depends only on $(q^a, p_a)$

$$O_f(\tau) = \sum_{n=0}^{\infty} \frac{1}{n!} X^n_I \cdot f$$

where $X_I$ is the Hamiltonian vector field of the function

$$H_I = (\tau^I - T^I) H_I$$

where $H_I := O_{h_I}(\tau)$ denotes the observables associated with $h_I$. Because $h_I = h_I(q^a, p_a)$ is a function of $q^a$ and $p_a$ only, once the observables for the elementary variables $O_{q^a}(\tau) := Q^a(\tau)$ and $O_{p_a}(\tau) := P_a(\tau)$ are constructed we obtain $H_I$ as

$$H_I = O_{h_I}(\tau) = h_I(Q^a, P_a)(\tau)$$

using the homomorphism property of the observable map. In the particular case of deparametrization we have $H_I = h_I$ because $h_I$ is already a Dirac observable as discussed above. Now if we restrict to functions that do only depend on $q^a$ and $p_a$ the Dirac bracket reduces to the Poisson bracket because those $f$ commute with all reference fields $T^I$. In particular for the algebra of the observables $Q^a(\tau)$ and $P_a(\tau)$ we obtain

$$\{ P_a(\tau), Q^b(\tau) \} = \{ O_{p_a}(\tau), O_{q^b}(\tau) \} = O_{[h_a, h_b]}(\tau) = O_{h^a_b}(\tau) = \delta^b_a,$$

showing that the reduced phase space has a very simple symplectic structure in terms of the coordinates $Q^a, P_a$, an important property if the quantization of such systems is considered.
Having finished the discussion about the non-reference field degrees of freedom let us discuss now the case of the remaining reference field degrees of freedom. The observable associated to the reference fields \( T^I \) is given by

\[
O_{T^I}(\tau) = \left[ \alpha_{\beta}(T^I) \right]_{\beta=\tau^{-T^I}} = \tau^I
\]

and therefore is just a constant function on phase space. Since all momenta \( P_I \) Poisson commute with all constraints they are already Dirac observables. In addition they can also be expressed as function of the observables \( Q^a(\tau) \) and \( P_a(\tau) \), because on the constraint surface we have

\[
P_I = O_P(\tau) = -O_{h_I}(\tau) = -h_I(Q^a(\tau), P_a(\tau)) = -H_I.
\]

Hence, what we will finally be interested in is the reduced phase space with elementary variables \( Q^a(\tau) \) and \( P_a(\tau) \).

Let us again consider an observable \( O_f(\tau) \) associated with a function that depends only on \( q^a \) and \( p_a \). How can we formulate the evolution of such observables? Certainly this cannot be generated by the constraints since by construction \( O_f(\tau) \) Poisson commutes with all constraints. However, \( O_f(\tau) \) gives us the value of \( f \) when the reference fields \( T^I \) take the values \( \tau^I \). As it will be the case for GR and also for STT one of the chosen reference fields will be associated with physical time and let us without loss of generality denote this reference field by \( T^0 \) and the values that it takes by \( \tau^0 \). Then time evolution for \( O_f(\tau) \) can be described by the derivative of \( O_f(\tau) \) with respect to \( \tau^0 \) since this encodes how \( O_f(\tau) \) changes with time \( \tau^0 \). However, considering the form of \( O_f(\tau) \) in (21) we can explicitly compute this derivative and as shown in [32] one obtains

\[
\frac{\partial O_f(\tau)}{\partial \tau_0} = \left\{ H_0, O_f(\tau) \right\},
\]

where \( H_0 \) is the observable associated with \( h_0 \) that occurs in the constraint \( C_0 := P_0 + h_0 \) associated with the reference field \( T^0 \) that we interpret as a reference field for time. In the following we will call \( H_0 \) the physical Hamiltonian because in contrast to the constraint \( C_0 \), that is generating gauge transformations, \( H_0 \) does not vanish on the constraint surface and can therefore be understood as a true Hamiltonian, which generates evolution with respect to physical time \( \tau^0 \). Note that because \( h_0 \) does not depend on \( T^0 \) (and also not on any other reference field) the final physical Hamiltonian \( H_0 \) is time independent.

2.2.1. Observables for GR using the Brown–Kuchař dust. In this subsection we will discuss how the Brown–Kuchař dust can be used to construct relational observables. In the case of GR and STT we have four times infinitely many constraints because we have one Hamiltonian and three spatial diffeomorphism constraints per spacetime point. Following the discussion of the last subsection we therefore need to choose four times infinitely many \( T^I \) making four scalar fields a natural choice for reference fields. These will become exactly the four additional degrees of freedom \( (T, S^I) \) which we added to the system by considering the Brown–Kuchař Lagrangian. The remaining degrees of freedom \( (q_{ab}, p^{ab}) \) and possible other standard model degrees of freedom will be referred to as non-dust degrees of freedom. In the following in order to keep the discussion more simple we will only consider the system of gravity and dust. In order to define the Hamiltonian vector field \( X_g \) in this case, we introduce arbitrary functions \( \beta^0, \beta^I \) on \( \mathcal{X} \) and define using the constraints in (8) and (9)
\[ c_j^{\text{tot}} := \int_\mathcal{X} d^3x \beta^\mu(x) \tilde{z}_j^{\text{tot}}(x), \]  

where \( \beta^\mu = (\beta^0, \beta^i) \) and we have defined \( \tilde{z}_0^{\text{tot}} = \tilde{z}^{\text{tot}} \). We denote the Hamiltonian vector field of \( c_j^{\text{tot}} \) by \( X_\beta \) and using it we can define the map \( \alpha_\beta \) given by

\[ \alpha_\beta(f) := \exp(X_\beta) \cdot f = \sum_{n=0}^\infty \frac{1}{n!} X_\beta^n \cdot f. \]

We use the notation \( T^\mu(x) = (T(x), S^j(x)) \) then applying \( \alpha_\beta \) onto \( T^\mu \) yields \( \alpha_\beta(T^\mu(x)) = T^\mu(x) + \beta^\mu(x) \). Let us denote the values that the reference fields \( T^\mu(x) \) can take by \( \tau^\mu(x) = \tau(x) \) and \( \tau^\mu(x) = \sigma^j(x) \) where up to know \( \tau^\mu \) are arbitrary functions on \( \mathcal{X} \). Now solving \( \alpha_\beta(T^\mu(x)) = \tau^\mu(x) \) for \( \beta^\mu(x) \) leads to \( \beta^\mu(x) = \tau^\mu(x) - T^\mu(x) \), which we again write as \( \beta = \tau - T \). The observable associated to \( f \) reads

\[ O_f(\tau) = \left[ \alpha_\beta(f) \right]_{\beta=\tau-T}. \]

Looking at the explicit form of \( \tilde{z}^{\text{tot}}(x) \) in (8) we realize that \( \tilde{z}^{\text{tot}}(x) \) commutes with \( S^j(\tau) \) and because of this we can construct the observables in two steps. First we reduce with respect to the spatial diffeomorphism constraint \( z_j^{\text{tot}} \) and afterwards we construct the complete observables that also Poisson commute with the Hamiltonian constraint. Hence, we can rewrite \( O_f(\tau) \) as

\[ O_f\left(\tau, \sigma^j\right) = \left[ \alpha_\beta\left(\left( \alpha_\beta(f) \right)_{\beta=\sigma^j-S^j} \right) \right]_{\beta=\tau-T}. \]

Let us first discuss the inner part, that is how spatially diffeomorphism invariant objects are constructed. The reference fields \( S^j \) will be used for this and therefore here the remaining degrees of freedom are \((q_{ab}, p^{ab}, T, P)\) for which observables need to be constructed. As discussed in detail in [26] for the choice of a constant function \( \sigma^j(x) = \sigma^j \) the observable with respect to \( \tilde{z}_j^{\text{tot}} \) associated with any scalar function \( f \) build from the variables \((q_{ab}, p^{ab}, T, P)\) can be expressed as

\[ f\left(\sigma^j\right) = \left[ \alpha_\beta(f) \right]_{\beta=\sigma^j-S^j} = f(x) \bigg|_{S^j(x)=\sigma^j}, \]

where we denote the partially reduced function as \( \tilde{f} \). The interpretation of the formula above is the following: whatever the value \( x \) is at which the function \( f \) is evaluated \( \tilde{f}(\sigma^j) \) returns \( f \) evaluated at the point \( x_\sigma \) at which \( S^j(x) = \sigma^j \). We call the range of \( S^j \) the dust space and denote it by \( S \). Since by our assumption \( S^j \) is everywhere invertible it defines a diffeomorphism \( S^j : \mathcal{X} \to S \) and hence the value of \( x_\sigma \) is unique. Our strategy is therefore to use \( S^j \) to construct scalars \( f \) on \( \mathcal{X} \) for \((q_{ab}, p^{ab}, T, P)\) and then apply the formula in (31) yielding the partially reduced quantities \((\tilde{q}_{ab}, \tilde{p}^{ab}, \tilde{T}, \tilde{P})\), explicitly we get

\[ \tilde{T} = T, \quad \tilde{P} = \frac{1}{f} P, \quad \tilde{q}_{jk} = q_{ab} S^a_j S^b_k, \quad \tilde{p}^{jk} = \frac{1}{f} p^{ab} S^a_j S^b_k, \]

where \( J := \det \left( \frac{\partial x^a}{\partial \lambda^b} \right) \) was used to obtain the correct density weight. Note while these are scalars on \( \mathcal{X} \) there are tensors on the dust space \( S \) with the same density weight that they have on \( \mathcal{X} \), see also [26] for more details. We realize that the evaluation of the functions in (32) at \( x_\sigma \) is nothing else than the pull back of the corresponding fields to \( S \) under the inverse of the diffeomorphism \( S^j : \mathcal{X} \to S \).
Our remaining task is to compute the complete observables in (30) that also Poisson commutes with the Hamiltonian constraint. For this purpose the reference field $\tilde{T}$ will be used and hence we need to construct observables for $\tilde{q}_{jk}$ and $\tilde{p}_{jk}$ that we will denote by $Q_{jk}$ and $P_{jk}$ respectively. The constraint $\tilde{c}^{\text{tot}}$ in (8) is in deparametrized form and thus we can apply the simplified construction discussed in the last subsection. Let us look at the smeared version of the constraint given by

$$c_{\tau}^{\text{tot}} := \int J \, d^{3}x \, (\tau - T)(x)\tilde{c}^{\text{tot}}(x), \tag{33}$$

where we used $\beta^{0}(x) = (\tau - T)(x)$. Now in order to construct the observables $Q_{jk}$ and $P_{jk}$ we need to ensure that $c_{\tau}^{\text{tot}}$ is already an observable with respect to the spatial diffeomorphism constraint $c_{j}^{\text{tot}}$. For the choice of constant $\tau$ the constraint $c_{\tau}^{\text{tot}}$ is an integral over a density of weight one and we can equivalently express it as an integral over the dust space $S$ given by

$$c_{\tau}^{\text{tot}} = \int_{S} d^{3}\sigma (\tau - \hat{T})(\sigma)(\hat{P} + \hat{h})(\sigma), \tag{34}$$

with

$$\hat{h}(\sigma) = \sqrt{\tilde{c}^{2}(\sigma) - \tilde{q}^{jk}(\sigma)\tilde{c}_{j}(\sigma)\tilde{c}_{k}(\sigma)}, \tag{35}$$

where $\tilde{c}(\sigma)$ and $\tilde{c}_{j}(\sigma)$ are the observables of $c$ and $c_{j}$ in (8) and (9) respectively with respect to the spatially diffeomorphism constraint. Now since $c_{\tau}^{\text{tot}}$ deparametrizes we do not need to consider the Hamiltonian vector field of $c_{\tau}^{\text{tot}}$ but we can work with the Hamiltonian vector field $X_{\tau}$ of

$$H_{\tau} := \int_{S} d^{3}\sigma (\tau - \hat{T})\hat{h}(\sigma). \tag{36}$$

The observables for a function $f$ that depends only on $\tilde{q}_{jk}$ and $\tilde{p}_{jk}$ (and possible other standard model matter degrees of freedom) is then given by

$$O_{f}(\tau, \sigma) = \sum_{n=0}^{\infty} \frac{1}{n!} X_{\tau}^{n} \cdot f = \sum_{n=0}^{\infty} \frac{1}{n!} \{ H_{\tau}, f \}_{(n)} \tag{37}$$

where $\{ \ldots \}_{(n)}$ again denotes the iterated Poisson bracket. Considering the discussion about the physical Hamiltonian above we observe that in case of the dust as reference fields the physical time is given by $\tau$ and the corresponding evolution of the observables is given by

$$\frac{dO_{f}(\tau, \sigma)}{d\tau} = \{ H, O_{f}(\tau, \sigma) \}, \tag{38}$$

with the physical Hamiltonian

$$H = \int_{S} d^{3}\sigma H(\sigma). \tag{39}$$

Here $H(\sigma)$ is the (complete) observable associated to $\hat{h}(\sigma)$, that is

$$H(\sigma) := O_{\hat{h}}(\tau, \sigma) = \hat{h}(\sigma), \tag{40}$$

and is therefore independent of $\tau$ and hence physical time as expected in the deparametrized case. In the following we will continue to use the notation $Q_{jk}$ and $P_{jk}$ for the observables of $q_{ab}$ and $p^{ab}$. Furthermore we will denote the observables associated with $c$ and $c_{j}$ also by capital letters $C(\tau, \sigma)$ and $C_{j}(\tau, \sigma)$ respectively. Using this notation we can also rewrite the physical Hamiltonian density as
2.3. Evolution equations in Jordan frame

As is well known, in the classical formulation of STT, there are different choices for basic variables, corresponding to different frames. These frames are related to each other by conformal transformations. There are many debates on which frame should be regarded as the physical one (the word ‘physical’ has nothing to do with the gauge invariance here) and the question carries over to the discussion what kind of coupling should be chosen. Two prominent choices are either the Jordan frame, where a scalar field is non-minimally coupled to the metric, or the Einstein frame, where a scalar field is minimally coupled as in GR. If one considers the Einstein frame as the relevant one, the corresponding STT would make no difference from GR with a scalar field, which was already presented in [26]. Hence, to analyze the non-minimally coupled case, in this paper, we consider the Jordan frame and this choice has the consequence that also the evolution equations of the linear perturbations will be formulated using the Jordan frame.

We consider the following action

\[ S_{\text{STT}} = S_{\text{Jordan}} + S_{\text{dust}}, \]

where the STT action in Jordan frame reads

\[ S_{\text{Jordan}} = \int d^4x \sqrt{|\det (g)|} \left[ F \left( \phi \right) R^{(4)} - K \left( \phi \right) g^{\mu \nu} \left( \nabla_\mu \phi \right) \nabla_\nu \phi - V \left( \phi \right) \right]. \]

Here for simplicity we set \( 16\pi G = 1 \), \( F \left( \phi \right) \) and \( K \left( \phi \right) \) are positive coupling functions, and \( V \left( \phi \right) \) is the potential of the gravitational scalar field \( \phi \). As mentioned in section 2.1, the dust action reads

\[ S_{\text{dust}} = -\frac{1}{2} \int d^4x \sqrt{|\det (g)|} \rho \left[ g^{\mu \nu} U_\mu U_\nu + 1 \right], \]

with \( U_\mu = -T_\mu + W_\mu S^j_\mu \). The Hamiltonian analysis of STT in the generalized Brans–Dicke form is given in [33] in Jordan frame. Using the results there and following the procedures in the last subsection, the physical Hamiltonian density reads

\[ H \left( \sigma \right) = \sqrt{C^2 \left( \tau, \sigma \right) - Q^{ij} \left( \tau, \sigma \right) C_i \left( \tau, \sigma \right) C_j \left( \tau, \sigma \right)}, \]

with

\[ C_i \left( \tau, \sigma \right) = \left[ -2Q_{ij} D_k P_i^{kj} + IID_j \Phi \right] \left( \tau, \sigma \right), \]

\[ C \left( \tau, \sigma \right) = \frac{1}{\sqrt{\det Q}} \left( \frac{Q_{mm} Q_{jn} - \frac{1}{3} Q_{ij} Q_{mn}}{F \left( \Phi \right)} P_{ij}^{mn} \right) \]

\[ + \frac{\left( F' \left( \Phi \right) Q_{ij} P_{ij} - F \left( \Phi \right) \Pi \right)^2}{2F \left( \Phi \right) \left[ 3 \left( F' \left( \Phi \right) \right)^2 + 2F \left( \Phi \right) K \left( \Phi \right) \right]} \]

\[ + \sqrt{\det Q} \left[ -F \left( \Phi \right) R^{(4)} + K \left( \Phi \right) Q^{ij} \left( D_i \Phi \right) \left( D_j \Phi \right) \right] \]

\[ \left( Q_{ij} \right) = \left[ \begin{array}{cc} Q_{11} & Q_{12} \\ Q_{21} & Q_{22} \end{array} \right] \].
and the elementary Poisson bracket read:
\[
\{ p^{ij}(\sigma), q_{ij}(\sigma) \} = \delta^{ij}_{kl} \delta(\sigma, \tau), \quad \{ \Pi(\sigma), \Phi(\sigma) \} = \delta(\sigma, \tau),
\]

where a prime ' in equation (46) means the derivative with respect to \( \Phi \), i.e. 
\[
F'(\Phi) = \frac{dF(\Phi)}{d\Phi}, \quad F''(\Phi) = \frac{d^2F(\Phi)}{d\Phi^2}. Here we denote all the objects after gauge completion with capital letters. All quantities are now evaluated on the dust manifold. Note that equation (46) is valid in the case of 
\[
\omega \neq -\frac{3}{2} \text{ in } [33],
\]
on which we focus in the paper.

Given a function \( f \) on phase space, that does not depend on the dust variables, we can construct its associated observable \( O_f \) by applying the procedure described in section 2.1. We get the Hamiltonian equations of motion for \( O_f \), being first order differential equations with respect to the physical time \( \tau \), by simply calculating its Poisson bracket with the physical Hamiltonian denoted by \( H \) and given by
\[
H := \int \sigma \phi d\sigma (\sigma, \tau) = \int \sigma \phi d\sigma (\sigma, \tau).
\]

In our case we are interested in the equations of motion for \( Q_{ab} =: Q_{ab}, O_{\rho^a} =: P^a, O_{\phi} =: \Phi, O_{\Pi} =: \Pi \) and using the physical Hamiltonian of the dust model we end up with the following Hamiltonian equations:
\[
\Phi = \frac{N}{\sqrt{\text{det} Q}} \frac{\left( F'(\Phi)Q_{ij}P^{ij} - F'(\Phi)\Pi \right)}{2F(\Phi)^2 \left[ 3F'(\Phi)^2 + 2F(\Phi)K(\Phi) \right]} + \mathcal{L}_N\Phi, \quad (51)
\]
\[
\Pi = \frac{N}{\sqrt{\text{det} Q}} \left[ \frac{\left( F'(\Phi)Q_{ij}P^{ij} - F'(\Phi)\Pi \right)}{2F(\Phi)^2 \left[ 3F'(\Phi)^2 + 2F(\Phi)K(\Phi) \right]} \cdot \left[ -F(\Phi) \frac{3F'(\Phi)^2}{2F(\Phi)^2} \right] 
+ \frac{F'(\Phi)Q_{ij}P^{ij} - F'(\Phi)\Pi}{F(\Phi)} \frac{3F'(\Phi)^2 + 2F(\Phi)K(\Phi)}{F(\Phi)K(\Phi)} \right]
\times \left[ F'(\Phi)Q_{ij}P^{ij} - F'(\Phi)\Pi \right] - \frac{F'(\Phi)}{F(\Phi)^2} \left( Q_{mn}Q_{mn} - \frac{1}{2} Q_{ij}Q_{mn}p_{ij}p_{mn} \right)
- \sqrt{\text{det} Q} \left[ -NF'(\Phi)R^b + NK'(\Phi)Q^{ij}(D_{ij}\Phi)D_{ij}\Phi 
+ 2F'(\Phi)Q^{ij}D_{ij}N + NV'(\Phi) \right]
+ 2\alpha \left[ N\sqrt{\text{det} Q} K(\Phi)Q^{ij}P_{ij} \right] + \mathcal{L}_N^2, \quad (50)
\]
\[
Q_{jk} = \frac{N}{\sqrt{\text{det} Q} F(\Phi)} \left( 2G_{jmn}p_{mn} + \frac{F'(\Phi)^2 Q_{mn}p_{mn} - F'(\Phi)F(\Phi)\Pi}{3F'(\Phi)^2 + 2F(\Phi)K(\Phi)} Q_{jk} \right) + \left( \mathcal{L}_N^2 \right)_{jk}, \quad (51)
\]
\[ \dot{p}^{jk} = \frac{N}{\sqrt{\det Q}} \left[ -Q_{mn} \left( 2 P^{j|m} p^{k|n} - P^{j|k} p^{m} \right) - \left( F'(\Phi) Q_{mn} - F''(\Phi) F(\Phi) \Pi \right) p^{jk} \right] \\
+ \sqrt{\det Q} \left[ N \left( -K(\Phi) Q^{jk} \Phi^{m} \Phi_{m} - V(\Phi) Q^{jk} - Q^{j|k} D_{r} F(\Phi) + K(\Phi) \Phi^{j} \Phi^{k} \right) \\
+ \left[ (G^{-1})_{jkmn} \left( D_{m} D_{n} (N F(\Phi)) - N F(\Phi) R_{mn} \right) - 2 \left( D^{(j)(N)} D_{k} F(\Phi) \right) \\
+ Q^{jk} \left( D^{(N)} D_{r} F(\Phi) \right) \right] + \frac{N}{2} Q^{jk} C(\tau, \sigma) \\
- \frac{1}{2} H(\tau, \sigma) Q^{jm} Q^{kn} N_{mn} N_{n} + \left( L_{N}^{\Phi} P \right)^{jk}, \right] \\
(52) \]

where \( N := \frac{C}{\Omega}, \ N_{j} := -\frac{C_{j}}{\Omega}, \ \Phi_{,k} := \frac{\partial \Phi}{\partial x_{k}}, \ G_{jkmn} := \frac{1}{2} \left( Q_{jm} Q_{kn} + Q_{jn} Q_{km} - Q_{jk} Q_{mn} \right) \) and its inverse \( (G^{-1})_{jkmn} := \frac{1}{2} \left( Q^{jm} Q^{kn} + Q^{jn} Q^{km} - 2 Q^{jk} Q^{mn} \right) \) satisfying \( G_{jkmn} G^{mnrt} = \delta_{j}^{r} \delta_{k}^{t}. \) Here \( L_{N} \) denotes the Lie derivative along the flow of the shift vector \( N. \) All the indices are lowered and raised by the three-metric and its inverse. Note that both \( \tau \sigma \) and \( \tau \sigma \) are non-vanishing because they are no longer constraints by introducing the dust fields as dynamically coupled observers. It is only the total Hamiltonian and diffeomorphism constraints, which involve the dust as well as the gravitational and scalar field contributions, that is still vanishing. Moreover, as shown in [26], both \( H \) and \( N_{j} \) are conserved quantities because their Poisson brackets with the physical Hamiltonian equal zero. Now it is easy to see from equations (49) and (51) that

\[ \Pi = \frac{1}{F(\Phi)} \left( F'(\Phi) Q_{ij} P^{ij} + \sqrt{\det Q} \left( \Phi - L_{N}^{\Phi} \right) \left[ 3 F'(\Phi) \right]^{2} + 2 F(\Phi) K(\Phi) \right), \]

(53)

\[ P^{jk} = \frac{\sqrt{\det Q} F(\Phi)}{2 N} \left[ G^{-1} \right]_{jkmn} \left( Q_{mn} - \left( L_{N}^{\Phi} Q \right)_{mn} + \frac{F'(\Phi)}{F(\Phi)} \left( \Phi - L_{N}^{\Phi} \right) Q_{mn} \right), \]

(54)

where \( P^{ij} \) in equation (53) is understood as an abbreviation for the entire expression shown in equation (54). Applying another time derivative onto \( \Phi \) and \( Q_{ij} \) in equations (49) and (51) respectively and substituting equations (50)–(54) into them, we get the following equations:

\[ \dot{\Phi} = \left[ \frac{N}{N} - \frac{\left( \sqrt{\det Q} \right)}{\sqrt{\det Q}} + \frac{N}{\sqrt{\det Q}} \left( L_{N}^{\Phi} \left( \sqrt{\det Q} \right) N \right) \right] \left( \Phi - L_{N}^{\Phi} \right) + 2 \left( L_{N}^{\Phi} \Phi \right) \\
+ \left( L_{N}^{\Phi} \right) - \left( L_{N}^{\Phi} \left( L_{N}^{\Phi} \right) \right) - \frac{3 F'(\Phi) F'(\Phi) + F(\Phi) K'(\Phi)}{3 F'(\Phi)} \left( \Phi - L_{N}^{\Phi} \right)^{2} \\
- \frac{3 N^{2}}{2} \left( F'(\Phi) \right) C(\tau, \sigma) + \frac{2 F(\Phi)}{3 F'(\Phi)^{2} + 2 F(\Phi) K(\Phi) \left( \Phi - L_{N}^{\Phi} \right)^{2}} \]

\times \left[ N^{2} K(\Phi) D_{r} D_{s} \Phi + K(\Phi) \left( Q^{jk} \right)_{,k} - \frac{1}{2} V'(\Phi) \right] \]
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\begin{align}
\dot{Q}_{jk} &= \left[ \frac{\dot{N}}{N} - \frac{\sqrt{\det Q}}{\sqrt{\det Q}} \right] + \frac{N}{\sqrt{\det Q}} \left( \mathcal{L}_N - \frac{\sqrt{\det Q}}{N} \right) \left( \dot{Q}_{jk} - \left( \mathcal{L}_N Q \right)_{jk} \right) \\
&\quad + Q^{mn}\left( \dot{Q}_{mj} - \left( \mathcal{L}_N Q \right)_{mj} \right) \left( \dot{Q}_{nk} - \left( \mathcal{L}_N Q \right)_{nk} \right) + N^2 \left( \frac{2K(\Phi)}{F(\Phi)} \Phi_{,j} \Phi_{,k} - 2R_{jk} \right) \\
&\quad + 2ND_iD_jN + 2\left( \mathcal{L}_N Q \right)_{jk} + \left( \mathcal{L}_N Q \right)_{jk} - \left( \mathcal{L}_N \left( \mathcal{L}_N Q \right) \right)_{jk} \\
&\quad - \frac{F'(\Phi)}{F(\Phi)} \left( \dot{Q}_{jk} - \left( \mathcal{L}_N Q \right)_{jk} \right) \left( \Phi - \mathcal{L}_N \Phi \right) \\
&\quad + \frac{2N^2}{F(\Phi)} D_jD_k F(\Phi) \\
&\quad - \frac{NH(\sigma)}{\sqrt{\det Q} F(\Phi)} G_{jkmn}N^mN^n + \frac{\dot{Q}_{jk}}{F(\Phi)} \\
&\quad \times \left[ N \left( D^jN \right) D_i F(\Phi) + N^2 D^jD_k F(\Phi) + N^2 V(\Phi) \right] \\
&\quad + \frac{-2K(\Phi)F''(\Phi) + K'(\Phi)F'(\Phi)}{3\left( F(\Phi) \right)^2 + 2F(\Phi)K(\Phi)} \left( \Phi - \mathcal{L}_N \Phi \right)^2 Q_{jk} \\
&\quad - \frac{N^2}{\sqrt{\det Q} 3\left( F'(\Phi) \right)^2 + 2F(\Phi)K(\Phi)} C(\tau, \sigma) \\
&\quad - \frac{2F'(\Phi)}{3\left( F'(\Phi) \right)^2 + 2F(\Phi)K(\Phi)} \left[ N^2 \left( K(\Phi)D^jD_k \Phi + K(\Phi) \left[ \dot{Q}_{jk} \right] \right) \Phi_{,k} - \frac{1}{2} \dot{V}'(\Phi) \right] \\
&\quad + K(\Phi)\dot{Q}_{jk} \Phi_{,k} \left[ \frac{N}{\sqrt{\det Q} \left( N\sqrt{\det Q} \right)_{jk} } - \frac{(F'(\Phi))^2 Q_{jk}}{F(\Phi) \left[ 3\left( F'(\Phi) \right)^2 + 2F(\Phi)K(\Phi) \right] } \right]
\end{align}
where \( C(\tau, \sigma) \) is now expressed as a function depending on the configuration variables and their first order time derivatives given by

\[
C = \frac{\sqrt{\text{det} \, Q} \, F(\Phi)}{4N^2} \left[ G^{-1} \right]^{\mu\nu} \left( \dot{Q}_{\mu\nu} - (\mathcal{L}_Q Q)_{\mu\nu} \right) - \sqrt{\text{det} \, Q} \, F(\Phi) \mathcal{R}^{(3)} + \frac{\sqrt{\text{det} \, Q} \, K(\Phi) Q^{\mu\nu} \phi_{,\mu} \phi_{,\nu}}{N^2} - \sqrt{\text{det} \, Q} \, F(\Phi) Q^{\mu\nu} \left( \dot{Q}_{\mu\nu} - (\mathcal{L}_Q Q)_{\mu\nu} \right) \left( \phi - \mathcal{L}_Q \phi \right)
\]

\[
+ \frac{\sqrt{\text{det} \, Q} \, K(\Phi)}{N^2} \left( \phi - \mathcal{L}_Q \phi \right)^2 + 2 \sqrt{\text{det} \, Q} \, Q^{\mu\nu} \phi_{,\mu} \phi_{,\nu} + \sqrt{\text{det} \, Q} \, V(\phi).
\]

(57)

So far we have derived the evolution equations for the gauge invariant 3-metric \( Q_{\mu\nu} \) and the scalar field \( \phi \). Notice that if we choose in the equation of motions shown in (55) and (56) \( F(\phi) = 1 \) and \( K(\phi) = \frac{1}{2} \), all terms containing \( F'(\phi) \), \( F''(\phi) \), \( K'(\phi) \) naturally vanish and the remaining terms reduce to the evolution equations of the observables for a physical system consisting of dust, gravity and a minimally coupled scalar field. In this special case the evolution equations in (55) and (56) agree with the evolution equations for the observables shown in equations (4.23) and (4.24) in [26].

### 3. Linear perturbations of STT on a general background

In this section we will use the gauge invariant variables \( (\phi, Q_{\mu\nu}) \) and their equations of motions, obtained in last section, to derive the evolution equations for their corresponding linearly perturbed variables. For this purpose, we first split the configuration variables into a background and a perturbed part

\[
\phi = \bar{\phi} + \delta \phi, \quad Q_{\mu\nu} = \bar{Q}_{\mu\nu} + \delta Q_{\mu\nu},
\]

(58)

where \( \bar{\phi} \) and \( \bar{Q}_{\mu\nu} \) denote the background variables satisfying the evolution equations shown in (55) and (56) and are thus solutions of the classical scalar–tensor equations. From now on we denote all occurring background variables with a bar. Introducing the dust as dynamically coupled observers has the consequence, that the shift vector \( N_j \) and the lapse function \( N \) are no longer arbitrary but become fixed as particular functions on the reduced phase space, spanned by \( (\bar{Q}_{\mu\nu}, P^{\mu\nu}, \phi, \Pi) \). Therefore \( N, N_j \) are not treated as independent variables and the same is

---

3. Note that the definition of the potential \( V(\phi) \) used in [26] differs by a factor of 2 and this needs to be considered in order to have an exact agreement between the equations.
true for the associated perturbations. Since we consider the perturbations of the second order evolution equations for $Q_{jk}$ and $\Phi$, the lapse function $N$ and the shift vector $N_j$ can be understood as functions of $Q_{jk}$, $\Phi$ and their associated velocities. The explicit form of their perturbations reads

$$N_j = \delta N_j + \delta N_j = -\frac{C_j}{H} + \delta N_j,$$

$$N = N + \delta N = \frac{C}{H} = \frac{N^2}{2H} \delta Q_{jk} + \frac{N}{N} \delta N_j. \tag{59}$$

Note that in principle $\delta N_j$ can be expressed in terms of $\delta Q_{jk}$ and $\delta \Phi$, but we keep $\delta N_j$ here because as proved in [26] both $\delta N_j$ and $\delta H$ are conserved quantities, while a conserved quantity is fixed at an initial time, it remains a constant during the evolution. Keeping $\delta N_j$ here helps to formulate the final evolutions equations for the linear perturbations in more compact form. Likewise we also keep the explicit expression $\delta H$ in the following for the same reason.

Since the evolution equations (55) and (56) are already very complicated, it is expected that the evolution equations for $\delta \Phi$ and $\delta Q_{jk}$ will be even more complicated. In order to express them in a concise form, we notice that there are three important common terms in equations (55) and (56), namely $C(\tau, \sigma)$ and all terms inside the last two square brackets. We introduce the following abbreviations, which agree for both equations:

$$X \equiv N^2 \left[ K(\Phi)D^jD_j \Phi + K(\Phi) \left( \frac{Q}{N} \right)_{j,k} - \frac{1}{2} V(\Phi) \right] + K(\Phi)Q_{j,k},$$

$$Y \equiv \frac{F(\Phi)}{4} \left[ G^{-1} \right]_{mn} \left( \bar{Q}_{nm} - \left( \mathcal{L}_N \bar{Q} \right)_{nm} \right) \left( \bar{Q}_{mn} - \left( \mathcal{L}_N \bar{Q} \right)_{mn} \right) - F'(\Phi)Q_{mn}$$

$$\times \left( \bar{Q}_{nm} - \left( \mathcal{L}_N \bar{Q} \right)_{nm} \right) \left( \Phi - \mathcal{L}_N \Phi \right) + \left( 2N^2 K(\Phi) + \frac{F(\Phi)}{F'(\Phi)} N^2 K'(\Phi) \right) \Phi^i \Phi_i$$

$$+ 3N^2 V(\Phi) + 5N^2 D^jD_jF(\Phi) + 3N \left( D^jN \right)D_j F(\Phi)$$

$$- N^2 F(\Phi)R(\sigma) + \frac{N}{2 \sqrt{\det Q}} H(\sigma)Q_{mn} \bar{Q}_{mn} \bar{Q}_{nm}. \tag{61}$$

The next step is to derive the equations of motions for the linear perturbations. For this purpose we use the following identities:

$$\delta \left[ \left( G^{-1} \right)_{mn} \left( \bar{Q} - \left( \mathcal{L}_N \bar{Q} \right) \right) \left( \bar{Q}_{mn} - \left( \mathcal{L}_N \bar{Q} \right)_{mn} \right) \right]$$

$$= 2 \left( \bar{Q}_{nr} - \left( \mathcal{L}_N \bar{Q} \right)_{nr} \right) \left[ \left( G^{-1} \right)^{rj}_{ns} \left( \frac{\partial}{\partial x^j} - \mathcal{L}_N \right) - \left[ \left( G^{-1} \right)^{rj}_{ns} \mathcal{L}_N \right] \left( \bar{Q}_{nm} - \left( \mathcal{L}_N \bar{Q} \right)_{nm} \right) \right]$$

$$+ \left[ \left( G^{-1} \right)^{rj}_{ns} \mathcal{L}_N \right] \left[ \bar{Q}_{nm} \mathcal{L}_N \right]_{ns} + 2 \bar{Q}_{nr} \frac{\partial}{\partial \sigma^m} \left( \bar{Q}^j \mathcal{N}^k \right) \delta Q_{jk}$$

$$- 2 \left( \bar{Q}_{nr} - \left( \mathcal{L}_N \bar{Q} \right)_{nr} \right) \left[ \left( G^{-1} \right)^{rj}_{ns} \mathcal{L}_N \right] \left( \bar{Q}_{nm} \right)_{ns} + 2 \bar{Q}_{nr} \frac{\partial}{\partial \sigma^m} \left( \bar{Q}^j \mathcal{N}^k \right) \delta N_m. \tag{62}$$
\[ \delta \left[ Q^m \left( \bar{Q}_{mn} - (\mathcal{L}_N \bar{Q})_{mn} \right) (\Phi - \mathcal{L}_N \Phi) \right] \\
= -\bar{Q}^m \bar{Q}^k \left( \bar{Q}_{mn} - (\mathcal{L}_N \bar{Q})_{mn} \right) \left( \Phi - \mathcal{L}_N \bar{\Phi} \right) + \bar{Q}^k \left( \Phi - \mathcal{L}_N \bar{\Phi} \right) \left( \frac{\partial}{\partial \tau} - \mathcal{L}_N \right) \\
- \bar{Q}^m \left( \mathcal{L}_N^{ij} \bar{Q}_m \right) - \bar{Q}^m \left[ \mathcal{L}_N^{ij} \bar{Q}_m \right]_\alpha - \bar{Q}^m \frac{\partial}{\partial \tau} \left( \mathcal{L}_N^{ij} \bar{Q}_m \right) - \bar{Q}^m \frac{\partial}{\partial \tau} \left( \mathcal{L}_N^{ij} \bar{Q}_m \right) \\
+ \bar{Q}^m \left[ \mathcal{L}_N^{ij} \bar{Q}_m \right] \left( \bar{Q}_{mn} - (\mathcal{L}_N \bar{Q})_{mn} \right) \delta Q_{jk} \\
+ \left[ -\bar{Q}^k \left( \Phi - \mathcal{L}_N \bar{\Phi} \right) \left[ \mathcal{Q}^m \left[ \mathcal{Q}_{jk} \right] + \mathcal{Q}^m \frac{\partial}{\partial \tau} \left( \mathcal{Q}^{mk} \right) + \mathcal{Q}^m \frac{\partial}{\partial \tau} \left( \mathcal{Q}^{mk} \right) \right] \\
- \mathcal{Q}^j k \left[ \mathcal{Q}^{mn} \bar{Q}_m \right] \left( \mathcal{Q}_{jk} - (\mathcal{L}_N \bar{Q})_{jk} \right) \delta N_{jm} \\
+ \left[ \mathcal{Q}^m \left( \bar{Q}_{mn} - (\mathcal{L}_N \bar{Q})_{mn} \right) \left( \frac{\partial}{\partial \tau} - \mathcal{L}_N \right) \right] \delta \Phi. \tag{63} \]

\[ \delta \left[ D_j D_k F(\Phi) \right] = \left[ -\left( \bar{D}_h F(\bar{\Phi}) \right) \bar{D}_j D_k \bar{Q}^m \right] \delta Q_{jm} + \left[ \frac{1}{2} \left( \bar{D}_h F(\bar{\Phi}) \right) \bar{D}_m \bar{Q}^m \right] \delta Q_{jk} \\
+ \left[ \bar{D}_j \bar{D}_k F(\bar{\Phi}) \right] \delta \Phi. \tag{64} \]

\[ \delta \left[ N Q^k (D_j N) \bar{D}_k F(\Phi) \right] \\
= \left[ \frac{1}{2} \bar{Q}^m \left( \bar{D}_h F(\bar{\Phi}) \right) \bar{D}_m \left( N^j N^k \right) - \frac{1}{2} \bar{Q}^m \bar{Q}^k \left( \bar{D}_h F(\bar{\Phi}) \right) \right] \delta Q_{jk} \\
+ \left[ \bar{Q}^j k \left( \bar{D}_h F(\bar{\Phi}) \right) \bar{D}_j N^m \right] \delta N_{jm} + \left[ \frac{1}{2} \left( \bar{D}_h N^m \right) \bar{Q}^j k \bar{D}_k F(\bar{\Phi}) \right] \delta \Phi, \tag{65} \]

\[ \delta \left( -\frac{N}{\sqrt{\det HH_{jkmn} N^m N^n}} \right) \\
= \left[ \frac{1}{2} \frac{N}{\sqrt{\det \bar{Q}}} \left( \bar{Q}^m + \frac{N^m N^n}{N^2} \right) \Pi \mathcal{G}_{jkr \ell s} N^j N^s \right] \\
+ \frac{1}{2} \frac{N}{\sqrt{\det \bar{Q}}} \Pi N^m N^n \bar{Q}_{jk} + 2 \frac{N}{\sqrt{\det \bar{Q}}} \Pi \mathcal{G}_{jkr \ell s} N^m N^n \bar{Q}_{jkr \ell s} \right] \delta Q_{mn} \\
+ \left[ \frac{2}{\sqrt{\det \bar{Q}}} \Pi N^m N^n \bar{Q}_{jkr \ell s} G_{ij \ell s} \right] \delta Q_{jm} + \left[ -\frac{1}{2} \frac{N}{\sqrt{\det \bar{Q}}} \Pi N^m N^n \bar{Q}_{mn} \right] \delta Q_{jk} \\
+ \left[ -\frac{N}{\sqrt{\det \bar{Q}}} \bar{G}_{jkr \ell s} N^m N^n \right] \delta N_{jm} \\
+ \left[ -\frac{N}{\sqrt{\det \bar{Q}}} \bar{G}_{jkr \ell s} N^m N^n \right] \delta H, \tag{66} \]
where the derivatives inside the square bracket act on all terms including the perturbed variables to its right side, while derivatives surrounded by the round bracket like \((\mathcal{D}, \mathcal{D}, \ldots)\) act only on the elements inside it. With these identities, the perturbation of the expression \(X\) in (60) can be expressed as

\[
\delta X = \left[ \mathcal{N}^2 \left[ \left( \mathcal{D}^i \mathcal{D}^j \right) \mathcal{K}(\Phi) + K(\Phi) \mathcal{D}^i \mathcal{D}^j + \left( \mathcal{O}^{jk} \right)_{ij} \mathcal{K}(\Phi) \right] \right. \\
+ K(\Phi) \left( \mathcal{O}^{mn} \right)_{,n} \frac{\partial}{\partial \mathcal{O}^{mn}} - \frac{1}{2} V(\Phi) \left[ \mathcal{N} \sqrt{\det \mathcal{O}} \right]_{,j} \\
+ K(\Phi) \left[ \frac{\mathcal{N}}{\sqrt{\det \mathcal{O}}} \left( \mathcal{N} \sqrt{\det \mathcal{O}} \right)_{,j} \right] \left[ \mathcal{O}^{jk} \frac{\partial}{\partial \mathcal{O}^{jk}} \right] \delta \Phi \\
+ \left[ \mathcal{N}^2 \left[ K(\Phi) \mathcal{D}^i \mathcal{D}^j \mathcal{K}(\Phi) + K(\Phi) \left( \mathcal{O}^{mn} \right)_{,m} - \frac{1}{2} V(\Phi) \right] \right. \\
+ \left[ \frac{\mathcal{N}}{\sqrt{\det \mathcal{O}}} \left( \mathcal{N} \sqrt{\det \mathcal{O}} \right)_{,j} \right] \left[ \mathcal{O}^{jk} \frac{\partial}{\partial \mathcal{O}^{jk}} \right] \delta \Phi \\
+ \left[ 2 \mathcal{N}^m \left[ K(\Phi) \mathcal{D}^i \mathcal{D}^j \mathcal{K}(\Phi) + K(\Phi) \left( \mathcal{O}^{mn} \right)_{,m} - \frac{1}{2} V(\Phi) \right] \right. \\
+ \left[ \frac{\mathcal{N}}{\sqrt{\det \mathcal{O}}} \left( \mathcal{N} \sqrt{\det \mathcal{O}} \right)_{,j} \right] \left[ \mathcal{O}^{jk} \frac{\partial}{\partial \mathcal{O}^{jk}} \right] \delta \Phi \\
+ \left[ \frac{\mathcal{N}}{\sqrt{\det \mathcal{O}}} \left( \mathcal{N} \sqrt{\det \mathcal{O}} \right)_{,j} \right] \frac{\partial}{\partial \mathcal{O}^{jk}} \delta \mathcal{N}_{,m} \right].
\]

and the perturbation of the expression \(Y\) in (61) yields

\[
\delta Y = \left[ \frac{F(\Phi)}{4} \left[ \mathcal{O}^{mn} \right]^{mn} \left( \mathcal{O}^{mn} - \left( \mathcal{L}_{\Phi} \mathcal{O} \right)_{,m} \right) \left( \mathcal{O}^{mn} - \left( \mathcal{L}_{\Phi} \mathcal{O} \right)_{,n} \right) \right. \\
- F(\Phi) \left( \mathcal{O}^{mn} \right) \left( \mathcal{O}^{mn} - \left( \mathcal{L}_{\Phi} \mathcal{O} \right)_{,m} \right) \left( \mathcal{O}^{mn} - \left( \mathcal{L}_{\Phi} \mathcal{O} \right)_{,n} \right) \left( \frac{\partial}{\partial \mathcal{O}} - \mathcal{L} \right) + \left( \frac{\partial}{\partial \mathcal{O}} - \mathcal{L} \right) \right.
\]
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\[ + N^2 \mathcal{O}^{mn} \mathcal{O}_{mn} \left( 2N^2 K(\mathcal{V}) + \frac{N^2 F(\mathcal{V})}{F(\mathcal{V})} K'(\mathcal{V}) \right) \]
\[ + 2 \left( 2K(\mathcal{V}) + \frac{F(\mathcal{V})}{F(\mathcal{V})} K'(\mathcal{V}) \right) \mathcal{O}^{mn} \mathcal{O}_{mn} \frac{\partial}{\partial \sigma^m} + 3N^2 V'(\mathcal{V}) + 5N^2 \mathcal{O}^3 F'(\mathcal{V}) \]
\[ + 3N(\mathcal{O}^3 F')_\mathcal{V} - N^2 (\mathcal{V}^{(3)} F')_\mathcal{V} \delta \mathcal{O} \]
\[ + \left[ \frac{F(\mathcal{V})}{2} \left( \mathcal{O}_{\mathcal{V}} - (\mathcal{L}_\mathcal{V} \mathcal{O})_{\mathcal{V}n} \right) \right] \left[ \mathcal{G}^{-1} \right] \left[ \mathcal{O}^{mn} \mathcal{O}_{mn} \left( \mathcal{O}_{\mathcal{V}} - \mathcal{L}_\mathcal{V} \mathcal{O} \right) \right] \]
\[ + \left[ \mathcal{G}^{-1} \right] \mathcal{O}^{mn} \mathcal{O}_{mn} \left[ \mathcal{O}_{\mathcal{V}}, \mathcal{V} \right] \left( \frac{\partial}{\partial \sigma^m} \mathcal{O}^{(3)} \right) \]
\[ - F'(\mathcal{V}) \left( \mathcal{O}^{mn} \mathcal{O}_{mn} \left( \mathcal{O}_{\mathcal{V}}, \mathcal{V} \right) \right) \left( \mathcal{O} - \mathcal{L}_\mathcal{V} \mathcal{O} \right) + \mathcal{O}^{mn} \left( \mathcal{O} - \mathcal{L}_\mathcal{V} \mathcal{O} \right) \left( \frac{\partial}{\partial \sigma^m} \mathcal{O}^{(3)} \right) \]
\[ - \mathcal{O}^{mn} \left( \mathcal{O} - \mathcal{L}_\mathcal{V} \mathcal{O} \right) \left( \mathcal{O}_{\mathcal{V}}, \mathcal{V} \right) \left( \frac{\partial}{\partial \sigma^m} \mathcal{O}^{(3)} \right) \]
\[ - N^2 \mathcal{O}^{mn} \mathcal{O}_{mn} \left( 2K(\mathcal{V}) + \frac{F(\mathcal{V})}{F(\mathcal{V})} K'(\mathcal{V}) \right) \mathcal{O}^{mn} \mathcal{O}_{mn} \frac{\partial}{\partial \sigma^m} \mathcal{O}^{(3)} \]
\[ + 3N \mathcal{O}^{mn} (\mathcal{V}^{(3)} F')_\mathcal{V} - 5N^2 \mathcal{O}^3 F'(\mathcal{V}) \]
\[ + \frac{1}{2} \mathcal{F}(\mathcal{V}) \mathcal{O}^{mn} \mathcal{O}_{mn} \left[ - \frac{1}{2} \frac{N^2}{\sqrt{\det \mathcal{O}}} \left( \mathcal{O}^{mn} + \frac{N^2 \mathcal{O}^{mn}}{N^2} \right) \right] \]
\[ + \frac{1}{2} \mathcal{F}(\mathcal{V}) \mathcal{O}^{mn} \mathcal{O}_{mn} \left[ - \frac{1}{2} \frac{N^2}{\sqrt{\det \mathcal{O}}} \mathcal{H}(\mathcal{V}) \mathcal{O}^{mn} \mathcal{O}_{mn} \right] \delta \mathcal{O}^{mn} \]
\[ + \frac{1}{2} \mathcal{F}(\mathcal{V}) \mathcal{O}^{mn} \mathcal{O}_{mn} \left[ - \frac{1}{2} \frac{N^2}{\sqrt{\det \mathcal{O}}} \mathcal{H}(\mathcal{V}) \mathcal{O}^{mn} \mathcal{O}_{mn} \right] \delta \mathcal{O}^{mn} \]
\[ + \left[ \frac{F(\mathcal{V})}{2} \left( \mathcal{O}_{\mathcal{V}} - (\mathcal{L}_\mathcal{V} \mathcal{O})_{\mathcal{V}n} \right) \right] \left[ \mathcal{G}^{-1} \right] \left[ \mathcal{O}^{mn} \mathcal{O}_{mn} \left( \mathcal{O}_{\mathcal{V}} - \mathcal{L}_\mathcal{V} \mathcal{O} \right) \right] \]
\[ + \left[ \mathcal{G}^{-1} \right] \mathcal{O}^{mn} \mathcal{O}_{mn} \left[ \mathcal{O}_{\mathcal{V}}, \mathcal{V} \right] \left( \frac{\partial}{\partial \sigma^m} \mathcal{O}^{(3)} \right) \]
\[ - F'(\mathcal{V}) \left( \mathcal{O}^{mn} \mathcal{O}_{mn} \left( \mathcal{O}_{\mathcal{V}}, \mathcal{V} \right) \right) \left( \mathcal{O} - \mathcal{L}_\mathcal{V} \mathcal{O} \right) + \mathcal{O}^{mn} \left( \mathcal{O} - \mathcal{L}_\mathcal{V} \mathcal{O} \right) \left( \frac{\partial}{\partial \sigma^m} \mathcal{O}^{(3)} \right) \]
\[ - \mathcal{O}^{mn} \left( \mathcal{O} - \mathcal{L}_\mathcal{V} \mathcal{O} \right) \left( \mathcal{O}_{\mathcal{V}}, \mathcal{V} \right) \left( \frac{\partial}{\partial \sigma^m} \mathcal{O}^{(3)} \right) \]
\[ + 2N^2 \left( 2K(\mathcal{V}) + \frac{F(\mathcal{V})}{F(\mathcal{V})} K'(\mathcal{V}) \right) \mathcal{O}^{mn} \mathcal{O}_{mn} + 6V(\mathcal{V}) \mathcal{O}^m \]
Furthermore, we will need the perturbation of $\tau \sigma$ that is given by

$$
\delta C = \left[ \frac{1}{4} \right] \sqrt{\frac{\delta}{N^2}} F(\bar{g}) \left[ \mathcal{G}^{-1} \right] \left( \bar{\sigma}_{\mu} \right) \left( \bar{\sigma}_{\mu} \right) + \left( \left( \mathcal{L}_{\mathcal{G}} \bar{\sigma}_{\mu} \right) \right) + \left( \frac{\partial}{\partial \sigma} \right)
$$

Furthermore, we will need the perturbation of $C(\tau, \sigma)$ that is given by

$$
\delta C = \left[ \frac{1}{4} \right] \sqrt{\frac{\delta}{N^2}} F(\bar{g}) \left[ \mathcal{G}^{-1} \right] \left( \bar{\sigma}_{\mu} \right) \left( \bar{\sigma}_{\mu} \right) + \left( \left( \mathcal{L}_{\mathcal{G}} \bar{\sigma}_{\mu} \right) \right) + \left( \frac{\partial}{\partial \sigma} \right)
$$
\[ + \frac{\sqrt{\det \mathcal{O}}}{{N^2}} K(\mathcal{F}) \left( \mathcal{F} - \mathcal{L}_N \mathcal{F} \right) \left[ \mathcal{O}_{mn} \mathcal{F}_n \right] + 2 \left[ \frac{1}{2} \sqrt{\det \mathcal{O}} \mathcal{O}^{jk} (\mathcal{D}_n F(\mathcal{F})) \mathcal{D}_m \mathcal{O}_{mn} \right] \\
- \sqrt{\det \mathcal{O}} \mathcal{O}^{jm} (\mathcal{D}_n F(\mathcal{F})) \mathcal{D}_m \mathcal{O}^{in} - \mathcal{O}^{mj} \mathcal{O}^{in} \sqrt{\det \mathcal{O}} \left( \mathcal{D}_n \mathcal{D}_m F(\mathcal{F}) \right) \right] \delta Q_{jk} \\
+ \left[ -2 \frac{\sqrt{\det \mathcal{O}} F(\mathcal{F})}{N^2} \left( \mathcal{O}_{rs} - \left( \mathcal{L}_N \mathcal{O} \right)_{rs} \right) \left( \mathcal{F} - \mathcal{L}_N \mathcal{F} \right) \right] \\
- \frac{\sqrt{\det \mathcal{O}} F(\mathcal{F})}{N^2} \left( \mathcal{O}_{rs} - \left( \mathcal{L}_N \mathcal{O} \right)_{rs} \right) \left[ \mathcal{O}_{jr} \mathcal{O}_{jm} \right] + 2 \mathcal{O}_{jr} \frac{\partial}{\partial \sigma^k} (\mathcal{O}^{jr}) \\
+ \mathcal{O}_{jr} \frac{\partial}{\partial \sigma^k} (\mathcal{O}^{jr}) + \mathcal{O}_{jm} \frac{\partial}{\partial \sigma^k} (\mathcal{O}^{jm}) \right] \\
- \mathcal{O}^{jk} \left( \mathcal{O}_{jr} - \left( \mathcal{L}_N \mathcal{O} \right)_{jr} \right) \left[ \mathcal{O}_{mn} \mathcal{F}_n \right] \\
+ 2 \frac{\sqrt{\det \mathcal{O}} K(\mathcal{F}) \left( \mathcal{F} - \mathcal{L}_N \mathcal{F} \right) \left[ -\mathcal{O}_{mn} \mathcal{F}_n \right] \right] \delta N_m. \] (69)

With the above formulas, we have all intermediate results available in order to derive the evolution equations for the linear perturbations \( \delta \Phi \) and \( \delta Q_{jk} \). We will start to discuss the case for \( \delta \Phi \). First we write the evolution equation for \( \delta \Phi \) in the following form

\[ \delta \Phi = A \delta \Phi + B^{jk} \delta Q_{jk} + C^{nm} \delta N_m + D \delta H. \]

This is always possible with appropriate choices for the coefficients \( A, B^{jk}, C^{nm} \) and \( D \). Using the explicit form of the coefficients \( A, B^{jk}, C^{nm}, D \) in the above equation we obtain

\[ \delta \Phi = \begin{bmatrix} \frac{N}{N} \frac{\sqrt{\det \mathcal{O}}}{\sqrt{\det \mathcal{O}}} \left( \mathcal{L}_N \left( \frac{\sqrt{\det \mathcal{O}}}{N} \right) \right) \left( \frac{\partial}{\partial \tau} - \mathcal{L}_N \right) \\
\end{bmatrix} \]

\[ + \left[ \mathcal{L}_N \left( \frac{\partial}{\partial \tau} - \mathcal{L}_N \right) \right] \]

\[ - \left[ \frac{3F' (\mathcal{F}) F'' (\mathcal{F}) + 2F (\mathcal{F}) K' (\mathcal{F})}{3 (F' (\mathcal{F}))^2} \right] \left( \mathcal{F} - \mathcal{L}_N \mathcal{F} \right)^2 \]
\[-2 \left( \frac{3F'(\Phi)F''(\Phi) + F(\Phi)K'(\Phi)}{3(F'(\Phi))^2 + 2F(\Phi)K(\Phi)} \right) \left( \Phi - \mathcal{L}_\Phi \Phi \right) \left( \frac{\partial}{\partial \tau} - \mathcal{L}_\tau \right) \]

\[-\frac{3N^2}{2\sqrt{\det \Omega}} \left( \frac{F'(\Phi)}{3(F'(\Phi))^2 + 2F(\Phi)K(\Phi)} \right) \mathcal{C}(\tau, \sigma) \]

\[+ \left( \frac{2F(\Phi)}{3(F'(\Phi))^2 + 2F(\Phi)K(\Phi)} \right) \mathcal{X} + \left( \frac{F'(\Phi)}{3(F'(\Phi))^2 + 2F(\Phi)K(\Phi)} \right) \gamma^\flat \delta \Phi \]

\[+ \left( \Phi - \mathcal{L}_\Phi \Phi \right) \left[ -\frac{1}{2} \left( \frac{\partial}{\partial \tau} - \mathcal{L}_\tau \right) (\Omega^{jk} + \frac{N_j^{\flat} N^k}{N^2}) - \frac{N}{\sqrt{\det \Omega}} \frac{\partial}{\partial \sigma^m} \left( \sqrt{\det \Omega} \Omega^{jm} \Omega^{kn} \right) \right] \]

\[+ \left( \frac{\Omega^{jm} \Omega^{kn} \Phi - \mathcal{L}_\Phi \Phi \right) \left[ \frac{\Omega^{jk}}{2} \mathcal{X} \right] \delta \Omega_{jk} \]

\[-2 \left( \frac{F'(\Phi)F''(\Phi) + F(\Phi)K'(\Phi)}{3(F'(\Phi))^2 + 2F(\Phi)K(\Phi)} \right) \left( \Phi - \mathcal{L}_\Phi \Phi \right) \left[ \mathcal{X}^\flat \mathcal{X}^\flat \mathcal{X} \right] \]

\[+ \left( \frac{F'(\Phi)}{2\sqrt{\det \Omega}} \left( \frac{N_j^{\flat} N^k}{N^2} + \frac{N}{\sqrt{\det \Omega}} \frac{\partial}{\partial \sigma^m} \left( \sqrt{\det \Omega} \Omega^{mk} \right) \right) \right] \mathcal{C}(\tau, \sigma) \delta \Omega_{jk} \]

\[+ \left( \frac{\Omega^{jm} \Phi - \mathcal{L}_\Phi \Phi \right) \left[ \frac{\Omega^{jk}}{2} \mathcal{X} \right] \delta \Omega_{mk} \]

\[+ \left( \frac{\Omega^{jm} \Phi - \mathcal{L}_\Phi \Phi \right) \left[ \frac{\Omega^{jk}}{2} \mathcal{X} \right] \delta \Omega_{mk} \]

\[+ \left( \frac{3F'(\Phi)F''(\Phi) + F(\Phi)K'(\Phi)}{3(F'(\Phi))^2 + 2F(\Phi)K(\Phi)} \right) \left( \Phi - \mathcal{L}_\Phi \Phi \right) \left[ \mathcal{X}^\flat \mathcal{X}^\flat \mathcal{X} \right] \delta \Omega_{mn} \]

\[-\frac{3N^m}{\sqrt{\det \Omega}} \left( \frac{F'(\Phi)}{3(F'(\Phi))^2 + 2F(\Phi)K(\Phi)} \right) \mathcal{C}(\tau, \sigma) \delta \Omega_{mn} \]
Notice that we did not write down the explicit expressions of \( \delta C \), \( \delta X \) and \( \delta Y \) here in order to show the final equation of motion in more compact form. Now we consider the evolution equations for the linear perturbation \( \delta Q_{jk} \). Analogue to the case of \( \delta \Phi \) we can also formulate the final evolution equations in the following form:

\[
\delta \ddot{Q}_{jk} = \sum_{\alpha} U_{jk}^{\alpha} \delta \Phi + V \delta Q_{jk} + W_{jm}^{mn} \delta Q_{mn} + X_{jk}^{mn} \delta Q_{qm} + Y_{jk}^{mn} \delta N_{m} + Z_{jk} \delta H.
\]

with appropriate choices for the coefficients \( U_{jk}, V, W_{jm}^{mn}, X_{jk}^{mn}, Y_{jk}^{mn} \) and \( Z \). Using the explicit form of these coefficients the final evolution equation is given by

\[
\delta \ddot{Q}_{jk} = \left[ 2N^2 \mathcal{F}_{jk} \frac{F'(\mathcal{F})}{F(\mathcal{F})} \right] + 4N^2 \frac{K(\mathcal{F})}{F(\mathcal{F})} \mathcal{F}_{jk} \frac{\partial}{\partial \alpha_k} \\
- \left( \mathcal{F}_{jk} - \left( \mathcal{L}_{N} \mathcal{F} \right)_{jk} \right) \\
\times \left( \mathcal{F} - \mathcal{L}_{N} \mathcal{F} \right) \frac{F'(\mathcal{F})}{F(\mathcal{F})} - \frac{F'(\mathcal{F})}{F(\mathcal{F})} \left( \mathcal{F}_{jk} - \left( \mathcal{L}_{N} \mathcal{F} \right)_{jk} \right) \left( \frac{\partial}{\partial \tau} - \mathcal{L}_{N} \right) \\
- 2N^2 \frac{F'(\mathcal{F})}{F(\mathcal{F})^2} \left( \nabla \nabla_{jk} F(\mathcal{F}) \right) \\
+ 2N^2 \frac{F'(\mathcal{F})}{F(\mathcal{F})} \left( \nabla \nabla_{jk} F(\mathcal{F}) \right) \\
+ \frac{N^2 F'(\mathcal{F})}{\sqrt{\det \mathcal{F}} F^2(\mathcal{F})} H(\sigma) \mathcal{G}_{jkmn} \mathcal{N}^m \mathcal{N}^n \\
- \mathcal{G}_{jk} \frac{F'(\mathcal{F})}{F(\mathcal{F})} \left[ N \left( \nabla \nabla \mathcal{N} \right) \nabla \mathcal{N} F(\mathcal{F}) + N^3 \left( \nabla' \nabla \mathcal{N} F(\mathcal{F}) \right) + \nabla^2 \nabla' \nabla' F(\mathcal{F}) \right] \\
+ \nabla^2 F(\mathcal{F}) \right] + \nabla_{jk} \left[ N \left( \nabla \nabla' \mathcal{N} \right) \nabla' \mathcal{N} F(\mathcal{F}) + N^3 \left( \nabla' \nabla' \mathcal{N} F(\mathcal{F}) \right) + \nabla^2 \nabla' \mathcal{N} F(\mathcal{F}) \right] \\
+ \nabla^2 F(\mathcal{F}) \right] + \nabla_{jk} \left[ N \left( \nabla \nabla' \mathcal{N} \right) \nabla' \mathcal{N} F(\mathcal{F}) + N^3 \left( \nabla' \nabla' \mathcal{N} F(\mathcal{F}) \right) + \nabla^2 \nabla' \mathcal{N} F(\mathcal{F}) \right] \\
+ \left( -2 \frac{K(\mathcal{F}) F'(\mathcal{F}) + K'(\mathcal{F}) F'(\mathcal{F})}{3 \left( F'(\mathcal{F}) \right)^2 + 2 F(\mathcal{F}) K(\mathcal{F})} \right) \left( \mathcal{F} - \mathcal{L}_{N} \mathcal{F} \right)^2 \mathcal{G}_{jk} \\
+ 2 \mathcal{G}_{jk} \left( -2 \frac{K(\mathcal{F}) F'(\mathcal{F}) + K'(\mathcal{F}) F'(\mathcal{F})}{3 \left( F'(\mathcal{F}) \right)^2 + 2 F(\mathcal{F}) K(\mathcal{F})} \right) \left( \mathcal{F} - \mathcal{L}_{N} \mathcal{F} \right) \left( \frac{\partial}{\partial \tau} - \mathcal{L}_{N} \right)
\[- \frac{N^2}{\sqrt{\text{det } Q}} \bar{Q}_{jk} \left( \frac{K(\Phi)}{3 \left( F'(\Phi) \right)^2 + 2F(\Phi)K(\Phi)} \right) \overline{C}(\tau, \sigma) \]

\times \left\{ \frac{F'(\Phi)}{3 \left( F'(\Phi) \right)^2 + 2F(\Phi)K(\Phi)} \right\} \bar{X} - \bar{Q}_{jk} \left( \frac{\left( F'(\Phi) \right)^2}{F(\Phi) \left[ 3 \left( F'(\Phi) \right)^2 + 2F(\Phi)K(\Phi) \right]} \right) \bar{Y} \delta \phi \]

\[= \left[ \frac{\bar{N}}{\bar{N}} - \frac{\left( \sqrt{\text{det } \bar{Q}} \right)}{\sqrt{\text{det } \bar{Q}}} + \frac{\bar{N}}{\sqrt{\text{det } \bar{Q}}} \left( \bar{L}_\pi \left( \sqrt{\text{det } \bar{Q}} \right) \right) \right] \]

\[\times \left( \frac{\partial}{\partial \tau} - \bar{L}_\pi \right) - 2N^2 \left[ - \frac{1}{2} \bar{D}_m \bar{D}_n \bar{Q}^{mn} \right] + \left[ \bar{N} (\bar{D}_n \bar{N}) \bar{D}_n \bar{Q}^{mn} \right] + \left[ \bar{L}_\pi \left( \frac{\partial}{\partial \tau} - \bar{L}_\pi \right) + \frac{\partial}{\partial \tau} \bar{L}_\pi \right] \]

\[- \frac{F'(\Phi)}{F(\Phi)} (\Phi - \bar{L}_\pi \bar{\Phi}) \left( \frac{\partial}{\partial \tau} - \bar{L}_\pi \right) \]

\[+ \left[ \frac{2N^2}{F(\Phi)} \left[ \frac{1}{2} (\bar{D}_n F(\Phi)) \bar{D}_m \bar{Q}^{mn} \right] + \left[ \frac{1}{2} \frac{N}{F(\Phi) \sqrt{\text{det } \bar{Q}}} \bar{R} \bar{N}^m \bar{N}^n \bar{Q}^{mn} \right] \]

\[+ \frac{1}{F(\Phi)} \left[ \bar{N} \left( \bar{D}_n \bar{N} \right) \left( \bar{D}_m F(\Phi) \right) + N^2 \left( \bar{D}_n \bar{D}_m F(\Phi) \right) + N^2 V(\Phi) \right] \]

\[+ \left[ \frac{-2K(\Phi)F''(\Phi) + K'(\Phi)F'(\Phi)}{3 \left( F'(\Phi) \right)^2 + 2F(\Phi)K(\Phi)} \right] \left( \Phi - \bar{L}_\pi \bar{\Phi} \right)^2 \]

\[- \frac{N^2}{\sqrt{\text{det } \bar{Q}}} \left( \frac{K(\Phi)}{3 \left( F'(\Phi) \right)^2 + 2F(\Phi)K(\Phi)} \right) \overline{C}(\tau, \sigma) \]

\[-2 \left( \frac{F'(\Phi)}{3 \left( F'(\Phi) \right)^2 + 2F(\Phi)K(\Phi)} \right) \bar{X} \]

\[\left( \frac{\left( F'(\Phi) \right)^2}{F(\Phi) \left[ 3 \left( F'(\Phi) \right)^2 + 2F(\Phi)K(\Phi) \right]} \right) \bar{Y} \delta Q_{jk} \]
\[
\begin{aligned}
&+ \left[ \left( \overline{\mathcal{G}}_{jk} - (\mathcal{L}_N \overline{\mathcal{G}})_{jk} \right) \left[ \frac{1}{2} \left( \frac{\partial}{\partial \sigma} - \mathcal{L}_N \right) \left( \mathcal{O}^{\text{ms}} + \frac{\mathcal{N}^m \mathcal{N}^n}{N^2} \right) \right] \\
&- \frac{\mathcal{N}}{\sqrt{\det \overline{\mathcal{O}}} \frac{\partial}{\partial \sigma}} \left[ \sqrt{\det \overline{\mathcal{O}}} \frac{\partial}{\partial \sigma} \right] \left( \overline{\mathcal{G}}^{\text{ms}} \mathcal{N}^n \right) \\
&+ \left[ \frac{\mathcal{N}}{\sqrt{\det \overline{\mathcal{O}}} \frac{\partial}{\partial \sigma}} \left( \mathcal{L}_N \mathcal{O}^{\text{ms}} \mathcal{N}^n \right) \right] \\
&\times \left\{ - \mathcal{O}^{\text{ms}} \mathcal{N}^n \left( \overline{\mathcal{G}}_{jk} \right)_{,r} - \mathcal{O}_{\nu} \frac{\partial}{\partial \sigma^l} \left( \mathcal{O}^{\text{ms}} \mathcal{N}^n \right) \\
&- \mathcal{O}_{\nu} \frac{\partial}{\partial \sigma^l} \left( \mathcal{O}^{\text{ms}} \mathcal{N}^n \right) \right\} \left[ - \mathcal{O}^{\text{ms}} \mathcal{N}^n \left( \overline{\mathcal{G}}_{jk} \right)_{,r} - \mathcal{O}_{\nu} \frac{\partial}{\partial \sigma^l} \left( \mathcal{O}^{\text{ms}} \mathcal{N}^n \right) \\
&+ \left( -2 \mathcal{O}^{\text{ms}} \right) \left( \overline{\mathcal{G}}_{l(k} - (\mathcal{L}_N \overline{\mathcal{G}})_{l(k} \right) \left( \mathcal{O}^{\text{ms}} \mathcal{N}^n \left( \overline{\mathcal{G}}_{jk} \right)_{,r} \\
&- \mathcal{O}_{\nu} \frac{\partial}{\partial \sigma^l} \left( \mathcal{O}^{\text{ms}} \mathcal{N}^n \right) \right) \left( \overline{\mathcal{G}}_{jk} - (\mathcal{L}_N \overline{\mathcal{G}})_{jk} \right) \right]\end{aligned}
\]
\begin{align*}
&+ \left[ \frac{1}{2} \frac{\mathcal{N}}{F(\mathcal{F})\sqrt{\det \mathcal{Q}}} \left( \mathcal{Q}^{nm} + \frac{\mathcal{N}^m \mathcal{N}^n}{\mathcal{N}^2} \right) \mathcal{H} \mathcal{G}_{jkrs} \mathcal{N}^m \mathcal{N}^n \mathcal{Q}_{rs} + \frac{1}{2} \frac{\mathcal{N}}{F(\mathcal{F})\sqrt{\det \mathcal{Q}}} \mathcal{H} \mathcal{N}^m \mathcal{N}^n \mathcal{Q}_{jk} \right] \\
&+ \frac{2}{F(\mathcal{F})\sqrt{\det \mathcal{Q}}} \mathcal{H} \mathcal{G}_{jkrs} \mathcal{N}^m \mathcal{N}^n \mathcal{Q}_{rs} + \frac{\mathcal{Q}_{jk}}{F(\mathcal{F})} \left[ -\frac{1}{2} \mathcal{Q}^{nm} \left( \mathcal{D}_j F(\mathcal{F}) \right) \mathcal{D}_k \mathcal{Q}^{mn} \right] \\
&- \frac{1}{2} \mathcal{Q}^{nm} \left( \mathcal{D}_j \mathcal{N}^2 \right) \left( \mathcal{D}_k F(\mathcal{F}) \right) - \mathcal{N}^m \mathcal{N}^n \mathcal{Q}^{rs} \mathcal{D}_j \mathcal{D}_k F(\mathcal{F}) + \frac{1}{2} \mathcal{N}^2 \mathcal{Q}^{nm} \left( \mathcal{D}_j F(\mathcal{F}) \right) \mathcal{D}_k \mathcal{Q}^{rs} \\
&- \mathcal{N}^2 \mathcal{Q}^{nr} \left( \mathcal{D}_j F(\mathcal{F}) \right) \mathcal{D}_k \mathcal{Q}^{rn} - \mathcal{Q}^{nr} \mathcal{N}^2 \mathcal{D}_j \mathcal{D}_k F(\mathcal{F}) - \mathcal{N}^m \mathcal{N}^n \mathcal{V}(\mathcal{F}) \right] \\
&+ 2\mathcal{G}_{jk} \left( -2K(\mathcal{F}) F^s(\mathcal{F}) + K'(\mathcal{F}) F^s(\mathcal{F}) \right) \left[ \mathcal{F} - L_{\mathcal{F}} \mathcal{F} \right] \mathcal{Q}_{mn} \\
&+ \left[ \frac{\mathcal{Q}^{nm} \left( \mathcal{D}_n \mathcal{G}_{jk} \right)}{3(\mathcal{F}'(\mathcal{F}))^2 + 2F(\mathcal{F})K(\mathcal{F})} \left[ \frac{1}{\sqrt{\det \mathcal{Q}}} \left( \mathcal{Q}^{mn} + \frac{\mathcal{N}^m \mathcal{N}^n}{\mathcal{N}^2} \right) \mathcal{C}(\tau, \sigma) \right] \delta Q_{mn} \\
&+ \left[ \left( \mathcal{G}_{jk} - \left( L_{\mathcal{F}} \mathcal{G}_{jk} \right) \right) \left( \frac{\partial}{\partial \tau} - L_{\mathcal{F}} \right) \frac{\mathcal{N}^m}{\mathcal{N}^2} \right] \right) \\
&+ \left[ \left( \mathcal{G}_{jk} - \left( L_{\mathcal{F}} \mathcal{G}_{jk} \right) \right) \frac{\mathcal{N}}{\sqrt{\det \mathcal{Q}}} \frac{\partial}{\partial \sigma^n} \left( \sqrt{\det \mathcal{Q}} \mathcal{Q}^{nm} \right) \right] \\
&+ \left[ \frac{\mathcal{N}}{\sqrt{\det \mathcal{Q}}} + \frac{\mathcal{N}}{\sqrt{\det \mathcal{Q}}} \left( L_{\mathcal{F}} \left( \frac{\sqrt{\det \mathcal{Q}}}{\mathcal{N}} \right) \right) \right] \\
&\times \left[ -\mathcal{Q}^{nr} \left( \mathcal{G}_{jk} \right)_r - \mathcal{Q}_{kn} \frac{\partial}{\partial \sigma^j} \left( \mathcal{Q}^{nr} \right) - \mathcal{Q}_{jk} \frac{\partial}{\partial \sigma^r} \left( \mathcal{Q}^{nr} \right) \right] \\
&+ \left[ \left( -2\mathcal{Q}^{nm} \left( \mathcal{G}_{jk} \right) _{r} - \left( L_{\mathcal{F}} \mathcal{G}_{jk} \right) _{r} \right) \right] \left( \mathcal{Q}^{rn} \left( \mathcal{G}_{jk} \right) _{s} + \mathcal{Q}_{nm} \frac{\partial}{\partial \sigma^j} \left( \mathcal{Q}^{rn} \right) + \mathcal{Q}_{jn} \frac{\partial}{\partial \sigma^n} \left( \mathcal{Q}^{rn} \right) \right] \\
&+ 2\mathcal{N} \left( \frac{2K(\mathcal{F})}{F(\mathcal{F})} \mathcal{G}_{jk} - 2\mathcal{F}_{jk} \right) + \left[ \frac{\mathcal{N}^m}{\mathcal{N}^2} \left( 4\mathcal{N} \left( \mathcal{D}_j \mathcal{D}_k \mathcal{N} \right) \right) + 2\mathcal{N}^2 \mathcal{D}_j \mathcal{D}_k \left( \mathcal{N}^m \mathcal{N}^n \mathcal{Q}^{rs} \right) \right] \\
&+ \left[ \mathcal{Q}^{nm} \left( \mathcal{G}_{jk} - \left( L_{\mathcal{F}} \mathcal{G}_{jk} \right) \right) \right] + \left( \mathcal{G}_{kn} - \left( L_{\mathcal{F}} \mathcal{G}_{kn} \right) \right) \frac{\partial}{\partial \sigma^j} \left( \mathcal{Q}^{nr} \right) \\
&\right] \\
&\right]
\end{align*}
The long and complicated equations (70) and (71) describe the evolution of the linearly perturbed scalar and metric fields when the background metric are solutions of the STT equations of motion without any further symmetry requirements. Therefore these equations describe the evolution of the linear perturbations for general, and not only cosmological, spacetimes in the context of STT theories. The evolution equations in (70) and (71) are the generalization of the evolution equations (6.13) and (6.31) in [26] to the framework of STT theories. However, for the purpose of practical use, in the next section we will choose a specific background, namely a cosmological one, and study the detailed behavior of the perturbation equations. This also allows to compare the results obtained in this manifestly gauge invariant framework with already existing results in the literature obtained in the standard framework of cosmological perturbation theory.

4. Cosmological perturbations on FRW background

In this section we specialize the general relativistic equations from the last section to homogenous and isotropic FRW backgrounds and compare them with the already existing
results in the literature. For simplicity, we only focus on the spatially flat case. The equations are greatly simplified because the spatial derivatives of background variables in equations (70) and (71) vanish, and we have $\mathcal{N}_j = \mathcal{C}_j / \mathcal{H} = 0$ and $\mathcal{N} = \mathcal{C} / \mathcal{H} = \sqrt{1 + \mathcal{Q}^{jk} \mathcal{N}_j \mathcal{N}_k} = 1$. We denote $\mathcal{Q}_{jk} \equiv A^2 \delta_{jk}$ where $A$ represents the gauge invariant scale factor. Then from equations (55) and (56) we obtain the following evolution equations for the background variables

$$\ddot{\mathcal{F}} = -3 \frac{\dot{A}}{A} \mathcal{F} - \left( \frac{F' (\mathcal{F}) K (\mathcal{F}) + F (\mathcal{F}) K' (\mathcal{F}) + 3F' (\mathcal{F}) F'' (\mathcal{F})}{3(F'(\mathcal{F}))^2 + 2F(\mathcal{F})K(\mathcal{F})} \right) (\mathcal{F})^2$$

$$+ \frac{2F'(\mathcal{F})V(\mathcal{F}) - F(\mathcal{F})V'(\mathcal{F})}{3(F'(\mathcal{F}))^2 + 2F(\mathcal{F})K(\mathcal{F})}$$

$$- \frac{F'(\mathcal{F})}{2(3(F'(\mathcal{F}))^2 + 2F(\mathcal{F})K(\mathcal{F}))} \epsilon \cdot \frac{1}{A^3},$$

(72)

$$\frac{\ddot{A}}{A} = \frac{F'(\mathcal{F})}{F(\mathcal{F})} \frac{\dot{A}}{A}$$

$$- \left( \frac{K(\mathcal{F})F'(\mathcal{F})^2 + \frac{4}{3} F(\mathcal{F}) K^2(\mathcal{F})}{3(F'(\mathcal{F}))^2 + 2F(\mathcal{F})K(\mathcal{F})} \right)$$

$$+ 2F(\mathcal{F}) \left( \frac{3(F'(\mathcal{F}))^2 + 2F(\mathcal{F})K(\mathcal{F})}{3(F'(\mathcal{F}))^2 + 2F(\mathcal{F})K(\mathcal{F})} \right) \frac{V(\mathcal{F})}{F(\mathcal{F})} + \frac{F'(\mathcal{F})V'(\mathcal{F})}{2(3(F'(\mathcal{F}))^2 + 2F(\mathcal{F})K(\mathcal{F}))}$$

$$+ \left( \frac{1}{6} - \frac{(F'(\mathcal{F}))^2}{3(F'(\mathcal{F}))^2 + 2F(\mathcal{F})K(\mathcal{F})} \right) \frac{V(\mathcal{F})}{F(\mathcal{F})} + \frac{F'(\mathcal{F})}{2(3(F'(\mathcal{F}))^2 + 2F(\mathcal{F})K(\mathcal{F}))} \frac{\epsilon}{A^3},$$

(73)

where

$$\tau = \mathcal{H} \equiv A^3 \left[ -6F(\mathcal{F}) \left( \frac{\dot{A}}{A} \right)^2 - 6 \frac{\dot{A}}{A} F'(\mathcal{F}) \mathcal{F} + K(\mathcal{F}) (\mathcal{F})^2 + V(\mathcal{F}) \right].$$

(74)

Notice that $\tau$ is a constant, because as mentioned above the physical Hamiltonian density $\mathcal{H}$ is conserved during the evolution. From equations (73) and (74) we read the gauge invariant Friedmann and Raychaudhuri equations as:
\[
\left(\frac{\dot{A}}{A}\right)^2 = \frac{1}{6} \left(\rho_\phi + \dot{\rho}\right), \tag{75}
\]
\[
2\frac{\ddot{A}}{A} - \left(\frac{\dot{A}}{A}\right)^2 = -\frac{1}{2} \left(\rho_\phi + \dot{\rho}\right), \tag{76}
\]

where \(\rho_\phi\) and \(P_\phi\) denote the effective energy density and pressure of the scalar field, while \(\dot{\rho}\) and \(\dot{P}\) represent the correction terms caused by the non-vanishing physical Hamiltonian density. These quantities are defined as

\[
\rho_\phi := \frac{1}{F(\mathcal{F})} \left[ 6\frac{\dot{A}}{A} F(\mathcal{F}) \frac{\partial}{\partial \mathcal{F}} - K(\mathcal{F}) \cdot \left(\mathcal{F}\right)^2 \right] - V(\mathcal{F}),
\]

\[
P_\phi := -\frac{2F'(\mathcal{F})}{F(\mathcal{F})} \frac{\dot{A}}{A} - 4 \left( 1 - \frac{(F'(\mathcal{F}))^2}{3(F'(\mathcal{F}))^2 + 2F(\mathcal{F}) K(\mathcal{F})} \right) V(\mathcal{F})
\]

\[
\frac{2F'(\mathcal{F})}{F(\mathcal{F})} V'(\mathcal{F}) - \frac{1}{3(F'(\mathcal{F}))^2 + 2F(\mathcal{F}) K(\mathcal{F})}
\]

\[
+ 2 \left( \frac{1}{2} \frac{K(\mathcal{F}) F'(\mathcal{F})^2 + F(\mathcal{F}) K(\mathcal{F})^2}{2F(\mathcal{F}) K(\mathcal{F}) F''(\mathcal{F}) - F'(\mathcal{F}) F(\mathcal{F}) K'(\mathcal{F})} \right) \left( F(\mathcal{F}) \left( 3(F'(\mathcal{F}))^2 + 2F(\mathcal{F}) K(\mathcal{F}) \right) \right) \mathcal{F}',
\]

\[
\dot{\rho} := -\frac{\mathcal{F}}{F(\mathcal{F}) A^3},
\]

\[
\dot{P} := -\frac{(F'(\mathcal{F}))^2}{F(\mathcal{F}) \left( 3(F'(\mathcal{F}))^2 + 2F(\mathcal{F}) K(\mathcal{F}) \right) A^3} \mathcal{F}. \tag{77}
\]

Given the evolution equations for the background variables we can consider their linear perturbations around an FRW background. The evolution equations for the linear perturbations have the following form

\[
\delta \Phi = \left[ -\frac{6(F'(\mathcal{F}))^2 + 6F(\mathcal{F}) K(\mathcal{F}) A}{3(F'(\mathcal{F}))^2 + 2F(\mathcal{F}) K(\mathcal{F}) A} \right] \frac{\partial}{\partial \mathcal{F}}
\]

\[
-2 \left( \frac{3F'(\mathcal{F}) K(\mathcal{F}) + F(\mathcal{F}) K'(\mathcal{F}) + 3F'(\mathcal{F}) F'(\mathcal{F})}{3(F'(\mathcal{F}))^2 + 2F(\mathcal{F}) K(\mathcal{F})} \right) \mathcal{F}' \right] \frac{\partial}{\partial \mathcal{F}}
\]

\[
+ \frac{2F(\mathcal{F}) K(\mathcal{F}) + 2(F'(\mathcal{F}))^2}{3(F'(\mathcal{F}))^2 + 2F(\mathcal{F}) K(\mathcal{F}) A^2} \delta^k D_j D_k \]
\[
\begin{aligned}
&+ \left( \frac{3F(\mathcal{F})F'(\mathcal{F})}{3(F'(\mathcal{F}))^2 + 2F(\mathcal{F})K(\mathcal{F})} \right) \left( \frac{\dot{A}}{A} \right) \frac{\dot{\Phi}}{A} \\
&- \left( \frac{6F'(\mathcal{F})^2 + 6F(\mathcal{F})K(\mathcal{F})}{3(F'(\mathcal{F}))^2 + 2F(\mathcal{F})K(\mathcal{F})} \right) \frac{\dot{A}}{A} \frac{\dot{\Phi}}{A} \\
&- \left( \frac{3F'(\mathcal{F})K(\mathcal{F}) + F(\mathcal{F})K'(\mathcal{F}) + 3F'(\mathcal{F})F'(\mathcal{F})}{3(F'(\mathcal{F}))^2 + 2F(\mathcal{F})K(\mathcal{F})} \right) \left( \frac{\dot{\Phi}}{A} \right)^2 \\
&+ \left( \frac{3F'(\mathcal{F})V(\mathcal{F}) - F(\mathcal{F})V'(\mathcal{F})}{3(F'(\mathcal{F}))^2 + 2F(\mathcal{F})K(\mathcal{F})} \right) \delta \Phi \\
&+ \left[ - \left( \frac{F'(\mathcal{F}))^2 + F(\mathcal{F})K(\mathcal{F})}{3(F'(\mathcal{F}))^2 + 2F(\mathcal{F})K(\mathcal{F})} + \frac{1}{A^2} \right) \frac{\dot{A}}{A^2} \frac{\dot{\Phi}}{A^2} + \frac{F'(\mathcal{F}}{A^2} \right] \frac{\dot{\Phi}}{A^2} \\
&+ \frac{1}{2} \left( \frac{F(\mathcal{F})F'(\mathcal{F})}{3(F'(\mathcal{F}))^2 + 2F(\mathcal{F})K(\mathcal{F})} \right) \left( D_j D^j - \frac{1}{A^2} \delta_{jk} D^j D^k \right) \\
&+ \left[ \frac{2(F'(\mathcal{F}))^2 + 2F(\mathcal{F})K(\mathcal{F})}{3(F'(\mathcal{F}))^2 + 2F(\mathcal{F})K(\mathcal{F})} \frac{\dot{A}}{A} \frac{\dot{\Phi}}{A} \right] \delta_{jk} \\
&+ \left[ \frac{2(F'(\mathcal{F}))^2 + 2F(\mathcal{F})K(\mathcal{F})}{3(F'(\mathcal{F}))^2 + 2F(\mathcal{F})K(\mathcal{F})} \frac{\dot{A}}{A} \frac{\dot{\Phi}}{A} \right] \delta_{jk} \\
&- \left[ \frac{2F(\mathcal{F})F'(\mathcal{F})}{3(F'(\mathcal{F}))^2 + 2F(\mathcal{F})K(\mathcal{F})} \frac{\dot{A}}{A} \frac{\dot{\Phi}}{A} \right] \delta_{jk} \\
&= \left( \frac{2F(\mathcal{F})K(\mathcal{F})}{3(F'(\mathcal{F}))^2 + 2F(\mathcal{F})K(\mathcal{F})} \right) \frac{\dot{\Phi}}{A} \frac{\dot{A}}{A} \\
&- 2 \left( \frac{2F'(\mathcal{F})K(\mathcal{F}) + (K(\mathcal{F}))^2 - F'(\mathcal{F})K'(\mathcal{F})}{3(F'(\mathcal{F}))^2 + 2F(\mathcal{F})K(\mathcal{F})} \right) A^2 \dot{\Phi} \frac{\dot{A}}{A} \frac{\dot{A}}{A} \\
&- 2 \left( \frac{2F'(\mathcal{F})^3 + 2F(\mathcal{F})F'(\mathcal{F})K(\mathcal{F})}{F(\mathcal{F})(3(F'(\mathcal{F}))^2 + 2F(\mathcal{F})K(\mathcal{F}))} \right) A^2 \frac{\dot{A}}{A} \frac{\dot{A}}{A} \frac{\dot{\Phi}}{A} \frac{\dot{\Phi}}{A} \frac{\dot{A}}{A} \\
&+ 2 \frac{F'(\mathcal{F})}{F(\mathcal{F})} D^j D^k \frac{\dot{A}}{A} \frac{\dot{A}}{A} \\
\end{aligned}
\]
To study the detailed behavior of the perturbation equations (77) and (78) we will work in conformal time \( \eta = x_0 \) for which \( g_{A0} = -A^2 \). However due to the dust observers we always have \( g_{\tau\tau} = -N^2 + Q^{jk}N_jN_k = -1 \) where \( \tau \) denotes the physical time, meaning that we automatically work with the proper time of the dust. Using the relation \( d\xi = \frac{d\tau}{A} \) we obtain
Following the procedure in SCPT, we decompose the spacetime metric \( g_{\mu\nu} = \delta_{\mu\nu} + \delta g_{\mu\nu} \) into tensor, vector and scalar modes, parametrized by ten functions \( \phi_j, B_j, E_j, S_j, F_j, h_{jk} \) where the vector modes \( S_j \) and \( F_j \) are transversal with respect to the spatial Euclidean metric and the tensor mode \( h_{jk} \) is transversal and traceless,

\[
\begin{align*}
g_{00} &= (-1 + 2\phi)A^2, \\
g_{0j} &= (B_j + S_j)A^2, \\
g_{jk} &= \delta_{jk} + A^2 \left[ 2\phi \delta_{jk} + 2E_{j,k} + 2F_{(j,k)} + h_{jk} \right].
\end{align*}
\]

Now from \( g_{\tau\tau} = -1 \), we immediately get \( \phi = 0 \) and therefore with the dust as dynamical observers we will always work in partly synchronous gauge\(^4\). Furthermore since \( N_j \) can be expressed in terms of the other phase space variables, the functions \( B_j \) and \( S_j \) are not independent variables in our formalism. We remark that each mode in equations (80) is already gauge invariant in our formalism, which is different from the case of SCPT. At the level of linear perturbation theory the individual modes decouple and we can study their evolution separately. Let us denote the derivative with respect to conformal time \( \eta \) by an upper prime '. Substituting the expressions (80) into (78) we obtain for the tensor modes

\[
2Hh'_{jk} + \frac{F'}{F} (\Phi) \Phi h'_{jk} + \Phi h''_{jk} = \Delta h_{jk} = 0,
\]

where \( H := \frac{\dot{A}}{A}, \Delta := \frac{\partial}{\partial\eta} \frac{\partial}{\partial j} = 0. \) For the vector modes we consider the decomposition of the shift vector from (80) given by

\[
\dot{\delta}N_j = A \left[ B_j + S_j \right].
\]

Since \( \dot{\delta}N_j = 0 \) and in the case of the vector modes we also have \( B = 0 \) we obtain

\[
\frac{dA}{d\eta} S_j + A \frac{dS_j}{d\eta} = 0 \implies HS_j + S_j = 0.
\]

From (78) we get for the vector mode the following equation

\[
2F''_{(j,k)} + 4HF'_{(j,k)} + 2 \frac{F'}{F} (\Phi) \Phi AF_{(j,k)} = 2HS_{(j,k)} + 2 \frac{F'}{F} (\Phi) \Phi AS_{(j,k)}.
\]

Denoting \( V_j = S_j - F_j \) and using equations (83), (84) simplifies to

\[
2HV_{(j,k)} + \frac{F'}{F} (\Phi) \Phi AV_{(j,k)} + V'_{(j,k)} = 0.
\]

\(^4\) Here partly refers to the fact that in SCPT the gauge \( \phi = B = 0 \) is denoted by synchronous gauge, while longitudinal gauge means \( B = E = 0 \). Note that in our formalism the elementary variables in the reduced phase space are the observables associated to STT. Due to dust observers, with respect to which the dynamics on the reduced phase space is formulated, the lapse function and the shift vector become also functions on the reduced phase space and are therefore dynamically determined and cannot be treated as arbitrary Lagrange multipliers, as usually done in the ADM formalism. If we parametrize the full spacetime metric as shown in equation (80), which one usually does in SCPT, then we have that the dynamical lapse determines \( g_{\tau\tau} = -1 \) in the cosmological sector, because as shown in equation (91) here \( \delta N = 0 \). Therefore, we get that in our model \( \phi = 0 \) always, which we called 'partly synchronous gauge' in analogy to the synchronous gauge used in SCPT.
For the scalar mode equation (78) leads to
\[
\left( \mathcal{H} + \left( \ln \sqrt{ \mathcal{F} (\Phi) } \right)' \right) \left( 4 \psi + 2 \delta \left( \ln \sqrt{ \mathcal{F} (\Phi) } \right) \right) \delta_{jk} + 2 \left( \psi + \delta \left( \ln \sqrt{ \mathcal{F} (\Phi) } \right) \right)' \delta_{jk} \\
+ 4 \left( \mathcal{H} + \left( \ln \sqrt{ \mathcal{F} (\Phi) } \right) \right) \left( E_{jk} \right) + 2 E_{jk} \\
= 2 \left( \mathcal{H} + 2 \left( \ln \sqrt{ \mathcal{F} (\Phi) } \right) \right) B_{jk} + 2 \psi_{jk} + 4 \left( \delta \ln \sqrt{ \mathcal{F} (\Phi) } \right)_{jk} \\
- \delta_{jk} \left[ \frac{1}{2} \nabla \delta \nabla' - \mathcal{A}^2 \left( \frac{V(\Xi)}{\mathcal{F}(\Xi)} \right)' \delta \nabla \right],
\]
where we used the field redefinition
\[
\frac{d \Xi(\Phi)}{d \Phi} = \sqrt{3 \left( \frac{F'(\Phi)}{F(\Phi)} \right)^2 + 2 \frac{K(\Phi)}{F(\Phi)}}.
\]
Equation (86) is of the form \( f_{jk} + g \delta_{jk} = 0 \) for appropriate definitions of the functions \( f \) and \( g \). Applying the trace to this equation we have \( 3g + \Delta f = 0 \). Now operating with \( \partial \partial \) on \( f_{jk} + g \delta_{jk} \) yields \( \Delta (g + \Delta f) = 0 \). Since due to our boundary conditions there are no zero modes of the Laplacian, we can conclude \( f = g = 0 \) and therefore the \( (.)_{jk} \) part and \( \delta_{jk} \) part of equation (86) are independent of each other. Considering the separated contribution we get
\[
\left[ 4 \left( \mathcal{H} + \left( \ln \sqrt{ \mathcal{F} (\Phi) } \right)' \right) \right] E' - 2E' - 2 \left( \mathcal{H} + \left( \ln \sqrt{ \mathcal{F} (\Phi) } \right) \right) B - 2 \left( \psi + \delta \ln \sqrt{ \mathcal{F} (\Phi) } \right) - 2 \delta \ln \sqrt{ \mathcal{F} (\Phi) } \right]_{jk} = 0,
\]

\[
\left[ 4 \left( \mathcal{H} + \left( \ln \sqrt{ \mathcal{F} (\Phi) } \right)' \right) \right] \left( \psi + \delta \ln \sqrt{ \mathcal{F} (\Phi) } \right)' \\
- 2 \left( \mathcal{H} + \left( \ln \sqrt{ \mathcal{F} (\Phi) } \right) \right) \left( \delta \ln \sqrt{ \mathcal{F} (\Phi) } \right)' + 2 \left( \psi + \delta \ln \sqrt{ \mathcal{F} (\Phi) } \right)' \delta_{jk} \\
= \left[ \frac{1}{2} \nabla \delta \nabla' - \mathcal{A}^2 \left( \frac{V(\Xi)}{\mathcal{F}(\Xi)} \right)' \delta \nabla \right] \delta_{jk}.
\]

In SCPT the system does not involve any physical observers [3], the gauge invariant variables of STT are defined as:
\[
\Theta_A = - \delta \ln \sqrt{ \mathcal{F} (\Phi) } - \left[ \mathcal{H} + \left( \ln \sqrt{ \mathcal{F} (\Phi) } \right) \right] (B' - E) - (B - E)', \\
\Theta_B = \left[ \psi + \delta \ln \sqrt{ \mathcal{F} (\Phi) } \right] + \left[ \mathcal{H} + \left( \ln \sqrt{ \mathcal{F} (\Phi) } \right) \right] (B' - E), \\
\delta Z = \delta \Xi + \nabla (B - E').
\]

Notice that in [3], there is an additional term proportional to \( \delta N \) in the definition of \( \Theta_A \). However in our model \( \delta N \) is not an independent variable and we have
\[
\delta N = - \frac{N^j}{2N} \delta Q_{jk} + \frac{N^j}{N} \delta N_j.
\]
Now for an FRW background we have $N = 1$ and $N_j = 0$, and thus $\delta N = 0$, explaining why no contribution to $\delta N$ occurs in our equations. In the case of the scalar mode we have $\delta N_j = AB_j$, and consequently
\[
\frac{dA}{d\eta}B_j + A\frac{dB_j}{d\eta} = 0 \implies HB_j + B_j' = 0,
\]
where the last relation follows from the fact that the Laplacian has no zero modes. Using equations (88) (89) and (92), are simplified to
\[
2(\Theta_A - \Theta_B)_{jk} = 0,
\]
\[
\Theta_B^* + \left[ H + \left( \ln \sqrt{F(\Phi)} \right)' \right] (\Theta_A + 2\Theta_B) + \left( 2 \left[ H + \left( \ln \sqrt{F(\Phi)} \right)' \right] \right) \Theta_A
\]
\[
= -\frac{1}{4} \left( \Xi^j \right)^2 \Theta_A + \Xi^j \delta Z^j - F(\Xi)A^2 \left( \frac{V(\Xi)}{F^2(\Xi)} \right)_\Xi \delta Z,
\]
where $\left( \frac{V(\Xi)}{F^2(\Xi)} \right)_\Xi = \frac{d(V(\Xi))}{d\Xi}$. Note that in [27] a slightly different notation was used but the notations can be related to each other by specializing to $F(\Phi) = 1$ and identifying the variables $\Phi$ and $\Psi$ in [27] with $\Theta_A = \Phi$ and $\Theta_B = \Psi$.

As the next step we derive the equation of motion for the perturbation $\delta \Phi$. Using the field redefinition (87), the equation of motion for the scalar field perturbations in (77) can be written in a more compact form as
\[
\delta \Xi = \left[ \Xi^j \left( \ln \sqrt{F(\Xi)} \right)_{\Xi j}^\ast - F(\Xi) \left( \frac{V(\Xi)}{F^2(\Xi)} \right)_{\Xi j}^\ast - \left( \frac{V(\Xi)}{F^2(\Xi)} \right)_\Xi F(\Xi)
\]
\[
+ 3 \left( \ln \sqrt{F(\Xi)} \right)_\Xi + \frac{A}{2} \left( \ln F(\Xi) \right)_\Xi - \frac{3}{2} \left( \frac{V(\Xi)}{F^2(\Xi)} \right)_\Xi^2 - \frac{3A}{2}\delta^k D_j D_k \right] \delta Z + \left[ \left( 2 \ln \sqrt{F(\Xi)} \right)_\Xi \Xi - \frac{3A}{2} \right] \delta Z
\]
\[
+ \frac{1}{A^2} \delta Q_{ij} + \frac{1}{A^2} \Xi \delta Q_{ij} + \frac{1}{A^2} \delta N_{ij} - \delta \left( \frac{1}{2} \left( \frac{1}{F(\Xi)} \right)_\Xi \frac{C}{\sqrt{\det Q}} \right)
\]
\[
\delta Z^j + 2 \left[ H + \left( \ln \sqrt{F(\Xi)} \right)_\Xi \right] \delta Z - \delta \left( \frac{V(\Xi)}{F^2(\Xi)} \right)_\Xi^2 F(\Xi)A^2 \delta Z + \Xi^j \Theta_{A^j}
\]
\[
- 2 \left( \frac{V(\Xi)}{F^2(\Xi)} \right)_\Xi F(\Xi)A^2 \Theta_{A^j} + 3 \Xi^j \Theta_{B^j}
\]
Using the definition (90), it simplifies to
Note that compared to SCPT in the manifestly gauge invariant formalism we start with STT plus dust and thus increase the number of degrees of freedom by four. These four additional degrees of freedom are used to construct gauge invariant quantities associated with the spatial 3-metric $q_{jk}$ and the scalar field $\phi$, which we denoted by $Q_{jk}$ and $\Phi$ respectively. In order to compare our framework with the results of SCPT we expressed $\delta Q_{jk}$ in terms of the invariants $\Theta_{V,AB}$ and $h_{jk}$, usually used in SCPT, and also introduced the field redefinition in equation (87) to finally work with $\delta \Xi$ and $\delta Z$ respectively. Now if we properly identify $\Theta_{A}$, $\Theta_{B}$, $V_{j}$ and $h_{jk}$, usually used in SCPT, and also introduced the field redefinition in equation (87) to finally work with $\delta \Xi$ and $\delta Z$ respectively. Now if we properly identify $\Theta_{A}$, $\Theta_{B}$, $V_{j}$, $h_{jk}$ and $\delta Z$ with the analogue quantities in the SCPT formalism (see [27] for a detailed discussion), we realize that the evolution equations for the seven perturbed invariants $\Theta_{A}$, $\Theta_{B}$, $V_{j}$, $h_{jk}$ and $\delta Z$ take a form almost identical to those equations that one obtains in the Lagrangian formalism using SCPT. The almost refers to the fact that in the manifestly gauge invariant formalism the dust as dynamically coupled observers has the effect that the physical Hamiltonian, which generates the evolution of the gauge invariant quantities $\delta Q_{jk}$ and $\delta \Phi$, is no longer a constraint as the case for SCPT. Instead it becomes a constant of motion. This constant of motion reflects the influence of the dust and hence the dynamically coupled observers on the system. In case of equation (96) these are exactly the terms on the right hand side of this equation, which are corrections caused by the non-vanishing Hamiltonian density $\epsilon$ compared to the corresponding equation in SCPT. These corrections also encode the fact that in the manifestly gauge invariant model we have seven physical degrees of freedom whereas for STT in SCPT the theory possesses only three physical degrees of freedom. This can be seen from the fact that in the case of SCPT the seven invariants $\Theta_{A}$, $\Theta_{B}$, $V_{j}$, $h_{jk}$ and $\delta Z$ are still subject to constraints which reduce their independent number of physical degrees of freedom down to three. In contrast for the manifestly gauge invariant formalism the constraints have already been reduced by constructing the observables $Q_{jk}$ and $\Phi$. In particular in the limit of vanishing influence of the dust, meaning that its energy and momentum density vanishes, the conservation equations turn into constraint equations again and the corrections that occur in the evolution equations for the linear perturbations vanish. Then we obtain an exact match with the results obtained in SCPT. However the whole manifestly gauge invariant formalism is based on the idea that the influence of the dynamically coupled observers cannot totally be neglected and thus small corrections would always be needed to taken into account. As discussed in [27] for the dust observer in the late universe these modifications decay as compared to the usual terms.

As mentioned above the constraints in the SCPT become conservation equations in the manifestly gauge invariant framework due to the dynamically coupled observers since here only the total constraints consisting of STT contribution and the dust contribution vanish. First, we have two conserved quantities associated with the energy and momentum conservation respectively:

$$e_{j}(\sigma) = -C_{j}(\sigma), \quad e(\sigma) = H(\sigma).$$

(97)

In the following we will derive the equations for the perturbed conserved charges $\delta e_{j}$ and $\delta e$ around an FRW background defined through $\delta e_{j} = e_{j} - \bar{e}_{j}$ and $\delta e = e - \bar{e}$ where for FRW
\( \bar{\tau}_j = 0 \) and \( \bar{\tau} = \mathcal{H} \). We obtain for the linear perturbations

\[
\delta \epsilon_j = F(\mathcal{F})A\left( \delta \mathcal{Q}_{j,k} - \delta \mathcal{Q}_{l,k,j} \right) - 2F(\mathcal{F})A\left( \delta \mathcal{Q}_{k,l} - \delta \mathcal{Q}_{l,k,j} \right) - \Lambda^3 F'(\mathcal{F})(\delta \phi)_j \\
- F(\mathcal{F})A\left[ \Delta \delta N_j - \delta \mathcal{N}_{l,j} \right] - \left[ 2\Lambda^2 F' F(\mathcal{F}) \right] \\
+ \Lambda^3 F'(\mathcal{F})\mathcal{F} - 6A^2 F'(\mathcal{F}) + 2\Lambda^3 F' K(\mathcal{F})(\delta \phi)_j, \quad (98)
\]

and

\[
\delta \epsilon = \left[ -6F'(\mathcal{F})A^\frac{\Lambda}{A} - 6\Lambda F'(\mathcal{F})A^\frac{\Lambda}{A} - 6\Lambda A^\frac{\Lambda}{A} F(\mathcal{F}) \frac{\partial}{\partial \tau} \\
+ \Lambda^3 K(\mathcal{F})(\delta \mathcal{F})^2 + 2\Lambda^3 K(\mathcal{F})\mathcal{F} \frac{\partial}{\partial \tau} + 2\Lambda^3 F'(\mathcal{F}) \mathcal{F}^2 \mathcal{F} + A^3 V(\mathcal{F}) \mathcal{F} \frac{\partial}{\partial \tau} \right] \delta \phi \\
+ \left[ \frac{1}{2} \frac{\epsilon}{\Lambda^2 F(\mathcal{F})} \delta^{jk} - 2 \delta^{jk} F(\mathcal{F}) \frac{\partial}{\partial \tau} A + 4F(\mathcal{F}) \left( \frac{\Lambda}{A} \right)^2 \delta^{jk} \right] \\
- \Lambda^3 F(\mathcal{F}) \left[ G^{-1} \right]^{kln} \mathcal{D}_m \mathcal{D}_n - F'(\mathcal{F}) \left[ - \frac{\Lambda}{A} \delta^{jk} \mathcal{F} + \frac{1}{A^2} \delta^{jk} \mathcal{F} \frac{\partial}{\partial \tau} \right] \delta Q_{jk} \\
+ \left[ 4F(\mathcal{F})A \delta^{mn} \frac{\partial}{\partial \tau} \lambda + 2F'(\mathcal{F})A \delta^{mn} \frac{\partial}{\partial \tau} \lambda \right] \delta \mathcal{N}_m. \quad (99)
\]

As the next step we decompose the vector equation (98) into the longitudinal part \( \delta \epsilon^\parallel_j = \Delta^{-1} \delta \epsilon_{l,k,j} \), where \( \Delta^{-1} \) is the Green’s function of the Laplacian \( \Delta \), and the transversal part \( \delta \epsilon^\perp_j = \delta \epsilon_j - \delta \epsilon^\parallel_j \). Inserting equations (80) and (82) into (98), the longitudinal part of equation (98) gives

\[
\left( \psi + \delta \epsilon^\parallel(\mathcal{F}) \right)_{ij} - \frac{3}{4} \left( \frac{F'(\mathcal{F})}{F(\mathcal{F})} \right)^2 (\delta \phi)_{ij} = - \frac{1}{4} \left( \frac{\delta \epsilon^\parallel}{F(\mathcal{F})A^2} + \mathcal{E} \delta \mathcal{E} \right) \quad (100)
\]

and the transversal part gives

\[
\Delta V_j = - \frac{\delta \epsilon^\perp_j}{F(\mathcal{F})A^2}. \quad (101)
\]

Written in terms of variables \( \Theta_A, \Theta_B \) and \( \delta Z \), equation (100) becomes

\[
\left[ \Theta_B + \left[ H + \left( \ln \frac{G(\mathcal{F})}{\mathcal{F}} \right)^2 \right] \Theta_A + \frac{1}{4} \mathcal{E} \delta Z \right]_{ij} = - \frac{1}{4} \left( \frac{F'(\mathcal{F})}{F(\mathcal{F})} \right) \left[ \frac{\delta \epsilon^\parallel}{A^2} - \bar{\tau} (B - E^\parallel_j) \right]. \quad (102)
\]

Finally, equation (99) gives

\[
\Delta \Theta_B - 3 \left[ H + \left( \ln \frac{G(\mathcal{F})}{\mathcal{F}} \right)^2 \right] \Theta_B + \frac{1}{4} \left[ - \Lambda^2 \frac{V(\mathcal{E})}{F(\mathcal{E})} \Theta_A + \mathcal{E} \delta Z \right. \\
\left. - \frac{F(\mathcal{E}) A^2 \left( \frac{V(\mathcal{E})}{F^2(\mathcal{E})} \right)'}{\mathcal{E} \delta Z} \right]
\]

38
\[ \begin{align*}
\frac{1}{4 F(\Phi)} & \left[ \delta \varepsilon - \tau \left( \delta \ln \sqrt{F(\Phi)} + 3 \left( \psi + \delta \sqrt{F(\Phi)} \right) \right) \\
& + \Delta E - 2 \left( B - E' \right) \\
& + \left[ \mathcal{H} + \left( \ln \sqrt{F(\Phi)} \right) \right] \left( B - E' \right) \right].
\end{align*} \] (103)

Up to now we have derived the equations of motion for the background variables in (72), (75) and (76) and the perturbed variables in (81), (85), (93), (94), (96) and (101), (102), (103) in manifestly gauge invariant formalism in the case of STT. Again we find if we choose \( F(\Phi) = 1 \) and \( K(\Phi) = \frac{1}{2} \), the STT + dust reduces to GR + scalar field + dust in [27], which allows us to test the correctness of our equations here.

5. **Gauge invariant Hamiltonian formulation in Einstein frame**

It is well known that in SCPT of STT the Jordan frame is related to the Einstein frame by a conformal transformation and can therefore be transformed into each other by appropriate field redefinitions. However, it is not clear whether this kind of equivalence will still hold in the manifestly gauge invariant formalism since such a transformation need to be formulated at the level of the reduced phase space here. In the first part of this section we will prove this equivalence. In the second part, using this equivalence, we extend our results to slightly different reference systems.

5.1. **Conformal equivalence**

Under the conformal transformation \( \hat{g}_{ab} = F(\phi)g_{ab} \) and the field redefinition \( \frac{\delta \xi}{\delta \phi} = \sqrt{3 \left( \frac{F'(\phi)}{F(\phi)} \right)^2 + 2 \frac{K(\phi)}{F(\phi)}} \), the action (42) in Jordan frame is transformed into the following action in Einstein frame,

\[ S(\xi, \hat{g}, \text{dust}) = \int d^4x \sqrt{\text{det}(\hat{g})} \left[ \hat{R}^{(4)} - \frac{1}{2} \hat{g}^{\mu \nu} \left( \hat{\nabla}_\mu \xi \right) \hat{\nabla}_\nu \xi - \frac{V(\xi)}{F^2(\xi)} \right] \]

\[ - \frac{1}{2} \int d^4x \sqrt{\text{det}(\hat{g})} \frac{\rho}{F(\xi)} \left[ \hat{g}^{\mu \nu} U_\mu U_\nu + \frac{1}{F(\xi)} \right] \] (104)

where \( \hat{g}_{ab} \) is now taken as the basic variable, \( \hat{R}^{(4)} \) stands for the scalar curvature of the Einstein frame metric \( \hat{g}_{ab} \), \( \hat{g}^{ab} \) is the inverse of \( \hat{g}_{ab} \), \( \hat{\nabla} \) is the covariant derivative compatible with \( \hat{g}_{ab} \), \( V(\xi) := V(\phi(\xi)) \) and \( F(\xi) := F(\phi(\xi)) \). Notice that the definition for the dust variables \( \rho \) and \( U_\mu \) are those in Jordan frame\(^5\). This means that the reference system remains unchanged.

Hamiltonian analysis of action (104) is performed in appendix, where we get the following physical Hamiltonian,

\(^5\) We do not transform the dust variables into the Einstein frame because we want to use the same reference system in both Jordan and Einstein frame. If we transform the dust variables in equation (104) into the Einstein frame from the beginning and then construct gauge invariant observables to get the reduced phase space, then under this choice the physical time \( \tau \) and physical spatial coordinates \( \sigma^i \) are no longer purely built out of \( T \) and \( S^i \). This would conflict with our philosophy saying that the reference system should only be related to the dust.
\[ \mathbf{H}(\tau) = \int_S d^3\sigma \mathbf{H}(\tau, \sigma), \quad \mathcal{H}(\tau, \sigma) = \sqrt{\mathcal{F}(\Sigma)} \sqrt{\mathcal{C}^2 - \mathcal{Q}^{ij} \mathcal{C}_{ij}(\tau, \sigma)}, \]  

(105)

with

\[ \tilde{\mathcal{C}}_j(\tau, \sigma) = \left[ -2 \tilde{Q}_{ij} \tilde{D}_k \tilde{P}^{kj} + \tilde{\mathcal{H}} D_j \Sigma \right](\tau, \sigma), \]  

(106)

\[ \tilde{\mathcal{C}}(\tau, \sigma) = \left[ \frac{1}{\sqrt{\det Q}} \left( \tilde{Q}_{jm} \tilde{Q}_{jm} - \frac{1}{2} \tilde{Q}_{ij} \tilde{Q}_{jm} \right) \tilde{P}^{ij} \tilde{P}_m^m - \sqrt{\det Q} \tilde{R}^{(3)} + \frac{1}{2} \frac{\tilde{\mathcal{H}}^2}{\sqrt{\det Q}} \right] \]  

(107)

The evolution of a general observable is given by

\[ \frac{dO}{d\tau} = \{ \mathbf{H}, O \} = \int_S d^3\sigma \frac{F(\sigma)}{\mathcal{H}(\sigma)} \left[ \tilde{\mathcal{C}}(\sigma) \{ \tilde{\mathcal{C}}(\sigma), O \} - \tilde{Q}^{jk}(\sigma) \tilde{\mathcal{C}}_j(\sigma) \{ \tilde{\mathcal{C}}_k(\sigma), O \} + \frac{1}{2} \tilde{Q}^{jm}(\sigma) \tilde{Q}^{kn}(\sigma) \tilde{\mathcal{C}}_j(\sigma) \tilde{\mathcal{C}}_k(\sigma) \{ \tilde{\mathcal{C}}_{jk}(\sigma), O \} + \frac{\tilde{\mathcal{H}}(\sigma)}{2F(\sigma)} \{ F(\sigma), O \} \right] \]  

(109)

where the dynamical shift vector and lapse function are defined as

\[ \tilde{N}_j \equiv -\frac{FC_j}{\tilde{\mathcal{H}}}, \quad \tilde{N} \equiv \frac{FC}{\tilde{\mathcal{H}}} = \sqrt{\mathcal{F} + \tilde{Q}^{ij} \tilde{N}_i \tilde{N}_j}. \]  

(110)

By calculating their Poisson brackets with \( \mathbf{H} \), we easily verify that \( \tilde{\mathcal{E}}_j := -\tilde{\mathcal{C}}_j(\sigma) \) and \( \tilde{\mathcal{E}} := \tilde{\mathcal{H}}(\sigma) \) still compose a pair of conserved quantities. Hence \( \frac{\mathcal{N}_j}{\mathcal{F}(\Sigma)} := -\frac{\tilde{C}_j(\sigma)}{\tilde{\mathcal{H}}(\sigma)} \) also remains a constant during the evolution.

Simply following the procedures in section two, we get the second order equations of motion for \( \Sigma \) and \( Q_{jk} \).
It is not difficult to check that equations (111) and (112) exactly reproduce equations (55) and (56) after substituting $\Phi \rightarrow Q$ and $\Phi \rightarrow \chi$. Thus the evolution equations in Einstein frame can be related to those in Jordan frame through the conformal transformation and field redefinition. Since the equivalence holds for general variables, obviously it also holds for the linear perturbed variables under the assumption that the transformations between the two frames are non-singular everywhere. Thus we conclude that the Jordan and Einstein frames are still equivalent to each other in the gauge invariant formulation.

5.2. Generalizing to different reference systems

In above sections we chose the dust particles as the observers, whose equations of motion satisfy $g^{\mu\nu}U_{\mu}U_{\nu} = -1$. An interesting question is whether one can choose different observers, for example the ones satisfying $g^{\mu\nu}U_{\mu}U_{\nu} = -X(\phi)$ with $X(\phi)$ an arbitrary (positive) function. To answer this question, we first generalize the action (104) to

$$
S_{(\xi,\bar{\xi},\text{dust})} = \int d^4x \sqrt{\det \tilde{g}} \left[ \tilde{R}^{(4)} - \frac{1}{2} \tilde{g}^{\mu\nu} \left( \tilde{\nabla}_\mu \xi \right) \tilde{\nabla}_\nu \xi - \frac{V(\tilde{\xi})}{F^2(\tilde{\xi})} \right] 
- \frac{1}{2} \int d^4x \sqrt{\det \tilde{g}} \frac{\rho}{J(\tilde{\xi})} \left[ \tilde{g}^{\mu\nu} U_{\mu}U_{\nu} + \frac{1}{L(\tilde{\xi})} \right],
$$

where $J(\tilde{\xi})$ and $L(\tilde{\xi})$ are arbitrary positive functions. Since it has been shown in the last subsection that the two frames are equivalent, we choose Einstein frame in which the equations look simpler. The physical Hamiltonian reads (see appendix)
\[ \mathbf{\hat{H}}(\tau) = \int_S d^3 \sigma \hat{H}(\tau, \sigma), \quad \hat{H}(\tau, \sigma) = \sqrt{\mathcal{L}(\Xi)} \sqrt{\mathcal{F}^2 - \mathcal{Q}^{ij} \mathcal{C}_{ij}(\tau, \sigma)}, \]

(114)

where expressions for \( \mathcal{C}_{ij} \) and \( \mathcal{C} \) are the same as equations (106) and (107). The dynamical shift vector and lapse function are defined by

\[ \mathcal{N}_j \equiv - \frac{L \mathcal{C}_j}{\bar{H}}, \quad \mathcal{N} \equiv \frac{L \bar{C}}{\bar{H}} = \sqrt{L + \mathcal{Q}^{ij} \mathcal{N}_i \mathcal{N}_j}. \]

(115)

In FRW background, we have \( \mathcal{N}_j = 0 \) and \( \mathcal{N} = \sqrt{\mathcal{L}(\Xi)} \). The equations of motion of background variables read

\[ \Xi = \left( \ln \sqrt{\mathcal{L}(\Xi)} \right) \Xi - 3 \left( \frac{\dot{A}}{A} \right) \Xi - \frac{V(\Xi)}{\mathcal{F}^2(\Xi)} - \frac{\mathcal{L}(\Xi)}{2 \sqrt{\mathcal{L}(\Xi)} A^3}, \]

(116)

\[ 3 \left( \frac{\dot{A}}{A} \right)^2 = \frac{1}{4} \left( \Xi^2 + \frac{L(\Xi) V(\Xi)}{\mathcal{F}^2(\Xi)} \right) - \frac{\mathcal{\bar{N}}}{2 \sqrt{\mathcal{L}(\Xi)} A^3}, \]

(117)

\[ 3 \left( \frac{\ddot{A}}{A} \right) = - \frac{1}{4} \left[ \frac{1}{2} \left( \Xi + \frac{L(\Xi) V(\Xi)}{\mathcal{F}^2(\Xi)} \right) + \frac{3}{2} \left( \Xi^2 - \frac{L(\Xi) V(\Xi)}{\mathcal{F}^2(\Xi)} \right) \right] + \frac{\mathcal{\bar{N}}}{4 \sqrt{\mathcal{L}(\Xi)} A^3}, \]

(118)

where we denote \( \mathcal{Q}_k \equiv \bar{A}^2 \delta_{jk} \) and \( \mathcal{\bar{N}} \equiv \dot{\mathcal{N}} \). The reader can easily check that the above equations reproduce the results in equations (72), (75) and (76) by setting \( L(\Xi) = F(\Xi) \) and replacing \( \bar{A} \) with \( \sqrt{F(\Xi)} A \). For the linear perturbation equations, using the following decomposition

\[ \delta \mathcal{N} = \frac{L(\Xi)}{2 \sqrt{\mathcal{L}(\Xi)}} \delta \Xi, \quad \delta \mathcal{N}_j = \sqrt{\mathcal{L}(\Xi)} \Lambda (S_i + B_i), \]

\[ \delta \mathcal{Q}_j := \bar{\Lambda}^{2} \left[ 2 \psi \delta_{jk} + 2 \Theta_{jk} + 2 F_{(jk)} + h_{jk} \right]. \]

(119)

the evolution equations of the tensor and vector modes in the conformal time frame \( \frac{d}{d \eta} = \frac{A}{\bar{A}} \frac{d}{d \tau} \) are

\[ 2 \breve{\mathcal{H}} h_{jk} + h_{jk} = \Delta h_{jk} = 0, \]

(120)

\[ \Delta V_j = - \frac{\delta \breve{\mathcal{Q}}_j}{\bar{\Lambda}^{2}}, \quad 2 \breve{\mathcal{H}} V_j + V_{\prime j} = 0, \]

(121)

where \( \breve{\mathcal{H}} := \frac{\dot{A}}{A} \). The scalar mode contribution gives

\[ \left[ \breve{\Theta}_j + \breve{\mathcal{H}} \Theta_j + \frac{1}{4} \Xi \partial^j \mathcal{A} \right] = - \frac{1}{A} \left[ \frac{\delta \breve{\mathcal{Q}}_j}{\bar{\Lambda}^{2}} - \mathcal{\bar{N}} \mathcal{\bar{N}} \left( B - E_j \right) \right]. \]

(122)
\[ \Delta \dot{\Theta}_B - 3 \dot{H} \dot{\Theta}_B + \frac{1}{4} \left[-\lambda^2 \frac{V(\Xi)}{F^2(\Xi)} \dot{\Theta}_A + \Xi \delta Z' - \lambda^2 \left( \frac{V(\Xi)}{F^2(\Xi)} \right)_\Xi \delta Z \right] = \frac{1}{4 \sqrt{L(\Xi)}} \left[ \delta \tilde{e} - \tilde{e} \left( \delta \ln \sqrt{F(\Phi)} + 3 \dot{\psi} + \Delta E - 2 (B - E') + \dot{H}(B - E') \right) \right]. \]  

(123)

\[ \dot{\Theta}_B^* + \dot{H}(\dot{\Theta}_A + 2 \dot{\Theta}_B) + \left( 2 \dot{H}' + \dot{H}' \right) \dot{\Theta}_A = \frac{1}{4} \left[ (\Xi')^2 \dot{\Theta}_A + \Xi' \delta Z' - \lambda^2 \left( \frac{V(\Xi)}{F^2(\Xi)} \right)_\Xi \delta Z \right]. \]  

(124)

where \( \dot{\Theta}_A := -\delta \ln \sqrt{L(\Xi)} - \dot{H}(B - E') - (B - E') \), \( \dot{\Theta}_B := \dot{\psi} + \dot{H}(B - E) \), \( \delta Z := \delta \Xi + \Xi'(B - E') \). It is easy to see that the above definitions are the same as those in (90) when \( L(\Xi) = F(\Phi(\Xi)) \). The evolution of the perturbed gravitational scalar field reads

\[ \delta Z^* + 2 \dot{H} \delta Z - \Delta \delta Z + \left( \frac{V(\Xi)}{F^2(\Xi)} \right)_{\Xi \Xi} \lambda^2 \delta Z + \Xi \delta \dot{\Theta}_A - 2 \left( \frac{V(\Xi)}{F^2(\Xi)} \right)_{\Xi \Xi} \lambda^2 \dot{\Theta}_A + 3 \Xi \delta \dot{\Theta}_B' = \left( -\frac{L(\Xi)_{\Xi \Xi}}{2L(\Xi)} \right) \lambda (B - E') - \frac{L(\Xi)_{\Xi \Xi}}{2L(\Xi)} \left( \frac{V(\Xi)}{F^2(\Xi)} \right)_{\Xi \Xi} \lambda^2 \delta Z + \frac{2}{2\sqrt{L(\Xi)}} \delta \tilde{e} \right]. \]  

(125)

Again we can easily check these equations with the ones in Jordan frame. We find that the different choice with \( \tilde{g}^\mu_{\nu} U_\mu U_\nu = -\frac{1}{L(\Xi)} \) leads to the change of dynamical lapse function \( \tilde{N} \) and the correction terms.

Now we compare our manifestly gauge invariant cosmological perturbation theory (MGICPT) with the SCPT. For the convenience of readers, we list all the equations in table 1.

We denote the non gauge invariant background variables in SCPT with lowercase letters and the gauge invariant linearly perturbed variables with a hat. Since the Jordan and Einstein frames are equivalent in our manifestly gauge invariant Hamiltonian formalism as well as in the standard formalism, we write all equations in Einstein frame where they take a concise form.

In Einstein frame \( \tilde{A} := \sqrt{F(\Xi)} A \), \( \tilde{H} := \frac{d \tilde{A}}{dt} = \frac{1}{\sqrt{F(\Xi)}} \frac{d A}{d t} \), \( \tilde{a} := \sqrt{F(\Xi)} a \), \( \tilde{h} := \frac{d \tilde{a}}{dt} = \frac{1}{\sqrt{F(\Xi)}} \frac{d a}{d t} \), while the definitions for \( \Theta_A, \Theta_B \) and \( \delta Z \) are given in equation (90).

From the comparison we see that these equations match each other precisely provided that the Hamiltonian density \( \tilde{e} \) goes to zero.

\section{Concluding remarks}

In this paper we extended the manifestly gauge invariant Hamiltonian formalism introduced in [26] to the case of STT. Our results are summarized as follows: first, we derived the Hamiltonian equations of motion in the manifestly gauge invariant framework using the Brown–Kuchert-dust as reference fields in the Jordan frame. Afterwards we used these equations to derive the evolution equations for the linear perturbations of the 3-metric and the gravitational scalar field on a general relativistic spacetime background. These are the
Table 1. Comparison between the MGICPT and SCPT of STT in the Einstein frame.

| E.O.M.       | Manifestly gauge invariant formalism                                           | Standard formalism                                                                 |
|--------------|-------------------------------------------------------------------------------|-----------------------------------------------------------------------------------|
| Background variables | \( \Xi' = -2\dot{H}\Xi - \ddot{A}^2 \left( \frac{V(\Xi)}{F^2(\Xi)} \right)_\xi - \frac{F(\Xi)_\xi}{2F^2(\Xi)} \dddot{\Xi} \) | \( \xi' = -2\dot{\xi} - \ddot{\xi} \left( \frac{V(\xi)}{F^2(\xi)} \right)_\xi \) |
|              | \(-6\dot{H}^2 + \frac{1}{2}(\Xi')^2 + \ddot{A}^2 \frac{V(\Xi)}{F^2(\Xi)} = \frac{\dddot{\Xi}}{F^2(\Xi)} \) | \(-6\dot{h}^2 + \frac{1}{2}(\xi')^2 + \ddot{a}^2 \frac{V(\xi)}{F^2(\xi)} = 0 \) |
|              | \(2\dddot{H} + 4\dot{H}^2 - \dddot{A}^2 \frac{V(\Xi)}{F^2(\Xi)} = \frac{-\dddot{\Xi}}{2F^2(\Xi)} \dddot{\Xi} \) | \(2\dddot{h} + 4\dot{h}^2 - \dddot{a}^2 \frac{V(\xi)}{F^2(\xi)} = 0 \) |

Tensor-mode

\(2\dddot{h}_{\alpha\beta} + \dddot{h}_{\alpha\beta} - \Delta h_{\alpha\beta} = 0,\)

Vector-mode

\[ \Delta V_j = -\delta_{\alpha j}^\Lambda, \]

\(2\dddot{h}_j + \dddot{V}_{\alpha j} = 0,\)

\[ \left[ \Theta^\alpha + \dddot{h}\Theta^\alpha + \frac{1}{4}\Xi' \delta Z \right]_j = 0,\]

\[ \Theta^\alpha + \dddot{h}\Theta^\alpha + \frac{1}{4}\Xi' \delta Z = 0.\]

Scalar-mode

\[ \Delta \Theta^\alpha - 3\dddot{h}\Theta^\alpha + \frac{1}{4} \left[ -\dddot{A}^2 \frac{V(\Xi)}{F^2(\Xi)} \Theta^\alpha \right. \]

\[ + \Xi' \delta Z' - \dddot{A}^2 \left. \frac{V(\Xi)}{F^2(\Xi)} \delta Z \right] \]

\[ = \frac{1}{4F^2(\Xi)} \left[ \delta \epsilon - \tau \left( -\delta \ln F(\Xi) \right. \right. \]

\[ + 3\psi + \Delta E \right) + 2\dddot{h}(B - E) - \dddot{H}(B - E) \right) \]

\[ = 0.\]
Table 1. (Continued.)

| E.O.M. | Manifestly gauge invariant formalism | Standard formalism |
|--------|-----------------------------------|-------------------|
| θ_µ + \mathcal{H}(\theta_\lambda + 2\theta_\beta) + (2\mathcal{H} + \mathcal{H}')\theta_\lambda | \theta_\mu + h(\theta_\alpha + 2\theta_\beta) + (2h + h')\theta_\alpha |
| \begin{equation} \begin{split}
\frac{1}{4} \left( \xi^2 \delta \theta_\lambda + \xi \delta Z - \tilde{\alpha}^2 \left( \frac{V(\Xi)}{F^2(\Xi)} \right)_\xi \delta Z \right) 
\end{split} \end{equation} | \begin{equation} \begin{split}
\frac{1}{4} \left( \xi^2 \delta \theta_\lambda + \xi \delta Z - \tilde{\alpha}^2 \left( \frac{V(\xi)}{F^2(\xi)} \right)_\xi \delta Z \right) 
\end{split} \end{equation} |
| Perturbed gravitational |  |  |
| \begin{equation} \begin{split}
\delta Z^\nu + 2\mathcal{H}\delta Z - \Delta \delta Z + \left( \frac{V(\Xi)}{F^2(\Xi)} \right)_\Xi \tilde{\alpha}^2 \delta Z 
\end{split} \end{equation} | \begin{equation} \begin{split}
\delta Z^\nu + 2\mathcal{H}\delta Z - \Delta \delta Z + \left( \frac{V(\xi)}{F^2(\xi)} \right)_\xi \tilde{\alpha}^2 \delta Z 
\end{split} \end{equation} |
| + \Xi \theta_\lambda' - 2 \left( \frac{V(\Xi)}{F^2(\Xi)} \right)_\Xi \tilde{\alpha}^2 \theta_\lambda' + 3\Xi \theta_\beta' | + \xi \theta_\lambda' - 2 \left( \frac{V(\xi)}{F^2(\xi)} \right)_\xi \tilde{\alpha}^2 \theta_\lambda' + 3\xi \theta_\beta' |
| Scalar field |  |  |
| \begin{equation} \begin{split}
\frac{1}{2} \left( \frac{1}{F(\Xi)} \right)_\Xi \sqrt{F\tau} \left( B - E' \right) + \frac{1}{2} \left( \frac{1}{F(\Xi)} \right)_\Xi \sqrt{F\tau} \left( B - E' \right) 
\end{split} \end{equation} |  | 0. |
| - \tilde{\alpha}^2 \left( \frac{1}{2} \left( \frac{1}{F(\Xi)} \right)_\Xi \sqrt{\det Q} \right) |  |  |
generalization of the results obtained in [26] to the case of STT. Then we applied our general result to the special case of a flat FRW background. This allowed us to compare the results obtained in our formalism to the results from SCPT. Likewise to the analysis in [26] where gravity and a minimally coupled scalar field were considered, also in the case of the STT we have shown that our results and the one from SCPT exactly agree in the limit when the energy momentum and its perturbation of the dust vanishes. However, taking the idea of the manifestly gauge invariant framework seriously this limit is rather artificial since the dynamically coupled observer will always have an imprint on the system and here these are exactly the computed corrections compared to the results of SCPT. Second, we analyzed the question whether the Jordan frame and the Einstein frame are still equivalent to each other in the manifestly gauge invariant Hamiltonian formalism by showing their equations of motions can be related to each other through conformal transformations. Third, we generalized our results from the original reference system to a slightly different reference system in the Einstein frame and we showed that these equations are consistent with the ones in the Jordan frame.

There are several possible directions to extend our results. First, since we have derived the linear perturbation equations upon a general background, the direct extension is to choose a background different from the flat FRW case and study the cosmological perturbations in STT. For instance, we can compare the cosmological perturbations in our formalism with the standard formulation of the homogeneous but anisotropic Bianchi models [34]. Second, since STT can include a large variety of modified gravity models, we can choose some specific functions of $F(\Phi)$, $K(\Phi)$ and $V(\Phi)$ to study the detailed physical predictions in the inflation period and compare them with the predictions of SCPT. Third, our formalism has the advantage over the procedure used in the context of standard cosmological perturbations theory that we can directly get the gauge invariant perturbed variables from the full metric to any order without worrying about the difficulty in constructing the higher order gauge invariant variables as in the standard way, thus it will be very convenient to use our formalism to study the non-linear effects such as the non-Gaussianity in the primordial perturbations.
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Appendix: Lagrangian and Hamiltonian analysis of the action in Einstein frame

In this appendix, we will perform the Lagrangian and Hamiltonian analysis of STT in Einstein frame and derive its physical Hamiltonian. The action which we consider is the following,

$$
S_{\{\xi, \delta, \text{dust}\}} = \int d^4x \sqrt{\det (g)} \left[ \frac{1}{2} \xi^{\mu\nu} \left( \frac{\partial g_{\mu\nu}}{\partial \xi} \xi^\rho \xi^\sigma \right) - \frac{V(\xi)}{F^2(\xi)} \right]
- \frac{1}{2} \int d^4x \sqrt{\det (g)} \rho \left[ g_{\mu\nu} U^\mu U^\nu + \frac{1}{L(\xi)} \right].
$$

(A.1)
1. Lagrangian analysis of the dust action

Recall that the dust velocity field is defined by $U_{\mu} = -T_{\mu} + W_j S_j^\mu$, and the energy–momentum tensor of the dust reads

$$T_{\mu\nu}^{\text{dust}} = -\frac{2}{\sqrt{|\det (\tilde{g})|}} \frac{\delta S_{\text{dust}}}{\delta \tilde{g}^{\mu\nu}} = \rho \frac{J(\xi)}{L(\xi)} U_\mu U_\nu - \frac{\rho}{2J(\xi)} \bar{g}_{\mu\nu} \left[ \tilde{g}^{\alpha\beta} U_{\alpha} U_{\beta} + \frac{1}{L(\xi)} \right].$$  \hfill (A.2)

The variation of action (A.1) with respect to $\rho$ gives

$$\tilde{g}^{\alpha\beta} U_{\alpha} U_{\beta} + \frac{1}{L(\xi)} = 0,$$  \hfill (A.3)

thus the energy–momentum tensor reduces to

$$T_{\mu\nu} = \frac{\rho}{J(\xi)} U_\mu U_\nu,$$  \hfill (A.4)

which coincides with that of a perfect fluid with energy density $\frac{\rho}{J(\xi)}$ and zero pressure. Similarly, the variations of action (A.1) with respect to $W_j$, $T$ and $S_j$ yields the following equations,

$$\mathcal{L}_{U_j} T = \frac{1}{L(\xi)}, \quad \bar{\nabla}_\mu \left[ \frac{\rho}{J(\xi)} U^\mu \right] = 0, \quad \bar{\nabla}_\mu \left[ \frac{\rho}{J(\xi)} U^\mu W_j \right] = 0.$$  \hfill (A.5)

With these three equations, the geodesic equation in Einstein frame is modified to

$$U^\mu \bar{\nabla}_\mu U_\nu = -\frac{1}{2} \frac{\bar{V}_L(\xi)}{L^2(\xi)},$$  \hfill (A.6)

thus unlike in Jordan frame, in Einstein frame $T$ no longer defines the proper time along the dust flow lines and there is a correction term proportional to the gradient of $\xi$ in the geodesic equation. The conservation of the energy momentum tensor transforms as

$$\bar{V}^\mu T_{\mu\nu} = -\frac{1}{2} \frac{\rho}{J(\xi)} \bar{V}_L \left( \frac{1}{L^2(\xi)} \right).$$  \hfill (A.7)

The total energy momentum tensor of the scalar field and dust reads

$$T_{\mu\nu}^{\text{tot}} := -\frac{2}{\sqrt{|\det (\tilde{g})|}} \frac{\delta S_{\xi+\text{dust}}}{\delta \tilde{g}^{\mu\nu}} = \left( \bar{V}_{\mu}(\xi) \right) \bar{V}_\nu(\xi)$$

$$+ \bar{g}_{\mu\nu} \left[ -\frac{1}{2} \tilde{g}^{\alpha\beta} \left( \bar{V}_\alpha(\xi) \bar{V}_\beta(\xi) - \frac{V(\xi)}{F^2(\xi)} \right) \right] + \frac{\rho}{J(\xi)} U_\mu U_\nu.$$  \hfill (A.8)

The variations of action (A.1) with respect to the scalar $\xi$ gives

$$\bar{V}^\mu \bar{V}_\mu \bar{V}_\rho \xi - \left( \frac{V(\xi)}{F^2(\xi)} \right) \bar{V}_\xi(\xi) = 0.$$  \hfill (A.9)

Substituting equation (A.7) into

$$\bar{V}^\mu T_{\mu\nu}^{\text{tot}} = \left( \bar{V}_{\mu}(\xi) \right) \bar{V}_\nu(\xi) - \left( \frac{V(\xi)}{F^2(\xi)} \right) \bar{V}_\xi(\xi) + \bar{V}^\mu \left( \frac{\rho}{J(\xi)} U_\rho U_\xi \right),$$  \hfill (A.10)
we get
\[ \tilde{\psi}^\mu T_{\mu \nu}^{\text{tot}} = \left[ \tilde{\psi}^\mu \tilde{\psi}^\nu \frac{\partial}{\partial \xi^\mu} - \left( \frac{V(\xi)}{F^2(\xi)} \right)_{\xi^\mu} - \frac{1}{2} \frac{\rho}{J(\xi)} \left( \frac{1}{L^2(\xi)} \right)_{\xi^\mu} \right] \tilde{\psi}_{\nu} \xi = 0. \] (A.11)
Hence the total energy momentum tensor is conserved in Einstein frame.

2. Hamiltonian analysis

Although the Hamiltonian analysis for the action (A.1) with \( J(\xi) = L(\xi) = 1 \) was already done in [26], we draw a word sketch of the Hamiltonian analysis for the generalized case when \( J(\xi) \) and \( L(\xi) \) are arbitrary functions. All the notations remain the same as those in [26].

By 3+1 decomposition, the dust action can be written as
\[ S_{\text{dust}} = -\frac{1}{2} \int dt \int d^3 \sqrt{\text{det}(q)} \left( -U^2_n + q^{ab} U_a U_b + \frac{1}{L(\xi)} \right). \] (A.12)

The conjugate momentum of \( T \) and \( S_j \) read
\[ P := \frac{\delta S_{\text{dust}}}{\delta T_{\nu}} = -\sqrt{\text{det}(q)} \frac{\rho}{J(\xi)} U_{\nu}, \] \[ P_j := \frac{\delta S_{\text{dust}}}{\delta S_j} = \sqrt{\text{det}(q)} \frac{\rho}{J(\xi)} U_{\nu} W_j. \] (A.13), (A.14)
equations (138) and (139) impose the primary constraint
\[ Z_j := P_j + W_j P = 0. \] (A.15)

There are also four other primary constraints,
\[ I := Z := \frac{\delta S_{\text{dust}}}{\delta \rho}, \quad I^j := Z^j := \frac{\delta S_{\text{dust}}}{\delta W_{\nu}^j} = 0, \]
\[ p := z := \frac{\delta S}{\delta n_\nu}, \quad P_a := \frac{\delta S}{\delta n_a} = 0. \] (A.16)

The resulted Hamiltonian constraint of the coupled system of action (A.1) is given by
\[ \tilde{c}^{\text{tot}} = \tilde{c}^{\text{geo}} + \tilde{c}^{\text{scalar}} + \tilde{c}^{\text{dust}}, \] (A.17)
where
\[ \tilde{c}^{\text{geo}} \equiv \frac{1}{\sqrt{\text{det}(q)}} \left[ \tilde{q}_{\mu \nu} \tilde{q}_{\mu \nu} - \frac{1}{2} \tilde{q}_{\mu \nu} \tilde{q}_{\lambda \sigma} \right] \tilde{q}^{\alpha \beta} \tilde{q}^{\alpha \beta} - \sqrt{\text{det}(q)} \tilde{R}^{(3)}, \] (A.18)
\[ \tilde{c}^{\text{scalar}} \equiv \frac{1}{2} \left[ \frac{\rho^2}{\sqrt{\text{det}(q)}} + \sqrt{\text{det}(q)} \left( \tilde{q}^{\alpha \beta} \tilde{q}_{\mu \nu} + \frac{V(\xi)}{F^2(\xi)} \right) \right], \] (A.19)
\[ \tilde{c}^{\text{dust}} \equiv \frac{1}{2} \left[ \frac{\rho^2 J(\xi)}{\sqrt{\text{det}(q)}} + \sqrt{\text{det}(q)} \frac{\rho}{J(\xi)} \left( \tilde{q}^{\alpha \beta} U_a U_b + \frac{1}{L(\xi)} \right) \right]. \] (A.20)
with \( U_a = -T_a + W_j S^j_a \). Note that \{\tilde{\psi}^\mu, \tilde{q}_{\mu \nu}\}, \{\tilde{\xi}, \tilde{\xi}\} and \{P, T\} are three pairs of conjugate variables. The diffeomorphism constraint is given by
\[ c^\text{tot}_a = c^\text{geo}_a + c^\text{scalar}_a + c^\text{dust}_a, \]  

(A.21)

where

\[ c^\text{geo}_a \equiv -2q_{abc} \hat{D}_b \rho^{bc}, \quad c^\text{scalar}_a \equiv \hat{\pi} \xi_a, \quad c^\text{dust}_a \equiv -PU_a. \]  

(A.22)

Now the total Hamiltonian is defined as

\[ H = \int dx^3 \left( \mu' Z_j + \mu Z + \nu Z^j + \mu^a z_a + n^\text{tot} + n^a c^\text{tot}_a \right). \]  

(A.23)

where \( \mu', \mu, \nu, \mu^a \) are Lagrangian multipliers. Now we consider the condition that the primary constraints should be maintained during evolution. Explicitly we have

\[ z_j = \{ H, p \} = -c^\text{tot}, \]  

(A.24)

\[ z_{a,i} = \{ H, p_i \} = -c^\text{tot}_{a,i}, \]  

(A.25)

\[ Z_j = \{ H, I \} = \frac{n}{2} \left[ -\frac{P^2 f(\xi)}{\rho^3 \sqrt{\det(\tilde{q})}} + \frac{\sqrt{\det(\tilde{q})}}{J(\xi)} \left( \tilde{q}^{ab} U_a U_b + \frac{1}{L(\xi)} \right) \right] =: \tilde{c}, \]  

(A.26)

\[ Z_{j,i} = \{ H, Z_j \} = -\mu^i P + n^a PS_{ja} - n^a \frac{\rho}{J(\xi)} \sqrt{\det(\tilde{q})} q^{ab} U_a S_{jk}, \]  

(A.27)

\[ Z_{j,i} = \{ H, Z_j \} = \mu_j P + n^a PW_{ja} + n^a \frac{\rho}{J(\xi)} q^{ab} U_b W_{jk}. \]  

(A.28)

We can solve the constraints (A.27) and (A.28) by fixing the Lagrangian multipliers \( \mu^i \) and \( \mu_j \). The new constraint (A.26) is of second-class, by asking the conservation of this constraint, we can fix the Lagrangian multiplier \( \mu \). It is also easy to check that both \( c^\text{tot} \) and \( c^\text{tot}_a \) are conserved during the evolution. After solving all the second-class constraints, we get

\[ W_j = -\frac{P_j}{P}, \quad I^j = 0, \quad I = 0, \quad \rho = \frac{PJ(\xi)}{\sqrt{\det(\tilde{q})}} \left( \tilde{q}^{ab} U_a U_b + \frac{1}{L(\xi)} \right)^{-1}. \]  

(A.29)

Finally, in the reduced phase space with \( z = z_a = 0 \), we are left with only two constraints

\[ c^\text{tot} = c^\text{geo} + c^\text{scalar} + c^\text{dust}, \quad c^\text{tot}_a = c^\text{geo}_a + c^\text{scalar}_a + c^\text{dust}_a, \]  

(A.30)

where

\[ c^\text{dust} = P \left( \tilde{q}^{ab} U_a U_b + \frac{1}{L(\xi)} \right), \]  

(A.31)

\[ c^\text{dust}_a = PT_a + P S_{ja}, = -PU_a. \]  

(A.32)

Substituting equation (A.32) into (A.31) and using \( c^\text{dust} = - \left( c^\text{geo} + c^\text{scalar} \right) \), we can rewrite the constraints as

\[ c^\text{tot} = P + h, \quad h = \sqrt{L(\xi)} \sqrt{c^2 - \tilde{q}^{ab} c_a c_b}, \]  

(A.33)

\[ c^\text{tot}_a = P_j + h_j, \quad h_j = -h S_{ja} T_a + S_{ja} c_a, \]  

(A.34)

where \( c := c^\text{geo} + c^\text{scalar} \), \( c_a := c^\text{geo}_a + c^\text{scalar}_a \) and \( S_{ja} S_{jb} = \delta_{ja}. \)
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