Renormalized Singles Green’s Function in the T-Matrix Approximation for Accurate Quasiparticle Energy Calculation
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Abstract

We combine the renormalized singles (RS) Green’s function with the T-Matrix approximation for the single-particle Green’s function to compute quasiparticle energies for valence and core states of molecular systems. The $G_{RS}T_0$ method uses the RS Green’s function that incorporates singles contributions as the initial Green’s function. The $G_{RS}T_{RS}$ method further calculates the generalized effective interaction with the RS Green’s function by using RS eigenvalues in the T-Matrix calculation through the particle-particle random phase approximation. The $G_{RS}T_{RS}$ method provides significant improvements over the one-shot T-Matrix method $G_0T_0$ as demonstrated in calculations for GW100 and CORE65 test sets. It also systematically eliminates the dependence of $G_0T_0$ on the choice of density functional approximations (DFAs). For valence states, the $G_{RS}T_{RS}$ method provides an excellent accuracy, which is better than $G_0T_0$ with Hartree-Fock (HF) or other DFAs. For core states, the $G_{RS}T_{RS}$ method correctly identifies desired peaks in the spectral function and significantly outperforms $G_0T_0$ on core level binding energies (CLBEs) and relative CLBEs, with any commonly used DFAs.
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Quasiparticle (QP) energies constitute one of the most important electronic properties of molecules and materials. Although they can be measured in photoemission and inverse photoemission spectroscopies, the computational study of QP energies plays an important role for understanding electronic structures from basic principles and for molecular and material designs. The GW method,\textsuperscript{1,3} which is developed from Hedin’s equations,\textsuperscript{1} is a state-of-art formalism to study QP energies, and charged electronic excitations in molecules\textsuperscript{5,12} and solids.\textsuperscript{13,21} The success of the GW method stems from a clear physical interpretation for QP energies, a favorable computational scaling with respect to the size of systems and a proper description of the screened interaction.\textsuperscript{1} The GW method is viewed as the "gold standard" for band gap calculations\textsuperscript{22} for periodic systems, and the GW method has been widely used to investigate both valence\textsuperscript{23,24} and core\textsuperscript{26,28} state properties for molecular systems. Despite enormous successes achieved by GW in practical calculations, the most commonly-used GW variant, the one-shot method $G_0W_0$, still suffers from the strong starting-point dependence. In practice, the $G_0W_0$ method is usually combined with a preceding Kohn-Sham (KS) density functional theory (DFT) calculation\textsuperscript{29,31} calculation. The difference originated from using different density functional approximations (DFAs) can exceed 1 eV for ionization potentials (IPs) and electron affinities (EAs) of molecules\textsuperscript{5,32} and can be even larger than 2 eV for binding energies of solids.\textsuperscript{33} Partial or full self-consistent GW approaches, such as evGW and scGW can greatly improve the accuracy and eliminate the starting-point dependence for both valence and core state calculations,\textsuperscript{24,34,35} but inevitably bring additional computational cost.

Another approach in GW is using the (RS) Green’s function,\textsuperscript{36} as the new starting point, which is denoted as $G_{RS}W_0$ and $G_{RS}W_{RS}$.\textsuperscript{37} The motivation of the RS Green’s function is to use the form of the Hartree-Fock (HF) self-energy to include singles contributions because it captures all the contributions of the single excitations completely, unlike in the commonly used $G_0W_0$, which is done perturbatively. The RS as the reference noninteracting single-particle Green’s function shares similar thinking as the renormalized singles correction
for correlation energies. The HF Green’s function itself is not a good starting point for $G_0W_0$. However, the renormalization process of forming the HF self-energy with DFA orbitals significantly improves the accuracy and eliminates the dependence on orbital energies of the DFA. Furthermore, the incorporation of singles contributions, using RS eigenvalues with KS orbitals has been shown to lead to corrections to the underestimation of excitation energies from the particle-hole random phase approximation (phRPA) based on commonly used KS DFA. The underestimated excitation energies from the phRPA at DFA levels erroneously transfer spectral weights from desired QP peaks to satellites. The improved phRPA excitation energies lead to a unique solution of the QP equation in the core region. The renormalization step is a much less computational-demanding step than solving the phRPA equation and formulating the self-energy. Developed in the first paper on the RS Green’s function, the $G_{RS}W_0$ method uses the RS Green’s function as the new starting point but calculates the screened interaction with the KS Green’s function and it leads to considerable improvements over $G_0W_0$ for IPs and EAs. Then the $G_{RS}W_{RS}$ method that also uses the RS Green’s function in the screened interaction has been shown to provide better results than $G_0W_0$ for core level binding energies (CLBEs) and it reproduces correct behaviors for spectral functions.

In this paper, we introduce the RS Green’s function to the counterpart of $GW$ in the particle-particle (pp) channel, which is the T-Matrix method. The T-Matrix approximation or the Bethe-Goldstone approximation was originally introduced to treat the interaction of complex nuclei. The T-Matrix method was used to describe electronic structures of the Hubbard model. It has also been applied to study periodic systems in material science, including satellites, double excitations and spin-flip excitations of metals. It has been shown that the T-Matrix method works well for the low-density limit, where the screening effect has less impact and the $GW$ approximation fails.

Recently, the T-Matrix method was introduced to predict accurate QP spectra of molecules, motivated by desirable improvements on predicting excitation energies of the particle-particle
random phase approximation (ppRPA)\textsuperscript{63,65} over the phRPA.\textsuperscript{65,67} In the T-Matrix approximation, the self-energy is formulated with a four-point generalized effective interaction $T(1,3;2,4)$ instead of the two-point screened interaction $W(1,2)$. The advantage of using the four-point generalized effective interaction is that, the self-energy includes electron exchange interactions and it is exact up to second order in the bare interaction, while in the $GW$ method the self-energy does not have these properties. Similar to the $GW$ approximation that is based on the phRPA, the T-Matrix approximation has been formulated with the pairing excitation eigenvalues and eigenvectors of the ppRPA matrix.\textsuperscript{62} Comparing with the $GW$ approximation containing correlated electron-hole pairs in the screened interaction, which are drawn as ring diagrams, the T-Matrix approximation describes correlations of two electrons or through Coulomb and exchange interactions, which can be drawn as ladder diagrams. Thus the T-Matrix approximation can be considered as the pp counterpart of $GW$. In the first application of the T-Matrix approximation to molecular systems, the one-shot calculation of the T-Matrix approximation (denoted as $G_0T_0$) was carried out.\textsuperscript{62} It was shown that the T-Matrix approximation has very good accuracy, with much better agreements with experimental valence states than the bare KS eigenvalues. However, as will be shown below, the QP equation of the $G_0T_0$ has multiple solutions in the core region, which gives erroneous CLBEs. Beside the problematic behavior in computing CLBEs, the $G_0T_0$ method also suffers from the strong dependence of the starting DFAs.\textsuperscript{62} For valence and core calculations, $G_0T_0@HF$ predicts accurate results with a mean absolute error (MAE) of 0.54 eV but $G_0T_0@PBE$ gives a relatively large MAE of 1.90 eV. Motivated by the success of using the RS Green’s function in $GW$,\textsuperscript{36} in this work, we introduce the RS Green’s function to the T-Matrix method, and investigate valence and core state properties of molecular systems.

We first review the self-energy from the $GW$ approximation and the T-Matrix approximation. In the time domain, the real-space $GW$ self-energy is expressed as the product of
the Green’s function and the two-point screened interaction

\[ \Sigma^{GW}(1, 2) = iG(1, 2)W(1, 2), \]  

where the variables 1, 2 are shorthand notations for combined space-time-spin variables. The screened interaction \( W \) can be formulated with eigenvalues and eigenvectors of the phRPA matrix.

The T-Matrix approximation generalizes the two-point interaction \( W(1, 2) \) in \( GW \) to a four-point effective interaction \( T(1, 3; 2, 4) \), which makes the T-Matrix self-energy an integral of the Green’s function and \( T \)

\[ \Sigma^T(1, 2) = i \int d^3d^4G(4, 3)T(1, 3; 2, 4). \]

In terms of diagrams, the T-Matrix approximation corresponds to an infinite summation of ladder diagrams with corresponding exchange terms. Comparing to the infinite summation of ring diagrams in \( GW \), which represents screened interactions, the ladder diagrams indicate scattering interactions between pairs of particles and between pairs of holes. The T-Matrix approximation is exact up to the second order because of its proper description of second-order exchange diagrams, which are missing in the \( GW \) approximation.

The Fourier transform of the correlation part of the self-energy \( \Sigma^T \) in the frequency domain is given as

\[ \Sigma^T_{ij}(p, q, \omega) = \sum_m \sum_i \frac{\langle pi|\chi_m^{N+2}\rangle\langle qi|\chi_m^{N+2}\rangle}{\omega + \epsilon_i - \omega_m^{N+2} + i\eta} \]

\[ + \sum_m \sum_a \frac{\langle pa|\chi_m^{N-2}\rangle\langle qa|\chi_m^{N-2}\rangle}{\omega + \epsilon_a - \omega_m^{N-2} - i\eta}. \]

Here, we use \( i, j, k, l \) for occupied orbitals, \( a, b, c, d \) for virtual orbitals, \( p, q, r, s \) for general orbitals and \( m \) for the index of the excitation from the ppRPA. The transition density in
Equation 3 is

\[ \langle p_i | \chi_m^{N+2} \rangle = \sum_{c<d} \langle p_i || c,d \rangle X_{cd}^{N+2,m} + \sum_{k<l} \langle p_i || k,l \rangle Y_{kl}^{N+2,m} \]

\[ \langle p_a | \chi_m^{N-2} \rangle = \sum_{c<d} \langle p_a || c,d \rangle X_{cd}^{N-2,m} + \sum_{k<l} \langle p_a || k,l \rangle Y_{kl}^{N-2,m} \]

where \( X_m^{N\pm 2} \), \( Y_m^{N\pm 2} \) and \( \omega_m^{N\pm 2} \) are two-electron addition/removal eigenvectors and eigenvalues of the ppRPA matrix equation

\[
\begin{bmatrix}
A & B \\
B^T & C
\end{bmatrix}
\begin{bmatrix}
X \\
Y
\end{bmatrix}
= \omega^{N\pm 2}
\begin{bmatrix}
I & 0 \\
0 & -I
\end{bmatrix}
\begin{bmatrix}
X \\
Y
\end{bmatrix},
\]

(6)

with

\[ A_{ab,cd} = \delta_{ac}\delta_{bd}(\epsilon_a + \epsilon_b) + \langle ab || c,d \rangle, \]

(7)

\[ B_{ab,kl} = \langle ab || k,l \rangle, \]

(8)

\[ C_{ij,kl} = -\delta_{ik}\delta_{jl}(\epsilon_i + \epsilon_j) + \langle ij || k,l \rangle. \]

(9)

In above equations, the antisymmetrized two-electron integral \( \langle pq || rs \rangle \) is defined as

\[ \langle pq || rs \rangle = \langle pq || rs \rangle - \langle qp || rs \rangle \]

\[ = \int dx_1 dx_2 \frac{\phi_p^*(x_1)\phi_q^*(x_2)(1 - \hat{P}_{12})\phi_r(x_1)\phi_s(x_2)}{|r_1 - r_2|} \]

(10)

where \( x \) indicates both spatial and spin coordinates.

In the \( G_0T_0 \) approach, the QP energies are calculated by the linearized QP equation

\[ \epsilon_p^{\text{QP}} = \epsilon_p^{\text{SCF}} + Z_p \langle p | \Sigma^T(p,p,\epsilon_p^{\text{SCF}}) - v_{xc} | p \rangle, \]

(12)

where \( \epsilon_p^{\text{SCF}} \) is the SCF energy of the state \( p \).
where the linearization factor $Z_p$ is

$$Z_p = \left(1 - \left. \frac{\partial \Sigma^T(p,p,\omega)}{\partial \omega} \right|_{\omega = \epsilon_p^{\text{SCF}}} \right)^{-1}. \quad (13)$$

Here $\{\epsilon_p^{\text{SCF}}\}$ is a set of KS eigenvalues from the self-consistent field (SCF) DFA calculation.

The one-shot $G_0T_0$ method has an undesired dependence on the choice of the DFA, because the contributions of the singles, namely the effects of electron exchange in $\Sigma^T$, are described only in a perturbative manner in Eq.\([12]\). The RS approach sums all the contributions of the singles through a one-particle space diagonalization and thus reduces the dependence on the starting DFA, and at the same time uses density matrices from commonly used DFAs.\([36]\)

We now apply the RS Green’s function in the T-Matrix method. To take advantage of the form of the HF self-energy to eliminate the dependence on the orbital energies of the DFA, the RS Green’s function is defined as the solution of the two projected equations in the occupied orbital subspace and the virtual orbital subspace\([36]\)

$$P(G^{-1}_{\text{RS}})P = P(G^{-1}_0)P + P(\Sigma_{\text{Hx}}[G_0] - v_{\text{Hxc}})P, \quad (14)$$

and

$$Q(G^{-1}_{\text{RS}})Q = Q(G^{-1}_0)Q + Q(\Sigma_{\text{Hx}}[G_0] - v_{\text{Hxc}})Q, \quad (15)$$

where $P = \sum_{i}^{\text{occ}} |\psi_i \rangle \langle \psi_i |$ is the projection into the occupied orbital space and $Q = I - P$ is the projection into the virtual orbital space. $\Sigma_{\text{Hx}}[G_0]$ means that the HF self-energy consisting of Hartree and exchange parts is constructed from the KS density matrix. Equivalently, the RS Green’s function is obtained by using the DFA density matrix in the HF Hamiltonian, namely $H_{\text{HF}}[G_0]$, and solving two projected HF equations in the occupied/virtual subspaces\([36]\)

$$P(H_{\text{HF}}[G_0])P|\Psi^{\text{RS}}_i \rangle = \epsilon^{\text{RS}}_i P|\Psi^{\text{RS}}_i \rangle, \quad (16)$$
and
\[ Q(H_{HF}[G_0])Q|\Psi_a^{RS}\rangle = \varepsilon_a^{RS}Q|\Psi_a^{RS}\rangle. \quad (17) \]

The resulting RS Green’s function is diagonal in the occupied and virtual subspaces:
\[ G_{nm}^{RS}(\omega) = \frac{1}{\omega - \varepsilon_n^{RS} + i\eta \text{sgn}(\varepsilon_n^{RS} - \mu)}. \quad (18) \]

Here \( \mu \) is the chemical potential and \( \eta \) is the broadening parameter. The RS Green’s function has been implemented in the \( GW \) calculations in the QM4D package.\cite{QM4D}

We now develop the RS Green’s function for the T-Matrix method. In the T-Matrix approximation, we apply the RS Green’s function in two ways: \( G_{RS}T_{RS} \) and \( G_{RS}T_0 \). The \( G_{RS}T_0 \) approach uses the Green’s function as a new starting point and the generalized effective interaction \( T \) is calculated with the KS Green’s function. During the evaluation of the self-energy, the KS orbitals are used for simplicity, as advocated in the original work of \( G_{RS}W_0 \).\cite{GWS} The validity of using just the KS orbitals is further confirmed in present work. In the Supporting Information, it is shown that IPs and CLBEs from \( G_{RS}T_0 \) and \( G_{RS}T_{RS} \) using KS orbitals and RS orbitals provide essentially the same results. The exchange part of the \( G_{RS}T_0 \) self-energy and the \( G_{RS}T_{RS} \) self-energy is the same as \( G_0T_0 \) and the correlation part of the \( G_{RS}T_0 \) self-energy is
\[ \Sigma_{c}^{G_{RS}T_0}(p, q, \omega) = \sum_m \sum_i \frac{\langle pi|\chi_{m}^{N+2}\rangle \langle qi|\chi_{m}^{N+2}\rangle}{\omega + \varepsilon_i^{RS} - \omega_{m}^{N+2} - i\eta} + \sum_m \sum_a \frac{\langle pa|\chi_{m}^{N-2}\rangle \langle qa|\chi_{m}^{N-2}\rangle}{\omega + \varepsilon_a^{RS} - \omega_{m}^{N-2} + i\eta}. \quad (19) \]

Here we follow the approximation in the \( G_{RS}W_0 \), where DFA orbitals are used for simplicity. As can be seen above, KS eigenvalues in the denominators are simply replaced by RS eigenvalues. The QP equation of \( G_{RS}T_0 \)
\[ \epsilon_p^{QP} = \epsilon_p^{SCF} + Z_p\langle p|\Sigma^{G_{RS}T_0}(p, p, \varepsilon_p^{RS}) - v_{xc}|p\rangle, \quad (20) \]
which can be linearized by the factor $Z_p = (1 - \frac{\partial \Sigma(p,p,\omega)}{\partial \omega}|_{\omega=\epsilon_{RS}^p})^{-1}$.

The $G_{RS}T_{RS}$ approach further calculates the generalized effective interaction $T$ with the RS Green’s function, which means RS eigenvalues are used in the ppRPA calculations. The KS orbitals are also used for simplicity without the loss of accuracy (See Ref.\textsuperscript{36} and the Supporting Information). The self-energy of $G_{RS}T_{RS}$ is thus

$$\Sigma^{G_{RS}T_{RS}}_{c}(p, q, \omega) = \sum_{m} \sum_{i} \frac{\langle pi|\chi_{m}^{RS,N+2}\rangle \langle qi|\chi_{m}^{RS,N+2}\rangle}{\omega + \epsilon_{RS}^{i} - \omega_{m}^{N+2} - i\eta} + \sum_{m} \sum_{a} \frac{\langle pa|\chi_{m}^{RS,N-2}\rangle \langle qa|\chi_{m}^{RS,N-2}\rangle}{\omega + \epsilon_{RS}^{a} - \omega_{m}^{N-2} + i\eta}. \quad (21)$$

Thus the QP equation of $G_{RS}T_{RS}$ is

$$\epsilon_{p}^{QP} = \epsilon_{p}^{SCF} + Z_p \langle p|\Sigma^{G_{RS}T_{RS}}_{c}(p, p, \epsilon_{RS}^{p}) - v_{xc}|p\rangle, \quad (22)$$

which can be linearized by the factor $Z_p = (1 - \frac{\partial \Sigma(p,p,\omega)}{\partial \omega}|_{\omega=\epsilon_{RS}^p})^{-1}$.

We implemented $G_{RS}T_{RS}$ and $G_{RS}T_{0}$ methods in QM4D quantum chemistry package\textsuperscript{70} to calculate IPs and CLBEs of molecular systems. As discussed in benchmarks of the GW100 set for GW methods,\textsuperscript{23,24} EAs of many molecules in the GW100 set are negatives, where the experimental values are not available. Therefore, we here focus on the discussion of IPs. Results of EAs can be found in the Supporting Information. We use Cartesian basis sets and uses the resolution of identity\textsuperscript{71–73} (RI) technique to compute two-electron integrals in the T-Matrix method. The broadening parameter $\eta$ is set as $1.0 \times 10^{-3}$ A.U. for numerical stability considerations. The convergence criteria is set as $1.0 \times 10^{-5}$ A.U. in the iterative procedure to solve the QP equation (Eqs. \textsuperscript{12, 20} and \textsuperscript{22}). The convergence with respect to the broadening parameter has been assured and test data can be found in supporting information. The T-Matrix methods are tested with different noninteracting references, including HF and a variety of functionals, such as the generalized gradient approximation (GGA) functional PBE,\textsuperscript{74} and hybrid functionals B3LYP\textsuperscript{75,76} and PBE0.\textsuperscript{77,78} We benchmarked IPs and
EAs of molecules in the GW100 set with def2-TZVPP basis set and CLBEs of molecules in the CORE65 set with def2-TZVP basis set. We excluded 35 large molecules in the GW100 set and 8 large molecules in the CORE65 set because of their high computational cost. Corresponding RI fitting basis sets are used. All basis sets are taken from Basis Set Exchange. Experiment values of IPs and EAs are taken from Setten’s work. Experiment values of CLBEs are taken from Golze’s work. More details and results can be found in the Supporting Information.

We first examine $G_{RS}T_0$ and $G_{RS}T_{RS}$ methods for molecular IP prediction. The IPs are obtained from $G_0T_0$, $G_{RS}T_0$, $G_{RS}T_{RS}$ and $G_0W_0$ based on HF, PBE and PBE0. The MAEs comparing to experiment results can be seen in Table 1. Our $G_0T_0$ results are consistent with the previous work with $G_0T_0$@HF having the smallest MAE. We also find that $G_0T_0$ with DFA references can have improved accuracy with some fractions of the Hartree-Fock exchange. As expected, both $G_{RS}T_0$@HF and $G_{RS}T_{RS}$@HF show very similar results as $G_0T_0$@HF. The MAEs of $G_{RS}T_0$ with both PBE and PBE0 are smaller comparing with $G_0T_0$. The MAEs are reduced from 1.32 eV and 0.98 eV to 1.03 eV and 0.81 eV when the RS Green’s function is used as the new starting point. The accuracy greatly improves when the generalized effective interaction $T$ is also calculated with the RS Green’s function in the $G_{RS}T_{RS}$ approach. The MAEs of $G_{RS}T_{RS}$ with PBE and PBE0 are reduced to 0.53 eV and 0.54 eV. In addition to the improved accuracy, the starting point dependence is greatly reduced in the $G_{RS}T_{RS}$ approach. This can be seen in Fig 1. For $G_0T_0$ results, different starting points show distinct error distributions. The error distribution of $G_0T_0$@HF is more centered around zero than $G_0T_0$ combining with other DFAs. For $G_{RS}T_{RS}$, using PBE or PBE0 as starting points provide very similar distributions, which are also centered. We also find that the distributions of $G_{RS}T_{RS}$ methods are in the range of $-2.0$ eV to $2.0$ eV. However, results of As$_2$ and Br$_2$ molecules from $G_0T_0$@HF have absolute errors of 4.11 eV and 3.75 eV, even though $G_0T_0$@HF has a similar MAE to the $G_{RS}T_{RS}$ method. Therefore, the $G_{RS}T_{RS}$ method has a better consistency than $G_0T_0$@HF over the IP test sets.
Figure 1: Distributions of errors with respect to the experimental IPs of the GW100 benchmark set from (a) $G_0 T_0$@HF, (b) $G_0 T_0$@PBE, (c) $G_0 T_0$@PBE0, (d) $G_{RS} T_{RS}$@PBE, (e) $G_{RS} T_{RS}$@PBE0, where $\text{Error}_i = IP_{\text{theory}}^i - IP_{\text{exp}}^i$.

Table 1: Results of IPs in the GW100 set from $G_0 T_0$, $G_{RS} T_{0}$, $G_{RS} T_{RS}$ and $G_0 W_0$ based on PBE, PBE0 and HF (eV). "Max Error" means the largest absolute error in the GW100 set predicted by the corresponding method.

|          | $G_0 T_0$ | $G_{RS} T_0$ | $G_{RS} T_{RS}$ | $G_0 W_0$ |
|----------|-----------|--------------|-----------------|-----------|
|          | HF       | PBE       | PBE0           | HF       | PBE       | PBE0           | HF       | PBE       | PBE0           | HF       | PBE       |
| MAE      | 0.52     | 1.32      | 0.98           | 0.56     | 1.03      | 0.81           | 0.56     | 0.53      | 0.54           | 0.57     | 0.70      |
| Max Error| 4.11     | 3.66      | 3.08           | 4.11     | 3.01      | 2.67           | 4.11     | 1.91      | 1.84           | 3.70     | 2.93      |

Next we apply $G_{RS} T_0$ and $G_{RS} T_{RS}$ methods to core level calculations. We present CLBE results for molecules in the CORE65 set calculated with $G_0 T_0$, $G_{RS} T_0$ and $G_{RS} T_{RS}$ combining with different starting points, including PBE, PBE0, B3LYP and HF. The CORE65 set contains C$_{1s}$, N$_{1s}$, O$_{1s}$ and F$_{1s}$ excitations from molecules that consist of up to 8 atoms. We excluded 8 large molecules because of computational cost considerations. From Table 2 it can be seen that using PBE as the starting point in $G_0 T_0$ gives the largest error of around 15.0 eV. The MAE is reduced when hybrid functionals are used as the starting point.
point. $G_0T_0@PBE0$ and $G_0T_0@B3LYP$ show similar MAEs around 9.0 eV, which are still large. The MAE of $G_0T_0@HF$ is the smallest, which is similar to the conclusion for valence calculations. The MAEs of $G_{RS}T_0$ are reduced from those of $G_0T_0$ by about 2.0 eV. It can be found that using the RS Green’s function in the T-Matrix further reduces errors for all types of functionals, which are around 1.5 eV. In addition, the starting-point dependence is significantly reduced. All starting points give MAEs smaller than 2.0 eV. This shows that the $G_{RSRS}$ method has the best accuracy and consistency compared with other methods.

Table 2: MAEs of CLBEs in the CORE65 set from $G_0T_0$, $G_{RS}T_0$, $G_{RSRS}$, $G_0W_0$ based on PBE, B3LYP, PBE0 and HF (eV).

|         | PBE  | PBE0 | B3LYP | HF  |
|---------|------|------|-------|-----|
| $G_0T_0$ | 14.97| 7.80 | 9.34  | 3.74|
| $G_{RS}T_0$ | 12.21| 6.47 | 7.55  | 3.74|
| $G_{RSRS}$ | 1.53 | 2.06 | 1.66  | 3.74|
| $G_0W_0$  | 5.06 | 5.96 | 5.67  |      |

$^a$ Cartesian def2-TZVP basis set is used. $^b$ Geometries and reference values are taken from Golze’s work.\[13\]

Figure 2: Distributions of errors with respect to the experimental CLBEs in the CORE65 benchmark set from (a) $G_{RSRS}@PBE$, (b) $G_{RSRS}@B3LYP$, (c) $G_0T_0@HF$, (d) $G_0T_0@PBE$, (e) $G_0T_0@PBE0$, (f) $G_0T_0@B3LYP$, where $\text{Error}_i = \text{CLBE}^{\text{theory}}_i - \text{CLBE}^{\text{exp}}_i$. The histograms are stacked.

The distributions of errors with respect to experimental values of CLBE from $G_{RSRS}$ and $G_0T_0$ with different starting points are shown in Fig.[2] It can be seen that the distributions of $G_{RSRS}$ methods are the most centered. The distributions of $G_0T_0$ methods are very different
when different starting points are used. Our calculations indicate that $G_{RS}T_{RS}$ overestimate CLBEs only for less than 2.0 eV, which clearly outperforms $G_0T_0$ (with $-20$ eV to $3$ eV errors). $G_{RS}T_{RS}$ combining with different functionals shows similar error distributions. This again indicates that functional dependence is reduced significantly in the $G_{RS}T_{RS}$ method.

Table 3: MAEs of relative CLBEs in the CORE65 set from $G_0T_0$ and $G_{RS}T_{RS}$ based on PBE, B3LYP, PBE0 and HF (eV). The relative CLBEs are the shifts with respect to a reference molecule, $\Delta CLBE = CLBE - CLBE_{\text{ref mol}}$. CH$_4$, NH$_3$, H$_2$O and CF$_4$ have been used as reference molecules for C$_{1s}$, N$_{1s}$, O$_{1s}$ and F$_{1s}$ respectively.

|       | $G_0T_0$ |       | $G_{RS}T_{RS}$ |
|-------|----------|-------|---------------|
|       | PBE     | PBE0  | B3LYP | HF       | PBE     | PBE0  | B3LYP | HF       |
| C     | 0.85    | 0.42  | 0.41  | 0.33     | 0.39    | 0.29  | 0.46  | 0.33     |
| N     | 1.40    | 0.78  | 0.88  | 0.09     | 0.19    | 0.11  | 0.12  | 0.09     |
| O     | 2.29    | 1.11  | 1.47  | 0.22     | 0.29    | 0.17  | 0.21  | 0.22     |
| F     | 0.22    | 0.18  | 0.11  | 0.13     | 0.22    | 0.09  | 0.07  | 0.13     |

The $G_{RS}T_{RS}$ method also provides improvement on predicting relative CLBEs. As can be seen in Table 3, the MAEs of relative CLBEs from $G_{RS}T_{RS}$ with all starting points are below 0.50 eV. For N$_{1s}$, O$_{1s}$ and F$_{1s}$, $G_{RS}T_{RS}$ gives errors that are smaller than 0.3 eV. The starting point dependence in $G_0T_0$ is clearly shown. $G_0T_0$@HF provides similar MAEs as $G_{RS}T_{RS}$, but $G_0T_0$ based on other KS starting points can give MAEs exceeding 2.00 eV. The dependence is greatly reduced in $G_{RS}T_{RS}$, as the difference of MAEs between different starting points in $G_{RS}T_{RS}$ are much smaller than those of $G_0T_0$. The good performance of $G_{RS}T_{RS}$ is illustrated by the graphical solutions of different approaches in Fig.3. In Fig.3, the solutions of the QP equation is found at intersections between the correlation part of O$_{1s}$ self-energy $\Sigma^T_{c,1}$ and $\omega - \epsilon_{1s} + v_{1s}^{xc} - \Sigma^{\chi}_{1s}$. For $G_0T_0$@PBE, many intersections can be observed in the core region. This means the QP state erroneously transfers spectral weight to satellites, which leads to incorrect QP solutions. This error stems from the underestimation of excitation energies in the ppRPA step at the PBE level. When using RS Green’s function, ppRPA excitation energies are improved, thus satellites shift away from the correct QP states. Only one intersection can be found in the core region, and it is our desired QP state. The
Figure 3: Graphical solutions of O$_{1s}$ excitation in the water molecule from $G_0 T_0@$PBE and $G_{RS} T_{RS}@PBE$. The graphical solutions are found at intersections between $\omega - \epsilon_{1s} + v_{1s}^{xc} - \Sigma_{1s}^x$ (the green line) and the correlation part of O$_{1s}$ self-energy from $G_0 T_0@$PBE (the blue line) or $G_{RS} T_{RS}@PBE$ (the orange line). The vertical red line is the experimental value. def2-TZVP basis set is used.

Solutions from different approaches are also reflected in spectral functions, as shown in Fig.4. The equations for computing spectral function in $G_{RS} T_0$ and $G_{RS} T_{RS}$ can be found in section 4 of the Supporting Information. Spectral functions from $G_0 T_0@$PBE, $G_0 T_0@$PBE0, $G_{RS} T_0@$PBE and $G_{RS} T_0@$PBE0 show multiple peaks in the core region which correspond to multiple solutions in Fig.3. Spectral functions from $G_{RS} T_{RS}@PBE$ and $G_{RS} T_{RS}@PBE0$ show only one major peak, which corresponds to the correct QP state. The erroneous behavior of multiple peaks in core spectral functions was also found in $G_0 W_0$ with commonly-used DFAs. The correct behavior in $G_0 W_0$ can be restored by tuning up the fraction of exchange in the DFA.$^{26,44}$

In summary, we applied the RS Green’s function in the T-Matrix method to calculate valence and core states properties. Two methods were introduced: the $G_{RS} T_0$ method that uses the RS Green’s function as the reference noninteracting Green’s function and the $G_{RS} T_{RS}$ method that further computes the generalized effective interaction with the the RS Green’s function. $G_{RS} T_0$ and $G_{RS} T_{RS}$ methods were first examined on valence state calculations by
Figure 4: Spectral functions in the core region of the water molecule from (a) $G_0 T_0 @ PBE$, (b) $G_0 T_0 @ PBE0$, (c) $G_{RS} T_0 @ PBE$, (d) $G_{RS} T_0 @ PBE0$, (e) $G_{RS} T_{RS} @ PBE$ and (f) $G_{RS} T_{RS} @ PBE0$. Blue lines are spectral functions and the red line is experimental value for the CLBE. def2-TZVP basis set is used.
computing IPs in the GW100 set. It can be found that the $G_{\text{RS}}T_{\text{RS}}$ method combining with PBE and PBE0 provides accurate results with MAEs of 0.53 eV and 0.54 eV which are similar to that of $G_0T_0@HF$. However, $G_{\text{RS}}T_{\text{RS}}$ has a much smaller error spread than $G_0T_0@HF$, and thus is a more reliable method for predicting IPs. $G_{\text{RS}}T_{\text{RS}}$ also greatly reduced the starting-point dependence for IP calculations. The results on CLBEs of molecules in the CORE65 set show that the $G_{\text{RS}}T_{\text{RS}}$ method greatly outperforms $G_0T_0$ and systematically eliminates the starting-point dependence. The improvement of $G_{\text{RS}}T_{\text{RS}}$ comes from the fact that the ppRPA excitation energies are larger, which ensures a unique solution of the QP equation in the core region. This work demonstrates the capability of the $G_{\text{RS}}T_{\text{RS}}$ method for predicting accurate QP energies for molecular systems, both for valence and for core excitations.
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