Hopf instantons and the Liouville equation in target space
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Abstract

We generalise recent results on Hopf instantons in a Chern–Simons & Fermion theory in a fixed background magnetic field. We find that these instanton solutions have to obey the Liouville equation in target space. As a consequence, these solutions are given by a class of Hopf maps that consist of the composition of the standard Hopf map with an arbitrary rational map.
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1 Introduction

In this letter, we shall generalise some recent results [1] on fully three-dimensional solutions of an Abelian Chern–Simons and Fermion system in the presence of a fixed background magnetic field. These solutions are related to Hopf maps and are, therefore, labelled by the Hopf index. Hopf maps are just maps $S^3 \rightarrow S^2$. These maps fall into different homotopy classes that are labelled by the integers (the Hopf index, see below for details). Field theories where static solutions with nontrivial Hopf index (Hopf solitons) occur have already received considerable interest recently (see e.g., [2]–[8]).

Chern–Simons theories have been widely studied ever since their introduction [9]. Specifically, when an Abelian Chern–Simons term in three dimensions is coupled to matter, the magnetic field is forced to be proportional to the electric current due to the equations of motion [10]–[14]. Further, in these models there exist soliton-like, static (i.e., two-dimensional) solutions that are related to some topological invariants (e.g., maps $S^2 \rightarrow S^2$) [10]–[14]. Usually, these solitons behave like vortices, and, because of their topological nature, they exhibit magnetic flux quantization. Therefore these solutions are physically relevant in situations where the phenomenon of magnetic flux quantization occurs and where matter is confined to a plane, the most prominent example being the quantum Hall effect [15, 16].

At this point the question arises whether there exist fully three-dimensional solutions for such Chern–Simons & matter systems, and whether these solutions may be characterized by some topological invariants, as well.

In a recent paper [1] we have demonstrated that, if the presence of a fixed, prescribed background magnetic field is assumed, then there indeed exist solutions to the Chern–Simons & Fermion system defined below. These solutions are related to the specific Hopf maps

$$S^3 \xrightarrow{\chi} S^2 \xrightarrow{R_n} S^2 \quad (1)$$

where $\chi$ is the standard Hopf map with Hopf index 1 and

$$R_n : z \rightarrow z^n, \quad z \in \mathbb{C}, \quad n \in \mathbb{Z} \quad (2)$$

is a special class of rational maps $\mathbb{C} \rightarrow \mathbb{C}$ that express maps $S^2 \rightarrow S^2$ in stereographic coordinates (see below for details). The Hopf maps (1) have Hopf index $N = n^2$, and $n$ is the winding number of the corresponding map $S^2 \rightarrow S^2$, (2).

In this letter we shall show that the special class (2) of rational maps in (1) may actually be generalised to arbitrary rational maps $R(z)$. These general rational maps will emerge as solutions of the Liouville equation on the target $S^2$ in (1) that the Hopf instantons will be proven to obey.

The paper is organised as follows. In Section 2 we briefly review some features of maps $S^2 \rightarrow S^2$ and of Hopf maps $S^3 \rightarrow S^2$. In Section 3, we define our Chern–Simons and Fermion system. We show that its solutions in the presence of a fixed prescribed background magnetic field are solutions to the Liouville equation in target space. Consequently, these solutions are given by general rational maps in target space. We discuss our results in the final section.

1
2 Maps $S^2 \to S^2$ and Hopf maps $S^3 \to S^2$

Maps $S^2 \to S^2$ are characterised by their winding number $w$. One way of describing them is by interpreting both $S^2$ as Riemann spheres and by introducing stereographic coordinates $z \in \mathbb{C}$ on both of them. A specific class of such maps $S^2 \to S^2$ may then be described by rational maps

$$R : z \rightarrow R(z) = \frac{P(z)}{Q(z)}$$

where $P(z)$ and $Q(z)$ are polynomials, and $z$ and $R(z)$ are interpreted as stereographic coordinates on the domain and target $S^2$, respectively. The winding number $w$ of this map is given by the degree of the map,

$$w = \deg(R) = \max(p, q)$$

where $p$ and $q$ are the degrees of the polynomials $P(z)$ and $Q(z)$. Another possibility of computing the same winding number involves the pullback under $R(z)$ of the standard area two-form $\Omega$ on $S^2$ (in stereographic coordinates),

$$\Omega = \frac{2}{i} \frac{d\bar{z}dz}{(1 + z\bar{z})^2}, \quad \int \Omega = 4\pi.$$

The pullback is ($'$ means derivative w.r.t. the argument)

$$R^*\Omega = \frac{2}{i} \frac{|R'(z)|^2}{(1 + RR)^2} d\bar{z}dz = \frac{2}{i} \rho_R(z, \bar{z})d\bar{z}dz$$

and obeys

$$\int R^*\Omega = 4\pi w$$

where $w$ is again the winding number (4). For later convenience we want to point out that the function $\rho_R(z, \bar{z})$ defined in (6) obeys the Liouville equation for all rational maps $R(z)$ (in fact for all holomorphic functions $f(z)$; however, we will be forced to restrict to rational maps later on by regularity requirements),

$$\partial_z \partial_{\bar{z}} \ln \rho_R(z, \bar{z}) = -2\rho_R(z, \bar{z})$$

where

$$\partial_z \partial_{\bar{z}} = \frac{1}{4}(\partial_x^2 + \partial_y^2) = \frac{1}{4} \Delta$$

($\Delta$ is the two-dimensional Laplacian) and we expressed $z$ by its real and imaginary part,

$$z = x + iy, \quad \partial_z = \frac{1}{2}(\partial_x - i\partial_y).$$

If we separate the function $\rho_z(z, \bar{z}) = (1 + z\bar{z})^{-2}$ that corresponds to the identity map $z \rightarrow z$ from $\rho_R(z, \bar{z})$,

$$\rho_R =: \rho_z \rho_R$$
\[ \partial_z \partial \bar{z} \ln \tilde{\rho}_R = -2 \frac{\tilde{\rho}_R - 1}{(1 + z\bar{z})^2} \]  

(12)

which we shall need later on.

Hopf maps are maps \( S^3 \to S^2 \). They may be expressed, e.g., by maps \( \chi : \mathbb{R}^3 \to \mathbb{C} \) provided that the complex function \( \chi \) obeys \( \lim_{|\vec{x}| \to \infty} \chi(\vec{x}) = \chi_0 = \text{const} \), where \( \vec{x} = (x_1, x_2, x_3)^T \). The pre-images in \( \mathbb{R}^3 \) of points of the target \( S^2 \) (i.e., the pre-images of points \( \chi = \text{const} \)) are closed curves in \( \mathbb{R}^3 \) (circles in the related domain \( S^3 \)). Any two different circles are linked \( N \) times, where \( N \) is the Hopf index of the given Hopf map \( \chi \). Further, a magnetic field \( \vec{B} \) (the Hopf curvature) is related to the Hopf map \( \chi \) via

\[ \vec{B} = \frac{2 (\vec{\partial} \chi) \times (\vec{\partial} \bar{\chi})}{i} = 4 \frac{S(\vec{\partial}S) \times \vec{\partial}\sigma}{(1 + S^2)^2} \]  

(13)

where \( \chi = Se^{i\sigma} \) is expressed in terms of its modulus \( S \) and phase \( \sigma \) at the r.h.s. of (13).

Mathematically, the curvature \( F = \frac{1}{2} F_{ij} dx_i dx_j, F_{ij} = \epsilon_{ijk} B_k \), is the pullback under the Hopf map, \( F = \chi^* \Omega \), of the standard area two-form \( \Omega \), (5), on the target \( S^2 \). Geometrically, \( \vec{B} \) is tangent to the closed curves \( \chi = \text{const} \) (see e.g. [2, 3, 6, 17]; the authors of [17] describe Hopf curvatures slightly differently, by the Abelian projection of an \( SU(2) \) pure gauge connection, which has some technical advantages). The Hopf index \( N \) of \( \chi \) may be computed from \( \vec{B} \) via

\[ N = \frac{1}{16\pi^2} \int d^3x \vec{A} \vec{B} \]  

(14)

where \( \vec{B} = \vec{\partial} \times \vec{A} \).

The simplest (standard) Hopf map \( \chi \) with Hopf index \( N = 1 \) is

\[ \chi = \frac{2(x_1 + ix_2)}{2x_3 - i(1 - r^2)} \]  

(15)

with modulus and phase

\[ S^2 = \frac{4(r^2 - x_3^2)}{4x_3^2 + (1 - r^2)^2}, \quad \sigma = \text{atan} \frac{x_2}{x_1} + \text{atan} \frac{1 - r^2}{2x_3} \]  

(16)

(a Hopf map has to be single valued, but may well be singular, as \( \chi = \infty \) is just the south pole of the target \( S^2 \)). This \( \chi \), (15), leads to the Hopf curvature

\[ \vec{B} = \frac{16}{(1 + r^2)^2} \vec{N} \]  

(17)

and we have introduced the unit vector

\[ \vec{N} = \frac{1}{1 + r^2} \left( \begin{array}{c} 2x_1x_3 - 2x_2 \\ 2x_2x_3 + 2x_1 \\ 1 - x_1^2 - x_2^2 + x_3^2 \end{array} \right) \]  

(18)

(\( \vec{N}^2 = 1 \)) for later convenience.
3 Construction of the Hopf instantons

We start with the action \((i,j,k = 1 \ldots 3)\)

\[
S = \int d^3x \left( \bar{\Psi} (-i\partial_j - \bar{A}_j)\sigma_j \Psi + \frac{1}{2} \bar{A} B \right)
\]  

(19)

where \(\Psi\) is a two-component spinor (Fermion), \(\sigma_j\) are the Pauli matrices and \(\bar{A}\) is an Abelian gauge potential. Further,

\[
S_{CS} = \frac{1}{2} \int d^3x \bar{A} B = \frac{1}{4} \int d^3x \epsilon_{ijk} A_i F_{jk}
\]

(20)

is the Chern–Simons (CS) action, where the Chern–Simons coupling constant is chosen equal to one; and

\[
\bar{A}_i = A_i + A^B_i
\]

(21)

where the background gauge field \(A^B_i\) and its magnetic field \(B^B_i = \epsilon_{ijk} \partial_j A^B_k\) are

\[
\bar{A}^B = -\frac{1}{1+r^2} \vec{N}, \quad \bar{B}^B = -\frac{4}{(1+r^2)^2} \vec{N}
\]

(22)

and the unit vector \(\vec{N}\) is given in (18).

Observe that the (fixed, non-dynamical) background field is coupled to the Fermion, but it is absent in the CS term. The equations of motion resulting from the action (19) are

\[-i\partial_j - \bar{A}_j)\sigma_j \Psi = 0,
\]

(23)

(the Dirac equation) and

\[\bar{\Sigma} := \bar{\Psi} \sigma \Psi = \bar{B}.
\]

(24)

Observe that for any pair \((\Psi, \bar{A}_j)\) that solves the Dirac equation (23) the spin density \(\bar{\Sigma}\) related to \(\Psi\) has to obey

\[\bar{\partial} \bar{\Sigma} = 0,
\]

(25)

therefore, equations (23) and (24) are consistent.

The simplest solution to this system is (see \[18, 19\])

\[\Psi = \frac{4}{(1+r^2)^2} \left( \begin{array}{c} 1 \\ i \bar{x} \sigma \end{array} \right) \left( \begin{array}{c} 1 \\ 0 \end{array} \right)
\]

(26)

\[\bar{A} = \frac{4}{1+r^2} \vec{N}
\]

(27)

\[\bar{\Sigma} = \bar{B} = \frac{16}{(1+r^2)^2} \vec{N}
\]

(28)

(\(\vec{N}\) is given in (18)). Here the dynamical gauge field is proportional to the background field, therefore one could find a solution without background field by choosing either
a different normalization of the fermion (26) or by choosing a Chern–Simons coupling constant in (20), (24) different from 1. However, this will not be true for the solutions below, for which the background field (22) is crucial.

Further, the magnetic field (and spin density) of this simplest solution, (28), is precisely equal to the Hopf curvature (17) of the simplest standard Hopf map, (15). Here the question arises whether there are more solutions to (23), (24) that are characterised by Hopf maps, and we already know from [1] that this is indeed the case. Here we shall generalise these results, therefore we should provide some more Hopf maps that will give rise to more solutions to (23), (24). We will produce these Hopf maps by composing the standard Hopf map with some maps $S^2 \rightarrow S^2$, i.e.,

$$\chi_R : S^3 \chi(t) \rightarrow S^2 \rightarrow S^2$$

where $R(z)$ is a general rational map (3). Such Hopf maps have Hopf index $N = w^2$, where $w$ is the winding number (i.e., the degree (4) of the rational map).

Next we need some facts about the Dirac equation (23). Suppose a spinor $\Psi$ is given that solves (23) for some $\bar{A}_i$, then this gauge field $\bar{A}_i$ may actually be expressed in terms of the zero mode $\Psi$ as

$$\bar{A}_i = 1 \left( \frac{1}{2} \right) \epsilon_{ijk} \partial_j \Sigma_k + \text{Im} \, \Psi^\dagger \partial_i \Psi$$

where we have expressed $\bar{A}_i$ in terms of the general unit vector and unit spinor

$$\vec{N} = \frac{\Sigma}{|\Sigma|}, \quad \hat{\Psi} = \frac{\Psi}{|\Psi^\dagger \Psi|^{1/2}}.$$

Now we are able to construct the solutions to (23), (24) as follows. We define the spinor

$$\Psi^{(M)} = e^{i\Lambda} e^{M/2} \Psi$$

where $\Psi$ at the r.h.s. of (32) is just the zero mode of the simplest solution, (26). Further, $M$ is a real function of the simplest standard Hopf map $\chi$, (15), and its complex conjugate $\bar{\chi}$. $\Lambda$ is a pure gauge factor that has to be chosen accordingly (see below).

For the corresponding spin density $\Sigma^{(M)}$ it still holds that

$$\Sigma^{(M)}_{i,i} = e^M ((M_{\chi} \chi_i + M_{\bar{\chi}} \bar{\chi}_i) \Sigma_i + \Sigma_{i,i}) = 0$$

where $\Sigma_i$ is the spin density (and magnetic field) in (28), or equivalently the Hopf curvature (17) of the standard Hopf map (15). Therefore, $\Psi^{(M)}$ is still a zero mode. The corresponding gauge field $\bar{A}^{(M)}_i$ that solves the Dirac equation together with $\Psi^{(M)}$ may be computed with the help of (30) to be

$$\bar{A}^{(M)}_i = \bar{A}_i + \frac{1}{2} \epsilon_{ijk} (\partial_j M) N_k + \Lambda_i,$$
where $\vec{A}$ is the gauge field (27) of the simplest solution plus the background gauge field (22), and $\vec{N}$ is the specific unit vector (18). The corresponding magnetic field $\vec{B}^{(M)} = \epsilon_{ijk} \partial_j \vec{A}^{(M)}_k$ is

$$\vec{B}^{(M)} = \vec{B} + \frac{1}{2} M_{,\chi} (\chi_{,lk} N_k + \chi_{,l} N_{k,k} - \chi_{,kk} N_l - \chi_{,k} N_{l,k}) +$$

$$M_{,\bar{\chi}} (\bar{\chi}_{,lk} N_k + \bar{\chi}_{,l} N_{k,k} - \bar{\chi}_{,kk} N_l - \bar{\chi}_{,k} N_{l,k}) - (M_{,\chi \bar{\chi}} \chi_{,k} \chi_{,l} + M_{,\bar{\chi} \bar{\chi}} \bar{\chi}_{,k} \bar{\chi}_{,l} + 2 M_{,\chi \bar{\chi}} \chi_{,k} \bar{\chi}_{,l} ) N_l \right] (35)$$

where $\vec{B}$ is the magnetic field (28) plus the background magnetic field (22). After some tedious algebra we find that only the coefficient of $M_{,\chi \bar{\chi}}$ is nonzero, i.e.,

$$\chi_{,lk} N_k + \chi_{,l} N_{k,k} - \chi_{,kk} N_l - \chi_{,k} N_{l,k} = 0 \quad (36)$$

$$\chi_{,k} \chi_{,k} = 0 \quad (37)$$

$$\chi_{,k} \bar{\chi}_{,k} = \frac{8 (1 + \bar{\chi})^2}{(1 + r^2)^2} \quad (38)$$

and, therefore

$$\vec{B}^{(M)} = \vec{B} - \frac{8 (1 + \chi \bar{\chi})^2}{(1 + r^2)^2} M_{,\chi \bar{\chi}} N_l \right] (39)$$

Now we should insert this into the Chern–Simons equation (24) after subtracting the background magnetic field (22),

$$\vec{B}^{(M)} = \vec{B}^{(M)} - B^B = \Sigma^{(M)} \right] (40)$$

We arrive at

$$\frac{16}{(1 + r^2)^2} N_l - \frac{8 (1 + \chi \bar{\chi})^2}{(1 + r^2)^2} M_{,\chi \bar{\chi}} N_l = \frac{16 e^M}{(1 + r^2)^2} N_l \right] (41)$$

or

$$M_{,\chi \bar{\chi}} = -2 \frac{e^M - 1}{(1 + \chi \bar{\chi})^2} \quad (42)$$

which is just version (12) of the Liouville equation (for $\tilde{\rho} = (1 + z \bar{z})^2 \rho$). However, equation (42) holds in target space (i.e., for “coordinates” $\chi, \bar{\chi}$). Solutions to (42) are therefore

$$M = \ln \left( \frac{(1 + \chi \bar{\chi})^2}{(1 + R(\chi) R(\chi))^2} \right) \quad (43)$$

for arbitrary rational functions $R(\chi)$.

Here we still have to explain why the restriction to rational maps $R(\chi)$ is necessary, because in principle any holomorphic function $f(\chi)$ in (43) solves eq. (42). This question is related to the pure gauge factor $\Lambda$ in (32) and (34), which we have not yet determined, because it did not show up in eq. (42), which is gauge invariant.
The point is that the gauge field \( \tilde{A}_l^{(M)} \), as defined in (34), is singular at the zeros of \( \exp(M(\chi, \bar{\chi})) \). In other words, \( \tilde{A}_l^{(M)} \) is singular along closed curves that are pre-images \( \chi(\vec{x}) = z_i \) of the zeros of \( \exp(M) \). The \( M \)-dependent part of \( \tilde{A}_l^{(M)} \) in (34) may be rewritten as

\[
\frac{1}{2} \epsilon_{ljk} M_{jk} N_k = \frac{i}{2} (M_{,\chi} \chi,_{l} - M_{,\bar{\chi}} \bar{\chi},_{l})
\]

as may be checked easily. Now assume that \( M \) is given by (43) for some \( R(\chi) = P(\chi)/Q(\chi) \), then the zeros of \( \exp(M) \) are the zeros of

\[
|R'(\chi)|^2 = |PQ' - P'Q|^2
\]

and, generically, there are \( p + q - 1 \) zeros (if we assume \( p > q \), which we may, see below, then there are precisely \( p + q - 1 \) zeros). Each individual zero in (45) looks like (with possible multiplicity \( n \))

\[
((\chi - z_i)(\bar{\chi} - \bar{z}_i))^n =: \zeta^n \bar{\zeta}^n
\]

which implies for the above expression (44)

\[
\frac{i}{2} (M_{,\chi} \chi,_{l} - M_{,\bar{\chi}} \bar{\chi},_{l}) \sim \frac{in}{2} \frac{\zeta \chi,_{l} - \zeta \bar{\chi},_{l}}{\zeta \bar{\zeta}} + \ldots
\]

where the remainder is regular at \( \zeta = 0 \). The above singularity may be compensated by the pure gauge factor

\[
\Lambda = -n \text{atan} \frac{i(\zeta - \bar{\zeta})}{\zeta + \bar{\zeta}}.
\]

Indeed \( (\zeta,_{l} \equiv \chi,_{l}) \),

\[
\Lambda,_{l} = -\frac{in}{2} \frac{\zeta \zeta,_{l} - \zeta \bar{\zeta},_{l}}{\zeta \bar{\zeta}}
\]

precisely cancels the singular term (47). The spinor in (32) is multiplied by the gauge factor \( \exp(i\Lambda) \). This factor is single-valued only if the order \( n \) of the zero of \( PQ' - P'Q \) is integer, because \( \Lambda \) in (48) is a multiply-valued function. This implies that both \( P \) and \( Q \) are polynomials and, therefore, restricts all zeros and poles of \( R(z) \) to integer orders. If we demand, in addition, that the Hopf index (and, consequently, the Chern–Simons action) is finite, then \( R(z) \) is restricted to the rational maps, as stated above.

In fact, this is not yet the whole story about singularities in \( \tilde{A}_l^{(M)} \). The point is that the expression

\[
\frac{i}{2} \frac{\bar{\chi} \chi,_{l} - \chi \bar{\chi},_{l}}{\chi \bar{\chi}}
\]

is singular in the limit \( \chi \to \infty \) as well, as may be checked easily. Further, the derivatives of the gauge factors, (48), for all the zeros of (45) produce this expression (50) for \( \chi \to \infty \), because \( \lim_{\chi \to \infty} \zeta = \chi \). As there are \( p + q - 1 \) zeros (including multiplicities), the sum of all \( \Lambda,_{l} \) in (49) behaves in the limit \( \chi \to \infty \) as

\[
\lim_{\chi \to \infty} \sum_{\text{zeros,poles}} \Lambda,_{l} = -(p + q - 1) \frac{i}{2} \frac{\bar{\chi} \chi,_{l} - \chi \bar{\chi},_{l}}{\chi \bar{\chi}}.
\]
In addition, eq. (44) produces a term that behaves in the limit $|\chi| \to \infty$ as
\[ - (p - q - 1) \frac{i \bar{\chi} \chi, t - \chi \bar{\chi}, t}{2 \bar{\chi} \chi} \]  
(52)
as may be checked easily. Therefore, altogether we have to compensate (in the limit $|\chi| \to \infty$)
\[ - 2(p - 1) \frac{i \bar{\chi} \chi, t - \chi \bar{\chi}, t}{2 \bar{\chi} \chi} \]  
(53)
by an additional gauge transformation, without introducing further singularities at $\chi = 0$.

Fortunately this is possible for the following reason. If we were to compensate (53) by the full gauge function
\[ \Lambda = 2(p - 1) \text{atan} \frac{i(\chi - \bar{\chi})}{\chi + \bar{\chi}} = -2(p - 1)\sigma \]  
(54)
(where $\sigma$ is the phase of $\chi$ given in (16)), this would introduce a singularity at $\chi = 0$. However, $\sigma$ is the sum of two terms $\sigma = \sigma^{(1)} + \sigma^{(2)}$,
\[ \sigma^{(1)} = \text{atan} \frac{x_2}{x_1}, \quad \sigma^{(2)} = \text{atan} \frac{1 - r^2}{2x_3} \]  
(55)
where $\sigma^{(1)}$ is singular at $\chi = 0$ and $\sigma^{(2)}$ is singular at $\chi = \infty$. Therefore, we may cancel the singularity of (53) at $|\chi| = \infty$ without introducing further singularities by performing an additional gauge transformation using only $\sigma^{(2)}$,
\[ \Lambda = -2(p - 1)\sigma^{(2)}. \]  
(56)

4 Summary

We have shown that, in the presence of the fixed prescribed background magnetic field (22), there is an infinite number of fully three-dimensional solutions to the system of equations (23) and (24). These solutions are given by the set of Hopf maps (29), where the standard Hopf map (15) is followed by an arbitrary rational map (3); i.e., these solutions are Hopf instantons.

Before closing, we want to briefly discuss some aspects of our solutions. Firstly, one might ask whether the background gauge field (22) (and the corresponding magnetic field), which is crucial for our solutions to exist, admits some further interpretation. Indeed, as was already explained in [1], this background field may either be related to spin 1/2 solutions of the Dirac equation (23), or it may be interpreted as a spin connection term in the Dirac operator on a conformally flat three-manifold with torsion, rather than as a background gauge field. For details we refer to [1].

Secondly, we want to mention that it is possible to count the number of solutions (43) for a given Hopf index $N = w^2$. As a solution is characterised by a rational map
(3), which is the ratio of two polynomials, the complex coefficients $P_i$ and $Q_i$ of the two polynomials $P(z) = \sum P_i z^i$ and $Q(z) = \sum Q_i z^i$ parametrise these solutions. However, not each distinct rational map $R(z)$ leads to a different solution $M$, (43). In fact, $M$ is invariant under the $SU(2)$ transformation

$$R(z) \to \frac{aR(z) + b}{-bR(z) + \bar{a}}, \quad |a|^2 + |b|^2 = 1, \quad a, b \in \mathbb{C}.$$  

(57)

Geometrically, this transformation corresponds to an $SO(3)$ rotation of the target $S^2$. Therefore, we should parametrise independent solutions $M$ by the set of punctured rational maps that leave one point invariant. If we choose the invariant point to be the south pole, i.e., $R(z = \infty) = \infty$, then this implies for the degrees $p$ and $q$ of the polynomials $P$ and $Q$ and for the Hopf index $N$

$$N = p^2 > q^2.$$  

(58)

With this restriction, a general rational map $R(z)$ with fixed $p$ has $4p$ real parameters, therefore we find a solution space of dimension $4p$ for Hopf index $N = p^2$ for our class of solutions (43).

It should be mentioned at this point that this classification of the space of solutions is completely analogous to the case of the self-dual Jackiw–Pi model. In this model a non-relativistic scalar field is included in an Abelian Chern–Simons theory, and two-dimensional solitonic solutions are found to exist [12, 13, 14, 21]. These soliton solutions obey the Liouville equation (8), however, in coordinate space rather than in target space. They are classified in a way that is completely analogous to our discussion above [21], with the magnetic flux as the topological quantity (where the magnetic flux is equal to $4\pi$ times the degree $p$ of the rational map).

In fact, there is another relation to the self-dual Jackiw–Pi model. When our equations of motion (23) and (24) are dimensionally reduced by assuming independence of $x_3$ and by setting $A_3 \equiv 0$, then the resulting equations of motion are precisely the equations of motion of the self-dual Jackiw–Pi model that we just described. These matters will be discussed in more detail elsewhere.

Finally we want to point out that our findings in no way imply that we have already exhausted the space of solutions. All our solutions are based on the simplest Hopf map $\chi$, (15), where the pre-image of a point $\chi = \text{const}$ is the simplest possible knot (the unknot). It is perfectly possible that by starting from more complicated Hopf maps, e.g., with more complicated knots as pre-images, one may find more solutions. This question is subject to further investigation.
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