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Histone-based chromatin organization paved the way for eukaryotic genome complexity. Because of their key role in information management, the histone posttranslational modifications (hPTM), which mediate their function, have evolved into an alphabet that has more letters than there are amino acids, together making up the "histone code". The resulting combinatorial complexity is manifold higher than what is usually encountered in proteomics. Consequently, a considerably bigger part of the acquired MSMS spectra remains unannotated to date. Adapted search parameters can dig deeper into the dark histone ion space, but the lack of false discovery rate (FDR) control and the high level of ambiguity when searching combinatorial PTMs makes it very hard to assess whether the newly assigned ions are informative. Therefore, we propose an easily adoptable time-lapse enzymatic deacetylation (HDAC1) of a commercial histone extract as a quantity-first strategy that allows isolating ion populations of interest, when studying e.g. acetylation on histones, that currently remain in the dark. By adapting search parameters to study potential issues in sample preparation, data acquisition and data analysis, we stepwise managed to double the portion of annotated precursors of interest from 10.5% to 21.6%. This strategy is intended to make up for the lack of validated FDR control and has led to several adaptations of our current workflow that will reduce the portion of the dark histone ion space in the future. Finally, this strategy can be applied with any enzyme targeting a modification of interest.

Introduction

Histones are the Archaeal contribution to the Eukaryote lineage. In fact, histone-based chromatin organization has led to eukaryotic genome complexity; their epigenetic control mechanisms allow the differentiation of controlled gene-expression patterns in various cell types and thus the very existence of multicellular organisms. Consequently, histones are among the most complexly modified molecules in the biotic world, which makes these key regulators hard to analyze.

Because of the essential biological function of histones, their primary structure remained unaltered across the eukaryotic lineage, while the histone post-translational modifications (hPTM) mediating their function have evolved into an alphabet that has more letters than there are amino acids. More specifically, there are chemical reactions involving the energy-rich donors like acyl-CoA (acylations), ATP (phosphorylation), and S-adenosylmethionine (methylation) that support the notion of an ancient mechanism to directly sense the energetic state of the eukaryotic cell by translating metabolic information into gene regulation via histones. Still, as the number of metabolites that can modify histones keeps on growing, with e.g. laetylization recently, an even more complex language is surfacing. For example, it was recently discovered that histones can also sense cellular metal content or become e.g. dopaminylated in the brain. And while studying so many hPTMs is challenging in its own right, trying to understand their interplay makes the study of the histone code a daunting task.

Mass spectrometry (MS) is currently the most promising technique to read out the proverbial grammar that emerges from the histone code. There are three classes of MS-based approaches to study proteins: bottom-up, middle-down and top-down. Accurate identification and quantification of hPTMs can be done by means of all three approaches, of which the performance has been thoroughly validated using internal standards or by comparing the outcome between different strategies. However, benchmarking strategies usually assess the identifications, while MS-data contains much more information. In essence, MS produces a data matrix of ion coordinates like (precursor) m/z, intensity, retention time and possibly drift time. Therefore, an unprocessed data file can be...
considered as a digital transcript of the sample that requires extensive processing and data interpretation to recreate a picture of the underlying biology. Although annotation rates in proteomics keep on rising,22–25 the study of the histone code requires entirely different analytical strategies. That is because it targets an additional layer of complexity, i.e. a dynamic alphabet that sits on top of the amino acid sequence. Thus, it is not surprising that a considerable part of the digital transcript, potentially harboring a wealth of insights, remains unannotated to date.

Here, we propose a quantify-first strategy based on induced hPTM changes to isolate ion populations of interest that currently remain in the dark and to verify the incorrectness of newly found annotations. This approach is akin to the Navarro benchmark in conventional proteomics, wherein two different hybrid proteome sample are used to plot fold changes of precursors as a validation that (novel) annotation algorithms annotate peptides of the correct organism.26 However, no hybrid histone mixtures can be made that reflects necessary biological complexity. This is due to the evolutionary conservation of histone proteins and the difference between the study of hPTM changes and conventional proteomics. Therefore, this strategy is intended to make up for the lack of validated false discovery rate (FDR) control and the abundant ambiguity that afflicts histone annotation and can be applied with any enzyme targeting a hPTM of interest.27,28 To this end, we analyzed an afflicts histone annotation and can be applied with any enzyme discovery rate (FDR) control and the abundant ambiguity that strategy is intended to make up for the lack of validated false discovery rate (FDR) control and the abundant ambiguity that afflicts histone annotation and can be applied with any enzyme targeting a hPTM of interest.27,28 To this end, we analyzed an

**Experimental**

**Histone deacetylase assay**

Deacetylation was done by adding 10% human HDAC-1 enzyme (Sigma, SRP0100) to 15 μg bovine histone extracts (Sigma, 10223565001), in a log-scale time-lapse series (0 min–8 h) at 37 °C. Three negative controls were included in the experiment, two of which only had buffer added for 0 min and 8 h (HDAC-) and the third had inhibited enzyme added at time point 0 min (Fig. 1). For all samples, a minimum of three replicates were generated. The reactions were conducted in an HDAC assay buffer containing 10 mM Tris, pH 8, 150 mM NaCl, and 1 mM MgCl2 according to the time line depicted in Fig. 1. Enzyme activity was inhibited by adding 0.4 N HCl (pH 1).

**Histone propionylation and digestion prior to mass spectrometry analysis**

Chemical derivatization was optimized and performed as previously described.29,30 All histone samples were dissolved in 20 μL 1 M triethylammonium bicarbonate (TEAB) buffer, pH 8.5. Next, 20 μL of propionylation reagent (propionic anhydride: 2-propanol 1 : 80 (v/v)) was added, for an incubation of 30 min at RT. This was followed by adding 20 μL milliQ water (Merck Millipore) for 30 min at 37 °C. Histones were then digested overnight at 37 °C using trypsin (at an enzyme/protein ratio of 1:20 (m/m)) in 500 mM TEAB, supplemented with CaCl2 and ACN to a final concentration of 1.0 mM and 5% respectively. Subsequently, the derivatization reaction was carried out again to cap peptide N-termini. Aspecific overpropionylation at serine (S), threonine (T) and tyrosine (Y) was reversed by adding hydroxylamine.

**LC-MS acquisition**

Samples were resuspended in 0.1% FA to a final concentration of 500 ng/μL, i.e. one injection. Equal fractions of all samples were pooled to generate quality control (QC) samples, which were analyzed at fixed intervals in between the other randomized samples. All samples were spiked with digested betagalactosidase (50 fmol on column; Sciex) and MPDS standard (50 fmol on column, Waters) to monitor chromatographic quality and variation between runs.

Liquid chromatography (LC) was performed using a nanoACQUITY UPLC system (Waters). First, samples were...
delivered to a trap column (180 μm × 20 mm nanoACQUITY UPLC 2G-V/MTrap 5 μm Symmetry C18, Waters) at a flow rate of 8 μL min⁻¹ for 2 min in 99.5% buffer A. Subsequently, peptides were transferred to an analytical column (100 μm × 100 mm nanoACQUITY UPLC 1.7 μm Peptide BEH, Waters) and separated at a flow rate of 300 nL min⁻¹ using a gradient of 60 min going from 1% to 40% buffer B (0.1% formic acid in acetonitrile). MS data acquisition parameters were set according to Helm et al., with minor adaptations. A Q-TOF SYNAPT G2-Si instrument (Waters) was operated in positive mode for High Definition-MS/MS (HDM/MS/MS) spectra (m/z 50–5000) in sensitivity mode. Survey MS scans were acquired using a fixed scan time of 200 ms. Tandem mass spectra of up to eight precursors with charge state 2+ or higher were generated using CID in the trapping region with intensity threshold set at 2000 cps, using a collision energy ramp from 6/9 V (low mass, start/end) up to 147/183 V (high mass, start/end). MS/MS scan time was set to 100 ms with an accumulated ion count “TIC stop parameter” of 200 000 cps allowing a maximum accumulation time of 200 ms. Dynamic exclusion of fragmented precursor ions was set to 30 s. Ion mobility wave velocity was ramped from 2500 to 400 m s⁻¹ in MSMS to enable wideband enhancement in order to obtain a near 100% duty cycle on singly charged fragment ions (no multiply charged ions are recorded in MSMS). LockSpray of Glufibrinopeptide-B (m/z 785.8426) was acquired at a scan frequency of 30 s.

Data analysis

To perform untargeted screening of all relevant hPTMs raw data from all LC-MS runs was imported and aligned in Progenesis QI 4.2 (nonlinear dynamics, waters) for feature detection (Fig. S1, ESI†). Ion filtering was performed for the +1 ions. In addition, ions derived from polyethylene glycol (PEG), contamination coming from the enzyme (Fig. S1A, ESI†), were removed from the analysis. For identification, MS/MS spectra were ranked according to their distance to the elution apex of the extracted-ion chromatogram (XIC). The 10 MSMS spectra closest to the elution apex (i.e. 94655 out of a total of 347868 spectra) were retained per feature, the remaining MSMS spectra were considered redundant. A single *.mzXML file containing all selected MSMS spectra was exported for searching using Mascot (Matrix Science). The three different searches were performed, of which enzyme specificity and modifications are given in Table 1. Note that a fixed modification in Mascot is only applied when there is no variable modification detected on the amino acid. For all three searches, mass error tolerances for the precursor ions and its fragment ions were set at 10 ppm and 50 ppm respectively and a bovine histone database (downloaded from Uniprot on 12/09/19 comprising 76 proteins in total) was supplemented with contaminants from the cRAP database (http://www.thegpm.org/crap/) and internal standards.

Of the resulting peptide-to-spectrum matches (PSMs), the highest scoring one was used to annotate the precursor ion in Progenesis QI 4.2 (Fig. S1B, ESI†). After all the identified PTMs were checked according to UniProt, all LC-MS runs were normalized against histone peptides in order to consolidate the constant protein abundance within the data and minimize the impact of the HDAC enzyme addition (Fig. S1C, ESI†). Feature detection was manually verified for acetylated histone features to resolve isobaric near-coelution. Next, all multiply charged ions (21293) were exported as *.csv and imported into Qlucore omics 3.4. Ions were filtered at a maximum projection score of 0.37. Briefly, it measures the informativeness of a low-dimensional representation obtained by PCA, and allows explicit comparison of representations corresponding to different variable subsets. Ions were filtered by multi group comparison q-value below 0.01.

For the analysis of the +1 ions, all the above steps were redone in a separate Progenesis project without filtering out the +1 ions.

Results and discussion

For histone samples, an overwhelming number of combinatorial PTM searches can be done in order to annotate new ions. However, because no FDR control strategy exists for PTM

| Enzyme                      | Fixed modifications | Variable modifications |
|-----------------------------|---------------------|------------------------|
|                             | Propionyl          | Acetyl                 |
|                             | N-Term              | Butyryl                |
|                             | Acetyl              | Dimethyl               |
|                             | Butyryl             | Trichethyl             |
|                             | Methyl              | Methyl                 |
|                             | Crotonyl            | Formyl                 |
|                             | Lactylation         | Formyl                 |
|                             | Succinyl            | Propionyl              |
|                             | Deamidated          | Propionyl              |

Table 1 Enzyme specificity and modifications set in Mascot. The parameters that were changed compared to the previous search are highlighted in italics.
searches and because a considerable portion of the annotations are in fact undecisive, i.e. ambiguous, another layer of information is required to verify which annotations are informative. An *in vitro* time-lapse enzymatic treatment of histones extracted from a biological source mimics the complexity of a biological experiment both in terms of hPTM prevalence and quantitative changes. Therefore, as an adequate number of replicates was measured (minimally n = 3), this design captures biological-like variation, yet in a predictable way. By using different search parameters, novel annotations appear that can either pinpoint weaknesses in the workflow or surface novel hPTMs. In addition, the experimental design allows to isolate incorrect annotations. Therefore, this design is particularly suited to probe the depth of the dark histone ion space, while assessing result quality and allowing further optimization of the workflow (Fig. 1).

Previously, we analyzed the samples on a TT5600 mass spectrometer (Sciex) in data-independent acquisition (DIA) mode. More specifically, we used this enzyme-based strategy to validate the accuracy of annotation of our histone SWATH workflow (hSWATH; sequential window acquisition of all theoretical fragment ion spectra). Therefore, we exclusively focused on annotated precursor ions and found that all acetylated histone peptidoforms clustered together in a hierarchical cluster of declining intensities. While this is not a true benchmark at single peptidoform resolution, it does show the overall performance of the workflow, much in a sense like fold changes in the Navarro benchmark are used to assess the overall performance of different search algorithms. However, more importantly, it surfaced an artefact with the calculation of relative abundance of hPTMs. Briefly, because the unmodified peptidoform (H4 (4–17)) had been lost through filtering, two acetylated residues on that peptide stretch appeared to increase following HDAC treatment, a direct effect of the interdependencies in relative abundance calculation because HDAC enzymes cannot increase acetylations. In turn, this finding inspired us to the reversed reasoning, i.e. all ions that hierarchically cluster together in a declining population should contain the ac(ety)lated histone peptidoforms and the opposing population of ions should contain the deac(ety)lated counterparts. Identification of unexpected peptidoforms in these populations mark potential pitfalls in the workflow, be it during sample preparation, data acquisition or data analysis. Likewise, unannotated ions in these ion populations show which fraction of the histone ion space is still in the dark, maybe even because of unexpected or unknown biological hPTMs.

Therefore, we ran the same samples in data-dependent acquisition mode (DDA) on a SynaptG2-Si (Waters), our more commonly used acquisition strategy. Raw data from all these LC-MS runs were imported in Progenesis QI 4.2 (Nonlinear Dynamics, Waters) and aligned at the MS1 level for feature detection. Here, a feature is defined as an ion with a restricted retention time window and at least one isotopic peak to determine the charge. Next, ion filtering was performed for the +1 ions. Before the actual analysis, the experimental design surfaced a prominent population of ions which was only present in the samples where enzyme was added. These ions turned out to be polyethylene glycol (PEG) contamination introduced together with the enzyme and were therefore removed from the analysis (Fig. S1A, ESI†). For identification, the 10 MSMS spectra that were triggered closest to the apex of each remaining precursor ion across all runs in the experiment were exported and searched in Mascot 2.7. Of the resulting peptide-to-spectrum matches (PSMs), the highest scoring one was used to annotate the precursor ion in Progenesis QI 4.2 (Fig. S1B, ESI†). Normalization was done against all annotated histone peptidoforms (Fig. S1C, ESI†), to consolidate the constant histone protein abundance within the data and to minimize the impact of the addition of the HDAC enzyme, which in turn assures that each deacetylation event is reflected by an increase in unmodified peptidoform abundance.

After peak detection in Progenesis QI 4.2 and peptide annotation using Mascot, more than 99% of the total ion population stays in the dark (Fig. 2). To find out which of these ions are potential histone peptides, all multiply charged ions (21293) were imported in Qlucore Omics Explorer 3.6 for statistical analysis and generation of the heatmap. Fig. 3A displays some patterns differential ions can show in a heatmap. 1140 (5.4%) ions were statistically differential (q < 0.01) and were hierarchically clustered in the heat map given in Fig. 3B. From these significantly changing ions, a targeted precursor ion population was isolated that consists of two subclusters; ions that disappear only in the samples incubated with active enzyme, i.e. 108 precursor ions assumed to be acetylated (Fig. 3D) and (ii) their counterparts that rise in response to the active enzyme treatment, i.e. 63 precursor ions assumed to be their unmodified counterparts (Fig. 3C). Note that each peptide sequence potentially has several acetylated

---

**Fig. 2** Ion population. 35167 ions were detected (PEG ions not included), 13874 (39.5%) of which were singly charged and therefore not targeted by the instrument operated in DDA mode. Thus, 21293 different multiply charged ions were detected, 14487 of which had at least one MSMS. Out of these annotatable ions, only 267 were identified with the standard search (Table 1), whereas 247 were histone peptides.
Fig. 3 Heatmap depicting the changes in ion abundances that are found after time-lapse HDAC1 treatment of commercial histones. (A) Diagrammatic representation of some predictable ion intensity patterns. This experimental design induces changes in a closed system, i.e. for each decreasing peptide ion, its (un)modified counterpart increases and vice versa. Note that the design allows distinguishing true enzymatic effects and in vitro changes induced by buffer effects or through time (negative controls). White borders indicate the two ion populations represented in (C and D). Sample information: 0 min- and 8 h-: two negative controls incubated in enzyme buffer for 0 minutes or 8 hours, but lacking HDAC1 and the inhibiting acid; 0 min: pre-inhibited HDAC1 was added; 15 min to 8 h: incubation times of enzyme and buffer, ending with acid inhibition (0.4 N HCl) as depicted in the experimental design (Fig. 1). A minimum of three replicates of each treatment are shown. Color codes: red: high relative intensity, blue: low relative intensity, white: average intensity throughout the experiment. (B) Hierarchically clustered heatmap of all 1140 multiply charged precursor ions that have significantly differential abundance in the data according to a maximum projection score of 0.37 and a multi group comparison q value below 0.01. A minimum of triplicate measurements per time point are presented. (C and D) Highlighted ion populations of potential interest with all annotations depicted on the right. UP: underpropionylation. Black arrow heads highlight the unexpected identifications. Exclamation marks highlight the identifications containing modifications that are not listed by UniProt.
peptidoforms that will converge into one unmodified form after enzymatic treatment.

Three different searches were done in Mascot (Table 1): (i) a standard search, (ii) a search to estimate the performance of the propionylation protocol, and (iii) a search to assess the acquisition performance. In addition, we also validated the use of a completely different search strategy, i.e. spectral library matching. Table 2 distinguishes between the PSMs in the different searches (blue) and the amount of precursor ions that were annotated by these PSMs (red). Fig. S2 (ESI†) displays the coverage plots of the hPTMs on H3.1 and H4 detected by the three Mascot searches, color coded according to the number of spectra covering this residue, as presented recently elsewhere.34

In the standard search, 1309 PSMs were found with an N-terminal fixed propionylation, comprising a total of 596 PSMs with acetylation. From the targeted precursor ion population (171 precursor ions), 18 precursor ions got annotated in this standard search (Fig. 3), two of which were not part of the expected population: H3(64–69) and H3(9–18) K9Me2K14Cr, which do not carry an acetylation, yet are part of a declining population that is otherwise populated by acetylated peptidoforms. Indeed, manual inspection showed that the H3(64–69) feature was wrongly created by Progenesis QIP and that H3(9–18) K9Me2K14Cr was incorrectly annotated by Mascot (Fig. S3, ESI†). In addition, it was also discovered that the rising population contains one annotation (H4 (20–35) K20 Me2; R24/35 Cit) whose PTMs are not reported in UniProt, while the PSM seems credible.

In addition, unconsidered modifications can also be hidden in the data. One such example that was very recently discovered is that other acylations, like lactylation, could also be removed by HDAC enzymes.35 Therefore, lactylation was included in the standard search (Table 2). Indeed, we were able to identify one lactylation (H3 (18–24) Lac18-Ac24) in the target population of declining ions (Fig. 3C), albeit with a neighboring acetylation that could be the true modification causing the decline. Still, it surfaces yet another source of dark ions in the histone ion space, probably one of the most interesting to pursue in the future, e.g. by applying this design on large collections of histone writers and erasers.

Next, we set out to search specifically for pitfalls that cause wrong identification or loss of annotation at every stage of the workflow, i.e. sample preparation, data acquisition and data analysis. First, the search parameters were adapted to search for chemical noise derived from derivatization using propionic anhydride.29,30,34,36–38 Therefore, the data was re-searched by setting propionylation at N-terminus and at K as variable modifications (to assess underpropionylation) and by including variable formylation at STYK to detect (spontaneously) induced formylation (sample preparation search; Table 1).34,39 596 spectra were annotated with a formylation, giving rise to one additional annotation of the declining ion population because they also carried an acetylation (Fig. 3C). The respective formylation on serine is also not supported by UniProt, confirming its chemical-induced origin. In addition, three H4 (4–17) peptides were annotated with an underpropionylation (indicated with UP in Fig. 3C and D). HLKSR from H2AZ was identified in the correct, upper population, yet has none of the modifications that are part of this search. It can be seen from Fig. S4 (ESI†) that this peptide is in fact annotated in a chimeric spectrum and that because of its size, had not passed the scoring threshold in the previous search. Thus, avoiding formylation by omitting the propionylation34 or using a different acid for reversing overpropionylation would minimize the

### Table 2  Peptide-spectrum matches

| Modification | Site | Standard | Formyl/ underpropionylation | Semi-ArgC | Spectral Library |
|--------------|------|----------|-----------------------------|-----------|------------------|
| Propionyl K  |      | 2237     | 2963                        | 4656      |                  |
| Propionyl N-term |    | 1309     | 1426                        | 1907      |                  |
| Acetyl K     |      | 596      | 542                         | 618       |                  |
| Butyryl K    |      | 217      | 364                         | 438       |                  |
| Dimethyl K K |      | 278      | 405                         | 420       |                  |
| Trimethyl K  |      | 54       | 133                         | 98        |                  |
| Methyl R R   |      | 22       | 83                          | 87        |                  |
| Crotonyl K   |      | 115      | 0                           | 0         |                  |
| Lactylation K|      | 95       | 0                           | 0         |                  |
| Deamidated R |      | 74       | 0                           | 0         |                  |
| Succinyl K   |      | 33       | 0                           | 0         |                  |
| Formyl STY S |      | 0        | 249                         | 265       |                  |
| Formyl STY T |      | 0        | 181                         | 183       |                  |
| Formyl STY K |      | 0        | 133                         | 172       |                  |
| Formyl STY Y |      | 0        | 33                          | 38        |                  |

Precursor ion annotations

|                | 267 | 405 | 815 | 93 |
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loss of signal by chemical noise. Additionally, by lack of a decay strategy, probabilistic scoring is still the preferred workflow in histone analysis,\textsuperscript{27,28} yet herein the choice of the search parameters in itself changes the scoring threshold for reporting true hits. Finally, chimericity is and will always be an important issue in histone analysis.\textsuperscript{27}

Next, we assessed the occurrence of non-specific cleavage sites by searching Semi-ArgC specificity (propionylation still set to variable, Table 1). This surfaces peptides that arise by (i) tryptic aspecificity, (ii) underpropionylated peptides that now get cleaved at lysine residues, (iii) intrinsically unstable or preprocessed peptides in the sample (not caused by trypsin) and (iv) in-source decay fragments. Indeed, 4446 PSMs in this search annotated 815 precursor ions (Table 2). All 10 semi-specific precursor ions annotated in the target precursor ion population, 4 unacetylated and 6 acetylated (Fig. 3C), were classified as expected. Surprisingly, they all derived from the H4 N-tail. Indeed, in total 27 precursor ions had been annotated as semi-ArgC H4 N-tail peptides (Table S1, ESI†), of which 13 had a propionylation at the N-terminus and no aspecific cleavage at the C-terminus, suggesting they arose before the second round of propionylation. The 11 precursors without N-terminal propionylation seem to imply considerable in-source decay, as they arose after the second round of propionylation. Three ions with no aspecific cleavage at the N-terminus do not have a C-terminal R and could have been created both by enzymatic effects or by in-source decay. Together, this implies that searching with semi-specificity yields considerable higher number of annotations, yet that some kind of post-processing step should be implemented to distinguish the different causes of the non-specifically cleaved peptidoforms. The latter is especially important when e.g. histone clipping is being studied.\textsuperscript{40,41}

By performing a completely different search strategy, i.e. spectral library matching, 3 additional precursor ions from the declining target population were identified (Fig. 3C). These peptidoforms were annotated in Progenesis QIP with a spectral library from another project measured earlier on mouse stem cells.\textsuperscript{32} Indeed, the conservation of the histone backbone sequence allows using previously acquired spectra of a different organism as a library to increase annotation (e.g. Fig. S5A, ESI†). However, the unmodified H3 (53–63) with a declining intensity shows that the lack of a scoring threshold in this decay-free library matching greatly advises against the use of this identification strategy for histones currently (Fig. S5B, ESI†).

A significant amount of relevant histone signal is in fact singly charged, as our mobile phase contains DMDSO, which improves ionization, but also causes charge state reduction.\textsuperscript{43} Because +1 ions are not measured by DDA,\textsuperscript{44} they were excluded from the Progenesis QIP 4.2 analysis in the first place. The analysis was therefore redone without filtering the 13874 singly charged ions, of which 2062 turned out to have an ANOVA q-value < 0.01 and 322 showed an expression profile like the deacetylated ion population from Fig. 3C. Because Progenesis QIP can transfer annotations to other charge states by charge deconvolution, we could isolate several annotated +1 ions from this ion population. One example that was annotated in this way is H3(19–27) K24Ac, of which 50% of the total signal is singly charged (Fig. S6, ESI†). Together, this confirms that a large part of the peptides that reacted to the enzyme treatment are singly charged. These ions might in fact be of interest to incorporate when DMSO is used, both because they might be the predominant signal for smaller peptides and because they can be used for more accurate quantification when there is an interference at the doubly charged precursor.

Finally, it is important to note that nearly 30% of the multiply charged ions escaped fragmentation on our Synapt G2-Si instrument and can therefore never be annotated. The ions without an MSMS spectrum of the targeted population are indicated with grey boxes in Fig. 3C and D. Using instruments that can sample the precursor ion space to greater depth, by adjusting the LC gradient, by reducing 1+ ion formation using alternative enzyme approaches,\textsuperscript{34} or by including them during acquisition could mediate both issues. An alternative solution is to apply DIA, where precursors ions are continuously fragmented in an unbiased fashion, as suggested earlier by us and others with the hSWATH acquisition.\textsuperscript{33,44}

In summary, each adaptation in the data analysis surfaced novel and often totally unrelated phenomena that either introduced false annotations or partially shed light on the dark histonome (Fig. 4). Similar to the experimental design proposed by Navarro et al.,\textsuperscript{26} quantification in our experimental design allows isolating incorrect annotations. Using our conventional workflow with our standard search, only 10.5% of the ion population that changes in response to the treatment could be annotated. During our efforts to increase this fraction, we were cautioned that occasional misalignment of PSM to
precursor can occur and that histone searches have a larger FDR than conventional proteomics approaches. Therefore, manual data curation during histone analysis is mandatory. This is additionally true because of the high degree of chirality in the spectra. This could be alleviated in time by using novel data formats like ion-networks. Additionally, we still seem to suffer from formylation and some underpropionylation during sample preparation, which recently led us to propose a propionylation-free protocol. Still, propionylation did allow us to more clearly distinguish in-source decay from enzyme specificity. Alternatively, another derivatization strategy, like trimethylacetic anhydride could reduce the chemical noise. Additionally, like any other current search strategy, spectral library matching too is restricted by the lack of a decoy strategy for histones. Therefore, we are looking into novel (decoy-free) approaches as well. Finally, both singly and multiply charged precursor ions that are not targeted for MSMS during DDA are lost, but can be very informative. Therefore, apart from omitting DMSO from our LC buffer system, we are looking into acquiring singly charged precursors during DDA and into optimizing DIA acquisition strategies. Altogether, the different adaptations in the workflow doubled the annotated portion of the targeted ion population from 10.5% to 21.6% (Fig. 4). Most importantly however, this leaves another 78% that still resides in the dark. There are exciting times ahead for histone analysis.

Conclusion

We show that many of the ions that are formed during a DDA workflow on histone extracts are not being annotated. It remains unclear how many of these derive from as of yet undiscovered peptidoforms with biological importance and how many are impairing this annotation or interfering with the quantification because they are in fact in vitro side effects. However, the use of a controlled in vitro time-lapse removal of PTMs of commercial histones makes it possible to statistically isolate ions of interest and to investigate why most ions remain elusive. In fact, extending the experimental design to epigenetic writers and erasers of unknown function could equally surface their substrate repertoire. This subset then points the way to adjustments that can be made to the workflow in order to either increase their annotation or minimize their formation, respectively. We anticipate that novel acquisition strategies will increase our understanding of the histone code most of all.
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