Electron spin filter and polarizer in a standing light wave
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We demonstrate the theoretical feasibility of spin-dependent diffraction and spin-polarization of an electron in two counter-propagating, circularly polarized laser beams. The spin-dynamics appears in a two-photon process of the Kapitza-Dirac effect in the Bragg regime. We show the spin-dependence of the diffraction process by comparison of the time-evolution of a spin-up and spin-down electron in a relativistic quantum simulation. We further discuss the spin properties of the scattering by studying an analytically approximated solution of the time-evolution matrix. A classification scheme in terms of unitary or non-unitary propagation matrices is used for establishing a generalized and spin-independent description of the spin properties in the diffraction process.
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I. INTRODUCTION

Diffraction of electrons in a standing wave of light as proposed by Kapitza and Dirac [1] has been demonstrated at the beginning of the century [2, 3], with analogs by diffracting into multiple diffraction orders [4] or by using atoms [5, 6]. The Kapitza-Dirac effect has already been studied theoretically, for example in adiabatic switching [7], by using perturbation theory [8–10], for spinless particles by using the Klein-Gordon equation [11, 12], for the case of a traveling wave in a dielectric medium [13] or for a blazed, sawtooth-shaped grating [14]. See also [15] for an overview.

The question, whether the electron spin can be altered in the diffraction process was posed after the observation of the Kapitza-Dirac effect [16, 17]. Subsequent theoretical considerations confirmed that the electron spin can be manipulated [18–21] and the dynamical evolution has been identified as a rotation of the electron spin orientation [22–24]. A rotation of the electron spin however does not imply a dependence of the diffraction pattern on the initial spin configuration, nor spin alignment in a certain direction (spin polarization) due to the dynamics.

It is possible to produce polarized electron beams by photoemission [25, 26], strong-field ionization [27–34] and non-linear Compton scattering [35]. Also the spin has been investigated in double Compton scattering in a constant crossed field [36] and spin polarization in the magnetic nodes of ultra-intense lasers has been discussed recently [37]. Regarding spin-sensitive processes, spin-dependent diffraction has been considered to appear at a phase grating formed by microscopic coils [38] or in the near field of a periodic magnetic nano structure [39]. Also the possibility of a Stern-Gerlach-like setup for free electrons is discussed in theory [40–45].

Here we demonstrate that spin-dependent diffraction is possible in a standing light-wave of circularly polarized light for the case of a two-photon interaction. While setups with two interacting photons correspond to the effect considered by Kapitza and Dirac originally [1] and have been detected in the experiment [2, 3] also three-photon scattering has been discussed in bi-chromatic laser fields [46, 47] and in particular in the context of spin effects [18, 21, 22]. In order to show spin-dependent diffraction we explicitly propagate electrons with different initial spin configurations and relate the different outcomes with the initial condition.

Note that at the final stage of our research spin-dependent diffraction has been discussed in the context of a three-photon interaction in the Kapitza-Dirac effect [48, 49]. The former setup [48] makes use of an interferometric setup with linear polarized laser beams, which combines three-photon and two-photon Kapitza-Dirac scattering, while the latter setup [49] solely considers three-photon scattering in laser fields with a general polarization description. The effective three-photon interaction is realized by employing a bi-chromatic standing light wave as external field. In contrast to that, we are investigating Kapitza-Dirac scattering in a monochromatic, standing light wave of circular polarization, in which the electron is undergoing an effective two-photon interaction.

Our article is organized as follows: In section II A we describe the laser field and in section II B we introduce the notion of relativistic quantum dynamics in momentum space. We present a full simulation of the equations of motion in II C with a Gaussian-shaped, temporal interaction of the electron with the laser field, and we point out spin-dependent diffraction and spin-polarization effects. In section III we adapt an approximate solution of the quantum dynamics [19] for a laser field which propagates along the z-axis. Based on this solution we give an intuitive explanation for the origin of the described spin-dependent diffraction in Sec. IV. Section
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V discusses the spin properties of the analytic solution by starting with general considerations on the degrees of freedoms of the \(2 \times 2\) submatrix which is responsible for the propagation of the electron spin. We further approximate the solution for different time-scales, i.e. at instant times in section VA and after an eighth of the period \(2\pi/\Omega_S\) in section VB, where \(\Omega_S\) is a characteristic frequency of spin effects. For the latter case we investigate the spin-dependent diffraction in section VC and spin-polarization of the electron in section VD by comparing the dynamics with a more accurate analytic solution in appendix B and the numerical simulation of the quantum dynamics. In section VE we discuss the extremal cases of the spin-dependent diffraction. We conclude in section VI with outlining the implications of the discussed spin-dynamics.

II. SIMULATION OF RELATIVISTIC QUANTUM DYNAMICS

For the description of the process we solve the quantum dynamics of the single particle Dirac equation

\[
\dot{\Psi}(x,t) = \left[ -i\hbar \nabla - \frac{q}{c} A(x,t) \right] \cdot \alpha + mc^2 \beta \right] \Psi(x,t),
\]

in momentum space by making use of a plane wave expansion of the wave function [18, 22–24]. The constants in Eq. (1) are the reduced Planck \(\hbar\), the electron rest mass \(m\) and the vacuum speed of light \(c\). The \(\alpha\) of the vector \(\alpha\) and \(\beta\) are the Dirac matrices. In this article we use a dot above a time-dependent variable to denote its time derivative, for example \(\partial \Psi(x,t)/\partial t = \dot{\Psi}(x,t)\).

A. The external electro-magnetic field

We describe the vector field of two counter-propagating, circularly polarized laser beams by

\[
A(x,t) = 2A w(t) \cos(kz) \left[ -\sin(\omega t) e_x + \cos(\omega t) e_y \right],
\]

with wavenumber \(k\) and frequency \(\omega = ck\). Eq. (2) is a solution of the Maxwell equations, provided that the envelope function \(w(t)\) was constant in time. We model the temporal interaction of the electron with the laser beam in our numerical simulation by using the envelope function

\[
w(t) = \sin^2 \left( \frac{\pi t}{\tau} \right),
\]

in accordance with earlier studies [18, 19, 22–24, 47, 50]. The parameter \(\tau\) is the time period of the interaction and the simulation is evolved in the period between 0 and \(\tau\), i.e. \(t \in [0, \tau]\).

We point out that dynamics in standing light waves have been studied by the investigation of classical trajectories [51], by solving the Klein-Gordon equation [52, 53] or studying non-linear Compton scattering [54].

B. Equations of motion in momentum space

For the description of the relativistic wave function, we introduce the bi-spinors

\[
u^{+\alpha}_n = \sqrt{\frac{\mathcal{E}_n + mc^2}{2 \mathcal{E}_n}} \left( \frac{ck \hbar \sigma_\alpha}{2 \mathcal{E}_n + mc^2} \right) \chi^\alpha,
\]

and the solutions of the free Dirac equation [18, 22]

\[
\psi^\gamma_\alpha(x) = \sqrt{\frac{k}{2\pi}} u^{\gamma\alpha}_n e^{i n k z}.
\]

Here, \(\mathcal{E}_n\) is the relativistic energy momentum relation

\[
\mathcal{E}_n = \sqrt{(mc^2)^2 + (nc\hbar)^2}
\]

and \(\sigma_x\), \(\sigma_y\) and \(\sigma_z\) are the three Pauli matrices. The two component objects \(\chi^\dagger = (1,0)^T\) and \(\chi = (0,1)^T\) form a basis in the spinor space of the Pauli equation. The functions (5) are simultaneous eigenfunctions of the momentum operator, the free Dirac Hamiltonian and of the Foldy-Wouthuysen spin operator [55]. Correspondingly, the quantum numbers of the eigenfunctions denote the momentum \(n k \hbar\), the sign of the eigenenergy \(\gamma \in \{+,-\}\) and the spin \(\sigma \in \{\uparrow, \downarrow\}\).

The relativistic wavefunction of the electron

\[
\Psi(x,t) = \sum_{n \in \mathbb{N}, \alpha \in \{\uparrow, \downarrow\}} c_n^\alpha(t) \psi^\alpha_+(t) + d_n^\alpha(t) \psi^-_n(t)
\]

is expanded in terms of the described eigenfunctions, where the time-evolution of the expansion coefficients \(c_n^\alpha(t)\) and \(d_n^\alpha(t)\) is obtained by projecting the Dirac equation (1) at the plane waves (5). We obtain a system of differential equations

\[
\begin{align}
\dot{c}_n^\alpha(t) &= \mathcal{E}_n c_n^\alpha(t) + \sum_{n^\prime \in \mathbb{N}, \beta \in \{\uparrow, \downarrow\}} \left[ V^+_{n,n^\prime,\alpha;\beta\dagger}(t) c_{n^\prime}^\beta(t) + V^-_{n,n^\prime,\alpha;\beta}(t) d_{n^\prime}^\beta(t) \right], \\
\dot{d}_n^\alpha(t) &= -\mathcal{E}_n d_n^\alpha(t) + \sum_{n^\prime \in \mathbb{N}, \beta \in \{\uparrow, \downarrow\}} \left[ V^-_{n,n^\prime,\alpha;\beta}(t) c_{n^\prime}^\beta(t) + V^+_{n,n^\prime,\alpha;\beta\dagger}(t) d_{n^\prime}^\beta(t) \right],
\end{align}
\]

with the interaction term

\[
V^\gamma_{n,n^\prime,\alpha;\beta}(t) = \frac{2}{c} A w(t) \left( \delta_{n,n^\prime-1} + \delta_{n,n^\prime+1} \right) \cdot u_n^\gamma \cdot \left[ a_1 \sin(\omega t) - a_2 \cos(\omega t) \right] u_n^\beta\dagger.
\]
Note, that in the numerical simulation, the amplitude $|c_n(t)|$ and $|\phi_n(t)|$ is dropping exponentially for large $|n|$, Therefore we truncate the system of differential equations of the expansion coefficients and set them to zero for $|n| > 10$.

C. The numerical simulation and its spin properties

We demonstrate the possibility of filtering and polarizing the electron spin by a simulation of the eigensolutions’s expansion coefficients $c_n(t)$ and $d_n(t)$, shown in Fig. 1. The electron spin is initially pointing upwards in the subfigures 1 (a) and 1 (b) and it initially points downwards in the Figures 1 (c) and 1 (d). Likewise, the initial electron is moving in the $z$ direction with momenta $k = 7.8$ keV/c in the subfigures 1 (a) and 1 (c) and it is moving with momentum $h\hbar$ in the $z$ direction in the subfigures 1 (b) and 1 (d). One can see that spin-up electrons change their initial occupation probabilities $|c_{+1}(0)|^2 = 1$ and $|c_{+1}(0)|^2 = 0$ to the final probabilities $|c_{+1}(t)|^2 = 0$ and $|c_{+1}(t)|^2 = 1$, where

$$
|c_n(t)|^2 = |c_n^+(t)|^2 + |c_n^-(t)|^2
$$

is the probability of finding the electron with momentum $nh\hbar$ in $z$-direction at time $t$. In contrast, spin-down electrons are not exchanging their occupation probabilities between the momenta $h\hbar$ and $-h\hbar$. This spin-dependent diffraction behavior implies that it is possible to separate electrons according to their spin-state in the 2-photon Kapitza-Dirac effect with circularly polarized light.

Also, if the electron is initially moving upwards with momentum $h\hbar$, as in the subfigures 1 (b) and 1 (d) then the final electron will move downwards with electron spin pointing up or move upwards with electron spin pointing down. Similarly, an initially downwards moving electron as in the subfigures 1 (a) and 1 (c) will finally move upwards with spin pointing up or move downwards with spin pointing down. This means that the electron spin is polarized independent of its initial spin configuration.

The described spin dynamics are sketched in Fig. 2 for illustration.

III. APPROXIMATE DESCRIPTION

A simplified picture of the spin dynamics in the considered system can be given by an approximate analytic solution of the relativistic quantum dynamics, which is described by Erhard and Bauke [19]. The method makes use of a Foldy-Wouthuysen transformation of the Dirac equation for obtaining a non-relativistic approximation [55, 56]. The non-negligible contributions of the transformation can be written in terms of the Pauli equation plus a relativistic correction term

$$
i\hbar\Psi(x, t) = \left\{ \frac{1}{2m} \left[ -i\hbar \nabla - \frac{q}{c} A(x, t) \right]^2 - \frac{q^2}{2mc^2} \sigma \cdot B(x, t) \right. \right.
\left. + \frac{q^2\hbar}{4mc^2} \sigma \cdot \left[ E(x, t) \times A(x, t) \right] \right\} \Psi(x, t),
$$

where a constant $mc^2$ contribution is neglected due to the possible elimination by choosing a suitable gauge. The electric and magnetic fields are related to the vector potential (2) by

$$
E(x, t) = -\frac{1}{c} \frac{\partial A(x, t)}{\partial t} \quad \text{and} \quad B(x, t) = \nabla \times A(x, t).
$$

The approximation from Erhard and Bauke assumes a non-varying field amplitude $w(t) = 1$, for which the electric and magnetic fields evaluate to

$$
E(x, t) = 2A k \cos(kz) \left[ \cos(\omega t) e_x + \sin(\omega t) e_y \right], \quad (14a)
B(x, t) = 2A k \sin(kz) \left[ \cos(\omega t) e_x + \sin(\omega t) e_y \right]. \quad (14b)
$$

In another step [19], Equation (11) can be solved with the Magnus expansion [57, 58], where terms which are negligibly small and which are not growing linearly in time are neglected. The relevant terms of the calculation appear in an exponential representation of the time-evolution and correspond to the wave equation

$$
i\hbar\Psi(x, t) = \left\{ \frac{1}{2m} (-i\hbar \nabla)^2 + \frac{2q^2A^2}{mc^2} \cos^2(kz) \right.
\left. - \frac{q^2A^2\hbar}{m^2c^4} \left[ \sin^2(kz) - \cos^2(kz) \right] \sigma_z \right\} \Psi(x, t). \quad (15)
$$

One can exchange the relativistic wave function (7) of the Dirac equation by the two-component wave function

$$
\Psi(x, t) = \sum_n c_n(t)e^{inkz},
$$

with the two-component structure

$$
c_n(t) = \begin{pmatrix} c_n^+(t) \\ c_n^-(t) \end{pmatrix}
$$

of expansion coefficients for the case of the Foldy-Wouthuysen transformed wave equation (11). Inserting the wave function (16) into the relativistic Pauli equation (15) and projecting on the plane-wave eigenfunctions $\chi^\sigma e^{inkz}$ yields

$$
i\hbar\dot{c}_n(t) = \frac{n^2\hbar^2k^2}{2m} c_n(t)
+ \frac{q^2A^2}{2mc^2} \left[ c_{n-2}(t) + 2c_n(t) + c_{n+2}(t) \right]
+ \frac{q^2A^2\hbar}{2m^2c^3} \sigma_z \left[ c_{n-2}(t) + c_{n+2}(t) \right].
$$

(18)
We restrict the system of differential equations to the electron momenta $-ihk$ and $ihk$, according to a similar description of the Kapitza-Dirac effect in the so-called Bragg regime, which is discussed by Batelaan [3, 15, 59], resulting in

$$i\dot{c}_{\pm 1}(t) = (\Omega_k + 2\Omega_R)c_{\pm 1}(t) + (\Omega_R1 + \Omega_S\sigma_z)c_{\mp 1}(t). \quad (19)$$

Analogous to [19], we have introduced the abbreviations for the kinetic energy

$$\Omega_k = \frac{\hbar k^2}{2m} \quad (20)$$

the Rabi frequency of the Kapitza-Dirac effect

$$\Omega_R = \frac{q^2A^2}{2mc^2\hbar}, \quad (21)$$

and the frequency of spin-dependent effects

$$\Omega_S = \Omega_R\frac{\hbar k}{mc}. \quad (22)$$

here. By choice of a suitable gauge, the term proportional to $(\Omega_k + 2\Omega_R)$ can be removed, yielding

$$i\dot{c}_{\pm 1}(t) = (\Omega_R1 + \Omega_S\sigma_z)c_{\mp 1}(t). \quad (23)$$

By introducing the notion

$$c_{\pm 1}(t) = T(t)c_{\pm 1}(0) + R(t)c_{\mp 1}(0) \quad (24)$$

for the time evolution one can write the solution of the differential equation Eq. (23) as

$$T(t) = \begin{pmatrix} \cos[(\Omega_R + \Omega_S)t] & 0 \\ 0 & \cos[(\Omega_R - \Omega_S)t] \end{pmatrix} \quad (25a)$$

$$R(t) = -i\begin{pmatrix} \sin[(\Omega_R + \Omega_S)t] & 0 \\ 0 & \sin[(\Omega_R - \Omega_S)t] \end{pmatrix}. \quad (25b)$$

Here, the matrices $R(t)$ and $T(t)$ describe spin-dependent initial- to final quantum state scattering with and without reversion of momentum, corresponding to reflection and transmission.

Note, that it is possible to solve the system of equations (23) also by accounting for the momenta $\pm 3\hbar k$, instead of $\pm \hbar k$ only [19], as explained in appendix B. One obtains corrections to the solution (25) which are negligibly small for the parameters in Fig. 1.

IV. EXPLANATION OF THE PHYSICAL PROCESS

One can intuitively understand the spin-dependent quantum dynamics by looking at Eq. (23) and Eq. (25). The spin-up and spin-down components in Eq. (23) are not mixing and consequently the spin propagation matrices (25) are diagonal. However, one can see that the Rabi-flopping frequency $\Omega_R$ of the spin-up component is enhanced by the small value $\Omega_S$, while the spin-down component is decreased by $\Omega_S$. Thus, after elapsing several Rabi cycles there is a time at which the Rabi cycle
of a spin-up electron is complete, while the Rabi cycle of a spin-down electron is not, or vice versa. This property can also be observed in the numerical simulation in Fig. 1, in which the spin-up electron oscillates through 16.5 cycles, while the spin-down electron only evolves 16 cycles. As a result only a spin-up electron will be in the diffracted state, while a spin-down electron remains in its initial state, corresponding to spin-dependent diffraction. In this sense, the spin effect presented here is caused by stronger (weaker) interaction of electrons with spin co-aligned (counter-aligned) to the spin-density of the laser beam, respectively.

V. PROPERTIES OF SPIN DYNAMICS

The matrices $T(t)$ and $R(t)$ in Eq. (25) can be represented in the form [22]

$$U_s(t) = \sqrt{P} e^{i\xi} \left[ \cos \left( \frac{\xi}{2} t \right) 1 - i \sin \left( \frac{\xi}{2} \right) \mathbf{n} \cdot \mathbf{\sigma} \right].$$

For the case of real parameters $P$, $\chi$, $\xi$ and $\mathbf{n}$ (with $\mathbf{n}$ being a unit vector) the term in the square brackets is an SU(2) rotation which rotates the electron spin. In this case $P$ has the meaning of a spin-independent diffraction probability. In general the unit vector $\mathbf{n}$ can also be complex-valued, such that the representation (26) is parameterized by 8 independent parameters, corresponding to the 8 degrees of freedom of a complex valued $2 \times 2$ matrix [60]. In this more general case the term in the square bracket is no longer an $SU(2)$ rotation and the parameter $P$ loses its property as spin-independent diffraction probability, because different spin-configurations will be diffracted with different probability.

We want to demonstrate this property for the time-propagation (25). The solution (25) consists of a fast dynamical part of scale $\Omega_R$ and a slow dynamical part of scale $\Omega_S$ which one can see from the expansion of the trigonometric functions

$$\cos (\Omega_R t) = \cos \Omega_R t \cos \Omega_S t \mp \sin \Omega_R t \sin \Omega_S t$$

$$\sin (\Omega_R t) = \sin \Omega_R t \cos \Omega_S t \pm \cos \Omega_R t \sin \Omega_S t.$$  

(27)

We note that $\Omega_S$ is smaller than $\Omega_R$ by a factor of $\hbar k/(mc)$, i.e. $\Omega_R = 65.4 \Omega_S$ for the parameters used in the simulation of Fig. 1. Therefore, for times $t \ll 2\pi/\Omega_S$, the $\sin(\Omega_S t)$ term can be neglected and the $\cos(\Omega_S t)$ term can be set to one in Eq. (27), resulting in

$$T(t) \approx \begin{pmatrix} \cos \Omega_R t & 0 \\ 0 & \cos \Omega_S t \end{pmatrix}$$

(28a)

and

$$R(t) \approx -i \begin{pmatrix} 0 & 0 \\ \sin \Omega_R t & \sin \Omega_S t \end{pmatrix}.$$  

(28b)

The matrix (26) can approximate $T(t)$ and $R(t)$ by setting

$$\xi = 0, P = \cos^2 \Omega_R t$$

(29a)

$$\xi = 0, P = \sin^2 \Omega_R t$$

(29b)

corresponding to spin-independent Rabi-oscillations in the Kapitza-Dirac effect [15].

B. After an eighth of period $2\pi/\Omega_S$

The dynamics change, when the product $\Omega_S t$ reaches fractions of the period $2\pi$. An interesting value is an eighth of the period $2\pi/\Omega_S$, which also corresponds to the final quantum state configuration of the simulation in Fig. 1, as explained in section V E. For further investigations we introduce the shifted time

$$t' = t - \frac{\pi}{4\Omega_S}.$$  

(30)
The functions \( \cos \Omega_S t \) and \( \sin \Omega_S t \) evaluate to \( 1/\sqrt{2} \) for \( |t'| \ll 2\pi/\Omega_S \) in the trigonometric expansion (27), resulting in the non-vanishing matrix elements

\[
\begin{align*}
T_{11}(t) & \approx [\cos(\Omega_R t' + \varphi_0) - \sin(\Omega_R t' + \varphi_0)]/\sqrt{2} \\
T_{22}(t) & \approx [\cos(\Omega_R t' + \varphi_0) + \sin(\Omega_R t' + \varphi_0)]/\sqrt{2} \\
R_{11}(t) & \approx -i[\sin(\Omega_R t' + \varphi_0) + \cos(\Omega_R t' + \varphi_0)]/\sqrt{2} \\
R_{22}(t) & \approx -i[\sin(\Omega_R t' + \varphi_0) - \cos(\Omega_R t' + \varphi_0)]/\sqrt{2}
\end{align*}
\]

(31)

where we introduce the abbreviation

\[ \varphi_0 = \frac{\pi \Omega_R}{4 \Omega_S}. \]

(32)

The matrices (31) can be expressed in terms of the spin approximation \( U_s(t) \) in Eq. (26), by using the parameters

\[
\begin{align*}
P & = 1/2, \quad \chi = 0, \quad \mathbf{n} = (0, 0, -i)^T, \quad (33a) \\
\xi & = 2\Omega_R t' + 2\varphi_0 \quad \text{for } T(t) \quad (33b)
\end{align*}
\]

and

\[
\begin{align*}
P & = 1/2, \quad \chi = 3\pi/2, \quad \mathbf{n} = (0, 0, -i)^T, \quad (33c) \\
\xi & = 2\Omega_R t' + 2\varphi_0 - \pi \quad \text{for } R(t). \quad (33d)
\end{align*}
\]

The matrix in the square brackets in Eq. (26) is no longer an \( SU(2) \) matrix, for the set of parameters in Eq. (33), because the vector \( \mathbf{n} \) is imaginary-valued now. It implies that the diffraction probability depends on the electron’s spin-configuration, where spin-dependent diffraction is characterized as a non-unitary propagation matrix of the electron spin.

For investigating the spin properties of the diffraction process, it is suitable to shift the time (30) further by the small value \( \pi/(4\Omega_R) \). Therefore, we introduce the shifted time

\[ t'' = t - \frac{\pi}{4\Omega_R} - \frac{\pi}{4\Omega_S}. \]

(34)

Inserting this shifted time in the arguments of the trigonometric functions (25) yields

\[
\begin{align*}
\Omega_R t + \Omega_S t & = \Omega_R t'' + \varphi_0 + \Omega_S \left( t'' + \frac{\pi}{4\Omega_R} \right) + \frac{\pi}{2} \quad (35a) \\
\Omega_R t - \Omega_S t & = \Omega_R t'' + \varphi_0 - \Omega_S \left( t'' + \frac{\pi}{4\Omega_R} \right). \quad (35b)
\end{align*}
\]

The term \( \Omega_S[t'' + \pi/(4\Omega_R)] \) is negligibly small for times \( |t''| \ll 2\pi/\Omega_S \) and can be omitted, such that the matrices \( T(t) \) and \( R(t) \) in (25) can be written as

\[
T(t) \approx \begin{pmatrix} -\sin \eta & 0 \\ 0 & \cos \eta \end{pmatrix}, \quad R(t) \approx -i \begin{pmatrix} \cos \eta & 0 \\ 0 & \sin \eta \end{pmatrix}
\]

(36)

where the argument of the trigonometric functions is abbreviated with

\[ \eta = \Omega_R t'' + \varphi_0. \]

(37)

The parameterization of \( U_s(t) \) for Eq. (36) is analogous to Eq. (33), where only \( \xi \) needs to be exchanged and be expressed in terms of \( t'' \), yielding

\[
\xi = 2\Omega_R t'' + 2\varphi_0 + \pi/2, \quad (38a)
\]

instead of Eq. (33b) for \( R(t) \) and

\[
\xi = 2\Omega_R t'' + 2\varphi_0 - \pi/2 \quad (38b)
\]

instead of Eq. (33d) for \( T(t) \).

C. Spin-dependent diffraction

For illustration of the spin properties of the spin propagation matrices \( T(t) \) and \( R(t) \) in Eq. (36) we assume the quantum state

\[
\begin{align*}
c_{-1}(0) & = \begin{pmatrix} \cos \frac{\theta}{2} \\ \sin \frac{\theta}{2} e^{i\varphi} \end{pmatrix}, \quad c_{+1}(0) = 0 \quad (39)
\end{align*}
\]

for the initial configuration of the electron. This corresponds to an electron which moves with momentum \( -i\hbar k \) in \( z \)-direction. The Bloch state parameterization of \( c_{-1}(0) \) corresponds to the Bloch vector as sketched in Fig. 3. Inserting the initial state and the matrices (36) into the time-evolution (24) results in the final quantum states

\[
\begin{align*}
c_{+1}(t) & = \begin{pmatrix} -i \cos \eta \cos \frac{\theta}{2} \\ -i \sin \eta \sin \frac{\theta}{2} e^{i\varphi} \end{pmatrix} \quad (40a) \\
c_{-1}(t) & = \begin{pmatrix} -\sin \eta \cos \frac{\theta}{2} e^{i\varphi} \\ \cos \eta \sin \frac{\theta}{2} e^{i\varphi} \end{pmatrix} \quad (40b)
\end{align*}
\]

for the diffracted electron wavefunction and

\[
|c_{\pm 1}(t)|^2 = \frac{1}{2} \left( 1 \pm \cos \theta \cos 2\eta \right), \quad (41)
\]

of finding the electron moving in positive or negative \( z \)-direction. Eq. (41) implies a time-dependence of the diffraction probability by the time-parameter \( \eta \) and also a dependence on the original azimuthal spin-orientation \( \theta \). We are plotting the diffraction probability \( |c_{+1}(t)|^2 \) in Fig. 4(a). The chosen period of time from \( 2250 \omega/(2\pi) \) till \( 2550 \omega/(2\pi) \) corresponds to the one Rabi period \( 2\pi/\Omega_R \), starting and ending approximately at the parameter values \( \eta \approx 7.5 \) and \( \eta \approx 8.5 \), respectively. In Fig. 4(b) we also plot the diffraction probability of the time-propagation (B16) of the quantum state (39) for comparison. Eq. (B16) is the most accurate available analytic approximation [19]. Furthermore, we plot the numerically simulated time-evolution of the quantum state (39) by using the relativistic equations of motion (8) and the commonly used envelope function [18, 19, 22–24, 47, 50].
in Fig. 4(c). Different simulations with different parameters \( \tau \) are carried out for each time \( t \) in Fig. 4(c) and the simulation results \( |c_\alpha(\tau)|^2 \) at the end of every simulation are plotted. For all simulations we set \( \delta \tau = 10 \pi/\omega \).

The nice agreement of Fig. 4(a) with Fig. 4(b) and Fig. 4(c) indicates, that the analytic solution (25) describes the spin-dynamics well in the chosen period of time. One can see a small retardation of the numeric solution in Fig. 4(c), as compared to the analytic solutions in Fig. 4(a) and Fig. 4(b) of 7.7 laser cycles. This retardation can be explained by the switch on and switch off process of the external field, as discussed in appendix A. In fact, if one inserts \( \delta \tau = 10 \pi/\omega \) in Eq. (A7) one obtains a retardation of the scaled time by 6.3 laser cycles.

The quantum dynamics shown here differs fundamentally from previous investigations [18, 21–24] of the Kapitza-Dirac effect in which the propagation of the electron spin could be described by the matrix \( U_\theta(t) \) in Eq. (26) with a real-valued unit vector \( \mathbf{n} \). For example, if the vector \( \mathbf{n} \) in the set of the approximation parameters (33c) and (38b) had the value \((0,0,1)^T\), the final quantum state of the diffracted electron would be

\[
|c_{+1}(t)|^2 = -\frac{i}{\sqrt{2}} \left( \cos \frac{\theta}{2} e^{i \frac{\eta}{2}} \sin \frac{\theta}{2} e^{i \varphi - i \frac{\eta}{2}} \right)
\]  

instead of (40a). Then, the diffraction probability would have the time-independent and also spin independent value \( |c_{+1}(t)|^2 = 1/2 \). In contrast to that, the diffraction probability is time- and spin-dependent in Fig. 4. This property can be used to separate spin-up from spin-down electrons in form of a spin filter.

### D. Polarization of the electron spin

The expectation value of the final quantum state (40a) with respect to the Pauli spin matrices is

\[
\begin{align*}
|c_{+1}(t)|^2 \sigma_x c_{+1}(t) &= \frac{1}{2} \sin \theta \sin 2 \eta \cos \varphi \quad (44a) \\
|c_{+1}(t)|^2 \sigma_y c_{+1}(t) &= \frac{1}{2} \sin \theta \sin 2 \eta \sin \varphi \quad (44b) \\
|c_{+1}(t)|^2 \sigma_z c_{+1}(t) &= \frac{1}{2} (\cos \theta + \cos 2 \eta) \ . \quad (44c)
\end{align*}
\]

This can be normalized by the diffraction probability \( |c_{+1}(t)|^2 \) of Eq. (41) and results in the Bloch vector

\[
\langle \mathbf{n}(t) \rangle = \frac{c_{+1}(t)^\dagger \mathbf{\sigma} c_{+1}(t)}{|c_{+1}(t)|^2} \quad (45)
\]

of the electron spin of the diffracted electron. The \( z \)-component of the Bloch vector (45) is plotted in Fig. 5(a). We also plot the \( z \)-component of the Bloch vector resulting from the time-propagation (B16) of the initial quantum state (39) in Fig. 5(b), which is similar to Fig. 4(b). Also the \( z \)-component of the Bloch vector from the numerical propagation of the relativistic equations of motion (8) is plotted in Fig. 5(c), according to the same procedure as for Fig. 4(c).

The subplots in Fig. 5 agree similarly as described for the subplots in Fig. 4. This again emphasizes that Eq. (25) is a suitable solution of the quantum dynamics in the chosen time period and also confirms the identified retardation (A7) due to the switch on and switch off process of the external field.
For $\eta = \pi n$, $n \in \mathbb{N}$ the approximate solution (36) implies that spin-up electrons will be diffracted with momentum reversal in $z$-direction with probability 1 and, likewise, spin-down electrons will remain in their motional state with probability 1. The reversed property, i.e. diffraction of spin-down electrons with probability 1 and no diffraction of spin-up electrons with probability 1, is reached for $\eta = \pi/2 + \pi n$, $n \in \mathbb{N}$.

Fig. 4 and Fig. 5 suggest that Eq. (36) is a good approximation for the value $\eta = 8 \cdot 2\pi$. This is indeed the case, because one can compute

$$ t'' = \frac{16\pi - \varphi_0}{\Omega_R} \approx -0.18 \cdot \frac{2\pi}{\Omega_R}, \quad (47) $$

for $\eta = 8 \cdot 2\pi$. Then, the necessary condition $|t''| \ll 2\pi/\Omega_S$, which is the requirement that Eq. (36) is a good approximation, is fulfilled well. In the case of $\eta = 8 \cdot 2\pi$ one obtains

$$ T(t) = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}, \quad R(t) = \begin{pmatrix} -i & 0 \\ 0 & 0 \end{pmatrix}, \quad (48) $$

for the matrices (36). The action of $T(t)$ and $R(t)$ at the initial conditions in Fig. 1 is resulting in the corresponding final configurations in all four subfigures of Fig. 1, as illustrated in Fig. 2. In other words Eq. (48) displays the propagation matrix of the quantum dynamics in Fig. 1 and its illustration in Fig. 2.

Note, that the time $t$ in Eq. (48) is related to $\eta$ by Eq. (34) and Eq. (37) and evaluates to

$$ t = \frac{\eta}{\Omega_R} + \frac{\pi}{4\Omega_R} = 2401 \frac{\omega}{2\pi} = 1.27 \text{ fs}. \quad (49) $$

This differs from the total interaction time $\tau$ of the dynamics in Fig. 1 which is 6399 laser cycles, corresponding to 3.39 fs. The reason is the usage of a plateau shaped envelope function (42) for the simulation in Fig. 4(c) and Fig. 5(c) as compared to the Gaussian shaped envelope function (3) in Fig. 1. It is possible to associate the different field envelopes by a substitution technique which is discussed in appendix A. We obtain $\tau(t) = 2400 \omega/(2\pi)$ from Eq. (A6) which is fitting to the time in Eq. (49). This demonstrates that the considerations in appendix A are suitable for relating the quantum dynamics of different time-dependent field amplitudes to each other.

The matrices $T(t)$ and $R(t)$ in Eq. (48) can be expressed in terms of $U_s(t)$ in Eq. (26) by the parameters (33a) with $\xi = \pi/2$ and (33c) with $\xi = -\pi/2$, respectively. For any set of parameters, the matrices in Eq. (48) could only be approximated by $U_s(t)$ if an imaginary valued unit vector $n$ was used. In contrast to that, the spin-dynamics as described in the references [18, 21–24] would require a real-valued unit vector $n$ for the parameterization in terms of $U_s(t)$. The real-valued unit vector $n$ implies that the absolute values of all eigenvalues of $U_s(t)$ have the same value $\sqrt{\mathcal{P}}$. For the imaginary
VI. CONCLUSION

The effect, which is described in this article allows for the polarization and spin-detection of free electrons due to interaction with a standing, circularly polarized light wave by effectively exchanging two photons only. Our results are presented in the context of high intensity X-ray laser beams of novel facilities, for which the feasibility of electron diffraction with spin effects at similar parameters has been discussed already in an earlier investigation [18]. More details on the experimental feasibility are also considered in [48]. Furthermore, the experimental community discusses the implementation of spin-dependent electron scattering with light in the optical regime [20] and a perturbative variant is possible in terms of higher order Compton scattering in the high energy regime [61–63]. We point out that the effect takes place within a resonance peak of the diffraction process (see [22] and [21]). A laser frequency uncertainty of $2.3 \cdot 10^{18}$ Hz would be located inside the half width of this resonance peak of the considered two-photon interaction. This also implies that a momentum uncertainty of the electron’s momentum component in laser propagation direction has to be below $1.5 \text{keV}/c$, which can be concluded from the requirement of energy and momentum conservation (see discussion in section 8.5 and 2.2.4 in reference [60]). On the other hand, simulations similar to Fig. 4 (c) show that non-zero electron momenta perpendicular to the laser propagation direction have almost no influence on the diffraction probability as long as this transverse momentum component is smaller than $0.1mc \approx 51 \text{keV}$. We also mention that the assumed external potential of the laser field (2) is not accounting for a spatial envelope in the context of the plane-wave ansatz in this work. The effect of a space-dependent pulse envelope on the spin-dependent diffraction dynamics is a remaining aspect, which should be studied in the future.

Our work has shown that the quantum dynamics is already described properly by the Pauli equation with relativistic corrections (11), which is consistent with the dynamics from the Dirac equation (1). Nevertheless, the effect of spin-dependent diffraction only occurs for weakly relativistic parameters of the light wave’s frequency and its field amplitude. The electron in an external field is treated in terms of the most fundamental description in particle physics (Dirac equation in external fields) as compared to effective theories for example in solid state physics or quantum optics. Therefore, the effect of spin-dependent diffraction could be a test bed for examining relativistic quantum dynamics at the fundamental level, if the required external fields can be provided accurately in experiment. At the current stage we don’t expect significant sensitivity on new physics from the effect, unless drastic changes to the standard model would be applied. However, further studies would be needed to make authentic statements on fundamental effects beyond the standard model in particle physics.

Since the effect is also sensitive on the pulse amplitude and pulse duration of the laser field it could be useful for beam diagnosis. Finally, we point out that the propagation of the quantum state is described by a unitary transformation. Therefore, the effect can be reversed, provided that a high fidelity experimental setup is available.
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Appendix A: The effect of the time-dependent field amplitude

Assume the constant field amplitude $A$ would be replaced by the time-dependent amplitude $A w(t)$ in Eq. (23), with corresponding time-dependent frequencies

$$\Omega_R(t) = \Omega_R w(t)^2 \quad \text{and} \quad \Omega_S(t) = \Omega_S w(t)^2.$$  \hfill (A1)

Then $w(t)$ is just appearing as time-dependent prefactor of the coefficients of the differential equation

$$i\hbar \gamma_\pm(t) = w(t)^2 (\Omega_R \mathbf{1} + \Omega_S \sigma_z) e^{\pm(t)}.$$  \hfill (A2)

We want to transform this equation to a formally equivalent version of Eq. (23) with reparameterized coefficients $\tilde{c}(\tilde{t})$ of a scaled time

$$\tilde{t}(t) = \int_0^t w(s)^2 ds,$$  \hfill (A3)
such that \( c(t) = \hat{c}(\hat{t}(t)) \). Such a scaled time corresponds to the warped time parameter \([60]\) or the the action parameter \([47]\). The new coefficients imply

\[
\dot{c}_n(t) = \frac{\partial}{\partial t} c_n(t) = \frac{\partial}{\partial \hat{t}} \hat{c}_n(\hat{t}(t)) = \frac{\partial \hat{t}(t)}{\partial t} \frac{\partial}{\partial \hat{t}} \hat{c}_n(\hat{t}) = w(t)^2 \frac{\partial}{\partial \hat{t}} \hat{c}_n(\hat{t}) \quad (A4)
\]
due to the inner derivative. Plugging this back into (A2) results in

\[
i \frac{\partial}{\partial \hat{t}} \hat{c}(\hat{t}) = (\Omega_R \mathbf{1} + \Omega_S \sigma_z) \hat{c}(\hat{t}) \quad (A5)
\]
which is formally equivalent to Eq. (23), as desired. Integrating the scaled time for the whole interaction time \( \tau \) yields the time

\[
\hat{t}(\tau) = \int_0^\tau w(s)^2 ds = \int_0^\tau \sin^4 \left( \frac{\pi s}{\tau} \right) ds = \frac{3}{8} \tau, \quad (A6)
\]
for the Gaussian envelope function (3). For the plateau-shaped envelope function (42) one obtains

\[
\hat{t}(\tau) = \int_0^\tau w(s)^2 ds = \tau - \frac{5}{4} \delta \tau \quad (A7)
\]
in a similar calculation.

**Appendix B: Comparison with more accurate solution**

We want to compare the approximate solution (25) of section III with the solution given in [19] which also accounts for the electron momenta \( 3\hbar \) and \(-3\hbar \). By performing an analog derivation, the differential equation (18) can first be written in matrix notion as

\[
i \begin{pmatrix}
\dot{c}_{-3} \\
\dot{c}_{-1} \\
\dot{c}_{+3}
\end{pmatrix} = \begin{pmatrix}
9\Omega_k & 1 & 0 & 0 \\
M & \Omega_k & 1 & 0 \\
0 & M & \Omega_k & 1 \\
0 & 0 & M & 9\Omega_k
\end{pmatrix} \begin{pmatrix}
c_{-3} \\
c_{-1} \\
c_{+3}
\end{pmatrix} \quad (B1)
\]

with the spin-dependent coupling matrix

\[
M = \Omega_R \mathbf{1} + \Omega_S \sigma_z = \begin{pmatrix}
\Omega_R + \Omega_S & 0 \\
0 & \Omega_R - \Omega_S
\end{pmatrix} \quad (B2)
\]

A constant from the ponderomotive potential, which causes a global phase with oscillation frequency \( 2\Omega_R \) can be omitted by choice of a suitable gauge. Similarly as in reference [19], we use a computer algebra system and a simplification for expressions of the form

\[
\sqrt{[8\Omega_k - (\Omega_R + \Omega_S)]^2 + 4(\Omega_R + \Omega_S)^2} = 8\Omega_k - \Omega_R - \Omega_S + \frac{(\Omega_R + \Omega_S)^2}{4\Omega_k} + \ldots, \quad (B3)
\]

for the case of small frequencies \( \Omega_R \ll \Omega_k \) and \( \Omega_S \ll \Omega_k \) and therewith small numbers \( \Omega_R/\Omega_k \) and \( \Omega_S/\Omega_k \). For the matrix in Eq. (B1), we obtain the approximated eigenenergies

\[
\epsilon_1 \approx \epsilon_0 + \Omega_R + \Omega_S - \Delta \quad (B4a)
\]
\[
\epsilon_2 \approx \epsilon_0 - \Omega_R + \Omega_S + \Delta \quad (B4b)
\]
\[
\epsilon_3 \approx \epsilon_0 + \Omega_R - \Omega_S + \Delta \quad (B4c)
\]
\[
\epsilon_4 \approx \epsilon_0 - \Omega_R - \Omega_S - \Delta \quad (B4d)
\]
\[
\epsilon_5 \approx \epsilon_0 + 8\Omega_k - \Delta \quad (B4e)
\]
\[
\epsilon_6 \approx \epsilon_0 + 8\Omega_k + \Delta \quad (B4f)
\]
\[
\epsilon_7 \approx \epsilon_0 + 8\Omega_k - \Delta \quad (B4g)
\]
\[
\epsilon_8 \approx \epsilon_0 + 8\Omega_k - \Delta, \quad (B4h)
\]

where we have introduced the frequency of an energy shift

\[
\epsilon_0 = \Omega_k = \frac{\Omega_R^2 + \Omega_S^2}{8\Omega_k} \quad (B5)
\]

and the frequency of higher order corrections of the quantum dynamics

\[
\Delta = \frac{\Omega_R \Omega_S}{4\Omega_k}. \quad (B6)
\]

The frequency \( \epsilon_0 \) will be omitted in the following calculation, as it causes an additional, time-dependent phase of the quantum system (B1) which can be removed by choice of a suitable gauge. The corresponding approximated eigenvectors of the eigenvalues (B4) are
\[
\begin{align*}
v_1 &= \left(1, 0, -\frac{8\Omega_k}{\Omega_R + \Omega_S} + 1 - \frac{\Omega_R + \Omega_S}{8\Omega_k}, 0, -\frac{8\Omega_k}{\Omega_R + \Omega_S} + 1 - \frac{\Omega_R + \Omega_S}{8\Omega_k}, 0, 1, 0\right)^T \quad (B7a) \\
v_2 &= \left(0, -1, 0, \frac{8\Omega_k}{\Omega_R - \Omega_S} + 1 - \frac{\Omega_R + \Omega_S}{8\Omega_k}, 0, -\frac{8\Omega_k}{\Omega_R - \Omega_S} + 1 - \frac{\Omega_R + \Omega_S}{8\Omega_k}, 0, 1\right)^T \quad (B7b) \\
v_3 &= \left(0, 1, 0, -\frac{8\Omega_k}{\Omega_R - \Omega_S} + 1 + \frac{\Omega_R + \Omega_S}{8\Omega_k}, 0, -\frac{8\Omega_k}{\Omega_R - \Omega_S} + 1 + \frac{\Omega_R + \Omega_S}{8\Omega_k}, 0, 1\right)^T \quad (B7c) \\
v_4 &= \left(-1, 0, \frac{8\Omega_k}{\Omega_R + \Omega_S} + 1 + \frac{\Omega_R + \Omega_S}{8\Omega_k}, 0, -\frac{8\Omega_k}{\Omega_R + \Omega_S} + 1 - \frac{\Omega_R + \Omega_S}{8\Omega_k}, 0, 1, 0\right)^T \quad (B7d) \\
v_5 &= \left(1, 0, \frac{\Omega_R + \Omega_S}{8\Omega_k}, 0, \frac{\Omega_R + \Omega_S}{8\Omega_k}, 0, 1, 0\right)^T \quad (B7e) \\
v_6 &= \left(0, -1, 0, -\frac{\Omega_R + \Omega_S}{8\Omega_k}, 0, -\frac{\Omega_R + \Omega_S}{8\Omega_k}, 0, 1\right)^T \quad (B7f) \\
v_7 &= \left(0, 1, 0, \frac{\Omega_R - \Omega_S}{8\Omega_k}, 0, \frac{\Omega_R - \Omega_S}{8\Omega_k}, 0, 1\right)^T \quad (B7g) \\
v_8 &= \left(-1, 0, \frac{\Omega_R + \Omega_S}{8\Omega_k}, 0, -\frac{\Omega_R + \Omega_S}{8\Omega_k}, 0, 1, 0\right)^T \quad . \quad (B7h)
\end{align*}
\]

For the limit \(\Omega_k \gg \Omega_R > \Omega_S\) as used in [19], the eigenvectors are approximated by
\[
(v_1, v_2, v_3, v_4, v_5, v_6, v_7, v_8) = \frac{1}{\sqrt{2}}
\begin{pmatrix}
0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 \\
1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 & 1 \\
0 & 0 & 0 & 0 & 0 & -1 & 1 & 0
\end{pmatrix}, \quad (B8)
\]

and normalized to 1 here. We are interested in the time-evolution of the quantum states \(c_{+1}(t)\) and \(c_{-1}(t)\) and point out that the first 4 approximated eigenvectors in Eq. (B8) form a closed subspace of these states. Within this subspace, the time-evolution of the vector of expansion coefficients
\[
C(t) = \left(c_{-1}(t), c_{+1}(t), c_{-1}(t), c_{+1}(t)\right)^T \quad (B9)
\]
has an equivalent expression for the time-evolution \((24)\) and can be written as \(C(t) = U(t)C(0)\) with the form of the propagator
\[
U(t) = \begin{pmatrix} T(t) & R(t) \\ R(t) & T(t) \end{pmatrix}. \quad (B10)
\]

The time-evolution can be computed by making use of the matrix exponential
\[
U(t) = V e^{-iDt} V^{-1}, \quad (B11)
\]

in which we are using the eigenvector subspace matrix
\[
V = V^{-1} = \frac{1}{\sqrt{2}}
\begin{pmatrix}
1 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 \\
1 & 0 & 0 & -1 \\
0 & 0 & 0 & 1
\end{pmatrix}, \quad (B12)
\]

and the corresponding diagonal matrix of eigenvalues
\(D = \text{diag}(\epsilon_1, \epsilon_2, \epsilon_3, \epsilon_4)\). From the property \(U(t)U(t)^\dagger = \text{id}_4\) we note that
\[
|T|^2 + |R|^2 = 1 \quad (B13)
\]
\[
T^\dagger R + R^\dagger T = 0 \quad (B14)
\]
holds, where \(\text{id}_4\) is the \(4 \times 4\) identity matrix. Thus \(R(t)\) and \(T(t)\) are reflection and transmission matrices.

An explicit expression of \(U(t)\) is
$U(t) = \frac{1}{2} \begin{pmatrix} e^{-i\epsilon t} + e^{-i\epsilon t} & 0 & 0 & e^{-i\epsilon t} - e^{-i \epsilon t} \\ 0 & e^{-i\epsilon t} + e^{-i\epsilon t} & 0 & 0 \\ e^{-i\epsilon t} - e^{-i \epsilon t} & 0 & e^{-i\epsilon t} + e^{-i\epsilon t} & 0 \\ 0 & 0 & e^{-i\epsilon t} + e^{-i\epsilon t} & e^{-i\epsilon t} + e^{-i\epsilon t} \end{pmatrix}$, \quad (B15)

from which one can read off the matrices

$$T(t) = \text{diag}(\cos[(\Omega_R + \Omega_S)t]e^{i\Delta t},$$

$$\cos[(\Omega_R - \Omega_S)t]e^{-i\Delta t}), \quad (B16a)$$

$$R(t) = \text{diag}(-i\sin[(\Omega_R + \Omega_S)t]e^{i\Delta t},$$

$$-i\sin[(\Omega_R - \Omega_S)t]e^{-i\Delta t}). \quad (B16b)$$

Note again, that $\epsilon_0$ has been omitted here.

The frequency $\Delta$ scales with the fourth power of the field amplitude $A$, while $\Omega_R$ and $\Omega_S$ only scale with the square of $A$. Therefore, for small fields the frequency $\Delta$ is smaller than $\Omega_R$ and $\Omega_S$, which is the case for the parameters chosen in Fig. 1. Thus, one may approximate

$$e^{i\Delta t} \approx 1 + i\Delta t \approx 1 \quad (B17)$$
on time scales which are much shorter than the period $2\pi/\Delta$. In this case, the matrices $T(t)$ and $R(t)$ in (B16) change into the simpler solution (25) of section III.

[1] P. L. Kapitza and P. A. M. Dirac, Math. Proc. Cambridge Philos. Soc. 29, 297 (1933).
[2] D. L. Freimund, K. Aflatooni, and H. Batelaan, Nature (London) 413, 142 (2001).
[3] D. L. Freimund and H. Batelaan, Phys. Rev. Lett. 89, 283602 (2002).
[4] P. H. Bucksbaum, D. W. Schumacher, and M. Bashkan-89
[5] P. L. Gould, G. A. Ruff, and D. E. Pritchard, Phys. Rev. Lett. 56, 827 (1988).
[6] P. J. Martin, B. G. Oldaker, A. H. Miklich, and D. E. Pritchard, Phys. Rev. Lett. 60, 515 (1988).
[7] M. Fedorov, Optics Communications 12, 205 (1974).
[8] R. Gush and H. P. Gush, Phys. Rev. D 3, 1712 (1971).
[9] M. V. Efremov, M. A. and Fedorov, Journal of Experimental and Theoretical Physics 89, 460 (1999).
[10] M. A. Efremov and M. V. Fedorov, Journal of Physics B: Atomic, Molecular and Optical Physics 33, 4355 (2000).
[11] V. Haroutunian and H. Avetissian, Physics Letters A 51, 320 (1975).
[12] M. Fedorov and J. McIver, Optics Communications 32, 179 (1980).
[13] A. G. Hayrapetyan, K. K. Grigoryan, J. B. Götte, and R. G. Petrosyan, New Journal of Physics 17, 082002 (2015).
[14] P. Vidil and B. Chalopin, Phys. Rev. A 92, 062117 (2015).
[15] H. Batelaan, Rev. Mod. Phys. 79, 929 (2007).
[16] D. L. Freimund and H. Batelaan, Laser Physics 13, 892 (2003).
[17] L. Rosenberg, Phys. Rev. A 70, 032401 (2004).
[18] S. Ahrens, H. Bauke, C. H. Keitel, and C. Müller, Phys. Rev. Lett. 109, 043601 (2012).
[19] R. Erhard and H. Bauke, Phys. Rev. A 92, 042123 (2015).
[20] S. McGregor, W. C.-W. Huang, B. A. Shadwick, and H. Batelaan, Phys. Rev. A 92, 023834 (2015).
[21] M. M. Dellweg, H. M. Awwad, and C. Müller, Phys. Rev. A 94, 022122 (2016).
[22] S. Ahrens, H. Bauke, C. H. Keitel, and C. Müller, Phys. Rev. A 88, 012115 (2013).
[23] H. Bauke, S. Ahrens, C. H. Keitel, and R. Grobe, New J. Phys. 16, 103028 (2014).
[24] H. Bauke, S. Ahrens, and R. Grobe, Phys. Rev. A 90, 052101 (2014).
[25] T. Maruyama, E. L. Garwin, R. Prepost, G. H. Zapalac, J. S. Smith, and J. D. Walker, Phys. Rev. Lett. 66, 2376 (1991).
[26] Y. A. Mamaev, L. G. Gerechikov, and Y. P. Yashin, Semiconductor Science and Technology 23, 114014 (2008).
[27] F. H. M. Faisal and S. Bhattacharyya, Phys. Rev. Lett. 93, 053002 (2004).
[28] I. Barth and O. Smirnova, Phys. Rev. A 88, 013401 (2013).
[29] I. Barth and O. Smirnova, Journal of Physics B: Atomic, Molecular and Optical Physics 50, 053002 (2014).
[30] M. Klaiber, F. Yakuboylu, C. Müller, H. Bauke, G. G. Paulus, and K. Z. Hatsagortsyan, Journal of Physics B: Atomic, Molecular and Optical Physics 47, 065603 (2014).
[31] M. Klaiber and K. Z. Hatsagortsyan, Phys. Rev. A 90, 063416 (2014).
[32] F. Yakuboylu, M. Klaiber, and K. Z. Hatsagortsyan, Phys. Rev. A 91, 063407 (2015).
[33] D. B. Milošević, Phys. Rev. A 93, 051402 (2016).
[34] A. Hartung, F. Morales, M. Kunitski, K. Henrichs, A. Laucke, M. Richter, T. Jahnke, A. Kalinin, M. Schffler, L. P. H. Schmidt, M. Ivanov, O. Smirnova, and R. Dörner, Nat. Photon. 10, 526 (2016).
[35] P. Panek, J. Z. Kamiński, and F. Ehlotzky, Phys. Rev. A 65, 022712 (2002).
[36] B. King, Phys. Rev. A 91, 033415 (2015).
[37] D. Del Sorbo, D. Seipt, T. G. Blackburn, A. G. R. Thomas, C. D. Murphy, J. G. Kirk, and C. P. Ridgers, Phys. Rev. A 96, 043407 (2017).
[38] S. McGregor, R. Bach, and H. Batelaan, New J. Phys. 13, 065018 (2011).
[39] W. X. Tang, D. M. Paganin, and W. Wan, Phys. Rev. B 85, 064418 (2012).
[40] W. Pauli, Proc. Sixth Solvay Conf. (6ème Conseil de Physique Solvay, Le Magnétisme, Bruxelles), 175, 239
(1932), available in Collected Scientific Papers, edited by R. Kronig and V. F. Weisskopf (John Wiley and Sons, New York, 1964), Vol. 2, pp. 544552.

[41] J. Kessler, Polarized Electrons (Springer, 1976).

[42] N. F. Mott and H. S. W. Massey, The Theory of Atomic Collisions, 3rd ed. (The International Series of Monographs on Physics Oxford University Press, Oxford, UK, 1965).

[43] H. Batelaan, T. J. Gay, and J. J. Schwendiman, Phys. Rev. Lett. 79, 4517 (1997).

[44] G. H. Rutherford and R. Grobe, Phys. Rev. Lett. 81, 4772 (1998).

[45] G. A. Gallup, H. Batelaan, and T. J. Gay, Phys. Rev. Lett. 86, 4508 (2001).

[46] O. Smirnova, D. L. Freimund, H. Batelaan, and M. Ivanov, Phys. Rev. Lett. 92, 223601 (2004).

[47] M. M. Dellweg and C. Müller, Phys. Rev. A 91, 062102 (2015).

[48] M. M. Dellweg and C. Müller, Phys. Rev. Lett. 118, 070403 (2017).

[49] M. M. Dellweg and C. Müller, Phys. Rev. A 95, 042124 (2017).

[50] M. M. Dellweg and C. Müller, J. Phys.: Conf. Ser. 594, 012015 (2015).

[51] J. G. Kirk, Plasma Physics and Controlled Fusion 58, 085005 (2016).

[52] B. King and H. Hu, Phys. Rev. D 94, 125010 (2016).

[53] S. Varró, Laser Physics Letters 11, 016001 (2014).

[54] E. Raicher, S. Eliezer, and A. Zigler, Phys. Rev. A 94, 062105 (2016).

[55] L. L. Foldy and S. A. Wouthuysen, Phys. Rev. 78, 29 (1950).

[56] J. Fröhlich and U. M. Studer, Rev. Mod. Phys. 65, 733 (1993).

[57] W. Magnus, Commun. Pure Appl. Math. 7, 649 (1954).

[58] S. Blanes, F. Casas, J. Oteo, and J. Ros, Phys. Rep. 470, 151 (2009).

[59] H. Batelaan, Contemp. Phys. 41, 369 (2000).

[60] S. Ahrens, Investigation of the Kapitza-Dirac effect in the relativistic regime, Ph.D. thesis, Ruprecht-Karls University Heidelberg (2012), http://archiv.ub.uni-heidelberg.de/volltextserver/14049/.

[61] D. Y. Ivanov, G. L. Kotkin, and V. G. Serbo, Eur. Phys. J. C 36, 127 (2004).

[62] M. Boca, V. Dinu, and V. Florescu, Nucl. Instrum. Meth. Phys. Res. B 279, 12 (2012).

[63] K. Krajewska and J. Z. Kamiński, Phys. Rev. A 90, 052117 (2014).