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Abstract

Ductile fracture of metallic materials typically involves the elastoplastic deformation and associated damaging process. The nonlocal lattice particle method (LPM) can be extended to model this complex behavior. Recently, a distortional energy-based model is formulated into LPM to simulate J2 plasticity. However, this model is based on the incremental updating algorithm which needs very small loading steps to get reasonable results. This is time-consuming and unstable for large systems. Therefore, in this paper, a tensor-based return-mapping algorithm is proposed to deal with these deficiencies. The material deterioration process is modelled as a nonlocal damage evolution process. The particle-size/lattice dependency of macroscopic mechanical responses are handled properly by using the proposed model. Numerical examples of predicting the elastoplastic behavior of engineering structures with/without damage and fracture are also provided. A multi-threaded implementation of LPM using C is available on the website: https://github.com/ymlasu/LPM-C.
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Highlights

- A nonlocal damage-enhanced lattice particle model was proposed for ductile fracture analysis
- The simulation of plastic behavior using return mapping method is stable and general
- Ductile fracture prediction using nonlocal damage converges with small particle size
## Nomenclature

| Symbol | Description |
|--------|-------------|
| $A$    | material parameter in Oyane damage model |
| $C_{ijkl}$ | material stiffness tensor |
| $e$    | error between actual bond strains and theoretical one |
| $D_c$  | critical damage value |
| $D_{ij}$ | damage parameter for bond $ij$ |
| $\dot{D}_{\text{loc}}(x_j)$ | local damage rate of particle $j$ |
| $E$    | Young’s modulus |
| $f(x_i)$ | probability density function of Gaussian distribution |
| $F_{ij}$ | interaction force (vector) within the bond $ij$ |
| $F_{ij}^0$ | bond force if considering bond damage |
| $F_{\text{in}}$ | internal force vector |
| $F_{\text{ex}}$ | external forces vector |
| $g$    | isotropic hardening function |
| $H$    | linear isotropic hardening modulus |
| $K$    | global tangent stiffness matrix |
| $K_i$  | local stiffness matrix for particle $i$ |
| $K^c$  | LPM model parameters for local pair-wise interaction of $c$-th unit cell |
| $l_{ij}^c$, $\delta l_{ij}^c$ | bond length, bond elongation between particles $i$ and $j$ of $c$-th unit cell |
| $L$    | characteristic length in nonlocal damage model |
| $n^{\text{AFEM}}$ | number of particles in an AFEM element |
| $n^c$  | number of bonds for the $c$-th unit cell |
| $N_p$  | total number of particles in the system |
| $N^{ij}$ | unit bond vector between material particles $i$ and $j$ |
| $P(x)$ | total energy of the current particle system |
| $r$    | particle radius |
| $R$    | residual force vector for the particles system |
| $t_{ij}$ | traction vector along bond $ij$ |
| $T$    | LPM model parameters for nonlocal interaction |
| $u$    | displacement vector of total particle system |
| $u_i$  | displacement vectors for particle $i$ |
| $U$, $U^c$ | potential energy of all unit cells, the $c$-th unit cell |
| $U^c_{\text{local}}$, $U^c_{\text{nonlocal}}$ | local, nonlocal energy for the $c$-th unit cell |
| $V^i$  | volume of particle $i$ |
| $w_{ij}$ | weight parameter for damage modelling |
| $x^*$, $x$ | equilibrium, current position vector of all particles |
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| Symbol | Description |
|--------|-------------|
| \( x_k \) | position vector of the particle \( k \) |
| \( \alpha \) | equivalent plastic strain |
| \( \beta \) | back stress tensor |
| \( \Gamma \) | deterioration ratio |
| \( \delta l_{ij}^{e,c}, \delta l_{ij}^{p,c} \) | elastic and plastic parts of total bond elongations |
| \( \Delta \) | disturbance quantity |
| \( \varepsilon \) | total strain tensor |
| \( \varepsilon^p \) | plastic strain tensor |
| \( \Theta(x_i) \) | integral quantity for Gaussian probability density function |
| \( c_{KL}, r_{IJKL} \) | tensors used in weighted least squares method |
| \( \dot{\lambda} \) | plasticity multiplier |
| \( \xi_{cr} \) | critical bond strain for brittle damage |
| \( \xi_{ij} \) | bond strains for the bond \( ij \) |
| \( \mu \) | shear modulus |
| \( \nu \) | Poisson’s ratio |
| \( \eta \) | mixed hardening indicator |
| \( \sigma \) | stress tensor |
| \( \sigma_m \) | hydrostatic stress |
| \( \sigma_y \) | yield stress |
| \( \sigma^d \) | deviatoric stress tensor |
| \( \phi \) | yield function |
1. Introduction

Ductile fracture of metallic materials typically involves the failure by micro-void cavitation or by plastic instability [1]. Such a damaging process will gradually deteriorate the load-carrying capacity of materials until totally failed, especially near the region of stress concentration [2]. This phenomenon is highly nonlinear and involves discontinuous crack growth, which indicates that the plasticity, damage, and fracture should be integrated together to study the ductile failure mechanism, as well as the stress state, damage patterns, and the crack propagation behaviors of engineering structures.

Many damage models for ductile fracture phenomena have been proposed. Ambati et al. [3] divided these approaches into two subcategories, i.e., continuum-based models and discontinuous ones. The well-known Gurson–Tvergaard–Needleman (GTN) models [4,5] and continuum damage models (CDM) [6–8] are continuum-based. On the other hand, cohesive zone models (CZM) [9] utilizes discontinuous formulations since interfaces are explicitly expressed in the model. Finite element method (FEM) is usually involved to implement these models.

One of critical issues when using FEM to simulate the fracture behaviors comes from the continuous requirement for governing equations [10]. The field quantities are poorly defined near the crack tip. As a result, additional efforts should be done, such as remeshing, state variables transferring, manual selection of crack grow direction, and augmentation with discontinuity terms [3]. A famous example is the extended finite element method (XFEM) [11]. Another example is combined FEM and CZM where cohesive elements are inserted between finite elements, in which the crack growth sensitivity with mesh shape is unavoidable.

Another major issue in continuum-based models is the mesh size dependence. For example, when using continuum-based GTN or CDM models, the FEM solutions would not converge even though mesh refinement is applied [12]. This is due to the softening and strain localization behavior in
damaged regions. One of the solutions to deal with mesh size dependency issues is to consider nonlocality in the model formulation. Spatial interaction terms using non-local damage models [12,13] can be adopted, like the gradient damage model or phase field models (PFM) [14,15]. Another solution is to construct a set of integral or integro-differential equations rather than partial differential equations to describe the continuum mechanics problems [16,17], e.g., peridynamics (PD) methods [16] or nonlocal lattice methods [18]. Lattice based nonlocal formulations is adopted in this work to explicitly represent the fracture process as well as to avoid the crack path sensitivity issues.

The lattice methods date back to Hrennikoff [19] in 1941, who used the lattice model to analyze the elastic deformation of various structures. In practice, there would be severe fixed-Poisson’s ratio problems if directly using the local pair-wise interactions in lattice methods [20,21]. Thus, nonlocality should be considered into these models to describe not only the pair-wise potentials of real materials, but also the influence from the surroundings. There are several different forms of nonlocality in lattice models, like those with the bond angle potential [22], 4-D interactions [23], shear springs interactions [24] or volumetric change of unit cells [18]. By constructing an ordered or disordered topological structure mimicking natural materials, lattice methods can simulate mechanical responses of metals or granular media [21]. The nonlocal lattice methods that only consider the spring and volumetric energies are the so-called nonlocal lattice particle methods (LPM) [18]. Compared to other lattice methods, the advantage of LPM is that there is no additional degree of freedom being added in the model formulation. By only introducing the spring bonds, LPM has the potential to handle larger material systems than other lattice methods [21]. Thus, this method is the focus of this paper.

The nonlocal LPM methods have shown the success of simulating the fracture process of brittle or quasi-brittle materials [25]. However, as indicated by Zhao et al. [26], the general lattice methods are not suitable for plastic analysis since the real-world plasticity problems usually involve the
relationships between strain tensor and stress tensor. This tensor notation is not widely adopted in lattice methods. The trivial adoption of nonlinear bond strain-bond force constitutive relationships [27] would result in the deformation anisotropy issues [28]. Zhao et al. [26] implemented a modified Drucker-Prager plasticity in the distinct lattice spring model (DLSM). However, they utilized an explicit integration framework to simulate the quasi-static deformation, which results in the inaccurate yielding point prediction.

Recently, a maximum distortion energy criterion has been formulated into the nonlocal LPM to study the J2 plasticity flow [28]. This novel formulation successfully reproduced the plastic deformation under static/cyclic multiaxial loadings. However, there are still some problems in this energy-based plasticity model. One of the issues is that no damage state/variable can be included, thus it is hard for ductile fracture simulation. Since the constitutive relation is modeled using nonlocal lattice potentials, it is naturally to include consistent nonlocal damage variables and models, which has not been investigated in the past. This is one of the major motivations of the proposed study. When material deterioration is involved, the damaged/fractured material particles should localize into some limited regions [29]. The size of this region as well as the macroscopic mechanical responses should converge by using smaller particle size. As stated by Besson [13], a characteristic length scale should be explicitly expressed in the damage model to get a localized damaged region. There are a number of nonlocal damage models to deal with this problem [30,31]. By following the essence of these models, the damage associated with a particle in LPM is assumed to be influenced by all particles surrounding it. This is shown to be able to effectively reduce the particle-size dependence issue. To the best knowledge of authors’, there is no similar research about the incorporation of nonlocal damage concept with the nonlocal lattice methods in the open literature.

Another issue is that the existing LPM plasticity model (i.e., [28]) utilized the incremental updating method to update the distortional energy yield surface, and the computational error will accumulate
during the deformation. Thus, the loading steps should be kept very small to get an accurate prediction. This is very expensive for large scale simulation and is not appropriate for damage modeling as the accumulated error in the bond breaking process is very large. Thus, alternative efficient solution algorithms for plasticity and damage are another major objective of the proposed study.

The paper is organized as following. In Section 2, a comprehensive overview about the lattice particle model formulation and solution procedure is given. Next in Section 3, the tensor-based return mapping algorithm is proposed by considering the interchangeability between particle-wise and bond-wise properties. Following this, the nonlocal damage-enhanced modification of LPM is proposed in Section 4 to model the brittle/ductile fracture phenomena. Finally, in Section 5, some benchmark examples are examined to show the ability of the newly proposed framework to do the complex elastoplastic and damage/fracture analysis.

2. Overview of nonlocal lattice particle model (LPM)

In this section, the formulation of the nonlocal lattice particle model is introduced and the solution procedure is illustrated. In the following, the uppercases of Latin letters, such as I and J, denote the coordinate components, while the lowercases, such as i and j, indicate the particle numbers.

2.1 Formulation of the nonlocal lattice particle model

Nonlocal lattice particle model (LPM) is described as a group of particles that located at a regular two-/three-dimensional grid [18,32]. LPM is a nonlocal model in the sense that each particle is connected with its neighbors via spring bonds and interacts with each of its neighbors through pairwise and multibody potentials [18,33]. A material particle can have multiple layers of neighbors, and each has distinct distances from the central particle. Studies have shown that with more layers of neighbors, some of simulation issues like fracture anisotropy might be eliminated [18]. In this work, two layers of neighbors are chosen considering the balance between accuracy and efficiency.
As described above, the potential energy of a material particle consists of the pairwise potential energy of individual bonds and the multi-body potential energy of all the neighboring bonds. The potential energy is calculated additively for each layer of neighbors. Each layer of neighbors is considered as a unit cell. Above all, the total potential energy $U$ can be expressed as

$$U = \sum_{c=1}^{2} U_{\text{cell}}^c = \sum_{c=1}^{2}(U_{\text{local}}^c + U_{\text{nonlocal}}^c),$$

with

$$U_{\text{local}}^c = \frac{1}{2} K^c \sum_{j=1}^{n^c} (\delta l_{ij}^c)^2,$$

$$U_{\text{nonlocal}}^c = \frac{1}{2} T(\sum_{j=1}^{n^c} \delta l_{ij}^c)^2,$$

where $K^c$ and $T$ are the model parameters for a bond connecting material particles $i$ and $j$, $\delta l_{ij}^c$ is the bond elongation, and $n^c$ is the number of bonds for the $c$-th unit cell of particle $i$. The interaction force within the bond $ij$ can be obtained by differentiating the total potential energy of the particle $i$ with respect to the bond elongation as

$$F_{ij} = \frac{\partial U^i}{\partial (\delta l_{ij}^c)} N_{ij} - \frac{\partial U^j}{\partial (\delta l_{ij}^c)} N_{ji} = \left(2K^c\delta l_{ij}^c + T(\sum_{k=1}^{n^c} \delta l_{ik}^c + \sum_{k=1}^{n^c} \delta l_{jk}^c)\right)N_{ij}.$$

The relationship between bond strains $\xi^{ij}$ and particle strain tensor $\epsilon_{ij}$ is shown as Eq. (3), which holds true under the assumption of infinitesimal deformation.

$$\xi^{ij} = \frac{\delta l_{ij}^c}{l_{ij}^c} = N_{ij} \cdot \epsilon_{ij} = \epsilon_{ij} N_{ij} N_{ij}$$

Thus, by plugging Eq. (3) into Eq. (1), one can get

$$U = \sum_{c=1}^{2} \left(\frac{1}{2} K^c \sum_{j=1}^{n^c} (\delta l_{ij}^c)^2 + \frac{1}{2} T(\sum_{j=1}^{n^c} \delta l_{ij}^c)^2\right) = \sum_{c=1}^{2} \left(\frac{1}{2} K^c \sum_{j=1}^{n^c} (\delta l_{ij}^c)^2 N_{ij}^c N_{ij}^c N_{ij}^c N_{ij}^c \epsilon_{ij} e_{KL}\right) + \frac{1}{2} T(\sum_{j=1}^{n^c} \delta l_{ij}^c N_{ij}^c N_{ij}^c \epsilon_{ij} e_{KL})^2.$$
The material stiffness tensor can then be determined as

\[
C_{ijkl} = \frac{1}{V_i} \frac{\partial^2 U}{\partial \varepsilon_{ij} \partial \varepsilon_{kl}}
\]  

There are three model parameters that need to be determined in above equations, which are \(K^1\), \(K^2\) and \(T\). By equating the potential energy at a particle to its counterpart of continuum isotropic elastic materials, the relationships between model parameters and Young’s modulus \(E\) and Poisson’s ratio \(\nu\) can be established for 2D plane strain, 2D plane stress and 3D general cases [34,35]. These relationships are listed in detail as Table I and Table II, which are for 2D and 3D lattices respectively. The other model parameters like the bond vectors for different lattice configurations can be found in [18,27] for 2D lattices and [33] for 3D lattices. The \(r\) in these tables means particle radius.

**Table I. LPM model parameters for 2D lattices**

| Lattice | Square | Hexagon |
|---------|--------|---------|
| \(n^1\) | 4      | 6       |
| \(n^2\) | 4      | 6       |
| \(R^1\) | 2\(r\) | 2\(r\)  |
| \(R^2\) | 2\(\sqrt{2}r\) | 2\(\sqrt{3}r\) |
| \(K^1\) | \(\frac{E}{2(1+\nu)}\) | \(\frac{12(1+\nu)}{12(1+\nu)}\) |
| \(K^2\) | \(\frac{E}{4(1+\nu)}\) | \(\frac{12(1+\nu)}{12(1+\nu)}\) |
| \(T_{(plane\ strain)}\) | \(\frac{24(2\nu-1)(\nu+1)}{E(1-4\nu)}\) | \(\frac{144(2\nu-1)(\nu+1)}{\sqrt{3}E(1-4\nu)}\) |
| \(T_{(plane\ stress)}\) | \(\frac{E(1-3\nu)}{24(\nu-1)(\nu+1)}\) | \(\frac{\sqrt{3}E(1-3\nu)}{144(\nu-1)(\nu+1)}\) |

**Table II. LPM model parameters for 3D lattices**

| Lattice | SC | FCC | BCC |
|---------|----|-----|-----|
| \(n^1\) | 6  | 12  | 8   |
| \(n^2\) | 12 | 6   | 6   |
| \(R^1\) | 2\(r\) | 2\(r\) | 2\(r\) |
| \(R^2\) | 2\(\sqrt{2}r\) | 2\(\sqrt{2}r\) | \(\frac{4}{3}\sqrt{3}r\) |
2.2 Solution procedure based on energy minimization

Usually when solving the general problems using LPM, an explicit solution framework based on Newton’s dynamic equations can be used [27]. This is intuitive and easy to implement. However, this kind of explicit scheme typically requires a very small timestep and is conditionally stable. Its efficiency and accuracy are usually not suitable for solving static or quasi-static problems [36]. In order to address this issue, an implicit solution procedure based on the so-called atomic-scale finite element method (AFEM) [37] is proposed by Lin et al. [38] for 2D lattices and Chen and Liu [33] for 3D lattices. Here we provide a brief summary of this solution procedure.

The basic idea of AFEM is to minimize the total energy to obtain the equilibrium configuration of lattice structures. If there is a disturbance vector \( \mathbf{u} \) on the equilibrium position \( \mathbf{x}^* \), the current position vector \( \mathbf{x} \) for all particles is

\[
\mathbf{x} = \mathbf{x}^* + \mathbf{u}
\]  

(6)

After being applied to some external forces, the total energy of the current particle system is

\[
P(\mathbf{x}) = U(\mathbf{x}) - \sum_{i=1}^{N_p} \mathbf{F}_i^{ex} \cdot \mathbf{u}_i
\]  

(7)

where \( N_p \) is the total number of particles in the system, and \( \mathbf{F}_i^{ex} \) and \( \mathbf{u}_i \) are the external force and displacement vectors for particle \( i \) respectively. Then applying the Taylor expansion to the energy near the equilibrium positions and ignoring the higher-order terms, one can get

\[
P(\mathbf{x}) \approx P(\mathbf{x}^*) + \frac{\partial P(\mathbf{x})}{\partial \mathbf{x}} \bigg|_{\mathbf{x}=\mathbf{x}^*} \cdot \mathbf{u} + \frac{1}{2} \mathbf{u} \cdot \frac{\partial^2 P(\mathbf{x})}{\partial \mathbf{x} \partial \mathbf{x}} \bigg|_{\mathbf{x}=\mathbf{x}^*} \cdot \mathbf{u}
\]  

(8)

At the state of minimum potential energy, the particle system should satisfy
\[ \frac{\partial P(x)}{\partial x} = 0 \quad (9) \]

By substituting the Eq. (7) and Eq. (8) into Eq. (9), one can get a linear equation system by rearranging terms as

\[ Ku = R \quad (10) \]

where the global tangent stiffness matrix \( K \) and residual force \( R \) respectively are

\[ K = \left. \frac{\partial^2 P}{\partial x \partial x} \right|_{x=x^*} = \left. \frac{\partial^2 U}{\partial x \partial x} \right|_{x=x^*} = \left. \frac{\partial F_{in}}{\partial x} \right|_{x=x^*} \quad (10a) \]

\[ R = -\left. \frac{\partial P}{\partial x} \right|_{x=x^*} = F_{ex} - \left. \frac{\partial U}{\partial x} \right|_{x=x^*} = F_{ex} - F_{in} \quad (10b) \]

The calculation of stiffness matrix \( K \) is crucial and nontrivial, which involves the evaluation of nonlocal interactions. The internal force vector \( F_{in} \) is obtained by computing projections of bond forces along three coordinate axes. Due to the nonlocality and symmetry of bond forces (Eq. (2)), the internal force vector of particle \( i \) is not only influenced by its direct neighbors, but also its neighbors’ neighbors. Therefore, all particles that have an influence on the central particle should be taken into account when updating bond and internal forces. All surrounding particles that have influences on a material particle’s internal force is called an AFEM element. The number of AFEM particles is \( n_{AFEM} \). Thus, according to Eq. (10a), the local stiffness matrix for the AFEM element associated with particle \( i \) is

\[ K_i = \begin{bmatrix}
\frac{1}{2} \frac{\partial F_{in}}{\partial x_i} & \frac{1}{2} \frac{\partial F_{in}}{\partial x_1} & \cdots & \frac{1}{2} \frac{\partial F_{in}}{\partial x_n_{AFEM}} \\
\frac{1}{2} \frac{\partial F_{in}}{\partial x_1} & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\frac{1}{2} \frac{\partial F_{in}}{\partial x_i} & 0 & \cdots & 0
\end{bmatrix}_{x=x^*} \quad (11) \]

where \( x_k \) is the position vector of the particle \( k \). In practice, one can compute the element stiffness
matrix using finite difference method [39]. In this forward-difference scheme, i.e., Eq. (12) for a typical 2D case, each particle \(i\)’s internal forces vector is reevaluated by giving some disturbance \(\Delta\) to each degree of freedom of a particle \(j\) in its AFEM element list. The disturbance is chosen as \(10^{-6}r\) in the current work.

\[
\frac{\partial F_{ix}^{in}}{\partial x_j} \approx \begin{bmatrix}
\frac{\partial F_{ix}^{in}}{\partial x_j} & \frac{\partial F_{iy}^{in}}{\partial x_j} \\
\frac{\partial F_{ix}^{in}}{\partial y_j} & \frac{\partial F_{iy}^{in}}{\partial y_j}
\end{bmatrix}
\begin{bmatrix}
\frac{F_{ix}^{in}(x_j + \Delta) - F_{ix}^{in}(x_j)}{\Delta} & \frac{F_{ix}^{in}(y_j + \Delta) - F_{ix}^{in}(y_j)}{\Delta} \\
\frac{F_{iy}^{in}(x_j + \Delta) - F_{iy}^{in}(x_j)}{\Delta} & \frac{F_{iy}^{in}(y_j + \Delta) - F_{iy}^{in}(y_j)}{\Delta}
\end{bmatrix}
\]

(12)

3. Improved J2 plasticity model in LPM framework

In a recent paper of Wei et al. [28], a LPM framework was proposed to deal with the J2 plasticity problem based on the idea of separation of dilatational and distortional energy. The solution procedure was based on an elastic predictor/plastic corrector routine. An incremental updating approach was utilized to check and update the yield surface [28]. During each loading step, the incremental bond elongations are first assumed as fully elastic and then distortional bond elongations are determined. Followed by updating the distortional bond force and distortional energy incrementally. If the distortional energy reaches the critical value, all the updating operations in a loading step must be performed a second time. Then given the model parameters at plastic stage (plastic tangent modulus and plastic Poisson’s ratio), the displacement field and the quantities mentioned above need to be recalculated. In their work, the idea of back elongation and back bond forces was also proposed to deal with the isotropic/kinematic hardening behavior.

Even though this framework has been successfully applied to simulate the structural responses under uniaxial and multiaxial loadings [28], there are still some deficiencies in it. The most critical one is its loading step dependence. This incremental updating procedure is similar to the explicit integration method used in FEM [10], in which the loading steps should be small to eliminate the accumulating error under (quasi-)static loading. Another drawback is that some features like nonlinear hardening rules, state variables like damage, etc., are hard to be included in this
framework. In addition, since the stiffness matrix is updated incrementally after yielding, some behaviors like the perfectly plastic constitutive relationships cannot be simulated because the plastic stiffness matrix would become singular. These issues may be addressed using a tensor-based return mapping framework coupling with iterative solution methods.

3.1 Interchangeability between particle-wise and bond-wise properties

To properly model the J2 plasticity in LPM, some tensor quantities, i.e., strain and stress, should be included into the computational framework. However, this cannot be realized without the interchangeability and mapping mechanism between particle-wise (like strain or stress tensors, etc.) and bond-wise properties (bond elongation, bond force, etc.). The first quantity involved is the stress tensor in infinitesimal deformation cases, it is approximated using all the bond forces exerted from a material particle [40], i.e.

$$\sigma_{ij} = \frac{1}{V_i} \frac{\partial U}{\partial \varepsilon_{ij}} = \frac{1}{2V_i} \sum_{c=1}^{n_c} \sum_{j=1}^{n_j} t_{ij}^c F_{ij} N_i^{ij} N_j^{ij}$$ \hfill (13)

Along the direction of the bond vector, the traction between particle $i$ and $j$ is

$$t_{ij} = N_{ij} \cdot \sigma \cdot N_{ij}$$ \hfill (14)

The bond strains can also be related to the strain tensor $\epsilon$ at particle $i$ under the assumption of infinitesimal deformation, i.e., Eq. (3). However, even though all the bond elongations surrounding a particle $i$ are given, the strain tensor is hard to determine. The reason is that the number of neighbors is usually larger than the number of independent components of strain tensor. To solve this overly-constraint problem, the weighted least squares method [40] is utilized. First, the error between actual bond strains and that computed from Eq. (3) is formulated as

$$e = \sum_{c=1}^{n_c} \sum_{j=1}^{n_j} (\varepsilon_{ij} - \varepsilon_{ij} N_i^{ij} N_j^{ij})^2 w_j$$ \hfill (15)

in which $w_j$ is the weight factor associated to neighbor $j$. By minimizing $e$ with respect to the strain tensor $\epsilon$, the following linear equations can be obtained,
\[ \varepsilon_{ij} = c_{KL}^{ij} r_{ijkl}^{-1} \]  

(16)

and,

\[ c_{KL} = \sum_{c=1}^{2} \sum_{i=1}^{n_c} \xi^{ij} N_{i}^{N_{j}} N_{K}^{N_{L}} w_{j} \]  

(16a)

\[ r_{ijkl} = \sum_{c=1}^{2} \sum_{j=1}^{n_c} N_{i}^{j} N_{j}^{N_{j}} N_{K}^{N_{L}} w_{j} \]  

(16b)

**Figure 1.** Simple cubic lattice system

In the following, a simple cubic lattice shown in Figure 1 is utilized to test the interchangeability between particle-wise and bond-wise properties. The unit bond vectors are listed in Table III for reference. There are 9261 particles in total with each particle’s radius being 0.25mm. The lattice system is loaded by distributed force uniaxially along z axis, and the total force is 2000N. The materials constants are listed in the following: the Young’s modulus E is 146GPa, Poisson’s ratio \( \nu \) is 0.3. Therefore, the stress and strain states can be determined analytically by the theory of elasticity. After collecting the deformation information of particles with full neighbor list, the
particle-/bond-wise properties can be compared directly.

**Table III.** Bond vectors of simple cubic 3D lattice structure [33]

| Neighbor # | 1      | 2      | 3      | 4      | 5      | 6      |
|-----------|--------|--------|--------|--------|--------|--------|
|           | (1,0,0) | (0,1,0) | (0,0,1) | (-1,0,0) | (0,-1,0) | (0,0,-1) |
| Neighbor # | 7      | 8      | 9      | 10     | 11     | 12     |
|           | 1/\sqrt{2}(1,1,0) | 1/\sqrt{2}(0,1,1) | 1/\sqrt{2}(0,1,1) | 1/\sqrt{2}(-1,1,-0) | 1/\sqrt{2}(-1,0,-1) | 1/\sqrt{2}(0,-1,-1) |
| Neighbor # | 13     | 14     | 15     | 16     | 17     | 18     |
|           | 1/\sqrt{2}(1,-1,0) | 1/\sqrt{2}(1,0,-1) | 1/\sqrt{2}(0,1,-1) | 1/\sqrt{2}(-1,1,0) | 1/\sqrt{2}(-1,0,1) | 1/\sqrt{2}(0,,-1) |

In table IV, the continuum physical quantities from both theory and simulation are listed. The quantities with a superscript *theo* are from analytical computation under the given loading condition. Due to the lack of a full neighbor list for particles near the boundary of a simulation domain, the near-surface quantities need some corrections [43] to get reasonable results. In this section, however, such corrections would not be taken into consideration. Thus, the tensor components in Table IV are taken to be the averaged value from particles with full neighbor list. These components are denoted with a superscript *lpm*. To compute the strain tensor, all weight factors $w_j$ are set as 0.5. From the table we can see, both the (theoretical non-zero components) approximated stress and strain tensor values are within less than 5% error compared to the theoretical ones. The simulated values for zero tensor components (such as $\sigma_{11}^{lpm}$, $\epsilon_{23}^{lpm}$ etc.) are ignorable compared to the non-zero ones. Even though the calculation of strain tensor is an overly-constraint problem, the computational accuracy is still satisfactory.

**Table IV.** Averaged particle-wise information of the lattice system

| Components  | 11                | 22                | 33                | 23                | 13                | 12                |
|-------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|
| $\sigma_{ij}^{theo}$, MPa | 0.000E+00         | 0.000E+00         | 1.814E+01         | 0.000E+00         | 0.000E+00         | 0.000E+00         |
| $\sigma_{ij}^{lpm}$, MPa     | 1.065E-01         | 1.065E-01         | 1.868E+01         | 1.683E-08         | 5.567E-08         | -1.993E-11        |
| $\epsilon_{ij}^{theo}$       | -3.728E-05        | -3.728E-05        | 1.243E-04         | 0.000E+00         | 0.000E+00         | 0.000E+00         |
| $\epsilon_{ij}^{lpm}$        | -3.785E-05        | -3.785E-05        | 1.276E-04         | 2.996E-13         | 9.911E-13         | -3.554E-16        |

In table V, on the other hand, we compared the actual bond strains and bond forces with those computed from the mapping from theoretical continuum tensors (ref. Eq. (3) and Eq. (14)). Even though the bond strain values from these two methods match well, the difference between bond
force $F_{lpm}^j$ and bond traction $t_{map}^j$ is significant. This indicated that one must include an additional term with the area dimension to convert from force to traction to keep the dimensional unit being consistent. This term is usually lattice-dependent and may vary for different layer of neighbors [18], thus is hard to be applied into real situations.

From the above discussion we can summarize the interchangeability property between bond-wise and particle-wise quantities as shown in Figure 2. It should be noted that the tensors shown in the figure can be generalized as any tensor-form state variables, such as total strain or plastic strain tensors. Therefore, there is one possible routine to update the state variables and internal force states. That is, one starts from bond strain, then bond force, then convert it to stress tensor, then update the state variables using constitutive relationship, finally map to the original bond strain and get the updated bond forces. As indicated in Figure 2, there might be another routine that starts from bond strain to strain tensors. However, this routine will require much more computational time since it involves the solving of linear equations (Eq. (16)). In this work, the first routine is adopted. The detailed instruction of using this routine to iteratively update the state variables will

### Table V. Averaged bond-wise information of the lattice system

| Neighbor # | 1     | 2     | 3     | 4     | 5     | 6     |
|------------|-------|-------|-------|-------|-------|-------|
| $\xi_{map}^j$ | -3.728E-05 & -3.728E-05 & 1.243E-04 & -3.728E-05 & -3.728E-05 & 1.243E-04 |
| $\xi_{lpm}^j$ | -3.785E-05 & -3.785E-05 & 1.276E-04 & -3.785E-05 & -3.785E-05 & 1.276E-04 |
| $t_{map}^j$, MPa | 0.000E+00 & 0.000E+00 & 1.814E+01 & 0.000E+00 & 0.000E+00 & 1.814E+01 |
| $F_{lpm}^j$, N | -4.905E-01 & -4.905E-01 & 1.830E+00 & -4.905E-01 & -4.905E-01 & 1.830E+00 |

| Neighbor # | 7     | 8     | 9     | 10    | 11    | 12    |
|------------|-------|-------|-------|-------|-------|-------|
| $\xi_{map}^j$ | -3.728E-05 & 4.349E-05 & 4.349E-05 & -3.728E-05 & 4.349E-05 & 4.349E-05 |
| $\xi_{lpm}^j$ | -3.789E-05 & 4.494E-05 & 4.494E-05 & -3.789E-05 & 4.493E-05 & 4.493E-05 |
| $t_{map}^j$, MPa | 0.000E+00 & 9.070E+00 & 9.070E+00 & 0.000E+00 & 9.070E+00 & 9.070E+00 |
| $F_{lpm}^j$, N | -6.382E-01 & 1.004E+00 & 1.004E+00 & -6.382E-01 & 1.004E+00 & 1.004E+00 |

| Neighbor # | 13    | 14    | 15    | 16    | 17    | 18    |
|------------|-------|-------|-------|-------|-------|-------|
| $\xi_{map}^j$ | -3.728E-05 & 4.349E-05 & 4.349E-05 & -3.728E-05 & 4.349E-05 & 4.349E-05 |
| $\xi_{lpm}^j$ | -3.789E-05 & 4.493E-05 & 4.493E-05 & -3.789E-05 & 4.494E-05 & 4.494E-05 |
| $t_{map}^j$, MPa | 0.000E+00 & 9.070E+00 & 9.070E+00 & 0.000E+00 & 9.070E+00 & 9.070E+00 |
| $F_{lpm}^j$, N | -6.382E-01 & 1.004E+00 & 1.004E+00 & -6.382E-01 & 1.004E+00 & 1.004E+00 |
be illustrated in the following sections.

**Figure 2.** Interchangeability property between bond-wise and particle-wise quantities

### 3.2 Improved J2 plasticity formulation using tensor-based constitutive relationships

To address the deficiencies of the energy-based incremental updating algorithm, the return mapping approach using stress tensor is proposed in this section based on the interchangeability properties shown in Figure 2. The continuum plasticity theory is based on the deviatoric stress tensor $\sigma^d$, i.e.

$$
\sigma^d_{ij} = \sigma_{ij} - \frac{1}{3} \delta_{ij} \sigma_{kk}
$$

in which $\frac{1}{3} \delta_{ij} \sigma_{kk} = \sigma_m$, is the hydrostatic stress. The first ingredient of the J2 plasticity is the yielding function,

$$
\phi = (\sigma^d - \beta) - g(\alpha)
$$

where $\beta$ is the back stress tensor, $g$ is the isotropic hardening rule as a function of equivalent plastic strain $\alpha$. And $\| \text{ } \|^2 = \frac{3}{2} \| \cdot \|$ is the J2 norm of the tensor $\| \cdot \|$. To keep consistent to the mixed linear hardening rule in the work of Wei et al. [28], the linear version of Frederick-Armstrong kinematic hardening [41] and a linear isotropic hardening rule is adopted to form a mixed linear hardening rule, i.e.
\[
\begin{align*}
\dot{\gamma} &= (1 - \eta)H \dot{\alpha}, \quad g_0 = \sigma_y \\
\dot{\beta} &= \frac{2}{3} \eta H \dot{\varepsilon}^p, \quad \beta_0 = 0
\end{align*}
\] (19)

in which \(H\) is the isotropic hardening modulus, \(\eta\) is a mixed hardening indicator that continuously ranges from 0 to 1. \(\eta = 0\) means purely isotropic hardening, and \(\eta = 1\) means purely linear kinematic hardening. It should be noted that the hardening can be nonlinear in general, and should involve no significant difficulty by adding the nonlinear hardening rule. The plastic flow rule is assumed associative and being formulated using the plastic strain rate tensor and the deviatoric stress tensor [42],

\[
\dot{\varepsilon}^p = \dot{\lambda} \frac{\partial \Phi}{\partial \sigma} = \frac{3}{2} \dot{\lambda} \frac{\sigma^d}{\sigma^d}
\] (20)

The Kuhn-Tucker condition should be satisfied by the system, which is

\[
\dot{\lambda} \geq 0, \Phi \leq 0 \text{ and } \dot{\lambda} \Phi = 0
\] (21)

in which \(\dot{\lambda}\) is the plasticity multiplier and the Eq. (21) defines the loading/unloading conditions [42]. The tensor-based return mapping framework are based on the elastic predictor-plastic corrector. After the linear system of equations is solved, the trial elastic bond elongation is first computed as following

\[
\delta l_{ij,trial}^e = \delta l_{ij}^e - \delta l_{ij,n}^p
\] (22)

The trial bond force \(F_{ij,trial}^e\) and the trial stress tensor \(\sigma_{ij,trial}^d\) would then be computed and then be utilized to construct the trial yield function, i.e., Eq. (23). It should be noted that, the stress tensor might need to be modified near the surface of simulation box since the bonds are incomplete in these regions [43].

\[
\Phi_{trial} = \left(\sigma_{trial}^d - \beta_n^d\right) - \left(S_y + (1 - \eta) * H \alpha_n\right)
\] (23)
If the yield function $\Phi_{\text{trial}} > 0$, the plastic multiplier would be larger than zero and need to be determined. At the current timestep, one can get the yield function [41] by combining above equations as

$$\Phi = \left(\sigma_{\text{trial}}^d - \beta_n\right) - \frac{3}{2} \Delta \lambda \left(2\mu + \frac{2}{3} \eta H\right) - \left(S_y + (1 - \eta) * H(\alpha_n + \Delta \lambda)\right) \quad (24)$$

Combining Eq. (23) with Eq. (24), the incremental plastic multiplier can be solved as

$$\Delta \lambda = \Phi_{\text{trial}}/(3\mu + H) \quad (25)$$

For the mixed linear hardening case in this work, the incremental plastic multiplier $\Delta \lambda$ can be calculated analytically without iteration. However, if any of the kinematic or isotropic hardening have nonlinear form, Eq. (24) would likely to be solved iteratively.

Then the state variables can be updated using the newly obtained plastic multiplier, as

$$\Delta \varepsilon^p = \Delta \lambda \frac{3}{2} \frac{\sigma_{\text{trial}}^d - \beta_n}{(\sigma_{\text{trial}}^d - \beta_n)} \quad (26)$$

$$\alpha = \alpha_n + \Delta \lambda \quad (27)$$

$$\beta = \beta_n + \frac{2}{3} \eta H \Delta \varepsilon^p \quad (28)$$

Use the interchangeability property of plastic strain tensor and plastic bond strain, the incremental plastic bond elongation can be obtained as

$$\Delta \delta l_{ij}^{p,c} = l_{ij}^c \Delta \varepsilon_{ij}^p N_i^j N_j^i \quad (29)$$

$$\delta l_{ij}^{p,c} = \delta l_{ij,n}^{p,c} + \Delta \delta l_{ij}^{p,c} \quad (30)$$

$$\delta l_{ij}^{e,c} = \delta l_{ij}^c - \delta l_{ij}^{p,c} \quad (31)$$

The newly obtained elastic bond elongation would be utilized to update the bond force and stress
tensor at particle $i$. As indicated in above, the interchangeability property between plastic strain tensor and plastic bond elongation should be used in the return mapping algorithm for LPM. This is the main difference from the finite element-based method. The computational flowchart of tensor-based return mapping algorithm is summarized in Figure 3.

![Computational flowchart of tensor-based return mapping framework for a typical loading step](image)

**Figure 3.** Computational flowchart of tensor-based return mapping framework for a typical loading step

### 4. Nonlocal damage-enhanced LPM and fracture modeling

In the nonlocal LPM framework, material failure is typically simulated using the critical bond strain criterion, e.g., [33,44]. Even though this failure criterion is suitable to for brittle fracture problems, it is not appropriate to be used in ductile fracture problems. The reason is that the critical
bond strain criterion is similar to the maximum principal stress/strain criterion, which does not take into account other state variables like plastic strain, stress triaxiality ratio, etc. These quantities, however, are shown to be critical in simulating ductile fracture behaviors [7]. For this reason, more general models like the energy-based criterion [45] or the continuum damage mechanics [29] model may be used. Inspired by the work of Tupek et al. [29] and Behzadinasab and Foster [46], the continuum damage mechanics is incorporated into the original LPM model to from a damage-enhanced LPM framework.

In the damage-enhanced lattice particle method, the bond forces are influenced by the damage of the bonds between connecting particles.

\[
F_{ij}^D = w^{ij} F_{ij}
\]

\[
w^{ij} = \begin{cases} 
1 - D^{ij} & , \text{if } D^{ij} < D_c \\
0 & , \text{else}
\end{cases}
\]

in which \(w^{ij}\) is the weight parameter that ranges from 0 to 1, and \(D^{ij}\) is the damage parameter that keeps tracking the damage status of the current bond. \(D_c\) is the critical damage value. \(F_{ij}^D\) is the bond force after considering the bond damage. The damage evolution rules may vary for different materials. Bonds will break after the damage reaches to a critical value. It should be noted that, a characteristic length scale should be manually included into the damage formulation. The reason is that the continuous degradation of material would involve softening effects and thus influence the surrounding materials within a certain distance.

### 4.1 Damage modeling

Similar to the critical bond strain criterion used by other lattice particle methods [25], the damage for brittle materials is directly determined by bond strains without the evolution rule. Therefore, the brittle damage associated to bond strain \(\xi^{ij}\) is

\[
D^{ij} = \begin{cases} 
0, & \text{if } \xi^{ij} \leq \xi_{cr} \\
1, & \text{else}
\end{cases}
\]
where $\xi_{cr}$ is the critical bond strain. For the ductile fracture simulation, a particular damage accumulation rule should be adopted [47]. However, improper adoption of damage accumulation rule would result in severe lattice dependence issues. As qualitatively analyzed in [13], the dissipated energy is smaller at same crack growth length if using thinner mesh size. This will result in a more brittle-like macroscopic mechanical behavior. The simulation results from the LPM, therefore, would not converge by adopting a smaller particle size. This problem can be addressed by introducing a characteristic length scale into the damage model. Inspired by the work of Tvergaard and Needleman [31] and Enakoutsa et al. [48], the central particle’s damage behavior would be influenced by surrounding materials, i.e.

$$\dot{D}(x_i) = \frac{1}{\Theta(x_i)} \int f(x_i - x_j) \dot{b}^{loc}(x_j) dV_j$$

$$\Theta(x_i) = \int f(x_i - x_j) dV_j, \quad f(x_i) = \frac{1}{L\sqrt{2\pi}} \exp \left( -\frac{1}{2L^2} \|x_i\|^2 \right)$$

in which $f(x_i)$ is the probability density function of Gaussian distribution, and $\dot{b}^{loc}(x_j)$ is the local damage rate of particle $j$. $L$ is a characteristic length scale. It should be noted that the influence from the surrounding particles would decay quickly when the particle distance is increasing. After time-domain integration, the current damage value can be determined as

$$D = \int_0^t \dot{D} d\tau$$

Oyane rule is adopted as the localized damage evolution rule [49], i.e., Eq. (38). This simple damage accumulation rule involves the stress triaxiality $\sigma^m / \sigma$ and the equivalent plastic strain rate $\dot{\alpha}$, which is shown to have robust performance to predict the crack initiation location [47]. However, the adoption of more complex local damage evolution rule is also possible.

$$\dot{b}^{loc} = \left( 1 + \frac{A\sigma^m}{\sigma} \right) \dot{\alpha}$$

in which $A$ is a material parameter that needs to be calibrated. Each time after the particle-wise
damage variable is computed globally, each bond’s damage can be determined as the maximum damage value of two connected particles. The evolution of damage and integrity variables for brittle and ductile materials are illustrated qualitatively in Figure 4.

*Figure 4.* Illustration of damage evolution rule and integrity parameter for (a, b) brittle materials and (c, d) ductile materials

The deterioration ratio $\Gamma$ of a particle $i$ is defined as

$$
\Gamma = 1 - \frac{\sum_{c=1}^{2} \sum_{j=1}^{n^c} w^{ij}}{\sum_{c=1}^{2} n^c} \quad (39)
$$

in which $n^c$ is the number of $i$’s neighboring particles of the $c$-th unit cell. $\Gamma = 0$ when all bonds are intact, and $\Gamma = 1$ if all bonds connected to particle $i$ are broken.
4.2 Solution procedure of nonlocal damage-enhanced LPM with crack propagation

In this section, the global iteration algorithm for elastoplastic problems is modified to couple with crack propagation process. The flowchart is shown in Figure 5. It represents a typical integration step from \( t_n \) to \( t_{n+1} \) for simulating the brittle/ductile fracture phenomena. As shown in the figure, the constitutive relationship updating procedure is condensed into the update bond force and internal force \( F^{in} \) step. If the iteration criterion for minimizing the residual force is reached, the particle-/bond-wise damage have to be updated. Then the topological configuration of the lattice system is modified, as well as the stiffness matrix and internal forces vector.

![Flowchart](image)

**Figure 5.** Crack propagation algorithm for brittle/ductile fracture simulations

The difference between the current framework and the method adopted by Ni et al. [50] is whether including the iteration procedure. By incorporating the iterative process in the current work, the
stress and deformation field would be re-distributed, and the equilibrium can be reached for the entire system. Thus, the equilibrium is guaranteed before moving from one timestep to another.

5. Numerical examples

Several benchmark examples are used to demonstrate the proposed damage-enhanced elastoplastic simulation procedure. First, some benchmark examples without damage and fracture are discussed to show the improvement over the original incremental updating algorithm proposed by Wei et al. [28]. Uniaxial monotonic and cyclic loading tests for homogeneous solid cube are included, as well as a 3D plate with a through-thickness central crack. Next, the proposed damage model is incorporated into LPM to simulate the crack propagation behavior. The lattice dependence of brittle crack grow direction and particle size dependence of ductile fracture are investigated. In addition, the simulation results are compared with the experimental fracture phenomena from open literature.

5.1 Elastoplastic analysis without damage and fracture

5.1.1 3D cube under uniaxial loadings

The examples in this subsection show the ability of proposed algorithm to deal with the elastoplastic problems, as well as its advantages over the incremental updating method. The lattice configuration is the same as the one mentioned in Section 3.1, as in Figure 1. The initial yield stress $\sigma_y$ is 200MPa and the hardening modulus $H$ is 38.714MPa.

Case I: Uniaxial tensile loading

For both the tensor-based return mapping and the incremental updating methods, 10, 20, and 40 displacement loading steps are prescribed to the system boundary. The total uniaxial strain along z direction ($\varepsilon_{33}$) is 0.2% for all cases. The mixed hardening mode indicator $\eta$ is set as 0 to activate isotropic hardening since only tensile loading is involved in this subsection.

As shown in Figure 6(a), the stress-strain curves using different number of loading steps are
identical for return mapping algorithm. However, Wei’s incremental updating model shows different behavior and asymptotically approaches the return mapping results after increasing the loading step number. As a result, the proposed method is shown to be more robust for simulation time steps.

Figure 6(b) shows the comparison between theoretical stress-strain curves (along z directions) and the simulating ones using return mapping algorithm with varying particle radius. The mechanical response is more accurate if using smaller particle radius, this is consistent to the conclusion of [18]. However, the simulation time will increase quadratically with decreasing particle radius. On the other hand, the accuracy is not affected much by using a moderate particle radius. Thus, the proposed method also shows robustness with respect to the particle density.

**Figure 6.** a) Comparison of stress-strain curves between incremental updating and tensor-based return mapping algorithms for different loading steps, and b) Computational accuracy of stress-strain curves of return mapping algorithm using different size of particles

**Case II: Uniaxial cyclic loading**

The inaccuracy of incremental updating algorithm would be exaggerated in cyclic loading cases as the simulation error continues to grow cycle by cycle. To study this behavior, the cyclic loading histories are applied to the lattice system, which is shown in Figure 7 (a), (c), and (e). For the
simulations using return mapping algorithm, the incremental forces are ±2000N. However, for incremental updating methods the incremental forces are ±500N. The hardening mode indicator $\eta$ can be modified from 0 to 1 to test the mixed and kinematic hardening modes.

As shown in Figure 7 (b), there shows significant departures between the stress strain curves of the two methods during the process when loads grow from -40kN to 46kN, even though the elastic and initial isotropic hardening curves in previous steps are almost identical. The inaccuracy of incremental updating method is more apparent in pure kinematic hardening cases, i.e., Figure 7(d), which shows that the stress-strain curve even does not enclose after a full loading cycle. And from Figure 7(b), 7(d), and 7(f) we may conclude that, the incremental updating algorithm always underestimates the yielding point due to the trivial adding of incremental distortional energy.
Figure 7. Comparison of mechanical responses between return mapping and incremental updating methods. In which a), c), and e) are loading histories; b), d), and f) are stress-strain curves for pure isotropic, pure kinematic, and mixed hardening cases.

5.1.2 3D plate with a stationary crack under tensile loading

In this subsection, a 3D plate with a central crack is uniaxially loaded to test the ability of LPM to handle the discontinuous configurations. The size of the plate is 50mm*50mm*2mm with the through-thickness central crack of 10mm length. The loading direction is perpendicular to the
crack face. The system undergoes a quasi-static loading of 120MPa.

To directly compare with the simulation results performed by FEM in [51], the simple cubic lattice structure is adopted to simulate the perfectly plastic behavior. The materials constants are listed in the following: the Young’s modulus $E$ is 200GPa, Poisson’s ratio $\nu$ is 0.33, and yield stress $\sigma_y$ is 200MPa. The radius of the particle is 0.2mm, thus there are 5 layers of particles along the thickness direction and 126 layers of particles along loading direction. The total number of particles is 78750. And the loading area would therefore be 100.8mm$^2$.

For LPM simulations, the 120MPa load is subdivided into 30 steps with 4MPa for each step. The second layer of particles along the thickness direction is selected to output the field quantity. As shown in Figure 8, the yield particles (nodes), equivalent plastic strain, and the horizontal displacement component parallel to crack face are compared between LPM and FEM simulations. The LPM simulation results match well with the FEM counterparts.

Figure 8. Distribution of yield particles, equivalent plastic strain, and horizontal displacement.
field of 3D cracked plate for (a), (b), (c) for LPM and (d), (e), (f) for FEM (refer to [51])

5.2 Damage and fracture analysis using LPM

5.2.1 Brittle fracture analysis of 2D structures

The brittle fracture phenomena are studied in this section. Compared to the previous works of crack analysis using LPM [18], the iteration framework described in Section 4 is able to redistribute the displacement and force field during crack growth without having to adopt small loading steps. As shown in [50], the maximum number of broken bonds should be controlled as small as possible to get reasonable simulation results. For all the brittle fracture simulations, the maximum number of broken bonds per iteration is set as 1.

Case I: Notched beam under three-point bending load

In this example, the three-point bending test is simulated using 2D square lattice structure under plane stress assumption. The sample dimensions as well as the boundary conditions are sketched out in Figure 9 [52]. The material constants are such that: the Young’s modulus E is 31.4GPa, Poisson’s ratio ν is 0.4. The radius of the particle is 0.002m, thus there are 12460 particles in total for the system. The concentrated force P is loaded by applying displacement boundary condition on the middle point of the beam’s top boundary. The incremental displacement along x direction is $10^{-6}$ m.

![Diagram](image)

**Figure 9.** Dimensions and boundary conditions for the three-point bending test (refer to [52])
After calibration, the critical bond strain value $\xi_{cr}$ is determined as $2.7 \times 10^{-4}$. The curves of the reaction force at loading point versus the crack mouth opening displacement (CMOD) are plotted in Figure 10. As shown in the figure, there is no deterioration occurs before the peak load. During the crack grow process after peak load, the load-carrying capability of the beam is weakened continuously. The simulated load-CMOD curve is in good agreement with that of Peridynamics (PD) by Bie et al. [52].

**Case II: Single edge notched plate under pure shear loading**

The example in this section is a shear test for a square specimen with notched edge under 2D plane
strain assumption. Even though the problem setting is simple, it is a nontrivial simulation test that involves the asymmetric crack pattern [53]. As indicated in [18,38], the regular mesh geometry utilized by the LPM framework would result in a preferential direction during the crack propagation and may deviate from the real failure pattern. This lattice-dependence issue is demonstrated to be reduced if using more layers of neighbors [18]. However, there is no study that shows whether lattice shape has any effects on the crack growth direction.

The examples given below will utilize both the square and hexagon lattice structures with same particle radius (i.e., $3.2 \times 10^{-3}$ mm) and number of neighbors (i.e., 2). The sample configuration and boundary condition are illustrated in Figure 11. The bottom layer of lattices is fixed in both x and y directions while the top layer is applied to displacement boundary condition. The incremental displacement for each loading step is $1.5 \times 10^{-4}$ mm. After model calibrations, the critical bond strain value $\xi_{cr}$ is determined as $2.7 \times 10^{-2}$ for both lattice structures. The reaction force verses accumulated displacement curves are plotted in Figure 12.

![Figure 11. Geometry and loading conditions of single edge notched plate (refer to [50])](image-url)
In Figure 12, the simulation results of PD [50] and phase field (PF) models [53] are compared against that of LPM. Both that using the 2D square and hexagon lattices can obtain reasonable peak force, which is around 440N. However, the force-displacement curve utilizing square lattice drops dramatically after reaching the peak loading. This indicates that the crack chooses to grow along a preferential direction in this regular packed lattice structure even 2 layers of neighbors are used. For the hexagon lattice, however, the curve stabilized and even increased a little bit after the initial drop after reaching the peak force. This is also in accordance to that of PD and PF simulation results.

**Figure 12.** Load-displacement curves simulated using LPM for 2D hexagon and square lattice structures compared to results of PD [50] and PF [53]
Figure 13. Deterioration ratio contours of (a) square lattice at initial time, (b) square lattice at shear displacement of about 0.012mm; (c) hexagon lattice at initial time, (d) hexagon lattice at shear displacement of about 0.012mm

The crack grow patterns for both lattice structures are plotted in Figure 13. It shows that the crack growth direction deviates each other for these two lattice structures. It is clear that the predicted pattern using hexagon lattice is closer to the results predicted by PF [53] or PD [50]. Looking back at the Table I, the number of neighbors of square lattice is 8 in total compared to 12 for hexagon lattices. This means the nonlocal effects are better handled by hexagon lattice structures by including more neighbors. However, the simulations using lattice structures with more neighbors usually costs much more than lattice structures with less neighbors. This is also a tradeoff in simulating various real problems.
5.2.2 Damage analysis of a 2D ductile plate

In the current and the following sections, the particle-wise nonlocal damage accumulation rule described in Section 4.1 would be incorporated into the LPM framework. For the 2D ductile plate, the uniaxial tension loading is applied in a form of incremental displacements. As shown in Figure 14, the uniaxial displacement constraints are applied on the top and bottom layers of the system. The hexagon lattice structure with the assumption of plane strain is adopted in the following discussion. The number of broken bonds (particles) is not restricted for each iteration step.

The materials are assumed as the same as the one in Section 5.1. The damage parameters are selected as $A=80$, $D_c=0.9$, and the nonlocal characteristic length $L=0.5\text{mm}$. The ductile fracture behavior might be directly simulated using elastoplastic constitutive relationships coupled with a global crack criterion, e.g., J-integral, like the work of Madenci and Oterkus [54]. However, this trivial treatment of ductile fracture simulation would result in the over-estimation of mechanical responses if no damage is applied (Figure 15(a)). However, the damage-enhanced LPM framework reproduced the nonlinear processes including elastic, plastic hardening, softening, and material deterioration occurred in real materials even though a linear hardening model is used.

![Figure 14](image-url)
Figure 15. Comparisons of load-CMOD curves between (a) with/without damage when particle radius is 0.1mm; (b) lattice systems with different particle radius

To discuss the particle size-dependence issues, the load-CMOD curves for lattice systems with different particle radius are compared against each other, i.e., Figure 15(b). Even though it shows some deviations before the breakage occurs for the simulations with different particle radius, the load-CMOD curves in the post-peak stages are similar to each other. As shown in the figure, all of the bond breakages occur at the local maximum point of the load-CMOD curves. This indicates that the load-carrying ability of the plate cannot keep increasing because the damage variable is approaching 1. Therefore, the bond integrity parameter would approach zero and no longer have any load-carrying capabilities.
The inaccuracy of LPM when using small particle densities may be the reason of getting different load-CMOD curves when varying particle densities [55], especially when there also involves a pre-exist crack. As is shown in Figure 15(b), all curves jump to the similar force level after bond breakage occurs. This phenomenon largely comes from the nonlocal damage formulation. Since the crack tip tends to have similar size and shape after bond breakage occurs. The distribution of the deterioration ratio $\Gamma$ for each particle is shown in Figure 16. It indicates that, no matter what size of the particle radius is, the deteriorated particles always form a stripe of similar width ahead of the pre-exist crack tip. The nonlocal damage contour also tends to be identical if reduce the

Figure 16. Distribution of deterioration ratio for ductile plate with particle radius of (a) 0.186mm, (b) 0.136mm, (c) 0.100mm, and (d) 0.080mm
particle radius, i.e., Figure 17. Above all, it can be concluded that the particle size-dependence can be reduced by including the nonlocal damage by keeping the characteristic length scale to be the same for each simulation.

![Figure 17](image)

**Figure 17.** Nonlocal damage contour of the ductile plate with particle radius of (a) 0.186mm, (b) 0.136mm, (c) 0.100mm, and (d) 0.080mm

5.2.3 *Fracture of a 3D compact tension plate specimen*

In this section, the damage-enhanced LPM framework is utilized to simulate the mechanical behavior of a compact tension (CT) test for titanium alloy. The original experiments are from the work of Ding et al. [56]. The numerical simulation has also been done using the DLSM method by Zhao et al. [26]. The full 3D simple cubic lattice is adopted in this example, with the particle radius of 0.33mm. The corresponding material constants are taken from [56], which are Young’s modulus
E is 115GPa, Poisson’s ratio $\nu$ is 0.28, the initial yield stress $\sigma_y$ is 955MPa and the hardening modulus $H$ is 2.4018MPa. The lattice configuration and geometry are shown in Figure 18. The particles near the loading point are applied to the incremental displacement boundary condition, which is $6.4 \times 10^{-3}$mm/step.

**Figure 18.** Geometry and boundary conditions of the 3D compact tension (CT) specimen
Figure 19. Load-CMOD curve of the CT test using damage-enhanced LPM framework

There are some particular cares that need to be taken to properly simulate the CT test. One of the most crucial assumptions is that the particles that higher than the top circle and particles that lower than the bottom circle need to have a high number of yield stress, i.e., $10^6$ MPa. The reason of doing so is due to the fact of stress concentration, the lattice would distort much from its initial configuration and introduce undesired damage near the loading point after yielding occurs. After calibration, the damage parameters are determined as $A=400$, $D_c=0.85$, and the nonlocal characteristic length $L=0.6$ mm. As shown in Figure 19, the fracture pattern as well as the load-CMOD curve are consistent with the experimental observation.
6. Conclusions

LPM is a powerful method to simulate the solid mechanics problems involving discontinuous stationary and growing cracks. The return-mapping framework based on the iterative solution procedure was proposed in this paper as an improvement over the previous incremental updating J2 plasticity model. In addition, the bond-wise and particle-wise nonlocal damage models were incorporated into the nonlocal LPM framework. Several benchmark examples were tested using the damage-enhanced elastoplastic simulation framework. The following conclusions can be made:

1) By exploring the interchangeability between particle-wise and bond-wise properties, the continuum elastoplastic constitutive relationship that based on tensor quantities can be implemented into LPM using the return mapping algorithm.

2) The distortional energy-based incremental updating algorithm is found to always underestimate the yielding point. However, the LPM framework using tensor-based return-mapping algorithm with the iterative solution procedure is more accurate, stable and general compared to the energy-based method.

3) The crack propagation algorithm of proposed LPM framework can force the system to be in equilibrium and would get more reasonable crack growth and macroscopic mechanical behavior.

4) With the same number of neighbor layers, the lattices with denser packing are more likely to be able to get reasonable crack grow pattern.

5) By introducing the nonlocal ductile damage accumulation rule, the particle size-dependency issue of damage modelling can be reduced. The deterioration contours as well as the macroscopic mechanical responses are expected to be converged for thinner particle size.

The proposed method is consistent with the classic J2 plasticity theory and thus paved a way to consider general material non-linearity and damage process in the LPM simulation. In the future,
the randomness would be considered to formulate the nonlocal damage model to reproduce the heterogeneous nature of real structures. In this case, more complicated mechanical behaviors may be simulated, such as fatigue behaviors. The nonlocal damage-enhanced LPM framework could also be extended into the large deformation regime to more accurately capture the softening behavior near damaged areas.
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