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Abstract. We show the arbitrarily long-term stability of conservative methods for autonomous ODEs. Given a system of autonomous ODEs with conserved quantities, if the preimage of the conserved quantities possesses a bounded locally finite neighborhood, then the global error of any conservative method with the uniformly bounded displacement property is bounded for all time, when the uniform time step is taken sufficiently small. On finite precision machines, the global error still remains bounded and independent of time until some arbitrarily large time determined by machine precision and tolerance. The main result is proved using elementary topological properties for discretized conserved quantities which are equicontinuous. In particular, long-term stability is also shown using an averaging identity when the discretized conserved quantities do not explicitly depend on time steps. Numerical results are presented to illustrate the long-term stability result.
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1. Introduction. In recent years, there has been vast renewed interests in structure-preserving discretizations; that is numerical methods which preserve underlying structures of differential equations at the discrete level [26, 30, 22, 24, 19, 3, 1, 10]. One primary motivation for these discretizations is, for some class of problems, the ability to preserve certain features inherent to the continuous problem is a determining factor for acceptance of numerical results. For instance, for ODEs with a Hamiltonian structure, preservation of phase space volume is a desirable feature for the discrete flow of symplectic methods [19]. For systems arising from variational formulation, the variational principle is preserved by variational integrators via extremizing the action integral over a finite dimensional discrete space [26]. Beyond this primary motivation, structure-preserving discretizations can also possess additional stability and long-term properties. For example, symplectic methods have been shown to possess favorable long-term properties, such as near conservation of energy over an exponentially long time [2]. Moreover, for completely integrable Hamiltonian systems, symplectic methods nearly conserve all first integrals depending only on action variables and have at most linear growth in the global error over an exponentially long time [6, 7, 19].

In the present work, we focus on the question pertaining to stability properties on the class of conservative methods; specifically discretizations which exactly preserve conserved quantities at the discrete level. Conservative methods for ODEs and PDEs have a long history in numerical analysis [12, 23, 36, 25, 17, 33, 16, 13, 14, 8]. Traditionally, conservative methods have been proposed for various types of ODEs with special forms of conserved quantities [35, 11, 15, 27, 9, 5].

To the best knowledge of the authors, there are two general classes of exactly conservative methods for ODEs. One is the traditional projection method where the main idea is to project the discrete solution back onto the level set of the invari-
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ants after advancing some number of time steps with a standard numerical method [19]. The other general conservative method is called the discrete gradient method [34, 28] which is based on rewriting the ODE system in a skew-gradient form so that first integrals can be conserved discretely. More recently, another general conservative method, called the multiplier method [38], has been proposed to systematically discretize ODEs using generalizations of integrating factors.

Motivated by the general applicability of these conservatives method, it is important, in our view, to provide a general stability result for conservative methods; specifically for the case of ODEs. On the outset, this may seem like an impossible task as most discretizations constructed by these methods do not possess an a priori common structure and are often nonlinear in nature. Fortunately, these difficulties can be resolved when one takes the point of view that long-term stability is intimately connected with the topology of the conserved quantities. Specifically for ODEs, under some appropriate conditions, we will show using basic topological arguments that the global error of a conservative method is bounded for all time.

This paper is organized as follows. In Section 2, we review basic properties of conservative methods. It is shown that equicontinuity of discretized conserved quantities plays a central role in many estimates used in subsequent sections. In Section 3, we review some elementary topology results relevant to our current discussion and show a key separation theorem which form the basis for the main stability result. Moreover, we discuss the practical limitation of the main result in finite precision arithmetic. In Section 4, we verify numerically the main stability result for various (nonlinear) multistep methods and make comparison with traditional and symplectic methods. Finally, in the appendix, we show the uniformly bounded displacement property for a conservative 1-step method from Section 4.

2. Preliminaries.

2.1. Definitions and notations. Let $n \in \mathbb{N}$ and $U$ be an open subset of $\mathbb{R}^n$. Suppose $f : U \rightarrow \mathbb{R}^n$ is locally Lipschitz continuous. Then by Picard’s theorem, for any $x_0 \in U$, there exists an open interval $I = (-T, T)$ such that the autonomous ODE,

\begin{equation}
F[x]_t := \dot{x}(t) - f(x(t)) = 0, \\
x(0) = x_0,
\end{equation}

has an unique solution $x \in C^1(I; U)$. For brevity, we used the notation $[x]_t$ denoting dependence on $t, x(t)$ and higher derivatives of $x(t)$.

For $1 \leq m \leq n$. We assume the ODE (1) has $m$ conserved quantities; that is there exists a continuous vector-valued function $\psi : U \subset \mathbb{R}^n \rightarrow \mathbb{R}^m$ such that for the constant $c = \psi(x_0)$, the unique solution $x \in C^1(I; U)$ satisfies for $t \in I$,

\begin{equation}
\psi(x(t)) = c.
\end{equation}

As to be discussed later, the preimage of $c$, denoted as $\psi^{-1}\{c\}$, can be written as,

$$\psi^{-1}\{c\} = \bigcup_{j \in J} X_j,$$

for some countable\footnote{The number of connected components of any subsets in $\mathbb{R}^n$ is at most countable; See [29] or Section 3.} index set $J$ with each $X_j$ as a connected component of $\psi^{-1}\{c\}$. Denote the connected component containing $x_0$ as $X_0$. If $X_0$ is compact, then by...
standard theory of ODEs, the local solution \( x \) can be extended to a global solution for all \( t \in \mathbb{R} \).

**Theorem 1.** Suppose the connected component \( X_0 \) containing \( x_0 \) is compact, then the unique solution \( x \in C^1(I;U) \) to (1) can be extended for all \( t \in \mathbb{R} \) and so \( x \in C^1(\mathbb{R};X_0) \).

Let \( \tau > 0 \) be a time step size and consider the set of uniform time steps of \( \{ t_k = k\tau : k \in \mathbb{N} \} \). For a given \( \mu \in \mathbb{N} \), we shall consider general \( \mu \)-step discretizations or \( \mu \)-step methods (we use both terms interchangeably). In particular, let \( F^\tau : U \times \cdots \times U \subset \mathbb{R}^{n(\mu+1)} \to \mathbb{R}^n \) be a continuous vector-valued function depending on \( \tau \). Then the \( \mu \)-step discretization is given by,

\[
F^\tau \{ x^\tau \}_k := F^\tau(\{ x \}_k, \{ x \}_k, \ldots, \{ x \}_{k-\mu+1}) = 0,
\]

Similar to the continuous case, we employ the notation \( \{ x^\tau \}_k \) to denote dependence on the successive approximation \( x_k \) at different time steps. Moreover, we shall consider discretizations which have the uniformly bounded displacement property.

**Definition 2.** Let \( K \subset \mathbb{R}^n \) be a compact subset and \( r > 0 \). A \( \mu \)-step discretization (3) is said to have the uniformly bounded displacement (UBD) property on \( K \) with displacement \( r \) if there exists \( \tau_c > 0 \) depending only on \( K \) and \( r \) such that if \( 0 < \tau < \tau_c \) and \( \{ x_k, \ldots, x_{k-\mu+1} \} \subset K \) for each \( k \geq \mu - 1 \), then the discretization (3) have an unique solution \( x_{k+1} \in \bigcap_{i=0}^{\mu-1} B_r(x_{k-i}) \). A \( \mu \)-step discretization is said to have the UBD property if it has the UBD property for all compact \( K \subset \mathbb{R}^n \) and \( r > 0 \).

Intuitively, for small enough time step \( \tau \), a discretization with the UBD property always yields a solution \( x_{k+1} \) which cannot grow arbitrarily far away from the previous solutions \( \{ x_k, \ldots, x_{k-\mu+1} \} \) for all \( k \geq \mu - 1 \); that is their respective displacements are uniformly bounded.

It will be seen later that the UBD property plays an important role for showing long-term stability of conservative methods.

**Definition 3.** A \( \mu \)-step discretization \( F^\tau \) is consistent to order \( p > 0 \) with \( F \) if for \( x \in C^{p+1}(I;U) \) and each time step \( t_k \), there exists a positive constant \( C_F \) independent of \( \tau \) such that,

\[
\| F[x]_{t_k} - F^\tau(\{ x \}_k, \{ x \}_k, \ldots, \{ x \}_{t_k-\mu+1}) \| \leq C_F(\| x \|_{C^{p+1}([\tilde{t}_k])}) \tau^p,
\]

where \( \tilde{t}_k = t_k - \mu + 1 \) and \( \| x \|_{C^{p+1}([\tilde{t}_k])} = \max_{0 \leq i \leq p+1} \| \frac{d^i x}{dt^i} \|_{L^\infty([\tilde{t}_k])} \).

In practice, \( C_F \) typically arises from Taylor expansion with remainder terms. Similarly, let \( \psi^\tau : U \times \cdots \times U \subset \mathbb{R}^{n\mu} \to \mathbb{R}^m \) be a continuous vector-valued function depending on \( \tau \).

**Definition 4.** The discrete conserved quantities \( \psi^\tau \) is consistent to order \( p \) with \( \psi \) if for \( x \in C^p(I;U) \) and each time step \( t_k \), there exists a positive constant \( C_\psi \) independent of \( \tau \) such that,

\[
\| \psi(x(t_k)) - \psi^\tau(\{ x \}_k, \ldots, \{ x \}_{t_k-\mu+1}) \| \leq C_\psi(\| x \|_{C^p([t_k])}) \tau^p,
\]

where \( I_k = [t_k - \mu + 1, t_k] \) and \( \| x \|_{C^p([t_k])} = \max_{0 \leq i \leq p} \| \frac{d^i x}{dt^i} \|_{L^\infty([t_k])} \).
2.2. Equicontinuity and averaging identity. If a family of discretized conserved quantities \( \{\psi^\tau\}_{0 < \tau < \tau_0} \) is equicontinuous for some \( \tau_0 > 0 \), one immediate consequence is the following important relation between \( \psi \) and \( \psi^\tau \).

**Lemma 5.** Suppose \( \psi^\tau : U \times \cdots \times U \subset \mathbb{R}^{n\mu} \to \mathbb{R}^m \) is consistent to order \( p \) with \( \psi \) and for some \( \tau_0 > 0 \), the family of functions \( \{\psi^\tau\}_{0 < \tau < \tau_0} \) is equicontinuous. Then for any \( y \in U \),

\[
\psi(y) = \lim_{\tau \to 0} \psi^\tau(y, \ldots, y).
\]

**Proof.** For any \( \epsilon > 0 \) and \( y \in U \), pick a function \( x(t) \in C^p([t_{k-\mu+1}, t_k]) \) with \( x(t_k) = y \). For fixed \( t_k \), by continuity of \( x(t) \), there exists a positive constant \( \tau_1 \) such that if \( 0 < \tau < \tau_1 \), then \( x(t_{k-1}) \in U \) for \( i = 0, \ldots, \mu - 1 \). Thus, by equicontinuity and since all norms are equivalent on \( \mathbb{R}^{n\mu} \), there exists a positive constant \( \delta \) depending only on \( \epsilon \) such that if \( 0 < \tau < \tau_1 \)

\[
\|\psi^\tau(x(t_k), x(t_{k-1}), \ldots, x(t_{k-\mu+1})) - \psi^\tau(y, \ldots, y)\| \leq \frac{\epsilon}{2},
\]

for all \( 0 < \tau < \min\{\tau_0, \tau_1\} \). Moreover, by continuity of \( x \) again, there exists some positive constant \( \tau_2 \) such that if \( 0 < \tau < \tau_2 \), \( \|y - x(t_{k-i})\| < \delta \) for all \( i = 0, \ldots, \mu - 1 \). Combining together with consistency, this implies for \( 0 < \tau < \min\{\tau_0, \tau_1, \tau_2\} \)

\[
\left\{\frac{\epsilon}{2C_\psi(||x||_{C^p(t_k)})} \right\}^\frac{1}{p}.
\]

\[
\|\psi(y) - \psi^\tau(y, \ldots, y)\| \leq \|\psi(x(t_k)) - \psi^\tau(x(t_k), x(t_{k-1}), \ldots, x(t_{k-\mu+1}))\|
\]

\[
+ \|\psi^\tau(x(t_k), x(t_{k-1}), \ldots, x(t_{k-\mu+1})) - \psi^\tau(y, \ldots, y)\|
\]

\[
\leq C_\psi(||x||_{C^p(t_k)})\epsilon^p + \frac{\epsilon}{2} < \epsilon.
\]

In other words, the limit \( \psi^\tau(y, \ldots, y) \) as \( \tau \to 0 \) exists and is equal to \( \psi(y) \).

If \( \psi^\tau \) does not depend on \( \tau \) explicitly, then Theorem 5 follows immediately, as \( \psi^\tau \) is trivially equicontinuous on \( U \). In fact, the following remarkably simple identity holds.

**Corollary 6 (Averaging Identity).** Suppose \( \psi^\tau : U \times \cdots \times U \subset \mathbb{R}^{n\mu} \to \mathbb{R}^m \) is consistent to order \( p \) with \( \psi \) and assume \( \psi^\tau \) does not depend on \( \tau \) explicitly. Then for any \( y \in \mathbb{R}^n \),

\[
\psi(y) = \psi^\tau(y, \ldots, y).
\]

**Proof.** Let \( y \in \mathbb{R}^n \) and \( t_k \) be fixed and let \( x(t) \in C^p([t_{k-\mu+1}, t_k]) \) with \( x(t_k) = y \). By continuity of \( x \) and for fixed \( t_k \), \( \lim_{\tau \to 0} x(t_{k-i}) = y \) for all \( i = 0, \ldots, \mu - 1 \). Since
ψ^T does not depend on τ explicitly, then by consistency and continuity of ψ^T,
\[ \|\psi(y) - \psi^T(y, y, \ldots, y)\| = \lim_{\tau \to 0} \|\psi(y) - \psi^T(y, y, \ldots, y)\| \]
\[ \leq \lim_{\tau \to 0} \|\psi(y) - \psi^T(y, x(t_{k-1}), \ldots, x(t_{k-\mu+1}))\| \]
\[ + \lim_{\tau \to 0} \|\psi^T(y, x(t_{k-1}), \ldots, x(t_{k-\mu+1})) - \psi^T(y, y, \ldots, y)\| \]
\[ \leq \lim_{\tau \to 0} C_\psi(||x||_{C^P(I)}) r^p \]
\[ + \left\| \psi^T(y, \lim_{\tau \to 0} x(t_{k-1}), \ldots, \lim_{\tau \to 0} x(t_{k-\mu+1})) - \psi^T(y, y, \ldots, y) \right\| = 0 \]

To the best knowledge of the authors, we have not seen this remarkably simple identity relating \( \psi \) and \( \psi^T \) appeared in the previous literature. The term averaging identity originates from applications where such \( \psi^T \) can typically be interpreted as a kind of (nonlinear) average of \( \psi \) among different time steps \( t_k \).

### 2.3. Conservative discretization.

**Definition 7.** The discretization (3) is called conservative if
\[ \psi^T(x^T)_{k+1} = \psi^T(x^T)_k, \text{ for } k \in \{\mu - 1, \mu, \ldots\}. \]

For a conservative discretization, it follows by induction that for \( k \in \{\mu - 1, \mu, \ldots\} \),
\[ \psi^T(x^T)_k = \psi^T(x_k, \ldots, x_{k-\mu}) = \psi^T(x_{\mu-1}, \ldots, x_0) =: c^T. \]

In the case of 1-step methods with \( \psi^T \) not explicitly depending on \( \tau \), then the averaging identity of Lemma 5 implies \( \psi^T(y) = \psi(y) \) and so \( c^T = c \). For general \( \mu \)-step methods, \( \mu - 1 \) initial values must be specified in order to proceed. This initialization step is usually handled by using one-step methods of sufficient order, such as Runge-Kutta methods. However, since traditional 1-step methods are generally not conservative, there will be a corresponding error in the constant \( c^T = \psi^T(x_{\mu-1}, \ldots, x_0) \). Fortunately, as we show in Section 3, this initialization error does not pose a problem for the long-term stability result, as long as we can choose the error in \( ||c - c^T|| \) to be arbitrarily small. In particular, we need the following result in subsequent section.

**Lemma 8.** Let \( \psi^T : U \times \cdots \times U \subset \mathbb{R}^{n\mu} \to \mathbb{R}^m \) be consistent to order \( p \) with \( \psi \).
Suppose the \( \mu \) initial values are \( p \)-th order accurate; that is for the unique solution \( x \in C^1(I; U) \cap C^p([0, t_{\mu-1}]; U) \) to the ODE (1), the \( \mu \) initial values \( \{x_k\}_{k=0}^{\mu-1} \) satisfies for some positive constants \( C, \tau_\mu \) independent of \( \tau \) such that if \( 0 < \tau < \tau_\mu \),
\[ \max_{0 \leq k \leq \mu - 1} \|x(t_k) - x_k\| \leq C\tau^p. \]

Also assume for some \( \tau_0 > 0 \), the family of functions \( \{\psi^T\}_{0 < \tau < \tau_0} \) is equicontinuous on \( U \times \cdots \times U \subset \mathbb{R}^{n\mu} \). Then for \( c = \psi(x_0) \),
\[ \lim_{\tau \to 0} \|c - c^T\| = 0. \]

**Proof.** The proof is similar to Lemma 5. Let \( \epsilon > 0 \) and \( x \) be the exact solution to the ODE (1) and \( \{x_k\}_{k=0}^{\mu-1} \) be the given initial values. From (5) and that \( x(t_k) \in U \)
for all $0 \leq k \leq \mu - 1$, it follows that for some positive constant $\tau_1$, $x_k \in U$ for all $0 \leq k \leq \mu - 1$ and $0 < \tau < \tau_1$. By equicontinuity, there exists a $\delta > 0$ depending only on $\epsilon$ such that if $\max_{0 \leq k \leq \mu - 1} \|x(t_k) - x_k\| < \delta$, then

$$\|\psi^\tau(x(t_{\mu-1}), \ldots, x(t_0)) - \psi^\tau(x_{\mu-1}, \ldots, x_0)\| < \frac{\epsilon}{2},$$

for all $0 < \tau < \min\{\tau_0, \tau_1\}$. Indeed, $\max_{0 \leq k \leq \mu - 1} \|x(t_k) - x_k\| < \delta$ is fulfilled by hypothesis (5) if $0 < \tau < \tau_2$ for some positive constant $\tau_2$. Since $c = \psi(x(t_{\mu-1}))$ by (2) and $c^\tau = \psi^\tau(x_{\mu-1}, \ldots, x_0)$ by (4), it follows from consistency that for sufficiently small $\tau$,

$$\|c - c^\tau\| \leq \|\psi(x(t_{\mu-1})) - \psi^\tau(x(t_{\mu-1}), \ldots, x(t_0))\| + \|\psi^\tau(x(t_{\mu-1}), \ldots, x(t_0)) - \psi^\tau(x_{\mu-1}, \ldots, x_0)\|$$

$$\leq C_\psi(\|x\|_{C^\tau(I_1)})\tau^p + \frac{\epsilon}{2} < \epsilon. \quad \Box$$

### 3. Main results

We now discuss a long-term stability result for conservative methods. Although in application, we have in mind the underlying space is $X = \mathbb{R}^n$, which is sufficient for ODEs in finite dimensions. In anticipation for subsequent work on evolution PDEs, $X$ can be some function space where the PDEs are viewed as ODEs over infinite dimensional spaces. Since the main ideas are mostly based on topological properties, we will state the main theorem in a general setting and restricting $X$ to a metric space when necessary. First, we review some elementary results from topology relevant to our discussion. See [29] for more details.

**Theorem 9.** Let $A \subset X$ be a nonempty subset of a locally connected, second-countable topological space $X$. Then $A = \bigcup_{j \in J} A_j$ for some countable indexed set $J$, where the collection of $A_j$ are connected components of $A$ with each $A_j$ being nonempty, closed in $A$ and disjoint from each other.

**Theorem 9** immediately implies the following:

**Lemma 10.** Let $X$ and $Y$ be topological spaces with $X$ locally connected and second-countable and $Y$ Hausdorff. Suppose $\psi : X \to Y$ is a continuous function. For any $c \in Y$ with a nonempty preimage $\psi^{-1}({\{c}\})$, there is some countable indexed set $J$ such that,

$$\psi^{-1}({\{c}\}) = \bigcup_{j \in J} X_j,$$

where each $X_j$ is a nonempty, closed subset in $\psi^{-1}({\{c}\})$ and disjoint from each other.

Similarly, we will be interested in working with preimage of neighborhoods in metric spaces. Specifically, for a metric space $Y$ with a metric $d_Y(\cdot, \cdot)$, we denote the open neighborhood $B_{\epsilon}(c) = \{y \in Y : d_Y(y, c) < \epsilon\}$.

**Lemma 11.** Let $X$ be a locally connected, second-countable topological space and $Y$ be a metric space. Suppose $\psi : X \to Y$ is a continuous function. For any $c \in Y$ and any $\epsilon > 0$ with a nonempty preimage $\psi^{-1}(B_{\epsilon}(c))$, there is some countable indexed set $J^\epsilon$ such that,

$$\psi^{-1}(B_{\epsilon}(c)) = \bigcup_{j \in J^\epsilon} X_j^\epsilon,$$
where each \( X_j^\epsilon \) is a nonempty, closed subset in \( \psi^{-1}(\mathcal{B}_\epsilon(c)) \) and disjoint from each other.

**Lemma 12.** Let \( X \) be a topological space. If \( A \subset X \) is closed in \( X \) and \( B \subset A \) is closed in \( A \), then \( B \) is closed in \( X \).

**Lemma 13.** If the hypotheses of Lemma 10 are satisfied, then each \( X_j \) is a closed subset of \( X \). Moreover, if \( Y \) is a metric space, then each \( X_j^\epsilon \) is closed in \( X \) for any \( \epsilon > 0 \).

*Proof.* By continuity of \( \psi \) and \( \{c\} \) is closed in \( Y \) (since \( Y \) is Hausdorff), \( \psi^{-1}(\{c\}) \) is closed in \( X \). Since \( X_j \) is closed in \( \psi^{-1}(\{c\}) \), then Lemma 12 implies \( X_j \) is closed in \( X \). The proof proceeds similarly for \( X_j^\epsilon \).

**3.1. Locally finite neighborhood.** For the main stability result, we wish to include cases where the connected components can be bounded or unbounded. Moreover, we also wish to handle the possibility of countably infinitely many connected components. However, it turns out the main stability result hinges on whether certain connected components can be separated by open neighborhoods. In particular, there are situations which can arise we wish to exclude, as the following example illustrate.

**Example 1.** Let \( X = \mathbb{R} = Y \) and consider the smooth function:

\[
\psi(x) = \begin{cases} 
\exp\left(-\frac{1}{x^2}\right) \sin\left(\frac{1}{x^2}\right), & x \neq 0 \\
0, & x = 0 
\end{cases}
\]

The preimage \( \psi^{-1}(\{0\}) \) has the connected components \( \{0\} \cup \bigcup_{k \in \mathbb{N}} \left\{ \pm \frac{1}{\sqrt{k\pi}} \right\} \). But for \( \epsilon > 0 \), the neighborhood \((-\epsilon, \epsilon)\) around \( \mathcal{X}_0 = \{0\} \) intersects infinitely many connected components \( \left\{ \pm \frac{1}{\sqrt{k\pi}} \right\} \) for all \( k > \frac{1}{\epsilon^2} \).

The preceding example shows that \( \mathcal{X}_0 \) cannot be separated by open neighborhoods if it has “too many” neighboring connected components. This leads to the following definition.

**Definition 14.** Let \( \{U_\beta\}_{\beta \in J} \) be a collection of closed subsets of a topological space \( X \) with an index set \( J \). For a fixed \( \alpha \in J \), \( U_\alpha \) is said to have a **locally finite neighborhood (LFN)** \( V \) if \( V \) is an open subset of \( X \) such that:

- \( U_\alpha \subset V \)
- \( U_\beta \cap V = \emptyset \) for all but finitely many \( \beta \in J \)

Furthermore, if \( X \) is a metric space, we say that \( V \) is a bounded LFN of \( U_\alpha \) if \( V \) is also bounded.

For a normal topological space \( X \), an equivalent definition of a LFN is that \( U_\alpha \) and \( \bigcup_{\beta \neq \alpha} U_\beta \) can be separated by open neighborhoods.

**Theorem 15.** Let \( X \) be a normal topological space and \( \{U_\beta\}_{\beta \in J} \) be a collection of closed subsets in \( X \). Then \( U_\alpha \) has a LFN \( V \) if and only if there exists disjoint open subsets \( A, B \) in \( X \) such that \( U_\alpha \subset A \subset V \) and \( \bigcup_{\beta \neq \alpha} U_\beta \subset B \).

*Proof.* It suffices to prove only the forward implication, since if there exists such disjoint open subsets \( A, B \), then \( U_\alpha \) has a LFN \( A \). Suppose \( U_\alpha \) has a LFN \( V \) so that \( U_\alpha \subset V \) and at most a finite collection \( \{U_\beta\}_{\beta \in J'} \) with \( \alpha \notin J' \) such that \( U_\beta \cap V \neq \emptyset \) for all \( \beta \in J' \). Since \( J' \) is finite, \( \bigcup_{\beta \in J'} (U_\beta \cap V) \) is closed in \( X \). Since \( U_\alpha \) is closed in a normal topological space \( X \), there exists disjoint open subsets \( A', B' \) in \( X \) such that
\[ U_\alpha \subset A' \] and \( \bigcup_{\beta \in J'} (U_\beta \cap V) \subset B' \). Let \( A = A' \cap V \) and \( B = B' \cup (X - V) \). Then clearly both \( A, B \) are disjoint and open in \( X \) with \( U_\alpha \subset A \subset V \). Thus, the result follows since,

\[
\bigcup_{\alpha \neq \beta \in J} U_\beta = \left( \bigcup_{\beta \in J'} (U_\beta \cap V) \right) \bigcup \left( \bigcup_{\beta \in J'} (U_\beta \cap (X - V)) \right) \bigcup \left( \bigcup_{\beta \in J} U_\beta \right) \subset B. \]

**Corollary 16.** Let \( X \) be a metric space and \( Y \) be a Hausdorff topological space. Suppose \( \psi : X \to Y \) is continuous function with a nonempty preimage \( \psi^{-1}(\{c\}) = \bigcup_{J \subset J} X_j \) for some countable index set \( J \). Then \( X_0 \) has a LFN \( V \) if and only if there exists disjoint open subsets \( A, B \) in \( X \) such that \( X_0 \subset A \subset V \) and \( \bigcup_{\alpha \neq \beta \in J} X_j \subset B \). Thus, if \( X_0 \) has a bounded LFN \( V \), then \( A \) is also bounded.

**Proof.** Since any metric space \( X \) is locally connected and second-countable, \( X_j \) is closed in \( X \) by Lemma 13 for all \( j \in J \). As \( X \) is also normal, applying Theorem 15 for the collection of closed subsets \( \{X_j\}_{j \in J} \) implies the result. \( \square \)

Furthermore, we will need the following two lemmas regarding compact subsets.

**Lemma 17.** Let \( X \) be a topological space and let \( \{A_n\}_{n \in \mathbb{N}} \) be a decreasing nested sequence of nonempty compact subsets in \( X \). For any open subset \( U \) in \( X \) such that \( \bigcap_{n \in \mathbb{N}} A_n \subset U \), there exists a positive integer \( N \) such that \( A_n \subset U \) for all \( n \geq N \).

**Proof.** If not, then there exists a sequence \( n_i \to \infty \) such that \( A_{n_i} \cap (X - U) \neq \emptyset \) for all \( i \in \mathbb{N} \). Since each \( B_i := A_{n_i} \cap (X - U) \) is nonempty and compact, there exists an element \( x \in \bigcap_{i \in \mathbb{N}} B_i \) by Cantor’s intersection theorem. Moreover, for each \( n \in \mathbb{N} \), there exists an index \( n_j \geq n \) so that \( A_{n_j} \subset A_n \), since \( A_n \) are decreasing and \( n_i \to \infty \). This implies \( \bigcap_{j \in \mathbb{N}} A_{n_j} \subset \bigcap_{n \in \mathbb{N}} A_n \). However, this leads to a contradiction since this would imply \( x \in B_i \subset X - U \) and \( x \in \bigcap_{i \in \mathbb{N}} B_i \subset \bigcap_{i \in \mathbb{N}} A_i \subset \bigcap_{j \in \mathbb{N}} A_{n_j} \subset \bigcap_{n \in \mathbb{N}} A_n \subset U \).

**Lemma 18.** Let \( X \) be a metric space and \( A, B \) be subsets of \( X \) with \( A \) compact in \( X \) and \( A \cap \overline{B} = \emptyset \). Then \( d_X(A, B) > 0 \).

**Proof.** Suppose not, then there is a sequence \( a_n \in A \) such that \( d_X(a_n, B) \to 0 \). Since \( A \) is compact, there is a convergent subsequence \( a_{n_i} \to a \in A \). Thus, \( d_X(a, B) = \lim_{i \to \infty} d_X(a_{n_i}, B) = 0 \) or in other words \( a \in \overline{B} \) which contradicts that \( A \cap \overline{B} = \emptyset \). \( \square \)

Finally, we show a key separation theorem for establishing the main stability theorem for conservative methods. Note that for any \( \epsilon > 0 \), since \( X_0 \subset \psi^{-1}(\overline{B}(c)) \), \( X_0 \subset X_j \) for some index \( j \) in \( J' \). By rearranging \( J' \) if necessary, we can denote \( X_0 \) to be the unique connected component containing \( X_0 \) for all \( \epsilon > 0 \).

**Theorem 19.** Let \( X, Y \) be metric spaces and let \( \psi : X \to Y \) be a continuous function with a nonempty preimage \( \psi^{-1}(\{c\}) = \bigcup_{j \in J} X_j \) for some countable index set \( J \). For each \( \epsilon > 0 \), denote the nonempty preimage \( \psi^{-1}(\overline{B}(c)) = \bigcup_{j \in J} X_j \) for some countable index set \( J' \). Suppose \( X_0 \) has a bounded LFN \( V \) with \( V \) compact, then there exists \( \epsilon_0 > 0 \) such that if \( 0 < \epsilon < \epsilon_0 \), \( X_0 \) is compact and is separated from \( \bigcup_{\alpha \neq \beta \in J} X_0 \).
Proof. Let $A \subset V$ and $B$ be such disjoint open sets from Corollary 16. Now suppose for all $\epsilon > 0$, there exists $x \in \psi^{-1}(B_r(c)) \cap (X - (A \cup B))$. Then for all $\epsilon > 0$, $x \in \psi^{-1}(B_r(c))$, or equivalently $\psi(x) = c$. This implies $x \in X_j \subset A \cup B$ for some $j \in J$, which contradicts $x \in X - (A \cup B)$. It follows that there exists $\epsilon' > 0$ so that if $0 < \epsilon \leq \epsilon'$,

$$\bigcup_{j \in J'} \psi^{-1}(B_r(c)) \subset A \cup B.$$ 

Since $A, B$ are disjoint and $X_j'$ is connected for any $j \in J'$, either $X_j' \subset A$ or $X_j' \subset B$. In the case when $j = 0$, then $X_0' \subset A$, since otherwise $X_0 \subset X_0' \subset B$ which contradicts $X_0 \cap B = \emptyset$. Moreover, $X_0'$ is compact, since $X_0'$ is closed by Lemma 13 and $X_0' \subset A \subset V \subset V$ with $V$ compact. Similarly for $0 \neq j \in J'$, in the case if $X_j' \subset A$, then $X_j' \subset A - X_0'$, since $X_j'$ and $X_0'$ are disjoint if $j \neq 0$. Thus, for any $0 < \epsilon \leq \epsilon'$,

$$\bigcup_{0 \neq j \in J'} \psi^{-1}(B_r(c)) \subset (A - X_0') \cup B \quad (6)$$

Now define the following two disjoint open subsets,

$$A' := \text{int}(X_0'), \quad B' := (A - X_0') \cup B.$$ 

For the moment, assume the following claim is true:

**Claim 20.** For some $\epsilon_0 \leq \epsilon'$, $X_0'$ is compact and $X_0' \subset A'$ for all $0 < \epsilon < \epsilon_0$.

Thus, combining (6) and Claim 20 implies the theorem. It remains to show Claim 20 for which we proceed in two main steps. First, we show that,

$$X_0 \subset A'. \quad (7)$$

Indeed, let $x \in X_0 \subset X_0'$, then by continuity of $\psi$, there exists $r > 0$ so that,

$$B_r(x) \subset \psi^{-1}(B_r(c)) \subset \bigcup_{j \in J'} X_j'. $$

Since $B_r(x)$ is connected and $\{X_j'\}_{j \in J'}$ are connected components, $B_r(x) \subset X_j'$ for some $j \in J'$. Supposing $j \neq 0$ implies the contradiction that $x \in X_j' \cap X_0' = \emptyset$. So $B_r(x) \subset X_0'$ or in other words $x$ is an interior point of $X_0'$ which implies (7).

Secondly, we show there exists $\epsilon_0 \leq \epsilon'$ such that if $0 < \epsilon < \epsilon_0$,

$$X_0' \subset A'. \quad (8)$$

To show (8), define $A_n := X_0' \cap X_0$. Since each $A_{n+1} \subset A_n$ are closed by Lemma 13 and $X_0 \subset A_n \subset X_0'$ with $X_0'$ compact, $\{A_n\}_{n \in \mathbb{N}}$ is a collection of nonempty, nested, compact subsets. Moreover, $\bigcap_{n \in \mathbb{N}} A_n = X_0 \subset A'$ by (7). Thus, by Lemma 17, there exists a positive integer $N$ such that $A_n \subset A'$ if $n \geq N$. In other words, for $\epsilon_0 := \frac{\epsilon'}{2}$, $X_0' \subset A'$ if $0 < \epsilon < \epsilon_0$ and each $X_0$ is compact since $A' \subset X_0'$ is compact as shown earlier. Thus, Claim 20 is proved.

**Remark 21.** The assumption that $V$ is compact in Theorem 19 can be omitted for metric spaces with the Heine-Borel property, such as when $X = \mathbb{R}^n$. 

3.2. Long-term stability theorem. We are now in the position to show the long-term stability result. In essence, under appropriate conditions, the global error is bounded for all time for conservative methods.

Theorem 22 (Main stability theorem). Let \( X = \mathbb{R}^n \) and \( Y = \mathbb{R}^m \) with the Euclidean norm \( \| \cdot \| \) as their metric. Let \( x \in C^1(I;U) \cap C^p([0,t_{\mu-1}];U) \) be the unique solution to the ODE (1) with \( x(0) = x_0 \) and \( \psi(x_0) = c \). For some \( \tau_0 > 0 \), assume the family of functions \( \{ \psi^\tau \}_{0 < \tau < \tau_0} \) is equicontinuous on \( U \times \cdots \times U \subseteq \mathbb{R}^{np} \) and let \( x_{k+1} \) be the unique solution to a conservative \( p \)-th order \( \mu \)-step discretization (3) with the UBD property where \( \psi^\tau(x_{n-1}, \ldots, x_0) = c^\tau \) and the \( \mu \) initial values satisfies the hypothesis of Lemma 8.

If \( X_0 \) has a bounded LFN with \( x_0 \in X_0 \subseteq U \), then there exists positive constants \( \tau^* \), \( C \) (independent of \( \tau \) and \( k \)) such that for all \( 0 < \tau < \tau^* \) and \( k \in \mathbb{N} \),

\[
\| x(t_k) - x_k \| \leq C.
\]

Proof. Since \( X_0 \) is closed and bounded in \( X \), by Lemma 13, \( X_0 \) is compact by Heine-Borel’s theorem and a global solution \( x \in C^1(\mathbb{R}; X_0) \) exists by Theorem 1.

Now the proof proceeds in three main steps: First, we will show that \( X_0^\tau \subset U \) for sufficiently small \( \epsilon \) and that \( X_0^\tau \) is separated from the other connected components \( X_j^\tau \) for small enough \( \epsilon \). Second, we will show by induction and by the uniformly bounded displacement property that \( x_{k+1} \) lies in the pre-image \( \psi^{-1}(B_{\epsilon}(c)) \) for sufficiently small \( \tau \), which would imply \( x_{k+1} \in X_0^\tau \) via a contradiction argument. Finally, we combine these two main results to show the long term stability for conservative methods.

The first main step is to show the following claim.

Claim 23. There is some \( \epsilon_1 > 0 \) such that if \( 0 < \epsilon < \epsilon_1 \), then \( X_0^\tau \subset U \) is compact and \( d_X \left( X_0^\tau \cup \bigcup_{0 \neq j \in J^*} X_j^\tau \right) > 0 \).

To show Claim 23, note that by Theorem 19 and since \( X_0 \) has a LFN, there exists \( \epsilon_0 > 0 \) so that if \( 0 < \epsilon < \epsilon_0 \), \( X_0^\tau \) is compact and is separated from \( \bigcup_{0 \neq j \in J^*} X_j^\tau \). Furthermore, define the nested nonempty compact subsets \( A_n := X_0^\tau \) and so \( \bigcap_{n \in \mathbb{N}} A_n = X_0 \subseteq U \). Thus, by Lemma 17, for some positive integer \( N \), \( X_0^\tau \subset U \) if \( 0 < \epsilon < \epsilon_1 := \frac{\epsilon_0}{N} \). So if \( 0 < \epsilon < \epsilon_1 \), \( X_0^\tau \subset U \) and Lemma 18 implies there is a constant \( D_\epsilon > 0 \) so that

\[
D_\epsilon \leq \| x - y \|, \text{ for } x \in X_0^\tau, y \in \bigcup_{0 \neq j \in J^*} X_j^\tau,
\]

which shows Claim 23. In the following, \( \epsilon \) is any fixed value satisfying \( 0 < \epsilon < \epsilon_1 \).

The second main step is to show the next claim using strong induction.

Claim 24. There is some \( \tau^* > 0 \) (independent of \( k \)) such that if \( 0 < \tau < \tau^* \), then \( x_k \in X_0^\tau \) for all \( k \in \mathbb{N} \).

To show Claim 24, we first establish the base cases of \( x_k \in X_0^\tau \) holds for all \( 0 \leq k \leq \mu - 1 \) with sufficiently small \( \tau \). First note that for \( \delta_1 > 0 \) small enough, the closed ball around \( X_0 \), \( B_{\delta_1}(X_0) \), is contained in \( X_0^\tau \). Indeed, define the nested nonempty compact subsets \( A_n := \overline{B_{\frac{\delta_1}{n}}(X_0)} \) and so \( \bigcap_{n \in \mathbb{N}} A_n = X_0 \subset X_0^\tau \). Thus, by Lemma 17, for some positive integer \( N \), \( B_{\delta_1}(X_0) \subset X_0^\tau \) if \( 0 < \delta_1 < \frac{1}{\tau^*} \). Moreover, by the hypothesis of Lemma 8, there exists a constant \( \tau_\mu > 0 \) such that if \( 0 < \tau < \tau_\mu \), \( \| x(t_k) - x_k \| \leq \delta_1 \) for all \( 0 \leq k \leq \mu - 1 \). Since \( x(t) \in X_0 \) for all \( t \in \mathbb{R} \), then this implies that \( x_k \in B_{\delta_1}(X_0) \subset X_0^\tau \) for all \( 0 \leq k \leq \mu - 1 \), if \( 0 < \tau < \tau_\mu \). This shows the base cases of Claim 24.
Next we prove the strong induction step: that is there is a $\tau' > 0$ (independent of $k$) so that if $0 < \tau < \tau'$ and $\{x_1, \ldots, x_{k-\mu+1}\} \subset X_{\tau}'$, then $x_{k+1} \in X_{\tau}'$ for all $k \geq \mu - 1$.

By the strong induction hypothesis and Claim 23, $\{x_1, \ldots, x_{k-\mu+1}\} \subset X_{\tau}' \subset U$, which is in the domain of $\psi$ and $\psi^\tau$. However, before we can proceed to evaluate $\psi$ and $\psi^\tau$ at $x_{k+1}$, we need to guarantee that such expressions are well-defined; that is $x_{k+1} \in U$ for sufficiently small $\tau$. To show this, we again employed Lemma 17 by defining $A_n := B_{\Xi}(X_{\tau}'_0)$ and so $\bigcap_{n \in \mathbb{N}} A_n = X_{\tau}' \subset U$ by Claim 23. Hence, for some large $N$, $\bigcap_{n \in \mathbb{N}} A_n \subset U$. Now by the strong induction hypothesis that $\{x_1, \ldots, x_{k-\mu+1}\} \subset X_{\tau}'_0$, the UBD property implies there exists a $\tau_1 > 0$ such that if $0 < \tau < \tau_1$, $x_{k+1} \in \bigcap_{0 \leq i \leq \mu - 1} B_{\frac{\epsilon}{3}}(x_{k-i}) \subset B_{\frac{\epsilon}{3}}(X_{\tau}'_0) \subset U$. So $x_{k+1} \in U$, if $0 < \tau < \tau_1$, and the expressions $\psi$ and $\psi^\tau$ evaluated at $x_{k+1}$ are well-defined.

Now we are in the position to derive various estimates for $\psi$ and $\psi^\tau$. By equicontinuity and Lemma 5, there exists a $\tau_2 > 0$ depending only on $\epsilon$ such that if $0 < \tau < \tau_2 \leq \min\{\tau_0, \tau_1\}$,

$$\|\psi(x_{k+1}) - \psi^\tau(x_{k+1}, x_{k+1}, \ldots, x_{k+1})\| \leq \frac{\epsilon}{3}. \quad (10)$$

Also by Lemma 8, there exists a $\tau_3 > 0$ depending only on $\epsilon$ such that if $0 < \tau < \tau_3 \leq \min\{\tau_0, \tau_1\}$,

$$\|c - c^\tau\| \leq \frac{\epsilon}{3}. \quad (11)$$

Moreover, by equicontinuity for $0 < \tau < \tau_4 \leq \min\{\tau_0, \tau_1\}$, there exists a $\delta_2 > 0$ depending only on $\epsilon$ such that if $\max_{0 \leq i \leq \mu - 1} \|x_{k+i} - x_{k-i}\| \leq \delta_2$, then

$$\|\psi^\tau(x_{k+1}, x_{k+1}, \ldots, x_{k+1}) - \psi^\tau(x_{k+1}, x_{k}, \ldots, x_{k-\mu+1})\| \leq \frac{\epsilon}{3}. \quad (12)$$

By the UBD property of (3) with $\delta_3 := \min\{\delta_2, \frac{\delta_1}{2}\}$, there exists a $\tau_5 > 0$ depending on $\delta_3$ and $X_{\tau}'$ so that $x_{k+1} \in \bigcap_{0 \leq i \leq \mu - 1} B_{\frac{\epsilon}{3}}(x_{k-i})$ for $0 < \tau < \tau_5$. In other words, $\max_{0 \leq i \leq \mu - 1} \|x_{k+i} - x_{k-i}\| \leq \delta_3$ if $0 < \tau < \tau_5$. Thus combining (4) with (10)-(12), if $0 < \tau < \tau' := \min\{\tau_2, \ldots, \tau_5\}$,

$$\|\psi(x_{k+1}) - c\| \leq \|\psi(x_{k+1}) - \psi^\tau(x_{k+1}, x_{k+1}, \ldots, x_{k+1})\| + \|\psi^\tau(x_{k+1}, x_{k+1}, \ldots, x_{k+1}) - \psi^\tau(x_{k+1}, x_{k}, \ldots, x_{k-\mu+1})\| + \|\psi^\tau(x_{k+1}, x_{k}, \ldots, x_{k-\mu+1}) - c\| \leq \epsilon. \quad (13)$$

In other words, we have shown that if $0 < \tau < \tau'$,

$$x_{k+1} \in \psi^{-1}(B_{\epsilon}(c)) \cap \left( \bigcap_{0 \leq i \leq \mu - 1} B_{\frac{\epsilon}{3}}(x_{k-i}) \right).$$

We now claim that $x_{k+1} \in X_{\tau}'$, if $0 < \tau < \tau'$. Suppose not, then $x_{k+1} \in \psi^{-1}(B_{\epsilon}(c)) - X_{\tau}'$. In particular, $x_{k+1} \in X_{\tau}'$ for some $j \neq 0$, which leads to a contradiction since by (9) and (13), for any $0 \leq i \leq \mu - 1$,

$$0 < D_{\epsilon} \leq d(x_{k+1}, X_{\tau}'_0) \leq d(x_{k-i}, X_{\tau}'_0) + d(x_{k-i}, x_{k+1}).$$

$$= 0 \leq D_{\epsilon}/2$$
Thus, by continuity of $\psi$, arising from physics, the energy function is a scalar conserved quantity difficult to establish in general, as we discuss in the conclusion. For applications $13$ holds for sufficiently small $\tau$ and for all $k \in \mathbb{N}$, $x(t_k) \in X_0 \subset X_0^*$ and $x_k \in X_0^*$ if $0 < \tau < \tau^*$, we can conclude for any fixed $0 < \epsilon < \epsilon_1$,

$$\|x(t_k) - x_k\| \leq \sup_{x, y \in X_0^*} \|x - y\| = \text{diam}(X_0^*) =: C.$$

**Remark 25.** Note that if $\psi^\tau$ does not depend on $\tau$ explicitly, then the main stability result can be shown readily by using the averaging identity of Corollary 6. Specifically, we have by the averaging identity that,

$$\|\psi(x_{k+1}) - c\| = \|\psi^\tau(x_{k+1}, \ldots, x_{k+1}) - c\| \leq \|\psi^\tau(x_{k+1}, \ldots, x_{k+1}) - \psi^\tau(x_{k+1}, x_k, \ldots, x_{k-\mu+1})\| \leq \|\psi^\tau(x_{k+1}, x_k, \ldots, x_{k-\mu+1}) - c\|.$$

Thus, by continuity of $\psi^\tau$, Lemma 8 and the uniformly bounded displacement property, $13$ holds for sufficiently small $\tau$ and the proof proceeds similarly as in the equicontinuous case.

**Remark 26.** We note that existence of a bounded connected component can be difficult to establish in general, as we discuss in the conclusion. For applications arising from physics, the energy function is a scalar conserved quantity $\psi(x)$ and often satisfies the coercive property: $|\psi(x)| \rightarrow \infty$ as $||x|| \rightarrow 0$. In this case, it is well-known that nonempty preimage of $\psi$ is bounded.

**Remark 27.** Similarly, it may be difficult to establish in general whether a given bounded connected component of $\psi^{-1}(c)$ has a bounded locally finite neighborhood. Indeed, in the special case when $\psi^{-1}(c)$ has only finitely many connected components, it follows from definition that every bounded connected component has a bounded locally finite neighborhood.

### 3.3. Long-term stability in practice

We conclude this section with a discussion on the effect of error accumulation for conservative methods.

Recall that the main stability result of Theorem 22 holds provided we can ensure $13$ holds for some $\epsilon > 0$ with a nonzero separation distance $D_0$ between $X_0^*$ and $\bigcup_{0 < j \leq j', X_j^*}$. However, even for conservative methods, $\psi^\tau(x^\tau)_{k+1} \neq \psi^\tau(x^\tau)_{k}$ in practice due to round-off error of inexact arithmetic operations in computing $\psi^\tau$. Moreover, $x_{k+1}$ is often an inexact solution to some iterative method for an implicit iteration. These errors, while negligible at each time step, can accumulate over long term to be sufficiently large, leading to $x_{k+1} \notin \psi^{-1}(B_\epsilon(c))$ and violating in the hypotheses of the main theorem. We stress that the error accumulation discussed here is inherent for any finite precision machine when inexact computations are performed over many iterations. In contrast to non-conservative methods, conservative methods are solely limited by these error accumulations depending on machine precision and tolerances used within the method, which we characterize next.

Let $\epsilon_{\text{mach}}$ be a fixed machine precision and $\delta_{\text{tol}}$ be a fixed tolerance used as the stopping criterion within the iterative procedure of a given conservative method. Then on each successive time step $t_k$, we denote the error $E_k$ accumulated in computing $\psi^\tau$ on a finite precision machine as

$$\|\psi^\tau(x^\tau)_{k} - \psi^\tau(x^\tau)_{k-1}\| \leq E_k(\epsilon_{\text{mach}}, \delta_{\text{tol}}).$$
Thus by triangle inequality, the error in $\psi^\tau$ after $N$ time steps can be estimated as
\[ \|\psi^\tau\{x^\tau\}_N - c^\tau\| \leq \sum_{k=\mu-1}^{N} \|\psi^\tau\{x^\tau\}_k - \psi^\tau\{x^\tau\}_{k-1}\| \leq \sum_{k=\mu-1}^{N} E_k(\epsilon_{mach}, \delta_{tol}), \]
where $c^\tau := \psi^\tau\{x^\tau\}_{\mu-1}$ from (4). Moreover, suppose $E_k$ can be bounded uniformly by some constant $C_a(\epsilon_{mach}, \delta_{tol}) > 0$, then
\[ \|\psi^\tau\{x^\tau\}_N - c^\tau\| \leq C_a N. \]

In other words, the error in $\psi^\tau$ grows linearly with $N$ in the worst case. However in practice, there may be cancellations within the expressions of the conservative method which can lead to sharper estimates of these round-off errors, as will be illustrated in the numerical example of Section 4. This leads to the following definition of the class of conservative methods with error accumulation rate $s$ for some $0 < s \leq 1$.

**Definition 28.** Fix a machine precision $\epsilon_{mach}$ and a tolerance $\delta_{tol}$. A conservative $\mu$-step method $F^\tau$ is said to have an error accumulation rate $s$ if there exists some constants $0 < s(\epsilon_{mach}, \delta_{tol}) \leq 1$ and $C_a(\epsilon_{mach}, \delta_{tol}) > 0$ such that,
\[ \|\psi^\tau\{x^\tau\}_N - c^\tau\| \leq C_a N^s. \]

**Remark 29.** Note that the optimal error accumulation rate $s = \frac{1}{2}$ is known as Brouwer’s law [4] and can be achieved for certain linear multi-step methods [18, 32] and Runge-Kutta methods [20].

Now we state the **arbitrarily long-term stability** theorem on finite precision machines.

**Theorem 30.** Suppose the hypotheses of Theorem 22 (Main stability theorem) are satisfied and the $\mu$-step method $F^\tau$ has an error accumulation rate $s$. If $X_0$ has a bounded LFN with $x_0 \in X_0$, then there exists a positive integer $N_{max}$ depending only on $\epsilon_{mach}$ and $\delta_{tol}$, a positive constant $C$ independent of $N_{max}$ and a positive constant $\tau^*$ independent of $\tau$ and $k$ such that if $0 < \tau < \tau^*$, then for all $0 \leq k \leq N_{max},$
\[ \|x(t_k) - x_k\| \leq C. \]

**Proof.** We highlight the differences in the proof, as it is nearly identical to the proof of Theorem 22. For brevity, we shall focus on the case when $\psi^\tau$ does not explicitly depend on $\tau$, as the same conclusion follows for the equicontinuous case (with possibly a smaller $N_{max}$). Since the quantity $\|\psi^\tau\{x^\tau\}_k - c^\tau\| \neq 0$ with finite precision arithmetic, by Remark 25, we need to instead establish the following estimate,
\[ (14) \quad \|\psi^\tau\{x^\tau\}_{k+1} - c\| \leq \|\psi^\tau\{x^\tau\}_{k+1} - c^\tau\| + \|c^\tau - c\| \leq \frac{\epsilon}{2}, \]
for $0 < \epsilon < \epsilon_1$ where $\epsilon_1$ is the largest radius around $c$ for which $X_0^\epsilon$ is separated from the other connected components $X_i^\epsilon$. By Lemma 8, $\|c^\tau - c\| \leq \frac{\epsilon}{4}$ for sufficiently small $\tau$. Moreover, since $F^\tau$ is assumed to have an error accumulation rate $s$, then $\|\psi^\tau\{x^\tau\}_{k+1} - c\| \leq C_a N_{max}$ for all $k+1 \leq N_{max}$. Thus, the estimate (14) follows if $N_{max} := \left(\frac{\epsilon}{4 C_a}\right)^{1/s}$. Finally, we also note that $C := diam(X_0^\epsilon)$ as in the main theorem and is independent of $N_{max}$.  

\[ \square \]
4. Numerical example: Elliptic curve. We now illustrate the long-term stability theorem for an autonomous system with a specific conserved quantity in the form of an elliptic curve. To obtain numerical results, we use conservative methods derived from the multiplier method [38], which was developed as a systematic approach to construct conservative discretizations for general dynamical systems. The multiplier method differs from other general conservative methods, such as projection methods or discrete gradient methods, in that it does not involve projection nor require expressing the right hand side of the ODE system as a skew-symmetric tensor applied to gradients of the first integrals. Also, the multiplier method can readily be applied to dynamical systems without transformation and to conserved quantities which depend explicitly on time [38]. Furthermore, nonlinear multistep multiplier methods have also been developed in [37] to achieve higher order accuracy.

In the following, we have applied the multiplier method detailed in [38] and [37] to obtain 1-step, 2-step and 3-step conservative methods for the following autonomous system

\[
F[x] := \begin{pmatrix} \dot{x} \\ \dot{y} \end{pmatrix} = \begin{pmatrix} 2y \\ 3x^2 + a \end{pmatrix} = 0, \quad x(0) = x_0,
\]

where \(a \in \mathbb{R}\). Multiplying \(F\) by so-called multiplier matrix \(\Lambda(x) = (-3x^2 - a \ 2y)\) shows that

\[
\psi(x) := y^2 - x^3 - ax
\]

is a conserved quantity of (15). Indeed, if \(x\) is the unique solution to (15),

\[
0 = \Lambda(x)F[x] = (-3x^2 - a)(\dot{x} - 2y) + 2y(\dot{y} - 3x^2 - a) = D_t \psi(x)
\]

Applying the multiplier method of [38] to (15), we obtained the following 1-step conservative discretization

\[
\begin{pmatrix}
x(k+1) - x(k) \\
y(k+1) - y(k)
\end{pmatrix}
\begin{pmatrix}
y(k+1) + y(k) \\
\frac{1}{2} x(k+1) + x(k) + x(k)^2 + a
\end{pmatrix},
\]

which conserves exactly \(\psi^\tau(x_k) := \psi(x_k)\). Using the higher order versions of multiplier methods of [37], we obtained the following 2-step conservative discretization

\[
\begin{pmatrix}
x(k+1) - x(k-1) \\
y(k+1) - y(k-1)
\end{pmatrix}
\begin{pmatrix}
y(k+1) + y(k-1) \\
\frac{1}{2} x(k+1) + x(k+1)x(k-1) + x(k-1)^2 + a
\end{pmatrix},
\]

which conserves exactly \(\psi^\tau(x_k, x_{k-1}) := \frac{1}{2} \left( \psi(x_k) + \psi(x_{k-1}) \right)\). Moreover, we also have the 3-step conservative discretization

\[
\begin{pmatrix}
11x_{k+1} - 18x_k + 9x_{k-1} - 2x_{k-2} \\
11y_{k+1} - 18y_k + 9y_{k-1} - 2y_{k-2}
\end{pmatrix}
\begin{pmatrix}
\frac{6\tau}{11y_{k+1} - 18y_k + 9y_{k-1} - 2y_{k-2}} \\
\frac{6\tau}{11x_{k+1} - 18x_k + 9x_{k-1} - 2x_{k-2}}
\end{pmatrix}
\begin{pmatrix}
11y_{k+1}^2 - 18y_k^2 + 9y_{k-1}^2 - 2y_{k-2}^2 \\
11x_{k+1}^2 - 18x_k^2 + 9x_{k-1}^2 - 2x_{k-2}^2 + a
\end{pmatrix},
\]

which conserves exactly \(\psi^\tau(x_k, x_{k-1}, x_{k-2}) := \frac{1}{6} \left( 11\psi(x_k) - 7\psi(x_{k-1}) + 2\psi(x_{k-2}) \right)\).

In Appendix B, we observed numerically that the three conservative methods (16), (17), (18) are of order two, two and three, respectively.
Remark 31. (16) can also be derived using the average vector field method [33], since closed form integration can be performed for polynomials.

Remark 32. Note that the discretized conserved quantities $\psi^\tau$ of (17) and (18) satisfies the averaging identity of Corollary 6.

Remark 33. For the nonlinear 1-step, 2-step and 3-step methods of (16), (17) and (18), a fixed point type argument can be used to show existence and uniqueness of $x_{k+1}$. We showed the UBD property for (16) in the Appendix and leave details of showing the UBD property for nonlinear multistep conservative methods in [37].

For any $a, b \in \mathbb{R}^n$, it is well-known that the elliptic curve $\psi(x) = b$ has at most two connected components. In particular, if the sign of the discriminant of the cubic polynomial $p(x) := \psi(x) - b$ is given by $\Delta(p) := 4a^3 + 27b^2$ is negative, the elliptic curve has two connected components with one bounded and the other unbounded. Otherwise, the elliptic curve has only one unbounded connected component if $\Delta(p) > 0$.

4.1. Long-term stability of 1-step conservative method. We first compare numerical results of the 1-step conservative method (16) with standard first order explicit/implicit methods (Euler/Backward Euler) and symplectic second order explicit/implicit methods (Störmer-Verlet/Midpoint) of [19]. We considered the case of two connected components with $a = -1$ and $b = 0.3849$ ($\Delta(p) < 0$), where the bounded connected component of $X_0$ and unbounded connected component of $X_1$ are close to each other but separated as shown in Figure 1a and 1b. In all five methods, the initial conditions were set to be $x_0 = 0.571$ and $y_0 = \sqrt{x_0^3 + ax_0 + b} \approx 8.33 \times 10^{-3}$, which implies, for $\tau$ sufficiently small, the exact solution should remain within the bounded connected component of $X_0$. We have used an uniform time step size of $\tau = 0.3$ with $N = 5 \times 10^3$ time steps and we employed an absolute tolerance of $\delta_{tol} = 5 \times 10^{-16}$ with a maximum of 50 Newton's iterations per time step for the implicit methods.

Figure 2 shows that Euler's method gives an unbounded solution and Backward Euler method leads to a decaying solution to a fixed point $x^* = (-1/\sqrt{3}, 0)^T$. Figures 2 and 3a show Störmer-Verlet method gives a solution which loops around the bounded connected component of $X_0$ once before exiting to the unbounded connected

![Elliptic curve](image1.png)

(a) Elliptic curve

![Close-up of the gap between $X_0$ and $X_1$](image2.png)

(b) Close-up of the gap between $X_0$ and $X_1$

**Fig. 1.** Two connected components of the preimage of $\psi^{-1}(\{b\})$. 
Fig. 2. Comparison of first order standard methods (Euler/Backward Euler), second order symplectic methods (Störmer-Verlet/Midpoint) and the 1-step conservative method (Multiplier method).

component of $X_1$. Similarly, Figures 2 and 3b show the solution of the Midpoint method loops around $X_0$ longer than the Störmer-Verlet method before eventually exiting to $X_1$. In contrast, all three figures show that the 1-step multiplier method gives a solution which remains essentially on the bounded connect component of $X_0$ and indeed we observed an error in $\psi$ of $\max_{1 \leq i \leq 5 \times 10^3} |\psi(x_i) - b| \approx 6.6 \times 10^{-15}$.

Next, we increase the number of time steps to $N = 5 \times 10^7$ while fixing all other parameters. As shown in Figures 3a and 3b, the 1-step multiplier method again gives a solution which stays near the bounded connected component of $X_0$. As we increase the number of time steps, we expect an increase of the error in $\psi$ due to round-off error accumulation and inexact iterative solutions as discussed in Section 3.3. Indeed, we observed the error in $\psi$ now to be $\max_{1 \leq i \leq 5 \times 10^7} |\psi(x_i) - b| \approx 1.1 \times 10^{-12}$.

To investigate further on error accumulation of $\psi$ as $N$ increases, Figure 5 shows a log-log plot of the accumulated error $\max_{1 \leq i \leq N} |\psi(x_i) - b|$ for various $N$. By a linear
Fig. 4. Phase portraits of the 1-step conservative method for $N = 5 \times 10^7$.

Fig. 5. Error accumulation of $\psi$ versus $N$.

regression, the accumulated error $E(N)$ was estimated to be $E \approx (2.45 \times 10^{-17}) \times N^{0.5964}$, where the error accumulation rate of 0.5964 is due to inherent round-off cancellations within the conservative discretization.

To estimate the maximum number of time steps $N_{\text{max}}$ as stipulated in Theorem 30, we need the largest $\epsilon > 0$ such that $\psi^{-1}((b - \epsilon, b + \epsilon))$ still has two connected components. In the present case of elliptic curve, we know that the two connected components coalesce into one single component precisely when the discriminant $\Delta(p)$ changes sign. Thus, computing $\Delta(p) = 0$ gives $\epsilon \approx 1.8 \times 10^{-7}$, which implies a maximum number of time steps $N_{\text{max}} = \left(\frac{\epsilon}{4\pi^2}\right)^{1/8} \approx 6.9 \times 10^{16}$ before the global error can grow in an unbounded fashion. This is in stark contrast to the previous four methods in which their solutions either decay to a fixed point or grow in an unbounded fashion.

**Remark 34.** We elected here not to make comparison with projection-based conservative methods; methods which first evolve in time using traditional methods and
after some time period project the discrete solution back onto the constraint of conserved quantities. While this approach can make any traditional method conservative, we note the long-term stability result may not hold for these methods if the composition of evolution and projection does not satisfy the UBD property.

4.2. Long-term stability of 2-step and 3-step conservative methods.

Next, we compare numerical results of the 2-step and 3-step conservative discretizations of (17) and (18).

In the following tests, we used the same initial conditions \( x_0 = 0.571 \) and \( y_0 \approx 8.33 \times 10^{-3} \) as the 1-step conservative method but with an uniform time step size of \( \tau = 0.003 \) and a total of \( N = 5 \times 10^7 \) time steps\(^2\). Furthermore, we employed a standard fixed point iteration to solve the implicit conservative methods with an absolute tolerance of \( \delta_{tol} = 5 \times 10^{-16} \) and a maximum of 100 iterations per time step. The standard 4-th order Runge-Kutta method was used to initialize a guess for the fixed point iteration at each time step.

For a given \( \mu \)-step conservative method, the errors in the exact and the approximate conserved quantity \( \psi, \psi^\tau \) are defined as

\[
\text{Error}[\psi] := \max_{k=\mu, \ldots, N} |\psi(x_k) - \psi(x_0)|,
\]

\[
\text{Error}[\psi^\tau] := \max_{k=\mu, \ldots, N} |\psi^\tau(x_k, \ldots, x_{k+\mu-1}) - \psi(x_0)|.
\]

From Table 1, we see that there are negligible differences for the errors in \( \psi \) and \( \psi^\tau \). This is to be expected as \( \psi^\tau \) is a consistent approximation of \( \psi \) for small \( \tau \). Thus, for the remaining of this section, we will only list the errors in \( \psi^\tau \).

| Bootstrap routine | 1-step method of (16) | 4-th order Runge-Kutta method |
|-------------------|-----------------------|-------------------------------|
| Error[\psi] of (17) | 1.89 \times 10^{-14}  | 4.29 \times 10^{-14}        |
| Error[\psi^\tau] of (17) | 1.89 \times 10^{-14} | 4.29 \times 10^{-14}        |
| Error[\psi] of (18) | 3.229 \times 10^{-13} | 1.186 \times 10^{-13}      |
| Error[\psi^\tau] of (18) | 3.226 \times 10^{-13} | 1.186 \times 10^{-13}      |

Table 1: Comparison of errors in \( \psi \) and \( \psi^\tau \) for the 2-step conservative method (17) and 3-step conservative method (18) with different bootstrapping routines.

Next we verify the long term stability for the nonlinear multistep methods and bootstrapping routines, i.e. initializing the first \( \mu \) values. Figures 6a-6d show the log-log plot of the error accumulation of \( \psi^\tau \) up to \( N = 5 \times 10^7 \) time steps for the 2-step and 3-step conservative method using different bootstrapping routines. Figures 7a and 7b show the phase portraits for the 3-step conservative method. We omit the phase portrait for the 2-step method as it is visually indistinguishable from the 3-step method.

Figures 8a and 8b show the differences in the error accumulation of \( \psi^\tau \) on a linear scale for the 3-step conservative method. In particular, this demonstrates that bootstrapping a multistep conservative method with a higher order nonconservative method can still be beneficial in preserving conserved quantities over long term.

Similarly, Figures 9a and 9b illustrates the long term stability holds for the 3-step method on a different set of initial conditions \((x_0 = -0.5\) and \(y_0 \approx -0.8717\)).

\(^2\)In this case, we observed that the larger step size of \( \tau = 0.3 \) was not sufficiently small for the long term stability to hold for the 3-step conservative method. For intermediate values of \( \tau \), we observed the fixed point iteration may not converge or converge to a different solution (i.e. onto a different connected component) depending on the initial guess or initial condition.
5. Conclusion. In this paper, we have presented a long-term stability result for conservative methods with uniformly bounded displacements in the case of autonomous ODEs; specifically the global error is, in principle, bounded for all time. On finite precision machines, the global error is shown to be bounded up to some arbitrarily long time depending only on machine precision and tolerance. Since the main result is mostly based on topological ideas, we believe the stability result can be generalized to certain non-autonomous ODEs and PDEs.
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Thus, the image of (19) maps to its domain $x^{k+1}$ for any fixed $x_k \in K$ for each $k \geq 0$, then there is a unique $x^{k+1}$ satisfying $\|x^{k+1} - x_k\| \leq r$.

First, we show that there is a unique solution $x^{k+1}$ to (16) in a neighborhood of $x_k$ for sufficiently small $\tau$. By hypothesis of the UBD property, we can assume $x_k \in K$. Then for some $\tau^*$ to be determined, define the map $T : B_\tau(x_k) \times K \times [0, \tau^*] \to \mathbb{R}^2$ for any $r > 0$ and $a \in \mathbb{R}$ given by,

$$T(x, x_k, \tau) := \left(\begin{array}{c} x_k + \tau(y + y_k) \\ y_k + \tau(x^2 + xx_k + x_k^2 + a) \end{array}\right), \text{ for } x = \left(\begin{array}{c} x \\ y \end{array}\right) \text{ and } \tau \in [0, \tau^*].$$

So to show (16) has a unique solution $x^{k+1}$, it suffices to show that (19) has a unique fixed point $x^* := x^{k+1}$ by showing $T$ is a contractive map for fixed $\tau$ and $x_k$.

**Claim 35.** There exists a $\tau^* > 0$ (depending only on $K$ and $r$) so that $T$ is a contractive map for any fixed $\tau < \tau^*$ and $x_k \in K$.

**Proof.** This follows from standard Banach fixed point type argument. Noting $x_k \in K$ and $x \in B_\tau(x_k) \subset B_r(K)$, it follows that

$$\|x_k - T(x, x_k, \tau)\| = \tau \left\| \begin{pmatrix} y + y_k \\ x^2 + xx_k + x_k^2 + a \end{pmatrix} \right\| \leq \tau \max_{x \in B_\tau(K)} \left\| \begin{pmatrix} y + y_k \\ x^2 + xx_k + x_k^2 + a \end{pmatrix} \right\| \leq M_{K,r} \tau.$$ 

Thus, the image of (19) maps to its domain $B_\tau(x_k)$ if $\tau M_{K,r} \leq r$. Moreover, for
\( x = \begin{pmatrix} x \\ y \end{pmatrix} , u = \begin{pmatrix} u \\ v \end{pmatrix} \), we have the following estimate,

\[
\| T(\mathbf{x}, \mathbf{x}_k, \tau) - T(u, \mathbf{x}_k, \tau) \| = \tau \left\| \begin{pmatrix} x^2 - u^2 + (x - u)x_k \\ y - v \end{pmatrix} \right\| \\
\leq \tau \left\| \begin{pmatrix} 0 \\ x + u + x_k \\ 0 \\ y - v \end{pmatrix} \right\| \\
\leq \tau \max_{x, u \in B_r(K)} \left\| \begin{pmatrix} 0 \\ x + u + x_k \end{pmatrix} \right\| \| x - u \| \\
= : N_{K, r} < \infty
\]

which implies \( T \) is contractive provided \( \tau N_{K, r} < 1 \). So picking \( \tau^* < \min\{ \frac{r}{M_{K, r}}, \frac{1}{N_{K, r}} \} \), the map (19) is contractive for any fixed \( \tau \leq \tau^* \) and \( \mathbf{x}_k \in K \).

Thus, we can consider the fixed point as a function \( \mathbf{x}^*(\mathbf{x}_k, \tau) \) for small enough \( \tau \). Before showing the UBD property for (16), we will also need the following claim.

**Claim 36.** \( \mathbf{x}^* \) is continuous in \( \mathbf{x}_k \in K \) and locally smooth in \( \tau \) provided \( \tau < \tau_1 \) for some \( \tau_1 > 0 \) (depending only on \( K \) and \( \tau \)).

**Proof.** First note that by inequality (20), if \( \tau < \tau^* \) and \( \mathbf{x}_k, u_k \in K \),

\[
\| \mathbf{x}^*(\mathbf{x}_k, \tau) - \mathbf{x}^*(u_k, \tau) \| = \| T(\mathbf{x}^*(\mathbf{x}_k, \tau), \mathbf{x}_k, \tau) - T(\mathbf{x}^*(u_k, \tau), u_k, \tau) \| \\
\leq \| T(\mathbf{x}^*(\mathbf{x}_k, \tau), \mathbf{x}_k, \tau) - T(\mathbf{x}^*(u_k, \tau), \mathbf{x}_k, \tau) \| \\
+ \| T(\mathbf{x}^*(u_k, \tau), \mathbf{x}_k, \tau) - T(\mathbf{x}^*(u_k, \tau), u_k, \tau) \| \\
\leq \tau N_{K, r} \| \mathbf{x}^*(\mathbf{x}_k, \tau) - \mathbf{x}^*(u_k, \tau) \| \\
+ \| T(\mathbf{x}^*(u_k, \tau), \mathbf{x}_k, \tau) - T(\mathbf{x}^*(u_k, \tau), u_k, \tau) \| \\
\Rightarrow \| \mathbf{x}^*(\mathbf{x}_k, \tau) - \mathbf{x}^*(u_k, \tau) \| \leq \frac{1}{1 - \tau N_{K, r}} \| T(\mathbf{x}^*(u_k, \tau), \mathbf{x}_k, \tau) - T(\mathbf{x}^*(u_k, \tau), u_k, \tau) \|
\]

As \( T \) is continuous in \( \mathbf{x}_k \), the above inequality implies that \( \mathbf{x}^* \) is continuous in \( \mathbf{x}_k \in K \).

Now to show \( \mathbf{x}^* \) is locally smooth in \( \tau \), consider the function \( F : \overline{B}_r(\mathbf{x}_k) \times [0, \tau^*] \to \mathbb{R}^2 \) for fixed \( \mathbf{x}_k \in K \),

\[
F(\mathbf{x}, \tau) := \mathbf{x} - T(\mathbf{x}, \mathbf{x}_k, \tau),
\]

which is clearly smooth in both \( \mathbf{x} \) and \( \tau \). Thus by implicit function theorem, if the matrix \( I - \frac{\partial T}{\partial \mathbf{x}}(\mathbf{x}, \mathbf{x}_k, \tau) \) is invertible at \( \mathbf{x} = \mathbf{x}^* \) and \( \tau < \tau^* \), then \( \mathbf{x} = \mathbf{x}^*(\mathbf{x}_k, \tau) \) is locally smooth in \( \tau \). Indeed, the matrix is invertible for small enough \( \tau \) as follows. Since

\[
I - \frac{\partial T}{\partial \mathbf{x}}(\mathbf{x}, \mathbf{x}_k, \tau) = I - \tau \begin{pmatrix} 0 \\ 2x + x_k \\ 1 \\ 0 \end{pmatrix},
\]

and the maximum \( \alpha := \max_{x, x_k \in B_r(K)} \| A(x, x_k) \| \) exists, then \( \tau \| A(x, x_k) \| \leq \tau \alpha < 1 \) provided if \( \tau < \tau_1 := \min\{ \tau^*, \frac{1}{\alpha} \} \) and the matrix \( I - \frac{\partial T}{\partial \mathbf{x}} = I - \tau A \) would be invertible with \( \| (1 - \tau A(x, x_k))^{-1} \| \leq \frac{1}{1 - \tau \alpha} \).
It remains to show that (16) has uniformly bounded displacements. By Claim 36, \( x^* = x^*(x_k, \tau) \) is continuous in \( x_k \) and is \( C^1 \) (in fact smooth) in \( \tau \) for \( \tau \leq \tau_1 \). So by implicit differentiation in \( \tau \),

\[
\frac{\partial x^*}{\partial \tau} = \left( y^* + y_k + \tau \frac{\partial y^*}{\partial \tau} \right) \left( x^* + x_k^* + x_k^2 + a \right) + \frac{\partial x^*}{\partial x_k} x_k^* x_k + x_k^2 + a \right)
\]

This shows (16) has the uniformly bounded displacement property for any compact subset \( K \subset \mathbb{R}^2 \) and \( r > 0 \) as

\[
\| x_{k+1} - x_k \| = \tau \left\| x^*(x_k, \tau) - x^*(x_k, 0) \right\| \leq \tau \max_{\tau \in [0, \tau_1]} \max_{x_k \in K} \left\| \frac{\partial x^*}{\partial \tau} (x_k, \tau) \right\| < r,
\]

provided if \( \tau < \tau_c := \min(\tau_1, \frac{r(1-\tau_1 \alpha)}{L_K}) \). This shows (16) has the uniformly bounded displacement property for any compact subset \( K \subset \mathbb{R}^2 \) and \( r > 0 \).

Appendix B. Numerical verification of convergence order of three conservative methods.

Tables 2-4 shows the convergence order of the three conservative methods (16), (17), (18) for the variable \( y \) at a fixed time \( T = N \tau \), where the initial conditions were chosen to be \( (x_0, y_0) \approx (0.571, -8.331 \times 10^{-3}) \) and other initial values were bootstrapped using the standard 4-th order Runge-Kutta method. We observed that both the 1-step and 2-step method were second-order accurate and the 3-step method was third order accurate.

| \( \tau \)     | \( N \) | \( y_N \) | \( \frac{y_N - \tau^{\tau/2}}{\tau^{\tau/2} - y_N^{\tau/2}} \) | \( \log_2 \) |
|---------------|-------|---------|---------------------------------|-----------|
| 1.000 \times 10^{-2} | 200   | -0.815259414120454 | 4.0669 \times 10^{-3} | 1.999787 |
| 5.000 \times 10^{-3} | 400   | -0.815218772324505 | 1.0169 \times 10^{-3} | 1.999947 |
| 2.500 \times 10^{-3} | 800   | -0.815208603548917 | 2.5423 \times 10^{-6} | 1.999987 |
| 1.250 \times 10^{-3} | 1600  | -0.815206061261177 | 6.3585 \times 10^{-7} | 1.999997 |
| 6.250 \times 10^{-4} | 3200  | -0.815205425683374 | 1.5889 \times 10^{-7} | -       |
| 3.125 \times 10^{-4} | 6400  | -0.815205266788567 | -                | -       |

Table 2

Second order convergence of the 1-step conservative method of (16).
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Table 3
Second order convergence of the 2-step conservative method of (17).

| $\tau$       | $N$  | $y_N^\tau$ | $y_N^\tau - y_N^{\tau/2}$ | $\log_2 \frac{y_N^\tau - y_N^{\tau/2}}{y_N^{\tau/2} - y_N^{\tau/4}}$ |
|--------------|------|-------------|-----------------------------|--------------------------------------------------|
| $1.000 \times 10^{-2}$ | 200  | -0.815422021628171 | 1.6258 $\times 10^{-4}$ | 1.99916 |
| $5.000 \times 10^{-3}$ | 400  | -0.815259441420454 | 4.0669 $\times 10^{-5}$ | 1.99979 |
| $2.500 \times 10^{-3}$ | 800  | -0.815218772324505 | 1.0169 $\times 10^{-5}$ | 1.99995 |
| $1.250 \times 10^{-3}$ | 1600 | -0.815208603548917 | 2.5423 $\times 10^{-6}$ | 1.99999 |
| $6.250 \times 10^{-4}$ | 3200 | -0.815206061261177 | 6.3558 $\times 10^{-7}$ | - |
| $3.125 \times 10^{-4}$ | 6400 | -0.81520542568374 | - | - |

Table 4
Third order convergence of the 3-step conservative method of (18).

| $\tau$       | $N$  | $y_N^\tau$ | $y_N^\tau - y_N^{\tau/2}$ | $\log_2 \frac{y_N^\tau - y_N^{\tau/2}}{y_N^{\tau/2} - y_N^{\tau/4}}$ |
|--------------|------|-------------|-----------------------------|--------------------------------------------------|
| $1.000 \times 10^{-2}$ | 200  | -0.815187520809099 | 1.4491 $\times 10^{-5}$ | 2.9320 |
| $5.000 \times 10^{-3}$ | 400  | -0.815204935644390 | 2.4302 $\times 10^{-6}$ | 2.9829 |
| $2.500 \times 10^{-3}$ | 800  | -0.815205178665148 | 3.0739 $\times 10^{-7}$ | 2.9911 |
| $1.250 \times 10^{-3}$ | 1600 | -0.815205209404162 | 3.8661 $\times 10^{-9}$ | - |
| $6.250 \times 10^{-4}$ | 3200 | -0.815205213270296 | - | - |
| $3.125 \times 10^{-4}$ | 6400 | -0.815205213270296 | - | - |