ANALYZING VARIOUS MACHINE LEARNING ALGORITHMS FOR THE CLASSIFICATION OF MALWARES
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Abstract. Malware, brief for Malicious Software, is increasing continuously in amounts and sophistication as our digital world continues to develop. Lately, tools for forming malware have been increasing rapidly on the internet, making it more accessible for people without expertise to create malware. Towards the end, the number of malware is growing fast. To deal with the problem, it is necessary to classify malware instantly and accurately. These malware programs play a role such as encrypting or destroying sensible data, stealing, changing or capturing main computing functions, controlling users and perform computer activity without their consent. In this paper, six different algorithms for classification like Linear Regression, RandomForest, Adaboost, Gaussian, Gradient Boosting, Decision Tree has been used for classifying a file as malicious or benign. Based on the results, the Random forest attained 99.43% accuracy and infers that it is suitable for malware prediction.
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1. INTRODUCTION:

The current world is quickly running towards digitization. The technology has increased a great deal of significance in our daily life to manage numerous perspectives like business reason, training, and so forth. The term “Malware” denotes a malicious program. It defines opposed software programs and applications [1], it has formed into the most critical danger to the digital framework, earliest in the 1960s. Malware is a program that has intended to hold unwanted or impacts on a computer, and it has enhanced a critical cause to the computer security systems. With the innovative progression, the malware creators have generated destructive programs that are difficult to decrypt and distinguish by the researchers. At the same time, malware journalists made destructive code by executing a new procedure transformation trademark on that malware causes a tremendous development on malware.

Since the quantity of malware programming quickly increasing [2], antivirus organizations are consistently seeking methods that are best in recognizing malware. An antivirus organization utilized the most mainstream technique is Signature-based recognition. Not opposing, but the conventional malware identification methodologies are not suitable to report the hidden malware, distinguishes variations in malware that is recently recognized.

Several attempts have made to recognize malware. A few techniques have been utilized in many review papers [3]. There are various sorts of malware recognition and characterization strategies like static, dynamic, and hybrid characteristics [1]. The static review involves code...
examination [4] without executing malware by looking at and viewed programming code to accumulate data on how malware's positions work. There is an extraordinary method for without using the codes yet as per the runtime conduct by following its performance, framework connection, and impacts on a framework called dynamic review [5]. The hybrid review [6] is a blend of static and dynamic analysis.

2. LITERATURE SURVEY:

The antivirus association is facing the initial problem as detecting malicious code which is unseen at an earlier stage. To overcome this problem, many detection approaches have existed. Many detection approaches use data mining and machine learning algorithms. Because it self-learn patterns from the training data, which contains both benign and malware applications.

In paper[7], A proposed method is to analyze text hidden in images on spam emails rather in general emails through the OCR. This problem has been rectified by examining spam messages.

By using API calls, [8] a binary feature technique for malware location and arrangement has been proposed, researchers additionally examined the recurrence on the same dataset with the same information, but no improvement over on a binary feature. In comparative methodology, [9] Malware location dependent on Application programming interface calls and their contentsions had been proposed. This procedure is used as a component by the researchers and dissected their outputs on characterizations. The feature selection method reduces the number of features. The result from the test assessment displays a precision of 98.4% in the fittest by using a random forest.

A parallel ML-based classification method was proposed for the initial stage detection of android malware. Based on real malware and benign applications, the parallel composition of diverse classifiers designed the composite model[10][11]. [12] researchers implied that deep learning models are performing better for the long series of system call analysis.

[13] proposed an actual PE malware identification framework for the review of data saved in the portable executable-optional header files. [14] author recommended another procedure for the classification of malware utilizing static analysis dependent on control observation. The authors applied Phi-coefficient and chi-square from feature selection for training and testing with chosen features random classifier. The authors attained 97% precision. In their work, 10,260 malware cases used from the dataset, and authors attained up to 99.21% exactness by utilizing stripped malware binaries as excerpted features.

In[15], researchers compared a few machine learning algorithms for malware detection. Decision Tree (DT), K-Nearest Neighbors (K-NN), and SVM algorithms were used for malware prediction by utilizing portable executable file data. The authors confirmed that decision tress performs better in ML algorithms to identify and classify malware from original files with 99% accuracy.

In this paper, there are two sections. In the first section, a correlation of malware detection methods utilizing different algorithms in machine learning such as Gradient boosting(GB),
Random forest (RF), Linear Regression (LR), GNB, Adaboost, and Decision Tree (DT) for detecting malware. The PE file data is used as feature extraction. The portable executable file format consists of an optional header, major and minor link version, size of initialized and uninitialized, and its characteristics accompanied by the information. The experimental results have shown that the Random Forest algorithm provides better results to identify malware and achieved 99.43% accuracy in detection. In the following section, the classifier has been executed for the classification of benign and malware executables. The outcomes observed that .exe is a malware or benign app.

3. EXPERIMENTAL METHOD:

The proposed detection approach demonstrated with design in Figure 1. Static analysis is used for analyzing the malware sample. Static analysis tends to feature extraction. In this experiment, the header files explained with detailed values[16]. To increase the predictive accuracy and to control over-fitting, an extra-tree classifier used, it outfits the number of extra-trees on various sub-samples. It helps in finding the analysis of malware and benign applications. A list of features displayed which is identified by the extra tree classifier. After testing, the built model has shown the results with accuracy for all the algorithms like Gradient boosting, Decision tree, Linear regression, Adaboost, random forest and GNB. The last process is the testing of malware or benign application.

![Detection model](image.png)

3.1 DATA DESCRIPTION:

The Dataset contains the collection of malware and benign samples. The dataset is collected on both the websites and self-windows and program files. The dataset contains nearly 1,30,000 data samples. The dataset contains nearly 41,000 data records are benign samples which are taken from windows, program files, encryption files, appstore execution. The
records for malware samples are collected from virus share[17], virus total[18] and it contains nearly 90,000 records. The data set contains header information in figure2 and description as shown in figure 3. The binary method provides the count of malicious and legitimate files. In the results, it shows that 96,724 files as malicious and 41,323 files as legitimate.

Figure 2: Header Information

Figure 3: Data Description

4. FEATURE SELECTION AND EXTRACTION:

Extraction refers to the process of converting raw data into numerical features that can be prepared while storing the information in the primary data set[19]. Feature extraction is the process of converting the huge, obscure group of data into the collection of characteristics [20]. Superior prediction depends on feature extraction and selection of the malware being analyzed [21]. The features contain Name, size of code, header information, size of optional header, major and minor link versions, size of initialized and uninitialized data, disassembled files, dlls, and so
on. These features are given as inputs to the machine learning algorithm. In this study, an extra tree classifier is used to increase accuracy prediction and to restrict overfitting. It fits subsamples with the number of extra tree classifiers and uses averaging. Based on the result of feature extraction by extra tree classifiers, 14 features are identified. It helps to select the features required for the classification of benign and malware files. In figure 4, the overall information and extracting features are listed.

| FEATURES          |
|-------------------|
| Name md5          |
| Machine           |
| SizeOfOptionalHeader |
| Characteristics   |
| MajorLinkerVersion | MinorLinkerVersion |
| SizeOfCode        |
| SizeOfInitializedData |
| SizeOfUninitializedData |
| AddressOfEntryPoint |
| BaseOfCode        |
| ImageBase         |
| SectionAlignment  |
| FileAlignment     |
| MajorOperatingSystemVersion |
| MinorOperatingSystemVersion |
| MajorImageVersion |
| MinorImageVersion |
| MajorSubsystemVersion |
| MinorSubsystemVersion |
| SizeOfImage       |
| SizeOfHeaders     |
| CheckSum          |
| Subsystem         |
| DllCharacteristics |
| SizeOfStackReserve |
| SizeOfStackCommit |
| SizeOfHeapReserve |
| SizeOfHeapCommit  |
| LoaderFlags       |
| NumberOfRelocAndSizes |
| SectionsNb        |
| SectionsMinEntropy |
| SectionsMaxEntropy |
| SectionsMeanEntropy |
| SectionsMinRawsize |
| SectionsMaxRawsize |
| SectionsMeanVirtualsize |
| SectionsMinVirtualsize |
| SectionMaxVirtualsize |
| ImportNbDLL       |
| ImportNb          |
| ImportNbOrdinal   |
| ExportNb          |
| ResourcesNb       |
| ResourcesMinEntropy |
| ResourcesMaxEntropy |
| ResourcesMeanSize |
| ResourcesMinSize  |
| ResourcesMaxSize  |
| LoadConfigurationSize |
| VersionInformationSize |
| legitimate        |

**Figure 4: Feature Extraction**

4.1 FEATURE SELECTION:

As shown in figure 4, the information about the features are listed, extracted and identified 14 features are required by extra tree classifier. The feature are extracted from the PE information. In this study, the data for training and testing is separated with the help of cross validation and for testing 0.2 proportion is included for the testing. The 14 selected features are listed in figure 5.

**Figure 5 Feature Selection**
5. MODEL DESCRIPTION:

In this section, the model is proposed for analyzing six different machine learning techniques such as Decision Tree, GNB, Gradient Boosting, Linear regression, Random forest and Adaboost. The selection of algorithms or classifiers is based on the size of the dataset, feature type, and also the problem solution. Once the irrelevant features are reduced, the classifier performs the classification. To perform classification, feature selection for training and testing process on every classifier.

6. EXPERIMENTAL OUTCOMES:

In Figure 6, the proposed model were displayed, this model shown the best results with the accuracy for the detection of malware and benign files from the dataset samples. The training and testing had been done on every algorithm on the model with the X_Train and X_Test. The best accuracy model will be denoted as winner. In the winner, the best accuracy results shown.

```python
model = {
    "DecisionTree": tree.DecisionTreeClassifier(max_depth=10),
    "RandomForest": ek.RandomForestClassifier(n_estimators=50),
    "Adaboost": ek.AdaBoostClassifier(n_estimators=50),
    "GradientBoosting": ek.GradientBoostingClassifier(n_estimators=50),
    "GBN": GaussianNB(),
    "LinearRegression": LinearRegression()
}
```

Figure 6: Model using machine learning Techniques.

In figure 7, The results clearly shown that random forest got the best high accuracy 99.4%. In [15] decision tree attained 99% accuracy for the detection of malware or benign samples. When compare to that, Randomforest is more appropriate for the classification of malware or benign sample. The figure 6 is the graph for accuracy results.

RandomForest : 0.994386091996
GradientBoosting : 0.988373777617
GBN : 0.702897500905
DecisionTree : 0.990981528432
LinearRegression : 0.54036008649
Adaboost : 0.986381745744

Figure 7: Accuracy Results
The Graph results has been shown in the figure 8 and the performance metrics are calculated based on the confusion matrix. Here the false positive and false negative rate is calculated. The False Positive Rates (FPR) provides the rate of wrongly recognized as malware. The FN (False negative) provides the rate of wrongly recognized as benign. Here we attained False positive rate as 0.099251 % and False negative rate as 0.1476%.

7. CLASSIFICATION AND TESTING:

For the classification, the classifier file is used. After the accuracy results, the classifier python file is dumped into the model. The classifier can extract the features and saved. Once the classifier and features are dumped, the next process is whether it detects the file as a benign or malware.

The main role is to distinguish the file whether it is benign or malware from the given any unseen execution file.

To test the model on an invisible file, that is necessary to remove the features of the given execution file. For construction and building the feature vector and an ML model, the python’s pefile.PE library is applied to find a class for the attached file based on the previously trained model. The next step is to run after the extraction and prediction.

From the figure 9, it is clear that the test python file predicted the file as malware or malicious. The Tweetdeck.exe is legitimate and shows that the downloaded location of that file and found that IAN12ui49643.exe is malicious.
8. CONCLUSION:

Every day malware is growing broad and more complicated. In this analysis, the main goal focus on analyzing and estimating the prediction accuracy of the classifier in ML. The latent analysis is used for the features to be extracted based on the extracted PE file and library information by analyzing six diverse classifiers on ML techniques. The training and testing of ML algorithms were proposed to classify benign and malware files. The experimental outcomes showed that the Random Forest method is better to classify the data and attained 99.4% accuracy. Based on these results, it is transparent that the PE library supports static analysis, and the selection of related features provides better accuracy for detection and perfectly describes malware. The main advantage is there is an option to test the file whether it is malware or legitimate before execution.
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