A NON-ABELIAN EXTERIOR PRODUCT AND HOMOLOGY OF LEIBNIZ ALGEBRAS
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Abstract. We introduce a non-abelian exterior product of two crossed modules of Leibniz algebra and investigate its relation to the low dimensional Leibniz homology. Later this non-abelian exterior product is applied to the construction of eight term exact sequence in Leibniz homology. Also its relationship to the universal quadratic functor is established, which is applied to the comparison of the second Lie and Leibniz homologies of a Lie algebra.

1. Introduction

Leibniz algebras were first defined in 1965 by Bloh [2] as a non skew-symmetric analogue of Lie algebras but they became very popular when in 1993 Loday rediscovered them in [19]. One of the main reasons that Loday had to introduced them was that in the Lie homology complex the only property of the bracket needed was the so called Leibniz identity. Therefore, one can think about this notion as “non-commutative” analog of Lie algebras and study its homology. Since then, many authors have been studying them obtaining very relevant algebraic results ([21], [22]) and due their relations with Physics ([17], [23]) and Geometry ([14]). Many results of Lie algebras have been extended to the Leibniz case. As an example of these generalizations, Gnedbaye [15] extended to Leibniz algebras the notion of non-abelian tensor product, defined by Brown and Loday in the context of groups [5] and by Ellis in the context of Lie algebras [12]. The non-abelian tensor product was firstly introduced as a tool in homotopy theory, but it can give us nice information about central extensions and (co)homology.

The notion of non-abelian exterior product was introduced in groups by Brown and Loday [4] and also extended to the Lie case by Ellis [12]. The main objective of this manuscript is to give a proper generalization of this concept to Leibniz algebras. Given two ideals a and b of a Lie algebra g, the non-abelian exterior product is the quotient of the non-abelian tensor product a ⊗ b by the elements of the form c ∘ c, where c ∈ a ∩ b. This makes sense in Lie theory since these are elements of the kernel of the homomorphism g ⊗ g → g, g ⊗ g' → [g, g'] for all g, g' ∈ g, but this is not true in Leibniz algebras due to the lack of antisymmetry. Nevertheless, the non-abelian tensor product of two ideals of a Leibniz algebra, has some duplicity in the elements of the intersection, so this will be the way we can afoin the problem. In fact, our definition of the non-abelian exterior product

2010 Mathematics Subject Classification. 18G10, 18G50.
Key words and phrases. Leibniz algebra, Leibniz homology, non-abelian tensor and exterior products.
is given for crossed modules of Leibniz algebras, which is more general concept than ideals of Leibniz algebras.

The paper is organized as follows. In Section 2 we recall some basic definitions and properties of Leibniz algebras and Leibniz homology. In Section 3 we introduce the non-abelian exterior product and we study its connections with the second Leibniz homology. In Section 4 we obtain an eight term exact sequence using the non-abelian exterior product. In Section 5 we explore the relations with Whitehead’s universal quadratic functor. Finally, in Section 6 we compare the second Leibniz homology and the second Lie homology of a Lie algebra.

2. LEIBNIZ ALGEBRAS AND HOMOLOGY

Throughout the paper $K$ is a field, unless otherwise stated. All vector spaces and algebras are considered over $K$, all linear maps are $K$-linear maps and $\otimes$ stands for $\otimes_K$.

Definition 2.1 ([19]). A Leibniz algebra is a vector space $g$ equipped with a linear map (Leibniz bracket) $[,] : g \otimes g \to g$ satisfying the Leibniz identity $[x, [y, z]] = [[x, y], z] - [[x, z], y]$, for all $x, y, z \in g$.

A homomorphism of Leibniz algebras is a linear map preserving the bracket. The respective category of Leibniz algebras will be denoted by $\mathbf{Lb}$.

A subspace $a$ of a Leibniz algebra $g$ is called (two-sided) ideal of $g$ if $[a, x], [x, a] \in a$ for all $a \in a$ and $x \in g$. In this case the quotient space $g/a$ naturally inherits a Leibniz algebra structure.

An example of ideal of a Leibniz algebra $g$ is the commutator of $g$, denoted by $[g, g]$, which is the subspace of $g$ spanned by elements of the form $[x, y], x, y \in g$. The quotient $g/[g, g]$ is denoted by $g^{ab}$ and is called abelianization of $g$. One more example of an ideal is the center $C(g) = \{ c \in g \mid [x, c] = 0 = [c, x], \text{ for all } x \in g \}$ of $g$. Note that both $g^{ab}$ and $C(g)$ are abelian Leibniz algebras, that is, Leibniz algebras with the trivial Leibniz bracket $[, ] = 0$.

Clearly, any Lie algebra is a Leibniz algebra and conversely, any Leibniz algebra with the antisymmetric Leibniz bracket is a Lie algebra. This is why Leibniz algebras are called non-commutative generalization of Lie algebras. Thus, there is a full embedding functor $\mathbf{Lie} \hookrightarrow \mathbf{Lb}$, where $\mathbf{Lie}$ denotes the category of Lie algebras. This embedding has a left adjoint $\mathbf{Lie} : \mathbf{Lb} \to \mathbf{Lie}$, called the Liezation functor and defined as follows. Given a Leibniz algebra $g$, $\mathbf{Lie}(g)$ is the quotient of $g$ by the subspace (that automatically is an ideal) spanned by elements of the form $[x, x], x \in g$ (see for example [13]).

The original reason for introduction of Leibniz algebras was a new variant of Lie homology, called non-commutative Lie homology or Leibniz homology, developed in [20] [21] and denoted by $HL_*$. Let us recall the definition of $HL_*$. 
Given a Leibniz algebra \( g \), consider the following chain complex:

\[
CL_*(g) \equiv \ldots \xrightarrow{d} g^\otimes n \xrightarrow{d} g^\otimes {n-1} \xrightarrow{d} \ldots \xrightarrow{d} g \xrightarrow{d} \mathbb{K},
\]

where the boundary map \( d \) is given by

\[
d(x) = 0, \text{ for each } x \in g;
\]

\[
d(x_1 \otimes \cdots \otimes x_n) = \sum_{1 \leq i < j \leq n} (-1)^{i+j}(x_1 \otimes \cdots \otimes x_{i-1} \otimes [x_i, x_j] \otimes x_{i+1} \otimes \cdots \otimes x_n),
\]

for \( x_1, \ldots, x_n \in g \) and \( n > 1 \). The \( n \)-th homology group of \( g \) is defined by

\[
HL_n(g) = H_n(CL_*(g)), \ n \geq 0.
\]

2.2. Homology via derived functors. Let \( X \) be a set and \( M_X \) be the free magma on \( X \) with a binary operation \( [\ ,\ ] \). Denote by \( \mathbb{K}(M_X) \) the free vector space over the set \( M_X \). In a natural way we can extend \( [\ ,\ ] \) to a binary operation \( [\ ,\ ] \) on \( \mathbb{K}(M_X) \). Thus \( \mathbb{K}(M_X) \) is the free algebra on \( X \) (see e.g. [25]). For any subset \( S \subseteq \mathbb{K}(M_X) \), let \( N^1(S) \) denote the vector subspace of \( \mathbb{K}(M_X) \) generated by \( S \) and \( \{[x, s], [s, x] \mid x \in M_X, s \in S\} \). Let \( N_i(S) = \bigcup_{i \geq 1} N^i(S) \) where for \( i > 1 \), \( N^i(S) = N^1(N^{i-1}(S)) \). In particular, consider \( S_X = \{[x, [y, z]] - [[x, y], z] + [[x, z], y] \mid x, y, z \in M_X\} \) and denote \( \mathbb{K}(M_X)/N(S_X) \) by \( \mathfrak{F}(X) \). In other words, \( \mathfrak{F}(X) \) is the quotient of \( \mathbb{K}(M_X) \) by the two-sided ideal generated by the subset \( S_X \). Clearly \( \mathfrak{F}(X) \) is a Leibniz algebra, called the free Leibniz algebra on the set \( X \). It is easy to see that the construction \( X \mapsto \mathfrak{F}(X) \) defines a covariant functor

\[
\mathfrak{F} : \text{Set} \to \text{Lb},
\]

which is left adjoint to the natural forgetful functor \( \mathcal{U} : \text{Lb} \to \text{Set} \), where \( \text{Set} \) denote the category of sets.

It is well known that every adjoint pair of functors induces a cotriple (see for example [1] Chapter 1 or [16] Chapter 2)). Let \( F = (F, \delta, \tau) \) denote the cotriple in \( \text{Lb} \) defined by the adjunction \( \mathfrak{F} \dashv \mathcal{U} \), that is, \( F = \mathfrak{F} \mathcal{U} : \text{Lb} \to \text{Lb}, \ \tau : F \to 1_{\text{Lb}} \) is the counit and \( \delta = \mathfrak{F} \mathcal{U} 1_{\text{Set}} : F \to F^2 \), where \( 1_{\text{Set}} \to \mathcal{U} \mathfrak{F} \) is the unit of the adjunction. Then, given an endofunctor \( \mathfrak{T} : \text{Lb} \to \text{Lb} \), one can consider derived functors \( \mathcal{L}_n^{\mathfrak{F}} \mathfrak{T} : \text{Lb} \to \text{Lb}, n \geq 0 \), with respect to the cotriple \( F \) (see again [1]). In particular, Leibniz homology can be described in terms of the derived functors of the abelianization functor \( \mathfrak{A}b : \text{Lb} \to \text{Lb} \), defined by \( \mathfrak{A}b(g) = g^{ab} \).

**Theorem 2.3.** Let \( g \) be a Leibniz algebra. Then there is an isomorphism

\[
HL_{n+1}(g) \cong \mathcal{L}_n^{\mathfrak{F}} \mathfrak{A}b(g), \ n \geq 0.
\]

**Proof.** Let \( f_* \) be the \( F \)-cotriple simplicial resolution of \( g \), that is, \( f_* = (f_n(g), d^n_i, s^n_i) \) is the simplicial Leibniz algebra with

\[
f_n(g) = F^{n+1}(g) = F(F^n(g)),
\]

\[
d^n_i = F^i(\tau_{F^{n-i}}), \ s^n_i = F^i(\delta_{F^{n-i}}), \ 0 \leq i \leq n, \ n \geq 0.
\]
Applying the functor $CL_*$ to $f_*$ dimension-wise, we get the following bicomplex:

\[
\begin{array}{c}
\vdots \\
\phantom{0}d \\
\phantom{0}d \\
\phantom{0}d \\
\phantom{0}d \\
\phantom{0}d \\
\phantom{0}d \\
\phantom{0}d \\
\end{array}
\begin{array}{c}
\vdots \\
\phantom{0}f_0^{\otimes 2} \leftarrow f_1^{\otimes 2} \leftarrow f_2^{\otimes 2} \leftarrow \cdots \\
\phantom{0}f_0 \leftarrow f_1 \leftarrow f_2 \leftarrow \cdots \\
\phantom{0}K \leftarrow K \leftarrow K \leftarrow \cdots ,
\end{array}
\]

where the horizontal differentials are obtained by alternating sums of face homomorphisms. Since $K$ is a field, $f_\otimes n \rightarrow g_\otimes n$ is an aspherical augmented simplicial vector space (see for example [8, Lemma 2.3] or [11, Lemma 2.1]), for each $n \geq 1$. Therefore, we have an isomorphism:

\[HL_n(g) \cong H_n(Tot(CL_*(f_*))), \quad n \geq 0.\]

On the other hand we have the following spectral sequence:

\[E^1_{pq} = H_q(f_p) \Rightarrow H_{p+q}(Tot(CL_*(f_*))).\]

Since $f_n$ is a free Leibniz algebra for each $n \geq 0$, we obtain:

\[E^1_{pq} = \begin{cases} 
K & \text{for } q = 0, \\
f_p/[f_p, f_p] & \text{for } q = 1, \\
0 & \text{for } q > 1. 
\end{cases}\]

This spectral sequence degenerates at $E^2$ and

\[E^2_{pq} = \begin{cases} 
K & \text{for } q = 0 \text{ and } p = 0, \\
0 & \text{for } q = 0 \text{ and } p > 0, \\
H_p(\mathfrak{ab}(f_*)) & \text{for } q = 1, \\
0 & \text{for } q > 1. 
\end{cases}\]

Thus, the spectral sequence argument completes the proof. \hfill \square

Remark 2.4. The $F$-cotriple simplicial resolution of a Leibniz algebra $g$ is a free (projective) simplicial resolution of $g$ and by [1, 5.3], if $f_*$ is any of them, then there are natural isomorphisms

\[HL_n(g) \cong \pi_{n-1}(\mathfrak{ab}(f_*)), \quad n \geq 1.\]

2.5. Hopf formulas. Theorem 2.3 enables us to prove Hopf formulas for the (higher) homology of Leibniz algebras, pursuing the line and technique developed in [10] for the description of higher group homology via Hopf formulas (see [3]). In this respect herewith we state two theorems without proofs. In fact they are particular cases of [6, Theorem 15] describing homology of Leibniz $n$-algebras via Hopf formulas. Note also that, of course,
these results agree with the categorical approach to the problem given in [13] for semi-abelian homology.

An extension of Leibniz algebras $0 \to r \to f \to g \to 0$ is said to be a free presentation of $g$, if $f$ is a free Leibniz algebra over a set.

**Theorem 2.6.*** Let $0 \to r \to f \to g \to 0$ be a free presentation of a Leibniz algebra $g$. Then there is an isomorphism:

$$HL_2(g) \cong \frac{r \cap [f, f]}{[r, f]}.$$  

**Theorem 2.7.*** Let $r$ and $s$ be ideals of a free Leibniz algebra $f$. Suppose that $f/r$ and $f/s$ are free Leibniz algebras, and that $g = f/(r + s)$. Then there is an isomorphism:

$$HL_3(g) \cong \frac{r \cap s \cap [f, f]}{[r, s] + [r \cap s, f]}.$$  

3. Non-abelian tensor and exterior product of Leibniz algebras

### 3.1. Leibniz actions and crossed modules.

**Definition 3.2.*** Let $m$ and $n$ be Leibniz algebras. A *Leibniz action* of $m$ on $n$ is a couple of bilinear maps $m \times n \to n$, $(m, n) \mapsto m n$, and $n \times m \to n$, $(n, m) \mapsto n m$, satisfying the following axioms:

\[
\begin{align*}
[m, m']_n &= m (m' n) + (m n)^{m'}, \\
m [n, n'] &= [m n, n'] - [m n', n], \\
n [m, m'] &= (n^m) m' - (n^{m'}) m, \\
m [m', n] &= -m (n^{m'}), \\
[n, n'^m] &= [m n', n] + [n, n^{m}], \\
[n, m n'] &= -[n, n^{m'}],
\end{align*}
\]

for each $m, m' \in m$, $n, n' \in n$. For example, if $m$ is a subalgebra of a Leibniz algebra $g$ (maybe $g = m$) and $n$ is an ideal of $g$, then Leibniz bracket in $g$ yields a Leibniz action of $m$ on $n$.

**Definition 3.3.*** A *Leibniz crossed module* $(m, g, \eta)$ is a homomorphism of Leibniz algebras $\eta: m \to g$ together with an action of $g$ on $m$ such that

\[
\begin{align*}
\eta(m x) &= [g, \eta(m)], \\
\eta(m^x) &= [\eta(m), x], \\
\eta(m_1 m_2) &= [m_1, m_2] = m_1^{\eta(m_2)},
\end{align*}
\]

where $x \in g$ and $m, m_1, m_2 \in m$.

**Example 3.4.*** Let $a$ be an ideal of a Leibniz algebra $g$. Then the inclusion $i: a \to g$ is a crossed module where the action of $g$ on $a$ is given by the bracket in $g$. In particular, a Leibniz algebra can be seen as a crossed module by $1_g: g \to g$. 

3.5. **Non-abelian tensor product.** Let \( m \) and \( n \) be Leibniz algebras with mutual actions on one another. The non-abelian tensor product of \( m \) and \( n \), denoted by \( m \star n \), is defined in [15] to be the Leibniz algebra generated by the symbols \( m \star n \) and \( n \star m \), for all \( m \in m \) and \( n \in n \), subject to the following relations:

\[
\begin{align*}
(1a) \quad k(m \star n) &= km \star n = m \star kn, \\
(1b) \quad k(n \star m) &= kn \star m = n \star km, \\
(2a) \quad (m + m') \star n &= m \star n + m' \star n, \\
(2b) \quad (n + n') \star m &= n \star m + n' \star m, \\
(2c) \quad m \star (n + n') &= m \star n + m \star n', \\
(2d) \quad n \star (m + m') &= n \star m + n \star m', \\
(3a) \quad [m, m'] \star n &= m \star n - m \star m' \\
(3b) \quad [n, n'] \star m &= n \star m - n' \star m, \\
(3c) \quad m \star m' \star n &= m \star n - m \star m' \\
(3d) \quad n \star m' \star n &= n \star m - n' \star m', \\
(4a) \quad m \star m' &= -m \star m', \\
(4b) \quad n \star m' &= -n \star m', \\
(5a) \quad m^n \star m' &= [m \star n, m' \star n'] = m^n \star m', \\
(5b) \quad n \star m &= [n \star m, n' \star m'] = n \star m', \\
(5c) \quad m^n \star m' &= m^n \star m' = [m \star n, m' \star m'] = n \star m', \\
(5d) \quad n \star m' &= n \star m' = [n \star m, m' \star n'] = n \star m', \\
\end{align*}
\]

for each \( k \in \mathbb{K}, m, m' \in m, n, n' \in n \).

There are induced homomorphisms of Leibniz algebras \( \tau_m: m \star n \rightarrow m \) and \( \tau_n: m \star n \rightarrow n \) where \( \tau_m(m \star n) = m^n, \tau_m(n \star m) = m^n, \tau_n(m \star n) = m^n \) and \( \tau_n(n \star m) = n^m \).

3.6. **Non-abelian exterior product.** Let us consider two Leibniz crossed modules \( \eta: m \rightarrow g \) and \( \mu: n \rightarrow g \). Then there are induced actions of \( m \) and \( n \) on each other via the action of \( g \). Therefore, we can consider the non-abelian tensor product \( m \star n \). We define \( m \square n \) as the vector subspace of \( m \star n \) generated by the elements \( m \star n - n \star m \) such that \( \eta(m) = \mu(n) \) and \( \eta(m') = \mu(n') \).

**Proposition 3.7.** The vector subspace \( m \square n \) is contained in the center of \( m \star n \), so in particular it is an ideal of \( m \star n \).

**Proof.** Everything can be readily checked by using defining relations (5a)-(5d) of \( m \star n \). For instance, for any \( m'' \in m \) and \( n'' \in n \), we have

\[
[m \star n' - n \star m', m'' \star n''] = m'' \star n' - m \star m' \\
= [m^\mu(n') \star m'', n''] - m \star m' \\
= [m^\eta(m') \star m'', n''] - [m, m'] \star m'' \\
= 0.
\]

\( \Box \)

**Definition 3.8.** Let \( \eta: m \rightarrow g \) and \( \mu: n \rightarrow g \) be two Leibniz crossed modules in the previous setting. We define the non-abelian exterior product \( m \Join n \) of \( m \) and \( n \) by

\[
0.
\]

The cosets of \( m \star n \) and \( n \star m \) will be denoted by \( m \Join n \) and \( n \Join m \), respectively.
Remark 3.9. Definitions of the non-abelian tensor and exterior products do not require \( \mathbb{K} \) to be necessarily a field. It is clear that one can do the same for a commutative ring with identity.

There is an epimorphism of Leibniz algebras \( \pi : m \star n \to m \ltimes n \) sending \( m \star n \) and \( n \star m \) to \( m \ltimes n \) and \( n \ltimes m \), respectively.

To avoid any confusion, let us note that, given a Leibniz algebra \( g \), for each \( x, y \in g \), the non-abelian tensor square \( g \star g \) has two copies of generators of the form \( x \star y \), and exactly these generators are identified in the non-abelian exterior square \( g \ltimes g \). Thus we need to distinguish two copies of inclusions (identity maps) \( i_1, i_2 : g \to g \) and \( i_1 = i_2 = 1_g \) and take \( g \ltimes g \) to be the quotient of \( g \star g \) by the relation \( i_1(x) \star i_2(y) = i_2(x) \star i_1(y) \) for each \( x, y \in g \).

In the case of \( a \) and \( b \) being two ideals of a Leibniz algebra \( g \) seen as crossed modules, the non-abelian exterior product \( a \ltimes b \) is just \( a \star b \) quotient by the elements of the form \( i_1(c) \ltimes i_2(c') - i_2(c) \ltimes i_1(c') \), where \( c, c' \in a \cap b \); \( i_1 : a \cap b \to a \) and \( i_2 : a \cap b \to b \) are the natural inclusions.

The proof of the following proposition is immediate.

Proposition 3.10. Let \( a \) and \( b \) be two ideals of a Leibniz algebra. There is a homomorphism of Leibniz algebras

\[
\theta_{a,b} : a \ltimes b \to a \cap b
\]

defined on generators by \( \theta_{a,b}(a \ltimes b) = [a, b] \) and \( \theta_{a,b}(b \ltimes a) = [b, a] \), for all \( a \in a \) and \( b \in b \). Moreover, \( \theta_{a,b} \) is a crossed module of Leibniz algebras (c.f. [15] Proposition 4.3]).

Proposition 3.11. Let \( g \) be a perfect Leibniz algebra, that is, \( g = [g, g] \). Then the homomorphism \( \theta_{g,g} : g \ltimes g \to g \) is the universal central extension of \( g \).

Proof. The last four identities of the non-abelian tensor product immediately imply that \( g \star g = g \ltimes g \). Hence, by [15] Theorem 6.5] the homomorphism \( \theta_{g,g} : g \ltimes g \to g \) is the universal central extension of the perfect Leibniz algebra \( g \). \( \square \)

3.12. Relationship to the second homology. Let \( \gamma : g \to h \) be a homomorphism of Leibniz algebras, \( a \) and \( a' \) (resp. \( b \) and \( b' \)) be two ideals of \( g \) (resp. \( h \)) such that \( \gamma(a) \subseteq b \) and \( \gamma(a') \subseteq b' \). Since \( \gamma(a \cap a') \subseteq b \cap b' \), it is easy to see that \( \gamma \) induces a homomorphism of Leibniz algebras \( a \ltimes a' \to b \ltimes b' \) in the natural way: \( a \ltimes a' \to \gamma(a) \ltimes \gamma(a') \) and \( a' \ltimes a \to \gamma(a') \ltimes \gamma(a) \), for all \( a \in a, a' \in a' \).

Now suppose that \( 0 \to a \to g \to h \to 0 \) and \( 0 \to a' \to g' \to h' \to 0 \) are extensions of Leibniz algebras, where \( a' \) and \( g' \) are ideals of \( g \), while \( h' \) is an ideal of \( h \). Then the following naturally induced map \( g \ltimes a' \times a \ltimes g' \to g \ltimes g' \) is not in general a homomorphism of Leibniz algebras, but the following sequence

\[
g \ltimes a' \times a \ltimes g' \to g \ltimes g' \to h \ltimes h' \to 0 \quad (3.1)
\]

is exact, in the sense that \( \text{im} (g \ltimes a' \times a \ltimes g' \to g \ltimes g') = \text{Ker} (g \ltimes g' \to h \ltimes h') \).

Lemma 3.13. Let \( 0 \to a \to g \to h \to 0 \) be an extension of Leibniz algebras. Then, the following induced sequence of Leibniz algebras \( a \ltimes g \to g \ltimes h \to h \ltimes h \to 0 \) is exact.
Proof. Since the images of the induced homomorphisms \( a \otimes g \to g \otimes g \) and \( g \otimes a \to g \otimes g \) are the same, the statement follows immediately from the exactness of (3.1). \( \square \)

**Proposition 3.14.** Let \( f \) be a free Leibniz algebra over a set \( X \). Then \( \theta_{f,f} \) is injective.

Proof. We will consider \( \theta_{f,f} \) as an epimorphism \( f \otimes f \to [f,f] \) and show that it is an isomorphism. Using the same notations as in Subsection 2.2, suppose \( [M_X, M_X] \) denotes the subset \( \{ [x,y] \mid x, y \in M_X \} \) of \( M_X \) and \( \mathbb{K}[M_X, M_X] \) denotes the free vector space over the set \( [M_X, M_X] \). Then,

\[
[f, f] = \frac{\mathbb{K}[M_X, M_X]}{\mathcal{N}(S_X)}.
\]

Note that for each element \( m \in [M_X, M_X] \) there are unique \( x \) and \( y \) in \( M_X \) such that \( m = [x,y] \). Therefore, the following map \( \tau : \mathbb{K}[M_X, M_X] \to f \otimes f \), given by \( [x,y] \mapsto x \otimes y \) for each \( x, y \in M(X) \), is well-defined. We have

\[
[x, [y, z]] - [[x, y], z] + [[x, z], y] \mapsto x \otimes [y, z] - [x, y] \otimes z + [x, z] \otimes y = 0,
\]

for each \( x, y, z \in M_X \). Moreover, if \( m = \sum_{i=1}^{n} k_i x_i \in S_X \) with \( k_1, \ldots, k_n \in \mathbb{K} \) and \( x_1, \ldots, x_n \in M_X \), then we have:

\[
[x, m] \mapsto \sum_{i=1}^{n} k_i (x \otimes x_i) = x \otimes \left( \sum_{i=1}^{n} k_i x_i \right) = 0,
\]

\[
[m, x] \mapsto \sum_{i=1}^{n} k_i (x_i \otimes x) = \left( \sum_{i=1}^{n} k_i x_i \right) \otimes x = 0,
\]

for each \( x \in M_X \). As a result we have that \( \tau(\mathcal{N}(S_X)) = 0 \). Thus, \( \tau \) induces a well-defined linear map \( \tau^* : [f,f] \to f \otimes f \). Furthermore, \( \tau^* \circ \theta_{f,f} = 1_{f,f} \) and \( \theta_{f,f} \circ \tau^* = 1_{[f,f]} \). This completes the proof. \( \square \)

**Corollary 3.15.** Let \( 0 \to r \to f \to g \to 0 \) be a free presentation of a Leibniz algebra \( g \). Then there is an isomorphism

\[
g \otimes g \cong [f, f]/[r, f].
\]

Proof. This follows from Lemma 3.13 and Proposition 3.14. \( \square \)

**Theorem 3.16.** Let \( g \) be a Leibniz algebra. Then there is an isomorphism

\[
HL_2(g) \cong \text{Ker} \left( \theta_{0,g} : g \otimes g \to g \right).
\]

Proof. Let \( 0 \to r \to f \to g \to 0 \) be a free presentation of \( g \). By the Hopf formula we have

\[
HL_2(g) \cong \text{Ker} \left( [f, f]/[r, f] \to g \right).
\]

Thus, Corollary 3.15 completes the proof. \( \square \)
Proposition 3.17. Let $0 \to a \to g \to h \to 0$ be an extension of Leibniz algebras. Then we have the following exact sequence

$$\text{Ker} \left( \theta_{a,g} : a \wedge g \to a \right) \to HL_2(g) \to HL_2(h) \to a/[a,g] \to HL_1(g) \to HL_1(h) \to 0.$$ 

Proof. By Lemma 3.13 we have the following commutative diagram with exact rows

$$\begin{array}{cccccc}
a \wedge g & \to & g \wedge g & \to & h \wedge h & \to 0 \\
\theta_{a,g} & & \theta_{b,g} & & \theta_{b,h} & \\
0 & \to & a & \to & g & \to 0.
\end{array}$$

Now the Snake Lemma and Theorem 3.16 yield the exact sequence. \qed

Let $g \bullet g$ denote the vector space $\text{Coker}(g \otimes g \to g \otimes g)$, where $d$ is the boundary map in $CL_*(g)$. Let $\delta : g \bullet g \to g \wedge g$ be a linear map given by $x \bullet y \mapsto [x,y]$ for each $x,y \in g$. It is easy to check that $\delta$ is well-defined.

Proposition 3.18. The linear map $\delta : g \bullet g \to g \wedge g$ is an isomorphism of vector spaces.

Proof. We have the following commutative diagram with exact rows:

$$\begin{array}{cccccc}
0 & \to & \text{Ker} \ d' & \to & g \bullet g & \to & g/[g,g] \\
& & \delta & & & \\
0 & \to & \text{Ker} \ \theta_{b,g} & \to & g \wedge g & \to & g/[g,g],
\end{array}$$

where $d'$ is given by $x \bullet y \mapsto [x,y]$ for each $x,y \in g$. Since $HL_2(g) = \text{Ker} \ d'$, by Theorem 3.16 we have an isomorphism $\text{Ker} \ d' \cong \text{Ker} \ \theta_{b,g}$. It is easy to verify that this isomorphism is induced by $\delta$. Hence, the above diagram proves the proposition. \qed

Remark 3.19. It is shown in [18] that the vector space $g \bullet g$ has the Leibniz algebra structure given by

$$[x \bullet y, x' \bullet y'] = [x,y] \bullet [x',y'],$$

for each $x,y,x',y' \in g$. This fact results from the previous proposition, because in $g \wedge g$ we have that $[x \wedge y, x' \wedge y'] = [x,y] \wedge [x',y']$.

4. Third homology and the eight term exact sequence

In this section we will use the method developed in [9] to prove the eight term exact sequence.
Lemma 4.1. Let $0 \to a \to g \xrightarrow{\tau} h \to 0$ be a split extension of Leibniz algebras, i.e. there is a homomorphism of Leibniz algebras $\sigma : h \to g$ such that $\tau \circ \sigma = 1_h$. Then the induced homomorphism of Leibniz algebras $a \ltimes g \to g \ltimes g$ is injective.

Proof. Denote the induced homomorphism of Leibniz algebras $a \ltimes g \to g \ltimes g$ by $\alpha$. We shall show that there exists a linear map $g \ltimes g \to a \ltimes g$ which is a $K$-linear splitting for $\alpha$. For each element $x \in g$ there are unique $a \in a$ and $y \in h$ such that $x = a + \tau(h)$.

Let $\beta : g \otimes g \to a \ltimes g$ be a linear map given by $(a + \tau(h)) \otimes (a' + \tau(h')) \mapsto a \ltimes \tau(h') + a \ltimes a' + \tau(h) \ltimes a'$ for each $a, a' \in a$ and $y, y' \in g$. It is easy to check that $\beta$ is well-defined $K$-linear map and that $\beta(\ker d) = 0$, where $d : g \otimes g \otimes g \to g \otimes g$ is the boundary map in $CL_s(g)$. Thus, $\beta$ induces the linear map $\beta : g \cdot g \to a \ltimes g$. Now, let $\delta : g \cdot g \to g \ltimes g$ be the linear map defined as in Section 3. Then, the linear map $\beta \delta^{-1} : g \ltimes g \to a \ltimes g$ is such that $\beta \delta^{-1} \alpha = 1_{a \ltimes g}$. Thus, $\alpha$ is injective.

Theorem 4.2. Let $0 \to r \to f \to g \to 0$ be a free presentation of a Leibniz algebra $g$. Then there is an isomorphism

$$HL_3(g) \cong \ker \left( \theta_{r,f} : r \ltimes f \to r \right).$$

Proof. According to Remark 2.4, for computing $HL_3(g)$ we can use an exact augmented simplicial Leibniz algebra

$$f_0 \to f_1 \to f_2 \to \cdots \to f_n \to g$$

such that $f_i$ is a free Leibniz algebra over a set, for each $i \geq 0$, $f_0 = f$ and $\ker d_0 = r$. Then, the long exact homotopy sequence derived from the following short exact sequence of simplicial Leibniz algebras

$$0 \to [f_*, f_*] \to f_* \to 

\text{Ab}(f_*) \to 0,$$

implies that $HL_3(g)$ is isomorphic to the first homotopy group of the following simplicial Leibniz algebra

$$\ldots [f_2, f_2] \xrightarrow{d_2} [f_1, f_1] \xrightarrow{d_1} [f_0, f_0].$$

Hence,

$$HL_3(g) \cong \ker d_0 \cap \ker d_1 \cap [f_1, f_1]/d_2(\ker d_0 \cap \ker d_1 \cap [f_2, f_2]).$$

Since $HL_2(f_0) = 0$ and $HL_3(f_1) = 0$, using Hopf formulas we have

$$\ker d_0 \cap [f_1, f_1] = [\ker d_0, f_1],$$

$$\ker d_0 \cap \ker d_1 \cap [f_2, f_2] = [\ker d_0 \cap \ker d_1, f_2] + [\ker d_0, \ker d_1].$$
Therefore,
\[
HL_3(\mathfrak{g}) \cong \text{Ker } d_1^3 \cap [\text{Ker } d_0^3, f_1]/d_2^3 ([\text{Ker } d_0^2 \cap \text{Ker } d_1^2, f_2] + [\text{Ker } d_0^2, \text{Ker } d_1^2])
\]
\[
= \text{Ker } d_1^3 \cap [\text{Ker } d_0^3, f_1]/([d_2^2(\text{Ker } d_0^2 \cap \text{Ker } d_1^2), d_2^2(f_2)] + d_2^2(\text{Ker } d_0^2), d_2^2(\text{Ker } d_1^2))
\]
\[
= \text{Ker } d_1^3 \cap [\text{Ker } d_0^3, f_1]/([\text{Ker } d_0^3 \cap \text{Ker } d_1^3, f_1] + [\text{Ker } d_0^3, \text{Ker } d_1^3]).
\]
Since \(d_1^3([\text{Ker } d_0^3 \cap \text{Ker } d_1^3, f_1] + [\text{Ker } d_0^3, \text{Ker } d_1^3]) = 0\), we get
\[
HL_3(\mathfrak{g}) \cong \text{Ker } \left( \frac{[\text{Ker } d_0^3, f_1]}{[\text{Ker } d_0^3 \cap \text{Ker } d_1^3, f_1] + [\text{Ker } d_0^3, \text{Ker } d_1^3]} \xrightarrow{d_1^3/f_0, f_0} \right). \tag{4.1}
\]

Furthermore, since \(0 \to \text{Ker } d_1^3 \to f_1 \to f_0 \to 0\) is a free presentation of \(f_0\) which splits, by Proposition 3.14 and Lemma 4.1, the following map \(\text{Ker } d_1^3 \times f_1 \to [\text{Ker } d_1^3, f_1]\), defined by \(x \times y \mapsto [x, y], y \times x \mapsto [y, x]\), for all \(x \in \text{Ker } d_1^3\) and \(y \in f_1\), is an isomorphism. Therefore,
\[
\frac{[\text{Ker } d_0^3, f_1]}{[\text{Ker } d_0^3 \cap \text{Ker } d_1^3, f_1] + [\text{Ker } d_0^3, \text{Ker } d_1^3]} \cong \text{Ker } d_0^3 \times f_1.
\]
Hence, the exact sequences \(0 \to \text{Ker } d_0^3 \cap \text{Ker } d_1^3 \to \text{Ker } d_1^3 \to \text{Ker } d_0^3 \to 0\) and \(0 \to \text{Ker } d_1^3 \to f_1 \to f_0 \to 0\), and (3.1) imply that
\[
\frac{[\text{Ker } d_0^3, f_1]}{[\text{Ker } d_0^3 \cap \text{Ker } d_1^3, f_1] + [\text{Ker } d_0^3, \text{Ker } d_1^3]} \cong \text{Ker } d_0^3 \times f_0 = \tau \times f. \tag{4.2}
\]
Now (4.1) and (4.2) complete the proof. \(\square\)

Proposition 4.3. Let \(0 \to a \to g \xrightarrow{\tau} h \to 0\) be an extension of Leibniz algebras. Then we have the following exact sequence
\[
HL_3(g) \to HL_3(h) \to \text{Ker } (\theta_{a,0}: a \times g \to a) \to HL_2(g) \to HL_2(h)
\]
\[
\to a/[a, g] \to HL_1(g) \to HL_1(h) \to 0.
\]

Proof. Any free presentation \(0 \to \tau \to f \xrightarrow{\theta} g \to 0\) of \(g\) produces a free presentation \(0 \to s \to f \xrightarrow{\tau \circ \theta} h \to 0\) of \(h\) and an extension \(0 \to \tau \to s \to a \to 0\) of Leibniz algebras. By (3.1) we have the following exact sequence
\[
s \times \tau \times f \to s \times f \to a \times g \to 0.
\]
This sequence yields the following exact sequence
\[
\tau \times f \to s \times f \to a \times g \to 0.
\]
Thus, we have the following commutative diagram with exact rows
\[
\begin{array}{cccccc}
\tau \times f & \to & s \times f & \to & a \times g & \to & 0 \\
\theta_{s,i} & & \theta_{s,\tau} & & \theta_{a,0} & & \\
0 & \to & \tau & \to & s & \to & a & \to & 0.
\end{array}
\]
The Snake Lemma and Theorem 4.2 imply the following exact sequence

\[ HL_3(\mathfrak{g}) \to HL_3(\mathfrak{h}) \to \text{Ker} (\theta_{a,\mathfrak{g}} : \mathfrak{a} \otimes \mathfrak{g} \to \mathfrak{a}) \to \mathfrak{r}/[\mathfrak{r}, \mathfrak{f}] \to \mathfrak{s}/[\mathfrak{s}, \mathfrak{f}]. \]

It is easy to see that

\[ \text{Im} \left( \text{Ker} (\theta_{a,\mathfrak{g}} : \mathfrak{a} \otimes \mathfrak{g} \to \mathfrak{a}) \to \mathfrak{r}/[\mathfrak{r}, \mathfrak{f}] \right) \subseteq \frac{\mathfrak{r} \cap [\mathfrak{f}, \mathfrak{f}]}{[\mathfrak{r}, \mathfrak{f}]} . \]

Therefore, we have an exact sequence:

\[ HL_3(\mathfrak{g}) \to HL_3(\mathfrak{h}) \to \text{Ker} (\theta_{a,\mathfrak{g}} : \mathfrak{a} \otimes \mathfrak{g} \to \mathfrak{a}) \to \frac{\mathfrak{r} \cap [\mathfrak{f}, \mathfrak{f}]}{[\mathfrak{r}, \mathfrak{f}]} \to \frac{\mathfrak{s} \cap [\mathfrak{f}, \mathfrak{f}]}{[\mathfrak{s}, \mathfrak{f}]} . \]

Using the Hopf formula we get an exact sequence:

\[ HL_3(\mathfrak{g}) \to HL_3(\mathfrak{h}) \to \text{Ker} (\theta_{a,\mathfrak{g}} : \mathfrak{a} \otimes \mathfrak{g} \to \mathfrak{a}) \to HL_2(\mathfrak{g}) \to HL_2(\mathfrak{h}) . \]

The rest of the proof follows from Proposition 3.17.

**Corollary 4.4.** (see [7]) Let 0 → \mathfrak{a} → \mathfrak{g} → \mathfrak{h} → 0 be a central extension of Leibniz algebras, i.e. \([\mathfrak{a}, \mathfrak{x}] = [\mathfrak{x}, \mathfrak{a}] = 0\) for all \(\mathfrak{a} \in \mathfrak{a}\) and \(\mathfrak{x} \in \mathfrak{g}\). Then there is the following exact sequence

\[ HL_3(\mathfrak{g}) \to HL_3(\mathfrak{h}) \to \text{Coker} \left( \mathfrak{a} \otimes \mathfrak{a} \xrightarrow{\eta} \mathfrak{a} \otimes \frac{\mathfrak{g}}{[\mathfrak{g}, \mathfrak{g}]} \oplus \frac{\mathfrak{g}}{[\mathfrak{g}, \mathfrak{g}]} \otimes \mathfrak{a} \right) \to HL_2(\mathfrak{g}) \to HL_2(\mathfrak{h}) \to 0 , \]

where \(\eta : \mathfrak{a} \otimes \mathfrak{a} \to \mathfrak{a} \otimes \frac{\mathfrak{g}}{[\mathfrak{g}, \mathfrak{g}]} \oplus \frac{\mathfrak{g}}{[\mathfrak{g}, \mathfrak{g}]} \otimes \mathfrak{a}\) is given by \(\mathfrak{a} \otimes \mathfrak{b} \mapsto (\mathfrak{a} \otimes \overline{\mathfrak{b}}, -\overline{\mathfrak{a}} \otimes \mathfrak{b})\), where \(\overline{\mathfrak{a}} = \mathfrak{a} + [\mathfrak{g}, \mathfrak{g}]\) and \(\overline{\mathfrak{b}} = \mathfrak{b} + [\mathfrak{g}, \mathfrak{g}]\) for each \(\mathfrak{a}, \mathfrak{b} \in \mathfrak{a}\).

**Proof.** Under the required conditions, the Leibniz algebras \(\mathfrak{a}\) and \(\mathfrak{g}\) act trivially on each other. Then, by [15, Proposition 4.2], we have a natural isomorphism

\[ \mathfrak{a} \ast \mathfrak{g} \cong \mathfrak{a} \otimes \frac{\mathfrak{g}}{[\mathfrak{g}, \mathfrak{g}]} \oplus \frac{\mathfrak{g}}{[\mathfrak{g}, \mathfrak{g}]} \otimes \mathfrak{a} . \]

Since \(\mathfrak{a} \ast \mathfrak{g}\) is obtained from \(\mathfrak{a} \ast \mathfrak{g}\) by killing the elements of the form \(a \ast i(b) - i(a) \ast b\), where \(a, b \in \mathfrak{a}\) and \(i : \mathfrak{a} \to \mathfrak{g}\) is the natural inclusion, we get an isomorphism

\[ \mathfrak{a} \ast \mathfrak{g} \cong \text{Coker} \left( \eta : \mathfrak{a} \otimes \mathfrak{a} \to \mathfrak{a} \otimes \frac{\mathfrak{g}}{[\mathfrak{g}, \mathfrak{g}]} \oplus \frac{\mathfrak{g}}{[\mathfrak{g}, \mathfrak{g}]} \otimes \mathfrak{a} \right) . \]

Then, by Proposition 4.3 we conclude the required result.

5. **Relationship to the universal quadratic functor**

In this section \(\mathbb{K}\) is a commutative ring with identity (not necessarily a field). Keeping in mind Remark 3.9, we will use only those constructions and facts from the previous sections, which do not require \(\mathbb{K}\) to be a field.

In the case of Lie algebras, there is a connection between the non-abelian exterior product of Lie algebras and Whitehead’s universal quadratic functor ([12]). We can observe it in the Leibniz algebras case too.
Definition 5.1 ([26]). Let $A$ be a $\mathbb{K}$-module and consider the endofunctor that sends $A$ to the $\mathbb{K}$-module generated by the symbols $\gamma(a)$ with $a \in A$, quotient by the submodule generated by

$$k^2\gamma(a) = \gamma(ka),$$
$$\gamma(a + b + c) + \gamma(a) + \gamma(b) + \gamma(c) = \gamma(a + b) + \gamma(a + c) + \gamma(b + c),$$
$$\gamma(ka + b) + k\gamma(a) + k\gamma(b) = k\gamma(a + b) + \gamma(ka) + \gamma(b),$$

for all $k \in \mathbb{K}$ and $a, b, c \in A$. This functor denoted by $\Gamma$ is called universal quadratic functor.

Proposition 5.2 ([26]). Let $I$ be a well-ordered set and $A$ be a free $\mathbb{K}$-module with basis $\{e_i\}_{i \in I}$. Then $\Gamma(A)$ is a free $\mathbb{K}$-module with basis

$$\{\gamma(e_i)\}_{i \in I} \cup \{\gamma(e_i + e_j) - \gamma(e_i) - \gamma(e_j)\}_{i < j}.$$

Let $\eta: m \to g$ and $\mu: n \to g$ be two crossed modules of Leibniz algebras. As we know there are induced actions of $m$ and $n$ on each other via the action of $g$. Let $m \times_\eta n = \{(m, n) : \eta(m) = \mu(n)\}$ be the pullback of $\eta$ and $\mu$. It is a Leibniz subalgebra of $m \oplus n$. Let $\langle m, n \rangle = \{(\tau_m(x), \tau_n(x)) : x \in m \ast n\}$, where $\tau_m: m \ast n \to m$ and $\tau_n: m \ast n \to n$ are homomorphisms introduced in Subsection 3.5.

Proposition 5.3. $\langle m, n \rangle$ is an ideal of $m \times_\eta n$ and the quotient $(m \times_\eta n)/\langle m, n \rangle$ is abelian.

Proof. The assertion that $\langle m, n \rangle$ is an ideal of $m \times_\eta n$ follows by straightforward calculations. For instance, given any $m \in m$, $n \in n$ and $(m', n') \in m \times_\eta n$ we get

$$[(\tau_m(m \ast n), \tau_n(m \ast n)), (m', n')]=[(m^n, m^n), (m', n')]$$
$$= [(m^n, m'), (m^n, n')]$$
$$= (m^n m', \mu(m^n) n')$$
$$= (m^n)^{m'}, (m^n) n'$$
$$= (\tau_m(m \ast n), \tau_n(m \ast n')).$$

Now take any $(m, n), (m', n') \in m \times_\eta n$, then we have

$$[(m, n), (m', n')]=[(m, m'), [n, n']] = (m^{m'}, n^{n'}) = (m^n, n^n) = (\tau_m(m \ast n'), \tau_n(m \ast n')),$$

showing that $(m \times_\eta n)/\langle m, n \rangle$ is abelian. 

Proposition 5.4. There is a well defined homomorphism of Leibniz algebras

$$\Gamma\left(\frac{m \times_\eta n}{\langle m, n \rangle}\right) \xrightarrow{\psi} m \ast n,$$

given by $\psi(\gamma((m, n) + \langle m, n \rangle)) = m \ast n - n \ast m$. 

Proof. It is easy to check that \( \psi \) preserves the defining relations of \( \Gamma \). Thus, it suffices to show that 
\[
(m' + \tau_m(x)) \ast (n' + \tau_n(x)) - (n' + \tau_n(x)) \ast (m' + \tau_m(x)) = m' \ast n' - n' \ast m'
\]
each \( x \in \mathfrak{m} \ast \mathfrak{n} \). This reduces to prove that 
\[
m' \ast m^n - m^n \ast m' + m^n \ast n' - n' \ast m^n = 0.
\]
Using the defining relations of the non-abelian tensor product we have 
\[
m' \ast m^n - m^n \ast m' + m^n \ast n' - n' \ast m^n = [m', m] \ast n - m' \ast n \ast m - m \ast n^m - [m, m'] \ast n
\]
\[
+ m' \ast n + m \ast [n, n'] - n' \ast m + [n', n] \ast m
\]
\[
= [m', m] \ast n - [n', n] \ast m - m \ast [n, n'] - [m, m'] \ast n
\]
\[
+ [m, m'] \ast n + m \ast [n, n'] + [m', m] \ast n - [n', n] \ast m = 0.
\]
By Proposition 3.7 we know that \( \text{Im} \psi \) is contained in the centre of \( \mathfrak{m} \ast \mathfrak{n} \), so \( \psi \) is a homomorphism of Leibniz algebras.

It is clear that \( \text{Im} \psi \) is contained in \( \ker(\pi: \mathfrak{m} \ast \mathfrak{n} \to \mathfrak{m} \wedge \mathfrak{n}) \), where \( \pi \) is the canonical projection. But the following sequence
\[
\[ \Gamma\left(\frac{\mathfrak{m} \ast \mathfrak{n}}{\langle \mathfrak{m}, \mathfrak{n} \rangle}\right) \xrightarrow{\psi} \mathfrak{m} \ast \mathfrak{n} \xrightarrow{\pi} \mathfrak{m} \wedge \mathfrak{n} \xrightarrow{0}, \]
\]
is not exact in many cases. Nevertheless, we have the following

**Proposition 5.5.** There is an exact sequence of Leibniz algebras
\[
\[ \Gamma\left(\frac{\mathfrak{m} \ast \mathfrak{n}}{\langle \mathfrak{m}, \mathfrak{n} \rangle} \oplus \frac{\mathfrak{m} \ast \mathfrak{n}}{\langle \mathfrak{m}, \mathfrak{n} \rangle} \right) \xrightarrow{\tilde{\psi}} \mathfrak{m} \ast \mathfrak{n} \xrightarrow{\pi} \mathfrak{m} \wedge \mathfrak{n} \xrightarrow{0}, \]
\]
where \( \tilde{\psi}(\gamma((m, n) + \langle \mathfrak{m}, \mathfrak{n} \rangle, (m', n') + \langle \mathfrak{m}, \mathfrak{n} \rangle)) = m \ast n' - n \ast m' \).

**Proof.** Like in Proposition [5.4] the crucial part of the proof is to show that 
\[
(m + \tau_m(x)) \ast (n + \tau_n(x')) - (n + \tau_n(x)) \ast (m + \tau_m(x')) = m \ast n' - n \ast m' \]
for all \( x, x' \in \mathfrak{m} \ast \mathfrak{n} \). Let \( x = m_1 \ast n_1 \) and \( x' = m'_1 \ast n'_1 \), then proving that \( m \ast m'_1 n_1^m + m'_1 n_1^m - n \ast m_1^m - m_1 n_1 \ast m' = 0 \), will imply the result. Using the defining identities of the non-abelian tensor product, we get 
\[
m \ast m'_1 n_1^m + m'_1 n_1^m - n \ast m_1^m - m_1 n_1 \ast m'
\]
\[
= [m, m'_1] \ast n_1^m - m'_1 n_1^m \ast n_1^m + m_1 \ast [n_1, n'] + m'_1 \ast n_1^m
\]
\[
+ [n_1, n'] \ast m_1^m - n^m m'_1 n_1^m - [m_1, m'_1] \ast n_1 - m_1 \ast n_1^m = 0.
\]
The proof is complete, since it is straightforward that in this case \( \text{Im} \tilde{\psi} = \ker \pi \).

In the particular case of \( \mathfrak{a} \) and \( \mathfrak{b} \) being ideals of a Leibniz algebra \( \mathfrak{g} \), Proposition 5.4 and Proposition 5.5 can be viewed as follows:

**Corollary 5.6.** There is a well defined homomorphism of Leibniz algebras
\[
\[ \Gamma\left(\frac{\mathfrak{a} \cap \mathfrak{b}}{\langle \mathfrak{a}, \mathfrak{b} \rangle}\right) \xrightarrow{\psi} \mathfrak{a} \ast \mathfrak{b}, \]
\]
given by \( \psi(c + [a, b]) = i_1(c) \ast i_2(c) - i_2(c) \ast i_1(c) \), for any \( c \in a \cap b \) and the natural inclusions \( i_1: a \cap b \to a \), \( i_2: a \cap b \to b \).

**Corollary 5.7.** There is an exact sequence of Leibniz algebras

\[
\Gamma\left(\frac{a \cap b}{[a, b]} \oplus \frac{a \cap b}{[a, b]}\right) \xrightarrow{\tilde{\psi}} a \ast b \xrightarrow{\pi} a \wedge b \to 0,
\]

where \( \tilde{\psi}(c + [a, b], c' + [a, b]) = i_1(c) \ast i_2(c') - i_2(c) \ast i_1(c') \), for all \( c, c' \in a \cap b \).

In the next proposition \( \frac{a \cap b}{[a, b]} \wedge \frac{a \cap b}{[a, b]} \) denotes the exterior product of \( \mathbb{K} \)-modules.

**Proposition 5.8.** There is an exact sequence of Leibniz algebras

\[
\frac{a \cap b}{[a, b]} \wedge \frac{a \cap b}{[a, b]} \xrightarrow{\phi} a \ast b \xrightarrow{\pi} a \wedge b \to 0,
\]

where \( \pi \) is the canonical projection and \( \phi((c + [a, b]) \wedge (c' + [a, b])) = i_1(c) \ast i_2(c') - i_2(c) \ast i_1(c') + \text{Im} \psi \), for all \( c, c' \in a \cap b \).

**Proof.** To check that \( \phi \) is well defined, it suffices to verify the following identities:

\[
i_1(c) \ast i_2[a, b] - i_2(c) \ast i_1[a, b] = 0,
\]

\[
i_1[a, b] \ast i_2(c) - i_2[a, b] \ast i_1(c) = 0,
\]

for all \( c \in a \cap b \), \( a \in a \) and \( b \in b \). Using (3c), (3d) and (4b) we have:

\[
i_1(c) \ast i_2[a, b] - i_2(c) \ast i_1[a, b]
= i_2[c, a] \ast i_1(b) - i_1[c, b] \ast i_2(a) - i_2(c) \ast i_1[a, b]
= i_1[c, b] \ast i_2(a) - i_2(c) \ast i_1[b, a] - i_1[c, b] \ast i_2(a) - i_2(c) \ast i_1[a, b] = 0.
\]

Using (3d), (3b) and (4b) we have:

\[
i_1[a, b] \ast i_2(c) - i_2[a, b] \ast i_1(c)
= i_2[a, c] \ast i_1(b) + i_2(a) \ast i_1[b, c] - i_2[a, b] \ast i_1(c)
= i_2(a) \ast i_1[c, b] + i_2(a) \ast i_1[b, c] = 0.
\]

The proof is complete, since it is straightforward that \( \text{Im} \phi = \text{Ker} \pi \). \( \square \)

Let \( g \) be a Leibniz algebra, and let \( \tau: g \times g \to g^{ab} \otimes g^{ab} \) be the homomorphism defined by \( i_1(g) \ast i_2(g') \mapsto (g + [g, g]) \otimes (g' + [g, g]) \), \( i_2(g) \ast i_1(g') \mapsto 0 \), for all \( g, g' \in g \), where \( \otimes \) denotes the tensor product of \( \mathbb{K} \)-modules. Then, \( \tau \) induces well defined homomorphisms \( \overline{\tau} : g \ast g \to g^{ab} \wedge g^{ab} \) and \( \overline{\tau} : g^g \to g^{ab} \wedge g^{ab} \), where \( \psi \) is defined as in Proposition 5.4.
Proposition 5.9. We have the following exact sequence of Leibniz algebras

$$0 \longrightarrow g^{ab} \wedge g^{ab} \phi \longrightarrow g \mathbin{*} g \atop \text{im } \psi \longrightarrow g \mathbin{\wedge} g \longrightarrow 0.$$

where $\pi$ is the canonical projection and $\phi$ is defined as in Proposition 5.8. Moreover, the following map

$$\frac{g \mathbin{*} g}{\text{im } \psi} \longrightarrow (g \mathbin{\wedge} g) \oplus (g^{ab} \wedge g^{ab})$$

is an isomorphism of Leibniz algebras.

Proof. It is easy to see that $\tilde{\tau} \circ \phi = 1_{g^{ab} \wedge g^{ab}}$. This implies both parts of the proposition. $\Box$

Proposition 5.10. Let $g$ be a Leibniz algebra such that $g^{ab}$ is free as a $K$-module. Then there is an exact sequence of Leibniz algebras

$$0 \longrightarrow \Gamma(g^{ab}) \psi \longrightarrow g \mathbin{*} g \atop (\pi, \tilde{\tau}) \longrightarrow (g \mathbin{\wedge} g) \oplus (g^{ab} \wedge g^{ab}) \longrightarrow 0.$$

Proof. By the previous proposition it suffices to show that $\psi$ is injective. By Proposition 5.2 one sees easily that the composition $\tau \circ \psi: \Gamma(g^{ab}) \rightarrow g^{ab} \otimes g^{ab}$ maps a basis of $\Gamma(g^{ab})$ injectively into a set of linearly independent elements. Therefore $\tau \circ \psi$ is injective and $\psi$ is injective. $\Box$

6. Comparison of the second Lie and Leibniz homologies of a Lie algebra

In this section we return to the case when $K$ is a field, $g$ denotes a Lie algebra and $H_2(g)$ denotes the second Chevalley-Eilenberg homology of $g$. It is known that there is an epimorphism $t_g: H_2(L) \rightarrow H_2(g)$ defined in a natural way (see e.g. [24]).

Proposition 6.1. There exists a vector subspace $V$ of $\text{Ker}\{t_g: H_2(L) \rightarrow H_2(g)\}$ such that we have an epimorphism $V \rightarrow \Gamma(g^{ab})$. Hence, if $g$ is not a perfect Lie algebra, then $t_g: H_2(L) \rightarrow H_2(g)$ is not an isomorphism.

Proof. Let $g \mathbin{\wedge} g$ (resp. $g \mathbin{\wedge} g$) denote the non-abelian tensor (resp. exterior) square of the Lie algebra $g$ (see [12]). Then we have two epimorphisms $g \mathbin{\wedge} g \rightarrow g \mathbin{\wedge} g$ and $g \mathbin{\wedge} g \rightarrow g \mathbin{\wedge} g$ defined in a natural way. Since $t_g: H_2(L) \rightarrow H_2(g)$ can be viewed as the natural homomorphism from $\text{Ker}\{g \mathbin{\wedge} g \rightarrow g \mathbin{\wedge} g\}$ to $\text{Ker}\{g \mathbin{\wedge} g \rightarrow g \mathbin{\wedge} g\}$, we have that $t_g(\text{Ker}\{g \mathbin{\wedge} g \rightarrow g \mathbin{\wedge} g\}) = 0$. Let $V = \text{Ker}\{g \mathbin{\wedge} g \rightarrow g \mathbin{\wedge} g\}$. Consider the following commutative diagram with exact rows:

$$
\begin{array}{cccccc}
0 & \longrightarrow & V & \longrightarrow & g \mathbin{\wedge} g & \longrightarrow & g \mathbin{\wedge} g & \longrightarrow & 0 \\
& \uparrow & & \uparrow & & \uparrow & & \uparrow & \\
0 & \longrightarrow & \text{Ker}\{g \mathbin{\wedge} g \rightarrow g \mathbin{\wedge} g\} & \longrightarrow & g \mathbin{\wedge} g & \longrightarrow & g \mathbin{\wedge} g & \longrightarrow & 0.
\end{array}
$$
From this diagram we have an epimorphism $V \to \text{Ker}\{g \star \mathfrak{g} \to g \wedge \mathfrak{g}\}$. Moreover, by [12, Proposition 17] $\text{Ker}\{g \star \mathfrak{g} \to g \wedge \mathfrak{g}\} = \Gamma(g^{ab})$. \hfill \square

**Proposition 6.2.** For a perfect Lie algebra $\mathfrak{g}$, we have the following exact sequence:

$$0 \to HL_2(g \star \mathfrak{g}) \to HL_2(\mathfrak{g}) \to H_2(\mathfrak{g}) \to 0.$$ 

**Proof.** Let $\lambda: g \star \mathfrak{g} \to g \star \mathfrak{g}$ be the natural epimorphism. We have the following commutative diagram:

\[
\begin{array}{ccccccccc}
0 & \longrightarrow & HL_2(\mathfrak{g}) & \longrightarrow & g \wedge \mathfrak{g} & \longrightarrow & g & \longrightarrow & 0 \\
& & \downarrow t_\mathfrak{g} & & \downarrow \lambda & & \downarrow \lambda & & \\
0 & \longrightarrow & H_2(\mathfrak{g}) & \longrightarrow & g \star \mathfrak{g} & \longrightarrow & g & \longrightarrow & 0,
\end{array}
\]

where the first row is the universal central extension in the category of Lie algebras, and the second one is the universal central extension in the category of Leibniz algebras. This diagram implies that $\text{Ker} t_\mathfrak{g} = \text{Ker} \lambda$. Hence, $\text{Ker} \lambda$ is contained in the center of $g \wedge \mathfrak{g}$. Moreover, since $g \wedge \mathfrak{g}$ is the supersolvable Leibniz algebra, we can conclude that $\lambda: g \star \mathfrak{g} \to g \star \mathfrak{g}$ is the universal central extension of $g \star \mathfrak{g}$ in the category of Leibniz algebras. Thus,

$$HL_2(g \star \mathfrak{g}) = \text{Ker} \lambda = \text{Ker} t_\mathfrak{g}.$$ 

The proof is complete. \hfill \square
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