Methods, Applications and Challenges in the Analysis of Interrupted Time Series Data: A Scoping Review
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Objective: Interrupted time series (ITS) designs are robust quasi-experimental designs commonly used to evaluate the impact of interventions and programs implemented in healthcare settings. This scoping review aims to 1) identify and summarize existing methods used in the analysis of ITS studies conducted in health research, 2) elucidate their strengths and limitations, 3) describe their applications in health research and 4) identify any methodological gaps and challenges.

Design: Scoping review.

Data Sources: Searches were conducted in MEDLINE, JSTOR, PUBMED, EMBASE, CINAHL, Web of Science and the Cochrane Library from inception until September 2017.

Study Selection: Studies in health research involving ITS methods or reporting on the application of ITS designs.

Data Extraction: Screening of studies was completed independently and in duplicate by two reviewers. One reviewer extracted the data from relevant studies in consultations with a second reviewer. Results of the review were presented with respect to methodological and application areas, and data were summarized using descriptive statistics.

Results: A total of 1389 articles were included, of which 98.27% (N=1365) were application papers. Segmented linear regression was the most commonly used method (26%, N=360). A small percentage (1.73%, N=24) were methods papers, of which 11 described either the development of novel methods or improvement of existing methods, 7 adapted methods from other areas of statistics, while 6 provided comparative assessment of conventional ITS methods.

Conclusion: A significantly increasing trend in ITS use over time is observed, where its application in health research almost tripled within the last decade. Several statistical methods are available for analyzing ITS data. Researchers should consider the types of data and validate the required assumptions for the various methods. There is a significant methodological gap in ITS analysis involving aggregated data, where analyses involving such data did not account for heterogeneity across patients and hospital settings.
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Introduction

Quasi-experimental designs (QEDs) refer to non-randomized designs that are used to evaluate the effect of interventions and programs.1 Interrupted Time Series (ITS) design is considered the strongest among QEDs and is a powerful tool used for evaluating the impact of interventions and programs implemented in healthcare settings.2,3 With this design, outcomes are measured at different time points before
and after implementing an intervention, allowing the change in level and trend of outcomes to be compared, to evaluate intervention effects.

ITS designs are applied in a wide range of applications and healthcare settings. ITS designs are commonly used to evaluate quality improvement initiatives and infection control programs in hospitals. A recently published systematic review also shows that ITS designs are being increasingly used in drug utilization research. With the increasing research focus on knowledge translation (KT) and evidence-based medicine (EBM), and the growing importance of the uptake of best evidence into clinical practice, ITS analysis has become a common tool used in assessing the effect of clinical practice guidelines and recommendations. For instance, ITS design was used to look at de-adoption of tight glycemic control in critically ill patients across 113 intensive care units (ICUs) in the USA following publication of a randomized trial showing that tight glycemic control can increase mortality. In another study, ITS design was used in evaluating the impact of Otolaryngology Head and Neck Surgery (OHNS) guidelines on perioperative care process and patient outcomes in children undergoing tonsillectomy. In recent years, ITS studies have also been included in Cochrane systematic reviews done by the Effective Practice and Organization of Care Review group, indicating their usefulness in studies of organizational and practice change interventions.

ITS designs are generally highly regarded for their rigor (compared to the traditional before and after studies) and are arguably considered the optimal approach in evaluating the impact of hospital-wide interventions and new policies implemented nationwide. ITS designs allow us to statistically test potential biases such as, autocorrelation, seasonality, non-stationarity, heteroskedasticity, history, maturation and random fluctuations. Moreover, to increase the internal validity of a study, ITS designs can be modified to include a nonequivalent dependent variable or a control outcome unaffected by the intervention to control for possible concurrent events. A control series which has not been exposed to the intervention can also be added to the ITS design to increase the internal validity of the study.

There are several statistical methods that can be used in analyzing data from an ITS design. The decision on what method to use is often based on several factors including type of outcome (eg, continuous, binary or count), distribution (eg, Gaussian, Skewed), assumptions such as autocorrelation or seasonality, the number of groups/sites included in the ITS design (single site vs multi-site analysis), or the inclusion of a control group. Despite the availability of various statistical methods for ITS analysis, limitations exist in practical applications, where researchers frequently ignore checking the assumptions and the various factors influencing the optimality of the different methods. As such, some ITS data are currently being analyzed using inadequate methods, and hence leading to inaccurate results, erroneous or misleading conclusions, and potentially affecting patient care.

Therefore, in order to reduce bias, increase precision and enhance statistical power it is imperative that researchers use appropriate methods for their analysis. There is also a need for the different statistical methods for ITS analysis to be identified and compared to inform researchers of the available methods and inform future research regarding the strengths and limitations of the methods as well as identify methodological gaps which will pave the way for improvements in ITS design and analysis.

In this study, we conducted a scoping review with the aim of 1) identifying and systematically summarizing available methods used in the analysis of ITS studies, 2) elucidating the strengths and limitations of existing methods, 3) identifying potential methodological gaps and 4) providing an extensive review of the applications of ITS designs and analysis in health research.

Methods

We performed the scoping review using the methods outlined by Arksey and O’Malley and the Joanna Briggs Handbook for conducting systematic scoping reviews. Scoping review methods were used, since our aim was to identify the methods that have been used to analyze ITS data, provide an overview of their strengths and limitations and evaluate the frequency of their application without an in depth assessment of the application papers with respect to their clinical content, risk of bias as well as quality of the design and analysis. We developed a protocol for this scoping review based on the PRISMA-P guidelines. The protocol is published in a peer-reviewed journal and a brief description of our scoping review methods is outlined here.

Search Strategy

We searched electronic databases, MEDLINE, JSTOR, PUBMED, EMBASE, CINAHL, Web of Science and the Cochrane Library from inception until September 2017 for relevant articles and conference abstracts. An experienced
information specialist worked with JEE and JSH to further refine the search strategy presented in the study protocol. We also contacted methodological experts in the field of ITS for any difficult-to-locate and unpublished materials. Additionally, we scanned the references of included articles for other potentially relevant articles. We restricted our search to studies that were reported in English.

Eligibility Criteria
Our eligibility criteria were based on the recommendations by the Effective Practice and Organization of Care (EPOC) Cochrane Group. All health-related studies that reported on the development, adaptation, comparison or application of ITS design or methods were included. Studies with at least 3 time points before and after the intervention and had a clearly defined time point or period within which the intervention was implemented were included. Furthermore, studies were included if the outcome was objectively measured. We excluded ITS studies that had less than 3 time points per period to be consistent with the recommendations found in the literature.

Study Selection and Data Collection
The search results and potentially relevant full-text articles were screened independently by two reviewers and in duplicate (JEE, CS and EB). To ensure reliability, a calibration exercise was performed prior to screening of titles and abstracts as well as full-text articles. Data extraction was completed by JEE in consultations with JSH. All conflicts that arose were resolved by discussion or consultation through a third reviewer. Since this is a scoping review, we did not access the risk of bias of included studies.

Data Extraction and Synthesis
Data were extracted from all included studies. The studies were classified as methodological papers if they reported on the development, adaptation, important additions to common statistical methods, description or comparison of statistical methods for ITS design. Studies were classified as application papers if they used an ITS design or analysis for assessing intervention effect. Data extracted for methodological papers included; article characteristics (eg, title, author, year of publication), type of method, description of method, type of outcome the method is developed for, assumptions involved as well as strengths and limitations of the method as described by the authors. For application papers, the data extracted include; article characteristics, field of application (eg, clinical, pharmaceutical, etc.), setting (eg, single site, multi-site), statistical method used as reported by the authors, number of time points, and the assumptions (eg, presence of autocorrelation) checked or tested.

Results from the review were summarized in two categories: methodological articles and articles on applications of ITS analysis. For methodological papers, we used narrative review to describe the methodological processes or analysis strategies. We also discussed the methods with respect to their strengths and weaknesses, the type of outcome assessed, the assumptions made, the type of software used and the limitations, if stated. Data from application papers were summarized using frequencies and percentages and we also provided tables and figures to depict the distribution.

Results
A total of 9278 articles were returned from the database search, of which 6890 were identified as unique articles. After the initial screening of titles and abstracts, 2262 articles were found to be relevant. After the full-text screening of these articles, 1389 articles were included for the review. A detailed illustration of the study flow is provided in Figure 1.

Study Characteristics
Of the 1389 papers, about 2% (N=24) were classified as methods papers, and the majority (98%, N=1365) were classified as application papers. An overall description of papers included in the scoping review, using broad categories, is provided in Table 1. As shown in the table, the methods papers were presented in three categories, with most of the articles presenting development of novel methods (46%, N=11). For application papers, ITS design has been used most frequently in clinical research (N=621, 46%) and in population and public health research (N=437, 32%). It is also applied frequently in multiple baseline or multiple site studies (N=392, 29%).

Review of Statistical Methods for ITS Analysis
Among the 11 methods papers proposing novel statistical methods for ITS analysis, a considerable percentage (55%, N=6) were developed for either controlled ITS designs or multiple baseline ITS designs, where multiple baseline indicates that the intervention is introduced in different localities (eg, sites, units) at different times. A significant percentage (25%, N=6) of the methods papers provided
a comparative analysis of existing ITS methods where empirical analysis and/or simulated data were used to compare performance of the different methods.\textsuperscript{21,34-38}

Papers on Novel ITS Methods

A detailed summary of the 11 articles with respect to the descriptions of methods’ process, assumptions made, statistical software used, strengths and limitations have been provided (see Table S1, which describes the methods). The methods include the extended time series model introduced by Sun et al (2012) which allows the identification of immediate and gradual changes in an outcome of interest. This time series model comprises a stochastic component and a structural or intervention component. The stochastic component is modelled using ARIMA and the intervention component is divided into 4 subcomponents to detect: 1) pre-intervention marginal change in outcome, 2) post-intervention marginal change in outcome, 3) short-term change in outcome and 4) additional impact of intervention over the observed period.\textsuperscript{39} Their method also allows the assessment of different post-intervention time points.

However, it is not possible to assess the effect of concomitant interventions that may affect the outcome.

Duncan & Duncan (2004) applied the latent growth curve modelling approach to pooled interrupted time-series data. In their approach, they added a growth curve model that captures both the intercept and slope differences over the baseline and intervention periods. The model gives linear and average level change for both periods. This model can be applied to designs with multiple units and different time points, time spacing and growth functions.\textsuperscript{40} It is indicated that their method can be used for a short time series (>2 time points per period).

Figure 1 Flow chart outlining the search and review process, the records identified, included and excluded as well as the reasons for exclusion.
and allows the evaluation of treatment effects in the presence of different covariates. However, they also mentioned that their method is not optimum when the time series is lengthened since the linear growth form may not adequately define the series.

The robust interrupted time series method, using a two-stage approach, was proposed by Cruz et al (2017). The first stage involves identifying the change point and the second stage involves performing formal tests for differences in the correlation structure and variability between pre- and post-intervention.

For this method, the time of intervention is assumed to not necessarily be the same as the time at which the effect of intervention initiate (ie, the change point). The authors demonstrated that their method performed better than traditional segmented regression with regards to mean squared error.

Kong et al (2012) developed an extended logistic regression method for count and proportion data. The authors showed how the incidence rate or proportion of an outcome of interest can be estimated while accounting for seasonality and serial correlation. The method incorporates harmonic functions to account for seasonality and a first-order autoregressive model to account for serial autocorrelation. For the authors also described the different estimation procedures for estimating the parameters and their associated variances. The authors indicated that their method performed better than traditional segmented regression with regards to mean square error.

Kong et al (2012) developed an extended logistic regression method for count and proportion data. The authors showed how the incidence rate or proportion of an outcome of interest can be estimated while accounting for seasonality and serial correlation. The method incorporates harmonic functions to account for seasonality and a first-order autoregressive model to account for serial autocorrelation.41 For this method, the time of intervention is assumed to not necessarily be the same as the time at which the effect of intervention initiate (ie, the change point). The authors demonstrated that their method performed better than traditional segmented regression with regards to mean squared error.

Kong et al (2012) developed an extended logistic regression method for count and proportion data. The authors showed how the incidence rate or proportion of an outcome of interest can be estimated while accounting for seasonality and serial correlation. The method incorporates harmonic functions to account for seasonality and a first-order autoregressive model to account for serial autocorrelation.42 The authors also described the different estimation procedures for estimating the parameters and their associated variances. The authors indicated that their method performed better than the conventional segmented linear regression model.

For studies involving multiple baseline ITS designs, Gbeski et al (2012) introduced the pooled and stacked ITS method of data analysis, where the data are from several units within one site (eg, hospital) or across multiple sites. The data are thus aggregated across the units (or sites) to obtain the overall intervention effect.6 For the pooled analysis, they

| Characteristic | Number of Studies Included in the Review, N, (%) *N= 1389 |
|---------------|-----------------------------------------------------|
| Methods papers | 24 (1.73) |
| Novel methods | 11 (45.8) |
| Method adaptation and important contribution | 7 (29.2) |
| Method comparison | 6 (25.0) |
| Application papers | 1365 (98.27) |
| Field of Application |  |
| Clinical | 621 (45.5) |
| Pharmaceutical | 238 (17.4) |
| Guideline implementation | 69 (5.1) |
| Public health/policy | 437 (32.0) |
| Setting/Design |  |
| Single site | 353 (25.9) |
| Multiple baseline/multi-site | 392 (28.7) |
| Controlled ITS | 237 (17.4) |
| National (population study) | 383 (28.1) |
| Statistical Methods Used in Articles | 360 (26.4) |
| Segmented Regression |  |
| Segmented regression using linear models | 261 (19.1) |
| Segmented regression using GLM, GEE or GAM** | 268 (19.6) |
| Segmented regression using ARIMA | 110 (19.6) |
| Non-segmented regression | 82 (6.0) |
| Non-regression methods eg t-test | 17 (1.2) |
| Difference in differences | 267 (19.6) |
| Unspecified |  |
| Type of Outcome of Interest |  |
| Continuous | 131 (9.6) |
| Count | 1029 (75.4) |
| Binary | 205 (15.0) |
| Number of Time Points |  |
| Less than 16 (or < 8 per period) | 141 (10.3) |
| At least 16 (or ≥ 8 per period) | 634 (46.5) |
| At least 50 | 590 (43.2) |
| Autocorrelation Checked |  |
| Yes | 812 (59.5) |
| Other Biases Checked |  |
| Yes | 607 (44.5) |
| Specific Biases*** |  |
| Seasonality | 407 (67.1) |
| Non-stationarity | 290 (47.8) |
| Heteroskedasticity | 123 (20.3) |
| Confounding | 203 (33.4) |
| Clustering | 68 (11.2) |
| Presentation of ITS Results Figures | 414 (30.3) |

(Continued)
fitted a separate segmented regression model for each unit and then calculated the weighted average of the individual estimates of the parameters where the weights were the inverse variances of the estimates obtained from the individual fitted models. The stacked analysis approach involved fitting a single segmented regression model but accounting for the unit effect by incorporating a variable to represent the units using one unit as reference. Although their methods account for unit effect and heterogeneity among units, having a large number of units may lead to over dispersion or an increase in Type 1 error due to the increase in number of required parameters.

Huitema et al (2014) implemented an extended time series regression model which involved a within unit and between unit analysis. For the within unit analysis which is performed for designs with multiple units and interventions that are rolled out over time and at different time points per unit, they incorporated a continuous variable which they called a penetration variable to evaluate the extent of penetration of the intervention. The penetration variable was calculated as the ratio of number of units with intervention to overall number of units, and it ranged from 0 to 1. Their method is appropriate for interventions that are not introduced in full after baseline. Moreover, the authors indicated that if an effect is identified, the function estimated from the regression can be used to predict the outcome from the degree of intervention penetration. This method, however, does not account for unit effect and heterogeneity across units.

Similarly, Velicer (1994) introduced the pooled time series analysis approach to analyze multiple baseline time-series data, where data are combined from different units and comparison between the units is allowed. The method involved using a patterned transformation matrix and a design matrix. The transformation matrix transforms serially dependent variables to independent variables. The design matrix is defined based on the parameters of interest (level and trend) and differences between units. The author stated that the pooled time series method has the advantage of being easily implemented in existing computer programs with little modification; it can also be adapted to other modelling approaches. For instance, instead of the general transformation matrix used in the proposed method, the ARIMA (1,0,0) transformation matrix can be used for most cases, and thus the method can be implemented in R or SAS. This method, however, requires substantial understanding of transformation, which is a barrier to uptake of the proposed method. The method does not also account for heterogeneity across units.

The propensity score-based weighted interrupted time series analysis was introduced by Linden & Adams (2011) for controlled series. The method allows the pre-intervention characteristics (level and slope) for the treatment and control groups to be comparable. This method uses standard regression techniques, and hence easy to implement. However, the control groups must have significant overlap with treatment group, in terms of basic characteristics, for the weighting to be effective. Fretheim et al (2005) presented a method which is similar to the difference-in-differences approach. As with all controlled ITS studies, this analysis method allows for the detection of anomalous effects and co-interventions. The authors indicated that this method requires more than 6 time points per period for reliable estimation of the regression coefficients.

The state-space method was introduced by Pechlivanoglou et al (2015) for controlled interrupted time series. The method comprises an observation equation and a state equation. The state equation contains the level and trend parameters that are affected by the intervention and allowed to vary over time. The main advantage of this method is the ability to capture effects of co-interventions by the addition of other variables. This method is, however, unable to test the assumption of comparability of the control group and thus overall results might be suboptimal if groups are not comparable. Park (2012) implemented the intervened time series central mean subspace, which is a non-parametric approach to analyzing ITS data. The method is an extension of the central mean subspace in time series to a nonparametric intervention analysis. The dynamic reduction technique is used to analyze the time series using interventions as a covariate. The authors showed that the method is a viable alternative to ARIMA and does not require model specification. The authors stated that a large number of observations is required to ensure model accuracy, however, they did not explicitly specify how large this is required to be.

Papers on Improved or Adapted Methods
A total of 7 methods papers (29%) presented a description of existing statistical methods, used in other areas, that are adapted to ITS analysis or presented important contributions to the adapted methods. These articles include a publication by Gillings et al (1981) who described the implementation of ITS design and the application of segmented linear regression (SLR) methodology in health services research to assess mortality trends,
following the implementation of a regionalized perinatal care program. The authors fitted both SLR and a single non-linear regression to the data; and they showed that SLR explains a greater proportion of variation in the data compared to fitting a single non-linear regression. Moreover, it is much easier to interpret. They also concluded that the SLR is relevant for analyzing ITS data, when the errors are independent.

Wagner et al (2002) presented the SLR approach, which is also known in statistical literature as piece-wise regression. The authors described how this method can be applied to evaluate the effect of a policy or educational intervention implemented to improve quality of medication use. The authors highlighted various factors that should be considered, when using SLR. These include detecting and controlling as well as testing for autocorrelation, seasonality as well as identifying outliers and their effects on the results. The authors indicated that SLR model is a robust modelling technique that allows the estimation of dynamic changes in outcomes following interventions intended to change the use of medication.

Yau et al (2004) described the extension of the zero-inflated Poisson (ZIP) regression model to handle time series of count data with excess zeros in application to occupational health. In their paper, the authors discussed how the method enables the evaluation of an occupational intervention using population-level aggregated count data containing extra zeros. The authors stated the assumptions under which the ZIP model can be used, for instance, the existence of a perfect state (where there are zero counts because events are nearly impossible) and imperfect state (where there are zero counts although events are likely to occur without being avoidable). They also proposed the ZIP mixed autoregression model which is an extension of the ZIP model to account for the dependency between serially observed counts.

Studies presenting important contributions to existing methods include Zhang et al (2009). The authors considered SLR estimators for absolute and relative changes in outcomes and provided methods for obtaining confidence intervals (CIs) of the estimators. Similarly, Zhang et al (2011) considered design aspects of SLR and provided simulation-based power calculations. They indicated that SLR models with 24 or more time points have more than 80% power to detect an effect size of 1 or greater, depending on the degree of autocorrelation and number of parameters to be estimated. Huitema & McKeen (2007) proposed a new method for dealing with autocorrelation in ITS analysis, in the context of SLR. Their method is a form of portmanteau test that identifies autocorrelated errors generated from processes of higher-order autoregressive models. Unlike the conventional portmanteau tests, their method provides more satisfactory small sample properties and better inferential properties by accounting for the biases associated with the autocorrelation estimator and the error variance estimators.

Papers on Methodological Comparisons

Six of the studies focused on comparative evaluation of statistical methods used in the analysis of ITS studies. Shardell et al (2007) performed empirical evaluation to compare the 2 group tests, SLR analysis and time series (ARIMA and ARMA) analysis in terms of the characteristics, assumptions, strengths and limitations of the methods. The authors used data from a study conducted with the objective of evaluating the impact of a hospital-based intervention to reduce antimicrobial infection rates and overall length of stay. The conclusions drawn from this study indicated that all three methods can be effectively used for ITS data analysis. For statistical validity, however, researchers must consider the research question, the data requirements and modeling assumptions to obtain high quality and unbiased results. The authors also provided guidance on examining the requirements for each of the methods.

Nunes et al (2011) compared two statistical methods, seasonal autoregressive integrated moving average (ARIMA) and cyclical regression models, used to analyze ITS data on mortality. Based on their results, the seasonal ARIMA was found to produce non-autocorrelated residuals in the weeks where there were excess deaths due to influenza epidemic. The seasonal ARIMA model had a lower residual mean square than the cyclical regression model. These results led to a lower 95% confidence limit for the estimates obtained from the seasonal ARIMA model, making it more efficient.

Hagiwara et al (2016) compared SLR analysis and statistical process control (SPC) for evaluating the longitudinal effects of quality improvement interventions. SPC method has similar data requirements as the SLR and uses a run chart which is a graphical display of data to plot the data. With the SPC method, however, mathematical calculations are not needed to interpret the data. The authors discussed the implementation processes of both methods, their differences, strengths and limitations. Based on their analysis of the empirical data, the authors concluded that SLR analysis was more statistically robust than SPC analysis in comparing
the effectiveness of different interventions, while the SPC was more appropriate for controlling a process since it is relatively easy to conduct and interpret. 34 Kontopantelis et al (2015) compared different regression modeling approaches for ITS analysis, based on the level of complexity in their implementation, which they labeled as basic, advanced and expert levels. The authors provided a description of the method processes, the assumptions made, and the technical details of each modeling technique using secondary data obtained from a quality and outcomes framework performance research. 37 In the same way, Burke et al (2016) compared three methods; SLR, ARIMA, and standardized incidence ratio (SIR) and compared the methods’ ability to determine whether Amerithrax influenced patient utilization. SIR method is usually used for evaluating disease clusters by comparing observed number of cases to expected number of cases to determine if the incidence of the disease in the identified population is similar to that observed in the standard population. 35 The results obtained based on the three methods were discussed and their differences were reported. The authors, however, stated that, they were not able to successfully evaluate the impact of the intervention using the three methods due to the limited level of detail in the timeframes. 35 They therefore concluded that granularity of timeframes is as important as number of data points in a time series analysis.

Review of the Application Studies Involving ITS Design and Analysis
A large percentage (98%, N=1365) of the studies in our review involves application papers, where studies reported use of ITS design and/or analysis. The most common application area identified was clinical research (46%, N=621) followed by public health or health policy applications (32%, N=437) and pharmaceutical research (17%, N= 238) (Table 1). In clinical research, ITS designs are mostly utilized in studies involving interventions to reduce anti-microbial resistance and in other quality improvement studies (40%, N=246). Common public health and policy research areas, where ITS designs are used, include assessing the effect of mass media campaign programs and national or regional regulations such as smoking ban and traffic laws (27%, N=120). Pharmaceutical research areas, where ITS designs, are frequently used include studies on drug dose evaluation and drug regulatory approval.

Our review reveals that there is an overall increasing trend in ITS use (Figure 2). Most of the application papers using ITS are published in recent years, where 197 studies using ITS analysis were published in 2016 alone compared to only 69 in 2011 (approximately 185% point increase in the last 5 years); and just 27 in 2006 indicating more than 600% point increase in publications within the last decade.

Evaluation of the application papers with respect to the methods utilized in the statistical analysis shows that most of the studies (65%, N=889) reported segmented regression (SR) techniques. Specifically, SR using ordinary linear regression modelling (SLR) was the most commonly applied method (26%, N=360), followed by ARIMA modeling (20%, N=268). SR using other modelling approaches such as generalized linear model (eg, Poisson and Binomial models) was implemented in 19% (N=261) of the studies. Although most of the studies used segmented regression approaches (eg, SLR) to analyze data, there was considerable shortfall in the application of these methods. For instance, among the studies that used ARIMA models, approximately 23% (N= 62) did not meet its at least 50 time points requirement for adequate analysis. 49 Similarly, 10% (N=65) of the studies that used SLR had less than 8 time points per period. Of the studies that reported using SR modelling approaches, other than ARIMA, 66% (N=407) stated that they tested and where necessary accounted for the presence of autocorrelation in their data.

Overall, about 60% (N=812) of the included studies checked or accounted for autocorrelation while approximately 45% (N=607) checked or accounted for other biases, such as non-stationarity (48%, N=290), heteroskedasticity (20%, N=123), confounding variables such as age and sex (30%, N=203), clustering effect (11%, N=68) and seasonality (67%, N=407) when suitable. Furthermore, a considerable percentage (21%, N=132) of the studies inappropriately used SLR or ARIMA to analyze ITS data with count outcome summarized as frequency. This was often done without checking for linearity or validating assumptions such as the normality assumption. For considerable percentage of the application studies (48%, N=658), the outcome of interest was summarized as rate.

A sizeable number of studies (6%, N=82), that implemented an ITS design, inappropriately used statistical methods that do not account for time. The methods used include ANOVA, t-tests and Chi-square tests. Approximately 20% (N=267) of the studies included in our review reported using ITS analysis without specifying the modelling approach they implemented in performing analysis.
Substantial number of the studies included in our review implemented a multiple baseline (multi-site) design (29%, N=392) and a considerable number (17%, N=237) implemented controlled ITS designs. For studies that implemented controlled ITS designs, a very small percentage (7%, N=16) reported using methods such as difference in differences in analyzing their data, which is a method arguably considered as non-ITS. For studies that reported the statistical software used (70%, N=958), a considerable number performed their analysis using either SAS (37%, N=353) or STATA (36%, N=348) statistical software. PROC AUTOREG in SAS is the most commonly reported software package (15%, N=52) among the SAS users.

Discussion

Our review demonstrated the increasing trend in ITS use in health research, where publications using ITS designs and analysis have almost tripled within the last decade. This increase might be attributed to advancements in the field of implementation science in recent years. Our findings also show that one of the factors contributing to this increasing trend is the use of routinely collected administrative data to answer important healthcare-related questions. These administrative data provide relatively inexpensive options compared to using resource-intensive prospective data. ITS designs are also being increasingly used in evidence synthesis and uptake, where ITS studies are used to evaluate the impact of evidence-based recommendations and policies, clinical practice guidelines (CPGs) as well as publication of other important evidence. With the growing knowledge and awareness of health ethics combined with other advances in patient care delivery, feasibility and ethical considerations might be contributing factors to the increasing use of ITS designs.

Our results show that ITS designs are being implemented mostly in clinical research and public health and policy applications. The observed increase in ITS applications is consistent with findings in a recent systematic review focused on ITS use in drug utilization research.9 Our review also revealed that most of the studies used either a multiple baseline design or a controlled ITS design. A few of the studies also used a control outcome or non-equivalent dependent variable. These design adaptations have been recommended in literature to increase the internal validity of ITS designs by controlling for threats such as time-varying confounders.3,19 Moreover, even without a control group, ITS designs can address important biases such as history and maturation by having multiple observations before and after the intervention.3 We identified several methods that have been utilized in ITS data analysis. The most common methods were SR analysis and ARIMA. We also identified some new and improved methods that have been developed in recent years such as the robust ITS, the extended ITS and the pooled ITS analysis.
This scoping review highlights some major limitations in the implementation of ITS designs and their analysis. First, a considerable number of studies analyzed their data inappropriately. For instance, despite having sufficient time points per phase (study period), some studies used methods such as ANOVA and t-tests when performing analyses. These methods do not account for any underlying secular trend or autocorrelations often present in the data, thus making such methods suboptimal. Similarly, although the recommendation by the Effective Practice and Organization of Care (EPOC) Cochrane Group suggests that ITS designs should have at least 3 time points per period for inclusion in their reviews, methodological literature examined in this scoping review show that a minimum of 8 time points per period (or 50 time points for ARIMA models) is required to gain sufficient power in estimating the regression coefficients. Nevertheless, our findings revealed that some of the studies, despite fewer time points, used time series regression techniques such as ARIMA to analyze their data thus making their results underpowered. Second, for studies that used appropriate time series regression approaches, over 40% of them did not test or account for potential biases that might be present in the data due to, for instance, autocorrelation, seasonality, or heteroskedasticity. The effects of correlated errors or serial dependency in time series data have been highlighted in the literature. Testing or accounting for such potential biases in time series data is imperative to ensure that the standard errors are not biased, and that the significance of the intervention is not overestimated.

There are some methodological gaps in current and frequently used ITS methods that were identified in our review. Although a few of the gaps have been acknowledged in previous studies, the limited methodological advances in the area remain a problem. One major issue, for instance, is the use of SR to analyze aggregated data. For almost all identified ITS studies, data at a given time point are often aggregated or summarized across different patients or participants. Further, with the multiple baseline (or multi-site) designs, the final data are pooled across the sites or units, resulting in another level of data aggregation. Thus, for both single and multi-site designs, data at each time point are estimated and hence associated with an imprecision due to variability of patient outcomes or variability across sites at a given time point. Nevertheless, our results show that a substantial number of these studies used SLR or ARIMA models, which do not account for this imprecision and hence may lead to biased (aggregation bias) or suboptimal results. The method proposed by Gebski and colleagues, accounts for the heterogeneity across sites using meta-analytic approaches. However, the method does not account for imprecision introduced due to aggregation across patients within the same site. Moreover, pooling the intercept and slope estimates lead to loss of information (and hence loss of power), since summarized data rather than individual patient data are used. Similarly, other methods that have been developed for multi-site studies do not account for the heterogeneity across the patients or across the different sites/units. Hence, there is a need for methods that account for the variability at both the patient and site levels.

Another issue highlighted in our review is the lack of guidance in design aspect of ITS studies and lack of clarity on the adequate sample size per time point. Although a sample size of 100 at each time point is stated as desirable for acceptable level of variability of estimates, we found no information in the literature concerning the adequate sample size required at each time point to provide optimal results in analyzing ITS data. Since sample size calculation is essential in estimating effect sizes, it will be imperative for future research to consider studies that will help determine the minimum sample size required at each time point for adequate evaluation of intervention effects.

Yet another issue is the slow uptake and implementation of the methods that have been developed in recent years. While only a few recently developed methods were identified in our review (N=11), we noticed that none of the recently developed methods have been applied by other researchers in the analysis of ITS data, even if they had similar data structures. This issue is, however, not unique to ITS methods; the problem of dissemination and uptake of new statistical methods into health research has been discussed extensively in the literature. The reasons for the limited uptake of new methods include: 1) the lack of statistical expertise to implement the method and understand the findings especially for methods such as extended time series model and pooled time series model that require substantial mathematical or statistical knowledge 2) lack of software packages to implement the method and 3) lack of awareness of the existence of the method. This knowledge translation gap emphasizes the objective of this scoping review of available methods used in ITS data analysis.

Based on these observed shortfalls in the analysis of ITS data and the gaps present in current methods used in ITS analysis, we make the following recommendations: 1) future
researchers and reviewers of ITS studies must carefully consider the assumptions and requirements of the various statistical methods to ensure that conclusions about intervention effects are not spurious, 2) future research comparing available methods should be based on simulation studies to assess the bias, mean square error, and power. This will enable readers to confidently use methods based on their preferences, 3) ITS method developers should provide user-friendly software packages as was done by Cruz et al (2017), to ensure effective and efficient uptake of their new methods in biomedical research, and 4) there is the need for the provision of some form of guideline to help researchers and novice users decide on the appropriate use of ITS methods with respect to both design and analysis. Currently, two articles have provided a checklist for researchers and reviewers of ITS designs. In addition, reporting guidelines will also be helpful in ensuring consistency in ITS articles. These guidelines will have the potential to reduce heterogeneity as well as standardize analysis, interpretation and reporting of ITS studies. This standardization will not only enhance the methodological rigor, but also facilitate the more appropriate assessment of study quality, evidence gathering and evidence synthesis through meta-analyses of ITS studies.

In our study, we considered specific databases and studies published in English to limit the scope of our research, thus we may not have retrieved all studies particularly those on the application of ITS designs. We acknowledge that this may be a possible limitation of our study, however, we believe that our sample is representative of ITS methods utilized in biomedical research since we have captured all the methods papers that meet our eligibility criteria. Furthermore, the application papers were needed to describe the overall trend in ITS use, thus the number of papers included in this study is sufficient to provide a reliable estimate and achieve our aim. Moreover, we expect the magnitude of increase in ITS to be higher than what is reported in this paper if non-English studies and applications outside health research are included in our review. This further underscores the importance of ITS methods. Finally, we acknowledge the lack of detail in the presentation of the application papers as another limitation of this review. However, we believe that the level of detail presented is enough to answer our objective. Nonetheless, we highlight that the studies found in our literature search can be used as bases for future systematic review with an in-depth evaluation of application articles.

The findings from this study accentuate the need for improved methods for design and analysis of ITS studies such as when the data are aggregated per time point. This review serves as a first step towards developing standard guidelines for ITS studies and for filling the methodological gaps identified in current literature.
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