Shift-and-Balance Attention

Chunjie Luo, Jianfeng Zhan, Tianshu Hao, Lei Wang, Wanling Gao
Institute of Computing Technology, Chinese Academy of Sciences
Beijing, China
luochunjie,zhanjianfeng,haotianshu,wanglei2011,gaowanling@ict.ac.cn

Abstract

Attention is an effective mechanism to improve the deep model capability. Squeeze-and-Excite (SE) introduces a light-weight attention branch to enhance the network’s representational power. The attention branch is gated using the Sigmoid function and multiplied by the feature map’s trunk branch. It is too sensitive to coordinate and balance the trunk and attention branches’ contributions. To control the attention branch’s influence, we propose a new attention method, called Shift-and-Balance (SB). Different from Squeeze-and-Excite, the attention branch is regulated by the learned control factor to control the balance, then added into the feature map’s trunk branch. Experiments show that Shift-and-Balance attention significantly improves the accuracy compared to Squeeze-and-Excite when applied in more layers, increasing more size and capacity of a network. Moreover, Shift-and-Balance attention achieves better or close accuracy compared to the state-of-art Dynamic Convolution.

1. Introduction

Deep neural networks (DNNs) have received great successes in many areas of machine intelligence. Modern state-of-art networks [12] [7] [24] [6] [29] [42] [20] [41] [36] [27] require high computational and memory resources to improve accuracy. That increases the costs of large-scale applications. The resource requirements also limit the usages of DNNs on mobile and embedded devices. As a result, there has been rising interest in designing efficient architectures of neural networks [12] [7] [24] [6] [29] [42] [20] [41] [36] [27].

Attention is an effective mechanism to enhance the model capability with a little computational cost. Squeeze-and-Excite (SE) [8] introduces a light-weight attention branch that enhances the network’s representational power by modeling channel-wise relationships. The attention branch is gated using Sigmoid function and multiplied by the feature map’s trunk branch. The trunk branch is scaled by the coefficient generated by the attention branch. Although the gate function Sigmoid constrains the attention branch to a certain degree, scaled attention is too sensitive to coordinate and balance the two branches’ contributions. In extreme situations, it makes the whole channel inactivated when Sigmoid is saturated on the side of zero. That is a waste of channels, especially for light-weight networks where the channels are few. Sigmoid function also hinders the gradient backpropagation of the trunk branch at training time. Conditionally Parameterized Convolution (CondConv) [37] and Dynamic Convolution (DyConv) [2] largely enhance the model capability by applying attention over layer-wise kernels. CondConv and DyConv bring considerable overheads of memory. There are three parts of memory overheads. 1) Since they use a linear combination of n kernels, the parameters are n times of static kernel. 2) The weights and the hidden layers of the auxiliary attention network bring extra memory overheads. 3) Because they dynamically generate the kernel for each input, there are m kernels for m inputs. As the batch size increases, CondConv and DyConv bring more memory overheads. Moreover, CondConv and DyConv cannot use existing convolution libraries directly when the batch size is larger than one, since existing libraries are designed for static convolution.

In this paper, we propose a new attention method, called Shift-and-Balance (SB). Shift-and-Balance also uses a light-weight attention branch that enhances the network’s representational power by modeling channel-wise relationships. Different from Squeeze-and-Excite, the attention branch is gated using Tanh function and scaled by the learned control factor $\lambda$, then added into the feature map’s trunk branch. The learned parameter $\lambda$ controls the attention branch’s influence to coordinate and balance the trunk and attention branches’ contributions. Shift-and-Balance attention avoids the situation where the whole channel is inactivated. Moreover, it avoids the problem of gradient vanishing at training time. Shift-and-Balance can be effectively applied in layer-wise convolution to enhance the representational capability of each layer. The overheads of Shift-and-Balance are close to Squeeze-and-Excite. The only difference is the integration of the attention and trunk branches.
In Squeeze-and-Excite, the integration cost lies mainly in broadcasting multiplication, while ours lies mainly in broadcasting addition. In modern computers, addition is more efficient than multiplication. Moreover, our method can be easily implemented by using existing libraries directly.

We evaluate Shift-and-Balance on the datasets of ImageNet, PASCAL VOC, and CIFAR-10. Experiments show that Shift-and-Balance significantly improves the accuracy compared to Squeeze-and-Excite when applied in more layers. Applying Squeeze-and-Excite in more layers degrades the accuracy dramatically on VOC and CIFAR-10 datasets. Applying in more layers allows Shift-and-Balance to increase more size and capacity of a network. Moreover, Shift-and-Balance achieves better accuracy than the state-of-art attention, DyConv, on the smaller network or smaller dataset. For example, Shift-and-Balance in MobileNetV2 x0.35 and MobileNetV2 x0.5 outperforms DyConv on ImageNet dataset, and Shift-and-Balance in MobileNetV2 of all scales outperforms DyConv on CIFAR-10 dataset.

2. Related Work

Squeeze-and-Excite (SE) \cite{hu2018squeeze} comprises a lightweight gating mechanism that enhances the network’s representational power by modeling channel-wise relationships. Residual attention network \cite{huang2017residual} proposes a mixed attention mechanism that generates attention-aware features. Inside each attention module, an hourglass architecture is introduced to achieve global attention across both spatial and channel dimensions. BAM \cite{kolesnikov2019big}, CBAM \cite{woo2018cbam}, scSE \cite{woo2018squeeze} introduce spatial attention in addition to channel attention in a similar way. Selective Kernel (SK) \cite{woo2018selective} brings two branches with different kernel sizes, then fuses them using Softmax attention guided by the information of the two branches. Split Attention \cite{wang2018split} enables feature-map attention across different feature-map groups. Attention to Scale \cite{zhao2018attention} proposes an attention mechanism that learns to softly weight the multi-scale features at each pixel location for image segmentation. Non-local neural network is proposed \cite{wang2018non} for vision tasks such as video classification, object detection and instance segmentation based on the self-attention method \cite{wang2018non} \cite{wang2018residual}. PSANet \cite{zhao2018psanet}, OCNet \cite{zhao2018ocnet}, DANet \cite{lu2019progressive} also exploits the self-attention method for image segmentation. CCNet \cite{zhao2019ccnet} proposes criss-cross attention module to harvest the contextual information of all the pixels on its criss-cross path.

Recently, researchers successfully apply attention over weights instead of over features. Conditionally Parameterized Convolutions (CondConv) \cite{sandler2018condconv} computes convolutional kernels as a function of the input instead of using static convolutional kernels. Dynamic Convolution (DyConv) \cite{carion2020end} is a concurrent work with CondConv. The key idea is very similar to CondConv. The main difference is that it uses Softmax with a large temperature as the gate function of the kernel coefficient learned by the auxiliary network, while CondConv uses Sigmoid. WeightNet \cite{xu2020weightnet} unifies Squeeze-and-Excite and CondConv into the same framework on weight space. It generalizes the two methods by simply adding one more grouped fully-connected layer to the attention activation layer.

Dynamic Filter Network \cite{yu2020dynamic} generates all the convolutional filters dynamically conditioned on the input, while CondConv and DyConv only generate the coefficient of a group of static filters. Dynamic ReLU \cite{he2018amazing} proposes a dynamic rectifier of which parameters are generated by a hyper-function over all input elements. Other dynamic networks \cite{wang2019dynamic} \cite{zhang2019dynamic} \cite{lee2019dynamic} \cite{liu2019dynamic} \cite{li2019dynamic} try to learn dynamic network structure with static convolution kernels.

3. Problem of Existing Attention

3.1. Problem of Scaled Attention

Squeeze-and-Excite (SE) \cite{hu2018squeeze} can be seen as scaled attention. Without loss of generality, scaled attention can be defined as

\[ y = A(x)T(x) \]  

(1)

where \( x \) is the input features, \( T(x) \) is the trunk branch. In original SE, \( T(x) = x \). Extendedly, it can consist of one or more convolutional layers. \( A(x) \) is the attention branch defined as

\[ A(x) = \text{Sigmoid}(F((x)) \]  

(2)

where \( F \) is a light-weight network, consisting of global average pooling (GAP) and a multi-layer fully-connected network. Sigmoid is the gate function. The output of \( A(x) \) is channel-wise and multiplied by \( T(x) \) with broadcasting along spatial dimensions.

It is hard to coordinate and balance the trunk and attention branches’ contributions. In Equation (1) the trunk branch is scaled with the coefficient computed by the attention branch. The input of the attention branch is the global average of the \( x \). There is more information loss than the trunk branch, which takes the original \( x \) as the input. As a result, the attention branch should play a smaller role than the trunk branch in the final output. The gate function Sigmoid constrains the attention branch to a certain degree. However, scaled attention makes the output vary in a large range, from 0 to \( T(x) \). The influence of attention is still too significant. In other words, scaled attention is too sensitive to coordinate and balance the two branches’ contributions. In the extreme situation, it makes the whole channel inactivated when Sigmoid is saturated on the side of zero. Inactivated channel makes a waste of representational capability, especially for the light-weight network with few channels. Moreover, each channel in a convolutional layer requires
additional multiply-adds. The inactivated channel leads to a waste of computation.

Scaled attention using Sigmoid also hinders the gradient backpropagation of the loss $\ell$ at training time.

$$\frac{\partial \ell}{\partial x} = \frac{\partial \ell}{\partial y} \frac{\partial y}{\partial x} = \frac{\partial \ell}{\partial (A(x)T(x))}$$

$$= \frac{\partial \ell}{\partial A(x)} \frac{\partial A(x)}{\partial x} T(x) + A(x) \frac{\partial T(x)}{\partial x}$$

(3)

For simplicity, we use $S$ to denote Sigmoid, and $z$ to denote $F(x)$. Because of Equation 2 we have

$$\frac{\partial A(x)}{\partial x} T(x) = S(z)(1 - S(z)) \frac{\partial z}{\partial x} T(x)$$

(4)

$$A(x) \frac{\partial T(x)}{\partial x} = S(z) \frac{\partial T(x)}{\partial x}$$

(5)

As shown in Equation 5, the gradient of loss $\frac{\partial \ell}{\partial x}$ depends on the sum of Equation 4 and Equation 5. In Equation 4, the gradient would vanish when Sigmoid is saturated on both sides of zero and one. In Equation 5, the gradient would vanish when Sigmoid is saturated on the side of zero. As a result, the final gradient would vanish when Sigmoid is saturated on the side of zero.

Using Tanh instead of Sigmoid can alleviate the inactivation of channel and gradient vanishing. However, the results vary between wider ranges, from $-T(x)$ to $T(x)$. That aggravates the sensitivity of the model.

3.2. Problem of Weight Attention

CondConv [37] largely enhances the model capability by applying attention over layer-wise kernels. In particular, the convolutional kernels in a CondConv layer are over-parameterized as a linear combination of $\pi(x)W_1 + ... + \pi(x)W_n \times x$, where $\pi(x_1), ..., \pi(x_n)$ are attention functions of the input learned through a light auxiliary network. CondConv would inactivate the candidate kernel but would not inactivate the channel of the feature. Dynamic Convolution (DyConv) [2] is a concurrent work with CondConv. The key idea is very similar to CondConv. The main difference is that it uses Softmax with a large temperature as the gate function of the kernel coefficient. Softmax with a large temperature restricts the attention output, thus facilitates the learning of the attention model.

CondConv and DyConv bring considerable memory overheads. There are three parts of memory overheads. 1) Since they use a linear combination of $n$ kernels, the parameters are $n$ times of static kernel. 2) The weights and the hidden layers of the auxiliary network bring extra memory overheads. 3) Because they dynamically generate the kernel for each input, there are $m$ kernels for $m$ inputs. As the batch size increases, CondConv and DyConv bring more memory overheads. Concerning computational overheads, the extra costs of CondConv and DyConv are only caused by the auxiliary network. However, CondConv and DyConv cannot use existing convolution libraries directly when the batch size is larger than one, since the existing libraries are designed for static convolution.

4. Shift-and-Balance Attention

In this paper, we propose a new attention method, called Shift-and-Balance, which is defined as

$$y = T(x) + \lambda A(x)$$

(6)

where $T(x)$ is the trunk branch consisting of one or more convolutional layers. $\lambda$ is the control factor learned automatically, and $A(x)$ is defined as

$$A(x) = Tanh(F(x))$$

(7)

As shown in Figure 1, $F$ is a light-weight network consisting of global average pooling (GAP) and a multi-layer fully-connected network. We use Tanh by default as the gate function considering the symmetry of shift. The output of $A(x)$ is channel-wise and multiplied by the channel-wise parameter $\lambda$, then added to $T(x)$ with broadcasting along spatial dimensions.

Figure 1: Shift-and-Balance attention. GAP refers to global average pooling, FC refers to fully-connected layer, BN refers to batch normalization. $T(x)$ is the trunk branch consisting of one or more convolutional layers. $\oplus$ refers to channel-wise addition with broadcasting along spatial dimensions. $\lambda$ is the learned control factor to coordinate and balance the trunk and attention branches.

Shift-and-Balance attention alleviates the problem of scaled attention. The trunk branch is added by the attention, rather than multiplied. The influence degree of the attention branch can be controlled by the learned parameter $\lambda$. The shift range is between $-\lambda$ and $\lambda$. Thus the output of Shift-and-Balance ranges from $(T(x) - \lambda)$ to $(T(x) + \lambda)$. $\lambda$ is learned automatically from the data by backpropagation.
to coordinate and balance the trunk and attention branches. Figure 2 demonstrates the difference in the output range between scaled attention and shifted attention. Shift-and-Balance also can avoid the situation where the whole channel is inactivated when Sigmoid is saturated on the side of zero.

Moreover, Shift-and-Balance avoids the problem of gradient vanishing at training time. For Shift-and-Balance, the gradient of loss $\ell$ is computed as

$$\frac{\partial \ell}{\partial x} = \frac{\partial \ell}{\partial y} \frac{\partial y}{\partial x} = \frac{\partial \ell}{\partial y} \frac{\partial (T(x) + \lambda A(x))}{\partial x} = \frac{\partial \ell}{\partial y} \left( \frac{\partial T(x)}{\partial x} + \lambda \frac{\partial A(x)}{\partial x} \right) + \lambda \frac{\partial A(x)}{\partial x} \quad (8)$$

For simplicity, we also use $z$ to denote $F(x)$. Because of Equation (7) we have

$$\frac{\partial A(x)}{\partial x} = (1 - \text{Tanh}^2(z)) \frac{\partial z}{\partial x} \quad (9)$$

We can see that the attention branch does not affect $\frac{\partial T(x)}{\partial x}$. That is to say, there is no gradient vanishing for the trunk branch. Thus the gradient backpropagation through the trunk branch is unhindered.

Actually, the balance of the two branches depends on the addition mechanism and the control factor $\lambda$, rather than the gate function. Although we use Tanh as the default gate function, other functions are also effective, e.g., Sigmoid. In Shift-and-Balance, Sigmoid saturated on the side of zero does not inactivate the trunk branch’s channel. It only inhibits the attention branch and makes the attention branch sparse.

4.1. Overheads

The extra overheads of our method are caused by the auxiliary network. Take the layer-wise attention as example, where the input feature size is $c_{in} \times h \times w$, the output feature size is $c_{out} \times h \times w$, $T(x)$ takes a standard convolution layer with kernel size of $c_{in} \times c_{out} \times k \times k$, and the hidden units of the fully-connected network is $c_{hid}$. To reflect the computational cost, we use Multiplies and Adds to refer to the number of multiplies and additions.

The computational overheads of Shift-and-Balance consist of three parts, the GAP, the two fully-connected layers, and the integration of $T(x)$ and $A(x)$. We ignore the normalization and the activation function because it either can be fused at inference time or takes little cost. The GAP sums the features per channel and is divided by the number of features per channel. It has the cost

$$\text{Multiplies} = c_{in} \quad (10)$$

$$\text{Adds} = c_{in} \times h \times w \quad (11)$$

The two fully-connected layers have the cost

$$\text{Multiplies} = c_{in} \times c_{hid} + c_{hid} \times c_{out} \quad (12)$$

$$\text{Adds} = c_{in} \times c_{hid} + c_{hid} \times c_{out} \quad (13)$$

The integration of $T(x)$ and $A(x)$ consists of multiplication $A(x)$ by $\lambda$, and broadcasting addition between $T(x)$ and $\lambda A(x)$. It has the cost

$$\text{Multiplies} = c_{out} \quad (14)$$

$$\text{Adds} = c_{out} \times h \times w \quad (15)$$

As a result, the total extra costs of our attention are

$$\text{Multiplies} = c_{in} + c_{in} \times c_{hid} + c_{hid} \times c_{out} + c_{out} \quad (16)$$

$$\text{Adds} = c_{in} \times h \times w + c_{in} \times c_{hid} + c_{hid} \times c_{out} + c_{out} \times h \times w \quad (17)$$

The overheads of our method are close to Squeeze-and-Excite. The only difference is the integration of $T(x)$ and $A(x)$. In Squeeze-and-Excite, the integration cost lies mainly in broadcasting multiplication, while ours lies mainly in broadcasting addition. In modern computers, addition is more efficient than multiplication. Moreover, our method can be easily implemented by using existing libraries directly.

5. Evaluation

5.1. ImageNet

ImageNet classification dataset [23] has 1.28M training images and 50,000 validation images with 1000 classes. We
### Table 1: Top-1 accuracies of MobileNetV2 with different width multipliers on ImageNet validation dataset.

| MobileNetV2$_{w}$   | Parameters | MAdds | Accuracy(%) |
|---------------------|------------|-------|-------------|
| x0.35               | static     | 1.677M| 59.2M | 57.826 |
|                     | SE         | 1.736M| 59.5M | 59.106 |
|                     | DyConv     | 2.690M| 62.0M | 62.136 |
|                     | SB, ours   | 2.700M| 60.2M | **62.290** |
| x0.5                | static     | 1.969M| 97.0M | 62.712 |
|                     | SE         | 2.086M| 97.4M | 64.964 |
|                     | DyConv     | 3.951M| 101.4M | 66.754 |
|                     | SB, ours   | 4.006M| 99.0M | **67.066** |
| x0.75               | static     | 2.636M| 209.0M | 68.278 |
|                     | SE         | 2.898M| 209.8M | 70.104 |
|                     | DyConv     | 7.018M| 217.5M | **71.392** |
|                     | SB, ours   | 7.201M| 213.5M | 71.044 |
| x1.0                | static     | 3.505M| 300.0M | 70.806 |
|                     | SE         | 3.966M| 301.0M | 72.426 |
|                     | DyConv     | 11.158M| 312.9M | **73.348** |
|                     | SB, ours   | 11.530M| 308.0M | 72.694 |

We use PyTorch in our experiments, and we use the same procedure as the official examples of PyTorch. To augment data, we crop the training images with the random size of 0.08 to 1.0 and a random aspect ratio of 3/4 to 4/3, and then resize to 224x224. Then random horizontal flipping is made. The validation image is resized to 256x256, and then cropped by 224x224 at the center. Each channel of the input is normalized into 0 mean and 1 std globally. SGD with momentum 0.9 and batch size 256 is used for training. All the settings above are the same as the official examples of PyTorch, except that we use weight decay of 4e-5 instead of 1e-4 according to the common setting for training lightweight networks. We train the networks with 300 epochs using linear-decay learning rate policy, decreased from 0.1 to 0. Four TITAN Xp GPUs are used to train the networks.

We first evaluate MobileNetV2 with different width multipliers. We compare static convolution, Squeeze-and-Excite (SE) [8], dynamic convolution (DyConv) [2], and our Shift-and-Balance (SB). Following the original paper [8], we apply SE in the bottlenecks' output. DyConv and SB are used in all the convolutional layers in the inverted bottlenecks. For DyConv, the number of experts $n$ is set to the default value of 4 [2]. The auxiliary attention network is a two-layer fully-connected network with the hidden units to be 1/4 input channels. As recommended in the original paper [2], we use Softmax with temperature 30 as the gate function of the auxiliary network. For DyConv, the additional parameters mainly lie in the extra experts rather than the auxiliary attention network. For SE and SB, the additional parameters lie in the auxiliary attention network.

For SE, the hidden units are set to be equal to output channels. For SB, we set the auxiliary network’s hidden units in pointwise convolutional layers equal to the output channels. Because the depth-wise convolutional layer is expanded by 6 times in the inverted bottlenecks, we set the hidden units to be 1/6 output channels in the depthwise convolutional layer to reduce parameters. The $\lambda$ in SB is initialized with 0.1. Dropout [26] with 0.2 is used in the last fully connected layers of MobileNetV2. All the networks are trained by ourselves using the same training settings.

The results are shown in Table 1. We can see that all attentions improve the accuracy compared to the static model without attention. SB outperforms the original SE with all width multipliers. Moreover, SB achieves better accuracies than DyConv in MobileNetV2$_{x0.35}$ and MobileNetV2$_{x0.5}$ with close parameters and MAdds (Multiply-Adds). As the width increases, SB achieves lower accuracy than DyConv. We can also see that SE achieves decent accuracy in MobileNetV2$_{x1.0}$ with much fewer parameters. That implies the effect of over-parameterization is more pronounced in smaller networks. With more parameters, we need sufficient regularization to avoid overfitting.

The original SE is applied block-wise in the output of the bottlenecks. We further apply SE in layer-wise convolution to compare with SB fairly. We first use SE and SB only in the pointwise convolutional layers of the bottlenecks. Then use them in more layers, both the pointwise and depthwise convolutional layers. Table 2 shows the results. We find both SE and SB outperform the baseline. Moreover, for both SE and SB, the accuracy increases as the attention is used in more layers on the large-scale ImageNet dataset. |
We can also find SB achieves higher accuracy than SE with little extra parameters caused by the control factor $\lambda$.

| Paras, Acc(%)          |
|------------------------|
| baseline, static       | 1.677, 57.826 |
| SE, Pointwise          | 2.500, 59.960 |
| SB, Pointwise          | 2.503, **62.010** |
| SE, Pointwise + Depthwise | 2.695, 60.862 |
| SB, Pointwise + Depthwise | 2.700, **62.290** |

Table 2: Comparison of Squeeze-and-Excite (SE) and Shift-and-Balance (SB) using in more layers. The baseline is static MobileNetV2$_{x0.35}$ without attention. Attention is applied in 1) the pointwise convolutional layers, 2) both the pointwise and depthwise convolutional layers. Paras is short for parameters (millions). Acc is short for accuracy.

We next evaluate the effectiveness of SB on other network architectures. We train ShuffleNetV2$_{x0.5}$ and MnasNet$_{x0.5}$ using the same training settings as MobileNetV2, except the hidden units are set to be equal to output channels in the depthwise convolutional layer in ShuffleNetV2. Both SE and SB are applied in all three layers of the ShuffleNetV2 and MnasNet blocks. From Table 3, we can find that SB improves the accuracies of ShuffleNetV2 and MnasNet, while SE decreases the accuracies compared to the static network without attention.

| Paras, Acc(%)          |
|------------------------|
| ShuffleNetV2$_{x0.5}$   | static 1.367, 59.068 |
|                        | SE 1.772, 58.482 |
|                        | SB 1.775, **62.314** |
| MnasNet$_{x0.5}$       | static 2.219, 65.336 |
|                        | SE 5.224, 63.720 |
|                        | SB 5.233, **68.114** |

Table 3: Top-1 accuracies of ShuffleNetV2 and MnasNet on ImageNet validation dataset. Paras is short for parameters (millions). Acc is short for accuracy. Both SE and SB are applied in all three layers of the ShuffleNetV2 and MnasNet blocks.

5.2. VOC

We evaluate one-stage object detection using Single Shot MultiBox Detector (SSD), training on the PASCAL VOC2007 + 2012 training and validation sets, and reporting the mean average precision (mAP) on the PASCAL VOC2007 test set. VOC2007 + 2012 training and validation sets have 5011 + 11540 images, and VOC2007 test set has 4952 images. There are 20 classes of objects to be detected. Our code is based on the project of pytorch-ssd

MobileNetV2 with different width multipliers is used as the backbone. All the networks are trained using SGD with momentum 0.9 and weight decay 4e-5. The batch size is set to 32. The learning rate is set to 0.01 and scheduled to arrive at zero using the cosine annealing scheduler. We train the networks with 200 epochs. SE and SB are applied in all the convolutional layers in the backbone’s inverted bottlenecks. The settings of SE and SB are the same as Section 5.1.

The results are shown in Table 4. We find SB improves the performance compared to static SSD-MobileNetV2 with different width multipliers. We can also find that applying SE in all the convolutional layers degrades the accuracy dramatically on VOC dataset. SE even corrupts the model when training SSD-MobileNetV2$_{x0.5}$.

| Paras, Acc(%)          |
|------------------------|
| SSD-MobileNetV2$_{x0.35}$ static 45.409 |
|                        | SE 11.025 |
|                        | SB **46.795** |
| SSD-MobileNetV2$_{x0.5}$ static 51.770 |
|                        | SE / |
|                        | SB **52.245** |
| SSD-MobileNetV2$_{x0.75}$ static 56.304 |
|                        | SE 14.125 |
|                        | SB **57.325** |
| SSD-MobileNetV2$_{x1.0}$ static 59.966 |
|                        | SE 21.168 |
|                        | SB **61.491** |

Table 4: The mean average precision (mAP) on the PASCAL VOC2007 test set. SE corrupts the model when training SSD-MobileNetV2$_{x0.5}$.

5.3. CIFAR

CIFAR-10 [14] is a dataset of natural 32x32 RGB images in 10 classes with 50,000 images for training and 10,000 for testing. To augment data, we pad the training images with 0 to 36x36 and then randomly crop them to 32x32 pixels. Then we carry out randomly horizontal flipping. Each channel of the input is normalized into 0 mean and 1 std globally. We use SGD with momentum 0.9 and weight decay 5e-4. The batch size is set to 128. The learning rate is set to 0.1 and scheduled to arrive at zero using the cosine annealing scheduler. We train the networks with 200 epochs. All the settings above are the same as the project of pytorch-cifar. We run each test 5 times, and report the mean and the standard deviation of the accuracies.

---

[1] https://github.com/qfgaohao/pytorch-ssd

[2] https://github.com/kuangliu/pytorch-cifar
 decreases as SE is used in more layers. Using SE in all three layers dramatically degrades the accuracy. However, we also notice that SE is better than SB when used in only one layer. In the larger networks, MobileNetV2_x0.75 and MobileNetV2_x1.0, SE used in one layer even outperforms SB used in all three layers. Because of more parameters, SB used in all three layers increases the risk of overfitting, especially on a small dataset. To add regularization and avoid overfitting, we use Dropout \cite{26} with 0.2 in the attention branch’s hidden layer. Table 7 shows that Dropout improves the accuracy. With sufficient regularization, using SB in more layers can increase the network’s size and capacity.

We first evaluate static convolution, DyConv, and Shift-and-Balance (SB) on MobileNetV2 with different width multipliers.

We further compare SE and SB at different layers. Table 5 shows the classification accuracy for using SE and SB at three different layers (1x1 pointwise convolution, 3x3 depthwise convolution, 1x1 pointwise convolution) per bottleneck block in MobileNetV2. Generally, the accuracy increases as SB is used in more layers, while the accuracy decreases as SE is used in more layers. Using SE in all three layers dramatically degrades the accuracy. However, we also notice that SE is better than SB when used in only one layer. In the larger networks, MobileNetV2_x0.75 and MobileNetV2_x1.0, SE used in one layer even outperforms SB used in all three layers. Because of more parameters, SB used in all three layers increases the risk of overfitting, especially on a small dataset. To add regularization and avoid overfitting, we use Dropout \cite{26} with 0.2 in the attention branch’s hidden layer. Table 7 shows that Dropout improves the accuracy. With sufficient regularization, using SB in more layers can increase the network’s size and capacity.

Table 7: Effect of Dropout on MobileNetV2_x1.0.

5.4. Ablation Study

We perform a number of ablations with MobileNetV2 on CIFAR-10. Shift-and-Balance (SB) is applied in all the convolutional layers of the inverted bottlenecks. The default setups are the same as Section 5.3. We run each test 5 times, and report the mean and the standard deviation of the accuracies.

We first investigate different initial values for the learned
We investigate different choices for the gate function of the attention branch in Table\ref{tab:gate_function}. Generally, it is safe to use Tanh since it achieves the best or close to the best accuracy. Sigmoid achieves slightly lower accuracy than Tanh, except on MobileNetV2\_x0.35 where Sigmoid is the best. We find that SB without any gate function achieves the best accuracy on MobileNetV2\_x0.75 and MobileNetV2\_x1.0. That indicates the learned control factor $\lambda$ may be strong enough to regulate the attention. Omitting the gate function could further save the computation cost and improve efficiency. We also try different gate functions for SE. When applied in all the convolutional layers, SE works only with Sigmoid function. Other gate functions corrupt the model.

We next investigate different choices for the hidden units of the attention branch. We increase the hidden units by 1, 2, 3, 4 times the output channels on MobileNetV2\_x0.35 with SB. Table\ref{tab:hidden_units} shows that increasing the hidden units can further improve the accuracy for MobileNetV2\_x0.35. The model achieves the best performance with hidden units to be 3 times the output channels. Too many hidden units (4 times) make the model overfitting, thus decrease the accuracy.

We next investigate different choices for the hidden units of the auxiliary attention network.
smaller network or smaller dataset.
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