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ABSTRACT

We use convolutional neural networks to recover images optically down-sampled by 6.7 × using coherent aperture synthesis over a 16 camera array. Where conventional ptychography relies on scanning and oversampling, here we apply decompressive neural estimation to recover full resolution image from a single snapshot, although as shown in simulation multiple snapshots can be used to improve SNR. In place training on experimental measurements eliminates the need to directly calibrate the measurement system. We also present simulations of diverse array camera sampling strategies to explore how snapshot compressive systems might be optimized.

1 Introduction

The cross range resolution of diffractive imaging systems is aperture limited. Radar imaging has long used aperture synthesis from moving or distributed receivers to increase aperture [34]. Numerous studies of synthetic aperture ladar have attempted to extend this advantage to optical frequencies [2]. While such systems have been demonstrated with significant range and resolution [26, 38], the challenges of holographic stability and referencing have limited their applicability. Recently, reference-free aperture synthesis using ptychography has been increasingly popular, beginning with the seminal demonstration by Zheng et al. of a gigapixel-scale microscope [48]. While gigapixel-scale aperture synthesis has also been demonstrated by holographic methods [6, 12], Fourier ptychography (FP) requires no reference signal and was implemented by Zheng et al. with a simple LED illumination array.

Diverse approaches have subsequently been proposed to improve the resolution [51], portability [10], or acquisition speed [3] of this setup. Single-shot FP has been demonstrated with a diffractive grating [15], a lens array [27], or color multiplexing [37]. Multi-camera systems capture band-limited images in parallel using multiple cameras to increase the imaging throughput [7, 22, 25]. Aperture-scanning FP translates the aperture with a mechanical stage [11] or performs digital scanning with a spatial light modulator (SLM) [29]. The development of aperture-scanning FP further permits macroscopic super-resolution imaging where far-field propagation is equivalent to the Fourier transform of the target field [11, 16, 17]. Beyond the increased resolution and space-bandwidth product, the advantages of FP also include phase imaging [30], digital refocusing [11], 3D imaging [18] and aberration correction [8]. Recent comprehensive reviews of FP are presented in Konda et al. [24] and Zheng et al. [49].
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Here we consider the extension of array camera aperture synthesis to macroscopic imaging systems. Such an extension was previously suggested by Holloway et al. [16], but to our knowledge has yet to be demonstrated. Calibration of the forward mapping from object space to the sensor array is the primary challenge to such a demonstration. We use data measured directly on the array to train a convolutional neural network to directly invert multiaperture data, avoiding both the calibration problem and reliance on phase retrieval algorithms. In so doing, we also demonstrate single frame synthetic aperture imaging, which ultimately may enable video-rate multiaperture coherent imaging. Similar methods have previously been demonstrated in diverse applications of snapshot compressive imaging [42].

Conventional Fourier ptychography uses phase retrieval algorithms, as reviewed for example in [41] to combine coherent image data across multiple frames. Phase retrieval algorithms depend on data redundancy; typical systems require at least 60% overlap in the Fourier space between adjacent images [16]. The scanning associated redundant sampling and the iterative nature of the reconstruction algorithms lead to long acquisition and processing times. To address the processing aspect of this challenge, deep-learning (DL)-based algorithms have been proposed [20, 54]. Kappeler et al. [21] proposed a 3-layer CNN and demonstrated reconstruction performance better than alternating projection methods when there was no overlap. Nguyen et al. [28] proposed a conditional generative adversarial network (cGAN) and reported 40 times faster reconstruction. Boominathan et al. [4] proposed a U-Net with different training strategies for high overlap and low overlap cases, and showed improved reconstruction in all cases. Shamshad et al. [32] utilized generative models with subsampling operator which required less observed data and was more robust to noise. To improved the network generalization, Zhang et al. [44] proposed to synthesize a complex field from the measurements as the input to the network. Xue et al. [40] proposed to reconstruct the phase and assess the estimated phase at the same time using a Bayesian convolutional neural network.

While simulations and experiments have demonstrated that DL methods improve the imaging efficiency in FP, less attention has been paid to the their advantages in hardware design. In fact, because DL reconstruction need not rely on the analytic forward model, accurate system calibration is no longer needed. Here we show that a fixed array camera can be used with end-to-end neural training to recover images upscaled up by 6.7x in resolution relative to the single aperture limit. Our contributions include demonstration of an "in place" training strategy and testing strategies to confirm synthetic aperture performance. In particular, we use data selection to show that observed resolution enhancements are intrinsically tied to array size. In addition to our experimental demonstration, we present simulations of diverse array sampling strategies, including multiframe strategies based on subaperture array translation.

While innovations in calibration strategy and processing beyond the scope of this study will be needed to field coherent multiaperture cameras, the results presented here confirm the ability of such systems to greatly exceed the single aperture diffraction limit and the utility of neural processing in image formation from such systems.

Section 2 describes the experimental system we built to demonstrate the proposed approach. Section 3 details our neural training and estimation strategy and experimental results. Section 4 presents design simulations to help understand the impact of subaperture size and distribution and compression ratio on system performance. Finally section 5 discussed the significance of results presented here and potential next steps in the development of coherent array imaging.

## 2 System Design

We consider the array camera imaging system shown in Fig. 1(a). The object is illuminated by coherent light source, such as laser, and captured by a camera array. One may roughly model each camera as a low pass filter on the object field with transfer function $H(u, v) = P(\lambda F u, \lambda F v)$, where $P(x, y)$ is the pupil function [5] and $F$ is the focal length. In array of identical cameras, the transfer function for the $i^{th}$ camera centered at position $(x_i, y_i)$ is $P(\lambda F u - x_i, \lambda F v - y_i)$. The corresponding coherent impulse response for this camera is

$$h_i(x, y) = e^{2 \pi i \frac{x y_i + y y_i}{\lambda^2}} h_o(x, y)$$  \hspace{1cm} (1)

where $h_o(x, y)$ is the point spread function for a camera at the center of the $(x, y)$ plane. In practice, camera tilt, focal state variation and uncertainty in $(x_i, y_i)$ impact how well the phase function $\phi_i(x, y) \approx 2 \pi i \frac{x + y}{\lambda F}$ is known, but for present purposes it is sufficient to define the array measurement model as

$$g_i(x', y') = \left| \int \int f(x, y) e^{i \phi_i(x, y)} h_o(x' - x, y' - y) dxdy \right|^2$$  \hspace{1cm} (2)

Conventional Fourier ptychography uses iterative phase retrieval to invert the spectogram given in Eqn. 2. Here, however, we propose to directly apply deep learning to estimate $f(x, y)$. This approach enables reconstruction from under sampled Fourier data and avoids the need to precisely characterize $\phi_i(x, y)$.

In previous multiaperture FP studies, either the camera positions or the illumination wave direction is varied to enable oversampling of the target Fourier space. For example, Fig. 1(b) shows the aperture-scanning FP [17], where the camera...
moves to capture different regions of the Fourier space. The single frame Fourier coverage may be visualized by a disk in the object Fourier space, where the disk is defined by the pupil function. Shifting the phase $\phi_i$ by changing the camera position $x_i, y_i$, or by changing the coherent wave illumination angle shifts the position of the bandpass filter. Conventional FP assumes a dense array of overlapping bandpass measurements. Such sampling is not possible in a single frame of multicamera data. Rather we sparsely sample the Fourier space as illustrated at the right of Fig. 1(a).

Figure 1: Comparison between the proposed method and conventional FP. (a) Proposed array camera snapshot FP. (b) Aperture-scanning FP [17]. The proposed method uses a sparse sampling strategy while conventional FP requires scanning the entire Fourier space in an overlapping manner.

An experimental system built to validate the proposed approach is shown in Fig. 2. A superluminescent 650 nm light emitting diode (Exalos, Langhorne PA) was used for illumination. A spatial filter was utilized to collimate the source. Object patterns $f(x, y)$ were created using a liquid crystal spatial light modulator (SLM, Hamamatsu X10468), containing 600 × 800 pixels with pixel pitch 20 $\mu$m. The reflected, phase modulated wave was imaged onto the camera array. All cameras in the array were focused on the SLM plane. The array consisted of 16 1MP OV9281 global shutter cameras (Arducam B0267) coupled with Marshall 25 mm f/2.5 lens (V-4325) operated on Nvidia Jetson Nano array. We 3D printed the supporting frame to mount the cameras in a 4 × 4 array. The sensors of the 16 cameras were not on the same plane, which allowed a slightly compact design. The offset between the optical axes of the adjacent lenses was approximately 33 mm. We also adjusted the orientation of each camera such that the target appeared at the center of its captured frame.

To avoid grating diffraction from the pixelation of the SLM and maintain a proper measurement resolution, the SLM was placed 1.1 m away from the camera array. The period of the diffraction pattern at this distance was 35.7 mm. By letting the 0th order diffraction fall into the gap between the right four cameras in the middle layers, no diffraction pattern was captured. At this distance, the target was measured by approximately 90 × 120 pixels on each camera.

Figure 2: Experimental camera array and imaging system.

The liquid crystal on silicon SLM modulates the phase in proportion to the voltage applied over each pixel [46]. In our setup, the voltage is control by the pixel intensity, and higher intensity corresponds to larger phase retardation. Due to the pixel crosstalk caused by the fringing fields and elastic forces of the material, the expected phase retardation is spatially low pass filtered [32, 43]. To mitigate this effect we limited our experiments to binary phase modulation with maximal retardation and clear high frequency images.
The pixel magnification was \( \frac{600}{90} \approx 6.7 \), meaning that one camera pixel measures 6.7 SLM pixels. The system goal is to jointly process the 16 array camera images to upsample to the original images. Such upampling is possible because of the systematic variation in the subsampled images due to the phase functions \( \phi_i(x, y) \). To demonstrate the feasibility of such upsampling, we used the physical array to measure output signals for several thousand images displayed on the SLM. We used the known input images as ground truth and the output image array as input to a convolutional neural network. We then trained the network to associate the ground truth images with the measured data.

We first collected 2665 vector clip arts from Openclipart\(^\text{2}\). With image augmentation methods, i.e., rotation, flipping and scaling, we generated 23200 binary images with resolution \( 576 \times 768 \) which were zero-padded to \( 600 \times 800 \). The padding was applied because boundary pixels were occluded by the case of the SLM from some viewpoints. During the capture process, 5 frames were averaged for each camera to suppress noise. The low-resolution images from each camera were cropped to just the \( 90 \times 120 \) region imaging the SLM. An example training image and its corresponding measurements are shown in Fig. 3.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{example_training_image.png}
\caption{A data sample on the SLM and the corresponding measurements from the camera array.}
\end{figure}

### 3 Image Estimation

The reconstruction network adopted the U-Net structure\(^\text{3}\) with dense blocks\(^\text{4}\), as shown in Fig. 4. The network consists of the initial convolutional layer, 14 dense blocks, 7 transition layers, 7 upsampling layers and a final convolutional layer. The definitions of the dense block and transition layer follow the original DenseNet\(^\text{19}\). Each dense block consists of 5 BN-PReLU-Conv(1\(\times\)1)-BN-PReLU-Conv(3\(\times\)3) building blocks. The growth rate is \( k = 24 \) and each bottleneck layer produces \( 4k \) feature maps. The compression factor \( \theta \) equals 0.8 in transition layers. The upsampling layer replaces the max-pooling in transition layer with deconvolution, and we apply compression factor \( \theta = 0.2 \). The initial convolutional layer produces 64 feature maps with filter size \( 3 \times 3 \), and the final convolutional layer uses filter size \( 1 \times 1 \). We upsampled the measurements so the input to the network matched the output image in spatial dimension.

Our 23200 image dataset was separated into 20000 training images and 3200 testing images. The network was first trained with binary cross-entropy loss, Adam optimizer\(^\text{23}\) and learning rate 0.0003 for 100 epochs in PyTorch. After that we built a sub-dataset by selecting out the data with poor reconstruction SSIM. We tuned the network with the sub-dataset for 20 epochs using the following loss:

\[ l = l_{\text{BCE}} + \lambda l_{\text{SSIM}}, \tag{3} \]

where we selected \( \lambda = 0.01 \). This training method avoided the domination of smooth data\(^\text{13}\). The training was performed on four Nvidia Tesla V100 with batch size 12. The resulting network, along with the code used to train it, is available for download at\(^\text{39}\).

We evaluated the network with widely used image quality assessment metrics, and the results are summarized in Table\(^\text{1}\). We also show results for networks that used only subsets of the 16 measured images. (See the following text for details.) While the trend to improved image resolution is clear in the results, the effect of aperture synthesis is much clearer in actual images for the sparse binary patterns used here.

Several reconstructed samples\(^\text{4}\) are demonstrated in Fig. 5. In each sample, the reconstructed image, the ground truth image, and the image directly down-sampled to \( 90 \times 120 \) are shown. The down-sampled image represents the resolving power of a single camera in terms of the sensor pixel size. The images show that the proposed imaging method

\(^{2}\)https://openclipart.org/

\(^{3}\)In the current and the following sections, “reconstruction” refers to the network output after thresholding.
overcomes the pixel-limited resolution and super-resolves the texture details. It is worth-noting that the measurements did not include a bright field image as in traditional FP, so the low-frequency structural information was inferred from measurements. More samples along with their measurements are shown in Section 1 in Supplement 1.

The resolution of a camera is limited by diffraction blur, geometric aberration and pixel sampling. We studied the actual resolution improvement of the system by imaging a resolution test chart. The target and the reconstructed image are shown in Fig. 6(a). The width of each line increases from 1 pixel to 14 pixels in the left two columns and from 1 pixel to 7 pixels in the right column. We also directly imaged the target with a single camera using a polarizer, and we compare the direct imaging and the reconstruction from 16 measurements in Fig. 6(b). From direct imaging, the minimum resolvable width of a bar is 7 pixels on the SLM, which agrees with the down-sampling ratio of the camera. With the proposed imaging method, the width of a resolvable bar decreases to 4 pixels, and the we can still see repeating patterns in the right column when the width is 3 pixels.

To confirm that our reconstructed image quality is based on aperture synthesis over the full camera array we trained two more networks that used only subsets of the 16 measured images. The first network used the images from the right four cameras in the middle layers, and the second network used the remaining 12 images. The quantitative results are shown in Table 1 and visual results are shown in Fig. 7. As one would expect, measurements close to the optical axis contribute to the reconstruction of low-frequency information, and the system relies on off-axis measurements to recover high-frequency details.

Table 1: Performance metrics evaluated on the testing data.

| Input            | MSE  | SSIM | BCE  |
|------------------|------|------|------|
| 4 measurements   | 0.0561 | 0.7447 | 0.1767 |
| 12 measurements  | 0.0548 | 0.6974 | 0.1766 |
| 16 measurements  | 0.0428 | 0.8117 | 0.1776 |

The resolution of a camera is limited by diffraction blur, geometric aberration and pixel sampling. We studied the actual resolution improvement of the system by imaging a resolution test chart. The target and the reconstructed image are shown in Fig. 6(a). The width of each line increases from 1 pixel to 14 pixels in the left two columns and from 1 pixel to 7 pixels in the right column. We also directly imaged the target with a single camera using a polarizer, and we compare the direct imaging and the reconstruction from 16 measurements in Fig. 6(b). From direct imaging, the minimum resolvable width of a bar is 7 pixels on the SLM, which agrees with the down-sampling ratio of the camera. With the proposed imaging method, the width of a resolvable bar decreases to 4 pixels, and the we can still see repeating patterns in the right column when the width is 3 pixels.

To confirm that our reconstructed image quality is based on aperture synthesis over the full camera array we trained two more networks that used only subsets of the 16 measured images. The first network used the images from the right four cameras in the middle layers, and the second network used the remaining 12 images. The quantitative results are shown in Table 1 and visual results are shown in Fig. 7. As one would expect, measurements close to the optical axis contribute to the reconstruction of low-frequency information, and the system relies on off-axis measurements to recover high-frequency details.

The resolution of a camera is limited by diffraction blur, geometric aberration and pixel sampling. We studied the actual resolution improvement of the system by imaging a resolution test chart. The target and the reconstructed image are shown in Fig. 6(a). The width of each line increases from 1 pixel to 14 pixels in the left two columns and from 1 pixel to 7 pixels in the right column. We also directly imaged the target with a single camera using a polarizer, and we compare the direct imaging and the reconstruction from 16 measurements in Fig. 6(b). From direct imaging, the minimum resolvable width of a bar is 7 pixels on the SLM, which agrees with the down-sampling ratio of the camera. With the proposed imaging method, the width of a resolvable bar decreases to 4 pixels, and the we can still see repeating patterns in the right column when the width is 3 pixels.

To confirm that our reconstructed image quality is based on aperture synthesis over the full camera array we trained two more networks that used only subsets of the 16 measured images. The first network used the images from the right four cameras in the middle layers, and the second network used the remaining 12 images. The quantitative results are shown in Table 1 and visual results are shown in Fig. 7. As one would expect, measurements close to the optical axis contribute to the reconstruction of low-frequency information, and the system relies on off-axis measurements to recover high-frequency details.
Figure 6: Resolution improvement from a single image. The bars with the width of 4 pixels can be resolved, and we can still see patterns when the width is 3 pixels (red bounding box in (a)). Zoom in to see details.

Figure 7: Comparing the reconstruction results using different number of measurements.

Figure 8: Representative samples with reconstruction errors.
Fig. 8 shows example images with less satisfactory reconstruction results, which also represent the typical types of error in the testing data. The most common error comes from the random dots or large areas without phase variation in the image. Ptychographic image synthesis is based on self-referencing interference between adjacent pixels. For discrete point sources and other sparse images, such interference does not occur and aperture synthesis is impossible. The second type of error comes from animal images which consist of plenty of short lines with varying orientations. While lines are easier to reconstruct compared with dots, the varying random orientation still poses challenges in generating a binary image, but we are able to observe the texture from the network output before thresholding. We also see significant error in artistic images which is difficult to avoid due to the lack of similar samples in the training set. To improve the reconstruction fidelity and build systems for wider applications, the following aspects should be considered.

**Calibration.** One challenge in traditional FP is calibration, because the reconstruction algorithm requires an accurate forward model. In our experiments, we manually cropped the SLM region from the image without careful pixel alignment, and we did not characterize the pixel cross-talk on SLM. While the calibration can be implicitly completed by the neural network, the burden can be lifted to improve the network’s resolving power.

**Camera arrangement.** In our experiments, we did not directly measure the pattern on the SLM, and the results show that low-frequency information can be inferred from measured high-frequency information. However, adding a direct measurement should improve the reconstruction, especially when the image consists of mainly low-frequency components. In Sec. 4, we further discuss other considerations in the aperture distribution.

**Dataset and training.** The performance of a neural network highly depends on the training data. In our experiments, the training data included 1880 samples containing random geometrical shapes, as shown in Fig. 9(a), and the network could reconstruct Fig. 9(b) without perceptible error, see Fig. 9(c). In contrast, the reconstructed image, Fig. 9(d), showed obvious artifacts when the geometrical data were removed from the training set. The performance of the network is also affected by the training strategy. Fig. 10 compares the reconstruction performance before and after the network was tuned with challenging sub-dataset. The reconstruction on details improved with this training trick.

![Image 1](image1.png)

(a) A training sample with random geometrical shapes
(b) Sample ground truth
(c) Reconstruction
(d) Reconstruction without geometrical training data

Figure 9: Effect of training data on reconstruction performance. (a) Samples with geometrical shapes were included in the training set. (b) A sample in testing data. (c) The testing sample could be exactly reconstructed. (d) Reconstruction showed significant artifacts when the geometrical shapes were removed from training data.

![Image 2](image2.png)

(a) Before tuning
(b) After tuning
(c) Ground truth

Figure 10: Effect of tuning with challenging sub-dataset.

4 Design Analysis

In this section, we simulate diverse systems to consider how the experimental results presented above might improved. While the proposed method does not require an accurate forward model for reconstruction, the reconstruction fidelity
is naturally affected by the diameter(s) and the distribution of the camera apertures. Here we simulate 10 aperture distribution strategies and compare their performances.

The simulation follows the traditional FPM as described in [47], and for simplicity we drop the phase factor and the coordinate scaling. The complex wave from the object is denoted \( \psi(x, y) \), and the field at the Fourier plane is denoted \( \hat{\psi}(x', y') \), then the image measurement by the \( i^{th} \) camera can be expressed as

\[
I_i(x, y) = |F[\hat{\psi}(x', y')A(x' - x_i, y' - y_i)]|^2
\]

(4)

where \( F \) is the Fourier transform and \( A(x' - x_i, y' - y_i) \) is the aperture centered at \((x_i, y_i)\) defined as

\[
A(x', y') = \begin{cases} 
1, & x'^2 + y'^2 \leq \left( \frac{d}{2} \right)^2 \\
0, & \text{otherwise}
\end{cases}
\]

(5)

where \( d \) is the diameter of the aperture. In simulations, we assumed the wave from the object \( \psi(x, y) \) was a real-valued image with \( 512 \times 512 \) pixels.

In the first 4 strategies, we considered 9 apertures with aperture diameter \( d = 128 \). Strategy 1 assumed an intuitively ideal but physically challenging layout that 9 apertures were densely located at the center of the Fourier space. Strategy 2 assumed an uniform, symmetrical and sparse distribution. Strategy 3 assumed an uniform, asymmetrical and sparse distribution. Strategy 4 assumed sparse but loosely structured distribution where each aperture was given a random shift compared to the strategy 2, and this strategy best described our physical setup.

Strategy 5 and 6 considered 16 and 36 apertures with diameters \( d = 96 \) and \( d = 64 \) respectively. Strategy 7-10 considered multi-scale aperture diameters and random distribution. The number of apertures and diameters for each distribution are illustrated in Fig. 11. The number of apertures were selected so that all strategies except strategy 7 had similar total measured pixels, while strategy 7 measured approximately 20% less pixels.

The simulation data were generated from DIV2K dataset [11] and CLIC dataset [9]. We cropped 20000 patches, each containing \( 512 \times 512 \) pixels. The 20000 data were divided into 15000 training data, 2500 validation data and 2500 testing data. We considered the Poisson noise by introducing a parameter \( n \) representing the expected number of photons, so the target was \( \psi(x, y) = I_{gt}(x, y) \), where \( I_{gt} \) represented the image normalized to \([0, 1]\), and the measurement became:

\[
I_i(x, y) = \text{Poisson}(|F[\hat{\psi}(x', y')A(x' - x_i, y' - y_i)]|^2 \times n).
\]

(6)
The reconstruction still adopted the U-net structure as shown in Fig. 4, but with 6 transition layers and 6 upsampling layers. The growth rate was 16, and each dense block consisted of 5 building blocks. We also considered the residual learning scheme [45] and asked the network to predict the residual of the bright field low resolution image.

We first trained the network on noise-free data following Eq. 4, and we tuned the network with noisy data with \( n = 10^3 \). The performance of the networks on the testing data with different noise levels are summarized in Table 2, and three reconstruction samples are shown in Fig. 12. Extra samples and full resolutions images are shown in Section 2 in Supplement 1. We emphasize the following observations:

1. **Sparsity**: Although the dense distribution better preserved the structure information of the image, its ability to resolve high frequency information is limited. In contrast, sparse measurement strategies captured more high-frequency information and recovered more details while still maintaining high PSNR. Dense distribution also showed poor robustness to noise compared to sparse distributions.

2. **Random distribution**: Given the diameter and the number of the apertures, as shown in strategy 2-4, randomly distributed apertures outperformed others in both quantitative evaluation and visual results.

3. **Multi-scale apertures**: While the resolving power of the system decreased with the aperture diameter in single-aperture-size cases, improved results were demonstrated by combining multi-scale apertures. This strategy even achieved competitive results with fewer measured pixels.

![Figure 12: Comparing the reconstruction results with different aperture distributions.](image)

The first two observations allow great flexibility in camera array design, and the third observation allows using smaller apertures without compromising the resolving power of the system. These pave the way for developing cheap and portable systems for wider applications.

While we applied the same network structure to all strategies to ensure fair comparison, we admit that improved results could be achieved with advanced network structures. In fact, the state-of-the-art single image super-resolution algorithms easily exceed 10 million parameters [14], and we had only 5 million parameters in contrast. The network structure also ignores the different scales of the measurements. Future research can focus on jointly optimizing the aperture distribution and the reconstruction network.

Results above and in the supplement document show that sparse sampling strategies can produce visually satisfactory reconstruction for most images. Further improving the reconstruction fidelity requires increasing the number of measured pixels and the Fourier space coverage. This process is easily achieved within a camera array system. Because the system throughput has been increased with multiple cameras, the reconstruction fidelity can be significantly improved by spatially shifting the system and increasing the number of snapshots. We simulate this process following the aperture distribution strategy 4.

In this given aperture distribution, each snapshot captures 9 images, covering 44% of the Fourier space. To cover more Fourier space, we can shift the system and have multiple snapshots, so in total \( 9k \) images are captured with \( k \)
Table 2: Quantitative comparisons of different distribution strategies.

| Photons | Noise-free data training | |
|---------|--------------------------|
| Criteria | PSNR / SSIM | PSNR / SSIM | PSNR / SSIM | PSNR / SSIM | PSNR / SSIM |
| Strategy 1 | 28.63 / 0.8742 | 27.32 / 0.8462 | 25.98 / 0.8082 | 27.96 / 0.8614 | 27.71 / 0.8566 | 26.44 / 0.8233 |
| Strategy 2 | 27.19 / 0.8448 | 27.05 / 0.8408 | 26.23 / 0.8142 | 27.19 / 0.8446 | 27.12 / 0.8434 | 26.43 / 0.8222 |
| Strategy 3 | 27.63 / 0.8533 | 27.28 / 0.8453 | 25.60 / 0.7913 | 27.59 / 0.8512 | 27.56 / 0.8506 | 25.97 / 0.8040 |
| Strategy 4 | 28.32 / 0.8691 | 27.74 / 0.8564 | 25.70 / 0.7900 | 28.16 / 0.8663 | 28.02 / 0.8633 | 25.88 / 0.7991 |
| Strategy 5 | 26.59 / 0.8300 | 26.23 / 0.8208 | 24.97 / 0.7799 | 26.66 / 0.8279 | 26.60 / 0.8263 | 25.36 / 0.7901 |
| Strategy 6 | 24.66 / 0.7665 | 24.48 / 0.7618 | 23.87 / 0.7463 | 24.64 / 0.7667 | 24.69 / 0.7674 | 24.12 / 0.7526 |
| Strategy 7 | 27.56 / 0.8556 | 27.22 / 0.8483 | 25.80 / 0.8090 | 27.55 / 0.8546 | 27.42 / 0.8518 | 26.08 / 0.8107 |
| Strategy 8 | 27.79 / 0.8577 | 27.49 / 0.8508 | 26.05 / 0.8053 | 27.88 / 0.8563 | 27.75 / 0.8541 | 26.53 / 0.8211 |
| Strategy 9 | 27.84 / 0.8586 | 27.48 / 0.8507 | 25.99 / 0.8029 | 27.94 / 0.8573 | 27.79 / 0.8546 | 26.41 / 0.8144 |
| Strategy 10 | 27.07 / 0.8384 | 26.97 / 0.8367 | 26.36 / 0.8202 | 27.14 / 0.8387 | 27.07 / 0.8375 | 26.46 / 0.8221 |

5 Conclusion

We have shown that it is possible to combine coherent image data over multiple camera apertures to super-resolve a remote scene with a single snapshot of data. Of course, our system is contrived in the sense that we have full control over the object field through an SLM, which allows us to train the system without fully calibrating the structure of the forward model. In future work, we hope to build on the results presented here to create synthetic aperture images of natural objects. We imagine that such an imaging system can be calibrated with a combination of structured illumination and test objects, but we leave demonstration of such calibration to future work. We have also compared diverse array
structures and found that unstructured arrays perform best with snapshot reconstruction. Again referring to future work, we anticipate that multiframe estimation over moving platforms will further improve these results.
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Supplement Document

This supplemental document includes reconstruction samples from the physical system along with their measurements, reconstruction samples from simulations with various aperture sizes and distributions, visualization of the multi-snapshot process and the corresponding reconstruction samples.

1 Visual results of the Physical Setup

Fig. 1 and Fig. 2 show samples from our physical setup of array-camera snapshot Fourier ptychography (FP). For each sample, on the left we show the network output, the thresholded output, the ground truth image and the image directly down-sampled from ground truth, and on the right we show the 16 measured images from the camera array. The camera array does not directly measure the target, and both the structural and the textural information are estimated by the neural network from the measured interference between pixels.

![Network output, Reconstruction, Ground truth, Down-sampled](image1)

![Network output, Reconstruction, Ground truth, Down-sampled](image2)

Figure 1: Visual results of the array-camera snapshot FP. The image intensity of the measurements has been adjusted for visualization.

2 Visual analysis of the impact of subaperture size and distribution

We compare the visual results of the reconstructed images with various subaperture sizes and distributions in simulation. Fig. 4 illustrates 10 different strategies. Each source image contains $512 \times 512$ pixels, and each measured image contains $128 \times 128$, $96 \times 96$ or $64 \times 64$ pixels. See the paper for more details. Three reconstructed images are shown in Fig. 4 and five zoomed-in details are shown in Fig. 5. Compared with densely distributed and uniformly distributed apertures, sparsely and randomly distributed apertures best preserve high-frequency texture information. Further comparisons also show that combining multi-scale apertures achieves competitive results, which allows using smaller and cheaper lenses in building the system.
Figure 2: Visual results of the array-camera snapshot FP. The image intensity of the measurements has been adjusted for visualization.
3 Visual analysis of different number of snapshots

The reconstruction fidelity can be improved by spatially shifting the system and increasing the number of snapshots. We simulate this process using the aperture distribution in Fig. 3(a). After each snapshot, we shifted the apertures before next snapshot to cover more Fourier space. We can cover the entire Fourier space with 6 snapshots. The increasing coverage is shown in Fig. 3. We show reconstruction samples in Fig. 6. Because the system throughput has been increased with the camera array, we see 3 dB improvement in PSNR by adding only one more snapshot. When the entire Fourier space is covered, the network achieves 6 dB improvement in PSNR.

![Snapshot Ptychography on Array Cameras](image)

(a) 1 snapshot, 44.3%
(b) 2 snapshots, 69.7%
(c) 3 snapshots, 85.7%
(d) 4 snapshots, 95.4%
(e) 5 snapshots, 98.7%
(f) 6 snapshots, 100%

Figure 3: Fourier space coverage with different number of snapshots. The percentage of the covered Fourier space increases from 44.3% to 100%.
Figure 4: Visual comparison between different aperture sizes and distributions. Zoom in to see image details.
| Ground truth | Strategy 1 | Strategy 2 | Strategy 3 | Strategy 4 | Strategy 5 |
|-------------|-----------|-----------|-----------|-----------|-----------|
| Interpolation | Strategy 6 | Strategy 7 | Strategy 8 | Strategy 9 | Strategy 10 |

**Figure 5:** Visual comparison between different aperture sizes and distributions.
Figure 6: Visual results with different number of snapshots.