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Abstract. This work provides a first step towards the construction of a noncommutative geometry for the quantum Hall effect in the continuum. Taking inspiration from the ideas developed by Bellissard during the 80’s we build a spectral triple for the $C^*$-algebra of continuous magnetic operators based on a Dirac operator with compact resolvent. The metric aspects of this spectral triple are studied, and an important piece of Bellissard’s theory (the so-called first Connes’ formula) is proved.
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1 Introduction

The study of the topological phases of matter is undoubtedly one of the research topics that has attracted most of the attention of the scientific community during the last decades and it can be traced back to the discovery of the quantum Hall effect (QHE) in 1980.

The QHE is characterized by two peculiar and interesting phenomena: the quantization of the transverse conductivity, which is robust with respect to small perturbations (like disorder), and the appearance of the plateaux. The mathematical literature on the QHE is endless and cannot be reported extensively here. For this reason, and at the cost of forgetting important contributions, we will report below only the main contributions to the subject which are related to the aim of the present work. The topological nature of the quantization of the Hall conductivity is understood since 1981 with the pioneering works [44, 63], but its modern interpretation in terms of an index theory was completed only in 1994, with the seminal paper [3]. The existence of the plateaux as the consequence of the presence of disorder was mathematically proved in 1987 for the case of the Landau Hamiltonian (continuous model) [42]. An improved version of this result was obtained only in more recent years [29, 30] thanks to the development of new sophisticated mathematical tools like the multiscale analysis. During the 80’s, Bellissard had the brilliant intuition to combine the noncommutative geometry (NGC), developed by Connes a few years earlier [15, 16, 17], with the study of the QHE. This program eventually led to the groundbreaking paper [6] of 1994 where the NGC of the QHE was rigorously established. The main advantage of Bellissard’s approach is mainly related to the synthesis power of NGC. In
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fact, inside this new framework, the complete phenomenology of the QHE (quantization and plateaux) can be explained with the use of a unified language. The NGC program of the QHE has been pushed forward by several other authors in last years (e.g., [13, 31, 52, 68]) and has been extended with surprising success to the study of topological insulators (e.g., [6, 9, 57]).

The formalism developed in [6] allows, in principle, to treat both the continuous case of magnetic Schrödinger operators defined on $L^2(\mathbb{R}^2)$ and the discrete case of tight-binding magnetic Hamiltonians defined on $\ell^2(\mathbb{Z}^2)$. However, many of the crucial results contained in [6], like the first and second Connes’ formulas [6, Theorems 9 and 10] are proved only for the discrete case. The extension to the continuous case of these results is not simply a matter of a straightforward generalization but requires the change of some structural elements for the construction of the appropriate NGC. We will try to clarify these points below, but first, it is worth making a methodological remark: in order to focus on the crucial points of the discussion, we will consider in this work only the purely magnetic aspects of the dynamics, avoiding the technical complications associated with the presence of disorder usually present in the matter. In fact, once the magnetic aspects of the problem have been understood, the effects due to the (random) electrostatic interaction with matter can be restored in the theory in a standard, but not necessarily trivial, way. The general random case will be the subject of a future work.

Let us start by explaining Bellissard’s approach in a nutshell. The magnetic (non-random) $C^*$-algebra considered in [6], the so called noncommutative Brillouin zone, is the subalgebra $\mathcal{B}_B \subset \mathcal{B}(\ell^2(\mathbb{Z}^2))$ generated by the discrete magnetic translations. The subscript $B$ in the symbol $\mathcal{B}_B$ refers to the strength of a constant magnetic field perpendicular to the plane. The $C^*$-algebra $\mathcal{B}_B$ is unital and is endowed with a natural finite trace $\mathcal{T}_B$ known as the trace per unit volume (see [66] for a recent review). The NGC built in [6] is based on the spectral triple $(\tilde{\rho}, \tilde{\mathcal{H}}_2, \tilde{D})$ where $\mathcal{H}_2 := \ell^2(\mathbb{Z}^2) \otimes \mathbb{C}^2$ is a separable Hilbert space, $\tilde{\rho}$ is the diagonal representation of $\mathcal{B}_B$ on $\mathcal{H}_2$ defined by $\tilde{\rho}(A) := A \otimes 1_2$ and $\tilde{D}$ is the Dirac operator defined by

$$\tilde{D} := x_1 \otimes \sigma_1 + x_2 \otimes \sigma_2 = \begin{pmatrix} 0 & x_1 - ix_2 \\ x_1 + ix_2 & 0 \end{pmatrix},$$

where $x_1$, $x_2$ are the position operators on $\ell^2(\mathbb{Z}^2)$, and $\sigma_1$, $\sigma_2$ are the Pauli matrices. There are two aspects in the choice of the operator $\tilde{D}$ which are decisive for the construction of the framework of [6]. First of all $\tilde{D}$ has compact resolvent as required by the original definition of spectral triple, as given in [17, 33]. Secondly, the operator $\tilde{D}$ relates the trace per unit volume $\mathcal{T}_B$ with the Dixmier trace $\text{Tr}_{\text{Dix}}$ [1, 17, 18, 33, 47] via the formula

$$\mathcal{T}_B(A) = \frac{1}{\pi^2} \text{Tr}_{\text{Dix}}(|\tilde{D}_\varepsilon|^{-2} \tilde{\rho}(A)), \quad A \in \mathcal{B}_B,$$

where $|\tilde{D}_\varepsilon|^{-2} := (\tilde{D}^2 + \varepsilon)^{-1} = (x_1^2 + x_2^2 + \varepsilon)^{-1} \otimes 1_2$, and $\varepsilon > 0$. Formula (1.2) is proved (and used) only indirectly in [6] but is explicitly given in [5, p. 104]. The spectral triple $(\tilde{\rho}, \tilde{\mathcal{H}}_2, \tilde{D})$ generates a canonical Fredholm module with Dirac phase $\tilde{F}_\varepsilon := \tilde{D}_\varepsilon |\tilde{D}_\varepsilon|^{-1}$. The operator $\tilde{F}_\varepsilon$ is the key element for the construction of the quantized calculus of the noncommutative Brillouin zone $\mathcal{B}_B$, and the related index theory which provides the topological interpretation of the QHE. It is worth noting that the “discrete nature” of $\tilde{F}_\varepsilon$, meaning that there is a (discrete) basis which diagonalizes the Dirac phase, is a crucial ingredient in [6], as well as in the algebraic theory of topological insulators [8, 57] or in the construction of the spectral localizer [48, 49, 50].

The passage to the continuous in the theory developed in [6] consists in the construction of a suitable $C^*$-algebra $\mathcal{B}_C$ of magnetic operators acting on $L^2(\mathbb{R}^2)$ and an associated spectral

\footnote{The name magnetic translations is common in the condensed matter community since the works of Zak [69, 70]. Mathematically, they are known as Weyl systems.}
triple which provides the right index theory for the topological interpretation of the QHE. The construction of the magnetic algebra \( \mathcal{C}_B \) (still called noncommutative Brillouin zone in [6]) is standard in the literature and is related to the abstract theory of group \( C^* \)-algebras (see Section 2.2 for more details). However, \( \mathcal{C}_B \) can also be introduced in a very concrete way. Let \( \{ \psi_{n,m} \} \subset L^2(\mathbb{R}^2) \), with \( n, m \in \mathbb{N}_0 := \mathbb{N} \cup \{0\} \) be the orthonormal basis provided by the generalized Laguerre functions (2.4), and define the family of operators

\[
\Upsilon_{j \rightarrow k} \psi_{n,m} := \delta_{j,n} \psi_{k,m}, \quad k, j, n, m \in \mathbb{N}_0.
\]  

(1.3)

Then, \( \mathcal{C}_B \) coincides with the algebra generated in \( \mathcal{B}(L^2(\mathbb{R}^2)) \) by the family \( \{ \Upsilon_{j \rightarrow k} \mid (j, k) \in \mathbb{N}_0^2 \} \) (Proposition 2.10). The algebra \( \mathcal{C}_B \) is non-unital (Corollary 2.12) and the trace per unit volume \( T_B \) provides an unbounded (semi-finite) trace densely defined on \( \mathcal{C}_B \) (see Section 2.6 for full details). Its physical relevance for the theory of the QHE lies in the fact that the Landau Hamiltonian \( H_B \) (defined in Section 2.1) is affiliated to \( \mathcal{C}_B \) (Proposition 2.13). Therefore, the missing ingredient for the construction of a NGC of the QHE in the continuum is an appropriate Dirac operator.

In principle the operator \( \hat{D} \) defined by (1.1) makes sense also in \( L^2(\mathbb{R}^2) \otimes \mathbb{C}^2 \), but in this situation, its resolvent is not compact. This is not an insurmountable problem since it is possible to define spectral triples with the weakest condition that the elements of the \( C^* \)-algebra are relatively compact with respect to this Dirac operator. Even though the terminology used in the literature is not uniform, the situation can be summarized as follows:\(^2\) a compact spectral triple is a spectral triple defined by a Dirac operator with compact resolvent according to the original definition like [33, Definition 9.16]; a locally compact spectral triple is a spectral triple defined by a Dirac operator with respect to which the elements of the \( C^* \)-algebra are relatively compact [12, Definition 3.1] or [60, Definition 2.2.1 and Remark 2.2.2]. For unital \( C^* \)-algebras every locally compact spectral triple is automatically compact, in contrast to the non-unital case, where both types of spectral triples are in general possible. This fact leads to a kind of ambiguity for the construction of a suitable spectral triple for the magnetic algebra \( \mathcal{C}_B \). One possibility is to consider \( \mathcal{C}_B \) as a noncommutative locally compact space by endowing this algebra with the geometry defined by the Dirac operator \( \hat{D} \). This approach has already been explored in the literature on topological phases of matter in [9, 68], and in a more embryonic form in [3, 31]. In particular, the Dirac operator \( \hat{D} \) allows a complete description of the QHE and (other topological phases) in the continuum [9]. A closely related approach, already considered in the literature in different contexts [27, 43, 54], consists in considering the Dirac operator \( \tilde{D} = \sum_{j=1}^{2} (-i \partial_j) \otimes \sigma_j \) which is the Fourier transform of \( \hat{D} \). The latter choice also allows to prove a formula of the type (1.2) by combining the result of [4] with the observation that \( |\tilde{D}|^2 \) is proportional to the Laplacian \( \Delta \) on \( \mathbb{R}^2 \). A completely different approach consists in constructing a compact spectral triple for the magnetic algebra \( \mathcal{C}_B \). To the best of our knowledge, this attempt seems to be unexplored in the literature and is the main aim of the present work.

Before describing the main results of this paper, it is worth to point out why it is relevant to consider a compact spectral triple for the magnetic algebra \( \mathcal{C}_B \). In our opinion, there are at least to two good motivations: the first has a mathematical flavor while the second is more physical. Mathematically the advantage of having a Dirac operator with a compact resolvent is related to the existence of a basis of eigenvectors which diagonalizes both the Dirac operator and the Dirac phase. This fact might have important implications in the problem of the computation of topological quantities. In fact, the more advanced and recent techniques for the numerical computation of topological quantities, like the spectral localizer [48, 49, 50] or the

\(^2\)The distinction between compact spectral triple vs. locally compact spectral triple used in this paper is borrowed from [60, Definition 2.2.1 and Remark 2.2.2]. However, this terminology is not at all standard in the literature. In our opinion, a better distinction between the two types of spectral triples should take into account the dichotomy between the discrete and the continuous nature of the spectrum of the Dirac operator.
finite volume approximation [56], have been developed only for tight-binding magnetic models, and ultimately are based on the fact that the Dirac operators (1.1), and their related phase, are diagonalized on the eigenbasis of the position operators. The construction of a compact spectral triple for the magnetic algebra $\mathcal{C}_B$ would provide the right tool to extend these computational techniques to continuous models. The physical motivation goes in the same direction and relies on the observation that the presence of a constant magnetic field localizes the motion of charged particles in the perpendicular plane. In this sense, the existence of a magnetic field $B$ can be interpreted as an effective discretization of the space in magnetic domains of characteristic magnetic length $\ell_B$ (see Section 2.1). This fact suggests that a correct (noncommutative) geometry for the magnetic problem must depend on $\ell_B$ and has to be a of “discrete” nature. These requests translate mathematically into the need of finding a Dirac operator that depends on an effective discretization $\ell$ for the magnetic problem must depend on $\ell_B$ (in contrast to $\tilde{D}$ which is independent of the magnetic field $B$) and which has compact resolvent.

Our goal is to show that the magnetic algebra $\mathcal{C}_B$ can be endowed with an appropriate compact spectral triple. The natural candidate for such a geometry is the magnetic Dirac operator (see Section 3.1)

$$D_B := \frac{1}{\sqrt{2}}(K_1 \otimes \gamma_1 + K_2 \otimes \gamma_2 + G_1 \otimes \gamma_3 + G_2 \otimes \gamma_4).$$

In the definition (1.4), $\gamma_1, \ldots, \gamma_4$ are Hermitian $4 \times 4$ matrices which satisfy the fundamental anti-commutation relations of the Clifford algebra $Cl_4(\mathbb{C})$. The dependence of $D_B$ upon the magnetic field $B$ is through the magnetic momenta $K_1, K_2$ and the dual magnetic momenta $G_1, G_2$ defined by (2.1) and (2.2), respectively. It is interesting to notice that the limit $B \to 0$ (or equivalently $\ell_B \to +\infty$) is singular, showing that $D_B$ is a purely magnetic object. As required, $D_B$ is a densely defined self-adjoint operator with compact resolvent (Proposition 3.1). Another important observation is that

$$D_B^2 = Q_B \otimes 1_4 + 1 \otimes \varpi,$$

where $\varpi := \text{diag}(0, 0, +1, -1)$ is a constant diagonal matrix and $Q_B$, defined by (2.5), is a two-dimensional isotropic harmonic oscillator. This fact relates our problem with the construction of spectral triples based on the harmonic oscillator [28, 37, 64, 67]. To define our spectral triple for the magnetic algebra $\mathcal{C}_B$ we need a few other ingredients. First of all we need the dense $\ast$-subalgebra $\mathcal{A}_B \subset \mathcal{C}_B$ defined by linear combinations of operators $\mathcal{Y}_{j \rightarrow k}$ defined by (1.3) with rapidly decreasing coefficients. In particular $\mathcal{A}_B$ turns out to be a pre-$C^\ast$-algebra (Propositions 2.8 and 2.14) and this ensures that from $\mathcal{A}_B$ one can recover the all the topological information of the magnetic algebra $\mathcal{C}_B$, like the K-theory [33, Theorema 3.44]. The second ingredient is the separable Hilbert space $\mathcal{H}_4 := L^2(\mathbb{R}^2) \otimes \mathbb{C}^4$ on which the algebra $\mathcal{C}_B$ is represented diagonally by the map $\rho: \mathcal{C}_B \to \mathcal{B}(\mathcal{H}_4)$ where $\rho(A) := A \otimes 1_4$ for every $A \in \mathcal{C}_B$. The last ingredient is the self-adjoint involution $\chi := 1 \otimes (\gamma_1 \gamma_2 \gamma_3 \gamma_4)$ which commutes with the elements of $\rho(\mathcal{C}_B)$ and anticommutes with $D_B$. We are now in a position to state our first main result:

**Theorem 1.1.** The collection $(\mathcal{A}_B, \mathcal{H}_4, D_B)$, endowed with the diagonal representation $\rho$ and the involution $\chi$ defines a regular even compact spectral triple for the magnetic algebra $\mathcal{C}_B$.

The proof of Theorem 1.1 is a consequence of several results proved in Section 3.1. In particular the basic axioms for a compact spectral triple (according to [33, Definition 9.16]) are proved in Propositions 3.1 and 3.2. The graded structure provided by $\chi$ shows that the spectral triple is even, which is a manifestation of the dimension of the NGC manifold described by the Dirac operator. The regularity property defined, as defined in [33, Definition 10.10], is proved in Proposition 3.4. We will refer to $(\mathcal{A}_B, \mathcal{H}_4, D_B)$ as the magnetic spectral triple or the
magnetic K-cycle. We also note that our magnetic spectral triple satisfies all the axioms for a noncommutative spin geometry, with the exception of the existence of a real structure, in a similar fashion to the spectral triple defined in [6].

The second main result concerns the generalization of the formula (1.2) to continuous magnetic operators. To state the result in a precise form, we need to introduce the fundamental magnetic disk $\Lambda_B := \frac{\pi \ell^2}{2} B$ and the regularized resolvent

$$|D_{B,\varepsilon}|^{-2} := \left(D_B^2 + \varepsilon 1\right)^{-1}, \quad \varepsilon > 0.$$  

**Theorem 1.2.** For every $A \in \mathcal{L}_B^1 \cdot \mathcal{L}_B^2$ it holds true that

$$\mathcal{T}_B(A) = \frac{1}{8\Lambda_B} \text{TrDix} \left(|D_{B,\varepsilon}|^{-2} \rho(A)\right)$$

independently of $\varepsilon > 0$.

Theorem 1.2 is a direct consequence of Theorem 2.28 and Remark 2.29 along with the structure of the square $D_B^2$ (cf. Remark 3.7). The domain $\mathcal{L}_B^1 \cdot \mathcal{L}_B^2$ is defined in Remark 2.29. Even though it is smaller than the natural domain where the trace per unit volume $\mathcal{T}_B$ is defined (cf. Proposition 2.21) it contains the pre-$C^*$-algebra $\mathcal{S}_B$ and this implies that the magnetic spectral triple $(\mathcal{S}_B, \mathcal{H}_A, D_B)$ has spectral dimension 2 (Theorem 3.6).

For the presentation of the last main result, we need to introduce the magnetic Dirac phase

$$F_{B,\varepsilon} := \frac{D_B}{|D_{B,\varepsilon}|}, \quad \varepsilon > 0.$$  

and the (quasi-)differential

$$d(\rho(A)) := [F_{B,\varepsilon}, \rho(A)], \quad A \in \mathcal{F}_B.$$  

(1.5)

As discussed in Section 3.4, the magnetic Dirac phase enters in the definition of the $2^+$-summable even (pre-)Fredholm module $(\rho, \mathcal{H}_A, F_{B,\varepsilon})$ (Theorem 3.12). It is worth mentioning that the latter fact allows to associate to $F_{B,\varepsilon}$ a unique $KK$-homology class $[F_B] \in KK(\mathcal{S}_B, \mathbb{C})$ (see [7, Chapter VII]), although this aspect will not be investigated further in this work. Another important remark is that with the help of the differential (1.5) one can build a quantized calculus for the magnetic algebra $\mathcal{S}_B$ in the spirit of [17, Chapter 4]. This aspect will be investigated in full detail in an upcoming work. In the present work, we provide only a preliminary, but related result, known in [6] with the name of first Connes’ formula. For that, we need to recall that the pre-$C^*$-algebra $\mathcal{F}_B$ admits two spatial derivations defined by the commutators with the position operators, i.e.,

$$\nabla_j(A) = -i [x_j, A], \quad A \in \mathcal{F}_B, \quad j = 1, 2.$$  

A more detailed discussion about these derivations is presented in Section 2.8. For the moment, we only need to introduce the noncommutative gradient $\nabla(\cdot) := (\nabla_1(\cdot), \nabla_2(\cdot))$ and the inner product

$$\nabla(A_1) \cdot \nabla(A_2) := \sum_{j=1}^2 \nabla_j(A_1) \nabla_j(A_2)$$

for every pair $A_1, A_2 \in \mathcal{F}_B$.

**Theorem 1.3** (first Connes’ formula). For every pair $A_1, A_2 \in \mathcal{F}_B$ the following formula holds true:

$$\mathcal{T}_B(\nabla(A_1)^\ast \cdot \nabla(A_2)) = \frac{1}{2\pi} \text{TrDix}\left( d(\rho(A_1))^\ast d(\rho(A_2))\right).$$  

(1.6)
Theorem 1.3 is a direct corollary (in fact, a restatement) of Theorem 3.15.

It is important to point out that formulas of the type (1.6) have already been investigated in the literature in contexts not necessarily related to the QHE. For instance, in [53] a similar formula has been derived for the case of a \((d\text{-dimensional})\) noncommutative torus. The latter result provides a direct generalization of the first Connes’ formula obtained in [6] for the discrete case. Even more related to Theorem 1.3 is the work [54]. In the latter paper a formula of the type (1.6) is derived for the \textit{noncommutative Euclidean space} (or \textit{Moyal plane}) which is indeed similar to the algebra \(\mathcal{C}_B\) introduced above. The main difference between the result in [54] and Theorem 1.3 lies in the choice of the Dirac operator. In fact, in [54] the authors deal with the operator \(\hat{D}\) (described above) which has a non-compact resolvent, while formula (1.6) is obtained from the Dirac operator \(D_B\) which has compact resolvent.

What is still missing? In order to complete the program of [6] with our \textit{compact} spectral triple, we need to prove the second Connes’ formula (which provides the link between the Chern character and the Hall conductivity) and to introduce the (random) perturbation by electrostatic potentials. The first question is related to the study of the quantized calculus of the magnetic algebra \(\mathcal{C}_B\) generated by the differential (1.5). The second question consists of replacing the magnetic algebra \(\mathcal{C}_B\), which is a twisted group \(C^*\)-algebra of \(\mathbb{R}^2\), with a twisted \(C^*\)-crossed product generated by the action of \(\mathbb{R}^2\) on the hull of the potentials (see, e.g., [6, Sections E and F] and references therein). Both of these aspects will be investigated in an upcoming work.

\section*{Structure of the paper}

Section 2 is devoted to the construction of the magnetic algebra \(\mathcal{C}_B\) and its associated von Neumann algebra \(\mathcal{M}_B\). More precisely, we start by recalling the fundamental facts about the Landau Hamiltonian (Section 2.1). Then, we review the connection between \(\mathcal{C}_B\) and the theory of twisted group algebras (Section 2.2), and the role of the Laguerre basis in the structural properties of \(\mathcal{C}_B\) (Section 2.3). After that, we focus on the structure of the associated von Neumann algebra \(\mathcal{M}_B\) (Sections 2.4 and 2.5) in order to present in a rigorous form the (noncommutative) integration theory for the magnetic algebra (Section 2.6) and its link with the Dixmier trace (Section 2.7). Finally, the (noncommutative) differential structure and the noncommutative Sobolev’s theory for \(\mathcal{C}_B\) are discussed (Section 2.8). Section 2 contains in large part review material, but has the merit to collect various pieces of information scattered in the literature in a logically structured presentation. An exception should be made for Section 2.7, which contains new important results and in particular Theorem 2.28.

Section 3 is devoted to the metric aspects of the magnetic spectral triple and, unlike Section 2, contains mainly new material. We start with the construction of the spectral triple (Section 3.1) and with the study of some important properties like the measurability (Section 3.2) and the absence of real structures (Section 3.3). After that, we introduce the magnetic Fredholm module (Section 3.4) with its graded structure (Section 3.5). Finally, we end with the proof of the first Connes’ formula (Section 3.6).

Appendices A and B contain some technical results which have been separated from the main body of the text in order to make the flow of the presentation more fluid.

\section{Background material}

In this section, we will describe the natural operator algebras associated with the Landau Hamiltonian. On these algebras, we will define a differential structure and an integration theory based on the Dixmier trace. Much of the information that we will present in the next sections are borrowed from existing literature. In particular the papers [27, 28, 32, 40, 51, 65] deal with very related subjects.
2.1 The Landau Hamiltonian

Much of the material presented in this section, including the choice of notations, is taken from [20, Section 3]. Let $B \in \mathbb{R}$ be the strength of a constant magnetic field, perpendicular to the plane $\mathbb{R}^2$. We are interested in the quantum dynamics of a particle of mass $m$ and negative charge $-q$. With these quantities one can define the magnetic length $\ell_B$ and the magnetic energy $\mathcal{E}_B$, as

$$\ell_B := \sqrt{\frac{\hbar}{qB}}, \quad \mathcal{E}_B := \frac{qB\hbar}{mc},$$

where $c$ is the speed of light and $\hbar$ the Planck constant. The magnetic field $B$, through the length $\ell_B$, enters in the definition of the group 2-cocycle $\Phi$ on $\mathbb{R}^2$ given by

$$\Phi_B(x, y) := e^{i \frac{x \wedge y}{\mathcal{E} B}}, \quad x, y \in \mathbb{R}^2,$$

where $x \wedge y := x_1 y_2 - x_2 y_1$ for all $x = (x_1, x_2)$ and $y = (y_1, y_2)$.

The dynamics of a (spin-less) charged particle in the field $B$ is governed by the Landau Hamiltonian $H_B$, defined on the Hilbert $L^2(\mathbb{R}^2)$ by

$$H_B := \frac{\mathcal{E}_B}{2} (K_1^2 + K_2^2),$$

where the magnetic momenta $K_1$ and $K_2$ are given by

$$K_1 := -i \ell_B \frac{\partial}{\partial x_1} - \frac{1}{2\ell_B} x_2, \quad K_2 := -i \ell_B \frac{\partial}{\partial x_2} + \frac{1}{2\ell_B} x_1. \quad (2.1)$$

The magnetic momenta are essentially self-adjoint operators with dense cores given by the compactly supported smooth functions $C_c^\infty(\mathbb{R}^2)$ or by the Schwartz functions $S(\mathbb{R}^2)$. As a consequence, $H_B$ is essentially self-adjoint on $C_c^\infty(\mathbb{R}^2)$ or $S(\mathbb{R}^2)$. It is also useful to define the dual magnetic momenta

$$G_1 := -i \ell_B \frac{\partial}{\partial x_2} - \frac{1}{2\ell_B} x_1, \quad G_2 := -i \ell_B \frac{\partial}{\partial x_1} + \frac{1}{2\ell_B} x_2, \quad (2.2)$$

which are again essentially self-adjoint with cores $C_c^\infty(\mathbb{R}^2)$ or $S(\mathbb{R}^2)$. The magnetic momenta and their duals satisfy the following commutation relations

$$[K_1, K_2] = -i \mathbf{1}, \quad [G_1, G_2] = -i \mathbf{1}, \quad [K_i, G_j] = 0.$$

The magnetic momenta $K_1, K_2$ are the infinitesimal generators of the magnetic translations $U_B(a) := e^{-\frac{i}{\mathcal{E} B} (a_1 K_1 + a_2 K_2)}$ for all $a := (a_1, a_2) \in \mathbb{R}^2$. A direct computation provides

$$(U_B(a) \psi)(x) = \Phi_B(a, x) \psi(x - a), \quad a \in \mathbb{R}^2, \quad \psi \in L^2(\mathbb{R}^2).$$

In the same way, $G_1, G_2$ are the infinitesimal generators of the dual magnetic translations $V_B(a) := e^{-\frac{i}{\mathcal{E} B} (a_1 G_2 + a_2 G_1)}$, and in this case one has

$$(V_B(a) \psi)(x) = \Phi_B(a, x) \psi(x - a), \quad a \in \mathbb{R}^2, \quad \psi \in L^2(\mathbb{R}^2).$$

\[\text{According to the definition used in [24], a group 2-cocycle with values in U(1) is called a multiplier. A straightforward check shows that } \Phi_B \text{ meets the conditions for a (non-trivial) multiplier of } \mathbb{R}^2, \text{ whenever } B \neq 0. \text{ It is also worth noting that } \Phi_B \text{ is normalized, meaning that } \Phi_B(x, -x) = 1 \text{ for all } x \in \mathbb{R}^2.\]
The maps $U_B, V_B : \mathbb{R}^2 \to \mathcal{B}(L^2(\mathbb{R}^2))$ define two mutually commuting projective unitary representations of $\mathbb{R}^2$, with respective group 2-cocycles $\Phi_B$ and $\Phi_B^{-1}$. More explicitly,

$$U_B(a)U_B(b) = \Phi_B(a,b)U_B(a+b),$$
$$V_B(a)V_B(b) = \Phi_B(b,a)V_B(a+b), \quad a, b \in \mathbb{R}^2.$$  

Let us introduce the creation and annihilation operators

$$a^\pm := \frac{1}{\sqrt{2}}(K_1 \pm i K_2), \quad b^\pm := -\frac{1}{\sqrt{2}}(G_1 \pm i G_2).$$

The operators $a^\pm$ and $b^\pm$, are closable operators initially defined on the dense domain $\mathcal{C}_c^\infty(\mathbb{R}^2) \subset S(\mathbb{R}^2)$. Moreover, $a^-$ and $b^-$ are the adjoint to $a^+$ and $b^+$, respectively. These operators meet the following canonical commutation relations (CCR)

$$[a^-, a^+] = 1 = [b^-, b^+], \quad [a^\pm, b^\pm] = 0 = [a^\pm, b^\mp].$$

Let $\psi_0 \in S(\mathbb{R}^2)$ be the normalized function

$$\psi_0(x) := \frac{1}{\ell_B \sqrt{2\pi}} e^{-\frac{|x|^2}{4\ell_B^2}}.$$  

A direct computation shows that $a^- \psi_0 = 0 = b^- \psi_0$. Acting on $\psi_0$ with the creation operators one defines the system of generalized Laguerre functions. Let $\mathbb{N}_0 := \mathbb{N} \cup \{0\}$.

**Definition 2.1** (generalized Laguerre functions). For every pair $(n, m) \in \mathbb{N}_0^2$ the associated Laguerre function $\psi_{n,m}$ is defined by

$$\psi_{n,m} := \frac{1}{\sqrt{n!m!}}(a^+)^n(b^+)^m \psi_0. \quad (2.3)$$

From the definition it follows that $\psi_{0,0} = \psi_0$. Evidently $\psi_{n,m} \in S(\mathbb{R}^2)$ for every $(n, m) \in \mathbb{N}_0^2$. Moreover, it is well known that $\{ \psi_{n,m} \mid (n, m) \in \mathbb{N}_0^2 \}$ is a complete orthonormal system in $L^2(\mathbb{R}^2)$ (see, e.g., [62, Theorem 1.3.2]). We will refer to this system as the (magnetic) Laguerre basis. The set of the finite linear combinations of elements of this basis defines a dense subspace $\mathcal{F}_B \subset S(\mathbb{R}^2)$ which is invariant under the action of $a^\pm$ and $b^\pm$. Moreover, $a^\pm$ and $b^\pm$ are closable operators on $\mathcal{F}_B$. The normalized functions (2.3) can be expressed as [39, 58]

$$\psi_{n,m}(x) := \psi_0(x) \sqrt{\frac{n!}{m!}} \left( \frac{x_1 + i x_2}{\ell_B \sqrt{2}} \right)^{m-n} L_n^{(m-n)} \left( \frac{|x|^2}{2\ell_B^2} \right), \quad (2.4)$$

where

$$L_n^{(\alpha)}(\zeta) := \sum_{j=0}^{n} \frac{(\alpha+n)(\alpha+n-1)\cdots(\alpha+j+1)}{j!(n-j)!} (-\zeta)^j, \quad \alpha, \zeta \in \mathbb{R}$$

are the generalized Laguerre polynomial of degree $m$ (with the usual convention $0! = 1$) [34, Section 8.97].

The Landau Hamiltonian can be expressed in function of the creation-annihilation operators $a^\pm$ as follows:

$$H_B = \mathcal{E}_B \left( a^+ a^- + \frac{1}{2} 1 \right) = \mathcal{E}_B \left( a^- a^+ - \frac{1}{2} 1 \right).$$
The first consequence is that any Laguerre vector $\psi_{n,m}$ is an eigenvector of $H_B$. This implies that the Laguerre basis provides an orthonormal system which diagonalizes $H_B$ according to

$$H_B \psi_{n,m} = E_B \left( n + \frac{1}{2} \right) \psi_{n,m}, \quad (n, m) \in \mathbb{N}_0^2.$$  

Hence, the spectrum of $H_B$ is a sequence of eigenvalues given by

$$\sigma(H_B) = \left\{ E_n := E_B \left( n + \frac{1}{2} \right) \mid n \in \mathbb{N}_0 \right\},$$

and $H_B$ turns out to be essentially self-adjoint also on the core $F_B$. The eigenvalue $E_n$ is called the $n$-th Landau level.

Each Landau level is infinitely degenerate. Let $\mathcal{H}_n \subset L^2(\mathbb{R}^2)$ be the eigenspace relative to the $n$-th eigenvalue of $H_B$. Clearly, $\mathcal{H}_n$ is spanned by $\psi_{n,m}$ with $m \in \mathbb{N}_0$ and the spectral projection $\Pi_n : L^2(\mathbb{R}^2) \rightarrow \mathcal{H}_n$ is described (in Dirac notation) by

$$\Pi_n := \sum_{m=0}^{\infty} |\psi_{n,m}\rangle\langle\psi_{n,m}|.$$  

We refer to $\Pi_n$ as the $n$-th Landau projections. One infers from (2.3) the recursive relations

$$\Pi_n = \frac{1}{n} a^+ \Pi_{n-1} a^-, \quad \Pi_n = \frac{1}{n+1} a^- \Pi_{n+1} a^+,$$

and after iterating one gets

$$\Pi_n = \frac{1}{n!} (a^+)^n \Pi_0 (a^-)^n.$$  

In the following we will make use of the anti-linear operator $J$ defined on $\psi \in L^2(\mathbb{R}^2)$ by

$$(J\psi)(x) := \overline{\psi(-x)} \quad \text{with} \quad \psi^-(x) := \psi(-x).$$

This is an anti-linear self-adjoint involution, i.e., $J^{-1} = J = J^*$. Moreover, a direct check shows

$$J a^- J = -i b^-, \quad J a^+ J = i b^+, \quad JK_1 J = G_2, \quad JK_2 J = G_1.$$  

The magnetic momenta (2.1) and their duals (2.2) can be used to describe the two-dimensional isotropic harmonic oscillator,

$$Q_B := \frac{1}{2} (K_1^2 + K_2^2 + G_1^2 + G_2^2) = a^+ a^- + b^+ b^- + 1.$$  

The last equality suggests that $Q_B$ is a self-adjoint operator diagonalized by the Laguerre basis. Indeed one has that

$$Q_B \psi_{n,m} = (n + m + 1) \psi_{n,m}, \quad (n, m) \in \mathbb{N}_0^2.$$  

Then, $Q_B$ has a pure point positive spectrum given by

$$\sigma(Q_B) = \{ \lambda_j := j + 1 \mid j \in \mathbb{N}_0 \}$$

and every eigenvalue $\lambda_j$ has a finite multiplicity $\text{Mult}[\lambda_j] = j + 1$. The eigenspace associated to $\lambda_j$ is spanned by $\{ \psi_{n,m} \mid n + m = j \}$. Evidently, $Q_B$ commutes with $H_B$.  

2.2 The magnetic group algebra

Following \[24, 71\], we will introduce the twisted group algebra associated to the group \( \mathbb{R}^2 \) and the 2-cocycle (multiplier) \( \Phi_B \).

Let \( L^1_{B} := \left( L^1(\mathbb{R}^2), *, \| \cdot \|_{B,1} \right) \) be the space \( L^1(\mathbb{R}^2) \) endowed with the (scaled) norm

\[
|||f|||_{B,1} := \frac{1}{2\pi \ell_B^2} \int_{\mathbb{R}^2} |f(x)|, \quad f \in L^1(\mathbb{R}^2),
\]

the magnetic convolution\(^4\) product

\[
(f * g)(x) := \frac{1}{2\pi \ell_B^2} \int_{\mathbb{R}^2} dy f(y)g(x-y)\Phi_B(y,x)
\]

and the involution

\[
f^*(x) = \overline{f(-x)}
\]

for all \( f, g \in L^1(\mathbb{R}^2) \). With these operations \( L^1_B \) becomes a Banach \( * \)-algebra \[24, \text{Theorem 1}\]. In particular, it holds true that

\[
|||f * g|||_{B,1} \leq |||f|||_{B,1} |||g|||_{B,1}.
\]

We will refer to \( L^1_B \) as the magnetic group algebra of \( \mathbb{R}^2 \).

Remark 2.2 (singular limit). It is worth noting that the whole algebraic structure of \( L^1_B \) defined above becomes singular in the limit \( B \to 0 \), which corresponds to \( \ell_B \to \infty \). For this reason \( B \to 0 \) represents a singular limit for \( L^1_B \), which therefore deserves the name of magnetic algebra. Since \( B \neq 0 \) implies that the multiplier \( \Phi_B \) is non trivial it follows that \( L^1_B \) is always noncommutative as a consequence of \[24, \text{Theorem 7}\].

The Banach algebra \( L^1_B \) has several interesting \( * \)-subalgebras. We will be mainly interested in the Schwartz \( * \)-subalgebra \( S_B := L^1_B \cap S(\mathbb{R}^2) \) made of Schwartz functions.\(^5\) Let us recall that the space of Schwartz functions is topologized by the Fréchet topology induced by the norms

\[
p_k(f) := \sup_{x \in \mathbb{R}^2} \left\{ \langle x \rangle^k |\alpha| \partial^\alpha f(x)| \leq k \right\}, \quad k \in \mathbb{N}_0,
\]

where

\[
\langle x \rangle := \sqrt{1+|x|^2}, \quad x \in \mathbb{R}^2
\]

is the Japanese bracket, \( \alpha = (\alpha_1, \alpha_2) \in \mathbb{N}_0^2 \) is a multi-index with \( |\alpha| = \alpha_1 + \alpha_2 \) and \( \partial^\alpha \) is a short notation for \( \partial_{x_1}^{\alpha_1} \partial_{x_2}^{\alpha_2} \). The space \( S_B \) is closed and the algebraic operations are continuous with respect to the Fréchet topology of the Schwartz functions. A proof of these well-known facts can be found in \[32, \text{p. 870}\] or in \[26, \text{Proposition 8.11}\]. The density of \( S_B \) in \( L^1_B \) follows from the density of \( S(\mathbb{R}^2) \) in \( L^1(\mathbb{R}^2) \) \[11, \text{Corollary 4.23}\]. In summary one has that

\textbf{Proposition 2.3.} \( S_B \) is a dense Fréchet \( * \)-subalgebras of \( L^1_B \).

\(^4\)Also know as twisted convolution or convolution gauche.

\(^5\)The symbol of intersection in the definition \( S_B := L^1_B \cap S(\mathbb{R}^2) \) must be understood as “the space \( S(\mathbb{R}^2) \) endowed with the algebraic structure of \( L^1_B \)."
Remark 2.4. Another interesting *-subalgebra of $\mathcal{L}_B^1$, often considered in the literature (see, e.g., [6, 45]), is made up of compactly supported continuous functions $\mathcal{L}_{B,c} := \mathcal{L}_B^1 \cap C_c(\mathbb{R}^2)$. The algebraic structure is preserved by the fact that the magnetic twisted convolution of two compactly supported continuous functions is again a compactly supported continuous function. This fact can be proved exactly as in [11, Propositions 4.18 and 4.19], where the presence of the 2-cocycle $\Phi_B$ is harmless. The density follows from the density of $C_c(\mathbb{R}^2)$ in $L^1(\mathbb{R}^2)$ [11, Theorem 4.12]. In the following we will not make use of this subalgebra.

The algebra $\mathcal{L}_B^1$ has no identity but admits approximate identities [24, Theorem 4]. For instance, an approximate identity is given by the sequence $\{\eta_n\}_{n \in \mathbb{N}} \subseteq \mathcal{L}_{B,c} \cap \mathcal{S}_B$ defined by

$$\eta_n(x) := Cn^2\eta(nx), \quad \eta(x) := \chi_{D_1}(x) e^{-|x|^2-1},$$

where $\chi_{D_1}$ is the characteristic function of the unit ball $D_1 := \{ x \in \mathbb{R}^2 \mid |x| \leq 1 \}$ and $C := \|\eta\|_{B,1}^{-1}$ is a normalization constant.

Since the Schwartz space $\mathcal{S}(\mathbb{R}^2)$ is invariant under the action of the operators $a^\pm$ and $b^\pm$ one can investigate the relation between the magnetic twisted convolution and these operators.

Proposition 2.5. For every pair $f, g \in \mathcal{S}_B$, and for every $n \in \mathbb{N}_0$ the following relations hold true

$$\begin{align*}
(b^\pm)^n(f \ast g) &= f \ast [(b^\pm)^n g], \\
(a^\pm)^n(f \ast g) &= [(a^\pm)^n f] \ast g.
\end{align*}$$

(2.8)

Proof. Integrating under the integral sign, and a suitable change of variable provides $G_j(f \ast g) = f \ast (G_j g)$, $j = 1, 2$, where $G_j$ are defined by (2.2). Since $b^\pm$ are linear combinations of $G_1$ and $G_2$, one obtains by linearity the first equation of (2.8). To prove the second equality let us observe that the change of variable $x \rightarrow y$ in the definition (2.6) provides

$$\int_{\mathbb{R}^2} dy f(x-y)g(y)\Phi_B(x,y).$$

(2.9)

Then, integrating under the integral sign, and a suitable change of variables provides $K_j(f \ast g) = (K_j f) \ast g$, $j = 1, 2$, where $K_j$ are defined by (2.1). The second equation of (2.8) follows by observing that $a^\pm$ are linear combinations of $K_1$ and $K_2$. $\blacksquare$

The latter result provides the generalization of [11, Proposition 4.20] to the case of the convolution twisted by the multiplier $\Phi_B$. Moreover, similar relations can be deduced by the formulas in [32, p. 870].

Let $\psi_{n,m}$ be the Laguerre function defined by (2.3). The next result describes the magnetic twisted convolution of two Laguerre functions.

Lemma 2.6. For every pair of Laguerre functions $\psi_{k,j}, \psi_{n,m}$ the relation

$$\psi_{k,j} \ast \psi_{n,m} = \frac{1}{\sqrt{2\pi}} \delta_{j,n} \psi_{k,m}$$

(2.10)

holds true.

Proof. The proof, borrowed from [36, Theorem 3.1],\footnote{Different proofs of formula (2.10) are provided in [32, equation (32)] and [62, Proposition 1.3.2].} is based on a direct computation. Let us start by computing

$$(\psi_{k,k} \ast \psi_{n,n})(x) = \frac{1}{2\pi^2} \int_{\mathbb{R}^2} |x|^2 I_{k,n} \left( \frac{|x|^2}{2\ell_B^2} \right),$$

where $I_{k,n}$ is a normalization constant.
where, by using (2.4) and a suitable rescaling of variables, one gets

$$I_{k,n}(v) := \int_{\mathbb{R}^2} du e^{-\frac{|u|^2}{2}} e^{-\frac{|v-u|^2}{2}} e^{i(u \wedge v)} L_k^{(0)}(|u|^2)L_n^{(0)}(|v-u|^2).$$

This integral can be evaluated with the method described in [36, Theorem 3.1] and gives

$$I_{k,n}(v) = \delta_{k,n} \pi e^{-\frac{|v|^2}{2}} L_k^{(0)}(|v|^2)$$

and in turn

$$\psi_{k,k} \ast \psi_{n,n} = \frac{1}{\sqrt{2\pi \ell_B}} \delta_{k,n} \psi_{k,k},$$

which proves (2.10) in the special case \(j = k\) and \(m = n\). The general formula (2.10) follows from this special case by acting with the operators \(a^\pm\) and \(b^\pm\) as described in Proposition 2.5.

Let \(F_B\) be the set of the finite linear combinations of Laguerre functions endowed with the algebraic structure of \(L^1_B\). Clearly \(F_B \subset S_B\) and Lemma 2.6 ensures that \(F_B\) is closed under product. In fact, one has that \(F_B\) is a \(*\)-subalgebra of \(L^1_B\) which is dense in view of the density of \(F_B\) in \(L^1(\mathbb{R}^2)\) [62, Theorem 2.5.1]. In summary:

**Proposition 2.7.** \(F_B\) is a dense \(*\)-subalgebra of \(L^1_B\).

The Laguerre basis \(\{\psi_{n,m}\}\) can also be used to give a series representation of the Schwartz space \(S(\mathbb{R}^2)\). Let \(S(\mathbb{N}_0^2)\) be the space of rapidly decreasing sequences \(\{c_{n,m}\} \subset \mathbb{C}\) such that

$$r_k(\{c_{n,m}\})^2 := \sum_{(n,m) \in \mathbb{N}_0^2} (2n+1)^k(2m+1)^k |c_{n,m}|^2 < \infty,$$

for all \(k \in \mathbb{N}_0\). It is well known that \(S(\mathbb{N}_0^2)\) is a Fréchet algebra with respect to the system of semi-norms (2.11). The relation between \(S(\mathbb{N}_0^2)\) and \(S(\mathbb{R}^2)\) is described in [32, Theorem 6]. For sake of completeness, and future utility, we state this important result:

**Proposition 2.8.** The map

$$S(\mathbb{N}_0^2) \ni \{c_{n,m}\} \mapsto \sum_{(n,m) \in \mathbb{N}_0^2} c_{n,m} \psi_{n,m} \in S(\mathbb{R}^2)$$

is a topological isomorphism of Fréchet algebras.

In view of Proposition 2.8 we can look at the elements of \(S_B\) as linear combinations with rapidly decreasing coefficients of the Laguerre functions \(\psi_{n,m}\). This representation will be very useful in the following.

### 2.3 The \(C^\ast\)-algebra of magnetic operators

The norm \(|| ||{B,1}\) of the Banach \(*\)-algebra \(L^1_B\) does not verify the \(C^\ast\)-condition. For various reasons it is convenient to complete \(L^1_B\) to a \(C^\ast\)-algebra, and in general there exist several inequivalent ways to achieve such a completion. Two of these \(C^\ast\)-extensions are of particular interest.

The first is obtained as the completion of \(L^1_B\) with respect to the universal enveloping norm

$$\|f\|_u := \sup \{\|\rho(f)\| : \rho \in \mathcal{B}(\mathcal{H}) \text{ is a } \ast \text{-representation}\},$$

for all \(f \in L^1_B\).
where $\mathcal{B}(\mathcal{H})$ is the $C^*$-algebra of bounded operators on $\mathcal{H}$. Moreover, in the definition of $\|a\|_u$ one can restrict to non-degenerated representations $\rho$. Since every $*$-representation is automatically continuous [10, Proposition 2.3.1] the supremum is well defined and $\|f\|_u \leq \|f\|_{B,1}$ for all $f \in L_B^1$. The resulting abstract $C^*$-algebra

$$\mathcal{C}_B^u := \overline{\mathcal{C}_B^1}$$

is called the enveloping algebra of $L_B^1$.

The second $C^*$-norm is defined through the map $\pi: L_B^1 \to \mathcal{B}(L^2(\mathbb{R}^2))$ defined by

$$\pi(f) \psi(x) := \frac{1}{2\pi \ell_B^2} \int_{\mathbb{R}^2} dy f(y - x) \Phi_B(x, y) \psi(y)$$

$$= \left( \frac{1}{2\pi \ell_B^2} \int_{\mathbb{R}^2} dy f(-y) U_B(y) \right) \psi(x), \quad \psi \in L^2(\mathbb{R}^2),$$

where the second equality uses the magnetic translations $U_B(y)$. The map $\pi$ is evidently linear and, as a consequence of Young’s inequality

$$\|\pi(f)\|_{L^2} \leq \|f\|_{B,1} \|\psi\|_{L^2},$$

it follows that $\pi(f)$ is a bounded operator of norm $\|\pi(f)\| \leq \|f\|_{B,1}$. Moreover, the relations $\pi(f * g) = \pi(f)\pi(g)$ and $\pi(f^*) = \pi(f)^*$ can be checked with a direct computation. This means that $\pi$ is a $*$-representation of $L_B^1$, called the left-regular representation. We refer to

$$\mathcal{C}_B := \overline{\pi(L_B^1)}$$

as the $C^*$-algebra of magnetic operators. By construction $\|\pi(f)\| \leq \|f\|_u$. Therefore, there is a canonical $*$-morphism $\lambda: \mathcal{C}_B^u \to \mathcal{C}_B$, given by the inclusion on $\pi(L_B^1)$. Since the underlying group $\mathbb{R}^2$ is amenable, a classical result proved in [71, Section 5] implies that $\lambda$ is an isomorphism, i.e.,

$$\mathcal{C}_B \simeq \mathcal{C}_B^u.$$

This allows us to identify the abstract enveloping algebra of $L_B^1$ with the concrete $C^*$-algebra $\mathcal{C}_B$ of magnetic operators on $L^2(\mathbb{R}^2)$. In particular $\pi$ turns out to be injective. It is worth noting that $\mathcal{C}_B$ inherits from $L_B^1$ the absence of the unit (cf. Corollary 2.12).

Let $\mathcal{Y}_B := C^*(V_B(a), a \in \mathbb{R}^2)$ be the $C^*$-algebra generated by the dual magnetic translations. Let $\mathcal{Y}_B'$ be the commutant of $\mathcal{Y}_B$, i.e., the set of bounded operators which commute with every element in $\mathcal{Y}_B$.

**Proposition 2.9.** It holds true that

$$\mathcal{C}_B \subset \mathcal{Y}_B'.$$

In particular every magnetic operator in $\mathcal{C}_B$ is invariant under the action of the dual magnetic translations.

**Proof.** Since $\pi(f)$ can be written as an integral of the magnetic translations $U_B$, it follows that $[V_B(a), \pi(f)] = 0$ for all $a \in \mathbb{R}^2$ and $f \in L_B^1$, proving that $\pi(L_B^1) \subset \mathcal{Y}_B'$. The result then follows by continuity. The inclusion is proper since $1 \in \mathcal{Y}_B'$ but $\mathcal{C}_B$ is not unital. $\blacksquare$
By a classical \(\varepsilon/2\)-argument one can prove that every dense subset \(A \subseteq L^1_B\) which is dense with respect to the \(\|\cdot\|_{B,1}\)-norm provides under the left-regular representation a subset \(\pi(A) \subseteq \mathcal{G}_B\) of the magnetic operators which is dense with respect to the operator norm. As a consequence the \(\ast\)-algebras
\[
\mathcal{F}_B := \pi(F_B) \quad \text{and} \quad \mathcal{J}_B := \pi(S_B)
\]
are dense in \(\mathcal{G}_B\).

Let us introduce the transition operators \(\Upsilon_{k \rightarrow j}\) defined on the Laguerre basis \(\psi_{n,m}\) of \(L^2(\mathbb{R}^2)\) by the relations
\[
\Upsilon_{j \rightarrow k} \psi_{n,m} := \delta_{j,n} \psi_{k,m}, \quad k, j, n, m \in \mathbb{N}_0.
\]
(2.12)

In other words, the operator \(\Upsilon_{k \rightarrow j}\) implements the transition between the subspaces \(H_j\) and \(H_k\), defined by the Landau projections \(\Pi_j\) and \(\Pi_k\), respectively, without changing the second quantum number of the Laguerre basis.

**Proposition 2.10.** It holds true that \(\Upsilon_{j \rightarrow k} \in \mathcal{F}_B\) for every \(k,j \in \mathbb{N}_0\) and
\[
\mathcal{G}_B = C^*(\Upsilon_{j \rightarrow k}, k,j \in \mathbb{N}_0),
\]
(2.13)
where on the right-hand side one has the \(C^\ast\)-algebra generated by the transition operators. Moreover, for all \(k,j,n,m \in \mathbb{N}_0\) it holds true that:

1. \((\Upsilon_{j \rightarrow k})^\ast = \Upsilon_{k \rightarrow j}\);
2. \(\Upsilon_{j \rightarrow k} \Upsilon_{m \rightarrow n} = \delta_{j,n} \Upsilon_{m \rightarrow k}\);
3. \((\Upsilon_{j \rightarrow k})^\ast \Upsilon_{j \rightarrow k} = \Upsilon_{j \rightarrow j} = \Pi_j\);
4. \(\Pi_k \Upsilon_{j \rightarrow k} = \Upsilon_{j \rightarrow k} \Pi_j\);
5. \(a^\pm \Upsilon_{j \rightarrow k} = \sqrt{k + \frac{1}{2}} \pm \frac{1}{2} \Upsilon_{j \rightarrow k + 1}\);
6. \(b^\pm \Upsilon_{j \rightarrow k} = \Upsilon_{j \rightarrow k} b^\pm\).

**Proof.** A comparison between the definition of \(\pi(f)\) and (2.9) shows that \(\pi(f)\psi = f^- \ast \psi\) whenever \(f, \psi \in L^1(\mathbb{R}^2),\) with \(f^-(x) := f(-x)\). From the definition of \(\psi_{k,j}\) one gets \(\psi_{k,j}^- = (-1)^{j-k} \psi_{k,j}\). Thus, one obtains
\[
\pi(\psi_{k,j}) \psi_{n,m} = (-1)^{j-k} \psi_{k,j} \ast \psi_{n,m} = \frac{(-1)^{j-k}}{\sqrt{2\pi B}} \delta_{j,n} \psi_{k,m},
\]
where in the last equality we used Lemma 2.6. This shows that
\[
\Upsilon_{j \rightarrow k} := (-1)^{k-j} \sqrt{2\pi B} \pi(\psi_{k,j}) \in \mathcal{F}_B.
\]
Moreover, one obtains that \(\mathcal{F}_B \subseteq C^*(\Upsilon_{j \rightarrow k}, k,j \in \mathbb{N}_0)\) and the density of \(\mathcal{F}_B\) in \(\mathcal{G}_B\) implies the equality (2.13). Properties (1)–(6) follow from direct computations and can be checked by the reader.

By combining the various properties listed in Proposition 2.10 one can compute the following commutators:
\[
[\mathcal{a}^+, \Upsilon_{j \rightarrow k}] = \sqrt{k+j+1} \Upsilon_{j \rightarrow k+1} - \sqrt{j} \Upsilon_{j-1 \rightarrow k},
\]
\[
[\mathcal{a}^-, \Upsilon_{j \rightarrow k}] = \sqrt{k+j} \Upsilon_{j \rightarrow k-1} - \sqrt{j+1} \Upsilon_{j+1 \rightarrow k}.
\]
(2.14)
Let $\mathcal{K}(L^2(\mathbb{R}^2))$ be the $C^*$-algebra of compact operators on $L^2(\mathbb{R}^2)$. An immediate implication of Proposition 2.9 is that $\mathcal{C}_B \cap \mathcal{K}(L^2(\mathbb{R}^2)) = \{0\}$. Indeed, as a consequence of the invariance under translations, every eigenvalue of any element of $\mathcal{C}_B$ must have necessarily infinite multiplicity. However, despite the latter observation there is a $C^*$-isomorphism of $\mathcal{C}_B$ onto the elementary $C^*$-algebra, i.e., the algebra of compact operators on a separable Hilbert space.

To prove this result, and explore its consequences, we need first to introduce some notation. Let

$$P_k := \sum_{n=0}^{\infty} |\psi_{n,k}\rangle\langle\psi_{n,k}|, \quad k \in \mathbb{N}_0 \tag{2.15}$$

be the dual Landau projections. The latter are the spectral projections of $b^- b^+$ (proportional to the dual Landau operator). Let $V_k := P_k[L^2(\mathbb{R}^2)]$ be the range of $P_k$ and $\mathcal{K}(V_k)$ the $C^*$-algebra of compact operators on $V_k$. Finally, let

$$U: L^2(\mathbb{R}^2) \rightarrow \bigoplus_{k \in \mathbb{N}_0} V_k$$

be the unitary transformation defined by $U\psi := (P_0\psi, P_1\psi, \ldots)$ for all $\psi \in L^2(\mathbb{R}^2)$.

**Proposition 2.11.** The unitary transform $U$ establishes the unitary equivalence of $C^*$-algebras

$$U\mathcal{C}_B U^* = \bigoplus_{k \in \mathbb{N}_0} \mathcal{K}(V_k)$$

defined by $U\mathcal{A}U^* = \bigoplus_{k \in \mathbb{N}_0} P_k\mathcal{A}P_k$ for all $\mathcal{A} \in \mathcal{C}_B$. Moreover, every projection $\rho_k: \mathcal{C}_B \rightarrow \mathcal{K}(V_k)$ defined by $\rho_k(\mathcal{A}) := P_k\mathcal{A}P_k$ is a $*$-isomorphism of $C^*$-algebras.

**Proof.** From its very definition it follows that every transition operator $\Upsilon_{n \rightarrow m}$ commutes with the dual Landau projections $P_k$. Since in view of Proposition 2.10 the $\Upsilon_{n \rightarrow m}$ are generators of $\mathcal{C}_B$, one gets that $[P_k, \mathcal{A}] = 0$ for all $k \in \mathbb{N}_0$ and for all $\mathcal{A} \in \mathcal{C}_B$. This implies that $\rho_k: \mathcal{C}_B \rightarrow \mathcal{B}(V_k)$ is a well defined $*$-homomorphism and $U$ implements the decomposition $\mathcal{A} = \sum_{k \in \mathbb{N}_0} P_k\mathcal{A}P_k \simeq \bigoplus_{k \in \mathbb{N}_0} \rho_k(\mathcal{A})$. The $*$-homomorphisms $\rho_k$ are injective. In fact, $P_k\mathcal{A}P_k = 0$ implies $A\psi_{n,k} = 0$ for all $n \in \mathbb{N}_0$. Lemma 2.19 (which generalizes item (5) of Proposition 2.10) allows to act with the operators $b^\pm$ proving that $A\psi_{n,m} = 0$ for all $n, m \in \mathbb{N}_0$, namely $A = 0$. Then, $\rho_k$ is a bijection between $\mathcal{C}_B$ and its image. Since $\rho_k(\Upsilon_{n \rightarrow m})$ is a rank-one operator on $V_k$, it follows from Proposition 2.10 that $\rho_k(\mathcal{C}_B)$ is the norm closure of finite rank operators, hence $\rho_k(\mathcal{C}_B) = \mathcal{K}(V_k)$. This concludes the proof. \hfill \blacksquare

The $*$-isomorphism of $\mathcal{C}_B$ with the infinite direct sum of the algebra of compact operators provides information about the spectral nature of the elements of $\mathcal{C}_B$. Let us denote with $\sigma_{\text{ess}}$ the essential spectrum and with $\sigma_p$ the point spectrum.

**Corollary 2.12.** The following facts hold true:

1. The $C^*$-algebra $\mathcal{C}_B$ is not unital;
2. Let $A \in \mathcal{C}_B$, then
   $$\sigma(A) = \sigma_{\text{ess}}(A) \quad \text{and} \quad \sigma(A) \setminus \{0\} = \sigma_p(A).$$

Let us describe some special operator that belongs to $\mathcal{C}_B$. Proposition 2.10 implies that $\Pi_n \in \mathcal{F}_B$ for every Landau level $n$. More precisely, one has that $\Pi_n = \pi(p_n)$ with

$$p_n(x) := e^{-\frac{|x|^2}{4\ell_B^2}} L_n^{(0)} \left( \frac{|x|^2}{2\ell_B^2} \right) \in \mathcal{F}_B. \tag{2.16}$$
For every $s > 0$, let $e^{-\frac{s}{\ell_B} H_B} = e^{-\frac{s}{2}(K_1^2 + K_2^2)}$ be the heat semigroup. Since

$$e^{-\frac{s}{\ell_B} H_B} = e^{-\frac{s}{2} \sum_{j=0}^{+\infty} e^{-sj} \Pi_j}$$

one can use the summation formula [34, equation 8.975(1)] to obtain that $e^{-\frac{s}{\ell_B} H_B} = \pi(g_s)$, with

$$g_s(x) := e^{-\frac{|x|^2}{4\ell_B} \coth \left(\frac{s}{2}\right)} \frac{\cosh \left(\frac{s}{2}\right)}{2 \sinh \left(\frac{s}{2}\right)} \in S(\mathbb{R}^2).$$

The latter formula, known as Mehler’s kernel (see [2, equation (3.5)]), shows that $e^{-\frac{s}{\ell_B} H_B} \in \mathcal{S}_B$ for all $s > 0$. The resolvent

$$R_\lambda := (H_B - \lambda \mathcal{E}_B 1)^{-1}, \quad \lambda - \frac{1}{2} \notin \mathbb{N}_0$$

can be computed through the Laplace transform [41, equation (1.28), p. 484], i.e.,

$$R_\lambda = \frac{1}{\mathcal{E}_B} \int_0^{+\infty} ds e^{\lambda s} e^{-\frac{s}{\ell_B} H_B}.$$

Then, one has that $R_\lambda = \pi(r_\lambda)$ where the function $r_\lambda$ can be obtained from the Laplace transform of $g_s$. The use of the formula [34, equation 9.222(1)] and a suitable change of variables provide

$$r_\lambda(x) := \frac{\Gamma \left(\frac{1}{2} - \lambda\right) \sqrt{2\ell_B}}{\mathcal{E}_B} W_{\lambda,0} \left(\frac{|x|^2}{2\ell^2_B}\right) \in L^1(\mathbb{R}^2) \cap L^2(\mathbb{R}^2),$$

where $\Gamma$ is the Gamma function and $W_{\lambda,0}$ is the Whittaker’s function. A more detailed derivation of this formula is described in [14, Appendix C]. The integrability of $r_\lambda$ implies that $R_\lambda \in \mathcal{C}_B$ for all $\lambda - \frac{1}{2} \notin \mathbb{N}_0$.

Let us recall that a self-adjoint unbounded operator $H$ is affiliated to the $C^*$-algebra $\mathcal{C}_B$ if $(H - \lambda 1)^{-1} \in \mathcal{C}_B$ for some (and therefore for every) $\lambda$ in the resolvent set of $H$ (see, e.g., [19]). This definition allows to state the following result.

**Proposition 2.13.** The Landau Hamiltonian $H_B$ is affiliated to the magnetic $C^*$-algebra $\mathcal{C}_B$.

We are now in a position to prove a pair of crucial properties for the subalgebra $\mathcal{S}_B$. First of all, we need to recall the notion of pre-$C^*$-algebra according to [33, Definition 3.26] or [7, Definition 3.1.1] (where it is presented under the name of local-$C^*$-algebra). In a nutshell, a pre-$C^*$-algebra is a dense $\ast$-subalgebra of a $C^*$-algebra which is stable under holomorphic functional calculus. In the non-unital case (which is the relevant case for us) one has to restrict to holomorphic functions that satisfy $f(0) = 0$.

**Proposition 2.14.** The following properties hold true:

1. $\mathcal{S}_B$ is a non-unital pre-$C^*$-algebra of $\mathcal{C}_B$;
2. $\mathcal{S}_B$ has the (non-unique) factorization property: for all $T \in \mathcal{S}_B$ there exist $S_1, S_2 \in \mathcal{S}_B$ such that $T = S_1 S_2$.

**Proof.** (1) Let $T \in \mathcal{S}_B$ with spectrum $\sigma(T)$. Since $\mathcal{C}_B$ is non-unital it follows that $0 \in \sigma(T)$. Let $f$ be an analytic function on an open neighborhood $U$ of the spectrum $\sigma(T)$ such that the
boundary $\Gamma := \partial U$ is a Jordan curve and $g(z) := f(z) - f(0)$. To prove that $\mathcal{S}_B$ is a pre-$C^*$-algebra we need to shows that

$$g(T) := -\frac{1}{2\pi i} \oint_{\Gamma} \frac{dz}{T - z} g(z) = -\frac{1}{2\pi i} \oint_{\Gamma} \frac{dz}{T - z} f(z) - f(0)$$

is in $\mathcal{S}_B$ for every analytic function $f$. By using Cauchy’s formula $f(0) = \frac{1}{2\pi i} \oint_{\Gamma} \frac{dz}{T - z} f(z) z^{-1}$ we get that $g(T) \in \mathcal{S}_B$ follows if we can prove that $S_z := (T - z) - z^{-1} \mathbb{1} \in \mathcal{S}_B$ for every $z \in \mathbb{C} \setminus \sigma(T)$. We know a priori that $(T - z) - z^{-1} \in \mathcal{M}_B$. Observing that

$$T(T - z)^{-1} = 1 + z(T - z)^{-1} = z S_z$$

we get that $T S_z = S_z T = z^{-1} T (T - z)^{-1} T \in \mathcal{S}_B$ in view of Lemma A.2. On the other hand, by multiplying the second equality in (2.18) on the left by $T$ one gets $z T S_z = T + z^2 S_z$, and in turn $S_z = z^{-2} (z T S_z - T) \in \mathcal{S}_B$.

(2) This follows from a similar factorization property for $S_B$ proved in [32, Theorem 7 and Corollary].

Item (2) of Proposition 2.14 can be reformulated as follows. Let $(\mathcal{S}_B)^2$ be the linear space generated by the products $S_1 S_2$ with $S_1, S_2 \in \mathcal{S}_B$. Then $(\mathcal{S}_B)^2 = \mathcal{S}_B$.

### 2.4 The Hilbert algebra structure

One interesting property of the magnetic twisted convolution is that in addition to the classic Young’s inequalities, it also satisfies the following $L^2$-inequality [25, Proposition 1.33] or [62, Theorem 1.2.2]

$$\| f \ast g \|_{L^2} \leq \frac{1}{\sqrt{2\pi \ell_B}} \| f \|_{L^2} \| g \|_{L^2}, \quad f, g \in L^2(\mathbb{R}^2).$$

(2.19)

It is worth noting that the inequality becomes singular in the limit of vanishing magnetic field $\ell_B \to \infty$. In view of (2.19), every $f \in L^2(\mathbb{R}^2)$ define the integral type operator

$$(L_f \psi)(x) := \frac{1}{2\pi \ell_B^2} \int_{\mathbb{R}^2} dy f(y - x) \Phi_B(x, y) \psi(y), \quad \psi \in L^2(\mathbb{R}^2)$$

with norm bounded by $\| L_f \| \leq \frac{1}{\sqrt{2\pi \ell_B}} \| f \|_{L^2}$. It turns out that $L_f$ is a Carleman operator [38, Section 11]. Let

$$\mathcal{L}^2_B := \{ L_f \in \mathcal{B}(L^2(\mathbb{R}^2)) \mid f \in L^2(\mathbb{R}^2) \}$$

be the set of convolution-type operators with $L^2$-kernel. Evidently, $L_f = \pi(f)$ whenever $f \in L^1(\mathbb{R}^2) \cap L^2(\mathbb{R}^2)$. The relation between $\mathcal{L}^2_B$ and the $C^*$-algebra $\mathcal{C}_B$ is described in the following result.

**Proposition 2.15.** $\mathcal{L}^2_B$ is a dense two-sided ideal of $\mathcal{C}_B$. Moreover, the following (proper) inclusions hold true

$$\mathcal{S}_B \subset \mathcal{L}^2_B \subset \mathcal{C}_B.$$

**Proof.** Let $\mathcal{L}^{1,2} := \mathcal{L}^2_B \cap L^2(\mathbb{R}^2)$. This is a $*$-subalgebra of $\mathcal{L}^1_B$ in view of the inequality (2.19) and $S_B \subset \mathcal{L}^{1,2}_B$. This implies that $\mathcal{L}^{1,2}_B$ is dense in $\mathcal{L}^1_B$ and in turn $\pi(\mathcal{L}^{1,2}_B)$ is dense in $\mathcal{C}_B$. Moreover, the inclusions $\mathcal{S}_B \subset \pi(\mathcal{L}^{1,2}_B) \subset \mathcal{L}^2_B$ holds. Let $f \in L^2(\mathbb{R}^2)$ and $\{ f_n \} \subset \mathcal{L}^{1,2}$ be a sequence such that $f_n \to f$ in the $L^2$-norm. In view of the $L^2$-estimate for the norm of elements in $\mathcal{L}^2_B$ one has that $\| L_f - \pi(f_n) \| \to 0$, i.e., $L_f$ lies in the norm closure of $\pi(\mathcal{L}^{1,2}_B)$ which coincides with $\mathcal{C}_B$. This proves the inclusions stated in the claim. The ideal property is a consequence of the more general result in Proposition 2.18(2).
The subspace $\mathcal{L}^{1,2}_B \subset \mathcal{L}^1_B$ endowed with the algebraic structure of $\mathcal{L}^1_B$ and the $L^2$-scalar product

$$\langle f, g \rangle_B := \frac{1}{2\pi \ell_B^2} \int_{\mathbb{R}^2} dx \overline{f(x)} g(x),$$

is a Hilbert algebra in the sense of [23, Part I, Chapter 5, Section 1]. Indeed, it is only matter of straightforward computations to check that the conditions which define the structure of a Hilbert algebra are satisfied. Moreover, one can check that $L_f \psi = f^- \ast \psi$ for all $f, \psi \in \mathcal{L}^{1,2}_B$, where $f^-(x) := f(-x)$. Then, after observing that the completion of $\mathcal{L}^{1,2}_B$ with respect to the norm induced by the scalar product $\langle \cdot, \cdot \rangle_B$ is exactly $L^2(\mathbb{R}^2)$, one can prove that every element in $\mathcal{L}_B^2$ is a left bounded operator associated to $\mathcal{L}^{1,2}_B$ according to [23, Part I, Chapter 5, Definition 2]. Moreover, in view of the effect of the involution $J$, every element in $\mathcal{L}_B^2$ is also a right bounded operator [23, Part I, Chapter 5, Proposition 2]. Indeed, a direct computation shows

$$(J L_f J \psi)(x) = \int_{\mathbb{R}^2} dy \overline{f(y-x)} \Phi_B(y,x) \psi(y) = \frac{1}{2\pi \ell_B^2} \int_{\mathbb{R}^2} dy \overline{\psi^-(y-x)} \Phi_B(x,y) f(y)$$

$$= (\psi \ast (J f)^-)(x) =: (R_J f)(x),$$

where we used $\overline{f(x)} = \overline{f^-(x)} = (J f)^-(x)$.

Every $g \in L^2(\mathbb{R}^2)$ admits a unique expansion in terms of the Laguerre basis $\psi_{n,m}$ according to $g = \sum_{(n,m) \in \mathbb{N}_0^2} g_{n,m} \psi_{n,m}$. As a consequence the associated operator $L_g \in \mathcal{L}_B^2$ is uniquely determined by the expansion

$$L_g = \frac{1}{\sqrt{2\pi \ell_B}} \sum_{(n,m) \in \mathbb{N}_0^2} (-1)^{m-n} g_{n,m} \Upsilon_{m-n}. \quad (2.20)$$

In other words we are exploiting the identification $L^2(\mathbb{R}^2) \simeq \ell^2(\mathbb{N}_0^2)$ induced by the connection between the Laguerre basis $\psi_{n,m}$ and the operators $\Upsilon_{m-n}$ to define the topological isomorphism

$$\mathcal{L}_B^2 \simeq \ell^2(\mathbb{N}_0^2).$$

In the same spirit we can define the space

$$\mathcal{L}_B^1 \simeq \ell^1(\mathbb{N}_0^2)$$

formed by operators of the form $(2.20)$ with associated sequence $\{g_{n,m}\} \in \ell^1(\mathbb{N}_0^2)$. It turns out that $\mathcal{L}_B^1$ is a Banach space with respect to the topology induced by the norm of $\ell^1(\mathbb{N}_0^2)$. Another space that will play an important role in Sections 2.6 and 2.7 is the set $(\mathcal{L}_B^2)^2$ made up of products of operators of the form $L_{g_1} L_{g_2}$ with $L_{g_1}, L_{g_2} \in \mathcal{L}_B^2$.

**Remark 2.16.** Every element in $(\mathcal{L}_B^2)^2$ is of the form $L_h$ with $h \in L^2(\mathbb{R}^2) \cap C_0(\mathbb{R}^2)$, where $C_0(\mathbb{R}^2)$ is the space of continuous function which vanish at infinity. Indeed, by observing that $L_{g_1} L_{g_2} = L_{g_1 \ast g_2}$, one can describe $(\mathcal{L}_B^2)^2$ as the space of operators with the integral kernel given by the magnetic twisted convolution of two $L^2$-functions. From (2.19) it follows that $g_1 \ast g_2 \in L^2(\mathbb{R}^2)$. Moreover, by adapting a classical argument [46, Lemma 2.20] one can prove that $g_1 \ast g_2 \in C_0(\mathbb{R}^2)$.

The mutual relations between the various spaces introduced above are described in the next result.

**Proposition 2.17.** The following chain of inclusions holds true

$$\mathcal{I}_B \subset \mathcal{L}_B^1 \subset (\mathcal{L}_B^2)^2 \subset \mathcal{L}_B^2 \subset \mathcal{C}_B. \quad (2.21)$$
Furthermore, the commutation relation extends to the ladder operators $b^\pm$, i.e.,

$$[A, b^\pm] = 0, \quad \forall A \in \mathcal{M}_B.$$
Proof. The resolvents $R_j := (G_j - i1)^{-1}$ can be obtained from the dual magnetic translations via the Laplace transform,

$$R_j = i \int_0^{+\infty} ds \, e^{-s} V_B(s \ell_B e_j),$$

where $e_1 = (1,0)$ and $e_2 = (0,1)$ are the canonical basis of $\mathbb{R}^2$. Since the integral is defined in the strong sense one gets $R_j \in \mathcal{M}_B^{\prime\prime} = \mathcal{M}_B^g$ where the second equality is a consequence of Proposition 2.18(3). Since $R_j [L^2(\mathbb{R}^2)] = D(G_j)$, it follows that $A[D(G_j)] = R_j A[L^2(\mathbb{R}^2)] \subseteq D(G_j)$. As a consequence the difference $AG_j - G_j A$ is well defined and closable on the dense domain $D(G_j)$ and we can denote with $[A,G]$ the related closure. From the equation $R_j G_j = 1 + i R_j$, one gets $R_j (AG_j - G_j A) = [A,R_j G_j] = i[A,R_j] = 0$ where the sequence of equalities is well defined on the dense domain $D(G_j)$. Since $R_j$ is invertible one obtains $(AG_j - G_j A) = 0$ on a dense set. This implies $[A,G_j] = 0$. The commutation relations for the ladder operators are consequence of the fact that $b^\pm$ are linear combinations of $G_1$ and $G_2$. 

A further characterization of $\mathcal{M}_B$ can be obtained from an application of Proposition 2.11.

**Proposition 2.20.** The unitary transform $\mathcal{U}$ establishes a unitary equivalence of von Neumann algebras

$$\mathcal{U} \mathcal{M}_B \mathcal{U}^* = \bigoplus_{k \in \mathbb{N}_0} \mathcal{B}(\mathcal{V}_k)$$

defined by $\mathcal{U} A \mathcal{U}^* = \bigoplus_{k \in \mathbb{N}_0} P_k A P_k$ for all $A \in \mathcal{M}_B$. Moreover, every projection $\rho_k : \mathcal{M}_B \rightarrow \mathcal{B}(\mathcal{V}_k)$ defines a $\ast$-isomorphism.

**Proof.** The claim is a direct consequence of Proposition 2.11 along with the fact that the weak (strong) closure of the algebra of compact operators is the algebra of all bounded operators.

### 2.6 Integration theory and the trace per unit volume

The von Neumann algebra $\mathcal{M}_B$ admits a privileged trace which allows to build a noncommutative integration theory. We will introduce such a trace following the construction of [45].

The trace on $\mathcal{M}_B$ can be induced from the underlying Hilbert algebra structure presented in Section 2.3.

**Proposition 2.21.** There exists a unique normal trace $\psi_B$ on $\mathcal{M}_B$ defined by

$$\int_B (L^*_f L_f) := \langle f, f \rangle_B, \quad \forall L_f \in \mathcal{L}^2_B.$$ 

Moreover, the trace $\psi_B$ is semi-finite and faithful, and its ideal of definition is given by $(\mathcal{L}^2_B)^2 \subseteq \mathcal{L}^2_B$, where $(\mathcal{L}^2_B)^2$ is the span of the products $S_1 S_2$ for all $S_1, S_2 \in \mathcal{L}^2_B$. Finally, it holds true that

$$\int_B (L^*_f L_g) := \langle f, g \rangle_B, \quad \forall L_f, L_g \in \mathcal{L}^2_B.$$ 

**Proof.** Since $\mathcal{M}_B$ coincides with the left von Neumann algebra generated by the Hilbert algebra $\mathcal{L}^{1,2}_B$, then [23, Part I, Chapter 5, Theorem 1] applies verbatim. Therefore, $\psi_B$ coincides with the natural trace associated with the Hilbert algebra structure [23, Part I, Chapter 5, Definition 2]. As a consequence $\psi_B$ is semi-finite, faithful and normal with ideal of definition $\mathcal{L}^2_B \subseteq \mathcal{M}_B$. Unicity follows from [45, Lemma 2.2.1].
Another way of describing the domain of $B$ is the following: $T \in \mathcal{M}_B^+$ meets the condition $f_B(T) \leq +\infty$, if and only if $S := \sqrt{T} \in \mathcal{L}_B^2$. The next result provides a useful criterion for computation.

**Corollary 2.22.** Let $L_h \in (\mathcal{L}_B^2)^2$. Then

$$\int_B (L_h) = h(0).$$

**Proof.** From Remark 2.16 we know that $h \in L^2(\mathbb{R}^2) \cap C_0(\mathbb{R}^2)$, then the expression $h(0)$ makes sense. Since $L_h = L_f^* L_g = L_{f^* g}$ for $f, g \in L^2(\mathbb{R}^2)$ by definition, then $\int_B (L_h) = (f, g)_B$ in view of Proposition 2.21. The equality $h(0) = (f^* g)(0) = (f, g)_B$ concludes the proof.

Corollary 2.22 is particularly useful to compute the trace of elements in $\mathcal{L}_B$ (or more in general in $\mathcal{L}_B^1$). For instance, the trace of the Landau projection $\Pi_n$ is given by

$$\int_B (\Pi_n) = p_n(0) = 1, \quad n \in \mathbb{N}_0,$$

where the function $p_n$ is defined in (2.16). Similarly, the trace of the heat semigroup $e^{-\frac{\epsilon}{2}H_B}$ is given by

$$\int_B (e^{-\frac{\epsilon}{2}H_B}) = g_s(0) = \frac{1}{2\sinh \left(\frac{s}{2}\right)}, \quad s > 0,$$

where the function $g_s$ is defined in (2.17). Finally the trace of the operators $\Upsilon_{j \rightarrow k}$ defined by (2.12) is given by

$$\int_B (\Upsilon_{j \rightarrow k}) := (-1)^{j-k} \sqrt{2\pi \ell_B} \psi_{k,j}(0) = \delta_{k,j}, \quad j, k \in \mathbb{N}_0.$$

The next result links the trace $\int_B$ with the standard trace in $L^2(\mathbb{R}^2)$.

**Lemma 2.23.** Let $\Lambda \subseteq \mathbb{R}^2$ be a compact subset with finite volume $|\Lambda|$, and $\chi_\Lambda$ the related characteristic function acting as a projection on $L^2(\mathbb{R}^2)$. The operator $\chi_\Lambda L_f^* L_g \chi_\Lambda$ is trace class and the following equality

$$\int_B (L_f^* L_g) = \frac{2\pi \ell_B}{|\Lambda|} \text{Tr}_{L^2(\mathbb{R}^2)}(\chi_\Lambda L_f^* L_g \chi_\Lambda)$$

holds true for every $L_f, L_g \in \mathcal{L}_B^2$.

**Proof.** The operator $L_g \chi_\Lambda$ has integral kernel

$$\kappa_g(x, y) := \frac{1}{2\pi \ell_B} g(y-x) \Phi_B(x, y) \chi_\Lambda(y)$$

with $g \in L^2(\mathbb{R}^2)$. Since $\chi_\Lambda$ is supported on a compact set it follows that $\kappa_g \in L^2(\mathbb{R}^2 \times \mathbb{R}^2)$, thus $L_g \chi_\Lambda$ is a Hilbert–Schmidt operator. A similar argument shows that also $\chi_\Lambda L_f^*$ is Hilbert–Schmidt. Therefore the product $\chi_\Lambda L_f^* L_g \chi_\Lambda$ is trace class and has kernel

$$\kappa_{f,g}(x, y) := \chi_\Lambda(x) \chi_\Lambda(y) \left(\frac{\ell_B}{2\pi}\right)^2 \int_{\mathbb{R}^2} ds f(x-s) g(y-s) \Phi_B(s, y-x),$$
which along the diagonal reads
\[ \kappa_{f,g}(x,x) := \frac{\chi_{\Lambda}(x)}{2\pi\ell_B^2} \langle f, g \rangle_B. \]

Since the trace of \( \chi_{\Lambda}L_f^*L_g\chi_{\Lambda} \) is given by the integral of \( \kappa_{f,g} \) along the diagonal one obtains
\[ \text{Tr}_{L^2(\mathbb{R}^2)}(\chi_{\Lambda}L_f^*L_g\chi_{\Lambda}) = \frac{|\Lambda|}{2\pi\ell_B^2} \langle f, g \rangle_B. \]

The proof is completed by using the definition of \( f_B \).

\[ \blacksquare \]

**Remark 2.24** (relation with the trace per unit of volume I). Let \( \Lambda_n \subseteq \mathbb{R}^2 \) an increasing sequence of compact subsets such that \( \Lambda_n \nearrow \mathbb{R}^2 \) and which satisfies the Følner condition (see, e.g., [35] for more details). A bounded operator \( T \) admits a thermodynamic limit (related to the Følner sequence \( \Lambda_n \)) if the limit
\[ T_B(T) := \lim_{n \to +\infty} \frac{1}{|\Lambda_n|} \text{Tr}_{L^2(\mathbb{R}^2)}(\chi_{\Lambda_n}T\chi_{\Lambda_n}) \]
exists. The linear functional \( T_B \) is known as the trace per unit volume. Lemma (2.23) immediately implies that every element \( T \) in the domain of definition of \( f_B \) admits trace per unit of volume independently of the election of a particular Følner sequence. In particular, it holds true that
\[ T_B(T) = \frac{1}{2\Lambda_B} \int f_B(T), \]
where \( \Lambda_B := \pi\ell_B^2 \) is the area of the magnetic disk of radius \( \ell_B \).

In view of Proposition 2.21, the von Neumann algebra \( \mathscr{M}_B \) turns out to be endowed with the faithful, semi-finite and normal (FSN) trace \( f_B \). The pair \( (\mathscr{M}_B, f_B) \) is the basic element for the development of the noncommutative integration theory in the sense of [55, 59, 61] (see also [21, Section 3.2] and references therein). Let \( T \in (\mathscr{L}_B^2)^2 \) be an element of the domain of \( f_B \). The \( L^p \)-norm of \( T \) is given by
\[ \|T\|_{B,p} := \left[ \int f_B(|T|^p) \right]^{\frac{1}{p}}, \quad 0 < p < +\infty. \]

The noncommutative \( L^p \)-spaces are defined by
\[ \mathscr{L}_B^p := (\mathscr{L}_B^2)^{\frac{p}{2}} \|_{B,p}. \]

The spaces \( \mathscr{L}_B^p \) are Banach spaces of possibly unbounded operators and \( \mathscr{L}_B^p \subset \text{Aff}(\mathscr{M}_B) \) where \( \text{Aff}(\mathscr{M}_B) \) is the set of closed and densely defined operators affiliated with \( \mathscr{M}_B \). The identification \( \mathscr{M}_B = \mathscr{L}_B^\infty \) is often used.

### 2.7 Integration theory and Dixmier trace

The trace \( f_B \) on \( \mathscr{M}_B \) can be described making use of the Dixmier trace along the line anticipated in [20]. There are several standard references for the theory of the Dixmier trace, see, e.g., [17, Chapter 4, Section 2], [18, Appendix A], [33, Section 7.5 and Appendix 7.C], [47, Chapter 6], [1]. Here, we will recall only the basic definition of the Dixmier trace. Let us start with the singular values \( \mu_n(T) \) of a compact operator \( T \) which are, by definition, the eigenvalues of \( |T| := \sqrt{T^*T} \).
By convention the singular values will be listed in decreasing order, repeated according to their multiplicity, i.e.,
\[
\mu_0(T) \geq \mu_1(T) \geq \cdots \geq \mu_n(T) \geq \mu_{n+1}(T) \geq \cdots \geq 0.
\]
In particular \(\mu_0(T) = \|T\| = \|T\|\). Let
\[
\sigma^p_N(T) := \sum_{n=0}^{N-1} \mu_n(T)^p, \quad p \in [1, +\infty).
\]

A compact operator \(T\) is in the \(p\)-th Schatten ideal \(\mathcal{S}^p\), if and only if, \(\|T\|^p := \lim_{N \to \infty} \sigma^p_N(T) < +\infty\). Accordingly, \(\mathcal{S}^1\) is the ideal of the trace-class operators. Let
\[
\gamma_N(T) := \frac{\sigma^1_N(T)}{\log(N)} = \frac{1}{\log(N)} \sum_{n=0}^{N-1} \mu_n(T), \quad N > 1.
\]

A compact operator \(T\) is in the Dixmier ideal \(\mathcal{S}^1^+\) if its (Calderón) norm
\[
\|T\|_{1^+} := \sup_{N>1} \gamma_N(T) < +\infty
\] (2.23)
is finite. \(\mathcal{S}^1^+\) is a two-sided self-adjoint ideal which is closed with respect to the norm (2.23) (but not with respect to the operator norm). The set of operators such that \(\lim_{N \to \infty} \gamma_N(T) = 0\) forms an ideal inside \(\mathcal{S}^1^+\) denoted with \(\mathcal{S}^0^+\). The chain of (proper) inclusions \(\mathcal{S}^1 \subset \mathcal{S}^1^0 \subset \mathcal{S}^1^+ \subset \mathcal{S}^{1+\epsilon}\) holds true for every \(\epsilon > 0\). To define a trace functional with domain the Dixmier ideal \(\mathcal{S}^1^+\) we need to fix a generalized scale-invariant limit7 \(\omega: \ell^\infty(\mathbb{N}) \to \mathbb{C}\). The \(\omega\)-Dixmier trace of a positive element of the Dixmier ideal is defined as
\[
\text{Tr}_{\text{Dix}, \omega}(T) := \omega(\{\gamma_N(T)\}_N), \quad T \in \mathcal{S}^1^+, \quad T \geq 0.
\]
The definition of \(\text{Tr}_{\text{Dix}, \omega}\) extends to non-positive elements of \(\mathcal{S}^1^+\) by linearity. The \(\omega\)-Dixmier trace provides an example of a singular (hence non-normal) trace and it is continuous with respect to the Calderón norm (2.23), i.e., \(|\text{Tr}_{\text{Dix}, \omega}(T)| \leq \|T\|_{1^+}\). A element \(T \in \mathcal{S}^1^+\) is called measurable if the value of \(\omega(\{\gamma_N(T)\}_N)\) is independent of the choice of the generalized scale-invariant limit \(\omega\). For a positive element \(T \geq 0\) this is equivalent to the convergence of a certain Cesáro mean of \(\gamma_N(T)\) [17, Chapter 4, Section 2, Proposition 6]. In particular, for a \(T \geq 0\) such that \(\gamma_N(T)\) is convergent, one has that \(T\) is measurable and
\[
\text{Tr}_{\text{Dix}}(T) := \lim_{N \to \infty} \left( \frac{1}{\log(N)} \sum_{n=0}^{N-1} \mu_n(T) \right),
\]

independently of the election of the generalized scale-invariant limit \(\omega\). The set of measurable operators \(\mathcal{S}^1^m\) is a closed subspace of \(\mathcal{S}^1^+\) (but not an ideal) which is invariant under conjugation by bounded invertible operators. Evidently, \(\mathcal{S}^1^0 \subset \mathcal{S}^1^m\).

Let \(\varepsilon > -1\) and define the operator
\[
Q_{B, \varepsilon} := Q_B + \varepsilon 1.
\]

Since \(Q_{B, \varepsilon}\) is strictly positive, the inverse powers \(Q_{B, \varepsilon}^{-s}\) are well defined for all \(s > 0\). The following facts have been proved in [20, Lemmas B.4 and B.5],8

7A generalized scale-invariant limit is a continuous positive linear functional \(\omega: \ell^\infty(\mathbb{N}) \to \mathbb{C}\) which coincides with the ordinary limit on the subspace of convergent sequences and is invariant under “dilations” of the sequences of the type \(\{a_1, a_2, a_3, \ldots\} \mapsto \{a_1, a_1, a_2, a_2, a_3, a_3, \ldots\}\).

8In order to adapt the proofs of [20, Lemmas B.4 and B.5] to Proposition 2.25 it is enough to set \(\varepsilon = 2\xi + 1\) and to observe that the arguments of [20, Lemmas B.4 and B.5] are still valid for \(\xi > -1\).
Proposition 2.25. Let $Q_{B,\varepsilon}^{-s}$ be defined as above. Then:

1. $Q_{B,\varepsilon}^{-s} \in \mathfrak{S}^1$ for every $s > 2$ and $\varepsilon > -1$;
2. $Q_{B,\varepsilon}^{-2} \in \mathfrak{S}^{1+}_m$ for every $\varepsilon > -1$, and

\[
\text{Tr}_{\text{Dix}}(Q_{B,\varepsilon}^{-2}) = \frac{1}{2},
\]

independently of $\varepsilon$;
3. let $\Pi_j$ be the $j$-th Landau projection, then $Q_{B,\varepsilon}^{-s} \Pi_j \in \mathfrak{S}^1$ for every $s > 1$ and $\varepsilon > -1$;
4. $Q_{B,\varepsilon}^{-1} \Pi_j \in \mathfrak{S}^{1+}_m$ for every $\varepsilon > -1$ and

\[
\text{Tr}_{\text{Dix}}(Q_{B,\varepsilon}^{-1} \Pi_j) = 1,
\]

independently of $\varepsilon$.

Then, the order of the operators $Q_{B,\varepsilon}^{-1}$ and $\Pi_j$ in (2.24) is irrelevant.

Corollary 2.26. Let $\Upsilon_{j\rightarrow k}$, with $k, j \in \mathbb{N}_0$, be the operators defined by (2.12). Then $Q_{B,\varepsilon}^{-1} \Upsilon_{j\rightarrow k}$, $Q_{B,\varepsilon}^{-2} \Upsilon_{j\rightarrow k}$, and $\Upsilon_{j\rightarrow k} Q_{B,\varepsilon}^{-1}$ are elements of $\mathfrak{S}^{1+}_m$, and

\[
\text{Tr}_{\text{Dix}}(Q_{B,\varepsilon}^{-1} \Upsilon_{j\rightarrow k}) = \text{Tr}_{\text{Dix}}(\Upsilon_{j\rightarrow k} Q_{B,\varepsilon}^{-1}) = \text{Tr}_{\text{Dix}}(Q_{B,\varepsilon}^{-2} \Upsilon_{j\rightarrow k} Q_{B,\varepsilon}^{-1}) = \delta_{j,k}
\]

independently of $\varepsilon, \varepsilon' > -1$.

Proof. Proposition 2.10(4) implies that

\[
Q_{B,\varepsilon}^{-1} \Upsilon_{j\rightarrow k} = (Q_{B,\varepsilon}^{-1} \Pi_k) \Upsilon_{j\rightarrow k} \quad \text{and} \quad \Upsilon_{j\rightarrow k} Q_{B,\varepsilon}^{-1} = \Upsilon_{j\rightarrow k} (Q_{B,\varepsilon}^{-1} \Pi_j).
\]

Proposition 2.25(4) and the ideal property of the Dixmier ideal imply that both $Q_{B,\varepsilon}^{-1} \Upsilon_{j\rightarrow k}$ and $\Upsilon_{j\rightarrow k} Q_{B,\varepsilon}^{-1}$ are elements of $\mathfrak{S}^{1+}_m$. The trace property of any $\omega$-Dixmier trace implies

\[
\text{Tr}_{\text{Dix},\omega}(Q_{B,\varepsilon}^{-1} \Upsilon_{j\rightarrow k}) = \text{Tr}_{\text{Dix},\omega}(Q_{B,\varepsilon}^{-1} \Pi_k \Upsilon_{j\rightarrow k} \Pi_j) = \text{Tr}_{\text{Dix},\omega}(Q_{B,\varepsilon}^{-1} \Pi_j \Pi_k \Upsilon_{j\rightarrow k}) = \delta_{j,k},
\]

where the last equality follows from $\Pi_j \Pi_k = 0$ if $j \neq k$ and $\Upsilon_{j\rightarrow j} = \Pi_j$. The independence of the result from the choice of the generalized scale-invariant limit $\omega$ implies that $Q_{B,\varepsilon}^{-1} \Upsilon_{j\rightarrow k} \in \mathfrak{S}^{1+}_m$. The proof for $\Upsilon_{j\rightarrow k} Q_{B,\varepsilon}^{-1}$ uses the same argument. For the last case we can use the identity

\[
Q_{B,\varepsilon}^{-2} \Upsilon_{j\rightarrow k} Q_{B,\varepsilon}^{-2} = Q_{B,\varepsilon}^{-1} \Pi_k (Q_{B,\varepsilon}^{\frac{1}{2}} \Upsilon_{j\rightarrow k} Q_{B,\varepsilon}^{\frac{1}{2}}).
\]

Then, to prove that the left-hand side is in $\mathfrak{S}^{1+}_m$ it is sufficient to prove that the product in the round brackets on the right-hand side defines a bounded operator. This follows by observing that

\[
Q_{B,\varepsilon}^{\frac{1}{2}} \Upsilon_{j\rightarrow k} Q_{B,\varepsilon}^{\frac{1}{2}} = \left( \sum_{m \in \mathbb{N}_0} \sqrt{\frac{m + (k + 1 + \varepsilon)}{m + (j + 1 + \varepsilon')}} P_m \right) \Upsilon_{j\rightarrow k},
\]
where $P_m$ are the dual Landau projections (2.15). Finally, the trace property of any $\omega$-Dixmier trace implies
\[
\text{Tr}_{\text{Dix},\omega}(Q_{B,\varepsilon}^{-1/2} \Upsilon_{j \to k} Q_{B,\varepsilon}^{-1/2}) = \text{Tr}_{\text{Dix},\omega}(\Pi_k Q_{B,\varepsilon}^{-1/2} \Upsilon_{j \to k} Q_{B,\varepsilon}^{-1/2} \Pi_j) = \text{Tr}_{\text{Dix},\omega}(\Pi_j \Pi_k Q_{B,\varepsilon}^{-1/2} \Upsilon_{j \to k} Q_{B,\varepsilon}^{-1/2}) = \delta_{j,k},
\]
independently of $\omega$. This concludes the proof. ■

For the next crucial result, which strongly relies on Corollary 2.26, we will need to recall the definition of the space $\mathcal{L}_B^\varepsilon$ given at the end of Section 2.3.

**Proposition 2.27.** Let $L_g \in \mathcal{L}_B^\varepsilon$ with $g = \sum_{(n,m) \in \mathbb{N}_0^2} g_{n,m} \psi_{n,m}$ and $\{g_{n,m}\} \in \ell^1(\mathbb{N}_0^2)$. Then $Q_{B,\varepsilon}^{-1} L_g$, $Q_{B,\varepsilon}^{-1/2} L_g Q_{B,\varepsilon}^{-1/2}$ and $L_g Q_{B,\varepsilon}^{-1}$ are elements of $\mathcal{G}_m^+$, and
\[
\text{Tr}_{\text{Dix}}(Q_{B,\varepsilon}^{-1} L_g) = \text{Tr}_{\text{Dix}}(L_g Q_{B,\varepsilon}^{-1}) = \text{Tr}_{\text{Dix}}(Q_{B,\varepsilon}^{-1/2} L_g Q_{B,\varepsilon}^{-1/2}) = g(0) = \int_B (L_g)
\]
independently of $\varepsilon, \varepsilon' > -1$.

**Proof.** Before proceeding with the proof, let us observe that $g \in C_0(\mathbb{R}^2)$ in view of Remark 2.16 and the inclusion (2.21). Then the quantity $g(0)$ is well defined. Moreover, observing that $\psi_{n,m}(0) = (\sqrt{2\pi} \ell_B)^{-1} \delta_{n,m}$ one gets
\[
g(0) = \frac{1}{\sqrt{2\pi} \ell_B} \sum_{n \in \mathbb{N}_0} \frac{g_{n,n}}{\log(N_{n+1})}.
\]
Let us start by proving that
\[
\|Q_{B,\varepsilon}^{-1} \Upsilon_{j \to k}\|_{1+} \leq 1, \quad \|\Upsilon_{j \to k} Q_{B,\varepsilon}^{-1}\|_{1+} \leq 1, \quad \|Q_{B,\varepsilon}^{-1/2} \Upsilon_{j \to k} Q_{B,\varepsilon}^{-1/2}\|_{1+} \leq 1
\]
for all $(j, k) \in \mathbb{N}_0^2$. From property (3) of Proposition 2.10 and using the spectral decomposition of $Q_{B,\varepsilon}$ in terms of the Landau projections $\Pi_j$ and the dual Landau projections $P_m$, one gets
\[
|\Upsilon_{j \to k} Q_{B,\varepsilon}^{-1}|^2 = Q_{B,\varepsilon}^{-1} \Pi_j Q_{B,\varepsilon}^{-1} = \left( \sum_{m \in \mathbb{N}_0} \frac{P_m}{(m+j+1+\varepsilon)^2} \right) \Pi_j.
\]
Therefore, the singular values of $\Upsilon_{j \to k} Q_{B,\varepsilon}^{-1}$ are $(m+j+1+\varepsilon)^{-1}$ and
\[
\|Q_{B,\varepsilon}^{-1} \Upsilon_{j \to k}\|_{1+} = \sup_{N \geq 1} \frac{1}{\log(N)} \sum_{m=0}^{N-1} \frac{1}{(m+j+1+\varepsilon)} \leq 1.
\]
The proof of
\[
\|\Upsilon_{j \to k} Q_{B,\varepsilon}^{-1}\|_{1+} \leq 1
\]
can be deduced from the equality $\Upsilon_{j \to k} Q_{B,\varepsilon}^{-1} = (Q_{B,\varepsilon}^{-1} \Upsilon_{k \to j})^*$, along with the fact that the singular values of an operator and its adjoint coincide. For the remaining case we can look again at the spectral decomposition obtaining
\[
|Q_{B,\varepsilon}^{-1/2} \Upsilon_{j \to k} Q_{B,\varepsilon}^{-1/2}|^2 = \left( \sum_{m \in \mathbb{N}_0} \frac{P_m}{(m+k+1+\varepsilon)(m+j+1+\varepsilon')} \right) \Pi_j.
\]
Therefore, one obtains
\[ \|Q_{B, \varepsilon}^{-\frac{1}{2}} \gamma_j \|_{1^+} = \sup_{N \geq 1} \frac{1}{\log(N)} \sum_{m=0}^{N-1} \frac{1}{m \sqrt{1 + \frac{1}{m} a + \frac{1}{m^2} b}} \leq 1, \]

where \( a := k + j + 2 + \varepsilon + \varepsilon' \) and \( b := (k + 1 + \varepsilon)(j + 1 + \varepsilon') \) are positive constants. Now, let \( g_T = \sum_{j=0}^{N} \sum_{k=0}^{M} t_{k,j} \psi_{k,j} \) be a finite linear combination of generalized Laguerre functions \( \psi_{k,j} \) and
\[ T = \pi(g_T) = \frac{1}{\sqrt{2\pi \ell_B}} \sum_{j=0}^{N} \sum_{k=0}^{M} (-1)^j \gamma_j \psi_{j \rightarrow k} \in \mathcal{F}_B \]
the related operator. Then, one obtains that
\[ \|Q_{B, \varepsilon}^{-\frac{1}{2}} T \|_{1^+} \leq \frac{1}{\sqrt{2\pi \ell_B}} \sum_{j=0}^{N} \sum_{k=0}^{M} |t_{k,j}| = \frac{1}{\sqrt{2\pi \ell_B}} \| \{t_{k,j}\} \|_{\ell^1}. \]

The last inequality, along with the density of \( \mathcal{F}_B \) in \( L^1_B \) with respect to the norm induced by \( \ell^1(N^2_0) \), implies the continuity of the linear map
\[ L^1_B \ni T \mapsto Q_{B, \varepsilon}^{-\frac{1}{2}} T \in \mathcal{G}^{1^+}. \]

Exactly in the same way one can prove the continuity of the maps
\[ L^1_B \ni T \mapsto TQ_{B, \varepsilon}^{-\frac{1}{2}} \in \mathcal{G}^{1^+}, \]
and
\[ L^1_B \ni T \mapsto Q_{B, \varepsilon}^{-\frac{1}{2}} TQ_{B, \varepsilon}^{-\frac{1}{2}} \in \mathcal{G}^{1^+}. \]

Let us consider now a generic element \( L_g \in L^1_B \) identified with the expansion (2.20). The linearity and the continuity of the Dixmier trace with respect to the Calderón norm provides
\[ \text{Tr}_{\text{Dix}, \omega}(Q_{B, \varepsilon}^{-1} L_g) = \frac{1}{\sqrt{2\pi \ell_B}} \sum_{(n,m) \in N^2_0} (-1)^{m-n} g_{n,m} \text{Tr}_{\text{Dix}}(Q_{B, \varepsilon}^{-1} \gamma_{m \rightarrow n}) \]
\[ = \frac{1}{\sqrt{2\pi \ell_B}} \sum_{n \in N_0} g_{n,n} = g(0) \]
in view of Corollary 2.26. In particular the result is independent of \( \omega \) (and of \( \varepsilon \)) proving that \( Q_{B, \varepsilon}^{-1} L_g \) is a measurable operator. Finally, the equality with the trace \( f_B \) follows from Corollary 2.22 and the inclusion \( L^1_B \subset (L^2_B)^2 \) proved in Proposition 2.17. The trace of \( L_g Q_{B, \varepsilon}^{-\frac{1}{2}} \) and \( Q_{B, \varepsilon}^{-\frac{1}{2}} L_g Q_{B, \varepsilon}^{-\frac{1}{2}} \) can be computed following the same argument. \( \blacksquare \)

A first consequence of Proposition 2.27 can be deduced from the identity
\[ Q_{B, \varepsilon}^{-\frac{1}{2}} TQ_{B, \varepsilon}^{-\frac{1}{2}} - Q_{B, \varepsilon}^{-1} T = Q_{B, \varepsilon}^{-\frac{1}{2}} [T, Q_{B, \varepsilon}^{-\frac{1}{2}}]. \]

In the left-hand side there is the difference of two elements of \( \mathcal{G}^{1^+}_m \) with same trace. Therefore, the element in the right-hand side is in \( \mathcal{G}^{1^+}_m \) and has vanishing Dixmier trace (by linearity). Thus we proved that
\[ Q_{B, \varepsilon}^{-\frac{1}{2}} [T, Q_{B, \varepsilon}^{-\frac{1}{2}}] \in \mathcal{G}^{1^+}_0, \quad \forall T \in L^1_B. \]
A similar argument also shows that

$$Q_{B,\varepsilon}^{-1} T - T Q_{B,\varepsilon}^{-1} \in \Theta_0^1, \quad \forall T \in \mathcal{L}_B^1$$

for every $\varepsilon, \varepsilon' > -1$.

Although the content of Proposition 2.27 is sufficient for all the applications in Section 3, we find it is important to extend its validity to a domain larger than $\mathcal{L}_B^1$. The following result is proved in Appendix B.

**Theorem 2.28.** Let $T = L_f^* L_g$ with $L_f \in \mathcal{L}_B^1$ and $L_g \in \mathcal{L}_B^2$. Then $Q_{B,\varepsilon}^{-1} T \in \Theta_0^1$ and the equality

$$\text{Tr}_{\text{Dix}}(Q_{B,\varepsilon}^{-1} T) = (f, g)_B = \int_B (T)$$

holds true, independently of $\varepsilon > -1$.

**Remark 2.29** (relation with the trace per unit of volume II). By combining Remark 2.24 with the content of Theorem 2.28 we get that

$$\mathcal{T}_B(T) = \frac{1}{2\Lambda_B} \text{Tr}_{\text{Dix}}(Q_{B,\varepsilon}^{-1} T)$$

for every $\varepsilon > -1$ and for every $T$ in the set

$$\mathcal{L}_B^1 \cdot \mathcal{L}_B^2 := \{T = L_f^* L_g | L_f \in \mathcal{L}_B^1, L_g \in \mathcal{L}_B^2\}.$$

This result generalizes the validity of [20, Theorem B.2]. However, we are firmly convinced that equation (2.27) must be valid on the entire domain of definition $(\mathcal{L}_B^2)^2$ of the trace $\mathcal{T}_B$. Unfortunately we were not able to obtain such a generalization, which remains as an open problem for the time being (see a further comment at the end of Appendix B).

### 2.8 Differential structure

The algebra $\mathcal{C}_B$ supports the action of two natural $*$-derivations, which endow the magnetic operators with a noncommutative differential calculus.

The Banach $*$-algebra $\mathcal{L}_B^1$ can be endowed with an $\mathbb{R}^2$-action of automorphisms $\mathbb{R}^2 \ni k \mapsto \widehat{\alpha}_k \in \text{Aut}(\mathcal{L}_B^1)$ defined by

$$\widehat{\alpha}_k(f)(x) := e^{ik \cdot x} f(x), \quad f \in \mathcal{L}_B^1,$$

where $k \cdot x := k_1 x_1 + k_2 x_2$. As a consequence of the Lebesgue’s dominated convergence theorem, this action is strongly continuous, i.e.,

$$\lim_{k \to 0} \|\widehat{\alpha}_k(f) - f\|_{B,1} = 0, \quad \forall f \in \mathcal{L}_B^1.$$

Moreover, it can be differentiated with respect to the norm-topology of $\mathcal{L}_B^1$ and produces two (unbounded) $*$-derivations

$$(\partial_j(f))(x) := \frac{\partial f}{\partial k_j} \bigg|_{k=0} (x) = i x_j f(x), \quad j = 1, 2,$$

which are densely defined [10, Proposition 3.1.6]. For $f$ and $g$ in the domain of definition of the derivations, a direct computation shows that:
(1) \( \partial_j(f * g) = \partial_j(f) * g + f * \partial_j(g), \ j = 1, 2; \)
(2) \( \partial_j(f^*) = (\partial_j(f))^*, \ j = 1, 2; \)
(3) \( \partial_1 \partial_2(f) = \partial_2 \partial_1(f). \)

Property (1) is the Leibniz rule for derivations. Property (2) says that the derivations are compatible with the involution of the algebra. Finally, property (3) says that both derivations commute. Let \( D_{B}^{(n,m)} \subset \mathcal{L}_{B}^{1} \) be the domain of the iterated derivation \( \partial_{1}^{n} \partial_{2}^{m} \). It is straightforward to check that

\[
\mathcal{S}_{B} \subset \bigcap_{(n,m) \in \mathbb{N}^2} D_{B}^{(n,m)},
\]

namely \( \mathcal{S}_{B} \) is comprised of elements that are smooth with respect to the \( \mathbb{R}^2 \)-action \( \hat{\alpha}_k \).

The \( \mathbb{R}^2 \)-action can be defined directly in the representation on the Hilbert space \( L^2(\mathbb{R}^2) \). For every \( k \in \mathbb{R}^2 \), let \( \alpha_k \) be the \( * \)-automorphism of \( \mathcal{B}(L^2(\mathbb{R}^2)) \) defined by

\[
\alpha_k(A) := e^{-i k \cdot x} A e^{i k \cdot x}, \quad A \in \mathcal{B}(L^2(\mathbb{R}^2)),
\]

where \( k \cdot x = k_1 x_1 + k_2 x_2 \) is meant as the linear combination of the position operators on \( L^2(\mathbb{R}^2) \).

**Proposition 2.30.** The following facts hold true:

1. \( \pi(\hat{\alpha}_k(f)) = \alpha_k(\pi(f)) \) for all \( f \in \mathcal{L}_{B}^{1} \);
2. the map \( \mathbb{R}^2 \ni k \mapsto \alpha_k \in \text{Aut}(\mathcal{C}_{B}) \) extends to a strongly continuous \( \mathbb{R}^2 \)-action by automorphisms of the \( C^* \)-algebra \( \mathcal{C}_{B} \).

**Proof.** (1) follows from a direct computation. (2) The norm-density of \( \pi(\mathcal{L}^{1}_{B}) \) in \( \mathcal{C}_{B} \) assures that \( \alpha_k(T) \in \mathcal{C}_{B} \) whenever \( T \in \mathcal{C}_{B} \). The inequality

\[
\|\alpha_k(\pi(f)) - \pi(f)\| \leq \|\hat{\alpha}_k(f) - f\|_{B,1}, \quad f \in \mathcal{L}^{1}_{B},
\]

and the density of \( \pi(\mathcal{L}^{1}_{B}) \) imply that

\[
\lim_{k \to 0^+} \|\alpha_k(A) - A\| = 0 \quad \forall A \in \mathcal{C}_{B},
\]

i.e., the strongly continuity of the \( \mathbb{R}^2 \)-action \( k \mapsto \alpha_k \) on \( \mathcal{C}_{B} \). \( \blacksquare \)

The \( \mathbb{R}^2 \)-action \( k \mapsto \alpha_k \) can be differentiated with respect to the topology of \( \mathcal{C}_{B} \) and produces two (unbounded) commuting \(*\)-derivations \( \nabla_1 \) and \( \nabla_2 \) which are densely defined \([10, \text{Proposition 3.1.6}]\). Let \( \mathcal{D}_{B}^{(n,m)} \) be the domain of \( \nabla_1^{n} \nabla_2^{m} \). As a consequence of Proposition 2.30, one can prove that \( \pi(\mathcal{D}_{B}^{(n,m)}) \subset \mathcal{D}_{B}^{(n,m)} \) and

\[
\pi(\partial_{1}^{n} \partial_{2}^{m}(f)) = \nabla_1^{n} \nabla_2^{m}(\pi(f)), \quad f \in \mathcal{D}_{B}^{(n,m)}.
\]

In particular

\[
\mathcal{S}_{B} \subset \bigcap_{(n,m) \in \mathbb{N}^2} \mathcal{D}_{B}^{(n,m)}.
\]

Let \( \mathcal{C}_{B}^{N} := \bigcap_{n+m \leq N} \mathcal{D}_{B}^{(n,m)} \). These are Banach spaces obtained as the completion

\[
\mathcal{C}_{B}^{N} = \mathcal{S}_{B}^{N} \|_{N}
\]

with respect to the norm

\[
\|A\|_{N} := \sum_{n+m \leq N} \|\nabla_1^{n} \nabla_2^{m}(A)\|.
\]

Let \( \mathcal{C}_{B}^{\infty} := \bigcap_{N \in \mathbb{N}} \mathcal{C}_{B}^{N} \) be the subalgebra of smooth elements of \( \mathcal{C}_{B} \).
Proposition 2.31. \( \mathcal{C}_B^\infty \) is a non-unital pre-\( C^* \)-algebra of \( \mathcal{C}_B \).

**Proof.** By construction \( \mathcal{C}_B^\infty \) is the subalgebra of smooth elements of \( \mathcal{C}_B \) with respect to the strongly continuous action of the Lie group \( \mathbb{R}^2 \). Then, the result follows from [33, Proposition 3.45].

Consider an element \( A \in \mathcal{C}_B \) such that \( A[D(x_j)] \subseteq D(x_j) \) where \( D(x_j) \) is the domain of the position operator \( x_j \). In this case the difference \( x_j A - Ax_j \) is initially well defined on the dense set \( D(x_j) \) and is closable. Therefore, it uniquely defines a closed operator, the *commutator*, that will be denoted with \( [x_j, A] \). Let

\[
\mathcal{C}_B^{1,0} := \{ A \in \mathcal{C}_B | A[D(x_j)] \subseteq D(x_j), [x_j, A] \in \mathcal{C}_B, j = 1, 2 \}.
\]

Proposition 2.32. The space \( \mathcal{C}_B^{1,0} \subset \mathcal{D}_B^{1} \) is a core for \( \nabla_1 \) and \( \nabla_2 \) and, for every \( A \in \mathcal{C}_B^{1,0} \), the equalities

\[
\nabla_j(A) = -i [x_j, A], \quad j = 1, 2
\]

hold true. Moreover, one has that

\[
\nabla_1(A) = -i \ell_B[K_2, A], \quad \nabla_2(A) = i \ell_B[K_1, A],
\]

where \( K_j \) are the magnetic momenta (2.1).

**Proof.** The first part of the claim which states that \( \mathcal{C}_B^{1,0} \) is a core and the equality \( \nabla_j(A) = -i [x_j, A] \) can be proved as in [22, Theorem 7.3]. The second equality \( \nabla_j(A) = -i [K_j, A] \) follows from Lemma 2.19 and the equalities \( x_1 = \ell_B(K_2 - G_1) \) and \( x_2 = \ell_B(G_2 - K_1) \).

It is useful to have criteria to establish when an operator sits inside \( \mathcal{C}_B^{1,0} \).

Proposition 2.33. Let \( \langle x \rangle \) denotes the Japanese bracket (2.7). The following facts hold true:

1. if \( f \in L^1(\mathbb{R}^2) \) and \( \langle x \rangle f \in L^1(\mathbb{R}^2) \) then \( \pi(f) \in \mathcal{C}_B^{1,0} \);
2. \( \mathcal{S}_B \subset \mathcal{C}_B^{1,0} \);
3. if \( f \in L^2(\mathbb{R}^2) \) and \( \langle x \rangle f \in L^2(\mathbb{R}^2) \) then \( L_f \in \mathcal{C}_B^{1,0} \).

**Proof.** (1) Let \( \phi \in D(x_j) \). Then a straightforward computation shows that

\[
x_j(\pi(f)\phi) = \pi(f)\tilde{\phi} - \pi(\tilde{f})\phi,
\]

where \( \tilde{\phi}(x) := x_j\phi(x) \) is a vector in \( L^2(\mathbb{R}^2) \) and \( \tilde{f}(x) := x_j f(x) \) is in \( L^1(\mathbb{R}^2) \) as a consequence of the respective assumptions. This shows that \( x_j(\pi(f)\phi) \) is well defined, namely \( \pi(f)\phi \in D(x_j) \). Moreover, the same computation shows that \( [x_j, \pi(f)] = \pi(\tilde{f}) \in \mathcal{C}_B \). Then the conditions for \( f \in \mathcal{C}_B^{1,0} \) are satisfied. (2) is a direct consequence of (1) since the space of Schwartz functions is stable under the multiplication by \( \langle x \rangle \). (3) follows from the same argument used to prove (1) by replacing \( \pi(f) \) and \( \pi(\tilde{f}) \) with \( L_f \) and \( L_{\tilde{f}} \), respectively. In particular one gets that \( [x_j, L_f] = L_{\tilde{f}} \in \mathcal{D}_B^{2} \).

In view of Proposition 2.33 one gets that \( \Upsilon_{j \rightarrow k} \in \mathcal{C}_B^{1,0} \). Therefore, the derivatives of \( \Upsilon_{j \rightarrow k} \) can be computed by the commutator as in Proposition 2.32. By observing that \( K_1 = 2^{-\frac{1}{2}}(a^+ + a^-) \) and \( K_2 = -i 2^{-\frac{1}{2}}(a^+ - a^-) \) and using the relations in Proposition 2.10 (and in particular the commutation relations (2.14)) one gets

\[
\nabla_1(\Upsilon_{j \rightarrow k}) = \frac{\ell_B}{\sqrt{2}}(\sqrt{k}\Upsilon_{j \rightarrow k} - \sqrt{j}\Upsilon_{j-1 \rightarrow k} - \sqrt{k+1}\Upsilon_{j \rightarrow k+1} - \sqrt{j+1}\Upsilon_{j+1 \rightarrow k}),
\]

(2.30)
and
\[ \nabla_2(\gamma_{j\to k}) = i \frac{\ell_B}{\sqrt{2}} (\sqrt{k} \gamma_{j\to k-1} - \sqrt{j} \gamma_{j-1\to k} + \sqrt{k+1} \gamma_{j\to k+1} - \sqrt{j+1} \gamma_{j+1\to k}). \]  
(2.31)

In the special case \( \gamma_{k\to k} = \Pi_k \), the equations (2.30) and (2.31) show how to compute the derivations of the Landau projections.

The \( \mathbb{R}^2 \)-action (2.28) extends to the von Neumann algebra \( \mathcal{M}_B \).

**Proposition 2.34.** The family of automorphisms (2.28) defines an ultra-weakly continuous action \( \mathbb{R}^2 \ni k \mapsto \alpha_k \in \text{Aut}(\mathcal{M}_B) \) of \( \mathbb{R}^2 \) on the von Neumann algebra \( \mathcal{M}_B \). Moreover
\[ \int_B (\alpha_k(T)) = \int_B (T), \quad \forall T \in (\mathcal{L}_B^2)^2. \]

**Proof.** The density of \( \mathcal{C}_B \) in \( \mathcal{M}_B \) with respect to the strong (weak) topology implies that \( \alpha_k(T) \in \mathcal{M}_B \) whenever \( T \in \mathcal{M}_B \). This proves that every \( \alpha_k \) is an automorphism of the von Neumann algebra \( \mathcal{M}_B \). Since the maps \( k \mapsto e^{\pm i k \cdot x} \) are strongly continuous, and since multiplication on norm-bounded subsets of \( \mathcal{B}(L^2(\mathbb{R}^2)) \) is strongly continuous, it follows that \( \alpha_k(T) \to 0 \) when \( k \to 0 \) with respect to the strong topology for all \( T \in \mathcal{M}_B \). Moreover, on a norm-bounded subset of \( \mathcal{B}(L^2(\mathbb{R}^2)) \) the strong and ultra-strong topology coincide, and so \( \alpha_k(T) \to 0 \) ultra-strongly, and hence ultra-weakly, as \( t \to 0 \) for all \( T \in \mathcal{M}_B \). This shows that the \( \mathbb{R}^2 \)-action \( k \mapsto \alpha_k \) is ultra-weakly continuous on \( \mathcal{M}_B \). Let \( T = L^\alpha_j L^\beta_g \in (\mathcal{L}_B^2)^2 \). A direct computation shows that \( \alpha_k(T) = L^{j'}_f L^{g'}_g \) where \( f'(x) := e^{1 k \cdot x} f(x) \) and \( g'(x) := e^{1 k \cdot x} g(x) \). The chain of equalities
\[ \int_B (\alpha_k(T)) = \langle f', g' \rangle_B = \langle f, g \rangle_B = \int_B (T) \]
concludes the proof. \[ \blacksquare \]

Using the jargon of [22], Proposition 2.34 says that \( k \mapsto \alpha_k \) is an \( \mathbb{R}^2 \)-flow on the pair \( (\mathcal{M}_B, \mathfrak{f}_B) \). Thus, [22, Proposition 4.1] guarantees that every \( \alpha_k \) extends to a \(*\)-isometry in every Banach space \( \Sigma_B^p \) and the map \( \mathbb{R}^2 \ni k \mapsto \alpha_k \in \text{Iso}(\Sigma_B^p) \) is strongly continuous, i.e.,
\[ \lim_{k \to 0} \| \alpha_k(T) - T \|_{B,p} = 0 \quad \forall T \in \Sigma_B^p. \]

The \( \mathbb{R}^2 \)-flow can be differentiated in every space \( \Sigma_B^p \) (with the convention \( \Sigma_B^\infty = \mathcal{M}_B \)) with respect to the relative topology. We will denote the respective generators simply by \( \nabla_1 \) and \( \nabla_2 \) without further reference to the particular space \( \Sigma_B^p \). It results that \( \nabla_1 \) and \( \nabla_2 \) have a dense domain in every space \( \Sigma_B^p \) [10, Proposition 3.1.6] with a dense core in \( \Sigma_B^p \cap \mathcal{M}_B \) where they can be represented as the commutators with the position operators [22, Theorem 7.3]. From the invariance of the trace \( \mathfrak{f}_B \) under the \( \mathbb{R}^2 \)-flow \( \alpha_k \) it immediately follows that
\[ \mathfrak{f}_B \circ \nabla_j = 0, \quad j = 1, 2. \]

This property, along with the Leibniz rule for derivations, provides that
\[ \mathfrak{f}_B (T \nabla_j(S)) = - \mathfrak{f}_B (\nabla_j(T)S), \quad j = 1, 2, \]
whenever \( T, S \) and \( TS \) are differentiable and \( T \nabla_j(S) \) and \( \nabla_j(T)S \) are trace-class with respect to \( \mathfrak{f}_B \). It is also possible to define the noncommutative Sobolev spaces \( \mathfrak{W}^N_{B,p} \subset \Sigma_B^p \) as the closure of the set of smooth elements with respect to the Sobolev norm
\[ \| T \|_{B,N,p} := \left( \sum_{n+m \in N} \| \nabla_1^n \nabla_2^m (T) \|_{B,p}^p \right)^{\frac{1}{p}}. \]
(2.32)
In the rest of this work we will often use the notation
\[ \nabla(T) := (\nabla_1(T), \nabla_2(T)) \]
for the (noncommutative) gradient of \( T \in \mathfrak{M}_B^{1,p} \).

3 The magnetic spectral triple

In this section, we will introduce a compact spectral triple suitable for the study of the geometry of the magnetic \( C^* \)-algebra \( \mathcal{C}_B \). The key element is a Dirac operator \( D_B \) which is, in a sense that will be made more precise below, the square root of the harmonic oscillator \( Q_B \) defined in Section 2.1. We will prove that our spectral triple provides a good example of a noncommutative manifold of spectral dimension 2. Moreover, we will prove the continuous version of the first Connes’ formula appearing in [6].

3.1 Construction of the spectral triple

For the standard definitions concerning the theory of spectral triples we will refer to the classical textbooks [17, 33]. In particular we will take [33, Definition 9.16] as the recipe for the construction of our spectral triple.

We will start with the \( C^* \)-algebra of magnetic operators \( \mathcal{C}_B \) endowed with the pre-\( C^* \)-algebra \( \mathcal{S}_B \subset \mathcal{C}_B \). We will represent \( \mathcal{C}_B \) on the separable Hilbert space \( \mathcal{H}_4 := L^2(\mathbb{R}^2) \otimes \mathbb{C}^4 \) through the diagonal representation \( \rho: \mathcal{C}_B \to \mathcal{B}(\mathcal{H}_4) \) defined by
\[ \rho(A) := A \otimes 1_4 = \begin{pmatrix} A & 0 & 0 & 0 \\ 0 & A & 0 & 0 \\ 0 & 0 & A & 0 \\ 0 & 0 & 0 & A \end{pmatrix}, \quad A \in \mathcal{C}_B, \]
where \( 1_4 \in \text{Mat}_4(\mathbb{C}) \) is the identity of the algebra of \( 4 \times 4 \) complex matrices. The Laguerre basis of \( L^2(\mathbb{R}^2) \) can be lifted to \( \mathcal{H}_4 \) as \( \psi_{n,m} := \psi_{n,m} \otimes e_r \) where \( \psi_{n,m} \) are the Laguerre functions and \( e_1, \ldots, e_4 \) is the canonical basis of \( \mathbb{C}^4 \). It follows that \( \{ \psi_{n,m} | (n,m) \in \mathbb{N}_0^2, r = 1, \ldots, 4 \} \) is a complete orthonormal system in \( \mathcal{H}_4 \) that will be still called the (magnetic) Laguerre basis. To complete the spectral triple we need a Dirac operator \( D_B \). The definition of \( D_B \) is subordinated to the election of an irreducible representation of the Clifford algebra \( C\ell_4(\mathbb{C}) \) on \( \mathbb{C}^4 \). More precisely, we need four Hermitian \( 4 \times 4 \) matrices \( \{ \gamma_1, \ldots, \gamma_4 \} \) which satisfies the fundamental anti-commutation relations
\[ \{ \gamma_i, \gamma_j \} := \gamma_i \gamma_j + \gamma_j \gamma_i = 2 \delta_{ij} 1_4, \quad i, j = 1, \ldots, 4. \]
A possible convenient choice is the following:
\[ \gamma_1 := \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix}, \quad \gamma_2 := \begin{pmatrix} 0 & 0 & 0 & -i \\ 0 & 0 & i & 0 \\ 0 & -i & 0 & 0 \\ i & 0 & 0 & 0 \end{pmatrix}, \]
\[ \gamma_3 := \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix}, \quad \gamma_4 := \begin{pmatrix} 0 & 0 & i & 0 \\ 0 & 0 & 0 & i \\ -i & 0 & 0 & 0 \\ 0 & -i & 0 & 0 \end{pmatrix}. \]
The (magnetic) Dirac operator is defined by

\[ D_B := \frac{1}{\sqrt{2}} ( K_1 \otimes \gamma_1 + K_2 \otimes \gamma_2 + G_1 \otimes \gamma_3 + G_2 \otimes \gamma_4 ), \]

where \( K_1, K_2, G_1, G_2 \) are the magnetic momenta and the dual magnetic momenta defined by (2.1) and (2.2), respectively. In terms of the ladder operators \( a^\pm \) and \( b^\pm \) the operator \( D_B \) reads

\[
D_B = \begin{pmatrix}
0 & 0 & -b^+ & a^- \\
0 & 0 & a^+ & b^- \\
-b^- & a^- & 0 & 0 \\
a^+ & b^+ & 0 & 0
\end{pmatrix}.
\]

The operator \( D_B \) is a sum of four operators which are essentially self-adjoint on the dense invariant core \( S(\mathbb{R}^2) \otimes \mathbb{C}^4 \subset \mathcal{H}_4 \). As a consequence \( D_B \) is well defined and symmetric on \( S(\mathbb{R}^2) \otimes \mathbb{C}^4 \). Consider the involution

\[ \chi := 1 \otimes \gamma_1 \gamma_2 \gamma_3 \gamma_4 = \begin{pmatrix} +1 & 0 & 0 & 0 \\
0 & +1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1 \end{pmatrix}. \]

The algebraic relations among the \( \gamma \)-matrices imply

\[ \chi D_B \chi = -D_B, \quad \chi^* = \chi^{-1} = \chi. \quad (3.1) \]

The involution \( \chi \) will be called chiral or grading operator. A direct computation shows that the square \( D_B^2 \) acts on \( S(\mathbb{R}^2) \otimes \mathbb{C}^4 \) according to

\[
D_B^2 := \begin{pmatrix} Q_B & 0 & 0 & 0 \\
0 & Q_B & 0 & 0 \\
0 & 0 & Q_B & 0 \\
0 & 0 & 0 & Q_B \end{pmatrix} + \begin{pmatrix} 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1 \end{pmatrix},
\]

where \( Q_B \) is the harmonic oscillator defined by (2.5). Since \( Q_B \) is essentially self-adjoint on \( S(\mathbb{R}^2) \) and \( D_B^2 \) is a bounded perturbation of \( Q_B \otimes 1_4 \) it follows from the Kato–Rellich theorem that \( D_B^2 \) is essentially self-adjoint on \( S(\mathbb{R}^2) \otimes \mathbb{C}^4 \) and define a self-adjoint operator with domain \( \mathcal{D}(Q_B) \otimes \mathbb{C}^4 \). Moreover \( D_B^2 \) has spectrum

\[ \sigma(D_B^2) = \{ \theta_j := j \mid j \in \mathbb{N}_0 \}, \]

and the eigenvalues \( \theta_j \) have finite multiplicity \( \text{Mult}[\theta_0] = 1 \), and \( \text{Mult}[\theta_j] = 4j \) for every \( j \geq 1 \). As a consequence

\[ (D_B^2 - z1)^{-s} \in \mathcal{K}(\mathcal{H}_4) \]

is a compact operator for every \( s > 0 \) and \( z \in \mathbb{C} \setminus \mathbb{N}_0 \).

**Proposition 3.1.** The operator \( D_B \) is essentially self-adjoint on the dense domain \( S(\mathbb{R}^2) \otimes \mathbb{C}^4 \subset \mathcal{H}_4 \), and its spectrum is given by

\[ \sigma(D_B) = \{ \vartheta_{\pm j} := \pm \sqrt{j} \mid j \in \mathbb{N}_0 \} \]

with \( \text{Mult}[\vartheta_0] = 1 \), and \( \text{Mult}[\vartheta_{\pm j}] = 2j \) for every \( j \geq 1 \). Moreover \( (D_B - z1)^{-1} \in \mathcal{K}(\mathcal{H}_4) \) is compact for every \( z \in \mathbb{C} \setminus \sigma(D_B) \).
Proof. We already know that $D_B$ is symmetric and that $D_B^2$ is essentially self adjoint on $S(\mathbb{R}^2) \otimes \mathbb{C}^4$. Moreover, the existence of the resolvent $(D_B^2 + 1)^{-1}$ implies that $D_B^2 + 1$ maps the domain $S(\mathbb{R}^2) \otimes \mathbb{C}^4$ onto a dense subspace of $\mathcal{H}_4$. The factorization

$$D_B^2 + 1 = (D_B + i1)(D_B - i1) = (D_B - i1)(D_B + i1)$$

implies that the two operators $D_B \pm i1$ map $S(\mathbb{R}^2) \otimes \mathbb{C}^4$ into a dense subspace of $\mathcal{H}_4$. This proves that $D_B$ is essentially self-adjoint on $S(\mathbb{R}^2) \otimes \mathbb{C}^4$. The spectral mapping theorem and $\sigma(D_B^2) = \mathbb{N}_0$ imply that for all $j \in \mathbb{N}_0$, at least one value between $+\sqrt{j}$ and $-\sqrt{j}$ must be in $\sigma(D_B)$. However, the symmetry (3.1) implies that $+\sqrt{j} \in \sigma(D_B)$, if and only if, $-\sqrt{j} \in \sigma(D_B)$ and this completes the description of the spectrum of $D_B$. Let $P_j^{(2)}$ be the spectral projection of $D_B^2$ related to the eigenvalue $\theta_j$ and $P_{\pm j}$ be the spectral projections of $D_B$ related to $\vartheta_{\pm j}$, respectively. The spectral theorem implies that, for $j \neq 0$, $P_j^{(2)} = P_{+j} + P_{-j}$ and the symmetry $\chi$ provides $\chi P_{\pm j} \chi = P_{\mp j}$. Therefore, $P_{+j}$ and $P_{-j}$ have the same dimension which is half of the dimension of $P_j^{(2)}$. For the zero eigenvalue one has that $P_0^{(2)} = P_0$. This completes the description of the multiplicity of the eigenvalues of $D_B$. Finally, the spectral analysis of $D_B$ guarantees the compactness of the resolvents of $D_B$, which can be obtained as norm-limit of finite rank operators.

The chiral operator $\chi$ provides a grading of the Hilbert space

$$\mathcal{H}_4 = \mathcal{H}_4^+ \oplus \mathcal{H}_4^-,$$

(3.2)

where $\mathcal{H}_4^\pm \simeq L^2(\mathbb{R}^2) \otimes \mathbb{C}^2$ are the ranges of the projections $\chi_{\pm} := \frac{1}{2}(\chi \pm 1)$. Equation (3.1) says that $D_B$ is odd with respect to this grading. On the other hand the representation $\rho$ is even in the sense that

$$\chi \rho(A) \chi = \rho(A), \quad \forall A \in \mathcal{C}_B.$$

The next step is to control the commutators of $D_B$ with sufficiently regular elements of $\mathcal{C}_B$.

**Proposition 3.2.** For every $A \in \mathcal{I}_B$ the commutator

$$[D_B, \rho(A)] := D_B \rho(A) - \rho(A) D_B$$

is a well defined bounded operator on $\mathcal{H}_4$.

**Proof.** Every $A \in \mathcal{I}_B$ has a kernel $f \in \mathcal{S}_B$ such that $A = \pi(f)$. Then, for every $\psi \in S(\mathbb{R}^2)$ one gets $A \psi = f^* \psi \in S(\mathbb{R}^2)$ where $f^*(x) := f(-x)$. Therefore, $\rho(A)[S(\mathbb{R}^2) \otimes \mathbb{C}^4] \subseteq S(\mathbb{R}^2) \otimes \mathbb{C}^4$ and, as a consequence, the difference $D_B \rho(A) - \rho(A) D_B$ is well defined on the dense core $S(\mathbb{R}^2) \otimes \mathbb{C}^4$ of $D_B$, and it is closable. The closure will be denoted with $[D_B, \rho(A)]$. In view of the definition of $D_B$, Lemma 2.19 and Proposition 2.32 one gets

$$[D_B, \rho(A)] = [K_1, A] \otimes \frac{\gamma_1}{\sqrt{2}} + [K_2, A] \otimes \frac{\gamma_2}{\sqrt{2}} = \nabla_1(A) \otimes \frac{i \gamma_2}{\sqrt{2} \ell_B} - \nabla_2(A) \otimes \frac{i \gamma_1}{\sqrt{2} \ell_B}$$

$$= \pi(\partial_1(f)) \otimes \frac{i \gamma_2}{\sqrt{2} \ell_B} - \pi(\partial_2(f)) \otimes \frac{i \gamma_1}{\sqrt{2} \ell_B}.$$

Since $\pi(\partial_j(f)) \in \mathcal{I}_B$ for $j = 1, 2$, it follows that $[D_B, \rho(A)]$ is a bounded operator.

Let us introduce the unbounded derivation $\delta_B$ initially defined as

$$\delta_B(A) := -i[D_B, \rho(A)], \quad A \in \mathcal{I}_B.$$
The action of $\delta_B$ can be extended continuously to the closure of $\mathcal{S}_B$ with respect to the graph-norm
\[
\|A\|_{D_B} := \|A\| + \|\delta_B(A)\|,
\]
which is dominated by the norm (2.29). This immediately implies the following result:

**Corollary 3.3.** The derivation $\delta_B$ is well defined on $\mathcal{C}_B^1$ and the following formula holds true:
\[
\delta_B(A) = \nabla_1(A) \otimes \frac{\gamma_2}{\sqrt{2} \ell_B} - \nabla_2(A) \otimes \frac{\gamma_1}{\sqrt{2} \ell_B}, \quad A \in \mathcal{C}_B^1.
\]
Moreover $\delta_B(A) = -i [D_B, \rho(A)]$ for all $A \in \mathcal{C}_B^{1,0}$.

Let us denote with $\mathcal{A}_B \subset \mathcal{B}(\mathcal{H}_4)$ the $*$-algebra generated by the elements $\rho(\mathcal{S}_B)$ and the commutators $[D_B, \rho(\mathcal{S}_B)]$. From Proposition 3.2 it follows that $\mathcal{A}_B \subset \mathcal{S}_B \otimes \text{Mat}_4(\mathbb{C})$. For every $\varepsilon \geq 0$ let
\[
\mathcal{A}_{B,\varepsilon}(T) := \left[ \sqrt{D^2_B + \varepsilon I}, T \right], \quad T \in \mathcal{D}(\mathcal{A}_{B,\varepsilon}) \subset \mathcal{B}(\mathcal{H}_4).
\]
This is an unbounded derivation. Let $\mathcal{D}^k(\mathcal{A}_{B,\varepsilon})$ be the domain of the power $\mathcal{A}_{B,\varepsilon}^k := \mathcal{A}_{B,\varepsilon} \circ \cdots \circ \mathcal{A}_{B,\varepsilon}$ and $\mathcal{D}^\infty(\mathcal{A}_{B,\varepsilon}) := \bigcap_{k \in \mathbb{N}_0} \mathcal{D}^k(\mathcal{A}_{B,\varepsilon})$ the related smooth domain. The boundedness of $\mathcal{A}_{B,\varepsilon}(\rho(A))$ for elements $A \in \mathcal{S}_B$ is not guaranteed by Proposition 3.2. For instance, when $\varepsilon = 0$ the polar decomposition $|D_B| = V^*D_B$ provides
\[
\mathcal{A}_{B,\varepsilon=0}(\rho(A)) = V^*\delta_B(A) + [V^*, \rho(A)]D_B
\]
and the second summand is not bounded a priori. For this reason the following result is not at all obvious.

**Proposition 3.4.** With the notation introduced above it holds true that $\mathcal{A}_B \subset \mathcal{D}^\infty(\mathcal{A}_{B,\varepsilon})$ for every $\varepsilon \geq 0$.

**Proof.** We will prove something a little more general, namely that $\mathcal{S}_B \otimes \text{Mat}_4(\mathbb{C}) \subset \mathcal{D}^\infty(\mathcal{A}_{B,\varepsilon})$. Let $\tau_{i,k}$ be the $4 \times 4$ matrix which has a single 1 in the entry at the position $(i, k)$ and 0 in all other entries. Then, every element in $\mathcal{S}_B \otimes \text{Mat}_4(\mathbb{C})$ is a finite linear combination of elements of the form $A \otimes \tau_{i,k}$ with $A \in \mathcal{S}_B$. A direct computation shows that
\[
\mathcal{A}_{B,\varepsilon}(A \otimes \tau_{i,k}) = \left[ \sqrt{D^2_B + \varepsilon I}, A \otimes \tau_{i,k} \right] = \varphi_{i,k}(A) \otimes \tau_{i,k},
\]
where
\[
\varphi_{i,k}(A) := \sqrt{Q_B + \alpha_i I}A - A\sqrt{Q_B + \alpha_k I}
\]
and $\alpha_i, \alpha_k \in \{ \varepsilon, \varepsilon \pm 1 \}$. Since every $A \in \mathcal{S}_B$ is a linear combination with fast decaying coefficients of the operators $\Upsilon_{r,s} \in \mathcal{S}_B$ and the map $A \mapsto \varphi_{i,k}(A)$ is linear it is enough to study the generic element $\varphi_{i,k}(\Upsilon_{r,s})$. Observing that
\[
\sqrt{Q_B + \alpha I} = \sum_{(n,m) \in \mathbb{N}_0^2} \sqrt{n + m + 1} + \alpha \Pi_n P_m,
\]
where $P_m$ are the dual Landau projections (2.15), and using the relations
\[
\Pi_n P_m \Upsilon_{r,s} = \delta_{n,s} P_m \Upsilon_{r,s} \quad \text{and} \quad \Upsilon_{r,s} \Pi_n P_m = \delta_{n,s} P_m \Upsilon_{r,s},
\]
one obtains after a direct computation
\[
\varphi_{i,k}(\Upsilon_{r\rightarrow s}) = C^{s,r}_{i,k} \Upsilon_{r\rightarrow s},
\]
where
\[
C^{s,r}_{i,k} := \sum_{m \in \mathbb{N}_0} \left( \sqrt{(s + 1 + \alpha_i) + m} - \sqrt{(r + 1 + \alpha_k) + m} \right) P_m.
\]

Since \( \|\varphi_{i,k}(\Upsilon_{r\rightarrow s})\| \leq \|C^{s,r}_{i,k}\| = |\sqrt{(s + 1 + \alpha_i) + m} - \sqrt{(r + 1 + \alpha_k) + m}| \) has a growth of order \( \frac{1}{2} \) in \( r \) and \( s \), it follows that \( \|\varphi_{i,k}(A)\| < +\infty \) in view of the rapid decay of the coefficients of \( A \). This proves that \( A \otimes \tau_{i,k} \in D(B,\varepsilon) \) for every \( i,k = 1,\ldots,4 \), and consequently \( S_B \otimes \text{Mat}_4(\mathbb{C}) \subset D(B,\varepsilon) \). The same argument can be used to prove that the elements of \( S_B \otimes \text{Mat}_4(\mathbb{C}) \) are smooth.

Let us introduce the family of operators
\[
|D_{B,\varepsilon}|^{-s} := (D_B^2 + \varepsilon 1)^{-\frac{s}{2}}, \quad \varepsilon > 0, \quad s \geq 1.
\]

**Proposition 3.5.** Let \( |D_{B,\varepsilon}|^{-s} \) be defined as above. Then:

1. \( |D_{B,\varepsilon}|^{-s} \in \mathfrak{G}^1 \) for every \( s > 4 \), and \( \varepsilon > 0 \);
2. \( |D_{B,\varepsilon}|^{-4} \in \mathfrak{G}_m^+ \) for every \( \varepsilon > 0 \), and

\[
\text{Tr}_{\text{Dix}}(|D_{B,\varepsilon}|^{-4}) = 2,
\]

independently of \( \varepsilon > 0 \).

**Proof.** An explicit computation provides
\[
|D_{B,\varepsilon}|^{-s} := \begin{pmatrix}
Q_{B,\varepsilon}^{-\frac{s}{2}} & 0 & 0 & 0 \\
0 & Q_{B,\varepsilon}^{-\frac{s}{2}} & 0 & 0 \\
0 & 0 & Q_{B,\varepsilon}^{-\frac{s}{2}+1} & 0 \\
0 & 0 & 0 & Q_{B,\varepsilon}^{-\frac{s}{2}-1}
\end{pmatrix},
\]

where \( Q_{B,\varepsilon} := Q_B + \varepsilon 1. \) Then, the result follows from Proposition 2.25 along with \( \text{Tr}_{\mathcal{H}_4} = \text{Tr}_{L^2(\mathbb{R}^2)} \otimes \text{Tr}_{\mathbb{C}^4} \) and \( \text{Tr}_{\text{Dix}}|\mathcal{H}_4 \rangle = \text{Tr}_{\text{Dix}}|L^2(\mathbb{R}^2) \otimes \mathbb{C}^4 \rangle. \) In particular, the second relation is proved in [20, Lemma B.3].

According to [33, Definitions 10.8 and 10.12] we can infer from Proposition 3.5 that the magnetic spectral triple \( (\mathcal{A}, \mathcal{H}_4, D_B) \) is \( p \)-summable for every \( p > 4 \) and \( 4^+ \)-summable. In particular this would imply that its classical dimension is 4. However, it is worth recalling that \( \mathcal{C}_B \) (and hence \( \mathcal{A}_B \)) is not unital and therefore, a more appropriate definition of dimension is given by [27, Definition 2.1]. Let us also observe that the operator \( |D_{B,\varepsilon}| \) and the Dixmier
trace can be combined to compute the trace $\mathcal{f}_B$ of the von Neumann algebra $\mathcal{M}_B$. Indeed, as a direct consequence of Proposition 2.27 one gets for all $T \in \mathcal{L}^1_B$

$$\mathcal{f}_B(T) = \frac{1}{4} \text{Tr}_\text{Dix}(|D_{B,\varepsilon}^{-2}\rho(T)|) = \frac{1}{4} \text{Tr}_\text{Dix}(|D_{B,\varepsilon}^{-2}\rho(T)|)$$

independently of $\varepsilon, \varepsilon' > 0$. Equation (3.4) can be compared with [33, equation (7.83)] which describes the noncommutative Connes’ integral. In particular, in view of [33, Corollary 7.21], one can interpret formula (3.4) as the “volume-integral” of the “noncommutative smooth manifold” $\mathcal{S}_B$. It turns out that the spectral triple $(\mathcal{S}_B, \mathcal{H}_B, D_B)$ behaves like a noncommutative Riemannian manifold of dimension 2. Borrowing the parlance of [27, Theorem 3.2] we can state the following result:

**Theorem 3.6** (spectral dimension). The spectral dimension of the magnetic spectral triple $(\mathcal{S}_B, \mathcal{H}_B, D_B)$ is 2.

The content of Theorem 3.6 describes an expected property of non-unital spectral triples investigated in full detail, and in a quite similar framework, in the excellent works [28, 37].

**Remark 3.7** (relation with the trace per unit of volume III). From Remark 2.29 we get the formula

$$\mathcal{T}_B(T) = \frac{1}{8\Lambda_B} \text{Tr}_\text{Dix}(|D_{B,\varepsilon}^{-2}\rho(T)|),$$

for the trace per unit of volume of every operator $T \in \mathcal{G}_B^{1/2}$, independently of $\varepsilon > 0$.

### 3.3 Absence of real structures

One interesting property of the magnetic spectral triple is that, while it satisfies most of the axioms required for a noncommutative spin geometry, it does not admit a real structure as it is evidenced in the next proposition.

**Proposition 3.8** (real structure). The magnetic spectral triple does not admit a real structure.

**Proof.** Suppose that $(\mathcal{S}_B, \mathcal{H}_B, D_B)$ admits a real structure $\mathcal{J}$. According to [33, Definition 9.18], such structure $\mathcal{J}$ would be an anti-linear isometry that satisfies $\mathcal{J}D_B = D_B\mathcal{J}$, and $\mathcal{J}^2 = -1$. Let $\psi \in \text{Ker}(D_B)$ a non-zero vector. Then $\mathcal{J}\psi = \alpha\psi$ for some $\alpha \neq 0$ since the kernel of $D_B$ is one-dimensional and $D_B$ commutes with $\mathcal{J}$. However, this would imply $-\psi = \mathcal{J}^2 \psi = |\alpha|^2 \psi$ which is evidently a contradiction.

From a physical point of view the absence of a real structure can be interpreted as a manifestation of the presence of a non-trivial magnetic field which breaks the time reversal symmetry.

### 3.4 Magnetic Fredholm module and $KK$-homology

A $\ast$-algebra can be endowed with a quantized differential calculus by means of a Fredholm module. In turn, a Fredholm module can be derived from a spectral triple. We will refer to [17, Chapter 4] and [33, Chapters 8 and 10] for the general theory concerning Fredholm modules, the cyclic cohomology and their relation with spectral triples.

Let us start by introducing the following operator

$$F_{B,\varepsilon} := \frac{D_B}{|D_{B,\varepsilon}|}, \quad \varepsilon > 0. \quad (3.5)$$
In view of the definition of $|D_{B,\varepsilon}|$, equation (3.5) defines a bounded operator which is self-adjoint, i.e.,

$$F_{B,\varepsilon}^* = F_{B,\varepsilon}.$$ 

Moreover, $F_{B,\varepsilon}$ is a quasi-involution in the sense that

$$F_{B,\varepsilon}^2 = 1 - \varepsilon|D_{B,\varepsilon}|^{-2}$$

and the difference $F_{B,\varepsilon}^2 - 1$ is a compact operator. Moreover, a direct check shows that

$$\chi F_{B,\varepsilon} \chi = -F_{B,\varepsilon}.$$ 

The next result characterizes the commutator of $F_{B,\varepsilon}$ with the elements of the magnetic $C^*$-algebra $\mathcal{S}_B$.

**Lemma 3.9.** For every $A \in \mathcal{S}_B$ the commutator $[F_{B,\varepsilon}, \rho(A)]$ is compact.

**Proof.** Let us start with $A \in \mathcal{S}_B$. In view of Proposition 3.2 the commutator $[D_B, \rho(A)]$ is bounded. In a similar way, one can prove that

$$[D_B^2, \rho(A)] = [Q_B, A] \otimes 1_4 = [a^+, a^-, A] \otimes 1_4 \in \rho(\mathcal{S}_B),$$

by using the properties proved in Proposition 2.10, the commutators (2.14) and the fact that $A$ is a linear combination of $\Upsilon_{j\rightarrow k}$ with rapidly decaying coefficients. Following the strategy of [33, Lemma 10.18] we can rewrite

$$[F_{B,\varepsilon}, \rho(A)] = i \frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{d\lambda}{\sqrt{\lambda - \varepsilon}} (\delta_B(A) + i \eta_{B,\lambda}(A)) |D_{B,\lambda}|^{-2},$$

(3.6)

by introducing the spectral formula

$$|D_{B,\varepsilon}|^{-1} = \frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{d\lambda}{\sqrt{\lambda - \varepsilon}} |D_{B,\lambda}|^{-2}.$$ 

After some manipulation one gets

$$[F_{B,\varepsilon}, \rho(A)] = -i \frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{d\lambda}{\sqrt{\lambda - \varepsilon}} (\delta_B(A) + i \eta_{B,\lambda}(A)) |D_{B,\lambda}|^{-2},$$

with $\delta_B(A) := -i [D_B, \rho(A)]$, and

$$\eta_{B,\lambda}(A) := D_B |D_{B,\lambda}|^{-2} [D_B^2, \rho(A)].$$

The compactness of $|D_{B,\lambda}|^{-2}$ for every $\lambda \geq \varepsilon$ and the boundedness of $\delta_B(A) + i \eta_{B,\lambda}(A)$ implies the compactness of $[F_{B,\varepsilon}, \rho(A)]$. Now, let $\{A_n\} \subset \mathcal{S}_B$ be a sequence that converges in norm to $A \in \mathcal{S}_B$. The inequality

$$||[F_{B,\varepsilon}, \rho(A_n)] - [F_{B,\varepsilon}, \rho(A)]|| \leq 2 ||F_{B,\varepsilon}|| ||A_n - A||,$$

along with the closure of the space of compact operators in norm topology, implies that $[F_{B,\varepsilon}, \rho(A)]$ is also compact. 

The next result concerns with the summability property of the commutators $[F_{B,\varepsilon}, \rho(A)]$.

We need to introduce the *second* Dixmier ideal $\mathcal{G}_2^+$ (also known as the Mačaev ideal of order $2^+$) which consists of the compact operators $T$ such that their (Calderón) norm

$$||T||_{2^+} := \sup_{N \geq 1} \frac{\sigma_N(T)}{\sqrt{N}},$$

(3.7)
is finite. The ideal $\mathcal{G}^{2+}$ is closed with respect to the norm 3.7. Moreover, every element $T \in \mathcal{G}^{2+}$ satisfies $|T|^2 = T^*T \in \mathcal{G}^{1+}$ [33, Lemma 7.37]. As a consequence, if $S_1, S_2 \in \mathcal{G}^{2+}$ then their product $S_1S_2 \in \mathcal{G}^{1+}$ is in the Dixmier ideal. The latter fact can be initially justified for positive operators by following the same argument in the proof of [33, Proposition 7.16]. Then, the polar decomposition and the fact that $\mathcal{G}^{2+}$ is an ideal allow to extend the result to arbitrary pairs of elements of $\mathcal{G}^{2+}$.

**Lemma 3.10.** For every $A \in \mathcal{S}_B$, the commutator $[F_{B,\varepsilon}, \rho(A)]$ lies in the second Dixmier ideal $\mathcal{G}^{2+}$.

**Proof.** First of all, let us prove that $|D_{B,\varepsilon}|^{-1} \in \mathcal{G}^{2+}$ for every $T \in \mathcal{S}_B \otimes \text{Mat}_4(\mathbb{C})$.

A direct inspection to the matrix-valued operator

$$|T|D_{B,\varepsilon}|^{-1}|^2 = |D_{B,\varepsilon}|^{-1}|T|^2|D_{B,\varepsilon}|^{-1}$$

shows that its entries are of the form $Q_{\frac{1}{2}B,\varepsilon}A Q_{\frac{1}{2}B,\varepsilon}'$ with $A \in \mathcal{S}_B$ and $\varepsilon, \varepsilon' > 0$. Consider first the case $A = \Upsilon_{j \rightarrow k}$. A comparison with (2.25) shows that $\mu_m(Q_{\frac{1}{2}B,\varepsilon}A Q_{\frac{1}{2}B,\varepsilon}')(1 + m) < 1$ for all $m \in \mathbb{N}_0$. Therefore, one gets

$$\|Q_{\frac{1}{2}B,\varepsilon} \Upsilon_{j \rightarrow k} Q_{\frac{1}{2}B,\varepsilon}'\|_2 < \sup_{N>1} \frac{1}{\sqrt{N}} \sum_{m=0}^{N-1} \frac{1}{m+1} < 2,$$

independently of $j$ and $k$. Therefore, by using that $\mathcal{G}^{2+}$ is closed with respect to the norm (3.7), and the expansion in terms of the $\Upsilon_{j \rightarrow k}$, one gets that $\|Q_{\frac{1}{2}B,\varepsilon} A Q_{\frac{1}{2}B,\varepsilon} \|_2 + \infty$ for every $A \in \mathcal{S}_B$, and in turn $T|D_{B,\varepsilon}|^{-1} \in \mathcal{G}^{2+}$. The factorization (3.6) implies that the claim is proved if we can show that the two summands on the left-hand side of (3.6) are in the ideal $\mathcal{G}^{2+}$. Proposition 3.2 suggests that $[D_B, \rho(A)] \in \mathcal{S}_B \otimes \text{Mat}_4(\mathbb{C})$ and the discussion above implies that $[D_B, \rho(A)]|D_{B,\varepsilon}|^{-1} \in \mathcal{G}^{2+}$. For the second summand we can use the (trivial) identity $[1, \rho(A)] = 0$ to rewrite

$$D_B[|D_{B,\varepsilon}|^{-1}, \rho(A)] = [D_B, \rho(A)]|D_{B,\varepsilon}|^{-1},$$

where the derivation $\delta_{B,\varepsilon}$ is the commutator with $|D_{B,\varepsilon}|$. Since $F_{B,\varepsilon}$ is bounded, and $\mathcal{G}^{2+}$ is an ideal, it is enough to prove that $\delta_{B,\varepsilon}(\rho(A))|D_{B,\varepsilon}|^{-1}$ is in the second Dixmier ideal. From the proof of Proposition 3.4 one gets

$$\delta_{B,\varepsilon}(\rho(A))|D_{B,\varepsilon}|^{-1} = \begin{pmatrix}
\varphi_{1,1}(A)Q_{\frac{1}{2}B,\varepsilon} & 0 & 0 & 0 \\
0 & \varphi_{2,2}(A)Q_{\frac{1}{2}B,\varepsilon} & 0 & 0 \\
0 & 0 & \varphi_{3,3}(A)Q_{\frac{1}{2}B,\varepsilon+1} & 0 \\
0 & 0 & 0 & \varphi_{4,4}(A)Q_{\frac{1}{2}B,\varepsilon-1}
\end{pmatrix}.$$

Thus, one needs only to prove that each term in the diagonal is in $\mathcal{G}^{2+}$. From (3.3) one deduces that $\varphi_{i,i}(\Upsilon_{r \rightarrow s})Q_{\frac{1}{2}B,\varepsilon} = C_{s,i}^r \Upsilon_{r \rightarrow s} Q_{\frac{1}{2}B,\varepsilon} \in \mathcal{G}^{2+}$ since $C_{s,i}^r$ is a bounded operator (commuting with $\Upsilon_{r \rightarrow s}$ and $Q_{\frac{1}{2}B,\varepsilon}$). Clearly this result extends to finite linear combinations of operators $\Upsilon_{r \rightarrow s}$.

The proof of the general case can be obtained by observing that the map

$$\mathcal{S}_B \ni A \mapsto \varphi_{i,i}(A)Q_{\frac{1}{2}B,\varepsilon} \in \mathcal{G}^{2+}, \quad (3.8)$$
initially defined on finite linear combinations, is continuous when $\mathcal{J}_B$ is endowed with its Fréchet topology, and $\mathcal{G}^{2^\ast}$ with the topology induced by the norm $\|\cdot\|_{2^+}$. The latter fact can be proved by using the same strategy as in the proof of Proposition 2.27. First of all one needs to compute

\[
\left\|\Upsilon_{r \rightarrow s} Q_{B,\varepsilon}^{-\frac{1}{2}}\right\|_{2^+} = \sup_{N > 1} \frac{1}{\sqrt{N}} \sum_{m=0}^{N-1} \frac{1}{\sqrt{m + r + 1 + \varepsilon}} \leq \sup_{N > 1} \frac{1}{\sqrt{N}} \sum_{m=1}^{N} \frac{1}{\sqrt{m}} = 2.
\]

Then, let $A = \sum_{(s,r) \in \mathbb{N}_0^2} c_{s,r} \Upsilon_{r \rightarrow s}$ be a generic element of $\mathcal{J}_B$. A straightforward computation shows

\[
\left\|\varphi_{i,i}(A) Q_{B,\varepsilon}^{-\frac{1}{2}}\right\|_{2^+} \leq 2 \sum_{(s,r) \in \mathbb{N}_0^2} |c_{s,r}| \left\|C_{i,i}^{s,r}\right\| \leq 2\alpha_i r_4(\{c_{n,m}\}), \tag{3.9}
\]

where $r_4(\{c_{n,m}\})$ is the Schwartz semi-norm defined by (2.11) and the constant $\alpha_i$ is defined by

\[
\alpha_i^2 := \sum_{(s,r) \in \mathbb{N}_0^2} \frac{\left\|C_{i,i}^{s,r}\right\|^2}{(2s + 1)^4(2r + 1)^4},
\]

and the value of $\left\|C_{i,i}^{s,r}\right\|$ computed in the proof of Proposition 3.4. Inequality (3.9) proves the continuity of the map (3.8).

**Remark 3.11.** A closer inspection of the proof of Lemma 3.10 allows to deduce a slightly stronger result, namely that

\[
[F_B,\varepsilon, \rho(A_1)] [F_B,\varepsilon, \rho(A_2)] \in \mathcal{G}_m^{1^+},
\]

for all $A_1, A_2 \in \mathcal{J}_B$.

Comparing all the results discussed above with [33, Definition 8.4] and [17, Chapter 4, Section 1.5, Definition 8] we can claim that:

**Theorem 3.12.** The triplet $(\rho, \mathcal{H}_4, F_{B,\varepsilon})$ is a (pre-)Fredholm module for the magnetic algebra $\mathcal{C}_B$ with grading operator $\chi$. It is densely $2^\ast$-summable (on the pre-$C^\ast$-algebra $\mathcal{J}_B$).

**Remark 3.13** (pre-Fredholm modules vs. Fredholm modules). According to [33, Definition 8.4], a genuine Fredholm module is defined by a self-adjoint involution $F = F^* = F^{-1}$. In our case the involution property is violated since the difference $F_{B,\varepsilon}^2 - I$ is $\varepsilon$ times a compact operator. On the other hand the presence of $\varepsilon$ is needed to make the operator $D_B$ invertible. The violation of the involutive property is not a big issue. Indeed, as discussed in [33, p. 327] there is a canonical procedure to associate a genuine Fredholm module to a given pre-Fredholm module. Another possibility is to define the $\varepsilon = 0$ regularization of the resolvent of $D_B$ as described in [17, Section 4.2.5] or [33, p. 446] Let $V_0$ be the one-dimensional kernel of $D_B$ and $P_0$ the orthogonal projection on $V_0$. Then, one can define $|D_B|^{-1} := |D_B|^{-1}(1 - P_0)$ on the orthogonal complement $V_0^\perp$ (where the inverse of $|D_B|$ is well defined). One introduces the extended Hilbert space $\hat{\mathcal{H}}_4 := V_0^\perp \oplus (V_0 \oplus V_0)$ and with the identification $V_0 \oplus V_0 \simeq \mathbb{C}^2$, one defines

\[
F_{B,0} := D_B|D_B|^{-1} \oplus \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.
\]

In this way $F_{B,0}$ coincides with the sign function $\text{sgn}(D_B)$ on $V_0^\perp$ and provides a true self-adjoint involution on $\hat{\mathcal{H}}_4$. Since $\hat{\mathcal{H}}_4 = \hat{\mathcal{H}}_4 \oplus V_0$ one can extend the representation $\rho$ of the elements $A \in \mathcal{C}_B$ in the following form $\hat{\rho}(A) := \rho(A) \oplus 0$ and the grading is restored by $\hat{\chi} = \chi \oplus (-1)$. 

The (pre-)Fredholm modules are the building blocks of the Kasparov $KK$-theory (see [17, Chapter 4, Appendix A] or [7, Chapter VII] for more details). In a nutshell, we can say that the Kasparov $KK$-theory is a homology theory in which the cycles are (pre-)Fredholm modules. Elements of the $KK$-homology group are equivalence classes of (pre-)Fredholm modules modulo homotopy. With this in mind, we can consider the triplets $(\rho, \mathcal{H}_4, F_{B,\varepsilon})$ as cycles of the $KK$-homology $KK(\mathcal{C}_B, \mathbb{C})$. Since the map $(0, +\infty) \ni \varepsilon \mapsto F_{B,\varepsilon}$ is norm-continuous it follows that all these cycles define a unique class of $KK(\mathcal{C}_B, \mathbb{C})$ that will be denoted with $[F_B]$. Moreover, since $\lim_{\varepsilon \to 0^+} F_{B,\varepsilon} = F_{B,0}$ when restricted to $V_0^\perp$, and the remainder in the orthogonal complement is a compact perturbation (in the sense of [7, Proposition 17.2.5]) it follows that the class $[F_B]$ contains also the $\varepsilon = 0$ regularization described in Remark 3.13.

### 3.5 Graded structure of the magnetic Fredholm module

It is instructive to represent $F_{B,\varepsilon}$ with respect to the grading (3.2) induced by $\chi$. A simple computation shows that

$$F_{B,\varepsilon} = \begin{pmatrix} 0 & U_{+,+} \\ U_{+,0} & 0 \end{pmatrix},$$

where $U_{+,+}: \mathcal{H}_- \to \mathcal{H}_+$ is defined by

$$U_{+,+} := \chi F_{B,\varepsilon} \chi|_{\mathcal{H}_-} = (Q_{B,\varepsilon}^{-1/2} \otimes 1_2) \begin{pmatrix} -b^+ & a^- \\ a^+ & b^- \end{pmatrix},$$

and $U_{-,+} := (U_{+,+})^*$. From these definitions, one gets the following relations

$$U_{+,U_{-,+}} = 1_{\mathcal{H}_-} - \varepsilon Q_{B,\varepsilon}^{-1} \otimes 1_2,$$

and

$$U_{-,+} U_{+,+} = 1_{\mathcal{H}_-} - \varepsilon \begin{pmatrix} Q_{B,\varepsilon}^{-1} & 0 \\ 0 & Q_{B,\varepsilon}^{-1} \end{pmatrix}. $$

An element $T \in \mathcal{B}(\mathcal{H}_4)$ will be called of degree $j \in \{0, 1\}$ with respect to the grading induced by $\chi$ if $\chi T \chi = (-1)^j T$. Every $T$ can be naturally split as $T = T_0 + T_1$ where $T_0 := \chi T_0 \chi_+ + \chi_- T_0 \chi_-$ has degree 0 and $T_1 := \chi_+ T_1 \chi_- + \chi_- T_1 \chi_+$ has degree 1. In the matricial form one has that

$$T = T_0 + T_1 := \begin{pmatrix} T_{+,+} & 0 \\ 0 & T_{+,+} \end{pmatrix} + \begin{pmatrix} 0 & T_{+,+} \\ T_{+,+} & 0 \end{pmatrix}. $$

(3.10)

Let us consider the commutator induced by the operator $F_{B,\varepsilon}$ on the algebra $\mathcal{B}(\mathcal{H}_4)$, i.e., $T \mapsto [F_{B,\varepsilon}, T]$. An explicit computation shows that

$$[F_{B,\varepsilon}, T] = \begin{pmatrix} U_{-,+} U_{+,+} - T_{+,+} & 0 \\ 0 & U_{-,+} U_{+,+} - T_{+,+} \end{pmatrix} + \begin{pmatrix} 0 & U_{+,+} T_{+,+} - T_{+,+} U_{+,+} \\ U_{-,+} T_{+,+} - T_{+,+} U_{+,+} & 0 \end{pmatrix}. $$

One gets that $[F_{B,\varepsilon}, T_0]$ is odd and $[F_{B,\varepsilon}, T_1]$ is even, namely the commutator shifts by 1 mod 2 the degree of an element.
The latter observation suggests to introduce the graded commutator on $\mathcal{B}(\mathcal{A}_4)$, cf. [33, Section 5.4]. Let $S, T \in \mathcal{B}(\mathcal{A}_4)$ be two elements with definite degree, say $\deg(S), \deg(T) \in \{0, 1\}$. The graded commutator between $S$ and $T$ is initially defined as

$$[S, T]_\chi := ST - (-1)^{\deg(S) \deg(T)} TS,$$
and then is extended to the whole algebra $\mathcal{B}(\mathcal{A}_4)$ by linearity using the natural split (3.10). Since $F_{B, \varepsilon}$ is of degree 1 one obtains that

$$[F_{B, \varepsilon}, ST]_\chi = [F_{B, \varepsilon}, S]_\chi T + (-1)^{\deg(S)} S [F_{B, \varepsilon}, T]_\chi$$

for every pair of graded elements $S, T \in \mathcal{B}(\mathcal{A}_4)$. Similarly, it can be verified that

$$[F_{B, \varepsilon}, [F_{B, \varepsilon}, T]]_\chi = [F_{B, \varepsilon}^2, T] = -\varepsilon |D_{B, \varepsilon}|^{-2}, T$$

for every element $T \in \mathcal{B}(\mathcal{A}_4)$ independently of the degree.

### 3.6 The first Connes’ formula

The graded structure of $\mathcal{B}(\mathcal{A}_4)$ provided by the magnetic Fredholm module $(\rho, \mathcal{A}_4, F_{B, \varepsilon})$ and the involution $\chi$ is the starting point for the construction of a quantized differential calculus [17, Chapter 4]. In this calculus the role of the exterior derivative is played by the commutator with $F_{B, \varepsilon}$. This justifies the introduction of the following notation:

$$d(T) := [F_{B, \varepsilon}, T]_\chi, \quad T \in \mathcal{B}(\mathcal{A}_4).$$

(3.11)

For reasons that will be discussed in a future work we will refer to the map $d$ as the graded quasi-differential. The behavior under the involution is given by

$$d(T^*) = (-1)^{1 - \deg(T)} d(T)^*, \quad T \in \mathcal{B}(\mathcal{A}_4).$$

Even though in this work we will not discuss the construction of the quantized calculus for the magnetic Fredholm module, we will use the notation (3.11) to prove the so called first Connes’ formula according to the name introduced by Bellissard et al. for [6, Theorem 9]. It is worth pointing out that the first Connes’ formula as proved in [6, Theorem 9] works only for the discrete magnetic algebra. In contrast, the proof that we will provide here concerns with the continuous case.

Let us focus now on the product $[F_{B, \varepsilon}, T_1]^*[F_{B, \varepsilon}, T_2]$ for elements of the type $T_1, T_2 \in \mathcal{A}_B \otimes \text{Mat}_4(\mathbb{C})$. After exploiting the expansion (3.6) one gets

$$[F_{B, \varepsilon}, T_1]^*[F_{B, \varepsilon}, T_2] = \sum_{i=0}^3 I_i(T_1, T_2),$$

with

$$I_0(T_1, T_2) := |D_{B, \varepsilon}|^{-1} |D_B, T_1|^* |D_B, T_2| |D_{B, \varepsilon}|^{-1},$$

$$I_1(T_1, T_2) := |D_{B, \varepsilon}|^{-1} |D_B, T_1|^* D_B |D_{B, \varepsilon}|^{-1}, T_2|,$$

$$I_2(T_1, T_2) = |D_{B, \varepsilon}|^{-1} |T_1|^* D_B |D_B, T_2| |D_{B, \varepsilon}|^{-1},$$

$$I_3(T_1, T_2) = |D_{B, \varepsilon}|^{-1} |T_1|^* D_B^2 |D_{B, \varepsilon}|^{-1}, T_2|.$$  

(3.12)

**Lemma 3.14.** Assume that $T_1, T_2 \in \rho(\mathcal{A}_B) = \mathcal{A}_B \otimes 1_4$ and that $Y \in \mathcal{B}(\mathcal{A}_4)$ is a bounded operator. Then, for every election of the Dixmier trace, it holds true that

$$\text{Tr}_{\text{Dix}, \omega}(Y [F_{B, \varepsilon}, T_1]^*[F_{B, \varepsilon}, T_2]) = \text{Tr}_{\text{Dix}, \omega}(Y I_0)$$

where $I_0 \equiv I_0(T_1, T_2)$ is defined in (3.12).
Proof. By inspecting the proof of Lemma 3.10 one infers that the operators $I_i(T_1, T_2)$, $i = 0, \ldots, 3$ are individually in $\mathcal{S}^{1+}$. Then, to prove the claim it is enough to show that $I_i(T_1, T_2) \in \mathcal{S}_0^{1+}$ for $i = 1, 2, 3$. In view of the fact that the operators $T_1$ and $T_2$ are linear combinations of the fundamental operators $\rho(\gamma_{r\to s})$, the maps $I_i(T_1, T_2)$ are bilinear and the trace is linear, it is sufficient to prove that $I_i(\rho(\gamma_{r\to s}), \rho(\gamma_{r'\to s'})) \in \mathcal{S}_0^{1+}$ for every $r, s, r', s' \in \mathbb{N}_0$ and $i = 1, 2, 3$. For that, let us observe

$$[D_{B,\epsilon}^{-1}, \rho(\gamma_{r\to s})] = \sum_{i=1}^{4} \left[Q_{B,\epsilon, i}^{-\frac{1}{2}}, \gamma_{r\to s}\right] \otimes \tau_{i,i},$$

where the matrices $\tau_{i,j}$ have been defined in the proof of Proposition 3.4, $\epsilon_i \in \{\epsilon, \epsilon \pm 1\}$, and

$$[Q_{B,\epsilon, i}^{-\frac{1}{2}}, \gamma_{r\to s}] = \left(\sum_{m \in \mathbb{N}_0} \frac{\alpha_m^{(s,r)}}{(m+1+\epsilon_i)^{\frac{3}{2}}} P_m\right) \gamma_{r\to s},$$

with

$$\alpha_m^{(s,r)} := \frac{r - s}{\sqrt{\left(1 + \frac{s}{m+1+\epsilon_i}\right) \left(1 + \frac{r}{m+1+\epsilon_i}\right) \left(1 + \frac{r}{m+1+\epsilon_i} + \frac{s}{m+1+\epsilon_i}\right)}}.$$

The explicit spectral resolution shows that the operator $[Q_{B,\epsilon, i}^{-\frac{1}{2}}, \gamma_{r\to s}]$ is trace-class (i.e., it lies in the first Schatten ideal $\mathcal{S}^1$) and $Q_{B,\epsilon}[Q_{B,\epsilon, i}^{-\frac{1}{2}}, \gamma_{r\to s}]$ is a bounded operator. Then, it follows that

$$[D_{B,\epsilon}^{-1}, \rho(\gamma_{r\to s})] \in \mathcal{S}^1 \subset \mathcal{S}_0^{1+},$$

$$|D_{B,\epsilon}|^2 [D_{B,\epsilon}^{-1}, \rho(\gamma_{r\to s})] \in \mathcal{B}(\mathcal{H}_4). \quad (3.13)$$

These conditions, along with the fact that $\mathcal{S}_0^{1+}$ is a closed ideal and the identity $D_B^2 = |D_{B,\epsilon}|^2 - \epsilon 1$, immediately imply

$$I_3(\rho(\gamma_{r\to s}), \rho(\gamma_{r'\to s'})) \in \mathcal{S}_0^{1+}.$$ 

Let us focus now on $I_2(\rho(\gamma_{r\to s}), \rho(\gamma_{r'\to s'})) = B^*Z$ where

$$Z := |D_{B,\epsilon}|^{-1} |D_{B,\rho(\gamma_{r'\to s'})}| D_{B,\epsilon}^{-1},$$

$$B := F_{B,\epsilon} |D_{B,\epsilon}|^2 |D_{B,\epsilon}|^{-1}, \rho(\gamma_{r\to s}).$$

In view of (3.13) one has that $B \in \mathcal{B}(\mathcal{H}_4)$. On the other hand

$$Z = \sum_{i,j=1}^{4} \left(Q_{B,\epsilon, i}^{-\frac{1}{2}} \nabla_1(\gamma_{r\to s})Q_{B,\epsilon, j}^{-\frac{1}{2}} \right) \otimes \frac{i \tau_{i,i} \gamma_{2\tau_{j,j}}}{\sqrt{2\ell_B}} - \sum_{i,j=1}^{4} \left(Q_{B,\epsilon, i}^{-\frac{1}{2}} \nabla_2(\gamma_{r\to s})Q_{B,\epsilon, j}^{-\frac{1}{2}} \right) \otimes \frac{i \tau_{i,i} \gamma_{2\tau_{j,j}}}{\sqrt{2\ell_B}}.$$

The operators $Q_{B,\epsilon, i}^{-\frac{1}{2}} \nabla_k(\gamma_{r\to s})Q_{B,\epsilon, j}^{-\frac{1}{2}}$, with $k = 1, 2$, are in the Dixmier ideal in view of Proposition 2.27. Moreover, an application of [20, Lemma B.3], along with the fact that the matrices $\tau_{i,i} \gamma_{k\tau_{j,j}}$, with $k = 1, 2$, have vanishing trace, imply that $\text{Tr}_{\text{Dix}}(Z) \in \mathcal{S}_0^{1+}$, and in turn

$$I_2(\rho(\gamma_{r\to s}), \rho(\gamma_{r'\to s'})) \in \mathcal{S}_0^{1+}.$$ 

The remaining case can be treated by observing that

$$I_1(\rho(\gamma_{r\to s}), \rho(\gamma_{r'\to s'})) = I_2(\rho(\gamma_{r\to s}'), \rho(\gamma_{r\to s}'))^* \in \mathcal{S}_0^{1+}$$

in view of the fact that $\mathcal{S}_0^{1+}$ is a self-adjoint ideal.
We are now in a position to prove our main result. For that we need to recall the definition of the trace \( f_B \) introduced in Section 2.6. We also need the short notation

\[
\nabla(A_1) \cdot \nabla(A_2) := \sum_{j=1}^{2} \nabla_j(A_1) \nabla_j(A_2)
\]

for elements \( A_1, A_2 \) in the domain of the noncommutative gradient \( \nabla \).

**Theorem 3.15** (first Connes’ formula). For every pair \( A_1, A_2 \in \mathcal{S}_B \) the following formulas hold true:

\[
\begin{align*}
\text{Tr}_{\text{Dix}}(d(\rho(A_1))^* d(\rho(A_2))) &= \frac{2}{\ell_B} \oint_B (\nabla(A_1)^{*} \cdot \nabla(A_2)), \\
\text{Tr}_{\text{Dix}}(\chi d(\rho(A_1))^* d(\rho(A_2))) &= 0.
\end{align*}
\]

**Proof.** Since \( \rho(A_j) \) are operators of degree 0 one has that

\[
d(\rho(A_1))^* d(\rho(A_2)) = [F_{B,\varepsilon}, \rho(A_1)]*[F_{B,\varepsilon}, \rho(A_2)].
\]

Therefore, in view of Lemma 3.14 we only need to compute the Dixmier trace of the operators \( I_0(\rho(A_1), \rho(A_2)) \) and \( \chi I_0(\rho(A_1), \rho(A_2)) \). An explicit computation based on Corollary 3.3 provides

\[
I_0(\rho(A_1), \rho(A_2)) = \sum_{i=1}^{4} \left( Q_{B,\varepsilon}^{-\frac{1}{2}} \nabla_1(A_1)^{*} \nabla_1(A_2) Q_{B,\varepsilon}^{-\frac{1}{2}} \right) \otimes \frac{\tau_{i,i}}{2} + \\
\sum_{i,j=1}^{4} \left( Q_{B,\varepsilon}^{-\frac{1}{2}} \nabla_1(A_1)^{*} \nabla_2(A_2) Q_{B,\varepsilon}^{-\frac{1}{2}} \right) \otimes \frac{\tau_{i,i} \gamma_1 \gamma_2 T_{j,j}}{2} + \\
\sum_{i,j=1}^{4} \left( Q_{B,\varepsilon}^{-\frac{1}{2}} \nabla_2(A_1)^{*} \nabla_1(A_2) Q_{B,\varepsilon}^{-\frac{1}{2}} \right) \otimes \frac{\tau_{i,i} \gamma_1 \gamma_2 T_{j,j}}{2} + \\
\sum_{i=1}^{4} \left( Q_{B,\varepsilon}^{-\frac{1}{2}} \nabla_2(A_1)^{*} \nabla_2(A_2) Q_{B,\varepsilon}^{-\frac{1}{2}} \right) \otimes \frac{\tau_{i,i}}{2},
\]

where the sign in the second line is due to the identity \( \gamma_2 \gamma_1 = -\gamma_1 \gamma_2 \). In view of Theorem 2.28 all the operators in the round brackets are measurable elements of the Dixmier ideal with trace which does not depend on the indices \( i, j \). More precisely, one has that

\[
\text{Tr}_{\text{Dix}}(Q_{B,\varepsilon}^{-\frac{1}{2}} \nabla_a(A_b)^{*} \nabla_c(A_d) Q_{B,\varepsilon}^{-\frac{1}{2}}) = \oint_B (\nabla_a(A_b)^{*} \nabla_c(A_d))
\]

for all \( a, b, c, d = 1, 2 \) and independently of \( i, j = 1, \ldots, 4 \). The consequence of this observation and of [20, Lemma B.3] is that the computation of the Dixmier trace of \( I_0(\rho(A_1), \rho(A_2)) \) only requires the computation of the trace of the matrices \( \sum_{i=1}^{4} \tau_{i,i} = 1_4 \) and

\[
\sum_{i,j=1}^{4} \tau_{i,i} \gamma_1 \gamma_2 T_{j,j} = \gamma_1 \gamma_2 = \begin{pmatrix} +1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & +1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix},
\]

This completes the proof of the first formula. The second formula is proved in the same way with the only difference that the matrices \( \chi \) and \( \chi \gamma_1 \gamma_2 \) have a vanishing trace. \( \blacksquare \)
It is worth ending this section with a couple of observations. First of all, it holds true that
\[ \text{Tr}_{\text{Dir}} \left( |d(\rho(A)|) |^2 \right) = \frac{2}{t_B^2} |\nabla(A)|^2 \leq \frac{2}{t_B^2} \|A\|_{B,1,2}^2, \quad A \in \mathcal{B}, \]
where on the right-hand side appears the Sobolev norm (2.32). This is the starting point to extend the first Connes’ formula to elements of the noncommutative Sobolev spaces \( \mathcal{M}_B^{1,2} \). The second observation concerns the role of the trace per unit volume. From Remark 2.24 one gets
\[ \frac{1}{2\pi} \text{Tr}_{\text{Dir}} \left( |d(\rho(A)|) |^2 \right) = \mathcal{T}_B (|\nabla(A)|^2), \quad A \in \mathcal{B}. \]
This is the (rigorous) continuous version of the formula [6, equation (47)].

A Magnetic von Neumann algebra and distributional kernels

The magnetic twisted convolution defined by (2.6) provides a product \( \ast : S'(\mathbb{R}^2) \times S(\mathbb{R}^2) \rightarrow S(\mathbb{R}^2) \) on the space of the Schwartz functions. This product can be extended by continuity to the space of tempered distributions \( S'(\mathbb{R}^2) \). More precisely, if \((\cdot) : S'(\mathbb{R}^2) \times S(\mathbb{R}^2) \rightarrow \mathbb{C} \) denotes the standard bilinear pairing between distributions and functions, one then defines
\[ (\Psi \ast f|g) := (\Psi|f - g), \quad \forall \Psi \in S'(\mathbb{R}^2), \quad \forall f, g \in S(\mathbb{R}^2), \]
where \( f^-(x) := f(-x) \). In this way the twisted convolution product extends to a bilinear map \( \ast : S'(\mathbb{R}^2) \times S(\mathbb{R}^2) \rightarrow S'(\mathbb{R}^2) \) (cf. [32, Definition 2]). This result can be made a bit more precise by writing
\[ \ast : S'(\mathbb{R}^2) \times S(\mathbb{R}^2) \rightarrow \mathcal{O}_B(\mathbb{R}^2) \subset S'(\mathbb{R}^2), \]
where \( \mathcal{O}_B(\mathbb{R}^2) \) is the set of smooth functions for which each derivative is polynomially bounded and the degree of the polynomial bound increases linearly with the order of the derivative [32, Theorem 3].

Let us introduce the space (cf. [40, Section IV])
\[ M(\mathbb{R}^2) := \left\{ \Psi \in S'(\mathbb{R}^2) \left| \Psi \ast f \in L^2(\mathbb{R}^2), \|\Psi \ast f\|_{L^2} \leq C\|f\|_{L^2}, \forall f \in S(\mathbb{R}^2) \right. \right\}, \]
which is, by definition, the set of distributions that define bounded operators on \( L^2(\mathbb{R}^2) \). This space characterizes the magnetic von Neumann algebra \( \mathcal{M}_B \).

**Theorem A.1.** \( A \in \mathcal{M}_B \), if and only if, there is a \( \Psi_A \in M(\mathbb{R}^2) \) such that
\[ Af = \Psi_A \ast f, \quad \forall f \in S(\mathbb{R}^2). \]

**Proof.** If \( \Psi_A \in M(\mathbb{R}^2) \), then the linear map \( f \mapsto \Psi_A \ast f \), initially defined on the dense domain \( S(\mathbb{R}^2) \subset L^2(\mathbb{R}^2) \), extends continuously to a bounded operator \( A \in \mathcal{B}(L^2(\mathbb{R}^2)) \). One can check that \( \Psi_A \ast (V_B(a)f) = V_B(a)(\Psi_A \ast f) \) for every \( a \in \mathbb{R}^2 \) (cf. [32, Theorem 2]). This implies that by construction, \( A \) commutes with the dual magnetic translations, i.e., \( A \in \mathcal{M}_B' = \mathcal{M}_B \). On the other hand, let \( A \in \mathcal{M}_B \) and define \( \Psi_A \) through the pairing
\[ (\Psi_A|f) := 2\pi t_B^2 \int_B (A \pi(f)), \quad f \in S(\mathbb{R}^2), \]

\( ^9 \)Let us recall that in the case of a distribution \( \Psi \in S'(\mathbb{R}^2) \cap L^2(\mathbb{R}^2) \) the relation between pairing and scalar product is given by \( (\Psi|f) = \langle \Psi, f \rangle_{L^2} \) for all \( f \in S(\mathbb{R}^2) \).
where \( f_B \) is the normal trace defined in Proposition 2.21. The definition of the pairing is well posed since \( \pi(f) \in \mathcal{S}_B \subset (\mathcal{L}^2_B)^2 \) which is the ideal of definition of the trace. The pairing is linear in view of the linearity of the trace. Let \( f = \sum_{n,m=0}^{\infty} f_{n,m} \psi_{n,m} \), where \( \{f_{n,m}\} \in S(\mathbb{N}_0^2) \) is the rapidly decreasing sequence associated to \( f \) according to Proposition 2.8. Then

\[
|\langle \Psi_A | f \rangle| \leq 2\pi \ell_B^2 \sum_{(n,m) \in \mathbb{N}_0^2} |f_{n,m}| \left| \int_B (A\pi_2(\psi_{n,m})) \right| \leq \sqrt{2\pi \ell_B} \|A\| \sum_{(n,m) \in \mathbb{N}_0^2} |f_{n,m}| \int_B (|\Upsilon_{m-n}|).
\]

Observing that \( |\Upsilon_{m-n}|^2 = \Upsilon_{m-n}^* \Upsilon_{m-n} = \Pi_m = \Pi_m^2 \), one gets

\[
\int_B (|\Upsilon_{m-n}|) = \int_B (\Pi_m) = 1,
\]

in view of equation (2.22) and in turn

\[
|\langle \Psi_A | f \rangle| \leq \sqrt{2\pi \ell_B} \|A\| \sum_{(n,m) \in \mathbb{N}_0^2} |f_{n,m}|.
\]

Since

\[
\sum_{(n,m) \in \mathbb{N}_0^2} |f_{n,m}| = \sum_{(n,m) \in \mathbb{N}_0^2} \frac{(2n+1)(2m+1)}{(2n+1)(2m+1)} |f_{n,m}| \leq \left( \sum_{n \in \mathbb{N}_0} \frac{1}{(2n+1)^2} \right)^2 r_2(\{f_{n,m}\}),
\]

where \( r_2 \) is the semi-norm of \( S(\mathbb{R}^2) \) defined by (2.11). It follows that

\[
|\langle \Psi_A | f \rangle| \leq \left( \frac{\pi}{2} \right)^{\frac{3}{2}} \ell_B \|A\| r_2(\{f_{n,m}\}).
\]

The latter inequality proves the continuity of the pairing with respect to the Fréchet topology \( S(\mathbb{R}^2) \), namely that \( \Psi_A \in S'(\mathbb{R}^2) \). Consider now a pair \( f, g \in S(\mathbb{R}^2) \). Then

\[
(\Psi_A \ast f \mid g) = (\Psi_A \mid f^- \ast g) = 2\pi \ell_B^2 \int_B (A\pi^- A\pi(g)).
\]

Since \( \pi(f^-) \in \mathcal{S}_B \subset \mathcal{L}^2_B \) and \( \mathcal{L}^2_B \) is an ideal in \( \mathcal{M}_B \) (cf. Proposition 2.18), there exists a \( h_{A,f} \in L^2(\mathbb{R}^2) \) such that \( L_{h_{A,f}} = A\pi(f^-) \). As a consequence

\[
(\Psi_A \ast f \mid g) = \langle J(h_{A,f}, g) \rangle_{L^2}, \quad \forall g \in S(\mathbb{R}^2),
\]

which implies \( \Psi_A \ast f = J(h_{A,f}) = h_{A,f}^- \in L^2(\mathbb{R}^2) \). Moreover,

\[
\|\Psi_A \ast f\|_{L^2}^2 = \langle h_{A,f}, h_{A,f} \rangle_{L^2} = 2\pi \ell_B^2 \int_B (\pi(f^-)^* A^* A\pi(f^-))
\]

\[
\leq \|A\|^2 2\pi \ell_B^2 \int_B (\pi(f^-) \pi(f^-)^*) = \|A\|^2 \|f\|_{L^2}^2,
\]

which shows that \( \Psi_A \in M(\mathbb{R}^2) \). To conclude the proof let us observe that

\[
A\pi(f^-)g = A(f \ast g) = (Af) \ast g =: L_{(Af)}g
\]

for every \( f, g \in S(\mathbb{R}^2) \). The second equality is a consequence of the distributive property of the \( \ast \)-product on \( S(\mathbb{R}^2) \) along with the fact that \( A \) can be approximated in the strong topology by a sequence \( \pi(a_n) \) with \( a_n \in S(\mathbb{R}^2) \). The last equality is justified by the fact that \((Af)^- \in L^2(\mathbb{R}^2)\) is in the kernel of an element \( L_{(Af)}^- \in \mathcal{L}^2_B \). Then, it follows that \((\Psi_A \ast f)^- = h_{A,f} = (Af)^-\) and this concludes the proof.
Let $A \in \mathcal{M}_B$ and $\Psi_A \in M(\mathbb{R}^2)$ the associated distribution according to Theorem A.1. Then we can represent $A$ as the integral

$$A = \frac{1}{2\pi \ell_B^2} \int_{\mathbb{R}^2} dy \Psi_A(y) U_B(y),$$

where $U_B(x)$ are the magnetic translations. Evidently the latter equation has a precise meaning only when evaluated on elements of the dense domain $S(\mathbb{R}^2)$ and out of this domain has to be considered as a formal expression.

Theorem A.1 provides a powerful tool to investigate the properties of the von Neumann algebra $\mathcal{M}_B$. An interesting consequence is contained in the following result

**Lemma A.2.** Let $S_1, S_2 \in \mathcal{J}_B$ and $A \in \mathcal{M}_B$. Then $S_1 A S_2 \in \mathcal{J}_B$.

**Proof.** Let $S_j = \pi(f_j)$, $j = 1, 2$, were $f_1, f_2 \in S(\mathbb{R}^2)$. Then, in view of Theorem A.1, the operator $S_1 A S_2$ acts on the dense domain $S(\mathbb{R}^2) \subset L^2(\mathbb{R}^2)$ as a convolution operator with kernel $h := f_1^* \ast \Psi_A \ast f_2$. To complete the proof one needs to show that $h \in S(\mathbb{R}^2)$. This can be done by exploiting the Hilbert spaces $\mathcal{G}_{s,t}$ defined in [32, Definition 6]. Let us recall that $\mathcal{G}_{s,t} \subseteq \mathcal{G}_{q,r}$ if and only if $s \geq q$, and $t \geq r$. We also have the equalities $S(\mathbb{R}^2) = \bigcap_{(s,t)\in \mathbb{R}^2} \mathcal{G}_{s,t}$, and $S'(\mathbb{R}^2) = \bigcup_{(s,t) \in \mathbb{R}^2} \mathcal{G}_{s,t}$. Moreover, one has the product relation $\mathcal{G}_{s,t} \ast \mathcal{G}_{q,r} \subseteq \mathcal{G}_{s,r}$ when $t + q \geq 0$ [32, Theorem 8] and the inclusion $M(\mathbb{R}^2) \subseteq \bigcup_{r \geq 1} \mathcal{G}_{-r,0}$ [65, Remarks on p. 886] Using the associativity of the $\ast$-product one has that $h = f_1^* \ast f_2 \ast \Psi_A$ for all $(s,t) \in \mathbb{R}^2$ such that $r > q$. Then $h \in \mathcal{G}_{s, r + \varepsilon} \ast \mathcal{G}_{-r, t} \subseteq \mathcal{G}_{s, t}$ for every $s, t \in \mathbb{R}$ (it is enough to choose a $\varepsilon > 0$). Then $h \in \bigcap_{(s,t) \in \mathbb{R}^2} \mathcal{G}_{s,t}$ and this concludes the proof. \hfill \blacksquare

### B Technical results concerning the Dixmier trace

Let us start with an improvement of Proposition 2.17.

**Lemma B.1.** The following chain of inclusions holds true

$$\mathcal{J}_B \subset (\mathcal{L}^1_B)^2 \subset \mathcal{L}^1_B.$$

**Proof.** The first inclusion follows from $\mathcal{J}_B = (\mathcal{J}_B)^2$, which follows from Proposition 2.14, and the inclusion $\mathcal{J}_B \subset \mathcal{L}^1_B$ is proved in Proposition 2.17. For the second inclusion consider a pair of operators $L_{g_1}, L_{g_2} \in \mathcal{L}^1_B$ with kernels $g_j := \sum_{(n,m) \in \mathbb{N}_0^2} g_j^{(j)} n, m$, $j = 1, 2$. The product $L_h := L_{g_1} L_{g_2}$ has kernel $h := g_1 \ast g_2 = \sum_{(n,m) \in \mathbb{N}_0^2} h_{n,m} \psi_{n,m}$ with coefficients given by

$$h_{n,m} := \frac{1}{\sqrt{2\pi \ell_B^2}} \sum_{r \in \mathbb{N}_0} g^{(1)}_{n,r} g^{(2)}_{r,m}.$$

Since

$$\sum_{(n,m) \in \mathbb{N}_0^2} |h_{n,m}| \leq \frac{1}{\sqrt{2\pi \ell_B^2}} \left( \sum_{(n,r) \in \mathbb{N}_0^2} \left| g^{(1)}_{n,r} \right| \right) \left( \sum_{(r,m) \in \mathbb{N}_0^2} \left| g^{(2)}_{r,m} \right| \right)$$

one gets that $\{h_{n,m}\} \in \ell^1(\mathbb{N}_0^2)$, and in turn $L_h \in \mathcal{L}^1_B$. \hfill \blacksquare

We are now ready to provide a proof of the result stated in Section 2.7.
Proof of Theorem 2.28. Let \( \{g_n\} \subset S(\mathbb{R}^2) \) be a sequence of Schwartz functions such that \( \|g_n - g\|_{L^2} \to 0 \) as \( n \to \infty \) and consider the sequence of operators \( T_n := L_f^\dagger \pi(g_n) \in \mathcal{L}_B^1 \) where the inclusion follows from Lemma B.1. Since \( Q_{B,\varepsilon}^{-1} L_f^\dagger \) is in the Dixmier ideal in view of Proposition 2.27, also \( Q_{B,\varepsilon}^{-1} T \) and \( Q_{B,\varepsilon}^{-1} T_n \) are in the Dixmier ideal. Moreover, the symmetry property of the Calderón norm proved in [33, Proposition 7.16] provides

\[
\|Q_{B,\varepsilon}^{-1} L_f^\dagger \pi(g_n) - L_g\|_{1+} \leq \|Q_{B,\varepsilon}^{-1} L_f^\dagger \pi(g_n) - L_g\| \leq \frac{1}{\sqrt{2\pi \ell_B}} \|Q_{B,\varepsilon}^{-1} L_f^\dagger\|_{1+} \|g_n - g\|_{L^2},
\]

implying that \( \|Q_{B,\varepsilon}^{-1} (T_n - T)\|_{1+} \to 0 \) as \( n \to \infty \). In particular this shows that \( Q_{B,\varepsilon}^{-1} T \in \mathfrak{S}_m^{1+} \) since the subspace \( \mathfrak{S}_m^{1+} \) is closed in the Calderón norm and \( Q_{B,\varepsilon}^{-1} T \in \mathfrak{S}_m^{1+} \) in view of Proposition 2.27. Finally, since the Dixmier trace is continuous with respect to the Calderón norm [33, p. 288], it follows that

\[
\text{Tr}_{\text{Dix}}(Q_{B,\varepsilon}^{-1} T) = \lim_{n \to \infty} \text{Tr}_{\text{Dix}}(Q_{B,\varepsilon}^{-1} T_n) = \lim_{n \to \infty} (f^{\dagger} \ast g_n)(0) = \lim_{n \to \infty} \langle f, g_n \rangle_B = \langle f, g \rangle_B.
\]

The equality with the trace \( f_B \) is a consequence of Proposition 2.21.

To push forward our analysis we need a hypothesis that, unfortunately, we are unable to prove in general.

Proposition B.2. Let \( L_g \in \mathcal{L}_B^2 \) and assume that

\[
\left[ Q_{B,\varepsilon}^{-1}, L_g \right] \in \mathfrak{S}_0^{1+}. \tag{B.1}
\]

Let \( T = L_g^* L_f \) with \( L_f \in \mathcal{L}_B^1 \). Then \( Q_{B,\varepsilon}^{-1} T \in \mathfrak{S}_m^{1+} \) and the equality

\[
\text{Tr}_{\text{Dix}}(Q_{B,\varepsilon}^{-1} T) = \langle g, f \rangle_B = \int_B (T)
\]

holds true, independently of \( \varepsilon > -1 \).

Proof. First of all let us observe that \( L_g \) meets the condition (B.1), if and only if, \( L_g^+ \) meets the same condition. Then, the identity

\[
Q_{B,\varepsilon}^{-1} T = \left[ Q_{B,\varepsilon}^{-1}, L_g^+ \right] L_f + L_g^+ Q_{B,\varepsilon}^{-1} L_f,
\]

and Proposition 2.27 imply \( Q_{B,\varepsilon}^{-1} T \in \mathfrak{S}_m^{1+} \). The linearity of the Dixmier trace along with the fact that \( \mathfrak{S}_0^{1+} \) is an ideal provides

\[
\text{Tr}_{\text{Dix}}(Q_{B,\varepsilon}^{-1} T) = \text{Tr}_{\text{Dix}}(L_g^+ Q_{B,\varepsilon}^{-1} L_f) = \text{Tr}_{\text{Dix}}(Q_{B,\varepsilon}^{-1} L_f L_g^+).
\]

The last equality follows from [17, Section 4.2, Proposition 3(b)]. Finally, using again Theorem 2.28, one gets

\[
\text{Tr}_{\text{Dix}}(Q_{B,\varepsilon}^{-1} L_f L_g^+) = \langle f, g \rangle_B = \langle g, f \rangle_B = \int_B (T),
\]

and this concludes the proof.

Let us point out that the set of operators that meet the condition (B.1) is not empty since it is satisfied at least on the subset \( \mathcal{L}_B^1 \subset \mathcal{L}_B^2 \) in view of (2.26). It is also verified by the resolvent \( R_\lambda \in \mathcal{L}_B^2 \setminus \mathcal{L}_B^1 \) of the Landau Hamiltonian described in Section 2.3, and more in general, by all the functions \( f(H_B) \in \mathcal{L}_B^2 \). On the other hand, we believe that condition (B.1) should be verified by all the elements of \( \mathcal{L}_B^2 \). However, up to this point, we have been unable to prove such a result. It is worth remarking that if one could prove the validity of Proposition B.2 for all the elements of \( \mathcal{L}_B^2 \), then one could prove the validity of Theorem 2.28 to the domain \( \mathcal{L}_B^1 \cdot \mathcal{L}_B^2 \cup \mathcal{L}_B^2 \cdot \mathcal{L}_B^1 \) which is closed under taking the adjoint.
Acknowledgements

GD’s research is supported by the grant Fondecyt Regular - 1190204. MS’s research is supported by the grant CONICYT-PFCHA Doctorado Nacional 2018–21181868. GD is indebted to Jean Bellissard, who is the real inspirer of this work. GD would like to cordially thank Chris Bourne, Massimo Moscolari, and Hermann Schulz-Baldes for several inspiring discussions. We would like to thank the anonymous referees for providing very useful suggestions which significantly improved the quality of this work.

References

[1] Alberti P.M., Matthes R., Connes’ trace formula and Dirac realization of Maxwell and Yang–Mills action, in Noncommutative Geometry and the Standard Model of Elementary Particle Physics (Hesselberg, 1999), Lecture Notes in Phys., Vol. 596, Springer, Berlin, 2002, 40–74, arXiv:math-ph/9910011.

[2] Avron J., Herbst I., Simon B., Schrödinger operators with magnetic fields. I. General interactions, Duke Math. J. 45 (1978), 847–883.

[3] Avron J.E., Seiler R., Simon B., Charge deficiency, charge transport and comparison of dimensions, Comm. Math. Phys. 159 (1994), 399–422, arXiv:physics/9803014.

[4] Azamov N., McDonald E., Sukochev F., Zanin D., A Dixmier trace formula for the density of states, Comm. Math. Phys. 377 (2020), 2597–2628, arXiv:1910.12380.

[5] Bellissard J., The noncommutative geometry of aperiodic solids, in Geometric and Topological Methods for Quantum Field Theory (Villa de Leyva, 2001), World Sci. Publ., River Edge, NJ, 2003, 86–156.

[6] Bellissard J., van Elst A., Schulz-Baldes H., The noncommutative geometry of the quantum Hall effect, J. Math. Phys. 35 (1994), 5373–5451.

[7] Blackadar B., K-theory for operator algebras, 2nd ed., Mathematical Sciences Research Institute Publications, Vol. 5, Cambridge University Press, Cambridge, 1998.

[8] Bourne C., Carey A.L., Rennie A., A non-commutative framework for topological insulators, Rev. Math. Phys. 28 (2016), 1650004, 51 pages, arXiv:1509.07210.

[9] Bourne C., Rennie A., Chern numbers, localisation and the bulk-edge correspondence for continuous models of topological phases, Math. Phys. Anal. Geom. 21 (2018), 16, 62 pages, arXiv:1611.06016.

[10] Bratteli O., Robinson D.W., Operator algebras and quantum statistical mechanics. 1. C*- and W*-algebras symmetry groups decomposition of states, Texts and Monographs in Physics, Springer-Verlag, Berlin – Heidelberg, 1987.

[11] Brezis H., Functional analysis, Sobolev spaces and partial differential equations, Universitext, Springer, New York, 2011.

[12] Carey A.L., Gayral V., Rennie A., Sukochev F.A., Index theory for locally compact noncommutative geometries, Mem. Amer. Math. Soc. 231 (2014), vi+130 pages, arXiv:1107.0805.

[13] Carey A.L., Hannabuss K.C., Mathai V., Quantum Hall effect and noncommutative geometry, J. Geom. Symmetry Phys. 6 (2006), 16–37, arXiv:math.OA/0008115.

[14] Comtet A., On the Landau levels on the hyperbolic plane, Ann. Physics 173 (1987), 185–209.

[15] Connes A., C*- algèbres et géométrie différentielle, C. R. Acad. Sci. Paris Sér. A-B 290 (1980), A599–A604.

[16] Connes A., Noncommutative differential geometry, Inst. Hautes Études Sci. Publ. Math. 62 (1985), 257–360.

[17] Connes A., Noncommutative geometry, Academic Press, Inc., San Diego, CA, 1994.

[18] Connes A., Moscovici H., The local index formula in noncommutative geometry, Geom. Funct. Anal. 5 (1995), 174–243.

[19] Damak M., Georgescu V., Self-adjoint operators affiliated to C*-algebras, Rev. Math. Phys. 16 (2004), 257–280.

[20] De Nittis G., Gomi K., Moscolari M., The geometry of (non-Abelian) Landau levels, J. Geom. Phys. 152 (2020), 103649, 34 pages, arXiv:1911.04786.

[21] De Nittis G., Lein M., Linear response theory: an analytic-algebraic approach, SpringerBriefs in Mathematical Physics, Vol. 21, Springer, Cham, 2017.
[22] de Pagter B., Sukochev F., Commutator estimates and $\mathbb{R}$-flows in non-commutative operator spaces, *Proc. Edinb. Math. Soc.* **50** (2007), 293–324.

[23] Dixmier J., von Neumann algebras, *North-Holland Mathematical Library*, Vol. 27, North-Holland Publishing Co., Amsterdam – New York, 1981.

[24] Edwards C.M., Lewis J.T., Twisted group algebras. I, *Comm. Math. Phys.* **13** (1969), 119–130.

[25] Folland G.B., Harmonic analysis in phase space, *Annals of Mathematics Studies*, Vol. 122, Princeton University Press, Princeton, NJ, 1989.

[26] Folland G.B., Real analysis: modern techniques and their applications, 2nd ed., *Pure and Applied Mathematics (New York)*, John Wiley & Sons, Inc., New York, 1999.

[27] Gayral V., Gracia-Bondía J.M., Iochum B., Schücker T., Várilly J.C., Moyal planes are spectral triples, *Comm. Math. Phys.* **246** (2004), 569–623, arXiv:hep-th/0307241.

[28] Gayral V., Wulkenhaar R., Spectral geometry of the Moyal plane with harmonic propagation, *J. Noncommut. Geom.* **7** (2013), 939–979, arXiv:1108.2184.

[29] Germinet F., Klein A., Schenker J.H., Dynamical delocalization in random Landau Hamiltonians, *Ann. of Math.* **166** (2007), 215–244, arXiv:math-ph/0412070.

[30] Germinet F., Klein A., Schenker J.H., Quantization of the Hall conductance and delocalization in ergodic Landau Hamiltonians, *Rev. Math. Phys.* **21** (2009), 1045–1080, arXiv:0812.0392.

[31] Goffeng M., Index formulas and charge deficiencies on the Landau levels, *J. Math. Phys.* **51** (2010), 023509, 18 pages, arXiv:1003.2865.

[32] Gracia-Bondía J.M., Várilly J.C., Algebras of distributions suitable for phase-space quantum mechanics. I, *J. Math. Phys.* **29** (1988), 869–879.

[33] Gracia-Bondía J.M., Várilly J.C., Figueroa H., Elements of noncommutative geometry, *Birkhäuser Advanced Texts: Basler Lehrbücher*, Birkhäuser Boston, Inc., Boston, MA, 2001.

[34] Gradshteyn I.S., Ryzhik I.M., Table of integrals, series, and products, 7th ed., Elsevier/Academic Press, Amsterdam, 2007.

[35] Halmos P.R., Sunder V.S., Bounded integral operators on $L^2$ spaces, *Ergebnisse der Mathematik und ihrer Grenzgebiete*, Vol. 96, Springer-Verlag, Berlin – New York, 1978.

[36] Halmos P.R., Sunder V.S., Bounded integral operators on $L^2$ spaces, *Ergebnisse der Mathematik und ihrer Grenzgebiete*, Vol. 96, Springer-Verlag, Berlin – New York, 1978.

[37] Halmos P.R., Sunder V.S., Bounded integral operators on $L^2$ spaces, *Ergebnisse der Mathematik und ihrer Grenzgebiete*, Vol. 96, Springer-Verlag, Berlin – New York, 1978.

[38] Johnson M.H., Lippmann B.A., Motion in a constant magnetic field, *Phys. Rev.* **76** (1949), 828–832.

[39] Kammerer J.-B., Analysis of the Moyal product in a flat space, *J. Math. Phys.* **27** (1986), 529–535.

[40] Kato T., Perturbation theory for linear operators, *Classics in Mathematics*, Springer-Verlag, Berlin, 2001.

[41] Kunz H., The quantum Hall effect for electrons in a random potential, *Comm. Math. Phys.* **112** (1987), 121–145.

[42] Langmann E., Noncommutative integration calculus, *J. Math. Phys.* **36** (1995), 3822–3835.

[43] Laughlin R.B., Quantized Hall conductivity in two dimensions, *Phys. Rev. B* **23** (1981), 5632–5663.

[44] Lenz D.H., Random operators and crossed products, *Math. Phys. Anal. Geom.* **2** (1999), 197–220, arXiv:math-ph/9902030.

[45] Lieb E.H., Loss M., Analysis, 2nd ed., *Graduate Studies in Mathematics*, Vol. 14, Amer. Math. Soc., Providence, RI, 2001.

[46] Lord S., Sukochev F., Zanin D., Singular traces: theory and applications, *De Gruyter Studies in Mathematics*, Vol. 46, De Gruyter, Berlin, 2013.

[47] Loring T.A., Schulz-Baldes H., Finite volume calculation of $K$-theory invariants, *New York J. Math.* **23** (2017), 1111–1140, arXiv:1701.07455.

[48] Loring T.A., Schulz-Baldes H., Spectral flow argument localizing an odd index pairing, *Canad. Math. Bull.* **62** (2019), 373–381, arXiv:1802.04518.
[50] Loring T.A., Schulz-Baldes H., The spectral localizer for even index pairings, *J. Noncommut. Geom.* **14** (2020), 1–23, arXiv:1802.04517.

[51] Maillard J.-M., On the twisted convolution product and the Weyl transformation of tempered distributions, *J. Geom. Phys.* **3** (1986), 230–261.

[52] McCann P.J., Carey A.L., A discrete model of the integer quantum Hall effect, *Publ. Res. Inst. Math. Sci.* **32** (1996), 117–156.

[53] McDonald E., Sukochev F., Xiong X., Quantum differentiability on quantum tori, *Comm. Math. Phys.* **371** (2019), 1231–1260, arXiv:1909.03659.

[54] McDonald E., Sukochev F., Xiong X., Quantum differentiability on noncommutative Euclidean spaces, *Comm. Math. Phys.* **379** (2019), 491–542, arXiv:1909.03581.

[55] Nelson E., Notes on non-commutative integration, *J. Funct. Anal.* **15** (1974), 103–116.

[56] Prodan E., A computational non-commutative geometry program for disordered topological insulators, *SpringerBriefs in Mathematical Physics*, Vol. 23, Springer, Cham, 2017.

[57] Prodan E., Schulz-Baldes H., Bulk and boundary invariants for complex topological insulators: from K-theory to physics, *Mathematical Physics Studies*, Springer, Cham, 2016.

[58] Raikov G.D., Warzel S., Quasi-classical versus non-classical spectral asymptotics for magnetic Schrödinger operators with decreasing electric potentials, *Rev. Math. Phys.* **14** (2002), 1051–1072, arXiv:math-ph/0201006.

[59] Segal I.E., A non-commutative extension of abstract integration, *Ann. of Math.* **57** (1953), 401–457.

[60] Sukochev F., Zanin D., The Connes character formula for locally compact spectral triples, arXiv:1803.01551.

[61] Terp S., $L^p$-spaces associated with von Neumann algebras, Copenhagen University, 1981.

[62] Thangavelu S., Lectures on Hermite and Laguerre expansions, *Mathematical Notes*, Vol. 42, Princeton University Press, Princeton, NJ, 1993.

[63] Thouless D.J., Kohmoto M., Nightingale M.P., den Nijs M., Quantized Hall conductance in a two-dimensional periodic potential, *Phys. Rev. Lett.* **49** (1982), 405–408.

[64] van den Dungen K., Paschke M., Rennie A., Pseudo-Riemannian spectral triples and the harmonic oscillator, *J. Geom. Phys.* **73** (2013), 37–55, arXiv:1207.2112.

[65] Várilly J.C., Gracia-Bondía J.M., Algebras of distributions suitable for phase-space quantum mechanics. II. Topologies on the Moyal algebra, *J. Math. Phys.* **29** (1988), 880–887.

[66] Veselić I., Existence and regularity properties of the integrated density of states of random Schrödinger operators, *Lecture Notes in Mathematics*, Vol. 1917, Springer-Verlag, Berlin, 2008.

[67] Wulkenhaar R., Non-compact spectral triples with finite volume, in Quanta of Maths, *Clay Math. Proc.*, Vol. 11, Amer. Math. Soc., Providence, RI, 2010, 617–648, arXiv:0907.1351.

[68] Xia J., Geometric invariants of the quantum Hall effect, *Comm. Math. Phys.* **119** (1988), 29–50.

[69] Zak J., Magnetic translation group, *Phys. Rev.* **134** (1964), A1602–A1606.

[70] Zak J., Magnetic translation group. II. Irreducible representations, *Phys. Rev.* **134** (1964), A1607–A1611.

[71] Zeller-Meier G., Produits croisés d’une $C^*$-algèbre par un groupe d’automorphismes, *J. Math. Pures Appl.* **47** (1968), 101–239.