SIMULATION OF HEAT TRANSFER PROCESS IN A MULTILAYER CYLINDRICAL SHELL TAKING INTO ACCOUNT THE INTERNAL HEAT SOURCES

Purpose. To investigate the peculiarities of distribution of a non-stationary temperature field over the thickness of a multilayer hollow cylinder under convective heat exchange conditions on its surfaces, taking into account the presence of internal (distributed) heat sources.

Methodology. In order to achieve this goal, a direct method of solving boundary value problems of the theory of thermal conductivity was applied, which includes the application of the method of reduction, the concept of quasi derivatives, the method of separation of variables, and the modified method of Fourier eigenfunctions.

Findings. The solution of the boundary value problem was obtained in a closed form, which allowed us to create an algorithm for calculating the propagation of a non-stationary temperature field in multilayer hollow cylindrical structures under convective heat exchange on its surfaces and the presence of internal heat sources. It should be noted that such algorithms include only: a) finding the roots of the characteristic equation; b) multiplication of finite number of known (2 × 2) matrices; c) calculation of defined integrals; d) summing the required number of members of the series to obtain the specified accuracy. Changing the third-order boundary conditions to any other boundary conditions does not cause any significant difficulty in solving the problem.

Originality. A closed solution is obtained for the propagation of a non-stationary temperature field in a multilayer hollow cylinder in the presence of internal sources of heat and convective heat exchange on its surfaces.

Practical value. Implementation of the research results allows us to investigate the processes of heating or cooling multilayer hollow structures, taking into account the internal heat sources encountered in several applied problems. These are tasks that can be related to the processes of cooling of thermal elements of nuclear power plants, changes in the temperature field during microarray oxidation, heating of electronic components during the passage of electric current, and other similar processes.
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Introduction. Research studies on heat exchange processes in multilayer cylindrical structures, taking into account the presence of internal distributed heat sources, do not lose their relevance. Such tasks are widely used, as they are increasingly encountered in various industries: construction, (the process of evaporation of moisture when heated hollow concrete columns), oil and gas industry (cylindrical tanks, oil and gas pipelines), aerospace and energy industry (cylindrical elements in reactors of nuclear power plants) and in other various fields of engineering as structural elements and machine parts. So, for example, for oil and gas engineering, one of the modern tasks is to increase the reliability and durability of machine parts by strengthening the working surfaces with micro-arc oxidation, during which internal heat sources arise [1, 2]. In the electrical engineering field, such problems arise when electrical current passes through cylindrical elements of cylindrical shape (capacitors, resistors, and others).

The main characteristic feature of such multilayer elements is the combination of various mechanical and thermophysical characteristics of the layers, which makes them more sophisticated. However, this approach causes considerable difficulties in the development of analytical methods for their research. Therefore, the development of new methods for the research of multilayer, in particular, cylindrical structures is a relevant problem of today.

Literature review. Numerous publications are devoted to solving the problem of heat transfer. The basic methods for researching the problems of determining the distribution of a non-stationary temperature field in multilayered structures are conditionally divided into three types: a) direct or classical ones, based on the method of separation of variables [3]; b) Laplace transform operation, using various kinds of integral transformations [4]; c) approximate analytical and numerical methods [5]. Thus, in [6] the distribution of the temperature field in a multilayer hollow cylindrical structure with the inclusion of an internal heat source by the Laplace integral transformation method is investigated. In the [7] a method is proposed for solving the problem of thermal conductivity for an arbitrary number of layers, but without considering heat sources...

In recent years, multilayer hollow cylindrical structures are considered in [8, 9]. The basis of these publications is a direct (classical) scheme of research based on the method of reduction, the concept of quasi-derivatives, a modern theory of systems of linear differential equations, modified method of Fourier eigenfunctions.

Unsolved aspects of the problem. Theoretically, analytical methods should be applied to multilayered structures. However, in practice, the number of layers is usually limited to two or three [7]. This is conditioned by the fact that the increasing number of layers leads to cumbersome calculations. Therefore, the problem of efficient analytical solution of the problem of thermal conductivity in multilayer hollow cylindrical structures, taking into account the presence of internal heat sources, remains relevant.

Problem statement and its mathematical model. Let us consider a multilayered cylindrical structure whose area is bounded by radii \( r = r_1 \) and \( r = r_n \) and is divided into \( n \) layers. Each layer is made of isotropic material and is endowed with its own coefficient of thermal conductivity \( \lambda, \) W/m ⋅ °C, specific heat capacity \( c, \) J/kg ⋅ °C, and density \( \rho, \) kg/m³. In addition, the layers of the structure provide for the presence of internal heat sources \( q, \) W/m³ [10], while the temperature \( t, \) °C, depends on the coordinate \( r, \) m, and time \( t, \) sec.
This formulation of the problem is reduced to solving the differential equation of thermal conductivity [8]
\[ c(r)\rho(r) \frac{\partial T(r, \tau)}{\partial \tau} - \frac{1}{r} \frac{\partial}{\partial r} \left( r \lambda(r) \frac{\partial T(r, \tau)}{\partial r} \right) + q_i(r). \]  
(1)

We assume that there is convective heat exchange with the environment on the outer and inner surfaces of the cylinder, that is, there are boundary conditions of the third kind [9]
\[
\begin{align*}
\lambda \frac{\partial T(r, \tau)}{\partial r} (r_a, \tau) &= \alpha_y \left( T(r, \tau) - T_a(\tau) \right) \\
-\lambda \frac{\partial T(r, \tau)}{\partial r} (r_b, \tau) &= \alpha_y \left( T(r, \tau) - T_b(\tau) \right)
\end{align*}
\]  
(2)

Also known at the initial time is the distribution of the temperature field (initial condition)
\[ t(r, 0) = T(r, \tau). \]  
(3)

Further, we will use the following notation [8]: \( \partial \) — characteristic function of the half-open interval \( [r, r_{i+1}) \), so \( \theta_i = \begin{cases} 1, & r \in [r_i, r_{i+1}) \\ 0, & r \notin [r_i, r_{i+1}) \end{cases} \);
\[ \lambda |(r, \tau)| = \lambda (r) - \text{ quasi-derivative, } q(r, \tau) = \frac{\partial \theta_i}{\partial \tau} - \text{ density of heat flow.} \]

In mathematical physics, the well-known method of reduction [8], which takes into account the inhogeneity of boundary conditions and is associated with the separation of the quasi-stationary part. Therefore, the solution of problem (1–3) will be sought as the sum of two related functions
\[ t(r, \tau) = u(r, \tau) + v(r, \tau). \]  
(4)

Any function \( u(r, \tau) \) or \( v(r, \tau) \) can be chosen in a special way, and then the other will be uniquely determined.

**Function selection** \( u(r, \tau) \) and **mixed problem for** \( v(r, \tau) \). **Exercise for function** \( u(r, \tau) \). We define the function \( u(r, \tau) \) as a solution to a quasi-stationary boundary value problem
\[ \frac{1}{r} r(r) u'(r) + q_i = 0; \]  
(5)

\[ \begin{align*}
\lambda |u(r, \tau)| &= \alpha_y \left( T(r, \tau) - T_a(\tau) \right) \\
\lambda |u(r, \tau)| &= \alpha_y \left( T(r, \tau) - T_b(\tau) \right)
\end{align*}
\]  
(6)

where \( u^{(i)} = \frac{\partial u(r, \tau)}{\partial r} \) and also later on \( v^{(i)} = \frac{\partial v(r, \tau)}{\partial r} \) — quasi-derivative.

By entering vectors \( u = (u, \ u^{(i)})^T \) and \( q = (0 \ r_q)^T \) and matrix \( A = \begin{pmatrix} 0 & 1 \\ 0 & r_q \end{pmatrix} \) we reduce the differential equation (5) to the equivalent system of first order differential equations
\[ u' = Au - q. \]  
(7)

We also write the boundary conditions (6) in vector form
\[ P \cdot u(r_a, \tau) + Q \cdot u(r_b, \tau) = \Gamma(\tau), \]  
(8)

where \( P, Q \) and \( \Gamma(\tau) \) have the appearance
\[ P = \begin{pmatrix} \alpha_y r_a & -1 \\ 0 & 0 \end{pmatrix}; \quad Q = \begin{pmatrix} 0 & 0 \\ 1 \alpha_y r_b \end{pmatrix}; \quad \Gamma(\tau) = \begin{pmatrix} \alpha_y r_a \psi_a(\tau) \\ \alpha_y r_b \psi_b(\tau) \end{pmatrix}. \]

By the solution of system (7) we mean absolutely continuous in the interval \([r_a, r_b]\) vector function \( u(r) \) which justifies this system almost everywhere except possibly the break points of the coefficients \( r, \rho, \lambda, q_i \).

At each interval \([r_i, r_{i+1})\) system (7) has the appearance
\[ u_i' = A_i u_i - q_i; \quad A_i = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}; \quad q_i = \begin{pmatrix} r_q \end{pmatrix}. \]  
(9)

For the corresponding homogeneous system \( u_i' = A_i u_i \), we will consider the known Cauchy matrix \( B_i(r, s) \) which has the following properties:

1) by the variable \( r \), it fulfills the matrix equation
\[ \frac{\partial B_i(r, s)}{\partial r} = A_i B_i(r, s); \]

2) \( B_i(s, s) = E \), where \( E \) is the unit matrix. By direct verification we make sure that
\[ B_i(r, s) = \begin{pmatrix} 1 & K_i(s, r) \\ 0 & 1 \end{pmatrix}. \]  
(10)

satisfies the conditions 1) — 2), where \( K_i(s, r) = \frac{1}{\lambda_i} \int_s^r ds \). For arbitrary \( k > i \) we denote
\[ B_i(r, r_j) = B_{i+1}(r, r_{i+1}) \cdot B_{i+2}(r, r_{i+2}) \cdots B_{j}(r, r_j). \]  
(11)

The structure (10) of the matrix \( B_i(r, s) \) allows establishing the structure of the matrix (11), namely
\[ B_i(r_a, r_b) = E. \]

It is established that at each of the intervals \([r_i, r_{i+1})\) the solution of the problem (5, 6) is represented as a vector function \( u(r, \tau) \), where the first coordinate is the desired function \( u(r, \tau) \), as the solution of equation (5) and the second one is its quasi-derivative
\[ u_i(r, \tau) = B_i(r, \tau) \cdot B_i(r, \tau) \cdot P \]  
(12)

\[ + B_i(r, \tau) \sum_{k=1}^{j-1} B_i(r, \tau) \cdot Z_k + B_i(r, \tau) \cdot q_i(s) ds, \]

where \( P_0 = (P + QB_i(r, \tau))^{-1} \cdot (\Gamma - Q \sum_{k=1}^{j-1} B_i(r, \tau) \cdot Z_k); \)

\[ B_i(r, s) = \begin{pmatrix} 1 & K_i(s, r) \\ 0 & 1 \end{pmatrix}; \quad K_i(s, r) = \frac{1}{\lambda_i} \int_s^r K_i(s, r) \; \; ds; \]

\[ B_i(r, s) = \begin{pmatrix} 1 & K_i(s, r) \\ 0 & 1 \end{pmatrix}; \quad K_i(s, r) = \frac{1}{\lambda_i} \int_s^r K_i(s, r) \; \; ds; \]

\[ Z_k = \begin{pmatrix} q_{k+1} \left( r_{k+1}^2 - r_{k+1}^2 \right) & q_{k+1} \left( r_{k+1}^2 - r_{k+1}^2 \right) \\ \frac{q_{k+1} \left( r_{k+1}^2 - r_{k+1}^2 \right)}{2} & \frac{q_{k+1} \left( r_{k+1}^2 - r_{k+1}^2 \right)}{2} \end{pmatrix} \]  

\[ k = 1, n - 1. \]
Formula (12) allows writing the solution of problem (5, 6) in the interval \([r_0, r_e]\) using characteristic function \(\theta_0\) such as

\[
u(r, \tau) = \sum_{n=1}^{N} u_i (r, \tau) \theta_i.
\]

**Boundary value problem for function** \(v(r, \tau)\). Applying formula (4) to equation (1) we obtain

\[
\frac{\partial v}{\partial \tau} + \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial v}{\partial r} \right) + q_i = 0.
\]

Because \(u(r, \tau)\) is the solution of problem (5–6), then in (13) it should be taken into account that \(1 - \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial u}{\partial r} \right) + q_i = 0\). Therefore, we arrive at a non-uniform differential equation to define a function \(v(r, \tau)\)

\[
\frac{\partial v}{\partial \tau} + \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial v}{\partial r} \right) = \frac{\partial u}{\partial \tau}.
\]

Regarding the function \(-\frac{\partial u}{\partial \tau}\) in the right-hand side of (14), we consider it known because the function is known \(u(r, \tau)\) as a solution to problem (5–6). Because the same function \(u(r, \tau)\) is true of boundary conditions (6), so from (4) we obtain boundary conditions for the function \(v(r, \tau)\)

\[
\begin{align*}
a_0 \rho_0 v(r_0, \tau) - v(r_1, \tau) &= 0 \\
\alpha_0 v(r_0, \tau) + v(r_1, \tau) &= 0
\end{align*}
\]

The initial condition for \(v(r, \tau)\) will look like

\[
v(r, 0) = f(r) = \varphi(r) - u(r, 0) = \sum_{i=0}^{N} \varphi_i (r) - u_i (0, 0) \theta_i.
\]

Separation of variables and the eigenvalue problems. We look for non-trivial solutions of homogeneous differential equation

\[
\frac{\partial v}{\partial \tau} + \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial v}{\partial r} \right) = \frac{\partial u}{\partial \tau},
\]

which satisfies the boundary conditions (15) in the form [8]

\[
v(r, \tau) = e^{-\alpha \tau} \cdot R(r),
\]

where \(\alpha\) is the parameter, and \(R(r)\) is unknown function.

Substituting the right-hand side (18) into equation (17) and boundary conditions (15) we obtain a quasi-differential equation

\[
(\alpha \tau R) + \omega \rho R = 0,
\]

with boundary conditions

\[
\begin{align*}
\alpha_0 \rho_0 R(r_0) - R(r_1) &= 0 \\
\alpha_0 \rho_0 R(r_0) + R(r_1) &= 0
\end{align*}
\]

where \(R^{(1)} = r\lambda R' \) – quasi-derivative.

Boundary value problem (19, 20) is a classical eigenvalue problem where it is necessary to find the parameter value \(\omega\) (eigenvalues \(\omega_0\)) in which there are corresponding non-trivial solutions (eigenfunctions) \(R_0(r, \omega_0)\). The properties of eigenvalues and eigenfunctions of this problem are studied in detail and described in [8]. Just note that all of the eigenvalues \(\omega_0\) are positive and different, but eigenfunctions \(R_0(r, \omega_0)\) are orthogonal with weight \(\rho [8]\), that is,

\[
\int_B (R_{\omega_0}(r, \omega_0)) - R_{\omega_0}(r, \omega_0)) \rho dr = 0, i \neq j.
\]

**Structural construction of eigenfunctions.** By entering a vector \(R = (R, R^{(1)})\) and matrix \(\tilde{A} = \begin{pmatrix} 0 & 1 \\ -\omega \rho c & 0 \end{pmatrix}\), we reduce the quasi-differential equation (19) to the equivalent system of first-order differential equations

\[
R' = \tilde{A} \cdot R.
\]

Appropriate state at intervals \([r_0, r_1] \) is written in the form

\[
R_0 = \tilde{A}_0 \cdot R_0, \quad \tilde{A}_0 = \begin{pmatrix} 0 & 1 \\ -\omega \rho c & 0 \end{pmatrix}, \quad i = 0, n-1.
\]

In work [8] it is established that the Cauchy matrix \(\tilde{B}(r, \omega_0)\) of system (22) looks like

\[
\tilde{B}(r, \omega_0) = \begin{pmatrix} b_{11} & b_{12} \\ b_{12} & b_{22} \end{pmatrix},
\]

where \(b_{11} = \pi \rho \beta J_1 (\beta r) Y_0 (\beta, s) - J_1 (\beta r) Y_1 (\beta, s)\),

\[
\frac{b_{12}}{2} = \pi J_1 (\beta r) Y_1 (\beta, s) - J_1 (\beta r) Y_1 (\beta, r),
\]

\[
\frac{b_{22}}{2} = \pi \rho \beta J_1 (\beta r) Y_1 (\beta, s) - J_1 (\beta r) Y_1 (\beta, r),
\]

where \(\beta = \sqrt{\omega \rho c}\), and \(J_0, J_1, J_2, Y_0, Y_1\) are function Bessel and Neumann zero and first order respectively.

We will seek non-trivial solutions \(R(r, \omega_0)\) of system (21) in the form [8]

\[
R(r, \omega_0) = \tilde{B}(r, \omega_0) \cdot C,
\]

where

\[
\begin{align*}
\tilde{B}(r, \omega_0) &= \tilde{B}_0(r, \omega_0) \theta_0 + \tilde{B}_1(r, \omega_0) \theta_1 + \ldots + \\
&+ \tilde{B}_{n-1}(r, \omega_0) \theta_{n-1} + \omega c R(\tau, \omega_0),
\end{align*}
\]

and \(C = (C_1, C_2)^T\) – some non-zero vector.

Applying to equality (22) boundary conditions (8) (if \(\Gamma(\tau) = 0\), we will get

\[
\begin{align*}
P \cdot R(r_0, \omega_0) + Q \cdot R(r_1, \omega_0) &= \\
&= [P \cdot \tilde{B}(r_0, \omega_0) + Q \cdot \tilde{B}(r_1, \omega_0)] \cdot C = 0.
\end{align*}
\]
Because, $\mathbf{B}(r_0, r_0, \omega) = \mathbf{E}$, we come to equality

$$\begin{bmatrix} \mathbf{P} + \mathbf{Q} \cdot \mathbf{B}(r_0, r_0, \omega) \end{bmatrix} \cdot \mathbf{C} = \mathbf{0}. \quad (24)$$

For the existence of a non-trivial vector $\mathbf{C}$ in (24), necessary and sufficient condition is met

$$\det\left[ \mathbf{P} + \mathbf{Q} \cdot \mathbf{B}(r_0, r_0, \omega) \right] = 0. \quad (25)$$

Let us denote $\mathbf{B}(r_0, r_0, \omega) = \begin{pmatrix} a_1(\omega) & b_1(\omega) \\ b_1(\omega)^T & b_2(\omega) \end{pmatrix}$. Equation (25) is a characteristic equation of the eigenvalue problem (19, 20) which can be written in the expanded form as follows

$$r_x \alpha \alpha + r_x \alpha \alpha + \alpha + \alpha = 0.$$ 

To find a non-trivial vector $\mathbf{C} = (C_1, C_2)^T$ we put $\omega_k$ instead of $\omega$ into equality (24). So we come to vector equality

$$\begin{bmatrix} r_x \alpha \alpha - C_1 \end{bmatrix} \begin{bmatrix} 0 \\ r_x \alpha \alpha \end{bmatrix} = \begin{pmatrix} b_1(\omega) & b_2(\omega) \end{pmatrix} \begin{pmatrix} C_1 \\ C_2 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix} \Rightarrow \begin{pmatrix} C_1 \\ C_2 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}$$

which is equivalent to a system of equations

$$\begin{cases} r_x \alpha \alpha C_1 - C_2 = 0 \\ \{ r_x \alpha \alpha b_1(\omega) + b_2(\omega) \} C_1 + \{ b_1(\omega) \} C_2 = 0 \end{cases} \quad (26)$$

Since the determinant of system (26) is zero, the system has non-trivial solutions $\mathbf{C} \neq 0$ in $\mathbb{R}$. Putting, for example $C_1 = 1$ we will get

$$\mathbf{C} = \begin{pmatrix} 1 \\ r_x \alpha \alpha \end{pmatrix} = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \cdot \begin{pmatrix} 1 \\ 0 \end{pmatrix}^T \cdot C_2 = \begin{pmatrix} 1 \\ 0 \end{pmatrix}.$$

The eigenvectors of the differential system (21) with boundary conditions (8) have the form

$$\mathbf{R}_u(r, \omega_k) = \mathbf{B}(r, \omega_k) \cdot \mathbf{B}(r, \omega_k) \frac{1}{\alpha \alpha \alpha}, \quad i = 0, n - 1,$$

where the first coordinate is the eigenfunctions $\mathbf{R}_u(r, \omega_k)$ and the second one is quasi-derivatives $\mathbf{R}_u^{(i)}(r, \omega_k)$ of relevant eigenfunctions.

**Development into Fourier series in its eigenfunctions $\mathbf{R}_u(r, \omega_k)$**. Let $g(r) = \sum_{n=1}^{\infty} g_n(r) \mathbf{R}_u(r, \omega_k)$ be absolutely continuous on $[r_0, r_a]$ function, which has different analytical expressions $g(r)$ at each interval $[r, r_1]$. Function development $g(r)$ in the Fourier series on its eigenfunctions $\mathbf{R}_u(r, \omega_k)$ of tasks (19), (20) has an appearance

$$g(r) = \sum_{k=1}^{\infty} \mathbf{R}_u \frac{1}{r_0} \cdot r \cdot \mathbf{R}_u(r, \omega_k) dr,$$

where the Fourier coefficients $g_k$ are calculated by the formula [8]

$$g_k = \frac{1}{\| \mathbf{R}_u(r, \omega_k) \|^2} \sum_{n=1}^{\infty} \mathbf{R}_u(r, \omega_k) \frac{1}{r} \cdot g(r) \cdot r \cdot \mathbf{R}_u(r, \omega_k) dr,$$

and $\| \mathbf{R}_u ^2 \|$ – the square of the norm of eigenfunctions $\mathbf{R}_u(r, \omega_k)$.

**Building a mixed task solution for a function $v(r, \tau)$**. The scheme of constructing the solution of this problem by the method of eigenfunctions is described in detail in [8]. This solution is represented as a vector function

$$\mathbf{v}(r, \tau) = \sum_{k=1}^{\infty} f_k \cdot e^{-\alpha \omega_k \cdot r} \cdot u_k(r) \cdot \mathbf{R}_u(r, \omega_k), \quad (27)$$

where $f_k$ and $u_k$ are coefficients of development of the initial condition $f(r)$ and of the function $\frac{\partial u}{\partial \tau}$ respectively into Fourier series by the system of eigenfunctions $\mathbf{R}_u(r, \omega_k)$, the first coordinate is the desired function $v(r, \tau)$, and the second is its quasi-derivative $\mathbf{v}^k(r, \tau)$.

Given (12) and (27), we obtain the solution of the original problem (1-3)

$$t(r, \tau) = \sum_{k=1}^{\infty} \mathbf{R}_u(r, \omega_k) \cdot \mathbf{R}_u(r, \omega_k) \frac{1}{\alpha \alpha \alpha} \cdot \mathbf{R}_u(r, \omega_k).$$

**Model example**. Consider the problem of heating a four-layer hollow cylindrical structure made of different isotropic layers. At the initial time, the temperature of the structure and the environment is 20 °C. The ambient temperature that washes the outside changes by law $t_{\text{env}}(\tau) = 660(1 - e^{-0.032 \cdot \tau} - 0.313 e^{-0.032 \cdot \tau}) + 20$. The ambient temperature in the middle of the structure is constant, and is 20 °C. Thermal characteristics of the design for calculation: radii of layers $r_1 = 0.1 \text{ m}$, $r_2 = 0.15 \text{ m}$, $r_3 = 0.35 \text{ m}$, $r_4 = 0.38 \text{ m}$, $r_5 = 0.44 \text{ m}$; coefficients of thermal conductivity $\lambda_1 = 0.76 \text{ W/m} \cdot \text{°C}$, $\lambda_2 = 1.92 \text{ W/m} \cdot \text{°C}$, $\lambda_3 = 0.09 \text{ W/m} \cdot \text{°C}$, $\lambda_4 = 2.5 \text{ W/m} \cdot \text{°C}$; specific heat capacity $c_0 = 870 \text{ J/kg} \cdot \text{°C}$, $c_1 = 550 \text{ J/kg} \cdot \text{°C}$, $c_2 = 1140 \text{ J/kg} \cdot \text{°C}$, $c_3 = 350 \text{ J/kg} \cdot \text{°C}$, density $\rho_0 = 1000 \text{ kg/m}^3$, $\rho_1 = 2500 \text{ kg/m}^3$, $\rho_2 = 400 \text{ kg/m}^3$, $\rho_3 = 1600 \text{ kg/m}^3$; the intensity of the internal heat source $q_0 = 960 \text{ W/m}^2$, $q_1 = 1150 \text{ W/m}^2$; heat transfer coefficients $\alpha_0 = 4 \text{ W/m}^2 \cdot \text{°C}$, $\alpha_4 = 25 \text{ W/m}^2 \cdot \text{°C}$.

The results of the calculations are shown in Fig. 1.

Consider the same structure which is heated to a temperature of 1100 °C and placed in an environment that washes the inner and outer surfaces of the structure with a temperature of 25 °C. The coefficients of heat exchange are $\alpha_0 = \alpha_4 = 40 \text{ W/m}^2 \cdot \text{°C}$. The results of the calculations are shown in Fig. 2.

---

Fig. 1. Heating of a four-layer cylindrical structure
The system of equations (7) and (21) is in a class of absolutely continuous on \([r_0, r_1]\) vector functions, which meets the conditions of perfect thermal contact. In this connection, when setting the initial problem (1—3), there are no conjugation conditions (equality of temperature and heat fluxes).
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Моделирование процесса теплообмена в многослойном полом цилиндре с учетом внутренних источников тепла
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Цель. Установить особенности распределения нестационарного температурного поля по толщине многослойного полого цилиндра в условиях конвективного теплообмена на его поверхностях с учетом наличия внутренних (распределенных) источников тепла.

Методика. Для достижения поставленной цели был применен прямой метод решения краевых задач теории теплопроводности, который включает в себя применение метода редукции, концепции квазипроизводных, метода разделения переменных и модифицированного метода собственных функций Фурье.

Результаты. Решение поставленной задачи получено в замкнутом виде, что позволило создать алгоритм расчета распространения нестационарного температурного поля в многослойных полых цилиндрических конструкциях в условиях конвективного теплообмена на его поверхностях и наличии внутренних источников тепла. Стоит отметить, что в такие алгоритмы входит только: а) нахождение корней характеристического уравнения; б) умножение конечного числа известных (2 × 2) матриц; в) вычисление определенных интегралов; г) суммирование необходимого количества членов ряда для получения заданной точности. Изменение краевых условий третьего рода на любые другие краевые условия не вызывает никаких существенных трудностей в решении поставленной задачи.

Научная новизна. Получено решение задачи о распространении нестационарного температурного поля в многослойном полом цилиндре при наличии внутренних источников тепла и конвективного теплообмена на его поверхностях.

Практическая значимость. Внедрение результатов исследования позволяет исследовать процессы нагревания или охлаждения многослойных цилиндрических полых конструкций с учетом внутренних источников тепла, которые встречаются в ряде прикладных задач. Это задачи, которые могут быть связаны с процессами охлаждения тепловыделяющих элементов атомных электростанций, изменения температурного поля при микродуговом оксидировании, нагрева электронных компонентов при прохождении электрического тока.
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