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Abstract

Face verification aims at determining whether a pair of face images belongs to the same identity. Recent studies have revealed the negative impact of facial makeup on the verification performance. With the rapid development of deep generative models, this paper proposes a semantic-aware makeup cleanser (SAMC) to remove facial makeup under different poses and expressions and achieve verification via generation. The intuition lies in the fact that makeup is a combined effect of multiple cosmetics and tailored treatments should be imposed on different cosmetic regions. To this end, we present both unsupervised and supervised semantic-aware learning strategies in SAMC. At image level, an unsupervised attention module is jointly learned with the generator to locate cosmetic regions and estimate the degree. At feature level, we resort to the effort of face parsing merely in training phase and design a localized texture loss to serve complements and pursue superior synthetic quality. The experimental results on four makeup-related datasets verify that SAMC not only produces appealing de-makeup outputs at a resolution of $256 \times 256$, but also facilitates makeup-invariant face verification through image generation.

1. Introduction

As one of the most representative regions of a human being, face acts as a vital role in biometrics. The appearance of a face is often deemed as a crucial feature for identifying individuals. Most face verification methods determine whether a pair of face images refers to the same person by comparing certain facial features from the given images. Following the remarkable progress of face verification research [26, 27, 24, 13, 30, 10, 29], the related technology brings great convenience to our lives ranging from social media to security services. Nevertheless, it is worth noticing that most of these application scenarios are concerned in information security and the importance of algorithm reliability is self-evident. Facing various special situations, there is still a long way to solve the problem thoroughly.

Although face is an inherent surface area of a person, its appearance on images may alter due to many factors, e.g., view angles, expressions and makeup changes. Among these factors, the makeup change has caught more attention than ever because of the striking development of facial cosmetics and virtual face beautification. Makeup is usually used to conceal flaws on the face, enhance attractiveness or alter appearance. Not only females, there are more and more males that agree makeup being a daily necessity and even a courtesy on certain occasions. Comparing to view angle and expression changes that are mostly out of uncooperative behaviors, makeup is a special case that may be inevitable during photographing. However, the appearance changes caused by makeup will also decrease the verification performance, just like other factors. This paper studies to remove facial makeup even under cases with pose and expression variations.

A typical facial makeup style can be divided into three
main parts according to their locations: eye shadows, lipstick and foundation [3, 16]. The comprehensive effects of various cosmetics can lead to significant changes on facial appearance. Since there are theoretically innumerable kinds of makeup styles, the nondeterminacy and variability make it quite difficult to match the images before and after makeup. Besides, makeup is different from plastic surgery for it concerns non-permanent changes and is easy to be cleansed. In contrast to skin care products, cosmetics are regarded as a harm to skin health and thus most people only wear makeup when meeting others. The convenient facial changes induced by makeup are reported in [5] to have posed a severe impact on face verification systems (which often depend much on capturing various cues from facial appearance). In this paper, we study the effect of makeup and contrive to alleviate its impacts on face verification performance in a generative way.

To address makeup-invariant face verification, much efforts have been made in the past decade and we sum them up in two main streams. Early methods concentrate on extracting discriminative features directly from input images. By maximizing correlation between images of the same subjects, these methods map images into a latent space for better classification performance. The mapping function can be designed manually [11, 7, 4] or learned by a deep network [25]. Another stream resorts to the success of deep generative models and uses the makeup removal outputs for verification, represented by [17, 18]. Given a face image with makeup, these methods first generate a non-makeup and identity-preserving image based on the input. And then the generated images along with real non-makeup images are utilized for verification. Since this stream makes changes at image level, it achieves the advantage of adapting existing verification methods for makeup problems with no requirement of retraining.

However, [17, 18] formulate makeup removal as a one-to-one image translation problem, which in fact lacks rationality. During training, there is a pair of makeup and non-makeup images of a subject, the networks in [17, 18] force the output to be like the non-makeup ground truth instead of just removing facial makeup. We show a sample pair in Figure 1 and obvious data misalignment can be observed. Apart from makeup, many other factors are also different in two images, including the hair style and the background. In this paper, we argue that makeup removal is naturally a task with unpaired data for it is illogical to obtain a pair of images with and without makeup simultaneously. When removing the makeup, other factors of an output are expected to retain the same with its input, based on the premise of realistic visual quality.

To this end, we propose a Semantic-Aware Makeup Cleanser (SAMC) to facilitate makeup-invariant face verification via generation. As mentioned above, facial makeup is the results of applying multiple cosmetics and different regions can appear different effects. Thus we raise the idea of removing the cosmetics with tailored schemes. Concretely, we adopt two semantic-aware learning strategies in SAMC, in both unsupervised and supervised manners. For an input image with makeup, we first utilize an attention module to locate the cosmetics and estimate their degrees. The attention module is jointly learned with the generator in an unsupervised way, since there is no access to applicable attention maps serving as supervision. The aim of this process is to get explicit knowledge of makeup automatically as well as adaptively. Although the attention module suggests where to stress, its confidence and accuracy are not as satisfying as desired, especially at the beginning of the training phase. To address this issue, we propose a semantic-aware texture loss to set a constraint on the synthesized texture of different cosmetic regions. In addition, the misalignment problem is overcome by a feat of face image warping. By warping the non-makeup ground truth according to its face keypoints, we obtain pixel-wise alignment data, benefiting precise supervision and favorable generation.

2. Approach

2.1. Motivation and Overview

In reality, makeup images are generally acquired in unrestricted conditions, i.e., in the wild. Besides makeup, there exist complex variations including pose, expression, illumination. Although these factor may also impact verification performance and should be adjusted, the proposed SAMC focuses on makeup removal but leaves out other factors for better user experience. When a customer is using a makeup removal system, the changes are expected to be limited to makeup. Therefore, given an image with makeup as the input, our method aims at removing the makeup in a generative manner while retaining other information. The output is expected to achieve appealing visualization as well as sufficient face verification. Different from image style transfer, the effect of cosmetics merely involves certain face areas instead of the global image. Moreover, despite the inaccessibility of exactly aligned data, we can acquire image pairs of a subject, one with makeup and the other without. With proper processes and strategies, these image pairs can provide superior supervision.

To fully utilize the image pairs without exact alignment, we propose a semantic-aware makeup cleanser to remove facial cosmetics with tailored strategies. The simple yet effective method is implemented by a network that mainly contains a generator $G$ and an attention module $A$. We employ image pairs $\{X_1, Y_1\}, \{X_2, Y_2\} \cdots$ to train the network and assume that $X \in \mathcal{X}$ and $Y \in \mathcal{Y}$ represent images with and without makeup. It is noting that $\{X_i, Y_i\}$ refer to the same identity but may differ in expression, pose, back-
ground, etc. To obtain pixel-wise supervision, we warp the non-makeup ground truth $Y_i$ according to $X_i$, yielding the warped non-makeup ground truth $W_i$. The warping process consists two steps: 1) detecting 68 facial keypoints by [1], and 2) non-linear transformation in [22]. In the following, we will elaborate the network and loss functions in details.

2.2. Basic Model

We first describe the basic model of SAMC which is typically a conditional generative adversarial network [6, 12] with an identity constraint, similar as [17]. The diagram of the basic model lies in the top right corner of Figure 2. Taking $X \in \mathbb{R}^{w \times h \times 3}$ as the input, the basic model produces the makeup removal result $Z \in \mathbb{R}^{w \times h \times 3}$ though the generator $G$. Different from [17] that forces $Z$ to resemble $Y$, we expect the changes to be limited in cosmetic areas while other regions are kept the same as the input. Therefore, the U-net structure [21, 12] is adopted in the generator $G$ for its skip connections help to maintain abundant context information during the forward pass. Instead of mapping to the output $Z$ directly, the network learns a residual result as a bridge, inspired by the success of ResNet [9]. The final output $Z$ is obtained by adding the residual result to the input $X$.

The generator $G$ receives two types of losses to update parameters in the basic model, i.e., an adversarial loss and an identity loss. The vanilla GAN [6] uses the idea of a two-player game tactfully to achieve the most promising synthetic quality. The two players are a generator and a discriminator that compete with each other. The generator aims at producing samples to fool the discriminator, while the discriminator endeavours to tell real and fake data apart. To refrain from artifacts and blurs in the output, we train a discriminator to serve the adversarial loss which can be formulated as

$$L_{adv} = \mathbb{E}_Y[\log D(Y)] + \mathbb{E}_{X,Y}[\log(1 - D(Z))].$$

In addition to removing makeup, we also expect that the generated images can maintain the identity of the original image, contributing to improve the verification performance across makeup status. Different from visual quality, verification performance is calculated by comparing image features extracted by tailored schemes. For face verification, the key issue is to generate images with qualified features that indicates identity. Thus we also use the identity loss to keep the identity information consistent. The identity loss is used as a classical constraint in a wide range of applications, e.g., super-resolution [14], face frontalization [2], age estimation [15], and makeup removal [17]. Similar to [17], we employ one of the leading face verification networks, i.e. Light CNN [29], to obtain the identity information of an face image. The ID loss is calculated by

$$L_{ID} = \mathbb{E}_{Y,Z}[\|F(Z) - F(Y)\|_2].$$

where $F(\cdot)$ represents the pre-trained feature extractor. Noting that the parameters in $F(\cdot)$ stay constant during training.
2.3. Attention Module

By comparing images before and after makeup of a certain subject, we observe that the facial changes caused by makeup only concern several typical regions, like eye shadows and lips. Existing makeup removal methods like [17] treat the problem as a one-to-one image translation task and force the output to resemble the non-makeup image in the dataset. This behavior violates the observation above and thus is not capable of generating satisfying results. Instead, when removing makeup, we should concentrate on these cosmetic regions and leave other unrelated image areas out. In this paper, an attention module is developed to enhance the basic model by distinguishing where and how much are the cosmetics in a pixel-wise way.

On the other hand, the attention map can also contribute to ignore the severe distortion in the warped non-makeup image \( W \) as shown in Figure 2. The aim of the warping process is to alleviate data misalignment and provide better supervision. However, the warping is based on matching the facial keypoints on two images and the distortion is somewhat inevitable after the non-linear transformation. If provided with distortion-polluted supervision, the generator may be misguided and produce results with fallacious artifacts and distortion. To mitigate this risk, we adopt the attention map to adaptively decide where to believe in the warped image. We present a learned attention map \( A \in \mathbb{R}^{w \times h} \) in Figure 2. The element in \( A \) is normalized between 0 and 1. In Figure 2, we adjust the colour of \( A \) for better visualization. It can be concluded that the makeup focuses on eye shadows and lips, in accord with common sense. In general, there are dark and light pixels in \( A \). The dark ones indicate that the makeup removal result at this pixel should be like \( W \), and the light pixel should be like \( X \). In this way, the distortion pixels are successfully neglected owing to their weights close to 0. We formulate the intuition as the reconstruction loss, which is calculated by

\[
L_{rec} = |A \odot W - A \odot Z| + |(1 - A) \odot X - (1 - A) \odot Z| \quad (3)
\]

where \( \odot \) represents element-wise multiplication between matrices.

Nevertheless, there is another problem that the attention map is easy to converge to all 0 or all 1. When the attention map is all 0, it means that \( Z \) is driven to be the reconstruction of \( A \). If the attention map is all 1, \( Z \) is induced to imitate \( W \). Neither case is expected to occur. To avert these cases, [19] introduces a threshold to control the learning effect of the attention map. However, it is difficult to choose an appropriate value for the threshold. Different from it, we employ a simple regularization to address the problem, which is implemented by the additional L1 norm constraint between the two terms in Equation 3. This regularization prevents the two terms from being too large or too small, and thus restricts the value in the attention map consequently. A balanced weight is introduced to control the contribution of the regularization and we empirically set it as 0.2.

2.4. Semantic-Aware Texture Loss

The attention map is learned along with the generator to indicate makeup at image level. Considering that it is learned in an unsupervised manner, the confidence and accuracy cannot be ensured, especially at the beginning of the training process. Hence, we explore other supervision to pursue better generation quality and stable network training. To this end, a Semantic-Aware Texture (SAT) loss is proposed to make the synthesized texture of different cosmetic regions realistic. As has been analyzed, makeup is substantially a combination of cosmetics applied to multiple facial regions. A typical makeup effect can be divided into foundation, eye shadows and lipsticks. Based on these, we resort to the progress of face parsing [28] and further adapt the parsing results to obtain different cosmetic regions. Figure 3 presents a set of parsing results. There are three colours in Figure 3(c), each standing for a cosmetic region.

The aim of the SAT loss is to resemble the local texture of \( Z \) to that of \( Y \). After acquiring the cosmetic region label map of \( X \) and \( Y \), the mean \( \mu \) and standard deviation \( \sigma \) of each feature region is calculated accordingly. Noting that 1) we assume that \( Z \) shares the label map with \( X \) for their appearance merely differs in makeup effects, and 2) the label map has been resized according to the corresponding feature map. As for the texture extractor, we continue to adopt \( F(\cdot) \) but only use the output of the second convolutional layer. Finally, the SAT loss is defined as

\[
L_{sat} = \sum_{i} ||\mu_i^Z - \mu_i^Y||_2 + ||\sigma_i^Z - \sigma_i^Y||_2 \quad (4)
\]

where \( \mu_i^* \) and \( \sigma_i^* \) represent the mean and standard deviation of \( * \) with \( i = \{1, 2, 3\} \) indicating the three cosmetic regions.

In total, the generator updates its parameters based on the elaborated four losses and the full objective is

\[
L_G \triangleq L_{adv} + L_{ID} + L_{rec} + L_{sat}. \quad (5)
\]
3. Experiments

3.1. Datasets and Training Details

We use three public datasets to build our training and test sets. Dataset1 is collected in [7] and contains 501 identities. For each identity, a makeup image and a non-makeup image are included. Dataset2 is assembled in [25] and contains 406 images. Similarly, each identity includes a makeup image and a non-makeup image. Dataset3 (FAM) [11] consists of 519 pairs of images. For fair comparison with other methods, we resize all the images to the resolution of 128 × 128 in our experiments. We also employ the high-quality makeup data collected by our lab to train and test the network. We refer to it as the Cross-Makeup Face (CMF) dataset. There are 2600+ image pairs at high resolution (at least 256 × 256) of 1400+ identities, involving both makeup variations and identity information.

The experiments involve images with two resolutions (128 × 128 and 256 × 256). Our network is implemented based on pytorch. We train SAMC on the CMF dataset and test it on all the four datasets mentioned above. Therefore, the experiments on Dataset 1–3 are conducted in a cross-dataset setting. There are two main subnetworks in SAMC, i.e., the generator \( G \) and the attention module \( A \). In the implementation, \( G \) and \( A \) share the same architecture but update parameters separately. As for the feature extractor \( F(\cdot) \) in Eq. 2 and 4, we utilize the released model of Light CNN which is trained on MS-Celeb-1M [8]. The batch size is set to 8. The model is trained using the Adam algorithm with a learning rate of 0.0001. We set the balanced weights of all the losses as 1 without loss of generality.

### 3.2. Visualization of Makeup Removal

Figure 4 presents some sample results of makeup removal, along with the learned attention of SAMC. Noting that we modify the display effect of attention maps for better visualization. We compare our results with other methods, including Pix2pix [12], CycleGAN [31] and BLAN [17]. Pix2pix and CycleGAN are widely considered as representative methods in supervised and unsupervised image-to-image translation, respectively. To the best of our knowledge, BLAN firstly propose to generate non-makeup images from makeup ones for makeup-invariant face verification. We train these networks from scratch on CMF training data and the configurations are kept the same as described in their papers.

In Figure 4, it can be observed that Pix2pix and BLAN generates images with severe artifacts and distortion. The reason lies in that these methods assume the existence of well aligned data pairs and formulate the image translation problem at pixel level. As has been analyzed, makeup images inherently lack paired data, making the problem more difficult to tackle with. Although CycleGAN is learned in an unsupervised manner and produces images of higher quality than its neighbours, there exist apparent cosmetic...
residues due to the lack of proper supervision. As for the attention map, it demonstrates that our attention module can locate the cosmetics. And we will discuss the contribution of the attention module in the ablation studies. Comparing with other methods, our network achieves the most promising results. Not only are the cosmetics successfully removed, but also other image details are well preserved.

### 3.3. Makeup-Invariant Face Verification

In this paper, we propose a makeup removal method in the aim of facilitating makeup-invariant face verification via generation. To quantitatively evaluate the performance of our makeup cleanser, we show the verification results of SAMC and related algorithms in Table 1. As introduced above, we adopt the released Light CNN model as the feature extractor. Concretely, each image goes through the Light CNN and becomes a 256-d feature vector. The similarity metric used in all experiments is cosine distance. For the baseline, we use the original images with and without makeup as inputs. For other methods, we instead use the makeup removal results and the original non-makeup images as inputs for verification.

For the CMF dataset, we observe that our approach brings significant improvements on all the three criteria. Instead of forcing the output to resemble the ground truth non-makeup image in the dataset like BLAN, we learn to locate and remove the cosmetics while maintaining other information including pose and expression. The accuracy improvements demonstrate that our network alleviates the side effects of makeup on face verification by generating high-quality images. On the other hand, CycleGAN fails to preserve identity information during generation, even though it produces outputs with moderate quality. The reason is that Pix2pix and CycleGAN are designed for general image translation and take no discrimination into account. For fair comparison, we further conduct experiments on three public makeup datasets and the results are exhibited in Table 2.

| Method | Dataset 1 | Dataset 2 | FAM |
|--------|-----------|-----------|-----|
|        | [7] [25] [20] [11] | VGG [23] | LightCNN [29] | BLAN [17] | ours |
| Dataset 1 | 80.5 82.4 - - 89.4 92.4 94.8 96.1 | | | | |
| Dataset 2 | - - 68.0 - - 86.0 91.5 92.3 96.7 | | | | |
| FAM | - - 59.6 62.4 81.6 86.3 88.1 94.8 | | | | |

It is worth noticing that BLAN is trained on these datasets while our SAMC is trained on CMF and tested on these without adaptation. Thanks to the stability of our network, SAMC can still outperform other methods in cross-dataset settings.

Besides, ablation studies are conducted to evaluate the contribution of each component in SAMC. We remove or modify one of the components and concern the changes in the corresponding metrics to verify their importance. To study the used loss functions to train the generator, we build three variants: 1) training without the ID loss, 2) training without the SAT loss, and 3) training without the adversarial loss. Since the reconstruction loss involves the learned attention map, we utilize different attention schemes to analyze the effect of the attention module. In particular, the attention map is set to all 0 and all 1, respectively. The quantitative verification results are reported in Table 1 for comprehensive and fair comparison. The “\" and the “w\o” represent “without”. As expected, the performance of removing either component will experience a drop. By observing the accuracies in Table 1, we can find that there is an apparent decline when removing the ID loss. It indicates the effectiveness and importance of the ID loss in preserving discriminative information at feature level.

### 4. Conclusion

In this paper, we focus on the negative impact of facial makeup on verification and propose a semantic-aware makeup cleanser (SAMC) to remove cosmetics. Instead of considering makeup as an overall effect, we argue that makeup is the combination of various cosmetics applied to different facial regions. Therefore, a makeup cleanser network is designed with integration of two elaborate schemes. At image level, an attention module is learned along with the generator to locate the cosmetics in an unsupervised manner. Specifically, the elements in the attention map range from 0 to 1 with different values indicating the makeup degree. At feature level, a semantic-aware texture loss is designed to serve complements and provide supervision. Experiments are conducted on four makeup datasets. Both appealing makeup removal images and promising makeup-invariant face verification accuracies are achieved, verifying the effectiveness of SAMC.
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