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A. Data

Mobility data

The mobility survey in Switzerland during COVID-19 was conducted by the company intervista AG on behalf of the Swiss Federal Statistical Office, the Statistical Office of the Canton of Zurich, the Swiss National COVID-19 Science Task Force, and the KOF Swiss Economic Institute. The study population was chosen to be representative by age, sex, and region, according to targets provided by the Swiss Federal Statistical Office. Data were collected in anonymized form in line with the Federal Act on Data Protection and the General Data Protection Regulation. All participants consented to the use for scientific purposes. Ethics approval for this study
was obtained by the institutional review board at ETH Zurich (reference number EK 2020-N-179).

The survey provided longitudinal mobility data by tracking participants throughout the year 2020. Overall, 70% of participants in the panel were tracked throughout the full year, i.e., complete longitudinal data were captured from them. The remaining participants were subject to dropout and were replaced by new participants while ensuring the representativeness of the panel by age, sex, and region. Thereby, the panel was kept at a table size. Moreover, all mobility metrics were computed using a response weighting procedure that takes the daily data basis into account.[1] Movements of each participant were continuously tracked via triangulation between cell towers and Wi-Fi hotspots, data from movement sensors of the mobile phone, and interactions with Bluetooth beacons.[1] The mobile phone of a participant did not have to be actively used in order to be tracked; it only had to be carried with them and switched on. Moreover, the rate of daily mobile phone carriage among mobile phone owners in Switzerland can be expected to be very high across the entire population, as has also been indicated by internal validation of the data provider. The mobility data is therefore likely to capture the majority of movements of the participants. Data on the daily travel distance and movement radius of the participants were provided in aggregated form (mean and interval-censored distribution). Analogous to the estimates of the effective reproduction number, the data were smoothed with a 3-day moving average. Moreover, the data were stratified by mode of transport, travel purpose, and various sociodemographic characteristics. Mode of transport and travel purpose were inferred from statistical models. For this, data on location and speed, sensor data from the phone, site data (e.g., public transport stations, shops, restaurants),
and profiles of participants (e.g., car ownership) were used. The inferred mobility patterns were validated with secondary mobility data as part of internal validation procedures of the data provider. Modes of transport were categorized into “car/motorcycle”, “public transport”, “foot”, and “other modes”. Here, “public transport” refers to travel by train, tram, or bus, and “other modes” refers to travel by bike, mountain railway, or ship. Travel purposes were categorized into “occupation”, “shopping” and “leisure”. Here, “occupation” refers to work and education, and “leisure” refers to recreational activities, including restaurant visits. The movement radius was measured as the maximum distance from the place of residence. Sociodemographic characteristics, i.e., age group, employment status, household size, and urbanisation level, were obtained from digital polls. Stratification by age group and employment status was used in the main analysis, stratification by household size and urbanisation level was used in a robustness check. The urbanisation level was inferred from the place of residence and categorized into “urban” and “rural”, according to criteria of the Swiss Federal Statistical Office. Here, “urban areas” were defined as municipal centres and agglomeration, while “rural areas” were defined as countryside and suburban municipalities.

**Effective reproduction number**

Estimates of the time-varying effective reproduction number $R_t$ of COVID-19 in Switzerland were provided by the Swiss National COVID-19 Science Task Force. The estimates are based on publicly available data and additional information from the Federal Office of Public Health. Estimated is the *instantaneous* effective reproduction number, which compares the number of infections on day $t$ with the number of infectious individuals on the
same day, scaled by their current infectiousness. Moreover, the delay between infection and reporting of cases was taken into account through a preceding deconvolution step. Hence, the estimates of $R_t$ on day $t$ represent the average transmission per person precisely on that respective day $t$, as is recommended for studying the effects of extrinsic factors such as human mobility on transmission. In surveillance practice, these estimates can only be obtained with a delay of several weeks. The estimates were provided as a 3-day moving average.

**Policy measures**

The policy measures considered in this study were selected in a three-step procedure as follows. First, we collected all national COVID-19 policy measures in Switzerland and their corresponding implementation dates from the official regulations of the Swiss Federal Council. Second, we filtered for policy measures that have been considered as relatively influential by recent studies, that is, restrictions concerning private or public gatherings, businesses, or educational facilities. Third, we checked the dates of the policy measures obtained against the dates from the Oxford Government Response Tracker and the Swiss National COVID-19 Science Task Force and found them to be in agreement.

Table A.1 lists the policy measures considered in this study. Note that the measures were each implemented nationwide on the same date. Furthermore, school closures were implemented at both the primary and the secondary level.

In the first wave, school closures and venue closures were implemented with a time difference of one day. To ensure identifiability of their effects, both measures were combined by encoding them as a single dummy variable ac-


| Measure                                      | Description                                                                 | Time period                  |
|----------------------------------------------|------------------------------------------------------------------------------|------------------------------|
| Public gathering ban >100                    | Ban on gatherings of more than 100 people at events                           | 13-03-2020 – 06-06-2020      |
| School closure                               | Closure of all schools, higher education, and other educational facilities   | 16-03-2020 – 10-05-2020      |
| Venue closure                                | Closure of all shops, restaurants, bars, and recreational facilities         | 17-03-2020 – 10-05-2020      |
| Public gathering ban >5                      | Ban on gatherings of more than 5 people in public places                      | 21-03-2020 – 30-05-2020      |
| Public gathering ban >15                     | Ban on gatherings of more than 15 people in public places                     | 19-10-2020 – end of study    |
| Private gathering ban >10                    | Ban on private meetings of more than 10 people                               | 28-10-2020 – end of study    |
| Venue restrictions                           | Occupancy limits, closing hours from 23 pm – 6 am for restaurants & bars,   | 28-10-2020 – end of study    |
|                                             | closure of night clubs                                                      |                              |

Table A.1: Overview of policy measures in this study.

tive from March 17, 2020 onwards. Our model diagnostics show that this does not substantially influence the estimates. In the second wave, contact restrictions and early closing hours came into effect on the same day. Hence, they were also encoded together as a single dummy variable.
B. Statistical analysis

Study periods

The choice of study periods was based on criteria by the World Health Organization to indicate whether an epidemic is under control (see section 2 in [9]). Time periods with both (1) a high average number of transmissions per infectious person and (2) a substantial proportion of infectious persons in the previous three weeks were selected as follows. (1) A high average number of transmissions per infectious person was defined by the effective reproduction number being above the threshold of one. (2) A substantial proportion of infectious persons was defined by the share of positive COVID-19 tests (test positivity rate) being above 5%. Data on testing in Switzerland was obtained from the Federal Office of Public Health. We used a 3-day moving average to smooth out weekday effects in testing. 

The above criteria returned two time periods: March 2–April 7, 2020 (first wave) and October 1–December 10, 2020 (second wave). The end of the second period was set two weeks before Christmas Eve to exclude changes in reporting practice during the Christmas holidays.

Main model

We linked mobility to the effective reproduction number of COVID-19 via a Bayesian regression model. A Bayesian modelling approach was chosen because it allows to specify weakly informative priors that provide regularization of unrealistic, extremely large positive or negative effects of mobility, thereby ensuring conservative parameter estimates. Moreover, this approach yields estimates of the full posterior probability distribution of parameters and credible intervals which better agree with common-sense interpretations.
of uncertainty than frequentist confidence intervals,[10] and which are thus more useful for decision-making in public health.

The effective reproduction number on day \( t \), denoted by \( R_t \), was modelled to follow a gamma distribution, i.e.,

\[
R_t \sim \text{Gamma}(\alpha, \beta_t).
\]

Here, \( \alpha \) and \( \beta_t \) is the shape and rate parameter of the gamma distribution, respectively, that define the expected value of the effective reproduction number on a given day \( t \) as \( \mathbb{E}[R_t] = \mu = \frac{\alpha}{\beta_t} \). We modelled the expected value with the following regression function of the explanatory variables using a log-link:

\[
\mu(R_t) = \exp \left( \delta_{\text{wd}(t)} + \sum_{j=1}^{J} \gamma_j p_{j,t} + \theta \log \bar{m}_t \right).
\]

The term \( \delta_{\text{wd}(t)} \) is an intercept allowed to vary by weekday in order to capture differences between weekdays in reporting and mobility (e.g., due to less reporting and mobility on weekends) that could confound the relationship between mobility and the effective reproduction number. To control for confounding by policy measures, the dummy variable \( p_{j,t} \) was included, which equals 1 if policy measure \( j \) was in effect on day \( t \), and 0 otherwise. The parameter \( \gamma_j \) can be interpreted as the log expected change in \( R_t \) when policy measure \( j \) was implemented, conditional on the day of the week, mobility, and the other policy measures. The explanatory variable \( \bar{m}_t \) is the sample average of the daily travel distance in the study population on day \( t \). A logarithmic transformation of \( m_t \) was used to measure changes in mobility on a relative scale. The parameter \( \theta \) is the main parameter of interest and captures the effect of mobility. It can be interpreted as the expected per-
percentage change in $R_t$ associated with a 1% change in mobility, conditional on the day of the week and the policy measures.

A property of the gamma distribution is that the variance is proportional to the mean. Specifically, if the effective reproductive number is gamma distributed, its variance function on day $t$ is given by

$$\frac{\alpha}{\beta_t^2} = \frac{\left(\frac{\alpha}{\beta_t}\right)^2}{\alpha} = \frac{(\mu(R_t))^2}{\alpha}. \quad (B.3)$$

This shows that the estimated variance of $R_t$ on a given day is proportional to the square of the expected value predicted by the regression function. The property enables us to capture that $R_t$ may vary more, and, hence, be more uncertain as it takes larger values.

**Models for subgroups**

We further analysed how the estimated mobility effect differs when using mobility data only of a certain mode of transport or travel purpose, or from participants of a certain sociodemographic subgroup (age group, employment status). Here, we used a separate model for each mode of transport, travel purpose, and sociodemographic subgroup. The respective average daily travel distance was used as explanatory variable, i.e. the regression function was defined as

$$\mu(R_t) = \exp \left( \delta_{wd(t)} + \sum_{j=1}^{J} \gamma_j p_{j,t} + \theta \log \bar{m}_{k,t} \right), \quad (B.4)$$

where $\bar{m}_{k,t}$ denotes the average daily travel distance for mode of transport, travel purpose, or sociodemographic subgroup $k$. Apart from the changed explanatory variable, the model specification was the same as for the main model.
Models for movement radius

We also analysed the effects of the movement radius. Five different categories for the movement radius were distinguished, i.e., residential ($<500$ m), local (500 m–2 km), municipal (2 km–10 km), regional (10–50 km), and long-range (>50 km). Here, the model used was similar to the main model, but, instead of the average travel distance, the share of the population that travelled within a certain movement radius was defined as explanatory variable. The model is

$$\mu(R_t) = \exp\left( \delta_{\text{wd}(t)} + \sum_{j=1}^{J} \gamma_j p_{j,t} + \theta_l d_{l,t} \right),$$  \hfill (B.5)

where $d_{l,t}$ is the share of the population travelling within movement radius $l$ on day $t$. Note that, in this model, no logarithmic transformation of mobility was used as the share is already on a relative scale. Thus, $\theta_l$ can be interpreted as the expected percentage change in $R_t$ associated with an increase in the share of the population travelling in movement radius $l$ by one percentage point, conditional on the day of the week and the policy measures. A separate model was fitted for each movement radius.

Model priors

Table B.2 provides an overview over the choices of priors for the parameters in our models. We used weakly informative priors for all parameters. The priors on the parameters related to policy measures and mobility reflect weak assumptions about the range of realistic effect sizes. All other priors were informed by the general recommendations from the Stan development team.[11]

Similar to the approach taken by Brauner et al.[7] we modelled the effects of policy measures using an asymmetric Laplace prior on the parameters $\gamma_j$. 
This prior allows for both positive and negative effects of policy measures since it cannot be a priori excluded that policy measures may lead to increases in the effective reproduction number. With the prior chosen, 90\% of the probability mass was placed on positive effects, implying that policy measures were assumed to be far more likely to reduce the effective reproduction number than to increase it. The highest probability was assigned to an effect size of zero. The scale parameter of the asymmetric Laplace distribution furthermore reflects the assumption that policy measures may reduce $R_t$ by up to 50\%. Note that we modelled the effects of policy measures conditional on mobility. The conditional effects are most likely smaller than the unconditional effects of policy measures.

The parameter for the effect of mobility was also given an asymmetric Laplace prior. Again, both positive and negative effects were allowed. This implies that decreases in mobility may also lead to increases in the effective reproduction number, but 90\% of the probability mass was placed on positive effects and the highest probability was assigned to an effect size of zero. The scale parameter was chosen such that for a 1\% decrease in mobility, a 1\% reduction in the effective reproduction number is expected, and reductions of up to 3\% are probable. In the models for the different modes of transport, travel purposes, and sociodemographic subgroups, the parameter for the effect of mobility is given the same prior as in the main model.

The effects of movement radius were given a normal prior centred at zero, since it cannot be a priori known whether the increase in the share of a certain movement radius would increase or decrease the effective reproduction number. The standard deviation chosen reflects our expectation that, for a one percentage point increase in the share of a movement radius, an increase or decrease in $R_t$ of more than 20\% is unlikely.
The priors on the weekday-specific intercepts are weakly informative and encompass potential relative differences between weekdays due to reporting and mobility patterns. The shape parameter $\alpha$ of the gamma distribution for $R_t$ was also given a weakly informative prior. The rate parameter $\beta_t$ of the gamma distribution for $R_t$ is however not assigned a prior since it is calculated as $\frac{\alpha}{\mu(R_t)}$. Therefore, its prior is implicitly given by the priors on $\alpha$ and $\mu(R_t)$. Similarly, the variance of $R_t$ is a function of $\mu(R_t)$ and $\alpha$, hence its prior is also defined implicitly.

| Parameter | Description | Prior | Models |
|-----------|-------------|-------|--------|
| $\theta$  | Mobility effect | ALD($\lambda = 3, \kappa = 0.35$) | (I) |
| $\theta_k$| Mobility effect for mode, purpose, or subgroup $k$ | ALD($\lambda = 3, \kappa = 0.35$) | (II) |
| $\theta_l$| Mobility effect for movement radius $l$ | Normal($\mu = 0, \sigma = 10$) | (III) |
| $\gamma_j$| Policy measure effect | ALD($\lambda = 15, \kappa = 3$) | (I), (II), (III) |
| $\delta_{wd(t)}$| Intercept for weekday $wd(t)$ | Student-t($\nu = 3, \mu = 0, \sigma = 1$) | (I), (II), (III) |
| $\alpha$  | Shape parameter of gamma distribution for $R_t$ | Exponential(0.05) | (I), (II), (III) |

ALD: asymmetric Laplace distribution

**Table B.2: Prior choices for model parameters.** (I) refers to the main model, i.e., for the total average daily distance. (II) refers to the models for modes of transport, travel purposes, or sociodemographic subgroups. (III) refers to the model for movement radius.

C. Model diagnostics

The parameter estimates were analysed with common Bayesian model diagnostics to ensure model fit, a sufficient effective sample size, convergence of
the chains, and absence of highly influential observations. Here, we followed recommendations by Gelman et al.\[12\] and the Stan development team\[13\].

Posterior predictive checks

Model fit was assessed by comparing the posterior predictive distribution with the given estimates of the effective reproduction number. For each model, we simulated 4000 draws from the posterior distribution of the model parameters to predict $R_t$ values for the same time periods used to fit the model and compared them to the given $R_t$ estimates (Fig. C.7). The posterior predictive distributions fitted the given estimates well, indicating good fit of all models. For brevity, we only show the fit for the main model in Fig. C.7, the posterior predictions from all other models were similar.

Figure C.7: Comparison of posterior predictive distribution with observed values. The black line shows the given estimates of $R_t$. Shaded areas (dark and light blue) represent the 80% and 95% credible intervals of model predictions, respectively.
Effective sample size

The ratio of the effective sample size to the total sample size was computed for each model parameter (Fig. C.8). The ratio was around 0.5 for most parameters and above 0.1 for all parameters, indicating a sufficient number of independent draws from the posterior distribution.

Figure C.8: Ratio of the effective sample size to the total sample size. Dots and boxplots show the ratios of the effective sample size to the total sample size for different parameter groups and models in both waves. Values below 0.1 (i.e., fewer than 400 effective samples out of 4000), which are generally considered problematic, did not occur in any model.

Convergence

For each model parameter, convergence of the Markov chains was assessed via the Gelman-Rubin convergence diagnostic $\hat{R}$. All $\hat{R}$ values are below
1.01, indicating convergence [10] (Fig. C.9).

**Figure C.9: Gelman-Rubin convergence diagnostic (\(\hat{R}\)).** Dots and boxplots show the \(\hat{R}\) values for different parameter groups and models in both waves. Values above 1.01 are considered as an indicator of convergence problems [12] but did not occur for any model parameter.

In influential observations

We checked for influential observations in the data using the tail shape parameter \(k\) of the Pareto importance distribution of each observation, obtained from approximate leave-one-out (LOO) cross-validation with Pareto-smoothed importance sampling (PSIS). The R package loo, version 2.3.1, was used to estimate the Pareto tail shape parameter. Observations with a value of \(k\) less than 0.5 are usually considered not influential, and observations with a value between 0.5–0.7 are considered slightly influential. [14]
No model had observations with an estimated value of $k$ above 0.7 (Fig. C.10), suggesting absence of highly influential observations.
Wave 1 (March 2 – April 7, 2020) Wave 2 (October 1 – December 10, 2020)

Tail shape parameter $k$

Figure C.10: PSIS-based check for influential observations. Crosses show the values of the tail shape parameter $k$ of the Pareto importance distribution of each observation, for each model and wave. Note that all models of a certain category are summarized in one pane. Observations with values below 0.5 are considered not influential, observations with a value between 0.5–0.7 are considered slightly influential, hence the present estimates are not driven by highly influential observations.
D. Robustness checks

The robustness of the estimated mobility effects was analysed with respect to alternative study periods, alternative estimates of the effective reproduction number, and an alternative model specification with autocorrelated errors. We also compared our estimates with unadjusted estimates obtained from models not accounting for potential confounding through policy measures. Moreover, we tested the sensitivity of estimated effects to the use of mobility data from additional sociodemographic subgroups. Furthermore, the model was extended to incorporate changes in testing intensity.

Study periods

We checked the robustness of our results regarding the specific choice of study periods. In our study, we analysed the time periods from March 2–April 7, 2020 (wave 1) and October 1–December 10, 2020 (wave 2). To assess potential sensitivity to this choice, we also tested how the effect estimates changed when slightly extending or shortening the study periods. As shown in Fig. D.11, the differences in estimates from alternative study periods were small. The estimates for study periods with a start date one week later were slightly smaller. This finding was expected because, in both waves, the first weeks of the study periods show the effect of mobility reductions when policy measures were not yet implemented, so their exclusion should slightly reduce the estimated effect of mobility. The estimates for study periods with an end date one week earlier have slightly wider credible intervals, suggesting that the variation of mobility under policy measures observed at the end of the study periods was informative for our estimates.
Figure D.11: Mobility effects for different study periods. Shown are the estimated changes in $R_t$ given a 1% reduction in mobility for the original study period and for study periods with either the start or end date shortened or extended by one week. Posterior means (dots) and the 80% and 95% credible intervals (thick and thin bars) are reported.

We also estimated effects of mobility for the time between the first and second wave. It is important to note that, for the time period in between the waves, estimates of the effective reproduction number were highly uncertain. This can be explained by the overall small number of reported cases. Moreover, the proportion of infectious persons was likely lower than during the waves, as demonstrated by a lower test positivity rate with a minimum of 0.2% (June 18, 2020) over the summer period. We fitted a separate model for each month between the first and second wave. No significant relationship between mobility and $R_t$ was found for any of the six months between the waves (Fig. D.12).
Figure D.12: Mobility effects for the time period inbetween the first and second wave. Shown are the estimated changes in $R_t$ given a 1% reduction in mobility for different months inbetween the first and second wave. Posterior means (dots) and the 80% and 95% credible intervals (thick and thin bars) are reported.

*Other estimates of the effective reproduction number*

In our study, estimates of the effective reproduction number $R_t$ was taken from the Swiss National COVID-19 Science Task Force.\[^{32, 33}\] Specifically, we used the estimates which were computed from the time series of newly hospitalized patients. The Swiss National COVID-19 Science Task Force also provides alternative estimates based on the time series of (1) confirmed cases or (2) reported deaths. Using these estimates for $R_t$, we present estimates for the effect of mobility in the following.

The estimated mobility effects show some sensitivity to the choice of $R_t$ (Fig. D.13). (1) Compared to estimates based on the number of newly hospitalized patients, estimates based on the number of new confirmed cases yield a smaller estimated effect of mobility in the first wave and a larger estimated effect in the second wave. However, the resulting credible intervals
are wider. Generally, estimates based on the number of new confirmed cases are considered potentially sensitive to changes in testing intensity. (2) Estimates based on the number of reported deaths could not be reliably obtained for the beginning of the epidemic and were thus not available for the full study period of the first wave. We therefore report estimates based on the time period March 8 – April 7, 2020 for reported deaths in the first wave. The estimate is smaller than the one based on newly hospitalised patients and again has a wider credible interval. This may be partly due to the missing observations at the beginning of the study period. In the second wave, estimates based on the number of reported deaths yield an estimated mobility effect similar to that based on the number of newly hospitalised patients. The 80% credible intervals of effect sizes overlap for all $R_t$ estimates. We thus consider our qualitative findings to be robust to alternative definitions of $R_t$. 


Figure D.13: Mobility effects for different estimates of $R_t$. Shown are the estimated changes, given a 1% reduction in mobility, in different estimates of $R_t$ either based on hospitalized patients, confirmed cases, or reported deaths. The estimate for reported deaths in the first wave was obtained only for observations after March 8, 2020 onwards due to limited data availability. Posterior means (dots) and the 80% and 95% credible intervals (thick and thin bars) are reported.

Autocorrelated errors

To assess the robustness of our main estimates against autocorrelated model errors, which may be present in time series regressions, we used the same regression function for the main model, i.e.,

$$
\mu(R_t) = \exp \left( \delta_{wd(t)} + \sum_{j=1}^{J} \gamma_j p_{j,t} + \theta \log \bar{m}_t \right),
$$

and added multiplicative errors $\exp(\epsilon_t)$, where $\epsilon_t = \frac{R_t - \mu(R_t)}{\sqrt{\text{Var}[R_t]}}$ are Pearson residuals. We model the residuals to follow an AR(2) process, i.e.,

$$
\epsilon_t = \tau_1 \epsilon_{t-1} + \tau_2 \epsilon_{t-2} + u_t,
$$

The lag order of 2 was chosen by inspecting the autocorrelation function of the posterior predictive errors from the original model. The autocorrelation parameters $\tau_1$ and $\tau_2$ were both given a regularizing normal prior, i.e.,
\( \tau_1, \tau_2 \sim \text{Normal}(0, 0.4) \). The term \( u_t \) is the so-called innovation of the AR process and is implicitly defined for any given day \( t \) through the other parameters of the model and the residuals of previous days. The specification of the model was otherwise analogous to the main model.

Figure D.14 shows the estimated effects of mobility for the main model without autocorrelated errors and for the model with autocorrelated errors. The model with autocorrelated errors estimates slightly stronger effects of mobility, and the estimates are slightly more uncertain for the second wave. Nevertheless, the qualitative findings remain the same.

![Figure D.14](image)

**Figure D.14: Mobility effects without (as in the main paper) and with autocorrelated errors.** Shown are the estimated changes in \( R_t \) given a 1\% reduction in mobility, for models without and with autocorrelated errors. Posterior means (dots) and the 80\% and 95\% credible intervals (thick and thin bars) are reported.

**Adjustment for policy measures**

Previous evidence suggests that policy measures introduced to contain the spread of COVID-19 and reduce transmission have operated to a large extent through reductions in mobility.\cite{16,18} Nevertheless, policy measures may also influence transmission through other means such as physical distancing.
in public, prevention of large gatherings, or enforcement of hygiene measures and face mask use. Thus, policy measures are potential confounders of the relationship between mobility and transmission, as for example measured by the effective reproduction number $R_t$. In our analysis, we have therefore adjusted for the confounding effects of policy measures implemented during the first and second wave in Switzerland, respectively. This was achieved by including dummy variables in our statistical model that indicate whether a measure was in effect on a given day or not. For completeness, we here also report estimates from models that do not adjust for policy measures (Figure D.15).

As expected, the unadjusted estimates for the effect of mobility are larger than the adjusted estimates obtained in our main analysis, indicating the presence of confounding through policy measures. Similar to the adjusted estimates, the unadjusted estimates for the effect of mobility are on the same order of magnitude for both waves, with the estimate for the second wave being mildly larger than for the first wave. Of note, the difference in percentage points between the unadjusted and adjusted estimates for the second wave (0.52, 95% CrI 0.07 to 0.99) is also slightly larger than the difference for the first wave (0.39, 95% CrI 0.05 to 0.80). A potential explanation for this observation is that, during the second wave in Switzerland, policy measures were implemented that aimed at balancing mobility reduction with other factors such as personal hygiene, contact tracing, and behavioural rules. This presents potential for confounding of the relationship between mobility and $R_t$, motivating the inclusion of policy measures as control variables in the main model.
Figure D.15: Mobility effects adjusted (as in the main paper) and not adjusted for policy measures. Shown are the estimated changes in $R_t$ given a 1% reduction in mobility for models adjusting and not adjusting for policy measures. Posterior means (dots) and the 80% and 95% credible intervals (thick and thin bars) are reported.

Further sociodemographic subgroups

The sensitivity of estimated mobility effects to the use of mobility data from a certain sociodemographic subgroup was further assessed through stratification by household size and by urbanisation level. The same model as for the other subgroups was used (see Supplement B). Figure D.16 shows the relative mobility reductions in each subgroup over time. As for age group and employment status, reductions across household size and urbanisation level showed broadly similar declines. Correspondingly, the estimated effects of mobility were also similar, with 80% credible intervals overlapping between the waves and across subgroups (Figure D.17).
Figure D.16: Comparison of relative mobility reductions over time. For both waves, reductions in average daily travel distance, relative to the February average, are shown. Dots represent daily reductions and trend lines show the corresponding 7-day moving average. Comparisons are shown for (A) household size, and (B) urbanisation level.
Figure D.17: Estimated relative effects of mobility. Shown are the estimated changes in the effective reproduction number given a 1% reduction in mobility, for the first and second wave, respectively. Comparisons are shown for (A) household size and (B) urbanisation level. Posterior means (dots) and the 80% and 95% credible intervals (thick and thin bars) are reported.

Testing intensity

Changes in testing intensity over time may influence the effective reproduction number or estimates thereof. On the one hand, an abrupt surge in testing may distort estimates of the effective reproduction number when these are based on confirmed cases, because more testing can lead to a higher proportion of infections that are detected. On the other hand, as detected cases potentially lead to contact tracing and isolation of infectious individuals, a high testing intensity also has the potential to reduce the number of future infections and thus lower the effective reproduction number.

In our study, the direct influence of changes in testing intensity is mostly avoided through the use of $R_t$ estimates that are inferred from the number of newly hospitalized patients. Regarding the indirect effect of testing intensity, we wanted to assess whether testing may confound the effect of mobility
in our model. We thus extended the model by adding the share of positive PCR tests for COVID-19 as another predictor. This share, also called test positivity rate, often serves as an indicator of the intensity of testing relative to the current number of confirmed cases. A low positive rate means that many tests are performed in comparison to the number of new cases detected; therefore, testing is rather comprehensive. On the contrary, a high positive test rate may indicate many further cases which have not been detected and confirmed. Similar to our modelling of mobility effects, we smoothed the test positivity rate with a 3-day moving average and applied a logarithmic transformation to measure changes in testing intensity on a relative scale. We furthermore added a lag of 6 days, because tests performed on a given day can only avoid subsequent infections through contact tracing and isolation. Hence, a change in testing should only change the effective reproduction number with a delay of several days. The chosen lag of 6 days roughly equals the mean generation time of COVID-19. We used a broad gamma prior for the effect of testing intensity, here Gamma(\(\mu = 1, \sigma = 0.5\)). The prior reflects the assumption that for a 1% decrease in the positive rate (which translates to an increase in testing intensity), the effective reproduction number can decrease by up to 6% but will not increase. All other priors are chosen as in the main model.

As shown in Fig. D.18, the estimates for the effect of mobility on the effective reproduction number are almost identical for the models with and without the effect of testing intensity. We thus found no evidence that testing intensity confounded our results.
Figure D.18: Mobility effects without (as in the main paper) and with adjusting for testing intensity. Shown are the estimated changes in $R_t$ given a 1% reduction in mobility, without and with adjusting for the effect of testing on further transmission. Posterior means (dots) and the 80% and 95% credible intervals (thick and thin bars) are reported.
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