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Abstract

Cognitive neuroscience researchers have identified relationships between cognitive load and eye movement behavior that are consistent with oculomotor biomarkers for neurological disorders. We develop an adaptive visual search paradigm that manipulates task difficulty and examine the effect of cognitive load on oculomotor behavior in healthy young adults. Participants (N=30) free-viewed a sequence of 100 natural scenes for 10 seconds each, while their eye movements were recorded. After each image, participants completed a 4 alternative forced choice task in which they selected a target object from the previously viewed scene, among 3 distracters of the same object type but from alternate scenes. Following two correct responses, the target object was selected from an image increasingly farther back (N-back) in the image stream; following an incorrect response, N decreased by 1. N-back thus quantifies and individualizes cognitive load. The results show that response latencies increased as N-back increased, and pupil diameter increased with N-back, before decreasing at very high N-back. These findings are consistent with previous studies and confirm that this paradigm was successful in actively engaging working memory, and successfully adapts task difficulty to individual subject’s skill levels. We hypothesized that oculomotor behavior would covary with cognitive load. However, there were no significant differences between the number or duration of fixations and saccades for high/low performing subjects, or between high/low performing trials for a given subject. Similarly, oculomotor behavior did not act as a predictor of correct/incorrect responses with increasing demand from the N-back task. Similarly, the proportion of each scene viewed was not related to N-back and was not a significant predictor of accuracy. These results suggest that cognitive load can be tracked with an adaptive visual search task, but that oculomotor strategies generally do not change as a result of greater cognitive demand in healthy adults.

Introduction

Where do we look?

The human visual system only allows for high-resolution visual information to be encoded from the fovea (the central ~ 2° of vision). As a result, to estimate the contents of a scene, we move our eyes rapidly around a scene (saccades) in order to focus our central vision on multiple discrete areas (fixations) (for review, see 1,2).

Human vision is reliant on eye movements, however there is still relative debate about what determines where observers will look when told to view a scene. It is well documented that subjects adopt different viewing strategies when performing different tasks, as the way someone looks around a scene is dependent on the current task they are trying to accomplish 3,4. However, it is still unclear how subjects decide where to look when they are given no task or instruction, otherwise known as “free-view”. During free-view, fixation locations may vary significantly from subject to subject 5. Because the ways different individuals view a scene are idiosyncratic, it is unclear what exactly guides eye movements during free-view.
Two main approaches have attempted to explain what guides eye movements during free-view: salience and meaning. Evidence suggests that fixation locations may be driven by areas of higher salience $^6-^9$, while opposing evidence suggests fixation locations are driven by areas of higher semantic meaning $^{10-16}$. The salience approach is based on bottom-up processes, stating that fixations are guided by image features that contrast their surroundings, while the meaning approach is based on top-down processes, stating that fixations are guided by prior experience. Additionally, some evidence suggests that fixation durations may be guided by peripheral content and image features $^{17,18}$. Yarbus’ original study demonstrates that participants will have different scan-paths for the same image, even while performing the same task, suggesting that low level information is not sufficient to predict human gaze $^4$. Recently, deep learning models of gaze-guidance have trained convolution neural networks on the gaze patterns of human subjects (REFs), and have demonstrated greater performance than salience or meaning models alone $^19$. These approaches therefore indirectly incorporate both feed-forward scene statistics with the use of high-level image meaning that guided the fixations of observers who supplied the training eye movements.

Eye movements have proven to be useful diagnostic tools and biomarkers for cognitive functioning. For example, children with reading difficulties exhibit atypical oculomotor behaviors while reading $^20$, and children with autism spectrum disorder exhibit subtle atypical oculomotor behaviors when processing language and social information $^{21,22}$, as well as exhibiting a center bias on images, demonstrating reduced saliency for social-gaze related locations, and prioritizing saliency for pixel-specific locations rather than saliency for overall semantic knowledge $^{22}$. Eye movements can also serve as screening methods for degenerative diseases, such as Alzheimer's, as saccades and smooth pursuit become slowed and less accurate, and viewing strategies become erratic and seemingly random $^23$.

**Cognitive load:**

Cognitive load refers to the amount of active effort being invoked by working memory $^24$. N-back tasks have been widely utilized to measure working memory function, therefore cognitive load can be manipulated with the use of an N-back task. An N-back task presents participants with visual or auditory information and asks the participant to remember that information a specified number (N) of trials later $^25$. Generally, as N-back increases, response latencies increase and response accuracies decrease $^{26-28}$. Increasing the demands of an N-back task has also been shown to activate various areas of the brain associated with working memory $^{26-30}$.

Some studies have demonstrated that eyetracking technology can be used to measure cognitive load, with features such as pupilometry: pupil diameter has been shown to increase in response to increasing levels of cognitive load $^{31-34}$. Different aspects of oculomotor properties (fixation number and duration; saccade length, angle, and velocity; pupil dilation; blink rate and velocity) have been linked to cognitive load $^{35-37}$, and combinations of these features have been proposed as a model for measuring cognitive load $^{36}$. 
Cognitive load vs Perceptual load:

Top-down processing can be affected by an increase in cognitive load, but not perceptual load\textsuperscript{38}. Perceptual load refers to the amount of visual information being presented, and is related to the levels of clutter, distractors, or edges within a scene. Perceptual load is therefore distinct from cognitive load, which refers to the amount of information being processed in the brain, and is related working memory\textsuperscript{38}. Belke et al. (2008) demonstrated that tasks which required semantic knowledge, such as matching a written word with its line drawing, were influenced by the presence of a competitor object, (an object similar in semantic meaning), when assigned an additional working memory task (increased cognitive load), but were not influenced when the number of objects on screen increased (increased perceptual load).

To summarize: if visual search strategies are guided by top-down processing, and increasing cognitive load disrupts top-down processes, then increasing working-memory demands (which we will do with an N-back task) should alter a participant’s visual search strategy. We are interested in seeing if this increased cognitive demand affects a subject’s oculomotor strategies, such as the number and duration of fixations and saccades. Similarly, do subjects who excel with this task, (subjects who can hold a higher number of scenes in working memory, or subjects with higher cognitive load capacities), utilize different oculomotor strategies than subjects who struggle with this task (subjects with low cognitive load capacities)? Do certain oculomotor strategies predict accuracy on this task? We modify an N-back paradigm for visual search in natural scenes and implement an adaptive procedure to maintain constant cognitive load, given large individual differences in visual search performance. The task allows for the analysis of oculomotor behaviors under varying levels of cognitive load.

Similar studies demonstrate a close relationship between attention, cognitive function, and the deployment of eye movements. We therefore hypothesize that changes in attention demand and cognitive load should lead to reliable changes in oculomotor behavior. We also hypothesize that individual differences in performance on a demanding cognitive task should be associated with differences in patterns of oculomotor behavior. In this study, we manipulate cognitive load in a healthy population of young adults and measure eye movement behavior as they perform a demanding visual search task in natural scenes. In this study, we examine if oculomotor behavior, regardless of scene context, can explain some of the differences between how individual subjects view a scene. In a companion paper (Walter et al, 2021), we examine how semantic information in natural images affects oculomotor behavior. We propose an Adaptive N-back task that allows for the comparison of oculomotor behaviors under varying levels of cognitive load.

Methods

Apparatus
Stimuli were presented on a 60cm x 34cm BenQ XL2720Z LCD monitor (BenQ Corporation, Taipei, Taiwan) set to a screen resolution of 1,920 x 1,080 pixels at 120 Hz and run using a Dell Optiplex 9020 desktop computer (Dell Inc. Round Rock, TX) with a Quadro K420 graphics card. The experiment was programmed and run using MATLAB (The MathWorks, Inc., Natick, MA) and the Psychophysics Toolbox Version 3. Observers were seated 63 cm from the monitor with head stabilization secured via chinrest. Eye movements were recorded using an SR Research Eyelink 1000 (SR Research Ltd. Mississauga, Ontario, Canada) and the MATLAB Eyelink Toolbox. The sampling rate was set to 1,000 Hz (note that sampling rate was set to 250 for one subject due to experimenter error, however this did not impede data collection or analysis).

Participants

In total, 33 naïve subjects (7 male, 26 female) with self-reported normal or corrected vision from the Northeastern undergraduate population participated in this study. 3 subjects were excluded due to program crashes (N = 2) or Eyelink calibration issues (N = 1). Subjects were excluded as soon as issues arose, and data collection continued until 30 subjects with usable data were collected (7 male, 23 female). Subjects received course credit as compensation for their time. All subjects read and signed an informed consent form approved by the University Ethics Board before the experiment began, the experimental procedure was approved by the institutional review board at Northeastern University, and the experiment was performed in accordance with the tenets of the Declaration of Helsinki.

Images

In total, 100 images (50 indoor, 50 outdoor), were selected from the LabelMe database. The database, comprised 75,353 total images at the time of selection, was filtered down as a result of the steps listed in Table 1. All images were landscape oriented and were in color.
Table 1

Steps taken to filter through the LabelMe database. List of filters applied, and number of images remaining after filtering, that lead to the unbiased selection of 100 experimental images.

| Images Removed | Images Remaining |
|----------------|------------------|
| < 75% of image surface labeled | 11,822 |
| < 15 unique objects | 2,186 |
| < 1000 x 1000 pixel resolution | 1,629 |
| Portrait images | 1,523 |
| ≥ 25% of unique objects are parts of larger objects | 1,364 |
| ≥ 50% of image is taken up by a single object | 1,311 |
| < 15 unique objects | 975 |
| (excluding broad scenery objects) | |

From these remaining 975 images there were 76 indoor and 899 outdoor scenes, from which we hand selected 50 indoor and 50 outdoor images. Images were manually removed based on criteria similar to above: we removed images with objects taking up a large portion of the frame, blurry images, images with few distinct objects, etc. We also avoided including images that were taken of the same setting at different angles, to ensure no identical objects were overlapping in the database. We sought to ensure that the image database used for this experiment was varied, but also that each image had enough common, unique objects to satisfy the decision task.

Procedure

Participants were shown a short schematic of the instructions (in the form of a PowerPoint presentation) before the experiment began. Subjects were asked if they understood the task before the start of the experiment. All subjects reported yes, and none reported that they struggled with the task due to misunderstanding the instructions. Participants were shown an image for 10 seconds and were instructed to view the scene freely. After 10 seconds, the image was removed and replaced with four small snapshots from different scenes, each centered on objects with the same label from the LabelMe database. One of these snapshots was from the image the participant had previously viewed, and the goal was to identify the corresponding object by clicking a mouse cursor on it. For example, a forced choice task could be of four different lamps, with one of the lamps from the target scene, and the other three from other scenes within the experiment, without replacement. Participants received immediate feedback on their answer. Whenever a subject answered two trials correctly in a row, they received a prompt that read “Now look for objects from the image (N) back”. N would change depending on subject’s performance. N started at zero, meaning the choice task was referring to the image immediately
preceding it. Every time a subject answered two trials in a row correctly, N was increased by one. If at any point a subject answered incorrectly, N was decreased by one (Fig. 1).

The experiment was composed of 100 trials across 4 blocks (25 trials per block). A standard Eyelink 9-point eye tracker calibration task was completed before the start of each block. Images were presented in random order for each participant. There was a mandatory break between blocks, and participants were instructed to tell the experimenter when they were ready to continue. Participants were told that they did not have to remember the previous image stream during a break, as N was reset to zero at the start of each new block.

All images were scaled to be approximately the same size (1,280 x 960 pixels) when presented in the experiment. Images were rescaled according to their largest dimension in order to maintain their original aspect ratio. The forced choice task was comprised of objects taken from the 100 images used in the dataset. For each trial, one object was randomly chosen from the list of labeled objects in the LabelMe file for each image. The full database was scanned for matches of that object label. If the object did not reoccur at least 3 times within the dataset, a different object was chosen. Three objects with the same label were chosen at random and used as distracters alongside the target object in the forced choice task. Only one object was sampled from each image at a time. Only objects larger than 100 x 100 pixels were used to prevent excessive magnification in the alternative choice display. Objects were taken from a rectangular section of the original image, with a surrounding 10% of the object's dimensions included. This was done to provide a small amount of image context for each object. In pilot studies, we grabbed only the object with no background context for the alternative choice display, however, this proved to be too difficult for subjects to complete. The objects were scaled to be approximately the same size as each other (maximum dimension of 300 pixels), while maintaining their original aspect ratios, but different from their size in the original scene.

**Results**

In total, 1% of trials were missing due to Eyelink error (30 out of 3000 total trials). There were high levels of individual differences in performance on this task: the highest maximum N-back reached was 10 (1 participant), and the lowest maximum N-back reached was 2 (1 participant). The median N-back reached was 5, and the mode was 4 (Fig. 2). This wide distribution of maximum N-back achieved demonstrates the variability of subjects on this task, while simultaneously exemplifying the notion that this adaptive task can be suited to a number of participants, regardless of overall ability on the cognitive load task.

There were both learning and fatigue effects throughout the experiment, providing evidence that our task was successful in increasing cognitive load. We compared the rate of learning across each block by performing individual t-tests on the $b$ value of our fit equation ($y = a \cdot (x-1)^b$). We fit all 4 curves individually, found their average $a$ value (0.5096), and set this as the constant $a$. By fitting all 4 blocks with an average constant, we were able to compare strictly the $b$ value of each curve, or the rate of learning. Throughout each block there was a steady learning effect, and as the blocks continued, the rate
of learning generally increased (Fig. 3). Compared to block 1, the rate of learning was faster in block 2 ($t(29) = -6.824, p < .001$) and in block 4 ($t(29) = -4.276, p < .001$), but not in block 3 ($t(29) = -1.140, p = .1318$), demonstrating a possible fatigue effect that occurs just after the halfway point in the experiment. Learning is recovered in block 4, where the rate is significantly higher than in block 3 ($t(29) = -3.386, p = .001$). The rate of learning was highest in block 2, where it was significantly faster than block 1 ($t(29) = -6.824, p < .001$), block 3 ($t(29) = -6.082, p < .001$), and block 4 ($t(29) = -2.094, p = .023$).

Response Latency:

We used a Pearson's correlation to examine the relationship between N-back and response latency. Replicating previous studies\textsuperscript{26–28}, there was a significant correlation between increasing response latency and N-back ($r(2998) = 0.292, p < .001$). There was also a significant correlation between mean response time and N-back for each subject ($r(328) = 0.374, p < .001$) (Fig. 4). This suggests that our paradigm was successful in actively engaging working memory, as subjects demonstrated more difficulty in recalling the correct response as the N-back increased. This increase in response time is indicative of subjects having to work harder to search short term memory as difficulty of the task increases. Furthermore, when analyzing each subject individually, 26/30 subjects (86.7\%) showed significant correlations ($p < .05$) between response latency and N-back. These results suggest that our paradigm successfully increases cognitive load and also adapts to individual differences in skill level on the task, and thus can easily accommodate the ability of different subjects.

Pupilometry:

Evidence suggests cognitive load can be measured through pupil diameter, where an increase in cognitive demand is associated with an increase in pupil size\textsuperscript{31–34}. Our results replicate this finding, with a univariate ANOVA reporting a significant interaction of pupil size and N-back ($F(10) = 1.925, p = 0.038$). Pupil size slightly increases as N-back increases, and then sharply drops off at an N-back of 9 or 10 (Fig. 5). This is consistent with previous reports, which have shown that pupils dilate with the increasing demands of a working memory task, and then constrict again when cognitive load capacity has been surpassed\textsuperscript{31}.

Fixations and Saccades:

We used the threshold criteria of the Eyelink 1000 to analyze the number of fixations and saccades, and durations of fixations and saccades. Standard settings on the Eyelink use a velocity threshold of $30^\circ/s$ and an acceleration threshold of $8000^\circ/s^2$ to determine the onset and of offset of saccades (samples below these thresholds are considered to be fixational/microsaccadic eye movements). We only counted fixations or saccades occurring within the scene region, any events falling outside the image presented were discarded (amounting to a total of 1.59\% data removal). Events for each trial were taken from one eye only: the eye used was determined by smoothing the position data of each eye and comparing the smoothed data to the original binocular data, and the eye with a smaller error was used. The total number of fixations and saccades that the Eyelink recorded during a trial were recorded, and the duration of
fixations and saccades were the total cumulative time spent performing each type of event. An example of a subject's scan-path is presented in Fig. 6.

**Averages across subjects for maximum N-back:**

We calculated the mean number and duration of fixations and saccades made by each subject, and compared those means across the maximum N-back achieved by each subject. We hypothesized that subjects who could achieve a higher N-back were generally better at this task than subjects who maintained a lower N-back and may use different oculomotor strategies than subjects who struggle with this task. However, there was no significant differences in oculomotor parameters between any of the N-back groups. We ran a one way ANOVA with unequal sample sizes, as each maximum N-back had a different number of subjects who had achieved it. There were no significant differences between the number of fixations \(F(8,21) = 0.848, p = 0.572\), duration of fixations \(F(8,21) = 0.693, p = 0.694\) (Fig. 7A), number of saccades \(F(8,21) = 0.709, p = 0.681\), or duration of saccades \(F(8,21) = 0.279, p = 0.966\) (Fig. 7B), across all groups (post hoc analysis showed no significant differences between any two maximum groups of N-back). This suggests that subjects who performed well in this task did not use different oculomotor strategies (e.g. looking more frantically around an image with a large number of brief fixations or making fewer, longer fixations), to achieve success.

**Correct vs incorrect responses:**

We also analyzed oculomotor events according to subject's responses, in order to test if there are differences in oculomotor strategies that lead to more success in this task. We performed a univariate analysis of variance (two way ANOVA) to analyze the interaction of N-back and response accuracy. There was no significant interaction between N-back and response accuracy for the number of fixations made \(F(9) = 0.128, p = 0.999\) (Fig. 8A), or for the duration of fixations made \(F(9) = 0.385, p = 0.943\) (Fig. 8B). This suggests that the ability to perform this task successfully across various N-backs is not related to the number or duration of fixations made. There were also no significant interactions between N-back and response accuracy for the number of saccades made \(F(9) = 0.309, p = 0.972\) (Fig. 8C), or for the duration of saccades made \(F(9) = 1.350, p = 0.205\) (Fig. 8D). This suggests that the ability to perform this task successfully across various N-backs is not affected by the amount or duration of saccades made.

**Proportion of image looked at:**

Our analysis of the number and duration of fixations and saccades showed no relationships between task performance and high or low scoring subjects. We therefore looked at the proportion of each image viewed by each subject for each trial to examine whether there were any effects of the efficiency of eye movements and fixations. We used the convhull() function in Matlab to estimate the image area falling within the polygon defined by the farthest reaching positions recorded by the Eyelink (positions that fell outside of the image region were ignored). We used this as a measure of the approximate area of the image that was viewed by the subject. Values are represented as percentages, where the area of the image viewed was divided by the total size of the image (Fig. 9).
**Averages across subjects for max N-back:**

A one-way ANOVA with unequal sample sizes found no significant differences across groups of maximum N-back reached (F(8) = 0.448, p = .878) (Fig. 10). This suggests that subjects who were better at this task, (those who were able to reach a higher N-back), on average, did not look at a greater proportion of the image than subjects who performed poorly at this task.

**Correct vs incorrect responses:**

We performed a univariate analysis of variance (two way ANOVA) to analyze the interaction of N-back and response accuracy. Once again, there was no significant interaction between N-back and response accuracy (F(9) = 0.803, p = 0.613) (Fig. 11). When looking at Fig. 11, there is a slight trend: as N-back increases, for correct responses there is a small increase in the proportion of the image viewed, whereas for incorrect responses there is a small decrease in the proportion of the image viewed. This suggests that maybe subjects are more successful when viewing more of the image, however there was no significant difference between correct and incorrect responses (F(1) = 2.946, p = 0.086).

**Discussion**

We developed novel adaptive paradigm to study of how subjects view scenes under varying levels of cognitive demand. We found that our paradigm was successful in engaging working memory across various difficulties for individual subjects, as reflected in response latency and pupilometry analyses. Our paradigm demonstrates flexibility between subjects: the difficulty of the task is determined entirely by a subject's ability to perform it. This allows the model to fit a variety of different participants with varying cognitive load capacities, while still being able to compare performance between and within subjects at different performance levels. A subject who can only reach an N-back of 2 still has a personalized low-load and high-load range that can be measured: N = 0 being low cognitive demand and N = 2 being high cognitive demand for this subject. Comparatively, a subject who can reach up to an N-back of 10 is also studied across their performance range, they still complete trials at low and high levels of cognitive load. In this way, the paradigm easily adapts to the subjective ability of individual participants. This feature potentially allows the paradigm to be deployed in special populations, an avenue we are currently investigating.

In our task, observers are required to free-view a sequence of natural images, and identify objects from those images at a later stage. Belke et al's results demonstrate that a variety of different natural images can be presented in our task without the fear of perceptual load influencing oculomotor strategies, and provides assurance that any differences that occur in oculomotor behaviors are due to the manipulation of cognitive load, rather than perceptual load.

When looking at the number and duration of fixations and saccades, we hypothesized that as N-back increased, the number of fixations and saccades would increase as subjects looked more exhaustively around the scene. An alternative hypothesis might state the number of fixations and saccades would
decrease as subjects focused more steadily on significant portions of the scene. However, neither of these hypotheses were supported by our results: there was no significant difference in the number or duration of fixations or saccades. Different subjects who struggled or excelled at this task did not show differences these general oculomotor behaviors. Similarly, for a given subject there were no differences in oculomotor behaviors on trials where the subject correctly identified the target or incorrectly identified a distractor. These results suggest that increasing the demands of a cognitive load task does not affect oculomotor strategies, and different oculomotor behaviors do not predict better performance on this task. These results challenge the assumption that oculomotor behavior differences between different neurological populations directly relate to attention and cognitive load.

Furthermore, there was no simple relationship between the proportion of the image viewed on average and performance in this task. Subjects who were more successful at this task overall did not fixate a higher overall area of each image. Viewing more of each image did slightly increased the probability of correct responses across N-back, however this result was not significant. These results together suggest that simply viewing “more” of an image does not necessarily improve performance. Searching out to the corners of each image does not predict better performance than focusing on a smaller, central area.

Higher demands of cognitive load did not affect the oculomotor behaviors between participants. Because performance in this task is not correlated with differences in oculomotor behavior, we hypothesize that the variability in success may be reliant on scene context. Perhaps it isn’t the potential amount of information gathered during free-view, but rather the context of what was viewed. We are currently using semantic information of the fixated locations\textsuperscript{15} to examine whether success in this task correlates with salience-based viewing methods, or meaning-based ones.

Overall, this paradigm has great potential in measuring eye-movement data while controlling individualized cognitive load. Our pupilometry and performance data demonstrates that this task is successful in manipulating cognitive load while tailoring difficulty to the individual. Concurrently, our eyetracking data is contradictory to the emerging idea that oculomotor behavior is a covert metric for cognitive load.
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**Figures**
Figure 1

Illustrations of N-back Visual Search. A) Example stimuli selected from the LabelMe database, here illustrated as three images presented sequentially in the stream. Illustrations of the experimental display for B) N-back increase or C) N-back decrease. In both examples B and C, assume the subject was previously at an N back of 1. B) Example of a subject getting 2 correct responses in a row and moving up to an N back of 2. The image presented is last in the photo stream (A), but the forced choice task will be based on the scene presented 2 images prior (first in the photo stream (A)). C) Example of a subject getting a response incorrect and moving down to an N back of 0. The image presented is last in the photo stream (A), and the forced choice task is to select a target object from that same scene.
Figure 2

Distribution of maximum N-back achieved by each subject. Top plot represents a histogram of maximum N-back achieved by each participant. Bottom plot represents a box and whisker summary of the same data.
Figure 3

Mean N-Back across Experiment. Each sub-plot represents a block from the experiment, note N-Back resets to 0 at the start of each block. Means are computed as the average N-back from every subject at a given trial. Performance curves are fitted with a quadratic polynomial ($y=a*(x-1)^b$).
Figure 4

Mean response latency at each N-back level for each subject. Note N-back=0 has 30 points as all 30 subjects experiences an N-back of 0, while N-back=10 only has 1 point because only 1 subject reached an N-back of 10. Error bars show ±1 SEM.
**Figure 5**

Mean pupil size as a function of N-back. Separated into correct (red) and incorrect (blue) responses. Pupil size increases gradually with increasing N-back, then constricts abruptly once N-back exceeds 8. Error bars show ±1 SEM.
Figure 6

Example of a representative gaze-pattern from one subject. Blue points represent fixations, red dotted lines represent saccades.

Figure 7

Mean number (A) and duration (B) of fixations (blue) and saccades (red) made by each subject at their maximum N-back reached. Duration is represented as the total cumulative sum of all fixation or saccade events during a trial. Error bars represent 95% confidence intervals.
Figure 8

Relationship between maximum N-back achieved for correct (blue) and incorrect (red) responses for A). Mean number of fixations; B) mean cumulative duration of fixations; C) mean number of saccades; and D) mean cumulative duration of saccades. Error bars represent ±1 SEM.
Figure 9

Percentage of image viewed analysis. Example of a subject's raw gaze-data (blue x's), overlaid with the convhull() polygon (teal lines). Area of the polygon is divided by the area of the image (not including gray stimulus background), to produce an approximate estimate of the percentage of the image viewed by the subject.
Figure 10

Mean proportion of each image viewed by each subject as a function of their maximum N-back reached. Error bars represent 95% confidence intervals.
Figure 11

Mean proportion of each image viewed as a function of N-back. Separated into correct (blue) and incorrect (red) response. Error bars represent ±1 SEM.