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We investigate the instability of classical Yang-Mills field in an expanding geometry under a color magnetic background field within the linear regime. We consider homogeneous, boost-invariant and time-dependent color magnetic fields simulating the glasma configuration. We introduce the conformal coordinates which enable us to map an expanding problem approximately into a nonexpanding problem. We find that the fluctuations with finite longitudinal momenta can grow exponentially due to parametric instability. Fluctuations with finite transverse momenta can also show parametric instability, but their momenta are restricted to be small. The most unstable modes start to grow exponentially in the early stage of the dynamics and they may affect the thermalization in heavy-ion collisions.
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I. INTRODUCTION

Recent developments in physics of high-energy heavy-ion collisions have unveiled the property of the quark-gluon plasma (QGP) and have raised a puzzle in the pre-equilibrium dynamics before the QGP formation. High-energy heavy-ion collision experiments have been performed extensively at Relativistic Heavy-Ion Collider (RHIC) at Brookhaven National Laboratory and Large Hadron Collider (LHC) at CERN. Theoretical analyses of data based on hydrodynamical approaches are found to be successful in explaining various observables such as hadron momentum spectra and collective flows in the nucleus nucleus collisions. The hydrodynamical analyses suggest that QGP formed at RHIC and LHC would be a strongly interacting fluid rather than a weakly interacting gas. However, it should be noted that the hydrodynamical models still pose a puzzle. The early thermalization required by the hydrodynamical analyses appears inconsistent with perturbative QCD results, such as those given by the bottom-up scenario. To resolve the puzzle, we need deeper understanding of the dynamical nature of the initial stage of the created matter, say, in view of far-from-equilibrium dynamics of non-Abelian gauge theory.

The initial stage of relativistic heavy-ion collisions may be well described by the effective theory based on the notion of the color glass condensate. It is shown that the longitudinal color flux tubes which consist of both color electric and magnetic fields should be formed right after the collision of two nuclei. This state with the longitudinal color flux tube is called glasma. The time evolution of the low-energy sector is well described by classical Yang-Mills (CYM) theory as the first approximation although quantum fluctuations can significantly affect the dynamics. For instance, quantum fluctuations would trigger plasma instabilities, which in turn might cause the emergence of chaoticity, turbulent spectra, rapid particle production and thermalization.

Glasma instabilities in heavy-ion collisions have been extensively discussed. Among them, longitudinal fluctuations are found to cause an instability in glasma. One possible underlying mechanism of the instabilities is non-Abelian analog of the Weibel instability, which leads to an exponential amplification of the color magnetic field and current in anisotropic systems. The longitudinal color magnetic field may also induce the Nielsen-Olesen instability, which is the exponential growth of gauge fluctuations caused by the anomalous Zeeman effect in spin-1 systems.

Recently, it has been suggested that the CYM field under a time-dependent homogeneous color magnetic background field shows instability in a nonexpanding geometry. It has been clarified that the origin of the instability is parametric instability and the CYM field in a homogeneous background has multiple instability bands extending to the transverse as well as the longitudinal momentum region. The parametric instability is ubiquitous in physics from classical mechanical problems on a pendulum to quantum field theories, as the longitudinal momentum region. These results suggest that the parametric instability may also play an essential role in the thermalization process in heavy-ion collisions.

From a phenomenological point of view, it is natural to ask ourselves whether and how the parametric instability found in a nonexpanding geometry persists in an expanding geometry. In general, background fields decrease in time due to the expansion, so one may expect that the instability would disappear or at least become less significant than in the nonexpanding geometry. However, the detailed studies of a scalar field theory suggest that the parametric instability can keep significance even in an expanding geometry.

In this article, we investigate the instability of the CYM field in an expanding geometry in the linear regime. Specifically, we focus on the system with the longitudinal color magnetic field which is homogeneous, boost-invariant and time-dependent. We also assume the one-dimensional Bjorken expansion. The background field considered here damps due to the expansion, and at the same time, oscillates in time. We introduce a natural chronological variable called conformal time which enables us to map an expanding problem into a nonexpanding problem. Then the relevant equation is found to have a form of a temporally periodic-driven equation like,
The action of the CYM field in the constant momentum limit is included in the definition of the gauge field $A^\mu$. Here, $\eta$ is defined by

$$\eta = \frac{1}{2} \log \frac{t + z}{t - z}. \tag{2}$$

The action of the CYM field in the $\tau-\eta$ coordinate is given by

$$S = \int d\tau d^2x_{\perp} d\eta \sqrt{-g} \left( -\frac{1}{4} g^{\mu \nu} g^{\lambda \sigma} F_{\mu \lambda}^a F_{\nu \sigma}^a \right). \tag{3}$$

Here, $F_{\mu \nu}^a = \partial_\mu A_{\nu}^a + \partial_\nu A_{\mu}^a + f^{abc} A_{\mu}^b A_{\nu}^c$ is the field strength tensor and $f^{abc}$ is the structure constant. The coupling constant is included in the definition of the gauge field $A_{\mu}^a$. The explicit form of the metric $g^{\mu \nu}$ is given by

$$g^{\mu \nu} = \text{diag}(1, -1, -1, -\tau^2), \tag{4}$$

$$g_{\mu \nu} = \text{diag}(1, -1, -1, -\tau^2), \tag{5}$$

$$\det g_{\mu \nu} = g = -\tau^2. \tag{6}$$

Gauss’s law in the $\tau-\eta$ coordinate is expressed as

$$D_i E_i^a + D_\eta E_\eta^a = 0, \tag{7}$$

where the color electric fields are defined as $E_i = \tau \partial_\tau A_i(i = x, y)$ and $E_\eta = \frac{1}{\tau} \partial_\eta A_\eta$. The covariant derivative is given by $D_\mu = \partial_\mu - i A_\mu$.

It is useful to see how the gauge field decreases by the expansion of the system. The Bjorken’s solution of the longitudinally expanding hydrodynamics tells us that the energy density decreases as $\epsilon \propto \tau^{-1/3}$ [35]. Provided that this behavior also applies to the gauge field, we expect that the amplitude of the gauge field decreases as $A \propto \tau^{-1/3}$, since the energy density of CYM fields contains terms proportional to $A^4$. Motivated by this observation, let us consider the following time-dependent scale transformation [33]:

$$\tau(\theta) = \left(\frac{2}{3}\right)^{3/2} \equiv \tilde{\theta}^{3/2}. \tag{11}$$

Taking the Schwinger gauge $A_\theta^a = 0$, the action in the new coordinate reads

$$S = \int d\tilde{\theta} d^2x_{\perp} d\eta \left[ \frac{1}{2} (\tilde{\partial}_0 A_\eta^a)^2 - \frac{1}{2} \frac{1}{9 \tilde{\theta}^2} A_i^a A_i^a - \frac{1}{4} \tilde{F}_{ij}^a \tilde{F}_{ij}^a \right]. \tag{12}$$

From now on, the capital letters denote all space components as $I, J, \cdots = x, y, \eta$ and the lower letters only transverse components as $i, j, \cdots = x, y$. The field strength tensor and covariant derivative in the new coordinate are defined by

$$\tilde{F}_{\mu \nu}^a = \tilde{\partial}_\mu A_{\nu}^a + \tilde{\partial}_\nu A_{\mu}^a + f^{abc} A_{\mu}^b A_{\nu}^c, \tag{13}$$

$$\tilde{\partial}_I^a = \tilde{\partial}_I^a \sigma^b + f^{abc} A_I^b, \tag{14}$$

$$\tilde{\partial}_I = \tau^{1/3} \partial_I = \tilde{\theta}^{1/2} \partial_I. \tag{15}$$

In the action Eq. (12), the overall time dependence coming from the metric is absorbed into the the coefficient of the quadratic terms and the spatial derivatives, so that the action
has a similar form to that in a nonexpanding geometry. The Euler-Lagrange equation is given by

\[ \partial_0^2 A_i^a + \frac{1}{9g^2} A_i^a - \frac{1}{\theta^3} \tilde{D}_\eta A_i^a - \tilde{D}_j \tilde{F}_{ij}^a = 0, \]  
(16)

\[ \partial_0 \left( \frac{1}{\theta^3} \partial_0 A_i^a \right) + \frac{7}{9g^3} A_i^a - \frac{1}{\theta^3} \tilde{D}_i \tilde{F}_{ij}^a = 0. \]  
(17)

Substituting Eqs. (8), (9) and (10) into Eq. (7), we see that Gauss’s law is expressed in terms of the conformal variables as

\[ \tilde{D}_i \left( \partial_0 A_i^a - \frac{A_i^a}{2\theta} \right) + \frac{1}{\theta^3} \tilde{D}_\eta \left( \partial_0 A_\eta^a - \frac{A_\eta^a}{2\theta} \right) = 0. \]  
(18)

B. Background field configuration

In this subsection, we introduce the gauge configuration which makes a homogeneous and boost-invariant longitudinal color magnetic field. In order to extract the essential ingredients of the non-Abelian gauge theory in a simple manner, we consider color SU(2). The color magnetic field in the \( \tau-\eta \) coordinate is defined by

\[ B_I^a = \epsilon_{IJK} \left( \partial_J A_K^a - \frac{1}{2} \epsilon^{abc} A_j^b A_K^c \right). \]  
(19)

From Eqs. (8) and (9), the color magnetic field in terms of the conformal variables are expressed as

\[ B_I^a = \epsilon_{IJK} \left( \tilde{\partial}_J A_K^a - \frac{1}{2} \epsilon^{abc} A_j^b A_K^c \right). \]  
(20)

We assume that the gauge field itself is also homogeneous and boost-invariant. One possible realization of the gauge configuration is given by

\[ A_i^a = \tilde{A}(\theta) \left( \delta^a_i \delta_{iy} + \delta^a_i \delta_{ix} \right), \]  
(21)

\[ A_\eta^a = 0, \]  
(22)

which fulfills the above requirements and exactly satisfies Gauss’s law. Taking the configuration Eq. (21), only the second term in Eq. (20) remains. This is the generalization of the nonexpanding case \( 29 \). We also mention that there exists not only color magnetic fields but also transversely polarized color electric fields.

The EOM of the background field is now given by

\[ \partial_0^2 \tilde{A} + \frac{1}{4g^2} \tilde{A} + \tilde{A}^3 = 0. \]  
(23)

The second term comes from the quadratic term in the action which makes it difficult to get exact solutions analytically. Nonetheless, the qualitative behavior is well understood in some limiting cases as we shall show.

In the earlier time \( \theta \ll 1/\tilde{A} \), the self interaction term \( \tilde{A}^3 \) can be neglected and the EOM is reduced to a linear equation. Suppose that the initial condition is given as \( \tilde{A} = \sqrt{B_0} \) and \( \partial_0 A = 0 \) at \( \theta = \theta_0 \), then the solution is given by

\[ \tilde{A}(\theta) \sim \sqrt{B_0} \theta \left[ 1 - \frac{1}{2} \log \frac{\theta}{\theta_0} \right]. \]  
(24)

The nonlinear term dominates over the linear term in Eq. (23) after a time, and the EOM becomes nonlinear but solvable at the later times \( \theta \gg 1/\tilde{A} \) where the linear term is negligible; The background field should behave as

\[ \tilde{A}(\theta) \sim B_{\text{eff}}^{1/2} \text{cn} \left( \theta B_{\text{eff}}^{1/2} + \Delta \sqrt{1/2} \right), \]  
(25)

where \( \text{cn}(\theta; k) \) is the Jacobi elliptic function of modulus \( k \), which is a periodic function in time whose period is \( T = 4K(k) \). \( K(k) \) is the complete elliptic integral of the first kind. Specifically, \( T \approx 7.42 \) for \( k = 1/\sqrt{2} \). This is nothing but the homogeneous background field discussed in \( 29 \) in the nonexpanding geometry with a phase shift \( \Delta \) quantifying the earlier time effects.

In our setup, \( B_{\text{eff}}^{1/2} \) is the only dimensionful scale and its strength depends on the initial condition. It is convenient to introduce dimensionless quantities so as to normalize the final amplitude of the background gauge field in accordance with Eq. (25); that is, the final amplitude of \( \tilde{A}/B_{\text{eff}}^{1/2} \) is normalized to unity and the combination \( \theta B_{\text{eff}}^{1/2} \) is the dimensionless time variable.

Figure [1] shows the numerical solution of the EOM Eq. (23) rescaled by the final amplitude \( B_{\text{eff}}^{1/2} \). We also show the solution of the linear equation Eq. (24), the Jacobi elliptic function, and the shifted Jacobi elliptic function Eq. (25). At the initial time, the initial gauge field and its derivative are chosen to be \( \theta_0 = 0.01, \tilde{A}(\theta_0) = 1 \) and \( d\tilde{A}/d\theta(\theta_0) = 0 \), respectively. The final amplitude and the time shift are found to be \( B_{\text{eff}}^{1/2} \sim 4.68 \) and \( \Delta \sim 1.69 \). Thus the numerical result in Fig. [1] starts from \( \theta_0 B_{\text{eff}}^{1/2} \sim 0.01 \times 4.68 \).

The linear solution Eq. (24) gets to fail to reproduce the numerical solution around \( \theta B_{\text{eff}}^{1/2} \sim 1 \) as expected. Let us compare this time with the transition time from the linear to the nonlinear regime \( \theta_t \) obtained from the balance condition \( 1/\theta_t \sim \tilde{A}(\theta_t) \). Ignoring the logarithmic correction, we get \( \theta_t \sim (\theta_0/B_0)^{1/3} \) from Eq. (24). By assuming \( \theta_t B_{\text{eff}}^{1/2} \sim 1 \), we find \( B_{\text{eff}} \sim (B_0/\theta_0)^{1/3} = (1/0.01)^{1/3} \approx 4.64 \) for the present initial condition, which deviates from the numerical results only by around 1%.

Before finishing this subsection, we comment on the physical time scale. From Eqs. (9), (11), (24), and (25), the solutions at the earlier and later times in the original \( \tau-\eta \) coordinate are given by

\[ A_0^a(\tau) = A_0^a(\tau) = \tau^{-1/3} \tilde{A}(\theta), \]

\[ \begin{cases} \frac{3}{2} B_{\text{eff}}^{3/4} \left[ 1 - \frac{1}{3} \log \left( \frac{\tau}{\tau_0} \right) \right] & (\theta B_{\text{eff}}^{1/2} \ll 1), \\ \frac{3}{4} B_{\text{eff}}^{1/2} \text{cn} \left( \frac{3}{2} \tau^{3/2} B_{\text{eff}}^{1/2} + \Delta \sqrt{1/2} \right) & (\theta B_{\text{eff}}^{1/2} \gg 1), \end{cases} \]  
(26)
FIG. 1: Background field $\bar{A}$ in an expanding geometry. We show the numerical solution of the EOM Eq. (23) rescaled by the asymptotic amplitude (red solid line), the linear solution Eq. (24) (blue dash-dotted line), the shifted Jacobi elliptic function Eq. (25) (green dotted line) and the Jacobi elliptic function (green dashed line). The temporal variable $\theta$ and the amplitude $\bar{A}$ are normalized by the asymptotic amplitude $B_{\text{eff}}^{1/2}$.

respectively. Equation (26) tells us the strength of the background gauge field. If the initial strength at $\tau_0 = (2\theta_0/3)^{3/2}$ is given by the saturation scale $Q_s$, we get the relation between the physical and conformal scales,

$$Q_s = \sqrt{\frac{3}{2}} B_{\text{eff}}^{3/4}, \quad Q_s \tau = \frac{2}{3} \left( \theta B_{\text{eff}}^{1/2} \right)^{3/2}. \quad (27)$$

For instance, we can evaluate the proper time as $Q_s \tau = 0.67, 3.46$ and $21.1$ for $\theta B_{\text{eff}}^{1/2} = 1, 3$ and $10$, respectively.

C. Equation of motion of fluctuations

We write down the linearized EOM of fluctuations on top of the background gauge field Eq. (21). This is easily done by shifting $A_i^p \rightarrow A_i^p + a_i^p$ in Eqs. (16) and (17), and keep terms of the order $O(a^4)$. The resultant EOM of fluctuations $a_i^p$ is given by

$$\partial_\theta^2 a_i^p + \frac{1}{9\theta^2} a_i^p + \left[ \Omega^2(\bar{A}) \right]_{ij}^{ab} a_j^b + \left[ \Omega^2(\bar{A}) \right]_{ij}^{a} a_j^b = 0,$$

$$\frac{1}{\theta^2} \mathcal{L}_\eta a_i^p + \frac{7}{9\theta^5} a_i^p + \left[ \Omega^2(\bar{A}) \right]_{ij}^{ab} a_j^b + \left[ \Omega^2(\bar{A}) \right]_{ij}^{a} a_j^b = 0$$

(28)

(29)

where $\mathcal{L}_\eta^2$ and $\Omega^2_\eta$ are defined by

$$\mathcal{L}_\eta^2 = \frac{d^2}{d\theta^2} - \frac{2}{\theta} \frac{d}{d\theta}, \quad (30)$$

and

$$[\Omega^2]_{ij}^{ab} = -\left( \bar{D}_k(\bar{A}) \bar{D}_k(\bar{A}) + \frac{1}{\theta^2} \bar{D}_\eta(\bar{A}) \bar{D}_\eta(\bar{A}) \right)_{ij}^{ab} \delta_{ij}, \quad (31)$$

$$[\Omega^2]_{ij}^{a} = \frac{1}{\theta^2} \left( \bar{D}_i(\bar{A}) \bar{D}_j(\bar{A}) + 2i\bar{F}_{ij}(\bar{A}) \right)_{ij}^{a}, \quad (32)$$

$$[\Omega^2]_{ij}^{a} = \frac{1}{\theta^2} \left( \bar{D}_j(\bar{A}) \bar{D}_j(\bar{A}) + 2i\bar{F}_{ij}(\bar{A}) \right)_{ij}^{a}, \quad (33)$$

$$[\Omega^2]_{ij}^{a} = -\frac{1}{\theta^2} \left( \bar{D}_j(\bar{A}) \bar{D}_k(\bar{A}) \right)_{ij}^{a}, \quad (34)$$

respectively. The color indices $a$ appear in the covariant derivative $\bar{D}$ and the field tensor $\bar{F}$. $\Omega^2$ depends on conformal time not only explicitly but also implicitly through the background gauge field $A(\theta)$. Here and in the later discussions, we adopt the unit $B_{\text{eff}}^{1/2} = 1$. Namely, all variables are normalized by $B_{\text{eff}}^{1/2}$ such as $\theta B_{\text{eff}}^{1/2}$ and $a_i^p / B_{\text{eff}}^{1/2}$.

Even though we consider the color magnetic background, both the transverse momenta $p_i$ and the longitudinal momentum $p_\eta$ are well defined because the background gauge field does not depend on spatial coordinates. Therefore, it is useful to introduce the Fourier representation of the EOM, Eqs. (28) and (29) through

$$a_i^p(\theta, x, y, \eta) = \int \frac{d^3p}{(2\pi)^3} a_i^p(\theta, p_x, p_y, p_\eta) e^{i(p_x x + p_y y + p_\eta \eta)}. \quad (35)$$

It should be noted that we can set $p_\eta = 0$ without loss of generality from rotational symmetry in the transverse plane. The matrix $\Omega^2$ at $p_\eta = 0$ becomes block-diagonal as $\Omega^2 = \text{diag} (\Omega_\tau^2, \Omega_\eta^2)$, as found in the nonexpanding case [30].

In the later discussion, we consider finite $p_\eta$ modes ($p_\eta \neq 0, p_T = 0$) and finite $p_T$ modes ($p_T = 0, p_\eta \neq 0$). From now on, $p_T$ denotes a transverse momentum. The EOM of these modes at later times have the form of

$$\frac{d^2 a_i^p}{d\theta^2} + k_{\text{eff}}^2(\theta) a_i^p + \lambda \text{cosh}^2(\theta + \Delta) a_i^p = \text{inhomogeneous terms}, \quad (36)$$

and $d^2 / d\theta^2$ is replaced with $\mathcal{L}_\eta^2$ for the longitudinal component $a_\eta^p$. Here, we defined the effective momenta $k_{\text{eff}}^2(\theta)$ for convenience. The effective momenta for the transverse and longitudinal components of the finite $p_\eta$ (finite $p_T$) modes, $k_{\text{eff}}^2 = k_{\eta T}^2$ and $k_{\text{eff}}^2 = k_{\tau T T}$ and $k_{\text{eff}}^2 = k_{\eta T}$, are defined by Eqs. (37) and (41) below. The explicit forms of the EOMs are summarized in Appendix A.

For finite $p_T$ modes ($p_T = 0$), we find the effective momenta of the transverse and longitudinal components of fluctuations $a_\tau^p$ and $a_\eta^p$ given by

$$k_{\eta T}^2(\theta) \equiv M_\tau^2(\theta) + \frac{v_T^2}{\theta^2} = \frac{1 + 9p_\eta^2}{4\theta^2}, \quad (37)$$

$$k_{\eta T T}^2(\theta) \equiv M_\eta^2(\theta) = \frac{7}{4\theta^2}, \quad (38)$$
where $M^2_T$ and $M^2_\eta$ are effective masses defined by

$$
M^2_T(\theta) = \frac{1}{9g^2} = \frac{1}{4\theta^2}, \quad M^2_\eta(\theta) = \frac{7}{9g^2} = \frac{7}{4\theta^2}.
$$

(39)

Note that $k^2_{TT}$ and $k^2_{\eta\eta}$ decrease in time monotonically.

In the same manner, we define the effective momenta for finite $p_T$ modes ($p_\eta = 0$) by

$$
k^2_{TT}(\theta) \equiv M^2_T(\theta) + \tilde{\theta} p^2_T = \frac{1}{4\theta^2} + \frac{2}{3} \theta p^2_T ,
$$

(40)

$$
k^2_{\eta\eta}(\theta) \equiv M^2_\eta(\theta) + \tilde{\theta} p^2_\eta = \frac{7}{4\theta^2} + \frac{2}{3} \theta p^2_\eta .
$$

(41)

In contrast to the finite $p_\eta$ modes Eqs. (37) and (38), $k^2_{TT}$ and $k^2_{\eta\eta}$ increase at later times.

Before we close this section, we comment on the similarities and differences in EOMs in the expanding and nonexpanding geometries. The forms of EOMs expressed by using the conformal variables Eqs. (28) and (29) are similar to those in a nonexpanding geometry. For example, the background field at later times is described by the elliptic function, then the EOMs in Eq. (25) is similar to Lamé’s equation, which appear in the nonexpanding geometries and discussed in the next section. In addition, $\Omega^2$ is block-diagonalized in the same way as in the nonexpanding case [30]. On the other hand, EOMs in the expanding geometry is different from those in the nonexpanding geometry in the appearance of the time-dependence of the effective transverse and longitudinal momenta. Thus, the original problem defined in the expanding geometry is mapped into the nonexpanding problem where the momenta of the fluctuations depend on time.

### III. FLOQUET THEORY

In general, a temporally periodic-driven system can show instability due to the resonance between an external force and eigenmodes of the system. The resultant instability is called parametric resonance or parametric instability. It is well known that the Floquet theory is best suited to analyze instabilities of temporally periodic-driven systems. Floquet theory provides the criteria whether the solution is exponentially, polynomially divergent or bounded. In the expanding problem, Floquet theory is not directly applied but tells us how the fluctuations behave asymptotically. An account of the Floquet theory is given in our previous paper [30]. In this section, we recapitulate them to be self-contained in a brief way. More complete discussions and applications, see also Appendix B.

Let us consider Lamé’s equation

$$
\dot{f} + [p^2 + \lambda \cosh^2(t; k)] f = 0.
$$

(42)

Here, $p$ and $\lambda$ are control parameters of this equation. It should be noted that, at later times, EOMs in the expanding geometry, Eq. (36), becomes the Lamé’s equation if we ignore the time-dependence of the effective momenta and the inhomogeneous terms. In the context of the CYM theory, the cases with $p \ll 1$ and $\lambda = \pm 1, 2, 3$ are important. Let us define a fundamental matrix by $\Phi(t) = ((f_1, \dot{f}_1), (f_2, \dot{f}_2))^T$, where $\{f_i\}_{i=1,2}$ are independent and complete solutions of the Lamé’s equation. If $\Phi(t)$ is a fundamental matrix, or in this specific case, a Wronskian matrix, $\Phi(t + T) = \Phi(t)M$ which is regular and time-independent. By construction, the fundamental matrix is also regular and we get

$$
M = \Phi(0)^{-1} \Phi(T).
$$

(43)

Because the Wronskian $\det \Phi$ is constant in time, we also find $\det M = \mu_1 \mu_2 = 1$. The eigenvalues of $M$ are called characteristic multipliers and we denote them as $\mu_1$ and $\mu_2$. These multipliers are the solutions of the characteristic equation: $\mu^2 - (\text{tr} M)\mu + 1 = 0$.

One can easily show that the solution of the Lamé’s equation must have the following form:

$$
\Phi(t) = F(t) \exp \left[ (\log M) \frac{t}{T} \right],
$$

(44)

where $F(t)$ is a $T$-periodic matrix whose specific form is irrelevant to our discussion. It is useful to define the characteristic exponent or growth rate by $\gamma = (\log \mu)/T$. Thus, the eigenvalues of the monodromy matrix determine the stability of the solution. The complete classification is listed below:

1. If $| \text{tr} M | > 2$, the solution is exponentially divergent.

2. If $| \text{tr} M | = 2$, the solution is (anti)periodic or linearly divergent.

3. If $| \text{tr} M | < 2$, the solution is bounded.

Figure 5 shows that the real part of the growth rates of Lamé’s equation for $\lambda = \pm 1, 2$ and 3. The growth rate has a maximum at $p^2 = 0$ for $\lambda = -1$ and 2, whose values are 0.66 and 0.23, respectively. For $\lambda = 1$ and 3, the exponential growth rates are equal to zero at $p = 0$ and the solutions are bounded or diverge at most linearly [30].

### IV. STABILITY ANALYSIS

In this section, we perform a linear stability analysis for fluctuations by solving the EOMs, Eqs. (28) and (29), around the background field (24). We first show the numerical results in Sec. IV A and then in the following subsections, we shall give a semi-analytical analysis in some limits, which helps to understand the numerical results. We shall only show the results for finite $p_\eta$ modes ($p_\eta \neq 0, p_T = 0$) and finite $p_T$ modes ($p_\eta = 0, p_T \neq 0$), which should be sufficient to see how instabilities emerge in an expanding system. The details including all explicit expressions of the equations are presented in Appendix A.
A. Numerical results

We choose the initial conditions for fluctuations so that Gauss’s law Eq. (18) is satisfied; which leads to

\[
\begin{align*}
&i\tilde{p}\tilde{a}_i^a + \tilde{\theta}_0^{-3} i\tilde{p}_\eta a_i^a - \frac{1}{3\tilde{\theta}_0} \left( i\tilde{p}\tilde{a}_i^a + \tilde{\theta}_0^{-3} i\tilde{p}_\eta a_i^a \right) \\
&+ \epsilon^{abc} \delta_i^{j2} \left( \tilde{A}(\theta_0)\tilde{a}_{j2}^2 - \tilde{A}(\theta_0)\tilde{a}_{j2}^2 \right) \\
&+ \epsilon^{abc} \delta_i^{j4} \left( \tilde{A}(\theta_0)\tilde{a}_{j4}^2 - \tilde{A}(\theta_0)\tilde{a}_{j4}^2 \right) = 0,
\end{align*}
\]

where \(\tilde{p}_i = \tilde{\theta}_0^{1/2} p_i\). We can choose the initial transverse components as \(a_i^a = 1\) and \(\partial_\theta a_i^a = 0\) in the rescaled dimensionless unit. The initial longitudinal components are determined by the Gauss’s law. The initial condition of the background field is the same as that shown in Sec. II B; \(\theta_0 B_0^{1/2} \simeq 0.01 \times 4.68\), \(\tilde{A}/B_0^{1/2} \simeq 1/4.68\), and \(\partial_\theta \tilde{A}/\tilde{B}_0^{1/2} = 0\) in the rescaled dimensionless unit.

Figures 3 and 4 show the numerical results of squared fluctuation amplitudes obtained by solving the EOM given by Eq. (29) for finite \(p_\eta\) and finite \(p_T\) modes, respectively. For comparison, we show the exponential functions \(e^{+\theta}\) by black solid lines in those modes where exponential growth is expected. The comparison shows that there are several exponentially unstable modes. The amplitudes in most unstable modes \((a_{A+} \text{ and } a_{B-} \text{ components in finite } p_\eta \text{ modes})\) obey the Lamé’s equation with \(\lambda = -1\) at later times, and have a growth rate \(\gamma \simeq 0.66\). The Lamé’s equation with \(\lambda = -1\) describes the most unstable mode also in the nonexpanding geometry. Therefore, we conclude that the parametric instability emerges also in the expanding geometry in almost the same way as in the nonexpanding geometry. More details of the growth rates are discussed in Sec. IV C.

We also find that unstable modes grow exponentially after some times or in a limited time regime, and show oscillating behavior outside of the exponential regime. The transitions between the oscillating behavior and the exponential growth occur at certain times marked by vertical lines in Figs. 3 and 4.

For typical momenta, say \(p_\eta^2 = 2\) and \(p_T^2 = 0.5\), the exponential growth is observed in the shaded areas while fluctuation amplitudes just oscillate outside the areas. The oscillatory behavior in the earliest stage is caused by the non-periodic evolution of the background field. We discuss the evolution in the earliest stage in Sec. IV B. We also estimate the transition times in Subsecs. IV D and IV E.

B. Earliest stage

We discuss the behavior of fluctuations in the earliest stage characterized by \(\theta \ll 1\). In this stage, the effective momenta give rise to the most singular terms \(k_{\text{eff}}^2 \propto \theta^{-2}\), which is much larger than the background field \(\tilde{A} \sim \theta^{1/2}\) as given in Eq. (24).

The EOMs for finite \(p_\eta\) modes in the earliest stage read

\[
\begin{align*}
\tilde{a}_i^a + k_{\eta T}^2(\theta, p_\eta) a_i^a + O(\theta^{-2/3}, \theta) &= 0, \\
L_0 M a_0^a + M_0^2(\theta) a_0^a + O(\theta^{-2/3}, \theta) &= 0.
\end{align*}
\]

Both of the effective momenta, \(k_{\eta T}^2\) and \(k_{\eta 0}^2 = M_0^2\) given in Eqs. (37) and (38), are proportional to \(\theta^{-2}\). The general solutions for the transverse components are given by \(a_i^a = c_0^{1/2+3\alpha p_\eta/2} + \text{c.c.}\) where \(c\) is an arbitrary constant: One sees that the \(p_\eta\) dependence of \(k_{\eta T}^2\) causes the oscillating behavior of the solution. The longitudinal components do not have \(p_\eta\) dependence, and the general solutions are given by \(a_0^a = c_1^{1/2+2c_0^{3/2}}\).

For finite \(p_T\) modes, we have

\[
\begin{align*}
\partial_0^2 a_0^a + M_0^2(\theta) a_0^a + O(\theta) &= 0, \\
L_0^2 M a_0^a + M_0^2(\theta) a_0^a + O(\theta) &= 0.
\end{align*}
\]

In the earliest stage, \(p_T\) dependence appears in \(O(\theta)\) terms, as found in Eqs. (40) and (41). Note that EOM of the transverse components has the same form as that of the background field, then the general solution is given by \(a_i^a = c_1^{1/2+2c_0^{3/2}}\). The solution for the longitudinal components grows in time with the same time dependence as the solution of finite \(p_\eta\) modes.

From the above arguments, we find that fluctuation amplitudes in both finite \(p_\eta\) and \(p_T\) modes behave as \(a \propto \theta^{1/2+}(\text{higher order})\) in the earliest stage, except for the logarithmic corrections in \(\theta\). The fluctuation amplitude in the \(\tau-\eta\) coordinate is given by \(\tau^{-1/3/\alpha} \text{ from Eqs. (9) and (10)}\). then they will not grow as a function of the proper time, i.e. \(\tau^{-1/3/\alpha} \propto \tau^{-1/3}(\theta)^{1/2} = O(\theta)\), if we ignore logarithmic corrections. The numerical results are in good agreement with the above discussion. In fact, no exponential growth is found in Figs. 3 and 4 at the earliest stage.

C. Growth rates

We shall now discuss exponential instability of fluctuations. In Figs. 3 and 4 there are some exponentially growing modes,
namely, $a_{A\pm}$, $a_{B-}$ and $a_{3}$ components of the the finite $p_\eta$ modes and $a_{x}^2$ and $a_{y}^2$ components of the finite $p_T$ modes. As we shall see below, the growth rates of them are nicely determined by utilizing the Floquet analysis in the nonexpanding geometry which was worked out in the previous work [30]: The (time-dependent) effective momenta in the expanding geometry are mapped in the contour map of the instability bands for the nonexpanding geometry. In the following analysis, we shall first recapitulate and utilize the results in the previous work for later convenience.

In Fig. 5, we show the maximal growth rate in the nonexpanding geometry as a function of transverse and longitudinal momenta. The contour maps are obtained for $\Omega_T^2$ and $\Omega_T^4$ sectors, separately, and the maximal rate among the several (4 and 5) growth rates is shown in the figure. Figure 5 clearly shows the band structure of the parametric instability. The boundaries of instability bands are depicted by gray solid lines. The largest growth rate $\gamma_{\text{max}} = 0.66$ is found at $p = 0$. These results in the nonexpanding geometry enable us to estimate the growth rates of the numerical solutions in the expanding geometry by paying attention to the time dependence of the effective momenta.

Let us evaluate the growth rates in the finite $p_\eta$ modes by using the growth rates in the nonexpanding geometry. In the EOMs for finite $p_\eta$ modes summarized in Eqs. (A15)–(A12), we neglect terms with negative powers of $\theta$ and obtain the asymptotic EOMs as

$$\frac{d^2 a^x_\eta}{d\theta^2} + \lambda \sin^2(\theta + \Delta) a^x_\eta = \text{inhomogeneous terms}, \quad (50)$$

where $\lambda = \pm 1, 2$ or 3, and we have replaced the background field with its asymptotic form, $A \sim \sin(\theta + \Delta)/\sqrt{2}$ shown in Eq. (25). These equations are nothing but Lamé’s equation with inhomogeneous terms. The solutions are unstable for $\lambda = -1$ and 2 due to the parametric instability as we show in Fig. 2. Their growth rates are given by those of the zero momentum mode in the nonexpanding geometry, and are found to be $\gamma = 0.66$ and $\gamma = 0.23$ for $\lambda = -1$ and $\lambda = 2$, respectively. We summarize instability properties of finite $p_\eta$ modes in Table I.

For the finite $p_T$ modes, we need to be cautious about the non-monotonic dependence of the effective momenta on $\theta$. The EOMs of the finite $p_T$ modes are given in Eqs. (A15)–(A23). The effective transverse momentum Eq. (40) first decreases, takes a minimum at a finite positive value, and increases again with increasing $\theta$. We expect that the maximum growth rate may be evaluated at the $k_{TT}$ minimum. The growth rates in the $\Omega_T^2$ ($\Omega_T^4$) sector at the minima of $k_{TT}$, marked by squares in Fig. 5, are $\gamma = 0.57$ (0.57), 0.43 (0.40) and 0.31 (0.00) for $p_T^2 = 0.1, 0.5$ and 1.0, respectively. The mode with $p_T^2 = 1.0$ should be stable in the $\Omega_T^4$ sector.

We now examine the growth rates estimated from the Floquet analysis by comparing them with the numerical results in the expanding geometry. In the upper panels of Fig. 5 we compare the numerical results of finite $p_\eta$ modes with exponential functions $\exp(2\gamma \theta)$. The numerical solutions are plotted for $p_\eta^2 = 1.0, 2.0$ and 3.0. The most unstable components are $a_{A+} = (a_x^1 + a_y^2)/\sqrt{2}$ and $a_{B-} = (a_y^1 - a_x^2)/\sqrt{2}$ whose growth rates are expected to be $\gamma = 0.66$ from Lamé’s equation with $\lambda = -1$. The next dominant unstable component is $a_3$ whose growth rate is expected to be $\gamma = 0.23$ from Lamé’s equation with $\lambda = 2$. As expected, the growth rates for $a_{A+}$, $a_{B-}$ and $a_3$ in the expanding geometry approach towards the upper bound determined by those in a nonexpanding geometry. In principle, the $a_{A-}$ component can also show exponential growth from the inhomogeneous term containing
FIG. 4: Squared fluctuation amplitudes in finite $p_T$ modes. We show the time evolution of fluctuations in finite $p_T$ modes for $p_T^2 = 0.1, 0.5$ and $1.0$. In the upper panels, the growth rates of the function $e^{\gamma \theta}$ are given by $\gamma = 0.57, 0.43$ and $0.31$ for $p_T^2 = 0.1, 0.5$ and $1.0$, respectively. In the middle panels, the growth rates are given by $\gamma = 0.57$ and $0.40$ for $p_T^2 = 0.1$ and $0.5$, respectively. Two transition times are indicated with vertical lines for each momentum mode. In the $\Omega_5^2$ sector which includes $a_{\eta x}^1, a_{\eta y}^1, a_{\eta z}^1$, the first (second) transition time is given by $0.38$ (26.2), $0.39$ (5.22) and $0.41$ (2.57) for $p_T^2 = 0.1, 0.5$ and $1.0$, respectively. In the $\Omega_5^2$ sector which includes $a_{\eta x}^1, a_{\eta y}^1, a_{\eta z}^1$, the first (second) transition time is given by $0.39$ (24.6) and $0.41$ (4.89) for $p_T^2 = 0.1$ and $0.5$, respectively. Shaded areas show the time regime where exponential growth is expected for $p_T^2 = 0.5$.

Let us turn to the finite $p_T$ modes. In Fig. 1, we compare the exponential functions $\exp(2\gamma \theta)$ with numerical solutions. Here, $a_{\eta x}^1, a_{\eta y}^2$ and $a_{\eta z}^2$ belong to $\Omega_3^2$ sector and $a_{\eta x}^1, a_{\eta y}^1$ and $a_{\eta z}^1$ belong to $\Omega_5^2$ sector, respectively. The values of $\gamma$ estimated at the minima of $k^2_{TT}$ give the upper bound of the growth rates of these unstable modes. The growth rates get smaller at later times, where the effective momenta become large. This behavior is in accordance with the fact that there is no significant instability band in the high transverse momentum region.

### D. transition times

We now discuss the temporal regime where the exponential growth is expected. The main difference between nonexpanding and expanding geometries comes from the time dependence of the effective momenta $k_{\eta T}^2 = k_{\eta T}^2, k_{\eta T}^2, k_{TT}^2$ or $k_{\eta T}^2$, defined in Eqs. (37), (38), (40) and (41). They control the transition between oscillating behavior and the exponential growth; When $k_{\eta T}^2$ is in the instability bands of the corresponding nonexpanding case, we can expect exponential growth. Shaded areas in Figs. 3 and 4 show the temporal regime, where exponential growth is expected.

| sector | component | $\lambda$ | inhom. term | instability | growth rate |
|--------|-----------|-----------|-------------|-------------|-------------|
| $\Omega_5^2$ | $a_{A+}$ | -1 | inhom. | exponential | $\gamma = 0.66$ |
| $\Omega_5^2$ | $a_{A-}$ | +1 | inhom. | exponential | $\gamma = 0.23$ |
| $\Omega_5^2$ | $a_{B+}$ | +1 | - | linear | - |
| $\Omega_5^2$ | $a_{B-}$ | -1 | - | exponential | $\gamma = 0.66$ |
| $\Omega_5^2$ | $a_{\eta x}$ | +1 | - | linear | - |
| $\Omega_5^2$ | $a_{\eta y}$ | +1 | inhom. | linear | - |
| $\Omega_5^2$ | $a_{\eta z}$ | +1 | inhom. | linear | - |
| $\Omega_5^2$ | $a_{\eta z}$ | +2 | inhom. | exponential | $\gamma = 0.23$ |

$\theta^{-5/2} a_{\eta z}^3$, but we do not see such instability. More strict discussion on the growth rate based on the monodromy matrix is given in Appendix C.
Figure 5 shows the time dependence of the effective momenta \( k^2_{TT}, k^2_{\eta\eta} \) and \( k^2_{\eta T}. \) The horizontal lines correspond to the boundaries of the instability bands. For finite \( p_\eta \) modes, the effective momenta (37) and (38) decrease in time, then the infrared band structure of the nonexpanding geometry is relevant and responsible for the emergence of instabilities. Two horizontal lines in the top panel of Fig. 6 represent the longitudinal momenta on the boundaries of the instability band around the zero momentum region: 0.41 for \( \Omega_2^T \) sector and 0.81 for \( \Omega_2^\eta \) sector. Using the momentum on the boundary point \( p_{\theta\eta} \), we define the transition time \( \theta_tr \) by

\[
\begin{align*}
\rho_{\theta\eta}^2 &= k^2_{\theta\eta}(\theta_tr) = M^2_T(\theta_tr) + 9p^2_{\theta\eta}/4\theta^2_tr, \\
\rho_{\theta\eta}^2 &= k^2_{\theta\eta}(\theta_tr) = M^2_T(\theta_tr),
\end{align*}
\]

(51) (52)

for transverse and longitudinal components, respectively. Note that the latter has no \( p_\eta \) dependence. The transition times at \( p_{\theta\eta}^2 = 1.0 \) are \( \theta_tr = 2.46 \) (1.46) for \( a_A^+ \) and \( a_B^- \) (\( a_H^3 \)) components, respectively.

Finite \( p_T \) modes can also show instability. Two horizontal lines in the lower panel of Fig 6 represent the transverse momenta on the band boundaries: 1.64 for \( \Omega_2^\eta \) sector and 1.75 for \( \Omega_2^T \) sector. All unstable components are transverse \( a_A^i \), so the transition time \( \theta_tr \) is defined by

\[
\rho_{\theta\eta}^2 = k^2_{\theta\eta}(\theta_tr) = M^2_T(\theta_tr) + 2\theta^2_trp^2_T.
\]

(53)

Since effective momenta are not monotonic in time, there are two transition times, between which exponential growth is expected. For instance, the first transition time at \( p^2_{\theta\eta} = 0.5 \) is \( \theta_tr = 0.41 \) (0.39) for the \( \Omega_2^T (\Omega_2^\eta) \) sector, which is the starting...
time of the exponential growth. The second transition time is \( \theta_T = 4.9 \) (5.2) for the \( \Omega^2 \) (\( \Omega_2^2 \)) sector, which is the finishing time of the exponential growth.

In Figs. 3 and 4, the transition times are denoted by vertical lines. Our estimations well agree with the transitional behavior of the numerical results.

E. Physical time scale

Finally, we should comment on the physical scale of the transition times. As we have seen in Sec. 11, all quantities are scaled by the strength of the background magnetic field \( B_{\text{eff}} \) in our setup. By using the relation between the conformal time of the exponential growth, scaled by the strength of the background magnetic field \( B \), the transition times. We have seen in Sec. II, all quantities are a LHC, the transition time for the fastest growth modes (\( a_{A+} \) and \( a_{B-} \)) is estimated as

\[
\tau_t = \frac{2}{3} \left( \theta_t B_{\text{eff}}^{1/2} \right)^{3/2} \frac{1}{Q_s}
\]

for \( \eta^2 = 1.0 (3.0) \).

These fastest growth modes can emerge in the dynamics of relativistic heavy-ion collisions. In heavy-ion experiments, the rapidity gaps between the projectile and target are about \( \Delta Y = 10.7 \) in RHIC and 17.4 in LHC. The rapidity gap gives the lower bound of the longitudinal momentum of fluctuations; in order to observe half wave length of the fluctuation, \( \Delta n \Delta Y \sim \pi \) is required. For RHIC and LHC, we find \( \Delta n \sim 0.18 \) and \( \Delta n \sim 0.03 \), respectively. The typical momenta of the fastest growth modes, say \( p_n^2 = 1.0 (3.0) \), are sufficiently larger than these lower bounds.

These results suggest that the parametric instability, especially the instability in the fastest growing modes, might be relevant in the dynamics of CYM field in an expanding geometry.

V. CONCLUSIONS

We have studied the instability of CYM field in an expanding geometry under the longitudinal color magnetic background which is homogeneous, boost-invariant and time-dependent. We have introduced the conformal variables and map the expanding problem approximately into the nonexpanding problem. The background gauge field at later times is described by the elliptic function in the conformal coordinate. The main difference between nonexpanding and expanding geometries is the time dependence of the effective momenta. We have performed a linear stability analysis of fluctuations on top of the oscillating background field.

Exponential growth has been found in some modes in the expanding geometry. We have elucidated that the fluctuations in the expanding geometry at later times obey the same EOM and have the same maximal growth rate as those in the nonexpanding geometry. Thus, we conclude that the expanding system under the time-dependent background field shows parametric instability as observed in the nonexpanding geometry.

We have also found that the way of growth is qualitatively different between finite \( p_n \) and finite \( p_T \) modes. We have made semi-analytic analyses on the instability in the expanding geometry by using the time-dependent effective momenta and the Floquet theory in a nonexpanding geometry. Since the longitudinal effective momentum decreases monotonically, unstable fluctuations with finite \( p_n \) grow exponentially after the transition from the oscillating behavior in the earliest stage. On the other hand, since the transverse effective momentum is not monotonic in time, exponential growth in finite \( p_T \) modes is limited in a particular temporal regime. In this regime, effective momenta are small and located within the instability band, then fluctuations can grow exponentially.

In accordance with the band structure found in the nonexpanding geometry, only the modes with small \( p_T \) show significant instability. Finally, we have estimated the physical scale of the transition times. For finite \( p_n \) modes, the typical unstable modes start to grow at \( \tau \sim 0.26 (0.53) \) fm/c at LHC (RHIC) energy. These results suggest that the parametric instability could be relevant to the gluodynamics in heavy-ion collisions.

One of the notable points is that the parametric instability emerges at early times in some classes of field theories as discussed, for example, in cosmic inflation [32]. The appearance of the parametric instability seems to be a universal phenomenon in field theories including the Yang-Mills theory. While we have established that the parametric instability emerges under the color magnetic background fields in the homogeneous system, there are still unsolved and interesting questions. One is associated with the robustness of the parametric instability. It is nontrivial whether this instability is relevant or not to inhomogeneous systems, in particular plasma evolution from a more realistic initial condition. It is also important to investigate how the parametric instability affects the particle production where the nonlinear interaction of the gluon fluctuations must be taken into account. Investigations of these problems are beyond the scope of the present work and left as future problems.
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Appendix A: The linearized EOM of fluctuations in an expanding geometry

In this appendix, we show the explicit form of the linearized EOM of fluctuations in the color magnetic background Eq. (21). The symbolic form of the EOM is given by Eq. (29). Without loss of generality, the coefficient matrix $\Omega^2$ is decomposed into two independent sectors $\Omega^2_a$ and $\Omega^2_b$ due to the rotational symmetry in the transverse direction. In the momentum representation, the explicit forms of them are given by

\[
\begin{pmatrix}
\hat{p}_x^2 + \hat{\theta}^{-3} \hat{p}_y^2 + \hat{A}^2 & 2\hat{A}^2 \\
2\hat{A}^2 & \hat{\theta}^{-3} \hat{p}_y^2 + \hat{A}^2 \\
0 & -\hat{\theta}^{-3} \hat{p}_y \hat{p}_x \\
2i\hat{A} \hat{p}_x & 0 \\
\end{pmatrix}
\]

\[
\begin{pmatrix}
\hat{\theta}^{-3} \hat{p}_y^2 & -\hat{\theta}^{-3} \hat{p}_y \hat{p}_x \\
-\hat{\theta}^{-3} \hat{p}_y \hat{p}_x & -\hat{A}^2 \\
0 & -\hat{\theta}^{-3} i\hat{A} \hat{p}_x \\
-\hat{\theta}^{-3} i\hat{A} \hat{p}_x & -\hat{\theta}^{-3} 2i\hat{A} \hat{p}_x \\
\end{pmatrix}
\]

where $\hat{p}_i = \hat{\theta}^{1/2} p_i$ and we follow notation: $\alpha, \beta, \cdots = (1, 2, \cdots, 3 \eta)$ and $A, B, \cdots = (1, 2, \cdots, 3 \eta)$.

For the sake of the stability analysis performed in Sec. IV, we consider two specific limits $p_\eta \neq 0, p_T = 0$ (finite $p_\eta$ modes) and $p_\eta = 0, p_T \neq 0$ (finite $p_T$ modes). In these limits, the coefficient matrices (A1) and (A2) are further decomposed to lower rank matrices:

\[
\Omega^2_a = \begin{pmatrix}
\text{diag}(\Omega^2_B, \Omega^2_C) \\
\text{diag}(\Omega^2_D, \Omega^2_F)
\end{pmatrix}
\]

where $\Omega^2_B = \Omega^2_C = \Omega^2_D = \Omega^2_F = 0$.

In the case of finite $p_\eta$ modes ($p_\eta \neq 0, p_T = 0$), the EOM is decomposed into four independent sectors $A, B, C$ and $C^\ast$. The EOM of the $A$-sector is given by

\[
\begin{align*}
\hat{a}_{+} + k_{TT}^2 a_{+} + \hat{A}^2 a_{+} &= 0, \\
\hat{a}_{-} + k_{TT}^2 a_{-} + \hat{A}^2 a_{-} + \sqrt{2} \hat{\theta}^{-5/2} p_\eta \hat{A} a_{\eta} &= 0, \\
\mathcal{L}^2 a_{\eta} &= \mathcal{L}^2 a_{\eta} + 2\hat{A}^2 a_{\eta} - \sqrt{2} \hat{\theta}^{-1/2} p_\eta \hat{A} a_{\eta} = 0,
\end{align*}
\]

where $a_{\pm} = (a_1 + a_2) / \sqrt{2}$, $k_{TT}^2 = M_{TT}^2 + 9 p_\eta^2 / 4 \theta^2$ and $M_T^2 = M_{TT}^2 = 1 / 4 \theta^2$. Dots denote derivatives with respect to conformal time $\theta$. The EOM of the $B$-sector reads

\[
\begin{align*}
\hat{a}_{+} + k_{TT}^2 a_{+} + 3\hat{A}^2 a_{+} &= 0, \\
\hat{a}_{-} + k_{TT}^2 a_{-} - \hat{A}^2 a_{-} &= 0,
\end{align*}
\]

and

\[
\begin{align*}
\hat{a}_{+} + k_{TT}^2 a_{+} + \hat{A}^2 a_{+} + 2\hat{A}^2 a_{+} - 2i \hat{\theta}^{1/2} p_\eta \hat{A} a_{\eta} &= 0, \\
\hat{a}_{-} + k_{TT}^2 a_{-} + \hat{A}^2 a_{-} + 2\hat{A}^2 a_{-} - 2i \hat{\theta}^{1/2} p_\eta \hat{A} a_{\eta} &= 0,
\end{align*}
\]

respectively. We note that $M_{TT}^2 = 7 / 4 \theta^2$. In the case of finite $p_T$ modes ($p_\eta = 0, p_T \neq 0$), the EOM is decomposed into four independent sectors $D, E, F$ and $G$. For the $D$ and $E$-sector, we get

\[
\begin{align*}
\hat{a}_{+} + M_T^2 a_{+} - \hat{A}^2 a_{+} &= 0, \\
\hat{a}_{-} + M_T^2 a_{-} - \hat{A}^2 a_{-} + \sqrt{2} \hat{\theta}^{-1/2} p_\eta \hat{A} a_{\eta} &= 0,
\end{align*}
\]

and

\[
\begin{align*}
\hat{a}_{+} + k_{TT}^2 a_{+} + \hat{A}^2 a_{+} + 2\hat{A}^2 a_{+} - 2i \hat{\theta}^{1/2} p_\eta \hat{A} a_{\eta} &= 0, \\
\hat{a}_{-} + k_{TT}^2 a_{-} + \hat{A}^2 a_{-} + 2\hat{A}^2 a_{-} - 2i \hat{\theta}^{1/2} p_\eta \hat{A} a_{\eta} &= 0.
\end{align*}
\]

respectively. The EOM of the $F$ and $G$-sector is given by

\[
\begin{align*}
\hat{a}_{+} + k_{TT}^2 a_{+} + \hat{A}^2 a_{+} + 2\hat{A}^2 a_{+} - 2i \hat{\theta}^{1/2} p_\eta \hat{A} a_{\eta} &= 0, \\
\hat{a}_{-} + k_{TT}^2 a_{-} + \hat{A}^2 a_{-} + 2\hat{A}^2 a_{-} + 2i \hat{\theta}^{1/2} p_\eta \hat{A} a_{\eta} &= 0,
\end{align*}
\]

and

\[
\begin{align*}
\hat{A}_{\eta} + M_T^2 a_{\eta} + \hat{A}^2 a_{\eta} &= 0,
\end{align*}
\]

respectively.
respectively. Here we use the notion of the effective momenta, \( k_T^2 = M_T^2 + 2\theta p_T^2 / 3 \) and \( k_T^2 = M_T^2 + 2\theta p_T^2 / 3 \).

In the following subsections, we give the solutions of the EOM in the early stage \( \theta \ll 1 \) and the late stage \( \theta \gg 1 \).

1. \( \theta \ll 1 \)

Assuming \( \theta \ll 1 \), the dominant term with respect to \( \theta \) is of the order \( O(\theta^{-2}) \). Recalling \( \tilde{A} \approx O(\theta^{1/2}) \), other terms depending on \( \theta \) explicitly are of higher order in \( \theta \). Collecting leading order terms, we get

\[
\ddot{a}_{A+} + k_T^2 a_{A+} + O(\theta) = 0,
\]

(A24)

\[
\ddot{a}_{A-} + k_T^2 a_{A-} + O(\theta^{-3/2}) = 0,
\]

(A25)

\[
\mathcal{L}_\eta^2 a^1_\eta + M_\eta^2 a^3_\eta + O(\theta) = 0,
\]

(A26)

for the \( A \)-sector and

\[
\ddot{a}_{B+} + k_T^2 a_{B+} + O(\theta) = 0,
\]

(A27)

\[
\ddot{a}_{B-} + k_T^2 a_{B-} + O(\theta) = 0,
\]

(A28)

for the \( B \)-sector. The EOMs of the \( C \) and \( C^* \)-sectors are given by

\[
\ddot{a}^3_x + k_T^2 a^3_x + O(\theta^{-3/2}) = 0,
\]

(A29)

\[
\mathcal{L}_\eta^2 a^1_\eta + M_\eta^2 a^3_\eta + O(\theta) = 0,
\]

(A30)

and

\[
\ddot{a}^3_y + k_T^2 a^3_y + O(\theta^{-3/2}) = 0,
\]

(A31)

\[
\mathcal{L}_\eta^2 a^1_\eta + M_\eta^2 a^3_\eta + O(\theta) = 0,
\]

(A32)

respectively. In summary, when \( p_\eta \neq 0, p_T = 0 \), all transverse components satisfy

\[
\ddot{a}^i_\eta + k_T^2 a^i_\eta = 0,
\]

(A33)

while all the longitudinal components obey

\[
\mathcal{L}_\eta^2 a^1_\eta + M_\eta^2 a^3_\eta = 0.
\]

(A34)

Thus their general solutions are given by \( a^3_x = c_1 \theta^{1/2} + 3 p_\eta / \sqrt{2} + c.c. \) and \( a^3_y = c_1 \theta^{1/2} + c_2 \theta^{7/2} \), where \( c_i \) are arbitrary constants.

In the case of finite \( p_T \) modes, the \( p_T \) dependence vanishes for \( k_T^2 \rightarrow M_T^2 \) and \( k_T^2 \rightarrow M_T^2 \) as \( \theta \rightarrow 0 \). This leads to

\[
\ddot{a}^1_x + M_T^2 a^1_x + O(\theta) = 0,
\]

(A35)

\[
\ddot{a}^3_x + M_T^2 a^3_x + O(\theta) = 0,
\]

(A36)

\[
\ddot{a}^3_y + M_T^2 a^3_y + O(\theta) = 0,
\]

(A37)

for the \( D \)-sector and

\[
\ddot{a}^1_y + M_T^2 a^1_y + O(\theta) = 0,
\]

(A38)

\[
\ddot{a}^2_y + M_T^2 a^2_y + O(\theta) = 0,
\]

(A39)

\[
\ddot{a}^3_y + M_T^2 a^3_y + O(\theta) = 0,
\]

(A40)

for the \( E \)-sector. We also obtain

\[
\mathcal{L}_\eta^2 a^1_\eta + M_\eta^2 a^1_\eta + O(\theta) = 0,
\]

(A41)

\[
\mathcal{L}_\eta^2 a^3_\eta + M_\eta^2 a^3_\eta + O(\theta) = 0,
\]

(A42)

for the \( F \)-sector and

\[
\mathcal{L}_\eta^2 a^2_\eta + M_\eta^2 a^2_\eta + O(\theta) = 0,
\]

(A43)

for the \( G \)-sector. In summary, when \( p_\eta = 0, p_T \neq 0 \), all transverse components obey

\[
\ddot{a}^1_\eta + M_\eta^2 a^1_\eta = 0,
\]

(A44)

and the general solution is given by \( a^1_\eta = c_1 \theta^{1/2} + c_2 \theta^{7/2} \log \theta \). The solutions of longitudinal fluctuations are equivalent to the case of \( p_\eta \neq 0, p_T = 0 \).

2. \( \theta \gg 1 \)

Assuming that \( \theta \gg 1 \), terms involving \( \theta \) with a negative exponent can be neglected in the first approximation. Recalling that \( \tilde{A} \approx \text{cn}(\theta; 1/\sqrt{2}) \), we can write the EOM in the form

\[
\ddot{a}_{A+} - \text{cn}^2 \theta a_{A+} = 0,
\]

(A45)

\[
\ddot{a}_{A-} + \text{cn}^2 \theta a_{A-} + O(\theta^{-5/2} \text{a}^3) = 0,
\]

(A46)

\[
\mathcal{L}_\eta^2 a^1_\eta + 2 \text{cn}^2 \theta a^3_\eta - \sqrt{2} \text{ih}^{1/2} \eta \eta a_{A+} = 0,
\]

(A47)

for the \( A \)-sector and

\[
\ddot{a}_{B+} + 3 \text{cn}^2 \theta a_{B+} = 0,
\]

(A48)

\[
\ddot{a}_{B-} - \text{cn}^2 \theta a_{B-} = 0,
\]

(A49)

for the \( B \)-sector. The EOMs of the \( C \) and \( C^* \)-sector are given by

\[
\ddot{a}_x^1 + \text{cn}^2 \theta a_x^3 + O(\theta^{-5/2} a^1_\eta) = 0,
\]

(A50)

\[
\mathcal{L}_\eta^2 a^1_\eta + \text{cn}^2 \theta a^1_\eta + i \text{h}^{1/2} \eta \eta a_{A+} = 0,
\]

(A51)

and

\[
\ddot{a}_y^3 + \text{cn}^2 \theta a_y^3 + O(\theta^{-5/2} a^2_\eta) = 0,
\]

(A52)

\[
\mathcal{L}_\eta^2 a^2_\eta + \text{cn}^2 \theta a^2_\eta - i \text{h}^{1/2} \eta \eta a_{A+} = 0,
\]

(A53)

respectively. Thus, we get Lamé’s equations when \( p_\eta \neq 0, p_T = 0 \): \( a_{A+}, a_{B-} \) and \( a_{3\eta} \) have exponential instability and their growth rates are determined by the Floquet theory independent of \( p_\eta \). It should be noted that \( a_{A-} \) has only linear instability in the first approximation, but the last term in Eq. (A46) can be relevant at later times because \( a_\eta \) grows exponentially.

On the other hand, the contribution from the background field is washed out for finite \( p_T \) modes. In the first approximation, the dominant contribution with respect to \( \theta \) is of the order \( O(\theta^2) \). The EOMs of the \( D \) and \( E \)-sector are given by

\[
\ddot{a}_x^1 - \text{cn}^2 \theta a_x^1 = 0,
\]

(A54)

\[
\ddot{a}_x^2 + 2 \text{h}^2 x / 3 a_y^2 + O(\theta^{1/2}) = 0,
\]

(A55)

\[
\ddot{a}_x^3 + \text{cn}^2 \theta a_x^3 + O(\theta^{1/2}) = 0,
\]

(A56)
and
\[ \ddot{a}_y + 2\theta p_x^2/3a_y^1 + \mathcal{O}(\theta^{1/2}) = 0, \quad (A57) \]
\[ \ddot{a}_y + \mathcal{O}(\theta^{1/2}) = 0, \quad (A58) \]
\[ \ddot{a}_y^3 + 2\theta p_x^2/3a_y^3 + \mathcal{O}(\theta^{1/2}) = 0, \quad (A59) \]
respectively. The EOM of the \( F \)-sector
\[ L^2_\eta a_\eta^1 + 2\theta p_x^2/3a_\eta^1 + \mathcal{O}(\theta^{1/2}) = 0, \quad (A60) \]
\[ L^2_\eta a_\eta^3 + 2\theta p_x^2/3a_\eta^3 + \mathcal{O}(\theta^{1/2}) = 0. \quad (A61) \]
and the EOM of the \( G \)-sector
\[ L^2_\eta a_\eta^2 + 2\theta p_x^2/3a_\eta^2 = 0. \quad (A62) \]
have the same form. In summary, we find that \( a_y^1, a_y^3 \) and \( a_y^3 \)
obeys Airy equation:
\[ \ddot{a} + 2\theta p_x^2 a = 0, \quad (A63) \]
whose solution is given by \( a = c_1 \text{Ai}((-2p_x^2/3)^{1/3}\theta) + \ldots \).
The longitudinal components satisfy Bessel equation:
\[ \ddot{a}_\eta^a - 3 \frac{\dot{a}_\eta^a}{\theta} + 2 \frac{\theta^2 p_x^2 a_\eta^a}{3} = 0, \quad (A64) \]
whose solution is given by \( a_\eta^a = c_1 \theta^2 J_{5/3}(p_x \tilde{a}^{3/2}) + \ldots \).
Therefore, these modes do not show exponential instability in this stage.

**Appendix B: Linear instability**

Floquet’s theorem states that the stability of fluctuations is governed by \( \text{tr} \, M \). If \( |\text{tr} \, M| = 2 \), there are not only stable solution but also linear divergent solution. Here, we show the origin of the linear divergence. Suppose that \( \mu_1 \) and \( \mu_2 \) are the eigenvalues of \( M \), the condition \( |\text{tr} \, M| = 2 \) is realized if and only if \( \mu_1 = \mu_2 = \pm 1 \). The monodromy matrix cannot be semisimple but only has Jordan normal form due to the degeneracy of the characteristic multiplier. If \( \text{tr} \, M = 2 \), without loss of generality, we can take
\[ M = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}. \quad (B1) \]
The logarithm of \( M \) is now given by
\[ \log M = \log \left[ 1 + \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \right] = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}. \quad (B2) \]
Finally, we get
\[ \Phi(t) = F(t) \exp \begin{pmatrix} 0 & t/T \\ 0 & 0 \end{pmatrix} = F(t) \begin{pmatrix} 1 & t/T \\ 0 & 1 \end{pmatrix}, \quad (B3) \]
where \( F(t) \) is a periodic function. Actually, one solution is periodic in time and the another solution is linearly divergent. The case of \( \text{tr} \, M = -2 \) can be discussed in a parallel way and then, we get anti-periodic and linearly divergent solutions. In general, the degeneracy occurs at the boundaries of the instability bands.

**Appendix C: Effective growth rate**

In Sec [IV] we have shown that the growth rates of finite \( p_\eta \) modes approach towards the upper bound which is determined by the Floquet analysis in a nonexpanding geometry. More quantitative discussion can be performed as follows.

Suppose that \( \Phi(\theta) \) is a Wronskian matrix of the given second order differential equation and let us define
\[ M(\theta_0, \theta) = \Phi(\theta_0)^{-1} \Phi(\theta). \quad (C1) \]
\[ M(\theta_0, T + \theta_0) \] is equivalent to the monodromy matrix for the periodic-driven system with period \( T \). Thus the straightforward generalization of the Floquet exponents are given by the eigenvalues of the \( \Gamma(\theta) = \log M(\theta - \theta_0) \), say \( \{\gamma_i\} \). We call them effective growth rates.

We calculate the maximal effective growth rate for \( a_{A+}(p = 0) \) and Lamé’s equation with \( \lambda = -1 \) which is the nonexpanding counterpart. Figure 7 shows that the real part of the effective growth rate as a function of the conformal time. The effective growth rate of the Lamé’s equation well agrees with the Floquet exponent whose value is approximately 0.6559 as it should be. The effective growth rate of \( a_{A+}(p = 0) \) is slightly larger than that of Lamé’s equation, but it approaches toward the Floquet exponent.
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