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Abstract
Continuous-variable quantum key distribution (CV-QKD) provides a theoretical unconditionally secure solution to distribute symmetric keys among users in a communication network. However, the practical devices used to implement these systems are intrinsically imperfect, and, as a result, open the door to eavesdropper attacks. In this work, we show the impact of receiver device imperfections on the estimated channel parameters, performance and security of a CV-QKD system. The presented results show that, due to the erroneously estimated channel parameters, non-monitored imbalances can pose a security risk or even reduce the system’s performance. Our results show the importance of monitoring these imbalances and hint at the possibility of compensating for some receiver imbalances by tuning other components.
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1 Introduction
The expected near-future emergence of a practical quantum computer is a threat to classical cryptography [1–3], with prime number based classical cryptography being particularly affected [4]. In that scenario, Quantum Key Distribution (QKD) tackles the problem of the generation and distribution of symmetric cryptographic keys without assuming any computational limitations [5]. Recently, protocols based on the use of Continuous Variables (CV) have attracted considerable interest, due to the possibility to implement QKD with standard telecom equipment [6]. However, the low power of the signals used in CV-QKD, associated with a very low signal-to-noise ratio, demands a precise measurement of the noise in the communication channel and its amplitude in relation to the noise sources of the receiver [7]. Therefore, a precise characterization of the receiver is mandatory for the implementation of efficient and secure CV-QKD systems [8, 9].

QKD was first proposed in 1984, using the polarization of single photons as a coding basis [3]. Nevertheless, the use of single photons poses difficulties in their practical implementation, namely the specialized equipment needed for single photon generation and
detection [10]. As an alternative, coherent-state CV-QKD was proposed, which encoded the information in the phase and amplitude of weak coherent states, thus allowing for implementation with current modulation methods and telecom-based equipment [6]. The initial CV-QKD protocols employed a level of randomness in the detection stage, by Bob randomly choosing his measurement basis [6]. A technique that does not require random basis switching was introduced in [11] and implemented in [12]. Furthermore, the first implementations of CV-QKD protocols were carried out by using a transmitted local oscillator (LO) setup [10]. Nevertheless, that was found to be a security flaw, because an eavesdropper could manipulate the LO, thus hiding their tampering on the quantum signal itself [13–17]. In that scenario, local LO (LLO) aided by digital signal processing (DSP) techniques are today the most common implementations of CV-QKD systems [13, 18]. These LLO techniques usually employ a relatively high power pilot tone, with the pilot being multiplexed with the quantum signal, to allow for frequency and phase recovery between the different lasers at the transmitter and receiver [13, 18–22]. Lately, LLO CV-QKD implementations using single-sideband modulation with heterodyne detection have been proposed, avoiding low-frequency noise [20–22]. In order to further maximize noise rejection, CV-QKD implementations using root-raised-cosine (RRC) signal modulation have been explored [20, 21]. Alongside the experimental implementations, the security bounds of CV-QKD systems have been established. In [7], an unconditional proof of security for 2-state and 4-state CV-QKD was presented, where the security is evaluated via the channel parameters (transmission and excess noise). This method was adapted into an 8-state protocol in [23]. These proofs assumed a scenario where a possible eavesdropper is only bounded by quantum laws and all excess noise is due to the action of a third party [7, 9]. In all of these security proofs, the optical system itself is assumed to be balanced [7, 9, 23]. In [9], the authors studied the relative contributions of different sources of noise to the final observed excess noise and their subsequent impact on the security of the protocol, in the case of a balanced optical system. Meanwhile, in [24–26], the authors studied the impact of different receiver imbalances on multiple parameters of the output voltage of the receiver. Nevertheless, the role of device imperfections on the performance and security of a heterodyne based LLO CV-QKD transmission system has not been explored. Moreover, the impact of device imperfections on the relative contributions of different noise sources remains an open question, to the best of our own knowledge.

In this paper, we describe the impact of device imperfections at the receiver side on the security and performance of a discrete-modulated CV-QKD system, employing true heterodyne detection and RRC modulation. We show that, under realistic imbalance scenarios, the key rate may be overestimated by 44%, resulting in almost a third of the generated secret key bits being unsafe.

This work is divided into four sections. In Sect. 2, we describe the generic system under analysis and identify the sources of imperfections under study. In Sect. 3, we present a framework showing how to compute the channel parameters and associated secret key rate while under the effect of receiver imbalances. In Sect. 4, we present numerical results showing the impact, on both the performance and security of the system, of the previously identified imbalances. We finalize this work with a summary of the major conclusions in Sect. 5.
2 System description

In this section, we describe the theoretical and numerical models used to describe the role of device imperfections at the receiver stage on the performance of a discrete-modulated CV-QKD system with heterodyne detection.

A simplified block diagram of the CV-QKD system assumed in this work is presented in Fig. 1. The system used for this work is based on the one presented in [20]. According to convention, we will be naming the transmitter Alice, the receiver Bob and the possible eavesdropper Eve. Alice’s setup is composed by an optical laser signal (coherent state), represented by the annihilation operator $\hat{a}_{0A}(t)$, and an IQ-modulator for constellation generation. The action of $\hat{a}_{0A}(t)$ on the coherent state obtained from Alice’s laser is given by

$$\hat{a}_{0A}(t)\ket{\alpha_A(t)} = \alpha_A(t)\ket{\alpha_A(t)},$$

where

$$\alpha_A(t) = |\alpha_A|e^{i(o_A t + \phi_A(t))},$$

and $|\alpha_A|$ represents the amplitude of Alice’s laser such that $|\alpha_A|^2$ is the photon-flux, $o_A$ is the optical frequency of the laser and $\phi_A(t)$ is the unknown optical phase of the laser at instant $t$. The IQ modulator is driven by signals $I(t)$ and $Q(t)$, generated by a PC controlled digital-to-analogue converter (DAC). The discrete-modulated quantum signal consists of an 8-PSK root-raised-cosine (RRC) constellation inserted at an intermediate frequency $f_Q$. A frequency multiplexed pilot tone is also included in the modulation, consisting of a complex sine-wave inserted at an intermediate frequency $f_P$, chosen to be outside of the bandwidth of the quantum signal. The modulated laser signal is thus given by

$$\hat{a}_A(t) = \hat{a}_{0A}(t) M(t),$$

where $M(t)$ is the modulation applied to Alice’s signal, given by

$$M(t) = q(t)e^{i2\pi f_P t} + P e^{i2\pi f_Q t} + \epsilon_{\text{Mod}},$$

with $q(t)$ being a complex valued function containing the 8-PSK RRC signal, $P$ the amplitude of the pilot tone and $\epsilon_{\text{Mod}}$ a noise parameter that accounts for imperfections in the modulation. Modulation imperfections may arise due to noise in the driving signals or due to an improper balancing of the modulator itself.
In Fig. 1, the optical fibre is modelled as a beam-splitter with a transmission coefficient of $T$, where it is mixed with the vacuum state at port $\hat{b}_1(t)$. The fibre output signal is in that case given by

$$\hat{a}_1(t) = \sqrt{T} \hat{a}_A(t) + \sqrt{1-T} \hat{b}_1(t).$$

(5)

At Bob's side, the quantum signal $\hat{a}_F(t)$ is sent to a beam-splitter with transmittance $\eta_B$, where it is mixed with Bob's LLO, $\hat{a}_B(t)$. The beam-splitter outputs are described by

$$\hat{a}_1(t) = \sqrt{\eta_B} \hat{a}_F(t) + \sqrt{1-\eta_B} \hat{a}_B(t),$$

(6)

$$\hat{a}_2(t) = \sqrt{1-\eta_B} \hat{a}_F(t) - \sqrt{\eta_B} \hat{a}_B(t).$$

(7)

Note that this beam-splitter ideally would have $\eta_B = \frac{1}{2}$. The action of $\hat{a}_B(t)$ on the coherent state extracted from Bob's laser is given by

$$\hat{a}_B(t) \ket{\alpha_B(t)} = \alpha_B(t) \ket{\alpha_B(t)},$$

(8)

where

$$\alpha_B(t) = |\alpha_B| e^{i(\omega_B t + \phi_B(t))},$$

(9)

and $|\alpha_B|$ represents the amplitude of Bob's laser such that $|\alpha_B|^2$ is the photon-flux, $\omega_B$ is the optical frequency of the laser and $\phi_B(t)$ is the unknown optical phase of the laser at instant $t$. The beam-splitter outputs, $\hat{a}_1(t)$ and $\hat{a}_2(t)$, are then detected by a pair of photodiodes. The quantum efficiency of each photodiode, $\eta_{d1}$ and $\eta_{d2}$, is modelled by a virtual beam-splitter with a transmission coefficient equal to the quantum efficiency of the real photodiode followed by an ideal photodiode [27]. As a result, the signals are mixed with the vacuum states at ports $\hat{b}_2(t)$ and $\hat{b}_3(t)$, resulting in the outputs

$$\hat{a}_3(t) = \sqrt{\eta_{d1}} \hat{a}_1(t) + \sqrt{1-\eta_{d1}} \hat{b}_2(t),$$

(10)

$$\hat{a}_4(t) = \sqrt{\eta_{d2}} \hat{a}_2(t) + \sqrt{1-\eta_{d2}} \hat{b}_3(t).$$

(11)

Ideally, the quantum efficiencies of the two photodetectors would be equal, but experimentally this may not be the case. The pair of optical signals in (10) and (11) is then converted to an electrical current according to

$$\hat{I}_1(t) = q_e \hat{a}_3(t) \hat{a}_3(t),$$

(12)

$$\hat{I}_2(t) = q_e \hat{a}_4(t) \hat{a}_4(t),$$

(13)

where $q_e$ is the elementary electron charge. The currents $\hat{I}_1(t)$ and $\hat{I}_2(t)$ at the photodiodes' output are expressed as quantum operators due to the fact that they are proportional to the quantum creation and annihilation operators of the optical field that reaches the photodiodes. Dark currents originating in the photodiodes are not considered, as their value will be negligible when compared to the other sources of noise, such as thermal and shot noise [28].
The two currents in (12) and (13) are subtracted and the thermal noise originating in the trans-impedance amplifier, \( \hat{n}_{th} \), is added to the resulting current

\[
\hat{I}(t) = \hat{I}_2(t) - \hat{I}_1(t) + \hat{n}_{th}(t),
\]

(14)

where \( \hat{n}_{th}(t) \) is a Gaussian distributed random variable with null mean and variance \( \varepsilon^2_{th} \).

This subtraction current is then passed through a trans-impedance amplifier in which process it is filtered by a bandpass filter, resulting in

\[
\hat{v}_{th}(\tau) = g_{TIA}(h_{BP}(t) * \hat{I}(t))(\tau),
\]

(15)

where \( g_{TIA} \) is the gain of the trans-impedance amplifier, \( h_{BP}(t) \) represents the impulse response of the bandpass filter and the \(*\) symbol represents convolution. This amplified signal is then digitized and fed into a DSP system that allows for frequency and phase recovery. For the purposes of this work, we assume this DSP to be ideal, not introducing any extra noise.

### 3 Impact of imbalances

In this section, we describe the impact of devices imperfections at Bob’s detection system on the expected value and variance of the measured voltage. Moreover, we also consider the role of those imperfections on the estimation of the channel’s transmission coefficient, excess noise and secret key rate. For the purposes of this work, both lasers were assumed to be tuned to a wavelength of 1550 nm (corresponding to \( \omega_A = \omega_B = 193.41 \text{ THz} \)), and the frequencies at which the signal and the pilot were inserted were assumed to take the values \( f_Q = 215 \text{ MHz} \) and \( f_P = 55 \text{ MHz} \).

The expected value of the output voltage \( \hat{v}_{th}(\tau) \) of the coherent receiver in Fig. 1 is given by (16).

\[
\langle \hat{v}_{th}(\tau) \rangle = g_{TIA}q_e\left[\eta_{d1}\eta_B - \eta_{d2}(1 - \eta_B)\right] T |\alpha_A|^2 (h_{BP}(t) * |M(t)|^2)(\tau) \\
+ g_{TIA}q_e\left[\eta_{d1}(1 - \eta_B) - \eta_{d2}\eta_B\right] |\alpha_B|^2 (h_{BP}(t) * 1)(\tau) \\
+ 2g_{TIA}q_e(\eta_{d1} + \eta_{d2})\sqrt{\eta_B(1 - \eta_B)} T |\alpha_A||\alpha_B| \\
\times \left\{ h_{BP}(t) * \cos[(\omega_A - \omega_B)t + \phi_A(t) - \phi_B(t)] \operatorname{Re}[M(t)] \right\}(\tau),
\]

(16)

In (16), the first and second terms are due to an imperfect subtraction of Alice’s and Bob’s average power, respectively, and the last term is due to the interference between Alice’s modulated signal and Bob’s local oscillator. The \( (h_{BP}(t) * 1)(\tau) \) term in (16) is due to the constant power nature of Bob’s laser signal.

The performance of the CV-QKD system can be assessed through the estimation of the excess noise added to the measured voltage in (16). To quantify that, we must calculate the signal variance at Bob’s detection system. This variance will have to be computed using a time-sampled numerical code with sampling time \( dt \), in which situation the Dirac delta function is defined as [29]

\[
\delta(t) = \begin{cases} 
\frac{1}{dt}, & 0 < t \leq dt, \\
0, & \text{otherwise}.
\end{cases}
\]

(17)
The variance for $\hat{v}_H(\tau)$ is given by (18), where $\text{RIN}^A_{\Delta f}$ and $\text{RIN}^B_{\Delta f}$ are, respectively, the power spectral densities of Alice’s and Bob’s lasers random intensity noise (RIN).

$$\langle \hat{v}_H(\tau)^2 \rangle - \langle \hat{v}_H(\tau) \rangle^2 = 2g_{\text{TIA}}^2 \eta_B \frac{1}{2} \int_0^\infty \frac{\text{d}t}{t} |\alpha_A|^4 \text{RIN}^A_{\Delta f} (h_{\text{BB}}^2(t) * |M(t)|^4)(\tau)$$

$$+ 2g_{\text{TIA}}^2 \eta_B \frac{1}{2} \int_0^\infty \frac{\text{d}t}{t} |\alpha_B|^4 \text{RIN}^B_{\Delta f} (h_{\text{BB}}^2(t) * 1)(\tau)$$

$$+ g_{\text{TIA}}^2 \frac{1}{2} \int_0^\infty \frac{\text{d}t}{t} |\alpha_A|^2 (h_{\text{BB}}^2(t) * 1)(\tau)$$

$$+ g_{\text{TIA}}^2 \frac{1}{2} \int_0^\infty \frac{\text{d}t}{t} |\alpha_B|^2 (h_{\text{BB}}^2(t) * 1)(\tau)$$

$$+ 2g_{\text{TIA}}^2 \eta_B \frac{1}{2} \int_0^\infty \frac{\text{d}t}{t} |\alpha_A| |\alpha_B| |h_{\text{BB}}^2(t) * \cos[(\omega_A - \omega_B)t + \phi_A(t) - \phi_B(t)]| \text{Re}[M(t)](\tau),$$

In (18), the first term is the noise variance due to the thermal noise of the receiver, whereas the second and third terms represent the noise variance due to the RIN from Alice’s and Bob’s lasers, respectively. The fourth and fifth terms correspond, respectively, to Alice’s and Bob’s shot noise. The sixth and final term in (18) is the shot noise of the interference between Alice’s modulated signal and Bob’s LO. The final term in (18) will take a negative value when $\eta_{d_1} < \eta_{d_2}$, this however is not an instance of negative noise but rather a correction to the fourth and fifth terms of the equation. In fact, the last three terms of (18) can be rewritten as

$$g_{\text{TIA}}^2 \eta_B \frac{1}{2} \int_0^\infty \frac{\text{d}t}{t} |h_{\text{BB}}^2(t) * \sqrt{\eta_B T} \alpha_A(t) M(t) + \sqrt{1 - \eta_B T} \alpha_B(t) M(t)|^2(\tau)$$

$$+ g_{\text{TIA}}^2 \eta_B \frac{1}{2} \int_0^\infty \frac{\text{d}t}{t} |h_{\text{BB}}^2(t) * \sqrt{(1 - \eta_B T) \alpha_A(t) M(t) - \sqrt{\eta_B T} \alpha_B(t) M(t)}|^2(\tau),$$

where it becomes clear that the combination of the shot noises from both lasers with the interference variance will always have a positive value.

Both channel parameters, transmission, $T$, and excess noise, $\epsilon$, can be estimated from (16) and (18). Bob can estimate $T$ through his measured average voltage via [8]

$$\tilde{T} = \left( \frac{\langle \hat{v}_H(\tau) \rangle}{2g_{\text{TIA}}^2 \eta_B |\alpha_A| |\alpha_B| |h_{\text{BB}}^2(t) * \cos[(\omega_A - \omega_B)t + \phi_A(t) - \phi_B(t)]| \text{Re}[M(t)](\tau) \right)^2,$$

where $\eta_d = \eta_{d_1} + \eta_{d_2}$ is the mean value of the quantum efficiency of the two photodiodes. In this definition, the transmittance is effectively estimated from the average value of the constellation. Bob can estimate the thermal noise of his receiver by turning off both the signal from the fibre and his receiver laser and then estimate the noise added by his laser by turning on his receiver laser and subtracting the previously observed thermal noise variance from the now observed variance. However, Bob will not be able to distinguish between his laser’s shot noise and RIN, as a result his estimation for the shot noise will be
The excess noise measured by Bob, expressed in shot noise units (SNU), will then correspond to the total variance without Bob’s thermal and laser noises (shot noise and RIN) and divided by \( \tilde{\Sigma} \). Since the security model assumes that the excess noise is added at the channel input, the variance originating from this subtraction will have to be divided by the estimated channel transmission. In that scenario, the excess noise is estimated by

\[
\tilde{\epsilon} = \left( \tilde{\nu}_H(\tau) \right)^2 - \left( \tilde{\nu}_H(\tau) \right)^2 - (g^2_{TIA}\epsilon^2_{th} + \tilde{\Sigma} \tilde{T}).
\]

The channel parameters \( \tilde{T} \) and \( \tilde{\epsilon} \) can then be used to estimate the secret key rate, given by

\[
K = \beta I_{BA} - \chi_{BE},
\]

where

\[
I_{BA} = \log_2 \left( 1 + \frac{2\tilde{T}\eta\langle n \rangle}{2 + \tilde{T}\eta\epsilon + 2g^2_{TIA}\epsilon_{th}} \right),
\]

where \( \langle n \rangle \) is the average number of photons per symbol and \( \chi_{BE} \) is obtained through equation (17) in [23].

## 4 Numerical results

In this section, we present numerical results illustrating the impact of device imperfections at Bob’s detection system on the estimated channel parameters and subsequently on the estimated secret key rate. In Fig. 2 (a) we present the evolution of the estimated channel transmission, expressed in (20), as a function of the transmission parameter of Bob’s beam-splitter, \( \eta_B \) in Fig. 1. From the results in Fig. 2 (a) we can see that when the system is balanced, i.e. \( \eta_B = 0.5 \), the transmission estimated by Bob will coincide with the real transmission. However, as it further imbalances, the estimated transmission will follow the curve dictated by \( \sqrt{\eta_B(1-\eta_B)} \). Note that the first term in (16) does not have a major contribution in (20), due to the low power of the quantum signal. The second term in (16), due to it being a purely DC contribution and DC being filtered out by the bandpass filter \( h_{BP}(t) \), also does not have a major contribution to (20).

As stated previously, Bob’s shot noise estimate, \( \Sigma \), will have contributions from both his laser’s shot noise and RIN. In Fig. 2 (b), we show the dependency of the noise parameters in (21) with Bob’s beam-splitter transmission coefficient. From the results in Fig. 2 (b) we can see that the shot noise contribution remains unchanged with the imbalances, which is to be expected, as the shot noise term in (21) is not dependent on \( \eta_B \) when \( \eta_{d_1} = \eta_{d_2} \). Meanwhile, the RIN’s contribution rises sharply and rapidly becomes the dominant factor...
to the global noise at Bob’s detection output. The result of the combined shot noise and RIN is an overestimation of the shot noise, which will influence the estimation of the excess noise in relation to it, which can be seen in Fig. 2 (c).

In Fig. 2 (c), we present the evolution of the estimated excess of noise given by (22) in SNU, as a function of Bob’s beam-splitter imbalance. The excess noise presented here is due only to Alice’s RIN, shot noise and the shot noise of the interference between Alice’s modulated signal and Bob’s LO, corresponding to the second, fourth and sixth terms of (18), respectively. In Fig. 2 (c), we can see that, for the different values of RIN, the excess noise will always follow roughly the same behaviour. The estimated excess noise is maximum when the system is balanced and decreases symmetrically around $\eta_B = 0.5$ as it imbalances. This is due to Bob’s estimation for the shot noise, $\Sigma$, increasing sharply as the system becomes unbalanced, as shown in Fig. 2 (b). The higher the RIN, the more pronounced the excess noise underestimation will be. The decrease of the estimated transmission will also have an impact on the estimated excess noise, as the estimated transmission decreases with the increasing imbalance of $\eta_B$, the estimated excess noise would also increase. However the effect of the increase of $\Sigma$ will be the dominant factor.

The secret key rate can then be estimated for the estimated values of transmission and excess noise following (23), yielding the results presented in Fig. 2 (d). For the lowest value of RIN the estimated secret key rate will decrease as the $\eta_B$ deviates from 0.5, with this effect being dictated by the decreasing estimated transmission observed in Fig. 2 (a). This results in some lost system performance, as usable bits will be discarded. For the other two values of RIN, the underestimation of the excess noise observed in Fig. 2 (c) will cause an overestimation of the secure key rate, this poses a security risk as Alice and Bob will distill bits for the key at a rate higher than the channel parameters would allow for a secure key.

In Fig. 3 (a), we present the evolution of the estimated channel transmission, defined in (20), as a function of the difference between the quantum efficiencies of Bob’s photodi-
Figure 3  Evolution of (a) the estimated channel transmission, given by (20), (b) Bob’s shot noise estimate, given by (21), (c) the estimated excess noise, given by (22), and (d) the estimated key rate, given by (23), as a function of Bob’s photodetector imbalance. We have used $T = 0.1$, $g_{1x} = 10^4$ V/A, $k_{B} = 1.44 \times 10^{-4}$ Vrms, $\langle |\alpha|_A^2 \rangle = 1.25 \times 10^8$ s$^{-1}$, $\langle |\alpha|_B^2 \rangle = 1.56 \times 10^{17}$ s$^{-1}$, $T_N = 4$ ns, $d = 31.25$ ps and $RIN_A = RIN_{A'} = RIN_{B} = 3 \times 10^{-13}$ Hz$^{-1}$. The point corresponding to the balanced system, i.e. the "real" value, is identified by a star.

Figure 3 (a) shows the evolution of the estimated channel transmission as a function of Bob’s photodetector imbalance, $\eta_{d1} - \eta_{d2}$. The transmission follows the curve dictated by $\eta_{d1} - \eta_{d2}$, with the different values of $\eta_B$ causing a small vertical shift to the curve. When $\eta_{d1} - \eta_{d2} > 0$ the transmission will tend to be overestimated, while when $\eta_{d1} - \eta_{d2} < 0$ it will tend to be underestimated. Furthermore, we can see that equal deviations of $\eta_B$ in either direction, i.e. $\eta_B < 0.5$ and $\eta_B > 0.5$, will result in the same deviation of the estimated channel transmission.

In Fig. 3 (b), we show the dependency of $\tilde{\sigma}$, expressed in (21), with the difference between the quantum efficiencies of Bob’s photodiodes. We see from Fig. 3 (b) that, when $\eta_B = 0.5$, Bob’s estimated shot noise has a minimum value, corresponding to the true shot noise, at $\eta_{d1} = \eta_{d2}$, and rises as the quantum efficiencies deviate, as the RIN contribution becomes more and more pronounced. Moreover, in Fig. 3 (b), we see that when the value of $\eta_B$ deviates from 0.5, the point at which the value of Bob’s estimated shot noise is minimum deviates to negative values of $\eta_{d1} - \eta_{d2}$ when $\eta_B < 0.5$ and to positive values of $\eta_{d1} - \eta_{d2}$ when $\eta_B > 0.5$. This hints at the fact that imbalances in Bob’s beam-splitter may be compensated by tuning the relative values of $\eta_{d1}$ and $\eta_{d2}$ and vice versa. Additionally, the value of Bob’s estimated shot noise at this minimum point will be slightly below the value observed with the balanced system when $\eta_B < 0.5$ and, conversely, slightly above that value when $\eta_B > 0.5$. This asymmetry is due to the average value of the quantum efficiencies of the photodiodes being lower when $\eta_{d1} < \eta_{d2}$ and higher when $\eta_{d1} > \eta_{d2}$, causing the second term of (21), which corresponds to Bob’s laser’s shot noise, to increase as the value of $\eta_{d1} - \eta_{d2}$ increases.

In Fig. 3 (c), we present the evolution of the estimated excess noise, given by (22), in SNU, as a function of the difference between the quantum efficiencies of Bob’s photodiodes, for three different values of $\eta_B$. We can see from Fig. 3 (c) that the estimated excess
noisecurvestendtothesamevalueat\(\eta_{d1} = \eta_{d2}\), with the excess noise being overestimated when \(\eta_{d1} > \eta_{d2}\) and under estimated when \(\eta_{d1} < \eta_{d2}\). When \(\eta_{d1} < \eta_{d2}\), the estimated excess noise quickly becomes negative, this happens because, in this situation, the excess noise is dominated by the sixth term in (18), which itself becomes negative when \(\eta_{d1} < \eta_{d2}\). Recall that in our case the only excess noise contributions are due to noise originating in Alice’s transmission system and due to the interference noise between Alice’s signal and Bob’s LO, in the presence of other, likely higher, channel noise contributions, the excess noise would not take a negative value, but would rather have a reduced value when compared to a balanced system. Additionally, for \(\eta_B = 0.5\), when \(\eta_{d1} < \eta_{d2}\) the excess noise estimate will decrease until it reaches a minimum and when \(\eta_{d1} > \eta_{d2}\) it increases until it reaches a maximum. However, this curve is not symmetric, with the minimum value observed not having the same absolute value as the maximum observed value. Meanwhile, when \(\eta_B = 0.45\), the excess noise estimate will exhibit a minimum with a lower value and located at a lower value of \(\eta_{d1} – \eta_{d2}\) and a maximum with a lower value located at a higher value of \(\eta_{d1} – \eta_{d2}\), when compared to the values for \(\eta_B = 0.5\). Conversely, when \(\eta_B = 0.55\), the excess noise estimate will exhibit only the maximum observed when \(\eta_{d1} > \eta_{d2}\), having a higher value and being located at a greater value of \(\eta_{d1} – \eta_{d2}\), again when compared to the values for \(\eta_B = 0.5\). These three curves show a very asymmetric dependency of the excess noise with the photodetector imbalances, this asymmetry is again due to the contribution of the sixth term in (18), which is itself asymmetric, and due to the excess noise’s dependency on the estimated channel transmission, shown in Fig. 3 (a), which will cause the estimated excess noise values when \(\eta_{d1} – \eta_{d2} < 0\) to have a higher absolute value than the ones estimated when \(\eta_{d1} – \eta_{d2} > 0\).

The secret key rate can again be estimated for the estimated values of transmission and excess noise following (23), yielding the results presented in Fig. 3 (d). We can see from Fig. 3 (d) that, for both \(\eta_B = 0.5\) and \(\eta_B = 0.45\), the estimated secret key rate will, generally, increase as \(\eta_{d1} – \eta_{d2}\) increases, apart from a short decreasing region. Meanwhile, when \(\eta_B = 0.55\), the estimated secret key rate will always increase as \(\eta_{d1} – \eta_{d2}\) increases. The evolution of the estimated key rate in function of the photodiode imbalance is dominated by the estimated value for the channel transmission, shown in Fig. 3 (a), which increases linearly with \(\eta_{d1} – \eta_{d2}\). The regions where the growth of the estimated key rate slows down, and in the case of \(\eta_B = 0.5\) and \(\eta_B = 0.45\) stops, are due to the contribution of the excess noise, whose maximum and minimums roughly coincide with these regions. Depending on the exact position in the x-axis, this means that these combined beam-splitter and photodiode quantum efficiencies will result in either an over or under estimation of the secret key rate. In the scenario of an overestimation of the secret key rate, this will pose a security risk as Alice and Bob will distillate bits for the key at a rate higher than the channel parameters would allow for a secure key, while in the case of an underestimation there will be lost performance, as Alice and Bob will discard more bits than they had to.

5 Conclusion
We study the impact of receiver imbalances on the channel parameters estimated by Bob and the subsequent impact on the estimated secure key rate. We observe that non-monitored imbalances in the receiver beam-splitter and photodiode quantum efficiencies may pose a security risk, as it will cause Alice and Bob to overestimate their secret key rate. For example, a 2% imbalance of the transmission coefficient of Bob’s beam-splitter
transmission coefficient will lead up to a 44% overestimation of the key rate. Physically, this overestimation arises mainly from Bob’s inclusion of his laser’s RIN in his estimation of the shot noise, which will cause an underestimation of the value of the excess noise in relation to the shot noise. Moreover, receiver imbalances may also lead to a reduced performance of the key distribution system, as the wrongly estimated channel parameters can also lead to a slight underestimation of the secret key rate. For example, in the absence of other receiver imbalances, a 2% deviation between the values of the quantum efficiencies of the photodiodes may lead to either a 3% underestimation or a 4% overestimation of the key rate. However, when the 2% deviation between the values of the quantum efficiencies of the photodiodes is combined with a 5% imbalance of the transmission coefficient of Bob’s beam-splitter, the key rate can then be overestimated by 30%, when \( \eta_B = 0.45 \), or by 25%, when \( \eta_B = 0.55 \).
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