Model of Optimization solution Based on Generalized Evidence Theory
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Abstract. In order to solve the application of generalized evidence theory in Engineering, a new generalized basic probability assignment GBPA generation method is proposed in this paper. And on this basis, the selection model of civil aircraft optimization scheme is constructed. Then, taking the optimization scheme of a civil aircraft as an example, it is proved that the method is simple in calculation and clear in physical meaning, which is more suitable for practical application.

1. Introduction
With the rapid development of modern data fusion technology[1-6], it plays an increasingly important role in the field of decision-making. Decision making under uncertain factors is very common in practical applications, such as supply chain management in enterprises [7-9], medical services [10,11], unknown risk analysis [12,13], etc. [14-15]. In order to get an optimal goal, many new decision methods are developed based on fuzzy set theory [16,17], probability theory [18-21], rough set theory [22-25], D-S evidence theory [26-28] and other data fusion methods [29-32].

Dempster Shafer evidence theory provides the basic elements of information modeling: recognition framework and basic probability allocation (BPA), and provides combination rules for fusion data. Dempster Shafer evidence theory has been widely used in multiple attribute decision making [33-37], fault diagnosis [38-41], pattern recognition [42-44], controller design [45-47], risk analysis [48, 49] and other [50-52] fields.

Evidence theory is usually based on a complete set, however, in the actual decision-making process, we can't take all the evaluation rules. How to model these incomplete evaluation rules is still an urgent issue to be solved. This issue is addressed in this paper; then a method for generating GBPA is proposed based on the generalized evidence theory (GET)[53], namely, generalized evidential selection model SM FMEA (GESM).

Generalized evidence theory [53] is a more generalized case of Dempst-Shafer evidence theory (D-S evidence theory), which is developed to deal with uncertain information in the open world. D-S evidence theory has been widely studied in the past decades. It is a useful mathematical theory in the practical application of information fusion. Some key problems in D-S evidence theory are still worthy of further study, such as the determination of dependent evidence combination and basic probability assignment [52]. Generalized evidence theory inherits the advantages of D-S evidence theory, and if the recognition framework is incomplete, the generalized basic probability assignment (gbpA) and generalized combination rule (GCR) in get can deal with incomplete knowledge more effectively [53].
In this paper, an empty set is used to represent the incomplete risk factors identified by evaluation rules. The relative importance of these factors is not taken into account. The gesm model based on the traditional SM is a more general model. If the conditions are satisfied, gesm can also degenerate into traditional SM.

The other chapters of this paper are arranged as follows. The second section introduces the basic definition. The third section is a new generalized evidence model (gesm). The fourth section is an experiment based on gesm. Section 5 is the experimental conclusion.

2. Basic definitions

Some basic definitions are briefly introduced in this section, includes Dempster-Shafer evidence theory and General Dempster-Shafer evidence theory. Dempster-Shafer evidence theory D-S theory assumes a fixed, exhaustive set of mutually exclusive events \( \Theta = \{ \theta_1, \theta_2, \ldots, \theta_n \} \). Dempster-Shafer theory is concerned with the set of all subsets of \( \Theta = \{ \theta_1, \theta_2, \ldots, \theta_n \} \), which is the power set \( 2^{\Theta} \), known as the Frames of Discernment (FOD):

\[
\Omega = \{ \emptyset, \{ \theta_1 \}, \{ \theta_2 \}, \ldots, \{ \theta_n \}, \{ \theta_1, \theta_2 \}, \ldots, \{ \theta_1, \theta_2, \ldots, \theta_n \} \}
\]

Mathematically, a basic probability assignment (BPA) or mass function \( m \) is a function from the power set (set of all subsets) of \( \Theta \) to \([0, 1]\), which satisfies:

\[
m(\emptyset) = 0, \quad 0 \leq m(A) \leq 1 \quad \text{and} \quad \sum_{A \in \Theta} m(A) = 1
\]

D-S evidence theory is also called belief function theory [15,16].

Let the discernibility framework \( \Theta \) be a set of N mutually exclusive global exhaustion events. The elements in \( \Theta \) is defined as \( \Theta = \{ \theta_1, \theta_2, \ldots, \theta_n \} \). The power set of \( \Theta \) is denoted by \( 2^{\Theta} \), and its elements are called hypothesises or a propositions. Based on the above two concepts, the definition of the mass function can be described. A mass function, also called basic probability assignment (BPA), is a mapping \( m \) from \( 2^{\emptyset} \) to \([0, 1]\), which is given below:

\[
m : 2^{\emptyset} \rightarrow [0,1]
\]

Satisfying:

\[
m(\emptyset) = 0
\]

\[
\sum_{A \in \Theta} m(A) = 1
\]

The value \( m(A) \) represents the belief degree distributed to hypothesis \( A \). Note that \( m(\emptyset) = 0 \) means that there is no belief degree assigned to the empty set, which is required in the closed world.

While in the open world [30], the criterion is not required, and \( m(\emptyset) \) can be bigger than zero. All subsets \( A \) of \( \Theta \) that satisfying \( m(A) > 0 \) are called focal elements. Dempster’s combination rule, also called the orthogonal sum, is defined as follows:
\[
m(C) = m_X + m_Y
\]
\[
= m_X \oplus m_Y
\]
\[
= \begin{cases} 0, X \cap Y \neq \emptyset \\ \sum_{X \cap Y = C, X, Y \subseteq \Theta} m_X \times m_Y \times (1 - K), X \cap Y \neq \emptyset \end{cases}
\]

(3)

K is called the conflict factor between \(m(X)\) and \(m(Y)\), which is defined below:

\[
K = \frac{\sum_{X \cap Y = \emptyset, \forall X, Y \subseteq \Theta} m_X \times m_Y}{X \cap Y \neq \emptyset}
\]

(4)

When there are more than two pieces of evidence, these can be combined in the following form:

\[
m = m_1 \oplus m_2 \oplus \cdots \oplus m_n
\]

(5)

**General D-S evidence theory**

This section mainly introduces the basic concepts of the generalized evidence theory (GET) [53]. The generalized basic probability assignment (gbpA) in generalized evidence theory corresponds to the basic probability assignment (BPA) in D-S evidence theory. It is used to represent data and modeling. The conflicting, inconsistent, or uncertain evidence bodies are combined by generalized combination rules (GCR), which is derived from Dempster’s combination rules.

**Definition 1.** Suppose that \(\Theta\) is a frame of discernment in the open world. Its power set, \(2^U\), is composed of \(2^U\) propositions, \(\forall A \subseteq U\); a mass function is a mapping \(m_g: m_g : [0,1] \rightarrow [0,1]\), satisfying [53]

\[
\sum_{A \subseteq 2^\Theta} m_g(A) = 1
\]

(6)

where \(m_g\) is the GBPA of the frame of discernment, \(\Theta\). The difference between GBPA and BPA is the restriction of 0. In GET, \(m_g(\emptyset) = 0\) is not necessary in GBPA. In other words, the empty set can also be a focal element. If \(m_g(\emptyset) = 0\), the GBPA degenerates to a conventional BPA in D-S evidence theory.

**Definition 2.** Given a GBPA, the generalized belief function is GBel: \(2^U \rightarrow [0,1]\), which satisfies [53]

\[
\text{GBel}(A) = \sum_{B \subseteq A} m(B)
\]

\[
\text{GBel}(\emptyset) = m(\emptyset)
\]

(7)

**Definition 3.** Given a GBPA, the generalized belief function is GPI: \(2^U \rightarrow [0,1]\), which satisfies [53]

\[
\text{GPl}(A) = \sum_{B \subseteq A} m(B)
\]

\[
\text{GPl}(\emptyset) = m(\emptyset)
\]
Definition 4. In generalized evidence theory, \( \emptyset \cap \emptyset = \emptyset \), which means that the intersection between two empty sets is still an empty set. Given two GBPAs \((m_1, m_2)\) the generalized combination rule (GCR) is defined as follows\([53]\):

\[
m(A) = \frac{(1 - m(\emptyset)) \sum_{B \cap C = A} m_1(B) \cdot m_2(C)}{1 - K}
K = \sum_{B \cap C = \emptyset} m_1(B) \cdot m_2(C)
\]

\(m(\emptyset) = m_1(\emptyset) \cdot m_2(\emptyset)\),

\(m(\emptyset) = 1\), if \(K = 1\)

3. Selection Model of Optimization solution

In this section, a new GBPA generation method and a new selection model are introduced.

A new GBPA generation method

A new GBPA generation method assigns the part that each solution could not satisfy to the empty set \(\emptyset\). Suppose there are \(w\) alternative solutions, and \(n\) selection criterias, Set the valuation of each solution based on each evaluation criterion as \(V_1, V_2, \ldots, V_w\), and \(V \in [0, 1]\). Then set the valuation of the empty set \(\emptyset\) as :

\[
V(\emptyset) = 1 - \max|V_1, V_2, \ldots, V_w|
\]

Then the GBPA is generated as follows :

\[
m_w = \frac{V}{V_1 + V_2 + \ldots + V_w}
\]

A numerical example is given to illustrate the new GBPA generation method. The valuation of each solution based on each evaluation criterion is \(V(A), V(B)\) and \(V(C)\). According to Equation (10), the empty set can be calculated:

\[
V(\emptyset) = 1 - \max[V(A), V(B), V(C)]
\]

The GBPAs according to Equation (11) are given below :

\[
m(A) = \frac{V(A)}{V(A) + V(B) + V(C) + V(\emptyset)}
\]

\[
m(B) = \frac{V(B)}{V(A) + V(B) + V(C) + V(\emptyset)}
\]
\[ m(C) = \frac{V(C)}{V(A) + V(B) + V(C) + V(\varnothing)} \]

This is to say, one evidence get from that criterion is \( m : m(A), m(B), m(C), m(\varnothing) \).

Step 1: Set the selection criteria according to the characteristics of the product

Step 2: Give the valuation of each solution according to the selection criteria for each solution

Step 3: Get GBPA based on the proposed method

Step 4: Data fusion based on GCR

Step 5: Decision making

End

Fig. 1. The flowchart on new GESM

If the value of \( m(\varnothing) \) is large, the risk of all alternative solutions is great; If the value of \( m(\varnothing) \) is small, it shows that the alternative solution is very good.

The proposed selection model

The new selection model is applied to the optimization of civil aircraft product, as shown in Figure 1:

Step 1: Set the selection criteria according to the characteristics of the product:
Step 2: Give the valuation of each solution according to the selection criteria for each solution

Step 3: Get GBPA based on the proposed method;

Step 4: Data fusion based on GCR

Step 5: Decision making based on the result of data fusion

4. A Case Study

In this section, a real case study on a civil aircraft system is need to optimize, and there are three alternative solutions. There are five selection criteria for these alternative solutions, and based on these selection criteria, the scoring results given by the expert system are as follows (Table 1):

Table 1 The scoring results based on five selection criteria

| Criteria   | Solution A | Solution B | Solution C |
|------------|------------|------------|------------|
| Criteria 1 | 0.9        | 0.95       | 0.9        |
| Criteria 2 | 0.85       | 0.9        | 0.95       |
| Criteria 3 | 0.9        | 0.95       | 0.85       |
| Criteria 4 | 0.8        | 0.7        | 0.9        |
| Criteria 5 | 0.8        | 0.7        | 0.7        |

Introduce the generation of GBPA with criteria as an example. We can calculate the value of $V(\emptyset)$ according to equation (10).

$$V_1(\emptyset) = 1 - \text{Max}[0.9, 0.95, 0.9] = 0.05$$

With the result of equation (10), the GBPA can be get as follows:

$m_1(A) = \frac{V_1(A)}{V_1(A) + V_1(B) + V_1(C) + V_1(\emptyset)} = \frac{0.9}{0.9 + 0.95 + 0.9 + 0.05} = 0.3214$

$m_1(B) = \frac{V_1(B)}{V_1(A) + V_1(B) + V_1(C) + V_1(\emptyset)} = \frac{0.95}{0.9 + 0.95 + 0.9 + 0.05} = 0.3393$

$m_1(C) = \frac{V_1(C)}{V_1(A) + V_1(B) + V_1(C) + V_1(\emptyset)} = \frac{0.9}{0.9 + 0.95 + 0.9 + 0.05} = 0.3214$

$m_1(\emptyset) = \frac{V_1(\emptyset)}{V_1(A) + V_1(B) + V_1(C) + V_1(\emptyset)} = \frac{0.05}{0.9 + 0.95 + 0.9 + 0.05} = 0.0179$

This is to say, one evidence get from that criterion is:

$m_1(A) = 0.32, m_1(B) = 0.33, m_1(C) = 0.32, m_1(\emptyset) = 0.02$

With the above method, five groups of evidence can be obtained by Table 1, as shown in table 2:

Table 2 The evidences get from the table 1

| Evidence | Solution A | Solution B | Solution C | $V(\emptyset)$ |
|----------|------------|------------|------------|----------------|
| $m_1$    | 0.32       | 0.34       | 0.32       | 0.02           |
| $m_2$    | 0.31       | 0.33       | 0.34       | 0.02           |
Combine $m_1, m_2, m_3, m_4$ and $m_5$ based on GCR, the combination result is shown in Table 3:

| Evidence | Solution A | Solution B | Solution C | (Ø) |
|----------|------------|------------|------------|-----|
| $m_1, m_2$ | 0.4098 | 0.4447 | 0.1451 | 0.0004 |
| $m_1, m_2, m_3$ | 0.4472 | 0.4879 | 0.0649 | 0.0000 |
| $m_1, m_2, m_3, m_4$ | 0.4787 | 0.4869 | 0.0344 | 0.0000 |
| $m_1, m_2, m_3, m_4, m_5$ | 0.5047 | 0.4789 | 0.0163 | 0.0000 |

From the fusion results of Table 3, it can be drawn that solution A is the best. Although, the GBPA of solution A is not much larger than the other two programs, the GBPA of solution (Ø) is also very small, which shows that the risk of the three alternative solutions is small. The three solutions are good ones.

5. Conclusion
The development of generalized evidence theory has been faster, but the application in engineering practice needs to be strengthened. This paper presents a method to generate GBPA based on generalized evidence theory, and constructs the selection model of civil aircraft optimization solutions based on the new GBPA. The data fusion results of a real study show that the new model works well. However, there is still much room for the development of generalized evidence theory in engineering.
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