Application of Clustering Algorithm and Spatial Analysis for Industrial Optimization
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ABSTRACT
Technological advances and increasingly diverse human needs, making one of the challenges for policymakers in planning future design. One of them is the determination of policies in industrial equality. The even distribution of the industry itself is in line with the objectives of the country's first field of Development Goals, namely, to end poverty in all forms. Based on this, this study aims to analyze industrial clusterings and continue with spatial analysis of each region and its visualization with the R programming language. The case study of this uses data from the Department of Industry and Trade in Tegal City; this is because Tegal City is one of the tourist destinations and industrial centers that are developing, especially in the field of food or drink in Central Java Province. K-Means cluster method is used in clustering, as well as spatial autocorrelation, to determine whether there is influence from each region. Based on the research results, obtained two optimal groups in the food industry grouping. The determination of the optimal number of groups is based on the Within-Cluster-Sum of Squared Errors (WSS) and Silhouette evaluation methods. The two food industry producer groups formed have the characteristics of the first group consisting of twenty-three food industry producers with average investment value and production value relatively lower compared to the second group consisting of two food industry producers. Moran's index is used to check spatial autocorrelation where the results obtained will be visualized in the form of a geographic information system which is expected to facilitate future policy makers.
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1. INTRODUCTION
Industrial equalization of each region is needed every year to improve the welfare of the people in the area. Industrial equalization is basically in line with the first objective of the Indonesian Sustainable Development Goals (SGDs), namely, to end poverty in all forms of any kind [1]. One of the cities that is undergoing development in the field of industry in Central Java Province is Tegal City. Tegal City is located in the northern part of the island of Java, which is one of the main routes in transportation and trade. In addition, Tegal City is also one of the tourist destinations and industrial centers that are developing, especially food and beverages. Due to the growing development of the industry, it needs to be supported by the existence of a strong system, especially related to spatial data in Tegal City. This is done with the aim of creating even industrial distribution so that later it will not overlap or be able to level the development in each location. Optimal industrial equalization can later help policymakers to determine the rules, facilities, and infrastructure as well as other media to be able to support the SGDs and minimize the risk of potential impacts. Based on this, stages need to be designed to analyze the distribution of each industry in Tegal City. In the initial stage, cluster analysis is used based on data from the Department of Industry and Trade (DISPERINDAG) of Tegal City. Cluster analysis is used here to determine which areas have high, medium, or low levels so that it makes it easy to prioritize future policies, in accordance with the Long Term Development Plan (RPJMD) of Tegal city 2005-2025 [2]. From the cluster analysis followed by spatial analysis, this is because the data held has spatial dimensions. Furthermore, the spatial analysis will be visualized later to make it easier to determine areas that have high or low clusters. In the future, it can also be developed with the presence of online-based publication media, as an illustration of the use of online systems in mapping in Tegal City [3].

2. MATERIALS AND METHODS

2.1. Data Source
The data used in the study was data of small and medium food industries in Tegal City obtained from DISPERINDAG Tegal City in 2016. The industrial data that is owned is spatial data (district level) as many as 23 districts covering the types of industrial centers, the number
of workers, investment value, production value, types of products for one (1) year.

2.2. Research Variables

The variables in the research are as follows:

1. Value of investment
   Investment or capital can also be called the initial costs incurred by a business unit or industry to carry out production activities. The amount of investment is an important factor for the running of a business. With the investment, it is expected that an industrial unit will continue to grow and make a profit. In this study, the value of an investment is expressed in units of the rupiah.

2. Value of production
   Production value is the level of production or the total amount of goods produced by an industry. The size of the production value can be an indication of the size of the industry. In this study, the value of production is expressed in rupiah units.

2.3. Synthesis

The research method used in this study broadly consisted of three (3) stages, namely (1) K-Menas Cluster Analysis, (2) Spatial Analysis, (3) Visualization of results, visualized the following flowchart.

---

**Figure 1.** Research Flowchart
### 2.4. Cluster Analysis

Cluster Analysis is a multivariate statistical analysis used to cluster a group of objects based on the similarity of the characteristics of the object [4]. The aim of clustering is to group objects that have high similarity, while objects that are in different groups will have high dissimilarities. If there are \( n \) objects and \( p \) variables, then observations with \( i = 1, 2, 3, \ldots, n \) and \( j = 1, 2, 3, \ldots, p \) can be illustrated in Table 1 [5].

#### Table 1. Illustration of an arrangement of observations in cluster analysis.

| Object 1 | Variable 1 | Variable 2 | \ldots | Variable \( p \) |
|----------|------------|------------|--------|-----------------|
| X_{11}   | X_{12}     | \ldots     | \cdot  | X_{1p}          |
| X_{21}   | X_{22}     | \ldots     | \cdot  | X_{2p}          |
| \vdots   | \vdots     | \vdots     | \vdots | \vdots          |
| X_{n1}   | X_{n2}     | \ldots     | \cdot  | X_{np}          |

The measure used in cluster analysis is the measure of similarity, which in this case, is approximated by distance measurement. The most commonly used measure of distance is the Euclidean Distance, written in Equation 1 [4].

\[
d_{ij} = \sqrt{\sum_{k=1}^{p} (x_{ik} - x_{jk})^2} \quad (1)
\]

with \( d_{ij} \): euclidean distance of the \( i \)-th data object and the \( j \)-th data object, \( p \): number of variables, \( x_{ik} \): \( i \)-data object in the \( k \)-th variable, and \( x_{jk} \): \( j \)-data object in the \( k \)-th variable.

#### 2.5. K-Means Cluster Method

K-Means cluster method is one of the non-hierarchical cluster methods used with the aim of dividing existing data into one or more clusters [6]. The algorithm used in the K-Means cluster method is as follows [6] and [7].

- a. Set \( k \) as the number of groups to be formed
- b. Generates a \( k \) centroid (cluster center point) randomly based on available objects as many as cluster \( k \). Next, to calculate the next \( i \)-centroid cluster, used Equation 2.
  \[
v = \frac{1}{n} \sum_{i=1}^{n} x_i \quad n = 1, 2, 3, \ldots, n \quad (2)
\]
  \( v \): centroid in the cluster, \( x_i \): \( i \)-th object, and \( n \): the number of objects that are members of the cluster.
- c. Calculate the distance of each object to each centroid in each cluster using Euclidean distance (Equation 1).
- d. Group each data according to the closest distance to the centroid.
- e. Determine the new centroid position \( (C_k) \) by calculating the average value of objects in the same centroid, written in Equation 3.
  \[
  C_k = \left( \frac{1}{n_k} \right) \sum_{i} d_i \quad (3)
  \]
  \( n_k \): number of members in cluster \( k \) and \( d_i \): member in cluster \( k \).

The assumption that needs to be done for K-Means cluster analysis is the absence of multicollinearity on the research variables. Multicollinearity is a linear relationship between research variables. To find out whether there is multicollinearity among research variables based on the VIF value. If the VIF value of the research variable is less than 10, then there are no symptoms of multicollinearity on the research variable.

#### 2.6. Spatial Analysis

Before conducting spatial analysis, it can be seen in graph contiguity. Graph contiguity (picture of neighborhood) is a visualization of the neighborliness of each region. This study focused on the food industry in the city of Tegal. Generally, graph contiguity is used as the basis for making spatial weighting matrices denoted by \( W \) of size \( n \times n \) where \( n \) represents the amount of data (area) studied. This study uses the Queen Contiguity matrix. The Queen Contiguity matrix is a side-angle intersection matrix that defines the value of \( w_{ij} = 1 \) if the common side or vertices meet with other regions, while if there is no intersection of the edges then \( w_{ij} = 0 \). \( w_{ij} \) is the value in the \( i \)-th row matrix and the \( j \)-th column [8].

After the Queen Contiguity matrix is obtained, it is continued with the standardization for each value obtained so that later the number of weights in each row is equal to one. Calculations for standardizing the Queen Contiguity weighting are written in Equation 4 [9].

\[
w_{ij} = \frac{c_{ij}}{c_i} \quad (4)
\]

\( w_{ij} \): matrix weight value between the \( i \)-th location and \( j \)-th row / \( i \)-th column (standardized), \( c_{ij} \) = value in the \( i \)-th row in \( j \)-th column. Standardized Queen Contiguity weighting matrices are used in testing and modeling methods in spatial analysis.

The spatial analysis used begins with checking the presence or absence of spatial autocorrelation. Spatial autocorrelation is one of the spatial analyzes to determine the pattern of relationships or correlations between locations (observations). The Moran Index (Moran’s I) is one method to calculate spatial...
autocorrelation. Moran’s I can be used to find the outset of spatial randomness. This spatial randomness can represent the presence of patterns that cluster or form trends in space [10]. Calculation of Moran’s I with a weighting matrix in the form of normality or a standardized matrix can be calculated with Equation 5 [11].

\[
I = \frac{n \sum_{i=1}^{n} \sum_{j=1}^{n} w_{ij} (y_i - \bar{y})(y_j - \bar{y})}{\sum_{i=1}^{n} (y_i - \bar{y})^2 \sum_{j=1}^{n} w_{ij}}
\]

\(n\): number of observations (location), \(y_i\): observation value at the \(i\)-th location, \(y_j\): observation value at the \(j\)-th location, \(\bar{y}\): the average value at \(n\) locations, \(w_{ij}\): matrix weight value between \(i\)-th and \(j\)-location (standardized). Moran’s I coefficient is used to testing spatial dependencies or autocorrelation between observations or locations. Pattern identification uses Moran’s I index value criteria, if the value of \(I > E[I]\) then has a clustering pattern, if \(I < E[I]\), then it has a spread pattern, if \(I = E[I]\) then it has an uneven spread pattern [12]. E \(I\) is the expectation of I formulated in Equation 1.

\[E[I] = -\frac{1}{(n - 1)}\]

The null hypothesis for the Moran Index is that there is no spatial autocorrelation. The test statistic used can be seen in Equation 7 through Equation 9.

\[Z(I) = \frac{I - E[I]}{\sqrt{Var(I)}} = N(0,1)\]

\[Var(I) = \frac{n^2 S_1 - n S_2 + 3 S_0^2}{(n^2 - 1) S_0^2} - [E(I)]^2\]

\[S_0 = \sum_{i=1}^{n} \sum_{j=1}^{n} w_{ij}, S_1 = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} (w_{ij} + w_{ji})^2, S_2 = \sum_{i=1}^{n} (\sum_{j=1}^{n} w_{ij} + \sum_{j=1}^{n} w_{ji})^2\]

\(H_0\) is rejected or there is autocorrelation [13], [14] between locations if \(|Z_{\text{count}}| > Z(\frac{\alpha}{2})\), \(Z(\frac{\alpha}{2})\) is 1.96 or \(p_{\text{value}} < 5\%\).

3. RESULTS AND DISCUSSION

3.1. Data Exploration

Descriptive statistics are performed to find out the basic description of the data held, a statistical summary of the variables, and data size [15]. Descriptive statistics for the research variables are presented in Table 2.

| Data Summary | Investment Value of IDR (000) | Production Value of IDR (000) |
|--------------|-------------------------------|-------------------------------|
| Average      | 853093                        | 24306789.84                   |
| Minimum value| 1500                          | 15000                         |
| Maximum value| 8307950                       | 478626004                     |

At a glance, the data possessed have a fairly large range when viewed from the minimum and maximum values of investment data and production value.

3.2. Cluster Analysis

Prior to the cluster analysis, the multicollinearity assumption was tested, and the VIF value obtained for the investment value variable was 2.309, and the VIF value for the production value variable was 2.309. Because the VIF value for each variable is less than 10, it can be concluded that there is no multicollinearity between variables. Based on the analysis using the K-Means method, the optimal number of groups is two groups. The determination of the number of groups is based on the Within-Cluster-Sum of Squared Errors (WSS) and Silhouette criteria.
Obtained cluster characteristics are presented in Table 3.

![Figure 2. WSS Criteria](image1)

![Figure 3. Silhouette Criteria](image2)

### Table 3. Characterization Summary

| Cluster | Number of members | Average Investment Value (IDR 000) | Average Production Value (IDR 000) |
|---------|-------------------|-----------------------------------|-----------------------------------|
| 1       | 23                | 337720,652                        | 4736119,348                      |
| 2       | 2                 | 6779875                           | 249369501                        |

Based on Table 3, it is known that cluster two has characteristics with higher investment value and production value when compared to cluster one. Cluster one members consist of the Village of Kradon, Cebawan, Sumurpanggang, Kalinyamat Kulon, Pesurungan Lor, Margadana, Kaligangsa, Pesurungan Kidul, Pekauman, Kraton, Muara Reja, Bandung, Keturen, Tumon, Kalinyamat Wetan, Debong Kulon, Debong Tengah, Randugunting, Debong Kidul, Kejambon, Slerok, Stage and Muspusuman. Meanwhile, cluster two consists of the villages of Tegal Sari and Mintaragen. Based on the results of the cluster, it can be used as a basis for decision making by the government in order to optimize the industrial area in the city of Tegal.

#### 3.3. Spatial Analysis

After clustering using the K-Means cluster and its evaluation, it is followed by spatial analysis to determine whether there are dependencies or spatial dependencies between regions. As an initial illustration, the following is a neighboring region matrix presented in Figure 4. While Figure 5 is an illustration of Moran’s Scatter Plot. Spatial analysis code can be seen Spatial Data Analysis with R [16], while the basics of basic spatial visualization can be seen in Spatial Data in R [17].

![Figure 4. Graph contiguity](image3)

![Figure 5. Moran’s Scatterplot](image4)

In Figure 4, the red line shows that the two regions are neighbors, the neighbor in this neighborhood using the queen type. While in Figure 5 shows Moran’s Scatter Plot or distribution of each region into the quadrant (I, II, III, or IV). Based on the Graph Contiguity visualization, it is obtained that each region is neighboring with other regions, with at least one neighbor. Then the spatial weighting matrix is calculated and standardized for the Moran’s Index calculation. Based on Equation 5, the moran’s index value is obtained as follows.
Based on the significance test of the normal approach, according to Equation 7, a value is obtained $S_0 = 25$, $S_4 = 13.376$, and $S_2 = 102.02$. Then based on Equation 8, the value of $Var(I)$ is obtained

$$Var(I) = \frac{n^2S_1 - nS_2 + 3S_0^2}{(n^2 - 1)S_0^2} - [E(I)]^2 = \frac{25^2(13.376) - 25(102.02) + 3(25^2)}{(25^2 - 1)(25^2)} - [-0.042]^2 = 0.0179$$

$$Z(I) = \frac{I - E[I]}{\sqrt{Var(I)}} = \frac{0.012 - (-0.042)}{0.4} = 0.4$$

Earned value $|Z(I)| = 0.4 < 1.96 = Z_{0.05}$ until it fails to reject the null hypothesis. Based on the Moran's Index test, it was concluded that at a significance level of 5%., there was no spatial autocorrelation of the number of food industries in Tegal City, Central Java. This is also reinforced from Moran's Index value of 0.012, which indicates a positive but small autocorrelation because it is more likely to approach zero than one.

Because the Moran's Index obtained illustrates that there is no spatial dependence, spatial regression modeling cannot be continued. As an alternative, you can use Moran's Scatter Plot. Moran's Scatterplot defined the relationship between the value of observations in an area (standardized) with the average value between observations of neighboring regions with the area concerned [12]. In Scatterplot, divided into four quadrants [18] namely Quadrant I (High-High) shows the location that has a high observation surrounded by a location that has a high observation value as well, with the same analogy Quadrant II is (Low-High), Quadrant III (High-III) Low-Low), and Quadrant IV (High-Low).

Based on Figure 5, obtained the distribution of points only spread to three (3) quadrants, namely quadrants II, III, and IV. In quadrant two (Low-High) obtained four (4) districts, namely Muarareja, Mintaragen, Pesurugan Lor, and Klaten. Most of the locations are located in Quadrant three (Low-low), namely the districts of Panggung, Margadana, Kaligangsa, Krandon, Pekanum, Mangkusuman, Cabawan, Pesurugan Kidul, Slerok, Sumurpanggang, Randugunung, Debong Kulon, Kejambon, Keturen, Kalinyamat Kulon, Central Debang, Tunon, Debang Kidul, Kalinyamat Wetan, and Bandung. In quadrant four (High-Low), there is only one district, namely Tegalsari. Visualization of the results of Moran’s Scatterplot and Clustering is presented in Figure 6 and Figure 7.

**Figure 6.** Map of the distribution of the food industry

**Figure 7.** Food Industry Clustering Map

4. CONCLUSION

The conclusions obtained from this study based on the results obtained in the discussion are as follows. Based on K-Means clustering, there are two clusters in the Food Industry in Tegal City. There is no spatial autocorrelation between adjacent locations, but after being analyzed by Moran Scatter, the industry plot is divided into three quadrants, namely Quadrant II (Low-High), Quadrant III (Low-Low), and the last Quadrant IV (High-Low). The regional government can be equal in terms of the policy by...
focusing on the regions in quadrant II and then continuing in quadrant IV and, finally, the regions in Quadrant III.
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