QUASILINEAR LOGARITHMIC CHOQUARD EQUATIONS WITH EXPONENTIAL GROWTH IN $\mathbb{R}^N$
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Abstract. We consider the $N$-Laplacian Schrödinger equation strongly coupled with higher order fractional Poisson’s equations. When the order of the Riesz potential $\alpha$ is equal to the Euclidean dimension $N$, and thus it is a logarithm, the system turns out to be equivalent to a nonlocal Choquard type equation. On the one hand, the natural function space setting in which the Schrödinger energy is well defined is the Sobolev limiting space $W^{1,N}(\mathbb{R}^N)$, where the maximal nonlinear growth is of exponential type. On the other hand, in order to have the nonlocal energy well defined and prove the existence of finite energy solutions, we introduce a suitable log-weighted variant of the Pohozaev-Trudinger inequality which provides a proper functional framework where we use variational methods.

1. Introduction and main results

Consider the following system of elliptic equations
\begin{align*}
-\Delta_m u + V(x)|u|^{m-2}u &= f(u)v, \\
-\Delta^{\alpha} v &= F(u),
\end{align*}
where $\Delta_m, m \geq 2$, is the $m$-Laplace operator defined as follows
$$\Delta_m u = \text{div}(|\nabla u|^{m-2}\nabla u),$$
$V : \mathbb{R}^N \to \mathbb{R}$ is the external Schrödinger potential, $F$ is the primitive of $f$ vanishing at zero and where $(-\Delta)^{\alpha/2}, \alpha > 0$, is the fractional Laplacian, see Section 2.1. System (1.1) is in gradient form as the nonlinearity in the right hand side of (1.1) is the gradient of the potential function $G(u,v) = F(u)v$. It is also strongly coupled as $u = 0 \iff v = 0$. However, (1.1) does not possess in general a variational structure because of the presence of the nonlocal operator in the second equation, which prevents solutions of the system to be critical points of an energy functional $E(u,v)$, which may not exist or may not be well defined.
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The parameters $m$, $N$, $\alpha$ play an important role from the theoretical point of view as well as from that of applications, see [24] and references therein. For $m=2$ we have the linear Schrödinger operator in the left hand side of the first equation and the problem has been widely studied in dimension $N > 2$ and for $\alpha < N$, see [24] for a survey and [11, 13] for related critical cases. The case of dimension $N = 2$ and $\alpha < N$ has been studied in [4, 5]. More recently in [6, 10, 14] it has been considered the limiting case $\alpha = N = 2$; see also [3, 9] for related results.

A major difficulty in the limiting case is to construct a proper function space framework in which to settle the problem. As developed in [10] in dimension $N = 2$, in order to consider the maximal exponential growth, a suitable functional framework can be obtained by means of log-weighted versions of the Pohozaev–Trudinger inequality [26, 30].

In this paper we tackle the general limiting case

$$\alpha = N = m > 2.$$  \hspace{1cm} (1.2)

This leads from one side to handle a quasilinear Schrödinger equation in the system [12] and on the other side demands for a more general function space setting. A key ingredient for this purpose, is to extend the fundamental functional inequality established in [10], in the special case $\alpha = N = m = 2$, to the general case (1.2).

Let $I_N: \mathbb{R}^N \setminus \{0\} \to \mathbb{R}$ be the logarithmic Riesz kernel

$$I_N(x) = \frac{1}{\gamma_N} \log \frac{1}{|x|}$$

with

$$\gamma_N = 2^{N-1} \pi^{\frac{N}{2}} \Gamma \left( \frac{N}{2} \right).$$

By setting $v := I_N * F(u)$, (1.1) is formally equivalent (see Section 2.1) to the following quasilinear Choquard type equation

$$-\Delta_N u + V|u|^{N-2}u = (I_N * F(u))f(u) \quad \text{in } \mathbb{R}^N,$$  \hspace{1cm} (1.3)

which does have a variational structure.

Indeed, (1.3) is the Euler-Lagrange equation related to the energy functional

$$E(u) = \frac{1}{N} \int_{\mathbb{R}^N} |\nabla u|^N + V|u|^N \, dx - \frac{1}{2} \int_{\mathbb{R}^N} (I_N * F(u))(x)F(u(x)) \, dx,$$

provided such energy is well defined in a suitable function space which we are going to construct in the sequel as one of our main results.

Before stating our main results let us introduce a few assumptions:

(V) $V: \mathbb{R}^N \to \mathbb{R}$ is continuous, 1-periodic and there exists $V_0 > 0$ such that $V(x) \geq V_0$;

($f_1$) $f: \mathbb{R} \to \mathbb{R}$ is continuous and differentiable, such that
(i) \( f(s) \geq 0 \), for all \( s \geq 0 \) and we may also assume (as we look for positive solutions) \( f(s) = 0 \) for \( s \leq 0 \);
(ii) there exists \( C > 0 \) such that \( f(s) \leq Cs^p e^{\alpha_N s^{N-1}} \) as \( s \to +\infty \), for some \( p > 0 \) and where \( \alpha_N \) is given below;
(iii) \( f(s) \asymp s^{q-1} \), as \( s \to +\infty \), for some \( q > N \);

\((f_2)\) there exist \( C > \delta > 0 \) such that
\[
\frac{N - 2}{N} + \delta \leq \frac{F(s)f'(s)}{f^2(s)} \leq C, \quad s > 0;
\]
\((f_3)\) \( \lim_{s \to +\infty} \frac{F(s)f'(s)}{f^2(s)} = 1 \), or equivalently \( \lim_{s \to +\infty} \frac{d}{ds} F(s) = 0 \);
\((f_4)\) there exists \( \beta > 0 \) such that
\[
\lim_{s \to +\infty} \frac{f^2(s)}{e^{2N(\omega N - 1)s^{N-1}} s^{N-1}} \geq \beta \nu,
\]
where \( \nu \) will be explicitly given in Sect. 4.

Notice that from the assumptions on \( f \) we also deduce the following:

- There exists \( s_0 > 1 \) such that
  \[
  0 \leq F(s) \leq \begin{cases} 
  |s|^q, & s \leq s_0, \\
  s^{p-\frac{1}{N}} e^{\alpha_N s^{N-1}}, & s > s_0;
  \end{cases} \tag{1.4}
  \]

- \( f(s) \) is monotone increasing, hence \( F(s) = \int_0^s f(\tau)d\tau \leq sf(s) \), while the quantity \( \frac{F(s)}{f(s)} \) is well defined and vanishes only at \( s = 0 \). Furthermore,
  \[
  \frac{d}{ds} \left( \frac{F(s)}{f(s)} \right) = \frac{f^2(s) - F(s)f'(s)}{f^2(s)} \leq \frac{2}{N} - \delta \tag{1.5}
  \]
  which implies \( F(s) \leq (\frac{2}{N} - \delta)sf(s) \);

- \( (f_3) \) implies a fine lower bound on the quotient \( \frac{Ff'}{f^2} \), as \( s \to +\infty \). Indeed, for any \( \varepsilon > 0 \) there exists \( s_\varepsilon > 0 \) such that
  \[
  \frac{Ff'}{f^2}(s) \geq \begin{cases} 
  \left( \frac{2}{N} + \delta \right)s, & s \leq s_\varepsilon \\
  (1 - \varepsilon)s, & s > s_\varepsilon;
  \end{cases} \tag{1.6}
  \]

- \( (f_4) \) is in the spirit of the de Figueiredo–Miyagaki–Ruf condition \[15\] and turns out to be a suitable compactness condition in this context.

The role of condition \((f_4)\) will be detailed in Section 4.1.

Examples of functions \( F(s) \) satisfying our set of assumptions are given below:
\[
F(s) = \begin{cases} 
  s^q, & s \leq s_0 \\
  e^{\alpha_N s^{N-1}}, & s > s_0
\end{cases}, \quad \forall q > N;
\]
\[ F(s) = s^p e^{\frac{s^{N-1}}{p}}, \quad \forall p > N; \]
\[
F(s) = \begin{cases} 
  s^q, & s \leq s_0 \\
  \alpha s^p e^{\frac{s^{N-1}}{N-1}}, & s > s_0
\end{cases}
\]

for \( q \geq N, \ p > 1 \) and suitable constants \( \alpha, \beta > 0 \).

Let us now introduce some basic notation:

\[ \|u\|_N := \|u\|_{L^N(\mathbb{R}^N)} \]

and

\[ \|u\| := \|u\|_{W^{1,N}(\mathbb{R}^N)} = \left( \|\nabla u\|_N^N + \|u\|_N^N \right)^{\frac{1}{N}}. \]

Let \( w(x) := \log(e + |x|) \) and define the weighted Sobolev space \( W^{1,N}_w(L^q_w(\mathbb{R}^N)) \) as the completion of smooth compactly supported functions with respect to the norm

\[
\|u\|_{N,w} = \|\nabla u\|_N^N + \|u\|_{L^q_w(\mathbb{R}^N)}^N\]

When \( q = N \), for simplicity we denote \( W^{1,N}_w(\mathbb{R}^N) \) as \( W^{1,N}_w(L^N_w(\mathbb{R}^N)) \) and

\[
\|u\|_w^N := \|\nabla u\|_N^N + \|u\|_{L^N_w(\mathbb{R}^N)}^N = \int_{\mathbb{R}^N} |\nabla u|^N dx + \int_{\mathbb{R}^N} |u|^N \log(e + |x|) dx.
\]

Let us set

\[ \|u\|_V := \left( \int_{\mathbb{R}^N} |\nabla u|^N + V|u|^N dx \right)^{\frac{1}{N}}, \]

and we use \( W^{1,N}_V(\mathbb{R}^N) \) to denote the set of all functions with bounded \( \|\cdot\|_V \) norm. Let us also set \( w_0(x) := \log(1 + |x|) \), and

\[
\|u\|_{N,V,w_0} := \|u\|_V^N + \|u\|_{L^N_w(\mathbb{R}^N)}^N = \|u\|_V^N + \left( \int_{\mathbb{R}^N} |u|^q \log(1 + |x|) dx \right)^{\frac{N}{q}},
\]

and consider \( W^{1,N}_V(L^q_w(\mathbb{R}^N)) \) as the completion of smooth compactly supported functions with respect to the norm \( \|\cdot\|_{N,V,w_0} \).

The proper function space setting in which the energy and the variational framework turns out to be well defined, will be a consequence of the following weighted version of the Pohozaev–Trudinger inequality, which we state here for simplicity in the case \( q = N \) (see Section 3 for the case \( q > N \)):

**Theorem 1.1.** The weighted Sobolev space \( W^{1,N}_w(\mathbb{R}^N) \) embeds into the weighted Orlicz space \( L_{\phi_N}(\mathbb{R}^N, \log(e + |x|)dx) \) where

\[ \phi_N(t) = e^t - \sum_{j=0}^{N-2} \frac{t^j}{j!}. \]
More precisely, the following holds
\[ \int_{\mathbb{R}^N} \phi_N \left( \alpha |u|^{\frac{N}{N-1}} \right) \log(e + |x|) \, dx < \infty, \tag{1.7} \]
for any \( u \in W_{w}^{1,N}(\mathbb{R}^N) \) and any \( \alpha > 0 \). Moreover, the following uniform bound holds
\[ \sup_{\|u\|_N \leq 1} \int_{\mathbb{R}^N} \phi_N \left( \alpha_N \left( \frac{N}{N+1} \right)^{1/(N-1)} |u|^{\frac{N}{N-1}} \right) \log(e + |x|) \, dx < +\infty, \tag{1.8} \]
where \( \alpha_N = N \omega_{N-1}^{\frac{1}{N-1}} \) is the sharp Moser exponent, and \( \omega_{N-1} \) is the \((N-1)-\)dimensional surface of the unit sphere in \( \mathbb{R}^N \).

Inequality (1.8) and its version in the case \( q > N \) (Theorem 3.3), turn out to be key ingredients to obtain the following result:

**Theorem 1.2.** Suppose the nonlinearity \( f \) satisfies \((f_1)-(f_4)\) and that the potential \( V \) enjoys \((V)\). Then, problem \((1.3)\) possesses a nontrivial mountain pass solution which has finite energy in the weighted Sobolev space \( W_{V}^{1, N} L^q_{w_0}(\mathbb{R}^N) \).

**Overview.** In the next section we collect some preliminary material. Special attention is devoted to discuss equivalence between \((1.3)\) and \((1.1)\). This is a quite delicate matter and still with some shadows which prevent to obtain optimal results. We are motivated by a very recent debate on this topic, towards a better understanding of the higher order fractional context.

In Section 3, we prove some fundamental results which from one side extend classical embeddings from Functional Analysis, due independently to Pohozaev and Trudinger in late sixties, on the other side provide a new tool in the ‘variational toolbox’ to prove existence results by variational methods; we are confident these results will be useful in other situations. Here we extend in a non trivial fashion to any dimension, previous results obtained in [10] in dimension two and then applied to prove the existence of finite energy solutions to Schrödinger–Newton systems by variational techniques.

In Section 4, we exploit the abstract results of Section 3 to provide a suitable variational framework in which we can prove the existence of a mountain pass solution to \((1.3)\). Due to the presence of exponential growth in the nonlinearity and of a sign-changing logarithmic kernel in the nonlocal part of the equation, here even the most standard variational steps become somehow delicate. We take care of stressing differences with the two dimensional case, in particular passing from semilinear, in dimension \( N = 2 \), to quasilinear nonlocal Schrödinger equations in higher dimensions \( N \geq 3 \), where some new ideas and efforts are needed.
2. ON THE EQUIVALENCE BETWEEN NONLOCAL EQUATIONS AND HIGHER ORDER FRACTIONAL SYSTEMS

Here we discuss the equivalence between the Choquard type equation (1.3) and the higher order fractional system (1.1). Formally, if in (1.3) we set
\[ \Phi_u := I_N * F(u), \]
then the function \( u \) solves the equation
\[ -\Delta_N u + V|u|^{N-2}u = \Phi_u f(u), \quad \text{in } \mathbb{R}^N \]
and moreover, \( \Phi_u \) is the unique solution in \( \mathbb{R}^N \) to the following fractional equation
\[ (-\Delta)^{\frac{N}{2}} \phi = F(u). \]
However, this argument is affected by the notion of solution we deal with, this is somehow a delicate matter and not yet completely understood. Having in mind the commitment to make precise in the sequel what we mean by solution, we have the following, and for the moment heuristic

**Proposition 2.1.** Let \( u \in W^{1,N}_{V,L} \mathbb{R}^N \) be a solution of (1.3). Then \( u \) is a solution to
\[ -\Delta_N u + V|u|^{N-2}u = \phi f(u) \quad \text{in } \mathbb{R}^N, \quad (2.1) \]
where \( \phi \) is the unique solution to
\[ (-\Delta)^{\frac{N}{2}} \phi = F(u) \quad \text{in } \mathbb{R}^N. \]

Let us begin by recalling the definition in the distributional sense of the fractional Laplacian of any order. Set for \( s > 0, \)
\[ L_s(\mathbb{R}^N) := \left\{ u \in L^1_{\text{loc}}(\mathbb{R}^N) \mid \int_{\mathbb{R}^N} \frac{|u(x)|}{1 + |x|^{N+2s}} \, dx < \infty \right\}, \]
the operator \((-\Delta)^s u\) is defined for all \( u \in L_s(\mathbb{R}^N)\) via duality, as
\[ \left\langle (-\Delta)^s u, \varphi \right\rangle = \int_{\mathbb{R}^N} u (-\Delta)^s \varphi \, dx, \quad \forall \varphi \in \mathcal{S}(\mathbb{R}^N), \quad (2.2) \]
where
\[ (-\Delta)^s \varphi = \mathcal{F}^{-1} \left( |\xi|^{2s} \mathcal{F} \varphi(\xi) \right), \quad \forall \varphi \in \mathcal{S}(\mathbb{R}^N) \]
denoting by \( \mathcal{F} \) the Fourier transform and where \( \mathcal{S}(\mathbb{R}^N) \) denotes the Schwartz space of rapidly decreasing functions. We remark that the right hand side of (2.2) is well defined, thanks to the fact that for \( \varphi \in \mathcal{S}(\mathbb{R}^N) \),
\[ |(-\Delta)^s \varphi(x)| \leq \frac{C}{|x|^{N+2s}}, \]
see e.g. [18, Proposition 2.1].

Let us consider the fractional Poisson’s equation
\[ (-\Delta)^s u = f \quad \text{in } \mathbb{R}^N, \quad \text{with } 0 < s \leq \frac{N}{2} \quad (2.3) \]
If $s \in (0, 1)$, the setting and the representation formulas for solutions of this equation are settled in literature, among which recent studies carried out in [1, 8]. The case $s > 1$ has been considered in very recent papers [2, 7, 29], whereas a general approach, based on the notion of distributional solution dates back to classical works [20, 27, 28], see also [16].

**Definition 2.2.** Given $f \in \mathcal{S}'(\mathbb{R}^N)$, we say that $u \in L^2(\mathbb{R}^N)$ is a distributional solution of (2.3) if

$$\int_{\mathbb{R}^N} u(-\Delta)^{N/2} \varphi \, dx = \langle f, \varphi \rangle$$

for all $\varphi \in \mathcal{S}(\mathbb{R}^N)$.

It is well known that, if $s < \frac{N}{2}$, the distributional solution of (2.3) is given by

$$u(x) = \mathcal{F}^{-1} \left( \frac{1}{|\xi|^{2s}} \mathcal{F} f(\xi) \right)(x)$$

which is realized also by convolution with the Newtonian potential

$$u(x) = (I_{2s} * f)(x), \quad \text{where } I_{2s}(x) = \frac{1}{\gamma_{N,s}} |x|^{2s-N}$$

for some $\gamma_{N,s} > 0$, (see [27, Chapter 5]). Note that the Newtonian potential, in the case $2s = N$, is given by

$$I_N(x) = \frac{1}{\gamma_N} \log \frac{1}{|x|} = \mathcal{F}|\xi|^{-N}(x),$$

Nevertheless, when $2s = N$ it is not possible to define the solution to (2.3) by Fourier transform in $\mathcal{S}(\mathbb{R}^N)$ in general, due to the singularity of $|\xi|^{-N}$ in zero. However, various assumptions on $f$, which improve the regularity of its Fourier transform, allow to recover the notion of distributional solution, for instance, the assumption

$$\mathcal{F} f(0) = 0, \quad \text{that is } \int_{\mathbb{R}^N} f(x)dx = 0.$$

The notion of Fourier transform has to be settled in a suitable framework, such as Lizorkin’s spaces, defined as the subspace of Schwartz functions which are orthogonal to polynomials, namely :

$$\Phi = \left\{ \varphi(x) \mid \varphi \in \mathcal{S}(\mathbb{R}^N), \int x^j \varphi(x) = 0, \ \forall |j| \in \mathbb{N}_0 \right\}.$$

Again, the convolution with a log-kernel does not yield enough $L^1_{\text{loc}}$-regularity to provide a notion of distributional solution in the general context of $\mathcal{S}(\mathbb{R}^N)$. See [27, Chapter 5] for more details.

Notice that when $N$ is even, $(-\Delta)^{N/2}$ is an integer order operator, so its fundamental solution in $\mathbb{R}^N$ is known, see e.g. [22, Proposition 22].

When $N$ is odd, the fractional case, an alternative approach to circumvent the loss of regularity in the borderline case $2s = N$ is given in [18] (see
also \cite{17, 19, 23}). We next recall some ideas from \cite{18}. The argument is simple, the $N/2$-Laplacian can be seen as the composition of the $1/2$-Laplacian with the Laplacian of integer order $(N-1)/2$. The following proposition ensures that the logarithmic potential $I_N$ is the fundamental solution of the $N/2$-Laplacian in this sense.

**Proposition 2.3.** \cite[Lemma A.2]{18} Let $N \geq 3$ be an odd integer number and define

$$
\Phi(x) := (-\Delta)^{N-1 \over 2} I_N(x) = {c_n \over |x|^{N-1}}.
$$

Then $\Phi$ is the fundamental solution of $(-\Delta)^{1 \over 2}$ in $\mathbb{R}^N$, in the sense that for all $f \in L^1(\mathbb{R}^N)$ it holds that $\Phi * f \in L^2_{\text{loc}}(\mathbb{R}^N)$ and that

$$
\langle (-\Delta)^{1 \over 2} (\Phi * f), \varphi \rangle := \int_{\mathbb{R}^N} (\Phi * f)(x)(-\Delta)^{1 \over 2} \varphi(x) \, dx = \int_{\mathbb{R}^N} f \varphi \, dx,
$$

for all $\varphi \in \mathcal{S}(\mathbb{R}^N)$.

However, it is not straightforward from here that $I_N$ is the fundamental solution of $(-\Delta)^{N/2}$ in the sense of Definition 2.2. Actually, by interpreting the $N/2$-Laplacian (when $N$ is odd) as the composition of the Laplacian of (integer) order $(N-1)/2$ and the $1/2$-Laplacian, one has that Definition 2.2 turns out to be equivalent to the following

**Definition 2.4.** \cite[Definition 1.1]{18} Given $f \in \mathcal{S}(\mathbb{R}^N)$, we say $u$ is a solution of (2.3) if

$$
u \in W^{N-1,1}_{\text{loc}}(\mathbb{R}^N), \quad (\Delta)^{N-1 \over 2} u \in L^2(\mathbb{R}^N),
$$

and

$$
\int_{\mathbb{R}^N} (-\Delta)^{N-1 \over 2} u(-\Delta)^{1 \over 2} \varphi \, dx = \langle f, \varphi \rangle
$$

for all $\varphi \in \mathcal{S}(\mathbb{R}^N)$.

Indeed, we have

**Proposition 2.5.** \cite[Proposition 2.6]{18} Let $f \in L^1(\mathbb{R}^N)$. Then $u$ is a solution of (2.3) in the sense of Definition 2.4 if and only if $u$ is a solution in the sense of Definition 2.2.

As already pointed out, the convolution $I_N * f$ itself does not provide in general a distributional solution of (2.3). Nevertheless, a suitable modification of the logarithmic potential $I_N$, from one side yields enough $L^1_{\text{loc}}$-regularity, on the other side it is the fundamental solution of the $N/2$-Laplacian, in the distributional sense of Definition 2.2.

**Lemma 2.6.** \cite[Lemma 2.3]{18} Let $f \in L^1(\mathbb{R}^N)$, and for all $x \in \mathbb{R}^N$,

$$
\hat{v}(x) := {1 \over \gamma_N} \int_{\mathbb{R}^N} \log \left( {1 + |y| \over |x - y|} \right) f(y) \, dy.
$$
Then \( \tilde{v} \in W_{\text{loc}}^{N-1,1}(\mathbb{R}^N) \) and
\[
\int_{\mathbb{R}^N} \tilde{v}(x)(-\Delta)^{\frac{N}{2}} \varphi(x) \, dx = \int_{\mathbb{R}^N} (-\Delta)^{\frac{N}{2}} \tilde{v}(x)(-\Delta)^{\frac{N}{2}} \varphi(x) \, dx = \int_{\mathbb{R}^N} f(x) \varphi(x) \, dx
\]
for all \( \varphi \in \mathcal{S}(\mathbb{R}^N) \), i.e., \( \tilde{v} \) is a distributional solution (in the sense of Definitions 2.4, 2.2) of (2.3).

**Lemma 2.7.** [18, Lemma 2.4] Let \( u \) be a solution of (2.3) in the sense of Definition 2.2 with \( f \in L^1(\mathbb{R}^N) \). Then \( u = \tilde{v} + p \), where \( p \) is a polynomial of degree at most \( n-1 \).

As a consequence of what we have recalled here from [18], we are now in the position to proof Proposition 2.1.

**Proof of Proposition 2.1.** Let \( u \in W^{1,N}L_{\text{loc}}^q(\mathbb{R}^N) \) be a (weak) solution of (1.3). Then \( F(u) \in L^p(\mathbb{R}^N) \) for any \( p \geq 1 \), as a consequence of Theorems 1.1 and 3.3. Let
\[
\tilde{\Phi}(x) := I_N * F(u)(x) = \tilde{v}(x) + [(I_N * F(u))(x) - \tilde{v}(x)] f(u(x)) .
\]
Let us rewrite equation (1.3) as follows
\[
(-\Delta)_N u(x) + V(x)|u(x)|^{N-2} u(x) = \tilde{v}(x) f(u(x)) + [(I_N * F(u))(x) - \tilde{v}(x)] f(u(x)) .
\]
Set
\[
\bar{\Phi}(x) := I_N * F(u)(x) = \tilde{v}(x) + [(I_N * F(u))(x) - \tilde{v}(x)]
\]
and recall that
\[
(I_N * F(u))(x) - \tilde{v}(x) = \frac{1}{\gamma_N} \int_{\mathbb{R}^N} \left( \log \frac{1}{|x-y|} - \log \left( \frac{1+|y|}{|x-y|} \right) \right) F(u(y)) \, dy = - \frac{1}{\gamma_N} \int_{\mathbb{R}^N} \log(1+|y|) F(u(y)) \, dy .
\]
Since \( u \in W^{1,N}L_{\text{loc}}^q(\mathbb{R}^N) \), according to Theorem 3.3
\[
\int_{\mathbb{R}^N} \log(1+|y|) F(u(y)) \, dy < \infty,
\]
hence \( \kappa_N := (I_N * F(u))(x) - \tilde{v}(x) \) is a constant function. Hence
\[
\bar{\Phi}(x) = \tilde{v}(x) + \kappa_N \in W_{\text{loc}}^{N-1,1}(\mathbb{R}^N)
\]
and according to Lemma 2.6, for any $\varphi \in S(\mathbb{R}^N)$ we have
\[
\int_{\mathbb{R}^N} \tilde{\Phi}(-\Delta)^{\frac{N}{2}} \varphi \, dx = \int_{\mathbb{R}^N} (-\Delta)^{\frac{N-1}{2}} \tilde{\Phi}(-\Delta)^{\frac{1}{2}} \varphi \, dx \\
= \int_{\mathbb{R}^N} (-\Delta)^{\frac{N-1}{2}} (\ddot{v} + \kappa_N)(-\Delta)^{\frac{1}{2}} \varphi \, dx \\
= \int_{\mathbb{R}^N} (-\Delta)^{\frac{N-1}{2}} \ddot{v}(-\Delta)^{\frac{1}{2}} \varphi \, dx \\
= \int_{\mathbb{R}^N} F(u) \varphi \, dx.
\]
Indeed, we point out that since $N$ is odd, $(-\Delta)^{\frac{N-1}{2}}$ is an integer order operator and hence $(-\Delta)^{\frac{N-1}{2}} \kappa_N = 0$. Therefore, $\tilde{\Phi}$ is a distributional solution of $(-\Delta)^{\frac{N}{2}} \varphi = F(u)$, in the sense of Definition 2.2. □

Remark 2.8. Notice that
\[
I_N * F(u) \in L^1_{\text{loc}}(\mathbb{R}^N)
\]
since
\[
\int_{\Omega} |I_N * F(u)| \, dx \leq \int_{\Omega \times \mathbb{R}^N} \log |x - y| |F(u)| \, dxdy \leq \int_{\Omega \times \mathbb{R}^N} \left[ \frac{1}{|x - y|^\mu} + \log(1 + |x|) + \log(1 + |y|) \right] F(u(y)) dxdy < +\infty
\]
where $\mu > 0$. Boundedness follows by the Hardy-Littlewood-Sobolev inequality and from Theorems 1.1 and 3.3. Similarly one also has
\[
I_N * F(u) \in L^{\frac{N}{2}}(\mathbb{R}^N)
\]
and that it is a distributional solution of
\[
(-\Delta)^{N/2} \phi = F(u).
\]

We conclude this preliminary section by recalling two classical versions of the Hardy–Littlewood–Sobolev inequality which will be used later on:

Proposition 2.9 (HLS inequality). Let $s, r > 1$ and $0 < \mu < N$ with $1/s + \mu/N + 1/r = 2$, $f \in L^s(\mathbb{R}^N)$ and $g \in L^r(\mathbb{R}^N)$. There exists a constant $C(s, N, \mu, r)$, independent of $f, h$, such that
\[
\int_{\mathbb{R}^N} \left[ \frac{1}{|x|^\mu} * f(x) \right] g(x) \leq C(s, N, \mu, r) \| f \|_s \| g \|_r.
\]

Proposition 2.10 (Logarithmic HLS inequality). Let $f, g$ be two non-negative functions belonging to $L \ln L(\mathbb{R}^N)$, such that $\int f \log(1 + |x|) < \infty, \int g \log(1 + |x|) < \infty$ and $\| f \|_1 = \| g \|_1 = 1$. There exists a constant $C_N$, independent of $f, g$, such that
\[
2N \int_{\mathbb{R}^N} \left[ \log \frac{1}{|x|} * f(x) \right] g(x) \leq C_N + \int_{\mathbb{R}^N} f \log f \, dx + \int_{\mathbb{R}^N} g \log g \, dx.
\]
3. A log-weighted Pohozaev–Trudinger type inequality in $\mathbb{R}^N$

In this section, we prove a Pohozaev–Trudinger type inequality in the whole $\mathbb{R}^N$, with a logarithmic weight which appears just in the mass part of the energy. The prototype weight is

$$w = \log(e + |x|),$$

which plays a role only as $|x| \to +\infty$. The main result of this section is a quite involved extension of [10, Theorem 3.1], where the two dimensional case was considered. We begin with the case $q = N$ whence the case $q > N$ will be covered in Theorem 3.3.

**Proof of Theorem 1.1.** We perform a change of variables, by using hyperspherical coordinates in $\mathbb{R}^N$, to pass from $W^{1,q}_{w_1}(\mathbb{R}^N)$ to $W^{1,q}(\mathbb{R}^N)$ as follows

$$x = \begin{cases} 
  x_1 = |x| \sin \theta_1 \sin \theta_2 \ldots \sin \theta_{N-2} \sin \theta_{N-1} \\
  x_2 = |x| \sin \theta_1 \sin \theta_2 \ldots \sin \theta_{N-2} \cos \theta_{N-1} \\
  \ldots \\
  x_N = |x| \cos \theta_1,
\end{cases}$$

where $\theta_1, \ldots, \theta_{N-2} \in [0, \pi]$, whence $\theta_{N-1} \in [0, 2\pi)$, $|x|^2 = x_1^2 + \cdots + x_N^2$. By acting only on the radial component of a point in $\mathbb{R}^N$, set

$$T(|x|) = |y|, \quad \frac{y}{|y|} = \frac{x}{|x|}, \quad |y| = |x| \sqrt[2]{\log(e + |x|)}.$$

We set $r = |x|$ and $s = |y|$, hence $s = T(r) = r \sqrt[2]{\log(e + r)}$. We obtain

$$T'(r) = \frac{N \log(e + r) + \frac{r}{e + r}}{N \log(e + r)} > 0, \quad T(0) = 0, \quad \lim_{r \to +\infty} T(r) = +\infty$$

and thus $T$ is invertible on $\mathbb{R}^N$ (though the inverse map is not explicitly known). Set

$$v(y) := u(x)$$

or, equivalently

$$u(r \sin \theta_1 \ldots \sin \theta_{N-1}, \ldots, r \cos \theta_1) = v(T(r) \sin \theta_1 \ldots \sin \theta_{N-1}, \ldots, T(r) \cos \theta_1).$$

Then, denoting $\theta = (\theta_1, \ldots, \theta_{N-1})$ and

$$w(r, \theta) := u(r \sin \theta_1 \ldots \sin \theta_{N-1}, \ldots, r \cos \theta_1)$$

$$\bar{w}(s, \theta) := v(s \sin \theta_1 \ldots \sin \theta_{N-1}, \ldots, s \cos \theta_1),$$

$$w(r, \theta) = \bar{w}(T(r), \theta),$$

we compute

$$w_r(r, \theta) = \bar{w}_s(T(r), \theta) T'(r),$$

$$w_{\theta_i}(T(r), \theta) = \bar{w}_{\theta_i}(T(r), \theta) \quad i = 1, \ldots, N - 1.$$
Therefore

\[
\int_{\mathbb{R}^N} |\nabla v|^N \, dy = \int_0^{2\pi} \int_0^\pi \sin \theta \cdots \int_0^\pi \sin^{N-2} \theta_1 \int_0^{+\infty} \left[ \hat{w}_s^2(s, \theta) + \frac{\hat{w}_2^2(s, \theta)}{s^2} + \ldots \right.
\]

\[
+ \frac{\hat{w}_2^2_{N-1}(s, \theta)}{s^2 \sin^2 \theta_1 \ldots \sin^2 \theta_{N-2}} \right] \frac{N}{2} s^{N-1} \, ds \, d\theta_1 \ldots d\theta_{N-2} \, d\theta_{N-1}
\]

\[
= \int_0^{2\pi} \int_0^\pi \sin \theta \cdots \int_0^\pi \sin^{N-2} \theta_1 \int_0^{+\infty} \left[ \hat{w}_s^2(T(r), \theta) + \frac{\hat{w}_2^2(T(r), \theta)}{T^2(r)} + \ldots \right.
\]

\[
+ \frac{\hat{w}_2^2_{N-1}(T(r), \theta)}{T^2(r) \sin^2 \theta_1 \ldots \sin^2 \theta_{N-2}} \right] \frac{N}{2} T^{N-1}(r)T'(r) \, dr \, d\theta_1 \ldots d\theta_{N-2} \, d\theta_{N-1}
\]

\[
= \int_0^{2\pi} \int_0^\pi \sin \theta \cdots \int_0^\pi \sin^{N-2} \theta_1 \int_0^{+\infty} \left[ \frac{w_r^2(r, \theta)}{[T'(r)]^2} + \frac{w_1^2(r, \theta)}{r^2 T^2(r)} + \frac{r^2}{T^2(r)} \right] \frac{N}{2} T^{N-1}T' \, dr \, d\theta_1 \ldots d\theta_{N-2} \, d\theta_{N-1}.
\]

Now, since

\[
\frac{1}{[T'(r)]^2} = \frac{[\log(e + r)]^{2(N-1)}}{[\log(e + r) + \frac{r}{N(e+r)}]^2}, \quad \frac{r^2}{T^2(r)} = \frac{1}{[\log(e + r)]^{2/N}}
\]

we get

\[
\frac{N}{N + 1} \frac{r^2}{T^2(r)} < \frac{1}{[T'(r)]^2} < \frac{r^2}{T^2(r)}.
\]
Thus we have
\[
\left(\frac{N}{N+1}\right)^\frac{\chi}{2} \int_0^{2\pi} \int_0^\pi \sin \theta_{N-2} \cdots \int_0^\pi \sin^{N-2} \theta_1 \cdot \int_0^{+\infty} \left[ w_\tau^2(r, \theta) + \frac{w_{\theta_1}^2(r, \theta)}{r^2} + \ldots \right.
\]
\[
+ \frac{w_{\theta_{N-1}}^2(r, \theta)}{r^2 \sin^2 \theta_1 \cdots \sin^2 \theta_{N-2}} \right] \frac{r^{N'T'(r)}}{T(r)} \, dr \, d\theta_1 \cdots d\theta_{N-2} d\theta_{N-1}
\]
\[
\leq \int_{\mathbb{R}^N} |\nabla v|^N \, dy_1 \cdots dy_N
\]
\[
\leq \int_0^{2\pi} \int_0^\pi \sin \theta_{N-2} \cdots \int_0^\pi \sin^{N-2} \theta_1 \int_0^{+\infty} \left[ w_\tau^2(r, \theta) + \frac{w_{\theta_1}^2(r, \theta)}{r^2} + \ldots \right.
\]
\[
+ \frac{w_{\theta_{N-1}}^2(r, \theta)}{r^2 \sin^2 \theta_1 \cdots \sin^2 \theta_{N-2}} \right] \frac{r^{N'T'(r)}}{T(r)} \, dr \, d\theta_1 \cdots d\theta_{N-2} d\theta_{N-1}.
\]

On the one hand, from
\[
\frac{r^{N'T'(r)}}{T(r)} = r^{N-1} \left[ 1 + \frac{r}{N(e + r) \log(e + r)} \right]
\]
one has
\[
r^{N-1} < \frac{r^{N'T'(r)}}{T(r)} < \frac{N + 1}{N} r^{N-1}
\]
and then
\[
\left(\frac{N}{N+1}\right)^\frac{\chi}{2} \int_{\mathbb{R}^N} |\nabla u|^N \, dx < \int_{\mathbb{R}^N} |\nabla v|^N \, dy < \frac{N + 1}{N} \int_{\mathbb{R}^N} |\nabla u|^N \, dx.
\]

On the other hand,
\[
\int_{\mathbb{R}^N} |v|^N \, dy
\]
\[
= \int_0^{2\pi} \int_0^\pi \sin \theta_{N-2} \cdots \int_0^\pi \sin^{N-2} \theta_1 \int_0^{+\infty} |\bar{w}(s, \theta)|^N s^{N-1} ds d\theta_1 \cdots d\theta_{N-1}
\]
\[
= \int_0^{2\pi} \int_0^\pi \sin \theta_{N-2} \cdots \int_0^\pi \sin^{N-2} \theta_1 \int_0^{+\infty} |\bar{w}(T(r), \theta)|^{N'T'T^{-N-1}} dr \cdots d\theta_{N-1}
\]
\[
= \int_0^{2\pi} \int_0^\pi \sin \theta_{N-2} \cdots \int_0^\pi \sin^{N-2} \theta_1 \int_0^{+\infty} |w(r, \theta)|^{N'T'T^{-N-1}} dr \, d\theta_1 \cdots d\theta_{N-1}.
\]
Notice that
\[ T'(r)T^{N-1}(r) = r^{N-1} \left[ \log(e + r) + \frac{r}{N(e + r)} \right] \]
\[ = r^{N-1} \log(e + r) \left[ 1 + \frac{r}{N(e + r) \log(e + r)} \right] \]
\[ = \frac{r^N T'(r)}{T(r)} \log(e + r) \]  
(3.3)
and hence
\[
\int_{\mathbb{R}^N} |v|^N dy = \int_0^{2\pi} \int_0^\pi \sin \theta_{N-2} \ldots \\
\quad \cdot \int_0^{\sin^N \theta_1} \int_0^{\infty} |w(r, \theta)|^N r^{N-1} T'(r) log(e + r) dr d\theta_{N-1}.
\]
By (3.1),
\[
\int_{\mathbb{R}^N} |u|^N \log(e + |x|) dx < \int_{\mathbb{R}^N} |v|^N dy < \frac{N+1}{N} \int_{\mathbb{R}^N} |u|^N \log(e + |x|) dx.
\]
Finally,
\[
\left( \frac{N}{N+1} \right)^{\frac{N}{2}} \|u\|^N_w < \|v\|^N < \frac{N+1}{N} \|u\|^N_w. \quad (3.4)
\]
We have hence proved that the map
\[ \mathfrak{T} : W^{1,N}_w(\mathbb{R}^N) \rightarrow W^{1,N}_0(\mathbb{R}^N) \]
\[ u \mapsto v \]
is invertible, continuous and with continuous inverse. Then, similarly as above,
\[
\int_{\mathbb{R}^N} \phi_N \left( \alpha |u(x)|^{\frac{N}{N-1}} \right) \log(e + |x|) dx
\]
\[ = \int_0^{2\pi} \cdots \int_0^\pi \sin^{N-2} \theta_1 \]
\[ \int_0^{+\infty} \phi_N \left( \alpha |w(r, \theta)|^{\frac{N}{N-1}} \right) \log(e + r) r^{N-1} dr d\theta_1 \ldots d\theta_{N-1} \]
\[ = \int_0^{2\pi} \cdots \int_0^\pi \sin^{N-2} \theta_1 \]
\[ \int_0^{+\infty} \phi_N \left( \alpha |\tilde{w}(T(r), \theta)|^{\frac{N}{N-1}} \right) \log(e + r) T'(r) T(r)^{N-1} dr d\theta_1 \ldots d\theta_{N-1} \]
\[ \leq \int_0^{2\pi} \cdots \int_0^\pi \sin^{N-2} \theta_1 \int_0^{+\infty} \phi_N \left( \alpha |\tilde{w}(\rho, \theta)|^{\frac{N}{N-1}} \right) \rho^{N-1} d\rho d\theta_1 \ldots d\theta_{N-1} \]
\[ = \int_{\mathbb{R}^N} \phi_N \left( \alpha |v|^{\frac{N}{N-1}} \right) dx < +\infty \]
for any $\alpha > 0$, where we have used (3.1), (3.3), and [21, Theorem 1.1] in the last line. The uniform bound (1.8) follows directly from (3.4). Indeed, for any $u \in W^{1,N}_{w}(\mathbb{R}^N)$ and $\alpha \leq \alpha_N \left(\frac{N}{N+1}\right)^{1/(N-1)}$ one has
\[
\int_{\mathbb{R}^N} \phi_N \left(\alpha \left(\frac{|u|}{\|u\|_w}\right) \right)^{\frac{N}{N-1}} \log(e + |x|) dx = \int_0^{2\pi} \cdots \int_0^{\pi} \sin^{N-2} \theta_1 \int_0^{+\infty} \phi_N \left(\alpha \left(\frac{|w(r, \theta)|}{\|u\|_w}\right) \right)^{\frac{N}{N-1}} \log(e + r) r^{N-1} dr d\theta_1 \cdots d\theta_{N-1}
\]
\[
\leq \int_0^{2\pi} \cdots \int_0^{\pi} \sin^{N-2} \theta_1 \int_0^{+\infty} \phi_N \left(\alpha \left(\frac{|\tilde{w}(T(r, \theta))|}{\|v\|}\right) \right)^{\frac{N}{N-1}} \rho^{N-1} \rho^N \rho^{N-1} T'(r)T(r)^{N-1} dr d\theta_1 \cdots d\theta_{N-1}
\]
\[
= \int_{\mathbb{R}^N} \phi_N \left(\alpha_N \left(\frac{|v|}{\|v\|}\right) \right)^{\frac{N}{N-1}} dx < C
\]
by (3.4) and using [21, Theorem 1.1] for the last inequality. □

As a byproduct of this embedding result one has the continuity of a weighted Pohozaev–Trudinger functional on $W^{1,N}_{w}(\mathbb{R}^N)$, namely we have the following

**Corollary 3.1.** For any $\alpha > 0$, the functional
\[
u \mapsto \int_{\mathbb{R}^N} \phi_N \left(\alpha |u|^{\frac{N}{N-1}} \right) log(e + |x|) dx
\]
is continuous on $W^{1,N}_{w}(\mathbb{R}^N)$.

**Remark 3.2.** The value $\alpha_N \left(\frac{N}{N+1}\right)^{1/(N-1)}$ in (1.8) is not sharp and we conjecture that the sharp value is $\alpha_N$ as in the Moser case [25], though it is somehow delicate and still out of reach.

Next we consider the case in which the asymptotic growth of the nonlinearity near zero is a power $q > N$. We prove the following

**Theorem 3.3.** Let $f : \mathbb{R} \to [0, +\infty)$ satisfying $(f_1)$ and let $q > N$. Then, the space $W^{1,N}_{w} L^q_{w}(\mathbb{R}^N)$ embeds into the weighted Orlicz space $L_F(\mathbb{R}^N), log(e+...
More precisely,
\[
\int_{\mathbb{R}^N} F(\alpha|u|) \log(e + |x|) \, dx < \infty, \quad \forall u \in W^{1,N} L^q_w(\mathbb{R}^N), \, \forall \alpha > 0.
\]
Moreover, for any \( \alpha < \frac{N}{q} \left( \frac{N}{N+1} \right)^{1/N} \) the following uniform bound holds
\[
\sup_{\|u\|_{q,w} \leq 1} \int_{\mathbb{R}^N} F(\alpha|u|) \log(e + |x|) \, dx < +\infty. \tag{3.5}
\]

Proof. For \( u \in W^{1,N} L^q_w(\mathbb{R}^N) \) set
\[
v := \begin{cases} 
|u|^\frac{N}{q}, & |u| < 1, \\
|u|, & |u| \geq 1,
\end{cases}
\]
which belongs to \( W^{1,N}_w(\mathbb{R}^N) \). Indeed,
\[
\|v\|_{q,w}^N = \int_{\mathbb{R}^N} |\nabla v|^N \, dx + \int_{\mathbb{R}^N} |v|^N \log(e + |x|) \, dx \\
\leq \left( \frac{q}{N} \right)^N \int_{\mathbb{R}^N} |\nabla u|^N \, dx + \int_{\mathbb{R}^N} |u|^q \log(e + |x|) \, dx \leq \left( \frac{q}{N} \right)^N \|u\|_{q,w}^N.
\]
Now recall from (1.4) that for any \( \|u\|_{q,w} \leq 1 \) one has:

- if \( p \leq \frac{1}{N-1} \),

\[
\int_{\mathbb{R}^N} F(\alpha|u|) \log(e + |x|) \, dx \\
\leq C \left( \int_{\mathbb{R}^N} \alpha^q |u|^q \log(e + |x|) \, dx \right) \\
+ \alpha^{p-\frac{1}{N-1}} \int_{\{|u| > 1\}} e^{\alpha N (\alpha|u|) \frac{N}{N-1}} \log(e + |x|) \, dx
\]
\[
= C \left( \int_{\mathbb{R}^N} \alpha^q |u|^q \log(e + |x|) \, dx \right) \\
+ \alpha^{p-\frac{1}{N-1}} \int_{\{|u| > 1\}} e^{\alpha N (\alpha \|u\|_w) \frac{N}{N-1} \left( |v|/\|v\|_w \right)^{\frac{N}{N-1}}} \log(e + |x|) \, dx
\]
\[
\leq C \left( \alpha^q \|u\|_{q, L^p(wdx)}^q \right) \\
+ \alpha^{p-\frac{1}{N-1}} \int_{\{|u| > 1\}} \phi_N \left( \alpha_N \left( \frac{N}{N+1} \right)^{\frac{1}{N-1}} \left( \frac{|v|}{\|v\|_w} \right)^{\frac{N}{N-1}} \right) \log(e + |x|) \, dx \leq C
\]
where the last bound is independent of \( u \) in the unit ball of \( W^{1,N} L^q_w(\mathbb{R}^N) \).
• if \( p > \frac{1}{N-1} \),

\[
\int_{\mathbb{R}^N} F(\alpha |u|) \log(e + |x|) \, dx \\
\leq C \left( \int_{\mathbb{R}^N} \alpha^q |u|^q \log(e + |x|) \, dx \\
+ \int_{\{|u|>1\}} (|u|)^{p-\frac{1}{N-1}} e^{\alpha N(|u|)} \frac{N}{N+1} \log(e + |x|) \, dx \right) \\
= C \left( \alpha^q \|u\|_{L^q}^q + \int_{\{|u|>1\}} (|u|)^{p-\frac{1}{N-1}} e^{\alpha N(|u|)} \frac{N}{N+1} \log(e + |x|) \, dx \right) \\
+ \alpha^{p-\frac{1}{N-1}} \int_{\{|u|>1\}} |u|^{r(p-\frac{1}{N-1})} + e^{\alpha N(|u|)} \frac{N}{N+1} (|v|/\|v\|_w)^{\frac{N}{N+1}} \log(e + |x|) \, dx \\
\leq C \left( \alpha^q \|u\|_{L^q}^q \right) \\
+ \alpha^{p-\frac{1}{N-1}} \int_{\{|v|>1\}} \phi_N \left( \left( \frac{N}{N+1} \right)^{\frac{N}{N+1}} \frac{N}{N+1} \frac{|v|}{\|v\|_w}^{\frac{N}{N+1}} \log(e + |x|) \, dx \right) \\
\leq C \left( \alpha^q \|u\|_{L^q}^q \right) \\
+ \alpha^{p-\frac{1}{N-1}} \int_{\{|v|>1\}} \phi_N \left( \left( \frac{N}{N+1} \right)^{\frac{N}{N+1}} \frac{N}{N+1} \frac{|v|}{\|v\|_w}^{\frac{N}{N+1}} \log(e + |x|) \, dx \right) \\
\leq C
\]

(where the constant \( C \) does not depend on \( u \) in the unit ball of \( W^{1,N} L^q_w(\mathbb{R}^N) \).)

**Remark 3.4.** The analogous of Corollary 3.1 holds also in the case \( q > N \).

### 4. The Variational Framework: Proof of Theorem 1.2

The energy functional we consider is the following

\[
\mathcal{I}_V(u) = \frac{1}{N} \|u\|_V^N - \mathcal{F}(u),
\]

with

\[
\mathcal{F}(u) = \frac{1}{2} \int_{\mathbb{R}^N} (I_N * F(u))(x) F(u(x)) \, dx \\
= \frac{1}{2\gamma_N} \int_{\mathbb{R}^N} \left( \log \frac{1}{|\cdot|} * F(u) \right)(x) F(u(x)) \, dx \\
= \frac{1}{2\gamma_N} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \log \frac{1}{|x-y|} F(u(y)) F(u(x)) \, dx \, dy.
\]
The regularity of $I_V$ can be proved following line by line \cite[Lemma 4.2]{10}, namely one has

**Theorem 4.1.** The energy functional $I_V$ is of class $C^1$ on $W^{1,N}_{V,L^q_{w_0}}(\mathbb{R}^N)$.

4.1. **Mountain pass geometry.** Let us focus here on the geometry of the energy functional $I_V$.

**Lemma 4.2.** The energy functional $I_V$ satisfies the following:

(i) there exist $\rho, \delta_0 > 0$ such that $I_V|_{S_\rho} \geq \delta_0$ for all $u \in S_\rho$

$$S_\rho := \{ u \in W^{1,N}_{V,L^q_{w_0}}(\mathbb{R}^N) \mid \|u\|_{q,V,w_0} = \rho \};$$

(ii) there exists $e \in W^{1,N}_{V,L^q_{w_0}}(\mathbb{R}^N)$, $\|e\|_{q,V,w_0} > \rho$ such that $I_V(e) < 0$.

**Proof.** Throughout the proof, constants may change from line to line. Notice that from the logarithmic Hardy-Littlewood-Sobolev inequality, Proposition 2.10, we have

$$F(u) \leq \|F(u)\|_{L^1(\mathbb{R}^N)} \left( C_N \|F(u)\|_{L^1(\mathbb{R}^N)} + \frac{1}{N} \int_{\mathbb{R}^N} F(u) \log F(u) \, dx \right)$$

$$- \frac{1}{N} \|F(u)\|_{L^1(\mathbb{R}^N)} \log \|F(u)\|_{L^1(\mathbb{R}^N)}.$$

Since $\|u\|_V \leq \|u\|_{q,V,w_0} = \rho$, for $\rho$ small, by (1.4) and noting that for any $s > s_0$ and $p > 0$

$$s^{p-\frac{1}{p-N}} \phi_N \left( \alpha_N s^{\frac{N}{p-1}} \right) \leq C_{N,p} s^{2N} \phi_N \left( 2\alpha_N s^{\frac{N}{p-1}} \right)$$

we have, for some $r > 1$,

$$\|F(u)\|_{L^1(\mathbb{R}^N)} \leq C \|u\|^q_{q} + C \left[ \int_{\mathbb{R}^N} |u|^{2Np} \, dx \right]^{\frac{1}{p}}$$

$$\cdot \left[ \int_{\mathbb{R}^N} \phi_N \left( 2\alpha_N r \|\nabla u\|_{N} \left( \frac{|u|}{\|\nabla u\|_{N}} \right)^{\frac{N}{N-1}} \right) \, dx \right]^{\frac{1}{r}}$$

$$\leq C \left( \|u\|^p_{V} + \|u\|^{2N}_{V} \right) \leq C \left( \|u\|_{q,V,w_0}^N + \|u\|_{q,V,w_0}^{2N} \right) \leq C \|u\|_{q,V,w_0}^N$$

and in turn,

$$\|F(u)\|_{L^1(\mathbb{R}^N)} \log \|F(u)\|_{L^1(\mathbb{R}^N)} \leq C \|u\|_{q,V,w_0}^N \log \|u\|_{q,V,w_0}.$$

Moreover, combining \((f_1)\) with elementary estimates for the function \(t\log t\), and since \(q > N\), if \(p \geq \frac{1}{N-1}\) we have

\[
\int_{\mathbb{R}^N} F(u) \log F(u) \, dx \leq C \int_{\mathbb{R}^N} F(u) |\log F(u)| \, dx
\]

\[
\leq C \left( \int_{\{ |u| < 1 \}} |u|^N + \int_{\{ |u| > 1 \}} F(u) \log |F(u)| \, dx \right)
\]

\[
\leq C \left( \|u\|^N + \int_{\{ |u| > 1 \}} |u|^{p+1} e^{\alpha_N |u|^{\frac{N}{N-1}}} \, dx \right) \leq C \left( \|u\|^N + \|u\|^{p+1} \right),
\]

for small \(\|u\|_V\), where we have also applied the classical Moser inequality on the whole \(\mathbb{R}^N\). Similarly, when \(p < \frac{1}{N-1}\) we obtain

\[
\int_{\mathbb{R}^N} F(u) \log F(u) \, dx \leq C \int_{\mathbb{R}^N} F(u) |\log F(u)| \, dx
\]

\[
\leq C \left( \|u\|^N + \int_{\{ |u| > 1 \}} F(u) \log |F(u)| \, dx \right)
\]

\[
\leq C \left( \|u\|^N + \int_{\{ |u| > 1 \}} |u|^{p+1} e^{\alpha_N |u|^{\frac{N}{N-1}}} \, dx \right) \leq C \left( \|u\|^N + \|u\|^{\frac{N}{N-1}} \right).
\]

Combining the two previous estimates we end up with the following

\[
\mathcal{F}(u) \leq C \|u\|^N\|q,V,w_0\| \left( \|u\|^{N\|q,V,w_0\|} + \|u\|^{N\|q,V,w_0\|} \log \|u\|_{q,V,w_0} + \|u\|^{N\|q,V,w_0\|} \right)
\]

\[
\leq C \|u\|^{\frac{N^2}{N-1}}_{q,V,w_0}.
\]

Hence, for \(\rho\) small enough one has

\[
\mathcal{I}_V(u) \geq \frac{1}{N} \|u\|^{N\|q,V,w_0\|} - C \|u\|^{\frac{N^2}{N-1}}_{q,V,w_0} = \delta_0 > 0,
\]

with \(\delta_0\) depending only on \(\rho\), which proves \((i)\).

In order to prove \((ii)\), let us consider a smooth function \(e \in W_{q,V,w_0}^{1,N}(\mathbb{R}^N)\), supported in \(B_{1/4}\). Since \(F(e(x)), F(e(y)) \neq 0\) only for \(x, y \in B_{1/4}\), let us evaluate

\[
\mathcal{F}(e) = \frac{1}{2} \int_{\mathbb{R}^N} (I_N * F(e))(x) F(e(x)) \, dx
\]

\[
= \frac{1}{2\gamma_N} \int_{\mathbb{R}^N} \left( \int_{\mathbb{R}^N} \log \frac{1}{|x-y|} F(e(y)) \, dy \right) F(e(x)) \, dx
\]

\[
\geq \frac{\log 2}{2\gamma_N} \left( \int_{\{|x| \leq \frac{1}{4}\}} F(e) \, dx \right)^2,
\]
from which we have
\[
I_V(te) = \frac{1}{N} t^N \|e\|^N_V - F(te)
\]
\[
\leq \frac{1}{N} t^N \|e\|^N_V - \frac{\log 2}{2\gamma_N} \left( \int_{\{|x| \leq \frac{1}{4}\}} F(te) \, dx \right)^2 \rightarrow -\infty,
\]
as \( t \rightarrow +\infty \), since \( F \) has exponential growth. \( \square \)

By Ekeland’s Variational Principle, there exists a Palais-Smale (PS in the sequel) sequence \( \{u_n\} \in W^{1,N}_V L^q_{w_0}(\mathbb{R}^N) \) such that
\[
I'_V(u_n) \rightarrow 0, \quad I_V(u_n) \rightarrow m_V,
\]
where \( m_V \) is the mountain pass level,
\[
0 < m_V : = \inf_{\gamma \in \Gamma} \max_{t \in [0,1]} I_V(\gamma(t)),
\]
and
\[
\Gamma = \{ \gamma \in C^1([0,1], W^{1,N}_{q,V,w_0}(\mathbb{R}^N)) \mid \gamma(0) = 0, I_V(\gamma(1)) < 0 \}.
\]

Next, a few efforts are needed to extend to the higher dimensional case \( N \geq 3 \), the mountain pass level estimates carried out in [10, Lemma 5.2].

**Lemma 4.3.** The mountain pass level \( m_V \) satisfies
\[
m_V < \frac{1}{N}.
\]

**Proof.** We are reduced to exhibit a function \( v \in W^{1,N}_V L^q_{w_0}(\mathbb{R}^N) \) with unitary norm and such that
\[
\max_{t \geq 0} I_V(tv) < \frac{1}{N}.
\]
For this purpose let us introduce the following Moser type functions for all \( n \geq 1 \), supported in \( B_\rho \) for some \( \rho > 0 \),
\[
\overline{w}_n = \begin{cases} 
C_n \log n, & 0 \leq |x| \leq \frac{\rho}{n}, \\
C_n \log \frac{\rho}{|x|}, & \frac{\rho}{n} \leq |x| \leq \rho, \\
0, & \rho \leq |x|,
\end{cases}
\]
with
\[
C_n = (\omega_{N-1} \log n)^{-\frac{1}{N}}.
\]

We have
\[
\int_{\mathbb{R}^N} |\nabla \overline{w}_n|^N \, dx = \omega_{N-1} C_n^N \int_{\frac{\rho}{n}}^\rho r^{-1} \, dr = \omega_{N-1} C_n^N \log n = 1,
\]
as well as
\[
\int_{\mathbb{R}^N} V(x)|w_n|^N \, dx
\]

\[
\leq \sup_{B_\rho} V \left( C_n^N (\log n)^N \int_{B_{\rho/n}} \, dx + \int_{B_\rho \setminus B_{\rho/n}} C_n^N \left( \log \frac{\rho}{|x|} \right)^N \, dx \right)
\]

\[
= C_n^N \omega_{N-1} \sup_{B_\rho} V \left( (\log n)^N \int_0^\rho r^{N-1} \, dr + \int_{\rho/n}^\rho \left( \log \frac{\rho}{r} \right)^N r^{N-1} \, dr \right)
\]

\[
\leq \frac{\sup_{B_\rho} V}{\log n} \left( \frac{(\log n)^N}{Nn} \rho^N + \int_{\rho/n}^\rho \left( \log \frac{\rho}{r} \right)^N r^{N-1} \, dr \right),
\]

recalling from (4.2) that $C_n^N \omega_{N-1} = 1 / \log n$. Now

\[
\int_{\mathbb{R}^N} |w_n|^q \log(1 + |x|) \, dx = (C_n \log n)^q \int_{B_{\rho/n}} \log(1 + |x|) \, dx
\]

\[
+ C_n^q \int_{B_\rho \setminus B_{\rho/n}} \log(1 + |x|) \left| \log \frac{\rho}{|x|} \right|^q \, dx
\]

\[
= C_n^q \omega_{N-1} \left( \log^q n \int_0^\rho \log(1 + r) r^{N-1} \, dr + \int_{\rho/n}^\rho \log(1 + r) \log^q \left( \frac{\rho}{r} \right) r^{N-1} \, dr \right)
\]

\[
\leq C_n^q \omega_{N-1} \log^q n \left( \frac{\rho}{n} \right)^{N+1} + C_n^q \omega_{N-1} \log(e + \rho) \int_{\rho/n}^\rho \left( \log \frac{\rho}{r} \right)^q r^{N-1} \, dr.
\]

Thus,

\[
\left\| w_n \right\|_{q,V,w_0}^N = \int_{\mathbb{R}^N} (|\nabla w_n|^N + V |w_n|^N) \, dx + \left( \int_{\mathbb{R}^N} |w_n|^q \log(1 + |x|) \, dx \right)^{\frac{N}{q}}
\]

\[
\leq 1 + \sup_{B_\rho} V \left( \frac{1}{\log n} \int_{\rho/n}^\rho \left( \log \frac{\rho}{r} \right)^N r^{N-1} \, dr + O \left( \frac{(\log n)^{N-1}}{n^N} \right) \right)
\]

\[
+ \frac{\omega_{N-1}^q}{\log n} (\log(1 + \rho))^N \left( \int_{\rho/n}^\rho \left( \log \frac{\rho}{r} \right)^q r^{N-1} \, dr \right)^{\frac{N}{q}}
\]

\[
+ O \left( \frac{1}{\log n} \left( \frac{\log n}{e^{N/2}} \right)^N \right).
\]

Let us estimate explicitly integrals in the above inequality, as for $k \in \mathbb{N}$ we have

\[
\int \left( \log \frac{\rho}{r} \right)^k r^{N-1} \, dr = \frac{r^N}{N} \sum_{j=0}^k \left( \log \frac{\rho}{r} \right)^{k-j} \frac{k(k-1) \ldots (k-j+1)}{N^j},
\]
and from the estimate
\[
\int \left( \log \frac{\rho}{r} \right)^q r^{N-1} \, dr \leq \int \left( \log \frac{\rho}{r} \right)^{[q]} r^{N-1} \, dr + \int \left( \log \frac{\rho}{r} \right)^{[q+1]} r^{N-1} \, dr,
\]
we get
\[
1 \leq \|w_n\|_{N, q, V, w_0}^N \leq 1 + \delta_n, \quad \text{with } \delta_n \to 0, \quad \text{as } n \to \infty
\]
and
\[
\delta_n = \frac{1}{\log n} N^N \left[ \sup_{B_\rho} \frac{N!}{N} + \omega_{N-1} \left( \log(e + \rho) \right) \frac{N}{N} \left( \frac{[q]!}{N^q} + \frac{[q+1]!}{N^{q+1}} \right) \right] + o \left( \frac{1}{\log n} \right). \quad (4.3)
\]

Then,
\[
w_n = \frac{w_n}{N^N (1 + \delta_n)}, \quad \|w_n\|_{N, q, V, w}^N \leq 1.
\]

Claim:
\[
\exists n \in \mathbb{N} \text{ such that } \max_{t \geq 0} \mathcal{I}_V(tw_n) < \frac{1}{N}. \quad (4.4)
\]

By contradiction, suppose that for all \( n \)
\[
\mathcal{I}_V(t_n w_n) := \max_{t \geq 0} \mathcal{I}_V(tw_n) \geq \frac{1}{N},
\]
together with
\[
\frac{d}{dt} \mathcal{I}_V(tw_n) \bigg|_{t=t_n} = 0.
\]

As a consequence we obtain
\[
t_n^N \geq \frac{1}{N} + \frac{1}{2\gamma N} \int_{\mathbb{R}^2} \log \frac{1}{|x-y|} F(t_n w_n(y)) F(t_n w_n(x)) \, dx \, dy, \quad (4.5)
\]
and
\[
t_n^N \geq \frac{1}{\gamma N} \int_{\mathbb{R}^2} \log \frac{1}{|x-y|} F(t_n w_n(y)) f(t_n w_n(x)) t_n w_n(x) \, dx \, dy. \quad (4.6)
\]

Assume \( \rho \leq 1/2 \), thus if \( x, y \in B_\rho \), then \( \log(1/|x-y|) \geq 0 \). Observe from (4.5) that, since \( w_n \) is supported in \( B_\rho \),
\[
t_n \geq 1.
\]

Next we prove the following
\[
\liminf_{n \to +\infty} t_n \leq 1. \quad (4.7)
\]

Indeed, if not there exists some \( \delta_n > 0 \) such that for \( n \) large enough
\[
t_n^N \geq 1 + \delta_n. \quad (4.8)
\]
Notice that
\[ I := \int_{B_\rho} \log \frac{1}{|x - y|} F(t_n w_n(y)) f(t_n w_n(x)) t_n w_n(x) \, dx \, dy \]
\[ = \int_{B_\rho \times B_\rho} \log \frac{1}{|x - y|} F(t_n w_n(y)) f(t_n w_n(x)) t_n w_n(x) \, dx \, dy \]
\[ + \int_{B_\rho \setminus (B_\rho \times B_\rho)} \log \frac{1}{|x - y|} F(t_n w_n(y)) f(t_n w_n(x)) t_n w_n(x) \, dx \, dy \]
\[ \geq \int_{B_\rho \times B_\rho} \log \frac{1}{|x - y|} F(t_n w_n(y)) f(t_n w_n(x)) t_n w_n(x) \, dx \, dy, \]
again since \( \log(1/|x - y|) \geq 0 \) for \( x, y \in B_\rho \), where \( w_n \) is supported. By \((f_4)\), for any \( \varepsilon \in (0, \beta/2) \) small enough, there exists \( s_\varepsilon > 0 \) such that for all \( s > s_\varepsilon \),
\[ s^{\gamma - 1} f(s) F(s) > \frac{\beta}{2} e^{2Nw_{N-1}} s^{\frac{N}{N-1}} \]
and in turn
\[ sf(s) F(s) > \frac{\beta}{2s} e^{2Nw_{N-1}} s^{\frac{N}{N-1}}. \]
Therefore, by using the explicit value of \( w_n \) and the fact that \( |x - y| \leq 2\rho/n \) for \( x, y \in B_\rho \times B_\rho \), we have
\[ I \geq \frac{\beta}{2} \log \left( \frac{n}{2\rho} \right) \frac{\omega_{N-1}}{N^2} \left( \frac{\rho}{n} \right)^{2N} e^{2Nw_{N-1}} \left( t_n C_n \log n \right) \frac{1}{\sqrt{1 + \delta_n}} \]
\[ = \frac{\beta \omega_{N-1}}{2 N^2} \log \left( \frac{n}{2\rho} \right) \rho^{2N} e^{-2N \log n} \left( \frac{t_n C_n}{\sqrt{1 + \delta_n}} \right) \frac{1}{\sqrt{1 + \delta_n}} \]
\[ \cdot \left( \frac{t_n}{\sqrt{1 + \delta_n}} \right) \frac{1}{\omega_{N-1}^{\frac{1}{N-1}}} \frac{1}{\log n} \]
\[ \geq \frac{\beta}{2N^2 \omega_{N-1}^{\frac{1}{N-1}}} \rho^{2N} e^{-2N \log n} \left( \frac{t_n}{\sqrt{1 + \delta_n}} \right) \frac{1}{\omega_{N-1}^{\frac{1}{N-1}}} \frac{1}{\log n} \]
\[ \geq \frac{\beta}{2N^2 \omega_{N-1}^{\frac{1}{N-1}}} \rho^{2N} e^{-2N \log n} \left( \frac{t_n}{\sqrt{1 + \delta_n}} \right) \frac{1}{\omega_{N-1}^{\frac{1}{N-1}}} \frac{1}{\log n} \]
\[ \geq \beta \frac{2N - 1}{2N^2 \omega_{N-1}^{\frac{1}{N-1}}} \rho^{2N} e \left( \frac{t_n}{\sqrt{1 + \delta_n}} \right) \frac{1}{\omega_{N-1}^{\frac{1}{N-1}}} \frac{1}{\log n} \]
\[ \cdot \left( \frac{t_n}{\sqrt{1 + \delta_n}} \right) \frac{1}{\omega_{N-1}^{\frac{1}{N-1}}} \frac{1}{\log n} \].

Recalling the value of \( C_n \) given in (4.2). It follows from (4.6) that
\[ \frac{t_n}{N} \geq \frac{\beta}{2N^2 \omega_{N-1}^{\frac{1}{N-1}}} \rho^{2N} e \left( \frac{t_n}{\sqrt{1 + \delta_n}} \right) \frac{1}{\omega_{N-1}^{\frac{1}{N-1}}} \frac{1}{\log n} \left( \frac{t_n}{\sqrt{1 + \delta_n}} \right) \frac{1}{\omega_{N-1}^{\frac{1}{N-1}}} \frac{1}{\log n} \].
\[ (4.9) \]
In both cases when \( t_n \to \infty \), as \( n \to \infty \) or when \( t_n \) stays bounded, (4.8) yields a contradiction. Thus (4.7) holds and hence
\[ \lim_{n \to \infty} t_n = 1. \]
Now, from one side we have
\[
\log n \left[ \frac{t_n}{\sqrt{1 + \delta_n}} \right]^{\frac{N}{N-1}} - 1 \leq C
\]
and thus
\[
\left( \frac{t_n}{\sqrt{1 + \delta_n}} \right)^{\frac{N}{N-1}} \leq 1 + O \left( \frac{1}{\log n} \right).
\]
On the other side, from (4.9) we obtain
\[
1 + o(1) \geq t_n^{\frac{N^2}{N-1}} \geq \frac{\beta}{2N^2 \gamma_N} \frac{2N-1}{N-1} \rho^2N e^{2N \log n \left[ \frac{t_n}{\sqrt{1 + \delta_n}} \right]^{\frac{N}{N-1}} - 1} (1 + \delta_n)^{\frac{1}{N-1}}.
\]
As a consequence we finally get
\[
1 + o(1) \geq \frac{\beta}{2N^2 \gamma_N} \frac{2N-1}{N-1} \rho^2N e^{2N \log n \left[ \frac{t_n}{\sqrt{1 + \delta_n}} \right]^{\frac{N}{N-1}} - 1} (1 + \delta_n)^{\frac{1}{N-1}}.
\]
By substituting (4.3) in the previous inequality and letting \( n \to \infty \), we end up with
\[
1 \geq \frac{\beta}{2N^2 \gamma_N} \frac{2N-1}{N-1} \rho^{2N} e^{2N \log n \left[ \sup_{\rho < 1} V \frac{N_1}{N} + \frac{N_2}{N-1} (\log(1+\rho)) \frac{N}{N^2} \right] \left( \frac{|q|}{N} + \frac{|q+1|}{N^2} \right)}.
\]
For a fixed \( \rho \leq 1/2 \), set
\[
v := \sup_{\rho < 1} 2N^2 \gamma_N \frac{2N+1}{N-1} \frac{\rho^{2N} e^{2N \log n \left[ \sup_{\rho < 1} V \frac{N_1}{N} + \frac{N_2}{N-1} (\log(1+\rho)) \frac{N}{N^2} \right] \left( \frac{|q|}{N} + \frac{|q+1|}{N^2} \right)}}
\]
to get a contradiction from \((f_4)\), since \( \beta > v \).

4.2. On the Ekeland Palais-Smale sequence. In this section we study the behavior of the PS sequence provided by Ekeland’s Variational Principle. In particular, it is a non trivial fact, in this context, that the weak limit turns out to be a nontrivial solution of the equation. Boundedness of PS sequences buys the line of [10, Lemma 6.1], to which we refer for the proof of the next

Lemma 4.4. Assume \((V)\) and \((f_1)-(f_4)\). Let \( \{u_n\} \subset W_{V}^{1,N} L_{w_0}^q (\mathbb{R}^N) \) be an arbitrary PS sequence for \( \mathcal{I}_V \) at level \( c \), namely
\[
\mathcal{I}_V (u_n) \to c \quad \text{and} \quad \mathcal{I}_{V}(u_n) \to 0 \quad \text{in} \quad \left( W_{V}^{1,N} L_{w_0}^q (\mathbb{R}^N) \right)', \quad \text{as} \ n \to +\infty,
\]
the dual space of \( W_{V}^{1,N} L_{w_0}^q (\mathbb{R}^N) \). Then, the following hold:
\[(i) \ ||u_n||_V \leq C;\]
(ii) \[ \left| \int_{\mathbb{R}^N} \left[ \log \frac{1}{|x|} \ast F(u_n) \right] F(u_n) \, dx \right| \leq C ; \]

(iii) \[ \left| \int_{\mathbb{R}^N} \left[ \log \frac{1}{|x|} \ast F(u_n) \right] u_n f(u_n) \, dx \right| \leq C . \]

Remark 4.5. Note that, as a consequence of Lemma 4.4, we may assume the PS sequence at level \( c \) to be positive. Indeed, since \( u_n \) is bounded, we can test \( \mathcal{I}_V(u_n) \) against \( u_n^- = \max (-u_n, 0) \) to get

\[ \left| \int_{\{u_n < 0\}} |\nabla u_n|^N + V |u_n|^N \, dx \right| \leq \tau_n C \]

Hence, the positive sequence \( \{u_n^+\} \) is still a PS sequence at the same level \( c \), since \( F(s) = 0 \) for \( s \leq 0 \).

From now on we will consider only positive PS sequences. Because of the exponential nonlinearity and the presence of a sign-changing logarithmic kernel, we cannot exploit standard arguments to obtain the existence of a solution as byproduct of boundedness of a PS sequence. Here it is fundamental to take advantage of the key estimate for the mountain pass level of Lemma 4.3. The next lemma is an extension of [10, Lemma 6.2]. However, it is not a virtual transcription, so that, for convenience of the reader, we recall the main steps of the proof.

**Lemma 4.6.** Assume \((V)\) and \((f_1)-(f_4)\). Let \( \{u_n\} \subset W^{1,N}_V L^q_{w_0}(\mathbb{R}^N) \) be a (positive) PS sequence for \( \mathcal{I}_V \) at level \( 0 < c < 1/N \). Then, for any \( 1 \leq \alpha < 1/(Nc) \) the following uniform bound holds

\[ \sup_{n \in \mathbb{N}} \int_{\mathbb{R}^N} F^\alpha(u_n) \, dx < \infty . \]

**Proof.** From Lemma 4.4, there exists \( u \in W^{1,N}_V(\mathbb{R}^N) \) such that:

\[
\begin{align*}
    u_n &\rightharpoonup u \quad \text{in} \quad W^{1,N}_V(\mathbb{R}^N); \\
    u_n &\to u \quad \text{in} \quad L^s_{\text{loc}}(\mathbb{R}^N) \quad \text{for any} \quad 1 \leq s < \infty; \\
    u_n &\to u \quad \text{a.e. in} \quad \mathbb{R}^N,
\end{align*}
\]

with

\[
\lim_{n \to +\infty} \|u_n\|_V^N = A^N \geq \|u\|_V^N. \tag{4.10}
\]

Let \( G: \mathbb{R}^+ \to \mathbb{R}^+ \),

\[ G(t) := \int_0^t \sqrt[2N-2]{\frac{N F(s)f'(s)}{2 f^2(s)}} - \frac{N - 2}{2} \, ds, \]
and notice that $G \in C^1(\mathbb{R}^+)$ thanks to $(f_2)$. By Hölder’s inequality we have

$$G^N(t) \leq \left( \int_0^t ds \right)^{N-1} \int_0^t \left( \frac{N F(s) f'(s)}{2 f^2(s)} - \frac{N - 2}{2} \right) ds \leq t^N - \frac{N}{2} t^{N-1} \frac{F(t)}{f(t)}. \quad (4.11)$$

Set

$$v_n := G(u_n) > 0.$$ 

Since $u_n$ is bounded in $W^{1,N}_V(\mathbb{R}^N)$ and thanks to $(f_2)$,

$$\int_{\mathbb{R}^N} |\nabla v_n|^N dx = \int_{\mathbb{R}^N} |\nabla u_n|^N \left( \frac{N F(u_n) f'(u_n)}{2 f^2(u_n)} - \frac{N - 2}{2} \right) dx \leq C$$

and

$$\int_{\mathbb{R}^N} V v_n^N dx = \int_{\mathbb{R}^N} V G^N(u_n) dx \leq C \int_{\mathbb{R}^N} V u_n^N dx \leq C.$$

We claim that for $n$ large enough

$$\|\nabla v_n\|_V^N \leq 1.$$

Combining the facts $I_V(u_n) \to c$, $(4.1)$ and $(4.10)$, we have

$$\lim_{n \to +\infty} \frac{1}{\gamma_N} \int_{\mathbb{R}^N} \left[ \log \left( \frac{1}{|x|} \right) * F(u_n) \right] F(u_n) dx = 2 \left( \frac{A^N}{N} - c \right).$$

Moreover, since $I'_V(u_n) \to 0$ in $\left( W^{1,N}_V L^q_{w_0}(\mathbb{R}^N) \right)'$, we have

$$I'_V(u_n) \left[ \frac{F(u_n)}{f(u_n)} \right] \to 0,$$

and hence

$$\int_{\mathbb{R}^N} |\nabla u_n|^N \left( 1 - \frac{F(u_n) f'(u_n)}{f^2(u_n)} \right) dx + \int_{\mathbb{R}^N} V u_n^{N-1} \frac{F(u_n)}{f(u_n)} dx$$

$$- \frac{1}{\gamma_N} \int_{\mathbb{R}^N} \left[ \log \left( \frac{1}{|x|} \right) * F(u_n) \right] F(u_n) dx = o(1). \quad (4.12)$$

Again by $(4.10)$ we get

$$\int_{\mathbb{R}^N} |\nabla u_n|^N \left( 1 - \frac{F(u_n) f'(u_n)}{f^2(u_n)} \right) dx + \int_{\mathbb{R}^N} V u_n^{N-1} \frac{F(u_n)}{f(u_n)} dx + 2c$$

$$- \frac{2}{N} \int_{\mathbb{R}^N} |\nabla u_n|^N dx - \frac{2}{N} \int_{\mathbb{R}^N} V u_n^N dx = o(1).$$
Therefore, thanks to (4.11)

\[
\|v_n\|_V^N = \int_{\mathbb{R}^N} |\nabla G(u_n)|^N \, dx + \int_{\mathbb{R}^N} V G^N(u_n) \, dx
\]
\[
= \int_{\mathbb{R}^N} |\nabla u_n|^N \left( \frac{N F(u_n) f'(u_n)}{f^2(u_n)} - \frac{N-2}{2} \right) \, dx + \int_{\mathbb{R}^N} V G^N(u_n) \, dx
\]
\[
= Nc + \int_{\mathbb{R}^N} V \left( \frac{N}{2} u_n^{N-1} \frac{F(u_n)}{f(u_n)} - u_n^N + G^N(u_n) \right) \, dx + o(1)
\]
\[
\leq Nc + o(1) < 1
\]

(4.13)

for \( n \) large enough.

At this point, we are able to improve the exponential integrability of \( u_n \).

Thanks to (f3), for any \( \epsilon > 0 \) there exists \( t_\epsilon > 0 \) large enough such that

\[
1 - \epsilon < \sqrt{\frac{N F(t) f'(t)}{2} - \frac{N-2}{2}} \leq 1 + \epsilon, \quad \text{for all} \quad t \geq t_\epsilon.
\]

Next by (f2) we also have either \( u_n(x) \leq t_\epsilon \) or \( u_n(x) \geq t_\epsilon \) which implies

\[
v_n \geq \int_0^{t_\epsilon} \sqrt{\frac{N}{2}} \, dt + \int_{t_\epsilon}^{u_n} (1 - \epsilon) \, dt
\]
\[
\geq \sqrt{\frac{N}{2}} t_\epsilon + (1 - \epsilon)(u_n - t_\epsilon) \geq (1 - \epsilon)(u_n - t_\epsilon) \quad (4.14)
\]

and in turn

\[
u_n \leq t_\epsilon + \frac{v_n}{1 - \epsilon}, \quad \text{for any} \quad x \in \mathbb{R}^N.
\]

Hence, by (1.4) and since \( F \) is an increasing function, and recalling that \( q > N \),

\[
\int_{\mathbb{R}^N} F^\alpha(u_n) \, dx = \int_{0 \leq u_n \leq t_\epsilon} F^\alpha(u_n) \, dx + \int_{u_n \geq t_\epsilon} F^\alpha(u_n) \, dx
\]
\[
\leq C_\epsilon \int_{u_n \leq t_\epsilon} u_n^{N\alpha} \, dx
\]
\[
+ \int_{u_n \geq t_\epsilon} \left[ F \left( t_\epsilon + \frac{v_n}{1 - \epsilon} \right) \right]^\alpha \, dx
\]
\[
\leq C_\epsilon \|u_n\|_N^N + C_\epsilon \int_{u_n \geq t_\epsilon} \phi_N \left( \alpha \alpha_N(t_\epsilon + \frac{v_n}{1 - \epsilon}) \right) \, dx
\]
\[
\leq C_\epsilon \|u_n\|_N^N + C_\epsilon \int_{\mathbb{R}^N} \phi_N \left( \alpha \alpha_N(1 + \epsilon)(t_\epsilon + \frac{v_n}{1 - \epsilon}) \right) \, dx
\]
\[
\leq C_\epsilon \|u_n\|_N^N + C_\epsilon \int_{\mathbb{R}^N} \phi_N \left( \alpha \alpha_N(1 + \epsilon) \frac{N}{1 - \epsilon} \right) \, dx, \quad (4.15)
\]
where $C_\varepsilon > 0$ may change from line to line. (The last inequality can be verified just observing that for large values of $u_n$, also $v_n$ is large so that $(I_\varepsilon + \frac{1}{1-\varepsilon})^{N-1} \sim (\frac{1}{1-\varepsilon})^{N-1}$).

Set

$$
\eta := \frac{1}{Nc} - \alpha > 0
$$

and let us fix $0 < \epsilon_\alpha < 1$, depending on $\alpha < \frac{1}{Nc}$ such that

$$(1 + \epsilon_\alpha)^{\frac{N}{N-1}} \frac{(1 - \epsilon_\alpha)^{\frac{N}{N-1}}}{Nc} > 0$$

With these choices we obtain

$$
\int_{\mathbb{R}^N} F^{\alpha}(u_n) dx \leq C_\alpha \| u_n \|^N_N + C_\alpha \int_{\mathbb{R}^N} \phi_N \left( \alpha \frac{\| u_n \|^N_N}{\| v_n \|^N_N} \right) dx .
$$

By (4.13), $\| v_n \|^N_N \leq Nc + o(1)$ as $n$ is large enough, so that

$$
\| v_n \|^N_N \leq Nc + (Nc)^2 \| v_n \|^N_N \leq Nc + (Nc)^2 \eta,
$$

as $n \to +\infty$.

Thus,

$$
\alpha \frac{(1 + \epsilon_\alpha)^{\frac{N}{N-1}}}{(1 - \epsilon_\alpha)^{\frac{N}{N-1}}} \| v_n \|^N_N \leq \left( \frac{1}{Nc} - \eta \right) \frac{(1 + \epsilon_\alpha)^{\frac{N}{N-1}}}{(1 - \epsilon_\alpha)^{\frac{N}{N-1}}} Nc(1 + Nc\eta)
$$

$$
= \frac{(1 + \epsilon_\alpha)^{\frac{N}{N-1}}}{(1 - \epsilon_\alpha)^{\frac{N}{N-1}}} (1 - (Nc)^2 \eta^2) < 1,
$$

and finally we obtain

$$
\int_{\mathbb{R}^N} F^{\alpha}(u_n) dx \leq C_\alpha \| u_n \|^N_N + C_\alpha \int_{\mathbb{R}^N} \phi_N \left( \alpha \frac{\| v_n \|^N_N}{\| v_n \|^N_N} \right) dx \leq C_\alpha .
$$

\[\square\]

**Proposition 4.7.** Assume that conditions (V) and (f1)–(f4) are satisfied. Let $\{u_n\} \subset W^{1,N}_{q,w}$ be a PS sequence for $I_V$ at level $c < 1/N$, weakly converging to $u$ in $W^{1,N}_V(\mathbb{R}^N)$. If $u \neq 0$, then $u \in W^{1,N}_{V} L^q_w(\mathbb{R}^N)$ and $u_n \rightharpoonup u$ weakly in $W^{1,N}_{V} L^q_w(\mathbb{R}^N)$. Furthermore, as $n \to \infty$

$$
\left( \log |x| * F(u_n) \right) f(u_n) \longrightarrow \left( \log |x| * F(u) \right) f(u) \quad \text{in } L^1_{loc}(\mathbb{R}^N) \quad (4.16)
$$

and $u$ is a weak solution to (1.3).

For the proof we refer to [10, Proposition 6.3].
4.3. Proof of Theorem 1.2. The functional $\mathcal{I}_V$ satisfies the Mountain Pass geometry thanks to Lemma 4.2. This yields a (PS) sequence $\{u_n\} \subset W^{1, N}_{V} L^q_{w_0}(\mathbb{R}^N)$ at level $m_V$. Then, by Lemma 4.6 we have that $\{u_n\}$ is bounded in $u \in W^{1, N}_{V}(\mathbb{R}^N)$ and it weakly converges to some $u \in W^{1, N}_{V}(\mathbb{R}^N)$. It remains to prove that $u \not\equiv 0$.

Either $\{u_n\}$ is vanishing, that is for any $r > 0$

$$\lim_{n \to +\infty} \sup_{y \in \mathbb{R}^N} \int_{B_r(y)} |u_n|^N dx = 0$$

or, there exist $r, \delta > 0$ and a sequence $\{y_n\} \subset \mathbb{Z}^N$ such that

$$\lim_{n \to \infty} \int_{B_r(y_n)} |u_n|^N dx \geq \delta.$$ 

If $\{u_n\}$ is vanishing, by Lions’ concentration-compactness principle we have

$$u_n \to 0 \quad \text{in} \quad L^s(\mathbb{R}^N) \quad \forall \ s > N, \quad (4.17)$$ 

as $n \to \infty$. In this case it is standard to show that

$$\|F(u_n)\|_\gamma, \|u_n f(u_n)\|_\gamma \to 0$$

for some values of $\gamma > 1$ and close to 1, thanks to the improved exponential integrability given by Lemma 4.6 and the growth assumption $F(t) < \frac{Nt}{\gamma} f(t)$, see (1.5)). Hence, by applying the HLS inequality (Proposition 2.9) we obtain as $n \to \infty$, similarly to Proposition 4.7:

$$\int_{\mathbb{R}^{2N}} \log \left(1 + \frac{1}{|x - y|}\right) F(u_n(x)) F(u_n(y)) dxdy \to 0 \quad (4.18)$$

$$\int_{\mathbb{R}^{2N}} \log \left(1 + \frac{1}{|x - y|}\right) F(u_n(x)) u_n(y) f(u_n(y)) dxdy \to 0 \quad (4.19)$$

Combining (4.18)-(4.19) and the facts $\mathcal{I}_V(u_n) \to c$ and $\mathcal{I}'_V(u_n)[v] \to 0$ on $C_c^\infty(\mathbb{R}^N)$ test functions, we obtain

$$\frac{1}{\gamma N} \int_{\mathbb{R}^{2N}} \log (1 + |x - y|) F(u_n(x)) \left[ F(u_n(y)) - \frac{2}{N} u_n(y) f(u_n(y)) \right] dxdy = 2m_V + o(1)$$

so that $m_v \leq 0$ thanks to (1.5), which is not possible. Therefore, the vanishing case does not occur.

Now set $v_n := u_n(\cdot - y_n)$, then

$$\int_{B_r(0)} |v_n|^2 dx \geq \delta. \quad (4.20)$$

Using the periodicity assumption, $\mathcal{I}_V$ and $\mathcal{I}'_V$ are both invariant by the $\mathbb{Z}^N$-action, therefore $\{v_n\}$ is still a PS sequence at level $m_V$. Then $v_n \rightharpoonup v$ in $W^{1, N}_{V}(\mathbb{R}^N)$ with $v \not\equiv 0$ by using (4.20), since $v_n \to v$ in $L^q_{loc}(\mathbb{R}^N)$. We conclude by Proposition 4.7 that $v \in W^{1, N}_{V} L^q_{w_0}(\mathbb{R}^N)$ is a nontrivial critical point of $\mathcal{I}_V$ and $\mathcal{I}_V(v) = m_V$, which completes the proof of Theorem 1.2.
References

[1] N. Abatangelo, Very large solutions for the fractional Laplacian: towards a fractional Keller-Osserman condition, *Adv. Nonlinear Anal.*, 6 (2017), 383–405.

[2] N. Abatangelo, S. Jarohs and A. Saldaña, Integral representation of solutions to higher-order fractional Dirichlet problems on balls, *Commun. Contemp. Math.*, 20 (2018), 36 pp.

[3] F.S. Albuquerque, J.L. Carvalho, G.M. Figueiredo and E. Medeiros, On a planar non-autonomous Schrödinger-Poisson system involving exponential critical growth, *Calc. Var. Partial Differential Equations*, 60 (2021), 30 pp.

[4] C.O. Alves, D. Cassani, C. Tarsi and M. Yang, Existence and concentration of ground state solutions for a critical nonlocal Schrödinger equation in $\mathbb{R}^2$, *J. Differential Equations*, 261 (2016), 1933–1972.

[5] L. Battaglia and J. Van Schaftingen, Existence of groundstates for a class of non-linear Choquard equations in the plane, *Adv. Nonlinear Stud.*, 17 (2017), 581–594.

[6] D. Bonheure, S. Cingolani and J. Van Schaftingen, The logarithmic Choquard equation: sharp asymptotics and nondegeneracy of the groundstate, *J. Funct. Anal.*, 272 (2017), 5255–5281.

[7] L. Brasco, D. Gómez-Castro, J.L. Vázquez, Characterisation of homogeneous fractional Sobolev spaces, *Calc. Var. Partial Differential Equations*, 60 (2021), 40 pp.

[8] C. Bucur, Some observations on the Green function for the ball in the fractional Laplace framework, *Commun. Pure Appl. Anal.*, 15 (2016), 657–699.

[9] J. Carvalho, E. Medeiros and B. Ribeiro, On a planar Choquard equation involving exponential critical growth, *Z. Angew. Math. Phys.*, 72 (2021), 19 pp.

[10] D. Cassani and C. Tarsi, Schrödinger–Newton equations in dimension two via a Pohozaev–Trudinger log-weighted inequality, *Calc. Var. Partial Differential Equations*, 60 (2021), 31 pp.

[11] D. Cassani, J. Van Schaftingen and J. Zhang, Groundstates for Choquard type equations with Hardy–Littlewood–Sobolev lower critical exponent, *Proc. Roy. Soc. Edinburgh Sect. A*, 150 (2020), 1377–1400.

[12] D. Cassani, Y. Wang and J. Zhang, A unified approach to singularly perturbed quasilinear Schrödinger equations, *Milan J. Math.*, 88 (2020), 507–534.

[13] D. Cassani and J. Zhang, Choquard-type equations with Hardy–Littlewood–Sobolev upper-critical growth, *Adv. Nonlinear Anal.*, 8 (2019), 1184–1212.

[14] S. Cingolani and T. Weth, On the planar Schrödinger–Poisson system, *Ann. Inst. H. Poincaré Anal. Non Linéaire*, 33 (2016), 169–197.

[15] D.G. de Figueiredo, O.H. Miyagaki and B. Ruf, Elliptic equations in $\mathbb{R}^n$ with nonlinearities in the critical growth range, *Calc. Var. Partial Differential Equations*, 3 (1995), 139–153.

[16] G.P. Galdi, An introduction to the mathematical theory of the Navier-Stokes equations. Steady-state problems. Second edition. Springer Monographs in Mathematics. Springer, New York, 2011. xiv+1018 pp.

[17] A. Hyder, Existence of entire solutions to a fractional Liouville equation in $\mathbb{R}^n$, *Atti Accad. Naz. Lincei Rend. Lincei Mat. Appl.*, 27 (2016), 1–14.

[18] A. Hyder, Structure of conformal metrics on $\mathbb{R}^n$ with constant $Q$-curvature, *Differential Integral Equations*, 32 (2019), 423–454.

[19] T. Jin, A. Maalaoui, L. Martinazzi and J. Xiong, Existence and asymptotics for solutions of a non-local $Q$-curvature equation in dimension three, *Calc. Var. Partial Differential Equations*, 52 (2015), 469–488.

[20] N. S. Landkof, *Foundations of modern potential theory*, Springer-Verlag, New York-Heidelberg, 1972. Translated from the Russian by A. P. Doohovskoy, Die Grundlehren der mathematischen Wissenschaften, Band 180.
[21] Y. Li and B. Ruf, A sharp Trudinger-Moser type inequality for unbounded domains in $\mathbb{R}^n$, *Indiana Univ. Math. J.*, **57** (2008), 451–480.

[22] L. Martinazzi, Classification of solutions to the higher order Liouville’s equation on $\mathbb{R}^{2m}$, *Math. Z.*, **263** (2009), 307–329.

[23] L. Martinazzi, Fractional Adams-Moser-Trudinger type inequalities, *Nonlinear Anal.*, **127** (2015), 263–278.

[24] V. Moroz and J. Van Schaftingen, A guide to the Choquard equation, *J. Fixed Point Theory Appl.*, **19** (2017), 773–813.

[25] J. Moser, A sharp form of an inequality by N. Trudinger, *Indiana Univ. Math. J.*, **20** (1970/71), 1077–1092.

[26] S. Pohozaev, The Sobolev embedding in the case $pl = n$, *Proc. Tech. Sci. Conf. on Adv. Sci., Research 1964-1965, Mathematics Section. Energet. Inst. Moscow* (1965), 158–170.

[27] S. Samko, A. Kilbas and O. Marichev, *Fractional integrals and derivatives*, Gordon and Breach Science Publishers, Yverdon, 1993.

[28] E. Stein, *Singular integrals and differentiability properties of functions*, Princeton Mathematical Series, No. 30. Princeton University Press, Princeton, N.J., 1970.

[29] P.R. Stinga, User’s guide to the fractional Laplacian and the method of semigroups, In *Handbook of fractional calculus with applications. Vol. 2*, pages 235–265. De Gruyter, Berlin, 2019.

[30] N. Trudinger, On embeddings into Orlicz spaces and some applications, *J. Math. Mech.* **17** (1967), 473–484.

(C. Bucur and D. Cassani)
DIP. DI SCIENZA E ALTA TECNOLOGIA
UNIVERSITÀ DEGLI STUDI DELL’INSUBRIA
AND
RISM–RIEMANN INTERNATIONAL SCHOOL OF MATHEMATICS
VILLA TOEPLITZ, VIA G.B. VICO, 46 – 21100 VARESE
Email address: daniele.cassani@uninsubria.it
Email address: claudiadalia.bucur@uninsubria.it

(C. Tarsi)
DIPARTIMENTO DI MATEMATICA
UNIVERSITÀ DEGLI STUDI DI MILANO
VIA C. SALDINI, 50 – 20133 MILANO
Email address: cristina.tarsi@unimi.it