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Abstract

Reliable, risk-averse design of complex engineering systems with optimized performance requires dealing with uncertainties. A conventional approach is to add safety margins to a design that was obtained from deterministic optimization. Safer engineering designs require appropriate cost and constraint function definitions that capture the risk associated with unwanted system behavior in the presence of uncertainties. The paper proposes two notions of certifiability. The first is based on accounting for the magnitude of failure to ensure data-informed conservativeness. The second is the ability to provide optimization convergence guarantees by preserving convexity. Satisfying these notions leads to certifiably risk-based design optimization (CRiBDO). In the context of CRiBDO, risk measures based on superquantile (a.k.a. conditional value-at-risk) and buffered probability of failure are analyzed. CRiBDO is contrasted with reliability-based design optimization (RBDO), where uncertainties are accounted for via the probability of failure, through a structural and a thermal design problem. A reformulation of the short column structural design problem leading to a convex CRiBDO problem is presented. The CRiBDO formulations capture more information about the problem to assign the appropriate conservativeness, exhibit superior optimization convergence by preserving properties of underlying functions, and alleviate the adverse effects of choosing hard failure thresholds required in RBDO.

1 Introduction

The design of complex engineering systems requires quantifying and accounting for risk in the presence of uncertainties. This is not only vital to ensure safety of designs but also to safeguard against costly design alterations late in the design cycle. The traditional approach is to add safety margins to compensate for uncertainties after a deterministic optimization is performed. This produces a sense of security, but is at best an imprecise recognition of risk and results in overly conservative designs that can limit performance. Properly accounting for risk during the design optimization of those systems could allow for more efficient designs. For example, payload increases for spacecraft and aircraft could be possible without sacrificing safety. The financial community has long recognized the superiority of specific risk measures in portfolio optimization (most importantly the conditional-value-at-risk (CVaR) pioneered by Rockafellar and Uryasev [1]), see [1, 2, 3]. In the financial context, it is understood that exposure to tail risk—rather rare events—can lead to catastrophic outcomes for companies, and adding too many “safety factors” (insurance, hedging) reduces
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profit. Analogously, in the engineering context, the problem is to find safe engineering designs without unnecessarily limiting performance and limiting the effects of the heuristic guesswork of choosing thresholds.

In general, there are two main issues when formulating a design optimization under uncertainty problem: (1) what to optimize and (2) how to optimize. The first issue involves deciding the design criterion, which in the context of decision theory could boil down to what type of utility function to use. What is a meaningful way of making design decisions under uncertainty? One would like to have a framework that can reflect stakeholders’ preferences, but at the same time is relatively simple and can be explained to the public, to a governor, to a CEO, etc. The answer for what to optimize directly influences how you optimize. If the “what to optimize” was chosen poorly, the second issue becomes much more challenging. Design optimization of a real-world system is difficult, even in a deterministic setting, so it is essential to manage complexity as we formulate the design-under-uncertainty problem. Thus, any design criterion that preserves convexity and other desirable mathematical properties of the underlying functions is preferable as it simplifies the subsequent optimization.

This motivates us to incorporate specific mathematical measures of risk, either as a design constraint or cost function, into the design optimization formulation. To this end, we focus on two particular risk measures that have potentially superior properties: (i) superquantile/CVaR [4, 5], and (ii) buffered probability of failure (bPoF) [6]. Three immediate benefits of using these risk measures arise. First, both risk measures recognize extreme (tail) events which automatically enhances resilience. Second, they preserve convexity of underlying functions so that specialized and provably convergent optimizers can be employed. This drastically improves optimization performance. Third, superquantile and bPoF are conservative risk measures that add a buffer zone to the limiting threshold by taking into account the magnitude of failure. This can be handled by adding safety factors to the threshold; however, it has been shown before that probabilistic approaches lead to safer designs with optimized performance compared to the safety factor approach [7, 8, 9]. Superquantile/CVaR has been recently used in specific formulations in civil [10, 11], naval [12, 13] and aerospace [14, 15] engineering, as well as general PDE-constrained optimization [16, 17, 18, 19]. The bPoF risk measure has been shown to possess beneficial properties when used in optimization [6, 20, 21, 22], yet has been seldom used in engineering to-date [23, 24, 25, 26]. We contrast these above risk-based engineering design methods with the most common approach to address parametric uncertainties in engineering design, namely reliability-based design optimization (RBDO) [27, 28] which uses the probability of failure (PoF) as a design constraint. We discuss the specific advantages of using these ways of measuring risk in the design optimization cycle and their effect on the final design under uncertainty.

In this paper, we define two certifiability conditions for risk-based design optimization that can certify designs against near-failure and catastrophic failure events, and guarantee convergence to the global optimum based on preservation of convexity by the risk measures. We call the optimization formulations using risk measures satisfying any of the certifiability conditions as Certifiable Risk-Based Design Optimization (CRIbDO). Risk measures satisfying both certifiability conditions lead to strongly certifiable risk-based design. We analyze superquantile and bPoF, which are examples of risk measures satisfying the certifiability conditions. We discuss how the nature of probabilistic conservativeness introduced through superquantile and bPoF makes practical sense since it is data-informed and based on the magnitude of failure. The data-informed probabilistic conservativeness of superquantiles and bPoF circumvents the guesswork associated with setting safety factors (especially, for the conceptual design phase) and transcends the limitations of setting hard thresholds for limit state functions used in PoF. This helps us move away from being conservative blindly to being conservative to the level dictated by the data. We compare the different risk-based design optimization formulations using a structural and a thermal design problem. For the structural design of a short column problem, we show a convex reformulation of the objective and limit state functions that leads to a convex CRIbDO formulation.

The remainder of this paper is organized as follows. We summarize the widely-used RBDO formulation in Section 2. The different risk-based optimization problem formulations along with the risk measures used in this work are described in Section 3. Section 4 explains the features of different risk-based optimization formulations through numerical experiments on the short column problem with a convex reformulation. Section 5 explores the different risk-based optimization formulations for the thermal design of a cooling fin problem with non-convex limit state. Section 6 presents the concluding remarks.
2 Reliability-based Design Optimization

In this section, we review the RBDO formulation, which uses PoF to quantify uncertainties. Let the quantity of interest of an engineering system be computed from the model \( f : \mathcal{D} \times \Omega \mapsto \mathbb{R} \) as \( f(\mathbf{d}, \mathbf{Z}) \), where the inputs to the system are the \( n_d \) design variables \( \mathbf{d} \in \mathcal{D} \subset \mathbb{R}^{n_d} \) and the \( n_z \) random variables \( \mathbf{Z} \) with the probability distribution \( \pi \). The realizations of the random variables \( \mathbf{Z} \) are denoted by \( \mathbf{z} \in \Omega \subset \mathbb{R}^{n_z} \). The space of design variables is denoted by \( \mathcal{D} \) and the space of random samples is denoted by \( \Omega \). The failure of the system is described by a limit state function \( g : \mathcal{D} \times \Omega \mapsto \mathbb{R} \) and a critical threshold \( t \in \mathbb{R} \), where, without loss of generality, \( g(\mathbf{d}, \mathbf{z}) > t \) defines failure of the system. For a system under uncertainty, \( g(\mathbf{d}, \mathbf{Z}) \) is also a random variable given a particular design \( \mathbf{d} \). The limit state function in most engineering applications requires the solution of a system of equations (such as ordinary differential equations or partial differential equations).

The most common RBDO formulation involves the use of a PoF constraint as

\[
\min_{\mathbf{d} \in \mathcal{D}} \mathbb{E}[f(\mathbf{d}, \mathbf{Z})] \quad \text{subject to} \quad p_t(g(\mathbf{d}, \mathbf{Z})) \leq 1 - \alpha_T,
\]

(1)

where \( \alpha_T \in [0, 1] \) is the target reliability (i.e., \( 1 - \alpha_T \) is the target PoF) and the PoF is defined via the limit state function \( g \) and the failure threshold \( t \) as \( p_t(g(\mathbf{d}, \mathbf{Z})) := P[g(\mathbf{d}, \mathbf{Z}) > t] \). The RBDO problem (1) designs a system with optimal mean characteristics, in terms of \( f(\mathbf{d}, \mathbf{Z}) \), such that it maintains a reliability of at least \( \alpha \). Note, however, that PoF has no information about the magnitude of the failure event as it is merely a measure of the set \( \{g(\mathbf{d}, \mathbf{Z}) > t\} \), see Figure 1.
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**Figure 1:** Illustration for PoF indicated by the area of the shaded region.

For our upcoming discussion, it is helpful to point out that a constraint on the PoF is equivalent to a constraint on the \( \alpha \)-quantile. The \( \alpha \)-quantile, also known as the value-at-risk at level \( \alpha \), is defined in terms of the inverse cumulative distribution function of the limit state function \( F_{g(\mathbf{d}, \mathbf{Z})}^{-1} \) as

\[
Q_\alpha[g(\mathbf{d}, \mathbf{Z})] := F_{g(\mathbf{d}, \mathbf{Z})}^{-1}(\alpha).
\]

(2)

PoF and \( Q_\alpha \) are natural counterparts that are measures of the tail of the distribution of \( g(\mathbf{d}, \mathbf{Z}) \). When the largest \( 100(1-\alpha)\% \) outcomes are the ones of interest (i.e., failed cases), the quantile is a measure of minimum value within the set of these tail events. When one knows that outcomes larger than a given threshold \( t \) are of interest, PoF provides a measure of the frequency of these “large” events. This equivalence of PoF and \( Q_\alpha \) risk constraints is illustrated in Figure 2. In the context of our optimization problem, using the same value of \( t \) and \( \alpha_T \), (1) can be written equivalently as

\[
\min_{\mathbf{d} \in \mathcal{D}} \mathbb{E}[f(\mathbf{d}, \mathbf{Z})] \quad \text{subject to} \quad Q_{\alpha_T}[g(\mathbf{d}, \mathbf{Z})] \leq t.
\]

(3)

The most elementary method (although, inefficient) for estimating PoF is Monte Carlo (MC) simulation when dealing with nonlinear limit state functions. The MC estimate of the PoF for a given design \( \mathbf{d} \) is

\[
\hat{p}_t(g(\mathbf{d}, \mathbf{Z})) = \frac{1}{m} \sum_{i=1}^{m} I_{g(\mathbf{d})}(\mathbf{z}_i),
\]

(4)
where \( z_1, \ldots, z_m \) are \( m \) samples distributed according to \( \pi \), \( G(d) = \{ z \mid g(d, z) > t \} \) is the failure set, and \( I_{G(d)} : \Omega \to \{ 0, 1 \} \) is the indicator function defined as

\[
I_{G(d)}(z) = \begin{cases} 
1, & \text{if } z \in G(d) \\
0, & \text{else}.
\end{cases}
\]  

The MC estimator is unbiased with the variance being \( p_t(1 - p_t)/m \). The PoF estimation requires sampling from the tails of the distribution, which can often make MC estimators expensive. A wealth of literature exists for methods that have been developed to deal with the computational complexity of PoF estimation and the RBDO problem. First, reliability index methods (e.g., FORM, SORM, etc. [29, 30]) geometrically approximate the limit state function to reduce the computational effort of PoF estimation. However, when the limit state function is nonlinear, the reliability index method could lead to inaccuracies in the estimate. Second, MC variance reduction techniques such as importance sampling [31, 32, 33], adaptive importance sampling [34, 35, 36, 37, 38, 39], and multifidelity approaches [40, 41, 42] offer computational advantages. While the decay rate of the MC estimator cannot be improved upon, the variance of the MC estimator can be reduced, which offers computational advantages in that fewer (suitably chosen) MC samples are needed to obtain accurate PoF estimates. Third, adaptive data-driven surrogates for the limit state failure boundary identification can improve computational efficiency for the RBDO problem [43, 44, 45]. Fourth, bi-fidelity RBDO methods [46, 47] and recent multifidelity/multi-information-source methods for the PoF estimate [48, 49, 50] and the RBDO problem [51] have led to significant computational savings.

Although significant research has been devoted to PoF and RBDO, PoF as a risk measure does not factor in how catastrophic is the failure and thus, lacks resiliency. In other words, PoF neglects the magnitude of failure of the system and instead encodes a hard threshold via a binary function evaluation. We describe below this drawback of PoF.

**Remark 1 (Limitations of hard-thresholding)** To motivate the upcoming use of risk measures, we take a closer look at the limit state function \( g \) and its use to characterize failure events. In the standard setting, a failure event is characterized by a realization of \( Z \) for some fixed design \( d \) that leads to \( g(d, z) > t \). However, this hard-threshold characterization of system failure potentially ignores important information quantified by the magnitude of \( g(d, z) \) and PoF fails to promote resilience, i.e., no distinction between bad and very bad. Let us consider a structure with \( g(d, z) = t + 0.1kN \) and \( g(d, z) = t + 100kN \), the latter characterizing a catastrophic system failure. This is not captured when considering system failure only as a binary decision with a hard threshold. Similarly, one could also consider events \( g(d, z) = t - 0.1kN \) and
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\( g(d, z) = t - 100 \text{kN} \). A hard-threshold assessment deems both of these events as non-failure events, even though \( g(d, z) = t - 0.1 \text{kN} \) is clearly a near-failure event compared to \( g(d, z) = t - 100 \text{kN} \). A hard-threshold characterization of failure would potentially overlook these important near-failure events and consider them as safe realizations of \( g \). In reality, failure events do not usually occur using a hard-threshold rule. Even if they do, determination of the true threshold will also involve uncertainty, blending statistical estimation, expert knowledge, and system models. Therefore, the choice of threshold should be involved in any discussion of measures of failure risk and we analyze later in Remark 6 the advantage of the data-informed thresholding property of certain risk measures as compared to hard-thresholding. In addition, encoding magnitude of failure can help distinguish between designs with same PoF (see example 1 in Ref. [6]). As we show in the next section, superquantile and bPoF do not have this deficiency.

In the engineering community, PoF has been the preferred choice. Using PoF and RBDO offers some specific advantages starting with the simplicity of the risk measure and the natural intuition behind formulating the optimization problems, which is a major reason leading to the rich literature on this topic as noted before. Another advantage of PoF is the invariance to nonlinear reformulation for the limit state function. For example, let \( z_1 \) be a random load and \( z_2 \) be a random strength of a structure. Then the PoF would be the same regardless if the limit state function is defined as \( z_1 - z_2 \) or \( z_1/z_2 - 1 \). Since \( \alpha \)-quantile leads to an equivalent formulation as PoF, both PoF and \( \alpha \)-quantile formulations have this invariance for continuous distributions. However, there are several potential issues when using PoF as the risk measure for design optimization under uncertainty as noted below.

**Remark 2 (Optimization considerations)** While there are several advantages of using PoF and RBDO, there are several potential drawbacks. First, PoF is not necessarily a convex function w.r.t. design variables \( d \) even when the underlying limit state function is convex w.r.t. \( d \). Thus, we cannot formulate a convex optimization problem even when underlying functions \( f \) and \( g \) are convex w.r.t. \( d \). This is important because convexity guarantees convergence of standard and efficient algorithms to a globally optimal design under minimal assumptions since every local optimum is a global optimum in that case. Second, the computation of PoF gradients can be ill-conditioned, so traditional gradient-based optimizers that require accurate gradient evaluations tend to face challenges. While PoF is differentiable for the specific case when \( d \) only contains parameters of the distribution of \( Z \), such as mean and standard deviation, PoF is in general not a differentiable function. Consequently, PoF gradients may not exist and when using approximate methods, such as finite difference, the accuracy of the PoF gradients could be poor. Some of these drawbacks can be addressed by using other methods for estimating the PoF gradients, but they have been developed under potentially restrictive assumptions [22, 23, 24], which might not be easily verifiable for practical problems. Third, PoF can suffer from sensitivity to the failure threshold due to it being a discontinuous function w.r.t. threshold \( t \). Since the choice of failure threshold could be uncertain, one would ideally prefer to have a measure of risk that is less sensitive to small changes in \( t \). We further expand on this issue in Remark 4.

## 3 Certifiable Risk-Based Design Optimization

Design optimization with a special class of risk measures can provide certifiable designs and algorithms. We first present two notions of certifiability in risk-based optimization in Section 3.1. We then discuss two specific risk measures, superquantile in Section 3.2 and bPoF in Section 3.3 that satisfy these notions of certifiability.

### 3.1 Certifiability in risk-based design optimization

Risk in an engineering context can be quantified in several ways and the choice of risk measure, and its use as a cost or constraint, influences the design. We focus on a class of risk measures that can satisfy the following two certifiability conditions:

1. **Data-informed conservativeness**: Risk measures that take the magnitude of failure into account to decide the level of conservativeness required can certify the designs against near-failure and catastrophic failure events leading to increased resilience. The obtained designs can overcome the limitations of
hard thresholding and are certifiably risk-averse against a continuous range of failure modes. In typical engineering problems, the limit state function distributions are not known and the information about the magnitude of failure is encoded through the generated data, thus making the conservativeness data-informed.

2. Optimization convergence and efficiency: Risk measures that preserve the convexity of underlying limit state functions (and/or cost functions) lead to convex risk-based optimization formulations. The resulting optimization problem is better behaved than a non-convex problem and can be solved more efficiently. Thus, one can find the design that is certifiably optimal in comparison with all alternate designs at reduced computational cost. In general, the risk measure preserves the convexity of the limit state function, such that the complexity of the optimization under uncertainty problem remains similar to the complexity of the deterministic optimization problem using the limit state function.

We denote the risk-based design optimization formulations that use risk measures satisfying any of the two certifiability conditions as Certifiable Risk-Based Design Optimization (CRiBDO). Note that designs obtained through RBDO do not satisfy either of the above conditions since using PoF as the risk measure cannot guard against near-threshold or catastrophic failure events, see Remark [1] and cannot certify the design to be a global optimum, see Remark [2] Accounting for the magnitude of failure is critical to ensure appropriate conservativeness in CRiBDO designs and additionally, preservation of convexity is useful for optimizer efficiency and convergence guarantees to a globally optimal design. The optimization formulations satisfying both the conditions lead to strongly certifiable risk-based designs. In general engineering applications, the convexity condition is difficult to satisfy but encapsulates an ideal situation, highlighting the importance of research in creating (piece-wise) convex approximations for physical problems. In Sections 3.2 and 3.3, we discuss the properties of two particular risk measures, superquantile and bPoF, that lead to certifiable risk-based designs and have the potential to be strongly certifiable when underlying functions are convex. Although we focus on these two particular risk measures in this work, other measures of risk could also be used to produce certifiable risk-based designs, see [35] [56] [10].

3.2 Superquantile-based design optimization

This section describes the concept of superquantiles and associated risk-averse optimization problem formulations. Superquantiles emphasize tail events, and from an engineering perspective it is important to manage such tail risks.

3.2.1 Risk measure: superquantile

Intuitively, superquantiles can be understood as a tail expectation, or an average over a portion of worst-case outcomes. Given a fixed design $d$ and a distribution of potential outcomes $g(d, Z)$, the superquantile at level $\alpha \in [0, 1]$ is the expected value of the largest $100(1 - \alpha)\%$ realizations of $g(d, Z)$. In the literature, several other terms, such as CVaR and expected shortfall, have been used interchangeably with superquantile. We prefer the term superquantile because of its inherent connection with the long existing statistical quantity of quantiles and it being application agnostic.

The definition of $\alpha$-superquantile is based on the $\alpha$-quantile $Q_\alpha [g(d, Z)]$ from Equation (2). The $\alpha$-superquantile $\overline{Q}_\alpha$ can be defined as

$$\overline{Q}_\alpha [g(d, Z)] := Q_\alpha [g(d, Z)] + \frac{1}{1 - \alpha} \mathbb{E} \left[ (g(d, Z) - Q_\alpha [g(d, Z)])^+ \right],$$

where $d$ is the given design and $[c]^+ := \max\{0, c\}$. The expectation in the second part of the right hand side of Equation (6) can be interpreted as the expectation of the tail of the distribution exceeding the $\alpha$-quantile. The $\alpha$-superquantile can be seen as the sum of the $\alpha$-quantile and a non-negative term and thus, $\overline{Q}_\alpha [g(d, Z)]$ is a quantity higher (as indicated by “super”) than $Q_\alpha [g(d, Z)]$. It follows from the definition that $\overline{Q}_\alpha [g(d, Z)] \geq Q_\alpha [g(d, Z)]$. When the cumulative distribution of $g(d, Z)$ is continuous for any $d$, we can also view $\overline{Q}_\alpha [g(d, Z)]$ as the conditional expectation of $g(d, Z)$ with the condition that $g(d, Z)$ is not less than $Q_\alpha [g(d, Z)]$, i.e., $\overline{Q}_\alpha [g(d, Z)] = \mathbb{E} [g(d, Z) \mid g(d, Z) \geq Q_\alpha [g(d, Z)]]$ [5]. We also note that by
definition \[4\]

\[
\text{for } \alpha = 0, \quad \overline{Q}_0 [g(d, Z)] = \mathbb{E} [g(d, Z)], \quad \text{and} \\
\text{for } \alpha = 1, \quad \overline{Q}_1 [g(d, Z)] = \text{ess sup} g(d, Z),
\]

where \( \text{ess sup} g(d, Z) \) is the essential supremum, i.e., the lowest value that \( g(d, Z) \) doesn’t exceed with probability 1.

Figure 3 illustrates the \( \overline{Q}_\alpha \) risk measure for two differently shaped, generic distributions of the limit state function. The figure shows that the magnitude of \( \overline{Q}_\alpha - Q_\alpha \) (or the induced conservativeness) changes with the underlying distribution. Algorithm 1 describes standard MC sampling for approximating \( Q_\alpha \). The second term on the right hand side in Equation (8) is a MC estimate of the expectation in Equation (6).

**Algorithm 1** Sampling-based estimation of \( Q_\alpha \) and \( \overline{Q}_\alpha \).

**Input:** \( m \) i.i.d. samples \( z_1, \ldots, z_m \) of random variable \( Z \), design variable \( d \), risk level \( \alpha \in (0, 1) \), limit state function \( g(d, Z) \).

**Output:** Sample approximations \( \hat{Q}_\alpha [g(d, Z)], \overline{Q}_\alpha [g(d, Z)] \).

1. Evaluate limit state function at the samples to get \( g(d, z_1), \ldots, g(d, z_m) \).
2. Sort values of limit state function in descending order and relabel the samples so that \( g(d, z_1) > g(d, z_2) > \cdots > g(d, z_m) \).
3. Find the index \( k_\alpha = \lceil m(1 - \alpha) \rceil \) to estimate \( \overline{Q}_\alpha [g(d, Z)] \leftarrow g(d, z_{k_\alpha}) \).
4. Estimate
\[
\hat{Q}_\alpha [g(d, Z)] = \hat{Q}_\alpha [g(d, Z)] + \frac{1}{m(1 - \alpha)} \sum_{j=1}^{m} \left[ g(d, z_j) - \hat{Q}_\alpha [g(d, Z)] \right].
\]

**3.2.2 Optimization problem: superquantiles as constraint**

As noted before, the PoF constraint of the RBDO problem in (1) can be viewed as a \( Q_\alpha \) constraint (as seen in (3)). The PoF constraint (and thus the \( Q_\alpha \) constraint) does not consider the magnitude of the failure events, but only whether they are larger than the failure threshold. This could be a potential drawback for engineering applications. On the other hand, a \( \overline{Q}_\alpha \) constraint considers the magnitude of the failure events by specifically constraining the expected value of the largest \( 100(1 - \alpha) \% \) realizations of \( g(d, Z) \). Additionally, depending upon the actual construction of \( g(d, Z) \) and the accuracy of the sampling procedure, the \( \overline{Q}_\alpha \) constraint may have numerical advantages over the \( Q_\alpha \) constraint when it comes to optimization as
discussed later. In particular, we have the optimization problem formulation

$$\min_{d \in \mathcal{D}} \mathbb{E}[f(d, Z)]$$

subject to $$\overline{Q}_{\alpha_T} [g(d, Z)] \leq t,$$

where $$\alpha_T$$ is the desired reliability level given the limit state failure threshold $$t$$. The $$\overline{Q}_{\alpha_T}$$-based formulation typically leads to a more conservative design than when PoF is used. This can be observed by noting that $$\overline{Q}_{\alpha_T} [g(d, Z)] \leq t \implies Q_{\alpha_T} [g(d, Z)] \leq t \iff \pi_t (g(d, Z)) \leq 1 - \alpha_T$$. Therefore, if the design satisfies the $$\overline{Q}_{\alpha_T}$$ constraint, then the design will also satisfy the related PoF constraint. Additionally, since the $$\overline{Q}_{\alpha_T}$$ constraint ensures that the average of the $$[1 - \alpha_T]$$ tail is no larger than $$t$$, it is likely that the probability of exceeding $$t$$ (PoF) is strictly smaller than $$1 - \alpha_T$$ and is thus a conservative design for target reliability of $$\alpha_T$$. Intuitively, this conservatism comes from the fact that $$\overline{Q}_{\alpha_T}$$ considers the magnitude of the worst failure events.

The formulation with $$\overline{Q}_{\alpha_T}$$ as the constraint is useful when the designer is unsure about the failure boundary location for the problem but requires a certain level of reliability from the design. For example, consider the case where the failure is defined as maximum stress of a structure not exceeding a certain value. However, the designers cannot agree on the cut-off value for stress but can agree on the desired level of reliability they want. One can use this formulation to design a structure with a given reliability $$(1 - \alpha_T)$$ while constraining a conservative estimate of the cut-off value $$(\overline{Q}_{\alpha_T})$$ on the stress.

**Remark 3 (Convexity in $$\overline{Q}_{\alpha_T}$$-based optimization)** It can be shown that $$\overline{Q}_\alpha$$ can be written in the form of an optimization problem [2] as

$$\overline{Q}_\alpha [g(d, Z)] = \min_{\gamma \in \mathbb{R}} \gamma + \frac{1}{1 - \alpha} \mathbb{E} \left[ (g(d, Z) - \gamma)^+ \right],$$

where $$d$$ is the given design, $$\gamma$$ is an auxiliary variable, and $$[c]^+ := \max\{0, c\}$$. At the optimum, $$\gamma^* = Q_\alpha [g(d, Z)]$$. Using Equation (10), the formulation (9) can be reduced to an optimization problem involving only expectations as given by

$$\min_{\gamma \in \mathbb{R}, d \in \mathcal{D}} \mathbb{E}[f(d, Z)]$$

$$\text{subject to } \gamma + \frac{1}{1 - \alpha_T} \mathbb{E} \left[ (g(d, Z) - \gamma)^+ \right] \leq t.$$  \hspace{1cm} (11)

The formulation (11) is a convex optimization problem when $$g(d, Z)$$ and $$f(d, Z)$$ are convex in $$d$$ since $$[\cdot]^+$$ is a convex function and preserves the convexity of the limit state function. Another advantage of (11), as outlined in Ref. [2], is that the nonlinear part of the constraint, $$\mathbb{E} \left[ (g(d, Z) - \gamma)^+ \right]$$, can be reformulated as a set of convex (linear) constraints if $$g(d, Z)$$ is convex (linear) in $$d$$ and has a discrete (or empirical) distribution with the distribution of $$Z$$ being independent of $$d$$ [1]. Specifically, consider a MC estimate where $$z_i, i = 1, \ldots, m$$ are $$m$$ samples from probability distribution $$\pi$$. Then, using auxiliary variables $$b_i, i = 1, \ldots, m$$ to define $$b = \{b_1, \ldots, b_m\}$$, we can reformulate (11) as

$$\min_{\gamma \in \mathbb{R}, b \in \mathbb{R}^m, d \in \mathcal{D}} \mathbb{E}[f(d, Z)]$$

$$\text{subject to } \gamma + \frac{1}{m(1 - \alpha_T)} \sum_{i=1}^{m} b_i \leq t,$$

$$g(d, z_i) - \gamma \leq b_i, i = 1, \ldots, m,$$

$$b_i \geq 0, i = 1, \ldots, m.$$  \hspace{1cm} (12)

The formulation (12) is a linear program when $$g(d, Z)$$ and $$f(d, Z)$$ are linear in $$d$$.

As noted in Remark 3, the formulations in (11) and (12) are convex (or linear) only when the underlying functions $$g(d, Z)$$ and $$f(d, Z)$$ are convex (or linear) in $$d$$. However, the advantages and possibility of such formulations indicates that one can achieve significant gains by investing in convex (or linear) approximations for the underlying functions.\footnote{In the case where $$\pi$$ depends upon $$d$$, one can perform optimization by using sampling-based estimators for the gradient of $$\overline{Q}_\alpha$$ [37, 38].}
3.2.3 Optimization problem: superquantiles as objective

The $\alpha$-superquantile $Q_\alpha$ naturally arises as a replacement for $Q_\alpha$ in the constraint, but it can also be used as the objective function in the optimization problem formulation. For example, in PDE-constrained optimization, superquantiles have been used in the objective function $[16, 17]$. The optimization formulation is

$$
\min_{d \in D} Q_{\alpha_T} [g(d, Z)]
$$

subject to $Q_{\beta_T} [f(d, Z)] \leq C_T,$ 

where $\alpha_T$ and $\beta_T$ are the desired risk levels for $g$ and $f$ respectively, and $C_T$ is a threshold on the quantity of interest $f$. This is a useful formulation when it is easier to define a threshold on the quantity of interest than deciding a risk level for the limit state function. For example, if the quantity of interest is the cost of manufacturing a rocket engine, one can specify a budget constraint and use the above formulation. The solution of this optimization formulation would result in the safest rocket engine design such that the expected budget does not exceed the given budget.

3.2.4 Discussion on superquantile-based optimization

From an optimization perspective, an important feature of $Q_\alpha$ is that it preserves convexity of the function it is applied to, i.e., the limit state function or cost function. $Q_\alpha$-based formulations can lead to well-behaved convex optimization problems that allows one to provide convergence guarantees as described in Remark 3. The reformulation offers a major advantage, since an optimization algorithm can work directly on the limit state function without passing through an indicator function. This preserves the convexity and other mathematical properties of the limit state function. $Q_\alpha$ also takes the magnitude of failure into account, which makes it more informative and resilient compared to PoF and builds in data-informed conservativeness. As noted in [59], $Q_\alpha$ estimators are less stable than estimators of $Q_\alpha$ since rare, large magnitude tail samples can have large effect on the sample estimate. This is more prevalent when the distribution of the random quantity is fat-tailed. Thus, there is a need for more research to develop efficient algorithms for $Q_\alpha$ estimation. Despite offering convexity, a drawback of $Q_\alpha$ is that it is non-smooth, and a direct $Q_\alpha$-based optimization would require either non-smooth optimization methods, for example variable-metric algorithms [60], or gradient-free methods. Note that smoothed approximations exist [16, 23], which significantly improve optimization performance. In addition, the formulation (12) offers a smooth alternative.

As noted in Remark 3, $Q_\alpha$-based formulations can be further reduced to a linear program. The formulation in (12) increases the dimensionality of the optimization problem from $n_d + 1$ to $n_d + m + 1$, where $m$ is the number of MC samples, which poses an issue when the number of MC samples is large. However, formulation (12) has mostly linear constraints and can also be completely converted into a linear program by using a linear approximation for $g(d, z_i)$ (following similar ideas as reliability index methods described in Section 1). There are extremely efficient methods for finding solutions to linear programs even for high-dimensional problems.

3.3 bPoF-based design optimization

Buffered probability of failure was first introduced by Rockafellar and Royset [6] as an alternative to PoF. This section describes bPoF and the associated optimization problem formulations. When used as constraints, bPoF and superquantile lead to equivalent optimization formulations but bPoF provides an alternative interpretation of the $Q_\alpha$ constraint that is, arguably, more natural for applications dealing with constraints in terms of failure probability instead of constraints involving quantiles. When considered as an objective function, bPoF and superquantile lead to different optimal design solutions.
3.3.1 Risk measure: bPoF

The bPoF is an alternate measure of reliability which adds a buffer to the traditional PoF. The definition of bPoF at a given design $\mathbf{d}$ is based on the superquantile as given by

$$
\overline{p}_t (g(\mathbf{d}, Z)) := \begin{cases} 
1 - \alpha & \text{if } \overline{Q}_\alpha [g(\mathbf{d}, Z)] = t, \\
0, & \text{if } t < \overline{Q}_0 [g(\mathbf{d}, Z)], \\
1, & \text{if } t \geq \underline{Q}_1 [g(\mathbf{d}, Z)] \\
\end{cases}
$$

(14)

The domains of the threshold $t$ in Equation (14) can be interpreted in more intuitive terms using Equation (7) for $\overline{Q}_0 [g(\mathbf{d}, Z)]$ and $\underline{Q}_1 [g(\mathbf{d}, Z)]$. The relationship between superquantiles and bPoF in the first condition in Equation (14) can also be viewed in the same way as that connecting $\alpha$-quantile and PoF by recalling that

$$
Q_\alpha [g(\mathbf{d}, Z)] \leq t \iff p_t (g(\mathbf{d}, Z)) \leq 1 - \alpha \quad \text{and here, } \overline{Q}_\alpha [g(\mathbf{d}, Z)] \leq t \iff \overline{p}_t (g(\mathbf{d}, Z)) \leq 1 - \alpha.
$$

(15)

To make the concept of buffer concrete, we further analyze the case in the first condition in Equation (14) when $t \in (\overline{Q}_0 [g(\mathbf{d}, Z)], \underline{Q}_1 [g(\mathbf{d}, Z)])$ and $g(\mathbf{d}, Z)$ is a continuous random variable, which leads to $\overline{p}_t (g(\mathbf{d}, Z)) = \{1 - \alpha \} \overline{Q}_\alpha [g(\mathbf{d}, Z)] = t\}$. Using the definition of quantiles from Equation (2) and its connection with superquantiles (see Equation (6) and Figure 3), we can see that $1 - \alpha = \mathbb{P} [g(\mathbf{d}, Z) \geq Q_\alpha [g(\mathbf{d}, Z)]]$.

This leads to another definition of bPoF in terms of probability of exceeding a quantile given the condition on $\alpha$ as

$$
\overline{p}_t (g(\mathbf{d}, Z)) = \mathbb{P} [g(\mathbf{d}, Z) \geq Q_\alpha [g(\mathbf{d}, Z)]] = 1 - \alpha, \quad \text{where } \alpha \text{ is such that } \overline{Q}_\alpha [g(\mathbf{d}, Z)] = t.
$$

(16)

We know that superquantiles are conservative as compared to quantiles (Section 3.3.2 [3.2.1]), which leads to $Q_0 = t$ since $\overline{Q}_\alpha = t$. Thus, Equation (16) can be split as a sum of PoF and the probability of near-failure as

$$
\overline{p}_t (g(\mathbf{d}, Z)) = \mathbb{P} [g(\mathbf{d}, Z) > t] + \mathbb{P} [g(\mathbf{d}, Z) \in [Q_\alpha [g(\mathbf{d}, Z)], t]] = p_t (g(\mathbf{d}, Z)) + \mathbb{P} [g(\mathbf{d}, Z) \in [\lambda, t]],
$$

(17)

where $\lambda = Q_\alpha [g(\mathbf{d}, Z)]$. The value of $\lambda$ is affected by the condition on $\alpha$ through superquantiles (see Equation (16)) and takes into account the frequency and magnitude of failure. Thus, the near-failure region $[\lambda, t]$ is determined by the frequency and magnitude of tail events around $t$ and can be intuitively seen as the buffer on top of the PoF. An illustration of the bPoF risk measure is shown in Figure 4. Algorithm 2 describes standard MC sampling for estimating bPoF. Note that all the quantities discussed in this work (PoF, superquantiles, and bPoF) can be viewed as expectations. Estimating them via Monte Carlo simulation therefore yields estimates whose error decreases with the rate $1/\sqrt{\text{number of samples}}$. All the estimates suffer from an increasing constant associated with the estimator variance as one moves further out in the tail, i.e., larger threshold or larger $\alpha$. The computational effort can be reduced for any of the risk measures by using Monte Carlo variance reduction strategies.

**Figure 4:** Illustration for bPoF: for a given threshold $t$, PoF equals the area in red while bPoF equals the combined area in red and blue.
### Algorithm 2 Sampling-based estimation of bPoF.

**Input:** $m$ i.i.d. samples $z_1, \ldots, z_m$ of random variable $Z$, design variable $d$, failure threshold $t$, and limit state function $g(d, Z)$.

**Output:** Sample approximation $\hat{p}_t (g(d, Z))$.

1. Evaluate limit state function at the samples to get $g(d, z_1), \ldots, g(d, z_m)$.
2. Sort values of limit state function in descending order and relabel the samples so that
   \[
   g(d, z_1) > g(d, z_2) > \ldots > g(d, z_m).
   \]
3. $c = g(d, z_1)$ \hspace{1cm} $\triangleright$ Initialize superquantile estimate
4. $k = 1$
5. while $c \geq t$ do
   \hspace{1cm} $\triangleright$ Check if superquantile estimate equals threshold
6. \hspace{1cm} $k \leftarrow k + 1$
7. \hspace{1cm} $c = \frac{1}{k} \sum_{i=1}^{k} g(d, z_k)$ \hspace{1cm} $\triangleright$ Update superquantile estimate
8. end while
9. Estimate bPoF as $\hat{p}_t (g(d, Z)) \approx \frac{k-1}{m}$ \hspace{1cm} $\triangleright$ Estimate bPoF as $1 - \alpha$ when $c \approx t$

In general, we can see that for any design $d$,
\[
\hat{p}_t (g(d, Z)) \geq p_t (g(d, Z)). \tag{18}
\]

Through Equation (17), we can see that the conservatism of bPoF comes from the data-dependent mechanism that selects the conservative threshold $\lambda \leq t$, which acts to establish a buffer zone. If realizations of $g(d, Z)$ beyond $t$ are very large (potentially catastrophic failures), $\lambda$ will need to be smaller (making bPoF bigger) to drive the expectation beyond $\lambda$ to $t$. Thus, the larger bPoF serves to account for not only the frequency of failure events, but their magnitude. The bPoF also accounts for the frequency of near-failure events that have magnitude below, but very close to $t$. If there are a large number of near-failure events, bPoF will take this into account, since it will be included in the $\lambda$-tail which must have average equal to $t$. Thus, the bPoF is a conservative estimate of the PoF for any design $d$ and carries more information about failure than PoF since it takes into consideration the magnitude of failure. It has been shown that for exponential distribution of the limit state function, the bPoF is $e \approx 2.718$ times the PoF [61]. However, the degree of conservativeness of bPoF w.r.t. PoF is dependent on the distribution of $g(d, Z)$, which is typically not known in closed-form in engineering applications.

**Remark 4 (Continuity of bPoF w.r.t. threshold)** In practice, thresholds are sometimes set by regulatory commissions, informed by industry standards; see chapter 18 in Ref. [62] for a discussion on code calibration. As discussed before, the data-informed conservativeness of bPoF reduces the adverse effects of poorly chosen thresholds by building a buffer around the threshold $t$. Another issue with poorly set thresholds is that the values could change as one learns more about the system. In such cases, continuity of the risk measure w.r.t. the threshold becomes important. bPoF is continuous w.r.t. the threshold but PoF is not. Consequently, if an engineer makes small changes to the threshold $t$, then it can have significant effects on the resulting design when PoF is used in the optimization formulation. On the other hand, small changes in $t$ will only have small effect on the bPoF-based optimal design due to bPoF being continuous w.r.t. $t$.

The following example illustrates the continuity of bPoF vs PoF w.r.t. the threshold. Let $X$ be a random variable with finite distribution probability mass function given by
\[
P(X = x) = \begin{cases} 
0.8, & \text{if } x = -1 \\
0.1, & \text{if } x = 0 \\
0.1, & \text{if } x = 1,
\end{cases}
\]
which is visualized in Figure 18(a). For this simple distribution, one can derive the PoF and bPoF analytically for any given threshold $t$. The PoF values for different values of $t$ are
\[
p_t = \begin{cases} 
1, & \text{if } t < -1 \\
0.2, & \text{if } t \in [-1, 0) \\
0.1, & \text{if } t \in [0, 1) \\
0, & \text{if } t \geq 1,
\end{cases}
\]
which is clearly not continuous in $t$. The \( \text{bPoF} \) values for different values of $t$ are

\[
\overline{p}_t = \begin{cases} 
1, & \text{if } t < -0.7 \\
0.3/(t + 1), & \text{if } t \in [-0.7, 0.5) \\
0.1/t, & \text{if } t \in [0.5, 1) \\
0, & \text{if } t \geq 1,
\end{cases}
\]

which is continuous in $t$ on the interval \((-\infty, \overline{Q}_1) = (-\infty, 1)\). The PoF and \( \text{bPoF} \) values as a function of the threshold $t$ are plotted in Figure 5(b) showing the continuity of \( \text{bPoF} \) in $t$. In a similar way, superquantiles \( \overline{Q}_\alpha \) are continuous in $\alpha$ but quantiles \( Q_\alpha \) are not.

Figure 5: Illustrating (a) the probability mass function of $X$ and (b) the continuity of \( \text{bPoF} \) w.r.t. changing threshold values as compared to discontinuous nature of PoF.

3.3.2 Optimization problem: \( \text{bPoF} \) as constraint

One of the advantages of \( \text{bPoF} \), which provides data-informed conservativeness, is the intuitive relatability to the widely used PoF. This helps in easy transition from PoF-based formulations to \( \text{bPoF} \)-based formulations. Consider the optimization problem (1) with the PoF constraint replaced by the \( \text{bPoF} \) constraint,

\[
\begin{align*}
\min_{d \in D} & \quad \mathbb{E}[f(d, Z)] \\
\text{subject to} & \quad \overline{p}_t (g(d, Z)) \leq 1 - \alpha_T.
\end{align*}
\]

(19)

Just as a PoF constraint is equivalent to a \( Q_\alpha \) constraint, it can be shown that the \( \text{bPoF} \) constraint formulation described above is equivalent to a \( \overline{Q}_\alpha \) constraint (see Equation (15)). It can be observed that the \( \text{bPoF} \)-based formulation (19) is equivalent to the \( \overline{Q}_\alpha \)-based optimization formulation (9) by noting that the \( \text{bPoF} \) constraint being active implies that the \( \overline{Q}_\alpha \) constraint is also active, i.e., \( \overline{p}_t (g(d, Z)) = 1 - \alpha_T \implies \overline{Q}_{\alpha_T} [g(d, Z)] = t \). However, formulation (19) is useful when considered in the context of interpretability w.r.t. the originally intended PoF reliability constraint along with the data-informed conservative buffer provided by \( \text{bPoF} \). In engineering applications, the exact failure threshold is often uncertain and chosen by a subject matter expert. Thus, it is beneficial that \( \text{bPoF} \) can provide a reliability constraint that is robust to uncertain or inexact choices of failure threshold.

**Remark 5 (Convexity in \( \text{bPoF} \)-based optimization)** It can be shown that \( \text{bPoF} \) can be written in the

\[\text{assuming } \overline{Q}_0 [g(d, Z)] < t < \overline{Q}_1 [g(d, Z)] \text{ and } g(d, Z) \text{ is integrable}\]
form of a convex optimization problem, similar to $Q_\alpha$, as \[63, 20\]

$$p_t(g(d, Z)) = \min_{\lambda < t} \frac{E \left[ [g(d, Z) - \lambda]^+ \right]}{t - \lambda},$$

(20)

where $d$ is the given design, $[c]^+ = \max\{0, c\}$, and $\lambda$ is an auxiliary variable. Note that the optimal $\lambda^*$ from Equation (20) is the threshold from Equation (16) that provides $E \{ g(d, Z) \mid g(d, Z) \geq \lambda^* \} = t$.

Using Equation (20), formulation (19) can be reduced to an optimization problem involving only expectations as given by

$$\min_{\lambda < t, d \in D} \frac{E [f(d, Z)]}{t - \lambda}$$

subject to

$$E \left[ [g(d, Z) - \lambda]^+ \right] \leq 1 - \alpha_T.$$  

(21)

Note that (21) can be reformulated by a simple rearrangement of the constraint to become equivalent to the $Q_\alpha$ constrained problem given by (11). Thus, it is a convex problem when $g(d, Z)$ and $f(d, Z)$ are convex.

The same linearization trick can also be performed as in (12).

### 3.3.3 Optimization problem: bPoF as objective

A bPoF objective provides us with an optimization problem focused on optimal reliability subject to satisfaction of other design metrics. While the use of bPoF as a constraint is equivalent to a $Q_\alpha$ constraint, the same cannot be said about the case in which bPoF and $Q_\alpha$ are used as an objective function. Consider the PoF minimization problem

$$\min_{d \in D} p_t(g(d, Z))$$

subject to $E [f(d, Z)] \leq C_T$.  

(22)

As mentioned in Remark 2, PoF is often nonconvex and discontinuous, making gradient calculations ill-posed or unstable. However, (22) is a desirable formulation if reliability is paramount. The formulation in (22) defines the situation where given our design performance specifications, characterized by $E [f(d, Z)] \leq C_T$, we desire the most reliable design achievable.

We can consider an alternative to the problem in (22) using a bPoF objective function as

$$\min_{d \in D} \frac{p_t(g(d, Z))}{E [f(d, Z)]}$$

subject to $E [f(d, Z)] \leq C_T$.  

(23)

Using Equation (20), the optimization problem in (23) can be rewritten in terms of expectations as

$$\min_{\lambda < t, d \in D} \frac{E \left[ [g(d, Z) - \lambda]^+ \right]}{t - \lambda}$$

subject to $E [f(d, Z)] \leq C_T$.  

(24)

This allows one to minimize bPoF, a conservative upper bound of PoF, subject to constraints on costs or other performance measures, while maintaining convexity and other mathematical properties of the limit state function.

### 3.3.4 Discussion on bPoF-based optimization

There are several advantages of using the bPoF-based optimization problem described by Equation (19) as compared to the RBDO problem. First, the bPoF-based optimization problem leads to a data-informed conservative design as compared to RBDO. This data-informed conservativeness of the bPoF-based optimal design is more desirable and resilient because it takes into account the magnitude of failure (or the tail of
the distribution) that guards against more serious catastrophic failures as highlighted later in Remark 6. Second, the bPoF-based optimization problem preserves convexity if the underlying limit state function is convex as noted in Remark 5 (as compared to PoF, which does not preserve convexity). This leads to well-behaved convex optimization problems even for the risk-based formulation and pushes us to pay more attention to devising limit state functions that are convex or nearly convex. Additionally, if $\pi$ is independent of $d$, the same linear reformulation trick used with $Q_\alpha$ constraints (see (12)) can be used to transform the objective in (24) into a linear function with additional linear constraints and auxiliary variables, offering similar advantages as noted in Section 3.3.2.3.2.4. Third, under certain conditions, it is possible to calculate (quasi)-gradients for bPoF [64]. Note that non-smoothness can also be avoided by using smoothed versions given by [65, 66].

4 Structural Design: Short Column Problem With Convex Reformulation

In this section, we use the short column structural design problem that has been widely used in the RBDO community [28, 43] to compare some of the properties of PoF- and bPoF-based optimization formulations. We show a convex reformulation of the objective and limit state functions leading to strongly certifiable risk-based designs for bPoF-based optimization.

4.1 Short column problem description

The problem consists of designing a short column with rectangular cross-section of dimensions $w$ and $h$, subjected to uncertain loads (axial force $F$ and bending moment $M$). The yield stress of the material, $Y$, is also considered to be uncertain. The random variables are $Z = [F, M, Y]^\top$ with a joint distribution $\pi$. Table 1 describes the random variables used in the short column design. The correlation coefficient between $F$ and $M$ is 0.5. The design variables, $d = [w, h]^\top$, are the width and depth of the cross-section as shown in Table 2. The objective function is the cross-sectional area given by $wh$. Along with a failure threshold $t = 1$, the limit state function is defined as

$$g(d, z) = \frac{4M}{wh^2Y} + \frac{F^2}{w^2Y^2}. \tag{25}$$

Table 1: Random variables used in the short column application.

| Random variable | Units | Distribution | Mean   | Standard deviation |
|-----------------|-------|--------------|--------|--------------------|
| $F$             | kN    | Normal       | 500    | 100                |
| $M$             | kNm   | Normal       | 2000   | 400                |
| $Y$             | MPa   | Log-normal   | 5      | 0.5                |

Table 2: Design variables used in the short column application.

| Design variable | Lower bound (m) | Upper bound (m) |
|-----------------|-----------------|-----------------|
| $w$             | 5               | 15              |
| $h$             | 15              | 25              |

4.2 Optimization problem formulations

This section provides the optimization formulations based on PoF and bPoF for the short column structural design. We show a convex reformulation of the bPoF-based optimization short column problem to emphasize the specific advantage of bPoF risk measure making it strongly certifiable. For each case, we solve multiple optimization problems each with a different fixed value of $1 - \alpha_r$, where $\alpha_r$ is the desired reliability.
4.2.1 Short column RBDO

The RBDO problem is given by

\[
\begin{aligned}
\min_{w,h} & \quad wh \\
\text{subject to} & \quad p_t(g(d,Z)) \leq 1 - \alpha_T, \\
& \quad \ell_w \leq w \leq u_w, \\
& \quad \ell_h \leq h \leq u_h, \\
\end{aligned}
\]  
(26)

where \((\ell_w, \ell_h, u_w, u_h)\) denote the lower and upper bounds on \(w\) and \(h\) as defined in Table 2.

4.2.2 Short column bPoF-constrained CRiBDO with convex reformulation

The bPoF-based optimization problem for the short column design is

\[
\begin{aligned}
\min_{\lambda < t,w,h} & \quad wh \\
\text{subject to} & \quad \mathbb{E} \left[ \frac{4M}{w^2Y} + \frac{F^2}{w^3h^2Y} - \lambda \right]^+ \leq t - \lambda, \\
& \quad \ell_w \leq w \leq u_w, \\
& \quad \ell_h \leq h \leq u_h, \\
\end{aligned}
\]  
(27)

where we used (21). We first show that the optimization problem with a bPoF constraint can be formulated as a convex optimization problem in this case. This will permit us to take advantage of convex optimization solvers and offer guarantees for the optimization problem. To reformulate this as a more manageable convex optimization problem\(^3\), we rearrange the first constraint in (27) to achieve an equivalent form\(^4\),

\[
\lambda + \frac{1}{(1 - \alpha_T)} \mathbb{E} \left[ \frac{4M}{w^2Y} + \frac{F^2}{w^3h^2Y} - \lambda \right]^+ \leq t.
\]  
(28)

Next, we note that both \(w\) and \(h\) are nonnegative and thus we can make the change of variable \(w = e^{x_1}, h = e^{x_2}\) with \(x_1, x_2 \in \mathbb{R}\). Then the limit state function becomes \(g(x_1, x_2, \mathbf{z}) = \frac{4M}{Y} e^{-x_1 - 2x_2} + \frac{F^2}{Y^2} e^{-2x_1 - 2x_2}\) and objective function becomes \(wh = e^{x_1 + x_2}\). These are both convex functions in the new design variables \((x_1, x_2)\). Thus, using the change of variable and Equation (28) we can reformulate (27) as

\[
\begin{aligned}
\min_{\lambda < t,x_1,x_2} & \quad e^{x_1 + x_2} \\
\text{subject to} & \quad \lambda + \frac{1}{(1 - \alpha_T)} \mathbb{E} \left[ \frac{4M}{Y} e^{-x_1 - 2x_2} + \frac{F^2}{Y^2} e^{-2x_1 - 2x_2} - \lambda \right]^+ \leq t, \\
& \quad \ln \ell_w \leq x_1 \leq \ln u_w, \\
& \quad \ln \ell_h \leq x_2 \leq \ln u_h. \\
\end{aligned}
\]  
(29)

Furthermore, since the distribution of the random variables are independent of the design variables, we can empirically estimate the expectation in the constraint for any design by using a fixed set of \(m\) samples \(\{\mathbf{z}_1, \ldots, \mathbf{z}_m\}\) that are sampled \textit{a priori} from the distribution \(\pi\). This gives us a convex sample-average-
approximation optimization problem for the given set of \( m \) samples as

\[
\min_{\lambda < t, x_1, x_2} \quad e^{x_1 + x_2}
\]

subject to

\[
\lambda + \frac{1}{m(1 - \alpha_T)} \sum_{i=1}^{m} \left[ 4M_i e^{-x_1 - 2x_2} + \frac{F_i^2}{Y_i^2} e^{-2x_1 - 2x_2} - \lambda \right]^+ \leq t,
\]

\[
\ln \ell_w \leq x_1 \leq \ln u_w
\]

\[
\ln \ell_h \leq x_2 \leq \ln u_h.
\]

Note that the constraint is convex since \([\cdot]^+\) is a convex function and preserves the convexity of the limit state function. Thus, the formulation in (30) leads to a strongly certifiable formulation since it satisfies both conditions of certifiability.

### 4.3 Experimental comparison between RBDO and bPoF-based CRiBDO

We now compare the behavior of the RBDO formulation and the bPoF-constrained CRiBDO formulation. We solve the RBDO problem with various values of \( \alpha_T \) using the gradient-free COBYLA optimizer \[66\]. We estimate PoF in the RBDO problem by iteratively adding samples until the MC error reaches below 1%. We solve the bPoF-constrained problem (Equation (30)) with various values of \( \alpha_T \), utilizing the convex optimization solver MOSEK with CVXPY \[67\] as our modeling interface to the solver.

We illustrate that, as hypothesized, PoF and bPoF are indeed natural counterparts with both measuring notions of failure risk. Each point in Figure 6(a) corresponds to an optimal design achieved by solving RBDO (“Using PoF”) or bPoF-constrained optimization for some \( \alpha_T \) (“Using bPoF”). The x-axis provides the estimated value of PoF of the design, estimated using a separate evaluation sample of size 5 \( \times 10^6 \). The y-axis provides the cross-section area of the optimal design. Figure 6(b) is similar, except with the value of bPoF (estimated using 5 \( \times 10^6 \) samples) as the x-axis. We see that RBDO and bPoF-based CRiBDO achieve nearly identical frontiers of cross-section area for the optimal designs with similar PoF or bPoF. The optimal designs similar to the ones obtained using RBDO can be obtained by setting higher values for \( 1 - \alpha_T \) in the bPoF constraint as compared to PoF constraint, and vice versa. This highlights the fact that bPoF is indeed a natural replacement for PoF, achieving similar goals and controlling failure probability. All the optimal designs for the short column problem have \( h \approx 25 \) as shown in Figure 6(d). However, an advantage of the bPoF-based CRiBDO formulation is that while both achieve similar design frontiers, we have a guarantee that the design given by the bPoF formulation is globally optimal for the given sample-average-approximation problem in Equation (30) since it is a convex problem. We have no such guarantee for the designs given by RBDO. Thus, even if similar designs are achieved by RBDO and bPoF-constrained optimization, we have additional guarantees about the quality of the bPoF-based design due to the underlying convexity.

Another advantage is the conservative nature of bPoF as compared to PoF. When formulated with identical levels of \( \alpha_T \) in the constraint, the bPoF-based optimization achieves a more conservative design than RBDO. The conservative nature of bPoF for the same desired reliability \( \alpha_T \) can be seen from Figure 7 and is directly reflected in more conservative optimal designs with larger cross-sectional areas as seen in Figure 6(c). This type of probabilistically derived conservativeness can be seen as desirable as highlighted in Remark 6 below.

Figure 7 compares different levels of desired 1 – \( \alpha_T \) versus the estimated PoF or bPoF for the optimal designs obtained through PoF- and bPoF-based optimization. For these plots, we use 5 \( \times 10^6 \) samples \[5\] to get accurate estimates of the PoF or bPoF at the optimum. Figure 7(a) shows the desired 1 – \( \alpha_T \) and the PoF/bPoF for the optimum design obtained using the RBDO problem.

The figure also emphasizes the conservative property of bPoF for the same desired 1 – \( \alpha_T \).

A key observation is illustrated by Figure 7(b), which compares the results for optimal designs obtained using bPoF-based CRiBDO for different \( a \text{ priori} \) sample sizes, i.e. the value of \( m \) in Equation (30). We make this comparison to analyze the effect of fixing the sample set for all optimization iterations before starting.

---

\[5\] These samples are not used in the optimization, but only to estimate at the optimal design after the optimization is completed.
the optimization, which is required to obtain the convex optimization formulation shown in Equation (30). We can see that for lower sample sizes of $10^3$ and $10^4$, the bPoF at the optimum and the desired bPoF do not overlap reflecting inaccurate MC estimates of bPoF. However, it should be noted that the bPoF formulation is still effective in controlling the PoF, even when sample size is small. In other words, even when small number of samples are used within the optimization, the nature of bPoF yields an optimal design with desirable conservativeness and thus, an acceptably low PoF. Additionally, even when formulated with a small sample size, the bPoF-based convex optimization problem is still considerably stable leading to good optimal designs. One of the primary drawbacks of RBDO is the potential fragility of the optimization, particularly when sample sizes are small, where the estimates of PoF and/or gradients (if a gradient-based solver is used) are unstable and produce poor or inconsistent optimization results. The bPoF formulation does not seem to suffer in the same way for the short column design as illustrated here.

Remark 6 (Desirable data-informed conservativeness) We take a closer look at the conservativeness induced by the bPoF-based CRiBDO for the same desired reliability level $\alpha_T$ as compared to PoF-based optimization (as shown in Figures 6(c) and 7) and why this type of conservativeness would be desirable and resilient. There are other ways of introducing conservativeness, such as safety factors, basis values, 

\footnote{The a priori sample sizes $m$ used for the bPoF CRiBDO are indicated in the legend using bPoF-m.}

Figure 6: Optimal cross-sectional area and designs obtained for different levels of target $1 - \alpha_T$. 

(a) Using PoF and bPoF at optimum 
(b) Optimal cross-sectional area vs PoF at optimum 
(c) Optimal cross-sectional area vs Desired $1 - \alpha_T$ 
(d) Optimal width $w$ and depth $h$ vs Desired $1 - \alpha_T$
and stricter reliability levels. Typically, using safety factors leads to overly conservative designs. When inappropriate safety factor values are used, the deterministic optimization setup could also potentially lead to unreliable designs. This is because converting to deterministic optimization using just safety factors (or basis values) to account for the uncertainty in the system does not take into account the distribution of the limit state function and lacks sufficient information to make good decisions. These well-known issues with safety-factor- and basis-values-based deterministic optimization formulations have progressively led us to consider risk-based optimization under uncertainty. Another way to introduce conservativeness in risk-based optimization is by using lower values of $1 - \alpha_T$, which leads to stricter reliability constraints. However, this will just lead to overly reliable designs without any information about the distribution of the limit state function.

The bPoF-based CRiBDO can be seen as a better way to induce conservativeness because it encodes more information about the underlying limit state function through the data on the magnitude of failure (as seen from Equations (16) and (18)). In Section 5, we highlight a similar observation on conservativeness for $Q_\alpha$-based CRiBDO through the thermal design problem. These CRiBDO formulations lead to a probabilistic data-informed way of achieving a conservative design, which can be seen as more desirable in practice.

5 Thermal Design: Cooling Fin Problem

In this section, we compare the properties of PoF- and $Q_\alpha$-based optimization formulations for the thermal design of a cooling fin problem. A cooling fin is used in many engineering applications to dissipate heat. This application also highlights the usefulness of CRiBDO even without the second certifiability condition of convexity. This problem considers a discretized partial differential equation, where closed-form solutions (such as in the previous short column) are not available, and only computer simulations are available.

5.1 Cooling fin model description

We consider a cooling fin with fixed geometry as shown in Figure 8 consisting of a vertical post with horizontal fins attached. We briefly review the problem here and refer to [68] for more details. The fin array consists of four horizontal sub-fins with width 2.5 and thickness 0.25, as well as a fin post with unit width and height of four. The thermal design is parametrized by the fin conductivities $k_i$, $i = 1, \ldots, 4$ and the post conductivity $k_0$, as well as the Biot number $Bi$, which is a non-dimensionalized heat transfer coefficient for
thermal transfer from the fins to the surrounding air. The design variables, \( d = [k_1, k_2, k_3, k_4] \) are the thermal conductivities of the four fins as shown in Table 3. The post conductivity is \( k_0 = 5 \) and the Biot number is \( Bi = 0.5 \). We introduce manufacturing and operational uncertainties in all the parameters through the random variable \( Z = [\xi_0, \xi_1, \xi_2, \xi_3, \xi_4, \xi_{Bi}]^\top \) with a joint distribution \( \pi \) given in Table 4. The random variables \( \xi_i \) model the additive uncertainty for the respective thermal conductivities \( k_i, i = 0, \ldots, 4 \) and \( \xi_{Bi} \) models the additive uncertainty for the Biot number \( Bi \). The system is governed by Poisson’s equation in two spatial dimensions denoted by \( \mathbf{x} \) whose solution is the temperature field \( y(\mathbf{x}, d, Z) \). The PDE is semi-discretized with the finite element method and yields a system with 4,760 degrees of freedom.

![Fin geometry and model parameters.](image)

The fin conducts heat away from the root \( \Gamma_{\text{root}} \), so the lower the root temperature, the more effective the cooling fin. Thus, our objective function depends on the measure of the average temperature at the root, i.e.,

\[
\mathcal{Y}(d, Z) = \int_{\Gamma_{\text{root}}} y(\mathbf{x}, d, Z) \, d\mathbf{x}.
\]  

(31)

We also include a quantity proportional to the cost of the material based on the area and material thermal conductivity in the objective function as shown in Section 5.5.2. The limit state function for the cooling fin problem is based on the maximum temperature and is defined as

\[
g(d, Z) = \max_x y(\mathbf{x}, d, Z).
\]  

(32)

We choose \( t = 0.35 \) as the constraint on the limit state function to define the maximum allowable temperature of the system.

Table 3: Design variables used in the cooling fin application.

| Design variable | Lower bound | Upper bound |
|-----------------|-------------|-------------|
| \( k_i \), \( i = 1, \ldots, 4 \) | 1 | 10 |

Table 4: Random variables used in the cooling fin application.

| Random variable | Distribution | Mean \( \mu \) | Standard deviation \( \sigma \) |
|-----------------|--------------|---------------|--------------------------|
| \( \xi_i \), \( i = 0, \ldots, 4 \) | truncated normal \((\mu - 4\sigma, \mu + 2\sigma)\) | 0 | 0.1 |
| \( \xi_{Bi} \) | | 0 | 0.02 |

5.2 Optimization problem formulations

This section provides the optimization formulations based on PoF and \( \overline{Q}_\alpha \) for the cooling fin thermal design.
5.2.1 Cooling fin RBDO

The RBDO problem is given by

\[
\min_{d \in D} Y(d, \mu Z) + \frac{\sum_{i=0}^{4} A_i k_i}{5 A_0 + \sum_{i=1}^{4} 10 A_i}
\]
subject to
\[p_t(g(d, Z)) \leq 1 - \alpha_T,\]

where \(A_i\) denotes the area for the material with thermal conductivity of \(k_i, i = 0, \ldots, 4\) and \(A_i k_i\) represents a quantity proportional to the cost of the material. Here, the fin post area is \(A_0 = 4\) and sub-fin areas are \(A_i = 1.25, i = 1 \ldots, 4\). The cost part is normalized by the maximum proportionate cost. We use two different values of \(1 - \alpha_T \in \{0.001, 0.05\}\).

5.2.2 Cooling fin \(Q_\alpha\)-constrained CRiBDO

The \(Q_\alpha\)-constrained CRiBDO formulation for the cooling fin design is

\[
\min_{d \in D} Y(d, \mu Z) + \frac{\sum_{i=0}^{4} A_i k_i}{5 A_0 + \sum_{i=1}^{4} 10 A_i}
\]
subject to \(Q_\alpha [g(d, Z)] \leq t,\)

where we find the optimal designs for two different values of \(1 - \alpha_T \in \{0.001, 0.05\}\). In this case, the underlying limit state function is not known to be convex making the CRiBDO formulation (34) certifiable in one condition, which is the data-informed conservativeness.

5.3 Experimental comparison between RBDO and \(Q_\alpha\)-constrained CRiBDO

We compare the optimal results obtained through RBDO and \(Q_\alpha\)-constrained CRiBDO formulations under the same \(\alpha_T\) values. We solve the RBDO and CRiBDO problems using the gradient-free COBYLA optimizer. We estimate the PoF in each RBDO iteration by iteratively adding samples until the MC error reaches below 1% with the maximum number of samples capped at \(10^5\). We estimate the \(Q_\alpha\) in each CRiBDO iteration by using \(10^5\) MC samples.

Table 5 shows the optimal designs obtained from the different optimization formulations. We start the optimization with an initial design that is feasible for all the optimization formulations. The optimal designs obtained using \(Q_\alpha\)-constrained CRiBDO for a given \(\alpha_T\) are more conservative than the RBDO designs. This highlights one of the major advantages of using \(Q_\alpha\)-constrained CRiBDO that certifies designs through the data-informed conservativeness. The conservative nature of the \(Q_\alpha\)-constrained CRiBDO can be clearly seen by comparing the limit state function distributions at the optimal designs as shown in Figure 9. As discussed in Remark 6, this conservativeness is desirable and required to prevent catastrophic failures. Figure 10 compares the specified hard thresholds with the \(Q_\alpha\) for the different optimal designs to further highlight the fact that \(Q_\alpha\) considering the magnitude of failure and not using hard thresholding leads to appropriately conservative designs. The data-informed nature of the conservativeness is a significant advantage since the magnitude of conservativeness induced automatically changes according to the data from the underlying limit state function distribution for a particular design, i.e., \(Q_\alpha\) is more conservative only when it is required as dictated by the underlying distribution. We explicitly show the data-informed nature of conservativeness in the next section.

5.4 Effect of input uncertainties on data-informed conservativeness

In this section, we demonstrate the data-informed nature of the conservativeness induced by \(Q_\alpha\) as described in Remark 6. The magnitude of conservativeness is naturally adjusted for different limit state function distributions. Since, \(Q_\alpha\) and \(Q_\alpha\) are natural counterparts, we quantify the magnitude of conservativeness by the percentage difference \((Q_\alpha - Q_\alpha)/Q_\alpha\%\). We fix the design and the \(\alpha\) value for the comparison in this section. We use the optimal design obtained by RBDO with \(1 - \alpha_T = 0.05\) given in Table 5 as the fixed design \(d = [3.3271, 3.2015, 1.0053, 1]\). Different limit state function distributions are generated by changing the input
Table 5: Optimal designs obtained from RBDO and $Q_\alpha$-constrained CRiBDO.

| Design variable/ Output statistic | Initial design | RBDO $1 - \alpha_T = 0.001$ | $1 - \alpha_T = 0.05$ | $Q_\alpha$-constrained CRiBDO $1 - \alpha_T = 0.001$ | $1 - \alpha_T = 0.05$ |
|----------------------------------|----------------|-----------------------------|---------------------|------------------------------------------------|---------------------|
| $k_1$                            | 5.5            | 4.154                       | 3.3271              | 4.5175                                        | 3.6468              |
| $k_2$                            | 5.5            | 4.1132                      | 3.2015              | 4.065                                         | 3.1974              |
| $k_3$                            | 5.5            | 1                           | 1.0053              | 1                                             | 1                   |
| $k_4$                            | 5.5            | 1                           | 1                   | 1                                             | 1                   |
| Objective function               | 1.0141         | 0.7649                      | 0.7094              | 0.781                                         | 0.725               |
| PoF                              | 0              | 0.001                       | 0.0486              | $4.3 \times 10^{-4}$                          | 0.0195              |
| $\overline{Q}_\alpha$           | 0.3376         | 0.3524                      | 0.3526              | 0.35                                          | 0.35                |
|                                  | (1 – $\alpha_T$ = 0.001) |                             |                     |                                               |                     |
|                                  | 0.3301         | (1 – $\alpha_T$ = 0.05)    |                     |                                               |                     |

Figure 9: Histograms comparing limit state function distributions for optimal designs obtained through different optimization formulations.

uncertainties through modifying the truncation range for the distribution given in Table 4. Figure 11 shows histograms of the different limit state function distributions for the fixed design. Three different truncation ranges for the input random variables are indicated in the Figure 11 legend. The distribution of the limit state function is obtained by first sampling the input random variables $Z$ from their given distribution and then running the simulation to obtain realizations of $g(d, Z)$. All the results are generated using $10^5$ MC samples.

Figure 12 shows the different levels of conservativeness of $\overline{Q}_\alpha$ when compared to $Q_\alpha$ for different limit state function distributions. We can see that $\overline{Q}_\alpha$ is always conservative when compared to $Q_\alpha$. Furthermore, it can be seen that the magnitude of conservativeness depends on the distribution, which exemplifies the data-informed nature of the induced conservativeness, i.e., $\overline{Q}_\alpha$ is as conservative as required by the underlying distribution. Specifically, the magnitude of conservativeness for superquantile is higher for the fatter-tailed distribution as seen in Figure 12(a). For fat-tailed distributions, i.e., distributions with significant tail risk, superquantile provides additional conservativeness by nature of being a tail-integral.
Figure 10: Comparing specified thresholds and $\overline{Q}_\alpha$ for optimal designs obtained through different optimization formulations.

Figure 11: Histograms for different limit state function distributions generated through modifying input uncertainty truncation range for a fixed design $\mathbf{d} = [3.3271, 3.2015, 1.0053, 1]$. 
6 Concluding Remarks

In this work, we propose two certifiability conditions that lead to certifiable risk-based design optimization (CRiBDO): (a) data-informed conservativeness: the resulting designs should be certifiably risk-averse against near-failure and catastrophic failure events, and (b) optimization convergence and efficiency: the resulting designs should be certifiably optimal in comparison with all alternate designs at reduced computational cost for the optimization. The risk measures satisfying either of the certifiability conditions are classified under CRiBDO while satisfying both conditions makes the resulting optimal designs strongly certifiable. We compare and contrast the existing RBDO formulation based on probability of failure (PoF) with risk-based optimization formulations using the buffered probability of failure (bPoF) and the superquantile (a.k.a. conditional value-at-risk) risk measures. We show that RBDO does not satisfy either of the certifiability conditions while superquantiles and bPoF lead to CRiBDO formulations. An additional advantage of bPoF is the intuitive relation to PoF, which allows widely used PoF-based optimization formulations to be easily transitioned to bPoF-based optimization formulations.

Both bPoF and superquantile risk measures introduce data-informed conservativeness by encoding extra information about the limit state function distribution in the form of the magnitude of failure. This highlights a way to get desirable conservativeness in engineering risk-based optimization by switching to a different optimization formulation and getting certifiably risk-averse designs. Superquantiles and bPoF provide alternate measures of risk that avoid hard-threshold characterizations of failure events used in PoF, thus, relaxing the guesswork associated with picking limit state function thresholds. We highlight the data-informed nature of the conservativeness through numerical experiments on bPoF-based CRiBDO for short column structural design problem and superquantile-based CRiBDO for cooling fin thermal design problem.

When the underlying limit state and objective functions are convex w.r.t. the design variables, using bPoF and superquantiles can lead to strongly certifiable designs because these risk measures can preserve convexity and lead to certifiably optimal designs. We show this property for bPoF-based CRiBDO through convex reformulation of the limit state and the objective function for the short column design problem. The bPoF-based CRiBDO results in a convex optimization problem that can be solved using convex optimizers and provide global convergence guarantees. Although, such convex formulations are not always possible, using convex approximations for the limit state functions is one way of addressing non-convex problems.

Estimation of bPoF and superquantiles can be expensive, and recent results for Monte Carlo variance reduction techniques along with approximation techniques have been shown to be effective ways of reducing the computational effort for estimating superquantiles and bPoF [12, 13, 25, 16, 17, 19, 18, 14, 15]. More such research efforts will lead to flexibility in switching to appropriate and advantageous CRiBDO formulations for designing safe engineering systems.
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