**Abstract:** This study uses Las Vegas near-road measurements of carbon monoxide (CO) and nitrogen oxides (NO\textsubscript{x}) to test the consistency of onroad emission constraint methodologies. We derive commonly used CO to NO\textsubscript{x} ratios (\(\Delta\text{CO}:\Delta\text{NO}_x\)) from cross-road gradients and from linear regression using ordinary least squares (OLS) regression and orthogonal regression. The CO to NO\textsubscript{x} ratios are used to infer NO\textsubscript{x} emission adjustments for a priori emissions estimates from EPA’s MOtor Vehicle Emissions Simulator (MOVES) model assuming unbiased CO. The assumption of unbiased CO emissions may not be appropriate in many circumstances but was implemented in this analysis to illustrate the range of NO\textsubscript{x} scaling factors that can be inferred based on choice of methods and monitor distance alone. For the nearest road estimates (25 m), the cross-road gradient and ordinary least squares (OLS) agree with each other and are not statistically different from the MOVES-based emission estimate while \(\Delta\text{CO}:\Delta\text{NO}_x\) from orthogonal regression is significantly higher than the emitted ratio from MOVES. Using further downwind measurements (i.e., 115 m and 300 m) increases OLS and orthogonal regression estimates of \(\Delta\text{CO}:\Delta\text{NO}_x\) but not cross-road gradient \(\Delta\text{CO}:\Delta\text{NO}_x\). The inferred NO\textsubscript{x} emissions depend on the observation-based method, as well as the distance of the measurements from the roadway and can suggest either that MOVES NO\textsubscript{x} emissions are unbiased or that they should be adjusted downward by between 10% and 47%. The sensitivity of observation-based \(\Delta\text{CO}:\Delta\text{NO}_x\) estimates to the selected monitor location and to the calculation method characterize the inherent uncertainty of these methods that cannot be derived from traditional standard-error based uncertainty metrics.

**Keywords:** near-road measurements; mobile source emissions; CO; NO\textsubscript{x}; linear regression; top-down constraints

1. Introduction

Understanding the magnitude of air pollution emissions across a variety of sources is critical to air quality management. The characterization of emissions from all sources is referred to as an emissions inventory. In the United States, the Environmental Protection Agency (EPA) publishes a National Emissions Inventory (NEI) once every three years, which includes annual emissions of criteria pollutants and toxic pollutants by county [1]. Emissions inventories can be constructed using either bottom-up or top-down methodologies.

Bottom-up inventories are based on detailed information about emissions factors (mass of emitted pollutant per unit of activity, e.g., grams of carbon per gallon of fuel burned), and their dependence...
on source characteristics (e.g., vehicle speed, vehicle age, etc.), and activity data (e.g., fuel burned, vehicle miles traveled, vehicle idling time, etc.) [2–6]. Emissions from individual sources are then aggregated to create an inventory. For mobile source inventories in the United States, models such as EPA’s MOtor Vehicle Emissions Simulator (MOVES) [7] and California’s Emission FACtors (EMFAC) [8] model are used to simulate the range of driving conditions and vehicle classes on different road types and can be employed at fine scales such as road segments, at larger scales such as county-level aggregates or using nationwide defaults. MOVES parametrizations are based on laboratory and field study empirical relationships, which have been scaled up to the nation, to capture mean vehicle performance for a variety of vehicles classes, ages, and driving conditions. The accuracy of MOVES emissions estimates depends upon the inputs provided and the fitness of the empirical relationship for the location (e.g., by state, by city, by intersection).

Top-down inventories use measurements of ambient composition to quantify the amount of mass emitted into the atmosphere [3,9–13]. These inventories generally provide information about emissions from groups of sources (e.g., mobile sources) rather than detailed information on individual sources. Top-down approaches are often used to adjust bottom-up inventories, but top-down adjustments using different types of measurements may not always agree with each other [14–16].

Top-down constraints often rely on relative concentrations to implicitly account for decreased concentrations farther from a source due to dispersion and transport. One common method is to look at the ratio of two pollutants as a signature for certain emissions sources. For example, the ratio of carbon monoxide (CO) to the nitrogen oxides ($\text{NO}_x = \text{NO} + \text{NO}_2$) has been used to identify dominant source contributions [17–22] and to evaluate bottom-up emissions estimates [23–32]. In order to isolate a source or group of sources, these studies generally measure the enhancement of each pollutant over reference concentrations, often denoted as $\Delta \text{CO}:\Delta \text{NO}_x$. Specifically, an upwind measurement may be used to estimate the background CO and NO$_x$ concentrations (i.e., the reference concentration) for an emissions source, while the difference between the background and downwind measurements can provide the incremental increase of each pollutant due to the emission source [33]. Alternatively, linear regressions have been used to infer $\Delta \text{CO}:\Delta \text{NO}_x$ from measurements made at a single location [23–32] which is then interpreted to represent emissions from a nearby source.

Previous studies have used ambient data to estimate $\Delta \text{CO}:\Delta \text{NO}_x$ resulting from mobile sources that can then be used to infer the emitted CO:NO$_x$ ratio from this source category. To isolate a signal from onroad mobile sources some studies use near-road/tunnel measurements [27,30,32] or measurements made during morning rush-hour [19,24,25,28,29,31,34], while others have relied on ambient daytime measurements [17,18,21,23]. Simon et al. [35] explored the limitations of interpreting $\Delta \text{CO}:\Delta \text{NO}_x$ values not derived from near-source environments for the purpose of constraining emissions from a specific source category. Those results suggest that photochemical aging, such as photochemical CO production, and deposition could complicate the quantification of emission factors based solely on ambient measurements when measurements are not made in close proximity to the source.

Here we further explore the value of regression-based methods for constraining mobile source emissions estimates using a comprehensive near-road measurement study in Las Vegas [36]. We applied two methods for inferring CO:NO$_x$ emission ratio: the regression method using data from a single near-road monitor and a dual-monitor, upwind-downwind subtraction technique. Since many near-road analyses rely on data from a single monitor to collect data representing air masses impacted by the roadway [27,30,32] (i.e., neither upwind-downwind relationships nor measurements at multiple distances from the roadway are available), we endeavor to evaluate the uncertainty in observation-based $\Delta \text{CO}:\Delta \text{NO}_x$ ratios by comparing values derived from multiple methods using monitors at multiple downwind distances. The inferred emission ratios are then used to characterize the potential uncertainty in constraining bottom-up mobile source emissions estimates derived using MOVES.
2. Methods

In the methods section we begin by describing the Las Vegas near-road study site location and measurements (Section 2.1). In Section 2.2., we describe data screening criteria applied, which were intended to select for conditions where the downwind monitors predominantly captured impacts from the I-15 traffic and experience minimal impacts from other nearby sources. We then describe the various ambient data analysis methods used to derive $\Delta$CO:$\Delta$NO$_x$ from these near-road measurements, including the cross-road gradient (Section 2.3.1) and two regression methodologies (Section 2.3.2). Finally, we describe MOVES simulations that were used to compute bottom-up vehicle CO and NO$_x$ emissions estimates based on traffic information from I-15 (Section 2.4) for comparison against the top-down estimates derived using methods from Section 2.3.

2.1. Las Vegas Near-Road Field Study

The measurements and design of the Las Vegas near-road field study have been described previously [36,37] and key details are summarized below.

The measurement sites were located near a section of Interstate 15 on the South side of Las Vegas, which runs exactly north-south. There were 4 monitors aligned approximately perpendicular to the roadway including one monitor that was 135 m upwind (west) of the interstate and 3 monitors downwind (east) of the interstate at varying distances: 25 m, 115 m, and 300 m (see Figure S1). The measurement sites were also adjacent to a golf course and the 300 m downwind site was approximately 435 m from the boundary of the McCarran International Airport. Data were collected continuously between December 2008 and February 2010. Concentration data for CO, NO, and NO$_x$ were logged at 5-min intervals at each site. A summary of instrument specifications and uncertainties have been summarized elsewhere [36] and Table S1 provides manufacturer specifications. All CO and NO$_x$ monitors were subject to nightly span and zero checks using calibration gas. The NO$_x$ zero checks were stable, typically varying by 0.1 ppb over 24 h and a single systematic shift of 1.5 ppb between October and December 2010, well within the requirements for regulatory monitors (3.1 ppb). The span checks were also stable indicating a typical drift of 0.5% over 24 h, and a range of $\pm$5% over the full time period, also within regulatory monitoring requirements (10.1%). The CO checks showed similar compliance, with an average zero drift of 10 ppb over 24 h and of 50 ppb over the year (versus the requirement of 410 ppb) and a typical span drift of 0.2% over 24 h and of 2.5% over the full duration of the study (versus the requirement of 10.1%). Onsite meteorology data were also collected at the field site.

2.2. Data Screening Criteria

We begin by screening our one-hour data to only include conditions in which the monitors are truly in an upwind/downwind configuration such that the downwind monitors should predominantly represent air coming from the interstate. First, we filtered our data to only include hours which had 1-h average westerly wind direction (between 230° and 300°) and which had a wind speed greater than 1 m/s as has been done previously with this dataset [36]. We further restricted the data by eliminating any hours for which the wind was not in a westerly direction for one or more 5-min average periods. A wind rose for the period of December 2008 through December 2009 is provided in Figure S2. Finally, we confirmed that there were no remaining hourly datapoints for which the upwind concentration of CO or NO$_x$ was larger than the concentrations at the 25 m downwind site.

Several additional screening criteria were applied to check for other conditions of concern. First, we checked whether any hourly CO or NO$_x$ concentrations at the 300 m downwind site were larger than the corresponding hourly concentration at the 25 m downwind site. This would indicate that sources other than the interstate might be contributing to the 300 m downwind site. A small subset of data was removed based on this check. Additionally, we removed any hourly data that were below the instrument minimum detection limit (25 ppb for CO and 0.5 ppb for NO$_x$).
Zero and span points quality assurance checks, which were often performed in the middle of the night, usually resulted in only 4 valid 5-min averages within a one-hour period. To eliminate measurements made during instrument calibration and testing and to ensure that we included enough datapoints for robust regression estimation, we did not analyze any hours at a particular monitor that had fewer than 6 valid 5-min average measurements (50% completeness) of either CO or NOx.

Over the 15-month study, there were over 7500 h with valid CO and NOx measurement data at all monitors. Less than 20% of the measurements had wind direction in a westerly direction with 1 m/s wind speeds and of those less than 20% had at least 6 5-min averages with valid measurements. Overall, 145 h met all screening criteria set out above. Sample size by season and time of day is shown in Table S2.

For each of these 145 h, we calculated the cross-road gradient $\Delta CO: \Delta NO_x$ using hourly average CO and NOx mixing ratios (Section 2.3.1). Within each hour, we used 5-min average concentrations at downwind monitors to supply the datapoints used in the linear regressions (Section 2.3.2). For each hour of data, we performed a separate analysis for each of the three downwind monitors such that there are 3 cross-road gradient calculations (one for each downwind monitor) and 6 regression slopes (2 regression methods for each of 3 downwind monitors).

### 2.3. Ambient Data Analysis Methods

We take advantage of the multi-monitor set-up for this field study to calculate $\Delta CO: \Delta NO_x$ using several different methods. The first method (Section 2.3.1) utilizes measurements made at the upwind and downwind monitors to calculate the cross-road gradient to quantify incremental change in CO and NOx resulting from roadway sources. For the second method (Section 2.3.2), we use linear regression of data from individual near-road monitors to estimate $\Delta CO: \Delta NO_x$ using two different regression techniques. These two types of methods provide different estimates of $\Delta CO: \Delta NO_x$ based upon spatial gradient using multiple instruments (cross-road gradient, Section 2.3.1) and temporal variability measured by a single instrument (regression slope, Section 2.3.2). The observationally-derived $\Delta CO: \Delta NO_x$ values can then be used to constrain bottom-up MOVES-based NOx emissions estimates from nearby I-15 roadway sources assuming that CO emissions are unbiased.

#### 2.3.1. Upwind Monitor Data to Determine Cross-Road Gradient $\Delta CO: \Delta NO_x$

Equation (1) is used to calculate $\Delta CO: \Delta NO_x$ from the cross-road gradient, where the DW subscript represents concentrations measured at one of the downwind monitors and the UW subscript represents concentrations measured at the upwind monitor:

$$\frac{E_{CO}}{E_{NO_x}} \approx \frac{\Delta CO}{\Delta NO_x} = \frac{CO_{DW} - CO_{UW}}{NOx_{DW} - NOx_{UW}}$$

This method relies on the assumption that the major difference between measured concentration at the upwind and downwind monitors come from emissions along the I-15 roadway and therefore $\frac{\Delta CO}{\Delta NO_x}$ can be interpreted as an estimate of the emitted ratio of CO to NOx ($\frac{E_{CO}}{E_{NO_x}}$). While data selection for wind-speed and direction (see Section 2.2) are intended to optimize for this condition, several other factors may impact differences in measured concentrations including differences in calibration of the upwind and downwind monitors, impacts from other nearby sources, and local-scale wind patterns (see Section 5 for further discussion). The largest distance between upwind and downwind monitors is 400m. With a minimum wind-speed requirement of 1 m/s (see Section 2.2), air parcels will take less than 7 min to travel from the upwind to the downwind monitor. Deposition and chemical loss lifetimes for both NOx and CO are substantially longer than 7 min, (hour to days) for NOx [38–43] and weeks to months for CO [44–47] and are not expected to be important in measured differences between monitors.
2.3.2. Regression Analyses for Determining Roadway $\Delta CO: \Delta NO_x$

Here we use the linear relationship between observed CO and NO$_x$ mixing ratios at a downwind monitor to calculate $\Delta CO: \Delta NO_x$. $CO_{UW}$ and $NOx_{UW}$ can be replaced by constant background concentrations ($CO_{BG}$ and $NOx_{BG}$) and Equation (1) can be rearranged as follows:

$$CO_{DW} = \frac{\Delta CO}{\Delta NO_x} \times NOx_{DW} + \left( CO_{BG} - \frac{\Delta CO}{\Delta NO_x} \times NOx_{BG} \right)$$

(2)

If $CO_{DW}$ is plotted versus $NOx_{DW}$ at co-located monitors, $\frac{\Delta CO}{\Delta NO_x}$ represents the slope and $(CO_{BG} - \frac{\Delta CO}{\Delta NO_x} \times NOx_{BG})$ represents the intercept. Note that both $CO_{BG}$ and $NOx_{BG}$ must be constant over the 1-h sampling time period for the intercept to be a constant value.

To demonstrate, Figure 1 shows the strong linear relationship between 5-min average CO and NO$_x$ measurements at the 25 m downwind monitor over a 1-hr period. The black dashed line is the estimated regression line, where $CO_{DW}$ is the response variable and $NOx_{DW}$ is the explanatory variable. The slope of the regression line (7.32) is interpreted as the incremental increase over background levels in CO divided by the incremental increase in NO$_x$ and the intercept (102) is $CO_{BG} - \frac{\Delta CO}{\Delta NO_x} \times NOx_{BG}$.

Figure S3 in the supplemental information shows that the linear relationship for 5-min average CO and NO$_x$ concentrations persists when looking across the entire dataset used in this study.
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**Figure 1.** Example of CO:NO$_x$ ordinary least squares (OLS) regression methodology using 5-min-averaged measured concentrations to derive change (slope) in emissions for a one-hour increment of time.

There are several linear regression estimation methods that may be appropriate for this type of analysis, depending on the characteristics of the data. Ordinary least squares (OLS) estimation minimizes the average vertical distance between datapoints and the line of best fit and have been used in previous studies to estimate $\Delta CO: \Delta NO_x$ [23,28,34]. OLS regression is appropriate either when
there is no uncertainty in the explanatory variable (NO\textsubscript{x} mixing ratios) or when the uncertainty in the response variable (CO mixing ratios) is substantially larger than the uncertainty in the explanatory variable. If these assumptions are not met, the OLS slope estimates can be biased toward zero [48]. Another limitation of OLS is that it is not invariant to exchange of the explanatory (x) and response (y) variables (i.e., the slope derived by swapping the x- and y-variables would not be the inverse of the original slope) [49]. Thus, the emissions adjustment derived from regressing CO on NO\textsubscript{x} would be different from regressing NO\textsubscript{x} on CO. An alternate estimation methodology that has been used in previous studies to determine $\Delta$CO:$\Delta$NO\textsubscript{x} is called orthogonal regression [23,29]. Orthogonal regression minimizes the average perpendicular distance between datapoints and the regression line rather than the vertical distance and is invariant to exchange of x and y. Orthogonal regression is appropriate when the error variance in the response variable is the same as, or very close to, the error variance in the explanatory variable. When this assumption is not met, the orthogonal regression slopes can be biased high [48]. Table 1 provides a summary of the error in measurement assumptions for the cross-road gradient and the two regression approaches. For the measurements used in this study, the manufacturer reported NO\textsubscript{x} instrument error is 0.5 ppb equating to 1–8% for the range of measured concentrations and the CO instrument error is 0.5% equating to 0.7–2 ppb for the range of measured concentrations in this study. Actual measurement error is likely to be larger in real-world operating conditions. As noted in Section 2.1, span drift for NO\textsubscript{x} and CO were on the order of 2.5% and 5%, respectively, across the entire measurement period. In this analysis we compare OLS and orthogonal regression to the cross-road approach to explore the impact of these different assumptions and approaches on the estimation of CO to NO\textsubscript{x} ratios. All analyses described here are carried out using the R statistical language [50]. The OLS regressions were performed using the R \texttt{stats} package and the orthogonal and regressions were performed using the R \texttt{deming} package using the default options. Both of these algorithms estimate standard errors on the slope estimates. These standard errors provide a means of accounting for uncertainty in the regression estimation. We utilize this uncertainty information by only reporting regression-based $\Delta$CO:$\Delta$NO\textsubscript{x} estimates for statistically significant slopes ($p < 0.1$) which ranged from 29–55% of the regressions depending on method and monitoring distance (Table S3).

Table 1. Summary of underlying error variance assumptions of the methods considered in this analysis. $\sigma_x$ and $\sigma_y$ are the standard deviation of the error in measurements of CO and NO\textsubscript{x}, respectively.

| Method               | Error in Measurement Assumptions                                                                 |
|----------------------|--------------------------------------------------------------------------------------------------|
| Cross-road gradient  | No instrument drift; differences in up-wind and down-wind monitors are solely due to emissions along I-15 $\sigma_x = 0$, or $\sigma_x << \sigma_y$ $\sigma_x / \sigma_y = 1$ |
| OLS                  | $\sigma_x = 0$, or $\sigma_x << \sigma_y$                                                      |
| Orthogonal Regression| $\sigma_x / \sigma_y = 1$                                                                     |

2.4. Roadway CO: NO\textsubscript{x} from MOVES Emissions Model Simulations

In this section we describe MOVES 2014a [51] simulations and inputs that were used to create bottom-up emissions estimates of CO and NO\textsubscript{x} for the 145 h analyzed using the near-road ambient data. These MOVES based estimates of emitted CO: NO\textsubscript{x} ratios are then available for comparison against estimates based on ambient measurements described in Section 2.3.

MOVES highway running emissions rates were calculated using the distribution of vehicle types and ages obtained from a University of California Riverside license plate study in Las Vegas in 2010 [52] and hourly ambient temperatures as measured at the airport. Vehicle traffic data for different classes of onroad vehicles are important inputs for the MOVES simulations. For traffic inputs we used 15-min speed and traffic count data and hourly-average vehicle type (heavy-duty vs light-duty) information derived from this field study as described in the paragraph below. The fleet mix used for the MOVES simulations varied by hour, with the distribution between heavy-duty and light-duty vehicles based on traffic measurements made at the site and the distribution of vehicle types within the light-duty and heavy-duty categories based on the UC Riverside license plate study conducted in the area shortly after
the field study. This approach is detailed further elsewhere [53,54]. MOVES mass-based emissions were converted to molar ratios of CO to NOx using molecular weights of 28 g/mol for CO and 46 g/mol for NOx since MOVES reports NOx as NO2 equivalents.

Traffic data at the measurement site were collected by the Nevada Department of Transportation using Wavetronix 10.525 GHz frequency modulated continuous wave radar units [36]. The system was designed to measure vehicle counts in each lane at a 15-min interval, with vehicle counts separated into 10-m length bins. Vehicles less than 30 ft long were characterized as light-duty and longer vehicles were characterized as heavy-duty. While the field study did not record gasoline versus diesel vehicle traffic, light-duty and heavy-duty characterizations were used as a surrogate. Analyses of the traffic data suggest there are missing traffic measurements, measurements with suspiciously low volumes, and measurements with suspiciously low speeds for the measurements made on the northbound lanes. To develop a more realistic emissions profile for the northbound that incorporates known traffic data from the good traffic data, we developed an emissions profile based on data from the southbound lanes and two nearby permanent Nevada Department of Transportation traffic measurement sites located north and south of the measurement site along I-15. The emissions profile is based on the annual average daily traffic (AADT), with the AADT for the northbound lanes determined by multiplying the AADT from the southbound lanes to the ratio of the southbound traffic to the northbound traffic observed at two permanent traffic counters located approximately 5.3 miles to the north and 3.3 miles to the south, resulting in an AADT of 91,264 for the northbound lanes, based on an AADT of 93,535 from the southbound lanes. The AADT for the northbound lanes was used with the average weekday and weekend speed and traffic count based on monthly averages of the traffic from the southbound lanes to determine an hourly traffic count that varied by hour of day, day of week, and month of year. Additionally, we created profiles for the heavy-duty percentage based on vehicle length-based measurements taken simultaneously with the traffic volume measurements in the southbound lanes. Finally, vehicle speeds were also found to have a diurnal pattern on weekdays and weekends; this speed pattern was used for hourly speeds when determining emission rates.

3. Results

ΔCO:ΔNOx derived from each downwind monitor distance and using each method (nine estimates) were applied to constrain the aggregated MOVES hourly NOx emissions estimates assuming that CO was unbiased. Variability in inferred top-down NOx emissions constraints was used to characterize uncertainty in these ambient-based methods for adjusting NOx emissions. Figure 2 compares the distributions of emitted CO:NOx from MOVES and the nine ambient estimates of ΔCO:ΔNOx across the 145 h meeting our screening criteria. Figure S4 displays these same data as a scatterplot allowing the comparison of MOVES ratios with observationally-derived ratios paired in time. Mean and median values for all methods and monitors are provided in Table S4. Populations of ambient-based ratios are all compared to MOVES ratios using the Mann Whitney U test and the Welch’s t-test. Both tests were performed using p < 0.05 as the statically significant threshold. The Welch’s t-test was used because the observationally derived ratios and modeled emission variance are not expected to be similar, since the variance of emissions ratios will not be altered by physical/chemical processing. Since regression results were only included in the dataset when slopes were statistically significant (p < 0.1), the regression-based ΔCO:ΔNOx datasets contain fewer than 145 h. For each downwind monitor, only the hours for which we were able to calculate valid ΔCO:ΔNOx values using all three methods are included in the figure. Since the set of hours with valid slopes for both regression methods are slightly different at the three downwind monitors, the subset of hours included in Figure 2 differs between the three downwind distances.

Observationally-derived ΔCO:ΔNOx is lowest from the cross-road gradient and highest from the orthogonal regression. Using data from the 25 m monitor, ΔCO:ΔNOx from the cross-road gradient and from OLS regression are not statistically different from MOVES or from each other. Measurements made further downwind (115 m and 300 m) generally increase the ΔCO:ΔNOx estimates from OLS but
not from the cross-road gradient. Consequently the $\Delta CO: \Delta NO_x$ from the cross-road gradient is not statistically different from MOVES estimates of emitted CO:NO$_x$ at any of the downwind monitors. OLS regression, on the other hand shows mixed results at 115 m downwind (the Welch’s $t$-test is statistically different with a $p$-value of 0.02 but the Mann Whitney U test is not with a $p$-value of 0.06) but is statistically higher than MOVES using measurements from 300 m downwind. $\Delta CO: \Delta NO_x$ from the orthogonal regressions from all downwind monitor locations is significantly higher than emitted CO:NO$_x$ from MOVES and also higher than estimates from the cross-road gradient method or from OLS regressions. As a function of monitor location, all methods vary by 3–30%. The skew of the distribution and number of outliers increases with distance from the road for all methods, which likely influences the MOVES comparison using the mean.

Figure 2. Comparison of emitted CO: NO$_x$ from EPA’s MOtor Vehicle Emissions Simulator (MOVES) with $\Delta CO: \Delta NO_x$ values from 3 ambient-based methods. Distribution of emitted CO:NO$_x$ from MOVES (“MV”), from the cross-road gradient method (“CR”), from OLS regressions and from orthogonal regressions (“ORT”) at the 25 m downwind monitor (a), the 115 m downwind monitor (b) and the 300 m downwind monitor (c). Numbers below each boxplot represent sample size (n). Boxes represent interquartile range; mid-lines represent median values; and symbols represent mean values. When the Mann Whitney test is statistically different from MOVES, the median line is gray and dashed. When the Welch’s $t$-test is statistically different from MOVES, the mean is a star and gray. Note that there are 3 outlier points off the scale in the plot: ORT at 115 m with a $\Delta CO: \Delta NO_x$ of 30.5; CR at 300 m with a $\Delta CO: \Delta NO_x$ of 44.4; ORT at 300 m with a $\Delta CO: \Delta NO_x$ of 37.3.

Table 2 provides scaling ratios for MOVES NO$_x$ emissions estimates that would be derived based on each method/monitor distance if MOVES CO emissions were assumed to be unbiased. We note here that assuming unbiased CO emissions is not recommended and that applying observationally-derived $\Delta CO: \Delta NO_x$ to constrain NO$_x$ emissions must be preceded by an evaluation of CO bias. For instance, past studies of CO in Baltimore have found a 15% overprediction of emissions during summer [23] and a factor of 2 overprediction in winter [33]. However, since we have no specific information on CO bias here without performing air quality modeling, we assume no CO bias to illustrate the range of NO$_x$ scaling factors that can be inferred based on choice of methods and monitor distance alone. We show results both using mean values and using median values. Looking at the means, the results infer a NO$_x$ emissions bias in MOVES ranging from no significant bias to a significant 89% high bias. Looking at the medians, the range is from no significant bias to a significant 78% high bias. While the MOVES emissions ratios are not statistically different from the cross-gradient and OLS estimates at 25 m, the MOVES model does not capture the highest observed values or the temporal variability in $\Delta CO: \Delta NO_x$ (see Figure 2), indicating that the inputs used to run MOVES may represent typical conditions but did not fully capture hour-specific variability in the types of vehicles, age of vehicles and traffic conditions for this section of I-15.
Table 2. MOVES NO\textsubscript{x} emissions scaling factors based on each ambient data method uncorrected for CO bias. Statistically significant results shown in **bold** font.

| Method            | Distance from Roadway (m) | Mean Scaling Ratio | Median Scaling Ratio | p-Value * | p-Value * |
|-------------------|---------------------------|--------------------|----------------------|-----------|-----------|
| Cross-road gradient | 25                        | 0.94               | 0.43                 | 0.96      | 0.92      |
|                   | 115                       | 0.90               | 0.25                 | 0.99      | 0.62      |
|                   | 300                       | 0.75               | 0.10                 | 1.15      | 0.29      |
| OLS regression    | 25                        | 0.93               | 0.47                 | 1.09      | 0.88      |
|                   | 115                       | 0.80               | 0.02                 | 0.84      | 0.06      |
|                   | 300                       | 0.73               | 4.59 \times 10^{-3}  | 0.90      | 0.04      |
| Orthogonal regression | 25                      | 0.59               | 1.42 \times 10^{-6}  | 0.62      | 1.58 \times 10^{-7} |
|                   | 115                       | 0.56               | 8.23 \times 10^{-7}  | 0.56      | 2.14 \times 10^{-7} |
|                   | 300                       | 0.53               | 2.83 \times 10^{-6}  | 0.67      | 1.36 \times 10^{-8} |

* p-values for statistical significance (i.e., statistically different from 1) of the mean-based scaling factors are based on Welsh t-test. p-Values for statistical significance the median-based scaling factors are based on Mann Whitney U test. Values in bold indicate statistically significant results (p < 0.05).

Figures S5 through S8 split out comparisons from Figure 2 by season. Recent literature suggested that MOVES NO\textsubscript{x} emissions estimates are unbiased in the winter but overpredicted in summer [33,55]. These plots do not show any discernable seasonal bias pattern in observed ΔCO:ΔNO\textsubscript{x} or MOVES emitted ratios. However, it is hard to draw any definitive conclusions about the seasonal nature of the comparisons in this study due to small sample size once data are split out by season. As shown in Table S4, over half of the datapoints in our analysis come from springtime with only 5–11 h for comparison in winter and summer depending on the downwind monitor distance (Figures S5 and S7).

There are several potential explanations for why these various observation-based methods might result in different estimates of ΔCO:ΔNO\textsubscript{x}. First, as described in Section 2.3.2, the OLS regression slope can be biased toward zero if there is non-negligible measurement error in the explanatory variable (i.e., the NO\textsubscript{x} measurement), while the orthogonal regression slope can be biased high if there is a difference in the relative uncertainty in the CO and NO\textsubscript{x} measurements. Second, any drift in the measurements of CO and NO\textsubscript{x} could introduce error into the cross-road gradient calculation. While instruments at all sites underwent zero and span procedures nightly and no major drift issues were identified, the drifts that did occur at the upwind and downwind sites are independent from one another and could add uncertainty to results. Third, there may be variability in the sources impacting the four monitors due to small scale eddies not represented by the measured wind direction and variability in activity patterns.

We additionally explore the utility of constraining NO\textsubscript{x} emissions based on the CO:NO\textsubscript{x} ratio by comparing emitted ratios from our MOVES simulation with one that used county-level default input values for vehicle age distributions and fuel characteristics. We find that the county-level default MOVES simulations result in both higher CO and higher NO\textsubscript{x} emissions and a larger ratio of emitted CO:NO\textsubscript{x} than the field-study specific information used in this study (Table S4). If the OLS or cross-road gradient ratios were used to constrain the county-level default MOVES NO\textsubscript{x} emissions only, assuming CO was unbiased, then NO\textsubscript{x} emissions would have to be increased further in order to match the lower observed ΔCO:ΔNO\textsubscript{x}. Thus, the emitted CO:NO\textsubscript{x} ratio would be brought closer to the emitted ratio from the field-study specific MOVES run by adjusting the NO\textsubscript{x} emissions upward that were already higher than the field-study specific MOVES estimates. In this test, CO emissions were more sensitive to MOVES input choices than NO\textsubscript{x}, making it a poor assumption that CO emissions are unbiased. This highlights the need to robustly evaluate CO bias before using ΔCO:ΔNO\textsubscript{x} to constrain NO\textsubscript{x} emissions or alternatively exploring whether a different co-emitted pollutant, such as CO\textsubscript{2}, is more robust and less sensitive to input assumptions.

4. Discussion

Characterizing ΔCO:ΔNO\textsubscript{x} values from observational data can be useful for identifying important sources of CO and NO\textsubscript{x} and constraining emissions estimates from these sources. In this study the
methods are intended to isolate impacts of the roadway, so it would be expected that the predominant sources would be gasoline and diesel onroad vehicles. The $\Delta$CO:$\Delta$NO$_x$ values from this analysis generally fall between 3 and 7 with some outliers. CO:NO$_x$ MOVES emissions ratios from onroad diesel vehicles are around 1 and ratios from onroad gasoline vehicles are between 13 and 14 [35]. Therefore, values calculated here suggest a mix of diesel and gasoline vehicles. Somewhat higher values at the 300 m site might indicate influence from nonroad gasoline equipment which can have emitted CO:NO$_x$ ratios in the range of 19–22 [35] and may have been operating either at the nearby golf course or airport. While the study design did not include direct accounting of diesel and gasoline vehicles, we estimated the number of light-duty and heavy-duty vehicles based on collected vehicle length information resulting in fraction of light-duty vehicles between 0.80 and 0.92 at all times during the study period with a mean value of 0.89. Based on these fractions, MOVES estimated that heavy duty vehicles emitted 2.3 times more NO$_x$ than light-duty vehicles emitted, which is consistent with the relatively low observed $\Delta$CO:$\Delta$NO$_x$ values. Despite this general consistency, we found little temporal correlation between the estimated fraction of light-duty vehicles with observationally-derived $\Delta$CO:$\Delta$NO$_x$ values ($r \leq 0.33$ for all method/monitor combinations). Figure S9 further depicts the lack of correlation between $\Delta$CO:$\Delta$NO$_x$ estimates and the fraction of light-duty vehicles. It is possible that the low correlation reported here and shown in Figure S9 are due to fairly low variability in the light-duty fraction which was near 0.9 for the majority of hours included in this analysis.

To further explore whether these methods provide information that is useful for qualitatively identifying emissions sources we compare ratios from this work to those derived in the literature from observational studies (Figure 3; Table S5). $\Delta$CO:$\Delta$NO$_x$ values in Figure 3 are color-coded by the method of data screening that they used to isolate a signal from onroad vehicles. Most of the literature values show a decreasing trend over time since the mid 1980s. This decrease over time is likely due to several rounds of vehicle regulations over the past 20 years which have reduced CO and NO$_x$ emissions from cars and trucks in the United States at different rates as has also been noted by previous studies [26, 56]. Specifically, results from Parish [29] suggest that the $\Delta$CO:$\Delta$NO$_x$ values decreased from 18.9 in 1989 to 8.9 in 1998 in Boulder Colorado and similarly decreased from 10.2 in 1994 to 6.3 in 1999 in Nashville. More recent measurements in Houston [34] and Boise [32] since 2006 have $\Delta$CO:$\Delta$NO$_x$ estimates between 5 and 7 and are consistent with the $\Delta$CO:$\Delta$NO$_x$ values inferred from cross-road gradients and OLS in this study but are lower than values inferred from orthogonal regressions reported here. The most recent measurements described by Anderson et al. [23] in Baltimore are substantially higher than the $\Delta$CO:$\Delta$NO$_x$ values from this study and are similar to values reported in the literature for measurements made in the late 1990s. The higher $\Delta$CO:$\Delta$NO$_x$ values from Anderson et al. [23] may be caused by chemical aging during the travel of these pollutants due to the fact that measurements were taken in an urban area but not in a near-road environment [35]. Comparisons with international studies show much higher $\Delta$CO:$\Delta$NO$_x$ values at sites in Mexico City [24] and Sao Paulo [31] (Table S5). The higher ratios in Mexico City and Sao Paulo may reflect gasoline vehicles that have less stringent emissions controls, similar to what was seen in the earlier US studies. These comparisons suggest that regression-based $\Delta$CO:$\Delta$NO$_x$ values can provide qualitative insight into the types of sources affecting near-road locations and the change in those sources over the past several decades. The data in this study, as well as data used in the studies shown in Figure 3 are all at least nine years old and do not represent emissions from the current U.S. vehicle fleet. To better understand how this older data might compare to CO:NO$_x$ ratios from onroad vehicles today, we looked at National US emissions estimates available for download from the US EPA [57] for 2011, 2014, and 2016, as well as data projected to 2023 and 2028 (we looked at EPA’s “ff” case for all years except 2014 for which the “fd” case was the only case available). These data are derived from MOVES simulations. Taking only onroad running vehicle emissions, we found that the 2011 values of 5.8 is predicted to have increased to 6.2 and 6.9 in 2014 and 2016, respectively, and is expected to increase further by 2023 and 2028 to 11.0 and 12.3. It is important to note that while the CO:NO$_x$ ratio is predicted to have increased since 2011, the total emissions of CO and NO$_x$ are both predicted to have declined from this source category. This predicted change in
CO: NO\textsubscript{x} for the US fleet could be the results of several different factors. First, it is possible that the relative mix of diesel and gasoline vehicles is predicted to change. A larger fraction of gasoline vehicles on the road would result in higher MOVES estimates of CO: NO\textsubscript{x}. Another possibility is that newer vehicle emissions technologies taking effect in this time period have resulted in larger reductions in NO\textsubscript{x} than in CO relative to emissions control technologies that were dominant in vehicles operating during 2011.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.png}
\caption{Comparison of regression-based $\Delta$CO:$\Delta$NO\textsubscript{x} in the literature to median values from each method and results from this study (25 m/115 m monitor distances and MOVES estimates). The symbol indicates the study from which each datapoint is derived. The colors indicate the type of measurement location and the time-of-day for the measurements.}
\end{figure}

5. Conclusions

This study explores uncertainties in near-road emissions constraints using common methodologies. Using a variety of methods with near road measurements we can infer a wide range of possible top-down constraints on MOVES NO\textsubscript{x} emissions ranging from unbiased to almost a factor of 2 high-bias. As discussed above, OLS may underestimate slope and orthogonal regression may overestimate slope depending on the relative magnitudes of uncertainties in the dependent and independent variables. Unless one method can be argued to be more appropriate, this suggests the underlying uncertainty in applying these methods may be much larger than suggested by quantitative error estimates (i.e., uncertainty bounds for regression slopes). While we applied two regression methods, OLS and orthogonal, which are commonly applied for estimating CO: NO\textsubscript{x} ratios, there are other errors in measurement regression methods that could be considered. More flexible methods, such as York regression [43], can account for differences in error variance in each individual measurement, as well as correlation between the x and y measurements, if such information is available from the measurement study. In addition, the study used data collected with instruments similar to those currently used routinely in EPA's near-road monitoring network. However, we expect that the instrument precision and relative error for NO\textsubscript{x} versus CO may look different for measurements made as part of other
special field studies using instrumentation with greater precision, accuracy, and more frequent and/or improved calibrations. Since we have shown that the regression methods are sensitive to the specific measurement uncertainty of a particular dataset, results here may not represent the range of values that would be derived from other specialized field study measurements.

Despite the limitations, near-road constraints represent one of only a few methods to constrain on-road NO\textsubscript{x} emissions. Additional types of measurement datasets which might not be subject to these same types of uncertainty are available for constraining real-world vehicle emissions estimates. Those measurements include Portable Emissions Measurement Systems (PEMS), which record CO and NO\textsubscript{x} concentrations from the tailpipe while a vehicle is driving [58–64], chaser car studies in which a vehicle tails other vehicles on the road to measure emissions during driving conditions [65–69], and remote sensing techniques in which an instrument with an infrared source and corresponding detector situated on opposite sides of a road or freeway on-ramp can intercept exhaust streams from individual vehicles [30,70–75].

The use of bottom-up versus top-down inventory methods will depend on the needs of a specific application. Bottom-up inventories provide detailed information on emissions from different source types which may be necessary for regulatory applications. In addition, bottom-up inventories allow for projecting emissions into the future taking into account the impact of new or future regulations which may not be possible with observation-based estimates. Finally, bottom-up inventories may be able to provide a higher spatial and temporal resolution than top-down inventories when suitable inputs are available. However, as shown in the comparison of emissions estimates from MOVES when using county-level default inputs versus field-study specific information on traffic and vehicle fleet, the emissions estimates from MOVES or other bottom-up techniques depend on the accuracy and resolution of input data. Observation-based emissions estimates may be appropriate for some applications especially when quantifying total emissions magnitudes is more important than characterizing the break-out of emissions by source type or activity data. In addition, in cases where accurate input data (emissions factors, activity data, vehicles fleet mix, etc.) are not available, observation-based emissions estimates may be a more appropriate option. Ideally, top-down and bottom-up inventories can work in concert such that bottom-up inventories can provide detailed break-outs of contributions by source type while top-down methods can validate emissions magnitudes and identify cases where assumptions in bottom-up inventories fail.
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