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Abstract—An efficient communication mechanism forms the backbone for any multi-robot system to achieve fruitful collaboration and coordination. Limitation in the existing asynchronous transmission-based strategies in fast dissemination and aggregation compels the designers to prune down such requirements as much as possible. This also restricts the possible application areas of mobile multi-robot systems. In this work, we introduce concurrent transmission based strategy as an alternative. Despite the commonly found difficulties in concurrent transmission, such as microsecond level time synchronization, hardware heterogeneity, etc., we demonstrate how it can be exploited for multi-robot systems. We propose a split architecture where the two major activities - communication and computation are carried out independently and coordinate through periodic interactions. The proposed split architecture is applied on a custom-built, fully networked control system consisting of five two-wheel differential drive mobile robots having heterogeneous architecture. We use the proposed design in a leader-follower setting for coordinated dynamic speed variation as well as the independent formation of various shapes. Experiments show a centimeter-level spatial and millisecond-level temporal accuracy while spending very low radio duty-cycling over multi-hop communication under a wide testing area.

Index Terms—Multi-robot communication, concurrent transmission, multi-robot coordination, low-latency formation control.

I. INTRODUCTION

In low-power IoT/Edge devices, RF communication draws a significant amount of power from the battery in comparison to the computation and other sensing operations [1]. Although the energy consumption due to a single packet transmission is only a fraction of the energy consumption due to other operations of a mobile robot, the overall energy consumption of the communication module becomes significant with frequent and time-constrained communication. It is well-known that asynchronous transmission-based solutions for network-wide data dissemination [2] wastes a lot of battery power to counter the arbitrary collisions among the uncoordinated overlapping transmissions from various nodes. They take several seconds if not minutes to disseminate a piece of information to a few communicating devices. On the other hand, concurrent transmission-based network-wide data dissemination to 100s of nodes requires only a fraction of a second with high reliability and lower energy consumption [3], [4]. However, despite its immense capabilities, to the best of our knowledge, concurrent transmission-based strategies, due to certain specific limitations, could not be used in a general-purpose multi-robot setting so far.

In this work, our primary objective is to achieve faster and efficient multi-robot communication by exploiting the benefits of concurrent transmission. However, the major impediment is that the concurrent transmission-based algorithms are not easily portable to any hardware. Additionally, the components of the core robotics parts are fundamentally different and independent from the communication module. This causes additional computation time and cannot uphold the microsecond level synchronization among the communicating devices, which is the absolute necessity for concurrent transmission to succeed. To bring an easy and elegant synergy between both the issues, in this work, we propose a physical layer separation of the computation and control system part from the special communication module supporting concurrent transmission. These two modules are termed as Computation and Control Unit (CCU) and Networking Unit (NU). To demonstrate the effectiveness of the proposed setting, we use a well-known concurrent transmission-based one-to-all dissemination protocol Glossy [3] for fast and energy-efficient coordination between a single leader and multiple follower robots under multi-hop connectivity.

In summary, the contributions of this work are as follows.

- We introduce concurrent transmission as an efficient and fast mechanism for communication among multiple robots. We demonstrate an easy and flexible way to achieve the same.
- We propose a separation between CCU and NU and their loose coupling to solve the core issues in porting concurrent transmission.
- We provide a detailed study of our system for a robotic control system using a multi-hop, single-leader-multiple-follower setting. The implementation in hardware platforms demonstrates the feasibility of fairly accurate real-time coordination between the leader and the follower with a millisecond-level time synchronization.

II. RELATED WORK

Multi-robot communication and control-system design have been addressed by many works so far in different ways such as leader-follower strategy [5], [6], virtual structure approach [7], [8] and behavior-based method [9], [10] etc. However these works are either based on the theoretical studies [11]–[14]
or implemented in simulation platforms [15], [16]. Very few works are done in practical setups [17], [18]. But these works lack the required communication latency to support underlying control strategies.

Under traditional asynchronous transmission-based MAC strategies, the nodes usually compete with each other to gain access to the medium. They waste a lot of bandwidth and energy in the nodes to mitigate the collisions among the packets from different nodes. In contrast, under the concurrent transmission paradigm, the nodes cooperate in such a way that the RF packets emanating from different devices are transmitted exactly at the same time resulting in either capture effect or constructive interference in the physical layer of the network stack [19].

Many fundamental communication problems are solved very efficiently using the concurrent transmission [20], e.g., one-to-all dissemination is achieved by Glossy [3], many-to-many data sharing and data aggregation is done by Chaos [21], all-to-all and many-to-one communication is achieved by LWB [22], MiniCast [23] etc. These protocols can achieve reliability of 99.99% with ultra-low radio power consumption and milliseconds-level latency, even when 100s of nodes communicate over a multi-hop setup. Owing to such paramount capabilities, we propose to use concurrent transmission-based strategies for efficient multi-robot communication and collaboration.

III. DESIGN

In this section, we detail the basic design step for a hardware level separation of the computation/control and communication, and the serial line protocol to support loose coupling between these two modules to achieve flexibility.

A. Separation of computation and communication

Concurrent transmission based strategies fundamentally use special physical layer phenomena such as constructive interference and capture effect. They were shown to be very much successful in a few specific devices. One of them is TelosB, mainly composed of an MSP430 micro-controller along with a CC2420 radio chip compatible with 802.15.4 standards. Some new devices are also available following the same architecture. A large number of prevalent works have been tested on this architecture, and all reported a very consistent behavior [24]. Although a simple micro-controller structure used in these devices can implement concurrent transmission very successfully, they are not suited to carry out complex computations necessary for realizing the control systems or for the CPU and memory intensive operations. In concurrent transmission, the required software architecture also is quite different and hence is not that suitable for a general-purpose computation platform.

Thus, in order to gain the benefit of both sophisticated computing as well as reliable, fast, and energy-efficient communication framework, in this work we propose, a hardware (and software) level separation of the two main units - Computation and Control Unit (CCU) and Communication Unit (NU). The system is supposed to work through a loose coupling between the two units discussed later. Fig. 1 shows a communication network under this split mode where the NUs would only communicate with each other. In general, the two units CCU and NU represent two independent domains, and hence, this split architecture would naturally allow their independent development and easy integration between them.

In this work, we mainly use the TelosB devices for NUs and various off-the-shelf standard devices such as Raspberry Pi, Beaglebone, etc., as CCUs. Ideally, any other suitable device, such as Arduino, Jetson, can also act as CCU, for different types of robots. We also test our base strategy with the role of CCUs being played by general-purpose desktop computers and laptops. In our work, we use Ubuntu OS in the CCUs and the Contiki OS in the NUs.
B. Serial line protocol (SLP)

In our split architecture, the NUs talk to each other through standard protocols using concurrent transmission. For the communication between a CCU and a NU, in this work, we use a loosely coupled serial line communication.

Under any concurrent transmission based strategy, communication happens in a periodic fashion. Time is divided into slots of equal length (say \( p \) time units). A small part of this slot (\( d \) time units) is used for time synchronization as well as NU-NU data communication. All the devices set their radios ON during this part. In each slot, a small part is dedicated to communication among the devices. The remaining time in a slot, the radio remains OFF. In the NUs, we exploit this part for the sake of NU-CCU serial line communication. However, note that it’s hard for a CCU to keep track of the fine-grained division of the time slots implemented by the NUs. Therefore, in this setup, we assign the responsibility of initiating the NU-CCU communication to NUs. The CCU-NU interaction is achieved in a query-reply form where NU initiates the queries and CCU responds with the replies.

We implement the CCU-NU interactions in four steps. First, the exchange of formal ‘Hi’ and ‘Hello’ messages are done to ensure availability. Once found to be in good status the NU transfers the data to CCU in the second step. This data is read by the NU in the NU-NU communication, which is in turn prepared by the source CCU at least \( d \) unit of time early. Therefore, the first two steps of NU-CCU interactions are executed immediately after the NU-NU communication part is over to ensure the data received by the CCUs to be as fresh as possible. The third step is performed approximately in the middle of the period. This part is explicitly used for a synchronized recording of data and uses the same for offline analysis for calculation of the metrics. Usually, critical and state-related information is recorded in this part. Step 4 is executed as much as possible towards the end of the period. This part is used to record the necessary CCU state information as decided by the MRC algorithm and hand over the same to the NU so that in the next NU-NU communication the same can be shared with other NUs. All these four steps are pictorially described in Fig. 2.

IV. EXPERIMENTAL SETUP AND METRICS

Several experiments have been carried out using the proposed framework for multi-robot communication for five different robots. We explore two possible settings (a) central-controller based, (b) leader-follower based.

Under the central-controller based setting, a separate static computer connected with an NU is designated as a central-controller which sends the command as and when necessary. The commands get disseminated through a multi-hop communication network formed by the NUs and ultimately reach the CCUs which finally execute the commands.

Under the leader-follower setting, one of the devices works as a leader while the others act as the follower. We use differential wheel drive cars where the main actuators are the motors to govern the wheels. The PID loop of the leader begins with the reading of the current status of the actuators. It calculates the difference and the necessary voltage value to be set to achieve the reference speed based on the well-known PID controlling rules. The leader applies the necessary changes and follows the loop to independently decide what is to be done in the next iterations onward. The MR application running in the follower decides what is the next reference value that it should set for its actuators based on the leader’s current speed.

For our experiments, we use one GoPiGo car and four AlphaBot cars (Fig. 3). To support our proposed split-architecture (discussed in Section IIIA), we mount the bots with a Raspberry Pi unit and TelosB unit to carry out the computations (CCU) and communication (NU), respectively.

A. Parameters: The major parameters are as follows.

**Glossy Duration (GD) and Glossy Period (GP)**: All the nodes (NUs) participating in the process carry out the radio-packet transmission and reception as per the Glossy protocol for a stipulated maximum time, termed as Glossy Duration (GD) (Fig. 2). The radios in all the devices can stay ON for a maximum of GD period. After that, the nodes turn off their radio and resumes after a period. This repeated resuming time is termed as Glossy Period (GP).

**PID Period (PP)**: The control system in robots uses a loop (PID-loop) for periodic calculation of errors and adjustments of the speeds through appropriate variation of the voltage/current inputs. The PID-loop is characterized by a parameter termed as PID period (PP).

B. Metrics: In most of our experiments, we set some goals for the devices, e.g., target speed for the devices, and then observe in the experiments how well the devices achieve the goal. To quantify the performance, we calculate the difference between the target and the achieved goals and subsequently measure the percentage of the deviation concerning the target. We calculate the following two average error percentages for the whole duration of the experiment.

**PID-err**: PID-err is the percentage of error of the actual speed achieved by the device and the target speed. It depends on the PP of the PID-loop running in each of the devices.

**TRX-err**: Our experiments involve the communication of instructions from a leader node or a central controller. Under a multi-hop setting, we transmit the measured speed value
through the Glossy protocol itself and compare the same with the achieved speed and calculate the average percentage error in the same way. We call this TRX-err. Thus, it depends on both the Glossy loop and the PID-loop, i.e., the GP and PP values, respectively.

V. EVALUATION

We perform three sets of experiments based on the proposed design. First, we test the extent of time synchronization achieved among the devices. Next, we find the optimal PP value for further experiments. After that, we try to find the best GP-PP combination by studying the interaction between the control and communication sub-systems.

A. Time synchronization among the CCUs

Concurrent transmission based one-to-all dissemination protocol that we use in our work provides a micro-second level time synchronization among the NUs. Our split architecture makes it possible to extend this precise and accurate time synchronization in all the CCUs under consideration. Although the target of the work is not to focus on perfect time synchronization, it’s interesting to check how well the loose serial line-based coupling can enable the CCUs to make use of the said synchronization of time.

In a general setting, the accurate measurement of a time synchronization strategy is usually done in two steps. First, a specific output PIN from the micro-controller of the devices being synchronized (here the CCUs), is set to go high when the probe for the reference time is received. Next, these indicator PINs are connected to a single oscilloscope to measure the difference in the times when the PINs go high in different devices through several iterations. The authors of [3] demonstrate a micro-second level accurate time synchronization in the protocol Glossy using this strategy. However, under our proposed scheme, unlike the Glossy setup, the CCUs and NUs are supposed to be very loosely coupled and operate independently through simple serial line communication without any use of interrupts from any of the sides. Thus, the target here is to understand how well time synchronization can be achieved amidst such support for heterogeneity and flexibility.

We use the standard network time synchronization protocol NTP [25] to evaluate the synchronization accuracy achieved. NTP takes the help of the internet and connects to the remote server machines to fetch time synchronization information to the nodes connected as clients. The accuracy level of NTP is known to be of the order of milliseconds (not microsecond level). In this experiment, we use five general-purpose computers, including desktop (Intel core-i7 processors, with 8GB RAM), high-end workstations (Intel Xeon multi-core processors and 64GB RAM), three laptops, as well as five different Raspberry Pis and five Beaglebone devices. In all these devices we install a compatible Ubuntu operating system and configure NTP. We consider all these machines as heterogeneous CCU platforms. The NU devices were connected with a serial line with each of these CCUs. These CCUs (along with the connected NUs) were placed at various locations on the

same floor of a building covering an area of about 236 ft X 84 ft. The NUs formed a three-hop network under this setting. The NUs run the standard Glossy protocol for flooding along with time synchronization and communicate with the attached CCUs through the serial line protocol presented in Section III. In the first step of every round of CCU-NU interaction, i.e., per every Glossy period, when the NUs send a Hi message, the respective CCU records the local timestamp (synchronized by NTPs) of that message. These log messages are collected from all the devices and differences are calculated in these time stamps offline. The process is repeated for different Glossy periods.

Fig. 4 plots some of the sample average time differences for different GPs. It can be observed that despite loose coupling between NUs and CCUs, as well as considering NTP as the ground truth (which itself has a deviation in millisecond level), the synchronization error in our proposed schemes does not go beyond max 12 ms with an average deviation of 5 ms. We also observe that the achieved accuracy is almost the same irrespective of any value of GP. The radio duty-cycling for various GP settings in the experiment is also shown in the figure (Fig. 4(d)). We calculate the radio duty-cycling as the ratio of the values of the GD to the GP. While keeping the GD constant and increasing the GP, the sharp decrease in the radio duty-cycling is quite visible in the figure.

Note that, in a decentralized and infrastructure-less scenario, without any help of the Internet, even millisecond-level time synchronization is extremely important. The synchronization can be improved further with the help of a careful setting of interrupts. But the target of the current experiment is to understand what is the baseline without using any such sophisticated strategy.

B. Independent study of the control system

We study how PP affects the maximum speed targeted by a device in our setup. The PP of a device is varied locally. For each PP and target speed combination, we execute 10 runs each having a duration of 2 minutes. In each case, we compute the difference between the achieved and the target speed and calculate the average of these errors. In a nutshell, we find
that the average error is high both when a high PP is set for low target speed as well as a low PP is set for high target speed. The relation between the PP and the speed that can be achieved under that PP is almost linear. It can be concluded that to achieve higher speed in a smooth and error-free way, one should choose larger PP values and vice versa.

However, dynamically changing the PP is hard. Therefore, in the next set of experiments, we try to find a single PP that can produce the best result under a wide range of target speeds. We vary the PP of the robots from 400 ms to 1500 ms, and for each PP, the target speed is varied from 14 cm/s to 34 cm/s. We measure the error in each of the cases as the absolute difference between the target speed and achieved speed with time. The average error values are plotted in Fig. 5.

We observe that the average error decreases until a particular range of PP. But after that, it shoots up, forming a parabolic curve. With this, we could conclude that setting the PP in a range 500 ms - 700 ms provides the least error under the said range of speeds. In the next set of experiments, we use 600 ms for our PP.

C. Interaction between control and communication

All concurrent transmission based communication strategies depend on periodic time synchronization among the NUs. This periodic activity we term as sync-loop. GP and PP act as the period of the sync-loop and the PID loop. We carry out a series of experiments through which we try to understand the dynamics of the interaction between sync-loop and PID-loop as detailed below.

Central-controller based experiment: We first conduct the command based experiment (see Section IV for details). GP is varied from 200 ms to 1100 ms in steps of 100 ms. For each GP, the PP is varied as GP/4, GP/2, GP, 2GP, and 4GP. For each such GP-PP combination, the target speed is varied from 0 cm/s to 34 cm/s for every 20 seconds. In each case, we calculate the average error values. Fig. 6 shows PID-err and TRX-err (see Section IVB for details) vs PP values scaled with respect to the GP values. We show these through a barplot in Fig. 6 to highlight the importance of choosing appropriate GP and PP values. The PID-loop is quintessential for updating the speed at the hardware level. Thus, if a device needs to communicate its speed, it should be the most recent one, i.e., the one updated by the PID-loop. Therefore, combinations of a low PP and high GP as well as high PP and low GP, do not perform as expected. Based on the results obtained from all these experiments, it can be seen that the best performance from the proposed split architecture can be obtained when PP is the same as GP. It can also be observed that having a very high GP value although is good in terms of duty cycling in the devices, is not good in terms of the underlying control activities. The range of GP, 500 ms - 700 ms, performs the best. Following these observations, in all rest of our experiments, we set the GP value and PP value to 600 ms. Note that, in all the results for the rest of the experiments, we present the average of the two errors, i.e., PID-err and TRX-err.

![Fig. 5. Part (a) represents device performance for different range of PP settings. Each triangular segment in the plot represents an experiment run for a certain PP value. Part (b) represents the corresponding average percentage errors of the device for respective PP values in part (a).](image1)

![Fig. 6. Effect of various GP-PP combination under central-controller based experiments.](image2)

![Fig. 7. Heatmap showing the error percentages of various combination of GP, LPP and FPP under leader-follower based operation. The columns represent the GP values. The rows are grouped based on various values of LPP presented in terms of GP. In each group the values of the FPPs are shown with respect to the LPP value. The best performance is observed when LPP equals GP and FPP equals LPP/2.](image3)
Leader-follower based experiment: Next, we verify how do the observations from the previous section hold in the case of leader-follower based setup. Under this setup, apart from the GP which is the same in the leader and the followers, there are two other parameters - the leader’s PP and the followers’ PP; abbreviated as LPP and FPP, respectively. We carry out a series of experiments to find out the optimal combination and derive the best suitable combination for these three parameters as detailed below.

We test different combinations of the Glossy and the leader-follower PID cycles. GP is varied from 200 ms to 1000 ms. For each such GP, the LPP is varied from GP/4 to 4GP. For each LPP, we vary the FPP from LPP/4 to 4LPP. Finally, for each such GP-LPP-FPP setting, the target speed is varied over the following values 0, 14, 34, 20 (all units are in cm/s), with every speed lasting for 12 seconds. The average percentage error values computed in these experiments are presented in the Fig. 7 in the form of a heatmap. It is clearly observable that in our setting the least error is achieved at GP = 600 ms while LPP equals to GP, i.e., 600 ms and, and FPP equals to half the LPP, i.e., 300 ms. Thus, in summary, running the leader PID-loop in synchronization with the sync-loop and running the follower PID-loop two-times faster than the leader PID-loop produces the best performance. The reason behind this observation is as follows. The followers always receive the leader’s updated speed in the next Glossy loop. This implies that a constant lag exists between the leader’s and the followers’ speed. If we update the speed of the follower at the same rate as that of the leader, this lag would extend further. Hence, we need to run the PID loop of the follower relatively faster so that at least the effect of the lag can be minimized to a reasonable extent.

VI. CONCLUSION

Microsecond level time synchronization and a few specific hardware dependencies makes the energy-efficient and robust concurrent transmission based strategies hard to be applicable in a generic networked systems like multi-robot system. In this article, we propose a loosely coupled split architecture to make use of concurrent transmission for multi-robot systems even under infrastructure-less fully decentralized settings. The proposed strategy is fully implemented over off-the-shelf robotic platforms and extensively tested through various experiments under both central-controller based as well as leader-follower based settings.
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