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Abstract

An extended Maxwell viscoelastic model with a relaxation parameter is studied from mathematical and numerical points of view. It is shown that the model has a gradient flow property with respect to a viscoelastic energy. Based on the gradient flow structure, a structure-preserving time-discrete model is proposed and existence of a unique solution is proved. Moreover, a structure-preserving P1/P0 finite element scheme is presented and its stability in the sense of energy is shown by using its discrete gradient flow structure. As typical viscoelastic phenomena, two-dimensional numerical examples by the proposed scheme for a creep deformation and a stress relaxation are shown and the effects of the relaxation parameter are investigated.
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1 Introduction

In this paper, we develop a gradient flow structure of an extended Maxwell viscoelastic model, which naturally induces a stable structure-preserving P1/P0 finite element scheme. The model includes a relaxation parameter $\alpha \geq 0$ and it is a variant of the standard linear solid model or the Zener model, see, e.g., [1]. We note that the model with $\alpha = 0$ is the well-known pure Maxwell viscoelastic model. In that sense the model is an extension of the Maxwell viscoelastic model. Although the argument to be presented in this paper can be applied to the so-called Zener(-type) models, here we focus on the extended Maxwell viscoelastic model. Throughout the paper we shall often call this model simply the Maxwell model.

There are many books and papers dealing with the Maxwell and other viscoelastic models. For example, the books by Ferry [3], Golden and Graham [4], Lockett [8] and Macosko [9], and the papers by Karamanou et al. [6], Rivièr and Shaw [11], Rivièr et al. [12], and Shaw and Whiteman [15], where in the papers mainly discontinuous Galerkin finite element schemes have been proposed and analyzed. Nevertheless, as far as we know, there are no papers discussing the gradient flow structure of the Maxwell or Zener viscoelastic models, which is important not only for the characterization of the model but also for the development of stable and convergent numerical schemes.

It is easy to draw conceptual diagrams of the Maxwell viscoelastic model with or without a sub-spring in one dimension, see, e.g., Figs. 1 ($\alpha > 0$) or 2 ($\alpha = 0$), respectively. For the Maxwell model with a sub-spring ($\alpha > 0$), the system consists of an elastic spring and a subsystem connected in series. This subsystem consists of a viscous dashpot and a sub-spring connected in parallel. The pure Maxwell model is the Maxwell model without a sub-spring ($\alpha = 0$), which consists of an elastic spring and a viscous dashpot connected in series. According to the diagrams we can derive a $d$-dimensional extended Maxwell model ($d = 2, 3$). It comprises of two equations; one is the force balance law of the system, which can be seen as a quasi-static equation of linear elasticity, and the other one is a time-dependent equation for the so-called viscosity effect.

In this paper we present the gradient flow structure of the Maxwell model, which provides the energy decay property on the continuous level (Theorem 3.4). As mentioned above, the structure is useful not only for the analysis but also for the

*Corresponding author
development of stable and convergent numerical schemes. Indeed, if the structure is also preserved for a numerical scheme on the discrete level, the stability of the scheme in the sense of energy follows in general.

For a time-discrete Maxwell model, we present two results; the existence and uniqueness of solutions (Theorem 4.1) and the corresponding discrete gradient flow structure and energy decay estimate (Theorem 4.2).

For the discretization in space we use the finite element method with P1/P0 element, i.e., the piecewise linear finite element (P1-element) and the piecewise constant finite element (P0-element) are employed for the approximations of the displacement of the viscoelastic body and the matrix-valued function for the viscosity effect, respectively. We prove that the P1/P0 finite element scheme has a unique solution (Theorem 5.4) and that the scheme preserves the discrete gradient flow structure (Theorem 5.5), which leads to the stability of the scheme in the sense of energy.

The scheme is realized by an efficient algorithm (see Algorithm on p.11), where for each time-step the matrix-valued function is determined explicitly on each triangular element, although the backward Euler method is employed for the time integration. Table 1 lists the main results of this paper.

| Table 1: Our main results. |
|---------------------------|
| Formulations              | Results                               |
|                           | Strong | Weak | Exist. & Uniq. | Gradient flow |
| The continuous model      | (8)    | (13) | (in preparation [7]) | Theorem 3.4 |
| The time-discrete model   | (27)   | (28) | Theorem 4.1    | Theorem 4.2  |
| The finite element scheme | –      | (31) | Theorem 5.4    | Theorem 5.5  |

We remark that the energy decay property of the Maxwell viscoelastic model was already shown in [13] and it was used to prove a stability estimate. But they do not mention on its gradient flow structure in contrast to our approach. In this paper, we prove the gradient flow structure with respect to a natural elastic energy and also propose a structure-preserving numerical scheme.

To avoid the locking phenomena, stress formulations are often used in engineering. Here we consider a displacement formulation and propose a structure-preserving P1/P0 finite element scheme, which may show the phenomena if the mesh size is not small enough. The locking problem, however, can be overcome by an extended scheme with a pair of higher-order finite elements and/or adaptive mesh refinement technique [14] (see Remark 5.3(ii) and -(iii)). We note that the gradient flow structures in the continuous and discrete levels to be presented in this paper are the advantages of the displacement formulation.

The paper is organized as follows. In Section 2 the governing equation of the extended Maxwell model is derived and its initial and boundary value problem is stated. In Section 3 the gradient flow structure of the Maxwell model is presented and the energy decay estimate is shown. In Section 4 a time-discretization of the Maxwell model is studied; the existence and uniqueness of solutions to the time-discretization of the Maxwell model is proved and the time-discrete gradient flow structure and the time-discrete energy decay estimate are shown. In Section 5 a P1/P0 finite element scheme preserving the time-discrete gradient flow structure is presented. In Section 6 two-dimensional numerical results of the Maxwell model by the P1/P0 finite element scheme are shown.

2 The extended Maxwell model

The function spaces and the notation to be used throughout the paper are as follows. Let $d = 2$ or $3$ be the dimension in space, and $\mathbb{R}^{d \times d}_{\text{sym}}$ the space of symmetric $\mathbb{R}^{d \times d}$-valued matrices. We suppose that $\Omega \subset \mathbb{R}^d$ is a bounded Lipschitz domain in this paper. For a space $R \in \{\mathbb{R}^d, \mathbb{R}^{d \times d}_{\text{sym}}\}$, the $R$-valued function spaces defined in $\Omega$ are denoted by $L^2(\Omega; R)$, $H^1(\Omega; R)$ and $C(\overline{\Omega}; R)$ etc. For example, $H^1(\Omega; R)$ denotes the $R$-valued Sobolev space on $\Omega$. For any normed space $X$ we define function spaces $C([0,t_0];X)$ and $C^1([0,t_0];X)$ consisting of $X$-valued functions in $C([0,t_0])$ and $C^1([0,t_0])$, respectively. The dual pairing between $X$ and the dual space $X'$ is denoted by $\langle \cdot, \cdot \rangle_X$. For normed spaces $X$ and $Y$ the set of bounded linear operators from $X$ to $Y$ is denoted by $\mathcal{L}(X,Y)$. For square matrices $A, B \in \mathbb{R}^{d \times d}$ we use the notation $A : B := \sum_{i,j=1}^d A_{ij} B_{ij}$.
2.1 Derivation of the model

We introduce the extended Maxwell model with a relaxation term, which is represented by a spring and a subsystem in series, where the subsystem consists of a dashpot and a subspring connected in parallel, cf. Fig. Let \( e_0 : \Omega \times [0, T) \rightarrow \mathbb{R}^{d\times d} \) and \( \sigma_0 : \Omega \times [0, T) \rightarrow \mathbb{R}^{d\times d}_{\text{sym}} \) be the total strain and the total stress of a material governed by the Maxwell model. Let \((e_i, \sigma_i) : \Omega \times [0, T) \rightarrow \mathbb{R}^{d\times d}_{\text{sym}} \times \mathbb{R}^{d\times d}_{\text{sym}}\) for \( i = 1, \ldots, 4 \) be the pairs of strain and stress for the left spring (\( i = 1 \)), the subsystem (\( i = 2 \)), the dashpot (\( i = 3 \)) and the subspring (\( i = 4 \)), respectively. Furthermore, let \( u = (u_1, \ldots, u_d)^T : \Omega \times [0, T) \rightarrow \mathbb{R}^d \) be the displacement of the material, \( e[u] : \Omega \times [0, T) \rightarrow \mathbb{R}^{d\times d} \) the symmetric part of \( \nabla u \) defined by

\[
e[u] := \frac{1}{2}(\nabla u + (\nabla u)^T),
\]

and \( f : \Omega \times [0, T) \rightarrow \mathbb{R}^d \) be a given external force, where the superscript \( T \) denotes the transposition.

According to Fig.\[\text{III}\] we give the relations of \((e_i, \sigma_i)\) for \( i = 0, \ldots, 4 \). For the total strain and stress, \((e_0, \sigma_0)\), it is natural that the equations

\[
e_0 = e[u], \quad -\nabla \cdot \sigma_0 = f
\]

hold; the former equation means that the total strain is expressed by \( e[u] \), and the latter equation is the balance of forces. We suppose that

\[
e_0 = e_1 + e_2, \quad \sigma_0 = \sigma_1 = \sigma_2, \quad \sigma_3 = C e_1,
\]

where \( C = (c_{ijk})_{i,j,k,l=1,\ldots,d} \) is a fourth-order elasticity tensor for the left spring. The series connection of spring and subsystem leads to (3a), and the Hooke’s law implies (3b). For the right subsystem we also suppose that

\[
e_2 = e_3 = e_4, \quad \sigma_2 = \sigma_3 + \sigma_4, \quad \eta \frac{\partial e_1}{\partial t} = \sigma_3, \quad \sigma_3 = \alpha e_4,
\]

where \( \eta > 0 \) is a viscosity constant of the material and \( \alpha \geq 0 \) is a scalar spring constant of the subspring, which has a relaxation effect for the viscous dashpot. In this paper, we call \( \alpha \) a relaxation parameter. The parallel connection of the dashpot and the subspring in the subsystem leads to (4a). The effect of the dashpot is taken into account through (4b) with \( \eta \).

Let us introduce the notation:

\[
\sigma[u, \phi] := C(e[u] - \phi), \quad ((u, \phi) : \Omega \rightarrow \mathbb{R}^d \times \mathbb{R}^{d\times d}_{\text{sym}}).
\]

Then, we have the following relations,

\[
e_1 = e_0 - e_2 = e[u] - e_2, \quad \sigma_0 = \sigma_1 = Ce_1 = C(e[u] - e_2) = \sigma[u, e_2], \quad \eta \frac{\partial e_2}{\partial t} = \eta \frac{\partial e_3}{\partial t} = \sigma_3 = \sigma_2 + \sigma_4 = \sigma_0 - \alpha e_2 = \sigma[u, e_2] - \alpha e_2,
\]

which yield

\[
-\nabla \cdot \sigma[u, e_2] = f,
\]

\]

Figure 1: A conceptual diagram of the Maxwell viscoelastic model with a relaxation term in one dimension.
\[ \eta \frac{\partial e_2}{\partial t} + \alpha e_2 = \sigma[u,e_2]. \quad (6b) \]

This completes the derivation of the governing equations of the Maxwell model given by (6).

**Remark 2.1.** The system (6) is an extension of the simplest Maxwell model as shown in Fig. 2 since (6) with \( \alpha = 0 \) leads to

\[
- \nabla \cdot \sigma[u,e_2] = f, \quad (7a)
\]

\[
\eta \frac{\partial e_2}{\partial t} = \sigma[u,e_2], \quad (7b)
\]

which can be obtained similarly to the derivation of (6) according to Fig. 2.

Figure 2: A conceptual diagram of the Maxwell viscoelastic model without a relaxation term in one dimension.

### 2.2 Initial and boundary value problem

We consider an initial and boundary value problem for the extended Maxwell model. The strain tensor variable \( e_2 \) in (6) is denoted by \( \phi \) hereafter. Let \( \Gamma := \partial \Omega \) be the boundary of \( \Omega \), and let \( \Gamma_0 \) be an open subset of \( \Gamma \) and \( \Gamma_1 := \Gamma \setminus \Gamma_0 \). We suppose that the \((d-1)\)-dimensional measure of \( \Gamma_0 \) is positive and equal to that of \( \Gamma_0 \), where the case \( \Gamma_0 = \Gamma_1 = \emptyset \) is also available in the following.

Now we summarize the mathematical formulation of the Maxwell model, which is to find \(( u, \phi ) : \Omega \times (0,T) \rightarrow \mathbb{R}^d \times \mathbb{R}^{d \times d}_{\text{sym}} \) such that

\[
- \nabla \cdot \sigma[u,\phi] = f \quad \text{in } \Omega \times (0,T), \quad (8a)
\]

\[
\eta \frac{\partial \phi}{\partial t} + \alpha \phi - \sigma[u,\phi] = 0 \quad \text{in } \Omega \times (0,T), \quad (8b)
\]

\[
u = g \quad \text{on } \Gamma_0 \times (0,T), \quad (8c)
\]

\[
\sigma[u,\phi] n = q \quad \text{on } \Gamma_1 \times (0,T), \quad (8d)
\]

\[
\phi = \phi^0 \quad \text{in } \Omega, \text{ at } t = 0, \quad (8e)
\]

where \( u : \Omega \times (0,T) \rightarrow \mathbb{R}^d \) is the displacement of the viscoelastic material, \( \phi : \Omega \times (0,T) \rightarrow \mathbb{R}^{d \times d}_{\text{sym}} \) is the tensor describing the viscosity effect, \( \eta > 0 \) and \( \alpha \geq 0 \) are given constants, and \( f : \Omega \times (0,T) \rightarrow \mathbb{R}^d \), \( g : \Gamma_0 \times (0,T) \rightarrow \mathbb{R}^d \), \( q : \Gamma_1 \times (0,T) \rightarrow \mathbb{R}^d \) and \( \phi^0 : \Omega \rightarrow \mathbb{R}^{d \times d}_{\text{sym}} \) are given functions. For the definitions of the stress tensor \( \sigma[u,\phi] \) and the strain tensor \( e[u] \), see (5) and (1), respectively, where \( C = (c_{ijkl})_{ijkl} \) used in the definition of \( \sigma[u,\phi] \) is a given fourth-order elasticity tensor.

In this paper, for simplicity, the next hypothesis is assumed to be held.

**Hypothesis 2.2.** (i) The tensor \( C \) is symmetric, isotropic and homogeneous, i.e.,

\[
c_{ijkl}(x) = c_{ijkl} = \lambda \delta_{ij} \delta_{kl} + \mu (\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk}), \quad \forall x \in \Omega, \quad (9)
\]

for \( \mu, \lambda \in \mathbb{R} \), where \( \delta_{ij} \) is Kronecker’s delta.

(ii) The tensor \( C \) is positive, i.e., there exists a positive constant \( c_s \) such that

\[
\sum_{i,j,k,l=1}^d c_{ijkl} |\xi_i|^2 |\xi_j|^2 \geq c_s |\xi|^{4}, \quad \forall \xi \in \mathbb{R}^{d \times d}_{\text{sym}}, \quad (10)
\]

where \(|\xi| := (\sum_{j=1}^d |\xi_j|^2)^{1/2} \).

**Remark 2.3.** (i) \( \lambda \) and \( \mu \) are the so-called Lamé’s constants.

(ii) The positivity (10) is satisfied for \( c_s = 2\mu + \lambda d(>0) \) if \( \mu \) and \( \lambda \in \mathbb{R} \) satisfy \( \mu > 0 \) and \( \lambda > -(2/d)\mu \).
2.3 Relationship between a viscoelastic model and the Maxwell model \((8)\)

Another viscoelastic model is well known and studied in \([6,11,12,15]\). In the model the governing equations on the displacement \(u(t) = u(\cdot, t) : \Omega \rightarrow \mathbb{R}^d\) for \(t \in (0, T)\) are represented as

\[
-\nabla \cdot \sigma^{\text{Total}}[u(t)] = f(t) \quad \text{in } \Omega, \tag{11a}
\]

\[
\sigma^V[u(t)] = \int_0^t \frac{\partial D}{\partial s}(t-s)e[u(s)] \, ds \quad \text{in } \Omega, \tag{11b}
\]

where \(\sigma^{\text{Total}}[u]\) is defined by

\[
\sigma^{\text{Total}}[u] := \sigma^E[u] - \sigma^V[u], \quad \sigma^E[u] := D(0)e[u],
\]

and \(D(t) = D(\cdot, t) : \Omega \rightarrow \mathbb{R}^{d \times d \times d \times d}\) is a given fourth-order tensor. The boundary conditions in \((11)\) are omitted. For the sake of simplicity, we suppose that \(D\) is homogeneous, and that

\[
\frac{\partial D}{\partial t} = e^{-\alpha t} C, \quad D(0) = C,
\]

i.e., \(D(t) = [1 + (1/\alpha)(1 - e^{-\alpha t})]C\). Then, \((11b)\) implies that

\[
\frac{\partial \sigma^V}{\partial t}[u(t)] + \alpha \sigma^V[u(t)] = C e[u(t)] \quad \text{in } \Omega.
\]

Multiplying both sides of the equation above on the left by \(C^{-1}\), letting \(\phi^V(t) := C^{-1} \sigma^V[u(t)]\) and noting that \(\sigma^E[u] = C e[u]\), we obtain

\[
-\nabla \cdot \sigma^{\text{Total}}[u(t)] = f(t) \quad \text{in } \Omega, \tag{12a}
\]

\[
\frac{\partial \phi^V}{\partial t}(t) + \alpha \phi^V(t) = e[u(t)] \quad \text{in } \Omega, \tag{12b}
\]

with

\[
\sigma^{\text{Total}}[u] = \sigma^E[u] - C \phi^V = C(e[u] - \phi^V).
\]

The difference between \((8)\) (\((8a), (8b)\)) with \(\eta = 1\) and \((12)\) is in the second equations; in \((12b)\) \(e[u]\) is employed instead of \(\sigma[u, \phi]\) in \((8b)\). The gradient flow structure for \((12)\) for \(\alpha \geq 1\) can be derived similarly as in Section \([3]\) cf. Remark \([3,7]\) for details.

3 The gradient flow structure and the energy decay estimate

In this section we show the gradient flow structure and the energy decay estimate for the Maxwell model \((8)\) after introducing a weak formulation of the model.

We set a hypothesis for the given functions in model \((8)\).

**Hypothesis 3.1.** The given functions satisfy the following.

(i) \(f \in C([0, T]; L^2(\Omega; \mathbb{R}^d))\), \(g \in C([0, T]; H^1(\Omega; \mathbb{R}^d))\), \(q \in C([0, T]; L^2(\Gamma_1; \mathbb{R}^d))\).

(ii) \(\phi^0 \in L^2(\Omega; \mathbb{R}^{d \times d \times d})\).

**Remark 3.2.** It holds that \(g(\cdot, t)|_{\Gamma_0} \in H^{1/2}(\Gamma_0; \mathbb{R}^d)\) from \(g(\cdot, t) \in H^1(\Omega; \mathbb{R}^d)\) and the Trace Theorem \([10]\) for any \(t \in [0, T]\).

For a function \(g_0 \in H^{1/2}(\Gamma_0; \mathbb{R}^d)\) let \(X, V(g_0), V\) and \(\Psi\) be function spaces defined by

\[
X := H^1(\Omega; \mathbb{R}^d), \quad V(g_0) := \{ v \in X; v|_{\Gamma_0} = g_0 \}, \quad V := V(0), \quad \Psi := L^2(\Omega; \mathbb{R}^{d \times d})
\]

The inner product in \(L^2(\Omega; \mathbb{R}^d)\) is denoted by \((\cdot, \cdot)\). For the function space \(\Psi\) we use two inner products, \((\cdot, \cdot)_\Psi\) and \((\cdot, \cdot)_C\), defined by

\[
(\phi, \psi)_\Psi := \int_\Omega \phi \cdot \psi \, dx, \quad (\phi, \psi)_C := (C\phi, \psi)_\Psi.
\]
which yield the norms $\|\psi\|_\Psi := (\psi, \psi)_\Psi^{1/2}$ and $\|\psi\|_C := (\psi, \psi)_C^{1/2}$, respectively.

From the integration by parts, we obtain the weak formulation of model (8); find $\{(u(t), \phi(t)) \in V(g(t)) \times \Psi; t \in (0, T)\}$ such that, for $t \in (0, T)$,

$$
(\sigma[u(t), \phi(t)], e[v])_\Psi = \ell_t(v), \quad \forall v \in V, 
$$

$$
\eta \frac{\partial \phi}{\partial t}(t) + \alpha \phi(t) - \sigma[u(t), \phi(t)] = 0
$$

with $\phi(0) = \phi^0$, where $\ell_t \in V'$ is a linear form on $V$ defined by

$$
\ell_t(v) := (f(t), v) + \int_{\Gamma} q(t) \cdot \nu \, ds.
$$

In the rest of Section 3 we suppose the condition:

$$
\frac{\partial f}{\partial t} = 0, \quad \frac{\partial g}{\partial t} = 0, \quad \frac{\partial \phi}{\partial t} = 0,
$$

and that there exists a unique solution to (13). The linear form $\ell_t$ is simply denoted by $\ell$ under (14).

**Remark 3.3.** Condition (14) is not always assumed in the following sections. In fact, condition (14) is not assumed in Theorems 4.1 and 5.4 while it is assumed in Theorems 3.4, 4.2, and 5.5.

We define an energy $E(\cdot, \cdot) : V(g) \times \Psi \to \mathbb{R}$ for model (8) by

$$
E(u, \phi) := \frac{1}{2} \|e[u] - \phi\|_E^2 + \frac{\alpha}{2} \|\phi\|_W^2 - \ell(u),
$$

which has the following properties:

$$
(\partial_\phi E)(u, \phi)[v] := \frac{d}{d\epsilon} E(u + \epsilon v, \phi)|_{\epsilon=0} = (\sigma[u, \phi], e[v])_\Psi - \ell(u),
$$

$$
(\partial_\psi E)(u, \phi)[\psi] := \frac{d}{d\epsilon} E(u, \phi + \epsilon \psi)|_{\epsilon=0} = (C \phi - \sigma[u, \phi], \psi)_\Psi,
$$

for $u \in V(g), v \in V$ and $\phi, \psi \in \Psi$. We also define an energy $E_s : \Psi \to \mathbb{R}$ and its (Gâteaux) derivative $(\partial E_s)(\phi) = (\partial E_s)(\phi)[\cdot] : \Psi \to \mathbb{R}$ by

$$
E_s(\psi) := \min_{\psi \in V(g)} E(v, \psi) = E(\overline{\psi}), \quad \psi \in \Psi,
$$

$$
(\partial E_s)(\phi)[\psi] := \frac{d}{d\epsilon} E_s(\phi + \epsilon \psi)|_{\epsilon=0}, \quad \psi \in \Psi,
$$

where $\overline{\psi} \in V(g)$ is the minimizer of $E(v, \psi)$ defined by

$$
\overline{\psi} := \arg \min_{\psi \in V(g)} E(v, \psi).
$$

In the next theorem it is shown that the solution of (13) has a gradient flow structure under some assumptions.

**Theorem 3.4** (Gradient flow structure for the continuous model). Suppose that Hypotheses 2.2 and 3.1 and (14) hold and that $(u, \phi) \in C^1([0, T]; X \times \Psi)$ is a solution to (13). Then, $(u, \phi)$ satisfies the following for any $t \in (0, T)$:

(i) Gradient flow structure:

$$
\left(\eta \frac{\partial \phi}{\partial t}(t), \psi\right)_\Psi = - (\partial E_s)(\phi(t))[\psi], \quad \forall \psi \in \Psi.
$$

(ii) Energy decay estimate:

$$
\frac{d}{dt} E(u(t), \phi(t)) = -\eta \left\| \frac{\partial \phi}{\partial t}(t) \right\|^2_\Psi \leq 0.
$$
We prove the theorem after establishing the next two lemmas, where for \( \phi \in \Psi \), the function \( \pi(\phi) \) defined in (18) and an operator \( (\partial \pi)(\phi) \) defined by

\[
(\partial \pi)(\phi)[\psi] := \frac{d}{d\varepsilon}\pi(\phi + \varepsilon \psi)|_{\varepsilon=0}, \quad \forall \psi \in \Psi,
\]

(21)
are studied.

**Lemma 3.5.** Suppose that Hypotheses (2.2) and (3.4)(i) and (14) hold. Then, for any \( \phi \in \Psi \) the function \( \pi(\phi) \in V(g) \) is well defined. Moreover, there exists a unique operator \( (\partial \pi)(\phi) \in \mathcal{L}(\Psi, V) \) such that

\[
(\partial \pi)(\phi) = A^{-1}B,
\]

where \( A \in \mathcal{L}(V, V') \) and \( B \in \mathcal{L}(\Psi, V') \), and they are defined in (23).

**Proof.** From (16a), if \( \pi \in V(g) \) is a minimizer of \( E(\cdot, \phi) \), \( \pi \) satisfies

\[
\ell(v) = (\sigma[\pi, \phi], e[v])_{\Psi} = (v, e[v], e[v], C, \pi, e[v], C, \pi, e[v], C), \quad \forall v \in V.
\]

(22)
Setting \( \tilde{u} := \pi - g \in V \), we rewrite (22) as

\[
A\tilde{u} = B\phi + \tilde{\ell} \quad \text{in } V',
\]

where \( A \in \mathcal{L}(V, V') \), \( B \in \mathcal{L}(\Psi, V') \) and \( \tilde{\ell} \in V' \) are defined by

\[

\begin{align*}
\nu(\cdot) \in V(g) \quad &\text{for arbitrary } v \in V(g) \quad \text{we have} \\
E(v, \phi) - E(\pi, \phi) &= \frac{1}{2}||v - \phi||_C^2 - \frac{1}{2}||\pi - \phi||_C^2 - \ell(v - \pi) \\
&= \frac{1}{2}(e[v + \pi] - 2\phi, e[v - \pi])_{\Psi} - (e[\pi] - \phi, e[v - \pi])_{\Psi} \\
&= \frac{1}{2}||e[v - \pi]|_{\Psi}^2 \geq 0.
\end{align*}
\]

This shows that \( \pi = \pi(\phi) \) is the unique minimizer of \( E(v, \phi) \) among \( v \in V(g) \). Hence, from (24), we also conclude that

\[
(\partial \pi)(\phi) = A^{-1}B \in \mathcal{L}(\Psi, V).
\]

(24)

**Lemma 3.6.** For \( \phi, \psi \in \Psi \), it holds that

\[
(\partial E_{\alpha})(\phi)[\psi] = (\alpha\phi - \sigma[\pi(\phi), \phi], \psi)_{\Psi}.
\]

(25)

**Proof.** Using (16a), (18) and Lemma 3.5 and noting that \( (\partial E_{\alpha})(\pi(\psi), \psi)[v] = 0 \) holds for any \( v \in V \) and \( \psi \in \Psi \), we have

\[
(\partial E_{\alpha})(\phi)[\psi] = \frac{d}{d\varepsilon}E_{\alpha}(\phi + \varepsilon \psi)|_{\varepsilon=0} = \frac{d}{d\varepsilon}E(\pi(\phi + \varepsilon \psi), \phi + \varepsilon \psi)|_{\varepsilon=0}
\]

\[
= \left[ (\partial_\phi E)(\pi(\phi + \varepsilon \psi), \phi + \varepsilon \psi)[(\partial \pi)(\phi + \varepsilon \psi)[\psi]] + (\partial_\psi E)(\pi(\phi + \varepsilon \psi), \phi + \varepsilon \psi)[\psi] \right] |_{\varepsilon=0}
\]

\[
= (\partial_\phi E)(\pi(\phi), \phi)[\psi] + (\partial_\psi E)(\pi(\phi), \phi)[\psi]
\]

which completes the proof.
From this lemma, Theorem 3.4 is shown as follows.

**Proof of Theorem 3.4** Let $t \in (0, T)$ be fixed arbitrarily. We omit “(t)” from $u(t)$ and $\phi(t)$ whenever convenient. Since $(u(t), \phi(t))$ is a solution to (13), we obtain from (13a), (16a) and (18) that $u(t) = \overline{m}(\phi(t))$. Together with Lemma 3.6 and (15) we have

$$\left(\partial E_{\alpha}\right)(\phi)[\psi] = (\alpha \phi - \sigma[u, \phi], \psi) = \left(-\eta \frac{\partial \phi}{\partial t}, \psi\right) \quad \text{(26)}$$

for any $\psi \in \Psi$. Hence (19) holds.

From (16) and (26) we have

$$\frac{d}{dt}E(u, \phi) = (\partial_{\alpha} B)(u, \phi) \left[\frac{\partial u}{\partial t}\right] + (\partial_{\alpha} B)(u, \phi) \left[\frac{\partial \phi}{\partial t}\right] = (\partial_{\alpha} B)(u, \phi) \left[\frac{\partial \phi}{\partial t}\right]
= \left(\alpha \phi - \sigma[u, \phi], \frac{\partial \phi}{\partial t}\right) \psi = -\eta \left\|\frac{\partial \phi}{\partial t}\right\|_C \leq 0,$$

which implies (20).

**Remark 3.7.** In the case of model (12), a corresponding energy is defined by

$$E[u, \phi] := \frac{1}{2} \|\varepsilon[u] - \phi\|_C^2 + \alpha - \frac{1}{2} \|\phi\|_C^2 - \ell(u),$$

where it is natural to consider $\alpha \geq 1$ for non-negative energy $\tilde{E}$. Letting

$$E_{\alpha}(\phi^V) := \min_{u \in V(\phi)} E[u, \phi^V], \quad (\partial_{\alpha} E_{\alpha})(\phi^V)[\psi] := \frac{d}{d\epsilon} E_{\alpha}(\phi^V + \epsilon \psi)|_{\epsilon = 0},$$

similarly to (17), we have the following.

(i) Gradient flow structure:

$$\left(\frac{\partial \phi^V}{\partial t}(t), \psi\right)_C = -(\partial_{\alpha} E_{\alpha})(\phi^V(t))[\psi], \quad \forall \psi \in \Psi.$$

(ii) Energy decay estimate:

$$\frac{d}{dt} E[u(t), \phi^V(t)] = -\left\|\frac{\partial \phi^V}{\partial t}\right\|_C^2 \leq 0.$$

**4 The time-discrete Maxwell model**

**4.1 Existence and uniqueness for the time-discrete model**

We discretize the Maxwell model (8) in time. Let $\tau > 0$ be a time increment, and let $N_T := [T/\tau]$ and $t^k := k\tau$ for $k = 0, \ldots, N_T$. In the following we set $\rho^k := \rho(t^k)$ for a function $\rho$ defined in $\Omega \times (0, T)$ or on $\Gamma_i \times (0, T)$, $i = 0, 1$. The time-discrete problem for (8) is to find $\{u^k, \phi^k \in \Omega \times (0, T)$ such that

$$-\nabla \cdot \sigma[u^k, \phi^k] = f^k \quad \text{in } \Omega, \quad k = 0, \ldots, N_T, \quad (27a)$$

$$\eta \nabla \phi^k + \alpha \phi^k - \sigma[u^k, \phi^k] = 0 \quad \text{in } \Omega, \quad k = 1, \ldots, N_T, \quad (27b)$$

$$u^k = g^k \quad \text{on } \Gamma_0, \quad k = 0, \ldots, N_T, \quad (27c)$$

$$\sigma[u^k, \phi^k] n = q^k \quad \text{on } \Gamma_1, \quad k = 0, \ldots, N_T, \quad (27d)$$

$$\phi^0 = \phi^0 \quad \text{in } \Omega, \quad (27e)$$

where $\nabla$ is the backward difference operator $\nabla \rho^k := (\rho^{k+1} - \rho^k) / \tau$.

From the integration by parts, we get the weak formulation of (27); find $\{u^k, \phi^k \in V_g \times \Psi; k = 0, \ldots, N_T\}$ such that

$$\langle \sigma[u^k, \phi^k], \varepsilon[v] \rangle = \ell^k(v), \quad \forall v \in V, \quad k = 0, \ldots, N_T, \quad (28a)$$
with \( \phi^0 = \phi^0 \), where \( k \in V' \) is a linear form on \( V \) defined by, for \( k = 0, \ldots, N_T \),
\[
\ell^k(v) := (f^k, v) + \int_{\Omega} q^k \cdot v \, ds.
\]

In the next theorem we state and prove the uniqueness and existence of solutions to (28) from the Lax–Milgram Theorem.

**Theorem 4.1** (Existence and uniqueness for the time-discrete model). Suppose that Hypotheses (2.2) and (2.7) hold. Then, there exists a unique solution \( \{(\mathbf{u}^k_t, \phi^k_t)\} \subset V(g^k) \times \Psi; \; k = 0, \ldots, N_T \} \) to (28).

**Proof.** Since \( \phi^0 = \phi^0 \) is known, there exists a unique solution \( \{(\mathbf{u}^0_t, \phi^0_t)\} \subset V(g^0) \times \Psi \) of (28a) with \( k = 0 \) from the positivity of \( C \) and the Lax–Milgram Theorem.

We show the existence of solutions to (28) \((k \geq 1) \) by induction. Supposing that \( \phi^{k-1}_l \) is given for a fixed \( k \in \{1, \ldots, N_T \} \), we show that there exists a solution \( \{(\mathbf{u}^k_t, \phi^k_t)\} \subset V(g^k) \times \Psi \) to (28). The equation (28b) yields an explicit representation of \( \phi^k_t \),
\[
\phi^k_t = D^{-1} \left( C e[u^k_t] + \frac{\eta}{\tau} \phi^{k-1}_t \right),
\]
where \( D \) is a fourth-order tensor defined by
\[
D := \left( \frac{\eta}{\tau} + \alpha \right) I + C
\]
for the (fourth-order) identity tensor \( I \) with \( I_{ijkl} := \delta_{ij} \delta_{kl} \). Substituting (29) into (28a), we have
\[
\left( C(I + D^{-1} C)e[u^k_t], e[v] \right)_\Psi = \left( \frac{\eta}{\tau} C D^{-1} \phi^{k-1}_t, e[v] \right)_\Psi + \ell^k(v), \quad \forall v \in V.
\]
We note that (31) can be seen as a system of linear elasticity with a positive elasticity tensor \( C(I + D^{-1} C) \). From the Lax–Milgram Theorem we have the uniqueness and existence of \( u^k_t \subset V(g^k) \) to (31). We obtain \( \phi^k_t \subset \Psi \) from (29). It is obvious that \( \{(u^k_t, \phi^k_t)\} \subset V(g^k) \times \Psi \) satisfies (28). Thus, we find a solution \( \{(u^k_t, \phi^k_t)\} \subset V(g^k) \times \Psi; \; k = 1, \ldots, N_T \} \) to (28) inductively.

Next we show the uniqueness. \( \{(u^0_t, \phi^0_t)\} \subset V(g^0) \times \Psi \) is uniquely determined as mentioned in the beginning of the proof. By linearity, we assume without loss of generality that \( f^k = 0, q^k = 0, g^k = 0 \) and \( \phi^{k-1}_l = 0 \) for any \( k \in \{1, \ldots, N_T \} \). We show that \( \{(u^k_t, \phi^k_t) = (0, 0) \} \subset V \times \Psi \). From (31) and \( \ell^k = 0 \) we have \( u^k_t = 0 \subset V \), which yields from (28b) that \( \phi^k_t = 0 \subset \Psi \). \( \square \)

### 4.2 Gradient flow structure and energy decay estimate for the time-discrete model

The Maxwell model (8) has the gradient flow structure (19). Here, we present a time-discrete version of the gradient flow structure (19) and an energy decay estimate for the solution of (28), which is a discrete version of (20). Let \( E_t^k := E(u^k_t, \phi^k_t) \) for the solution \( \{(u^k_t, \phi^k_t)\} \) of (28). When condition (14) holds true, i.e., \( k^h \) is independent of \( k \), we omit the superscript \( k \) from \( k^h \).

**Theorem 4.2** (Gradient flow structure for the time-discrete model). Suppose that Hypotheses (2.2) and (2.7) and (14) hold. Let \( \{(u^k_t, \phi^k_t)\} \subset (g^k) \times \Psi; \; k = 0, \ldots, N_T \} \) be the solution of (28). Then, the solution satisfies the following for any \( k = 1, \ldots, N_T \):

(i) Gradient flow structure:
\[
(\eta D_t \phi^k_t, \psi)_\Psi = - (\partial E_t)(\phi^k_t)[\psi], \quad \forall \psi \in \Psi.
\]

(ii) Energy decay estimate:
\[
D_t E^k_t + \alpha \tau \left\| D_t \phi^k_t \right\|_\Psi^2 + \tau \left\| D_t (e[u^k_t] - \phi^k_t) \right\|_C^2 = - \eta \left\| D_t \phi^k_t \right\|_\Psi^2 \leq 0.
\]

**Proof.** Let \( k \in \{1, \ldots, N_T \} \) be fixed arbitrarily. Since \( \{(u^k_t, \phi^k_t)\} \) is the solution to (28), we obtain from (28a), (16a) and (18) that \( u^k_t = \overline{u}(\overline{\phi}^k_t) \). Together with Lemma (3.6) and (28b) we have
\[
(\partial E_t)(\phi^k_t)[\psi] = (\alpha \phi^k_t - \sigma [u^k_t, \phi^k_t], \psi)_\Psi = (\eta D_t \phi^k_t, \psi)_\Psi
\]
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For any $\psi \in \Psi$. Hence (32) holds.

The estimate (33) is proved as follows. Using the identity $a^2 - b^2 = (a + b)(a - b)$, $u^k_t - u^{k-1}_t = \tau D_t u^k_t$ and $\phi^k_t - \phi^{k-1}_t = \tau \nabla \phi^k_t$, we have

$$\mathcal{D}_t E^k_t = \frac{1}{\tau} \left[ E(u^k_t, \phi^k_t) - E(u^{k-1}_t, \phi^{k-1}_t) \right]$$

$$= \left( \frac{1}{2} \left( \sigma |u^k_t + u^{k-1}_t, \phi^k_t + \phi^{k-1}_t|, e[D_t u^k_t - \mathcal{D}_t \phi^k_t] \right)_\Omega + \frac{\alpha}{2} \left( \phi^k_t + \phi^{k-1}_t, \mathcal{D}_t \phi^k_t \right)_\Omega - \ell(D_t u^k_t) \right)$$

$$= \left( \frac{1}{2} \left( \sigma |u^k_t, \phi^k_t|, e[D_t u^k_t - \mathcal{D}_t \phi^k_t] \right)_\Omega + \frac{\alpha}{2} \left( \phi^k_t, \mathcal{D}_t \phi^k_t \right)_\Omega - \ell(D_t u^k_t) \right)$$

$$= -\eta \frac{||\mathcal{D}_t \phi^k_t||^2_\Omega - \varepsilon ||D_t u^k_t - \mathcal{D}_t \phi^k_t||^2_\Omega - \frac{\alpha}{2} ||\mathcal{D}_t \phi^k_t||^2_\Omega}{2} \right),$$

which implies (33), where (28) with $v = D_t u^k_t \in V$ and $\psi = D_t \phi^k_t \in \Psi$ and (34) have been employed for the last equality in (35).

Corollary 4.3 (Energy decay estimate for the time-discrete model). Under the same assumptions of Theorem 4.2, it holds that

$$E^k_t \leq E^{k-1}_t, \quad \forall k = 1, \ldots, N_T.$$

Proof. From (33) we have $D_t E^k_t \leq -\eta ||D_t \phi^k_t||^2_\Omega \leq 0$ which yields (36).

5 A P1/P0 finite element scheme

In this section we present a finite element scheme for the Maxwell model (8) and show a gradient flow structure for the discrete system to be given by (37).

5.1 A finite element scheme with an efficient algorithm

Let $\mathcal{T}_h = \{K\}$ be a triangulation of $\Omega$, where $h$ is a representative size of the triangular elements, and let $\Omega_h = \text{int}(\bigcup_{K \in \mathcal{T}_h} K)$. For the sake of simplicity, we assume $\Omega = \Omega_h$. We define finite element spaces $X_h$ and $\Psi_h$ by

$$X_h := \{ v_h \in C(\overline{\Omega}; \mathbb{R}^d) ; v_h|_K \in P_1(K; \mathbb{R}^d), \forall K \in \mathcal{T}_h \},$$

$$\Psi_h := \{ \psi_h \in L^2(\overline{\Omega}; \mathbb{R}^{d \times d}) ; \psi_h|_K \in P_0(K; \mathbb{R}^{d \times d}), \forall K \in \mathcal{T}_h \},$$

where $P_1(K; \mathbb{R}^d)$ and $P_0(K; \mathbb{R}^{d \times d})$ are polynomial spaces of vector-valued linear functions and matrix-valued constant functions on $K \in \mathcal{T}_h$, respectively. For a function $g_{0h} \in X_h$ we define function spaces $V_h(g_{0h})$ and $V_h$ by $V_h(g_{0h}) := X_h \cap V(g_{0h})$ and $V_h := V_h(0)$, respectively.

Suppose that $\{g_{0h}^{k}\}_{k=0}^{N_T} \subset X_h$ and $\phi^0_h \in \Psi_h$ are given, where $g_{0h}^k$ and $\phi^0_h$ are approximations of $g^k$ and $\phi^0$, respectively. We present a finite element scheme for the Maxwell model (8); find $\{ (u^k_h, \phi^k_h) \in V_h(g_{0h}^k) \times \Psi_h ; k = 0, \ldots, N_T \}$ such that

$$\sigma |u^k_h, \phi^k_h|, e[v_h] \right)_\Omega = \ell^k(v_h), \quad \forall v_h \in V_h, \quad k = 0, \ldots, N_T,$$

$$\eta \mathcal{D}_t \phi^k_h + \alpha \phi^k_h - \sigma |u^k_h, \phi^k_h| = 0, \quad \text{in } \Psi_h, \quad k = 1, \ldots, N_T.$$

Thanks to the choice of P1/P0-finite element for $X_h \times \Psi_h$, we have that $e[u^k_h]|_K \in P_0(K; \mathbb{R}^{d \times d})$ for any $K \in \mathcal{T}_h$, and the equation (37b) can be considered on each $K$. Similarly to (29) the equation (37b) provides an explicit representation of $\phi^k_h$,

$$\phi^k_h = D^{-1} \left( C e[u^k_h] + \frac{\eta}{\tau} \phi^{k-1}_h \right),$$

(38)
where $D$ is the tensor defined in (30). Substituting (38) into (37a), we have

$$
(C(I + D^{-1}C)e[u_h^k], e[v_h])_\psi = \left(\frac{\eta}{\tau}CD^{-1}\phi_h^{k-1}, e[v_h]\right)_\psi + \ell^k(v_h), \quad \forall v_h \in V_h.
$$

(Hence, scheme (37) is realized by the next algorithm for $k \geq 1$, while $u_h^0 \in V_h(g_h^0)$ is obtained from (37a) with $k = 0$.)

**Algorithm.** Let a function $\phi_h^{k-1} \in Y_h$ be given for some $k \in \{1, \ldots, N_T\}$. Then, the pair $(u_h^k, \phi_h^k) \in V_h(g_h^k) \times Y_h$ is obtained as follows:

1. Find $u_h^k \in V_h(g_h^k)$ by (39), which is a symmetric system of linear equations.
2. Find $\phi_h^k \in Y_h$ by (38), where $\phi_h^k$ is determined explicitly on each triangular element.

**Remark 5.1.** For given continuous functions $g \in C(\overline{Q} \times [0,T]; \mathbb{R}^d)$ and $\phi^0 \in C(\overline{Q},\mathbb{R}^{d \times d})$ we define

$$
g_h^k := g_h(\cdot,t^k) := \Pi_h^1(g(\cdot,t^k)) \in X_h, \quad \phi_h^0 := \Pi_h^{(0)} \phi^0 \in Y_h,
$$

for $k = 0, \ldots, N_T$, where $\Pi_h^{(0)} : C(\overline{Q},\mathbb{R}^{d \times d}) \rightarrow Y_h$ and $\Pi_h^1 : C(\overline{Q},\mathbb{R}^d) \rightarrow X_h$ are the Lagrange interpolation operators.

**Remark 5.2.** We note that

$$
D^{-1}X = \frac{1}{B_0} \left[X - \frac{\alpha}{B_1} (\text{tr}X)I\right], \quad \forall X \in \mathbb{R}^{d \times d},
$$

where $\beta_0 := 2\mu + (\eta/\tau) + \alpha$, $\beta_1 := d\lambda + \beta_0$, and $I \in \mathbb{R}^{d \times d}$ is the identity matrix.

**Remark 5.3.** (i) In the case of a conforming pair, e.g., P2/P1 element, we have to solve a symmetric system to determine the function $\phi_h^k$ due to the continuity of $\phi_h^k$.
(ii) A similar algorithm is possible for the pair of continuous $P^\ell$ and discontinuous $P^\ell$ finite element spaces ($P^\ell/P^\ell\text{dc}$), $\ell \in \mathbb{N}$, $\ell' = \ell - 1$, for $u$ and $\phi$, respectively.
(iii) Since the locking phenomena often happen for P1-FEM in the displacement formulation, the stress formulation is often used, for example [13]. But the locking problem can be avoided by using P2/P1dc element and/or adaptive mesh refinement technique [14], and the gradient structures of our continuous and discrete models are huge advantages of the displacement formulation.

The next theorem shows on the existence and uniqueness of the solutions to (37).

**Theorem 5.4 (Existence and uniqueness for the finite element scheme).** Suppose that Hypotheses 2.2 and 3.1 hold and that \{g_h^N\}_{k=1}^{N_T} \subset X_h and $\phi_h^0 \in Y_h$ are given. Then, there exists a unique solution \{(u_h^k, \phi_h^k) \in V_h(g_h^k) \times Y_h ; k = 0, \ldots, N_T\} to (37).

**Proof.** We show the existence of a solution to (37). The proof is similar to that of Theorem 4.1. Since $\phi_h^0 \in Y_h$ is known, there exists a unique solution \{(u_h^k, \phi_h^k) \in V_h(g_h^k) \times Y_h of (37) with $k = 0$ from the Lax–Milgram Theorem.

Let $k \in \{1, \ldots, N_T\}$ be fixed arbitrarily and $\phi_h^{k-1} \in Y_h$ be given. From (37b) we obtain (38) and (39), which imply the existence of $\{u_h^k, \phi_h^k \in V_h(g_h^k) \times Y_h$ from the Lax–Milgram Theorem. We omit the proof of the uniqueness, since it is similar to that of Theorem 4.1.

**5.2 Gradient flow structure and energy decay estimate for the finite element scheme**

We assume Hypothesis 5.1 in the rest of this section. Let $E_h := E(u_h^k, \phi_h^k)$ for the finite element solution \{(u_h^k, \phi_h^k)\}_{k=1}^{N_T} of (37).

For $\phi_h \in Y_h$ we also define an energy $E_h : Y_h \rightarrow \mathbb{R}$ and its (Gâteaux) derivative $(\partial E_h)(\phi_h) = (\partial E_h)(\phi_h) ; : Y_h \rightarrow \mathbb{R}$ by

$$
E_h(\psi_h) := \min_{v_h \in V_h(g_h^k)} E(v_h, \psi_h) = E(\pi_h(\psi_h), \psi_h), \quad \psi_h \in Y_h,
$$

$$(\partial E_h)(\phi_h)[\psi_h] := \frac{d}{d\varepsilon} E_h(\phi_h + \varepsilon \psi_h)|_{\varepsilon = 0}, \quad \psi_h \in Y_h,
$$

where $\pi_h(\psi_h) \in V_h(g_h^k)$ is the minimizer of $E(v, \psi)$ defined by

$$
\pi_h(\psi_h) := \arg \min_{v_h \in V_h(g_h^k)} E(v_h, \psi_h).
$$

We present a gradient flow structure and an energy decay estimate for the scheme in (37) which is the discrete counterpart of (32) and (33) in Theorem 4.2.
Theorem 5.5 (Gradient flow structure for the finite element scheme). Suppose that Hypotheses (2.2) and (3.3) and (4.3) hold and that \( \{ \phi^k \}_{k=0}^{N_T} \subset X_h \) and \( \phi_0^k \in \Psi_h \) are given with \( g^k \) independent of \( k \). Let \( \{(u_0^k, \phi_0^k) \in V_h(\Omega_h) \times \Psi; k = 0, \ldots, N_T \} \) be the solution of (37). Then, the solution satisfies the following for any \( k = 1, \ldots, N_T \):

(i) Gradient flow structure:

\[
(\eta \mathbf{D}_\mathbf{c} \phi^k_h, \psi_h)_\mathbf{V} = - (\partial E_{u_0})(\phi^k_h)[\psi_h], \quad \forall \psi_h \in \Psi_h.
\]  

(ii) Energy decay estimate:

\[
\mathbf{D}_\mathbf{c} E^k_h + \frac{\alpha \tau}{2} \| \mathbf{D}_\mathbf{c} \phi^k_h \|^2_\mathbf{V} + \frac{\tau}{2} \| \mathbf{D}_\mathbf{c} (\varepsilon u^k_h - \phi^k_h) \|^2_C = - \eta \| \mathbf{D}_\mathbf{c} \phi^k_h \|^2_\mathbf{V} \leq 0.
\]  

Proof. The proof is similar to that of Theorem 4.2. Let \( k \in \{1, \ldots, N_T\} \) be fixed arbitrarily. Since \( (u_0^k, \phi^k_h) \) is the solution to (37), we obtain from (37a), (16a) and (18) that \( u_0^k = \pi_h(\phi^k_h) \). Together with Lemma 5.6 and (37b) we have

\[
(\partial E_{u_0})(\phi^k_h)[\psi_h] = \frac{d}{d\varepsilon}E_{u_0}(\phi^k_h + \varepsilon \psi_h)|_{\varepsilon=0} = \frac{d}{d\varepsilon}E(\pi_h(\phi^k_h + \varepsilon \psi_h), \phi^k_h + \varepsilon \psi_h)|_{\varepsilon=0}
\]

\[
= (\partial E)(\pi_h(\phi^k_h), \phi^k_h)[\psi_h] = (\alpha \phi^k_h - \sigma [u_0^k, \phi^k_h], \psi_h)_\mathbf{V} = (-\eta \mathbf{D}_\mathbf{c} \phi^k_h, \psi_h)_\mathbf{V}
\]

for any \( \psi_h \in \Psi_h \). Hence (42) holds.

From (37) with \( v_h = \mathbf{D}_\mathbf{c} u_0^k \in \mathbf{V}_h \) and \( \psi_h = \mathbf{D}_\mathbf{c} \phi^k_h \in \Psi_h \) and (44), we have

\[
\mathbf{D}_\mathbf{c} E^k_h = \frac{1}{\tau} \mathbb{E}(u_h^k, \phi^k_h) - E(u_h^{k-1}, \phi_h^{k-1})
\]

\[
= (\sigma [u_0^k, \phi^k_h], \mathbf{D}_\mathbf{c} u_0^k)_\mathbf{V} - \mathbb{E}(\mathbf{D}_\mathbf{c} u_0^k) + (\alpha \phi^k_h - \sigma [u_0^k, \phi^k_h], \mathbf{D}_\mathbf{c} \phi^k_h)_\mathbf{V} - \frac{\tau}{2} \| \varepsilon \mathbf{D}_\mathbf{c} u_0^k \|^2_C - \frac{\alpha \tau}{2} \| \mathbf{D}_\mathbf{c} \phi^k_h \|^2_\mathbf{V}
\]

which implies (43).

Corollary 5.6 (Energy decay estimate for the finite element scheme). Under the same assumptions in Theorem 5.5 it holds that

\[
E^k_h \leq E^{k-1}_h, \quad \forall k = 1, \ldots, N_T.
\]  

Proof. From (43) we have \( \mathbf{D}_\mathbf{c} E^k_h \leq - \eta \| \mathbf{D}_\mathbf{c} \phi^k_h \|^2_\mathbf{V} \leq 0 \), which implies (45).

6 Numerical results

In this section numerical results in 2D for two examples below are presented, where we set

\[
\Omega = (0, 1)^2, \quad \lambda = \mu = \eta = 1, \quad q = 0, \quad \phi^0 = 0.
\]

To observe the effect of the relaxation parameter \( \alpha \) we use three values of \( \alpha \),

\[
\alpha = 0, 1, 2.
\]

The examples are solved by the scheme in (37) with \( \tau = 0.01 \) and a non-uniform mesh generated by FreeFem++ [5] as shown in Fig. 3, where the division number of each side of the domain is 40, i.e., \( h = 1/40 \). The total number of elements is 3,794 and the total number of nodes is 1,978.

Example 6.1. Let \( I_0 = \{ x \in \partial \Omega; x_1 \in (0, 1), x_2 = 1 \} \), \( T = 1, f = (0, -1)^T \), \( g = (0, 0)^T \).

Example 6.2. Let \( I_0 = \{ x \in \partial \Omega; x_1 = 0, 1, x_2 \in (0, 1) \} \), \( T = 2, f = (0, 0)^T \), \( g = (x_1, 0)^T \).
The first example is solved in order to see a typical viscoelastic phenomenon, creep, where $f = (0, -1)^T$ corresponds to the gravity force acting on the viscoelastic body, and the top lid is fixed. Fig. 4 shows a time evolution of the shape of the material for $\alpha = 0$ (left), $1$ (center) and $2$ (right), and Fig. 5 illustrates the energy as a function of time for the three values of $\alpha$. We observe that the square domain has been expanded gradually depending on the value of $\alpha$ and that the energy decay property (see Theorem 5.5) is realized numerically. It is well known that the creep behavior of real materials cannot be predicted by the pure Maxwell model ($\alpha = 0$). As shown in the left column of Fig. 4 and a solid line in Fig. 5 the displacement and the strain increases and the elastic energy decreases both almost linearly in time. However, most of the viscoelastic materials such as polymers behave not linearly under constant load but have some certain bounds of the displacement and the elastic energy as shown in the cases $\alpha = 1, 2$.

We solve the second example to observe another typical viscoelastic phenomenon known as stress relaxation. We test for different values of $\alpha$. Here we simply impose $u = g$ on $\Gamma_0$ for $t > 0$, while $\phi = 0$ at $t = 0$. Similarly to the case of Example 6.1, Fig. 6 shows a time evolution of the shape of the material for $\alpha = 0$ (left), $1$ (center) and $2$ (right), and Fig. 7 illustrates the energy as a function of time for the three values of $\alpha$. In the case of $\alpha = 0$, the shapes of top and bottom lids of the deformed domain are almost flat at $t = 2$. On the other hand, in the case of $\alpha = 1$ and $2$, we can see the curved top and bottom lids at $t = 2$, which are the effect of relaxation parameter $\alpha$. In the case of $\alpha = 0$, the displacement and the strain increases and the elastic energy decreases both almost linearly in time. However, most of the viscoelastic materials such as polymers behave not linearly under constant load but have some certain bounds of the displacement and the elastic energy as shown in the cases $\alpha = 1, 2$.

7 Conclusions

We have developed a gradient flow structure and established an energy decay property for the extended Maxwell viscoelastic model in Theorem 3.4. For a backward Euler time-discretization of the model, we have proved the existence and uniqueness of its solutions in Theorem 4.1 and established the time-discrete gradient flow structure of the corresponding energy in Theorem 4.2. A P1/P0 finite element scheme preserving the structure has been presented, where the solvability and the stability in the sense of energy have been ensured in Theorems 5.4 and 5.5, respectively. The backward Euler method has been employed for the time integration in the scheme. The scheme is, however, realized by an efficient algorithm, cf. Algorithm on p.11 where for each time-step the function $\phi^k$ is determined explicitly on each triangular element. Two-dimensional numerical results have been shown to observe the typical viscoelastic phenomena, creep and stress relaxation and the effect of the relaxation parameter $\alpha$.

The existence and uniqueness of the Maxwell model 9 and the error estimates of the scheme will be presented in a forthcoming paper.
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Figure 4: Time evolution of the deformed shapes of the domain for $t = 0.0, 0.1, 0.3, 0.5$ and $1.0$ (top to bottom) for Example 6.1: left (a): $\alpha = 0$, center (b): $\alpha = 1$, right (c): $\alpha = 2$. 
Figure 5: The energy $E^k_n$ ($k = 0, \ldots, N_T$) as a function of time for Example 6.1.
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Figure 6: Time evolution of the deformed shapes of the domain for $t = 0.0, 0.1, 0.3, 0.5$ and $1.0$ (top to bottom) for Example 6.2: left (a): $\alpha = 0$, center (b): $\alpha = 1$, right (c): $\alpha = 2$. 
Figure 7: The energy $E_k^\alpha \ (k = 0, \ldots, N_T)$ as a function of time for Example 6.2.

Figure 8: $\|\sigma_{11}[u^\alpha_h, \phi^\alpha_h]\|_{L^\infty(\Omega)} \ (k = 0, \ldots, N_T)$ as a function of time for Example 6.2.