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Abstract

A novel simulator called VMAgent is introduced to help RL researchers better explore new methods, especially for virtual machine scheduling. VMAgent is inspired by practical virtual machine (VM) scheduling tasks and provides an efficient simulation platform that can reflect the real situations of cloud computing. Three scenarios (fading, recovering, and expansion) are concluded from practical cloud computing and corresponds to many reinforcement learning challenges (high dimensional state and action spaces, high non-stationarity, and life-long demand). VMAgent provides flexible configurations for RL researchers to design their customized scheduling environments considering different problem features. From the VM scheduling perspective, VMAgent also helps to explore better learning-based scheduling solutions.

1 Introduction

Reinforcement learning (RL) has shown competitive performance in games (Silver et al., 2018; Ye et al., 2020) and robotics simulators (Schulman et al., 2017; James & Johns, 2016). Recently, it has received extreme attention to solving mathematical optimization problems (e.g., linear programming, mixed-integer programming, combinatorial optimization) with RL methods (Nair et al., 2020). Scheduling is one of the typical mathematical optimization problems. It widely exists in real-world applications (Shyalika et al., 2020), like cloud computing, transportation, manufacturing, etc. Especially in cloud computing, virtual machine scheduling is the core of Infrastructure as a Service (IaaS) (Liu & Qiu, 2016; Hadary et al., 2020). Many classical combinatorial optimization methods were used to solve offline VM scheduling problem (Wolke et al., 2015). However, practical scheduling scenarios mainly rely on heuristic methods (Bays, 1977) due to the online requirement. Unfortunately, Heuristic methods heavily depend on expert knowledge and might get stuck in sub-optimal solutions. The RL-based method has great potential to solve VM scheduling problems, and primary advantages have been shown in Sheng et al. (2022). To explore further with RL, an efficient and realistic VM scheduling simulator is necessary to be proposed.

In this paper, we propose a novel VM scheduling simulator called VMAgent, based on real data from Huawei Cloud’s actual operation scenarios. VMAgent aims to simulate the scheduling process of virtual machine requests (allocating and releasing CPU and memory resources) on multiple servers. It
builds virtual machine scheduling scenarios based on practical system architecture, including fading, recovering, and expansion. The fading scenario allows only requests allocation, while the recovering scenario allows both allocating and releasing VM resources. Different from them, the expansion scenario allows adding servers to avoid termination, which is common in the growing public cloud. Our VMAgent provides flexible configurations to define these scenarios. VMAgent provides an efficient simulation platform, which can reflect the real situations of cloud computing. Furthermore, VMAgent provides simple but powerful visualizations for deeply understanding and effectively comparing VM scheduling algorithms. From the perspective of VM scheduling, few companies open-sourced their cloud data (Hadary et al., 2020). The few open-sourced data often contain redundant information, and critical information is often transformed into less meaningful float numbers. Thus our VMAgent is critical for exploring novel methods on VM scheduling, especially for RL methods.

Given the excellent simulating performance of VMAgent, it is an ideal platform for RL-based VM scheduling algorithms. Besides the flexible and efficient advantage mentioned above, it can cover both VM scheduling and RL challenges. VMAgent can accommodate a large number of servers, which leads to the high dimensional state and action spaces. It can also set the VM request sequences dynamically similar to real clouds (contain the various size of allocating and release requests), which brings in the high non-stationarity. VMAgent has an expansion mechanism for continuous execution, which stands for the life-long demand. These challenges are also three key aspects to apply RL to real-world problems. From the RL perspective, although there are many simulators for RL, such as Atari (Mnih et al., 2015), MuJoCo (Schulman et al., 2017) and Dota 2 (Ye et al., 2020), there are still no simulators for cloud computing. To sum up, VMAgent is the first virtual machine simulator with real-world data. It provides a powerful platform to explore the law and scope of the VM scheduling problem and help design and test efficient RL methods. Therefore, it contributes to both VM scheduling and RL communities.

2 The VMAgent Platform

The VMAgent project is a reinforcement learning platform for virtual machine scheduling. VMAgent can build virtual machine scheduling scenarios based on practical system architecture and open-source VM scheduling dataset, Huawei-East-1, from Huawei Cloud. In addition, it also provides flexible configurations to define a variety of scheduling scenarios that correspond to the aforementioned challenges in applying RL to real-world problems. Finally, VMAgent can provide simple but powerful visualization schemes for deeply understanding and effectively comparing VM scheduling algorithms.

2.1 Scheduling Fundamentals

The Huawei-East-1 dataset was collected in the east china region of Huawei Cloud for one month. It includes 241743 requests and 15 types virtual machines. In our scheduling environment, we define the agent’s observation as the combination of cluster status and the current request information. The cluster status includes the number of servers within the cluster, the resource occupancy of each server, and servers’ specific architecture (double NUMA (Lameter, 2013)). The current request information can be categorized into two types: 1) allocation request, which includes the feature of resources, such as the amount of needed CPU and memory; 2) release request, which only includes the VM ID. If an allocation request is encountered, the scheduler needs to select a server (identified by a unique VM ID) with correspondingly occupied resources to place the request. If a release request is encountered, the cluster will release the resources occupied by the specified VM.

---

脚注：

1 https://github.com/mail-ecnu/VMAgent
2 https://github.com/mail-ecnu/VMAgent/blob/master/vmagent/data/dataset.csv
2.2 Configuration Language

We utilize YAML to provide flexible configurations. The configurations can be categorized into two types: cluster configuration and scene configuration. The following example shows an expansion scenario which will be described in detail in the following subsection.

```
cluster_args:  env_args:
    N: 100             allow_release: True
    CPU: 40            growing_threshold: 0.8
    MEM: 90            growing_nums: 20
    double_numa: True
```

2.3 Baseline Algorithms

To help researchers better exploit the platform, we implemented two fundamental heuristic methods (first-fit and best-fit (Bays, 1977)), which are often adopted in current practical scheduling scenarios. Further, many RL methods (DQN (Mnih et al., 2015), A2C (Mnih et al., 2016), PPO (Schulman et al., 2017), SAC (Haarnoja et al., 2018), Sched-Q (Sheng et al., 2022)) are provided as baselines. In the future, more baseline algorithms will be added, including some combinatorial optimization methods.

3 Scenarios and Visualization

In VMAgent, we provide three scenarios that came from the practical scheduling, i.e., recovering, fading and expansion.

**Recovering.** The recovering scenario considers both allocating and releasing requests, which is common in the public cloud when the resource pool will not be expanded. The corresponding resources are released from the cluster when the release requests come. Due to the continual unpredictable release requests, the environment faces high non-stationarity.

**Fading.** The fading scenario only allows allocation requests, which is common in the dedicated cloud. When the number of servers is large, the high-dimension issue comes.

**Expansion.** The expansion scenario considers that several servers will be expanded if the remaining resources are lower than a certain threshold, common in the public cloud when the resource pool can be expanded. The cloud cluster will add several servers before being terminated. This scenario leads to a life-long VM scheduling problem.
Finally, to deeply understand and compare VM scheduling algorithms (especially with baselines), we provide the visualization module of our platform as shown in Figures 1 and 2. This module could visualize the dynamic of cluster status under the corresponding VM scheduling algorithm when continually handling requests (Figure 1) and the comparison between different algorithms (Figure 2).

4 Conclusion

In this paper, we introduce the VMAgent simulator, to help the RL community investigating critical challenges in applying RL to real-world problems. VMAgent can also benefit to VM scheduling community, which can be employed to design efficient RL-based VM scheduling methods. VMAgent contains simple but powerful visualization module for understanding and comparing VM scheduling algorithms.
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