ABSTRACT This study aimed to anticipate fractures of fragile food during robotic food manipulation. Anticipating fractures allows a robot to manipulate ingredients without irreversible failure. Food fracture models investigated in food texture fields explain the properties of fragile objects well. However, they may not directly apply to robot manipulation due to the variance in physical properties even within the same ingredient. To this end, we developed a fracture-anticipation system with a tactile sensing module and a simple recurrent neural network. The key idea was to allow the robot to break ingredients during training-sample collection. The timing of fractures was identified via simple signal processing and used for supervision. We performed real robot experiments with three typical fragile foods: tofu, potato chips, and bananas. As the first step toward flexible fragile-object manipulation, we evaluated the proposed method for the fundamental task of object picking. The method successfully grasped the fragile foods without fractures in an online demonstration. In an offline evaluation, the method predicted the fractures with a recall of approximately 80% for all ingredients with 60 breaking trials. We believe that our method can be used to avoid breakage in other types of food manipulation, e.g., holding, pressing, and rolling.

INDEX TERMS Robotic food manipulation, fracture anticipation, tactile sensing.

I. INTRODUCTION Food is a central element of human life and has various industrial demands. In the context of population aging, robotics applications such as home cooking assistance [1] and food-preparing robots in factories and restaurants [2], [3] have high expectations; however, food manipulation is non-trivial because food is edible and thus fragile.

Fracture-free manipulation is achieved by avoiding excessive force when gripping the object. One popular approach is slip detection [4], in which the minimum force needed to move an object is determined by detecting a current slip. In collaboration with these minimum-force identification techniques, knowing the margin force for fracture is beneficial for robotic manipulation. To this end, we propose a new task of fracture anticipation, which identifies the maximum force in fragile-object manipulation before fracturing the object.

Food fractures have been investigated mainly in food texture studies [5], with the aim of establishing models that explain how fracture occurs, according to the relationship between force and deformation. Such models explain the properties of fragile objects well. However, studies have revealed the difficulty of applying such knowledge to robotics applications due to the significant variance in physical properties even within the same ingredient [6].

To overcome the significant differences in physical properties, we designed a learning-based framework for robots to anticipate fractures. It consists of tactile sensors equipped with a two-finger gripper, which determines the physical properties of individual foods. Human infants explore the physical properties of objects by touching them [7]. Similarly,
we let the robot break the food ingredients to determine when the fracture occurs (Fig. 1). We adopted a long short-term memory (LSTM) classifier [8] and an LSTM-based Seq2Seq model [9] to prove the concept of the proposed framework.

We experimentally evaluated the framework with real food data and a robot. Three fragile ingredients were adopted: tofu, potato chips, and peeled bananas. In an online demonstration, we applied the proposed framework to food ingredient picking. The robot trained by our framework successfully grasped the objects without fractures. In an offline evaluation, we evaluated the fracture-anticipation model using samples with known fracture points. We prepared the test samples with within-category differences in physical properties (e.g., different poses and stiffnesses) to evaluate the robustness of the learning-based approach.

The contributions of the study are threefold:
- We propose a new task of fracture anticipation, which aims to estimate the maximum force during object manipulation.
- We developed a data-collection framework by breaking food objects to train the anticipation model. At the data-collection stage, the robot breaks fragile objects, and the fracture timing is automatically identified via simple signal processing. We experimentally validated the concept using simple LSTM models trained with the identified timing.
- We applied the fracture-anticipation model to robotic food-picking tasks. The robot successfully grasped the fragile foods without causing fractures.

The remainder of this paper is organized as follows. Section II introduces related studies. Sections III and IV present the problem formulation and the proposed method. Sections V and VI present our experiments. Section VII discusses the experimental results. Finally, Section VIII concludes the paper.

II. RELATED WORKS

This section introduces studies related to robotic food manipulation and fracture analysis for robot applications.

A. ROBOTIC FOOD MANIPULATION

Robots have performed various food-handling tasks, such as picking [10], [11], [12], cutting [6], rolling pizza dough [13], and flipping a pancake [14], some of which require careful manipulation to avoid breaking ingredients. Many physically soft robotic grippers that allow large deformation have been developed to adapt to food products that vary widely with regard to size, texture, weight, fragility, and shape. Magnetorheological fluids [15], viscoelastic fluids [10], [16], pneumatic fluids [17], jamming structures [18], and elastomers [19], [20], [21] have been used. Although these grippers are suitable for grasping fragile food ingredients, they are not used for other food manipulation. Meanwhile, we use a universal two-finger gripper and tactile sensors [22], which will be applied to various food manipulation.

B. FRAGILE-OBJECT MANIPULATION WITH TACTILE SENSORS

Many studies have addressed the manipulation of fragile objects, including food, using tactile sensors. Romano et al. proposed a heuristic-based grasping strategy inspired by human behavior using tactile sensors and an accelerometer [23]. Misimi et al. and Lillienstjold et al. proposed learning from human demonstrations to grasp food objects [24], [25]. Additionally, feedback control systems using slip detection [26], [27], [28] have been developed. Other papers proposed extracting features or qualities of foods by breaking or touching them [29], [30], [31], [32]; however, these properties were not used for fracture anticipation.

Researchers have proposed detecting the beginning of fracture of fragile foods in a rule-based manner [16] or by using the estimation error of the pressures in fingers based on polynomial models [10] for robotic food manipulation. The proposed task of fracture anticipation can be used in collaboration with these methods, where the detected fracture is used as supervision.
III. DEFINITION OF FRACTURE AND FRACTURE-ANTICIPATION PROBLEM

To explain our framework in detail, we present a definition of food fracture and formulate the fracture-anticipation problem in this section.

A. DEFINITION OF FRACTURE

In this study, a robot arm with a parallel gripper and two distributed tactile sensors was used. Each tactile sensor had 16 taxels. Fig. 2 shows the signals measured by the 16 taxels in one of the tactile sensors when the robot closes its gripper and breaks food ingredients. The horizontal axis indicates time, and the vertical axis indicates the norm of the three-axis force signal. The line colors correspond to the locations of the taxels. As the forces on the taxels increased, the peak force appeared at different times for the different taxels. Although identifying the exact moment of fracture was difficult, we noted that fracture could only be observed visually after the forces had peaked. We observed similar tendencies for tofu, potato chips, and bananas. Thus, in this study, fracture was considered to occur when the first peak force appeared among the 32 taxels of the two tactile sensors. In this breaking trial, fracture occurred at approximately 5.5, 2.5, and 5.0 s for tofu, potato chips, and banana, as shown in Fig. 2. Our framework is not limited to this simple definition of fracture; it is compatible with more sophisticated fracture detection methods [10], [16].

B. PROBLEM FORMULATION

Fig. 3 shows the mathematical notation for the fracture-anticipation problem. The robot must stop before it creates a crack or fracture during food manipulation. To ensure this, we stop the robot’s motion at the timestep $T_p - m$, where $T_p$ represents the timing of the fracture (the peak time) and $m$ is a safety margin. Let $t_w = t - w$ be the first timestep of the input observation and $t_δ = t + δ$ be the target timestep of fracture prediction. Then, the fracture-anticipaton problem is formulated as $y_{t_δ} = f(X_{t_w,t})$, where $X_{t_w,t} = \{x_{t_w}, \ldots, x_t\}$ is a sequence of observations from the tactile sensors and $y_{t_δ}$ is a binary value that indicates whether the robot exceeds the fracture timing (True if $T_p - m \leq t_δ$, False otherwise).

IV. LEARNING-BASED FRACTURE ANTICIPATION FOR ROBOTIC MANIPULATION

This section describes the fracture-anticipation network and its application to robotic manipulation.

A. FRACTURE-ANTICIPATION NETWORK

We aimed to predict the fracture at least $δ$ timesteps in advance. To achieve this, we adopted two simple recurrent neural network (RNN) models: a simple LSTM classifier and a Seq2Seq model [9], which are denoted as Proposed1 and Proposed2, respectively.

Let $E : X_{t_w,t} \rightarrow \{z_t, h^E_t\}$ be an LSTM encoder, where $z_t$ represents the output of the LSTM and $h^E_t$ represents the
hidden state of $\mathcal{E}$ at time $t$. The Proposed1 model consists of $\mathcal{E}$ and a dense layer $\mathcal{M}: z_t \rightarrow \hat{y}_{ts}$, where $\hat{y}_{ts}$ is an estimate of the binary fracture state $y_{ts}$ (Fig. 4).

The Proposed2 model predicts forthcoming observations $X_{t+1:t+k}$ in addition to $y_{ts}$. It consists of $\mathcal{E}$ and an LSTM decoder $\mathcal{D}: \{x_t, h_E^t\} \rightarrow \{\hat{X}_{t+1:t+k}, \hat{y}_{t+k}\}$ (Fig. 5), where $\hat{X}$ (or $\hat{x}$ for an element in $\hat{X}$) is an estimate of observation $X$ (or $x$). The multi-task strategy of Proposed2 may help guide the training and enhance the explainability by estimating $X_{t+1:t+k}$. Generally, the uncertainty of future events gradually increases. Hence, the sequential estimation may reduce the difficulty of predicting subsequent events. Additionally, anticipating $\hat{X}_{t+1:t+k}$ is useful for understanding how the model made a decision of $\hat{y}_{ts}$.

To achieve the above intention, we trained Proposed1 to minimize the loss function $L_{ce}(\hat{y}_{ts}, y_{ts})$, where $L_{ce}$ represents the binary cross entropy. We trained Proposed2 using the following loss function:

$$L(X_{t:t+k}, Y_{t+1:t+k}) = \sum_{k=1}^{\delta} L_{ce}(\hat{y}_{t+k}, y_{t+k}) + L_{mse}(\hat{x}_{t+k}, x_{t+k}),$$  

where $L_{mse}$ represents the mean squared error (MSE), and $\hat{x}_{t+k}$ represents a noise-removed observation. We calculate $L_{ce}$ not only for $y_{ts}$ but for the entire sequence of $Y_{t+1:t+k}$ to optimize identical latent feature extraction, regardless of the difference in the timestep.

To calculate $L_{mse}$, we use a simple moving-average operation to remove the noise from $x_{t+k}$ and obtain $\hat{x}_{t+k}$. Minimizing the MSE implicitly reduces this noise, as predicting a random value is theoretically impossible, and the MSE loss models it as a normal distribution. However, a noisy ground truth may lead to overfitting. We applied explicit noise reduction to prevent overfitting.

### B. ROBOTIC FOOD PICKING APPLICATION

We tested our framework with a food-picking task, which is one of the fundamental tasks in food manipulation. In this context, fracture anticipation helps the robot stop the grasping motion immediately before fracture occurs. This not only prevents the robot from breaking foods but also ensures that the robot grasps them as firmly as possible for subsequent manipulations. In the picking task, the robot closes its gripper while collecting tactile data to anticipate fracture in every timestep. When a fracture is predicted, the robot stops closing the gripper and lifts the gripper upward with the picked object.

### V. EXPERIMENTAL SETUP

We performed experiments with real food ingredients and a robot to validate our framework for sample collection and learning-based fracture anticipation. The objective was to confirm that our method could accurately predict fracture, allowing the robot to pick up different types of fragile objects without fracture.

![FIGURE 4. Simple LSTM classifier Proposed1 for fracture anticipation. We implemented a model with LSTM $\mathcal{E}$ and a dense layer $\mathcal{M}$.](image4.png)

![FIGURE 5. Seq2Seq model Proposed2, as another fracture-anticipation approach. We implemented the model using LSTM networks for $\mathcal{E}$ and $\mathcal{D}$.](image5.png)

### B. DATASET GENERATION

To train and test our model offline, we collected a dataset. During the data collection, the robot repeated the following motions:

1) Move its position to above the target.
2) Open the gripper and lower it to a position where it touches the table’s surface.
3) Completely close the gripper.
4) After waiting for 3 s, open it to release the target object.
5) Return to the initial position.

Because our model was structured to predict forthcoming tactile values at every timestep, we needed ground-truth values.

---

1 These textures correspond to ductile and brittle fractures, respectively.
tactile data to compare the predicted tactile values from LSTM cells with the ground truth. In addition, to create the ground-truth labels when the target object broke during training and offline evaluation, we automatically detected the fracture point (i.e., the force peak point in Fig. 3).

The tactile data obtained by our system were not always recorded at regular intervals, included noise, and could lead to incorrect peak-point detection, making the prediction task difficult. Therefore, we preprocessed the tactile data by resampling the data at regular intervals. Specifically, we first resampled the data at equal intervals of 0.008 s via linear completion and then calculated the L2 norm of the data from the 32 taxels. Then, we converted the L2-norm data into the frequency domain and cut off the frequencies with values below the threshold to reduce the amount of noise. The threshold was set as $5 \times 10^{-5}$. After the noise was removed from the tactile data, we detected each peak point and defined the first peak among the 32 taxels as the ground-truth force peak. To make the peak detection more reliable, we removed the tactile data where the timing of the peak force and the visibly observed fracture are significantly different. We ignored peak points as noise when their L2 norm was <0.004. Finally, we set $T_p$ as the first force peak among the 32 taxels and $y_t^p$ as True under the condition of $T_p - m \leq t_s$. These procedures were implemented using SciPy libraries, i.e., linear interpolation, fast Fourier transform, inverse fast Fourier transform, and signal libraries.

We recorded tactile data for tofu, potato chips, and banana in 60 trials for each object. Diverse samples were used, with different brands, shapes, and positions (Fig. 7). We aimed in 60 trials for each object. Diverse samples were used, with different brands, shapes, and positions (Fig. 7). We aimed to reduce alignment-dependent variance, we used the difference between two consecutive observations as $x_t$.

![Robot arm](image1.png)

**FIGURE 6.** Our experimental setup. We used a parallel gripper and two distributed tactile sensors.

![Tofu](image2.png)

**FIGURE 7.** Setup for picking up objects. We prepared tofu, potato chips, and bananas of several brands as examples of slippery or thin fragile objects and placed them in different shapes and poses.

two different brands. We placed them in a concave-upward pose (Pose A) or an upside-down pose (Pose B). For bananas, we prepared three different brands with different levels of maturity (soft and hard). They were always round-sliced, with thicknesses ranging from approximately 0.7 to 1.5 cm. The round surface was in contact with the ground and gripper, but the cut surfaces were untouched (Pose A).

**C. LEARNING SETUP**

To organize the models in Figs. 4 and 5, we used two-layered LSTM networks for the encoder $E$ and decoder $D$. All the layers had 32 hidden units. The output $z_t$ of $E$, which was the input to the dense layer $M$, was set as a 32-dimensional vector.

With the LSTM encoder, we must flatten the $(4 \times 4 \times 3)$-dimensional signals into a 96-dimensional vector. Thus, ConvLSTM [35] networks may be considered more efficient. However, their effect may be small because the size of the tactile map $(4 \times 4)$ is similar to that of the convolution kernel $(3 \times 3)$. Hence, we implemented the model with the simple RNN architecture. Similarly, we avoided using a transformer owing to the limited number of training samples. $D$ had two outputs: a 96-dimensional vector $\hat{y}_{t+k}$ and a logit. We processed the logit with the sigmoid function and obtained $\hat{y}_{t+k}$.

The absolute value of the signals has little meaning under our robot platform because it depends on the alignment between sensing points and the contact surfaces. Thus, to reduce alignment-dependent variance, we used the difference between two consecutive observations as $x_t$. 
We trained a model for 200 epochs using the stochastic gradient descent (SGD) optimizer with a momentum of 0.5. The initial learning rate was set as 0.01, and the rate decayed by 0.8 every 30 epochs. The other parameters for SGD remained at their default values. We experimentally set the safety margin as \( m = 8 \). We used PyTorch 1.9.0 and CUDA 11.1 for the training.

**D. BASELINE AND EVALUATION FOR ROBOTIC PICKING TASK**

We compared our method with a manually designed baseline for the picking task. We expected our method to be more successful than the baseline in picking up the ingredients without fractures.

The baseline used a gradient: the difference of the consecutive observations divided by the time difference. The robot stopped when the gradient exceeded a predetermined threshold; thus, it stopped before collapsing the resisting structure of the object. The threshold was manually tuned via trial-and-error for each food: 0.02 for tofu, 0.05 for bananas, and 0.13 for potato chips.

We tested the different methods with 25 trials for each object. For tofu, we conducted 20 trials for \{Brand1, Brand2\} \times \{Pose A, Pose B\} (five trials for each condition) and five additional trials with the softer tofu (Brand2) cut into a cube with 50 mm. This was an unseen shape for the trained model.

For potato chips, we performed five trials with Pose A for two brands and five with Pose B for one brand (15 trials). In addition, as an unseen location, we shifted the object along the tactile sensor’s horizontal axis for five trials.

For bananas, we performed five trials for each of the three brands with the same pose as the training data (15 trials total). Ten additional trials involving unseen poses were performed: five trials with the cut surface(s) in contact with the gripper (Pose B) and five trials with the cut surface(s) in contact with the ground (Pose C). Poses B and C were unseen.

**VI. RESULTS**

This section presents experimental results of online object picking and offline fracture anticipation.

**A. PICKING PERFORMANCE**

Table 1 presents the picking performance achieved using a rule-based baseline, Proposed1, and Proposed2 under different conditions (i.e., brands, shapes, and poses). We defined successes as cases where the robot picked up and placed the object without causing cracks or dropping the object; other cases were defined as failures. We used the trained models of Proposed1 and Proposed2 that exhibited the highest accuracies among the five holds described in Section VI-B. For picking up bananas, the number of successes was comparable among the baseline and the proposed methods. However, our methods were more successful than the baseline for tofu and potato chips. Overall, our method achieved success rates of \( \geq 80\% \) for all objects. Fig. 8 shows examples of the successful and failed cases of picking up objects.

**B. FRACTURE-ANTICIPATION PERFORMANCE**

Table 2 presents the prediction accuracies of our models, which were used to evaluate the model performance. Here, Accuracy represents the percentage of the agreement between the predicted labels and the ground truth. Precision represents the percentage of timesteps with True (i.e., the target object was fractured) labels among the timesteps the model predicted as True. Recall represents the percentage of timesteps predicted as True by the model among the timesteps with the True label. The F-measure is the harmonic mean of the Precision and Recall scores. Each value was the mean score of fivefold cross-validation.

Because our goal was to grasp target objects without fracturing them, the priority for our model was to avoid passing the fracture point. Thus, the Recall score was the most important evaluation metric. As indicated by Table 2, our models achieved recall scores of approximately 80%, and the recall results for Proposed1 and Proposed2 were comparable.

**VII. DISCUSSION**

In this section, our results are discussed, along with future directions. We evaluated two RNN-based models: Proposed1 (a simple RNN-based model) and Proposed2 (the Seq2Seq model). Both models achieved picking success rates of \( \geq 80\% \) and prediction with approximately 80% recall, as shown in Tables 1 and 2. For picking up potato chips, the Seq2Seq model had slightly higher success rates than the simple RNN model. The Seq2Seq model may predict
immediate changes in fracture dynamics because it predicts future observations. Additionally, our method achieved higher success rates than the baseline because of the stable fracture anticipation. For picking up tofu and potato chips, the objects were sometimes broken in the case of the baseline because the gripper was completely closed. The baseline may have been vulnerable to varieties in the objects, causing fracture without exceeding the threshold. We believe that our fracture-anticipation method can be used to avoid breakage in other types of food manipulation, e.g., holding ingredients for cutting, pressing ingredients to investigate their quality [31], and rolling pizza dough [13].

We investigated how the objects were picked. Fig. 9 shows tactile signals for successful and failed trials of tofu picking using Proposed1 and Proposed2. As shown in Fig. 9(a), when the robot grasped tofu without fracturing it, the tactile peak point did not appear before the moment the gripper stopped moving, and the peak points were aligned for all the sensor data in the time-axis direction. Although some peak points appeared (red points), we can ignore them, because the forces were insufficient to break the tofu, as described in Section V-B. However, as shown in Fig. 9(b), when the robot grasped the tofu too strongly and fractured it, some tactile values of the gripper exceeded their peaks and began to decrease.

Fig. 10 shows the prediction accuracy with respect to the number of training data for Proposed1. We prepared 160 banana pieces: 120 for training, 20 for validation, and 20 for testing. The accuracy increased with the number of training samples; however, it stopped significantly increasing when the number of samples reached 50.

Although our method could manipulate food ingredients without fracture, there is room for further investigation and improvement. First, even though grasping was challenging as the softness varies in the same ingredients shown in this study, we need to extend the scalability of our method by tackling more various food objects and brands. Furthermore, we will investigate whether our fracture anticipation network can be used for different tasks, for example, whether the robot can continue grasping the food object without slippage and fracture even though the gripper is moved faster or shaken. Our method can learn the picking strategy more efficiently. To this end, we will consider transfer learning approaches [36], [37] for our fracture-anticipation network. Finally, it would be

### TABLE 1. Picking performance for tofu, bananas, and potato chips with different shapes and poses.

| Toy | Property | Shape and pose | Baseline Th=0.02 Success/try (crush, fail) | Proposed1 Success/try (crush, fail) | Proposed2 Success/try (crush, fail) |
|-----|----------|----------------|--------------------------------------------|------------------------------------|------------------------------------|
| Tofu | Brand1   | Cuboid / Pose A | 5/5 (0.0) | 5/5 (0.0) | 5/5 (0.0) |
| Tofu | Brand1   | Cuboid / Pose B | 1/5 (4.0) | 3/5 (0.2) | 4/5 (1.0) |
| Tofu | Brand2   | Cuboid / Pose A | 4/5 (1.0) | 5/5 (0.0) | 5/5 (0.0) |
| Tofu | Brand2   | Cuboid / Pose B | 0/5 (5.0) | 4/5 (0.1) | 2/5 (0.3) |
| Tofu | Brand2   | Cube (unseen)  | 0/5 (5.0) | 5/5 (0.0) | 5/5 (0.0) |
| Total |         |                | 10/25 (15.0) | 22/25 (0.3) | 21/25 (1.3) |

| Potato chips | Property | Pose | Baseline Th=0.13 Success/try (crush, fail) | Proposed1 Success/try (crush, fail) | Proposed2 Success/try (crush, fail) |
|--------------|----------|------|--------------------------------------------|------------------------------------|------------------------------------|
| Brand6 | Pose A | 5/5 (0.0) | 3/5 (2.0) | 5/5 (0.0) |
| Brand6 | Pose B | 0/5 (5.0) | 5/5 (0.0) | 5/5 (0.0) |
| Brand7 | Pose A | 5/5 (0.0) | 2/5 (3.0) | 5/5 (0.0) |
| Brand7 | Shift (unseen) | 6/10 (1.3) | 10/10 (0.0) | 9/10 (1.0) |
| Total |         |      | 16/25 (6.3) | 20/25 (3.5) | 24/25 (1.0) |

| Banana | Property | Pose | Baseline Th=0.05 Success/try (crush, fail) | Proposed1 Success/try (crush, fail) | Proposed2 Success/try (crush, fail) |
|--------|----------|------|--------------------------------------------|------------------------------------|------------------------------------|
| Brand3 | Pose A | 5/5 (0.0) | 5/5 (0.0) | 5/5 (0.0) |
| Brand4 | Pose B (unseen) | 5/5 (0.0) | 5/5 (0.0) | 4/5 (1.0) |
| Brand5 | Pose A | 5/5 (0.0) | 5/5 (0.0) | 5/5 (0.0) |
| Brand5 | Pose B (unseen) | 5/5 (0.0) | 5/5 (0.0) | 5/5 (0.0) |
| Brand3,4,5 | Pose C (unseen) | 2/5 (0.3) | 5/5 (0.0) | 4/5 (1.0) |
| Total |         |      | 22/25 (0.3) | 25/25 (0.0) | 23/25 (2.0) |

### TABLE 2. Offline evaluation of fracture anticipation.

|          | Accuracy(%) | Precision(%) | Recall(%) | F-measure |
|----------|-------------|--------------|-----------|-----------|
| Proposed1 | 88.748 | 86.947 | 80.250 | 82.979 |
| Proposed2 | 87.727 | 86.375 | 79.986 | 82.600 |

|          | Accuracy(%) | Precision(%) | Recall(%) | F-measure |
|----------|-------------|--------------|-----------|-----------|
| Proposed1 | 88.122 | 86.467 | 78.081 | 81.928 |
| Proposed2 | 87.424 | 84.742 | 79.870 | 82.103 |

|          | Accuracy(%) | Precision(%) | Recall(%) | F-measure |
|----------|-------------|--------------|-----------|-----------|
| Proposed1 | 86.449 | 80.557 | 83.283 | 81.013 |
| Proposed2 | 85.984 | 79.347 | 84.792 | 81.420 |
interesting to change the picking strategies according to the type of ingredient. For example, we can design strategies whereby the robot can grasp stiff food ingredients such as carrots aggressively and soft ones such as potato chips and tofu gently.

VIII. CONCLUSION

We presented a learning-based framework of fracture anticipation for fragile food manipulation using tactile sensors. In our approach, the model is trained by allowing a robot to break the objects. A fracture-anticipation network is learned using the collected data, which the model uses to predict fractures. We performed experiments using a real robot and fragile ingredients to validate our method. The results indicated that our method predicted fractures with approximately 80% recall and reduced the rate of object breakage compared with a rule-based baseline without reducing the picking success rate.
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