Incommensurate spiral magnetic order on anisotropic triangular lattice: Dynamical mean field study in a spin-rotating frame
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We study the ground-state magnetism of the half-filled Hubbard model on the anisotropic triangular lattice, where two out of three bonds have hopping \( t \) and the third one has \( t' \) in a unit triangle. Working in a spin-rotating frame and using the density matrix renormalization group method as an impurity solver, we provide a proper description of incommensurate magnetizations at zero temperature in the framework of the dynamical mean-field theory (DMFT). It is shown that the incommensurate spiral magnetic order for \( t'/t \gtrsim 0.7 \) survives the dynamical fluctuations of itinerant electrons in the Hubbard interaction range from the strong-coupling (localized-spin) limit down to the insulator-to-metal transition. We also find that the magnetic moment reduction from the localized-spin limit is pronounced in the vicinity of the transition between the commensurate Néel and incommensurate spiral phases at \( t'/t \sim 0.7 \). When the anisotropy parameter \( t'/t \) increases from the Néel-to-spiral transition, the magnitude of the magnetic moment immediately reaches a maximum and then rapidly decreases in the range of larger \( t'/t \) including the isotropic triangular lattice point \( t'/t = 1 \). This work gives a solid foundation for further extension of the study including nonlocal correlation effects neglected at the standard DMFT level.

PACS numbers: 71.10.Fd, 75.10-b, 71.30.+h

I. INTRODUCTION

The interplay of geometrical frustration and quantum fluctuations of itinerant electrons has drawn much attention because of its essential role for the realization of spin liquid (SL) states in organic compounds such as \( \kappa-(BEDT-TTF)_2Cu_2(CN)_3 \), \( \text{EtMe}_2\text{Sb}[\text{Pd(dmit)}]_2 \), and \( \kappa-\text{H}_3\{\text{Cat-EDT-TTF}\} \). In these compounds, dimerized molecules form layered anisotropic triangular lattices spaced by insulating nonmagnetic layers. Many theoretical efforts aimed at understanding the quantum magnetism of anisotropic triangular-lattice systems have been made with the Heisenberg model of localized spins in both semi-analytical and numerical manners. These studies have shown that the spatial anisotropy in spin exchange interactions gives rise to an incommensurate spiral magnetic order with an irrational ordering wave vector. It has been also found that strong quantum fluctuations are induced in the anisotropy parameter range where the competition between the commensurate Néel and incommensurate spiral orders takes place or where the low dimensionality is enhanced by large anisotropy. These strong fluctuation effects could lead to quantum nonmagnetic states including SLs, although different approaches have given different conclusions about the anisotropy parameter range where the SL states appear.

The Hubbard model describes additional fluctuation effects that come from the itinerancy of electrons, which may also play an important role on the magnetism of the organic compounds and other strongly correlated electron systems. However, the theoretical studies on the anisotropic triangular Hubbard model have remained far from consensus due to the difficulty in dealing with itinerant electron systems with frustration. In order to reach full understanding of the itinerant frustrated magnetism on the anisotropic triangular lattice, it is crucial to properly treat the strong fluctuation effects between itinerant electrons and the incommensurability of magnetic orders. Furthermore, the consistency with the known results for the Heisenberg model of localized spins has to be achieved in the large Hubbard-interaction limit.

In this paper, we study the magnetic properties, including the incommensurability of magnetic orders, of the half-filled Hubbard model on the anisotropic triangular lattice by means of the dynamical mean field theory (DMFT). The DMFT treats local correlation effects between electrons in a non-perturbative fashion by mapping the original many-body problem onto an effective impurity model, which becomes exact in the limit of lattices with an infinite coordination. Therefore, the spirit of the approximation is similar to those of the Weiss molecular field theory for localized spins and the Gutzwiller approximation for lattice bosons. These “single-site” approximations have offered a good starting point for understanding the role of fluctuations in quantum many-body systems. Based on the single-site approximations, the neglected nonlocal correlations can be taken into account by, e.g., their cluster extensions and perturbative expansions with collective-mode excitations (such as the spin-wave theory).

Although several cluster extensions of the DMFT and the related approaches have been already applied to the Hubbard model on the anisotropic triangular lattice, the incommensurate magnetic order with irrational ordering wave vectors has not been properly treated in those studies. Here, we describe fully incommensurate orders by applying a local gauge transformation on the spin space of the electron operators. Dealing
with an effective impurity model in the spin-rotating frame by means of a solver based on the density matrix renormalization group (DMRG) we study the effects of dynamical fluctuations on the incommensurate spin spiral states in the framework of the DMFT. The zero-temperature phase diagram determined by our DMFT shows that the incommensurate magnetic order in insulating states survives the dynamical fluctuations of electrons in the interaction range from the strong-coupling (localized-spin) limit down to the insulator-to-metal transition. This indicates that it is crucial for the study of anisotropic triangular lattice to properly treat the incommensurability of the magnetic order. The role of the local, dynamic fluctuations in realizing quantum SL states in strongly correlated electron systems will also be discussed.

This paper is organized as follows. In Sec. II we introduce the Hamiltonian of the model considered here and provide the procedure of the DMFT calculations in the spin-rotating frame. In Sec. III we present the phase diagram of the model and show the behaviors of the magnetic moment and the ordering wave vector as a function of the system parameters. The role of the dynamical fluctuations in realizing the SL state is also discussed. Conclusions are given in Sec. IV.

II. DYNAMICAL MEAN FIELD THEORY FOR INCOMMENSURATE SPIRAL ORDERS

A. Model Hamiltonian and the strong-coupling limit

We study the half-filled Hubbard model on a spatially anisotropic triangular lattice:

\[ H = \sum_{ij\sigma} t_{ij} c_{i\sigma}^\dagger c_{j\sigma} + U \sum_i n_{i\uparrow} n_{i\downarrow} - \mu \sum_i n_{i\sigma}, \]  

(1)

where \( c_{i\sigma} \) is an annihilation operator of an electron at site \( i \) with spin \( \sigma \), \( U \) is the on-site Hubbard interaction, \( \mu \) is the chemical potential, and \( n_{i\sigma} = c_{i\sigma}^\dagger c_{i\sigma} \). The spatially anisotropic triangular lattice is equivalent to the square lattice with one additional set of diagonal bonds (see Fig. 1). We assume the hopping integral \( t_{ij} \) as

\[ t_{ij} = \begin{cases} -t < 0 & \left( r_j - r_i = \pm e_1, \pm e_2 \right) \\ -t' < 0 & \left( r_j - r_i = \pm (e_1 + e_2) \right) \\ 0 & \text{(otherwise)} \end{cases} \]

(2)

with \( e_1 = (1,0) \), \( e_2 = (0,1) \), and \( r_i \) being a position vector of site \( i \). The geometry of the lattice can be viewed as an interpenetration between the square lattice and the one-dimensional chain by varying \( t'/t \) from 0 to \( \infty \) through the isotropic triangular lattice at \( t'/t = 1 \).

In the strong coupling limit of \( U \gg t, t' \) at half-filling, the charge degrees of freedom are frozen out, and the Hubbard model is mapped onto the Heisenberg model with exchange couplings \( J = 4t^2/U \) and \( J' = 4(t')^2/U \) for solid and dashed bonds in Fig. 1, respectively. The classical-spin analysis on the anisotropic triangular Heisenberg model has shown that the local spins form a magnetic order with the ordering vector \( Q = (q,q) \) where

\[ q = \begin{cases} \arccos(-J'/J') & (J'/J > 1/2) \\ \pi & (J'/J \leq 1/2). \end{cases} \]

(3)

Increasing the value of \( J'/J \) from 0 leads to a commensurate-incommensurate transition occurs at \( J'/J = 1/2 \) (\( t'/t = 1/\sqrt{2} \approx 0.707 \)) from the Néel to incommensurate spiral state. When \( J'/J \) is increased further, the ordering vector takes \( (2\pi/3,2\pi/3) \), which corresponds to a commensurate 120° order, at \( J'/J = 1 \) and approaches \( (\pi/2,\pi/2) \) in the one-dimensional limit of \( J'/J \to \infty \).

B. Dynamical mean field theory

Let us now turn to the discussions away from the strong coupling limit to consider the effects of charge degrees of freedom on the magnetic orders. In order to deal with the Néel and spin spiral orders within the framework of DMFT, we rotate the local phase of the electron operators as

\[ \tilde{c}_{i\sigma} = c_{i\sigma} e^{i(\mathbf{Q} \cdot \mathbf{r}_i + \phi)}, \]

(4)

where \( \phi \) is an arbitrary phase shift. Under this local gauge transformation, the Hamiltonian becomes

\[ \tilde{H}_Q = \sum_{ij\sigma} t_{ij} e^{i\mathbf{Q} \cdot \mathbf{r}_i} \tilde{c}_{i\sigma}^\dagger \tilde{c}_{j\sigma} + U \sum_i n_{i\uparrow} n_{i\downarrow}. \]

(5)
where \( n_{i\sigma} = c_{i\sigma}^\dagger c_{i\sigma} \). Each component of spin operator is transformed as

\[
S_i^x = \frac{1}{2}(c_{i\uparrow}^\dagger c_{i\downarrow} + c_{i\downarrow}^\dagger c_{i\uparrow})
\]

\[
= \frac{1}{2}(\tilde{c}_{i\uparrow}^\dagger \tilde{c}_{i\downarrow} e^{i(Q \cdot r_i + \phi)} + \tilde{c}_{i\downarrow}^\dagger \tilde{c}_{i\uparrow} e^{-i(Q \cdot r_i + \phi)})
\]

\[
= \tilde{S}_i^x \cos(Q \cdot r_i + \phi) - \tilde{S}_i^y \sin(Q \cdot r_i + \phi),
\]  

(6)

\[
S_i^y = -i\frac{1}{2}(c_{i\uparrow}^\dagger c_{i\downarrow} - c_{i\downarrow}^\dagger c_{i\uparrow})
\]

\[
= -i\frac{1}{2}(\tilde{c}_{i\uparrow}^\dagger \tilde{c}_{i\downarrow} e^{i(Q \cdot r_i + \phi)} - \tilde{c}_{i\downarrow}^\dagger \tilde{c}_{i\uparrow} e^{-i(Q \cdot r_i + \phi)})
\]

\[
= \tilde{S}_i^x \sin(Q \cdot r_i + \phi) + \tilde{S}_i^y \cos(Q \cdot r_i + \phi),
\]  

(7)

\[
S_i^z = \frac{1}{2}(c_{i\uparrow}^\dagger c_{i\uparrow} - c_{i\downarrow}^\dagger c_{i\downarrow}) = \frac{1}{2}(\tilde{c}_{i\uparrow}^\dagger \tilde{c}_{i\uparrow} - \tilde{c}_{i\downarrow}^\dagger \tilde{c}_{i\downarrow}) \equiv \tilde{S}_i^z.
\]  

(8)

Therefore a magnetically ordered spiral state in the \( xy \) plane can be described by a uniform magnetization, \( \langle S_i^c \rangle = M \) and \( \langle S_i^c \rangle = 0 \), in the spin-rotating frame, which is convenient for the DMFT formulation of the system with incommensurate spiral orders.

It is expected for finite \( U \) that due to the charge fluctuation effects, the magnetization \( M \) is reduced and the ordering vector \( Q = (q_x, q_y) \) is shifted from the classical-spiral result in Eq. (3). The local Green’s function for \( \tilde{c}_{i\sigma} \) is given by

\[
G(\omega) = \frac{1}{N} \sum_k \frac{1}{\omega + \mu - \varepsilon_Q(k) - \Sigma(k, \omega)},
\]

where \( N \) is the number of lattice sites and \( \varepsilon_Q(k) \) is a diagonal matrix whose component is

\[
\varepsilon_{Q\sigma\sigma}(k) = -2t \sum_{\nu=x,y} \cos\left(k_{\nu} + \frac{\nu q_{\nu}}{2}\right) - 2t\nu \cos\left(\sum_{\nu=x,y} \left(k_{\nu} + \frac{\nu q_{\nu}}{2}\right)\right)
\]

is the single-particle dispersion of \( \tilde{c}_{i\sigma} \). The effects of spatial and dynamical fluctuations induced by the interactions \( U \) are taken into account through the momentum \( k = (k_x, k_y) \) and frequency \( \omega \) dependences of the self-energy \( \Sigma(k, \omega) \). In the simple DMFT, the self-energy is approximated as \( \Sigma(k, \omega) \approx \Sigma(\omega) \) to study the local fluctuation effects. Under the approximation, the expression is mapped onto the single impurity Anderson model (SIAM) whose Hamiltonian is given by

\[
H_{\text{SIAM}} = U n_{\uparrow} n_{\downarrow} - \mu \sum_\sigma n_{i\sigma} + \sum_{l, \sigma, \sigma^\prime} \langle V_{i\sigma\sigma^\prime} a_{i\sigma}^\dagger \tilde{c}_{i\sigma^\prime} \rangle + \text{H.c.} + \sum_{l, \sigma} \varepsilon_i a_{i\sigma}^\dagger a_{i\sigma},
\]

(10)

where \( \tilde{c}_{i\sigma} \) is an annihilation operator of an electron at impurity site with spin \( \sigma \), \( n_{i\sigma} = \tilde{c}_{i\sigma}^\dagger \tilde{c}_{i\sigma} \), \( a_{i\sigma} \) is an annihilation operator of an electron at \( l \)-th bath orbital with spin \( \sigma \), and \( N_b \) is the number of bath orbitals. The bath parameters \( V_{i\sigma\sigma^\prime} \) and \( \varepsilon_i \) should be optimized so that the impurity Green’s function

\[
G_{\text{imp}}(\omega) = \frac{1}{(\omega + \mu) I - \Gamma(\omega) - \Sigma(\omega)},
\]

(11)

is equal to the local Green’s function \( G(\omega) \) of the original lattice problem [Eq. (10)] with the replacement of \( \Sigma(k, \omega) \) by \( \Sigma(\omega) \). Here, the hybridization function \( \Gamma(\omega) \) is given by

\[
\Gamma(\omega) = \sum_l \frac{V_l V_l^\dagger}{\omega - \varepsilon_l},
\]

(12)

where \( V_l \) is a two-by-two matrix whose component is \( V_{l\sigma\sigma^\prime} \). The spin-flip couplings \( V_{l\uparrow\downarrow} \) and \( V_{l\downarrow\uparrow} \) are required to describe the in-plane magnetization \( M = \langle \tilde{S}^z \rangle \).

In order to compute the impurity Green’s function \( G_{\text{imp}}(\omega) \), we employ the imaginary-time matrix product state solver based on the DMRG technique, which can treat dozens of bath orbitals and access zero temperature. In the DMRG calculations, which provide the ground state of the system, the SIAM Hamiltonian is arranged in the star geometry, and the truncation error is set to lower than \( 10^{-8} \). The imaginary-time Green’s function \( G_{\text{imp}}(\tau) \) can be computed from a one-electron (one-hole) excited state, which is obtained by applying a creation (annihilation) operator to the ground state. For an efficient Fourier transformation of the Green’s function with respect to \( \tau \), we perform the fitting of each component of \( G_{\text{imp}}(\tau) \) in the form \( \sum_{\alpha} g_{\alpha}(\tau) e^{-\beta \tau} \) with the matrix pencil method. This procedure gives the impurity Green’s function \( G_{\text{imp}}(\omega) \) on the imaginary axis, for the given set of the bath parameters \( V_{l\sigma\sigma^\prime} \) and \( \varepsilon_i \). The details of the optimization of the bath parameters under the condition \( G_{\text{imp}}(\omega) = G(\omega) \) are given in the Appendix.

In addition to the self-consistent optimization of the bath parameters, one has to determine spin spiral ordering vector \( Q \) so that the energy of the system \( E(Q) \) as a function of \( Q \) is given by the Galitskii-Migdal formula

\[
E(Q) = \frac{1}{N} \sum_k \frac{d\varepsilon_Q(k)}{2\pi i} \text{Tr} \left[ \left( \varepsilon_Q(k) + \frac{1}{2} \Sigma(\omega) \right) G_{\text{latt}}(k, \omega) \right].
\]

(13)

Here, \( C \) denotes a contour which surrounds the negative real axis counterclockwise and \( G_{\text{latt}}(k, \omega) \) is the lattice Green’s function of the DMFT which is given by

\[
G_{\text{latt}}(k, \omega) = \frac{1}{(\omega + \mu) I - \varepsilon_Q(k) - \Sigma(\omega)}.
\]

(14)

This contour integration can be transformed into an integration over the positive imaginary axis. Note that the minimization of the energy function \( E(Q) \) with respect to \( Q \) can be also obtained by the stability condition

\[
\frac{\partial}{\partial q_{\nu}} \langle \tilde{H}_Q \rangle = \langle j_{\nu} Q \rangle = 0 \quad (\nu = x, y),
\]

(15)
where \( j_{\nu}Q \equiv \frac{\partial \tilde{H}}{\partial q_{\nu}} = \sum_{ij\sigma} i\sigma t_{ij}(\nu_i - \nu_j)\hat{c}_{i\sigma}^\dagger \hat{c}_{j\sigma} \) is the spin current operator in the \( \nu \) direction. Here, \( \nu_i \) is the \( \nu \)-component of the vector \( r_i = (x_i, y_i) \).

The local quantities including the filling \( \sum_{\sigma} \langle n_{\sigma} \rangle \) and the spin moments \( \langle \tilde{S} \rangle \) can be directly calculated from the local Green’s function \( G(\omega) \) with the optimized values of the bath parameters and the ordering vector \( Q \). In order to consider the half-filled case, the chemical potential \( \mu \) has to be numerically tuned so that \( \sum_{\sigma} \langle n_{\sigma} \rangle = 1 \) since the system for \( t, t' \neq 0 \) does not possess the particle-hole symmetry.

Using the above-mentioned DMFT procedure in the spin-rotating frame, one can describe the insulating state with an incommensurate spiral magnetic order and the commensurate Néel and 120° antiferromagnetic states, as well as metallic states. In the followings, we will mainly discuss the charge fluctuation effects on the magnetic properties of the insulating states in the region of large but finite values of \( U \). The possibility of the \( d \)-wave superconducting state for intermediate \( U/t \) is out of the scope of this paper since spatial correlations are neglected.

### III. MAGNETIC ORDERS AND METAL-INSULATOR TRANSITIONS

#### A. Magnetic phase diagram

In Fig. 2, we show the ground-state phase diagram obtained by the DMFT calculations in the spin-rotating frame. The phase diagram consists of three phases: the Néel-antiferromagnetic and spin-spiral insulators as well as a nonmagnetic-metal phase. The magnetic orders of the former two are characterized by the ordering vector \( Q = (\pi, \pi) \) and \( Q = (q, q) \) with \( \pi/2 < q < \pi \), respectively. In Fig. 3, we show the chemical potential dependence of the filling \( \sum_{\sigma} \langle n_{\sigma} \rangle \) for a typical spin-spiral insulator and metallic states. It can be seen that the slope is zero in a finite range of \( \mu \) in the spin spiral state, which indicates the opening of a charge gap.

Figure 4 shows how the anisotropy \( t'/t \) affects the magnetic orders in the insulator phases at strong interactions. When \( t'/t = 0 \), the system is reduced to the simple square-lattice Hubbard model, which is well-known to exhibit a robust Néel order due to the perfect nesting of the itinerant electron Fermi surface. As shown in the lower panel of Fig. 4, even if the lattice geometry is changed by finite \( t'/t \), the Néel order with commensurate wave vector \( (\pi, \pi) \) persists up to a certain critical value \( (t'/t)_c \). For \( t'/t > (t'/t)_c \), the minimum of the

![FIG. 2. (Color online) Magnetic phase diagram of the half-filled Hubbard model on the anisotropic triangular lattice. The line with blue circles (green squares) represents a first-order (second-order) transition boundary. The spin spiral phase has an incommensurate magnetic order except at \( t'/t = 1 \) (dashed line).](image)

![FIG. 3. (Color online) Chemical potential \( \mu \) dependences of filling \( \sum_{\sigma} \langle n_{\sigma} \rangle \) at \( t'/t = 0.9 \). The line with blue circles (green squares) corresponds to spin spiral (metal) phase at \( U/t = 9.0 \). Here, \( \mu_{\text{half}} \) is the value of the chemical potential when \( \sum_{\sigma} \langle n_{\sigma} \rangle = 1 \).](image)

![FIG. 4. (Color online) Upper panel: diagonal hopping \( t' \) dependence of energy per site at \( U/t = 10 \). Middle panel: the hopping dependence of magnetic moment \( M \). Lower panel: the hopping dependence of ordering vector parameter \( q \).](image)
energy function \( E(Q) \) is shifted from \((\pi, \pi)\) to an incommensurate momentum \((q, q)\) as shown in Fig. 5, which indicates a transition to a state with an incommensurate magnetic order. As \( t'/t \) increases, the value of \( q \) continuously moves away from \( \pi \) and reaches \( 2\pi/3 \) at the isotropic triangular-lattice point \( t'/t = 1 \). The wave vector \( Q = (2\pi/3, 2\pi/3) \) corresponds to a commensurate (three-sublattice) 120° order expected in triangular-lattice antiferromagnetic systems. For a dominant diagonal hopping \( t' > t \), the value of \( q \) further decreases and approaches \( \pi/2 \) in the one-dimensional limit of \( t' > t \to \infty \).

This behavior of magnetic order as a function of the anisotropy \( t'/t \) for large \( U/t \) is consistent with the classical-spin analysis of the antiferromagnetic Heisenberg model on the anisotropic triangular lattice. In fact, the ordering vector \((q, q)\) and the magnetic moment \( M \) approach the classical-spin results, Eq. (3) with \( J'/J = (t'/t)^2 \) and \( M = S = 1/2 \), in the limit of the infinite Hubbard interaction \( U/t \to \infty \). This agreement is not surprising since the DMFT neglects the spatial fluctuations that stem from the itinerant charge degrees of freedom. The magnetic moment \( M \) exhibits a dip at the transition point between the commensurate Néel and incommensurate spiral phases, although the reduction from \( M = S \) is at most only \( \sim 10 \) percent. In the spiral phase, the curve of \( M \) shows a peak (at \( t'/t \sim 0.8 \) in the case of Fig. 4), and then decreases as \( t'/t \) increases.

On decreasing the interaction \( U/t \), the system with \( t'/t > 0 \) undergoes a first-order transition from a magnetic insulator to a metallic state at a certain value of \( U/t \). This is because the perfect nesting condition of the half-filled square lattice is violated for \( t'/t \neq 0 \), and finite \( U/t \) is required to stabilize magnetic orders. As shown in Fig. 4, the magnetic moment \( M \) suddenly vanishes at the metal-insulator transition point. In our DMFT analysis, no magnetic metallic state is found between the magnetic insulator and nonmagnetic metal phases in the parameter range of the phase diagram in Fig. 2. This is consistent with the previous studies in Refs. [5, 6, 7, 8 and 9], although several works including the Hartree-Fock mean-field analysis[10] and the variational cluster approach[11] have predicted the existence of magnetic metal phases for intermediate interactions.

B. Possible spin liquid: Spatial and dynamical fluctuations

The possibility of quantum SLs on anisotropic triangular lattice has been discussed in both localized-spin systems and insulating yet barely itinerant electrons. In those strongly correlated electron systems, two types of quantum fluctuation effects play a key role for “quantum melting” of conventional magnetic long-range order: strong spatial fluctuations due to the frustrated lattice geometry and dynamical charge and spin fluctuations due to the itinerancy of electrons.

The former effects have been studied in terms of the Heisenberg model of localized spins with anisotropic exchange \( J \) and \( J' \) (or the half-filled Hubbard model in the large \( U/t \) limit). Of particular interest is the anisotropy range where the classical spin configuration changes from the commensurate Néel to incommensurate spiral phase. The linear spin-wave theory has shown that the spin-wave velocity along the \((k, k)\) direction vanishes at the Néel-spiral transition[12] which indicates that the...
magnetic order is destroyed by long-wavelength excitations. However, different approximations including several types of spin-wave theories[13] Schwinger-boson mean-field method[24] and series-expansion approach[23] have led to different conclusions on the search of SL phases in this anisotropy region, and more sophisticated numerical studies[25–27,30–36] have been very limited. In the region where the anisotropic triangular lattice can be regarded as weakly-coupled chains (J′/J > 1), the fate of the classical spiral state under the influence of quantum fluctuations has been examined by various numerical calculations, which have suggested the emergence of nontrivial ground states including essentially one-dimensional (gapless) SLs[18,19,20] a gapped SL close to the isotropic point[16,17] and a collinear antiferromagnetically ordered state[16].

On the other hand, the effects of the local, dynamical fluctuations unique to itinerant electrons has been discussed separately from the spatial fluctuations in our present DMFT analysis on the Hubbard model with finite values of U/t. For the Hubbard model, the previous study with a cellular DMFT[32] has shown that a nonmagnetic SL state may appear in a wide range of the anisotropy parameter, 0.9 ≪ t′/t < 1.2, for large U/t. However, it should be noted that such cluster-based approximation[32,18,20] can describe only a commensurate magnetic order allowed by the size of the assumed cluster (four sites in Ref. [32]). The phase diagram obtained by our DMFT in the spin-rotating frame (Fig. 2) shows that the incommensurate spiral phase persists until it undergoes a first-order transition to the metallic phase, and no SL phase is formed only by the local quantum fluctuations, which have suggested the emergence of nontrivial phases including essentially one-dimensional (gapless) SLs[18,19,20] a gapped SL close to the isotropic point[16,17] and a collinear antiferromagnetically ordered state[16].

In order to reach the final conclusion on the ground-state magnetic property of the Hubbard model for generic values of t′/t, it is required to take into consideration the interplay of both the spatial and dynamical fluctuations and compare the energies of incommensurate spiral state and SL (or the other candidate) states. Our DMFT calculations provide valuable insight to solve this problem. Figure 7 is the enlarged view of the middle panel of Fig. 4. The figure shows that the reduction of the magnetic moment due to the local fluctuations of itinerant electrons is pronounced in the vicinity of the Néel-spiral transition. Therefore, the itinerant charge degrees of freedom should work in the direction to help the emergence of SL expected in the same region of the Heisenberg model.

Another interesting feature is observed regarding to the robustness of the spiral magnetic order for larger values of t′/t. The linear spin-wave analysis[13] the Schwinger boson mean-field approach[13] and the coupled cluster method[13] for the Heisenberg model have all shown that the spatial fluctuations on the spiral order due to the frustrated geometry is most suppressed at the isotropic triangular-lattice point, and the 120° magnetic order is robust against the fluctuations. On the other hand, the curve of M in Fig. 7 exhibits a maximum at a small value of t′/t apart from the isotropic triangular-lattice point and is rapidly decreasing for larger values of t′/t. This result indicates that the fluctuations coming from the itinerancy of electrons have significant effects in the anisotropy range including the isotropic triangular-lattice point as well as in the essentially one-dimensional region of t′/t ≫ 1. This fact may support the scenario that the finite U/t effects could induce a SL ground state even at the isotropic triangular-lattice point[15,21,24,26].

IV. CONCLUSION

In this paper, we studied the effects of the itinerant electron degrees of freedom on the magnetic properties of the systems on the anisotropic triangular lattice that interpolates from the square lattice (t′/t = 0) to decoupled one-dimensional chains (t′/t → ∞) via the isotropic triangular lattice (t′/t = 1). We performed a local gauge transformation that rotated the spin-quantization axis into the direction of the magnetic moment at each site to properly describe an incommensurate spin spiral order. Working in the spin-rotating frame and using the imaginary-time matrix product state solver[23] based on the DMFT, we determined the magnetic phase diagram of the half-filled anisotropic-triangular Hubbard model at zero temperature in the framework of the DMFT. It was found that the metal-insulator transition for t′/t = 0 takes place at a nonzero value of U/t due to the lack of perfect nesting, and in a discontinuous (first-order) fashion. When the anisotropy parameter t′/t increases from 0 in the insulating state at a fixed value of U/t, the ordering vector of the magnetic long-range order changes from the rational value (π, π) to an irrational one (q, q) at t′/t ∼ 0.7, and gradually goes to (π/2, π/2) as t′/t → ∞.

In the vicinity of the transition between the commensurate Néel and incommensurate spiral states, the magnetic moment reduction caused by the fluctuation effects is pronounced. Moreover, for large values of t′/t, the magnetic moment decreases rapidly with t′/t due to the enhancement of low dimensionality. It is noteworthy that such a strong reduction of the magnetic moment already begins at the isotropic triangular-lattice point t′/t = 1 unlike the case of the quantum spin fluctua-

![FIG. 7. (Color online) The hopping t’ dependence of the magnetic moment M around the Néel-spiral transition point.](image-url)
tions of localized spin systems. As shown in the phase diagram of Fig. 2, no nonmagnetic insulating state was formed only by the local, dynamic electron fluctuations considered in the DMFT. This indicates that spatial quantum fluctuations are required for the emergence of SL states. Nevertheless, our calculations predict that the itinerant electron fluctuations for finite $U/t$ could help the emergence of SL states in the vicinity of the commensurate-incommensurate transition and in a large-$t'/t$ region, which might include the isotropic triangular-lattice point.

The inclusion of nonlocal fluctuation effects has been partially carried out by cluster extensions of DMFT [12,13] which have, however, treated only commensurate magnetic orders allowed within the assumed cluster shape. As pointed out in the present study, incommensurability of magnetic order is essential for the magnetic property of the anisotropic triangular-lattice systems, and moreover, long-wavelength fluctuations are important for the breaking of long-range magnetic orders according to linear spin-wave predictions. Our present DMFT calculations in the spin-rotating frame provide a solid physical and mathematical basis for further study in this direction, e.g., with diagrammatic extensions of DMFT [12,13] which can include the effects of long-range quantum correlations through diagrammatic correction.
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Appendix: How to optimize bath parameters

From Eqs. (11) and (12), the self-consistent condition of the DMFT, $G_{\text{imp}}(\omega) = G(\omega)$, can be rewritten as

$$
\sum_{l} \frac{V_l V_l^\dagger}{\omega - \epsilon_l} = \omega + \mu - \Sigma(\omega) - G^{-1}(\omega). 
$$

(A.1)

Using Eq. (A.1) we adjust the bath parameters $V_{l\sigma\sigma'}$ and $\epsilon_l$ in an iterative manner: First, the SIAM in Eq. (10) is solved by the DMRG technique given in Sec. 1B, and the self-energy $\Sigma(\omega)$ is extracted by the calculated $G_{\text{imp}}(\omega)$ via Eq. (11). Substituting $\Sigma(\omega)$, one can evaluate the right-hand side of Eq. (A.1). (Note that the self-energy $\Sigma(k, \omega)$ in $G(\omega)$ should be replaced by $\Sigma(\omega)$ in the DMFT.) Then a new set of $V_{l\sigma\sigma'}$ and $\epsilon_l$ is given by fitting the evaluated right-hand-side value in the form of the left-hand side as a function of $\omega$. Using the updated bath parameters we solve again the SIAM by the DMRG technique, and the procedure is repeated until convergence is reached. The convergence criterion used in this study is

$$
\sum_{\omega} \| \Gamma(\omega) - \Gamma'(\omega) \| < 5 \times 10^{-3} t, \quad (A.2)
$$

where $\Gamma(\omega)$ and $\Gamma'(\omega)$ are the hybridization function $\sum_{l}(V_l V_l^\dagger)/(\omega - \epsilon_l)$ with the bath parameters before and after a single step of the DMFT iteration. Here we take the summation over a set of 200 sample points $\omega = (0.1t, 0.2t, \ldots, 20t)$ on the imaginary axis.

The fitting of both sides of Eq. (A.1) for updating the bath parameters is performed by minimizing the distance function

$$
d = \sum_{\omega} \left\| \sum_{l} \frac{V_l V_l^\dagger}{\omega - \epsilon_l} - [\omega + \mu - \Sigma(\omega) - G^{-1}(\omega)] \right\|, \quad (A.3)
$$

Since the distance function is nonconvex, the minimization by ordinary gradient methods is practically difficult (See the supplemental material of Ref. [69]). Thus, to perform the minimization in an efficient way, we use the vector fitting (VF) method [69,71], which gives a fitting of the numerical data for the right-hand-side of Eq. (A.1) with a rational expression $\sum_{l} A_l/(\omega - \epsilon_l)$. The matrix $V_l$ can be obtained by the Cholesky decomposition of the matrix $A_l$. It should be noted that if the number of the bath orbitals $N_b$ (the number of the bath parameters) is too large, the VF method may provide a non-positive definite matrix $A_l$, which cannot be decomposed by the Cholesky decomposition, and/or a complex value for $\epsilon_l$ due to “overfitting.” To avoid it, we try the fittings with different $N_b$ (typically up to $N_b \sim 25$ in the present study), and choose the best fitting out of them. The value of the distance function $d$ for the 200 $\omega$ points is smaller than $10^{-4} t$ throughout the calculations.
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