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ABSTRACT
Internet is changing the world, adapting to the trend of internet sales will bring revenue to traditional insurance companies. Online insurance is still in its early stages of development, where cold start problem (prospective customer) is one of the greatest challenges. In traditional e-commerce field, several cross-domain recommendation (CDR) methods have been studied to infer preferences of cold start users based on their preferences in other domains. However, these CDR methods couldn’t be applied to insurance domain directly due to the domain’s specific properties. In this paper, we propose a novel framework called a Heterogeneous information network based Cross Domain Insurance Recommendation (HCDIR) system for cold start users. Specifically, we first try to learn more effective user and item latent features in both source and target domains. In source domain, we employ gated recurrent unit (GRU) to module users’ dynamic interests. In target domain, given the complexity of insurance products and the data sparsity problem, we construct an insurance heterogeneous information network (IHIN) based on data from PingAn Jinguanjia, the IHIN connects users, agents, insurance products and insurance product properties together, giving us richer information. Then we employ three-level (relational, node, and semantic) attention aggregations to get user and insurance product representations. After obtaining latent features of overlapping users, a feature mapping between the two domains is learned by multi-layer perceptron (MLP). We apply HCDIR on Jinguanjia dataset, and show HCDIR significantly outperforms the state-of-the-art solutions.
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• Applied computing → Online insurance; • Information systems → Data mining; • Networks → Data path algorithms.
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Internet is changing the world, every segment of the economy is experiencing dramatic change and is having to respond to shifts in the value chain, enhanced consumer power, and altered competitive cycles. Internet insurance adapted to the trend of economic boom in internet age for two main sectors. For supply side, internet insurance overcomes the limitations of live sales and geography, increasing the customer base. For demand side, internet sales are more acceptable to young people, who are the main consumers of insurance products. Adapting to the trend of internet sales will bring revenue to traditional insurance companies.

Internet insurance is still in its early stages of development, where cold start problem (prospective customer) is one of the greatest challenges. For example, PingAn Jinguanjia, one of the most popular comprehensive applications (App) in China, which boasts more than 100 million registered users, has nearly 90% cold start users in insurance domain (i.e. these registered users didn’t buy any insurance products). This situation resulted from many reasons. First, insurance policies are so complex that ordinary users are relatively lack of knowledge to understand them. Besides, insurance products are typically bought to be used for a long time period (e.g. one year in car insurance).
and then building customer loyalty. To our knowledge, there are not many models about recommendation systems in insurance domain, some includes [14, 20, 22]. However, these methods treat insurance domain and traditional e-commerce equally, neglecting product complexity and data sparsity problem in insurance domain.

In this paper, we focus on PingAn Jinguanjia, one of the most popular comprehensive applications in China. In addition to traditional e-commerce products (defined as nonfinancial products in this paper), e.g., electronics, household supplies, etc., it also provides financial products like insurance products, investment services. Besides, each registered customer would be assigned with an agent, who can help with enquiries, offer recommendations. As mentioned above, even though Jinguanjia has a big user group, it does not have a greater share of sales in online insurance. In other words, most of the registered users did not buy any insurance products, though they have relatively abundant activities in nonfinancial domain. As a result, we could not get enough information in insurance domain only. Traditional recommendation systems, like collaborative filtering (CF) [1], sequential-based models [2], could not perform effectively in insurance domain, since most of users only have less than 2 interactions in a year. To obtain enough information and get more accurate recommendation, PingAn company tries to use side information form Jinguanjia App (the interaction behaviors form nonfinancial domain), but to little avail.

Cross-domain recommendation (CDR) [5, 12, 16, 17], which aims to improve the recommendation performance by means of transferring information from the source domain to the target domain, is one of the promising ways to solve data sparsity and cold start problem. These methods assume that there exists overlap in information between users and/or items across different domains, and train a mapping function from the source-domain into the target-domain. So the key factor for CDR method is to learn more comprehensive and accurate user representations in two domain. However, the complexity of the insurance products and the severe data sparsity hinder us from learning user representations in insurance domain as accurate as possible. As a result, we could not apply CDR methods into insurance and nonfinancial domain directly.

In order to help the users understand the complex insurance policies and get user representations as comprehensive and accurate as possible, an insurance heterogeneous information network (IHIN) is constructed according to the data from Jinguanjia App. In IHIN, we define four types of nodes corresponding to users, agents, insurance products and insurance product properties, and six types of edges denoting various types of relations between them. Graph convolutional networks (GCN) [7] and Graph attention networks (GAT) [26] as powerful deep representation learning method for graph data, has shown superior performance on recommendation. However, these methods apply identical aggregation function on various types of edges, and the number of neighbors grows exponentially as the layers stacked up, which prohibit these methods performing efficiently on IHIN. To deal with heterogeneous information, many state-of-the-art models emerge and has been proved to be efficient [24, 29, 30]. R-GCNs [24] are developed to deal with highly multi-relational data. HAN [29] designs a two level (node-level and semantic-level) attentions to generate node embedding by aggregating features from meta-path based neighbors.

Inspired by these models, we propose a novel framework called a Heterogeneous information network based Cross Domain Insurance Recommendation (HCDIR) system for cold start users. Specifically, we first try to learn more effective user and item latent features in both source and target domains. In source domain, users interactions are rich, we can easily get the consume sequence of users, so we employ gated recurrent unit (GRU) [2] to module users’ dynamic interests. In target domain, given the complexity of insurance products and the data sparsity problem, we construct an IHIN based on data from Jinguanjia App, the IHIN connects users, agents, insurance products and insurance product properties together, giving us richer underlying information. Then we employ three-level (relational, node, and semantic) attention aggregations to get user and insurance product representations. After obtaining the latent features of the overlapping users, a feature mapping between the two domains is learned by multi-layer perceptron (MLP).

In summary, our contributions in this paper are as follows:

- To the best of our knowledge, this is the first work to combine cross-domain mechanism and heterogeneous information network to give personalized recommendations for cold start users in insurance domain.
- For the complexity of insurance products, we construct a heterogeneous information network, which contains four types of nodes and six types of relations. And we employ three level aggregations over IHIN to learn more effective user and item representations in insurance domain.
- We conduct experiments on real-world recommendation scenarios, and the results prove the efficacy of HCDIR over several state-of-the-art baselines.

2 DATA AND PRELIMINARY

2.1 Dataset

Our dataset is collected from one of the largest e-commerce platform PingAn Jinguanjia. As shown in Figure 1, Jinguanjia provides not only nonfinancial products (traditional e-commerce products), but also financial products like insurance products, investment services. Besides, each registered customer would be assigned with an agent, who can help with enquiries, offer recommendations. In this paper, we aim at providing recommendations to prospective customers by CDR method in insurance domain, the users we use are overlapping users, who have interactions in both insurance domain and nonfinancial domain. Our dataset is collected within the time period from June 1st 2018 to May 31th 2019, the statistics of which is shown in Table 1.

| Table 1: Statistics of Our dataset. |
|------------------------------------|
| IS-domain (Target domain)          | NF-domain (Source domain)    |
| #User Nodes                        | 117,613                      |
| #Item Nodes                        | 42                           |
| #Agent Nodes                       | 90,377                       |
| #Insurance Property Nodes          | 35                           |
| #User-Item Relations               | 344,206                      |
| #User-Agent Relations              | 97,343                       |
| #Item-Property Relations           | 275                          |
| #Users                             | 117,613                      |
| #Items                             | 19,266                       |
| #User-Item Interactions            | 1,995,168                    |

Nonfinancial Domain. The nonfinancial domain contains pursue logs of nonfinancial products (daily necessities) including clothes,
skincare products, fruits, etc. Each item is associated with a description, illustrating category, function, and so on. Besides, we also have the interaction order of each user.

**Insurance Domain.** The insurance domain contains short-term insurance (coverage time less than one year) including illness insurances, accident insurances, medical insurances, education insurances and other kinds of insurances. To better learn user representations, we construct an insurance heterogeneous information network, which contains four types of nodes (user (U), agent (A), insurance product (I), insurance property (P)), and six types of relations among them (U⇔I: purchase and be purchased by, U⇔A: be served by and serve; I⇔P: possess and be possessed by). Insurance policies are very complex, even the same product, if two customers are in different age groups, they may pay different price. To better describe insurance products, we choose 35 insurance properties (e.g. price, age limit, coverage time, etc.) that customers care most about as nodes in IHIN.

### 2.2 Observations in Real Data

Is it necessary to design a recommendation system specifically for cold start users in online insurance domain? To answer this, we start by investigating the following questions.

**Q1. Is online insurance the tendency?** First, we might wonder that if users really buy insurance products online, or they may have been used to buying insurance products in the traditional way. To answer this question, we calculate the number of insured improvements on Ping An Jinguanjia App from 2015 to 2019, which are showed in Figure 2. From the results, we can observe that online insurance experienced explosive growth from 2016 to 2018, the number of insured orders on Jinguanjia jumped by over 2 times in 2018 compared with that in 2015. However, the growth in 2019 entered a bottleneck period, so it is urgent for insurance company to adjust their operation patterns to the internet trend.

![Figure 2: The Number of Insured Improvements w.r.t. 2015 on Jinguanjia App](image)

We first select two groups of customers in Jinguanjia, regular customer group (RCG) includes customers who have bought only some nonfinancial products on Jinguanjia before, new customer group (NCG) concludes new registered customers, i.e. customers who didn’t buy anything. Then we calculate group-buy-ratio for the two group in six months and summarize them in Figure 3.

**Q2. Do users’ behaviours in nonfinancial domain have influence on their behaviors in insurance domain?** In order to investigate the implicit relationships between users’ behaviors in insurance domain and nonfinancial domain, we define a metric called group-buy-ratio. For a given group, the group-buy-ratio is defined by the number of people who buy insurance products on Jinguanjia for the first time divided by the total number of people in this group.

\[
\text{group-buy-ratio} = \frac{\text{number of people first buying insurance}}{\text{total number of people in the group}}
\]

From Figure 3, we can see that group-buy-ratio of RCG is higher than that of NCG. There may be two reasons. Firstly, regular customers in nonfinancial domain might be more willing to trust Jinguanjia, since they have shopping experience in the App. Moreover, as shown in Figure 1(b), most goods Jinguanjia provides are health products, customers who buy those products may concern more about themselves. So, users’ behaviors in nonfinancial domain may help us make recommendations in insurance domain. We note here that group-buy-ratio in each month is new purchases rate in the group. Since insurance products are typically bought to be used for a long time period (e.g. one year for car insurance), the customers may not buy them again in a short time period, so group-buy-ratio of RCG decreases in our statistic period. Even though, group-buy-ratio of RCG is higher than that of NCG.

**Q3. Are insurance policies really complex?** In traditional e-commerce domain, for example, in clothes, customers only need to see picture to decide whether they need the cloth or not. In insurance domain, understanding items may require a considerable cognitive overload. For example, there are 11 main terms and 30 subsidiary terms in “PingAn critical illness insurance clause”. The main terms include responsibilities of insurance company, exemption of insured liability, rights and obligations for both policy holder and insurer, etc. The subsidiary terms include some explanation of medical term and exception of the insurance. In a word, insurance policies are complex, and the complexity can be summarized as numerous contents and complicated terminology.

**Q4. Are agents affecting users’ buying behaviors in insurance domain?** To investigate whether agents are affecting users’ buying decisions, we define ask-buy-ratio, which is the number of customers who buy online insurance after consulting the agent divided by the total number of customers who have consulted. We first divide the agents according to their communication frequency agents in Table 2. From Table 2, we can see that different agents have different ask-buy-ratio, ask-buy-ratio of the top 5% communication frequency agents is more than four times that of the top 15% communication frequency agents. This indicates that if a customer is assigned with an agent in...
To sum up, we have following findings.

- Online insurance is becoming more and more popular, thought it is in its growth bottleneck. A special recommendation system for online insurance domain is in demand.
- Users’ behaviors in nonfinancial domain have influence on their behaviors in insurance domain. Users who have shopping experiences in nonfinancial domain are more willing to trust Jinguanjia, and more likely to buy insurance products.
- Insurance policies are too complex to understand, the traditional randomly initialized method could not give the accurate item representations.
- Different agents have different influence on users, a user assigned with the top 5% agent will be more likely to buy online insurance.

Given the above findings, we argue that designing a recommendations system specifically for online insurance is essential. It is also worth noting that, to give more accurate recommendations, we should try to represent the products accurately and take the influence of nonfinancial domain and agents into consideration.

2.3 Preliminary

A heterogeneous information network (HIN) is a special kind of information network, which contains either multiple types of objects or multiple types of relations, which can be defined as follows:

Definition 2.1 (Heterogeneous Information Network (HIN) [25]). A HIN is defined as a directed graph \( G = (V, E) \) with an node type mapping function \( \phi : V \rightarrow \mathcal{A} \) and a relation type mapping function \( \phi : E \rightarrow \mathcal{R} \). \( \mathcal{A} \) and \( \mathcal{R} \) denote the sets of predefined node and relation types, where \( |\mathcal{A}| + |\mathcal{R}| > 2 \).

In HINs, two objects can be connected via different semantic paths, which are called meta-paths.

Definition 2.2 (Meta-path [25]). A meta-path \( \rho \) is defined as a path in the form of \( e_1 \xrightarrow{r_1} e_2 \xrightarrow{r_2} \ldots \xrightarrow{r_{L-1}} e_L \) (abbreviated as \( e_1, e_2, \ldots, e_L \)), which describes a composite relation \( r = r_1 \circ r_2 \circ \ldots \circ r_{L-1} \) between object \( e_1 \) and \( e_L \), where \( \circ \) denotes the composition operator on relations.

3 PROBLEM FORMULATION

In this section, we formally define our problem, and summarize the notations and descriptions in Table 3. As mentioned above, we have two domains, a source domain (nonfinancial domain) and a target domain (insurance domain). Let \( \mathcal{U} = \{u_1, u_2, \ldots, u_m\} \) denote overlapping users between nonfinancial domain \( \mathcal{D}^s \) and insurance domain \( \mathcal{D}^t \), respectively. If a user only appears in one domain, he/she is a cold start user in the other domain. The user-item interaction matrices are denoted as \( Y^s \in \mathbb{R}^{m \times s} \) and \( Y^t \in \mathbb{R}^{m \times t} \), which are defined according to users’ implicit feedbacks. We additionally use \( NT^s_u \) and \( NT^t_u \) for the sequences of items that user \( u \) has interacted with. Besides, the interactions in insurance domain can be abstracted as a heterogeneous information network (HIN), which we will illustrate later. Given rating matrices and HIN, our goal is to learn more effective latent features for users and items, and then learn the mapping function from nonfinancial domain to insurance domain, which can help us deal with cold start users.

4 HCDIR

To provide recommendations to cold start users, we propose HCDIR. As shown in Figure 4, HCDIR contains three main parts: learning latent features of users in both insurance domain and nonfinancial domain, mapping of user latent features.

4.1 Latent Feature in Insurance Domain

As mentioned above, the complexity of insurance products is typically non-trivial, understanding the items may require a considerable cognitive overload [22]. Under this circumstance, generating efficient user embeddings is challenging. To achieve this goal, we design a three-level attention aggregation HIN method (TAHIN).

Interactions in insurance domain can be abstracted as a heterogeneous information network (IHIN). Specifically, we define interactions in insurance domain as abstracted an insurance heterogeneous information network (IHIN). Specifically, we define

| Table 3: Notations and descriptions |
|-----------------------------------|
| Notations | Descriptions |
| \( \mathcal{D}^s, \mathcal{D}^t \) | source domain and target domain |
| \( \mathcal{U} \) | overlapping users in the two domains |
| \( Y^s, Y^t \) | rating matrices of source and target domain |
| \( NT^s_u, NT^t_u \) | interacted item sequences of user \( u \) in source and target domain |
| \( N_1(e) \) | \( e \)'s one-hop neighbors |
| \( N_\rho(e) \) | the set of nodes connecting to \( e \) by meta-path \( \rho \) |

Figure 4: The Framework of HCDIR

4.1.1 Insurance Heterogeneous Information Network Construction

Interactions in insurance domain can be abstracted as an insurance heterogeneous information network (IHIN). Specifically, we define...
As shown in Figure 5, two insurance products can be connected via (I-P-I), etc. Different meta-paths may reveal different semantics. For example, I-U-I means the two insurance products are needed by the same user, they may be complementary. I-P-I means the two insurance products have same properties, e.g. high level assurance. In addition, meta-paths can also connect different types of nodes, for example, user-insurance product-insurance property (U-I-P), which implies that the user bought the insurance, since she may concern most about the insurance property. Now, we can give the definition of meta-path based neighbors:

Definition 4.2 (Meta-path based Neighbors [10]). Given a node \(e\) and a meta-path \(\rho\) in a HIN, the meta-path based neighbors \(N_{\rho}(e)\) of node \(e\) is defined as a set of nodes which connect with node \(e\) via meta-path \(\rho\). Note that the node’s meta-path based neighbors may have different node types.

4.1.2 Relational Neighbor Aggregation. As different relations imply different information, as shown in Figure 5(a), \(I_1\) and \(A_1\) are all neighbors of \(U_1\), but they imply different information. We employ a relational attention aggregation over one-hop neighbors. Figure 5 (b) illustrates the framework. Specifically, instead of using the same aggregation function among different one-hop neighbors, we learn a specific aggregation function for each type of relation. Let \(h^e_w\) denote the current embedding of node \(e\), as node’s one-hop neighbors may have different node type with the node, so we first project them to the same node space \((P_r\) is projection matrix), and then calculate the attention score:

\[
\alpha_{ew} = \frac{\exp(f_r(h^e_w, P_rh^w_1))}{\sum_{j \in \mathcal{N}_r(e)} \exp(f_r(h^e_w, P_rh^w_j))}, \quad \forall w \in \mathcal{N}_r(e),
\]

where \(f_r(\cdot, \cdot)\) is the deep neutral network performing relational attention, \(\alpha_{ew}\) is the level of influence of node \(e_w\), \(\mathcal{N}_r(e)\) is node \(e\)’s neighbors.
node-level embeddings to obtain the final node embeddings: 

$$h_e^0 = \sigma \left( \sum_{w \in N(e)} a_{ew} h_w^0 \right),$$  

(1)

where $\sigma$ denotes the activation function.

### 4.1.3 Meta-path based Aggregation

Two nodes can also be connected by meta-paths, since different meta-path based neighbors imply different information (e.g., information from insurance product $I_2$ to insurance product $I_1$ ($I_2$-$U_1$-$I_1$) is different from information from it to $I_3$ ($I_2$-$P_2$-$I_3$), as shown in figure 5(a), since the former implies the same user, and the latter implies the same property). For efficiency, we only choose the meta-path based neighbors that have the same node type with the node. The attention score is defined as:

$$\beta_{ew} = \frac{\exp(f_{\rho}(h_w^0, h_e^0))}{\sum_{j \in N_\rho(e)} \exp(f_{\rho}(h_j^0, h_e^0))}, \quad \forall w \in N_\rho(e),$$

where $f_{\rho}(\cdot, \cdot)$ is the deep neural network which performs the node-level attention, $\beta_{ew}$ is the level of influence of node $e_w$. Then, we employ attention mechanism to aggregate the information of the meta-path based neighbors:

$$h_e^\rho = \sigma \left( \sum_{w \in N_\rho(e)} \beta_{ew} h_w^0 \right),$$

where $\sigma$ denotes the activation function. The procedure is illustrated in the left part of Figure 5(c).

Given the meta-path set $\{\rho_1, \rho_2, \ldots, \rho_{N_\rho}\}$, after node attention aggregation, for node $e$, we can obtain $N$ node-level embeddings, denoted as $\{h_e^{\rho_1}, h_e^{\rho_2}, \ldots, h_e^{\rho_{N_\rho}}\}$. All the node embeddings are denoted as $\{E_{\rho_1}, E_{\rho_2}, \ldots, E_{\rho_{N_\rho}}\}$. In the following part, we introduce how to aggregate these node-level embeddings.

To learn a more accurate node embedding, we try to fuse multiple node embeddings. Taking $\{E_{\rho_1}, E_{\rho_2}, \ldots, E_{\rho_{N_\rho}}\}$ as input, as shown in the right part of Figure 5(c), we first calculate the importance of each meta-path $\rho_j$:

$$w_{\rho_j} = \left[ \frac{1}{|V|} \sum_{e \in V} q^T \cdot \tanh(W_h h_e^{\rho_j} + b) \right],$$

and the weight for $\rho_j$, $\{j = 1 : N\}$ is defined as:

$$y_{\rho_j} = \frac{\exp(w_{\rho_j})}{\sum_{j=1}^{N} \exp(w_{\rho_j})}.$$  

Form the definition of the attention score, we can see that the higher $y_{\rho_j}$, the more important meta-path $\rho_j$ is. Now, we can fuse these node-level embeddings to obtain the final node embeddings:

$$h_e^\rho = \sum_{j=1}^{N} y_{\rho_j} \cdot h_e^{\rho_j},$$  

(2)

### 4.1.4 Node Updation

Finally, we aggregate the information to node $e$ from $h_e^\rho$ (from (1)) and $h_e^{\rho_j}$ (from (2)):

$$h_e = \text{ReLU}(W_2 \text{concat}[h_e^0, W_1 \text{concat}(h_e^\rho, h_e^{\rho_j}) + b_1] + b_2).$$

After updating the HIN node embeddings, we can get the user and insurance product embedding, which are denoted as $u^t$ and $v^t$, respectively. The objective function in target domain is:

$$L_T = \sum_{(u, v) \in T} -(y_{uv} \log \hat{y}_{uv} + (1 - y_{uv}) \log(1 - \hat{y}_{uv})),$$

(3)

where $\hat{y}_{uv} = \sigma(f(u^t, v^t))$, $\sigma()$ is sigmoid function, $f$ is a ranking function which can be a dot-product or a deep neural network.

### 4.2 Latent Feature in Nonfinancial Domain

In Jinguanjia, each item $i$ in nonfinancial domain is associated with a description $c_i$. In order to learn more effective latent features, we employ word2vec [18]. Suppose there are $n$ words in $i$’s content $c_i$. Then we utilize word2vec to obtain word vectors, which are represented as $\{w_i^k\}_{k=1}^n$. Then we concatenate word vectors and apply a max pooling over it to get the final item embedding:

$$i = \text{max-pooling}(\text{concat}(\{w_i^k\}_{k=1}^n)).$$

To model the final user latent feature $u^t$, we employ GRU over the user’s interacted sequence $N_T u$.

$$x_n = \sigma(W_s x_n + U_s h_{n-1} + b_s),$$

$$r_n = \sigma(W_r r_n + U_r h_{n-1} + b_r),$$

$$\overline{h}_n = \tanh(W_h h_n + r_n \odot U_h h_{n-1} + b_h),$$

$$h_n = (1 - x_n) \odot h_{n-1} + x_n \odot \overline{h}_n,$$

where $\sigma$ is sigmoid function, $\odot$ is element-wise product, $W_s$, $W_r$, $W_h \in \mathbb{R}^{n_H \times d}$, $U_s$, $U_r$, $U_h \in \mathbb{R}^{n_H \times n_H}$, $n_H = d$ is hidden size. And use $h_n$ to represent the user, i.e. $u^t = h_n$. The loss function is the same as eq. (3), where $\hat{y}_{uv} = \sigma(f(u^t, v^t))$.  

### 4.3 Mapping Function Between Two Domains

Similar to study [17], we employ MLP to perform latent space matching from source domain to target domain. We take $u^t$ as input and $u^f$ as output. and the loss function can be formalized as:

$$\mathcal{L}_{\text{cross}} = \sum_{u \in \mathcal{H}} \|f_{\text{mlp}}(u^t) - u^f\|_2.$$  

### 4.4 Recommendation for Cold Start Users

In this paper, we assume cold start users have interactions in nonfinancial domain, but no interactions in insurance domain. After learning the latent features in nonfinancial domain $u^t$, we can get the corresponding mapping latent features $\hat{u}^f = f_{\text{mlp}}(u^t)$. Based on learned $\hat{u}^f$, we can make recommendations to cold start users.

### 5 EXPERIMENT

To evaluate the performance of HCDIR, we conduct extensive experiments and online A/B test on Jinguanjia dataset to answer the following key questions:

**RQ1:** How does our proposed HCDIR model perform compared with the state-of-the-art methods for CDR task?

**RQ2:** Can the proposed HCDIR alleviate the data sparsity problem in the target domain?

**RQ3:** How does different types of heterogeneous auxiliary information and other HIN options affect the recommendation performance in HCDIR?
5.1 Datasets
As described in Section 2.1, we build and release a suitable dataset for insurance product recommendation task. We randomly split the overlapping users of Jinguanjia dataset into training set (60%) to learn parameters, validation set (20%) to tune hyper-parameters, and testing set (20%) for the final performance comparison. For the testing set, we remove their information in the target domain to utilize them as cold start users for evaluating the recommendation performance (i.e., test users). To study the performance changes of our proposed methods with respect to the number of overlapping users, we restrict the number of the overlapping users similarly to the real-world distribution. We build four training sets with a certain fraction $\eta \in \{10\%, 20\%, 50\%, 100\%\}$ of the overlapping users who do not belong to the test users in baseline comparison study.

5.2 Baseline Models and Metrics
Four widely used recommendation algorithms are compared with the variants of HCDIR. These baselines can be divided into two groups: (1) Single-domain Models: BPR [21] and GRU4REC [8]; (2) Cross-domain Models: EMCDBR-BPR [17], EMCDBR-GRU, two variants of HCDIR and HCDIR. The first group is utilized to validate the usefulness of cross-domain recommendation models, and the second group is used to demonstrate the advantage of TAHIN module in insurance domain to deal with various kinds of heterogeneous information including user purchase logs, agent and complex insurance products’ properties. How to utilize different types of heterogeneous information is one of the key factors to boost the effectiveness of model. RGCN and HAN are two representative methods in handling heterogeneous data. Here, we designed two variants, HCDIR-RGCN and HCDIR-HAN adopting RGCN and HAN, respectively. HAN is superior to the other deep heterogeneous network embedding models such as Metapath2vec. RGCN employs the relation-aggregators-based GCN to heterogeneous information network. HCDIR both leverages HAN and RGCN to process various kinds of heterogeneous information in insurance domain for better user representation, which can effectively improve the recommendation performance.

We evaluate all models with NDCG and Rec@N ($N = 1, 3, 5$), which effectively evaluate the performance of recommendation methods. NDCG is used to observe the overall performance in terms of ranking insurances, while Recall@N is used to judge how accurately recommend insurances at top $N$ positions.

NDCG: Normalized Discounted Cumulative Gain (NDCG) extends HR by assigning higher scores to the hits at higher positions in the ranking list.

Recall@N: The primary evaluation metric is Recall, which measures the proportion of cases when the relevant item is amongst the top ranked items in all test cases.

5.3 Model Implement Details
Parameter Setting. In TAHINâĂŹs relational neighbor aggregation part, message passing is set as mean operation and type wise reducer is set as sum operation. In TAHINâĂŹs meta-path based aggregation part, the meta-paths used here can be categorized into four groups according to node types. User meta-paths are [U I U], [U A U] and [U I P I U], item meta-paths are [I U I], [I P I] and [I U A U I], agent meta-paths are [A U A] and [A U I U A] and insurance productsâĂŹ properties meta-paths are [P I P] and [P I U P]. The number of attention head in GAT is set to 8. Owing to separate training in three tasks (insurance domain, nonfinancial domain and cross domain) in cold start scenario, single type of meta-paths cannot significantly affect the model performance while incorporation of all kinds of meta-paths can boost the performance. Final embedding dimension $S$ is a key parameter in HCDIR discussed in the below section. We set the GRU hidden state size to 100 for 32 due to storage. We take Adam as our optimizing algorithm. For the hyper-parameters of the Adam optimizer, we set the learning rate $\alpha = 0.001$. These settings are chosen with grid search on the validation set. To speed up the training and converge quickly, we use batch size as 32. We test the model performance on the validation set for every epoch. We implement the proposed method based on Pytorch and DGL [27]. All experiments are performed in Nvidia Tesla V100.

Study of the Final Embedding Dimension $S$. The quality of the final embedding can directly effect the performance of model. As shown in Figure 6, we can see that with the increase of the embedding dimension $S$, the performance raises first and then starts to drop slowly. The best parameter of $S$ is 32. The main reason is that cross-domain method needs a suitable dimension to encode two domains’ different information and larger dimension may introduce additional redundancies.

5.4 Performance Comparison
To answer RQ1 and RQ2, two variants of HCDIR are compared with four state-of-the-art models with different densities. Table 4 shows the performance comparison. Overall, benefiting from the proposed TAHIN module and source domain information, HCDIR beats all comparative methods under all levels of data sparsity, respectively. These experiments reveal a number of interesting discoveries: (1)
All cross-domain methods yield better performances than single-domain methods with mixture of target and source domain data, demonstrating the importance of cross-domain module; (2) Owing to the capability of using different types of heterogeneous information in insurance domain, two variants of HCDIR (HCDIR-RGCN and HCDIR-HAN) defeat other comparative methods; (3) HCDIR achieves a better performance in a sparser dataset compared with other methods. It is validated that, compared to comparative approaches, HCDIR can better alleviate the negative impacts of the data sparsity issue.

In order to answer RQ3, we conduct experiments to compare HCDIR with HCDIR-RGCN and HCDIR-HAN. From the results of Table 4, we can find that the performance of HCDIR-RGCN and HCDIR-HAN declines sharply in terms of all the metrics when using a sparser dataset. This experiment shows that, the proposed HCDIR can get more stable and better performance with limited data, which mainly contributes various types of heterogeneous information and the incorporation of RGCN and HAN to deal with various kinds of auxiliary relationships.

### 5.5 Ablation Study

We find two important factors (data and corresponding data process module) effecting the performance of model. Therefore, we conduct the following two studies at 10% sparsity level, data ablation and model ablation study as shown in Table 5.

#### Result 1: Data Ablation

In order to investigate the effect of two newly added heterogeneous data (Agents and Insurance Properties), we designed three variants of our proposed model, HCDIR with only interactions, HCDIR without Agent and HCDIR without Insurance Properties (short for HCDIR without IP). From Table 5, it is found that only using interactions can not reach the best performance even use our proposed model framework. We can also observe that the performance of HCDIR without Agent declines more than HCDIR without IP compared to HCDIR in terms of all the metrics, which means agent heterogeneous information is the key factor to improve the model.

#### Result 2: Model Ablation

Two kinds of newly added heterogeneous information are used in HCDIR. How to leverage various types of heterogeneous information effectively may affect the final model performance. RGCN and HAN are two widely used methods in dealing with heterogeneous data, so we designed two variants of HCDIR in IHIN module, namely HCDIR using RGCN and HCDIR using HAN. HCDIR using HAN outperforms HCDIR using RGCN which aggregates 1-hop relation-aware neighbors. These results indicates the advantage of the combination attention mechanism and higher-order heterogeneous neighbors generated by GCN-based model in HAN. To improve HCDIR, we choose HAN and RGCN to deal with these heterogeneous information, which gains a better result.

### 5.6 Online A/B Testing for Cold-Start Recommendation

To validate the effectiveness of HCDIR, we implement online A/B test for insurance domain’s cold-start users to show how cross domain method and heterogeneous insurance information affect cold start recommendation in real-world scenario.

For online A/B testing, cold-start users who haven’t purchased any insurance products by the end of August 2019 are divided into three groups with highly similar activities in Jinguangjia APP where each group contains 150,000 users. Users of the first group users are recommended insurance products by traditional strategy using best trained machine learning model LightGBM, donated as G_Baseline. Users of the second group are recommended by HCDIR without agent heterogeneous information with 10% training data of Jinguangjia dataset used above, donated as G_HCDIR without agent. Users of the third group are by our proposed HCDIR trained with 10% training data, donated as G_HCDIR.

#### User Purchase Conversion Rate (UPCR): Number of users who purchased the recommended insurance product divide total number of cold start users

#### User Premium Growth Amount (UPGA): Amount of insurance premium cold start users paid for the recommended insurance.

Table 6 shows the results of our designed online A/B testing compared with G_Baseline as baseline. We compare the performance of G_HCDIR without agent to machine learning method G_Baseline using LightGBM with only user-item interactions and designed features. From Table 6, we find that the performance of G_HCDIR without agent and G_HCDIR using all the heterogeneous information consistently outperform these baseline methods. The improvement of UPCR and UPGRA gradually increase over time, which indicates it need time for cold start users to develop insurance awareness. Specifically, it can be observed that G_HCDIR without agent at least improves UPCR and UPGRA by 8.79% and 10.97% in the time period from 1 month to 3 months compared
Table 6: Online performance of compared methods. \( \text{G}_\text{Baseline} \) indicates the baseline performance of cold start user group using traditional method LightGBM; and \( \text{G}_\text{HCDIR} \) without agent and \( \text{G}_\text{HCDIR} \) with agent denote HCDIR without agent heterogeneous relationships and HCDIR, respectively.

| Metrics                  | \( \text{G}_{\text{HCDIR}} \) without agent | \( \text{G}_{\text{HCDIR}} \)            |
|--------------------------|---------------------------------------------|-----------------------------------------|
|                         | T+1 month                                   | T+2 months                              | T+3 months |
| improvement percentage   | 8.79%                                       | 12.87%                                  | 18.38%     |
| of UPCR vs \( \text{G}_{\text{Baseline}} \) | 12.94%                                      | 18.66%                                  | 23.20%     |
| improvement percentage   | 10.97%                                      | 13.04%                                  | 15.31%     |
| of UPGR vs \( \text{G}_{\text{Baseline}} \) | 15.25%                                      | 20.41%                                  | 25.62%     |
| improvement percentage   | -79.94%                                     | -76.99%                                 |            |
| of running time vs \( \text{G}_{\text{Baseline}} \) |                                             |                                        |            |

6 RELATED WORK

6.1 Insurance Recommendation System

To our knowledge, there are not many papers about recommendation systems in insurance products domain, some includes [6, 14, 19, 20, 22]. [22] thoroughly describes the differences between recommendation system for classical domain and insurance domain, and focuses on call centers servicing Life and Annual insurance, where the agents also have limited knowledge and experience. [6] propose a web recommendation system for life insurance sector by using association rules, which is one of the most well researched techniques of data mining. [19] presents a hybrid recommendation system in insurance domain based on a standard user-user collaborative filtering approach. [20] utilizes Bayes networks to give customers personalized recommendation based on what other similar people with similar portfolios have. [11] is a improved model of [20], which tries to learn the structure of Bayesian network and considerably speeds up both training and inference run-times, while achieving similar accuracy. [14] propose a causation-driven visualization system that fundamentally transforms cross-media insurance data into network diagrams and performs recommendation reasoning. However, these methods neglect the item complexity and data sparsity problem.

6.2 Cross-domain Recommendation

Cross-domain recommendation (CDR) [5, 12, 13, 16, 17, 28], which aims to improve the recommendation performance by means of transferring information from the auxiliary domain to the target domain, is one of the promising ways to solve data sparsity and cold start problem. Generally, CDR can be categorized into two categories. One is to aggregate knowledge between two domains, this kind of methods are interested in improving the overall performance in the target domain [13, 16, 28], however, they can not deal with cold start users. Since cold start users do not have any interactions in target domain. The other one aims at inferring the preferences of cold start users based on their preferences observed in other domains [5, 12, 17]. These methods assume that there exists overlap in information between users and/or items across different domains, and train a mapping function from the source-domain into the target-domain. For cold start users, these method first learn representations in source domain, and then mapping them to the target domain.

6.3 Heterogeneous Information Networks

Recently, some methods have been proposed representation learning methods for HIN. These methods can be grossly divided into two groups: shallow models and deep models. Shallow models ([3, 4, 9, 15] employ factorization-Agnoram approaches or random walk approaches to aggregate information from neighbor nodes. For example, Metapath2vec [3] formalizes meta-paths based random walks to obtain heterogeneous neighborhoods of a node and leverages Skip-gram model to learn the network structure. However, this kind of method only explore one aspect information, failing to integrate more heterogeneous information. Deep models [29, 31] aggregate neighbor information by neural network based method. HetGNN [31] jointly learn heterogeneous graph information and heterogeneous contents information for node embeddings based on GNN [23]. Inspired by graph attention networks, R-GCNs [24] are developed to deal with the highly multi-relational data. HAN [29] designs a two level (node-level and semantic-level) attentions to generate node embedding by aggregating features from meta-path based neighbors.

7 CONCLUSION AND FUTURE WORK

To deal with insurance product complexity and cold start problem, we propose a novel framework called a HCDIR for cold start users in insurance domain. Specifically, we first try to learn more effective user and item latent features in both source and target domains. In source domain, we employ GRU to module users’ dynamic interests.
In target domain, we construct an IHIN based on data from Jinguanjia App, then we employ three-level (relational, node, and semantic) attention aggregations to get user and insurance product representations in source domain. After obtaining the latent features of the overlapping users, a feature mapping between the two domains is learned by MLP. As future work, we will try to construct more complete HIN, considering more types of relations, such as the relation between agent and insurance product. We will also consider to train more accurate item representations in source domain.
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