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Abstract. We provide a computational framework for approximating a class of structured matrices; here, the term structure is very general, and may refer to a regular sparsity pattern (e.g., block-banded), or be more highly structured (e.g., symmetric block Toeplitz). The goal is to uncover additional latent structure that will in turn lead to computationally efficient algorithms when the new structured matrix approximations are employed in the place of the original operator. Our approach has three steps: map the structured matrix to tensors, use tensor compression algorithms, and map the compressed tensors back to obtain two different matrix representations—sum of Kronecker products and block low-rank format. The use of tensor decompositions enables us to uncover latent structure in the problem and leads to compressed representations of the original matrix that can be used efficiently in applications. The resulting matrix approximations are memory efficient, easy to compute with, and preserve the error that is due to the tensor compression in the Frobenius norm. Our framework is quite general. We illustrate the ability of our method to uncover block-low-rank format on structured matrices from two applications: system identification, space-time covariance matrices. In addition, we demonstrate that our approach can uncover sum of structured Kronecker products structure on several matrices from the SuiteSparse collection. Finally, we show that our framework is broad enough to encompass and improve on other related results from the literature, as we illustrate with the approximation of a three-dimensional blurring operator.
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1. Introduction. Structured matrices are ubiquitous in many applications such as signal processing, image deblurring, finite difference discretizations of partial differential equations (PDEs), and control theory. For example, modeling a system in which the operator is spatially invariant in both the vertical and horizontal directions, with zero boundary conditions (e.g., blur in an image) leads, upon discretization, to a matrix that is block Toeplitz with Toeplitz blocks (BTTB). Discretization of PDE models often leads to matrices that are at least block banded and perhaps possess additional structure. Matrices with such structure are advantageous for iterative linear solvers such as Krylov subspace methods because the required matrix-vector products per iteration can usually be done efficiently by leveraging the structure.

However, many applications demand a factorization of the operator that reveals information about the rank or will allow for a low-rank approximation. For large scale problems, the classes of structured matrices for which such decompositions are easily and directly computable are limited – e.g. matrices that are diagonalized or block-diagonalized by fast transform based methods (e.g., BCCB), or matrices generated by a single Kronecker product. One of the purposes of this paper, therefore, is to expand the classes of structured matrices for which low-rank factorizations can be
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obtained. Specifically, we give a framework for computing block low-rank format which is applicable to a general class of structured matrices.

There are many applications in which the operator is expressed naturally as a sum of Kronecker products [31]. If the number of the terms in the sum is small, the Kronecker structure can be leveraged to compute matrix-vector products quickly, or to develop preconditioners or approximate truncated SVD filters (e.g. [7]). Storage of the relevant components needed to perform products with the operator or its transpose can be highly efficient.

Our goal in this paper therefore is to compute operator approximations that discover either/both the Kronecker sum structure and block low-rank structure while preserving other underlying matrix structure, such as (block) Toeplitz or Hankel, (block) bandedness, symmetry and positive (semi)-definiteness. We propose to arrive at these operator approximations in an innovative way in three steps: first, we remove redundancies through a matrix-to-tensor mapping, with the order of the tensor as determined by properties of the matrix; second, we utilize tensor-decomposition methods at our disposal to compute a tensor approximation; finally, we obtain our matrix approximation by mapping the tensor approximation back to an operator by inverting our matrix-to-tensor mapping.

Contributions. We summarize the contents of the paper and highlight the major contributions. We develop a tensor-based framework for computing structure-preserving matrix approximations for use in applications from scientific computing.

1. We develop a mapping between structured block matrices to tensors. The tensors can then be compressed and stored in the appropriate tensor format. We then relate the error in tensor representation to the matrix representation and show that these errors are the same in the Frobenius norm.

2. We use the CP and Tucker formats for compressing the tensor, and we show how they can be used for two different efficient matrix representations—Kronecker product sums, and block low-rank formats. Our methods are structure-preserving in the sense that both of these efficient matrix representations retain important features from the original structured block matrices. In particular, we pay special attention to preserving positive definiteness and semidefiniteness.

3. We demonstrate the computational benefits of our approach on two different application areas: eigensystem realization algorithm for system identification and space-time covariance matrices, which yield block Hankel and (symmetric) block Toeplitz matrices respectively. We also demonstrate our approach on several sparse block tridiagonal test matrices from the SuiteSparse matrix collection.

4. We show how to extend this approach that we developed for structured block matrices to multilevel structured block matrices. We show how to compute efficient Kronecker product sums after compressing the tensor using Tucker format.

5. We discuss how our tensor-based approaches are related to and can recover existing algorithms from the literature and how we might use our approach to improve on some of them.

Relation to previous literature. The present approach differs from the methods in the literature on direct operator approximation by use of Tensor Train tensor approximations and related tensor formats [22, 23, 24, 25], which are particularly effective methods in generating compact, approximate representations to high dimensional operators in order to solve linear systems. Our methodology and goals are different. We
also mention the work in [3] that has similar goals to ours but is different both in the way the tensors are constructed and compressed. Furthermore, in our approach, several types of structured approximations are possible, including Kronecker-sum, and block structured low-rank approximation. The appeal of our approach is the general nature of the term “structure” as well as the fact that it is agnostic to which type of tensor approximation algorithm is employed. Our approach is flexible in that any tensor approximation method can be utilized in the second step, and we can provably relate the quality of our matrix approximation. As we discuss in Section 7, the framework we provide here either subsumes or allows improvement upon some other methods in the literature that aim to provide optimal/near-optimal Kronecker product approximations to structured matrices, such as those in [12, 21].

Organization and Contents. The first part of this paper is devoted to a general formulation of structure and developing a matrix-to-tensor invertible mapping that can utilize this formulation. While we describe this in detail for two level matrices having structure on the outermost layer, we show that our method is applicable for higher level structure as well. Since the matrix-to-tensor mapping is invertible, if we are given an approximation to the tensor representation of our matrix, we can map this approximation back to a matrix approximation. We give a result that relates the quality of the tensor approximation to the quality of the matrix approximation. Next, we investigate the specific structure that the matrix approximation can inherit depending on the type of tensor approximation used. For this, we focus on a CP formulation of our tensor approximation, and on a truncated-HOSVD based approximation.

This paper is organized as follows. Section 2 describes the notation and terminology, including a brief description of the CP and Tucker decompositions. In Section 3, we describe the block matrix to tensor mapping, with examples for clarity. We also give a theoretical result that relates the tensor approximation problem to the matrix approximation problem. Section 4 describes how we obtain Kronecker sum approximations to the operator from CP or Tucker approximations to the tensor. The subject of Section 5 is how to obtain matrix approximations that are block structured factorization from the CP or Tucker approximations to the original tensor. To this end, we also discuss how to preserve symmetric positive definiteness. An application in subspace system identification and in space-time covariance matrices is given in Section 6. We also process several matrices from the SparseSuite in Section 6. Our framework is generalized to capture higher level structure in Section 7. As an illustration of the utility of our approach, we highlight how our framework can be used to capture or improve on a few previous results in the literature. Conclusions and future work are addressed in Section 8.

2. Background and Notation. We briefly clarify the notation that we use in this paper and some background material on Kronecker products and tensors. In this brief review, we mostly focus on third order tensors; however, they can be readily extended to higher order tensors and we refer to [14, 9] for the details.

2.1. Notation and Terminology. Throughout this paper, matrices are defined in bold uppercase, vectors are in bold lowercase, and third order tensors are in calligraphic boldface script.

Let $A \in \mathbb{R}^{m \times p \times n}$. We denote the frontal slices as $A_{:, j, :}$, lateral slices as $A_{:, j, :}$, and horizontal slices as $A_{j, :, :}$. Following [13], we use invertible mappings between $m \times n$
matrices and $m \times 1 \times n$ tensors by twisting and squeezing\( ^1 \): i.e., $X \in \mathbb{C}^{m \times n}$ is related to $X_{i,j,:}$ via

$$X = \text{twist}(X) \text{ and } X = \text{sq}(X_{i,j,:}).$$

Tensor unfoldings refer to unwrapping a tensor into a matrix. For example, a third order tensor $A \in \mathbb{R}^{m \times p \times n}$ admits three unfoldings [14]:

$$A_{(1)} = [A_{i,:,1}, A_{i,:,2}, \ldots, A_{i,:,n}] \in \mathbb{C}^{m \times np}$$

$$A_{(2)} = [A_{i,:,1}^T, A_{i,:,2}^T, \ldots, A_{i,:,n}^T] \in \mathbb{C}^{p \times mn}$$

and

$$A_{(3)} = [\text{sq}(A_{i,:,1})^T, \text{sq}(A_{i,:,2})^T, \ldots, \text{sq}(A_{i,:,n})^T] \in \mathbb{C}^{n \times mp}.$$  

The unfoldings can be used to define mode-wise products between matrices and tensors. For example, let

$$A \times_i U \equiv UA_{(i)}, \quad i = 1, 2, 3,$$

where it is clear that the column dimension of $U$ must match the row dimension of $A_{(i)}$ and the resulting tensor must have $i$th mode of dimension $r$, where $r$ is the number of rows in $U$.

If $a \in \mathbb{R}^m, b \in \mathbb{R}^\ell, c \in \mathbb{R}^n$, then

$$A := a \circ b \circ c \in \mathbb{R}^{m \times \ell \times n}$$

is a third order, rank-1 tensor, with $(i, j, k)$ entry of $A$ given by $a_i b_j c_k$.

For convenience, we may also use the $\text{vec}$ and $\text{reshape}$ commands to define mappings between matrices and vectors by column unwrapping and reshaping:

$$a = \text{vec}(A) \in \mathbb{C}^{mn} \leftrightarrow A = \text{reshape}(a, [m, n]).$$

### 2.2. Kronecker products.

As we will see, the recovered matrix approximations all involve one or more Kronecker products. Let $A \in \mathbb{R}^{m \times p}$ and $B \in \mathbb{R}^{n \times \ell}$. Then their Kronecker product $B \otimes A \in \mathbb{R}^{(mn) \times (p\ell)}$ is the block matrix

$$B \otimes A = \begin{bmatrix}
    b_{11}A & b_{12}A & \cdots & b_{1p}A \\
    b_{21}A & b_{22}A & \cdots & \vdots \\
    \vdots & \cdots & \cdots & \vdots \\
    b_{m1}A & \cdots & \cdots & b_{mn}A
\end{bmatrix}.$$  

Kronecker products satisfy some important properties [31] which can be used to great computational advantage in applications. We review a few of these properties:

1. $\text{vec}(AXB^T) \equiv (B \otimes A)\text{vec}(X)$, where the $\text{vec}(\cdot)$ is a vectorization operator converts a matrix to a column vector by stacking its columns.

2. For $A, B, C, D$ of appropriate dimension $(A \otimes B)(C \otimes D) = (AC) \otimes (BD)$.

3. Kronecker products of orthogonal matrices are orthogonal.

---

\(^1\)If $A$ is $m \times 1 \times n$, the MATLAB command $\text{squeeze}(A)$ returns the $m \times n$ matrix. Note, however, that if the first mode has dimension 1, the squeeze command in MATLAB behaves differently, depending on the size of the other modes. For example, the $\text{squeeze}$ of a $1 \times 1 \times n$ tensor produces an length-$n$ column vector, the $\text{squeeze}$ of a $1 \times m \times n$ produces an $m \times n$ matrix.
4. If \( A \) is a structured matrix (e.g., diagonal, banded, upper triangular, Toeplitz, etc), then \( A \otimes B \) will inherit that structure on the block level.

5. The SVD of \( A \otimes B \) is obtained from the SVDs \( A = WSQ^T \) and \( B = UDV^T \) since \((UDV^T) \otimes (WSQ^T) = (U \otimes W)(D \otimes S)(V \otimes W)^T\). Note that though the singular values of \( A \otimes B \) are contained in the diagonals of the diagonal matrix \( D \otimes S \), they are likely not in order, so the ordered SVD would require an additional permutation.

6. As a consequence of the last point, \( \| A \otimes B \|_F = \| A \|_F \| B \|_F \).

2.3. CP Decomposition. Suppose the tensor \( \mathcal{A} \in \mathbb{R}^{m \times p \times n} \) can be expressed

\[
\mathcal{A} = \sum_{i=1}^{r} X_{i:,i} \circ Y_{:,i} \circ Z_{:,i},
\]

where \( X \in \mathbb{R}^{m \times r}, Y \in \mathbb{R}^{p \times r}, Z \in \mathbb{R}^{n \times r} \) are called the factor matrices. The representation is also expressed using the so-called Kruskal notation in terms of the factor matrices \([X, Y, Z] \). Such a decomposition is called the CP\(^2 \) decomposition of a tensor. If \( r \) is minimal, then \( r \) is called the rank of the tensor. Unfortunately, determining the rank of a tensor is in general an NP-hard problem. Moreover, the factor matrices do not need to have independent, let alone orthogonal, columns. For information about properties of the CP decomposition, see [14].

Independent of whether or not \( r \) is minimal, if there exists a triple of factor matrices such that \( \mathcal{A} = [X, Y, Z] \), then we can use the factor matrices to deduce relationships among the various slices of the tensor. For example, the \( k \)th lateral slice has entries corresponding to the triple matrix product

\[
\text{sq}(\mathcal{A}_{:,j,:}) = X \text{diag}(Y_{k,:}) Z^T, \quad k = 1, \ldots, p,
\]

with similar formulations for the other slices. Thus, a CP decomposition of a third order tensor reveals a ‘joint diagonalization’ of the matrices that comprise the slices of the tensor, although the matrices in the diagonalization need not be square nor invertible. A popular way of computing the CP decomposition is the alternating least squares approach; see e.g., [14, Section 3.4].

2.4. Tucker Decomposition. The Tucker-3 factorization [30] of a third-order tensor \( \mathcal{A} \in \mathbb{R}^{m \times p \times n} \) is

\[
\mathcal{A} = G_{1} \times_{1} U \times_{2} V \times_{3} W = \sum_{i=1}^{R_{1}} \sum_{j=1}^{R_{2}} \sum_{k=1}^{R_{3}} G_{i,j,k} (U_{:,i} \circ V_{:,j} \circ W_{:,k}),
\]

where \( G \in \mathbb{R}^{R_{1} \times R_{2} \times R_{3}} \) is the core tensor, \( U \in \mathbb{R}^{m \times R_{1}}, V \in \mathbb{R}^{p \times R_{2}}, W \in \mathbb{R}^{n \times R_{3}} \). The matrices \( U, V, W \) are also called factor matrices. We say that the tensor is rank-(\( R_{1}, R_{2}, R_{3} \)), if \( R_{j} = \text{rank}(G_{:,j}) \) for \( j = 1, \ldots, 3 \). The core is not typically ‘diagonal’ and the elements need not be non-negative. If the core is diagonal, and \( R_{1} = R_{2} = R_{3} \) then this decomposition reduces to a CP decomposition.

For later use, we highlight one important feature that relates the mode-3 unfolding of \( \mathcal{A} \) with the mode-3 unfolding of the core \( G \) and the factor matrices [14]:

\[
\mathcal{A}_{:,j,:} = WG_{:,j,:} (V^T \otimes U^T).
\]

\(^{2}\)Also goes by CANDECOMP/PARAFAC, Canonical Factors, etc.
Combining (3) with (1), we observe that \( k \)th lateral slice of \( \mathcal{A} \) is given by

\[
\text{sq}(\mathcal{A}_{:,k,:}) = U \left( \sum_{j=1}^{r_2} v_{k,j} \text{sq}(\mathcal{G}_{:,j,:}) \right) W^T \quad k = 1, \ldots, p.
\]

Of particular interest is the Higher Order SVD (HOSVD) \([6]\) for obtaining a compressed representation in the Tucker format. Suppose we want to compress \( \mathcal{A} \) and the target rank is \((r_1, r_2, r_3)\). The HOSVD first proceeds by computing the SVDs of the 3 unfoldings and letting \( U, V, W \) correspond to the top \( r_1, r_2, r_3 \) left singular vectors of each mode unfolding. Next, the core tensor is obtained as \( \mathcal{G} = \mathcal{A} \times_1 U^T \times_2 V^T \times_3 W^T \), so that we have the approximation

\[
\mathcal{A} \approx \mathcal{G} \times_1 U \times_2 V \times_3 W.
\]

For short, we write \( \mathcal{A} \approx [\mathcal{G}; U, V, W] \). The accuracy of the HOSVD can be established by the results in \([9, \text{Thm. 10.3}]\). Besides the HOSVD, there are other efficient algorithms for approximating a tensor in the Tucker format. For some recent work on randomized algorithms in the Tucker format, see \([19, 29]\).

3. Block Matrix to Tensor Mapping. In this section, we consider a block matrix \( \mathcal{A} \in \mathbb{R}^{(\ell m) \times (\ell n)} \) with \( \ell \times q \) blocks of size \( m \times n \) each. The basic idea is to first represent the matrix \( \mathcal{A} \) using a sum of Kronecker products. Let \( \mathcal{A}_k \in \mathbb{R}^{m \times n} \) be a distinct subblock of a matrix which repeats \( \eta_k > 0 \) times for \( k = 1, \ldots, p \). Here \( 1 \leq p \leq \ell q \) is the number of distinct subblocks. Define the tuple of matrices\(^3\)

\[
\mathcal{A} = (\mathcal{A}_1, \ldots, \mathcal{A}_p) \quad \mathcal{E} = (\mathcal{E}_1, \ldots, \mathcal{E}_p),
\]

where \( \mathcal{E}_k \in \mathbb{R}^{\ell \times q} \) with entries

\[
[\mathcal{E}_k]_{ij} = \begin{cases} 
\frac{1}{\sqrt{\eta_k}} & \text{if } \mathcal{A}_k \text{ occurs in } (i,j)^{th} \text{ block of } \mathcal{A} \\
0 & \text{otherwise.}
\end{cases}
\]

The matrices \( \mathcal{E}_k \) both account for the position and repetition of the blocks \( \mathcal{A}_k \) and satisfy

\[
\|\mathcal{E}_k\|_F = 1, \quad k = 1, \ldots, p.
\]

To express the original matrix \( \mathcal{A} \) as the sum of Kronecker products, we define

\[
\text{struct}_\mathcal{E}(\mathcal{A}) = \sum_{k=1}^{p} \mathcal{E}_k \otimes (\sqrt{\eta_k} \mathcal{A}_k).
\]

Then it is verified that \( \text{struct}_\mathcal{E}(\mathcal{A}) = \mathcal{A} \).

**Remark 1.** Consider the trace inner product \( \langle \mathcal{C}, \mathcal{D} \rangle = \text{trace}(\mathcal{C}^T \mathcal{D}) \) for matrices \( \mathcal{C}, \mathcal{D} \) of the same size. If we let \( \mathcal{C} = \mathcal{E}_j \otimes \mathcal{K} \) and \( \mathcal{D} = \mathcal{E}_k \otimes \mathcal{L} \) for \( \mathcal{K}, \mathcal{L} \in \mathbb{R}^{m \times n} \) and \( j \neq k \), then \( \mathcal{C} \) and \( \mathcal{D} \) are orthogonal with respect to this inner product, since

\[
\langle \mathcal{C}, \mathcal{D} \rangle = \text{trace}(\mathcal{E}_j^T \mathcal{E}_k)\text{trace}(\mathcal{K}^T \mathcal{L}) = 0.
\]

This means that in (6) we have decomposed \( \mathcal{A} \) into a sum of orthogonal matrices with respect to the trace inner product.

\(^3\)This tuple is unique up to permutation.
We illustrate this data structure to represent through several commonly occurring examples. For simplicity, we take the number of blocks \( \ell = q \), but the general case can be handled easily.

**Example 1 (Block-diagonal matrix).** We consider a block-diagonal matrix of the form

\[
A = \begin{bmatrix}
A_1 & A_2 & \cdots & A_p
\end{bmatrix} \in \mathbb{R}^{m\ell \times n\ell}.
\]

In this case we have \( p = \ell = q \), and

\[
A = (A_1, \ldots, A_p) \quad \mathcal{E} = (e_1 e_1^T, \ldots, e_p e_p^T),
\]

where \( e_j \) is the \( j \)-th column of a \( p \times p \) identity matrix.

**Example 2 (Block-banded matrix).** If the matrix is block tridiagonal with \( \ell \times \ell \) blocks, then \( p = 3\ell - 2 \) (block-non-symmetric) and \( p = 2\ell - 1 \) (block-symmetric). More generally, if the matrix is block-banded and we denote by \( b \) the block-semibandwidth, then \( p = m(2b + 1) - (b + 1) \) if the matrix is block-non-symmetric, and \( p = m(b + 1) - b(b + 1)/2 \) if block-symmetric. For example, consider a block-tridiagonal matrix of the form

\[
A = \begin{bmatrix}
A_1 & A_2 & 0 & 0 \\
A_2 & A_3 & A_4 & 0 \\
0 & A_4 & A_5 & A_6 \\
0 & 0 & A_6 & A_7
\end{bmatrix} \in \mathbb{R}^{4m \times 4n}.
\]

In this case we have \( p = 7 \),

\[
A = (A_1, \ldots, A_7) \quad \mathcal{E} = (e_1 e_1^T, e_2 e_2^T, \ldots, e_4 e_4^T),
\]

where \( e_j \) is the \( j \)-th column of a \( 4 \times 4 \) identity matrix.

**Example 3 (Block-Toeplitz).** Consider the block-Toeplitz matrix of the form

\[
A = \begin{bmatrix}
A_1 & A_\ell + 1 & \cdots & A_{2\ell - 1} \\
A_2 & A_1 & \cdots & A_{2\ell - 2} \\
\vdots & \ddots & \ddots & \ddots \\
A_\ell & \cdots & A_2 & A_1
\end{bmatrix} \in \mathbb{R}^{\ell m \times \ell n}.
\]

Define the shift matrices

\[
E_d = \begin{bmatrix}
0 & 1 & 0 & \cdots & 0 & 1 & 0
\end{bmatrix} \in \mathbb{R}^{\ell \times \ell}
\]

and \( E_u = E_d^T \). Then

\[
A = (A_1, \ldots, A_{2\ell - 1})
\]

and

\[
\mathcal{E} = \left( \frac{1}{\sqrt{\ell}} E_d^0, \frac{1}{\sqrt{\ell - 1}} E_d, \ldots, \frac{1}{\sqrt{2}} E_d^{\ell - 1}, \frac{1}{\sqrt{\ell - 1}} E_u, \frac{1}{\sqrt{\ell - 2}} E_u, \ldots, E_u^{\ell - 1} \right).
\]
If the matrix is block-symmetric then additional savings are possible since \( p = \ell \). Similarly, if the matrix is additionally block banded, then further savings are possible. A similar approach is possible if the matrix is block-Hankel instead of block-Toeplitz.

In each case above, the reader is invited to verify that (6) holds. This representation is unique up to reordering of the terms in the summation.

Usually, knowledge of the problem structure can be used to find this representation. If no knowledge is available, and a purely algebraic technique is desired, this representation can be determined by a greedy search. Assuming that it takes \( \mathcal{O}(1) \) operations to verify if the blocks are equal, this representation can be computed in \( \mathcal{O}((\ell q)^2) \) operations (worst case complexity), but the complexity is much lower if there is latent structure (e.g., block Toeplitz, block-diagonal, etc) to be discovered. Furthermore, if the block sizes are large it may be advantageous to store the matrices in \( \mathcal{E} \) in compressed sparse column representation.

With this matrix \( \mathbf{A} \in \mathbb{R}^{(\ell m) \times (qn)} \), and associated data structures \( \mathcal{A} \) and \( \mathcal{E} \), we associate a third-order tensor mapping \( \mathcal{T}_\mathcal{E} : \mathbb{R}^{\ell m \times qn} \to \mathbb{R}^{m \times p \times n} \) defined in terms of its lateral slices as

\[
\mathcal{T}_\mathcal{E}[\mathbf{A}]:_{k,:} = \sqrt{\eta_k} \text{twist}(\mathbf{A}_k) \quad k = 1, \ldots, p.
\]

The tensor-to-matrix mapping \( \mathcal{M}_\mathcal{E} : \mathbb{R}^{m \times p \times n} \to \mathbb{R}^{\ell m \times qn} \) is defined as

\[
\mathcal{M}_\mathcal{E}[\mathbf{X}] := \text{struct}_\mathcal{E} \left( \text{sq}(\mathbf{X};_{k,:}) \right)_{k=1}^p = \sum_{k=1}^p \mathbf{E}_k \otimes \text{sq}(\mathbf{X};_{k,:}).
\]

It is easy to verify that \( \mathcal{M}_\mathcal{E}[\mathcal{T}_\mathcal{E}[\mathbf{A}]] = \mathbf{A} \) since

\[
\mathcal{M}_\mathcal{E}[\mathcal{T}_\mathcal{E}[\mathbf{A}]] = \sum_{k=1}^p \mathbf{E}_k \otimes \text{sq}(\sqrt{\eta_k} \text{twist}(\mathbf{A}_k)) = \sum_{k=1}^p \mathbf{E}_k \otimes (\sqrt{\eta_k} \mathbf{A}_k) = \mathbf{A}.
\]

### 3.1. Strategy

Given \( \mathbf{A} \) and the new mapping scheme, we are now ready to present our approach to generating our matrix approximations. The steps are outlined in Algorithm 1. It is important to note that this approach is applicable for any choice of tensor decomposition and corresponding tensor approximation strategy. However, the practical utility is tied to the structure obtained after applying the tensor-to-matrix mapping in the last step. Thus, in Section 4, we consider some specific tensor approximation strategies and delve into the resulting matrix structure.

**Algorithm 1** Tensor-based Matrix Approximation

1. Determine \( \mathcal{E}, \mathcal{A} \) from \( \mathbf{A} \).
2. Define \( \mathbf{X} := \mathcal{T}_\mathcal{E}[\mathbf{A}] \).
3. Compute a tensor approximation to \( \mathbf{X} \), \( \mathcal{F} := \hat{\mathcal{T}}_\mathcal{E}[\mathbf{A}] \).
4. Define the matrix approximation \( \hat{\mathbf{A}} := \mathcal{M}_\mathcal{E}[\mathcal{F}] = \mathcal{M}_\mathcal{E}[\hat{\mathcal{T}}_\mathcal{E}[\mathbf{A}]] \).

For our approach to be successful, we need to know how to control the error in the matrix approximation. Fortunately, we can directly connect the error in the tensor approximation with the error in the matrix approximation, as we now show. This result is general in that it does not depend on the specific tensor structure that is used, or the algorithm used for low-tensor rank approximation.
Table 1
Summary of the notation used to map matrices to tensors.

| Symbol       | Dimensions | Description               |
|--------------|------------|---------------------------|
| $X = T_{E}[A]$ | $m \times p \times n$ | Matrix mapped to tensor   |
| $A = M_{E}[X]$ | $(\ell m) \times (qn)$ | Tensor mapped to matrix   |
| $T = \hat{T}_{E}[A]$ | $m \times p \times n$ | Tensor approximation      |
| $\hat{A} = M_{E}[T]$ | $(\ell m) \times (qn)$ | Matrix approximation      |

Lemma 4. Let $A \in \mathbb{R}^{(\ell m) \times (qn)}$ and let $T_{E}[\cdot]$ and $M_{E}[\cdot]$ be the tensor-to-matrix and matrix-to-tensor mappings respectively. Let $\hat{T}_{E}[A] \approx T_{E}[A]$ be a tensor approximation computed using any appropriate method. Then the error in the matrix approximation satisfies

$$
\|A - M_{E}[\hat{T}_{E}[A]]\|_{F} = \|T_{E}[A] - \hat{T}_{E}[A]\|_{F}.
$$

Proof. For simplicity, write $X = T_{E}[A]$ and $T = \hat{T}_{E}[A]$. By the assumptions made earlier, there are $p$ distinct, and non-overlapping blocks and each block is repeated $\eta_{k}$ times. Combining this insight with the properties of Kronecker products and Frobenius norms:

$$
\|A - M_{E}[T]\|_{F}^{2} = \left\| \sum_{k=1}^{p} E_{k} \otimes \text{sq}(X_{(j:)}) - \sum_{k=1}^{p} E_{k} \otimes \text{sq}(T_{(j:)}) \right\|_{F}^{2}
$$

$$
= \sum_{k=1}^{p} \left\| E_{k} \otimes (\text{sq}(X_{(j:)}) - \text{sq}(T_{(j:)}) \right\|_{F}^{2}
$$

$$
= \sum_{k=1}^{p} \|E_{k}\|_{F}^{2} \|X_{(j:) - T_{(j:)}}\|_{F}^{2}.
$$

Taking square roots, we have the desired result.

Remark 2. In the worst case, if there no block-structure, we have $p = \ell q$. In this case, we can write

$$
A = \sum_{j=1}^{\ell} \sum_{k=1}^{q} E_{jk} \otimes A_{jk},
$$

where $E_{jk} = e_{j}e_{k}^{T} \in \mathbb{R}^{\ell \times q}$, and $A_{jk} \in \mathbb{R}^{m \times n}$ is the $(j,k)$th block matrix of $A$. In this case, it may be more appropriate to define the tensor mapping $T_{E}[A] \in \mathbb{R}^{m \times \ell \times q \times n}$, with lateral slices

$$
T_{E}[A]_{\ldots,j,k:} = \text{twist}(A_{jk}).
$$

The important point is that it may be more appropriate to represent it as a 4th order tensor, rather than a 3rd order tensor. We will not consider this case here and leave it for future work.

Remark 3. The result in Lemma 4 is independent of the tensor approximation method that is used. In the next sections, we describe the specific structure that can be obtained when using CP or truncated-HOSVD expansions, but it is important to note that other options are possible, and we do not cover them all here.
4. Kronecker sum approximations using tensor decompositions. In the notation of the previous section, suppose we have a tensor $\mathcal{T}_E[A]$ that is the result of mapping a structured matrix $A$. We decompose (approximately) the tensor to obtain $\mathcal{T}_E[A]$, then we use the inverse mapping to get our matrix approximation. For simplicity, we write $X := \mathcal{T}_E[A]$ and $J := \mathcal{T}_E[A]$. We will show that when the tensor approximations are available in either a CP or tr-HOSVD format, we obtain matrix approximations that involve a level of Kronecker structure. Indeed, using the right lens, we can express our matrix approximation as a sum of (structured) Kronecker products of matrices.

![Fig. 1. A visualization of the Kronecker sum approximation of the structured matrix.](image)

4.1. Matrix Structure using CP. Suppose we are given the approximation to $X \in \mathbb{R}^{m \times p \times n}$ in the Kruskal form for a third-order tensor $\mathcal{T} = [X, Y, Z]$. We observe the following for the corresponding tensor-to-matrix mapping:

**Theorem 5.** Let $A \in \mathbb{R}^{(m) \times (qn)}$ and let $X := \mathcal{T}_E[A]$ be the mapped tensor. Suppose we approximate $X$ using $\mathcal{T} = [X, Y, Z]$, where $X \in \mathbb{R}^{m \times r}$, $Y \in \mathbb{R}^{p \times r}$, $Z \in \mathbb{R}^{n \times r}$. Then

$$M_E [\mathcal{T}] = (I_\ell \otimes X) \text{struct}_E (\text{diag}(Y_{k,:}))_{k=1}^p (I_q \otimes Z^\top).$$

The term in the middle of the factorization is block $\ell \times q$ with $r \times r$ diagonal blocks.

*Proof.* The Kruskal form of the tensor means that each lateral slice of $\mathcal{T}$ must have the form $X \text{diag}(Y_{k,:})Z^\top$. Therefore, since

$$M_E [\mathcal{T}] = \sum_{k=1}^p E_k \otimes X \text{diag}(Y_{k,:})Z^\top$$

$$= \sum_{k=1}^p (I_\ell \otimes X)(E_k \otimes \text{diag}(Y_{k,:}))(I_q \otimes Z^\top)$$

$$= (I_\ell \otimes X) \left( \sum_{k=1}^p E_k \otimes \text{diag}(Y_{k,:}) \right) (I_q \otimes Z^\top).$$

The proof is completed by recognizing the middle term as a block-structured matrix. \[\]

**Corollary 6.** Given the assumptions and notation in Theorem 5, suppose we can factorize $Y = FG^\top$ with $F \in \mathbb{R}^{p \times r}$ and $G \in \mathbb{R}^{r \times r}$, then

$$M_E [\mathcal{T}] = \sum_{j=1}^r \text{struct}_E (F_{:,j})_{k=1}^p \otimes \left( X \text{diag}(G_{:,j})Z^\top \right),$$

is a representation as a sum of Kronecker products of matrices.
Proof. We have \( \text{diag}(Y_{k,:}) = \text{diag}(\sum_{j=1}^r f_{kj} G_{j,:}^T) = \sum_{j=1}^r f_{kj} \text{diag}(G_{j,:}) \). Hence,
\[
\text{struct}_E(\text{diag}(Y_{k,:}))^p_{k=1} = \sum_{j=1}^r \text{struct}_E(F_{j,:})^p_{k=1} \otimes \text{diag}(G_{j,:}).
\]
Putting this last line together with (7) gives (8).

The important point about (8) is that we now have a matrix approximation \( \hat{A} \approx A \) as follows
\[
\hat{A} = \sum_{j=1}^r C_j \otimes D_j,
\]
where \( C_j = \text{struct}_E(F_{j,:})^p_{k=1} \) and \( D_j = X \text{diag}(G_{j,:})Z^T \) for \( j = 1, \ldots, r \). This decomposition into a sum of Kronecker products of matrices, is all the more noteworthy since the \( C_j \) have the same block structure as the original matrix. See Figure 1 for an illustration.

Remark 4. If additional structure is imposed on the CP decomposition, this could result in additional structure for the corresponding matrix approximation. For example, if \( A \) is non-negative, so that the tensor is non-negative, the CP factors should be non-negative, implying the approximation will also have non-negative entries.

4.2. Matrix structure using Tucker. Recall that we denote tensor \( X : \mathcal{T}_E[A] \in \mathbb{R}^{m \times p \times r} \) is approximated by the tensor \( \mathcal{T} : \hat{\mathcal{T}}_E[A] \) such that
\[
\mathcal{T} = \mathcal{G} \times_1 U \times_2 V \times_3 W,
\]
with core tensor \( \mathcal{G} \in \mathbb{R}^{r_1 \times r_2 \times r_3} \) and the factor matrices \( U \in \mathbb{R}^{m \times r_1} \), \( V \in \mathbb{R}^{p \times r_2} \), and \( W \in \mathbb{R}^{n \times r_3} \) typically have orthonormal columns. There are several methods for computing low-rank approximations in the Tucker format. Some options include Higher Order SVD (HOSVD), Sequentially Truncated HOSVD (ST-HOSVD), and Higher Order Orthogonal Iteration (HOOI). See [14, 9] for detailed reviews of the various techniques. For large-scale tensors, many randomized variants have been devised in recent years [4, 19, 1] to reduce the computational cost. In this next result, we show how to convert the approximation in the Tucker form to obtain an approximation as the sum of Kronecker products.

Theorem 7. Consider the setting as in Theorem 5 but with the approximation in the Tucker format \( \mathcal{T} = \hat{\mathcal{T}}_E[A] = \mathcal{G} \times_1 U \times_2 V \times_3 W \), as defined above. Then
\[
\mathcal{M}_E[\mathcal{T}] = \sum_{j=1}^{r_2} \text{struct}_E(v_{kj})^p_{k=1} \otimes (U \text{sq}(\mathcal{G}^{(j,:)}))W^T.
\]

Proof. From (3), the mode-3 unfolding of \( \mathcal{T} \) has the expression \( \mathcal{T}_{(3)} = \mathcal{G} \text{sq}(V^T \oplus W^T) \). It follows that each lateral slice of \( \mathcal{T} \) is (see also (4))
\[
\text{sq}(\mathcal{T}_{(k,:)}) = U \left( \sum_{j=1}^{r_2} v_{kj} \text{sq}(\mathcal{G}^{(j,:)})) \right) W^T.
\]
Applying the definition of the matrix-to-tensor mapping

\[ M_\mathcal{E}[\hat{T}_\mathcal{E}[A]] = \text{struct}_\mathcal{E} \left( \text{sq}(\mathcal{T}_{i,k}) \right)_{k=1}^p = \sum_{k=1}^p E_k \otimes \text{sq}(\mathcal{T}_{i,k}) \]

\[ = \sum_{k=1}^p E_k \otimes \left( \sum_{j=1}^{r_2} \text{struct}_\mathcal{E} (v_{kj})_{k=1}^p \otimes (\text{Usq}(\mathcal{G}_{i,j,:})\mathbf{W}^\top) \right). \]

Interchanging the order of the summations, we have

\[ M_\mathcal{E}[\hat{T}_\mathcal{E}[A]] = \sum_{j=1}^{r_2} \left( \sum_{k=1}^p E_k \otimes v_{kj} \right) \otimes (\text{Usq}(\mathcal{G}_{i,j,:})\mathbf{W}^\top). \]

The proof is complete by identifying \( \sum_{k=1}^p E_k \otimes v_{kj} = \text{struct}_\mathcal{E} (v_{kj})_{k=1}^p. \)

Using this theorem, we can compute the Kronecker product representation

\[ A \approx \sum_{j=1}^{r_2} C_j \otimes D_j, \]

where \( C_j = \text{struct}_\mathcal{E} (v_{kj})_{k=1}^p \) and \( D_j = \text{Usq}(\mathcal{G}_{i,j,:})\mathbf{W}^\top \) for \( j = 1, \ldots, r_2 \). It is interesting to note that the matrices \( C_j \) preserve the original block structure of the matrix; for example, if \( A \) is block-Toeplitz, then the matrices \( \{C_j\}_{j=1}^{r_2} \) are Toeplitz. This is similar to what we observed in the CP case (see Figure 1).

We can take this analogy a step further. The CP decomposition \( \mathcal{T} = [\mathbf{X}, \mathbf{Y}, \mathbf{Z}] \) can be written in Tucker format as \( \mathcal{T} = [\mathcal{J} \cdot \mathbf{X}, \mathbf{Y}, \mathbf{Z}] \) where \( \mathcal{J} \) is the identity tensor with \( \mathcal{J}_{ijk} = 1 \) if \( i = j = k \) else 0. Note that in writing in the Tucker format we are not enforcing that the factor matrices have orthonormal columns. Applying Theorem 7 with the Tucker form of \( \mathcal{T} \) we obtain a result similar to Corollary 6.

5. Block structured factorizations. In the previous section, we approximated \( A \) as a sum of structured Kronecker products. In this subsection, we show how the tensor structure can be used to derive block-structured low-rank factorizations. Previous work in [27, 28, 33, 2] also considered block low-rank factorizations but our work is novel in two different ways: we consider the additional structure present in the matrix and we leverage tensor-based algorithms to exploit this structure.

![Fig. 2. Visualization of the block-structured matrix approximation.](image-url)
**CP decomposition.** First, we show how to express the tensor approximation computed in Kruskal format as a block-structured factorization. We assume, once again that we have the CP decomposition $\mathcal{J} = [X, Y, Z]$. Here, we are assuming that the number of terms in the CP approximation, $r$, is small relative to the problem dimension, in which case the following theorem can have important practical consequences.

**Theorem 8.** Consider the notation and assumptions in Theorem 5. Furthermore, let $X = Q_X R_X$ and $Z = Q_Z R_Z$ be the respective thin QR factorizations. Then,

$$M_G[\mathcal{J}] = (I_\ell \otimes Q_X) \text{struct}_\ell (F_k)_{k=1}^p (I_\ell \otimes Q_Z^T).$$

where $F_k = R_X \text{diag}(Y_{\ell k}) R_Z^T \in \mathbb{R}^{r \times r}$ for $k = 1, \ldots, p$.

**Proof.** Each lateral slice of $\mathcal{J}$ has the form $X \text{diag}(Y_{\ell k}) Z^T = Q_X F_k Q_Z^T$. The rest of the proof follows the proof of Theorem 5. \qed

In this representation, the outer terms have orthonormal columns of sizes $(\ell m) \times (\ell r)$ and $(\ell q) \times (n q)$, whereas the middle term has block rank structure of size $(\ell r) \times (qr)$. See Figure 2 for an illustration, assuming that $r$ is relatively small.

**Tucker format.** Suppose we have the tensor approximation in the Tucker format $\mathcal{J} = [G; U, V, W]$. The block-structured factorization is evident from observing that the expression in Theorem 7 can be equivalently expressed

$$M_G[\mathcal{J}] = (I_\ell \otimes U) \text{struct}_\ell \left( \sum_{j=1}^\ell v_k j \text{diag}(G_{\ell k j}) \right)_{k=1}^p (I_\ell \otimes W^T).$$

In this representation, the outer terms have orthonormal columns and have sizes $(\ell m) \times (\ell r_1)$ and $(\ell_3 q) \times (n q)$, whereas the middle term has block rank structure of size $(\ell r_1) \times (qr_3)$.

Supposing the block structured matrix $A$ is symmetric positive definite (SPSD) or symmetric positive semidefinite (SPSD), we want the approximation obtained using the tensor compression to also be SPD or SPSD, respectively. We now show how to do this in the context of block-structured factorizations.

5.1. Preserving positive semidefiniteness. Let $A \in \mathbb{R}^{n \times n}$ be SPSD and let $\mathcal{J}$, $\mathcal{T}_\ell[\mathcal{J}]$, $\mathcal{T}_\ell[A]$, and $\mathcal{E} \in \mathbb{R}^{n \times n}$ be defined as before. Note that since $A$ is symmetric we will have $q = m = n$, and its diagonal blocks are symmetric. Furthermore, each matrix in $\mathcal{A}$ (i.e. the subblocks of $A$) is either symmetric or its transpose is also contained in $\mathcal{A}$. For example, consider the block Toeplitz matrix Example 3 in section 3; if the block Toeplitz matrix is symmetric, then this implies $A_1$ is symmetric and $A_{\ell+k-1} = A_1^T$ for $k = 2, \ldots, \ell$. This simple observation has the following important consequence: the mode-1 and mode-3 unfoldings of $\mathcal{T}_\ell[A]$ have the same range (see (1) and the discussion preceding it), and therefore, we can use the same factor matrix to compress across each of these modes. That is, we compute a two-sided compression of the form

$$\mathcal{T}_\ell[A] \approx \mathcal{J} = \mathcal{G} \times_1 U \times_3 U,$$

where $U \in \mathbb{R}^{n \times r}$ has orthonormal columns. We can compute $U$, for example, from the dominant $r$ left singular vectors of either the mode-1 or mode-3 unfolding of $\mathcal{T}_\ell[A]$. The corresponding block-structured approximation to $A$ is

$$A \approx M_G[\mathcal{J}] = (I \otimes U) \text{struct}_\ell \left( U^T A_k U \right)_{k=1}^p (I \otimes U^T).$$
A straightforward rearrangement shows that
\[ M_{\varepsilon} [J] = (I \otimes P) A (I \otimes P) \]
where \( P = U U^T \) is an orthogonal projector, since \( U \) has orthonormal columns. Since \( A \) is SPSD, it is easy to verify that its approximation \( M_{\varepsilon} [J] \) is also SPSD. Note that if \( A \) is symmetric (but not necessarily SPSD), we can use a Tucker compression of the form
\[ J = S \times_1 U \times_2 V \times_3 U, \quad S = J \times_1 U^T \times_2 V^T \times_3 U^T, \]
where \( V \) has orthonormal columns. The resulting approximation \( M_{\varepsilon} [J] \) is symmetric but does preserve definiteness (if present in the original block matrix).

5.2. Preserving positive definiteness. Suppose \( T \in \mathbb{R}^{n \times n} \) is symmetric and positive definite (SPD), and we want our block-structured approximation to also be SPD. Our approach is inspired by Method 2 in [34], which treats the diagonal blocks in a special way. Assume we can decompose
\[ T = I \otimes T_0 + \sum_{k=1}^{p} E_k \otimes T_k, \]
where \( T_0 \) is SPD. Such a decomposition is guaranteed since at least one diagonal block of \( T \) is SPD. Let \( T_0 = LL^T \) be its Cholesky factorization. By factoring out \( T_0 \) from the diagonal blocks, we get
\[ T = (I \otimes L) (I + A) (I \otimes L^T), \quad A = \sum_{k=1}^{p} E_k \otimes A_k, \]
where \( A_k = L^{-1} T_k L^{-T} \) for \( k = 1, \ldots, p \). Since \( T \) is SPD, so is \( I + A \).

Assume that we define \( A, \varepsilon \), and \( T_\varepsilon [A] = X \in \mathbb{R}^{n \times \ell} \) as before. Once again, we consider the tensor approximation along modes 1 and 3
\[ \hat{T}_\varepsilon [A] = J = S \times_1 U \times_3 U, \quad S = J \times_1 U^T \times_3 U^T. \]
Therefore, this gives the matrix approximation
\[ M_{\varepsilon} [J] = (I \otimes U)^{\text{struct}} \left( U^T A_k U \right)^{p}_{k=1} (I \otimes U^T). \]
Finally, we can then approximate \( T \) as
\[ T \approx \hat{T} := (I \otimes L) (I + M_{\varepsilon} [J]) (I \otimes L^T). \]
In the next theorem, we show that the approximation as constructed above is also SPD.

Theorem 9. Let \( T \in \mathbb{R}^{n \times \ell} \) be SPD. The approximation \( \hat{T} \approx T \) constructed, as before, is SPD.

Proof. It suffices to show that \( I + M_{\varepsilon} [J] \) is SPD. Define the orthogonal projectors
\[ \Pi = I \otimes P \text{ where } P = U U^T, \quad \Pi_\perp = I \otimes P_\perp \text{ where } P_\perp = I - P = I - U U^T. \]
With this notation, we can write
\[ I + M_{\varepsilon} [J] = I + \Pi A \Pi = \Pi_\perp + \Pi (I + A) \Pi. \]
Consider a nonzero vector \( x \in \mathbb{R}^n \) and decompose it uniquely as \( x = x_1 + x_2 \) where \( x_1 \in \mathcal{R}(\Pi) \) and \( x_2 \in \mathcal{R}(\Pi_\perp) \). The quadratic form simplifies as
\[
x^\top (I + M_\varepsilon[\mathcal{J}]) x = x_2^\top x_2 + x_1^\top (I + A) x_1.
\]
This is clearly nonnegative; furthermore, since \((I + A)\) is SPD, at least one of the two terms in the summation is positive. Therefore, \((I + M_\varepsilon[\mathcal{J}])\) is SPD.

It is interesting to note that we can rearrange the expression for \( \hat{T} \) to obtain
\[
\hat{T} = I \otimes T_0 + (I \otimes LPL^{-1}) \text{struct}_{\varepsilon}(T_k)^{p}_k (I \otimes L^\top PL^{-\top}),
\]
where \( LPL^{-1} = LUU^\top L^{-1} \) is an orthogonal projector with respect to the inner-product.

6. Applications and Numerical Experiments. In this section, we demonstrate the utility of our formulation and the performance of the various algorithms proposed in the previous sections. The first application (subsection 6.1) we consider is accelerating the computation of the eigensystem realization algorithm, which involves large block-Hankel matrices. The second application (subsection 6.2) arises from space-time covariance matrices and involve block-Toeplitz matrices. In subsection 6.3 we obtain Kronecker sum approximations to several sparse test matrices obtained from the SuiteSparse matrix collection.

6.1. Subspace System identification. Consider the linear time-invariant discrete dynamical system
\[
\begin{align*}
x_{k+1} &= Ax_k + Bu_k \\
y_{k+1} &= Cx_{k+1} + Du_{k+1}.
\end{align*}
\]
Here \( A \in \mathbb{R}^{d \times d} \) is the state transition matrix, \( B \in \mathbb{R}^{d \times n} \) is the input matrix, \( C \in \mathbb{R}^{m \times d} \) is the output matrix and \( D \in \mathbb{R}^{m \times n} \) is the feedthrough matrix. The goal in system identification is to recover the system matrices \( (A, B, C, D) \) (up to a certain similarity transformation) governing the dynamics of the system from the inputs \( \{u_k\} \) and outputs \( \{y_k\} \). When the inputs are of the impulse type, a special algorithm known as the Eigensystem Realization Algorithm (ERA) can be used for system identification [17, 11].

In this setting, we are given, as data, the Markov parameters
\[
H_k = \begin{cases}
  D & k = 0 \\
  CA^{k-1}B & k > 0.
\end{cases}
\]

Recovering the system matrix \( D \) is straightforward since it is the first Markov parameter. In what follows, we focus on recovering \( A, B, \) and \( C \). Then, a block-Hankel matrix is formed with the Markov parameters such that there are \( s \) block rows and columns of size \( m \times n \) each:
\[
H_s = \begin{bmatrix}
  CB & CAB & \cdots & CA^{s-1}B \\
  CAB & CA^2B & \cdots & CA^sB \\
  \vdots & \vdots & \ddots & \vdots \\
  CA^{s-1}B & CA^sB & \cdots & CA^{2s-2}B
\end{bmatrix} \in \mathbb{R}^{(ms) \times (ns)}.
\]
The value of \( s \) might also be large in practice, with \( s \approx \mathcal{O}(10^3 - 10^5) \). A review of the computational challenges involved in storing and factorizing \( H_s \) are reviewed in [19].
We offer a brief derivation of ERA here. Assuming that the system is observable and controllable (see [32, Lemma 3.5] for more details), we have rank(H_s) = d and we can factorize H_s as

$$H_s = \begin{bmatrix} C \\ CA \\ \vdots \\ CA^{s-1} \end{bmatrix} \begin{bmatrix} B, AB, \ldots, A^{s-1}B \end{bmatrix} C_s,$$

where O_s is the observability matrix and C_s is the controllability matrix, which both have rank n. The trick is to partition the observability matrix O_s as

$$O_s^{(f)} A = O_s^{(b)},$$

where O_s^{(f)} is the leading ms − m rows of O_s and O_s^{(b)} contains rows m + 1 to ms of O_s. We can recover the matrix A (up to a similarity transformation) by solving this problem in the least squares sense. That is, we write

$$\hat{A} = [O_s^{(f)}]^T O_s^{(b)}.$$

In practice, the observability and controllability matrices are not explicitly available, but we can instead work with a factorization of the form H_s = Θ_s Γ_s^T, where Θ_s has the same dimensions as O_s. For example, we can construct such a factorization using the reduced SVD. Furthermore, if we desire model reduction in addition to system identification, we work with the SVD of H_s truncated to target rank r < d.

Once the state transition matrix A is recovered, we can also recover the matrices B and C. The details are available in other sources (e.g., [32, 19]). The step involving the computation of the SVD of H_s dominates the overall computational cost, since it is cubic in the number of time points s. Other methods to mitigate this computational cost are available in [19, 16], etc. In this section, we exploit the tensor-based computational framework for computing structured matrix approximations developed in section 4.

**Matrix-to-tensor mapping.** We now show how to map the structured block matrix H_s into tensor form for compression using the tensor techniques. Let η_k be defined as

$$\eta_k = \begin{cases} k & 1 \leq k \leq s \\ 2s - k & s < k < 2s - 1. \end{cases}$$

Then each E_k is a Hankel matrix with 0’s everywhere except for indices where i + j − 1 = k, where it takes the value $\sqrt{\eta_k}$ and

$$\mathcal{E} = \{E_1, \ldots, E_{2s-1}\} \quad \mathcal{A} = \{H_1, \ldots, H_{2s-1}\}.$$

Therefore, the tensor $\mathcal{T}^k[H_s] = \sqrt{\eta_k} \text{twist}(H_k)$ for $k = 1, \ldots, 2s - 1$.

We compute a Tucker decomposition of multi rank $(r_1, r_2, r_3)$ of the form

$$\mathcal{T}^k[H_s] \approx \mathcal{T} = \mathcal{T}^k[H_s] = \mathcal{G} \times_1 U \times_2 V \times_3 W,$$

where $\mathcal{G} = \mathcal{T} \times_1 U^T \times_2 V^T \times_3 W^T$. This low-rank decomposition is computed using the HOSVD algorithm. In this example problem the number of outputs and inputs are m = 155, n = 50 respectively, and we take s = 100. The size of the tensor
\( \mathcal{T}_W[H_s] \) is, therefore, \( 155 \times 199 \times 50 \). In Figure 3, we plot the singular value decay in each mode-unfolding. We observe that the singular values decay in all three mode-unfoldings, with a very sharp drop in mode-2. We can then write the approximate block-structured matrix as

\[
\hat{H}_s = (I \otimes U)\text{struct}_E \left\{ \sum_{j=1}^{r_2} u_{kj} s_j (S_{:,j,:}) \right\}_{k=1}^{2s-1} (I \otimes W^T).
\]

In Figure 3, we plot the singular value decay in each mode-unfolding. We observe that the singular values decay in all three mode-unfoldings, with a very sharp drop in mode-2. We can then write the approximate block-structured matrix as

\[
\hat{H}_s = (I \otimes U)\text{struct}_E \left\{ \sum_{j=1}^{r_2} u_{kj} s_j (S_{:,j,:}) \right\}_{k=1}^{2s-1} (I \otimes W^T).
\]

To perform system identification, it is sufficient to work with the SVD of

\[
\hat{H}_s^{\text{Tucker}} = \text{struct}_E \left\{ \sum_{j=1}^{r_2} u_{kj} s_j (S_{:,j,:}) \right\}_{k=1}^{2s-1},
\]

since the SVD of \( \hat{H}_s \) follows in a straightforward manner. Since \( \hat{H}_s^{\text{Tucker}} \) is still in the block-Hankel format, we can take advantage of its structure to efficiently compute its dominant singular values. In particular, we apply the Randomized ERA algorithm \[19, \text{Section 3.1}\] to \( \hat{H}_s^{\text{Tucker}} \). We call this the ‘TuckerRandERA’ approach. This has a computational cost \( O(r_1 r_3 s \log_2 s) \) compared to \( O(mn \min\{m, n\} s^3) \) using the naive approach. Similarly, the storage cost of the Tucker approach is \( O(r_1 r_3 s) \) but for the naive approach this is \( O(mns^2) \) (since the entire matrix \( H_s \) needs to be stored).

![Fig. 3](image)

This plot shows the singular value decay of each mode unfolding of \( \mathcal{T}[H_s] \), corresponding to the power system application problem.

![Fig. 4](image)

Fig. 4. (Left) displays the eigenvalues of the original system, (middle) displays the eigenvalues using ERA, and (right) displays the realized eigenvalues computed using our TuckerRandERA approach.

In the following computational experiment, we pick the target rank \( (56, 30, 30) \) based on the decay of the singular values of the mode unfolding (see Figure 3). This
is a significant compression considering the size of the original tensor is $155 \times 199 \times 50$. Based on [19] the target rank for the ERA was chosen to be $r = 75$. In Figure 4, we plot the eigenvalues of $A$. The left panel displays the eigenvalues of the original system, the middle panel displays the eigenvalues using ERA, and the right panel displays the realized eigenvalues computed using the TuckerRandERA approach. As is seen from the plot, the eigenvalues computed both using the ERA and the TuckerRandERA approach are in good agreement, from a visual perspective. The Hausdorff distance between the eigenvalues identified using ERA and TuckerRandERA is approximately $5.47 \times 10^{-2}$ (see Section 5 in [19] for an explanation of this measure of accuracy). The accuracy improves significantly if a larger value of $s$ is used. The run time for ERA was approximately 68 seconds, and the time for the TuckerRandERA approach is approximately 0.79 seconds (including precomputation of the Tucker decomposition and averaged over three runs). Both the accuracy and the computational benefits improve significantly if a larger $s$ is used.

Relation to TERA. A related approach proposed in the literature is Tangential Interpolation ERA (TERA) [16]. In our notation, the TERA approximation to $H_s$ is

$$H_s^{\text{TERA}} = (I \otimes U) \text{struct}_{\mathcal{E}} \left( \tilde{H}_k \right)_{k=1}^{2s-1} \left( I \otimes W^\top \right),$$

where $\tilde{H}_k = U^\top H_k W = U^\top C A^{k-1} B W$, are the projected Markov parameters. We construct the tensor $\mathcal{T}[H_s] = \text{twist}(H_k)$ with the Markov parameters as the lateral slices. Note that this tensor is constructed in a slightly different way than in Section 3, where the lateral slices are weighted by the frequency with which they appear in the block matrix. It is relatively straightforward to show that this corresponds to a Tucker-2 approximation of $\mathcal{T}[H_s]$ of the form

$$\mathcal{T}[H_s] = \hat{\mathcal{T}}[H_s] = \mathcal{G} \times_1 U \times_2 I \times_3 W,$$

where $\mathcal{G} = \mathcal{T}[H_s] \times_1 U^\top \times_3 W^\top$.

The following facts are worth pointing out regarding this connection to TERA. First, the structure of TERA is similar to that obtained using the Tucker approach described in this section if $V = I$; that is, we compress along modes 1 and 3 only. Second, the computational cost of TERA and using the Tucker approach is comparable; since both algorithms preserve the block-Hankel structure, they can be accelerated using the Randomized ERA approach. Third, using the Tucker decomposition across all three modes enables us to use additional structure that the TERA that is, presumably, neglecting. Finally, the TERA approximation treats all the Markov parameters “equally” and does not consider the frequency of occurrence in the block matrix $H_s$.

6.2. Space-time covariance matrices. In geostatistical applications, it is important to represent the unknown quantities that vary over space and time by random processes [8]. Gaussian random processes are often used in this context and are completely characterized by the mean and covariance functions. Consider the Gaussian random field $Z(x, t)$; assuming that it has a zero mean and finite second moment, we can represent the covariance function between two points in space-time as

$$C((x_1, t_1), (x_2, t_2)) = \text{Cov}(Z(x_1, t_1), Z(x_2, t_2)).$$

Depending on the the type of covariance function used and the number of points in space and time (e.g., nonseparable covariance function), the resulting space-time
covariance matrices can be large, dense, and infeasible both from a storage and computational perspective. An accurate and efficient approximation of the resulting space-time covariance matrix is highly desirable in many applications. We consider the class of covariance matrices that are weakly stationary and isotropic, so that

\[ C((\mathbf{x}_1, t_1), (\mathbf{x}_2, t_2)) = \varphi(\|\mathbf{x}_1 - \mathbf{x}_2\|_2, |t_1 - t_2|). \]

Let \( \{\mathbf{x}_j\}_{j=1}^N \) be a set of points in space and \( \{t_j\}_{j=1}^T \) be a set of points in time. The points in space are allowed to be unstructured, but the points in time are considered to be equidistant. Consider the space-time covariance matrix \( \mathbf{C} \in \mathbb{R}^{(NT) \times (NT)} \) which is block-Toeplitz

\[
\mathbf{C} = \begin{bmatrix}
\mathbf{C}_1 & \mathbf{C}_2 & \cdots & \mathbf{C}_T \\
\mathbf{C}_2 & \mathbf{C}_1 & \cdots & \mathbf{C}_{T-1} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{C}_T & \cdots & \mathbf{C}_2 & \mathbf{C}_1
\end{bmatrix} \in \mathbb{R}^{(NT) \times (NT)},
\]

where the blocks \( \mathbf{C}_i \in \mathbb{R}^{N \times N} \) have the entries

\[
[C_i]_{jk} = \varphi(\|\mathbf{x}_j - \mathbf{x}_k\|_2, |t_1 - t_i|) \quad j, k = 1, \ldots, N.
\]

We consider the block low-rank approximation as proposed in Section 5; however, since covariance matrices are symmetric positive (semi) definite, when constructing an approximation it is important to ensure that it preserves definiteness.

The mapping to tensors has already been described in Example 3 of Section 3 and we do not repeat it here. Note that \( \ell = q = T \) and \( m = n = N \). To construct the low-rank approximation, we follow the approach in Section 5.1, and compute the rank-\((r, T, r)\) Tucker decomposition of \( \mathcal{T}_E[\mathbf{C}] \in \mathbb{R}^{N \times T \times N} \) to obtain

\[
\mathcal{T}_E[\mathbf{C}] \approx \mathcal{T} := \mathcal{S} \times_1 \mathbf{U} \times_3 \mathbf{U}.
\]

To compute this decomposition, because of the symmetry of the problem, we only need to compute the left singular vectors \( \mathbf{U} \in \mathbb{R}^{N \times r} \) of the mode-1 unfolding of \( \mathcal{T}_E[\mathbf{C}] \) (corresponding to the \( r \) dominant singular values) and then compute the core tensor \( \mathcal{S} := \mathcal{T}_E[\mathbf{C}] \times_1 \mathbf{U}^T \times_3 \mathbf{U}^T \). If the SVD is used to compute \( \mathbf{U} \), then the cost is \( \mathcal{O}(NT^3) \), but can be lowered to \( \mathcal{O}(rNT\log N) \) using randomized SVD [10]. This cost can be further lowered to \( \mathcal{O}(rNT^2\log N) \) using the \( \mathcal{H} \)-matrix approach [18], but we do not pursue this here. We then obtain the block-structured approximation to \( \mathbf{C} \) as

\[
\hat{\mathbf{C}} = \mathcal{M}_E[\mathcal{T}] = (\mathbf{I} \otimes \mathbf{U})\text{struct}_E \left( \mathbf{U}^T \mathbf{C}_k \mathbf{U} \right)^T_{k=1} (\mathbf{I} \otimes \mathbf{U}^T).
\]

The block-structured approximation \( \hat{\mathbf{C}} \) is efficient both in terms of storage and computation. The cost of storing \( \hat{\mathbf{C}} \) implicitly is \( \mathcal{O}(rN + r^2T) \). In contrast, the original matrix has the storage cost \( \mathcal{O}(N^2T) \), if only the blocks \( \mathbf{C}_j \) are stored. The cost of a matvec with \( \hat{\mathbf{C}} \) is \( \mathcal{O}(rNT + r^2T^2) \), whereas a matvec with \( \mathbf{C} \) can be computed in \( \mathcal{O}(N^2T^2) \). Both of these costs can be lowered, if we exploit the block-Toeplitz structure; in particular, we can reduce the factor \( T^2 \) to \( T \log T \).

In our first experiment, we check the accuracy of the block-structured approximation. We pick the covariance kernel corresponding to the function

\[
\varphi(r, \tau) = \exp\left(-((r/90)^2 + (\tau/0.5)^2)\right).
\]
Fig. 5. Samples from the distribution $N(0, \hat{C} + \delta I)$. The rows correspond to the time indices 1, 5, 15 and the columns correspond to three different samples.

We divide the world map into a $4^\circ \times 4^\circ$ grid, the points $x_j$ correspond to the land masses. In this particular instance, we have $N = 1351$ points and we choose $T = 30$ evenly spaced time points in the interval $[0, 1]$. To check the accuracy of the compression, we use the following relative error

$$\text{relerr} = \frac{|\text{trace}(C) - \text{trace}(\hat{C})|}{\text{trace}(C)}.$$  

Since $C$ cannot be formed explicitly, this metric is beneficial since it is easy to compute. Observe that $\text{trace}(C) = NT$ and $\text{trace}(\hat{C}) = T\text{trace}(U^T C_1 U)$. When $r = 30$, we obtain the relative error $\text{relerr} \approx 3.35 \times 10^{-4}$, but the compression ratio

$$\text{ratio}_{\text{storage}} = \frac{r^2 T + Nr}{N^2 T} \approx 0.002.$$  

In other words, at only a fraction of the storage costs, we obtain an approximation to $C$ that is reasonably accurate. In Figure 5, we plot samples from $N(0, C + \delta I)$, where $\delta = 10^{-8}$ is known as the nugget parameter added to ensure positive definiteness. The samples were computed using the Lanczos approach [5].

6.3. Test Matrices from SuiteSparse Collection. In this example, we consider a set of sparse block-tridiagonal matrices from the SuiteSparse collection of matrices [15]. The tuples $\mathcal{A}, \mathcal{E}$ are described in Example 2 of Section 3, so we will not repeat the matrix-to-tensor mappings. Note that $\ell = q$, $m = n$, and $p = 3\ell - 2$. For each matrix $A$, we produce a Kronecker sum approximation by first computing a compressed representation of the form

$$\mathcal{J} = \mathcal{G} \times_2 \mathcal{V}, \quad \mathcal{G} = \mathcal{X} \times_2 \mathcal{V}^T,$$

where $\mathcal{X} = \mathcal{T}_E[A]$ and $\mathcal{V} \in \mathbb{R}^{p \times r}$ so that $\mathcal{G} \in \mathbb{R}^{n \times r \times n}$. Here $r$ is the target rank of the compression. We chose to compress along mode-2 since for each example, the singular values of the mode-2 unfolding decayed rapidly. The matrix $\mathcal{V}$ is computed using the first $r$ left singular vectors of $\mathcal{X}_{(2)}$. 
Table 2

For each test problem, we report the name of the matrix, the number of block rows \( \ell \), the size of each block \( n \), the target rank used, the relative error, and the compression ratio. For the ecology1 test case, we used the leading principal submatrix of size \( 500000 \times 500000 \).

| Name          | \( \ell \) | \( n \) | Target rank | Relative Error | Compression |
|---------------|------------|--------|-------------|----------------|-------------|
| pde2961       | 63         | 47     | 20          | \( 8.36 \times 10^{-10} \) | 0.447       |
| t2d_q4        | 99         | 99     | 5           | \( 2.93 \times 10^{-15} \) | 0.034       |
| t2d_q9        | 99         | 99     | 5           | \( 2.93 \times 10^{-15} \) | 0.034       |
| fv2           | 99         | 99     | 5           | \( 2.28 \times 10^{-15} \) | 0.034       |
| chem_master1  | 201        | 201    | 5           | \( 1.79 \times 10^{-15} \) | 0.030       |
| ecology1 (*)  | 500        | 1000   | 5           | \( 6.10 \times 10^{-15} \) | 0.009       |

The compressed representation is then converted to a Kronecker sum approximation of the form \( A \approx \hat{A} = \sum_{j=1}^{r} C_j \otimes D_j \), where

\[
C_j = \text{struct} \{ v_{(j)} \} P \in \mathbb{R}^{\ell \times \ell}, \quad D_j = \text{sq} \{ G_{(j)} \} P \in \mathbb{R}^{n \times n}.
\]

Note here that \( C_j \) is a tridiagonal matrix, so the resulting approximation \( \hat{A} \) is also block tridiagonal. Furthermore, note that for the chosen test problems, since the matrices \( A_j \) for \( j = 1, \ldots, p \) are tridiagonal, the matrices \( D_j \) for \( j = 1, \ldots, r \) are also tridiagonal matrices as such structure will be preserved in the lateral slices of \( \mathcal{G} \). This makes the resulting Kronecker sum approximation efficient to store, providing \( r \leq p \).

In Table 2, we list the name of the matrix, the relevant problem dimensions, the target rank, and the resulting relative error in the Frobenius norm \( \| A - \hat{A} \|_F / \| A \|_F \). We also report the compression ratio

\[
\text{ratio}_{\text{storage}} = \frac{pr + \text{nnz}(\mathcal{G})}{\text{nnz}(A)}.
\]

For the test problem ecology1, we made two modifications to reduce the runtime of the problem: first we used the leading principal submatrix of size \( 500000 \times 500000 \); second, to compute the matrix \( V \), we use a randomized approach [20]. That is, we compute the \( V \) to be the left singular vectors of the mode-2 unfolding of the tensor \( Y = X \times_1 \Omega \times_3 \Psi \). Here \( \Omega, \Psi \in \mathbb{R}^{n \times r} \) are chosen to be independent standard Gaussian random matrices. In Table 2, it is seen that in each we obtain a Kronecker sum approximation that is accurate, efficient to compute with and to store.

7. Multilevel block-structure. The discovery of latent tensor structure in the block matrices can be extended to multiple levels of block structure. As a motivating example, consider a Block Toeplitz matrix with Toeplitz blocks (BTTB matrix). Under the current formulation, we would represent this as a three-dimensional tensor with Toeplitz matrices as lateral slices, but ignore the Toeplitz structure within each lateral slice. We now develop a formulation that is capable of handling structure on every level on which it exists.

7.1. Multilevel structured approximation. Let \( A \in \mathbb{R}^{M \times N} \) with \( L \) levels of block structure, where \( M = m \left( \prod_{j=1}^{L} \ell_j \right) \) and \( N = n \left( \prod_{k=1}^{L} \eta_k \right) \). That is, at level 1, the matrix \( A \) has \( \ell_1 \times q_1 \) blocks of size \( (M/\ell_1) \times (N/q_1) \); at level \( L \), the matrices are of size \( m \times n \). Note that in our model, the type of block structure (e.g., banded, Toeplitz, Hankel, etc.) at each level is fixed. However, the type of block structure can vary across levels.
A different mapping matrices at level \( A \) where \( \hat{\alpha} \) such matrices where \( 1 \leq \eta \leq p \) and symmetry, the matrix can be represented by storing a total of \( 15 \) in Figure 5, 4). In this example, \( L = 2 \), \( \ell_1 = q_1 = 4 \), \( \ell_2 = q_2 = 5 \). The total dimension of the matrix is \( m(4 \times 5) \times n(4 \times 5) \), but because of the outer block Toeplitz structure and symmetry, the matrix can be represented by storing a total of \( 15 = 3 \times 5 \), \( m \times n \) matrices. However, we can keep those \( 15 m \times n \) matrices in a 4th order, \( m \times 3 \times 5 \times n \) tensor.

7.2. Structured matrix to tensor mapping. In general, we can then write

\[
A = \mathbf{E}_{i_1}^{(1)} \otimes \cdots \otimes \mathbf{E}_{i_L}^{(L)} \otimes \sqrt{\eta_{i_1}^{(1)} \cdots \eta_{i_L}^{(L)}} A_{i_1 \cdots i_L},
\]

where \( A_{i_1 \cdots i_L} \) are the \( m \times n \) non-redundant blocks at level \( L \). A similar setup was also used in \([26]\). The matrices \( \mathbf{E}_{i_j}^{(j)} \in \mathbb{R}^{\ell_j \times q_j} \), with entries in \( \{0, \frac{1}{\sqrt{\eta_{i_j}^{(j)}}}\} \), represent the different mapping matrices at level \( j \), where \( 1 \leq j \leq L \). At each level \( j \), there are \( p_j \) such matrices where \( 1 \leq p_j \leq \ell_j q_j \). Define the tuple of mapping matrices

\[
\mathcal{E}^{(j)} = \left( \mathbf{E}_{1}^{(j)}, \ldots, \mathbf{E}_{p_j}^{(j)} \right) \quad j = 1, \ldots, L,
\]

and \( \mathcal{E} = (\mathcal{E}^{(1)}, \ldots, \mathcal{E}^{(L)}) \). For completeness, we note that in our running example, \( \eta_1 = 3, \eta_2 = 5, \eta_3(1) = 4, \eta_3(2) = 3, \eta_3(3) = 2 \) and \( \eta_2 = 1, \ell_2 = 1, \ldots, 5 \).

We can express the blocks as lateral slices of a tensor \( T_{\mathcal{E}}[A] \in \mathbb{R}^{m \times p_1 \times \cdots \times p_L \times n} \), of order \((L + 2)\), such that \( ^4 \)

\[
X_{i_1, i_2, \ldots, i_L} = \text{twist}(A_{i_1, i_2, \ldots, i_L}).
\]

In our running example, this means that \( X_{i,j,k,\ell} = A_{i,j,k,\ell}. \) Consistent with the third order case, we express the mode-(\(L + 2\)) unfolding as \( ^5 \)

\[
X_{(L+2)} = [\text{sq}(X_{1,1,1,\ldots,1})^T, \text{sq}(X_{2,1,1,\ldots,1})^T, \ldots, \text{sq}(X_{p,1,1,\ldots,1})^T].
\]

\(^4\)We will have to choose an ordering for the indices. This description is independent of the ordering, as long as it is consistent. For example, one could use lexicographical, first running over \( i_1 \), with all others fixed, then \( i_2 \) etc.

\(^5\)Consistent with ordering first in \( i_1 \), then \( i_2 \), etc.
The tensor-to-matrix mapping $\mathcal{M}_E : \mathbb{R}^{m \times p_1 \times \cdots \times p_L \times n} \rightarrow \mathbb{R}^{M \times N}$ is
\[ \mathcal{M}_E[\mathbf{X}] = \sum_{i_1=1}^{p_1} \cdots \sum_{i_L=1}^{p_L} E^{(1)}_{i_1} \otimes \cdots \otimes E^{(L)}_{i_L} \otimes \text{sq}(\mathbf{X}_{:,i_1,\ldots,i_L,:}). \]

It is easy to verify that $\mathcal{M}_E[\mathcal{T}_E[\mathbf{A}]] = \mathbf{A}$.

In the next section, we will show how this new framework encapsulates some special cases mentioned in the literature.

**7.3. Approximation error.** Suppose we construct a low-rank tensor approximation $\mathcal{T}_E[\mathbf{A}]$. The next result generalizes Lemma 4 to the multilevel case and relates the error in the tensor approximation to the error in the block-matrix approximation in the Frobenius norm.

**Lemma 11.** Let $\mathbf{A}$, $\mathcal{M}_E$, and $\mathcal{T}_E$ be defined as in this section, and let $\mathcal{T}_E[\mathbf{A}] \approx \mathcal{T}_E[\mathbf{A}]$. The error in $\mathcal{M}_E[\mathcal{T}_E[\mathbf{A}]]$ satisfies
\[ \| \mathbf{A} - \mathcal{M}_E[\mathcal{T}_E[\mathbf{A}]] \|_F = \| \mathcal{T}_E[\mathbf{A}] - \mathcal{T}_E[\mathbf{A}] \|_F \]

**Proof.** The proof follows from an iterative application of the technique in the proof of Lemma 4. \qed

Once again, we see that the error in the Frobenius norm in the matrix approximation is precisely equal to the error in the Frobenius norm in the tensor approximation and that the error is independent of the tensor compression technique or the format that is used. We now show how to convert the compressed representation in the Tucker format to obtain a sum of Kronecker products.

**7.4. Structured matrix approximation.** As in section 4, a low rank approximation to $\mathcal{T}_E[\mathbf{A}]$ can be computed either in the CP or Tucker format, using any appropriate low-rank approximation algorithm. Let us denote $\mathbf{X} = \mathcal{T}_E[\mathbf{A}]$. Suppose we now use a Tucker approximation
\[ \mathbf{X} \approx \mathcal{F} = \mathcal{G} \times_1 \mathbf{X} \left( \bigotimes_{j=2}^{L+1} \mathbf{Y}^{(j-1)} \right) \times_{L+2} \mathbf{Z}, \]
where the factor matrices $\mathbf{Y}^{(j)} \in \mathbb{R}^{p_j \times k_j}$ where $k_j \leq p_j$, the factor matrix $\mathbf{X} \in \mathbb{R}^{m \times k_L}$ and the factor matrix $\mathbf{Z} \in \mathbb{R}^{n \times k_L}$.

Then comparing the mode-$(L + 2)$ unfoldings,
\[ \mathbf{X}_{(L+2)} \approx \mathbf{Z} \mathcal{G} \times_1 \mathbf{X} \left( \bigotimes_{j=1}^{L} \mathbf{Y}^{(j)} \right) \otimes \cdots \otimes \mathbf{X}^\top. \]
It follows that
\[ \text{sq}(\mathbf{X}_{:,i_1,\ldots,i_L,:})^\top \approx \mathbf{Z} \sum_{j_1=1}^{k_1} \cdots \sum_{j_L=1}^{k_L} \mathbf{Y}^{(L)}_{i_{L-j_L},j_L} \mathbf{Y}^{(L-1)}_{i_{L-1,j_L-1},j_L-1} \cdots \mathbf{Y}^{(1)}_{i_1,j_1} \text{sq}(\mathcal{G}_{:,j_1,\ldots,j_L,:})^\top \mathbf{X}^\top. \]
This gives our matrix approximation as
\[ \mathcal{M}_E[\mathcal{F}] = (I \otimes \mathbf{X}) \left( \sum_{i_1=1}^{p_1} \cdots \sum_{i_L=1}^{p_L} \bigotimes_{j=1}^{L} \mathbf{E}^{(j)}_{i_j} \otimes \mathbf{H}^{(i_1,\ldots,i_L)} \right) (I \otimes \mathbf{Z}^\top), \]
where

\[ H^{(i_1, \ldots, i_L)} = \sum_{j_1=1}^{k_1} \cdots \sum_{j_L=1}^{k_L} \left( Y_{L,j_L}^{(L)} Y_{L-1,j_{L-1}}^{(L-1)} \cdots Y_{1,j_1}^{(1)} \right) \text{sq}(G_{i_1,j_1,\ldots,j_L}). \]

Inserting (15) into (14), and simplifying, we arrive at the approximation

\[ \mathcal{M}_{\mathcal{E}}[J] = \sum_{j_1=1}^{k_1} \cdots \sum_{j_L=1}^{k_L} \mathcal{L} \text{struct}_{\mathcal{E}(t)} (Y_{i,j_L}^{(t)}) \otimes \left( X \text{sq}(G_{i,j_1,\ldots,j_L}) Z^T \right). \]

If the number of columns, \( k_z \), in \( X \) is less than \( m \) and/or the number of columns \( k_z \), in \( Z \) is less than \( n \), this approximation obviously has lower rank than \( A \). Note that the slices \( \text{sq}(G_{i,j_1,\ldots,j_L}) \) are of size \( k_x \times k_z \).

7.5. Use Case: Relation to Previous Literature. The framework we have described here subsumes, and in some cases enhances, some special cases that have been described elsewhere in the literature. For example, we can show that our method can be used to derive exactly the same optimal Kronecker decomposition as in [12] for BTBB matrices by taking \( L = 2 \), and \( m = n = 1 \) above.

In this section, we use our framework to improve on the results in [21]. In that paper, the authors consider a banded/block-banded triply Toeplitz matrix with Dirichlet boundary conditions on all three levels, whose ‘central’ column is determined from a 3D discrete point-spread function (PSF). Recognizing that the 3D PSF is a third-order tensor, they use third-order tensor decompositions to determine an approximate operator that is a (sum of) Kronecker products of Toeplitz matrices, and subsequently use the decomposition to find a preconditioner for the deblurring problem.

In their approach, the authors did not have a result that related the tensor approximation problem directly to matrix approximation problem. We now show that using our framework, we can relate a (5th order) tensor approximation problem comprised of entries from a 3D weighted PSF, and tie these approximation problems together in a natural way, thus improving on the approach in [21].

To simplify discussion, we will assume that the blurring operator is applied to a \( K \times K \times K \) image, where \( K \) is odd. Thus the matrix is an \( K^3 \times K^3 \) blurring operator. The matrix is assumed Toeplitz at each level, and that the upper and lower bandwidth on all levels is \( \frac{K-1}{2} \). Because of the 3-level banded Toeplitz structure, the central column is sufficient to specify every entry in the blurring operator. We can therefore consider the central column in the form of a third order tensor PSF, \( \mathcal{P} \), such that the \( (\frac{K-1}{2}, \frac{K+1}{2}, \frac{K+1}{2}) \) entry corresponds to the entry of the central column on the main diagonal in \( A \). The authors of [21] propose to use a truncated HOSVD \( \mathcal{P} \approx \sum_i \sum_j \sum_k \gamma_{i,j,k} (u_i \circ v_j \circ w_k) \) to form \( A \approx \sum_{i,j,k} C_k \otimes D_j \otimes F_i \), where each matrix is Toeplitz. For example, the Toeplitz matrix \( C_k \) is formed using vector \( \frac{1}{3} w_k \) as its central column, and so forth.

The tensor that is decomposed by the process above is the 3D PSF, with no weighting. This makes sense as a first choice since the entries in the PSF give the entries in the matrix, but it is not guaranteed that the matrix approximation error is equal to the tensor approximation error. Under our framework, we arrive at the optimally weighted PSF tensor naturally. In our framework applied to this problem we have \( p_1 = p_2 = p_3 = N \), \( L = 3 \), \( m = n = 1 \) so that our tensor is of size
1 × N × N × N × 1. Specifically, our approach gives
\[ X = [T_e[A]]_{i_1,i_2,i_3,1} = \sqrt{\eta_1 \eta_2 \eta_3} p_{i_3,i_2,i_1}, \]
ensuring that our the matrix approximation error is equal to the tensor approximation error in approximating \( X \), as given in Lemma 11. Since two modes are singleton dimensions, our 5th order tensor is effectively a third order tensor, and the matrices \( X, Z \) are just \( 1 \times 1 \) (i.e., \( X = Z = 1 \)) in (13). If \( X \approx J = G_1 U \times_2 V \times_3 W \times_5 1 \), then using (15), we have
\[ H_{i_1,i_2,i_3} = \sum_{j_1} \sum_{j_2} \sum_{j_3} u_{i_1,j_1,v_{i_2,j_2} w_{i_3,j_3} G_{1,j_1,j_2,j_3,1}.} \]

We therefore arrive at the matrix approximation
\[ M_E[J] = \sum_{j_1=1} G_{1,j_1,j_2,j_3,1} \text{struct}_{(1)}(U_{:,j_1}) \otimes \text{struct}_{(2)}(V_{:,j_2}) \otimes \text{struct}_{(3)}(W_{:,j_3}), \]
and the scalars \( G_{1,j_1,j_2,j_3,1} \) can be distributed into the Kronecker factors as desired. Thus, while the method in [21] and our framework both give a sum of structured Kronecker products, our new approach has the optimal scaling baked into the process to ensure that the corresponding matrix approximation relates directly to the tensor approximation.

8. Conclusions and Future Work. We have provided a powerful new tensor-based framework for computing structure-preserving matrix approximations, and demonstrated how the framework can be applied to great effect on some problems in scientific computing. Additionally, we showed that our framework is flexible enough that it can be used to describe optimal structured matrix approximation problems found in previous literature. The key design elements of our approach include the invertible matrix-to-tensor mapping followed by a suitable choice of tensor decomposition. For both the CP and Tucker formats, we showed how the features of the respective tensor approximations map back to the structure in the corresponding matrix approximation. We proved that the matrix approximations derived using our matrix-to-tensor mapping are as good as the corresponding tensor approximations, when the error is measured in the Frobenius norm. Moreover, we proved that it is possible to preserve symmetric positive definiteness in the matrix approximation.

Although we investigated the details given when using CP and Tucker decomposition, our framework permits the use of any suitable tensor decomposition – for example a tensor-train approach [23] or a non-negativity constrained CP – in the intermediate stage. We are currently investigating the extension of the present approach to the case of dense matrices. Another possible area for investigation is whether or not the framework could be modified to handle the case of non-uniform block sizes on a given level.
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