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Abstract—With the increasing reliance on automated decision making, the issue of algorithmic fairness has gained increasing importance. In this paper, we propose a Generative Adversarial Network for tabular data generation. The model includes two phases of training. In the first phase, the model is trained to accurately generate synthetic data similar to the reference dataset. In the second phase, we modify the value function to add fairness constraint, and continue training the network to generate data that is both accurate and fair. We test our results in both cases of unconstrained, and constrained fair data generation. In the unconstrained case, i.e. when the model is only trained in the first phase and is only meant to generate accurate data following the same joint probability distribution of the real data, the results show that the model beats state-of-the-art GANs proposed in the literature to produce synthetic tabular data. Also, in the constrained case in which the first phase of training is followed by the second phase, we train the network and test it on four datasets studied in the fairness literature and compare our results with another state-of-the-art pre-processing method, and present the promising results that it achieves. Comparing to other studies utilizing GANs for fair data generation, our model is comparably more stable by using only one critic, and also by avoiding major problems of original GAN model, such as mode-dropping and non-convergence, by implementing a Wasserstein GAN.

Index Terms—Fairness in Artificial Intelligence, Generative Adversarial Networks, WGAN

I. INTRODUCTION

Artificial intelligence has gained paramount importance in the contemporary human life. With an ever-growing body of research and increasing processing capacity of computers, machine learning systems are being adopted by many firms and institutions for decision-making. Various industries such as insurance companies, financial institutions, and healthcare providers rely on automated decision making by machine learning models, making fairness-aware learning crucial since many of these automated decisions could have major impacts on the lives of individuals.

There are numerous evidence suggesting that bias exists in AI systems. One well known example is Correctional Offender Management Profiling for Alternative Sanctions (COMPAS), which is a decision making system deployed by the US criminal justice system to assess the likelihood of a criminal defendant’s recidivism (re-offending). It is shown that COMPAS is biased against African American defendants [1]. Another example is a Google’s targeted advertising that was found to have shown the high paid jobs significantly more to males than females [2]. The existence of such bias and unfair classifications in AI systems has led the research community to pay attention to the problem of bias in AI. There are different approaches to improve fairness existing in the AI fairness literature. Let \( D = \{X, S, Y\} \) be a labelled dataset, where \( X \in \mathbb{R}^n \) are the unprotected attributes, \( S \) is the protected attribute, and \( Y \) is the decision. From a legal perspective, protected attribute is the attribute identified by law, based on which it is illegal to discriminate [3], e.g. gender or race. The proposed fairness enforcement methods in the literature could be categorised into three main classes of pre-process methods, in-process methods, and post-process methods.

Pre-process methods include modifying the training data before feeding the data into machine learning algorithm. For instance, in one study [4], four methods are presented to remove bias including suppression which is to remove attributes highly correlated with protected attributes \( S \), massaging the dataset which is to change labels \( (Y) \) of some objects in the dataset, and reweighing that involves assigning weights to different instances in the dataset. These are preliminary and simpler methods that results in more fair predictions, however entail higher fairness-utility cost. In other words fairness is achieved at the expense of accuracy. Another preprocessing method proposed in the literature is the work of Feldman et al. [5] in which a repairment mechanism is proposed to modify the unprotected attributes \( (X) \) and achieve fairness with higher accuracy comparing to the aforementioned methods. This method will be discussed in more detail in Section V-B as the baseline method. In-process approaches involve modifying the learning algorithm to achieve fairness during training [6]. These methods mostly include modifying the objective functions or adding regularization terms to the cost function. For example, [6] proposes adding a regularization term to the objective function which penalize mutual information between the protected attributes and the classifier predictions. Finally, post-process mechanisms include modifying the final decisions of the classifiers. For instance, Hardt et al. [7] propose a method to modify the final classification scores in order to enhance equalized odds.

The emergence of unfairness in AI systems is mostly
There is a rich and growing literature on generative models. The main idea behind a generative model is to capture the probabilistic distribution that could generate data similar to a reference dataset [8]. Broadly speaking, generative models could be divided into two main classes of models [8]: Energy-based models such as Boltzmann Machines [9], and cost function-based models such as autoencoders and generative adversarial networks (GANs) [10]. GANs address some deficiencies in traditional generative models, and are shown to excel in various tasks comparing to other generative models such as in image generation [11] and video generation [12].

The original GAN consists of two networks, generator and discriminator [10]. The two networks play a minimax game. The generator takes a latent random variable $Z$ as input and generates a sample $G(Z)$, that is similar to the real data. The discriminator, on the other hand, is fed with both real and generated samples, and its task is to correctly classify the input sample as real or generated. Over time if the networks have enough capacity, they are trained together and ideally optimized to reach an equilibrium state in which the generator produces data from the exact targeted distribution and the discriminator gives the real and generated samples an equal probability of 0.5. The work in [10] shows that training the discriminator to optimality is equal to minimizing Jensen-Shannon divergence [13].

In recent studies adversarial training has been used to remove discrimination. One such study, for example, by formulating the model as a minimax problem, proposes an adversarial learning framework that could learn representations of data that are discrimination-free and do not contain explicit information about the protected attribute [16]. Other adversarial objectives are proposed by the works of [17], [18] to achieve group fairness measures such as demographic parity and equality of odds. The application of generative adversarial networks for fairness in tabular datasets is not discussed enough in the literature, but has recently attracted attention of the research community. For instance, the work of Sattigeri et al. [19] proposes an approach to generate image datasets such that demographic fairness in the generated dataset is imposed. In their work Xu et al. [20] design a GAN that produces discrimination free tabular datasets. Their network includes one generator and two discriminators. The generator is adopted from [21] and produces fake pairs of data $(X, Y)$ following the conditional distribution $P_G(X, Y|S)$. One discriminator’s task is to ensure generator produces data with good accuracy, and the second discriminator ensures the generator produces fair data.

In this paper, we propose a Wasserstein GAN, TabFairGAN, that can produce high quality tabular data with the same joint distribution as the original tabular dataset. In Section II we discuss the fairness measure: demographic parity and discrimination score. In Section III we introduce the model architecture, data transformation, value functions, and the training process of the model. In section IV we compare the results of TabFairGAN with two other state-of-the-art GANs for tabular data generation, namely TGAN [22] and CTGAN [23]. In Section V we show how the model could be used for fair data generation and test the model on four real dataset. We compare the results of our model with the method developed by [5], which is another pre-process methods to enforce fairness. Finally in Section VI-D we explore the fairness-accuracy trade-off. This work has two main contributions. We show that in the case of no constraints present (no fairness), the model is able to produce high quality synthetic data, competing with the state-of-the-art GANs designed for tabular data generation. Second contribution is producing high quality fair synthetic data, by adding a fairness constraint in the loss function of the generator. Comparing our model to previous application of GANs for fair tabular data generation, the model is more stable based on two merits: 1) the proposed model is a Wasserstein GAN which is shown to improve original GAN model in terms of some common GAN pitfalls, such as mode-dropping phenomena [15], and 2) the model only uses one critic instead of two [20] or three [24] discriminators.

**II. DISCRIMINATION SCORE**

Among the most frequently practiced fairness metrics specified in legal notions and the literature is demographic parity or statistical parity/fairness. The goal of demographic fairness is to ensure that the overall proportion of members with respect to the protected group receiving a positive decision is identical. In a binary case, let $D = \{X, S, Y\}$ be a labelled dataset, where $X \in \mathbb{R}^n$ is the unprotected attributes, $S$ is the protected attribute, and $Y$ is the decision. In this paper, we consider the binary case, and for notational convenience we assume that the protected attribute $S$ takes two values, where $S = 0$ represents the underprivileged minority class, and $S = 1$ represents the privileged majority class. For instance, in a binary racial discrimination study the value 0 will be assigned to “African-American”, whereas 1 is assigned to “White”. We also assign 1 to $Y$ for a successful decision (for instance an admission to a higher education institution), and assign 0 to $Y$ for an unsuccessful decision (rejection). Demographic fairness for the labeled dataset is defined as follows [7]:

$$P(y = 1|s = 1) = P(y = 1|s = 0) \quad (1)$$
In this context, demographic parity is defined by the difference between the conditional probability and its marginal. We define the discrimination with respect to the protected attribute \( S \) by discrimination score (DS) and calculate it by:

\[
DS = P(y = 1|s = 1) - P(y = 1|s = 0).
\]

A similar measure could be obtained for a labeled dataset \( D \) and a classifier \( f : (X, S) \rightarrow Y \) where the discrimination score for the classifier \( f \) with respect to protected attribute \( S \) can be obtained by:

\[
P(\hat{y} = 1|x, s = 1) - P(\hat{y} = 1|x, s = 0)
\]  

(2)

III. Model Description

A. Tabular Dataset Representation and Transformation

A tabular dataset contains \( N_C \) numerical columns \( \{c_1, ..., c_{N_C}\} \) and \( N_D \) categorical columns \( \{d_1, ..., d_{N_D}\} \). In this model, categorical columns are transformed and represented by one-hot vectors. Representing numerical columns on the other hand is non-trivial due to certain properties of numerical columns. One such property is that numerical columns are often sampled from multi-modal distributions. Some models such as [21] use min-max normalization to normalize and transform numerical columns. The work of Xu et al. [23] proposes a more complex process, namely a mode-specific normalization using variational Gaussian mixture model (VGM) to estimate the number of modes and fit a Gaussian mixture model to each numerical column. In our model, each numerical column is transformed using a quantile transformation [25]:

\[
c'_i = \Phi^{-1}(F(c_i))
\]  

(3)

Where \( c_i \) is the \( i \)th numerical feature, \( F \) is the CDF (cumulative distribution function) of the feature \( c_i \), and \( \Phi \) is the CDF of a uniform distribution. After transforming numerical and discrete columns, the representation of each transformed row of the data is as follows:

\[
r = c'_1 \oplus ... \oplus c'_{N_C} \oplus d'_1 \oplus ... \oplus d'_{N_D}
\]  

(4)

\[
l_i = \text{dim}(d'_i)
\]  

(5)

\[
l_w = \text{dim}(r)
\]  

(6)

where \( c'_i \) represents the \( i \)th numerical column, \( d'_i \) denotes the one-hot encoded vector of the \( i \)th categorical columns, and \( \oplus \) is the symbol denoting concatenation of vectors. Also, \( l_i \) shows the dimension of the \( i \)th discrete column’s one-hot encoding vector and \( l_w \) shows the the dimension of \( r \).

B. Network Structure

While traditional GANs suffer from problems such as non-convergence and mode-collapse, the work of [15] developed Wasserstein GANs which improve training of GANs to some extent, and replace the discriminator with a critic. The network designed in this model is a WGAN with gradient penalty [26]. The WGAN value function using the Kantorovich-Rubinstein duality [27] is as follows [26]:

\[
\min_{\mathcal{G}} \max_{\mathcal{C} \in \mathcal{C}} \mathbb{E}_{x \sim \mathcal{P}_{data}(x)} [C(x)] - \mathbb{E}_{z \sim \mathcal{P}_{\mathcal{G}}(z)} [C(G(z))]
\]  

(7)

Where \( C \) is the set of 1-Lipschitz functions. The generator receives a latent variable \( Z \) from a standard multivariate normal distribution and produces a sample data point which is then forwarded to the critic. Once the critic and the generator are trained together, eventually the generator would become like a deterministic transformation that produces data similar to the real data.

The generator consists of a fully-connected first layer with ReLu activation function. The second hidden layer of the generator network is then formed by concatenation of multiple vectors that could form data similar to transformed original data. For the numerical variables, a fully connected layer of \( \mathcal{F}_{C_{l_w}} \rightarrow \mathcal{N}_C \), with a ReLu activation is implemented. For nodes that are supposed to produce discrete columns, multiple fully connected layer of \( \mathcal{F}_{C_{l_w}} \rightarrow \mathcal{I}_i \), with Gumble softmax activation [28] is used in order to produce one-hot vectors (\( d'_i \)). The resulting nodes are then concatenated to produce data similar to the transformed original data (with the same dimension of \( l_w \)), which is then fed to the critic network. The structure of the critic network is simple and includes 2 fully connected layers with Leaky ReLu activation functions.

The generator network’s architecture is formally described as:

\[
\begin{align*}
(h_0 &= Z \text{ (latent vector)} \quad h_1 = \text{ReLu}(\mathcal{F}_{C_{l_w} \rightarrow \mathcal{I}_i}(h_0)) \\
(h_2 &= \text{ReLu}(\mathcal{F}_{C_{l_w} \rightarrow \mathcal{N}_C}(h_1)) \oplus \text{gumble}_{0.2}(\mathcal{F}_{C_{l_w} \rightarrow \mathcal{I}_i}(h_1)) \oplus \text{gumble}_{0.2}(\mathcal{F}_{C_{l_w} \rightarrow \mathcal{I}_D}(h_1)) \oplus \text{gumble}_{0.2}(\mathcal{F}_{C_{l_w} \rightarrow \mathcal{I}_D}(h_1)))
\end{align*}
\]  

(8)

Where \( \mathcal{F}_{a \rightarrow b} \) denotes a fully connected layer with input size \( a \) and output size \( b \). \( \text{ReLu}(x) \) shows applying a ReLu activation on \( x \), and \( \text{gumble}_\tau(x) \) denotes applying Gumble softmax with parameter \( \tau \) on a vector \( x \), and \( \oplus \) denotes concatenation of vectors.

The critic network’s architecture is formally described as:

\[
\begin{align*}
(h_0 &= X \text{ (output of the generator or transformed real data)} \quad h_1 = \text{LeakyReLu}_{0.01}(\mathcal{F}_{C_{l_w} \rightarrow \mathcal{I}_w}(h_0)) \\
(h_2 &= \text{LeakyReLu}_{0.01}(\mathcal{F}_{C_{l_w} \rightarrow \mathcal{I}_w}(h_1)))
\end{align*}
\]  

(9)

Where \( \text{LeakyReLu}_\tau(x) \) denotes applying Leaky ReLu activation function [29] with slope \( \tau \) on \( x \). Fig. 1 shows the architecture of the model.

C. Training

In this section we introduce the loss functions for the critic network and generator network of the developed WGAN. The overall process of training the model includes two phases. Phase I of training only focuses on training the model such that the generator could generate data with a joint probability distribution similar to that of the real data. Phase II of training...
further trains the generator to produce samples which have a joint probability distribution similar to that of real data and is also fair, with respect to discrimination score (DS) defined in Section IV.

1) Phase I: Training for Accuracy: In the first phase, generator and critic are trained with respect to their value functions. Critic’s loss function with gradient penalty is [26]:

\[ V_C = \mathbb{E}_{\hat{x} \sim P_{\hat{x}}} [C(\hat{x})] - \mathbb{E}_{x \sim P_x} [C(x)] + \lambda \mathbb{E}_{\hat{x} \sim P_{\hat{x}}} \left( \left| \left| \nabla_{\hat{x}} C(\hat{x}) \right| \right|_2 - 1 \right)^2 \]

(10)

Where \( P_x \) and \( P_{\hat{x}} \) are real data distribution and generated data distribution, respectively. Note that the third term is the gradient penalty to enforce the Lipschitz constraint, and \( P_{\hat{x}} \) is implicitly defined sampling uniformly along straight lines between pairs of points sampled from the data distribution \( P_x \) and the generator distribution \( P_{\hat{x}} \) [26].

The loss function for the generator network in Phase I of training is also as follows:

\[ V_G = -\mathbb{E}_{\hat{x} \sim P_{\hat{x}}} [C(\hat{x})] \]

(11)

2) Phase II: Training for Fairness and Accuracy: In the second phase of training, fairness constraint is enforced on generator to produce fair data. Similar to the definitions in Section IV, let \( \tilde{D} = \{X, \tilde{Y}, \tilde{S}\} \) be a batch of generated data, where \( \tilde{X} \) is the unprotected attribute of the generated data, \( \tilde{Y} \) is the decision with \( \tilde{Y} = 1 \) being the successful and favorable value for the decision (e.g. having an income of \( > 50K \) for an adult in the adult income dataset), and \( \tilde{S} \) being the protected attribute with \( \tilde{S} = 0 \) showing the unprivileged minority group (for example having a gender of “female” in the adult income data set). The new loss function for the generator in Phase II of training is as follows:

\[ V_G = -\mathbb{E}_{(\hat{x}, \hat{y}, \hat{S}) \sim P_{\hat{y}}} [C(\hat{x}, \hat{y}, \hat{S})] - \lambda_f (\mathbb{E}_{(\hat{x}, \hat{y}, \hat{S}) \sim P_{\hat{y}}} [\hat{y} | \hat{S} = 0] - \mathbb{E}_{(\hat{x}, \hat{y}, \hat{S}) \sim P_{\hat{y}}} [\hat{y} | \hat{S} = 1]) \]

(12)

With the above loss function for the generator, the model aims to generate a fair dataset \( \{X, \tilde{Y}, \tilde{S}\} \sim P_{\tilde{x}} \) which achieves the demographic fairness with respect to the protected attribute \( \tilde{S} \) in the generated samples, by minimizing discrimination score in the generated data \( P(\tilde{Y}|\tilde{S} = 1) - P(\tilde{Y}|\tilde{S} = 0) \). The goal in this phase of training is to train the generator to generate synthetic data which is both similar to the real data \( \tilde{D} \sim D \), and the generated data is fair based on demographic fairness measure. In the ideal case, the generator would produce synthetic data such that \( \tilde{Y} \perp \tilde{S} \). After training is done, the samples are generated and inverse transformed to the original data format. The formal procedure of training the model is shown in Algorithm 1.

Algorithm 1 training algorithm for the proposed WGAN. We use \( n_{crit} = 4 \), batch size of 256, \( \lambda_p = 10 \), Adam optimizer with \( \alpha = 0.0002, \beta_1 = 0.5 \), and \( \beta_2 = 0.999 \).

| Step | Description |
|------|-------------|
| 1:   | for \( T_1 \) do |
| 2:   | for \( t = 1, \ldots, n_{crit} \) do |
| 3:   | Sample batch m \( D(x, y, s) \sim P_x \) and \( z \sim P(z) \) and \( \epsilon \sim U[0, 1] \) |
| 4:   | \( \hat{D} = (\hat{x}, \hat{s}, \hat{y}) \leftarrow G_{\theta}(z) \) |
| 5:   | \( \tilde{D} \leftarrow \epsilon(D) + (1 - \epsilon)(\hat{D}) \) |
| 6:   | Update the critic by descending the gradient: |
| 7:   | \( \nabla_{\theta} \frac{1}{m} \sum_{i=1}^{m} C_{w}(\hat{D}) - C_{w}(\tilde{D}) + \lambda_p \cdot ||\nabla_{\tilde{D}} C_{w}(\tilde{D})||_2 - 1 \|^2 \)
| 8:   | end for |
| 9:   | Sample a batch m \( z \sim P(z) \) |
| 10:  | Update the generator by descending the gradient: |
| 11:  | \( \nabla_{\theta} \frac{1}{m} \sum_{i=1}^{m} - (C_{w}(G_{\theta}(z))) \)
| 12:  | end for |
| 13:  | for \( T_2 \) do |
| 14:  | for \( t = 1, \ldots, n_{crit} \) do |
| 15:  | Sample batch m \( D(x, y, s) \sim P_x \) and \( z \sim P(z) \) and \( \epsilon \sim U[0, 1] \) |
| 16:  | \( \hat{D} = (\hat{x}, \hat{s}, \hat{y}) \leftarrow G_{\theta}(z) \) |
| 17:  | \( \tilde{D} \leftarrow \epsilon(D) + (1 - \epsilon)(\hat{D}) \) |
| 18:  | Update the critic by descending the gradient: |
| 19:  | \( \nabla_{\theta} \frac{1}{m} \sum_{i=1}^{m} C_{w}(\hat{D}) - C_{w}(\tilde{D}) + \lambda_f \cdot ||\nabla_{\tilde{D}} C_{w}(\tilde{D})||_2 - 1 \|^2 \)
| 20:  | end for |
| 21:  | Sample a batch m \( D = (\hat{x}, \hat{s}, \hat{y}) \sim P(G_{\theta}(z)) \) |
| 22:  | Update the generator by descending the gradient: |
| 23:  | \( \nabla_{\theta} \frac{1}{m} \sum_{i=1}^{m} - C_{w}(\hat{D}) - \lambda_f \cdot \frac{|D_{s=0,y=1}|}{|D_{s=0}|} - \frac{|D_{s=1,y=1}|}{|D_{s=1}|} \)
| 24:  | end for |

IV. EXPERIMENT: only Phase I (NO FAIRNESS)

In this section, we evaluate the effectiveness of the model in producing synthetic data similar to data coming from a known probability distribution. We show that the model is able to generate synthetic data similar to the reference dataset and compare our results with two state-of-the-art GAN models for generation of tabular datasets, namely TGAN [22] and CTGAN [23]. TGAN is a GAN-based model that generates relational tables by clustering numerical variables to deal with multi-modal distributions and adding noise and KL divergence into loss function to generate discrete features. In CTGAN, mode-specific normalization is applied to numerical values and
the generator works conditionally in order to overcome the imbalance in training data. We evaluate the model on UCI Adult Income Dataset\textsuperscript{30}. The task we are trying to achieve is as follows: given a dataset $D = \{X, S, Y\} \sim P_{data}$, generate a dataset $\hat{D}_{syn} = \{\hat{X}, \hat{S}, \hat{Y}\} \sim P_{syn}$ s.t. $P_{syn} \sim P_{data}$. We are not seeking to achieve fairness in this section, and we solely seek to generate data following the same distribution as real data to achieve data utility.

To compare data utility among generated datasets among different models, we evaluate the performance of using synthetic data as training data for machine learning. At first, the real dataset is divided into two parts: $D_{train}$ and $D_{test}$. Adult dataset contains a total of 48,842 rows. 90% of the data were assigned to $D_{train}$ and the rest 10% were assigned to $D_{test}$. Next, each model is trained on the training set $D_{train}$ for 300 epochs three times. With each training, the trained models are used to generate their corresponding synthetic data $D_{syn}$. Three machine learning classifiers are then chosen and trained on each generated $D_{syn}$, tested on $D_{test}$, and eventually the accuracy and F1 score of classification is recorded. The classifiers used are a Decision Tree Classifier, Logistic Regression, and a Multi Layer Perceptron. Table \textsuperscript{I} reports the results of classification, and compares the results with the case that a classifier is trained on the original $D_{train}$, and tested on $D_{test}$ (reporting the means and standard deviations of evaluation metrics). The results shows that TabFairGAN and CTGAN outperform TGAN in all cases. TabFairGAN outperforms CTGAN with a DT Classifier. With a LR classifier, the performance of TabFairGAN and CTGAN is identical with respect to accuracy, and TabFairGAN performs slightly better than CTGAN with respect to F1 score. With a MLP classifier, CTGAN performs slightly better than TabFairGAN with respect to accuracy, while TabFairGAN outperforms CTGAN with respect to F1 score. These results display the effectiveness of TabFairGAN with respect to generating data identical to real tabular data.

V. EXPERIMENTS: FAIR DATA GENERATION AND DATA UTILITY (TRAINING WITH BOTH PHASE I AND PHASE II)

In the second set of experiments, the effectiveness of the model in generating data which is both similar to the reference dataset and also fair is evaluated, and the tradeoff between machine learning efficacy and fairness is investigated. We will experiment with four datasets to test the fairness/utility tradeoff of the model. The four datasets and their attributes are first introduced. All four datasets used in experiments are studied in the literature of algorithmic fairness \cite{[3]}. Next, we introduce the baseline method with which the results of TabFairGAN are compared. The results are presented and compared in Table \textsuperscript{III}.

A. Datasets

The first dataset is UCI Adult Dataset \textsuperscript{30}. This dataset is based on 1994 US census data and contains 48,842 rows with attributes such as age, sex, occupation, and education level. for each person, and the target variable indicates whether that individual has an income that exceeds $50K per year or not. In our experiments, we consider the protected attribute to be sex ($S = \text{"Sex"}, Y = \text{"Income"}$).

The second dataset used in the experiments is the Bank Marketing Data Set \textsuperscript{[31]}. This dataset contains information about a direct marketing campaign of a Portuguese banking institution. Each row of the dataset contains attributes about an individual such as age, job, marital status, housing, duration of that call, and the target variable determines whether that individual subscribed a term deposit or not. The dataset contains 45,211 records. Similar to \textsuperscript{[32]}, we have considered age to be the protected attribute (a young individual has a higher chance of being labeled as “yes” to subscribe a term deposit). In order to have a binary protected attribute, we set a cut-off value of 25 and an age of more than 25 is considered “older”, while an age of less than or equal to 25 is considered “younger” ($S = \text{"Age"}, Y = \text{"Subscribed"}$).

The third dataset used in this section is the ProPublica dataset from COMPAS risk assessment system \textsuperscript{[33]}. This dataset contains information about defendants from Broward County, and contains attributes about defendants such as their ethnicity, language, marital status, sex, etc. ,and for each individual a score showing the likelihood of recidivism (re-offending). In this experiments we used a modified version of the dataset. First, attributes such as FirstName, LastName, MiddleName, CASE_ID, and DateOfBirth are removed. Studies have shown that this dataset is biased against African Americans \textsuperscript{[1]}. Therefore, ethnicity is chosen to be the protected attribute for this study. Only African American and Caucasian individuals are kept and the rest are dropped. The target variable in this dataset is a risk decile score provided by COMPAS system, showing the likelihood of that individual to re-offend, which ranges from 1 to 10. The final modified dataset contains 16,267 records with 16 features. To make the target variable binary, a cut-off value of 5 is considered and individuals with a decile score of less than 5 are considered “Low_Chance”, while the rest are considered “High_Chance”. ($S = \text{"Ethnicity"}, Y = \text{"Recidivism\_Chance"}$).

The last dataset used in experiments is the Law School Admission Council which is made by conducting a survey across 162 law schools in the United States \textsuperscript{[34]}. This dataset contains information on 21,790 law students such as their GPA (grade-point average), LSAT score, race, and the target variable is whether the student had a high FYA (first year average grade). Similar to other studies (such as \textsuperscript{[35]}), we have considered race to be the protected attribute. We only considered individuals with “Black” or “White” race. The modified data contains 19,567 records. ($S = \text{“Race"}, Y = \text{“FYA"}$). There discrimination score (DS) of all datasets are reported in Table \textsuperscript{III}.

\footnote{http://archive.ics.uci.edu/ml/datasets/adult}
B. Baseline Model: Certifying and Removing Disparate Impact

In their work Feldman et al. [5] proposed a method to modify a dataset to remove bias and preserve relevant information in the data. In dataset $D = \{X, S, Y\}$, given the protected attribute $S$ and a single numerical attribute $X$, let $X_s = Pr(X|S = s)$ denote the marginal distribution on $X$ conditioned on $S = s$. Considering $F_s : X_s \rightarrow [0,1]$ the cumulative distribution function for values $x \in X_s$, they define a “median” distribution $\tilde{A}$ in terms of its quantile function $F_{A}^{-1} : F_{A}^{-1}(u) = \text{median}_{e \in S} F_{s}^{-1}(u)$. They then propose a repair algorithm which creates $\hat{X}$, such that for all $x \in X_s$ the corresponding $\hat{x} = F_{\tilde{A}}^{-1}(F_{s}(x))$. To control the trade-off between fairness and accuracy, they define and calculate $\lambda$-partial repair by:

$$\tilde{F}_{s}^{-1} = (1-\lambda)F_{s}^{-1} + \lambda(F_{A})^{-1}$$ (13)

The result of such partial repair procedure is a dataset $\tilde{D} = \{\hat{X}, S, Y\}$ which is more fair and preserves relevant information for classification task. We call this method CRDI henceforth.

C. Results

The goal in this section is to train the proposed network on datasets and produce similar data that is also fair with respect to protected attributes defined for each dataset. The process is as follows: The models are first trained on each dataset. As mentioned in Section III-C, training of the network includes two phases: in the first phase, the network is only trained for accuracy for a certain number of epochs, and then in the second phase, the loss function of generator is modified and the network gets trained for accuracy and fairness. Once the training is finished, the generator of the network is used to produce synthetic data $D_{syn}$. We also generated repaired datasets using CRDI method described in Section III-B to compare our results with. For each model, we train five times and report the means and standard deviations of evaluation results in Table I.

The generated data $D_{syn}$ is then evaluated from two perspectives: fairness and utility. To evaluate the fairness of $D_{syn}$, we adopt discrimination score (DS): $DS = P(\hat{y} = 1|s = 1) - P(\hat{y} = 1|s = 0)$. Looking into Table I the results show that comparing with CRDI, TabFairGAN could more effectively produce datasets s.t. demographic parity in the generated data is almost removed. The demographic parity of the produced datasets by TabFairGAN, beat the repaired datasets produced by CRDI.

To evaluate data utility, we adopt a decision tree classifier with the default parameter setting [36]. For TabFairGAN data, We train the decision tree classifier on $D_{syn}$ and test it on $D_{test}$, and report the accuracy and F1-score of the classifier. We also train decision tree classifiers on repaired data $\tilde{D}$ produced by CRDI, and test on $D_{test}$ and report accuracy and f1-score. Table I shows that repaired data $\tilde{D}$ produced by CRDI has better data utility for adult dataset, COMPAS dataset, and Law School dataset by less than 5% in all cases, while the accuracy of $D_{syn}$ produced by TabFairGAN is almost 8% higher than that of $\tilde{D}$ produced by CRDI.

The last evaluation we perform on the produced datasets is to examine discrimination score (DS) of the classifier. We adopt discrimination score (DS) for classifier: $DS = P(\hat{y} = 1|s = 1) - P(\hat{y} = 1|s = 0)$. The results in Table I show that discrimination score of the decision tree classifier trained on $D_{syn}$ for Adult dataset and Law School is lower by almost 4% and 13%, respectively, while the discrimination score of the decision tree classifier trained on $D$ for Bank dataset and COMPAS dataset is lower by 1% and 0.003%, respectively.

The parameter settings of the models on each datasets is reported in the Appendix. The results show, while CRDI narrowly beats TabFairGAN in terms of data utility, TabFairGAN beats CRDI in terms of discrimination score in all cases for generated data and in 2 out of 4 cases in the generated classifiers. This is attributed to fairness utility trade-off of TabFairGAN governed by $\lambda_f$. The case of COMPAS dataset is interesting since none of the models could decrease discrimination score in the classifier much, comparing to the discrimination score in the original dataset. Looking into the data and performing a correlation analysis, risk decile score (target variable) has a high Pearson correlation of 0.757 with one of columns names RecSuperVisionLevel which denotes the supervisory status of each individual. This reveals that although the generated dataset $D_{syn}$ has a lower discrimination score of 0.009, disparate impact exists in the dataset, indicating that the discriminatory outcomes are not explicitly caused by the protected attribute, but are also from the proxy unprotected attributes [20].

| Classifier | DTC | LR | MLP |
|------------|-----|----|-----|
| Original Data | 0.811 ± 0.001 | 0.606 ± 0.002 | 0.798 ± 0.000 | 0.378 ± 0.000 | 0.780 ± 0.051 |
| TabFairGAN | 0.783 ± 0.001 | 0.544 ± 0.002 | 0.794 ± 0.020 | 0.239 ± 0.012 | 0.778 ± 0.045 |
| TGAN | 0.661 ± 0.013 | 0.503 ± 0.012 | 0.765 ± 0.010 | 0.170 ± 0.008 | 0.623 ± 0.197 |
| CTGAN | 0.777 ± 0.003 | 0.482 ± 0.004 | 0.794 ± 0.023 | 0.232 ± 0.012 | 0.784 ± 0.007 |

Table I: Comparing the results TabFairGAN for accurate data generation with TGAN and CTGAN models.
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Fig. 2. Exploring the trade-off between accuracy and fairness by incremental datasets (observe that discrimination score of the generated synthetic data, we perform the following experiment:

D. Utility and Fairness Trade-off

To explore the trade-off between utility and fairness of the generated data, we perform the following experiment: λ_f was increased between [0.05, 0.7] in steps of 0.05, and for each value of λ_f the model was trained 170 epochs in phase I and 30 times in the phase II. For each λ_f value, five training was performed and the average of Discrimination Score was recorded for each λ_f. Figure 2 shows the results, plotted along with standard deviation as confidence intervals. We can observe that discrimination score of the generated synthetic datasets (D_{syn}) is decreasing significantly as λ_f decreases. Meanwhile, classifier accuracy layoff, i.e. the reduction in decision tree classifier’s accuracy comparing to the case in which the classifier is trained on the real original training dataset (D_{train}), is increasing slightly as λ_f increases.

VI. CONCLUSION

In this paper, we proposed a Wasserstein Generative Adversarial Network that could generate synthetic data similar to a reference data. We showed that in the case of unconditional tabular data generation, i.e. with no fairness constrains, the model is able to produce data with high quality comparing to other GANs developed for the same purpose. We also showed that by adding a fairness constraint to the generator, the model is able to achieve data generation which improves the demographic parity of the generated data. We tested the model on four datasets studies in the fairness literature and compared our results with that of [5]. As a generative model, GANs have a great potential to be utilized for fair data generation, specially in the case that the real dataset is limited. There are other field in which GANs could be utilized for tabular data generation, such as the research involved with data privacy [37]. In the future work, we will explore other more sophisticated data generation constraints, e.g. considering enforcing other fairness metrics such as equality of odds and equality of opportunity. We also consider exploring utilizing GANs for fairness in other data types, such as text and image data.
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TABLE III

| MODEL          | PARAMETERS |
|---------------|------------|
| TabFairGAN    | T_1  T_2  Lambda |
| CRDI          | 170  30  0.5  0.999 |
| Adult         | 195  5   0.75  0.9 |
| Bank          | 40   30  2.2   0.999 |
| COMPAS        | 180  20  2.5   0.999 |
| Law School    |           |