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Abstract
We present Megaverse, a new 3D simulation platform for reinforcement learning and embodied AI research. The efficient design of our engine enables physics-based simulation with high-dimensional egocentric observations at more than 1,000,000 actions per second on a single 8-GPU node. Megaverse is up to 70x faster than DeepMind Lab in fully-shaded 3D scenes with interactive objects. We achieve this high simulation performance by leveraging batched simulation, thereby taking full advantage of the massive parallelism of modern GPUs. We use Megaverse to build a new benchmark that consists of several single-agent and multi-agent tasks covering a variety of cognitive challenges. We evaluate model-free RL on this benchmark to provide baselines and facilitate future research. The source code is available at www.megaverse.info

1. Introduction
Since the advent of deep learning, progress in the field has been driven by two factors: the availability of large amounts of data and the ability to train big and expressive parametric models on this data. Deep reinforcement learning is no exception: the existence of fast, efficient, and challenging simulation environments that can generate millions of trajectories allowed researchers to quickly iterate, experiment with learning at scale, and ultimately develop improved models and learning algorithms.

The majority of RL environments used in contemporary Deep RL research with high-dimensional observations are based on repurposed game engines. For example, the Arcade Learning Environment (ALE) (Bellemare et al., 2013),...
We introduce Megaverse as a simulation platform that can be used to create virtual worlds for deep RL and embodied AI research. We release eight environments built on top of Megaverse that cover an array of embodied cognitive tasks and prove to be hard for modern RL algorithms. Our benchmark, Megaverse-8, addresses challenges such as navigation, exploration, and memory. All of the environments are procedurally generated, and can therefore be used to investigate generalization of trained agents (Cobbe et al., 2019). Many of the challenges require our agents to learn nontrivial physics-based environment manipulation, which has previously been a feature of resource-intensive high-fidelity simulators (Kolve et al., 2017).

A key goal of Megaverse is to democratize deep RL research. State-of-the-art results in RL have primarily been a prerogative of large research labs with access to vast computational resources. A fast and efficient simulation engine that supports interactive immersive environments that call for advanced embodied cognition can enable rapid community-wide experimentation and iteration, thus accelerating progress in the field.

2. Prior work

The first artificial agents were typically confined to miniature grid worlds or board games (Tesauro, 1995). These relatively simple environments were nevertheless a challenge for early intelligent systems. They allowed researchers to hone the foundations of reinforcement learning theory and general-purpose learning algorithms (Sutton & Barto, 1992).

With the advent of powerful function approximators, researchers turned their attention to 2D computer games as a new challenge for artificial agents. The DQN algorithm (Mnih et al., 2015) demonstrated the ability to learn directly from high-dimensional pixel observations, matching or exceeding human-level performance on multiple Atari games.

Rapid progress on Atari-like benchmarks led to a phase transition: a new generation of AI research platforms brought immersive simulators. In contrast to the flatland of arcade games, the real world is immersive and 3-dimensional. In order to successfully operate in the real world, artificial agents have to master skills such as spatiotemporal reasoning and object manipulation. Simulators derived from first-person 3-dimensional video games, such as VizDoom (Kempka et al., 2016), DeepMind Lab (Beattie et al., 2016), and MineRL (Guss et al., 2019) were among the first to offer virtual embodiment and egocentric perception.

Immersive simulators vary in their fidelity and throughput. Advanced simulation platforms built on top of modern 3D engines, such as Unity (Kolve et al., 2017) or Unreal (Dosovitskiy et al., 2017), trade simulation speed for high-fidelity graphics. These are useful in studying sim-to-real transfer and perceptual aspects of embodied AI, but end-to-end learning of non-trivial skills and behaviors in these environments requires massive computational resources (Wijmans et al., 2020).
Other efforts focus on increasing the behavioral complexity of simulated worlds. Interactions arising in such environments allow researchers to study non-trivial behaviors and strategies learned by artificial agents. Environments such as Dota 2 (Berner et al., 2019) and StarCraft II (Vinyals et al., 2019) are complex modern strategy games, and playing these games at a human level requires advanced long-term planning. However, these games are not fully immersive, they provide only a structured top-down view of the environment. The OpenAI Hide-and-Seek project (Baker et al., 2020) investigates sophisticated behaviors emerging in an environment with full physics simulation. Unlike the strategy games mentioned above, this environment simulates egocentric perception, although only 1D Lidar-like sensing is supported.

Capture the Flag (Jaderberg et al., 2019), which is based on the Quake III engine, demonstrated great potential of reinforcement learning in immersive environments, but the project relied on complex closed-source compute infrastructure. With Megaverse we aim to build a platform that enables the exploration of advanced embodied cognition at or beyond the level of Capture the Flag and Hide-and-Seek, with full physics simulation and high-dimensional pixel observations, without requiring tens or hundreds of servers for experience collection.

Megaverse is not the first initiative that aims at building an RL simulator from scratch. For example, MINOS (Savva et al., 2017) and its successor Habitat (Savva et al., 2019) use a purpose-built rendering engine and support high-resolution textured scenes based on 3D scans of real environments (Chang et al., 2017). These and other environments can be used as testbeds for embodied challenges such as navigation (Anderson et al., 2018) and rearrangement (Batra et al., 2020). Most related to our work is Shacklett et al. (2021) who demonstrate that considerable speedups can be gained via batched simulation, synthesizing the observations in many environments simultaneously. Whereas Shacklett et al. (2021) only examined very simplistic physics (simple collisions with static geometry), with a single agent per environment, we apply batched simulation to multi-agent environments with complex interactivity.

The idea of batched GPU-accelerated simulation has also been applied in the context of continuous control such as robot locomotion and dexterous manipulation (Liang et al., 2018). Perhaps a combination of batched rendering and batched physics can pave the way for a new generation of fast high-fidelity simulators that will become a core part of future AI research infrastructure.

3. Megaverse

Megaverse is a purpose-built simulation platform for embodied AI research. Our engine can simulate fully immersive 3D worlds with multiple agents interacting with each other and manipulating physical objects, at more than $10^6$ experiences per second on a single node. The agents perceive the world through high-dimensional observations, rendered with dynamic shading and simulated lighting.

We introduce a number of performance optimizations that are instrumental in unlocking this performance regime. Our discretized physics approach (Section 3.1) allows us to streamline the computation of non-trivial physical interactions between simulated objects. The parallel architecture built around the batched Vulkan renderer (Shacklett et al., 2021) (Section 3.2) enables the production of hundreds of observations in a single pass, drastically reducing the required amount of communication between hardware components. Another algorithmic optimization is 3D geometry simplification (Section 3.3). The following sections describe these architectural choices and optimizations in more detail.

3.1. Discretized continuous physics

Full simulation of physical contact and collisions between dozens of objects can be computationally expensive. Most physics engines require a small simulation step to avoid unrealistic interpenetration of objects caused by movement interpolation. Megaverse works around this by discretizing some of the physical interactions. Even though movement and collision checking for agents are fully continuous, we simplify the simulation of more complex interactions, such as object stacking. This enables non-trivial object manipulation, e.g. building staircases and bridges using physical objects, or moving objects around while solving rearrangement tasks without prohibitively expensive high-frequency simulation of full contact forces.

Specifically, we use a voxel grid data structure: the agents are free to pick up objects anywhere and move them continuously, but placement of objects is only allowed at discretized locations in space, similar to MineRL (Guss et al., 2019). This has two major benefits. First, proximity checks and other spatial queries become trivial $O(1)$ operations. More importantly, collision checking even with hundreds of objects also becomes extremely fast. We take advantage of caching mechanisms based on axis-aligned bounding boxes implemented in the Bullet physics engine (Coumans & Bai, 2016–2020). Since most of the interactive objects reside in axis-aligned voxels, a simple check based on bounding box intersections eliminates the vast majority of potential collision candidates.
3.2. Large batch simulation and rasterization

One of the key design features of our implementation is an efficient parallel architecture (Figure 2). A single instance of the traditional game-based RL environment can simulate only a single virtual world and render a single observation per simulation step. One instance of Megaverse can advance hundreds of environments, each containing multiple agents, in parallel. This allows our engine to take full advantage of the massive parallelism of modern computing platforms.

Formally, for environment $i$ our system maintains an internal state $s_i(t) = [s_{(i,1)}(t), \ldots, s_{(i,N)}(t)]$, where $s_{(i,n)}(t) \in \text{Sim}(3)^{1}$ and $\Lambda_i(t)$ is the number of entities in the environment $i$ at time step $t$ (i.e. interactive objects, walls, agent bodies, cameras, etc.). Then, given a tensor of actions $A(t) \in \mathcal{A}^{\text{NumEnvs} \times \text{NumAgents}}$, where $\mathcal{A}$ is the set of all available actions, we update the internal state to produce $S(t+1) = [s_{(1,t+1)}^{(1)}, \ldots, s_{\text{NumEnvs},t+1}^{(\text{NumEnvs})}]$. Taken together, the dynamics can be summarized as follows:

$$S(t+1) = \text{Physics}(S(t), A(t))$$

$$O(t+1) = \text{Render}(S(t+1))$$

where $O(t+1)$ is the rendered observations while Physics and Render are batched modules that are responsible for their own parallelization. See Figure 2 for a visual depiction.

Physics simulation is parallelized on the CPU by scheduling state updates for individual environments on a thread pool with a configurable number of threads. In order to parallelize the rasterization step we adopt the optimized batched rendering pipeline proposed by Shacklett et al. (2021). This technique takes advantage of the fact that modern GPUs excel at rendering relatively small numbers of ultra-high-resolution images. The renderer bundles together all the rendering commands corresponding to individual agents and makes a single request to the GPU to render all the observations. This massively cuts down the required amount of communication between CPU and GPU, and helps the renderer achieve high GPU utilization. The impact of this technique on sampling performance is investigated in Section 5.1. For compatibility with existing training systems, by default we transfer the resulting rendered images to CPU memory, although it is also possible to expose them directly as PyTorch GPU-side tensors (Paszke et al., 2019).

3.3. 3D geometry optimization

Voxelized geometry allows us to speed up physics calculations, but it is not the most efficient way to represent procedurally generated environment layouts, especially in scenarios with non-trivial 3D landscapes. A naive way to visualize such layouts would require rendering thousands of individual voxels that make up the environment. Instead, at the beginning of every episode, after the random landscape is generated, we merge adjacent voxels into a small number of enclosing parallelepipeds (Figure 3). While finding the optimal solution for this problem is NP-hard, a greedy $O(n)$ algorithm (where n is a total number of non-empty voxels) is sufficient to significantly reduce the number of geometric primitives in the environment. We study the impact of this technique on sampling throughput in Section 5.1.

4. Megaverse-8 benchmark

Using the Megaverse simulation platform we created a benchmark called Megaverse-8 (Figure 4), designed for training and evaluation of embodied agents.
Figure 4. Overview of procedurally generated environments in Megaverse-8. At the beginning of each episode, the visual appearance and layout of environments are sampled randomly.
mark comprises eight tasks, each aiming to test different cognitive abilities of intelligent agents including exploration and navigation in 3-dimensional spaces, tool use and object manipulation, and long-term planning and memory. The benchmark is built with multi-agent support in mind, and all scenarios are suitable for teams of agents.

The environments in the benchmark are relatively simple for human-level intelligence, yet present a serious challenge for artificial agents (Section 5). To score well, agents must demonstrate common-sense comprehension of the physical world, such as understanding object permanence and occlusion, and the ability to interactively manipulate objects. Creating a research platform that provides scenarios that elicit these skills is one of our motivations.

Megaverse-8 environments are procedurally generated and each task has a practically infinite number of instantiations. We randomize the parameters of the task, 3D geometry of the environment, starting positions of interactable objects and agents, etc. We randomize the visual appearance by sampling random monochrome materials. Procedural synthesis mitigates overfitting, allows us to evaluate the performance of the agents on unseen environments, and may facilitate the emergence of generalizable skills.

The following paragraphs provide high-level descriptions of the tasks in Megaverse-8. Please refer to the supplementary materials and www.megaverse.info for detailed specifications and video demonstrations.

Megaverse “HexExplore” (Fig. 4g). Agents are placed in a randomized hexagonal maze and tasked to find a target object. The episode is considered solved when the target object is touched by the agent. This environment tests agents’ episodic exploration abilities (Savinov et al., 2019).

Megaverse “Collect” (Fig. 4c). Agents navigate in a procedurally generated 3D landscape and collect objects. Green objects provide positive reward, while red objects generate an equal-magnitude penalty. The episode is considered solved when all positive-reward objects are collected. To generate the level geometry a 2D fractal noise texture (Perlin, 1985) is synthesized and then interpreted as an elevation map at each location in a discretized space. This environment tests agents’ skills in traversing 3D landscapes, including the ability to control the gaze direction both vertically and horizontally.

Megaverse “TowerBuilding” (Fig. 4h). Agents are challenged to construct structures made of interactable boxes. Agents can pick up boxes scattered in the environment and place them in the building zone, which is marked by a distinct color. Agents receive positive reward for placing a new block in the building zone. The reward function grows as \( r(t) = 2^h \) with the height \( h \) at which the block is placed, thus in order to maximize the score the agents are incentivized to construct structures with as many levels as possible. The building process is subject to realistic constraints: blocks can only be placed on top of other blocks and can only be removed if they have no blocks above them. To build non-trivial tall structures the agents need to maintain scaffolding pathways that allow them to carry the blocks to higher levels.

Megaverse “Sokoban” (Fig. 4d). Fast immersive version of the classic Sokoban puzzle, inspired by the Mujoban environment (Mirza et al., 2020). At the beginning of every episode, a random puzzle with 4 boxes is sampled from the Boxoban dataset (Guez et al., 2018). The agents are required to push the boxes into target positions, marked green. As in classic Sokoban, some of the moves are irreversible, therefore the agents must strategically plan ahead in order to succeed.

Megaverse “HexMemory” (Fig. 4f). Agents are placed in a randomized hexagonal maze in front of a reference object with randomly sampled shape and material. Smaller copies of the reference object are scattered throughout the environment, alongside other objects that do not match the reference. The agent’s task is to collect objects matching the reference, while avoiding other types of objects. When all matching objects are collected, the episode is terminated and the puzzle is considered solved. The scenario requires agents to memorize the visual appearance of an object and keep it in memory for long periods of time, as the reference object inevitably disappears from view as the agent navigates the maze. HexMemory challenges agents’ ability to form and retain memories. This environment is inspired by Beeching et al. (2019).

Megaverse “Obstacles” (Figures 4a and 4b). Procedurally generated 3D obstacle course presented in two versions: ObstaclesEasy and ObstaclesHard. Agents are spawned on one side of the course and are required to reach a target location on the other side. In order to get there they need to overcome different types of obstacles, such as pits, lava lakes, and high walls. Good coordination and movement is not sufficient to overcome most obstacles. For example, a wall can be too tall for the agent to jump over. Agents must use interactive objects placed in the environment to build bridges, staircases, and other artificial tools that help them accomplish the task. ObstaclesEasy and ObstaclesHard differ in both the length of the obstacle course and the difficulty of individual puzzles. ObstaclesHard is particularly difficult due to reward sparsity. As the agents are unlikely to discover the sophisticated construction behaviors by mere random exploration, the obstacle course environments can be a good test for advanced exploration strategies such as intrinsic curiosity (Pathak et al., 2017).

Megaverse “Rearrange” (Fig. 4g). Inspired by the classic
5. Experiments
5.1. System performance
We start by benchmarking the performance of the Megaverse platform. We examine pure simulation speed, when no inference or learning are done. Environment settings are representative of systems commonly found in deep learning research labs. We compare performance of Megaverse to other fast environments used in reinforcement learning, namely Atari (Bellemare et al., 2013), VizDoom (Kempka et al., 2016), and DMLab (Beattie et al., 2016). We find that in simulation throughput, Megaverse is an order of magnitude faster than the next fastest environment, VizDoom (Table 1), while supporting considerably more complex interactions. Our platform is between 50x and 70x faster than the most comparable environment, DMLab. In end-to-end training, Megaverse is entirely bottlenecked by learning and inference throughput. However, it still enables training speeds 2-3 times faster than VizDoom and up to 14x faster than DMLab.

### Ablation study
We examine the impact of two key performance optimizations in Megaverse: batched rendering (Section 3.2) and geometry optimization (Section 3.3). The results show that both of these techniques are required to achieve high throughput (Table 2). Without geometry optimization the system would be heavily bottlenecked by physics calculations on the CPU, and without batched rendering the communication between CPU and GPU is a major bottleneck.

5.2. Single-agent baseline
**Setup.** In this section we present RL training results on the Megaverse-8 benchmark. We train agents using asynchronous proximal policy optimization (PPO) (Schulman et al., 2017) with V-trace off-policy correction (Espelholt et al., 2018) using the Sample Factory implementation (Petrenko et al., 2020). Given the challenges of learning good representation with model-free RL from scratch, we also experiment with using Action Conditional Contrastive Predictive Coding (CPCIA) (Guo et al., 2018) as an auxiliary loss. We train both standard PPO and a CPCIA-augmented version on $2 \times 10^9$ environment steps. We find that CPCIA augmentation leads to considerable performance improvements on TowerBuilding and Exploration tasks without significantly affecting other scenarios, therefore we decided to use it in all other experiments.

**Results.** We establish that the proposed benchmark has considerable diversity in task difficulty. While all tasks are far from being solved, reasonable progress can be made on four of the eight (Figure 5). ObstaclesEasy, Collect, and HexExplore require robust 3D navigation skills and basic object manipulation abilities. Model-free RL was able to achieve non-trivial performance in these scenarios, although

![Table 2](image-url)
none of the agents approached 100% success.

Our agents demonstrated surprisingly high level of performance in the TowerBuilding scenario. Comparatively dense reward allowed the agents to master object stacking and consistently construct structures up to ten levels high. Video demonstrations of agent performance can be found at www.megaverse.info

Other scenarios in the benchmark have proven to be a much harder challenge. Both Rearrange and Sokoban agents improved at the beginning of training, but ultimately failed to reach satisfactory performance levels. In the Rearrange scenario, the agents learned to randomly shuffle the objects in the hope of matching the target arrangement by accident, and never learned to pay attention to the reference arrangement. In Sokoban, the agents tend to push blocks to nearby targets which happens to be sufficient to solve some of the puzzles. Full completion of the task requires long-term planning, and the agents ultimately failed to demonstrate the ability to do that.

HexMemory and ObstaclesHard turned out to be the most challenging scenarios. HexMemory is a hard credit assignment and memory challenge. Agents failed to capture the relationship between temporally distal events, such as observation of the reference object and collection of similar/dissimilar objects in the environment. This experiment shows that GRU policy networks that we used in our experiments are not sufficient for this type of task, although there is potential for other policy architectures, such as transformers (Parisotto et al., 2020).

ObstaclesHard is perhaps the most challenging scenario in the Megaverse-8 benchmark. To traverse the obstacle course completely the agents need to master multiple skills and combine them in intelligent ways to overcome obstacles. Learning individual skills via a curriculum of simpler environments may be a promising research direction.

5.3. Multi-agent baseline

Setup. We continue by examining multi-agent performance with two and four agents on our proposed benchmark. In all Megaverse-8 tasks, the agents must work together to perform well. To encourage cooperation, we experiment with Team Spirit reward shaping, inspired by OpenAI Dota 2 experiments (Berner et al., 2019). Team Spirit modifies the credit assignment such that agents are rewarded both for their own actions and the actions of other agents in the team. Formally, the reward for agent \( i \) as time \( t \) is

\[
\bar{r}_i(t) = (1 - \text{TeamSpirit}) r_i(t) + \frac{\text{TeamSpirit}}{\text{NumAgents}} \sum_j r_j(t),
\]

where \( r_{i}(t) \) is the individual agent rewards before incorporating Team Spirit. This reward makes credit assignment harder, thus we gradually increase Team Spirit from 0.0 to 1.0 over the first one billion steps of training as a form of curriculum.

Results. For two tasks, HexExplore and Collect, we find that having more agents is beneficial (Figure 6). In these tasks, relatively high score can be achieved even if agents ignore each other and focus on maximizing their own reward. This is confirmed by the fact that Team Spirit hurts performance. For HexMemory, a team of agents has a higher chance of completing the task randomly. Even though the results are better than for a single agent, teams of agents fail to make progress. In TowerBuilding, we discover that two agents perform approximately as well as one agent, and four agents consistently perform worse. The agents end up
competing for rewards with each other instead of working together. In this case the addition of Team Spirit encourages cooperation and improves performance in both two- and four-agent teams.

6. Discussion

We presented a new research platform Megaverse, capable of achieving simulation throughput over 1,000,000 observations per second on a single node – unprecedented for immersive 3D simulators. Aside from the ability to simulate embodied agents tens of thousands of times faster than real time, our engine can also match the throughput of existing simulators while using only a fraction of computational resources. Our dedicated simulation platform can make large-scale RL experiments more accessible, thus accelerating progress in AI research.

Hard problems and good metrics for evaluating progress on these problems are instrumental for science. While the traditional benchmarks in Deep RL are definitely not trivial, they are getting tantalizingly close to being solved (Badia et al., 2020; Parisotto et al., 2020; Petrenko et al., 2020). We use the Megaverse platform to build Megaverse-8, a new suite of hard challenges for embodied AI. Complete solution of all tasks in Megaverse-8 requires the agents to master object manipulation, rearrangement, and composition of different low-level skills. We hope that solving these challenges in a robust and principled way will advance our understanding of embodied intelligence.

Extremely fast simulation provided by Megaverse can have impact beyond deep reinforcement learning. For example, contemporary derivative-free optimization methods are known for their supremacy in Mujoco-like environments (Sener & Koltun, 2020), but evaluating them in scenarios with high-dimensional observations has previously been very costly. With more than an order-of-magnitude improvement in simulation throughput, evaluation of derivative-free methods in immersive 3D environments may be feasible.

Another research direction that can leverage fast simulation is meta-learning. With highly optimized learning systems (Stooke & Abbeel, 2019; Espeholt et al., 2019; Petrenko et al., 2020), entire training sessions in simple Megaverse environments can be completed in mere seconds, and thus can be used as a part of a larger meta-learning process. While partial learning of optimizer features and loss functions has been demonstrated (Bechtle et al., 2021), access to sufficiently fast training may enable the optimization of whole learners parameterized by neural networks.

Megaverse opens new possibilities in the field of multi-agent learning. Megaverse is one of the first open-source platforms that allows fast simulation of multiple agents interacting in immersive environments. The accessibility of such a platform can have important implications for studying multi-agent cooperation, autocurricula emerging from self-play (Baker et al., 2020), and the emergence of communication and language (Mordatch & Abbeel, 2018).
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A. Megaverse: technical details

A.1. Interface

Megaverse platform provides a vectorized version of the OpenAI Gym interface (Brockman et al., 2016) for interacting with the environments. This is a natural extension of the standard Gym interface for parallel simulators: since a single Megaverse instance simulates experience for $M$ agents in $N$ environments per step, the \texttt{STEP()} function accepts a vector of $N \times M$ actions, and returns a vector of $N \times M$ observations, rewards, and episode termination flags. The only difference with the original OpenAI Gym design is that Megaverse environments do not require \texttt{RESET()} calls, except right after initialization. Individual simulated environments can have different episode durations, so we reset these individual environments automatically instead of relying on external code to perform resets. This has an additional performance benefit: we don’t have to synthesize the last observation in the episode which is never seen by the agents.

Although Megaverse core engine is written in C++, the high-level interface is also available through Python bindings (Jakob et al., 2017).

A.2. Observation and action spaces

Megaverse provides mechanisms to configure custom observation and action spaces for individual scenarios, although all Megaverse-8 scenarios use the same unified observation and action spaces to streamline and simplify the experimentation. The observations are provided as $128 \times 72$ RGB images, and this is the only sensory input received by the agents. On top of the synthesized views of the 3D world, the observations can also contain additional information about the environment. We implement simple pixel-space GUI consisting of geometric primitives rendered in the agent’s field of view. These can play the role of various bars and indicators, such as health bars, or team affiliation flags for team-based multi-agent scenarios. In Megaverse-8 scenarios we only use this GUI to notify agents about the remaining time in the episode.

Table A.1 describes agent’s affordances. At each step the agents can independently choose walking and gaze directions, and whether they choose to jump or interact with an object. OpenAI Gym represents this action space using a tuple of discrete action spaces: \texttt{TUPLE(DISCRETE(3), DISCRETE(3), DISCRETE(3), DISCRETE(3), DISCRETE(3), DISCRETE(2), DISCRETE(2))}. In our implementation the policy networks outputs six distinct probability vectors, which we interpret as independent categorical action distributions, although the action space can also be flattened into a single discrete action space with 324 options.

| Action head          | Number of actions | Comment                             |
|----------------------|-------------------|-------------------------------------|
| Moving               | 3                 | no-action / forward / backward      |
| Strafing             | 3                 | no-action / left / right            |
| Turning              | 3                 | no-action / turn left / turn right  |
| Vertical gaze direction | 3                  | no-action / look up / look down     |
| Jumping              | 2                 | no-action / jump                    |
| Object interaction   | 2                 | no-action / interact                |
| Total number of possible actions | 324                  |

Table A.1. Megaverse-8 action space.

B. Megaverse-8

Please refer to the project website for detailed videos demonstrating the environments: www.megaverse.info.
B.1. Reward functions

Table B.1 describes the reward functions in Megaverse-8 scenarios, as seen by the learning algorithm. Besides the dense rewards that facilitate learning and exploration, Megaverse-8 environments also provide a single sparse reward (true objective) per episode that measures the real progress on the task. In all environments except TowerBuilding the true objective takes the value +1 when the task is successfully completed and 0 otherwise. In the TowerBuilding scenario the true objective is to maximize the height of the structure built during the episode.

In addition to task completion (true objective) results reported in the main paper, we also report dense rewards achieved by the agents in our experiments, see Figures C.1 and C.2.

| Scenario        | Dense reward                                           | True objective                                                      |
|-----------------|--------------------------------------------------------|----------------------------------------------------------------------|
| ObstaclesEasy   | +1 reached target location                            | +1 (success) all agents reached the target                            |
| ObstaclesHard   | +0.5 collected a green diamond                         | 0 (failure) episode timed out                                        |
|                 | +5 all agents reached the target                       |                                                                      |
| Collect         | +1 collecting green diamond                            | +1 (success) collected all green diamonds                             |
|                 | −1 collecting red diamond                              | 0 (failure) episode timed out                                        |
|                 | +5 collected all green diamonds                        |                                                                      |
|                 | −0.5 agent fell into the void                          |                                                                      |
| Sokoban         | +1 moved box onto target                               | +1 (success) moved all boxes to targets                              |
|                 | −1 moved box from the target                           | 0 (failure) episode timed out                                        |
|                 | +10 moved all boxes to targets                         |                                                                      |
| HexExplore      | +5 found a pink diamond                                | +1 (success) found a pink diamond                                    |
|                 |                                                       | 0 (failure) episode timed out                                        |
| HexMemory       | +1 collected a matching object                         | +1 (success) collected all matching objects                           |
|                 | −1 collected a non-matching object                     | 0 (failure) episode timed out                                        |
| Rearrangement   | +1 moved object to a correct position                  | +1 (success) all objects in correct positions                        |
|                 | +10 all objects in correct positions                   | 0 (failure) episode timed out                                        |
| TowerBuilding   | +0.05(h + 2^h) placed an object in the building zone   | +h_{max} where h_{max} is the max height of the tower                |
|                 | h - height at which the object was placed              |                                                                      |

Table B.1. Megaverse-8 scenarios dense rewards and final objectives.

C. Experimental details

C.1. Performance analysis

Table C.1 provides information about hardware configuration of systems used for performance measurements. We focused on commodity hardware commonly used for deep learning experimentation.

While in the main paper we report performance figures measured only in ObstaclesHard scenario, table C.2 provides information about sampling throughput in all Megaverse-8 environments. Values represent the sampling throughput averaged over three minutes. In order to conduct the measurements we used a number of parallel Megaverse processes equal to the number of physical CPU cores with 64 environments simulated in parallel in each process. Performance varies because different scenarios generate environments with different number of geometric primitives and interactive objects. HexMemory and HexExplore environments are based on hexagonal mazes and therefore cannot benefit from the voxel grid based optimizations that allow fast collision checking based on axis-aligned bounding boxes.

C.2. RL experiments: setup and parameters

In all experiments in the paper we used asynchronous PPO (APPO) implementation provided by Sample Factory (Petrenko et al., 2020). Unless stated otherwise, all experiments use Action Conditional Contrastive Predictive Coding (CPC|A) (Guo et al., 2018). For the policy network we use a small convnet model similar to VizDoom model in (Petrenko et al., 2020) with a 2-layer GRU core (Cho et al., 2014). Table C.3 lists the learning algorithm hyperparameters.
### Table C.1. Hardware configurations used for performance measurements (training and sampling performance).

| Scenario       | System #1 | System #2 | System #3 |
|----------------|-----------|-----------|-----------|
| Processor      | AMD Ryzen 9 3900X | Intel Xeon Gold 6154 | Intel Xeon Platinum 8280 |
| Base frequency | 3.8 GHz   | 3.0 GHz   | 2.7 GHz   |
| Physical cores | 12        | 36        | 48        |
| Logical cores  | 24        | 72        | 96        |
| RAM            | 64 GB     | 256 GB    | 320 GB    |
| GPUs           | 1 x NVidia RTX3090 | 4 x NVidia RTX 2080Ti | 8 x NVidia RTX 2080Ti |
| GPU memory     | 24GB GDDR6x | 11GB GDDR6 | 11GB GDDR6 |
| OS             | Arch (Jan 2021, Rolling) | Ubuntu 18.04 64-bit | Ubuntu 18.04 64-bit |
| GPU drivers    | NVidia 460.32.03 | NVidia 440.95.01 | NVidia 450.102.04 |

### Table C.2. Sampling throughput in Megaverse-8 scenarios measured on System #3 (8-GPU node).

| Scenario       | Simulation throughput, obs/sec |
|----------------|---------------------------------|
| ObstaclesEasy  | $1.27 \times 10^6$             |
| ObstaclesHard  | $1.15 \times 10^6$             |
| Collect        | $8.55 \times 10^5$             |
| Sokoban        | $1.16 \times 10^6$             |
| HexExplore     | $6.5 \times 10^5$              |
| HexMemory      | $5.9 \times 10^5$              |
| Rearrange      | $1.28 \times 10^6$             |
| TowerBuilding  | $1.22 \times 10^6$             |

### C.3. Additional RL experiments

To further investigate the training performance of RL agents on Megaverse-8 tasks we conduct a series of additional experiments. First, we extended the training of the APPO+CPC|A agent in single-agent Megaverse-8 environments to $10^{10}$ environment steps (Figure C.3). Except in TowerBuilding, we did not see a significant increase in agent’s performance, which suggests that Megaverse-8 remains a challenging benchmark even in virtually unlimited sample regime (note that training for $10^{10}$ frames in Megaverse is equivalent to training for $4 \times 10^{10}$ frames in DeepMind Lab or Atari due to frameskip). Instead of insufficient data, the agents are limited by their exploration abilities and cognitive capacity of relatively simple models. Thus Megaverse-8 environments can be a promising test bed for advanced exploration algorithms and policy architectures.

We also evaluated a single APPO+CPC|A agent trained on all eight Megaverse-8 environments simultaneously (Figure C.4). The agent was trained on a total of $2 \times 10^8$ frames of experience, which is equivalent to $2.5 \times 10^8$ frames on each of the environments. The results demonstrate that positive transfer can be challenging due to the diversity of Megaverse-8 tasks, although ultimately, combining experience from a diverse set of tasks and incorporating curricula can be instrumental in training capable multipurpose intelligent agents.
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Table C.3. Hyperparameters in Megaverse-8 experiments.

| Parameter                                      | With CPC|A | Without CPC|A |
|------------------------------------------------|---------|---------|-------------|-----|
| Learning rate                                  | $10^{-4}$|         |             |     |
| Action repeat (frameskip)                      | 1 (no frameskip) |         |             |     |
| Framestack                                     | No      |         |             |     |
| Discount $\gamma$                              | 0.997   |         |             |     |
| Optimizer                                      | Adam (Kingma & Ba, 2015) |         |             |     |
| Optimizer settings                             | $\beta_1 = 0.9, \beta_2 = 0.999, \epsilon = 10^{-6}$ |         |             |     |
| Gradient norm clipping                         | 1.0     |         |             |     |
| Num parallel Megaverse processes               | 6       |         |             |     |
| Num envs simulated per process                 | 80      |         |             |     |
| Total number of environments                   | 480     |         |             |     |
| Rollout length $T$                             | 32      |         |             |     |
| Batch size, samples                            | 2048    |         |             |     |
| Number of training epochs                      | 1       |         |             |     |
| V-trace parameters                             | $\hat{\rho} = \hat{\gamma} = 1$ |         |             |     |
| PPO clipping range                             | $[1.1^{-1}, 1.1]$ |         |             |     |
| Exploration loss coefficient                   | 0.001   |         |             |     |
| Critic loss coefficient                        | 0.5     |         |             |     |

Figure C.1. Total episodic reward achieved by the agents in single-agent scenarios (see reward shaping scheme in Table B.1). Here the results are averaged over three random seeds.
Figure C.2. Total episodic reward achieved by the agents in multi-agent scenarios (see reward shaping scheme in Table B.1). Here the results are averaged over three random seeds.

Figure C.3. Single agent with CPCIA training sessions extended to $10^{10}$ frames. Both task completion (true objective) and episodic rewards are reported. Here the results are averaged over three random seeds.
Figure C.4. Performance of a single agent trained on all eight Megaverse-8 tasks. Both task completion (true objective) and episodic rewards are reported. Here the results are averaged over five random seeds.
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