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Matched filtering is a traditional method used to search for a data stream for signals. If the source (and hence its $n$ parameters) are unknown, many filters must be employed. These form a grid in the $n$-dimensional parameter space, known as a template bank. It is often convenient to construct these grids as a lattice. Here, we examine some of the properties of these template banks for $\mathbb{Z}^n$ and $A_n^*$ lattices. In particular, we focus on the distribution of the mismatch function, both in the traditional quadratic approximation and in the recently-proposed spherical approximation. The fraction of signals which are lost is determined by the even moments of this distribution, which we calculate. Many of these quantities we examine have a simple and well-defined $n \to \infty$ limit, which often gives an accurate estimate even for small $n$. Our main conclusions are the following: (i) a fairly effective template-based search can be constructed at mismatch values that are shockingly high in the quadratic approximation; (ii) the minor advantage offered by an $A_n^*$ template bank (compared to $\mathbb{Z}^n$) at small template separation becomes even less significant at large mismatch. So there is little motivation for using template banks based on the $A_n^*$ lattice.

I. INTRODUCTION

Matched filtering is a traditional technique used to search for weak gravitational-wave signals from the binary inspiral of black holes and/or neutron stars. This compares the data (suitably weighted in frequency space) to a template of the expected waveform. Matched filtering is also used to search for weak electromagnetic (radio and gamma-ray) and gravitational-wave signals from rapidly rotating neutron stars (pulsars) and has many other applications across a broad range of fields and topics.

Because these searches are typically looking for new events and/or unknown sources, the parameters of the signals are not known. Some examples of these parameters include sky position, mass, and spin or chirp frequency. Thus, a collection of templates must be employed. The grid of these templates in parameter space is generally referred to as a “template bank”.

If the parameter space is low-dimensional and the parameter-space volume is not too large, one can simply “overcover” the space, putting many redundant templates close together. However, if the parameter-space dimension and/or volume is large, this quickly becomes (computationally speaking) very expensive. On the other hand, if the templates are spaced too far apart, then it’s possible that some signals be missed, because there was no template in the bank which matched the waveform well enough. Thus, a compromise must be reached: enough templates must be employed that signals are not lost, but the number of templates must not be so large that the computing cost explodes. For some searches (e.g., for continuous gravitational waves from neutron stars in binary systems) the computing cost is so high that it constrains the search sensitivity.

The problem of how to place templates in parameter space is well studied. There are many ways to construct template banks. For example, one can simply place the templates at random, with a high enough density that most signals are likely to lie near enough to a template. Or one can improve this by removing redundant templates which are “too close” to neighboring ones, and adding more templates at random, if required. Alternatively, one can build a template bank as a regular lattice in parameter space. Two examples of such lattices are the $\mathbb{Z}^n$ and $A_n^*$ lattices. The first of these is just the Cartesian product of equally spaced grids in all dimensions, and the second is the $n$-dimensional generalization of the two-dimensional hexagonal lattice and the three-dimensional face-centered cubic (fcc) lattice.

One way to characterize a template bank is via the mismatch function $m$. This is a function on parameter space, which quantifies how much signal-to-noise ratio (SNR) is lost because of the discreteness of the template bank. Its value at any point is the fractional difference between the squared SNR obtained for a signal with those parameters, and the squared SNR that would have been obtained had a template been located at that point. Thus, $m$ vanishes at the locations of the templates, and is largest “halfway in-between” two templates. In a recent paper, we show how the fraction of lost signals is related to the average of $m$ and functions of $m$.

When the templates are close together, and the mismatch is small, $m$ can be expressed as a positive-definite quadratic form and thought of as the squared distance between the parameter-space point and the closest template. Thus, in this approximation, $m \approx g_{ab} \Delta \lambda^a \Delta \lambda^b$, where $g_{ab}$ is the metric on the parameter space and $\Delta \lambda^a$ is the coordinate separation between the two points (see, e.g., [13, 20]). Here, we call this the quadratic approximation to the mismatch, and write it as $m = r^2$.  
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When the templates are less-closely spaced, a better approximation to the mismatch is the “spherical” ansatz, \( m \approx \sin^2 r = \sin^2 \left( \sqrt{g_{ab} \Delta^a \Delta^b} \right) \), recently introduced in [21].

If the mismatch is small, then the bank which minimizes the average second-moment of \( r^2 \) loses the smallest fraction of signals [19]. If the bank is a lattice, this is called the “optimal quantizer” [22]. This paper extends those results to large mismatch, by exploiting the spherical ansatz [21], and carrying out an explicit calculation for template banks constructed from the \( Z^n \) and \( A_n^* \) lattices.

Our paper is organized as follows. In Sec. II we describe the \( n \)-dimensional lattices \( Z^n \) and \( A_n^* \), and derive their key properties. In Sec. III we calculate the fraction of lost detections in the quadratic and spherical approximations for these lattices for 2- and 3-dimensional source distribution. This fraction of lost signals may be thought of as the “inefficiency” or “loss fraction” of the lattice. In Sec. IV we evaluate the loss fraction as the parameter space dimension \( n \to \infty \). This gives simple analytic expressions; in some cases the approach is fast enough that these are good approximations even in finite numbers of dimensions. In Sec. V we compare the loss fraction of \( Z^n \) and \( A_n^* \) at fixed computing cost. Finally, in Sec. VI we examine the distribution function of the squared radius \( r^2 \), and its properties for the \( Z^n \) and \( A_n^* \) lattices. This is followed by a short Conclusion.

Our results only depend on the even-order moments of the lattices. Accordingly, the lattice consists of all \( \mathbb{Z} \)-valued solutions of \( x \) in \( \mathbb{Z}^n \), and its properties remain the same for any \( n \). From here forward, we shall use the “summation convention” that repeated indices are summed.

The squared distance \( r^2 \) between points \( x_A \) and \( x_B \) with lattice coordinates \( y_{Ai} \) and \( y_{Bi} \) is then

\[
\begin{align*}
r^2 &= (x_A - x_B) \cdot (x_A - x_B) = \Delta y_i \Delta y_i e_i \cdot e_j = g_{ij} \Delta y_i \Delta y_j, \\
&= (y_{Ai} - y_{Bi})^2 = \sum_{i=1}^{n} (y_{Ai} - y_{Bi})^2.
\end{align*}
\]

where \( \Delta y_i = y_{Ai} - y_{Bi} \) are the lattice coordinate separations and the (flat) metric is \( g_{ij} = e_i \cdot e_j \).

The region of \( \mathbb{R}^n \) for which the coordinates \( y_i \)'s are such that \( |y_i| \in [0, \ell] \), is called a “Fundamental Polytope” or FP. The FP has \( 2^n \) vertices, which are neighboring lattice points. The region of \( \mathbb{R}^n \) which is closer [in the sense of the coordinate distance Eq. (2.1)] to a given lattice point than to any other lattice point is called the “Wigner-Seitz cell” (WS) of that lattice point. We also denote the Wigner-Seitz cell of the origin \( y_0 = 0 \) by WS (see Fig. 1). The distance from the origin to the most distant point of the WS is called the covering radius or WS radius \( R \); it is the radius of the smallest sphere about the origin which encloses every point of the WS.

We can compute the \( n \)-volume of the FP and the WS as follows. Since all FP are equivalent, we concentrate on the fundamental FP defined by lattice coordinate values \( y_i \in [0, \ell] \). The volume of the FP is

\[
V_{FP} = \int_0^\ell \cdots \int_0^\ell dy_1 \cdots dy_n \sqrt{g},
\]

where \( g = \det(g_{ij}) \). The \( n \)-volume of the WS, \( V_{WS} \), is equal to that of the FP, because (if the WS is copied around all lattice points) they overlap only on the boundaries (a set of measure zero), are in one-to-one correspondence, and cover all of space.

The fundamental FP is contractible to the origin, in the sense that if a point \( x \in \mathbb{R}^n \) lies inside it, then so does the point \( \lambda x \) for \( \lambda \in [0,1) \). Because it is defined via a linear construction, it can also be contracted to any other vertex, so it is convex and contractible in any direction. By construction the FP is bounded by a set of \( (n-1) \)-dimensional planes.

In similar fashion, the boundary of the WS is defined by a set of \( (n-1) \)-dimensional planes that lie halfway between the origin and the surrounding lattice points. We can compute the covering radius \( R \) of the WS centered at the origin by considering the subset of those planes which lie in the FP, i.e. which lie halfway between the origin and the remaining \( 2^n - 1 \) lattice points, and finding the point of intersection most distant from the origin.

To characterize the efficiency of the space covering, one defines the thickness \( \Theta \) as the average number of covering spheres that contain a point of the space. This is equal to the ratio of volume of an \( n \)-dimensional ball enclosed by one of the spheres, to the volume \( V_{FP} = V_{WS} \).

\[
\Theta = \frac{V(B_n(R))}{V_{WS}}.
\]

Here, \( V(B_n(R)) = \pi^{n/2} R^n / \Gamma(1+n/2) \) is the volume of an \( n \)-ball of radius \( R \). From the definition it follows that \( \Theta \geq 1 \). Smaller values of \( \Theta \) indicate less overlap among the balls, i.e. a more efficient covering.

Another quantity used in the literature is the normalized thickness (or center density) \( \theta = R^n / V_{WS} \).
FIG. 1. Two-dimensional lattices ($\ell = 1$): (a) the $Z^2$ square lattice, (b) the $A^*_2$ hexagonal lattice. The fundamental polytropes are shown in light grey, the WS cells are shown in dark grey and inscribed by the dashed circles of the covering radius. For general $n$, the basis vectors $e_i$ for $A^*_n$ define vertices of an equilateral $n$-simplex (see text after Eq. (2.10)).

In the following subsections we compute the quantities defined above for the $Z^n$ and $A^*_n$ lattices. We will use these quantities in calculating the statistical properties of functions of the distance, such as the mismatch, for both the lattices and to compare the derived results.

A. The $Z^n$ lattice

The $Z^n$ lattice (see, e.g., [22]) is generated by orthonormal basis vectors

$$e_i \cdot e_j = \delta_{ij},$$

where $\delta_{ij}$ is the Kronecker delta, i.e., the metric $g_{ij}$ is the identity matrix. Thus, if the basis vectors are taken as the standard coordinate basis, then the lattice coordinates $y_i$ are just the normal Cartesian coordinates and $x_i = y_i$. The distance function Eq. (2.1) is

$$r^2 = \sum_{i=1}^{n} \Delta y_i^2,$$

and, according to Eq. (2.2), the $n$-volume of the FP is

$$V_{FP} = \ell^n.$$  (2.6)

According to Eq. (2.1), the largest distance between any pair of vertices in the FP is $r^2 = n\ell^2$. It is also the largest distance from the origin to a point within the FP.

To find the boundary of the WS centered at the origin, we begin by finding the equations of the planes that lie halfway between the origin and the nearest lattice points at distance $\ell$ from the origin. (The other potential bounding planes are irrelevant because they lie outside.) There are $2n$ of these nearest lattice points. They have coordinates $(0, \cdots, 0, \pm \ell, 0, \cdots, 0)$, where $\ell$ is located in the $j$th position and the remaining $n-1$ coordinates vanish. Using the distance function Eq. (2.5) we find that the coordinates in the $(n-1)$-dimensional boundary planes satisfy the equation

$$\sum_{i=1}^{n} y_i^2 = (y_j + \ell)^2 + \sum_{i \neq j}^{n} y_i^2 = \ell^2 + 2\ell y_j + \sum_{i=1}^{n} y_i^2.$$ (2.7)

Thus the planes bounding the WS satisfy

$$y_j = \pm \ell/2.$$ (2.7)

There are $2n$ such planes, since $j = 1, \cdots, n$. These define an $n$-cube which is identical to the FP but shifted by $-\ell/2$ along each coordinate axis, so that its center is at the origin. Note that the result Eq. (2.7) follows directly from the lattice geometry.

The WS radius $R$ is easily computed. The point of mutual intersection of the $n$ planes with $y_j > 0$ defines a vertex of the WS. All of the $2^n$ vertices of the WS (defined by intersecting each of the possible planes, one for each coordinate, $n$ in total) are at the same distance $R$ from the origin. Hence, the WS covering radius $R$ is the distance of that WS vertex from the origin. Using the expression Eq. (2.5) gives

$$R^2 = \frac{1}{4} n\ell^2.$$ (2.8)

for the covering radius of the $Z^n$ lattice. The $n$-volume of the FP and of the WS can be expressed in terms of $R$, as

$$V_{FP} = V_{WS}^{Z^n} = 2^n n^{-n/2} R^n.$$ (2.9)

Later, we will compare the properties of different lattices at fixed $V_{WS}$.

B. The $A^*_n$ lattice

The $A^*_n$ lattice is a classical root lattice, whose attractions have been discussed in detail by [23]. For $n \leq 17$ it
is either the thinnest classical root lattice, or close to the
thinnest one. (Note however that thinner non-classical
lattices have been constructed numerically, by semidefinite
optimization in the space of lattices. The current
record-holders are listed in Table 2 of [23].)
The \( A_n \) lattice is generated by basis vectors chosen to satisfy (see, e.g., [22, 23])
\[
e_i \cdot e_j = \begin{cases} 
1 & \text{for } i = j \\
-1/n & \text{for } i \neq j.
\end{cases} \tag{2.10}
\]
The vectors \( e_i \) are easily visualized: they point from the
origin to \( n \) of the \( n+1 \) vertices of an equilateral \( n \)-simplex.
(The unit vector from the origin to the final vertex of the
simplex is \(-e_1 - \cdots - e_n\), which implies that the center
of the simplex lies at the origin of coordinates.)

For this lattice, the distance function Eq. (2.1) is
\[
r^2 = \sum_{i=1}^{n} \Delta y_i^2 - \frac{1}{n} \sum_{i,j=1}^{n} \Delta y_i \Delta y_j,
\]
\[
= \left(1 + \frac{1}{n}\right) \sum_{i=1}^{n} \Delta y_i^2 - \frac{1}{n} \left(\sum_{i=1}^{n} \Delta y_i\right)^2, \tag{2.11}
\]
and the metric is
\[
g_{ij} = \begin{pmatrix}
1 & -1/n & \cdots & -1/n \\
-1/n & 1 & \cdots & -1/n \\
\vdots & \vdots & \ddots & \vdots \\
-1/n & -1/n & \cdots & 1
\end{pmatrix}. \tag{2.12}
\]
Using recursion and row reduction, or applying
Sylvester’s theorem, it is easy to see that the determinant
is
\[
g = n^{-n}(n+1)^{n-1}. \tag{2.13}
\]
From Eq. (2.2), one obtains
\[
V_{FP} = n^{-n/2}(n+1)^{(n-1)/2} \ell^n \tag{2.14}
\]
for the \( n \)-volume of the FP.

We now compute the covering radius \( R \), which is the
distance from the origin to the most distant point of
the WS centered at the origin. To find the boundary of the
WS centered at the origin, we first find the equation of
the plane that lies halfway between the origin and a lat-
tice point with coordinates \((0, \cdots, 0, \ell, \cdots, \ell)\), where
the number of zeros is \( k \) and the number of \( \ell \)'s is \( n-k \).
We take this form for an FP vertex because it is suffi-
ciently general, i.e., according to the distance function
form Eq. (2.11), the coordinates can be permuted with-
out changing the distance value. In contrast to the \( \mathbb{Z}^n \)
lattice, every FP vertex defines a WS boundary planes.
After multiplying the squared distance by an overall fac-
tor of \( n/(n+1) \), the coordinates in the planes satisfy the
equation
\[
\sum_{i=1}^{n} y_i^2 - \frac{1}{n+1} \left(\sum_{i=1}^{n} y_i\right)^2 = \sum_{i=1}^{k} y_i^2 + \sum_{i=k+1}^{n} (y_i - \ell)^2
\]
\[
- \frac{1}{n+1} \left(\sum_{i=1}^{k} y_i + \sum_{i=k+1}^{n} (y_i - \ell)\right)^2. \tag{2.15}
\]
This expression can be simplified, rearranged, and di-
vided by \( 2\ell(n-k)/(n+1) \) to obtain
\[
\sum_{i=1}^{n} y_i = \frac{n+1}{n-k} \sum_{i=k+1}^{n} y_i - \frac{k+1}{2} \ell.
\]
Writing the (unity) coefficient of the l.h.s. as \( (n+1)/(n-k) \), and canceling the common terms in
the sums, gives
\[
\sum_{i=1}^{n} y_i = \frac{n+1}{k+1} \sum_{i=1}^{k} y_i + \frac{n-k-\ell}{2}. \tag{2.16}
\]
Although we obtained this equation for a specific subset
of vertices, it is trivial to obtain the corresponding equation
for any vertex, by replacing the sum from 1 to \( k \)
with a sum over any \( k \) of the coordinates. Changing the
sign of \( \ell \) gives the corresponding parallel plane bounding
the WS on the other side of the origin. For this reason,
the WS is sometimes called a “permutohedron” [22] and
denoted \( P_n \).

To obtain the covering radius \( R \), we intersect a set of \( n \)
bounding planes defined by Eq. (2.16), to identify a point
at this radius in the WS. The \( k = 0 \) equation implies
\[
\sum_{i=1}^{n} y_i = \frac{n\ell}{2}. \tag{2.17}
\]
The \( k = 1 \) equation then implies \( y_1 = \ell/(n+1) \). Combining
these with the \( k = 2 \) equation implies \( y_2 = 2\ell/(n+1) \).
Continuing in this fashion, intersecting all of the planes
implies \( y_i = i\ell/(n+1) \). The squared covering radius of the
WS is thus given by
\[
R^2 = \left(1 + \frac{1}{n}\right) \sum_{i=1}^{n} y_i^2 - \frac{1}{n} \left(\sum_{i=1}^{n} y_i\right)^2
\]
\[
= \left(1 + \frac{1}{n}\right) \frac{\ell^2}{(n+1)^2} (2^2 + \cdots + n^2) - \frac{1}{n} \left(\frac{n\ell}{2}\right)^2
\]
\[
= \frac{\ell^2}{n(n+1)} \frac{n(n+1)(2n+1)}{6} - \frac{n\ell^2}{4}
\]
\[
= \frac{1}{12} (n+2)\ell^2. \tag{2.18}
\]
As before, we can express the WS $n$-volume in terms of $R$:
\[
V_{\text{ws}}^A_n = \left( \frac{12(n+1)}{n(n+2)} \right)^{n/2} \frac{n+1}{n}^{-1/2} R^n. \tag{2.19}
\]
This will be useful later, when we compare lattices at fixed WS volume.

III. THE FRACTION OF LOST DETECTIONS

A template bank is discrete, so most points in parameter space do not have an exactly matching template. As a result, there is the detection mismatch, which, on average, results in lost detections. Here, $N_D$ denotes the total number of sources detectable above a certain SNR threshold, and $N_{\text{lost}}$ is the number of lost detections, in comparison with a closely spaced (ideal) bank that catches all signals.

The fraction of lost detections depends upon the effective dimensionality $d$ of the source distribution. If sources are uniformly placed in a 3-dimensional Euclidean space, then the number of sources $N$ grows as the distance $L$ as $dN \propto L^d dL$. Similarly, if they are arranged in a 2-dimensional plane (for example, a thin Galactict disk) then $dN \propto L^{d-1} dL$. So here we define $d$ by $dN \propto L^d dL$ and assume that the squared SNR is proportional to $1/L^2$.

If the volume of parameter space is much larger than a WS cell and the template bank is a lattice, then the fraction of lost detections in the spherical approximation [21] is given by [19]
\[
\frac{N_{\text{lost}}}{N_D} \approx \frac{1}{V_{\text{ws}}} \int_{V_{\text{ws}}} f(r) \, dV, \tag{3.1}
\]
where the integral is over a single WS cell, and the integrand is
\[
f(r) = \begin{cases} 
1 - \cos^d r & \text{for } r \leq \pi/2 \\
1 & \text{for } r > \pi/2 \end{cases}. \tag{3.2}
\]

The ratio $N_{\text{lost}}/N_D$ defines the “loss fraction” of the lattice, i.e. the fraction of potentially-detectable signals which the lattice fails to catch. Equivalently, $1 - N_{\text{lost}}/N_D$ is the efficiency of the lattice: the expected fraction of potentially detectable signals which are indeed found.

Provided that the WS cell is not too large, so that $R < \pi/2$, the integrand can be expanded in a series, giving a loss fraction
\[
\frac{N_{\text{lost}}}{N_D} \approx \frac{1}{V_{\text{ws}}} \int_{V_{\text{ws}}} (1 - \cos^d r) \, dV = \frac{d}{2} \langle r^2 \rangle - \frac{d(3d-2)}{24} \langle r^4 \rangle + \frac{d(15d^2 - 30d + 16)}{720} \langle r^6 \rangle - \frac{d(105d^3 - 420d^2 + 588d - 272)}{40320} \langle r^8 \rangle + \cdots. \tag{3.3}
\]

Here,
\[
\langle r^p \rangle = \frac{1}{V_{\text{ws}}} \int_{V_{\text{ws}}} r^p \, dV \tag{3.4}
\]
denotes the normalized $p$’th moment of the lattice.

Provided that the effective dimensionality of the source distribution $d > 8/\pi^2 \approx 0.81$, the quadratic approximation always implies a larger fraction of signals lost than the spherical approximation, because $1 - \cos^d(r) < r^2 d/2$ on the interval $r \in [0, \pi/2]$.

Appendix A shows how the even moments may be computed for the $\mathbb{Z}^n$ lattice. The first six of these, which suffice for this paper, are
\[
\langle r^2 \rangle = \frac{n^2}{12}, \quad \langle r^4 \rangle = \frac{n^4}{720}, \quad \langle r^6 \rangle = \frac{n^6}{60480}, \quad \langle r^8 \rangle = \frac{n^8}{3628800}(175n^3 + 840n^2 + 656n - 96),
\]
\[
\langle r^{10} \rangle = \frac{n^{10}}{95800320}(385n^4 + 3080n^3 + 5456n^2 + 352n - 768), \tag{3.5}
\]
\[
\langle r^{12} \rangle = \frac{n^{12}}{523069747200}(175175n^5 + 2102100n^4 + 6646640n^3 + 3747744n^2 - 2883712n + 35328).
\]

We note that all of these quantities can be re-expressed in terms of the covering radius $R^2 = n^2/4$. The corresponding even moments for the $\mathbb{A}_n$ lattice are computed in Appendix B but not repeated here.

In the following we shall consider $d = 2$ and $d = 3$ dimensional source distributions.

A. The $\mathbb{Z}^n$ lattice: $d = 2$ case

For a source distribution with effective dimensionality $d = 2$, we now evaluate the fraction of lost sources, assuming that the covering radius $R \leq \pi/2$. The integrand of Eq. (3.3) ($f(r) = \sin^2 r$, the mismatch in the spherical approximation [21]) is approximated (within 1%) by taking terms up to the eighth moment. Then, Eq. (3.3) takes the form
\[
\frac{N_{\text{lost}}}{N_D} \approx \langle r^2 \rangle - \frac{1}{3} \langle r^4 \rangle + \frac{2}{45} \langle r^6 \rangle - \frac{1}{315} \langle r^8 \rangle = \frac{1}{3} R^2 - \frac{5n + 4}{135n} R^4 + \frac{70n^2 + 168n + 32}{42525n^2} R^6 - \frac{175n^3 + 840n^2 + 656n - 96}{4465125n^3} R^8. \tag{3.6}
\]

We plot this quantity in Fig. 2(a), where $m_{\text{worst}} = \sin^2 R$ denotes the worst-case mismatch in the spherical approximation.
FIG. 2. The fraction of lost detections for the $Z^n$ lattice in dimensions $n = 2$ (lower solid curve) and $n = 4$ (upper solid curve). For larger $n$ the corresponding curves group very close together; the red dashed curve shows the $n \to \infty$ limit of Eq. (4.1). The left-hand plot shows a $d = 2$ dimensional source distribution and the right-hand plot shows a $d = 3$ dimensional distribution.

The fraction of lost detections depends upon the spacing of the template bank, which is set by the covering radius $R$; in the spherical approximation [21], the worst mismatch $m_{\text{worst}} = \sin^2 R$. For closely spaced templates (small $R$) no detections are lost. For comparison the quadratic approximation Eq. (3.7) is shown as a dotted curve. It predicts more lost signals than the spherical approximation suggests. The fraction of lost detections at maximum mismatch $R = \pi/2$ is given in Table I. As $n \to \infty$ and at covering radius $R = \pi/2$, about 62% of detections are lost for a $d = 2$ dimensional source distribution, and about 77% are lost for a $d = 3$ dimensional source distribution.

TABLE I. The maximal fraction of lost detections $N_{\text{lost}}/N_D$ for the $Z^n$ and $A_n^*$ lattices in small dimensions $n$, for $d = 2$ and $d = 3$ dimensional source distributions. Note that all lattices have “maximal” WS radius $R = \pi/2$, which means that at a fixed dimension $n$, the WS cells have smaller volume for $Z^n$ than for $A_n^*$.

| $n$ | $Z^n$ | $Z^n$ | $A_n^*$ | $A_n^*$ |
|-----|-------|-------|---------|---------|
| 2   | 0.558 | 0.665 | 0.642   | 0.736   |
| 3   | 0.579 | 0.697 | 0.720   | 0.816   |
| 4   | 0.589 | 0.714 | 0.771   | 0.863   |
| 5   | 0.595 | 0.724 | 0.806   | 0.893   |
| 6   | 0.599 | 0.731 | 0.832   | 0.914   |
| 7   | 0.602 | 0.736 | 0.851   | 0.928   |
| 8   | 0.605 | 0.740 | 0.867   | 0.939   |
| 9   | 0.606 | 0.743 | 0.880   | 0.948   |
| 10  | 0.608 | 0.745 | 0.890   | 0.954   |
| 11  | 0.609 | 0.747 | 0.899   | 0.960   |
| 12  | 0.610 | 0.749 | 0.906   | 0.964   |
| $n \to \infty$ | 0.620 | 0.766 | 1       | 1       |

Fig. 2(a) also compares the spherical approximation [21] to the mismatch with the prediction one would find using the normal quadratic approximation. If the lattice is widely spaced (sparse), then the spherical approximation predicts significantly fewer lost signals than the standard quadratic approximation. The quadratic approximation keeps only the first term in Eq. (3.6), so

$$\left[ \frac{N_{\text{lost}}}{N_D} \right]_{\text{Quadratic-Approximation}} = \frac{1}{3} \arcsin^2(\sqrt{m_{\text{worst}}}),$$

(3.7)

which is valid in any dimension $n$. To enable a fair comparison with the spherical approximation, we need to examine the two expressions for the same lattice, meaning at the same WS radius $R$. So in Eq. (3.7), this is still related to the worst-case mismatch via the spherical approximation $m_{\text{worst}} = \sin^2 R$ (rather than with the quadratic approximation $m_{\text{worst}} = R^2$).

Results of numerical computations of the maximal fraction of lost detections are presented in Table I.

**B. The $Z^n$ lattice: $d = 3$ case**

For $d = 3$ the integrand in Eq. (3.3) is $f(r) = 1 - \cos^3 r$, and we again assume $R \leq \pi/2$. The expression Eq. (3.3) takes the following form:

$$\frac{N_{\text{lost}}}{N_D} \approx \frac{3}{2} \langle r^2 \rangle - \frac{7}{8} \langle r^4 \rangle + \frac{61}{240} \langle r^6 \rangle - \frac{547}{13440} \langle r^8 \rangle + \frac{703}{172800} \langle r^{10} \rangle - \frac{44287}{159667200} \langle r^{12} \rangle.$$

(3.8)

Here, to maintain 1% accuracy in the integrand we have had to include more terms than for $d = 2$. Fig. 2(b)
illustrates how the fraction of lost detections depends on the covering radius (via the worst-case mismatch $m_{\text{worst}}$). In the case of quadratic approximation we keep only the first term in Eq. (3.8),

$$\left[ \frac{N_{\text{lost}}}{N_D} \right]_{\text{Quadratic-Approximation}} = \frac{1}{2} \arcsin^2 (\sqrt{m_{\text{worst}}}),$$

valid in any dimension $n$. For a widely spaced lattice the spherical approximation predicts significantly fewer lost signals than the standard quadratic approximation. The worst-case values (fraction of lost detections at WS radius $R = \pi/2$) are shown in Table I.

C. The $A_n^*$ lattice: $d = 2$ and $d = 3$ cases

As for the $\mathbb{Z}^n$ lattice, we can again estimate how the fraction of lost detections depends upon the covering radius. For the $A_n^*$ lattice, we can compute the moments $\langle r^p \rangle$ exactly, but cannot give a closed analytic form as we did for the $\mathbb{Z}^n$ lattice. We use the exact expressions obtained in Appendix B and substitute these into the expressions Eq. (3.6) and Eq. (3.8). The plots of the fraction of lost detections versus $m_{\text{worst}}$ are given in Fig. 3 and some worst-case values are shown in Table I.

IV. LARGE $n$ LIMITS

The reader will notice that as the dimension $n$ of the parameter space gets large, the curves appear to approach a limit. This is explained in Sec. VII where we show that as $n$ gets large, the mismatch distribution function becomes sharply peaked at $r^2 = R^2/3$ for the $\mathbb{Z}^n$ lattice and at $r^2 = R^2$ for the $A_n^*$ lattice. Thus, for the $\mathbb{Z}^n$ lattice, Eq. (3.3) immediately gives

$$\lim_{n \to \infty} \frac{N_{\text{lost}}}{N_D} = 1 - \cos^d \left( \frac{R}{\sqrt{3}} \right) = 1 - \cos^d \left( \frac{\arcsin \sqrt{m_{\text{worst}}}}{\sqrt{3}} \right),$$

where we have used the relationship $m_{\text{worst}} = \sin^2 R$ between the WS radius and the worst-case mismatch.

For a source distribution with effective dimensionality $d = 2$ this has a limiting value of $N_{\text{lost}}/N_D \approx 0.620$ for $m_{\text{worst}} = 1$. So, if there are at least a few dimensions to parameter space, then placing templates in a rectangular grid at unit mismatch will recover about 38% of signals. For a source distribution with effective dimensionality $d = 3$, the limiting value is $N_{\text{lost}}/N_D \approx 0.766$, so a rectangular grid at unit mismatch would recover about 23% of signals.

In the case of the $A_n^*$ lattice, Sec. VII shows that in the limit of large $n$ we have

$$\lim_{n \to \infty} \langle r^2 \rangle_{\text{WS}} = R^2,$$

where the covering radius $R \in (0, \pi/2]$. In fact this is also true for the higher moments, as can be seen from either Sec. VII or from the results of Appendix B, meaning that

$$\lim_{n \to \infty} \langle r^{2m} \rangle_{\text{WS}} = R^{2m}, \quad m = 1, 2, 3, \ldots.$$
Thus,
$$\lim_{n \to \infty} \frac{N_{\text{lost}}}{N_D} = 1 - \cos^d R, \quad (4.4)$$
which leads to a worst-case limit of unity, as shown in Table I. For large dimensions the quadratic approximation of the fraction of lost detections can also be constructed in the closed form [cf. Eq. (3.7)],
$$\lim_{n \to \infty} \left[ \frac{N_{\text{lost}}}{N_D} \right]_{\text{Quadratic-Approximation}} = \frac{d}{2} \arcsin^2(\sqrt{m_{\text{worst}}}). \quad (4.5)$$
This expression is shown by the dotted curves in Fig. 3.

V. COMPARISON OF $Z^n$ AND $A^n$ AT FIXED COMPUTING COST

To evaluate the relative loss fractions of the $Z^n$ and $A^n$ lattices at fixed computing cost, we must compare them for identical values of the WS cell volume $V_{WS}$. This ensures that the same number of templates would be employed to cover a given volume of parameter space.

Such a comparison is shown in Fig. 4. The horizontal axis "x" in these plots is proportional to the “squared length” $V_{2/n}$. In the figure, this is normalized to reach unity when the covering radius of the $A^n$ lattice reaches $R = \pi/2$. From Eq. (2.19), the resulting normalization factor is the inverse of
$$V_{WS,\text{Max}}^{2/n} = \left[ V_{WS}^{A^n}(R = \pi/2) \right]^{2/n} = \frac{3\pi^2(n+1)}{n(n+2)} (n+1)^{-1/n}. \quad (5.1)$$
Thus, if we denote the horizontal axes of Fig. 4 by $x = (V_{WS}/V_{WS,\text{Max}})^{2/n}$, by using Eq. (2.39) and Eq. (2.19) we have
$$x = \begin{cases} 
\frac{4}{3\pi^2} \left( \frac{n+2}{n+1} \right) \left( 1 + n \right)^{1/n} R^2 & \text{for } Z^n \\
\frac{4R^2}{\pi^2} & \text{for } A^n \end{cases}, \quad (5.2)
$$
where $R$ is WS cell covering radius of the corresponding lattice. Note that when the two lattices are compared at a given point on the $x$-axis, they have equal WS cell volume, hence they have different WS radii, and correspondingly different values of $\ell$.

At fixed $V_{WS}$, the WS radius $R$ of the $Z^n$ lattice is always larger than the WS radius of the $A^n$ lattice. Since we allow the WS radius for $A^n$ to reach maximal value $\pi/2$, it follows that in the plots in Fig. 4, the WS radius of $Z^n$ exceeds $\pi/2$ for some of the domain. The transition point where the WS radius of $Z^n$ reaches $R = \pi/2$ is denoted by a dot on the curves; to the right of this dot, the mismatch of the $Z^n$ lattice is set to unity for $r > \pi/2$ in accordance with Eq. (3.2). Thus, to the right of this dot, the $Z^n$ results have been obtained with Monte Carlo integration, since the analytic formulae obtained earlier only hold for $R \leq \pi/2$. As can be seen from Eq. (5.2), the location of this dot approaches $x = 1/3$ in the large-$n$ limit.

One can see that these plots have taken us away from the quadratic approximation to the mismatch. To get some sense of how far away, consider the maximum mismatch at the locations of the dots. In the quadratic approximation, this would be $m = r^2 = \pi^2/4 \approx 2.47$, more than double the maximum allowed value of $m = 1$. In the quadratic approximation to the mismatch, the lower curves of Fig. 4 would be straight lines tangent to the given curves at $V_{WS} = 0$. The upper curves would be horizontal lines passing through the $V_{WS} = 0$ values.

The results of [19] show that for small mismatch, where the quadratic approximation applies, the $A^n$ lattice is only slightly less lossy than the $Z^n$ lattice. We can now see that this marginal advantage decreases for larger mismatch: the upper part of Fig. 4 shows the ratio of the loss fractions for the two lattices. The efficiency of the $A^n$ lattice is at most $\approx 10\%$ higher than that of the $Z^n$ lattice.

The large-$n$ limits of Sec. IV are informative and can be easily evaluated. Taking $n \to \infty$ in Eq. (5.2) the loss fractions Eq. (1.1) and Eq. (4.4) for both the lattices take the identical form
$$\frac{N_{\text{lost}}}{N_D} = 1 - \cos^d \left( \frac{\pi}{2} \sqrt{\frac{x}{2}} \right). \quad (5.3)$$
This is shown by the dotted red curves in Fig. 4. The transition point $x = 1/3$ is indicated with a dot; at that point the covering radius of the $Z^n$ lattice equal to $\pi/2$. While the $A^n$ lattice has the same curve, the transition is only relevant for the $Z^n$ lattice. For large $n$, the ratio of the loss fractions approaches unity, as can be seen from Eq. (5.3).

VI. DISTRIBUTION FUNCTION OF THE SQUARED DISTANCE

To understand and interpret the results presented above, it is helpful to define the mismatch distribution function $P_m(m)$. This is defined as a probability distribution: if points in parameter space are chosen “at random” then the probability that the mismatch lies in the range $(m, m + dm)$ is $P_m(m)dm$. Here, we compute $P_m(m)$ under the assumption that the probability of selecting a particular point in parameter space is a uniform distribution in the lattice coordinates $y_i \in [0, \ell]$. This is equivalent to a uniform distribution in $x_i$.

In the quadratic and spherical approximations [21], the mismatch is a one-to-one function of the squared distance $r^2$, assuming of course in the spherical case that we restrict attention to $r \in [0, \pi/2]$. Hence, the mismatch distribution can be obtained from the radius distribution.
function \( P_{r^2}(r^2) \), assuming the same uniform distribution of the \( y_i \). This distribution function can be used to compute an average value of an integrable function \( f \) of \( r^2 \),

\[
\langle f(r^2) \rangle = \frac{1}{V_{WS}} \int_{V_{WS}} f(r^2) dV = \int_0^R r^2 P_{r^2}(r^2) dr^2. \tag{6.1}
\]

Thus, the quantity we wish to compute is the distribution of the values of the quadratic forms given in Eq. (2.5) for the \( \mathbb{Z}^n \) lattice and in Eq. (2.11) for the \( A^*_n \) lattice.

### A. \( r^2 \)-distribution for the \( \mathbb{Z}^n \) lattice

For finite values of the dimension \( n \) we have not found a simple closed form for \( P_{r^2}(r^2) \), although we can give expressions for \( n = 1, 2, \) and \( 3 \). However, the large-\( n \) limit is easily computed.

To compute the radius distribution function \( P_{r^2}(r^2) \) for large \( n \), we make use of the central limit theorem [26]. Consider the distance Eq. (2.5). In the large-\( n \) limit it is the sum of many independent random variables, each of which has the same distribution. Thus, we expect that it should approach a normal or Gaussian distribution, characterized entirely by the mean and variance of the distribution.

We have already calculated the moments of \( r^2 \) for the \( \mathbb{Z}^n \) lattice. The mean and variance are given by

\[
\langle r^2 \rangle = \frac{1}{12} n \ell^2 = \frac{1}{3} R^2, \tag{6.2}
\]

and

\[
\sigma^2 = \langle r^4 \rangle - \langle r^2 \rangle^2 = \frac{1}{180} n \ell^4 = \frac{4}{45n} R^4. \tag{6.3}
\]

From these, the large-\( n \) limit follows immediately. Note that as \( n \) gets large, the variance vanishes, which means that the distribution becomes sharply peaked.
FIG. 5. The probability distribution of the squared distance \( P_{r^2}(r^2) \) is shown as the solid curves for the \( \mathbb{Z}^n \) (left plots) and \( A_n^* \) (right plots) lattices, for a varying number of dimensions \( n \). The top curves show small numbers of dimensions \( n = 2, 4, 6, 8, 10 \) and the lower curves show larger numbers of dimensions \( n = 20, 50, 100, 200, 500 \). The dotted curves show the Gaussian approximation given in Eq. (6.4), with the correct mean and variance for the given lattice and dimension. One can see that for the \( \mathbb{Z}^n \) lattice, as expected from the central limit theorem, the Gaussian approximation approaches the true distribution as \( n \to \infty \), which is a Dirac delta function peaked at \( r^2/R^2 = 1/3 \). For \( A_n^* \), the central limit theorem does not apply, and the Gaussian approximation does not approach the true distribution for large dimension. Nevertheless, as \( n \to \infty \), the distributions approaches a Dirac delta function peaked at \( r^2/R^2 = 1/3 \).

If \( n \) is large enough that the central limit theorem applies, then the distribution of squared distance is a Gaussian normal distribution

\[
P_{r^2}(r^2) dr^2 = \frac{1}{2\pi \sigma^2} e^{-\left(\frac{r^2}{2\sigma^2} - \frac{R^2}{3}\right)} dr^2.
\]

Note that if the dimension \( n \) is large, then this has vanishing support for negative \( r^2 \), otherwise the normalization may be suitably adjusted.

In the \( n \to \infty \) limit with fixed mismatch, the variance vanishes, and the distribution approaches a Dirac delta function

\[
\lim_{n \to \infty} P_{r^2}(r^2) = \delta \left( r^2 - \frac{1}{3} R^2 \right).
\]

(6.4)
In Fig. 5 we show how this limit is approached. When \( n \) is larger than 2, one has \( 2 \sigma^2 < (R^2 / 3)^2 \) and as soon as \( n \) is a few times larger than this, the Gaussian distribution becomes a good approximation to the actual mismatch.

B. \( r^2 \)-distribution for the \( A_n^\ast \) lattice

The case of the \( A_n^\ast \) lattice is not as simple. The squared distance is still a quadratic form which can be diagonalized, but the variables which make it up are no longer independent, because they are constrained by the boundaries of the WS. It is unlike the \( Z^n \) lattice, where these constraints are independent for each variable. Hence, the central limit theorem cannot be applied.

It is informative to examine the moments of \( r^2 \) defined by Eq. (3.4), which are computed exactly via recursion in Appendix B. Fig. 6 shows the mean and variance of \( r^2 \) for the \( A_n^\ast \) lattice. One immediately sees a significant difference when compared with the \( Z^n \) lattice: at large dimension, the mean value of squared radius \( \langle r^2 \rangle \) approaches the squared WS radius \( R^2 \), whereas for \( Z^n \) it is \( 1 / 3 \) of that value. As with the cubic lattice, the variance approaches zero at large dimension, indicating that the distribution is becoming sharply peaked. Some higher moments \( \langle r^{2m} \rangle \) are shown in Fig. 7 for large \( n \) they asymptote to \( R^{2m} \).

It is straightforward to study the distribution function numerically. First, select points at random from within the FP, by drawing the lattice coordinates \( y_1, \ldots, y_n \) from independent uniform distribution in the range \([0, \ell] \). Then identify the closest lattice point to \( x = y_i e_i \) and calculate the distance between the two. We now describe how to identify this closest lattice point. (An algorithm is given in [22] for \( A_n \) as well as the correspondence with the dual lattice \( A_n^\ast \), but we were unable to implement it.)

It is straightforward to show that the closest lattice point to \( x \) must be one of the vertices of the FP. Since there are \( 2^n \) such vertices, when \( n \) is large, it’s not computationally feasible to check the distances to all of them. However, it is trivial to show that the distance to the closest lattice point is unchanged if we permute the ordering of the lattice coordinates \( y_i \). So the first step of simplification is to reorder the lattice coordinate values of \( y_i \) in increasing order.

We now prove the following. If \( 0 \leq y_1 \leq \cdots \leq y_n \leq \ell \) are the lattice coordinates of a point in the FP, then the closest FP vertex has coordinates of the form \((0, \ldots, 0, \ell, 0, \ell, \ldots, \ell)\), where there are \( k \) zeros followed by \((n - k) \ell \)'s. The proof is by contradiction.

Suppose that the closest vertex to the point with lattice coordinates \((y_1, \ldots, y_n)\) is a point with lattice coordinates \( A = (0, \ldots, 0, \ell, 0, \ell, \ldots, \ell) \) and is at squared distance \( r_A^2 \). We use \( y_R \) to denote the lattice coordinate value at the position of the rightmost zero, and \( y_L \) to denote the value at the leftmost \( \ell \). Now, construct a different lattice vertex \( B \), by swapping the leftmost \( \ell \) with the 0 just to its right, so that \( B = (0, \ldots, 0, 0, \ell, \ell, \ldots, \ell) \), and denote its squared distance from \( y \) by \( r_B^2 \). The difference between the squared distances is

\[
r_A^2 - r_B^2 = \left(1 + \frac{1}{n}\right) \left((y_L - \ell)^2 + y_R^2 - (y_R - \ell)^2 - y_L^2\right)
\]

\[
= 2\ell \left(1 + \frac{1}{n}\right) (y_R - y_L).
\]

Since the coordinates are ordered so that \( y_L < y_R \), it
follows that $r^2_A - r^2_B > 0$ and thus that $A$ is not the closest lattice vertex to $y$. The same argument shows that swapping a leftmost $\ell$ with a 0 anywhere to its right will always decrease the distance. The result follows by induction.

This makes it computationally straightforward to identify the closest vertex to any point inside the FP. First, sort the lattice coordinates in increasing order. Then, calculate the distances to the $n+1$ vertices with coordinates of the form $(0, \ldots, 0, \ell, \cdots, \ell)$ and select the minimum.

We have used this method to find $P_{x}(r^2)$ numerically for the $A_n^*$ lattice, for dimensions from $n = 1$ to $n = 1000$. This is plotted in Fig. 3. In comparison with the cubic lattice $Z^n$, two differences are immediately apparent. The first is that as the dimension $n$ increases, the distribution increasingly becomes peaked around the WS radius $R$, and the second is that the Gaussian approximation (with the correct mean and variance) is not good, because it does not fall off fast enough as $r \to R$.

VII. CONCLUSION

In this paper, we have computed and compared the loss fractions of two template grids. The first is based on the simple cubic lattice $Z^n$, and the second is based on the root lattice $A_n^*$, which is a generalization of the two-dimensional hexagonal lattice. In particular, we extend the results of [19] to the case of large mismatch, by exploiting the spherical approximation [21].

The main result is rather clear, and visible in the upper part of Fig. [3]. The slight advantages offered by the $A_n^*$ lattice at small mismatch decrease at larger mismatch. This can be easily understood from the distribution of the squared radius for points randomly selected within the Wigner-Seitz (WS) cell. As the dimension $n$ of parameter space increases, this distribution becomes an increasingly narrow peak centered closer and closer to the squared WS radius.

We believe that this behavior may be general, and true for any lattice in the limit as the dimension $n \to \infty$. To state it precisely, the distribution function for the squared radius becomes an increasingly narrow peak, which is true if and only if

$$\lim_{n \to \infty} \langle r^{2m} \rangle = \langle r^2 \rangle^m, \quad (7.1)$$

with the understanding that the WS radius $R$ is held fixed during the limiting process. We have tried to prove this using Jensen’s inequality [27], but are not convinced that our argument is correct.

The final messages for the data analyst are simple ones. First, a fairly effective template-based search can be constructed at mismatch values that are shockingly high in the quadratic approximation (quadratic mismatch exceeding unity!). Second, if the goal is to detect as many signals as possible at fixed computing cost, there is little motivation for using template banks based on sophisticated lattices such as $A_n^*$. These offer only minimal benefit when compared with the humble cubic lattice $Z^n$, and that minor advantage diminishes as the template separation increases.
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Appendix A: Even moments of the $Z^n$ lattice

For the $Z^n$ lattice, the general even-order moment can be computed as follows. One uses the multinomial expansion to write

$$\langle r^{2m} \rangle = \sum_{k_1 + \cdots + k_n = m} \binom{m}{k_1, \ldots, k_n} \prod_{i=1}^{n} \langle x^{2k_i} \rangle, \quad (A1)$$

where the sum is over all non-negative integer $k_i$ whose sum equals $m$. The multinomial coefficient is

$$\binom{m}{k_1, k_2, \cdots, k_n} = \frac{m!}{k_1! k_2! \cdots k_n!}, \quad (A2)$$

and the coordinate moments are

$$\langle x^{2k} \rangle = \frac{1}{\ell} \int_{-\ell/2}^{\ell/2} x^{2k} dx = \frac{1}{2k + 1} \left( \frac{\ell}{2} \right)^{2k}. \quad (A3)$$

In the sum Eq. (A1), there are many identical terms on the r.h.s. which are obtained by permutation of the indices of the $k_i$. The number of these identical terms depends upon the number of distinct non-zero values taken by the $k_i$, which in turn depends upon the dimension $n$.

Suppose that for each term, the non-zero $k_i$ are sorted in increasing order; there at most $m$ of them. Let $q \leq m$ denote the number of these non-zero $k_i$, and let $n_1$ denote the number of $k_i$ which have the smallest value, $n_2$ the next smallest, and so on; the sum is bounded by $\sum_{i} n_i \leq m$. Then the number of equivalent (under permutation) terms which appear on the r.h.s. of Eq. (A1) is equal to the number of ways in which $n_1$ coordinates can be chosen from the $n$, and $n_2$ can be chosen from the remaining $n - n_1$, and so on. This is

$$N(k_1, \ldots, k_q) = \binom{n}{n_1} \binom{n - n_1}{n_2} \times \cdots \times \binom{n - n_1 - \cdots - n_{p-1}}{n_p}$$

$$= \frac{n!}{n_1! n_2! \cdots n_p! (n - n_1 - \cdots - n_p)!}, \quad (A4)$$

where the quantities in the second line are the standard binomial (choice) coefficients; the r.h.s. is a polynomial in $n$ of order $\leq m$. Thus one obtains

$$\langle r^{2m} \rangle = \sum_{k_1 + \cdots + k_q = m} \binom{m}{k_1, \ldots, k_q} N(k_1, \ldots, k_q) \left( \frac{\ell}{2} \right)^{2m}, \quad (A5)$$
where the sum is over all distinct (under permutation) partitions $k_i$.

For example, for $m = 5$, the r.h.s. of Eq. (A5) has seven terms, with the following sets of $k_i$: \{1, 1, 1, 1, 1\}, \{1, 1, 1, 2\}, \{1, 2, 2\}, \{1, 1, 3\}, \{2, 3\}, \{1, 4\}, and \{5\}. Respectively, these have $n_i$ given by \{5\}, \{3, 1\}, \{1, 2\}, \{1, 1\}, \{1, 1\}, and \{1\}, with corresponding $N$ given by $n(n-1)(n-2)(n-3)(n-4)/5!$, $n(n-1)(n-2)(n-3)/3!$, $n(n-1)(n-2)/2!$, $n(n-1)(n-2)/2!$, $n(n-1)$, $n(n-1)$ and $n$. Thus one obtains

\[
\left(\frac{\ell}{2}\right)^{-10} \langle \mu^{10} \rangle = \left(\frac{5}{1, 1, 1, 1, 1}\right) n(n-1)(n-2)(n-3)(n-4) + \left(\frac{5}{1, 1, 1, 2}\right) n(n-1)(n-2)(n-3) + \left(\frac{5}{1, 2, 2}\right) n(n-1)(n-2) + \left(\frac{5}{1, 1, 3}\right) n(n-1)(n-2) + \left(\frac{5}{2, 3}\right) n(n-1) + \left(\frac{5}{1, 4}\right) n(n-1) + \left(\frac{5}{n\Pi}\right).
\]

This simplifies, to give the tenth moment of Eq. (3.5).

The supplementary materials for this manuscript include a short Mathematica script to calculate arbitrary even moments of the $\mathbb{Z}^n$ lattice.

**Appendix B: Even moments of the $A_n^*$ lattice**

Here we give a general expression for computation of any even moment of the $A_n^*$ lattice. The computation technique is a generalization of Chapter 21 Section 3.F of [22], where it is used to find the second moment.

The un-normalized and normalized $p$'th moments of a region or object $D$ are defined as

\[
U_p(D) = \int_D r^p dV, \quad I_p(D) = U_p(D)/U_0(D), \quad (B1)
\]

where $D$ is the domain of integration and the radius $r$ is measured from the origin $O$ (see Fig. 5).

The WS cell in dimension $n$ is called a permutohedron and is denoted $P_n$. It has a complex shape with $(n+1)!$ vertices and $2^n+1$ faces. According to the definition Eq. (B1), $U_0(P_n)$ is the volume of the WS cell $P_n$. The normalized $m$'th moment $I_p(P_n)$ is obtained by dividing out the volume.

Note that the length conventions used in this Appendix follow [22], and differ from the conventions used in the remainder of this paper. To transform a quantity associated with $P_n$ with dimensions of length$^d$ in this Section into the units used in the remainder of the paper, multiply by

\[
\left[\frac{\ell^2}{n(n+1)}\right]^{d/2}. \quad (B2)
\]

For example, in the conventions of this Section, the point in $P_n$ most distant from the center has squared radius $n(n+1)(n+2)/12$, which should be compared with Eq. (2.18), and the volume is $U_0(P_n) = (n+1)^{n+1}/2$, which should be compared with Eq. (2.14).

![FIG. 8. The $n$-dimensional pyramid associated with $(n-1)$-dimensional face $F_{n-1,s}$. The point $O$ is such that for all congruent faces $F_{n-1,s}$ the associated pyramids are congruent. The axis $Ox$ is perpendicular to the face $F_{n-1,s}$, and $h_{n-1,s}$ is the distance form $O$ to the face. The increment $dx$ is thickness of the slab at $x$.](image)

Each face of $P_n$ is the direct product of a pair of lower-dimensional permutohedrons. For $n$ even there are $n/2$ types of faces and for $n$ odd there are $(n+1)/2$ types of faces. Following [22] the different types of faces are labeled by $s = 0, \cdots, n-1$. A face of type $s$, $F_{n-1,s}$, is the Cartesian product, $F_{n-1,s} = P_s \times P_{n-s-1}$; faces of type $s$ and faces of type $n-s-1$ are equivalent. The number of faces of type $s$ is the binomial coefficient

\[
\binom{n+1}{s+1}. \quad (B3)
\]

The squared distance from the center of $P_n$ to the center of a face of type $s$ is

\[
h_{n,s}^2 = \frac{1}{4} s(s+1)(n-s)(n+1). \quad (B4)
\]

By symmetry, the line from the center of $P_n$ to the center of any face is orthogonal to the face. We call this the center line to the face.

Because the faces are formed from lower-dimensional permutohedrons, the moments may be calculated by recursion. We divide $P_n$ into generalized pyramids, one

---

2 A face of $P_n$ is only the direct product (metrically as well as geometrically!) of lower-dimensional faces of $P_k$ if we follow the “dimension-dependent” length conventions of [22].
face at a time, by taking the bundle of all line segments that begin at the center of the $P_n$ and extend to any-
where in that face. These pyramids are disjoint (apart
from a set of measure zero on their boundaries) and their
union is $P_n$. To compute the moments of $P_n$, we compute
the moments of the pyramids and sum them.

The $m$’th moment of each pyramid can be found with
elementary calculus. We slice each pyramid into slabs of
thickness $dx$, where $x \in [0, h_n, s]$ is a $a$ coordinate that
runs along the center line to a face of type $s$, and the
slicing is orthogonal to the center line shown in Fig. 8.
Each slab has $n$-volume

$$dV = \frac{x^{n-1}}{h_{n,s}^{n-1}} U_0(P_n) U_0(P_{n-s-1}) dx,$$

(B5)
so by integration over $x$ the volume of the pyramid is

$$\int_0^{h_n,s} dV = \frac{1}{n} h_{n,s} U_0(P_n) U_0(P_{n-s-1}).$$

(B6)
Summing over all faces gives

$$U_0(P_n) = \frac{1}{n} \sum_{s=0}^{n-1} \left( \frac{n+1}{s+1} \right) h_{n,s} U_0(P_n) U_0(P_{n-s-1}).$$

(B7)
This recursion relation, together with the initial value
$U_0(P_0) = 1$, determines the volume $U_0(P_n)$ for dimen-
sions $n > 0$.

To construct a general recursion relation for an arbi-
trary even moment $U_{2m}(P_n)$, $m = 0, 1, 2, 3, \ldots$, we begin with the expression

$$U_{2m}(P_n) = \sum_{s=0}^{n-1} \left( \frac{n+1}{s+1} \right) U_{2m}(P_{n,s}),$$

(B8)
where $U_{2m}(P_{n,s})$’s are the moments of $n$-dimensional pyramids $P_{n,s}$ into which a permutohedron $P_n$ is decom-
posed. Every such moment can be calculated by using the definition Eq. (B1), substituting for $r^2$ the expression

$$r^2 = \frac{x^2}{h_{n,s}^2} \rho_{n-1,s}^2 + x^2,$$

(B9)
where $\rho_{n-1,s}$ is the distance from the point of intersection of the axis $Ox$ with the face $F_{n-1,s}$ to arbitrary point of the face (see Fig. 8) as follows:

$$U_{2m}(P_{n,s}) = \int_{F_{n-1,s}} dV \int_0^{h_{n,s}} dx \left( \frac{x^2}{h_{n,s}^2} \rho_{n-1,s}^2 + x^2 \right)^m$$

$$= \sum_{k=0}^m \binom{m}{k} \int_{F_{n-1,s}} \rho_{n-1,s}^{2k} dV \int_0^{h_{n,s}} \frac{x^{2m+1-1}}{h_{n,s}^{2k+2k}} dx,$$

where the volume element $dV$ is in the face $F_{n-1,s}$. (For odd moments $m = k + 1/2$, where $k = 0, 1, 2, \ldots$ the finite sum in the expression above is replaced by an infinite series.) Using the definition Eq. (B1) for the moments $U_{2k}(F_{n-1,s})$ of faces $F_{n-1,s}$ (here, with origin at the cen-
ter of the face) and integrating over $x$ we obtain

$$U_{2m}(P_{n,s}) = \frac{h_{n,s}^{2(m-k)+1}}{n+2m} \sum_{k=0}^m \binom{m}{k} U_{2k}(F_{n-1,s}).$$

(B10)
Substituting this expression into Eq. (B8) we obtain

$$U_{2m}(P_n) = \frac{1}{n+2m} \sum_{s=0}^{n-1} \sum_{k=0}^m \binom{n+1}{s+1} \binom{m}{k}$$

$$\times h_{n,s}^{2(m-k)+1} U_{2k}(F_{n-1,s}).$$

(B11)
The next step is to consider the face $F_{n-1,s}$ as the Carte-
sian product $P_n \times P_{n-1,s}$ and apply again the definition Eq. (B1) to the moments $U_{2k}(F_{n-1,s})$, with the origin at
the center of the face. Replace $r^2$ with

$$\rho_{n-1,s}^2 = \rho_0^2 + \rho_{2n-1,s}^2,$$

(B12)
and use the binomial theorem to raise Eq. (B12) to power
$k$. Employing the definition Eq. (B1) for the moments $U_{2k}(P_n)$ and $U_{2(k-j)}(P_{n-s-1})$, we obtain

$$U_{2k}(F_{n-1,s}) = \sum_{j=0}^k \binom{k}{j} U_{2j}(P_n) U_{2(k-j)}(P_{n-s-1}).$$

(B13)
Finally, substituting Eq. (B13) into Eq. (B11), we obtain the following relation for the even moments of $P_n$:

$$U_{2m}(P_n) = \frac{1}{n+2m} \sum_{s=0}^{n-1} \sum_{k=0}^m \sum_{j=0}^k \binom{n+1}{s+1} \binom{m}{k} \binom{k}{j}$$

$$\times h_{n,s}^{2(m-k)+1} U_{2j}(P_n) U_{2(k-j)}(P_{n-s-1}).$$

(B14)
This recursion relation, together with the initial values
$U_0(P_0) = 1$ and $U_{2m}(P_0) = 0$, for $m = 1, 2, 3, \ldots$, defines an arbitrary even-order moment.

In Tables II and III we give numerical and exact val-
ues for the even moments $r^{2m}$ obtained from $U_{2m}(P_n)$, for dimensions $n < 16$. The un-normalized moments are computed using the recursion relation Eq. (B14). The normalized moments $I_{2m}(P_n)$ are then defined by

$$I_{2m}(P_n) = \frac{1}{n+2m} \sum_{s=0}^{n-1} \sum_{k=0}^m \sum_{j=0}^k \binom{n+1}{s+1} \binom{m}{k} \binom{k}{j}$$

$$\times h_{n,s}^{2(m-k)+1} I_{2j}(P_n) I_{2(k-j)}(P_{n-s-1}).$$

(B15)
Both of these follow the conventions of Conway and
Sloane, Chapter 21 Section 3F [22]. They are then re-
scaled following Eq. (B12) with $d = 2m$ to obtain $r^{2m}$, which are in the conventions used everywhere else in this paper.

The following lines of Mathematica are sufficient to cal-
culate the arbitrary even moments $U_{2m}(P_n) = U[n, n]$ up to dimensions of several thousand. The normalized moments $I_{2m}(P_n) = I[n, n]$, and the moments (with the length conventions used in the remainder of this paper, as they appear in Tables II and III) are $< r^{2m} >= Mo[n, n]$. 


| Equation | Description |
|----------|-------------|
| \( h[n,s] = \sqrt{(s+1)(n-s)(n+1)}/2 \) |  
| \( U[m,0] = \frac{1}{m} \) |  
| \( U[m,n] = \text{Simplify} \left[ \sum \text{Binomial}[n+1,s+1] \text{Binomial}[m,k] \text{Binomial}[k,j] h[n,s] (2m - 2k + 1) U[j,s] U[k-j,n-s-1], \{s, 0, n-1\}, \{k, 0, m\}, \{j, 0, k\}]/(n+2m) \right] \) |  
| \( II[m,n] = U[m,n]/U[0,n] \) |  
| \( Mo[m,n] = II[m,n] (12 R^2/(n+1)(n+2))^{m} \) |  
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TABLE II. Numerical values for the first six even moments of the WS cell $P_n$ of the $A_n$ lattice for dimensions $n = 1, \ldots, 15$, where the covering radius $R$ is given in Eq. (2.18). The exact values of these moments are given in Table III. In the text we argue that $\lim_{n \to \infty} \langle r^2 \rangle / R^2 = 1$, and that $\lim_{n \to \infty} \langle r^{2m} \rangle = \langle r^2 \rangle^m$. Hence, as $n \to \infty$, all of these table entries should approach unity.

| $n$ | $\langle r^2 \rangle / R^2$ | $\langle r^4 \rangle / R^4$ | $\langle r^6 \rangle / R^6$ | $\langle r^{10} \rangle / R^{10}$ | $\langle r^{12} \rangle / R^{12}$ |
|-----|-----------------|-----------------|-----------------|-----------------|-----------------|
| 1   | 0.3333          | 0.2000          | 0.1429          | 0.1111          | 0.0909          |
| 2   | 0.4167          | 0.2333          | 0.1482          | 0.1013          | 0.0727          |
| 3   | 0.4750          | 0.2727          | 0.1728          | 0.1167          | 0.0824          |
| 4   | 0.5187          | 0.3083          | 0.1987          | 0.1353          | 0.0959          |
| 5   | 0.5529          | 0.3397          | 0.2233          | 0.1540          | 0.1101          |
| 6   | 0.5807          | 0.3672          | 0.2460          | 0.1720          | 0.1242          |
| 7   | 0.6038          | 0.3914          | 0.2669          | 0.1891          | 0.1380          |
| 8   | 0.6234          | 0.4130          | 0.2862          | 0.2052          | 0.1512          |
| 9   | 0.6404          | 0.4324          | 0.3039          | 0.2204          | 0.1639          |
| 10  | 0.6552          | 0.4499          | 0.3202          | 0.2346          | 0.1760          |
| 11  | 0.6683          | 0.4657          | 0.3354          | 0.2481          | 0.1876          |
| 12  | 0.6800          | 0.4802          | 0.3496          | 0.2608          | 0.1986          |
| 13  | 0.6905          | 0.4936          | 0.3628          | 0.2728          | 0.2092          |
| 14  | 0.7001          | 0.5058          | 0.3751          | 0.2842          | 0.2193          |
| 15  | 0.7088          | 0.5172          | 0.3867          | 0.2950          | 0.2290          |
| n  | $\langle r^2 \rangle / R^2$ | $\langle r^4 \rangle / R^4$ | $\langle r^6 \rangle / R^6$ | $\langle r^8 \rangle / R^8$ | $\langle r^{10} \rangle / R^{10}$ | $\langle r^{12} \rangle / R^{12}$ |
|----|---------------------------|---------------------------|---------------------------|---------------------------|---------------------------|---------------------------|
| 1  | $1/3$                      | $1/5$                      | $1/7$                      | $1/9$                      | $1/11$                    | $1/13$                    |
| 2  | $7/12$                     | $7/30$                     | $8/3$                      | $31/50$                    | $401/123$                  | $1517/2808$               |
| 3  | $19/30$                    | $17/50$                    | $3281/250$                 | $31500/3855$               | $315000/3354$              | $895781296/3354$          |
| 4  | $389/750$                  | $37/120$                   | $15972/2500$               | $184273/38550$             | $41514229/385500$         | $1004168173/335400$       |
| 5  | $209/30$                   | $25/60$                    | $14273/38550$              | $593235971/385500$         | $5602653916/3855000$      | $124528030448681/3354000$ |
| 6  | $7807/13485$               | $423151/27063250$         | $4285338489/3855000$       | $30019937721250$           | $269135044500000$         | $4332065600000000/3354000$ |
| 7  | $40153/2265$               | $66681227/27063250$        | $2855338489/38550000$      | $99309721250000$           | $149091581062500$         | $2343132550000000/3354000$ |
| 8  | $331321/13485$             | $38012825/27063250$        | $33552711440000$           | $3458628387600000$         | $29503642647297861$       | $59330434267896000000$    |
| 9  | $1108671/771875$           | $272250/27063250$          | $24206550871250$           | $13245311790030625$        | $59651253314899000000$    | $1806736031489000000000$  |
| 10 | $823106103/642329133$      | $39838666186/3261346677$   | $26978320060633$           | $55679110372163449$        | $4925573991370512435781$  | $32656859499999999500000$ |
| 11 | $259419989/188377722$      | $188381657491/124722534777$| $26978320060633$           | $140051473831634121$       | $26425244915272378841$    | $8296648189919314876160$  |
| 12 | $170628886256/158771909$   | $38928816847663/250923510148$| $31867130510287135529$     | $1943079226603534401217$   | $43810081435834225673818$ | $326568594999999995000000$|
| 13 | $81923144117$              | $2718612928907/118839604558$| $477286324602173/864710886250$| $2638410221742849859$      | $87508084307042985006$    | $3043456273854988526600411$|
| 14 | $55834152971/512578125000$ | $58026827555050$           | $3158751518050625$         | $96710371240097950$        | $41947538842120086525$    | $186699516643901091286025$|
| 15 | $423924529011307$          | $598133423455190$          | $633084302711853801$       | $335773911742074289697$    | $357582952842271971000787$| $1738380118832194195980787$|