Integral equation approach for the analysis of high-power semiconductor optical amplifiers
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Abstract: For the first time, an integral equation approach for the numerical assessment of Semiconductor Optical Amplifiers (SOAs) is proposed. Performance comparisons between the suggested formulation and the traditional transfer matrix method are carried out in terms of the computation costs in solving the multi-wave mixing process in bi-directional, high-power SOAs. Computation efficiency improvement by more than an order of magnitude was observed with the proposed formulation, achieving better accuracy at equivalent spatial resolution.
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1. Introduction
Steady-state, frequency-domain analysis is one of the most powerful approaches in the precise assessment of nonlinear signal interactions (such as four-wave mixing) in Semiconductor Optical Amplifiers (SOAs). To find the solution of the given problem, traditional approaches rely on the coupled differential equations for the SOAs [1, 2, 3]. In the real implementation, the intensity / phase values of the waves are sequentially calculated along the propagation axis, with the corresponding carrier density distributions at each gain segments of the SOA. When a large number of signal waves or gain segments is necessary for the increased spectral resolution / convergence of the signal, much higher degree of calculation efforts are often required, occasionally with repetitive iteration procedures (e.g., for bi-directional SOAs [4]).

Based on coupled differential equations, other types of optical amplifiers (e.g., fiber Raman amplifier, FRA) [5] traditionally have also experienced some fundamental difficulties in their numerical assessment - slow convergence and limited accuracy. Recently, a meaningful advance has been made for the assessment of FRA solution, drastically reducing...
the computation cost. Based on a novel integral/matrix formulation for the fiber Raman-amplifier problem, more than two orders of reduction in the computation cost was demonstrated; also enabling the successful application to the inverse problem of FRA gain design [6, 7]. In this approach, solutions were sought along the iteration axis - starting with the analytically determined, seed wave values (defined over all the amplifier segments), and then iteratively multiplying two-dimensional transfer matrices (segment and wave, elements determined from lower-order iteration results).

In this paper, we apply the integral equation formalism to the multi-wave, bi-directional high-power SOA problem including nonlinear interactions, and also address the key differences between SOA and FRA in the equations and solution searching process. Results show greater than 30~500 times improvement in computational efficiency, when compared to the traditional differential equation-based approaches for the SOA solution.

2. Formulation

We start from the familiar coupled wave equation for SOA [8],

\[
\frac{da_i}{dz} = \frac{1}{2} g_i(N) \left[ (1 - j\alpha)a_i - \sum_{m=cpp,shb,chs} \sum_{i,j,k} \left( \frac{1 - j\beta_m\epsilon_m}{1 + j\Delta \omega_m \tau_m} a_i^* a_j a_k \right) \right] - \frac{g_{sc} a_i}{2}
\]

(1)

where coefficients \( a_i(z) \) the complex amplitudes of the signal fields at the frequency \( \omega_i \), \( z \) the propagation axis, \( N \) the carrier density, \( g_i(N) \) the modal gain, \( \alpha \) the linewidth enhancement factor, and \( g_{sc} \) is the scattering loss per unit length. \( \epsilon_m \)'s are inverse saturation powers from the nonlinearity, \( \beta_m \)'s are equivalent linewidth enhancement factors accounting for gain and index modulation at all frequencies, and \( \tau_m \)'s are relaxation times associated with various nonlinear processes, such as carrier population pulsation (\( m=cpp \)), spectral hole burning (\( m=shb \)), and carrier heating (\( m=ch \)) [8]. Summation on subscripts \( i, j, k \) were made to consider the wave component generated at the frequency \( \omega_i \) through the four-wave-mixing effect in the SOA (\( \Delta \omega_i = \omega_i - \omega_0 = \omega_k - \omega_0 \)).

![Fig. 1. Schematic diagrams comparing the multi-wave SOA analysis method based on (a) coupled differential equation, and (b) suggested integral equation method](image)

The integral equation formulation is now obtained by integrating Eq. (1) over the propagation axis, \( z \); and is given by
where

\[ a_j(z) = a_j(0) + \int_0^z \frac{1}{\sigma} g_j(N) \left[ (1 - j \alpha) a_j - \sum_{m} \left( \frac{1 - j \beta_m}{1 + j \Delta \omega_m \tau_m} a_m^* a_j a_j^* \right) \right] - \frac{\gamma_n a_j}{2} dz \]  

(2)

To solve the above equation, we assume an adiabatic process and utilize the iteration procedure. After \( n \) iterations, Eq. (2) becomes

\[ a_j^{(n)}(z) = a_j^{(n-1)}(0) + \int_0^z \frac{1}{\sigma} g_j(N) \left[ (1 - j \alpha) a_j^{(n-1)} - \sum_{m} \left( \frac{1 - j \beta_m}{1 + j \Delta \omega_m \tau_m} a_m^{(n-1)} a_j^{(n-1)} a_j^{(n-1)*} \right) \right] - \frac{\gamma_n a_j^{(n-1)}}{2} dz \]  

(3)

Further, dividing the SOA length with \( x \) units of elemental segments (of length \( \Delta z \), Fig. 1), we now successfully convert Eq. (3) into a matrix form (for \( y \) number signals for each direction),

\[ A^n = F^{(n-1)} T \]  

(4)

where \( n \) is the iteration number, and \( A, F, \) and \( T \) are defined as,

\[ A^n = \begin{bmatrix} a_1 \cdots a_n \end{bmatrix}, \quad F^n = \begin{bmatrix} F_1 \cdots F_n \end{bmatrix}, \quad T = \begin{bmatrix} T \quad T \end{bmatrix} \]

(5)

\[ A^n = \begin{bmatrix} a_1(0) & \cdots & a_n(x \Delta z) \\ \vdots & \ddots & \vdots \\ a_1(0) & \cdots & a_n(x \Delta z) \end{bmatrix}, \quad A^n = \begin{bmatrix} a_1(0) & \cdots & a_n(x \Delta z) \\ \vdots & \ddots & \vdots \\ a_1(0) & \cdots & a_n(x \Delta z) \end{bmatrix} \]

(6)

\[ f(z) = \frac{1}{2} g_j(N) \left[ (1 - j \alpha) a_j - \sum_{m} \left( \frac{1 - j \beta_m}{1 + j \Delta \omega_m \tau_m} a_m^* a_j a_j^* \right) \right] - \frac{\gamma_n a_j}{2} \Delta z \]

(7)

Based on above construction, the numerical solution of the SOA problem can be obtained from the following process [also refer Fig. 1(b)].

**Step 0.** Initialize \( A^0 \) for all segments, assuming transparent SOA.

**Step I.** Calculate \( F^0 \) using \( A^0 \).

**Step II.** Obtain \( A^n = F^{(n-1)} T \).

**Step III.** Repeat step I & II for higher numbers of \( n \), with Eq. (6) and \( A^n = F^{(n-1)} T \).

After a sufficient number of iterations, the final solution \( A^n \) can be obtained, converging to the exact value. It is important to note here that, for the conventional coupled differential equation based approach, solutions are obtained for each segment in a sequential manner, while their values are repeatedly updated as the iteration procedure continues [Fig. 1(a)]. In contrast, the proposed formulation uses the full set of wave information (at every segment and wavelength) from the previous iterations (with \( F^{(n-1)} \)) - enabling a simpler and much faster calculation (note
that the information on the SOA segments are updated with simple multiplication of two-dimensional matrices—without the need of solving differential equations for each segment).

The practical implementation of the above process to the SOAs is different from the integral equation for the FRAs, and here we note: 1: the convolution process in Eq. (3) can be treated as a vector product in the Fourier domain (with an additional inverse Fourier transform step) for faster calculation. 2: the carrier density N (absent for FRAs) needs to be calculated for each segment, and 3: for sufficiently small signal, variations in the signal phase have to be ignored (when amplitude of the wave is too small, the phase becomes too sensitive to the amplitude change caused by interactions with other waves, and leads to oscillation).

3. Results

To verify the accuracy of the algorithm, we compared our result against the previous report on the SOA multi-wave-mixing process [8]. SOA parameters were taken from the same reference. As can be seen in Fig. 2, perfect match in the result was obtained between the previous approach and proposed integral equation method, over the whole wavelength range. Worth to note, with the Runge-Kutta method, it took approximately 1.5 seconds with a 2-GHz desktop processor to obtain the one-way result. This result is consistent with the calculation time reported in the previous art [8], when considering the difference in the processor speed.

Fig. 2. Comparison of the result with previous publication (Ref. [8])

Still, for SOAs operating at higher driving currents and larger input signal power, different response curves were observed for those two methods, when tested with the same number (10) of SOA segments (Fig. 3: forward/backward input power = 10/8 dBm at 1549.2/1550.8 nm. 0.04 nm resolution. SOA input/output coupling loss = 4 dB). Signal power/carrier density distributions in SOA at 500 mA of driving current is also shown in Fig. 4. With the finite difference method, more than 2,000 SOA segments were necessary to reach the final solution.
However, with the proposed integral equation method, only 10 SOA segments were necessary to obtain the final, converged solution with much less computation time.

---

**Fig. 4.** Field distribution (left) and carrier density (right) in the SOA (Dark square + dotted line: finite difference method with 10 segments, Hollow circle + dotted line: proposed integral equation method with 10 segments, Solid line: finite difference method, 2000 SOA segments)

**Fig. 5.** Forward / backward signal power distributions in the SOA cavity Upper graphs: Forward (left) / Backward (right) waves solved with differential equation Lower graphs: Forward (left) / Backward (right) waves solved with integral equation

To investigate the convergence behavior, we plot in Fig. 5 the signal power distributions in the SOA at the different stages of the iteration process. The solution obtained by using 2,000 SOA segments with the finite difference method agreed very well with the solution of the integral equation method (10 segments, 20 iterations), and therefore we took it as an exact reference datum. In contrast to the proposed integral equation method for which the signal
power distribution converges to the exact value uniformly over the whole SOA length, the differential equation method exhibited a slow asymptotic convergence to the exact solution at the input section (or output, depending on the direction of solution search) of the SOA. Roughly stated, this is because, with our approach, the update on the wave information at each local segments is made utilizing the previous states (signal power, phase, and carrier density in the transfer matrix) of the SOA, for the whole section of SOA at the same time - rather than sequentially updating the wave along the propagation direction (case of differential equation method), from the states of previous SOA segments. In this sense, the proposed iteration process better mimics the real SOA dynamics, and thus considered to exhibit much efficient convergence with reduced error.

Finally, to detail the relationship between the convergence/computation cost and the number of SOA segments used in the simulation, we plot in Fig. 6 the output power convergence error and the required computation time as a function of SOA segmentation (The SOA operating condition is identical to that of Figs. 3, 4, and 5. output power = 14.8 dBm/13.8 dBm for forward/backward signal). As clearly can be seen, with the integral method, the output power of the SOA converges to its limiting value much faster (0.7 seconds, error < 0.0012dB), with a much less number of SOA segments (6), when compared to the previous finite difference method (352 seconds, error < 0.0012dB, with 2,000 segments). More than five hundred times faster, and precise numerical assessment of the result was achieved. It is worth to note that, even when compared to the differential equation solving based on higher orders of approximation/coding effort (Runge-Kutta with $4^{th}$ order), ~30 times faster assessment of the result was possible when using the proposed approach.

\[ \text{CPU} = 2 \text{GHz Pentium IV} \]

Fig. 6. Convergence error (forward output power) and required computation time plotted as a function of number of SOA segments (driving current = 500mA. Dash: finite difference method [4], Dash dot: Runge-Kutta, Solid line: proposed integral equation method)

4. Conclusion

For the first time, we demonstrated that it is possible to apply the integral equation method to the analysis of multi-wave, high power, bi-directional SOAs. Solutions were sought along the iteration axis from the analytically-determined seed wave and subsequential multiplication of transfer matrices. Comparisons are carried out in terms of computation expenses between the suggested formulation and traditional differential-equation approach. Results show greater than 30-500 times improvement in the computation efficiency for the proposed method, when compared to the traditional/improved Runge-Kutta coupled differential equation methods. The application of the proposed formulation can be found in the faster and precise characterization of SOA response curves, for example, calculating the L-I curve of high-power SOAs, which involve wide range (numbers) of operating condition/driving currents.
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