Abstract—We propose the Terminating-Random Experiments (T-Rex) selector, a fast variable selection method for high-dimensional data. The T-Rex selector controls a user-defined target false discovery rate (FDR) while maximizing the number of selected variables. This is achieved by fusing the solutions of multiple early terminated random experiments. The experiments are conducted on a combination of the original predictors and multiple sets of randomly generated dummy predictors. A finite sample proof based on martingale theory for the FDR control property is provided. Numerical simulations confirm that the FDR is controlled at the target level while allowing for high power. We prove that the dummies can be sampled from any univariate probability distribution with finite expectation and variance. The computational complexity of the proposed method is linear in the number of variables. The T-Rex selector outperforms state-of-the-art methods for FDR control in numerical experiments and on a simulated genome-wide association study (GWAS), while its sequential computation time is more than two orders of magnitude lower than that of the strongest benchmark methods. The open source R package TReXSelector containing the implementation of the T-Rex selector is available on CRAN.
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I. INTRODUCTION AND MOTIVATION

Determining the set of active signals or variables is crucial, e.g., in detection [1]–[3], antenna array processing [4], distributed learning [5], portfolio optimization [6], and robust estimation [7]–[11]. In this work, we focus on genome-wide association studies (GWAS) [12], where only a few common genetic variations called single nucleotide polymorphisms (SNPs) among potentially millions of candidates are associated with a phenotype (e.g., disease) of interest [12]. To enable reproducible discoveries, it is essential that (i) the proportion of falsely selected variables among all selected variables is low while (ii) the proportion of correctly selected variables among all true active variables is high. The expected values of these quantities are referred to as the false discovery rate (FDR) and the true positive rate (TPR), respectively. Without FDR control, expensive functional genomics studies and biological laboratory experiments are wasted on researching false positives [13]–[16].

Establishing FDR control in high-dimensional settings is challenging and, unfortunately, established FDR-controlling methods for low-dimensional data, e.g., [17]–[19], do not apply to high-dimensional settings. In recent years, the model-X knockoff method [20] and derandomized versions thereof [21], [22] have been proposed. However, they are computationally demanding. In fact, creating knockoff predictors that mimic the covariance structure of the original predictors renders them infeasible for settings beyond a few thousand variables (see Figure 1). Moreover, the original derandomized knock-
offs approach controls the conservative per family error rate (PFER) and the k-family-wise error rate (k-FWER) but does not consider the less conservative FDR metric [21]. Only the derandomized approach based on e-values controls the FDR [22]. Nevertheless, the need for running the model-X knockoff method multiple times renders both derandomized knockoffs approaches practically infeasible for large-scale high-dimensional settings.

Alternative FDR-controlling approaches that rely on conditional randomization test (CRT) p-values [20] are computationally significantly more demanding than the model-X knockoff methods (see [20] for a discussion), which renders them infeasible in even relatively small settings (i.e., \( p \approx 1,000 \) candidate variables).

Related lines of research on error-controlled high-dimensional variable selection are centered around stability selection methods [23], [24], data-splitting methods [25]–[28], and post-selection inference [29]–[32].

In this work, we propose the Terminating-Random Experiments (T-Rex) selector, a scalable framework (see Section II-C) that turns forward variable selection methods into FDR-controlling methods. The T-Rex selector fuses the solutions of \( K \) early terminated random experiments, in which original and dummy variables compete to be selected in a forward variable selection process. It utilizes dummies in a fundamentally different manner than existing methods (e.g., [33]–[35]), which are not designed for FDR control. The T-Rex calibration algorithm automatically determines its parameters, i.e., (i) the number of generated dummies \( L \), (ii) the number of included dummies before terminating the random experiments \( T \), and (iii) the voting level in the fusion process, such that the FDR is controlled at the target level.

Our main theoretical results are summarized as follows:

1. Using martingale theory [36], we provide a finite sample FDR control proof (Theorem 1) that applies to low- \(( p \leq n )\) and high-dimensional \(( p > n )\) settings.
2. We prove that, for the T-Rex selector, the dummies can be sampled from any univariate distribution with finite mean and variance (Theorem 2). This is a fundamentally new result, and it does not hold for, e.g., knockoff methods [19], [20] that require mimicking the covariance structure of the predictors, which is computationally expensive (see Figure 7 in the supplementary materials).
3. We also prove that the proposed calibration algorithm is optimal in the sense that it maximizes the number of selected variables while controlling the FDR at the target level (Theorem 3).

The major advantages compared to existing methods are:

1. The computation time of the T-Rex selector is multiple orders of magnitude lower compared to that of the current benchmark method (see Figure 1). Its complexity stems from the computation of \( K \) terminated random experiments with expected complexity \( \mathcal{O}(np) \) (see Appendix E in the supplementary materials).
2. As inputs, the T-Rex selector requires only the data and the target FDR level. The tuning of the sparsity parameter for Lasso-type methods [37]–[40] is no longer required when incorporating them into the T-Rex selector framework.

In summary the T-Rex selector is, to the best of our knowledge, the first multivariate high-dimensional FDR-controlling method that scales to millions of variables in a reasonable amount of computation time (see Figure 1), which makes it a suitable method for large-scale GWAS, i.e., our major use-case. The open source R software packages TrexSelector [41] and tlars [42] contain the implementation of the proposed T-Rex selector.

Notation: Column vectors and matrices are denoted by boldface lowercase and uppercase letters, respectively. Scalars are denoted by non-boldface lowercase or uppercase letters. With the exceptions of \( N \) and \( \emptyset \), which stand for the normal distribution and the empty set, respectively, sets are denoted by calligraphic uppercase letters, e.g., \( A \) with \(| A |\) denoting the associated cardinality. The symbols \( E \) and \( \text{Var} \) denote the expectation and the variance operator, respectively.

Organization: The remainder of this paper is organized as follows: Section II introduces the methodology of the proposed T-Rex selector. Section III presents the main theoretical results regarding the properties of the proposed method and its algorithmic details. Section IV discusses the results of numerical simulations while Section V evaluates the performances of the proposed T-Rex selector and the benchmark methods on a simulated genome-wide association study (GWAS). Section VI concludes the paper. Technical proofs, numerical verifications, additional simulations, and other appendices are deferred to the supplementary materials.

II. THE T-REX SELECTOR

This section introduces the proposed T-Rex selector. First, a mathematical formulation of the FDR and TPR is given and some forward variable selection methods that are used within the T-Rex selector are briefly revisited. Then, the underlying methodology is described and the optimization problem of calibrating the T-Rex selector to perform FDR control at the target level is formulated.

A. FDR and TPR

The FDR and TPR are expressed mathematically as follows:

Given the index set of the active variables \( A \subseteq \{ 1, \ldots, p \} \), where \( p \) is the number of candidate variables, and the index set of the selected active variables \( \hat{A} \subseteq \{ 1, \ldots, p \} \), the FDR and the TPR are defined by

\[
\text{FDR} := \mathbb{E} \left[ \frac{|\hat{A} \setminus A|}{1 \vee |\hat{A}|} \bigg| A \right] \quad \text{and} \quad \text{TPR} := \mathbb{E} \left[ \frac{|A \cap \hat{A}|}{1 \vee |\hat{A}|} \bigg| A \right],
\]

(1)

respectively, where \(| \cdot |\) denotes the cardinality operator and the symbol \( \vee \) stands for the maximum operator, i.e., \( a \vee b = \max\{a, b\} \), \( a, b \in \mathbb{R} \).

Note that by definition the FDR and TPR are zero when \(|\hat{A}| = 0\) and \(|A| = 0\), respectively. While the FDR and the TPR of an oracle variable selection procedure [17] is zero when \(|\hat{A}| = 0\) and \(|A| = 0\), the symbol \( \hat{A} \) stands for the maximum operator, i.e., \( a \vee b = \max\{a, b\} \), \( a, b \in \mathbb{R} \).

1Note that by definition the FDR and TPR are zero when \(|\hat{A}| = 0\) and \(|A| = 0\), respectively. While the FDR and the TPR of an oracle variable selection procedure
are 0% and 100%, respectively, in practice, a tradeoff must be accomplished.

B. High-Dimensional Variable Selection Methods

The T-Rex selector framework is versatile in the sense that it can incorporate many different forward selection algorithms. In this paper, we will focus on Lasso-type methods [37], [39], [40], [44] and especially the LARS algorithm [38]. Although, in general, the FDR control proof of the T-Rex selector (see Section III-A) does not assume a linear relationship between the explanatory variables and the response variable, we will introduce the linear regression model because it is required by the high-dimensional forward variable selection methods that are considered in this paper.

The linear regression model is defined by

\[ y = X\beta + \epsilon, \]  

(2)

where \( X = [x_1 \ x_2 \ \cdots \ x_p] \) with \( x_j \in \mathbb{R}^n, j = 1, \ldots, p, \) is the fixed predictor matrix containing \( p \) predictors and \( n \) observations, \( y \in \mathbb{R}^n \) is the response vector, \( \beta \in \mathbb{R}^p \) is the parameter vector, and \( \epsilon \sim \mathcal{N}(0, \sigma^2 I) \), with \( I \) being the identity matrix, is an additive Gaussian noise vector with standard deviation \( \sigma \). Variables whose associated coefficients in \( \beta \) are non-zero (zero) are called actives or active variables (nulls or null variables).

To obtain a sparse estimate \( \hat{\beta} \) of \( \beta \), sparsity-inducing methods, such as the Lasso [37] and related methods [38]–[40], [44], can be used. The Lasso solution is defined by

\[ \hat{\beta}(\lambda) = \arg\min_{\beta} \frac{1}{2}||y - X\beta||^2_2 + \lambda||\beta||_1, \]  

(3)

where \( \lambda > 0 \) is a tuning parameter that controls the sparsity of \( \hat{\beta} \). Throughout this paper, we will use the closely related LARS algorithm [38] as a forward variable selection method to conduct the random experiments of the T-Rex selector. The solution path of the Lasso over \( \lambda \) is efficiently computed by applying a slightly modified LARS algorithm. That is, instead of adding one variable at a time based on the highest correlation with the current residual, the Lasso modification requires the removal of previously added variables when the associated coefficients change their sign [38]. However, removed variables can enter the solution path again in later steps. Since the solution paths are terminated early by the T-Rex selector, there are only very few or even no zero crossings at all along the early terminated solution paths and, thus, in most cases, the Lasso in (3) and the LARS algorithm produce very similar or exactly the same solution paths when they are incorporated into the T-Rex selector.

C. The T-Rex Selector: Methodology

The general methodology underpinning the T-Rex selector consists of several steps that are illustrated in Figure 2. In the following, we will introduce the framework and the notation, which will be crucial for understanding why the T-Rex selector efficiently controls the FDR at the target level:

Step 1: Generate \( K > 1 \) dummy matrices \( \tilde{X}_k, k = 1, \ldots, K, \) each containing \( L \geq 1 \) dummy predictors that are sampled from a standard normal distribution.

Step 2: Append each dummy matrix to the original predictor matrix \( X \), resulting in the enlarged predictor matrices

\[ \tilde{X}_k := [X \ \tilde{X}_k] \]

\[ = [x_1 \ \cdots \ x_p \ \tilde{x}_{k,1} \ \cdots \ \tilde{x}_{k,L}], \]

\( k = 1, \ldots, K, \)

where \( \tilde{x}_{k,1}, \ldots, \tilde{x}_{k,L} \) are the dummies (see Figure 3).

Step 3: Apply a forward variable selection procedure to \( \{\tilde{X}_k, y\}, k = 1, \ldots, K \). For each random experiment, terminate the forward selection process after \( T \geq 1 \) dummy variables are included. This results in the candidate active sets \( C_{k,L}(T), k = 1, \ldots, K \). After terminating the forward selection process remove all dummies from the candidate active sets.

Step 4: Iteratively increase \( T \) and carry out Step 3 until FDP (i.e., a conservative estimate of the proportion of false discoveries among all selected variables) exceeds the target FDR level \( \alpha \in [0, 1] \). The calibration process for determining FDP and the optimal values \( v^* \) and \( T^* \) such that the FDR is controlled at the target level \( \alpha \in [0, 1] \) while maximizing the number of selected variables is derived in Section III.

Step 5: Fuse the candidate active sets to determine the estimate of the active set \( \hat{A}_L(v^*, T^*) \). The fusion step is based on the relative occurrence of the original variables:

**Definition 1** (Relative occurrence). Let \( K \in \mathbb{N}_+ \setminus \{1\} \) be the number of random experiments, \( L \in \mathbb{N}_+ \) the number of dummies, and \( T \in \{1, \ldots, L\} \) the number of included dummies after which the forward variable selection process in each random experiment is terminated. The relative occurrence of variable \( j \in \{1, \ldots, p\} \) is defined by

\[ \Phi_{T,L}(j) := \begin{cases} \frac{1}{K} \sum_{k=1}^{K} \mathbb{1}_k(j, T, L), & T > 1, \\ 0, & T = 0 \end{cases} \]

where \( \mathbb{1}_k(j, T, L) \) is the indicator function for which

\[ \mathbb{1}_k(j, T, L) = \begin{cases} 1, & j \in C_{k,L}(T) \\ 0, & \text{otherwise} \end{cases} \]

All variables whose relative occurrences at \( T = T^* \) exceed the voting level \( v^* \in [0.5, 1] \) are selected and the estimator of the active set is defined by

\[ \hat{A}_L(v^*, T^*) := \{j : \Phi_{T^*,L}(j) > v^*\}. \]  

(4)

3Since we use the LARS method throughout this paper, variables can only be included but not dropped along the solution paths. Nevertheless, the T-Rex selector can also incorporate forward selection methods that remove some previously included variables from the candidate set along the solution path (e.g., Lasso). For such methods, the number of currently active dummies can decrease along the solution path. However, because the solution paths are terminated after \( T \) dummies are included for the first time, there is no ambiguity regarding the step in which the forward selection process ends.
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Figure 2: Simplified overview of the T-Rex selector framework: For each random experiment \( k \in \{1, \ldots, K\} \), the T-Rex selector generates a dummy matrix \( \tilde{X}_k \) containing \( L \) dummies and appends it to \( X \) to obtain the enlarged predictor matrix \( \tilde{X}_k = [X \tilde{X}_k] \). With \( \tilde{X}_k \) and the response \( y \) as inputs, a forward variable selection method is applied to obtain the candidate sets \( C_{1,L}(T), \ldots, C_{K,L}(T) \), where \( T \) is iteratively increased from one until \( \hat{F}_D \) (i.e., an estimate of the proportion of false discoveries among all selected variables that is determined by the calibration process) exceeds the target FDR level \( \alpha \in [0, 1] \). Finally, a fusion procedure determines the selected active set \( \hat{A}_L(v^*, T^*) \) for which the calibration procedure provides the optimal parameters \( v^* \) and \( T^* \), such that the FDR is controlled at the target level \( \alpha \) while maximizing the number of selected variables.

\[ \tilde{X}_k = [X \tilde{X}_k] = \begin{bmatrix} X & \tilde{X}_k \end{bmatrix} \]

Figure 3: The enlarged predictor matrices \( \tilde{X}_k \), \( k = 1, \ldots, K \), replace the original predictor matrix \( X \) in each random experiment within the T-Rex selector framework. They contain the original and the dummy predictors. The index set of the active variables and the index set of the null variables are denoted by \( \bar{A} \) and \( \bar{Z} \), respectively. The number of active variables and the number of null variables are denoted by \( p_1 := |\bar{A}| \) and \( p_0 := |\bar{Z}| \), respectively.

The details of how the calibration process determines \( T^* \) and \( v^* \) such that, for any choice of \( L \), the T-Rex selector controls the FDR at the target level while maximizing the number of selected variables are deferred to Section III-C. Moreover, an extension to the calibration process to jointly determine \( T^* \) \( v^* \) \( L \) is also proposed in Section III-C. The number of random experiments \( K \) is not subject to optimization. However, choosing \( K \geq 20 \) provides excellent empirical results and we never observed notable improvements for \( K \geq 100 \).

An example that helps in developing an intuition for the three main ingredients of the T-Rex selector, which are (i) sampling dummies from a univariate distribution, (ii) early terminating the solution paths of the random experiments, and (iii) fusing the candidate sets based on relative occurrences, is deferred to Appendix B in the supplementary materials.

D. Problem Statement

An optimization problem formalizing the task of selecting as many true positives as possible while controlling the FDR at the target level is formulated. We start with some remarks on notation followed by definitions of the FDR and the TPR, which particularize the generic definitions in (1) for the T-Rex selector. For better readability, from now on, the arguments \( T \) and \( L \) of the estimator of the active set are dropped, i.e., \( \hat{A}(v) := \hat{A}_L(v, T) \), except when referring specifically to the set in (4) for which the values \( v^* \) and \( T^* \) result from the calibration that will be discussed in Section III. Note that the term “included candidates” refers to the variables that were picked (and not dropped) along the solution path of each random experiment while the term “selected variables” refers to the variables whose relative occurrences exceed the voting level \( v \in [0, 5, 1] \).

**Definition 2** \((V_{T,L}(v), S_{T,L}(v) \) and \( R_{T,L}(v))\). The number of selected null variables \( V_{T,L}(v) \), the number of selected active variables \( S_{T,L}(v) \), and the number of selected variables \( R_{T,L}(v) \) are defined, respectively, by

\[
V_{T,L}(v) := |\hat{A}^0(v)| := |\{null : \Phi_{T,L}(j) > v\}|
\]

\[
S_{T,L}(v) := |\hat{A}^1(v)| := |\{active : \Phi_{T,L}(j) > v\}|
\]

\[
R_{T,L}(v) := V_{T,L}(v) + S_{T,L}(v) = |\hat{A}(v)|.
\]

The FDR and TPR expressions in (1) are rewritten using Definition 2 as follows:

---

4Instead of fixing the number of random experiments, it could be increased until the relative occurrences \( \Phi_{T,L}(j), j = 1, \ldots, p \), converge. However, since a significant reduction of computation time is achieved by executing the independent random experiments in parallel on multicore computers or high-performance clusters, fixing \( K \) to a multiple of the number of available CPUs is preferable.
**Definition 3 (FDP and FDR).** The false discovery proportion (FDP) is defined by

\[ \text{FDP}(v, T, L) := \frac{V_{T,L}(v)}{R_{T,L}(v)} \vee 1 \]

and the FDR is defined by

\[ \text{FDR}(v, T, L) := \mathbb{E}[\text{FDP}(v, T, L)], \]

where the expectation is taken with respect to the noise in (2).

**Definition 4 (TPP and TPR).** The true positive proportion (TPP) is defined by

\[ \text{TPP}(v, T, L) := \frac{S_{T,L}(v)}{p_1} \vee 1 \]

and the TPR is defined by

\[ \text{TPR}(v, T, L) := \mathbb{E}[\text{TPP}(v, T, L)], \]

where the expectation is taken with respect to the noise in (2).

**Remark 1.** Note that if \( R_{T,L}(v) \) is equal to zero, then \( V_{T,L}(v) \) is zero as well. In this case, the denominator in the expression for the FDP is set to one and, thus, the FDP becomes zero. This is a reasonable solution to the “0/0" case, because when no variables are selected there exist no false discoveries. Similarly, when there exist no true active variables among the candidates, i.e. \( p_1 = S_{T,L}(v) = 0 \), the TPP equals zero.

A major result of this work is to determine \( T^* \) and \( v^* \), such that, for any fixed \( L \in \mathbb{N}_+ \), the T-Rex selector maximizes \( \text{TPR}(v, T, L) \) while provably controlling \( \text{FDR}(v, T, L) \) at any given target level \( \alpha \in [0,1] \). In practice, this amounts to finding the solution of the optimization problem

\[
\max_{v,T} \text{TPP}(v, T, L) \quad \text{s.t.} \quad \widehat{\text{FDP}}(v, T, L) \leq \alpha, \tag{5}
\]

which is equivalent to

\[
\max_{v,T} S_{T,L}(v) \quad \text{s.t.} \quad \widehat{\text{FDP}}(v, T, L) \leq \alpha \tag{6}
\]

because \( p_1 \) is a constant. Note that \( \widehat{\text{FDP}}(v, T, L) \) is a conservative estimator of \( \text{FDP}(v, T, L) \), i.e., it holds that

\[
\text{FDR}(v, T, L) = \mathbb{E}[\text{FDP}(v, T, L)] \leq \mathbb{E}[\widehat{\text{FDP}}(v, T, L)] = \widehat{\text{FDR}}(v, T, L).
\]

The details of the conservative FDP estimator are discussed in Section III. Since we cannot observe \( S_{T,L}(v) \), it is replaced by \( R_{T,L}(v) \). This results in the final optimization problem:

\[
\max_{v,T} R_{T,L}(v) \quad \text{s.t.} \quad \widehat{\text{FDP}}(v, T, L) \leq \alpha. \tag{7}
\]

In words: The T-Rex selector maximizes the number of selected variables while controlling a conservative estimator of the FDP at the target level \( \alpha \).

In Section III, it is shown that the T-Rex selector efficiently solves (7) and that any solution of (7) is a feasible solution of (5) and (6).

### III. Main Results

This section contains our main results about the proposed T-Rex selector, which concern: FDR-control (Theorem 1), dummy generation (Theorem 2), and the optimal calibration algorithm (Theorem 3). We use martingale theory [36] to prove the FDR control property of the T-Rex selector. The developed FDR control theory relies on standard assumptions that are extensively verified especially for GWAS, i.e., the main use-case of this paper (see Appendices F, G, and J in the supplementary materials). Additionally, the computational complexity of the T-Rex selector, which stems from the computation of \( K \) terminated random experiments with expected complexity \( \mathcal{O}(np) \), is derived in Appendix E in the supplementary materials.

### A. FDR Control

In Definition 1, the relative occurrence \( \Phi_{T,L}(j) \) of the \( j \)-th candidate variable has been introduced. It can be decomposed into the changes in relative occurrence, i.e.,

\[
\Phi_{T,L}(j) = \sum_{t=1}^{T} \Delta \Phi_{t,L}(j), \quad j = 1, \ldots, p, \tag{8}
\]

where \( \Delta \Phi_{t,L}(j) := \Phi_{t,L}(j) - \Phi_{t-1,L}(j) \) is the change in relative occurrence from step \( t - 1 \) to \( t \) for variable \( j \). Since the active and the null variables are interspersed in the solution paths of the random experiments, some null variables might appear earlier on the solution paths than some active variables. Therefore, it is unavoidable that the \( \Delta \Phi_{t,L}(j) \)'s of the null variables are inflated along the solution paths of the random experiments. Moreover, we observe interspersion not only for active and null variables but also for dummies, which is expected since dummies can be interpreted as flagged null variables.

The above considerations motivate the definition of the deflated relative occurrence to harness the information about the fraction of included dummies in each step along the solution paths in order to deflate the \( \Delta \Phi_{t,L}(j) \)'s of the null variables and, therefore, account for the interspersion effect.

**Definition 5 (Deflated relative occurrence).** The deflated relative occurrence of variable \( j \) is defined by

\[
\Phi'_{T,L}(j) := \sum_{t=1}^{T} \left( 1 - p - \sum_{q=1}^{p} \Phi_{t,L}(q) \frac{1}{L - (t - 1)} \sum_{q \in \bar{A}(0.5)} \frac{1}{\Delta \Phi_{t,L}(q)} \right) \Delta \Phi_{t,L}(j), \quad j = 1, \ldots, p.
\]

\(^5\)When using a forward selection method within the T-Rex selector framework that does not drop variables along the solution path (e.g. LARS), all \( \Phi_{t,L}(j) \)'s are non-decreasing in \( t \) and, therefore, \( \Delta \Phi_{t,L}(j) \geq 0 \) for all \( j \). In contrast, when using forward selection methods that might drop variables along the solution path (e.g. Lasso), the \( \Phi_{t,L}(j) \)'s might decrease in \( t \) and, therefore, \( \Delta \Phi_{t,L}(j) \)'s can be negative. Nevertheless, the relative occurrence \( \Phi_{T,L}(j) \) is non-negative for all \( j \) and any forward selection method.

\(^6\)Many researchers have observed that active and null variables are interspersed in solution paths obtained from sparsity-inducing methods, such as the LARS algorithm or the Lasso [19], [46].
In words: The deflated relative occurrence is the sum over the deflated $\Delta \Phi_{t,L}(j)$'s from step $t = 1$ until step $t = T$. As detailed and intuitively explained in Appendix C in the supplementary materials, the $\Delta \Phi_{t,L}(j)$'s are multiplied by a deflation factor that takes into account the ratio between the fraction of selected dummies and the fraction of selected candidate variables in each step $t \in \{1, \ldots, T\}$.

Using the deflated relative occurrences, the estimator of $V_{T,L}(v)$, i.e., the number of selected null variables (see Definition 2), and the corresponding FDP estimator are defined as follows:

**Definition 6 (FDP estimator).** The estimator of $V_{T,L}(v)$ is defined by

$$\hat{V}_{T,L}(v) := \sum_{j \in \hat{A}(v)} (1 - \Phi'_{T,L}(j))$$

and the corresponding estimator of $FDP(v, T, L)$ is defined by

$$\hat{FDP}(v, T, L) = \frac{\hat{V}_{T,L}(v)}{R_{T,L}(v)} \vee 1$$

with

$$\hat{FDR}(v, T, L) := E[\hat{FDP}(v, T, L)]$$

being its expected value.

The main idea behind FDR control for the T-Rex selector is that controlling $\hat{FDP}(v, T, L)$ at the target level $\alpha \in [0, 1]$ guarantees that $FDR(v, T, L)$ is controlled at the target level as well. To achieve this, we define $v \in [0.5, 1]$ as the voting level at which $\hat{FDP}(v, T, L)$ is controlled at the target level. Note that $v$ has to be at least 50% to ensure that all selected variables occur in at least more than the majority of the candidate sets within the T-Rex selector.

**Definition 7 (Voting level).** Let $T \in \{1, \ldots, L\}$ and $L \in \mathbb{N}_+$ be fixed. Then, the voting level is defined by

$$v := \inf\{v \in [0.5, 1] : \hat{FDP}(v, T, L) \leq \alpha\}$$

(9)

with the convention that $v = 1$ if the infimum does not exist.\(^7\)

**Remark 2.** Recall that the aim that is stated in the optimization problem in (7) is to select as many variables as possible while controlling $\hat{FDP}(v, T, L)$ at the target level. For fixed $T$ and $L$, this is achieved by the smallest voting level that satisfies the constraint on $\hat{FDP}(v, T, L)$. We can easily see that for any fixed $T$ and $L$, the voting level in (9) solves the optimization problem in (7). The reason is that for any two voting levels $v_1, v_2 \in [0.5, 1]$ with $v_2 \geq v_1$, satisfying the FDP-constraint in (9), it holds that $R_{T,L}(v_1) \geq R_{T,L}(v_2)$.

\(^7\)The voting level can be interpreted as a stopping time. The term ‘stopping time’ stems from martingale theory [36]. In the proof of Lemma 5 in Appendix A in the supplementary materials, it is shown that indeed $v$ is a stopping time with respect to some still to be defined filtration of a still to be defined stochastic process. Note that the convention of setting $v = 1$ if the infimum does not exist ensures that no variables are selected when there exists no triple $(T, L, v)$ that satisfies Equation (9).

**Remark 3.** If $v$, $T$, and $L$ satisfy Equation (9), then the FDP from Definition 3 can be upper-bounded as follows:

$$\hat{FDP}(v, T, L) = \frac{V_{T,L}(v)}{R_{T,L}(v)} \vee 1 \leq \frac{\hat{V}_{T,L}(v)}{V'_{T,L}(v)} \leq \alpha \cdot \frac{V_{T,L}(v)}{V_{T,L}(v)}$$

where $\hat{V}'_{T,L}(v)$, which is supposed to be greater than zero, is defined by

$$\hat{V}'_{T,L}(v) := \hat{V}_{T,L}(v) - \sum_{j \in \hat{A}(v)} (1 - \Phi_{T,L}(j)).$$

Before the FDR control theorem is formulated, we introduce a lemma that contains the backbone of our FDR control theorem, which is rooted in martingale theory [36]:

**Lemma 5.** Define $V := \{\Phi_{T,L}(j) : \Phi_{T,L}(j) > 0.5, j = 1, \ldots, p\}$ and $H_{T,L}(v) := V'_{T,L}(v)$.

Let $F_v := \sigma\{\{V_{T,L}(u)\}_{u \geq v}, \{\hat{V}'_{T,L}(u)\}_{u \geq v}\}$ be a backward-filtration with respect to $v$. Then, for all tuples $(T, L) \in \{1, \ldots, L\} \times \mathbb{N}_+$, $(H_{T,L}(v))_{v \in V}$ is a backward-running supermartingale with respect to $F_v$. That is,

$$E[H_{T,L}(v - \epsilon)] \geq H_{T,L}(v),$$

where

$$\epsilon^*_v := \inf\{\epsilon \in (0, v) : R_{T,L}(v - \epsilon) = R_{T,L}(v) = 1\}$$

with $v \in [0.5, 1)$ and the convention that $\epsilon^*_v = 0$ if the infimum does not exist.

**Proof.** The proof is deferred to Appendix A in the supplementary materials.

**Theorem 1 (FDR control).** Suppose that $\hat{V}'_{T,L}(v) > 0$. Then, for all triples $(T, L, v) \in \{1, \ldots, L\} \times \mathbb{N}_+ \times \{0.5, 1\}$ that satisfy Equation (9) and as $K \rightarrow \infty$, the T-Rex selector controls the FDR at any fixed target level $\alpha \in [0, 1]$, i.e.,

$$FDR(v, T, L) = E[\hat{FDP}(v, T, L)] \leq \alpha.$$

**Proof.** With Lemma 5 and since the stopping time in (9) is adapted to the filtration, i.e., it is $F_v$-measurable, the optional stopping theorem can be applied to upper bound $E[H_{T,L}(v)]$. This yields, as $K \rightarrow \infty$,

$$E[H_{T,L}(v)] \leq E[H_{T,L}(0.5)] = \frac{1}{V'_{T,L}(0.5)} \cdot E[V_{T,L}(0.5)]$$

$$\leq \frac{1}{V'_{T,L}(0.5)} \cdot \frac{T}{L + 1} \cdot p_0 = \frac{T}{L + 1} \cdot p_0 = 1.$$
The first inequality is a consequence of the optional stopping theorem and Lemma 5 and the equation in the first line follows from $\hat{V}_{T,L}(0.5)$ being deterministic as $K \to \infty$. The second line follows from $E[\text{NHG}(p_0 + L, p_0, T)] = T \cdot p_0 / (L + 1)$ and $V_{T,L}(v) \leq \text{NHG}(p_0 + L, p_0, T)$, $v \in [0, 1)$, i.e., $V_{T,L}(v)$ is stochastically dominated by the negative hypergeometric distribution (NHG) with $p_0 + L$ total elements, $p_0$ success elements, and $T$ failures after which a random experiment is terminated (for more details, see Appendix F in the supplementary materials). The third line holds since

$$
\hat{V}_{T,L}(0.5) = \sum_{i=1}^{T} \frac{p_0 - \sum_{q \in \mathbb{Z}} \Phi_{1,L}(q)}{L - (t - 1)} = \sum_{i=1}^{T} \frac{p_0 - \frac{i}{L + 1}}{L - (t - 1)}
$$

$$= \frac{p_0}{L + 1} \sum_{i=1}^{T} L - t + 1 = \frac{T}{L + 1} \cdot p_0,
$$

where the second equation follows from Lemma 3 in Appendix A in the supplementary materials. Finally, it follows

$$FDR(v, T, L) = E[FDP(v, T, L)] \leq \alpha \cdot E[H_{T,L}(v)] \leq \alpha,$$

i.e., FDR control at the target level $\alpha$ is achieved.

**B. Dummy Generation**

As shown in Figure 2, the T-Rex selector generates $L$ i.i.d. dummies for each random experiment by sampling each element of the dummy vectors from the standard normal distribution, i.e.,

$$\hat{x}_l = [\hat{x}_{1,l}, \cdots, \hat{x}_{n,l}]^\top, \text{ where } \hat{x}_{i,l} \sim \mathcal{N}(0, 1),$$

$i = 1, \ldots, n, \ l = 1, \ldots, L$. This raises the question whether dummies can be sampled from other distributions, as well, to serve as flagged null variables. From an asymptotic point of view, i.e., $n \to \infty$, and if some mild conditions are satisfied, the perhaps at first glance surprising answer to this question is that dummies can be sampled from any univariate probability distribution with finite expectation and variance in order to serve as flagged null variables within the T-Rex selector.

We will prove the above statement for any forward selection procedure that uses sample correlations of the predictors with the response or with the current residuals in each forward selection step to determine which variable is included next. Thus, the statement is true, e.g., for the LARS algorithm, Lasso, adaptive Lasso, and elastic net.

Recall that null variables and dummies are not related to the response. For null variables this holds by definition and for dummies this holds because dummies are generated without using any information about the response. Moreover, the sample correlations of the dummies with the response are random. Thus, the higher the number of generated dummies, the higher the probability of including a dummy instead of a null or even a true active variable in the next step of a random experiment. These considerations suggest that only the number of dummies within the enlarged predictor matrices is relevant for the behavior of the forward selection process in random experiment. That is, for $n \to \infty$, the distribution from which the dummies are sampled has no influence on the distribution of the correlation variables

$$\hat{G}_{l,m,k} := \sum_{i=1}^{n} \gamma_{i,m,k} \cdot \hat{x}_{i,l,k},$$

$l \in \mathcal{D}_{m,k}, m \geq 1, k = 1, \ldots, K$, where $\gamma_{i,m,k}$ is the $i$th element of $\gamma_{m,k} := y - X\hat{\beta}_{m,k}$ (i.e., the residual vector in the $m$th forward selection step of the $k$th random experiment) with $\hat{\beta}_{m,k}$ and $\mathcal{D}_{m,k}$ being the estimator of the parameter vector and the index set of the non-included dummies in the $m$th forward selection step of the $k$th random experiment, respectively. Note that $\gamma_{i,k} = y$ for all $k$, since $\hat{\beta}_0 = 0$ for all $k$, i.e., the residual vector in the first step of the forward selection process is simply the response vector $y$. The random variable $\hat{x}_{l,m,k}$ represents the $l$th element of the $l$th dummy within the $k$th random experiment. Summarizing, $\hat{G}_{l,m,k}$ can be interpreted as the weighted sum of the i.i.d. random variables $\hat{x}_{1,l,m,k}, \ldots, \hat{x}_{n,l,m,k}$ with fixed weights $\gamma_{1,m,k}, \ldots, \gamma_{n,m,k}$. With these preliminaries in place, the second main theorem is formulated as follows:

**Theorem 2** (Dummy generation). Let $\hat{x}_{i,l,k}, i = 1, \ldots, n, l \in \mathcal{D}_{m,k}, m \geq 1, k = 1, \ldots, K$, be standardized i.i.d. dummy random variables (i.e., $E[\hat{x}_{i,l,k}] = 0$ and $\text{Var}[\hat{x}_{i,l,k}] = 1$ for all $i, l, m, k$) following any probability distribution with finite expectation and variance. Define

$$D_{n,l,m,k} := \frac{1}{\Gamma_{n,m,k}} \cdot \hat{G}_{l,m,k},$$

where $\Gamma_{n,m,k} := \sum_{i=1}^{n} \gamma_{i,m,k}^2$ with $\Gamma_{n,m,k} > 0$ for all $n, m, k$ and with fixed $\gamma_{i,m,k} \in \mathbb{R}$ for all $i, m, k$. Suppose that

$$\lim_{n \to \infty} \frac{\gamma_{i,m,k}}{\Gamma_{n,m,k}} = 0, \ i = 1, \ldots, n,$$

for all $m, k$. Then, as $n \to \infty$,

$$D_{n,l,m,k} \xrightarrow{d} D, \ D \sim \mathcal{N}(0, 1),$$

for all $l, m, k$.

**Proof sketch.** The Lindeberg-Feller central limit theorem is applicable because $\hat{x}_{i,l,k}, i = 1, \ldots, n, l \in \mathcal{D}_{m,k}, m \geq 1, k = 1, \ldots, K$, are i.i.d. random variables and it holds that $E[D_{n,l,m,k}] = 0$ and $\text{Var}[D_{n,l,m,k}] = 1$. Moreover, since $\hat{Q}_{l,i,m,k} := \gamma_{i,m,k} \cdot \hat{x}_{l,i,k} / \Gamma_{n,m,k}$ satisfies the Lindeberg condition for all $l, m, k$, the theorem follows.

The details of the proof and illustrative examples with non-Gaussian dummies are deferred to Appendix A and Appendix K, respectively, in the supplementary materials.

**Remark 4.** Note that sampling dummies from any univariate probability distribution with finite expectation and variance to serve as flagged null variables is only reasonable in...
combination with multiple random experiments as conducted by the proposed T-Rex selector. We emphasize that Theorem 2 is not applicable to knockoff generation procedures of, e.g., fixed-X and model-X knockoffs.

C. The T-Rex Selector: Optimal Calibration Algorithm

This section describes the proposed T-Rex calibration algorithm, which efficiently solves the optimization problem in (7) and provides feasible solutions for (5) and (6). The pseudocode of the T-Rex calibration method is provided in Algorithm 1. The algorithm flow is as follows: First, the number of dummies

\begin{algorithm}[h]
\caption{T-Rex Calibration.}
\begin{algorithmic}[1]
\STATE 1. \textbf{Input:} $\alpha \in [0, 1]$, $K$, $L$, $X$, $y$.
\STATE 2. Set $T = 1$, $\Delta v = \frac{1}{K}$, $\hat{FDP}(v = 1 - \Delta v, T, L) = 0$.
\STATE 3. While $\hat{FDP}(v = 1 - \Delta v, T, L) \leq \alpha$ and $T \leq L$ do:
\STATE \hspace{0.5cm} 3.1. For $v = 0.5, 0.5 + \Delta v, 0.5 + 2 \cdot \Delta v, \ldots, 1 - \Delta v$ do:
\hspace{1cm} i. Compute $\hat{FDP}(v, T, L)$ as in (8).
\hspace{1cm} ii. If $\hat{FDP}(v, T, L) \leq \alpha$
\hspace{1cm} \hspace{0.5cm} Compute $\hat{A}_L(v, T)$ as in (4).
\STATE \hspace{0.5cm} Else
\hspace{1cm} \hspace{0.5cm} Set $\hat{A}_L(v, T) = \emptyset$.
\STATE 4. Solve \[ \max_{v', T'} \left| \hat{A}_L(v', T') \right| \]
\STATE \hspace{1cm} s.t. $T' \in \{1, \ldots, T - 1\}$
\STATE \hspace{1cm} \hspace{0.5cm} $v' \in \{0.5, 0.5 + \Delta v, 0.5 + 2 \cdot \Delta v, \ldots, 1 - \Delta v\}$
\STATE \hspace{1cm} \hspace{0.5cm} and let $(v^*, T^*)$ be a solution.
\STATE 5. \textbf{Output:} $(v^*, T^*)$ and $\hat{A}_L(v^*, T^*)$.
\end{algorithmic}
\end{algorithm}

$L$ and the number of random experiments $K$ are set (usually $L = p$ and $K = 20$).\footnote{As already mentioned in Section II-C, $K$ is not subject to optimization. In practice, choosing $K = 20$ already provides excellent results (see Section IV) and only incremental improvements are achieved with larger values of $K$.} Then, setting $v = 1 - \Delta v$ and starting at $T = 1$, the number of included dummies is iteratively increased until reaching the value of $T$ for which the FDP estimate at a voting level of $v = 1 - \Delta v$ exceeds the target level for the first time. In each iteration, before the target level is exceeded, $\hat{A}_L(v, T)$ is computed as in (4) on a grid for $v$, while for values of $v$ for which $\hat{FDP}(v, T, L)$ exceeds the target level $\hat{A}_L(v, T)$ is equal to the empty set. Picking the $v'$ and $T'$ that maximize the number of selected variables yields the final solution.\footnote{In case of multiple solutions, we recommend to choose the solution with the largest $v'$ because such a solution provides the variables that were selected most frequently. Nevertheless, all solutions to the calibration problem that are computed using Algorithm 1 provide FDR control while maximizing the number of selected variables.}

The reason for exiting the loop in Step 3 when the FDP estimate at a voting level of $1 - \Delta v$ exceeds the target level for the first time is based on two key observations from our still to be presented simulation results (see Figure 4):

1. For any fixed $T$ and $L$ the average value of $\hat{FDP}(v, T, L)$ decreases as $v$ increases.
2. For any fixed $v$ and $L$ the average value of $\hat{FDP}(v, T, L)$ increases as $T$ increases.

Remark 5. To foster the intuition behind these observations, we note that Equation (8) can be written as follows:

$$\hat{FDP}(v, T, L) = \frac{\hat{V}_{T,L}(v)}{(V_{T,L}(v) + S_{T,L}(v))}$$

Taking Definition 2, Definition 6, and the reformulation of Equation (8) into account, we see that the observations suggest that we can expect the rather conservative estimate $\hat{V}_{T,L}(v)$ of $V_{T,L}(v)$ in the numerator to decrease faster than the total number of selected variables $V_{T,L}(v) + S_{T,L}(v)$ in the denominator when increasing the voting level $v$. This is something that can be expected since, in general, assuming a variable selection method that performs better than random selection, active variables are expected to have higher relative occurrences than null variables and, therefore, remain selected even for large values of the voting level $v$. A similar reasoning can be applied to intuitively understand the monotonical increase of $\hat{FDP}(v, T, L)$ with respect to $T$.

With these preliminaries in place, the third main theorem of this paper can be formulated:

Theorem 3 (Optimality of Algorithm 1). Let $(v^*, T^*)$ be a solution determined by Algorithm 1 and suppose that, ceteris paribus, $\hat{FDP}(v, T, L)$ is monotonically decreasing in $v$ and monotonically increasing in $T$. Then, $(v^*, T^*)$ is an optimal solution of (7) and a feasible solution of (5) and (6).

Proof sketch. Since the objective functions of the optimization problems in Step 4 of Algorithm 1 and in (7) are equivalent, i.e., $\hat{A}_L(v, T) = R_{T,L}(v)$, it only needs to be shown that the feasible set in Step 4 of the algorithm contains the feasible set of (7). Since the conditions of the optimization problems in (5), (6), and (7) are equivalent, this also proves that $(v^*, T^*)$ is a feasible solution of (5) and (6).

The details of the proof are deferred to Appendix A in the supplementary materials.

D. Extension to the Calibration Algorithm

In Theorem 1, we have also established that the T-Rex selector controls the FDR at the target level for any choice of the number of dummies $L$. However, the choice of $L$ has an influence on how tightly the FDR is controlled at the target level (see Figure 4). Since controlling the FDR more tightly usually increases the TPR (i.e., power), it is desirable to choose the parameters of the T-Rex selector accordingly. We will see in the simulations in Section IV that with increasing $L$, the FDR can be more tightly controlled at low target levels. In order to harness the positive effects that come with larger values of $L$ while limiting the increased memory requirement for high values of $L$, we propose an extended version of the calibration algorithm that jointly determines $v$, $T$, and $L$ such that the FDR is more tightly controlled at the target
FDR level while not running out of memory.\textsuperscript{11} The major difference to Algorithm 1 is that the number of dummies \(L\) is iteratively increased until the estimate of the FDP falls below the target FDR level \(\alpha\). The pseudocode of the extended \(T\)-Rex calibration algorithm is provided in Algorithm 2.\textsuperscript{12}

\begin{algorithm}[H]
\caption{Extended \(T\)-Rex Calibration.}
\begin{algorithmic}
1. \textbf{Input:} \(\alpha \in [0,1], K, X, y, \tilde{v}, L_{\text{max}}, T_{\text{max}}\).
2. Set \(L = p, T = 1\).
3. While \(\hat{\text{FDP}}(v = \tilde{v}, T, L) > \alpha\) and \(L \leq L_{\text{max}}\) do:
   \begin{enumerate}
   \item Set \(L \leftarrow L + p\).
   \item \(\Delta v = \frac{1}{K}, \hat{\text{FDP}}(v = 1 - \Delta v, T, L) = 0\).
   \end{enumerate}
4. While \(\hat{\text{FDP}}(v = 1 - \Delta v, T, L) \leq \alpha\) and \(T \leq T_{\text{max}}\) do:
   \begin{enumerate}
   \item For \(v = 0.5, 0.5 + \Delta v, 0.5 + 2 \cdot \Delta v, \ldots, 1 - \Delta v\) do:
      \begin{enumerate}
      \item Compute \(\text{FDP}(v, T, L)\) as in (8).
      \item If \(\text{FDP}(v, T, L) \leq \alpha\) Compute \(\hat{A}_L(v, T)\) as in (4).
      \end{enumerate}
   \end{enumerate}
5. Set \(\hat{A}_L(v, T) = 0\).
6. Set \(T \leftarrow T + 1\).
7. Solve
   \[
   \max_{v', T'} \left| \hat{A}_L(v', T') \right|
   \]
   \text{s.t.} \(T' \in \{1, \ldots, T - 1\}\)
   \[
   v' \in \{0.5, 0.5 + \Delta v, 0.5 + 2 \cdot \Delta v, \ldots, 1 - \Delta v\}
   \]
   \text{and let \((v^*, T^*)\) be a solution.}
8. \textbf{Output:} \((v^*, T^*)\) and \(\hat{A}_L(v^*, T^*)\).
\end{algorithmic}
\end{algorithm}

Note that the extension to Algorithm 1 lies in Step 2 and Step 3. Additionally, and in contrast to Algorithm 1, the input to the algorithm is extended by a reference voting level \(\tilde{v} \in [0.5, 1]\) and the maximum values of \(L\) and \(T\), namely \(L_{\text{max}}\) and \(T_{\text{max}}\). The algorithm flow is as follows: First \(L\) and \(T\) are set as follows: \(L = p\) and \(T = 1\). Then, starting at \(L = p\) the number of dummies \(L\) is iteratively increased in steps of \(p\) until the estimate of the FDP at the voting level \(\tilde{v}\) falls below the target FDR level \(\alpha\) or \(L\) exceeds \(L_{\text{max}}\). The rest of the algorithm is as in Algorithm 1 except that the loop in Step 5 is exited when \(T\) exceeds \(T_{\text{max}}\).

What remains to be discussed are the choices of the hyperparameters \(\tilde{v}, L_{\text{max}}\), and \(T_{\text{max}}\). Throughout this paper, we have set \(\tilde{v} = 0.75, L_{\text{max}} = 10p\), and \(T_{\text{max}} = \lceil n/2 \rceil\), where \(\lceil n/2 \rceil\) denotes the smallest integer that is equal to or larger than \(n/2\). An explanation and a discussion of these choices are deferred to Appendix C in the supplementary materials.

\textsuperscript{11}The reader might raise the question whether also the computation time increases with increasing \(L\). There is no definite answer to this question. On the one hand, for very large values of \(L\), the computation time might increase. On the other hand, with increasing \(L\), the solution paths of the experiments are terminated earlier because the probability of selecting dummies grows with increasing \(L\). Thus, increasing \(L\) might increase or decrease the computation time depending on whether the first or the second effect dominates.

\textsuperscript{12}The R package \texttt{TRes Selector} \cite{41} contains the implementation of the extended calibration algorithm in Algorithm 2.

IV. Numerical Simulations

In this section, the performances of the proposed \(T\)-Rex selector and the benchmark methods are compared in a simulation study. The benchmark methods in low-dimensional settings (i.e., \(p \leq n\)) are the well-known Benjamini-Hochberg (BH) method \cite{17}, the Benjamini-Yekutieli (BY) method \cite{18}, and the fixed-\(X\) knockoff methods \cite{19}, while the model-\(X\) knockoff methods \cite{20} are the benchmarks in high-dimensional settings (i.e., \(p > n\)). Knockoff methods come in two variations called “knockoff” and “knockoff+”. Only the “knockoff+” version is an FDR controlling method. For a detailed explanation and discussion of the benchmark methods, the reader is referred to Appendix H in the supplementary materials.

A. Setup and Results

We generate a sparse high-dimensional setting\textsuperscript{13} with \(n\) observations, \(p\) predictors, and a response given by the linear model in (2). Further, \(\beta_j = 1\) for \(p_1\) randomly selected \(j\)'s while \(\beta_j = 0\) for the others. The predictors are (i) sampled independently from the standard normal distribution (Figures 4 and 5) and (ii) sampled from an autoregressive model of order one with autocorrelation coefficient \(\rho = 0.5\) (Figure 6). The standard deviation of the noise \(\sigma\) is chosen such that the signal-to-noise ratio (SNR), which is given by \(\text{Var}[X\beta]/\sigma^2\), is equal to the desired value. In Appendices K and L of the supplementary materials, we show results for non-Gaussian predictors and heavy-tailed noise settings. The specific values of the above described simulation setting and the parameters of the \(T\)-Rex selector, i.e., the values of \(n, p, p_1, \text{SNR}, K, L, T, v\), are specified in the figure captions. The results are averaged over \(MC = 955\) Monte Carlo replications.\textsuperscript{14}

First, in order to assess the FDR control performance and the achieved power of the \(T\)-Rex selector, respectively, the average FDP, \(\hat{\text{FDP}}\), and TPP are computed over a two-dimensional grid for \(v\) and \(T\) for different values of \(L\). Then, leaving all other parameters in this setup fixed, we compare the performance of the proposed \(T\)-Rex selector in combination with the proposed extended calibration algorithm in Algorithm 2 with the benchmark methods for different values of \(p_1\) and the SNR at a target FDR level of 10\%.

The reported average FDP, \(\hat{\text{FDP}}\), and TPP (all averaged over 955 Monte Carlo replications) in Figures 4, 5, and 6 are estimates of the FDR, \(\hat{\text{FDR}}\), and TPR, respectively. For this reason, the results are discussed in terms of the FDR, \(\hat{\text{FDR}}\), and TPR in the captions of the figures, while the axes labels emphasize that the average FDP, \(\hat{\text{FDP}}\), and TPP are plotted.

The simulation results confirm that the proposed \(T\)-Rex selector possesses the FDR control property. Moreover, the

\textsuperscript{13}Additional simulation results that allow for a performance comparison of the proposed \(T\)-Rex selector to the BH method, the BY method, and the fixed-\(X\) knockoff methods in a low-dimensional setting are deferred to Appendix I in the supplementary materials.

\textsuperscript{14}The reason for running 955 Monte Carlo replications is that the simulations were conducted on the Lichtenberg High-Performance Computer of the Technische Universität Darmstadt, which consists of multiple nodes of 96 CPUs each. In order to run computationally efficient simulations, our computation jobs are designed to request 2 nodes and run 5 cycles on each CPU while one CPU acts as the master, i.e., \((2 \cdot 96 - 1) \cdot 5 = 955\).
simulated settings with a low sparsity level, i.e., settings with many active variables. Setup: Same as in Figure (c).

Figure 4: The T-Rex selector controls the FDR for all values of \( v \) and \( T \) while achieving a high power, even at low values of \( T \). Note that the FDR control is tighter for large values of \( L \). This observation led to the development of Algorithm 2. Moreover, we observe that the conditions in Theorem 3 hold on average (i.e., ceteris paribus, \( \hat{FDP}(v,T,L) \) is monotonically decreasing in \( v \) and monotonically increasing in \( T \)). Setup: \( n = 300, p = 1,000, p_1 = 10, K = 20, \text{SNR} = 1, MC = 955 \).

Figure 5: General: The model-X knockoff method fails to control the FDR. Among the FDR-controlling methods, the T-Rex selector outperforms the model-X knockoff+ method in terms of power. Details: (a) The T-Rex selector and the model-X knockoff+ method control the FDR at a target level of 10% for the whole range of SNR values while the model-X knockoff method fails to control the FDR and performs poorly at low SNR values. Setup: \( n = 300, p = 1,000, p_1 = 10, T_{\text{max}} = \lceil n/2 \rceil, L_{\text{max}} = 10p, K = 20, MC = 955 \). (b) As expected, the TPR (i.e., power) increases with respect to the SNR. It is remarkable that even though the FDR of the T-Rex selector lies below that of the model-X knockoff+ method for SNR values larger than 0.6, its power exceeds that of its strongest FDR-controlling competitor. The high power of the model-X knockoff method cannot be interpreted as an advantage, because the method does not control the FDR. Setup: Same as in Figure (a). (c) As in Figure (a), only the T-Rex selector and the model-X knockoff+ method control the FDR at a target level of 10%, whereas the model-X knockoff method always exceeds the target level. Setup: \( n = 300, p = 1,000, T_{\text{max}} = \lceil n/2 \rceil, L_{\text{max}} = 10p, K = 20, \text{SNR} = 1, MC = 955 \). (d) Among the FDR-controlling methods, the T-Rex selector has by far the highest power for sparse settings. The power of the model-X knockoff method exceeds that of the FDR-controlling methods, but this cannot be interpreted as an advantage of the method since it exceeds the target FDR level. Note that for an increasing number of active variables the power drops for all methods since apparently the number of data points \( n = 300 \) does not suffice in the simulated settings with a low sparsity level, i.e., settings with many active variables. Setup: Same as in Figure (c).
Table I The proposed T-Rex selector is the only method whose average FDP lies below the target FDR level of 10% while achieving a non-zero power. The only competitor that provably possesses the FDR control property, namely the model-X knockoff+ method, has an average FDP of 0% but also an average TPP of 0%, i.e., it has no power. The model-X knockoff method exceeds the target FDR level. The computationally cheap procedure of plugging the marginal p-values into the BH method or the BY method, which has been a standard procedure in GWAS, fails in this high-dimensional setting. The sequential computation time of the proposed T-Rex selector in combination with the extended calibration algorithm in Algorithm 2 is roughly 4 minutes as compared to more than 12.5 hours for the model-X methods. That is, the T-Rex selector is 183 times faster than its strongest competitors. Note that this is only a comparison of the sequential computation times. Since the random experiments of the proposed T-Rex selector are independent and, therefore, can be run in parallel on multicore computers, an additional substantial speedup can be achieved.

| Methods    | FDR control? | Average FDP (in %) | Average TPP (in %) | Average sequential computation time (hh:mm:ss) | Average relative sequential computation time |
|------------|--------------|--------------------|--------------------|-----------------------------------------------|---------------------------------------------|
| Proposed: T-Rex ✓ | ✓   | 6.45               | 38.50              | 00:04:05                                       | 1                                           |
| model-X+ ✓  | ✓   | 0.00               | 0.00               | 12:32:47                                       | 183.71                                      |
| model-X x   | ✓   | 13.07              | 41.40              | 12:32:47                                       | 183.71                                      |
| BY x        | ✓   | 94.00              | 0.00               | 00:00:00                                       | 0.00                                        |
| BH x        | ✓   | 99.00              | 0.00               | 00:00:00                                       | 0.00                                        |

Figure 6: Average FDP and TPP in the case of dependent predictors: The T-Rex selector controls the FDR, has the highest power among the FDR-controlling methods, and reaches the almost highest possible TPR level at an SNR of 2 while the model-X knockoff+ method requires an SNR of 5 to reach the same TPR level. The model-X knockoff+ method also controls the FDR except for an SNR of 5, where it slightly exceeds the target FDR, and the model-X knockoff method does not control the FDR. The predictors were sampled from an autoregressive model of order one (AR(1)) with Gaussian noise and an autocorrelation coefficient $\rho = 0.5$. Setup: $n = 300$, $p = 1,000$, $p_1 = 10$, $T_{\text{max}} = \lceil n/2 \rceil$, $L_{\text{max}} = 10p$, $K = 20$, $MC = 955$.

V. SIMULATED GENOME-WIDE ASSOCIATION STUDY

The T-Rex selector and the benchmark methods are applied to conduct a high-dimensional simulated case-control GWAS. The size of the GWAS was chosen, such that it was still practically feasible to compute the computationally intensive benchmark methods. The goal is to detect the single nucleotide polymorphisms (SNPs) that are associated with a disease of interest (i.e., active variables), while keeping the number of selected SNPs that are not associated with that disease (i.e., null variables) low.

A. Setup

The genotypes of 700 cases and 300 controls are simulated based on haplotypes from phase 3 of the International HapMap project [47] using the software HAPGEN2 [48]. We simulated 10 randomly selected disease loci on the first 20,000 SNPs of chromosome 15 (contains 42,351 SNPs in total) with randomly selected risk alleles (either 0 or 1 with $\mathbb{P}(0) = \mathbb{P}(1) = 0.5$) and with the heterozygote risks and the homozygote risks being sampled from the uniform distribution on the intervals $[1.5, 2]$ and $[2.5, 3]$, respectively. Since we are conducting a case-control study, the control and case phenotypes are 0 and 1, respectively. Note that the SNPs and the phenotype represent the candidate variables and the response, respectively, while the disease loci represent the indices of the active variables. Thus, we have $p_1 = 10$ active variables and $p_0 = 19,990$ null variables. The number of observations is $n = 1,000$ (700 cases and 300 controls). The results are averaged over 100 data sets satisfying the above specifications. The detailed description of the setup and the preprocessing of the data is deferred to Appendix J in the supplementary materials.

B. Results

In this HAPGEN2-based GWAS benchmarking, the T-Rex selector demonstrates its real-life applicability, as it is the only FDR-controlling method with a positive TPR, and its sequential computation time is 4 minutes (vs. more than 12
hours for the knockoff methods). The results (i.e., FDR, TPR, and sequential computation time) and a discussion thereof are given in Table I, while additional results are deferred to Appendix J in the supplementary materials.

VI. CONCLUSION

The T-Rex selector, a new fast FDR-controlling variable selection framework for high-dimensional settings, was proposed and benchmarked against existing methods in numerical simulations and a simulated GWAS. The T-Rex selector is, to the best of our knowledge, the first multivariate high-dimensional FDR-controlling method that scales to millions of variables in a reasonable amount of computation time. Since the T-Rex random experiments can be computed in parallel, multicore computers allow for additional substantial savings in computation time. These properties make the T-Rex selector a suitable method especially for large-scale GWAS.

For other use-cases (e.g., high-dimensional survival analysis, sparse financial index tracking), where strong dependences among the variables (e.g., gene expression levels, stock returns) exist and common SNP pruning or other preprocessing techniques are not applicable, the dependency-aware T-Rex (T-Rex+DA) selector has been proposed [49]. The T-Rex+DA selector performs high-dimensional FDR-controled variable selection in the presence of strong dependencies at the cost of a reduced power compared to the T-Rex selector.

Moreover, the T-Rex selector has already proven to be a useful and versatile framework for screening large-scale genomics biobanks [50], efficient computation in big data applications [51], grouped variable selection [52], [53], Gaussian graphical models [54], sparse principal component analysis [55], sparse financial index tracking [56], and survival analysis [49].

In order to ensure the reproducibility of the presented results and enhance the usability of the proposed T-Rex selector, the actively maintained open-source R software package TRexSelector has been made available on CRAN [41].

As a next step, we shall conduct multiple reproducibility studies applying the T-Rex selector on large-scale genotype and phenotype data from the UK Biobank [57] in order to reproduce some of the reported results in the GWAS catalog [12]. Our aim is to confirm past discoveries, discover new genetic associations, and flag potentially false reported genetic associations. We plan to publish our results as a curated catalog of reproducible genetic associations and hope that this endeavor helps scientists to focus their efforts in revealing the causal mechanisms behind the genetic associations on the most promising and reproducible genetic associations.
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Abstract—This supplement is organized as follows: Appendix A presents some technical lemmas and the detailed proofs of Theorems 2, 3, and Corollary 1. In Appendix B, the three main ingredients of the T-Rex selector are discussed and exemplified. Appendix C provides an intuitive explanation of the deflated relative occurrence from Definition 5. Appendix D discusses the hyperparameter choices for the extended calibration algorithm in Algorithm 2. In Appendix E, the computational complexity of the T-Rex selector is derived. Appendices F and G, respectively, discuss and numerically verify the assumptions used by the state-of-the-art benchmark methods and the proposed approach. In Appendix H, some relevant details of the benchmark methods are discussed. In Appendix I, additional simulation results for a low-dimensional setting are presented and discussed. Appendix J provides details on the setup and the preprocessing of the analyzed data and additional results of the simulated genome-wide association study, while Appendix K illustrates Theorem 2. Appendix L discusses the robustness of the T-Rex selector in the presence of non-Gaussian noise.
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A. Preliminaries: Technical Corollaries and Lemmas

Corollary 1. Let $Z_{m,k}$ and $D_{m,k}$ be the index sets of the non-included null and dummy variables in the $m$th LARS$^1$ forward selection step of the $k$th random experiment, respectively. Then, for all $j \in Z_{m,k} \cup D_{m,k}$, the probability of including $X_j$ in the $m$th step of the $k$th random experiment (RE) is equal, i.e., for all $j \in Z_{m,k} \cup D_{m,k}$ it holds that

$$\mathbb{P}(“X_j \text{ included in } m\text{th step of } k\text{th RE”} \mid j \in Z_{m,k} \cup D_{m,k}) = \frac{1}{|Z_{m,k} \cup D_{m,k}|}.$$ 

Proof. For ease of readability, the proof is deferred to Appendix A-D. □

Corollary 2. The numbers of included null variables at step $t$ of all random experiments are i.i.d. random variables following the negative hypergeometric distribution, i.e., as $n \to \infty$,

$$\sum_{j \in Z} \mathbb{I}_k(j, t, L) \sim \text{NHG}(p_0 + L, p_0, t),$$

$t = 1, \ldots, T$, $k = 1, \ldots, K$, where $Z$ is the index set of the null variables.

Proof. Let $t$ be the number of included dummies after which a random experiment is terminated. There exists a LARS step $m$ at which $t$ dummies are included. From Corollary 1, we know that the probability of including a null variable and the probability of including a dummy variable are equal in each step of any random experiment. Therefore, it follows from Corollary 1 that the number of included null variables in any random experiment can be described by a process that randomly picks null and dummy variables one at a time, without replacement, and with equal probability from $Z_{m,k} \cup D_{m,k}$ until the process is terminated after $t$ dummies are included. Since the included active variables in that process do not count towards the number of included null variables, the total number of variables in the process is $p_0$ instead of $p_0 + L$.

Note that Corollary 1 and subsequent results apply to all forward selection methods that select one (and do not drop any) variable in each forward selection step based on the maximum absolute sample correlations between the predictors and the response or the current residual. Thus, the results hold for the LARS algorithm [1] and approximately hold for the Lasso [2], adaptive Lasso [3], elastic net [4], and many other related methods.

APPENDIX A

Proofs

In this appendix, we introduce and prove some technical corollaries and lemmas. Then, the detailed proofs of Theorem 2 (Dummy generation), Corollary 1, and Theorem 3 (Optimality of Algorithm 1) are presented. The results follow from standard assumptions in FDR control theory (for numerical verifications, see Appendices F, G, and J). Throughout these supplementary materials, and especially in this section, all equation labels that do not start with the letter of the appendix they appear in (e.g., A.1, A.2, H.1) refer to equations from the main paper. Table II provides an overview of frequently used equation labels that do not start with the letter of the appendix.

\[ ^1 \text{Note that Corollary 1 and subsequent results apply to all forward selection methods that select one (and do not drop any) variable in each forward selection step based on the maximum absolute sample correlations between the predictors and the response or the current residual. Thus, the results hold for the LARS algorithm [1] and approximately hold for the Lasso [2], adaptive Lasso [3], elastic net [4], and many other related methods.} \]
Table II Overview of frequently used expressions.

| Expression | Meaning |
|------------|---------|
| \( K \in \mathbb{N}_+ \setminus \{1\} \) | Number of random experiments. |
| \( L \in \mathbb{N}_+ \) | Number of dummies. |
| \( T \in \{1, \ldots, L\} \) | Number of included dummies after which the forward variable selection process in each random experiment is terminated. |
| \( T^* \) | Optimal value of \( T \) as determined by the calibration process. |
| \( v \in [0.5, 1) \) | Voting level. |
| \( v^* \) | Optimal value of \( v \) as determined by the calibration process. |
| \( \alpha \in [0, 1] \) | Target FDR level. |
| \( \mathcal{Z} := \{ \text{null } j : j \in \{1, \ldots, p\} \} \) | Index set of null variables. |
| \( \mathcal{A} := \{ \text{active } j : j \in \{1, \ldots, p\} \} \) | Index set of active variables. |
| \( p_0 := |\mathcal{Z}| \) | Number of null variables. |
| \( p_1 := |\mathcal{A}| \) | Number of (true) active variables. |
| \( p = p_0 + p_1 \) | Total number of variables. |
| \( n \) | Number of data points. |
| \( A(v) := \hat{A}_L(v, T) \) | Estimator of the active set, i.e., index set of the selected variables. |
| \( \hat{A}_0(v) := \{ \text{null } j : \Phi_{T,L}(j) > v \} \) | Index set of the selected null variables. |
| \( \hat{A}_1(v) := \{ \text{active } j : \Phi_{T,L}(j) > v \} \) | Index set of the selected active variables. |
| \( C_{k,L}(T) \) | Candidate set of the \( k \)th random experiment, i.e., index set of the included variables in the \( k \)th random experiment. |

Proof. Using the tower property of the expectation, we can rewrite the expectation of \( V_{T,L}(v) \) as follows:

\[
\mathbb{E}[V_{T,L}(v)] = \mathbb{E}\left[\mathbb{E}[V_{T,L}(v) \mid V_{T,L}(0.5)]\right]
\]

\[
= \mathbb{E}[V_{T,L}(0.5) \cdot \mathbb{P}(\Phi_{T,L}(j_0) > v)]
\]

The second equation follows from

\[
V_{T,L}(v) \mid V_{T,L}(0.5) \sim \text{Binomial } \left( V_{T,L}(0.5), \mathbb{P}(\Phi_{T,L}(j_0) > v) \right)
\]

in Corollary 3 and the third equation holds because \( \Phi_{T,L}(j_0) \), \( j_0 \in \hat{A}_0(0.5) \), are i.i.d. random variables and, therefore, the selection probability \( \mathbb{P}(\Phi_{T,L}(j_0) > v) \) for any fixed \( v \) is the same constant for all \( j_0 \). □

Lemma 2. Let \( v \) be any real number in \([0.5, 1)\) and \( K \to \infty \). Define

\[
\hat{V}'_{T,L}(v) := \hat{V}_{T,L}(v) - \sum_{j \in \hat{A}(v)} (1 - \Phi_{T,L}(j)).
\]

Then, for any \( j_0 \in \hat{A}_0(0.5) \), the following equation is satisfied:

\[
\mathbb{E}[\hat{V}'_{T,L}(v)] = \mathbb{P}(\Phi_{T,L}(j_0) > v) \cdot \hat{V}'_{T,L}(0.5).
\]

Proof. Taking the expectation of \( \hat{V}'_{T,L}(v) \) yields

\[
\mathbb{E}[\hat{V}'_{T,L}(v)]
\]
where the first and the second equation follow from Definitions 5, 6, and A-III (see Appendix F), respectively. Note that
\[ \sum_{q \in Z} \Phi_t, L(q) = \frac{1}{K} \sum_{k=1}^{K} \sum_{q \in Z} \mathbb{1}_k(q, t, L) = \text{the average number of included null variables when stopping after } t \text{ dummies have been included. Since } K \to \infty, \text{ the law of large numbers allows replacing the average by its expectation.} \]
That is, \( \sum_{q \in Z} \Phi_t, L(q) = \mathbb{E} \left[ \sum_{q \in Z} \mathbb{1}_k(q, t, L) \right] \). Therefore, \( \sum_{q \in Z} \Phi_t, L(q) \) is deterministic and can be written outside the expectation.

Using the tower property, we can rewrite the expectation in (A.1) as follows:

\[
\mathbb{E} \left[ \sum_{j \in \hat{A}^0(v)} \Delta \Phi_t, L(j) \frac{\Phi_t, L(j)}{\sum_{q \in \hat{A}^0(0.5)} \Delta \Phi_t, L(q)} \right] = \mathbb{E} \left[ \sum_{q \in \hat{A}^0(v)} \frac{\Phi_t, L(j)}{\sum_{q \in \hat{A}^0(0.5)} \Delta \Phi_t, L(q)} \right] = \mathbb{E} \left[ \frac{\hat{A}^0(v)}{\hat{A}^0(0.5)} \right] \]

The last equation follows from \( \Delta \Phi_t, L(j_0), j_0 \in \hat{A}^0(0.5) \), being i.i.d. random variables and the well known fact that \( \mathbb{E} \left[ Q_M / Q_N \right] = M / N, \) where \( Q_B = \sum_{b=1}^{B} Z_b \) with \( Z_1, \ldots, Z_B, B \in \{M, N\}, \) being non-zero i.i.d. random variables and \( M \leq N. \)

Noting that \( |\hat{A}^0(v)| = V_{T, L}(v) \) and applying the tower property again, we can rewrite the expectation in (A.2) as follows:

\[
\mathbb{E} \left[ \frac{|\hat{A}^0(v)|}{|\hat{A}^0(0.5)|} \right] = \mathbb{E} \left[ \frac{V_{T, L}(v)}{V_{T, L}(0.5)} \right] = \mathbb{E} \left[ \frac{V_{T, L}(v)}{V_{T, L}(0.5)} \bigg| V_{T, L}(0.5) \right] = \frac{1}{V_{T, L}(0.5)} \cdot \mathbb{E} \left[ V_{T, L}(v) \bigg| V_{T, L}(0.5) \right] = \frac{1}{V_{T, L}(0.5)} \cdot \mathbb{E} \left[ V_{T, L}(v) \bigg| V_{T, L}(0.5) \right] = \mathbb{P} \left[ V_{T, L}(v) \bigg| V_{T, L}(0.5) \right] = \frac{1}{V_{T, L}(0.5)} \cdot \mathbb{P} \left( \Phi_{T, L}(j_0) > v \right) = \mathbb{P} \left( \Phi_{T, L}(j_0) > v \right).
\]

The last three equations follow from the same arguments as in the proof of Lemma 1. Thus,

\[
\mathbb{E} \left[ \hat{V}_{T, L}(v) \right] = \mathbb{P} \left( \Phi_{T, L}(j_0) > v \right) \cdot \frac{T}{L - (t - 1)} \cdot \left( \frac{p_0 - \sum_{q \in Z} \Phi_t, L(q)}{L - (t - 1)} \right) = \mathbb{P} \left( \Phi_{T, L}(j_0) > v \right) \cdot \hat{V}_{T, L}(0.5).
\]

\[ \square \]

Lemma 3. Let \( K \to \infty. \) Then,

\[
\mathbb{E} \left[ \sum_{q \in Z} \Phi_t, L(q) \right] = \frac{t}{L + 1} \cdot p_0.
\]

Proof. Using Definition 1, we obtain

\[
\sum_{q \in Z} \Phi_t, L(q) = \frac{1}{K} \sum_{k=1}^{K} \sum_{q \in Z} \mathbb{1}_k(q, t, L).
\]

Then, taking the expectation and noting that

\[
\sum_{q \in Z} \mathbb{1}_k(q, t, L) \sim \text{NHG}(p_0 + L, p_0, t), \quad k = 1, \ldots, K,
\]

i.e., the number of included null variables in the \( K \) random experiments are i.i.d. random variables following the negative hypergeometric distribution as stated in Corollary 2, yields

\[
\mathbb{E} \left[ \sum_{q \in Z} \Phi_t, L(q) \right] = \frac{1}{K} \sum_{k=1}^{K} \mathbb{E} \left[ \sum_{q \in Z} \mathbb{1}_k(q, t, L) \right] = \frac{1}{K} \cdot K \cdot \frac{t}{L + 1} \cdot p_0 = \frac{t}{L + 1} \cdot p_0.
\]

\[ \square \]

Lemma 4. Let \( v \) be any real number in \( [0.5, 1] \). Define

\[
\epsilon_{T, L}^*(v) := \inf \{ \epsilon \in (0, v) : R_{T, L}(v - \epsilon) - R_{T, L}(v) = 1 \}
\]

with the convention that \( \epsilon_{T, L}^*(v) = 0 \) if the infimum does not exist. Suppose that \( V_{T, L}(v - \epsilon_{T, L}^*(v)) = V_{T, L}(v) + 1, \) \( \mathbb{E} \left[ V_{T, L}(v) \right] > 0, \) and \( \mathbb{E} \left[ \hat{V}_{T, L}(v) \right] > 0. \) Then, for all \( j_0 \in \hat{A}^0(0.5) \) it holds that

\[ \begin{align*}
(i) \quad & \mathbb{E} \left[ V_{T, L}(v - \epsilon_{T, L}^*(v)) \bigg| V_{T, L}(v) \right] \\
& = V_{T, L}(v) \cdot \frac{\mathbb{P} \left( \Phi_{T, L}(j_0) > v - \epsilon_{T, L}^*(v) \right)}{\mathbb{P} \left( \Phi_{T, L}(j_0) > v \right)}
\end{align*} \]

and

\[ \begin{align*}
(ii) \quad & \mathbb{E} \left[ \hat{V}_{T, L}(v - \epsilon_{T, L}^*(v)) \bigg| \hat{V}_{T, L}(v) \right] \\
& = \hat{V}_{T, L}(v) \cdot \frac{\mathbb{P} \left( \Phi_{T, L}(j_0) > v - \epsilon_{T, L}^*(v) \right)}{\mathbb{P} \left( \Phi_{T, L}(j_0) > v \right)}.
\end{align*} \]


Proof. (i) Let \( \delta \geq 1 \) be a constant that satisfies the equation 
\[ V_{T,L}(v - \epsilon_{T,L}^*(v)) = \delta \cdot V_{T,L}(v). \] Then,
\[ E[V_{T,L}(v - \epsilon_{T,L}^*(v)) \mid V_{T,L}(v)] = E[\delta \cdot V_{T,L}(v) \mid V_{T,L}(v)] \]
\[ = \delta \cdot V_{T,L}(v). \]
We rewrite \( \delta \cdot V_{T,L}(v) \) as follows:
\[ \delta \cdot V_{T,L}(v) = V_{T,L}(v) \cdot \frac{\delta \cdot E[V_{T,L}(v)]}{E[V_{T,L}(v)]]} \]
\[ = V_{T,L}(v) \cdot \frac{E[V_{T,L}(v - \epsilon_{T,L}^*(v))]}{E[V_{T,L}(v)]} \]
\[ = V_{T,L}(v) \cdot \frac{\Pr(\Phi_{T,L}(j_0) > v - \epsilon_{T,L}^*(v))}{\Pr(\Phi_{T,L}(j_0) > v)}. \]
The last line follows from Lemma 1. Comparing \( \delta \cdot V_{T,L}(v) \)
and the last line, we see that
\[ \delta = \frac{\Pr(\Phi_{T,L}(j_0) > v - \epsilon_{T,L}^*(v))}{\Pr(\Phi_{T,L}(j_0) > v)} \]
and the first part of the lemma follows.

(ii) The proof is analogous to the proof of (i). The only difference is that Lemma 2 instead of Lemma 1 needs to be used for rewriting the expression \( \delta \cdot V_{T,L}(v) \).

B. Proof of Lemma 5 (Martingale)

Proof. If there exists a variable with an index, say, \( j^* \) that is not selected at the voting level \( v \) but at the level \( v - \epsilon_{T,L}^*(v) \) and it is a null variable, then we have
\[ V_{T,L}(v - \epsilon_{T,L}^*(v)) = V_{T,L}(v) + 1. \]
However, if \( j^* \) is an active variable or if the infimum in (A.3) does not exist, that is, no additional variable is selected at the voting level \( v - \epsilon_{T,L}^*(v) \) when compared to the level \( v \), then we obtain
\[ V_{T,L}(v - \epsilon_{T,L}^*(v)) = V_{T,L}(v). \]
Summarizing both results, we have
\[ V_{T,L}(v - \epsilon_{T,L}^*(v)) = \begin{cases} V_{T,L}(v) + 1, & j^* \in \mathcal{Z} \\ V_{T,L}(v), & j^* \in \mathcal{A} \text{ or } \epsilon_{T,L}^*(v) = 0 \end{cases}. \]
Thus, using the definition of \( H_{T,L}(v) \) within Lemma 5 in the main paper, we obtain
\[ E[H_{T,L}(v - \epsilon_{T,L}^*(v)) \mid \mathcal{F}_v] = \begin{cases} E[V_{T,L}(v) + 1 \mid V_{T,L}(v), \hat{V}_{T,L}^\prime \mid V_{T,L}(v), \hat{V}_{T,L}^\prime \mid V_{T,L}(v)], & j^* \in \mathcal{Z} \\ E[V_{T,L}(v) \mid V_{T,L}(v), \hat{V}_{T,L}^\prime \mid V_{T,L}(v)], & j^* \in \mathcal{A} \text{ or } \epsilon_{T,L}^*(v) = 0 \end{cases}. \]

Using Lemma 4, we can rewrite the denominator within the first case of Equation (A.4) as follows:
\[ V_{T,L}(v) + 1 = E[V_{T,L}(v - \epsilon_{T,L}^*(v)) \mid V_{T,L}(v)] \]
\[ = V_{T,L}(v) \cdot \frac{\Pr(\Phi_{T,L}(j_0) > v - \epsilon_{T,L}^*(v))}{\Pr(\Phi_{T,L}(j_0) > v)}. \]

Next, we rewrite the numerator within the first case of Equation (A.4) as follows:
\[ E\left[ \frac{1}{V_{T,L}(v - \epsilon_{T,L}^*(v)) \mid V_{T,L}(v), \hat{V}_{T,L}^\prime} \right] \]
\[ \geq \frac{1}{E[V_{T,L}(v) \mid V_{T,L}(v), \hat{V}_{T,L}^\prime]} \]
\[ = \frac{1}{E[V_{T,L}(v) \mid V_{T,L}(v), \hat{V}_{T,L}^\prime]} \]
\[ = \left( \frac{V_{T,L}(v) \cdot \Pr(\Phi_{T,L}(j_0) > v - \epsilon_{T,L}^*(v))}{\Pr(\Phi_{T,L}(j_0) > v)} \right)^{-1}. \]

The first inequality follows from Jensen’s inequality. The first equation holds because \( \hat{V}_{T,L}(v - \epsilon_{T,L}^*(v)) \) and \( V_{T,L}(v) \) are conditionally independent given \( \hat{V}_{T,L}(v) \) and the last line follows from Lemma 4. Plugging (A.5) and (A.6) into (A.4) yields
\[ E[H_{T,L}(v - \epsilon_{T,L}^*(v)) \mid \mathcal{F}_v] \geq H_{T,L}(v), \]
i.e., \( \{H_{T,L}(v)\}_{v \in \mathcal{V}} \), with \( \mathcal{V} = \{\Phi_{T,L}(j) : j = 1, \ldots, p\} \), is a backward-running super-martingale with respect to the filtration \( \mathcal{F}_v \).

C. Proof of Theorem 2 (Dummy generation)

Proof. Since
\[ E[D_{n,l,m,k}] = \frac{1}{\Gamma_{n,m,k}} \cdot \sum_{i=1}^n \gamma_{i,m,k} \cdot E[\hat{X}_{i,l,k}] = 0 \]
and
\[ \text{Var}[D_{n,l,m,k}] = \frac{1}{\Gamma_{n,m,k}^2} \cdot \sum_{i=1}^n \gamma_{i,m,k}^2 \cdot \text{Var}[\hat{X}_{i,l,k}] = 1, \]
the Lindeberg-Feller central limit theorem can be used to prove that \( D_{n,l,m,k} \overset{d}{\to} D, D \sim \mathcal{N}(0, 1) \). In order to do this, we define
\[ \hat{Q}_{i,l,m,k} = \frac{\gamma_{i,m,k} \cdot \hat{X}_{i,l,k}}{\Gamma_{n,m,k}}, \]
and check whether it satisfies the Lindeberg condition, i.e., whether for every $\tau > 0$
\[
\lim_{n \to \infty} \sum_{i=1}^{n} \mathbb{E} \left[ \frac{\hat{Q}_{i,l,m,k}}{\Gamma_{n,m,k}} \cdot I \left( \left| \hat{X}_{i,l,m,k} \right| > \tau \right) \right] = 0
\]
holds. Rewriting the Lindeberg condition using the definition of $\hat{Q}_{i,l,m,k}$ yields
\[
\lim_{n \to \infty} \sum_{i=1}^{n} \left( \frac{\gamma_{i,m,k}}{\Gamma_{n,m,k}} \right)^2 \mathbb{E} \left[ \hat{X}_{i,l,m,k}^2 \cdot I \left( \left| \hat{X}_{i,l,m,k} \right| > \tau \Gamma_{n,m,k}/\gamma_{i,m,k} \right) \right] = 0,
\]
where $I(\cdot)$ denotes the indicator function, i.e., $I(A > B)$ is equal to one if $A > B$ and equal to zero if $A \leq B$. Since
\[
\lim_{n \to \infty} \max_{1 \leq i \leq n} \left( \frac{\gamma_{i,m,k}}{\Gamma_{n,m,k}} \right)^2 = 0
\]
and
\[
\lim_{n \to \infty} \min_{1 \leq i \leq n} \left( \frac{\Gamma_{n,m,k}}{\gamma_{i,m,k}} \right) \to \infty,
\]
the Lindeberg condition is satisfied and the theorem follows. \hfill \Box

**Remark 5.** Loosely speaking, Theorem 2 states that regardless of the distribution from which the dummies are sampled, the dummy correlation variables follow the standard normal distribution as $n \to \infty$. That is, the distribution of the dummies has no influence on the resulting distribution of the dummy correlation variables. Since the realizations of the dummy correlation variables determine which dummies are included along the LARS solution path, we can conclude that the decisions of which variable enters next along the solution path is independent of the distribution of the dummies. Thus, the dummies can be sampled from any univariate probability distribution with finite expectation and variance to serve as flagged null variables within the T-Rex selector.

**D. Proof of Corollary 1**

**Proof.** Similarly to Theorem 2, we consider the predictors $x_{j} = \{x_{1,j}, \ldots, x_{n,j}\}$ as $n$ i.i.d. realizations of $X_{j}$, which can also be considered as one realization from each of the i.i.d. random variables $X_{1,j}, \ldots, X_{n,j}$. Replacing

(i) $X_{i,l,k}, i \in \{1, \ldots, n\}, l \in D_{m,k}, k \in \{1, \ldots, K\}$, in Theorem 2 with

(ii) $X_{i,j}, i \in \{1, \ldots, n\}, j \in Z_{m,k}$,

and using A-I (see Appendix F), the conditions in Theorem 2 are satisfied. Thus, it follows that, as $n \to \infty$, $D_{n,j,m,k} \overset{d}{\to} D$, $D \sim N(0,1)$, i.e., the null correlation variables $\{G_{j,m,k} : j \in Z_{m,k}\}$ are identically distributed. Since the non-included null random variables $\{G_{j,m,k} : j \in Z_{m,k}\}$ are independent of the true active variables and mutually independent, the null correlation variables are also independently distributed. Thus, in combination with Theorem 2, the null and dummy correlation variables $\{G_{j,m,k} : j \in Z_{m,k} \cup D_{m,k}\}$ are i.i.d.

We define
\[
g^*(j) := \arg \max_{g \in (Z_{m,k} \cup D_{m,k}) \setminus \{j\}} \{ |G_{g,m,k}| \},
\]
i.e., the largest absolute correlation with the current residual among all non-included nulls and dummies (except for variable $j$) in the $m$th LARS step. Since in each step $m$, the LARS algorithm includes the variable with the largest absolute correlation with the current residual, we have
\[
\mathbb{P}(\text{"}X_j\text{"} \text{ included in $m$th step of $k$th RE"} \mid j \in Z_{m,k} \cup D_{m,k}) = \mathbb{P}(\{G_{j,m,k} \geq |G_{g^*(j),m,k}| \mid j \in Z_{m,k} \cup D_{m,k}\}) \quad \text{(A.7)}
\]
Summing up the probabilities in (A.7) over all $j' \in Z_{m,k} \cup D_{m,k}$ yields
\[
1 = \sum_{j' \in Z_{m,k} \cup D_{m,k}} \mathbb{P}(\{G_{j',m,k} \geq |G_{g^*(j'),m,k}| \mid j' \in Z_{m,k} \cup D_{m,k}\})
\]
\[
= \left| Z_{m,k} \cup D_{m,k} \right| \cdot \mathbb{P}(\{G_{j_1,m,k} \geq |G_{g^*(j_1),m,k}| \mid j_1 \in Z_{m,k} \cup D_{m,k}\})
\]
\[
= \mathbb{P}(\{G_{j_2,m,k} \geq |G_{g^*(j_2),m,k}| \mid j_2 \in Z_{m,k} \cup D_{m,k}\})
\]
for all $j_1, j_2 \in Z_{m,k} \cup D_{m,k}$. Combining (A.7) and (A.8), we obtain
\[
\mathbb{P}(\text{"}X_j\text{"} \text{ included in $m$th step of $k$th RE"} \mid j \in Z_{m,k} \cup D_{m,k}) = \frac{1}{\left| Z_{m,k} \cup D_{m,k} \right|}
\]
for all $j \in Z_{m,k} \cup D_{m,k}$. \hfill \Box

**E. Proof of Theorem 3 (Optimality of Algorithm 1)**

**Proof.** First, note that for all triples (v, T, L) that satisfy $\widetilde{FDP}(v, T, L) \leq \alpha$, the objective functions in Step 4 of Algorithm 1 and in the optimization problem in (7) are equivalent, i.e., $[\tilde{A}_{L}(v, T)] = R_{T,L}(v)$. Thus, in order to prove that $(v^*, T^*)$ is an optimal solution of (7), it must be shown that the set of feasible tuples obtained by the algorithm contains the feasible set of (7). This also proves that $(v^*, T^*)$ is a feasible solution of (5) and (6) because the conditions of the optimization problems in (5), (6), and (7) are equivalent.

Since, ceteris paribus, $\widetilde{FDP}(v, T, L)$ is monotonically decreasing in v and monotonically increasing in T, the minimum of $\widetilde{FDP}(v, T, L)$ is attained at $v = 1 - \Delta v$, $\Delta v = 1/K$, for any $T = T_{\text{fin}}$ that satisfies the inequalities $\widetilde{FDP}(v = 1 - \Delta v, T = T_{\text{fin}}, L) \leq \alpha$ and $\widetilde{FDP}(v = 1 - \Delta v, T = T_{\text{fin}} + 1, L) > \alpha$. All in all, and since $v = 1 - \Delta v$ asymptotically ($K \to \infty$)
Note that, in this case, Var denotes the sample variance operator.

Since (A.10) is equal to (A.11), the theorem follows. \(\square\)

### Appendix B

**Main Ingredients of the T-Rex Selector**

The following example helps to develop an intuition for the three main ingredients of the T-Rex selector, which are:

1. sampling dummies from the univariate standard normal distribution (see Figure 7),
2. early terminating the solution paths of the random experiments (see Figure 8), and
3. fusing the candidate sets based on their relative occurrences and a voting level \(v \in [0.5, 1)\) (see Figure 9).

In the example, we generate sparse high-dimensional data sets with \(n\) observations and \(p\) predictors and a response that is generated by the linear model in (2). Further, \(\beta_j = 1\) for active variables and \(\beta_j = 0\) for null variables. The predictors are sampled from the standard normal distribution. The standard deviation \(\sigma\) is chosen such that the signal-to-noise ratio (SNR), which is given by \(\text{Var} |X\beta| / \sigma^2\), is equal to one.\(^4\) The specific values of \(n, p, p_1\) (i.e., the number of active variables), \(v, T, L, K, \text{SNR}, \) and \(\text{MC}\) (i.e., the number of Monte Carlo realizations that the results are averaged over) are reported along with the discussion of the results in Figures 7, 8, and 9.

\(^3\)See the default parameters in the R package implementing the fixed-X method and the model-X method, which is available at https://CRAN.R-project.org/package=knockoff (last access: January 31, 2024).

\(^4\)Note that, in this case, \(\text{Var}\) denotes the sample variance operator.
Figure 8: **Ingredient 2** - early terminating the solution paths of the random experiments. Figure (a) exemplifies that, on average, the number of selected active variables quickly increases towards the sparsity level $p_1$ (i.e., the number of active variables) and already for three included dummies almost all active variables are selected on average. However, the number of selected null variables also increases with increasing $T$. Figure (b) illustrates that for $p = 5,000$ and $L = p$, when terminated early, the Terminating-LARS ($T$-LARS) algorithm (a fundamental building block of the T-Rex selector) is substantially faster than fitting the entire Lasso solution path using the pathwise coordinate descent algorithm for $2p$ variables as it is done by the fixed-X and model-X knockoff methods. Although the T-Rex selector needs to run the $T$-LARS algorithm for, e.g., $K = 20$ random experiments within the T-Rex selector, its sequential computation time is still comparable to that of a single run of “glmnet” in high-dimensional settings where $p$ is much larger than $n$. Moreover, the independent random experiments can be run in parallel on multicore computers to achieve a substantial reduction in computation time. The “glmnet” computation time is used as the reference computation time and its absolute value is given above the reference line (format: hh:mm:ss). Note that after $T = 150$ dummies are included the computation time of the $T$-LARS algorithm does not increase further because the $T$-LARS algorithm includes at most $\min\{n, p + L\} = n = 300$ variables and with $T = 150$ we can expect that, on average, also 150 null variables plus the 5 active variables are included.

Figure 9: **Ingredient 3** - fusing the candidate sets based on their relative occurrences and a voting level $v \in [0.5, 1)$. The number of selected active variables remains high when increasing the voting level, while the number of selected null variables decreases faster with increasing $v$. Setup: $n = 150$, $p = 300$, $p_1 = 5$, $T = 3$, $L = p$, $K = 20$, SNR = 1, MC = 500.
APPENDIX C

THE DEFLATED RELATIVE OCCURRENCE

In order to provide an intuitive explanation of the deflated relative occurrence, we rewrite the expression as follows:

\[ \Phi'_{T,L}(j) = \sum_{t=1}^{T} \left( 1 - \frac{1}{L - (t-1)} \sum_{q \in A(0.5)} \Delta\Phi_{t,L}(q) \right) \]

\[ \Delta\Phi_{t,L}(j) = \sum_{t=1}^{T} \left( 1 - \frac{1}{L - (t-1)} \sum_{q \in A(0.5)} \sum_{k=1}^{K} \mathbb{1}_{k}(q, t, L) \right) \]

\[ \frac{1}{L - (t-1)} \sum_{q \in A(0.5)} \sum_{k=1}^{K} \mathbb{1}_{k}(q, t, L) \]

The last equation follows by rewriting the expression in the denominator within the first expression using Definition 1. In the last expression, each element of the sum consists of \( \Delta\Phi_{t,L}(j) \) multiplied with what we call the deflation factor. That factor is computed by subtracting from one the fraction \( \Delta\Phi_{t,L}(j) \) of the null variables at step \( t \) divided by the average number of null variables up until step \( t - 1 \) and divided by the average number of non-included candidates up until step \( t \).

That is, the larger (smaller) the fraction of included candidates at step \( t \) compared to the fraction of included nulls up to step \( t \) and, the more (less) weight is given to the change in relative occurrence in that step. Loosely speaking, if the number of non-included null variables and dummies is equal in step \( t - 1 \) of the \( j \)th random experiment, then allowing one more dummy to enter the solution path helps, on average, to the inclusion of one more null variable. Thus, if going from step \( t - 1 \) to \( t \) leads to the inclusion of many variables, then still only one null variable is expected to be among them and, therefore, the deflation factor for that step close to one.

Remark 6. The reader might wonder whether the deflation factors affect not only the inflated \( \Delta\Phi_{t,L}(j) \)'s of the null variables but also those of the active variables. In the following, we shall give an intuitive explanation of why the deflation factors have only a negligible effect on the \( \Delta\Phi_{t,L}(j) \)'s of the active variables: Since usually most active variables enter the solution paths early, i.e., at low values of \( t \) and because they are accompanied by very few null variables, the deflation factor is close to one. For this reason, the \( \Delta\Phi_{t,L}(j) \)'s of the active variables are relatively unaffected. With increasing values of \( t \), the \( \Delta\Phi_{t,L}(j) \)'s of the active variables are close to zero, because for active variables the increases in relative occurrence are usually high for low values of \( t \) and, consequently, low (or even zero) at higher values of \( t \). Summarizing, the deflation factors have little or no effect on the \( \Delta\Phi_{t,L}(j) \)'s of the active variables because for low values of \( t \) they are close to one and for large values of \( t \) the \( \Delta\Phi_{t,L}(j) \)'s of the active variables are close to zero or zero.

APPENDIX D

HYPERPARAMETER CHOICES FOR THE EXTENDED CALIBRATION ALGORITHM

In this appendix, we discuss the choices of the reference voting level \( \hat{\nu} \) and the maximum values of \( L \) and \( T \), namely \( L_{\text{max}} \) and \( T_{\text{max}} \) for the extended calibration algorithm in Algorithm 2:

1. \( \hat{\nu} = 0.75 \): The choice of \( \hat{\nu} \) is a compromise between the 50% and 100% voting levels. Setting \( \hat{\nu} = 0.5 \) would require low values of \( L \) to push FDP(\( v = \hat{\nu}, T, L \)) below the target FDR level while setting \( \hat{\nu} = 1 \) would require high values of \( L \) and FDR control. Thus, \( \hat{\nu} = 0.75 \) is a compromise between tight FDR control and memory consumption. Note that the FDR control property holds for any choice of \( \hat{\nu} \in [0.5, 1) \).

2. \( L_{\text{max}} = 10p \): In order to allow for sufficiently large values of \( L \) such that tight FDR control is possible while not running out of memory, setting \( L_{\text{max}} = 10p \) has proven to be a practical choice. Note that the FDR control property in Theorem 1 holds for any choice of \( L \). However, we can achieve tighter FDR control with larger values of \( L \).

3. \( T_{\text{max}} = \lceil n/2 \rceil \): As discussed for the T-LARS algorithm in the caption of Figure 8, the LARS algorithm includes at most \( \min\{n, p\} \) variables and in high-dimensional settings \( (p > n) \), the maximum number of included variables in each random experiment is \( n \). Since for \( L = p \) we expect roughly as many null variables as active variables in very sparse settings, choosing \( T_{\text{max}} = \lceil n/2 \rceil \) ensures that the LARS algorithm could potentially run until (almost) the end of the solution path. In contrast, for \( L = 10p \) we expect 10 times as many dummies as
null variables in very sparse settings. Thus, for $L = p$ we allow the solution paths to potentially run until the end, although this might only happen in rare cases, while for $L = 2p, \ldots, 10p$ we restrict the run length. This is a compromise between a higher computation time and a higher TPR (i.e., power) that are both associated with larger values of $T_{\text{max}}$.

**APPENDIX E
COMPUTATIONAL COMPLEXITY**

The computational complexities of sampling dummies from the univariate standard normal distribution and fusing the candidate sets are negligible compared to the computational complexity of the utilized forward selection method. Therefore, it is sufficient to analyze the computational complexities of the early terminated forward selection processes. We restrict the following analysis to the LARS algorithm [1], which also applies to the Lasso [2].\(^5\) The $k$th step of the LARS algorithm has the complexity $O(\left(p - \kappa\right) \cdot n + \kappa^2)$, where the terms $(p - \kappa) \cdot n$ and $\kappa^2$ account for the complexity of determining the variable with the highest absolute correlation with the current residual (i.e., the next to be included variable) and the so-called equiangular direction vector, respectively. Replacing $p$ by $p + L$, since the original predictor matrix is replaced by the enlarged predictor matrix, and summing up the complexities of all steps until termination yields the computational complexity of the T-Rex selector. First, we define the run lengths as the cardinalities of the respective candidate sets, i.e.,

$$\kappa_{T,L}(k) := |C_{k,L}(T)|, \quad k = 1, \ldots, K,$$

and assume $L \geq p$. Then, the sum over all steps until the termination of the $k$th random experiment is given by

$$\sum_{\kappa=1}^{\kappa_{T,L}(k)} \left((p + L - \kappa) \cdot n + \kappa^2\right)$$

$$= n \cdot \kappa_{T,L}(k) \cdot (p + L) - n \cdot \sum_{\kappa=1}^{\kappa_{T,L}(k)} \kappa + \sum_{\kappa=1}^{\kappa_{T,L}(k)} \kappa^2$$

$$\leq n \cdot \kappa_{T,L}(k) \cdot (p + L) + \left(\kappa_{T,L}(k)\right)^3$$

$$\leq 2 \cdot n \cdot \kappa_{T,L}(k) \cdot (p + L).$$

We can write $L = \lceil \eta \cdot p \rceil$, $\eta > 0$, and the expected run length can be upper bounded as follows:

$$\mathbb{E}[\kappa_{T,L}(k)] \leq p_1 + T + \mathbb{E}[\Psi] = p_1 + T + \frac{T}{L + 1} \cdot p_0 \leq p_1 + 2T,$$

where the first equation follows from $\Psi \sim \text{NHG}(p_0 + L, p_0, T)$ and the second inequality holds because $L \geq p$. So, the expected computational complexity of one random experiment of the proposed T-Rex selector is $O(np)$. Although the theoretical FDR control result requires $K \rightarrow \infty$, as stated in Section II-C, choosing $K \geq 20$ provides excellent empirical results and we did not observe any notable improvements for $K \geq 100$. Therefore, with fixed $K$ (e.g., $K = 20$), the overall expected computational complexity of the T-Rex selector is $O(np)$. The computational complexity of the original (i.e., non-terminated) LARS algorithm in high-dimensional settings is $O(p^3)$. Thus, on average the high computational complexity of the LARS algorithm does not carry over to the T-Rex selector because within the T-Rex selector the solution paths of the random experiments are early terminated. Moreover, the computational complexity of the T-Rex selector is the same as that of the pathwise coordinate descent algorithm [5].

**APPENDIX F
GENERAL ASSUMPTIONS**

It is important to note that existing theory for FDR control in high-dimensional settings, i.e., the model-X knockoff methods [7], relies on an accurate estimation of the covariance matrix of the predictors, which is known to not be possible, in general, when $p \gg n$ (see, e.g., Figure 7 in [7]). Further, the knockoff generation algorithm in [7] is practically infeasible due to its exponential complexity in $p$ and the authors resort to second-order model-X knockoffs for which no FDR control proof exists. In contrast, the T-Rex selector does not rely on an accurate estimate of a high-dimensional covariance matrix and does not resort to an approximation of its theory to obtain a feasible algorithm.

Instead, to establish the FDR control theory for the T-Rex selector, we will introduce two general and mild assumptions that are thoroughly verified in relevant use-cases and especially for non-Gaussian simulated genomics data using the software HAPGEN2 [8] (see Appendices G and J).

Knockoff methods [9], as well as many popular FDR-controlling methods (i.e., [10]–[12]) assume that the null $p$-values are i.i.d. and uniformly distributed between 0 and 1. In particular, to prove the FDR control property of the knockoff methods in [7], [9], the authors assume that the null $p$-values are independent of the $p$-values corresponding to the true active variables, and stochastically dominate a random variable following the uniform distribution with support between 0 and 1. Since we do not use $p$-values, we make a different assumption and explain how our weaker assumption is implied by the aforementioned standard assumptions.

**A-1.** Let $A$ and $Z$ be the index sets of the true active and the null variables, respectively, and let the candidate variables $X_1, \ldots, X_p$ be standardized (i.e., $\mathbb{E}[X_j] = 0$ and $\text{Var}[X_j] = 1$ for all $j \in \{1, \ldots, p\}$) and follow probability distributions with finite mean and variance. Then,

(i) $X_j$ is independent of $\{X_g : g \in A\}$ for all $j \in Z$, i.e., the null variables are independent of the true active variables,

(ii) $\{X_j : j \in Z\}$ is a set of independent random variables, i.e., the nulls are mutually independent.

**Remark 7.** Points 1 and 2 of the above standard assumption in FDR control theory state that the null $p$-values are i.i.d. and independent of the $p$-values corresponding to the true active variables. This can also be stated in terms of test statistics.
That is, the test statistics corresponding to the null variables are i.i.d. and independent of the test statistics corresponding to the true active variables. Null p-values are defined by
\[ P_j = 1 - F_0(T_j), \]
where \( P_j \) and \( T_j \) are the null p-value and the null test statistic, respectively, corresponding to the \( j \)th null variable and \( F_0(\cdot) \) is the distribution of the null test statistics [13]. From this definition of p-values, it is obvious that this assumption can be stated equivalently either in terms of p-values or test statistics, which is frequently done [9]–[11], [14]. As stated in [9] (p. 2075), especially in the case where the test statistics stem from the regression coefficient estimates \( \hat{\beta} = [\hat{\beta}_1 \ldots \hat{\beta}_p]^\top \sim N(\beta, \sigma^2(\mathbf{X}^\top \mathbf{X})^{-1}) \), the coefficient estimates (and the test statistics) are mutually independent if and only if \( \mathbf{X}^\top \mathbf{X} \) is a diagonal matrix (i.e., orthogonal design). This implies that the null test statistics are mutually independent and independent of the test statistics corresponding to the true active variables if and only if the null variables are mutually independent and independent of the true active variables. Note that this is what we are stating in our A-I. Thus, the standard assumption in FDR control theory implies A-I and, since this implication does not require Point 3 of the above standard assumption in FDR control theory, A-I is weaker.

For a numerical verification of A-I in relevant use-cases and especially for non-Gaussian simulated genomics data using the software HAPGEN2 [8], see Appendices G and J.

**Remark 8.** In the genomics literature, it is well-known that SNPs (i.e., variables) form groups of highly correlated SNPs. The biological phenomenon that leads to such dependency structures is called linkage disequilibrium [15] (see also Appendix J. It is common in genomics research to use pruning methods to group SNPs and to keep only one representative SNP from each group and, thus, drastically reduce the dependencies among the SNPs before applying any variable selection procedure (see, e.g., [16] and references therein). Therefore, SNP pruning is a valid method to satisfy A-I in practice. When choosing the amount of pruning (i.e., the number of groups that the SNPs are grouped into) one must consider the trade-off between

1) the reduction of dependencies among SNPs (by creating few SNP groups) and
2) the increase of the resolution of the to be detected regions on the genome (by creating many SNP groups).

For details on how this trade-off is commonly tuned for GWAS, see Appendix J.

As shown in Figure 2, the estimator of the active set \( \hat{A}(v) \) results from fusing the candidate sets \( C_1, \ldots, C_K \) based on a voting level that is applied to the relative occurrences of the candidate variables. Therefore, the number of selected null variables \( V_{T,L}(v) \) is related to the distribution of the number of included null variables in the terminal step \( t = T \). We state this relationship as an assumption:

**A-II.** For any \( v \in [0,1) \), the number of selected null variables is stochastically dominated by a random variable following the negative hypergeometric distribution with parameters specified in Corollary 1, i.e.,
\[ V_{T,L}(v) \sim \text{NHG}(p_0 + L, p_0, T). \]

For a numerical verification of A-II in relevant use-cases and especially for non-Gaussian simulated genomics data using the software HAPGEN2 [8], see Appendices G and J.

The expression for \( \tilde{V}_{T,L}(v) \) from Remark 3 can be rewritten as follows:
\[ \tilde{V}_{T,L}(v) = \sum_{t=1}^{\lfloor T \rfloor} \frac{p_0 - \sum_{q \in Z} \Phi_{t,L}(q)}{L - (t - 1)} \left( \sum_{q \in \hat{A}(t)} \Delta \Phi_{t,L}(q) \right) + \sum_{q \in \hat{A}(0.5)} \Delta \Phi_{t,L}(q). \]

The marked terms consider only the relative occurrences of the active variables. Recall that, assuming that the variable selection method is better than random selection, almost all active variables are selected early, i.e., terminating the T-Rex selector after a small number of \( T \) dummy have been included allows to select almost all active variables (see Figure 8a). Thus, the relative occurrences of the active variables are approximately one for a sufficient number of included dummies. In consequence, and since \( \Delta \Phi_{t,L} = \Phi_{t,L} - \Phi_{t-1,L} \), \( t \in \{1, \ldots, T\} \), the \( \Delta \Phi_{t,L} \)'s of the active variables are approximately zero for a sufficiently large \( t \) and \( T \). This motivates the assumption that the marked terms can be neglected.

**A-III.** For sufficiently large \( T \in \{1, \ldots, L\} \) it holds that
\[ \tilde{V}_{T,L}(v) = \sum_{t=1}^{\lfloor T \rfloor} \frac{p_0 - \sum_{q \in Z} \Phi_{t,L}(q)}{L - (t - 1)} \left( \sum_{q \in \hat{A}(v)} \Delta \Phi_{t,L}(q) \right) + \sum_{q \in \hat{A}(0.5)} \Delta \Phi_{t,L}(q). \]

See Appendices G and J for the motivation, technical details, and extensive numerical verifications of A-III.

**APPENDIX G**

**EXEMPLARY NUMERICAL VERIFICATION OF A-I, A-II, AND A-III**

In this section, A-I, A-II, and A-III from Appendix F are verified. The general setup for the exemplary numerical verification of all assumptions is as described in Section IV-A. The specific values of the generic high-dimensional simulation setting in Section IV-A and the parameters of the proposed T-Rex selector and the proposed extended calibration algorithm
in Algorithm 2, i.e., the values of \( n, p, p_1, v, T, L, K, \) and SNR are specified in the figure captions. All results are averaged over \( MC = 500 \) Monte Carlo realizations. An additional verification for our use-case of GWAS is provided in Appendix J.

A. Exemplary Numerical Verification of A-I

Figure 10a shows the histogram of the number of included null variables for \( T = 20 \) and for 500 Monte Carlo replications consisting of \( K = 20 \) candidate sets each while Figure 10b shows the corresponding Q-Q plot. The histogram closely approximates the probability mass function (PMF) of the negative hypergeometric distribution with the parameters specified in Corollary 2. Moreover, the points in the Q-Q plot closely approximate the ideal line. Thus, Figure 10 provides an exemplary numerical verification of Corollary 2 and, therewith, an implicit exemplary verification of A-I.

B. Exemplary Numerical Verification of A-II

Figure 11 shows the empirical cumulative distribution function (CDF) of \( V_{T,L}(v) \) for \( T = 20 \) and different values of the voting level \( v \) and the CDF of the negative hypergeometric distribution. The empirical CDFs are based on 500 Monte Carlo replications. Already for a small number of random experiments, i.e., \( K = 20 \), the CDF of the negative hypergeometric distribution with its parameters being as specified in A-II lies below the empirical CDFs of \( V_{T,L}(v) \) for all \( v \geq 0.5 \) at almost all values of \( V_{T,L}(v) \). For values of \( V_{T,L}(v) \) between 6 and 12, we observe that the CDF of the negative hypergeometric distribution lies slightly above the empirical CDF for \( v = 0.5 \). All in all, we conclude that a random variable following the negative hypergeometric distribution stochastically dominates \( V_{T,L}(v) \) at almost all values and for all \( v \geq 0.5 \), which exemplarily verifies A-II.

C. Exemplary Numerical Verification of A-III

An exemplary numerical verification of A-III is given in Figure 12, where we see that approximations and true values
Figure 12: Exemplary numerical verification of A-III: In Figures (a) and (b), we see that the approximations and the true values are almost identical for different values of \( v \) and \( T \). The corresponding box plots in Figures (c) and (d) show that also the distributions of approximations and true values are very similar. Setup: \( n = 150, p = 300, p_1 = 5, L = p, K = 20, SNR = 1, MC = 500 \).

APPENDIX H
BENCHMARK METHODS FOR FDR CONTROL

As mentioned in Section IV, the benchmark methods in low-dimensional settings (i.e., \( p \leq n \)) are the Benjamini-Hochberg (BH) method [10], the Benjamini-Yekutieli (BY) method [14], and the fixed-\( X \) knockoff methods [9], while the model-\( X \) knockoff methods [7] are the benchmarks in high-dimensional settings (i.e., \( p > n \)). These methods are briefly described and discussed in the following.

A. The BH and the BY Method

For low-dimensional sparse regression, we can formulate the null hypotheses \( H_j : \beta_j = 0, j = 1, \ldots, p \) with associated \( p \)-values \( P_1, \ldots, P_p \). Thus, when a variable is selected, we can interpret this as the rejection of the corresponding null hypothesis in favor of the alternative hypothesis. The BH method and the BY method were designed to control the FDR at the target level \( \alpha \in [0, 1] \) for multiple hypothesis testing based on \( p \)-values. For all variables in the sparse regression setting, the \( p \)-values are computed and sorted in an ascending order. Then, the estimate of the number of active variables \( \hat{\beta}_1(\alpha) \) is determined by finding the largest \( p \)-value that does
not exceed a threshold depending on $\alpha$ by solving
\[
\hat{p}_1(\alpha) = \max \left\{ m : P_m \leq \frac{m}{p \cdot c(p)} \cdot \alpha \right\},
\]
where $c(p) = 1$ for the BH method and $c(p) = \sum_{j=1}^{p} 1/j \approx \ln(p) + \gamma$ for the BY method with $\gamma \approx 0.577$ being the Euler-Mascheroni constant. If no such $\hat{p}_1(\alpha)$ exists, then no hypothesis is rejected. Otherwise, the variables corresponding to the $\hat{p}_1(\alpha)$ smallest $p$-values are selected. The BH method requires independent hypotheses or, at least, a so-called positive regression dependence among the candidates to guarantee FDR control at the target level. In contrast, the BY method provably controls the FDR at the target level and does not require independent hypotheses or any assumptions regarding the dependency among the hypotheses. However, the BY method is more conservative than the BH method, i.e., it achieves a considerably lower power than the BH method at the same target FDR level.

B. The fixed-X and the model-X Methods

The fixed-X knockoff method is a relatively new method for controlling the FDR in sparse linear regression settings. Since it requires $n \geq 2p$ observations, it is not suitable for high-dimensional settings. The method generates a knockoff matrix $\tilde{X}$ consisting of $p$ knockoff variables and appends it to the original predictor matrix. Unlike for our proposed T-Rex selector, the knockoff variables are designed to mimic the covariance structure of $X$. Further, they are designed to be, conditional on the original variables, independent of the response. Hence, the knockoff variables act as a control group and when a knockoff variable enters the active set before its original counterpart it provides some evidence against this variable being a true positive.

The predictor matrix of, e.g., the Lasso optimization problem in (3) is then replaced by $[X \tilde{X}]$ and the $\lambda$-values corresponding to the first entry points of the original and knockoff variables are extracted from the solution path resulting in $Z_j = \sup\{\lambda : \hat{\beta}_j \neq 0 \text{ first time}\}$ and $\tilde{Z}_j = \sup\{\lambda : \hat{\beta}_{j+p} \neq 0 \text{ first time}\}$, $j = 1, \ldots, p$. The authors suggest to use the test statistics
\[
W_j = (Z_j \vee \tilde{Z}_j) \cdot \text{sign}(Z_j - \tilde{Z}_j), \quad j = 1, \ldots, p, \tag{H.1}
\]
and to determine the threshold
\[
\tau = \min \left\{ \tau' \in \mathcal{W} : \frac{b + |\{j : W_j \leq -\tau'\}|}{|\{j : W_j \geq \tau'\}|} \cdot \sqrt{1 / \alpha} \leq 1 \right\}, \tag{H.2}
\]
where $\mathcal{W} = \{\{W_j : j = 1, \ldots, p\} \setminus \{0\}$. Note that this is only one of the test statistics that were proposed by the authors. In general, many other test statistics obeying a certain sufficiency and anti-symmetry property are suitable for the knockoff method. In our simulations, we stick to the test statistic in (H.1). In (H.2), $b = 0$ yields the knockoff method and $b = 1$ the more conservative (higher threshold $\tau$) knockoff+ method. Finally, only those variables whose test statistics exceed the threshold are selected, which gives us the selected active set $\hat{A} = \{j : W_j \geq \tau\}$. The knockoff+ method controls the FDR at the target level $\alpha$ and the knockoff method controls a modified version of the FDR. The advantage of the knockoff over the knockoff+ method is that it is less conservative and will, generally, have a higher power at the cost of controlling only a related quantity but not the FDR.

The model-X knockoff method was proposed as an extension to the fixed-X knockoff method for high-dimensional settings [7]. It does not require any knowledge about the conditional distribution of the response given the explanatory variables $Y|X_1, \ldots, X_p$ but needs to know the distribution of the covariates $(X_{i1}, \ldots, X_{ip})$, $i = 1, \ldots, n$. The difference to the deterministic design of fixed-X knockoffs is that model-X knockoffs need to be designed probabilistically by sequentially sampling each knockoff predictor $\tilde{x}_j$, $j = 1, \ldots, p$, from the conditional distribution of $X_j|X_{-j}$, $\tilde{X}_{1,j-1}$, where $X_{-j}$ is the set of all explanatory variables except for $X_j$ and $\tilde{X}_{1,j-1} := \{\tilde{X}_1, \ldots, \tilde{X}_{j-1}\}$. However, the authors state that determining a new conditional distribution for each knockoff predictor and sampling from it turned out to be complicated and computationally very expensive [7]. The only case in which model-X knockoffs can be easily constructed by sampling from the Gaussian distribution with a certain mean vector and covariance matrix is when the covariates follow the Gaussian distribution. For all other distributions of the covariates, especially when $p$ is large, the authors consider an approximate construction of model-X knockoffs which yields the so-called second-order model-X knockoffs. Unfortunately, however, there is no proof that FDR control is achieved with second-order model-X knockoffs. Nevertheless, in our simulations we consider these knockoffs. Moreover, for $p > 500$ we consider the approximate semidefinite program (asdp) instead of the original semidefinite program that needs to be solved to construct second-order model-X knockoffs. This is the default choice in the R package accompanying the fixed-X and model-X papers.\(^6\)

APPENDIX I

ADDITIONAL SIMULATION RESULTS

For the sake of completeness, we present additional simulation results for the classical low-dimensional setting, i.e., $p \leq n$. The data is generated as described in Section IV-A. The specific values of the generic simulation setting in Section IV-A and the parameters of the proposed T-Rex selector and the proposed extended calibration algorithm in Algorithm 2, i.e., the values of $n, p, p_1, T_{\text{max}}, L_{\text{max}}, K$, and SNR are specified in the captions of Figure 13. All results are averaged over 955 Monte Carlo realizations. The simulations were conducted using the R packages TRexSelector [17] and tlar [6].

Summarizing in brief, the proposed T-Rex selector controls the FDR at the target level of 10% while, in terms of power, outperforming the fixed-X knockoff method, the fixed-X knockoff+ method, and the BY method and showing a comparable performance to the BH method. A detailed discussion of the simulation results is given in the captions of Figure 13 and its subfigures.

\(^6\)The R package containing the implementations of the fixed-X and the model-X methods is available at https://CRAN.R-project.org/package= knockoff (last access: January 31, 2024).
Figure 13: **General:** The fixed-X knockoff method fails to control the FDR. In terms of power, the proposed T-Rex selector outperforms the fixed-X knockoff method, the fixed-X knockoff+ method, and the BY method and shows a comparable performance to the BH method. **Details:** (a) All methods except for the fixed-X knockoff method control the FDR at a target level of 10% for the whole range of SNR values. The fixed-X knockoff method fails to control the FDR and performs poorly at low SNR values. (b) As expected, the TPR (i.e., power) increases with respect to the SNR. It is remarkable that the TPP (i.e., power) of the proposed T-Rex method cannot be interpreted as an advantage because the method does not control the FDR. (c) The proposed T-Rex selector, the fixed-X knockoff+ method, and the BY method control the FDR at a target level of 10%, while the BH method exceeds the target level for some low values of $p_1$ and the curve of the fixed-X knockoff method never falls below the target level. (d) Among the methods that control the FDR for all considered values of $p_1$, the proposed T-Rex selector has the highest power. It is remarkable that the TPP (i.e., power) of the proposed T-Rex selector is comparable to that of the BH method, although the FDR of the T-Rex selector is approximately only half of the achieved FDR of the BH method (see Figure (c)).

**APPENDIX J**

**SETUP, PREPROCESSING, AND ADDITIONAL RESULTS:**
**SIMULATED GENOME-WIDE ASSOCIATION STUDY**

This appendix provides additional details on the setup of the simulated genome-wide association study (GWAS) in Section V and the preprocessing of the data, presents additional results, and verifies A-I, A-II, and A-III on simulated genomics data.

A. **Setup**

The genotype matrix, i.e., the matrix $X$ containing the SNPs as columns consists of groups of highly correlated SNPs. This is due to a phenomenon called linkage disequilibrium [15]. In order to visualize this phenomenon and understand the implications it has on the data structure, we have generated 3,000 SNPs using the genomics software HAPGEN2. That is, we have fed real world haplotypes from the International
HapMap project (phase 3) [18] into the software HAPGEN2. The software takes into account biological characteristics of genomics principles to simulate realistic genotypes (i.e., predictor matrix $X$) with known ground truth. This data contains groups of highly correlated variables. Figure 15 visualizes the correlation matrix of the first 150 SNPs in $X$. We can observe the dependency structure among the predictors/SNPs that form groups of highly correlated predictors.

In GWAS, our goal is not to find specific SNPs/variables that are associated with a disease of interest but rather to find the groups of highly correlated SNPs/variables that point to the broader locations on the genome that are associated with the disease of interest. Therefore, in genomics research, it is a standard procedure to apply a preprocessing method called SNP pruning before applying any variable selection method (see, e.g., [16]). The main idea behind SNP pruning is to cluster the SNPs into groups of highly correlated SNPs using a dendrogram and to select one representative from each group of highly correlated SNPs. After this procedure has been carried out, we are left with an SNP matrix whose dimension is reduced and that exhibits only weak dependencies among the representative SNPs.

For the simulated GWAS, we generated 100 data sets satisfying the specifications in Section V-A using the software HAPGEN2 [8]. According to the authors, HAPGEN2 uses the time of the current day in seconds to set the seed of the random number generator, and, therefore multiple simulations should not be started very close in time to avoid identical results. Therefore we have generated the data sets sequentially and since generating a single data set took roughly six minutes, a sufficient time period between the starts of consecutive simulations was allowed.7

B. Preprocessing and Additional Results

The preprocessing is carried out as suggested in [16] and on the accompanying website.8 That is, SNPs with a minor allele frequency or call rate lower than 1% and 95%, respectively, are removed. Additionally, SNPs that violate the Hardy-Weinberg

---

7The data sets were generated on a compute node of the Lichtenberg High-Performance Computer of the Technische Universität Darmstadt that consists of two “Intel® Xeon® Platinum 9242 Processors” with 96 cores and 384 GB RAM (DDR4-2933) in total.

8URL: https://web.stanford.edu/group/candes/knockoffs/tutorials/gwas_tutorial.html (last access: January 31, 2024).
C. Verification of A-I, A-II, and A-III on HAPGEN2 Genomics Data

Figures 16, 17, and 18 show that for the genomics data analyzed in Section V in the main paper and with the preprocessing (i.e., SNP pruning, etc.) described above, A-I, A-II, and A-III are surprisingly well satisfied. For our verifications here, we have only made one necessary minor adjustment to the preprocessing described in the previous section. The reason is that for each of the 100 data sets, that have been generated using HAPGEN2 [8], the SNP pruning procedure outputs pruned SNP sets with slightly different sizes. For the verification of the assumptions, it is necessary to have a constant number of SNPs. Therefore, we have removed very few randomly selected SNPs from all sets in order to match the size of the smallest SNP set, which contains 8,120 out of originally 20,000 SNPs after the preprocessing.

Figure 16: Exemplary numerical verification of Corollary 2 and A-I for HAPGEN2 genomics data: The histogram of the number of included null variables in Figure (a) approximates the theoretical probability mass function (PMF). The expected value of a random variable following the negative hypergeometric distribution with the parameters specified in the last sentence of this caption is given by $T \cdot \frac{P_0}{L+1} = 3 \cdot \frac{8,110}{(8,120 + 1)} \approx 2.996$, which fits the mean of the histogram. The Q-Q plot in Figure (b) confirms that the number of included null variables follows the negative hypergeometric distribution.

Figure 17: Exemplary numerical verification of A-II for HAPGEN2 genomics data: For $v \geq 0.5$, a random variable following the negative hypergeometric distribution stochastically dominates the random variable $V_{T,L}(v)$ (i.e., the number of selected null variables) at all values of $V_{T,L}(v)$. Setup after preprocessing: $n = 1,000$, $p = 8,120$, $p_1 = 10$, $T = 3$, $L = p$, $K = 20$.

Figure 18: Exemplary numerical verification of A-III for HAPGEN2 genomics data: The empirical cumulative distribution function (CDF) of the number of selected null variables is shown for different values of $v$. Setup after preprocessing: $n = 1,000$, $p = 8,120$, $p_1 = 10$, $T = 3$, $L = p$, $K = 20$.

In addition to the averaged results of the simulated GWAS in Section V in the main paper, Figure 14 shows how the FDP and TPP vary around the mean using box plots.
Figure 18: Exemplary numerical verification of A-III for HAPGEN2 genomics data: In Figures (a) and (b), we see that the approximations and the true values are almost identical for different values of \( v \) and \( T \). The corresponding box plots in Figures (c) and (d) show that also the distributions of approximations and true values are very similar. Setup after preprocessing: \( n = 1,000, p = 8,120, p_1 = 10, L = p, K = 20 \).

APPENDIX K
ILLUSTRATION OF THEOREM 2 (DUMMY GENERATION)

Theorem 2 is an asymptotic result that, loosely speaking, tells us that the FDR control property of the T-Rex selector remains intact regardless of the distribution that the dummies are sampled from. In order to exemplify the somehow surprising results of Theorem 2, we have conducted simulations to show that the FDR control property of the T-Rex selector remains intact for dummies sampled from the standard normal, uniform, \( t \)-, and Gumbel distribution, while the original predictors are sampled from the standard normal distribution. In Figure 19, we see that the results remain almost unchanged regardless of the choice of the dummy distribution.

In order to also verify that the FDR control property holds for different distributions (with finite mean and variance) of the original predictors, we have conducted simulations in which the dummies are sampled from a standard normal distribution, while the original predictors are sampled from non-Gaussian heavy-tailed (i.e., Student’s \( t(3) \), \( t(2.1) \), and \( t(2.01) \)) and skewed (i.e., Gumbel(0,1)) distributions. Figure 20 shows that, regardless of the mismatch between the distribution of the original variables and the dummies, the FDR control property holds for all these different distributions.

APPENDIX L
ROBUSTNESS OF THE T-REX SELECTOR

In this appendix, we investigate the robustness of the proposed T-Rex selector in the presence of non-Gaussian...
Figure 19: Illustration of Theorem 2 (Dummy generation): The average FDP and TPP of the T-Rex selector remain almost unchanged regardless of the distribution that the dummies are sampled from: (a) - (d) standard normal distribution, (e) - (h) uniform distribution with support between 0 and 100, (i) - (l) Student’s t-distribution with 3 degrees of freedom, (m) - (p) Gumbel distribution with its location and scale being 0 and 1, respectively. Setup: $n = 300$, $p = 1,000$, $p_1 = 10$, $T_{\text{max}} = \lceil n/2 \rceil$, $L_{\text{max}} = 10p$, $K = 20$, SNR = 1, $MC = 955$. 

Illustration of Theorem 2 (Dummy generation): 

(a) Gaussian dummies. 
(b) Gaussian dummies. 
(c) Gaussian dummies. 
(d) Gaussian dummies. 
(e) Uniform dummies. 
(f) Uniform dummies. 
(g) Uniform dummies. 
(h) Uniform dummies. 
(i) Student t dummies. 
(j) Student t dummies. 
(k) Student t dummies. 
(l) Student t dummies. 
(m) Gumbel dummies. 
(n) Gumbel dummies. 
(o) Gumbel dummies. 
(p) Gumbel dummies.
were sampled from (a) - (f) the Student’s $t$ distribution with 3, 2.1, and 2.01 degrees of freedom (i.e., $t(3), t(2.1),$ and $t(2.01)$) and (g) - (h) the Gumbel distribution with location and scale being zero and one (i.e., Gumbel(0,1)), respectively. The response was generated according to the linear model in (2). Setup: $n = 300$, $p = 1,000$, $p_1 = 10$, $T_{\text{max}} = \lceil n/2 \rceil$, $L_{\text{max}} = 10p$, $K = 20$, $MC = 955$. 

Figure 20: Average FDP and TPP in the case of non-Gaussian predictors in $X$: The FDR is controlled by the $T$-Rex selector and the model-X knockoff+ method while the model-X knockoff method does not control the FDR. The predictors in $X$ were sampled from (a) - (f) the Student’s $t$ distribution with 3, 2.1, and 2.01 degrees of freedom (i.e., $t(3), t(2.1),$ and $t(2.01)$) and (g) - (h) the Gumbel distribution with location and scale being zero and one (i.e., Gumbel(0,1)), respectively.
Figure 21: Average FDP and TPP in the case of non-Gaussian noise: The results are similar to the results of the Gaussian noise case in Figure 5. That is, all considered methods appear to be robust against deviations from the Gaussian noise assumption for the case of heavy-tailed (t-distributed) noise. The predictors in \( X \) were sampled from a univariate standard normal distribution and the response was generated according to the linear model in (2) with the noise vector \( \epsilon \) being sampled from the t-distribution with 3 degrees of freedom. Setup: \( n = 300, p = 1,000, p_1 = 10, T_{\max} = \lfloor n/2 \rfloor, L_{\max} = 10p, K = 20 \), SNR = 1, MC = 955.

We have conducted simulations with heavy-tailed noise following the t-distribution with three degrees of freedom. Figure 21 shows that the proposed method performs well, even in the presence of heavy-tailed noise and, most importantly, maintains its FDR control property.
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