Surrogate Models for Wind Turbine Electrical Power and Fatigue Loads in Wind Farm
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Abstract: Fatigue damage of turbine components is typically computed by running a rain-flow counting algorithm on the load signals of the components. This process is not linear and time consuming, thus, it is non-trivial for an application of wind farm control design and optimisation. To compensate this limitation, this paper will develop and compare different types of surrogate models that can predict the short term damage equivalent loads and electrical power of wind turbines, with respect to various wind conditions and down regulation set-points, in a wind farm. More specifically, Linear Regression, Artificial Neural Network and Gaussian Process Regression are the types of the developed surrogate models in this work. The results showed that Gaussian Process Regression outperforms the other types of surrogate models and can effectively estimate the aforementioned target variables.
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1. Introduction

In a wind farm, wind turbines are typically positioned closely together to ensure several economic benefits such as reductions in the deployment, operation and maintenance cost. However, in a row of wind turbines, the upstream turbines extract the largest amount of energy from the wind, create velocity deficits and add more turbulence to the flow for the downstream turbines. This region of flow is known as wake. The reduction in wind speeds and added turbulence in a wake will cause the downstream turbine to produce less power and accelerate the structural damage. Thus, a number of wind farm control strategies has been proposed in the literature.

A substantial amount of studies investigated the possibility to increase the aggregated wind farm power output by manipulating the wake behaviour (see [1]). These methods are mostly relevant for wind farms in low wind speeds and can be classified into two distinct classes: induction control and wake steering control. In induction control (e.g., [2–4]), the upstream turbines are down-regulated to reduce the thrust coefficient, aiming to reduce the velocity deficits and create a faster recovery of the wake. In wake steering (e.g., [5,6]), the upstream turbine rotor is misaligned with the ambient wind direction, with the purpose to steer the wake away from the downstream turbine. In contrast to methods increasing the power output, some works (e.g., [7–9]) focused on developing methods to optimise the load situation among turbines in a wind farm, which are mostly relevant for wind farms in above-rated wind conditions. Several works investigated the fatigue loads impact of turbines operating in down-regulations (e.g., [10–12]).

One of the key concerns in wind farm control is the turbine fatigue loads. Calculation of turbine loads, including turbine wake, typically requires Computational Fluid Dynamics (CFD) and aero-servo-elastic turbine simulations that are computationally expensive. Thus, development of a simplified and control-oriented surrogate model is motivated, which offers fast prediction of electrical power and fatigue loads in a wind farm for given control set-point of turbines.
One of the early models was developed by Frandsen [13], that maps the wake effects to an equivalent ambient turbulence. This equivalent ambient turbulence should cause the same level of fatigue load accumulation as the actual wake-induced turbulence and deficit. The Frandsen [13] approach is widely popular because of its simplicity; however, some studies (e.g., [14]) pointed out that the methods provided a conservative load result. Later, a more advanced engineering model [15], the Dynamic Wake Meandering (DWM) model, was developed. The model considers the wake velocity deficit, meandering dynamics and added wake turbulence. This model is accurate at predicting the wake-induced loads and has been validated in a number of studies (e.g., [16]). However, aero-servo-elastic turbine simulations with the DWM model are still not sufficiently fast enough for control-oriented purposes. In recent years, some simpler surrogate load models consider the various atmospheric conditions such as wind speeds, turbulence intensities and wake properties. For example, a model developed by Dimitrov [17] maps the wake properties into turbine loads, while a study by Mendez Reyes et al. [18] developed a load surrogate model that describes the turbine fatigue loads in terms of changes in yaw and wind inflow conditions. A recent study by Galinos et al. [19] considered different down-regulation power set-points in their load surrogate models.

Of the many existing works, training load surrogate models requires a substantial amount of turbine data. However, the required amount of data set of turbine loads might not always be available. Therefore, the aim of this work is to define and demonstrate a simple procedure that maps the outputs of the short-term damage equivalent loads and electrical power of a wind turbine in a wind farm, in computationally efficient surrogate models approximations. More importantly, the surrogate model developed in this work requires a small size of data set with fewer than a thousand samples. Specifically, we investigate three regression methods and identify which methods offer the best and reliable performance based on a small data set. The presented methods are Linear Regression (LR), Artificial Neural Network (ANN) and Gaussian Process Regression (GPR). In addition, this work further investigates the link between the sample size and the accuracy of surrogate models. The proposed surrogate model produces accurate and fast turbine power and load predictions in a wind farm, which is particularly useful for wind industry with a limited amount of measurement data to develop wind farm control strategy.

The remainder of this paper is organised as follows. In Section 2, we present the procedure of collecting the training data. Section 3 discusses three regression methods that are used in this study. In Section 4, evaluation of model preference and discussions are presented. Finally, it is followed by conclusions in Section 5.

2. Definition of the Surrogate Load Modeling Procedure

To acquire the input data set of this work, DTU 10MW reference turbine [20] and a high fidelity aero-elastic simulation code HAWC2 [21] were used. HAWC2 simulates wind turbines with large and flexible blades in time domain. It handles non-linear structure dynamic with arbitrary large rotation. The aerodynamic part of the code is based on the Blade Element Momentum (BEM) theory [22], but extended from the classic approach to handle dynamic inflow, dynamic stall, skew inflow, shear effects on the induction and effects from large deflections. The DWM model, which is a medium-fidelity model providing detailed information of the non-stationary inflow wind field to each individual wind turbine within a wind farm, is implemented in HAWC2 for performing wind farm simulation. Three different wind classes, namely IA, IB and IC representing different turbulence intensity reference values ($I_{ref}$) of 0.16, 0.14 and 0.12, were used in the simulation. The mean wind speed range ($\bar{U}$) was from 4 m/s to 24 m/s in 2 m/s increments, and six random turbulent seeds were used per wind speed. The simulation time was 600 seconds using time step of 0.01 s. This simulation time of 600 s is sufficiently long enough for the wake of the upwind turbine to hit the downwind turbine in the second row. The down-regulation method based on minimizing the
Thrust Coefficient ($C_T$) [23] was used. The down-regulation level ($\delta_d$) is defined as the ratio between the power demanded to generate in derating operation ($P_{\text{derated}}$) and rated power ($P_{\text{rated}}$):

$$\delta_d = \frac{P_{\text{derated}}}{P_{\text{rated}}} \quad (1)$$

For the upstream turbine (WT-1), the down-regulation level in percentage were set as 60%, 70%, 80%, 90%, 100%. For the downstream wind turbine (WT-2) the down regulation levels were 70%, 80%, 90%, 100% for each down regulation levels of WT-1. The wind turbines in both rows were combined with all three wind classes. The Wohler exponent values ($m$) of 3, 4 and 10 were chosen for the bearings (yaw and shaft), the tower and the blades respectively. The space distance between the first and the second row of the wind turbines was chosen four rotor diameters (4D). This spacing represented a compromise between compactness, which minimises capital cost, and the need for adequate separations to reduce energy loss through the wind shadowing from upstream wind turbines. The ambient wind direction was set to zero degrees, which means yaw misalignment was not considered.

The results from the simulations were post-processed. The short term damage equivalent load $S_{\text{eq,ST}}$ for each time-series was computed using the rain-flow counting method [24]. Subsequently, the average short term Damage Equivalent Load (DEL) was computed as follows

$$\bar{S}_{\text{eq,ST}} = \left( \sum_i p_i \cdot S_{\text{eq,ST}}^m \right)^{\frac{1}{m}} \quad (2)$$

where $p_i = \frac{1}{6}$ represents the identical weight for six turbulent seeds, $m$ is the Wohler exponent value mentioned above. For each wind speed the short-term DELs for each turbulent seed $S_{\text{eq,ST}}$ were combined as shown in (2) into the average short-term DEL $\bar{S}_{\text{eq,ST}}$ corresponded to each wind speed.

The input data set $D_{\text{in}} := \{ \bar{U}, I_{\text{ref}}, \delta_{d,\text{up}}, \delta_{d,\text{down}} \}$ consists of four features. The features are: wind speed ($\bar{U}$), turbulence intensity reference ($I_{\text{ref}}$), down regulation level of the upstream and downstream wind turbine ($\delta_{d,\text{up}}$ and $\delta_{d,\text{down}}$). The wind speed and turbulence intensity reference features consist of values that were previously described. The other two features consist of values of down regulation levels. In cases when only the loads and power of one single turbine are of interest, the power set-point for the upstream turbine is set to be 0. For example, if there was only an upstream wind turbine down regulated at 80%, then the power set-point of upstream wind turbine had to be set to 0 and the power set-point of downstream wind turbine to 0.8. In this way an extra feature addition that shows if the wind turbine is upstream or downstream, was avoided.

In Table 1 the different input values are presented. First, we have turbulent wind cases with 11 different wind speeds and three turbulent classes. For one single turbine case, the upstream turbine is operated at 60%, 70%, 80%, 90% and 100% of the rated power, that provides five variations. In a case of two turbines, five variations are for the upstream turbine and four variations are for the downstream turbine. Therefore, the total number of DEL sets that were calculated from post processing is 825 for each load channels. For the electrical power, the number of post processed results is the same since the six turbulent seeds for each wind speed were combined and the mean value was taken. The input data was a matrix of $825 \times 4$ elements. A general schematic diagram that represents the components of the training process is given in Figure 1.
Table 1. Input variables for surrogate models.

| Parameters                              | Values                                  | Number of Samples |
|-----------------------------------------|-----------------------------------------|-------------------|
| Wind Speed $\bar{U}$ [m/s]              | 4, 6, 8, 10, 12, 14, 16, 18, 20, 22, 24 | 11                |
| Turbulence intensity reference $I_{ref}$ [-] | 0.12, 0.14, 0.16 | $\times3$        |
| Upstream down-regulation level $\delta_{up}$ [-] | 0.00, 0.60, 0.70, 0.80, 0.90, 1.00 | $\times5 \times 4$ |
| Downstream down-regulation level $\delta_{down}$ [-] | 0.70, 0.80, 0.90, 1.00 |                |

Total number of samples 825

Figure 1. General schematic diagram of surrogate models.

3. Methodology

3.1. Linear Regression

In this supervised learning task, a training set is given, comprised of $N$ observations $D_{ob} := \{X, y\}$, where $X = [x_1, x_2, \ldots, x_N]^T \in \mathbb{R}^{N \times p}$ represents the input data set and $y = [y_1, y_2, \ldots, y_N]^T \in \mathbb{R}^N$ is denoted as the output data. The input vector $x_i \in \mathbb{R}^p$ has $p$ elements of input. The goal is to predict new $y_i$ from input data $x_i$. In Linear Regression, the predicted output $\hat{y}_i$ is formulated as follows.

$$\hat{y}_i(x, w) = w_0 + w_1 x_{i,1} + \cdots + w_p x_{i,p}$$ (3)

where $w = [w_0, w_1, \ldots, w_p]^T \in \mathbb{R}^p$ is a vector of tunable coefficients and $x_i = [x_{i,1}, \ldots, x_{i,p}]$ are the input features. Learning then consists of selecting the parameters $w$ based on the training data $X$ and $y$.

In this work, the input data $X$ is the variables listed in Table 1. With respect to the output data, for the short-term DELs surrogate model, $y$ is the short-term DELs for each load channels. For the electrical power surrogate model, the output data $y$ is the electrical power. A standardization was made in the data set. A 10-fold cross-validation was used and the data was divided in 90% training and 10% test set for each fold.

To predict the target variables $\hat{y}_i$, sklearn.linear_model.LinearRegression package in high-level programming language Python was used [25]. This model uses Ordinary Least Squares method by fitting a linear model with coefficients $w$ to minimise the residual sum of squares between the observed targets in the data set, and the targets predicted by the linear approximation. To find the tunable coefficients $w$ in (3), the optimisation problem is formulated as follows.

$$\hat{w} = \min_{w} ||y - Xw||^2$$ (4)

The estimation of the coefficients for Ordinary Least Squares relies on the independence of the features. For each fold, the model was trained and the least squares optimisation (4) was computed using the singular value decomposition of $X$. To avoid developing an over-fitting model, a general technique for controlling model complexity known as regularization was considered. The type of
regularization that was considered is commonly referred to as $L_2$ regularization, and the resulting model is commonly called Ridge regression [25]. For the purpose of this study, the regularization constant was tweaked in an internal cross validation. With this internal cross validation the best regularization term is chosen for each outer fold.

3.2. Artificial Neural Networks

Artificial Neural Networks (ANNs) consist of a net of various connected information processing units, so-called artificial neurons. For the purpose of this work, a feed-forward network was created. First, the input vector $x = [x_1, x_2, \ldots, x_p]$ is presented to the input layer in a way that neuron $i$ in the input layer is given an activation equal to $x_i$. The activation is then propagated to one or several hidden layers and eventually to the output layer consisting of neurons corresponding to the components of the output vector. An example of an ANN can be seen in Figure 2.

A more general form of Equation (3) can be written as:

$$\hat{y} = \tilde{x}^T w, \quad \tilde{x} = [1 \ x_1 \ x_2 \ \ldots \ x_p]^T$$

The various-weights of the model can be defined as: $W^{(1)} = [w_1^{(1)} \ \ldots \ \ w_H^{(1)}]$ and $W^{(2)} = [w_1^{(2)} \ w_2^{(2)} \ \ldots \ w_D^{(2)}]$, where $D$ is the number of output neurons. By having a nonlinear activation $h^{(1)}$ and a number of $H$ hidden neurons the activation of the $k$th output neuron can be written as:

$$\hat{y}_k(x, w) = h^{(2)} \left( \sum_{j=1}^{H} W^{(2)}_{k,j} h^{(1)} \left( \tilde{x}^T w^{(1)}_j \right) \right)$$

where $h^{(1)}$ is the activation function for the hidden layer, $h^{(2)}$ is the final transfer function for the output neuron.

![Figure 2](image.png)

**Figure 2.** Artificial Neural Network schematic diagram with four inputs, ten hidden units and one output.

For the purpose of this study, the open source machine learning library based on the Torch library PyTorch [26] was used. The Hyperbolic Tangent function was selected as the activation function and a linear function as the final transfer function for the output layer. A standardization was made in the data set. For each fold, the validation data is divided in 90% training data and 10% test data. Since the data set has a limited number of samples, this division of the data set may play a vital role to the behaviour of the model. After dividing the data, the model is trained using back-propagation
and then the performance of the model is tested in each fold. The Stochastic Gradient Descent was selected as the optimizer with an early stop when the learning curve was converged. The learning rate was set to be 0.005. Two replicates of the model for each fold were created in order to train the model with the minimum loss and different starting point of backward pass. For selecting the optimal network architecture an inner loop was added to the 10-fold cross validation. Inside the loop, networks with one or two hidden layers and one to twenty neurons in each layer were trained and tested. The model with ten neurons and one hidden layer was selected as the model with the best performance and a weight decay (L2 equivalent) regularisation was implemented in order to reduce the error and prevent over-fitting [26].

### 3.3. Gaussian Process Regression

A Gaussian process is a random process in which any point \( x \in \mathbb{R}^d \) is assigned a random variable \( f(x) \) and the joint distribution of a finite number of these variables \( p(f(x_1), \ldots, f(x_N)) \) is itself Gaussian:

\[
p(f|X) = \mathcal{N}(f|\mu, K)
\]

(7)

where \( f = (f(x_1), \ldots, f(x_N)) \) is a vector of function values of random variable \( x, \mu = (m(x_1), \ldots, m(x_N)) \) is a vector of mean values of random variable \( x \) and \( K = K_{ij} = \kappa(x_i, x_j) \) is a positive definite kernel function or covariance function [27,28]. Given these points, a Gaussian process is a distribution over functions whose shape is defined by a positive definite kernel function or covariance function \( K \). In general terms, a kernel or covariance function specifies the statistical relationship between two points \( x_i, x_j \) in the input space; that is, how distinctly a change in the value of the Gaussian process at \( x_i \) correlates with a change in the Gaussian process at \( x_j \). If points \( x_i \) and \( x_j \) are considered to be similar by the kernel or covariance, the function values at these points, \( f(x_i) \) and \( f(x_j) \), can be expected to be similar too.

In this work, since the short-term DELs for all the load channels and electrical power output are expected to be smooth, the squared exponential kernel, also known as Gaussian kernel or Radial Basis Function (RBF) kernel was used:

\[
K = K_{ij} = \kappa(x_i, x_j) = \sigma^2 e^{-\frac{1}{2l^2}(x_i - x_j)^T(x_i - x_j)}
\]

(8)

where the length parameter \( l \) controls the smoothness of the function and \( \sigma \) determines the average distance of the function away from its mean. This kernel function is infinitely differentiable, which means that the Gaussian process with this kernel function has mean square derivatives of all orders, and is thus very smooth [28].

A Gaussian process prior \( p(f|X) \) can be transformed into a Gaussian process posterior \( p(f|X, y) \) by including some observed data \( y \). The posterior can then be used to make predictions \( f_s \) given new input data \( X_s \):

\[
p(f_s|X_s, X, y) = \mathcal{N}(f_s|\mu_s, \Sigma_s)
\]

(9)

\[
\mu_s = K_s^TK_y^{-1}y
\]

(10)

\[
\Sigma_s = K_{ss} - K_s^TK_y^{-1}K_s
\]

(11)

where \( K_y = \kappa(X, X) + \sigma^2_n I, K_s = \kappa(X, X_s), K_{ss} = \kappa(X_s, X_s) \) and \( \sigma^2_n \) is the noise term in the diagonal of \( K_y \). This term is set to zero if training targets are noise-free and to a value greater than zero if observations are noisy.

The implementation of the Gaussian Process Regression was made with the help of Python package named `sklearn.gaussian_process.GaussianProcessRegressor` [25] that is developed based on [28]. In this case, a standardization was not made in the data set. Again, 10-fold cross-validation was used and the data was divided in 90% training and 10% test set for each fold. The noise level was taken relatively small \( \sigma^2_n = 10^{-10} \). Furthermore, the default optimiser was used.
and the number of restarts of the optimiser for finding the kernel’s parameters which maximise the log-marginal likelihood, was set to two [25].

In order to test the robustness of Gaussian Process Regression model, the performance of the model was evaluated using different number of input data sets by excluding some sample points randomly. The different input data sets consisted 742, 660, 577, 495 and 412 sample points, the results are discussed in Section 4.3.

4. Results and Discussions

4.1. Model Comparison

A quantitative comparison is carried out by computing the Normalized-Root-Mean-Square Error NRMSE:

$$\text{NRMSE} = \sqrt{\frac{\sum_{i=1}^{N_k} (\hat{y}_i - y_i)^2}{N_k \mathbb{E}(y)}}$$

(12)

where $N_k$ is the number of observations, $\hat{y}_i$ is the prediction variable, $y_i$ is the observed variable and $\mathbb{E}(y)$ is the expected value of the observation variables $y$.

In Figure 3, the NRMSEs for all predicted variables for all models are presented. The load channels that were used are: blade root flapwise (BRflap), blade root edgewise (BRedge), blade root torsional (BRtor), tower bottom fore-aft (TBFA), tower bottom side-side (TBSS), tower bottom torsional (TBtor), yaw bearing tilt (YBtilt), yaw bearing roll (YBroll), yaw bearing yaw (YByaw), main bearing tilt (MBtilt), main bearing yaw (MByaw) and main bearing torsional (MBtor) moments. In addition to the loads, the prediction of electrical power (Power) is also of interest in this work.

| LR NRMSE [%] | ANN NRMSE [%] | GPR NRMSE [%] |
|--------------|---------------|---------------|
| Power        | 24.33         | 54.66         | 0.07          |
| BRflap       | 7.92          | 18.85         | 1.41          |
| BRedge       | 2.41          | 5.14          | 0.3           |
| BRtor        | 9.21          | 5.42          | 1.27          |
| TBFA         | 13.58         | 18.99         | 2.11          |
| TBSS         | 18.25         | 32.27         | 8.3           |
| TBtor        | 7.61          | 15.75         | 0.48          |
| YBtilt       | 8.04          | 13.85         | 0.41          |
| YBroll       | 18.99         | 14.74         | 2.25          |
| YByaw        | 7.66          | 13.95         | 0.41          |
| MBtilt       | 7.88          | 12.73         | 0.61          |
| MByaw        | 7.63          | 12.34         | 0.35          |
| MBtor        | 28.41         | 22.7          | 1.18          |

Figure 3. Normalised root mean squared error (NRMSE) for all predicted variables for Linear Regression (LR), Artificial Neural Network (ANN) and Gaussian Process Regression (GPR).

In Linear Regression (LR), for all the prediction variables, the NRMSE are relatively big. This is as expected as the trend of the prediction variables tends to be non-linear. The only prediction variable that has relatively small error is BRedge. This is due to the fact that BRedge of short term DELs has linear trend and it is mainly affected by gravity. In Artificial Neural Network (ANN), the NRMSE for many of the predicted short term DELs of the load channels and electrical power are higher than the Linear Regression model. More specifically, the ANN has better performance than Linear Regression
only in the predicted short-term DELs of BRtor, YBroll and MBtor. Artificial Neural Networks is supposed to have the ability to learn and model non-linear and complex relationships. With this in mind, it would be expected that the ANN would have greater performance than Linear Regression. This is not the case because of the small data set (825 samples). To determine if the ANN model over-fits, the relationship between training and test error was observed. Moreover, the ANN model was tested in a holdout data set. These procedures could not give a valid proof that the model over-fits due to the small training and test sample. When the sample for testing is small, there is a possibility that the model behaves well in this specific small test sample but fails to capture the overall performance. As other studies have shown in many scientific fields [29,30], ANN typically have poor performance in complex problems with a limited number of training cases. In this specific case, the ANN has too many parameters to fit properly and therefore Linear Regression is more robust and outperforms ANN [31]. In Gaussian Process Regression (GPR), the NRMSE for most of the predicted variables is significantly lower in comparison to the other two models. More specifically, the NRMSEs for electrical power and BRedge, TBtor, YBtlt, YByaw, MBtlt, MByaw short-term DELs are below 1%, whereas BRflap, BRtor, TBFA and MBtor are below 2%. The outlier is TBSS, which gives a relatively high NRMSE of 8.3%. These results indicate that the Gaussian Process Regression model has high accuracy and can be trusted to predict with this (relative small) input data set, the electrical power and short DEL of a small wind farm. The scatter plots of the estimated variables against the simulated loads and electrical power are shown in Figures 4–7. In these scatter plots in many cases, the results show that the GPR method gives a relative good prediction of the target variables.

![Figure 4. Electrical power, BRflap, BRedge and BRtor estimated and observed values for GPR method.](image-url)
Figure 5. TBFA, TBSS, TBtor and YBtilt estimated and observed values for GPR method.

Figure 6. YBroll and YByaw estimated and observed values for GPR method.
4.2. Performance Evaluation of Gaussian Process Regression: Full Data Set

As previously discussed, Gaussian Process Regression has high accuracy in the prediction of short DELs and electrical power. However, due to uncertain nature of data, the model may result in better accuracy but fail to realise the data properly and hence performs poorly when the data set is varied. This means that the model is not robust enough and hence its usage is limited. Given these facts, a test was made in order to observe exactly the behaviour of the model for specific features. More specifically, by using all the observations for testing and training the model, at $I_{\text{ref}} = 0.12$ and normal operating upstream wind turbine (set-point of upstream wind turbine = 1), the test error is given in Figures 8 and 9. The test error is defined as follows.

$$ e = \frac{|y - \hat{y}|}{y} \quad (13) $$

where $\hat{y}$ denotes the estimate of the observation variable $y$.

As it is observed, the highest error (12%) that is found in this model is when the prediction variable is TBSS, the wind speed is 10 m/s and the downstream wind turbine is operating at 100%. The test errors of the rest of prediction variables including the electrical power shown in Figure 9 are small. Similar trends have been also found for the other two turbulence intensities of 0.14 and 0.16, while in this paper we only show the results for turbulence intensity of $I_{\text{ref}} = 0.12$. 

Figure 7. MBtilt, MByaw and MBtor estimated and observed values for GPR method.
Figure 8. Test error of GPR for all DELs of different deration set-points of downstream wind turbine (x-axis) at $I_{ref} = 0.12$ with normal operating upstream wind turbine. The model was trained and tested by all input data set.

Figure 9. Test error of GPR electrical power of different deration set-points of downstream wind turbines (x-axis) at $I_{ref} = 0.12$ with normal operating upstream wind turbine. The model was trained and tested by all input data set.
4.3. Performance Evaluation of Gaussian Process Regression: Various Size of Input Data Set

To capture the behaviour and evaluate the performance of the Gaussian Process Regression, the model was trained and tested in smaller input data sets. In Figure 10, the NRMSE for different input sample points can be seen. The training samples were chosen randomly from the full data set of 825 samples. The models were trained with 90%, 80%, 70%, 60% and 50% of 825 samples. Model trained with full size data set is shown as a benchmark.

In Figure 10, the link between the error of the model and size of samples is clearly demonstrated, where the NRMSE is getting higher when the input data set is smaller. The GPR model demonstrated promising results. For example, in the results with 660 sample points, the fatigues for all structural components were with less than 10% of NRMSEs while the power was with 0.2% of NRMSE. Eventually, it is the choice of system designers to determine the number of training samples they use based on the accuracy needed by their applications.

![Figure 10. NRMSE of GPR for all DELs (left) and electrical power (right) for different sample points.](image)

4.4. Performance Evaluation of Gaussian Process Regression: Test Model by Unknown Input Data Set

Finally, the last test of the model was made with an unknown input data set. This input data set was not used for training the model but only for testing it. This input data set did not contain features of all the wind speeds (11 different wind speeds) with turbulence intensities (3 different turbulence intensities $I_{ref}=0.12, 0.14, 0.16$ and all deration set-points of downstream wind turbine (70%, 80%, 90% and 100%). Correspondingly, the number of samples that were excluded was $11 \times 3 \times 4 = 132$. As a result, from the initial full data set of 825 samples, the previously mentioned 132 sample points were not included and therefore the input data set consisted of 693 observations. The model was saved and tested in a specific case, where $I_{ref}=0.14$ and set-point of upstream wind turbine at 90%. The results are shown in Figures 11 and 12. In this way, this specific case is not included in the training procedure of the model and therefore the test error of this new unknown data can show how robust the model is. In general, the results are promising, where the NRMSEs for loads and electrical power are relatively small. For some channels, for example, power, the highest test error occurs at the lowest wind speeds and especially at 4 m/s. Nonetheless, for wind farm load re-balancing, load surrogate models are typically employed in the above-rated wind conditions.
Figure 11. Test error of GPR for all DELs of different deration set-points of downstream wind turbines at $I_{\text{ref}} = 0.14$ with operating upstream wind turbine at 90%. The model was trained and tested in an input data set that does not contain input data of $I_{\text{ref}} = 0.12, 0.14, 0.16$ and downstream wind turbines at 70%, 80%, 90% and 100%.

Figure 12. Test error of GPR for electrical power of different deration set-points of downstream wind turbines at $I_{\text{ref}} = 0.14$ with operating upstream wind turbine at 90%. The model was trained and tested in an input data set that does not contain input data of $I_{\text{ref}} = 0.12, 0.14, 0.16$ and downstream wind turbines at 70%, 80%, 90% and 100%.
5. Conclusions

A fast and efficient procedure to construct a surrogate model has been presented for predicting the power and fatigue loads of turbines in a wind farm. The surrogate model was built based on results from a high fidelity aero-elastic simulation including the wake effect. Three regression methods, namely, Linear Regression, Artificial Neural Network and Gaussian Process Regression, have been investigated. Among three regressions, the model trained by Gaussian Process Regression has achieved superior accuracy based on a given small amount of training samples. Furthermore, for GPR, the relationship between accuracy and number of training data samples has been demonstrated. The result revealed that with 660 samples, for a case of two turbines, the GPR is able to provide accurate predictions within 10% errors for all turbine structural loads and 0.2% errors for the power. Future work will look into the possibility to extend the proposed approach by adding more turbines in a wind farm and furthermore, add observation noise so that different sample points are corrupted by different degrees of noise.
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