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We analyze theoretically the properties of the recently introduced and experimentally demonstrated converter of frequency to power. The system is composed of a hybrid single-electron box with normal island and superconducting lead, and the detector of the energy flow using a thermometer on a normal metal bolometer. Here, we consider its potential for metrology. The errors in power arise mainly from inaccuracy of injecting electrons at the precise energy equal to the energy gap of the superconductor. We calculate the main systematic error in the form of the excess average energy of the injected electrons and its cumulants, and that due to subgap leakage. We demonstrate by analytic and numerical calculations that the systematic error in detection can, in principle, be made much smaller than the injection errors, which also, with proper choice of system parameters, can be very small, < 1%, at low enough temperature. Finally, we propose a simplified configuration for metrological purposes.
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Single-electron and superconducting devices form important building blocks in modern electrical metrology. Voltage from the Josephson effect, resistance from the quantum Hall effect and current from single-electron transport are all reliable ways to determine these quantities with high accuracy [1–5]. Extending to other application areas of quantum electronic devices [6,7], some of us have recently demonstrated a hybrid single-electron transistor as a frequency to power converter [8,9]. In this first experiment the accuracy in generating a desired level of power was still modest, on the level of about 10%, mainly because of the nonoptimized calibration of the bolometric detector. In this Letter we discuss the fundamental errors of the frequency to power conversion arising from nonadiabaticity, noise, subgap leakage, and temperature. Similarly, we analyze the error of the bolometric detector in the form of trapping efficiency of the absorber whose temperature is monitored. The injector and detector form an all-in-one system compatible for integrated design and fabrication, schematically depicted in the center of Fig. 1. We obtain analytical results that allow for direct assessment of experimental opportunities, and propose a simplified setup for future precision experiments.

The heart of the system is a single-electron emitter (NIS electron box; N for normal metal, I for insulator, S for superconductor), see Fig. 1. The key idea is that periodically varying gate voltage, at frequency \( f \), one injects electrons between the N island and the S lead at an energy close to the superconducting gap \( \Delta \). In the first demonstration (Ref. [8], see also [10]) a variation of this setup was employed demonstrating power \( P \) output close to \( 2f\Delta \). We denote the time-dependent chemical potential of the N island with respect to the S lead by \( v \) (in units of \( \Delta \)), modulated by the gate voltage. The given result, \( P \approx 2f\Delta \) into S, is easy to understand by noting that the Bardeen-Cooper-Schrieffer (BCS) density of states (DOS) in the superconductor [13] vanishes at subgap energies and has a singularity at the gap. Therefore, under the gate drive with not too high frequency, the electrons indeed tunnel very
close to the gap energy of the superconductor. The cycle leading to the given value of power is illustrated by the cartoon in Fig. 1. Systematic errors in injection energy, and thus average power over many driving periods, arise from the delayed on-demand tunneling events if the gate voltage passes the singularity condition too fast, and from fluctuations of the same effect. In the analysis below we also take into account the nonvanishing temperature $T$, and nonidealities in tunneling.

Besides injection, errors in $f$ to $P$ conversion can incur due to the detection of $P$, which is done bolometrically. The excitations, electronlike or holelike quasiparticles in the superconductor, diffuse through the superconducting wire into a normal metal absorber, and the power is measured by detecting the steady-state rise of the temperature of this $N$ absorber [14]. Fundamental errors arise due to the loss of quasiparticle energy to phonons [15] or via the leakage of heat through the whole SNS chain around the absorber in the diffusion process [16], and due to the error of the temperature measurement.

Optimal operation of the frequency to power conversion is achieved at low temperature $(k_B T \ll \Delta)$, at moderately low frequencies, and with nearly ideal junctions. In this case most of the results of interest can be obtained analytically with illustrative and characteristic results demonstrating the scaling of errors in terms of device parameters, driving frequency, and temperature. Eventually, we present both analytic and numeric results with good consistency. The numerical analysis follows closely that presented in Ref. [8] but extended to higher moments of injected energy, see Supplemental Material [10].

For small errors we make first the following Markovian assumption: the deposited energy in a pumping cycle (one event in each half-period, see Fig. 1) is assumed to be independent of the history. This is justified by the fact that, with high accuracy, the system is reset to the desired charge state after each half-period. We also assume that back-tunneling is sufficiently weak, meaning that only one favorable tunnel event occurs near the matching condition of island potential $v$ (in units of $\Delta$) and the gap in the lead. Therefore, we obtain the average power and its cumulants by focusing on the rising part of $v(t)$, and solve the master equation $dp/dt = -\Gamma(t)p(t)$, where $p(t)$ is the survival probability of the charge on the island with formal solution $p(t) = p(0)e^{-\int_0^t d\tau / \Gamma(\tau)}$. The rate out when the island is gate biased at $v$ reads $\Gamma(t) = (\Delta/e^2R_T) \int de n_S(e)f_S(e-v)\times [1-f_S(e)]$. Here, $R_T$ is the tunnel junction (normal state) resistance, $f_X(e) = 1/(1+e^{\beta_X e})$ is the Fermi-Dirac distribution of electrons on the $X = N, S$ electrode at inverse temperature $T_X$, and $n_S(e)$ is the BCS DOS in the superconductor [13]. The energies are here normalized by $\Delta$, so that $n_S(e) = 0$, when $|e| \leq 1$, and $|e|/\sqrt{e^2-1}$ otherwise.

With no subgap tunneling, we have $\Gamma = 0$ at $v < 1$. At gate biases above the gap $(v > 1)$, we obtain the zero temperature survival probability as $p(v) = \exp\{-[(1/\Omega^2)|v|\sqrt{v^2} - 1 - \ln(v + \sqrt{v^2} - 1)]\approx \exp\{-[(2\sqrt{2}/3)\Omega^{-1}(v - 1)^{3/2}]\}. Here, $\Omega \equiv e^2R_T\pi/\Delta$ is the dimensionless frequency, which depends also on the system parameters $R_T$ and $\Delta$. To find the statistics of heat in this configuration we write the probability distribution as $P(e, v) = -p'(v)\Pi(e, v)$. Here, $\Pi(e, v)$ is the probability (density) of tunneling to the state with energy $e$ in $S$, provided it happens at voltage $v$, given by $\Pi(e, v) = \frac{1}{\pi}\int \pi(e', v)de'$, where $\pi(e, v) = n_S(e)f_N(e-v)[1-f_S(e)]$ is the spectral rate at energy $e$ when biased at $v$. We then obtain the moments of the transmitted energy as $\langle E^n \rangle = \Delta^n \int dv \int de e^n P(e, v)$. We analyze the lowest moments at zero temperature analytically as a power series of $\Omega$. In the lowest order we obtain

$$\frac{\langle E \rangle}{\Delta} = 1 + \frac{\Gamma(2/3)}{\Omega^{3/3}} \approx 1 + 0.313 \Omega^{2/3},$$

where $\Gamma(x)$ is the gamma function. Naturally, the average energy exceeds $\Delta$ since the minimum that the tunneling can bring equals $\Delta$. We also calculate the cumulants $\langle \delta E^n \rangle \equiv \langle (E - \langle E \rangle)^n \rangle$. In particular, the standard deviation of the deposited energy is given by

$$\sqrt{\frac{\langle \delta E^2 \rangle}{\Delta}} = \left(\frac{3}{2\sqrt{2}}\right)^{3/2} \sqrt{\frac{\Gamma(7/3)}{5} - \frac{\Gamma(5/3)^2}{9}} \Omega^{2/3} \approx 0.400 \Omega^{2/3}.$$  

Similarly, for the cubic root of the third cumulant we have $\sqrt[3]{\langle \delta E^3 \rangle}/\Delta \approx 0.520 \Omega^{2/3}$. The skewness related to the third cumulant is thus always positive.

Besides the influence of driving frequency, deviations from the ideal $P = 2f\Delta$ arise from temperature-independent subgap leakage and from nonvanishing temperature that were ignored above. For the first one, we assume the standard Dynes form of the DOS [17,18] $n_S(e) = |\text{Re}(e + i\gamma)/\sqrt{(e + i\gamma)^2 - 1}|$, with the dimensionless smearing parameter $\gamma$, which can be directly related to experimental parameters [19]. To obtain the average heat in a half-period, we follow the same procedure as before, but now with the subgap DOS $n_S(e)\approx \gamma/(1-e^2)^{3/2}$ for $|e| < 1$ and subsequent survival...
FIG. 2. Main results of the numerical and analytical calculations. In (a)–(c), the results at zero temperature are shown against the dimensionless ramp rate Ω. (a) The average extra energy with respect to Δ. The dependence 0.313 Ω^{2/3} from Eq. (1) (solid line) closely follows the numerical result. The legend gives the values of the Dynes leakage parameter γ. (b) Close-up of the low Ω regime of (a), together with analytical predictions of Eq. (3) shown by solid lines. (c) Root-mean-square value of the deposited energy presented as in (a) (c) points to the equipartition result of Eq. (4), in full agreement with the numerics for lowest γ as Ω → 0.

For the nonvanishing temperature, we return to the ideal BCS DOS to obtain the leading error at low Ω and vanishing γ. Again with the same procedure as above, we find the survival probability at v = 1 as $p(1) \approx e^{-\pi/\Omega}$. Therefore, for $Ω \ll e^{\pi/2}(k_B T/Δ)^{3/2}$, the tunneling mainly occurs already at $v < 1$ but at energy just above the gap due to the tail in the Fermi-Dirac distribution in N. With standard integrations, this yields the result at $Ω \rightarrow 0$ as

$$\langle E \rangle \approx 1 + \frac{k_B T}{2Δ}, \quad Ω, γ \rightarrow 0,$$

presenting an equipartitionlike excess energy in this quasistatic process.

Figure 2 presents the main characteristics of the injector performance. We observe that the numerical results for the two quantities agree quantitatively with the predictions (1) and (2) for $T = 0$ and the smallest γ (= 10^{-8}). For nonvanishing leakage, Eq. (3) yields a decent approximation which deviates from the linear behavior especially at low values of Ω [see Fig. 2(b)]. Likewise, the prediction of Eq. (4) captures the quasistatic excess energy toward Ω = 0 at nonvanishing temperatures. We conclude that Eqs. (1)–(4) form a perfect basis of assessing the errors in frequency-to-power conversion.

Next, we analyze the bolometer efficiency and its noise. In the structure of Fig. 3(a), the lead into which the excitations are injected is composed of three sections S1 (superconductor), N (normal metal), and S2 (superconductor), connected by clean metallic contacts to each other. The section lengths and cross-sectional areas are, respectively, denoted by $l_i$ and $A_i$ with proper subscripts, and the volume of the N absorber is $V_N$. By combining the continuity equation with Fourier’s law, we can derive a one-dimensional model for heat transport. In this model, the temperature difference obeys a nonlinear differential equation of the form

$$\frac{d}{dx} \left[ A(x) \frac{d}{dx} \theta(x) \right] - Q_{ep}(x) = 0,$$

in each of the three regions, with $θ(x) = T(x) - T_0$ the local temperature with respect to that of the bath, $T_0$. The problem satisfies the following boundary conditions: (i) heat current into the S1 wire on the left end equals $P$ (approximately $2/Δ$ in practice), (ii) the temperature is continuous across the SN interfaces, (iii) similarly, the heat current is continuous in these interfaces, and (iv) temperature at the right end of S2 equals $T_0$ since this end is intentionally thermalized to the phonon temperature by a big reservoir. Both the thermal conductivity $κ(x)$ as well as the power transfer per unit length due to the electron-phonon interaction $Q_{ep}(x)$ depend on temperature. For the superconducting regions $κ_S = (2Δ^2/\rho T_S)e^{-Δ/k_BT_S}$ [20]
and \( \dot{Q}_{\text{op}, S} = a \Sigma_S \rho T_0^4 e^{-\Delta/k_BT} \theta(x) \) as derived from [21]. Here, \( \rho \) is the normal state resistivity of the superconductor, \( \Sigma_S \) its material specific electron-phonon coupling parameter, and \( a \sim 5 \) is a numerical constant. For the normal metal the heat conductance is given by the Wiedemann-Franz law and \( \dot{Q}_{\text{op}, N} = \Sigma_N \rho [T_N(x) - T_0] \) with \( \Sigma_N \) the electron-phonon parameter for the normal metal [14]. The inset of Fig. 3(b) depicts a typical numerical solution of the temperature difference along the SNS wire.

For small temperature differences, \( \theta(x)/T_0 \ll 1 \), valid for low-frequency operation or high bath temperatures, we may neglect the nonlinearities, and Eq. (5) yields approximately

\[
\theta''(x) - \lambda^2 \theta(x) = 0, \tag{6}
\]

where \( \lambda = \sqrt{a \Sigma_S \rho/(2 \Delta^2 T_0^4 T)} \). In Secs. S1 and S2 we solve Eq. (6) whereas in N we assume a constant temperature \( T_N(x) \) throughout because of the good thermal conductivity in it [see the normal-metal section of plot in the inset of Fig. 3(b)]. This procedure allows one to solve analytically the temperature profile in the SNS wire for a given set of parameters including \( P \), \( T_0 \) and the geometric and material parameters. Our prime interest is to find the trapping efficiency \( \eta \) of the bolometer, which is the ratio of the power absorbed in \( N \) and the injected power, i.e.,

\[ \eta = \dot{Q}_N / \dot{Q}_{\text{inj}} \]

with \( \dot{Q}_{\text{inj}} = \dot{Q}_1(\epsilon_1^0) - \dot{Q}_2(0) \), the difference of incoming and outgoing heat fluxes at the ends of the two superconductors at the intersection with \( N \), see Fig. 3(a).

We find then in this linearized model

\[
\eta = \frac{\operatorname{sech} \lambda \epsilon_1}{1 + \sigma (A_1 \tanh \lambda \epsilon_1 + A_2 \coth \lambda \epsilon_2) T_0^{-5} e^{-\Delta/k_B T_0}}, \tag{7}
\]

with \( \sigma = 2 \lambda \Delta^2/(5 e^2 \rho \Sigma_N V_N) \). We find for aluminum superconductor at \( T_0 = 100 \, \text{mK} \) that \( \lambda \sim 10^2 \, \text{m}^{-1} \), meaning that the phonon relaxation length is about 1 cm. Then for the typical structure with \( \epsilon_1 \ll 100 \, \mu \text{m} \), \( \epsilon_2 \ll 1 \), and Eq. (7) can be approximated to a good accuracy by

\[
\eta \approx \left( 1 + \frac{\sigma A_2}{\lambda \epsilon_2 T_0^{-5} e^{-\Delta/k_B T_0}} \right)^{-1}. \tag{8}
\]

A comparison between the numerical results and the prediction of Eq. (8) is presented in the main panel of Fig. 3(b). We can see that the differences are negligible especially for small frequencies.

Equation (7) demonstrates that the main source of reduced efficiency is the leakage of heat through superconductor S2. To suppress this effect one may increase the length \( \epsilon_2 \), which according to Eq. (8) decreases this leakage-induced loss efficiently. To improve the setup further we propose a configuration as sketched in Fig. 4, where we drop S2 out completely. This way the efficiency improves into

\[
\eta \approx \operatorname{sech} \lambda \epsilon_1, \tag{9}
\]

determined ideally only by the electron-phonon leakage in S1. In this configuration \( \eta \) drops by 0.005% from unity for temperatures around 100 mK and \( \epsilon_1 \lesssim 100 \, \mu \text{m} \), and exponentially less at lower temperatures.

Finally, we make some practical estimates based on standard materials and experimental constraints. Before that, we note that the systematic error in \( \langle E \rangle \) is the same as that in average power, whereas the standard deviation in power diminishes as \( \sqrt{(\Delta E^2)/n} \), where \( n \) is the number of pumping cycles averaged in measuring the power. Typically, \( n \) is large, \( n > 10^6 \) for a slow temperature measurement, and therefore the noise in injection can be essentially neglected in comparison to the systematic errors in \( P \). For high quality aluminum-based junctions, \( \gamma \) can be as small as \( < 10^{-6} \) [22], which makes its influence quite minor at practical frequencies of operation. Apparently the
temperature error of Eq. (4) is the most fundamental one and hardest to suppress. Using aluminum as the superconductor, $\Delta/k_B \approx 2.3$ K for thin films, and, according to Eq. (4), the error in $\langle E \rangle$ can be made $<1\%$ if the temperature is $T \leq 50$ mK. At the same time one needs to keep the driving frequency $f < 100$ MHz based on Eq. (1), this assuming $R_T = 30$ k$\Omega$ and $i \sim 2f$, the exact prefactor of the latter depending on the waveform, and proportional to driving amplitude and island charging energy. For even smaller errors, one needs to consider lower temperatures or alternative superconductors with larger gap. Practical errors in the bolometric detection are two-fold. The ones related to efficiency of the $N$ trap at low $T$ vanish as $1 - T^5 \propto e^{-\Delta/k_BT}$ according to Eq. (8), meaning that this error is $\ll 1\%$ even at $T < 150$ mK, and thus fully manageable. As a last point we note that the fundamental noise in measuring the temperature is limited fundamentally by the bolometric detection. This work was supported by Academy of Finland (Grant No. 312057).

In summary, the main fundamental errors in frequency-to-power conversion stem from nonvanishing temperature ($\frac{1}{2} k_B T / \Delta$), and from nonvanishing operation frequency [in a real setup $\propto (R_T f / \Delta)^{2/3}$]. The junction quality via the subgap leakage poses another limitation with error vanishing exponentially with the “hardness” of the gap. Here, we have analyzed a BCS superconductor as the energy filter; similar analysis could be done for other types of emitters such as single-level quantum dots. Finally, we believe that the present error analysis can possibly be complemented by pumping error accounting [24].
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