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Abstract
We show that there does not exist a generalised polynomial which vanishes precisely on the set of powers of two. In fact, if \( k \geq 2 \) is an integer and \( g : \mathbb{N} \to \mathbb{R} \) is a generalised polynomial such that \( g(k^n) = 0 \) for all \( n \geq 0 \) then there exist infinitely many \( m \in \mathbb{N} \), not divisible by \( k \), such that \( g(mk^n) = 0 \) for some \( n \geq 0 \). As a consequence, we obtain a complete characterisation of sequences which are simultaneously automatic and generalised polynomial.
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1 INTRODUCTION

1.1 Background

Combinatorial properties of generalised polynomials — that is, expressions build up from ordinary polynomials with the use of addition, multiplication and the floor function — have long been studied. The following fundamental result due to Bergelson and Leibman connects generalised polynomials to nilpotent dynamics. (For the terminology used, see Section 2.)

Theorem 1.1 [7]. Let \( g : \mathbb{Z} \to \mathbb{R}^d \) be a bounded generalised polynomial. Then there exists a minimal nilsystem \((X, T)\), a point \( z \in X \) and a piecewise polynomial map \( F : X \to \mathbb{R}^d \) such that \( g(n) = F(T^n(z)) \) for all \( n \in \mathbb{Z} \).

Since the dynamical properties of nilsystems are fairly well understood, this theorem has numerous corollaries. In particular, it leads to a complete description of possible limiting...
distributions of bounded generalised polynomial sequences. We also have the following recurrence result: If \( g: \mathbb{Z} \to \mathbb{R}^d \) is a generalised polynomial, then for every \( \varepsilon > 0 \) and for almost every \( n \in \mathbb{N} \) (with respect to Banach density), the set of \( m \in \mathbb{N} \) such that \( \| g(n + m) - g(n) \| < \varepsilon \) is \( \text{IP}^* \) (and hence syndetic).

The corollaries mentioned above do not convey much information for generalised polynomials which are constant away from a set with Banach density 0. However, there are interesting examples of such ‘almost constant’ generalised polynomials. In this context it is more convenient to speak of generalised polynomial sets, that is, sets of zeros of generalised polynomials or, equivalently, sets whose characteristic sequences are generalised polynomials.

Theorem 1.2 [5, Theorems B and C]. The following sets are generalised polynomial:

(i) the set \( \{ F_n \mid n \geq 1 \} \) of Fibonacci numbers, given by \( F_0 = 0, F_1 = 1 \) and \( F_{n+2} = F_{n+1} + F_n \);

(ii) the set \( \{ T_n \mid n \geq 1 \} \) of Tribonacci numbers, given by \( T_0 = 0, T_1 = 1, T_2 = 1 \) and \( T_{n+3} = T_{n+2} + T_{n+1} + T_n \);

(iii) any set \( \{ a_n \mid n \geq 1 \} \) of positive integers with \( \liminf_{n \to \infty} \frac{\log a_{n+1}}{\log a_n} > 1 \).

In joint work with Byszewski [5] we undertook the study of generalised polynomial sets with Banach density 0. Theorem 1.1 implies that a generalised polynomial set with positive Banach density is an \( \text{IP}^*_+ \) set. We obtained the following complementary result.

Theorem 1.3 [5, Theorem A]. Let \( E \subseteq \mathbb{N} \) be a generalised polynomial set with Banach density 0. Then \( E \) is not an \( \text{IP}_+ \) set.

Until now, this theorem provided essentially the only available method of proving that a given set with Banach density 0 is not generalised polynomial. In fact, to the best of our knowledge, even the following basic question was open.

Question 1.4. Does there exist a set \( \{ a_n \mid n \geq 1 \} \subseteq \mathbb{N} \) with \( a_{n+1} - a_n \to \infty \) as \( n \to \infty \) which is not generalised polynomial?

1.2 New results

In this paper, we answer the above question in the affirmative and produce a very explicit example of a non-generalised polynomial set with logarithmic growth, namely the set of powers of 10 (or of any other integer \( k \geq 2 \)).

Theorem A. Let \( k \geq 2 \) and let \( E \subseteq \mathbb{N} \) be a generalised polynomial set such that \( k^n \in E \) for all \( n \geq 0 \). Then the set

\[ \{ m \in \mathbb{N} \mid mk^n \in E \text{ for infinitely many } n \geq 0 \} \]

is \( \text{IP}^*_+ \). In particular, the set \( \{ k^n \mid n \geq 0 \} \) is not generalised polynomial.

One of the main sources of motivation behind Theorem A is the application in [6], where we partially classified generalised polynomials which are also \( k \)-automatic sequences, that is,
sequences whose \( n \)th term can be computed by a finite device given on input the digits of \( n \) in base \( k \) (for more background on this problem, see [6]; for background on automatic sequences see [1]). In fact, we obtained a complete classification conditional on the hypothesis that the set \( \{k^n \mid n \geq 0\} \) is not generalised polynomial. The following result is an immediate consequence of [6, Theorem D] and Theorem A here. Recall that a sequence \( a : \mathbb{N} \to \mathbb{R} \) is ultimately periodic if there exist \( n_0 \geq 0 \) and \( d > 0 \) such that \( a(n + d) = a(n) \) for all \( n \geq n_0 \).

**Theorem B.** Let \( g : \mathbb{N}_0 \to \mathbb{R} \) be a sequence which is both generalised polynomial and automatic. Then \( g \) is ultimately periodic.

### 1.3 Future directions

While Theorem A gives a new criterion for detecting non-generalised polynomial sets, many questions remain open. We mention two of them.

Firstly, we note that there is a dearth of examples of generalised polynomial sets containing infinite geometric progressions. This prompts the following question.

**Question 1.5.** Does there exist an integer \( k \geq 2 \) and a generalised polynomial set \( E \subseteq \mathbb{N} \) with natural density 0 such that \( k^n \in E \) for all \( n \geq 0 \)?

Secondly, we recall that the simplest example of a nilsystem is a rotation on a torus. In Section 4 we deal with a variant of Theorem A corresponding to this spacial case. It is natural to ask if sets with Banach density 0 can already appear in this context.

**Question 1.6.** Does there exist \( \alpha \in \mathbb{R}^d \) and an algebraic variety \( V \subseteq \mathbb{R}^d \) such that \( \{n \alpha\} \in V \) for infinitely many \( n \in \mathbb{N} \)?

### 1.4 Organisation

The paper is organised as follows.

In Section 2 we introduce the relevant background. All results are standard in their respective fields, but since we cover a relatively wide array of subjects, we include all of the prerequisite results and terminology. Readers familiar with each of the subjects can safely skip over the corresponding subsection.

In Section 3 we discuss some basic constructions and prove a number of fundamental facts about them. In particular, we define a notion of an algebraic closure along an ultrafilter, which plays a crucial role in our reasoning and to the best of our knowledge does not appear in the literature.

In Section 4 we discuss the special case of Theorem A, concerning generalised polynomial sets which can be realised on the torus using the construction from Theorem 1.1, or equivalently, whose representation in Theorem 2.15 involves only basic generalised monomials of degree 1. Arguably, this is the first non-trivial case of our main theorem, and it allows us to present the main ideas of the proof in a simpler setting.

In Section 5 we discuss the way in which an arbitrary generalised polynomial can be represented in terms of generalised monomials (cf. Theorem 2.15) and we introduce a considerable
amount of notation that will be used in the remainder of the paper. We also construct the maps
\( T_k : [0, 1)^D \to [0, 1)^D \), where \( k \in \mathbb{N} \) and \( D \) is a set of indices. These maps play a role that is
closely analogous to the \( xk \) maps \([0, 1)^d \ni x \mapsto \{ kx \} \in [0, 1)^d \), where \( \{ \cdot \} \) denotes the coordinate-wise fractional part. The fundamental property of these maps is that \( \{ v(km) \} = T_k(\{ v(m) \}) \), where
\( v : \mathbb{N} \to \mathbb{R}^D \) is a generalised monomial of a certain special form and \( m \in \mathbb{N} \) (cf. Proposition 5.7(ii)).

It is also important that \( T_k \) are piecewise linear and take a particularly simple form, which is discussed in Proposition 5.7.

In Section 6, we prove a type of a recurrence theorem for the maps \( T_k \) defined above, which additionally takes into account the behaviour of certain algebraic varieties under these maps (Theorem 6.2). This is the technical heart of the paper, and a fundamental component of the proof of Theorem A. The argument proceeds by induction with respect to the complexity of the index set \( D \), and relies in a non-trivial way on the algebra of the Stone–Čech compactification \( \beta \mathbb{N} \).

In Section 7 we complete the proof of Theorem A. With the help of Leibman’s representation theorem, Theorem 2.15, we can translate Theorem A into a statement concerning a generalised monomial sequence whose values “often” belong to a certain semialgebraic set. This puts us in the context where Theorem 6.2 can be applied.

In Appendices we discuss technical results which would hinder the flow of the paper if they were included in the main body. Appendix A concerns limits of sequences of semialgebraic sets, and Appendix B concerns pointwise limits of sequences of generalised polynomials. We show that, with some natural constraints on complexity, generalised polynomial sequences on \( \mathbb{N} \) are closed under pointwise limits, which is a new and unexpected result.

## 2 | PRELIMINARIES

### 2.1 | Notation

We write \( \mathbb{N} = \{ 1, 2, \ldots \} \) and \( \mathbb{N}_0 = \mathbb{N} \cup \{ 0 \} \). As usual, the fractional part and the integer part of a real number \( x \in \mathbb{R} \) are denoted by \( \{ x \} \in [0, 1) \) and \( [x] \in \mathbb{Z} \). We also use the same notation for real vectors \( x = (x_i)_{i=1}^d \in \mathbb{R}^d \) \( (d \in \mathbb{N}) \), where the operations are defined coordinatewise: \( \{ x \} = ([x])_{i=1}^d \) and \( [x] = ([x_i])_{i=1}^d \). Following the Iverson bracket convention, for a statement \( \varphi \) we let \( \llbracket \varphi \rrbracket \) denote 1 if \( \varphi \) is true and 0 if \( \varphi \) is false.

For \( x \in \mathbb{R}^d \) \( (d \in \mathbb{N}) \), we let \( \| x \| = \| x \|_2 \) denote the Euclidean norm of \( x \) and \( B(x, r) \) denote the open ball with radius \( r > 0 \) centred at \( x \). For a linear map \( T \in \text{End}(\mathbb{R}^d) \), we let \( \| T \| \) denote the operator norm,

\[
\| T \| = \sup \left\{ \| T(x) \| \mid x \in \mathbb{R}^d, \| x \| = 1 \right\}.
\]

For a set \( E \subseteq \mathbb{N} \) we define its upper and lower densities as

\[
\bar{d}(E) = \limsup_{N \to \infty} \frac{\# \{ A \cap [1, N] \}}{N}, \quad \underline{d}(E) = \liminf_{N \to \infty} \frac{\# \{ A \cap [1, N] \}}{N},
\]

where by a slight abuse of notation we use \([1, N]\) to denote the set \( \{ 1, 2, \ldots, N \} \). If \( \bar{d}(E) = \underline{d}(E) \) we call the common value natural density of \( E \), and let it be denoted by \( d(E) \). We also define the
Banach density

\[ d^*(E) = \limsup_{N \to \infty} \sup_{M \geq 0} \frac{|A \cap [M, M+N)|}{N}, \]

where \([M, M+N) = \{M, M+1, \ldots, M+N-1\}\).

2.2  |  Ultrafilters

Throughout this paper, it will be helpful to use the notions of largeness and limit provided by ultrafilters. For an extensive introduction to ultrafilters on semigroups and their applications we refer to [10]; for a more succinct treatment see [3, 4] and references therein.

An ultrafilter on \(\mathbb{N}\) is an element of the Stone–Čech compactification of \(\mathbb{N}\) with discrete topology, denoted by \(\beta\mathbb{N}\). We also frequently work with \(\beta\mathbb{N}_0 = \beta(\mathbb{N}_0) = (\beta\mathbb{N}) \cup \{0\}\). The Stone–Čech compactification \(\beta\mathbb{N}_0\) comes equipped with a compact topology and an inclusion map \(\mathbb{N}_0 \hookrightarrow \beta\mathbb{N}_0\) which allows us to identify \(\mathbb{N}_0\) with an open dense subset of \(\beta\mathbb{N}_0\). Ultrafilters in the image of \(\mathbb{N}_0\) are principal and those in \(\beta\mathbb{N}_0 \setminus \mathbb{N}_0\) are non-principal. The defining feature on \(\beta\mathbb{N}_0\) is that any map \(f\) from \(\mathbb{N}_0\) to a compact space \(X\) can be uniquely extended to a continuous map \(\beta f\) from \(\beta\mathbb{N}_0\) to \(X\). We will use \(\lim_{n \to p} f(n)\) to denote the value of \(\beta f\) at the point \(p \in \beta\mathbb{N}_0\).

As a consequence of the extension property, \(\beta\mathbb{N}_0\) inherits from \(\mathbb{N}_0\) the additive semigroup operation given by

\[ \beta\mathbb{N}_0 \times \beta\mathbb{N}_0 \ni (p, q) \mapsto p + q := \lim_{n \to p} \lim_{m \to q} (n + m) \in \beta\mathbb{N}_0. \]

This operation is neither commutative nor jointly continuous; it is continuous in the first argument and the (topological) centre of \(\beta\mathbb{N}_0\) is exactly \(\mathbb{N}_0\). By the same token, \(\beta\mathbb{N}_0\) also carries the multiplicative semigroup structure given by

\[ \beta\mathbb{N}_0 \times \beta\mathbb{N}_0 \ni (p, q) \mapsto p \cdot q := \lim_{n \to p} \lim_{m \to q} (n \cdot m) \in \beta\mathbb{N}_0. \]

By a slight abuse of notation, we also define exponentiation

\[ \beta\mathbb{N}_0 \times \mathbb{N}_0 \ni (p, k) \mapsto k^p := \lim_{n \to p} k^n \in \beta\mathbb{N}_0. \]

Ultrafilters can also be identified with families of subsets of \(\mathbb{N}_0\). Under this identification, an ultrafilter \(p \in \beta\mathbb{N}_0\) contains all sets \(E \subseteq \mathbb{N}_0\) such that \(\lim_{n \to p} 1_E(n) = 1\). The property of belonging to a given ultrafilter is monotone, partition regular and preserved under finite intersections, meaning that (1) if \(E \supseteq F \in p\) then \(E \in p\); (2) if \(E \cup F \in p\) then \(E \in p\) or \(F \in p\); (3) if \(E, F \in p\) then \(E \cap F \in p\). Together with the non-triviality requirement: (0) \(\emptyset \notin p\) and \(\mathbb{N}_0 \in p\), these properties can be taken as an alternative definition of the set of ultrafilters. Any infinite set \(E \subseteq \mathbb{N}_0\) is a member of a non-principal ultrafilter. The sets \(\overline{E} = \{p \in \beta\mathbb{N}_0 | E \in p\}\) are closed and open, and form a basis for the topology of \(\beta\mathbb{N}_0\).

A formula \(\varphi(n)\) is true for \(p\)-almost all \(n\), denoted \(\forall^p_n \varphi(n)\), if and only if

\[ \{n \in \mathbb{N}_0 | \varphi(n) \text{ is true} \} \in p. \]
The properties 0–3 imply that the quantifier $\forall^p$ behaves in a very convenient way with respect to logical connectives:

$$\forall^p_n \neg \varphi(n) \iff \neg \forall^p_n \varphi(n), \quad \forall^p_n (\varphi(n) \land \psi(n)) \iff (\forall^p_n \varphi(n)) \land (\forall^p_n \psi(n)), \quad (1)$$

and likewise with $\lor$ or any other connective in place of $\land$. We briefly digress to remark that this behaviour is closely related to Łoś theorem and the ultraproduct construction.

An ultrafilter $p \in \beta \mathbb{N}$ is idempotent if $p + p = p$ and minimal if $\beta \mathbb{N}_0 + p$ is a minimal (left) ideal, meaning that for any $q \in \beta \mathbb{N}_0$ there exists $r \in \beta \mathbb{N}_0$ such that $r + q + p = p$. The sets of idempotent and minimal ultrafilters are denoted by $E(\beta \mathbb{N})$ and $K(\beta \mathbb{N})$, respectively. Existence of minimal idempotents follows from the Ellis–Numakura lemma and an application of the Kuratowski–Zorn lemma. In fact, any minimal left ideal in $\beta \mathbb{N}_0$ takes the form $\beta \mathbb{N}_0 + q$ where $q$ is a minimal idempotent. For $p, q \in K(\beta \mathbb{N})$ we write $p \sim q$ if $\beta \mathbb{N}_0 + p = \beta \mathbb{N}_0 + q$. We also note that $E(\beta \mathbb{N}) \cap \mathbb{N} = \emptyset$ and more generally $p + n \neq p$ for all $p \in \beta \mathbb{N}_0$ and $n \in \mathbb{N}$. If $p \in \beta \mathbb{N}$ is idempotent then $m \mathbb{N} \in p$ for all $m \in \mathbb{N}$.

A set $E \subseteq \mathbb{N}$ is IP if it contains the set of finite sums of a sequence $(n_i)_{i=1}^\infty \subseteq \mathbb{N}$,

$$\text{FS}((n_i)_{i=1}^\infty) = \{ \sum_{i \in I} n_i \mid I \subseteq \mathbb{N}, \text{ finite} \}.$$

Accordingly, $E \subseteq \mathbb{N}$ is IP* if it has a non-empty intersection with any set of finite sums (or, equivalently, with any IP set). More generally, a set is IP$_+$ (respectively, IP$^*_+$) if it is a translation of an IP (respectively, IP$^*$) set. One can show that a set $E \subseteq \mathbb{N}_0$ is IP (respectively, IP$^*$) if and only if it is an element of an idempotent ultrafilter (respectively, all idempotent ultrafilters). (This is a key step in the ultrafilter proof of the Hindman theorem by Glazer and Galvin.) In the next section we introduce the notion of a central set. For now, we mention that a set $E \subseteq \mathbb{N}_0$ is central if and only if it is an element of a minimal idempotent ultrafilter.

More generally, if $P$ is a partition regular and monotone property, then there exists a closed family of ultrafilters $\Pi$ such that the sets $E \subseteq \mathbb{N}_0$ satisfying $P$ are exactly the elements of ultrafilters in $\Pi$. If additionally $P$ is preserved under translations and dilations then $\Pi$ is an additive and multiplicative left ideal [10, Theorem 6.79]. In particular, let us put

$$\Delta = \{ p \in \beta \mathbb{N}_0 \mid d^*(E) > 0 \text{ for all } E \in p \}.$$  \hspace{1cm} (2)

Then $\Delta$ is a closed, non-empty left additive and multiplicative ideal. If $E \subseteq \mathbb{N}_0$ and $d^*(E) > 0$ then there exists $p \in \Delta$ such that $E \in p$.

We will also be interested in convergence of sets along ultrafilters. To make the notion of the convergence precise, recall that for any set $X$ the space $\{0, 1\}^X$ of all subsets $X$ can be endowed with the product topology. For a sequence of sets $S_n \subseteq X (n \in \mathbb{N}_0)$ and an ultrafilter $p \in \beta \mathbb{N}_0$ by ‘the limit of $S_n$ along $p$’ we mean the limit with respect to this topology, that is,

$$\lim_{n \to p} S_n = \bigg\{ x \in X \bigg| \forall^p_n x \in S_n \bigg\}.$$

Lemma 2.1. Let $X_n, Y_n (n \in \mathbb{N}_0)$ be two sequences of sets and let $p \in \beta \mathbb{N}_0$. Then

$$\lim_{n \to p} (X_n \cap Y_n) = \lim_{n \to p} X_n \cap \lim_{n \to p} Y_n,$$

and the same holds with other set-theoretic operations $\cup, \setminus, \Delta$ in place of $\cap$. 

Proof. Follows immediately from (1).

2.3 | Dynamical systems

A dynamical system is a pair \((X, T)\) where \(X\) is a compact topological space and \(T : X \to X\) is a continuous map. The dynamical system \((X, T)\) is minimal if for any point \(x \in X\) the corresponding orbit \(\{T^n(x) \mid n \in \mathbb{N}\}\) is dense in \(X\).

A point \(x \in X\) is recurrent if for any open neighbourhood \(x \in U \subseteq X\), there exists \(n \in \mathbb{N}\) with \(T^n(x) \in U\). Accordingly, a point \(x \in X\) is uniformly recurrent if for any open neighbourhood \(x \in U \subseteq X\), the set \(\{n \in \mathbb{N} \mid T^n(x) \in U\}\) is syndetic, that is, it has bounded gaps. It is well known (for example, [9, Theorems 1.15 and 1.17]) that \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characterised in terms of ultrafilters. A point \(x \in X\) is uniformly recurrent if and only if it is an element of a minimal subsystem of \((X, T)\). These notions of recurrence can also be characte

2.4 | Algebraic geometry

An algebraic variety (or an algebraic set) in \(\mathbb{R}^d\) is the zero locus of a system of polynomial equations

$$
V(F) = \{ x \in \mathbb{R}^d \mid f(x) = 0 \text{ for all } f \in F \},
$$

where \(F \subseteq \mathbb{R}[x_1, \ldots, x_d]\). Conversely, for a set \(X \subseteq \mathbb{R}^d\) we define the corresponding ideal

$$
I(X) = \{ f \in \mathbb{R}[x_1, \ldots, x_d] \mid f(x) = 0 \text{ for all } x \in X \}.
$$
A variety is **irreducible** if it cannot be expressed as the union of proper subvarieties. Any variety is a finite union of its irreducible components. Note that throughout we work over \( \mathbb{R} \), which is not an algebraically closed field, rendering many basic results in algebraic geometry inapplicable.

The **Zariski closure** of a set \( X \subseteq \mathbb{R}^d \) is the smallest algebraic variety containing \( X \); it is denoted by \( \text{alg.cl}(X) = V(I(X)) \) (the topological closure is denoted by \( \text{top.cl}(X) \)). By Hilbert's basis theorem, any ideal in \( \mathbb{R}[x_1, \ldots, x_d] \) is finitely generated, so any variety can be represented as \( V(F) \) with \( F \) finite. In fact, one can always assume that \( |F| = 1 \), replacing the conditions \( f(x) = 0 \) for all \( f \in F \) with the single condition \( \sum_{f \in F} f^2(x) = 0 \). As a consequence, any descending sequence of varieties

\[
V_1 \supseteq V_2 \supseteq V_3 \supseteq \cdots \supseteq V_n \supseteq \cdots \quad (n \in \mathbb{N}),
\]

is eventually constant. A variety is **defined over** a field \( \mathbb{K} < \mathbb{R} \) if it takes the form \( V(F) \) with \( F \subseteq \mathbb{K}[x_1, \ldots, x_d] \); without loss of generality, \( |F| = 1 \).

The following lemmas are standard. We let \( \text{Aff}(d) = \mathbb{R}^d \rtimes \text{End}(\mathbb{R}^d) \) denote the semigroup of affine maps \( T(x) = S(x) + c \) where \( S \in \text{End}(\mathbb{R}^d) \) and \( c \in \mathbb{R}^d \), and \( \text{AGL}(d) = \mathbb{R}^d \rtimes \text{Aut}(\mathbb{R}^d) \) denote the group of affine invertible maps. Note that \( \text{Aff}(d) \) is a vector space over \( \mathbb{R} \), so it makes sense to speak of algebraic varieties in \( \text{Aff}(d) \). The following lemma is reminiscent of [5, Lemma 3.6].

**Lemma 2.4.** Let \( U, V \subseteq \mathbb{R}^d \) be algebraic varieties.

(i) If \( T \in \text{AGL}(d) \) is an invertible affine map and \( T(V) \subseteq V \), then \( T(V) = V \).

(ii) The set of affine maps \( T \in \text{Aff}(d) \) such that \( T(V) \subseteq U \) is algebraic.

(iii) The set of vectors \( v \in \mathbb{R}^d \) such that \( V + v = V \) is a vector space.

**Proof.**

(i) It follows from the Hilbert basis theorem that the descending sequence of algebraic varieties \( T^n(V) \), \( n \in \mathbb{N}_0 \), stabilises. Hence, there exists \( n \) such that \( T^n(V) = T^{n+1}(V) \). Since \( T^n \) is injective, it follows that \( V = T(V) \).

(ii) If \( T \in \text{Aff}(d) \), then \( T(V) \subseteq U \) if and only if \( T(x) \in U \) for all \( x \in V \). For each \( x \in V \), the set of \( T \in \text{Aff}(d) \) such that \( T(x) \in U \) is algebraic. It remains to recall that the intersection of any family of algebraic sets is algebraic.

(iii) The set of such \( v \) is a subgroup of \( \mathbb{R}^d \) which is also an algebraic variety. Hence, it is a vector space.

**Lemma 2.5.** Let \( \mathbb{K} < \mathbb{R} \) and let \( X \subseteq \mathbb{K}^d \). Then \( \text{alg.cl}(X) \) is defined over \( \mathbb{K} \).

**Proof.** Let \( f \in I(X) \). We may expand \( f \) as

\[
f(x) = \sum_{i=1}^s \alpha_i g_i(x),
\]

where \( \alpha_i \in \mathbb{R} \) are linearly independent over \( \mathbb{K} \) and \( g_i \in \mathbb{K}[x_1, \ldots, x_d] \). If \( x \in \mathbb{K}^d \) and \( f(x) = 0 \), then \( g_i(x) = 0 \) for all \( 1 \leq i \leq s \). It follows that \( g_i \in I(X) \) for all \( 1 \leq i \leq s \) and consequently that \( I(X) \) is spanned by polynomials with coefficients in \( \mathbb{K} \).
2.5 Semialgebraic geometry

Even though the fact that $\mathbb{R}$ is not algebraically closed is often seen as a drawback in algebraic geometry, this very fact gives rise to the rich theory of semialgebraic geometry. For background, see, for example, [2].

A basic semialgebraic set in $\mathbb{R}^d$ is the set of solutions to a system of polynomial equations and inequalities:

$$S(F, G) = \{ x \in \mathbb{R}^d \mid f(x) = 0 \text{ for all } f \in F \text{ and } g(x) > 0 \text{ for all } g \in G \},$$

where $F, G \subseteq \mathbb{R}[x_1, \ldots, x_d]$ are finite. We may additionally assume that $V(F)$ is the Zariski closure of $S(F, G)$. A semialgebraic set is a finite union of basic semialgebraic sets.

Recall that projections of algebraic sets need not be algebraic, as shown already by the hyperbola $\{(x, y) \in \mathbb{R}^2 \mid xy = 1\}$. However, a foundational theorem of Tarski and Seidenberg show that projections of semialgebraic sets are again semialgebraic. We cite a slightly stronger variant of this result.

**Theorem 2.6** [2, Section 5]. Let $S \subseteq \mathbb{R}^d$ be a semialgebraic set and let $f : \mathbb{R}^d \rightarrow \mathbb{R}^e$ be a polynomial map. Then $f(S)$ is semialgebraic.

A map $f : \mathbb{R}^d \rightarrow \mathbb{R}^e$ is piecewise polynomial if there exists a partition $\mathbb{R}^d = S_1 \cup S_2 \cup \cdots \cup S_r$ into semialgebraic pieces such for each $1 \leq i \leq r$ the restriction of $f$ to $S_i$ is a polynomial. A piecewise polynomial map on a domain $\Omega \subseteq \mathbb{R}^d$ is the restriction of a piecewise polynomial map. It follows from Theorem 2.6 that the image of a semialgebraic set through a piecewise polynomial map is again semialgebraic. It is elementary to show that the preimage of a semialgebraic set through a piecewise polynomial map is semialgebraic as well.

As hinted before, we will be interested in the sets of times that a given bounded sequence hits a semialgebraic subset of $[0, 1)^d$. The following lemma allows us to alter the choice of basis. While not strictly speaking necessary, it significantly simplifies notation in several places.

**Lemma 2.7.** Let $S \subseteq [0, 1)^d$ be semialgebraic and let $T \in \text{SL}(d, \mathbb{Z})$. Put

$$S' := \{T(S)\} = \{\{T(x)\} \mid x \in S\}.$$

Then $S'$ is semialgebraic and

$$S = \{x \in [0, 1)^d \mid \{T(x)\} \in S'\}.$$

**Proof.** The claim follows directly from the observation that the map $x \mapsto \{T^{-1}(x)\}$ is piecewise linear with a piecewise linear inverse $y \mapsto \{T(y)\}$. ☐

We close this section with a discussion of limits of semialgebraic sets, which are closely related to limits of generalised polynomials discussed in Section 2.6. In general, such limits are not guaranteed to be well behaved: for instance, any open subset of $\mathbb{R}^d$ can be represented as the limit of a sequence of semialgebraic sets, see Example A.1. Thus, in order to ensure that the limit of a sequence of semialgebraic sets is again semialgebraic we need to impose some additional...
restrictions. In a somewhat ad hoc manner, we define the complexity of a basic semialgebraic set \( S \subseteq \mathbb{R}^d \) as the sum of degrees of all polynomials in its representation (3),

\[
\text{cmp}(S) := \min \left\{ \sum_{f \in F} \deg(f) + \sum_{g \in G} \deg(g) \mid F, G \subseteq \mathbb{R}[x_1, \ldots, x_d], S = S(F, G) \right\}.
\]

The complexity of a semialgebraic set \( S \subseteq \mathbb{R}^d \) is the sum of complexities of its basic components,

\[
\text{cmp}(S) := \min \left\{ \sum_{i=1}^r \text{cmp}(S_i) \mid S_i \subseteq \mathbb{R}^d, \text{basic semialgebraic}, S = \bigcup_{i=1}^r S_i \right\}.
\]

It will be convenient to also define \( \text{cmp}(S) := \infty \) if \( S \subseteq \mathbb{R}^d \) is not semialgebraic. We will never be concerned with the exact value of the complexity of a given semialgebraic set; rather, we are interested in sequences of semialgebraic sets whose complexity is uniformly bounded. The following example gives the class of such sequences which is the most important for our purposes.

**Example 2.8.** Let \( F, G \subseteq \mathbb{R}[x_1, \ldots, x_d, y_1, \ldots, y_e] \) be finite families of polynomials in \( d + e \) variables. The corresponding parametrised family of basic semialgebraic sets is given by

\[
S(F, G; y) = \{ x \in \mathbb{R}^d \mid f(x, y) = 0 \text{ for all } f \in F, g(x, y) > 0 \text{ for all } g \in G \},
\]

where \( y \in \mathbb{R}^e \). The complexity of \( S(F, G; y) \) is bounded uniformly in \( y \); in fact,

\[
\text{cmp}(S(F, G; y)) \leq \sum_{f \in F} \deg(f) + \sum_{g \in G} \deg(g) \text{ for all } y \in \mathbb{R}^e.
\]

The proof of the following result is fairly routine. For the sake of keeping the preparatory sections reasonably short, we delegate it to Appendix A.

**Proposition 2.9.** Let \( S_n \subseteq \mathbb{R}^d \) \((n \in \mathbb{N})\) be a sequence of semialgebraic sets with uniformly bounded complexity and let \( p \in \beta \mathbb{N} \). Then \( \lim_{n \to p} S_n \) is also semialgebraic.

**Corollary 2.10.** Let \( S \subseteq \mathbb{R}^{d+e} \) be a semialgebraic set, let \( y_n \in \mathbb{R}^e \) \((n \in \mathbb{N})\), and let \( p \in \beta \mathbb{N} \). Then the set \( \{ x \in \mathbb{R}^d \mid \forall n (x, y_n) \in S \} \) is semialgebraic.

### 2.6 Generalised polynomials

Recall that generalised polynomials were informally discussed in the introduction. To be more precise, we define generalised polynomial maps from \( \mathbb{R}^d \) to \( \mathbb{R} \) as the smallest family such that the coordinate maps \( x \mapsto x_i \) \((1 \leq i \leq d)\) and the constant maps \( x \mapsto \alpha \) \((\alpha \in \mathbb{R})\) are generalised polynomials and if \( g, h \) are generalised polynomials then so are \( g + h \) and \( g \cdot h \) and \([g]\) (given by \([g](x) = [g(x)]\) for all \( x \in \mathbb{R}^d\)). If \( g \) is a generalised polynomial then so is the fractional part \([g] = g - \lfloor g \rfloor\), and we can similarly characterise generalised polynomials as the smallest family containing polynomials and closed under addition, multiplication and the fractional part.
A map $\mathbb{R}^d \to \mathbb{R}^e$ is generalised polynomial if its projection on any one-dimensional subspace is a generalised polynomial. A generalised polynomial map on a domain $\Omega \subseteq \mathbb{R}^d$ is the restriction of a generalised polynomial to $\Omega$ (we usually take $\Omega = \mathbb{N}^d$ or $\mathbb{Z}^d$ and $d = 1$). Any generalised polynomial on $\Omega$ can be extended to $\mathbb{R}^d$ but the extension is not unique unless $\Omega = \mathbb{R}^d$. A generalised polynomial subset $E$ of a domain $\Omega \subseteq \mathbb{R}^d$ is the zero locus of a generalised polynomial, that is, a set of the form $\{n \in \Omega \mid g(n) = 0\}$ where $g : \mathbb{R}^d \to \mathbb{R}$ is a generalised polynomial. For instance, $\mathbb{Z}^d$ is a generalised polynomial subset of $\mathbb{R}^d$ and so is any algebraic variety in $\mathbb{R}^d$. Note that this notion depends on $\Omega$; in particular $\mathbb{N}$ is trivially a generalised polynomial subset of $\mathbb{N}$ but not of $\mathbb{Z}$ (†). It follows from the Lemma 2.11 below that in the above definition we may always further assume that $g$ takes only values 0 and 1. As a consequence, generalised polynomial sets form an algebra.

**Lemma 2.11** [5, Lem. 1.2]. Let $g : \mathbb{Z} \to \mathbb{R}$ be a generalised polynomial on $\mathbb{Z}$. Then the map $n \mapsto \lfloor g(n) = 0 \rfloor$ is a generalised polynomial. Moreover, for any $a, b \in \mathbb{R}$, the map $n \mapsto [a \leq g(n) < b]$ is a generalised polynomial on $\mathbb{Z}$.

We next discuss various ways in which generalised polynomials can be represented. We begin with a lemma relating generalised polynomials to piecewise polynomial maps on a bounded domain.

**Lemma 2.12** [7, Lemma 1.6]. Let $\Omega \subseteq \mathbb{R}^d$ be a bounded set and let $f : \Omega \to \mathbb{R}$ be a map. Then the following conditions are equivalent:

(i) $f$ is a generalised polynomial;

(ii) $f$ is a piecewise polynomial.

The representation theorem of Bergelson and Leibman was already mentioned in the introduction. We recall it here and present a more complete statement.

**Theorem 2.13** [7]. Let $g : \mathbb{Z} \to \mathbb{R}^d$ be a bounded generalised polynomial.

(i) There exists a minimal nilsystem $(X, T)$, a point $z \in X$ and a piecewise polynomial map $F : X \to \mathbb{R}^d$ such that $g(n) = F(T^n(z))$ for all $n \in \mathbb{Z}$.

(ii) Conversely, for any nilsystem $(X, T)$, any point $z \in X$ and any piecewise polynomial map $F : X \to \mathbb{R}^d$, the map $n \mapsto F(T^n(z))$ is a bounded generalised polynomial on $\mathbb{Z}$.

(iii) There exists a semialgebraic set $S \subseteq \mathbb{R}^d$ parametrised by a piecewise polynomial map $f : [0,1]^e \to S$ and a set $Z \subseteq \mathbb{Z}$ with Banach density 0 such that $g(n) \in S$ for all $n \in \mathbb{Z} \setminus Z$ and $g(n)$ is equidistributed in $S$ with respect to the measure induced by the parametrisation.

(iv) If $Z$ is the set from (iii) above, then for any $n \in \mathbb{Z} \setminus Z$ and any $\varepsilon > 0$ the set $\{m \in \mathbb{N} \mid |g(n + m) - g(n)| < \varepsilon\}$ is $\text{IP}^*$.

This theorem also ensures that the densities of generalised polynomial sets exist in a rather strong sense.

† It follows from Theorem 2.13 that if $g : \mathbb{Z} \to \mathbb{R}$ is a bounded generalised polynomial and $g(n) = 0$ for all $n \in \mathbb{N}$ then the set of $n \in \mathbb{Z}$ such that $g(n) \neq 0$ has Banach density 0.
**Lemma 2.14** (For example, [5, Corollary 1.4]). Let \( E \subseteq \mathbb{N} \) be a generalised polynomial set. Then \( E \) has a natural density. In fact, \( |E \cap [M, M+N)|/N \to d(E) \) uniformly in \( M \) as \( N \to \infty \). In particular, \( d^*(E) = d(E) \).

Another closely related representation theorem is due to Leibman. In [11], he constructed a family of basic generalised polynomials such that any bounded generalised polynomial can be expressed in terms of a finite number of basic generalised polynomials which are jointly equidistributed. Here, we will only need a weak version of this result, stating that any generalised polynomial can be represented in terms of generalised polynomials of a particularly simple form, but not requiring any equidistribution. This allows us to use a simpler family of basic generalised polynomials and also simplifies the statement of the result.

We define **generalised monomial maps** from \( \mathbb{R}^d \) to \( \mathbb{R} \) to be the smallest family containing all monomials \( x \mapsto \alpha x^k \) (\( \alpha \in \mathbb{R}, 1 \leq i \leq d, k \in \mathbb{N} \)) and such that if \( g \) and \( h \) are generalised monomials then so is \( g \{ h \} \). Accordingly, a map from \( \mathbb{R}^d \) to \( \mathbb{R}^e \) is a generalised monomial if and only if each of its coordinates is a generalised monomial.

**Theorem 2.15** [11]. Let \( g : \mathbb{Z}^d \to \mathbb{R}^e \) be a generalised polynomial. Then there exists a generalised monomial \( v : \mathbb{Z}^d \to \mathbb{Z}^m \) as well as a piecewise polynomial map \( F : [0,1)^m \to \mathbb{R}^e \) such that \( g(n) = F(\{v(n)\}) \).

Let us now consider pointwise limits of generalised polynomials. Of course, any sequence on \( \mathbb{Z} \) is the pointwise limit of a sequence of (ordinary) polynomials, which motivates us to additionally impose a constraint on complexity. The most convenient way to do this is to consider sequences \( g : \Omega \to \mathbb{R} \) (\( \Omega \subseteq \mathbb{R}^e \) for some \( e \geq 1 \)) of the form \( g(n) = \lim_{i \to p} h(x_i, n) \), where \( h : \mathbb{R}^d \times \Omega \to \mathbb{R} \) is a generalised polynomial and \( x_i \in \mathbb{R}^d \) (\( i \in \mathbb{N} \)) is a bounded sequence. (We may either consider the limit as \( i \to \infty \) under the additional assumption that the limit exists, or alternatively use the notion of convergence along an ultrafilter.) Example B.2 shows that when \( \Omega = \mathbb{Z} \), it still can happen that the limit defining \( g(n) \) converges as \( i \to \infty \) for each \( n \in \Omega \) but the sequence \( g \) is not a generalised polynomial. The same holds when \( \Omega = \mathbb{N}^2 \). Surprisingly, the situation is different for generalised polynomials on \( \mathbb{N} \).

**Proposition 2.16.** Let \( p \in \beta \mathbb{N} \), let \( x_i \in \mathbb{R}^d \) (\( i \in \mathbb{N} \)) be a bounded sequence and let \( h : \mathbb{R}^d \times \mathbb{N} \to \mathbb{R} \) be a generalised polynomial. Define \( g : \mathbb{N} \to \mathbb{R} \) by

\[
g(n) := \lim_{i \to p} h(x_i, n).
\]

Then \( g \) is a generalised polynomial.

Since the proof of this result is quite lengthy and independent of the main focus of the paper, we delegate it to Appendix B.

## 3 | PREPARATORY RESULTS

In this section we discuss some basic facts and constructions on which the remainder of the paper relies. While none of the arguments used in this section are particularly novel, to the best of our knowledge they do not appear elsewhere in the literature.
3.1 Closures along ultrafilters

In analogy to the operation of taking the Zariski closure of a set, for a sequence of points \( x_n \in \mathbb{R}^d \) \((n \in \mathbb{N})\) and \( p \in \beta \mathbb{N} \) we define the ‘Zariski closure of \( x_n \) along \( p \):

\[
\text{alg. cl}_{n \to p}(x_n) := \bigcap_{I \in p} \text{alg. cl} \{ x_n \mid n \in I \}.
\] (4)

The set defined in (4) is clearly algebraic since it is the intersection of a family of algebraic varieties. The following lemma characterises it as the smallest algebraic variety containing \( x_n \) for \( p \)-almost all \( n \), and lists some other basic properties.

**Lemma 3.1.** Let \( x_n \in \mathbb{R}^d \) for \( n \in \mathbb{N} \) and let \( p \in \beta \mathbb{N} \). Put \( V := \text{alg. cl}_{n \to p}(x_n) \).

(i) For \( p \)-almost all \( n \), \( x_n \in V \).

(ii) If \( U \subseteq \mathbb{R}^d \) is algebraic and \( x_n \in U \) for \( p \)-almost all \( n \), then \( V \subseteq U \).

(iii) The algebraic variety \( V \) is irreducible.

(iv) If \( q \in \beta \mathbb{N} \) and \((x_n)_{n=1}^\infty \) is bounded, then \( \text{alg. cl}_{n \to p}(\lim_{m \to q} x_{n+m}) \subseteq \text{alg. cl}_{n \to p+q}(x_n) \).

**Proof.**

(i) It follows from the Hilbert basis theorem that there exists a finite sequence of sets \( I_j \in p \), \( 1 \leq j \leq s \), such that

\[
V = \bigcap_{1 \leq j \leq s} \text{alg. cl} \left\{ x_n \mid n \in I_j \right\}.
\]

In particular, \( x_n \in V \) for all \( n \in I_1 \cap I_2 \cap \cdots \cap I_s \in p \).

(ii) Let \( J = \{ n \mid x_n \in U \} \). Then \( J \in p \), whence

\[
V \subseteq \text{alg. cl} \{ x_n \mid n \in J \} \subseteq U.
\]

(iii) Suppose that \( V \) is the union of two subvarieties, \( V = U_1 \cup U_2 \). Let \( J_i = \{ n \in \mathbb{N} \mid x_n \in U_i \} \) for \( i \in \{ 1, 2 \} \). Then \( J_1 \cup J_2 \in p \), so \( J_1 \in p \) or \( J_2 \in p \). Hence, \( U_1 = V \) or \( U_2 = V \), as needed.

(iv) Let \( U := \text{alg. cl}_{n \to p+q}(x_n) \). It follows directly from the definition (4) that

\[
\forall _{n}^{p} \forall _{m}^{q} x_{n+m} \in U.
\]

Since \( U \) is (topologically) closed, it follows that

\[
\forall _{n}^{p} \lim_{m \to q} x_{n+m} \in U.
\]

It follows from item (ii) that \( \text{alg. cl}_{n \to p}(\lim_{m \to q} x_{n+m}) \subseteq U \). \( \square \)

**Remark 3.2.** The assumption of boundedness in item (iv) can be removed by working in the projective plane and altering the definitions accordingly. Because we do not need this generalisation, we omit further details.
3.2 Separating variables

Our main result, Theorem A, can be rephrased as a statement concerning a certain bounded sequence of points \( x_n \in \mathbb{R}^d \) \((n \in \mathbb{N})\) which all belong to a semialgebraic subset of \( \mathbb{R}^d \) (cf. Theorem 7.1). In the course of the argument, which proceeds by structural induction, we encounter a more general situation where \((x_n, t_n) \in S\) for a bounded sequence \( x_n \in \mathbb{R}^d \), a divergent sequence \( t_n \in \mathbb{R} \) and a semialgebraic set \( S \subseteq \mathbb{R}^{d+1} \). In this section we develop tools that allow us to treat the two components \( x_n \) and \( t_n \) independently. Consider the following motivating example.

**Lemma 3.3.** Let \((x_n, t_n) \in \mathbb{R}^2 \) \((n \in \mathbb{N})\) be a sequence of points such that (1) \( x_n \) is a limit point of the sequence \( (x_m)_{m=1}^{\infty} \) for each \( n \in \mathbb{N} \) and (2) \( t_n \to \infty \) as \( n \to \infty \). Put \( V := \text{alg.cl} \{(x_n, t_n) | n \in \mathbb{N}\} \) and \( X := \{x_n | n \in \mathbb{N}\} \). Then either \( V = \mathbb{R}^2 \) or \( X \) is finite and \( V = X \times \mathbb{R} \).

**Proof.** If \( V = \mathbb{R}^2 \) we are done, so suppose that this is not the case. Then the line \( \{x\} \times \mathbb{R} \) is tangent to \( V \) at infinity for each \( x \in X \). Since \( V \) has only finitely many points at infinity, it follows that \( X \) is finite and in particular each point in \( X \) is isolated. Hence, for each \( x \in X \) there exists infinitely many \( n \in \mathbb{N} \) such that \( x_n = x \). As a consequence, the line \( \{x\} \times \mathbb{R} \) contains infinitely many points \((x_n, t_n), n \in \mathbb{N}\), and thus must be contained in \( V \). It follows that \( V = X \times \mathbb{R} \). □

The following analogue of Lemma 3.3 will be useful for our purposes. A related result was obtained in [5, Proposition 3.8].

**Proposition 3.4.** Let \( q \in \beta \mathbb{N} \) be idempotent and \( p \in \beta \mathbb{N} + q \). Let \((x_n, t_n) \in \mathbb{R}^d \times \mathbb{R} \) \((n \in \mathbb{N})\) be a sequence such that (1) \( \lim_{m \to q} x_{n+m} = x_n \) for each \( n \in \mathbb{N} \) and (2) \( t_n \to \infty \) as \( n \to \infty \). Let \( V \) be an algebraic variety such that

\[
\forall_{n}^p (x_n, t_n) \in V. \tag{5}
\]

Then we have also the ostensibly stronger condition

\[
\forall_{n}^p \{x_n\} \times \mathbb{R} \subseteq V. \tag{6}
\]

**Remark 3.5.**

(i) Using the terminology of algebraic closures of sequences along ultrafilters introduced in Section 3.1, the conclusion of Proposition 3.4 can be stated more succinctly as

\[
\text{alg.cl}_{n \to p}(x_n, t_n) = \text{alg.cl}_{n \to p}(x_n) \times \mathbb{R}.
\]

(ii) Consider the situation when \( q \) is idempotent and \( p \in \beta \mathbb{N} + q \). Assumption (1) is satisfied for any sequence \( x_n \) given by \( x_n = \lim_{m \to q} x_{n+m} \) for a bounded sequence \( x'_n \). Conversely, if \( x_n \) satisfies (1) then it is given by the above formula with \( x'_n = x_n \).

**Proof.** Take any \( f \in I(V) \). We will show that for \( p \)-almost all \( n \), \( f(x_n, t) = 0 \) as a polynomial in \( t \). Expand \( f \) as

\[
f(x, t) = \sum_{j=0}^{s} t^j f_j(x).
\]
Proceeding by induction on $s$, we will show that $f_j(x_n) = 0$ for $p$-almost all $n$ and for all $0 \leq j \leq s$. The case $s = 0$ is trivial, so assume that $s \geq 1$. Since $p + q = p$, the ultrafilter $q$ is not principal and it follows from (5) that

$$\forall_p^p \forall_m^q \sum_{j=0}^{s} f_j(x_{n+m}) = 0.$$  

(7)

Keeping $n$ fixed and passing to the limit with respect to $m$ we conclude that

$$\forall_p^p f_s(x_n) = f_s\left(\lim_{m \to q} x_{n+m}\right) = 0.$$  

(8)

Let $f'(x, t)$ denote the truncated polynomial $f'(x, t) = \sum_{j=0}^{s-1} t_j f_j(x)$. Then (8) and Lemma 3.1 imply that $f' \in I(V)$:

$$\forall_p^p f'(x_n, t_n) = f(x_n, t_n) = 0.$$  

It remains to apply the inductive assumption to $f'$. \hfill \square

We record a special case of Proposition 3.4 relevant to rotations on the torus.

**Corollary 3.6.** Let $q \in \beta \mathbb{N}$ be idempotent, let $p \in \beta \mathbb{N} + q$, $k \in \mathbb{N}_{>2}$. Let $x \in [0, 1)^d$ be such that $\lim_{m \to q} \{k^m x\} = x$. Let $V \subseteq \mathbb{R}^d \times \mathbb{R}$ be an algebraic variety such that

$$\forall_p^p (\{k^n x\}, k^n) \in V.$$  

(9)

Then we also have the ostensibly stronger condition

$$\forall_p^p \{k^n x\} \times \mathbb{R} \subseteq V.$$  

(10)

**Proof.** This will follow from Proposition 3.4 as soon as we show that

$$\{k^n x\} = \lim_{m \to q} \{k^{n+m} x\} \text{ for each } n \in \mathbb{N}.$$  

(11)

Reasoning separately for each coordinate, we may assume without loss of generality that $d = 1$. If $x$ is rational then the denominator of $x$ is coprime to $k$ and (11) follows readily. If $x$ is irrational then (11) follows from the fact that the map $t \mapsto \{t\}$ is continuous at $x$. \hfill \square

Our next result is an analogue of Proposition 3.4 for semialgebraic sets.

**Proposition 3.7.** Let $q \in \beta \mathbb{N}$ be idempotent and $p \in \beta \mathbb{N} + q$. Let $(x_n, t_n) \in \mathbb{R}^d \times \mathbb{R}$ ($n \in \mathbb{N}$) be a sequence such that (1) $\lim_{m \to q} x_{n+m} = x_n$ for each $n \in \mathbb{N}$ and (2) $t_n \to \infty$ as $n \to \infty$. Put

$$\forall_p^p \forall_m^q \sum_{j=0}^{s} f_j(x_{n+m}) = 0.$$  

(7)

Keeping $n$ fixed and passing to the limit with respect to $m$ we conclude that

$$\forall_p^p f_s(x_n) = f_s\left(\lim_{m \to q} x_{n+m}\right) = 0.$$  

(8)

Let $f'(x, t)$ denote the truncated polynomial $f'(x, t) = \sum_{j=0}^{s-1} t_j f_j(x)$. Then (8) and Lemma 3.1 imply that $f' \in I(V)$:

$$\forall_p^p f'(x_n, t_n) = f(x_n, t_n) = 0.$$  

It remains to apply the inductive assumption to $f'$. \hfill \square

We record a special case of Proposition 3.4 relevant to rotations on the torus.

**Corollary 3.6.** Let $q \in \beta \mathbb{N}$ be idempotent, let $p \in \beta \mathbb{N} + q$, $k \in \mathbb{N}_{>2}$. Let $x \in [0, 1)^d$ be such that $\lim_{m \to q} \{k^m x\} = x$. Let $V \subseteq \mathbb{R}^d \times \mathbb{R}$ be an algebraic variety such that

$$\forall_p^p (\{k^n x\}, k^n) \in V.$$  

(9)

Then we also have the ostensibly stronger condition

$$\forall_p^p \{k^n x\} \times \mathbb{R} \subseteq V.$$  

(10)

**Proof.** This will follow from Proposition 3.4 as soon as we show that

$$\{k^n x\} = \lim_{m \to q} \{k^{n+m} x\} \text{ for each } n \in \mathbb{N}.$$  

(11)

Reasoning separately for each coordinate, we may assume without loss of generality that $d = 1$. If $x$ is rational then the denominator of $x$ is coprime to $k$ and (11) follows readily. If $x$ is irrational then (11) follows from the fact that the map $t \mapsto \{t\}$ is continuous at $x$. \hfill \square

Our next result is an analogue of Proposition 3.4 for semialgebraic sets.

**Proposition 3.7.** Let $q \in \beta \mathbb{N}$ be idempotent and $p \in \beta \mathbb{N} + q$. Let $(x_n, t_n) \in \mathbb{R}^d \times \mathbb{R}$ ($n \in \mathbb{N}$) be a sequence such that (1) $\lim_{m \to q} x_{n+m} = x_n$ for each $n \in \mathbb{N}$ and (2) $t_n \to \infty$ as $n \to \infty$. Put
$V := \text{alg. cl}_{n \to p}(x_n)$ and let $S \subseteq \mathbb{R}^{d+1}$ be a semialgebraic set such that

$$\forall_n^p (x_n, t_n) \in S. \quad (12)$$

Then there exists a relatively open set $U \subseteq V$ such that $x_n \in U$ for $p$-almost all $n$ and a continuous map $f : U \to \mathbb{R}$ such that

$$\{(x, y) \in \mathbb{R}^{d+1} \mid x \in U, y \geq f(x)\} \subseteq S. \quad (13)$$

In particular, for $p$-almost all $n$ there exists a semialgebraic set $Q \subseteq \mathbb{R}^d$ and a threshold $l \in \mathbb{R}$ such that

$$\forall_{m+q}^n x_m \in Q \quad \text{and} \quad Q \times [l, \infty) \subseteq S. \quad (14)$$

**Proof.** By Proposition 3.4, $\text{alg. cl}_{n \to p}(x_n, t_n) = V \times \mathbb{R}$. Replacing $S$ with $S \cap V \times \mathbb{R}$ if necessary, we may assume that $\text{alg. cl}(S) = V \times \mathbb{R}$ (cf. Lemma 3.1(i)). Decomposing $S$ and using partition regularity, we may assume that $S$ is a basic semialgebraic set. Consequently, $S$ takes the form

$$S = S(I(V \times \mathbb{R}), G) = \left\{ (x, t) \in V \mid g_j(x, t) > 0 \text{ for all } 1 \leq j \leq r \right\}$$

for a finite set $G = \{g_1, \ldots, g_r\}$ of polynomial maps $\mathbb{R}^d \times \mathbb{R} \to \mathbb{R}$. Let $h_j(x)$ be the leading coefficient of $g_j(x, t)$ as a polynomial in $t$ $(1 \leq j \leq r)$. We may assume without loss of generality that none of $h_j$ $(1 \leq j \leq r)$ vanishes identically on $V$, since otherwise we could replace $g_j(x, t)$ with a polynomial of lower degree in $t$. Let

$$U = \left\{ x \in V \mid h_j(x) > 0 \text{ for all } 1 \leq j \leq r \right\},$$

$$Y = \left\{ x \in V \mid h_j(x) = 0 \text{ for at least one } 1 \leq j \leq r \right\}.$$

It is also straightforward to construct a continuous map $f : U \to \mathbb{R}$ such that if $x \in U$ and $t \geq f(x)$ then $g_j(x, t) > 0$ for all $1 \leq j \leq r$. To see this, expand $g_j(x, t)$ as $g_j(x, t) = h_j(x)t^i + g_{j,1}(x)t^{i-1} + \cdots + g_{j,i}(x)$, and put

$$f(x) = 1 + \max_{1 \leq j \leq r} \left| \frac{g_{j,1}(x)}{h_j(x)} + \frac{g_{j,2}(x)}{h_j(x)} + \cdots + \frac{g_{j,i}(x)}{h_j(x)} \right|.$$

The definitions above ensure that (13) holds: if $(x, y) \in \mathbb{R}^{d+1}$, $x \in U$ and $y \geq f(x)$ then $g_j(x, y) > 0$ for all $1 \leq j \leq r$ and consequently $(x, y) \in S$. It remains to show that $x_n \in U$ for $p$-almost all $n$. Since $p + q = q$, we have

$$\forall_n^p \forall_m^q (x_{n+m}, t_{n+m}) \in S.$$

We may assume that $t_n > 0$ for all $n$. Letting $g'_j(x, t) := g_j(x, t) - t^i h_j(x)$ denote the truncated version of $g_j$, for each $1 \leq j \leq r$ we conclude that

$$\forall_n^p \forall_m^q h_j(x_{n+m}) + g'_j(x_{n+m}, t_{n+m})t_{n+m}^{i-1} > 0.$$
Passing to the limit $m \to q$ we obtain
\[ \forall_n h_j(x_n) \geq 0, \]
meaning that $x_n \in U \cup Y$ for $p$-almost all $n$. Since $Y$ is a proper subvariety of $V$, we have $x_n \not\in Y$ for $p$-almost all $n$, which finishes the argument.

For the additional part, it is enough to take $Q_n$ to be the intersection of $V$ with any open ball centred at $x_n$ whose closure is disjoint from $Y$. \[ \square \]

4 | TORUS

4.1 | Set-up

Before we approach the proof of Theorem A in full generality, we first consider the special case of generalised polynomials which can be represented using Bergelson–Leibman machinery on a torus (or, equivalently, using Leibman’s Theorem 2.15 with degree 1 classical monomials). This is the simplest non-trivial case of Theorem A and it allows us to present some of the main ideas of the proof in a less complicated context.

Throughout this section, the dimension $d \geq 1$ and the basis $k \geq 2$ are fixed.

Theorem 4.1. Let $x \in \mathbb{R}^d$ and let $S \subseteq [0,1)^d$ be a semialgebraic set. Suppose that the set of $n \in \mathbb{N}$ such that $\{k^n x\} \in S$ is central. Then the set of $l \in \mathbb{N}$ such that $\{lk^n x\} \in S$ for infinitely many $n \in \mathbb{N}$ is IP$^*$.

Let $x^0 \in [0,1)^d$ be an arbitrary point, fixed throughout the section. For $l \in \mathbb{N}$, let $T_l : [0,1)^d \to [0,1)^d$ be the $\times l$ map given by
\[ T_l(x) := \{lx\} = (\{lx_i\})_{i=1}^d \quad (x \in [0,1)^d). \]

Immediately from the definition, we see that $T_l \circ T_m = T_{lm}$ for all $l, m \in \mathbb{N}$. Put $x^n := T^n_k(x^0) = \{k^n x^0\}$ for $n \in \mathbb{N}$ and more generally $x^p = \lim_{n \to p} x^n \in [0,1]^d$ for $p \in \beta \mathbb{N}$. The maps $T_l$ are piecewise affine. For $l \in \mathbb{N}$ and $p \in \beta \mathbb{N}_0$, define
\[ T_l \mid_p(x) := lx - \lim_{n \to p} \{lx^n\} = l(x - x^p) + \lim_{n \to p} \{lx^n\} \quad (x \in \mathbb{R}^d), \]
so that $T_l \mid_p$ is an affine map such that $T_l(x^n) = T_l \mid_p(x^n)$ for $p$-almost all $n$. Note that $\lim_{n \to p} \{lx^n\} = \{lx^p\}$ as long as $\{lx^p\} \in [0,1]^d$ and that $T_l^{m+p} \mid_p(x^p) = x^{m+p}$ ($m \in \mathbb{N}$). We are interested in the situation when the points $x^n$ belong to a certain semialgebraic set for many $n$, which motivates us to further denote (cf. (4))
\[ V_p := \text{alg. cl} \{x^n\} = \bigcap_{n \to p} \text{alg. cl} \{x^n \mid n \in I\} \quad (p \in \beta \mathbb{N}_0). \]

Recall from Lemma 3.1 that the varieties $V_p$ are irreducible and are minimal with respect to the property that $x_n \in V_p$ for $p$-almost all $n$. For $n \in \mathbb{N}_0$ the corresponding varieties consist of a single point, $V_n = \{x^n\}$. We next investigate the behaviour of $V_p$ under the $\times k$ maps $T_k \mid_p$. 
Lemma 4.2. Let $p, q \in \beta \mathbb{N}_0$. Then

$$\forall^n T^n_{k|q}(V_q) \subseteq V_{p+q}. \quad (18)$$

Moreover, if $q$ is minimal then

$$\forall^n V_{n+q} = T^n_{k|q}(V_q) = V_{p+q}. \quad (19)$$

and the set $\{V_u \mid u \in \beta \mathbb{N} + q\}$ is finite.

Proof. It follows directly from the relevant definitions that

$$\forall^n \forall^d x^{n+m} = T^n_{k|q}(x^m) \in V_{p+q}. \quad$$

Since the affine map $T^n_{k|q}$ is invertible, we may rewrite this as

$$\forall^n \forall^d x^m \in T^n_{k|q}^{-1}(V_{p+q}).$$

Recalling the definition of $V_q$, we conclude that

$$\forall^n V_q \subseteq T^n_{k|q}^{-1}(V_{p+q}),$$

and (18) follows by applying $T^n_{k|q}$ to both sides.

If $q$ is additionally minimal then there exists $r \in \beta \mathbb{N}$ such that $r + p + q = q$. Applying (18) twice we obtain

$$\forall^r \forall^n T^m_{k|p+q}(V_{p+q}) \subseteq T^m_{k|p+q}(V_{p+q}),$$

$$\forall^r T^m_{k|p+q}(V_{p+q}) \subseteq V_{r+p+q} = V_q.$$  

This is only possible if all inclusions are in fact equalities (cf. Lemma 2.4), which implies (19).

To prove the final part of the statement, it will suffice to show that the number of distinct varieties among $V_{n+q}$ ($n \in \mathbb{N}$) is finite. Suppose otherwise and pick an infinite set $I \subseteq \mathbb{N}$ such that the varieties $V_{n+q}$ ($n \in I$) are pairwise distinct. Then there exists $p \in \beta \mathbb{N} \setminus \mathbb{N}$ such that $I \in p$, which contradicts (19). □

Remark 4.3. For future reference, note that the above argument uses the fact that $T^n_{k|q} \in AGL(d)$ for any $q \in \beta \mathbb{N}_0$ and $n \in \mathbb{N}_0$, and $T^n_{k|q}(x^m) = x^{n+m}$ for $q$-almost all $m$, but no other properties of the maps $T^n_{k|q}$.

4.2 Uniform recurrence

In this section we consider the case when $x^q = x^0$ for a minimal idempotent $q$. If $[0, 1)^d$ is identified with $\mathbb{R}^d / \mathbb{Z}^d$, thus making the map $T_k$ continuous, then this is equivalent to $x^0$ being uniformly recurrent (Theorem 2.3). Without such identification, the discontinuity of $T_k$ slightly complicates the picture. The main result in this section is the following variant of Theorem 4.1.
Theorem 4.4. Let $q \in \beta \mathbb{N}$ be a minimal idempotent, let $p \in \beta \mathbb{N} + q$, and let $S \subseteq [0, 1)^d$ be a semi-algebraic set. Suppose that $x^q = x^0$ and that $x^n \in S$ for $p$-almost all $n$. Then the set of $l \in \mathbb{N}$ such that $T_l(x^0) \in S$ is $1^p_q$.

Before we proceed further, we address a minor technical issue related to the discontinuity of the maps $T_k$ (cf. Corollary 3.6).

Lemma 4.5. If $q \in \beta \mathbb{N}$ and $x^q = x^0$ then $x^{p+q} = x^p$ for all $p \in \beta \mathbb{N}$.

Proof. It suffices to check that for each $1 \leq i \leq d$ and each $n \in \mathbb{N}$ we have $x_i^{n+q} = x_i^n$. If $x_i^0 \notin \mathbb{Q}$ then this follows from continuity of the map $x \mapsto \{k^n x\}$ at $x_q^0 = x_i^0$. If $x_i^0 \in \mathbb{Q}$ then it is enough to note that the denominator of $x_i^0$ is coprime to $k$ and hence the sequence $x_i^m$ is periodic. □

Under the assumptions of Theorem 4.4 we have a very satisfactory description of $V_q$, from which the statement of said theorem easily follows.

Proposition 4.6. Let $q \in \beta \mathbb{N}$ be a minimal idempotent and suppose that $x^q = x^0$. Then $V_q$ is an affine space defined over $\mathbb{Q}$.

Proof. Let $G < AGL(d)$ be the group generated by those among the maps $T_k^n |_q (n \in \mathbb{N})$ which preserve $V_q$. By Lemma 4.2, $T_k^n |_q \in G$ for $q$-almost all $n$. All maps in $G$ take the form $T_{a,n}(v) = k^n v - a$ for some $a \in \mathbb{Q}^d$ and $n \in \mathbb{Z}$. Hence, we may identify $G$ with a subgroup $\tilde{G}$ of the semidirect product $\mathbb{Q}^d \rtimes \mathbb{Z}$ with the group operation given by $(a,n) \cdot (b,m) = (a + k^n b, n + m)$ via the map $T_{a,n} \mapsto (a,n)$.

The projection onto the second coordinate $(a,n) \mapsto n$ gives rise to a group homomorphism $\varphi : G \to \mathbb{Z}$. The image of $\varphi$ takes the form $\varphi(G) = m \mathbb{Z}$ for some $m \in \mathbb{N}$ and we let $G' := \varphi^{-1}(0)$ denote the kernel of $\varphi$. Fix $T \in G$ with $\varphi(T) = m$, so that any $S \in G$ can be uniquely decomposed as $S = S'T^n$ where $S' \subseteq \mathbb{Q}'$ and $n \in \mathbb{Z}$. Let $\mathcal{W} \subseteq \mathbb{R}^d$ denote the vector space (over $\mathbb{R}$) spanned by all $a \in \mathbb{Q}^d$ such that $T_{a,0} \in G'$, and let $\pi : \mathbb{R}^d \to \mathcal{W}^\perp$ denote the orthogonal projection. If $x \in \mathcal{W}$ then $V_q$ is preserved under the map $v \mapsto v - x$ (cf. Lemma 2.4), so $\mathcal{W} \subseteq V_q - z$ for any point $z \in V_q$. It is also clear that $\mathcal{W}$ is defined over $\mathbb{Q}$. It remains to show $V_q \subseteq z + \mathcal{W}$ for some point $z \in \mathbb{Q}^d$.

Consider the sequence of points $\pi(x^n) (n \in \mathbb{N})$. On one hand, this sequence is $q$-almost everywhere bounded in the sense that

$$\forall n \in \mathbb{N}, \pi(x^n) \in \pi([0, 1)^d) \subseteq B(0, \sqrt{d}).$$ (20)

On the other hand, for $q$-almost all $n$ we have the decomposition $T_k^n |_q = S'_n T^n/m$ for some $S'_n \subseteq \mathbb{Q}'$, whence

$$\forall n \in \mathbb{N}, \pi(x^n) = \pi(x^{n+q}) = \pi(T_k^n |_q(x^0)) = \pi(S'_n T^n/m(x^0)) = \pi(T^n/m(x^0)).$$ (21)

(Note that $m | n$ for $q$-almost all $n$ since $q$ is idempotent.) Let $z \in \mathbb{Q}^d$ be the unique fixed point of $T$, so that $T^n/m(v) = k^n (v - z) + z$. Then

$$\forall n \in \mathbb{N}, \pi(x^n) = k^n \pi(x^0 - z) + \pi(z).$$ (22)
Combining (20) and (22), we conclude that \( \pi(x_0 - z) = 0 \), meaning that \( x_0^q \in z + W \). Hence, \( x^q \in z + W \) for \( q \)-almost all \( n \), and consequently \( V_q \subseteq z + W \). Together with earlier remarks, this finishes the argument.

**Remark 4.7.** We sketch an alternative proof of Proposition 4.6, which is perhaps more natural but also less amenable to generalisations. The argument splits into two separate steps: first we show that \( V_q \) is an affine space, and then we conclude that it is defined over \( \mathbb{Q} \).

For the first part, one can show in general (assuming that \( q \) is minimal, but not that \( x^q = x_0 \) or that \( q \) is idempotent) that \( x^q \) is a centre of scaling symmetry of \( V_q \). Since \( q \) is idempotent, by the same token \( x^{n+q} \) is a centre of \( V_{n+q} = V_q \) for \( q \)-almost all \( n \). Under the assumption that \( x^q = x_0 \) we conclude that \( \text{alg.cl}_{m-q}(x^{n+q}) = V_q \), whence centres of \( V_q \) are Zariski dense in \( V_q \). Since the set of all centres of scaling symmetries of any set is an affine space contained in that set, we conclude that \( V_q \) is an affine space.

Secondly, in order to show that \( V_q \) is defined over \( \mathbb{Q} \) (as an affine space), it will suffice to show the following more general fact: If \( x \in [0,1)^d, I \subseteq \mathbb{N}, \) and the Zariski closure \( V \subseteq \mathbb{R}^d \) of the set of points \( \{lx \} \mid l \in I \) is an affine space, then \( V \) is defined over \( \mathbb{Q} \). This can be shown by an inductive argument with respect to \( d \). The key observation is that if all of the points \( \{lx \} \mid l \in I \) satisfy a non-trivial affine relation, then these points also satisfy a non-trivial affine relation with integer coefficients. This observation is noted in [5, Proposition 3.10].

**Proof of Theorem 4.4.** By Proposition 4.6, \( V_q \) is an affine space defined over \( \mathbb{Q} \), and by Lemma 4.2 so is \( V_p \) (in fact, \( V_p \) is a translate of \( V_q \)). Changing the basis (cf. Lemma 2.7) we may further assume that \( V_p = z + \mathbb{R}^e \times \{0\}^{d-e} \) for some \( 0 \leq e \leq d \) and \( z \in \{0\}^e \times \mathbb{Q}^{d-e} \). In particular \( x^0 \in \mathbb{R}^e \times \mathbb{Q}^{d-e} \), so all of the points \( T_I(x^0), l \in \mathbb{N}, \) lie in a finite union of translates of \( \mathbb{R}^e \times \{0\}^{d-e} \). We may assume without loss of generality that \( S \subseteq V_p \) and that \( S \) is a basic semialgebraic set, in which case it is an open subset of \( V_p \). Identifying the orbit closure of \( 0 \in \mathbb{R}^d / \mathbb{Z}^d \) under the rotation by \( x^0 \) with a finite union of translates of \( V_q \) in the natural way, we have thus represented the set of \( l \in \mathbb{N} \) such that \( T_I(x^0) \in S \) as the set of those \( l \in \mathbb{N} \) for which the orbit of a point under a rotation on a torus hits a given open set. All non-empty sets of this form are \( \text{IP}_+^* \) by Theorem 2.2.

**Remark 4.8.** The proof of Theorem 2.2 for rotations on compact abelian groups is somewhat simpler than the general case. Indeed, it is enough to show that if \( p \in \beta \mathbb{N} \) is idempotent and \( \alpha \in \mathbb{R} / \mathbb{Z} \) then \( \lim_{n \to p} \alpha n = 0 \). This follows directly from the fact that the only idempotent element of \( \mathbb{R} / \mathbb{Z} \) is 0.

### 4.3 General case

Theorem 4.4 from the previous section has the following useful corollary, applicable with no assumption on \( x^0 \). Discontinuity of the fractional part function once again leads to slight technical difficulties, which can be overcome in several ways (cf. Corollary 3.6, Lemma 4.5).

**Corollary 4.9.** Let \( q \in \beta \mathbb{N} \) be a minimal idempotent, let \( p \in \beta \mathbb{N} + q \), and let \( S \subseteq [0,1]^d \) be a semi-algebraic set. Suppose that

\[ \forall_{\mathbb{N}}^p x^{n+q} \in S. \]

Then the set \( \{ l \in \mathbb{N} \mid T_I(q(x^q)) \in S \} \) is \( \text{IP}_+^* \).
Proof. Suppose first that all coordinates of $x^q$ are irrational. Then $T_l|_q(x^q) = \{lx^q\}$ for all $l \in \mathbb{N}$. Hence, the claim follows directly from Theorem 4.4 applied with $\tilde{x}^0 = x^q$.

In general, let $E \subseteq \{1, 2, \ldots, d\}$ be the set of $i$ with $x_i^q \in \mathbb{Q}$. Since the orbit $T_l|_q(x^q) \in \mathbb{N}$ is finite, may assume without loss of generality that there exists $z \in \mathbb{Q}^E$ such that $x_E = z$ for all $x \in S$. (Here and elsewhere, we use the convention where $x_E = (x_i)_{i \in E}$ for $x \in \mathbb{R}^d$.) Let also $S' := \{S = \{x \mid x \in S\}$ for any $i \in E$ one of the following holds: either $x_i^n \geq x_i^q$ for $q$-almost all $n$, in which case $T_l|_q(x^q)_i = \{lx_i^q\}$ for all $l \in \mathbb{N}$; or $x_i^n < x_i^q$ for $q$-almost all $n$, in which case $T_l|_q(x^q)_i = 1 - \{-lx_i^q\}$ for all $l \in \mathbb{N}$. In either case, $T_l|_q(x^q)_i$ is uniquely determined by $i$ and $\{lx_i^q\}$. It follows that $T_l|_q(x^q) \in S$ if and only if $\{lx_i^q\} \in S'$ ($l \in \mathbb{N}$). The claim now follows from Theorem 4.4 applied with $\tilde{x}^0 = \{x^q\}$.

Remark 4.10. We could also have proven Corollary 4.9 directly by an argument analogous to the proof of Theorem 4.4. While this would have reduced the amount of technical issues we need to deal with, we chose the marginally longer route because we believe Theorem 4.4 to be more intuitively appealing than Corollary 4.9 (in particular, the former avoids the use of the maps $T_l|_q$).

We are now ready to prove a slightly more precise variant of Theorem 4.1.

Theorem 4.11. Let $q \in \beta \mathbb{N}$ be a minimal idempotent, let $p \in \beta \mathbb{N} + q$ and let $S \subseteq [0, 1)^d$ be a semialgebraic set. Suppose that $x^n \in S$ for $p$-almost all $n$. Then the set of $l \in \mathbb{N}$ such that $T_l(x^n) \in S$ for $q$-almost all $n$ is $\text{IP}^{\ast}_+$.

Proof. We may assume without loss of generality that $S \subseteq V_p$. For any $l \in \mathbb{N}$, it follows directly from the definitions that

$$\forall_m^q T_l(x^m) = l(x^m - x^q) + T_l|_q(x^q).$$

(23)

In particular, putting $l = k^n$, we find that

$$\forall_m^q x^{n+m}_m = k^n(x^m - x^q) + x^{n+q} \in S.$$  \hspace{1cm} (24)

Consider the set

$$R := \left\{ (x, t) \in \mathbb{R}^d \times \mathbb{R} \mid \forall_m^q x + t(x^m - x^q) \in S \right\}.$$  \hspace{1cm} (25)

It follows from Proposition 2.9 (cf. Corollary 2.10) that $R$ is semialgebraic, and (24) translates into

$$\forall_n^p (x^{n+q}, k^n) \in R.$$  \hspace{1cm} (26)

We aim to show that the set of $l \in \mathbb{N}$ with $(T_l|_q(x^q), l) \in R$ is $\text{IP}^{\ast}_+$.

It follows from Proposition 3.7 (applied with $x_n = x^{n+q}$ and $t_n = k^n$, cf. Corollary 3.6) that there exist a semialgebraic set $Q$, an integer $l_0 \geq 0$ and an ultrafilter $r \in \mathbb{N} + q$ such that

$$\forall_n^r x^{n+q} \in Q \quad \text{and} \quad Q \times [l_0, \infty) \subseteq R.$$

By Corollary 4.9 there exists an $\text{IP}^{\ast}_+$ set $L \subseteq \mathbb{N}$ of such that $T_l|_q(x^q) \in Q$ for all $l \in L$. Hence, $(T_l|_q(x^q), l) \in R$ for all $l$ in the $\text{IP}^{\ast}_+$ set $L \cap [l_0, \infty)$. \hfill \Box
5 | GENERALISED ×k MAPS

5.1 | Basic definitions

In this section we set up notation and introduce objects which will be crucial in the proof of the general case of Theorem A. The key insight is that for suitable families of generalised monomials one can construct well-behaved analogues of the ×k maps familiar from Section 4.

In order to conveniently index the generalised monomials discussed in Section 2, we introduce the set of bracket indices B, consisting of formal expressions containing positive integers and brackets { ∙ }. Formally, B is defined as the smallest family such that \( \mathbb{N} \subseteq B \) and if \( \kappa, \lambda \in B \) then \( \kappa[\lambda] \in B \). Expressions differing only by the ordering of factors are considered equal: \( \kappa[\lambda_1] \cdots [\lambda_s] = \kappa[\lambda_{\pi(1)}] \cdots [\lambda_{\pi(s)}] \) if \( \pi \) is a permutation of \( \{1, 2, \ldots, s\} \).

We use B to index the generalised monomials which can be constructed from a given sequence of classical monomials in a single variable. Let \( v_i \in \mathbb{R}[t] \ (i \in \mathbb{N}) \) be a sequence of monomials, given by

\[
v_i(t) = \alpha_i t^{d_i}, \quad \text{where } \alpha_i \in \mathbb{R} \text{ and } d_i \in \mathbb{N} \ (i \in \mathbb{N}).
\]  

(27)

We then extend \( v \), and \( d \), to \( B \), defining inductively

\[
v_\mu(t) := v_\kappa(t) v_\lambda(t) \quad \text{and} \quad d_\mu := d_\kappa + d_\lambda \text{ for any } \mu = \kappa[\lambda] \in B \setminus \mathbb{N}.
\]  

(28)

The height of an index \( \mu \in B \), denoted by \( h_\mu \), is defined as the maximal number of nested brackets appearing in \( \mu \). More precisely, \( h_i = 0 \) for \( i \in \mathbb{N} \) and

\[
h_\mu := \max\{h_\kappa, h_\lambda + 1\} \text{ for any } \mu = \kappa[\lambda] \in B \setminus \mathbb{N}.
\]  

(29)

It is a matter of a simple exercise to see that these definitions are well posed, in the sense that if \( \mu \in B \) has two different representations \( \mu = \kappa[\lambda] = \kappa'[\lambda'] \) then both of them give the same values for \( v_\mu \), \( d_\mu \) and \( h_\mu \).

There are several partial orders of interest on B. We will say that an index \( \nu \in B \) is derivable from \( \mu \in B \), denoted \( \nu \leq \mu \), if it can be obtained by removing some factors from \( \mu \). Formally, \( \leq \) is defined as the smallest partial order on \( B \) such that

\[
\kappa \leq \kappa[\lambda] \quad \text{and} \quad \text{if } \kappa \leq \kappa' \text{ and } \lambda \leq \lambda' \text{ then } \kappa[\lambda] \leq \kappa'[\lambda'] \quad (\kappa, \kappa', \lambda, \lambda' \in B).
\]  

(30)

The set \( B \) also carries the orders induced from \( \mathbb{N}_0 \) by the height \( h_\cdot \) and the grading \( d_\cdot \) maps (which, of course, depends on the degrees \( d_i, i \in \mathbb{N} \)). These orders are compatible in the sense that \( \nu \leq \mu \) implies that \( h_\nu \leq h_\mu \) and \( d_\nu \leq d_\mu \ (\mu, \nu \in B) \).

With the notation introduced above, Leibman’s Theorem 2.15 (in one variable) can be rephrased as saying that for any generalised polynomial \( g : \mathbb{Z} \to \mathbb{R}^e \) there exists a choice of coefficients \( \alpha_i \) and degrees \( d_i \ (i \in \mathbb{N}) \) as well as a finite set \( D \subseteq B \) such that \( g(n) \) is a piecewise polynomial function of \( (v_{\nu}^\kappa(t))_{\kappa \in D} \). Note that one can always enlarge \( D \), so we can additionally assume that \( D \) is downwards closed in the sense that

\[
\text{if } \mu \in D \text{ and } \nu \leq \mu \text{ then } \nu \in D.
\]  

(31)
We define the complexity of \( D \) to be the vector \( \text{cmp}(D) = (c_0, c_1, \ldots) \in \mathbb{N}_0^\infty \), where \( c_j = |\{\mu \in D \mid h_\mu = j\}| \). The set of eventually zero sequences taking values in \( \mathbb{N}_0 \) is well ordered by the reverse lexicographic order, which can naturally be prolonged to sequences with values in \( \mathbb{N}_0 \cup \{\infty\} \).

Our long term strategy is to use Theorem 2.15 mentioned above to represent the characteristic function of the set \( E \) appearing in Theorem A. This will ultimately allow us to deduce Theorem A from a recurrence statement for generalised monomials. Because the constructions we plan to carry out depend on the index set \( D \) and the grading \( d_\cdot \), we accept the following convention.

We fix once and for all a grading \( d_\cdot \) satisfying (28) and additionally assume that for each \( d \in \mathbb{N} \) there exist infinitely many \( i \in \mathbb{N} \) such that \( d_i = d \). Throughout the paper, \( D \subseteq \mathcal{B} \) denotes a finite set satisfying (31). All objects we construct are allowed to depend on \( D \) and \( d_\cdot \), unless explicitly stated otherwise. For \( \alpha \in \mathbb{R}^{D \cap \mathbb{N}} \) and \( \mu \in D \), we let \( \psi_\mu(t) \) denote the generalised polynomials given by (27) and (28).

Having fixed the choice of \( D \), we collect the generalised polynomials \( \psi_\mu \) for \( \mu \in D \) into a single (multidimensional) generalised polynomial \( \psi_\alpha : \mathbb{R} \rightarrow \mathbb{R}^D \) given by

\[
\psi_\alpha(t) = \left( \psi_\mu(t) \right)_{\mu \in D}.
\]

**Remark 5.1.** At this point we owe the reader a few words of justification for the conventions we have assumed. Subsequent sections are quite heavy on definitions, many of which depend on \( D \) and \( d_\cdot \), as well as other objects. Bearing in mind that the notation already gets rather cumbersome in several places, we would rather not make the dependence on \( D \) and \( d_\cdot \) explicit. On the other hand, we do need to occasionally alter the choice of \( D \); indeed, the proof of our main result proceeds by induction on \( D \). For this reason, we give \( D \) a rather unsatisfactory ontological status of an immutable object which we nevertheless occasionally alter. This forces us to use phrases such as ‘let \( \psi_{\beta}(t) \) (\( \beta \in \mathbb{R}^{\mathbb{N}} \)) be the same as \( \psi_\alpha(t) \) except with \( E \) in place of \( D \), which is formally meaningless, but hopefully understandable for the reader. The author considers this solution the lesser evil. Fortunately, we can avoid the analogous problem for the grading \( d_\cdot \) by letting it be fixed throughout the paper. This has the minor downside that we cannot always assume that \( D \cap \mathbb{N} \) is an initial segment of \( \mathbb{N} \), but there are no particularly strong reasons why we would want to assume that in the first place. The values \( d_i \) for \( i \in \mathbb{N} \setminus D \) are mostly irrelevant.

**Example 5.2.** Let us consider a running example where \( D = \{1, 2, 1\{2\}, 2\{1\}, 3\} \) and \( d_1 = d_2 = 1 \) and \( d_3 = 2 \). This choice of \( D \) satisfies (31), (28) yields \( d_{1\{2\}} = d_{2\{1\}} = 2 \) and (29) yields \( h_1 = h_2 = h_3 = 0 \) and \( h_{1\{2\}} = h_{2\{1\}} = 1 \).

The order \( \leq \) is given by \( 1 < 1\{2\}, 2 < 2\{1\} \); all remaining pairs of distinct indices are incomparable. The order induced by the degree \( d_\cdot \) separates the elements of \( D \) into two equivalence classes \( \{1, 2\} \) (degree 1) and \( \{1\{2\}, 2\{1\}, 3\} \) (degree 2). Similarly, the order induced by the height separates the elements of \( D \) into two equivalence classes \( \{1, 2, 3\} \) (height 0) and \( \{1\{2\}, 2\{1\}\} \) (height 1).

For notational convenience we will always write the coordinates in \( D \) in the same order as above. In particular,

\[
\psi_\alpha(n) = (\alpha_1 n, \alpha_2 n, \alpha_1 n[\alpha_2 n], \alpha_2 n[\alpha_1 n], \alpha_3 n^2), \quad (\alpha \in \mathbb{R}^3).
\]

### 5.2 | Geometry

In this section we introduce some geometric objects and constructions which will be useful in subsequent sections. The space \( \mathbb{R}^D \) naturally decomposes into the direct sum of spaces corresponding
to different degrees. Let
\[ s := \max \{d_\kappa \mid \kappa \in D \} \text{ and } D_j := \{ \kappa \in D \mid d_\kappa = j \} \text{ for } 1 \leq j \leq s. \] (33)

Define also the subspaces
\[ \mathcal{V}_j := \left\{ x \in \mathbb{R}^D \mid x_\kappa = 0 \text{ for all } \kappa \in D \setminus D_j \right\} = \text{span} \left\{ e_\kappa \mid \kappa \in D_j \right\}, \] (34)

where \( e_\mu = (e_\mu, \nu)_{\nu \in D} \) denotes the basis vector with \( e_{\mu, \nu} = [\mu = \nu] \) \((\mu, \nu \in D).\) It is clear that \( \mathbb{R}^D \) is the orthogonal sum of \( \mathcal{V}_j \) over \( 1 \leq j \leq s \) (here and elsewhere, we endow \( \mathbb{R}^D \) with the standard scalar product).

**Example 5.3.** In the running example discussed above (see Example 5.2) we have \( s = 2, \) \( D_1 = \{1, 2\} \) and \( D_2 = \{1\{2\}, 2\{1\}, 3\} \). Writing the coordinates in the usual order, we have
\[ \mathcal{V}_1 = \mathbb{R}e_1 + \mathbb{R}e_2 = \left\{ (x_1, x_2, 0, 0, 0) \mid x_1, x_2 \in \mathbb{R} \right\}, \] and
\[ \mathcal{V}_2 = \mathbb{R}e_{1\{2\}} + \mathbb{R}e_{2\{1\}} + \mathbb{R}e_3 = \left\{ (0, 0, x_{1\{2\}}, x_{2\{1\}}, x_3) \mid x_{1\{2\}}, x_{2\{1\}}, x_3 \in \mathbb{R} \right\}. \]

Following the usual convention, we write \( \text{End}(D) = \text{End}(\mathbb{R}^D) \) for the ring of \( D \times D \) matrices, and assume the same convention for \( \text{GL}(D), \text{SL}(D), \) and other matrix groups. For matrices with integer or rational coefficients we write \( \text{End}(D, \mathbb{Z}), \text{End}(D, \mathbb{Q}), \) etc. We will say that a matrix \( A = (A_{\mu, \nu})_{\mu, \nu \in D} \in \text{End}(D) \) is lower triangular (with respect to \( \preceq \)) if \( A_{\mu, \nu} \neq 0 \) implies \( \mu \succeq \nu \) \((\mu, \nu \in D).\) In particular, any lower triangular matrix written in the block form corresponding to the decomposition \( D = \bigcup_{j=1}^s D_j \) has only zero blocks above the diagonal.

We further introduce the notion of a standard matrix. We will say that a matrix \( A \in \text{End}(D) \) is standard if it is lower triangular and there exists \( t > 0 \) such that the diagonal entries of \( A \) are given by \( A_{\mu, \mu} = t^{d_\mu} \) for all \( \mu \in D. \) We let \( M(D) \) denote the set of standard matrices:
\[ M(D) := \left\{ A \in \text{End}(D) \mid A \text{ is lower triang. and } \text{diag}(A) = (t^{d_\mu})_{\mu \in D} \right\}. \] (35)

(The choice of the name is motivated by the connection between these groups and the multiplication maps \( x \mapsto \{ kx \}, \) elucidated in the upcoming discussion.) Standard lower triangular matrices form a group. If a standard lower triangular matrix is written in the block form then the diagonal blocks are proportional to the identity.

**Example 5.4.** In the running example, a matrix \( A \in \text{End}(D) \) is a member of \( M(D) \) if and only if it takes the form
\[ A = \begin{bmatrix} t & 0 & 0 & 0 \\ 0 & t & 0 & 0 \\ * & 0 & t^2 & 0 \\ 0 & * & t^2 & 0 \\ 0 & 0 & 0 & t^2 \end{bmatrix}, \]
where \( t > 0 \) and * denote unspecified real entries.
We let \( \mathfrak{m}(D) \) denote the Lie algebra of \( M(D) \), and \( \Lambda \) denote the diagonal matrix with \( \Lambda_{\mu,\mu} = d_\mu \) \( (\mu \in D) \). The spaces \( V_j \) \((1 \leq j \leq s)\) are the eigenspaces of \( \Lambda \) and \( \mathfrak{m}(D) \) is spanned by \( \Lambda \) and strictly lower triangular basic matrices \( E_{\mu,\nu} \) \((\mu, \nu \in D, \mu > \nu)\) given by \( E_{\mu,\nu} = [\kappa = \mu \land \lambda = \nu] \) \((\kappa, \lambda \in D)\). We also define \( \Delta_t \) to be the diagonal matrix with \( (\Delta_t)_{\mu,\mu} = t^{d_\mu} \) \((t \in \mathbb{R})\), so that in particular \( \Delta_k = \exp(\log(k)\Lambda) \) \((k \in \mathbb{N})\). We call a matrix \( A \in M(D) \) special if all of its diagonal entries are equal to 1 (that is, if it is unipotent). The group of special lower triangular matrices is denoted by \( M'(D) \) and the corresponding Lie algebra, denoted by \( \mathfrak{m}'(D) \), consists of strictly lower triangular matrices. Hence, we have the decomposition \( \mathfrak{m}(D) = \mathfrak{m}'(D) + \mathbb{R}\Lambda \) and any \( A \in M(D) \) can be uniquely written as \( A = \Delta_t A' \) with \( t > 0 \) and \( A' \in M'(D) \).

**Example 5.5.** In the running example, the matrices \( \Lambda \) and \( \Delta_k \) are given by

\[
\Lambda = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 2 & 0 & 0 \\
0 & 0 & 0 & 2 & 0 \\
0 & 0 & 0 & 0 & 2
\end{bmatrix}, \quad \Delta_k = \begin{bmatrix}
k & 0 & 0 & 0 & 0 \\
0 & k & 0 & 0 & 0 \\
0 & 0 & k^2 & 0 & 0 \\
0 & 0 & 0 & k^2 & 0 \\
0 & 0 & 0 & 0 & k^2
\end{bmatrix}.
\]

The Lie group \( M'(D) \) and the Lie algebra \( \mathfrak{m}'(D) \) consist of all matrices \( A \) and \( X \) respectively which have the form

\[
A = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
* & 0 & 1 & 0 & 0 \\
0 & * & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix}, \quad X = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
* & 0 & 0 & 0 & 0 \\
0 & * & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix}.
\]

In order to work with affine maps more conveniently, we identify \( \mathbb{R}^D \) with \( \{1\} \times \mathbb{R}^D \subseteq \mathbb{R} \times \mathbb{R}^D \). Under this identification, an affine map on \( \mathbb{R}^D \) given by \( x \mapsto Ax + b \) corresponds to the linear map \((u, x) \mapsto (u, Ax + ub)\) on \( \mathbb{R} \times \mathbb{R}^D \). We define

\[
\overline{M}(D) := \left\{ \begin{bmatrix} 1 & 0 \\ b & A \end{bmatrix} \middle| A \in M(D), \ b \in \mathbb{R}^D \right\}.
\]

*Mutatis mutandis*, \( \overline{M}(D) \) can be identified with \( M(D \cup \{0\}) \), where \( 0 < \mu \) for all \( \mu \in D \) and \( d_0 = 0 \). Because of this identification, we will occasionally apply to \( \overline{M}(D) \) results which were only formally proved for \( M(D) \). We analogously let \( \overline{\mathfrak{m}}(D) \) denote the Lie algebra of \( \overline{M}(D) \), and define \( \overline{M}'(D) \) and \( \overline{\mathfrak{m}}'(D) \) accordingly. We further put

\[
\overline{\Lambda} := \begin{bmatrix} 0 & 0 \\ 0 & \Lambda \end{bmatrix}, \quad \overline{\Delta_k} := \begin{bmatrix} 0 & 0 \\ 0 & \Delta_k \end{bmatrix}.
\]

### 5.3 Multiplication by \( k \)

Recall that in the abelian case discussed in Section 4, the \( \times k \) maps \( T_k : [0, 1)^d \to [0, 1)^d \) played an important role. These simple maps almost trivially have several desirable properties: they are...
piecewise affine, $T_k(x)$ is given by a generalised polynomial formula in $x$ and $k$, and $T_k \circ T_l = T_{kl}$ for all $l, k \in \mathbb{N}$. In this section we will construct maps on $[0, 1)^D$ with analogous properties.

**Example 5.6.** We continue with the running example. A direct computation shows that

$$S_k(\alpha^\alpha(m)) = \alpha^{\alpha(km)}$$

for all $\alpha \in \mathbb{R}^{\mathbb{R} \cap \mathbb{N}}$ and $k, m \in \mathbb{N}$,

where the maps $S_k : \mathbb{R}^D \to \mathbb{R}^D$ are defined for $x \in \mathbb{R}^D$ by

$$S_k(x) := (kx_1, kx_2, k^2x_{1[2]} - kx_1[kx_2], k^2x_{2[1]} - kx_2[kx_1], k^2x_3).$$

For $x \in [0, 1)^D$, put also $T_k(x) := \{S_k(x)\}$. Another standard computation yields

$$T_k(\{\alpha^\alpha(m)\}) = \{\alpha^{\alpha(km)}\}$$

for all $\alpha \in \mathbb{R}^{\mathbb{R} \cap \mathbb{N}}$ and $k, m \in \mathbb{N}$.

Let $k \in \mathbb{N}$. In order to record some noteworthy properties of the maps $S_k$ and $T_k$ defined above, it is convenient to write them in the matrix form

$$S_k(x) = A_k(x)x \quad \text{and} \quad T_k(x) = A_k(x)x - b_k(x),$$

where $b_k(x) := [S_k(x)]$ and the matrix $A_k(x)$ is given by

$$A_k(x) := \begin{bmatrix}
    k & 0 & 0 & 0 & 0 \\
    0 & k & 0 & 0 & 0 \\
    -k[kx_2] & 0 & k^2 & 0 & 0 \\
    0 & -k[kx_1] & 0 & k^2 & 0 \\
    0 & 0 & 0 & 0 & k^2
\end{bmatrix}. \quad (38)$$

Under the identification of affine maps on $\mathbb{R}^D$ with linear maps on $\mathbb{R} \times \mathbb{R}^D$, for $x \in [0, 1)^D$ we can write $T_k(x) = \overline{A}_k(x)x$, where the matrix $\overline{A}_k(x)$ is given by

$$\overline{A}_k(x) := \begin{bmatrix}
    1 & 0 & 0 & 0 & 0 \\
    -[kx_1] & k & 0 & 0 & 0 \\
    -[kx_2] & 0 & k & 0 & 0 \\
    -[k^2x_{1[2]} - kx_1[kx_2]] & -k[kx_2] & 0 & k^2 & 0 \\
    -[k^2x_{2[1]} - kx_2[kx_1]] & 0 & -k[kx_1] & 0 & k^2 \\
    -[k^2x_3] & 0 & 0 & 0 & k^2
\end{bmatrix}. \quad (39)$$

The matrices $A_k$ and $\overline{A}_k$ are standard lower triangular and have integer entries:

$$A_k(x) \in \mathbb{M}(D, \mathbb{Z}) \quad \text{for all} \ x \in \mathbb{R}^D \ \text{and} \ \overline{A}_k(x) \in \overline{\mathbb{M}}(D, \mathbb{Z}) \ \text{for all} \ x \in [0, 1)^D.$$

In fact, more is true: Many of the entries of $\overline{A}_k(x)$ are divisible by powers of $k$, and extracting the highest powers of $k$ apparent from formula (39) yields

$$\overline{A}_k(x)\Delta_k^{-1} \in \overline{\mathbb{M}}(D, \mathbb{Z}) \quad \text{for all} \ x \in [0, 1)^D.$$
The dependence of $A_k(x)$ on $x$ is relatively mild. Firstly, $A_k(x)$ is a generalised polynomial in $k$ and $x$. In the course of the argument it will be important to keep track of which entries of $A_k(x)$ depend on which coordinates of $x$, but we defer the precise statement until later. Here, we just remark that $A_k(x)$ depends only on $x_1$ and $x_2$ but not the remaining coordinates $x_{1[2]}$, $x_{2[1]}$, $x_3$ of $x$.

If both $x \in [0, 1)^D$ and $T_k(x)$ are given, then $A_k(x)$ can described by an even simpler formula. For $i \in \{1, 2\}$ we have

\[-k[kx_i] = k^2x_i - k\{kx_i\} = k^2x_i - kT_k(x)_i,\]

whence $A_k(x)$ is a polynomial function in $k$, $x$ and $T_k(x)$. We can also express $b_k(x)$ as

\[b_k(x) = [S_k(x)] = A_k(x)x - T_k(x)\]

and hence $A_k(x)$ is a polynomial function in $k$, $x$ and $T_k(x)$.

Our next goal is to generalise the construction from the above example. We will construct families of maps (generalising the $\times k$ map on the unit cube and the scaling by $k$, respectively):

\[
T_k : [0, 1)^D \to [0, 1)^D, \quad S_k : \mathbb{R}^D \to \mathbb{R}^D, \quad (k \in \mathbb{N}),
\]

which are given in the matrix form by

\[
S_k(x) := A_k(x)x \quad (x \in \mathbb{R}^D),
\]

\[
T_k(x) := \{S_k(x)\} = A_k(x)x - b_k(x) = \overline{A}_k(x)x \quad (x \in [0, 1)^D),
\]

where we use the identification of affine maps on $\mathbb{R}^D$ with linear maps on $\mathbb{R} \times \mathbb{R}^D$ discussed in Section 5.2, and $\overline{A}_k$ and $b_k$ are given by

\[
b_k(x) := [S_k(x)] = [A_k(x)x], \quad \overline{A}_k(x) := \begin{bmatrix} 1 & 0 \\ -b_k(x) & A_k(x) \end{bmatrix}. \]

Treating formulae (41), (42) and (43) as definitions of $S_k$, $T_k$, $b_k$ and $\overline{A}_k$, it remains to define $A_k$. We do so inductively, row by row. Note that the corresponding entry $S_k(x)_\mu = \sum_{\nu \in D} A_k(x)_{\mu, \nu} x_\nu$ becomes determined as soon as we construct the row $A_k(x)_{\mu,*}$. For $i \in D \cap \mathbb{N}$ we put $A_k(x)_{i,*} := k^{d_i} \llbracket i = \nu \rrbracket$, so that $S_k(x)_i = k^{d_i} x_i$.

Consider now $\mu = k\{\lambda\} \in D \setminus \mathbb{N}$ and assume that the rows $A_k(x)_{k,*}$ and $A_k(x)_{i,*}$ have been constructed. As long as the fragment of $A_k(x)$ constructed so far is lower triangular (we will shortly show that this is the case) we have expansions

\[S_k(x)_k = \sum_{\sigma \leq k} A_k(x)_{k,\sigma} x_\sigma, \quad (44)\]

\[S_k(x)_\lambda = \sum_{\tau \leq \lambda} A_k(x)_{\lambda,\tau} x_\tau. \quad (45)\]
Let $c_{k,\lambda}(x) \in \mathbb{Z}$ denote the correction term uniquely determined by
\[
\{S_k(x)_{\lambda}\} = \sum_{\tau \leq \lambda} A_k(x)_{\lambda,\tau}\{x_\tau\} + c_{k,\lambda}(x), \tag{46}
\]
Combining (44) and (46) gives
\[
S_k(x)_{\lambda}\{S_k(x)_{\lambda}\} = \sum_{\sigma \leq \kappa} \sum_{\tau \leq \lambda} A_k(x)_{\kappa,\sigma} A_k(x)_{\lambda,\tau}\{x_\tau\} + \sum_{\sigma \leq \kappa} A_k(x)_{\kappa,\sigma} c_{k,\lambda}(x)\{x_\sigma\}. \tag{47}
\]
This motivates us to define $A_k(x)_{\mu,\nu}$ by
\[
A_k(x)_{\mu,\nu} = \sum_{\sigma \leq \kappa} \sum_{\tau \leq \lambda} A_k(x)_{\kappa,\sigma} A_k(x)_{\lambda,\tau} [\sigma\{\tau\} = \nu] + A_k(x)_{\kappa,\nu} c_{k,\lambda}(x). \tag{48}
\]

**Proposition 5.7.** The maps defined by (41), (42), (43) and (48) have the following properties:

(i) $A_k(x) \in M'(D, \mathbb{Z}) \Delta_k \subseteq M(D, \mathbb{Z})$ for all $k \in \mathbb{N}$, $x \in \mathbb{R}^D$;

(ii) $v^\alpha(km) = S_k(v^\alpha(m))$ for all $k, m \in \mathbb{N}$ and $\alpha \in \mathbb{R}^D$;

(iii) for any $\mu, \nu \in \mathbb{D}$, the coefficient $A_k(x)_{\mu,\nu}$ depends only on $k$ and $\{x\}_\xi$ where $\xi \in D, d_\xi + d_\nu \leq d_\mu$ and $h_\xi < h_\mu$;

(iv) there exists a generalised polynomial map
\[
\mathbb{N} \times [0,1)^D \ni (k, x) \mapsto A_k(x) \in M(D);
\]

(v) there exists a polynomial map
\[
\mathbb{N} \times [0,1)^D \times [0,1)^D \ni (k, x, T_k(x)) \mapsto A_k(x) \in M(D);
\]

(vi) $S_k \circ S_l = S_l \circ S_k = S_{kl}$ and $T_k \circ T_l = T_l \circ T_k = T_{kl}$ for all $k, l \in \mathbb{N}$.

**Proof.**

(i) We need to show that for each $\mu, \nu \in D$ and $x \in \mathbb{R}^D$ the entry $A_k(x)_{\mu,\nu}$ is either: zero if $\nu \nleq \mu$; equal to $k^{d_\mu}$ if $\nu = \mu$; or an integer divisible by $k^{d_\mu}$ if $\nu < \mu$. We proceed by induction on $\mu$. If $\mu \in D \cap \mathbb{N}$ then the above properties follow directly from the definition of $A_k(x)$. Suppose next that $\mu = x\{\lambda\}$ and the claim has been shown for $x$ and $\lambda$. In particular, since the row $A_k(x)_{\lambda,\ast}$ has integer entries, the term $c_{k,\lambda}(x)$ defined by (46) takes integer values for all $x \in \mathbb{R}^D$. It follows directly from (48) that $A_k(x)_{\mu,\nu} = 0$ if $\nu \nleq \mu$ and that
\[
A_k(x)_{\mu,\mu} = A_k(x)_{\kappa,\kappa} A_k(x)_{\lambda,\lambda} = k^{d_\kappa + d_\lambda} = k^{d_\mu}.
\]
Lastly, if $\nu < \mu$ then each of the summands $A_k(x)_{\kappa,\sigma} A_k(x)_{\lambda,\tau}$ with $\sigma \leq \kappa, \lambda \leq \tau$ and $\nu = x\{\lambda\}$ appearing in (48) is divisible by $k^{d_\kappa + d_\sigma} = k^{d_\nu}$. Similarly $A_k(x)_{\kappa,\nu}$ is divisible by $k^{d_\nu}$. Hence, $A_k(x)_{\mu,\nu}$ is divisible by $k^{d_\nu}$.

(ii) Because $A_k(x)$ are lower triangular, it follows directly from (47) and (48) that
\[
S_k(x)_{\mu} = S_k(x)_{\kappa}\{S_k(x)_{\lambda}\} + \sum_{\sigma \leq \kappa} \sum_{\tau \leq \lambda} A_k(x)_{\kappa,\sigma} A_k(x)_{\lambda,\tau}(x_\sigma\{\tau\} - x_\sigma\{x_\tau\}) \tag{49}
\]
for any $\mu = \kappa[\lambda] \in D \setminus \mathbb{N}$. Substituting $x = v^\sigma(m)$ and recalling that

$$v^\sigma_{\sigma[\tau]}(m) = v^\sigma_{\tau}(m)\{v^\sigma_{\tau}(m)\}$$

for all $\sigma, \tau \in \mathcal{B}$ such that $\sigma[\tau] \in D$, we conclude that

$$S_k(v^\sigma(m))_{\mu} = S_k(v^\sigma(m))_{\kappa}\{S_k(v^\sigma(m))_{\lambda}\}$$

for any $\mu = \kappa[\lambda] \in D \setminus \mathbb{N}$. (50)

For $i \in D \cap \mathbb{N}$ we have

$$S_k(v^\sigma(m))_{i} = k^d i^d_i \{v^\sigma_{\iota}(km)\}.$$  (51)

Combining (50), (51) and (28) yields $S_k(v^\sigma(m)) = v^\sigma(km)$.

(iii) Let $\mu = \kappa[\lambda] \in \mathcal{B}$. It is clear from (48) that if $A_k(x)_{\kappa,\tau}$ and $A_k(x)_{\lambda,\sigma}$ ($\tau, \sigma \in D$) all depend only on $k$ and $\{x\}$ then so does and $A_k(x)_{\mu,v}$ ($v \in D$). It remains to pin down the set $C_{\mu,v} \subseteq D$ of indices on which $A_k(x)_{\mu,v}$ depends. Since the diagonal entries of $A_k(x)$ do not depend on $x$, we can take $C_{\mu,\mu} = \emptyset$ for all $\mu \in D$. For general $\mu, v$, direct inspection of (48) show that if $\xi \in C_{\mu,v}$ then one of the following possibilities holds:

(i) there exist $\sigma \leq \kappa$ and $\tau \leq \lambda$ such that $v = \sigma[\tau]$ and (i) $\xi \in C_{\kappa,\sigma}$, or (ii) $\xi \in C_{\lambda,\tau}$;

(ii) $\xi \in C_{\kappa,v}$;

(iii) $v \leq \kappa$ and (i) $\xi \in C_{\lambda,\tau}$ for some $\tau \leq \lambda$, or (ii) $\xi \leq \lambda$.

In each of these cases, we can easily verify the required bounds on the degree and height of $\xi$:

(i) $d_\xi \leq d_{\kappa} - d_{\sigma} = d_{\mu} - d_{\nu} - (d_{\lambda} - d_{\tau}) < d_{\mu} - d_{\nu}$ and $h_{\xi} < h_{\kappa} \leq h_{\mu}$;

(ii) $d_\xi \leq d_{\lambda} - d_{\tau} = d_{\mu} - d_{\nu} - (d_{\kappa} - d_{\sigma}) < d_{\mu} - d_{\nu}$ and $h_{\xi} < h_{\lambda} \leq h_{\mu} \subseteq C_{\lambda,\tau}$;

(iii) $d_\xi \leq d_{\kappa} - d_{\nu} < d_{\mu} - d_{\nu}$ and $h_{\xi} < h_{\kappa} \leq h_{\mu}$;

(iv) $d_\xi \leq d_{\lambda} - d_{\tau} \leq d_{\mu} - d_{\nu}$ and $h_{\xi} < h_{\lambda} \leq h_{\mu}$;

(v) Ditto.

(vi) We will prove marginally more, namely that

$$A_k(S(x))A_l(x) = A_{kl}(x)$$

for all $x \in \mathbb{R}^D$. (52)

Once this is proved, it immediately follows that

$$S_k \circ S_l(x) = A_k(S_l(x))A_l(x)x = A_{kl}(x)x = S_{kl}(x)$$

for all $x \in \mathbb{R}^D$.

Since $A_k(x)$ depends only on $k$ and $\{x\}$, it also follows that

$$T_k \circ T_l(x) = \{A_k(T_l(x))A_l(x)x\}$$

and $T_{kl}(x)$ for all $x \in [0,1)^D$.

Hence, it will suffice to prove (52). We prove this equality inductively, row by row, for fixed $x \in \mathbb{R}^D$. For rows with indices in $D \cap \mathbb{N}$ the equality in (52) is clear. Take any $\mu = \kappa[\lambda] \in D \setminus \mathbb{N}$ and assume
that the claim has already been proved for rows indexed by $x$ and by $\lambda$. We will show that

\[ (A_k(S_l(x))A_l(x)y)_\mu = (A_{kl}(x)y)_\mu \quad (53) \]

for all $y \in \mathbb{R}^D$. Let $W \subseteq \mathbb{R}^D$ be the set consisting of those $y \in \mathbb{R}^D$ for which (53) holds. Since both sides of (53) are linear in $y$, $W$ is a vector space.

For $y, z \in \mathbb{R}^D$ let us define, generalising (46) slightly,

\[ c_{k,\lambda}(z, y) = \{A_k(z)y\}_\lambda - \sum_{\tau \leq \lambda} A_k(z)_{\lambda, \tau}\{y\}_\tau = -\left[ \sum_{\tau \leq \lambda} A_k(z)_{\lambda, \tau}\{y\}_\tau \right]. \quad (54) \]

In particular, $c_{k,\lambda}(x, x) = c_{k,\lambda}(x)$. Let also put

\[ C_{k,\lambda}(z) := \{ y \in \mathbb{R}^D \mid c_{k,\lambda}(z, y) = c_{k,\lambda}(z) \}. \]

If $y \in C_{k,\lambda}(z)$ then it follows by the same token as (49) that

\[ (A_k(z)y)_\mu = (A_k(z)y)_x A_k(z)y)_\lambda + \sum_{\sigma \leq k, \tau \leq \lambda} A_k(z)_{\kappa, \sigma} A_k(z)_{\lambda, \tau} (y_{\sigma\tau} - y_{\sigma\tau}) \quad (55) \]

Hence, if $A_l(z) \in C_{k,\lambda}(S_l(x))$, we can expand the left hand side of (53) as

\[ (A_k(S_l(x))A_l(x)y)_\mu = \Sigma_1 + \Sigma_2, \]

where $\Sigma_1$ and $\Sigma_2$ are given by

\[ \Sigma_1 := (A_k(S_l(x))A_l(x)y)_\kappa A_k(S_l(x))A_l(x)y)_\lambda \]

\[ \Sigma_2 := \sum_{\sigma \leq k} \sum_{\tau \leq \lambda} A_k(S_l(x))_{\kappa, \sigma} A_k(S_l(x))_{\lambda, \tau} \left((A_l(x)y)_{\sigma\tau} - (A_l(x)y)_{\sigma\tau}\{A_l(x)y\}_\tau \right). \]

The first summand is, by the inductive assumption, given by

\[ \Sigma_1 = (A_{kl}(x)y)_x A_{kl}(x)y)_\lambda. \]

Using (55) again to expand the second summand, under the additional assumption that $y \in C_{l,\lambda}(x)$ we obtain

\[ \Sigma_2 = \sum_{\sigma \leq k} \sum_{\tau \leq \lambda} A_k(S_l(x))_{\kappa, \sigma} A_k(S_l(x))_{\lambda, \tau} \sum_{\rho \leq \sigma, \theta \leq \tau} A_l(x)_{\rho, \sigma} A_l(x)_{\tau, \theta} (y_{\rho\theta} - y_{\rho\theta}). \]

Collapsing the sum over $\sigma$ and $\tau$ and using the inductive assumption transforms the above expression into

\[ \Sigma_2 = \sum_{\rho \leq \kappa, \theta \leq \lambda} (A_k(S_l(x))_{\rho, x} A_k(S_l(x))_{\lambda, x} A_l(x))_{\rho, \theta} (y_{\rho\theta} - y_{\rho\theta}). \]

\[ = \sum_{\rho \leq \kappa, \theta \leq \lambda} (A_k(x))_{\rho, x} (A_k(x))_{\theta, x} (y_{\rho\theta} - y_{\rho\theta}). \]
Using (55) once more, assuming that \( y \in C_{k,l,\lambda}(x) \), we conclude that

\[
\Sigma_1 + \Sigma_2 = (A_{kl}(x)y)_\mu.
\]

Hence, \( W \) contains any vector \( y \) such that

\[
A_l(x)y \in C_{k,\lambda}(S_l(x)), \ y \in C_{l,\lambda}(x) \text{ and } y \in C_{k,l,\lambda}(x).
\] (56)

It remains to show that the set of \( y \)'s satisfying the last three conditions spans \( \mathbb{R}^D \).

Note first that, almost trivially, \( x \) satisfies all of the conditions in (56). Hence, we will be interested in \( y \) close to \( x \). Let \( \delta > 0 \) be a small parameter, to be determined in the course of the argument. We will consider \( y \) of the form \( y_\nu = x_\nu + \varepsilon_\nu z_\nu \) where \( z \in [1/2, 1]^D \) and \( \varepsilon_\nu > 0 \) are arranged so that \( \varepsilon_\rho < \delta \varepsilon_\sigma \) for any \( \rho, \sigma \in D \) with \( \rho < \sigma \) and \( \varepsilon_\sigma < \delta \) for any \( \sigma \in D \). Because \( y_\nu \in (x_\nu, x_\nu + \delta) \) for each \( \nu \in D \), choosing sufficiently small \( \delta \) we can guarantee that \( y \in [0,1)^D \). Furthermore, recalling (54) we note that

\[
\sum_{\tau \leq \lambda} A_l(x)_\lambda,\tau y_\tau = \sum_{\tau \leq \lambda} A_l(x)_\lambda,\tau x_\tau + \varepsilon_\lambda \left( k^{d_l} z_\lambda + \sum_{\tau < \lambda} \frac{\varepsilon_\tau}{\varepsilon_\lambda} A_l(x)_\lambda,\tau z_\tau \right)
\]

approaches \( \sum_{\tau \leq \lambda} A_l(x)_\lambda,\tau x_\tau \) from above as \( \delta \to 0 \). Hence, \( y \in C_{l,\lambda}(x) \) assuming \( \delta \) is sufficiently small, and by the same token also \( y \in C_{k,l,\lambda}(x) \). Finally, assuming again that \( \delta \) is small enough, we have

\[
(A_l(x)y)_\nu = S_l(x)_\nu + \varepsilon_\nu (k^{d_l} z_\nu + O(\delta))
\]

for any \( \nu \in D \). Hence, using an argument fully analogous to the one above one can show that \( A_l(x)y \in C_{k,\lambda}(S_l(x)) \) for \( \delta \) small enough. Consequently, if \( \delta > 0 \) is small enough then any \( y \) of the form described above belongs to \( W \). Since \( z_\nu \) and \( \varepsilon_\nu \) were allowed to vary freely in an open region, \( W \) has a non-empty interior and hence \( W = \mathbb{R}^D \), as needed. \( \square \)

### 5.4 Lie algebra lemmas

We record several basic lemmas concerning the objects defined in Sections 5.1 and 5.2. Our first result will allow us to change the basis in a way that simplifies the reasoning (cf. Lemma 2.7).

**Lemma 5.8.** Let \( A \in M(D) \setminus M'(D) \). Then \( A \) is diagonalisable by a transition matrix in \( M'(D) \).

**Proof.** The claim amounts to the statement that for each \( \mu \in D \), \( A \) has an eigenvector in \( e_\mu + \text{span}(e_\nu \mid \nu < \mu) \) corresponding to the eigenvalue \( A_{\mu,\mu} \neq 0 \). This is readily proved by downwards induction on \( \mu \). \( \square \)

Recall that the Lie algebra \( m'(D) \) consists of strictly lower triangular matrices (with respect to \( \leq \)). Extending \( \leq \) to a total order in an arbitrary way, we can construe \( m'(D) \) as a Lie subalgebra of the algebra of (ordinary) strictly lower triangular matrices. As a consequence, the exponential map on \( m'(D) \) is particularly well behaved.
**Example 5.9.** In the running example, \(\overline{m}(D)\) consist of matrices \(Z\) of the form

\[
Z = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
Z_{1,0} & 0 & 0 & 0 & 0 & 0 \\
Z_{2,0} & 0 & 0 & 0 & 0 & 0 \\
Z_{1[2],0} & Z_{1[2],1} & 0 & 0 & 0 & 0 \\
Z_{2[1],0} & 0 & Z_{2[1],2} & 0 & 0 & 0 \\
Z_{3,0} & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}.
\]

(57)

The exponential of a matrix \(Z\) as above takes the form

\[
\exp(Z) = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
Z_{1,0} & 1 & 0 & 0 & 0 & 0 \\
Z_{2,0} & 0 & 1 & 0 & 0 & 0 \\
Y_{1[2],0} & Z_{1[2],1} & 0 & 1 & 0 & 0 \\
Y_{2[1],0} & 0 & Z_{2[1],2} & 0 & 1 & 0 \\
Y_{3,0} & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix},
\]

(58)

where the remaining coefficients are given by

\[
Y_{1[2],0} = Z_{1[2],0} + \frac{1}{2}Z_{1[2],1}Z_{1,0}, \quad Y_{2[1],0} = Z_{2[1],0} + \frac{1}{2}Z_{2[1],2}Z_{2,0}.
\]

**Lemma 5.10.** The exponential map \(\exp : \mathfrak{m}'(D) \to M'(D)\) is a diffeomorphism given by rational polynomial formulae. Moreover, the same applies to the logarithmic map \(\log : M'(D) \to \mathfrak{m}'(D)\).

**Proof.** [8, Theorems 1.2.1 + Proposition 1.2.7]

The exponential map on \(\mathfrak{m}(D)\) is marginally more complicated, but nevertheless quite tractable.

**Example 5.11.** Continuing the running example (cf. Example 5.9), \(\overline{m}(D) \setminus \overline{m}'(D)\) consists of matrices of the form \(t(Z + \Lambda)\), where \(t \in \mathbb{R} \setminus \{0\}\) and \(Z\) takes the form (57). The exponential map

\[
\exp : \overline{m}(D) \setminus \overline{m}'(D) \to \overline{M}(D) \setminus \overline{M}'(D)
\]

is described by the formula

\[
\exp \left( t(Z + \Lambda) \right) = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
Y_{1,0} & e^t & 0 & 0 & 0 & 0 \\
Y_{2,0} & 0 & e^t & 0 & 0 & 0 \\
Y_{1[2],0} & Y_{1[2],1} & 0 & e^{2t} & 0 & 0 \\
Y_{2[1],0} & 0 & Y_{1[2],2} & 0 & e^{2t} & 0 \\
Y_{3,0} & 0 & 0 & 0 & 0 & e^{2t} \\
\end{bmatrix},
\]

(59)
where the coefficients $Y_{\mu, \nu}$ are given by

\[
\begin{align*}
Y_{1,0} &= (e^t - 1)Z_{1,0}, \\
Y_{1[2],1} &= e^t(e^t - 1)Z_{1[2],1}, \\
Y_{1[2],0} &= \frac{e^{2t} - 1}{2}Z_{1[2],0} + \frac{(e^t - 1)^2}{2}Z_{1[2],1}Z_{1,0}, \\
Y_{3,0} &= (e^{2t} - 1)Z_{3,0}.
\end{align*}
\]

Lemma 5.12. The exponential map $m(D) \to M(D)$ is a diffeomorphism. The map

\[
\mathbb{R} \times m'(D) \ni (t, Z) \mapsto \exp(t(\Lambda + Z)) \in M(D)
\]

is given by a polynomial with rational coefficients in $e^t$ and $Z$.

Proof. Since $\exp$ is a local diffeomorphism, to verify that it is a diffeomorphism it is enough to check that it is bijective. We can express any $Z \in m'(D)$ in the form

\[
Z = \sum_{\kappa > \lambda} Z_{\kappa, \lambda}E_{\kappa, \lambda}.
\]

Expanding the exponential map into a power series we find that

\[
\exp(t(\Lambda + Z)) = \sum_{n=0}^{\infty} \frac{t^n}{n!}(\Lambda + Z)^n.
\]

Expanding $(\Lambda + Z)^n$ yields the sum of $\Lambda^n$ and terms of the form

\[
\Lambda^{n_1}Z\Lambda^{n_2} \cdots \Lambda^{n_{r-1}}Z\Lambda^{n_r},
\]

where $r \geq 2, n_1, n_2, \ldots, n_r \geq 0$ and $n_1 + \cdots + n_r = n - r + 1$.

Recall that $\Lambda E_{\kappa, \lambda} = d_{\kappa}E_{\kappa, \lambda}$ and $E_{\kappa, \lambda}\Lambda = d_{\lambda}E_{\kappa, \lambda}$, and that $E_{\kappa, \lambda}E_{\nu, \mu}$ is equal to either $E_{\kappa, \nu}$ or 0, depending on whether $\lambda = \mu$ or not ($\kappa, \lambda, \nu, \mu \in D$). Hence, inserting (61) into (63) yields the sum of terms of the form

\[
\left( \prod_{i=1}^{r-1} Z_{\kappa_i, \kappa_{i+1}} \right) \left( \prod_{i=1}^{r} d_{\kappa_i}^{n_i} \right) E_{\kappa_1, \kappa_r},
\]

where $\kappa_1 > \kappa_2 > \cdots > \kappa_r$ and $r, n_1, \ldots, n_r$ are as above. It is elementary (even if somewhat mundane) to derive for pairwise distinct $x_i \in \mathbb{R}$ a formula of the form

\[
\sum_{n_1, \ldots, n_r} [n_1 + \cdots + n_r = n] \prod_{i=1}^{r} x_{i}^{n_i} = \sum_{i=1}^{r} a_i(x_1, \ldots, x_r)x_i^n,
\]

where $a_i$ are coefficients dependent only on $r$ and $x_1, \ldots, x_r$. (In fact, these coefficients are given by $a_i = x_i^{r-1}/\prod_{j \neq i}(x_i - x_j)$, but the values do not play a role in the reasoning). Thus, letting $\vec{x} := ...
(\kappa_1, \ldots, \kappa_r), and setting
\[ a'_i(\vec{\kappa}) := a_i(d_{\kappa_1}, \ldots, d_{\kappa_r}), \quad Z(\vec{\kappa}) := \prod_{i=1}^{r-1} Z_{\kappa_i, \kappa_{i+1}} \]
we obtain the expansion
\[ (\Lambda + Z)^n = \Lambda^n + \sum_{\kappa \succ \lambda} \sum_{\kappa_1 \succ \cdots \succ \kappa_r} Z(\vec{\kappa}) \sum_{i=1}^{r} a'_i(\vec{\kappa}) d_{\kappa_i}^n. \] (66)

Plugging (66) into (62) and changing the order of summation, we conclude that
\[ \exp(t(\Lambda + Z)) = \exp(t\Lambda) + \sum_{\kappa \succ \lambda} \sum_{\kappa_1 \succ \cdots \succ \kappa_r} Z(\vec{\kappa}) \sum_{i=1}^{r} a'_i(\vec{\kappa}) \exp(d_{\kappa_i}t). \] (67)

Since the length $r$ of any decreasing sequence $\kappa_1 > \kappa_2 > \cdots > \kappa_r$ is bounded by $|D|$, this implies that the polynomial map in (60) is a polynomial in $e^t$ and $Z$.

Next, we construct the inverse of the exponential map. Suppose that $A \in M(D) \setminus M'(D)$. Let $t = t(A) := \log(A_{\mu, \mu})/d_{\mu}$ for some $\mu \in D$; the definition of $M(D)$ ensures that this is well defined and independent of the choice of $\mu$. We next construct $Z = Z(A) \in m'(D)$ such that $\exp(t(\Lambda + Z)) = A$; so far, we have ensured that the diagonal entries agree.

We assign values to the matrix entries $Z_{\kappa, \lambda}$ ($\kappa, \lambda \in D, \kappa > \lambda$) by induction on the length of the longest path
\[ r(\kappa, \lambda) := \max \left\{ r \in \mathbb{N} \mid \text{there exists } \vec{\kappa} \text{ such that } \kappa = \kappa_1 > \cdots > \kappa_r = \lambda \right\}. \]

By (67), the requirement that $\exp(t(\Lambda + Z))_{\kappa, \lambda} = A_{\kappa, \lambda}$ is equivalent to
\[ A_{\kappa, \lambda} = \sum_{\kappa_1 \succ \cdots \succ \kappa_r} Z(\vec{\kappa}) \sum_{i=1}^{r} a'_i(\vec{\kappa}) \exp(d_{\kappa_i}t) \]
\[ = Z_{\kappa, \lambda} \left( a'_1(\kappa, \lambda) \exp(d_{\kappa}t) + a'_2(\kappa, \lambda) \exp(d_{\lambda}t) \right) + R(A), \]
where the remainder term $R(A)$ depends only on the entries of $Z$ that have already been computed in the previous steps. It follows that $Z_{\kappa, \lambda}$ with the required properties exists and is determined uniquely.

As a consequence of Lemma 5.12, it makes sense to speak of non-integer powers of matrices in $M(D)$, given by $A^t = \exp(t \log(A))$ for $A \in M(D)$ and $t \in \mathbb{R}$. Moreover, we have the following analogue of Lemma 2.4.

**Lemma 5.13.** Let $V \subseteq \mathbb{R}^D$ be an algebraic variety, let $A \in M(D)$, and suppose that $A(V) \subseteq V$. Then $A^t(V) = V$ for all $t \in \mathbb{R}$.

**Proof.** Recall that by Lemma 2.4(i) for any $t \in \mathbb{R}$ the condition $A^t(V) \subseteq V$ is equivalent to the ostensibly stronger condition $A^t(V) = V$. Also note that $A^n(V) = V$ for all $n \in \mathbb{N}$. 


Suppose first that $A \in M'(D)$. Then $A^t$ is a polynomial in $t$. Hence, by Lemma 2.4(ii) the set $S := \{ t \in \mathbb{R} \mid A^t(V) \subseteq V \}$ is algebraic, and it is also infinite since $n \in S$ for all $n \in \mathbb{N}$. It follows that $S = \mathbb{R}$, meaning that $A^t(V) = V$ for all $t \in \mathbb{R}$.

Secondly, suppose that $A \in M(D) \setminus M'(D)$. By Lemma 5.8, we may assume without loss of generality that $A = \Delta_a$ for some $a \in (0, 1) \cup (1, \infty)$. By Lemma 2.4, the set $R := \{ t \in \mathbb{R} \mid \Delta_t(V) \subseteq V \}$ is algebraic, and it is also infinite since $a^n \in A$ for all $n \in \mathbb{N}$. It follows that $R = \mathbb{R}$, and $A^t(V) = V$ for all $t \in \mathbb{R}$.

6 | RECURRENT THEOREM

In this section we will prove Theorem 6.2, asserting a rather strong recurrence property of the $xk$ maps $T_k$ introduced in the previous section (cf. Proposition 5.7). Later, in Section 7, we will see that our main result, Theorem A, follows relatively easily from the aforementioned recurrence theorem.

6.1 | Set-up

In order to state our next result, we will need to introduce some further objects and conventions. The content of this section is closely analogous to the material in Section 4.1, concerning the special case of the torus.

Throughout the remainder of the paper, the basis $k \geq 2$ is fixed, and $x^0$ denotes a point in $[0, 1)^D$. All objects we construct are allowed to depend on $k$ and $x^0$, unless explicitly stated otherwise.

For $p \in \beta \mathbb{N}$ we define (with $T_k$ given by (42))

$$x^p := \lim_{n \to p} T^n_k(x^0). \quad (68)$$

In particular, $x^n = T^n_k(x^0)$ for $n \in \mathbb{N}$. Recall that for any $l \in \mathbb{N}$ (under the identification discussed in Section 5.2 and using the notation introduced in Section 5.3) we have

$$T_l(x) = \overline{A}_l(x)x = A_l(x) - b_l(x) \text{ for } x \in [0, 1)^D. \quad (69)$$

We further define matrices $\overline{A}_l|_p$, $A_l|_p$ and vectors $b_l|_p$ by

$$\overline{A}_l|_p = \begin{bmatrix} 1 & 0 \\ -b_l|_p & A_l|_p \end{bmatrix} := \lim_{n \to p} \overline{A}_l(x^n) \in \overline{M}(D, \mathbb{Z}). \quad (70)$$

Since $\overline{A}_l(x)$ have bounded integer entries as $x$ ranges over $[0, 1)^D$ we have an ostensibly stronger property that

$$\forall_n^p \overline{A}_l(x^n) = \overline{A}_l|_p, \quad \text{that is,} \quad \forall_n^p A_l(x^n) = A_l|_p \quad \text{and} \quad \forall_n^p b_l(x^n) = b_l|_p. \quad (71)$$

Accordingly, slightly abusing the notation, we define the affine maps $T_l|_p : \mathbb{R}^D \to \mathbb{R}^D$ by

$$T_l|_p(x) := \overline{A}_l|_p x = A_l|_p x - b_l|_p. \quad (72)$$
For \( p, q \in \beta \mathbb{N}_0 \), we define the irreducible varieties

\[
V^q_p := \text{alg.cl}(x^{n+q}) = \bigcap_{n \to p} \text{alg.cl}\{ T^n_k \mid q(x^q) \mid n \in I \}.
\]  

(73)

This construction is slightly more general than the construction of the varieties \( V_p \) is (17), which can be recovered by taking \( q = 0 \). We record some basic properties of thus defined objects (cf. Lemma 4.2).

**Lemma 6.1.** Let \( p, q, r \in \beta \mathbb{N}_0 \).

(i) \( \forall n \ T^n_k \mid p+q(V^q_p) \subseteq V^q_{r+p} \) with equality if \( p \) is minimal.

(ii) \( V^p_{p+q} \subseteq V^q_{r+p} \) with equality if \( q \) and \( r \) are minimal.

**Proof.** Item (i) follows by the same argument as Lemma 4.2 (with \( x^q \) in place of \( x^0 \)). The inclusion in (ii) follows directly from Lemma 3.1(iv). We also record the following consequence of Lemma 2.4 and (i): If \( p \) and \( r \) belong to the same minimal left ideal and \( V^q_r \subseteq V^q_p \) then \( V^q_r = V^q_p \).

Assume now that \( q \) and \( r \) are minimal. Then there exists \( u \in \beta \mathbb{N} + r \) such that \( u + p + q = q \). Hence, we have the chain of inclusions

\[
V^{p+q}_{r+p} \subseteq V^q_{r+p} = V^{u+p+q}_{r+p} \subseteq V^{p+q}_{r+p+u}.
\]

(74)

Since \( r \) and \( r + p + u \) belong to the same minimal left ideal \( \beta \mathbb{N}_0 + r \), the extreme terms in (74) are equal. In particular, the second part of (ii) holds. \( \square \)

Recall that if \( p, q \in \beta \mathbb{N}_0 \) then \( p \sim q \) means that \( p \) and \( q \) generate the same left ideals. For minimal \( p \in \beta \mathbb{N} \) we additionally define

\[
V^q_p := V^q_p \text{ where } q \sim p \text{ and } q \text{ is an idempotent}.
\]

(75)

It follows from Lemma 6.1(ii) that this definition is well posed, that is, \( V^q_p \) does not depend on the choice of the idempotent \( q \) subject to the above constraints. Indeed, if \( q \) and \( q' \) are two idempotents generating the same minimal left ideal as \( p \) then \( V^q_p = V^q_{p+q} = V^q_{p+q} = V^q_p \).

The proof of the following result will occupy the remainder of this section. Recall that \( K(\beta \mathbb{N}) \subseteq \beta \mathbb{N} \) and \( \Delta \subseteq \beta \mathbb{N} \) were defined in Section 2.2.

**Theorem 6.2.** Let \( p \sim q \in K(\beta \mathbb{N}) \) and assume that \( x^p, x^q \in (0,1)^D \). Then there exists \( a \in \Delta \) such that

(R.1) \( \lim_{l \to a} T_l \mid p(x^p) = x^q \); 

(R.2) \( \forall n T^n_l \mid p(V^q_p) = V^q_q \).

**Remark 6.3.** The assumption that \( x^p \) and \( x^q \) should avoid the boundary of the cube \([0,1]^d\) is added for technical reasons. The author believes that it should be possible to remove it. In many (but unfortunately not all) cases this can be achieved by a change of basis (cf. Lemma 2.7). In applications, we are primarily interested in the case where \( p = q \) is idempotent. We consider the more general situation mostly because it is necessary for the inductive argument.
6.2 Proof strategy

Let us now discuss the outline of the proof of Theorem 6.2 and introduce the remaining notation which will be needed in the course of the argument.

The proof of Theorem 6.2 proceeds by induction with respect to $D$. In each step, we remove from $D$ the indices highest degree, not counting indices in $\mathbb{N}$; we informally refer to these as the ‘top’ indices. More precisely, we put

$$D := \max \{ d_\mu \mid \mu \in D \setminus \mathbb{N} \},$$

and accordingly we introduce the subsets of $D$ given by

$$D_{\text{top}} := \{ \mu \in D \mid d_\mu = D \}, \quad D_{\text{ab}} := \{ \mu \in D \mid d_\mu > D \} \subseteq \mathbb{N},$$

$$D_{\text{low}} := \{ \mu \in D \mid d_\mu < D \}, \quad E := D_{\text{ab}} \cup D_{\text{low}} = D \setminus D_{\text{top}}.$$

Using the notion of complexity introduced in Section 5.1, we observe that $\text{cmp}(E) < \text{cmp}(D)$, as long as $D \not\subseteq \mathbb{N}$. We also put

$$\mathcal{V}_{\text{top}} := \{ x \in \mathbb{R}^D \mid x_\mu = 0 \text{ for all } \mu \not\in D_{\text{top}} \}.$$

Modulo some technical issues, we plan to derive the Theorem 6.2 for $D$ from the same theorem for $E \cup \mathcal{N}$, where $\mathcal{N} \not\subseteq \mathbb{N}$. For this reason, we treat the case $D \subseteq \mathbb{N}$ independently (see Section 6.7). We further subdivide the inductive step described above into two stages: Firstly, we show that Theorem 6.2 for $E \cup \mathcal{N}$ implies a weaker variant of the same theorem for $D$, where conditions $(R_1)$ and $(R_2)$ are replaced with weaker conditions $(R_1')$ and $(R_2')$ which will be introduced shortly. Secondly, we show that this weaker version can be bootstrapped to obtain the original version. Additionally, we keep track of relations between the maps $T_{lm}|_p$ and $T_l|_p \circ T_m|_p$ recorded by condition $(R_3)$, $(R_3')$ and $(R_3'')$.

Let us now state the conditions alluded to above. For a vector $\nu \in \mathcal{V}_{\text{top}}$, we consider the analogues of $(R_1')$ and $(R_2')$ that additionally include a shift by $\nu$:

$$(R_1') \lim_{l \to a} T_l|_p(x^p) = x^q + \nu;$$

$$(R_2') \forall_l T_l|_p(V^e_p) = V^e_q + \nu.$$

Accordingly, for a bounded sequence $\nu_l \in \mathcal{V}_{\text{top}} (l \in \mathbb{N})$, we consider the analogues of $(R_1)$ and $(R_2)$ where the shifts are allowed to depend on $l$:

$$(R_1'') \lim_{l \to a} T_l|_p(x^p) = x^q + \lim_{l \to a} \nu_l;$$

$$(R_2'') \forall_l T_l|_p(V^e_p) = V^e_q + \nu_l.$$

For technical reasons, we are also need to keep track of how the maps $T_{lm}|_p$ relate to the maps $T_l|_p$ and $T_m|_p$ ($m, l \in \mathbb{N}$). As a motivating example, we point out that conditions $(R_1)$ and $(R_2)$ almost — but not quite — imply a new condition

$$(R_3) \forall_m \forall_l T_{ml}|_p = T_{ml|q} \circ T_l|_p.$$
Indeed, for any \( m \in \mathbb{N} \) and \( \alpha \)-almost all \( l \) it follows from the definitions that

\[
\overline{A}_{ml} \, |_p = \lim_{n \to p} \overline{A}_m \left( T_l \, |_p \left( x^n \right) \right) \cdot \overline{A}_l \, |_p = \overline{A}_m \, |_q \cdot \overline{A}_l \, |_p,
\]

where the equality labelled with the exclamation mark holds as long as \( \overline{A}_m \) is continuous at \( x^q \).

For a sequence \( w_m \in V_{\text{top}} \ (m \in \mathbb{N}) \), we introduce the analogue of (R_3) that includes a shift by \( w_m \):

\[
(R_3') \ \forall_m \forall_l T_{ml} \, |_p = T_m \circ T_l \, |_p + w_m e^T_0.
\]

(Here and elsewhere, \( e^T_0 \) denotes the constant map 1 on \( \mathbb{R}^D \), which is consistent with the identification of \( \text{Aff}(D) \) with \( \text{End}(\{0\} \cup D) \) discussed in Section 5.2.) Similarly, for a sequence \( w_{m,l} \in V_{\text{top}} \ (l, m \in \mathbb{N}) \), we consider the condition

\[
(R_3'') \ \forall_m \forall_l T_{ml} \, |_p = T_m \circ T_l \, |_p + w_m e^T_0.
\]

We introduce names for sets of ultrafilters which satisfy combinations of the above conditions that will appear in the argument.

\[\Pi^q_p := \{ a \in \beta \mathbb{N} \setminus \mathbb{N} \mid (R_1), (R_2) \text{ and } (R_3) \text{ hold} \}; \quad \text{(80)}\]

\[P^q_p := \{ a \in \beta \mathbb{N} \setminus \mathbb{N} \mid (R_1), (R_2) \text{ and } (R_3') \text{ hold for some } w_m \in V_{\text{top}} \}; \quad \text{(81)}\]

\[\Sigma^q_p := \{ a \in \beta \mathbb{N} \setminus \mathbb{N} \mid (R_1'), (R_2') \text{ and } (R_3') \text{ hold for some } v, w_m \in V_{\text{top}} \}; \quad \text{(82)}\]

\[\tilde{\Sigma}^q_p := \{ a \in \beta \mathbb{N} \setminus \mathbb{N} \mid (R_1''), (R_2'') \text{ and } (R_3'') \text{ hold for some } v_l, w_{m,l} \in V_{\text{top}} \}. \quad \text{(83)}\]

It follows directly from the definitions have the chain of inclusions

\[\Pi^q_p \subseteq P^q_p \subseteq \Sigma^q_p \subseteq \tilde{\Sigma}^q_p.\]

**Remark 6.4.**

(i) In the rare cases when we need to track dependence on \( D \), we write \( \Pi^q_p[D], \Sigma^q_p[D], \) etc., but we try to avoid this rather cumbersome piece of notation. (This happens primarily in Section 6.6 where we make use of the inductive assumption.)

(ii) For any \( a \in \Sigma^q_p \), the vectors \( v \) and \( w_m \ (m \in \mathbb{N}) \) are uniquely determined by conditions (R_1') and (R_2'). For fixed \( p \sim q \in K(\beta \mathbb{N}) \), this gives rise to the maps

\[
\Sigma^q_p \ni a \mapsto v^a \in V_{\text{top}}, \quad \Sigma^q_p \ni a \mapsto w^a_m \in V_{\text{top}} \quad (m \in \mathbb{N}). \quad \text{(84)}
\]

(The ultrafilters \( p, q \) will always be clear from the context and we omit them from the notation for the sake of not obfuscating the formulae excessively.) We may now characterise \( P^q_p \) (respectively, \( \Pi^q_p \)) as the set of those \( a \in \Sigma^q_p \) such that \( v^a = 0 \) (respectively, \( v^a = w^a_m = 0 \) for all \( m \in \mathbb{N} \)).
We can now state the slight strengthening of Theorem 6.2 which is the theorem which we will actually prove in this section.

**Theorem 6.5.** Let \( p \sim q \in K(\beta \mathbb{N}) \). If \( x^p, x^q \in (0, 1)^D \) then \( P_p^q \cap \Delta \neq \emptyset \).

Before returning to the discussion of the outline of the argument, we mention two final pieces of relevant notation. (This is also meant to keep the upcoming subsections self-contained, at least in terms of definitions.) For \( q \in K(\beta \mathbb{N}) \) we put

\[
U_q := \left\{ u \in V_{\text{lop}} \left| V_q^* + u = V_q^* \right. \right\}.
\] (85)

and note that for any \( p \sim q \) and \( a \in \beta \mathbb{N} \), condition (R\(_q^\prime\)) determines \( v^a \) uniquely up to a shift in \( U_q \). For \( p \sim q \in K(\beta \mathbb{N}) \), we define

\[
Z^q_p := \left\{ a \in \beta \mathbb{N}_0 \mid \lim_{l \to a \cdot k^p} \alpha l^d = \lim_{l \to k^q} \alpha l^d \text{ for all } d \in \mathbb{N}, \alpha \in \mathbb{R} / \mathbb{Z} \right\}.
\] (86)

Intuitively, one can think of \( Z^q_p \) as the set of those \( a \in \beta \mathbb{N}_0 \) that are guaranteed to satisfy condition (R\(_q^\prime\)) in the case where \( D \) is a subset of \( \mathbb{N} \) (but \( D \) and \( x^0 \) are otherwise arbitrary).

With this notation in hand, we can explain our strategy in a more concrete way. (We still allow for a certain level of imprecision; for exact statements of the relevant results, see subsequent sections.) We will show the following.

1. If \( P_q^p[\mathcal{E}] \) intersects \( \Delta \) for any \( p \sim q \) (\( q \in K(\beta \mathbb{N}) \) and \( x^p, x^q \in (0, 1)^D \)), then also \( \tilde{\Sigma}^q_p = \Sigma^q_p[D] \) intersects \( \Delta \) for any \( p \sim q \). This is the only point where we use the inductive hypothesis. (See Section 6.6, Proposition 6.21.) The key idea is to describe the set \( \Sigma^q_p[D] \) in terms of semialgebraic geometry and the projection of the orbit \( T_l|_p(x^p) \ (l \in \mathbb{N}) \) to \( \mathbb{R}^\mathcal{E} \).
2. The sets \( \Sigma^q_p \) and \( \Sigma^q_r \) are actually equal. A key point in the argument is the observation that \( U_q \) is a vector space defined over \( Q \), which is also used later. (See Section 6.3, Proposition 6.6.)
3. The elements of \( \Sigma^q_p, \Sigma^q_r \) for \( p \sim q \sim r \) can be combined together to produce new elements of \( \Sigma^q_p \): if \( a \in \Sigma^q_r \) and \( b \in \Sigma^q_p \) then \( a \cdot b \in \Sigma^q_p \). (See Section 6.4, Proposition 6.14.)
4. In the discussion above, one can freely replace \( \Sigma^q_p \) with \( \Sigma^q_p \cap Z^q_p \) (this corresponds, roughly, to replacing \( D \) with \( D \cup \mathcal{N} \) for \( \mathcal{N} \subseteq \mathbb{N} \); see Section 6.5). This leads to a simpler formula for \( v^{a-b} \) in (3), which, after iteration, allows us to obtain elements of \( P_q^p \cap \Delta \) from elements of \( \Sigma^q_p \cap \Delta \).

The steps described above are mostly independent, so the order in which they are presented is to a certain degree arbitrary. We opt to start with (2), which allows us to avoid distinguishing between \( \tilde{\Sigma}^q_p \) and \( \Sigma^q_p \) in the remainder of the discussion. It is then natural to follow with (3) and (4), and finally (1).

### 6.3 | Rigidity

The main goal of this subsection is to prove the following.

**Proposition 6.6.** If \( p \sim q \in K(\beta \mathbb{N}) \) then \( \Sigma^q_p = \tilde{\Sigma}^q_p \).
In other words, we claim that if \( p \sim q \in K(\beta \mathbb{N}) \) and \( a \in \beta \mathbb{N} \setminus \mathbb{N} \) satisfies conditions \((R_1'')\), \((R_2'')\) and \((R_3'')\) for some sequences \( v_l \in V_{\text{top}} \) and \( w_{m,l} \in V_{\text{top}} \) \((l, m \in \mathbb{N})\) then there exists a single vector \( v \in V_{\text{top}} \) and a sequence \( w_m \in V_{\text{top}} \) \((m \in \mathbb{N})\) such that the same conditions \((R_1'')\), \((R_2'')\) and \((R_3'')\) are satisfied for \( v_l = v \) and \( w_{m,l} = w_m \). We first address condition \((R_3'')\).

**Lemma 6.7.** Let \( p \sim q \in K(\beta \mathbb{N}) \), \( a \in \beta \mathbb{N} \) and \( m \in \mathbb{N} \). The following conditions are equivalent:

(i) there exists \( w \in V_{\text{top}} \) such that \( \forall l T_m|_p = T_m|_q \circ T_l|_p + w e^T_0 \);

(ii) there exists \( w_l \in V_{\text{top}} \) \((l \in \mathbb{N})\) such that \( \forall l T_m|_p = T_m|_q \circ T_l|_p + w_l e^T_0 \).

**Proof.** Condition (i) clearly implies (ii), so we only need to verify the reverse implication. Assume that (ii) holds. For each \( l \in \mathbb{N} \) the vector \( w_l \) has integer coefficients because all of the maps \( T_m|_p \), \( T_m|_q \) and \( T_l|_q \) have integer coefficients. Moreover, \( w_l \) is bounded uniformly in \( l \) since

\[
\|w_l\| = \|T_m|_p(x^p) - T_m|_q(T_l|_p(x^p))\| \leq (1 + \|T_m|_q\|) \sqrt{|\mathcal{D}|}.
\]

Hence, the sequence \( w_l \) is finitely-valued and (i) holds with \( w := \lim_{l \to a} w_l \). \( \square \)

The situation is more complicated when it comes to conditions \((R_1'')\) and \((R_2'')\). A particular source of difficulties lies in that fact that these conditions do not imply that \( v_l \) is essentially a constant sequence. Instead, \((R_2'')\) determines \( v_l \) uniquely up to a shift in \( U_q \) (cf. Lemma 2.4). Recall that the space \( U_q \) was defined in (85). This leaves us with the task of proving the following.

**Proposition 6.8.** For any \( q \in K(\beta \mathbb{N}) \) and \( C > 0 \) there exists a finite set \( F \subseteq \mathbb{R}^D \) such that for any \( p \in \beta \mathbb{N} + q \), any \( v \in V_{\text{top}} \) with \( \|v\|_\infty \leq C \) and any \( l \in \mathbb{N} \), if \( T_l|_p(V^*_p) = V^*_q + v \) then \( v \in F + U_q \).

Once Proposition 6.8 is proved, the main result of this section easily follows.

**Proof of Proposition 6.6, assuming Proposition 6.8.** Suppose that \( a \in \Sigma^q_p \) and that conditions \((R_1'')\), \((R_2'')\) hold for a sequence \( v_l \in V_{\text{top}} \) \((l \in \mathbb{N})\). Let \( v^\perp_l \) denote the orthogonal projection of \( v_l \) to the orthogonal complement \( U_q^\perp \). Note that \((R_1'')\) implies that

\[
\lim_{l \to a} \|v_l\|_\infty = \lim_{l \to a} \|T_l|_p(x^p) - x^q\|_\infty \leq 1,
\]

so we may without loss of generality assume that \( \|v_l\|_\infty \leq 2 \) for all \( l \in \mathbb{N} \). It now follows from Proposition 6.8 there exists a finite set \( F^\perp \subseteq U_q^\perp \) such that \( v^\perp_l \in F \) for \( a \)-almost all \( l \). Since \( F \) is finite, there exists \( v^\perp \in F \) such that \( v^\perp_l = v^\perp \) for \( a \)-almost all \( l \). Put

\[
v := \lim_{l \to a} v_l \in v^\perp + U_q.
\]

Then \( v \) satisfies conditions \((R_1')\), \((R_2')\). Likewise, if condition \((R_3'')\) holds for a sequence \( w_{m,l} \in V_{\text{top}} \) \((l, m \in \mathbb{N})\) then Lemma 6.7 guarantees that there exists a sequence \( w_m \in V_{\text{top}} \) \((m \in \mathbb{N})\) satisfying condition \((R_3')\). It follows that \( a \in \Sigma^q_p \). \( \square \)
The remainder of this subsection is devoted to the proof of Proposition 6.8. We have an almost immediate reduction to the case when \( p = q \).

**Proposition 6.9.** For any \( p \in K(\beta \mathbb{N}) \) and \( C > 0 \) there exists a finite set \( F \subseteq \mathbb{R}^D \) such that for any \( v \in \mathcal{V}_{\text{top}} \) with \( \|v\|_{\infty} \leq C \) and any \( l \in \mathbb{N} \), if \( T_l|_p(V^*_p) = V^*_p + v \) then \( v \in F + U'_q \).

**Proof of Proposition 6.8 assuming Proposition 6.9.** Pick \( r \in \beta \mathbb{N}_0 \) such that \( r + q = p \). For any \( l \in \mathbb{N} \) it follows from Lemma 6.1 and the definition of \( T_l|_p \) that

\[
\forall r \in \mathbb{N}_0 \; T_l|_p(V^*_q) = V^*_p \quad \text{and} \quad \forall r \in \mathbb{N}_0 \; T_l|_p \circ T_k|_q = T_lk^n|_q.
\]

Suppose that \( T_l|_p(V^*_p) = V^*_q + v \) for some \( l \in \mathbb{N} \) and \( v \in \mathcal{V}_{\text{top}} \) with \( \|v\|_{\infty} \leq C \). Then there exists \( m \in \mathbb{N} \) such that \( T_m|_q(V^*_q) = V^*_q + v \) (for \( r \)-almost all \( n \), one can take \( m = lk^n \)). By Proposition 6.9, \( v \in F + U'_q \) for a finite set \( F \). □

Let \( p \in K(\beta \mathbb{N}) \). In order to prove Proposition 6.9, we need to look more closely into the geometry of \( V^*_p \). We recall that \( \overline{M}(D) \) denotes the set of standard affine maps \( \mathbb{R}^D \rightarrow \mathbb{R}^D \), cf. (35). The definitions made below are local to this subsection, that is, they do not appear later in the paper. Let

\[
\mathcal{H}_p := \left\{ T \in \overline{M}(D) \mid T(V^*_p) = V^*_p \right\} \quad (87)
\]

be the group consisting of all maps in \( \overline{M}(D) \) which preserve \( V^*_p \). It follows from Lemma 5.13 that \( \mathcal{H}_p \) is a connected Lie group. Further, let

\[
\mathcal{G}_p := \left\{ T^n|_p \mid n \in \mathbb{N}, T^n|_p(V^*_p) = V^*_p, t \in \mathbb{R} \right\} \quad (88)
\]

be the smallest connected Lie group containing all of maps \( T^n|_p \) which preserve \( V^*_p \). In particular, if \( r \in \beta \mathbb{N}_0 \) is such that \( r + p = p \) then \( T^n|_p \in \mathcal{G}_p \) for \( r \)-almost all \( n \) by Lemma 6.1. Accordingly, we define the Lie algebras \( \mathfrak{h}_p \) and \( \mathfrak{g}_p \) associated to \( \mathcal{G}_p \) and \( \mathcal{H}_p \), as well as the normal subgroups

\[
\mathcal{H}'_p = \mathcal{H}_p \cap \overline{M}'(D), \quad \mathcal{G}'_p = \mathcal{G}_p \cap \overline{M}'(D),
\]

and their Lie algebras \( \mathfrak{h}'_p \) and \( \mathfrak{g}'_p \). Finally, fix \( n = n_p \) such that \( T^n|_p \in \mathcal{G}_p \) and put

\[
X_p := (\log T^n|_p)/(n \log k) \in \Lambda + \mathfrak{g}'_p \subseteq \mathfrak{g}_p, \quad (90)
\]

\[
S_l|_p := \exp(\log(l)X_p) \in \mathcal{G}_p \cap \Delta_l \overline{M}'(D), \quad (l \in \mathbb{N}). \quad (91)
\]

Note that \( \mathcal{G}_p \) is the semidirect product of the one parameter group \( \{\exp(tX_p) \mid t \in \mathbb{R}\} \) and \( \mathcal{G}'_p \), and the analogous remark applies to \( \mathcal{H}_p \). It follows from Lemma 5.12 that \( X_p \) and \( S_l|_p \) have rational coefficients.

Recall that each map in \( \overline{M}(D) \setminus \overline{M}'(D) \) has exactly one fixed point in \( \mathbb{R}^D \). For \( \mathcal{G} \subseteq \text{Aff}(D) \) and \( x \in \mathbb{R}^D \), let \( \mathcal{G}(x) = \{T(x) \mid T \in \mathcal{G}\} \) denote the orbit of \( x \). We will need the following well-known fact.
Theorem 6.10. Let $d \in \mathbb{N}$, $x \in \mathbb{R}^d$ and let $G < \text{GL}(d)$ be a Lie group consisting of lower triangular unipotent matrices. Then $G(x)$ is an algebraic variety.

Proof. [12, Theorem 22.3.6].

Proposition 6.11. Let $p \in K(\beta \mathbb{N})$ and let $z \in \mathbb{R}^D$ be the fixed point of a map in $G_p \setminus G_p$. Then $V^*_p = G_p'(z)$. In particular, $V^*_p$ is defined over $\mathbb{Q}$.

Proof. Pick $T \in G_p \setminus G_p'$ with $T(z) = z$. It follows from Lemma 5.13 that we may replace $T$ with $T^t$ for any $t \in \mathbb{R} \setminus \{0\}$. Hence, by Lemma 5.8 we may assume that $T$ is similar to the diagonal matrix $\Delta_k$ and there exists $P \in M'(D)$ such that $T = P \Delta_k P^{-1}$. Then for any point $x \in \mathbb{R}^D \setminus \{z\}$ we have

$$\|T^n(x) - z\| = \|P \Delta_k^n P^{-1}(x - z)\| \geq k^n \|x - z\| \|P\| \|P^{-1}\|.$$  

As a consequence, for any $\varepsilon > 0$ we have

$$T^{-n}(x) \to z \text{ as } n \to \infty \text{ for any } x \in \mathbb{R}^D,$$

$$\|T^n(x) - z\| \to \infty \text{ as } n \to \infty, \text{ uniformly in } x \in \mathbb{R}^D \setminus B(z, \varepsilon).$$  

It follows from (92) that $z \in V^*_p$. Directly by the definition of $G_p'$, all maps in $G_p'$ preserve $V^*_p$. Thus, $G_p'(z) \subseteq V^*_p$. It remains to show the reverse inclusion.

Let $r \in \beta \mathbb{N}$ be such that $r + p = p$, so that $T^n_k | P \in G_p$ for $r$-almost all $n$. Because of the semidirect product structure of $G_p$, there exists $S_n' \in G_p'$ such that $T^n_k | P = T^n \circ S'_n$ for $r$-almost all $n$, and thus

$$\forall r \ n \ x^n + p = T^n_k | P(x^p) = T^n \circ S'_n(x^p),$$  

Since the sequence $x^{n+p}$ is bounded, in light of (93) it follows from (94) that

$$\lim_{n \to r} S'_n(x^p) = z.$$  

Hence, $z$ belongs to the orbit $G_p'(x^p)$, which is closed as a consequence of Theorem 6.10. It follows that there exists a map $S' \in G_p'$ such that $S'(x^p) = z$. Let $R'_n$ denote the unique map in $G_p'$ such that $R'_n \circ T^n \circ S' = T^n \circ S'_n$. Then

$$\forall r \ n \ x^n + p = T^n \circ S'_n(x^p) = R'_n \circ T^n(z) = R'_n(z) \in G_p'(z).$$  

Since $G_p'(z)$ is an algebraic variety by Theorem 6.10, it follows from (96) and Lemma 3.1 that $V^*_p \subseteq G_p'(z)$ and the first part of the statement follows.

For the second part, let $z$ be the fixed point of $S_k | P$. Then $z$ is rational. The Lie algebra $g'_p$ is spanned by rational vectors, namely the logarithms of these among the products of maps $T^n_k | P$ which belong to $G_p'$. It follows that $G_p'(z)$ contains a topologically (hence also Zariski) dense set of rational points, namely all points of the form $\exp(Z)z$ where $Z \in g'_p$ has rational coefficients. Hence, $G_p'(z)$ is defined over $\mathbb{Q}$ by Lemma 2.5.
As alluded to before, the vector space $U_p$ plays an important role in this section. It is a fairly immediate consequence of Proposition 6.11 that $U_p$ is defined over $\mathbb{Q}$ as an algebraic variety. With some additional work, we extract a more precise statement, which is related to Proposition 4.6.

**Proposition 6.12.** Let $p \in \mathbb{K}(\beta \mathbb{N})$. Then the vector space $U_p$ is defined over $\mathbb{Q}$.

**Proof.** Let $T \in \mathcal{G}_p \setminus \mathcal{G}_p'$ be a map with rational coefficients and let $z \in \mathbb{Q}^D$ be the fixed point of $T$. The key idea is to obtain an alternative characterisation of $U_p$, namely $U_p = g_p' z \cap V_{\text{top}}$.

Consider any vector $u \in U_p$. Then $z + u \in V_p^*$, so it follows from the description of $V_p^*$ in Proposition 6.11 and the fact that the exponential map $g_p' \to g_p'$ is surjective that there exists $Zu \in g_p'$ such that $\exp(Zu)z = z + u$. Because all maps in $g_p'$ map $\mathbb{Q}^D$ to $0$, we also have $\exp(Zu)u = u$ and hence $\exp(Zu)(z + tu) = z + (t + 1)u$ for any $t \in \mathbb{R}$. It follows that $\exp(Zu)$ preserves the line $z + \mathbb{R}u$. Hence, $\exp(tZu)z \in z + \mathbb{R}u$ for any $t \in \mathbb{R}$ and consequently $Zu \in \mathbb{R}u$. Since $u \in U_p$ was arbitrary, $U_p \subseteq g_p' z$.

Suppose conversely that $Z \in g_p'$ is such that $u_z := Zu \in V_{\text{top}}$. Then $z + u_z = \exp(Z)z \in V_p^*$. It follows that

$$V_p^* \supseteq g_p'(z + u_z) = g_p'(z) + u_z = V_p^* + u_z,$$

meaning that $u_z \in U_p$.

Thus, we have shown that $U_p = g_p' z \cap V_{\text{top}}$. Since $g_p'$ is defined over $\mathbb{Q}$ and $z$ is rational, $U_p$ is also defined over $\mathbb{Q}$. \qed

**Proof of Proposition 6.9.** Since for any $l \in \mathbb{N}$, the map $S_l|_p$ preserves $V_p^*$, we have

$$T_l|_p(V_p^*) = T_l|_p \circ S_l|_p^{-1}(V_p^*).$$

Note that $T_l|_p \circ S_l|_p^{-1} \in \overline{M}(D)$. Recall that $A_l|_p$ is the matrix representation of $T_l|_p$ and let $B_l$ and $C_l = A_l|_p B_l^{-1}$ be the matrix representations of $S_l|_p$ and $T_l|_p \circ S_l|_p^{-1}$ respectively. It follows from Lemma 5.8 that there exists $P \in \overline{M}(D, \mathbb{Q})$ such that $X_p = PAP^{-1}$ and hence $B_l = P \Delta_l P^{-1}$. It follows from Proposition 5.7 that there exists $A'_l \in \overline{M}(D, \mathbb{Z})$ such that $\overline{A}_l|_p = A'_l \Delta_l$. Hence,

$$C_l = A'_l \overline{\Delta}_l P \Delta_l^{-1} P^{-1}.$$

Since $\overline{M}(D, \mathbb{Z})$ is preserved under taking inverses and under conjugation by $\Delta_l$, each of $A'_l, P^{-1}$ and $\Delta_l P \Delta_l^{-1}$ has rational entries with denominators bounded uniformly with respect to $l$, and hence so does $C_l \in \overline{M}(D, \mathbb{Q})$. Let $Y_l := \log C_l \in \overline{M}(D)$. Recall that by Lemma 5.10 the logarithmic map $\overline{M}(D) \to \overline{m}(D)$ is given by a polynomial formula with rational coefficients, so the coefficients of $Y_l$ are rational and have denominators bounded uniformly in $l$.

Suppose now that $v \in V_{\text{top}}$ and there exists $l \in \mathbb{N}$ such that

$$T_l|_p(V_p^*) = V_p^* + v.$$

Since we are only interested in the equivalence class of $v$ modulo $U_p$, we may assume without loss of generality that $v \perp U_p$. By the usual abuse of notation, let $I + ve_0^T = \exp(ve_0^T) \in \overline{M}(D)$ denote
the shift by $v$. Put $Z_l := Y_l - v e_0^T$. Since $I + v e_0^T$ commutes with $\overline{M}(D)$,

$$\exp(Z_l)(V^*_p) = T_l|_p(V^*_p) - v = V^*_p,$$

meaning that $Z_l \in \mathfrak{h}'_p$. Written in the block form corresponding to the partition $\{0\} \cup D_{\text{low}} \cup D_{\text{top}} \cup D_{\text{ab}}$, the matrices $C_l$, $Y_l$ and $Z_l$ take, for some $u_l \in V_{\text{top}}$, the form

$$C_l = \begin{bmatrix} 1 & * & I \\ * & * & I \\ * & * & \end{bmatrix}, \quad Y_l = \begin{bmatrix} 0 & * & 0 \\ * & u_l & * \\ 0 & 0 & 0 \end{bmatrix}, \quad Z_l = \begin{bmatrix} 0 & * & 0 \\ u_l - v & * & 0 \\ 0 & 0 & 0 \end{bmatrix}.$$

In order to avoid excessively complicating the notation, let us assume that $P = I$, meaning that $X_p = \Lambda$ and $S_I|_p = \Delta_l$; we can always reduce to this case by change of basis (cf. Lemma 5.8). Since $\mathfrak{h}_p$ is a Lie algebra containing $\Lambda = X_p$, it is closed under the map $Z \mapsto [\Lambda,Z]$. In fact, if follows by direct inspection of the diagonal entries that $[\Lambda,Z] \in \mathfrak{h}'_p$ for any $Z \in \mathfrak{h}_p$. As a consequence, for any $Z \in \mathfrak{h}_p$ there exists a decomposition $Z = \sum_k Z^{(k)}$, where $Z^{(k)} \in \mathfrak{h}'_p$ ($\lambda \in \mathbb{N}_0$) are such that $[\Lambda,Z^{(k)}] = \lambda Z^{(k)}$. Note that $Z^{(k)} = 0$ unless $d_{\mu} - d_{\nu} = \lambda$.

In particular, inspecting the decomposition of $Z_l$ we conclude that $\mathfrak{h}'_p$ contains the matrix $(u_l - v)e_0^T = Z_l^{(D)}$. Hence, $v \in u_l + U_p$, which is tantamount to saying that $v$ is the projection of $u_l$ onto $U_p$. Since $u_l$ is rational with bounded height and $U_p$ is defined over $\mathbb{Q}$, it follows that $v$ is also rational with bounded height. In particular, there are finitely many possible values of $v$.

### 6.4 Semigroupoid structure

In this section we investigate general properties of the sets of ‘ultrafilters of good recurrence’ $\Sigma^q_p$, $P^q_p$ and $\Pi^q_p$ defined by (80), (81) and (82). To begin with, we note that these sets are not empty; indeed, they contain an element of a very specific form.

**Lemma 6.13.** If $p \in K(\beta \mathbb{N})$ and $r \in \beta \mathbb{N}_0$ then $k^r \in \Pi^r_p$.

**Proof.** Put $q = r + p$. It follows directly from definitions of relevant terms that

$$\lim_{n \to r} T^n_k|_p(x^p) = x^q.$$

It follows from Lemma 6.1 that

$$\forall_r^n T^n_k|_p(V^*_p) = V^*_q$$

For any $m \in \mathbb{N}$ it follows from the basic definitions that

$$\forall_r^n A_{mk^n}|_p = \lim_{h \to p} A_{mk^n}(x^h) = \lim_{h \to p} A_m(x^{h+n})A^n_k(x^h) = A_m|_q A^n_k|_p = A_m|_q A^n_k|_p,$$
from which it follows that

\[ \forall_n T_m|_q \circ T^n_k|_p = T_{mk^n}|_p. \]

Hence, \( k^r \) satisfies properties \((R_1), (R_2)\) and \((R_3)\). \( \square \)

We next show some basic closure properties of the sets \( \Sigma^q_p \) (\( p, q \in K(\beta \mathbb{N}) \)), and of the vectors \( v^a, w^a_m \) (\( a \in \Sigma^q_p, m \in \mathbb{N} \)) introduced in (84).

**Proposition 6.14.** Let \( p \sim q \sim r \in K(\beta \mathbb{N}) \).

(i) The maps \( a \mapsto v^a \) and \( a \mapsto w^a_m \) (\( m \in \mathbb{N} \)) are continuous \((a \in \Sigma^q_p)\).

(ii) The sets \( \Sigma^q_p = \tilde{\Sigma}^q_p, P^q_p \) and \( \Pi^q_p \) are closed.

(iii) We have the inclusion \( \Sigma^r_q \cdot \Sigma^q_p \subseteq \Sigma^r_p \) and if \( a \in \Sigma^r_q, b \in \Sigma^q_p \) then

\[ v^{a-b} = v^{a} + \lim_{m \to a} \left\{ m^D v^b \right\} \quad (\text{mod } \mathbb{Z}^D), \]  

\[ \forall_n \forall_a w^{a-b}_n = w^{b}_n + w^{a}_n - n^D w^{b}_n. \]  

**Proof.**

(i) The maps \( a \mapsto v^a \) and \( a \mapsto w^a_m \) can be defined as limits:

\[ v^a = x^q - \lim_{l \to a} T_l|_p(x^p) \quad \text{and} \quad w^a_m = \lim_{l \to a} (T_m|_p(x^p) - T_m|_q(T_l|_p(x^p))). \]

Hence they are continuous by the definition of the limit (cf. Section 2.2).

(ii) We first show that \( \Sigma^q_p \) is closed. Let

\[ E_2 := \left\{ l \in \mathbb{N} \mid T_l|_p(V^*_p) = V^*_q + v^l \right\} \quad \text{for some } v^l \in \mathcal{V}_{lop} \cap \mathcal{U}^\perp_q \].

This definition is motivated by the observation that for \( a \in \beta \mathbb{N} \), the condition \((R'_2)\) is satisfiable if and only if \( a \in E_2 \). Note that for \( l \in E_2 \) the vector \( v^l \) is determined uniquely, so we have a well-defined map \( l \mapsto v^l \). \( E_2 \to \mathcal{V}_{lop} \cap \mathcal{U}^\perp_q \). Since \( \Sigma^q_p \subseteq \overline{E}_2 \) and \( \overline{E}_2 \) is closed, also \( \text{cl}(\Sigma^q_p) \subseteq \overline{E}_2 \). Let us also consider the map \( u : \Sigma^q_p \to \mathbb{R}^D \) given by

\[ u^a := \lim_{l \to a} T_l|_p(x^p) - x^q - \lim_{l \to a} v^l = \lim_{l \to a} (v^a - v^l), \]  

where the second equality follows from \((R'_1)\). For each \( a \in \Sigma^q_p \), we have

\[ \forall_l V^*_q + v^a = T_l|_p(V^*_p) = V^*_q + v^l, \]

and consequently \( u^a \in \mathcal{U}_q \). This means that, for \( a \)-almost all \( l \), the vectors \( u^a \) and \( v^l \) are the orthogonal projections of \( v^a \) onto \( \mathcal{U}^\perp_q \) and \( \mathcal{U}^\perp_q \) respectively, and in particular \( \|u^a\|_\infty \leq 1 \).
Put
\[ E_1 := \{ l \in \mathbb{N} \mid \| T_1|_p(x^p) - x^l - v^l \|_\infty \leq 2 \}. \]

Then \( \Sigma^q_p \subseteq \overline{E}_1 \). We may extend \( u \) to a map \( \text{cl}(\Sigma^q_p) \to U^\perp_q \) defined by the same formula (99) and (by a slight abuse of notation) denoted with the same symbol. One can now directly verify that conditions \( (R_1') \) and \( (R_2') \) are satisfied for arbitrary \( a \in \text{cl}(\Sigma^q_p) \) and the sequence \( v_i \) given by \( v_1 = u^a + v^l \).

We next address for condition \( (R_3') \). Consider the set
\[ E_3 := \{ l \in \mathbb{N} \mid \text{ if } m \in \mathbb{N} \text{ then } T_{ml}|_p = T_{ml}|_q \circ T_{l}|_p + \omega_{ml} \epsilon_0^T \text{ for some } \omega_{ml} \in \mathcal{Y}_{\text{top}} \}. \]

For \( l \in E_3 \), the vector \( w_{ml} \) is determined uniquely by the conditions above, and condition \( (R_3') \) implies that \( \Sigma^q_p \subseteq \text{cl}(\Sigma^q_p) \subseteq \overline{E}_3 \). It follows that for each \( a \in \text{cl}(\Sigma^q_p) \) there exists a sequence \( v_m \) such that condition \( (R_3') \) is satisfied. Together with previous considerations, this implies that \( \text{cl}(\Sigma^q_p) \subseteq \Sigma^q_p \), meaning that \( \Sigma^q_p \) is closed.

We now turn to \( \Pi^q_p \) and \( P^q_p \). Recall that an ultrafilter \( a \in \Sigma^q_p \) belongs to \( P^q_p \) if and only if \( v^a = 0 \). Hence the fact that \( P^q_p \) is closed follows from the previous item (i). Likewise, \( a \in \Pi^q_p \) if and only if additionally \( w^a_m = 0 \) for all \( m \in \mathbb{N} \), so \( \Pi^q_p \) is closed for analogous reasons.

(iii) Let \( a \in \Sigma^r_q \) and \( b \in \Sigma^q_p \). Then, by \( (R_1') \) and \( (R_3') \)
\[ \lim_{l \to a} \lim_{m \to b} T_{lm}|_p(x^p) = \lim_{l \to a} \lim_{m \to b} (T_{l}|_q \circ T_{m}|_p(x^p) + w^b_l) \]
\[ = \lim_{l \to a} (T_{l}|_q(x^p) + l^D v^b + w^b_l) = x^r + v^a + \lim_{l \to a} (l^D v^b + w^b_l). \]

In particular, the limit exists since the sequence \( T_{lm}|_p(x^p) \) is bounded, and \( (R_1') \) holds for \( a \cdot b \) with
\[ v^{a \cdot b} = v^a + \lim_{l \to a} (l^D v^b + w^b_l). \] (100)

Since \( w^b_l \) has integer coordinates, formula (97) follows by projecting (100) to \( \mathbb{R}^D/\mathbb{Z}^D \). A similar computation shows that
\[ \forall l^a \forall m T_{lm}|_p(V^*_p) = T_{l}|_q \circ T_{m}|_p(V^*_p) + w^b_l \]
\[ = T_{l}|_q(V^*_q + v^b) + w^b_l = V^*_r + v^a + l^D v^b + w^b_l. \]

Let \( \pi : \mathcal{Y}_{\text{top}} \to U^\perp_r \) be the orthogonal projection. It follows from Proposition 6.9 and (100) that
\[ \forall l^a \forall m T_{lm}|_p(V^*_p) = V^*_r + \pi(v^a + l^D v^b + w^b_l) = V^*_r + \pi(v^{a \cdot b}) = V^*_p + v^{a \cdot b}. \]
Hence, \((R'_2)\) also holds for \(a \cdot b\) with \(\nu^{a \cdot b}\) given by (100). Finally, if \(n \in \mathbb{N}\) then

\[
\forall_l \forall_m T_{nlm}|_p = T_{nl}|_q T_{m}|_p + w_{nl}^b e_0^T + w_{nl}^a e_0^T,
\]

\[
\forall_l \forall_m T_{n}|_l T_{lm}|_p = T_{n}|_l T_{m}|_p + n^D w_l^b e_0^T.
\]

Comparing the two expressions we conclude that

\[
\forall_l \forall_m T_{nlm}|_p = T_{n}|_p T_{lm}|_p + (w_{nl}^b + w_{n}^a - n^D w_l^b) e_0^T.
\]

Evaluating both sides at \(x^p\) and passing to the relevant limits we obtain:

\[
\lim_{l \to a} \lim_{m \to b} T_{nlm}|_p(x^p) = \lim_{l \to a} \lim_{m \to b} T_{n}|_p T_{lm}|_p(x^p) + \lim_{l \to a} \lim_{m \to b} (w_{nl}^b + w_{n}^a - n^D w_l^b).
\]

Note that the first two out of three limits above exist because \(T_{lm}|_p(x^p)\) and \(T_{nlm}|_p(x^p)\) are both bounded. It follows that the third limit exists as well. Hence, condition \((R'_3)\) holds for \(a \cdot b\) and for each \(n \in \mathbb{N}\) we have

\[
\forall_l w_{n}^{a \cdot b} = w_{n}^b + w_{n}^a - n^D w_l^b.
\]

\[
\blacksquare
\]

### 6.5 Abelian component

In this section, we investigate in more detail the sets \(Z^d_p\) defined in (86). For this purpose, it will be helpful to consider the relation \(\equiv_{ab}\) on \(\beta\mathbb{N}_0\) defined by declaring for two ultrafilters \(a, a' \in \beta\mathbb{N}_0\) that

\[
a \equiv_{ab} a' \text{ if and only if } \lim_{m \to a} m^d \alpha = \lim_{m \to a'} m^d \alpha \text{ for all } d \in \mathbb{N}, \alpha \in \mathbb{R}/\mathbb{Z}.
\]

With this piece of notation, for \(p \sim q \in K(\beta\mathbb{N})\) we obtain an alternative description

\[
Z^d_p = \left\{ a \in \beta\mathbb{N}_0 \mid a \cdot k^p \equiv_{ab} k^q \right\}.
\]

The following lemma shows basic properties of the relation we have just defined.

**Lemma 6.15.**

(i) If \(a, a' \in \beta\mathbb{N}_0\) are two ultrafilters with \(a \equiv_{ab} a'\) then for each polynomial map \(f : \mathbb{Z} \to \mathbb{R}/\mathbb{Z}\) it holds that \(\lim_{m \to a} f(m) = \lim_{m \to a'} f(m)\).

(ii) The relation \(\equiv_{ab}\) is an equivalence relation on \(\beta\mathbb{N}_0\).

(iii) The equivalence classes of \(\equiv_{ab}\) are closed.

(iv) If \(a, a', b, b' \in \beta\mathbb{N}_0\) and \(a \equiv_{ab} a'\) and \(b \equiv_{ab} b'\) then \(a + b \equiv_{ab} a' + b'\) and \(a \cdot b \equiv_{ab} a' \cdot b'\).

(v) If \(p, a_n, a'_n \in \beta\mathbb{N}_0\) and \(a_n \equiv_{ab} a'_n\) for \(p\)-almost all \(n\), then \(\lim_{n \to p} a_n \equiv_{ab} \lim_{n \to p} a'_n\).
Proof.

(i) Follows from the fact that any polynomial is a sum of monomials.

(ii) For $a \in \beta \mathbb{N}_0$, let $\varphi_a$ denote the map $\mathbb{R}[x] \to \mathbb{R}/\mathbb{Z}$ given by $f \mapsto \lim_{m \to a} f(m)$. Then $a \equiv a'$ if and only if $\varphi_a = \varphi_{a'}$. It follows that $\equiv$ is an equivalence relation.

(iii) The equivalence class of $a$ is the intersection of closed sets of the form

$$\left\{ b \in \beta \mathbb{N}_0 \mid \lim_{m \to b} f(m) = \lim_{m \to a} f(m) \right\},$$

where $f : \mathbb{Z} \to \mathbb{R}/\mathbb{Z}$ is a polynomial.

(iv) Note that polynomials are closed under limits in the sense that if $g : \mathbb{Z} \to \mathbb{R}/\mathbb{Z}$ is a polynomial and $p \in \beta \mathbb{N}_0$ is an ultrafilter then the map $m \mapsto \lim_{l \to p} g(m + l)$ is again a polynomial. Thus, for each polynomial $f : \mathbb{Z} \to \mathbb{R}/\mathbb{Z}$,

$$\lim_{m \to a + b} f(m) = \lim_{m \to a} \lim_{l \to b} f(m + l) = \lim_{m \to a'} \lim_{l \to b'} f(m + l).$$

Hence $a + b \equiv a' + b'$. The proof that $a \cdot b \equiv a' \cdot b'$ is fully analogous.

(v) Put $a = \lim_{n \to p} a_n$ and $a' = \lim_{n \to p} a'_n$. Then for each polynomial $f : \mathbb{Z} \to \mathbb{R}/\mathbb{Z}$ we have

$$\lim_{m \to a} f(m) = \lim_{n \to p} \lim_{m \to a_n} f(m) = \lim_{n \to p} \lim_{m \to a'_n} f(m) = \lim_{m \to a'} f(m).$$

Hence, $a \equiv a'$.

Example 6.16. If $a \in E(\beta \mathbb{N})$ then $a \equiv 0$. More generally, the equivalence class of 0 is a two-sided multiplicative ideal and an additive semigroup containing $E(\beta \mathbb{N})$.

Using the lemma above, we can derive some basic properties of the sets $\mathbb{Z}_p^q$. Note that they bear a strong resemblance to properties enjoyed by the sets $\Sigma_p^q$.

Lemma 6.17.

(i) If $p, r \in \beta \mathbb{N}_0$ then $k^r \in \mathbb{Z}_p^{r+p}$.

(ii) If $p, q \in \beta \mathbb{N}_0$ then $\mathbb{Z}_p^q$ is closed and is a union of equivalence classes of $\equiv_{ab}$.

(iii) If $p, q, r \in \beta \mathbb{N}_0$ then $\mathbb{Z}_q^r \cdot \mathbb{Z}_p^q \subseteq \mathbb{Z}_p^{r+q}$.

(iv) If $p, q, r \in \beta \mathbb{N}_0$ and $a_n \in \mathbb{Z}_p^{n+q}$ for $r$-almost all $n$, then $\lim_{n \to r} a_n \in \mathbb{Z}_p^{r+q}$.

Proof.

(i) Follows from the fact that $k^r \cdot k^p = k^{r+p}$.

(ii) The set $\mathbb{Z}_p^q$ is the preimage of the (closed) equivalence class of $k^q$ via the continuous map $a \mapsto a \cdot k^p$, hence it is closed. If $a \equiv a'$ and $a \in \mathbb{Z}_p^q$ then $a' \cdot k^p \equiv a \cdot k^p \equiv k^q$, so $a' \in \mathbb{Z}_p^q$.

(iii) If $a \in \mathbb{Z}_q^r$ and $b \in \mathbb{Z}_p^q$ then $a \cdot b \cdot k^p \equiv a \cdot k^q \equiv k^r$, so $a \cdot b \in \mathbb{Z}_p^{r+q}$.
(iv) Put \( a := \lim_{n \to r} a_n \). Since \( a_n \cdot k^p = k^{n+q} \) for \( r \)-almost all \( n \) and the map \( b \mapsto b \cdot k^p \) is continuous, it follows that

\[
a \cdot k^p = \lim_{n \to r} a_n \cdot k^p = \lim_{n \to r} k^n \cdot k^p = k^{r+q},
\]

and hence \( a \in Z_{p}^{r+q} \).

The addition formula (97), expressing \( v^{a \cdot b} \) in terms of \( v^a \) and \( v^b \), becomes considerably simpler under the additional assumption that \( a \in Z_{p}^{r+q} \) and \( b \) takes a special form. For the sake of simplicity, we only record the ‘diagonal’ case, corresponding to \( p = q = r \) in Proposition 6.14, but the interested reader will easily derive a more general statement.

**Lemma 6.18.** Let \( p \in K(\beta \mathbb{N}) \) and \( a, b \in \Sigma_p^q \). Suppose further that \( a \in Z_{p}^q \) and that \( b \in k_p \cdot \Sigma_{q}^p \) for some \( q \sim p \) with \( p + q = p \). Then \( v^{a \cdot b} \equiv v^{a} + v^{b} \mod \mathbb{Z}^D \).

**Proof.** Let \( b = k_p \cdot c \) where \( c \in \Sigma_p^q \). Recall that \( k_p \in \Pi_{p+q}^q = \Pi_p^p \), so in particular \( v^{k_p} = 0 \). By Proposition 6.14,

\[
v^b = v^{k_p \cdot c} \equiv \lim_{m \to k_p} \{ m^D v^c \} \pmod{\mathbb{Z}^D}.
\]  

(103)

By another application of Proposition 6.14,

\[
v^{a \cdot b} \equiv v^a + \lim_{m \to a} \{ m^D v^b \} \equiv v^a + \lim_{m \to a} \{ m^D \lim_{l \to k_p} \{ l^D v^c \} \} \equiv v^a + v^b \pmod{\mathbb{Z}^D}.
\]

With Lemma 6.18 in hand, we are ready to show how elements of \( \Sigma_p^q \) can be combined to produce an element of \( \Pi_p^p \).

**Corollary 6.19.** Let \( p \in K(\beta \mathbb{N}) \) and \( x^p \in (0,1)^D \). The following conditions are equivalent:

(i) \( \Sigma_p^q \cap Z_p^q \cap \Delta \neq \emptyset \) for some \( q \sim p \) with \( x^q \in (0,1)^D \).

(ii) \( \Pi_p^p \cap Z_p^q \cap \Delta \neq \emptyset \) for all \( q \sim p \) with \( x^q \in (0,1)^D \).

**Proof.** It is clear that the condition (ii) implies the condition (i), so there is only one implication to prove. Suppose that (i) holds for some \( q \sim p \). Without loss of generality, we may assume that \( q = p \). (Otherwise, we can find \( r \in K(\beta \mathbb{N}) \) such that \( p = r + q \) and \( a \in \Sigma_p^q \cap Z_p^q \cap \Delta \); then \( k^r \cdot a \in \Sigma_p^p \cap Z_p^p \cap \Delta \). Also, it will suffice to show that \( \Pi_p^p \cap Z_p^q \cap \Delta \neq \emptyset \). (Otherwise, we can find \( r \in K(\beta \mathbb{N}) \) such that \( q = r + p \) and \( a \in \Pi_p^p \cap Z_p^q \cap \Delta \); then \( k^r \cdot a \in \Pi_p^p \cap Z_p^q \cap \Delta \).)

Let us now pick \( u \sim p \) which is idempotent and \( r \) such that \( r + p = u \). For \( a \in \Sigma_p^p \cap Z_p^p \cap \Delta \), let \( \alpha := k_p^{r+p} \cdot a \); note that \( \alpha \in \Sigma_p^p \cap Z_p^p \cap \Delta \) and that \( \alpha \in k_p \cdot \Sigma_p^p \). Hence, it follows from Corol-
lary 6.19 that for any \( a, b \in \Sigma_p^D \cap Z^p_p \cap \Delta \) it holds that
\[
\tilde{v}^{\tilde{a} \tilde{b}} \equiv \tilde{v}^a + \tilde{v}^b \mod \mathbb{Z}^D.
\]

(104)

Let us consider the set \( A \subseteq \mathbb{R}^D / \mathbb{Z}^D \) given by
\[
A := \left\{ \tilde{v}^a \mod \mathbb{Z}^D \mid a \in \Sigma_p^D \cap Z_p^p \cap \Delta \right\}.
\]

It follows from (104) that \( A \) is a semigroup, and in particular it contains elements arbitrarily close to 0. Since \( \Sigma_p^D \cap Z_p^p \cap \Delta \) is closed, there exists \( c \in \Sigma_p^D \cap Z_p^p \cap \Delta \) such that \( v^c \in \mathbb{Z}^D \). Since \( x^p \) is an interior point of \((0,1)^D \), it follows that \( v^c = 0 \), meaning that \( c \in P_p^p \) and so \( P_p^p \cap Z_p^p \cap \Delta \neq \emptyset \). \( \square \)

We close this section by showing that, using Theorem 6.5 as a black box, we can produce ultrafilters in \( P_p^q \cap Z_p^q \) (at the cost of a slight increase in the complexity of \( D \)). Recall that complexity was defined in Section 5.1 and that we equip the family of eventually zero sequences in \( \mathbb{N}_0 \cup \{ \infty \} \) with reverse lexicographical order. We will apply the following lemma with \( \tilde{c} = (\infty, c_1, c_2, \ldots) \) where \( c_i = \text{cmp}(E)_i \); note that if \( D \not\subseteq \mathbb{N} \) then \( \text{cmp}(E) < \tilde{c} < \text{cmp}(D) \). Following Remark 6.4, in the following result we make the dependence of \( P_p^q \) on \( D \) explicit, and hence write \( P_p^q[D] \), etc.

**Proposition 6.20.** Let \( \tilde{c} = (\infty, c_1, c_2, \ldots) \in (\mathbb{N}_0 \cup \{ \infty \})^\infty \). Suppose that Theorem 6.5 holds for all \( D \) such that \( \text{cmp}(D) \leq \tilde{c} \). Then, for all \( D \) such that \( \text{cmp}(D) \leq \tilde{c} \), the intersection \( P_p^q[D] \cap \Delta \cap Z_p^q \) is non-empty for all \( p \sim q \in K(\beta \mathbb{N}) \) with \( x^p, x^q \in (0,1)^D \).

**Proof.** For a monomial \( \alpha x^d \) with \( \alpha \in \mathbb{R} / \mathbb{Z} \) and \( d \in \mathbb{N} \), let
\[
A(\alpha, d) := \left\{ a \in \Sigma_p^q \ \left| \lim_{m \to a} m^d \lim_{n \to p} k^{dn} \alpha = \lim_{n \to q} k^{dn} \alpha \right. \right\}.
\]

Note that \( a \in Z_p^q \) if and only if \( a \in A(\alpha, d) \) for all \( \alpha \in \mathbb{R} / \mathbb{Z} \) and \( d \in \mathbb{N} \).

Pick any \( \alpha \) and \( d \). Suppose first that there exists \( i \in D \cap \mathbb{N} \) such that \( x_i^0 \equiv \alpha \mod \mathbb{Z} \) and \( d_i = d \). Let \( \pi : \mathbb{R}^D \to \mathbb{R} / \mathbb{Z} \) be the projection map \( x \mapsto x_i \mod \mathbb{Z} \). Then for any \( a \in P_p^q[D] \),
\[
\lim_{m \to a} m^d \lim_{n \to p} k^{dn} \alpha = \lim_{m \to a} \lim_{n \to p} \pi(T_m(x^n)) = \lim_{n \to q} \pi(x^q) = k^{dn} \alpha,
\]
and consequently \( P_p^q[D] \subseteq A(\alpha, d) \).

Secondly, suppose that \( \lim_{n \to p} k^{dn} \alpha = 0 \). Let \( r \in \beta \mathbb{N} \) be such that \( q = r + p \). Then
\[
\lim_{n \to q} k^{dn} \alpha = \lim_{m \to r} k^{dm} \lim_{n \to p} k^{dn} \alpha = 0,
\]
and consequently \( P_p^q[D] \subseteq A(\alpha, d) \). We reach the same conclusion if \( \lim_{n \to q} k^{dn} \alpha = 0 \).

Thirdly, suppose that \( \lim_{n \to p} k^{dn} \alpha \neq 0 \), \( \lim_{n \to q} k^{dn} \alpha \neq 0 \) and there exists no index \( i \) such that \( x_i^0 \equiv \alpha \mod \mathbb{Z} \) and \( d_i = d \). Consider a larger index set \( \tilde{D} = D \cup \{ j \} \) where \( j \in \mathbb{N} \setminus D \) and \( d_j = d \).
Let \( \hat{x}^0 \in \mathbb{R}^D \simeq \mathbb{R}^D \times \mathbb{R} \) be the lift of \( x^0 \) with \( \hat{x}^0_j = \alpha \). The same reasoning as before shows that

\[
P_\hat{p}[\hat{D}] \subseteq A(\alpha, d) \cap P_\hat{p}[D].
\]

Iterating this construction we conclude that for any finite sequences \( \alpha^{(1)}, \ldots, \alpha^{(N)} \in \mathbb{R}/\mathbb{Z} \) and \( d^{(1)}, \ldots, d^{(N)} \in \mathbb{N} \) there exists an index set \( \hat{D}^{(N)} \) with \( \text{cmp}(\hat{D}^{(N)}) < \bar{c} \) such that

\[
P_\hat{p}[\hat{D}^{(N)}] \subseteq \bigcap_{i=1}^N A(\alpha^{(i)}, d^{(i)}) \cap P_\hat{p}[D].
\]

Hence, it follows from Theorem 6.5 applied to the system \( \hat{D}^{(N)} \) that

\[
\bigcap_{i=1}^N A(\alpha^{(i)}, d^{(i)}) \cap P_\hat{p}[D] \cap \Delta \neq \emptyset.
\]

Each of the sets \( A(\alpha, d) \) is closed, so it follows from compactness of \( \beta \mathbb{N}_0 \) that

\[
Z^q_\hat{p} \cap P_\hat{p}[D] \cap \Delta = \bigcap_{\alpha, d} A(\alpha, d) \cap P_\hat{p}[D] \cap \Delta \neq \emptyset,
\]

where the intersection runs over all \( \alpha \in \mathbb{R}/\mathbb{Z} \) and \( d \in \mathbb{N} \).

\[ \square \]

### 6.6 Inductive step

In this section we collect the ingredients which will be needed for the inductive step. For this reason, we again need to keep track of the index set \( D \) (see Remark 6.4). In particular, we write \( \Sigma^q_\hat{p}[D] \) rather than \( \Sigma^q_\hat{p} \), etc. Recall that \( \mathcal{E} \) is given by (78). The proof of the following proposition occupies the remainder of this section.

**Proposition 6.21.** Let \( p \sim q \in K(\beta \mathbb{N}) \) let \( r \in \beta \mathbb{N} \) be such that \( r + p = q \). Let \( a_n \in P^{n+p}_\hat{p}[\mathcal{E}] \) for \( r \)-almost all \( n \). Then \( \lim_{n \to r} a_n \in \Sigma^q_\hat{p}[D] \).

Fix \( p, q, r \) as above. We would like to associate conditions (R\(_{1}''\)) , (R\(_{2}''\)) and (R\(_{3}''\)) to a statement concerning the maps \( T_l|_p \) which can be expressed in terms of semialgebraic geometry. This motivates us to define for \( \varepsilon > 0 \):

\[
S_1(\varepsilon) := \left\{ (T, v) \in \text{Aff}(D) \times \mathcal{V}_{\text{top}} \mid \|T(x^p) - (x^d + v)\| < \varepsilon \right\}
\]

\[
S_2 := \left\{ (T, v) \in \text{Aff}(D) \times \mathcal{V}_{\text{top}} \mid T(V^*_p) = V^*_q + v \text{ and } T \text{ is invertible} \right\}.
\]

It follows directly from expanding the relevant definitions that for an ultrafilter \( \alpha \in \beta \mathbb{N} \) and a sequence \( v_l \in \mathcal{V}_{\text{top}} (l \in \mathbb{N}) \), the conditions (R\(_{1}''\)) and (R\(_{2}''\)) hold if and only if

\[
\forall^\alpha_l (T_l|_p, v_l) \in \bigcap_{\varepsilon > 0} S_1(\varepsilon) \cap S_2.
\]
Lemma 6.22. The sets $S_1(\varepsilon)$ ($\varepsilon > 0$) and $S_2$ are semialgebraic.

Proof. Follows immediately from the fact that balls are defined by semialgebraic formulae and Lemma 2.4. □

The situation with condition $(R''_3)$ is marginally more complicated. For $a \in \beta \mathbb{N}$, the existence of a sequence $w_{m,l} \in \mathcal{V}_{\text{top}}$ ($m, l \in \mathbb{N}$) satisfying $(R''_3)$ is equivalent to the following condition:

$$\forall_m \forall_l \forall_n A_m(T\mid_p(x^n)) \equiv \overline{A}_m|q \mod \mathcal{V}_{\text{top}} e_0^T,$$

where $\mathcal{V}_{\text{top}} e_0^T = \{ we_0^T \mid w \in \mathcal{V}_{\text{top}} \}$ and $we_0^T$ denotes the constant (affine) map $v \mapsto w$ on $\mathbb{R}^D$. For each $m \in \mathbb{N}$ and $n \in \mathbb{N}_0$ let $\mathcal{T}_m^n(\varepsilon)$ be the set of pairs $(T, v) \in S_1(\varepsilon)$ with $T$ given by $T(x) = Ax - b$ ($x \in \mathbb{R}^D$), such that

$$\overline{A}_m(T(x^n) - v) \equiv \overline{A}_m|q \mod \mathcal{V}_{\text{top}} e_0^T \quad \text{and} \quad \|A\|_F < \frac{1}{\|x^n - x^p\|},$$

where $\|A\|_F = \sqrt{\text{Tr} A^T A} \geq \|A\|$ denotes the Frobenius norm. Put

$$S_3(\varepsilon) := \bigcap_{m=1}^{\lfloor 1/\varepsilon \rfloor} \lim_{n \to p} \mathcal{T}_m^n(\varepsilon).$$

Lemma 6.23. The set $S_3(\varepsilon)$ ($\varepsilon > 0$) is semialgebraic.

Proof. If $(T, v) \in S_1(\varepsilon)$ and $\|T\| < 1/\|x^n - x^p\|$ then

$$\|T(x^n) - v - x^q\| \leq \|T\| \cdot \|x^n - x^p\| + \|T(x^p) - v - x^q\| \leq 1 + \varepsilon < 2.$$

It follows from Proposition 5.7 and Lemma 2.12 that the restriction of $\overline{A}_m$ to $B(x^q, 2)$ is piecewise polynomial. Hence, each of the sets $\mathcal{T}_m^n(\varepsilon)$ is semialgebraic ($m \in \mathbb{N}, n \in \mathbb{N}_0$). It follows from Proposition 2.9 (cf. Example 2.8) that for each $m \in \mathbb{N}$ the set $\lim_{n \to p} \mathcal{T}_m^n(\varepsilon)$ is semialgebraic. It follows that $S_3(\varepsilon)$ is a finite intersection of semialgebraic sets, and hence a semialgebraic set. □

Combining definitions (105), (106) and (108), for $\varepsilon > 0$ we introduce

$$R(\varepsilon) := \left\{ T \in \text{Aff}(D) \mid (T, v) \in S_1(\varepsilon) \cap S_2 \cap S_3(\varepsilon) \text{ for some } v \in \mathcal{V}_{\text{top}} \right\}.$$

Lemma 6.24. The set $R(\varepsilon)$ ($\varepsilon > 0$) is semialgebraic.

Proof. Follows from Tarski–Seidenberg theorem. □

We are now ready to make the connection between the semialgebraic sets $R(\varepsilon)$ and the set $\Sigma_p^\beta[D]$ more precise.

Lemma 6.25. Let $a \in \beta \mathbb{N}$. Then $a \in \Sigma_p^\beta[D]$ if and only if for each $\varepsilon > 0$ it holds that

$$\forall_l T_l|_p \in R(\varepsilon).$$
Proof. If \( a \in \Sigma_p^q[D] \) then (110) follows directly from the construction of the sets \( \mathcal{R}(\varepsilon) \) and accompanying discussion.

Suppose now that (110) holds. It follows from the definition of \( \mathcal{R}(\varepsilon) \) that there exists \( v_{\varepsilon,l} \in \mathcal{V}_{\text{top}} \) \((l \in \mathbb{N}, \varepsilon > 0)\) such that for each \( \varepsilon > 0 \) it holds that

\[
\forall_l \left\| T_l|_p(x^p) - (x^q + v_{\varepsilon,l}) \right\| < \varepsilon \tag{111}
\]

\[
\forall_l T_l|_p(V^*_p) = V^*_q + v_{\varepsilon,l} \tag{112}
\]

\[
\forall_m \forall_l \forall_n \bar{A}_m(T_l|_p(x^n) - v_{\varepsilon,l}) \equiv \bar{A}_m l|_q \mod \mathcal{V}_{\text{top}} e^T_0. \tag{113}
\]

Let \( w := \lim_{l \to a} T_l|_p(x^p) - x^q \). We conclude from (111) that

\[
\lim_{\varepsilon \to 0} \lim_{l \to a} v_{\varepsilon,l} = w.
\]

In particular, we may assume without loss of generality that the sequence \( v_{\varepsilon,l} \) is bounded.

Let \( E_2 \subseteq \mathbb{N} \) be the set of all integers \( l \in \mathbb{N} \) such that there exists \( v \in \mathcal{V}_{\text{top}} \) with \( T_l|_p(V^*_p) = V^*_q + v \). Note that (112) guarantees that \( E_2 \in a \). For each \( l \in E_2 \), let \( v^\perp_l \in \mathcal{V}_{\text{top}} \) be the unique vector with \( v^\perp_l \in U^\perp_q \) and

\[
T_l|_p(V^*_p) = V^*_q + v^\perp_l.
\]

It follows from (112) that \( v_{\varepsilon,l} \in v^\perp_l + U^\perp_q \) \((\varepsilon > 0)\). For \( l \in E_2 \), let \( v_l \) be the element of \( v^\perp_l + U^\perp_q \) such that \( \| w - v_l \| \) is smallest possible (that is, the orthogonal projection of \( w \)). Then for each \( \varepsilon > 0 \) we have

\[
\forall_l \left\| T_l|_p(x^p) - (x^q + v_l) \right\| \leq \left\| T_l|_p(x^p) - (x^q + v_{\varepsilon,l}) \right\| < \varepsilon.
\]

Letting \( \varepsilon \to 0 \) we conclude that

\[
\lim_{l \to a} T_l|_p(x^p) = x^q + \lim_{l \to a} v_l.
\]

Thus, the conditions \((R''_1)\) and \((R''_2)\) are satisfied for the ultrafilter \( a \) and the sequence \( v_l \) \((l \in \mathbb{N})\).

The situation for \((R''_3)\) is much simpler. Recall that \( \bar{A}_m l|_q \mod \mathcal{V}_{\text{top}} e^T_0 \) invariant under translations in \( \mathcal{V}_{\text{top}} \). Hence, condition \((R''_3)\) (in the equivalent form (107)) follows immediately from (113). We have shown that \( a \in \Sigma_p^q \). It remains to recall that \( \Sigma_p^q = \Sigma_p^q \) by Proposition 6.6.

\[
\text{Proof of Proposition 6.21.} \quad \text{By Proposition 5.7, the coefficients of the matrix } \bar{A}_l|_p \text{ are polynomials in } l, x^p \text{ and } T_l|_p(x^p). \quad \text{More precisely, } \bar{A}_l|_p \mod \mathcal{V}_{\text{top}} e^T_0 \text{ is a polynomial in } l, x^p \text{ and } T_l|_p(x^p), \text{ where } x^p = (x^p_{\mu})_{\mu \in \varepsilon}. \quad \text{Moreover, each of the sets } S_1(\varepsilon), S_2, S_3(\varepsilon) \((\varepsilon > 0)\) \text{ is preserved under the operation } \(T, v) \mapsto (T + u e^T_0, v + u) \text{ for } u \in \mathcal{V}_{\text{top}}. \quad \text{Hence, } R(\varepsilon) \((\varepsilon > 0)\) \text{ is preserved under the operation } T \mapsto T + u e^T_0 \text{ for } u \in \mathcal{V}_{\text{top}}. \text{ In other words, membership in } R(\varepsilon) \((\varepsilon > 0)\) \text{ depends only on equivalence class modulo } \mathcal{V}_{\text{top}} e^T_0. \text{ Hence, for each } \varepsilon > 0 \text{ there exists a semialgebraic set } R(\varepsilon) \text{ such that for each } l \in \mathbb{N},
\]

\[
T_l|_p \in R(\varepsilon) \quad \text{if and only if } \quad (T_l|_p(x^p), l) \in R(\varepsilon). \tag{114}
\]
Temporarily fix $\varepsilon > 0$. Then $k^r \in P^q_p[D] \subseteq \Sigma^q_p[D]$ by Lemma 6.13, and hence it follows from (114) and Lemma 6.25 that

$$\forall_n ( T^n | p(x^n), k^n ) = \left( x^{n+p}_e, k^n \right) \in R(\varepsilon).$$

Let $V^u_u[\varepsilon]$ and $V^s_v[\varepsilon]$ ($u, v \in \beta \mathbb{N}$) be the varieties in $\mathbb{R}^\varepsilon$ defined in full analogy with $V^u_u$ and $V^s_v$, and put

$$V := V^p_p[\varepsilon] = V^s_q[\varepsilon] = \text{alg. cl} \left( x^{n+p}_e \right) \subseteq \mathbb{R}^\varepsilon.$$

It follows from Proposition 3.7 that there exists a relatively open set $U \subseteq V^s_q$ and a continuous function $f : U \to \mathbb{R}$ such that

$$\{(x, y) \in \mathbb{R}^\varepsilon \times \mathbb{R} \mid x \in U, y \geq f(x) \} \subseteq R(\varepsilon),$$

and for $r$-almost all $n$ we have $x^{n+p}_e \in U$. Moreover, since for $r$-almost all $n$ we have $a_n \in P^{n+p}_p[\varepsilon]$, it follows that

$$\lim_{l \to a_n} T_l | p(x^n)_e = x^{n+p}_e \quad \text{and} \quad \forall_l^a T_l | p(V^s_p[\varepsilon]) = V^s_n+q[\varepsilon] = V^s_q[\varepsilon] = V.$$

In particular, $T_l | p(x^n)_e \in V$ for $a_n$-almost all $l$, and consequently

$$\forall_l^a T_l | p(x^n)_e \in U.$$

Since $a_n$ is non-principal, we also have $l \geq f(x^{n+p}_e) + 1$ for $a_n$-almost all $l$. Hence, bearing in mind that $f$ is continuous, it follows from (115) that

$$\forall_n^r \forall_l^a ( T_l | p(x^n)_e, l ) \in R(\varepsilon).$$

Hence, by (114) we have

$$\forall_n^r \forall_l^a T_l | p \in R(\varepsilon).$$

Put $a := \lim_{n \to r} a_n$. Passing to the limit $n \to r$ in (117) yields

$$\forall_l^a T_l | p \in R(\varepsilon).$$

Since $\varepsilon > 0$, it follows from Lemma 6.25 that $a \in \Sigma^q_p[D]$. $\square$

### 6.7 Combining the ingredients

We are now ready to combine the ingredients discussed above to prove Theorem 6.5. As alluded to before, we consider the abelian case separately.
Proof of Theorem 6.5, case $D \subseteq \mathbb{N}$. The maps $A_k : \mathbb{R}^D \to M(D)$ are constant, and $A_k(x) = \Delta_k$ for each $x \in \mathbb{R}^D$. This allows us to repeat the argument in the proof of Proposition 4.6 almost verbatim to show that $V^*_p$ and $V^*_q$ are affine spaces defined over $\mathbb{Q}$. (For instance, it follows from Proposition 6.11 that $V^*_p$ is an affine space, and it follows from Proposition 6.12 that $V^*_q$ is defined over $\mathbb{Q}$.) Let $\mathcal{W}$ be the vector space such that $V^*_p = x^p + \mathcal{W}$.

There exists an infinite set $E \subseteq \mathbb{N}$ such that $V^*_p$ is preserved under the maps $T^n_k \mid_p \Delta_h$ for all $m, n \in E$. Hence, $\mathcal{W}$ is preserved by $\Delta_h$ for all $h \in E - E$, and it follows from linear algebra that $\mathcal{W}$ is spanned by eigenvectors of $\Lambda$. Consequently, $\mathcal{W}$ is preserved by $\Delta_l$ for all $l \in \mathbb{N}$ and $V^*_q = x^q + \mathcal{W}$.

At several points in the argument we encounter technical issues if some of the coordinates $x^p_i$ are rational. To deal with them, it will be convenient to define $\{t\}^1 := 1 - \{-t\} \in (0, 1]$ for $t \in \mathbb{R}$, and for the sake of uniformity also put $\{t\}^0 = \{t\}$ for $t \in \{0, 1\}$. For $i \in D$, let $\varepsilon(i) = 0$ if $x^p_i \geq x^q_i$ for $p$-almost all $n$ and $\varepsilon(i) = 1$ if $x^p_i < x^q_i$. Then $\Delta_{m|p} = \{m^d_i x^p_i\}^{\varepsilon(i)}$ (for all $n \in \mathbb{N}$, $i \in D$).

Let $r \in \beta \mathbb{N}$ be such that $r + p = q$. We will show that any ultrafilter $\alpha$ of the form $k^r + e$ with $e \in E(\beta \mathbb{N})$ satisfies conditions (R$_1$)–(R$_3$). Since $E(\beta \mathbb{N}) \cap \Delta \neq \emptyset$, from here we can conclude that $\Pi_q^p \cap \Delta \neq \emptyset$ which is more than what is needed. Recall that for each polynomial map $f : \mathbb{Z} \to \mathbb{R}/\mathbb{Z}$ we have $\lim_{l \to e} f(l) = f(0)$.

(R$_1$): For each $i \in D$ we can compute that

$$\lim_{l \to \alpha} T_{\mid l} \mid_p (x^p) = \lim_{n \to r} \lim_{l \to e} \{k^n + l^d_i x^p_i\}^{\varepsilon(i)} = \lim_{n \to r} \{k^{d_i n} x^p \}^{\varepsilon(i)} = \lim_{n \to r} T^n_k \mid_p (x^p) = x^q_i,$$

note that the labelled with the exclamation mark holds for slightly different reasons when $x^p_i$ is rational and irrational.

(R$_2$): Because $V^*_p$ is defined over $\mathbb{Q}$ and $\mathcal{W}$ splits into eigenspaces of $\Lambda$, the sequence $T_{\mid l} \mid_p (V^*_p) = T_{\mid l} \mid_p (x^p) + \mathcal{W}$ ($l \in \mathbb{N}$) is finitely valued. Hence, (R$_2$) follows from (R$_1$). (See also Proposition 6.8.)

(R$_3$): Let $m \in \mathbb{N}$ and note that for any $l \in \mathbb{N}$, both the maps $T_{ml} \mid_p$ and $T_{ml} \mid_q \circ T_{\mid l} \mid_p$ take the form $\Delta_{ml} - b$ with $b \in \mathbb{Z}^D$. Hence, it will suffice to verify that

$$\forall \alpha \left\| T_{ml} \mid_p (x) - \lim_{l \to \alpha} T_{ml} \mid_q \circ T_{\mid l} \mid_p (x) \right\| < 1$$

for at least one point $x \in [0, 1]^D$. In fact, we will prove a more precise statement,

$$\lim_{l \to \alpha} T_{ml} \mid_p (x^p) = \lim_{l \to \alpha} T_{ml} \mid_q \circ T_{\mid l} \mid_p (x^p) = T_{ml} \mid_q (x^q).$$

This follows from a computation very similar to the one we encountered for item (R$_1$). Let $i \in D$; then

$$\lim_{l \to \alpha} T_{ml} \mid_p (x^p) = \lim_{l \to \alpha} \lim_{n \to r} \{m^d(k^n + l^d_i x^p_i)\}^{\varepsilon(i)} = \lim_{l \to \alpha} \{m^d_i k^d_i n x^p_i\}^{\varepsilon(i)} = \lim_{l \to \alpha} T_{mk^n} \mid_p (x^p) = \lim_{l \to \alpha} T_{ml} \mid_q \circ T^n_k \mid_p (x^p) = T_{ml} \mid_q (x^q).$$
We are now ready to combine the ingredients introduced so far to deal with the case when $D \not\subseteq \mathbb{N}$. The argument is little more than a list of references to previously proved facts.

**Proof of Theorem 6.5, general case.** We may assume that Theorem 6.5 has already been proved for all $D'$ with $\text{cmp}(D') < \text{cmp}(D)$ and that $D \not\subseteq \mathbb{N}$. By Proposition 6.20, the intersection $P_p^0(E) \cap Z^p \cap \Delta$ is non-empty for any $u \sim p \in K(\beta \mathbb{N})$ with $x^u \in (0,1)^D$. Pick $r$ such that $r + p = q$. Then, for $r$-almost all $n$, we can find an ultrafilter $a_n \in P_p^0(E) \cap Z^p \cap \Delta$. Put $a := \lim_{n \to r} a_n$. Then, by Proposition 6.21 and Lemma 6.17, $a \in P_p^q(E) \cap Z^p \cap \Delta$. It follows from Corollary 6.19 that $P_p^q(D) \cap Z^p \cap \Delta \neq \emptyset$. In particular, $P_p^q(D) \cap \Delta \neq \emptyset$, as needed.

**7 PROOF OF THE MAIN THEOREM**

We are now ready to finish the proof of Theorem A. The argument is reminiscent of the derivation of Theorem 4.11 in the abelian case. Let us recall that main result of the previous section. It will be convenient to phrase it in a slightly more verbose way. (Recall that the relevant definitions related to ultrafilters can be found in Section 2.2, and the $\times k$ maps $T_k$ were introduced in Section 5.3.)

**Theorem 6.2'.** Let $p, q \in \beta \mathbb{N}$ be minimal ultrafilters belonging to the same minimal left ideal and assume that $x^p, x^q \in (0,1)^D$. Then there exists an ultrafilter $a \in \beta \mathbb{N}$ such that $d^*(E) > 0$ for all $E \in a$ and $\lim_{l \to a} T_l|_p(x^p) = x^q$ and $\forall a l T_l|_p(V^*_p) = V^*_q$.

Together with Proposition 3.7, Theorem 7 leads to the following result, which can be construed as an analogue of Theorem 4.11. We point out that the argument proceeds along similar lines as the one in Section 4.3, with Theorem 7 playing the role of Corollary 4.9.

**Theorem 7.1.** Let $p \in \beta \mathbb{N}$ be a minimal idempotent and let $S \subseteq [0,1)^D$ be a semialgebraic set. Suppose that $x^n \in S$ for $p$-almost all $n$ and that $x^p \in (0,1)^D$. Let

$$L := \left\{ l \in \mathbb{N} \middle| \forall_p T_l(x^n) \in S \right\}.$$ 

Then the set $L$ has positive Banach density.

**Proof.** It follows directly from the relevant definitions that for any $l \in \mathbb{N}$ we have

$$\forall^p_m T_l(x^m) = A_l|_p(x^m - x^p) + T_l|_p(x^p).$$

By Proposition 5.7(v), there exists a polynomial $B$ such that $A_l|_p = B(l, x^p, T_l|_p(x^p))$ for all $l \in \mathbb{N}$. Consider the set

$$R := \left\{ (x, t) \in \mathbb{R}^D \times \mathbb{R} \middle| \forall^p_m x + B(t, x^p, x)(x^m - x^p) \in S \right\}.$$ 

Then $R$ is semialgebraic by Proposition 2.9. The definitions are set up so that

$$L = \left\{ l \in \mathbb{N} \middle| (T_l|_p(x^p), l) \in R \right\}.$$
The fact that $p$ is idempotent implies that
\[ \forall_n \forall_m x^{n+m} = T_n^k(x^m) = A_k^n p(x^m - x^p) + x^{n+p} \in S, \] (121)
and hence we also have
\[ \forall_n (x^{n+p}, k^n) \in R. \] (122)

By Proposition 3.7, there exists a relatively open subset $U \subseteq V^*$ and a continuous map $f : U \to \mathbb{R}$ such that $x_n \in U$ for $p$-almost all $n$ and
\[ \{(x, y) \in \mathbb{R}^D \times \mathbb{R} \mid x \in U, y \geq f(x) \} \subseteq R. \]

Pick $n$ with $x_n \in U$ and $V^*_n = V^*_p$. By Theorem 7, there exists an ultrafilter $\alpha \in \Delta$ such that $\lim_{l \to \alpha} T_l \mid p(x^p) = x^{n+p}$ and $\forall_l T_l \mid p(V^*_p) = V^*_p$. Then for $\alpha$-almost all $n$ we have $T_l \mid p(x^p) \in V^*_p$, and since $U$ is relatively open also $T_l \mid p(V^*_p) \in U$. Accordingly, for $\alpha$-almost all $l$ we have $l > f(x^{n+p}) + 1 > f(T_l \mid p(x^p))$. Consequently, $(T_l \mid p(x^p), l) \in R$ for $\alpha$-almost all $l$. Thus, $L \in \alpha$ and in particular $d^\alpha(L) > 0$. \[ \square \]

Finally, we derive Theorem A from Theorem 7.1. The argument is based on Leibman’s Theorem 2.15 and is analogous to how the abelian case of Theorem A is derived from Theorem 4.11. On a more technical side, this is the place where we deal with complications corresponding to points on the boundary of the cube $[0, 1]^D$, which we have until now mostly avoided.

We also point out that this is the only place where we use Proposition 2.16. Without it, we could have derived a version of Theorem A with a weaker notion of largeness, namely positive Banach density in place of $IP^*_+$. This weaker version is still sufficient to prove Theorem B.

**Proof of Theorem A.** By Leibman’s Theorem 2.15, for suitably chosen index set $D \subseteq \mathcal{B}$ satisfying (31) there exists $\alpha \in \mathbb{R}^D$ and a piecewise polynomial set $S \subseteq [0, 1)^D$ such that
\[ E = \{ m \in \mathbb{N} \mid \{v^\alpha(m)\} \in S \}. \] (123)
(Recall that the grading $(d_k)_{k \in \mathcal{B}}$ was fixed in Section 5.1.) Put $x^0 := \{v^\alpha(1)\}$ so it follows from Proposition 5.7(ii) that
\[ \{v^\alpha(m)\} = T_m(x^0) \quad (m \in \mathbb{N}). \] (124)

Let $q \in \beta \mathbb{N}$ be a minimal idempotent. Since $k^n \in E$ for all $n \in \mathbb{N}$, in particular
\[ \forall_n x^n = T_n^k(x^0) = \{v^\alpha(k^n)\} \in S. \] (125)

Suppose first that $x^q \in (0, 1)^D$. Then by Theorem 7.1 the set $L \subseteq \mathbb{N}$ given by
\[ L := \left\{ l \in \mathbb{N} \mid \forall_n T_l(x^n) \in S \right\} \] (126)
has positive Banach density. Moreover, $L$ is a generalised polynomial set by Proposition 2.16 and Proposition 5.7(iv). Hence, it follows from Bergelson–Leibman Theorem 2.13 that $L$ is $IP^*_+$. It
remains to observe that if \( l \in L \) then \( lk^n \in E \) for \( q \)-almost all \( n \), and in particular for infinitely many \( n \in \mathbb{N}_0 \).

Consider now the general case when \( x^q \) may lie on the boundary of \([0, 1]^D\). In order to reduce the problem to the previous case, we will replace the index set \( D \) and the vector \( \alpha \in \mathbb{R}^{|D|\cap\mathbb{N}} \) with another index set \( C \) and vector \( \beta \in \mathbb{R}^{|C|\cap\mathbb{N}} \) which still allow us to represent the set \( E \) and which have the property that

\[
\lim_{n \to q} \left( \left\{ v_\beta^n(k^n) \right\} \right)_{\nu \in C} \in (0, 1)^C. \tag{127}
\]

Let us say that the pair \((C, \beta)\) where \( C \subseteq \mathcal{B} \) satisfies the analogue of the downward closure property (31) and \( \beta \in \mathbb{R}^{|C|\cap\mathbb{N}} \) is more expressive than the pair \((D, \alpha)\) if there exists a generalised polynomial map \( h : \mathbb{R}^C \to \mathbb{R}^D \) such that

\[
\left( \left\{ v_\mu^n(m) \right\} \right)_{\mu \in D} = h\left( \left\{ v_\nu^n(m) \right\} \right)_{\nu \in C} \quad (m \in \mathbb{N}). \tag{128}
\]

If (128) holds then the set \( R = h^{-1}(S) \) is semialgebraic and in analogy with (123) we have

\[
E = \left\{ m \in \mathbb{N} \left| \left( \left\{ v_\nu^n(m) \right\} \right)_{\nu \in C} \in R \right. \right\}. \tag{129}
\]

Hence, we can freely replace \((D, \alpha)\) with any pair \((C, \beta)\) that is more expressive. As the first application, we can show that we may assume that for each index \( \mu \in D \) and for each \( i \in D \cap \mathbb{N} \), \( i \) appears at most once in the expansion of \( \mu \). In fact, we will ensure marginally more, namely that there exists a (partial) order \( \sqsubseteq \) on \( D \cap \mathbb{N} \) such that any \( \mu \in D \) is compatible with \( \sqsubseteq \) in the following sense: if \( \mu \) is written in the form \( \mu = i_1 \lambda_1 i_2 \lambda_2 \cdots i_r \lambda_r \) and \( j \in D \cap \mathbb{N} \) appears in one of \( \lambda_1, \ldots, \lambda_r \) then \( i \sqsubseteq j \). Enumerate \( D \cap \mathbb{N} = \{i_1, \ldots, i_N\} \) and let \( t \in \mathbb{N} \) be the largest number of times that any \( i \in \mathbb{N} \) appears in an index \( \mu \in D \). Let \( C \cap \mathbb{N} \) consist of \( t \) copies of \( D \cap \mathbb{N} \), that is,

\[
C \cap \mathbb{N} = \{i_1, \ldots, i_N, i'_1, \ldots, i'_N, \ldots, i_{1(t-1)}, \ldots, i_{N(t-1)}\},
\]

where \( d_{ij}^{(r)} = d_{ij} \) and \( \beta_{ij}^{(r)} = \alpha_{ij} \) for all \( 1 \leq j \leq N \) and \( 0 \leq r < t \). Let \( \sqsubseteq \) be the partial order on \( C \) given by \( i_j^{(r)} \sqsubseteq i_j^{(r')} \) if and only if \( r \leq r' \) (\( 0 \leq r, r', < t \) and \( 1 \leq j, j' \leq N \)). For \( \mu \in \mathcal{B} \) whose representation contains only integers from \( C \cap \mathbb{N} \) let \( \bar{\mu} \) denote the result of replacing every instance of \( i_j^{(r)} \) with \( i_j \). (Hence, for instance, if \( \mu = i_1 i_2 i_3^{(r')} i_1^{(r)} \) then \( \bar{\mu} = i_1 i_2 i_3 i_1^{(r)} \).) Finally, let \( C \) consist of those \( \mu \in \mathcal{B} \) which are compatible with \( \sqsubseteq \) in the sense described above. It is routine to check that thus defined pair \((C, \beta)\) is more expressive than \((D, \alpha)\) (one can take \( h \) to be the natural projection map \( \mathbb{R}^C \to \mathbb{R}^D \), specified by \( e_\mu \mapsto e_{\bar{\mu}} \) for each \( \mu \)) and that \( C \) satisfies the analogue of (31). It remains to replace \((D, \alpha)\) with \((C, \beta)\).

In order to ensure (127), we perform the same construction as above with \( t = 2 \), except we set \( \beta_{ij} = \alpha_{ij} - \beta_{ij} \), where \( \beta_{ij} \) remain to be determined (\( 1 \leq j \leq N \)) and let \( C \) consist of all \( \mu \in \mathcal{B} \) with \( \bar{\mu} \in D \). One can show by structural induction on \( \mu \in D \) that \( \{v_\mu^n(m)\} \) can be represented as a generalised polynomial expression in \( \{v_\nu^n(m)\} (\nu \in C) \). (For instance, \( \{v_\mu^n(m)\} = \{v_\nu^n(m)\} + \{v_\mu^n(m)\} \) for \( i \in C \cap \mathbb{N} \).) Another structural induction argument shows that there exists a choice of \( \beta \) such that (127) holds. (In fact, one can pick \( \beta_i = b_i/Q \), where \( Q \) is a large prime and \( b_i \) are chosen uni-
formly at random from \( \{0, 1, \ldots, Q - 1\} \); as \( Q \to \infty \), the probability that (127) holds tends to 1 as \( Q \to \infty \). □

**Remark 7.2.** The above argument shows that Theorem A remains true if the assumption that \( k^n \in E \) for all \( n \in \mathbb{N}_0 \) is replaced with the weaker assumption that the set of \( n \) such that \( k^n \in E \) is central. However, we are not aware of examples of sets \( E \) satisfying the latter but not the former.

**APPENDIX A: LIMITS OF SEMIALGEBRAIC SETS**

We include here the material concerning the limits of semialgebraic sets which complements the discussion in Section 2.5. In particular, we prove Proposition 2.9.

For a sequence of sets \( S_n \subseteq \mathbb{R}^d \), let us say that \( \lim_{n \to \infty} S_n = S \) if for each \( x \in \mathbb{R}^d \) there exists an integer \( n_0 \) such that for all \( n \geq n_0 \) we have the equivalence \( x \in S \iff x \in S_n \). In other words, \( \lim_{n \to \infty} S_n = S \) if and only if \( S = \lim_{n \to p} S_n \) for all non-principal ultrafilters \( p \in \beta \mathbb{N} \setminus \mathbb{N} \).

**Example A.1.**

(i) For any open set \( U \subseteq \mathbb{R}^d \) there exists a sequence of open semialgebraic sets \( S_n \ (n \in \mathbb{N}) \) such that \( \lim_{n \to \infty} S_n = U \).

(ii) For any open and convex set \( U \subseteq \mathbb{R}^d \) there exists a sequence of open basic semialgebraic sets \( S_n \ (n \in \mathbb{N}) \) described only by inequalities of degree 1 such that \( \lim_{n \to \infty} S_n = U \).

**Proof.**

(i) For \( n \in \mathbb{N} \), let \( S_n^{(0)} \) be the union of all closed cubes of the form \( x + [0, 2^{-n}]^d \) with \( x \in 2^{-n} \mathbb{Z}^d \) and \( \|x\|_2 \leq n \), contained in \( S \). Put also \( S_n = \text{int} S_n^{(0)} \). Then \( U = \bigcup_{n=1}^{\infty} S_n \) and \( S_n \subseteq S_{n+1} \) for all \( n \). Hence, \( \lim_{n \to \infty} S_n = U \). It remains to note that each of the sets \( S_n \) is semialgebraic, which is an easy consequence of the observations that the family of semialgebraic sets is closed under union, and that cubes are semialgebraic.

(ii) Note that the interior of any polytope in \( \mathbb{R}^d \) is the intersection of a finite number of open half-spaces, and hence a basic semialgebraic set given by linear inequalities. Let \( S_n^{(0)} \ (n \in \mathbb{N}) \) be a sequence of convex polytopes with \( U = \bigcup_{n=1}^{\infty} S_n^{(0)} \) and \( S_n^{(0)} \subseteq S_{n+1}^{(0)} \) for all \( n \), and put \( S_n = \text{int} S_n^{(0)} \). Then \( U = \lim_{n \to \infty} S_n \). □

Recall that the statement of Proposition 2.9 and the definition of complexity of a semialgebraic set appear in Section 2.5.

**Proof of Proposition 2.9.** Fix \( p \in \beta \mathbb{N} \). We will show that for any algebraic variety \( V \subseteq \mathbb{R}^d \) the following holds:

\[
\text{If } S_n \subseteq V \ (n \in \mathbb{N}) \text{ and } \sup_{n \in \mathbb{N}} \text{cmp}(S_n) < \infty, \text{ then } \lim_{n \to p} S_n \text{ is semialgebraic.} \quad (A.1)
\]

If \( V = \emptyset \) then (A.1) is vacuously true and we are ultimately interested in the case where \( V = \mathbb{R}^d \). Proceeding by induction on \( V \), we may assume that (A.1) holds for any proper subvariety \( V' \subsetneq V \) (recall that this mode of reasoning is valid since any strictly descending sequence of algebraic varieties has finite length).
Let $S_n \subseteq V$ ($n \in \mathbb{N}$) be a sequence of semialgebraic sets with bounded complexity, let $C := \sup_{n \in \mathbb{N}} \text{cmp}(S_n) < \infty$ and $S := \lim_{n \to p} S_n$. Decomposing $S_n$ into basic components and using Lemma 2.1, we may assume without loss of generality that that $S_n$ is a basic algebraic set for all $n \in \mathbb{N}$. By the definition of complexity, there exist sets $F_n, G_n \subseteq \mathbb{R}[x_1, \ldots, x_d]$ such that

$$S_n = S(F_n, G_n) \text{ and } \sum_{f \in F_n} \deg(f) + \sum_{g \in G_n} \deg(g) \leq C \text{ for all } n \in \mathbb{N}.$$ 

Let $V_n := \mathbb{V}(F_n)$; replacing $V_n$ with $V_n \cap V$ we may assume that $V_n \subseteq V$ for all $n \in \mathbb{N}$. Let $P \subseteq \mathbb{R}[x_1, \ldots, x_d]$ denote the vector space consisting of all polynomials with degree at most $C$. Let $I := P \cap I(V)$ and let $R < P$ be a complement of $I$, meaning that $I \cap R = \{0\}$ and $I + R = P$. Pick also a norm $\| \cdot \|$ on $R$. Note that any $f \in P \setminus I$ has a unique decomposition as

$$f = \lambda \overline{f} + h, \text{ where } \lambda \in \mathbb{R}_{>0}, \overline{f} \in R, h \in I \text{ and } \|\overline{f}\| = 1. \quad (A.2)$$

The argument now splits into two cases, depending on how often the inclusion $V_n \subseteq V$ is strict.

Suppose first that for $p$-almost all $n$ we have strict containment $V_n \subset V$, whence we can pick $f_n \in F_n \setminus I$. Let $f = \lambda_n f_n + h_n$ be the decomposition of $f_n$ as in (A.2) ($n \in \mathbb{N}$). Since the unit sphere in $\mathbb{R}$ is compact and disjoint from $I$, we may define

$$\overline{f} := \lim_{n \to p} f_n \text{ and } U := \mathbb{V}(\overline{f}) \cap V \subset V.$$ 

If $x \in S$ then $x \in V$ and $x \in S_n$ for $p$-almost all $n$, so

$$\overline{f}(x) = \lim_{n \to p} f_n(x) = \lim_{n \to p} \lambda_n^{-1} (f_n(x) - h_n(x)) = 0.$$ 

It follows that $S \subseteq U \subset V$ and $S$ is semialgebraic by the inductive assumption.

Suppose next that $V_n = V$ for $p$-almost all $n$, so we can assume that $F_n = F$ for all $n \in \mathbb{N}$, where $F$ is a finite family of polynomials with $\mathbb{V}(F) = V$. Repeating entries if necessary, we may assume that all of the sets $G_n$ ($n \in \mathbb{N}$) have the same size $s \leq C$, whence we can enumerate $G_n = \{g_{n}^{1}, g_{n}^{2}, \ldots, g_{n}^{s}\}$. Let $g_{n}^{j} = \lambda_{n} g_{n}^{j} + h_{n}^{j}$ be the decompositions of $g_{n}^{j}$ as in (A.2) ($n \in \mathbb{N}, 1 \leq j \leq s$). Using compactness of the unit sphere in $\mathbb{R}$ again, we can define

$$\overline{g}_{j} := \lim_{n \to p} \overline{g}_{n}^{j} (1 \leq j \leq s) \text{ and } G := \{\overline{g}_{1}, \overline{g}_{2}, \ldots, \overline{g}_{s}\}.$$ 

Consider the corresponding semialgebraic set

$$R := S(F, G) = \left\{ x \in V \mid \overline{g}_{j}(x) > 0 \text{ for all } 1 \leq j \leq s \right\}$$

as well as the ‘boundary’ set

$$U := \mathbb{V}\left(F \cup \left\{ \prod_{j=1}^{s} \overline{g}_{j} \right\} \right) = \left\{ x \in V \mid \overline{g}_{j}(x) = 0 \text{ for some } 1 \leq j \leq s \right\}.$$ 

(Notaie U contains the topological boundary of R as a subset of V.)
For any $1 \leq j \leq s$ and $x \in V$, if $g^j_n(x) > 0$ for $p$-almost all $n$ then also $\overline{g}^j(x) \geq 0$; conversely, if $\overline{g}^j(x) > 0$ then $g^j_n(x) > 0$ for $p$-almost all $n$. It follows that $R \subseteq S \subseteq R \cup U$. Since $U \subseteq V$, it follows from the inductive assumption that $S \cap U$ is semialgebraic. Consequently, $S = R \cup (S \cap U)$ is semialgebraic.

□

APPENDIX B: LIMITS OF GENERALISED POLYNOMIALS

We now consider the question of closure of the set of generalised polynomials under pointwise limits, completing the discussion from Section 2.6. To begin with, consider the following motivating example concerning ordinary polynomials.

Example B.1.

(i) If $h : \mathbb{R} \to \mathbb{R}$ is continuous then there exists a sequence of polynomials $f_i : \mathbb{R} \to \mathbb{R}$ ($i \in \mathbb{N}$) such that $\lim_{i \to \infty} f_i(x) = h(x)$ for each $x \in \mathbb{R}$. In particular, any sequence $a : \mathbb{Z} \to \mathbb{R}$ is the pointwise limit of polynomial sequences. This is a simple consequence of the Stone–Weierstrass theorem.

(ii) If $f_i : \mathbb{R} \to \mathbb{R}$ ($i \in \mathbb{N}$) is a sequence of polynomials such that $\sup_i \deg f_i < \infty$ and the pointwise limit $h(x) := \lim_{i \to \infty} f_i(x)$ exists for infinitely many $x \in \mathbb{R}$ then the same limit exists for all $x \in \mathbb{R}$ and $h$ is a polynomial map $\mathbb{R} \to \mathbb{R}$. This is a simple consequence of Lagrange interpolation.

In analogy, one could hope that the limit of any sequence of generalised polynomials with bounded complexity is a generalised polynomial (for suitably defined notion of complexity). Unfortunately, the following example shows that even limits of extremely simple generalised polynomials need not be generalised polynomials. Recall that the Iverson bracket convention was introduced in Section 2.1.

Example B.2.

(i) Consider $g_1 : \mathbb{Z} \to \mathbb{R}$ given by

$$g_1(n) := 1 + \lim_{i \to \infty} \lfloor n/i \rfloor = \lfloor n \geq 0 \rfloor.$$ 

Then $g_1$ is not a generalised polynomial on $\mathbb{Z}$.

(ii) Consider $g_2 : \mathbb{N}^2 \to \mathbb{R}$ given by

$$g_2(n, m) := 1 + \lim_{i \to \infty} \lfloor (n - m)/i \rfloor = \lfloor n \geq m \rfloor.$$ 

Then $g_2$ is not a generalised polynomial on $\mathbb{N}^2$.

Surprisingly, the situation is radically different for generalised polynomials whose domain is $\mathbb{N}$, as stated in Proposition 2.16. The remainder of this subsection is devoted to the proof of the aforementioned proposition. We begin with a generalisation of Lemma 2.11 for unbounded generalised polynomials on $\mathbb{N}$.

Lemma B.3. Let $g : \mathbb{N} \to \mathbb{R}$ be a generalised polynomial. Then the map $\mathbb{N} \to \mathbb{R}$ given by $n \mapsto \lfloor g(n) \geq 0 \rfloor$ is a generalised polynomial.
Proof. Expand \( g(n) \) as a polynomial in \( n \) with bounded generalised polynomial coefficients:

\[
g(n) = \sum_{i=0}^{d} h_i(n)^i.
\] (B.1)

Existence of such expansion can be proved using structural induction on \( g \) (cf. \cite[Section 10]{11}).

We proceed by induction on \( d \). If \( d = 0 \) then \( g = h_0 \) is bounded and the claim follows from Lemma 2.11. Suppose now that \( d > 0 \) and let \( 0 < C < \infty \) be given by

\[
C := \sup_{n \in \mathbb{N}} \left| \frac{g(n) - h_d(n)n^d}{n^d} \right| = \sup_{n \in \mathbb{N}} \left| h_{d-1}(n) + h_{d-2}(n)/n + \cdots + h_0(n)/n^{d-1} \right|.
\] (B.2)

Let \( q : \mathbb{N} \to \{0, 1\} \subseteq \mathbb{R} \) be the generalised polynomial given by

\[
q(n) := \begin{cases} 
| h_d(n) | < C/n & \text{if } n \in \mathbb{N} \text{ and } q(n) = 0 \\
1 & \text{if } n \in \mathbb{N} \text{ and } q(n) = 1
\end{cases}
\] (B.3)

If \( n \in \mathbb{N} \) and \( q(n) = 0 \) then the term \( h_d(n)n^d \) exceeds in absolute value the sum of all the other terms in the expansion of \( g \) in (B.1), whence \( [g(n) > 0] = [h_d(n) > 0] \). Define further

\[
h'_{d-1}(n) = h_{d-1}(n) + 2C \left( \left\{ \frac{nh_d(n)}{2C} + \frac{1}{2} \right\} - \frac{1}{2} \right),
\] (B.4)

\[
g'(n) = h'_{d-1}(n)n^{d-1} + \sum_{i=0}^{d-2} h_i(n)n^i.
\] (B.5)

By direct inspection, \( h'_{d-1} : \mathbb{N} \to \mathbb{R} \) is a bounded generalised polynomial. If \( n \in \mathbb{N} \) and \( q(n) = 1 \) then \( nh_d(n) + h_{d-1}(n) = h'_{d-1}(n) \) and consequently \( g(n) = g'(n) \).

Combining the above observations we conclude for each \( n \in \mathbb{N} \) that

\[
[g(n) > 0] = (1 - q(n))[h_d(n) > 0] + q(n)[g'(n) > 0].
\] (B.6)

By the inductive assumption, the maps \( n \mapsto [h_d(n) > 0] \) and \( n \mapsto [g'(n) > 0] \) are generalised polynomials on \( \mathbb{N} \), hence so is \( n \mapsto [g(n) > 0] \).

We next prove a variant of Proposition 2.16 for generalised polynomials of particularly simple shape.

**Lemma B.4.** Let \( p \in \beta \mathbb{N} \), let \( x_i \in \mathbb{R}^d \) (\( i \in \mathbb{N} \)) and let \( g : \mathbb{N} \to \mathbb{R}^d \) be generalised polynomial. Then the map \( \mathbb{N} \to \mathbb{R} \) given by \( n \mapsto [\forall_{i \leq p} < g(n), x_i > > 0] \) is a generalised polynomial.

**Proof.** Rescaling the vectors \( x_i \) if necessary, we may assume without loss of generality that \( ||x_i|| \in \{0, 1\} \) for each \( i \in \mathbb{N} \). Put \( x := \lim_{i \to p} x_i \) and \( \Delta x_i := x_i - x \) (\( i \in \mathbb{N} \)). If \( n \in \mathbb{N} \) is such that \( < g(n), x > \neq 0 \) then

\[
[\forall_{i \leq p} < g(n), x_i > > 0] = [\langle g(n), x \rangle > 0].
\]

Consider next the case when \( < g(n), x >= 0 \). Let \( \mathcal{W} = \mathbb{R}x \) be the vector space spanned by \( x \) and let \( \pi : \mathbb{R}^d \to \mathcal{W}^\perp \) be the orthogonal projection. Further, let \( x'_i \) be the sequence obtained from
\[ \pi(\Delta x_i) \] by normalisation, that is, \[ x'_i = \pi(\Delta x_i) / \| \pi(\Delta x_i) \| \] if \( \Delta x_i \notin \mathcal{W} \) and \( x'_i = 0 \) if \( \Delta x_i \in \mathcal{W} \). Put also \( x' = \lim_{i \to p} x'_i \). If \( n \in \mathbb{N} \) and \( <g(n), x> = 0 \) then

\[ \| \pi(\Delta x_i) \| \text{ is a generalised polynomial on } \mathbb{N} \text{ by Lemma B.3.} \]

\[ h_t = h_t(n) + \| g(n) \| \mathcal{W}_t \cdot \| \pi(\Delta x_i) \| \]

The construction guarantees that \( x^{(t)} \in \mathcal{W}_t \cap \mathcal{W}_{t+1} \) and \( \mathcal{W}_t \subseteq \mathcal{W}_{t+1} \) for all \( t \in \mathbb{N}_0 \). In particular, there are at most \( d \) values of \( t \) such that \( x^{(t)} \neq 0 \). Pick \( s \in \mathbb{N} \) such that \( x^{(s)} = 0 \). It follows from the definition of \( x^{(s)} \) as a limit that \( x^{(s)} = 0 \) for \( p \)-almost all \( i \). Substituting this into (B.7) we obtain

\[ \| \pi(\Delta x_i) \| = h_s(n) + \| g(n) \| \mathcal{W}_s \]

which finishes the argument since the expression on the right hand side of (B.8) is a generalised polynomial on \( \mathbb{N} \).

To state the next lemma, note that the polynomial ring \( \mathbb{R}[x_1, \ldots, x_d] \) is a real vector space and hence it makes sense to speak of generalised polynomial maps \( \mathbb{N} \to \mathbb{R}[x_1, \ldots, x_d] \); these are the maps of the form \( n \mapsto \sum_{j=1}^d g_j(n)f_j \), where \( g_j : \mathbb{N} \to \mathbb{R} \) are generalised polynomials and \( f_j \in \mathbb{R}[x_1, \ldots, x_d] \) are polynomials. We might call a map of this form a generalised polynomial family of polynomials. Our next lemma can be viewed as an analogue of the elementary fact that the Taylor expansion of a polynomial map at any point is a polynomial map whose coefficients depend on the base point in a polynomial manner. \( \square \)
Lemma B.5. Let $p \in \beta \mathbb{N}$, let $x_i \in \mathbb{R}^d$ ($i \in \mathbb{N}$) be a bounded sequence and let $h : \mathbb{R}^d \times \mathbb{N} \to \mathbb{R}$ be a generalised polynomial. Put $x := \lim_{i \to p} x_i$ and $\Delta x_i := x_i - x$. Then there exists a generalised polynomial map $g : \mathbb{N} \to \mathbb{R}[x_1, \ldots, x_d]$ (dependent on $p$, $(x_i)_{i=1}^\infty$ and $h$) such that

$$\forall n, \forall_{i \leq p} h(x_i, n) = g(n)(\Delta x_i). \tag{B.9}$$

Proof. We proceed by structural induction on $h$. If $h$ is a polynomial then $h(x_i, n) = h(x + \Delta x_i, n)$ is a polynomial in $\Delta x_i$, $x$ and $n$, which immediately implies the claim. Moreover, if the claim holds for $h'$ and $h''$ then it also holds for $h' + h''$ and $h' \cdot h''$ (one may take $g = g' + g''$ and $g = g' \cdot g''$ respectively).

Suppose next that $h = \{h'\}$ and that the claim has already been proved for $h'$. Then by the inductive assumption, there exists a generalised polynomial family of polynomials $g' : \mathbb{N} \to \mathbb{R}[x_1, \ldots, x_d]$ such that

$$\forall n, \forall_{i \leq p} h(x_i, n) = \{h'(x_i, n)\} = \{g'(n)(\Delta x_i)\}.$$

We may write $g'(n)(\Delta x_i)$ as a linear combination of monomials in $\Delta x_i$ with generalised polynomials in $n$ as coefficients,

$$g'(n)(\Delta x_i) = \sum_{\alpha \in \mathbb{N}^d_0} f_\alpha(n) \Delta x^\alpha \quad \text{where} \quad y^\alpha = \prod_{j=1}^d y_j^{\alpha_j}, \; (y \in \mathbb{R}^d, \alpha \in \mathbb{N}^d_0).$$

Let $g'_0(n) := f_{(0,\ldots,0)}(n)$ denote the constant part of $g'$ and let $g'_1(n) := g'(n) - g'_0(n)$ denote the part vanishing at $(0, \ldots, 0)$ ($n \in \mathbb{N}$). Using the fact that the fractional part map $\mathbb{R} \to [0, 1)$, $t \mapsto \{t\}$ is continuous away from $\mathbb{Z}$ and has a jump discontinuity at each point of $\mathbb{Z}$, we may compute that

$$\forall n, \forall_{i \leq p} h(x_i, t) = \{g'(n)(\Delta x_i)\} = \{g'_0(n) + g'_1(n)(\Delta x_i)\} = \{g'_0(n)\} + g'_1(n)(\Delta x_i) + \left\lfloor g'_0(n) \in \mathbb{Z}\right\rfloor \cdot \left\lfloor \forall_j g'_j(n)(\Delta x_j) < 0\right\rfloor.$$

It follows from Lemma B.4 that the map

$$n \mapsto \left\lfloor \forall_j g'_j(n)(\Delta x_j) < 0\right\rfloor$$

is a generalised polynomial on $\mathbb{N}$. Hence, the claim also holds for $h$. Thus, by structural induction, the claim holds for all generalised polynomials. □

With Lemmas B.4 and B.5 in hand, we are ready to finish the proof of the main result of this section.

Proof of Proposition 2.16. We proceed by structural induction on $h$. If $h$ is a polynomial then $g$ is also a polynomial, and in particular the claim holds. Moreover, if the claim holds for $h'$ and $h''$ then it also holds for $h = h' + h''$ or $h' \cdot h''$ ($g = g' + g''$ or $g = g' \cdot g''$ respectively). It remains to consider the case when $h = \{h'\}$ and the claim holds for $h'$.
Put $x := \lim_{i \to p} x_i$ and $\Delta x_i := x_i - x$. Let $f : \mathbb{N} \to \mathbb{R}[x_1, \ldots, x_n]$ be a generalised polynomial such that

$$\forall n \forall i h'(x_i, n) = f(n)(\Delta x_i),$$

whose existence is guaranteed by Lemma B.5. Arguing among similar lines as in the proof of Lemma B.5, we decompose $f = f_0 + f_1$, where $f_0(n)$ is constant and $f_1(n)(0) = 0$ for all $n \in \mathbb{N}$. Using piecewise continuity of the fractional part map, for each $n \in \mathbb{N}$ we compute that

$$g(n) = \lim_{i \to p} h(x_i, n) = \lim_{i \to p} \left\{ h'(x_i, n) \right\} = \lim_{i \to p} \left\{ f_0(n) + f_1(n)(\Delta x_i) \right\} = \left\{ f_0(n) \right\} + \left[ f_0(n) \in \mathbb{Z} \right] \cdot \left[ \forall p \right] f_1(n)(\Delta x_i) < 0].$$

The final expression is a generalised polynomial on $\mathbb{N}$ by Lemma B.4, so $g$ is a generalised polynomial.
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