PROTEIN FOLDING SIMULATIONS IN THE HYDROPHOBIC-POLAR MODEL USING A HYBRID CUCKOO SEARCH ALGORITHM
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ABSTRACT. A protein is a linear chain containing a set of amino acids, which folds on itself to create a specific native structure, also called the minimum energy conformation. It is the native structure that determines the functionality of each protein. The protein folding problem (PFP) remains one of the more difficult problems in computational and chemical biology. The principal challenge of PFP is to predict the optimal conformation of a given protein by considering only its amino acid sequence. As the conformational space contains a very large number of conformations, even when addressing short sequences, different simplified models have been developed and applied to make the PFP less complex. In the last few years, many computational approaches have been proposed to solve the PFP. They are based on simplified lattice models such as the hydrophobic-polar model. In this paper, we present a new Hybrid Cuckoo Search Algorithm (HCSA) to solve the 3D-HP protein folding optimization problem. Our proposed algorithm consists of combining the Cuckoo Search Algorithm (CSA) with the Hill Climbing (HC) algorithm. Simulation results on different benchmark sequences are presented and compared to the state-of-the-art algorithms.
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1. INTRODUCTION

Proteins are very complex molecules that play a vital role in biological processes. The molecular function of any given protein is determined by its specific native three-dimensional structure, also known as conformation [1, 2]. According to Anfinsen’s experiments, proteins fold into their native structure in only a few milliseconds, with minimal free energy, based solely on the information provided by their specific amino acid sequence (i.e., the primary structure) [3, 4]. However, protein misfolding and aggregation are the cause of several diseases, including Alzheimer’s disease, Parkinson’s disease, prions, and mad cow disease [5, 6, 7, 8]. The latter is one of the main motivations for studying the protein folding process. Nevertheless, some experimental methods namely X-ray Crystallography (XC) [9], and Nuclear Magnetic Resonance (NMR) [10], have been experimented with great success and have been used to predict the native structure of several real proteins. At the same time, these methods are very costly in terms of both equipment and time. Therefore, a variety of computational approaches have been used to address the protein folding problem (PFP).

The question of determining the way in which the amino acid sequence of proteins precisely
adopts their native three-dimensional structure is one of the most difficult problems in the fields of biochemistry, computational biology, and computer science, and has been the subject of much work based on simplified models. The challenge is to identify the conformation with the lowest free energy of a given protein using its amino acid sequence information. However, the combinatorial explosion of possible conformations induces a high computational cost, even for very small sequences. Some simplified models have been proposed to reduce the complexity of this problem. The Hydrophobic-Polar (HP) model, proposed by Dill in [11], is one of the most frequently used models. This model is characterized by the fact that the folding process is thermodynamically driven by hydrophobic interactions between amino acids, which are key to the development of the native state in proteins [12]. Based on the simplified H-P lattice model [12], the free energy values are calculated propositionally as a function of the number of hydrophobic contacts, which must be maximized to obtain the optimal native structure. However, even when using the simplified H-P lattice model, the PFP problem is shown to be NP-hard in the two-dimensional Hydrophobic-Polar (2D-HP) model [13], and the three-dimensional Hydrophobic-Polar (3D-HP) model [14]. In the case where each amino acid has four neighbors in the conformational space, a protein sequence of 100 amino acids has $4^{100}$ possible conformations. Given the complexity of the PFP problem and the limitation of the experimental methods, a variety of well-known heuristic optimization approaches have been proposed in the literature to solve the PFP problem in different types of lattices in the 2D-HP and 3D-HP model that can predict well-approximated conformations for the real proteins. In this work, we introduce an efficient Hybrid Cuckoo Search Algorithm (HCSA) that combines the Cuckoo Search Algorithm (CSA) with a Hill-Climbing algorithm for the H-P protein folding problem in a 3D cubic lattice model.

In the following section, we report and discuss some related work as well as well-known algorithms and heuristics that are used to solve the PFP in both the two-dimensional square (2D-HP) and three-dimensional cubic (3D-HP) lattice models. However, in Section 3, we concentrate on the characterization of the simplified HP lattice model. Further, we define the fitness function (i.e., the energy function) and the search space for this model. In Section 4, we briefly describe a mathematical formulation in the form of a 0-1 mathematical quadratic program for the PFP problem in the 3D cubic lattice model. In Section 5 we present and describe our HCSA algorithm in more detail. Furthermore, in Section 6, we summarize and discuss the obtained results to evaluate the performance and the effectiveness of the suggested algorithm against the state-of-the-art algorithms through two data benchmarks. Finally, in the last section, we present our conclusion and future directions.

2. Related Works

Actually, there is no exact algorithm for PFP that finds the optimal conformation for any given protein amino acid sequence. On the other hand, since the presence of the H-P model, various heuristic and metaheuristic techniques in literature have been used to solve the PFP problem in the 2D-HP square and 3D-HP cubic lattices model. In the 2D-HP model, Unger and Moult [15], suggested the first Genetic Algorithm (GA), using a number of genetic operators to explore the search space. The mutation operator, which was used to change the solutions of the current population, the Monte Carlo steps as acceptance criteria, and the crossover to create new solutions by swapping parts information between pairs of selected solutions. In the proposed
GA, the probability of choosing a given solution is directly proportional to its fitness. Later more versions of the GA were proposed in [16, 17, 18, 19]. In [20], the authors have developed the first Ant Colony Optimization (ACO) algorithm for the PFP problem in the 2D-HP square lattice model, which has been followed by an improved version in [21]. The same approach was also successfully applied to the HP model in the 2D square lattice and the 3D cubic lattice [22]. The PSO (Particle Swarm Optimization) algorithm has been adopted and used to solve the PFP problem in a 2D square lattice in [23]. Similarly, the application of the ABC (Artificial Bee Colony) and the Honey-Bees Mating Optimization (HBMO) algorithms have been suggested in [24] and [25] respectively. In addition, there are several hybrid approaches that have been developed and applied to the PFP in different lattice models, such as the GTS algorithm for the 2D H-P model [26], which is to combine the simple Genetic Algorithm (GA) with Tabu Search (TS). Likewise, the Evolutionary Algorithm (EA) was hybridized with the backtracking algorithm to solve the PFP in the 3D-HP model [27]. Some other metaheuristics that were developed and applied such as, the Memetic Algorithms (MA) [28, 29], Immune Algorithm (IA) [30, 31]. In addition, a number of approximation algorithms have been offered for this problem in different lattices. In [32], Hart and Istrail presented an algorithm with an approximation ratio of $\frac{1}{4}$ (25%) for the 2D square lattice and an approximation ratio of $\frac{3}{8}$ (38%) for the 3D cubic lattice. Later, those approximation ratio were improved to $\frac{1}{3}$ (33%) for the 2D square lattice by Newman in [33], and to $\frac{6}{11}$ (54%)s for the 3D cubic lattice in [34].

3. HP Folding in Lattice Model

In the HP lattice model, the twenty amino acids have been classified into two classes: the Hydrophobic (H) class and the Polar (P) class. For any given protein sequence that contains $n$ amino acids, the primary sequence is abstracted into another sequence $s = s_1 s_2 \ldots s_n$, with $s_i \in \{H, P\}$ for $i = 1, 2, \ldots, n$, so that a feasible conformation for $s$ is presented by a self-evident walk in the lattice, and the quality of folding (i.e., free energy $E(s)$) is measured by the number of H-H topological contacts [19]. Furthermore, any pair of amino acids forms a contact if the two amino acids are located in two adjacent nodes of the lattice and are not consecutive in the primary sequence [12]. Each H-H topological contact decreases the free energy by 1 (i.e., H-H $\equiv -1$, and P-P $\equiv P - H \equiv 0$) [19].

$$E(s) = - \sum_{i=1}^{n-2} \sum_{j=i+2}^{n} h_{ij} x_{ij}$$

(1)

Such as:

$$h_{ij} = \begin{cases} 1, & \text{if } s_i = s_j = H, \\ 0, & \text{otherwise.} \end{cases}$$

(2)

And

$$x_{ij} = \begin{cases} 1, & \text{If the amino acids } i \text{ and } j \text{ form a topological contact}, \\ 0, & \text{otherwise.} \end{cases}$$

(3)

According to the simplified HP model and the definition of the energy function in this model, the PFP can be expressed as an optimization problem as follows: let $s = s_1 s_2 \ldots s_n$ be a protein sequence of $n$ amino acids in the HP model. The challenge is to identify a feasible conformation
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c*(s) ∈ C such that E(c*(s)) = min{E(c(s)) | c(s) ∈ C}, where C is the space of conformations \(\mathbb{C}\). As an example, in Figure 1 we present an optimal conformation in the 3D-HP cubic lattice model for the HP sequence \(s = HPHPHPHPHPHPHPHPHPHPHPHPHPHPHP\), which has 11 H-H topological contacts. Hence, the free energy of this conformation is \(E(c(s)) = -11\).

![Figure 1. An optimal conformation for the H-P protein sequence s.](image)

4. Mathematical Formulation for the PFP Problem

This section offers a mathematical formulation with quadratic objective function for the protein structure prediction problem in its 3D cubic lattice model. A similar formulation has been proposed for the 2D triangular lattice model in [35]. In the 3D cubic lattice, each node has six neighbors. Before we present the suggested mathematical formulation for the PFP problem, we consider the following encoding neighbors for any given position \((i, j, k)\) in the 3D cubic lattice.

![Figure 2. The six adjacent positions to the position \((i, j, k)\) in the 3D cubic lattice.](image)
Suppose that \( n \) is the sequence length of the protein, and \( x_{ijk}^l \) is a binary decision variable such that:

\[
x_{ijk}^l = \begin{cases} 
1, & \text{if the position } (i, j, k) \text{ contain the } l^{th} \text{ amino acid in the protein sequence,} \\
0, & \text{else.}
\end{cases}
\]

4.1. **Constraints.** First, we assign the first amino acid of the sequence at position \((n, n, n)\) to be the starting point, i.e.,

\[
x_{nnn}^1 = 1.
\]

In terms of constraints, we can identify three main constraints that ensure the admissibility of the produced solution:

1. A feasible conformation must occupy \( n \) nodes in the lattice. This constraint can be formulated as follows:

\[
\sum_{l=1}^{n} \sum_{i=1}^{2n} \sum_{j=1}^{2n} \sum_{k=1}^{2n} x_{ijk}^l = n.
\]

2. Any node in the lattice may have at maximum one amino acid, so :

\[
\sum_{l=1}^{n} x_{ijk}^l \leq 1, \forall i \in \{1, \ldots, 2n\}, \forall j \in \{1, \ldots, 2n\}, \forall k \in \{1, \ldots, 2n\}.
\]

3. A given node of the lattice can store the amino acid at position \( l + 1 \), if at least one of its neighbor’s node has the \( l^{th} \) amino acid:

\[
x_{ijk}^{l+1} \leq x_{i-1,jk}^l + x_{i+1,jk}^l + x_{ij-1,k}^l + x_{ij+1,k}^l + x_{ijk-1}^l + x_{ijk+1}^l, \forall i, j, k \in \{1, \ldots, 2n\}, \forall l \in \{1, \ldots, n-1\}.
\]

4.2. **The objective function.** Let \( \lambda_l \) be a binary representation of the protein sequence (i.e., a \( \{0,1\}\)-representation) which is based on the H-P model classification of amino acids, where :

\[
\lambda_l = \begin{cases} 
1 & \text{if the } l^{th} \text{ amino acid in the protein sequence is hydrophobic, i.e., } H, \\
0 & \text{if the } l^{th} \text{ amino acid in the protein sequence is hydrophilic, i.e., } P.
\end{cases}
\]

Therefore, the objective function can be expressed by the following quadratic formula:

\[
\max(Z) = \frac{1}{2} Z^* - \sum_{l=1}^{n-1} \lambda_l \lambda_{l+1},
\]

where:

\[
Z^* = \max_x \left\{ \sum_{i=1}^{2n} \sum_{j=1}^{2n} \sum_{k=1}^{2n} \left( \sum_{l=1}^{n} \lambda_l x_{ijk}^l \right) \left( \sum_{l=1}^{n} \lambda_l \left( x_{i-1,jk}^l + x_{i+1,jk}^l + x_{ij-1,k}^l + x_{ij+1,k}^l + x_{ijk-1}^l + x_{ijk+1}^l \right) \right) \right\}.
\]

This mathematical modeling allows to find an optimal solution which is included in the lattice bounded by the points \( \{(1, 1, 1), \ldots, (2n, 2n, 2n)\} \), with starting point \((n, n, n)\).
5. Cuckoo Search Algorithm

The Cuckoo Search Algorithm (CSA) is one of the most recently developed metaheuristics, which was first proposed in 2009 by Yang and Deb [36]. These algorithm models the natural strategy of obligate brood parasitism of a particular species called cuckoo. Cuckoo species make the transition from the current generation to the next by laying their eggs in the nests of other species. Nevertheless, a number of host birds may discover a direct conflict with the introduced cuckoo eggs. In this case, two scenarios are possible: if a host bird identifies any cuckoo eggs, it will either throw the eggs out of its nest or abandon its nest and construct a new one.

To use this strategy to solve optimization problems, Yang and Deb proposed the following rules [36]:

1. Each cuckoo lays only one egg at a time in a randomly selected nest.
2. The nest with high-quality eggs (i.e., the solutions with the best fitness) will pass to the next generation.
3. The number of host nests is fixed, and the host bird can discover a cuckoo egg with a probability $p_c \in [0, 1]$. In this case, the host bird can either throw the egg away or abandon the nest and rebuild a new nest in another site.

The CSA pseudo-code is presented in the following algorithm:

**Algorithm 1** Cuckoo Search Algorithm: CSA

**Input:** Problem instance $I$.

**Output:** The best-found solution for $I$.

**Begin**

- Generate initial population $P$ of $m$ solutions ($m$ host nests) $x = (x_1, \ldots, x_m)$;
- $\text{iter} = 0$;
- while $\text{iter} \leq \text{Max}$ (maximum number of generations) do
  - $i = 1$;
    - while $i \leq m$ do
      - Get a randomly cuckoo (say $y_i$) via Lévy Flights and evaluate its fitness $f(y_i)$.
      - Select one nest among $m$ randomly (say $x_i$).
      - if $f(x_i) > f(y_i)$ then
        - Replace $x_i$ by $y_i$;
      - end if
      - $i = i + 1$;
    - end while
  - A fraction $r_a$ of worse nest are abandoned by host birds, and a new ones are built;
  - Rank the solutions and find the best one.
  - Update the current optimal solution.
  - $\text{iter} = \text{iter} + 1$;
- end while

**End**
We notice that a cuckoo corresponds to a solution in the search space and that a cuckoo egg corresponds to a new solution. Moreover, for simplicity, each nest has only one egg. The quality of nests and cuckoo eggs is measured by the objective function, and if a cuckoo egg is discovered by the host bird, it rebuilds a new nest at another site with a new random solution. The first step of CSA is to generate the initial nests (the initial population). Then, for each generation $t$, a new solution $X_{i}^{t+1}$ is generated for each cuckoo $X_{i}^{t}$ by a random walk via Lévy Flights:

$$X_{i}^{t+1} = X_{i}^{t} + \alpha \odot \text{levy}(\gamma),$$

where $\alpha > 0$ is the step size which is depends on the the interesting optimization problem interests (in most cases $\alpha = 1$), the operator $\odot$ means entry-wise multiplications and $\text{levy}(\gamma)$ is the step length which distributed according to the lévy distribution:

$$\text{levy}(\gamma) \sim u = z^{-\gamma}, \quad (1 < \gamma \leq 3).$$

CSA combined with Lévy Flights was originally designed to deal with continuous optimization problems. The simulation results presented in [36], have demonstrated that CSA is more efficient than GA and PSO algorithms for multimodal objective functions. With its high exploration capacity of the search space and its small number of parameters when compared to other algorithms, CSA has been widely used to address several continuous optimization problems [36, 37, 38]. In this paper, we propose a discrete hybrid cuckoo search algorithm and we use it to solve the protein folding problem which is one of the most difficult combinatorial optimization problems.

6. Hybrid Cuckoo Search Algorithm (HCSA) for PFP

In order to solve the PFP problem, in this paper we suggest a Hybrid Cuckoo Search Algorithm, namely HCSA, which combines the cuckoo search algorithm with the Hill-Climbing algorithm and the crossover operator of GA. The idea behind this hybridization is to provide a good balance between exploration and exploitation for the search process. Both the crossover operator and HC algorithm are effective techniques for the exploitation of solutions. While Lévy Flights is a very effective technique in the diversification phase through its capacity to explore new regions in the search space. The pseudo-code of the proposed algorithm (HCSA) is illustrated in Algorithm 2.

6.1. Representation of Solutions and Initial Population. HCSA algorithm starts with a set of $m$ nests (i.e., the initial population), where each nest represents a randomly generated solution in the decision space. Given $n$ the number of amino acids in a given protein sequence $s$, a feasible solution for $s$ is encoded by a sequence $c$ of $(n - 1)$ directions of movement in the 3D cubic lattice $c \in \{R, L, U, D, F, B\}^{n-1}$, where the symbols $R, L, U, D, F, B$ refer to directions: Right, Left, Up, Down, Forward and Backward respectively as illustrated in Figure 4.
Algorithm 2 The Suggested hybrid algorithm: HCSA

Input: Problem instance (i.e., protein sequence) $I$.

Output: The best-found conformation for $I$.

Begin
  Generate initial population $P$ of $m$ solutions ($m$ host nests) $x = (x_1, \ldots, x_m)$;
  $iter = 0$;
  while $iter \leq Max$ (maximum number of generations) do
    $i = 1$;
    while $i \leq Max$ do
      Select a solution $x_j$ from $P$ using the selection operator;
      Produce a new cuckoo eggs $y_i$ by applying the crossover operator to the selected parents $x_i$ and $x_j$;
      Improve the quality of $y_i$ using the Hill-Climbing Algorithm;
      if $f(y_i) > f(x_i)$ then
        Replace $x_i$ by $y_i$;
      end if
      $i = i + 1$;
    end while
    The worse nest is discarded with probability $p_a \in (0, 1)$ by host birds, and a new nest is generated via Lévy Flights.
    Rotation of represented solutions with probability $p_c \in (0, 1)$.
    Rank the solutions and find the best one.
    Update the current optimal solution;
    $iter = iter + 1$;
  end while
End

6.2. Generation of a New Cuckoo Egg by the Crossover Operator. The crossover operator is one of the genetic operators that apply to some selected solutions (called parents) to create new solutions (called offspring) for the next generation. Here, we apply a random 1-point crossover $h \in \{2, 3, \ldots, n - 1\}$. For each solution from population $P$ that we consider as the first parent, we randomly select another one from the current population as the second parent. We then apply the crossover operation. Figure 4 shows two offspring that are produced by

---

**Figure 3.** Movement directions in the 3D cubic lattice.
combining (i.e., swapping the site directions) the two selected parents at the point $h$. In the suggested algorithm only the best offspring is considered for the next step.

![Crossover point](image)

**Figure 4.** An illustrative example of 1-point crossover operator.

6.3. **Improvement of the Quality of Eggs by the Hill Claiming Algorithm.** To enhance the quality of the eggs that are produced using the crossover operator, we input each of them as an initial solution into the Hill Claiming Algorithm (HCA). The proposed HCA starting from a solution $s$ and improving its quality by exploiting its neighbors $N(s)$. This algorithm uses, as a search strategy, the diagonal pull move to explore the neighborhood of a given solution \[39\]. For each iteration, we select an amino acid and we replace its position in the lattice with one of its free neighborhood positions, if it exists, as we show in Figure 4. Moreover, the worst-case move can be accepted according to a random walk acceptance criterion (i.e., the $\beta$ operator). This exploration technique minimizes the risk of premature convergence to a local optimum. Then, we evaluate the new resulting solution $s'$, and we compare its quality with the current solution: if $f(s') < f(s)$, or a random value $\text{rand} < \beta$, we replace $s$ by $s'$. HCA is summarized in the algorithm \[3\].

![Diagonal pull-move neighborhood](image)

**Figure 5.** An illustrative example of the diagonal pull-move neighborhood in 2D square lattice model.
Algorithm 3 The proposed Hill Climbing Algorithm: HCA

Input: A feasible solution \( s = (s_1, \ldots, s_n) \).
Output: The best found neighbor for \( s \).

Begin
\[
\text{Calculate } f(s);
\]
\[
s^* = s;
\]
\[
\text{iter} = 0
\]
while \( \text{iter} \leq \text{Max} \) (maximum number of iterations) do
\[
\text{for } i = 1, \ldots, n \text{ do}
\]
\[
s' = \text{diagonal pull-move} \ (s, i);
\]
\[
\text{if } f(s') < f(s) \text{ or } \text{rand} \leq \beta \text{ then}
\]
\[
s = s';
\]
end if
end for
if \( f(s) < f(s^*) \) then
\[
s^* = s;
\]
end if
\[
\text{iter} = \text{iter} + 1;
\]
end while
End

6.4. Rotation and Opposite motion. Rotation and opposite motion are two local operations that are used in [24], to create new solutions by changing the movement directions of a given structure:

(1) Opposite motion: This motion allows to generate a new structure by simply reversing the directions of a given structure between two randomly chosen positions \( i \) and \( j \).

(2) Rotational motion: the protein structure can rotate clockwise (CW) or counterclockwise (CCW). Similar to reverse motion, to generate a new solution from a given structure \( s \), we change a substructure \( s' \) (i.e., a local structure) in \( s \) by rotating \( s' \) that is limited between two randomly chosen positions \( i \) and \( j \) in CW or CCW direction.

6.5. Step Length. Here, the step length represents the length of the subsequence that will be rotated or inversed for a given conformation. The rotation rules used are described in [24].

6.6. Generation of a New Solution Using Lévy Flights. One of the most important advantages of the random walk via Lévy Flights is its ability to explore the search space through its step length characteristics. In order to use this strategy for PFP, we associate the step length (i.e., the length of the subsequence) with the value generated by the Lévy Flights. For example, if \( s \) is the protein sequence of \( n \) amino acids, we divide the interval \([0, 1]\) into \( k \) subintervals and define the step length \( step_L \) as follows:
where \( L_{max} = \frac{n}{h}, h \in \{1, 2, \ldots, n\}, \) and \( u \) is the value generated by Lévy Flights. If, for instance, \( n = 60, h = 3 \) and \( k = 4 \), then \( L_{max} = 20 \). So, we select randomly the length of the subsequence in the generated interval by Lévy Flights value according the following Table:

| \( u \) | \([0, \frac{1}{k}[^{[} | \([\frac{1}{k}, \frac{2}{k}[^{[} | \ldots | \([\frac{k-1}{k}, 1[^{[} |
|---|---|---|---|
| \( step_L \) | \([1, \frac{L_{max}}{k}[^{[} | \([\frac{L_{max}}{k}, \frac{2L_{max}}{k}[^{[} | \ldots | \([\frac{(k-1)L_{max}}{k}, L_{max}[^{[} |

Let \( i \) be a random value between 1 and \( n - step_L \). The rotated subsequence \( sb \) is then defined as: \( sb = s_i s_{i+1} \ldots s_{i+step_L} \).

6.7. Rotation of represented solutions. This operation does not change the energy value of the solution because all confirmation will be rotated. It allows increasing the diversity of the population by rotating a part of the represented solutions. This technique will enhance the chances for the crossover operator to generate feasible solutions in the next generation.

7. Experimental Results and Discussion

The objective of this section is to demonstrate the effectiveness of the proposed HCSA algorithm and to compare its performance with a set of well-known effective approaches that have been published in the literature for the HP protein folding problem in the 3D cubic lattice model. Our suggested algorithm has been tested on two benchmark instance datasets. Table 1 contains a set of standard 3D HP benchmark instances with different sizes that have been widely used in the literature for solving the PFP in the 3D cubic lattice model, which was introduced in [26, 40, 41]. However, the instances reported in the Table 2 are a set of short protein sequences that contain 27 amino acids [42]. The last column of both tables gives the Best Known energy Value (BKV) for the corresponding instance in the 3D cubic lattice. For each instance, we performed 30 independent runs. The parameters used in the HCSA method are fixed as follows:

1. The population size \( N = 50 \) for sequences of length \( n \leq 36 \), \( N = 100 \) for \( 36 < n \leq 50 \) and \( N = 150 \) for \( n > 50 \).
2. The number of generations is 500.
3. A cuckoo changes its direction with probability (rotation probability) \( p_c = 0.3 \).
4. A cuckoo egg is discovered by the host bird with probability \( p_a = 0.25 \).
5. The value of the parameter \( \beta \) for the HCA is \( \beta = 0.2 \).
6. For the cuckoo’s step length, the parameters are fixed at \( \lambda = \frac{3}{2}, \alpha = 1 \).
7.1. Comparison of the best prediction. In Table 3 we perform a comparison between the lowest free energy obtained for the 3D H-P reference instances in Table 1 by the proposed algorithm and those achieved by the Genetic Algorithm (GA column) [33], the Evolutionary Algorithm (EA column) [10], The Ant Colony Optimization algorithm (ACO column) [14], a
hybrid approach that combines the Genetic Algorithm with the Particle Swarm Optimization algorithm (HGA-PSO column) [45], two variants of the Immune Algorithm (AIS [31], CI [46]), the Best Improvement Local Search (BILS) algorithm [41], and the Heuristic Algorithm (EHA) that was introduced in [47]. According to the results given in Table 3, it is obvious and clear that HCSA is able to obtain the optimal conformation for sequences with length less than 50 (i.e., instances ranked from $s_1$ to $s_{6}$), and a near-optimal solution for the rest of the instances. Moreover, there is no significant difference in terms of the best energy value that was obtained by our HCSA and the BKV for most of the instances. For example, the best energy value obtained by the HCSA for the sequence $s_{6}$ that contains 60 amino acids is -54, while the BKV for the same sequence is -55. As we can observe in Table 3, the majority of the compared algorithms are able to achieve the optimal conformation for short-length instances (instances containing less than 36 amino acids).

| Seq. | Length | BKV | ACO | EHA | HGA-PSO | AIS | CI | EA | GA | BILS | HCSA |
|------|--------|-----|-----|-----|---------|-----|----|----|----|-----|------|
| 3d1  | 20     | -11 | -10 | -11 | -11     | -11 | -11| -11| -11| -10 | -11  |
| 3d2  | 24     | -13 | -8  | -13 | -13     | -13 | -13| -13| -13| -9  | -13  |
| 3d3  | 25     | -9  | -6  | -9  | -9      | -9  | -9 | -9 | -9 | -7  | -9   |
| 3d4  | 36     | -18 | -10 | -18 | -18     | -18 | -18| -18| -18| -12 | -18  |
| 3d5  | 46     | -35 | -21 | -32 | NA      | NA  | NA | NA | -32| -22 | -33  |
| 3d6  | 48     | -31 | NA  | -31 | -29     | -29 | -29| -29| -31| -19 | -31  |
| 3d7  | 50     | -34 | NA  | -28 | -26     | -26 | -26| -25| -30| -18 | -31  |
| 3d8  | 58     | -44 | NA  | NA  | NA      | NA  | NA | NA | -37| -23 | -41  |
| 3d9  | 60     | -55 | NA  | -55 | -49     | -41 | -48| -48| -50| -36 | -54  |
| 3d10 | 64     | -59 | NA  | NA  | NA      | -42 | NA | -45| -52| -34 | -57  |
| 3d11 | 67     | -56 | NA  | NA  | NA      | NA  | NA | NA | -41| -28 | -45  |
| 3d12 | 88     | -72 | NA  | NA  | NA      | NA  | NA | NA | -48| -50 | -29  |
| 3d13 | 103    | -85 | NA  | NA  | NA      | NA  | NA | NA | -41| -22 | -47  |
| 3d14 | 124    | -75 | NA  | NA  | NA      | NA  | NA | NA | -48| -51 | -24  |
| 3d15 | 136    | -83 | NA  | NA  | NA      | NA  | NA | NA | -51| -52 | -30  |

Bold values are the best energy for the corresponding instance.

NA is referring to unavailable data in the literature.

Table 3. The best results obtained by HCSA compared with state-of-the-art approaches for 15 H-P sequences in 3D cubic lattice.

In comparison, the suggested algorithm outperforms better than the other mentioned approaches with a considerable difference for instances containing more than 50 amino acids (i.e., for instances ranging from $s_{5}$ to $s_{15}$), in particular, when compared to the GA, EA, AIS and IBLS algorithms. On the other hand, we can also see that EHA and EA are the two most competitive algorithms against HCSA.
To properly evaluate our HCSA algorithm performance, we also tested it using the instances of the HP 3D benchmark presented in Table 2. We have compared the best results obtained by HCSA with those of three metaheuristic algorithms known in the literature, namely the Genetic Algorithm (GA) [48], two-hybrid Particle Swarm Optimization methods ($TPPSO^1$, $TPPSO^2$) [49], and the Elastic Network Algorithm (EN) [42]. Based on the results in Table 4, we can see that the suggested algorithm achieved the optimal energy value for the 11 benchmark instances. In comparison, these results show that HCSA and $TPPSO^2$ algorithms have better performance than EN, GA, $TPPSO^1$, only HCSA and $TPPSO^2$, can get the optimal free energy of each instance. However, EN, GA, and $TPPSO^1$ can not obtain the lowest free energy of some instances, in particular, for $A_1$, $A_2$, $A_6$, $A_7$ and $A_{11}$. Figure 10 shows the best 3D conformations obtained by the suggested algorithm for the instances $A_6$, $A_7$, and $A_{11}$.

| Seq. | Length | BKV | EN | GA | $TPPSO^1$ | $TPPSO^2$ | HCSA |
|------|--------|-----|----|----|-----------|----------|------|
| $A_1$ | 27     | -9  | -9 | -8 | -9        | -9       | -9   |
| $A_2$ | 27     | -10 | -10| -10| -10       | -10      | -10  |
| $A_3$ | 27     | -8  | -8 | NA | -8        | -8       | -8   |
| $A_4$ | 27     | -15 | -15| -15| -15       | -15      | -15  |
| $A_5$ | 27     | -8  | -8 | NA | -8        | -8       | -8   |
| $A_6$ | 27     | -12 | -12| NA | -11       | -12      | -12  |
| $A_7$ | 27     | -13 | -13| -13| -13       | -13      | -13  |
| $A_8$ | 27     | -4  | -4 | -4 | -4        | -4       | -4   |
| $A_9$ | 27     | -7  | -7 | -7 | -7        | -7       | -7   |
| $A_{10}$ | 27 | -11 | -11| NA | -11       | -11      | -11  |
| $A_{11}$ | 27 | -16 | -14| NA | -14       | -16      | -16  |

Bold values are the best energy for the corresponding instance.

NA is referring to unavailable data in the literature.

Table 4. The best results obtained by HCSA compared with state-of-the-art approaches for 11 H-P sequences given in Table 2.

Figure 6. The best conformations obtained by HCSA in 3D cubic lattice model for the instances $A_6$, $A_7$ and $A_6$. 
7.2. **Comparison of Stability.** To demonstrate the stability of our algorithm for the 3D-HP lattice model, a comparison of the statistical results obtained with the EA and IA algorithms and our algorithm after the 50 independent runs for each instance considered is reported in Table 5. In these experiments, we use the best and average energy values (ave. column) as metric values.

|        | IA   | BILS | EA   | GA   | HCSA  |
|--------|------|------|------|------|-------|
| Seq.   | Best | Mean | Best | Mean | Best  | Mean  |
| 3d1    | -11  | -10.32 | -10 | -5.8 | -11  | -10.6 | -11  | -11  | -11  |
| 3d2    | -13  | -10.90 | -9 | -5.2 | -13  | -11.6 | -13  | -12.94 | -13  |
| 3d3    | -9   | -7.98  | -7 | -2.7 | -9   | -8.7  | -9   | -8.71 | -9   |
| 3d4    | -18  | -14.38 | -12 | -6.5 | -18  | -15.4 | -18  | -15.91 | -18  |
| 3d5    | NA   | NA    | -22 | -13.9 | -30  | -24.4 | -32  | -27.72 | -33  |
| 3d6    | -29  | -20.80 | -19 | -12.4 | -29  | -23.2 | -31  | -26.59 | -31  |
| 3d7    | -23  | -20.20 | -18 | -11.8 | -25  | -21.1 | -30  | -26.43 | -31  |
| 3d8    | NA   | NA    | -20 | -15.9 | -35  | -27.7 | -37  | -32.39 | -41  |
| 3d9    | -41  | -34.18 | -36 | -25.8 | -48  | -38.1 | -50  | -43.46 | -54  |
| 3d10   | -42  | -33.01 | -34 | -24.8 | -45  | -36.2 | -52  | -46.12 | -57  |
| 3d11   | NA   | NA    | -28 | -18.2 | -40  | -31.0 | -41  | -36.39 | -45  |
| 3d12   | NA   | NA    | -29 | -20.6 | -48  | -37.3 | -50  | -44.02 | -57  |
| 3d13   | NA   | NA    | -22 | -13.0 | -41  | -30.7 | -41  | -34.99 | -47  |
| 3d14   | NA   | NA    | -24 | -16.6 | -48  | -35.5 | -51  | -41.83 | -57  |
| 3d15   | NA   | NA    | -30 | -19.2 | -51  | -38.6 | -52  | -45.51 | -65  |

**Bold values are the best energy for the corresponding instance.**

**NA** is referring to unavailable data in the literature.

**Table 5.** Experimental results regarding the convergence and stability of HCSA compared against a set of state-of-the-art approaches, namely GA, EA, IA and BILS algorithms, for standard HP benchmark instances in a 3D cubic lattice.

Table 5 shows clearly that the best and average energy values obtained by the suggested algorithm HCSA are lower with a significant difference than those achieved by EA, GA, IBLS, and IA algorithms for all instances. Furthermore, the proposed algorithm achieved average energy values lower than the best one obtained by the other mentioned algorithms for the majority of instances. Moreover, the suggested algorithm achieved a convergence rate equal to 100% for 6 instances over 15 rangings from $s_1$ to $s_6$. The results demonstrate that the proposed HCSA is more efficient than state-of-art algorithms in terms of the quality of solutions for the protein folding problem in the 3D-HP cubic lattice model. Similarly, these results demonstrate the stability of our algorithm.

7.3. **Effect of the Hill-Climbing Algorithm and lévy Flight Step.** In order to show the effect of the improvement phase and the Lévy flights step that we used in the proposed algorithm. We have implemented the proposed algorithm with and without the proposed Hill-Climbing Algorithm (HCA), the Lévy Flights Step (LFS), where we compare the results obtained
by both versions with the suggested HCSA, we used the same initial population that contains 200 random solutions. We have also used the same values for the lévy flights parameters. The results shown in Table 6 are achieved through 50 independent runs for each instance.

| Seq. | HCSA Best | Mean | HCSA without HCA Best | Mean | HCSA without LFS Best | Mean |
|------|-----------|------|-----------------------|------|-----------------------|------|
| $A_1$ | -9        | -9   | -8                    | -7.11| -8                    | -7.32|
| $A_2$ | -10       | -10  | -9                    | -8.72| -10                   | -7.94|
| $A_3$ | -8        | -7.89| -8                    | -6.44| -8                    | -6.62|
| $A_4$ | -15       | -14.67| -14                  | -12.84| -12                   | -10.28|
| $A_5$ | -8        | -8   | -7                    | -6.04| -7                    | -6.37|
| $A_6$ | -12       | -11.22| -11                  | -9.43| -10                   | -7.54|
| $A_7$ | -13       | -12.04| -12                  | -10.02| -12                   | -10.2|
| $A_8$ | -4        | -4   | -4                    | -4   | -4                    | -3.92|
| $A_9$ | -7        | -7   | -7                    | -5.87| -7                    | -6.04|
| $A_{10}$ | -11    | -10.37| -11                  | -9.33| -11                   | -9.18|
| $A_{11}$ | -16   | -14.98| -14                  | -11.58| -14                   | -11.07|

Table 6. Experimental results concerning the effect of the Hill-Climbing Algorithm (HCA) and, lévy Flight Step (LFS) that we have used in our HCSA algorithm.

The results presented in Table 6 clearly illustrate the effect of HCA and LFS strategy on the stability and convergence of the HCSA algorithm. Only the algorithm that combines the two techniques achieves the optimal solution for all tested instances. In addition, these results also show a strong difference between HCSA and the other two versions in terms of average solutions. The stability of HCSA is justified by the balance between diversification and intensification of the search process that is provided by the LFS and HCA.
Figure 7. The best conformations obtained by HCSA for the HP benchmark instances in 3D cubic lattice model.
8. Conclusion

In this paper, we have presented an efficient Hybrid Cuckoo Search optimization Algorithm (HCSA), which we have applied to the H-P protein folding problem in a 3D lattice model. This hybridization combines the cuckoo search algorithm that using the Lévy Flights as an exploration strategy and the crossover operation and the Hill-Climbing Algorithm to improve the quality of the solutions. The simulation results on a set of data benchmark instances show that the suggested algorithm outperforms better than the state-of-the-art algorithms in the 3D lattice model in terms of the best results. similarly, we have compared the stability of our suggested algorithm against state-of-the-art algorithms using the best and average results as metrics values, this results indicated the superiority of HCSA to other test algorithms. We believe that using of LFS improves the performance of the proposed algorithm, in particular, by its ability to avoid the stagnation of HCSA at a local optimum. As future work, it is very interesting to use the same algorithm to solve the PFP problem in other types of lattices such as the 2D and 3D triangular lattices. In addition, we can combine the cuckoo algorithm with other metaheuristics such as the Particle Swarm Optimization algorithm to solve other combinatorial optimization problems.
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