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Abstract—Slip detection plays a vital role in robotic manipulation and it has long been a challenging problem in the robotic community. In this paper, we propose a new method based on deep neural network (DNN) to detect slip. The training data is acquired by a GelSight tactile sensor and a camera mounted on a gripper when we use a robot arm to grasp and lift 94 daily objects with different grasping forces and grasping positions. The DNN is trained to classify whether a slip occurred or not. To evaluate the performance of the DNN, we test 10 unseen objects in 152 grasps. A detection accuracy as high as 88.03% is achieved. It is anticipated that the accuracy can be further improved with a larger dataset. This method is beneficial for robots to make stable grasps, which can be widely applied to automatic force control, grasping strategy selection and fine manipulation.

I. INTRODUCTION

A contact state feedback to the control system is important for many robotic manipulation tasks. Slip, a common losing-contact state, occurs when the grasp is executed with insufficient force or improper grasping strategy. Detecting slip and incipient slip can assist robots to automatically adjust the grasping force and choose an appropriate plan of action. Slip detection has a lot of applications in both industrial and service robots. It is unsurprising that people have developed many tactile sensors and methods to do slip detection in the past decades. A good review paper can be found here [1]. However, to the best of our knowledge, there is no good commercialized tactile sensor that can detect slip with high accuracy.

The GelSight sensor is an optical tactile sensor developed in 2009 [2]. Among different kinds of tactile sensors, the GelSight sensor has the advantage of high spatial resolution (640 × 480 pixels, 0.024 mm/pixel) since it uses a camera to image the contact surface. The movement of an object against the contact surface can be captured with a spatial resolution higher than that of human fingers. In addition, the displacement of the black markers on the sensor surface (Figure 1(3)) can be used to infer the normal, tangential and torsional forces. Slip happens when the texture of the object moves against the markers on the sensor surface. For objects without texture, slip can be detected by analyzing the motion of markers in the contact area. Therefore the GelSight sensor is capable of detecting slip. In our previous work [3], we measured the relative motion between the texture of the object and the markers and set a slip threshold. When the relative displacement is above the threshold, we concluded that slip happened. The method is effective in most conditions and we achieved a detecting accuracy as high as 71%. However, the challenging problem of this method is to find the threshold that performs well for objects with various shapes and weights. Furthermore, when the object barely touches the surface, the signal from the Gelsight is too weak to be used for slip detection.

Humans estimate the grasping force before lifting an unknown object and adjust the force accordingly. When slip happens, they naturally increase the force until the grasp is stable. The process is very short and the object is only slightly lifted. The lifting process is necessary since both the weight and the relative friction coefficient between the object and human fingers are important for choosing a proper grasping force. In this paper we proposed a new method to detect slip, mimicking the strategy adopted by humans. We employs a DNN with images captured by a GelSight sensor and an external camera mounted on the gripper. The external camera and the GelSight sensor act as human fingers, and the DNN is like the human brain. We perform grasping and lifting experiments with different forces and grasping positions on 84 daily objects for 1102 times to train the neural network. We use 10 new objects to test the DNN and achieve 88.03% accuracy. Our dataset is available at https://www.dropbox.com/sh/i39pjxfqiwhbu1n/AAD5FNj-k-Nt28UZ8IsVuVd4ja?dl=0
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This paper is organized as follows: in Section II, related work of slip detection and GelSight sensor is explained. In Section III, we describe the architecture of the DNN and training specifications. In Section IV, we show the experimental results and discuss what the neural network learns from the data to detect slip. Finally, we summarize the contributions of this paper and discuss potential applications of this method.

II. RELATED WORK

A. Slip detection

Slip detection is very important for robotic manipulation. In the past decades, people developed various tactile sensors to detect slip by sensing physical signals, like vibration, thermal change, normal and tangential force, acceleration and relative motion between fingertips and the object. Cotton et al. [4] proposed a thick-film piezoelectric tactile sensor to detect slip by sensing the vibration, which could be used as the fingertip of a dexterous hand. In 2000, Melchiorri [5] proposed a method, which measured the ratio of normal and shear components of the contact force and compared it to the frictional coefficient of the surface, to detect both translational and rotational slip by use of a force/torque and a tactile matrix sensor. However, the frictional coefficient of the contact surface needs to be measured in advance. Accoto et al. [6] developed a thermal slip microsensor in 2012, which is a planar gold microheater that measures temperature change in the contact surface. When slip happens, there is heat flow from the sensor to the object that will be the trigger signal. Unfortunately, it is difficult for thermal sensors to distinguish slip signal and contact signal.

The method of measuring relative motion between finger tips and the object is mainly utilized in optical based tactile sensors. In 2002, Hosoda et al. [7] built a robot hand with anthropomorphic fingertips, which was equipped with vision and tactile sensors. By training a neural network with vision and tactile data, a primitive representation of slip phenomenon was produced. The idea of combining vision and tactile information is quite similar to our work. However, their method could not distinguish slip and pressure change and a real grasping experiment was not implemented. Yuan et al. [8] proposed that by analyzing the contact condition the GelSight sensor can be used to detect slip. It is demonstrated that slip started happening from the peripheral area of the contact surface in their experiment, where the motion of the sensor surface can be visualized by the markers on it. So a larger displacement of the central marker compared to that in the peripheral area indicated slip. However, they didn’t implement any robot experiments either and the objects chosen to test had very little texture on the surface.

Calandra et al. [9] used two GelSight sensors along with an RGB camera to predict slip when picking up daily objects with a robot arm. (Note that slip prediction, which occurs at the initial grasp, is different from slip detection, which occurs as the object is being lifted). They used end-to-end deep learning and achieved prediction accuracy of 94%.

Dong et al. [3] detected slip using a GelSight sensor by combining the strategy of [8] with the method that directly measured the relative displacement between the marker and gel surface for textured objects. They tested the new method by implementing a robotic grasping and lifting experiment with 37 daily objects and 315 grasping times and got 71% accuracy. The principle of the new method was very intuitive, but involves lots of threshold tuning problems for different objects. In addition, for objects with smooth surface and small contact area with the sensor, it is challenging to detect slip of the object by only seeing the GelSight image sequences. Therefore, in this paper, we add an external camera mounted on the side of the gripper to give another cue for slip detection.

B. GelSight sensor

A GelSight sensor is a camera-based tactile sensor, which was designed to measure the fine geometry profile of the contact surface [2], [10]. GelSight sensor is mainly made up of three components: soft silicone gel with a reflective membrane, three color LEDs and a regular webcam. The silicone gel is illuminated by red, green and blue (R,G,B) light with three different directions. The deformation of the gel when contact happens is captured by the camera on top of the gel. The R, G, B values in the captured image can be used to infer the depth map of the contact surface. Li et al. [11] designed a fingertip GelSight sensor with much smaller volume, which can be used as the finger of a robot gripper. The sensor was attached to a Baxter robot hand and completed a USB insertion task. Yuan et al. [8] further improved the sensor by adding markers on the gel surface. The marker motion indicates the normal, shear, torsional force on the contact surface and can even detect incipient slip. Dong et al. [3] recently developed a new version of GelSight fingertip sensor that measures the geometry of contact surface more accurately. The new sensor was used to detect slip by analyzing the relative motion between object and gel surface and the marker motion around the contacted area. Compared to other tactile sensors, GelSight has much higher spatial resolution (640 × 480 pixels) so that any tiny change in the contact surface can be observed. A large amount of 2D data can be easily taken from a GelSight sensor.

III. MODEL DESCRIPTION

In this section, we introduce the architecture we used for the DNN, which is shown in Figure 2. For the input, the length of the image sequence we choose is eight frames. The output of the DNN is the probability of slip happening. The DNN mainly contains two parts: 1) Convolutional Neural Network (CNN) to extract features of each image and 2) Recurrent Neural Network (RNN) to compare the feature sequences and make a decision. For the CNN part, a pretrained neural network, such as VGG-16 network [12] which was trained on ImageNet [13], is used. We pair one GelSight image with one external-camera image, which are almost captured at the same time. Since we are using eight images...
At time $T(0)$, the robot arm starts to lift the toy bear. The images $I_E(t)$ $(t = -2, -1, 0, \ldots)$ in the upper row are taken by the external camera and the ones $I_G(t)$ in the second row are from a GelSight sensor. The images $\Delta I_E(t)$ and $\Delta I_G(t)$ in the third and forth row are the image difference between the images captured at time $T(t)$ and $T(-2)$, and computed as $\Delta I_E(t) = 128 + I_E(t) - I_E(-2)$ and $\Delta I_G(t) = 128 + I_G(t) - I_G(-2)$ respectively. An offset (128) is added to the image difference to ensure a positive value in each pixel.

As a sequence, eight pairs of images from two cameras are grouped as input. The 16 images are fed into the pretrained network separately, yielding 16 rows of features. Then for each pair, the two output features are concatenated into one new row. To select useful features, the pretrained network is followed by a fully-connected (FC) layer and the features are shrunk into 64 features. For the RNN part, we choose to use Long Short Term Memory networks (LSTM) [14], which is the most popular RNN architecture that can connect long term information to the present task. LSTM has been widely used to process video data [15], [16], which is also similar to our task. The 8 rows of features, which contain information of the relative motion of the object with GelSight sensor, are filled into two layers of LSTM with 64 memory units. Then a final FC layer with two outputs is added to classify a stable grasp or slip. In order to avoid overfitting, a dropout layer with the keep-probability of 50% is added after the FC layer and a dropout layer with the keep-probability of 80% is added after each LSTM layer.

It is very difficult to train such a deep neural network, especially with a relatively small dataset. So we fix the parameters in pretrained network and only train the rest of the DNN. For the trainable layers, we use random initialization and cross-entropy as the loss function. Adam optimizer [17] with $5 \times 10^{-4}$ learning rate is used in the training process. We build the neural network by using TensorFlow package, and train it on a Nvidia GeForce Titan X GPU with 12 GB memory. The batch size we choose is 160.

**IV. EXPERIMENTAL RESULT**

**A. Experimental setup and data collection**

We conduct the grasping experiment with a 6-DOFs UR5 robot arm equipped with a WSG 50 parallel gripper. One finger of the gripper is replaced by a GelSight sensor and a normal webcam is mounted on the side of the gripper. The whole setup is shown in Figure 1(1). The maximum opening distance of the gripper is 110.0 mm, which is, however, reduced to 80.0 mm because of the width of the GelSight sensor. The lifting speed of the robot arm is set to 40.0 mm/s and the gripping speed of the gripper is 10.0 mm/s.

We perform the grasping and lifting experiments on 84 daily objects. Limited by the space, only some selected objects are shown in Figure 4. Generally, the objects have different sizes, shapes, surface textures, material and weights. The widths of the objects are chosen to be smaller than the maximum opening distance of the gripper. In the experiment, firstly, a barely touching distance of the gripper for each object is measured automatically with the feedback of the GelSight sensor. Around this distance, different gripping distances are chosen to balance the number of stable grasping cases and slip cases. Each object is grasped and then lifted up slowly for 20.0 mm, which is empirically enough to detect the stability of the grasp. During the lifting process, the data are collected by the GelSight sensor and external camera with 20 Hz and 640×480 resolution.

As mentioned in Section III, a sequence of 8 successive images are used as one set of input for the DNN. To select
the image sequence we are interested in from the raw data, we set the time when the arm starts lifting as a reference time $T(0)$. The first image is chosen to be the image captured at time $T(-2)$, which is two frames before the time $T(0)$, to ensure that an image when the object is statically grasped gets included in the input sequence. Then the rest of the 7 images are successive images starting from time $T(0)$.

We conduct 1102 grasping and lifting experiments in total to train our model, which is relatively a small dataset for a neural network method. Figure 3 shows an example of the image sequence of a toy bear being lifted. The first row is the sequence $(I_E(t), t = -2, -1, 0, \ldots)$ from the external camera, and the second row is the sequence $(I_G(t))$ captured by the GelSight sensor. To increase the size of our dataset, we use a sliding window to select the 7 successive frames in different places of the whole image sequence with the stride of 1 frame, and the frames at $T(-1)$, $T(1)$, $T(2)$ and $T(3)$ are used as the beginning of the 4 newly generated image sequences. By using this method, we generate 5 pieces of data from one image sequence. Overall, we generate 5510 pieces of data, 85% of which were used for training and the other 15% were used for validation. In the dataset, both translational and rotational slip are included and the border cases (incipient slip) are categorized as slip, since it also indicates an unstable grasp.

B. Slip detection results

To evaluate the performance of the models, we use 10 objects that are not shown in the training data as test objects. As shown in Figure 5, the ten objects also have different shapes, materials and weights. Each object is grasped and lifted around 15 times, and the number of successful cases and failures cases are balanced. In total, the test objects are grasped with 152 grasps and we acquire 760 image sequences as the test data. In this section, the slip detection results of our model are presented and also some comparisons of different parameters are discussed.

We study and optimize the parameters of the DNN model in three different aspects: data formats of the input, types of pretrained CNN and combination of data sources.

**Data format** Because of the limited size of our dataset, the parameters of the CNN are fixed to be the pretrained weights on ImageNet to make the neural network trainable. The pretrained weights with ImageNet is to classify different objects, which implies that the position information of the target object in the image needs be ignored by the network. However, the relative position of the object in the image is the most useful information in the slip detection task. To overcome the problem, we create another image sequence by computing image difference between the images captured at time $T(t)$ and $T(-2)$, and define them as $\Delta E(t) = 128 + I_E(t) - I_E(-2)$ and $\Delta G(t) = 128 + I_G(t) - I_G(-2)$ respectively. The added offset (128) to the image difference is to ensure a positive value in each pixel. As shown in Figure 3 third and fourth row, the motion of the toy bear captured by the external camera and GelSight sensor is highlighted in the new sequences. The two different inputs are used to train multiple models.

**Pretrained CNN** Another parameter we tweak is the pretrained CNN model. Since the CNN is supposed to extract useful features that are helpful to the slip detection task, choosing an appropriate CNN model is important. Three popular CNN models have been tried here: VGG-16, VGG-19 and Inception-V3 [18]. All of them are used with pretrained weights on ImageNet. For the VGG-16 and VGG-19, we extract features from their layers “fc7” which have 4096 descriptions of an image. And for the Inception-V3, we get features from its layer “pool_3” which is a tensor containing the next-to-last layer containing 2048 descriptions of an image.

**Data source** There are three different combinations of the data sources: tactile-only, vision-only and tactile-vision. We train three models by using each of them as input to find out the best data source. In addition, in our previous work [3], only GelSight data was used to detect slip. We also do a comparison between the DNN training on GelSight data only and the method in [3].

The test results of the models are summarized in Table I. It is obvious that the union of tactile and vision data gives the best test accuracy regardless of the CNN type and input data format, which demonstrates that vision and tactile sensors are mutually promoted in the slip detection task. With raw image sequence as the input, the Inception-V3 model gives 88.03%
test accuracy by using vision and tactile data, which is significantly higher than those of VGG-16 (82.11%) and VGG-19 (78.55%). Considering the computational speed, a smaller DNN model is preferred in the real robotic experiments. So Inception-V3, which is a much smaller model than the other two models, is the best fit in this circumstance. Interestingly, the test accuracies of the models, which only use the vision raw image sequence as the input, are as low as around 50%, which implies that the neural network doesn’t learn any useful information. As analyzed above, one possible reason is the object position information in the image sequence gets reduced or is lost by the CNN network pretrained on ImageNet. In contrast, by using the image difference input to train the model, three much higher accuracies are achieved with all of the three DNN vision-only models. Since GelSight images look very different from natural images, the features extracted by the pretrained CNN can also be quite different. That probably explains why the performance of the models that only use the GelSight images as input are not much affected by the different input formats. Among all of the models, the best test accuracy (88.03%) is achieved by using raw image input, Inception-V3 CNN and tactile-vision data sources.

After identifying the best parameters of CNN type and data source, the most appropriate input length is inspected. A short input length will dramatically increase the processing speed, but may miss useful information. We use different lengths of input (6, 7, 8, 9 frames) to train the model and the results are summarized in Table II. With both model parameters, the length of 8 frames gives the highest test accuracy, but the results of 6 frames are also comparable. In addition, we process the same test data (only GelSight images) by using the slip detection method in [3]. The results with different input lengths, summarized in Table II, show that our models give much better results in all of the cases. Especially, the dramatical difference between the two 6-frames-input results demonstrates that our model can detect slip signals earlier than that in [3].

### C. Experimental analysis

According to the experimental results, the model combining the GelSight sensor and external camera gives much better accuracy than that of any single source model, including GelSight only model. Theoretically, the GelSight sensor is able to provide the geometrical information of the contact surface, and the marker array on its surface acts as a reference when measuring the relative displacement between the object and sensor surface. All of the characteristics of the GelSight sensor make it an excellent tool to detect slip, however, in certain circumstances, it could be very difficult to judge whether slip happens or not by only observing the GelSight images. One example selected from the training data is shown in Figure 6 and this is a slip case when a cylinder-shape rheostat with very smooth surface is lifted. The GelSight image sequence in the second row keeps repeating the same shape, which gives the illusion that the object is stable in the hand. The image difference row of GelSight images (the fourth row) only changes a bit when the sensor surface gets stretched at the lifting moment, but stays the same afterwards. So when the objects with smooth surface and same shape and appearance slip, the relative displacement cannot be reflected from the GelSight images and the stretch force is too subtle to change the marker motion in the sensor surface. This makes the slip almost impossible to detect by the GelSight sensor. However, since the rheostat is not moving with the robot hand, its positions in the external camera image sequence change, which can be clearly seen in the last three images of the third row image sequence (highlighted by a red circle). This example well explains why the tactile-vision model performs better than other single source models.

One of the most difficult parts of the slip detection task is to distinguish whether there is relative motion between object and sensor surface. Especially for GelSight sensor, the soft gel surface will get stretched by the shear force when an object gets lifted. Figure 7 shows the image sequences when a heavy metal object gets lifted. From the two image difference rows (third and fourth) in the figure, it is obvious
strategies to distinguish between slip and non-slip. which demonstrates that the network learns some effective the object results from the stretch of the gel surface. Our sensor surface shown in GelSight images. The motion of that the object is moving downwards in the lifting process. However, it is a stable grasp since there is no relative motion between the object texture and the black markers on the sensor surface shown in GelSight images. The motion of the object results from the stretch of the gel surface. Our neural network successfully classifies the grasp as stable, which demonstrates that the network learns some effective strategies to distinguish between slip and non-slip.

V. CONCLUSIONS

To summarize, we present a slip detection method by using GelSight tactile sensor and an external camera mounted on the side of the gripper without any pre-knowledge of the physical parameters of the objects. By using the image sequences captured by the two sensors when the objects begin to be lifted, we train a DNN to classify a grasp to be stable or not. We perform more than 1200 grasp experiments with 94 objects in total; 84 of them are used for training the network and we achieve 88.03% detection accuracy when testing the rest of the 10 unseen objects. We also compare our model with other models, which includes the models with single sources (GelSight sensor or external camera), and demonstrate that tactile and vision information are complementary to each other in the slip detection task. Especially for the objects with slippery and smooth surfaces, vision provides more cues than tactile. This work can be helpful to the area of automatic force adjustments, grasping strategy selection and fine manipulations. In addition, it also provides an example of a learning method to do multiple sensor fusion.
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