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Abstract. The Bures metric and the associated Bures-Hall measure is arguably the best choice for studying
the spectrum of the quantum mechanical density matrix with no apriori knowledge of the system. We investigate
the probability of a gap in the spectrum of this model, either at the bottom \([0,s]\) or at the top \((s,1]\), utilising
the connection of this Pfaffian point-process with the allied problem in the determinantal point-process of the
two-dimensional Cauchy-Laguerre bi-orthogonal polynomial system, now deformed with two variables \(s,t\). To
this end we develop new general results about Cauchy bi-orthogonal polynomial system for a more general class
of weights than the Laguerre densities: in particular a new Christoffel-Darboux formula, reproducing kernels and
differential equations for the polynomials and their associated functions. This system is most simply expressed
as rank-3 matrix variables and possesses an associated cubic bilinear form. Furthermore under specialisation
to truncated Laguerre type densities for the weight, of direct relevance to the Cauchy-Laguerre system, we
construct a closed system of constrained, nonlinear differential equations in two deformation variables \(s,t\), and
observe that the recurrence, spectral and deformation derivative structures form a compatible and integrable
triplet of Lax equations.

1. Volume Measures of Quantum States

We address an outstanding problem of the volume measures for bi-partite, mixed quantum systems with
system and environment dimensions \(m,n\), \(n > m\) respectively and having no additional symmetries. In 1998
Michael Hall \([23]\) posed the question "What statistical ensemble corresponds to minimal prior knowledge about a
quantum state?". That a statistical question was framed here is recognition of the fact that the dimensionality
of the Hilbert spaces grows exponentially with the number of qubits, or whatever the fundamental units are, and
consequently the complexity of computing the relative volumes of different class of quantum states. Furthermore
in \([24]\) it is observed "There is no question that random entangled states are far easier to understand than all
entangled states.", where they studied mixed-state measures induced by taking the partial trace over a larger
system. From a somewhat different perspective Aubrun posed the related question "Is a random state entangled"
in \([3]\).

In addition the question of a typical state has independent interest for other reasons such as those studies
addressing violations of the Bell inequalities for random pure states \([2]\), and how often is a random quantum
state \(k\)-entangled? \([44]\). And the answer to this question has many significance for applications such as the
construction of quantum circuits \([33]\). Bounds on the entanglement within a qudit subsystem of a larger pure
state and with averages formed from sampling taken over the larger one were studied in \([27]\).

Our object of interest is the quantum mechanical density matrix \(\rho\) with the properties: (i) a complex
Hermitian \(m \times m\) matrix \(\rho = \rho^\dagger\), (ii) of unit trace \(\text{Tr}\rho = 1\) and (iii) being positive definite \(\rho > 0\), i.e.
\[\forall |\psi\rangle \in \mathbb{C}^m, \langle \psi | \rho | \psi\rangle > 0.\] In particular we will focus on the spectrum of the density matrix \(\{\rho_j\}_{j=1}^n\), \(0 \leq \rho_j \leq 1\),
The Bures-distance $d^2_{BS}(\rho_A, \rho_B) = \text{Tr}((\rho_A - \rho_B)^2)$, and which has the joint probability density function for the eigenvalues

$$\mathcal{P}(\rho_1, \ldots, \rho_m) = \frac{1}{C_m} \sum_{\substack{i=1 \text{ to } m \text{ and } \rho_i = 1 \text{ and } \rho_j \leq 1 \text{ for all } j}} \prod_{1 \leq j < k \leq m} (\rho_k - \rho_j)^2.$$  

The Hilbert-Schmidt metric leads directly to the fixed trace $\beta = 2$ Laguerre Ensemble [31].

It has become clear, following the work of Fubini [21], Study [42], Bures [15], Uhlmann [45],[46],[47] and collaborators [25],[26],[18] and Hall [23] that the answer to Hall’s question is the Bures-Hall measure. One can find syntheses of these developments from a random matrix perspective in [48],[40],[49],[41]. The Fubini-Study metric on projective Hilbert space $\mathbb{C}P^n$ starts with homogenous co-ordinates for $\mathbb{C}^{m+1}$, $Z = [Z_0, Z_1, \ldots, Z_m] \in \mathbb{C}^{m+1} \setminus \{0\}$, and the standard Hermitian metric on $\mathbb{C}^{m+1}$, $ds^2 = dZ_0 \otimes d\bar{Z}_0 + \ldots + dZ_m \otimes d\bar{Z}_m$, and transforming to affine co-ordinates for $\mathbb{C}^{m+1}$, $z_j = \frac{Z_j}{Z_0}$, $j = 1, \ldots, m$ in co-ordinate patch $U_0 = \{Z_0 \neq 0\}$, one deduces the squared distance $ds^2 = \sum_{j,k=1}^m g_{j,k} dz_j \otimes d\bar{z}_k$ with the metric tensor

$$g_{j,k} = \frac{1}{1 + |z|^2} \delta_{j,k} - \frac{1}{(1 + |z|^2)^2} \frac{z_j z_k}{\bar{z}_j \bar{z}_k}.$$  

The Bures-distance [15] is given by

$$d^2_{BH}(\rho_A, \rho_B) = 2 - 2Tr(\sqrt{\rho_A \rho_B \sqrt{\rho_A}})$$

whose joint probability density function for the eigenvalues was found by Hübner [25], Hall [23]

$$\mathcal{P}(\rho_1, \ldots, \rho_m) = \frac{1}{C_m} \prod_{j=1}^m \rho_j^{-1/2} \times \prod_{1 \leq j < k \leq m} (\frac{\rho_k - \rho_j}{\rho_k + \rho_j})^2, \quad \rho_j \in [0, 1].$$

Here the normalisation is

$$C_m = \frac{2^{-m(m-1)/2} \pi^{m/2}}{\Gamma(m/2)} \prod_{i=1}^m i.$$  

The Bures-Hall (B-H) measure distinguishes itself from others in satisfying all four requirements: being Riemannian [18]; monotone [36]; Fubini-Study adjusted [45] and Fisher adjusted [36]. A general background to the geometry of quantum states and the metrics relevant here can be found in [7], while a review of random matrix techniques in quantum information theory is given in [17]. The Bures-Hall measure is a structureless measure in that it only depends on the total dimension of the Hilbert space and not on the tensor product structure. Some physically motivated ensembles of structured random states have been studied in [56] - see also [34] for a matrix-model realisation of the Bures-Hall measure.

The application of ideas from convex geometry, where the relative volumes of separable or entangled states are often expressed as bounds, can be found in the works [43],[54],[55],[5] and this approach features prominently in the recent monograph [4]. The quantum systems are Hilbert spaces of tensor products of $N$ qubit or qudit.
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\[ s = 1 - \frac{m}{m-1} \cdot \frac{1}{m-2} \ldots \]. Finally at \( t = 1 \) the simplex is wholly contained within the cube and \( Z^{B-HFT} = 1 \). Thus the asymptotic behaviour of \( Z^{B-HFT}(t) \) for \( m \to \infty \) and \( t \to 0^+ \) is recording the contributions made from maximally mixed states.

The primary object studied with our methods will be the Cauchy-Laguerre two matrix model (C-L2M) and its associated bi-orthogonal polynomial system because of a key identity which connects this to the unit-trace states, i.e. the H-S metric, was explored in [28] and the gap probability corresponding to (1.4) from \( a = -1/2 \) to \( a = n - m - 1/2 \).

In contrast we study a generalised gap-probability here, which is a refined local statistic of the density matrix spectrum, in particular of the extreme eigenvalues. One specialisation of this generalised gap probability (see (2.5))\(^1\) is the multivariate integral over the Bures-Hall fixed trace ensemble (B-HFT)

\[ Z^{B-HFT}(t; m, a) := \frac{1}{C^{B-HFT}(m, a)} \frac{1}{m!} \int_0^t d\rho_1 \ldots \int_0^t d\rho_m \ \delta\left( \sum_{j=1}^m \rho_j - 1 \right) \prod_{1 \leq j < k \leq m} \frac{(\rho_k - \rho_j)^2}{(\rho_k + \rho_j)^2} \prod_{j=1}^m \rho_j^a, \]

with a cut-off value \( 0 < t \). To see how our statistic relates to the problem formulated above consider the following: this statistic is formed from the integral over the simplexes of the positive orthant intersecting with the hypercube \([0,t]^m\). Initially \( Z^{B-HFT} \) remains at a plateau of zero as \( t \) increases from zero until the first threshold is reached at \( t = \frac{1}{m} \) (the body-diagonal of the cube passes through the simplex), and the first piece-wise contribution is made to the integral rising from zero, followed by a cascade of thresholds when lower-dimensional faces pass through the simplex and each makes additional piece-wise contributions at \( t = \frac{1}{m-1} \), \( \frac{1}{m-2} \), \ldots . Finally at \( t = 1 \) the simplex is wholly contained within the cube and \( Z^{B-HFT} = 1 \). Thus the asymptotic behaviour of \( Z^{B-HFT}(t) \) for \( m \to \infty \) and \( t \to 0^+ \) is recording the contributions made from maximally mixed states.

The primary object studied with our methods will be the Cauchy-Laguerre two matrix model (C-L2M) and its associated bi-orthogonal polynomial system because of a key identity which connects this to the unit-trace Bures-Hall ensemble via an unconstrained trace version of the latter. The Cauchy-Laguerre two matrix model has a joint eigenvalue PDF in two sets (or species) of eigenvalues \( x_j \in \mathbb{R}_+, j = 1, \ldots m \) and \( y_j \in \mathbb{R}_+, j = 1, \ldots m \)

\[ P^{C-L2M}(x_1, \ldots, x_m; y_1, \ldots, y_m) = \frac{1}{C^{C-L2M}(m, a, b)(m!)^2} \prod_{j=1}^m x_j^a y_j^b e^{-x_j} e^{-y_j} \]

\[ = \prod_{1 \leq j < k \leq m} \frac{(x_k - x_j)(y_k - y_j)}{(x_j + y_j)} \prod_{1 \leq j < k \leq m} (x_k - x_j)(y_k - y_j), \]

and the gap probability corresponding to (1.2) is the \( t = s, b = a + 1 \) specialisation (see (2.18) for the full generating function) of

\[ Z^{C-L2M}(s; t; m, a, b) := \int_0^s dx_1 \ldots \int_0^s dx_m \int_0^t dy_1 \ldots \int_0^t dy_m \ P^{C-L2M}(x_1, \ldots, x_m; y_1, \ldots, y_m), \]

where \( s, t \in \mathbb{R}_+ \) are the gap cutoffs. When \( s = t = \infty \) the statistic reduces to the undeformed case.

\[ ^1 \text{This generalises (1.1) from } a = -1/2 \text{ to } a = n - m - 1/2. \]
The undeformed Cauchy-Laguerre bi-orthogonal system, i.e. when the support is $\mathbb{R}_+^2$, was initially formulated as a matrix model in the early literature [8], and subsequently the bi-orthogonal polynomials and the four kernels were shown to have explicit evaluations as Meijer-G functions [11]. Intermediate between these two works the Cauchy bi-orthogonal system in a general setting was investigated [9] and a number of foundational results were established. This latter work will be our starting point. Our goal will be to derive a closed system of partial differential equations with respect to $s, t$ which uniquely characterise this statistic.

Previous work on a specialisation of the above gap probability, that of $[\xi^m, \psi^m]Z_{\text{C-L2M}}$, only reported numerical evaluations [11] of $Z_{\text{C-L2M}}$ versus $s, t$, where this was recast as a Fredholm determinant defined by integral operators with kernels constructed from Meijer-G functions, and computed using the algorithm of Bornemann [13]. In [29] the authors treated a different deformation of the Cauchy two matrix model where the univariate weights $w_1(x), w_2(y)$ (both equal, as they only considered the symmetric case) acquired an extra factor $e^{xt}$ with a deformation variable $t$ with the support remaining as $\mathbb{R}_+^2$. They identified the C-Toda lattice and CKP hierarchy as the integrable system characterising the dynamics but made no connection with isomonodromic deformations.

The authors of [10] applied a nonlinear steepest descent method to a class of $3 \times 3$ Riemann-Hilbert problems introduced in connection with the Cauchy two-matrix random model. However this work is not directly relevant in the deformed case as the support for the bi-orthogonal system is $\mathbb{R}_+^2$, even though the two equilibrium measures were supported on an arbitrary number of intervals. They solved the Riemann-Hilbert problem for the outer parametrix in terms of sections of a spinorial line bundle on a three-sheeted Riemann surface of arbitrary genus and established strong asymptotic results for the Cauchy biorthogonal polynomials.

A further generalisation in another direction to the one we consider here, but parallel to that of the Muttalib-Borodin ensembles, was pursued in [20], where the second Vandermonde factor in (1.3) is replaced by a $\theta$ extension $\prod_{1 \leq j < k \leq m}(x_k^\theta - x_j^\theta)(y_k^\theta - y_j^\theta)$ for $\text{Re}(\theta) > 0$. Again the support is $\mathbb{R}_+^2$, and now the evaluations of the bi-orthogonal polynomials and kernels generalise to Fox H-functions.

Our key results are expressed in the form of a closed set of fundamental coupled, first-order non-linear differential equations, given in Prop. 4.12, 4.13, 4.14 and 4.15, and subject to constraints given in Prop. 4.11. This set is fundamental in the sense that any other derivative can be computed from members of this set. All of §4.3 can be considered as our summary. We consider our results as a preliminary step towards understanding the distribution of the spectral edges of the density matrix and the dynamical system characterising this, and have deferred a number of logically compelling tasks as these are non-trivial exercises in themselves, and beyond the scope of the current work. Since the results of our work may not be adequately summarised in cursory way we present an overall plan of the logic behind our central theme in the following algorithmic form:
The sequential layout of our manuscript is as follows:

**§2:** We begin by defining the generalised gap probability for the unit-trace Bures-Hall ensemble and employ a Laplace transform relating it to an unconstrained ensemble. In a second step we relate the Pfaffian point process of this unconstrained Bures-Hall ensemble to the determinantal point process of the Cauchy-Laguerre two matrix model via the identity of Forrester-Kieburg [19]. Then we construct the explicit Bi-moment matrices for the Pfaffian and determinantal formulae of the generalised gap probabilities for the unconstrained Bures-Hall ensemble and the Cauchy-Laguerre two matrix model.

**§3:** Our first part treats the Cauchy Bi-orthogonal system of polynomials \( \{ P_n(x), Q_n(y) \}_{n=0}^{\infty} \) for general classes of weights, building on the foundations of [9]. We recall basic definitions and results such as the rank-one moment relation, the two recurrence relations, the multiplication operators, the Stieltjes and
associated functions corresponding to the bi-orthogonal polynomials forming a rank-3 matrix system and their transfer matrices. We proceed by defining reproducing and related kernels and derive a new and simple Christoffel-Darboux formulae for these. From this point we construct spectral differential equations for the polynomials and associated functions, thereby defining spectral Lax matrices. Linking relations between the transfer matrices and the Lax matrices of the $P$ and $Q$ systems are studied and their invariants found. Using these two novel ingredients we can explicitly connect the Lax matrices for the $P$ and $Q$ sub-systems which hitherto have been parallel yet uncoupled structures.

§4: In the second part we specialise our univariate weight factors to Laguerre densities and to the Cauchy-Laguerre bi-orthogonal system of polynomials, which introduces two deformation variables $s,t$. In this setting we derive the spectral $x,y$ and deformation $s,t$ derivatives of the polynomials, associated functions and coefficients from first principles, thus giving the spectral Lax matrices and the two deformation Lax matrices in explicit rational $x,y$ form for the $P,Q$ system. All the Lax matrices are given in terms of polynomials and the first associated functions evaluated at the finite, regular singular points $x = \pm s, y = \pm t$. In addition we derive a number of relations linking auxiliary coefficients, recurrence relation coefficients and evaluated polynomials and associated functions. We write down all the invariants of the Lax matrices and the closed system of constrained dynamics as coupled, first order nonlinear differential equations. In conclusion we verify compatibility of these structures and the integrable nature of the system.

2. Definitions and Conventions for the Bures-Hall Fixed Trace Ensemble and Unconstrained Ensemble

2.1. Bures-Hall Fixed Trace Ensemble. The joint probability density function (JPDF) of the density matrix eigenvalues or Schmidt values $\rho_1, \ldots, \rho_m \in \mathbb{R}_+$ of the Bures-Hall fixed trace ensemble (B-HFT) $m \geq 1, \Re(a) > -1, \text{and trace } r > 0$ is

\[
\mathcal{P}^\text{B-HFT}(\rho_1, \ldots, \rho_m) = \frac{1}{C^\text{B-HFT}(m,a)m!} \sum_{j=1}^{m} \rho_j^{-r} \prod_{1 \leq j < k \leq m} (\rho_k - \rho_j)^2 \prod_{j=1}^{m} \rho_j^{a},
\]

The exponent introduced here is related to the model parameters by $a = n - m - \frac{1}{2}$.

There are two points to note here. Firstly the “fixed” trace will not be unity but taken as variable for reasons that will become clear later. Secondly that the support of $\rho_j$ is often taken to be $\mathbb{R}_+ := [0, \infty)$ for convenience rather than the strict interval $0 \leq \rho_j \leq r$, where this is permissible for the existence of the relevant integral.

The normalisation of the B-HFT JPDF is defined as a variation of that given in [40], see Eq. (3.11), $\Re(\alpha) > \frac{1}{2}, \Re(\beta) > 0, a = \alpha - \frac{3}{2}$

\[
C^\text{B-HFT}(m,a,\beta) = \frac{1}{m!} \int_0^\infty d\rho_1 \cdots \int_0^\infty d\rho_m \delta\left(\sum_{j=1}^{m} \rho_j - 1\right) \prod_{1 \leq j < k \leq m} (\rho_k - \rho_j)^{\beta} \prod_{j=1}^{m} \rho_j^{a - \frac{3}{2}},
\]

and its evaluation given in Eq. (5.14) of [40]

\[
C^\text{B-HFT}(m,a,\beta) = \frac{\pi^{m/2} \Gamma(2m(2\alpha - 1 + (m - 1)\beta/2))}{m! (\frac{1}{2}m(2\alpha - 1 + (m - 1)\beta/2))} \prod_{j=1}^{m} \frac{\Gamma(1 + j\beta/2)\Gamma(2\alpha - 1 + (m - j)\beta/2)}{\Gamma(1 + \beta/2)\Gamma(\alpha + (m - j)\beta/2)}.
\]
Consequently in our case the normalisation of (2.1) for $\beta = 2$ is

\begin{equation}
C_{B-HFT}^{(m,a)}(m,a) = \frac{\pi^{m/2}2^{-m(2a+m)}}{m!\Gamma\left(\frac{1}{2}m(2a+m+1)\right)} \frac{\Gamma(j+1)\Gamma(2a+j+1)}{\Gamma(a+j+\frac{1}{2})}.
\end{equation}

Having introduced some key concepts we are in a position for define a gap probability.

**Definition 2.1.** The generalised gap probability for the B-HFT ensemble, or the generating function thereof, is defined to be

\begin{equation}
Z_{B-HFT}^{(m,a)}(t; m, a, r, \xi) := \frac{1}{C_{B-HFT}^{(m,a)}} \frac{1}{m!} \left(\int_{0}^{\infty} - \xi \int_{t}^{\infty} \right) d\rho_{1} \ldots \left(\int_{0}^{\infty} - \xi \int_{t}^{\infty} \right) d\rho_{m} \delta\left(\sum_{j=1}^{m} \rho_{j} - r\right) \prod_{1 \leq j < k \leq m} \frac{(\rho_{k} - \rho_{j})^{2}}{(\rho_{k} + \rho_{j})} \prod_{j=1}^{m} \rho_{j}^{a},
\end{equation}

for the cut-off value is $0 < t < \infty$ and the generating function variable is $\xi$ and is taken as an indeterminate, possibly complex. We have written the upper terminals of the integrals as $\infty$ for subsequent convenience but in fact the support of the integrand is bounded due to the trace condition. The definition (2.5) corresponds to the normalisation integral formula with the weight function $w(\rho) = \rho^{\alpha}$ replaced by the piecewise weight $w(\rho) = (1 - \xi\chi_{\rho>t})\rho^{\alpha}$.

**Remark 2.1.** From this definition we note the following.

(i) $Z_{B-HFT}^{(m,a)}$ is a polynomial of degree $m$ in $\xi$.

(ii) When $\xi = 0$ there is no dependence on $t$ and $Z_{B-HFT}^{(m,a)} = 1$.

(iii) When $\xi = 1$ and $r = 1$ then $Z_{B-HFT}^{(m,a)}$ is the probability that no eigenvalues are contained in the interval $[t, \infty)$

\begin{equation}
Z_{B-HFT}^{(m,a)}(t; m, a, 1, 1) := \frac{1}{C_{B-HFT}^{(m,a)}} \frac{1}{m!} \int_{0}^{t} d\rho_{1} \ldots \int_{t}^{\infty} d\rho_{m} \delta\left(\sum_{j=1}^{m} \rho_{j} - 1\right) \prod_{1 \leq j < k \leq m} \frac{(\rho_{k} - \rho_{j})^{2}}{(\rho_{k} + \rho_{j})} \prod_{j=1}^{m} \rho_{j}^{a}.
\end{equation}

Furthermore as $0 < t$ increases $Z_{B-HFT}^{(m,a)}$ monotonically increases from zero to unity. This the reason for choosing the normalisation in (2.5).

(iv) When $r = 1$ then coefficient of the leading monomial in $\xi$ of $Z_{B-HFT}^{(m,a)}$ is the probability that no eigenvalues are contained in the interval $[0, t)$

\begin{equation}
[\xi^{m}]Z_{B-HFT}^{(m,a)}(t; m, a, 1, \xi) := \frac{1}{C_{B-HFT}^{(m,a)}} \frac{(-1)^{m}}{m!} \int_{0}^{\infty} d\rho_{1} \ldots \int_{t}^{\infty} d\rho_{m} \delta\left(\sum_{j=1}^{m} \rho_{j} - 1\right) \prod_{1 \leq j < k \leq m} \frac{(\rho_{k} - \rho_{j})^{2}}{(\rho_{k} + \rho_{j})} \prod_{j=1}^{m} \rho_{j}^{a}.
\end{equation}

In this case as $0 < t$ increases $Z_{B-HFT}^{(m,a)}$ monotonically decreases from unity to zero.

(v) The coefficient of intermediate monomials in $\xi$ give the conditional probability that a fixed number of eigenvalues $k$ lie in $[0, t]$ and the remainder $m - k$ lie in $[t, \infty)$, up to a combinatorial factor of $\binom{m}{k}$.

**2.2. Unconstrained Bures-Hall Ensemble.**

\textsuperscript{2}A better terminology would be "Pfaffian Cauchy-Laguerre".
The joint probability density function (JPDF) of the eigenvalues \( x_1, \ldots, x_m \in \mathbb{R}_+ \) of the unconstrained Bures-Hall ensemble (UB-H) \( m \geq 1, \Re(a) > -1 \) is
\[
P^{\text{UB-H}}(x_1, \ldots, x_m) = \frac{1}{C^{\text{UB-H}}(m,a)m!} \prod_{1 \leq j < k \leq m} \frac{(x_k - x_j)^2}{(x_k + x_j)} \prod_{j=1}^m x_j^a e^{-x_j}.
\]

The normalisation for (2.8) is defined by, see Eq. (3.1) of [19],
\[
C^{\text{UB-H}}(m,a) = \frac{1}{m!} \int_0^\infty dx_1 \ldots \int_0^\infty dx_m \prod_{1 \leq j < k \leq m} \frac{(x_k - x_j)^2}{(x_k + x_j)} \prod_{j=1}^m x_j^a e^{-x_j}, \quad x_1, \ldots, x_m \in \mathbb{R}_+,
\]
and has the evaluation
\[
C^{\text{UB-H}}(m,a) = \pi^{m/2} m! 2^{-m(2a+m)} \prod_{j=1}^m \frac{\Gamma(j) \Gamma(2a+j+1)}{\Gamma(a+j+\frac{1}{2})}.
\]

The definition of a gap probability for the UB-H ensemble can be made along similar lines to that of B-HFT.

**Definition 2.2.** The generalised gap probability for the UB-H ensemble, or the generating function thereof, is defined to be
\[
Z^{\text{UB-H}}(s; m, a, \xi) := \frac{1}{C^{\text{UB-H}}(m,a)} \frac{1}{m!} \left( \int_0^\infty -\xi \int_s^\infty \right) dx_1 \ldots \left( \int_0^\infty -\xi \int_s^\infty \right) dx_m \prod_{1 \leq j < k \leq m} \frac{(x_k - x_j)^2}{(x_k + x_j)} \prod_{j=1}^m x_j^a e^{-x_j},
\]
with a cut-off value \( 0 < s < \infty \) and the generating function variable is \( \xi \) and is taken as an indeterminate, possibly complex. The definition (2.11) corresponds to the normalisation integral formula with the weight function \( w(x) = x^a e^{-x} \) replaced by the piecewise weight \( w(x) = (1 - \xi \chi_{s>x}) x^a e^{-x} \).

From the above definition we can make essentially the same notes as we did for the B-HFT ensemble. At this point we can relate the two generating functions (GF) defined in definitions 2.1 and 2.2. We use the notational conventions
\[
F(s) := \mathcal{L}[f(r); s] := \int_0^\infty dr e^{-sr} f(r), \quad \Re(s) > c,
\]
for some \( c > 0 \) and \( f(r) = O(r^b) \) as \( r \to 0^+ \) for \( \Re(b) > -1 \) to ensure the existence of the integral and its inverse
\[
f(r) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} ds e^{sr} F(s) =: \mathcal{L}^{-1}[F(s); r].
\]

**Proposition 2.1.** Let \( \Re(s) > 0 \). The Bures-Hall fixed trace generating function \( Z^{\text{B-HFT}}(t; m, a, r, \xi) \) is given by the inverse Laplace transform of the unconstrained Bures-Hall generating function \( Z^{\text{UB-H}}(s; m, a, \xi) \)
\[
Z^{\text{B-HFT}}(t; m, a, r, \xi) = \frac{C^{\text{UB-H}}(m,a)}{C^{\text{B-HFT}}(m,a)} \mathcal{L}^{-1}[s^{-m(m+2a+1)/2} Z^{\text{UB-H}}(st; m, a, \xi); r],
\]
which serves as our principal formula for the fixed trace generating function upon setting \( r = 1 \).

**Proof.** The Laplace transform of (2.5) with respect to the trace variable \( r \) can be exchanged with the \( \rho_1, \ldots, \rho_m \) integrals due to the absolute and uniform convergence of any pair of integrals. The only integration required here is of the Dirac measure. If \( \Re(s) > 0 \) then we make a change of variables \( x_j = s \rho_j \) and the integrand factors into an algebraic factor \( s^{-m(m+2a+1)/2} \) and the integrand of the unconstrained Bures-Hall ensemble. The non-trivial aspect is that the deformation variable gets mapped \( t \mapsto st \). \( \square \)
2.3. Cauchy-Laguerre Two-Matrix Ensemble. Our second key linkage is to employ the relation of the unconstrained Bures-Hall ensemble, which is a Pfaffian point process, with a specialisation of the Cauchy-Laguerre two-matrix ensemble, a determinantal point process. The first observation of this relation was made in [8] and systematically resolved in [19]. To begin with we recall some essential knowledge of this ensemble.

The JPDF of the two sets of eigenvalues $x_1, \ldots, x_m \in \mathbb{R}^+$ and $y_1, \ldots, y_m \in \mathbb{R}^+$ of the Cauchy-Laguerre two-matrix ensemble (C-L2M) $m \geq 1$, $\Re(a), \Re(b) > -1$ is

$$P_{\text{C-L2M}}(x_1, \ldots, x_m, y_1, \ldots, y_m) = \frac{1}{C_{\text{C-L2M}}(m, a, b)(m!)^2} \prod_{j=1}^{m} x_j^a e^{-x_j} y_j^b e^{-y_j} \times \frac{\prod_{1 \leq j < k \leq m} (x_k - x_j)(y_k - y_j)}{\prod_{1 \leq j, k \leq m} (x_j + y_k)} \prod_{1 \leq j < k \leq m} (x_k - x_j)(y_k - y_j).$$

The normalisation for (2.15) is defined by,

$$C_{\text{C-L2M}}(m, a, b) = \frac{1}{(m!)^2} \int_0^\infty dx_1 \ldots \int_0^\infty dx_m \int_0^\infty dy_1 \ldots \int_0^\infty dy_m \prod_{j=1}^{m} x_j^a e^{-x_j} y_j^b e^{-y_j} \times \frac{\prod_{1 \leq j < k \leq m} (x_k - x_j)(y_k - y_j)}{\prod_{1 \leq j, k \leq m} (x_j + y_k)} \prod_{1 \leq j < k \leq m} (x_k - x_j)(y_k - y_j),$$

see [8], [9], and has the evaluation from Eq. (2.5) of [20]

$$C_{\text{C-L2M}}(m, a, b) = \left( \prod_{j=1}^{m-1} \int_0^\infty x^j \right) \prod_{k=0}^{m-1} \Gamma(a + 1 + k) \Gamma(b + 1 + k) \prod_{j=1}^{m} \frac{(a + b - 1 + j)!}{(m + a + b - 1 + j)!}.$$

The definition of a gap probability for the C-L2M ensemble will be made along similar lines to that of UB-H ensemble.

**Definition 2.3.** The generalised gap probability for the C-L2M ensemble, or the generating function thereof, is defined to be

$$Z_{\text{C-L2M}}(s, t; m, a, b; \xi, \psi) := \frac{1}{C_{\text{C-L2M}}(m, a, b)} \left( \prod_{j=1}^{m} x_j^a e^{-x_j} y_j^b e^{-y_j} \frac{\prod_{1 \leq j < k \leq m} (x_k - x_j)(y_k - y_j)}{\prod_{1 \leq j, k \leq m} (x_j + y_k)} \prod_{1 \leq j < k \leq m} (x_k - x_j)(y_k - y_j),

for the cut-off values of $0 < s, t < \infty$ and the generating function variables are $\xi, \psi$ and are taken as indeterminates, possibly complex. The definition (2.18) corresponds to the normalisation integral formula with the weight function $w(x, y) = x^a e^{-x} y^b e^{-y}$ replaced by the piecewise weight $w(x, y) = (1 - \xi x > s)(1 - \psi y > t)x^a e^{-x} y^b e^{-y}$.

The final step in our linkage is via the result in [19].

**Proposition 2.2** ([19], Eq. (3.11)). The unconstrained Bures-Hall generating function is related to the Cauchy-Laguerre two matrix model generating function by

$$(Z_{\text{UB-H}}(s; m, a, \xi))^2 = 2^m Z_{\text{C-L2M}}(s, s; m, a + 1, \xi, \xi).$$
Proof: The proof in Prop. 1 and Cor. 2 of [19] applies in our situation as the partition functions are defined with densities, denoted there as \( \alpha(z, z \in \mathbb{F}_{+} \), which can be piece-wise continuous as are our weights \( w_1(x) = (1 - \xi_{x > s})x^ae^{-x}, w_2(y) = (1 - \psi_{y > t})y^be^{-y} \). The logic of their proof follows through unaltered. \( \square \)

2.4. Bi-moments, Determinant and Pfaffian Structures for finite, fixed \( m \). We adopt the standard definition of the incomplete gamma function \( \Gamma(a, z) \) as per Eq. 8.2.E2 of [37]. In addition we require the definition of a two-variable extension to the upper, incomplete gamma function.

**Definition 2.4.** Let \( x \in \mathbb{C}\{(-\infty, 0], y \in \mathbb{C}\{(-\infty, -x] \) and \( \text{Re}(a) > -1 \). Then define \( \Gamma_2 \) by

\[
\Gamma_2(a; x, y) := \int_x^\infty \, du \, e^{-u^a(u + y)}^{-1}.
\]

The properties of \( \Gamma_2 \) include:

(i) \( \Gamma_2(a; x, 0) = \Gamma(x) \),

(ii) \( \Gamma_2(a; 0, y) = \Gamma(1 + a)y^{-a}e^{-y}\Gamma(-a, y) \),

(iii) Shift up in the exponent \( \Gamma_2(a + 1; x, y) + y\Gamma_2(a; x, y) = \Gamma(1 + a, x) \),

(iv) Derivative with respect to \( x \)

\[
\partial_x \Gamma_2(a; x, y) = -x^a e^{-x}(x + y)^{-1},
\]

(v) Derivative with respect to \( y \)

\[
\partial_y \Gamma_2(a; x, y) = \frac{a + y}{y} \Gamma_2(a; x, y) - \frac{a}{y} \Gamma(a, x) - x^ae^{-x}(x + y)^{-1}.
\]

The piece-wise discontinuous bi-variate weight is

\[
w(x, y; s, t) = (1 - \xi_{x > s}x^a e^{-x})(1 - \psi_{y > t}y^b e^{-y}),
\]

and the bi-moments \( M_{j,k} \) are defined by

\[
M_{j,k}(s, t; a, b; \xi, \psi) := \left( \int_0^\infty -\xi \int_s^\infty dx \right) \left( \int_0^\psi -\psi \int_t^\infty dy \right) \frac{1}{x + y} x^{a+j} y^{b+k} e^{-x-y}.
\]

A key representation of the C-L2M generating function is as a determinant of the foregoing moments.

**Proposition 2.3.** The Cauchy-Laguerre two matrix model generating function is also given by the bi-moment determinant \( m \geq 1 \)

\[
Z_{C-L2M}(s, t; m, a, b; \xi, \psi) = \frac{1}{C_{C-L2M}(m, a, b)} \det (M_{j,k})_{j,k=0}^{m-1},
\]

where \( s, t > 0, a, b > -1, j, k \geq 0, \xi, \psi \in \mathbb{C} \).

Properties of the bi-moments:

(i) \( x \leftrightarrow y \) species exchange along with their associated parameters

\[
M_{k,j}(t, s; a; \psi, \xi) = M_{j,k}(s, t; a; \xi, \psi)
\]

(ii) \( M_{j,k}(s, t; a; \xi, \psi) \) is a function of sums \( a + j, b + k \) only. Therefore we often discuss the abbreviation

\[
M_{j,k}(s, t; a; \xi, \psi) = M_{0,0}(s, t; a + j, b + k; \xi, \psi) =: M(s, t; a + j, b + k; \xi, \psi).
\]
(iii) The key structural relation which holds for the bi-moment matrix due to the Cauchy kernel independently of the weight itself, so long as all moments exist $M_{j,k} < \infty$, $j, k = 0, \ldots, \infty$, is

\begin{equation}
M_{j+1,k} + M_{j,k+1} = [\Gamma(a+j+1) - \xi \Gamma(a+j+1, s)] [\Gamma(b+k+1) - \psi \Gamma(b+k+1, t)].
\end{equation}

i.e. a factorisation into a product of row and column dependent factors.

(iv) A special case is

\begin{equation}
M_{j,k}(0; a, b; \xi, \psi) = (1 - \xi)(1 - \psi)M_{j,k}(s, t; a, b; 0, 0) = (1 - \xi)(1 - \psi) \frac{\Gamma(a+j+1)\Gamma(b+k+1)}{a+b+j+k+1},
\end{equation}

(v) A limiting case, as $s, t \to \infty$, independently of $\xi, \psi$

\begin{equation}
M_{j,k}(s, t; a, b; \xi, \psi) \to \frac{\Gamma(a+j+1)\Gamma(b+k+1)}{a+b+j+k+1}
\end{equation}

Another consequence of the semi-classical character of the weight (2.24) is that the spectral $x, y$ derivatives satisfy linear differential relations

\begin{equation}
x \partial_x w = (a-x)w - \xi e^{-x-y}x a^j y b^k \delta_{x-s}(1 - \psi \chi_{x>y}),
\end{equation}

\begin{equation}
y \partial_y w = (b-y)w - \psi e^{-x-y}x a^j y b^k \delta_{y-t}(1 - \xi \chi_{x>s}).
\end{equation}

Lemma 2.1. The bi-moments $M_{j,k}$ for $j, k \geq 0$ satisfy two identities

\begin{equation}
\int_0^\infty \int_0^\infty \frac{dx dy}{(x+y)^2} w(x,y)x^{j+1}y^k = (j+1+a)M_{j,k} - \xi s^{a+j+1}e^{-s} \int_0^\infty (1 - \psi \chi_{y>t}) \frac{dy}{s+y} e^{-y} b^{k+1},
\end{equation}

and

\begin{equation}
\int_0^\infty \int_0^\infty \frac{dx dy}{(x+y)^2} w(x,y)x^{j+1}y^k = (k+1+b)M_{j,k} - \psi t^{b+j+1}e^{-t} \int_0^\infty (1 - \xi \chi_{x>s}) \frac{dx}{x+t} e^{-x} a^{j+1}.
\end{equation}

Proof. The first follows from (2.32) and the second from (2.33). □

The following result is the extension of Eq. (4.1) [11] for the basic evaluation of the Cauchy-Laguerre moment.

Proposition 2.4. The parameters $\alpha_n, \beta_n$ are given by

\begin{equation}
\alpha_n = [\Gamma(a+n+1) - \xi \Gamma(a+n+1, s)], \quad \beta_n = [\Gamma(b+n+1) - \psi \Gamma(b+n+1, t)].
\end{equation}

The bi-moment matrix elements are given by

\begin{equation}
(a+b+1)M(s, t; a, b; \xi, \psi) = [\Gamma(a+1) - \xi \Gamma(a+1, s)] [\Gamma(b+1) - \psi \Gamma(b+1, t)]
\end{equation}

\begin{equation}
+ \xi s^{a+1}e^{-s} \Gamma(b+1) e^{s} a^{b} \Gamma(-b, s) - \psi \Gamma_{2}(b; t, s)] + \psi t^{b+1}e^{-t} \Gamma(a+1) e^{t} a^{b} \Gamma(-a, t) - \xi \Gamma_{2}(a; s, t),
\end{equation}

where $\Gamma(a, x)$ is the standard upper incomplete Gamma function, see Eq. (8.6.4) of [37], and $\Gamma_{2}(a; x, y)$ is a two variable extension defined by (2.20).

Proof. This follows by combining (2.34) and (2.35) with (2.29). □

Another consequence of the semi-classical character of the weight (2.24) is that the deformation $s, t$ derivatives also satisfy linear differential relations

\begin{equation}
\partial_s w = \xi \delta_{x-s}(1 - \psi \chi_{y>t}) e^{-x-y} x^a y^b,
\end{equation}

\begin{equation}
\partial_t w = \psi \delta_{y-t}(1 - \xi \chi_{x>s}) e^{-x-y} x^a y^b.
\end{equation}
Proposition 2.5. The bi-moments satisfy the pair of linear third order PDEs in the deformation variables $s, t$

\begin{align*}
&\left[ s \partial_s + s - a \right] (s + t) \partial_s \partial_t M = 0, \\
&\left[ t \partial_t + t - b \right] (s + t) \partial_s \partial_t M = 0.
\end{align*}

Proof. We note that $M(s, t; a, b; \xi, \psi)$ satisfies

\begin{align*}
\partial_s M &= \xi s^a e^{-s} \left( \int_0^\infty -\psi \int_t^\infty \frac{dy}{s + y} y^b e^{-y} \right), \\
\partial_t M &= \psi t^b e^{-t} \left( \int_0^\infty -\xi \int_s^\infty \frac{dx}{x + t} x^a e^{-x} \right),
\end{align*}

and thus

\begin{align*}
\partial_s \partial_t M &= \xi \psi s^a t^b e^{-s - t}.
\end{align*}

The left differential factors in (2.40), (2.41) arise as the annihilators of the univariate densities. □

Adapting the results in [19] we have a Pfaffian representation of the unconstrained B-H generating function.

Proposition 2.6. The unconstrained Bures-Hall generating function can be written as

\begin{align*}
Z^{\text{UB-H}}(s; m, a; \xi) &= \pm \frac{m!}{C_{\text{UB-H}}(m, a)} \text{Pf} \left( M^{\text{UB-H}}_{j,k} \right)_{0 \leq j, k \leq m-1},
\end{align*}

if $m$ is even and

\begin{align*}
Z^{\text{UB-H}}(s; m, a; \xi) &= \pm \frac{m!}{C_{\text{UB-H}}(m, a)} \text{Pf} \left( \begin{array}{c}
(0) \\
(-m^0_{j})_{0 \leq j \leq m-1} \\
(m^0_{j})_{0 \leq j \leq m-1}
\end{array} \right),
\end{align*}

if $m$ is odd. The matrix elements are given by

\begin{align*}
m^{\text{UB-H}}_j &= \Gamma(a + 1 + j) - \xi \Gamma(a + 1 + j, s),
\end{align*}

and

\begin{align*}
M^{\text{UB-H}}_{j,k} &= (j - k) \left[ \Gamma(a + 1 + j) - \xi \Gamma(a + 1 + j, s) \right] \left[ \Gamma(a + 1 + k) - \xi \Gamma(a + 1 + k, s) \right] \\
&\quad + 2\xi s^{a+2+j+k} \left[ \Gamma(a + 2 + j) \Gamma(-a - 1 - j, s) - \Gamma(a + 2 + k) \Gamma(-a - 1 - k, s) \right] \\
&\quad + 2\xi^2 e^{-s} \left[ s^{a+1+j} \Gamma(a + 1 + k, s) - s^{a+1+k} \Gamma(a + 1 + j, s) + s^{a+2+k} \Gamma_2(a + j; s, s) - s^{a+2+j} \Gamma_2(a + k; s, s) \right].
\end{align*}

Proof. The Pfaffian structures follow immediately from Eq. (A.3) and (A.4) of [19] and the matrix elements from Eq. (A.5) of this work along with the evaluation (2.37). □

3. Bi-orthogonal Polynomials, Recurrence Relations and Christoffel-Darboux Formulae in the General Setting

In this section we are going to lay-out the essential results for the bi-orthogonal polynomial system for the C-L2M ensemble but do this in the most general setting possible rather than un-necessarily specialise. A lot of the earlier results do carry over and we will briefly recall these in our notation, however we are obliged to complete the picture when certain explicit details are missing. For general densities $w_1(x), w_2(y)$ with supports
In $S_1 \times S_2 \subset \mathbb{R}_+^2$, we consider the Cauchy ensemble with the product form $w(x, y) = w_1(x)w_2(y)$ as per (we switch notation henceforth, $m \mapsto n$)

\[
P^C(x_1, \ldots, x_n; y_1, \ldots, y_n) = \frac{1}{Z_n(n)!^2} \prod_{j=1}^n w_1(x_j)w_2(y_j) \times \prod_{1 \leq j < k \leq n} (x_j - x_k)(y_k - y_j) / \prod_{1 \leq j \leq n} (x_j + y_j).
\]

Thus the only coupling of the two one-dimensional systems is through the Cauchy kernel.

As before the bi-moments $M_{j,k}$ are defined by, and we require existence of all members,

\[
M_{j,k} = \int_{S_1 \times S_2} dx dy \frac{w(x, y)}{x + y} x^j y^k < \infty, \quad \forall j, k \geq 0.
\]

The Cauchy bi-orthogonal system with respect to the above weight function consists of two sequences of normalised bi-orthogonal polynomials $\{P_n(x), Q_n(y)\}_{n=0}^\infty$ satisfying the orthogonality relation

\[
\langle P_m, Q_n \rangle = \delta_{m,n}, \quad P_n = S_n x^n + \Pi_{n-1}[x], \quad Q_n(y) = S_n y^n + \Pi_{n-1}[y],
\]

with leading coefficients indicated. The monic polynomials $\{p_n(x), q_n(y)\}_{n=0}^\infty$ of the system are related via

\[
P_n(x) = \frac{1}{\sqrt{h_n}} p_n(x), \quad Q_n(y) = \frac{1}{\sqrt{h_n}} q_n(y),
\]

where the monic norm and leading coefficient are related by

\[
h_n = \frac{1}{S_n} = \frac{Z_{n+1}^C}{Z_n^C}.
\]

In [9] several kernels are defined, and we will define the first of the analogous reproducing kernels here as

\[
K_{n,0}^0(x, y) := \sum_{l=0}^n P_l(x)Q_l(y).
\]

Note that this differs slightly from the conventional definitions used in random matrix theory. The three basic properties that this kernel satisfies are: the normalisation

\[
\int_{S_1 \times S_2} dx dy \frac{w(x, y)}{x + y} K_{n,0}^0(x, y) = n + 1,
\]

the reproducing property for any polynomials $p(x) \in \Pi_n[x], q(y) \in \Pi_n[y]$

\[
\int_{S_1 \times S_2} du dv \frac{w(u, v)}{u + v} p(u)K_{n,0}^0(x, v) = p(x), \quad \int_{S_1 \times S_2} du dv \frac{w(u, v)}{u + v} K_{n,0}^0(u, y)q(v) = q(y),
\]

\[
\int_{S_1 \times S_2} dx dy \frac{w(x, y)}{x + y} K_{n,0}^0(x, y) = \frac{1}{Z_n^C}.
\]
and as a projection operator

\begin{equation}
(3.11) \quad \int_{S_1 \times S_2} \frac{dudv}{u + v} w(u,v) K_n^{0,0}(x,v) K_n^{0,0}(u, y) = K_n^{0,0}(x, y).
\end{equation}

Subsequent definitions of the other kernels follow at the beginning of §3.4, see (3.95), (3.96) and (3.97).

In addition to the determinantal formula (3.3) we will find that every aspect of the bi-orthogonal system will have determinantal representations involving bordered bi-moment matrices. Our first example is also a well-known result,

\begin{equation}
(3.12) \quad p_n(x) = \frac{1}{Z_n} \det \left( (M_{j,k})^{0 \leq j \leq n} \right) \left( (x^j)^{0 \leq j \leq n} \right), \quad q_n(y) = \frac{1}{Z_n} \det \left( (M_{j,k})^{0 \leq j \leq n-1} \left( (y^k)^{0 \leq k \leq n} \right) \right).
\end{equation}

This result demonstrates that a necessary condition for the existence of the bi-orthogonal system is that the norm \( h_n \) or the partition functions \( Z_n^C \) should be non-vanishing \( n \geq 0 \) and using Cramer’s rules for solving the linear system for the polynomial coefficients shows this to be sufficient. The kernel has the bordered bi-moment representation

\begin{equation}
(3.13) \quad K_n(x, y) = -\frac{1}{Z_{n+1}} \det \left( (M_{j,k})^{0 \leq j \leq n} \right) \left( (x^j)^{0 \leq j \leq n} \right).
\end{equation}

Furthermore we define averages for symmetric functions of the eigenvalues \( f(x_1, \ldots, x_n; y_1, \ldots, y_n) \) via the JPDF (3.1) by

\begin{equation}
(3.14) \quad \mathcal{I}_n[f(x, y)] := \int_{\mathbb{R}^n_+ \times \mathbb{R}^n_+} d^n x d^n y \ p^C(x_1, \ldots, x_n; y_1, \ldots, y_n) f(x_1, \ldots, x_n; y_1, \ldots, y_n).
\end{equation}

All our examples will be products over the eigenvalues \( f(x_1, \ldots, x_n) g(y_1, \ldots, y_n) = \prod_{j=1}^n f(x_j) g(y_k) \) and the averages possess the normalisation \( \mathcal{I}_n[1] = 1 \). It is a straightforward task to show that both polynomials can also be expressed as averages of characteristic polynomials within the two matrix model by

\begin{equation}
(3.15) \quad p_n(u) = \mathcal{I}_n[[u - x]], \quad q_n(v) = \mathcal{I}_n[[v - y]].
\end{equation}

A simple method to derive these latter results will be given in the proof of Prop. 3.7. Furthermore the kernel can be expressed as the eigenvalue JPDF average of the product of two characteristic polynomials

\begin{equation}
(3.16) \quad K_n^{0,0}(x, y) = \frac{1}{h_n} \mathcal{I}_n[[u - x][v - y]].
\end{equation}

3.1. **Recurrence Relations.** We define the semi-infinite vectors of monomials and polynomials by

\begin{equation}
(3.17) \quad x^T = (1, x, x^2, \ldots) \quad y^T = (1, y, y^2, \ldots)
\end{equation}

\begin{equation}
(3.18) \quad P^T = (P_0(x), P_1(x), P_2(x), \ldots) \quad Q^T = (Q_0(y), Q_1(y), Q_2(y), \ldots).
\end{equation}

We have the lower triangular matrices \( S = (S_{n,j})_{n,j \geq 0} \), \( T = (T_{n,j})_{n,j \geq 0} \) relating these bases via

\begin{equation}
(3.19) \quad P = S x, \quad Q = T y,
\end{equation}

and the factorisation of the inverse Gram matrix \( M = (M_{j,k})_{j,k \geq 0} \) utilising this

\begin{equation}
(3.20) \quad T^T S = M^{-1}.
\end{equation}
Proposition 3.1 ([9]). Let two sequences of univariate moments be defined as $j \geq 0$

\begin{equation}
\alpha_j := \int_{S_1} dx \, w_1(x) x^j, \quad \beta_j := \int_{S_2} dy \, w_2(y) y^j.
\end{equation}

A key identity, which we call the Cauchy relation because it follows directly from the Cauchy kernel, for the bi-moments is the rank-1 condition

\begin{equation}
M_{j+1,k} + M_{j,k+1} = \alpha_j \beta_k.
\end{equation}

Any three of the data sets \( \{\alpha_l\}_{l=0}^\infty \), \( \{\beta_l\}_{l=0}^\infty \), \( \{M_{l,0}\}_{l=0}^\infty \), \( \{M_{0,l}\}_{l=0}^\infty \) are algebraically independent and uniquely defines the whole moment data set through (3.22). The above four sets are subject to the relation

\begin{equation}
M_{0,l+1} + (-1)^l M_{l+1,0} + \sum_{j=0}^l (-1)^{j+1} \alpha_j \beta_{l-j} = 0, \quad l \geq 0.
\end{equation}

The Cauchy identity stamps a structure on the bi-moment matrix which is the extension of Hankel \( M_{j+1,k} = M_{j,k+1} \) and Toeplitz \( M_{j,k} = M_{j+1,k+1} \) structures in orthogonal or complex bi-orthogonal systems. Let the semi-infinite shift-matrix be denoted \( \Lambda = (\delta_{j+1,k})_{j,k \geq 0} \). In matrix form identity (3.22) reads as a rank-one condition

\begin{equation}
\Lambda M + M \Lambda^T = \alpha \otimes \beta^T.
\end{equation}

The spectral multiplication for both sets of polynomials define the lower Hessenberg matrices \( X, Y \)

\begin{equation}
xP = XP, \quad yQ^T = Q^T Y^T,
\end{equation}

and which have the factorisations

\begin{equation}
X = S \Lambda S^{-1}, \quad Y = T \Lambda T^{-1}.
\end{equation}

The rank-one relation then can be rewritten as

\begin{equation}
X + Y^T = \pi \otimes \eta^T,
\end{equation}

where \( \pi = S \alpha, \eta = T \beta \). Alternatively these new parameters can be defined by, \( j \geq 0 \)

\begin{equation}
\pi_j := \int_{S_1} dx \, w_1(x) P_j(x), \quad \eta_j := \int_{S_2} dy \, w_2(y) Q_j(y).
\end{equation}

The three leading diagonals of the multiplication operators \( X, Y, j-k \in \{-1, 0, 1\} \) will feature prominently in what follows. The remaining components of these matrices are related via row relations linking the sub-diagonal \( j - k = 2 \) case to those on the left

\begin{equation}
X_{j,k+1} = \frac{\eta_{k+1}}{\eta_0} X_{j,0}, \quad j \geq k + 3; \quad Y_{j,k+1} = \frac{\pi_{k+1}}{\pi_0} Y_{j,0}, \quad j \geq k + 3,
\end{equation}

or via column relations linking the sub-diagonal \( j - k = 2 \) case to those below

\begin{equation}
X_{j+1,k} = \frac{\pi_{j+1}}{\pi_{k+2}} X_{k+2,k}, \quad j \geq k + 2; \quad Y_{j+1,k} = \frac{\eta_{j+1}}{\eta_{k+2}} Y_{k+2,k}, \quad j \geq k + 2.
\end{equation}

Collecting all these results we can state in summary.
Proposition 3.2. The multiplication operators $X, Y$ have the evaluations along the leading diagonals
\[
\begin{align*}
    j - k &= -1 \quad X_{n,n+1} = \frac{S_n}{S_{n+1}}, \quad Y_{n,n+1} = \frac{S_n}{S_{n+1}}, \\
    j - k &= 0 \quad X_{n,n} = \pi_n\eta_n - \langle P_n, yQ_n \rangle, \quad Y_{n,n} = \pi_n\eta_n - \langle xP_n, Q_n \rangle, \\
    j - k &= 1 \quad X_{n,n-1} = \pi_n\eta_{n-1} - \frac{S_n}{S_{n-1}}, \quad Y_{n,n-1} = \pi_n\eta_{n-1} - \frac{S_n}{S_{n-1}}, \\
    j - k &\geq 2 \quad X_{j,k} = \pi_j\eta_k, \quad Y_{j,k} = \pi_k\eta_j.
\end{align*}
\]

\[
(3.31)
\]

Proof. We express that matrix element $X_{n,j} = \langle xP_n, Q_j \rangle = \pi_n\eta_j - \langle P_n, yQ_j \rangle$ as a determinant using (3.12) and note that few, if any, of elements of the bottom row are non-zero. Those that are non-zero have simple evaluations except for $j = n$, which we will encounter subsequently. \qed

Definition 3.1. We will spell out a set of conditions, which we denote as generic conditions, to ensure the validity of subsequent statements:
- Finite moments, $M_{j,k} < \infty$ for all $j, k \geq 0$,
- Non-vanishing moment determinants or tau-functions, $Z_n^C \neq 0$ for all $n \geq 0$, and
- Non-vanishing auxiliary coefficients, $\pi_n, \eta_n \neq 0$ for all $n \geq 0$.

Definition 3.2. Let the univariate moment sequences $\pi_n, \eta_n$ be non-vanishing for all $n \geq 0$, and the diagonal matrices be constructed $D_\pi = \text{diag}(\pi), D_\eta = \text{diag}(\eta)$. Then it is possible to define the following difference operators
\[
\hat{L} := (\Lambda - 1)D_\pi^{-1}, \quad \hat{\Lambda} := D_\eta^{-1}(\Lambda^T - 1),
\]
which are the left and right annihilators of $\pi, \eta^T$ respectively. Written in terms of components $\hat{L}, \hat{\Lambda}$ have upper and lower bi-diagonal structures respectively
\[
(\hat{L})_{j,k} = \frac{1}{\pi_{k+1}}\delta_{j+1,k} - \frac{1}{\pi_k}\delta_{j,k}, \quad (\hat{\Lambda})_{j,k} = \frac{1}{\eta_{k+1}}\delta_{j,k+1} - \frac{1}{\eta_k}\delta_{j,k}.
\]

If we further require finite moments $\pi_n, \eta_n < \infty$ for all $n \geq 0$ then their inverses exist which means that $\hat{L}^{-1}, \hat{\Lambda}^{-1}$ are summation operators with upper and lower triangular structures respectively
\[
(\hat{L}^{-1})_{j,k} = \begin{cases} -\pi_k & j \leq k \\ 0 & j > k \end{cases}, \quad (\hat{\Lambda}^{-1})_{j,k} = \begin{cases} -\eta_k & j \geq k \\ 0 & j < k \end{cases}.
\]

One can then deduce recurrence relations for the bi-orthogonal polynomials in the form
\[
x\hat{L}P = \hat{A}P, \quad y\hat{\Lambda}^TQ = \hat{B}Q,
\]
where
\[
\hat{A} := \hat{L}X = \left(\frac{X_{j+1,k} - X_{j,k}}{\pi_{j+1} - \pi_j}\right)_{j,k \geq 0}, \quad \hat{B} := \hat{\Lambda}Y = \left(\frac{Y_{j+1,k} - Y_{j,k}}{\eta_{j+1} - \eta_j}\right)_{j,k \geq 0},
\]
\[
(3.36)
\]
\[
\hat{A} := XL = \left(\frac{X_{j,k+1} - X_{j,k}}{\pi_{j} - \eta_k}\right)_{j,k \geq 0}, \quad \hat{B} := \hat{\Lambda}^TY = \left(\frac{Y_{j,k+1} - Y_{j,k}}{\eta_{j} - \eta_k}\right)_{j,k \geq 0}.
\]

(3.37)

All of the foregoing developments show that the results of [9] continue to hold in our general setting, subject to the stated conditions, and consequently the bi-orthogonal polynomial system satisfies two parallel recurrence relations.
Proposition 3.3 ([9]). Let the coefficients \( \pi_n, \eta_n \) be non-vanishing for all \( n \geq 0 \), and the norms \( h_n \) or \( Z^C \) similarly be non-vanishing. The bi-orthogonal polynomials \( P_n(x) \), \( Q_n(y) \) defined by the general orthogonality condition (3.5) satisfy uncoupled, third-order scalar recurrence relations of the form

\[
\begin{align*}
(3.38) & \quad x \left( \frac{1}{\pi_{n+1}} P_{n+1} - \frac{1}{\pi_n} P_n \right) = r_{n,2} P_{n+2} + r_{n,1} P_{n+1} + r_{n,0} P_n + r_{n,-1} P_{n-1}, \\
(3.39) & \quad y \left( \frac{1}{\eta_{n+1}} Q_{n+1} - \frac{1}{\eta_n} Q_n \right) = s_{n,2} Q_{n+2} + s_{n,1} Q_{n+1} + s_{n,0} Q_n + s_{n,-1} Q_{n-1}.
\end{align*}
\]

Proof. From the relation \( S_{n+1} = \pi_{n+1} S_{n+2} r_{n,2} \) it is clear that \( \pi_{n+1}, S_{n+1} \neq 0, \infty \) for the recurrence system (3.38) to be solved in the forward direction.

Remark 3.1. Explicit evaluations for the coefficients \( \pi_n, \eta_n, r_{n,j}, s_{n,j} \) are given in Theorem 2.1 of [53] for the base Cauchy-Laguerre system when \( s = t = 0, \xi = \psi = 0 \) as rational functions of \( n, a, b \) for \( a, b, a+b > -2 \). We give further details of this case in §3.6.

Remark 3.2. The sequence of four recurrence coefficients are algebraically independent \( \{r_{n,2}, r_{n,1}, r_{n,0}, r_{n,-1}\} \). From the four leading diagonals of matrix \( X \) we have the recurrence coefficients

\[
\begin{align*}
(3.40) & \quad r_{n,2} = \frac{X_{n+1,n+2}}{\pi_{n+1}} = \frac{S_{n+1}}{S_{n+2} \pi_{n+1}}, \\
(3.41) & \quad r_{n,1} = \frac{X_{n+1,n+1}}{\pi_{n+1}} - \frac{X_{n,n+1}}{\pi_n} = \frac{Y_{n+1,n}}{\pi_n} - \frac{Y_{n+1,n+1}}{\pi_{n+1}}, \\
(3.42) & \quad r_{n,0} = \frac{X_{n+1,n}}{\pi_{n+1}} - \frac{X_{n,n}}{\pi_n} = \frac{Y_{n,n}}{\pi_n} - \frac{Y_{n,n+1}}{\pi_{n+1}}, \\
(3.43) & \quad r_{n,-1} = \frac{X_{n+1,n-1}}{\pi_{n+1}} - \frac{X_{n,n-1}}{\pi_n} = \frac{S_{n-1}}{S_{n} \pi_n}.
\end{align*}
\]

Alternatively one has

\[
\begin{align*}
(3.44) & \quad \frac{X_{n+1,n+2}}{\pi_{n+1}} = r_{n,2} \left( \frac{X_{n+1,n+1}}{\pi_{n+1}} \right) = r_{n-1,2} + r_{n-1,1} + \frac{X_{n+1,n}}{\pi_{n+1}} = r_{n-2,2} + r_{n-1,1} + r_{n,0}, \\
(3.45) & \quad \frac{X_{n+1,n-1}}{\pi_{n+1}} = r_{n-3,2} + r_{n-2,1} + r_{n-1,0} + r_{n,-1}.
\end{align*}
\]

Symmetric statements can be made for the \( Q \)-recurrence coefficients and matrix \( Y \) and from this we deduce relations for the \( s_{n,k} \) coefficients of the \( Q \) polynomials system in terms of the \( r_{n,k} \) coefficients

\[
\begin{align*}
(3.46) & \quad s_{n,2} = \frac{Y_{n+1,n+2}}{\eta_{n+1}} = \frac{S_{n+1}}{S_{n+2} \eta_{n+1}} = \frac{\pi_{n+1} \eta_{n+1} y_{n,2}}{\pi_n x_{n,2}}, \\
(3.47) & \quad s_{n,1} = \frac{Y_{n+1,n+1}}{\eta_{n+1}} - \frac{Y_{n,n+1}}{\eta_n} = \frac{X_{n+1,n}}{\eta_n} - \frac{X_{n,n+1}}{\eta_{n+1}} = \frac{\pi_{n+1}}{\eta_{n+1}} \left[ r_{n-2,2} + r_{n-1,1} + r_{n,0} \right] - \frac{\pi_n}{\eta_n} \left[ r_{n-1,2} + r_{n,1} \right], \\
(3.48) & \quad s_{n,0} = \frac{Y_{n+1,n}}{\eta_{n+1}} - \frac{Y_{n,n}}{\eta_n} = \frac{X_{n,n}}{\eta_n} - \frac{X_{n,n+1}}{\eta_{n+1}} = \frac{\pi_{n+1}}{\eta_n} \left[ r_{n-2,2} + r_{n-1,1} \right] - \frac{\pi_{n}}{\eta_{n+1}} r_{n-1,2}.
\end{align*}
\]
Remark 3.3. Given knowledge of the recurrence relation and the \( \pi, \eta \) coefficients one can set up the linear system of equations for the polynomial coefficients \( S_{j,k}, 0 \leq k \leq j \) in the monomial basis as a recursive system of first inhomogeneous difference equations, all with identical homogeneous parts

\[
\begin{align*}
(3.50) & \quad k = n + 2 : \quad \frac{1}{\pi_{n+1}} S_{n+1,n+1} - r_{n,2} S_{n+2,n+2} = 0, \\
(3.51) & \quad k = n + 1 : \quad \frac{1}{\pi_{n+1}} S_{n+1,n} - r_{n,2} S_{n+2,n+1} = \frac{1}{\pi_n} S_{n,n} + r_{n,1} S_{n+1,n+1}, \\
(3.52) & \quad k = n : \quad \frac{1}{\pi_{n+1}} S_{n+1,n-1} - r_{n,2} S_{n+2,n} = \frac{1}{\pi_n} S_{n,n-1} + r_{n,1} S_{n+1,n} + r_{n,0} S_{n,n}, \\
(3.53) & \quad 1 \leq k \leq n - 1 : \quad \frac{1}{\pi_{n+1}} S_{n+1,k-1} - r_{n,2} S_{n+2,k} = \frac{1}{\pi_n} S_{n,k-1} + r_{n,1} S_{n+1,k} + r_{n,0} S_{n,k} + r_{n,-1} S_{n-1,k}.
\end{align*}
\]

Clearly this is only possible if \( \pi_{n+1} r_{n,2} \neq 0, \infty \). By convention the initial values of the recurrence coefficients are set at \( r_{-2,2} = 0, r_{-1,2} = S_0/\eta_0 S_1 \), \( r_{0,2} = S_1/\eta_1 S_2 \), \( r_{-1,1} = M_{1,0}/\eta_0 M_{0,0} \). One can readily solve these to generate a finite set of leading polynomial coefficients: \( S_{n+1,n+1} = S_{n+1} \) and

\[
\begin{align*}
(3.55) & \quad \frac{S_{n+1,n}}{S_{n+1}} = - \sum_{l=0}^{n} X_{l,l}, \\
(3.56) & \quad \frac{S_{n+1,n-1}}{S_{n+1}} = \sum_{l=1}^{n} S_{l-1} \left( \frac{S_{l-1}}{S_l} - \pi_{l} \eta_{l-1} \right) + \sum_{l=1}^{n} X_{l,l} \sum_{m=0}^{l-1} X_{m,m}.
\end{align*}
\]

In [9] the notion of a pair of \textit{intertwined} polynomials was introduced and here we develop a more complete description of this notion consisting of two pairs of such polynomials.

**Definition 3.3.** Let the following polynomial pair sequences be defined using the difference operators \( \tilde{L}, \tilde{\mathcal{L}} \), which we denote as "down" and "up" respectively,

\[
\begin{align*}
(3.57) & \quad \tilde{P} := \tilde{L} P, \quad \tilde{Q}^T := Q^T \tilde{L}^{-1} \\
(3.58) & \quad \hat{P} := \tilde{\mathcal{L}}^{-1} P, \quad \hat{Q}^T := Q^T \tilde{\mathcal{L}}.
\end{align*}
\]

**Proposition 3.4** ([9]). The two pairs of intertwined polynomials satisfy the following properties:

(i) They are orthonormal pairs \( \langle \tilde{P}, \tilde{Q}^T \rangle = \langle \hat{P}, \hat{Q}^T \rangle = 1 \),

(ii) They are related with the pair \( P, Q \) via the component-wise relations

\[
\begin{align*}
(3.59) & \quad \tilde{P}_n(x) = \frac{1}{\pi_{n+1}} P_{n+1}(x) - \frac{1}{\pi_n} P_n(x), \quad \tilde{Q}_n(y) = - \sum_{j=0}^{n} \pi_j Q_j(y), \\
(3.60) & \quad \hat{P}_n(x) = - \sum_{k=0}^{n} \eta_k P_k(x), \quad \hat{Q}_n(y) = \frac{1}{\eta_{n+1}} Q_{n+1}(y) - \frac{1}{\eta_n} Q_n(y).
\end{align*}
\]
(iii) These can be inverted under generic conditions by

\[
\frac{1}{\pi_n} P_n(x) = \sum_{j=0}^{n-1} \hat{P}_j(x), \quad \pi_n Q_n(y) = \hat{Q}_{n-1}(y) - \hat{Q}_n(y),
\]

\[
\eta_n P_n(x) = \hat{P}_{n-1}(x) - \hat{P}_n(x), \quad \frac{1}{\eta_n} Q_n(y) = \sum_{k=0}^{n-1} \hat{Q}_k(y),
\]

Alternative characterising relations for \( \hat{P}_n(x), \hat{Q}_n(y) \) are via univariate reproducing relations

\[
\hat{P}_n(x) = -\int_{S_2} dy w_2(y) K_{n,0}^0(x, y), \quad \hat{Q}_n(y) = -\int_{S_1} dx w_1(x) K_{n,0}^0(x, y).
\]

### 3.2. Stieltjes Functions.

Our picture of the bi-orthogonal system is not complete, however, without additional essential components to the polynomial sequences themselves. Firstly we require analogues of the Stieltjes functions and in this case three types will arise. In our definitions and usage here we will depart from [9] however the correspondences between ours and theirs will be simple.

To start with we define the univariate Stieltjes transforms.

**Definition 3.4.** We define the first univariate transform

\[
f_1(z) := \int_{S_1} dx \frac{w_1(x)}{z - x}, \quad z \in \mathbb{C} \setminus S_1,
\]

\[
f_2(z) := \int_{S_2} dy \frac{w_2(y)}{z - y}, \quad z \in \mathbb{C} \setminus S_2.
\]

In addition we require the cross transforms of these Stieltjes transforms themselves, which are constructed from the ones above but with their domains reflected to the interval \((-\infty, 0]\) and using the other univariate density.

**Definition 3.5.** We define the second type of univariate transform

\[
g_1(z) := -\int_{S_1} dx \frac{w_1(x)}{z - x} f_2(-x) = \int_{S_1 \times S_2} dxdy \frac{w(x, y)}{x + y} \frac{1}{z - x}, \quad z \in \mathbb{C} \setminus S_1,
\]

\[
g_2(z) := -\int_{S_2} dy \frac{w_2(y)}{z - y} f_1(-y) = \int_{S_1 \times S_2} dxdy \frac{w(x, y)}{x + y} \frac{1}{z - y}, \quad z \in \mathbb{C} \setminus S_2.
\]

These four functions are not independent because of the relation

\[
g_2(z) + g_1(-z) = -f_1(-z)f_2(z),
\]

as noted in Eq. (5.2) of [9], and which is another consequence of (3.22).

**Remark 3.4.** Another important transform of the weight is the symmetric bi-variate one

\[
G(u, v) = \int_{S_1 \times S_2} dxdy \frac{w(x, y)}{x + y} \frac{1}{(u - x)(v - y)},
\]

which is a natural object because it is the formal generating function about \((u, v) = (\infty, \infty)\) for the bi-moments

\[
G(u, v) = \sum_{j \geq 0} \sum_{k \geq 0} u^{-j-1} v^{-k-1} M_{j,k}.
\]

However this is simply recovered from the ones defined above through the relations

\[(u + v)G(u, v) = g_2(v) - g_2(-u) + f_1(u)f_2(v) - f_1(u)f_2(-u) = g_1(u) - g_1(-v) + f_1(u)f_2(v) - f_1(-v)f_2(v).\]
The analytical character of the Stieltjes functions with respect to \( z \in \mathbb{C} \) in their expansions about \( z = \infty \) is important from many perspectives, including their role as generating functions for quantities already introduced: the \( f_1, f_2 \) set have the expansions

\[
f_1(z) = \sum_{l \geq 0} \alpha_l z^{-l-1}, \quad f_2(z) = \sum_{l \geq 0} \beta_l z^{-l-1},
\]

and the \( g_1, g_2 \) set have the expansions

\[
g_1(z) = \sum_{l \geq 0} M_{l,0} z^{-l-1}, \quad g_2(z) = \sum_{l \geq 0} M_{0,l} z^{-l-1}.
\]

### 3.3. Associated Polynomials and Functions

A second set of companion functions to the bi-orthogonal polynomials is required as the third order recurrence relations require another two independent solutions in order to furnish a full set of three fundamental solutions. As a stepping stone to this goal one can consider the following definition of \((n - 1)\)-th degree polynomial solutions to (3.38), (3.39) but displaced one step down, \( n \mapsto n - 1 \), namely the associated polynomials of the first type

\[
\tilde{P}_{n-1}^{(1)}(z) := \int_{S_1} dx w_1(x) \frac{P_n(z) - P_n(x)}{z - x}, \quad \tilde{Q}_{n-1}^{(1)}(z) := \int_{S_2} dy w_2(y) \frac{Q_n(z) - Q_n(y)}{z - y},
\]

which parallels the definitions (3.64), (3.65). What is implied by these latter definitions are in fact appropriate ones for associated functions of the first type, of \( n \)-th order

\[
P_n^{(1)}(z) := \int_{S_1} dx \frac{w_1(x)}{z - x} P_n(x),
\]

\[
Q_n^{(1)}(z) := \int_{S_2} dy \frac{w_2(y)}{z - y} Q_n(y),
\]

because of the key relations

\[
P_n^{(1)}(z) = f_1(z) P_n(z) - \tilde{P}_{n-1}^{(1)}(z), \quad Q_n^{(1)}(z) = f_2(z) Q_n(z) - \tilde{Q}_{n-1}^{(1)}(z).
\]

Finally we need the cross transforms of these functions, again in parallel to the earlier definitions (3.66) and (3.67), and we have the associated functions of the second type

\[
P_n^{(2)}(z) := \int_{S_1 \times S_2} dx dy \frac{w(x, y)}{x + y} \frac{P_n(x)}{z - x},
\]

\[
Q_n^{(2)}(z) := \int_{S_1 \times S_2} dx dy \frac{w(x, y)}{x + y} \frac{Q_n(y)}{z - y},
\]

In analogy with the first pair of associated functions we can define their associated polynomials of the second type

\[
\tilde{P}_{n-1}^{(2)}(z) := \int_{S_1 \times S_2} dx dy \frac{w(x, y)}{x + y} \frac{P_n(z) - P_n(x)}{z - x}, \quad \tilde{Q}_{n-1}^{(2)}(z) := \int_{S_1 \times S_2} dx dy \frac{w(x, y)}{x + y} \frac{Q_n(z) - Q_n(y)}{z - y},
\]

and their inter-relations

\[
P_n^{(2)}(z) = g_1(z) P_n(z) - \tilde{P}_{n-1}^{(2)}(z), \quad Q_n^{(2)}(z) = g_2(z) Q_n(z) - \tilde{Q}_{n-1}^{(2)}(z).
\]

**Proposition 3.5.** The associated functions \( P_n^{(1)}, P_n^{(2)} \) and the \( Q_n^{(1)}, Q_n^{(2)} \) satisfy the recurrence relations (3.38) and (3.39) respectively.
Thus we have a matrix system of first order recurrences

\[
K \text{ where the transfer matrices } K_n \text{ and } L_n \text{ take the forms}
\]

\[
K_n = \begin{pmatrix}
\frac{x}{\pi_n} & \frac{-r_n}{\pi_{n+1} \pi_{n+2}} & \frac{r_n}{\pi_{n+1} \pi_{n+2}} & \frac{-r_n}{\pi_{n+1} \pi_{n+2}} & \frac{r_n}{\pi_{n+1} \pi_{n+2}} \\
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
\end{pmatrix}
\]

\[
L_n = \begin{pmatrix}
\frac{y}{\pi_{n+1} \pi_{n+2}} & \frac{-s_n}{\pi_{n+1} \pi_{n+2}} & \frac{s_n}{\pi_{n+1} \pi_{n+2}} & \frac{-s_n}{\pi_{n+1} \pi_{n+2}} & \frac{s_n}{\pi_{n+1} \pi_{n+2}} \\
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
\end{pmatrix}
\]

**Proposition 3.6.** In addition to the conditions \( S_n \neq 0 \), \( \pi_n \neq 0 \) for all \( n \geq 0 \), let \( \alpha_0 M_{0,0} \neq \alpha_0 M_{1,0} \) and \( \beta_1 M_{0,0} \neq \beta_0 M_{0,1} \). Then \( P_n(x), P_n^{(1)}(x), P_n^{(2)}(x) \) are a fundamental set of solutions to (3.38) and correspondingly \( Q_n(x), Q_n^{(1)}(x), Q_n^{(2)}(x) \) are a fundamental set of solutions to (3.39). Their respective Casoratians, for \( n \geq 2 \), are given by

\[
\text{det } P_n = (-1)^{n-1} \pi_n \frac{S_{n+1}}{S_{n-1}}, \quad \text{det } Q_n = (-1)^{n-1} \eta_n \frac{S_{n+1}}{S_{n-1}}.
\]
Proof. We give the proof for the case of $\det P_n$ only as the treatment of $Q_n$ is identical. Taking the determinant of (3.83) we get the first order recurrence relation
\[
\det P_{n+1} = -\frac{\pi_{n+1}}{\pi_n} \frac{S_{n+2}S_{n-1}}{S_{n+1}S_n} \det P_n,
\]
which is immediately solved. Furthermore we note the initial value is given by
\[
\det P_1 = \int_{S_1} dx_1 \frac{w_1(x_1)}{x - x_1} \int_{S_1 \times S_2} dx_2 dy_2 \frac{w(x_2, y_2)}{(x_2 + y_2)(x - x_2)} \begin{pmatrix}
P_2(x) & P_2(x_1) & P_2(x_2) \\
P_1(x) & P_1(x_1) & P_1(x_2) \\
P_0(x) & P_0(x_1) & P_0(x_2)
\end{pmatrix},
\]
\[
= S_2 S_1 S_0 \int_{S_1} dx_1 w_1(x_1) \int_{S_1 \times S_2} dx_2 dy_2 \frac{w(x_2, y_2)}{(x_2 + y_2)} (x_1 - x_2),
\]
\[
= S_2 S_1 S_0 \left[ \alpha_1 M_{0,0} - \alpha_0 M_{1,0} \right].
\]
Finally the initial factors simplify because $S_1 S_0^2 \left[ \alpha_1 M_{0,0} - \alpha_0 M_{1,0} \right] = \pi_1$. \hfill \square

At this point in our development we need to examine the $z \to \infty$ character of the associated functions defined so far and we observe that
\[
P_n^{(1)}(z) = \pi_n z^{-1} + O(z^{-2}),
\]
(3.86)
\[
Q_n^{(1)}(z) = \eta_n z^{-1} + O(z^{-2}),
\]
(3.87)
\[
P_n^{(2)}(z) = S_0^{-1} \delta_{n,0} z^{-1} + O(z^{-2}),
\]
(3.88)
\[
Q_n^{(2)}(z) = S_0^{-1} \delta_{n,0} z^{-1} + O(z^{-2}).
\]
(3.89)
This reveals a deficiency in that the analysis of Riemann-Hilbert and related problems requires partner functions to the $n$-degree polynomials for which their expansions are missing the first $n$ terms, i.e. their large-$z$ expansions start with the $z^{-n-1}$ term. To remedy this we need to identify associated functions of the third type, which we do with the following definitions
\[
P_n^{(3)}(z) := \int_{S_1 \times S_2} dx dy \frac{w(x, y)}{x + y} \frac{P_n(x)}{z - y} = -\int_{S_2} dy \frac{w_2(y)}{z - y} P_n^{(1)}(-y),
\]
(3.90)
\[
Q_n^{(3)}(z) := \int_{S_1 \times S_2} dx dy \frac{w(x, y)}{x + y} \frac{Q_n(y)}{z - x} = -\int_{S_1} dx \frac{w_1(x)}{z - x} Q_n^{(1)}(-x).
\]
(3.91)
We can then see that this set satisfies the above requirement because of
\[
P_n^{(3)}(z) = \sum_{l \geq n} z^{-l-1} \int_{S_1 \times S_2} dx dy \frac{w(x, y)}{x + y} P_n(x) y^l = S_0^{-1} z^{-n-1} + O(z^{-n-2}),
\]
(3.92)
\[
Q_n^{(3)}(z) = \sum_{l \geq n} z^{-l-1} \int_{S_1 \times S_2} dx dy \frac{w(x, y)}{x + y} x^l Q_n(y) = S_0^{-1} z^{-n-1} + O(z^{-n-2}),
\]
(3.93)
by virtue of the orthogonality conditions $\langle P_n, y^l \rangle = \langle x^l, Q_n \rangle = 0$ for $0 \leq l \leq n - 1$. Furthermore this third set has linear relations with the first two via the relations
\[
P_n^{(3)}(z) = -P_n^{(2)}(-z) - f_2(z) P_n^{(1)}(-z),
\]
(3.94)
\[
Q_n^{(3)}(z) = -Q_n^{(2)}(-z) - f_1(z) Q_n^{(1)}(-z).
\]
3.4. Christoffel-Darboux Formulae. In addition to the definition of the kernel (3.8) we give a full set of related sums, of which the first three will assume importance in subsequent developments, given here by

\begin{align}
(3.95) \quad K_n^{0,1}(x, y) & := \sum_{l=0}^{n} P_l(x) Q_l^{(1)}(y), \\
(3.96) \quad K_n^{1,0}(x, y) & := \sum_{l=0}^{n} P_l^{(1)}(x) Q_l(y), \\
(3.97) \quad K_n^{1,1}(x, y) & := \sum_{l=0}^{n} P_l^{(1)}(x) Q_l^{(1)}(y) + \frac{1}{x + y}, \\
(3.98) \quad K_n^{0,2}(x, y) & := \sum_{l=0}^{n} P_l(x) Q_l^{(2)}(y) - \frac{1}{x + y}, \\
(3.99) \quad K_n^{1,2}(x, y) & := \sum_{l=0}^{n} P_l^{(1)}(x) Q_l^{(2)}(y) - \frac{f_1(x)}{x + y}, \\
(3.100) \quad K_n^{2,0}(x, y) & := \sum_{l=0}^{n} P_l^{(2)}(x) Q_l(y) - \frac{1}{x + y}, \\
(3.101) \quad K_n^{2,1}(x, y) & := \sum_{l=0}^{n} P_l^{(2)}(x) Q_l^{(1)}(y) - \frac{f_2(y)}{x + y}, \\
(3.102) \quad K_n^{2,2}(x, y) & := \sum_{l=0}^{n} P_l^{(2)}(x) Q_l^{(2)}(y) - \frac{g_1(x) + g_2(y)}{x + y}.
\end{align}

However to begin with we are going re-derive the Christoffel-Darboux summation formula of (3.8) for a number of reasons elaborated on subsequently.

**Proposition 3.7.** Let generic conditions apply. The Christoffel-Darboux sum for the reproducing kernel (3.8) has the evaluation

\begin{equation}
(3.103) \quad (x + y) K_n^{0,0}(x, y) = \hat{P}_n(x) \hat{Q}_n(y) + \frac{S_n}{S_{n+1}} \left[ P_n(x) Q_{n+1}(y) + P_{n+1}(x) Q_n(y) \right].
\end{equation}

**Proof.** Our proof of this evaluation is simple and can be reduced to seven steps, as follows:

1. \( (x + y) \sum_{j=0}^{n} P_j(x) Q_j(y) = \sum_{j=0}^{n} \sum_{l=0}^{j+1} X_{j,l} P_l(x) Q_l(y) + \sum_{j=0}^{n} \sum_{l=0}^{j+1} Y_{j,l} P_l(x) Q_l(y), \)

2. \( = \sum_{j=0}^{n} \sum_{l=0}^{j+1} X_{j,l} P_l(x) Q_l(y) + \sum_{l=0}^{n} \sum_{j=0}^{l+1} Y_{l,j} P_l(x) Q_l(y), \)

3. \( = \sum_{j=0}^{n} \sum_{l=0}^{j+1} X_{j,l} P_l(x) Q_l(y) + \sum_{j=0}^{n} \sum_{l=j}^{n+1} Y_{l,j} P_l(x) Q_l(y), \)

4. \( = \sum_{j=0}^{n} \sum_{l=0}^{n+1} X_{j,l} P_l(x) Q_l(y) + \sum_{j=0}^{n} \sum_{l=0}^{n} Y_{l,j} P_l(x) Q_l(y), \)


\begin{equation}
\frac{1}{\eta_{n}} \sum_{j=0}^{n} \sum_{l=0}^{n} (X_{j,l} + Y_{l,j}) P_l(x) Q_j(y) + \sum_{j=0}^{n} R_{j,n+1} P_{n+1}(x) Q_j(y) + \sum_{l=0}^{n} Y_{l,n+1} P_l(x) Q_{n+1}(y),
\end{equation}

\begin{equation}
\frac{1}{\eta_{n+1}} \sum_{j=0}^{n} \sum_{l=0}^{n} \pi_{j,l} P_l(x) Q_j(y) + P_{n+1}(x) \sum_{j=0}^{n} X_{j,n+1} Q_j(y) + Q_{n+1}(y) \sum_{l=0}^{n} Y_{l,n+1} P_l(x),
\end{equation}

\begin{equation}
\frac{\hat{P}_n(x) \hat{Q}_n(y) + X_{n,n+1} P_{n+1}(x) Q_n(y) + Y_{n,n+1} P_n(x) Q_{n+1}(y)},
\end{equation}

where the reasoning is:

1. using the Hessenberg matrices (3.25),
2. exchange the summation labels \( j \leftrightarrow l \) in the second term,
3. exchange the summation order in the second term,
4. in the first term extend the upper terminal in the \( l \)-sum from \( j + 1 \) to the maximum \( n + 1 \) because \( X_{j,l} = 0 \) if \( l > j + 1 \), likewise in the second term extend the lower terminal in the \( l \)-sum from \( j - 1 \) to the minimum 0 because \( Y_{i,j} = 0 \) if \( l < j - 1 \),
5. combine the common summands in both terms - the remainder giving two single sums,
6. use the Cauchy identity (3.22) in the double sum,
7. in each of the two single sums only one term contributes,
8. and finally use the results (3.59),(3.60) and evaluations (3.40),(3.46),

to arrive at (3.103). Clearly the key ingredient is (3.22). \( \square \)

**Remark 3.5.** An evaluation for the Christoffel-Darboux sum was given in Thm. (4.1), Eqs. (4.2.4.3) of [9], which we can confirm is correct, and when re-written in our notations and further simplified would appear as

\[- \frac{\eta_n}{\eta_{n+1}} s_{n-1,2} Q_n(y) \hat{P}_{n+1}(x) + s_{n,2} Q_{n+1}(y) \hat{P}_{n-1}(x) \]

\[- \frac{y}{\eta_{n+1}} Q_{n+1}(y) \hat{P}_n(x) + s_{n,1} Q_{n+1}(y) \hat{P}_n(x) + s_{n,2} Q_{n+2}(y) \hat{P}_n(x).\]

This expression is more complicated than (3.103) and involves additional non-trivial data from the recurrence coefficients such as \( s_{n,1} \). Furthermore it is manifestly unsymmetrical in roles the two polynomials play \( \{x, P_n(x)\} \leftrightarrow \{y, Q_n(y)\} \) due to specific choices made in the derivation and obscures the underlying symmetry of the kernels, as we will shortly see.

**Corollary 3.1.** Let us define functions \( \hat{P}_n^{(1)}(x), \hat{Q}_n^{(1)}(y) \) and \( \hat{P}_n^{(2)}(x), \hat{Q}_n^{(2)}(y) \) associated with the intertwined polynomials \( \hat{P}_n(x), \hat{Q}_n(y) \) as per (3.74),(3.75) and (3.77),(3.78) respectively. The Christoffel-Darboux sums for the mixed kernels (3.95) - (3.102) have the evaluations

\begin{equation}
(x + y) K_n^{0,1}(x,y) = \hat{P}_n(x) \left( \hat{Q}_n^{(1)}(y) - 1 \right) + \frac{S_n}{S_{n+1}} \left[ P_n(x) Q_n^{(1)}(y) + P_{n+1}(x) Q_n^{(1)}(y) \right],
\end{equation}

\begin{equation}
(x + y) K_n^{1,0}(x,y) = \left( \hat{P}_n^{(1)}(x) - 1 \right) \hat{Q}_n(y) + \frac{S_n}{S_{n+1}} \left[ P_n^{(1)}(x) Q_{n+1}(y) + P_{n+1}^{(1)}(x) Q_{n}(y) \right],
\end{equation}

\begin{equation}
(x + y) K_n^{1,1}(x,y) = \left( \hat{P}_n^{(1)}(x) - 1 \right) \left( \hat{Q}_n^{(1)}(y) - 1 \right) + \frac{S_n}{S_{n+1}} \left[ P_n^{(1)}(x) Q_{n+1}^{(1)}(y) + P_{n+1}^{(1)}(x) Q_{n}^{(1)}(y) \right],
\end{equation}

\begin{equation}
(x + y) K_n^{0,0}(x,y) = \left( \hat{P}_n(x) - 1 \right) \left( \hat{Q}_n(y) - 1 \right) + \frac{S_n}{S_{n+1}} \left[ P_n(x) Q_n(y) + P_{n+1}(x) Q_{n+1}(y) \right].
\end{equation}
implies the above identities directly. By differencing this formula (3.111) 

\[(x + y)K_{n}^{0,2}(x, y) = \hat{P}_{n}(x)\hat{Q}_{n}^{(2)}(y) + \frac{S_{n}}{S_{n+1}} \left[ P_{n}(x)Q_{n+1}^{(2)}(y) + P_{n+1}(x)Q_{n}^{(2)}(y) \right],\]

(3.108) 

\[(x + y)K_{n}^{1,2}(x, y) = \left( \hat{P}_{n}^{(1)}(x) - 1 \right) \hat{Q}_{n}^{(2)}(y) + \frac{S_{n}}{S_{n+1}} \left[ P_{n}^{(1)}(x)Q_{n+1}^{(2)}(y) + P_{n+1}^{(1)}(x)Q_{n}^{(2)}(y) \right],\]

(3.109) 

\[(x + y)K_{n}^{2,0}(x, y) = \hat{P}_{n}^{(2)}(x)\hat{Q}_{n}(y) + \frac{S_{n}}{S_{n+1}} \left[ P_{n}^{(2)}(x)Q_{n+1}(y) + P_{n+1}^{(2)}(x)Q_{n}(y) \right],\]

(3.110) 

\[(x + y)K_{n}^{1,1}(x, y) = \hat{P}_{n}^{(2)}(x)\left( \hat{Q}_{n}^{(1)}(y) - 1 \right) + \frac{S_{n}}{S_{n+1}} \left[ P_{n}^{(2)}(x)Q_{n+1}^{(1)}(y) + P_{n+1}^{(2)}(x)Q_{n}^{(1)}(y) \right],\]

(3.111) 

\[(x + y)K_{n}^{2,2}(x, y) = \hat{P}_{n}^{(2)}(x)\hat{Q}_{n}^{(2)}(y) + \frac{S_{n}}{S_{n+1}} \left[ P_{n}^{(2)}(x)Q_{n+1}^{(2)}(y) + P_{n+1}^{(2)}(x)Q_{n}^{(2)}(y) \right].\]

Proof. The calculation follows the method of proof in Prop. 3.7, but facilitated by the additional identities

\[xP_{n}^{(1)}(x) = \pi_{n} + \sum_{j=0}^{n+1} X_{n,j}P_{j}^{(1)}(x), \quad yQ_{n}^{(1)}(y) = \eta_{n} + \sum_{j=0}^{n+1} Y_{n,j}Q_{j}^{(1)}(y),\]

\[xP_{n}^{(2)}(x) = S_{n}^{-1}\delta_{n,0} + \sum_{j=0}^{n+1} X_{n,j}P_{j}^{(2)}(x), \quad yQ_{n}^{(2)}(y) = S_{n}^{-1}\delta_{n,0} + \sum_{j=0}^{n+1} Y_{n,j}Q_{j}^{(2)}(y).\]

Repeating those steps outlined earlier we have (3.104)–(3.111). \(\square\)

Having found this Christoffel-Darboux sum a number of remarkable implications follow, the first of which now unfolds.

**Proposition 3.8.** The polynomials \(P_{n}(x), Q_{n}(y)\) and the intertwined polynomials \(\hat{P}_{n}(x), \hat{Q}_{n}(y)\) satisfy a pair of second order difference equations

(3.112) 

\[(x - X_{n,n})P_{n} - \frac{S_{n}}{S_{n+1}}P_{n+1} + \frac{S_{n-1}}{S_{n}}P_{n-1} + \pi_{n}\hat{P}_{n-1} = 0,\]

(3.113) 

\[(y - Y_{n,n})Q_{n} - \frac{S_{n}}{S_{n+1}}Q_{n+1} + \frac{S_{n-1}}{S_{n}}Q_{n-1} + \eta_{n}\hat{Q}_{n-1} = 0.\]

Proof. The Christoffel-Darboux sum 3.103 implies the above identities directly. By differencing this formula and making the substitutions \(\hat{P}_{n} = \hat{P}_{n-1} - \eta_{n}P_{n}, \hat{Q}_{n} = \hat{Q}_{n-1} - \pi_{n}Q_{n}\) we find after simplification that the result can be factorised in manner utilising \(P_{n}(x)\) and \(Q_{n}(y)\) thus

\[\pi_{n}\eta_{n} = \frac{1}{P_{n}(x)} \left[ xP_{n} - \frac{S_{n}}{S_{n+1}}P_{n+1} + \frac{S_{n-1}}{S_{n}}P_{n-1} + \pi_{n}\hat{P}_{n-1} \right],\]

\[+ \frac{1}{Q_{n}(y)} \left[ yQ_{n} - \frac{S_{n}}{S_{n+1}}Q_{n+1} + \frac{S_{n-1}}{S_{n}}Q_{n-1} + \eta_{n}\hat{Q}_{n-1} \right].\]

Clearly the left-hand side is a constant independent of \(x\) and \(y\), whilst on the right-hand the first term is only dependent on \(x\) and the second term only on \(y\). Therefore the two ratios are in fact constants independent of either \(x\) or \(y\). We can determine the two unknown constants by employing the Hessenberg formula (3.25) and find they are \(X_{n,n}\) and \(Y_{n,n}\) for the \(P, Q\) equations respectively. \(\square\)
Remark 3.6. From (3.112), (3.113) we can confirm the relations

\begin{align}
X_{n,n-1} &= \pi_n \eta_n - \frac{S_{n-1}}{S_n}, \\
Y_{n,n-1} &= \pi_{n-1} \eta_n - \frac{S_{n-1}}{S_n}, \\
X_{n,k} &= \pi_n \eta_k, \\
Y_{n,k} &= \pi_k \eta_n, \quad k \leq n - 2,
\end{align}

first given in (3.31). Two particularly useful relations arising from (3.112), (3.113) are

\begin{align}
X_{n,n} &= \frac{\pi_n S_{n-1}}{\pi_{n-1} S_n} + \pi_n r_{n-1,1}, \\
Y_{n,n} &= \frac{\eta_n S_{n-1}}{\eta_{n-1} S_n} + \eta_n s_{n-1,1},
\end{align}

which have appeared before in (3.45).

Remark 3.7. The pair of recurrences (3.112), (3.113) represent a lowering of the order of the difference equations (3.38), (3.39) by one unit through a summation, but of course at the expense of introducing other variables in the process. Another way to view this pair is as the simplest relations to express \( \hat{P}_n(x) \), \( \hat{Q}_n(y) \) in terms of the basic polynomial set of \( P_n(x), Q_n(y) \), which are independent of the properties listed in Prop. 3.4. There are alternative forms of this relationship which we record here for future use

\begin{align}
\pi_n \hat{P}_n(x) &= \frac{S_n}{S_{n+1}} P_{n+1}(x) - (Y_{n,n} + x) P_n(x) - \frac{S_{n-1}}{S_n} P_{n-1}(x), \\
\eta_n \hat{Q}_n(y) &= \frac{S_n}{S_{n+1}} Q_{n+1}(y) - (X_{n,n} + y) Q_n(y) - \frac{S_{n-1}}{S_n} Q_{n-1}(y), \\
\pi_n \left( \hat{P}_n^{(1)}(x) - 1 \right) &= \frac{S_n}{S_{n+1}} P_{n+1}^{(1)}(x) - (Y_{n,n} + x) P_n^{(1)}(x) - \frac{S_{n-1}}{S_n} P_{n-1}^{(1)}(x), \\
\eta_n \left( \hat{Q}_n^{(1)}(y) - 1 \right) &= \frac{S_n}{S_{n+1}} Q_{n+1}^{(1)}(y) - (X_{n,n} + y) Q_n^{(1)}(y) - \frac{S_{n-1}}{S_n} Q_{n-1}^{(1)}(y), \\
\pi_n \hat{P}_n^{(2)}(x) - S_0^{-1} \delta_{n,0} &= \frac{S_n}{S_{n+1}} P_{n+1}^{(2)}(x) - (Y_{n,n} + x) P_n^{(2)}(x) - \frac{S_{n-1}}{S_n} P_{n-1}^{(2)}(x), \\
\eta_n \hat{Q}_n^{(2)}(y) - S_0^{-1} \delta_{n,0} &= \frac{S_n}{S_{n+1}} Q_{n+1}^{(2)}(y) - (X_{n,n} + y) Q_n^{(2)}(y) - \frac{S_{n-1}}{S_n} Q_{n-1}^{(2)}(y).
\end{align}

We remind the reader that the coefficients \( X_{n,n} \) and \( Y_{n,n} \) are directly related to the recurrence coefficients \( r_{n-1,1} \) and \( s_{n-1,1} \), as well as the norms and the coefficients \( \pi_j, \eta_k \). In addition \( X_{n,n} + Y_{n,n} = \pi_n \eta_n \).

The evaluations given of the Christoffel-Darboux sums also imply further interesting identities, which we refer to as anti-incidence identities, and involve both the \( P, Q \) sides of the bi-orthogonal system. Hitherto all of our results have involved relations of the \( P \) side amongst themselves, and parallel relations solely involving the \( Q \) side, without any mutual coupling.

Corollary 3.2. For all \( x, n \geq 0 \), the bi-orthogonal polynomials satisfy the coupled bi-linear relations

\begin{align}
\hat{P}_n(x) \hat{Q}_n(-x) + \frac{S_n}{S_{n+1}} \left[ P_n(x) Q_{n+1}(-x) + P_{n+1}(x) Q_n(-x) \right] = 0,
\end{align}
whilst their associated functions satisfy the coupled bi-linear relations

\[ P_n(x)Q_n^{(1)}(-x) + \frac{S_n}{S_{n+1}} \left[ P_n(x)Q_{n+1}^{(1)}(-x) + P_{n+1}(x)Q_n^{(1)}(-x) \right] = \hat{P}_n(x), \]

\[ \hat{P}_n^{(1)}(x)Q_n(-x) + \frac{S_n}{S_{n+1}} \left[ P_n^{(1)}(x)Q_{n+1}(-x) + P_{n+1}^{(1)}(x)Q_n(-x) \right] = Q_n(-x), \]

\[ \hat{P}_n^{(1)}(x)\hat{Q}_n^{(1)}(-x) + \frac{S_n}{S_{n+1}} \left[ P_n^{(1)}(x)\hat{Q}_{n+1}^{(1)}(-x) + P_{n+1}^{(1)}(x)\hat{Q}_n^{(1)}(-x) \right] = \hat{P}_n^{(1)}(x) + \hat{Q}_n^{(1)}(-x), \]

\[ \hat{P}_n(x)\hat{Q}_n^{(2)}(-x) + \frac{S_n}{S_{n+1}} \left[ P_n(x)\hat{Q}_{n+1}^{(2)}(-x) + P_{n+1}(x)\hat{Q}_n^{(2)}(-x) \right] = -1, \]

\[ \hat{P}_n^{(2)}(x)\hat{Q}_n(-x) + \frac{S_n}{S_{n+1}} \left[ P_n^{(2)}(x)\hat{Q}_{n+1}(-x) + P_{n+1}^{(2)}(x)\hat{Q}_n(-x) \right] = -1, \]

\[ \hat{P}_n^{(2)}(x)\hat{Q}_n^{(1)}(-x) + \frac{S_n}{S_{n+1}} \left[ P_n^{(2)}(x)\hat{Q}_{n+1}^{(1)}(-x) + P_{n+1}^{(2)}(x)\hat{Q}_n^{(1)}(-x) \right] = \hat{P}_n^{(2)}(x) - f_1(x), \]

\[ \hat{P}_n^{(2)}(x)\hat{Q}_n^{(2)}(-x) + \frac{S_n}{S_{n+1}} \left[ P_n^{(2)}(x)\hat{Q}_{n+1}^{(2)}(-x) + P_{n+1}^{(2)}(x)\hat{Q}_n^{(2)}(-x) \right] = \hat{Q}_n^{(2)}(-x) - f_1(x), \]

\[ \hat{P}_n^{(1)}(x)\hat{Q}_n^{(1)}(-x) + \frac{S_n}{S_{n+1}} \left[ P_n^{(1)}(x)\hat{Q}_{n+1}^{(1)}(-x) + P_{n+1}^{(1)}(x)\hat{Q}_n^{(1)}(-x) \right] = -1, \]

\[ \hat{P}_n^{(2)}(x)\hat{Q}_n^{(2)}(-x) + \frac{S_n}{S_{n+1}} \left[ P_n^{(2)}(x)\hat{Q}_{n+1}^{(2)}(-x) + P_{n+1}^{(2)}(x)\hat{Q}_n^{(2)}(-x) \right] = f_1(x)f_2(-x). \]

**Proof.** These relations follow immediately from (3.103), (3.104), (3.105) and (3.106).

Taken together all the preceding developments reveal a fundamental structure for the kernels. Let us define the column vectors \( P_n^{(\mu)} \), \( \mu = 0, 1, 2 \) of \( P_n = \left( P_n^{(0)}, P_n^{(1)}, P_n^{(2)} \right) \) and similarly for \( Q_n \). We construct forms of the kernels whereby the intertwined polynomials have been eliminated.

**Proposition 3.9.** Assume generic conditions hold. The kernels \( K_n^{\mu,\nu}(x, y) \) for \( \mu, \nu = 0, 1, 2 \) have the bilinear forms

\[ \pi_{n,\eta}(x + y)K_n^{\mu,\nu}(x, y) = P_n^{(\mu)}(x)^T G_n(x, y) Q_n^{(\nu)}(y), \]

where \( G(x, y) \) is the \( 3 \times 3 \) matrix

\[ G_n(x, y) = \begin{pmatrix}
\frac{S_n^2}{S_{n+1}} & \frac{S_n}{S_{n+1}} [Y_{n,n} - y] & -\frac{S_{n-1}}{S_n} \\
\frac{S_n}{S_{n+1}} [X_{n,n} - x] & \frac{S_n}{S_{n+1}} [X_{n,n} + y] & \frac{S_n}{S_{n+1}} [Y_{n,n} + x] \\
-\frac{S_{n-1}}{S_n} & \frac{S_{n-1}}{S_n} [X_{n,n} + y] & \frac{S_{n-1}^2}{S_n^2}
\end{pmatrix}. \]

The last column of \( G \) is proportional to the components of \( \hat{P}_n(x) \) and the last row is proportional to the components of \( \hat{Q}_n(y) \). The characteristic polynomial of \( G \) gives the cubic spectral curve

\[ \det(G_n(x, y) - \lambda I_3) = -\lambda^3 + \left( \frac{S_n^2}{S_{n+1}^2} + \frac{S_{n-1}^2}{S_n^2} + [Y_{n,n} + x] [X_{n,n} + y] \right) \lambda^2 - \pi_{n,\eta_n} \frac{S_n^2}{S_{n+1}^2} (x + y) \lambda - \pi_{n,\eta_n} \frac{S_n^2}{S_{n+1}^2}. \]
The anti-incidence formulae in Cor. 3.2 are then expressions of orthogonality between \( P_n^{(0)}(x), P_n^{(1)}(x) \) on the one hand and \( Q_n^{(0)}(-x), Q_n^{(1)}(-x) \) on the other. Furthermore the \( G_n \) matrix is invertible if \( n \geq 1 \)

\[
(3.135) \quad \pi_n \eta_n G_n(x, y)^{-1} = \begin{pmatrix}
0 & \frac{S_{n+1}}{S_n} & -\frac{S_{n+1}}{S_{n-1}}[Y_{n,n} + x] \\
\frac{S_{n+1}}{S_n} & 0 & \frac{S_{n}}{S_{n-1}} \\
-\frac{S_{n+1}}{S_{n-1}}[X_{n,n} + y] & \frac{S_{n}}{S_{n-1}} & -\frac{S^2_{n}}{S^2_{n-1}}(x + y)
\end{pmatrix}.
\]

3.5. **Spectral Derivatives.** Although we will address the question of derivatives of our bi-orthogonal system of polynomials \( P_n(x), Q_n(y) \) with respect to \( x, y \) in §4 in systematic detail, we need to treat this problem in the general setting, i.e. for more general classes of weights whereby all moments exist and bi-moment determinants are non-vanishing. In fact it is more convenient and transparent to treat the generic situation.

For general classes of weights the bi-orthogonal polynomials possess derivatives with respect to the spectral variables which can be parametrised as

\[
(3.136) \quad W_1(x) \partial_x P_n(x) = \Theta_n^+(x)P_{n+1}(x) + \Omega_n(x)P_n(x) + \Theta_n^-(x)P_{n-1}(x),
\]

\[
(3.137) \quad W_2(y) \partial_y Q_n(y) = \Delta_n^+(y)Q_{n+1}(y) + \Gamma_n(y)Q_n(y) + \Delta_n^-(y)Q_{n-1}(y),
\]

where \( W_{1,2}, \Theta_n^\pm, \Delta_n^\pm, \Omega_n \) and \( \Gamma_n \) are polynomials in either \( x, y \) as the case may be and their degrees are fixed, i.e. independent of \( n \). That is true follows from the expansion of arbitrary monomials into either of the bi-orthogonal \( P, Q \) bases, and the fact that the polynomials satisfy third-order or four-term recurrence relations so that any sequence of polynomials can be folded into a set of three with consecutive degrees. In addition it is straightforward to prove this statement in an explicit and constructive manner by adapting the techniques found in Bauldry [6], and Bonan and Clark [12], however we hesitate to do this here due to the fact that such an exercise would distract us from our primary task.

Utilising the recurrence relations one can then show that the matrix formulations of (3.136), (3.137) satisfy the relations

\[
(3.138) \quad W_1(x) \partial_x \begin{pmatrix} P_{n+1} \\ P_n \\ P_{n-1} \end{pmatrix} = A_n(x) \begin{pmatrix} P_{n+1} \\ P_n \\ P_{n-1} \end{pmatrix},
\]

and

\[
(3.139) \quad W_2(y) \partial_y \begin{pmatrix} Q_{n+1} \\ Q_n \\ Q_{n-1} \end{pmatrix} = D_n(y) \begin{pmatrix} Q_{n+1} \\ Q_n \\ Q_{n-1} \end{pmatrix},
\]

where the first Lax matrix \( A_n \) is

\[
(3.140) \quad A_n(x) =
\begin{pmatrix}
\Omega_{n+1} + \frac{1}{r_n,2} \left( \frac{x}{\pi_{n+1}} - r_{n,1} \right) \Theta_n^+ & \Theta_{n+1} - \frac{1}{r_n,2} \left( \frac{x}{\pi_n} + r_{n,0} \right) \Theta_n^+ & -\frac{r_{n-1,1}}{r_n,2} \Theta_n^+ \\
\Theta_n^+ & \Omega_n + \frac{1}{r_{n-1,1}} \left( \frac{x}{\pi_{n-1}} - r_{n-1,1} \right) \Theta_n^+ & \Theta_{n+1} - \frac{1}{r_{n-1,1}} \left( \frac{x}{\pi_{n-1}} + r_{n-1,0} \right) \Theta_n^+ \\
-\frac{r_{n-1,1}}{r_{n-1,1}} \Theta_n^- & \Theta_{n+1} - \frac{1}{r_{n-1,1}} \left( \frac{x}{\pi_{n-1}} - r_{n-1,1} \right) \Theta_n^- & \Omega_{n-1} + \frac{1}{r_{n-1,1}} \left( \frac{x}{\pi_{n-1}} + r_{n-1,0} \right) \Theta_n^- 
\end{pmatrix},
\]
Proposition 3.10. The Lax matrices in (3.136), (3.137) satisfy the following relations:

The first invariant or trace conditions are

$$\Lambda_1(A_n) = \Omega_{n+1} + \Omega_n + \Omega_{n-1} + \frac{1}{r_{n,2}} \left( \frac{x}{\pi_{n+1}} - r_{n,1} \right) \Theta^+_{n+1} - \frac{1}{r_{n-1,1}} \left( \frac{x}{\pi_{n-1}} + r_{n-1,0} \right) \Theta^-_{n-1} = V_1,$$

and

$$\Lambda_1(D_n) = \Gamma_{n+1} + \Gamma_n + \Gamma_{n-1} + \frac{1}{s_{n,2}} \left( \frac{y}{\eta_{n+1}} - s_{n,1} \right) \Delta^+_{n+1} - \frac{1}{s_{n-1,1}} \left( \frac{y}{\eta_{n-1}} + s_{n-1,0} \right) \Delta^-_{n-1} = V_2.$$ 

Note that the right-hand sides of these latter two equations are independent of $n$.

The second invariants are

$$\Lambda_2(A_{n+1}) = \Lambda_2(A_n) - \frac{W_1}{r_{n,2} \pi_{n+1}} \left[ \Theta^+_{n+1} + \frac{S_{n+1} S_n}{S_{n+2} S_{n-1}} \Theta^-_{n} \right],$$

and

$$\Lambda_2(D_{n+1}) = \Lambda_2(D_n) - \frac{W_2}{s_{n,2} \eta_{n+1}} \left[ \Delta^+_{n+1} + \frac{S_{n+1} S_n}{S_{n+2} S_{n-1}} \Delta^-_{n} \right].$$

The third invariant or determinant relations are

$$\Lambda_3(A_{n+1}) = \Lambda_3(A_n) - \frac{W_1}{r_{n,2} \pi_{n+1}} \left\{ \Theta^+_{n+1} \Omega_n + \frac{S_{n+1} S_n}{S_{n+2} S_{n-1}} \Omega^-_{n+1} + \frac{\pi_{n+1}}{\pi_n} \Theta^+_{n+1} \Theta^-_n \right\},$$

and

$$\Lambda_3(D_{n+1}) = \Lambda_3(D_n) - \frac{W_2}{s_{n,2} \eta_{n+1}} \left\{ \Delta^+_{n+1} \Gamma_n + \frac{S_{n+1} S_n}{S_{n+2} S_{n-1}} \Delta^-_{n+1} \Gamma_n + \frac{\eta_{n+1}}{\eta_n} \Delta^+_{n+1} \Delta^-_n \right\}. $$
Proof: We only give details for the polynomial $P$ case as the $Q$ case is virtually identical after making a transcriptions of variables. Let us define the abbreviations

$$\omega_n = n \frac{S_{n+1}}{S_{n-1}}, \quad \zeta_n = \frac{1}{r_{n,2}} \left( \frac{x}{\pi_{n+1}} - r_{n,1} \right), \quad \gamma_n = \frac{1}{r_{n,-1}} \left( \frac{x}{\pi_n} + r_{n,0} \right).$$

The compatibility of the $P$-recurrence system (3.82) and the spectral differential system (3.140) is expressed by the matrix equation

$$A_{n+1} = W_1 \partial_x K_n \cdot K_n^{-1} + K_n \cdot A_n \cdot K_n^{-1},$$

or in a scalar form between (3.136) and (3.38). Choosing initially the scalar form we find three relations:

$$-\Omega_{n+2} + \Omega_{n-1} - \zeta_{n+1} \Theta_{n+2}^+ + \gamma_n \Theta_n^- + \zeta_n \Theta_{n+1}^+ - \gamma_{n-1} \Theta_{n-1}^- = 0,$$

$$\zeta_n (\Omega_{n+2} - \Omega_{n+1}) + (\zeta_{n+1} - \gamma_n) \Theta_{n+2}^+ - \zeta_n \Theta_{n+1}^+ \frac{\omega_{n+1}}{\omega_{n}} \gamma_n \Theta_n^+ + \Theta_{n+2} - \frac{\omega_{n+1} \omega_{n-1}}{\omega_n^2} \Theta_{n-1}^- = \frac{W_1}{r_{n,2} \pi_{n+1}},$$

and

$$\gamma_n (\Omega_{n+2} - \Omega_n) + \left( \gamma_{n+1} + \frac{\omega_{n+2} \omega_n}{\omega_n^2} \right) \Theta_{n+2}^+ - \gamma_n \zeta_n \Theta_{n+1}^+ - \Theta_{n+1}^+ \frac{\omega_n}{\omega_{n+1}} \zeta_n \Theta_n^+ - \frac{\omega_{n-1}}{\omega_n} \zeta_{n-1} \Theta_{n-1}^- = \frac{W_1}{r_{n,-1} \pi_n}.$$

The first relation is an obvious perfect difference and implies the trace constancy, (3.142). The matrix form of the compatibility gives only three new relations (the other six being trivial) along the first row, of which the $(1,1)$ component is the trace relation and the $(1,2)$, $(1,3)$ components are linear combinations of the first and second, and of the first and third relations given above respectively. The $(1,1)$ component is the only one which allows an exact summation of a linear combination of the spectral polynomials - the others can only be constructed out of quadratic and cubic combinations of these polynomials.

To construct these non-linear invariants it is more transparent to use the matrix form. We employ identities for the invariants of sums of matrices [1], [38], which in our context of a sum of two arbitrary $3 \times 3$ matrices $A, B$ are

$$\Lambda_1(A + B) = \Lambda_1(A) + \Lambda_1(B),$$

$$\Lambda_2(A + B) = \Lambda_2(A) + \Lambda_2(B) + \Lambda_1(A) \Lambda_1(B) - \Lambda_1(A \cdot B),$$

$$\Lambda_3(A + B) = \Lambda_3(A) + \Lambda_3(B) - \Lambda_1(A) \Lambda_1(A \cdot B) - \Lambda_1(B) \Lambda_1(A \cdot B) + \Lambda_1(A \cdot A \cdot B) + \Lambda_1(A \cdot B \cdot A) + \Lambda_1(A \cdot B \cdot B).$$

The evaluations of the right-hand sides is simplified by the fact that $\partial_x K_n \cdot K_n^{-1}$ is traceless, nilpotent and also has vanishing second and third invariants. \hfill \square

The matrix formulation (3.138), (3.139) only contains the polynomial components and we need to incorporate the associated functions, which will entail a $x, y$-dependent yet $n$-independent gauge transformation of the $3 \times 3$ matrix variables (3.81). Thus we define new matrix variables by inserting univariate weight factors in the second
Proposition 3.11. Assume generic conditions hold. In addition assume $A$ and third columns thus

\begin{align}
\mathcal{P}_n(x) &:= \begin{pmatrix}
P_{n+1}(x) & \frac{1}{w_1(x)} P_{n+1}^{(1)}(x) & \frac{1}{w_1(x) w_2(-x)} P_{n+1}^{(2)}(x) \\
P_n(x) & \frac{1}{w_1(x)} P_{n}^{(1)}(x) & \frac{1}{w_1(x) w_2(-x)} P_{n}^{(2)}(x) \\
P_{n-1}(x) & \frac{1}{w_1(x)} P_{n-1}^{(1)}(x) & \frac{1}{w_1(x) w_2(-x)} P_{n-1}^{(2)}(x)
\end{pmatrix} = \left( P_n^{(0)}(x), P_n^{(1)}(x), P_n^{(2)}(x) \right), \\
\mathcal{Q}_n(x) &:= \begin{pmatrix}
Q_{n+1}(y) & \frac{1}{w_2(y)} Q_{n+1}^{(1)}(y) & \frac{1}{w_2(y) w_2(-y)} Q_{n+1}^{(2)}(y) \\
Q_n(y) & \frac{1}{w_2(y)} Q_{n}^{(1)}(y) & \frac{1}{w_2(y) w_2(-y)} Q_{n}^{(2)}(y) \\
Q_{n-1}(y) & \frac{1}{w_2(y)} Q_{n-1}^{(1)}(y) & \frac{1}{w_2(y) w_2(-y)} Q_{n-1}^{(2)}(y)
\end{pmatrix} = \left( Q_n^{(0)}(y), Q_n^{(1)}(y), Q_n^{(2)}(y) \right).
\end{align}

Our last task is to compute the confluence of the kernels at anti-incidence points for several reasons. The first is that we will see subsequently, in (4.6), the $\sigma$-functions of the deformed Laguerre densities will be anti-incidence confluences of the two mixed kernels $K_n^{0,1}$ and $K_n^{1,0}$. The second reason is that they furnish an additional identity linking the Lax matrices $A_n$ and $D_n$ pairwise, and thus linking the bi-orthogonal pair $P$ and $Q$.

**Proposition 3.11.** The confluent kernels $K_n^{\mu,\nu}(x,-x)$ for $\mu, \nu = 0, 1$ at anti-incidence are the bilinear forms

\begin{align}
\pi_n \eta_n K_n^{0,0}(x,-x) &= \begin{pmatrix}
P^{(0)}(x) & \frac{1}{w_1(x)} A_n(x)^T G_n(x,-x) + \partial_x G_n(x,-x) \\
P^{(0)}(x) & \frac{1}{w_2(x)} G_n(x,-x) D_n(-x) + \partial_y G_n(x,-x)
\end{pmatrix} Q^{(0)}(x,-x), \\
\pi_n \eta_n K_n^{1,0}(x,-x) &= w_1(x) \begin{pmatrix}
P^{(1)}(x) & \frac{1}{w_1(x)} A_n(x)^T G_n(x,-x) + \partial_x G_n(x,-x) \\
P^{(1)}(x) & \frac{1}{w_2(x)} G_n(x,-x) D_n(-x) + \partial_y G_n(x,-x)
\end{pmatrix} Q^{(1)}(x,-x), \\
\pi_n \eta_n K_n^{0,1}(x,-x) &= w_2(x) \begin{pmatrix}
P^{(0)}(x) & \frac{1}{w_1(x)} A_n(x)^T G_n(x,-x) + \partial_x G_n(x,-x) \\
P^{(0)}(x) & \frac{1}{w_2(x)} G_n(x,-x) D_n(-x) + \partial_y G_n(x,-x)
\end{pmatrix} Q^{(1)}(x,-x).
\end{align}

An important consequence of the above relations is that the spectral matrix for the $Q$ polynomials is fully determined by that of the $P$ polynomials and vice-versa.

**Corollary 3.3.** Assume generic conditions hold. In addition assume $W_1(x) \neq 0$, $W_2(x) \neq 0$ and $n \geq 1$. The spectral matrices $A_n, D_n$ are related by the identities

\begin{align}
\frac{1}{W_2(-x)} D_n(-x) &= \frac{1}{W_1(x)} G_n(x,-x)^{-1} A_n(x)^T G_n(x,-x) \\
&+ \frac{1}{3} \left[ \frac{1}{W_2(x)} \text{Tr} D_n(-x) - \frac{1}{W_1(x)} \text{Tr} A_n(x) \right] \mathbb{1}_3 \\
&+ \frac{1}{\pi_n \eta_n} \begin{pmatrix}
-1 & S_{n+1} & -S_{n+1} \\
0 & S_n & 0 \\
0 & -S_{n-1} & S_{n-1} + S_{n+1} \end{pmatrix} \begin{pmatrix}
X_{n,n} - x \\
0 \\
Y_{n,n} + x
\end{pmatrix}.
\end{align}
Proof. This follows from equating the pair of evaluations (3.151)–(3.153) for arbitrary $P_{n}^{(0)}(x), Q_{n}^{(0)}(-x)$. However equality of the matrices holds only modulo a term proportional to $G_n(x, -x)$ or

$$\frac{1}{W_{2}(-x)}D_{n}(-x) = \frac{1}{W_{1}(x)}G_{n}(x, -x)^{-1}A_{n}(x)^{T}G_{n}(x, -x) + G_{n}(x, -x)^{-1}(\partial_{x}G_{n}(x, -x) - \partial_{y}G_{n}(x, -x)) + m_{n}(x)1_{3}.$$

The proportionality factor $m_{n}(x)$ is most easily found using the trace of this relation.

Remark 3.8. In practice $W_{2}(-x)$ is equal to $W_{1}(x)$ modulo a sign factor, therefore simplifying (3.154) further and the traces are also simple polynomials due to (3.142) and (3.143), as will be seen subsequently.

3.6. The Undeformed Cauchy-Laguerre Weight and Boundary Condition Data. Putting $\xi, \psi = 0$, or setting $s, t \to 0^{+}$ and extracting the trivial factors of $(1 - \xi), (1 - \psi)$ from the partition function, we turn off the deformation and are back to the undeformed Cauchy-Laguerre system. We examine this in detail here for three reasons - firstly it serves as a check of the foregoing theory, secondly it provides some insight into these results for our subsequent development, and lastly it furnishes us with some of the boundary condition data as $s, t \to 0^{+}$ which we require for solving for the differential equations in $s, t$.

The spectral data consists of $W_1(x) = x, W_2(y) = y$ and the moment data

$$\alpha_{j} = \Gamma(a + 1 + j), \quad \beta_{k} = \Gamma(b + 1 + k),$$

$$\pi_{n} = S_{n} \frac{n!\Gamma(a + 1 + n)\Gamma(a + b + 1 + n)}{\Gamma(a + b + 1 + 2n)}, \quad \eta_{n} = S_{n} \frac{n!\Gamma(b + 1 + n)\Gamma(a + b + 1 + n)}{\Gamma(a + b + 1 + 2n)},$$

along with $\pi_{n}\eta_{n} = a + b + 1 + 2n$. This latter result is deduced from

$$\frac{S_{n+1}^{2}}{S_{n}^{2}} = \frac{(2n + a + b + 3)(2n + a + b + 2)^{2}(2n + a + b + 1)}{(n + 1)^{2}(n + a + b + 1)^{2}(n + 1 + a)(n + 1 + b)}.$$

The four-term recurrence relation is determined by $X_{n,n}, Y_{n,n}$ which have the rational forms

$$X_{n,n} = \frac{(n + 1)(n + 1 + a)(n + a + b + 1)}{2n + a + b + 2} - \frac{n(n + a)(n + a + b)}{2n + a + b},$$

$$Y_{n,n} = \frac{(n + 1)(n + 1 + b)(n + a + b + 1)}{2n + a + b + 2} - \frac{n(n + b)(n + a + b)}{2n + a + b}.$$

The spectral polynomials are

$$\Theta_{n}^{+} = -\frac{S_{n}}{S_{n+1}}, \quad \Theta_{n}^{-} = +\frac{S_{n-1}}{S_{n}}, \quad \Omega_{n} = x - n - a - b - 1 + Y_{n,n},$$

$$\Delta_{n} = -\frac{S_{n}}{S_{n+1}} - \frac{n(n + a)(n + a + b)}{2n + a + b} - \frac{n(n + b)(n + a + b)}{2n + a + b}.$$
and the Lax matrix has entries

\begin{align}
(3.161) \quad A_{n,11} &= n + 1 - \frac{(n+1)(n+1+a)(n+a+b+1)}{(2n+a+b+2)(2n+a+b+1)}, \\
(3.162) \quad A_{n,12} &= \frac{S_{n+1}}{S_n} \frac{(n+1)(n+1+a)(n+a+b+1)}{(2n+a+b+2)(2n+a+b+1)} (x + Y_{n,n}), \\
(3.163) \quad A_{n,13} &= \frac{S_{n+1}S_{n-1}}{S_n^2} \frac{(n+1)(n+1+a)(n+a+b+1)}{(2n+a+b+2)(2n+a+b+1)}, \\
(3.164) \quad A_{n,21} &= -\frac{S_n}{S_{n+1}}, \\
(3.165) \quad A_{n,22} &= x - n - a - b - 1 + Y_{n,n}, \\
(3.166) \quad A_{n,23} &= \frac{S_{n-1}}{S_n}, \\
(3.167) \quad A_{n,31} &= -\frac{S_{n-1}}{S_{n+1}} \frac{(2n+a+b)(2n+a+b-1)}{n(n+a)(n+a+b)}, \\
(3.168) \quad A_{n,32} &= \frac{S_{n-1}}{S_n} \frac{(2n+a+b)(2n+a+b-1)}{n(n+a)(n+a+b)} (x - X_{n,n}), \\
(3.169) \quad A_{n,33} &= \frac{n(n+b)(n+a+b)}{(2n+a+b+1)(2n+a+b)} - n - a - b.
\end{align}

The invariants are Tr\(A_n = x - 2a - b, \lambda_2(A_n) = (a+b)(a-x) + x,\) and Det\(A_n = -(n+1)(a+b+n)x.\)

This concludes our discussion of the generic fundamental structures of bi-orthogonal systems with the Cauchy kernel for broad classes of absolutely continuous weights which factorise and the bi-moment matrices containing finite moments which are always non-singular.

4. Bi-orthogonal Polynomials and Lax Pairs of Spectral and Deformation Derivatives in the Cauchy-Laguerre Setting

In the second phase of our study we will restrict ourselves to weights that satisfy the semi-classical criteria of satisfying a Pearson type equation, and in order not to deviate from our original aims we will resume the Laguerre form as per our definitions and conventions §2.

4.1. Spectral and Deformation Derivatives of the Bi-orthogonal Polynomials and Associated Functions. Our intention here is to derive all the required derivatives, both the spectral \(x,y\) and deformation \(s,t\), from first principles utilising the explicit semi-classical character of the univariate densities.

**Proposition 4.1.** The Stieltjes functions \(f_1(z,s), f_2(z,t)\) satisfy the following linear, inhomogeneous partial differential equations with respect to the spectral variable \(z\) (either \(x\) or \(y\))

\begin{align}
(4.1) \quad \partial_z f_1(z,s) &= \frac{a-z}{z} f_1(z,s) - \frac{a}{z} f_1(0,s) - \xi s^a e^{-s} \frac{1}{z-s}, \\
(4.2) \quad \partial_z f_2(z,t) &= \frac{b-z}{z} f_2(z,t) - \frac{b}{z} f_2(0,t) - \psi t^b e^{-t} \frac{1}{z-t},
\end{align}

where we observe regular singularities at \(z = 0, s\) and \(z = 0, t\) respectively and both have an irregular singularity of Poincare rank unity at \(z = \infty\). In addition they satisfy linear partial differential equations with respect to the
deformation variables \( s, t \)

\[
\partial_s f_1(z, s) = \xi_s a e^{-s} \frac{1}{z - s}, \quad \partial_t f_2(z, t) = \psi t^b e^{-t} \frac{1}{z - t}.
\]

**Proof.** The spectral derivatives (4.1), (4.2) follow from differentiating the definitions (3.64), (3.65) under the integration, employing the identity \( \partial_z(z - x)^{-1} = -\partial_x(z - x)^{-1} \) in the case of \( f_1 \) say, and integrating by parts. At this juncture we then utilise the univariate forms of either the weight derivatives (2.32) or (2.39). One then makes suitable partial fraction expansions of the resulting integrands into rational forms with respect to \( x \) with simple poles and identifies these integrals with the definitions of the Stieltjes functions. The deformation derivatives are found by a simple differentiation of the definitions (3.64), (3.65). \( \square \)

Before deriving the spectral derivatives of the bi-orthogonal polynomials we require the calculation of a preliminary quantity. Identities (2.34) and (2.35) need to be re-written in the polynomial basis, which is

\[
\int_0^\infty \int_0^\infty \frac{dxdy}{(x + y)^2} w(x, y) x P_n(x) Q_m(y)
= \langle x \partial_x P_n, Q_m \rangle + (a + 1) \delta_{n,m} - \langle x P_n, Q_m \rangle + \xi s^{a+1} e^{-s} P_n(s) Q_m^{(1)}(-s),
\]

and

\[
\int_0^\infty \int_0^\infty \frac{dxdy}{(x + y)^2} w(x, y) y P_n(x) Q_m(y)
= \langle P_n, y \partial_y Q_m \rangle + (b + 1) \delta_{n,m} - \langle P_n, y Q_m \rangle + \psi t^{b+1} e^{-t} P_n^{(1)}(-t) Q_m(t).
\]

In addition we have the following sum identity.

**Lemma 4.1.** The sum of inner products \( \langle x \partial_x P_n, Q_m \rangle \) and \( \langle P_n, y \partial_y Q_m \rangle \) has the evaluation

\[
\langle x \partial_x P_n, Q_m \rangle + \langle P_n, y \partial_y Q_m \rangle = \pi_n \eta_m - (a + b + 1) \delta_{n,m} - \xi s^{a+1} e^{-s} P_n(s) Q_m^{(1)}(-s) - \psi t^{b+1} e^{-t} P_n^{(1)}(-t) Q_m(t).
\]

Having the above results we can evaluate certain integrals with the squared Cauchy kernel.
Lemma 4.2. The integrals on the left-hand sides of (4.4) and (4.5) have the case-by-case evaluations:

\[ \int_0^\infty \int_0^\infty \frac{dx dy}{(x+y)^2} w(x,y) x P_n(x) Q_m(y) = \begin{cases} 
\xi s^{a+1} e^{-s} P_n(s) Q_m^{(1)}(-s), & m \geq n + 2, \\
\frac{S_n}{S_{n+1}} + \xi s^{a+1} e^{-s} P_n(s) Q_{m+1}^{(1)}(-s), & m = n + 1, \\
n + a + 1 - X_{n,n} + \xi s^{a+1} e^{-s} P_n(s) Q_m^{(1)}(-s), & m = n, \\
\frac{S_{n-1}}{S_n} - \psi t^{b+1} e^{-t} P_n^{(1)}(-t) Q_{m-1}(t), & m = n - 1, \\
-\psi t^{b+1} e^{-t} P_n^{(1)}(-t) Q_m(t), & m \leq n - 2, \\
-\xi s^{a+1} e^{-s} P_n(s) Q_m^{(1)}(-s), & m \geq n + 2, \\
\frac{S_n}{S_{n+1}} - \xi s^{a+1} e^{-s} P_n(s) Q_{m+1}^{(1)}(-s), & m = n + 1, \\
n + b + 1 - Y_{n,n} + \psi t^{b+1} e^{-t} P_n^{(1)}(-t) Q_n(t), & m = n, \\
\frac{S_{n-1}}{S_n} + \psi t^{b+1} e^{-t} P_n^{(1)}(-t) Q_{m-1}(t), & m = n - 1, \\
\psi t^{b+1} e^{-t} P_n^{(1)}(-t) Q_m(t), & m \leq n - 2, 
\end{cases} \]

We now have made all the preparations in order to deduce the spectral derivatives of the polynomial pair \( P_n, Q_n \).

Proposition 4.2. The polynomials \( P_n, Q_n \) satisfy the following linear, first order homogeneous partial differential equations with respect to the spectral variables \( x \) or \( y \)

\[ x \partial_x P_n(x) = -(n + a + b + 1) P_n(x) - \pi_n \dot{P}_n(x) \\
- \xi s^{a+1} e^{-s} P_n(s) \left[ \frac{Q_n^{(1)}(-s) - 1}{x - s} \right] \dot{P}_n(x) + \frac{S_n}{S_{n+1}} Q_{n+1}^{(1)}(-s) P_n(x) + \frac{S_n}{S_{n+1}} Q_n^{(1)}(-s) P_{n+1}(x) \]

\[ \psi t^{b+1} e^{-t} \dot{Q}_n(t) \left[ \frac{Q_n^{(1)}(-t) - 1}{x + t} \right] \dot{P}_n(x) + S_n \frac{Q_{n+1}(t)}{S_{n+1}} Q_n(t) P_n(x) + S_n \frac{Q_n(t)}{S_{n+1}} Q_{n+1}(t) P_{n+1}(x), \]

\[ = -(n + a + b + 1) P_n(x) - \pi_n \dot{P}_n(x) - \xi s^{a+1} e^{-s} P_n(s) K_n^{0,1}(x,-s) - \psi t^{b+1} e^{-t} P_n^{(1)}(-t) K_n^{0,0}(x,t), \]

and

\[ y \partial_y Q_n(y) = -(n + a + b + 1) Q_n(y) - \eta_n \dot{Q}_n(y) \\
- \xi s^{a+1} e^{-s} \frac{Q_n^{(1)}(-s)}{s + y} \left[ \frac{Q_n^{(1)}(-s)}{s + y} \right] \dot{Q}_n(y) + \frac{S_n}{S_{n+1}} P_{n+1}(s) Q_n(y) + \frac{S_n}{S_{n+1}} P_n(s) Q_{n+1}(y) \]

\[ - \psi t^{b+1} e^{-t} \frac{Q_n(t)}{y - t} \left[ \frac{P_n^{(1)}(-t) - 1}{y - t} \right] \dot{Q}_n(y) + S_n \frac{P_{n+1}(t)}{S_{n+1}} \dot{Q}_n(t) Q_n(y) + S_n \frac{P_n(t)}{S_{n+1}} \dot{Q}_n(t) Q_{n+1}(y), \]

\[ = -(n + a + b + 1) Q_n(y) - \eta_n \dot{Q}_n(y) - \xi s^{a+1} e^{-s} Q_n^{(1)}(-s) K_n^{0,0}(s,-y) - \psi t^{b+1} e^{-t} Q_n(t) K_n^{1,0}(-t,y). \]

Proof. We consider only the \( P_n \) polynomials as the method applies identically for the \( Q_n \) case. Let \( x \partial_x P_n(x) = \sum_{j=0}^n a_{n,j} P_j(x) \) and consequently \( a_{n,j} = \langle x \partial_x P_n, Q_j \rangle \). Integrating by parts and assuming \( \text{Re}(a) > -1 \) we find

\[ \langle x \partial_x P_n, Q_j \rangle = -\int dx dy P_n(x) y \left[ \frac{y}{(x+y)^2} - \frac{1}{x+y} x \partial_y w \right]. \]
Utilising the semi-classical Pearson equation (2.32) we deduce
\[ a_{n,j} = - \int dx dy \ w_P(x) \left[ \frac{y}{(x + y)^2} + \frac{a - x}{x + y} \right] - \xi s w_1(s) P_n(s) Q_j^{(1)}(-s). \]
For the \( Q \) case we define \( y \partial_y Q_n(y) = \sum_{k=0}^{n} b_{n,k} Q_k(y) \) and in the same manner find
\[ b_{n,k} = - \int dx dy \ w_P(x) \left[ \frac{x}{(x + y)^2} + \frac{b - y}{x + y} \right] - \psi t w_2(t) P_k^{(1)}(-t) Q_n(t). \]
The last step is to evaluate the inverse square kernels using the results of Lemma 4.2 and the second term of the integrands using Prop. 3.31. \( \square \)

We continue the process for the pair of first associated functions, using the results of the previous proposition.

**Proposition 4.3.** The associated functions \( P_n^{(1)}(x), Q_n^{(1)}(y) \) satisfy the following linear, first order homogeneous partial differential equations with respect to the spectral variables \( x \) or \( y \)
\[
(4.11) \quad x \partial_x P_n^{(1)}(x) = -(n + b + 1 + x) P_n^{(1)}(x) + \pi_n \left( 1 - P_n^{(1)}(x) \right)
- \xi s a + e^{-s} \frac{P_n(s)}{s - x} \left\{ \left( \tilde{P}_n^{(1)}(-s) - 1 \right) \left[ \tilde{P}_n^{(1)}(x) - 1 \right] + \frac{S_n}{S_{n+1}} P_n^{(1)}(-s) P_n^{(1)}(x) + \frac{S_n}{S_{n+1}} Q_n^{(1)}(-s) P_n^{(1)}(x) \right\},
- \psi t b + e^{-t} \frac{P_n^{(1)}(-t)}{t - x} \left\{ \tilde{Q}_n(t) \left[ \tilde{P}_n^{(1)}(x) - 1 \right] + \frac{S_n}{S_{n+1}} Q_n^{(1)}(-t) P_n^{(1)}(x) + \frac{S_n}{S_{n+1}} Q_n(t) P_n^{(1)}(x) \right\}.
\]
\[ = -(n + b + 1 + x) P_n^{(1)}(x) + \pi_n \left( 1 - P_n^{(1)}(x) \right) - \xi s a + e^{-s} P_n(s) K_n^{(1)}(x, -s) - \psi t b + e^{-t} P_n^{(1)}(-t) K_n^{(1)}(x, t), \]
and
\[
(4.12) \quad y \partial_y Q_n^{(1)}(y) = -(n + b + 1 + y) Q_n^{(1)}(y) + \eta_n \left[ 1 - \tilde{Q}_n^{(1)}(y) \right]
- \xi s a + e^{-s} Q_n^{(1)}(-s) \left\{ \tilde{Q}_n^{(1)}(y) - 1 \right\} + \frac{S_n}{S_{n+1}} P_n^{(1)}(s) Q_n^{(1)}(y) + \frac{S_n}{S_{n+1}} Q_n^{(1)}(s) \left[ \tilde{Q}_n^{(1)}(y) - 1 \right]
- \psi t b + e^{-t} Q_n(t) \left\{ \tilde{Q}_n^{(1)}(-t) - 1 \right\} + \frac{S_n}{S_{n+1}} P_n^{(1)}(-t) Q_n^{(1)}(y) + \frac{S_n}{S_{n+1}} P_n^{(1)}(-t) Q_n^{(1)}(y)
\]
\[ = -(n + b + 1 + y) Q_n^{(1)}(y) + \eta_n \left[ 1 - \tilde{Q}_n^{(1)}(y) \right] - \xi s a + e^{-s} Q_n^{(1)}(-s) K_n^{(1)}(s, y) - \psi t b + e^{-t} Q_n(t) K_n^{(1)}(-t, y). \]

**Proof.** Again we only provide details for the \( P_n^{(1)}(z) \) function as the methods are the same for the \( Q_n^{(1)}(z) \) function. One differentiates the definition (3.74) with respect to \( z \) and interchanges the differentiation and integration over \( x \). The identity \( \partial_x (z - x)^{-1} = -\partial_x (z - x)^{-1} \) is employed again and we integrate by parts with respect to \( x \). For the term with \( \partial_x w_1(x) \) we use the explicit weight formula and for this term and the others, do a partial fraction decomposition of the rational functions of \( x \). The resulting integrals have a term with \( \partial_x P_n(x) \) whilst the others do not and these latter integrals can be evaluated via the previous definitions. Now we insert the results of the previous proposition in the form of (4.9) which has a rational dependence on \( x \) with simple poles, namely the first of the two formulae. Now all the remaining integrals can be evaluated in terms of associated functions with arguments of \( z, s \) or \( -t \) as the case maybe. Our final step is to simplify the resulting expression by using the identities (3.124) with \( x = s \) and (3.125) with \( x = -t \). Restoring \( z \mapsto x \) yields (4.11). \( \square \)
We now turn our attention to the deformation derivatives of the polynomial pair.

**Proposition 4.4.** The polynomials $P_n, Q_n$ satisfy the following linear, first order homogeneous partial differential equations with respect to the deformation variables $s,t$

\begin{align}
\partial_s P_n(x) &= \xi s^a e^{-s} P_n(s) \left[ \frac{1}{2} P_n(x) Q_n^{(1)}(-s) + K_{n-1}^{0,1}(x, -s) \right], \\
\partial_s Q_n(y) &= \xi s^a e^{-s} Q_n^{(1)}(-s) \left[ \frac{1}{2} P_n(s) Q_n(y) + K_{n-1}^{0,0}(s, y) \right], \\
\partial_t P_n(x) &= \psi t^b e^{-t} P_n(t) \left[ \frac{1}{2} P_n(x) Q_n(t) + K_{n-1}^{0,0}(x, t) \right], \\
\partial_t Q_n(y) &= \psi t^b e^{-t} Q_n(t) \left[ \frac{1}{2} P_n(t) Q_n(y) + K_{n-1}^{1,0}(-t, y) \right].
\end{align}

**Proof.** We will demonstrate the proof only for case of $\partial_s P_n$. Writing the expansion formula $\partial_s P_n(x) = \sum_{j=0}^n c_{n,j} P_j(x)$ we note that $c_{n,j} = \langle \partial_s P_n, Q_j \rangle$, $0 \leq j \leq n$. For $0 \leq i \leq n$ the orthonormality condition is expressible as

\begin{align}
\delta_{i,0} = \langle P_n, Q_{n-i} \rangle = \int dx dy \frac{w(x,y)}{x+y} P_n(x) Q_{n-i}(y). 
\end{align}

Differentiating this with respect to $s$, employing (2.38) and the definition (3.75) we deduce

\begin{align}
0 &= -\xi s^a e^{-s} P_n(s) Q_n^{(1)}(-s) + c_{n,n-i} + \delta_{i,0} \langle P_n, \partial_s Q_n \rangle.
\end{align}

Thus for $0 < i < n - 1$ this furnishes us with the solution $c_{n,n-i} = \xi s^a e^{-s} P_n(s) Q_n^{(1)}(-s)$ however the case $i = 0$ will have to be treated separately. For this case we have

\begin{align}
\langle P_n, \partial_s Q_n \rangle = -c_{n,n} + \xi s^a e^{-s} P_n(s) Q_n^{(1)}(-s).
\end{align}

Also note that $c_{n,n} = S_n^{-1} \partial_s S_n$, as can be found by comparing the leading terms of the expansion formula. However in the $Q_n$ expansion formula $\partial_t Q_n(x) = \sum_{j=0}^n d_{n,j} Q_j(x)$ we observe that $d_{n,n} = S_n^{-1} \partial_t S_n$ by the same argument. So $\langle P_n, \partial_t Q_n \rangle =: d_{n,n} = c_{n,n}$ and thus

\begin{align}
c_{n,n} = \frac{1}{2} \xi s^a e^{-s} P_n(s) Q_n^{(1)}(-s).
\end{align}

In conclusion we have (4.13). \qed

Our final task in this subsection is now to compute the deformation derivatives of the first associated functions.

**Proposition 4.5.** The associated functions $P_n^{(1)}, Q_n^{(1)}$ satisfy the following linear, first order homogeneous partial differential equations with respect to the deformation variables $s,t$

\begin{align}
\partial_s P_n^{(1)}(x) &= \xi s^a e^{-s} P_n(s) \left[ \frac{1}{2} P_n^{(1)}(x) Q_n^{(1)}(-s) + K_{n-1}^{1,1}(x, -s) \right], \\
\partial_s Q_n^{(1)}(y) &= \xi s^a e^{-s} Q_n^{(1)}(-s) \left[ \frac{1}{2} P_n(s) Q_n^{(1)}(y) + K_{n-1}^{0,1}(s, y) \right], \\
\partial_t P_n^{(1)}(x) &= \psi t^b e^{-t} P_n^{(1)}(-t) \left[ \frac{1}{2} P_n(x) Q_n(t) + K_{n-1}^{1,0}(x, t) \right], \\
\partial_t Q_n^{(1)}(y) &= \psi t^b e^{-t} Q_n(t) \left[ \frac{1}{2} P_n(-t) Q_n^{(1)}(y) + K_{n-1}^{1,1}(-t, y) \right].
\end{align}
Theorem. We only consider $P_n^{(1)}(x)$ and derivation with respect to $s$ as the other cases are amenable to an identical treatment. Firstly we differentiate the definition for $P_n^{(1)}(x)$ (3.74) with respect to $s$ and find two terms arise: one containing $\partial_s w_1(x, s)$ and one containing $\partial_s P_n(x)$. For the former we use $\xi \delta_{x-s} e^x e^{-y}$ and for the latter we use formula (4.13) from the previous proposition. The integrals can be immediately evaluated using the definition (3.74), and in addition we recognise the definition of the $K_{n-1}^{1,1}(x, -s)$ kernel. \hfill \qed

The reader should note that the Stieltjes functions, bi-orthogonal polynomials and associated functions are fully described through the complete notations $f_1(z; s)$, $P_n(x; s, t)$, $P_n^{(1)}(x; s, t)$, etc even though some of these dependencies, usually the deformation variables, will be suppressed from time to time. We will find in the ensuing developments that the spectral variable of these objects can be tied to a deformation variable, either $\pm s$ or $\pm t$, and so the total dependence on the deformation variable comes from two sources. We will denote the pure deformation derivative by $\partial_s, \partial_t$ whereas a total derivative is by $d/ds, d/dt$.

Definition 4.1. Let the pair of $\sigma$-functions $\sigma_n(s, t; \xi, \psi), \tau_n(s, t; \xi, \psi)$ be defined by
\begin{equation}
\sigma_n(s, t) := s \partial_s \log Z_n^{C-L2M}, \quad \tau_n(s, t) := t \partial_t \log Z_n^{C-L2M}.
\end{equation}

Proposition 4.6. The $\sigma$-functions have evaluations in terms of reproducing kernels
\begin{align}
\sigma_n(s, t) &= -\xi s^{a+1} e^{-s} K_{n-1}^{0,1}(s, -s; s, t), \\
\tau_n(s, t) &= -\psi b^{b+1} e^{-t} K_{n-1}^{1,0}(-t; t, s, t).
\end{align}

They satisfy the compatibility relation $t \partial_t \sigma_n(s, t) = s \partial_s \tau_n(s, t)$.

Proof. The inverse norm of the bi-orthogonal system satisfies the first order partial differential equations with respect to the deformation variables $s, t$
\begin{align}
\frac{\partial_s S_n^2}{S_n^2} &= \xi s^a e^{-s} P_n(s) Q_n^{(1)}(-s), \\
\frac{\partial_t S_n^2}{S_n^2} &= \psi b^b e^{-t} P_n^{(1)}(-t) Q_n(t).
\end{align}

From (3.7) we have $\log Z_n^{C-L2M} = -\sum_{l=0}^{n-1} \log S_l^2$ and the resulting sum of derivatives using the two relations above is recognised as the definitions of the 0, 1 and 1, 0 kernels. \hfill \qed

4.2. Lax Matrices. In this subsection we will consolidate the results of the previous subsection into a standard matrix formulation which furnishes greater economy and transparency. In addition we will exclusively report only those results applying to the $P$-system for the sake of brevity and in the knowledge that through the symmetry exchanges $x \leftrightarrow y$, $s \leftrightarrow t$, $a \leftrightarrow b$, $\xi \leftrightarrow \psi$, $P_n \leftrightarrow Q_n$ one can write down the corresponding results for the $Q$-system by inspection. The polynomial form of the spectral derivative of the bi-orthogonal $P$-polynomial is
\begin{equation}
x(x-s)(x+t) \partial_x P_n(x) = \Theta_n^+(x) P_{n+1}(x) + \Omega_n(x) P_n(x) + \Theta_n^-(x) P_{n-1}(x),
\end{equation}
while the polynomial forms of the deformation derivatives of this polynomial are given by
\begin{equation}
(x-s) \partial_s P_n(x) = \Xi_n^+(x) P_{n+1}(x) + \Upsilon_n(x) P_n(x) + \Xi_n^-(x) P_{n-1}(x),
\end{equation}
Our next result gives explicit forms for the coefficient polynomials appearing in the forgoing spectral derivatives.

**Proposition 4.7.** The spectral polynomials \( \Theta_n^\pm(x) \), deg \( \Theta_n^\pm = 2 \), have the evaluations

\[
\frac{S_{n+1}}{S_n} \Theta_n^+(x) = -(x-s)(x+t)
- \xi^{a+1} e^{-s(x+t)} \frac{P_n(s)}{\pi \eta_n} \left[ \frac{S_n}{S_{n+1}} Q_n^{(1)}(-s) + (Y_{n,n} + s)Q_n^{(1)}(-s) - \frac{S_n}{S_n} Q_n^{(1)}(-s) \right]
- \psi^{b+1} e^{-t(x-s)} \frac{P_n(1)}{\pi \eta_n} \left[ \frac{S_n}{S_{n+1}} Q_n^{(1)}(t) + (Y_{n,n} - t)Q_n(t) - \frac{S_n}{S_n} Q_n^{(1)}(t) \right],
\]

and

\[
\frac{S_n}{S_{n-1}} \Theta_n^-(x) = (x-s)(x+t)
+ \xi^{a+1} e^{-s(x+t)} \frac{P_n(s)}{\pi \eta_n} \left[ \frac{S_n}{S_{n+1}} Q_n^{(1)}(-s) - (X_{n,n} - s)Q_n^{(1)}(-s) - \frac{S_n}{S_n} Q_n^{(1)}(-s) \right]
+ \psi^{b+1} e^{-t(x-s)} \frac{P_n(1)}{\pi \eta_n} \left[ \frac{S_n}{S_{n+1}} Q_n^{(1)}(t) - (X_{n,n} + t)Q_n(t) - \frac{S_n}{S_n} Q_n^{(1)}(t) \right],
\]

while the spectral polynomial \( \Omega_n(x) \), deg \( \Omega_n = 3 \), has the evaluation

\[
\Omega_n(x) = (x-s)(x+t) [x + Y_{n,n} - n - a - b - 1]
- \xi^{a+1} e^{-s(x+t)} \frac{P_n(s)}{\pi \eta_n} \left[ \frac{S_n}{S_{n+1}} (X_{n,n} - x)Q_n^{(1)}(-s) + (Y_{n,n} + x)(X_{n,n} - s)Q_n^{(1)}(-s) + \frac{S_n}{S_n} (Y_{n,n} + x)Q_n^{(1)}(-s) \right]
- \psi^{b+1} e^{-t(x-s)} \frac{P_n(1)}{\pi \eta_n} \left[ \frac{S_n}{S_{n+1}} (X_{n,n} - x)Q_n^{(1)}(t) + (Y_{n,n} + x)(X_{n,n} + t)Q_n(t) + \frac{S_n}{S_n} (Y_{n,n} + x)Q_n^{(1)}(t) \right].
\]

The spectral Lax matrices \( \left( A_{l,m}^{(\nu)}(s,t) \right)_{l,m \geq 0} \) corresponding to the singular points \( \nu \in \{0, s, -t, \infty\} \) appear in the rational form of the spectral derivative of the bi-orthogonal polynomial

\[
(4.36) \quad \partial_x P_n(x) = \left( \frac{A_{n,n+1}^{(0)}(s,t)}{x} + \frac{A_{n,n+1}^{(s)}}{x-s} + \frac{A_{n,n+1}^{(-t)}}{x+t} + A_{n,n+1}^{(\infty)} \right) P_{n+1}(x)
+ \left( \frac{A_{0,n}^{(0)}}{x} + \frac{A_{0,n}^{(s)}}{x-s} + \frac{A_{0,n}^{(-t)}}{x+t} + A_{0,n}^{(\infty)} \right) P_n(x)
+ \left( \frac{A_{n,n-1}^{(0)}}{x} + \frac{A_{n,n-1}^{(s)}}{x-s} + \frac{A_{n,n-1}^{(-t)}}{x+t} + A_{n,n-1}^{(\infty)} \right) P_{n-1}(x).
\]
The deformation Lax matrices \( \left( B^{(\nu)}_{l,m}(s,t) \right)_{l,m \geq 0}, \left( C^{(\nu)}_{l,m}(s,t) \right)_{l,m \geq 0} \) corresponding to the singular points \( \nu \in \{s, \infty\} \) and \( \nu \in \{-t, \infty\} \) respectively appear in the rational form of the deformation derivatives of the bi-orthogonal polynomial

\[
\partial_s P_n(x) = \left( \frac{B^{(s)}_{n,n+1}}{x-s} + B^{(\infty)}_{n,n+1} \right) P_{n+1}(x) + \left( \frac{B^{(s)}_{n,n}}{x-s} + B^{(\infty)}_{n,n} \right) P_n(x) + \left( \frac{B^{(s)}_{n,n-1}}{x-s} + B^{(\infty)}_{n,n-1} \right) P_{n-1}(x),
\]

and

\[
\partial_t P_n(x) = \left( \frac{C^{(-t)}_{n,n+1}}{x+t} + C^{(\infty)}_{n,n+1} \right) P_{n+1}(x) + \left( \frac{C^{(-t)}_{n,n}}{x+t} + C^{(\infty)}_{n,n} \right) P_n(x) + \left( \frac{C^{(-t)}_{n,n-1}}{x+t} + C^{(\infty)}_{n,n-1} \right) P_{n-1}(x).
\]

Assembling these results into modified - redefined - \( 3 \times 3 \) matrix variables, which are related to (3.81) by a gauge transformation,

\[
\mathcal{P}_n := \begin{pmatrix}
P_{n+1}(x) & e^x a P_{n+1}^{(1)}(x) & x^{-a-b} P_{n+1}^{(2)}(x) \\
P_n(x) & e^x a P_{n+1}^{(1)}(x) & x^{-a-b} P_{n+1}^{(2)}(x) \\
P_{n-1}(x) & e^x a P_{n+1}^{(1)}(x) & x^{-a-b} P_{n+1}^{(2)}(x)
\end{pmatrix},
\]

\[
\mathcal{Q}_n := \begin{pmatrix}
Q_{n+1}(y) & e^y b Q_{n+1}^{(1)}(y) & y^{-a-b} Q_{n+1}^{(2)}(y) \\
Q_n(y) & e^y b Q_{n+1}^{(1)}(y) & y^{-a-b} Q_{n+1}^{(2)}(y) \\
Q_{n-1}(y) & e^y b Q_{n+1}^{(1)}(y) & y^{-a-b} Q_{n+1}^{(2)}(y)
\end{pmatrix},
\]

and the spectral and deformation Lax matrices \( \mathcal{A}_n = (\mathcal{A}_{n+l,n+m})_{l,m = 0,1, \ldots, 1} \), \( \mathcal{B}_n = (\mathcal{B}_{n+l,n+m})_{l,m = 0,1, \ldots, 1} \), \( \mathcal{C}_n = (\mathcal{C}_{n+l,n+m})_{l,m = 0,1, \ldots, 1} \) we can express the differential and recurrence relations as

\[
\partial_x \mathcal{P}_n = \mathcal{A}_n \mathcal{P}_n, \quad \partial_s \mathcal{P}_n = \mathcal{B}_n \mathcal{P}_n, \quad \partial_t \mathcal{P}_n = \mathcal{C}_n \mathcal{P}_n, \quad \mathcal{P}_{n+1} = \mathcal{K}_n \mathcal{P}_n.
\]

The elements of the coefficient elements are rational in \( x \) with the following structure

\[
A_{n+l,n+m} = \sum_{\nu \in \{0,s,-t\}} \frac{1}{x-\nu} A_{n+l,n+m}^{(\nu)} + A_{n+l,n+m}^{(\infty)},
\]

\[
B_{n+l,n+m} = \frac{1}{x-s} B_{n+l,n+m}^{(s)} + B_{n+l,n+m}^{(\infty)},
\]

\[
C_{n+l,n+m} = \frac{1}{x+t} C_{n+l,n+m}^{(-t)} + C_{n+l,n+m}^{(\infty)},
\]

or in \( 3 \times 3 \) matrix form defining the residue matrices \( \mathcal{A}_{n}^{(\nu)}, \mathcal{B}_{n}^{(\nu)}, \mathcal{C}_{n}^{(\nu)} \)

\[
\mathcal{A}_n(x) = \frac{1}{x} A_n^{(0)} + \frac{1}{x-s} A_n^{(s)} + \frac{1}{x+t} A_n^{(-t)} + A_n^{(\infty)},
\]

\[
\mathcal{B}_n(x) = \frac{1}{x-s} B_n^{(s)} + B_n^{(\infty)},
\]

\[
\mathcal{C}_n(x) = \frac{1}{x+t} C_n^{(-t)} + C_n^{(\infty)}.
\]

It is evident that the spectral differential system (4.40),(4.44) has regular singularities at \( x = 0, s, -t \) and an irregular one of Poincaré rank unity at \( x = \infty \).

Summarising the results of our previous calculations, we have the explicit forms of the spectral residue matrices \( \mathcal{A}_{n}^{(\nu)} \) featuring in (4.44)

\[
A_{n}^{(\infty)} = \begin{pmatrix}
0 & \frac{s-1}{s} & 0 \\
0 & 1 & 0 \\
0 & \frac{s-1-1}{s} & 0
\end{pmatrix},
\]
\[
A_n^{(s)} = -\xi s^a e^{-s} \frac{1}{\pi_n \eta_n} P_n(s) \otimes \left( G_n(s, -s) Q_n^{(1)}(-s) \right)^T,
\]

\[
A_n^{(t)} = +\psi t^b e^{-t} \frac{1}{\pi_n \eta_n} P_n^{(1)}(-t) \otimes \left( G_n(-t, t) Q_n(t) \right)^T,
\]

and

\[
A_n^{(\omega)} := A_n^{(0)} + A_n^{(s)} + A_n^{(t)} = \begin{pmatrix}
\frac{n + 1 - \frac{S_n \pi_{n+1}}{S_{n+1} \pi_n}}{S_n \pi_n} & -a - 1 - \frac{S_n \pi_{n+1}}{S_{n+1} \pi_n} & \frac{S_{n-1} \pi_{n+1}}{S_n \pi_{n+1}} \\
-\frac{S_{n+1}}{S_{n+1} \pi_n} & \frac{S_{n+1}}{S_{n+1} \pi_n} & -n - a - b + \frac{S_{n-1} \pi_{n+1}}{S_n \pi_{n+1}} \\
\end{pmatrix},
\]

where

\[
A_{1,0}^{(0)} = \frac{\pi_{n+1}}{\pi_n} Y_n n
\]

\[
+ \xi s^{a+1} e^{-s} \frac{1}{\pi_n \eta_n} P_{n+1}(s) \left[ \frac{S_n}{S_{n+1}} Q_n^{(1)}(-s) - (X_{n,n} - s) Q_n^{(1)}(-s) - \frac{S_{n-1}}{S_n} Q_n^{(1)}(-s) \right]
\]

\[
+ \psi t^{b+1} e^{-t} \frac{1}{\pi_n \eta_n} P_{n+1}^{(1)}(-t) \left[ \frac{S_n}{S_{n+1}} Q_n^{(1)}(-s) - (Y_{n,n} + t) Q_n(t) - \frac{S_{n-1}}{S_n} Q_n^{(1)}(-s) \right],
\]

and

\[
A_{1,0}^{(0)} = -\frac{\pi_{n-1}}{\pi_n} X_n n
\]

\[
+ \xi s^{a+1} e^{-s} \frac{1}{\pi_n \eta_n} P_{n-1}(s) \left[ \frac{S_n}{S_{n+1}} Q_n^{(1)}(-s) + (Y_{n,n} + s) Q_n^{(1)}(-s) - \frac{S_{n-1}}{S_n} Q_n^{(1)}(-s) \right]
\]

\[
+ \psi t^{b+1} e^{-t} \frac{1}{\pi_n \eta_n} P_{n-1}^{(1)}(-t) \left[ \frac{S_n}{S_{n+1}} Q_n^{(1)}(-s) + (Y_{n,n} - t) Q_n(t) - \frac{S_{n-1}}{S_n} Q_n^{(1)}(-s) \right].
\]

Furthermore define certain auxiliary matrices

\[
B_n^{(\infty, 0)} := \frac{1}{2} \xi s^a e^{-s} \begin{pmatrix}
P_{n+1}(s) Q_n^{(1)}(-s) & 0 & 0 \\
0 & -P_n(s) Q_n^{(1)}(-s) & 0 \\
0 & -2P_n(s) Q_n^{(1)}(-s) & -P_{n-1}(s) Q_{n-1}^{(1)}(-s) \\
\end{pmatrix},
\]

\[
B_n^{(\infty, 0)} := \frac{1}{2} \xi s^a e^{-s} \begin{pmatrix}
P_{n+1}(s) Q_n^{(1)}(-s) & 0 & 0 \\
0 & -P_n(s) Q_n^{(1)}(-s) & 0 \\
0 & -2P_n(s) Q_{n-1}^{(1)}(-s) & -P_{n-1}(s) Q_{n-1}^{(1)}(-s) \\
\end{pmatrix},
\]

\[
C_n^{(\infty, 0)} := \frac{1}{2} \psi t^b e^{-t} \begin{pmatrix}
P_{n+1}^{(1)}(-t) Q_{n+1}(t) & 0 & 0 \\
0 & -P_n^{(1)}(-t) Q_n(t) & 0 \\
0 & -2P_n^{(1)}(-t) Q_{n-1}(t) & -P_{n-1}^{(1)}(-t) Q_{n-1}(t) \\
\end{pmatrix},
\]

\[
C_n^{(\infty, 0)} := \frac{1}{2} \psi t^b e^{-t} \begin{pmatrix}
P_{n+1}^{(1)}(-t) Q_{n+1}(t) & 0 & 0 \\
0 & -P_n^{(1)}(-t) Q_n(t) & 0 \\
0 & -2P_n^{(1)}(-t) Q_{n-1}(t) & -P_{n-1}^{(1)}(-t) Q_{n-1}(t) \\
\end{pmatrix}.
\]
The explicit forms of the $s$-deformation residue matrices $B_n^{(s)}$ are: $B_n^{(s)} = -A_n^{(s)}$, and

$$B_n^{(\infty)} = B_n^{(\infty,0)} - \frac{1}{\pi_n \eta_n} \xi^a e^{-s} \left[ \frac{S_n}{S_{n+1}} Q_{n+1}^{(1)}(-s) - (X_{n,n} - s)Q_n^{(1)}(-s) - \frac{S_{n-1}}{S_n} Q_{n-1}^{(1)}(-s) \right] \begin{pmatrix} 0 & P_{n+1}(s) & 0 \\ 0 & P_n(s) & 0 \\ 0 & P_{n-1}(s) & 0 \end{pmatrix}.$$ 

Similarly we find the explicit forms of the $t$-deformation residue matrices $C_n^{(t)}$: $C_n^{(-t)} = A_n^{(-t)}$, and

$$(4.58) \quad C_n^{(\infty)} = C_n^{(\infty,0)} - \frac{1}{\pi_n \eta_n} \psi^b e^{-t} \left[ \frac{S_n}{S_{n+1}} Q_{n+1}(t) - (X_{n,n} + t)Q_n(t) - \frac{S_{n-1}}{S_n} Q_{n-1}(t) \right] \begin{pmatrix} 0 & P_{n+1}(t) & 0 \\ 0 & P_n(t) & 0 \\ 0 & P_{n-1}(t) & 0 \end{pmatrix}.$$ 

We record here the invariants of the $A_n^{(s)}$ residue matrices given above, as these exhibit the spectral data for the integrable system.

**Proposition 4.8.** Let us recall the definition $A_n^\Sigma := A_n^{(0)} + A_n^{(s)} + A_n^{(-t)}$. The traces of single residue matrices have the evaluations

$$\text{Tr}(A_n^{(0)}) = -2a - b, \quad \text{Tr}(A_n^{(s)}) = 0, \quad \text{Tr}(A_n^{(-t)}) = 0, \quad \text{Tr}(A_n^{(\infty)}) = 1, \quad \text{Tr}(A_n(x)) = 1 - \frac{2a + b}{x},$$

while their second invariants have the evaluations

$$\Lambda_2(A_n^{(0)}) = a(a + b), \quad \Lambda_2(A_n^{(s)}) = 0, \quad \Lambda_2(A_n^{(-t)}) = 0, \quad \Lambda_2(A_n^{(\infty)}) = 0,$$

and their determinants have the evaluations

$$\det(A_n^{(0)}) = 0, \quad \det(A_n^{(s)}) = 0, \quad \det(A_n^{(-t)}) = 0, \quad \det(A_n^{(\infty)}) = 0.$$

In addition we record the second invariant

$$\Lambda_2(A_n^{(s)}) = -(n(a + b) - a(a + b - 1) + n^2 + n + 1)$$

$$+ \frac{S_{n-1}}{S_n} \frac{\pi_{n-1}}{\pi_n} (X_{n,n} + b + n - 1) + \frac{S_n}{S_{n+1}} \frac{\pi_{n+1}}{\pi_n} (Y_{n,n} + a + n + 2)$$

$$- \frac{S_{n-1}}{S_n} \frac{\pi_{n-1}^2}{\pi_n^2} + 2 \frac{S_{n-1}}{S_{n+1}} \frac{\pi_{n-1} \pi_{n+1}}{\pi_n^2} - \frac{S_n}{S_{n+1}} \frac{\pi_{n+1}^2}{\pi_n^2},$$

$$+ \frac{\xi^s e^{-s}}{\pi_n \eta_n} P_{n+1}(s) \left[ \frac{S_{n+1}^2}{S_n} Q_{n+1}^{(1)}(-s) - \frac{S_n}{S_{n+1}} (X_{n,n} - s)Q_n^{(1)}(-s) - \frac{S_{n-1}}{S_n} Q_{n-1}^{(1)}(-s) \right]$$

$$+ \frac{\xi^a e^{-s}}{\pi_n \eta_n} P_{n+1}(s) \left[ -\frac{S_{n-1}}{S_{n+1}} Q_n^{(1)}(-s) - \frac{S_{n-1}}{S_n} (Y_{n,n} + s)Q_n^{(1)}(-s) + \frac{S_n}{S_{n+1}} Q_{n-1}^{(1)}(-s) \right]$$

$$+ \frac{\psi^b e^{-t}}{\pi_n \eta_n} P^{(1)}_{n+1}(-t) \left[ \frac{S_{n+1}^2}{S_n} Q_{n+1}(t) - \frac{S_n}{S_{n+1}} (X_{n,n} + t)Q_n(t) - \frac{S_{n-1}}{S_n} Q_{n-1}(t) \right]$$

$$+ \frac{\psi^b e^{-t}}{\pi_n \eta_n} P^{(1)}_{n-1}(-t) \left[ \frac{S_{n-1}}{S_{n+1}} Q_{n+1}(t) - \frac{S_n}{S_{n+1}} (Y_{n,n} - t)Q_n(t) + \frac{S_{n-1}}{S_n} Q_{n-1}(t) \right],$$
and its determinant

\[
\text{det}(A_n^{(g)}) = (a + 1)(n + 1)(a + b + n)
- (a + b + n) \frac{S_n}{S_{n+1}} \frac{\pi_{n+1}}{\pi_n} (Y_{n,n} + a + n + 2) + (n + 1) \frac{S_{n-1}}{S_n} \frac{\pi_{n-1}}{\pi_n} (X_{n,n} + b + n - 1)
+ (a + b + n) \frac{S^2_n}{S^2_{n+1}} \frac{\pi^2_{n+1}}{\pi_n^2} - (a + b - 1) \frac{S_{n-1}}{S_n} \frac{\pi_{n+1}^2}{\pi_n^2} - (n + 1) \frac{S^2_n}{S^2_{n+1}} \frac{\pi^2_{n-1}}{\pi_n^2}.
\]

Following up on the invariants of the \(A_n^{(g)}\) residue matrices we report evaluations of the traces of all distinct pair-wise products of these.

**Proposition 4.9.** The traces of pairwise products of residue matrices are given by

\[
\text{Tr}(A_n^{(g)} A_n^{(-g)}) = -\xi s^a e^{-s} \frac{P_n(s)}{\pi^2_n \eta_n} (\pi_{n+1}, \pi_n, \pi_{n-1}) G_n(s, -s) Q_n^{(1)}(-s),
\]

\[
\text{Tr}(A_n^{(g)} A_n^{(-1)}(-t)) = \psi^b e^{-t} \frac{P^{(1)}_{n-1}(-t)}{\pi^2_n \eta_n} (\pi_{n+1}, \pi_n, \pi_{n-1}) G_n(-t, t) Q_n(t),
\]

along with

\[
\text{Tr}(A_n^{(s)} A_n^{(-t)}) = -\xi \psi e^{-s} \frac{1}{\pi^2_n \eta_n} P^{(1)}_{n}(-t)^T G_n(s, -s) Q_n^{(1)}(-s) \times P_n(s)^T G_n(-t, t) Q_n(t).
\]

The remaining pair have the evaluations of

\[
\text{Tr}(A_n^{(g)} A_n^{(-s)}) = -\xi s^a e^{-s} \frac{1}{\pi^2_n \eta_n} P_n(s)^T \left( A_n^{(g)} \right)^T G_n(s, -s) Q_n^{(1)}(-s),
\]

and

\[
\text{Tr}(A_n^{(g)} A_n^{(-t)}) = \psi^b e^{-t} \frac{1}{\pi^2_n \eta_n} P^{(1)}_{n}(-t)^T \left( A_n^{(g)} \right)^T G_n(-t, t) Q_n(t).
\]

We note that the \(\sigma\)-functions of Prop. 4.6 have been evaluated as the 0, 1 and 0 kernels with anti-incidence arguments. However these arguments are set at the singular points \(x = s, -t\) and as one can see from (3.153) and (3.152) that a division is carried out by \(W_1(x)\) with a simple zero at any singularity. Thus we need to carry out a limiting procedure in order to evaluate Prop. 4.6. The first step in this direction is to evaluate derivatives at \(x = s, -t\).
Lemma 4.3. Let us assume $P_{n}^{(\nu)} \in C^2(0, \infty)$ for $\nu \in \{0, 1, 2\}$. The spectral derivative $\partial_x P_{n}^{(\nu)}(s)$ at the singular point $x = s$ is given by

$$
\partial_x P_{n}^{(\nu)}(s) = \left[1 + \mathcal{A}_{n}^{(s)} \right] \left(A_{n}^{(\infty)} + s^{-1} \mathcal{A}_{n}^{(0)} + (s + t)^{-1} \mathcal{A}_{n}^{(-t)} \right) P_{n}^{(\nu)}(s),
$$

and the corresponding derivative at $x = -t$ is

$$
\partial_x P_{n}^{(\nu)}(-t) = \left[1 + \mathcal{A}_{n}^{(-t)} \right] \left(A_{n}^{(\infty)} - t^{-1} \mathcal{A}_{n}^{(0)} - (s + t)^{-1} \mathcal{A}_{n}^{(s)} \right) P_{n}^{(\nu)}(-t).
$$

One can interpret the coefficient of $P_{n}^{(\nu)}(s)$ on the right-hand side of (4.61) as $A_{n}(s)$, and similarly for (4.62). Corresponding formulae hold for $Q_{n}^{(\nu)}$.

Proof. We give the proof for the first case only as the treatment of the second is the same. Separating the partial fraction form of (4.40) and utilising (4.48) we can write

$$
\partial_x P_{n}^{(\nu)}(x) = \left(A_{n}^{(\infty)} + x^{-1} \mathcal{A}_{n}^{(0)} + (x + t)^{-1} \mathcal{A}_{n}^{(-t)} \right) P_{n}^{(\nu)}(x) + (x-s)^{-1} a_{n}^{(s)} P_{n}^{(0)}(s) \otimes \left(G_{n}(s, -s) Q_{n}^{(1)}(-s) \right)^{T} P_{n}^{(\nu)}(x),
$$

where we abbreviate $a^{(s)} = -(\lambda x a + b) / \pi_{n} \eta_{n}$. Expanding $x = s + \epsilon$ we find that in the second term of the right-hand side there is a within it a single term of order $\epsilon^{-1}$ having coefficient

$$
a_{n}^{(s)} P_{n}^{(0)}(s) \otimes \left(G_{n}(s, -s) Q_{n}^{(1)}(-s) \right)^{T} P_{n}^{(\nu)}(s) = a_{n}^{(s)} P_{n}^{(0)}(s) \cdot P_{n}^{(\nu)}(s) G_{n}(s, -s) Q_{n}^{(1)}(-s) = 0,
$$

and vanishing by orthogonality. Thus in the limit $\epsilon \to 0$ we deduce

$$
\left[1 - a_{n}^{(s)} P_{n}^{(0)}(s) \otimes \left(G_{n}(s, -s) Q_{n}^{(1)}(-s) \right)^{T} \right] P_{n}^{(\nu)}(s) = \left(A_{n}^{(\infty)} + s^{-1} \mathcal{A}_{n}^{(0)} + (s + t)^{-1} \mathcal{A}_{n}^{(-t)} \right) P_{n}^{(\nu)}(s).
$$

For arbitrary column vectors $A, B$ subject to $A^{T}B = 0$ we note that the matrix on the left-hand side has determinant unity and the inverse can be performed using $\left[1 - A \otimes B^{T} \right]^{-1} = 1 + A \otimes B^{T}$, and consequently (4.61) follows. \hfill \Box

Proposition 4.10. Let generic conditions apply and $n \geq 1$. The anti-incidence limit of the kernel $K_{n}^{0, 1}$, at the singular point $x = s$ is

$$
\pi_{n} \eta_{n} K_{n}^{0, 1}(s, -s) = P_{n}^{(0)}(s)^{T} \left( \begin{array}{ccc}
0 & 0 & 0 \\
\pi_{n}^{-1} & 1 & \pi_{n}^{-1} + \frac{S}{\pi_{n}^{-1}} \\
0 & 0 & 0
\end{array} \right) + s^{-1} A_{n}^{(\Sigma)} T - \frac{t}{s + t} A_{n}^{(-t)} T \right) G_{n}(s, -s) Q_{n}^{(1)}(-s),
$$

and that of the kernel $K_{n}^{1, 0}$, at the singular point $x = -t$ is

$$
\pi_{n} \eta_{n} K_{n}^{1, 0}(-t, t) = P_{n}^{(1)}(-t)^{T} \left( \begin{array}{ccc}
0 & 0 & 0 \\
\pi_{n}^{-1} & 1 & \pi_{n}^{-1} + \frac{S}{\pi_{n}^{-1}} \\
0 & 0 & 0
\end{array} \right) - t^{-1} A_{n}^{(\Sigma)} T + \frac{s}{t(s + t)} A_{n}^{(s)} T \right) G_{n}(-t, t) Q_{n}^{(0)}(t).$$
Proof. We start with the first form of (3.153) and writing the spectral matrix in partial fraction form we can split off the term with the pole at \( x = s \) from the remainder thus,

\[
\pi_n \eta_n R_n^{0,1}(x, -x) = (-x)^b e^{x} P_n^{(0)}(x) \left\{ (A_n^{(-1)} + x^{-1} A_n^{(0)} + (x + t)^{-1} A_n^{(-t)})^T G_n(x, -x) + \partial_x G_n(x, -x) \right\} Q_n^{(1)}(x) + (x - s)^{-1} e^{x} P_n^{(0)}(x) A_n^{(s)} G_n(x, -x) Q_n^{(1)}(x).
\]

The first term on the right-hand side can be directly evaluated as \( x \to s \) along with

\[
\partial_x G_n(s, -s) = \begin{pmatrix} 0 & 0 & \frac{S_{n+1}}{S_n} \\ -\frac{S_s}{S_{n+1}} & X_{n,n} & -s + \frac{S_{n+1}}{S_n} \\ 0 & 0 & 0 \end{pmatrix}.
\]

In the second term we set \( x = s + \epsilon \) and expand up to order \( \epsilon \) which yields

\[
\epsilon^{-1} (-s)^b e^{x} P_n^{(0)}(x) T A_n^{(s)} G_n(s, -s) Q_n^{(1)}(s) + (-s)^b e^{x} \frac{b - s}{s} P_n^{(0)}(s) T A_n^{(s)} G_n(s, -s) Q_n^{(1)}(s) \]

\[
+ (s)^b e^{x} P_n^{(0)}(s) T A_n^{(s)} G_n(s, -s) Q_n^{(1)}(s) - (s)^b e^{x} P_n^{(0)}(s) T A_n^{(s)} G_n(s, -s) Q_n^{(1)}(s) \]

\[
- (s)^b e^{x} P_n^{(0)}(s) T A_n^{(s)} G_n(s, -s) Q_n^{(1)}(s) + O(\epsilon).
\]

From the direct product structure of (4.48) we see that

\[
P_n^{(0)}(s) T A_n^{(s)} G_n(s, -s) Q_n^{(1)}(s) = a_n^{(s)} \left( P_n^{(0)}(s) T G_n(s, -s) Q_n^{(1)}(s) \right)^2 = 0,
\]

due to (3.132). Thus we can take the limit \( \epsilon \to 0 \). Combining all the \( O(1) \) terms, employing the identity (3.154) (relating \( D_n(s) \) to \( A_n(s) \)) we can effect some cancellations and finally substituting for \( A_n(s) \) using (4.61) we arrive at

\[
\pi_n \eta_n R_n^{0,1}(s, -s) = (-s)^b e^{x} P_n^{(0)}(s) T \left\{ \partial_x G_n(s, -s) \cdot G_n(s, -s)^{-1} - \frac{a + s}{s} A_n^{(s)} T + A_n^{(\infty)} T + s^{-1} A_n^{(0)} T + (s + t)^{-1} A_n^{(-t)} T \right\}

\[
\left[ A_n^{(\infty)} T + s^{-1} A_n^{(0)} T + (s + t)^{-1} A_n^{(-t)} T, A_n^{(s)} T \right] \left( \mathbb{1}_d + A_n^{(s)} T \right) \right\} G_n(s, -s) Q_n^{(1)}(s).
\]

Next we use the identities noted above, and find that a number of terms drop out. \( \square \)

4.3. Constrained Dynamical System. Our dynamical system will consist of 12 independent, primary polynomial and associated function variables \( \{ P_n^{\delta}(s) \}\}_{\delta=1,0,-1}, \{ P_n^{(1)}(s) \}_{\delta=1,0,-1}, \{ Q_n^{\delta}(s) \}_{\delta=1,0,-1}, \{ Q_n^{(1)}(s) \}_{\delta=1,0,-1}, \) along with 6 parameters \( \{ \pi_n^{\delta} \}_{\delta=1,0,-1}, \{ \eta_n^{\delta} \}_{\delta=1,0,-1}, \) the recurrence coefficients \( X_{n,n}, Y_{n,n} \) and the norming coefficients \( S_{n+1} \)\}_{\delta=1,0,-1}. Out of the total of 23 variables we have eight constraints, the first two of which follow from (3.132)

\[
P_n^{(0)}(s) T G_n(s, -s) Q_n^{(1)}(s) = 0,
\]

\[
P_n^{(1)}(s) T G_n(s, -s) Q_n^{(0)}(s) = 0,
\]

with a further six given below.
Proposition 4.11. For all \( n \geq 0, \, s, t, \, \xi, \psi \) and \( a, b \) the following constraints apply:

\[
X_{n,n} + Y_{n,n} = \pi_n \eta_n = 2n + a + b + 1 + \xi s^{a+1} e^{-s} P_n(s)Q_n^{(1)}(-s) + \psi t^{b+1} e^{-t} P_n^{(1)}(-t)Q_n(t),
\]

\[
X_{n,n} = \frac{S_n}{S_{n+1}} \pi_{n+1} \eta_n - \frac{S_n}{S_{n+1}} \pi_n \eta_{n-1} - \xi s^{a+1} e^{-s} \left[ \frac{S_n}{S_{n+1}} P_{n+1}(s)Q_n^{(1)}(-s) - \frac{S_n}{S_n} P_n(s)Q_n^{(1)}(-s) \right]
- \psi t^{b+1} e^{-t} \left[ \frac{S_n}{S_{n+1}} P_{n+1}^{(1)}(-t)Q_n(t) - \frac{S_n}{S_n} P_n^{(1)}(-t)Q_n(t) \right],
\]

\[
Y_{n,n} = \frac{S_n}{S_{n+1}} \pi_n \eta_{n+1} - \frac{S_n}{S_{n+1}} \pi_{n-1} \eta_n - \xi s^{a+1} e^{-s} \left[ \frac{S_n}{S_{n+1}} P_n(s)Q_{n+1}^{(1)}(-s) - \frac{S_n}{S_n} P_{n-1}(s)Q_n^{(1)}(-s) \right]
- \psi t^{b+1} e^{-t} \left[ \frac{S_n}{S_{n+1}} P_{n+1}^{(1)}(-t)Q_n(t) - \frac{S_n}{S_n} P_n^{(1)}(-t)Q_n(t) \right],
\]

\[
X_{n,n} - n - a - \frac{S_n \eta_{n+1}}{S_{n+1} \eta_n} + \frac{S_n \eta_{n-1}}{S_n \eta_n}
+ \xi s^{a+1} e^{-s} \frac{1}{\pi_n \eta_n} Q_n^{(1)}(-s) \left[ \frac{S_n}{S_{n+1}} P_{n+1}(s) - (Y_{n,n} + s)P_n(s) - \frac{S_n}{S_n} P_{n-1}(s) \right]
+ \psi t^{b+1} e^{-t} \frac{1}{\pi_n \eta_n} Q_n(t) \left[ \frac{S_n}{S_{n+1}} P_{n+1}^{(1)}(-t) - (Y_{n,n} - t)P_n^{(1)}(-t) - \frac{S_n}{S_n} P_{n-1}^{(1)}(-t) \right] = 0,
\]

and

\[
Y_{n,n} - n - b - \frac{S_n \pi_{n+1}}{S_{n+1} \pi_n} + \frac{S_n \pi_{n-1}}{S_n \pi_n}
+ \xi s^{a+1} e^{-s} \frac{1}{\pi_n \eta_n} P_n(s) \left[ \frac{S_n}{S_{n+1}} Q_{n+1}^{(1)}(-s) - (X_{n,n} - s)Q_n^{(1)}(-s) - \frac{S_n}{S_n} Q_{n-1}^{(1)}(-s) \right]
+ \psi t^{b+1} e^{-t} \frac{1}{\pi_n \eta_n} P_n^{(1)}(-t) \left[ \frac{S_n}{S_{n+1}} Q_{n+1}(t) - (X_{n,n} + t)Q_n(t) - \frac{S_n}{S_n} Q_{n-1}(t) \right] = 0.
\]

Note that not all the constraints given above are independent: for example employing (4.68) along with (4.69) in (4.70), and combining the latter result with (4.71) directly implies (4.67). Or alternatively the system of four relations (4.68)–(4.71), when viewed as a linear inhomogeneous system in \( \pi_{n+1}, \pi_{n-1}, \eta_{n+1}, \eta_{n-1} \), has only rank three.

Proof. Setting \( m = n \) in the identity (4.6) and noting \( \langle x \partial_x P_n, Q_n \rangle = \langle P_n, y \partial_y Q_n \rangle = n \) we establish (4.67). Note that the right-hand sides of (4.68) and (4.69) are perfect differences in \( n \). One can set \( n \mapsto n + 1 \) in (4.6) and \( m = n \), and because \( \langle P_{n+1}, y \partial_y Q_n \rangle = 0 \) we have

\[
\langle x \partial_x P_{n+1}, Q_n \rangle = \pi_{n+1} \eta_n - \xi s^{a+1} e^{-s} P_{n+1}(s)Q_n^{(1)}(-s) - \psi t^{b+1} e^{-t} P_{n+1}^{(1)}(-t)Q_n(t).
\]
Now if one expands $x \partial_x P_{n+1}$ in a $P$-basis thus

$$x \partial_x P_{n+1}(x) = (n + 1)P_{n+1}(x) - \frac{S_{n+1,n}}{S_n} P_n(x) + \Pi_{n-1}[x],$$

and so $\langle x \partial_x P_{n+1}, Q_n \rangle = -\frac{S_{n+1,n}}{S_n}$. Consequently

$$-\frac{S_{n+1,n}}{S_n} = \pi_{n+1} \eta_n - \xi s^a e^{-s}P_{n+1}(s)Q_n^{(1)}(-s) - \psi t^b e^{-t}P_{n+1}^{(1)}(-t)Q_n(t).$$

Then (4.68) follows by differencing this and using the relation (3.55). The constraints (4.70) and (4.71) most readily deduced from the traces of $D_n^{(0)}$, $A_n^{(0)}$, after employing identity (4.67) with $n \mapsto n + 1$. □

As our main results we give a complete list of the fundamental differential equations with respect to $s, t$ satisfied by the auxiliary parameters $\pi_n, \eta_n, X_{n,n}, Y_{n,n}$, the specialised polynomials $P_n(s), Q_n(t)$ and the specialised associated functions $P_n^{(1)}(-t), Q_n^{(1)}(-s)$.

**Proposition 4.12.** The partial derivatives of the polynomials and associated functions with respect to the deformations, and then specialised, are given by

$$\partial_s \begin{pmatrix} P_{n+1}(s) \\ P_n(s) \end{pmatrix} = \begin{bmatrix} \mathcal{B}_n^{(\infty,0)} + \xi s^a e^{-s}K_n^{(1,0)}(s, -s) \Phi_3 \\ \mathcal{C}_n^{(\infty,0)} \end{bmatrix} \begin{pmatrix} P_{n+1}(s) \\ P_n(s) \end{pmatrix},$$

$$\partial_t \begin{pmatrix} P_{n+1}(s) \\ P_n(s) \end{pmatrix} = \begin{pmatrix} P_{n+1}(s) \\ P_n(s) \end{pmatrix} + \psi t^b e^{-t}K_n^{(0,0)}(s, t) \begin{pmatrix} P_{n+1}^{(1)}(-t) \\ P_n^{(1)}(-t) \end{pmatrix},$$

$$\partial_s \begin{pmatrix} Q_{n+1}(t) \\ Q_n(t) \end{pmatrix} = \mathcal{B}_n^{(\infty,0)} \begin{pmatrix} Q_{n+1}(t) \\ Q_n(t) \end{pmatrix} + \xi s^a e^{-s}K_n^{(1,0)}(s, t) \begin{pmatrix} Q_{n+1}^{(1)}(-s) \\ Q_n^{(1)}(-s) \end{pmatrix},$$

$$\partial_t \begin{pmatrix} Q_{n+1}(t) \\ Q_n(t) \end{pmatrix} = \begin{bmatrix} \mathcal{C}_n^{(\infty,0)} + \psi t^b e^{-t}K_{(1,0)}^{(0,0)}(-t, t) \Phi_3 \end{bmatrix} \begin{pmatrix} Q_{n+1}(t) \\ Q_n(t) \end{pmatrix},$$

$$\partial_s \begin{pmatrix} P_{n+1}^{(1)}(-t) \\ P_n^{(1)}(-t) \end{pmatrix} = \begin{bmatrix} \mathcal{B}_n^{(\infty,0)} + \xi s^a e^{-s}K_n^{(1,1)}(-t, -s) \Phi_3 \end{bmatrix} \begin{pmatrix} P_{n+1}(s) \\ P_n(s) \end{pmatrix},$$

$$\partial_t \begin{pmatrix} P_{n+1}^{(1)}(-t) \\ P_n^{(1)}(-t) \end{pmatrix} = \begin{bmatrix} \mathcal{C}_n^{(\infty,0)} + \psi t^b e^{-t}K_{(1,0)}^{(1,0)}(-t, t) \Phi_3 \end{bmatrix} \begin{pmatrix} P_{n+1}^{(1)}(-t) \\ P_n^{(1)}(-t) \end{pmatrix},$$

$$\partial_s \begin{pmatrix} Q_{n+1}^{(1)}(-s) \\ Q_n^{(1)}(-s) \end{pmatrix} = \begin{bmatrix} \mathcal{B}_n^{(\infty,0)} + \xi s^a e^{-s}K_n^{(0,1)}(-s, -s) \Phi_3 \end{bmatrix} \begin{pmatrix} Q_{n+1}^{(1)}(-s) \\ Q_n^{(1)}(-s) \end{pmatrix},$$

$$\partial_t \begin{pmatrix} Q_{n+1}^{(1)}(-s) \\ Q_n^{(1)}(-s) \end{pmatrix} = \begin{bmatrix} \mathcal{C}_n^{(\infty,0)} + \psi t^b e^{-t}K_{(1,0)}^{(0,1)}(-s, t) \Phi_3 \end{bmatrix} \begin{pmatrix} Q_{n+1}^{(1)}(-s) \\ Q_n^{(1)}(-s) \end{pmatrix}.$$
\( \partial_t \begin{pmatrix} Q_{n+1}^{(1)}(-s) \\ Q_n^{(1)}(-s) \\ Q_{n-1}^{(1)}(-s) \end{pmatrix} = C_n^{(\infty,0)} \begin{pmatrix} Q_{n+1}^{(1)}(-s) \\ Q_n^{(1)}(-s) \\ Q_{n-1}^{(1)}(-s) \end{pmatrix} + \psi t^b e^{-t} K_n^{(1,1)}(-t,-s) \begin{pmatrix} Q_{n+1}(t) \\ Q_n(t) \\ Q_{n-1}(t) \end{pmatrix}. \)

**Proof.** All of these follow from the sets of derivatives (4.13)-(4.16) and (4.21)-(4.24), making the substitutions \( n \rightarrow n \pm 1 \) where necessary and using the recurrence relations (3.38), (3.39) to shift the indices \( n \pm 2 \) back into the range \( \{n-1,n,n+1\} \).

Furthermore define the auxiliary matrices

\[
A_n^{(0,+)} := \begin{pmatrix} n+1 - \frac{S_n \pi_{n+1}}{S_{n+1} \pi_n} & \frac{\pi_{n+1}}{\pi_n} (Y_{n,n} + s) & \frac{S_n \pi_{n+1}}{S_{n+1} \pi_n} \\ \frac{-S_n}{S_{n+1}} & Y_{n,n} + s - n - a - b - 1 & \frac{S_n \pi_{n+1}}{S_{n+1} \pi_n} \\ \frac{-S_n}{S_{n+1}} & \frac{\pi_{n+1}}{\pi_n} (X_{n,n} - s) + \psi t^b e^{-t} P_{n-1}^{(1)}(-t) Q_n(t) & \frac{S_n \pi_{n+1}}{S_{n+1} \pi_n} - n - a - b \end{pmatrix},
\]

\[
A_n^{(0,-)} := \begin{pmatrix} n+1 + a + t - \frac{S_n \pi_{n+1}}{S_{n+1} \pi_n} & \frac{\pi_{n+1}}{\pi_n} (Y_{n,n} - t) & \frac{S_n \pi_{n+1}}{S_{n+1} \pi_n} \\ \frac{-S_n}{S_{n+1}} & Y_{n,n} - n - b - 1 & \frac{S_n \pi_{n+1}}{S_{n+1} \pi_n} \\ \frac{-S_n}{S_{n+1}} & \frac{\pi_{n+1}}{\pi_n} (X_{n,n} + t) + \xi s^a e^{-s} P_n(s) Q_{n-1}^{(1)}(-s) & \frac{S_n \pi_{n+1}}{S_{n+1} \pi_n} - n - b + t \end{pmatrix},
\]

\[
D_n^{(0,+)} := \begin{pmatrix} n+1 - \frac{S_n \eta_n}{S_{n+1} \eta_n} & \frac{\eta_n}{\eta_n} (X_{n,n} + t) & \frac{S_n \eta_n}{S_{n+1} \eta_n} \\ \frac{-S_n}{S_{n+1}} & X_{n,n} + t - n - a - b - 1 & \frac{S_n \eta_n}{S_{n+1} \eta_n} \\ \frac{-S_n}{S_{n+1}} & \frac{\eta_n}{\eta_n} (Y_{n,n} - t) + \xi s^a e^{-s} P_n(s) Q_{n-1}^{(1)}(-s) & \frac{S_n \eta_n}{S_{n+1} \eta_n} - n - a - b \end{pmatrix},
\]

\[
D_n^{(0,-)} := \begin{pmatrix} n+1 + b + s - \frac{S_n \eta_n}{S_{n+1} \eta_n} & \frac{\eta_n}{\eta_n} (X_{n,n} - s) & \frac{S_n \eta_n}{S_{n+1} \eta_n} \\ \frac{-S_n}{S_{n+1}} & X_{n,n} - n - a - 1 & \frac{S_n \eta_n}{S_{n+1} \eta_n} \\ \frac{-S_n}{S_{n+1}} & \frac{\eta_n}{\eta_n} (Y_{n,n} + s) + \psi t^b e^{-t} P_{n-1}^{(1)}(-t) Q_n(t) & \frac{S_n \eta_n}{S_{n+1} \eta_n} + s - n - a \end{pmatrix},
\]

\[
A_n^{(-)} := \frac{1}{2} \xi s^a e^{-s} \begin{pmatrix} P_{n+1}(s) Q_{n+1}^{(1)}(-s) & 0 & 0 \\ 0 & -P_n(s) Q_n^{(1)}(-s) & 0 \\ 0 & 0 & -P_{n-1}(s) Q_{n-1}^{(1)}(-s) \end{pmatrix},
\]

\[
D_n^{(-)} := \frac{1}{2} \psi t^b e^{-t} \begin{pmatrix} P_{n+1}^{(1)}(-t) Q_{n+1}(t) & 0 & 0 \\ 0 & -P_n^{(1)}(-t) Q_n(t) & 0 \\ 0 & 0 & -P_{n-1}^{(1)}(-t) Q_{n-1}(t) \end{pmatrix}.
\]

**Proposition 4.13.** The total derivatives of the specialised polynomials and associated functions with respect to the deformations are given by

\[
s \frac{d}{ds} \begin{pmatrix} P_{n+1}(s) \\ P_n(s) \\ P_{n-1}(s) \end{pmatrix} = \left[ A_n^{(0,+)} + A_n^{(-)} \right] \begin{pmatrix} P_{n+1}(s) \\ P_n(s) \\ P_{n-1}(s) \end{pmatrix} - \psi t^b e^{-t} K_n^{(0,0)}(s,t) \begin{pmatrix} P_{n+1}(t) \\ P_n(t) \\ P_{n-1}(t) \end{pmatrix},
\]
The relevant derivatives are the following

\[ t \frac{d}{dt} \begin{pmatrix} Q_{n+1}(t) \\ Q_n(t) \\ Q_{n-1}(t) \end{pmatrix} = \begin{bmatrix} \mathcal{D}^{(0,+)}_n + \mathcal{D}^{(\infty)}_n \end{bmatrix} \begin{pmatrix} Q_{n+1}(t) \\ Q_n(t) \\ Q_{n-1}(t) \end{pmatrix} - \xi s^{a+1} e^{-s} K_n^{(0,0)}(s, t) \begin{pmatrix} Q_{n+1}^{(1)}(s) \\ Q_n^{(1)}(s) \\ Q_{n-1}^{(1)}(s) \end{pmatrix}, \]

\[ \frac{d}{dt} \begin{pmatrix} P^{(1)}_{n+1}(-t) \\ P^{(1)}_n(-t) \\ P^{(1)}_{n-1}(-t) \end{pmatrix} = \begin{bmatrix} \mathcal{A}^{(0,-)}_n + \mathcal{D}^{(\infty)}_n \end{bmatrix} \begin{pmatrix} P^{(1)}_{n+1}(-t) \\ P^{(1)}_n(-t) \\ P^{(1)}_{n-1}(-t) \end{pmatrix} - \xi s^{a+1} e^{-s} K_n^{(1,1)}(-t, -s) \begin{pmatrix} P_{n+1}(s) \\ P_n(s) \\ P_{n-1}(s) \end{pmatrix}, \]

\[ s \frac{d}{ds} \begin{pmatrix} Q^{(1)}_{n+1}(-s) \\ Q^{(1)}_n(-s) \\ Q^{(1)}_{n-1}(-s) \end{pmatrix} = \begin{bmatrix} \mathcal{D}^{(0,-)}_n + \mathcal{A}^{(\infty)}_n \end{bmatrix} \begin{pmatrix} Q^{(1)}_{n+1}(-s) \\ Q^{(1)}_n(-s) \\ Q^{(1)}_{n-1}(-s) \end{pmatrix} - \psi t^{b+1} e^{-t} K_n^{(1,1)}(-t, -s) \begin{pmatrix} Q_{n+1}(t) \\ Q_n(t) \\ Q_{n-1}(t) \end{pmatrix}. \]

**Proof.** For the total derivatives reported we require a sum of the partial derivatives (4.13)-(4.16) and (4.21)-(4.24), and the spectral derivatives (4.9),(4.10),(4.11),(4.12) with x or y locked to s, -t or -s, t respectively. The relevant derivatives are the following

\[
\frac{d}{ds} P_n(s) = -(n + a + b + 1) P_n(s) - \pi_n \dot{P}_n(s) \\
- \frac{1}{2} \xi s^{a+1} e^{-s} (P_n(s))^2 Q_n^{(1)}(s) - \psi t^{b+1} e^{-t} P_n^{(1)}(-t) K_n^{0,0}(s, t),
\]

\[
\frac{d}{dt} Q_n(t) = -(n + a + b + 1) Q_n(t) - \eta_n \dot{Q}_n(t) \\
- \xi s^{a+1} e^{-s} Q_n^{(1)}(s) K_n^{0,0}(s, t) - \frac{1}{2} \psi t^{b+1} e^{-t} (Q_n(t))^2 P_n^{(1)}(-t),
\]

\[
\frac{d}{dt} P_n^{(1)}(-t) = -(n + b + 1 - t) P_n^{(1)}(-t) + \pi_n \left(1 - \dot{P}_n^{(1)}(-t)\right) \\
- \xi s^{a+1} e^{-s} P_n(s) K_n^{1,1}(-t, -s) - \frac{1}{2} \psi t^{b+1} e^{-t} \left(P_n^{(1)}(-t)^2 Q_n(t),
\]

\[
\frac{d}{ds} Q_n^{(1)}(-s) = -(n + a + 1 - s) Q_n^{(1)}(-s) + \eta_n \left(1 - Q_n^{(1)}(-s)\right) \\
- \frac{1}{2} \xi s^{a+1} e^{-s} \left(Q_n^{(1)}(-s)^2 P_n(s) - \psi t^{b+1} e^{-t} Q_n(t) K_n^{1,1}(-t, -s)\right).
\]

In addition we make the appropriate substitutions for the intertwined polynomials using (3.117),(3.118),(3.119) and (3.120). In constructing the matrix derivatives we make the substitutions \(n \mapsto n \pm 1\) where necessary and use the recurrence relations (3.38), (3.39) to restore the indices \(n \pm 2\) back into the range \(\{n-1, n, n+1\}\). \(\square\)

**Proposition 4.14.** The deformation derivatives of the auxiliary parameters are given in matrix form by

\[ \partial_s \begin{pmatrix} \pi_{n+1} \\ \pi_n \\ \pi_{n-1} \end{pmatrix} = \mathcal{B}_{n}^{(\infty,0)} \begin{pmatrix} \pi_{n+1} \\ \pi_n \\ \pi_{n-1} \end{pmatrix} \\
- \xi s^{a+1} e^{-s} \frac{1}{\eta_n} \left[ \frac{S_n}{S_{n+1}} Q_{n+1}^{(1)}(-s) - (X_{n,n} - s) Q_n^{(1)}(-s) - \frac{S_{n-1}}{S_n} Q_{n-1}^{(1)}(-s) \right] \begin{pmatrix} P_{n+1}(s) \\ P_n(s) \\ P_{n-1}(s) \end{pmatrix}, \]
(4.94) \( \partial_t \begin{pmatrix} \pi_{n+1} \\ \pi_n \\ \pi_{n-1} \end{pmatrix} = C^{(\infty, 0)} \begin{pmatrix} \pi_{n+1} \\ \pi_n \\ \pi_{n-1} \end{pmatrix} \)

\[-\psi t^b e^{-t} \frac{1}{\eta_n} \left[ \frac{S_n}{S_{n+1}} Q_{n+1}(t) - (X_{n,n} + t)Q_n(t) - \frac{S_{n-1}}{S_n} Q_{n-1}(t) \right] \begin{pmatrix} P_{n+1}^{(1)}(t) \\ P_n^{(1)}(t) \\ P_{n-1}^{(1)}(t) \end{pmatrix}, \]

(4.95) \( \partial_s \begin{pmatrix} \eta_{n+1} \\ \eta_n \\ \eta_{n-1} \end{pmatrix} = B^{(\infty, \bar{\eta})} \begin{pmatrix} \eta_{n+1} \\ \eta_n \\ \eta_{n-1} \end{pmatrix} \)

\[-\xi s^a e^{-s} \frac{1}{\pi_n} \left[ \frac{S_n}{S_{n+1}} P_{n+1}(s) - (Y_{n,n} + s)P_n(s) - \frac{S_{n-1}}{S_n} P_{n-1}(s) \right] \begin{pmatrix} Q_{n+1}^{(1)}(s) \\ Q_n^{(1)}(s) \\ Q_{n-1}^{(1)}(s) \end{pmatrix}, \]

(4.96) \( \partial_t \begin{pmatrix} \eta_{n+1} \\ \eta_n \\ \eta_{n-1} \end{pmatrix} = C^{(\infty, \bar{s})} \begin{pmatrix} \eta_{n+1} \\ \eta_n \\ \eta_{n-1} \end{pmatrix} \)

\[-\psi t^b e^{-t} \frac{1}{\pi_n} \left[ \frac{S_n}{S_{n+1}} P_{n+1}^{(1)}(-t) - (Y_{n,n} - t)P_n^{(1)}(-t) - \frac{S_{n-1}}{S_n} P_{n-1}^{(1)}(-t) \right] \begin{pmatrix} Q_{n+1}(t) \\ Q_n(t) \\ Q_{n-1}(t) \end{pmatrix}. \]

**Proof.** We differentiate the definitions (3.28) and employ derivatives for the weights \( w_1, w_2 \) from (2.38),(2.39) and for the polynomials (4.13)-(4.16). Written in the simplest way using the intertwined polynomials we have

\( \partial_s \pi_n = \xi s^a e^{-s} P_n(s) \left[ 1 - \frac{1}{2} \pi_n Q_n^{(1)}(-s) - \hat{Q}_n^{(1)}(-s) \right], \)

\( \partial_t \pi_n = \psi t^b e^{-t} P_n^{(1)}(-t) \left[ -\frac{1}{2} \pi_n Q_n(t) - \hat{Q}_n(t) \right], \)

\( \partial_s \eta_n = \xi s^a e^{-s} Q_n^{(1)}(-s) \left[ -\frac{1}{2} \pi_n P_n(s) - \hat{P}_n(s) \right], \)

\( \partial_t \eta_n = \psi t^b e^{-t} Q_n(t) \left[ 1 - \frac{1}{2} \pi_n P_n^{(1)}(-t) - \hat{P}_n^{(1)}(-t) \right]. \)

We next eliminate the intertwined polynomials using (3.117),(3.118),(3.119) and (3.120). As in the case of the polynomial derivatives we construct the matrix derivatives by making the substitutions \( n \rightarrow n \pm 1 \) where necessary and use the recurrence relations (3.38), (3.39) to restore the indices \( n \pm 2 \) back into the range \( \{n - 1, n, n + 1\} \). \( \square \)
Lemma 4.4. The total derivatives of the anti-incidence specialised matrices are given by

\begin{align}
\partial_s X_{n,n} &= \xi s^a e^{-s} \left[ -\frac{S_n}{S_{n+1}} P_{n+1}(s) Q_n^{(1)}(-s) + \frac{S_{n-1}}{S_n} P_n(s) Q_{n-1}^{(1)}(-s) \right], \\
\partial_t X_{n,n} &= \psi t^b e^{-t} \left[ -\frac{S_n}{S_{n+1}} P_{n+1}(t) Q_n(-t) + \frac{S_{n-1}}{S_n} P_n(-t) Q_{n-1}(-t) \right], \\
\partial_s Y_{n,n} &= \xi s^a e^{-s} \left[ -\frac{S_n}{S_{n+1}} P_n(s) Q_{n+1}^{(1)}(-s) + \frac{S_{n-1}}{S_n} P_{n-1}(s) Q_n^{(1)}(-s) \right], \\
\partial_t Y_{n,n} &= \psi t^b e^{-t} \left[ -\frac{S_n}{S_{n+1}} P_n^{(1)}(-t) Q_{n+1}(t) + \frac{S_{n-1}}{S_n} P_{n-1}^{(1)}(-t) Q_n(t) \right].
\end{align}

Proof. We describe only the derivation of $X_{n,n}$ with respect to $s$ for brevity. Differentiating $X_{n,n} = \langle xP_n, Q_n \rangle$ and substituting for the weight derivatives (2.38) and the polynomial derivatives (4.13), (4.14) we are faced with integrals of the form $\langle xP_n, Q_m \rangle$. However these can be evaluated by the formulae in (3.31) in terms of $S_n, \pi_j, \eta_k$ or $X_{n,n}$, and where sums are necessary these can be performed by (3.59), (3.60), or their analogues for the associated, intertwined functions. Finally the intertwined variables can be eliminated using (3.117),(3.118),(3.119) and (3.120).

\[ \square \]

Remark 4.1. The right-hand sides of Prop.4.15 are observed to be perfect differences in $n$ and therefore a consequence of this is that the derivatives of the sub-leading coefficients (3.55) of the polynomials have the simple expressions

\begin{align}
\partial_n \frac{S_{n+1,n}}{S_{n+1}} &= \xi s^a e^{-s} \frac{S_n}{S_{n+1}} P_{n+1}(s) Q_n^{(1)}(-s), \\
\partial_n \frac{S_{n+1,n}}{S_{n+1}} &= \psi t^b e^{-t} \frac{S_n}{S_{n+1}} P_{n+1}(t) Q_n(-t), \\
\partial_n \frac{T_{n+1,n}}{S_{n+1}} &= \xi s^a e^{-s} \frac{S_n}{S_{n+1}} P_n(s) Q_{n+1}^{(1)}(-s), \\
\partial_n \frac{T_{n+1,n}}{S_{n+1}} &= \psi t^b e^{-t} \frac{S_n}{S_{n+1}} P_n^{(1)}(-t) Q_{n+1}(t).
\end{align}

In preparation of further computations we require total derivatives of the anti-incidence $G$-matrices in a simple matrix form, and this is furnished by the following result.

Lemma 4.4. The total derivatives of the anti-incidence specialised matrices are given by

\begin{align}
\frac{d}{ds} G_n(s, -s) &= (s - a) G_n(s, s) + s \frac{d}{ds} \log(\pi_n \eta_n) G_n(s, -s) \\
&\quad - \left[ A^{(0,+)}_n + A^{(\infty)}_n \right]^T G_n(s, -s) - G_n(s, -s) \left[ D^{(0,-)}_n + A^{(\infty)}_n \right] \\
&\quad - \psi t^{b+1} e^{-t} \frac{1}{\pi_n \eta_n} \left( G_n(s, -s) Q_n^{(0)}(t) \right) \otimes \left( G_n(-t, -s) T P_n^{(1)}(-t) \right) \\
&\quad + \psi t^{b+1} e^{-t} \frac{1}{\pi_n \eta_n} \left( G_n(s, t) Q_n^{(0)}(t) \right) \otimes \left( G_n(s, -s) T P_n^{(1)}(-t) \right),
\end{align}

where $\mathcal{A}_n^{(\infty)}$ is the anti-incidence weight matrix and $\mathcal{A}_n^{(\infty)}$ is the anti-incidence weight matrix with respect to $s$. 

\[ \square \]
and

\[
\frac{d}{dt} G_n(-t, t) = (t - b) G_n(-t, t) + \frac{d}{dt} \log(\pi_n \eta_n) G_n(-t, t)
\]

\[
- \left[ A_n^{(0, -)} + D_n^{(\lambda)} \right]^T G_n(-t, t) - G_n(t, -t) \left[ D_n^{(0, +)} + D_n^{(\lambda)} \right]
\]

\[
- \xi s^a e^{-\pi s a} \frac{1}{\pi_n \eta_n} \frac{1}{s + t} \left( G_n(-t, -s) Q_n^{(1)}(-s) \right) \otimes \left( G_n(-t, t)^T P_n^{(0)}(s) \right)^T
\]

\[
+ \xi s^a e^{-\pi s a} \frac{1}{\pi_n \eta_n} \frac{1}{s + t} \left( G_n(-t, t)^T P_n^{(0)}(s) \right) \otimes \left( G_n(s, -t) Q_n^{(1)}(-s) \right) \otimes \left( G_n(s, t)^T P_n^{(0)}(s) \right)^T.
\]

**Remark 4.2.** The \( t \) derivative of (4.65) and the \( s \) derivative of (4.66) both immediately vanish, after employing the derivatives from Prop.4.13 and 4.14 and using \( \pi_n \eta_n = X_n n + Y_n n \). However the \( s \) derivative of (4.65) and the \( t \) derivative of (4.66) can be shown to vanish but this requires the substitution of (4.105) into

\[
P_n^{(0)}(s)^T \left\{ \frac{d}{ds} G_n(s, -s) + \left[ A_n^{(0, +)} + A_n^{(\lambda)} \right]^T G_n(s, -s) + G_n(s, -s) \left[ D_n^{(0, -)} + A_n^{(\lambda)} \right]
\]

\[
+ \psi b^a e^{-\pi b a} \frac{1}{\pi_n \eta_n} \frac{1}{s + t} \left( G_n(s, -s) Q_n^{(0)}(s) \right) \otimes \left( G_n(-t, -s) Q_n^{(1)}(-s) \right) \otimes \left( G_n(s, -t) Q_n^{(0)}(s) \right) \otimes \left( G_n(s, t)^T P_n^{(0)}(s) \right)^T \right\} Q_n^{(1)}(-s),
\]

and (4.106) into

\[
P_n^{(1)}(-t)^T \left\{ \frac{d}{dt} G_n(-t, t) + \left[ A_n^{(0, +)} + D_n^{(\lambda)} \right]^T G_n(-t, t) + G_n(-t, t) \left[ D_n^{(0, +)} + D_n^{(\lambda)} \right]
\]

\[
+ \xi s^a e^{-\pi s a} \frac{1}{\pi_n \eta_n} \frac{1}{s + t} \left( G_n(-t, -s) Q_n^{(1)}(-s) \right) \otimes \left( G_n(-t, t)^T P_n^{(0)}(s) \right)
\]

\[
- \xi s^a e^{-\pi s a} \frac{1}{\pi_n \eta_n} \frac{1}{s + t} \left( G_n(-t, t)^T P_n^{(0)}(s) \right) \otimes \left( G_n(s, -t) Q_n^{(1)}(-s) \right) \otimes \left( G_n(s, t)^T P_n^{(0)}(s) \right)^T \}
\]

\[
 Q_n^{(0)}(t).
\]

The \( s \) derivative of (4.67) (both the first and second members) is just \(-\xi s^a e^{-\pi s a} P_n(s) Q_n^{(1)}(-s)\)) times the expression itself, and similarly the \( t \) derivative of (4.67) is just \(-\psi b^a e^{-\pi b a} P_n^{(1)}(-t) Q_n(t)\) times the same expression. Both of the \( s, t \) derivatives of (4.68) and (4.69) are identically zero after employing the derivatives from Prop.4.13 and 4.14 and using (4.67).

**Remark 4.3.** However the task of establishing the vanishing of the \( s, t \) derivatives of (4.70) and (4.71) is not automatic and requires more effort. One example, which is typical of the other cases, is the \( s \) derivative of (4.71). After dividing out the overall factor of \( \xi s^a e^{-\pi s a} \) we split this quotient into three terms with individual factors of \( \xi, \psi \) and unity. The last of these three terms is then further separated into groups containing

\[
\frac{S_n}{S_n+1} - \frac{S_n}{S_{n+1}} + (b + n - Y_n n) \pi_n - \frac{S_n}{S_{n+1}} \eta_{n+1}, \quad \frac{S_n}{S_n+1} - \frac{S_n}{S_{n+1}} \pi_{n-1}, \quad \frac{S_n}{S_n+1} - \frac{S_n}{S_{n+1}} \eta_{n-1}, \quad \frac{S_{n-1}}{S_{n+1}} \pi_n \eta_n - \frac{S_{n-1}}{S_n} \pi_{n-1} \eta_n,
\]

and to only these specific groups the identities (4.71), (4.70), (4.68), (4.69) are applied, respectively. In the final step one has to apply (4.67) and only then do all of the terms cancel. In conclusion it should be remarked that no further identities are required to verify the consistency of the constraints with the dynamics.
4.4. Compatibility of the Spectral and Deformation Structures. From the three-way compatibility of the first triple appearing in (4.40) we have three Schlesinger equations

\[ \partial_s A_n - \partial_t B_n = [B_n, A_n], \quad \partial_t A_n - \partial_s C_n = [C_n, A_n], \quad \partial_t B_n - \partial_s C_n = [C_n, B_n]. \]

Consequently we have the following Schlesinger equations for the \( P \)-residue matrices contained in the first set

\[ \begin{align*}
A_n^{(s)} + B_n^{(s)} &= [B_n^{(s)}, A_n^{(s)}], \\
\partial_s A_n^{(0)} &= [B_n^{(\infty)}, A_n^{(0)}] - s^{-1} [B_n^{(s)}, A_n^{(0)}], \\
\partial_s A_n^{(s)} &= [B_n^{(s)}, A_n^{(s)}] + [B_n^{(s)}, A_n^{(\infty)}] + s^{-1} [B_n^{(s)}, A_n^{(0)}] + (s + t)^{-1} [B_n^{(s)}, A_n^{(-t)}], \\
\partial_s A_n^{(-t)} &= [B_n^{(\infty)}, A_n^{(-t)}] - (s + t)^{-1} [B_n^{(s)}, A_n^{(-t)}], \\
\partial_s A_n^{(\infty)} &= [B_n^{(\infty)}, A_n^{(\infty)}],
\end{align*} \]

the second set

\[ \begin{align*}
- A_n^{(-t)} + C_n^{(-t)} &= [C_n^{(-t)}, A_n^{(-t)}], \\
\partial_t A_n^{(0)} &= [C_n^{(\infty)}, A_n^{(0)}] + t^{-1} [C_n^{(-t)}, A_n^{(0)}], \\
\partial_t A_n^{(s)} &= [C_n^{(\infty)}, A_n^{(s)}] + (s + t)^{-1} [C_n^{(-t)}, A_n^{(s)}], \\
\partial_t A_n^{(-t)} &= [C_n^{(\infty)}, A_n^{(-t)}] + [C_n^{(-t)}, A_n^{(\infty)}] - t^{-1} [C_n^{(-t)}, A_n^{(0)}] - (s + t)^{-1} [C_n^{(-t)}, A_n^{(s)}], \\
\partial_t A_n^{(\infty)} &= [C_n^{(\infty)}, A_n^{(\infty)}],
\end{align*} \]

along with a final set

\[ \begin{align*}
\partial_s B_n^{(s)} &= [C_n^{(\infty)}, B_n^{(s)}] + (s + t)^{-1} [C_n^{(-t)}, B_n^{(s)}], \\
\partial_t C_n^{(-t)} &= [B_n^{(\infty)}, C_n^{(-t)}] + (s + t)^{-1} [C_n^{(-t)}, B_n^{(s)}], \\
\partial_t B_n^{(\infty)} - \partial_s C_n^{(\infty)} &= [C_n^{(\infty)}, B_n^{(\infty)}].
\end{align*} \]

**Proposition 4.16.** The compatibility conditions (4.108)–(4.120) are identically satisfied given the dynamical equations (4.93)–(4.96), (4.15), (4.75)–(4.82), (4.89)–(4.92), and the constraints (4.65), (4.66), (4.67), (4.68)–(4.71).

**Proof.** From the evaluations immediately preceding (4.57) and (4.58) both (4.108) and (4.113) are trivially satisfied, while (4.118) is equivalent to (4.115) and (4.119) is equivalent to (4.111). Instead of examining (4.109) by itself it is simpler to treat \( s \partial_s A_n^{(2)} \), i.e. the sum of (4.109), (4.110) and (4.111). We find that all entries of this matrix relation are identically zero using the full set of derivatives except for the \((+1, 0)\) and \((-1, 0)\) entries. We detail the steps only for the \((+1, 0)\) entry as the case for other entry is handled in a similar manner. For this entry we have to employ the approach described in Remark 4.3, and in particular isolate the groups with following terms

\[ \frac{S_n}{S_{n+1}} \eta_{n+1} + (a + n - X_{n,n}) \eta_n - \frac{S_{n-1}}{S_n} \eta_{n-1}, \quad \frac{S_n}{S_{n+1}} \left[ \pi_{n+1} \eta_n - \pi_n \eta_{n+1} \right], \]

We do not examine here the three additional Schlesinger equations arising from the set (4.40) beyond what is reported in §3.5.
and apply (4.70) to the former and the linear combination $\pi_n \eta_n \times (4.70)$ plus (4.68) to the latter, respectively. Then everything mutually cancels. For the $(-1, 0)$ entry one requires the combination $\pi_n \eta_n \times (4.71)$ plus (4.68) to effect the cancellation. In order to verify (4.110) by itself we first compute the $s$-derivative of the residue matrix as

$$\frac{d}{ds} A_n^{(s)} = \left[ A_n^{(0,+)} + A_n^{(\wedge)} \right]$$

$$+ \xi \psi s^e - s^{t+1} e^{-t} \frac{1}{\pi_n \eta_n} K_n^{0,0}(s, t) P_n^{(1)}(-t) \otimes \left( G_n(s, -s) Q_n^{(1)}(-s) \right)^T$$

$$+ \xi \psi s^e - s^{t+1} e^{-t} \frac{1}{\pi_n \eta_n} K_n^{1,1}(-t, -s) P_n^{(0)}(s) \otimes \left( G_n(s, t) Q_n^{(0)}(t) \right)^T$$

$$+ \xi \psi s^e - s^{t+1} e^{-t} \frac{P_n^{(1)}(-t)}{\pi_n \eta_n^2} \left[ \frac{S_n}{S_{n+1}} Q_n^{(1)}(-s) - (X_{n,n} - s) Q_n^{(1)}(-s) - \frac{S_n - 1}{S_n} Q_{n+1}^{(1)}(-s) \right] P_n^{(0)}(s) \otimes \left( G_n(s, t) Q_n^{(0)}(t) \right)^T,$$

using the result (4.105) from Lemma 4.4 and the derivatives (4.89), (4.92). Substituting this into (4.110) leads to the immediate cancellation of the $(+1, +1), (+1, -1), (0, 0), (-1, +1), (-1, -1)$ entries while the remainder require further application of (4.71) to eliminate them. Lastly (4.111) and (4.112) are satisfied identically with the appropriate set of derivatives. The full set of conditions (4.113), (4.114), (4.115), (4.116), (4.117) follow in a similar manner, and the cross conditions (4.118), (4.119), and (4.120) are satisfied without any additional use of identities.

5. Conclusions and Some Observations

The gap probability of the Bures-Hall ensemble is a refined local statistic of the density matrix spectrum of a truly generic quantum system, especially of the extreme eigenvalues, which has hitherto not received sufficient attention. Following the advances made here, building upon the initial foundations by Bertola et al, it is now accessible with the tools of "integrable probability" and most significantly rigorous asymptotic analysis of the distribution of the lowest eigenvalue via Riemann-Hilbert methods. In addition the Bures-Hall ensembles, in their fixed trace or unconstrained forms, are rare examples of an integrable formulation of a Pfaffian point processes, whereas virtually all the other known cases are of determinantal point processes. From the integrable systems point of view the deformed Cauchy-Laguerre bi-orthogonal polynomial system is an irreducibly rank 3 system and clearly beyond the rank 2 Painlevé class, which have arisen in the vast majority of random matrix ensembles with integrable structure.
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