Uncovering near-wall blood flow from sparse data with physics-informed neural networks
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Abstract

Near-wall blood flow and wall shear stress (WSS) regulate major forms of cardiovascular disease, yet they are challenging to quantify with high fidelity. Patient-specific computational and experimental measurement of WSS suffers from uncertainty, low resolution, and noise issues. Physics-informed neural networks (PINN) provide a flexible deep learning framework to integrate mathematical equations governing blood flow with measurement data. By leveraging knowledge about the governing equations (herein, Navier-Stokes), PINN overcomes the large data requirement in deep learning. In this study, it was shown how PINN could be used to improve WSS quantification in diseased arterial flows. Specifically, blood flow problems where the inlet and outlet boundary conditions were not known were solved by assimilating very few measurement points. Uncertainty in boundary conditions is a common feature in patient-specific computational fluid dynamics models. It was shown that PINN could use sparse velocity measurements away from the wall to quantify WSS with very high accuracy even without full knowledge of the boundary conditions. Examples in idealized stenosis and aneurysm models were considered demonstrating how partial knowledge about the flow physics could be combined with partial measurements to obtain accurate near-wall blood flow data. The proposed hybrid data-driven and physics-based deep learning framework has high potential in transforming high-fidelity near-wall hemodynamics modeling in cardiovascular disease.
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1 Introduction

There have been tremendous advances in physics-based modeling of patient-specific cardiovascular flows [1]. These models improve our understanding of blood flow dynamics (hemodynamics) in diseased arteries; however, translating these models into clinical practice is a challenging task. Major forms of cardiovascular disease such as atherosclerosis and thrombosis localize at the vessel wall. We have learned that fundamental fluid dynamics processes regulate cardiovascular disease near the wall [2,3], and clinical studies demonstrate the correlation between near-wall blood flow parameters such as wall shear stress (WSS) and cardiovascular disease [4,5]. In the past three decades, near-wall hemodynamics have received the utmost attention in cardiovascular fluid mechanics research.

Unfortunately, characterization and quantification of near-wall flow and WSS is challenging. The complex and disturbed (often chaotic [6] and turbulent [7]) blood flow dynamics in diseased arteries translate to complex WSS patterns on the vessel wall [8]. WSS vectors represent rich features with spatial and temporal variations in their magnitude and direction [9]. Additionally, the rich topological structures in the WSS vector field [8,10] and their strong role in controlling near-wall mass transport [2,3] further complicate its characterization. All of these complex patterns in WSS increase its sensitivity to modeling assumptions and limitations. Perhaps the simplest way to see this is from Poiseuille’s law, where WSS has a strong dependence on variations in diameter ($\tau \sim 1/D^3$). Computational fluid dynamics (CFD) quantification of WSS is sensitive to uncertainty in image segmentation (3D geometry) as well as uncertainty in boundary conditions and blood rheology. In-vitro experimental measurement of WSS, e.g., particle image velocimetry (PIV), has the same uncertainty issues as CFD modeling. Additionally, PIV measurements near the wall are challenging due to inherent limitations in the PIV technique [11,12]. Collectively, these challenges have prevented the widespread clinical use of WSS.

Recent advances in data-driven modeling have shown promise for transforming cardiovascular flow research and addressing challenges in hemodynamics modeling [13]. Specifically, different types of data assimilation algorithms have been proposed to merge experimental and computational hemodynamics data to improve data fidelity [13,18]. Discovering a reduced-order basis with unsupervised machine learning (e.g., principal component analysis) is typically a key step in these methods to either reduce the computational cost [17] or enable a compressed sensing optimization problem [13]. These studies have shown promise in improving near-wall hemodynamics prediction [17]. A typical limitation of some of these methods is the a priori estimation of modeling error/uncertainty, which are usually not known in experimental measurements and are computationally expensive to estimate for computational models. Traditional data assimilation methods usually require a large number of repeated forward evaluations of expensive CFD models or intrusive implementation of an adjoint solver, which is often computationally expensive and less scalable.

Machine learning and deep learning are other recent paradigms that could improve the fidelity in hemodynamics models. Specifically, scientific machine learning deals with problems where data are sparse, incomplete, and sometimes have low fidelity. These are pertinent features in patient-specific hemodynamics modeling. For example, in 4-dimensional (4D) flow magnetic resonance imaging (MRI), we have low resolution and noisy data, or when modeling blood flow with PIV the signal-to-noise ratio near the wall could be lower than the core flow region. In general, a machine learning framework that can handle the scarcity of data is highly desirable in modeling hemodynamics. Physics-informed neural networks (PINN) have been recently proposed, where the governing physical equations (e.g., incompressible Navier-Stokes that govern continuum scale blood flow) could be leveraged in the neural network training [19]. Namely, we could design a neural network that is trained to satisfy the given training data as well as the imposed governing
equations. This is a powerful framework once we recall that neural networks are universal function approximators [20], and therefore could approximate spatiotemporal hemodynamic data. PINN has been applied to a wide range of complex fluid flow problems [21-25].

In general, deep neural networks could approximate any high-dimensional function once sufficient training data are supplied. However, an interesting feature of PINN is that we do not necessarily need any training data in solving a well-defined problem [26]. That is, PINN could find velocity and pressure fields that satisfy Navier-Stokes over arbitrarily specified points in the domain and we may think of this as a meshfree alternative to traditional CFD approaches [27]. This paradigm has been applied to different fluid flow problems [28]. However, replacing CFD with a neural network that at best can solve a given set of equations does not address the issues raised above in high-fidelity modeling of hemodynamics. The flexibility in defining any given problem is what makes PINNs powerful. For instance, we may incorporate the governing equations without knowing the boundary conditions, which is typically the case in patient-specific modeling. Additionally, we may guide the neural network with training data that do not necessarily need to be large and also learn the solution of differential equations in a parametric setting (surrogate modeling). With some knowledge about the physics of our problem (even with uncertainty) and some form of training data (even sparse and incomplete), we may have hope to use PINN for finding an optimal solution with high fidelity.

The flexible, hybrid, data-driven, and physics-based framework that PINN offers has recently enabled solutions to complicated cardiovascular biomechanics problems. For example, PINN has been used for fast surrogate modeling of idealized blood flow problems in a forward parametric setting without labeled training data [29]. Moreover, PINN has also been formulated in an inverse modeling setting to obtain blood flow velocity data from time-resolved concentration data in aneurysms [30][31]. Pressure estimation from low-fidelity 4D flow MRI velocity data has been performed using PINN and 1D blood flow models [32]. PINN could also be used to learn constitutive laws for non-Newtonian fluids [33] or tissue material property [34][35], which are useful in modeling multiphase and multiphysics cardiovascular flows.

An interesting application of neural networks is superresolution of low-resolution fluid flow data. Direct numerical simulation data have been used to train neural networks for superresolution of low-resolution turbulence data [36][38]. PINN has been used to eliminate or reduce the need for training data during superresolution [39] and has been applied to low resolution and noisy blood flow data derived from 4D flow MRI [40]. In most of these studies, the input low-resolution data is distributed throughout the entire region of interest. In this study, we would like to obtain high-resolution blood flow data from very few sensors not distributed throughout the entire region. Specifically, we are interested in quantifying WSS from sparse sensor measurements primarily away from the wall where the sensors do not cover the entire region of interest. Previous work has used neural networks to quantify velocity from WSS measurements [41] or obtain WSS from PIV measurements where the near-wall data is not accurate [12]. However, these studies used CFD training data in building their model, which could be computationally expensive.

The goal of the present work is to obtain accurate WSS data from sparse velocity measurements away from the wall without any training data. In our problem, the inlet and outlet boundary conditions are treated as unknowns, which is a common scenario in patient-specific hemodynamics modeling. Our problem is therefore not mathematically well-posed and could not be solved using traditional CFD solvers. Dealing with sparse, incomplete data and uncertain mathematical models is a key feature of multiscale and predictive modeling of cardiovascular systems [42], where WSS plays an important role by linking blood flow to the biological events at the cell-scale [3]. We will demonstrate different examples of how PINN could be used to obtain WSS from sparse measurements and uncertain mathematical models (i.e., given some data and some physics).
2 Methods

2.1 Problem statement

Consider the steady, incompressible, Newtonian, Navier-Stokes equations

\[ \rho u \cdot \nabla u = -\nabla p + \mu \nabla^2 u \quad (1a) \]
\[ \nabla \cdot u = 0 , \quad (1b) \]

where \( u(x) \) is the velocity vector, \( p(x) \) is the pressure field, \( x \in \Omega \) is the spatial coordinate, \( \mu \) is the dynamic viscosity, and \( \rho \) is the density. Boundary conditions (BC) could be provided as

\[ B(x, p, u) = 0 \quad x \in \partial \Omega , \quad (2) \]

where \( B \) is an appropriately defined differential operator that determines admissible boundary conditions on the boundary \( \partial \Omega \). If we precisely know the parameters in Navier-Stokes (\( \mu \) and \( \rho \)) and the boundary condition \( B \), then the above equation could be solved using traditional CFD methods. However, in patient-specific cardiovascular fluid mechanics applications, the parameters and BCs are either partially known or they are associated with uncertainty.

Suppose that we are not given the parameters (e.g., \( \mu \)) or we do not know the boundary conditions on the entire boundary \( \partial \Omega \). A common scenario is when \( B \) is only known on the vessel wall (no-slip, no-penetration) but is missing at the inlet or outlets. Obviously, we can no longer solve this problem using traditional numerical methods. The issue is that now the problem is not well-posed and therefore we do not have a unique solution. However, we propose that given sparse measurements in the domain \( \Omega \), we may have hope to find the solution. Assume that the velocity vector field is measured in a sparse set of measurement points

\[ u(x_i) = f(x_i) \quad x_i \in \Gamma , \quad (3) \]

where \( \Gamma = \{x_i\} \), \( i = 1, \cdots, N \), is a set of \( N \) discrete measurement locations where the velocity is given by the function \( f \). Our goal is to find the best solution \( u(x) \) that satisfies these measurement data and also satisfies the Navier-Stokes equations with partially defined boundary conditions or unknown parameters. Specifically, in this study, we are interested in leveraging sparse measurement points away from the wall to obtain near-wall flow and WSS.

2.2 Physics-informed neural networks (PINN)

Neural networks (NN) are a powerful class of machine learning algorithms that are capable of approximating complex, high-dimensional, and nonlinear functions. In this work, we are interested in using NNs to approximate the velocity vector as a function of space, i.e., \( u(x) \). Specifically, fully-connected NNs are used in this study, where a composite function is formed by stacking together layers of artificial neurons where each layer \( z_k \) performs an affine transformation on the previous layer with nonlinearity imposed via an element-wise activation function \( \sigma \)

\[ z_k = \sigma(W_k^T z_{k-1} + b_{k-1}) , \quad (4) \]

where \( W_k \) and \( b_k \) are the weight matrices and bias vectors for each layer \( k \). The weights and biases are obtained by a variant of stochastic gradient descent optimization (herein, ADAM). Swish activation function \[ 43 \] \( (x \times \text{Sigmoid}(\beta x) \) with \( \beta = 1 \) is used for all layers and all cases. Velocity vector
components and the pressure are each approximated with a separate NN. In PINN, we leverage our prior knowledge of the physics of the problem to obtain a loss function for the optimization problem. Specifically, the Navier-Stokes equations are used as the physics loss function \( L_{\text{phys}} \):

\[
L_{\text{phys}} = \| \rho u \cdot \nabla u + \nabla p - \mu \nabla^2 u \|_\Omega + \| \nabla \cdot u \|_\Omega .
\]  

(5)

The boundary conditions are enforced using a boundary condition loss \( L_{\text{BC}} \):

\[
L_{\text{BC}} = \| B(x, p, u) \|_{\partial \Omega} .
\]  

(6)

With an appropriate definition of the boundary conditions \( B \), the above two objectives (Navier-Stokes and BC) provide a mathematically well-posed problem, which could be solved with PINN even without training data [26]. However, in patient-specific cardiovascular modeling, the BCs are often not fully known. Therefore, in this study, \( L_{\text{BC}} \) is only enforced on parts of the boundary. In traditional numerical methods, solving partial differential equations (PDEs) without well-posed BCs is not always feasible; however, PINN is able to converge to a solution that minimizes the governing equation’s residual and the partially known (or fully unknown) BC. Nonetheless, this will likely not lead to the true solution as there are infinite possibilities for solving a PDE without fully imposed BCs. To mitigate this issue, we leverage sparse data measurements to define a new data loss \( L_{\text{data}} \):

\[
L_{\text{data}} = \| z - f \|_\Gamma ,
\]  

(7)

where \( f \) is given by Eq. 3 and \( z \) represents the velocity measurements at sparse locations \( \Gamma \). The total loss function is defined by a linear combination of the above loss functions

\[
L_{\text{tot}}(W_i, b_i) = L_{\text{phys}} + \lambda_b L_{\text{BC}} + \lambda_d L_{\text{data}} ,
\]  

(8a)

\[
W_i^*, b_i^* = \arg \min_{W_i, b_i} L_{\text{tot}}(W_i, b_i) ,
\]  

(8b)

where the optimal weights and biases for each velocity component and pressure network \( W_i^* \) and \( b_i^* \) are obtained such that the total loss function \( L_{\text{tot}} \) is minimized. The hyperparameters \( \lambda_b \) and \( \lambda_d \) are used to weight the contributions of BCs and measurement data, respectively. The mean squared error (MSE), equivalently the squared L2 norm, is used in computing the losses. An overview of PINN is shown in Fig. 1.

### 2.3 Blood flow problems

In this Section, we describe different test cases and the computational fluid dynamics (CFD) simulations that were performed and treated as ground truth data. Subsequently, we define the problem where given sparse measurement sensors and incomplete boundary conditions we would like to quantify near-wall blood flow and WSS using PINN. All CFD simulations were performed using FEniCS [44], which is an open-source finite element solver. PINN models were implemented in Pytorch. All geometric dimensions and variables were normalized, which facilitates convergence in NNs. In all numerical problems, the same nodes in the CFD mesh were used as sampling points in PINN. The inlet/outlet BC was assumed unknown in the PINN problem and the best solution satisfying the Navier-Stokes equations, the no-slip BC, and the sparse measurements (sampled from the CFD data) was found.
Figure 1: Physics-informed neural networks (PINN) could be used for solving Navier-Stokes equations. PINN could be augmented with experimental measurement data to improve the predicted solution and/or eliminate the necessity of fully defining boundary conditions or parameters. The spatial input points in PINN represent a flexible and meshfree representation of the domain.

### Test case 1: 1D advection-diffusion transport

First, we consider a simple 1D advection-diffusion equation with an available analytical solution to demonstrate the feasibility of our method. Convective mass transport equations are commonly solved in cardiovascular mass transport models of atherosclerosis and thrombosis \[3,45\] and represent numerical challenges due to large Peclet and Schmidt numbers, which result in thin concentration boundary layers \[2,46\]. We would like to find the wall concentration on a boundary with a thin boundary layer without any given boundary conditions.

Consider the steady advection-diffusion equation

\[
a \frac{\partial c}{\partial x} = \nu \frac{\partial^2 c}{\partial x^2},
\]

(9)

where \(c(x)\) is concentration, \(a > 0\) is a given velocity, and \(\nu\) is the diffusion coefficient. We would like to solve this problem on \(x \in [0,1]\). Given boundary conditions on both ends, i.e. \(c(0) = c_1\) and \(c(1) = c_2\), we may obtain an analytical solution

\[
c(x) = \frac{c_2 - c_1}{e^{\nu} - 1} e^{\nu x} + \frac{c_1 e^{\nu} - c_2}{e^{\nu} - 1}.
\]

(10)

In this example, we set \(c_1 = 1.0, c_2 = 0.1, a = 1,\) and \(\nu = 0.01\) to generate ground truth data using the above analytical solution. Subsequently, three measurement points were collected where two points were outside of the boundary layer and one point was inside the sharp boundary layer. The values of \(c_1\) and \(c_2\) (BCs) are unknown and we would like to solve this problem to find the unknown boundary conditions and also \(c(x)\). 100 uniformly spaced sampling points and \(\lambda_d = 10\) were used in PINN without any BC enforcement. The network had 10 hidden layers with 100 neurons per layer to capture the thin boundary layer. A dynamically adaptive learning rate was adopted with the learning rate varying between 1e-3 and 1e-6 with a step decay over 5000 epochs.

### Test case 2: 2D blood flow in a stenosis

We consider an idealized 2D blood flow problem in a stenosed artery (vessel constriction). The geometric dimensions and sensor locations (5 sensors) are shown in Fig. 2a. To generate the ground
truth data, a parabolic velocity profile with a Reynolds number of Re = 150 (based on peak velocity) was prescribed at the inlet, no-slip BCs were applied at the walls, and zero traction was used at the outlet. The Re number corresponds to blood flow in coronary arteries [47] where near-wall hemodynamics around the plaque play an important role in regulating disease growth [48]. The mesh consisted of 41k quadratic triangular elements (corresponding to $\sim 164k$ linear elements). In the PINN solution, the inlet and outlet BCs were treated as unknowns and the sparse sensor measurements from ground truth data were used to guide the solution. The neural networks used in approximating pressure and velocity components had 9 hidden layers with 128 neurons per layer. The learning rate varied between 5e-4 and 5e-8 with a step decay over 5500 epochs. $\lambda_d = 1$ and $\lambda_b = 20$ were selected in weighting the loss functions and a batch size of 256 was used.

In the PINN solution, the inlet and outlet BCs were treated as unknowns and the sparse sensor measurements from ground truth data were used to guide the solution. The neural networks used in approximating pressure and velocity components had 9 hidden layers with 128 neurons per layer. The learning rate varied between 5e-4 and 5e-8 with a step decay over 5500 epochs. $\lambda_d = 1$ and $\lambda_b = 20$ were selected in weighting the loss functions and a batch size of 256 was used.

Figure 2: The 2D and 3D models used in this study are shown. The red dots show the sensor locations (5 point measurements) in the 2D problems and the sensors in the 3D problem were selected on the red surface shown. Zoomed-in view of the computational mesh is used to compare the resolution in the high-resolution CFD models and the sparse measurements used by PINN. The arrows show the direction of the incoming flow. a) The 2D stenosis, c) 2D aneurysm, and c) 3D aneurysm models are shown. In the 3D model, no boundary condition was applied at the blue plane marked as “No sensors”. All geometric lengths are dimensionless. The 3D aneurysm model had the same dimensions as the 2D aneurysm model.

2.3.3 Test case 3: 2D blood flow in an aneurysm

We consider an idealized 2D blood flow problem in an idealized saccular aneurysm problem (sudden expansion). The geometric dimensions and sensor locations (5 sensors) are shown in Fig. 2b. Similar boundary conditions were used in this problem with Re = 320. The Re number corresponds to blood flow in cerebral aneurysms formed in the internal carotid artery [49] where hemodynamics in the aneurysm region is of clinical interest [50]. The mesh consisted of 61k quadratic triangular elements (corresponding to $\sim 244k$ linear elements). Similar to the previous case, the inlet and outlet boundary conditions were treated as unknown and PINN was used to find velocity and subsequently WSS. The neural networks used had the same architecture as the previous example except $\lambda_b = 1$. 
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2.3.4 Test case 4: 3D blood flow in an aneurysm

The previous 2D aneurysm model was extended to 3D. The geometry is shown in Fig. 2c. Similar boundary conditions as the 2D aneurysm model were used. The mesh consisted of 1M quadratic tetrahedral elements (corresponding to ~8M linear elements). In this test case, a slightly different problem was defined. Namely, a near-wall region was defined between the aneurysm wall and a surface with a normal-to-wall distance of 0.13R where R is the aneurysm radius. Measurement sensors were placed on the outer boundary of this near-wall region (red surface in Fig. 2c). These measurement points were randomly sampled such that the total number of sensors was 200 times coarser than the number of surface nodes formed by the intersection of the red surface in Fig. 2c and the 3D CFD mesh, which resulted in 125 sensors. The inlet/outlet boundary condition (blue plane) in Fig. 2c where no sensors were placed was treated as unknown and PINN simulation was performed for the CFD nodes in the near-wall region. The neural networks used in approximating pressure and velocity had 9 hidden layers with 200 neurons per layer. The adaptive learning rate varied between 5e-4 and 5e-7 with a step decay over 8500 epochs. $\lambda_d = 20$ and $\lambda_b = 20$ were selected in weighting the loss functions and a batch size of 512 was used.

Note that imposing velocity boundary conditions on the outer wall surface (red surface) and the inlet/outlet surface (blue surface) defines a mathematically well-posed problem that could be solved with traditional methods. However, the current problem challenges traditional approaches in multiple ways. First, we do not have the boundary condition on the outer wall defined for all points. Second, the inlet and outlet boundary conditions are not known. Finally, we do not need to design a 3D mesh that is specifically created for the near-wall region. We will demonstrate how we can solve this problem with PINN to obtain WSS. Specifically, this example demonstrates the flexibility of PINNs in handling a subset of a 3D domain as the region of interest for finding the numerical solution.

2.3.5 Test case 5: Parameter identification (viscosity)

The previous examples focused on finding the solution when the inlet and outlet boundary conditions were unknown. Other essential parameters in solving the Navier-Stokes equations could alternatively be made unknown. In this example, the viscosity ($\mu$) was treated as unknown and the 2D stenosis problem above was repeated to identify the unknown viscosity in an inverse problem. Variations in viscosity occurring in hemorheological disorders (e.g., diabetes) and potential non-Newtonian effects are a common problem in cardiovascular flow modeling. The viscosity was assumed to be constant in space, i.e. we assumed Newtonian flow similar to the CFD simulations; however, spatial dependence could easily be considered in the framework. The learning rate for viscosity was ten times smaller than the velocity and pressure learning rates.

3 Results

3.1 Test case 1: 1D advection-diffusion transport

The solution for the 1D advection-diffusion problem is plotted in Fig. 3. The three measurement points are shown with red cross marks. The PINN solution matches the analytical solution very well and is able to identify the solution at the boundaries with unknown BCs even with a thin boundary layer.
Figure 3: The 1D advection-diffusion results are plotted. The three red crosses show the locations where data sampling was performed. The true solution (analytical solution) and the PINN prediction (with unknown boundary conditions) match very well.

3.2 Test case 2: 2D blood flow in a stenosis

The results for the second test case (2D stenosis) are shown in Fig. 4. The velocity contour results for the ground truth CFD simulation and the PINN prediction are shown. Normalized vectors showing the velocity direction are superimposed on the contours. An interesting observation is that PINN is unable to identify the correct inlet boundary condition; however, the velocity results in the stenosed region where sensors were placed match between the PINN and CFD simulations. The WSS results are plotted in the region distal to the stenosis where more complex blood flow patterns are observed and most sensors are placed. An excellent match between the CFD and PINN WSS results could be seen.

Figure 4: a) The ground truth (CFD) and PINN velocity results in the 2D stenosis model are shown. Normalized velocity vectors are plotted to show the flow direction. b) The wall shear stress (WSS) results in the region distal to the stenosis are compared between the CFD and PINN models. The inlet and outlet boundary conditions were not specified in the PINN problem.

3.3 Test case 3: 2D blood flow in an aneurysm

The 2D aneurysm model results are shown in Fig. 5. In this example, PINN simulation was only performed in a cropped domain as shown in the figure, demonstrating the flexibility in PINN for
selecting the region of interest. This is particularly useful here because we do not know the inlet BC. Results similar to the stenosis model could be seen where PINN does not recover the correct incoming flow pattern, however, it is capable of accurately reconstructing the flow in the aneurysm sac where sensors were placed. The WSS results on the aneurysm wall are plotted demonstrating excellent agreement with the ground truth CFD data.

Figure 5: a) The ground truth (CFD) and PINN velocity results in the 2D aneurysm model are shown. Normalized velocity vectors are plotted to show the flow direction. b) The wall shear stress (WSS) results in the aneurysmal region are compared between the CFD and PINN models. The inlet and outlet boundary conditions were not specified in the PINN problem.

3.4 Test case 4: 3D blood flow in an aneurysm

The 3D aneurysm velocity and WSS results are shown in Fig. [6]. The velocity and WSS streamlines (limiting streamlines) colored by their magnitude are compared between the CFD and PINN models. For a better quantitative comparison, WSS is plotted over the blue line in Fig. [6] (center of the aneurysm). The agreements between PINN and ground truth CFD results are very good, however, at some locations, a small error could be observed, which was not previously seen in the 2D results. Nevertheless, the PINN prediction has very good accuracy.

3.5 Convergence of losses

The convergence of the 2D and 3D models is shown in Fig. [7] where the MSE losses are plotted. It is seen that the BC and data losses are consistently lower than the equation loss. The 3D model is based on the near-wall region, and therefore lower equation loss is observed in this model compared to the 2D models.

3.6 Test case 5: Parameter identification (viscosity)

Finally, the viscosity identification results are shown in Fig. [8]. The plot shows the identified viscosity by PINN during different iterations. It could be seen that after a sufficient number of iterations,
Figure 6: a) The ground truth (CFD) and PINN velocity streamlines colored by their magnitude are shown for the 3D aneurysm model. b) The wall shear stress (WSS) streamlines (limiting streamlines, skin friction lines) colored by their magnitude are shown for the CFD and PINN models. c) WSS is plotted on the shown blue line and compared between the CFD and PINN models. The inlet and outlet boundary conditions were not specified in the PINN problem.

Figure 7: The mean squared error (MSE) loss versus the epoch (iteration) number is plotted for the 2D stenosis, 2D aneurysm, and 3D aneurysm models. The equation loss, boundary condition loss, and data loss are plotted. The total loss is composed of a weighted sum of these losses. The loss in the 3D model is based on the near-wall region where PINN modeling was performed.

PINN successfully converges to the ground truth viscosity ($\mu = 0.001$).

3.7 The effect of sensor numbers

The effect of reducing the number of sensors on WSS prediction in the 2D models is shown in Fig. 9. In Fig. 9a, three sensors are used in obtaining WSS data in the 2D stenosis model. The predicted value remains very close to the reference CFD data. The results with four sensors were very close to the three-sensor case and are therefore not shown. In Fig. 9b, four and three sensors are used to predict WSS in the 2D aneurysm model where the reduction in accuracy could be seen when the number of sensors is reduced.
Figure 8: Identification of viscosity using PINN is shown for the stenosis model. The learned viscosity by PINN is plotted versus the number of epochs (iterations). PINN converges to the ground truth viscosity ($\mu = 0.001$) after sufficient epochs.

Figure 9: The effect of reducing the number of sensors on the 2D results is shown. The sensor locations are shown with red dots. a) Three sensors are used in the 2D stenosis model and the predicted WSS results are compared with the reference CFD data. b) Four and three sensors are used in the 2D aneurysm model and the predicted WSS results are compared with the reference CFD data.

4 Discussion

In this manuscript, we proposed a PINN framework for estimating near-wall blood flow and WSS from sparse velocity measurements localized in a region of interest. The inlet and outlet boundary conditions were assumed unknown, thus representing challenges for traditional numerical methods. Such problems fall under the class of state estimation problems in fluid mechanics where the flow field is predicted with a limited number of point-wise measurements [53].

Our method’s estimation of WSS from limited measurements was very accurate, where the model’s prediction in 2D was indistinguishable from the ground truth data and in 3D the error was very small. The 1D transport problem proves the feasibility of our general framework. Namely, the analytical solution for the 1D problem (Eq. 10) shows that two unknown parameters ($c_1$ and $c_2$) need to be estimated when the equation and parameters are known but the BCs are not specified.
Therefore, the sparse measurement data (three points in this example) define a regression problem that could be solved to obtain these coefficients. Of course, the sharp boundary layer in this example makes the regression problem ill-conditioned and it is necessary to select one point inside the boundary layer to overcome this issue. In the 2D problems, PINN did not correctly identify the inlet BC, however, the flow field in the region of interest where sensors were placed as well as the downstream region (in the stenosis problem) was correctly reconstructed. To explain this observation our PINN framework should be perceived as an inverse modeling problem where the inlet BC is to be determined. The issue with many inverse problems is that they usually do not have a unique solution. For example, different inlet velocity profiles with the same flow rate could give the same solution at a sufficiently downstream region. Therefore, to correctly identify the inlet BC one needs to place sensors in part of the domain where the flow is being developed. Our results showed that to get WSS in the region of interest we do not necessarily need to correctly identify the inlet velocity profile.

The success in obtaining WSS from core flow measurement is tightly related to flow physics and the relation between WSS patterns and coherent structures away from the wall where the topological [8] and dynamical [54] features in WSS depend on flow patterns away from the wall. Velocity vectors away from the wall could be obtained theoretically using Taylor series expansion of wall quantities such as WSS and pressure [55, 56]. Machine learning models have been designed leveraging these mathematical relationships in estimating near-wall turbulent flows [57]. It is possible to account for these relationships in PINN when the data analysis is only focused on the near-wall region (e.g., the 3D example in this study).

While machine learning and deep learning are typically associated with large datasets, it is not clear if current 3D hemodynamics databases could provide generalizable information beyond very specific variations. The issue lies in the large landscape of all possible solutions once we realize the vast possibilities for variations in geometry and boundary conditions. What makes such purely data-driven approaches for estimating hemodynamics from morphology and boundary conditions [58, 59] even more challenging is the high dimensionality of parameters of interest (e.g., WSS), which are typically vectorial quantities with spatiotemporal variation. Therefore, the notion of “smart data” compared to “large data” [60] is expected to be the new frontier in hemodynamics machine learning research. Sparsity based models have high potential in hemodynamics modeling (reviewed in [13]) and the present work demonstrates the power of physics-informed machine learning in leveraging sparse data for near-wall blood flow modeling.

The concept of a digital twin technology in modeling the cardiovascular system has recently gained attention [61]. A digital twin can provide a real-time virtual representation for the cardiovascular system for the purpose of modeling. Digital twins often rely on a continuous feed of data. However, obtaining real-time large datasets and processing them in real-time represents a major challenge [60]. Physics-informed machine learning models could eliminate the need for large datasets and therefore are expected to be a key component in future digital twin models. While in our study we arbitrarily selected our sparse measurement data, in more practical problems, optimal sensor placement and data collection need to be addressed to improve model efficiency and even further reduce the amount of data needed [13, 62, 63].

Our study could be extended in multiple directions. Convolutional neural networks could be used in place of a fully connected neural network to improve PINN’s convergence and accuracy by leveraging the strong spatial dependence in hemodynamics data. Traditional convolutional neural networks are designed for data defined on rectangular spaces (similar to a picture) and extension to complex geometries is an active research area [64]. An optimal selection of hyperparameters in PINN is another area of investigation. For instance, in this work, the weight parameters $\lambda_b$ and $\lambda_d$ were
selected based on trial and error. Recent work suggests an adaptive selection of these parameters based on neural tangent kernels [65]. In real-world examples, outliers in input measurement data could exist [12] that need to be detected. Noise in measurement data is another practical challenge. It is possible that different measurement points have a different signal-to-noise ratio and therefore the input data could be of multi-fidelity nature. We could weight the input data in PINN’s data loss based on estimates of data quality and noise. Rigorous approaches such as Bayesian PINN [66] and multi-fidelity PINN [67] have been proposed to handle such datasets and consider data uncertainty in a probabilistic way. Our presented model has some limitations. Patient-specific geometries and pulsatile blood flow as well as a computationally efficient PINN framework to handle these complex blood flow environments should be investigated in future work. We did not rigorously investigate optimal sensor placement, which is an interesting topic for future investigation. Finally, the success of the method with real-world experimental data remains to be investigated.

5 Conclusion

In this study, PINN was used to obtain near-wall hemodynamics and WSS data from sparse velocity measurements and without knowledge of the inlet/outlet boundary conditions. We evaluated our framework in 1D advection-diffusion transport, 2D blood flow in a stenosis, 2D blood flow in an aneurysm, and 3D blood flow in an idealized aneurysm. WSS was obtained with very high accuracy. The proposed scientific machine learning framework demonstrates that partial knowledge about the physics of cardiovascular flows (e.g., Navier-Stokes equations without boundary conditions) could be combined with sparse data collected in a localized region to obtain hemodynamic parameters of clinical interest such as WSS.
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