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ABSTRACT

Memory access patterns have been demonstrated to leak critical information such as security keys and a program’s spatial and temporal information. This information leak poses a significant privacy challenge in machine learning models with embedding tables. Embedding tables are used to learn categorical features from training data. The address of an embedding table entry carries privacy sensitive information since the address of an entry discloses features associated with a user. Oblivious RAM (ORAM), and its enhanced variants, such as PathORAM, have emerged as viable solutions to hide leakage from memory access streams. PathORAM fetches an entire path of memory blocks for every memory fetch request, thereby leading to substantial bandwidth and performance overheads.

In this work, we present Look Ahead ORAM (LAORAM), an ORAM framework designed to protect user privacy during embedding table training. LAORAM exploits the unique property of ML training, namely the training samples that are going to be used in the future are known beforehand. LAORAM preprocesses the training samples to identify the memory blocks which are accessed together in the near future. LAORAM combines multiple blocks accessed together as superblocks and tries to assign all blocks in a superblock to few paths. Thus, future accesses to a collection of blocks can be satisfied from a few paths, effectively reducing the number of reads and writes to the ORAM. To further increase performance, LAORAM uses a fat-tree structure for PathORAM, i.e., a tree with a variable bucket size, effectively reducing the number of background evictions required, which improves the stash usage. We have evaluated LAORAM using both a recommendation model (DLRM) and an NLP model (XLM-R) embedding table configurations. LAORAM performs 5 times faster than PathORAM on a recommendation dataset (Kaggle) and 5.4 times faster on an NLP dataset (XNLI) while guaranteeing the same security guarantees as the original PathORAM.
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1 INTRODUCTION

Privacy of user data, particularly in cloud resources, is becoming critical. In the context of machine learning, data owners want to keep their data confidential when using cloud GPU instances like Amazon EC2 P3d, and Microsoft ND A100 v4 series virtual machines to train their models. Privacy-preserving machine learning in the cloud has thus gained prominence in recent years. Researchers have explored different approaches to privacy protection in machine learning. Many prior works protect the data and/or model parameters from being visible to an adversary. These approaches include Homomorphic Encryption [16, 18, 25, 29], Secure Multi-Party Computing (MPC) [31, 32, 41, 45, 48, 49], Differential Privacy [5, 17] and using Trusted Execution Environments [21, 26, 34, 43]. With the emergence of confidential computing on GPUs [1, 23, 44], which forbids unauthorized accesses to GPU memory, including those from the host OS, users could train a model with revealing their data content. Protecting data and computations is, however, insufficient for many machine learning workloads that train embedding tables.

What do Embedding Tables Reveal? Embedding tables are increasingly used at the core of multiple high-valued machine learning models, such as recommendation models [24, 35, 46] and Transformer-based natural language processing (NLP) models [13, 15, 27, 30]. Embedding tables are used to learn a representation for categorical data. Embedding tables convert semantically similar categorical items into similar embedding vectors in a multi-dimensional feature space represented by the embedding table width.

Consider an example training sequence shown on the left of Figure 1. The figure shows an embedding table that captures several
different types of videos that users watch. In this example, the first training sample shows that a user watches comedy movies the most. The second sample shows a user who mostly watches political movies. The next user watches thrillers and so on. Let’s assume users who watch comedies the most will likely watch superhero movies. After embedding table training, embedding table entries representing those two categories are likely to be similar.

In ML models that use embedding tables, knowing the embedding table entry being accessed, which is a memory address, can compromise privacy. In the above example, each of the movie categories corresponds to a specific embedding table entry. Hence, knowing the embedding table entry can compromise the user’s movie preference. While a user’s movie preferences may look innocuous, this example can easily extend to more challenging situations where a user’s political affiliation or web surfing behavior can be extracted from knowing the embedding table entries. For instance, in recommendation systems, embedding table entries capture a user’s prior behavior, such as advertisement-clicking choices and browser news feeds. In the case of NLP models, each embedding entry may be associated with a learned representation of a word. The addresses associated with accessing categorical data in an embedding table reveal much about the user. Thus, the new generation of ML models requires protection against memory address leakage. A detailed study of attacks on embedding tables can be found in [22].

**Embedding Table Training in the Cloud:** Embedding tables are extremely large and are generally accessed very sparcely during any training batch. Hence, many training systems store large embedding tables in untrusted CPU DRAM to reduce GPU memory usage [9, 54]. In this training mode, GPUs fetch only a small subset of embedding table rows as needed for a training batch. For instance, in cDLRM [9], CPU memory is used to store the embedding tables of a recommendation model. GPUs are used to perform computation-intensive MLP operations. For each training batch, the GPU only receives a few embedding entries from CPU memory and places them into GPU memory, and trains on that batch. In this process, memory access requests are issued to the embedding tables on CPU memory, which is the source of information leakage.

A training sample for embedding tables consists of $t$ embedding table entries that must be accessed. The embedding table lookup for a training sample is defined as $R = A \times W$, where $W$ is the embedding table and $A = [e_1, e_2, ..., e_t]$. Each $e_i$ is a one-hot vector representing categorical inputs to embedding tables. As the size of the embedding table is enormous (terabytes) [54], practically, embedding table accesses are implemented as fetching embedding entries corresponding to each $e_i$. The entry number of an accessed embedding table entry $e_i$ is a valuable training sample that holds sensitive information.

### 1.1 Memory Address Leakage Mitigation

One popular mitigation technique for hiding memory access patterns is Oblivious RAM (ORAM)[19]. Conceptually, ORAMs access many data blocks for every memory access request to obfuscate the actual data address. Furthermore, ORAM reschedules data placement so that future accesses to the same address will generate a different random set of addresses on the bus. ORAM guarantees that the adversary cannot distinguish between two memory accesses. Recent enhancements to ORAM design include Path ORAM [42], where the data blocks are stored in the form of a tree, and each data block is assigned a path (i.e. a leaf node). On a data block access, not only the requested data block is read but also all the blocks along the path from the root node to the leaf node are read (more in-depth detail in the background section). Unfortunately, the security guarantees of nearly all the ORAMs [10, 19, 38, 42] come with significant overhead. Theorem 1.2.2 in [19] indicates that when accessing $t$ data blocks of a RAM which contains $N$ data blocks, additional $max\{N, (t - 1) \cdot \log(N)\} - t$ data blocks are fetched in ORAM. Even the optimized PathORAM[42] needs to access $t \cdot \left[\log(N) - 1\right]$ data blocks for each block accessed. These additional accesses cause memory access delays and bandwidth contention. Besides memory access delays, ORAM metadata management such as stash management, position map lookups, and data eviction logic add additional overheads for each ORAM access.

Proposals have been made to reduce the overheads of PathORAM, such as static or dynamic superblocks, as described in PrORAM [51]. Superblocks reduce the number of paths that need to be read by coalescing multiple memory accesses to be accessed by the application into a single path. Instead of reading $n$ paths for $n$ data accesses, a perfectly formed superblock of size $5$ needs to read $n/5$ paths from ORAM. Prior techniques strive to create such superblocks [39] by merging adjacent data blocks into bigger blocks. For example, PrORAM [51] groups adjacent blocks that were previously accessed together into a few superblocks with the hope that these blocks will likely be accessed together in the future.

### 1.2 Exploiting Lookahead for ORAM Efficiency

Looking at the past accesses to form the superblocks is very challenging for embedding table training systems. Figure 2 plots the embedding table entries accessed at each training sample for the first 10,000 training samples for the Kaggle dataset, which is a representative dataset for the DLRM recommendation model by Meta Inc [35]. The data shows that most accesses to embedding table entries are random, and only a narrow black band at the bottom of the figure illustrates that a few indices are accessed repeatedly. In the absence of good predictability, PrORAM performs similarly to PathORAM. Our quantitative comparison results presented later in this paper also demonstrate this observation.

**Lookahead Property:** Unfortunately, the embedding table accesses across different training samples exhibit very little predictability, rendering history-based superblock formation mechanisms ineffective. However, machine learning training exhibits a unique property. The training samples used for the several subsequent batches are known beforehand. Although predicting the future based on the past may be difficult, peeking into the future is feasible with training data. In a machine learning training pipeline, the training batches can be generated ahead of time from the training data. It is not a unique requirement for our work but a regular practice to generate training batches ahead, which we will exploit in our work [4]. In machine learning training, data points from a dataset are randomly fed to ML models. However, this randomness is predetermined by a random seed. Consequently, the sequence of data points fed to the models is determined in advance and follows a predetermined pattern. Thus, future data access pattern is known.
beforehand. Peeking into the future allows our Look Ahead ORAM (LAORAM) approach to form superblocks more aggressively. Unlike PrORAM, LAORAM takes advantage of this future knowledge to improve the performance of address-hiding schemes.

No alternate protection strategies: Address-based attacks cannot be mitigated by TEEs or adding differential private (DP) noise. Neither Intel SGX TEE nor ARM TrustZone offers protection to memory access patterns, and OS still manages page tables for TEE memory [14]. Adding DP noise to the memory addresses requested is impractical since that is equivalent to accessing random addresses that are unrelated to the embedding table entries that are being trained. Thus, more robust mitigation is needed as DP essentially gives computational privacy but does not protect against memory access pattern leakage.

1.3 Our Contributions
1. Dynamic superblock formation based on lookahead: In this paper, we propose LAORAM, a dynamic superblock formation technique that takes advantage of future access patterns. In LAORAM, the data blocks accessed together in upcoming training batches are combined to form superblocks. The future access patterns are discerned by using a low overhead preprocessing of the training samples to look ahead into the future training batches. This look-ahead dynamic superblock scheme reduces the number of reads/writes required, speeds up the memory access latency, and reduces the bandwidth requirement.

2. Fat-tree structures for reduced stash demand: Besides the usage of superblocks, we propose using fat-tree ORAM organization to mitigate the increased stash usage due to superblocks. Stash is a limited memory within the ORAM client, and accesses to the stash memory are assumed to be invisible to an adversary in all ORAM designs. Our analysis showed that if the superblock size is more than two blocks, the stash size grows rapidly. ORAM must have sufficient empty blocks along the accessed path for the superblock to be placed back into the tree. Whenever the empty space is not available on a path the block gets temporarily held back in the stash. And this probability of holding back the data block in the stash increases with superblock size. We propose a unique fat-tree organization with variable bucket sizes in the ORAM tree to mitigate growing stash size.

We have evaluated LAORAM using both a recommendation model (DLRM) and an NLP model (XLM-R) embedding table configuration. LAORAM performs 5 times faster on the recommendation dataset (Kaggle) and 5.4 times faster on an NLP dataset (XNLI).

1.4 Scope of the LAORAM
Our work applies to machine learning training systems that use embedding tables, such as recommendation systems and NLP models. These models are the enablers of growth in many industries. For instance, nearly 80% of the inference cycles in current data centers are spent in recommendation models [12]. Embedding table based NLP models power nearly all the voice-enabled smart speakers in the world. And, nearly 70% of the smart speaker users use voice assistants to access network resources. [2]. Similarly, current video streaming services are no longer video-on-demand systems; instead, they are videos automatically recommended to the users [3], which in turn is driven by embedding tables. Thus protecting the privacy of embedding table access patterns is an essential problem for the industry.

2 SYSTEM SETTING AND THREAT MODEL
2.1 Training Steps
Figure 3 provides an overview of training ML models such as recommendation systems and NLP models. These models are the enablers of growth in many industries. For instance, nearly 80% of the inference cycles in current data centers are spent in recommendation models [12]. Embedding table based NLP models power nearly all the voice-enabled smart speakers in the world. And, nearly 70% of the smart speaker users use voice assistants to access network resources. [2]. Similarly, current video streaming services are no longer video-on-demand systems; instead, they are videos automatically recommended to the users [3], which in turn is driven by embedding tables. Thus protecting the privacy of embedding table access patterns is an essential problem for the industry.
In particular, this information includes the list of embedding table indices that are going to be accessed in the upcoming training batches. In our design, this metadata is provided by a preprocessor module, which we will describe shortly. As noted earlier, when embedding tables are large, they can’t fit inside the GPU’s VRAM. Instead, our system stores the embedding table in a CPU DRAM. Further, to protect against address leakage, our system uses PathORAM [42]. We refer to the PathORAM-based embedding table storage as the Server_storage. In Step 2, the trainer_GPU issues a set of ORAM access requests corresponding to the embedding table entries needed by the training samples. In step 3, the Server_storage will fetch the corresponding paths from the ORAM tree and forwards them to the trainer_GPU. In step 4, the trainer_GPU then caches the ORAM paths inside its VRAM. It then performs the gradient updates to the embedding entries. The updated entries are then pushed back to the Server_storage at the end of the training step. Steps 2-4 are repeatedly executed as superblock metadata continues to arrive from the preprocessor.

2.2 System Components

The components that participate in our training steps described above can be mapped into traditional ORAM components as follows:

**ORAM server**: Server_storage is equivalent to the storage in PathORAM, and address accesses to this storage are considered insecure. Thus, server_storage that stores the PathORAM tree of the embedding table (and the associated host CPU) is treated as the ORAM server in the traditional ORAM terminology [19, 42].

**ORAM client and Stash**: The trainer_GPU perform computationally intensive operations of recommender systems and NLP models. The trainer_GPU issues embedding table access requests to the Server_storage. The trainer_GPU will act as an ORAM client in our system setting. It will store the ORAM management data (stash and position map) and superblock metadata received from the preprocessor inside its VRAM.

**Preprocessor**: The preprocessor is a special application thread that can run on the secure GPU client or any other trusted computing base. It preprocesses the training sample data and generates metadata that indicates which embedding entries will form superblocks with those entries in the incoming training samples. This component is unique to LAORAM design as preprocessing future access patterns is not practical in application domains targeted by prior ORAMs.

2.3 Threat Model:

LAORAM focuses on two adversaries. The first one is an adversary who can snoop on the bus connected to DRAM on the Server_storage and observe the embedding table addresses being accessed. Such an adversary could have physical access to the CPU host, where they can place a bus probe to extract address sequences. The second adversary is a curious OS. The curious OS can employ many state-of-art attacks to observe the data traffic between the trainer_GPU and the server_storage (we will describe one of those attacks in the next section). It means the curious OS can know the address requests issued by the trainer_GPU to the server_storage (see the red line in Figure 3). We assume the adversary cannot probe

the bus between the GPU computation unit and VRAM. State-of-art GPUs use HBM as VRAM, which is tightly integrated into the GPU packages, and probing the bus between them will essentially destroy the fabric. With the above assumptions, it is LAORAM’s responsibility to provide an efficient memory address obfuscation mechanism in the trainer_GPU such that memory access patterns from the trainer_GPU to the server_storage are computationally indistinguishable from random accesses.

2.4 An Example Attack on Embedding Table Addresses

In our system setting, a curious host OS on the CPU might utilize a combination of page faults ([14] Section 6.6.7) and cache side-channel [50] to obtain embedding table access patterns at a cache line granularity. For instance, the curious OS can set all the present bits of embedding table memory pages to 0. Consequently, a page fault is triggered every time the embedding table is accessed. The OS can know the page number accessed from the information provided to the page fault handler. After handling the page fault, the OS can use cache side-channel attacks to get the accessed address at a cache line granularity. Thus, a curious OS can compromise input confidentiality by using address-based attacks.

3 BACKGROUND

3.1 Embedding Tables in the Host Memory

Large embedding tables can be trained on a variety of computing platforms. For instance, one way to train the DLRM (a huge recommendation model from Meta) [35] is to distribute the embedding tables across many GPUs [33]. Since each GPU has limited memory, the model must be distributed across hundreds of GPUs. Recent work [9, 54] showed that in these distributed training systems, GPUs are vastly underutilized. Using many GPUs primarily to store the model in their memory is expensive. Hence, there is a trend toward keeping large embedding tables in the host memory, where the GPU asks the host to fetch the embedding tables from DRAM and uses fetched entries for training. Accessing the embedding tables in the host memory is a potential source of address leakage because a curious host OS can know memory access patterns to embedding tables. Thus, protecting embedding table accesses during training is an important problem.

3.2 PathORAM

ORAM [19] uses the notion of a client and server. The data is stored on the server memory, and the client requests data from the server. ORAM is the framework that helps the client hide memory access patterns from adversaries in the server. PathORAM is an implementation of the ORAM with two major components: the binary tree storage, which is on the server side, and the ORAM stash controller, which is on the client side. The stash controller consists of small trusted storage called stash and a position map data structure.

**Binary Tree Storage**: The data blocks in PathORAM are stored in a binary tree. Each node can hold up to \( Z \) data blocks (bucket size). Of these \( Z \) data blocks, a subset of blocks contains real user data, while the rest contains dummy data. The root node is considered
level 0, and leaf is at level L. Each leaf has a path number associated with it.

**Client Side:** The client consists of a stash and a position map. The stash is small storage that holds data if the data blocks cannot be written back into the binary tree storage due to limited empty block availability within a given path. The position map is a lookup table that maps each real data block to one of the paths in the binary tree.

![PathORAM binary tree: external memory (untrusted)](image)

**Figure 4:** PathORAM with 4 levels, and access to path 3

Figure 4 illustrates the various steps involved in accessing data in PathORAM.

1. The client generates a request to a data address. The controller looks up the position map to identify the path where the requested data block is present in the binary storage. Let us assume that the path name is $S$. (2) This path name $S$ is sent to the server, and all the buckets along the path $S$, from the root node to the leaf node, are sent to the client. The client will add those blocks to the stash. (3) The client then performs whatever operation is necessary on the requested data block. (4) The controller then assigns a new path $S'$ for the accessed data block. It then updates the path associated with the data block to $S'$ in the position map. This new path is chosen uniformly from all the leaf nodes. (5) Finally, the controller writes the blocks in the stash that can be placed along the same path which was read, i.e., path $S$. Any blocks in the stash that cannot be placed in path $S$ are left in the stash.

The randomization of paths after every read/write is the foundation for PathORAM’s ability to obfuscate address accesses, as the adversary sees paths are uniformly accessed on each data access.

### 3.3 PrORAM

While PathORAM provides obliviousness, every access requires reading an entire path and metadata management, causing a substantial bandwidth increase. PrORAM is a further enhancement over PathORAM using superblocks. A superblock is a combination of multiple data blocks with the condition that all the data blocks in the superblock are assigned the same path. PrORAM takes advantage of past data locality and forms superblocks from multiple data blocks. Two different approaches are presented in PrORAM:

**Static Superblocks:** Static superblocks are formed by treating $n$ consecutive data blocks as one superblock. This approach is based on the premise that spatial locality exists across nearby blocks.

**Dynamic Superblocks:** When two data blocks are accessed together, a counter associated with the block pair is incremented. Once the counter goes above a threshold, the data blocks are grouped into a superblock. If the blocks within a superblock are not accessed together, the counter value is decremented. Once the value goes below the threshold, the superblock is broken back into individual data blocks. Thus superblocks are formed by coalescing blocks that are accessed together in the past, with the assumption that past history is a good predictor for future accesses. By assigning the blocks within a superblock to a single path the intuition is that more useful blocks can be fetched from each path.

### 3.4 Stash Management

The stash is small storage on the client side, used to buffer the data when a particular path is read from the binary tree storage. When the data block has been accessed, the path associated with the data block is changed, and the stash is written back along the same path which was read. This approach forces some data blocks to be left in the stash if there is no space left on the write path to write all the blocks in the stash that are assigned to that path. Excessive occurrence of this phenomenon can cause the stash to overflow. Background eviction has been used in PathORAM and PrORAM to reduce the stash size. Background eviction issues dummy reads to random paths once the stash occupancy goes above a certain threshold. Dummy reads do not change any blocks’ associated path and help move blocks on the stash that are assigned to these paths. Thus, dummy reads reduce the number of blocks in the stash.

Another way to reduce stash overflow is to leave dummy blocks along each path, so there is a higher probability of finding an empty block in a path. For instance, PathORAM and PrORAM implementations suggest a tree structure with bucket size $Z$ to have $Z-1$ dummy blocks in every node, but the space overhead of such an approach is large.

### 4 LAORAM Design

ML model training has the unique advantage that the future memory access patterns to the embedding tables are known beforehand because the embedding table indices that will be accessed by upcoming training samples can be analyzed beforehand. LAORAM exploits this knowledge in forming superblocks. As explained earlier, superblocks are multiple data blocks grouped together such that all the data blocks in the superblocks are assigned the same path.

LAORAM merges embedding table entries that will be accessed in the upcoming training batches into superblocks. Reads and writes in LAORAM happen at the granularity of superblocks. If the superblock size is four, a single access to the superblock accesses all four of them. Once the superblock is accessed, the path of all four data blocks is changed independently based on their future locality. Hence, the fact that the group of blocks is formed into a
superblock during one access has no bearing on how those blocks are paired in the future. For instance, if all four blocks are going to be accessed separately with different data blocks in the future, their future paths would be different. If only two of the four blocks are going to be accessed together in the future, then only those two blocks are placed together in a superblock. The other two would be in separate superblocks.

The training procedure used by LAORAM is already described in Section 2. We now describe the overall architecture and the detailed algorithmic design of the LAORAM.

4.1 LAORAM Architecture

4.1.1 LAORAM Server (Server_storage): The LAORAM server, referred to as server_storage, is the CPU DRAM storing embedding table entries in a binary tree ORAM structure. It is equivalent to a traditional ORAM server. The LAORAM server is responsible for providing the embedding table entries requested by the GPU trainer. As noted earlier, accesses to the CPU DRAM are considered insecure, and an adversary can observe the address patterns to the server_storage. Hence, all accesses sent to the CPU DRAM on the LAORAM server must be obfuscated using the path oblivious scheme of LAORAM.

4.1.2 LAORAM Client. The trainer_GPU uses its VRAM to store the position map and stash memory, along with the cached embedding entries that are trained on the GPU, and it performs gradient descent operations on the cached embedding table entries to converge to the final ML goal. The position map and stash serve their traditional roles as in PathORAM. In particular, the position map stores the path where each memory block (an embedding table index) is stored in the ORAM tree. The stash stores all the data blocks that cannot be evicted to the server_storage. The trainer_GPU will use those data structures and metadata received from the preprocessor to ask the host CPU to fetch embedding table entries it needs at a given time and store them in the VRAM. In LAORAM, instead of requesting the actual embedding table entries, the trainer_GPU will request the corresponding paths associated with those embedding table entries to prevent leakage.

The preprocessor, a special LAORAM client component not present in the traditional ORAM designs, is responsible for preprocessing upcoming training samples and extracting embedding table entries that are going to be accessed together to form superblocks. It will also assign a random path to each newly formed superblock. Information about superblock formations and the random path associated with each superblock are communicated to the trainer_GPU. The trainer_GPU will assign the paths to data blocks based on the information received from the preprocessor and updates its position map. The GPU then issues read requests to all the paths associated with the embedding entries in the upcoming training batch and caches them locally before starting the batch training process.

4.2 Preprocessing Algorithm

4.2.1 Algorithm Overview. This subsection describes the preprocessing algorithm. Preprocessing consists of two steps: 1) Dataset scan, and 2) Superblock path generation.

4.2.2 Dataset Scan. The preprocessing algorithm needs the superblock size $S$ as the input. The preprocessing node looks at the upcoming training batches and places the next $S$ entries into a superblock bin. It continues this binning process to create as many bins as it can preprocess while staying within the compute and memory limitation of the preprocessing node. For instance, the preprocessing node may scan an entire epoch of training batches if it has sufficient memory capacity to create and store all the bins necessary to hold the entries within the epoch.

4.2.3 Superblock Path Generation. In this step, the preprocessor will pick a random path for every superblock bin formed during the scanning step. Paths are chosen from a uniform distribution of $U(1, L)$ where $L$ is the number of leaves in the PathORAM. That is to say, a path for each superblock bin is chosen uniformly from among one of the leaf nodes. Thus each superblock bin is now assigned a path number. After each superblock bin gets its path, the preprocessor will produce a superblock to future path number mapping. This (superblock, future paths) metadata is then securely transmitted to the trainer_GPU. The trainer_GPU stores this metadata to assign predetermined future paths to data blocks when accessed.

5 FAT TREE FOR STASH EFFICIENCY

Increased Stash Usage using Superblocks: One potential challenge with using superblock designs in ORAM is stash growth. With superblocks, multiple blocks are going to be placed in the same path. Hence, when the trainer_GPU needs to write the data back to the server_storage it has to find sufficient space along a given path to accommodate all the blocks within a superblock. When some of the blocks in the superblock cannot be accommodated in the given path those blocks must be temporarily held in the client’s stash memory. By forcing a single path assignment to all the blocks within a superblock, the probability that a block must be held in the stash increases. When the stash is full, trainer_GPU can issue dummy evictions (read random paths without accessing any data block) to drain the stash. These dummy reads will degrade performance but are the only way traditional ORAMs can reduce stash usage.

Naive Increase Bucket Size: One solution to this problem is to increase the bucket size of the nodes in the tree, which will reduce the stash size. A larger bucket size essentially allows for more opportunities to place a block in a given path, thereby increasing the probability of stash eviction. However, such a naive solution does not efficiently utilize added memory spaces.

Key Observation about Buckets in Different Levels: One key observation we have made is that the probability of a data block being written in a particular level goes down as we go to the leaf node in the tree. In particular, the probability of a block being written back to the root is 0.5, the probability of a block being written to a level 1 node is 0.25, and so on. With this insight, we propose to use a variable bucket size with wider buckets near the root and narrower buckets near the leaf. This structure draws parallels to the fat-tree network topology [28], as shown in Figure 5. For example, when the original bucket size is 5, the bucket size at the root will be 10 and it decays to a bucket size of 5 near the leaf.
Fat-tree organization: In our fat-tree implementation, bucket sizes are tied to the leaf bucket size. If the leaf bucket size is \( x \) then the bucket size at the root node is \( 2x \). For example, if the leaf node bucket size is 5 and the number of levels in the tree structure is 6, the root (level 0) will have a bucket size of 10, level 1 will have a bucket size of 9, and so on until the leaf level has a bucket size of 5. Ideally, the bucket size should grow exponentially as the level gets closer to the root to provide the same probability of finding an empty space at each level. However, exponential growth is not practical in ORAM tree organization due to huge overheads at the root. Thus, we choose linear growth. Despite the fact that our bucket growth is formal, our fat-tree structure can trigger fewer evictions while using memory blocks.

Compared with increasing bucket size for the entire tree uniformly, our fat-tree structure can trigger fewer evictions while slightly increasing the memory requirement for wider buckets near the root. Wider buckets near the root give more opportunity for data blocks to be written back to the server_storage, and hence the fat-tree structure uses memory space more effectively. As we show later, the fat-tree triggers 12.4% fewer evictions while using 16.6% less memory space compared to doubling the bucket size uniformly.

6 SECURITY ANALYSIS

Each subsection below presents the security analysis of the path obliviousness of LAORAM components.

6.1 ORAM Server (server_storage) Access Patterns

This section will discuss the obliviousness of memory access patterns to the LAORAM server (server_storage) where embedding tables are stored. Server_storage will read data from CPU DRAM in path granularity. These path requests originate from the trainer_GPU. These path granularity accesses are oblivious because memory accesses to the superblocks are identical to those of PathORAM, and PathORAM access patterns are oblivious. Below we prove that using superblocks does not reveal any additional information over using memory blocks.

Obliviousness of Superblocks: When a superblock is accessed, the path the superblock is assigned to will be fetched. Although multiple data blocks in a path are accessed, every block in the superblock will be assigned to a new uniformly chosen path. Uniformity of new path assignment is proved using total probability[20]. Let \( N \) be the total number of paths in the binary tree, \( p \) be any path in the binary tree, and \( b_i \) be superblock \( i \). Additionally, let’s define \( d \in b_i \) as a data block \( d \) being firstly accessed in superblock \( i \) and \( p \in b_i \) as path \( p \) assigned to the superblock \( i \). Then, we can prove the uniformity:

\[
\Pr(NEXT\_PATH(d) = p) = \sum_{i=1}^{\infty} \Pr(NEXT\_PATH(d) = p|d\in b_i) \cdot \Pr(d \in b_i) \tag{1}
\]

\[
\Pr(p \in b_i|d\in b_i) = \frac{1}{N} \cdot \Pr(d \in b_i) \tag{2}
\]

\[
\Pr(p \in b_i) = \frac{1}{N} \sum_{i=1}^{\infty} \Pr(d \in b_i) = \frac{1}{N} \cdot 1 = \frac{1}{N} \tag{3}
\]

Equation (1) holds due to total probability. Equation (2) holds due to the definition of the conditional probability in (1). Equation (3) holds because path assignment is independent of data blocks in the superblocks. The rest of the proof just follows arithmetic manipulations.

After path reassignments, the original path the superblock is associated with will the written back using data blocks currently in the stash. Thus, memory access patterns of superblocks are identical to those of the original PathORAM. Adversaries can only observe that random paths are being accessed every time embedding table lookups take place [51]. Since the LAORAM will generate the same memory access behaviors as the original PathORAM and the original PathORAM is oblivious, LAORAM accesses to ORAM server memory are also oblivious.

6.2 Trainer_GPU

The Trainer_GPU acts as a client in our setting, which is considered trusted in ORAM designs. As we mentioned earlier in Section 2, there exist techniques like confidential computing to protect GPUs against a curious OS that are sufficient for our threat model.

6.3 Preprocessor

In LAORAM, the preprocessor reads the training samples and is considered part of the secure client as it can be directly run on the trainer_GPU. When running inside trainer_GPU, adversaries cannot obtain memory access patterns of the preprocessor to GPU VRAM because GPU VRAM is tightly packed via interposers, and hence snooping on the address bus would essentially require breaking the GPU. Moreover, the preprocessor is only responsible for analyzing training samples and creating a window of training batches that are going to be trained later. In the process of generating the look ahead batches, the preprocessor does not need to access any embedding table entries, and hence it does not reveal any sensitive addresses. Thus, accessing the training samples is not a security concern, and the preprocessor is secure.
7 EXPERIMENTAL SETUP

7.1 Methodology & Terminology
We implemented LAORAM as a self-contained memory access engine that has the ORAM server and client architecture functionality implemented across a GPU (ORAM client i.e. trainer_GPU), and CPU with DDR4 memory (server_storage). This infrastructure can be integrated within any embedding table training system. Our system takes a series of memory block addresses generated by a training data preprocessor as inputs and creates superblocks and assigns paths as per the algorithms described earlier. We demonstrate performance improvements of LAORAM with and without fat-tree against the baseline PathORAM.

7.2 Models and Datasets
We use the following datasets and models to quantify the benefits of LAORAM: Permutation Dataset, Gaussian Dataset, Kaggle Dataset, and the XNLI Dataset. The Permutation dataset randomly generates an address in the range 0 – N where none of the addresses are repeated until all the addresses are accessed at least once. The Gaussian dataset generates an address stream sampled from Gaussian distribution. In addition to the two datasets we also use two ML models that train embedding tables and their associated datasets to evaluate LAORAM. We use the DLRM recommendation model [35] that trains large embedding tables using the Criteo AI Labs Ad Kaggle Dataset (Kaggle). The Kaggle dataset is released by Criteo AI labs containing real user data and is provided by DLRM as one of its representative recommendation model training datasets. Finally, we use XLM-R [13] a well-known natural language processing model that trains embedding tables using the Cross-Lingual NLI Corpus (XNLI) dataset. The XNLI dataset contains multiple data points in multiple languages, and it is used as a key metric for NLP models [27].

The permutation dataset will produce LAORAM’s worst-case performance because it will put the biggest pressure on the stash size (proven in the original PathORAM paper [42]). Bigger pressure on stash size results in more dummy reads, leading to the worst-case LAORAM performance. The DLRM and XLM-R models and their associated datasets show the LAORAM performance under a practical application setting.

In our results (Figure 6), we label LAORAM results with fat-tree structure as “Fat”, and LAORAM results without fat-tree as “Normal”. We also use /$#$ notation to indicate the superblock size. For example, “Fat/52” means that the given LAORAM tree uses a fat-tree structure and the superblock size is 2. We used PathORAM [42] as the baseline, which can be treated as an ORAM design with a superblock size of just one. “Fat PathORAM” is PathORAM results with a fat-tree structure. We also use PrORAM as another baseline.

7.3 Embedding Table Configurations
For both Permutation and Gaussian, we have chosen the total number of embedding entries to be 8M and 16M. For the DLRM embedding tables, the largest table from Kaggle has 10131227 entries. Each embedding table entry is 128 bytes. For the XLM-R model, the embedding table has 262144 entries and each entry is 4k bytes. The memory required to hold those embedding tables is shown in Table 1. The default bucket size for PathORAM and LAORAM is 4. The reasons ORAM designs suffer from larger memory requirements are the tree structure and the bucket size. As we described earlier, for efficiency of stash management ORAM designs generally use a large bucket size in each tree node, where only a subset of entries within a bucket contains valid data, while the remaining entries contain dummy data. The FAT tree organization uses even bigger bucket sizes at the top of the tree structure. Furthermore, the tree organization itself leads to some fragmentation which further increases the ORAM memory requirements. Note that while one may consider these chosen memory sizes to fit within the high-end GPU HBM’s, we chose these sizes to stay within our experimental infrastructure limits on GPU and CPU physical memories. It has already been demonstrated that the size of the embedding tables for recommendation systems in production environments can exceed 100s of GB [33, 54]. With NLP models supporting more languages, we expect the size of embedding tables in NLP to grow as well.

| Table 1: Embedding table memory requirement

|      | Insecure | PathORAM | LAORAM | FAT |
|------|----------|----------|--------|-----|
| 8M   | 1GB      | 8GB      | 8GB    | 10GB|
| 16M  | 2GB      | 16GB     | 16GB   | 24GB|
| Kaggle | 1.2GB  | 16GB     | 16GB   | 20.3GB|
| XNLI | 1GB      | 16GB     | 16GB   | 20.5GB|

System configuration: We conducted our experiments on an experiment platform consisting of an Intel Xeon E-2174G CPU as the ORAM server with 64GB DDR4 memory to store the embedding tables. And a RTX 1080 Ti GPU based system is used as an ORAM client.

8 EXPERIMENTAL RESULTS

8.1 Comparisons with PrORAM
PrORAM [51] is an approach that uses the spatial and temporal locality of data blocks accessed to form superblocks to reduce the number of memory accesses required. It differs from LAORAM in two major ways. First, in PrORAM the superblocks are only formed for data blocks that have neighboring memory addresses. Second, in PrORAM the past history of memory accesses is used to find locality and prefetch data. For machine learning systems, the address access patterns to the embedding table are random (See Figure.2 for instance). Hence, intuitively using past history to form superblocks is unlikely to improve performance. The superblock hit rate for PrORAM is extremely low in our experiment. For Kaggle and XNLI datasets, the superblock hit rate is only 6% and 12%, respectively. For the randomized Permutation and Gaussian datasets, the hit rate for PrORAM was close to zero. Thus, PrORAM’s performance benefits were correspondingly minimized based on these hit rates (as we quantify in the next section).

8.2 Preprocessing timing
Preprocessing and accessing data are two pipeline stages in the 2-stage LAORAM pipeline. Once the preprocessing for the first several batches is complete, GPU can generate the LAORAM accesses and
start the training process. The preprocessing can then run ahead of the GPU training process. In our experiments, preprocessing a sample to identify unique indices is orders of magnitude faster than training that sample on a GPU. Thus, the runtime shown in later sections does not include preprocessing since it is not on the critical training path and is small. In our experiments, the initial preprocessing time for setting up the superblocks for an epoch was about 10 minutes, which is multiple orders of magnitude less than the training time on GPU.

8.3 LAORAM Access Latency Results

**Permutation Dataset:** In this section, we evaluate the performance improvement of LAORAM and PrORAM over a PathORAM baseline for the permutation dataset. For these results, we measured the amount of time it took to access a given block from a client’s computation viewpoint. The time includes sending the path to be fetched from the trainer_GPU client to the server_storage, the server_storage accessing the tree and fetching all the blocks in the path, and the server_storage sending that data back to the trainer_GPU’s stash. As shown in Figure 6a with the 8M permutation dataset, the PrORAM performance improvements (second bar in the graphs) are virtually non-existent, which demonstrates the challenge of using history to form the superblocks. Given the minimal improvements with PrORAM, we focus most of our discussion on LAORAM from here on.

Using LAORAM with a normal tree structure and a superblock size of 2 and 4 gives us a speedup of 1.46X and 1.55X, respectively, over a path ORAM baseline. The speedup shows that forming superblocks using LAORAM’s tracking of the upcoming embedding table indices increases performance. Nevertheless, when the superblock size increase to 8, the performance dips to 1.12X because a superblock size of 8 puts greater pressure on the stash and increases the number of dummy reads by 100%, compared to using a superblock size of 4. Although, when using the permutation dataset, fat/$S_8$ does not outperform fat/$S_4$ due to pressure on the stash, in later results, fat/$S_8$ can outperform fat/$S_4$ when using real-world data stream.

The “Fat PathORAM” bar in Figure 6a shows the performance impact of the fat-tree structure for PathORAM, and the last three bars in Figure 6a show the performance of LAORAM with a fat-tree. As mentioned before, a fat-tree structure is most useful when there is substantial stash contention and background evictions. With large superblocks, the contention grows, and the fat-tree is designed to handle large superblocks more efficiently. Hence, when using a superblock size of 1 (Fat PathORAM) or 2, the fat-tree organization sees limited if not negative benefits, but with a superblock size of 4 and 8, the fat-tree implementation achieves a substantial performance boost compared to the baseline and outperforms the normal tree implementation. We observe similar behavior for permutation data set the size of 16M as shown in Figure 6b.

**ML models:** This section discusses speedups for DLRM, XLM-R, and Gaussian datasets. Figure 6c, 6d, 6e and 6f present results for 8M-Gaussian, 16M-Gaussian, DLRM with Kaggle datasets and XLM-R with XNLI datasets. In the original PathORAM paper, the probability...
8.4 End-to-end LAORAM performance benefits

We have also evaluated the ORAM’s performance impacts on end-to-end ML training and how LAORAM significantly shortens the gap between private training and training without ORAM in Table 2. We measure the latency in milliseconds per input, and the scale is with respect to the training latency without ORAM. The models we used are XLM-R (L=24,H=1024,A=16) [13], and a large DLRM model. For XLM-R and DLRM, using PathORAM for privacy comes with a cost. When using PathORAM, the latency increases by 8.84x and 34.88x for XLM-R and DLRM, respectively. Compared with XLM-R, which is computation-intensive Transformer-based, DLRM models are based on Multi-Level Perception, which is less computationally intensive. Thus, when using PathORAM, XLM-R sees less training performance impact than DLRM.

On the other hand, when using the best-performing LAORAM configuration, private training latency is reduced to 2.41x and 12.1x w.r.t. training without memory access pattern protection. Compared with PathORAM, the best-performing LAORAM reduces the end-to-end training latency by 3.7x and 4.6x for XLM-R and DLRM. Especially for the XLM-R model, with a perfect pipeline that overlaps LAORAM management and GPU training, the end-to-end training latency with LAORAM can theoretically be as low as 1.41x. LAORAM greatly reduces the ORAM costs of PathORAM in training embedding tables.

Table 2: End-to-end latency (ms/input); the scale is w.r.t. the training latency w/o ORAM.

| Model   | w/o ORAM | w/ PathORAM | w/ LAORAM |
|---------|----------|-------------|-----------|
|         | Latency  | Latency     | Latency   | Scale     |
| XLM-R   |          |             |           |           |
|         | 154.4    | 34.88       | 8.84x     | 42.4      | 2.41x     |
| DLRM    |          |             |           |           |
|         | 6%       | 1x          | 0.61      | 1x        | 12.1x     |

8.5 Memory neutral comparison

Using fat-tree increases the storage requirement of the tree structure compared to normal tree with the same number of levels. The increase in storage requirement for the fat-tree compared to the normal binary tree for 8 million and 16 million embedding entries is 25% and 50%, respectively. To discount the benefit of this additional memory, we have also conducted experiments where the normal tree’s bucket size is increased such that the total size of the normal tree is at least as big as the fat-tree. In particular, we conducted an experiment where the normal tree uses a bucket size of 6, and a fat-tree’s bucket size varies from 5 (leaf node) to a bucket size of 9 (root) for the same number of tree levels. In this organization, the fat-tree uses 16.6% less memory space than the normal tree. While we do not plot the results here due to space limitation, our results show that even with such a memory size handicap, the fat-tree generated 12.4% fewer dummy reads. Increasing the bucket size of all nodes in the tree uniformly does not provide as much performance gain as the fat-tree design because the fat-tree uses memory spaces more effectively by allocating more space for nodes with a higher probability to accommodate data blocks in the stash.

8.6 Stash Usage

In Figure 7, we show the stash growth of LAORAM with and without fat-tree using 2 different configurations. The fat/4 and normal/4 configurations involve a superblock size of 4. We use a bucket size of 4 for the normal tree and 8-to-4 for the fat-tree. Fat-8 and Normal-8 configurations involve a bucket size of 8 and 8-to-16. The graph shows that after around 12500 accesses, the stash for a normal/4 grows to around 10600 blocks, while the stash for fat/4 grows to about 3600 blocks. After 12500 accesses, normal/8 has a stash size of 15500 blocks while fat/8 has a stash size of 4700. These results show that for larger block sizes the stash growth for the fat-tree is slower than that of the normal tree.

8.7 Dummy Read Frequency

One way to drain the stash is to perform background evictions whenever the stash usage gets above a particular threshold. In this section, we measure the average number of dummy reads needed per access. In this experiment, dummy reads are triggered whenever the stash size grows above 500 entries, and a series of dummy reads are performed until the stash size reduces to 50 entries.

Table 3 shows the average dummy reads per access for both normal tree structure and fat-tree structure for different superblock sizes for Permutation, Gaussian, and DLRM. The permutation dataset presents the worst pressure on the stash for any PathORAM [42]. For the Permutation dataset, for normal/4 and normal/8, the average number of dummy reads per access is 0.57 and 1.19. That
for fat-tree is 0.14 and 0.24. When using the fat-tree structure, the total number of dummy reads is reduced by 60% and 75%. A similar phenomenon can be observed in other models. Usage of the fat-tree reduces the number of dummy reads required by nearly 3 times.

| Config   | Permutation | Gaussian | Kaggle | XNLI |
|----------|-------------|----------|--------|------|
| Fat/S8   | 0.35        | 0.24     | 0.025  | 0.009|
| Fat/S4   | 0.14        | 0.10     | 0      | 0    |
| Normal/S8| 1.19        | 0.65     | 0.19   | 0.16 |
| Normal/S4| 0.57        | 0.46     | 0.053  | 0    |

### 8.8 Traffic Reduction

The advantage of LAORAM is that the design guarantees that all the blocks in a superblock are going to be accessed after a single path is fetched. Comparing fat-tree and normal tree implementation of LAORAM, the bandwidth requirement of fat-tree increases compared to the normal tree by a factor $\frac{3Z+1}{Z^2+1}$, where $Z$ is the bucket size. Incorporating the increase in bandwidth because of fat-tree and the decrease in bandwidth because of superblocks, we can show that the upper bound on the bandwidth reduction for LAORAM with fat-tree compared to baseline PathORAM is $\frac{3(Z+1)}{Z^2+1}$ * superblockSize. The upper bound on the bandwidth reduction for LAORAM with normal tree compared to baseline PathORAM is superblockSize.

Figure 8 shows the measured bandwidth reductions with DLRM. As shown in the figure, for the normal tree with a superblock size of 2, the bandwidth reduction is 2 times which is equal to our theoretical bound. Theoretical bounds match the empirical data when the number of background evictions is 0. For superblock size 4, the number of background evictions starts affecting the bandwidth reduction, and hence the bandwidth reduction for the normal tree with superblock size 4 is 3.30X which is lower than the theoretical upper bound savings of 4X. The same observations apply to the normal tree with a superblock size of 8.

The bandwidth reduction for fat-tree for smaller superblocks is less than the normal tree; fat-tree is not needed when the number of background evictions is very low. The bandwidth reduction by using fat/S8 is more than that of normal/S8. Even though theoretically, a single access to fat-tree requires about 50% more bandwidth compared to normal tree, the number of background evictions in fat-tree is very low in comparison to normal tree. We did the same analysis with the permutation dataset, which has higher stash contention. Our results show that fat-tree, in fact, sees a higher traffic reduction factor than the normal tree.

### 8.9 Comparisons with Ring ORAM

RingORAM [38] is an alternative approach to reduce bandwidth and improve the runtime of PathORAM. RingORAM only reads one block per node read. Theoretically, it reduces the bandwidth by the bucket size. This approach is orthogonal to LAORAM. LAORAM superblocks can be adapted to RingORAM as well. Instead of fetching $n \times \log(N)$ data blocks from $n$ paths for every $n$ accesses, with LAORAM, only $\lceil n \times \log(N) \rceil / S + S$ blocks from $n/S$ paths need fetching, where $S$ is the superblock size.

RingORAM, which uses LAORAM’s superblock formation strategy, will face a similar stall overflow conundrum as LAORAM on PathORAM. Our fat-tree structure, a tree structure that better utilizes memory space, can help reduce the number of evictions. Thus, we believe LAORAM speedups, when implemented on RingORAM, are comparable with that of LAORAM on PathORAM.

### 9 RELATED WORK

#### Dynamic Superblocks:
A further enhancement was proposed in PrORAM [51], which dynamically creates and destroys superblocks using a counter-based history capture scheme. LAORAM relies on future access knowledge as opposed to history-based predictions to provide substantial performance and bandwidth benefits. LAORAM can merge any data blocks into a superblock, while PrORAM can only merge consecutive data blocks.

Comparisons with PrORAM [51] and RingORAM [38] have been discussed in Section 7. In String ORAM [10] a more compact ORAM structure is proposed by leveraging real blocks to obfuscate memory rather than dummy blocks. String ORAM works closely in conjunction with DRAM scheduler to achieve its benefits, while our approach is agnostic to DRAM scheduler knowledge. Range access ORAMs: Lite-rORAM and Hybrid-rORAM are two ORAMs proposed in [11]. They are aimed to increase storage and access efficiencies for multi-range accesses. Our work primarily aims to improve the performance of training recommendation models, where inputs are more randomized. InvisiMem [6] and ObfusMem [8] use the logic layer in Micron’s HMC architecture [36] to provide memory obfuscation and reduce the overhead of issuing multiple dummy accesses per real access. They guarantee security by expanding the trusted computing base of ORAM to include the entire memory module with the logic inside it. Because of this assumption that the memory module is secure, both ObfusMem and InvisiMem are only interested in hiding memory access patterns in between the memory and the CPU. This approach requires substantial modification to memory hardware and interface and is built on top of HMC architecture. LAORAM, in comparison, assumes that the memory device i.e. server_storage is insecure and uses traditional DRAM design. Fork Path [53] improves ORAM with a better request scheduler to merge path requests. Similarly, CP-ORAM [47] also designs...
a special scheduler to accommodate different types of memory requests. Our work does not change any memory request scheduler. Shadow Block[52] improves ORAM accesses by duplicating useful data blocks in dummy blocks, while our work proposes a method to reduce the number of dummy blocks. There are also prior works that incorporate ORAM into other systems, such as [40] and [7]. Our work focuses on providing efficient memory access obfuscation for recommendation models. PageORAM [37] is a recent work that tries to solve the stash growth issue in PathORAM for small bucket sizes. Considering stash growth is an even more major issue for superblocks, the page-based locality of PageORAM can be used to alleviate the stash growth issue in LAORAM.

10 CONCLUSION

In this paper, we present LAORAM, a novel approach to take advantage of the model training where accesses to embedding table tries to solve the stash growth issue in PathORAM for small bucket sizes. Considering stash growth is an even more major issue for superblocks, the page-based locality of PageORAM can be used to alleviate the stash growth issue in LAORAM.
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A ARTIFACT APPENDIX

A.1 Abstract
Our artifact consists of two parts: 1) statistic generation and 2) timing measurements. The first part includes the C++ code that reads pre-processed trace files to measure the number of accesses to the ORAM tree, and the number of dummy reads in an epoch of the XNLI dataset. The second part is Python and C++ code that measures the runtime to access ORAM once, and the runtime of a single dummy reads. Both results from those two parts generate the key results in Figure 6f.

A.2 Artifact check-list (meta-information)
- **Algorithm:** New PathORAM access strategy.
- **Compilation:** GNU C++ compiler and NVCC CUDA compiler.
- **Binary:** oramTest.
- **Model:** Embedding Tables.
- **Dataset:** XNLI.
- **Hardware:** Intel(R) Xeon(R) Gold 5220R and an Nvidia RTX 1080 Ti.
- **Metrics:** Runtime Comparison.

A.3 Description
A.3.1 How to access. Our source code and benchmarks would be provided on request.

A.3.2 Hardware dependencies. We require an Nvidia GPU that supports CUDA to get the timing measurements.

A.3.3 Software dependencies.

A.3.4 Data sets. The pre-processed trace files for XNLI are provided in the link.

A.3.5 Models. A embedding table whose size is 262144 \times 1024.

A.4 Installation
Compiling the statistic generation code:
```cpp
 g++ statORAM/oram2.cpp -o testORAM
```

Compiling the timing generation code:
```cpp
 make -C pretch-oram/
```

Install Python dependencies: Please firstly change the python3.x-venv in the file install_python.sh to the corresponding Python version of your machine.
```
./install_python.sh
mkdir [a random empty called garbage]
```
The “mkdir” step is very important and cannot be omitted.

Download pre-processed trace files: There are 4 files in the download link provided link. The number in the file name indicates the batch size, and files with “init” in the name are the metadata for position maps.

A.5 Experiment workflow
A.5.1 XNLI Baseline PathORAM. Statistics: Because when using PathORAM, there is no dummy reads required to empty the stash, there is no need to run statistical code for the PathORAM. The total number of accesses to the ORAM is 3149694, and there are no dummy reads.

Timing:
- source oram_sim/bin/activate
- export TORCH_EXTENSIONS_DIR=[absolute path to the garbage folder]
- python3 -um python.prefetch.scripts.init_test –size=262144 –super=1
- The last command will print an ORAM access time. Multiply the total number of accesses to the ORAM, and the ORAM access time will produce the baseline runtime for the epoch.

A.5.2 XNLI LAORAM Fat/s4. Statistics: Run command below will produce the total number of dummy reads and the total number of accesses to the ORAM.
```
./testORAM 4 initXNLI4epoch0.txt oXNLI4epoch0.txt 262144 500
```

Timing: Before running code, please modify the global variable “normalTree” in the file “pretch-oram/pathoramClient.cc” to “false”. Then, the four commands below will produce the ORAM access time and dummy read time.
- make -C pretch-oram/
- source oram_sim/bin/activate
- export TORCH_EXTENSIONS_DIR=[absolute path to the garbage folder]
- python3 -um python.prefetch.scripts.init_test –size=262144 –super=1
- ORAM access time * the number of ORAM accesses + dummy read time * the number of dummy reads is the total runtime for LAORAM Fat/s4.

A.5.3 XNLI LAORAM Fat/s8. Statistics: Run command below will produce the total number of dummy reads and the total number of accesses to the ORAM.
```
./testORAM 8 initXNLI8epoch0.txt oXNLI8epoch0.txt 262144 500
```

Timing: Before running code, please modify the global variable “normalTree” in the file “pretch-oram/pathoramClient.cc” to “false”. Then, the four commands below will produce the ORAM access time and dummy read time.
- make -C pretch-oram/
- source oram_sim/bin/activate
- export TORCH_EXTENSIONS_DIR=[absolute path to the garbage folder]
- python3 -um python.prefetch.scripts.init_test –size=262144 –super=1
- ORAM access time * the number of ORAM accesses + dummy read time * the number of dummy reads is the total runtime for LAORAM Fat/s8.

A.5.4 Gaussian Baseline PathORAM. Statistics: Because when using PathORAM, there is no dummy reads required to empty the stash, there is no need to run statistical code for the PathORAM. The total number of accesses to the ORAM is 16312910, and there are no dummy reads. Before running the code, please modify the global variable “normalTree” in the file “pretch-oram/pathoramClient.cc” to “true”. Also, please change line 21 from “embedding_dims=1024” to “embedding_dims=16” in file python/prefetch/scripts/init_test.py.
Then, the four commands below will produce the ORAM access time and dummy read time.

**Timing:**
```
make -C pretch-oram/
source oram_sim/bin/activate
export TORCH_EXTENSIONS_DIR=[absolute path to the garbage folder]
python3 -um python.prefetch.scripts.init_test --size=8156454 --super=1
```

The last command will print an ORAM access time. Multiply the total number of accesses to the ORAM, and the ORAM access time will produce the baseline runtime for the epoch.

### A.5.5 Gaussian LAORAM Fat/s4

**Statistics:** Run command below will produce the total number of dummy reads and the total number of accesses to the ORAM.
```
./testORAM 4 initNorm4epoch0.txt oNorm4epoch0.txt 8156454 1 500
```

**Timing:** Before running code, please modify the global variable "normalTree" in the file "pretch-oram/pathoramClient.cc" to "false". Then, the four commands below will produce the ORAM access time and dummy read time.
```
make -C pretch-oram/
source oram_sim/bin/activate
export TORCH_EXTENSIONS_DIR=[absolute path to the garbage folder]
python3 -um python.prefetch.scripts.init_test --size=8156454 --super=1
```

**LAORAM access time** × the number of ORAM accesses + **dummy read time** × the number of dummy reads is the total runtime for LAORAM Fat/s4.

### A.5.6 Gaussian LAORAM Fat/s8

**Statistics:** Run command below will produce the total number of dummy reads and the total number of accesses to the ORAM.
```
./testORAM 8 initNorm8epoch0.txt oNorm8epoch0.txt 8156454 1 500
```

**Timing:** Before running code, please modify the global variable "normalTree" in the file "pretch-oram/pathoramClient.cc" to "false". Then, the four commands below will produce the ORAM access time and dummy read time.
```
make -C pretch-oram/
source oram_sim/bin/activate
export TORCH_EXTENSIONS_DIR=[absolute path to the garbage folder]
python3 -um python.prefetch.scripts.init_test --size=8156454 --super=1
```

**LAORAM access time** × the number of ORAM accesses + **dummy read time** × the number of dummy reads is the total runtime for LAORAM Fat/s8.

### A.6 Evaluation and expected results

#### A.6.1 Number of accesses

The number of dummy reads for LAORAM fat/s4 is expected to be 0 or very small. The number of dummy reads for LAORAM fat/s8 is expected to be around 27825. The number of ORAM accesses for fat/s8 should be half of that of fat/s4. The final speedup for fat/s4 should be around 3x, and that of fat/s8 should be around 5.3x.

#### A.6.2 Timing

ORAM access time and dummy read time will vary depending on the hardware. However, dummy reads should take less time than ORAM accesses because there are fewer workloads for dummy reads.