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Abstract

We introduce DMRG[FEAST], a new method for optimizing excited-state many-body wave functions with the density matrix renormalization group (DMRG) algorithm. Our approach applies the FEAST algorithm, originally designed for large-scale diagonalization problems, to matrix product state wave functions. We show that DMRG[FEAST] enables the stable optimization of both low- and high-energy eigenstates, therefore overcoming the limitations of state-of-the-art excited-state DMRG algorithms. We demonstrate the reliability of DMRG[FEAST] by calculating anharmonic vibrational excitation energies of molecules with up to 30 fully coupled degrees of freedom.

1 Introduction

Quantum-chemical formulations of the density matrix renormalization group (DMRG) algorithm have dramatically pushed the limits of full configuration interaction (full-CI) methods in the past two decades. DMRG has opened up the possibility of calculating accurate wave functions for molecular systems including up to 100 particles and orbitals both for electronic and nuclear problems. Unlike approaches that leverage the sparsity of the CI coefficient tensor, such as the full-CI Quantum Monte Carlo algorithm and...
selected CI methods, the CI coefficient tensor is replaced with its low-rank tensor-train (TT) factorization in DMRG. The resulting wave function is known as matrix product state (MPS) and can be optimized iteratively with the alternating least-squared (ALS) algorithm. The combination of MPS and ALS results in the DMRG method. Whereas the quantum-chemical application of DMRG for ground-state many-body wave functions is well established, the design of efficient excited-state DMRG variants still represents a significant challenge. In fact, the area law, which ensures that the ground-state wave function of short-ranged Hamiltonians can be encoded as compact MPSs, does not apply to excited states. From a computational perspective, the ALS minimization algorithm relies on the variational principle and is therefore inherently tailored to ground-state calculations. Finally, the number of excited states required for predicting, for instance, molecular spectra in a given energy range can be very large, especially for big systems and for high-energy regions. An excited-state DMRG algorithm that is as efficient as ground-state DMRG and that can target many excited states in parallel is therefore still lacking.

We show, that the algorithm introduced in this work, namely DMRG[FEAST], can fill this gap. DMRG[FEAST] extends the FEAST algorithm to wave functions encoded as MPSs. FEAST is a subspace diagonalization method for generalized eigenvalue problems in which the subspace basis is constructed by approximating the Hamiltonian Green function with a numerical integration of the underlying complex contour integral. The subspace is calculated, in practice, by solving multiple independent linear systems defined in terms of the respective shift-and-invert Hamiltonian. The present work combines for the first time FEAST and DMRG to design an algorithm that overcomes all the limitations of the existing state-of-the-art excited-state DMRG variants. DMRG[FEAST] is capable of optimizing every state whose energy lies in a given energy interval, which is the only input parameter for the algorithm. This is a major advantage compared to other state-targeting DMRG variants that either require a precise estimate of the excitation energies a priori, or rely on root-homing algorithms to follow the target state along with the optimization.
We illustrate the advantages of DMRG[FEAST] for the vibrational formulation of DMRG (vDMRG). Efficient and high-accuracy excited-state methods are particularly relevant for vibrational-structure calculations, where the calculation of anharmonic vibrational spectra with more than 10 atoms requires optimizing hundreds of excited states. We first benchmark the accuracy of DMRG[FEAST] by calculating the vibrational transition frequencies of ethylene. We demonstrate the reliability of DMRG[FEAST] computing the low-frequency anharmonic vibrations of uracil, a molecule of 30-modes that is hardly targeted by alternative vibrational CI-based schemes.

2 DMRG for excited states

We first briefly review DMRG theory, both for ground- and excited- states, to introduce the basic notation. We then introduce the DMRG[FEAST] algorithm which we apply to the vibrational Hamiltonian described at the end of this section. However, we emphasize that the DMRG[FEAST] algorithm is completely general and can be applied to any Hamiltonian that can be encoded as a matrix product operator (MPO).

2.1 Standard vDMRG

A full-CI wave function of an \( L \)-dimensional quantum system reads

\[
|\Psi\rangle = \sum_{\sigma_1 \cdots \sigma_L}^{N_{\text{max}}} C_{\sigma_1 \cdots \sigma_L} |\sigma_1 \cdots \sigma_L\rangle = \sum_{\sigma}^{N_{\text{max}}} C_\sigma |\sigma\rangle , \tag{1}
\]

where the wave function \( |\Psi\rangle \) is expressed as a linear combination of occupation number vectors (ONVs) \( |\sigma_1 \cdots \sigma_L\rangle \) containing the single-state occupations \( \sigma_i \). Eq. (1) holds for both electronic and vibrational wave functions, with the respective ONVs defined for an appropriate one-particle basis of up to \( L \) one-particle states. In DMRG, the CI tensor \( C_{\sigma_1 \cdots \sigma_L} \) is approximated in the TT format.
\[ C_{\sigma_1 \cdots \sigma_L} = \sum_{\sigma_1 \cdots \sigma_L} \sum_{a_1, a_2, \ldots, a_{L-1}} M_{\sigma_1 a_1}^{\sigma_2} \cdots M_{\sigma_L a_{L-1}}^{\sigma_L} . \quad (2) \]

which yields the so-called matrix product state (MPS) wave function ansatz. In Eq. (2) the CI tensor is expressed as a product of \( L \) tensors \( \{ M_{a_{i-1}, a_i}^{\sigma_i} \} \) that are contracted along the auxiliary indices \( a_i \). The maximum value of the auxiliary indices, called the bond dimension \( m \), plays a pivotal role in DMRG. Although an arbitrary full CI wavefunction is represented exactly as an MPS with a bond dimension that grows exponentially with \( L \), low values of \( m \) are in practice often sufficient for encoding the ground state of vibrational and electronic molecular Hamiltonians.

Analogously, a single-state-driven decomposition of an arbitrary Hamiltonian can be obtained as an MPO:

\[ H = \sum_{\sigma, \sigma'} \sum_{b_1, b_1} H_{\sigma b_1}^{\sigma b_1} \cdots H_{\sigma L b_{L-1} b_1}^{\sigma L b_{L-1}} |\sigma\rangle \langle \sigma'| , \quad (3) \]

While the MPS approximates the CI wave function for a fixed value of \( m \), the Hamiltonian is represented exactly by Eq. (3). The sweep-based optimization strategy of DMRG optimizes the MPS representation of the ground state wave function in an iterative fashion. In the single-site variant of DMRG, the energy expectation value is minimized with respect to variation of the \( M_{a_{i-1}, a_i}^{\sigma_i} \) tensor. This results in an eigenvalue problem for tensor \( M_{a_{i-1}, a_i}^{\sigma_i} \):

\[
\sum_{b_{i-1}} \sum_{a_i} \sum_{\sigma'_i} \sum_{\sigma_i} \sum_{\sigma_{i-1}} \sum_{a_{i-1}} \sum_{\sigma'_i} \sum_{\sigma_i} \sum_{\sigma_{i-1}} L_{a_i, a_{i-1}}^{b_i} H_{b_{i-1}}^{\sigma_{i-1} \sigma_i} R_{a_i, a_{i-1}}^{b_i} M_{a_{i-1}, a_i}^{\sigma_i \sigma'_i} = EM_{a_i, a_{i-1}}^{\sigma_{i} \sigma_i} , \quad (4)
\]

where \( L_{a_i, a_{i-1}}^{b_i} \) and \( R_{a_i, a_{i-1}}^{b_i} \) are the so-called boundaries that collect the partial contraction between the MPS and the MPO for all sites smaller and larger than \( i \), respectively. In single-site DMRG, Eq. (4) is solved one site at a time (in one microiteration step), by increasing \( i \) from 1 to \( L \) (forward sweep). The optimization is then repeated in the opposite direction, starting from \( i=L \) (backward sweep). At each microiteration step, Eq. (4) is solved and the
MPS is updated by selecting the lowest energy root. The sweep optimization may converge to a local minimum of the energy functional, especially in the presence of symmetries in the Hamiltonian. This issue can be addressed with the so-called subspace expansion algorithm or by optimizing two consecutive sites simultaneously, which defines the two-site variant of DMRG.

Several algorithms have been proposed for extending DMRG to excited states. The lowest-energy eigenstate can be targeted with conventional DMRG by constraining the optimization to the variational space orthogonal to the ground-state wave function. This procedure can be straightforwardly extended to higher-energy states but since it is inherently sequential, it becomes very inefficient for high-energy states. A more appealing alternative is to apply DMRG to the shift-and-inverted (S&I) counterpart of Eq. (4). The resulting method, DMRG[S&I], is more efficient than standard, state-specific DMRG. However, its numerical stability heavily depends on the choice of the shift parameter $\eta$ and on the root selected at each microiteration step to propagate the boundaries. Root-homing techniques were shown to enhance the efficiency of DMRG[S&I], but the optimization remains challenging for high-energy states.

### 2.2 DMRG[IP]

The DMRG[IP] method combines the Inverse Power (IP) algorithm and DMRG into a method in which, similarly to DMRG[S&I], a single excited state is targeted. However, as opposed to the S&I technique, DMRG[IP] does not require the selection of a root in each microiteration step. Starting from an initial wave function guess $|\Psi_0\rangle$, in each iteration step $k$ of the IP algorithm the S&I operator

$$\Omega_\eta = (\mathcal{H} - \eta I)$$

is applied to the wave function calculated at the $k$-th iteration step as
\[ |\Psi_k\rangle := (\mathcal{H} - \eta \mathcal{I})^{-1} |\Psi_{k-1}\rangle \quad k = 1, \ldots, N_{\text{iter}}. \]  

(6)

The wave function converges to the eigenfunction with energy closest to the shift \( \eta \) for \( k \rightarrow +\infty \). In practice, the following equation is solved:

\[ \Gamma_\eta |\Psi_k\rangle = |\Psi_{k-1}\rangle, \]  

(7)

with

\[ |\Psi_k\rangle := \frac{|\Psi_k\rangle}{\|\Psi_k\|}, \]  

(8)

where \( \Gamma_\eta = \Omega_\eta^{-1} = (\mathcal{H} - \eta \mathcal{I}) \). The solution of Eq. (7), \( |\Psi_k\rangle \), defines the right-hand side in the next IP iteration (referred to in the following as “IP macroiteration”). The convergence rate of the IP method depends on the following ratio:

\[ \rho = \left| \frac{E^{(n)} - \eta}{E^{(n+1)} - \eta} \right|, \]  

(9)

where \( E^{(n)} \) is the target eigenvalue and \( E^{(n+1)} \) is the second eigenvalue closest to the shift \( \eta \). Therefore, fast convergence will be ensured if the shift is chosen close to an exact eigenvalue of \( \mathcal{H} \).

In DMRG[IP], \( \Gamma_\eta \) is encoded as an MPO and \( |\Psi_k\rangle \) is approximated, in each iteration step, as an MPS with a fixed bond dimension \( m \). Since the application of the MPO onto an MPS increases its bond dimension, the solution to Eq. (7) with DMRG can only be approximate. Following Ref. 22, we approximate the solution to Eq. 7 with the least-squares method. The optimal MPS of a given bond dimension \( m \) is then defined by the minimum of the functional \( O[|\Psi_k\rangle] \),

\[ O_\eta[|\Psi_k\rangle] = \|\Gamma_\eta |\Psi_k\rangle - |\Psi_{k-1}\rangle\|^2 \]

(10)

\[ = \langle \Psi_k | \Gamma_\eta^2 |\Psi_k\rangle - 2 \text{Re} \langle \Psi_k | \Gamma_\eta |\Psi_{k-1}\rangle + \langle \Psi_{k-1} |\Psi_{k-1}\rangle \]
that is calculated with respect to the variation of the MPS site tensors, that is, \( \arg\min_{M_{a_i,1,a_i^k}} (O_\eta [\Psi_k]) \).

For \( \eta \) values smaller than the smallest eigenvalues of \( \mathcal{H} \), \( \Gamma_\eta \) is positive definite and the minimum of Eq. (10) is also the minimum of the functional \( \tilde{O}_\eta \) defined as:

\[
\tilde{O}_\eta [\Psi_k] = \langle \Psi_k | \Gamma_\eta | \Psi_k \rangle - 2\langle \Psi_{k-1}|\Psi_k \rangle.
\] (11)

\( \Gamma_\eta \) is not positive definite otherwise and the minima of Eq. (10) and (11) do not necessarily coincide. However, Rhakuba and Oseledets argued\(^{22}\) that the equivalence holds in practice for any choice of \( \eta \), provided that the initial guess for the solution of the linear system is a good approximation of the targeted eigenstate. In DMRG[IP], the functional defined in Eq. (11) is minimized with the ALS algorithm, one site tensor at a time. This is in contrast to standard DMRG, where the variational minimum is defined with respect to the energy expectation value.\(^{7}\) By denoting the tensor entering the MPS parametrization of the state \( |\Psi_{k-1}\rangle \) for site \( i \) as \( M_{a_i,1,a_i^k}^{\sigma_i,(k-1)} \), and the tensor associated with \( |\Psi_k\rangle \) as \( M_{a_i,1,a_i}^{\sigma_i,(k)} \), the first term in Eq. (11) can be written, for site \( i \), as

\[
\langle \Psi_k | \Gamma_\eta | \Psi_k \rangle = \sum_{\sigma_i,\sigma_i', a_{i-1}^k, a_{i}^{k-1}} \sum_{a_{i-1}, a_i} M_{a_{i-1},a_i}^{\sigma_i,(k)} L_{a_{i-1}, a_{i-1}^k}^{b_{i-1}} G_{a_{i-1}, b_i}^{\sigma_i,\sigma_i'} R_{a_i, a_i^k}^{b_i} M_{a_i, a_i^k}^{\sigma_i,\sigma_i'} ;
\] (12)

where \( G_{a_{i-1}, b_i}^{\sigma_i,\sigma_i'} \) are the tensors defining the MPO representation of \( \Gamma_\eta \). The tensors \( L_{a_{i-1}, a_{i-1}^k}^{b_{i-1}} \) and \( R_{a_i, a_i^k}^{b_i} \) are the boundaries\(^{1,22}\) introduced above. The second term in Eq. (11) can be expressed as

\[
\langle \Psi_k | \Psi_{k-1} \rangle = \sum_{\sigma_i} \sum_{a_{i-1}, a_i} \sum_{a_{i-1}^k, a_i^k} A_{a_{i-1}, a_{i-1}^k} \sum_{a_{i-1}^k, a_i^k} M_{a_{i-1}, a_i}^{\sigma_i,(k)} M_{a_{i-1}, a_i}^{\sigma_i,\sigma_i'} B_{a_i^k, a_i} ;
\] (13)

where the tensors \( A_{a_{i-1}, a_{i-1}^k} \) and \( B_{a_i^k, a_i} \) collect the partial contractions of the MPSs \( |\Psi_{k-1}\rangle \) and \( |\Psi_k\rangle \) for sites smaller and larger than \( i \), respectively. By exploiting Eqs. (12) and (13),
the tensor $\tilde{M}_{\alpha_1,\alpha_i}$ minimizing Eq. (11) is obtained from

$$\sum_{\sigma_i} \sum_{a_i} \sum_{b_i} L_{b_i-1}^{a_i-1} C_{b_i}^{\sigma_i} R_{a_i}^{\sigma_i} \tilde{M}_{\alpha_i,\alpha_i} = \sum_{a_i} A_{a_i} \tilde{M}_{\alpha_i,\alpha_i} + B_{\alpha_i,\alpha_i}. \quad (14)$$

Eq. (14) can be recast as a linear system of equations that can be solved with the Generalized Minimal Residual (GMRES) method that solves Eq. (14) in the Krylov space generated by the powers of the $\Gamma_{\eta}$ operator. Note that, in analogy to standard DMRG, the functional defined in Eq. (11) can be minimized with respect to the variation of two neighboring tensors, as is done in the two-site DMRG.

Following Ref. 22, we do not run the DMRG sweeps for solving Eq. (14) until convergence, but rather for a fixed number of sweeps $N_{\text{sweeps}}$. Therefore, we construct the right-hand side of the $k$-th IP iteration in Eq. (7) from the partially optimized MPS at the $(k-1)$-th iteration and repeat the procedure until convergence, which is monitored through the parameter $\lambda$ defined as:

$$\lambda = |\langle \Psi_k | \Psi_{k-1} \rangle|^2. \quad (15)$$

The solution of Eq. (14) is unique, and therefore, DMRG[IP] does not require a root-homing algorithm to select the proper eigenfunction after each microiteration step. However, as for DMRG[S&I], choosing the appropriate $\eta$ value to target a given eigenstate remains challenging for high-energy states. In the following section, we show that this limitation can be lifted with FEAST.

### 2.3 DMRG[FEAST]

The FEAST algorithm is an iterative subspace diagonalization method for generalized eigenvalue problems. Unlike Davidson-type algorithms, the subspace dimension in FEAST is fixed and the basis in which the diagonalization is carried out is generated by solving a contour integral in the complex plane, for a set of guess vectors. We first introduce the
method as applied to the standard eigenvalue problem and, then, introduce DMRG[FEAST]. Let $I_E = [E_{\text{min}}, E_{\text{max}}]$ be an energy interval that contains $M$ eigenvalues of $H$ with the corresponding eigenfunctions $I_M = \{\Psi^{(1)}, \ldots, \Psi^{(M)}\}$. We consider a closed curve $C$ in the complex plane enclosing $I_E$. The projector $P_M$ associated with $I_M$ can be expressed as a contour integral based on Cauchy’s integral theorem:

$$P_M = \sum_{j=1}^{M} |\Psi^{(j)}\rangle \langle \Psi^{(j)}| = \frac{1}{2\pi i} \oint_{C} (zI - H)^{-1} dz.$$  \hspace{1cm} (16)

We apply $P_M$ onto a set of $N$ linearly independent guess vectors $\{\Phi^{(1)}_{\text{guess}}, \ldots, \Phi^{(N)}_{\text{guess}}\}$

$$S_N := \{P_M \Phi^{(1)}_{\text{guess}}, \ldots, P_M \Phi^{(N)}_{\text{guess}}\}.$$ \hspace{1cm} (17)

Eq. (17) corresponds to the subspace basis in which $H$ is diagonalized in the FEAST algorithm. If $N$ is equal to the number of eigenstates included in $I_E$, the eigenpairs with eigenvalues within the interval $I_E$ can be obtained. We note that, in practice, overestimating the subspace size by providing $N > M$ guess vectors is necessary to ensure convergence. This overestimation however, leads to spurious eigenvalues that do not correspond to those of the full Hamiltonian. If the number of guess vectors is $N < M$, the basis $S_N$ does not span the appropriate subspace and the diagonalization does not yield the exact eigenvalues lying in the target interval. Calculating the subspace basis with Eq. (16) would require inverting the $(zI - H)$ operator and the exact evaluation of the contour integral. The key idea of FEAST is to approximate the complex contour integral with an $N_p$-point numerical quadrature. Each element of the $S_N$ set is therefore expressed as

$$P_M \Phi^{(i)}_{\text{guess}} \approx \frac{1}{2\pi i} \sum_{k=1}^{N_p} \omega_k (z_kI - H)^{-1} \Phi^{(i)}_{\text{guess}} := \sum_{k=1}^{N_p} \omega_k \Phi^{(i,k)}_{\text{guess}},$$ \hspace{1cm} (18)

where $\omega_k$ and $z_k$ are nodes and weights defined by the numerical quadrature. The wave function $\Phi^{(i,k)}$ associated with a given quadrature node $k$ and guess $i$ is obtained as solution.
of the following linear system:

\[(z_k \mathcal{I} - \mathcal{H}) \Phi^{(i,k)} = \Phi^{(i)}_{\text{guess}}, \quad (19)\]

where \((z_k \mathcal{I} - \mathcal{H}) = -\Omega_{z_k}\), with \(\Omega_{z_k}\) being the S&I operator defined in Eq. (5). Note that the linear systems defined by Eq. (19) are mutually independent, which makes the FEAST algorithm trivially parallelizable. Each element of \(S_N\) is then obtained by evaluating the summation over the quadrature nodes. If Eq. (19) is solved exactly, the only approximation of FEAST is the numeric integration of Eq. (18). In this case FEAST returns the exact eigenpairs in a single iteration for a large enough quadrature grid.

In DMRG[FEAST], we express the initial guess vectors \(\{\Phi^{(1)}_{\text{guess}}, \ldots, \Phi^{(M)}_{\text{guess}}\}\) as a set of MPSs, each with bond dimension \(m\) and \(\Omega_{z_k}\) associated with each quadrature point in Eq. (19) as an MPO. The solution of Eq. (19), \(\Phi^{(i,k)}\), is approximated with the minimum defined by Eq. (14) for an MPS with a fixed bond dimension \(m\). The FEAST subspace basis is obtained by optimizing this MPS with the iterative scheme introduced for DMRG[IP]. Note that the operator appearing in Eq. (19) was introduced for FEAST and has the opposite sign compared to the S&I operator of the DMRG[IP] algorithm. Therefore, the MPO must be scaled by an overall factor of -1 before solving Eq. (19).

Because the sum of two MPSs with bond dimension \(m\) is represented by an MPS with bond dimension \(2m\), Eq. (18) yields a subspace composed by MPSs with bond dimension \(M \times m\).

We therefore expect the MPS representation of the target wave functions associated with \(I_E\) to be more accurate than for the original guess states. We report a pseudocode of the DMRG[FEAST] algorithm in Section 3. Note that for Hermitian Hamiltonians Eq. (18) can be rewritten as \(10\).
\[\mathcal{P}_M \Phi_{\text{guess}}^{(i)} = \frac{1}{2\pi i} \int_{C^+} [(zI - \mathcal{H})^{-1}] \Phi_{\text{guess}}^{(i)} dz + \frac{1}{2\pi i} \int_{C^-} [(zI - \mathcal{H})^{-1}] \Phi_{\text{guess}}^{(i)} dz\]

\[= \frac{1}{2} \int_0^1 [(z(\theta) I - \mathcal{H})^{-1}] \Phi_{\text{guess}}^{(i)} \bar{r} e^{i\pi \theta} d\theta - \frac{1}{2} \int_0^1 [(z(\theta)^* I - \mathcal{H})^{-1}] \Phi_{\text{guess}}^{(i)} \bar{r} e^{-i\pi \theta} d\theta\]

\[= \frac{1}{2} \int_0^1 [(z(\theta) I - \mathcal{H})^{-1}] \Phi_{\text{guess}}^{(i)} \bar{r} e^{i\pi \theta} d\theta + \frac{1}{2} \int_0^1 [(z(\theta) I - \mathcal{H})^{-1}] ^\dagger \Phi_{\text{guess}}^{(i)} \bar{r} e^{-i\pi \theta} d\theta\]

\[= \frac{1}{2} \int_0^1 (\Phi^{(i,z)} + \Phi^{(i,z),*}) d\theta \quad (20)\]

where \(C^+\) is the part of the circle lying in the upper positive complex plane, and

\[z(\theta) = \frac{E_{\text{max}} + E_{\text{min}}}{2} + \left(\frac{E_{\text{max}} - E_{\text{min}}}{2}\right) e^{2\pi i \theta}. \quad (21)\]

Eq. (20) expresses \(\mathcal{P}_N \Phi_{\text{guess}}^{(i)}\) as a complex integral over the positive half of the complex circle \(C\). It follows, that for achieving the same accuracy as for a non-Hermitian operator, only half as many quadrature points are needed. In the original FEAST algorithm, Eq. (20) is further simplified based on the relation \((\Phi^{(i,z)} + \Phi^{(i,z),*}) = 2 \text{Re}(\Phi^{(i,z)})\) that, however, does not hold for MPSs.

Compared to the original FEAST algorithm, DMRG[FEAST] introduces two additional approximations. First, the eigenfunctions of the Hamiltonian are expressed as a linear combination of MPSs with a fixed bond dimension \(m\) and, therefore, the energy convergence with respect to the bond dimension must be monitored. Second, we approximate the solutions of Eq. (19) by running the sweep optimization for a finite number of sweeps \((N_{\text{sweeps}})\) and GMRES iteration \((N_{\text{GMRES}})\) and, therefore, approximate the \(S_N\) basis. We balance this inaccuracy by repeating the FEAST iteration step for \(N_{\text{FEAST}}\) iterations. This approach is advantageous because Eq. (19) may be ill-conditioned, especially in energy ranges with a high density of states where a node \(z_k\) may be close to an eigenvalue of \(\mathcal{H}\).

We highlight that the number of eigenstates \(M\) lying in the interval \(I_E\) is not known \textit{a priori}. DMRG[FEAST] must, therefore, be repeated for increasing \(N_{\text{guess}}\) values to ensure that all
roots are converged.

We assess the convergence of DMRG[FEAST] based on three different criteria. A single microiteration step of a DMRG sweep is converged if the relative residual of the local linear system (Eq. (14)) falls below a given threshold $\eta_{\text{micro}}$ before $N_{\text{GMRES}}$ iterations

$$\frac{F\mathbf{x} - \mathbf{c}}{F\mathbf{x}_0 - \mathbf{c}} < \eta_{\text{micro}}.$$  (22)

where $\mathbf{x}$ is a vector that collects the entries of the $\tilde{M}_{a_{i-1}^{\sigma_i'}}$ tensor, $\mathbf{c}$ collects the entries of the right-hand side Eq. (14) and $F$ is defined as:

$$F(a_{i-1}^{\sigma_i'},a_i^{\sigma_i},(a_{i-1}a_{i\sigma_i})) = \sum_{b_{i-1},b_i} L_{b_{i-1},b_i}^{a_{i-1}^{\sigma_i'},a_i^{\sigma_i}} G_{b_{i-1},b_i}^{\sigma_i',\sigma_i} R_{b_i}^{a_i,a_i'}.$$  (23)

We monitor the convergence of the sweep-based solution of the linear system based on the overlap of the MPS at the current sweep with the MPS obtained at the end of the previous sweep. When this overlap falls below a second threshold $\eta_{\text{overlap}}$, i.e.

$$\text{Re} \left( \langle \Psi^k | \Psi^{k-1} \rangle \right) < \eta_{\text{overlap}}$$  (24)

the MPS is considered stationary and therefore the sweeping procedure is stopped before reaching $N_{\text{sweeps}}$. The convergence of DMRG[FEAST] is assessed following the original implementation of FEAST.\textsuperscript{10} Denoting the eigenvalues at the $i$-th FEAST iteration as $E^{(i)}$, and $E^{(i+1)}$ the same quantity at the $(i+1)$-th iteration, the FEAST iterations are stopped if:

$$\frac{\sum_j \left| E_j^{(i)} - E_j^{(i+1)} \right|}{\sum_j E_j^{(i)}} < \eta_{\text{FEAST}}$$  (25)

$\eta_{\text{FEAST}}$ being a third convergence threshold.

In conclusion, we highlight the advantages of DMRG[FEAST] over DMRG[IP]. The basis of the subspace diagonalization in DMRG[FEAST] is obtained as the target eigenfunctions are obtained in DMRG[IP] for a single iteration. However, the shift in Eq. (19) is determined
by the quadrature defined on the user-defined interval, as opposed to the target energy in Eq. (7) for DMRG[IP]. This is advantageous, since the convergence rate of DMRG[IP] depends on the proximity of the shift to the target state. As we will show in the next section, the selection of $I_E$ is not critical because the interval must merely be sufficiently large to include all target eigenfunctions. As opposed to iteratively improving a single guess by the repeated applications of the shifted operator and, therefore, obtaining the excited state in a sequential fashion as in DMRG[IP], in DMRG[FEAST] multiple independent linear systems corresponding to different quadrature nodes and guesses are solved. Therefore, DMRG[FEAST] can be trivially parallelized at different levels. First, multiple energy regions can be targeted simultaneously with different DMRG[FEAST] runs. Within each run, all linear systems can be solved independently of the others. Finally, the solution of the linear system with DMRG can be parallelized as for conventional DMRG.

2.4 Vibrational DMRG

DMRG[FEAST] can be applied to any Hamiltonian that can be encoded as an MPO. This is the case for electronic, vibrational, and rotational Hamiltonians. In this work, we apply DMRG[FEAST] to the vibrational formulation of DMRG, namely vDMRG. We obtain the MPO representation of the vibrational Hamiltonian of an $L$-mode system starting from the so-called Watson Hamiltonian expressed in terms of Cartesian normal modes ($Q$):

$$\mathcal{H}_{\text{vib}} = -\sum_{i=1}^{L} \frac{\partial^2}{\partial Q_i^2} + V(Q_1, \ldots, Q_L)$$

(26)

and express the potential operator $V(Q_1, \ldots, Q_L)$ with a Taylor expansion around a stationary point of the potential energy surface (PES):

$$V(Q_1, \ldots, Q_L) = \sum_{i=1}^{L} \omega_i^2 Q_i^2 + \frac{1}{6} \sum_{ijk} k_{ijk} Q_i Q_j Q_k + \frac{1}{24} \sum_{ijkl} k_{ijkl} Q_i Q_j Q_k Q_l.$$  

(27)
The MPO representation of Eq. 26 based on the potential defined in Eq. 27 is obtained with the algorithm presented in Ref. 23. We encode $H_{\text{vib}}$ in the MPO format by expressing the position operator $Q_i$ and its conjugate momentum $P_i$ in terms of the canonical bosonic second-quantization operators $b_i^\dagger, b_i$ as follows:

$$Q_i = \frac{1}{\sqrt{2}} \left( b_i^\dagger + b_i \right)$$

$$P_i = \frac{i}{\sqrt{2}} \left( b_i^\dagger - b_i \right)$$  \hspace{1cm} (28)

It follows from Eq. 28 that each site $i$ of the DMRG lattice corresponds to a given mode. Harmonic modes fulfill the Bose-Einstein statistics and, therefore, the local dimension of each site ($N_{\text{max}}$ in Eq. 2) is unbounded. In practice, we set $N_{\text{max}}=6$ for all calculations since higher energy ONVs give negligible contributions to the final MPS wave function.

3 Computational Details

We outline the DMRG[IP] and DMRG[FEAST] algorithms in Algorithm 1 and 2, respectively. To establish the convergence properties and accuracy of DMRG[IP] and DMRG[FEAST], we discuss both methods for the vibrational problem outlined in Section 2.4. We refer to the resulting algorithm as vDMRG[IP] and vDMRG[FEAST], respectively. We note that a DMRG[FEAST] calculation is defined by seven parameters: 1) the bond dimension $m$, 2) the number of iterations of the iterative linear system solver ($N_{\text{GMRES}}$), 3) the number of microiterations ($N_{\text{micro}}$), 4) the interval for the complex contour integration $I_E$, 5) the number of quadrature points to approximate the complex contour integral $N_p$, 6) the number of
Algorithm 2 Pseudocode of the DMRG[FEAST] algorithm.

1: procedure DMRG[FEAST](N_p, m, N_FEAST, N_GMRES, \( \Phi_i \))
2:     for n_iter = 0, N_FEAST do
3:         for i = 0, N do
4:             for k = 0, N_p do
5:                 Solve Eq. 19 to calculate \( \Phi_{i, k} \) as an MPS with bond dimension \( m \).
6:             end for
7:         end for
8:     Construct the Hamiltonian representation \( H \) in the \( S_N \) basis.
9:         \[ H_{ij} = \sum_{k,h} \omega_k^* \omega_h \langle \Phi_{i,k} | H | \Phi_{j,h} \rangle \]
10:    Construct the overlap matrix \( S \) for the \( S_N \) basis.
11:    \[ S_{ij} = \sum_{k,h} \omega_k^* \omega_h \langle \Phi_{i,k} | \Phi_{j,h} \rangle \]
12:    Solve the generalized eigenvalue problem.
13:    \[ H V^{n_{iter}} = E^{n_{iter}} S V^{n_{iter}} \]
14:    Calculate convergence measure \( \eta \) (Eq. 24)
15:    if \( \eta < \eta_{FEAST} \) then
16:        Exit.
17:    else
18:        Construct the guess for next iteration:
19:            for i = 0, N do
20:                \[ \Phi_{i, (n_{iter}+1)} = \sum_{k=1}^{N_p} \sum_{j=1}^{N} V_{i,j} \omega_k \Phi_{j,k} \]
21:            end for
22:        end if
23:    end for
24: end procedure
MPS guess wave functions, $N$ and 7) the choice for the initial guess MPS. We optimize MPS with the single-site variant of DMRG and set $N_{\text{GMRES}}=50$, unless otherwise specified. We rely on a 8-point Gauss-Hermite quadrature for all vDMRG[FEAST] calculations. Where possible, we compare the vDMRG[IP] and vDMRG[FEAST] results with excited-state energies calculated with the constrained optimization variant of vDMRG (the vDMRG[ortho] method in Ref. [24]). We refer to this method simply as “vDMRG”, for the sake of readability.

A key parameter of both DMRG[FEAST] and DMRG[IP] is the initial guess MPS. In the following, we adopt two choices. We will refer to an MPS where the entries $M_{\sigma_i}^{\sigma_{i-1},\sigma_i}$ are initialized randomly as “random guess” ($\sigma_i^{\text{max}} < N_{\text{max}}$ is a mode-specific parameter that is also initialized randomly). The other entries are set to 0. The constraint $\sigma_i < \sigma_i^{\text{max}}$ avoids the generation of guess wave functions corresponding to vibrational states with a large excitation degree that would yield slow convergence rates. Alternatively, we will refer to MPSs constructed from the ONV corresponding to a specific harmonic target state as “harmonic guess”. In all cases, we set $N_{\text{max}} = 6$, i.e. we include 6 harmonic basis functions per mode in the MPS wave function.

We applied vDMRG[IP] and vDMRG[FEAST] to two molecular systems: ethylene and uracil. Ethylene is a 12-mode molecule that will serve as a reference to validate the new methods introduced in the present work by comparing them to results obtained by us[23,24] with the excited-state vDMRG variants introduced in Section 2. Our original work relied on the PES reported in Ref. [47] that we approximated as a sixth-order Taylor expansion with the PyPES software. Here instead, we rely on the PES reported in Ref. [35] and compare our results with the corresponding vibrational heat-bath CI (vHBCI) calculations. Note that in our previous work on the anharmonic vibrational structure of ethylene[23,24] we have neglected fifth- and sixth-order force constants smaller than 0.1 cm$^{-1}$, whereas the PES of Ref. [35] includes the complete sixth-order force field. Small deviations with respect to the data reported in Refs. [23] and [24] are therefore to be expected.
Uracil will serve as a test case to analyse the efficiency of large-scale vDMRG[IP] and vDMRG[FEAST] calculations, for molecules with more than 20 vibrational modes, which are hardly targeted by alternative full CI-based algorithms. We rely on the PES reported in Ref. 48, which is represented as a fourth-order Taylor expansion and includes the full third-order force field, as well as diagonal and semi-diagonal fourth-order force constants. The harmonic frequencies were calculated with Coupled Cluster,\textsuperscript{71} while third- and fourth-order anharmonic force constants were calculated with second-order Møller-Plesset perturbation theory.\textsuperscript{72} As already noted in Ref. 48, this PES diverges to large negative energies for large displacements from the equilibrium position. This effect was referred to as PES “holes” in Ref. 48. This divergence affects the accuracy of variational calculations dramatically\textsuperscript{48} since the energy minimization can converge to an unphysical wave function with an energy lower than the ground state. The effect is particularly relevant for vDMRG where the excitation degree of the full CI wave function is not truncated, which leads to the exploration of arbitrarily high-energy configurations. We have removed all anharmonic couplings between the 4 lowest-energy modes and the X-H stretching vibrations and report the resulting PES in the Supplementary Material. In order to assign the optimized excited states obtained with vDMRG[FEAST] or vDMRG[IP], we applied the stochastic reconstruction of the CI wave function introduced in Ref. 73 that we generalized to vibrational wave functions in Ref. 24. This algorithm samples the probability distribution $p_\sigma$ associated with the MPS, defined as

$$p_\sigma = \frac{||C_\sigma||^2}{\sum_\sigma ||C_\sigma||^2} \quad (29)$$

by applying the Metropolis-Hastings algorithm. All reported energies are absolute energies and reported in cm$^{-1}$, if not otherwise specified).
4 Strengths and limitations of vDMRG[IP]

4.1 vDMRG[IP] convergence for ground-state calculations

The key component of both vDMRG[IP] and vDMRG[FEAST] is the solution of linear systems with the DMRG-like algorithm based on the minimization of Eq. (10) with the alternating least squares algorithm. As a first validation step, we analyze the convergence of this algorithm as applied to the vibrational Hamiltonian of ethylene.

Figure 1 depicts the energy convergence of vDMRG[IP] for a single IP iteration (\(N_{IP}=1\)) such that the initial guess for the MPS defines both the guess for the left- and right-hand side in Eq. (7) for the entire DMRG[IP] run. We optimize the vibrational ground state by choosing the shift just above the expected zero point vibrational energy (ZPVE) of ethylene, \(\eta=11000 \text{ cm}^{-1}\). The initial MPS guess is initialized either randomly or as a harmonic guess. For the harmonic guess, the energy converges within 24 microiterations that corresponds to 2 sweeps. The convergence rate is therefore comparable to that of conventional DMRG (upper left panel of Figure 1). If the calculation is initiated from the random guess, vDMRG[IP] converged in approximately 100 microiteration steps, which corresponds to 10 sweeps.

Note that if the guess is an eigenstate of the S&I operator \((\mathcal{H} - \eta \mathcal{I})\), the left- and right-hand side of Eq. (7) match. Given the fact that we construct the guess for the solution of the linear system from the right-hand side MPS, the vDMRG[IP] efficiency is in this case highest. This is the case for the calculations initiated from the harmonic ground-state ONV, but not for those that are started from the default guess. For this reason, the convergence is slower in the latter case. Note that, for the harmonic-guess calculation, DMRG[IP] converges to an energy of 11011.61 cm\(^{-1}\), in good agreement with the vHBCI reference data.\(^{35}\) A single IP macroiteration step is therefore sufficient to converge the ground-state energy of ethylene. This is not the case for the calculations initiated from the random guess that converges to a higher energy of approximately 26500 cm\(^{-1}\). In this case, multiple applications of the S&I operator would be required to converge DMRG[IP], since the overlap of the initial MPS and
Figure 1: vDMRG (upper panel) and vDMRG[IP] (middle and lower panels) energy convergence for ethylene starting from the same random MPS (upper and center panel) and from the harmonic guess associated with the vibrational ground state (lower panel). In all cases we set $m=50$ and $N_{GMRES}=50$. For the vDMRG[IP] calculations, we further set $N_{IP}=1$ and $\eta=11000$ cm$^{-1}$. 
the targeted ground state is small.

![Energy convergence graph](image)

Figure 2: Energy convergence of vDMRG (red lines) and vDMRG[IP] (blue lines) as applied to the optimization of the vibrational ground-state of uracil. We set $\eta=19000 \text{ cm}^{-1}$, $m=50$, and $N_{\text{IP}}=5$ for all vDMRG[IP] calculations.

As we show in Figure 2, we observed the same trend also for the larger test case, i.e., for uracil. In this case, we set the shift parameter to 19000 cm$^{-1}$, an energy value that is lower than the converged vDMRG energy of 19193.96 cm$^{-1}$. Moreover, we set $N_{\text{IP}}=5$ so that a new IP macroiteration is started after 300 microiterations. As for ethylene, the energy reaches a plateau after 2 sweeps. However, the corresponding energy value is 5 cm$^{-1}$ higher than the converged vDMRG energy. Hence, the solution of the linear system converges after 2 sweeps, but $N_{\text{IP}}=1$ is no longer sufficient to converge the overall vDMRG[IP] calculation.

The previous analysis does not apply to calculations starting from a random MPS guess. As we show in Figure 2, the convergence of vDMRG is almost unchanged compared to the harmonic guess, while the vDMRG[IP] converges only after 8 macroiterations. The vDMRG[IP] convergence is slightly enhanced based on the two-site solver that yields convergence after
Figure 3: Energy convergence of vDMRG[IP,SS] (dark blue line) and vDMRG[IP,TS] (light blue line) with $\eta=19000$ cm$^{-1}$, $N_{\text{IP}}=5$, $N_{\text{GMRES}} = 50$, and $m=50$.

6 macroiterations. The number of macroiterations required to converge vDMRG[IP] increases by decreasing the overlap of the initial guess with the final, optimized wave function. vDMRG[IP] is therefore less efficient than vDMRG for a generic random guess. We will show later how vDMRG[FEAST] is less dependent on the guess than vDMRG[IP].

4.2 Excited-state targeting with vDMRG[IP]

Although DMRG[IP] can reliably optimize low-energy vibrational states, it becomes completely unfeasible for excited state calculations as we show in Figure 4 where we optimize the vibrational state associated with the symmetric CH stretching mode of ethylene with vDMRG[IP]. The vDMRG[S&I] energy of this state calculated based on the fourth-order Taylor-series-expanded PES was 13982.3 cm$^{-1}$.$^{23}$ We therefore chose four shift values $\eta$ ranging from 13980 cm$^{-1}$ to 14050 cm$^{-1}$. In all cases, we rely on the harmonic guess. As we show in Figure 4 DMRG[IP] converges within 3 sweeps for $\eta=13990$ cm$^{-1}$ and 14010 cm$^{-1}$ The
Figure 4: Energy convergence of vDMRG[IP] for ethylene in terms of the number of sweeps obtained with different $\eta$ values, $m=50$, $N_{\text{GMRES}}=50$, and $N_{\text{IP}}=5$. Selected reference vibrational energies taken from Ref. 47 are represented as horizontal black lines.
converged energy is 13989.72 cm$^{-1}$, corresponding to an excitation energy of 2978.08 cm$^{-1}$, in good agreement with the reference VCI energy of 2985.38 cm$^{-1}$ that is reported in Figure 4 as dashed black line. We note that these VCI energies are calculated for the same PES employed in the present work, but also include vibro-rotational couplings in the Hamiltonian. Therefore, the reference energy is higher by approximately 10 cm$^{-1}$ than the reference one.

For $\eta=14030$ cm$^{-1}$, vDMRG[IP] does not converge, while for $\eta=14050$ cm$^{-1}$ it converges to a higher energy of 14081.54 cm$^{-1}$, corresponding to an excitation energy of 3069.90 cm$^{-1}$ With the stochastic reconstruction of the CI wave function algorithm we assign this energy to the $\nu_2 + \nu_{12}$ state. The corresponding excitation energy is in good agreement with the VCI reference energy of 3074.92 cm$^{-1}$. Therefore, as soon as $\eta=14030$ cm$^{-1}$, i.e. when $\eta$ falls halfway between the $\nu_{11}$ and $\nu_2 + \nu_{12}$ energies, vDMRG[IP] converges the $\nu_2 + \nu_{12}$ state even though the initial guess is the harmonic $\nu_{11}$ state. DMRG[IP] convergence is therefore affected by the choice for $\eta$, which is independent of the initial guess MPS. We note that vDMRG[IP] energy convergence is enhanced by the point group symmetry of ethylene. In fact, reference VCI data suggest that 5 states possess an energy higher than that of the $\nu_{11}$ state and lower than that of the $\nu_2 + \nu_{12}$ one (we included the corresponding reference energies in Figure 4 as dashed black lines). The vDMRG[IP] optimization scheme does not break the wave function symmetry, and therefore, converges only the states associated with the same irreducible representation as the initial guess MPS, which is the fundamental excitation of the $\nu_{11}$ mode and transforms as $B_{1u}$. The $\nu_2 + \nu_{12}$ combination band is the first state with an energy higher than $\nu_{11}$ in symmetry $B_{1u}$. For this reason, vDMRG[IP] will be unstable starting from $\eta=14030$ cm$^{-1}$. vDMRG[IP] would be even more sensitive to the choice for the shift $\eta$ for a non-symmetric molecule.
5 Vibrational ground states with vDMRG[FEAST]

We now show that vDMRG[FEAST] can overcome the vDMRG[IP] drawbacks outlined above. We recall that a DMRG[FEAST] calculation is defined by six parameters: 1) the bond dimension $m$, 2) the number of iterations of the iterative linear system solver ($N_{\text{GMRES}}$), 3) the number of sweeps for the solution of the linear system ($N_{\text{sweep}}$), 4) the interval for the complex contour integration $I_E$, 5) the number of quadrature points to approximate the complex contour integral, and 6) the number of guesses. These parameters determine the extent to which the subspace basis is approximated. We first apply vDMRG[FEAST] on the energy interval $I_E = [11000, 11100]$ (we report in the following all energies in cm$^{-1}$ if not otherwise specified) for different $N_{\text{GMRES}}$ and $m$ values. This interval includes only the vibrational ground state, and therefore, we set $N_{\text{guess}}=1$.

Table 1: vDMRG[FEAST] energy convergence with respect to $N_{\text{FEAST}}$ for $E_{\text{min}} = 11000$ cm$^{-1}$, $E_{\text{max}} = 11100$ cm$^{-1}$, $N_{\text{sweep}}=5$, and different $m$ and $N_{\text{GMRES}}$ values. All energies are reported in cm$^{-1}$.

| $N_{\text{GMRES}}$ | $m$ | 20 | 20 | 50 | 50 |
|-------------------|-----|----|----|----|----|
| 1                 |     |    |    |    |    |
| Random guess      | 2   | 10677.59 | 10794.03 | 10810.65 | 11011.66 |
| $N_{\text{FEAST}}$ | 3   | 10999.47 | 10992.57 | 10777.01 | 11011.64 |
|                   | 4   | 10816.20 | 11105.86 | 10995.05 | 11011.64 |
| Harmonic guess    | 1   | 11012.01 | 11012.01 | 11011.64 | 11011.64 |
| $N_{\text{FEAST}}$ | 2   | 11012.01 | 11012.01 | 11011.64 | 11011.64 |
|                   | 3   | 11012.01 | 11012.01 | 11011.64 | 11011.64 |
|                   | 4   | 11012.01 | 11012.01 | 11011.64 | 11011.64 |

We show in Table 1 that, starting from the random guess, vDMRG[FEAST] converges only with $m=50$ and $N_{\text{GMRES}}=50$, whereas convergence is not achieved with lower $m$ and $N_{\text{GMRES}}$ values. Conversely, vDMRG[FEAST] converges in a single FEAST iteration when the op-
optimization is initiated from the harmonic guess. We approximately solve the linear system with fixed $m$, $N_{\text{GMRES}}$, and $N_{\text{sweep}}$=5 values, and therefore, approximate the projector $P_M$ defined in Eq. (16). The impact of this approximation on the vDMRG[FEAST] convergence decreases by increasing the overlap of the guess wave function with the final, exact eigenfunction. The harmonic guess represents more accurately the target state, and hence, it yields faster vDMRG[FEAST] convergence. Finally, we note that the converged vDMRG[FEAST] ground-state energy (11011.64 cm$^{-1}$) agrees well with the reference energy calculated with heat-bath CI (11011.61 cm$^{-1}$). This suggests that the discrepancy with the energy reported in our original vDMRG work is due to the differences in the potential energy surface mentioned in Section 3.

![Figure 5: vDMRG[FEAST] energy convergence for the ZPVE of uracil obtained with $E_{\text{min}}$=19100 cm$^{-1}$, $E_{\text{max}}$=19200 cm$^{-1}$, $N_{\text{GMRES}}$=50, $N_{\text{sweep}}$=5, $m$=50, $N_{\text{guess}}$, starting from the random guess. The reference energy obtained by us for this work with vDMRG is reported as a dashed black line.](image)

We now apply the optimal parameter set, $m$=50 and $N_{\text{GMRES}}$=50, to optimize the vibrational ground state of uracil. We report in Figure 5 the vDMRG[FEAST] energy convergence obtained starting from the random guess. Even though the initial guess does not approximate
the final wave function, vDMRG[FEAST] converges in 2 FEAST macroiteration steps, as opposed to vDMRG[IP] that converges, as shown in Figure 3, in 9 iterations. This confirms that vDMRG[FEAST] is less sensitive to the choice for the initial guess.

6 Excited-state optimization with vDMRG[FEAST]

In this section, we first apply vDMRG[FEAST] to optimize low- and high-energy vibrational states of ethylene to highlight how vDMRG[FEAST] convergence changes with the density of states of the targeted energy interval. Then, we optimize the low-energy excited states of uracil with vDMRG[FEAST] to demonstrate its reliability for large molecules.

6.1 vDMRG[FEAST]: optimization of low-lying excited states

Figure 6: vDMRG[FEAST] energy convergence for the first excited state of ethylene obtained with $N_{\text{GMRES}}=50$, $N_{\text{IP}}=10$, $N_{\text{guess}}=2$, $m=50$, $E_{\text{min}}=11820$ cm$^{-1}$ and changing $E_{\text{max}}$ values. The reference energy ‘Ref.’ (dotted black line) was calculated by us for this work with vDMRG[ortho] and is 11831.58 cm$^{-1}$.

Figure 6 shows the vDMRG[FEAST] energy convergence obtained with $E_{\text{min}}=11820$ cm$^{-1}$
and $E_{\text{max}}$ values ranging from 11840 cm$^{-1}$ to 11900 cm$^{-1}$ starting from random MPSs. Reference energies, reported in Table 2 and calculated with vDMRG, indicate that $I_E$ includes only the first excited vibrational state for all $E_{\text{max}}$ values. Even though vDMRG[FEAST] should, in principle, converge that vibrational state already with $N_{\text{guess}}=1$, we follow Ref. 40 and set $N_{\text{guess}}=2$ to enhance algorithm convergence. In all cases, vDMRG[FEAST] converges in 6 iterations to an energy value that matches the vDMRG reference value (see Table 2) indicating that the integration interval $I_E$ has only a minor effect on vDMRG[FEAST] convergence. Moreover, Figure 6 confirms that the linear system can be safely solved by minimizing Eq. (11) also for $\eta$ values that are larger than the smaller eigenvalue of $H_{\text{vib}}$.

![Figure 7: vDMRG[FEAST] energy of the second (purple lines) and third (pink lines) excited states of ethylene obtained with $N_{\text{guess}}=2$ (dotted lines), $N_{\text{guess}}=4$ (solid lines), and $N_{\text{guess}}=6$ (dashed lines). In all cases, we set $N_{\text{GMRES}}=50$, $N_{\text{sweep}}=5$, $m=50$, $E_{\text{min}}=11920$ cm$^{-1}$, and $E_{\text{min}}=11960$ cm$^{-1}$ and started the optimization from random MPSs. The reference energies 'Ref.' (dotted black lines) were calculated by us for this work with vDMRG[ortho] and $m=100$. They are 11937.92 cm$^{-1}$ and 11953.24 cm$^{-1}$, respectively.](image)

The choice for $N_{\text{guess}}$ becomes less trivial for energy regions with a higher density of states. We show in Figure 7 vDMRG[FEAST] energy convergence for $E_{\text{min}}=11920$ cm$^{-1}$ and $E_{\text{max}}=11960$ cm$^{-1}$, an energy interval that includes the second and third excited vibrational state (see Table 2).
Hence, $N_{\text{guess}}$ must be larger than 2 to converge all states included in this energy interval. As shown in Figure 7, both energies are converged after 5 FEAST iteration steps with $N_{\text{guess}}=4$ and in 2 FEAST macroiteration steps with $N_{\text{guess}}=6$. Therefore, if the initial guess is not an accurate approximation to the target wave function, increasing $N_{\text{guess}}$ and, hence, the subspace size, will enhance DMRG[FEAST] convergence.

### 6.2 Parallel exploration of different energy regions

Table 2: vDMRG[FEAST] energy of ethylene obtained for varying $m$ values, $N_{\text{guess}}=8$, $N_{\text{sweep}}=5$, $N_{\text{GMRES}}=50$ for three energy intervals $I_1 = [11800, 12000]$, $I_2 = [12000, 12400]$, $I_3 = [12400, 12800]$. All energies are given in cm$^{-1}$. vDMRG reference data were calculated by us for this work with the constrained optimization excited-state vDMRG[ortho] variant. For comparison, the last column collects vHBCI data taken from Ref. [35].

| $E_{\text{min}}$ | $E_{\text{max}}$ | State | vDMRG[FEAST] | vDMRG | Ref. [35] |
|-----------------|-----------------|-------|--------------|--------|-----------|
|                 |                 |       | $m=20$       | $m=50$ | $m=100$   |
| 11800 | 12000 | 1 | 11831.93 | 11831.60 | 11831.58 | 11831.58 | 11831.60 |
| 12000 | 12400 | 2 | 11938.23 | 11937.94 | 11937.92 | 11937.92 | 11937.94 |
|                 |                 |       | 11953.56 | 11953.26 | 11953.24 | 11953.24 | 11953.26 |
| 12400 | 12800 | 4 | 12029.36 | 12029.06 | 12029.05 | 12029.04 | 12029.06 |
| 12000 | 12400 | 5 | 12234.03 | 12233.76 | 12233.71 | 12233.75 | 12233.77 |
| 12400 | 12800 | 6 | 12353.88 | 12353.55 | 12353.53 | 12353.53 | 12353.56 |
| 12000 | 12400 | 7 | 12450.31 | 12449.93 | 12449.91 | 12449.90 | 12449.92 |
| 12400 | 12800 | 8 | 12634.71 | 12634.05 | 12633.95 | 12633.95 | 12634.39 |
| 12400 | 12800 | 9 | 12666.10 | 12665.00 | 12664.93 | 12664.93 | 12666.82 |
| 12400 | 12800 | 10 | 12760.39 | 12759.67 | 12759.59 | 12759.63 | 12759.66 |
| 12400 | 12800 | 11 | 12778.39 | 12777.81 | 12777.75 | 12777.76 | 12777.80 |

An appealing, key feature of vDMRG[FEAST] is that different energy regions can be explored independently of one another. We illustrate this by optimizing the complete set of excited states of ethylene with a vibrational energy lower than 12800 cm$^{-1}$. We partition the energy
spectrum into three regions, $I_1=[11800 \text{ cm}^{-1}, 12000 \text{ cm}^{-1}]$, $I_2=[12000 \text{ cm}^{-1}, 12400 \text{ cm}^{-1}]$, and $I_3=[12400 \text{ cm}^{-1}, 12800 \text{ cm}^{-1}]$, and apply vDMRG[FEAST] to each interval. In principle, the number of excited states in each energy interval could be estimated based on reference VCI data. However, accurate reference energies are not, in general, available for large molecules that are the ultimate target of vDMRG[FEAST]. Therefore, we set $N_{\text{guess}}=8$ for all energy intervals, which overestimates the number of states included in each interval, and start the vDMRG[FEAST] optimization from random MPSs. We show in Table 2 that vDMRG[FEAST] and vDMRG energies agree up to 0.01 cm$^{-1}$ for all states. Small deviations, in all cases smaller than 1 cm$^{-1}$, are observed compared to reference heat-bath CI energies. The largest deviation is observed for the 8-th excited state, where the reference energy is higher than the vDMRG[FEAST] one by about 0.44 cm$^{-1}$. However, the agreement with the vDMRG data suggests that the discrepancy is due to a partial convergence of the vHBCI calculation.

![Figure 8: vDMRG[FEAST] energies obtained with $N_{\text{GMRES}}=50$, $N_{\text{sweep}}=50$, $m=50$, $N_{\text{guess}}=8$ and for the energy intervals $I_2=[12000 \text{ cm}^{-1}, 12400 \text{ cm}^{-1}]$ (upper panel) and $I_3=[12400 \text{ cm}^{-1}, 12800 \text{ cm}^{-1}]$ (lower panel). The colored bands represent the energy values included in the $I_2$ and $I_3$ intervals, respectively. Reference energies, taken from the vDMRG column of Table 2, are represented as dashed black lines.](image-url)
We analyze in Figure 8 vDMRG[FEAST] energy convergence for the $I_2$ and $I_3$ energy intervals. For $I_2$, all three states converge already at the first iteration, even though the optimization is started from randomly initialized MPSs. Conversely, two iterations are required to converge all states in the $I_3$ interval. As for the conventional FEAST algorithm, also the vDMRG[FEAST] convergence rate increases with the ratio between $N_{\text{guess}}$ and the number of states included in $I_E$. Note also that, if $N_{\text{guess}}$ is larger than the number of states included in $I_E$, some of the roots returned by the subspace diagonalization will correspond to states that do not approximate eigenstates of $H_{\text{vib}}$. This is the case for all MPSs whose energy is not included in the $I_E$ interval. Then, we calculate the variance for all remaining states based on the algorithm introduced in Ref. [24] and identify all MPSs with a variance smaller than 100 cm$^{-1}$ as “physically acceptable” states.

### 6.3 Efficient targeting of high-energy vibrations

So far, we have applied vDMRG[FEAST] to energy ranges associated with a low density of states. These intervals can be efficiently targeted also with alternative excited-state vDMRG variants. We show now that vDMRG[FEAST] can calculate with the same efficiency also the excitation energy of the four high-energy fundamental transitions of the C-H stretching vibration of ethylene.

For highly-excited states it is difficult, if not impossible, to select the energy interval $I_E$ so that it includes only a given, target state. This renders the choice for $I_E$ and $N_{\text{guess}}$ extremely challenging. We propose a three-step computational procedure to automate the selection of the $N_{\text{guess}}$ and $I_E$ parameters in vDMRG[FEAST]. We first obtain an estimate of the energy of the target vibrational state ($E_{\text{target \approx}}$), either from the harmonic approximation or cost-efficient approximate anharmonic methods, such as second-order vibrational perturbation theory. We then apply vDMRG[FEAST] to an interval $I_E^{(1)}$ centered around $E_{\text{approx \approx}}$. The convergence of vDMRG[FEAST] is ensured only if $I_E^{(1)}$ includes the energy of the target state ($E_{\text{VCI \approx}}$), and therefore, if the interval size is larger than the accuracy of the $E_{\text{target \approx}}$. 

30
estimate. In this first step we truncate the PES and include only four-body operator in order to limit the MPO size, and hence, the computational cost. This first vDMRG[FEAST] calculation yields a second, more accurate energy estimate, $E_{\text{target,1}}^{\text{FEAST}}$. Finally, we apply vDMRG[FEAST] on an interval $I_E^{(2)}$ centered around the $E_{\text{target,1}}^{\text{target}}$ with the full, six-body potential. $E_{\text{target,1}}^{\text{target}}$ is a much more accurate approximation of the exact energy compared to $E_{\text{approx}}^{\text{target}}$ and, therefore, $I_E^{(2)}$ should include, ideally, only the target energy.

![Figure 9: vDMRG[FEAST] energy convergence for the fundamental excitation of the first (upper left panel), second (upper right panel), third (lower left panel), and fourth (lower right panel) C-H stretching mode. We set the energy interval to $E_{\text{min}}=13975$ cm$^{-1}$ and $E_{\text{max}}=14025$ cm$^{-1}$ (upper left panel), $E_{\text{min}}=14000$ cm$^{-1}$ and $E_{\text{max}}=14050$ cm$^{-1}$ (upper right panel), $E_{\text{min}}=14075$ cm$^{-1}$ and $E_{\text{max}}=14125$ cm$^{-1}$ (lower left panel), and $E_{\text{min}}=14100$ cm$^{-1}$ and $E_{\text{max}}=14150$ cm$^{-1}$ (lower right panel). In all cases, we set $N_{\text{GMRES}}=50$, $m=50$, $N_{\text{quad}}=8$, and $N_{\text{guess}}=8$. We report the final, converged energies of the target state with a black dashed line.](image)

Instead of relying on approximate anharmonic vibrational-structure calculation for the first step, we obtain $E_{\text{approx}}^{\text{target}}$ from the VCI data of Ref. 47 and set the size of $I_E^{(1)}$ to 50 cm$^{-1}$,
to mimic the inaccuracy of the reference data. Figure 9 exhibits the vDMRG[FEAST] convergence of the first vDMRG[FEAST] calculation phase for the fundamental excitation of the four C-H vibrations (labelled in the following as CH1, CH2, CH3, and CH4, in increasing energy order). In all cases, we rely on $N_{\text{guess}}=8$ guess MPSs, the harmonic one and 7 random guesses. We identified the target state among the $N_{\text{guess}}$ MPSs returned by DMRG[FEAST] based on the stochastic reconstruction of the CI wave function algorithm introduced above. The calculated results are given in Figure 9 and in Table 3. Note that, even though $N_{\text{guess}}=8$ in all cases, the number of final eigenvalues included in the target interval changes with $I_E$ and ranges from 2, for the CH2 mode, to 8, for the CH3 and CH4 modes. The latter calculations could be repeated with a larger $N_{\text{guess}}$ value to ensure that all eigenstates included in $I_E$ are converged. However, this is not necessary because this first calculation step returns only an energy estimate for the second, more accurate vDMRG[FEAST] calculation phase.

Table 3: vDMRG[FEAST] energies of four C-H stretching modes of ethylene calculated based on the four-body PES and an interval $I_E^{(1)}$ with size 50 cm$^{-1}$, and with the full six-body potential and an interval $I_E^{(2)}$ with size 10 cm$^{-1}$. The vDMRG[FEAST] parameters are $N_{\text{GMRES}}=50$, $m=50$, $N_{\text{quad}}=8$, and $N_{\text{sweep}}=5$. VCI reference energies taken from Ref. 47 are given for comparison. All energies are reported in cm$^{-1}$.

| PES  | $N_{\text{guess}}$ | CH1    | CH2    | CH3    | CH4    |
|------|--------------------|--------|--------|--------|--------|
| 4 body | 8                  | 13989.32 | 14027.44 | 14081.85 | 14107.68 |
| 6 body | 1                  | 13989.85 | 14027.75 | 14082.78 | 14103.20 |
|       | 4                  | 13989.64 | 14028.03 | 14082.78 | 14103.10 |
| VCI$^{47}$ |                  | 14000.29 | 14033.90 | 14094.77 | 14116.16 |

We run this second set of vDMRG[FEAST] calculations with an interval $I_E$ centered on the energies reported in Table 3 with $|E_{\text{max}} - E_{\text{min}}| = 10$ cm$^{-1}$ and varying $N_{\text{guess}}$ values. As expected, the vDMRG[FEAST] convergence with $N_{\text{guess}}$ is faster for this smaller energy interval, and a reliable estimate of the vibrational energies is already obtained with $N_{\text{guess}}=1$ with variations below 1 cm$^{-1}$ obtained with $N_{\text{guess}}=4$. Note that the reference VCI energies$^{47}$
are consistently lower compared to the vDMRG[FEAST] results by approximately 10 cm$^{-1}$. As already noted above, such a discrepancy is to be expected since we neglected vibro-rotational couplings, which are instead included in the VCI calculation of Ref. 47.

### 6.4 Towards large-scale vDMRG[FEAST]: uracil

Finally, we demonstrate the reliability of vDMRG[FEAST] for large-scale anharmonic calculations. We optimize the 11 lowest-energy excited states of our second benchmark molecule, uracil. Table 4 contains the vDMRG[FEAST] energies obtained with $m=50$ and 100, together with reference data obtained with vDMRG.

Table 4: vDMRG[FEAST] energies of the 11 lowest-energy vibrational states of uracil calculated with $N_{\text{GMRES}}=50$, $N_{\text{quad}}=8$, and varying $I_E$ and $m$ values. Reference data taken from Ref. 48 are given for comparison. All calculations are based on the harmonic guess.

| $I_E$  | State | $m=50$     | $m=100$  | Ref. 48 | vDMRG($m=50$) |
|--------|-------|------------|----------|---------|---------------|
| [19200, 19300] ZPVE | 19218.45 | 18969.21 | 19193.19 |
|       | 1     | 146.30    | 147.28   | 140.02  | 147.58        |
| [19300, 19500] | 2     | 164.49    | 165.50   | 157.09  | 165.83        |
|       | 3     | 292.03    | 292.65   | 294.53  | 293.46        |
| [19500, 19600] | 4     | 312.87    | 311.98   | 385.15  | 312.91        |
|       | 5     | 331.27    | 330.45   | 379.36  | 331.31        |
|       | 6     | 386.62    | 386.32   | 510.81  | 386.53        |
| [19600, 19700] | 7     | 419.81    | 419.34   | 535.08  | 419.80        |
|       | 8     | 437.33    | 435.89   | 543.15  | 437.34        |
|       | 9     | 457.97    | 456.28   | 542.77  | 457.98        |
|       | 10    | 477.62    | 475.99   | 528.68  | 520.01        |
|       | 11    | 496.19    | 494.73   | 651.91  | 477.64        |

Following the same strategy adopted for ethylene, we partition the energy region in three regions, $I_1=[19300 \text{ cm}^{-1}, 19500 \text{ cm}^{-1}]$, $I_2=[19500 \text{ cm}^{-1}, 19600 \text{ cm}^{-1}]$, and $I_3=[19600 \text{ cm}^{-1}, 19700 \text{ cm}^{-1}]$. In view of the results discussed above, we enhanced the vDMRG[FEAST] convergence by starting the optimization from the harmonic guess in all cases. Table 4 also provides the energies obtained with vDMRG. Both vDMRG and vDMRG[FEAST] converge the energy of all vibrational states below 1 cm$^{-1}$ already with $m=50$, therefore confirming that molecular anharmonic vibrational wave functions can be encoded as com-
pact MPSs. Moreover, even though the vDMRG[FEAST] energies consistently match their vDMRG counterpart, state swappings are observed. For instance, the energy of the 10-th state is higher than that of the 11-th one. Root swapping effects largely affect the efficiency of vDMRG, especially for nearly-degenerate high-energy states. This is not the case of vDMRG[FEAST], however, which calculates each state independently of the others and not in a sequential fashion.

7 Conclusions

In this work, we introduced the DMRG[FEAST] algorithm to efficiently optimize excited states of high-dimensional, many-body Hamiltonians, represented as matrix product states. DMRG[FEAST] applies the FEAST algorithm to wave functions and operators encoded as matrix product states and matrix product operators, respectively. We show that DMRG[FEAST] overcomes the main limitations of the existing excited state DMRG algorithms. First, it enables optimizing all the eigenfunctions with an energy lying in a given energy interval without the need of estimating a priori the energy of the target excited states. Moreover, it does not require calculating powers of the Hamiltonian, which are difficult to encode as compact matrix product operators. Finally, all DMRG[FEAST] calculation steps are trivially parallelizable, which makes DMRG[FEAST] particularly appealing for large-scale excited-state calculation.

We applied DMRG[FEAST] to the optimization of high-energy vibrationally excited states of molecular systems with the vibrational DMRG algorithm, although it can be applied to other quantum chemical problems (e.g., in electronic structure theory) equally well. Vibrational-structure calculations are, however, the perfect application target for DMRG[FEAST] because calculating vibrational spectra requires obtaining many excitation energies. We benchmarked the accuracy of DMRG[FEAST] on ethylene against VCI reference data. Then, we applied DMRG[FEAST] to calculate the anharmonic vibrational energies of uracil, a system
that is a major challenge for state-of-the-art full configuration-interaction methods\textsuperscript{35}. Our future work will focus on further enhancing the DMRG[FEAST] generality and efficiency. Here, we applied vDMRG[FEAST] to optimize specific vibrational states, such as the fundamental excitation energy of the C-H stretching modes of ethylene and the low-energy excited states of uracil. However, DMRG[FEAST] can be straightforwardly extended to optimize all the excited states in a given energy interval by partitioning it into multiple sub-intervals and applying DMRG[FEAST] to each of them. Each energy subinterval can be targeted independently from the others, and therefore, the overall algorithm can be trivially parallelized. Work is currently in progress in our group on automating DMRG[FEAST] based on such a strategy. The application of DMRG[FEAST] to electronic structure calculations will be particularly appealing for calculating high-energy core-excited states that are difficult to target with conventional multi-configurational methods. The resulting algorithm would enable the calculation of X-ray spectra beyond the linear response\textsuperscript{76} and the state-averaged restricted active space\textsuperscript{77} approximations. Finally, we note that DMRG[FEAST] is not tailored to a specific tensor network parameterization and can be extended to the optimization of multi-dimensional tensor network states\textsuperscript{78}.
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