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Abstract

We study variational obstacle avoidance problems on complete Riemannian manifolds and apply the results to the construction of piecewise smooth curves interpolating a set of knot points in systems with impulse effects. We derive the dynamical equations for extrema in the variational problem, and show the existence of minimizers by using lower-continuity arguments for weak convergence on an infinite-dimensional Hilbert manifold. We then provide conditions under which it is possible to ensure that the extrema will safely avoid a given obstacle within some desired tolerance.

1 Introduction

Many problems in engineering, physics, biology, and related disciplines can be formulated as variational problems. A typical problem in this context is path planning. Sometimes the solution we seek has to satisfy some constraints or avoid static or moving obstacles in the space of configurations of a given system. It is also often the case that the desired paths must connect some set of knot points—interpolating positions with given velocities (and sometimes higher order derivatives too) [9, 10]. For such problems, the use of variationally defined curves has a rich history due to the regularity and optimal nature of the solutions. In particular, the so-called Riemannian splines [20] are a particularly ubiquitous choice in interpolant, which themselves are composed of Riemannian polynomials—satisfying boundary conditions in positions, velocities, and potentially higher-order derivatives—that are glued together. In Euclidean spaces, Riemannian splines are just cubic splines. That is, the minimizers of the total squared acceleration.

Riemannian polynomials are smooth and optimal in the sense that they minimize the average square magnitude of some higher-order derivative along the curve (a quantity which is often related to energy consumption in applications). Moreover, Riemannian polynomials carry a rich geometry with them, which has been studied extensively in the literature (see [6, 11, 20, 22] for a detailed account of Riemannian cubics and [12, 21] for some results with higher-order Riemannian polynomials). It is often the case that—in addition to interpolating points—there are obstacles or regions in space which need to be avoided. In this case, a typical strategy is to augment the action functional with an artificial potential term that grows large near the obstacles and small away from them (in that sense, the trajectories which minimize the action are expected to avoid the obstacles) [17]. This was done for instance in [2] and [3], where necessary conditions for extrema in obstacle avoidance problems on Riemannian manifolds were derived, in addition to applications to interpolation problems on manifolds and to energy-minimum problems on Lie groups and symmetric spaces endowed with a bi-invariant metric. Nevertheless, there has been little to no work in the literature regarding safety guarantees and the role of potential shaping in successfully completing the task, which is the main focus of this paper. In particular, we will investigate the role of the artificial potential in the obstacle avoidance task on complete and connected Riemannian manifolds, and in doing so obtain conditions under which avoidance is guaranteed within some tolerance.

The main contributions of this paper are as follows: (1) We prove the existence of global minimizers to the variational problem in the case that the potential is smooth and non-negative, which is a necessary prerequisite in providing safety guarantees (indeed, proving that minimizing trajectories avoid an obstacle is useful only if such minimizing trajectories exist). This is accomplished by using standard techniques in functional analysis such as the weak lower semi-continuity of a norm in a Hilbert space, as was done in [11] in the case of Riemannian cubic polynomials. (2) We derive general conditions for the artificial potential—in terms of some reference trajectory which avoids the obstacle—under which the corresponding minimizers avoid a point-obstacle within some tolerance. We then remove the dependence on the reference trajectory for a particular family of potentials, and show that point-obstacle avoidance can be achieved within any desired tolerance for some potential in the family (constrained by the boundary conditions, the geometry of the manifold, and the sensing radius corresponding to technological limitations in the detecting the obstacle). (3) We consider the case where the obstacles are totally bounded subsets of the underlying manifold, and show that obstacle avoidance can still be achieved by treating the
obstacle as a collection of point-obstacles and applying the previous techniques. (4) We apply these techniques to obtain natural and regular interpolants in multiple-domain hybrid systems, where Riemannian cubics splines may fail due to unintended collision with guards along the trajectory.

2 Preliminaries on Riemannian Geometry

Let $Q$ be an $n$-dimensional Riemannian manifold endowed with a non-degenerate symmetric covariant 2-tensor field $g$ called the Riemannian metric. That is, to each point $q \in Q$ we assign an inner product $g_q : T_q Q \times T_q Q \to \mathbb{R}$, where $T_q Q$ is the tangent space of $Q$ at $q$. The length of a tangent vector is determined by its norm, $\|v_q\| = g(v_q, v_q)^{1/2}$ with $v_q \in T_q Q$. A Riemannian connection $\nabla$ on $Q$ is a map that assigns to any two smooth vector fields $X$ and $Y$ on $Q$ a new vector field, $\nabla_X Y$. For the properties of $\nabla$, see [5]. The operator $\nabla_X$, which assigns to every vector field $Y$ the vector field $\nabla_X Y$, is called the covariant derivative of $Y$ with respect to $X$.

Consider a vector field $W$ along a curve $q$ on $Q$. The $k$th-order covariant derivative of $W$ along $q$ is denoted by $\frac{D^k W}{dt^k}$, $k \geq 1$. We also denote by $\frac{D^{k+1} W}{dt^{k+1}}$ the $k$th-order covariant derivative of the velocity vector field of $q$ along $q$, $k \geq 1$.

A vector field $X$ on $Q$ is parallel along a smooth curve $q$ in $Q$ is said to be parallel along $q$ if $\frac{D X}{dt} \equiv 0$. Given vector fields $X, Y$ and $Z$ on $Q$, the vector field $R(X, Y)Z$ given by $R(X, Y)Z = \nabla_X \nabla_Y Z - \nabla_Y \nabla_X Z - \nabla_{[X,Y]} Z$ is called the curvature endomorphism on $Q$. $R$ is trilinear in $X, Y$ and $Z$.

If we assume that $Q$ is complete, then any two points $x$ and $y$ in $Q$ can be connected by a minimal length geodesic $\gamma_{xy}$, and the Riemannian distance $d : Q \times Q \to \mathbb{R}$ between two points in $Q$ can be defined by $d(x,y) = \int_0^1 \left\| \frac{d\gamma_{xy}(s)}{ds} \right\| ds$. The idea of a geodesic is useful because it provides a map from $T_q Q$ to $Q$ in the following way: $v \in T_q Q \mapsto \gamma(1)$, $\gamma(0) = q$, $\gamma'(0) = v$, where $\gamma$ is a geodesic. This map is called the Riemannian exponential map and is denoted by $\exp_q : T_q Q \to Q$. In particular, $\exp_q$ is a diffeomorphism from some star-shaped neighborhood of $0 \in T_q Q$ to a geodesically convex open neighborhood $B$ of $q \in Q$. That is, any two points in $B$ can be connected by a minimizing geodesic. Moreover, if $y \in B$, we can express the Riemannian distance locally by means of the Riemannian exponential as $d(q, y) = \|\exp_q^{-1} y\|$.

The Lebesgue space $L^p([0,1]; \mathbb{R}^n)$, $p \in (1, +\infty)$ is the space of $\mathbb{R}^n$-valued functions on $[0, 1]$ such that each of their components is $p$-integrable, that is, whose integral of the absolute value raised to the power of $p$ is finite. A sequence $(f_n)$ of functions in $L^p([0,1]; \mathbb{R}^n)$ is said to be weakly convergent to $f$ if for every $g \in L^q([0,1]; \mathbb{R}^n)$ with $\frac{1}{p} + \frac{1}{q} = 1$, and every component $i$, $\lim_{n \to \infty} \int_{[0,1]} f_n^i g^i = \int_{[0,1]} f^i g^i$. A function $g : [0,1] \to \mathbb{R}^n$ is said to be the weak derivative of $f : [0,1] \to \mathbb{R}^n$ if for every component $i$ of $f$ and $g$, and for every compactly supported $C^\infty$ real-valued function $\varphi$ on $[0,1]$, $\int_{[0,1]} f^i \varphi' = -\int_{[0,1]} g^i \varphi'$. The Sobolev space $W^{k,p}([0,1]; \mathbb{R}^n)$ is the space of functions $u \in L^p([0,1]; \mathbb{R}^n)$ such that for every $\alpha \leq k$, the $\alpha$th weak derivative $\frac{d^\alpha u}{dx^\alpha}$ of $u$ exists and $\frac{d^\alpha u}{dx^\alpha} \in L^p([0,1]; \mathbb{R}^n)$. In particular, $H^k([0,1]; \mathbb{R}^n)$ denotes the Sobolev space $W^{k,2}([0,1]; \mathbb{R}^n)$, and its norm may be expressed as $\|f\| = \left( \int_{[0,1]} \left( \sum_{\alpha=0}^k \left\| \frac{d^\alpha f}{dx^\alpha} \right\|^2 \right) \right)^{1/2}$ for all $f \in H^k([0,1]; \mathbb{R}^n)$, where $\|\cdot\|_{\mathbb{R}^n}$ denotes the Euclidean norm on $\mathbb{R}^n$. $(f_n) \subset W^{k,p}([0,1]; \mathbb{R}^n)$ is said to be weakly convergent to $f$ in $W^{k,p}([0,1]; \mathbb{R}^n)$ if for every $\alpha \leq k$, $\frac{d^\alpha f_n}{dx^\alpha} \rightharpoonup \frac{d^\alpha f}{dx^\alpha}$ weakly in $L^p([0,1]; \mathbb{R}^n)$.

We denote by $H^2([0,1]; Q)$ the set of all curves $q : [0,1] \to Q$ such that for every chart $(U, \varphi)$ of $Q$ and every closed subinterval $I \subset [0,1]$ such that $q(I) \subset U$, the restriction of the composition $\varphi \circ q_{|I}$ is in $H^2([0,1]; \mathbb{R}^m)$. Note that $H^2([0,1]; Q)$ is an infinite-dimensional Hilbert Manifold modeled on $H^2([0,1]; \mathbb{R}^m)$, and given $\xi = (q_0, v_0)$, $\eta = (q_T, v_T) \in TQ$, the space $\Omega_{\xi,\eta}^q$ (denoted simply by $\Omega$ unless otherwise necessary) defined as the space of all curves $\gamma \in H^2([0,1]; Q)$ satisfying $\gamma(0) = q_0$, $\gamma(T) = q_T$, $\gamma'(0) = v_0$, $\gamma'(T) = v_T$ is a closed submanifold of $H^2([0,1]; Q)$ (see [18]). The tangent space $T_q \Omega$ consists of vector fields along $x$ of class $H^2$ which vanish at the endpoints together with their first covariant derivatives. We consider the Hilbert structure on $T_q \Omega$ induced by the inner product $\langle V, W \rangle := \int_0^T g \left( \frac{D^2 V}{dt^2}, \frac{D^2 W}{dt^2} \right) dt$. This inner product induces a metric (fiberwise) on $\Omega$ which itself induces a metric in the usual way. It is known that the completeness of $\Omega$ follows from the completeness of $Q$ (see [19]).
3 Variational Obstacle Avoidance Problem

Consider a complete connected Riemannian manifold \( Q \), and the space \( \Omega \) as defined in Section 2. We define \( J : \Omega \to \mathbb{R} \) as
\[
J(q) = \frac{1}{2} \int_0^T \left( \|D^2 q / dt^2(t)\|^2 + V(q(t)) \right) dt.
\]

Variational obstacle avoidance problem: Find a curve \( q \in \Omega \) minimizing the functional \( J \), where \( V : Q \to \mathbb{R} \) is a smooth and non-negative function called the artificial potential.

In order to minimize the functional \( J \) among the set \( \Omega \), we want to find curves \( q \in \Omega \) such that \( J(q) \leq J(\tilde{q}) \) for all admissible curves \( \tilde{q} \) in an \( H^2 \)-neighborhood of \( q \). The next result from [2] characterizes necessary conditions for optimality in the variational obstacle avoidance problem.

Proposition 1 [2] A curve \( q \in \Omega \) is a critical point of the functional \( J \) if and only if it is smooth on \([0,T]\) and satisfies:
\[
\frac{d}{dt} \left( \frac{dV(q(t))}{dt} \right) = -\frac{d^2V(q(t))}{dt^2}.
\]

Remark 1 In (1), the artificial potential \( V \) is introduced for the purpose of obstacle avoidance. Repulsive potentials (as we will study in Section 5) are particularly well-suited for this goal. However, this is not integral to the variational problem considered (indeed, smooth and non-negative potentials encompasses a very broad range of functions), so that the above formalism is adaptable to variational problems with collective behavior performances other than obstacle avoidance—such as collision avoidance of multi-agent systems [7, 8, 15].

4 Existence of global minimizers

Next, we will prove the existence of global minimizers of \( J \) in \( \Omega \) by employing some classical techniques from functional analysis, such as lower semi-continuity arguments for weak convergence in \( H^2 \). Before beginning the proof we will introduce a lemma that simplifies the analysis considerably.

Lemma 4.1 Let \( Q \) be an \( m \)-dimensional complete Riemannian manifold, and suppose that \( \{q_n\} \subset \Omega \) is a sequence such that \( \sup_{n \in \mathbb{N}} J(q_n) < +\infty \). Then, \( \{q_n\} \) and \( \{\tilde{q}_n\} \) are uniformly bounded, and there exists a subsequence of \( \{q_n\} \) which converges weakly to some \( q \in \Omega \) with respect to the norm on \( H^2 \).

Proof: This follows from Lemma 4.2 of [15] in the case of \( s = 2 \), with one agent being static.

Theorem 4.2 The functional \( J \) attains its minimum in \( \Omega \).

Proof: Suppose that \( \{q_n\} \subset \Omega \) is a minimizing sequence. That is, \( \lim_{n \to \infty} J(q_n) = \inf_{q \in \Omega} J(q) \geq 0 \). Note that, such a sequence satisfies the assumptions of Lemma (4.1), so that there exists a subsequence of \( q_n \) (which we also denote by \( q_n \) for convenience) that converges weakly to some \( q \in \Omega \) with respect to the norm on \( H^2 \). It then suffices to show that \( J(q) \leq \liminf_{n \to \infty} J(q_n) \). Since \( g(\tilde{q}_n, \tilde{q}_n) \) is uniformly bounded, there exists a finite collection of charts \( (U_i, \varphi_i) \) on \( Q \) and \( I_i \) an accompanying finite partition of \([0,1] \) such that, for sufficiently large \( n \), there exists a compact subset \( K_i \subset U_i \) containing \( q_n(I_i) \). In local coordinates, we may consider \( q_n \) to be a curve on \( \mathbb{R}^m \) (however, we will abuse this notation by continuing to call it \( q_n \) both on the chart \( U_i \) and its image in \( \mathbb{R}^m \)).

Observe first that \( V(q_n) \) converges to \( V(q) \) uniformly on \([0,T]\) since the interval is compact, \( V \) is continuous, and \( q_n \to q \) uniformly. Therefore, showing that \( J(q) \leq \liminf_{n \to \infty} J(q_n) \) is then equivalent to showing that for all intervals \( I_i \), we have
\[
\int_{I_i} g \left( \frac{D}{dt} \tilde{q}(t), \frac{D}{dt} \tilde{q}(t) \right) dt \leq \liminf_{n \to \infty} \int_{I_i} g \left( \frac{D}{dt} \tilde{q}_n(t), \frac{D}{dt} \tilde{q}_n(t) \right) dt.
\]

Note that \( \frac{d}{dt} \tilde{q}_n = \frac{D}{dt} \tilde{q}_n + \Gamma(q_n; q_n, \tilde{q}_n) \) where \( \Gamma : \mathbb{R}^{3m} \to \mathbb{R}^m \) is continuous in the first argument and bilinear in the last two—and it is determined by the induced Christoffel symbols. It follows that \( \Gamma(q_n; q_n, \tilde{q}_n) \to \Gamma(q; \tilde{q}, \tilde{q}) \) uniformly on \( I_i \), so that the above inequality is equivalent to
\[
\int_{I_i} g \left( \tilde{q}(t), \tilde{q}(t) \right) dt \leq \liminf_{n \to \infty} \int_{I_i} g \left( \tilde{q}_n(t), \tilde{q}_n(t) \right) dt.
\]
Thus far, we have suppressed the dependence of the Riemannian metric on the point at which we are evaluating the tangent vectors. Note that this is not problematic by the uniform convergence of \( q_n \) to \( q \). That is,

\[
\left| \int_{I_t} g_\eta(q) \left( \dot{q}_n(t), \ddot{q}_n(t) \right) dt - \int_{I_t} g_\eta(q) \left( \dot{q}(t), \ddot{q}(t) \right) dt \right| \rightarrow 0,
\]
as \( n \rightarrow \infty \), so we may assume that the metric is evaluated at \( q(t) \) on both sides of inequality (3). We now consider the set

\[
L^2(D, \mathbb{R}^m) := \left\{ \gamma : I_t \rightarrow \mathbb{R}^m : \int_{I_t} g_\eta(q) \left( \gamma(t), \gamma(t) \right) dt < +\infty \right\},
\]
which can be endowed with the structure of a normed linear space, with the norm \( \| \gamma \| = \int_{I_t} g_\eta(q) \left( \gamma(t), \gamma(t) \right) dt \).

Note that the Euclidean and Riemannian norms are (bi-Lipchitz) equivalent in the compact chart image of \( TQ \), which further implies that \( L^2(D, \mathbb{R}^m) \) and \( L^2(I_t, \mathbb{R}^m) \) are equivalent as normed linear spaces (indeed, \( L^2 \) can be thought of as a weighted \( L^2 \) space in local coordinates). Hence, they induce the same weak topology, and so the weak \( L^2 \)-convergence of \( \dot{q}_n \) to \( \dot{q} \) further implies its weak \( L^2 \)-convergence—from which (3) follows immediately.

\[\square\]

5 The Obstacle Avoidance Task

In this section, we explore the task of obstacle avoidance. In particular, we derive conditions on the artificial potential under which obstacle avoidance is guaranteed within some tolerance. Section 5.1 handles the case that the obstacle is a point on the manifold \( Q \). We then extend the analysis in Section 5.2 to the case where the obstacle is a totally bounded subset of \( Q \).

5.1 Point-Obstacles

We first consider the case of a point-obstacle. We fix some point \( p \in Q \) as the obstacle. Denote by \( B_s(p) \) the ball of radius \( s \) centered at \( p \). Let \( 0 < r < r^* < R \), and define the Collision region \( C_r := B_r(p) \), the Risk region \( C_r^* := B_{r^*}(p) \), and the Safety region \( S_r := Q \setminus \overline{B_R}(p) \), where \( \overline{B_R}(p) \) denotes the topological closure of \( B_R(p) \).

We say that \( q \in Q \) avoids the obstacle \( p \) with tolerance \( r \) if \( q(t) \notin C_r \) for all \( t \in [0, T] \). We will construct our potential so that it is bounded above by some constant in the Safety regions and bounded below by some (larger) constant in the Risk region. More precisely, for some real numbers \( 0 \leq V^- \leq V^* \), we construct the artificial potential such that \( V \geq V^* \) on \( C_r^* \) and \( V \leq V^- \) on \( S_r \).

We call obstacle avoidance with tolerance \( r \) feasible if there exists a curve \( q(t) \in Q \) avoiding the obstacle with tolerance \( r \). We further define a reference trajectory \( q \in Q \) to be a curve \( q(t) \in S \) for all \( t \in [0, T] \) (note that this requires \( R < \min \left\{ d(p, q_0), d(p, qr) \right\} \)). Clearly, the existence of a reference trajectory is equivalent to saying that obstacle avoidance is feasible with the tolerance \( R \) of the Safety region.

**Proposition 2** Assume collision avoidance is feasible with the tolerance \( R \), and fix a reference trajectory \( q \in Q \).

Define the non-negative real numbers \( a := \sup_{t \in [0, T]} \left| \frac{D}{dt} \dot{q}(t) \right| \), \( c := (a^2 + V^-) T \), and \( v := \sqrt{cT + \sqrt{cT + ||v_0||^2}} \). If \( V^* > \frac{cv}{2r} \), then any minimizer \( q^* \) of \( J \) avoids \( p \) with tolerance \( r \).

**Proof:** It is clear that the variational collision avoidance problem (as defined in \([7, 8, 15]\)) reduces to the variational obstacle avoidance problem in the case of two agents, with the second agent constrained as \( q_2(t) \equiv p \) for all \( t \in [0, T] \). From here, the proof follows immediately by Proposition 2 in \([15]\).

**Remark 2** In applications, distances can be calculated by, for instance, attaching a sensor to the agent. It is often the case that—due to technological limitations—measurements on distance are only possible/reliable within some given ball of the sensor, the radius \( h \) of which is called the sensing radius. We may account for this by demanding that the potential vanish identically whenever the distance between the sensor and the obstacle exceeds \( h \). This can be handled—while still preserving the regularity and positive-definiteness of the obstacle avoidance potential—by utilizing bump functions. Observe that this does not affect the analysis of Proposition 2.

Accounting for the sensing radius \( h \) as discussed in Remark 2, we now consider the smooth, non-negative family of potentials parameterized by \( D, r \in \mathbb{R}^+ \), \( k \in \mathbb{N} \) defined by

\[
V^k_{D, r}(q) = \begin{cases} 
\frac{c^r \exp \left(-\frac{1}{r-(d(p, q)/D)^{2k}}\right)}{\sqrt{r-(d(p, q)/D)^{2k}}} & d(p, q) < D \\
0 & \text{else}
\end{cases}
\]
Observe that when $D \leq h$, we satisfy the requirement that the potential vanish identically outside of the sensing radius.

**Corollary 1** If obstacle avoidance is feasible for the tolerance $0 < R \leq h$, then for all $r < R$, there exists $\tau^* \in \mathbb{R}^+$, $k^* \in \mathbb{N}$ such that for all $\tau > \tau^*$ and $k > k^*$, every minimizer of $J$ with the potential $V = V^k_{R, \tau}$ avoids the obstacle with tolerance $r$.

**Proof:** Since obstacle avoidance is feasible with tolerance $R$, there exists a reference trajectory $q \in \Omega$ that remains in the safety region with tolerance $R$ for all $t \in [0, T]$. Fix $r < R$ and choose $\tau^*$ such that $r < r^* < R$. It follows by definition that $V^k_{R, \tau}(r) = 0$ whenever $d(p, q) \geq R$—independent of $\tau, k$. Hence we have $V^r = 0$.

Moreover, $d(p, q)/R < r^*/R < 1$ whenever $d(p, q) < r^*$, so that $(d(p, q)/R)^{2k}$ can be made arbitrarily small by taking $k$ sufficiently large. Since $V^k_{R, \tau}$ is continuous, it follows that for all $\tau, \epsilon > 0$, there exists a $K > 0$ such that for all $k > K$, we have $V_{R, \tau} > \tau - \epsilon$ on $C^\epsilon_p$. In other words, $V^{\tau}$ can be made arbitrarily large by choosing the parameters appropriately. Since $\epsilon^2/(2(\tau - \epsilon))$ is finite and independent of the parameters $\tau, k, D$, it follows by Proposition 2 that any minimizer of $J$ avoids the obstacle with tolerance $r$ by choosing $\tau$ (and hence $k$) sufficiently large. \qed

### 5.2 General Obstacles

We now focus our attention to avoiding larger obstacles, which in the most general case are simply modeled as subsets of $Q$ with no additional structure. Similar to the case of point-obstacles, we will say that the obstacle avoidance task (with obstacle $P \subset Q$) is feasible with tolerance $R$ if there exists some $q \in \Omega$ such that $d(q(t), P) > r$ for all $t \in [0, T]$, where for $m \in Q$, the distance function is defined as $d(m, P) := \inf_{p \in P} d(m, p)$. For points $m, p \in Q$, it is easy to see that the triangle inequality holds as $d(m, P) \leq d(m, p) + d(p, P)$. From this it is clear that the analysis carried out in Proposition 2 and Corollary 1 follows identically, with all occurrences of the distance from $p \in Q$ replaced by the distance from $P \subset Q$.

**Corollary 2** If obstacle avoidance is feasible for the tolerance $0 < R \leq h$, then for all $r < R$, there exists $\tau^* \in \mathbb{R}^+$, $k^* \in \mathbb{N}$ such that for all $\tau > \tau^*$ and $k > k^*$, every minimizer of $J$ with

$$V^k_{R, \tau}(q) = \begin{cases} e^{r \tau} \exp \left(-\frac{1}{1 - (d(p, q)/R)^{2k}}\right) & d(P, q) < R \\ 0 & \text{else,} \end{cases}$$

avoids the $P$ with tolerance $r$.

This corollary poses an issue for practical purposes, as calculating $d(P, q)$ is computationally intensive. Along a minimizer, we would in general need to re-calculate the distance for each point in time. Moreover, even in the case where the boundary points $q_0, q_f \in Q$ for $\Omega$ are sufficiently close to represent the distance between points via the Riemannian exponential map as $d(m, p) = \|\exp^{-1}(p)\|$, the gradient $\nabla d(m, P)$ may not have a closed form (and so neither will $\nabla V(m)$). We therefore seek an alternative characterization which relies only on the distance function and family of potentials used in the previous section. In particular, we will suppose that the obstacle $P$ is totally bounded, so that we may cover it in a finite collection of open balls—the centers of which will be treated as point-obstacles. The potential will then be taken as a sum of the point-obstacle avoidance potentials that result in the minimizers of $J$ avoiding these balls. Before stating the result, we introduce a lemma describing some basic facts of totally bounded sets that will be useful in the subsequent proof.

**Lemma 5.1** Suppose $P \subset Q$ is totally bounded. Then,

1. $P$ is totally bounded.
2. Any subset $A \subset P$ is totally bounded.
3. $B_r(P)$ is totally bounded for any $r > 0$.

**Proposition 3** Suppose that obstacle avoidance is feasible with tolerance $0 < R \leq h$. Then for all $r < \frac{R}{2}$, there exists an $r^* < R$, $\tau > 0$, $k \in \mathbb{N}$, and a finite collection of points $\{p_i\} \subset P$ such that any minimizer of $J$ corresponding to the potential $V(q) = \sum_i V_i(q)$, where $V_i(q)$ is defined by

$$V_i(q) = \begin{cases} e^{r \tau} \exp \left(-\frac{1}{1 - (d(p_i, q)/R)^{2k}}\right) & d(p_i, q) < R \\ 0 & \text{else,} \end{cases}$$

avoids $P$ with tolerance $r$.  
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Proof: Fix \( r < \frac{R}{2} \). By Lemma 5.1, the set \( \overline{B}_r(P) \) is totally bounded and hence \( \partial B_r(P) \subset \overline{B}_r(P) \) is totally bounded, where \( \partial B_r(P) \) denotes the boundary of \( B_r(P) \). Define the real numbers \( \delta := \frac{R-2r}{2} \) and \( r^* := \frac{2r+\delta+R}{2} \) so that \( 0 < r < 2r+\delta < r^* < R \). Now let \( \{p_i^*\} \subset \partial B_r(P) \) be a finite collection of points such that \( \partial B_r(P) \subset \bigcup_i B_d(p_i^*) \). For each \( p_i^* \), choose a point \( p_i \in P \) such that \( d(p_i, p_i^*) = r \) (such a point exists by the definition of \( \partial B_r(P) \)).

Next we show that the collection of balls \( \{B_r(p_i)\} \) cover \( B_r(P) \). To that end, let \( m \in B_r(P) \), \( m^* \) be a point on \( \partial B_r(P) \) which minimizes the distance from \( m \), and \( p_i^* \) be an element of \( \{p_i^*\} \) which minimizes the distance from \( m^* \). Observe that \( d(m, p_i) \leq d(m, p_i^*) + d(p_i^*, p_i) \leq d(m, m^*) + d(m^*, p_i^*) + r \leq 2r + \delta < r^* \), so that \( m \in B_r(p_i) \). From this and the fact that \( r^* < R \), we have \( B_r(P) \subset \bigcup_i B_r(p_i) \subset B_R(P) \). From Corollary 1, it is clear that we may make the potential \( V_i \) arbitrarily large on \( B_r(p_i) \) by choosing \( \tau, k \) sufficiently large. Since every potential of this form is positive-definite, it follows that we may make \( V = \sum_i V_i \) arbitrarily large on each \( B_r(p_i) \), and hence on \( B_r(P) \). Moreover, on \( Q \setminus \overline{B_R}(P) \), we have \( V \equiv 0 \). The remainder of the proof follows from feasibility of the obstacle avoidance task and similar analysis to that found in the proofs of Proposition 2 and Corollary 1.

Remark 3 Proposition 3 implies that we can avoid a finite collection of point-obstacles (when feasible) by summing over an appropriate family of potentials—each of which correspond to the avoidance of one of the point-obstacles. Similarly, we can avoid a finite collection of totally bounded obstacles (when feasible) by summing over appropriate potentials.

5.3 Simulation Results

In this section, we conduct numerical simulations of the collision avoidance problem in the case of \( Q = \mathbb{R}^3 \) with the Euclidean metric. We choose our obstacle as a section of the unit sphere. In particular, we choose

\[
P = \{ (\sin(\phi) \sin(\theta), \sin(\phi) \cos(\theta), \cos(\phi)) \in \mathbb{R}^3 : 0 < \phi < \pi/4, 0 < \theta < \pi/2 \}.
\]

Boundary conditions were chosen so that solutions to the boundary value problem with the potential \( V \equiv 0 \) collide with the obstacle. In particular, we choose:

\[
q(0) = (0, 0, 0), \quad \dot{q}(0) = (0.125, 0.125, 0.45)
\]

\[
q(1) = (0.2, 0.5, 1.8), \quad \dot{q}(1) = (0.3, 0.25, 0.5)
\]

Motivated by Section 5.2, we choose three point obstacles \( p_1, p_2, p_3 \) of the form

\[
(x, y, z) = (\sin(\phi) \sin(\theta), \sin(\phi) \cos(\theta), \cos(\phi)) \quad \text{with} \quad (\phi, \theta) = \left( \frac{\pi}{12}, \frac{\pi}{6} \right), \left( \frac{\pi}{6}, \frac{\pi}{6} \right), \left( \frac{\pi}{3}, \frac{\pi}{3} \right)
\]

so that the balls of radius \( R = 0.3 \) centered at these points completely cover the obstacle \( P \). We then construct the potential \( V \) as in Proposition 3, namely so that we avoid the points \( p_1, p_2, p_3 \) with the tolerance of \( R = 0.3 \)—and hence avoid \( P \)—with \( k = 4 \) and \( \tau = 100/e \).

In Figure 1, we plot the solutions to the necessary conditions (2) with the potential \( V \) as defined above. Numerical integration is done via the Euler method with a time step of \( h = 0.001 \). A shooting method based on the downhill simplex algorithm was used to find the initial accelerations and jerks that lead to solutions to the boundary value problem.

![Figure 1: The plot on the left shows the numerical solutions to equations (2) with the potential V as defined above, from which it is clear that the agent avoids the obstacle P while solving the boundary value problem. The plot on the right shows the covering of the obstacle P by balls of radius R = 0.3 centered at the points p1, p2, and p3.](image-url)
6 Interpolation in Systems with Impulses

6.1 Multiple-Domain Hybrid Dynamical Systems

A Dynamical system with impulse effects (SIEs) is a class of dynamical system that exhibits both discrete and continuous behaviors [13], [14], [16]. The transition from one to the other occurs when the continuous-time flow reaches a co-dimension one submanifold of the state space and re-initializes via a $C^1$ map on this submanifold.

Definition: A $k$-domain SIEs is a tuple $\mathcal{H} = (\Gamma, Q, S, \Delta, X)$, where:

(i) $\Gamma = (V, E)$ is a connected, directed graph such that $V = \{y_1, ..., y_k\}$ is a set of $k$ vertices, and $E \subset Q \times Q$ is the set of edges. We further define the set of neighbors of a vertex $i \in V$ by $N_i = \{j \in V : e_{ij} \in E\}$.

(ii) $Q = \{Q_y\}_{y \in V}$ is a collection of smooth complete, connected Riemannian manifolds with Riemannian metric $g_y$.

(iii) $S = \{S_e\}_{e \in E}$ is a collection of guards, where for $e = (y_i, y_j) \in E$, $S_e$ is assumed to be a totally bounded embedded open section of $Q_{y_j}$.

(iv) $\Delta = \{\Delta_e\}_{e \in E}$ is a collection of reset maps, which are $C^1$ mappings where, for $e = (y_i, y_j) \in E$, $\Delta_e : S_e \to M_{y_j}$.

(v) $X = \{X_y\}_{y \in V}$ is a collection of smooth vector fields $X_y : Q_y \to TQ_y$.

The underlying dynamical system with impulse effects is then defined by

\[
\begin{cases}
\dot{q} = X_i(q) & \text{if } q \in Q_i \setminus \bigcup_{j \in N_i} S_{ij} \\
q^+ = \Delta_{ij}(q^-) & \text{if } q^- \in S_{ij} \text{ for some } j \in N_i,
\end{cases}
\]

where it is understood that $X_i = X_{y_i}$, $Q_i = Q_{y_i}$, and $S_{ij} = S_{e_{ij}}$, $\Delta_{ij} = \Delta_{e_{ij}}$, and where $q^-$ and $q^+$ denote the left-limit and right-limit, respectively, of the trajectory as it intersects $S_i$ (and is correspondingly reset by $\Delta$). In general, $q^- \neq q^+$, so that there may be a point of discontinuity here. However, as in [14], we are given the choice in deciding whether the trajectory will be left-continuous or right-continuous at this point. That is, whether $q^- \in S_{ij}$ or $q^+ \in \Delta_{ij}(S_{ij})$ belong to our trajectory. In this paper, we will choose the former. Note that the results that follow in this work hold regardless of this choice [16].

Remark 4 The above definition may in principle lead to a phenomenon known as Zeno behavior, characterized by an infinite number of resets in finite time—which is particularly problematic in applications where numerical work is used, as computation time grows infinitely large at these Zeno points. There are two primary modes through which Zeno behavior can occur:

1. A trajectory is continuously reset back to a guard. To exclude this type of behavior, we require that

\[
\left(\bigcup_{j \in N_i} S_{ij}\right) \cap \Delta_{ij}(S_{ij}) = \emptyset.
\]

This ensures that the trajectory will always be reset to a point with positive distance from the subsequent guard.

2. The set of times where a solution to our system reaches the guard (called the set of impact times) has a limit point (as happens, for instance, in the case of the bouncing ball with coefficient of restitution less than 1). To exclude this type of situation, we require that the set of impact times be closed and discrete, as in [14].

The above two assumptions will be assumed implicitly throughout the remainder of the paper.

6.2 Interpolation on Hybrid Systems

SIEs appear in a variety of robotic applications, typically with some control parameters in the dynamics. It is common in practice to develop a trajectory tracking controller, which causes the dynamics to converge to a desired trajectory exponentially fast from some set of initial conditions. Once such a controller is designed, one need only select the trajectory to track. For example, one may wish to design this trajectory so that it solves some interpolation problem. In general, however, the energy consumed along the task will depend on the particular choice in trajectory.

In continuous-time dynamical systems, cubic splines are a ubiquitous choice, because they are piecewise smooth and low energy or even energy-optimal interpolants. In SIEs, however, cubic polynomials may intersect a guard along its trajectory by chance and fail to reach the desired boundary condition. This can be rectified, for
instance, by using the minimizers of $J$ with an appropriate potential (as discussed in Section 5) used to avoid the guard as needed. For this to be possible, we will assume that obstacle avoidance is feasible whenever necessary.

For some $T \in \mathbb{R}$, $s \in \mathbb{N}$, consider a collection of times $0 = t_1 < t_2 < \cdots < t_s = T$ and knot points $\{\xi_n^{(n)}\}$, where $\sigma : \{1, \ldots, s\} \to \mathbb{V}$ such that for each $n \in \{1, \ldots, s\}$, $\xi_n^{(n)} = (q_n^{\sigma(n)}, \tau_n^{\sigma(n)}) \in TQ_{\sigma(n)}$ and $q_n^{(n)} \notin S_{\sigma(n)}$ for any $j \in N_{\sigma(n)}$.

**Interpolation Problem:** Find a piecewise smooth curve $\gamma : [0, T] \to Q$ such that $\gamma(t_n) = q_n^{\sigma(n)}$ and $\dot{\gamma}(t_n) = v_n^{\sigma(n)}$.

**Procedure:** We will construct a sequence of piecewise smooth curves, each of which solve some boundary conditions of the form $\gamma_n(t) = q_n^{\sigma(n)}$ and $\gamma_n(t_{n+1}) = q_n^{\sigma(n+1)}$. We then need only "glue" the curves together to get the desired result. We consider the two operators as follows: For any $\xi, \eta \in TQ_{\sigma(n)}$, denote by $P^\sigma(\xi; \eta, \cdot) : [0, \tau] \to Q$, a minimizer of $J$ (equation (1)) on $\Omega^T_{\sigma(n)}$ corresponding to some potential used to avoid $\cup S_{\sigma(n)}$ (as, for example, was designed in Section 5.2). Denote by $P^\sigma(\xi, \eta ; \cdot) : [0, \tau] \to Q$, a minimizer corresponding to some potential used to avoid $\cup S_{\sigma(n)}$, while $P^\sigma$ avoids all guards in $Q$, while $P^\sigma$ avoids all guards except for $S_{\sigma(n)}$. We denote such a path by $\gamma_n^{\sigma(n)}$. This strategy, when feasible, produces a solution to the interpolation problem. However, it is worth noting that the procedure (particularly along Case 2) requires some choice in point on the guard. This choice can be made

$\begin{align*}
\text{Case 1: } & \sigma(n) = \sigma(n+1) \\
\text{Case 2: } & \sigma(n) \neq \sigma(n+1). \end{align*}$

We now define the curve $\gamma_j^e$ recursively for $j = 2, \ldots, m-1$. Choose $\eta_j \in S_j$, and let $\tau_j^e := t_n + \sum_{k=1}^{j-1} \tau_k$. Define $\gamma_j^e(t) := P^\sigma(\Delta_j \gamma_{j-1}^e, \eta_j; t - \tau_j^e)$ for $t \in [\tau_j^e, t_n + j\alpha_m]$. Further let $\tau_j$ and $\xi_j^e$ be defined by the relation $\xi_j^e := \gamma_j^e(\tau_j^e + \tau_j) \in S_j$, and $\gamma_j^e(t) \notin S_j$, for any $t < \tau_j^e + \tau_j$ in its domain.

For $j = m$, we choose $\gamma_m^e(t) := P^\sigma(\Delta_m \gamma_{m-1}^e, \eta_m; t - \tau_m^e)$ for $t \in [\tau_m^e, t_n + \tau_m^e]$. Finally, we set

$\begin{align*}
\gamma_n(t) = \begin{cases}
\gamma_n^1(t) & \text{for } t \in [t_n, \tau_n^1] \\
\gamma_n^2(t) & \text{for } t \in [\tau_n^1, \tau_n^2] \\
\vdots & \\
\gamma_n^m(t) & \text{for } t \in [\tau_m^e, t_n + \tau_m^e]
\end{cases}
\end{align*}$

From which it is clear that $\gamma_n$ is a piecewise smooth curve satisfying $\gamma_n(t_n) = q_n^{\sigma(n)}$, $\gamma_n(t_{n+1}) = v_n^{\sigma(n)}$, $\gamma_n(t_{n+1}) = q_n^{\sigma(n+1)}$, $\gamma_{n+1}(t_{n+1}) = v_n^{\sigma(n+1)}$ for $n = 1, \ldots, s$.

This strategy, when feasible, produces a solution to the interpolation problem. However, it is worth noting that the procedure (particularly along Case 2) requires some choice in point on the guard. This choice can be made arbitrarily, but one may desire to understand if an "optimal" choice can be made. We can find necessary conditions for the final point by redoing the derivation of Proposition 1, but without the assumption that the variational vector fields vanishing at the end point. The effect of this is that the boundary terms picked up when integrating by parts will no longer vanish at $t = T$, from which necessary conditions can be derived with appropriate choices in the variational vector field. In particular, we have

**Lemma 6.1** Suppose $S \subseteq Q$. A critical point $q$ of $J$ satisfying the initial conditions $q(0) = q_0$ and $\dot{q}(0) = v_0$, and the unilateral constraint $q(T) \in S$ is a smooth curve satisfying

$\begin{align*}
\frac{D^3}{dt^3} \dot{q}(t) + R \left( \frac{D}{dt} \dot{q}(t), \ddot{q}(t) \right) & = -\text{grad} V(q(t)), \\
\left\| \frac{D}{dt} \dot{q}(T) \right\|_{q(T)}^2 & = g_{q(T)}(\dot{q}(T), \frac{D^2}{dt^2} \dddot{q}(T)).
\end{align*}$

(4) (5)

We see that (4) is identical to the necessary conditions (2) where the end point was fixed. On the other hand, (5) gives us a condition on the derivatives of $q$ at $t = T$. Note, however, that when closed forms for the solutions
to (4) cannot be found (which in general cannot be expected), solving (5) will be very difficult. Moreover, it is not guaranteed that the trajectory will not intersect the guard at some point before reaching the desired final point (though we may get arbitrarily close by choosing a point near the desired point that is not on the guard and then solving the boundary value problem with the avoidance potential—however this may lead to a very costly trajectory). Note also that condition (5) is different than the one imposed for velocities to reach a final submanifold in [1].

**Remark 5** Analogous to continuous-time dynamical systems, periodic orbits can be defined in a SIEs by a continuous curve $\gamma : \mathbb{R} \rightarrow \mathbb{Q}$ and a real number $T \in \mathbb{R}$ such that $\gamma(t + T) = \gamma(t)$ for all $t \in \mathbb{R}$. The prevailing difference in a SIEs is that such orbits will in general not be closed. Note that the solution to the interpolation problem can be used to construct periodic orbits in a SIEs by choosing the knot points such that $\xi_{s}^{\sigma(1)} = \xi_{s}^{\sigma(s)}$.

### 7 Conclusions and Future Work

In this paper, we presented a motion planning strategy based on variational principles and an artificial potential function. The global existence of extrema was proven in the case that the potential is non-negative. The obstacle avoidance task was studied, and conditions on the artificial potential were derived to guaranteed obstacle avoidance within some tolerance in the case of point-obstacles and obstacles represented by totally bounded subsets of the underlying manifold. Furthermore, a smooth family of potential was provided which may be used to yield obstacle avoidance of an arbitrarily large tolerance (bounded by the geometry of the manifold and the sensing radius). Finally, the results were applied to solve an interpolation problem on Systems with Impulse Effects (SIEs).

Some future work to consider is the application of the results to Lie groups and symmetric spaces, which offers sufficiently rich geometry and symmetry to reduce the necessary conditions (2), and may further be used to simplify equation (5)—making the results more directly applicable in applications. We are further interested in studying sufficient conditions for optimality through the second variation of the action (1) and bi-Jacobi fields.
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