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Abstract

The paper proposes a new bootstrap approach to the Pesaran, Shin and Smith’s bound tests in a conditional equilibrium correction model with the aim to overcome some typical drawbacks of the latter, such as inconclusive inference and distortion in size. The bootstrap tests are worked out under several data generating processes, including degenerate cases. Monte Carlo simulations confirm the better performance of the bootstrap tests with respect to bound ones and to the asymptotic F test on the independent variables of the ARDL model. It is also proved that any inference carried out in misspecified models, such as unconditional ARDLs, may be misleading. Empirical applications highlight the importance of employing the appropriate specification and provide definitive answers to the inconclusive inference of the bound tests when exploring the long-term equilibrium relationship between economic variables.
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1. Introduction

Cointegration and equilibrium correction are fundamental concepts to understand short-run and long-run properties of economic data, as they provide an appropriate framework for testing economic hypotheses about growth and fluctuations. In any empirical investigation, economic time series must be properly analyzed to ascertain their integration and cointegration properties. Such analyses allow an effective interpretation of economic results and suggest possible modeling strategies and specifications that are consistent with the data, while also reducing the risk of spurious regressions. [see 1, 3, 18].

In recent literature, the cointegration approaches proposed by Granger [7], Engle and Granger [5], Johansen and Juselius [8] and Pesaran et al. [17] have become the paramount solutions to the problem of determining long-run equilibrium relationships among economic variables. In particular, the latter contribution, also known as the Autoregressive Distributed Lag (ARDL) approach to cointegration or bound testing, has become prominent in empirical research thanks to its applicability also in cases of mixed order integrated variables, albeit with integration not exceeding the first order. This approach has been extensively used, having several advantages with respect to traditional statistical methods for testing cointegration. First, it evades the necessity of pre-testing the variables, thus avoiding some common practices that may prevent finding cointegrating relationships, such as dropping variables or transforming them into stationary form [see, for example 12]. Furthermore, cointegrating testing is performed in an ARDL model that allows different lag orders for each variable [6], thus providing a more flexible framework than other commonly employed approaches. The original bound tests proposed by Pesaran et al. [17] are an $F$-test for the significance of the coefficients of all lagged level variables entering the error correction term, and a $t$-test for the coefficient of the lagged dependent variable. When either the dependent or the independent variables do not appear in the long-run relationship, a degenerate case arises. The bound $t$-test provides answers on the occurrence of a degenerate case of first type, while the occurrence of the other degenerate case can be verified by testing whether the integration order of the dependent variable is $I(1)$. Indeed, a stationary dependent variable would rule out the existence of a long-run relationship between the latter and the other variables of the model. Recently McNown et al. [12] pointed out how, due to the low power problem of unit root tests, investigating the presence of second type degeneracy by testing the integration order of the dependent variable may lead to incorrect conclusions. Therefore, they suggested checking this type of degeneracy by verifying the significance of the lagged levels of the independent variables via an extra $F$-test.

Pesaran et al. [17] derived the asymptotic distributions of the bound tests under the null hypothesis of the absence of a long-run cointegrating relationship and used stochastic simulations to compute two sets of critical values: one for the case of stationary regressors and another for first-order integrated regressors. The former set represents the upper bound for the acceptance of the null, the latter the lower bound for its rejection. The inference is inconclusive if the test statistic lies between the said bounds, unless the integration order of the regressors is known. The asymptotic distributions of the statistics, which depend on the integration order of the variables, the number of regressors and the presence of deterministic components in the ARDL equation, may provide a poor approximation of the true distributions in small samples.
Finite sample critical values, even if only for a sub-set of all possible model specifications, have been worked out in the literature [see 13, 15, 9, 14], while 10 provided the quantiles of the asymptotic distributions of the tests as functions of the sample size, the lag order and the number of long-run forcing variables. However, this relevant improvement does not eliminate the uncertainty related to the inconclusive regions, or the existence of other critical issues related to the underlying assumptions of the bound test framework, such as the (weak) exogeneity of the independent variables or the non-stationarity of the dependent variable.

As pointed out by McNown et al. 12, some of these assumptions are often violated in empirical research. For instance, in a lot of studies the ARDL test is performed by treating each variable as dependent variable in a sequence of regressions which implicitly assume that all (or some of those) variables are endogenous. Other studies draw conclusions about the existence of a cointegrating relationship just by applying the overall $F$-test, without accounting for a possible occurrence of a degeneracy of first or second type (see the references quoted in McNown et al. 12 for a review of the erroneous implementation of the bound tests).

With the aim of addressing some drawbacks of the ARDL tests of Pesaran, Shin and Smith (PSS), such as the existence of inconclusive inference areas and distortion in size, McNown et al. 12 developed a bootstrap version of the bound tests, while Sam et al. 19 derived the limiting distribution of the bound $F$-test on the lagged independent variables. The authors worked out the bootstrap version of the latter $F$-test, together with those of the bound $F$ overall and $t$ tests, providing an important contribution to the ARDL testing methodology. In particular the bootstrap tests, being dependent on the specific properties of the data set at hand, manage to rule out any possible inconclusive inference, which was one of the main drawback of bound tests of Pesaran et al. 17. Nevertheless, in their study they employed a bivariate ARDL model which does not include instantaneous differences of the independent variables in the ARDL equation, as assumed by the Pesaran approach. The absence of the latter, introduced in the ARDL equation by the operation of conditioning the dependent variable to the values of the independent ones, means that the bootstrap procedure relies on an unconditional ARDL model. Furthermore, the bivariate nature of the model does not permit to highlight the behaviour of the bootstrap tests when cointegrated independent variables appear in the error correction term.

In this paper, we propose a new bootstrap approach to the bound tests in a conditional ARDL model, as proposed by Pesaran et al. 17 in their seminal work, which goes beyond the simple bivariate model used by McNown et al. 12. The importance of dealing with conditional ARDL models rests on the fact that conditioning the dependent variable, say $y_t$, on the others of the model, say $x_t$, and assuming that $y_t$ does not Granger cause $x_t$, makes these variables exogenous with respect to the parameters of interest of the ARDL equation. This assumption allows to rule out the VECM marginal model (i.e., the model explaining the independent variables $x_t$) in the analysis of the cointegration relationship between $y_t$ and $x_t$, since the model becomes non-informative in this respect.

In the paper, the performance of the bootstrap tests is evaluated via a simulation study that takes into account different data generating processes (DGPs) for the conditional ARDL model. The DGPs cover also degenerate cases and assume the presence of either cointegrated or stationary independent variables. The bootstrap procedure is carried out in several steps, and it
allows the construction of the (bootstrap) distribution under the null of the overall $F$ ($F_{ov}$), $t$ and $F$-test on the lagged independent variables ($F_{ind}$).

Inference can always be pursued with this method, also when the critical values either of the PSS tests or of the asymptotic $F$-test on the independent variables of Sam et al. [19] cannot be computed. Monte Carlo simulations confirm the better performance, in term of size and power, of the bootstrap ARDL tests with respect to the bound ones. By generating data under the correctly specified conditional ARDL model, and comparing the performance of the bootstrap tests estimating both the conditional and the unconditional ARDL specifications, it emerges that inference based on the latter can lead to misleading results.

The analysis developed in the paper focuses on two of the most frequently used specifications (restricted intercept and no trend, unrestricted intercept and no trend) of the five proposed by Pesaran et al. [17]. The results herein provided open a path to an effective way of testing cointegrating relationships, with great benefit to practitioners that should avoid erroneous inference in presence of degenerate cases.

The article is organized as follows: Section 2 introduces the ARDL bound tests; Section 3 expands on the bootstrap test procedure; Section 4 delves into the Monte Carlo simulation study; Section 5 offers two illustrative applications on macroeconomic data, highlighting how inconclusive inference or an incorrect specification can be detrimental in a practical context; Section 6 concludes. An appendix works out the methodological aspects underlying the bound tests, offering further perspectives on some already established results. In particular, the consequences of performing bootstrap cointegrating tests in a misspecified models are highlighted, granting a deeper understanding of the results provided by the paper.

### 2. The ARDL Model and Bound Tests

The starting point of the work of Pesaran et al. [17] is a $(K + 1)$ VAR of order $p$

$$A(L)(z_t - \mu - \eta t) = \varepsilon_t \quad \varepsilon_t \sim N(0, \Sigma), \quad t = 1, 2, \ldots, T \quad (1)$$

where $A(L) = (I_{K+1} - \sum_{j=1}^{p} A_j L^j)$. Here, $A_i$ are square $(K + 1)$ matrices, $z_t$ a vector of $(K + 1)$ variables, $\mu$ and $\eta$ $(K + 1)$ vectors representing drift and trend and $\varepsilon_t$ a vector of error terms, respectively. The roots of $A(z)$ are assumed to be either greater or equal to one.

To study the adjustment to equilibrium of a variable $y_t$ given the other $x_t$ variables, we focus on the conditional VECM system

$$\Delta y_t = \alpha_{0,y} + \alpha_{1,y} t - a_{yy} y_{t-1} - \tilde{a}'_{y,x} x_{t-1} + \sum_{j=1}^{p-1} \gamma'_{y,x,j} \Delta z_{t-j} + \omega' \Delta x_t + \nu_{yt} \quad (2)$$

$$\Delta x_t = \alpha_{0,x} + \alpha_{1,x} t - A_{xx} x_{t-1} + \sum_{j=1}^{p-1} \Gamma_{x,j} \Delta z_{t-j} + \varepsilon_{xt} \quad (3)$$
Here, $a_{0y}, a_{1y}, a_{0x}$ and $a_{1x}$ are parameters, and $a_{yy}, \tilde{a}_{y,x}$ and $A_{xx}$ elements of the cointegrating matrix

$$\tilde{A} = \begin{bmatrix} a_{yy} \\ \tilde{a}_{y,x} \\ 0 \\ 0 \\ A_{xx} \end{bmatrix}_{{(K+1,K+1)}}$$

(4)

$$\sum_{j=1}^{p-1} \gamma_{y,x,j} L^j \quad \text{and} \quad \sum_{j=1}^{p-1} \Gamma_{x,j} L^j$$

are polynomials of short-run multipliers and $\nu_t$ and $\varepsilon_{xt}$ stochastic terms.

The ARDL equation for $\Delta y_t$ in (2) can be rewritten as

$$\Delta y_t = \alpha_{0y} + \alpha_{1y} t - a_{yy} EC_{t-1} + \sum_{j=1}^{p-1} \gamma_{j} \Delta z_{t-j} + \omega' \Delta x_t + \nu_t$$

(5)

Here the error correction term, $EC_{t-1}$, expresses the long-run equilibrium relationship between $y_t$ and $x_t$, while the constant $\alpha_{0y}$ and the trend coefficient $\alpha_{1y}$ may be not included in the equation when a restricted model is considered (see Appendix A).

To test the hypothesis of cointegration between $y_t$ and $x_t$, Pesaran et al. [17] proposed an $F$-test, $F_{ov}$ hereafter, based on the hypothesis system

$$H_0: a_{yy} = 0 \cap \tilde{a}_{y,x} = 0$$

(6)

$$H_1: a_{yy} \neq 0 \cup \tilde{a}_{y,x} \neq 0$$

(7)

Note that $H_1$ covers also the degenerate cases

$$H_{1y}: a_{yy} = 0 , \tilde{a}_{y,x} \neq 0$$

(8)

$$H_{1x}: a_{yy} \neq 0 , \tilde{a}_{y,x} = 0$$

(9)

which are referred to as degenerate case of first and second type, respectively. Degenerate cases imply no cointegration between $y_t$ and $x_t$.

The exact distribution of the $F$ statistic under the null is unknown, but it is limited from above and below by two asymptotic distributions: one corresponding to the case of stationary regressors, and another to the case of first-order integrated regressors. As a consequence, the test is called bound test and has an inconclusive zone. Furthermore, since the test does not require all variables to be individually $I(1)$, the considered concept of long-run relationship is broader than that of cointegration. 

Accordingly, Pesaran et al. [17] worked out two sets of (asymptotic) critical values: one, $\{\tau_{L,F}\}$, for the case when $x_t \sim I(0)$ and the other, $\{\tau_{U,F}\}$, for the case when $x_t \sim I(1)$. These values vary in accordance with the number of regressors in (2), the sample size and the assumptions made about the deterministic components (intercept and trend) of the data generating process. In this regard, five cases have been considered by the authors (see Appendix A). In case the null hypothesis is rejected, a $t$ test for the null $a_{yy} = 0$ must be carried out to rule out a degeneracy of first type. This test is bound as well, and inconclusive inference occurs when the statistic

---

1The knowledge of the rank of the cointegrating matrix is necessary to overcome this impasse.
lies between the critical values worked out for the case when all \( x_t \) are stationary, \( \{\tau_{L,t}\} \), and first-order integrated, \( \{\tau_{U,t}\} \), respectively. Asymptotic critical values have been worked out for this test by Pesaran et al. \[17\] for case I (no intercept and no trend), case III (unrestricted intercept, no trend) and case V (unrestricted intercept and trend), while Narayan and Smyth \[16\] determined critical values for both the \( F \) and \( t \) tests in small samples.

To detect the degenerate case of second type, McNown et al. \[12\] proposed to verify either the significance of \( \tilde{a}_{y,x} \) with an \( F \) test, \( F_{\text{ov}} \) hereafter, or to test the order of integration of \( y_t \). Indeed, should the lagged variables \( x_{t-1} \) be insignificant in the error correction term, then \( \Delta y_t \) would depend only on its lagged values in \[5\] and, accordingly, \( y_t \) would be stationary. Furthermore, McNown et al. \[12\] proposed also bootstrap \( F \) and \( t \) tests with the aim of evaluating the performance of the ARDL bound tests and overcoming the issue of inconclusive inference. By using Monte Carlo simulations, McNown et al. \[12\] showed that bootstrap tests perform well in terms of both power and size, overcoming the most serious size distortions shown by the ARDL tests. Their bootstrap procedure hinges on a bivariate ARDL model, which for case III is specified as follows

\[
\begin{align*}
\Delta y_t & = \phi_0 - a_{yy} y_{t-1} - a'_{yx} x_{t-1} + \phi_{1y} \Delta y_{t-1} + \phi_{2y} \Delta x_{t-1} + \varepsilon_{yt} \\
\Delta x_t & = \alpha_0x - \alpha_{xx} x_{t-1} + \phi_{1x} \Delta y_{t-1} + \phi_{2x} \Delta x_{t-1} + \varepsilon_{xt}
\end{align*}
\]

This is the unconditional form of the ARDL equation for \( \Delta y_t \), as it does not include any instantaneous difference of the variable \( x_t \), as it should be expected as consequence of the operation of conditioning \( y_t \) on \( x_t \). In addition, this simple bivariate model does not allow to evaluate the performance of the bootstrap test when cointegrated explanatory variables are present in the EC term.

The model \[10\] is initially estimated via OLS and the related test statistics \( F_{\text{ov}}, t \) and \( F_{\text{ind}} \) are obtained. Subsequently, the model is re-estimated under each of the following null hypotheses

\[
\begin{align*}
F_{\text{ov}} & \rightarrow H_0 : a_{yy} = 0 \land a_{yx} = 0 \quad (11) \\
t & \rightarrow H_0 : a_{yy} = 0 \quad (12) \\
F_{\text{ind}} & \rightarrow H_0 : a_{yx} = 0 \quad (13)
\end{align*}
\]

and the residuals, \( \hat{\varepsilon}_{yt}, \hat{\varepsilon}_{xt} \) are used to generate the bootstrap observations \( y_t^*, x_t^* \) sequentially via \[10\] under each null. The latter observations are in turn employed to construct the bootstrap distributions \( F_{\text{ov}H_0}, t^{H_0} \) and \( F_{\text{ind}H_0} \), by repeating the procedure a large number of times. Finally, the (bootstrap) \( p \)-values related to the \( F_{\text{ov}}, t \) and \( F_{\text{ind}} \) statistics previously obtained are evaluated by using the bootstrap distributions under their respective null.

In Section 3 we propose a bootstrap alternative to the bound tests that relies on the conditional version of the ARDL equation for \( \Delta y_t \), coherently with the approach proposed by Pesaran et al. \[17\]. Monte Carlo simulations are then carried out to investigate the performance of our proposal which, assuming a multivariate DGP for the ARDL model, hinges on a more complex simulation context than the one assumed by McNown et al. \[12\].
3. The New Bootstrap Procedure

The bootstrap procedure here proposed focuses on ARDL models with no trend and either restricted or unrestricted intercept, referred to as case II and case III respectively (see Appendix A).

- Case II

\[
\Delta y_t = -a_{yy}(y_{t-1} - \mu_y) - \bar{\alpha}'_{y,x} (x_{t-1} - \mu_x) + \sum_{j=1}^{p-1} \gamma'_{y,x,j} \Delta z_{t-j} + \omega' \Delta x_t + \nu_{yt} \tag{14}
\]

- Case III

\[
\Delta y_t = \alpha_{0,y} - a_{yy} y_{t-1} - \bar{\alpha}'_{y,x} x_{t-1} + \sum_{j=1}^{p-1} \gamma'_{y,x,j} \Delta z_{t-j} + \omega' \Delta x_t + \nu_{yt} \tag{15}
\]

Two independent variables have been included in the model and different data generating processes (DGPs) have been considered in order to duly take into account a variety of situations implying cointegration, no cointegration and degenerate cases.

The bootstrap procedure consists of the following steps:

1. The unrestricted ARDL model, (14) or (15), is estimated via OLS and the related test statistics \( F_{ov}, t \) or \( F_{ind} \) are computed. For case II, the intercept is also restricted to be zero under the null of the \( F_{ov} \) test, differently from case III where the intercept does not partake the test (see Appendix A).

2. In order to construct the distribution of each test statistic under the respective null, the same model is re-estimated imposing the appropriate restrictions on the coefficients affected by each of the tests under consideration. For example, considering \( F_{ind} \) and case III, it amounts to estimating the model in (14) disregarding \( x_{t-1} \) from the set of explanatory variables of \( \Delta y_t \).

3. The restricted residuals are computed. For example, regarding case III, the residuals are

\[
\hat{\nu}_{yt}^{F_{ov}} = \Delta y_t - \sum_{j=1}^{p-1} \hat{\gamma}'_{y,x,j} \Delta z_{t-j} - \hat{\omega}' \Delta x_t \tag{16}
\]

\[
\hat{\nu}_{yt}^{t} = \Delta y_t + \hat{\alpha}'_{y,x} (x_{t-1} - \hat{\mu}_x) - \sum_{j=1}^{p-1} \hat{\gamma}'_{y,x,j} \Delta z_{t-j} - \hat{\omega}' \Delta x_t \tag{17}
\]

\[
\hat{\nu}_{yt}^{F_{ind}} = \Delta y_t + \bar{a}_{yy} (y_{t-1} - \hat{\mu}_y) - \sum_{j=1}^{p-1} \hat{\gamma}'_{y,x,j} \Delta z_{t-j} - \hat{\omega}' \Delta x_t \tag{18}
\]

Here, the apex "\( \hat{\cdot} \)" denotes the estimated parameters. Case II can be dealt with analogously.
4. The marginal VECM model explaining the independent variables
\[ \Delta z_t = \alpha_0 - A z_{t-1} + \sum_{j=1}^{p-1} \Gamma_j \Delta z_{t-j} + \varepsilon_t \] (19)
is estimated, and the residuals
\[ \hat{\varepsilon}_{xt} = \Delta x_t - \hat{\alpha}_0 x_t + \hat{A}_{xx} x_{t-1} - \sum_{j=1}^{p-1} \hat{\Gamma}_{j(x)} \Delta z_{t-j}. \] (20)
are thus computed. This approach guarantees that \( \hat{\varepsilon}_{xt} \) are uncorrelated with the ARDL residuals \( \hat{\nu}_{yt} \).

5. A large set of \( B \) bootstrap replicates are extracted from the residuals calculated as in \( (16),(17),(18) \) and \( (20) \). In each replication, the following operations are carried out
(a) Each set of \( (T - p) \) resampled residuals (with replacement) \( \hat{\nu}^{(b)}_{yt} = (\hat{\nu}^{(b)}_{yt}, \hat{\varepsilon}^{(b)}_{xt}) \) is re-centered [see 4] \[ \hat{\nu}^{(b)}_{yt} = \hat{\nu}^{(b)}_{yt} - \frac{1}{T-p} \sum_{t=p+1}^{T} \hat{\nu}^{(b)}_{yt} \] (21)
\[ \hat{\varepsilon}^{(b)}_{xt} = \hat{\varepsilon}^{(b)}_{xt} - \frac{1}{T-p} \sum_{t=p+1}^{T} \hat{\varepsilon}^{(b)}_{xt} \quad i = 1, \ldots, K \] (22)
(b) A sequential set of \( (T - p) \) bootstrap observations, \( y^*_t, x^*_t \ t = p+1, \ldots, T, \) is generated as follows
\[ y^*_t = y^*_{t-1} + \Delta y^*_t, \quad x^*_t = x^*_{t-1} + \Delta x^*_t \] (23)
where \( \Delta x^*_t \) are obtained from \( (20) \) and \( \Delta y^*_t \) from either \( (16), (17) \) or \( (18) \) after replacing in each of these equations the original residuals with the bootstrap ones.
The initial conditions, that is the observations before \( t = p + 1 \) are obtained by drawing randomly \( p \) observations in block from the original data, so as to preserve the data dependence structure.
(c) An unrestricted ARDL model is estimated via OLS using the bootstrap observations, and the statistics \( F^{(b),H_0}, t^{(b),H_0} \) and \( F^{(b),H_0} \) are computed.

6. The bootstrap distributions of \( \{ F^{(b),H_0}_{ow} \}^B_{b=1}, \{ F^{(b),H_0}_{ind} \}^B_{b=1} \) and \( \{ t^{(b),H_0} \}^B_{b=1} \) under the null are then employed to determine the critical values of the tests. By denoting with \( T^*_b \) the ordered bootstrap test statistic, and with \( \alpha \) the nominal significance level, the bootstrap critical values are determined as follows
\[ c_{1-\alpha}^* = \min \left\{ c : \sum_{b=1}^{B} 1_{\{T^*_b > c\}} \leq \alpha \right\} \] (24)
for the F tests and
\[ c^*_{\alpha} = \max \left\{ c : \sum_{b=1}^{B} 1_{\{ T^*_b < c \}} \leq \alpha \right\} \]  
(25)
for the t test.

Here, \( 1_{\{ x \in A \}} \) is the indicator function, which is equal to one if the condition in subscript
is satisfied and zero otherwise.

The null hypothesis is rejected if the F statistic computed at step 1, \( F_{ov} \) or \( F_{ind} \), is greater than
\( c^*_{1-\alpha} \), or if the t statistic computed at the same step is lower than \( c^*_{\alpha} \).

4. Results from Monte Carlo Simulations

In this section, a simulation study on three variables, \((y_t, x_{1t}, x_{2t})\), has been carried out with the
aim of evaluating the performance of the bootstrap test in detecting cointegration between
\( y_t \) and the other variables, \( x_t = (x_{1t}, x_{2t}) \), in an ARDL model. The data for these variables have
been generated starting from the trivariate density of the error term \( \varepsilon_t = (\varepsilon_{yt}, \varepsilon_{x1t}, \varepsilon_{x2t}) \) of the
VAR model in Equation (1). Hence, using the values of the variance/covariance matrix, \( \Sigma \), of
\( \varepsilon_t \), the conditional error term of the ARDL equation, \( \nu_{yt} = \varepsilon_{yt} - \omega' \varepsilon_{xt} \), has been computed (see
Appendix A). Afterwards, using the conditional VECM system of Equations (2)-(3), the first
differences of the explanatory variables, \( \Delta x_t \), have been generated, and the latter used to obtain
\( \Delta y_t \). In order to preserve temporal dependence, the data have been generated recursively, one
observation at a time. A burn-in period of 50 observations has been considered, using the first
\((p-1)\) rows of \((\nu_{yt}, \varepsilon_{xt})\) as starting values.

Different DGPs for the conditional ARDL models have been considered for cases II (restricted
intercept and no trend) and III (unrestricted intercept and no trend), specified in (14) and
(15). For comparison reasons, the tests, \( F_{ov} \), \( F_{ind} \), \( t \), in misspecified models, the tests have been
carried out in both the unconditional and conditional versions of the ARDL model for cases II
and III. This means that, by taking for instance case III given in Equation (15), the tests have
been performed on the parameters of both the following specifications

\[ \Delta y_t = \alpha_{0y} - a_{yy} y_{t-1} - \tilde{a}_{y,x}' x_{t-1} + \sum_{j=1}^{p-1} \gamma_{y,x,j}' \Delta z_{t-j} + \omega' \Delta x_t + \nu_{yt} \]  
(26)

\[ \Delta y_t = \alpha_{0y} - a_{yy} y_{t-1} - a_{yx}' x_{t-1} + \sum_{j=1}^{p-1} \gamma_{y,j}' \Delta z_{t-j} + \varepsilon_{yt} \]  
(27)

Here,
\[ \tilde{a}_{y,x}' = a_{yx}' - \omega' A_{xx} = a_{yx}^{(UC)'} - a_{yx}^{(C)'} \]  
(28)
with \( a_{yx}^{(UC)'} = a_{yx}' \) and \( a_{yx}^{(C)'} = \omega' A_{xx} \). It is worth noting that the term \( a_{yx}^{(C)'} = \omega' A_{xx} \) does not
appear in the estimation of the unconditional model, because it is the term which is introduced
in the conditional ARDL, by conditioning \( y_t \) on the independent variables \( x_t \).

The error covariance matrix \( \Sigma \) of the VAR model (1), and the parameter vector \( \omega' = \sigma_{yx}' \Sigma_{xx}^{-1} \)
resulting from conditioning have been specified as follows

\[
\Sigma = \begin{bmatrix}
1.69 & 1.44 \\
0.52 & -0.31
\end{bmatrix} \quad \omega' = \begin{bmatrix}
0.404 \\
0.6413
\end{bmatrix}
\]

Regarding the short-run part of the unconditional VECM and conditional ARDL equations, \( p = 2 \) lag periods have been chosen, with unconditional parameter matrices \( \Gamma_1 \) and \( \Gamma_2 \) and conditional parameter vectors \( \gamma'_{y,x,j} = \gamma_{y,j} - \omega' \Gamma_{(x),j}, \ j = 1, 2 \), specified as follows

\[
\Gamma_1 = \begin{bmatrix}
0.6 & 0 & 0.2 \\
0.1 & -0.3 & 0 \\
0 & 0 & -0.03 & 0.2
\end{bmatrix} \quad \Gamma_2 = \begin{bmatrix}
0.2 & 0 & 0.15 & 0 \\
0 & 0.05 & -0.15 & 0.1
\end{bmatrix}
\]

\[
\gamma'_{y,x,1} = \begin{bmatrix}
0.5595 \\
0.3173 \\
0.07173
\end{bmatrix} \quad \gamma'_{y,x,2} = \begin{bmatrix}
0.1797 \\
0.0603 \\
0.03586
\end{bmatrix}
\]

The conditional VECM intercept is \( \alpha_0^e = \tilde{A} \mu \). Here, \( \mu' = (\mu_y, \mu_{x_1}, \mu_{x_2}) = [0.2 \ 0.3 \ 0.4] \) is the mean vector of the VAR model \([1]\), and \( \tilde{A} \) is the cointegrating matrix resulting from the operation of conditioning \( y_t \) on \( x_t \) and setting \( \alpha_{xy} = 0 \)

\[
\tilde{A} = \begin{bmatrix}
a_{yy} & \tilde{a}_{y,x} \\
0 & A_{xx}
\end{bmatrix}
\]

(29)

Under case II, the conditional ARDL intercept is \( \alpha_{0,y} = e_1' \alpha_0^e \), with \( e_1 = [1 \ 0 \ 0] \), and is tied to the long-run relationships between the (possibly) cointegrated variables. On the contrary, under case III the intercept is unrestricted, and set to \( \alpha_{0,y} = 0.3 \).

The following specifications have been assumed for the sub-matrix \( A_{xx} \) in (29)

\[
\text{case A)} \quad A_{xx} = [0.7 \ 1.1 \ 1.1] \\
\text{case B)} \quad A_{xx} = \begin{bmatrix}
0.3 & -0.4 \\
0.3 & 0.3
\end{bmatrix}
\]

(30)

depending on whether the independent variables have been assumed to be cointegrated (A), or not cointegrated, namely stationary (B).

As for the elements \( a_{yy} \), \( a_{yx}^{(UC)} \), \( a_{yx}^{(C)} \), they depend on the DGP under consideration. When they are not assumed to be null, they are set equal to

\[
a_{yy} = 0.7 \quad a_{yx}^{(UC)} = [0.6, \ 0.4] \\
a_{yx}^{(C)} = \begin{bmatrix}
0.4938 \\
0.4938
\end{bmatrix} \quad a_{y,x}' = \begin{bmatrix}
0.1062 \\
-0.0938
\end{bmatrix} \\
a_{yx}^{(C)} = \begin{bmatrix}
0.442 \\
0.03062
\end{bmatrix} \quad a_{y,x}' = \begin{bmatrix}
0.158 \\
0.36937
\end{bmatrix}
\]

(31)

Accordingly, the DGPs under examination are

- DGP 1: \( a_{yy} \neq 0 \), \( a_{yx}^{(UC)} \neq 0 \) \( \rightarrow \tilde{a}_{y,x}' = a_{yx}^{(UC)} - a_{yx}^{(C)} \neq 0 \).
- DGP 2: \( a_{yy} = 0 \), \( a_{yx}^{(UC)} \neq 0 \) \( \rightarrow \tilde{a}_{y,x}' = a_{yx}^{(UC)} - a_{yx}^{(C)} \neq 0 \).
- DGP 3: \( a_{yy} = 0 \), \( a_{yx}^{(UC)} = a_{yx}^{(C)} \) \( \rightarrow \tilde{a}_{y,x}' = 0 \).
- DGP 4: \( a_{yy} = 0 \), \( a_{yx}^{(UC)} = 0 \) \( \rightarrow \tilde{a}_{y,x}' = a_{yx}^{(C)} \neq 0 \).
- DGP 5: \( a_{yy} \neq 0 \), \( a_{yx}^{(UC)} = 0 \) \( \rightarrow \tilde{a}_{y,x}' = a_{yx}^{(C)} \neq 0 \).
DGP 1 implies the existence of cointegration between $y_t$ and the $x_t$ variables. The other DGPs deal with degenerate cases (see Appendix A). To account for different levels of strength in cointegration, two configurations are assumed for this DGP: the former, denoted DGP 1H, is given in Equation (31), the latter, denoted DGP 1L, is as in (31) but with values of $a_{yy}$ and $a_{yx}^{(UC)}$ which are halved with respect to the ones of the former.

Under DGPs 2, 3 and 4, both the cases of cointegrated independent variables (case A, $rk(A_{xx}) = 1$) and stationary independent variables (case B, $rk(A_{xx}) = 2$) are considered.

In particular, under DGP 3 degeneracy cases of both first and second type occur ($a_{yy} = 0$, $\tilde{a}_{y,x} = 0$). It is worth noting that an analysis based on the unconditional ARDL does not allow to detect the degeneracy of second type as in this model $a_{yx} = a_{yx}^{(UC)} \neq 0$.

Under DGP 4, only a degeneracy of first type occurs ($a_{yy} = 0$). Similarly, in this setting an analysis based on the unconditional model would lead to the incorrect conclusion that degenerate cases of both first and second type occur ($a_{yy} = 0$, $\tilde{a}_{y,x} = 0$).

Regarding DGP 5, no degeneracy case is at work ($a_{yy} \neq 0$, $\tilde{a}_{y,x} \neq 0$). However, as the only term in the unlagged $x_t$ appearing in the ARDL equation is the stationary term introduced by conditioning $y_t$ on $x_t$, namely $a_{yx}^{(C)_t} = \omega^t A_{xx} x_{t-1}$, $y_t$ must be stationary as well (see Appendix A). It is worth noting that according to the unconditional model a degeneracy case of second type is at work ($a_{yy} \neq 0$, $\tilde{a}_{y,x} = a_{yx}^{(UC)} = 0$).

Finally, under DGP 6 a degeneracy case of second type occurs ($a_{yy} \neq 0$, $\tilde{a}_{y,x} = 0$), since the term $a_{yx}^{(C)_t}$, introduced in the ARDL equation by conditioning $y_t$ on $x_t$, cancels off $a_{yx}^{(UC)}$. On the contrary, in the unconditional model no degeneracy case occurs as $a_{yy} \neq 0$, $\tilde{a}_{y,x} = a_{yx}^{(UC)} \neq 0$.

It is worth noting that under DGPs 1, 5 and 6, the case of stationary independent variables (case B) is not considered. Indeed, upon noting that when $a_{yy} \neq 0$

$$rk(A) = 1 + rk(A_{xx})$$

it becomes clear that it is possible to consider the case of stationary variables only when a degeneracy of first type occurs. Otherwise, the matrix $A$ would be of full rank, thus ruling out the existence of cointegrating relationships among the remaining independent variables.

Table 1 provides the results of both the ARDL and bootstrap tests when performed in the conditional and unconditional ARDL equation for cases II and III, with a sample size of $T = 200$, and $K = 1000$ replications.

In the table, values not in brackets represent the frequency of rejection of the null hypothesis. For this reason, when the assumption of the DGP is coherent with the null, we use the term size / coverage. Conversely, when the assumption of the DGP is not coherent with the null, we use the term power. As for the null hypothesis, it is formulated on the basis of the parametrization of the conditional model, which is assumed to be the correct one.

DGP 1

Both bound and bootstrap tests, $F_{ov}$ and $t$, perform well. As expected, the power of the tests is high in both the conditional and unconditional ARDL equation. The same occurs for the bootstrap $F_{ind}$ test and the asymptotic $F$ test on the independent variables.
proposed by Sam et al. [19] for case III, denoted by $F_{SMG}^{ind}$. The power of the $F_{ind}$ test slightly decreases for DGP 1L, and this decrement is more evident in the UC model.

- **DGP 2**: $H_0$ true for $t$, false for $F_{ov}$ and $F_{ind}$. The $F_{ov}$ test, either bootstrap or bound, mostly rejects the null in both the conditional and unconditional ARDL equation. The bootstrap $t$ test signals the nullity of $a_{yy}$ with a coverage that, at the significance level $\alpha = 0.05$, is much better than that of the bound $t$ test, available only for case III.

- **DGP 3**: $H_0$ true for all tests. Under this case, degeneracy of first and second type are at work simultaneously. The $F_{ov}$ test, either bootstrap or bound, rejects the null with a coverage that is much better in the conditional rather than the unconditional model. Furthermore, the performance of the bootstrap $F_{ov}$ is better in comparison with that of the corresponding bound version. The coverage of the bootstrap $t$ test is closer to the nominal one than that of the bound test in case III. The $F_{ind}$ test correctly signals the absence of the explanatory variables in lagged levels in the conditional model, while it over-rejects the null in the unconditional one. In case III, the test in the conditional model has a better coverage than the corresponding $F_{SMG}^{ind}$.

- **DGP 4**: $H_0$ true for $t$, false for $F_{ov}$ and $F_{ind}$. The $F_{ov}$ test, either bootstrap or bound, correctly rejects the null in the conditional ARDL model. The power is higher for the bootstrap test than for the bound one and, particular, it is higher in the conditional model rather than in the unconditional one. The bootstrap $t$ test shows a better coverage than the bound one for case III. The bootstrap $F_{ind}$ test rejects the null in the conditional ARDL with a power which is higher than that of the corresponding test in the unconditional model. A similar behavior is shown by the $F_{SMG}^{ind}$ test for case III, albeit with lower power than the bootstrap one.

- **DGP 5**: $H_0$ false for all tests. The $F_{ov}$ and $t$ tests, either bound or bootstrap, strongly reject the null in both the conditional and unconditional models. The $F_{ind}$ test leads to contrasting results in the conditional and unconditional models. The power of the test in the former model is much higher than that in the latter and in each of these models the performance of the bootstrap $F_{ind}$ test is better than that of the $F_{SMG}^{ind}$ test.

- **DGP 6**: $H_0$ false for $F_{ov}$ and $t$, true for $F_{ind}$. The $F_{ov}$ test, in both the bound and bootstrap versions, strongly rejects the null. The same happens for the $t$ test, either bound or bootstrap. The $F_{ind}$ incorrectly rejects the null with a coverage (size) that is too high in the unconditional ARDL, while it has a correct size when performed in the conditional ARDL. A similar performance is shown by the $F_{SMG}^{ind}$ test for case III, albeit with more inaccuracy.

For DGP 2, 3 and 4, both the cases of co-integrated ($rk(A_{xx}) < k$) and stationary ($rk(A_{xx}) = k$) independent variables have been considered. In general, no great differences have been registered between the test outcomes for these two cases, except that either the size or the power of the bootstrap and bound tests is slightly better when the explanatory variables are cointegrated.
### Table 1: Size and power (*) for every DGP, model specification (conditional or unconditional) and type of test statistic.

Values not in brackets represent the frequency of rejection of the null hypothesis, values in brackets denote the relative amount of inconclusive tests with the bound PSS approach (or the procedure by Sam et al. [19], denoted by SMG).
The flow-chart in Figure 1 depicts the possible outcomes of the analysis, based on each test outcome. In general, the $F_{ov}$ test, either bootstrap or ARDL, fails to correctly dismiss the presence of cointegrating relationships very often when degenerate cases occur. The complementary $t$ and $F_{ind}$ tests come to aid in these situations. The bootstrap $t$ test exhibits a good performance in terms of coverage and power, while the bound version, available only for case III, signals the presence of a degenerate case of first type with a rate that does not match the nominal coverage. In particular, the bootstrap $F_{ov}$ test fails very often in both the conditional and unconditional model (it rejects the null too often, except for the DGP 3 in the conditional model), while the $t$ test leads to the right conclusion almost always with a coverage that is slightly better when the explanatory variables $x_t$ are cointegrated rather than stationary. Thus, in case of rejection of the conditional bootstrap $F_{ov}$ test, if the $t$ test accepts the null, then the hypothesis of cointegration can be dismissed (DGPs 2 and 4). Otherwise, if the bootstrap $t$ test rejects the null, then a comparison of the results provided by the bootstrap $F_{ind}$ test in the conditional and unconditional model can help to disentangle between the other degenerate cases. DGP 5 or 6 are in place if the results of these tests are discordant.

Finally, Figures 2 and 3 show examples of the kernel densities of the bootstrap distributions of $F_{H_0}$, $t_{H_0}$ and $F_{ind}$ statistics, for cases II and III respectively, under different DGPs. It is worth noting the difference in shape between the conditional and unconditional distributions under the null of the tests, especially for case II, as a possible result of the misspecification issue affecting the UC model. This is particularly true for DGP 1, that better visualizes the differences in shape of the null distributions between the C and UC models than other DGPs, especially in the setting where explanatory variables are cointegrated.
Figure 1: Flow-chart of the ARDL bootstrap cointegration tests. $\mathcal{X}_0$ denotes the acceptance region of the generic test statistic $F^C$ and $F^{UC}$ denotes the $F$ test in the conditional and unconditional model, respectively.
Figure 2: Bootstrap distributions of the statistics $F_{H_0}^{ov}$, $t_{H_0}$ and $F_{H_0}^{ind}$, case II. Panel titles refer to the DGP, line type refers to either the conditional (C) or unconditional (UC) specification.
Figure 3: Distributions of the bootstrap statistics $F_{\text{ov}}^{H_0}$, $t^{H_0}$ and $F_{\text{ind}}^{H_0}$ case III. Panel titles refer to the DGP, line type refers to either the conditional (C) or unconditional (UC) specification.
5. The ARDL Bootstrap Testing at Work

This section provides two illustrative applications which highlight the performance of the bootstrap ARDL tests. Both the applications have been carried out by using the R software.

In the first application we have examined the long-run relationship between consumption \([C]\), income \([INC]\), and investment \([INV]\) of Germany via an ARDL model where consumption is the dependent variable. The model has been estimated by employing the dataset of Lütkepohl [11] which includes quarterly data of the series over the years 1960 to 1982. The data have been employed in logarithmic form. Figure 4 displays these series over the sample period.

Before applying the bootstrap procedure, the order of integration of each series has been analyzed. Table 2 shows the results of ADF test performed on both the series and their first-difference \((k = 3\) maximum lags). They confirm the applicability of the ARDL framework as no series is integrated of order higher than one.

| Series        | lag | ADF p.value | ADF p-value |
|---------------|-----|-------------|-------------|
| log \(C_t\)   | 0   | -1.690 0.450 | -9.750 < 0.01 |
|               | 1   | -1.860 0.385 | -5.190 < 0.01 |
|               | 2   | -1.420 0.549 | -3.130 0.030  |
|               | 3   | -1.010 0.691 | -2.720 0.080  |
| log \(INV_t\) | 0   | -2.290 0.217 | -11.140 < 0.01 |
|               | 1   | -1.960 0.345 | -7.510 < 0.01 |
|               | 2   | -1.490 0.524 | -5.120 < 0.01 |
|               | 3   | -1.310 0.587 | -3.290 0.020  |
| log \(INC_t\) | 0   | -1.200 0.625 | -8.390 < 0.01 |
|               | 1   | -1.370 0.565 | -5.570 < 0.01 |
|               | 2   | -1.360 0.570 | -3.300 0.020  |
|               | 3   | -1.220 0.619 | -3.100 0.032  |

Table 2: ADF preliminary test (null hypothesis: random walk with drift).

The ARDL equation explaining the log consumption as function of the other variables is

\[
\Delta \log C_t = a_{0,y} - a_{y,y} \Delta \log C_{t-1} - a_{y,x_1} \log INV_{t-1} - a_{y,x_2} \log INC_{t-1} + \sum_{j=1}^{p-1} \gamma_{y,j} \Delta \log C_{t-j} + \sum_{j=1}^{s-1} \gamma_{x_1,j} \Delta \log INV_{t-j} + \sum_{j=1}^{r-1} \gamma_{x_2,j} \Delta \log INC_{t-j} + \omega_1 \Delta \log INV_t + \omega_2 \Delta \log INC_t + \nu_t
\]  \hspace{1cm} (33)
while the VECM marginal model explaining the other variables is composed of the following two equations

\[
\Delta \log \text{INV}_t = \alpha_{0.x1} - a_{x1,x1} \log \text{INV}_{t-1} - a_{x1,x2} \log \text{INC}_{t-1} + \\
\sum_{j=1}^{p-1} \gamma_{x1,y,j} \Delta \log \text{C}_{t-j} + \sum_{j=1}^{s-1} \gamma_{x1,x1,j} \Delta \log \text{INV}_{t-j} + \sum_{j=1}^{r-1} \gamma_{x1,x2,j} \Delta \log \text{INC}_{t-j} + \varepsilon_{1,t}
\]

\[
\Delta \log \text{INC}_t = \alpha_{0.x2} - a_{x2,x2} \log \text{INC}_{t-1} - a_{x2,x1} \log \text{INV}_{t-1} + \\
\sum_{j=1}^{p-1} \gamma_{x2,y,j} \Delta \log \text{C}_{t-j} + \sum_{j=1}^{s-1} \gamma_{x2,x1,j} \Delta \log \text{INV}_{t-j} + \sum_{j=1}^{r-1} \gamma_{x2,x2,j} \Delta \log \text{INC}_{t-j} + \varepsilon_{2,t}
\]

The package ARDL has been employed to select the best number of lags (of the first differences) in the conditional ARDL equation, while the package vars has been used to determine the best number of lags in the VECM marginal model.

Table 3 reports the results of the best ARDL and VECM models. The results highlights that the dependent variable log-consumption is non stationary, which paves the way for the existence of a possible cointegrating relationship with the other variables. As for the latter, the Johansen test confirms the presence of a cointegrating relationship between them (see Table 3).

With the purpose of investigating the existence of a long-run relationship between log-consumption and the other variables, bound and bootstrap tests have been implemented, for both cases II and III. Table 4 shows the test results, confirming the existence of this long run relationship.

The analysis has been repeated over a subset of the entire sample, from January, 1971 to December, 1982 (\(T = 56\) observations), to test the effectiveness of the procedure with a reduced sample size, highlighting possible shortcomings of the PSS bound tests.
Table 5 shows the estimates for the best ARDL and VECM models. The Johansen test confirms the presence of a cointegrating relationship between log INV\(_t\) and log INC\(_t\) also in this subset of data, albeit with a slightly smaller test statistic. It is worth noting that the term ∆x\(_t\), which appears in the model due to conditioning of \(y_t\) on \(x_t\) is highly significant. Thus, omitting it may lead to bias in the estimates, and therefore to incorrect inference.

Indeed, according to Table 6, which provides the test results, the existence of a long-run cointegrating relationship between the dependent and the independent variables is confirmed in the conditional ARDL, not in the unconditional one. Indeed, in this model, even if the \(F_{ov}\) test rejects the null hypothesis, the \(t\) and \(F_{ind}\) tests state otherwise.

Eventually, it is worth noting that the asymptotic PSS and SMG tests are inconclusive on the matter. This allows us to conclude that the inclusion of instantaneous differences in the ARDL equation is a prominent requirement to allow for accurate inference of a possible cointegrating relationship among economic variables, and that the bootstrap tests herein proposed are a valid alternative in cases of uncertain asymptotic inference. However, the unconditional ARDL model, albeit suffering from misspecification, is still useful to detect degenerate cases of the second type, and should not be downright dismissed.
|                   | ARDL (C) | ARDL (UC) | VECM |
|-------------------|----------|-----------|------|
|                   | Δ log C_t | Δ log C_t | Δ log INV_t | Δ log INC_t |
| log C_{t−1}       | -0.307 *** | -0.316 *** |               |               |
|                   | (0.055)   | (0.07)    |               |               |
| log INV_{t−1}     | -0.001    | -0.001    | -0.152 *     | 0.016         |
|                   | (0.011)   | (0.014)   | (0.063)      | (0.017)       |
| log INC_{t−1}     | 0.297 *** | 0.302 *** | 0.124 *      | -0.017        |
|                   | (0.055)   | (0.07)    | (0.054)      | (0.014)       |
| Δ log C_{t−1}     | -0.248 ** | -0.103    | 0.899 *      | 0.211 .       |
|                   | (0.079)   | (0.098)   | (0.442)      | (0.113)       |
| Δ log C_{t−2}     |          |          | 0.744        |               |
| Δ log INV_{t−1}   |          |          | -0.18        | 0.035         |
|                   |          |          | (0.431)      | (0.29)        |
| Δ log INV_{t−2}   |          |          | 0.05         | 0.049 .       |
|                   |          |          | (0.027)      | (0.027)       |
| Δ log INV_t       | 0.065 **  |          |              |               |
|                   | (0.019)   |          |              |               |
| Δ log INC_t       | 0.471 *** |           |              |               |
| const.            | 0.048 *** | 0.074 *** | 0.036        | 0.033 *       |
|                   | (0.013)   | (0.016)   | (0.066)      | (0.017)       |

Table 3: ARDL and VECM results for the consumption/investment/income dataset (whole sample).
The last two rows report the Johansen test on the marginal VECM model, based on the trace ($J_T$) and largest eigenvalue ($J_E$) statistics.
Significance codes: (*** ) 1%; (**) 5%; (. ) 10%.

|                   | Fwc (C) | Fwc (UC) | t (C) | t (UC) | F_ind (C) | F_ind (UC) |
|-------------------|---------|----------|-------|--------|-----------|------------|
| Case I            |         |          |       |        |           |            |
| Statistic         | 18.019  | 27.835   | -5.608 | -4.49  | 15.636    | 9.879      |
| I(0) 5%           | 3.1     | 3.1      | 3.1   | 3.1    |           |            |
| I(1) 5%           | 3.87    | 3.87     | 3.87  | 3.87   |           |            |
| Boot. p-value     | 0.0005  | 0.0005   | 0.0005| 0.0005 | 0.0005    | 0.0005     |
|                   |         |          |       |        |           |            |
| Case II           |         |          |       |        |           |            |
| Statistic         | 10.751  | 7.967    | -5.608 | -4.49  | 15.636    | 9.879      |
| I(0) 5%           | 3.79    | 3.79     | 3.79  | 3.79   | 3.79      | 3.01       |
| I(1) 5%           | 4.85    | 4.85     | 3.53  | 4.85   | 3.53      | 5.42       |
| Boot. p-value     | 0.0005  | 0.0005   | 0.0005| 0.0005 | 0.0005    | 0.0005     |

Table 4: ARDL cointegration test results for the consumption/investment/income dataset (whole sample).
Table 5: ARDL and VECM results for the consumption/investment/income dataset (from 1971).

The last two rows report the Johansen test on the marginal VECM model, based on the trace \((J_T)\) and largest eigenvalue \((J_E)\) statistics.

Significance codes: (***) 1%; (**) 5%; (.) 10%.

|            | ARDL (C) | ARDL (UC) | VECM |
|------------|----------|-----------|------|
| \(\Delta \log C_t\) | -0.254 ** | -0.177    |      |
|           | (0.087)  | (0.126)   |      |
| \(\log C_{t-1}\)   | -0.007   | -0.014    | -0.099 | 0.014 |
|           | (0.013)  | (0.019)   | (0.061) | (0.016) |
| \(\Delta \log INV_t\) | 0.274 ** | 0.167     | 0.10  | -0.03 * |
|           | (0.089)  | (0.127)   | (0.054) | (0.014) |
| \(\Delta \log INV_{t-1}\) | -0.218 * | -0.257    |      |
|           | (0.112)  | (0.149)   |      |
| \(\Delta \log INC_t\) | 0.148 *** | 0.032     |      |
|           | (0.012)  | (0.123)   |      |
| \(\Delta \log INC_{t-1}\) | 0.164 * | -0.018    | -0.118 | 0.157 ** |
|           | (0.055)  | (0.07)    | (0.19) | (0.043) |
| \(rk(A_{xx})\leq 1\) | \(J_T = 3.73\) | \(J_E = 3.73\) |      |
| \(rk(A_{xx}) = 0\) | \(J_T = 30.26***\) | \(J_E = 26.53***\) |      |

Table 6: ARDL cointegration test results for the consumption/investment/income dataset (from 1971).

|            | Case II | Case III |
|------------|---------|----------|
| Statistic  | F\(_{ar}\) (C) | F\(_{ar}\) (UC) | \(t\) (C) | \(t\) (UC) | \(F_{ind}\) (C) | \(F_{ind}\) (UC) |
| I(0) 5%    | 5.942   | 5.683    | -3.112 | -1.404 | 5.014 | 1.288 |
| I(1) 5%    | 3.435   | 3.435    | -     | -      | -     | -     |
| Boot. p-value | 0.044  | 0.0001   | 0.005 | 0.345 | 0.032 | 0.782 |
| I(0) 5%    | 5.942   | 5.683    | -3.112 | -1.404 | 5.014 | 1.288 |
| I(1) 5%    | 4.133   | 4.133    | -2.86  | -2.86  | 3.22  | 3.22  |
| Boot. p-value | 0.026  | 0.008    | 0.004 | 0.341 | 0.032 | 0.786 |
As a second application, following Goh et al. [6], we have investigated the relationship between foreign direct investment (FDI), exports (EXP), and gross domestic product (GDP) in some OECD economies using the bootstrap ARDL test for cointegration. The Countries considered for this analysis are: Germany (DE), France (FR), Spain (ES), England (UK) and Italy (IT). The data of these three yearly variables have been retrieved from the World Bank Database and cover the period from 1960 to 2020. In the analysis, the logarithm form of the variables has been used and [EXP] and [FDI] have been adjusted using the GDP deflator. Table 7 shows the outcomes of the ADF test performed on each variable, which ensure that the integration order is not higher than one for all variables. Table 8 shows the results of bound and bootstrap tests performed in both the conditional (C) and the unconditional (UC) ARDL model by taking each variable, in turn, as the dependent one. The following ARDL equations have been estimated for each of the five aforementioned countries. For the sake of simplicity, we have omitted the VECM marginal models pertaining to the explanatory variables of each cointegrating analysis and each country.

- First ARDL equation:

\[
\Delta \log GDP_t = \alpha_0 - a_{y.t} \log GDP_{t-1} - a_{y.x1} \log EXP_{t-1} - a_{y.x2} \log FDI_{t-1} + \sum_{j=1}^{p-1} \gamma_{y,j} \Delta \log GDP_{t-j} + \sum_{j=1}^{s-1} \gamma_{x1,j} \Delta \log EXP_{t-j} + \sum_{j=1}^{r-1} \gamma_{x2,j} \Delta \log FDI_{t-j} + \omega_1 \Delta \log EXP_t + \omega_2 \Delta \log FDI_t + \nu_t
\]  

(34)

For this model, the long-run cointegrating relationship is present only for Germany, while a degenerate case of the second type can be observed for Italy. Again, an analysis based on the UC ARDL model (i.e., disregarding \(\Delta \log EXP\) and \(\Delta \log FDI\)) leads to results that differ from those obtained from the conditional ARDL model for Germany and Italy. Furthermore, the bound testing approach does not always lead to conclusive results. This happens for the conditional model for Germany and for the unconditional model for Italy.

- Second ARDL equation:

\[
\Delta \log EXP_t = \alpha_0 - a_{y.t} \log EXP_{t-1} - a_{y.x1} \log GDP_{t-1} - a_{y.x2} \log FDI_{t-1} + \sum_{j=1}^{p-1} \gamma_{y,j} \Delta \log EXP_{t-j} + \sum_{j=1}^{s-1} \gamma_{x1,j} \Delta \log GDP_{t-j} + \sum_{j=1}^{r-1} \gamma_{x2,j} \Delta \log FDI_{t-j} + \omega_1 \Delta \log GDP_t + \omega_2 \Delta \log FDI_t + \nu_t
\]  

(35)

For this model, the long-run cointegrating relationship is present for Spain and France, while a degenerate case of the second type can be observed for Italy. An analysis based on the UC model (i.e., disregarding \(\Delta \log GDP\) and \(\Delta \log FDI\)) produces results different from those obtained from the conditional ARDL model for France. Furthermore, the bound testing approach is inconclusive for France (conditional model) and Italy (unconditional model).
• Third ARDL equation:

\[
\Delta \log FDI_t = a_{0,y} - a_{yy} \log FDI_{t-1} - a_{y,x1} \log GDP_{t-1} - a_{y,x2} \log EXP_{t-1} + \\
\sum_{j=1}^{p-1} \gamma_{y,j} \Delta \log FDI_{t-j} + \sum_{j=1}^{r-1} \gamma_{x1,j} \Delta \log GDP_{t-j} + \sum_{j=1}^{r-1} \gamma_{x2,j} \Delta \log EXP_{t-j} + \\
\omega_1 \Delta \log GDP_t + \omega_2 \Delta \log EXP_t + \nu_t
\]

For this model, the long-run cointegrating relationship is present for all Countries except UK, while a degenerate case of the second type can be observed for Spain. The UC model (i.e., disregarding \( \Delta \log GDP \) and \( \Delta \log EXP \) leads to drastically different results than the conditional ARDL, confirming a cointegrating relationship only for Italy. The bound testing approach is inconclusive for the conditional models of all Countries except UK and Italy, while it generally mirrors the bootstrap version in the unconditional model, having no uncertain outcomes.

This empirical application further highlights the importance of dealing with inconclusive inference via the bootstrap procedure, while also incorporating the effect of conditioning in the ARDL model, since otherwise the inference may lead to an inaccurate conclusion, due to the omission of relevant predictors from the equation, in particular in the error correction term of the ARDL equation.
| Countries | Variable | No Drift, No Trend | Drift, No Trend | Drift and Trend |
|-----------|----------|-------------------|----------------|----------------|
|           |          | Lag = 0 | Lag = 1 | Lag = 2 | Lag = 3 | Lag = 0 | Lag = 1 | Lag = 2 | Lag = 3 | Lag = 0 | Lag = 1 | Lag = 2 | Lag = 3 |
| DE        | log GDP | 0.99 | 0.99 | 0.99 | 0.99 | 0.9962 | 0.2287 | 0.1661 | 0.2342 | 0.902 | 0.841 | 0.954 | 0.978 |
|           | log FDI | 0.844 | 0.906 | 0.857 | 0.921 | 0.4 | 0.544 | 0.507 | 0.56 | 0.0445 | 0.2489 | 0.0485 | 0.2093 |
|           | log EXP | 0.99 | 0.982 | 0.987 | 0.976 | 0.108 | 0.287 | 0.461 | 0.577 | 0.411 | 0.15 | 0.302 | 0.486 |
|           | Δ log GDP | < 0.01 | < 0.01 | < 0.01 | < 0.01 | 0.00165 | 0.0709 | < 0.01 | < 0.01 | 0.037 | < 0.01 | < 0.01 | 0.0184 |
|           | Δ log FDI | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.03 |
|           | Δ log EXP | < 0.01 | < 0.01 | < 0.01 | < 0.01 | 0.01 | < 0.01 | < 0.01 | 0.0457 | < 0.01 | < 0.01 | 0.0218 | 0.1014 |
| ES        | log GDP | 0.99 | 0.854 | 0.903 | 0.911 | 0.0472 | 0.3495 | 0.4678 | 0.5065 | 0.99 | 0.973 | 0.99 | 0.99 |
|           | log FDI | 0.197 | 0.443 | 0.55 | 0.597 | < 0.01 | < 0.01 | 0.0226 | 0.0569 | < 0.01 | < 0.01 | 0.0375 | 0.0894 |
|           | log EXP | 0.912 | 0.923 | 0.966 | 0.945 | 0.842 | 0.695 | 0.802 | 0.796 | 0.423 | 0.404 | 0.371 | 0.454 |
|           | Δ log GDP | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.03 |
|           | Δ log FDI | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.03 |
|           | Δ log EXP | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.03 |
| FR        | log GDP | 0.99 | 0.987 | 0.979 | 0.978 | < 0.01 | 0.0582 | 0.0516 | 0.0824 | 0.975 | 0.989 | 0.99 | 0.99 |
|           | log FDI | 0.837 | 0.882 | 0.817 | 0.827 | 0.378 | 0.363 | 0.393 | 0.507 | 0.499 | 0.603 | 0.527 | 0.702 |
|           | log EXP | 0.946 | 0.881 | 0.909 | 0.875 | 0.689 | 0.54 | 0.655 | 0.711 | 0.638 | 0.35 | 0.455 | 0.284 |
|           | Δ log GDP | 0.0102 | 0.0294 | 0.0252 | 0.0458 | 0.0324 | 0.078 | 0.0096 | 0.1846 | < 0.01 | 0.0129 | 0.0149 | 0.0265 |
|           | Δ log FDI | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 |
|           | Δ log EXP | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 |
| UK        | log GDP | 0.99 | 0.982 | 0.99 | 0.983 | 0.392 | 0.488 | 0.524 | 0.63 | 0.99 | 0.972 | 0.99 | 0.99 |
|           | log FDI | 0.0325 | 0.0654 | 0.1604 | 0.2651 | < 0.01 | < 0.01 | 0.0525 | 0.3877 | < 0.01 | < 0.01 | 0.0137 | 0.1819 |
|           | log EXP | 0.9 | 0.781 | 0.858 | 0.853 | 0.58 | 0.509 | 0.586 | 0.699 | 0.725 | 0.464 | 0.664 | 0.652 |
|           | Δ log GDP | < 0.01 | < 0.01 | 0.0224 | 0.1452 | 0.0223 | 0.0219 | 0.0544 | 0.276 | 0.0489 | 0.0477 | 0.1481 | 0.3992 |
|           | Δ log FDI | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 |
|           | Δ log EXP | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 |
| IT        | log GDP | 0.99 | 0.974 | 0.941 | 0.796 | < 0.01 | < 0.01 | < 0.01 | 0.084 | 0.99 | 0.99 | 0.99 | 0.99 |
|           | log FDI | 0.572 | 0.599 | 0.675 | 0.725 | < 0.01 | 0.0759 | 0.1999 | 0.5174 | < 0.01 | 0.013 | 0.151 | 0.46 |
|           | log EXP | 0.787 | 0.71 | 0.698 | 0.684 | 0.479 | 0.288 | 0.467 | 0.433 | 0.629 | 0.35 | 0.463 | 0.379 |
|           | Δ log GDP | < 0.01 | < 0.01 | 0.0429 | 0.0402 | < 0.01 | 0.0863 | 0.3898 | 0.4267 | < 0.01 | < 0.01 | 0.0166 | 0.017 |
|           | Δ log FDI | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 |
|           | Δ log EXP | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 | < 0.01 |

Table 7: ADF preliminary test for the second example.
Table 8: Cointegration analysis for the second example, divided by model equation and Country. The optimal number of ARDL lags in the short-run, bootstrap critical values, bound test thresholds and test statistics for each test are shown (case III).

The outcome columns draw conclusions on each procedure and each type of model (conditional or unconditional, bootstrap or bound): Y = cointegrated, N = not cointegrated, D1 = degenerate of type 1, D2 = degenerate of type 2, U = inconclusive inference.
6. Conclusion

In this paper we propose a new bootstrap approach to determine the presence of cointegrating relationships in an ARDL model. The analysis here developed goes beyond the simple bivariate model used by McNown et al. [12] and employs an approach for estimating the marginal VECM model for the regressors which ensures the independence of the related estimates from those of the ARDL equation. Monte Carlo simulations under different data generating processes, either with or without cointegrating relationships, while covering also degenerate cases, confirm that bootstrap tests perform better than the bound tests and the asymptotic $F$ test on the independent variables recently proposed by Sam et al. [19]. Comparing the performance of the bound and bootstrap tests in both a conditional and an unconditional ARDL model proves that any inference based exclusively on the latter may lead to misleading results. The analysis developed in the paper focuses on two of the most frequently used specifications (restricted intercept and no trend, unrestricted intercept and no trend) of the five proposed by Pesaran et al. [17]. Two illustrative applications are shown, the first focusing on German macroeconomic data, the second on the relationship between GDP, investment and exports of different OECD countries. The results highlight the drawbacks of the bound procedure, and allow to understand how adopting the unconditional specification of the ARDL model in the bootstrap approach can lead to unexpected results, potentially contradicting the more accurate analysis provided by the conditional ARDL model. General guidelines are eventually offered to effectively test for cointegration, and to avoid erroneous inference in presence of degenerate cases.
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Appendix A. The Methodological Framework of Bound Tests

Let us consider a VAR model specified as in (1). Expanding the matrix polynomial $A(z)$ about $z = 1$, yields

$$A(z) = A(1) + (1 - z)Q(z) \quad \text{(A.1)}$$

where

$$A(1) = I_{K+1} - \sum_{j=1}^{p} A_j, \quad Q(z) = \sum_{j=1}^{p} (-1)^j (1 - z)^{j-1} \frac{1}{j!} A^{(j)}(1), \quad A^{(j)}(1) = \frac{\partial^j A(z)}{\partial z^j} \bigg|_{z=1} \quad \text{(A.2)}$$

Formula (A.1) can be rewritten as

$$A(z) = A(1)z + (1 - z)\Gamma(z) \quad \text{(A.3)}$$

where

$$\Gamma(z) = (Q(z) + A(1)) = I_{K+1} - \sum_{i=1}^{p-1} \Gamma_i z^i, \quad \Gamma_i = - \sum_{j=i+1}^{p} A_j \quad \text{(A.4)}$$

The VECM representation of (1) follows accordingly, that is

$$\Delta z_t = \alpha_0 + \alpha_1 t - A(1)z_{t-1} + \sum_{j=1}^{p-1} \Gamma_j \Delta z_{t-j} + \epsilon_t \quad \text{(A.5)}$$

where $\Delta = I - L$ is the backward difference operator, and

$$\alpha_0 = A(1)\mu + Q(1)\eta = A(1)\mu + (\Gamma(1) - A(1))\eta, \quad \alpha_1 = A(1)\eta \quad \text{(A.6)}$$

The matrix $A(1)$ is assumed to be singular, thus allowing the components of $z_t$ to be integrated and possibly cointegrated. Should this the case and assuming cointegration among the explanatory variables, the following holds \footnote{If the explanatory variables are stationary $A_{xx}$ is non-singular ($rk(A_{xx}) = K$), while when they are integrated but without cointegrating relationship $A_{xx}$ is a null matrix.}

$$A(1) = \begin{bmatrix} a_{yy} \\ (1,1) \\ a_{yx} \\ A_{xx} \\ (K,1) \end{bmatrix} = B \begin{bmatrix} c_{yy} \\ c_{yx} \end{bmatrix} = \begin{bmatrix} b_{yy} & b_{yx} \\ b_{xy} & B_{xx} \end{bmatrix} \begin{bmatrix} c_{yy} & c_{yx} \\ c_{xy} & C_{xx} \end{bmatrix} = \begin{bmatrix} b_{yy}c_{yy} + b_{yx}c_{xy} \\ b_{xy}c_{yy} + B_{xx}c_{xy} \end{bmatrix}, \quad rk(A(1)) = rk(B) = rk(C) \quad \text{(A.7)}$$

with $B$ and $C$ are full column rank matrices arising from the rank-factorization of $A(1) = BC'$ with $C'$ matrix of the long-run relationships of the process

$$C' z_{t-1} \sim I(0) \quad \text{(A.8)}$$
To study the adjustment to the equilibrium of a single variable $r_k$ and $B$ and substituting (A.11) into (A.5) yields

$$
\begin{align*}
&\text{By partitioning the vectors } \alpha, \sigma \\
&\text{let us partition the vectors \( z_t \) and } \varepsilon_t \text{ as follows}
\end{align*}
$$

$$
\begin{align*}
&z_t = \begin{bmatrix} y_t \\ x_t \end{bmatrix}_{(1,1)} \quad \varepsilon_t = \begin{bmatrix} \varepsilon_{yt} \\ \varepsilon_{xt} \end{bmatrix}_{(1,1)} \tag{A.9}
\end{align*}
$$

Under the assumption

$$
\varepsilon_t \sim N\left(0, \begin{bmatrix} \sigma_{yy} & \sigma'_{yx} \\ \sigma_{yx} & \Sigma_{xx} \end{bmatrix}_{(1,1)} \right) \tag{A.10}
$$

the following holds

$$
\varepsilon_{yt} = \omega' \varepsilon_{xt} + \nu_{yt} \sim N(0, \sigma_{y,x}) \tag{A.11}
$$

where $\sigma_{y,x} = \sigma_{yy} - \omega' \sigma_{xy}$ with $\omega' = \sigma'_{yx} \Sigma_{xx}^{-1}$, and $\nu_{yt}$ is independent of $\varepsilon_{xt}$.

By partitioning the vectors $\alpha_0, \alpha_1$, the matrix $A(1)$ and the polynomial matrix $\Gamma(L)$ conformably to $z_t$, as follows

$$
\begin{align*}
&\alpha_0 = \begin{bmatrix} \alpha_{0y} \\ \alpha_{0x} \end{bmatrix}_{(1,1)} \\
&\alpha_1 = \begin{bmatrix} \alpha_{1y} \\ \alpha_{1x} \end{bmatrix}_{(1,1)}
\end{align*}
$$

$$
\begin{align*}
&A(1) = \begin{bmatrix} a'_y \\ a'_{yx} \end{bmatrix}_{(1,1)} \\
&A_x = \begin{bmatrix} a_{yy} & a'_{yx} \\ a_{xy} & A_{xx} \end{bmatrix}_{(1,K)} \\
&\Gamma(L) = \begin{bmatrix} \gamma'_{y(L)} \\ \gamma'_{y(L)} \end{bmatrix}_{(1,K)} \\
&\Gamma_x(L) = \begin{bmatrix} \gamma_{y(L)} \\ \gamma_{y(L)} \end{bmatrix}_{(K,K+1)} \
\end{align*}
$$

and substituting (A.11) into (A.5) yields

$$
\begin{align*}
&\Delta z_t = \begin{bmatrix} \Delta y_t \\ \Delta x_t \end{bmatrix} = \begin{bmatrix} \alpha_{0,y} \\ \alpha_{0x} \end{bmatrix} + \begin{bmatrix} \alpha_{1,y} \\ \alpha_{1x} \end{bmatrix} t - \begin{bmatrix} a'_{y(x)} & y_{t-1} \\ A_x & x_{t-1} \end{bmatrix} \Delta z_{t-1} + \begin{bmatrix} \gamma'_{y(x)} \Gamma_x(L) \\ \gamma_{y(x)} \Gamma_x(L) \end{bmatrix} \Delta \varepsilon_t + \begin{bmatrix} \omega' \Delta x_t \\ 0 \end{bmatrix} + \begin{bmatrix} \nu_{yt} \\ \varepsilon_{xt} \end{bmatrix} \tag{A.14}
\end{align*}
$$

where

$$
\begin{align*}
&\alpha_{0,y} = \alpha_{0y} - \omega' \alpha_{0x} \\
&\alpha_{1,y} = \alpha_{1y} - \omega' \alpha_{1x} \\
&a'_{y(x)} = a'_{y} - \omega' A_x \\
&\gamma'_{y(x)}(L) = \sum_{j=1}^{p-1} \gamma_j L^j = \gamma_y(L) - \omega' \Gamma_x(L) 
\end{align*}
$$

Note that, according to (A.14), (A.15) and (A.16), conditioning $y_t$ on $x_t$, modifies intercept, slope, coefficient of the lagged values of the independent variables, short-run components of the ARDL equation and introduces in this equation unlagged differences of $x_t$, namely $\omega' \Delta x_t$.

In light of (A.14), the long-run relationships of the VECM turn out to be now included in the matrix

$$
\begin{align*}
&\begin{bmatrix} a'_{y(x)} \\ A_x \end{bmatrix} = \begin{bmatrix} a_{yy} & a'_{yx} \\ a_{xy} & A_{xx} \end{bmatrix} = B_{y,x} C'
\end{align*}
$$

(A.17)
where (see [2])
\[
B_{y,x} = \begin{bmatrix} b_{yy} - w' b_{zy} & b_{yx}' - w' B_{xx} \\ b_{xy}' & B_{xx} \end{bmatrix} = \begin{bmatrix} b_{y,x}' \\ B_{(x)} \end{bmatrix} \quad (A.18)
\]

and accordingly, the conditional and the marginal model become
\[
\Delta y_t = \alpha_0 y_t + \alpha_1 y_{t-1} + b_{yy}' C' z_{t-1} + \gamma_{y,(L)} \Delta z_t + \omega' \Delta x_t + \nu_{yt} \\
\Delta x_t = \alpha_0 x_t + \alpha_1 x_{t-1} + B_{xx}' C' z_{t-1} + \Gamma_{(x)} (L) \Delta z_t + \epsilon_{xt} \quad (A.19)
\]

Looking at (A.19) and (A.20) we see that the cointegration relationships between \(y_t\) and \(x_t\) appear both in the conditional and the marginal models. To rule out the presence of long-run relationships between \(y_t\) and \(x_t\), a \(a_{xy}\) is assumed to be a null vector (and, accordingly, \(b_{xy}\) and \(c_{xy}\)). This assumption, together with the operation of conditioning \(y_t\) on \(x_t\), makes the \(x_t\) variables weakly exogenous with respect to the cointegrating vector included in the ARDL equation, thus allowing to rule out the marginal model in the analysis of the cointegration between \(y_t\) and \(x_t\). Under this assumption, the marginal model becomes
\[
\Delta x_t = \alpha_0 x_t + \alpha_1 x_{t-1} + B_{xx}' C' x_{t-1} + \Gamma_{(x)} (L) \Delta z_t + \epsilon_{xt} \quad (A.21)
\]

and turns out to include only the cointegrating relationships between the \(x_t\) variables. As for (A.17), it becomes
\[
\tilde{A} = \begin{bmatrix} a_{yy} & a_{yx}' - \omega' A_{xx} \\ 0 & A_{xx} \end{bmatrix} = \begin{bmatrix} a_{yy} & \tilde{a}_{y,x}' \\ 0 & A_{xx} \end{bmatrix} \quad (A.22)
\]

and can be factored as follows
\[
\begin{bmatrix} b_{yy} c_{yy} & b_{yy} c_{yx}' + (b_{yx}' - \omega' B_{xx}) C'_{xx} \\ 0 & B_{xx} C'_{xx} \end{bmatrix} \quad (A.23)
\]

In light of (A.23), the cointegrating vectors between \(y_t\) and \(x_t\), namely \((c_{yy}, c_{yx}')\), turns out to be included only in the conditional model for \(\Delta y_t\). [3]

[17] proved that
\[
\tilde{a}_{y,x}' (z_t - \mu - \eta t) = \nu_t \quad (A.24)
\]

where \(\nu_t\) is a zero mean stationary process. This implies the existence of a conditional level relationship between \(y_t\) and \(x_t\)
\[
y_t = \theta_0 + \theta_1 t + \theta' x_t + \zeta_t \quad (A.25)
\]

where \(\theta = \tilde{a}_{y,x}/a_{yy}\) and \(\zeta_t\) is a zero mean stationary process.

Taking into account (A.23), the cointegrating vector can be also expressed as
\[
\theta' = -\frac{1}{a_{yy}} \begin{bmatrix} b_{yy}' \\ (b_{yx}' - \omega' B_{xx}) \end{bmatrix} \begin{bmatrix} C_{yx}' \\ C_{xx}' \end{bmatrix} = g' \begin{bmatrix} C_{yx}' \\ C_{xx}' \end{bmatrix} (1,r+1) \quad (r+1,K) \quad (A.26)
\]

\[3\] The matrix \(C_{xx}\) is the cointegrating matrix for the variables \(x_t\).
Formula (A.26) leads to the following conclusion

\[
r^k \left[ \begin{array}{c} c'_{yx} \\ C'_{xx} \end{array} \right] = \begin{cases} r \to y_t \sim I(0) \\ r + 1 \to y_t \sim I(1) \end{cases}
\]  
(A.27)

In order to get a deeper insight into (A.27), note that the following holds for the cointegrating matrix \( \tilde{A} \)

\[
r \leq r k(\tilde{A}) \leq r + 1
\]  
(A.28)

where \( r = r k(A_{xx}) \) and \( 0 \leq r \leq K \).

In particular, \( r k(\tilde{A}) = r \) when \( a_{yy} = 0 \). If this is the case, each of the following two conditions

\[
\tilde{a}_{y,x} = 0 \\
or \\
\tilde{a}_{y,x} \neq 0
\]  
(A.29)

is worth considering. In the former case, no level relationship between \( y_t \) and \( x_t \) can exist in the ARDL equation given by the first equation of (A.14). In the latter case, the said equations turn out include only the one-lagged cointegrating relationships of the explanatory variables

\[
\Delta y_t = \alpha_{0,y} + \alpha_{1,y} t - (b'_{yx} - \omega' B_{xx}) C'_{xx} x_{t-1} + \gamma'_{y,x} (L) \Delta z_t + \omega' \Delta x_t + \nu_{yt}
\]  
(A.30)

Thus, we conclude that \( y_t \) must be first order integrated without a long-run relationship with \( x_t \).

Now, let \( r k(\tilde{A}) = r k(A_{xx}) + 1 \). Here the following two cases are worth analyzing

\[
\begin{cases} 
1) \quad \tilde{a}_{y,x} \neq 0' \\
\quad \rightarrow \\
1_a) \quad \tilde{a}_{y,x}' = \omega' A_{xx} \\
1_b) \quad \tilde{a}_{y,x}' = a'_{yx}
\end{cases}
\]  
(A.31)

When both \( a_{yy} \) and \( \tilde{a}_{y,x}' \) are not null, cointegrating relationships may be present in the ARDL equation. Bearing in mind that \( \tilde{a}_{y,x}' = a'_{yx} - w A_{xx} \), it is easy to see that when \( a'_{yx} = 0' \) the following holds

\[
\theta' = -\frac{\omega' A_{xx}}{a_{yy}} = \frac{1}{a_{yy}} \begin{bmatrix} b_{yx} & -\omega' B_{xx} \end{bmatrix} \begin{bmatrix} 0 \\ C'_{xx} \end{bmatrix}, \quad r k \begin{bmatrix} 0 \\ C'_{xx} \end{bmatrix} = r
\]  
(A.32)

Thus, \( y_t \) must be stationary (or trend stationary depending on \( \alpha_{1y} \) is null or not), for whatever value of \( r \).

In case 1_b) the explanatory variables are integrated without cointegrating relationship, and the
long-run relationship between $y_t$ and $x_t$ turns out to be

$$\theta' = \frac{a_{yx}}{a_{yy}} = \frac{1}{a_{yy}} \left[ b_{yy}, \ b_{yx}' \right] \begin{bmatrix} c'_{yx} \\ 0 \end{bmatrix}, \ r \kappa \begin{bmatrix} c'_{yx} \\ 0 \end{bmatrix} = r + 1, \ r = 0$$ (A.33)

Thus, $y_t$ must be cointegrated with the explanatory variables.

Finally, if $\tilde{a}_{y,x} = 0$, as assumed by case 2), then a long-run relationship between $y_t$ and $x_t$ cannot exist. Accordingly, $y_t$ must be stationary or trend stationary.

Pesaran et al. [17] introduced five different specifications for the ARDL model

$$\Delta y_t = \alpha_{0,y} + \alpha_{1,y}t - a_{yy}y_{t-1} - \tilde{a}_{y,x}'x_{t-1} + \sum_{j=1}^{p-1} \gamma_{y,x,j} \Delta z_{t-j} + \omega' \Delta x_t + \nu_{yt}$$ (A.34)

which depend on the specifications of the deterministic components. Before introducing these specifications, let us note that in light of (A.6) the drift and the trend coefficient in the conditional VECM (A.14) turn out to be defined as

$$\alpha_0^c = \tilde{A}(1)(\mu - \eta) + \tilde{G}(1)\eta, \quad \alpha_1^c = \tilde{A}(1)\eta$$ (A.35)

where $\tilde{A}(1)$ is as in (A.22) and $\tilde{G}(1) = \begin{bmatrix} \gamma_{y,x}'(1) \\ \Gamma(x)(1) \end{bmatrix}$. Accordingly,

$$\alpha_{0,y} = e_1' \alpha_0^c = \begin{bmatrix} a_{yy}, \ \tilde{a}_{y,x}' \end{bmatrix} (\mu - \eta) + \gamma_{y,x}'(1)\eta, \quad \alpha_{1,y} = e_1' \alpha_1^c = \begin{bmatrix} a_{yy}, \ \tilde{a}_{y,x}' \end{bmatrix} \eta$$ (A.36)

where $e_1$ is the $(K+1)$ first elementary vector.

Then, possible specifications for the ARDL equation (A.34) are the following

1. **No intercept and no trend ($\mu = \eta = 0$).**
   This entails $\alpha_{0,y} = \alpha_{1,y} = 0$. Accordingly

   $$\Delta y_t = -a_{yy}y_{t-1} - \tilde{a}_{y,x}'x_{t-1} + \sum_{j=1}^{p-1} \gamma_{y,x,j} \Delta z_{t-j} + \omega' \Delta x_t + \nu_{yt}$$ (A.37)

   $$= -a_{yy}EC_{t-1} + \sum_{j=1}^{p-1} \gamma_{y,x,j} \Delta z_{t-j} + \omega' \Delta x_t + \nu_{yt}$$

   where $EC_{t-1} = y_{t-1} - \delta_{y,x}'x_{t-1}$, with $\delta_{y,x}' = -\frac{\tilde{a}_{y,x}}{a_{yy}}$.

2. **Restricted intercept and no trend** ($\alpha_0^c = \tilde{A}(1)\mu, \ \eta = 0$).
   This entails $\alpha_{0,y} = \begin{bmatrix} a_{yy}, \ \tilde{a}_{y,x}' \end{bmatrix} \begin{bmatrix} \mu_y \\ \mu_x \end{bmatrix} = a_{yy}\mu_y + \tilde{a}_{y,x}'\mu_x$ and $\alpha_{1,y} = 0$. Accordingly,
demeaned variables appear in the ARDL equation
\[
\Delta y_t = -a_{yy}(y_{t-1} - \mu_y) - \tilde{a}'_{y,x}(x_{t-1} - \mu_x) + \sum_{j=1}^{p-1} \gamma'_{y,x,j} \Delta z_{t-j} + \omega' \Delta x_t + \nu_{yt} \tag{A.38}
\]
\[
= -a_{yy}EC_{t-1} + \sum_{j=1}^{p-1} \gamma'_{y,x,j} \Delta z_{t-j} + \omega' \Delta x_t + \nu_{yt}
\]
where \(EC_{t-1} = y_{t-1} - \delta_0 - \delta'_{y,x}x_{t-1}\) with \(\delta'_{y,x} = -\frac{\tilde{a}'_{y,x}}{a_{yy}}\) and \(\delta_0 = \mu_y - \delta'_{y,x}\mu_x\).

3. Unrestricted intercept and no trend \((\alpha_0^y \neq \tilde{A}(1)\mu, \eta = 0)\).

Thus, \(\alpha_{0,y} \neq 0, \alpha_{1,y} = 0\). Accordingly, an intercept is included in the ARDL equation
\[
\Delta y_t = \alpha_{0,y} - a_{yy}y_{t-1} - \tilde{a}'_{y,x}x_{t-1} + \sum_{j=1}^{p-1} \gamma'_{y,x,j} \Delta z_{t-j} + \omega' \Delta x_t + \nu_{yt} \tag{A.39}
\]
\[
= \alpha_{0,y} - a_{yy}EC_{t-1} + \sum_{j=1}^{p-1} \gamma'_{y,x,j} \Delta z_{t-j} + \omega' \Delta x_t + \nu_{yt}
\]
where \(EC_{t-1} = y_{t-1} - \delta'_{y,x}x_{t-1}\), with \(\delta'_{y,x} = -\frac{\tilde{a}'_{y,x}}{a_{yy}}\). Note that the presence of a drift in the above equation implies the presence of a linear trend in the original series \(y_t\).

4. Unrestricted intercept, restricted trend \((\alpha_0^y \neq \tilde{A}(1)(\mu - \eta) + \tilde{\Gamma}(1)\eta, \alpha_1^y = \tilde{\Delta}(1)\eta)\).

Hence, \(\alpha_{0,y} \neq 0, \alpha_{1,y} = \left[ a_{yy}, \tilde{a}'_{y,x} \right] \begin{bmatrix} \eta_y \\ \eta_x \end{bmatrix}^{(1,1)} = a_{yy}\eta_y + \tilde{a}_{y,x}\eta_x\). Accordingly
\[
\Delta y_t = \alpha_{0,y} - a_{yy}(y_{t-1} - \eta_y t) - \tilde{a}'_{y,x}(x_{t-1} - \eta_x t) + \sum_{j=1}^{p-1} \gamma'_{y,x,j} \Delta z_{t-j} + \omega' \Delta x_t + \nu_{yt} \tag{A.40}
\]
\[
= \alpha_{0,y} - a_{yy}EC_{t-1} + \sum_{j=1}^{p-1} \gamma'_{y,x,j} \Delta z_{t-j} + \omega' \Delta x_t + \nu_{yt}
\]
where \(EC_{t-1} = y_{t-1} - \eta_0 t - \delta'_{y,x}x_{t-1}\) with \(\delta'_{y,x} = -\frac{\tilde{a}'_{y,x}}{a_{yy}}\) and \(\eta_0 = \eta_y - \delta'_{y,x}\eta_x\).

5. Unrestricted intercept, unrestricted trend \((\alpha_0^y \neq \tilde{A}(1)(\mu - \eta) + \tilde{\Gamma}(1)\eta, \alpha_1^y \neq \tilde{\Delta}(1)\eta)\).

\[\text{In this case, to have cointegrating relationships with null mean, the EC term is sometimes reformulated as follows}\]
\[EC_{t-1} = y_{t-1} - \delta'_{y,x}x_{t-1} - \tilde{\mu}_{EC}\]
where \(\tilde{\mu}_{EC} = \frac{1}{T} \sum_{t=1}^{T} EC_{t-1}\) and \(T\) is the sample size. Then, the ARDL equation is reformulated as follows
\[
\Delta y_t = \alpha_0^y - a_{yy}EC_{t-1} + \sum_{j=1}^{p-1} \gamma'_{y,x,j} \Delta z_{t-j} + \omega' \Delta x_t + \nu_{yt}
\]
where \(\alpha_0^y = \alpha_{0,y} + a_{yy}\tilde{\mu}_{EC}\).
Hence, $\alpha_{0,y} \neq 0$, $\alpha_{1,y} \neq 0$. Accordingly

$$\Delta y_t = \alpha_{0,y} + \alpha_{1,y} t - a_{yy} y_{t-1} - \tilde{a}_{y,x} x_{t-1} + \sum_{j=1}^{p-1} \gamma'_{y,x,j} \Delta z_{t-j} + \omega' \Delta x_t + \nu_{yt} \tag{A.41}$$

$$= \alpha_{0,y} + \alpha_{1,y} t - a_{yy} EC_{t-1} + \sum_{j=1}^{p-1} \gamma'_{y,x,j} \Delta z_{t-j} + \omega' \Delta x_t + \nu_{yt}$$

where $EC_{t-1} = y_{t-1} - \delta'_{y,x} x_{t-1}$ with $\delta'_{y,x} = -\frac{\tilde{a}'_{y,x}}{a_{yy}}$. Note that the presence of a linear trend in (A.41) implies the presence of a quadratic trend in the original series $y_t$.

In all these cases, the deterministic components (intercept and trend coefficient) taken into account by the $F_{ov}$ test are those included in the EC term. Thus, the $F_{ov}$ test verifies the presence of a constant term in case II, and not in case III. Similarly, it tests the presence of both the trend in case IV, and not in case V. If the null of the $F_{ov}$ test is rejected, the error-correction form of the ARDL equation is estimated and the significance of the coefficient associated to the EC term is evaluated with a $t$ test.