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Abstract

We study generalized special cycles on Hermitian locally symmetric spaces $\Gamma \backslash D$ associated to the groups $G = U(p, q), \text{Sp}(2n, \mathbb{R})$ and $\text{O}^*(2n)$. These cycles are algebraic and covered by symmetric spaces associated to subgroups of $G$ which are of the same type. We show that Poincaré duals of these generalized special cycles can be viewed as Fourier coefficients of a theta series. This gives new cases of theta lifts from the cohomology of Hermitian locally symmetric manifolds associated to $G$ to vector-valued automorphic functions on the groups $G' = U(m, m), O(m, m)$ or $\text{Sp}(m, m)$ which forms a reductive dual pair with $G$.
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1 Introduction

1.1 Generalized special cycles

There are four classes of irreducible reductive dual pairs over $\mathbb{R}$ of type I in the sense of Howe [22] (c.f. [1]):

(1) $(O(p, q), \text{Sp}(2n, \mathbb{R}))$,
(2) $(U(p, q), U(r, s))$,
(3) $(\text{Sp}(p, q), O^*(2n))$,
(4) $(O(m, \mathbb{C}), \text{Sp}(2n, \mathbb{C}))$.

Each group $G$ belonging to any of the seven families of groups in the above table is the group that preserves a non-degenerate Hermitian or skew-Hermitian form $(,)$ over a real, complex or quaternionic vector space $V$. Let $\Gamma$ be a torsion free congruence subgroup of $G$ such that $\Gamma \backslash G$ is compact. In this introduction we assume that $G = G(\mathbb{R})$ is the set of real points of an algebraic group $G$ and $\Gamma$ is a congruence subgroup of $G(\mathbb{Z})$. In general we will need to assume $G(\mathbb{R}) = G \times G_c$ where $G_c$ is compact, but we omit this technicality in the introduction. Furthermore we assume we have chosen a lattice $\mathcal{L}$ in $V$ which is invariant under $\Gamma$. In each of the cases that we are interested in, the symmetric space $D = G/K$ associated to $G$, where $K$ is a fixed maximal compact subgroup, has a realization as an open subspace of a Lagrangian Grassmannian associated to $V$. In what follows let $M = \Gamma \backslash D$. Once we have chosen an orientation of $D$, after passing to a (possibly deeper) congruence subgroup of $\Gamma$ we may assume $M$ is a compact oriented manifold.

We define and study cycles which are called “generalized special cycles”, to be denoted $C_{x, z'}$ (see below for the explanation of the notation), in the locally symmetric spaces $M$. In this paper, we restrict our attention to the cases $G = U(p, q), \text{Sp}(2n, \mathbb{R})$ and $O^*(2n)$ which we denote by case A, B and C respectively throughout the paper. The members of the above three families of groups are all the groups that show up in real reductive dual pairs of type I whose symmetric spaces are of Hermitian type with the exception of $O(p, 2)$. In these cases $M$ is a compact Kähler manifold which is in fact a connected complex algebraic variety [3], and the cycles $C_{x, z'}$ are algebraic cycles (see Theorem 3.4).

We now briefly introduce the definition of $C_{x, z'}$ (see Sect. 3 for more details). Roughly speaking these cycles come from embeddings of smaller groups of the same type as $G$ into $G$. In what follows we will let $V = \mathbb{C}^{p+q}$ for case A, $V = \mathbb{R}^{2n}$ for case B, and $V = \mathbb{H}^n$ for case C, where $\mathbb{H}$, the Hamilton quaternions, acts by right multiplication. We assume that $(,)$ is a Hermitian form, skew symmetric form and a skew-Hermitian form on $V$ respectively and $G$ is the linear isometry group of $(,)$.

Let $x = (x_1, x_2, \cdots, x_m) \in V^m$. We assume that the vectors $x_1, x_2, \cdots, x_m$ are linearly independent and the restriction of the form $(,)$ on $U = \text{span}(x)$ is non-degenerate. In particular, in case B this implies that $m = 2r$ for some positive integer $r$. In case A, let $(r, s)$ be the signature of $(,)|_U$. We then have the orthogonal splitting.
\[ V = U \oplus U^{\perp}. \]  

(1.1)

For any non-degenerate subspace \( U \subseteq V \) define

\[ G(U) = \{ g \in G \mid gv = v, \forall v \in U^{\perp} \}. \]

and \( D(U) \) to be the symmetric space of \( G(U) \). We would like to embed \( D(U^{\perp}) \) into \( D \). However such an embedding in general can only be defined after the choice of a point \( z' \in D(U) \):

\[ \rho_{U,z'}: D(U^{\perp}) \to D. \]

The image of \( \rho_{U,z'} \) is a complex analytic subvariety of \( D \) which we denote by \( D_{U,z'} \) or \( D_{x,z'} \) (by abuse of notation) the induced map

\[ \rho_{U,z'}: \Gamma_U \backslash D(U^{\perp}) \to M = \Gamma \backslash D, \]

where \( \Gamma_U = G(U^{\perp}) \cap \Gamma \). The image \( C_{U,z'} \) or \( C_{x,z'} \) of \( \rho_{U,z'} \) is then an algebraic subvariety of \( M \) which we call a generalized special cycle. In general, \( \rho_{U,z'} \) is not an embedding and \( C_{x,z'} \) is singular. However by passing to a deeper congruence subgroup of \( \Gamma \) we can resolve the singularity (see Lemma 3.3). We can think of \( C_{x,z'} \) as an element in the Chow group \( \text{Ch}_*(M) \) or an element in the Singular homology group \( H_*(M) \).

**Remark 1.1** It is an important fact that the homology class of \( C_{x,z'} \) does not depend on the choice \( z' \) (Proposition 3.2). Hence when only the homology class is considered, we will often write \([C_x]\) instead of \([C_{x,z'}]\).

**Remark 1.2** When \( s \) or \( r \) is equal to 0 in cases A, the cycle \( C_{x,z'} \) is called a special cycle by Kudla and Millson (see [25–27, 29]). In these cases \( G(U) \) is compact and its symmetric space is a single point. In other words, the choice of \( z' \) in the definition of \( C_{x,z'} \) is not necessary.

One of the main goals of the paper is to construct Poincaré dual of \( C_{x,z'} \) in terms of differential forms by studying differential forms on \( D \) with values in the Weil representation. Let \( S(V^m) \) be the Schwartz functions on \( V^m \). Then there is a reductive dual pair \( (G, G') \) such that \( G \times \tilde{G}' \) acts on \( S(V^m) \) smoothly and by a unitary representation \( \omega \), where \( \tilde{G}' \) is a double cover of \( G' \). In cases of our interests, we have the following data

1. Case A: \( G = U(p, q), G' = U(m, m) \) with \( m = r + s, 0 \leq r \leq p, 0 \leq s \leq q \),
2. Case B: \( G = \text{Sp}(2n, \mathbb{R}), G' = O(m, m) \) with \( m = 2r, 0 \leq r \leq n \),
3. Case C: \( G = \text{O}^*(2n), G' = \text{Sp}(m, m), 0 \leq m \leq n \).
The action of $G$ via $\omega$ is just the induced action on functions

$$(\omega(g)f)(x) = f(g^{-1}x).$$

for $f \in S(V^m)$, where $x \in V^m$ is viewed as a $(p + q)$ by $m$ matrix.

Let $\Omega^* (D, S(V^m))^G$ be the set of $G$-invariant differential forms on $D$ with values in $S(V^m)$, it is a chain complex graded by the Hodge bi-degree. In Sect. 5, we construct a differential form $\varphi \in \Omega^{(d',d')} (D, S(V^m))^G$ where $d'$ is the complex codimension of the generalized special cycle $C_{x,z'}$ where $x \in V^m$ is non-degenerate. In case A, the construction of $\varphi$ depends on a pair of integers $(r, s)$ such that $r + s = m$ and we call the pair of integers $(r, s)$ in the theorem the signature of $\varphi$. The following is the first main result of this paper, see Theorem 5.14 and its corollary.

**Theorem 1.3** The form $\varphi$ is closed.

**Remark 1.4** In case A when $s = 0$, the cocycle $\varphi$ is actually the special form defined by Kudla and Millson in [29].

Recall that $\mathcal{L}$ is a lattice in $V$ fixed by $\Gamma$. By [37], we can choose an arithmetic subgroup $\Gamma' \subset G'$ such that the theta distribution $\theta_{\mathcal{L}}$

$$\theta_{\mathcal{L}}(\psi) = \sum_{x \in \mathcal{L}^m} \psi(x), \quad \psi \in \Omega^* (D, S(V^m))^G$$

is $\Gamma \times \tilde{\Gamma}'$-invariant where $\tilde{\Gamma}'$ is the inverse image of $\Gamma'$ in $\tilde{G}'$. Hence for the $\varphi$ defined in Theorem 1.3 we can define a function

$$\theta_{\mathcal{L},\varphi}(z, g') = \sum_{x \in \mathcal{L}^m} \omega(g') \varphi(z, x) \in \Omega^* (M) \otimes A(\Gamma' \backslash G'), \quad (1.2)$$

where $A(\Gamma' \backslash G')$ is the space of functions on $\Gamma' \backslash G'$. We also define

$$\theta_{\mathcal{L},\beta,\varphi}(z, g') = \sum_{x \in \mathcal{L}^m, (x,x) = \beta} \omega(g') \varphi(z, x) \quad (1.3)$$

for a matrix $\beta$ which is Hermitian in $M_m(\mathbb{C})$ in case A, skew symmetric in $M_m(\mathbb{R})$ in case B and skew Hermitian in $M_m(\mathbb{H})$ in case C. We have the following Fourier expansion of $\theta_{\mathcal{L},\varphi_\infty}$:

$$\theta_{\mathcal{L},\varphi}(z, g') = \sum_\beta \theta_{\mathcal{L},\beta,\varphi}(z, g'),$$

where $\beta$ runs over all possible inner product matrices $(x, x)$. We call $\theta_{\mathcal{L},\beta,\varphi}$ the $\beta$-th Fourier term of $\theta_{\mathcal{L},\varphi}$ as each $\theta_{\mathcal{L},\beta,\varphi}$ is a character function under the action of $\Gamma' \cap N'$, where $N'$ is the unipotent radical of the Siegel parabolic (see Sect. 4).
From now on we assume that $\beta$ is non-degenerate. The set $\{x \in L^m | (x, x) = \beta \}$ consists of finitely many $\Gamma$-orbits. We choose $\Gamma$-orbit representatives $\{x_1, \ldots, x_o\}$ and define

$$U_i = \text{span}\{x_i\}, \ 1 \leq i \leq o.$$  

For each $1 \leq i \leq o$ choose a base point $z_i \in D(U_i)$. Let $C_{x_i, z_i}$ be the generalized special cycle. Then all these cycles have the same complex codimension $d'$. Let

$$z = \{z_1, z_2, \ldots, z_o\}.$$  

Then define

$$C_{\beta, z} = \sum_{i=1}^{o} C_{x_i, z_i}.$$  

$C_{\beta, z}$ is a cycle in the Chow group of $\Gamma \backslash D$. By Remark 1.1, the homology class $[C_{\beta, z}]$ is independent of the choice of $z$, so we simply denote by $[C_{\beta}]$ its homology class.

We want to relate the form $\varphi$ in Theorem 1.3 to generalized special cycles. We will prove the following theorem in Theorem 6.4.

**Theorem 1.5** Let $\varphi$ be as in Theorem 1.3. For $x \in L^m$ such that $U = \text{span}\{x\}$ is non-degenerate and in case A of signature $(r, s)$ which matches the signature of $\varphi$, we have

$$\sum_{y \in \Gamma \cdot x} [\varphi(z, g', y)] = \kappa(g', \beta)\text{PD}([C_x]),$$  

where $[\varphi]$ is the cohomology class of $\varphi$ in $H^*(M)$, $\text{PD}([C_x]) \in H^*(M)$ is the Poincaré dual of $[C_x]$, and $\kappa$ is a function that is analytic in $G'$. If $\beta = (x, x)$, then we have

$$[\theta_{\mathcal{L}, \beta, \varphi}(z, g')] = \kappa(g', \beta)\text{PD}([C_{\beta}]).$$  

In case A when $s = 0$, Theorems 1.5 and 1.6 are proved in [29], where the exact value of $\kappa(g', \beta)$ is calculated and shown to be never zero. However in the more general case of this paper the exact value of $\kappa(g', \beta)$ is hard to obtain. Instead we calculate certain asymptotic value of $\kappa(g', \beta)$ in Sect. 8 which implies the following theorem (see Theorem 6.5).

**Theorem 1.6** Let $\beta$ satisfies the same assumption as in Theorem 1.5. For a generic $g' \in G'$, the function $\kappa(g', \beta)$ in Theorem 1.5 is not zero.

In the appendix, we will show that the canonical special class $\varphi$ transforms under an irreducible representation of a maximal compact group $\tilde{K}' \subset \tilde{G}'$. Moreover $\theta_{\mathcal{L}, \varphi}$ can be viewed as a matrix coefficient of an automorphic vector bundle on $\tilde{\Gamma} \backslash \tilde{G}' / \tilde{K}'$.  

\( \square \) Springer
1.2 Related works

The modularity of the generating series of intersection numbers of special cycles was first studied in [20] in case of Hilbert modular surfaces. Later in a series of work [25–27, 29], Kudla and Millson proved the modularity of generating series of special cycles for higher rank locally symmetric spaces associated to \( G = \text{O}(p, q) \) (resp. \( U(p, q) \) and \( \text{Sp}(p, q) \)). To be more specific they constructed via Weil representation differential forms that are Poincaré duals to \( C_x \) when \((,)|_{\text{span}(x)}\) is positive definite. By applying the theta distribution to these forms one get an automorphic form in the dual group \( \text{Sp}(2r, \mathbb{R}) \) (resp. \( U(r, r), \text{O}^*(2r) \)) of \( G \). Moreover they prove in [29] that these differential forms are holomorphic with respect to the dual group \( G' = \text{Sp}(2r, \mathbb{R}) \) (resp. \( U(r, r) \)) on the cohomology level, thus give rise to holomorphic modular forms after applying theta distribution.

The theory of Kudla and Millson have some generalizations and applications. We just briefly mention some here.

1. When \( G = \text{O}(p, q) \) and \( \Gamma \) is not co-compact, the boundary behavior (after the compactification of \( \Gamma \backslash D \)) of the special forms constructed by Kudla and Millson has been studied in [14–16] and [17].
2. Using the results of Kudla and Millson, together with the classification of unitary representations with nonzero cohomology of Vogan–Zuckerman [36] and the endoscopic classification of automorphic representations of \( G' \) (c.f. [33]), [5] and [4] are able to prove certain cases of Hodge Conjecture on arithmetic hyperbolic spaces and arithmetic quotients of complex balls.
3. In some cases one can lift the modularity theorem by Kudla and Millson from cohomology groups to Chow groups (c.f. [6, 39] and [11]) or even arithmetic Chow groups (c.f. [10] and [21]).
4. Garcia [18] views the special forms of Kudla and Millson as characteristic classes of super connections and generalizes the construction to certain period domains.

This paper is an attempt to generalize the work of Kudla and Millson. What is new in this paper is the definition of generalized special cycles and the discovery of a new class of special forms in \( \Omega(D, S(V^m))^G \) which turn out to be Poincaré duals of the generalized special cycles and can be used as kernels of geometric theta lifts. When \( G = \text{Sp}(2n, \mathbb{R}) \) or \( \text{O}^*(2n) \) or when \( G = \text{U}(p, q) \) but \((,)|_{\text{span}(x)}\) is not positive definite, there is no corresponding special cycles in the sense of Kudla and Millson. So in order to have a similar theory, one has to define generalized special cycles.

In a sequel [32], Millson and the author will extend the results of this paper to the groups \( G = \text{O}(p, q), \text{Sp}(p, q), \text{O}(m, \mathbb{C}) \) or \( \text{Sp}(2n, \mathbb{C}) \).

1.3 Sketch of the proof of the main theorems

The form \( \varphi \) in Theorem 1.3 is ultimately constructed from \( \varphi^+ \) which is a holomorphic differential form in \( \Omega^{(d,0)}(D, \mathcal{P})^G \) discovered by [2], where \( \mathcal{P} \) is certain Fock model of the Weil representation of a compact dual pair. Using the fact that any holomorphic differential form on a Kähler manifold is closed together with a result of [2], we can prove that \( \varphi^+ \) is closed. This implies that \( \varphi \) is closed as well.
In order to prove Theorem 1.5, we construct a fiber bundle in Sect. 3.2:

$$\pi : \Gamma_U \backslash D \to \Gamma_U \backslash D_{U,z'},$$

whose fibers are (topologically) Euclidean spaces. We show that $\varphi(z, g', x)$ is a constant multiple of the Thom form for the above fibration. To be more precise,

$$\int_{\Gamma_U \backslash D} \eta \wedge \varphi(z, g', x) = \kappa(g', \beta) \int_{\Gamma_U \backslash D_{U,z'}} \eta,$$  \hspace{1cm} (1.4)

where

$$\kappa(g', \beta) = \int_{FD_{U,z'}} \varphi(z, g', x),$$  \hspace{1cm} (1.5)

and $FD_{U,z'}$ is any fiber of the fibration $\Gamma_U \backslash D \to \Gamma_U \backslash D_{U,z'}$. Notice that the integration in (1.5) only depends on $\beta = (x, x)$. The key to proving (1.4) is to show that the norm of $\varphi(z, g', x)$ is fast decreasing on the fiber $FD_{U,z'}$, which will be done in Sect. 7. Then the standard unfolding lemma tells us that

$$\int_{\Gamma \backslash D} \eta \wedge \sum_{y \in \Gamma \cdot x} \varphi(z, g', y) = \int_{\Gamma_U \backslash D} \eta \wedge \varphi(z, g', x) = \kappa(g', \beta) \int_{\Gamma_U \backslash D_{U,z'}} \eta.$$

This identity is nothing but Theorem 1.5.

As we have mentioned, in general $\kappa(g', \beta)$ is hard to compute. One of the reasons is that $FD_{U,z'}$ is not a sub symmetric space of $D$ except in the Kudla–Millson cases. So instead we show that the asymptotic value of $\kappa(m'(a(t)), \beta)$ when $t \to \infty$ (see Sect. 8 for the meaning of $m'(a(t))$) is nonzero using the method of Laplace. This will imply Theorem 1.6.

1.4 Outline of the paper

Section 2 reviews the definition of $D$ and constructs compact arithmetic quotients of $D$. Section 3 defines the generalized special cycle $C_{x,z'}$ and show that they are algebraic subvarieties. Section 4 reviews some fact about the Weil representation and set up coordinate functions for later use. Section 5 reviews the results of [2], constructs the special class $\varphi$ and proves that it is closed. In Sect. 6 we will prove Theorem 1.5 assuming the rapid decrease of $\varphi$ on the fiber $FD_{U,z'}$. Section 7 proves the rapid decrease of $\varphi$ on the fiber $FD_{U,z'}$. Section 8 proves Theorem 1.6 by the method of Laplace. Appendix 1 described the $\tilde{K}'$-type of $\varphi$ in terms of highest weight theory. Readers who are familiar with arithmetic groups and the Weil representation can pick up the definition of the generalized special cycles in Sect. 3 and then proceed to Sect. 5 directly, only go back to Sect. 4 if necessary. For Sects. 4, 5, 7 and 8, one can focus only on the case A for first reading as the other two cases are similar.
1.5 Notations and conventions

In Sects. 2 and 6 we will let $k$ be a totally real number field, $F$ be a CM extension of $k$, $B$ be a division algebra with center $k$, $V$ be a vector space over $k$ and $G$ be an algebraic group over $k$. In case A, $V$ will be equipped with a Hermitian form.

In Sects. 4, 5, 7, 8 and the appendix, $V$ will denote a real vector space and $G$ will denote a real group. In order to relate case A, B and C using seesaw dual pairs and have uniform statements of results, we equip $V$ with a skew Hermitian form in case A. The identification between Hermitian and skew Hermitian forms is not canonical. In this paper we multiply a skew Hermitian form by $i = \sqrt{-1}$ to get a Hermitian form if such an identification is necessary and adjust the statements of our theorems correspondingly.

Part 1. Generalized special cycles on Hermitian locally symmetric spaces

2 Hermitian locally symmetric spaces

In this section we recall the construction of the Hermitian locally symmetric manifolds that are relevant to us. These manifolds are compact arithmetic quotients of Hermitian symmetric domains associated to the groups $U(p, q)$, $Sp(2n, \mathbb{R})$ and $O^*(2n)$ and are projective algebraic varieties.

2.1. Let $k$ be a totally real number field with $\ell$ distinct embeddings $\sigma_1, \ldots, \sigma_\ell$ into $\mathbb{R}$. Let $S_\infty = \{v_1, \ldots, v_\ell\}$ be the set of Archimedean places and $k_{v_1}, \ldots, k_{v_\ell}$ be the corresponding completions. Let $F$ be a CM field whose maximal real subfield is $k$. There are $\ell$ pairs of conjugate embeddings of $F$ into $\mathbb{C}$. We choose one inside each pair, denote them by $\sigma_1, \ldots, \sigma_\ell$ by abusing notation. To obtain compact quotients of the symmetric spaces, we assume $k \neq \mathbb{Q}$.

Let $(B, \sigma)$ be a $k$-algebra with involution of one of the following types:

$$ (B, \sigma) = \begin{cases} 
\text{(the CM field F, the generator of } Gal(F/k)), \\
\text{(a quaternion algebra with center k, the main involution).} 
\end{cases} \quad (2.1) $$

Let $V = B^n$ regarded as a right $B$ vector space. Let $(,)$ be a non-degenerate skew Hermitian form or Hermitian form on $V$ satisfying

$$ (vb, \tilde{v}\tilde{b}) = b^\sigma (v, \tilde{v})\tilde{b} \quad (2.2) $$

for $v, \tilde{v} \in V$ and $b, \tilde{b} \in B$. Let $G$ be the group defined by the equation

$$ G = \{g \in GL_B(V) \mid (gv, g\tilde{v}) = (v, \tilde{v}), \forall v, \tilde{v} \in V\}. \quad (2.3) $$
Define \( V_v = V \otimes_k k_v \) and \( G_v = G(k_v) \), where \( v \in S_\infty \). Extend \((, )\) to \( V_v \) and denote the new form by \((, )_v\). Also define \( V_\infty = \prod_{v \in S_\infty} V_v \) and \( G_\infty = \prod_{v \in S_\infty} G_v \). We require the form \((, )\) to be anisotropic, which is to say that there is no nonzero vector \( v \in V \) such that \((v, v) = 0\). As a set, the symmetric space \( D \) is defined by \( D = G_\infty / K_\infty \), where \( K_\infty \) is a maximal compact subgroup of \( G_\infty \). Later in this section we will see case by case that \( D \) can be regarded as an open subset of a (Lagrangian) Grassmannian. Hence \( D \) is a complex variety.

Let \( \mathcal{O}_k \) be the ring of integers of \( k \) and \( \mathcal{O}_B \) be the integral closure of \( \mathcal{O}_k \) in \( B \). Let \( \mathcal{L} = \mathcal{O}_B^n \subset B^n = V \), and define

\[
G(\mathcal{O}_k) = \{ g \in G \mid g\mathcal{L} = \mathcal{L} \}.
\]

For an ideal \( I \) in \( \mathcal{O}_B \), define \( G(I) \) to be the congruence subgroup

\[
G(I) = \{ g \in G(\mathcal{O}_k) \mid g \equiv I_n \pmod{I\mathcal{L}} \}. \tag{2.4}
\]

By Theorem 17.4 of [7], we can choose an ideal \( J \) of \( \mathcal{O}_B \) such that \( G(J) \) is neat. In particular, \( G(J) \) acts simply on the symmetric space \( D \). Fix an ideal \( I \subseteq J \) and let \( \Gamma = G(I) \). Since we assume that \((, )\) is anisotropic, \( \Gamma \) is a co-compact subgroup in \( G_\infty \). Moreover by a theorem of Baily and Borel [3], \( \Gamma \backslash D \) is a complex projective variety.

We need a lemma.

**Lemma 2.1** For each \( 1 \leq i \leq \ell \), let \( U_i \) is an open subset of \( k_{v_i} \cong \mathbb{R} \). There is a \( c \in k \) such that \( \sqrt{c} \notin k \) and \( \sigma_i(c) \in U_i \) for all \( 1 \leq i \leq \ell \).

**Proof** Choose a prime ideal \( p \) of \( \mathcal{O}_k \) such that \( \mathcal{O}_k/p \) is not a field of characteristic two. As taking square is a two to one map on \( \mathcal{O}_k/p \), there exists a \( b \in \mathcal{O}_k \) such that the equation \( x^2 \equiv b \pmod{p} \) has no solution in \( \mathcal{O}_k/p \). Thus \( x^2 = b \) has no solution in \( \mathcal{O}_k \) and \( k \). Now choose \( \epsilon \) small enough such that \( x^2 = a \) has a solution when \( |a - 1|_p \leq \epsilon \). By the weak approximation theorem, there exists a \( c \in k \) such that

1. \( \sigma_i(c) \in U_i \) (1 \( \leq i \leq \ell \)),
2. \( |c - b|_p < |b|_p \cdot \epsilon \).

Then \( c \) satisfies the assumption of the lemma. \( \Box \)

Now we carry out the above construction and give a more detailed description of \( D \) in each case.
2.2 Case A

Choose \( d_1, \ldots, d_{p+q} \in k \) such that

1. \( \sigma_1(d_\alpha) > 0 \) and \( \sigma_1(d_\mu) < 0 \) for \( 1 \leq \alpha \leq p \) and \( p + 1 \leq \mu \leq p + q \),
2. \( \sigma_1(d_j) > 0 \) for \( 2 \leq i \leq \ell \) and \( 1 \leq j \leq p + q \).

This is possible by the weak approximation theorem. Let \( V \) be a \( p + q \) dimensional right \( F \) vector space and \((, )\) be the Hermitian form defined by the diagonal matrix with diagonal entries \( d_1, \ldots, d_{p+q} \). If \( G \) is defined by Eq. (2.3), we have

1. \( G_v \cong U(p, q) \),
2. \( G_v \cong U(p + q) \) for \( 2 \leq i \leq \ell \).

Since \((, )_v\) is definite for \( 2 \leq i \leq \ell \), \( V \) is anisotropic. The symmetric space \( D \) can be defined by

\[
D = \{ z \text{ is a subspace of } V_v \mid \dim \mathbb{C} z = q, (, )_v | z \text{ is negative definite} \}.
\]

2.3 Case B

By Lemma 2.1, we can choose \( c_1, c_2 \) such that

1. \( \sigma_1(c_j) > 0 \) and \( \sqrt{c_j} \notin k \) for \( j = 1 \) or \( 2 \),
2. \( \sigma_1(c_j) < 0 \) for \( j = 1, 2 \) and \( 2 \leq i \leq \ell \).

Let \( B = \mathbb{H}_k(c_1, c_2) \) be the quaternion algebra over \( k \) generated by \( \epsilon_1, \epsilon_2 \) with relations

\[
\epsilon_1^2 = c_1, \epsilon_2^2 = c_2, \epsilon_1 \epsilon_2 = -\epsilon_2 \epsilon_1.
\]  

(2.5)

We put \( \epsilon_3 = \epsilon_1 \epsilon_2 \). Then an element \( \xi \in B \) can be written as \( \xi = \xi_0 + \xi_1 \epsilon_1 + \xi_2 \epsilon_2 + \xi_3 \epsilon_3 \), where \( \xi_j \in k \) for \( 0 \leq j \leq 3 \). We define an anti-involution \( \sigma \) on \( B \) by

\[
\sigma(\xi) = \xi_0 - \xi_1 \epsilon_1 - \xi_2 \epsilon_2 - \xi_3 \epsilon_3.
\]

With the given assumption we know that

\[
B \otimes_k k_v \cong M_2(\mathbb{R}), \quad B \otimes_k k_v \cong \mathbb{H}
\]

for \( 2 \leq i \leq \ell \), where \( \mathbb{H} \) is the classical Hamiltonian quaternions. Now let \( V \) be a \( n \)-dimensional right \( B \) vector space and \((, )\) be a Hermitian form on \( V \) satisfying (2.2). Let \( G \) be the group defined by (2.3).

Let \( E \) be any field that contains \( k[\sqrt{c_1}] \). We define an anti-involution \( \sigma' \) on \( M_2(E) \) by

\[
\sigma'(x) = Jx'^JJ^{-1},
\]

\( \Box \) Springer
where $J = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}$. We can embed $B$ into $M_2(E)$ as follows

$$i(\xi_0 + \xi_1\epsilon_1 + \xi_2\epsilon_2 + \xi_3\epsilon_3) = \begin{pmatrix} \xi_0 + \xi_1\sqrt{c_1} \\ \xi_2 - \xi_3\sqrt{c_1} \end{pmatrix} \cdot \begin{pmatrix} \xi_2 + \xi_3\sqrt{c_1} \\ \xi_0 - \xi_1\sqrt{c_1} \end{pmatrix}.$$  

It is easy to check that $\sigma' \circ i = i \circ \sigma$, so from now on we abuse notation and denote both involutions by $\sigma$. Let $e_{ij}$ be the matrix with the $(i, j)$-th entry 1 and all the other entries zero. Let $e = e_{11}$. As $B \otimes_k E \cong M_2(E)$, we get a decomposition

$$V_E = V_E e + V_E e^\sigma$$

as a $E$ vector space, where $V_E = V \otimes_k E$. Let $S_E$ be the $E$-bilinear form on $V_E e$ defined by

$$S_E(xe, ye) e_{21} = (xe, ye). \quad (2.6)$$

Following an argument like that of Page 368 of [31], we see that $S_E$ is skew symmetric and

$$G_E \cong \text{Sp}((V_E e, S_E)) \cong \text{Sp}(2n, E).$$

In particular since $k_{v_1} \cong \mathbb{R}$ and $\sigma_1(c_1) > 0$, we know that

$$G_{v_1} \cong \text{Sp}((V_{v_1} e, S_{v_1})) \cong \text{Sp}(2n, \mathbb{R}).$$

And we also have

$$G_{v_i} \cong \text{Sp}(p_{v_i}, q_{v_i})$$

for $2 \leq i \leq \ell$, where $p_{v_i} + q_{v_i} = n$. Moreover we choose the form $(,)\text{ to be defined by a diagonal matrix with diagonal entries }d_1, \ldots, d_n \in k$ satisfying $\sigma_i(d_j) > 0$ for $2 \leq i \leq \ell$ and $1 \leq j \leq n$. We then have $G_{v_i} \cong \text{Sp}(n)$ for $2 \leq i \leq n$. With this choice $G$ is anisotropic as $\text{Sp}(n)$ is. We have

$$G_\infty \cong \text{Sp}(2n, \mathbb{R}) \times \text{Sp}(n)^{\ell-1}.$$

The symmetric space $D$ is then the set of $n$ dimensional complex subspace $z$ of the $2n$ dimensional complex vector space $(V_{v_1} e) \otimes \mathbb{R} \otimes \mathbb{C}$ such that

1. $S_{k_{v_1}}(,) |_z$ is zero ($z$ is Lagrangian for $S_{k_{v_1}}(,)$).
2. The Hermitian form $iS_{k_{v_1}}(,)$ is negative definite on $z$, where $\overline{\cdot}$ is the complex conjugation on $(V_{v_1} e) \otimes \mathbb{R} \otimes \mathbb{C}$.
2.4 Case C

The construction of $G$ in this case is similar to that in case B. Let $k$ be the same totally real number field. By Lemma 2.1, we can choose $c_1, c_2$ such that

1. $\sigma_1(c_1) < 0, \sigma_1(c_2) < 0$ and $\sqrt{c_1}, \sqrt{c_2} \notin k$,
2. $\sigma_i(c_1) > 0, \sigma_i(c_2) < 0$ for $2 \leq i \leq \ell$.

Let $B = \mathbb{H}_k(c_1, c_2)$ as in Eq. (2.5). This time we have

$$B \otimes_k k_{v_1} \cong \mathbb{H}, \quad B \otimes_k k_{v_i} \cong M_2(\mathbb{R})$$

for $2 \leq i \leq \ell$. Now let $V$ be a $n$-dimensional right $B$ vector space and $(,)$ be a skew Hermitian form on $V$ satisfying (2.2). Let $G$ be the group defined as in (2.3). Then we see that

$$G_{v_1} \cong O^*(2n).$$

Following a result on Page 368 of [31], we also have

$$G_{v_i} \cong O(p_{v_i}, q_{v_i})$$

for $2 \leq i \leq \ell$, where $p_{v_i} + q_{v_i} = 2n$. Moreover we choose $d_1, \ldots, d_n \in k$ such that $\sigma_i(d_j) > 0$ for all $2 \leq i \leq \ell, 1 \leq j \leq n$, and let $(,)$ be the skew Hermitian form defined by the diagonal matrix with diagonal entries $d_1\epsilon_2, \ldots, d_n\epsilon_2$. By Lemma 2.1 of [31], we know that $G_{v_i} (2 \leq i \leq \ell)$ is the orthogonal group defined by the block diagonal matrix $S_{v_i}$ with $2$ by $2$ diagonal blocks $-J(d_1\epsilon_2), \ldots, -J(d_n\epsilon_2)$. Since $-J(d_j\epsilon_2) = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$, $d_j \begin{pmatrix} 0 & c_2d_j \\ d_j & 0 \end{pmatrix} = \begin{pmatrix} d_j & 0 \\ 0 & -c_2d_j \end{pmatrix}$, by our assumptions $S_{v_i}$ will be positive definite for $2 \leq i \leq \ell$. Thus $G_{v_i} \cong O(2n)$ for $2 \leq i \leq \ell$. This implies that $G$ is anisotropic and

$$G_\infty \cong O^*(2n, \mathbb{R}) \times O(2n)^{\ell-1}.$$

We define a skew Hermitian form $H(,)$ on $V_{v_1}$ regarded as a $2n$ dimensional complex vector space by the equation

$$H(v, w) = a + bi \text{ if } (v, w) = a + bi + c_2d_j.$$  \hspace{1cm} (2.7)

Also define a symmetric form $S(,)$ on $V_{v_1}$ regarded as a $2n$ dimensional complex vector space by the equation

$$S(v, w) = H(vj, w).$$ \hspace{1cm} (2.8)

Then the symmetric space $D$ is the set of $n$ dimensional complex subspace $z$ of $V_{v_1}$ such that
(1) $S(,)|_z$ is zero ($z$ is Lagrangian for $S(,))$,
(2) the Hermitian form $iH(,)|_z$ is negative definite.

3 Generalized special cycles

In this section we define generalized special cycles in $\Gamma\backslash D$, where $D$ is the symmetric space associated to $G_\infty = \prod_{v \in S_\infty} G_v$ or equivalently $G_{v_1}$ as all the other factors in $G_\infty$ are compact. To ease notations, in this section we write $G$ for $G_{v_1}$ and assume that

(1) In case A: $B = \mathbb{C}$, $V \cong \mathbb{C}^{p+q}$, $(,)$ is Hermitian of signature $(p, q)$ on $V$,
(2) In case B: $B = \mathbb{R}$, $V \cong \mathbb{R}^{2n}$, $(,)$ is symplectic on $V$,
(3) In case C: $B = \mathbb{H}$, $V \cong \mathbb{H}^n$. $(,)$ is non-degenerate skew Hermitian on $V$.

In particular $G = U(p, q)$ in case A, $\text{Sp}(2n, \mathbb{R})$ in case B and $O^+(2n)$ in case C. On the symmetric space level, a generalized special cycle is the fixed point set of a pair of involutions while a special cycle in the sense of Kudla and Millson is the fixed point set of a single involution. The definition of a generalized special cycle depends on a choice of a non-degenerate $U \subseteq V$ together with a point in the symmetric space associated to $U$.

As we have seen in the previous section, in each case of our interests, the symmetric space $D$ can be described as an open subset of a (Lagrangian) Grassmannian. Meanwhile $D$ can also be described as the set of Cartan involutions of $G$. The relation between these two descriptions is as follows. For any $z \in D$, we can find an element $r_z \in G$ such that

$$D^{r_z} := \{x \in D \mid r_z x = x\} = \{z\}. \quad (3.1)$$

In case A we can simply take $r_z = \text{Id}|_z \oplus (-\text{Id})|_{z^\perp}$. In the other two cases we can take $r_z$ to be an element in the center of $G_z = \{g \in G \mid gz = z\}$ not equal to $\pm 1$. Define $\sigma_z = \text{Ad}(r_z) \in \text{Inn}(G)$. Then $\sigma_z$ is the Cartan involution associated to $z$ and we have

$$G_z = G^{\sigma_z}.$$

Let

$$x = (x_1, \ldots, x_m) \in \mathcal{L}^m.$$

We require $U = \text{span}_B(x)$ to be non-degenerate with respect to $(,)$. We then have the decomposition $V = U + U^\perp$. For any non-degenerate $U$ we define

$$G(U) = \{g \in G \mid gv = v, \forall v \in U^\perp\}. \quad (3.2)$$

Let $D(U)$ be the symmetric space associated to $G(U)$.
Remark 3.1 In order to be consistent with the notation of the work of Kudla and Millson, we will also use the notations \( G_U \) and \( D_U \):

\[
G_U = G(U^\perp), \quad D_U = D(U^\perp). \tag{3.3}
\]

Define \( \Gamma_U = \Gamma \cap G_U \). By our construction \( \Gamma_U \setminus D_U \) is a compact locally symmetric manifold. We want to map \( \Gamma_U \setminus D_U \) to \( \Gamma \setminus D \) to get an algebraic cycle. This requires the choice of a point in \( D(U) \) as we will see.

For any \( \sigma \in \text{Aut}(G) \) and \( H \leq G \) such that \( \sigma(H) = H \), define

\[
H^\sigma = \{ g \in H \mid \sigma(g) = g \}.
\]

Let \( r_U = \text{Id}_U \oplus (-\text{Id})_U^\perp \) and \( \sigma_U = \text{Ad}(r_U) \in \text{Inn}(G) \). It is easy to see that

\[
G^\sigma_U = G(U) \times G(U^\perp).
\]

Consequently the symmetric space of \( G^\sigma_U \) is the product \( D(U) \times D(U^\perp) \). There is a natural embedding \( \rho_U \) defined by

\[
\rho_U : D(U) \times D(U^\perp) \hookrightarrow D : (z_1, z_2) \mapsto z_1 \oplus z_2.
\]

For a vector \( v \in z \), we have \( r_U(v) \in z \) if and only if both \( \text{proj}_U(v) \) and \( \text{proj}_{U^\perp}(v) \) are in \( z \). Hence we have

\[
z \in D^U := \{ z \in D \mid r_U(z) = z \} \iff z = z \cap U \oplus z \cap U^\perp. \tag{3.4}
\]

Hence \( \rho_U \) defines an isomorphism from \( D(U) \times D(U^\perp) \) onto \( D^U \). From now on we denote \( D^U \) by \( D(U, U^\perp) \).

Now let \( z' \in D(U) \). We define an embedding \( i_{z'} : \)

\[
i_{z'} : D_U \hookrightarrow D(U) \times D(U^\perp), \quad z \mapsto (z', z).
\]

Let \( \rho_{U, z'} \) be the composition \( \rho_U \circ i_{z'} \). In other words

\[
\rho_{U, z'}(z) = z' \oplus z. \tag{3.5}
\]

Definition 3.2 Denote by \( D_{U, z'} \) (or \( D_{x, z'} \)) the image of \( D_U \) under the map \( \rho_{U, z'} \). We call it a generalized special sub symmetric space of \( D \).

As we have explained, it is possible to choose a \( r_{z'} \in G(U) \) such that

\[
D(U)^{r_{z'}} = \{ z' \}, \quad G(U)^{\text{Ad}(r_{z'})} = \{ g \in G(U) \mid gz' = z' \}.
\]

We now define \( \sigma_{z'} = \text{Ad}(r(z')) \in \text{Inn}(G) \), where \( r(z') = r_{z'} \oplus \text{Id}_{U^\perp} \). Apparently \( \sigma_U \sigma_{z'} = \sigma_{z'} \sigma_U \), hence we know that \( G^{\sigma_U} \) is \( \sigma_{z'} \)-stable. Then we define

\[
G^\sigma_{U, z'} := (G^\sigma_U)^{\sigma_{z'}} = (G^\sigma_{z'})^{\sigma_U}.
\]
Since \(G^{\sigma U} = G(U) \times G(U^\perp)\), we know that
\[
G^{\sigma U, \sigma z'} = G(U)^{\sigma z'} \times G(U^\perp).
\]

Notice that \(G(U)^{\sigma z'}\) is the maximal compact subgroup of \(G(U)\) fixed by \(\sigma z'\). The symmetric space of \(G^{\sigma U, \sigma z'}\) is \(D_U\) which we identify with \(D_{U, z'}\). Since \(D^{r_U} = D(U, U^\perp)\) and \(D(U, U^\perp)^{r(z')} = D_{U, z'}\), we have

**Proposition 3.1**

\[
D_{U, z'} = D^{r_U, r(z')} := (D^{r_U})^{r(z')}.
\]

In particular \(D_{U, z'}\) is totally geodesic.

\(i_{z'}, \rho_U\) and \(\rho_{U, z'}\) induce maps (still denoted as \(i_{z'}, \rho_U\) and \(\rho_{U, z'}\)) of locally symmetric spaces
\[
\Gamma_U \backslash D_U \rightarrow \Gamma^{\sigma U} \backslash D(U, U^\perp), \quad \Gamma^{\sigma U} \backslash D(U, U^\perp) \rightarrow \Gamma \backslash D, \quad \Gamma_U \backslash D_U \rightarrow \Gamma \backslash D
\]
respectively. Apparently the induced map \(i_{z'}\) is always an embedding. But in general \(\rho_U\) (hence \(\rho_{U, z'}\)) will not be injective and if this is the case the image of \(\rho_{U, z'}\) will have self intersections and not be a manifold. The following lemma is Lemma 2.1 of [29] which "resolves the singularity" of the image.

**Lemma 3.3** There is an arithmetic subgroup \(\Gamma' \subseteq \Gamma\) of finite index such that the following diagram commutes, and \(\rho'_U\) is an embedding.

\[
\begin{array}{ccc}
(\Gamma')^{\sigma U} \backslash D(U, U^\perp) & \xrightarrow{\rho'_U} & \Gamma' \backslash D \\
\downarrow & & \downarrow \\
\Gamma^{\sigma U} \backslash D(U, U^\perp) & \xrightarrow{\rho_U} & \Gamma \backslash D.
\end{array}
\]

In particular, \(\rho_{U, z'}' : \Gamma'_U \backslash D_U \rightarrow \Gamma' \backslash D\) is also an embedding.

We denote the image of \(\rho_{U, z'}\) by \(C_{U, z'}\). We sometimes also use \(C_{x, z'}\) to denote \(C_{U, z'}\) for convenience but it really just depends on \(U\).

**Theorem 3.4** \(C_{U, z'}\) is an algebraic subvariety in \(M = \Gamma \backslash D\).

**Proof** First let us assume that the map \(\rho_{U, z'} : \Gamma_U \backslash D_U \rightarrow \Gamma \backslash D\) is an embedding. The subsymmetric space \(D_{U, z'}\) is a complex analytic subvariety of \(D(U, U^\perp)\) since it is a factor. We know that \(r_U\) is an isometry of \(D\), hence automatically an holomorphic map (Lemma 4.3 of [19]). Hence \(D(U, U^\perp) = D^{r_U}\) is a complex analytic subvariety of \(D\). So \(D_{U, z'}\) is a complex analytic subvariety of \(D\). Since \(\rho_{U, z'}\) is an embedding, locally \(D_{U, z'}\) and \(C_{U, z'}\) are defined by the same analytic equations. In particular, \(C_{U, z'}\) is complex analytic. So it is a complex algebraic subvariety of \(\Gamma \backslash D\) as well by the main theorem of [12].
In the general case, we apply Lemma 3.3. By the previous argument we see that $C'_{U,z'}$ (the image of $\Gamma'_U \setminus D_U$ under $\rho'_{U,z'}$) is a complex algebraic subvariety of $\Gamma \setminus D$. Since the map $f : \Gamma \setminus D \to \Gamma \setminus D$ is an analytic covering between complex projective varieties, it is automatically a regular map of complex projective algebraic varieties by [35]. Hence $f$ is projective by Lemma 28.41.15 of Stack Project. Being a finite covering map, $f$ is automatically quasi-finite, hence a finite morphism. Hence $f$ is proper and in particular closed. Then the image $C_{U,z'} = f(C'_{U,z'})$ is a closed subvariety of $\Gamma \setminus D$. 

\[ \square \]

**Definition 3.5** We call $C_{U,z'}$ (or $C_{X,z'}$) a generalized special cycle.

We will need the following lemma later.

**Lemma 3.6** The map $\Gamma_U \setminus D_U \xrightarrow{\rho_{U,z'}} \Gamma \setminus D$ is a finite birational morphism onto its image.

**Proof** Since $g D_{U,z'} = D_{gU,gz'}$, we know that the stabilizer of $D_{U,z'}$ is exactly $G^{\sigma_U,\sigma_{z'}} = G(U)^{\sigma_{z'}} \times G_U$. For $\gamma \in \Gamma - \Gamma^{\sigma_U,\sigma_{z'}}$, define

$$D_{\gamma} = D_{U,z'} \cap \gamma D_{U,z'}.$$ 

Then $D_{\gamma}$ is an analytic subset of $D_{U,z'}$. We claim that it is a proper subset. Otherwise $\gamma$ is in the stabilizer of $D_{U,z'}$. Hence $\gamma \in \Gamma^{\sigma_U,\sigma_{z'}}$, a contradiction.

The image $V_{\gamma}$ of $D_{\gamma}$ under the natural quotient map $D_U \to \Gamma_U \setminus D_U$ is a proper analytic sub variety of $\Gamma_U \setminus D_U$. Define

$$V = \bigcup_{\gamma \in \Gamma - \Gamma^{\sigma_U,\sigma_{z'}}} V_{\gamma}.$$ 

Then $\rho_{U,z'} : \Gamma_U \setminus D_U \to \Gamma \setminus D$ is injective outside $V$.

The map $\rho_{U,z'} : \Gamma_U \setminus D_U \to \Gamma \setminus D$ factors through $\phi : \Gamma_U \setminus D_U \to C_{U,z'}$. As in the situation of Lemma 3.3, we have the following commutative diagram

$$\begin{array}{ccc}
\Gamma'_U \setminus D_U & \xrightarrow{\phi'} & C'_{U,z'} \\
\downarrow & & \downarrow \\
\Gamma_U \setminus D_U & \xrightarrow{\phi} & C_{U,z'}.
\end{array}$$

By the above commutative diagram and the fact that $\phi'$ is an isomorphism $\phi$ is quasifinite. It is a projective morphism by Lemma 28.41.15 of Stack Project, hence is a finite morphism. By the argument in the previous paragraph, it is injective outside a set of measure 0 with respect to the measure defined by the Kähler metric on $D_U$. Hence the degree of the finite morphism $\rho_{U,z'}$ must be 1. It must be a birational morphism. 

\[ \square \]

**Proposition 3.2** The homology class $[C_{U,z'}] \in H_*(\Gamma \setminus D)$ does not depends on the choice of $z' \in D(U)$.
Proof For any two $z', z'' \in D(U)$, there is a continuous path

$$c : [0, 1] \to D(U)$$

such that $c(0) = z', c(1) = z''$. Thus we can define a map $D_U \times [0, 1] \to D$ by

$$(z, t) \mapsto c(t) \oplus z.$$ 

Since $\Gamma_U$ fixes $U$, this map defines a map $\Gamma_U \backslash D_U \times [0, 1] \to \Gamma \backslash D$ which is a homotopy equivalence between two different embeddings of $\Gamma_U \backslash D_U$.

Remark 3.7 From now on we specify the choice of embedding if necessary, otherwise we use the notation $[C_U]$ or $[C_x]$ to refer the homology class of $C_U, z'$.

We now illustrate the above abstract construction in case A.

3.1 Example: Case A

Recall that the symmetric space $D$ can be identified with the set of negative $q$-planes in $V$

$$D = \{z \in \text{Gr}_q(V) \mid (,)_z < 0\}.$$ 

Let $U$ be a $F$-subspace of $V$. If $(,)|_U$ has signature $(r, s)$, then we have $G(U^\perp) \cong U(p - r, q - s)$ and

$$D_U = \{z \in \text{Gr}_{q-s}(U^\perp) \mid (,)_z < 0\}.$$ 

The choice of a point $z' \in D(U)$ is the same as a choice of an orthogonal decomposition of $U$

$$U = U^+ \oplus U^-$$

with respect to $(,)$ such that $(,)|_{U^+}$ is positive definite and $(,)|_{U^-}$ is negative definite. Given such a decomposition of $U$ we have $z' = U^-$ and is $s$ dimensional. Under the embedding $\rho_U, z'$ defined in (3.5) we have

$$D_{U, z'} = \{z \in D \mid U^- \subseteq z \subseteq (U^+)\perp\}.$$ (3.6)

Proposition 3.3 When $U$ is positive or negative definite, the above embedding is canonically defined. To be more precise, the choice of $z'$ is unnecessary and we have $D_{U, z'} = D(U, U^\perp)$. Moreover we have

1. When $U$ is positive definite, $D_U = \{z \in D \mid z \subseteq U^\perp\}$.
2. When $U$ is negative definite, $D_U = \{z \in D \mid U \subseteq z\}$. 
Proof When $U$ is positive (negative resp.) definite, the group $G(U)$ is compact and the symmetric space $D(U)$ consists of a single point $z'$. Since $D(U, U^\perp) = D(U) \times D_U$, the first statement is proved. The statements in the enumeration follow from Eq. (3.6). \hfill \Box

Remark 3.8 When $U$ is positive (resp. negative) definite, we simply denote $C_{U,z'}$ by $C_U$. This is the situation in the work of Kudla and Millson [25–27, 29]. $C_U$ is called a special cycle there.

3.2. Now we construct a fibration $\pi : D \to D_{U,z'}$. For each $z_0 \in D_{U,z'}$, we define

\[ N_{z_0}D_{U,z'} = \{ v \in T_{z_0}D \mid v \perp T_{z_0}D_{U,z'} \}. \]

Then $ND_{U,z'} = \bigcup_{z_0 \in D_{U,z'}} N_{z_0}D_{U,z'}$ is the normal bundle of $D_{U,z'}$ in $D$. Then the Riemannian exponential map induces a map $F : ND_{U,z'} \to D$ by the formula

\[ F(z_0, v) = \exp_{z_0}(v). \] (3.7)

The image of the line through $v \in N_{z_0}D_{U,z'}$ under the exponential map is a geodesic through $z_0$ orthogonal to $D_{U,z'}$. Since $D_{U,z'}$ is totally geodesic in $D$ which is negatively curved, Theorem 14.6 of [19] tells us that $D$ is the disjoint union of the geodesics which are perpendicular to $D_{U,z'}$. Moreover by a standard Jacobi field calculation we can show that

Lemma 3.9 $F : ND_{U,z'} \to D$ is a diffeomorphism.

For $g \in G_U$ one can check that the two geodesics $gF(z_0, vt)$ and $F(gz_0, (L_g)_*vt)$ are the same by checking that they have the same starting point (at $t = 0$) and have the same derivative there. Hence we know that

\[ gF(z_0, v) = F(gz_0, (L_g)_*v), \forall g \in G_U. \] (3.8)

By Lemma 3.9 we can define $\pi : D \to D_{U,z'}$ by the equation

\[ \pi(F(z_0, v)) = z_0. \] (3.9)

$\pi : D \to D_{U,z'}$ is isomorphic to $ND_{U,z'} \to D_{U,z'}$ as a fiber bundle. We denote by

\[ F_{z_0}D_{U,z'} := \pi^{-1}(z_0), \] (3.10)

the fiber of $\pi$ for any $z_0 \in D_{U,z'}$. By Eq. (3.8) and the definition of $\pi$, we see that if $z = F(z_0, v)$ then

\[ \pi(gz) = \pi(gF(z_0, v)) = \pi(F(gz_0, (L_g)_*v)) = gz_0 = g\pi(z) \] (3.11)

for any $g \in G_U$. Thus $\pi$ induces a fibration $\pi : \Gamma_U \backslash D \to \Gamma_U \backslash D_{U,z'}$ which we still denote by $\pi$. \hfill \square
**Remark 3.10** In case A when $U$ is positive or negative definite, $F_{z_0, D, z'}$ as in (3.10) is a sub symmetric space of $D$. We refer the readers to [29] for an explanation of this fact as we do not need it in this paper. Except for these cases, $F_{z_0, D, z'}$ is not a sub symmetric space.

**Part 2. Relative Lie Algebra cohomology of the Weil representation**

**4 The Weil representation and dual pairs**

Let $G$ be one of the algebraic group over $k$ introduced in Sect. 2.1. Then we can define another algebraic group $G'$ over $k$ such that $(G, G')$ forms a dual pair in the sense of [22]. Let $\mathbb{A}$ be the ring of Adeles of $k$, then the Weil representation is a certain function space on which $(G \times G')(\mathbb{A})$ acts. The main tool of this paper is relative Lie algebra cohomology with values in the Weil representation. However we need two different models of the Weil representation. One is called the Schrödinger model, where $G$ acts "geometrically", which is the natural model when we do differential geometry on $D$. The other model is the Fock model, where the maximal compact group of $(G \times G')_{\infty}$ acts in a nice way. The Fock model is indispensable for the construction of Anderson’s holomorphic forms [2]. In this section we briefly recall knowledge of the two models and write down formulas of the intertwining operators between the two models. We also review seesaw dual pairs (4.13) and (4.14).

**4.1 Dual reductive pairs and the Schrödinger model**

Let $(B, \sigma)$ be defined as in (2.1). Let $\epsilon$ be $-1$ or 1. In Sect. 2.1 we define a non-degenerate $\epsilon$-Hermitian form $(, )$ on a right $B$ vector space $V$. We can also define a non-degenerate $-\epsilon$-Hermitian form $(, )$ on a left $B$ vector space $W$ which satisfy

$$
(b_1 w_1, b_2 w_2) = b_1 (w_1, w_2) b_2^\sigma, \quad (w_1, w_2) = -\epsilon (w_2, w_1)^\sigma,
$$

for $w_1, w_2 \in W$ and $b_1, b_2 \in B$. Let $G$ be defined as in (2.3) and

$$
G' = \{ g' \in \text{GL}_B(W) \mid (w_1 g', w_2 g') = (w_1, w_2) \forall w_1, w_2 \in W \}. \quad (4.1)
$$

We view $G$ and $G'$ as algebraic groups over $k$. Let

$$
n = dim_B V, \quad 2m = dim_B W.
$$

Also let

$$
\mathbb{W} = V \otimes_B W \quad \text{and} \quad \langle (, ) \rangle = \text{tr}_{B/k}((, ) \otimes (, )^\sigma).
$$

So that $\mathbb{W}$ is a $k$-vector space with the non-degenerate symplectic $\langle (, ) \rangle$. Then $(G, G')$ is a dual reductive pair in the sense of [23].
Now we assume that \((W, \langle , \rangle)\) is split over \(B\). i.e. there is a decomposition
\[ W = X + Y \]
with \(B\) subspaces \(X\) and \(Y\) which are isotropic for \(\langle , \rangle\). We can choose a standard symplectic basis with respect to this decomposition. This choice of basis gives rise to an isomorphism
\[ G' \cong \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{GL}_{2n}(B) \mid ad^* - bc^* = 1, ab^* = ba^*, cd^* = dc^* \right\}, \]
where \(a^* = (a^\sigma)^t\) and to isomorphisms
\[ \mathbb{W} \cong V^{2m}, \ X := V \otimes_B X \cong V^m, \ Y := V \otimes_B Y \cong V^m. \]
The parabolic subgroup \(P' \subset G'\) which stabilizes \(Y\) then has the form
\[ P' = \left\{ \begin{pmatrix} a & b \\ 0 & d \end{pmatrix} \in G' \right\} \]
and has unipotent radical
\[ N' = \left\{ n'(b) = \begin{pmatrix} 1 & b \\ 0 & 1 \end{pmatrix} \mid b \in M_m(B) \text{ with } b^* = \epsilon b \right\} \] (4.2)
and Levi factor
\[ M' = \left\{ m'(a) = \begin{pmatrix} a & 0 \\ 0 & \hat{a} \end{pmatrix} \mid a \in \text{GL}_m(B) \text{ and } \hat{a} = (a^{-1})^* \right\}. \] (4.3)
Such a parabolic subgroup is called a Siegel parabolic in the literature.

Fix a non-trivial additive character \(\psi\) of \(k_A\) trivial on \(k\) and let
\[ (\omega, L^2(\mathbb{X})) \cong (\omega, L^2(V(\mathbb{A})^m)) \]
be the Schrödinger model of the global Weil representation of \(\widetilde{\text{Sp}}(W(\mathbb{A}))\), the two fold metaplectic cover of \(\text{Sp}(W(\mathbb{A}))\), corresponding to \(\psi\) and the polarization (1.7) in [37] and [23]. Let \(\tilde{G}'(\mathbb{A})\) denote the inverse image of \(G'(\mathbb{A})\) in \(\widetilde{\text{Sp}}(W(\mathbb{A}))\). Then the action of \(\tilde{G}'(\mathbb{A})\) in \(L^2(V(\mathbb{A})^m)\) defined by the restriction of \(\omega\) to \(\tilde{G}'(\mathbb{A})\) commutes with the natural action of \(G(\mathbb{A})\) defined by
\[ \omega(g)\varphi(x) = \varphi(g^{-1}x), \]
where \(g \in G(\mathbb{A}), \varphi \in L^2(V(\mathbb{A})^m).\)
The action of the parabolic subgroup $\tilde{P}'(\mathbb{A})$ of $\tilde{G}'(\mathbb{A})$ is easy to describe. Fix a section of the covering $\tilde{\text{Sp}}(\mathbb{W}(\mathbb{A})) \to \text{Sp}(\mathbb{W}(\mathbb{A}))$ and hence an identification:

$$\text{Sp}(\mathbb{W}(\mathbb{A})) \cong \text{Sp}(\mathbb{W}(\mathbb{A})) \times \mu_2.$$ 

Then

$$\omega(m'(a), \zeta)\varphi(x) = \zeta |a|^m \varphi(xa), \quad (4.4)$$

where $|a|$ is the modulus of multiplying by $a$ on $B(\mathbb{A})^n$. Also

$$\omega(n'(b), \zeta)\varphi(x) = \zeta \psi\left(\frac{1}{2}tr(b(x,x))\right)\varphi(x). \quad (4.5)$$

For the rest of the section, we study real groups. So we switch notation and let $B = \mathbb{C} \text{ or } \mathbb{H}, V$ be a real vector space and $G$ be a real Lie group, etc.

4.2. In this subsection we recall the construction of the infinitesimal Fock model together with the intertwining operator from the infinitesimal Fock model to the Schrödinger model by Section 6 of [29]. The key to the construction of the intertwining operator is the action of Weyl algebra. In later subsections, we specialize to different dual pairs.

Let $\mathbb{W}$ be a vector space over $\mathbb{R}$ with a non-degenerate skew-symmetric form $\langle\langle,\rangle\rangle$ and $J_0$ be a positive definite almost complex structure (i.e. the form $\langle\langle, J_0\rangle\rangle$ is a positive definite symmetric form) on $\mathbb{W}$. We may decompose $\mathbb{W} \otimes \mathbb{C}$ according to $\mathbb{W} \otimes \mathbb{C} = \mathbb{W}' + \mathbb{W}''$, where $\mathbb{W}'$ is the $+i$ eigenspace of $J_0$ and $\mathbb{W}''$ is the $-i$ eigenspace of $J_0$. Notice that both $\mathbb{W}'$ and $\mathbb{W}''$ are isotropic for $\langle\langle, \rangle\rangle$.

Choose a nonzero complex parameter $\lambda$. Define $\mathcal{W}_\lambda$ to be the quotient of the tensor algebra $T^*(\mathbb{W} \otimes \mathbb{C})$ of the complexification of $\mathbb{W}$ by the ideal generated by the elements $x \otimes y - y \otimes x - \lambda\langle\langle x, y\rangle\rangle 1$, where $x, y \in \mathbb{W}$. Then $\mathcal{W}_\lambda$ is called the Weyl algebra in the literature. Let $p : T^*(\mathbb{W} \otimes \mathbb{C}) \to \mathcal{W}_\lambda$ be the quotient map. Clearly $p(T^*(\mathbb{W}')) = \text{Sym}^*(\mathbb{W}')$ and $p(T^*(\mathbb{W}'')) = \text{Sym}^*(\mathbb{W}'')$. Let $\mathcal{I}$ be the left ideal in $\mathcal{W}_\lambda$ generated by $\mathbb{W}'$. Then $\mathcal{P}_\lambda := \mathcal{W}_\lambda/\mathcal{I}$ is a $\mathcal{W}_\lambda$-module by left multiplication. The natural projection $\text{Sym}^*(\mathbb{W}'') \to \mathcal{W}_\lambda$ induces an isomorphism onto $\mathcal{P}_\lambda$ and we obtain an action of $\mathcal{W}_\lambda$ by left multiplication. The infinitesimal Fock model is

$$\mathcal{P}_\lambda \cong \text{Sym}^*(\mathbb{W}'') \cong \text{Pol}(\mathbb{W}'), \quad (4.6)$$

where the second isomorphism is induced by the non-degenerate pairing $\langle\langle, \rangle\rangle$ between $\mathbb{W}''$ and $\mathbb{W}'$.

There is an embedding of Lie algebra $j : \mathfrak{sp}(\mathbb{W} \otimes \mathbb{C}) \to \mathcal{W}_\lambda$, so $\mathcal{P}_\lambda$ is a $\mathfrak{sp}(\mathbb{W} \otimes \mathbb{C})$ module (see page 150 of [29]). This induces an action $\omega_\lambda$ of $\mathfrak{sp}(\mathbb{W} \otimes \mathbb{C})$ on $\mathcal{P}_\lambda$. 

 Springer
Explicitly let \( \{e_1, \ldots, e_N, f_1, \ldots, f_N\} \) be a symplectic basis for \( \mathbb{W} \) such that
\[
J_0 e_j = f_j \quad \text{and} \quad J_0 f_j = -e_j
\]
for \( 1 \leq j \leq N \). Define
\[
w'_j = e_j - f_j i \quad \text{and} \quad w''_j = e_j + f_j i
\]
for \( 1 \leq j \leq N \). Then \( \{w'_1, \ldots, w'_N\} \) (resp. \( \{w''_1, \ldots, w''_N\} \)) is a basis for \( \mathbb{W}' \) (resp. \( \mathbb{W}'' \)). Let \( u_j \) be the linear functional on \( \mathbb{W}' \) given by
\[
u_j(w') = \langle w', w''_j \rangle.
\]
Let \( P = \text{Sym}^\bullet (\mathbb{W}'') \) can be identified with \( \text{Pol}(\mathbb{W}') = \mathbb{C}[u_1, \ldots, u_N] \).

\textbf{Lemma 4.1} (1) \( \rho_\lambda (w''_j) = u_j \).
(2) \( \rho_\lambda (w'_j) = 2i \lambda \frac{\partial}{\partial u_j} \).

From now on we specialize to the case \( \lambda = 2\pi i \) and let \( \mathcal{P} = \mathcal{P}_{2\pi i} \), \( \omega = \omega_{2\pi i} \) and \( \rho = \rho_\lambda \). If we decompose \( \mathbb{W} \) as
\[
\mathbb{W} = \mathbb{X} \oplus \mathbb{Y},
\]
where \( \mathbb{X} \) and \( \mathbb{Y} \) are Lagrangian subspaces of \( \mathbb{W} \). The Schrödinger model can be viewed as the set of Schwartz functions \( \mathcal{S}(\mathbb{X}) \) on \( \mathbb{X} \). Explicitly if we assume
\[
\mathbb{X} = \text{span}\{e_1, \ldots, e_N\}, \quad \mathbb{Y} = \text{span}\{f_1, \ldots, f_N\},
\]
then we have
\[
\rho(e_j) = \frac{\partial}{\partial x_j}, \quad \rho(f_j) = 2\pi i x_j,
\]
where \( \{x_1, \ldots, x_N\} \) are coordinate functions with respect to the basis \( \{e_1, \ldots, e_N\} \). We define
\[
\varphi_0 = \exp \left( -\pi \sum_{i=1}^{N} x_i^2 \right).
\]
\( \varphi_0 \) is the unique vector in \( \mathcal{S}(\mathbb{X}) \) that is annihilated by \( \rho(w'_j) \) for all \( 1 \leq j \leq N \). Then under the Weil representation \( \varphi_0 \) is fixed by \( \hat{\mathcal{U}}(N) \) which is a maximal compact subgroup of \( \text{Mp}(2N, \mathbb{R}) \). There a unique \( \mathcal{W}_\lambda \)-intertwining (thus \( \mathfrak{sp}(\mathbb{W}) \)-intertwining) operator
\[
\iota : \mathcal{P} \to \mathcal{S}(\mathbb{X}).
\]
The image \( \iota(\mathcal{P}) \) is exactly the \( \widetilde{U}(N) \)-finite vectors in the Schrodinger model which consists of functions on \( \mathfrak{X} \) of the form \( p(x)\varphi_0(x) \), where \( p(x) \) is a polynomial function on \( \mathfrak{X} \). More specifically, we know that

\[
\iota(1) = \varphi_0.
\]  

(4.11)

Using Lemma 4.1 and Eq. (4.8) one can see immediately that (Lemma 6.3 of [29])

Lemma 4.2

\[
\iota(u_j)\iota^{-1} = \frac{\partial}{\partial x_j} - 2\pi x_j, \quad \iota\left(-4\pi \frac{\partial}{\partial u_j}\right)\iota^{-1} = \frac{\partial}{\partial x_j} + 2\pi x_j,
\]

where \( u_j \) and \( \frac{\partial}{\partial u_j} \) are regarded as operators in \( \mathcal{W}_\lambda \).

Since \( \iota \) intertwines the \( \mathcal{W}_\lambda \) action, the above lemma and (4.11) determine the map \( \iota \) completely (see Lemma 4.3).

In the rest of the section by using the above framework we are going to write down coordinate functions of the Fock and the Schrödinger model for the dual pairs

\[
(U(n, n), U(m, m')), \quad (Sp(2n, \mathbb{R}), O(2m, 2m')) \quad \text{and} \quad (O^*(2n), Sp(m, m')).
\]

(4.12)

The Fock or Schrödinger model of the three dual pairs are the same since they share the same \( (\mathcal{W}, \langle , \rangle) \). In fact the dual pairs can be put into two seesaw dual pairs:

\[
\begin{array}{ccc}
U(n, n) & O(2m, 2m') & \text{Sp}(2n, \mathbb{R}) \\
\uparrow & \uparrow & \uparrow \\
\text{Sp}(2n, \mathbb{R}) & U(m, m') & U(n, n)
\end{array}
\]

(4.13)

and

\[
\begin{array}{ccc}
U(n, n) & Sp(m, m') & \text{O}^*(2n) \\
\uparrow & \uparrow & \uparrow \\
\text{O}^*(2n) & U(m, m') & U(n, n)
\end{array}
\]

(4.14)

4.3 Case A: the \((U(p, q), U(m, m'))\) dual pair

Let \( V \) be a \( p + q \) dimensional right complex vector space and \( (, ) \) be a non-degenerate skew Hermitian form on \( V \) with signature \( (p, q) \) satisfying (2.2). Choose an orthogonal basis \( \{v_1, \ldots, v_p, v_{p+1}, \ldots, v_{p+q}\} \) of \( V \) such that

\[
(v_\alpha, v_\alpha) = -i \quad \text{and} \quad (v_\mu, v_\mu) = i
\]

(4.15)
for $1 \leq \alpha \leq p$, $p + 1 \leq \mu \leq p + q$ (in this subsection we keep this convention of index).

Let $W$ be a $m + m'$ dimensional complex vector space with a non-degenerate Hermitian form $\langle , \rangle$ of signature $(m, m')$ satisfying

$$\langle h w, h' w' \rangle = h \langle w_1, w_2 \rangle h'$$

for $h, h' \in \mathbb{C}$ and $w, w' \in W$. We assume that choose an orthogonal basis $(w_1, \ldots, w_{m+m'})$ of $W$ such that

$$\langle w_a, w_a \rangle = 1, \quad \langle w_k, w_k \rangle = -1 \quad (4.16)$$

for $1 \leq a \leq m, m + 1 \leq k \leq m + m'$ (in this subsection we keep this convention of index).

Define $\mathbb{W} = V \otimes \mathbb{C} W$ and $\langle \langle , \rangle \rangle_h$ on $\mathbb{W}$ by

$$\langle \langle v \otimes w, \bar{v} \otimes \bar{w} \rangle \rangle_h = (v, \bar{v}) \langle \bar{w}, w \rangle. \quad (4.17)$$

One checks easily that $\langle \langle , \rangle \rangle_h$ is a skew Hermitian form that is anti-linear in the first variable and linear in the second variable. Define $\langle \langle , \rangle \rangle = \text{Re} \langle \langle , \rangle \rangle_h$, then $\langle \langle , \rangle \rangle$ is a symplectic form on the underlying real vector space of $\mathbb{W}$.

Define $J_0 = i I_{p, q} \otimes I_{m, m'}$, where $I_{a, b}$ is the matrix

$$\begin{pmatrix} I_a & 0 \\ 0 & -I_b \end{pmatrix}.$$

Then $J_0$ is a positive definite complex structure for the symplectic form $\langle \langle , \rangle \rangle$.

Now define $\mathbb{W}_C = \mathbb{W} \otimes \mathbb{R} \mathbb{C} \cong V \otimes \mathbb{C} (\mathbb{W} \otimes \mathbb{R} \mathbb{C})$. Denote the new complex structure by right multiplication by $i$. Define

$$w'_a = w_a - iw_ai, \quad w''_a = w_a + iw_ai, \quad (4.18)$$

$$w'_k = w_k + iw_ki, \quad w''_k = w_k - iw_ki.$$

$\mathbb{W}_C = \mathbb{W}' \oplus \mathbb{W}''$, where $\mathbb{W}' (\mathbb{W}''$ resp.) is the $+i (-i$ resp.) eigenspace of $J_0$. Then we have

$$\mathbb{W}' = \text{span}_C \{v_\alpha \otimes w'_a, v_\mu \otimes w''_a, v_\alpha \otimes w'_k, v_\mu \otimes w''_k\},$$

$$\mathbb{W}'' = \text{span}_C \{v_\alpha \otimes w''_a, v_\mu \otimes w'_a, v_\alpha \otimes w''_k, v_\mu \otimes w'_k\}.$$

Define linear functionals on $\mathbb{W}$:

$$u^+_{\alpha a}(x) = \langle \langle x, v_\alpha \otimes w''_a \rangle \rangle, \quad u^+_{\mu a}(x) = \langle \langle x, v_\mu \otimes w''_a \rangle \rangle,$$

$$u^-_{\alpha k}(x) = \langle \langle x, v_\alpha \otimes w''_k \rangle \rangle, \quad u^-_{\mu k}(x) = \langle \langle x, v_\mu \otimes w''_k \rangle \rangle \quad (4.19)$$
for $x \in \mathcal{W}$. We can now identify $\text{Sym}^*(\mathcal{W}') \cong \text{Pol}(\mathcal{W}')$ with the space of polynomials in complex variables $u_1^{+}, u_{ik}^{-}$ for $1 \leq i \leq p + q$, $1 \leq a \leq m$, $m + 1 \leq k \leq m + m'$ and this will be the Fock model $\mathcal{P}_\lambda$.

Now we assume $m = m'$. Define

$$e_a = \frac{1}{\sqrt{2}}(w_a - w_{a+m}), \quad f_a = \frac{1}{\sqrt{2}}(w_a + w_{a+m})$$

for $1 \leq a \leq m$. Then $E = \text{span}\{e_1, \ldots, e_m\}$ is a Lagrangian subspace of $W$. The Schrödinger model of the Weil representation is given by the space of Schwartz functions on $S(V \otimes \mathbb{C}) E \cong S(V^m)$ on $V^m$. We use complex coordinates $z = (z_1, \ldots, z_m)$ with $z_j = (z_{1j}, \ldots, z_{p+q,j})'$, where $z_{kj} = x_{kj} + iy_{kj} (1 \leq k \leq p+q)$ is the coordinate function of the $j$-th copy of $V$ with respect to the basis $\{v_1 \otimes e_j, \ldots, v_{p+q} \otimes e_j\}$.

The Weil representation of $\mathfrak{sp}(\mathcal{W}, \langle \cdot, \cdot \rangle)$ now arises from the action of Weyl algebra $\mathcal{W}_\lambda$. Using Lemma 2.2 of [30], it is easy to derive the following formulas.

$$\rho_\lambda(v_\alpha \otimes w'_a) = \frac{1}{\sqrt{2}} \left( -\lambda iz_{\alpha a} + 2 \frac{\partial}{\partial z_a} \right), \quad \rho_\lambda(v_\mu \otimes w''_a) = \frac{1}{\sqrt{2}} \left( -\lambda iz_{\mu a} + 2 \frac{\partial}{\partial z_a} \right), \quad (4.20)$$

$$\rho_\lambda(v_\alpha \otimes w'_{a+m}) = \frac{1}{\sqrt{2}} \left( \lambda iz_{\alpha a} - 2 \frac{\partial}{\partial z_a} \right), \quad \rho_\lambda(v_\mu \otimes w''_{a+m}) = \frac{1}{\sqrt{2}} \left( \lambda iz_{\mu a} - 2 \frac{\partial}{\partial z_a} \right),$$

$$\rho_\lambda(v_\alpha \otimes w'_a) = \frac{1}{\sqrt{2}} \left( \lambda iz_{\alpha a} + 2 \frac{\partial}{\partial z_a} \right), \quad \rho_\lambda(v_\mu \otimes w''_a) = \frac{1}{\sqrt{2}} \left( \lambda iz_{\mu a} + 2 \frac{\partial}{\partial z_a} \right),$$

$$\rho_\lambda(v_\alpha \otimes w'_{a+m}) = \frac{1}{\sqrt{2}} \left( -\lambda iz_{\alpha a} - 2 \frac{\partial}{\partial z_a} \right), \quad \rho_\lambda(v_\mu \otimes w''_{a+m}) = \frac{1}{\sqrt{2}} \left( -\lambda iz_{\mu a} - 2 \frac{\partial}{\partial z_a} \right),$$

where $1 \leq \alpha \leq p$, $p + 1 \leq \mu \leq p + q$, $1 \leq a \leq m$ and

$$\frac{\partial}{\partial z_{jk}} = \frac{1}{2} \left( \frac{\partial}{\partial x_{jk}} - \frac{\partial}{\partial y_{jk}} \right), \quad \frac{\partial}{\partial \bar{z}_{jk}} = \frac{1}{2} \left( \frac{\partial}{\partial x_{jk}} + \frac{\partial}{\partial y_{jk}} \right).$$

If we fix the parameter $\lambda = 2\pi i$, then we have

$$\varphi_0(z) = \exp \left( -\pi \sum_{k=1}^{p+q} \sum_{a=1}^{m} |z_{ka}|^2 \right).$$

$\iota : \mathcal{P}_\lambda \rightarrow S(V^m)$ maps $1 \in \mathcal{P}_\lambda$ to $\varphi_0$. From (4.20) we have the following lemma.
Lemma 4.3

\[ t(u_{a^+}^-) t^{-1} = \frac{1}{\sqrt{2}} \left( -2\pi \bar{z}_{\alpha a} + 2 \frac{\partial}{\partial \bar{z}_{\alpha a}} \right), \quad t(u_{\mu^+}^-) t^{-1} = \frac{1}{\sqrt{2}} \left( -2\pi \bar{z}_{\mu a} + 2 \frac{\partial}{\partial \bar{z}_{\mu a}} \right), \]
\[ t(u_{ak}^-) t^{-1} = \frac{1}{\sqrt{2}} \left( 2\pi \bar{z}_{\alpha a} - 2 \frac{\partial}{\partial \bar{z}_{\alpha a}} \right), \quad t(u_{\mu k}^-) t^{-1} = \frac{1}{\sqrt{2}} \left( 2\pi \bar{z}_{\mu a} - 2 \frac{\partial}{\partial \bar{z}_{\mu a}} \right) \]

for \( 1 \leq \alpha \leq p, \, p + 1 \leq \mu \leq p + q, \, 1 \leq a \leq m, \, k = a + m. \) In particular, if \( p \) is a monomial in the variables \( \{u_{\alpha a}^+, \, u_{\mu a}^+, \, u_{ak}^-, \, u_{\mu k}^- \} \) \( 1 \leq \alpha \leq p, \, p + 1 \leq \mu \leq p + q, \, 1 \leq a \leq m, \, m + 1 \leq k \leq 2m \):

\[
p = \prod_{\alpha=1}^{p} \prod_{\mu=p+1}^{p+q} \prod_{a=1}^{m} \prod_{k=m+1}^{2m} (u_{\alpha a}^+)^{d_{a\alpha}} (u_{\mu a}^+)^{d_{\mu a}} (u_{ak}^-)^{d_{ak}} (u_{\mu k}^-)^{d_{\mu k}},
\]

then we have

\[
t(p) = \prod_{\alpha=1}^{p} \prod_{\mu=p+1}^{p+q} \prod_{a=1}^{m} \prod_{k=m+1}^{2m} \left( \sqrt{2} \right)^{d_{a\alpha} + d_{\mu a}} (-\sqrt{2})^{d_{ak} + d_{\mu k}} \cdot \left( \frac{\partial}{\partial \bar{z}_{\alpha a}} - \pi \bar{z}_{\alpha a} \right)^{d_{a\alpha}} \left( \frac{\partial}{\partial \bar{z}_{\mu a}} - \pi \bar{z}_{\mu a} \right)^{d_{\mu a}} \left( \frac{\partial}{\partial \bar{z}_{ak}} - \pi \bar{z}_{ak} \right)^{d_{ak}} \left( \frac{\partial}{\partial \bar{z}_{\mu k}} - \pi \bar{z}_{\mu k} \right)^{d_{\mu k}} \varphi_0.
\]

We will need the following lemma.

Lemma 4.4 Suppose \( p \) is the same as in the previous lemma.

\[
t(p) = \tilde{p} \varphi_0,
\]

where \( \tilde{p} \) is a polynomials of the variables \( \{z_{\alpha a}, \, z_{\mu a}, \, \bar{z}_{\alpha a}, \, \bar{z}_{\mu a} \} \) \( 1 \leq \alpha \leq p, \, p + 1 \leq \mu \leq p + q, \, 1 \leq a \leq m \) whose unique highest degree term (in every variable) is

\[
\prod_{\alpha=1}^{p} \prod_{\mu=p+1}^{p+q} \prod_{a=1}^{m} \prod_{k=m+1}^{2m} \left( -2\sqrt{2}\pi z_{\alpha a} \right)^{d_{a\alpha}} \left( -2\sqrt{2}\pi \bar{z}_{\mu a} \right)^{d_{\mu a}} \left( 2\sqrt{2}\pi z_{\alpha k-m} \right)^{d_{ak}} \left( 2\sqrt{2}\pi \bar{z}_{\mu k-m} \right)^{d_{\mu k}}.
\]

Proof Since

\[
\varphi_0 = \prod_{a=1}^{p+q} \prod_{a=1}^{m} \exp(-\pi |z_{\alpha a}|^2)
\]

and the operators \( \{t(u_{a a}^+), \, t(u_{\mu a}^+), \, t(u_{ak}^-), \, t(u_{\mu k}^-) \} \) \( 1 \leq \alpha \leq p, \, p + 1 \leq \mu \leq p + q, \, 1 \leq a \leq m, \, m + 1 \leq k \leq 2m \) commute with each other, it suffices to prove the
lemma for the case of one variable. That is
\[
\left( \frac{\partial}{\partial \bar{z}} - \pi z \right)^{d_1} \left( \frac{\partial}{\partial z} - \pi \bar{z} \right)^{d_2} \cdot \exp(-\pi |z|^2) = \tilde{p} \exp(-\pi |\bar{z}|^2),
\]
where the highest degree term of $\tilde{p}$ is $(-2\pi z)^{d_1}(-2\pi \bar{z})^{d_2}$. But this follows from an easy induction on the bi-degree $(d_1, d_2)$. □

4.4 The dual pair $(\text{Sp}(2n, \mathbb{R}), \text{O}(2r, 2s))$

The purpose of this subsection is to explain the relation between two different constructions of the fundamental module $\mathbb{W}$ of the dual pair $(\text{Sp}(2n, \mathbb{R}), \text{O}(2r, 2s))$. One of them comes directly from our global construction of the algebraic group in Sect. 2. The other is what we actually use when studying (the relative Lie algebra cohomology of) the Weil representation.

In this subsection let $B$ be $M_2(\mathbb{R})$ and $V_B$ be a free right $B$ module of rank $n$. Let $\sigma$ be the anti-involution of $M_2(\mathbb{R})$ defined by
\[
\sigma(x) = Jx^t J^{-1},
\]
where $J = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}$. Let $(\cdot)_B$ be a Hermitian form on $V_B$ satisfying (2.2). Define $G$ to be the isometry group of $(V_B, (\cdot)_B)$. Let $e = e_{11}$, then $V_B e$ is a 2$n$ dimensional real vector space. Recall from Sect. 2.3 that we can define a symplectic form $(\cdot)_1$ on $V_B e$ by
\[
(ve, v'e)_1 e_{21} = (ve, v'e)_B.
\]
This implies that $G \cong \text{Sp}(2n, \mathbb{R})$. Let $W_B$ be a free left $B$ module of rank $m$ and $(\cdot)_B$ be a skew Hermitian form on $W_B$ satisfying
\[
\langle bw, \bar{b}\bar{w} \rangle_B = b\langle w, \bar{w} \rangle_B \bar{b}^\sigma.
\]
Define $G'$ to be the isometry group of $(W_B, (\cdot)_B)$, $eW_B$ is a 2$m$ dimensional real vector space. We can define a symmetric form $(\cdot)_B$ on $eW_B$ by
\[
\langle ew, ew' \rangle_B e_{12} = \langle ew, ew' \rangle_B.
\]
This implies that $G' \cong \text{O}(2r, 2s)$.

Now let $\mathbb{W} = V_B \otimes_B W_B$. Then we have $\mathbb{W} \cong V_B e \otimes \mathbb{R} eW_B$ as a real vector space and as a $\text{GL}_B(V_B) \times \text{GL}_B(W_B)$ module. In fact if one think of $v \in V_B$ as a 2$n$ by 2 matrix and $w \in W_B$ as a 2 by 2 matrix, the tensor product $v \otimes w$ is just the matrix multiplication $vw$. Obviously one get the same space by tensoring $V_B e$ (the set of 2$n$ by 1 matrices) with $eW_B$ (the set of 1 by 2$m$ matrices). Moreover, $\text{GL}_B(V_B) \cong \text{GL}_{2n}(\mathbb{R})$ (resp. $\text{GL}_B(W_B) \cong \text{GL}_{2m}(\mathbb{R})$) acts by left (resp. right) multiplication on $\mathbb{W}$. Springer
One can define $\langle \langle \cdot, \cdot \rangle \rangle$ on $W$ by

$$\langle \langle v \otimes w, \tilde{v} \otimes \tilde{w} \rangle \rangle = \text{tr}_R [(v, \tilde{v})_B (\tilde{w}, w)_B].$$

Then $\langle \langle \cdot, \cdot \rangle \rangle_R$ is symplectic. One can also define $\langle \langle \cdot, \cdot \rangle \rangle_R$ on $W$ (regarded as $V_B \otimes_R e W_B$) by

$$\langle \langle ve \otimes ew, \tilde{v} e \otimes \tilde{e} w \rangle \rangle_R = (ve, \tilde{v} e)_1 \langle e \tilde{w}, e w \rangle_R.$$

We have the following interesting fact

**Lemma 4.5** There exists a nonzero constant $c \in \mathbb{R}$ such that $\langle \langle \cdot, \cdot \rangle \rangle = c \langle \langle \cdot, \cdot \rangle \rangle_R$

**Proof** We have the following fact (for example see equation (19), page 121 of [13] or verify directly)

$$\wedge^2 (V_B e \otimes e W_B) \cong [\wedge^2 (V_B e) \otimes \text{Sym}^2 (e W_B)] \oplus [\text{Sym}^2 (V_B e) \otimes \wedge^2 (e W_B)].$$

Both $\langle \langle \cdot, \cdot \rangle \rangle$ and $\langle \langle \cdot, \cdot \rangle \rangle_R$ are non-degenerate, skew symmetric and invariant under $G \times G'$. By classical invariant theory the invariant subspace of $\wedge^2 (V_B e) \otimes \text{Sym}^2 (e W_B)$ under $G \times G'$ is one dimensional and the invariant subspace in $\text{Sym}^2 (V_B e) \otimes \wedge^2 (e W_B)$ is trivial. This proves that the two forms are the same up to a constant multiple. \( \square \)

**4.5 Case B: the seesaw dual pairs (4.13)**

Let $V_0$ be a $2n$ dimensional real vector space with a non-degenerate skew symmetric form $(\cdot, \cdot)_1$. Let $V = V_0 \otimes \mathbb{C}$ and we extend $(\cdot, \cdot)_1$ from $V_0$ to $V$ anti-linearly in the first variable and linearly in the second variable. Denote the resulting skew Hermitian form by $(\cdot, \cdot)$. The Hermitian form $i(\cdot)$, has signature $(n, n)$. In fact let $E_1, \ldots, E_n, F_1, \ldots, F_n$ be a symplectic basis of $(V_0, (\cdot, \cdot)_1)$. Define

1. $v_\alpha = \frac{1}{\sqrt{2}} (E_\alpha - i F_\alpha)$ for $1 \leq \alpha \leq n$,
2. $v_\mu = \frac{1}{\sqrt{2}} (E_{\mu-n} + i F_{\mu-n})$ for $n + 1 \leq \mu \leq 2n$.

Then $\{v_1, \ldots, v_{2n}\}$ is an orthogonal basis of $(V, (\cdot, \cdot))$ such that

$$(v_\alpha, v_\alpha) = -i, \quad (v_\mu, v_\mu) = i$$

for $1 \leq \alpha \leq n, n + 1 \leq \mu \leq 2n$.

Let $W$ be a $m + m'$ dimensional complex vector space with a Hermitian form $(\cdot, \cdot)$ of signature $(m, m')$ which is linear in the first variable and anti-linear in the second variable. And define $\langle \langle \cdot, \cdot \rangle \rangle_R = \text{Re}(\cdot, \cdot)$. Then $\langle \langle \cdot, \cdot \rangle \rangle_R$ is a symmetric form of signature $(2m, 2m')$. We have

$$V^{m+m'} \cong V \otimes_{\mathbb{C}} W = (V_0 \otimes_{\mathbb{R}} \mathbb{C}) \otimes_{\mathbb{C}} W \cong V_0 \otimes_{\mathbb{R}} W \cong V_0^{2m+2m'}.$$  (4.21)
Recall that we can define $W = V \otimes \mathbb{C} W$ and a skew Hermitian form $\langle \langle \cdot , \cdot \rangle \rangle_h$ on $W$ by (4.17). Also define a symplectic form $\langle \langle \cdot , \cdot \rangle \rangle_R$ on $W$ (regarded as $V_0 \otimes \mathbb{R} W$) by

$$\langle \langle v \otimes w, \tilde{v} \otimes \tilde{w} \rangle \rangle = (v, \tilde{v})_1 \langle \tilde{w}, w \rangle_R.$$  

It is easy to check directly that

**Lemma 4.6**

$$\text{Re}(\langle \langle \cdot , \cdot \rangle \rangle_h) = \langle \langle \cdot , \cdot \rangle \rangle.$$  

**Remark 4.7** The above lemma shows that the seesaw dual pairs in 4.13 share the same underlying symplectic module $(W, \langle \langle \cdot , \cdot \rangle \rangle)$. Thus they give rise to the same Weil representation. Thus the Fock or Schrödinger model of $(U(n, n), U(m, m'))$ can serve as the Fock or Schrödinger model of $(\text{Sp}(2n, \mathbb{R}), \text{O}(2m, 2m'))$ as well.

**Remark 4.8** Combine the above remark with the discussion in Sect. 4.4, the Schrödinger model of $(\text{Sp}(2n, \mathbb{R}), \text{O}(2m, 2m))$ is

$$S(V_{2m}^0) \cong S(V^m) \cong S((M_2(\mathbb{R}))^n)^m).$$

### 4.6 Case C: the seesaw dual pair (4.14)

Let $V$ be a $n$-dimensional right $\mathbb{H}$ vector space with skew Hermitian form $(\cdot, \cdot)_2$ satisfying

$$(vb, \tilde{v} \tilde{b})_2 = b^T (v, \tilde{v})_2 \tilde{b}$$

for $v, \tilde{v} \in V$ and $b, \tilde{b} \in \mathbb{H}$. Define a complex skew Hermitian form $(\cdot, \cdot)$ on $V$ by

$$(v, \tilde{v}) = a + bi \text{ if } (v, \tilde{v})_2 = a + bi + cj + dk.$$  

Then the Hermitian form $i(\cdot, \cdot)$ has signature $(n, n)$. In fact choose an $\mathbb{H}$-basis $\{v_1, \ldots, v_n\}$ of $V$ such that

$$(v_\alpha, v_\beta)_2 = -i \delta_{\alpha \beta}, \quad 1 \leq \alpha, \beta \leq n.$$  

Define

$$v_\mu := v_{\mu-n} j, \quad n + 1 \leq \mu \leq 2n.$$  

Then $\{v_1, \ldots, v_n, v_{n+1}, \ldots, v_{2n}\}$ is an orthogonal basis of $(V, (\cdot, \cdot))$ such that

$$(v_\alpha, v_\alpha) = -i \quad \text{and} \quad (v_\mu, v_\mu) = i$$

for $1 \leq \alpha \leq n, n + 1 \leq \mu \leq 2n$. 
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Let $W$ be a $m + m'$ dimensional left $\mathbb{C}$ vector space with non-degenerate Hermitian form $\langle \cdot, \cdot \rangle$ of signature $(m, m')$ that is complex linear in the first variable and anti-linear in the second variable. Define $W_\mathbb{H} = \mathbb{H} \otimes_\mathbb{C} W$, extend $\langle \cdot, \cdot \rangle$ to a form on $W_\mathbb{H}$ denoted as $\langle \cdot, \cdot \rangle_\mathbb{H}$ satisfying

$$\langle hv, \tilde{h}v \rangle_\mathbb{H} = h \langle v, \tilde{v} \rangle_\mathbb{H} \tilde{h}^\sigma$$

for $h, \tilde{h} \in \mathbb{H}$. Then we have a canonical isomorphism

$$V \otimes_\mathbb{H} W_\mathbb{H} \cong V \otimes_\mathbb{C} W.$$

Let $\mathbb{W} = V \otimes_\mathbb{H} W_\mathbb{H}$. Define $\langle \langle \cdot, \cdot \rangle \rangle$ on $\mathbb{W}$ by

$$\langle \langle v \otimes w, \tilde{v} \otimes \tilde{w} \rangle \rangle = \text{Re}(\langle v, \tilde{v} \rangle_2 \langle \tilde{w}, w \rangle_\mathbb{H}).$$

$\langle \langle \cdot, \cdot \rangle \rangle$ is well-defined on $\mathbb{W}$ and is a symplectic form. Also define $\langle \langle \cdot, \cdot \rangle \rangle_\mathbb{H}$ on $\mathbb{W}$ (regarded as $V \otimes_\mathbb{C} W$) by (4.17). Then we have

**Lemma 4.9**

$$\langle \langle \cdot, \cdot \rangle \rangle = \text{Re} \langle \langle \cdot, \cdot \rangle \rangle_\mathbb{H}.$$  

**Remark 4.10** The above lemma shows that the seesaw dual pairs in 4.13 share the same underlying symplectic module $(\mathbb{W}, \langle \langle \cdot, \cdot \rangle \rangle)$. Thus they give rise to the same Weil representation. Thus the Fock or Schrödinger model of $(U(n, n), U(m, m'))$ can serve as the Fock or Schrödinger model of $(O^*(2n), Sp(m, m'))$ as well.

## 5 Special Schwartz classes in the relative Lie Algebra cohomology of the Weil representation

In this section we review the construction of holomorphic differential forms in [2]. We use this result to construct the special canonical class $\varphi$ as in Theorem 1.3. We will prove that $\varphi$ is closed. In this section, $G$ denotes a real Lie group.

Let $\mathfrak{g}_0$ be the Lie algebra of $G$ and $\mathfrak{g}$ be its complexification. Fix a maximal compact subgroup $z_0 = K$ of $G$ and the corresponding Cartan decomposition $\mathfrak{g}_0 = \mathfrak{k}_0 + \mathfrak{p}_0$. Identify $T_{z_0} D$ with $\mathfrak{p}_0$, where $D = G/K$. By parallel translating the trace form on $\mathfrak{p}_0$ by the group $G$, we endow $D$ with a Riemannian metric denoted by $\tau$. We assume that $D$ is Hermitian symmetric. Decompose $\mathfrak{p} = \mathfrak{p}_0 \otimes \mathbb{C}$ into holomorphic and anti-holomorphic tangent vectors

$$\mathfrak{p} = \mathfrak{p}^+ + \mathfrak{p}^-.$$

For a $(\mathfrak{g}, K)$ module $\mathcal{M}$, define

$$C^\bullet(\mathfrak{g}, K; \mathcal{M}) = \text{Hom}_K(\wedge^\bullet(\mathfrak{g}/\mathfrak{k}), \mathcal{M}) \cong \text{Hom}_K(\wedge^\bullet \mathfrak{p}, \mathcal{M}) \cong (\wedge^\bullet \mathfrak{p}^* \otimes \mathcal{M})^K.$$
It is a cochain complex and gives rise to the relative Lie algebra cohomology $H^\cdot(g, K; \mathcal{M})$ (see [8]). In his thesis [2], Anderson constructed cochains $\phi^+$ in $\text{Hom}_K(\wedge^\cdot p_+, \mathcal{P}_-)$, where $\mathcal{P}_-$ is the Fock model of a certain Weil representation. Here, the notation $\mathcal{P}_-$ denotes the subspace of $\mathcal{P}_-$ annihilated by $p_-$. We can construct a mirror element $\phi^- \in \text{Hom}_K(\wedge^\cdot p^-, \mathcal{P}_+)$, where $\mathcal{P}_+$ is the Fock model of a certain Weil representation.

We now carry out this construction case by case and prove some lemmas (Lemmas 5.4, 5.8 and 5.11) along the way.

**5.1 Case A**

We follow the assumptions and notations of Sect. 4.3. Recall that $V$ is a $p + q$ dimensional complex vector space with a skew Hermitian form $(,)$ such that $i(,)$ has signature $(p, q)$. Let $\tilde{V}$ be the conjugate complex vector space of $V$: $\tilde{V}$ has the same underlying abelian group as $V$ but the complex multiplication of $\tilde{V}$ is the conjugate of $V$.

Let $V^* = \text{Hom}_\mathbb{C}(V, \mathbb{C})$. There is a complex linear isomorphism $\tilde{V} \rightarrow V^*$ given by

$$v \mapsto (v, \cdot).$$

One can also identify $V \otimes_\mathbb{C} \tilde{V}$ with $\text{Hom}_\mathbb{C}(V, V)$ by the map

$$v \otimes \tilde{v} \mapsto v(\tilde{v}, \cdot).$$

Let $\text{Sym}(V \otimes_\mathbb{C} \tilde{V})$ be the symmetric tensor inside $V \otimes_\mathbb{C} \tilde{V}$ (this makes sense since $V$ and $\tilde{V}$ have the same underlying Abelian group). By the above identification, $\text{Sym}(V \otimes_\mathbb{C} \tilde{V})$ acts on $V$ by

$$(v \circ \tilde{v})(x) = v(\tilde{v}, x) + \tilde{v}(v, x), \quad \forall x \in V,$$

where $v \circ \tilde{v} = v \otimes \tilde{v} + \tilde{v} \otimes v$. One can check that this action satisfies

$$((v \circ \tilde{v})(x), y) + (x, (v \circ \tilde{v})(y)) = 0.$$

In fact by [4, Lemma 3.6], we have

$$\text{Sym}(V \otimes_\mathbb{C} \tilde{V}) \cong u(V, (,)) = u(p, q). \quad (5.1)$$

Define $z_0 = \text{span}_\mathbb{C}\{v_1, \ldots, v_p\} \in D$. Its stabilizer is $K = U(z_0) \times U(z_0^\perp) \cong U(p) \times U(q)$. We have a corresponding Cartan decomposition of $g_0 = u(V, (,))$:

$$g_0 = \mathfrak{k}_0 + \mathfrak{p}_0.$$
\[ \mathfrak{t}_0 = (\text{Hom}(z_0^\perp, z_0^\perp) \oplus \text{Hom}(z_0, z_0)) \cap \mathfrak{g}_0, \quad \mathfrak{p}_0 = (\text{Hom}(z_0^\perp, z_0) \oplus \text{Hom}(z_0, z_0^\perp)) \cap \mathfrak{g}_0. \]

More explicitly define
\[ E_{mn} = v_m \circ v_n \quad \text{and} \quad F_{mn} = i v_m \circ v_n \quad (5.2) \]
for \( 1 \leq m, n \leq p + q \). Then we have
\[ (1) \quad \mathfrak{t}_0 = \text{span}_\mathbb{R}\{E_{\alpha\beta}, F_{\alpha\beta}, E_{\mu\nu}, F_{\mu\nu}\}, \]
\[ (2) \quad \mathfrak{p}_0 = \text{span}_\mathbb{R}\{E_{\alpha\mu}, F_{\alpha\mu}\}, \]
where \( 1 \leq \alpha, \beta \leq p \) and \( p + 1 \leq \mu, \nu \leq p + q \) (in this subsection we keep this convention of index). In terms of matrices we have
\[
\mathfrak{t}_0 = \left\{ \begin{pmatrix} A & 0 \\ 0 & B \end{pmatrix} \mid A + A^* = 0, B + B^* = 0 \right\}, \\
\mathfrak{p}_0 = \left\{ \begin{pmatrix} 0 & A \\ A^* & 0 \end{pmatrix} \mid A \in M_{p \times q}(\mathbb{C}) \right\}.
\]

We now describe the \( \text{Ad}(K) \)-invariant almost complex structure \( J_\mathfrak{p} \) acting on \( \mathfrak{p} \) that induces the structure of Hermitian symmetric domain on \( D \) (c.f. page 14 of [4]). Let \( \zeta = e^{\pi i} \). Define \( a(\zeta) \) by
\[ a(\zeta)|_{z_0} = \zeta \cdot \text{Id}_{z_0} \quad \text{and} \quad a(\zeta)|_{z_0^\perp} = \zeta \cdot \text{Id}_{z_0^\perp}. \quad (5.3) \]

Now we define
\[ J_\mathfrak{p} = \text{Ad}(a(\zeta)). \quad (5.4) \]
It is easy to check under the identification of \( V \otimes \mathbb{C} \tilde{V} \cong \text{Hom}_\mathbb{C}(V, V) \) we have
\[ \text{Ad}(a(\zeta))(v \otimes \tilde{v}) = (a(\zeta)v) \otimes (a(\zeta)\tilde{v}). \]
This implies that
\[ J_\mathfrak{p}(E_{\alpha\mu}) = F_{\alpha\mu}, \quad J_\mathfrak{p}(F_{\alpha\mu}) = -E_{\alpha\mu}. \]
Define
\[ X_{\alpha\mu} = E_{\alpha\mu} - i F_{\alpha\mu} = 2e_{\alpha\mu}, \quad Y_{\alpha\mu} = E_{\alpha\mu} + i F_{\alpha\mu} = 2e_{\mu\alpha}, \]
where \( e_{ab} \) is the matrix whose \((a, b)\)-th entry is 1 and all other entries are zero. Let \( \mathfrak{p}_+ \) (resp. \( \mathfrak{p}_- \)) be the \(+i\) (resp. \(-i\)) eigenspace of \( J_\mathfrak{p} \). We then have
\[ \mathfrak{p}_+ = \text{span}_\mathbb{C}\{X_{\alpha\mu} \mid 1 \leq \alpha \leq p, p + 1 \leq \mu \leq p + q\}, \]
\[ \mathfrak{p}_- = \text{span}_\mathbb{C}\{-i Y_{\alpha\mu} \mid 1 \leq \alpha \leq p, p + 1 \leq \mu \leq p + q\}. \]
\[ \square \text{Springer} \]
\[ p_\alpha = \text{span}_\mathbb{C}\{Y_{\alpha\mu} \mid 1 \leq \alpha \leq p, p + 1 \leq \mu \leq p + q\}. \]

We also let \( \{\xi_{\alpha\mu} \mid 1 \leq \alpha \leq p, p + 1 \leq \mu \leq p + q\} \) (resp. \( \{\xi'_{\alpha\mu} \mid 1 \leq \alpha \leq p, p + 1 \leq \mu \leq p + q\} \)) be the basis of \( p_+ \) (resp. \( p_-\)) that is dual to \( \{X_{\alpha\mu}\} \) (resp. \( \{Y_{\alpha\mu}\}\)).

Now fix \( 1 \leq r \leq p, 1 \leq s \leq q \).

**Lemma 5.1** \( K \) acts transitively on the set of subspaces \( U \subset V \) such that \( U \) has signature \( (r, s) \) and \( z_0 \subset D(U) \times D(U^\perp) \).

**Proof** Recall that the condition that \( z_0 \subset D(U) \times D(U^\perp) \) is equivalent to the condition

\[ z_0 = (z_0 \cap U) \oplus (z_0 \cap U^\perp). \tag{5.5} \]

Let \( z_1 \) be the perpendicular of \( z_0 \cap U \) in \( U \). Since \( U \) has signature \( (r, s) \) and \( U^\perp \) has signature \( (p - r, q - s) \), (5.5) implies that \( \dim\mathbb{C}(z_0 \cap U) = s \) and \( \dim\mathbb{C}(z_0 \cap U^\perp) = q - s \). It follows that \( \dim\mathbb{C}(z_1) = r \). A simple dimension count shows

\[ U = (z_0 \cap U) \oplus (z_0^\perp \cap U). \]

It follows that \( K = U(z_0) \times U(z_0^\perp) \) acts transitively on all such \( U \). \hfill \Box

Fix a \( U = U^+ + U^- \) satisfying the conditions in Lemma 5.1 where

\[ U^+ = \text{span}_\mathbb{C}\{v_1, \ldots, v_r\}, \quad U^- = \text{span}\{v_{p+1}, \ldots, v_{p+s}\}, \]

and let \( z_0' := U^- \subset D(U) \). Recall from Eq. (3.6) that

\[ D_{U, z_0'} = \{z \in D \mid U^- \subset z \subset U^+\} \cong D(U^\perp), \]

where \( D_{U, z_0'} \) is the generalized special sub symmetric space in Definition 3.2. Identify \( T_{z_0}D \) with \( p_0 \), then

\[ T_{z_0}D_{U, z_0'} = \text{span}_\mathbb{R}\{E_{\alpha\mu}, F_{\alpha\mu} \mid r + 1 \leq \alpha \leq p, p + s + 1 \leq \mu \leq p + q\}. \]

Recall that we define a fiber bundle \( \pi : D \rightarrow D_{U, z_0'} \) in Sect. 3.2. The tangent space of the fiber \( F_{z_0}D_{U, z_0'} = \pi^{-1}(z_0) \) at \( z_0 \) can be described as

\[ N_{z_0}D_{U, z_0'} = T_{z_0}D_{U, z_0'}^\perp = \text{span}_\mathbb{R}\{E_{\alpha\mu}, F_{\alpha\mu} \mid (\alpha, \mu) \in I\}, \tag{5.6} \]

where \( I \) is the index set

\[ I = \{(\alpha, \mu) \mid 1 \leq \alpha \leq r, p + 1 \leq \mu \leq p + q\} \]

\[ \cup\{(\alpha, \mu) \mid r + 1 \leq \alpha \leq p, p + 1 \leq \mu \leq p + s\}. \tag{5.7} \]

We also have

\[ N_{z_0}^+ D_{U, z_0'} = \{X_{\alpha\mu} \mid (\alpha, \mu) \in I\}. \]
Next let $\mathcal{P}_-$ be the infinitesimal Fock model defined in Sect. 4.3 for the dual pair $(U(p, q), U(0, r + s))$. Recall that $\mathcal{P}_-$ is the polynomial space in the variables $\{u_{ik} \mid 1 \leq i \leq p + q, 1 \leq k \leq r + s\}$. We now define polynomials $f_1^-, f_2^- \in \mathcal{P}_-$ by

**Definition 5.2**

$$f_1^- = \det \begin{pmatrix} u_{11} & u_{12} & \cdots & u_{1r} \\ \vdots & \vdots & \ddots & \vdots \\ u_{r1} & u_{r2} & \cdots & u_{rr} \end{pmatrix}, \quad f_2^- = \det \begin{pmatrix} u_{p+1 \, r+1} & u_{p+1 \, r+2} & \cdots & u_{p+1 \, r+s} \\ \vdots & \vdots & \ddots & \vdots \\ u_{p+s \, r+1} & u_{p+s \, r+2} & \cdots & u_{p+s \, r+s} \end{pmatrix}.$$ 

We define an element of $(\wedge \bullet p_+ \otimes \mathcal{P}_-^\mathfrak{p}^\mathfrak{p})_{SU(p, q)}$ following the construction of [2]. To be more precise, let $\tilde{K}$ be the preimage of $K$ under the map $Mp(\mathbb{W}) \to Sp(\mathbb{W})$ and $\tilde{K}^0$ be the identity component of $\tilde{K}$. Then $\tilde{K}$ is the $-\frac{r+s}{2}$-cover of $K$ (c.f. [34, Section 1.2]):

$$\tilde{K} \cong \{(g, z) \in K \times \mathbb{C}^\times \mid z^2 = \det(g)^{-\frac{r+s}{2}}\}.$$ 

Define

$$e_{DU, z_0} = \bigwedge_{(\alpha, \mu) \in I} X_{\alpha \mu}.$$ 

Also define

$$f_{DU, z_0} = (f_1^-)^{q-s} (f_2^-)^{p-r}. \quad (5.8)$$

The polynomials $f_1^-, f_2^-$ and $f_{DU, z_0}$ are special cases of the harmonic polynomials studied in [24], hence are automatically annihilated by $p_-$, see the comment after [2, (3.14)]. It can be shown that $\mathfrak{k}$ acts on $\mathcal{P}_-$ by (c.f. equation (3.5) of [2])

$$\omega(e_{\alpha \beta}) = \sum_{k=1}^{r+s} u_{\alpha k} \frac{\partial}{\partial u_{\beta k}} + \frac{1}{2} \delta_{\alpha \beta}(r + s), \quad \omega(e_{\mu \nu}) = -\sum_{k=1}^{r+s} u_{\nu k} \frac{\partial}{\partial u_{\mu k}} - \frac{1}{2} \delta_{\mu \nu}(r + s).$$

The adjoint action of $\mathfrak{k}$ on $p_+$ induces an action on $\wedge \bullet p_+$. Define

$$\mathfrak{b} = \text{span}_\mathbb{C}\{e_{\alpha \beta} \mid 1 \leq \alpha \leq \beta \leq p\} \oplus \text{span}_\mathbb{C}\{e_{\mu \nu} \mid p + 1 \leq \nu \leq \mu \leq p + q\}.$$ 

Then $\mathfrak{b}$ is a Borel sub-algebra of $\mathfrak{k}$. One can verify that both $e_{DU, z_0}$ and $f_{DU, z_0}$ are highest weight vectors with respect to $\mathfrak{b}$. The weight of $e_{DU, z_0}$ with respect to $\mathfrak{b}$ is

$$(q, \ldots, q, s, \ldots, s, -p, \ldots, -p, -r, \ldots, -r).$$
The weight of $f_{D_U,z_0'}$ with respect to $b$ is the above weight plus

$$\left(\frac{1}{2}(r-s), \ldots, \frac{1}{2}(r-s)\right).$$

Now denote the irreducible representation of $\tilde{K}^0$ generated by $e_{D_U,z_0'}$ as $V(U)$. By the theory of highest weight we have a $\tilde{K}^0$-equivariant map $\psi_{r,s}^+: V(U) \to P^\mathbb{P}_- \otimes \det^{-\frac{1}{2}(r-s)}$ such that

$$\psi_{r,s}^+(e_{D_U,z_0'}) = f_{D_U,z_0'} \otimes 1.$$

Then Theorem A of [2] can be rephrased as

**Theorem 5.3**

$$\psi_{r,s}^+ \in \text{Hom}_{\tilde{K}^0}(\wedge^{rq+ps-rs} \mathbb{P}_+, P^\mathbb{P}_- \otimes \det^{-\frac{1}{2}(r-s)}).$$

Let $\{\epsilon_1, \ldots, \epsilon_d\}$ be a basis of $V(U) \subset \wedge^* \mathbb{P}_+$ such that each $\epsilon_i$ is a weight vector of $t$. Extend $\{\epsilon_1, \ldots, \epsilon_d\}$ to a basis of $\wedge^{rq+ps-rs} \mathbb{P}_+$, take the dual basis inside $\wedge^{rq+ps-rs} \mathbb{P}_+^*$ and denote the first $d$ basis vectors by $\Omega_1, \ldots, \Omega_d$. We have an isomorphism

$$\text{Hom}_{\tilde{K}^0}(\wedge^* \mathbb{P}_+, P^\mathbb{P}_- \otimes \det^{-\frac{1}{2}(r-s)}) \cong (\wedge^* \mathbb{P}_+^* \otimes P^\mathbb{P}_- \otimes \det^{-\frac{1}{2}(r-s)}) \tilde{K}^0.$$

Under this isomorphism $\psi_{r,s}^+$ maps to an element $\phi_{r,s}^+ \in (\wedge^{rq+ps-rs} \mathbb{P}_+^* \otimes P^\mathbb{P}_- \otimes \det^{-\frac{1}{2}(r-s)}) \tilde{K}^0$:

$$\phi_{r,s}^+ = \sum_{i=1}^d \psi_{r,s}^+(\epsilon_i) \Omega_i. \quad (5.9)$$

The element thus defined is independent of the choice of the basis $\{\epsilon_1, \ldots, \epsilon_d\}$ and is actually in $(\wedge^* \mathbb{P}_+ \otimes P^\mathbb{P}_-)^{SU(p,q)}$.

Let

$$i : F_{z_0} D_U,z_0' \to D$$

be the natural embedding. We have the following crucial lemma which states that when restricted to the fiber $F_{z_0} D_U,z_0'$ at $z_0$ there is only one term left in $\phi_{r,s}^+$.

**Lemma 5.4**

$$i^*(\phi_{r,s}^+(x))|_{z_0} = (f_1^-)^{q-s}(f_2^-)^{p-r} i^* \left( \bigwedge_{(\alpha,\mu) \in I} \xi_{\alpha,\mu}' \right)|_{z_0}.$$
Proof. Recall that \( \{ X_{\alpha \mu} \mid (\alpha, \mu) \in I \} \) (\( I \) is defined in Eq. (5.7)) span the holomorphic tangent space \( N_{z_0}^+ D_{z_0} \) of \( F_{z_0} D_{z_0} \) at \( z_0 \) and \( X_{\alpha \mu} \) is perpendicular to \( N_{z_0}^+ D_{z_0} \) if \( (\alpha, \mu) \notin I \). Hence \( \{ \xi_{\alpha \mu}' \mid (\alpha, \mu) \in I \} \) span the holomorphic cotangent space of \( F_{z_0} D_{z_0} \) at \( z_0 \) and \( i^*(\xi_{\alpha \mu}')_{z_0} = 0 \) if \( (\alpha, \mu) \notin I \).

Now let \( S = \{(\alpha, \mu) \mid 1 \leq \alpha \leq p, p + 1 \leq \mu \leq p + q\} \). Then

\[
\left\{ \bigwedge (\alpha, \mu) \in T \xi_{\alpha \mu}' \mid T \subseteq S, |T| = rq + ps - rs \right\}
\]

is a basis of \( \bigwedge^r q + ps - rs p_+^* \). If \( T \neq I \), by the argument in the last paragraph we have

\[
i^* \left( \bigwedge (\alpha, \mu) \in T \xi_{\alpha \mu}' \right) |_{z_0} = 0.
\]

So the only term left in \( i^*(\phi_{r,s}^+ (x))|_{z_0} \) is the first term in (5.9) which is the right hand side of the lemma by the definition of \( \phi_{r,s}^+ \).

Similarly let \( P_+ \) be the Fock model for the dual pair \( (U(p, q), U(r + s, 0)) \). Recall that \( P_+ \) is the polynomial space in the variables \( \{ u_{ia}^+ \mid 1 \leq i \leq p + q, 1 \leq a \leq r + s \} \). We now define polynomials \( f_1^+, f_2^+ \in P_+ \) by

\[
f_1^+ = \det \left( \begin{array}{cccc}
u_{11}^+ & u_{12}^+ & \ldots & u_{1r}^+ \\
\vdots & \ddots & \ddots & \vdots \\
u_{r1}^+ & u_{r2}^+ & \ldots & u_{rr}^+
\end{array} \right),
\]

\[
f_2^+ = \det \left( \begin{array}{cccc}
\nu_{p+1}^+ & u_{p+1}^+ & \ldots & u_{p+1}^+ \\
\vdots & \ddots & \ddots & \vdots \\
u_{p+s}^+ & u_{p+s}^+ & \ldots & u_{p+s}^+
\end{array} \right).
\]

Then \( (f_1^+)q-s (f_2^+)p-r \) is a lowest weight vector with respect to \( b \) of weight

\[
\left( \frac{1}{2}(s-r) - q, \ldots, \frac{1}{2}(s-r) - q, \frac{1}{2}(r+s), \ldots, \frac{1}{2}(r+s), p + \frac{1}{2}(s-r), \ldots, p + \frac{1}{2}(s-r) \right).
\]

\[
\bigwedge (\alpha, \mu) \in I X_{\alpha \mu} \text{ is a lowest weight vector with respect to } b \text{ of weight }
\]

\[
\left( \frac{1}{2}(r+s), \ldots, \frac{1}{2}(r+s), \frac{1}{2}(p-r), \ldots, \frac{1}{2}(p-r) \right).
\]

Then there is a unique element

\[
\psi_{r,s}^- \in \text{Hom}_{K_0}(\bigwedge^r q + ps - rs p_-, P_+^p \otimes \det^\frac{1}{2}(r-s)),
\]

\( \text{ Springer} \)
which maps \( \bigwedge_{(\alpha, \mu) \in I} Y_{\alpha \mu} \) to \((f_1^+)^{q-s}(f_2^+)^{p-r} \) and a corresponding element

\[ \phi^-_{r,s} \in \bigwedge^{rq+ps-rs} p^- \otimes P^+ \otimes \det \frac{1}{2}(r-s) \tilde{K}^0. \]

Now let \( P \) be the infinitesimal Fock model for the dual pair \((U(p, q), U(r+s, r+s))\). We have

\[ P = P_+ \otimes P_- \cong P_- \otimes \det \frac{1}{2}(r-s) \otimes P_+ \otimes \det \frac{1}{2}(r-s). \]

We define the following outer wedge product

\[ \phi_{r,s} = \phi^+_{r,s} \wedge \phi^-_{r,s}. \]

It is immediate that

\[ \phi_{r,s} \in \bigwedge^{2rq+2ps-2rs} p^* \otimes P \tilde{K}. \]

We say \((r, s)\) is the signature of \(\phi_{r,s}\).

**Remark 5.5** A priori the definition of \(\psi_{r,s}\) depends on the tuple \((z_0, U, z'_0)\) subject to the condition that \(z_0 \in D_U, z'_0\) or equivalently \(z_0 \subset D(U) \times D(U^\perp)\) and \(z'_0 = z \cap U\). However it follows from Lemma 5.1 and the \(K\)-invariance of \(\psi_{r,s}\) that the definition of \(\psi_{r,s}\) depends only on \(z_0\) instead of the tuple \((z_0, U, z'_0)\).

**Remark 5.6** The form \(\phi^+_{r,0}\) and \(\phi^-_{r,0}\) are also constructed in [4]. The form \(\phi_{r,0}\) is constructed in both [29] and [4] and is called the Kudla–Millson form in the literature.

### 5.2 Case B

We use the fact that \(G = \text{Sp}(2n, \mathbb{R}) \cong \text{Sp}(2n, \mathbb{C}) \cap U(n, n)\) ([2]). More precisely let \(V_0\) be a \(2n\)-dimensional real vector space with a skew symmetric form \((, )_1\). Then we can extend \((, )\) linearly to a skew symmetric form \(S(, )\) on \(V = V_0 \otimes_{\mathbb{R}} \mathbb{C}\). We can also extend \((, )_1\) to a skew Hermitian form \((, )\) on \(V\) satisfying (2.2). Then

\[ \text{Sp}(V_0, (, )_1) = \text{Sp}(V, S(, )) \cap U(V, (, )). \]

Moreover let \(g_0 = \text{sp}(V_0, (, )_1)\). Then we have (Section 7 of [29])

\[ g_0 \cong \text{Sym}^2(V_0), \]

and

\[ g = g_0 \otimes \mathbb{C} \cong \text{sp}(V, S(, )) \cong \text{Sym}^2(V), \]

where \(\text{Sym}^2(V)\) acts on \(V\) by

\[ (v \otimes \tilde{v} + \tilde{v} \otimes v)(x) = vS(\tilde{v}, x) + \tilde{v}S(v, x), \forall x \in V. \]
We will denote $(v \otimes \tilde{v} + \tilde{v} \otimes v) \in \text{Sym}^2(V)$ by $v \diamond \tilde{v}$. The linear transformation $a(\xi)$ introduced in Eq. (5.3) sits inside $\text{Sp}(V, (\cdot, \cdot)) \cap U(V, (\cdot, \cdot))$. Thus the almost complex structure $J_p$ introduced in (5.4) stabilize $g_0$ and induced an almost complex structure on $g_0$.

The map $\text{Sp}(V_0, (\cdot, 1)) \hookrightarrow U(V, (\cdot, \cdot))$ induces an embedding of symmetric spaces $D \hookrightarrow \tilde{D}$, where $D$ is the symmetric space of $\text{Sp}(V_0, (\cdot, 1))$ and $\tilde{D}$ is the symmetric space of $U(V, (\cdot, \cdot))$. To be more precise, recall that $\tilde{D}$ is the set of $n$-dimensional subspaces of $V$ such that $z \in \tilde{D}$ if and only if the Hermitian form $i(\cdot, \cdot)$ is negative definite on $z$. Then we have

$$D = \{ z \in \tilde{D} \mid S(\cdot, \cdot)|_z \text{ is zero} \}.$$  

Choose a symplectic basis $\{E_1, \ldots, E_n, F_1, \ldots, F_n\}$ of $V_0$ and let

$$v_\alpha = \frac{1}{\sqrt{2}}(E_\alpha - F_\alpha i), \quad v_\mu = \frac{1}{\sqrt{2}}(E_\mu - n + F_\mu - n i)$$

for $1 \leq \alpha \leq n$, $n+1 \leq \mu \leq 2n$ (in this subsection we keep this convention of index). Let

$$z_0 = \text{span}_C\{v_{n+1}, \ldots, v_{2n}\} \in D.$$  

Its stabilizer is $K \cong U(n)$. We have the corresponding Cartan decomposition

$$g_0 = \mathfrak{k}_0 + p_0 \quad \text{and} \quad p = p_+ + p_-,$$

where $\mathfrak{k}$ is the 0 eigenspace of $J_p$ and $p_+$ (resp. $p_-$) is the $+i$ (resp. $-i$) eigenspace of $J_p$. In terms of matrices we have

$$\mathfrak{k}_0 = \left\{ \begin{pmatrix} A & 0 \\ 0 & -A^t \end{pmatrix} \mid A \in M_n(\mathbb{C}), A^* = -A \right\},$$

$$p_0 = \left\{ \begin{pmatrix} 0 & A \\ A^* & 0 \end{pmatrix} \mid A \in M_n(\mathbb{C}), A^t = A \right\}. \quad (5.10)$$

Define $V^+ = \text{span}_C\{v_1, \ldots, v_n\}$ and $V^- = \text{span}_C\{v_{n+1}, \ldots, v_{2n}\}$, we have the identification

$$\mathfrak{k} = \text{span}_C\{v \diamond \tilde{v} \mid v \in V^+, \tilde{v} \in V^-\}.$$  

Define

$$X_{\alpha\beta} = \frac{1}{i} v_\alpha \diamond v_\beta = e_{\beta, \alpha+n} + e_{\alpha, \beta+n}, \quad Y_{\alpha\beta} = i v_{\alpha+n} \diamond v_{\beta+n} = e_{\alpha+n, \beta} + e_{\beta+n, \alpha}$$

for $1 \leq \alpha \leq \beta \leq n$. Then

$$p_+ = \text{span}_C\{X_{\alpha\beta} \mid 1 \leq \alpha \leq \beta \leq n\}, \quad p_- = \text{span}_C\{Y_{\alpha\beta} \mid 1 \leq \alpha \leq \beta \leq n\}.$$
We also let \( \{ \xi'_{\alpha \beta} \mid 1 \leq \alpha \leq \beta \leq n \} \) (resp. \( \{ \xi''_{\alpha \beta} \mid 1 \leq \alpha \leq \beta \leq n \} \)) be the basis of \( p^*_+ \) (resp. \( p^*_+ \)) dual to the above basis.

Now fix \( 1 \leq r \leq n \). Define

\[
U = \text{span}_{\mathbb{R}} \{ E_1, \ldots, E_r, F_1, \ldots, F_r \}.
\]

Let

\[
z'_0 = \text{span}_C \{ v_{n+1}, \ldots, v_{n+r} \} \in D(U).
\]

Recall that in Definition 3.2 we define a sub symmetric space \( D_{U, z'_0} \) of \( D \). The holomorphic tangent space of \( D_{U, z'_0} \) at \( z_0 \) is

\[
T^+_{z_0} D_{U, z'_0} = \text{span}_C \{ X_{\alpha \beta} \mid r + 1 \leq \alpha \leq \beta \leq n \}.
\]

The holomorphic tangent space of the fiber \( F_{z_0} D_{U, z'_0} \) (see Sect. 3.2) at \( z_0 \) is

\[
N^+_{z_0} D_{U, z'_0} = \text{span}_C \{ X_{\alpha \beta} \mid (\alpha, \beta) \in I \},
\]

where \( I \) is the index set

\[
I = \{ (\alpha, \beta) \mid 1 \leq \alpha \leq r, \ \alpha \leq \beta \leq n \}.
\]

Define \( e_{D_{U, z'_0}} \in \bigwedge^* p_+ \) by

\[
e_{D_{U, z'_0}} = \bigwedge_{(\alpha, \beta) \in I} X_{\alpha \beta}.
\]

Let \( \mathcal{P}_- \) be the infinitesimal Fock model for the dual pair \( (\text{Sp}(2n, \mathbb{R}), \text{O}(0, 2r)) \) defined in Sect. 4.5. Recall that \( \mathcal{P}_- \) is the same as the Fock model for the dual pair \( (\text{U}(n, n), \text{U}(0, r)) \) and is the polynomial space in the variables \( \{ u^+_{ik} \mid 1 \leq i \leq 2n, 1 \leq k \leq r \} \). Define \( f^- \in \mathcal{P}_- \) by

\[
f^- = \det \begin{pmatrix}
  u^+_{11} & u^+_{12} & \cdots & u^+_{1r} \\
  \cdots & \cdots & \cdots & \cdots \\
  u^+_{r1} & u^+_{r2} & \cdots & u^+_{rr}
\end{pmatrix}.
\]

Also define

\[
f_{D_{U, z'_0}} = (f^-)^{n-r+1}.
\]

It can be shown that \( \mathfrak{k} \) acts on \( \mathcal{W}_- \) by (c.f. formula (4.2) of [2])

\[
\omega (v_\alpha \diamond v_{\beta+n}) = \omega (-ie_{\alpha, \beta} + ie_{\beta+n, \alpha+n})
\]
\[ \sum_{k=1}^{r} \left( u_{\alpha+n,k} \frac{\partial}{\partial u_{\beta+n,k}} + u_{\alpha,k} \frac{\partial}{\partial u_{\beta,k}} \right) - i r \delta_{\alpha\beta}. \] (5.14)

The adjoint action of \( k \) on \( p_+ \) induces an action on \( \wedge^* p_+ \). Define

\[ b = \text{span}_C \{ v_{\alpha} \circ v_{\beta+n} \mid 1 \leq \alpha \leq \beta \leq n \}. \]

\( b \) is a Borel sub-algebra of \( k \). Both \( e_{DU,z_0} \) and \( f_{DU,z_0} \) are highest weight vectors of \( b \). Moreover they have the same weight

\[ \left( n+1, \ldots, n+1, r, \ldots, r \right). \]

Let \( \tilde{K} \) the preimage of \( K \) under the map \( M_p(W) \rightarrow \text{Sp}(W) \). Using the seesaw pair

\[ \begin{array}{ccc}
U(n, n) & \rightarrow & \text{Sp}(2n, \mathbb{R}) \\
\downarrow & & \downarrow \\
\text{O}(0, 2r) & \rightarrow & \text{U}(0, r) \\
\end{array} \] (5.15)

and facts about \( \widetilde{U(n, n)} \) (see the last subsection), we can see that

\[ \tilde{K} = K \times \{ \pm 1 \}. \]

Now denote the irreducible representation of \( K \) generated by \( e_{DU,z_0} \) as \( V(U) \). By the theory of highest weight we have a \( K \)-equivariant map \( \psi_{2r}^+ : V(U) \rightarrow \mathcal{P}_{p}^{\pm} \) such that

\[ \psi_+^{2r}(e_{DU,z_0}) = f_{DU,z_0}. \]

Theorem B of [2] is

**Theorem 5.7**

\[ \psi_r^+ \in \text{Hom}_K (\wedge^{\frac{1}{2}n(n+1)-\frac{1}{2}(n-r)(n-r+1)} p_+, \mathcal{P}_{p}^{\pm}). \]

As in case A, the definition of \( \psi_r^+ \) is independent of the choice of \( U \). We have an isomorphism

\[ \text{Hom}_K (\wedge^* p_+, \mathcal{P}_{p}^{\pm}) \cong (\wedge^* p_+^* \otimes \mathcal{P}_{p}^{\pm})^K, \]

under which \( \psi_r^+ \) is mapped to an element \( \phi_r^+ \in (\wedge^{\frac{1}{2}n(n+1)-\frac{1}{2}(n-r)(n-r+1)} p_+^* \otimes \mathcal{P}_{p}^{\pm})^K. \)

\( \Box \) Springer
Let
\[ i : F_{z_0} D_{U,z'_0} \to D \]
be the natural embedding. Using the definition of \( \phi^+_r \), we can prove the following lemma in a similar way as Lemma 5.4.

**Lemma 5.8**
\[
i^*(\phi^+_r(x))_{| z_0} = (f^-)^{n-r+1} i^* \left( \bigwedge_{(\alpha,\mu) \in I} \xi^\ell_{\alpha,\mu} \right)_{| z_0}.
\]

Let \( \mathcal{P}_+ \) be the infinitesimal Fock model for the dual pair \((\text{Sp}(2n, \mathbb{R}), \text{O}(2r, 0))\). Recall that \( \mathcal{P}_+ \) is the polynomial space in the variables \( \{ u_{ia}^+ | 1 \leq i \leq 2n, 1 \leq a \leq r \} \).

Define \( f^+ \in \mathcal{P}_+ \) by
\[
f^+ = \det \begin{pmatrix} u_{11}^+ & u_{12}^+ & \cdots & u_{1r}^+ \\ \cdots & \cdots & \cdots & \cdots \\ u_{r1}^+ & u_{r2}^+ & \cdots & u_{rr}^+ \end{pmatrix}.
\]

Then both \( (f^+)^{n-r+1} \) and \( \bigwedge_{(\alpha,\beta) \in I} Y_{\alpha \beta} \) are lowest weight vector with respect to \( b \) of weight
\[
\left( -n - 1, \ldots, -n - 1, \begin{array}{cc} -r \end{array}, \begin{array}{cc} -r \end{array}, \begin{array}{cc} \vdots \end{array}, \begin{array}{cc} \vdots \end{array} \right)_{n-r}.
\]

There is a unique element
\[
\psi^-_r \in \text{Hom}_K \left( \bigwedge^{\frac{1}{2}n(n+1) - \frac{1}{2}(n-r)(n-r+1)} p_-, \mathcal{P}_+^{\mathbb{P}^+} \right),
\]
which maps \( (f^+)^{n-r+1} \) to \( \bigwedge_{(\alpha,\beta) \in I} Y_{\alpha \beta} \) and a corresponding element
\[
\phi^-_r \in \left( \bigwedge^{\frac{1}{2}n(n+1) - \frac{1}{2}(n-r)(n-r+1)} p_+ \right) \otimes \mathcal{P}_+^{\mathbb{P}^+})^K.
\]

Now let \( \mathcal{P} \) be the infinitesimal Fock model for the dual pair \((\text{Sp}(2n, \mathbb{R}), \text{O}(2r, 2r))\).

We have
\[
\mathcal{P} = \mathcal{P}_- \otimes \mathcal{P}_+.
\]

Define
\[
\phi_r = \phi^+_r \wedge \phi^-_r.
\]
Then it is immediate that
\[ \phi_r \in (\wedge^{n(n+1)-(n-r)(n-r+1)}p^* \otimes \mathcal{P})^K. \]

5.3 Case C

Let \( V \) be a \( n \)-dimensional right \( \mathbb{H} \) vector space with skew Hermitian form \( (\cdot, \cdot)_2 \) satisfying (4.22). Let \( V_\mathbb{C} \) denote the underlying complex vector space of \( V \). Define \( V^\sigma \) the conjugate left \( \mathbb{H} \) vector space of \( V \) as follows. The underlying Abelian group of \( V^\sigma \) is the same with that of \( V \). The scalar multiplication of \( V^\sigma \) is defined by
\[ hv = vh^\sigma, \forall h \in \mathbb{H}, \]
where the left hand side is scalar multiplication in \( V^\sigma \) while the right hand side is scalar multiplication in \( V \). There is an isomorphism \( V^\sigma \to \text{Hom}_\mathbb{H}(V, \mathbb{H}) \) as left \( \mathbb{H} \) module given by the form \( (\cdot, \cdot)_2 \)
\[ v \mapsto (v, \cdot)_2. \]
One can also identify \( V \otimes_\mathbb{H} V^\sigma \) with \( \text{Hom}_\mathbb{H}(V, V) \) by the map
\[ v \otimes \tilde{v} \mapsto v(\tilde{v}, \cdot)_2. \]
Define
\[ \text{Sym}(V \otimes_\mathbb{H} V^\sigma) = \text{span}_\mathbb{R}\{v \otimes \tilde{v} + \tilde{v} \otimes v \mid v, \tilde{v} \in V\} \subset V \otimes_\mathbb{H} V^\sigma. \]
By the above identification, \( \text{Sym}(V \otimes_\mathbb{H} V^\sigma) \) acts on \( V \) by
\[ (v \diamond \tilde{v})(x) = v(\tilde{v}, x)_2 + \tilde{v}(v, x)_2, \quad \forall x \in V, \]
where \( v \diamond \tilde{v} = v \otimes \tilde{v} + \tilde{v} \otimes v \). One can check that this action is \( \mathbb{H} \)-linear and satisfies
\[ ((v \diamond \tilde{v})(x), y)_2 + (x, (v \diamond \tilde{v})(y))_2 = 0. \]
Moreover we have

**Lemma 5.9**

\[ \text{Sym}(V \otimes_\mathbb{H} V^\sigma) \cong \mathfrak{o}^*(V, (\cdot, \cdot)_2) = \mathfrak{o}^*(2n). \]

Define \( (\cdot, \cdot) \) on \( V_\mathbb{C} \) by
\[ (v, \tilde{v}) = a + bi \text{ if } (v, \tilde{v})_2 = a + bi + cj + dk. \]
Then $i(,)$ is (complex) Hermitian of signature $(n, n)$. We also define $S(,)$ on $V_{\mathbb{C}}$ by

$$S(v, \tilde{v}) = (v_j, \tilde{v}).$$

One can check that $S(,)$ is symmetric complex bilinear. We have the following fact [2]

$$O^*(V, (,)_2) = U(V, (,)) \cap O(V, S(,)).$$

It can also be shown that

$$g = g_0 \otimes \mathbb{C} \cong o(V, S(,)) \cong \bigwedge^2(V_{\mathbb{C}}),$$

where $g_0 = o^*(V, (,))$ and $\bigwedge^2(V_{\mathbb{C}})$ acts on $V$ by

$$v \wedge \tilde{v}(x) = -vS(\tilde{v}, x) + \tilde{v}S(v, x), \forall x \in V.$$ 

The map $O^*(V, (,)_2) \hookrightarrow U(V, (,))$ induces an embedding of symmetric spaces $D \hookrightarrow \tilde{D}$, where $D$ is the symmetric space of $O^*(V, (,)_2)$ and $\tilde{D}$ is the symmetric space of $U(V, (,))$. To be more precise, recall that $\tilde{D}$ is the set of $n$-dimensional subspaces of $V_{\mathbb{C}}$ such that $z \in \tilde{D}$ if and only if the Hermitian form $i(,)$ is negative definite on $z$. Then we have

$$D = \{z \in \tilde{D} | S(,)|_z \text{ is zero}\}.$$ 

Explicitly choose an orthogonal basis $\{v_1, \ldots, v_n\}$ of $V$ such that

$$(v_\alpha, v_\beta)_2 = -i \delta_{\alpha\beta}$$

for $1 \leq \alpha, \beta \leq n$. Then $\{v_1, \ldots, v_n, v_{n+1}, \ldots, v_{2n}\}$ is a basis of $V_{\mathbb{C}}$, where $v_\mu = v_{\mu-nj}$ for $n+1 \leq \mu \leq 2n$. The $\mathbb{C}$-linear transformation $a(\zeta)$ introduced in Eq. (5.3) sits inside $O(V, S(,)) \cap U(V, (,))$. Thus the almost complex structure (5.4) stabilize $g_0$ and induces an almost complex structure on $g_0$. Let

$$z_0 = \text{span}_{\mathbb{C}}\{v_{n+1}, \ldots, v_{2n}\} \in D.$$ 

Its stabilizer is $K \cong U(n)$. We have the corresponding Cartan decomposition

$$g_0 = \mathfrak{k}_0 + \mathfrak{p}_0 \quad \text{and} \quad \mathfrak{p} = \mathfrak{p}_+ + \mathfrak{p}_-,$$

where $\mathfrak{k}$ is the 0 eigenspace of $J_p$ and $\mathfrak{p}_+$ (resp. $\mathfrak{p}_-$) is the $+i$ (resp. $-i$) eigenspace of $J_p$. In terms of matrices we have

$$\mathfrak{k}_0 = \left\{ \begin{pmatrix} A & 0 \\ 0 & -A^t \end{pmatrix} \mid A \in M_n(\mathbb{C}), A^* = -A \right\},$$
\[ p_0 = \left\{ \begin{pmatrix} 0 & A \\ A^* & 0 \end{pmatrix} \mid A \in M_n(\mathbb{C}), A' = -A \right\}. \] (5.16)

If we define \( V^+ = \text{span}_\mathbb{C}\{v_1, \ldots, v_n\} \) and \( V^- = \text{span}_\mathbb{C}\{v_{n+1}, \ldots, v_{2n}\} \), we have the identification
\[ \mathfrak{k} = \text{span}_\mathbb{C}\{v \wedge \tilde{v} \mid v \in V^+, \tilde{v} \in V^-\}. \]

Define
\[ X_{\alpha\beta} = iv_\alpha \wedge v_\beta = e_{\alpha,\beta+n} - e_{\beta,\alpha+n}, \quad Y_{\alpha\beta} = \frac{1}{i}v_{\alpha+n} \wedge v_{\beta+n} = e_{\beta+n,\alpha} - e_{\alpha+n,\beta} \]
for \( 1 \leq \alpha < \beta \leq n \). Then
\[ p_+ = \text{span}_\mathbb{C}\{X_{\alpha\beta} \mid 1 \leq \alpha < \beta \leq n\}, \quad p_- = \text{span}_\mathbb{C}\{Y_{\alpha\beta} \mid 1 \leq \alpha < \beta \leq n\}. \]

We also let \( \{\xi'_{\alpha\beta} \mid 1 \leq \alpha < \beta \leq n\} \) (resp. \( \{\xi''_{\alpha\beta} \mid 1 \leq \alpha < \beta \leq n\} \)) be the basis of \( p_+^* \) (resp. \( p_-^* \)) dual to the above basis.

Now fix \( 1 \leq r \leq n \). Define
\[ U = \text{span}_\mathbb{C}\{v_1, \ldots, v_r\}. \]

Define
\[ z'_0 = \text{span}_\mathbb{C}\{v_{n+1}, \ldots, v_{n+r}\} \in D(U). \]

In Definition 3.2 we define a sub symmetric space \( D_{U,z'_0} \) of \( D \). The holomorphic tangent space of \( D_{U,z'_0} \) at \( z_0 \) is
\[ T^+_{z_0}D_{U,z'_0} = \text{span}_\mathbb{C}\{X_{\alpha\beta} \mid r + 1 \leq \alpha < \beta \leq n\}. \]

The holomorphic tangent space of the fiber \( F_{z_0}D_{U,z'_0} \) (see Sect. 3.2) at \( z_0 \) is
\[ N^+_{z_0}D_{U,z'_0} = \text{span}_\mathbb{C}\{X_{\alpha\beta} \mid (\alpha, \beta) \in I\}, \] (5.17)
where \( I \) is the index set
\[ I = \{(\alpha, \beta) \mid 1 \leq \alpha \leq r, \alpha < \beta \leq n\}. \] (5.18)

Define \( e_{D_{U,z'_0}} \in \wedge^* p_+ \) by
\[ e_{D_{U,z'_0}} = \bigwedge_{(\alpha, \beta) \in I} X_{\alpha\beta}. \]
Let $\mathcal{P}_-$ be the Fock model defined in the last section for the dual pair $(O^*(2n), \text{Sp}(0,r))$ in Sect. 4.6. Recall that $\mathcal{P}_-$ is the same as the Fock model for the dual pair $(\text{U}(n,n), \text{U}(0,r))$ and is the polynomial space in the variables \( \{ u^{-}_{ik} | 1 \leq i \leq 2n, 1 \leq k \leq r \} \). Define $f^- \in \mathcal{P}_-$ by

$$f^- = \det \begin{pmatrix} u^{-}_{11} & u^{-}_{12} & \cdots & u^{-}_{1r} \\ \vdots & \vdots & \ddots & \vdots \\ u^{-}_{r1} & u^{-}_{r2} & \cdots & u^{-}_{rr} \end{pmatrix}.$$ 

Also define $f_{DU, z'_0} \in \mathcal{W}_-$ by

$$f_{DU, z'_0} = (f^-)^{n-r-1}. \quad (5.19)$$

It can be shown that $\mathfrak{k}$ acts on $\mathcal{W}_-$ by (c.f. equation (5.2) of [2])

$$\omega(v_{\alpha} \wedge v_{\beta+n}) = \omega(-ie_{\alpha\beta} + ie_{\beta+n, \alpha+n})$$

$$= -i \sum_{k=1}^{r} \left( u_{\alpha+n,k} \frac{\partial}{\partial u_{\beta+n,k}} + u_{\alpha,k} \frac{\partial}{\partial u_{\beta,k}} \right) - ir \delta_{\alpha\beta}. \quad (5.20)$$

The adjoint action of $\mathfrak{k}$ on $p_+$ induces an action on $\wedge^p_+$. Define

$$\mathfrak{b} = \text{span}_{\mathbb{C}} \{ v_{\alpha} \wedge v_{\beta+n} | 1 \leq \alpha \leq \beta \leq n \}.$$ 

$\mathfrak{b}$ is a Borel sub-algebra of $\mathfrak{t}$. Both $e_{DU, z'_0}$ and $f_{DU, z'_0}$ are highest weight vectors of $\mathfrak{b}$. Moreover they have the same weight

$$\left( \frac{n-1, \ldots, n-1, r, \ldots, r}{n-r} \right).$$

Let $\tilde{K}$ be the preimage of $K$ under the map $\text{Mp}(\mathbb{W}) \rightarrow \text{Sp}(\mathbb{W})$. Using the seesaw pair

$$\begin{array}{ccc}
U(n, n) & \text{Sp}(0,r) \\
\downarrow & \downarrow \\
O^*(2n) & \text{U}(0,r) \\
\end{array} \quad (5.21)$$

and facts about $\text{U}(n, n)$ (see Sect. 5.9 or [34]), we can see that

$$\tilde{K} = K \times \{ \pm 1 \}.$$ 

Now denote the irreducible representation of $K$ generated by $e_{DU, z'_0}$ as $V(U)$. By the theory of highest weight we have a $K$-equivariant map $\psi_+: V(U) \rightarrow \mathcal{P}^p_-$ such that

$$\psi_+^r (e_{DU, z'_0}) = f_{DU, z'_0}.$$
Then Theorem C of [2] is

**Theorem 5.10**

\[ \psi^+_r \in \text{Hom}_K(\wedge^* p_+, D_-^p). \]

As in case A, the definition of \( \psi^+_r \) is independent of the choice of \( U \). We have an isomorphism

\[ \text{Hom}_K(\wedge^* p_+, D_-^p) \cong (\wedge^* p_+^* \otimes D_-^p)^K, \]

under which \( \psi^+_r \) is mapped to an element \( \phi^+_r \in (\wedge^* p_+^* \otimes D_-^p)^K \).

Let \( i : F_{z_0} D_{U, z'_0} \to D \) be the natural embedding (see Eq. (3.10) for the definition of \( F_{z_0} D_{U, z'_0} \)). Using the definition of \( \phi^+_r \), we can prove the following lemma in a similar way as Lemma 5.4:

**Lemma 5.11**

\[ i^*(\phi_+(x))|_{z_0} = (f^-)^{-r-1} i^* \left( \bigwedge_{(\alpha, \mu) \in I} \xi^I_{\alpha, \mu} \right) |_{z_0}. \]

Let \( P_+ \) be the infinitesimal Fock model for the dual pair \((O^*(2n), Sp(r, 0))\). Recall that \( P_+ \) is the polynomial space in the variables \( \{u_{ia}^+ | 1 \leq i \leq 2n, 1 \leq a \leq 2r\} \). Define \( f^+ \in P_+ \) by

\[ f^+ = \det \begin{pmatrix} u_{11}^+ & u_{12}^+ & \ldots & u_{1r}^+ \\ \ldots & \ldots & \ldots & \ldots \\ u_{r1}^+ & u_{r2}^+ & \ldots & u_{rr}^+ \end{pmatrix}. \]

Then both \( (f^+)^{-r-1} \) and \( \bigwedge_{(\alpha, \beta) \in I} Y_{\alpha \beta} \) are lowest weight vector with respect to \( \mathfrak{b} \) of weight

\[ \underbrace{(-n+1, \ldots, -n+1}_{r}, \underbrace{-r, \ldots, -r}_{n-r}). \]

There is a unique element

\[ \psi^-_r \in \text{Hom}_K(\wedge^{\frac{1}{2}n(n-1)-\frac{1}{2}(n-r)(n-r-1)} p_-, D_+^p), \]

which maps \( (f^+)^{-r-1} \) to \( \bigwedge_{(\alpha, \beta) \in I} Y_{\alpha \beta} \) and a corresponding element

\[ \phi^-_r \in (\wedge^{\frac{1}{2}n(n-1)-\frac{1}{2}(n-r)(n-r-1)} p_-^* \otimes D_+^p)^K. \]
Now let $\mathcal{P}$ be the infinitesimal Fock model for the dual pair $(O^*(2n), \text{Sp}(r, r))$. We have

$$\mathcal{P} = \mathcal{P}_- \otimes \mathcal{P}_+.$$  

Define

$$\phi_r = \phi_r^+ + \phi_r^-.$$  

It is immediate that

$$\phi_r \in (\wedge^{(n-1)-(n-r)} \mathcal{P}_- \otimes \mathcal{P}_+)^K.$$  

We say $r$ is the rank of $\phi_r$.

**Remark 5.12** We have in each case the following subgroups of the dual group $G'$ of $G$:

1. Case A: $G' = U(r+s, r+s), K' = U(r+s) \times U(r+s), K_+ = U(r+s, 0), K_- = U(0, r+s)$.
2. Case B: $G' = O(2r, 2r), K' = O(2r) \times O(2r), K_+ = O(2r, 0), K_- = O(0, 2r)$.
3. Case C: $G' = \text{Sp}(r, r), K' = \text{Sp}(r) \times \text{Sp}(r), K_+ = \text{Sp}(r, 0), K_- = \text{Sp}(0, r)$.

In all cases $K' = K_- \times K_+$ and as a $K'$-representation $\mathcal{P} = \mathcal{P}_- \otimes \mathcal{P}_+$, where $K_+$ acts trivially on $\mathcal{P}_-$ and $K_-$ acts trivially on $\mathcal{P}_+$.

### 5.4 Closedness of holomorphic differentials

In this subsection we simply write $\phi^+$ for $\phi_{r,s}^+$, $\phi^-$ for $\phi_{r,s}^-$ and $\phi$ for $\phi_{r,s}$ in case A and similarly in other cases. We will prove that the cochains $\phi^+, \phi^-$ and $\phi$ are closed hence cocycles. First we recall the following well-known fact.

**Lemma 5.13** A holomorphic form on a compact Kähler manifold $M$ is closed.

**Proof** On a compact Kähler manifold we have the following identity of Laplacians

$$\Delta_d = 2 \Delta_\bar{\partial} = 2 \Delta_{\bar{\partial}}.$$  

A holomorphic form $\varphi$ is $\bar{\partial}$-closed. It is also $\bar{\partial}^*$-closed because it has Hodge-type $(p, 0)$. Hence $\varphi$ is $\bar{\partial}_{\bar{\partial}}$-harmonic, hence $\Delta_d$-harmonic. Hence $\varphi$ is closed. \(\square\)

**Theorem 5.14** The form $\phi^+$ (resp.) constructed in the previous subsections is closed as an element of $C^*(g, K; \mathcal{P}_-)$ ($C^*(g, K; \mathcal{P}_+)$ resp).

**Proof** We prove the holomorphic case, the anti-holomorphic case is similar.

Recall that in all three cases $\phi^+$ takes values in the $K$-representation generated by $f_{D_{U,\chi_0}}$ (see (5.8), (5.13) and (5.19)), a special harmonic polynomial considered in [24]. By [24], $f_{D_{U,\chi_0}}$ is in a representation $\mathcal{A} \otimes \theta(A)$, where $\mathcal{A}$ is the an irreducible $(g, K)$
module and \( \theta(A) \) is an irreducible representation of the compact group dual \( \tilde{K}_- \), where \( K_- \) is as in Remark 5.12. Hence \( \phi^+ \) is a holomorphic cochain in \( H^{(\cdot, 0)}(g, K; A) \).

By the proof of Proposition 2.3 in [2], there is a cocompact lattice \( \Gamma \) of \( G \) and a \( (g, \tilde{K}) \)-map

\[
I : \mathcal{P}_- \to C^\infty(\Gamma \backslash G),
\]

such that \( I(f) \neq 0 \). Since \( f \in A \) and \( A \) is irreducible, we know that \( I \) is injective when restricted on \( A \). Hence the map on the cochains

\[
I_\ast : C^\bullet(g, K; A) \to C^\bullet(g, K; C^\infty(\Gamma \backslash G))
\]
is also injective.

Now \( I_\ast(\phi^+) \) is a holomorphic form on a compact Kähler manifold. So it is closed by Lemma 5.13. Since \( I_\ast \) is a map of chain complexes we know that

\[
I_\ast(d\phi^+) = dI_\ast(\phi^+) = 0.
\]

Because \( I_\ast \) is injective on \( C^\bullet(g, K; A) \), we know that

\[
d\phi^+ = 0.
\]

This finishes the proof of the theorem. \( \square \)

**Remark 5.15** There is an alternative proof of the above theorem. Let \( C \) be the Casimir element of the universal enveloping algebra of \( g \). Then one can show by explicit computation that \( C \) acts trivially on \( A \) in all three cases. Then Proposition 3.1 in Chapter II of [8] guarantees that any element in \( C^\bullet(g, K; A) \) is closed.

**Corollary 5.14.1** The cochain \( \phi \) is closed.

**Proof** Recall that \( \phi = \phi^+ \wedge \phi^- \). The differential operator \( d \) for the chain complex \( C^\bullet(g, K; \mathcal{P}) \) satisfies

\[
d = d_- \otimes 1 + 1 \otimes d_+,
\]

where \( d_- \) (resp. \( d_+ \)) is the differential operator for the chain complex \( C^\bullet(g, K; \mathcal{P}_-) \) (resp. \( C^\bullet(g, K; \mathcal{P}_+) \)). The corollary now follows from Theorem 5.14. \( \square \)

### 5.5 Cocycles in the Schrödinger Model

Recall that we have defined a map \( \iota : \mathcal{P} \to \mathcal{S}(V^m) \), where \( m = r + s \) in case A, \( m = r \) in case B and C. We define

\[
\varphi_{r,s} = \iota(\phi_{r,s}) \text{ in case A, } \varphi_r = \iota(\phi_r) \text{ in case B and C}
\] (5.22)
in \( (\wedge^* p^* \otimes S(V^m))^K \) (recall from (4.21) that \( V^r \cong V_0^{2r} \) in case B). Since \( \iota \) is an isomorphism of \((g, K)\) modules between \( P \) and its image in \( S(V^m) \), by the corollary to Theorem 5.14, \( \varphi_{r,s} \) (resp. \( \varphi_r \) in case B and C) is closed. More explicitly we have in the Schrodinger Model (see Eq. (5.9)):

\[
\varphi_r \text{ or } \varphi_r = \varphi_0 \sum_{i,j=1}^d p_{ij} \Omega_i \wedge \tilde{\Omega}_j,
\]

where \( \Omega_i \) are of Hodge type \((d', 0)\) where

\[
d' = \begin{cases} 
pq - (p - r)(q - s) & \text{in case A}, \\
\frac{1}{2}n(n + 1) - \frac{1}{2}(n - r)(n - r + 1) & \text{in case B}, \\
\frac{1}{2}n(n - 1) - \frac{1}{2}(n - r)(n - r - 1) & \text{in case C},
\end{cases}
\]

and \( p_{ij} \) is a polynomial in the variables \( \{z_{aa}, \bar{z}_{aa}, z_{\mu a}, \bar{z}_{\mu a} \mid 1 \leq \alpha \leq p, p + 1 \leq \mu \leq p + q, 1 \leq a \leq m\} \) (in case B and C, \( p = q = n \)). Define

\[
f'_+ = (-2\sqrt{2}\pi)^q (-2\sqrt{2}\pi)^s \det \begin{pmatrix} z_{11} & z_{12} & \ldots & z_{1r} \\
\ldots & \ldots & \ldots & \ldots \\
z_{r1} & z_{r2} & \ldots & z_{rr} \end{pmatrix},
\]

\[
f'_- = (-2\sqrt{2}\pi)^{q-r} (-2\sqrt{2}\pi)^{p-r} \det \begin{pmatrix} \bar{z}_{p+1\, r+1} & \bar{z}_{p+1\, r+2} & \ldots & \bar{z}_{p+1\, r+s} \\
\ldots & \ldots & \ldots & \ldots \\
\bar{z}_{p+s\, r+1} & \bar{z}_{p+s\, r+2} & \ldots & \bar{z}_{p+s\, r+s} \end{pmatrix}.
\]

Recall that \( i : F_{\bar{z}_0} D_{U, \bar{z}_{\iota_0}} \to D \) is the an embedding (Sect. 3.2).

**Lemma 5.16** Let \( \varphi \) be \( \varphi_{r,s} \) in case A and \( \varphi_r \) in case B and C. The highest term (in terms of the degree of the polynomial in front of \( \varphi_0 \)) of \( i^*(\varphi(\mathbf{x}))|_{z_0} \) is

\[
(f'_+ \bar{f}'_+)^{q-s} (f'_- \bar{f}'_-)^{p-r} i^* \left( \bigwedge_{(\alpha, \mu) \in I} \xi'_\alpha,\mu \wedge \xi''_\alpha,\mu \right) |_{z_0},
\]

\[
(f'_+ \bar{f}'_+)^{n-r+1} i^* \left( \bigwedge_{(\alpha, \mu) \in I} \xi'_\alpha,\mu \wedge \xi''_\alpha,\mu \right) |_{z_0},
\]

\[
(f'_+ \bar{f}'_+)^{n-r-1} i^* \left( \bigwedge_{(\alpha, \mu) \in I} \xi'_\alpha,\mu \wedge \xi''_\alpha,\mu \right) |_{z_0},
\]

respectively in case A, B and C, where \( I \) is specified in (5.7), (5.12) and (5.18) respectively. Notice that in each case \( i^*(\bigwedge_{(\alpha, \mu) \in I} \xi'_\alpha,\mu \wedge \xi''_\alpha,\mu)|_{z_0} \) is a constant multiple of the volume form of \( F_{\bar{z}_0} D_{U, \bar{z}_{\iota_0}} \) at \( z_0 \).

**Proof** It follows from combining Lemma 5.4 (resp. Lemma 5.8 or Lemma 5.11), the analogous result for \( \phi^- \) and Lemma 4.4.

\( \square \)
Part 3. Proof of the main theorems

6 Poincaré dual and Thom form

In this section we start to prove Theorems 1.5 and 1.6 in the introduction. We resume
the notations of Sect. 2. We give the symmetric space $D = G_\infty/K_\infty$ the $G_\infty$-invariant
Riemannian metric $\tau$ induced by the trace form on $p_0$. $D$ is then a negatively curved
symmetric Kähler manifold whose sectional curvatures are automatically bounded as
it is homogeneous. We suppose the sectional curvature of $D$ is bounded below by
$-\rho^2$.

Choose $x \in V^m$ ($1 \leq m \leq n$) satisfying the following assumptions in the three
cases of our interests respectively:

(1) Case A: the Hermitian form $(,)_v$ restricted to span$B\{x\} \otimes k_v$ is non-degenerate
and has signature $(r, s)$. In particular $1 \leq r \leq p$, $1 \leq s \leq q$ and $r + s = m$.
(2) Case B: the Hermitian form $(,)_v$ restricted to span$B\{x\}$ is non-degenerate.
(3) Case C: the skew-Hermitian form $(,)_v$ restricted to span$B\{x\}$ is non-degenerate.

In each case we define a $2m$ dimensional $B$-vector space $W$, a form $(,)$ on $W$ that is
non-degenerate and split. We assume that it is Hermitian, skew Hermitian and Hermtian
respectively in the three cases. Let $G'_\infty$ be the group of $B$-linear transformations on
$W$ preserving $(,)_v$. For each Archimedean place $v$ of $k$ define
$G'_v = G'_\infty (k_v)$ and let
$G'_\infty = \prod_{v \in S_\infty} G'_v$. We have

(1) $G'_\infty = U(r + s, r + s)^\ell$ in case A,
(2) $G'_\infty = O(2m, 2m)^\ell$ in case B,
(3) $G'_\infty = Sp(m, m)^\ell$ in case C.

We fix a point $z_0$ in the symmetric space $D$ of $G_\infty$, or equivalently a maximal
compact group $K_\infty$ of $G_\infty$. By our assumptions, $K_\infty = K_v \times \prod_{v \in S_\infty, v \neq v_1} G_v$. Let

$g_0 = p_0 \oplus k_0$

be the corresponding Cartan decomposition on the Lie algebra $g_0$ of $G_\infty$ (we drop the
subscript 0 to indicate complexification). Let $\Omega^\bullet (D)$ be the space of smooth differential
forms on $D$ with values in $\mathbb{C}$. Let

$S(V^m_\infty)$ be the set of Schwartz functions on $V^m_\infty$. There is an isomorphism given
by evaluation at $z_0$:

$(\Omega^\bullet (D) \otimes S(V^m_\infty))^{G_\infty} \rightarrow (\wedge^\bullet p \otimes S(V^m_\infty))^{K_\infty}$. \hspace{1cm} (6.1)$

Let $\tilde{G}'_\infty$ be the metaplectic cover of $G'_\infty$. $\tilde{G}'_\infty$ acts on $S(V^m_\infty)$ by the Weil representation $\omega$ and the action commutes with that of $G_\infty$. Any form $\tilde{\psi} \in (\wedge^\bullet p^* \otimes S(V^m_\infty))^{K_\infty}$
give rise to the form $\tilde{\psi}$ defined by

$\tilde{\psi}(z, g', x) = L^*_{g'} (\omega(g_z, g') \psi(x))$, \hspace{1cm} (6.2)
where $g_z \in G_\infty$ such that $g_z z_0 = z$, $g' \in \tilde{G}'_\infty$ and $L_g$ denotes the left action by $g$ on $D$. Then we have

$$\tilde{\psi} \in (\Omega \kron (D) \otimes S(V^m_\infty))^{G_\infty}.$$ 

Let $\varphi_v$ be the vacuum vector (Gaussian function) of $S(V_v)$ for any Archimedean place $v \neq v_1$. Define

$$\varphi_\infty = \varphi \otimes \prod_{v \in S_\infty, v \neq v_1} \varphi_v \in (\bigwedge^* p \otimes S(V^m_\infty))^{K_\infty}. \tag{6.3}$$

where $\varphi$ is the form defined in Sect. 5 such that

1. $\varphi = \varphi_{r,s}$ in case A,
2. $\varphi = \varphi_m$ in case B and C.

Applying Eq. (6.2) to $\varphi_\infty$ we get a form $\tilde{\varphi}_\infty \in (\Omega \kron (D) \otimes S(V^m_\infty))^{G_\infty}$.

**Remark 6.1** The definition of the form $\tilde{\varphi}_\infty$ is independent of the choice of the base point $z_0$. Let us focus on case A. Suppose we have two base points $z_0, z'_0 \in D$ corresponding to two different maximal compact groups $K_{v_1}$ and $K'_{v_1}$, The choice of $z_0$ (resp. $z'_0$) corresponds to an orthogonal splitting $V_{v_1} = V_+ \oplus V_-$ (resp. $V_{v_1} = V'_+ \oplus V'_-$) such that $z_0 = V_-$ (resp. $z'_0 = V_-$). We can choose a basis $\{v_1, \ldots, v_{p+q}\} \ (\text{resp. } \{v'_1, \ldots, v'_{p+q}\})$ of $V$ such that $V_+ = \text{span}\{v_1, \ldots, v_p\}$ (resp. $V'_+ = \text{span}\{v'_1, \ldots, v'_p\}$) and $V_- = \text{span}\{v_{p+1}, \ldots, v_{p+q}\}$ (resp. $V'_- = \text{span}\{v'_{p+1}, \ldots, v'_{p+q}\}$). This basis determines holomorphic coordinate functions $(z_{ij})_{1 \leq i \leq p+q, 1 \leq j \leq m}$ (resp. $(z'_{ij})_{1 \leq i \leq p+q, 1 \leq j \leq m}$) of $V^m$. Let $g \in G_{v_1}$ such that $g v_i = v'_i$. Then $g z_0 = z'_0$ and $L_g^*(z'_{ij}) = z_{ij}$. By the construction of $\varphi$ and $\varphi'$ we have

$$L_g^*(\varphi') = \varphi. \tag{6.4}$$

By the $K_{v_1}$-invariance of $\varphi$ and $K'_{v_1}$-invariance of $\varphi$, (6.4) is true for any $g$ such that $g z_0 = z'_0$. This implies the desired independence.

Choose an $\mathcal{O}_\Gamma$ lattice $L$ of $V$ and choose $\Gamma \in G$ as in Sect. 2, then by [37] we can choose an arithmetic subgroup $\Gamma' \subset G'(k)$ such that the theta distribution

$$\theta_L(\psi) = \sum_{x \in L^m} \psi(x), \quad \forall \psi \in S(V^m_\infty)$$

is $\Gamma \times \tilde{\Gamma}'$-invariant where $\tilde{\Gamma}' = \Gamma' \times \{\pm 1\}$ is the metaplectic cover of $\Gamma'$.

We now apply $\theta_L$ to $\tilde{\varphi}_\infty$ to get

$$\theta_L(\tilde{\varphi}_\infty) \in \Omega \kron (\Gamma \backslash D) \otimes C^\infty(\tilde{\Gamma}' \backslash \tilde{G}'_\infty).$$

We also define

$$\theta_{L, \beta, \tilde{\varphi}_\infty}(z, g') = \sum_{x \in L^m, (x, x) = \beta} \tilde{\varphi}_\infty(z, g', x) \tag{6.5}$$
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for a matrix $\beta \in M_m(B)$. We have the following Fourier expansion of $\theta_{L, \tilde{\varphi}_\infty}$:

$$
\theta_{L, \tilde{\varphi}_\infty}(z, g') = \sum_{\beta} \sum_{x \in L^m, (x, x) = \beta} \tilde{\varphi}_\infty(z, g', x)
= \sum_{\beta} \theta_{L, \beta, \tilde{\varphi}_\infty}(z, g'),
$$

where $\beta$ runs over all possible inner product matrices $(x, x)$.

By the construction of $\varphi_\infty$ we know that it has Hodge bi-degree $(d', d')$ where $d'$ is as in (5.24). Let $\eta$ be any closed differential form on $\Gamma \setminus D$, define a smooth function $\theta_{L, \tilde{\varphi}_\infty}(\eta)$ on $\tilde{G}'_\infty$ by

$$
\theta_{L, \tilde{\varphi}_\infty}(\eta)(g') = \int_{\Gamma \setminus D} \eta \wedge \theta_{L, \tilde{\varphi}_\infty}(g').
$$

We call the above map the **geometric theta lift** defined by $\tilde{\varphi}_\infty$. This geometric theta lift is a map

$$
H^{(d-d', d-d')}(\Gamma \setminus D, \mathbb{C}) \to \mathcal{A}(\Gamma' \setminus \tilde{G}'_\infty),
$$

where $\mathcal{A}(\Gamma' \setminus \tilde{G}'_\infty)$ is the space of analytic functions on $\Gamma' \setminus \tilde{G}'_\infty$ (see the proof of Lemma 6.11 for the statement of analyticity). Also define $a_{L, \beta, \tilde{\varphi}_\infty}(\eta)$ to be the $\beta$-coefficient of $\theta_{L, \tilde{\varphi}_\infty}(\eta)$:

$$
a_{L, \beta, \tilde{\varphi}_\infty}(\eta) = \int_{\Gamma \setminus D} \eta \wedge \theta_{L, \beta, \tilde{\varphi}_\infty}(z, g') = \int_{\Gamma \setminus D} \eta \wedge \sum_{x \in L^m, (x, x) = \beta} \tilde{\varphi}_\infty(z, g', x).
$$

(6.6)

Then we have the Fourier expansion:

$$
\theta_{L, \tilde{\varphi}_\infty}(\eta) = \sum_{\beta} a_{L, \beta, \tilde{\varphi}_\infty}(\eta).
$$

We assume from now on that $\beta$ is non-degenerate (a nonsingular matrix) and $\sigma_1(\beta)$ has signature $(r, s)$ in case A (recall that $\sigma_i$ is the map $k \to k_{vi}$). By a theorem of Borel [7, Theorem 9.11], the set

$$
\{x \in L^m \mid (x, x) = \beta\}
$$

consists of finitely many $\Gamma$-orbits. We choose $\Gamma$-orbit representatives $\{x_1, \ldots, x_o\}$ and define

$$
U_i = \text{span}\{x_i\}, \quad 1 \leq i \leq o.
$$
For each $1 \leq i \leq o$ choose a base point $z_i \in D(U_i)$. Let $C_{x_i,z_i}$ be the generalized special cycle (Definition 3.5). Then each $C_{x_i,z_i}$ has complex codimension $d'$. Let

$$z = \{z_1, z_2, \ldots, z_o\}.$$ 

Define

$$C_{\beta,z} = \sum_{i=1}^{o} C_{x_i,z_i}.$$ 

$C_{\beta,z}$ is a cycle in the Chow group of $\Gamma \backslash D$. By remark 3.2, the homology class $[C_{\beta,z}]$ is independent of the choice of $z$, so we simply denote by $[C_{\beta}]$ its homology class. Whenever we take the period of a closed differential form $\eta$ on $\Gamma \backslash D$ we can write $\int_{C_{\beta}} \eta$ (resp. $\int_{C_{\beta}} \eta$).

**Theorem 6.2** Assume that $\beta = (x, x)$ is non-degenerate and in case A also assume that $\sigma_1(\beta)$ has signature $(r, s)$. Then for any closed differential form $\eta \in \Omega^{d-d',d-d'}(\Gamma \backslash D)$ we have

$$\int_{\Gamma \backslash D} \eta \wedge \sum_{y \in \Gamma \cdot x} \tilde{\varphi}_\infty(z, g^', y) = \kappa(g^', \beta) \int_{C_{\beta}} \eta,$$

and

$$a_{L,\beta,\tilde{\varphi}_\infty}(\eta) = \kappa(g^', \beta) \int_{C_{\beta}} \eta,$$

where $\kappa$ is an analytic function in $g^'$.

**Remark 6.3** The proof of Theorem 6.2 only depends on the following two properties of $\varphi_\infty$:

1. $\varphi_\infty \in \wedge^{(d',d')} p^* \otimes (P)^\infty$, where $P$ is the polynomial Fock space (see Sect. 4).
2. $\varphi_\infty$ is closed.

So the conclusion is true for any form $\psi$ that satisfies the above two conditions.

Let us also briefly recall Poincaré duality in terms of differential forms. For a closed submanifold $C$ inside a compact oriented manifold $M$, we say that $\tau$ is a Poincaré dual form of $C$ if it is a closed form such that

$$\int_{M} \eta \wedge \tau = \int_{C} \eta$$

for any closed form $\eta$. Poincaré dual form is unique up to exact forms.

The above definition of Poincaré dual form can be applied when $C$ is a subvariety of the projective variety $M$ if we interpret $\int_{C} \eta$ as the integration of $\eta$ over the nonsingular locus of $C$. 
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With the above theory of Poincaré duality in mind, Theorem 6.2 is equivalent to the following theorem which is Theorem 1.5 in the introduction.

**Theorem 6.4** Assume that \( \beta = (x, x) \) is non-degenerate and in case A also assume that \( \sigma_1(\beta) \) has signature \((r, s)\). Then

\[
\sum_{y \in \Gamma \cdot x} [\varphi(z, g', y)] = \kappa(g', \beta) \text{PD}([C_x]),
\]

where \([\varphi]\) is the cohomology class of \( \varphi \) in \( H^*(\Gamma \setminus D) \), \( \text{PD}([C_x]) \in H^*(\Gamma \setminus D) \) is the Poincaré dual of \([C_x]\), and \( \kappa \) is a function that is analytic in \( G' \). Moreover

\[
[\theta_{L, \beta, \varphi}(z, g')] = \kappa(g', \beta) \text{PD}([C_{\beta}]).
\]

When the function \( \kappa(g', \beta) \) is nonzero, \( \frac{1}{\kappa(g', \beta)}[\theta_{L, \beta, \varphi}(z, g')] \) (see Eq. (6.5)) is the Poincaré dual of \( C_{\beta} \). We will prove the following theorem in Sect. 8.

**Theorem 6.5** There exists \( m' \in \tilde{M}'_{\infty} \) (see (4.3)) such that for sufficiently large \( \lambda \in \mathbb{R} \),

\[
\kappa(\lambda m', \beta) \neq 0.
\]

In particular, \( \kappa(g', \beta) \) is nonzero for a generic \( g' \) as it is analytic.

These theorems mean that \([\theta_{L, \beta, \varphi_{\infty}}]\) can be seen as a “generating” series of \( \text{PD}([C_{\beta}]) \).

6.1 . The rest of the section will be devoted to proving Theorem 6.2 under an assumption that we will verify later.

First we need the following “unfolding” lemma:

**Lemma 6.6**

\[
\int_{\Gamma \setminus D} \eta \wedge \sum_{y \in \Gamma \cdot x_j} \varphi_{\infty}(z, g', y) = \int_{\Gamma_{x_j} \setminus D} \eta \wedge \varphi_{\infty}(z, g', x_j),
\]

In particular

\[
\int_{\Gamma \setminus D} \eta \wedge \sum_{x \in L'_{\infty}, (x, x) = \beta} \varphi_{\infty}(z, g', x) = \sum_{j=1}^{\sigma} \int_{\Gamma_{x_j} \setminus D} \eta \wedge \varphi_{\infty}(z, g', x_j).
\]

**Proof** The proof is the same as that of Lemma 4.1 of [29]. \( \square \)

For \( x \in V^m \) assume \( \beta = (x, x) \) satisfies the condition of Theorem 6.2. Let

\[
U_x = \text{span}_{B_{v_1}} \{x\}, \quad G_x = (G_{v_1})_{U_x}, \quad \Gamma_x = \Gamma \cap G_x.
\]
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Choose $z'_0 \in D(U_x)$. The critical topological observation is that $\Gamma_x \backslash D_{x, z'_0}$ is a totally geodesic sub manifold of the space $E_x = \Gamma_x \backslash D$ and $E_x$ is in a natural way (topologically) a vector bundle over $\Gamma_x \backslash D_{x, z'_0}$. In fact the fibration $\pi : E_x \to \Gamma_x \backslash D_{x, z'_0}$ defined in Sect. 3.2 has fibers $F_{z D_{x, z'_0}}$ diffeomorphic to the vector space $N_{z D_{x, z'_0}}$. The following theorem is a special case of Theorem 2.1 of [28].

**Theorem 6.7** Let $\Phi$ be a degree $2d'$ differential form on $E_x$ satisfying

1. $\Phi$ is closed.
2. $||\Phi|| \leq \exp(-d \cdot \rho \cdot r) \rho(r)$ for some polynomial $\rho$, where $r$ is the geodesic distance to $\Gamma_x \backslash D_{x, z'_0}$ and $\rho$ is a positive number such that the sectional curvature of $D$ is bounded below by $-\rho^2$.

If $\eta$ is a closed bounded $2(d - d')$-form on $E_x$ then we have

$$\int_{E_x} \eta \wedge \Phi = \kappa \int_{\Gamma_x \backslash D_{x, z'_0}} \eta,$$

where $\kappa$ is the constant

$$\int_{F_{z D_{x, z'_0}}} \Phi$$

which is independent of the choice of $z \in \Gamma_x \backslash D_{x, z'_0}$.

**Remark 6.8** When $\kappa = 1$, $\Phi$ is a Thom form of the fiber product $E_x \to \Gamma_x \backslash D_{x, z'_0}$.

**Proof of Theorem 6.2 assuming rapid decrease of $\tilde{\phi}_\infty$ on $E_x$** By Lemma 6.6 it suffices to show the following.

**Proposition 6.1** Assume that $x \in V^m$ and $\beta = (x, x)$ satisfies the condition of Theorem 6.2. We have

$$\int_{\Gamma_x \backslash D} \eta \wedge \tilde{\phi}_\infty(z, g', x) = \kappa(g', \beta) \int_{C_x} \eta,$$

where $\kappa(g', \beta)$ is the function in Theorem 6.2. In other words, the cohomology class $[\tilde{\phi}_\infty(z, g', x)]$ in $H^*(E_x)$ is $\kappa(g', \beta)$ times the Thom class of the fiber bundle $\pi : E_x \to \Gamma_x \backslash D_{x, z'_0}$.

**Remark 6.9** Some literature such as [9] requires a Thom form to be compactly supported on the fiber. However by the same method as in [28], $\tilde{\phi}_\infty(z, g', x)$ can be shown to be cohomologous to a compactly supported form.

**Proof** We would like to apply Theorem 6.7 to $\Phi = \tilde{\phi}_\infty$. By Theorem 5.14 and its corollary, $\tilde{\phi}_\infty$ satisfies condition (1) of Theorem 6.7. We will verify that $\tilde{\phi}_\infty$ satisfies condition (2) of Theorem 6.7 in Theorem 7.1 and its corollary. Define

$$\kappa(g', x, z'_0) := \int_{F_{z_0 D_{x, z'_0}}} \tilde{\phi}_\infty(z, g', x)$$

(6.7)
for any \( z_0 \in C_{x,z'_0} \). By Theorem 6.7, we know that

\[
\int_{\Gamma \setminus D} \eta \wedge \tilde{\varphi}_\infty(z, g', x) = \kappa(g', x, z'_0) \int_{C_{x,z'_0}} \eta.
\]

When the map \( \rho_{U_k,z'_0} : \Gamma \setminus D \rightarrow \Gamma \setminus D \) (see Sect. 3) is an embedding, one can immediately conclude that

\[
\int_{\Gamma \setminus D} \eta \wedge \tilde{\varphi}_\infty(z, g', x) = \kappa(g', x, z'_0) \int_{C_{x,z'_0}} \eta.
\]  

(6.8)

In general one can use Lemma 3.6 to see that the map

\[
\Gamma \setminus D \rightarrow C_{x,z'_0}
\]

induced by \( \rho_{U_k,z'_0} \) is birational, so

\[
\int_{C_{x,z'_0}} \eta = \int_{\Gamma \setminus D} \eta
\]

if we interpret \( \int_{C_{x,z'_0}} \eta \) as integration over the nonsingular locus of \( C_{x,z'_0} \). Hence Eq. (6.8) holds again.

Thus in order to prove Theorem 6.2, it remains to show that

1. \( \kappa(g', x, z'_0) \) only depends on \( g' \) and \( \beta \), so we can define \( \kappa(g', \beta) := \kappa(g', x, z'_0) \).
2. \( \kappa(g', \beta) \) is an analytic function in \( g' \).

**Lemma 6.10** \( \kappa(g', x, z'_0) \) is independent of the choice of \( z'_0 \). Moreover it only depends on \( \beta = (x, x) \) when \( \beta \) satisfies the condition of Theorem 6.2.

**Proof** Let \( \eta \) be a \( \Gamma \)-invariant form on \( D \) such that \( \int_{C_{x,z'}} \eta \neq 0 \). For example, one can take \( \eta = \omega^d_k \) where \( \omega_k \) is the Kähler form of \( M \) and \( d \) is the complex dimension of \( C_{x,z'_0} \). For different choices of \( z'_0 \), \( C_{x,z'_0} \) are homologous. Thus \( \int_{C_{x,z'_0}} \eta \) is independent of \( z'_0 \).

The left hand side of (6.8) is visibly independent of \( z'_0 \). This shows that \( \kappa(g', x, z'_0) \) is independent of the choice of \( z'_0 \) so we can simply denote it by \( \kappa(g', x) \).

Let \( \bar{x} \in V^m_\infty \) and \( \bar{z} \) be a point in \( D(U_{\bar{x}}) \). Assume that \( \bar{z}_0 \in D_{\bar{x}, \bar{z}} \). Suppose \( \beta = (x, x) = (\bar{x}, \bar{x}) \). Then by Witt’s Theorem there is a \( g \in G_\infty \) such that \( g x = \bar{x} \) and we have

\[
\int_{F_{\bar{z}_0} D_{\bar{x}, \bar{z}}} \tilde{\varphi}_\infty(z, g', \bar{x}) = \int_{F_{\bar{z}_0} D_{g x, \bar{z}}} \tilde{\varphi}_\infty(z, g', g x) = \int_{F_{\bar{z}_0} D_{g x, \bar{z}}} L_g^{-1}(\tilde{\varphi}_\infty(z, g', x))
\]
This proves that $\kappa(g', \tilde{x}) = \kappa(g', x)$. So the proof is finished. \qed

In particular, when $\beta$ satisfies the condition of Theorem 6.2, we can define

$$\kappa(g', \beta) = \kappa(g', x)$$

for any $x \in V^m$ such that $(x, x) = \beta$.

**Lemma 6.11** The function $\kappa(g', \beta)$ is analytic in $g'$.

**Proof** First we claim that $\tilde{\varphi}_\infty(z, g', x)$ is an analytic function on $\tilde{G}'_\infty$. First we know that $\tilde{G}'_\infty = P'_\infty \tilde{K}'_\infty$, where $P'$ is the Siegel parabolic as in Sect. 4 and $\tilde{K}'_\infty$ is the maximal compact subgroup of $\tilde{G}'_\infty$ fixing the Gaussian function. There are analytic functions $s_1 : \tilde{G}'_\infty \to P'_\infty$, $s_2 : \tilde{G}'_\infty \to \tilde{K}'_\infty$ such that $g = s_1(g)s_2(g)$. Now any $\phi$ in the polynomial Fock space is $\tilde{K}'_\infty$-finite and $\tilde{K}'_\infty$ analytic. The action of $P'_\infty$ is given by (4.4) and (4.5), hence analytic. This proves the claim.

Now by Theorem 7.1, $\tilde{\varphi}_\infty(z, g', x)$ is fast decreasing on the fiber $F_z D_U, z_0$ and the decrease is locally uniform in $g'$. So $\kappa(g', \beta)$ as defined in (6.7) is an analytic function in $g'$.

This finishes the proof of Theorem 6.2 and Proposition 6.1 under the assumption that $\tilde{\varphi}_\infty$ is rapid decreasing on $E_x$. \qed

**7 Rapid decrease of Schwartz function valued forms on the normal bundle**

For a moment, we keep the notations of the previous section. For $\psi \in (\bigwedge^p \mathfrak{p} \otimes \mathcal{S}(V^m_{v1}))^{K_{v1}}$ define

$$\tilde{\psi}(z, g', x) = L_{g_z}^{\cdot} (\omega(g_z, g') \psi(x)),$$

where $g_z \in G_{v1}$ such that $g_z z_0 = z$.

Recall that the Riemannian distance $d(D', z)$ between a totally geodesic submanifold $D'$ and $z \in D$ is the length of the shortest geodesic joining $z$ to a point of $D'$. This geodesic is necessarily normal to $D'$. Choose a base point $z_0 \in D$. If $z = \exp_{z_0} (tu)$
for \( u \in N_{z_0} D' \) and \( \|u\| = 1 \), where \( \exp_{z_0} \) denotes the exponential map of \( D \) at the base point \( z_0 \), then

\[
d(D', z) = t.
\]

The goal of the section is to prove the following theorem.

**Theorem 7.1** Fix a non-degenerate \( \mathbf{x} \in V^m \), a point \( z'_0 \in D(U) \), where \( U = \text{span}_{\mathbb{R}_{v_1}} \{ \mathbf{x} \} \), an element \( g' \in \tilde{G}'_{v_1} \) and \( \psi \in (\wedge^\bullet \mathfrak{p} \otimes S(V^m_{v_1}))^{K_{v_1}}. \) Then for any real number \( \rho > 0 \), there is a positive constant \( C'_\rho \) depending on the above fixed data such that

\[
||\tilde{\psi}(z, g', \mathbf{x})|| \leq C'_\rho \exp(-\rho \cdot d(D_{U, z'_0}, z)),
\]

where the norm is taken with respect to the Riemannian metric of the symmetric space \( D \). The constant \( C'_\rho \) depends continuously on \( g' \).

**Corollary 7.1.1** The form \( \tilde{\varphi}_\infty(z, g', \mathbf{x}) \) defined in (6.3) satisfies condition (2) of Theorem 6.7. In particular it is integrable on \( F_{z_0} D_{U, z'_0} \) for any \( z_0 \in D_{U, z'_0} \).

**Proof** Recall that by our assumption, \( G_\infty = G_{v_1} \times \prod_{v \neq v_1} G_v \) and \( G_v \) is compact for \( v \neq v_1 \). Hence any \( \varphi_\infty \in (\wedge^\bullet \mathfrak{p} \otimes S(V^m_{v_1}))^{K_{v_1}} \) is constant in \( G_v \) for \( v \neq v_1 \). Theorem 7.1 implies immediately that \( \tilde{\varphi}_\infty(z, g', \mathbf{x}) \) satisfies condition (2) of Theorem 6.7. The integrability statement follows from Theorem 6.7. \( \square \)

In the rest of this section, we work over real vector spaces and real Lie groups. To simplify notations, we denote \( G_{v_1} \) by \( G \), \( G'_{v_1} \) by \( G' \) and \( K_{v_1} \) by \( K \). In other words \( G = U(p, q) \) in case A, Sp(2n, \( \mathbb{R} \) in case B and O*(2n) in case C. Throughout the section we assume that \( V \) is a complex vector space with a non-degenerate skew Hermitian form \( (\cdot, \cdot) \) such that \( i(\cdot, \cdot) \) is of signature \( (p, q) \). In case B and C, we assume that \( p = q = n \) in addition. We fix an orthogonal basis \( \{v_1, \ldots, v_{p+q}\} \) such that

\[
(v_\alpha, v_\alpha) = -i \text{ for } 1 \leq \alpha \leq p, \quad (v_\mu, v_\mu) = i \text{ for } p + 1 \leq \mu \leq p + q.
\]

In case A we denote by \( D = \tilde{D} \) the symmetric space of \( U(p, q) \). In case B (case C resp.) we denote by \( D \) the symmetric space of \( \text{Sp}(2n, \mathbb{R}) \) (O*(2n) resp.) while we denote by \( \tilde{D} \) the symmetric space of \( U(n, n) \).

In case A, we let \( m = r + s \), \( \mathbf{x} = (\vec{x}_1, \ldots, \vec{x}_{r+s}) \) and

\[
U := \text{span}_C\{x\}.
\]

with the assumption that \( U \) has signature \((r, s)\) with respect to \((\cdot, \cdot)\).

In case B, recall from Sect. 5.2 that \( V_0 \) is a \( 2n \) dimensional real vector space with a skew symmetric form \((\cdot, \cdot)_1\) and \( V = V_0 \otimes_{\mathbb{R}} \mathbb{C} \). Then \( \text{Sp}(2n, \mathbb{R}) = G(V_0, (\cdot, \cdot)_1) \) is a subgroup of \( U(n, n) \) and its symmetric space \( D \) embeds into \( \tilde{D} \), the symmetric space of \( U(n, n) \). In this case let \( m = 2r \) and assume \( \mathbf{x}_0 = (\vec{x}_1, \ldots, \vec{x}_m) \in V^m_0 \). Define

\[
U = \text{span}_R\{x\}.
\]
We assume that $U$ is non-degenerate with respect to $(,)_1$.

In case C, recall from Sects. 4.6 and 5.3 that $V$ is an $n$-dimensional right $\mathbb{H}$-vector space with a skew Hermitian form $(,)_2$. Then $O^*(2n) = G(V, (,)_2)$ is a subgroup of $U(n, n)$ and its symmetric space $D$ embeds into $\tilde{D}$. In this case let $m = r$ and assume $x = (\bar{x}_1, \ldots, \bar{x}_r) \in V^r$ and

$$U = \text{span}_\mathbb{H}\{x\}.$$

Assume that $U$ is non-degenerate with respect to $(,)_2$.

In all three cases, a point $z \in D$ (in the latter two cases view $z$ as in $\tilde{D}$ instead of $D$) gives rise to an involution

$$\theta_z : V \rightarrow V, \; \theta_z = (-Id_z) \oplus Id_{z^\perp}. \quad (7.2)$$

Define a positive definite Hermitian form $(,)_z$ on $V$ by

$$(x, y)_z = i(x, \theta_z y). \quad (7.3)$$

We call this form the **majorant** of $(,)$ with respect to $z$. We denote $(v, v)_z$ as $\|v\|_z^2$. $z$ also induces a Cartan decomposition

$$g = k + p.$$

We identify $T_zD$ with $p$. Denote $(x, x)_z = \|x\|_z^2$.

In all the above cases, define $M : D \times V^m \rightarrow \mathbb{R}$ to be the function

$$M(z, x) = \sum_{\ell=1}^{m} ||\bar{x}_\ell||_z^2. \quad (7.4)$$

**Lemma 7.2** For any $h \in G_{v_1}$ and $x, y \in V$, we have

$$(hx, hy)_{hz} = (x, y)_z.$$ 

In particular,

$$M(hz, hx) = M(z, x).$$

**Proof** Choose a $g$ such that $gz_0 = z$, then $hgh^{-1}hz_0 = hz$. Hence

$$(hx, hy)_{hz} = (hx, \theta_{hz}hy)$$

$$= (hx, h\theta_z h^{-1}hy)$$

$$= (x, \theta_z y)$$

$$= (x, y)_z.$$
The second statement of the lemma follows from the above and the definition of $M(z, x)$.  

The main technical ingredient for proving Theorem 7.1 is the following estimate of $M(z, x)$ for all three cases.

**Theorem 7.3** Let $x$, $U$ and $z'_0$ be as in Theorem 7.1 in each cases. There is positive constants $b$ and $c$ depending on $x$ and $z'_0$ such that

$$M(z, x) \geq c \exp(2b \cdot d(D_U, z'_0, z))$$

(7.5)

for all $z \in D$.

It is easy to see that

$$d(D_U, z'_0, z) = d(DgU, gz'_0, gz), \quad \forall g \in G.$$  

(7.6)

Equation (7.6) and Lemma 7.2 imply that in order to prove Theorem 7.3 it suffices to assume (by replacing $(x, z'_0)$ by $(gx, gz'_0)$ for some $g \in G$) that

1. span$\{x\} = \text{span}_C\{v_1, \ldots, v_r, v_{p+1}, \ldots, v_{p+s}\}$ and $z'_0 = \text{span}_C\{v_{p+1}, \ldots, v_{p+s}\}$ in case A,
2. span$\{x\} = \text{span}_\mathbb{R}\{E_1, \ldots, E_r, F_1, \ldots, F_r\}$ and $z'_0 = \text{span}_C\{E_1+iF_1, \ldots, E_r+iF_r\}$ in case B,
3. In case C, span$\mathbb{H}\{x\} = \text{span}_\mathbb{H}\{v_1, \ldots, v_r\}$ and $z'_0 = \text{span}_C\{v_1j, \ldots, v_rj\}$ in case C.

Let $z_0 = \pi(z)$ where $\pi$ is the fibration $D \to D_{U, z'_0}$ defined in (3.9). Since $G_U$ fixes $x$, $U$ and $z'_0$, by Lemma 7.2 and (3.11), we can further assume that

1. $z_0 = \text{span}_C\{v_{p+1}, \ldots, v_{p+q}\}$ in case A,
2. $z_0 = \text{span}_C\{E_1+iF_1, \ldots, E_n+iF_n\}$ in case B,
3. $z_0 = \text{span}_C\{v_1j, \ldots, v_rj\}$ in case C,

and $z \in F_{z_0}D_{U, z'_0} = \pi^{-1}(z'_0)$. In other words

$$z = \exp_{z_0}(X),$$

for some $X \in N_{z_0}D_{U, z'_0}$. It is well-known that (see Section 3 of Chapter IV of [19])

$$\exp_{z_0}(X) = \exp(X)z_0,$$

where we identify $N_{z_0}D_{U, z'_0}$ as a subspace of $p_0$ and exp is the exponential map of the group $G$. From now on we assume that $z = \exp(X)z_0$ with $X \in N_{z_0}D_{U, z'_0} \subset p_0$. By Lemma 7.2 we have

$$M(z, x) = M(z_0, \exp(-X)x) = \sum_{j=1}^{m} ||\exp(-X)x_j||^{2}_{z_0}.  \quad (7.7)$$
7.1 Theorem 7.3 in case A

We assume \( n = p + q \) in this subsection. The theorem will be a consequence of Lemma 7.4 through 7.9. Let \( \operatorname{Herm}_n \) be the set of \( n \times n \) Hermitian matrices with values in \( \mathbb{C} \). For a matrix \( A \), its norm is defined by

\[
\|A\|^2 = \operatorname{tr}(AA^*).
\]

By our choice of \( z_0 \), \( \{v_1, \ldots, v_{p+q}\} \) is an orthonormal basis for \( (V, (\cdot, \cdot)_{z_0}) \). Hence the norm \( \| \cdot \|_{z_0} \) is the standard one with respect to the basis.

**Lemma 7.4** Let \( A \in \operatorname{Herm}_n \) and \( \epsilon > 0 \) be given. Then there exists \( \delta \) depending on \( \epsilon \) and \( A \) such that for any \( B \in \operatorname{Herm}_n \) with \( \|A - B\| < \delta \) there exist \( R, S \in \mathbb{U}(n) \) such that \( RAR^{-1} \) and \( SBS^{-1} \) are diagonal with \( \|RAR^{-1} - SBS^{-1}\| < \epsilon \) and \( \|R - S\| < \epsilon \).

**Proof** For \( U \in \mathbb{U}(n) \), the statement in the lemma is true for \( A \) if and only if it is true for \( UAU^{-1} \) (with the same \( \epsilon \) and \( \delta \)). Hence without lost of generality we can assume we can assume \( A \) is diagonal of the form

\[
A = \begin{pmatrix}
\lambda_1 I_{r_1} & 0 & 0 & \cdots & 0 & 0 \\
0 & \lambda_2 I_{r_2} & 0 & \cdots & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & \lambda_k I_{r_k}
\end{pmatrix}, \quad (7.8)
\]

\( \lambda_1, \lambda_2, \ldots, \lambda_r \) are distinct eigenvalues of \( A \) and \( r_1 + r_2 + \cdots + r_k = n \).

First we assume that \( \lambda_1, \lambda_2, \ldots, \lambda_r \) are all nonzero.

Define a Lie subalgebra \( u_A \subseteq u(n) \) to be the set of matrices of the form

\[
X = \begin{pmatrix}
0_{r_1} & X_{12} & \cdots & X_{1k} \\
-X_{12}^* & 0_{r_2} & \cdots & X_{2k} \\
-X_{1k}^* & -X_{2k}^* & \cdots & 0_{r_k}
\end{pmatrix}, \quad (7.9)
\]

We define a map

\[
\phi : u_A \times \operatorname{Herm}_{r_1} \times \cdots \times \operatorname{Herm}_{r_k} \to \operatorname{Herm}_n
\]

by the formula

\[
\phi(X, m_1, \cdots, m_k) = \exp(X)A \begin{pmatrix}
\exp(m_1) & 0 & \cdots & 0 \\
0 & \exp(m_2) & \cdots & 0 \\
0 & 0 & \cdots & \exp(m_k)
\end{pmatrix} \exp(-X). \quad (7.10)
\]
Then the differential of \( \phi \) at \((0, 0, \ldots, 0)\)

\[
d\phi_0(X, m_1, \ldots, m_k) = A \begin{pmatrix} m_1 & 0 & \cdots & 0 \\ 0 & m_2 & \cdots & 0 \\ 0 & 0 & \cdots & m_k \end{pmatrix} + [X, A],
\]

which in turn is equal to

\[
\begin{pmatrix}
\lambda_1 m_1 & (\lambda_2 - \lambda_1) X_{12} & \cdots & (\lambda_k - \lambda_1) X_{1k} \\
(\lambda_2 - \lambda_1) X_{12}^* & \lambda_2 m_2 & \cdots & (\lambda_k - \lambda_2) X_{2k} \\
(\lambda_k - \lambda_1) X_{1k}^* & (\lambda_k - \lambda_2) X_{2k}^* & \cdots & \lambda_k m_k
\end{pmatrix}.
\]

Because we assume that \( \lambda_1, \lambda_2, \ldots, \lambda_k \) are distinct and nonzero, \( d\phi_0 \) is an isomorphism from \( u_A \times \text{Herm}_{r_1} \times \cdots \times \text{Herm}_{r_k} \) to \( \text{Herm}_n \). Hence by inverse function theorem, \( \phi \) is a diffeomorphism from the product of a ball \( B(0, \eta) \) of radius \( \eta \) around the origin in \( u_A \) with a ball \( B(0, \eta') \) of radius \( \eta' \) around the origin of \( \text{Herm}_{r_1} \times \cdots \times \text{Herm}_{r_k} \) to a neighborhood \( U(\eta, \eta') \) of \( A \) in \( \text{Herm}_n \).

For a given \( \epsilon \), shrink the size of \( \eta \) and \( \eta' \) if necessary such that

\[
X \in u_A \quad \text{and} \quad ||X|| < \eta \Rightarrow ||I - \exp(X)|| < \epsilon, \quad (7.11)
\]

and

\[
Y \in \text{Herm}_{r_1} \times \cdots \times \text{Herm}_{r_k} \quad \text{and} \quad ||Y|| \leq \eta' \Rightarrow ||A - A \exp(Y)|| < \epsilon. \quad (7.12)
\]

Choose \( \delta \) such that \( B(A, \delta) \subset U(\eta, \eta') \). Suppose \( B \in B(A, \delta) \). Since \( B \in U(\eta, \eta') \) we have a unique expression

\[
B = \exp(X) A \exp(Y) \exp(-X) \quad \text{with} \quad X \in B(0, \eta) \quad \text{and} \quad Y \in B(0, \eta').
\]

Put \( R_1 = I \) and \( S_1 = \exp(-X) \) so \( R_1 A R_1^{-1} = A \) is diagonal and \( S_1 B S_1^{-1} = A \exp(Y) \) is block diagonal of the form

\[
S_1 B S_1^{-1} = \begin{pmatrix} B_{11} & 0 & \cdots & 0 \\ 0 & B_{22} & \cdots & 0 \\ 0 & 0 & \cdots & B_{kk} \end{pmatrix}, \quad (7.13)
\]

where \( B_{ii} \) is of size \( r_i \times r_i \).

By the above choices of \( \eta \) (Eq. (7.11)), \( \eta' \) (Eq. (7.12)) and \( \delta \), it is clear that we have

\[
||A - B|| < \delta \Rightarrow ||R_1 - S_1|| < \epsilon \quad \text{and} \quad ||R_1 A R_1^{-1} - S_1 B S_1^{-1}|| < \epsilon. \quad (7.14)
\]
Now there is a block diagonal unitary matrix

\[
R = \begin{pmatrix} R_{11} & 0 & \cdots & 0 \\
0 & R_{22} & \cdots & 0 \\
0 & 0 & \cdots & R_{kk} \end{pmatrix},
\]

where \( R_{ii} \in U(r_i) \) such that \( RS_1 B S_1^{-1} R^{-1} \) is diagonal. Notice that \( RA = AR \), hence \( RAR^{-1} = A \) is also diagonal.

Let \( S = RS_1 \). Since \( R \) is unitary, by (7.14) we have

\[
||R - S|| = ||R(R_1 - S_1)|| < \epsilon,
\]

and

\[
||RAR^{-1} - SBS^{-1}|| = ||R(A - S_1BS_1^{-1})R^{-1}|| < \epsilon.
\]

The lemma is now proved for \( A \) a block diagonal matrix of the form (7.8) and \( \lambda_1, \ldots, \lambda_k \) are nonzero.

In general we can choose a \( \lambda \) such that \( A' = A + \lambda I_n \) does not have zero eigenvalue. By the previous argument, there are \( B' \in \text{Herm}_n \) and \( R, S \in U(n) \) such that ||R − S|| < \( \epsilon \) and ||RA'R^{-1} - SB'S^{-1}|| < \( \epsilon \). Now let \( B = B' - \lambda I_n \). The lemma is now proved.

Recall (see Sect. 5.1) that \( p_0 \) are Hermitian matrices of the form

\[
p_0 = \left\{ \begin{pmatrix} 0 & A \\ A^* & 0 \end{pmatrix} \left| A \in M_{p \times q}(\mathbb{C}) \right. \right\},
\]

and the tangent space \( N_{z_0}D_U,z_0' \) of the fiber \( F_{z_0}D_U,z_0' \) at \( z_0 \) can be identified with a subspace of \( p_0 \) given by Eq. (5.6).

Let \( X \in N_{z_0}D_U,z_0' \) so in particular \( X \in p_{z_0} \) and is Hermitian with respect to \( (,)_0 \). Let \( \tilde{v}_1, \cdots, \tilde{v}_n \) be an orthonormal basis for \( (,,)_0 \) of \( V \) consisting of eigenvectors of \( X \). Then

\[
X(\tilde{v}_k) = \lambda_k \tilde{v}_k, \quad 1 \leq k \leq n.
\]

Suppose

\[
\tilde{x}_j = \sum_{k=1}^{n} a_j^k \tilde{v}_k
\]

for \( 1 \leq k \leq n \). Then

\[
||\tilde{x}_j||_{z_0}^2 = \sum_{\lambda_k} ||p_{\lambda_k}(\tilde{x}_j)||_{z_0}^2 = \sum_{k=1}^{n} |a_j^k|^2.
\]
where the summation is over all eigenvalues $\lambda_k$ of $X$ and $p_{\lambda_k}$ is the orthogonal projection with respect to the metric $(\cdot, \cdot)_{z_0}$ onto the eigenspace of eigenvalue $\lambda_k$.

**Remark 7.5** When it is necessary to distinguish to which $X \in N_{z_0} D_{U, z_0'}$, the numbers $a_j^k$ and $\lambda_k$ belong, we will write $a_j^k(X)$ and $\lambda_k(X)$.

**Lemma 7.6** We have

\[
(\exp(-tX)\vec{x}_j, \exp(-tX)\vec{x}_j)_{z_0} = \sum_{\lambda_k} \|p_{\lambda_k}(\vec{x}_j)\|^2_{z_0} \exp(-2\lambda_k t),
\]

where the sum is over all eigenvalues of $X$.

**Proof** Since $\{\tilde{v}_k : 1 \leq k \leq n\}$ is an orthonormal basis for $V$ we have

\[
(\exp(-tX)\vec{x}_j, \exp(-tX)\vec{x}_j)_{z_0} = \sum_{i=1}^{n} \left| (\tilde{v}_i, \exp(-tX)\sum_{k=1}^{n} a_j^k \tilde{v}_k)_{z_0} \right|^2 \\
= \sum_{i=1}^{n} \left| (\tilde{v}_i, \sum_{k=1}^{n} a_j^k \exp(-\lambda_k t) \tilde{v}_k)_{z_0} \right|^2 \\
= \sum_{i=1}^{n} |a_j^i|^2 \exp(-2\lambda_i t).
\]

\[ \square \]

We now define

\[
f(X) = -\sum_{j=1}^{r+s} \sum_{i=1}^{n} |a_j^i|^2(X) \lambda_i(X) = -\sum_{j=1}^{r+s} \sum_{\lambda_i(X) < 0} \|p_{\lambda_i}(\vec{x}_j)\|^2_{z_0} \lambda_i(X). \quad (7.15)
\]

Since all the terms in the sum defining $f(X)$ are nonnegative it follows that $f(X) = 0$ if and only all the term in the sum are zero. By Lemma 7.4, we can prove the following.

**Lemma 7.7** $f(X)$ is continuous on $p_0 \approx T_{z_0} D$.

**Proof** Let $X_1 \in p_0$. Then for any $X \in p_0$ we have

\[
|f(X) - f(X_1)| = \left| \sum_{j=1}^{r+s} \sum_{i=1}^{n} |a_j^i|^2(X) \lambda_i(X) - \sum_{j=1}^{r+s} \sum_{\lambda_i(X_1) < 0} |a_j^i|^2(X_1) \lambda_i(X_1) \right|.
\]

(7.16)
Let $\epsilon > 0$ be given. Apply Lemma 7.4 with $A = X_1$ to find $\delta$ such that whenever $\|X - X_1\| < \delta$, there exist unitary matrices $R, S$ such that $RX_1R^{-1}$ and $SXS^{-1}$ are diagonal and

$$\|R - S\| < \epsilon \quad \text{and} \quad \|RAR^{-1} - SBS^{-1}\| < \epsilon.$$  

But $\|R - S\| < \epsilon$ implies that suitably chosen eigenvectors of $A$ and $B$ are close. More precisely, if $\tilde{v}_i(X)$ (resp. $\tilde{v}_i(X_1)$), $1 \leq i \leq n$ is the eigenvector of $X$ (resp. $X_1$), corresponding to the eigenvalue $\lambda_i(X)$ (resp. $\lambda_i(X_1)$) which is the $i$-th row of $R$ (resp. $i$-th row of $S$), we have

$$\epsilon^2 > \|R - S\|^2 = \sum_{i=1}^{n} \|\tilde{v}_i(X) - \tilde{v}_i(X_1)\|_{z_0}^2 \Rightarrow \|\tilde{v}_i(X) - \tilde{v}_i(X_1)\|_{z_0}^2 < \epsilon^2, \ 1 \leq i \leq m.$$  

Hence, for all $i, j, 1 \leq i \leq n$ and $1 \leq j \leq n$ we have

$$|a_{ij}^i(X) - a_{ij}^j(X_1)|^2 = |(x_j, \tilde{v}_i(X) - v_i(X_1))_{z_0}|^2 \leq \|x_j\|_{z_0}^2 \|\tilde{v}_i(X) - v_i(X_1)\|_{z_0}^2 < \|x_j\|_{z_0}^2 \epsilon^2.$$  

Similarly $|a_{ij}^j(X_1)|^2 < \|x_j\|_{z_0}^2$. Also

$$\|RAR^{-1} - SBS^{-1}\|^2 = \sum_{i=1}^{n} (\lambda_i(X) - \lambda_i(X_1))^2,$$

consequently

$$\|RAR^{-1} - SBS^{-1}\|^2 < \epsilon^2 \Rightarrow \sum_{i=1}^{n} (\lambda_i(X) - \lambda_i(X_1))^2 < \epsilon$$

$$\Rightarrow (\lambda_i(X) - \lambda_i(X_1))^2 < \epsilon^2, \ 1 \leq i \leq n.$$  

Hence, for all $i, 1 \leq i \leq n$ we have

$$|\lambda_i(X) - \lambda_i(X_1)| < \epsilon.$$  

Since $X$ is fixed, we assume that

$$\lambda_i(X) \leq M, \lambda_i(X_1) \leq M$$  

for $1 \leq i \leq n$.

Now using the identity $|ab - a'b'| \leq |b||a - a'| + |a'||b - b'|$ we obtain

$$|a_{ij}^i(X)\lambda_i(X) - a_{ij}^j(X_1)\lambda_i(X_1)| \leq |\lambda_i(X)||a_{ij}^i(X) - a_{ij}^j(X_1)|$$

$$+ |a_{ij}^j(X_1)||\lambda_i(X) - \lambda_i(X_1)|.$$  
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Since $|\lambda_i(X)| \leq M$ and $|a_j^i|^2(X_1) \leq \|\vec{x}_j\|_{z_0}^2$ we have

\[
||a_j^i|^2(X)\lambda_i(X) - |a_j^i|^2(X_1)\lambda_i(X_1)|| \leq M||a_j^i|^2(X) - |a_j^i|^2(X_1)|| + \|\vec{x}_j\|_{z_0}^2|\lambda_i(X) - \lambda_i(X_1)| \\
\leq M\|\vec{x}_j\|_{z_0}^2 \varepsilon^2 + \|\vec{x}_j\|_{z_0}^2 \varepsilon = \|\vec{x}_j\|_{z_0}^2 (M\varepsilon^2 + \varepsilon).
\]

Suppose that the strictly negative eigenvalues of $X$ are $\lambda_1(X), \cdots, \lambda_k(X)$ and the strictly negative eigenvalues of $X_1$ are $\lambda_1(X_1), \cdots, \lambda_\ell(X_1)$. We assume $k > \ell$. The case $k = \ell$ is easier (in this case, we have only the first sum in Eq. (7.17) below) and the case $k < \ell$ can be treated in a manner symmetrical to that of the case $k > \ell$.

We have

\[
|f(X) - f(X_1)| = \left| \sum_{j=1}^{r+s} \sum_{i=1}^{\ell} \left( |a_j^i|^2(X)\lambda_i(X) - |a_j^i|^2(X_1)\lambda_i(X_1) \right) \right| \\
- \sum_{j=1}^{r+s} \sum_{i=1}^{k} |a_j^i|^2(X)\lambda_i(X) \right|.
\]

The first sum is clearly majorized by $\ell \sum_{j=1}^{r+s} \|\vec{x}_j\|_{z_0}^2 (2M\varepsilon^2 + \varepsilon)$ using the inequality immediately above. To majorize the second sum we note that

$\ell < i \leq k \Rightarrow \lambda_i(X) < 0$ and $\lambda_i(X_1) \geq 0$.

Hence $|\lambda_i(X) - \lambda_i(X_1)| = -\lambda_i(X) + \lambda_i(X_1)$. Note that each of the two terms is positive. But

$|\lambda_i(X) - \lambda_i(X_1)| < \varepsilon \Rightarrow -\lambda_i(X) + \lambda_i(X_1) < \varepsilon \Rightarrow -\lambda_i(X) < \varepsilon$.

Hence the second summand is majorized by $(k - \ell) \sum_{j=1}^{r+s} \|\vec{x}_j\|_{z_0}^2 \varepsilon$.

Lemma 7.7 follows. \qed

Let $S(N_{z_0}D_{U,z_0'})$ be the unit sphere of $N_{z_0}D_{U,z_0'}$, then we have

**Lemma 7.8** $f(Y)$ does not take the value zero on $S(N_{z_0}D_{U,z_0'})$. As $S(N_{z_0}D_{U,z_0'})$ is compact and $f(Y) \geq 0$, there exists $C > 0$ so that

$f(Y) \geq C$, $\forall Y \in S(N_{z_0}D_{U,z_0'})$.

**Proof** Assume $Y \in S(N_{z_0}D_{U,z_0'})$ and $f(Y) = 0$. Suppose $v$ is an eigenvector of $Y$ corresponding to a strictly negative eigenvalue so

$Y(v) = \lambda v, \lambda < 0$.

Then

$f(Y) = 0 \Rightarrow \|p_{\lambda}(\vec{x}_j)\|_{z_0}^2 = 0 \Rightarrow (\vec{x}_j, v)_{z_0} = 0, 1 \leq j \leq r + s$.

\( \copyright \) Springer
Let \( U_+ = \text{span}\{v_1, \ldots, v_r\}, U_- = \text{span}\{v_{p+1}, \ldots, v_{p+s}\}, U_+^\perp = \text{span}\{v_{r+1}, \ldots, v_p\} \) and \( U_-^\perp = \text{span}\{v_{p+s+1}, \ldots, v_{p+q}\} \). Then \( v \perp U_+^\perp + U_-^\perp \). For any \( u \in U \), we may write \( u = (v_1, w_1, v_2, w_2) \) with \( v_1 \in U_+, w_1 \in U_-^\perp, v_2 \in U_-^\perp, w_2 \in U_+^\perp \). Then in this representation we have

\[
v = (0, w_1, 0, w_2) \quad \text{with } \quad w_1 \neq 0 \text{ or } w_2 \neq 0,
\]

and

\[
Y(v) = \lambda v = (0, \lambda w_1, 0, \lambda w_2).
\]

But since \( Y \in \text{im} D_{\bar{x}, z_0^\prime} \) we have (see Eq. (5.6))

\[
Y = \begin{pmatrix}
0 & 0 & a & b \\
0 & 0 & c & 0 \\
a^* & c^* & 0 & 0 \\
b^* & 0 & 0 & 0
\end{pmatrix}.
\]

Hence

\[
Y(v) = (bw_2, 0, c^* w_1, 0) = \lambda v = (0, \lambda w_1, 0, \lambda w_2).
\]

Since \( \lambda < 0 \) the equation immediately above implies \( w_1 \) and \( w_2 \) are zero, a contradiction. \( \square \)

**Lemma 7.9** Let \( \mathbf{x} = (\bar{x}_1, \ldots, \bar{x}_m) \) and \( U = \text{span}\{\mathbf{x}\} \) and suppose \( X \in S(N_{z_0} D_{\bar{U}, z_0^\prime}) \).

Then there exist strictly positive numbers \( b, c \) depending only on \( \mathbf{x} \) and \( z_0^\prime \) and a negative eigenvalue \( \lambda \) of \( X \) such that for some \( j \), with \( 1 \leq j \leq m \), such that

\[
|\lambda| = -\lambda \geq b \quad \text{and} \quad \|p_\lambda(\bar{x}_j)\|_{z_0^\prime}^2 \geq c.
\]

**Proof** Since

\[
f(X) = -\sum_{j=1}^{r+s} \sum_{i=1}^{n} |a_j^i|^2(X) \lambda_i(X)
\]

is bounded below by \( C \), at least one of the terms in the sum is bounded below by

\[
c = \frac{C}{N},
\]

where \( N \) is the number of terms in the sum \( (N \leq n(r + s)) \). Suppose this term is \(-|a_j^i|^2 \lambda_i \). Hence

\[
|a_j^i|^2 |\lambda_i| = -|a_j^i|^2 \lambda_i \geq c \quad \text{for some } i, j.
\]

But since \( \sum_{i=1}^{n} |a_j^i|^2 = \|\bar{x}_j\|_{z_0}^2 \) it follows that

\[
|a_j^i|^2 \leq \|\bar{x}_j\|_{z_0}^2, 1 \leq i \leq n, 1 \leq j \leq r + s.
\]
Hence

\[ |\lambda_i| \geq \frac{c}{\|\bar{x}_j\|_{z_0}^2}. \]

We put

\[ b = \frac{c}{\|\bar{x}_j\|_{z_0}^2}. \]

Since \( \|X\| = \sum_{i=1}^{n} \lambda_i^2 = 1 \), it follows that

\[ |\lambda_i| \leq 1, \]

hence

\[ \|p_{\lambda i}(\bar{x}_j)\|_{z_0}^2 \geq |a^i_j|^2 \geq c. \]

\[ \square \]

**Proof of Theorem 7.3 in Case A** We assume \( X \in S(N_{z_0} D_{x, z_0}'), z = \exp(Xt) z_0 \) and \( g = \exp(Xt) \). Then

\[ M(z, x) = \sum_{j=1}^{r+s} (\exp(-tX)\bar{x}_j, \exp(-tX)\bar{x}_j)_{z_0} = \sum_{j=1}^{r+s} \sum_{i=1}^{n} |a^i_j|^2 \exp(-2\lambda_i t). \]

But all the terms in the sum immediately above are nonnegative and we have proved in Lemma 7.9 that one of them is minorized by \( c \exp(2bt) \). Hence the entire sum is also minorized by \( c \exp(2bt) \) and we obtain

\[ M(z, x) \geq c \exp(2bt). \]

Since

\[ d(D_{U, z_0'}, z) = t, \]

Theorem 7.3 is proved. \[ \square \]

### 7.2 Proof of Theorem 7.3 in case B

One way to proceed is to use the seesaw dual pair:

\[ U(n, n) \quad O(2r, 2r) \]

\[ \text{Sp}(2n, \mathbb{R}) \quad U(r, r) \]

\[ (7.18) \]
together with a relation between $D_{U, z'_0}$ and $\tilde{D}_{U \otimes \mathbb{C}, z'_0}$ to reduce a substantial part of the problem to the unitary dual pair case. However we use a direct approach here instead. We proceed quickly by omitting the proofs that are similar to Case A.

We know that $\text{Sp}(2n, \mathbb{R}) \hookrightarrow U(n, n)$ and the symmetric space $D$ embeds into $\tilde{D}$ (see Sect. 5.2). Recall that we have assumed that

$$\text{span}_{\mathbb{R}} \{x\} = \text{span}_{\mathbb{R}} \{E_1, \ldots, E_r, F_1, \ldots, F_r\} \quad \text{and} \quad z_0 = \text{span}_{\mathbb{C}} \{E_1 + iF_1, \ldots, E_n + iF_n\}.$$  

The first condition is equivalent to (recall from Sect. 4.5 for our convention of the basis)

$$\text{span}_{\mathbb{C}} \{x\} = \text{span}_{\mathbb{C}} \{v_1, \ldots, v_r, v_{n+1}, \ldots, v_{n+r}\}. \quad (7.19)$$

Also recall Eq. (7.7). Since $T_{z_0} D \subset T_{z_0} \tilde{D}$, for $X \in T_{z_0} D$ we can define $f(X)$ as in Eq. (7.15) (see the paragraphs before Eq. (7.15) for the definition of $\lambda(X)$ and $p_{\lambda(X)}$):

$$f(X) = -\sum_{j=1}^{2r} \sum_{i=1}^{n} \|p_{\lambda_i(X)}(\tilde{x}_j)\|_{z_0}^2 \lambda_i(X). \quad (7.20)$$

By Lemma 7.7, we know $f$ is continuous on $T_{z_0} D$.

**Lemma 7.10** $f(Y)$ does not take zero value on $S(N_{z_0} D_{U, z'_0})$. As $S(N_{z_0} D_{U, z'_0})$ is compact there exists $C > 0$ such that

$$f(Y) \geq C, \forall Y \in S(N_{z_0} D_{U, z'_0}).$$

**Proof** Assume $Y \in S(N_{z_0} D_{U, z'_0})$ and $f(Y) = 0$. Suppose $v \in V$ is an eigenvector of $Y$ corresponding to a strictly negative eigenvalue so

$$Y(v) = \lambda v, \lambda < 0.$$  

Then

$$f(Y) = 0 \Rightarrow \|p_{\lambda}(\tilde{x}_j)\|_{z_0}^2 = 0 \Rightarrow (\tilde{x}_j, v)_{z_0} = 0$$

for $1 \leq j \leq 2r$. Under the basis $\{v_1, \ldots, v_n, v_{n+1}, \ldots, v_{2n}\}$ and the assumption (7.19), we have

$$v = (0, w_1, 0, w_2) \quad \text{with} \quad w_1 \neq 0 \quad \text{or} \quad w_2 \neq 0,$$

where $w_1 \in \text{span}_{\mathbb{C}} \{v_{r+1}, \ldots, v_{n}\}$ and $w_2 \in \text{span}_{\mathbb{C}} \{v_{n+r+1}, \ldots, v_{2n}\}$.  
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Recall that for \( Y \in N_{z_0} D_{U,z_0'} \) we have (see Eqs. (5.11) and (5.10))

\[
Y = \begin{pmatrix}
0 & 0 & a & b \\
0 & 0 & b' & 0 \\
a^* & \tilde{b} & 0 & 0 \\
b^* & 0 & 0 & 0
\end{pmatrix},
\]

where \( a = a' \). Hence

\[
Y(u) = (bw_2, 0, \tilde{b}w_1, 0) = \lambda v = (0, \lambda w_1, 0, \lambda w_2).
\]

Since \( \lambda < 0 \) the equation immediately above implies \( w_1 = 0 \) and \( w_2 = 0 \), a contradiction. \( \square \)

With Lemma 7.10, the conclusion of Lemma 7.9 holds for \( Y \in N_{z_0} D_{U,z_0'} \) as well. Hence the rest of the proof of Theorem 7.3 in case B is the same as that of case A. \( \square \)

### 7.3 Proof of Theorem 7.3 in case C

We know that \( O^* (2n) \hookrightarrow U(n, n) \) and the symmetric space \( D \) embeds into \( \tilde{D} \) (see Sect. 5.3). Recall that we have assumed that

\[
\text{span}_{\mathbb{R}} \{ x \} = \text{span}_{\mathbb{R}} \{ v_1, \ldots, v_r \} \quad \text{and} \quad z_0 = \text{span}_{\mathbb{C}} \{ v_{n+1}, \ldots, v_{2n} \}. \tag{7.21}
\]

Also recall Eq. (7.7). Since \( T_{z_0} D \subset T_{z_0} \tilde{D} \), for \( X \in T_{z_0} D \) we can define \( f(X) \) as in Eq. (7.15) (see the paragraphs before Eq. (7.15) for the definition of \( \lambda(X) \) and \( p_{\lambda(X)} \)):

\[
f(X) = -\sum_{j=1}^{r} \sum_{i=1}^{n} \| p_{\lambda_i}(X) (\tilde{x}_j) \|_{z_0}^2 \lambda_i(X). \tag{7.22}
\]

By Lemma 7.7, we know \( f \) is continuous on \( T_{z_0} D \).

**Lemma 7.11** \( f(Y) \) does not take zero value on \( S(N_{z_0} D_{U,z_0'}) \). As \( S(N_{z_0} D_{U,z_0'}) \) is compact there exists \( C > 0 \) such that

\[
f(Y) \geq C, \quad \forall Y \in S(N_{z_0} D_{U,z_0'}). \tag{7.23}
\]

**Proof** Assume \( Y \in N_{z_0} D_{U,z_0'} \) identified with a subspace of \( p_0 \). Since \( Y \in o^*(2n) \), it commutes with right multiplication by \( j \) on \( V \). In particular if \( \lambda \) (recall that \( \lambda \) must be real since \( Y \) is Hermitian) is an eigenvalue of \( Y \) and \( V_{\lambda} \) is the \( \lambda \)-eigenspace of \( Y \), \( V_{\lambda} \) is preserved by right multiplication by \( j \).

Suppose \( V_{\lambda} \) is the \( \lambda \)-eigenspace of \( Y \) corresponding to a strictly negative eigenvalue \( \lambda \). Assume \( f(Y) = 0 \), then

\[
f(Y) = 0 \Rightarrow \| p_{\lambda}(\tilde{x}_\alpha) \|_{z_0}^2 = 0 \Rightarrow \tilde{x}_\alpha \perp V_{\lambda},
\]

\( \square \) Springer
for $1 \leq \alpha \leq r$. As $V_\lambda$ and $(,)_{z_0}$ are preserved by right multiplication by $j$, the above implies

$$\tilde{x}_\alpha j \perp V_\lambda$$

for $1 \leq \alpha \leq r$. Under the basis $\{v_1, \ldots, v_n, v_1 j, \ldots, v_n j\}$ and the assumption (7.21), we then have

$$v = (0, w_1, 0, w_2) \text{ with } w_1 \neq 0 \text{ or } w_2 \neq 0,$$

where $w_1 \in \text{span}_C \{v_{r+1}, \ldots, v_n\}$ and $w_2 \in \text{span}_C \{v_{r+1} j, \ldots, v_n j\}$.

Recall that for $Y \in N_{z_0} D_{U,z_0'}$ we have (see Eqs. (5.17) and (5.16))

$$Y = \begin{pmatrix} 0 & 0 & a & b \\ 0 & 0 & -b' & 0 \\ a^* & -\bar{b} & 0 & 0 \\ b^* & 0 & 0 & 0 \end{pmatrix},$$

where $a = -a^t$. Hence

$$Y(v) = (bw_2, 0, -\bar{b}w_1, 0) = \lambda v = (0, \lambda w_1, 0, \lambda w_2).$$

Since $\lambda < 0$ the equation immediately above implies $w_1 = 0$ and $w_2 = 0$, a contradiction. $\square$

With Lemma 7.10, the conclusion of Lemma 7.9 holds for $Y \in N_{z_0} D_{U,z_0'}$ as well. Hence the rest of the proof of Theorem 7.3 in case C is the same as that of case A. $\square$

### 7.4 Rapid decrease of the cocycles on the fiber $F_{z_0} D_{x,z_0}$

In this subsection we prove Theorem 7.1.

**Proposition 7.1** Let $x$, $U$ and $z_0'$ be as in Theorem 7.1 in each cases. For any Schwartz function $\psi \in S(V^m)$ ($S(V^m_0)$ in case B) and any constant $\rho > 0$, there is a constant $C_\rho$ depending on $x, z_0'$ and $\psi$ such that

$$\psi(g^{-1}x) \leq C_\rho \exp(-\rho d(D_{U,z_0'}, gz_0)), \quad \forall g \in G. \quad (7.23)$$

**Proof** Since $\psi$ is a Schwartz function, for any positive integer $N$, there is a positive constant $C_N$ such that

$$\psi(x) \leq \frac{C_N}{(||x||_{z_0}^2)^N}.$$
By Theorem 7.3, we know that
\[ \| g^{-1}x \|_{z_0}^2 = \sum_{j=1}^{m} \| g^{-1}x_j \|_{z_0}^2 \geq c \cdot \exp(2b \cdot d(D_{U,z_0}', g z_0)). \]

Hence
\[ \psi(g^{-1}x) \leq \frac{C_N}{c} \exp(-2N b \cdot d(D_{U,z_0}', g z_0)). \]

We fix a \( N > \frac{b}{2b} \) and let \( C_\rho = \frac{C_N}{c} \), the theorem is proved. \( \square \)

**Remark 7.12** Suppose \( \psi_{g'} = \omega(g') \psi_0 \) for \( g' \in \tilde{G}' \). Since \( \tilde{G}' \) acts smoothly on \( S(V^m) \), the constant \( C_N \) and \( C_\rho \) in the above proof for \( \psi_{g'} \) depends continuously on \( g' \).

**Proof of Theorem 7.1** Fix a \( g \in G \) such that \( g z_0 = z \). Assume
\[ \psi = \sum_{I}^d \psi_I \Omega_I, \]
where \( \psi_I \in S(V^m) (S(V_0^m) \text{ in case B}) \) are polynomial, \( \Omega_I \in \bigwedge^* p^* \) and are mutually perpendicular. Then
\[ \tilde{\psi}(z, g', x) = \sum_{I} (\omega(g') \psi_I)(g^{-1}x)L_{g^{-1}}^{*}\Omega_I. \]

Weil representation preserves the space of Schwartz functions, hence \( \omega(g') \psi_I \in S(V^m) (S(V_0^m) \text{ in case B}). \)

By Proposition 7.1, we know that for any \( I \) and \( \rho > 0 \), there is a constant \( C_{\rho}^I > 0 \) such that
\[ (\omega(g') \psi_I)(g^{-1}x) \leq C_{\rho}^I \exp(-\rho d(D_{U,z_0}', z)). \]

Since the left action of \( G \) on \( D \) is isometric, we know that
\[ \| L_{g^{-1}}^{*}(\Omega_I) \| = \| \Omega_I \|. \]

Hence define
\[ C_{\rho}' = \sqrt{\sum_{I}(C_{\rho}^I)^2 \| \Omega_I \|^2}. \]

We know that \( \| \tilde{\psi}_\infty(z, g', x) \| \leq C_{\rho}' \exp(-\rho d(D_{U,z_0}', z)). \)

By the remark after Theorem 7.1 each constant \( C_{\rho}^I \) depends continuously on \( g' \), hence \( C_{\rho}' \) also depends continuously on \( g' \). \( \square \)
8 Asymptotic evaluations of fiber integrals

We go back to the settings of Sect. 6. The goal of this section is to prove Theorem 6.5. We want to compute the fiber integral \( \kappa(g', \beta) \) defined in (6.7) by

\[
\kappa(g', \beta) = \int_{F_{z_0} D_{U; \tilde{z}_0}} \tilde{\varphi}_\infty(z, g', x),
\]

where \((x, x) = \beta, U = \text{span}_{B_{v_1}} \{x\}, z'_0 \in D(U)\) and \(z_0 \in D_{U; \tilde{z}_0}\). Our goal is to prove Theorem 6.5. Recall that \(\varphi_\infty = \varphi \otimes \prod_{v \neq v_1} \varphi_v\), where \(\varphi\) is the cocycle specified after Eq. (6.3), \(\varphi_v\) is the Gaussian function of \(V_v^m\) and \(v\) is an Archimedean place for the number field \(k\). We know that \(\varphi_v(g_v, g'_v)\) only depends on \(g'_v\) and is nonzero for \(v \neq v_1\). We have

\[
\kappa(g', \beta) = \int_{F_{z_0} D_{U; \tilde{z}_0}} \tilde{\varphi}(z, g', x) \cdot \prod_{v \in S_\infty, v \neq v_1} \varphi_v(g'_v).
\]

So in order to prove the integral \(\kappa(g', \beta)\) is nonzero, it suffices to compute the following rescaled integral

\[
\int_{F_{z_0} D_{U; \tilde{z}_0}} \tilde{\varphi}(z, g', x) \tag{8.1}
\]

with \(g' \in G_{v_1}'\), where \(\tilde{\varphi}\) is defined in (7.1). So from now on in this section, we change our notation and let \(G = G_{v_1}, G' = G_{v_1}'\) and \(\kappa(g', \beta) = \int_{F_{z_0} D_{U; \tilde{z}_0}} \tilde{\varphi}(z, g', x)\). Recall that \((G, G')\) can be the following three dual pairs

1. case A: \((U(p, q), U(r + s, r + s))\),
2. case B: \((\text{Sp}(2n, \mathbb{R}), \text{O}(2r, 2r))\),
3. case C: \((\text{O}^*(2n), \text{Sp}(r, r))\).

Let \(B\) be \(\mathbb{C}\) in case A, \(\mathbb{R}\) in case B and \(\mathbb{H}\) in case C. Let \(m\) be \(r + s\) in case A, \(2r\) in case B and \(r\) in case C. Recall that the group \(M' \subset G'\) is

\[
M' = \left\{ m'(a) = \begin{pmatrix} a & 0 \\ 0 & (a^*)^{-1} \end{pmatrix} \mid a \in \text{GL}_m(B) \right\}.
\]

An element \((m'(a), \zeta)\) in its double cover acts by (4.4). From this we know that

\[
\kappa(g'(m'(a), \zeta), \beta) = \zeta |a|^\frac{m}{2} \kappa(g', a^* \beta a). \tag{8.2}
\]

Suppose \(\beta\) satisfies the condition of Theorem 6.2, namely, \(i \beta\) is non-degenerate and is of signature \((r, s)\) in case A. By the above formula and Gram-Schmidt process, we can choose \(m = m'(a)\) such that \(a^* \beta a\) is of the following form:
(1) the $r + s$ by $r + s$ diagonal matrix with diagonal entries \([-i, \ldots, -i, i, \ldots, i]\)
in case A,
(2) the $2r$ by $2r$ matrix \(\begin{pmatrix} 0 & -I_r \\ I_r & 0 \end{pmatrix}\) in case B,
(3) the $r$ by $r$ $\mathbb{H}$-valued diagonal matrix with diagonal entries \([-i, \ldots, -i]\) in case C.

So from now on we assume $\beta$ is of the above form. By translating by appropriate $g \in G$ together with the fact that $\kappa(g', \beta)$ does not depend on $z'_0$ (see Lemma 6.10), we can further assume

\[
\begin{align*}
\mathbf{x} &= (v_1, \ldots, v_r, v_{p+1}, \ldots, v_{p+s}), & z_0 &= \text{span}_\mathbb{C}\{v_{p+1}, \ldots, v_{p+s}\}, \\
\mathbf{x} &= (E_1, \ldots, E_r, F_1, \ldots, F_r), & z_0 &= \text{span}_\mathbb{C}\{v_{n+1}, \ldots, v_{2n}\}, \\
\mathbf{x} &= (v_1, \ldots, v_r), & z_0 &= \text{span}_\mathbb{C}\{v_{n+1}, \ldots, v_{2n}\}
\end{align*}
\]

in the three cases respectively. Let $a(t) \in \text{GL}_m(B)$ be the scalar matrix $t \cdot I_d$. The exact value of $\kappa(g', \beta)$ is hard to compute in general, instead we approximate $\kappa(g', \beta)$ for $g' = (m'(a(t)), 1)$ as $t \to \infty$. We need the following theorem.

**Theorem 8.1** Let $f(x), h(x)$ be smooth functions on $\mathbb{R}^n$. And let $J(t)$ be the integral

\[
J(t) = \int_{\mathbb{R}^n} f(x) e^{-th(x)} dx.
\]

And we assume that

(1) The integral $J(t)$ converges absolutely for all $t > 0$.
(2) For every $\epsilon > 0$, $\rho(\epsilon) > 0$, where

\[
\rho(\epsilon) = \inf\{ h(x) - h(0) : x \in \mathbb{R}^n, |x - 0| \geq \epsilon \}.
\]

(3) the Hessian matrix

\[
A = \left( \frac{\partial^2 h}{\partial x_i \partial x_j} \right) |_{x=0}
\]

is positive definite.

Then we have

\[
J(t) \sim \left( \frac{2\pi}{t} \right)^{\frac{n}{2}} f(0) \det(A)^{-\frac{1}{2}} \exp[-th(0)]
\]

as $t \to \infty$. 
The above theorem is one special case of the so-called method of Laplace. The proof can be found in Section 5 of Chapter IX in [38]. To apply Theorem 8.1, we choose a base point $z_0 \in DU_{z_0'}$. Recall that we identify $T_{z_0} D \cong g_0 / k_0$ with $p_0$.

**Proof of theorem 6.5 under assumptions that will be checked later** Define $\rho : N_{z_0} DU_{z_0'} \to F_{z_0} DU_{z_0'}$ by

$$\rho : Y \mapsto \exp(-Y)z_0,$$

where we regard $N_{z_0} DU_{z_0'}$ as a linear subspace of $p_0$. Our strategy is to apply Theorem 8.1 to

$$J(t) = \int_{F_{z_0} DU_{z_0'}} \tilde{\varphi}(z, g'(t), x) = \int_{N_{z_0} DU_{z_0'}} \rho^*(\tilde{\varphi})(Y, g'(t), x) \quad (8.4)$$

for $g'(t) = (m'(a(t)), 1)$. Recall that

$$\tilde{\varphi}_\infty(z, g') = (L_{g^{-1}})^*(\omega(g')\varphi) = (L_{g^{-1}})^*(\omega(g')\varphi),$$

where $gz_0 = z$. By Eq. (5.23), we have

$$\varphi = \varphi_0 \sum_{i,j=1}^d p_{ij} \Omega_i \wedge \hat{\Omega}_j,$$

where $p_{ij}$ are polynomial functions on $V^m$, $\Omega_i \in \wedge^* p_+^*$ and

$$\varphi_0(x) = \exp \left( -\pi \sum_{i=1}^m ||\tilde{m}_i||_{z_0}^2 \right)$$

with $x$ as in (8.3). Define $h : N_{z_0} DU_{z_0'} \to \mathbb{R}$ by

$$h(Y) = \pi \cdot M(\exp(Y)z_0, x) = \pi \cdot M(z_0, \exp(-Y)x), \quad (8.5)$$

where $M(z, x)$ is the function defined in (7.4). Then we have

$$\varphi_0(\exp(-Y)x) = \exp(-h(Y)).$$

We also have (recall (4.4))

$$(\rho^*)(\tilde{\varphi})(Y, g'(t), x) \quad (8.6)$$

$$= t^e \exp(-h(Y)t^2) \sum_{i,j} p_{ij}(\exp(-Y)x \cdot t) \rho^*(L_{\exp(-Y)}^*(\Omega_i) \wedge L_{\exp(-Y)}^*(\tilde{\Omega}_j)),$$
\[ L_{\exp(-Y)(\Omega_j)}^* \] in the above equation is some function times \( \text{dvol} \), the volume form of the Euclidean space \( N_{z_0} D_{U,z'_0} \). After combining terms according to \( t \)-degree, we have

\[
(\rho^*(\bar{\varphi})(Y, g'(t), x) = t^e \sum_i t^i f_i(Y) \exp(-h(Y) t^2) \text{dvol}. \tag{8.7}
\]

Theorem 8.1 can be applied to compute each

\[
\int_{N_{z_0} D_{U,z'_0}} f_i(Y) \exp(-h(Y) t^2) \text{dvol}.
\]

Condition (1) of Theorem 8.1 is checked in the corollary of Theorem 7.1. Condition (2) and (3) will be checked later in this section.

As we are interested in asymptotic value when \( t \to \infty \), only the highest degree term of \( t \) in Eq. (8.7) matters if it is nonzero. By Lemma 5.16, we know that the highest degree term of \( (\rho^*(\bar{\varphi})(Y, g'(t), x) \) evaluated at \( x \) and \( Y = 0 \) is nonzero. Hence the asymptotic value of \( J(t) \) as \( t \to \infty \) is nonzero and Theorem 6.5 is proved. \( \square \)

The rest of the section will be devoted to verifying condition (2) and (3) of Theorem 8.1 (see Propositions 8.1, 8.3 and 8.5) and computing \( J(t) \) as in Eq. (8.4) in each case. We will emphasize on case A and proceed the other two cases quickly.

### 8.1 Case A

As before we assume (8.3). Let

\[ U_j = \text{span}_{\mathbb{C}} \{v_j\}, \quad D_j = D_{U_j}, \quad 1 \leq j \leq p + q. \]

Recall that the definition of \( D_j \) does not require a base point (see Remark 3.8).

**Lemma 8.2**

\[ D_{U,z'_0} = \left( \bigcap_{j=1}^{r} D_j \right) \cap \left( \bigcap_{j=p+1}^{p+s} D_j \right). \]

**Proof** By Proposition 3.3, we know that By definition for \( 1 \leq j \leq p \), we have

\[ D_{\alpha} = \{ z \in D \mid z \subseteq U_{\alpha}^\perp \}, \quad D_{\mu} = \{ z \in D \mid U_{\mu} \subseteq z \} \]

for \( 1 \leq \alpha \leq p \) and \( p + 1 \leq \mu \leq p + q \). On the other hand by (3.6) we have

\[ D_{U,z'_0} = \{ z \in D \mid \bigoplus_{j=p+1}^{p+s} U_j \subseteq z \subseteq (\bigoplus_{j=1}^{r} U_j)^\perp \}. \]

The lemma follows. \( \square \)
Lemma 8.3 For any element $z \in D$, we have

$$M(z, v_j) = \cosh^2(t) + \sinh^2(t),$$

where $t = d(z, D_j)$. In particular,

$$M(z, v_j) \geq M(z_0, v_j).$$

Equality holds if and only if $z \in D_j$.

Proof Let us assume $1 \leq j \leq p$. The case $p + 1 \leq j \leq p + q$ is similar. Without loss of generality we can assume $j = 1$. It is easy to see that

$$\exp(-tE_{\alpha\mu})v_1 = \begin{cases} \cosh(t) \cdot v_1 - i \sinh(t) \cdot v_\mu & \text{if } \alpha = 1, \\ v_1 & \text{otherwise}, \end{cases}$$

$$\exp(-tF_{\alpha\mu})v_1 = \begin{cases} \cosh(t) \cdot v_1 - \sinh(t) \cdot v_\mu & \text{if } \alpha = 1, \\ v_1 & \text{otherwise}, \end{cases}$$

where $E_{\alpha\mu}$ and $F_{\alpha\mu}$ are defined in Sect. 5.1. Recall that the group $G_{U_1}$ fixes $v_1$. Hence

$$M^1(z) = M^1(gz), \forall g \in G_{U_1}.\$$

We have a $G_{U_1}$-equivariant fibration $\pi_1 : D \to D_1$ (see Sect. 3.2). By translating $z$ using an element in $G_{U_1}$, we can assume that $\pi_1(z) = z_0$ and is of the form $z = \exp(X)z_0$, where $X \in N_{z_0}D_1 \subseteq p_0$. We have

$$N_{z_0}D_1 = \text{span}_\mathbb{R}[E_{1\mu}, F_{1\mu} | p + 1 \leq \mu \leq p + q].$$

We assume that

$$X = \sum_{\mu=p+1}^{p+q} x_{1\mu} E_{1\mu} - \sum_{\mu=p+1}^{p+q} y_{1\mu} F_{1\mu} = \sum_{\mu=p+1}^{p+q} v_1 \circ (x_{1\mu} + iy_{1\mu})v_\mu.$$ 

We define

$$t = \sqrt{\sum_{\mu=p+1}^{p+q} (|x_{1\mu}|^2 + |y_{1\mu}|^2)}.$$ 

and

$$v = \frac{1}{t} \sum_{\mu=p+1}^{p+q} (x_{1\mu} + iy_{1\mu})v_\mu.$$
Then \((v, v) = i\) and \((v_1, v) = 0\). We have

\[
\exp(-X)(v_1) = \cosh(t) \cdot v_1 - i\sinh(t) \cdot v.
\]

So we have

\[
(z, v_1) = \|\cosh(t) \cdot v_1 - i\sinh(t) \cdot v\|^2_{z_0} = \cosh^2(t) + \sinh^2(t).
\]

Since \(z = \exp(tv_1 \circ v)z_0\) we know that \(t = d(z, z_0) = d(z, D_1)\). The claim of the lemma is proved. \(\square\)

Define \(M : D \rightarrow \mathbb{R}\) by (see (7.4))

\[
M(z) = M(z, x).
\]

Define \(h^j : N_{z_0}D_{U, z_0'} \rightarrow \mathbb{R}\) by

\[
h^j(X) = M(\exp(X)z_0, v_j).
\]  

(8.8)

Then we have (see (8.5) for the definition of \(h(Y)\))

\[
h(Y) = \pi \left( \sum_{j=1}^{r} h^j(Y) + \sum_{j=p+1}^{p+s} h^j(Y) \right).
\]

(8.9)

**Proposition 8.1** The function \(h\) satisfies condition (2) and (3) of Theorem 8.1. In particular, 0 is the unique minimal point of \(h\).

**Proof** By Lemmas 8.3 and 8.2, \(M(z)\) obtains its minimal value at \(z\) if and only if \(z \in D_{U, z_0'}\). In particular, \(z_0\) is the unique minimal point of the function \(M(z)\) on \(F_{z_0}D_{U, z_0'}\). Hence 0 is the unique minimal point of the function \(h\) on \(N_{z_0}D_{U, z_0'}\). Suppose that \(X \in S(N_{z_0}D_{U, z_0'})\). We define \(h_X : \mathbb{R} \rightarrow \mathbb{R}\) by

\[
h_X(t) = h(\exp_{z_0}(Xt)).
\]

Then \(t = 0\) is a global minimum for \(h_X(t)\), thus we have

\[
\frac{d}{dt} h_X(t)|_{t=0} = 0.
\]

(8.10)

By Lemma 7.6, we have

\[
(\exp(-tX)v_j, \exp(-tX)v_j)_{z_0} = \sum_{k=1}^{m} |a^j_k|^2 \exp(-2\lambda_k t).
\]
From this we know
\[ \frac{d^2}{dt^2} h_X(t) = \pi \cdot \sum_{k=1}^{n} \sum_{j=1}^{m} 4|a_j|^2 \lambda_k^2 \exp(-2\lambda_k t). \] (8.11)

With Lemma 7.9 in mind, we have a uniform lower bound of \( \frac{d^2}{dt^2} h_X(t) \) for all \( X \in S(N_{z_0}D_{U, z_0'}) \) and \( t \geq 0 \). A similar argument works for \( t < 0 \). So we can assume that \( \frac{d^2}{dt^2} h_X(t) \geq C \) for a positive constant \( C \) and all \( t \in \mathbb{R}, X \in S(N_{z_0}D_{U, z_0'}) \). It follows that
\[ h(X) \geq h(0) + \frac{1}{2} C ||X||^2. \]

Hence \( h \) satisfies condition (2) of Theorem 8.1. Condition (3) is also satisfied because we know from the above that the Hessian matrix of \( h \) is positive definite with the smallest eigenvalue bigger or equal to \( C \). \( \square \)

Any \( X \in N_{z_0}D_{U, z_0'} \) can be written as
\[ X = \sum_{(\alpha, \mu) \in I} x_{\alpha \mu} E_{\alpha \mu} + \sum_{(\alpha, \mu) \in I} y_{\alpha \mu} F_{\alpha \mu}, \]
where \( I \) is the index set defined in Eq. (5.7). We need

**Corollary 8.3.1** Suppose \( (\alpha, \mu), (\beta, \nu) \in I \). For \( 1 \leq j \leq p \), we have
\[ \frac{\partial^2 h_j}{\partial x_{\alpha \mu} \partial x_{\beta \nu}} |_{X=0} = \frac{\partial^2 h_j}{\partial y_{\alpha \mu} \partial y_{\beta \nu}} |_{X=0} = 4\delta_{\alpha \beta} \delta_{\alpha \mu} \delta_{\beta \nu}, \quad \text{and} \quad \frac{\partial^2 h_j}{\partial x_{\alpha \mu} \partial y_{\beta \nu}} |_{X=0} = 0. \]

For \( p+1 \leq j \leq p+q \), we have
\[ \frac{\partial^2 h_j}{\partial x_{\alpha \mu} \partial x_{\beta \nu}} |_{X=0} = \frac{\partial^2 h_j}{\partial y_{\alpha \mu} \partial y_{\beta \nu}} |_{X=0} = 4\delta_{\alpha \beta} \delta_{\mu \nu} \delta_{\alpha \mu} \delta_{\beta \nu}, \quad \text{and} \quad \frac{\partial^2 h_j}{\partial x_{\alpha \mu} \partial y_{\beta \nu}} |_{X=0} = 0. \]

**Proof** We need to compute the following
\[ \frac{\partial^2}{\partial s \partial t} [(\exp(sX + tY) v, \exp(sX + tY) v)_{z_0}] |_{s=t=0}. \]

Using the second order approximation of the exponential map
\[ \exp(sX + tY) = I + (sX + tY) + \frac{1}{2} (s^2X^2 + t^2Y^2 + stXY + stYX) + \text{higher order terms}, \]
on one can check that
\[ \frac{\partial^2}{\partial s \partial t} [(\exp(sX + tY) v, \exp(sX + tY) v)_{z_0}] |_{s=t=0} \] (8.12)
\[
\begin{align*}
&= \frac{1}{2} ((XY + YX)v, v)_{z_0} + \frac{1}{2} (v, (XY + YX)v)_{z_0} + (Yv, Xv)_{z_0} + (Xv, Yv)_{z_0} \\
&= 2(Xv, Yv)_{z_0} + 2(Yv, Xv)_{z_0}.
\end{align*}
\]

The last equality follows from the fact that \((Xv, w)_{z_0} = (v, Xw)_{z_0}\) for any \(X \in p_0\) and \(v, w \in V\). We also have

\[
E_{\alpha\mu}(v_{\alpha}) = -iv_{\mu}, \quad E_{\alpha\mu}(v_{\mu}) = iv_{\alpha},
\]

\[
F_{\alpha\mu}(v_{\alpha}) = -v_{\mu}, \quad F_{\alpha\mu}(v_{\mu}) = -v_{\alpha},
\]

for \(1 \leq \alpha \leq p, p + 1 \leq \mu \leq p + q\). Also recall that \((, )_{z_0}\) is a positive definite Hermitian form with an orthonormal basis \(\{v_1, \ldots, v_{p+q}\}\). With these preparations, the formulas in the lemma follow from straightforward calculations. \(\square\)

The Hessian matrix \(A\) of \(h\) at 0 is a \(2(rq + ps - rs)\) by \(2(rq + ps - rs)\) matrix.

**Corollary 8.3.2** \(A\) is diagonal with diagonal entries

\[
\frac{\partial^2 h}{\partial^2 x_{\alpha\mu}} = \frac{\partial^2 h}{\partial^2 y_{\alpha\mu}} = 8\pi
\]

for \(1 \leq \alpha \leq r, p + 1 \leq \mu \leq p + s\). And

\[
\frac{\partial^2 h}{\partial^2 x_{\alpha\mu}} = \frac{\partial^2 h}{\partial^2 y_{\alpha\mu}} = 4\pi
\]

for \(1 \leq \alpha \leq r, p + s + 1 \leq \mu \leq p + s\) or \(r + 1 \leq \alpha \leq p, p + 1 \leq \mu \leq p + s\). In particular it is positive definite with determinant

\[
\det(A) = 4^{2rq + 2ps - rs} \cdot \pi^{2(ps + rq - rs)}.
\]

**Proof** The corollary follows from Corollary 8.3.1 and (8.9). \(\square\)

Recall that \(J(t)\) is defined in (8.4).

**Proposition 8.2**

\[
J(t) \sim (-i)^{ps + rq - rs} 2^{ps +rq - 5rs} \pi^{2ps + 2rq - 4rs} (p + q)(r + s) - 2rs \exp(-(r + s)\pi t^2).
\]

**Proof** Recall the proof of Theorem 6.5 at the beginning of this section. By Lemma 5.16, we know that the highest degree term of (8.7) evaluated at

\[
x = (v_1, \ldots, v_r, v_{p+1}, \ldots, v_{p+s})
\]

is

\[
(2\sqrt{2\pi}t)^{2(rq + ps - rs)} (2\sqrt{2\pi}t) \int (\bigwedge_{(\alpha, \mu) \in I} \xi'_{\alpha\mu} \land \xi''_{\alpha\mu}) |_{z_0}.
\]
where $I$ is specified at (5.7). By Theorem 8.1 we know

$$J(t) \sim t^{(p+q)(r+s)} \cdot \left(\frac{2\pi}{t^2}\right)^{ps+rq-rs} \cdot \left(-2\sqrt{2}\pi t\right)^{2r(q-s)+2s(p-r)} \cdot \det(A)^{-\frac{1}{2}} \cdot \exp(-t^2\pi h(0)) \cdot \left(-\frac{1}{2}i\right)^{ps+rq-rs} \cdot \exp(-\pi t^2).$$

The theorem is proved. \qed

### 8.2 Method of Laplace for Case B

We want to apply Theorem 8.1 to compute $J(t)$ for the dual pair $(\text{Sp}(2n, \mathbb{R}), \text{O}(2r, 2r))$. We need to check conditions (2) and (3) of Theorem 8.1 again. We proceed quickly by omitting the proofs that are similar to those of case A. In this subsection we use the assumptions and notations of Sect. 4.5.

Recall that we assume that

$$z_0 = \text{span}\{v_{n+1}, \ldots, v_{2n}\}, \quad \text{and} \quad x = (\tilde{x}_1, \ldots, \tilde{x}_{2r}) = (E_1, \ldots, E_r, F_1, \ldots, F_r).$$

Recall from (8.5) that $h : N_{z_0}D_U \to \mathbb{R}$ is defined by

$$h(Y) = \pi \cdot \sum_{j=1}^{2r} \| \exp(-Y)\tilde{x}_j \|^2_{z_0} = \pi \cdot \sum_{j=1}^{2r} (\| \exp(-Y)E_j \|^2_{z_0} + \| \exp(-Y)F_j \|^2_{z_0}).$$

Since $(,)_{z_0}$ is Hermitian, we have the following identity

$$\|x\|^2_{z_0} + \|y\|^2_{z_0} = \frac{1}{2} \|x - iy\|^2_{z_0} + \frac{1}{2} \|x + iy\|^2_{z_0}, \forall x, y \in V. \quad (8.13)$$

In our coordinates, it is more natural to write

$$h(Y) = \frac{1}{2} \pi \cdot \sum_{j=1}^{r} (\| \exp(-Y)(E_j - F_ji) \|^2_{z_0} + \| \exp(-Y)(E_j + F_ji) \|^2_{z_0})$$

$$= \pi \cdot \sum_{j=1}^{r} (\| \exp(-Y)v_j \|^2_{z_0} + \| \exp(-Y)v_{n+j} \|^2_{z_0}).$$

We then have the following proposition.

**Proposition 8.3** The function $h$ satisfies condition (2) and (3) of Theorem 8.1.

**Proof** For $X \in S(N_{z_0}D_U)$, define $h_X : \mathbb{R} \to \mathbb{R}$ by

$$h_X(t) = h(Xt).$$
Then as in the proof of Proposition 8.1, (8.11) still holds and by Lemma 7.9 we know that \( \frac{d^2}{dt^2} h_X(t) \geq C \) for all \( t \in \mathbb{R} \) and \( X \in S(N_{z_0} D_{U, z_0'}) \). Using the formula

\[
\frac{d}{dt} (\exp(X t) v, \exp(X t) v)_{z_0} = (X v, v)_{z_0} + (v, X v)_{z_0},
\]

one can also show that all first order derivatives of \( h \) at \( Y = 0 \) vanish. This suggests that \( Y = 0 \) is the unique minimal point of \( h \) on \( N_{z_0} D_{U, z_0'} \). These facts imply that

\[
h(X) \geq h(0) + \frac{1}{2} C ||X||^2.
\]

Hence \( h \) satisfies condition (2) The Hessian matrix of \( h \) is positive definite with the smallest eigenvalue no smaller than \( C \). Hence condition (3) of Theorem 8.1 is also satisfied.

Recall that \( J(t) \) is defined in (8.4). In this case we have

**Proposition 8.4**

\[
J(t) \sim (-i)^2 \left( 2nr + r - r^2 \right)^2 2^{5nr + 15r - 19r^2} \pi^{2r(n-r+1)} t^{2nr + r - r^2} \exp(-r \pi t^2).
\]

**Proof** Apply Lemmas 4.4, 5.8 and Theorem 8.1. The details are similar to those of the proof of Proposition 8.2.

\[\square\]

**8.3 Method of Laplace for Case C**

We want to apply Theorem 8.1 to compute \( J(t) \) in case of the dual pair \((O^*(2n), Sp(r, r))\). We need to check conditions (2) and (3) of Theorem 8.1. We use the assumptions and notations of Sect. 4.6.

Recall that we assume that

\[
z_0 = \text{span}\{v_{n+1}, \ldots, v_{2n}\}, \quad \text{and} \quad x = (\bar{x}_1, \ldots, \bar{x}_r) = (v_1, \ldots, v_r).
\]

Recall from (8.5) that \( h : N_{z_0} D_{U, z_0'} \to \mathbb{R} \) is defined by

\[
h(Y) = \pi \cdot \sum_{s=1}^{r} \| \exp(-Y)\bar{x}_s \|^2_{z_0} = \pi \cdot \sum_{s=1}^{r} \| \exp(-Y)v_s \|^2_{z_0}.
\]

We then have

**Proposition 8.5** The function \( h \) satisfies condition (2) and (3) of Theorem 8.1.

**Proof** Similar to that of Proposition 8.3.

\[\square\]

Recall that \( J(t) \) is defined in (8.4). In this case we have
Proposition 8.6

\[ J(t) \sim (-i)^{\frac{1}{2}(2nr-r^2-r)} 2^{4nr-\frac{13}{4}r-\frac{15}{4}r^2} \pi^{2r(n-r-1)} t^{2nr-r^2-r} \exp(-r \pi t^2). \]

**Proof** Apply Lemma 4.4, Lemma 5.11 and Theorem 8.1. The details are similar to those of the proof of Proposition 8.2. \( \square \)
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**Appendix A: The associated vector bundle**

We go back to the settings of Sect. 6. Recall that \( \tilde{G}'_\infty \) is the metaplectic cover of \( G'_\infty \), where \( G'_\infty = \prod_v G'_v \). Let \( \tilde{K}'_\infty \) be the subgroup of \( \tilde{G}'_\infty \) which fixes the Gaussian function in Eq. (6.3). Then \( \tilde{K}'_\infty \) is a maximal compact subgroup of \( \tilde{G}'_\infty \) which is the metaplectic cover of \( K'_\infty = \prod_v K'_v \), a maximal compact subgroup of \( G'_\infty \).

\( \tilde{G}' \) acts on \( S(V^n) \) by the Weil representation \( \omega \) and the action commutes with that of \( G \). In this appendix, we show that \( \theta_{L,\bar{\psi}} \) is a matrix coefficient of an automorphic vector bundle

\[ E \rightarrow \tilde{\Gamma}' \backslash \tilde{G}'_\infty / \tilde{K}'_\infty. \]

For each Archimedean place \( v \) of the number field \( k \) we have

1. \( G'_v = U(r+s, r+s), K_v = U(r+s) \times U(r+s) \),
2. \( G'_v = O(2r, 2r), K_v = O(2r) \times O(2r), \)
3. \( G'_v = Sp(r, r), K_v = Sp(r) \times Sp(r), \)

in case A, B and C respectively.

In order to determine the \( \tilde{K}'_\infty \) action on

\[ \varphi_\infty = \varphi \otimes \prod_{v \neq v_1} \varphi_v, \]

Springer
it suffices to compute the $\tilde{K}'_{v_1}$ action on $\varphi$ since $\tilde{K}'_v$ acts on $\varphi_v$ trivially for $v \neq v_1$. It turns out that often times $\tilde{K}'_{v_1}$ is the trivial two-fold cover of $K'_{v_1}$ and the action descends to $K'_{v_1}$. The following general argument applies to both $\tilde{K}'_{v_1}$ and $K'_{v_1}$ representations so we just deal with the $\tilde{K}'_{v_1}$ case for brevity.

We will see that $\varphi$ is a highest weight vector of an irreducible representation of $\tilde{K}'_{v_1}$. We denote this representation by $\sigma$. To be more precise there is an irreducible representation $(E_\sigma, \sigma)$ of $\tilde{K}'_\infty$ inside, where $E_\sigma \subset \mathcal{P} \subset \mathcal{S}(V^m_{\infty})$ such that $\varphi_\infty \in E_\sigma$ and

$$\omega(g'k')\phi = \omega(g')(\sigma(k')\phi)$$ (A.1)

for all $g' \in \tilde{G}'_\infty$, $k' \in \tilde{K}'_\infty$ and $\phi \in E_\sigma$.

Let $E^*_\sigma = \text{Hom}_\mathbb{C}(E_\sigma, \mathbb{C})$ be the dual representation of $E$. There is a canonical element $\Phi \in E_\sigma \otimes \mathbb{C} E^*_\sigma$ which corresponds to the identity element in $E_\sigma \otimes \mathbb{C} E^*_\sigma \cong \text{Hom}_\mathbb{C}(E_\sigma, E_\sigma)$. Explicitly we choose a basis $\{\varphi^1, \ldots, \varphi^d\}$ of $E_\sigma$ and we assume $\varphi^1 = \varphi_\infty$. Let $\{e_1, \ldots, e_d\}$ be the corresponding dual basis of $E^*_\sigma$. Then we have

$$\Phi = \sum_{i=1}^d \varphi^i \otimes e_i.$$ 

By definition the diagonal action of $\tilde{K}'_\infty$ on $\Phi$ leaves it invariant:

$$(\sigma \otimes \sigma^*)(k')\Phi = \Phi, \ k' \in \tilde{K}'_\infty.$$ (A.2)

Equivalently

$$(\sigma \otimes Id)(k')\Phi = (Id \otimes \sigma^*)((k')^{-1})\Phi, \ \forall k' \in \tilde{K}'_\infty,$$ (A.3)

where $Id$ stands for the trivial action. For each $x \in V^m_{\infty}$,

$$\Phi(g', x) = ((\omega(g') \otimes Id)\Phi)(x)$$

is a function on $\tilde{G}'_\infty$ with values in $E^*_\sigma$. Equations (A.1) and (A.3) together imply that

$$\Phi(g'k', x) = (Id \otimes \sigma^*)((k')^{-1})\Phi(g', x).$$ (A.4)

In other words, $\Phi(\cdot, x)$ is a section of the vector bundle $\mathcal{E} \to \tilde{G}'_\infty/\tilde{K}'_\infty$ associated to the representation $(E^*_\sigma, \sigma^*)$ of $\tilde{K}'_\infty$.

We now apply $\theta$-distribution to get

$$\theta_{\mathcal{L}, \Phi}(g') = \sum_{x \in \mathcal{L}^m} \Phi(g', x).$$

\(\square\) Springer
Then $\theta_{L,\phi}(g')$ is $\tilde{\Gamma}'$-invariant:

$$\theta_{L,\phi}(g') = \theta_{L,\phi}(g'), \gamma' \in \tilde{\Gamma}'.$$

By Eq. (A.4) and the $\tilde{\Gamma}'$-invariance of $\theta_{L,\phi}, \theta_{L,\phi}$ is a section of the bundle $\tilde{\Gamma}' \setminus \mathcal{E} \to \tilde{\Gamma}' \setminus \tilde{G}'_{\infty}/\tilde{K}'_{\infty}$. The cocycle $\theta_{L,\phi_{\infty}}$ is then a matrix coefficient of $\theta_{L,\phi}$:

$$\theta_{L,\phi_{\infty}}(g') = \langle \phi_{\infty} \theta_{L,\phi}(g') \rangle,$$

where $\langle , \rangle$ is an $\tilde{K}'_{\infty}$-invariant bilinear pairing between $E_{\sigma}$ and $E_{\sigma}^*$. In case A, we will decide the $(\tilde{K}'_{v_1})^0$ (the identity component of $\tilde{K}'_{v_1}$) action by computing highest weights. In case B and C, $\tilde{K}'_{v_1}$ is the trivial two-fold cover of $K'_{v_1}$ and the action descends to $K'_{v_1}$, so we will decide the $K'_{v_1}$ action. In case A and B the calculations are essentially done in [24]. In each case $\phi = \nu(\phi^+ \wedge \phi^-)$ (see (5.22)) and $(\tilde{K}'_{v_1})^0 = K^- \times K^+$ such that $K^-$ acts trivially on $\phi^-$ and $K^+$ acts trivially on $\phi^-$ (see Remark 5.12). So it is enough to determine the $K^-$ action on $\phi^+$ and $K^+$ action on $\phi^-$.  

### A.1 Case A

In this case $G'_{v_1} \cong U(m, m)$, where $m = r + s$. Recall that in Sect. 4.3 we choose a basis $\{w_1, \ldots, w_m, w_{m+1}, \ldots, w_{2m}\}$ of $W_{v_1}$ with the Hermitian form $\langle , \rangle$ such that

1. $\langle w_a, w_a \rangle = 1$,
2. $\langle w_k, w_k \rangle = -1$

for $1 \leq a \leq m, m + 1 \leq k \leq 2m$ and $\langle w_j, w_k \rangle = 0$ if $j \neq k$. Define

$$W_+ = \text{span}_{\mathbb{C}}\{w_1, \ldots, w_m\}, W_- = \text{span}_{\mathbb{C}}\{w_{m+1}, \ldots, w_{2m}\}.$$

Denote the group $U(W_+, \langle , \rangle)$ (resp.) by $U(m, 0)$ and $U(0, m)$ resp.). Then $K'_{v_1} = U(0, m) \times U(m, 0)$ is a maximal compact subgroup of $G'_{v_1}$. Let $t'_0$ be its Lie algebra and $t'$ be its complexification.

Following a calculation like that of Section 7 of [29], we can show that $t'$ acts on the Fock model by

$$\omega(e_{ab}) = -\sum_{\alpha=1}^{p} u_{\alpha,b}^a \frac{\partial}{\partial u_{\alpha,a}} + \sum_{\mu=p+1}^{p+q} u_{\mu,a}^\mu \frac{\partial}{\partial u_{\mu,b}} - \frac{1}{2} \delta_{ab} (p - q)$$

for $1 \leq a, b \leq m$ and

$$\omega(e_{k\ell}) = \sum_{\alpha=1}^{p} u_{\alpha,k} \frac{\partial}{\partial u_{\alpha,\ell}} - \sum_{\mu=p+1}^{p+q} u_{\mu,\ell} \frac{\partial}{\partial u_{\mu,k}} + \frac{1}{2} \delta_{k\ell} (p - q) \quad (A.5)$$

for $m + 1 \leq k, \ell \leq 2m$.  

\[\text{Springer}\]
Recall that in Sect. 5 we define the element $\phi_{r,s}^+$ using the special harmonic $(f_1^-)^{q-s}(f_2^-)^{p-r}$. Here $f_1^-$ and $f_2^-$ are as in Definition 5.2 except that we shift $b$ to $b + m$, where $b$ is the second index of the variable $u_{ab}$. This is because in Definition 5.2 our assumption is that $W$ is negative definite.

Let $t$ be the diagonal torus of $u(0, m)$, $n$ be the strictly upper triangular Lie algebra of $u(0, m)$:

$$n = \text{span}_C \{ e_{k\ell} | m + 1 \leq k < \ell \leq 2m \}.$$  

Using Eq. (A.5), it is easy to see that $(f_1^-)^{q-s}(f_2^-)^{p-r}$ has weight

$$(-s + \frac{1}{2}(p + q), \ldots, -s + \frac{1}{2}(p + q), r - \frac{1}{2}(p + q), \ldots, r - \frac{1}{2}(p + q))$$

under $t$. Moreover we can show that $(f_1^-)^{q-s}(f_2^-)^{p-r}$ is annihilated by $n$. We have three cases

1. $m + 1 \leq k < \ell \leq m + r$,
2. $m + 1 \leq k \leq m + r, m + r + 1 \leq \ell \leq m + r + s$,
3. $m + r + 1 \leq k < \ell \leq m + r + s$.

In case (1), $e_{k\ell}$ ($k < \ell$) replaces a column of $f_1^-$ by an existing column and acts trivially on all the variables in $f_2^-$. In case (2), $e_{k\ell}$ acts trivially on all the variables in $f_1^-$ and $f_2^-$. In case (3), $e_{k\ell}$ acts trivially in all the variables in $f_1^-$ and replaces a column of $f_2^-$ by an existing column. In any case $e_{k\ell}$ annihilates $(f_1^-)^{q-s}(f_2^-)^{p-r}$.

The conclusion is that $\phi_{r,s}^+$ is a highest weight vector of $u(0, m)$. Similarly $\phi_{r,s}^-$ is a lowest weight vector of $u(m, 0)$ with weight

$$\left( s - \frac{1}{2}(p + q), \ldots, s - \frac{1}{2}(p + q), -r + \frac{1}{2}(p + q), \ldots, -r + \frac{1}{2}(p + q) \right).$$

It generates an irreducible representation of highest weight

$$\left( -r + \frac{1}{2}(p + q), \ldots, -r + \frac{1}{2}(p + q), s - \frac{1}{2}(p + q), \ldots, s - \frac{1}{2}(p + q) \right).$$

### A.2 Case B

In this case $G'_{v_1} = O(2r, 2r)$.

Let us use the notation of Sect. 4.5. Recall that $W$ is a complex vector space with a Hermitian form $\langle , \rangle$ of signature $(r, r)$. We denote by $W_\mathbb{R}$ the underlying real vector space of $W$ and let $\langle , \rangle_\mathbb{R} = \text{Re}(\langle , \rangle)$. $G'_{v_1}$ is the linear isometry group of $(W_\mathbb{R}, \langle , \rangle_\mathbb{R})$. We
can choose an orthonormal basis \( \{w_a, w_k \mid 1 \leq a \leq r, r + 1 \leq k \leq 2r\} \) of \( W \) such that

\[
\langle w_a, w_a \rangle = 1, \langle w_k, w_k \rangle = -1
\]

for \( 1 \leq a \leq r, r + 1 \leq k \leq 2r \). Define

\[
W_+ = \text{span}_\mathbb{C}\{w_1, \ldots, w_r\}, \quad W_- = \text{span}_\mathbb{C}\{w_{r+1}, \ldots, w_{2r}\}.
\]

Denote the group \( O(W_+, (,)_{\mathbb{R}}) \) (\( O(W_-, (,)_{\mathbb{R}} \) resp.) by \( O(2r, 0) \) (\( O(0, 2r) \) resp.). Then \( K'_{v_1} = O(0, 2r) \times O(2r, 0) \) is a maximal compact subgroup of \( G'_{v_1} \). Let \( t'_0 \) be its Lie algebra and \( t' \) be its complexification. Then (c.f. Section 7 of [29])

\[
t'_0 \cong \wedge_{\mathbb{R}}^2(W_+) \oplus \wedge_{\mathbb{R}}^2(W_-) = \mathfrak{o}(2r, 0) \oplus \mathfrak{o}(0, 2r), \quad t' \cong \wedge_{\mathbb{C}}^2(W_+ \otimes_{\mathbb{R}} \mathbb{C}) \oplus \wedge_{\mathbb{C}}^2(W_- \otimes_{\mathbb{R}} \mathbb{C}).
\]

First we focus on \( O(0, 2r) \). Denote the complex structure \( 1 \otimes i \) on \( W_- \otimes_{\mathbb{R}} \mathbb{C} \) by right multiplication by \( i \). Define

\[
w'_k = w_k + i w_k i, \quad w''_k = w_k - i w_k i,
\]

where \( r + 1 \leq k \leq 2r \). We take \( \{w''_{r+1}, \ldots, w''_{2r}, w'_{r+1}, \ldots, w'_{2r}\} \) to be the basis of \( W_- \otimes_{\mathbb{R}} \mathbb{C} \). Notice that if we extend the form \( \langle , \rangle_\mathbb{R} \) complex linearly to a symmetric form on \( W_R \otimes_{\mathbb{R}} \mathbb{C} \). Then

\[
\langle w'_k, w''_\ell \rangle_\mathbb{R} = -2\delta_{k\ell}, \quad \langle w'_k, w'_\ell \rangle_\mathbb{R} = \langle w''_k, w''_\ell \rangle_\mathbb{R} = 0.
\]

Then we have a split torus \( t \) of \( \mathfrak{o}(0, 2r) \otimes_{\mathbb{R}} \mathbb{C} \) spanned by

\[
\{w'_k \wedge w''_\ell \mid r + 1 \leq k \leq 2r\}.
\]

We also have a nilpotent algebra \( n \) of \( \mathfrak{o}(0, 2r) \otimes_{\mathbb{R}} \mathbb{C} \):

\[
n = \text{span}\{w''_k \wedge w''_\ell \mid r + 1 \leq k, \ell \leq 2r\} \oplus \text{span}\{w'_k \wedge w''_\ell \mid r + 1 \leq k < \ell \leq 2r\}.
\]

The Lie algebra \( \mathfrak{o}(0, 2r) \otimes_{\mathbb{R}} \mathbb{C} \) acts on the Fock model in the following way:

\[
\omega(w'_k \wedge w''_\ell) = \omega(2e_{r+k,r+\ell} - 2e_{\ell,k}) = 2\sum_{\alpha=1}^n \left( u_{\alpha+n,k} \frac{\partial}{\partial u_{\alpha+n,\ell}} - u_{\alpha,\ell} \frac{\partial}{\partial u_{\alpha,k}} \right),
\]

\[
\omega(w''_k \wedge w'_\ell) = \omega(2e_{r+k,\ell} - 2e_{r+\ell,k}) = 2\sum_{\alpha=1}^n \left( u_{\alpha+n,k} \frac{\partial}{\partial u_{\alpha,\ell}} - u_{\alpha+n,\ell} \frac{\partial}{\partial u_{\alpha,k}} \right),
\]

\[
\omega(w''_k \wedge w''_\ell) = \omega(2e_{k,r+\ell} - 2e_{\ell,r+k}) = 2\sum_{\alpha=1}^n \left( u_{\alpha,k} \frac{\partial}{\partial u_{\alpha+n,\ell}} - u_{\alpha,\ell} \frac{\partial}{\partial u_{\alpha+n,k}} \right).
\]
Recall that in Sect. 5 we define the element $\phi^+_r$ using the special harmonic $(f^-)^{n-r+1}$. Here $f^-$ is as in Definition 5.2 except that we shift $b$ to $b+r$, where $b$ is the second index of the variable $u_{ab}$. This is because in Definition 5.2 our assumption is that $W$ is negative definite.

Then it is easy to see that $(f^-)^{n-r+1}$ is annihilated by $n$ and has weight

$$\begin{pmatrix} (n-r+1), \ldots, (n-r+1) \end{pmatrix}_{r-1}$$

under $t$. So $\phi^+_r$ is a highest weight vector of $\mathfrak{so}(0, 2r)$.

Under the group $O(0, 2r)$, $\phi^+_r$ generates an irreducible representation that splits into two irreducible representations of $\mathfrak{so}(0, 2r)$ with highest weights

$$\begin{pmatrix} (n-r+1), \ldots, (n-r+1), \pm(n-r+1) \end{pmatrix}_{r-1}$$

Similarly $\phi^-_r$ is a lowest weight vector of $\mathfrak{so}(2r, 0)$ of weight

$$\begin{pmatrix} -(n-r+1), \ldots, -(n-r+1) \end{pmatrix}_{r}$$

It generates an irreducible representation of $O(2r, 0)$ with highest weights

$$\begin{pmatrix} (n-r+1), \ldots, (n-r+1), \pm(n-r+1) \end{pmatrix}_{r-1}$$

A.3 Case C

In this case $G'_{v_1} = \text{Sp}(r, r)$.

Let us use the notation of Sect. 4.5. Recall that $W_\mathbb{H}$ is a $\mathbb{H}$-vector space with a Hermitian form $\langle \cdot, \cdot \rangle_\mathbb{H}$ of signature $(r, r)$. $G'_{v_1} \cong \text{Sp}(r, r)$ is the linear isometry group of $(W_\mathbb{H}, \langle \cdot, \cdot \rangle_\mathbb{H})$. We can choose an orthonormal basis $\{w_a, w_k \mid 1 \leq a \leq r, r+1 \leq k \leq 2r\}$ of $W_\mathbb{H}$ such that

$$\langle w_a, w_a \rangle_\mathbb{H} = 1, \langle w_k, w_k \rangle_\mathbb{H} = -1$$

for $1 \leq a \leq r, r+1 \leq k \leq 2r$. Define

$$W_+ = \text{span}_\mathbb{H}\{w_1, \ldots, w_r\}, W_- = \text{span}_\mathbb{H}\{w_{r+1}, \ldots, w_{2r}\}.$$  

Denote the group $\text{Sp}(W_+, \langle \cdot, \cdot \rangle_\mathbb{H})$ (or $\text{Sp}(W_-, \langle \cdot, \cdot \rangle_\mathbb{H})$ resp.) by $\text{Sp}(r, 0)$ (or $\text{Sp}(0, r)$ resp.). Then $K'_{v_1} = \text{Sp}(0, r) \times \text{Sp}(r, 0)$ is a maximal compact subgroup of $G'_{v_1}$. Let $\mathfrak{k}'_0$ be its Lie algebra and $\mathfrak{k}'$ be its complexification. Then

$$\mathfrak{k}' \cong \text{Sym}^2_\mathbb{C}(W_+) \oplus \text{Sym}^2_\mathbb{C}(W_-) \cong \mathfrak{sp}(r, 0) \otimes \mathbb{C} \oplus \mathfrak{sp}(0, r) \otimes \mathbb{C}$$
\[ \cong \mathfrak{sp}(2r, \mathbb{C}) \oplus \mathfrak{sp}(2r, \mathbb{C}). \]

First we focus on \( \text{Sp}(0, r) \). We take the complex basis \( \{ w_{r+1}, \ldots, w_{2r}, jw_{r+1}, \ldots, \} \) of \( W_- \). We have a split torus \( t \) of \( \text{sp}(2r, \mathbb{C}) \):

\[
t = \text{span}_\mathbb{C}\{ e_{a,a} - e_{a+r,a+r} \mid 1 \leq a \leq r \}.
\]

We also have a nilpotent algebra \( n \) of \( \text{sp}(2r, \mathbb{C}) \):

\[
n = \text{span}\{ e_{r+\ell, r+k} - e_{k, \ell} \mid r + 1 \leq k < \ell \leq 2r \}
\oplus \text{span}\{ e_{k, s+\ell} + e_{\ell, s+k} \mid r + 1 \leq k, \ell \leq 2r \}.
\]

The Lie algebra \( \text{sp}(0, r) \) acts by the Weil representation in the following way:

\[
\omega(e_{k, \ell} - e_{r+\ell, r+k}) = \sum_{\alpha=1}^{n} \left( u_{\alpha,k}^- \frac{\partial}{\partial u_{\alpha,\ell}^-} - u_{\alpha+n,\ell}^- \frac{\partial}{\partial u_{\alpha+n,k}^-} \right),
\]

\[
\omega(e_{k, r+\ell} + e_{\ell, r+k}) = \sum_{\alpha=1}^{n} \left( u_{\alpha,k}^- \frac{\partial}{\partial u_{\alpha+n,\ell}^-} + u_{\alpha,\ell}^- \frac{\partial}{\partial u_{\alpha+n,k}^-} \right),
\]

\[
\omega(e_{r+k, \ell} + e_{r+\ell, k}) = \sum_{\alpha=1}^{n} \left( u_{\alpha+n,\ell}^- \frac{\partial}{\partial u_{\alpha,k}^-} + u_{\alpha+n,k}^- \frac{\partial}{\partial u_{\alpha,\ell}^-} \right).
\]

Recall that in Sect. 5 we define the element \( \phi_r^+ \) using the special harmonic \( (f^-)^{n-r-1} \). Here \( (f^-) \) is as in Definition 5.2 except that we shift \( b \) to \( b+r \), where \( b \) is the second index of the variable \( u_{ab}^- \). This is because in Definition 5.2 our assumption is that \( W \) is negative definite.

Moreover it is easy to see that \( (f^-)^{n-r-1} \) is annihilated by \( n \) and has weight

\[
((n-r-1), \ldots, (n-r-1))
\]

under \( t \). So \( \phi_r^+ \) is a highest weight vector of \( \text{Sp}(0, r) \).

Similarly \( \phi_r^- \) is a lowest weight vector of \( \text{Sp}(r, 0) \) of weight

\[
(-(n-r-1), \ldots, -(n-r-1)).
\]

It generates an irreducible representation of \( \text{Sp}(r, 0) \) with highest weight

\[
((n-r-1), \ldots, (n-r-1)).
\]
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