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Abstract—Accelerated multi-modal magnetic resonance imaging (MR) imaging is a new and effective solution for fast MR imaging, providing superior performance in restoring the target modality from its undersampled counterpart with guidance from an auxiliary modality. However, existing works simply combine the auxiliary modality with the target modality, lacking in-depth investigations on the potential mechanisms for fusing different modalities. Further, they usually rely on the convolutional neural networks (CNNs), which is limited by the intrinsic locality in capturing the long-distance dependency. To this end, we propose a multi-modal transformer (MTrans), which is capable of transferring multi-scale features from the target modality to the auxiliary modality, for accelerated MR imaging. To capture deep multi-modal information, our MTrans utilizes an improved multi-head attention mechanism, named cross attention module, which absorbs features from the auxiliary modality that contribute to the target modality. Our framework provides three appealing benefits: (i) Our MTrans use an improved transformers for multi-modal MR imaging, affording more global information compared with existing CNN-based methods. (ii) A new cross attention module is proposed to exploit the useful information in each modality at different scales. The small patch in the target modality aims to keep more fine details, the large patch in the auxiliary modality aims to obtain high-level context features from the larger region and supplement the target modality effectively. (iii) We evaluate MTrans with various accelerated multi-modal MR imaging tasks, e.g., MR image reconstruction and super-resolution, where MTrans outperforms state-of-the-art methods on fastMRI and real-world clinical datasets.

Index Terms—MR imaging, multi-modal, reconstruction, super-resolution.

I. INTRODUCTION

MAGNETIC resonance (MR) imaging is rapidly becoming the dominant technique for image-guided adaptive radiotherapy because it offers better soft tissue contrast than computed tomography (CT), while avoiding radiation exposure. However, due to the physical nature of the MR imaging procedure, the scanning time can take up to tens of minutes long, which seriously affects the patient experience and leads to high costs. Therefore, accelerated MR imaging has become a hot research topic, where reconstructing images from under-sampled k-space measurements is a standard strategy. However, the aliasing artifacts caused by insufficient sampling often affect the clinical diagnosis. Therefore, the recovery of high-quality images from undersampled k-space measurements is the ultimate goal when accelerating MR imaging. Currently, mainstream methods for this include MR image reconstruction and super-resolution (SR). The former aims to remove the aliasing artifacts caused by undersampling [1]–[5], while the latter enhances the image resolution [6]–[10].

In practice, according to different acquisition sequences, the scanner usually acquires MR images with different modalities at the same time to meet the medical diagnosis. For the same subject, these modalities often have inter-modality consistent information and modality-specific information [11]. In addition, the acquisition procedures of the different modalities vary. For example, T1 and T2 weighted images (T1WIs and T2WIs), as well as proton density and fat-suppressed proton density weighted images (PDWIs and FS-PDWIs), are two pairs of images with complementary structures. As shown in Fig. 1, (a) and (b) are a pair of T1W and T2W brain MR images from the same subject of a real-world clinical dataset, where (a) provides morphological and structural information, and (b) shows edema and inflammation. Following [12], we filter out pairs of PDW and FS-PDW images from fastMRI (currently the largest available database for raw MR images), as shown in Fig. 1 (c) and (d). PDWIs provide structural information for articular cartilage, while FS-PDWIs can inhibit fat signals and highlight the structural contrast between cartilage ligaments and other tissues [13]. Generally, due to the physical characteristics of the MR imaging, T1WIs are more easily acquired than T2WIs since they require a shorter repetition time (TR) and echo time (TE) [11].
Especially in the same imaging sequence, the acquisition time of T2WI is usually longer than that of T1WI due to the longer TR time of T2, e.g., the acquisition time of T2SE is longer than T1SE [11]. Similarly, PDWIs require a shorter scan time than FS-PDWIs. In clinical settings, since different modalities can provide different information, we usually acquire multiple modalities simultaneously to facilitate the comprehensive diagnosis of disease. Therefore, we can use relatively easy-to-obtain modalities as supplementary information to guide and accelerate target modalities that are acquired with slower imaging speeds. To this end, the overall acquisition time and difficulty will be greatly reduced, which is the practical significance of our work.

From the auxiliary modality (with faster imaging speed) to help the target modality (with slower imaging speed) to obtain a high-quality image is actually a process of accelerated imaging, which has been verified by the previous works [11], [14]–[17]. For example, compressed sensing (CS), Bayesian learning, dictionary learning, and graph representation theory, have been employed to accelerate multi-modal MR imaging [18]–[20]. Bilgic et al. introduced the Joint VC (JVC) technique to the GRAPPA framework for multi-modal MRI reconstruction [21]. Gong et al. used the shareable information among multi-modal images to accelerate MR imaging [22]. More recently, deep learning has become the focus of multi-modal MR imaging studies [14], [23]. For example, Dar et al. added an auxiliary modality as prior information into the generator of a generative adversarial network (GAN) [14]. Liu et al. used an iterative network to make the shareable information among multi-modal images for accelerated MR imaging [24]. Zhang et al. applied the temporal feature fusion block based on ADMM to achieve multi-modal MRI reconstruction [25]. Lyu et al. concatenated the two modalities at the feature level of smaller size [15]. In addition, different MR image modalities have modality-specific appearances under different intensity distributions. Thus, how to effectively fuse the two modalities is an inherent problem in multi-modal MR imaging, which needs to be resolved.

On the other hand, convolutional neural networks (CNNs) struggle to fully capture global knowledge due to its intrinsic locality of convolution operations, while transformers can learn global information by modeling long-range dependency. Benefitting from this, transformers have recently achieved state-of-the-art performance on a variety of computer vision tasks [26]. For example, the Vision Transformer (ViT) divides images into small patches and uses a transformer to model the correlation between them as sequences, achieving satisfactory results in image classification [27]. The Detection Transformer (DETR) formulates target detection as an ensemble prediction task with the help of a transformer [28]. Transformers have also been used in medical imaging tasks. For example, transformers incorporated into UNet have been employed for medical image segmentation [29], [30]. Korkmaz et al. used the cross attention module to capture interactions between latent variables and image features with a deep adversarial network to solve the unsupervised MRI reconstruction problem [31]. Feng et al. applied the task transform module, which is evolved from self-attention module of CNN, to transmit and share the representations between multiple tasks [32].

Although transformers have been applied to MR image reconstruction, these efforts are focused on a single modality in the basic transformer framework, ignoring the correlation between different modalities, especially in different scales. To this end, in this work, we investigate how to design a powerful transformer model capable of learning multi-modal representations to enhance various accelerated MR imaging tasks. We propose a multi-modal transformer (MTrans) to fuse the informative features from MR imaging scans of different modalities based on a multi-modal transformer. Our method utilizes multi-scale patches generated by the two-branch transformer to represent different modalities, and merges them to complement each other. Another key contribution of our work is to develop a feature fusion strategy for multi-modal MR imaging transformers, which, to the best of our knowledge, has not yet been investigated. This is achieved with our effective multi-modal cross attention modules, each of which takes the features from the other branch as keys and values, employing them for effectively querying, and obtain useful information from the other modality. In addition, the multi-scale patches for two branches can capture high-level context features and local details to complement each other.

Overall, the main contributions of our work are as follows:

- We propose a novel transformer architecture, named MTrans, to accelerate multi-modal MR imaging. Benefited from the advantage of transformer, our work is able to capture rich global knowledge compared with the existing CNN-based methods.1

- We introduce a cross attention module to effectively extract useful information in each branch and then combine the features from multiple scales to afford both high-level context features from the larger region and local details to complement each other.

- We evaluate our method on two fast MR imaging tasks, e.g., image reconstruction and SR, on fastMRI and a raw MR image datasets. The results show that our method is superior to other multi-modal MR imaging models in both qualitative and quantitative evaluation.

II. RELATED WORK
A. Deep Learning for Accelerated MR Imaging

Image reconstruction and SR techniques can improve image quality without changing the MR image acquisition hard-

1Code is available at: https://github.com/chunmeifeng/MTrans.
Multi-modal fusion allows multiple modalities to be combined in a new space by taking advantage of complementarities between data, which is more robust than using any single modality as input. Recently, multi-modal technology has also been used widely in medical imaging [11], [14]–[16], [23], [59]. For example, a hybrid-fusion network was designed for multi-modal MR image synthesis [60]. Xiang and Dar et al. simply concatenated the two modalities as input to guide the reconstruction and SR of the target modality [11], [14]. Sun et al. sent the different modalities into the network together to restore them simultaneously [23]. For the MR image SR task, Lyu et al. concatenated the two modalities acquired from the MR image scanner. We can obtain the corresponding fully sampled image by \( x = \mathcal{F}^{-1}(y) \), where \( \mathcal{F}^{-1} \) is an inverse 2D fast Fourier transform (FFT). In clinical practice, as only the magnitude images are visible, hospitals usually retain these for medical diagnosis. However, in this work, all data (e.g., the zero-filled image for reconstruction and LR image for SR) are obtained from real MR image \( k \)-space data to explore the effectiveness of accelerated MR imaging. This is an important point that has been neglected by current fast multi-modal MR imaging methods. In this work, we consider two kinds of accelerate MR imaging techniques, including (i) reconstructing a clear image from an image corrupted by aliasing artifacts (undersampled image) and (ii) restoring an SR image from a degraded image.

### B. Multi-Modal Medical Image Representation

Multi-modal fusion allows multiple modalities to be combined in a new space by taking advantage of complementarities between data, which is more robust than using any single modality as input. Recently, multi-modal technology has also been used widely in medical imaging [11], [14]–[16], [23], [59]. For example, a hybrid-fusion network was designed for multi-modal MR image synthesis [60]. Xiang and Dar et al. simply concatenated the two modalities as input to guide the reconstruction and SR of the target modality [11], [14]. Sun et al. sent the different modalities into the network together to restore them simultaneously [23]. For the MR image SR task, Lyu et al. concatenated the two modalities on the features of smaller size [15], while Zheng et al. concatenated them on the original image size [16]. Dai et al. used the transformer to establish long-range dependencies from the decomposed multi-modal image patches for MRI classification [61]. Li et al. integrated tensor modeling and deep learning for solving the multi-modal MR image processing problems [62]. However, these existing multi-modal methods simply add the auxiliary modality as prior information for the target modality to improve the image quality; fusing the two modalities has not been explored [11], [14], [15], [23].

### III. Overview of Accelerated MR Imaging

Let \( y \) represent the complex-valued, fully sampled \( k \)-space acquired from the MR image scanner. We can obtain the corresponding fully sampled image by \( x = \mathcal{F}^{-1}(y) \), where \( \mathcal{F}^{-1} \) is an inverse 2D fast Fourier transform (FFT). In clinical practice, as only the magnitude images are visible, hospitals usually retain these for medical diagnosis. However, in this work, all data (e.g., the zero-filled image for reconstruction and LR image for SR) are obtained from real MR image \( k \)-space data to explore the effectiveness of accelerated MR imaging. This is an important point that has been neglected by current fast multi-modal MR imaging methods. In this work, we consider two kinds of accelerate MR imaging techniques, including (i) reconstructing a clear image from an image corrupted by aliasing artifacts (undersampled image) and (ii) restoring an SR image from a degraded image.

### A. Accelerating MR Imaging by Reconstruction

Let \( M \) be the binary mask operator. We can obtain the undersampled \( k \)-space data by \( \hat{y} = M \odot y \), where \( \odot \) denotes element-wise multiplication. In this work, we use random masks with 6× acceleration to select a subset of the \( k \)-space points. Accordingly, the zero-filled image can be obtained by \( \hat{x} = \mathcal{F}^{-1}(\hat{y}) \). Different from current efforts, which address the task by directly restoring \( x \) from \( \hat{y} \) or \( \hat{x} \), we introduce an image from an additional modality with the same structural information to restore the target modality.

### B. Accelerating MR Imaging by Super-Resolution

The training phases of previous MR image SR methods usually add Gaussian blurs to the downsampled amplitude image to obtain an LR image [63]. However, simply reducing the image size in the image domain contradicts the actual MR image acquisition process. Following [6], we first truncate the outer part of the fully sampled \( k \)-space \( y \) by a desired factor to degrade the resolution, and then apply \( \mathcal{F} \) to obtain the degraded LR image \( \bar{x} \). This better mimics the real image acquisition process and avoids checkerboard artifacts.

### IV. Proposed MTrans Architecture

In our MTrans, the image patches are processed into a series of linearly embedded sequences to create a dual-branch structure. As shown in Fig. 2, the overall architecture of
our MTrans consists of three components. Specifically, two heads are employed for extracting modality-specific features of different scales from the multi-modal input images (e.g., a fully sampled auxiliary modality image \( x_{aux} \) of large patch size with target zero-filling \( z_{tar} \) or the LR image \( z_{tar} \); a multi-modal transformer for aggregating the different modalities; and two tails in the target modality for mapping the features into restored images.

\[ N = \frac{HW}{P} \]

is the number of patches or the length of the sequence for the transformer, and \( P \) is the resolution of each image patch. Similarly, we reshape the features of the target modality \( F_{tar} \) into patches \( F_{tar}^p \in \mathbb{R}^{(\frac{L}{P})^2 \times C}, i = \{1, \ldots, N\} \). Note that the resolution of the target image patch is a quarter the size of the auxiliary modality. We use the different-sized image patches in the auxiliary and target modalities to produce stronger image features. Then, learnable position encodings \( E_{tar}^p \in \mathbb{R}^{(\frac{L}{P})^2 \times C} \) for the target branch and \( E_{aux}^p \in \mathbb{R}^{P^2 \times C} \) for the auxiliary modality are added to each branch to maintain the position information of each image patch [27], [28]:

\[
\begin{align*}
  z_{tar}^0 &= [E_{tar1}^p + F_{tar1}^p + F_{tar2}^p + \ldots + F_{tar}^p], \\
  z_{aux}^0 &= [E_{aux1}^p + F_{aux1}^p + F_{aux2}^p + \ldots + F_{aux}^p].
\end{align*}
\]

where \( z_{tar}^0 \in \mathbb{R}^{(\frac{L}{P})^2 \times C} \) and \( z_{aux}^0 \in \mathbb{R}^{P^2 \times C} \) are the position-embedded patches of the target and auxiliary modality, which are sent to a series of cascaded cross transformer encoder modules (see Fig. 3(a)). Each cross transformer encoder consists of two components, e.g., a cross transformer encoder \( tar \) for the target modality and cross transformer encoder \( aux \) for the auxiliary modality. Note that encoder \( tar \) fuses the features from the auxiliary modality, while encoder \( aux \) fuses the features from the target modality. Such a cross pattern ensures that each branch learns important information from the other modality. The green arrows in Fig. 3(a) correspond to information updating for the modality of the current branch, and the red arrows facilitate information exchange between the two modalities. We can formulate our multi-modal transformer as:

\[
[z_{tar}^N, z_{aux}^N] = M^N(z_{tar}^0, z_{aux}^0),
\]

where \( M^N \) is the multi-modal transformer module consisting of the \( N \)-th cross transformer encoder, and \( z_{tar}^N \in \mathbb{R}^{\frac{L}{P} \times C} \) and \( z_{aux}^N \in \mathbb{R}^{P^2 \times C} \) are the output sequences of the multi-modal transformer.

1) Cross Transformer Encoder: Our cross transformer encoder aims to effectively fuse the two modalities. As shown in Fig. 3(b), the position-embedded patches \( z_{tar}^p, z_{aux}^p \) are first linearly projected (LP) to align their dimensions, which can
be formulated as:
\[
\begin{align*}
\mathbf{z}_{\text{tar}}^{lp} &= \text{LP}(\mathbf{z}_{\text{tar}}^0), \quad \mathbf{z}_{\text{tar}}^{lp} \in \mathbb{R}^{P \times C}, \\
\mathbf{z}_{\text{aux}}^{lp} &= \text{LP}(\mathbf{z}_{\text{aux}}^0), \quad \mathbf{z}_{\text{aux}}^{lp} \in \mathbb{R}^{(P') \times C},
\end{align*}
\]
(3)
where \(\mathbf{z}_{\text{tar}}^{lp}\) and \(\mathbf{z}_{\text{aux}}^{lp}\) are the aligned features. These features are sent to the cross attention module and a layernorm to fuse the two modalities. Then, followed by [64], we use a feed-forward network (FFN), which consists of two linear transformations with a ReLU activation in between, to project the feature obtained by the cross attention to a larger space and extract the required information. This can be formulated as:
\[
\begin{align*}
\mathbf{z}_{\text{tar}}^{CA} &= \text{CA}_{\text{tar}} \left( \text{LN}(\mathbf{z}_{\text{tar}}^{lp}, \mathbf{z}_{\text{aux}}^{lp}) \right) + \mathbf{z}_{\text{tar}}^{lp}, \\
\mathbf{z}_{\text{aux}}^{CA} &= \text{CA}_{\text{aux}} \left( \text{LN}(\mathbf{z}_{\text{aux}}^{lp}, \mathbf{z}_{\text{tar}}^{lp}) \right) + \mathbf{z}_{\text{aux}}^{lp}, \\
\mathbf{z}_{\text{tar}}^{0} &= \text{LP} \left( \text{FFN} \left( \text{LN}(\mathbf{z}_{\text{tar}}^{CA}) \right) + \mathbf{z}_{\text{tar}}^{CA} \right), \\
\mathbf{z}_{\text{aux}}^{0} &= \text{LP} \left( \text{FFN} \left( \text{LN}(\mathbf{z}_{\text{aux}}^{CA}) \right) + \mathbf{z}_{\text{aux}}^{CA} \right),
\end{align*}
\]
(4)
where \(i = [1, 2, \ldots, N]\), \(\text{CA}_{\text{tar}}\) and \(\text{CA}_{\text{aux}}\) are the cross attention modules for different modalities. \(\text{LN}\) denotes the layer normalization that aims to normalize the hidden layer in the neural network to the standard normal distribution to accelerate training speed and convergence [64]. The output sequence features \(\mathbf{z}_{\text{aux}}^{0}\) and \(\mathbf{z}_{\text{tar}}^{0}\) of the two branches are saved as the input of the next cross transformer encoder.

2) Cross Attention Module: Our cross attention module is an improved multi-head attention module which absorbs features from the auxiliary modality that contribute to the target modality. Specifically, in order to fuse the different modalities more efficiently and effectively, the features in the current branch serve as a query that interacts with the features from the other branch through attention. Note that the query features have already been dimensionally aligned with the features from the other branch. In other words, the feature sizes in the two branches are different. This allows our cross attention fusion module to learn both high-level context features and local details. An illustration of our symmetric cross attention module is shown in Fig. 3(c). For the target branch, we use the aligned features \(\mathbf{z}_{\text{tar}}^{lp}\) after layer normalization \(\text{LN}(\mathbf{z}_{\text{tar}}^{lp}) \in \mathbb{R}^{P \times C}\) as the query \((\mathbf{Q})\), and concatenate them with the features from the auxiliary branch \(\text{LN}(\mathbf{z}_{\text{aux}}^{lp}) \in \mathbb{R}^{P \times C}\) to serve as the key \((\mathbf{K})\) and value \((\mathbf{V})\). Similarly, for the auxiliary branch, the aligned features \(\mathbf{z}_{\text{aux}}^{lp}\) after layer normalization \(\text{LN}(\mathbf{z}_{\text{aux}}^{lp}) \in \mathbb{R}^{(P') \times C}\) serve as \(\mathbf{Q}\), and these are concatenated with the features from the target branch \(\text{LN}(\mathbf{z}_{\text{tar}}^{lp}) \in \mathbb{R}^{(P') \times C}\) to serve as \(\mathbf{K}\) and \(\mathbf{V}\). Then, the correspondence between the two modalities in each branch can be found using the following bilinear model:
\[
\mathbf{z}^{ia} = \text{softmax} \left( \frac{\mathbf{QK}^T}{\sqrt{D/h}} \right) \mathbf{V},
\]
(5)
where \(\mathbf{z}^{ia}\) can be expressed as \(\mathbf{z}_{\text{tar}}^{ia}\) for the target branch, and \(\mathbf{z}_{\text{aux}}^{ia}\) for the auxiliary branch, \(\mathbf{D}\) is the embedding dimension of \(\text{LN}\) and \(h\) is the number of heads in the cross attention mechanism. Finally, the outputs \(\mathbf{z}_{\text{tar}}^{CA}\) and \(\mathbf{z}_{\text{aux}}^{CA}\) of a cross attention module can be defined as follows:
\[
\begin{align*}
\mathbf{z}_{\text{tar}}^{CA} &= \text{LP}(\mathbf{z}_{\text{tar}}^{ia} + \text{LN}(\mathbf{z}_{\text{aux}}^{lp})), \\
\mathbf{z}_{\text{aux}}^{CA} &= \text{LP}(\mathbf{z}_{\text{aux}}^{ia} + \text{LN}(\mathbf{z}_{\text{tar}}^{lp})).
\end{align*}
\]
(6)
To qualitatively evaluate the mechanism of our cross attention module, we visualize the cross attention map of four cascaded cross transformer encoders in Fig. 4, in which the four bright spots indicate the areas focused by the four heads [65]. As can be observed, with the number of network layers deepens, the attention of the network gradually moves towards the middle (object) region. Specifically, attention maps
from different stages focus on different regions of the image (e.g., the shallow stages mainly focus on the background area, and the deep stages mainly focuses on the object area). Obviously, the information in the background area is useless for the MR image reconstruction. The goal of the cross-attention module is to effectively integrate two modalities, thereby the clear structural information can be learned from the auxiliary branch to assist the reconstruction of target modality. The attention of the network in this figure is gradually moving towards the object region, which precisely indicates that the cross-attention mechanism can push the network to learn clear structural details from the object region in the auxiliary modality.

C. Tails

Finally, the outputs of the multi-modal transformer encoder $z_{tar}^{N}$ and $z_{aux}^{N}$ are fed into two tail modules to predict the restored images, each of which consists of a $1 \times 1$ convolutional layers:

$$x_{tar}^{'} = \text{Tail}_{tar}(z_{tar}^{N}), \text{ and } x_{aux}^{'} = \text{Tail}_{aux}(z_{aux}^{N}).$$

(7)

For the reconstruction task, each tail module consists of three convolutional layers. Please note, for the SR task, we add a sub-pixel convolutional layer [66] to $\text{Tail}_{tar}$ to upscale the output $x_{tar}^{'}$ is an image of size $H \times W$.

D. Loss

Following [67], [68], we simply use the $L_1$ loss to evaluate our results:

$$L = \frac{1}{M} \sum_{m=1}^{M} \alpha \| x_{tar}^{m} - x_{tar}^{m} \|_1 + (1 - \alpha) \| x_{aux}^{m} - x_{aux}^{m} \|_1,$$

(8)

where $\alpha$ weights the trade-off between the two modalities, and $M$ is the number of training samples. Note that the loss on the auxiliary modality is to encode the auxiliary modality and ensure that the features of the auxiliary modality can be fully extracted.

V. EXPERIMENTS

In this section, we first introduce the datasets and baselines used in our experiments, followed by the implementation details. Then, we summarize and analyze the experimental results. Finally, we conduct an ablation study to investigate the effectiveness of our multi-modal strategies.

A. Implementation Details

1) Datasets: We use three raw MR image datasets to evaluate our method: (1) fastMRI [69] is the largest open-access raw MR image dataset, officially provided at https://fastmri.med.nyu.edu/. Following [12], we filter out 227 and 24 pairs of PDWI and FS-PDWI knee volumes for training and validation. PDWIs are used to guide the restoration of the FS-PDWI modality. (2) uiMRI was collected using a 3T system (provided by United Imaging Healthcare uMR 790; informed written consent was obtained from all the subjects, and all experiments were carried out in accordance with the approved guidelines) with two different protocols (whole brain T1WI and T2WI $k$-space sampling) on 400 subjects. The slice thickness is 4 mm and matrix size is $320 \times 320 \times 19$. The uiMRI dataset is split subject-wise with a ratio of 7:1:2 for the training/validation/test sets, where T1WI is the auxiliary modality and T2WI is the target modality. All the experimental datasets are aligned through affine registration before our experiments. (3) Multi-coil dataset was collected using a clinical 3T Siemens Magnetom Skyra scanner, including 20 paired PD and PDSF knee subjects with 15 coils and a matrix size of $320 \times 320 \times 20$ [70]. For the fastMRI and uiMRI datasets, the model was trained on the single-coil magnitude images. Note that the undersampled data was obtained on the original $k$-space domain. For the multi-coil dataset, the model was trained on the multi-coil complex images with real and imaginary channel inputs. For the final single-channel reconstruction, the coil sensitivity maps derived from ESPiRiT are used for coil combination [71].

For the reconstruction task, we use the random and Equi-spaced undersampling patterns with $4 \times$, $6 \times$ and $8 \times$ accelerations. For the SR task, we use $2 \times$ enlargement for both fastMRI and uiMRI to evaluate the effectiveness of our method. The LR image was obtained by truncating the outer part of the fully sampled $k$-space $y$ with the desired factor to degrade the resolution, and then applying $\mathcal{F}$ to obtain the degraded LR image $\hat{x}$. This process mimics the real image acquisition process and avoids checkerboard artifacts [6].

2) Baselines and Training Details: We compare our model with the following single- and multi-modal algorithms. Hyper-parameter optimization for each baseline in our experiments is performed via cross-validation. Single-modal MR image reconstruction/SR methods include: The most popular SR method (EDSR) [72], where Adam is adopted as the optimizer and the learning rate is initialized as $10^{-4}$; The end to end architecture, UNet, provided by fastMRI [69], which is retrained with SGD optimizer and a learning rate of $1e^{-4}$; A standard transformer framework that contains an encoder-decoder structure with multi-head attention for MR image reconstruction/SR (TransMRI) [64], where the image has been split into patches and treated the same way as tokens (words); MoDL [3], a model-based unrolled architecture for inverse problems, where the number of layers is set to 5 and number of iterations is set to 10; and LORAKS [73], a classic compressed-sensing method, where the regularization parameters is set to $10^{-10}$, the matrix rank is set to 50, and the $k$-space neighborhood is set to 5. Multi-modal reconstruction/SR
methods include: A DenseUNet model for multi-modal MR image reconstruction, called MDUNet [11], where Adam is adopted as the optimizer and the learning rate is initialized as $10^{-4}$; HyperDense-Net [74], a multi-modal segmentation method with feature fusion at intermediate layers; Transmed [61], a transformer-based classification method that tries to establish long-range dependencies from the decomposed multi-modal image patches, where SGD is adopted as the optimizer and the learning rate is $10^{-3}$; A conditional GAN framework for multi-modal MR image reconstruction, named rsGAN [14], where the hyperparameters $\lambda_p$ is set to 100 and $\lambda_{perc}$ is set to 70; A non-progressive multi-modal MR image SR network called PRO [15], where the hyperparameters $\lambda_1$, $\lambda_2$, and $\lambda_3$ in the objective function of the generator are set to $10^{-1}$, $10^{-2}$, and $10^{-11}$; and a deep CNN model for multi-modal MR image SR named MCSR [16], where the hyperparameters $\lambda_1$ and $\lambda_2$ are set to 0.6 and 0.4, respectively. For the multi-coil data, we use traditional multi-coil imaging methods (SPIRiT [75] and L1-SPIRiT [76], where the kernel size is set to $5 \times 5$.) as well as CNN-based methods (VN-Net [70] and MoDL [3] as the baselines. For some of the methods in the baselines which have data consistency, we still retain their original structure and ensure that the training is performed under optimal parameters.

Our model is implemented in PyTorch with four NVIDIA Tesla V100 GPUs and 32GB of memory per card. We use the SGD optimizer with a learning rate of 1e-4 and a mini-batch size of 8, and train our model over 50 epochs. The parameter $\alpha$ is set to 0.9, the effectiveness of which is verified in the ablation studies. The number of cross attention heads is set to 4, and the number of channels $C$ in the feature map generated by Head$_{tar}$ and Head$_{aux}$ is set to 16. We use $N = 4$ cross transformer encoders in our network. For quantitative study, peak signal-to-noise ratio (PSNR), structural similarity index (SSIM) and normalized mean square error (NMSE) are used to evaluate the performance of our method [69]. The various forms of our multi-modal fusion strategies will be discussed in the ablation studies.

### B. Results on MR Image Reconstruction

1) Quantitative Evaluation: We evaluate our reconstruction results by computing the SSIM, PSNR, and NMSE between the restored image and the fully sampled ground truth image. In Table I, we show the results of our reconstruction over the two raw MR image datasets. The first row provides the single-modal MR image reconstruction methods, while the second row includes the CNN-based and transformer-based

---

**TABLE I**

| Method      | SSIM $\pm$ | PSNR $\pm$ | NMSE $\pm$ | $P$ values |
|-------------|------------|------------|------------|------------|
| Zero-filling| 0.425 $\pm$ 0.02 24.5 $\pm$ 1.37 | 0.035 $\pm$ 0.05 | 0.001 $\pm$ 0.001 | 0.001 $\pm$ 0.001 |
| LORAKS [69] | 0.530 $\pm$ 0.07 | 26.0 $\pm$ 1.03 | 0.050 $\pm$ 0.02 | 0.001 $\pm$ 0.001 | 0.001 $\pm$ 0.001 |
| MoDL [3]    | 0.576 $\pm$ 0.04 | 27.7 $\pm$ 0.96 | 0.047 $\pm$ 0.01 | 0.000 $\pm$ 0.001 | 0.001 $\pm$ 0.001 |
| TransMRI [64] | 0.607 $\pm$ 0.05 | 28.4 $\pm$ 0.81 | 0.038 $\pm$ 0.01 | 0.000 $\pm$ 0.001 | 0.001 $\pm$ 0.001 |
| Transmed [61] | 0.609 $\pm$ 0.06 | 28.4 $\pm$ 0.99 | 0.040 $\pm$ 0.03 | 0.001 $\pm$ 0.001 | 0.001 $\pm$ 0.001 |
| HyperDense-Net [70] | 0.600 $\pm$ 0.04 | 28.3 $\pm$ 1.00 | 0.038 $\pm$ 0.02 | 0.000 $\pm$ 0.001 | 0.001 $\pm$ 0.001 |
| MDUNet [11] | 0.600 $\pm$ 0.05 | 28.6 $\pm$ 1.00 | 0.040 $\pm$ 0.01 | 0.000 $\pm$ 0.001 | 0.001 $\pm$ 0.001 |
| rsGAN [14] | 0.608 $\pm$ 0.04 | 28.6 $\pm$ 1.03 | 0.033 $\pm$ 0.02 | 0.000 $\pm$ 0.001 | 0.001 $\pm$ 0.001 |
| MTrans | 0.638 $\pm$ 0.03 | 29.3 $\pm$ 0.89 | 0.030 $\pm$ 0.01 | 0.000 $\pm$ 0.001 | 0.001 $\pm$ 0.001 |
| Zero-filling | 0.700 $\pm$ 0.09 | 27.9 $\pm$ 1.47 | 0.067 $\pm$ 0.010 | 0.001 $\pm$ 0.001 | 0.000 $\pm$ 0.001 |
| LORAKS [69] | 0.746 $\pm$ 0.07 | 27.5 $\pm$ 1.27 | 0.057 $\pm$ 0.005 | 0.001 $\pm$ 0.001 | 0.000 $\pm$ 0.001 |
| MoDL [3]    | 0.826 $\pm$ 0.04 | 28.4 $\pm$ 1.16 | 0.048 $\pm$ 0.007 | 0.000 $\pm$ 0.001 | 0.001 $\pm$ 0.001 |
| TransMRI [64] | 0.861 $\pm$ 0.02 | 28.9 $\pm$ 1.32 | 0.044 $\pm$ 0.005 | 0.000 $\pm$ 0.001 | 0.001 $\pm$ 0.001 |
| Transmed [61] | 0.879 $\pm$ 0.04 | 28.9 $\pm$ 0.99 | 0.040 $\pm$ 0.04 | 0.001 $\pm$ 0.002 | 0.000 $\pm$ 0.001 |
| HyperDense-Net [70] | 0.880 $\pm$ 0.04 | 28.7 $\pm$ 1.11 | 0.038 $\pm$ 0.006 | 0.000 $\pm$ 0.002 | 0.001 $\pm$ 0.001 |
| MDUNet [11] | 0.900 $\pm$ 0.03 | 30.0 $\pm$ 1.50 | 0.034 $\pm$ 0.006 | 0.000 $\pm$ 0.001 | 0.000 $\pm$ 0.001 |
| rsGAN [14] | 0.908 $\pm$ 0.03 | 30.7 $\pm$ 1.42 | 0.038 $\pm$ 0.005 | 0.000 $\pm$ 0.001 | 0.001 $\pm$ 0.000 |
| MTrans | 0.933 $\pm$ 0.02 | 31.7 $\pm$ 1.13 | 0.034 $\pm$ 0.004 | 0.000 $\pm$ 0.001 | 0.000 $\pm$ 0.001 |

**Fig. 5.** Comparison of different methods in terms of reconstruction results on the uiMRI dataset. Reconstructed images and error maps are presented with corresponding quantitative measurements in PSNR/SSIM. The more obvious errors, the worse the restoration results. The first three methods represent the single-modal results, while the last three represent the multi-modal results.

**Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.**
multi-modal methods and our multi-modal transformer model. From the results, we find that the PSNR and SSIM values of the single-modal UNet are relatively low, especially on the uiMRI dataset. Similarly, the results of the standard single-modal transformer framework TransMRI are lower than other multi-modal methods. However, with the help of the auxiliary modality, the PSNR, SSIM, and NMSE of Transmed, HyperDense-Net, MDUNet, and rsGAN are improved to a certain degree. Thus, we can conclude that the auxiliary modality is complementary to the target modality. However, these methods do not explore complementary information of different modalities at multiple scales. Our MTrans achieves 29.3 dB and 28.4 dB in PSNR on the fastMRI dataset, 31.7 dB, and 30.8 dB on uiMRI.

2) Qualitative Evaluation: For qualitative analysis, we provide the reconstruction results on the uiMRI dataset in Fig. 5. The more obvious the structure in the blue error map, the worse the restoration. As can be seen, reconstructions with zero-filling produce significant aliasing artifacts and lose anatomical details. The first two rows in Fig. 5 show the reconstruction results of single-modal methods. Compared with zero-filling, single-modal methods can somewhat improve the reconstruction. However, multi-modal methods (the last two rows in Fig. 5) provide even further improvements, as verified by their corresponding error maps. Notably, our method yields the lowest reconstruction error, better preserving important anatomical details.

C. Results on MR Image Super-Resolution

1) Quantitative Evaluation: We evaluate our MTrans with the competing baseline methods on the SR task in Table II. This table summarizes the 2× enlargement results of all methods on the two raw MR image datasets. Similar to Table I, the first row shows the single-modal MR image SR methods, while the second row includes the CNN-based multi-modal methods as well as our multi-modal transformer model. As can be seen from the table, the SR results are similar to those obtained for reconstruction. Specifically, the single-modal architectures, whether based on CNNs or transformers, are not as effective as the multi-modal methods. However, the multi-modal CNN methods are not as effective as our model. For example, our method improves the PSNR result of the best multi-modal CNN method from 31.0 dB to 31.9 dB on the fastMRI dataset, while on the uiMRI dataset it increases it from 34.8 dB to 36.1 dB. These results further confirm the effectiveness of our multi-modal approach.

2) Qualitative Evaluation: Fig. 6 shows the 2× enlargement of target modality images from fastMRI. The first two rows show the images restored by the single-modal methods, while the last two provide show the results of the multi-modal methods. From this figure, we can see that the basic structure of the image can be restored by single-modal methods (e.g., EDSR and TransMRI). However, the methods based on multi-modal fusion significantly improve the results, with smaller errors and clearer structures. In particular, our MTrans produces high-quality images with clear details, minimal checkerboard effects, and less structural loss. Further, our method can effectively restore the entire structure of the knee. This superior performance is attributed to the fact that our MTrans can effectively aggregate MR image information from different modalities to obtain stronger features.

TABLE II

| Method   | Dataset | $2\times$ | $\text{SSIM}^*$ | $\text{PSNR}^*$ | $\text{NMSE}$ | $P$ values |
|----------|---------|-----------|-----------------|-----------------|--------------|------------|
| MTrans   | fastMRI | 31.9±1.19 | 0.031±0.02      | --              |              |            |
| PRO      | uiMRI   | 31.4±1.1 | 0.031±0.02      | --              |              |            |
| MCSR     | uiMRI   | 30.8±1.07 | 0.031±0.01      | --              |              |            |
| HyperDense-Net | uiMRI | 30.8±1.07 | 0.031±0.01 | -- |              |            |
| Transmed | uiMRI   | 30.8±1.07 | 0.031±0.01      | --              |              |            |
| TransMRI | uiMRI   | 30.8±1.07 | 0.031±0.01      | --              |              |            |

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
D. Results on Multi-Coil Data

To verify the effectiveness of our method on the multi-coil data, we compare our method with various multi-coil reconstruction methods in Table III. As can be seen from this table, the results of model-based methods, such as VN-NET and MoDL, are better than that of traditional methods SPIRiT and L1-SPIRiT. However, benefiting from powerful multi-modal information, our method achieves the best PSNR and SSIM results. We also show the reconstruction images and corresponding error maps in Fig. 7. As can be seen from this figure, our method achieves the lowest texture error and provides results that are very close to the ground-truth. This proves that our method is also effective in multi-coil scenarios.

E. Statistical Analysis

Aside from the quantitative evaluation of the two tasks, we also performed a statistical significance analysis to prove the effectiveness of our method. Here, following [77], we used paired Student’s t-test to evaluate the significant difference between the two methods. As can be seen from the $P$ values in Tables I and II, for the $p$-values that are greater than 0.001, we report the specific values, while those less than 0.001 will not be given specific values. Our results and those given by the comparison methods are statistically different in nearly all cases with $p$-values smaller than 0.001. For only few cases as the reviewers have mentioned, we observed that the $p$-values are actually a little bit large than 0.001, but still smaller than 0.05. It is worth noting that our method still has a statistically significant improvement over the various multi-modal baselines. This supports our previous discussion that our method can transfer multi-scale features from the target modality to the auxiliary modality, resulting in higher quality target images, even compared to the currently available state-of-the-art methods.

F. Ablation Studies

In this section, we first investigate the effectiveness of our approach by comparing it with different fusion strategies. Then, we analyze the trade-off effects between the two modalities.

1) Comparison With Joint Reconstruction: Here, we test whether our method is still effective when both the auxiliary modality and the target modality need to be reconstructed. We record the reconstruction results under the random undersampling pattern with $4\times$ acceleration in Fig. 9, where MTJoint represents our model, but the input target and auxiliary modalities are both undersampled images, where Tar represents the target modality and Aux represents the auxiliary modality.

| Multi-coil Method | SSIM$\uparrow$ | PSNR$\uparrow$ | NMSE$\downarrow$ | $P$ values |
|-------------------|------------|-----------|-----------|---------|
| SPIRiT [73]       | 0.782±0.07 | 32.1±0.91 | 0.037±0.02 | < 0.001 < 0.001 < 0.001 |
| L1-SPIRiT [73]    | 0.830±0.05 | 33.1±0.72 | 0.032±0.03 | < 0.001 < 0.001 < 0.001 |
| VN-NET [73]       | 0.900±0.05 | 36.0±0.55 | 0.060±0.03 | < 0.001 < 0.001 < 0.001 |
| MoDL [3]          | 0.902±0.04 | 36.2±0.77 | 0.028±0.02 | < 0.001 < 0.001 < 0.001 |
| MTrans            | 0.932±0.03 | 37.2±0.49 | 0.022±0.02 | —        |

TABLE III

AVERAGE (WITH STANDARD DEVIATION) MULTI-COIL RECONSTRUCTION RESULTS, IN TERMS OF SSIM, PSNR AND NMSE, UNDER DIFFERENT UNDERSAMPLING PATTERNS. THE BEST AND SECOND-BEST RESULTS ARE MARKED IN RED AND BLUE, RESPECTIVELY. $P < 0.001$ WAS CONSIDERED AS A STATISTICALLY SIGNIFICANT LEVEL.
the auxiliary modality, respectively. Note that this result is much higher than the baselines in both single- and multi-modal, see Table I. For the target modality, MTrans provides higher results than MTJoin. This is mainly because the auxiliary modality in MTrans are fully sampled and can provide detailed supplementary information. However, the results of MTJoin demonstrate that MTrans is a powerful method that can deal with the case that both the auxiliary modality and the target modality are undersampled.

2) Comparison of Different Fusion Schemes: To evaluate the effectiveness of the key components in our model, we study two models in the ablation study. The first is a multi-modal transformer with early fusion, named ETransMRI, where the different modalities are fused as input. ITransMRI is modified from our cross multi-modal transformer, TransMRI. Different from TransMRI, it performs single-scale (large-scale patches in the two branches) fusion with both the auxiliary and target modalities. STransMRI is derived from our method but the two branches use the small-sized image patch. We summarize the reconstruction and SR results on fastMRI and uMRI in Table IV and Table V, respectively. As can be seen, ETransMRI obtains the worst performance, which supports our conclusion that feature-level fusion can provide richer supplementary information than simple fusion. Since early fusion does not learn information at the feature level, it is not the most effective strategy for accelerating multi-modal MR imaging. In addition, because the multi-modal features fused by ITransMRI and STransMRI are with the same size, and different-scale information cannot be extracted between the two modalities, the restoration results of ITransMRI are not the best. The results of STransMRI are lower than MTransMRI. In addition, the number of parameters of STransMRI is larger than that of TransMRI. In contrast, our MTrans inherits the fusion information of different modalities at multiple scales, enhances the fusion features, and captures both high-level context features and local details. The results in this section also demonstrate its strong ability to mine key information for guiding the target modality.

To qualitatively analyze the different fusion schemes, we show visual results on fastMRI with error maps in Fig. 8. The first two are the reconstruction results, while the last two rows are the SR results. From this figure, we can see that both ITransMRI and ETransMRI can effectively restore the image. However, MTrans achieves the lowest texture error, and provides results that are almost as clear as the ground truth. This indicates that our cross attention in the multi-modal transformer is effective for acceleratiing multi-modal MR imaging in both reconstruction and super-resolution.

3) Comparison With CNN-Based Attention Schemes: To investigate the limitations of CNN, we compared our MTrans with self-attention (CNN-SA) and channel-spatial-attention (CNN-CSA) mechanisms, which are based on CNN [78]. As can be seen from Table VII, with the help of the self-attention and cross attention, the results of CNN-SA and CNN-CSA is still lower than that of MTrans in both reconstruction and SR. Because the transformer also uses the multi-head attention rather than calculating just one self-attention, this allows the model to deal with different presentation sub-spaces at different locations. Therefore, compared with CNN-SA and CNN-CSA, transformer-based method has stronger capabilities in modeling long-range dependency.

4) Baseline Comparisons With Same Loss: To demonstrate the benefits owe to our network architecture rather than the loss functions, we modify all the baselines to use the same loss function as ours. In Table VIII, we report the reconstruction results under the random sampling pattern with 4 × acceleration and SR results with 2 × enlargement. For the multi-modal classification methods HyperDense-Net [74] and Transmed [61], we have already changed the classification loss to $L_1$ loss in Table I. For UNet [69], TransMRI [64], and EDSR [72], the original supervised loss is $L_1$ loss. Therefore, we retained the other methods with the same loss as ours. For rsGAN [14] and PRO [15], we remove the discriminators including the perceptual loss and adversarial loss, and use $L_1$ as the supervised loss. For LORAKS [73], MoDL [3], MDUNet [11], and MCSR [16], we change the MSE loss as $L_1$ loss. As can be seen from this table, without the discriminator, the PSNR and SSIM results of both rsGAN [14] and

**TABLE IV**

| ABLATION STUDY (WITH STANDARD DEVIATION) OF DIFFERENT FUSION STRATEGIES IN OUR METHOD REGARDING THE RECONSTRUCTION RESULTS. $P < 0.001$ WAS CONSIDERED AS A STATISTICALLY SIGNIFICANT LEVEL. THE PAIRED STUDENT’S $T$-TEST RESULTS SHOW STATISTICAL DIFFERENCE ($P < 0.001$) |
|---|---|---|---|---|---|---|
| Method | SSIM* | PSNR* | NMSE | SSIM* | PSNR* | NMSE |
| fastMRI | uMRI | fastMRI | uMRI | fastMRI | uMRI | fastMRI | uMRI | fastMRI | uMRI | fastMRI | uMRI |
| ITransMRI | 0.692±0.03 | 38.2±0.10 | 0.057±0.00 | 0.915±0.02 | 50.5±1.43 | 0.030±0.04 | 0.915±0.02 | 50.5±1.43 | 0.030±0.04 |
| TTransMRI | 0.622±0.03 | 38.2±0.09 | 0.058±0.00 | 0.920±0.03 | 51.0±2.21 | 0.028±0.00 | 0.920±0.03 | 51.0±2.21 | 0.028±0.00 |
| STransMRI | 0.692±0.04 | 38.2±0.07 | 0.057±0.00 | 0.921±0.04 | 51.2±3.33 | 0.028±0.00 | 0.921±0.04 | 51.2±3.33 | 0.028±0.00 |
| MTrans | 0.692±0.03 | 38.2±0.09 | 0.052±0.00 | 0.931±0.03 | 37.1±1.33 | 0.025±0.04 | 0.931±0.03 | 37.1±1.33 | 0.025±0.04 |

**TABLE V**

| ABLATION STUDY (WITH STANDARD DEVIATION) OF DIFFERENT FUSION STRATEGIES IN OUR METHOD REGARDING THE SR RESULTS. THE PAIRED STUDENT’S $T$-TEST RESULTS SHOW STATISTICAL DIFFERENCE ($P < 0.001$) |
|---|---|---|---|---|---|---|
| Method | SSIM* | PSNR* | NMSE | SSIM* | PSNR* | NMSE |
| fastMRI | uMRI | fastMRI | uMRI | fastMRI | uMRI | fastMRI | uMRI | fastMRI | uMRI | fastMRI | uMRI |
| ITransMRI | 0.692±0.03 | 38.2±0.10 | 0.057±0.00 | 0.915±0.02 | 50.5±1.43 | 0.030±0.04 | 0.915±0.02 | 50.5±1.43 | 0.030±0.04 |
| TTransMRI | 0.622±0.03 | 38.2±0.09 | 0.058±0.00 | 0.920±0.03 | 51.0±2.21 | 0.028±0.00 | 0.920±0.03 | 51.0±2.21 | 0.028±0.00 |
| STransMRI | 0.692±0.04 | 38.2±0.07 | 0.057±0.00 | 0.921±0.04 | 51.2±3.33 | 0.028±0.00 | 0.921±0.04 | 51.2±3.33 | 0.028±0.00 |
| MTrans | 0.692±0.03 | 38.2±0.09 | 0.052±0.00 | 0.931±0.03 | 37.1±1.33 | 0.025±0.04 | 0.931±0.03 | 37.1±1.33 | 0.025±0.04 |

**TABLE VI**

| ABLATION STUDY (WITH STANDARD DEVIATION) ON THE CROSS ATTENTION MODULE AND TRANSFORMER. THE PAIRED STUDENT’S $T$-TEST RESULTS SHOW STATISTICAL DIFFERENCE ($P < 0.001$) |
|---|---|---|---|---|---|
| Method | SSIM* | PSNR* | NMSE | SSIM* | PSNR* |
| Recon | SR | Recon | SR | Recon | SR |
| w/o-CA | 0.611±0.02 | 28.7±0.98 | 0.059±0.03 | 0.686±0.05 | 29.5±1.33 | 0.049±0.06 |
| w/o-CA | 0.628±0.03 | 29.3±0.89 | 0.055±0.01 | 0.719±0.02 | 31.9±1.19 | 0.031±0.02 |

**TABLE VII**

| ABLATION STUDY (WITH STANDARD DEVIATION) ON THE CNN-BASED ATTENTION SCHEMES |
|---|---|---|---|
| Method | SSIM* | PSNR* | NMSE |
| Recon | SR | Recon | SR |
| CNN-SA | 0.612±0.04 | 28.7±0.98 | 0.059±0.03 | 0.683±0.02 | 30.7±1.96 | 0.045±0.05 |
| CNN-CSA | 0.605±0.03 | 28.6±1.02 | 0.040±0.07 | 0.698±0.04 | 30.8±1.21 | 0.034±0.04 |
| MTrans | 0.628±0.03 | 29.3±0.89 | 0.055±0.01 | 0.719±0.02 | 31.9±1.19 | 0.031±0.02 |
TABLE VIII
ABLATION STUDY (WITH STANDARD DEVIATION) ON THE VARIOUS BASELINES WITH SAME LOSS. THE BEST AND SECOND-BEST RESULTS ARE MARKED IN RED AND BLUE, RESPECTIVELY. THE PAIRED STUDENT’S T-TEST RESULTS SHOW STATISTICAL DIFFERENCE (P < 0.001)

| Method     | fastMRI     | Reconstruction/Random 4× | PSNR↑ | SSIM↑ |
|------------|-------------|--------------------------|-------|-------|
| LORAKS [69]| 0.532±0.08  | 25.8±1.17                | 0.060±0.03 |
| MoDL [3]   | 0.580±0.05  | 27.6±0.89                | 0.049±0.02 |
| UNet [71]  | 0.565±0.06  | 28.2±1.15                | 0.046±0.02 |
| TransMIR [64]| 0.607±0.05 | 28.4±0.99                | 0.038±0.01 |
| Transmed [61]| 0.609±0.06 | 28.4±0.99                | 0.040±0.03 |
| HyperDense-Net [70] | 0.600±0.04 | 28.3±1.00                | 0.038±0.02 |
| MDUNet [11] | 0.592±0.06 | 28.4±1.12                | 0.053±0.02 |
| rsGAN [14] | 0.620±0.07  | 29.0±1.12                | 0.035±0.03 |
| MTrans     | 0.638±0.03  | 29.3±0.89                | 0.030±0.01 |

Fig. 10. Analysis of trade-off (α) between the two modalities in terms of PSNR and SSIM. The greater the value of α, the greater the influence of the target modality, and the smaller the influence of the auxiliary modality.

Fig. 11. Analysis of the effect of the N values on the fastMRI.

PRO [15] are improved. This is consistent with the previous studies that GAN-based structures tend to produce low PSNR but good visual effects [79]. When we change the MSE loss of LORAKS [73], MoDL [3], MDUNet [11], and MCSR [16] to $L_1$ loss, their results decreased slightly. This might be because MSE loss maximizes PSNR and has better convergence than $L_1$ loss [72].

5) Strength of the CA Module in Transformer: To understand the strength of the cross attention (CA) module in Transformer, we investigate ablation study on the heads and tails without transformer (w/o-Trans), transformer without the CA module (w/o-CA). We summarize the reconstruction and SR results on fastMRI in Table VI. As can be seen, both the reconstruction and SR performance drops dramatically without transformer, because it cannot deal with long-range relationships well. The results of w/o-CA and MTrans show that CA module plays an important role in the fusion between the different modalities.

6) Parameter Analysis: Here, we analyze the number of parameters for each method. Specifically, the parameters of heads, tails, and the multi-modal transformer module in our method are 4.78KB, 0.02KB, and 189.2M, respectively. UNet requires 31M parameters. HyperDense-Net and MDUNet only needed 11M and 10M parameters, respectively. EDSR requires 43M parameters. MCSR is composed of two EDSR frameworks and requires 86M parameters. PRO adopts a progressive model which requires 7M parameters and rsGAN requires 62M parameters. Transmed is built on the transformer framework, therefore the number of parameters is larger than other methods, i.e., it requires 145M parameters. Although our MTrans built on transformer requires the largest number of parameters, the results in Table I, Table II, and Table III show that our MTrans provides the best performance in both MRI reconstruction and SR. In the future, we will seek more efficient solutions to reduce the memory cost of our model. In our experiments, the number of cross-transformer encoders is set to 4. The results will drop slightly if the number of transformer encoders or cross-attention heads is reduced. But the results are still higher than all baseline methods. The current number of encoders is the trade-off between network parameters and reconstruction accuracy.

7) Effect of Trade-Off Between the Two Modalities: We next investigate the influence of α, which weights the trade-off between the two modalities. Specifically, the ratio α determines the weights of both the target and auxiliary branches. The greater the value of α, the greater the influence of the target modality, and the smaller the influence of the auxiliary modality. We record the SR results of our method on fastMRI in Fig. 10. As can be seen, our model achieves the best PSNR and SSIM scores at $α = 0.9$. When $α = 1$, the PSNR performance quickly degrades, while the SSIM degrades only slightly. This is likely because the auxiliary modality is fused with the ground truth at multiple scales, so the weight of the auxiliary branch loss is not affected very much.

8) Effect of the Number of N: The values of $N$ represent the number of patches that the input image has been cropped. To verify whether the values of $N$ are important to our method, we record the reconstruction results under random undersampling pattern with 4× acceleration and SR results with 2× enlargement results of various $N$ values on fastMRI in Fig. 11. As can be seen, the smaller the value of $N$, the smaller PSNR and SSIM results. However, when $N > 400$, the PSNR and SSIM improvement is marginal. It should be noted that the parameters of $N = 1600$ will be much larger than the parameters of $N = 400$, so we set $N = 400$ in our experiment.

VI. CONCLUSION
In this work, we focus on exploring rich global knowledge in image for accelerated multi-modal MR imaging. For this purpose, we proposed a unified transformer framework,
named MTrans, for accelerated multi-modal MR imaging, which can be used for MR image reconstruction and SR to effectively restore the target modality under the guidance of the auxiliary modality. By fusing the feature maps of different modalities, the proposed MTrans is helpful to learn the global information of multi-modal MR image, obtaining higher quality reconstructed images and significantly reduce artifacts. In particular, the proposed cross attention module can explore the fusion strategy in different scales, which provides both obtain high-level context features and local details. We conducted extensive experiments on the fastMRI and real-world clinical datasets under different settings of undersampling patterns. The results demonstrated our model against outperforms state-of-the-art methods in accelerated MR imaging. This work provides promising guidelines for further research into multi-modal MR imaging with transformers. Although our MTrans provides excellent results on accelerated MR imaging, it still has some shortcomings. For example, MTrans tends to require a large number of parameters than CNN-based methods. Therefore, we will consider to reduce the number of parameters for our transformer-based framework in the future.
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