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1. Introduction

The field of percolation theory is motivated by a simple physical question: does water flow through a rock? To study this question, Broadbent and Hammersley [28] developed in 1957 the following model for a random porous medium. View the material as an undirected graph $G$, a set of vertices $V$ joined by edges $E$. In the percolation literature the vertices are called sites and the edges bonds.

In site percolation, each site is independently chosen to be open or closed with probabilities $p$ and $1 - p$ respectively (we refer to $p$ as the “site probability”). The closed sites are regarded as blocked; the open sites, together with the bonds joining them, form the open subgraph, through which water can flow. Percolation theory is the study of the connected components of the open subgraph, called the open clusters. Fig. 1 shows site percolation at $p = 1/2$ on the triangular lattice $T$ (blue = open, yellow = closed), with the open subgraph highlighted.

Formally, a (site) percolation configuration is a random element $\omega$ of $(\Omega, \mathcal{F})$ where $\Omega = \{0, 1\}^V$ (0 = closed, 1 = open) and $\mathcal{F}$ is the usual product $\sigma$-algebra generated by the projections $\omega_i \mapsto \omega_i$. Let $P_p = P_{p_0}$ denote the probability measure on $(\Omega, \mathcal{F})$ induced by percolation with site probability $p$.

This basic model is of course open to any number of variations. An important one is bond percolation, defined similarly except that edges (bonds) rather than vertices are chosen to be open independently with probability $p$, and the
Fig 1: Site percolation on $T$

open subgraph is induced by the open edges. Denote the resulting probability measure on $\{0, 1\}^E$ by $P^b$. In the physical interpretation, in site percolation, water is held mainly in the sites or “pockets” and flows between adjacent pockets — whereas in bond percolation, water is held mainly in the bonds or “channels,” and the sites express the adjacency of channels. Historically, bond percolation has been studied more extensively than site percolation; however, bond percolation on a graph $G$ is equivalent to site percolation on the covering graph of $G$.

Percolation is a minimal model which nonetheless captures aspects of the mechanism of interest — that of water seeping through rock — and provides qualitative and quantitative predictions. Since its introduction it has developed into an extremely rich subject, extensively studied by physicists and mathematicians. In this article we focus on one special facet of the theory, and so will certainly miss mentioning many interesting results. The interested reader is referred to the books [23, 47, 48, 65] for accounts of the mathematical theory. For an introduction to the extensive physics literature see [112].

1.1. Critical percolation

In percolation, a natural property to consider is the existence of an infinite open cluster: suppose $G = (V, E)$ is countably infinite and connected, and consider site percolation on $G$. For each site $x \in G$ let $C_x$ denote the open cluster containing $x$ (with $C_x = \emptyset$ if $x$ does not belong to an open cluster). We say that $x$ **percolates** if $|C_x| = \infty$: the physical interpretation is that $x$ “gets wet.” The **(site) percolation probability** is defined to be

$$\theta_x(p) \equiv \theta_x^s(p) \equiv P^s_p(|C_x| = \infty),$$

a non-decreasing function of $p$. Because $G$ is connected, for any $x, y \in G$, $\theta_x(p)$ and $\theta_y(p)$ must be both positive or both zero. Thus we can define a **critical**
(site) probability for the graph $G$ as

$$p_c \equiv p_c^s(G) \equiv \inf \{ p : \theta_x(p) > 0 \},$$

where $x$ is any site in $G$. The analogous quantities for bond percolation are denoted $\theta_x^b(p)$ and $p_b^c$.

We say percolation occurs in the graph if $|C_x| = \infty$ for some $x \in G$. A common feature of many models in statistical physics is the phase transition, where physical properties of the system undergo abrupt changes as a parameter passes a critical threshold. This is the case in percolation if $G$ has a translation invariance, for example, if $G$ is a lattice, or $G = G_0 \times \mathbb{Z}$ for some base graph $G_0$; in this setting, the Kolmogorov zero-one law implies that the total number of infinite open clusters is a constant in $\{0, 1, \infty\}$. The number is zero below $p_c$ and positive above $p_c$, so a sharp transition occurs at $p_c$. If $G$ is a lattice, $p_c \in (0, 1)$ (e.g. by (1.1)), and if an infinite open cluster exists then it is unique ([7], see also [23, 29]). For an example of a graph $G_0 \times \mathbb{Z}$ with infinitely many infinite open clusters see [14].

The effort to determine exact values for $p_c$ in various models, and to complete the picture of what happens at or near $p_c$, has led to a wealth of interesting probabilistic and combinatorial techniques. It was shown by Grimmett and Stacey [49] that if $G = (V,E)$ is countably infinite and connected with maximum vertex degree $\Delta < \infty$, then

$$\frac{1}{\Delta - 1} \leq p_c^s \leq p_c \leq 1 - (1 - p_b^c)^{\Delta - 1}. \quad (1.1)$$

Kesten proved that $p_c^s(\mathbb{Z}^2) = 1/2$ [64]. He also proved that $p_b^c(\mathbb{Z}^d) = (1 + o(1))/(2d)$ as $d \to \infty$ [66]; better estimates were obtained by Hara and Slade ([50–52], see also [22]). For $\Lambda = T$, Kesten showed $p_c = 1/2$ [65]. There are still famous open problems remaining in this field; for example, it is conjectured that $\theta_x^b(p_b^c(\mathbb{Z}^d)) = 0$ for all $d \geq 2$, but this has been proved only for $d = 2$ [53, 64] and $d \geq 19$ [50] (see also [47, Ch. 10-11]). It is also known that $\theta_x(p_b^c(G)) = 0$ for both site and bond percolation on on any $G$ which is a Cayley graph of a finitely generated nonamenable group [15, 16].

The percolation phenomenon is also defined for a sequence of finite graphs $G_n = (V_n, E_n)$ with $|V_n| \to \infty$, where the analogue of the infinite component is the linear-sized or “giant” component. This has been studied most famously in the case of the Erdős-Rényi random graphs ($G_n$ is the complete graph $K_n$), where it was found that around $p_n = 1/n$ the size of the largest component has a “double jump” from $O(\log n)$ to $n^{2/3}$ to linear; see [21] for historical background and references. Extremely detailed results are known about the structure of the open subgraph near criticality (see e.g. [38] and the references therein). There has also been work to obtain analogous results for other graph sequences: for example for increasing boxes in $\mathbb{Z}^d$ [24], for vertex-transitive graphs ([25–27, 89]), and for expander graphs [8].
1.2. Conformal invariance

The purpose of this article is to explore the limiting structure of the percolation configuration in the scaling limit of increasingly fine lattice approximations to a fixed continuous planar domain $D$ (a nonempty proper open subset of $\mathbb{C}$ which is connected and simply connected). That is, for a planar lattice $\Lambda$, we consider finite subgraphs $G^\delta \subset \delta \Lambda$ which “converge” to $D$ as the mesh $\delta$ decreases to zero (to be formally defined later).

It has been predicted by physicists that many classical models (percolation, Ising, FK) at criticality have scaling limits which are conformally invariant and universal. Recall that if $U \subseteq \mathbb{C}$ is an open set, $f : U \to \mathbb{C}$ is said to be conformal if it is holomorphic (complex-differentiable) and injective. Conformal maps are so called because they are rigid, in the sense that they behave locally as a rotation-dilation. The Riemann mapping theorem states that for any planar domains $D, D'$, there is a conformal bijection $\varphi : D \to D'$. Roughly speaking, conformal invariance means that the limiting (random) behavior of the model on $D'$ is the same (in law) as the image under $\varphi$ of the limiting behavior on $D$. Universality means that the limiting behavior is not lattice-dependent.

The physics prediction seems quite surprising because the lattices themselves are certainly not conformally invariant. However, one might expect that lattice percolation on increasingly small scales becomes essentially “locally determined,” with the global lattice structure becoming insignificant. Conformal maps behave locally as rotation-dilations and so preserve local structure, so the conformal invariance property means heuristically that the scaling limit of lattice percolation is locally scale-invariant and rotation-invariant. Scale-invariance follows essentially by definition of the scaling limit, and rotation-invariance can be hoped for based on the symmetry and homogeneity of the lattice.

In fact there is a classical example of a conformally invariant scaling limit: the planar Brownian motion, which we discuss in §2. This is the process $W_t = W^1_t + iW^2_t$ where the $W^i_t$ are independent standard Brownian motions in $\mathbb{R}$. By Donsker’s invariance principle, the universal scaling limit of planar random walks with finite variance is $\mu t + AW_t$, where $\mu \in \mathbb{R}^2$, $A \in \mathbb{R}^{2 \times 2}$ (see e.g. [58]). Using the idea of “local determination” described above, Lévy deduced in the 1930s that planar Brownian motion is conformally invariant, up to a time reparametrization [80]. Lévy’s proof, however, was not completely rigorous, and most modern proofs of this result use the theory of stochastic integrals (developed by Itô in the 1950s). Underlying this conformal invariance are some important connections between Brownian motion and harmonic functions, and we will make precise some of these connections which were first observed by Kakutani [57].

\footnote{Some authors more broadly define a conformal map to be any map which is holomorphic with non-vanishing derivative. Basic facts from complex analysis used in this article may be found in e.g. [1, 113].}
1.3. The percolation scaling limit

This article describes two major breakthroughs, due to Schramm [94] and Smirnov [105, 108], which gave the rigorous identification in the early 2000s of the scaling limit of critical percolation on the triangular lattice $T$.

1.3.1. Smirnov’s theorem on crossing probabilities

Langlands, Pouliot, and Saint-Aubin [69], based on experimental observations and after conversations with Aizenman, conjectured that critical lattice percolation has a conformally invariant scaling limit. Some mathematical evidence was provided by Benjamini and Schramm [17], who proved that a different but related model, Voronoi percolation, is invariant with respect to a conformal change of metric.

Using non-rigorous methods of conformal field theory (CFT), physicists were able to give very precise predictions about various quantities of interest in planar critical percolation. Cardy [33, 34] notably derived an exact formula for the (hypothetical) limiting probability of an open crossing between disjoint boundary arcs of a planar domain. Carleson made the important observation that this formula has a remarkably simple form when the domain is an equilateral triangle (see §3.4). However, for years mathematicians were unable to rigorously justify the CFT methods used in Cardy’s derivation.

In 2001, Smirnov [105, 108] proved that for site percolation on the triangular lattice $T$, the limiting crossing probability exists and is conformally invariant, satisfying Cardy’s formula. The purpose of §3 is to give an exposition of this result. The proof is based on the discovery of “preharmonic” functions which encode the crossing probability and converge in the scaling limit to conformal invariants of the domain. Although the percolation scaling limit is believed to be universal, special symmetries of the triangular lattice play a crucial role in Smirnov’s proof, and the result has not been extended to other lattices. For recent work on this question see [12, 19, 20, 35].

The exposition of Smirnov’s theorem in §3 is partly based on the one in [23, Ch. 7]. For different perspectives (in addition to the original works of Smirnov) see [10, 48, 106].

The general principle of preharmonicity and preholomorphicity has been further developed by Chelkak, Hongler, Kemppainen, and Smirnov in establishing conformal invariance in the scaling limit of the critical Ising and FK models [36, 37, 54, 59, 107, 109, 111]. Discrete complex analysis appears also in the work of Duminil-Copin and Smirnov [43] determining the connective constant of the hexagonal lattice, which makes substantial progress towards establishing a conformally invariant scaling limit for the self-avoiding walk (SAW). For a more general discussion and references see [44, 110].

\footnote{We use the term preharmonic rather than “discrete harmonic,” which also appears in the literature, to avoid confusion with the classical meaning of discrete harmonic (a function whose value at any vertex is the average of the neighboring values) which is not necessarily what is meant here.}
1.3.2. Schramm-Loewner evolutions

While the notion of a limiting crossing probability is easy to define (though it may not exist), it is not immediately clear how to formally define the “limiting percolation configuration.” This notion is discussed in the work of Aizenman [3, 4], and the 1999 work of Aizenman and Burchard [5] shows how to obtain subsequential scaling limits of the percolation configuration. At the time, no direct construction for the limiting object — that is, a construction not involving limits of discrete systems — was available.

Such a construction was discovered in 1999-2000 when, in the course of studying the scaling limit of the loop-erased random walk (LERW), Schramm gave an explicit mathematical description of a one-parameter family of conformally invariant random curves, now called the Schramm-Loewner evolutions (SLE). These curves are characterized by simple axioms which identify them as essentially the universal candidate for the scaling limits of macroscopic interfaces in planar models.

The theory of SLE contains some very beautiful mathematics and is one of the major developments of probability theory within the past decade, and §4 aims to give an accessible introduction. Here is a brief preview, glossing over all technical details: the SLE are a one-parameter family of self-avoiding \(^3\) random planar curves \(\gamma \equiv \gamma(D; a, b)\) traveling from \(a\) to \(b\) in domain \(D\), where \(a\) is in the boundary \(\partial D\) and \(b\) is either in \(D\) (radial) or elsewhere on \(\partial D\) (chordal).

The curves satisfy two axioms:

1. **Conformal invariance**: if \(\varphi\) is a conformal map defined on domain \(D\), \(\varphi \gamma(D; a, b)\) has the same law as \(\gamma(\varphi D; \varphi a, \varphi b)\).

2. **Domain Markov property**: conditioned on \(\gamma[0, t]\), the remaining curve has the same law as \(\gamma(D(t), \gamma(t), b)\) where \(D(t)\) is the unique connected component of \(D \setminus \gamma[0, t]\) whose closure contains \(b\) (the “slit domain”).

Conformal invariance is expected by physicists as already mentioned, and typically the domain Markov property holds in the discrete setting and is believed to pass to the scaling limit.

Schramm realized that these two properties essentially fully determine the distribution of the curve. His discovery is based on the Loewner differential equation (LDE), which describes the evolution of a self-avoiding curve \(\gamma(D; a, b)\) through the evolution of the corresponding conformal mappings \(g_t : D(t) \to D\) (the “slit mappings”). If the domain is the upper-half plane \(\mathbb{H}\) with marked boundary points \(0, \infty\), we will see that if the maps \(g_t\) are normalized to “behave like the identity” near \(\infty\), then under a suitable time parametrization they satisfy the **chordal LDE**

\[
\dot{g}_t(z) = \frac{2}{g_t(z) - u_t}, \quad g_0(z) = z \quad \forall z \in \mathbb{H},
\]

\(^3\)A formal definition appears in §4.2. Self-avoiding curves are not necessarily simple; indeed, the scaling limit of the percolation interface will have many double points. Informally, a self-avoiding curve is a curve without transversal self-crossings.
where \( u_t \equiv g_t(\gamma(t)) \) is a continuous real-valued process, called the driving function. (The radial version of the LDE was developed by Charles Loewner in 1923 and used by him to prove a case of the Bieberbach conjecture; see [2].) This equation is remarkable because it encodes the planar curve \( \gamma \) in the one-dimensional process \( u_t \). Given \( u_t \), one can recover the original curve \( \gamma \) by solving the ordinary differential equation above for each \( z \) up to time \( t \), and setting \( \gamma(t) = g_t^{-1}(u_t) \).

The SLE axioms imply that if we condition on \( \gamma[0,t] \), the image of the remaining curve under \( g_t \) is distributed as \( u_t + \tilde{\gamma} \) where \( \tilde{\gamma} \) is an independent realization of \( \gamma \). Figs. 2a through 2d illustrate this idea. As Schramm noted, this implies that \( u_t \) must be a Brownian motion, \( u_t = \mu t + \sqrt{\kappa} W_t \). Further, under symmetry assumptions \( \nu \) will have zero drift. The Schramm-Loewner evolutions \( \text{SLE}_\kappa \) are the curves recovered from the LDE with driving function \( u_t = \sqrt{\kappa} W_t \).

In fact, it will require work to show that \( u_t = g_t(\gamma(t)) \) is even well-defined,
and it is not trivial to find conditions under which a true curve is recovered from
the LDE. A detailed study of the geometric properties of deterministic Loewner
evolutions may be found in [82]. That the SLE$_\kappa$ processes are true curves is a
difficult theorem, proved for $\kappa = 8$ in [77] and for $\kappa \neq 8$ in [92] (see [72, Ch. 7]).
We will not make use of this fact.

In §4 we follow for the most part Lawler’s book [72], which contains far more
information than can be covered here. See also the lecture notes [70, 116]. In
the decade since Schramm’s original paper there have been many works investigat-
ing properties of SLE, e.g. the Hausdorff dimension [9, 11]. Connections to (planar)
Brownian motion are discussed in [71, 73, 74, 76]. There has been work
on characterizing more measures with conformal invariance properties, e.g. the
restriction measures of [71]. Sheffield and Werner have given a characterization
of conformally invariant loop configurations, the \textit{conformal loop ensemble}
(CLE) [103].

1.3.3. Percolation exploration path and convergence to SLE$_0$

Schramm conjectured that interfaces in the percolation model converge to forms
of SLE$_0$, and the conformal invariance of crossing probabilities was the key
to proving this result. In his work [105, 108], Smirnov outlined a proof for
the conformal invariance of the \textit{full percolation configuration} (as a collection of
nested curves). His outline was later expanded into detailed proofs in work by
Camia and Newman [30, 31].

The proof for the full configuration is beyond the scope of this article, and
instead we focus on a single macroscopic interface. The percolation \textit{exploration path} is defined roughly as follows (the formal definition appears in §3.5): fix
two points $a, b$ on the boundary of a simply connected domain. Fix all the
hexagons on the counterclockwise arc $ab$ to be closed, and all those on $ba$ to
be open. The exploration path is the interface curve which separates the closed
cluster touching $ab$ from the open cluster touching $ba$. Fig. 3 shows part of an
exploration path traveling in $\mathbb{H}$ between 0 and $\infty$. The purpose of §5 and §6 is
to prove that the exploration path converges to chordal SLE$_6$.

1.3.4. Outline of remaining sections

The organization of the remainder of this article is as follows:

- In §2 we give a proof of the conformal invariance of Brownian motion, and
discuss the connection to harmonic functions first developed by Kakutani
[57]. The material presented in this section is elementary in nature and
can be skipped without loss by readers already familiar with the subject.
- In §3 we present Smirnov’s theorem [105, 108] on the conformal invariance
of crossing probabilities in critical percolation on the triangular lattice $T$.
- §4 is an introduction to the Loewner differential equation and SLE. §4.3
states a characterization of SLE$_6$ (following Camia and Newman [31])
which will be used in identifying the scaling limit of the exploration path.
\textbullet{} §5 presents a result of Aizenman and Burchard [5] which uses \textit{a priori} estimates (in our case, percolation crossing exponents) to deduce the existence of \textit{subsequential} weak limits for the percolation exploration path.

\textbullet{} In §6 we show that all subsequential limits of the exploration path are chordal SLE$_6$. Our exposition follows the work of Binder, Chayes and Lei [19, 20] and of Camia and Newman [31].

\textbullet{} §7 concludes with some additional references and open problems concerning other planar models.

For more accounts on conformal invariance in percolation and convergence to SLE$_6$, see the lecture notes of Werner [117] and of Beffara and Duminil-Copin [13]. For a broad overview of conformally invariant scaling limits of planar models see the survey of Schramm [96].
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2. Brownian motion

Some notations: let $B_r(z)$ denote the open ball of radius $r$ centered at $z \in \mathbb{R}^d$, and $C_r(z) \equiv \partial B_r(z)$. Let $B_r \equiv B_r(0)$, $C_r \equiv \partial B_r$ denote the versions of these which are centered at the origin.

If $(\Omega, \mathcal{F}, P)$ is a probability triple and $(\mathcal{F}_t)_{t \geq 0}$ is an increasing filtration in $\mathcal{F}$, we call $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, P)$ a filtered probability space. For $X \in \mathcal{F}_0$, an $(\mathcal{F}_t)$-Brownian motion started at $X$ is a stochastic process $(W_t)_{t \geq 0}$ defined on $(\Omega, \mathcal{F}, P)$ which is $(\mathcal{F}_t)$-adapted and satisfies

1. $W_0 = X$ a.s.;
2. $W$ is a.s. continuous;
3. for $s < t$, $W_t - W_s \sim \mathcal{N}(0, t - s)$ and is independent of $\mathcal{F}_t$.

A Brownian motion in $\mathbb{R}^d$ is simply a $d$-dimensional vector of independent Brownian motions $(W^1_t, \ldots, W^d_t)$. For $d = 2$ we always identify $\mathbb{R}^2 \cong \mathbb{C}$ and write $W_t \equiv W^1_t + iW^2_t$ ($t \geq 0$), referred to as planar or complex Brownian motion. An approximation of a sample path is shown in Fig. 4 (the path becomes lighter over time). For $z \in \mathbb{C}$ let $P_z$ denote the probability measure for Brownian motion started at $z$, and write $E_z$ for expectation with respect to $P_z$. For more on Brownian motion see e.g. [58, 87].

2.1. Conformal invariance of planar Brownian motion

The result below tells us that the holomorphic image of a Brownian motion is again a Brownian motion up to a (random) time change. For $D$ a complex domain\footnote{Recall that by a complex domain we always mean a nonempty proper open subset of $\mathbb{C}$ which is connected and simply connected.} and $W$ a Brownian motion started at $z_0 \in D$, let

$$\tau_D \equiv \inf \{t \geq 0 : W_t \notin D \}$$

denote the exit time of $D$.

**Theorem 2.1.** Let $\varphi$ be a holomorphic map defined on the complex domain $D$, and for $W$ a Brownian motion started at $z_0 \in D$ let $Y_t = \varphi(W_t)$ ($t < \tau_D$). If

$$Y_t \equiv \tilde{W}_{\sigma(t)}, \quad \sigma(t) \equiv \int_0^t |f'(W_s)|^2 \, ds$$

then $\tilde{W}_t$ is a Brownian motion started at $\varphi(z_0)$ run up to $\tau_{\varphi(D)}$. 
Here is Lévy’s heuristic argument [80]: translations and rotations of $C$ clearly map Brownian motions to Brownian motions, and we have the Brownian scaling $W_t = cW_{t/c^2}$ ($c > 0$) for $W$ another Brownian motion of the same speed as $W$. The stochastic process is determined by its behavior “locally” at each point in time, and near time $t$ we have

$$\varphi(W_{t+h}) - \varphi(W_t) \approx \lambda_t(W_{t+h} - W_t), \quad \lambda_t \equiv \varphi'(W_t).$$
By rotation-invariance and the Brownian scaling, \( \lambda_t(W_{t+h} - W_t) = \tilde{W}_{|\lambda_t|^2 h} \), so \( \varphi(W) \) at time \( t \) behaves like a standard Brownian motion “sped up” by a factor of \( |\lambda_t|^2 \).

Below we present the modern proof of this result, which uses stochastic calculus. In preparation we first recall Itô’s formula, Lévy’s characterization of Brownian motion, and the Dubins-Schwarz theorem (proofs may be found in e.g. [58]). For two continuous semimartingales \( X, X' \) we use the notation \([X, X']\) for their covariation process, and we write \([X] \equiv [X, X] \) for the quadratic variation process of \( X \).

**Theorem 2.2** (Itô’s formula). Let \( X \) be a continuous semimartingale: \( X_t = X_0 + M_t + A_t \) where \( M \) is a local martingale and \( A \) is a finite-variation process. Then \( f(X_t) \) is again a continuous semimartingale with

\[
f(X_t) - f(X_0) = \sum_{j=1}^d \int_0^t \partial_j f(X_s) \, dX^j_s + \frac{1}{2} \sum_{j,k=1}^d \int_0^t \partial_j \partial_k f(X_s) \, d[X^j, X^k]_s.
\]

In differential notation

\[
df(X_t) = \sum_{j=1}^d \partial_j f(X_s) \, dX^j_s + \frac{1}{2} \sum_{j,k=1}^d \partial_j \partial_k f(X_s) \, d[X^j, X^k]_s.
\]

**Theorem 2.3** (Lévy’s characterization of Brownian motion). Let \( (X_t)_{t \geq 0} \) be a continuous adapted process in \( \mathbb{R}^d \) defined on the filtered probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})\) such that

(i) \( X^j_t - X^j_0 \) is a local \((\mathcal{F}_t)\)-martingale for \( 1 \leq j \leq d \);

(ii) the pairwise quadratic variations are \([X^j, X^k]_t = \delta_{jk} t\) for \( 1 \leq k, j \leq d \).

Then \( X \) is an \((\mathcal{F}_t)\)-Brownian motion in \( \mathbb{R}^d \).

**Theorem 2.4** (Dubins-Schwarz theorem). Let \( M \) be a continuous local martingale defined on the filtered probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})\) with \([M]_t \to \infty\) a.s. If

\[
\tau(s) \equiv \inf\{t \geq 0 : [M]_t > s\}, \quad \mathcal{G}_s \equiv \mathcal{F}_{\tau(s)},
\]

then \( W_s = M_{\tau(s)} \) is a \((\mathcal{G}_t)\)-Brownian motion, and \( M_t = W_{[M]_t} \).

Proof of Thm. 2.1. Let \( u = \text{Re} \varphi \) and \( v = \text{Im} \varphi \); we regard \( u, v \) as functions on \( \mathbb{R}^2 \) and write \( \varphi(x + iy) = u(x, y) + iv(x, y) \). Writing \( W_t = W^1_t + iW^2_t \) and applying Itô’s formula (using the independence of the two components) gives

\[
\begin{align*}
du(W_t) &= \partial_x u(W_t) \, dW^1_t + \partial_y u(W_t) \, dW^2_t + \frac{1}{2} \Delta u(W_t) \, dt, \\
dv(W_t) &= \partial_x v(W_t) \, dW^1_t + \partial_y v(W_t) \, dW^2_t + \frac{1}{2} \Delta u(W_t) \, dt.
\end{align*}
\]

\(^5\)Stochastic calculus is not heavily used in this article, so the reader not familiar with the subject will not lose much by simply skipping over the places where it appears.
By the Cauchy-Riemann equations,
\[ d[u(W)]_t = \left( [\partial_x u(W_t)]^2 + [\partial_y u(W_t)]^2 \right) dt = |f'(W_t)|^2 dt = d[v(W)]_t \]
and
\[ d[u(W), v(W)]_t = [\partial_x u(W_t)\partial_x v(W_t) + \partial_y u(W_t)\partial_y v(W_t)] dt = 0. \]

Further, \( u, v \) are harmonic (again by the Cauchy-Riemann equations) so \( u(W_t) \) and \( v(W_t) \) are local martingales, hence time-changed Brownian motions by the Dubins-Schwarz theorem:
\[ u(W_t) = \tilde{W}^1_{\sigma(t)}, \quad v(W_t) = \tilde{W}^2_{\sigma(t)} \]
for Brownian motions \( \tilde{W}^1, \tilde{W}^2 \). (One needs to verify that \( \sigma(t) \to \infty \); this follows from holomorphicity of \( \varphi \) and the neighborhood recurrence of planar Brownian motion.) Finally, we leave the reader to check that \( \tilde{W}^1, \tilde{W}^2 \) are independent Brownian motions. \( \square \)

### 2.2. Harmonic functions and the Dirichlet problem

Given a domain \( D \) and a bounded continuous function \( f : \partial D \to \mathbb{R} \), we say that \( u \in C^2(D) \cap C(\overline{D}) \) solves the Dirichlet problem on \( D \) with boundary data \( f \) if \( u \) is harmonic (\( \Delta u = 0 \)) in \( D \) and agrees with \( f \) on \( \partial D \). We now demonstrate the connection to Brownian motion as first noted by Kakutani [57]. Recall that \( \tau_D \) denotes the exit time of a Brownian motion from \( D \), and let \( \tau^+_D \equiv \inf\{t > 0 : W_t \notin D\} \). A domain \( D \) is said to be regular if for all \( z \in \partial D \),
\[ \tau^+_D = 0, \quad \mathbb{P}_z \text{-a.s.} \]

**Proposition 2.5.** Let \( D \) be a bounded regular domain, and let \( f : \partial D \to \mathbb{R} \) continuous. Define \( u : \overline{D} \to \mathbb{R} \) by
\[ u(z) = \begin{cases} f(z) & \text{if } z \in \partial D, \\ E_z[f(W_{\tau_D})] & \text{if } z \in D. \end{cases} \]

Then \( u \) is a bounded solution to the Dirichlet problem on \( D \) with boundary data \( f \), and it is the unique such solution.

**Proof (sketch).** Since \( f \) is bounded, \( u \) is certainly bounded. Uniqueness is easy: let \( v \) be another such solution. Then \( v(W_t) \) is a bounded local martingale, hence a uniformly integrable martingale, so by the optional stopping theorem
\[ v(z) = v(W_0) = E_z[v(W_{\tau_D})] = E_z[f(W_{\tau_D})] = u(z). \]

To show \( u \) is harmonic we check the local mean-value property, that for each \( z \in D \) there exists \( r_0 > 0 \) such that
\[ u(z) = \frac{1}{2\pi} \int_0^{2\pi} u(z + re^{i\theta}) \, d\theta, \]
This shows that $\sigma = \frac{1}{\partial B}$ may easily approximate $\frac{1}{r}$ distributed on $r$ for $0 < r \leq r_0$. For some simple domains the assumption and we omit the proof here.

Remark 2.6. For some simple domains $U$ a Poisson integral formula gives an explicit mapping $P_U$ from a (bounded continuous) function $f$ defined on $\partial U$ to the solution of the Dirichlet problem on $U$ with boundary values $f$. The formulas for the disc and the upper half-plane are well known and will be used in deriving the Loewner differential equation, so we recall them here:

\begin{alignat}{2}
(P_D f)(r e^{i\theta}) &= \frac{1}{2\pi} \int_0^{2\pi} P_r(\theta - \varphi) f(e^{i\varphi}) \, d\varphi, & \quad P_r(\theta) &= \text{Re} \left( \frac{1 + r e^{i\theta}}{1 - r e^{i\theta}} \right), \quad (2.1) \\
(P_B f)(x + iy) &= \frac{1}{\pi} \int_{\mathbb{R}} Q_y(t - x) f(t) \, dt, & \quad Q_y(x) &= \frac{y}{x^2 + y^2}. \quad (2.2)
\end{alignat}

For proofs see e.g. [113, 114].

Propn. 2.5 also gives us a weaker version of Thm. 2.1, namely, that the hitting distribution of Brownian motion is conformally invariant. Indeed, let $D, D'$ be regular domains (say with smooth boundaries), and let $z$ be a point in $D$ and $A$ an arc on $\partial D$. Let $z' = \varphi(z)$, $A' = \varphi(A)$, and $W'_t = \varphi(W_t)$. Then $u(z) \equiv \mathbb{P}_z(W_{\tau_D} \in A)$ solves the Dirichlet problem on $D$ with boundary conditions $f = 1_A$, while $u'(z') \equiv \mathbb{P}_{z'}(W_{\tau_D'} \in A')$ solves the Dirichlet problem on $D'$ with boundary conditions $f' = 1_{A'}$. But

$$u \circ \varphi^{-1}$$

is also a solution, so by uniqueness we have $u = u' \circ \varphi$. Since $A$ was arbitrary the conformal invariance of the hitting distribution follows.

In fact, here is a way to deduce the full conformal invariance of the Brownian path (modulo time reparametrization) from this seemingly weaker result. For each $\epsilon > 0$, we approximate the Brownian path by the piecewise linear curve $W^{(\epsilon)}_t$ joining the points $z = z_1, z_2, \ldots$, where $z_{k+1}$ is the first point where the Brownian motion starting from $z_k$ hits $B_\epsilon(z_k)$. To be precise, we will define a sequence of stopping times $0 = \tau_0, \tau_1, \ldots$ by recursively setting $z_k = W_{\tau_k}$ and $\tau_{k+1} = \tau_{B_\epsilon(z_k)}$. We then make $W^{(\epsilon)}_t$ into a continuous stochastic process

---

6The indicator functions are discontinuous, but since we assumed $\partial D$ to be smooth we may easily approximate $1_A$ by continuous functions.
by linear interpolation. It is clear that as $\epsilon \to 0$, $W^{(\epsilon)}_t$ converges a.s. to $W_t$ in the topology of uniform convergence. Now, if $\varphi$ is a conformal map, then by the above $\varphi(W^{(\epsilon)}_t)$ has the same distribution as the point where a Brownian motion started at $\varphi(z_k)$ first exits the conformal ball $\varphi(B_\epsilon(z_k))$. It follows that $\varphi(W^{(\epsilon)}_t)$ converges a.s. as $\epsilon \to 0$ to a process which is a time reparametrization of Brownian motion.

The proof of Smirnov’s theorem for crossing probabilities, in the next section, is to some extent motivated by these simple observations. In particular, conformal invariance of the crossing probabilities will follow naturally from expressing the probabilities in terms of a harmonic function solving some form of Dirichlet problem. The idea of constructing polygonal approximations to a random path will also reappear, in §6, when we use a modification of this construction to show that the scaling limit of percolation agrees with chordal SLE$_6$.

3. Percolation and Smirnov’s theorem on crossing probabilities

In this section we present Smirnov’s celebrated theorem on the conformal invariance of crossing probabilities in critical percolation on the triangular lattice $T$ [105, 108]. Smirnov’s key insight was the discovery of a “preharmonic” function whose evaluation at a certain point gives the crossing probability. As $\delta \to 0$, these functions converge to a true harmonic function solving a Dirichlet-type problem on $D$, and the theorem follows because the solution to the Dirichlet problem is a conformal invariant.

The first section below gives a formal statement of Smirnov’s crossing probabilities theorem.

3.1. Statement of Smirnov’s theorem

Let $\Lambda = (V, E)$ be a planar lattice. Write $u \sim v$ if $(u, v) \in E$. Site percolation on $\Lambda$ may be visualized as face percolation on the dual lattice $\Lambda^*$. We will use blue and yellow in the place of open and closed respectively, particularly to avoid confusion with the topological meanings of those words.

Smirnov’s theorem is for site percolation on $T$, shown with its dual hexagonal lattice $H$ in Fig. 5. Each vertex $v \in T$ corresponds to a hexagon $H_v$. A triangular vertex means a vertex of $T$, and a triangular path means the polygonal interpolation of a path in $T$, regarded as a polygonal curve in $\mathbb{C}$. Define similarly hexagonal vertex and hexagonal path.

Recall that a domain is a nonempty proper open subset $D \subset \mathbb{C}$ which is simply connected. $D$ is called a Jordan domain if its boundary $\partial D$ is a Jordan curve. In this case if $a, b \in \partial D$ then $ab$ denotes the counterclockwise arc from $a$ to $b$ on $\partial D$.

Definition 3.1. A $k$-marked (Jordan) domain is a Jordan domain $D$ together with $k$ distinct points $P_1, \ldots, P_k \in \partial D$ in counterclockwise order, denoted $D_k = (D; P_1, \ldots, P_k)$. Write $A_j \equiv A_j(D_k)$ for the arc $P_j P_{j+1}$ (indices taken modulo $k$).
A conformal equivalence of $k$-marked domains $D_k, D'_k$ is a conformal map $\varphi : D \rightarrow D'$ with $\varphi : P_j \mapsto P'_j$ for all $j$.

**Definition 3.2.** A $k$-marked discrete domain with mesh $\delta$ is a $k$-marked domain $D^\delta_k = (D^\delta; P^\delta_1, \ldots, P^\delta_k)$ such that $D^\delta$ is the interior of a union of closed hexagonal faces of $\delta H$, and each $P^\delta_j$ is a vertex of $\delta H$ incident to a unique hexagon inside $D$.

Let $P^\delta_p$ denote the law of percolation at probability $p$ on $D^\delta_4$ (more precisely, face percolation on the hexagons inside $D^\delta$). We say a blue (yellow) crossing of $D^\delta_4$ occurs if there is a path of blue (yellow) hexagons joining $A_1(D^\delta_4)$ to $A_3(D^\delta_4)$. Let $A^+_j$ denote the set of hexagons in the external boundary of $D^\delta$ with at least one edge contained in $A_j$; it is sometimes helpful to think of the $A^+_j$ as having predetermined colors, and these are shown with darker shading in the figures.

We now clarify the sense in which the $D^\delta_4$ approximate $D_4$ as $\delta \downarrow 0$. To do so we need a formal definition of “curves modulo reparametrization”:

**Definition 3.3.** A distance function on the space $C_0$ of continuous functions $f : [0, 1] \rightarrow \mathbb{R}^d$ is given by

$$d_U(f_1, f_2) \equiv \inf_{\phi} \| f_1 \circ \phi - f_2 \|_{\infty}$$

where the infimum is taken over increasing homeomorphisms $\phi$ of $[0, 1]$. Say that $f_1, f_2$ are equivalent up to reparametrization, denoted $f_1 \sim f_2$, if $d_U(f_1, f_2) = 0$. A curve is an element of the space $C \equiv C_0/\sim$, and we refer to the metric $d_U$ on $C$ as the uniform metric.

The space $C$ is separable and complete. For $\gamma \in C$ we will frequently abuse notation and write $\gamma$ also for a representative of $\gamma$ in $C_0$. 

Fig 5: Site percolation on $T$ as face percolation on $H$
Definition 3.4. For bounded \( k \)-marked domains \( D^δ_k, D_k \), say that \( D^δ_k \) converges uniformly to \( D_k \) if \( A_j(D^δ_k) \to A_j(D_k) \) uniformly for all \( j \).

Recall that the critical probability for site percolation on \( T \) is \( p_c = 1/2 \); from now on we write \( P^δ \equiv P^δ_{1/2} \). Here then is a statement of Smirnov’s theorem confirming the Langlands et al. conjecture:

**Theorem 3.5** (Smirnov’s theorem on crossing probabilities [105, 108]). Let \( D^δ_4 \) be four-marked discrete domains converging uniformly to the bounded four-marked Jordan domain \( D_4 \). Then

\[
\Phi^δ(D^δ_4) \equiv P^δ(\text{\( D^δ_4 \) has a blue crossing})
\]

converges to a limit \( \Phi(D_4) \in (0, 1) \) which is conformally invariant.

**Remark 3.6.** It will be clear from the proof that the above assumption of uniform convergence is unnecessarily strong. In fact, in order to prove the scaling limit for the exploration path we will require a version of Thm. 3.5 which holds for a more general notion of discrete approximation, which will be conceptually straightforward but slightly tricky to describe. With a view towards keeping the exposition simple, we ignore the issue for now and address it in §6.1.

### 3.2. FKG, BK, and RSW inequalities

In this section are collected some results of basic percolation theory which will be needed in the proof.

For the first two results, the FKG and BK inequalities, the graph structure is irrelevant so we return to a more general setting: let \( \Omega \equiv \{0, 1\}^V \), and let \( P^p \) denote the law of site percolation at probability \( p \) on \( V \). For \( \omega, \omega' \in \Omega \), say \( \omega \leq \omega' \) if the inequality holds coordinate-wise. A random variable \( X \) on \( (\Omega, \mathcal{F}) \) is called **increasing** if \( X(\omega) \leq X(\omega') \) for all \( \omega \leq \omega' \), and an event \( A \in \mathcal{F} \) is increasing if \( 1_A \) is increasing. The following inequality tells us that increasing events are, as naturally expected, positively correlated:

**FKG inequality** (Harris [53], Fortuin, Kasteleyn, Ginibre [46]). If \( X, Y \) are increasing random variables on \( (\Omega, \mathcal{F}) \), then \( E_p(XY) \geq (E_pX)(E_pY) \). In particular, increasing events are positively correlated.

Here is another useful result which gives bounds in the other direction: for \( A, B \in \mathcal{F} \) increasing events depending only on the states of finitely many sites, let \( A \blacktriangle B \) denote the event that there are disjoint witnesses for \( A \) and \( B \)—i.e., \( \omega \in A \blacktriangle B \) if and only if there exist disjoint sets \( I_A, I_B \subset V \) such that \( \omega|_{I_A} = \omega|_{I_A} \) implies \( \omega' \in A \), and \( \omega|_{I_B} = \omega|_{I_B} \) implies \( \omega' \in B \). The following inequality says that the existence of disjoint witnesses for two events is less likely than the simple intersection of the two events:

**BK inequality** (van den Berg, Kesten [115]). If \( A, B \in \mathcal{F} \) are both increasing events depending only on the states of finitely many edges, then \( P_p(A \blacktriangle B) \leq P_p(A)P_p(B) \).
We remark that van den Berg and Kesten conjectured that their inequality could be generalized to arbitrary sets; this remained open for almost a decade until it was resolved by Reimer [91].

The third result is specific to planar percolation. Russo [93] and Seymour and Welsh [101] proved that in an $m \times n$ discrete rectangle, the probability of an open crossing between the length-$m$ sides has a non-zero lower bound depending only on the aspect ratio $m/n$. The following is a straightforward consequence of their result:

**Theorem 3.7.** There exist positive constants $c, \lambda$ such that the $\mathbb{P}^\delta$-probability of a blue crossing of an annulus with inner radius $r$ and outer radius $R$ is $\leq (r/R)^\lambda$ provided $R/r, r/\delta \geq c$.

For proofs of the above results see [23, 47]. A proof of Thm. 3.7 can also be found in [117].

### 3.3. Preharmonic functions

We now arrive at the central argument of Smirnov’s proof. By way of historical background Smirnov mentions the classical connection of Kakutani [57] between Brownian motion and harmonic functions described in §2.2. The key to Smirnov’s proof was the discovery of a “preharmonic” function $s^\delta_2$ on $D^\delta_2$, the “separating probability function,” which encodes the crossing probability. One then shows that as $\delta \downarrow 0$, $s^\delta_2$ converges to a harmonic function $s_2$ which encodes the limiting crossing probability. The result follows because $s_2$ is a conformal invariant.

The function $s^\delta_2$ is part of a triple $(s^\delta_1, s^\delta_2, s^\delta_3)$ which we now define: let $D^\delta_4$ be a four-marked domain, and let $D^\delta_3$ be the three-marked domain obtained by forgetting $P^\delta_4$. For $z \in D^\delta \cap H$ and $1 \leq j \leq 3$, let

$$E_j(z) \equiv E_j(z; D^\delta_3)$$

denote the event that there is a blue $A_{j-1} - A_{j+1}$ simple path separating $z$ from $A_j$ (indices taken modulo 3). A schematic diagram is shown in Fig. 6. The **separating probability functions** for $D^\delta_3$ are

$$s^\delta_j(z) \equiv \mathbb{P}^\delta[E_j(z)], \quad 1 \leq j \leq 3.$$ (3.1)

In particular, notice that $s^\delta_2(P^\delta_4)$ is exactly the crossing probability $\Phi^\delta(D^\delta_4)$. The plan is then to prove that $s^\delta_2$ converges to a function $s_2$ which is a conformal invariant of $D_3$. But $s_2(P_4)$ is the desired limiting crossing probability $\Phi(D_4)$, which must then be a conformal invariant.

#### 3.3.1. Cauchy-Riemann equations

The approach is to take advantage of the relationships among the $s^\delta_j$ to show that they form a (discrete) “harmonic conjugate triple.” This concept is easier
to describe in the continuous setting: we will say that real-valued harmonic functions $h_1, h_2, h_3$ form a **harmonic conjugate triple** if \( f = h_1 + \zeta h_2 + \zeta^2 h_3 \) is holomorphic, where \( \zeta \equiv \zeta_3 \equiv e^{2\pi i/3} \).

Here is a version of the Cauchy-Riemann equations for harmonic conjugate triples: consider the directional derivatives

\[
\partial_k f(z) \equiv \lim_{h \to 0} \frac{f(z + h\zeta^{k-1}) - f(z)}{h}, \quad 1 \leq k \leq 3.
\]

The same argument used in deriving the usual Cauchy-Riemann equations (see e.g. [113, p. 12]) gives

\[
\partial_k f = \frac{1}{\zeta} \partial_{k+1} f = \frac{1}{\zeta^2} \partial_{k+2} f, \tag{3.2}
\]

It will turn out that \( h_1 + h_2 + h_3 \equiv 1 \), so the \( \partial_k h_j \) are uniquely determined by the real linear relations

\[
\begin{pmatrix}
\partial_k \text{Re} f \\
\partial_k \text{Im} f
\end{pmatrix}
= \begin{pmatrix}
1 & \text{Re} \zeta & \text{Re} \zeta^2 \\
1 & \text{Im} \zeta & \text{Im} \zeta^2
\end{pmatrix}
\begin{pmatrix}
\partial_k h_1 \\
\partial_k h_2 \\
\partial_k h_3
\end{pmatrix}.
\]

Matching coefficients in (3.2) gives the \( 2\pi/3 \)-rotational Cauchy-Riemann equations

\[
\partial_k h_j = \partial_{k+1} h_{j+1} = \partial_{k+2} h_{j+2}, \quad 1 \leq k, j \leq 3, \tag{3.3}
\]

with indices taken modulo three.

We return now to the discrete setting. Recalling the definition (3.1), for \( w \sim z \) in \( \delta H \cap D^\delta \) define

\[
d_z s_3^\delta(w) \equiv \mathbb{P}^\delta[E_j(z) \setminus E_j(w)].
\]
The following result is Smirnov’s “color switching identity,” and is a discrete version of the $2\pi/3$-rotational Cauchy–Riemann equations (3.3).

**Proposition 3.8** (color switching). In the setting of Thm. 3.5, let $w \in \delta H \cap D^3$, and fix a counterclockwise ordering $z_1, z_2, z_3$ of the neighbors of $w$ in $\delta H$, assumed to lie in $D^3$. Then

$$d_z s_j^\delta(w) = d_{z_{j+1}} s_j^\delta(w) = d_{z_{j+2}} s_j^\delta(w). \tag{3.4}$$

Further $d_z s_j^\delta(w) = O(\delta^\lambda)$ where $\lambda$ is as in Thm. 3.7.

**Proof.** For now we suppress the dependence on $\delta$ from the notation. By cyclic permutation of indices it suffices to prove the result with $k = j$. Let $x_j \in T$ be the center of the hexagon incident to $w$ opposite $z_j$, and let $C_j$ denote the event that there is a path $\eta_j$ of color $C \in \{B = \text{blue}, Y = \text{yellow}\}$ joining $x_j$ to $A_j$. Then

$$E_j(z_j) \setminus E_j(w) = B_j^{-1} Y_j B_{j+1},$$

where the right-hand side denotes the event that $B_j^{-1} \cap Y_j \cap B_{j+1}$ occurs via disjoint paths $\eta_{j-1}, \eta_j, \eta_{j+1}$. Fig. 7a illustrates this equality of events; a detailed proof of this statement may be found in [23, Ch. 7]. Thus (3.4) may be restated as

$$\mathbb{P}(Y_1 B_2 B_3) = \mathbb{P}(B_1 Y_2 B_3) = \mathbb{P}(B_1 B_2 Y_3).$$

By symmetry it suffices to prove the second identity, which by flipping blue and yellow is the same as $\mathbb{P}(Y_1 B_2 Y_3) = \mathbb{P}(B_1 B_2 Y_3)$.

Conditioned on $B_2 Y_3$, consider exploring the interface beginning at the edge separating $H_{x_2}$ (blue) from $H_{x_3}$ (yellow), oriented so that blue is to the right. This exploration path $P$ must end on some vertex of $H \cap (A_2 \cup A_3)$, and the hexagons adjacent to $P$ determine the “innermost” disjoint paths $\eta_2$ and $\eta_3$ corresponding to $B_2$ and $Y_3$ respectively (erase loops so that the $\eta_j$ are simple.
paths). Note that these paths are determined without looking at any sites not incident to $P$.

Conditioning on the explored sites, the event $C_1B_2Y_3$ occurs if and only if there is a path of color $C$ from $x_1$ to $A_1$ which is disjoint from the explored sites. But the probability of this event clearly does not depend on whether $C$ is blue or yellow, so $P(Y_1B_2Y_3|B_2Y_3) = P(B_1B_2Y_3|B_2Y_3)$ and (3.4) is proved.

Finally, since the maximum distance from $w$ to an arc $A_k$ is of constant order, it follows from Thm. 3.7 that $d_z s^j_\delta(w) = O(\delta^3)$. \hfill $\square$

**Remark 3.9.** In fact $d_z s^\delta_j(w) = O(\delta^{2/3})$; see [108]. However, we will see that the $s^\delta_j$ converge to harmonic functions, which suggests that the discrete derivatives

$$s^\delta_j(z) - s^\delta_j(w) = d_z s^\delta_j(w) - d_w s^\delta_j(z)$$

are in fact $O(\delta)$ — that is, there is some cancellation between the disjoint events $E_j(z) \setminus E_j(w)$ and $E_j(w) \setminus E_j(z)$. It is unclear why this happens, and we turn now instead to proving relations among contour integrals, where the estimate of Propn. 3.8 is sufficient.

### 3.3.2. Integral relations

In taking the limit $\delta \downarrow 0$ it is easier to use global manifestations of holomorphicity such as Morera’s theorem (see e.g. [113, Thm. 5.1]). In this section we use Propn. 3.8 to prove relations on discrete contour integrals.

Suppose $(h_1, h_2, h_3)$ form a harmonic conjugate triple: since $f$ and 1 are both holomorphic, by Morera’s theorem

$$\begin{pmatrix} 0 \\ 0 \end{pmatrix} = \begin{pmatrix} 1 & \zeta & \zeta^2 \\ 1 & 1 & 1 \end{pmatrix} \begin{pmatrix} I_1 \\ I_2 \\ I_3 \end{pmatrix}, \quad I_j = \oint_C h_j \, dz,$$

therefore $\oint_C h_{j+1} \, dz = \zeta \oint_C h_j \, dz$. It is instructive to note that this relation can alternately be derived from the $2\pi/3$-rotational Cauchy-Riemann equations (3.3), using Stokes’s theorem. To see this, write

$$dx_1 \equiv dx, \quad dx_2 \equiv -\frac{1}{2} dx + \frac{\sqrt{3}}{2} dy, \quad dx_3 \equiv -\frac{1}{2} dx - \frac{\sqrt{3}}{2} dy.$$

Then

$$\sum_{k=1}^3 \partial_k h_j \, dx_k = \frac{3}{2} [\partial_x h_j \, dx + \partial_y h_j \, dy] = \frac{3}{2} dh,$$

$$\sum_{k=1}^3 \zeta^k dx_k = \frac{3}{2} [dx + i \, dy] = \frac{3}{2} dz.$$
Thus, for a contour $C = \partial U$, Stokes’s theorem implies

$$\oint_C h_j \, dz = \frac{4}{9} \int_U \left( \sum_{k=1}^3 \partial_k h_j \, dx_k \right) \wedge \left( \sum_{k=1}^3 \zeta^{k-1} \, dx_k \right).$$

Applying the Cauchy-Riemann equations (3.3) then gives

$$\oint_C h_j \, dz = \frac{4}{9} \int_U \left( \sum_{k=1}^3 \partial_k h_{j+1} \, dx_k \right) \wedge \left( \sum_{k=1}^3 \zeta^{k-1} \, dx_k \right) = \frac{1}{9} \oint_C h_{i+1} \, dz,$$

the same relation derived above.

We will now prove a discrete analogue of this relation for certain contours; the proof will be a discrete version of the Stokes’ theorem computation above. We will say that a discrete triangular contour is a contour which is a triangular path. For a triangular contour $C$ oriented counterclockwise in $D^\delta$, we define the discrete contour integral

$$\oint_C^d s_j^\delta(z) \, dz = \sum_{e \in C^\circ} s_j^\delta(z(e))(e^+ - e^-),$$

where $z(e)$ is the vertex of $H$ immediately to the left of the edge $e = (e^-, e^+)$. 

**Proposition 3.10.** In the setting of Thm. 3.5, if $C$ is a discrete triangular contour in $D^\delta$ of length $L$, then

$$\oint_C^d s_{j+1}^\delta(z) \, dz - \zeta \oint_C^d s_j^\delta(z) \, dz = O(\delta^L)$$

where $\lambda$ is as in Thm. 3.7.

**Proof.** Let $C^\circ$ denote the points of $\delta H$ inside $C$, and use $1 + \zeta + \zeta^2 = 0$ to write

$$\oint_C^d s_j^\delta(z) \, dz = i\sqrt{3} \sum_{w \in C^\circ} \sum_{z \sim w, z \notin C^\circ} s_j^\delta(w)(z-w) = i\sqrt{3} \sum_{w \in C^\circ} \sum_{z \sim w, z \notin C^\circ} s_j^\delta(w)(w-z).$$

This can be rewritten as

$$\sum_{\{w,z\}} (z-w)[s_j^\delta(z) - s_j^\delta(w)] = \sum_{\{w,z\}} (z-w)[d_z s_j^\delta(w) - d_w s_j^\delta(z)]$$

$$= \sum_{w \in C^\circ} \sum_{z \sim w} d_z s_j^\delta(w)(z-w) - \sum_{w \in C^\circ} \sum_{z \sim w, z \notin C^\circ} d_z s_j^\delta(w)(z-w) \equiv S_j - E_j.$$ 

Propn. 3.8 implies $S_{j+1} = \zeta S_j$ while $E_j = O(\delta^L)$, which proves the result.  

\[\square\]
3.4. Completing the proof

We can easily extend $s^\delta_j$ to all of $\delta H$ by setting $s^\delta_j(z)$, $z \notin D^\delta$, to equal $s^\delta_j(z')$ where $z'$ is one of the hexagonal vertices inside $D^\delta$ closest to $z$. Let $g^\delta_j$ denote the extension to the closure of $D$ by linear interpolation. We will prove Thm. 3.5 by showing that the $g^\delta_j$ converge uniformly to the triple characterized by the following lemma, due to Beffara:

**Lemma 3.11** (Beffara [10]). Let $D_3$ be a three-marked domain. There is unique triple of continuous real-valued functions $(h_1, h_2, h_3)$ defined on the closure of $D$ satisfying the following two conditions:

(i) For any triangular contour $C$ in $D$, $\oint_C h_{j+1}(z) \, dz = \zeta \oint_C h_j(z) \, dz$.
(ii) For any $z \in A_j$, $h_j(z) = 0$ and $h_{j+1}(z) + h_{j+2}(z) = 1$.

Moreover these functions are harmonic, hence a conformal invariant of $D_3$.

**Proof.** Property (i) and Morera’s theorem give that $f = h_1 + \zeta h_2 + \zeta^2 h_3$ and $h = h_1 + h_2 + h_3$ are holomorphic, hence the $h_j$ are harmonic. Property (ii) and the maximum principle then gives $h \equiv 1$.

On the arc $A_j$, property (ii) implies that $f$ is a convex combination of $\zeta^j$ and $\zeta^{j+1}$. Thus, as $z$ travels along $\partial D$, $f(z)$ winds around $\partial \Delta$ where $\Delta$ is the equilateral triangle with marked vertices $1, \zeta, \zeta^2$. It follows from the argument principle (see e.g. [113, Thm. 4.1]) that $f$ is unique conformal equivalence of $D_3$ with $\Delta$. The result follows since the $h_j$ are uniquely determined by $(f, h)$. \qed

**Proof of Thm. 3.5.** It is clear that the $g^\delta_j$ are uniformly bounded, and uniform equicontinuity follows from the bound on the discrete derivatives (Propn. 3.8), so the $g^\delta_j$ have subsequential uniform limits by the Arzelà-Ascoli theorem. We must show that any subsequential limit satisfies the characterization of Lem. 3.10. Indeed, property (i) follows from Propn. 3.10 by approximating $C$ with discrete triangular contours, using uniform convergence to the limit and the uniform equicontinuity of the $g^\delta_j$. Property (ii) is intuitively clear, and is easy to prove rigorously using Thm. 3.7.

It follows that $\Phi^\delta(D_3) = g^\delta_j(P_4)$ converges to $\Phi(D_4) = h_2(P_4)$, which is a conformal invariant of $D_4$ by Lem. 3.11. This concludes the proof of Smirnov’s theorem. \qed

Carleson noted that Cardy’s formula takes a particularly simple form when the domain is an equilateral triangle. A consequence of the above proof is the verification of this formula for critical percolation on $T$:

**Cardy’s formula in Carleson’s form** (Smirnov [105, 108], Beffara [10]). Let $D_3$ denote the three-marked domain obtained from $D_4$ by forgetting $P_4$, and $f$ the conformal equivalence $D_3 \to \Delta$. Then $\Phi(D_4) = x(D_4)$ where $x \equiv x(D_4)$ is defined by

$$f(P_4) = x \zeta^2 + (1 - x).$$
Proof. For \( x \in A_3(\Delta) \) write \( \Delta_x \equiv (\Delta; 1, \zeta, \zeta^2, x) \): Thm. 3.5 implies
\[
\Phi(D_4) = \Phi(\Delta_{f(P_4)}) = h_2(f(P_4))
\]
where \((h_1, h_2, h_3)\) is the triple on \( \Delta \) given by Lem. 3.11. But \( h_1 + \zeta h_2 + \zeta^2 h_3 \) must simply be the identity on \( \Delta \), so \( h_2 \) is linear on \( A_3(\Delta) \) and the result follows. \( \Box \)

In forthcoming work Mendelson, Nachmias, Sheffield and Watson prove an \( O(\delta^{\epsilon}) \) bound on the rate of convergence to Cardy’s formula \([83]\).

For two more percolation formulas of a similar nature see \([40, 95, 104]\).

### 3.5. The percolation exploration path

Let \( D_2^\delta \equiv (D^\delta; a^\delta, b^\delta) \) be a two-marked domain, and suppose \( A_1^+, A_2^+ \) are colored yellow, blue respectively. The percolation exploration path \( \gamma^\delta \) is the portion of the blue-yellow interface traveling from \( a^\delta \) to \( b^\delta \). The purpose of the remainder of this article is to prove the following:

**Theorem 3.12** (Schramm \([94]\), Smirnov \([105, 108]\), Camia and Newman \([31]\)). Let \( \gamma^\delta \) denote the percolation exploration path in the discrete domain \( D_2^\delta \). If \( D_2^\delta \) converges uniformly to the two-marked bounded Jordan domain \( D_2 \), then \( \gamma^\delta \) converges weakly to chordal SLE\(_6\) in \( D_2 \).

**Remark 3.13.** For random variables on a separable metric space, there are several equivalent ways to define convergence in law (weak convergence, convergence in distribution): in our setting, a natural formulation is via the Skorohod coupling theorem (more precisely, the generalization due to Dudley \([42]\)) which states that random variables converge in law if and only if they can be defined on a joint probability space in which they converge almost surely.

In §4 we define SLE and give some characterizations of SLE\(_6\). §5 shows that the \( \gamma^\delta \) have subsequential weak limits. Finally, §6 shows that all subsequential limits coincide with chordal SLE\(_6\), concluding the proof.

### 4. Schramm-Loewner evolutions

In this chapter we derive the chordal Loewner differential equation
\[
\dot{g}_t(z) = \frac{2}{g_t(z) - u_t}, \quad g_0(z) = z, \quad u_t = g_t(\gamma(t))
\]
for a self-avoiding (see Defn. 4.8 below) curve traveling from 0 to \( \infty \) in \( \mathbb{H} \). We then show that the SLE axioms imply that \( u_t \) is a Brownian motion. We conclude with a characterization of SLE\(_6\) which will be used in the proof of Thm. 3.12. A fully rigorous treatment of SLE is beyond the scope of this article, but we attempt to highlight the main points.
4.1. Normalizing the conformal maps

By conformal invariance it suffices to define chordal SLE for a single two-marked domain, and it turns out a convenient choice is \( \mathbb{H}_2 \equiv (\mathbb{H}; 0, \infty) \). In this section only, we take \( \mathbb{C} \) with the spherical metric, so that \( \mathbb{H} \) is a bounded domain with compact closure \( \overline{\mathbb{H}} = \mathbb{H} \cup \mathbb{R} \). We will begin by describing the Loewner slit mapping theorem for a simple curve \( \gamma \) traveling chordally in \( \mathbb{H}_2 \), and extend to more general curves afterwards.

Recall that conformal automorphisms of a simply connected domain are determined up to three real degrees of freedom, for example, the group of conformal automorphisms of \( \mathbb{H} \) is the group of Möbius transforms, \( \text{Aut} \mathbb{H} \cong \text{SL}_2 \mathbb{R} \) (see e.g. [113, Thm. 2.4]). Thus conformal equivalences between two-marked domains are not uniquely determined, so we must choose an appropriate normalization for the maps \( g_t \).

From now on we write \( f \lesssim g \) if \( f/g \) is bounded by a (universal) constant, and \( f \asymp g \) if both \( f \lesssim g \) and \( g \lesssim f \).

4.1.1. Boundary behavior

We begin with a caution that while conformal maps are as nice as possible in the interiors of domains, their good behavior does not necessarily continue up to the boundary. The results of this section may be found in [90] which has much more information on this subject.

**Carathéodory’s theorem.** Let \( f : \mathbb{D} \to D \) be a conformal map. The function \( f \) has a continuous extension to \( \overline{\mathbb{D}} \), which restricts to a bijection of \( C = \partial \mathbb{D} \) with \( \partial D \), if and only if \( \partial D \) is a Jordan curve.

Unfortunately, Carathéodory’s theorem does not apply in our main case of interest, where \( D \) is a “slit” domain of the form \( \mathbb{H} \setminus \gamma[0, t] \). We do, however, have the following result:

**Definition 4.1.** The closed set \( A \subseteq \mathbb{C} \) is called **locally connected** if for all \( \epsilon > 0 \) there exists \( \delta > 0 \) such that, for any two points \( a, b \in A \) with \( |a - b| < \delta \), we can find a continuum\(^7\) \( B \subseteq A \) with \( a, b \in B \) and \( \text{diam} B < \epsilon \).

**Continuity theorem.** Let \( f : \mathbb{D} \to D \) be a conformal map. The following are equivalent:

(i) The function \( f \) has a continuous extension to \( \overline{\mathbb{D}} \);
(ii) \( \partial D \) is a curve;
(iii) \( \partial D \) is locally connected;
(iv) \( C \setminus D \) is locally connected.

This tells us that the maps are well-behaved at least in one direction, and in the other direction more care is needed. In particular, the driving function \( "u_t = g_t(\gamma(t))" \) is not a priori well-defined.

\(^7\)A nonempty compact connected subset of \( \mathbb{C} \).
4.1.2. Half-plane capacity

We define a compact \(H\)-hull to be a bounded subset \(A \subset H\) with \(A\) closed in \(H\) and \(H \setminus A\) simply connected (\(A\) itself is not required to be connected). The radius of \(A\), denoted \(\text{rad } A\), is the radius of the smallest closed disc centered at the origin which contains \(A\). Let \(Q\) denote the collection of compact \(H\)-hulls.

We will normalize a conformal map \(g_A : H \setminus A \to H\) by the requirement that it behave “like the identity” near \(\infty\). The following proposition makes this precise:

**Proposition 4.2.** For \(A \in Q\), there is a unique conformal transformation \(g_A : H \setminus A \to H\) such that

\[
\lim_{z \to \infty} [g_A(z) - z] = 0.
\]

We say that \(g_A\) has the hydrodynamic normalization.

**Proof.** The inversion map \(j : z \mapsto -1/z\) is an element of \(\text{Aut } H\). \(D = j(H \setminus A) \subseteq H\) is simply connected and contains the intersection of \(H\) with some neighborhood of 0. By the Riemann mapping theorem and Carathéodory’s theorem, there exists a conformal map \(\phi : D \to H\) with \(\phi(0) = 0\), extending continuously to the boundary of \(D\) near 0. By Schwarz reflection (see [1, §4.6.5]) \(\phi\) has a power series expansion

\[
\phi(z) = a_1z + a_2z^2 + a_3z^3 + \cdots
\]

around 0 with \(a_1 > 0\) and \(a_k \in \mathbb{R}\) for all \(k\), since \(\phi\) maps the real line near 0 to the real line. The map \(\phi\) is determined up to composition with any element of \(\text{Aut } H \cong \text{SL}_2 \mathbb{R}\) fixing 0, and a simple calculation shows that \(\phi\) is fully determined by the choice of \(a_1 > 0\), \(a_2 \in \mathbb{R}\). Define \(g_A(z) = j \circ \phi \circ j(z)\); its expansion around \(\infty\) is

\[
g_A(z) = \frac{-1}{\phi(-1/z)} = \frac{z}{a_1} + \frac{a_2}{a_1^2} + \frac{(a_2^2 - a_3)}{a_1^3} \frac{1}{z} + \cdots \equiv b_{-1}z + b_0 + \frac{b_1}{z} + \cdots.
\]

The result follows by choosing \(a_1 = 1\), \(a_2 = 0\).

**Definition 4.3.** If \(A\) is a compact \(H\)-hull, the **half-plane capacity** (from \(\infty\)) of \(A\) is

\[
\text{hcap } A = \lim_{z \to \infty} z [g_A(z) - z].
\]

In the notation of the proof of Propn. 4.2, \(\text{hcap } A = b_1\) and

\[
g_A(z) = z + \frac{\text{hcap } A}{z} + O\left(\frac{1}{|z|^2}\right) \text{ as } z \to \infty.
\]

If \(r > 0\) then \(g_{rA}(z) = r g_A(z/r)\) so \(\text{hcap}(rA) = r^2 \text{hcap } A\), and if \(x \in \mathbb{R}\) then \(g_{A+x} = g_A(z-x) + x\) so \(\text{hcap}(A+x) = g_A(z-x) + x\) = \(\text{hcap } A\). If \(A, B \in Q\) with \(A \subseteq B\) then \(g_B = g_{g_A(B \setminus A)} \circ g_A\), and expanding gives

\[
\text{hcap } B = \text{hcap } A + \text{hcap}(g_A(B \setminus A)).
\]
This suggests that the half-plane capacity is a measure of the size of $A$, but we have not yet shown that $h_{\cap}$ is positive. The following result proves this and gives a more precise characterization of the capacity in terms of Brownian motion.

**Proposition 4.4.** Let $A \in \mathcal{Q}$, $W_t$ a Brownian motion started at $z \in \mathbb{H} \setminus A$, and $\tau \equiv \tau_{\mathbb{H} \setminus A}$ the leaving time of $\mathbb{H} \setminus A$. Then $\text{Im}[z - g_A(z)] = \mathbb{E}_z(\text{Im} W_{\tau})$.

**Proof.** By the hydrodynamic normalization, $\phi(z) = \text{Im}[z - g_A(z)]$ is a bounded harmonic function on $\mathbb{H} \setminus A$, and can be extended continuously to the boundary by setting $\phi(z) = \text{Im} z$ for $z \in \partial(\mathbb{H} \setminus A)$. Therefore $\phi(W_{t,\tau})$ is a martingale, and the optional sampling theorem gives

$$
\phi(z) = \mathbb{E}_z \phi(W_{\tau}) = \mathbb{E}_z[\text{Im} W_{\tau}],
$$

proving the result. \hfill \Box

An immediate consequence is that

$$
h_{\cap} A = \lim_{y \to \infty} y \mathbb{E}_y[\text{Im} W_{\tau}],
$$

(4.2)

which proves that $h_{\cap}$ is positive. For example, $g_{D \cap \mathbb{H}}(z) = z + z^{-1}$ so $h_{\cap}(\mathbb{B} \cap \mathbb{H}) = 1$, implying the general bound $h_{\cap} A \leq (\text{rad} A)^2$. For more geometric interpretations of $h_{\cap}$ see [68].

We now state two results which will be used in the LDE derivation; the proofs are deferred to §4.4. The first result is a uniform estimate on higher-order remainder terms in the Laurent expansion of $g_A(z)$:

**Proposition 4.5.** There exists a constant $c < \infty$ such that

$$
\left| g_A(z) - z - \frac{h_{\cap} A}{z} \right| \leq c \frac{(\text{rad} A)(h_{\cap} A)}{|z|^2}
$$

(4.3)

for all $|z| \geq 2 \text{rad} A$.

The next result is a bound on the distortion of size under the maps $g_A$.

**Proposition 4.6.** For $A \in \mathcal{Q}$ and $B \subset \mathbb{H}$ such that $A \cup B \in \mathcal{Q}$,

$$
diam g_A(B) \lesssim [(\text{diam} B)(\sup \{\text{Im} z : z \in B\})]^{1/2}.
$$

Assuming these results, in the next section we derive the LDE and use it to define the Schramm-Loewner evolutions.

### 4.2. The Loewner differential equation and SLE

Returning to the original problem, let $\gamma$ be a simple curve traveling from 0 to $\infty$ in $\mathbb{H}$. Let $g_t \equiv g_{\gamma(0,t)}$, $b(t) \equiv h_{\cap} \gamma(0,t)$. Let $g_{s,t} \equiv g_{s}(\gamma(s,t))$ so that $g_t = g_{s,t} \circ g_s$. The following is a consequence of Propn. 4.6:
Corollary 4.7. The map \( g_t \) can be extended continuously to \( u_t \equiv g_t(\gamma(t)) \) which is real-valued and continuous in \( t \) with \( u_0 = 0 \).

Proof. Note that

\[
\|g_s - g_t\|_\infty = \sup_z |g_{s,t}(z) - z| \lesssim \text{diam } g_s(\gamma(s,t)), \tag{4.4}
\]

and Propn. 4.6 implies

\[
\text{diam } g_s(\gamma(s,t)) \lesssim [(\text{diam } \gamma[s,t])/(\text{diam } \gamma[0,t])]^{1/2} \tag{4.5}
\]

Let \( u_t \equiv \lim_{s \uparrow t} g_s(\gamma(t)) \); (4.4) and (4.5) imply that \( w \) is well-defined and continuous in \( t \). Given \( \varepsilon > 0 \), since \( \gamma \) is simple, there exists \( 0 < \delta < \varepsilon \) such that if \( 0 \leq s < t \leq t_0 \) and \( |\gamma(s) - \gamma(t)| < \delta \), then \( t - s < \varepsilon \) and \( \text{diam } \gamma[s,t] < \varepsilon \). Let \( B = B_3(\gamma(t)) \cap (\mathbb{H} \setminus \gamma[0,t]) \): for any \( z \in B \), there exists a simple curve \( \hat{\gamma} \) in \( B \) of diameter \( < \delta \) joining \( z \) to some \( \gamma(t') \in B_3(\gamma(t)) \) with \( t' < t \), hence \( t - t' < \varepsilon \) and \( \text{diam } \gamma[t',t] < \varepsilon \). Then

\[
|g_t(z) - u_t| \leq |g_t(z) - g_t(z)| + |g_t(z) - g_t(\gamma(t))| + |g_t(\gamma(t)) - u_t|
\]

\[
\leq |g_t - g_t|_\infty + \text{diam } g_t(\hat{\gamma}) + \limsup_{s \uparrow t} |g_t - g_s|_\infty,
\]

which by (4.4) and (4.5) can be made arbitrarily small by taking \( \varepsilon \downarrow 0 \). Therefore \( u_t = w_t \) is continuous in \( t \).

By (4.1) and (4.5), the set \( A = g_s(\gamma(s,t)) - u_s \) has half-plane capacity \( b(t) - b(s) \) and radius \( r_{s,t} \) which both approach zero as \( t - s \downarrow 0 \). By reparametrizing, suppose \( b \) is continuously differentiable. Propn. 4.5 gives

\[
g_t(z) - u_s = g_s(\gamma(s,t)) - u_s(g_s(z) - u_s)
\]

\[
= [g_s(z) - u_s] + \frac{b(t) - b(s)}{g_s(z) - u_s} + O\left( r_{s,t}[b(t) - b(s)]/|g_s(z) - u_s|^2 \right),
\]

where the final term tends to zero faster than \( t - s \) as \( t - s \downarrow 0 \). Rearranging and taking \( t - s \downarrow 0 \) gives

\[
\dot{g}_t(z) = \frac{\dot{b}(t)}{g_t(z) - u_t}, \quad \dot{g}_0(z) = z.
\]

The standard parametrization then sets \( b(t) = 2t \), so that

\[
\dot{g}_t(z) = \frac{2}{g_t(z) - u_t}, \quad \dot{g}_0(z) = z. \tag{4.6}
\]

This is the (chordal) Loewner differential equation (LDE) with driving function \( u_t \).

In fact, the only place in the derivation where we used that \( \gamma \) was simple was in the proof of Cor. 4.7. In fact, using Propn. 4.6 one can see that the LDE applies to any continuously increasing hull process: a strictly increasing process \( K_t \in Q \) with \( b(t) = \text{hcap } K_t \) continuously differentiable, such that \( g_t(K_t + \delta) \) decreases to a single point \( u_t \in \mathbb{R} \) as \( \delta \downarrow 0 \) and \( u_t \) is continuous in \( t \). Fig. 8 shows the vector field \( 2/[g_B(z) - 2] \) (corresponding to \( K_t = \mathbb{D} \) and \( u_t = 2 \)).

\[^8\]For a discussion of parametrization of SLE see [78].
Conversely, given a continuous function $u_t : [0, \infty) \to \mathbb{R}$ with $u_0 = 0$, the LDE with driving function $u_t$ is simply an ODE, so we can solve this ODE to recover the increasing hull process: $\gamma_t(z)$ is well-defined up to the first time $T_z$ that $\lim_{t \uparrow T_z} [\gamma_t(z) - u_t] = 0$. Consequently $K_t = \{z \in \mathbb{H} : T_z \leq t\}$, the set of points “swallowed” by time $t$ — note that multiple points can be swallowed at once.

**Definition 4.8.** Let $\gamma$ be any curve (not necessarily simple) traveling from 0 to $\infty$ in $\mathbb{H}$. The **filling** of $\gamma[0,t]$ is the set $K_t \in \mathcal{Q}$ of all $z \in \mathbb{H}$ not belonging to the unbounded component of $\mathbb{H} \setminus \gamma[0,t]$. We call $K_t$ the **hull process generated by** $\gamma$, and say that $\gamma$ is **self-avoiding** if $K_t$ is continuously increasing.

By abuse of notation we write $\text{hcap}\gamma[0,t] \equiv \text{hcap} K_t$: if $\gamma$ is self-avoiding then it has a parametrization with $\text{hcap}\gamma[0,t] = 2t$, in which case we say $\gamma$ is “parametrized by its half-plane capacity.” If a curve travels for a non-trivial time interval into its past hull or along the domain boundary, its half-plane capacity remains constant during this time so it is not parametrized by hcap. There are also curves which may be parametrized by hcap but which do not generate a continuously increasing hull process, specifically curves with transversal self-crossings.

If the (hypothetical) random curve $\gamma$ is to satisfy the SLE axioms, its driving function must be a continuous process of stationary independent increments. By Lévy’s characterization of Brownian motion this implies $u_t = \mu t + \sqrt{\kappa} W_t$, for $W_t$ a standard Brownian motion. If further the model has left-right symmetry then $\mu = 0$.

**Definition 4.9.** The **Schramm-Loewner evolution** on $\mathbb{H}_2$ with parameter $\kappa$ is the continuously increasing hull process given by the Loewner evolution (4.6) with random driving function $u_t = \sqrt{\kappa} W_t$.

The SLE$_{\kappa}$ on an arbitrary two-marked domain $D_2$ is the image of SLE$_{\kappa}$ on $\mathbb{H}_2$ under a conformal equivalence $f : \mathbb{H}_2 \to D_2$ (and hence is defined only up to a linear time change). More generally, the SLE$_{\kappa,\rho}$ processes are generated by Brownian motion with drift; see [39, 71, 100].

Unfortunately, there are continuously increasing hull process $K_t$ not generated by any curve (see e.g. [72, §4.4]). That the hull process corresponding to $u_t = \sqrt{\kappa} W_t$ is almost surely generated by a curve was proved for $\kappa = 8$ in [77] and for $\kappa \neq 8$ in [92] (see [72, Ch. 7]). We do not need this fact because we will show that the percolation exploration path converges in law to a conformally invariant random curve satisfying a property which uniquely characterizes SLE$_6$ among the SLE$_{\kappa}$ (hull) processes. This implies **a fortiori** that SLE$_6$ is generated by a curve.
4.3. Characterization of $SLE_6$

We now present the characterization of $SLE_6$ used by Camia and Newman in identifying the scaling limit of the exploration path.

First, the following result, noted by Schramm in [94, §1] and proved in [73], indicates why $SLE_6$ is the natural candidate. Let $N = \mathbb{H} \cap N_0$ for $N_0$ an open neighborhood of 0, and let $\Phi$ be a locally real conformal map of $N$ into $\mathbb{H}$ (that is, in some neighborhood of 0, $\Phi$ has a power series expansion with real coefficients). Consider running an $SLE_\kappa$ process $\gamma$ until the first time $\tau$ that it leaves $N$: the process is said to have the locality property if $\Phi^n(\gamma)$ (before time $\tau$) again has the law of $SLE_\kappa$ up to a time change.

**Theorem 4.10** (Lawler, Schramm, Werner [71, 73]). The only $SLE_\kappa$ with the locality property is $SLE_6$.

**Proof.** We follow the proof of [72]. For $\gamma$ an $SLE_\kappa$ process, let $K_t$ denote the filling of $\gamma[0,t]$, and let $N^\ast = \Phi N$, $\gamma^\ast = \Phi \gamma$, $K_t^\ast = \Phi K_t$, $b^\ast(t) = \text{hc} \gamma^\ast[0,t]$. Let $g^\ast_t$ denote the conformal map $\mathbb{H} \setminus K_t^\ast \to \mathbb{H}$ with the hydrodynamic normalization, and let $\Phi_t \equiv g_t^\ast \circ \Phi \circ g_t^{-1}$, so that
\[
\dot{g}_t^\ast(z) = \frac{b^\ast(t)}{g_t^\ast(z) - u_t^\ast}, \quad g_0^\ast(z) = z,
\]
with $u_t^\ast = \Phi_t(u_t)$.

We leave it to the reader to verify that $\dot{b}^\ast(t) = 2\Phi_t'(u_t)^2$. Therefore, we can easily calculate that for $z \in \mathbb{H}$,
\[
\dot{\Phi}_t(z) = 2 \left[ \frac{\Phi_t'(u_t)^2}{\Phi_t(z) - u_t^\ast} - \frac{\Phi_t'(z)}{z - u_t} \right].
\]

Letting $z \to u_t$, we find $\dot{\Phi}_t(u_t) = -3\Phi''(u_t)$. Thus, by Itô’s lemma,
\[
du_t^\ast = \dot{\Phi}_t(u_t) \ dt + \Phi_t'(u_t) \ du_t + \frac{1}{2} \Phi''(u_t) \kappa \ dt
\]
\[
= \left[ -3 + \frac{\kappa}{2} \right] \Phi''(u_t) \ dt + \Phi_t'(u_t) du_t,
\]
which is a martingale if and only if $\kappa = 6$. In this case it follows that $\gamma^\ast$ is again an $SLE_6$ process.

Any scaling limit of the percolation exploration path is certainly expected to have the locality property, so (heuristically) Thm. 4.10 already distinguishes $SLE_6$ as the only possible candidate for the scaling limit of the exploration path.

To rigorously identify the scaling limit with $SLE_6$ we take a slightly different approach: recall §2.2 where we noted that from the conformal invariance of the Brownian hitting distribution, one can deduce the conformal invariance of the entire Brownian trajectory (up to reparametrization) by taking polygonal approximations. We now apply this idea to give a characterization of $SLE_6$ which we will then verify in the percolation scaling limit.
By conformal invariance it suffices to characterize \(SLE_6\) in \(\mathbb{H}_2\). For \(\gamma\) any self-avoiding curve traveling chordally in \(\mathbb{H}_2\) and parametrized by \(\text{heap}\), define
\[
\tau(\gamma, \epsilon) \equiv \inf\{t \geq 0 : \gamma(t) \notin B_\epsilon\};
\]
note \(\tau(\gamma, \epsilon) \leq \epsilon/2\). Let \(\tau_0 = 0\), and for \(j \geq 1\) let
\[
\tau_j = \tau_{j-1} + \tau(\bar{g}_{\tau_{j-1}}, \gamma, \epsilon), \quad \bar{g}_t(z) \equiv g_t(z) - u_t.
\]
Define the polygonal approximation \(\gamma_\epsilon\) by setting \(\gamma_\epsilon(\tau_j) = \gamma(\tau_j)\) and interpolating linearly in between. Since \(\gamma\) is continuous on \([0, \infty]\) it is uniformly continuous, and since \(\tau_j - \tau_{j-1} \leq \epsilon/2\) for all \(j\) it follows that \(\gamma_\epsilon \to \gamma\) uniformly as \(\epsilon \downarrow 0\). Thus a deterministic \(\gamma\) is characterized by its polygonal approximations \(\gamma_\epsilon\), and a random \(\gamma\) is characterized by the laws of these approximations.

For fixed \(\epsilon > 0\), call \(K_j \equiv \bar{g}_{\tau_{j-1}}K_{\tau_j}\) \((j \geq 1)\) the \(\epsilon\)-filling sequence for \(\gamma\). Then \(\bar{g}_{\tau_{j-1}}\gamma_\epsilon(\tau_{j})\) is the unique point of intersection of \(\bar{K}_j\) with \(C_\epsilon\), and by composition of conformal mappings \(\gamma_\epsilon\) is determined by the \(\epsilon\)-filling sequence. But if \(\gamma\) is a random \(SLE\) curve, the domain Markov property implies that its \(\epsilon\)-filling sequence is \(i.i.d.,\) characterized by the law of \(K_1\).

\(SLE_6\) is the unique \(SLE_\epsilon\) for which this law is given by Cardy’s formula, another fact noted in [94, §1] and proved in [73]. We will formulate this result as follows: in a 2-marked domain \(D_0 \equiv (D; a, b)\) let \(J\) be a simple curve joining \(c \in \overline{ab}, d \in \overline{ba}\). We refer to \(J\) as a \textbf{crosscut}; it separates \(D\) into subdomains \(D_0\) (incident to \(a\)) and \(D_\infty\) (incident to \(b\)), and we consider running a self-avoiding curve from \(a\) until it exits \(D_0\), resulting in a hull \(K(D_2, J)\). Let \(\alpha_c\) be a simple curve traveling from \(\alpha_{cd} \in \overline{ac}\) to \(\alpha_{c1} \in J\), and let \(\alpha_d\) be a simple curve traveling from \(\alpha_{d0} \in \overline{da}\) to \(\alpha_{d1} \in J\), with \(\alpha_c \cap \alpha_d = \emptyset\). Let \(D_0^\alpha\) denote the connected component of \(D_0 \setminus (\alpha_c \cup \alpha_d)\) between \(\alpha_c\) and \(\alpha_d\). (See Fig. 9.) Specifying the law of the hull \(K\) is equivalent to specifying the law of its boundary, regarded as an element of \(C_D\). Excluding events of probability zero, the \(\sigma\)-algebra is generated by the events
\[
E_\alpha \equiv \{K : K \subseteq D_0^\alpha\}.
\]

**Theorem 4.11** (Lawler, Schramm, Werner [73, Thm. 3.2]). For the setting described above, \(SLE_6\) is the unique \(SLE_\epsilon\) for which the law of \(K(D_2, J)\) is determined by Cardy’s formula:
\[
\mathbb{P}^{SLE_\epsilon}(E_\alpha) = \Phi(D_0^\alpha; a, \alpha_{c0}, \alpha_{c1}, \alpha_{d0}) - \Phi(D_0^\alpha; a, \alpha_{c0}, \alpha_{c1}, \alpha_{d0}). \quad (4.7)
\]

We omit the proof and refer the reader to [73] and [72, §6.7]. The proof for the equilateral triangle (which is sufficient for our purposes) is particularly simple and may be found in [72, §6.8] or [117, §3.8].

The main consequence of this discussion is the following result which will be used in §6 to identify the scaling limit of the exploration path.

**Proposition 4.12.** If \(\gamma\) is a self-avoiding curve such that for all \(\epsilon > 0\) the \(\epsilon\)-filling sequence is \(i.i.d.,\) with law given by Cardy’s formula (4.7), then \(\gamma\) is \(SLE_6\).
4.4. Capacity estimates for the LDE

In this section we prove Propn. 4.5 and Propn. 4.6, completing the derivation of the LDE. We place both results under the heading of “capacity estimates” because they are proved by estimating hitting probabilities of Brownian motion.

Lemma 4.13. Let $D \equiv \mathbb{H} \setminus \overline{W}$, and let $W_t$ be Brownian motion started in $D$ and stopped at $\tau \equiv \tau_D$. If $p(z, w)$ denotes the density of $W_\tau$ on $\partial D$ with respect to Lebesgue measure, then

$$p(z, e^{i\theta}) = \frac{2}{\pi} \frac{\text{Im} z}{|z|^2} \sin \theta \left(1 + O(|z|^{-1})\right).$$

(4.8)

Consequently, if $\text{rad } A \leq 1$ then

$$\text{hcap } A = \frac{2}{\pi} \int_0^\pi \mathbb{E}_{e^{i\theta}} \left[\text{Im } W_{\tau_{\partial A}}\right] \sin \theta \, d\theta.$$

(4.9)

Proof. Recall the Poisson integral formula for $\mathbb{H}$ given in (2.2). If $f$ is a bounded continuous function on $\partial D$ with $f = 0$ outside of $\partial \mathbb{D}$, then

$$\mathbb{E}_z[f(W_T)] = P_Df(z) = P_\mathbb{H}(f \circ \varphi^{-1})(\varphi(z)),$$

where $\varphi(z) = z + 1/z$ maps $D$ conformally onto $\mathbb{H}$. In particular $\varphi$ maps $e^{i\theta}$ to $2 \cos \theta \in [-2, 2]$, so

$$\mathbb{E}_z[f(W_T)] = \frac{1}{\pi} \int_{-2}^2 Q_{\text{Im } \varphi(z)}(t - \text{Re } \varphi(z)) f \circ \varphi^{-1}(t) \, dt$$

$$= \frac{2}{\pi} \int_0^\pi Q_{\text{Im } \varphi(z)}(2 \cos \theta - \text{Re } \varphi(z)) f(e^{i\theta}) \sin \theta \, d\theta.$$
(4.8) then follows since $\text{Re} \varphi(z) = (1 + |z|^{-2}) \text{Re} z$ and $\text{Im} \varphi(z) = (1 - |z|^{-2}) \text{Im} z$. Next, by Propn. 4.4 and the strong Markov property for Brownian motion, if $\text{rad} A \leq 1$ and $|z| > 1$ then

$$\text{Im}[z - g_A(z)] = \frac{2}{\pi} \frac{\text{Im} z}{|z|^2} \int_0^\pi E_{e^{i\theta}}[\text{Im} W_{\tau_{H \setminus A}}] \sin \theta (1 + O(|z|^{-2})) \, d\theta. \quad (4.10)$$

Taking $z = iy$ and taking $y \uparrow \infty$ gives (4.9).

Proof of Propn. 4.5. By scaling we may assume $\text{rad} A = 1$. For $z \in \mathbb{H} \setminus A$, let $h(z) ≡ g_A(z) - z - h_{\text{cap}} A/z$ and consider

$$v(z) \equiv \text{Im} h(z) = \text{Im}[g_A(z) - z] + h_{\text{cap}} A \frac{\text{Im} z}{|z|^2}.$$ 

By (4.9) and (4.10), there exists a constant $c < \infty$ such that

$$|v(z)| \leq c \frac{\text{Im} z}{|z|^3} \text{cap} A.$$

On the other hand, if $\overline{B_r(z)} \subset \mathbb{H} \setminus A$, the Poisson integral formula (2.1) for the disc gives

$$v(w) = \frac{1}{2\pi} \int_0^{2\pi} \text{Re} \left( \frac{R + (w - z)}{R - (w - z)} \right) v(z + R e^{i\varphi}) \, d\varphi, \quad w \in B_r(z),$$

and differentiating we find that for $z$ sufficiently far away from $A$ (say $|z| \geq 2$),

$$\left| \frac{\partial v}{\partial x}(z), \frac{\partial v}{\partial y}(z) \right| \leq c \frac{\text{cap} A}{|z|^3}.$$

It follows by the Cauchy-Riemann equations that $|h'(z)| \leq c(\text{cap} A)/|z|^3$, and since $\lim_{r \to \infty} h(re^{i\theta}) = 0$ we can integrate from $\infty$ to bound $h(re^{i\theta})$:

$$|h(re^{i\theta})| = \left| \int_y^{\infty} h'(te^{i\theta}) \, dt \right| \leq c \frac{\text{cap} A}{r^2},$$

which concludes the proof.

It remains to prove Propn. 4.6, which is done by relating the size of sets to hitting probabilities of Brownian motion. For $B$ a subset of $\mathbb{H}$ and $A \in \mathcal{Q}$, define the capacity of $B$ relative to $A$ by

$$\text{cap}_{\mathbb{H}}(B; A) \equiv \lim_{y \to \infty} \text{y} \text{y}^{\mathbb{H}}(W[0, \tau_{\mathbb{H} \setminus A}] \cap B \neq \emptyset).$$

We call $\text{cap}_{\mathbb{H}}(B) \equiv \text{cap}_{\mathbb{H}}(B; \emptyset)$ the capacity of $B$. This capacity scales as $\text{cap}_{\mathbb{H}} r B = r \text{cap}_{\mathbb{H}} B$, and has the following invariance property: for $B' \subset \mathbb{H}$, let $g_A(B')$ denote the pre-image of $B'$ under the continuation of $g_A^{-1}$ to $\mathbb{H}$. Then:
Lemma 4.14. For \( A \in \mathbb{Q} \), \( \text{cap}_A \) \( \hat{A} = \pi^{-1} \text{len} \hat{A} \) where \( \hat{A} = g_A(\overline{A}) \) is an interval in \( \mathbb{R} \).

Proof. Let \( \sigma \equiv \tau_A \). If \( \hat{A} \) is any interval in \( \mathbb{R} \), the Poisson integral formula (2.2) for \( \mathbb{H} \) gives
\[
y \mathbb{P}_{iy}(W_{\sigma} \in \hat{A}) = \frac{1}{\pi} \int_{\hat{A}} \frac{y^2}{(t-x)^2 + y^2} dt,
\]
which tends to \( \pi^{-1} \text{len} \hat{A} \) as \( y \to \infty \). For \( A \in \mathbb{Q} \), by the conformal invariance of Brownian motion, \( \text{cap}_A \mathbb{A} = \lim_{y \to \infty} y \mathbb{P}_{g_A(iy)}(W_{\sigma} \in \hat{A}) \). By the hydrodynamic normalization \( g_A(iy) = u_A(iy) + iv_A(iy) = iy + O(y^{-1}) \), therefore
\[
\text{cap}_A \mathbb{A} = \lim_{y \to \infty} y \mathbb{P}_{g_A(iy)}(W_{\sigma} \in \hat{A}) = \lim_{y \to \infty} y \mathbb{P}_{iy}(W_{\sigma} \in \hat{A}) = \text{cap}_A \mathbb{A},
\]
which concludes the proof. \( \square \)

An immediate consequence is that \( \text{cap}_A \mathbb{A} \propto \text{diam} A \), so to prove Propn. 4.6 it suffices to estimate the capacity of \( g_A(\gamma(s,t)) \). To this end, here is a simple consequence of Lem. 4.14:

Corollary 4.15. Let \( A \in \mathbb{Q} \), \( B \subset \mathbb{H} \) such that \( A' \equiv (A \cup B) \cap \mathbb{H} \in \mathbb{Q} \). Then \( \text{cap}_B(B;A) = \text{cap}_A \mathbb{g} B \).

Proof. Let \( \sigma \equiv \tau_{A'} \). By the conformal invariance of Brownian motion,
\[
\text{cap}_B(B;A) = \lim_{y \to \infty} y \mathbb{P}_{g_{A'}(iy)}(W_{\sigma} \in A') = \lim_{y \to \infty} y \mathbb{P}_{iy}(W_{\sigma} \in A'),
\]
where the second identity follows from the calculation of Lem. 4.14. Since \( g_A = \tilde{g} \circ g_A \) where \( \tilde{g} = g_A(A' \setminus A) \), it follows similarly that
\[
\text{cap}_{A'} A B = \lim_{y \to \infty} y \mathbb{P}_{\tilde{g}(iy)}(W_{\sigma} \in \tilde{g} \circ g_{A'}(B)) = \lim_{y \to \infty} y \mathbb{P}_{iy}(W_{\sigma} \in g_{A'}(B)),
\]
which proves \( \text{cap}_B(B;A) = \text{cap}_{A'} g_{A'}(B) \). \( \square \)

The intersection probabilities of Brownian motion can be estimated by the following very useful result:

Theorem 4.16 (Beurling estimate). Suppose \( 0 < r_1 < r_2 < \infty \) and \( \gamma : [0,1] \to \mathbb{C} \) is a curve from \( C_{r_1} \) to \( C_{r_2} \). Then
\[
\mathbb{P}_z(W[0,\tau_{B_{r_2}}] \cap \gamma = \emptyset) \lesssim (r_1/r_2)^{1/2}, \quad |z| \leq r_1,
\]
\[
\mathbb{P}_z(W[0,\tau_{C_{|\gamma|}^{-1}}] \cap \gamma = \emptyset) \lesssim (r_1/r_2)^{1/2}, \quad |z| \geq r_2.
\]

For a proof see [72, §3.8]. This estimate allows us to prove the main lemma:

Proof of Propn. 4.6. Write \( d \equiv \text{diam} \gamma \) and \( r \equiv \sup \{ \text{Im} z : z \in B \} \); by scaling it suffices to show \( \text{cap}_B g_A(B) \lesssim d^{1/2} \) when \( r = 1 \), \( d < 1/2 \) (say). By Cor. 4.15,
\[
\text{cap}_B g_A(B) = \text{cap}_B(B;A) = \lim_{y \to \infty} y \mathbb{P}_{iy}(W[0,\tau] \cap B \neq \emptyset), \quad \tau \equiv \tau_A.
\]
Fix \( z_0 \in B \). For large \( y \), \( \mathbb{P}_x(W[0, \tau] \cap B_1(z_0) \neq \emptyset) \lesssim c/y \) (e.g. by Lem. 4.14). Once the Brownian motion enters \( B_1(z_0) \), the probability that it intersects \( B \) before leaving \( H \| A \) is bounded above by the probability that it enters \( B_{2d}(z_0) \) before leaving \( H \| A \). This is \( \lesssim d^{1/2} \) by Thm. 4.16 so the result follows. \( \square \)

The results of this section concerned the hypothetical scaling limits of random curves arising in discrete physical models such as LERW and percolation. We return in the next two sections to the proof of Thm. 3.12.

5. Scaling limits

In this section we present a result of Aizenman and Burchard [5] which guarantees the existence of subsequential weak limits for the percolation exploration paths \( \gamma^\delta \) in discrete domains \( D_2^\delta \) converging to a limit \( D_2 \). The next section presents the work of Smirnov and Camia and Newman which pins down the limit to be SLE_6. Throughout this section we assume that \( D \) is a bounded domain in \( \mathbb{R}^d \); without loss \( \text{diam } D \leq 1 \).

5.1. Systems of random curves

Recall Defn. 3.3 of the space of curves \( \mathcal{C} \) with the uniform metric \( d_U \); this is a complete separable metric space. Given a bounded domain \( D \), let \( \mathcal{C}_D \) denote the subspace of \( \mathcal{C} \) of curves traveling in the closure of \( D \). To formalize the notion of a “discrete curve,” let \( \mathcal{C}^\delta_D \) denote the subspace of \( \mathcal{C}_D \) of polygonal curves of step size \( \delta \).

**Definition 5.1.** A curve configuration is a closed subset of \( \mathcal{C}_D \); it is a \( \delta \)-curve configuration if it is contained entirely in \( \mathcal{C}^\delta_D \). Denote the space of curve configurations by \( \Omega_D \) and the space of \( \delta \)-curve configurations by \( \Omega^\delta_D \).

A metric on \( \Omega_D \) is given by the Hausdorff metric induced by the metric \( d_U \) on \( \mathcal{C}_D \): for \( F, F' \in \Omega_D \), the Hausdorff distance \( d_H(F, F') \) between them is the smallest \( \epsilon > 0 \) such that each is contained in the \( \epsilon \)-neighborhood of the other (with respect to \( d_U \)). With this metric, the completeness and separability of \( \mathcal{C}_D \) is passed on to \( \Omega_D \).

In this section we study (random) systems of configurations, collections \( F = (F^\delta)_{0 < \delta \leq \delta_0} \) of random variables where the law \( \mathbb{P}^\delta \) of \( F^\delta \) is a probability measure on \( \Omega_D \) (with the Borel \( \sigma \)-algebra) with support contained in \( \Omega^\delta_D \).

The aim is to specify a regularity condition, verifiable in the percolation setting, which implies precompactness of \( \{ \mathbb{P}^\delta \} \) in the weak topology: this means that along any sequence \( \delta \to 0 \) we can extract a subsequence \( \delta_n \) with \( \mathbb{P}^{\delta_n} \) converging weakly to a limiting measure on \( \Omega_D \). In view of Thm. 3.7, it is natural to seek a regularity condition formulated in terms of crossings of annuli. Let \( A(x; r, R) \equiv B_R(x) \setminus \overline{B_r(x)} \).

**Definition 5.2.** Let \( k \in \mathbb{N} \), \( 0 < r < 1 \), \( \eta > 0 \), \( x \in \overline{D} \). A curve \( \gamma \in \mathcal{C}_D \) has a \( k \)-fold crossing of power \( \eta \) and scale \( r \) (for short, a \( (k, \eta, r) \)-crossing) at \( x \) if the annulus \( A(x; r^{1+\eta}, r) \) is traversed by \( k \) separate segments of \( \gamma \).
Let $E(k, \eta, r)$ denote the set of $F \in \Omega_D$ exhibiting a $(k, \eta, r)$-crossing (i.e., such that some $\gamma \in F$ has a $(k, \eta, r)$-crossing).

**Definition 5.3.** Let $(F^\delta)_{0 < \delta \leq \delta_0}$ be a system of configurations specified by laws $(P^\delta)_{0 < \delta \leq \delta_0}$. We say the system has uniform crossing exponents if for all $k \in \mathbb{N}$ there exist constants $c_k, \lambda_k < \infty$ with $\lambda_k \to \infty$ such that for any $0 < r < 1$,

$$P^\delta[E(k, \eta, r)] \leq c_k r^{-\lambda_k \eta}.$$

**Theorem 5.4** (Aizenman, Burchard [5]). Let $(F^\delta)_{0 < \delta \leq \delta_0}$ be a system of configurations specified by laws $(P^\delta)_{0 < \delta \leq \delta_0}$. If the system has uniform crossing exponents, then the family $\{P^\delta\}$ is precompact.

Here is the application to our problem of interest: let $F^\delta$ be the percolation configuration on the discrete domain $D^\delta_2$, regarded as the collection of all interface curves not including the domain boundary.

**Corollary 5.5.** Let $D^\delta_2$ be discrete domains converging uniformly to the two-marked domain $D_2$ (with the spherical metric). If $P^\delta$ is the law of the percolation configuration $F^\delta$ then the family $\{P^\delta\}$ is precompact.

**Proof.** Thm. 3.7 implies the existence of a 1-arm crossing exponent $\lambda_1$, and the BK inequality implies the $k$-arm crossing exponent $\lambda_k = k\lambda_1$, so the result follows from Thm. 5.4.

Each $F^\delta$ has a distinguished curve $\gamma^\delta$ (the exploration path), and by applying Thm. 5.4 again we can extract a further subsequence along which $\gamma^\delta$ converges weakly to a limit curve $\gamma$. Consequently, to prove Thm. 3.12 it remains to identify any such limit $\gamma$ as an SLE$_6$ curve. This will be done in the next section using the characterization of Propn. 4.12.

We turn now to the proof of Thm. 5.4. By Prohorov’s theorem (see e.g. [18]) it suffices to show that the family is tight, i.e. that for all $\epsilon > 0$ there exists $K \subset \Omega_D$ compact such that $P^\delta(K) \geq 1 - \epsilon$ for all $\delta$. Compactness in $\Omega_D$ can be characterized as follows:

**Lemma 5.6.** If $K$ is a closed subset of $\Omega_D$ such that the union of all $K \in K$ is contained in some $K_0 \subset C_D$ compact, then $K$ is compact.

**Proof.** By elementary topology, if $(S, d)$ is a compact metric space then the space $\mathcal{H}(S)$ of closed subsets of $S$ taken with the Hausdorff metric $d_H$ is also compact (see e.g. [88, p. 280]). Under the hypothesis, $K$ is a closed subset of the compact space $(\mathcal{H}(K_0), d_H)$ and hence is compact. □

Compactness in $C_D$ is in turn characterized by the Arzelà-Ascoli theorem, so to prove tightness it suffices to prove an equicontinuity bound which holds with probability $\geq 1 - \epsilon$ under each $P^\delta$. Towards this end, the next section relates Hölder continuity to annuli crossings.
5.2. Hölder, tortuosity, and dimension bounds

The optimal Hölder exponent of a curve $\gamma$, denoted $\alpha(\gamma)$, is the supremum of all $\alpha > 0$ such that $\gamma$ admits a parametrization which is Hölder continuous with exponent $\alpha$ — i.e., such that

$$|\gamma(s) - \gamma(t)| \leq c_\alpha |s - t|^\alpha \quad \forall s, t \in [0, 1]$$

for some constant $c_\alpha < \infty$. Inverting this relation gives the equivalent condition

$$|s - t| \geq c_\alpha' |\gamma(s) - \gamma(t)|^{1/\alpha} \quad \forall s, t \in [0, 1]. \quad (5.1)$$

That is, if two points on the curve are a certain distance apart, Hölder continuity puts a lower bound on their time difference. Motivated by this observation, let $M_r(\gamma)$ denote the minimal $n$ such that $\gamma$ can be partitioned into $n$ segments of diameter $\leq r$; this is a measure of the curve’s “tortuosity.” The tortuosity exponent of $\gamma$ is defined as

$$\tau(\gamma) \equiv \inf \left\{ s > 0 : \lim_{r \downarrow 0} r^s M_r(\gamma) = 0 \right\}$$

Proposition 5.7. For $\gamma \in C_D$, $\alpha(\gamma) = 1/\tau(\gamma)$.

Proof. If $\psi$ is an increasing homeomorphism of $[0, 1]$ such that $\psi(|\gamma(t_1) - \gamma(t_2)|) \leq |t_1 - t_2|$ whenever $|\gamma(t_1) - \gamma(t_2)| \leq 1$, then certainly $M_r(\gamma) \leq \lceil 1/\psi(r) \rceil$ for all $0 < r \leq 1$, and it follows that $\tau(\gamma) \leq \alpha(\gamma)^{-1}$.

Suppose conversely that $M_r(\gamma) \leq 1/\psi(r)$ for $0 < r \leq 1$. For a curve $\eta \in C_D$, define

$$\bar{t}(\gamma) \equiv \sum_{n \geq 0} \frac{\psi(r_n)M_{r_n}(\gamma)}{(n + 1)^2}, \quad r_n \equiv 2^{-n}.$$ 

Take an auxiliary parametrization $\gamma_0$ for $\gamma$, and consider

$$t(u) \equiv \frac{\bar{t}(\gamma_0)}{\bar{t}(\gamma)}, \quad 0 \leq u \leq 1.$$ 

(Notice $\bar{t}(\gamma) \leq 2$ by the assumed bound on $M_r(\gamma)$). Then $t : [0, 1] \to [0, 1]$ is a strictly increasing right-continuous function. Its generalized inverse $u$ is continuous, so we may reparametrize $\gamma(t) = \gamma_0(u(t))$. Let $r = |\gamma(s) - \gamma(t)|$ for $s < t$: then $M_{r_n}(\gamma_t) - M_{r_n}(\gamma_s) \geq 1$ for all $r_n \leq r$, i.e. for all $n \geq \log_2 (1/r)$, so

$$t - s \geq \frac{\psi(r)}{2(\log_2(1/r) + 1)^2}.$$ 

This implies $\alpha(\gamma) \geq \tau(\gamma)^{-1}$ which concludes the proof. \qed

Tortuosity in general is difficult to compute or estimate, but under regularity conditions $M_r(\gamma)$ can be bounded by quantities which depend only on the curve’s trace, the set $\{ \gamma(t) : t \in [0, 1] \}$. For example, let $N_r(\gamma)$ denote the minimal $n$
such that the trace of $\gamma$ can be covered by $n$ sets of diameter $r$. The upper box dimension or Minkowski dimension of the curve is

$$\overline{\dim}_B(\gamma) \equiv \inf \left\{ s > 0 : \lim_{r \downarrow 0} r^s N_r(\gamma) = 0 \right\}.$$

Trivially $N_r(\gamma) \leq M_r(\gamma)$ so $\overline{\dim}_B \leq \tau$. Further it is easy to see that if $r' < r$ then

$$N_{r'}(\gamma) \leq N_r(\gamma) \left\lceil \frac{r}{r'} \right\rceil^d,$$

so $\overline{\dim}_B \leq d$ while $\tau$ is unbounded.

Recall Defn. 5.2 of a $(k, \eta, r)$-crossing. Let us say that a curve $\gamma$ has the tempered crossing property if for all $0 < \eta < \eta_0$ there exist $k, r_0$ (both depending on $\eta$) such that $\gamma$ exhibits no $(k, \eta, r)$-crossings.

**Proposition 5.8.** If $\gamma \in C_D$ exhibits no $(k, \eta, r)$-crossings then

$$M_{2r}(\gamma) \leq k N_{r+\eta}(\gamma). \quad (5.2)$$

Consequently, if $\gamma$ has the tempered crossing property then $\overline{\dim}_B(\gamma) = \tau(\gamma)$.

**Proof.** We already noted $\overline{\dim}_B \leq \tau$ so it remains to prove the reverse inequality. Fix $\eta > 0$ and let $k, r$ be as given by the tempered crossing property. Partition the curve as follows: set $t_0 = 0$, and for $j > 0$ let

$$t_j = \inf \{ t > t_{j-1} : |\gamma(t) - \gamma(t_{j-1})| \geq 2r, \}$$

provided this time is well-defined. If $\gamma$ does not leave $B_{2r}(\gamma(t_{j-1}))$, terminate by setting $t_j = 1$.

The number of segments is an upper bound for $M_{2r}(\gamma)$. Consider any covering of $\gamma$ by balls of radius $r^{1+\eta}$; since $\gamma$ has no $(k, \eta, r)$-crossings and $|\gamma(t_j) - \gamma(t_{j-1})| \geq 2r$, each ball can contain at most $k$ of the points $\gamma(t_j)$. This implies (5.2), and so $\tau(\gamma) \leq (1 + \eta) \overline{\dim}_B(\gamma)$. The result for a curve with the tempered crossing property follows by taking $\eta \downarrow 0$. \hfill \Box

**5.3. Proof of tightness**

We now prove Thm. 5.4. Recall $(F_\delta^\epsilon)_{0 < \delta \leq \delta_0}$ is a system of configurations specified by laws $(P_\delta^{(\epsilon)})_{0 < \delta \leq \delta_0}$.

**Lemma 5.9.** Under the hypotheses of Thm. 5.4, for all $\epsilon, \eta > 0$ there exist $k, r_0$ such that

$$\mathbb{P}^\delta[F_\delta^\epsilon \in E(k, \eta, r) \text{ for some } r \leq r_0] < \epsilon$$

for all $0 < \delta \leq \delta_0$.

**Proof.** Suppose $F_\delta^\epsilon$ has a $(k, \eta, r)$-crossing at $x_0 \in D$ for $r \leq 4^{-1/\eta}$. If $x$ is any point in $B_{r+1/2}(x_0)$, then $F_\delta^\epsilon$ exhibits a $k$-fold crossing of $A(x; 2r^{1+\eta}, r/2)$, hence also of $A(x; 2r_n^{1+\eta}, r_{n+1}/2)$ where $r_{n+1} < r \leq r_n$ ($r_n \equiv 2^{-n}$). Applying
the crossing exponent hypothesis for shells $A(x; 2r_n^{1+\eta}, r_{n+1}/2)$ centered at an $r_n^{1+\eta}/2$-net of points $x \in D$ gives

$$\mathbb{P}^{\delta}[F^{\delta} \in E(k, \eta, r) \text{ for some } r_{n+1} < r \leq r_n] \leq \mathcal{C}_k k^{\eta \lambda_k} r^{(1+\eta)\alpha \delta}.$$ 

Choose $k$ large enough (depending on $\eta$) so that the exponent on $r$ is positive, and sum over scales $r_n \leq r_0$ to conclude the result. \hfill \Box

Define the random variables

$$N^{\delta}(r, R) \equiv \sup \{ N_r(\gamma) : \gamma \in F^{\delta}, \text{diam} \gamma \geq R \}.$$ 

For each $\delta$, $N^{\delta}(r, R)$ is nonincreasing in $r, R$.

**Lemma 5.10.** Under the hypotheses of Thm. 5.4, the random variables

$$X^{\delta} \equiv \sup_{r, R} \frac{N^{\delta}(r, R)r^d}{(r/R)^{\lambda} \ell(r)},$$

where $\lambda \equiv \lambda_1$ and $\ell$ is a polylogarithmic factor, are stochastically bounded.

**Proof.** Since $D$ is a bounded domain, it suffices to obtain a bound over all scales $0 < r \leq R \leq 1$. For $r > 0$ let $\Pi_r$ denote the standard grid partition of $\mathbb{R}^d$ into rectangles of diameter $r$. For $r \leq R$ let $N^{\delta}(r, R)$ denote the number of sets $B \in \Pi_r$ meeting some curve in $F^{\delta}$ of diameter $\geq R$; clearly $N^{\delta}(r, R) \leq \tilde{N}^{\delta}(r, R)$.

For each $B \in \Pi_r$ let $x_B$ be a point such that $B \subseteq B_{r/2}(x_B)$; if $B \in \Pi_\ell$ meets a curve of diameter $\geq R$, we must have a crossing of the spherical shell $A(x_B; r/2, R/2)$, which by hypothesis occurs with probability $\leq c_1(r/R)^{\lambda}$. Summing over the $\simeq r^{-d}$ sets in $\Pi_r$ gives

$$\mathbb{E}_\delta[\tilde{N}^{\delta}(r, R)] \leq cr^{-d}(r/R)^{\lambda}.$$ 

To obtain a bound over all scales, let

$$U^{\delta} \equiv \sum_{m \geq 0} \frac{1}{(m+1)^2} \sum_{n \geq m} \frac{1}{(n+1)^2} \mathbb{E}[\tilde{N}^{\delta}_{r_n, R_m}], \quad r_n \equiv 2^{-n}, \quad R_m \equiv 2^{-m}.$$ 

$\mathbb{E}_\delta[U^{\delta}] = 1$ so the $U^{\delta}$ are stochastically bounded by Markov’s inequality. If $R_m \leq R < R_{m-1}$ and $r_n \leq r < r_{n-1}$ then

$$\tilde{N}^{\delta}(r, R) \leq \tilde{N}^{\delta}(r_n, R_m) \leq U^{\delta}(n+1)^4 \mathbb{E}[\tilde{N}^{\delta}(r_n, R_m)] \leq U^{\delta}[\log_2(1/r) + 2]^4 r^{-d}(r/R)^{\lambda}.$$ 

This bound holds simultaneously for all $r \leq R$ so the result follows. \hfill \Box

**Proof of Thm. 5.4.** We can always decrease the $\lambda_k$, so assume without loss that $\lambda < d$. Let $\epsilon, \eta > 0$, and let $k, r_0$ be as given by Lem. 5.9, so that the bound
(5.2) holds with $P^\delta$-probability $> 1 - \epsilon$ for all $0 < \delta \leq \delta_0$. Then by Lem. 5.10 there exists $C < \infty$ such that
\[ M_r(\gamma) \leq \frac{C}{(\text{diam } \gamma)^\lambda} \frac{\ell(r^{1+\eta})}{r^{(1+\eta)(d-\lambda)}} \quad \forall r \leq \text{diam } \gamma, \forall \gamma \in F^\delta \]
holds with $P^\delta$-probability $\geq 1 - 2\epsilon$ for all $0 < \delta \leq \delta_0$. Inverting this (as in the proof of Propn. 5.7) gives the Hölder bound
\[ |\gamma(s) - \gamma(t)| \leq C\ell(r)g(\text{diam } \gamma)|s - t|^{1/[(1+\eta)(d-\lambda)]}, \quad (5.3) \]
where $\ell$ is a (different) polylogarithmic factor and $g(R) \equiv R^{-\lambda/[(1+\eta)(d-\lambda)]}$. Interpolating between this and the trivial bound $|\gamma(s) - \gamma(t)| \leq \text{diam } \gamma$ gives
\[ |\gamma(s) - \gamma(t)| \leq C\ell(r)|s - t|^{1/[(1+\eta)(d-\lambda)+\lambda]}. \]
Thus we have found a Hölder continuity bound holding with $P^\delta$-probability $\geq 1 - 2\epsilon$ for all $0 < \delta \leq \delta_0$, and tightness follows by the Arzelà-Ascoli theorem.

Remark 5.11. Notice that (5.3), Propn. 5.7, and the relation $\dim B \leq \tau$ imply that the limiting curves have Minkowski dimension strictly less than $d$.

6. Limit of the exploration path

In this final section we present a proof of Thm. 3.12. Our exposition is based on the work of Binder, Chayes, and Lei [19, 20] and of Camia and Newman [31].

By the results of §5, the set of laws $P^\delta$ of the percolation configurations (regarded as curve configurations) is precompact: from any sequence $\delta \downarrow 0$ we can extract a further sequence along which $P^\delta$ converges weakly, to a limit which depends a priori on the particular subsequence. It remains therefore to uniquely identify the weak limits, which will be done in §6.2 using the characterization of Propn. 4.12. Before doing this, however, we need to address some issues concerning discrete approximation for $k$-marked domains which were ignored in §3 (see Rmk. 3.6): this is the topic of §6.1.

Remark 6.1. Whenever we have a precompact family of probability measures on a separable space we will assume that we work within a weakly convergent subsequence, and further, by the Skorohod coupling theorem (see Rmk. 3.13), that this sequence has an a.s. convergent coupling.

Specifically, by Cor. 5.5 and the subsequent comments, we may assume that along our subsequence $F^\delta \rightarrow F$ with respect to the Hausdorff metric on $\Omega_D$, and that $\gamma^\delta \rightarrow \gamma$ uniformly.

6.1. Admissible domains and discrete approximation

Recall the notation for $k$-marked domains introduced in Defns. 3.1 and 3.2. Clearly, even if $D_2$ is restricted to be a Jordan domain, to prove this result one
needs to consider more generally the “slit domains” \((D \setminus K_t; \gamma(t), b)\), where \(K_t\)
is the filling of \(\gamma[0, t]\) (see §4.2). A useful notion here is that of \textbf{prime end}, first introduced by Carathéodory [32]. We omit a formal definition (see [45, 90]), but roughly speaking a prime end of \(D\) is a “conformal boundary point” — it may not be a boundary point itself, but it “corresponds” to a boundary point of \(\mathbb{D}\) under conformal mappings \(\mathbb{D} \to D\). For example, if \(D = \mathbb{D} \setminus [0, 1]\), the point \(1/2\) “splits” into two distinct prime ends: any conformal map \(\mathbb{D} \to \mathbb{D}\) has a continuous extension to the unit circle by Carathéodory’s theorem, and two distinct points will map to \(1/2\).

\textbf{Definition 6.2.} A \textbf{(generalized) \(k\)-marked domain} means a domain \(D\) whose boundary \(\partial D\) is a continuous closed curve \(\eta : [0, 1] \to \mathbb{C}\), with marked prime ends \(P_i = \eta(t_i)\) for \(0 = t_1 \leq \cdots \leq t_k \leq 1\). The domain is \textbf{admissible} if \(\eta\) is simple on each \([t_i, t_{i+1}]\).

A rather more subtle point is that we need in addition a more general notion of discrete approximation than that of Defn. 3.4. A natural form of convergence for complex domains is \textbf{Carathéodory convergence}: for complex domains \(D_n, D\) it is said that \(D_n\) \textbf{converges to \(D\) in the Carathéodory sense} if

(i) \(z \in D\) implies \(z \in \lim \inf D_n\), and
(ii) \(z_n \notin D_n, z_n \to z\) implies \(z \notin D\).

Note that a single sequence can have multiple Carathéodory limits, for example the doubly slit domain \(\mathbb{C} \setminus ((-\infty, 1/n] \cup [1/n, \infty))\) converges to both \(\mathbb{H}\) and \(-\mathbb{H}\).

\textbf{Carathéodory kernel theorem.} \textit{Let \(D_n, D\) complex domains. There exist conformal maps \(f_n : \mathbb{H} \to D_n, f : \mathbb{H} \to D\) with \(f_n \to f\) locally uniformly in \(\mathbb{H}\) if and only if \(D_n \to D\) in the Carathéodory sense.}

However, as noted in [20], Carathéodory convergence is insufficient for the verification of Cardy’s formula because of boundary issues. This motivates the following (stronger) definition of domain convergence:

\textbf{Definition 6.3.} Let \(D^\delta_k, D^k\) be admissible \(k\)-marked domains. We say \(D^\delta_k\) \textbf{converges conformally to \(D^k\)}, denoted \(D^\delta_k \rightsquigarrow D^k\), if each \(A^\delta_j\) converges uniformly to a curve \(A^*_j\) traveling from \(P_j\) to \(P_{j+1}\) such that

(i) \(A_j \subseteq A^*_j \subseteq \mathbb{C} \setminus (D \cup (\bigcup_{\ell \neq j} A_\ell))\) (as sets), and
(ii) both \(A^*_j\) and its reverse are self-avoiding.\(^9\)

Conformal convergence is weaker than the uniform convergence of Defn. 3.4 because we only require \(A^*_j\) to agree with \(A_j\) from the “perspective” of the domain interior; \(A^*_j\) is allowed to make excursions away from \(\partial D\). We leave the reader to verify that the proof of Thm. 3.5 also implies the following generalization:

\(^9\)Formally, we mean that there exists a domain \(D \subset D' \subset \mathbb{C} \setminus \bigcup_{\ell \neq j} A_\ell\) such that both \(A^*_j\) and its reverse travel chordally in \(D'\), and are self-avoiding in the sense of Defn. 4.8.
Theorem 6.4. Let $D_4^\delta$ be discrete four-marked domains converging conformally to the bounded admissible domain $D_4$. Then

$$\Phi(D_4^\delta) \to \Phi(D_4),$$

where $\Phi(D_4)$ denotes the evaluation of Cardy’s formula for $D_4$.\(^\text{10}\)

6.2. Convergence of slit domains

We turn finally to the verification of the conditions of Propn. 4.12, which will be done in an inductive manner as follows: let $D_2^\delta$ be discrete domains converging conformally to the bounded admissible domain $D_2$, (again, here $D$ is thought of as the original domain minus the filling up to some time $t$). Let $J$ be a crosscut of $D_2$ joining $c \in \overline{ab}$ to $d \in \overline{ba}$, and let $K \equiv K(D_2, J)$. Take conformal maps $f^\delta : \mathbb{H}_2 \to D_2^\delta$, $f : \mathbb{H}_2 \to D_2$ with $f^\delta \to f$ locally uniformly on $\mathbb{H}_2$ as given by the Carathéodory kernel theorem, and let $J^\delta \equiv f^\delta \circ f^{-1}(J)$. Consider running the discrete curve $\gamma^\delta$ until the first time $\tau^\delta$ that it reaches a hexagonal vertex on the other side of $J^\delta$ from the initial point. The discrete filling $K^\delta \equiv K^\delta(D_2^\delta, J^\delta)$ is the smallest simply connected closed set containing the union of all hexagons explored up to time $\tau^\delta$.

By Rmk. 6.1, we always work along a subsequence with $F^\delta \to F$ in $\Omega_D$ and $\gamma^\delta \to \gamma$ uniformly. In fact, we assume (passing to a further subsequence as needed) that the discrete filling boundaries $\partial K^\delta$ converge uniformly to a curve $\eta$. Note that $\eta$ need not agree with $\partial K$ — in fact, from our definition of conformal convergence, it need not even lie entirely in $D$! The following is the main content of the inductive step:

**Proposition 6.5.** In the setting described above, almost surely $\gamma, \eta$ are self-avoiding, $(D^\delta \setminus K^\delta; \gamma^\delta, b^\delta) \to (D \setminus K; \gamma(\tau), b)$, and the law of $K$ is given by Cardy’s formula.

As a first step, we show that the stopping rules determined by $J$ and $J^\delta$ are consistent:

**Lemma 6.6.** In the setting of Propn. 6.5, parametrize $\gamma$ by $\text{hcap}$ and parametrize $\gamma^\delta$ so that $\sup_t |\gamma^\delta(t) - \gamma(t)| \to 0$. Then $\tau^\delta \to \tau$.

**Proof.** If $\tau^\delta$ fails to converge to $\tau$ as $\delta \downarrow 0$ this means that the curves $\gamma^\delta$ approach arbitrarily closely a point $z_0 \in J^\delta$ without crossing, then travel a constant-order distance away (so that capacity increases) before eventually crossing $J^\delta$. This implies that for some $\epsilon > 0$ and for all $\epsilon' < \epsilon$, if we condition on the first time that $\gamma^\delta$ comes within distance $\epsilon'$ of $J^\delta$ and let $z_0^\delta$ denote the nearest point on $J^\delta$, the curve will exit the annulus $A(z_0^\delta; \epsilon', \epsilon)$ without crossing $J^\delta$. For fixed $\epsilon$ this probability decreases to zero as $\epsilon' \downarrow 0$ (e.g. by Thm. 3.7), and taking $\epsilon \downarrow 0$ proves $\tau^\delta \to \tau$. \qed

\(^{10}\)Note that Cardy’s formula still makes sense because we marked prime ends on the boundary of $D_4$. 
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We now show that curves in the (subsequential) limiting percolation configuration are almost surely self-avoiding. The general method for proving such results (see e.g. [6]) is via a priori estimates on crossing events. By a non-monochromatic $k$-arm crossing we mean $k$ disjoint crossings not all of the same color. Here is the estimate we will use to control the behavior of $\gamma$ in the domain interior:

**Lemma 6.7** (Kesten, Sidoravicius, Zhang [67, Lem. 5]). The $\mathbb{P}^\delta$-probability of a non-monochromatic five-arm crossing of $A(z;r,R)$ is $\asymp (r/R)^2$ for all $R/r, \delta/r \geq c$. Consequently the $\mathbb{P}^\delta$-probability of a non-monochromatic six-arm crossing of $A(z;r,R)$ is $\lesssim (r/R)^2 + \lambda$, where $\lambda$ is as in Thm. 3.7.

For the proof of the five-arm exponent see [67]; the six-arm exponent follows directly from Thm. 3.7 and the BK inequality. Controlling the behavior of $\gamma$ at the domain boundary is more subtle, and the following is the estimate we will require:

**Lemma 6.8** (Lawler, Schramm, Werner [75, Appx. A]). Let $\Gamma$ be a fixed smooth closed contour inside $D$, and let $z \in \partial D$. Then there exists a constant $c = c(\Gamma)$ such that the $\mathbb{P}^\delta$-probability of a non-monochromatic three-arm crossing from $B_r(z)$ to $\Gamma$ within $D$ is $\leq cr^2$.

This is not precisely the estimate which is proved in [75] but we leave the reader to check that it follows from a slight modification of their argument. We turn now to the proof of Propn. 6.5.

**Proof of Propn. 6.5.** Each time $\gamma$ intersects a previous part of its path or the boundary of $D$, a region is “sealed off” (disconnected from $b$), and to show that $\gamma$ is self-avoiding we must show that it does not dive into sealed-off regions.

1. **No triple points in interior.** If $\gamma$ enters a sealed-off region in the interior of the domain, then $\gamma$ must have a triple visit at the entry point. This implies that for some $\epsilon > 0$ and for all $\epsilon' < \epsilon$, $\gamma^\delta$ has a six-fold crossing of some annulus $A(z;\epsilon',\epsilon)$, $z \in D$, for sufficiently small $\delta$. Fig. 10 shows two topologically distinct ways in which this can occur: although the only situation which concerns us is that of Fig. 10b, we will eliminate both possibilities. Since $\gamma^\delta$ has blue to the left and yellow to the right, in all cases the six-fold crossing implies a non-monochromatic six-arm crossing of $A(z;\epsilon',\epsilon)$. Moreover the annuli can be taken to lie on a square grid of side length $\asymp \epsilon'$, so summing over $\lesssim 1/(\epsilon')^2$ annuli and applying Lem. 6.7 we find that the probability of such an event is $\lesssim (\epsilon')^\lambda/\epsilon^{2+\lambda}$. Taking first $\epsilon' \downarrow 0$ and then $\epsilon \downarrow 0$ shows that there are no interior triple points.

2. **No double points on boundary.** If $\gamma$ enters a sealed-off region at the domain boundary, then $\gamma$ must have a double visit at the entry point, and we claim this does not occur. Let $\varphi$ be a conformal map $\mathbb{D} \to D$ and let $\Gamma_\epsilon = \varphi(C_{1-\epsilon})$; note that $\text{dist}(\Gamma_\epsilon, \partial D) \downarrow 0$ as $\epsilon \downarrow 0$ by a simple compactness argument. Thus, arguing similarly as above we see that a boundary double point implies that for some $\epsilon > 0$ and all $\epsilon' < \epsilon$, there is a non-monochromatic three-arm crossing from an $\epsilon'$-neighborhood of $\partial D$ to $\Gamma_\epsilon$ for sufficiently small $\delta$. 


But $\partial D$ has Minkowski dimension strictly less than two (Rmk. 5.11), so the claim follows by partitioning $\partial D$ into segments of diameter $\leq \epsilon'$ and applying Lem. 6.8 with $\Gamma = \Gamma_{\epsilon}$.

(3) No retracing. We claim $\gamma$ does not trace any non-trivial segment of the boundary or of its past hull. Retracing implies lengthwise crossings as $\delta \downarrow 0$ of four-marked domains which are conformally equivalent to $\epsilon' \times \epsilon$ rectangles for fixed $\epsilon$ and all $\epsilon' < \epsilon$. The probability of such a crossing is $\lesssim \alpha^{\epsilon/\epsilon'}$ for some constant $\alpha < 1$. Summing over $\lesssim 1/(\epsilon')^2$ such domains (covering $\gamma$ and $\partial D$) gives the result.

The entire argument above applies equally to $\eta$ so we find that both $\gamma, \eta$ are self-avoiding. Combining this with the result of Lem. 6.6 gives that $((D_\delta \setminus K_\delta; \gamma(\tau^\delta), b^\delta) \rightsquigarrow (D \setminus K; \gamma(\tau), b)$, and the law of $K$ is determined by Cardy’s formula by Thm. 6.4.

We now conclude the proof of the main theorem:

**Proof of Thm. 3.12.** By Propn. 6.5 the limit $\gamma$ is self-avoiding, so it remains to show that the $\epsilon$-filling sequence satisfies the characterization of Propn. 4.12.

Let $f: \H \to D_2$, $f^\delta: \H \to D_2^\delta$ be as above. Let $J_1 = f(C_\epsilon^\pm)$ and $J_1^\delta = f^\delta \circ f^{-1}(J_1)$. Let $x_1^\delta$ denote the tip of $K_1^\delta$ (the point where $\gamma^\delta$ crosses $J^\delta$), and $x_1$ the tip of $K_1$ (its point of intersection with $J$), and define

$$D_2^\delta(1) \equiv (D_2^\delta \setminus K_1^\delta; x_1^\delta, b^\delta), \quad D_2(1) \equiv (D_2 \setminus K_1; x_1, b).$$

By Propn. 6.5, the law of $K_1$ is determined by Cardy’s formula, and further $D_2^\delta(1) \rightsquigarrow D_2(1)$ which means that we can repeat the construction in the new admissible domain $D_2(1)$. Continuing in this way the result is proved. \qed
7. Conclusion

Since the introduction of SLE in [94], a number of discrete interface models have been shown to have scaling limits which are versions of SLE. We have focused on a particular model throughout this article, so we conclude with a listing of other examples. The following results are proved:

- SLE$_2$ is the scaling limit of the loop-erased random walk, and SLE$_8$ is the scaling limit of the uniform spanning tree Peano path (Lawler, Schramm, Werner [77, 94]).
- SLE$_6$ is the scaling limit of the percolation exploration path (Smirnov [105, 108], Camia and Newman [31]). The scaling limit of the full configuration is determined in [30]. The outer boundary of SLE$_6$ is SLE$_{8/3}$, which is also the outer boundary of a certain reflected Brownian motion [71]; for a discussion of the connection see [79].
- SLE$_4$ is the scaling limit of the path of the harmonic explorer and of the contour lines of the two-dimensional discrete Gaussian free field (GFF) with certain boundary conditions (Schramm and Sheffield [97, 98], extended to more general models by Miller [84, 85]). There is also a well-defined sense in which SLE$_4$ is a contour line of the two-dimensional continuum GFF, again with certain boundary conditions [99]. In forthcoming work Miller and Sheffield [86] prove that the collection of all discrete GFF contours at certain heights converge to CLE$_4$.
- SLE$_3$ is the scaling limit of interfaces in the critical Ising spin model, and SLE$_{16/3}$ is the scaling limit of interfaces in the corresponding FK cluster representation with parameters $q = 2$, $p = 1 - e^{-2\beta_c}$ [30].

The relationship between $\kappa$ and $16/\kappa$ that is evident in this list is a manifestation of the Duplantier duality; see [39, 41, 119, 120]. The following results are conjectured; for more see [92, §9]:

- Chordal SLE$_{8/3}$ is the scaling limit of the self-avoiding walk in a half-plane $\delta \Lambda \cap \overline{\mathbb{H}}$ started at 0 [71]. For recent progress see [43].
- SLE$_4$ is the scaling limit of loops in the double dimer model. Recent support for this conjecture can be found in [63]. Results on the conformal invariance of dimers are in [60–62].
- The uniform measure on simple grid paths joining a boundary point to an interior point (joining two fixed boundary points) converges to radial (chordal) SLE$_8$ [92, §9].
- SLE$_{\kappa(q)}$ is the scaling limit of boundaries in the critical FK cluster model with parameters $q$ and $p = p(q) = \sqrt{q}/(1 + \sqrt{q})$, where $q \in (0, 4)$ and $\kappa(q) = 4\pi / \arccos(-\sqrt{q}/2) \in (4, 8)$ [92, §9]. (The case $q = 2$, corresponding to $\kappa = 16/3$, has been solved by Smirnov.)
- SLE$_{\kappa}$ is the scaling limit of a form of the $O(n)$ loop model for $8/3 \leq \kappa \leq 8$, $n = -2 \cos(4\pi/\kappa)$ [56, 102].
• Loops in the critical XOR-Ising model (the product of two independent critical Ising spin configurations), and more generally in the critical Ashkin-Teller model, converge to a form of SLE$_4$ [55, 118].
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