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Abstract

Purpose: To validate the utility and effectiveness of a standardized tool for prioritization of information sources for early detection of diseases.

Methods: The tool was developed with input from diverse public health experts garnered through survey. Ten raters used the tool to evaluate ten information sources and reliability among raters was computed. The Proc mixed procedure with random effect statement and SAS Macros were used to compute multiple raters’ Fleiss Kappa agreement and Kendall’s Coefficient of Concordance.

Results: Ten disparate information sources evaluated obtained the following composite scores: ProMed 91%; WAHID 90%; Eurosurv 87%; MediSys 85%; SciDaily 84%; EurekAl 83%; CSHB 78%; GermTrax 75%; Google 74%; and CBC 70%. A Fleiss Kappa agreement of 50.7% was obtained for ten information sources and 72.5% for a sub-set of five sources rated, which is substantial agreement validating the utility and effectiveness of the tool.

Conclusion: This study validated the utility and effectiveness of a standardized criteria tool developed to prioritize information sources. The new tool was used to identify five information sources suited for use by the KIWI system in the CEZD-IIR project to improve surveillance of infectious diseases. The tool can be generalized to situations when prioritization of numerous information sources is necessary.
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Introduction

Emerging and re-emerging infectious diseases of humans are caused by pathogens, 75% of which originate from animals or their products [1]. Recent epidemics of these diseases (e.g., Ebola, novel influenzas) have served as a reminder of the capacity of these diseases to occur unexpectedly in new locations and to affect new species [2]. Surveillance of these pathogens is
essential to protect human and animal health and to avoid potential economic disruption due to trade barriers or restrictions [3]. Unfortunately, current disease surveillance has been ineffective and/or untimely in alerting officials to emerging zoonotic diseases [4]. The capacity to detect these diseases in a timely manner will improve potential interventions and effective management of health and socio-economic risks posed by them, and improve research capacity to investigate the biologic, socio-economic, ecologic and anthropogenic factors responsible for emergence and re-emergence of these diseases [5]. Early warning systems that harness media sources leveraging low-cost technologies and engaging public health professionals are rare but critical to underpin the ability to respond to threats posed by these emerging and zoonotic pathogens [6].

The Centre for Emerging and Zoonotic Disease Integrated Intelligence and Response (CEZD-IIR) is a Canadian Safety and Security Program (CSSP) [7] funded technology demonstration project. It is designed to leverage the Knowledge Integration using Web-based Intelligence (KIWI) and Collaboration Centre technologies within the secured Canadian Network for Public Health Intelligence (CNPHI) [8] informatics platform to detect aberrations and increase early warnings signal detection in response to emerging and zoonotic disease threats of public health significance in Canada.

To detect these threats in a timely manner, real time monitoring of numerous information sources is required. However, it is impractical to stream all the media sources in the world to identify relevant and significant alerts. Hence, a standardized prioritization tool was designed to screen the plethora of information sources available globally to identify the most relevant sources to serve as feeds to the KIWI system. The evaluation tool consists of independent criteria developed to assess an information sources’ ability to contribute to early detection of aberrations and/or public health threats of emerging nature. The evaluation tool is designed to remain “ever-green” in order to cope with the evolving nature of emerging diseases and their multiple facets (animal, human, and environmental interconnections with multiple stakeholders).

Epidemiological techniques are well documented for use to evaluate and validate new tools by measuring agreement beyond chance among two or more raters (evaluators). The Kappa statistic is considered the method of choice to compute inter-rater agreement using nominal and categorical data [9,10]. The Fleiss Kappa is used to assess agreement among more than two raters [11,12]. Many methods exist to compute various measures of Fleiss Kappa depending on the nature of the data. Some of these include: a SAS macros called %MAGREE and %INTRACC; Proc FREQ, MEANS, PRINT; Proc Mixed procedures etc [11,13].

This study evaluated ten disparate information sources using a newly developed standardized criteria tool to demonstrate the validity and effectiveness of the tool to select emerging and zoonotic disease information sources. The specific objectives were to validate the standardized criteria tool used for prioritizing information sources that could serve as feeds to the KIWI system for zoonotic and emerging diseases and then to identify five information sources to be used for the pilot phase of CEZD-IIR project.

**Methods**

Steps to develop standardized criteria were based on guidelines for the development of assessment tools produced by the Australian National Quality Council and their ranking...
methodology [14]. The criteria developed for evaluating and prioritizing information sources was based on the following assumptions: The system was being built mainly for emerging and zoonotic diseases and as such all the criteria were evaluated against this group of diseases; the system was being built to meet the needs of a broad-based stakeholder that are multi-disciplinary in nature. These stakeholders included Canada’s Health Portfolio (Health Canada, Public Health Agency of Canada, and Canadian Food Inspection Agency), Agriculture and Agri-Foods Canada, provincial and territorial governments (Public Health), livestock producers in Canada, and frontline clinicians (physicians and veterinarians).

Data collection and manipulation

Standardized criteria were identified and developed through expert consultations and online survey of 59 multi-disciplinary experts drawn from academia, government, and industry organizations within Canada as follows: Provincial Government (35.6%); Federal Government (25.4%); Industry (18.6%); Academic Institutions (13.6%); Independent Consultants (1.7%); and “Other” (3.4%). The survey allowed for a comprehensive assessment of stakeholder views and opinions regarding specific evaluation criteria. From the responses received and analyzed, ten criteria were identified as follows:

1. **Timeliness:** The frequency and lag (the delay between the event occurrence and reporting) with which the information is produced and disseminated to those who need to know.
2. **Usefulness:** The purpose of the information to the stakeholders. That is, how well the information supports the work of the stakeholders.
3. **Authoritativeness (Reliability/Accuracy):** The extent to which a piece of information represents the true value of the event being described or measured.
4. **Relevance:** Alignment of the information content with the scope of the system. Areas covered by information are well within the scope of the system.
5. **Representativeness:** Information represents the target population under investigation or consideration, enabling generalizability of inference from the information. (Includes both demographic and geographic representativeness)
6. **Credibility:** Perceived or real credibility of the institution or source of the information.
7. **Validity:** There is evidence that the information has been processed and authenticated.
8. **Quality:** Information from the source is consistent and complete every time.
9. **Linguistic Style:** The clarity and complexity of the language by which the information source presents its materials to its audience.
10. **Uniqueness (Rare and Specific):** Pertinent information that is highly specialized to a specific pathogen/disease or population or area of health and cannot be obtained elsewhere. This criterion was not evaluated using the tool. It has been included but as a binary function only in order to allow for the inclusion of those sources that present information that is valuable and unique but not available in other ways.

Each criterion was then given a relative weight (Table 1) representing its relative importance to enabling early detection of emerging and zoonotic diseases that were elicited from the evaluators
through the survey and consultation processes. These criteria were utilized in a second survey which was administered to the internal project technical team and dedicated advisors. A total of 11 evaluators (raters) were each asked to evaluate the same ten information sources by utilization of the standardized criteria tool and guidelines were provided to navigate the web-links to access the content of each information source. Raters could complete the exercise in one sitting or save their answers and resume the evaluation at another time. For each of the evaluation criteria as described above the raters were asked to select either the option that best described the source being evaluated OR to select all appropriate choices as per the survey instructions for the specific criterion being evaluated.

Each information source was evaluated against each of the criteria; a total score for the source was computed by adding the points, adjusted by the weighting factor obtained for each criterion. The total score for an information source was equal to the sum of scores from criteria 1 to 9. If a rater determined that a source did not possess a criterion being assessed, the score for that criterion was entered as 0. Once all the information sources had been evaluated using the proposed tool, the sources were ranked by total score from highest to lowest and the top five selected for potential use for the pilot phase of the project.

**Statistical Analysis**

All data were coded and analyzed in SAS version 9.2 (SAS Institute Inc., Cary, NC, USA) analytical package. The independence between raters was ensured through the survey administration. One of the 11 raters evaluated only three information sources and was not included in this analysis, therefore descriptive statistics were performed on the ten raters and as well as the ten information sources.

Statistical inter-rater agreement on results of the evaluation of information sources was computed using Kappa Analysis. The traditional Kappa or Cohen Kappa is designed to measure agreement only between two raters [12]. In order to measure agreement among more than two raters as was the case for this study, the Fleiss Kappa and Kendall’s Coefficient of Concordance were used [11,15]. All scores given by the raters were on a continuous scale and for the purpose of performing Kappa analysis, these continuous scale scores were transformed into an ordinal categorical scale. It is not uncommon to compute Kappa, weighted Kappa (using ordinal data) and intraclass-correlation (using continuous data) in the same study when the data are collected using a continuous scale [14]. Hence, the rater’s scores were grouped into ordinal categories reflecting the total score they gave to each information source. The maximum points that any information source could obtain was 1438 due to the various weighting factors for the criteria (Table 1) and this number was divided equally to create five score categories as follows:

- Category 1 = 0 - 299 points (Lowest points category)
- Category 2 = 300 - 599 points
- Category 3 = 600 - 899 points
- Category 4 = 900 - 1199 points
- Category 5 = 1200 - 1438 points (Highest points category)

Different statistical methods were used to calculate multiple raters’ agreement (Fleiss Kappa values). The ordinal generalized linear mixed model approach [16] using the Proc Mixed
Procedure with Restricted Maximum Likelihood option and random effect statement for both raters and sources were used in computing the Fleiss Kappa values. In order to optimize the Fleiss Kappa value, a backwards elimination strategy was used. This involved starting with all the information sources, computing Fleiss Kappa agreement, then deleting one at a time, the information source that improved the agreement the most by being deleted, and repeating this process until no further improvement in agreement was possible (referred to as backward elimination strategy).

Furthermore, the SAS Macro called “%MAGREE” was invoked to compute multiple raters’ agreement for ordinal categorical data (Kendall's Coefficient of Concordance) and the “%INTRACC” macro invoked for continuous data. The Kendall's Coefficient of Concordance was computed because it takes into consideration the extent of disagreement among raters.

**Results**

A total of 59 experts from a wide range of organizations/institutions participated as described to develop the standardized weighted criteria (Table 1). The weighting reflects the relative importance of each of the criteria to evaluate information sources that enable early detection, prevention and control of emerging and zoonotic diseases.

**Table 1: A Standardized Weighted Criteria Evaluation Tool Developed through a Survey of Nation-wide Stakeholders**

| Criteria       | Relative Weight* |
|----------------|------------------|
| Usefulness     | 19.6             |
| Timeliness     | 19.5             |
| Reliability    | 18.7             |
| Relevance      | 15.6             |
| Credibility    | 15.3             |
| Validity       | 14.5             |
| Representativeness | 14.0     |
| Quality        | 13.9             |
| Linguistics    | 12.7             |
| Uniqueness     | Exempted^        |
| **Total Score** | **143.8**        |

*Weights reflect the average score given by evaluators to each criterion

^ An information source will be exempted from evaluation and directly used as a feed to the system if it is unique and highly specialized in the type of information it produces relevant to this system that cannot be found elsewhere.

** This is the maximum scores that anyone information source can obtain when assessed using this tool.
Ten raters then used the criteria identified in Table 1 to evaluate ten information sources. Scoring varied amongst the raters and the overall maximum score (averaged over all 10 information sources) given by a Rater was 1274.6 out of possible 1438, with a minimum of 1122.8, mean of 1174.4 (Std. Deviation of 55.4) and median of 1154.6.

The information sources were ranked from the most relevant (highest score) to the least relevant (Table 2). ProMed had the highest score (91%) and the Canadian Broadcasting Corporation (CBC, a publically supported radio and television broadcaster) had the lowest (70%). The mean score for all the sources was 1174.4 (Std. Deviation of 103.7) and the median score 1198.3.

Table 2: Information Sources Evaluated by the Project Technical Team and Technical Advisory Group Using the Criteria Tool

| Information Source                          | Abbreviation | Score (max. possible by 10 raters =1438) | % Score | Rank |
|--------------------------------------------|--------------|-----------------------------------------|---------|------|
| Promed                                     | ProMed       | 1313.28                                 | 91.33   | 1    |
| World Animal Health Information System     | WAHID        | 1289.20                                 | 89.65   | 2    |
| Eurosurveillance                           | Eurosweb     | 1253.78                                 | 87.19   | 3    |
| MediSys                                    | MediSys      | 1224.82                                 | 85.18   | 4    |
| Science Daily                              | SciDaily     | 1208.04                                 | 84.01   | 5    |
| Eurek Alert                                | EurekAl      | 1188.48                                 | 82.65   | 6    |
| Canadian Swine Health Board                | CSHB         | 1120.06                                 | 77.89   | 7    |
| GermTrax                                   | GermTrax     | 1082.70                                 | 75.29   | 8    |
| Google                                     | Google       | 1064.40                                 | 74.02   | 9    |
| Canadian Broadcasting Corporation           | CBC          | 999.20                                  | 69.49   | 10   |

There was a noticeable difference in the variability of the ratings depending on the information sources, as an example, all Raters (100%) scored Promed very highly such that all scores from each Rater entered category 5 (Table 3) whereas Raters were widely dispersed or split regarding scores they gave CSHB.

The Proc Mixed procedure with random effect statement - Estimation Method Restricted Maximum Likelihood (REML) produced an overall Fleiss Kappa of 0.41554 or 42.0% Agreement for all 10 Raters.
Table 3: The Distribution of Raters by Categories by Information Sources (%)

| Information Sources                                      | *Score Categories |
|----------------------------------------------------------|-------------------|
| Name           | Abbreviation | Three | Four | Five  |
| Promed         | ProMed      | 0      | 0    | 100   |
| World Animal Health Information System                   | WAHID           | 0      | 10   | 90    |
| Canadian Swine Health Board                              | CSHB            | 10     | 50   | 40    |
| Eurosurveilance | Eurosurv    | 0      | 10   | 90    |
| Eurek Alert    | EurekAl     | 0      | 30   | 70    |
| Canadian Broadcasting Corporation                         | CBC            | 20     | 80   | 0     |
| GermTrax       | GermTrax    | 0      | 70   | 30    |
| MediSys        | MediSys     | 0      | 30   | 70    |
| Science Daily  | SciDaily    | 0      | 40   | 60    |
| Google         | Google      | 10     | 80   | 10    |

* No Raters gave scores low enough to enter categories 1 and 2, these categories are excluded from the table above.

**Fleiss Kappa Analysis**

Number of information sources evaluated = 10
Number of evaluators (multiple raters) = 10
Null Hypothesis: Kappa = 0 (indicates agreement equal to chance)

The Fleiss Kappa value was then optimized by systematically reducing the number of information sources. Utilizing the backwards elimination strategy to eliminate information sources (without replacement) with the most variation in scores (Table 3) and re-computing Fleiss Kappa produced the following results:

- Removing CSHB from information sources: Overall Fleiss Kappa = 0.481 = 48.1% Agreement
- Removing SciDaily from information sources: Overall Fleiss Kappa = 0.534 = 53.4% Agreement
- Removing GermTrax from information sources: Overall Fleiss Kappa = 0.581 = 58.1% Agreement
- Removing MediSys from information sources: Overall Fleiss Kappa = 0.647 = 64.7% Agreement
- Removing EurekAl from information sources: Overall Fleiss Kappa = 0.725 = 72.5% Agreement
The SAS Macro `%MAGREE` produced a Kendall's Coefficient of Concordance of 0.504 or 50.4% for the categorized ordinal data and the `%INTRACC` Macro produced an interrater reliability of 0.507 or 50.7% for the continuous data, for all 10 Raters. These results are essentially equal; the minor difference could be the result of loss of information when data are categorized.

**Discussion**

The final Fleiss Kappa analysis performed using results from the ten evaluators (raters) was on the following five information sources after excluding the rest:

1. Promed;
2. World Animal Health Information System;
3. Eurosurveillance;
4. Canadian Broadcasting Corporation (CBC News); and
5. Google

| Kappa value | % Agreement | Degree of agreement |
|-------------|-------------|---------------------|
| <=0         | 0           | Poor                |
| 0 - 0.2     | 0 - 20      | Slight              |
| 0.2 - 0.4   | 20 - 40     | Fair                |
| 0.4 - 0.6   | 40 - 60     | Moderate            |
| 0.6 - 0.8   | 60 - 80     | Substantial         |
| 0.8 - 1     | 80 - 100    | Almost perfect      |

The five information sources mentioned above were evaluated by 10 professionally diverse raters using this new tool and achieved a Fleiss Kappa agreement of 72.5%. A Fleiss Kappa agreement of 72.5%, constitutes substantial agreement based on the reference Table 4 for kappa agreement interpretation [17]. This result indicates that this tool can be used in screening future information sources to be used by the KIWI system. Kappa is designed to estimate agreement between two raters and to have ten raters of different expertise use this standardized criteria tool to assess these information sources and still obtain a substantial agreement indicates the effectiveness of the tool to prioritize information sources. As the number of information sources evaluated increases, the value of Kappa decreases as there is more room for disagreement with more information sources [18]. The results of this study are consistent with another study that evaluated the scoring accuracy and rater reliability of a new tool (Work-ability Support Scale) and observed a Fleiss Kappa of 79% agreement [19]. It should be underscored that achieving a substantial agreement assessing the above five information sources doesn’t indicate how relevant these sources are to zoonotic and emerging diseases but rather how effective the Criteria Tool is for assessment of information sources. However, three valuable information sources made the top five based on both relevance to zoonotic and emerging diseases and their Fleiss Kappa agreement.
agreement and these were Promed, World Animal Health Information System and Eurosurveillance.

Overall, this study obtained a Fleiss Kappa value of 42% for all ten information sources assessed, which is moderate agreement and consistent with, but higher than another study that validated a grading system for lateral nasal wall insufficiency that obtained a Fleiss Kappa of 17%, in which they recommended training on how scores are applied [20]. Training of raters on how to use the assessment tool improves the agreement generally and is recommended for this new tool as well. The Fleiss Kappa of 42% and Kendall’s value of 50% obtained in this study are consistent with findings of other studies: that assessed agreement between thoracic surgeons rating frail behavior of patient and obtained a Fleiss Kappa of 47% and Kendall’s value of 85% [21]; and another that assessed the reliability of an injury scoring system for horses and obtained a Fleiss Kappa of 66% and Kendall’s value of 88% [22]. The Kendall’s value represents a robust measurement of agreement compared to the value generated by traditional Kappa. This is because the Kappa method does not adequately represent the agreement level and does not take into consideration the extent of disagreement. That is, Kappa does not differentiate a disagreement of 1 and 5 versus a disagreement of 4 and 5, whereas Kendall’s approach considers the magnitude of each disagreement (the disagreement between 1 and 5 is greater than the disagreement between 4 and 5).

With respect to the actual scores of how pertinent the source was for zoonotic and emerging disease detection there was a reasonable diversity of ratings. Of the ten information sources assessed, some scored quite high, for example Promed, while other scored much lower. An example of the latter was the Canadian Swine Health Board (CSHB). This might be related to the raters’ lack of in-depth knowledge about CSHB which was a relatively new system being implemented in Canada. For a vast majority of the information sources, the scores were mainly in categories 4 and 5. In all, five of the ten information sources (CSHB, SciDaily, GermTrax, MediSys, and EurekAl) initially included in the overall Fleiss Kappa agreement, had scores that varied widely from raters. These five sources were either new and/or uncommon to most raters. Computing a Fleiss Kappa for these relatively new and/or unknown sources produced an agreement of 4.8%, which is slight agreement and significantly lower compared to the 72.5% Substantial Agreement obtained from the other five sources that were well known to the raters regardless of their relevance to the zoonotic and emerging diseases.

Even though this study did not focus on the competence of the raters in assessing information sources, it is important to note that the rater’s knowledge of the information source being assessed is critical to an effective utilization of the tool. Other scientific studies indicate that it is not uncommon to observe rater variation. For example, a study that used orthopedic specialists to classify ankle fractures observed Kappa values varying from 20 to 64% [23]. Poor multiple raters’ agreement (Fleiss Kappa 21%) was also reported among generalist physicians assessing the clinical significance of drug-drug interactions [24] and a study that assessed multiple raters’ variation in scoring radiological discrepancies observed a Fleiss Kappa of 17% [20]. As there was significant variation observed when raters used the tool to evaluate information sources that they were not familiar with, it is recommended that future raters be trained to use the tool as well as to improve their knowledge of the various information sources under evaluation. This is particularly important given the plethora of information sources available globally and the need to streamlined these sources to optimize the performance of early warning surveillance systems.
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Limitations

There were some limitations in this study. Firstly, the raters were not randomly selected from a pool of expert evaluators and therefore may not properly reflect the performance of future raters if new information sources are evaluated with the same tool. Secondly, the diverse professional background (federal & provincial/territorial governments, academia, and industry) of these raters might have contributed to some of the variation seen in the agreement. However, different experts were used to reflect and account for the joint multi-stakeholder nature of this project and tool being developed. Despite the limitations mentioned above, the level of agreement obtained indicates that an effective standardized criteria tool for prioritizing information sources has been successfully developed, engaging broad-based Canadian stakeholders.

Conclusion

An effective standardized criteria tool for prioritizing information sources has been successfully developed, engaging broad-based Canadian stakeholders. Five information sources evaluated by 10 professionally diverse raters using this tool obtained a Fleiss Kappa agreement of 72.5%, which is substantial agreement. This study validates the utility and effectiveness of the standardized criteria tool for prioritizing information sources. The new tool was used to select five information sources suited for use by the KIWI system in the CEZD-IIR project to improve surveillance of infectious diseases. The use of the tool can be generalized to situations where prioritization of numerous information sources is needed to allow selection or rationalization of these sources. Overall, results of this study indicate that this tool can be used in screening future information sources. This is particularly important given the plethora of information sources available globally and the need to streamline these to optimize the performance of surveillance systems.
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