Natural Test for Random Numbers Generator Based on Exponential Distribution
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Abstract: We will prove that when uniformly distributed random numbers are sorted by value, their successive differences are a exponentially distributed random variable \( \text{Ex}(\lambda) \). For a set of \( n \) random numbers, the parameters of mathematical expectation and standard deviation is \( \lambda = n^{-1} \). The theorem was verified on four series of 200 sets of 101 random numbers each. The first series was obtained on the basis of decimals of the constant \( e = 2.718281 \ldots \), the second on the decimals of the constant \( \pi = 3.141592 \ldots \), the third on a Pseudo Random Number generated from Excel function RAND, and the fourth series of True Random Number generated from atmospheric noise. The obtained results confirm the application of the derived theorem in practice.
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1. Introduction

Random numbers generators are applicable in various areas, such as: Computer simulation, Monte-Carlo method, multiple integration, nonconvex global optimization, scientific computing, commercial finance, electronic gambling equipment (including on-line gambling), and other fields. The modern world ‘exploits’ a huge amount of random numbers. Especially in the field of information security, which is based on the cryptography where encryption key randomness is essential [1,2], the quality of random numbers is directly related to the secure transmission of information [3].

One of the basic functions of the human brain is the ability to generate random numbers [4,5]. There are significant differences in activities of particular brain centers during the processes of generating ordinal numbers and random numbers. The inability of a person to generate random numbers may indicate possible disorders. Furthermore, distinctions in brain functions while generating random numbers may significantly imply certain diseases: Dementia of the Alzheimer type, schizophrenia, multiple sclerosis, and Parkinson’s disease [6–9]. Nonetheless, the human brain as the natural source of random numbers does not represent a significant quantitative capacity. The ability to mimic natural entropy is obviously an extremely intellectual demand. However, materialized mental models with computers completely eliminate this deficit.
Random sequences are produced by two basic types of generators: The True or Physical Random Number Generator (TRNG) and the Pseudo-Random Number Generator (PRNG). True or physical random numbers are generated by a stochastic physical entropy source in the natural world, such as radioactive decay, thermal noise in resistors, the frequency jitter in an oscillator, single photon splitting on a beam-splitter, amplified spontaneous emissions, chaotic laser, and so on [9]. The natural source of TRNGs is number $\pi$ [10,11]. TRNGs usually need some post-processing functions for producing random sequences in physical quantities. Everyday life requires converting physical quantities into digital ones. The generation of random numbers in total meets the demand [12]. The quality of a PRNG is defined as the randomness of its outputs, whereby high-quality, cryptographically strong PRNGs are practically indistinguishable from TRNG [13].

Generating pseudo-random numbers by using computers is a fast and cheap way to provide substantial quantities. Pseudo-random numbers generated in that way must comply with the following criteria: A certain sequence length without repetition, uniformity, and resolution, etc., [14]. For generating pseudo-random numbers, a large number of PRNGs is used, as well as a large number of tests which must verify the randomness of generated numbers [15–20], i.e., quality of the random number generator. Diehard contains 12 tests, with confirmation that the generators that pass the three tests (GCD-greatest common divisor, The Gorilla Test, and The Birthday Spacings Test) seem to pass all the tests in the Diehard Battery of Tests [21]. TESTU01 offers three batteries of tests called ‘Small Crush’ (which consists of 10 tests), ‘Crush’ (60 tests), and ‘Big Crush’ (45 tests) [22]. The NIST battery contains 15 tests: The Frequency (Monobit) Test, The Discrete Fourier Transform (Spectral) Test, Maurer’s “Universal Statistical” Test, The Approximate Entropy Test, Cusums Test, etc., [23]. The reference distributions of tests are dominated by Normal, half-Normal, and $\chi^2$ distributions. In accordance with the CLT—Central Limit Theorem—, this outcome is partially expected. However, The Birthday Spacings Test from the Diehard Battery is asymptotically exponentially distributed. The first question is: Why does the Birthday Spacings Test have a hard-shell against the CLT attitude?

According to the de Moivre-Laplace theorem (the earliest version of CLT), the Binomial distribution of binary sequences (the original input string of zero and one to be tested) has a Normal distribution. Now, another question arises: If $\chi^2$ is the reference distribution in 10 of the 15 NIST tests, then why the Normal distribution not prevalent?

On the other hand, the Binomial distribution $B(p, n)$ can be approximated by the Poisson distribution $P(\lambda)$, $np = \lambda$. Exponential distribution with parameter $\lambda$ is the basis of Poisson’s processes with the identical parameter $\lambda$. Thus, the Binomial distribution of binary sequences can be approximated by an Exponential distribution, $\text{Ex}(np)$.

An important property of a set of random numbers is a complete mutual independence of the previous and subsequent generated digits. Such a “longitudinal” lack of influence or unpredictability is the known property of exponential distribution (1):

$$f(t; \lambda) = \begin{cases} \lambda e^{-\lambda t}, & t \geq 0 \\ 0, & t < 0 \end{cases}$$

$$F(t; \lambda) = \begin{cases} 1 - e^{-\lambda t} , & t \geq 0 \\ 0, & t < 0 \end{cases}$$

(1)

described with memoryless properties (2):

$$P\left(\frac{T > a + b}{T > a}\right) = \frac{P(T > a + b)}{P(T > a)} = \frac{\int_a^\infty \lambda e^{-\lambda t}dt}{\int_a^\infty \lambda e^{-\lambda t}dt} = \frac{e^{-\lambda(a+b)}}{e^{-\lambda a}} = \int_b^\infty \lambda e^{-\lambda t}dt = P(T > b).$$

(2)

In the class of random variables whose densities are positive at $[0, \infty)$ and with an equal expectation, the highest differential entropy has an exact exponential distribution.
Wide use of exponential distribution has long been known in natural and technical processes [24-28]. The recognition period of significance of exponential distribution corresponds with the occurrence of first tests of random numbers [29]. An analogy of the natural entropy and differential entropy of information theory points to potential of exponential distribution. Furthermore, if we adopt the difference between stochasticity and randomness [30] or, respectively, TRNG/PRNG, then the application of Poisson processes in randomness testing, the essential relation between the Poisson and exponential distribution and the maximal differential entropy of exponential distribution, spontaneously forms an idea of the application of a memoryless characteristic (2) in the testing of random numbers. The next theorem proves the existence of these two stated ideas.

2. Exponential Distribution of the Successive Difference Between Random Numbers

Let us denote by $T_{i-1}$ the interval between two random adjacent events $[t_{i-1}, t_i]$ in the stream of the independent events $[t_1, t_2, t_3, \ldots, t_n, t_{n+1}]$ in which the event $S$ has been realized by the random selection of intervals (Figure 1):

![Figure 1. Stream of the independent events $t_i$, intervals $T_i$, and the independent choice of an interval $T^*$.](image)

**Theorem 1.** If the random events $[t_1, t_2, t_3, \ldots, t_n, t_{n+1}]$ are independent and uniformly distributed on the arbitrary interval, arranged so that $\forall i \in [1, n]$, $t_i \leq t_{i+1}$, then the intervals between the successive random events $T_{i-1} = (t_i - t_{i-1})$ are such that $\forall i \in [1, n]$, $t_i \leq t_{i+1}$ has the exponential distribution with the values of mathematical expectation and standard deviation reciprocal to the number of random events $n$.

**Proof.** The procedure of proving the Theorem will be derived by mathematical induction. For this purpose, we need to find the first, second, and third moment of the distribution of intervals between the successive random events $T_{i-1}$.

Let the distribution function and the density distribution of the random variable $T$ be equal to $F(T)$ if $(T) = F'(T)$. We need to find the density $f(T^*)$ of the interval $T$, that is, the point $S$ randomly distributed in the intervals $A$ and $B$.

Random variables $T$ and $T^*$, do not have the same functions and density distributions, $f(T) \neq f(T^*)$ and $F(T) \neq F(T^*)$. The probability of an arbitrary choice of the interval from the point $S$ is proportional to the length of the interval. In a greater number of repetitions, the point $S$ will more often fall on the longer intervals than on the shorter ones. Therefore, we can conclude that the choice probability of the interval $T^*$ is higher than the average choice probability of the interval $E(T) \leq E(T^*)$.

The density distribution of the event $T^*$ in the interval $(t_{i-1}, t_i)$ is equal to $f(T^*)dT$. If $n$ intervals are defined, then the average number of intervals is equal to $nf(t)dt$, and the average length of all intervals is equal to $t-nf(t)dt$. If the average $f(T)$ is equal to $E(T)$, then the average length of all $n$ intervals is equal to $nE(T)$. Probability $f(T^*)dT$ is approximately equal to the ratio between the sum of intervals with the length between $t_{i-1}$ and $t_i$ and the total length of all intervals between the moments of the event appearance. This approximate equality is more accurate if the interval $(t_{i-1}, t_i)$ is longer and the number of intervals greater. The density of the random variable $T^*$ is equal to (3) [31]:

$$f(T^*)dT \approx \frac{n \cdot T \cdot f(T)dt}{n \cdot E(T)} = \frac{T}{E(T)}f(T)dt, f(T^*) = \begin{cases} \frac{1}{E(T)}f(T), & T > 0 \\ 0, & T < 0 \end{cases}. \quad (3)$$
In order to determine the mathematical expectation and variance of the random variable \( T^* \) it is necessary to determine the characteristic function of the random variable \( T \) (4):

\[
k_T(x) = E(e^{ixT}) = \int_{-\infty}^{+\infty} e^{ixT} f(t) dt
\]

Since \( E(T^*) = \frac{k''(0)}{2} \), the \( E(T) \) and \( V(T) \) of the random variable \( T \) are equal to (5):

\[
E(T) = -k'_T(0); E(T^2) = -k''_T(0); V(T) = -k''_T(0) + [-k'_T(0)]^2.
\]

The characteristic function of the random variable \( T^* \) is equal to (6):

\[
k_{T^*}(x) = \int_{-\infty}^{+\infty} e^{ixT} f(T)dT = \int_{-\infty}^{+\infty} \frac{1}{E(T)} f(T)dT.
\]

Since \( T e^{ixT} = -i \frac{d}{dx} e^{ixT} \), it follows that (7):

\[
k_{T^*}(x) = -i \frac{d}{dx} \int_{-\infty}^{+\infty} \frac{1}{E(T)} f(t) dt = \frac{k'_T(x)}{iE(T)} = \frac{k'_T(0)}{k''_T(0)}
\]

So that the average value is equal to (8):

\[
E(T^*) = \frac{k''_T(0)}{i} = \frac{k''_T(0)}{iE(T)} = \frac{E(T^2)}{E(T)} = \frac{E(T^2) + D(i)}{E(T)} = E(T) + \frac{V(T)}{E(T)}
\]

Since (9)

\[
k''_T(0) = \frac{k''_T(0)}{iE(T)} \Leftrightarrow k''_T(0) = \frac{k''_T(0)}{iE(T)} = \frac{iE(T^3)}{iE(T)};
\]

The variance of the random variable \( T^* \) is (10):

\[
V(T^*) = -k''_T(0) + [k''_T(0)]^2 = \frac{E(T^3)}{E(T)} - \frac{[E(T^2)]^2}{E(T^2)}.
\]

If we divide the interval \( T^* \), whose event \( S \) has been implemented, into two intervals \( A \) and \( B \), so that

\[
\rightarrow \quad \begin{align*}
&\text{The interval } A \text{ is equal from the previous event } t_{i-1} \text{ to the event } S \\
&\text{The interval } B \text{ is equal from the event } S \text{ to the following event } t_i
\end{align*}
\]

The density of the random variable \( B \) on the interval \( T^* \) equals:

\[
f(T^*, B) = f(T^*) \phi(B/T^*).
\]

Due to stationarity, it applies (11):

\[
\phi(B/T^*) = \begin{cases} 
T, & B \in (0, T^*) \\
0, & B \notin (0, T^*)
\end{cases} \Leftrightarrow \phi(B) = \int_{-\infty}^{\infty} f(T^*, B)dT^* = \int_{-\infty}^{\infty} \phi(T^*) \phi(B/T^*)dT^*.
\]
Subintegral function is greater than zero only for values $T^* > B$, so we get (12):

$$\phi(B) = \int_{S}^{\infty} \frac{T^*}{E(T)} f(T^*) \frac{1}{T^*} dT^* = \frac{1 - F(B)}{E(T)}$$

(12)

where $F(T)$ is distribution function of the random variable $T$, i.e., $F(T) = \int_{0}^{T} f(T) dT$. Thus, the density of a probability distribution for the rest of the variable $B$ from the random point $S$ to the next event is (13):

$$\phi(B) = \begin{cases} \frac{1 - F(B)}{E(T)}, & B > 0 \\ 0, & B < 0 \end{cases}$$

(13)

The characteristic function of the random variable $B$ equals (14):

$$k_B(x) = \int_{0}^{\infty} e^{ixB} \phi(B) dB = \frac{1}{E(T)} \int_{0}^{\infty} e^{ixB} [1 - F(B)] dB.$$  

(14)

Using the partial integration, we get (15):

$$k_B(x) = \frac{1}{E(T)} \left( \frac{1}{ix} \left[ e^{ixB} \right]_{0}^{\infty} + \int_{0}^{\infty} \frac{e^{ixB}}{ix} f(B) dB \right) = \frac{k_T(x)}{ixE(T)} - \frac{1}{ixE(T)} = \frac{k_T(x) - k_T(0)}{xk'_T(0)}.$$  

(15)

The mathematical expectation of the random variable $B$ equals (16):

$$E(B) = \frac{1}{T^2E(T)} \left\{ \frac{\partial}{\partial x} \left[ \frac{k_T(x) - 1}{x} \right] \right\}_{x=0} = \frac{1}{E(T)} \left( \frac{k'_T(x) \cdot x - k_T(x) + 1}{x^2} \right)_{x=0}.$$  

(16)

Since for $x = 0$ we get the vagueness in the form of “0/0”, thus by applying L’Hopital’s rule we get (17) [31]:

$$E(B) = \frac{k'_T(0)}{2E(T)} = \frac{V(T) + E(T)^2}{2E(T)} = \frac{1}{2} \left[ \frac{V(T)}{E(T)} + \frac{E(T)}{2} \right] = \frac{E(T^*)}{2}.$$  

(17)

Using the connection $k''_B(0) = -\frac{E(T^3)}{3E(T)}$ for variance of the random variable $B$, we get (18):

$$V(B) = -k''_B(0) + [k'_B(0)]^2 = \frac{E(T^3)}{3E(T)} - \frac{[E(T^2)]^2}{4E^2(T)}.$$  

(18)

The same applies for the random variable $A$ (19):

$$E(A) = \frac{E(T^*)}{2}, V(A) = -k''_A(0) + [k'_A(0)]^2 = \frac{E(T^3)}{3E(T)} - \frac{[E(T^2)]^2}{4E^2(T)}.$$  

(19)

The density of distribution for the random variables $A$ and $B$ are identical. Provided that the characteristics of the uniform distribution of random events have not changed, the probability distributions $T, A, B$ are identical. From (17), (18), and (19) we get (20) and (21):

$$E(A) = E(B) = E(T) = \frac{E(T^*)}{2} = \frac{E^2(T) + V(T)}{2E(T)}.$$  

(20)
\[
V(A) = V(B) = V(T) = \frac{E(T^3)}{3E(T)} - \frac{[E(T^2)]^2}{4E^2(T)} \tag{21}
\]

The uniformity requirement enables us to form a system of equations with the solutions (22):

\[
E(T) = \frac{E^2(T) + V(T)}{2E(T)} = \frac{E^2(T) + E(T^2) - E^2(T)}{2E(T)} \iff E(T^2) = 2E^2(T). \tag{22}
\]

When we introduce the obtained relationship from Equations (20) and (21), we get (23):

\[
V(T) = E(T^2) - E^2(T) = \frac{E(T^3)}{3E(T)} - \frac{[E(T^2)]^2}{4E^2(T)} \iff E(T^2) - E^2(T) = \frac{E(T^3)}{3E(T)} - \frac{2E^2(T)^2}{4E^2(T)}. \tag{23}
\]

The expression for \(E(T^3)\) from (22) and (23) is (24):

\[
E(T^2) - E^2(T) = \frac{E(T^3)}{3E(T)} - E^2(T) \iff E(T^2) = 2E^2(T) = \frac{E(T^3)}{3E(T)} \iff 6E^3(T) = E(T^3). \tag{24}
\]

By mathematical induction we establish for \(k = 1, k = 2\) and \(k = 3\). The basic conditions of the division of \(n\) intervals, from (6), imply mathematical expectation for \(k = 1\) as (25):

\[
\sum_{i=1}^{n} T_i^k P(T_i) = \sum_{i=1}^{n} T_i^1 P(T_i) = E(T^1) = 1!E^1(T) = \frac{1}{n}. \tag{25}
\]

From (22), it follows that for \(k = 2\) (26):

\[
\sum_{i=1}^{n} T_i^k P(T_i) = \sum_{i=1}^{n} T_i^2 P(T_i) = E(T^2) = 2!E^2(T) = \frac{1 \cdot 2}{n^2}. \tag{26}
\]

From (24), it follows that for \(k = 3\) (27):

\[
\sum_{i=1}^{n} T_i^k P(T_i) = \sum_{i=1}^{n} T_i^3 P(T_i) = E(T^3) = 6E^3(T) = 3!E^3(T) = \frac{1 \cdot 2 \cdot 3}{n^3}. \tag{27}
\]

Let us assume that for the integer \(k\) is fulfilled (28):

\[
\Lambda_k = \sum_{i=1}^{n} T_i^k P(T_i) = E(T^k) = k!E^k(T) = \frac{k!}{n^k}. \tag{28}
\]

With the assumption for \(k\), for \((k+1)\) it follows (29):

\[
\sum_{i=1}^{n} T_i^{k+1} P(T_i) = E(T^{k+1}) = (k+1)!E^{k+1}(T) = [(k+1)E(T)]k!E^k(T) = \frac{(k+1)!}{n^{k+1}}. \tag{29}
\]

This proves that for every integer \(\forall n \in N\), it is valid (30):

\[
\sum_{i=1}^{n} T_i^{k+1} P(T_i) = [(k+1)E(T)] \sum_{i=1}^{n} T_i^k P(T_i) = \frac{k!}{n^k}. \tag{30}
\]
The distribution of a random variable \( T_i \) is exponential because the ratio of moments of the exponential distribution is equal to \( E(T^k) = k!T^k(T) \). The condition results in the following: The variance and the standard deviation of the distribution of the random variable \( T \) is equal to (31):

\[
V(T) = \sum_{i=1}^{n} T_i^2 - \frac{1}{n^2} = \sum_{i=1}^{n} T_i^2 \cdot P(T_i) - \frac{1}{n^2} = \frac{2!}{n^2} - \frac{1}{n^2} = \frac{1}{n^2} \quad \Leftrightarrow \quad \sigma(T) = \sqrt{V(T)} = \frac{1}{n} = E(T)
\] (31)

These are the identifiable parameters of the exponential distribution (Figure 2).

**Figure 2.** Fundamental concept is based on the theorem proof.

Random events \( \{t_1, t_2, t_3, \ldots, t_n, t_{n+1}\} \) are independent. Distribution interval \( \{T_1, T_2, \ldots, T_n\} \) between successive values of the random events \( \{t_1, t_2, t_3, \ldots, t_n, t_{n+1}\} \) is exponential. Independence of random events \( \{t_1, t_2, t_3, \ldots, t_n, t_{n+1}\} \) comes directly from (2)—the memoryless of the exponential distribution.

3. Application of Theorem

Pursuant to the theorem proof, successive differences \( \{T_1, T_2, \ldots, T_n\} \) of \( n \) independent random numbers \( \{t_1, t_2, t_3, \ldots, t_n, t_{n+1}\} \) have an exponential distribution with mathematical expectation and function of distribution density (32):

\[
E(T) = \frac{1}{\lambda} = \frac{1}{n} \quad \Leftrightarrow \quad \lambda = n, \quad f(T) = ne^{-nT}.
\] (32)

Four series of random numbers were prepared for testing. The first series is formed by successive decimals of the constant \( e = 2.718281 \ldots \), the second series is formed by successive decimals of the constant \( \pi = 3.141592 \ldots \). The third series of Pseudo Random Numbers, PRNG was generated from Microsoft Excel’s RAND function. The fourth series of True Random Numbers, TRNG was generated from atmospheric noise [32]. Table 1 contains a series of these numbers.

Numbers are formed by taking five consecutive decimals. For example, from constant “e” the first random number is 0.271828, the second random number is 0.718281, the third random number is 0.182818, the fourth random number is 0.828182, etc. Through this process, 300 random numbers in series “e” were formed. The first set consists of numbers beginning with the first to the 101st decimal, the second set consists of numbers starting from the 2nd to 102nd decimals, the third set consists of numbers from the 3rd to 103rd decimals, etc. The 200th set consists of numbers starting from the 200th to the 300th decimal. The sets are formed by translating the decimal. Each subsequent set is obtained
by ejecting the first number from the previous set and introducing the next decimal from the series, which enables successive testing of the decimal points.

Table 1. Series of random numbers.

| “e” decimals | 2718281828459045233620827471532622497757274207936999595749667627724076630 3535479547138278526166427427463919320030059921871413956962904357290033429 5260595631382326279434907632338298807531952510190115738341879307021540892065955 ... |
| “π” decimals | 314159265358979323846264338327950288419716939937510582097494459230781640626 20998628034825342117067982148086513282306647093344608505582823172535904812 848111745028102701938521055596446229489549308316482881097566593344612847564823378678316527210190145648566923460438266482133936072602491412732 ... |

Table 2 gives an example of the formation of the first six and last two sets of 101 random numbers derived from consecutive decimals of constant e. In total, 200 such sets $e(i), i \in [1, 200]$ with 101 random numbers were formed.

Table 2. Two hundred sets of random numbers $e(i), i \in [1, 200]$.

| $e(1)$ | $e(2)$ | $e(3)$ | $e(4)$ | $e(5)$ | $e(6)$ | $e(199)$ | $e(200)$ |
|--------|--------|--------|--------|--------|--------|----------|----------|
| 1 0.271828 | 0.718281 | 0.182818 | 0.828182 | 0.281828 | 0.818284 | ... 0.901157 | 0.011573 |
| 2 0.718281 | 0.182818 | 0.828182 | 0.281828 | 0.818284 | 0.182845 | ... 0.011573 | 0.115738 |
| 3 0.182818 | 0.828182 | 0.281828 | 0.818284 | 0.182845 | 0.828459 | ... 0.115738 | 0.157383 |
| 4 0.828182 | 0.281828 | 0.818284 | 0.182845 | 0.828459 | 0.284590 | ... 0.157383 | 0.573834 |
| 5 0.281828 | 0.818284 | 0.182845 | 0.828459 | 0.845904 | 0.845904 | ... 0.573834 | 0.738341 |
| 6 0.818284 | 0.182845 | 0.828459 | 0.845904 | 0.459045 | 0.459045 | ... 0.738341 | 0.383418 |
| 7 0.182845 | 0.828459 | 0.284590 | 0.845904 | 0.459045 | 0.590452 | ... 0.383418 | 0.831879 |
| 8 0.828459 | 0.284590 | 0.459045 | 0.590452 | 0.904523 | 0.904523 | ... 0.831879 | 0.418793 |
| 9 0.284590 | 0.845904 | 0.459045 | 0.904523 | 0.045235 | 0.045235 | ... 0.920695 | 0.069551 |
| 10 0.845904 | 0.718281 | 0.182818 | 0.828182 | 0.818284 | 0.818284 | ... 0.418793 | 0.187930 |
| 100 0.742742 | 0.427466 | 0.274663 | 0.746639 | 0.466391 | 0.663919 | ... 0.206955 | 0.069551 |
| 101 0.427466 | 0.274663 | 0.746639 | 0.466391 | 0.663919 | 0.639193 | ... 0.069551 | 0.695517 |
The resulting sets are then sorted by value. Table 3 gives an example of sorting the first six and last two sets with 101 random numbers derived from consecutive decimals of a constant \([\varepsilon(1)], i\in[1, 200]\), which are shown in the previous Table 2.

### Table 3. Sorted random numbers \([\varepsilon(1)], i\in[1, 200]\).

| \(\varepsilon(1)\) | \(\varepsilon(2)\) | \(\varepsilon(3)\) | \(\varepsilon(4)\) | \(\varepsilon(5)\) | \(\varepsilon(6)\) | ... | \(\varepsilon(199)\) | \(\varepsilon(200)\) |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|---|-----------------|-----------------|
| 1 | 0.007874 | 0.007874 | 0.007874 | 0.007874 | 0.007874 | 0.007874 | ... | 0.001684 | 0.001684 |
| 2 | 0.033534 | 0.033534 | 0.033534 | 0.033534 | 0.033534 | 0.033534 | ... | 0.011573 | 0.011573 |
| 3 | 0.045235 | 0.045235 | 0.045235 | 0.045235 | 0.045235 | 0.045235 | ... | 0.016847 | 0.016847 |
| 4 | 0.076630 | 0.076630 | 0.076630 | 0.076630 | 0.076630 | 0.076630 | ... | 0.021540 | 0.021540 |
| 5 | 0.093699 | 0.093699 | 0.093699 | 0.093699 | 0.093699 | 0.093699 | ... | 0.066808 | 0.066808 |
| 6 | 0.135266 | 0.135266 | 0.135266 | 0.135266 | 0.135266 | 0.135266 | ... | 0.069551 | 0.069551 |
| 7 | 0.138217 | 0.138217 | 0.138217 | 0.138217 | 0.138217 | 0.138217 | ... | 0.070215 | 0.070215 |
| 8 | 0.166427 | 0.166427 | 0.166427 | 0.166427 | 0.166427 | 0.166427 | ... | 0.075390 | 0.075390 |
| 9 | 0.176525 | 0.176525 | 0.176525 | 0.176525 | 0.176525 | 0.176525 | ... | 0.077744 | 0.077744 |
| 10 | 0.182818 | 0.182818 | 0.182818 | 0.182818 | 0.182818 | 0.182818 | ... | 0.082264 | 0.082264 |

In each sorted set \([\varepsilon(1)], i\in[1, 200]\) with 101 random numbers 100 successive differences are formed \(\Delta[\varepsilon(1)], i\in[1, 200]\). An example of consecutive differences in the first six and last two sets is given in Table 4.

### Table 4. Consecutive differences of sorted random numbers \(\Delta[\varepsilon(1)], i\in[1, 200]\).

| \(\Delta[\varepsilon(1)]\) | \(\Delta[\varepsilon(2)]\) | \(\Delta[\varepsilon(3)]\) | \(\Delta[\varepsilon(4)]\) | \(\Delta[\varepsilon(5)]\) | \(\Delta[\varepsilon(6)]\) | ... | \(\Delta[\varepsilon(199)]\) | \(\Delta[\varepsilon(200)]\) |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|---|-----------------|-----------------|
| 1 | 0.006007 | 0.006007 | 0.006007 | 0.006007 | 0.006007 | 0.006007 | ... | 0.009889 | 0.009889 |
| 2 | 0.009881 | 0.009881 | 0.009881 | 0.009881 | 0.009881 | 0.009881 | ... | 0.005274 | 0.005274 |
| 3 | 0.031395 | 0.031395 | 0.031395 | 0.031395 | 0.031395 | 0.031395 | ... | 0.004693 | 0.004693 |
| 4 | 0.017069 | 0.017069 | 0.017069 | 0.017069 | 0.017069 | 0.017069 | ... | 0.045268 | 0.045268 |
| 5 | 0.041567 | 0.041567 | 0.041567 | 0.041567 | 0.041567 | 0.041567 | ... | 0.002743 | 0.002743 |
| 6 | 0.002951 | 0.002951 | 0.002951 | 0.002951 | 0.002951 | 0.002951 | ... | 0.000664 | 0.000664 |
| 7 | 0.028210 | 0.028210 | 0.028210 | 0.028210 | 0.028210 | 0.028210 | ... | 0.005175 | 0.005175 |
| 8 | 0.012098 | 0.012098 | 0.012098 | 0.012098 | 0.012098 | 0.012098 | ... | 0.002354 | 0.002354 |
| 9 | 0.004293 | 0.004293 | 0.004293 | 0.004293 | 0.004293 | 0.004293 | ... | 0.004520 | 0.004520 |
| 10 | 0.000027 | 0.000027 | 0.000027 | 0.000027 | 0.000027 | 0.000027 | ... | 0.000989 | 0.000989 |

Based on the theorem, the exponential distributions of a set \(\Delta[\varepsilon(1)], i\in[1, 200]\) of random numbers are verified by a \(\chi^2\) test.
Figure 3 gives an example of verification of $\Delta[e(1)]$ with a significance threshold of $p = 0.22811$, i.e., of a set of random numbers $\Delta[e(199)]$ with a significance threshold of $p = 0.57509$. Verifications of the exponential distributions are given in Figure 3.

![Figure 3](image-url)

**Figure 3.** Verifications of exponential distributions for sets $\Delta[e(1)]$ (a) and $\Delta[e(199)]$ (b).

Figure 4 shows verifications of exponential distributions of all 200 sets of random numbers obtained from the successive decimals of constant $e$. All verifications were performed by $\chi^2$ test, with a mandatory standard of 10 classes. The distribution of all 200 obtained significance thresholds is given in Figure 4. The distribution of all 200 obtained significance thresholds is given in Figure 4. From Figure 4 it is obvious that the verifications of the sets of random counts have periods of low verification. From Figure 4 it is obvious that the verifications of the sets of random counts have periods of low verification $p < 0.05$. These are the verifications (with the set index): $p < 0.05$. These are the verifications (with the set index): $p = 0.03890, 0.03890, 0.03890, 0.02889$. Out of a total of 200 sets of random numbers obtained on the basis of decimals of constant $e$, 23 sets have a significance threshold less than 0.05.

![Figure 4](image-url)

**Figure 4.** Exponential distributions of all 200 sets $\Delta[e(i)]$ (a), verifications, and distribution of verifications (b).

By the same procedure, consecutive differences were formed in 200 sets of random numbers obtained on the basis of successive decimals of a constant $\pi(i)$, PRNG(i), and TRNG(i), $i \in [1, 200]$. Figure 5 shows the results of 200 verifications of exponential distributions obtained from differences $\Delta[\pi(i)]$, $i \in [1, 200]$ formed on the basis of successive decimals of a constant $\pi(i)$, previously sorted $\Delta[\pi(i)]$.
The distribution of all 200 obtained significance thresholds is given in Figure 5.

From Figure 5, it is obvious that the verifications of sets of random numbers are low verifications \( p < 0.05 \). These are the verifications (with the set index): \( p_{83} = 0.00809 < 0.05 \), \( p_{84} = 0.00809 < 0.05 \).

From a total of 200 sets of random numbers obtained based on the decimals of a constant \( \pi(i) \), \( i \in [1, 200] \), two sets have a significance threshold of less than 0.05.

Figure 6 shows the results of 200 verifications of exponential distributions obtained from differences \( \Delta \downarrow \{ \text{PRNG}(i) \} \), \( i \in [1, 200] \), previously sorted \( \downarrow \{ \text{PRNG}(i) \} \).

All verifications were performed by \( \chi^2 \) test, according to the established standard of 10 classes.

From Figure 6 it is obvious that the verification of sets of random numbers has one low verification \( p < 0.05 \). This is the verification (with set index): \( p_{167} = 0.04777 < 0.05 \). Out of a total of \( i \in [1, 200] \), one set has a significance threshold of less than 0.05.

Figure 7 shows the results of 200 verifications of exponential distributions obtained from differences \( \Delta \downarrow \{ \text{TRNG}(i) \} \), \( i \in [1, 200] \), previously sorted \( \downarrow \{ \text{TRNG}(i) \} \).
The stochastic function with the highest entropy, an exponential distribution, is introduced into the quality testing of a set of random numbers.

In total, the TRNG series had all significant verifications in all 200 sets of random numbers and had the highest mean of verifications.

The results of the first tests and the comparative results confirm the validity of the theorem. The idea based on the entropy of the exponential distribution and its memoryless properties is expressed in the mutual independence between the generated random numbers. The test is natural because a stochastic function with the highest entropy, an exponential distribution, is introduced into the quality testing of a set of random numbers.

4. Discussion and Conclusions

The procedure for the application of exponential distribution in the testing of sets of random numbers is as follows: The series of \( n \) generated random numbers needs to be sorted by value. Next, successive differences are calculated for random numbers sorted by value. The random variable of successive differences needs to have a significant exponential distribution. If the exponential distribution with parameters \( E(n^{-1}, n^{-1}) \) is not verified, the set of generated random numbers are dependent and cannot be used.

Although it is the basis of many probabilistic functions, in this particular case it was proven that the constant \( e \) cannot be applied as a transcendental source of random numbers. With the fact that it is a sequence of \( e^2 \) purely-periodic with a period length of 40 [33], the sensitivity of the theorem is indirectly confirmed. For random numbers obtained from consecutive decimals of constant \( \pi \), a significant departure from a uniform distribution [34] and randomness [35] was found. For random numbers generated from successive decimals of a constant \( e \) over 11.50% of sets are not exponentially distributed with a significance threshold \( p = 0.05 \), and for constant \( \pi \) this condition is not fulfilled in 1% of sets. According to results from the Diehard Battery of Tests (monkey tests, GCD, birthday spacing’s tests, parking lot test, squeeze test, etc.) the first \( 10^9 \) digits of \( \pi \) and \( e \) all seem to pass the test very well [36].

It should be noted here that the mean of the significance threshold of all 200 verifications for the number \( e \) was \( E(p_e) = 0.526329 \) and was greater than the mean value of the significance threshold of all 200 verifications for the number \( \pi \) which was \( E(p_\pi) = 0.501486 \). The TRNG series did not meet the condition of exponential distribution in 0.5% (1 of 200), while the TRNG series fully met the condition of the theorem. The mean significance threshold of all 200 verifications for the PRNG series was \( E(p_{PRNG}) = 0.543097 \). Although higher \( E(p_e) \) and \( E(p_\pi) \), it was smaller than the mean significance threshold of 200 exponential distribution verification for TRNG sets-\( E(p_{TRNG}) = 0.589363 \). In total, the TRNG series had all significant verifications in all 200 sets of random numbers and had the highest mean of verifications.

All verifications were performed by \( \chi^2 \) test, according to the established standard of 10 classes. The distribution of all 200 obtained significance thresholds is given in Figure 7.

All sets have a significant exponential distribution for the significance threshold \( p_i > 0.05, i \in [1, 200] \).

Figure 7 shows the results of 200 verifications of exponential distributions obtained from successive decimals of a constant \( \pi \), e all seem to pass the test very well.
Certainly, the standard test of the uniform distribution $U[0,1]$ of generated random numbers is also a stochastic test. However, the test of the exponential distribution of consecutive differences between generated random numbers, absorbs the test of uniform distribution. In the case of the non-uniform distribution of generated random numbers, a large number of small and big consecutive differences will appear in the set of generated random numbers, which will prevent the verification of the exponential distribution with a significant threshold. In the case of repeating the same decimals while generating random numbers, a large number of small differences with the same non-verification outcome also occur, etc.

However, in the case of extremely large sets of generated random numbers, their consecutive differences converge to zero. According to the theorem and the parameters of the exponential distribution, the standard deviation of consecutive differences in large sets also converges to zero. This means that the proposed test has limitations, which need to be established. Despite this limitation, the proposed test can be applied for the primary selection of a series of generated random numbers. The estimated limit is based on the rare event standard [37] for the exponential distribution parameter $\lambda = 10^{-6}$, or 1,000,000 consecutive random decimals.
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