Beyond RMSE: Do Machine-Learned Models of Road User Interaction Produce Human-Like Behavior?
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Abstract—Autonomous vehicles use a variety of sensors and machine-learned models to predict the behavior of surrounding road users. Most of the machine-learned models in the literature focus on quantitative error metrics like the root mean square error (RMSE) to learn and report their models’ capabilities. This focus on quantitative error metrics tends to ignore the more important behavioral aspect of the models, raising the question of whether these models really predict human-like behavior. Thus, we propose to analyze the output of machine-learned models much like we would analyze human data in conventional behavioral research. We introduce quantitative metrics to demonstrate presence of three different behavioral phenomena in a naturalistic highway driving dataset: 1) The kinematics-dependence of who passes a merging point first 2) Lane change by an on-highway vehicle to accommodate an on-ramp vehicle 3) Lane changes by vehicles on the highway to avoid lead vehicle conflicts. Then, we analyze the behavior of three machine-learned models using the same metrics. Even though the models’ RMSE value differed, all the models captured the kinematic-dependent merging behavior but struggled at varying degrees to capture the more nuanced courtesy lane change and highway lane change behavior. Additionally, the collision aversion analysis during lane changes showed that the models struggled to capture the physical aspect of human driving: leaving adequate gap between the vehicles. Thus, our analysis highlighted the inadequacy of simple quantitative metrics and the need to take a broader behavioral perspective when analyzing machine-learned models of human driving predictions.

Index Terms—Machine-learned models, naturalistic driving, behavioral analysis, highway driving.

I. INTRODUCTION

ROADWAYS are used by traffic actors with varying capabilities: motor vehicles and vulnerable road users such as pedestrians and cyclists. The motor vehicles can be further categorized depending on their capabilities according to the Society of Automotive Engineers (SAE) [1]. Vehicles of different levels of autonomy are going to coexist in the roadways before fully automated driving (SAE Level 5) takes over every vehicle on the roadways. This presents an interesting and challenging task for vehicles with increased driving automation: they have to coexist with humans both as drivers and other vulnerable road users. Thus, the autonomous driving system needs to learn human road user behaviors to be an effective and safe participant in their interactions with humans. The need for understanding human road user behaviors is also evident from some of the early accidents [2], [3], [4] caused by vehicles with increased autonomous capabilities. Managing to interact safely and appropriately with human road users also has the added benefit of improving the public’s perception of autonomous driving technologies if they are more human-like/human-interpretive [5], [6].

Generally, autonomous vehicles use machine-learning algorithms’ to detect and predict other road users trajectories. A quantitative metric like the root mean square error (RMSE) is used to report the accuracy of machine-learning algorithms’ prediction [7], [8], [9], [10]. The RMSE measures the average displacement error between the predicted trajectories and their corresponding ground truth. This can be either the average error over the entire prediction horizon, reported as mADE, mean average displacement error in literature [11], [12], [13], [14] or average of momentary error at different time points in the prediction horizon, reported as mFDE, mean final displacement error in literature [11], [12], [13], [14]. A model with the lowest error is generally considered the better alternative. In cases where the algorithm predicts a probability distribution over a set of maneuvers with spatial trajectory uncertainty, the preferred quantitative metric is the negative log likelihood (NLL) along with RMSE values. The NLL is a measure of how close the predicted probability distribution is to the
ground truth, the lower the NLL value the closer is the fit to ground truth. Another approach in this context is to use classification-based metrics such as mean average precision (mAP) and miss rate (MR) [11], [13], [14].

The strength of all these high-level quantitative metrics is that they allow straightforward model comparison. However, by reducing the complexity of human road user behavior to a single number, they necessarily sacrifice detail and lose the qualitative aspect of behavior, leaving several questions open, such as: How low an average trajectory prediction error is low enough? What if a model is getting good prediction scores on these metrics by optimizing some aspects of behavior which are not very important to human acceptance and safety while completely missing some aspects that are? Below, we provide an overview of relevant literature in this area, before defining the specific objectives of this paper.

A. Literature Review

In a typical roadway, different road users have to interact with each other. These interactions have been formally defined as situations where the behaviors of at least two of the involved road users can be interpreted as being influenced by a space-sharing conflict between them [15]. In order to facilitate safe interaction between autonomous vehicles and human road users, there have been attempts to model road user behaviors from different perspectives, ranging from modeling pedestrian crossing decisions [16], [17] to attempting derivation of a driver model from recorded human driven trajectories [18].

One way to predict road user behaviors is to formulate trajectory prediction as time-series model. Recurrent neural networks (RNNs) have been used to model time series data. Long Short-Term Memory (LSTM) is an RNN model that has been used to predict pedestrian trajectories while taking into account the neighbor agents’ trajectories [7]. Deo and Trivedi improved this idea by adding a convolution based social pooling (CSP) layer in order to preserve the spatial relationship between vehicles for predicting human driven vehicles trajectories [8]. This CSP-LSTM network architecture has since become a benchmark for newer models [9], [10], [19], where the RMSE is used to quantify and compare the prediction accuracy. Other architectures based on graph neural networks (GNN) [19], [20] proved to be competitive and further reduced state-of-the-art trajectory errors metric like RMSE, improving over convolution-based architectures.

Another way to model the trajectory prediction task is to consider it as a classification problem. One of the best performing models with this approach utilized a map-based approach to generate candidate trajectories along with prelabeled interacting agents from the dataset as input to the classifier. The classifier outputs the trajectory prediction with highest classifier confidence [12]. Like previous trajectories prediction models, they also showcased the performance with high-level average quantitative metrics like mAED, mFDE. A comprehensive literature review of deep-learning based trajectory prediction algorithms is presented by Mozaffari et al. [21].

Recently, there have been works focused on behavioral analysis of the machine-learned prediction models. Zgonnikov et al. [22] conducted an interdisciplinary workshop focused on how human robot interaction (HRI) can be improved by utilizing human behavior modeling. The importance of understanding the behaviors of the artificial intelligence (AI) including machine learning (ML) algorithms since they are becoming ubiquitous was argued in [23]. Herman et al. [24] concentrated on the requirements of pedestrian behavior prediction with autonomous driving as the underlying application. Siebinga et al. [25] highlighted the need to validate the underlying driver models in the interaction-aware controllers (IACs). They proposed a two stage behavioral validation of the underlying human driver behavior model on which the autonomous driving algorithm rely to be aware of, and plan for, human driver intentions and behaviors. The first stage was tactical behavior analysis which included maneuvers like lane changes, car following; and the second stage was operational safety analysis: whether the maneuvers were executed in a safe manner. Karle et al. [26] present an extensive review of scenario understanding and motion prediction.

B. Problem Definition

Despite the recent interest in a more behavioral understanding of ML models, an important question remains open: Are average trajectory error metrics (like RMSE, mAED, mADE, NLL, etc.) a good way of comparing different models' behavioral competence? To answer that question, we need to both measure an average trajectory error metric and do the behavioral analysis for multiple machine-learned models. Thus, for a comprehensive behavioral analysis of existing and new machine-learned models, first behaviors need to be quantitatively defined and observed in naturalistic driving. Then, all machine-learned models can be compared fairly by examining whether the same behaviors can be observed in their predictions. This, in addition to the average trajectory error metrics comparison, can give a clear picture regarding the models’ behavioral capabilities.

However, taking a more behavioral perspective forces one to engage with the high complexity of human road user behavior which otherwise gets hidden behind the high-level metrics. A very large number of human road user interaction phenomena have been identified in empirical research [15], [25], [27]. In this work, we have constrained our analyses to highway driving, to keep a feasible scope. Highway driving has naturally occurring interesting interactions where two or more road users end up affecting each other's decision, such as the merging scenarios where vehicles on the highway and on-ramp interact in order to facilitate a safe passage for everyone involved. Additionally, highway driving scenario was preferred because of ready availability of existing data and models.

The highway merging scenario has been the subject of research from a white box (non-machine-learned) perspective extensively [28], [29]. These models suggest that when a vehicle involved has a clear kinematic lead over another one, the vehicle with kinematic lead will pass the merging point first. In situations where the kinematic lead is ambiguous (Figure 5), it is dependent on other factors like social convention, competition, or cooperation between the drivers.
involved to determine who will pass the merging location first. Similar behavior has been observed in interaction between pedestrian(s) [30].

Another interesting behavior that has been studied and modeled in detail is the lane change behavior of the highway vehicle in order to accommodate the on-ramp vehicle (Figure 6) [31]. The lane change by the highway vehicle in a merging situation can be attributed to different goals like the highway vehicle preference to keep its speed [32], the merging vehicles’ aggressive driving style leading the highway vehicle to switch lane for safety, or the merging vehicle waiting for a suitable gap to emerge and merge into the traffic safely [28]. In this paper, following the precedence set in our previous work [33], we are interested in identifying and analyzing the “courtesy” lane changes by the highway vehicle(s) to facilitate safe merging for the on-ramp vehicle(s).

Finally, the lane change behavior of vehicles not in the outermost lane of the highway into the highway to maintain their kinematic edge or to accelerate (Figure 7) is another interesting behavior which has been of interest and modeled by researchers [34], [35], [36], [37]. To the best of our knowledge, none of these three phenomena (tendency of kinematically leading vehicle to pass the nominal merging point first during merging situations, tendency of on-highway vehicle(s) to make “courtesy” lane change in order to accommodate on-ramp vehicle(s), and tendency of on-highway vehicles to switch lanes into the highway to preserve/improve their kinematic edge) have been explicitly analyzed either in naturalistic trajectory data or in machine-learned trajectory prediction models.

In summary, the primary goal for this work is to explore a new quantitative method that takes into account the qualitative behavioral aspects of human driving behavior for comparison of different machine-learned models. This should augment the existing traditional quantitative metrics, like RMSE, to provide a better comparison metric to fairly analyze the predictions of machine-learned models. In order to achieve this, we mathematically define the above-mentioned three behaviors and other details of our analysis method. First, we observe the behaviors in the naturalistic driving data. Next, we train the machine-learned models with the same dataset and observe the behavioral patterns exhibited with the same analysis method. This allows for a fair appraisal of the machine-learned models’ behavioral capabilities. We have previously presented an early version of this work in a conference paper [33] where we performed qualitative tests of a single machine-learned model for two behavioral phenomena. In this paper, we introduce tests for one additional behavioral phenomenon, extend our qualitative analyses with quantitative metrics as well as a behaviorally informed safety analysis. Moreover, we apply our behavioral analysis on two additional machine-learned models, allowing us to also demonstrate how our method can be used for model comparison.

II. EXPERIMENTAL METHODS

A. Dataset

The driving trajectories from the Next Generation SIMulation (NGSIM) dataset [38] include both highway driving and urban driving. We used only the highway driving trajectories. The highway driving portion consists of data collected at two different highway locations in USA, the US101 and I80 highways. The same dataset has been used for training the CSP-LSTM machine-learned model in [8]. The two new machine-learned models (details in Section II-B2 and Section II-B3) are previously unpublished and in order to facilitate a fair comparison between CSP-LSTM and them, we trained all three models with the same dataset and with the 70-10-20 (training-validation-test) split recommended in the publicly available CSP-LSTM code [8].

There was a total of 1,268 unique vehicles on the I80 and 1,667 unique vehicles on the US101 in the test and validation set. Out of these, 147 and 111 vehicles used the on-ramp to enter the highway, respectively. A total of 419 and 653 lane changes were made from outermost highway lane into the highway (during merging scenario) in US101 and I80 highways, respectively. An aggregate of 1180 and 1635 lane change into nominal faster lane by highway driving vehicles (excluding the ones already accounted for in merging scenario) were made in the respective highways. For the CSP-LSTM model, we verified that our trained network achieved similar RMSE performance to that reported in [8]. In this paper, all the presented behavioral comparisons were made between the naturalistic trajectories and the machine-learned models output for only the validation and the test splits of the dataset.

B. Machine-Learned Models

In this section we provide a brief summary of the three machine-learned models. The space constraint prevented us from providing full details about the machine-learned models and thus should not be considered as comprehensive definition of them. Since the focus of this paper is to investigate the possible benefits of more behaviorally oriented model comparison rather than advance the state of the art in trajectory prediction, the specific choice of machine-learned models is less important here; they merely serve as three examples of different approaches to the trajectory prediction task.

1) Convolutional Social Pooling - Long Short Term Memory Neural Network (CSP-LSTM): The CSP-LSTM model architecture for vehicle trajectory prediction task was introduced by Deo and Trivedi [8]. A flow chart of the different components involved is presented in Fig. 1. The CSP-LSTM model is fed a fixed 3 seconds at 2.5 Hz trajectory input of the vehicle of interest (ego vehicle), along with the trajectories of the neighboring vehicles within a $13 \times 3$ grid where the ego vehicle is centered in the grid. The trajectories of neighboring vehicles are encoded and the spatial relation between them is preserved through the utilization of the convolution layer. It is trained on the human-driven trajectories and it outputs 5 seconds prediction (at 2.5 Hz). The error between the prediction and the actual trajectories are back propagated to train the model.

2) Interactive Prediction From Basis Trajectories (IPBT): The IPBT method consists of a series of processing steps: goal and motion profile likelihood estimation, generation of candidate paths and motion profiles, estimation of candidate trajectories, collision estimation between agent proposals, and
revised trajectory estimation. An overview of the IPBT model is shown in Fig. 2.

First, goal likelihood estimation is performed using inverse planning [39], [40], by comparing the historic trajectory of a vehicle against a number of proposed paths towards goals from a historic time step. Additionally, motion profile likelihood estimation is performed by generating a number of proposed motion profiles from a historic vehicle kinematic state, and comparing the historic motion against the proposed motion profiles. Goal and motion profile likelihood estimation are used to influence the estimates of future paths and motion profiles, based on shared parameters like common goal or speed target. This is implemented based on a multi-layer perceptron (MLP) network.

Next, candidate paths are generated from the map by fitting splines between the start position and the goal via waypoints. The map is a topological representation of the driveable region, a set of evenly spaced way-points along lane mid-lines. Candidate motion profiles are produced by identifying target kinematic states from the road layout, the surrounding agents and from a number of behavior parameters, and fitting speed profiles between the initial and target states using splines. Trajectories are generated from the basis set of candidate paths and motion profiles using a weighting function implemented as a convolutional neural network. This uses the goal and motion profile likelihood estimation, historic agent states, and future candidate path and profiles to produce predicted trajectories as a weighted combination of the candidate paths and motion profiles. The model also outputs spatial uncertainty for each time step and prediction mode, represented with an elliptical (2D) Gaussian.

Finally, to produce predictions based on interactions between agents, collisions between the predicted modes of the various agents are assessed and used to produce a refined prediction. Refinements are introduced through multiple levels of prediction, which receive inputs of initial predictions and produce subsequent agent predictions that consider the interactions between the predicted actions of the various agents. In this way the interactive prediction model produces estimates of trajectories, spatial uncertainty and mode probability for each agent that take into account the expected behaviors of other agents, to produce predictions that are influenced by interactions.

3) Bayesian Inverse Planning With Kinematic Models (BIP-KM): This model performs multi-modal prediction by taking a Bayesian inverse planning approach [39]. Similar to IPBT, in order to predict the future states of an agent, the model begins by hypothesizing a map features-based collection of goals. It then calculates a physically feasible plan for how the agent might reach any given goal and it assesses the likelihoods by comparing the plans to the agent’s past observations from perception. Finally, a joint distribution over goals and trajectories is inferred by inverting the planning model using Bayesian inference, integrating the likelihood with the prior. In contrast to deep neural network-based predictors such as [8], [41], and [42], and IPBT, this approach forms an interpretable algorithm. Relying on maps, physics-based models and trajectory generation algorithms, it generalizes to new environments and situations without additional training data while satisfying physical realism guaranteed by construction. The model parameters have a physical meaning and they can be tuned on data sets without sacrificing interpretability. In contrast to other neural network based methods such as CSP-LSTM or [41], [42], and in contrast to other inverse planning implementations such as [43] and [44] or IPBT, this implementation predicts each agent independently for reduced computational requirements and simplicity. Traffic context, i.e. the motion and relative spatial configuration of neighboring agents, or future interactions with other agents are not considered.

An overview of the method is shown in Fig. 3. The model involves five components: 1) goal and path extraction, 2) motion profile prediction, 3) trajectory generation, 4) likelihood estimation and 5) Bayesian inference. Given a detected pose and a topological map that describes the geometry of roads and lanes, goals are extracted by exploring all lane graph traversals. For example, in highway situations, goals will correspond to staying in the lane, changing to a neighboring lane,
entering the highway or exiting it. For each goal, reference paths can be extracted from the lane mid-lines and combined with target motion profiles to generate trajectories. In this implementation, a single goal-directed trajectory is generated for each goal/reference path, using the pure pursuit controller [45], which can enforce a bicycle model and kinematic limits, e.g. maximum steering and accelerations. The target acceleration profile relies on a decaying acceleration model since a constant acceleration model can be more accurate than a constant velocity model in the short term but less accurate in the long term [46]. The likelihood of each goal and trajectory is estimated by comparing each trajectory with the observed agent state. The Bayes rule is finally used to update the beliefs over the set of goals and trajectories by multiplying the likelihood with the prior to give the posterior, the model’s prediction, while accounting for goal changes over time.

C. Behavioral Analysis

Fig. 4 shows a graphical representation of the behavioral comparison. We have used a one-dimensional trajectory to depict the schematic for ease of visual understanding. In reality, both the longitudinal and lateral positions of the vehicles were used for training the machine-learned models and in the behavioral analysis. All the machine-learned models were given a trajectory input of 3 seconds from the appropriate time stamp for the vehicle of interest. The vehicle of interest is all the highway vehicles in the outermost lane of the highway and the vehicles in the merging lane of the highway in the case of merging scenario and all other vehicles on the highway (individually) in the case of highway lane change scenario. All the machine-learned models outputted 5 seconds trajectory predictions for the vehicle of interest. The most likely predicted trajectory was used for the behavioral analysis. We divide the highway driving into two scenarios: merging lane driving and rest of the highway driving since they involve quite different interaction dynamics.

Humans judge collision conflicts by primarily relying on first-order motion information [47] and can gauge the time-to-arrival (TTA) of objects advancing towards them [48]. On the basis of these findings, we hypothesized that, with first-order kinematics, it is possible to observe many primary behavioral patterns during vehicle-vehicle interactions.

1) Merging Scenarios: First, the vehicles involved in the merging scenario and the corresponding merging time, \( t_m \), are extracted from the trajectory dataset. The merging time, \( t_m \), is the time when the merging vehicle completed its transition into the highway lane from the on-ramp. We examine the kinematic history of the vehicle on the on-ramp and the vehicle on the outermost highway lane with a look-back window, \( \tau \). The look-back window, \( \tau \), helps us understand why the merge happened the way it happened, i.e. to see kinematic snapshots of the vehicles involved in the interaction at different time points in the past and understand why the interaction played out the way it did. All three machine-learned models involved in this study are capable of producing 5 seconds of future trajectory given 3 seconds of past trajectory as input (both ego-vehicle and neighboring vehicles). Since the machine-learned models predictions were for 5 seconds, the look-back window was fixed from 1 second up to 5 seconds at 1 second intervals from the merging time, \( t_m \), for all the interacting pairs of vehicles.

For both the vehicle on-ramp and the highway vehicle, the interacting pair, we find their distance to merging point at a given look-back time, \( t_l = t_m - \tau \), and compute the instantaneous velocities of the vehicle from the naturalistic driving data. Let \( v_l^m \), \( d_l^m \), and \( v_l^h \), \( d_l^h \) represent the instantaneous velocity and distance to the merging point for the on-ramp vehicle (merging vehicle, \( x^m \)) and the highway vehicle (\( x^h \)) respectively at any given time, \( t \). We can then compute the lead time for the merging vehicle with respect to time to arrival of the highway vehicle at the merging point for a given look-back time with the formula \( T_l = \frac{d_l^h}{v_l^h} - \frac{d_l^m}{v_l^m} \). This lead time for the merging vehicle was used to analyze the merging behaviors in the naturalistic data and the machine-learned models with the exact same procedure.

a) Bias for kinematically leading agent to pass first: The bias for kinematically leading agent to pass the merging point first is illustrated in Fig. 5. From our definition, when the lead time, \( T_l \) is positive it indicates the merging vehicle has a kinematic lead over the highway vehicle at that particular time and vice versa in case of negative lead time. In a scenario with two vehicles interacting, we expect that whichever agent has a clear lead, when \( T_l \) is sufficiently large, the agent with the lead would always pass the merging point first [28], [29]. Also, when the lead is not sufficient, more precisely as \( T_l \) approaches zero, this pattern should break down.

b) Courtesy lane change to yield: Fig. 6 depicts a hypothetical lane change by the highway vehicle. In the illustration, it is assumed that the highway vehicle changed lane in the
The time to collision \( T \) can be computed with \( \tau = \frac{(x^e - x^f)}{(v^e - v^f)} \). The time to collision for each vehicle was used to analyze the highway lane change behavior in both the naturalistic data and the machine-learned models with the exact same procedure.

The most likely cause for within-highway lane changes can be the desire to avoid imminent collision or deceleration [34], [36]. Fig. 7 shows an imaginary highway lane change. We use the time to collision \( T_{ttc} \) measure between the vehicle of interest and the vehicle immediately ahead of it to analyze the lane change behavior within highway driving. It is expected that when the time to collision \( T_{ttc} \) approaches zero the frequency of lane changes will increase.

3) Collision Aversion Behavior: Finally, we are interested in the collision avoidance behavior of predicted trajectories in comparison to the naturalistic data which the machine-learned models are trained on. We extended the bounding box of individual vehicle dimension with an additional safety margin of 0.3 meters (1 feet) in all directions for all vehicles at all time instances as illustrated in Fig. 8. We obtain the safety statistics by counting the number of times a bounding box for a given vehicle is intersected/overlapped by another vehicle’s bounding box. In the naturalistic trajectory statistics, all the vehicles’ instantaneous positions are from the recorded naturalistic data. In the machine-learned models’ statistics, the ego vehicle’s instantaneous position is from machine-learned models’ prediction and rest of the vehicles’ instantaneous position is from the naturalistic driving data. All vehicles at all timestamp are considered individually as ego vehicle for the counting statistics. We expect the machine-learned models to perform at different levels since the models rely on different motion models, especially CSP-LSTM and BIP-KM do not enforce physical safety while IPBT assesses collisions to account for interactions explicitly. Overall, we expect the human drivers to only very rarely exhibit this type of near-collision behavior. In other words, we expect the human drivers to be collision averse.

III. RESULTS & DISCUSSION

A. RMSE

The root mean square error (RMSE) at different time points in the predicted trajectories is presented in TABLE I. All the evaluations, both RMSE and behavioral analysis, are based on the most likely trajectory, ignoring other trajectories. Using average trajectory error metrics like RMSE is a traditional way to compare machine-learned models, and it is used to justify a model’s capability or improvement over existing models. The RMSE for the CSP-LSTM model is comparable to the one reported in the original paper [8]. CSP-LSTM obtains lower RMSEs with differences when compared with IPBT and BIP-KM ranging from 1.75 cm to 1.73 m. Differences can vary across time steps. For example, BIP-KM has lower RMSEs than IPBT for shorter prediction horizons (1, 2, 3 seconds) and IPBT has lower RMSEs than BIP-KM for longer prediction horizons (4 and 5 seconds). Differences are often in the order of centimeters; for example, when comparing CSP-LSTM with BIP-KM at 1 and 2 seconds predictions, the differences are 1.74 cm and 15.82 cm. Aggregate metrics like RMSE can hide important patterns, especially in unbalanced dataset containing rare events, and the resulting differences can be very difficult to interpret. As we will see in the rest of this section, an analysis rooted on behavioral metrics gives a more in-depth insight into the model capabilities. The high-level metric does not capture nor describe behavioral differences among the machine-learned models.

B. Bias for Kinematically Leading Agent to Pass First in Merging Scenarios

In Fig 9, a positive lead time for the merging vehicle for a certain look-back time (\( \tau \)) before the merge indicates that the merging vehicle had kinematic edge over the highway
vehicle at that time instance, while negative lead time for the merging vehicle indicates the opposite. In the naturalistic data, we can observe a pattern of kinematically leading agents always passing the merging point first. This is in line with our expected human behavior. It is also evident from the tightly overlapping curves in Fig 9 that all the models are able to capture this first-order kinematic dependent behavior. We computed coefficient of determination, $R^2$, to check how well the machine-learned models trajectory predictions captured the behavior observed in the naturalistic driving. A $R^2$ value of 1 indicates that the model has captured the behavior exactly as in the naturalistic driving, and 0 or negative values indicate complete failure. All the models, in both the highways (US101 and I80), have a $R^2$ value greater than 0.99. This indicates that the bias for kinematically leading agent to pass first behavior has been captured accurately from the naturalistic driving by all 3 models. Even though average trajectory error metrics can lead to the conclusion that some models are better than others, from the bias for kinematically leading agent to pass first behavioral perspective, all the 3 models are performing equally, including BIP-KM which predicts each agent independently. This is in contrast to comparison based on just average quantitative metric, which does not allow us to determine whether the models are capturing this behavioral phenomenon.

C. Courtesy Lane Change to Yield in Merging Scenarios

In the “courtesy” lane change to yield in merging situation behavior, we are interested in the lane changes that happened when there was potential space-sharing conflict and otherwise (no conflict situations) (Fig. 10). When the vehicle merging on to the highway and the highway vehicle on the outermost lane are within $\pm 1$ second with respect to their arrival at the merging location we deem it as a space-sharing conflict situation. We did a Fisher’s exact test to determine whether there was significant difference in the frequency of lane change behavior between situations with and without space-sharing conflicts. In other words, when there is an emerging space-sharing conflict, we expect the probability of lane change by highway vehicle to increase. We found that the lane change behavior in US101 highway by human drivers with a look-back window of 5 seconds was significantly different (p-value 0.0367) between the lane change in space-sharing conflict situation and other situations based on Fisher’s exact test. The models struggle at varying degree to capture this more nuanced behavior.

Additionally, we can see in Fig. 10 that the human lane changes generally increased with increasing look-back window in both the highways, but none of the models is able to fully capture this pattern. As shown in Fig. 10, the models have different lane change prediction capabilities, not faithfully captured when using high-level average error metric like RMSE. In both highways, CSP-LSTM captures very few lane changes and non space-sharing conflict situation lane changes. It is worth noting that predicting longer horizons is difficult for all predictors. Even though the look-back window ($\tau$) was 5 seconds it does not mean that the lane change happened a long time into the predicted future, it just means that there was a long-range (in distance) interaction between the two vehicles. The highway vehicle performs a lane change when there is still almost 5 seconds left until the merge conflict, and none of the models seem capable of learning this long-range interaction. I80 does not have this statistical significance between the space-sharing conflict lane changes and non space-sharing conflict situation lane changes.

In general, for all methods, longer horizons look difficult. The vertical bar in the US101 $\tau = 5\ s$ indicates statistically significant difference (p-value 0.0367) between the space-sharing conflict situations and other situations, Fig 10(a). This is not captured by any of the three machine learned models. They did not return a statistical significance between the space-sharing conflict lane changes and non space-sharing conflict situation lane changes. We did a Fisher’s exact test to determine whether the models are capable of learning this long-range interaction. I80 does not have this statistical significance at any time stamp in the naturalistic driving since it was a more congested highway leading to less opportunity for a lane change.

Fig. 9. Merging lane - Bias for kinematically leading agent to pass first in (a) US101 highway (b) I80 highway. All the models have captured this behavior similar to the pattern exhibited in naturalistic driving.

Fig. 10. Merging lane - “courtesy” lane changing behavior statistics. Comparison between the trends in space-sharing conflict situation and non space-sharing conflict situation in (a) US101 Highway and (b) I80 Highway. The vertical bar in the US101 $\tau = 5\ s$ indicates statistically significant difference (p-value 0.0367) between the lane change in space-sharing conflict situation and other situations based on Fisher’s exact test. The models struggle at varying degree to capture this more nuanced behavior.
Fig. 11. Merging lane - collision aversion summary statistics within lane changing behavior based on bounding box fitted onto each vehicle in (a) US101 highway and (b) I80 highway. The y-axis is the percentage of total interaction that were deemed unsafe (bounding box overlapping) when vehicle did change or did not change lane in the respective models. Since y values are below 1.0%, the y-axis is truncated for clarity.

lane change behavior in detail like this. To humans, courtesy lane changing is a salient and important behavior pattern. The measure of differences between the predicted trajectories and the actual trajectories is not sufficient to determine whether this lane changes behavior to accommodate merging vehicles has been captured explicitly. This discrepancy in capturing the “courtesy” lane changes clearly shows the need for models which take into account human behavioral aspect.

Next, we checked the safety of the predicted trajectories with respect to all the other vehicles’ recorded naturalistic driving trajectories (Fig 11). In particular, we compared the collision aversion behavior of humans versus the machine-learning models predictions. Since the CSP-LSTM predictions were based on the local coordinates and the other two models, IPBT and BIP-KM predictions were based on the global coordinates from the NGSIM dataset [38], we have reported the collision aversion behavior with respect to both coordinate systems. Collision or safety statistics is generally presented as secondary results and not discussed in detail in machine-learning literature [14], [49]. Here, we instead discussed this metric directly and as a follow-up to our behavioral analysis. We are interested in the safety performance of the models both when they recommended lane change and when they did not compared to the naturalistic driving.

The number of unsafe interactions in US101 highway (Fig. 11(a)) is of lesser magnitude than the I80 highway (Fig. 11(b)) in naturalistic driving. This could be attributed to the fact that I80 was the more congested highway and thus there were more chances for vehicles to be within each other’s designated safety space. In Fig. 11, neither the lane change predictions of the models (top half of the graphs) nor the no lane change predictions (bottom half of the graphs) of the models could match the naturalistic data in terms of total number of detected unsafe interaction. CSP-LSTM performed poorly in the more congested highway, I80 (Fig. 11(b)). In US101 highway, the BIP-KM model recommended generally less lane changes than IPBT model (Fig. 10(a)) and in I80 highway, the BIP-KM model recommended generally more lane changes than IPBT model (Fig. 10(b)). Nevertheless, the collision aversion behavior of BIP-KM was equivalent to IPBT model in most cases (Fig. 11(a), 11(b)). This shows that BIP-KM has captured implicitly to some extent the collision aversion behavior in merging scenarios. Overall, the collision aversion analysis within merging scenarios reinforces the conclusion that the models have struggled to capture the physical and interactive aspect of “courtesy” lane change behavior.

D. Highway Lane Change Behavior

The highway lane change behavior is a behavior of interest from a behavioral modeler’s perspective. When the time to collision between an ego vehicle and the vehicle in front is positive, it means the ego vehicle is catching up with the vehicle in front and, if no action is taken by either vehicle, it can lead to collision in the near future. In this situation we expect the probability of lane change by the ego vehicle to increase. On the other hand, a negative time to collision indicates the vehicle in front faster than the ego vehicle at that instance. In this scenario, we expect less lane change by the ego vehicle since there is no collision risk with the vehicle in front. In Fig. 12, we can see that the highway lane change by vehicles into the nominal faster lanes (from outermost to innermost lane in the direction of travel) is following the expected pattern in the naturalistic driving. In US101 highway, the less congested highway, with increasing time window (left to right in the Fig. 12(a)) and relatively low time to collision we can see an uptick in lane changes by the highway vehicles. In I80 highway (Fig. 12(b)), the more congested highway, a steady amount of lane changes is exhibited in the naturalistic driving regardless of the time window. This lane change behavior, in I80 highway, could be due to the physical feasibility of lane changes being relatively low in a congested highway.

Fig. 12 shows the highway vehicle lane change behavior from the naturalistic driving reproduced in the models prediction at different extent in both the highways. This is evident from the $R^2$ values. In US101 highway (Fig. 12(a)), CSP-LSTM and BIP-KM reproduce the behavior considerably for all time windows. But, IPBT depicts a steady lane change characteristics across all time windows in US101 highway similar to the naturalistic driving highway lane change behavior in I80 highway. In I80 highway (Fig. 12(b)), CSP-LSTM and IPBT are the better performing model across different time windows compared to the BIP-KM predictions. The plots show that, in congested scenarios, BIP-KM tends to assign

---

1There will be slight difference between the local coordinates and global coordinates in the naturalistic driving. This is due to the fact that the NGSIM dataset provider’s algorithmic coordinate conversion is not exactly a one-to-one mapping [38].
higher probabilities to lane changes than the other models. One possible explanation for failure of all the models in I80 highway except time window 1 second could be that in a congested highway, the interactions involved before and after a lane change to maintain kinematic advantage or to avoid safety related incidents are more complex compared to a non-congested highway.

The machine-learned models either captured the behavior as a constant independent of the time window or repeated the pattern learned in one highway to another which is not true in the ground truth data. Overall, all the models struggled at varying degrees, and our behavioral analysis helps showing behavioral differences that cannot be deduced directly with high-level average trajectory error metrics (RMSE, mFDE, mADE).

We performed collision aversion analysis for all the vehicles driving on highways excluding the ones already accounted for in the merging scenario. Recall that unsafe interaction is defined as coming within 0.3 meters of another vehicle in any direction. Also, an unsafe interaction can happen due to a vehicle getting within the safety margins of the vehicle in front (due to lane change/no lane change by the vehicle), or getting within the safety margins of the vehicle in adjacent lanes (due to self or other vehicle’s lane change or no lane change). Similar to merging scenarios, there is discrepancy between US101 and I80 highway’s collision aversion behavior in naturalistic trajectories (Fig. 13). This again can be attributed to the congested nature of I80 compared to US101 highway. Comparing safety statistics between the naturalistic driving and the machine-learned models’ predictions, the models’ prediction generally perform worse across all three models. Overall none of the models outperform or match the human collision aversion behavior in the highway driving. The insight into models’ highway lane change behavior prediction and subsequent collision aversion characteristic cannot be obtained by just a high-level metric comparison. In general, our analysis and results point towards the usefulness of behavior-oriented holistic approach to evaluation and comparison of machine-learned trajectory predictors.

IV. CONCLUSION AND FUTURE WORKS

The aim of this work was to investigate the extent to which machine-learned models capture human-like traffic behavior in a highway driving scenario. We started with highway driving as our behavioral benchmark, hypothesized a number of different human interaction phenomena that could be present in naturalistic highway driving and developed mathematical analysis methods that allowed us to confirm the presence of
the expected human behavioral patterns in the naturalistic driving dataset (NGSIM). We then applied the exact same analysis methods to the trajectories predicted by three different machine-learned models trained with that dataset. All three models were trained with the same subset of the data, and the behavioral analysis of human data and model prediction was done using the validation and the test subset of the dataset. Recapping our results and discussion in brief: Section III-B showed that the three machine-learned trajectory prediction methods are comparable despite making different assumptions/approach to solve the problem. Section III-C and III-D showed that models have different lane change prediction capabilities and they struggle capturing the interactive aspect of the lane change behavior. Also, they can exhibit different behaviors in the two highways with different congestion levels.

This indicates that the tested machine-learned models are able to capture some behaviors, like kinematically leading agent passing the merging point first, but struggle to capture behaviors that are arguably more nuanced, like courtesy lane changes and lane changes to maintain a kinematic edge. These model shortcomings could be either due to their formulation or lack of explicit focus on capturing these behavioral phenomena, as evidenced in [25].

Our results demonstrate that it is hard to tell from just a high-level quantitative error metric like RMSE in what ways a model’s behavior is human-like or not. Analyzing the output of our behavioral metrics can aid model development too. The main takeaway from our findings is not the specific results obtained for this dataset and these models, but rather that these findings allow us to conclude that the question asked in the Introduction, “How low an average trajectory error is low enough?” is fundamentally ill-posed. We need behavioral analysis of the trajectory predictions to report about the behavioral competence of a given model. Thus, we argue for a richer, behavior-anchored quantitative analysis on top of traditional quantitative metrics, to understand a model’s behavioral capabilities from a human perspective. Our work also opens new interesting questions about how these behavior-anchored quantitative metric(s) can be integrated into machine-learning of behavior models, for example as part of the loss function, as additional regularization parameters, or by guiding the design of the model itself by better knowledge of human behavior.

Another promising future research direction is to include different kinds of traffic actors and driving environments to test the behavioral competence of the machine-learned models in a wider range of conditions. As we had mentioned in our problem formulation, we restricted ourselves to highway driving to keep our problem definition feasible. We have now shown that even in the restricted behavioral space, the tested models do not perform adequately from a behavioral perspective.
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