Introducing Parameter Clustering to the OED Procedure for Model Calibration of a Synthetic Inducible Promoter in *S. cerevisiae*
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Abstract: In recent years, synthetic gene circuits for adding new cell features have become one of the most powerful tools in biological and pharmaceutical research and development. However, because of the inherent non-linearity and noisy experimental data, the experiment-based model calibration of these synthetic parts is perceived as a laborious and time-consuming procedure. Although the optimal experimental design (OED) based on the Fisher information matrix (FIM) has been proved to be an effective means to improve the calibration efficiency, the required calculation increases dramatically with the model size (parameter number). To reduce the OED complexity without losing the calibration accuracy, this paper proposes two OED approaches with different parameter clustering methods and validates the accuracy of calibrated models with in-silico experiments. A model of an inducible synthetic promoter in *S. cerevisiae* is adopted for benchmarking. The comparison with the traditional off-line OED approach suggests that the OED approaches with both of the clustering methods significantly reduce the complexity of OED problems (for at least 49.0%), while slightly improving the calibration accuracy (11.8% and 19.6% lower estimation error in average for FIM-based and sensitivity-based approaches). This study implicates that for calibrating non-linear models of biological pathways, cluster-based OED could be a beneficial approach to improve the efficiency of optimal experimental design.
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1. Introduction

For decades, mathematical models have played a substantial role in biological and pharmaceutical researches as a tool to quantitatively characterise the behaviour of cells. Because of the natural non-linearity of cell responses and biological noise, the experiment-based model calibration is commonly a laborious and time-consuming procedure [1–4]. To address this problem, the optimal experimental design (OED) is developed to improve the calibration efficiency and accuracy [5,6].

Fisher information matrix (FIM) is the foundation of many model-driven OED methods [7–9]. The benefits of FIM-based OED have been proved in many previous biochemical studies with cells [10–12]. For example, in a recent work from Bandara et al. [3] with a case study of model calibration for a synthetic orthogonal promoter, compared to traditional experimental designs including random stimuli, FIM-based OED achieved a 60% smaller average relative estimation error of all the parameters. According to the Cramer-Rao inequality [13,14], the FIM gives the lower bound on the variance of parameter estimated base on a particular experiment. In other words, the FIM defines a mapping from the experimental design space to the space of estimation accuracy, and the OED is the process that searches in the design domain to maximise the estimation accuracy.
Although the FIM-based OED have improved the model calibration experiments in many works, previous studies also expressed some concerns about the current FIM-based OED approaches in future applications. First, as noticed by many researchers, the OED procedure may require considerable computational effort, particularly for non-linear models [3,7,15–18]. Considering the current trend of increasing model complexity and the expanding feasible space for experimental design, it would be an increasingly critical problem [17]. Some previous studies have provided algorithms to speed up the FIM evaluation for non-linear models, some of the commonly adopted approaches are Markov Chain Monte Carlo (MCMC [19]), Adaptive Gaussian Quadrature (ACQ [20]), and simplified FIM with assumptions of the observation distribution [21,22]. Although these methods may avoid the exponentially growing number of model evaluations (i.e., the sampling number) [23], by definition the calculation complexity of FIM is still proportional to or higher than $\mathcal{O}(N^2)$ [22,24].

Another concern is the accuracy trade-offs between the accuracy of different parameters. A commonly adopted method is introducing a scalar objective criterion that quantifies the overall accuracy, such as the D-optimality ($\text{det}(\text{FIM})$, product of the estimation variances), A-optimality ($\text{tr}(\text{FIM})$, sum of the estimation variances), and E-optimality ($\min(\lambda_{\text{FIM}})$, the worst estimation accuracy) [25–27]. Nevertheless, a widely held view is that these criteria have their strengths and weaknesses in practices, so the concern changes to the trade-offs between the criteria [21,28,29]. Fundamentally, this problem is caused by the inherent property of the models and the selection of parameters to calibrate.

To address these limitations in FIM-based OED, this paper borrows the concept of parameter clustering from relative studies [17,30–34]. This method is originally proposed to guide the model calibration for the case that only a subset of model parameters can be calibrated because of identifiability issues (the problem that model gives identical outputs with non-unique parameter value sets) [35,36]. Based on the effect pattern that each parameter values have on the model prediction, the parameters with similar patterns are more likely to cause the identifiability problem and shall be grouped into a common cluster. By selecting one parameter from each cluster to estimate and fixing the rest, the identifiability problem is less likely to appear and the overall variance of the estimation shall be reduced. The complexity for evaluating the FIM matrix is $\mathcal{O}(N^2)$ ($N_p$ is the number of parameters to focus). Considering accuracy trade-offs (it varies with models and is difficult to quantify, but generally increase with model size [23]), the complexity growth for FIM-based OED could be faster than $\mathcal{O}(N^2)$ [21,24].

This paper explores two approaches that improve the OED procedure by adopting parameter clustering and compares the calibration accuracy to the traditional OED method. As a benchmark, the study considers optimising an experiment sequence for calibrating a model of a synthetic inducible promoter designed by Gnügge et al. [37]. Different from the previous applications of parameter clustering [17,32], the clustering results are not used to establish identifiable parameter sets. Instead, in each sub-experiment of the sequence, the OED is carried out to optimise the estimation accuracy for only one parameter cluster (so the computational cost is reduced), and the number of sub-experiments corresponds to the cluster number. In-silico experimental data are generated and used for the final model calibration. The estimation accuracy of these methods are compared to randomised experimental design and the traditional OED approach, which optimise the overall accuracy for all the parameters in each sub-experiment. The analysis shows that both of the approaches significantly reduce the complexity of OED problems while remaining or even slightly improving the calibration accuracy.

2. Materials and Methods

2.1. Benchmark Model for Calibration

As introduced in the previous section, the work of this paper uses a model of a synthetic inducible promoter in *S. cerevisiae* (yeast) as a benchmark. This model is selected because it is in the form of ordinary differential equations (ODE), a very representative
mathematical expression for modelling dynamic biological systems [38–41], and it contains a Hill function which is a classic non-linear mechanism in the studies of enzyme kinetics and general biochemistry [16,42,43]. Moreover, the parameter values and feasible ranges are supported by previous wet-lab experiments [37,44–48], which further strengthens its authenticity and representativeness.

As shown in Figure 1, the synthetic promoter regulates the expression level of the fluorescent reporter protein (Citrine) according to the extracellular concentration of the inducer (isopropyl β-D-thiogalactoside, IPTG). When IPTG is added to cell culture, it is transported into yeast cells by protein Lac12 and binds to LacI, which is a repressor that inhibits the transcription of Citrine. In other words, IPTG indirectly promotes the expression of Citrine by relieving the inhibition of LacI upon LacO.

![Figure 1](image-url)

**Figure 1.** The inducible promoter designed by Gnügge et al. [37]. (Figure is modified from a related work from Bandiera et al. [3]).

The mathematical model (Equation (1)) is established according to the famous central dogma, the protein maturation mechanism, and the degradation of messenger RNA and proteins. Figure 2 visualises the modelled reactions and how the model parameters quantitatively describe these reactions. Notice that some of the reactions are not included in the model, such as IPTG binding to LacI, and LacI binding to LacO. It is because their reaction rates are significantly faster than the other ones, and dynamic equilibrium can be achieved in few minutes (while the sampling period in practice is 5 min). The overall effects of these reactions are described as the Hill function in $[\text{Cit}_{\text{mRNA}}]$’s equation, which is a typical approach in biological modelling [16,43].

$$
\begin{align*}
\frac{d}{dt}[\text{Cit}_{\text{mRNA}}] &= \alpha_1 + Vm_1 \frac{[\text{IPTG}]h_1}{[\text{IPTG}]^h_1+(Km_1)^{h_1}} - d_1[\text{Cit}_{\text{mRNA}}] \\
\frac{d}{dt}[\text{Cit}_{\text{foldedP}}] &= \alpha_2[\text{Cit}_{\text{mRNA}}] - (d_2 + K_f)[\text{Cit}_{\text{foldedP}}] \\
\frac{d}{dt}[\text{Cit}_{\text{flu}}] &= K_f[\text{Cit}_{\text{foldedP}}] - d_2[\text{Cit}_{\text{flu}}]
\end{align*}
$$

(1)

where $[\text{Cit}_{\text{mRNA}}]$, $[\text{Cit}_{\text{foldedP}}]$, and $[\text{Cit}_{\text{flu}}]$ are the concentrations (in arbitrary unit, A.U.) of the messenger RNA, folded Citrine protein and matured Citrine protein that is fluorescent (observable); $[\text{IPTG}]$ is the extracellular concentration (in molar) of IPTG. This model has eight parameters: $\alpha_1$ is the basal transcription rate (A.U./min); $Vm_1$ is the maximum promoted transcription rate (A.U./min); $h_1$ is the Hill coefficient (dimension less); $Km_1$ is the Michaelis Menten coefficient (molar); $d_1$ is the mRNA degradation rate (min$^{-1}$); $\alpha_2$ is the translation rate (min$^{-1}$); $d_2$ is the protein degradation rate (min$^{-1}$); $K_f$ is the maturation rate (min$^{-1}$). Because of identifiability issues, $\alpha_2$ is fixed to the current best estimation during the calibration (this parameter is unidentifiable with the overall scale of $\alpha_1$ and $Vm_1$). The other seven parameters are structurally identifiable.
Figure 2. Illustration of the reactions considered in the model and how the parameters describe the reactions.

2.2. Optimal Experimental Design Based on the Fisher Information Matrix

As mentioned in the Introduction, Fisher information matrix (FIM) is a classic mathematical tool for guiding the optimal experimental design. This theory can be traced back to the 1930s from R.A. Fisher [49]. Under the assumption that the observation at each sampling time follows a multivariate normal distribution (a commonly adopted assumption in biology), the FIM as a function of parameter set $\theta$ and stimuli design $u$ can be defined as Equation (2) [21,22]:

$$FIM_{i,j}(\theta, u) = \sum_{s=1}^{N_j} \frac{\partial y_s(\theta, u)}{\partial \theta_i} \frac{\partial y_s(\theta, u)}{\partial \theta_j} \sigma_t^{-1}$$

where $i$ and $j$ are parameter indexes (for example, in this case $i$ and $j$ are integers between 1 and 7), $N_j$ is the number of sampling times in the experiment, $s$ is the index of sampling time, and $dy_s/\partial \theta_i$ is the derivative of the model prediction of the observable $y$ at the specified sampling index $s$ corresponds to a small value change in the specified parameter $\theta_i$. $\sigma$ is the matrix of the variance in the observation. For the cases that only involves one observable, $\sigma$ degenerates to a scalar. For multiple observable cases, the diagonal elements of $\sigma$ are the variance of each observable, and the off-diagonal elements are the co-variances between observations. The units of $y$ and $\sigma$ depends on the observations. In this study, $y$ is the light signal intensity in Citrine channel (in arbitrary unit, A.U.), which is proportional to the concentration of Citrine reporter in cells. The FIM is an $N_\theta \times N_\theta$ matrix where $N_\theta$ is the number of parameters under consideration. By introducing the assumptions, this approach reduces the computational complexity of FIM evaluation from exponential growth [23] down to $O(N_\theta^2)$ [24]. In this bench-marking study, the evaluation of FIM for all the parameters ($N_\theta = 7$) requires at least 96% more computing power than the FIM for a parameter cluster ($N_\theta \leq 5$).

The Cramer-Rao inequality which describes how the FIM can give a lower-bound of the estimation of each parameter (Equation (3), [22]):

$$Var_j(\theta, u) \geq FIM_{j,j}(\theta, u)^{-1}$$

The equation holds when the error in estimation forms a multivariate Gaussian distribution.

For optimising the accuracy of multiple parameters and leads to one experimental design, a generally adopted approach is to define a scalar criterion to represent the overall
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accuracy for all these parameters. Common criteria includes: D-optimality (maximise the determinant of FIM), A-optimality (maximise the trace of FIM), and E-optimality (maximise the smallest eigenvalues of FIM) [25–27]. In this study, D-optimality is adopted because it provides a more smooth design-criterion mapping, and also more sensitive to identifiability issues (this criterion would always be 0 if there are unidentifiable parameters).

2.3. Parameter Clustering Based on Sensitivity Vectors

This approach bases on the sensitivity vectors of the model-predicted observable values corresponding to changes in each parameter value under different input stimuli patterns. The aim is to find the parameters which share similar stimuli-sensitivity patterns. There are three commonly adopted metrics for describing the sensitivity information in experiments [50]: mean squared sensitivity (\(d_{msqr}\)), mean absolute sensitivity (\(d_{mabs}\)), and mean sensitivity (\(d_{mean}\)). This study selected the mean squared sensitivity (\(d_{msqr}\)) because the sign of sensitivity does not matter the experimental informativeness (for example, if only \(\theta_1 - \theta_2\) is identifiable, the sensitivity values of these two parameters would always be opposite to each other and they should be grouped in one cluster), and this metric gives more weights to the sample points with higher sensitivity levels. The mathematical expression of this metric is given as Equation (4).

\[
d_{msqr,i}^j = \sqrt{\frac{1}{N_{js}^i} \sum_{s=1}^{N_{js}^i} \left( \frac{dy_j^s}{d\theta_i} \right)^2}
\]

where \(j\) is the experiment index, \(i\) is the parameter index, \(N_{js}^i\) is the number of sampling times in the \(i\)th experiment, \(s\) is the index of sampling time, and \(\frac{dy_j^s}{d\theta_i}\) is the derivative of the model prediction of the observable \(y\) at the specified sampling index \(s\) corresponds to a small value change in the specified parameter \(\theta_i\).

Once the sensitivity is defined, the vectors of sensitivity for model parameter \(\theta_i\) in \(N_j\) number of experiments can be obtained in the form as Equation (5).

\[
v_i = [d_{msqr,1}^1, d_{msqr,1}^2, \ldots, d_{msqr,1}^{N_j}]
\]

Considering two parameters \(\theta_1\) & \(\theta_2\) and corresponding sensitivity vectors \(v_1\) and \(v_2\), the level of dissimilarity can be quantified by cosine distance defined as Equation (6), this metric is also used for parameter clustering in some previous studies [17,51]. It is adopted because this distance does not change with parameter units. Most of the other distance metrics (e.g., Euclidean distance, city block distance, and Minkowski distance) do not have such property.

\[
d_{cosine}(v_1, v_2) = 1 - \frac{v_1^Tv_2}{\sqrt{v_1^Tv_1} \sqrt{v_2^Tv_2}} = 1 - \text{corr}([v_1, -v_1], [v_2, -v_2])
\]

The final step is to cluster the parameters according to the similarity of the sensitivity vectors. Similar to some previous studies [52,53], this study adopts the Hierarchical algorithm [54]. K-means is another option for this task [55,56], although it is slightly less robust (the clustering result may change with the randomised initiation). The gap criterion is used to determine the clustering numbers [57], and the Silhouette criterion is an alternative option [58]. For calculating the distances between clusters, UPGMA (Unweighted average distance between cluster elements) is used. The advantages of UPGMA are its robustness and compatibility with non-Euclidian distances [52,59].

2.4. Parameter Clustering Based on FIM

A newly proposed approach from this paper bases on the Fisher information matrices (FIMs) of experiments. This clustering procedure is equivalent to solving a non-linear optimisation problem. This task is looking for the optimal clustering result so that the
patterns of informativeness of fitting parameter clusters with different experimental designs get maximally differed. In other words, ideally, there would be some experimental designs particularly efficient for estimating one parameter cluster, and some other designs are efficient for another cluster.

From the description above, the clustering procedure seems to involve complex and repeated evaluations of the FIM for estimating different parameter clusters, but in fact, it can be obtained with a simple calculation that does not need to repeat. For each experiment, a “full” FIM can be calculated for the case of fitting all the parameters. As introduced in Section 2.2, FIM is an $N_\theta \times N_\theta$ matrix where $N_\theta$ is the number of parameters to fit. FIM has an important property that for the case of fitting a subset of parameters with the same experimental design, the new FIM is exactly the corresponding sub-part of the “Full” FIM (Figure 3). Therefore, the FIM for all the parameters contains the estimation accuracy information to fit any subgroups of the parameters.

Figure 3. The “Full” FIM (left) can easily generate the FIMs for fitting subsets of parameters (right).

For a specific parameter clustering result, the determinant of the FIM (i.e., D-optimality [4,29]) can be calculated for each parameter subset in every experimental design. As shown in Equation (7), this defines the vectors of the informativeness in a similar form as the sensitivity vectors in Section 2.3:

$$V_i = \left[ D_1^i, D_2^i, \ldots, D_{N_j}^i \right]$$

where $i$ is the index of parameter cluster (not the index of a parameter), $D_i^j$ is the D-optimality for fitting the $i$th parameter cluster with the $j$th experimental design, $N_j$ is the total number of experimental designs. The task is to maximise a criterion that quantifies the difference between the informativeness vectors for different parameter clusters by adjusting the parameter clustering.

To the best of author’s knowledge, there are no previous researches that cluster the parameters according to the FIM metrics. There are some commonly used clustering evaluation criteria, such as Gap [57], Silhouette [58], Calinski-Harabasz [60], and Davies-Bouldin [61]. However, they are all based on the within-to-between cluster distances, which does not work for the FIM based clustering. As there is only one vector for one cluster, there is no “within-cluster distance” or information about the variance within the cluster. Therefore, in this task, the smallest cosine distance between informativeness vectors is chosen as the criterion, and this value should be as large as possible. A few other options have also been tried: determination coefficients instead of cosine distance, and averaged between-cluster distance instead of the smallest distance. The results show that the selected method is more robust and better balances informativeness and clustering complexity.
2.5. Details of the Experimental Design

The development in experimental techniques has significantly expanded the feasible experimental design space. For example, modern microfluidics allows high accuracy dynamic stimuli control and continuous observation of yeast cells [62,63]. To make the in-silico experiments (i.e., computer-based simulations) in this study close to wet-lab experiment situations, this paper considers an example of microfluidic-based experiments with a microfluidic chip designed by Ferry et al. [62]. The duration for each sub-experiment is set as 24 h (the time for cells to grow and fill up the cell chamber) with sampling frequency as 5 min (to limit the damage caused by photo-toxicity). In each experiment, cells are prepared at the steady-state with minimum expression level (in practice, it can be achieved by growing cells overnight without the IPTG inducer). During the experiment, the IPTG concentration varies seven times and forms eight steps with a 3-h-long duration for each step. The IPTG concentration at each step is selected from the range of 0.1∼100 µM.

The in-silico experiments, parameter estimation (PE), and optimal experimental design (OED) procedures are carried out in MATLAB with AMIGO2 toolbox [50]. Following the previous study on this topic [3], the parameter estimation is carried out as the weighted least squares fitting, with the weight set to be the inverse of standard deviation of observation. As recommended by the AMIGO2 developer team [64,65], and to make the results comparable to previous study [3], the non-linear solver used for PE and OED is the enhanced scatter search (eSS, [66]) with the Nelder-Mead simplex algorithm (fminsearch function in MATLAB, [67]) as the hybrid local solver. It is worth mentioning that there are also other widely used metaheuristic solvers which may further improve the convergence, such as CMA-ES [68,69] and FST-PSO [70].

This study considers four experiment approaches: off-line OED, on-line OED, cluster-based OED, and experiments with randomised experimental design. Similar to the concepts defined in the previous study from Bandiera et al. [3], off-line and on-line OED are the two current OED approaches that optimise the accuracy of all the parameters in every sub-experiment. The difference is that off-line OED optimises the design of all the sub-experiments before carrying out any of them, while the on-line OED optimises one sub-experiment at a time, carry it out, and then updates the parameter estimation after every sub-experiment. Cluster-based OED runs the parameter clustering before OED, and then optimises the sub-experiment so that the accuracy of only one parameter cluster is focused in each. Random stimuli is the case that for all the sub-experiments, the input values at each step are randomly selected in the feasible range in logged scale. Figure 4 shows the flow charts of the OED approaches. Notice that the off-line and cluster-based OEDs are also suitable for parallel experiments, while the on-line OED cannot be carried out in this way.

It is noticeable in Figure 4 that there are shallow and deep searched OED. They refer to the searching of the optimal design with different maximum numbers of evaluations (500 for shallow and 50,000 for deep in this study). It is because deep-searched OEDs are used to find the exact optimal design, while the shallow-searched OED is just for generating reference data for parameter clustering as a supplement to the randomised stimuli. Moreover, another consideration is that biochemical systems (including the one considered in this study) usually contain non-linear parts [71–73], and it is broadly agreed that there is not yet an algorithm for general non-linear problems that could guarantee to find the globally optimal solution within a finite number of evaluations [74–76]. For the eSS method and most of the stochastic searching algorithms, a higher number of evaluations leads to a higher chance of finding the globally optimal solution [77,78]. In other words, shallow-searched OED also provides references to know “the accuracy for which parameters can be easily optimised at the same time“.
3. Results
3.1. Results of Parameter Clustering
3.1.1. Clustering Results with the Best Estimated Value Set

In this study, 30 in-silico trials with random stimuli and 30 trials with shallow-searched OED are generated as the references for clustering. As mentioned previously, there are two approaches for parameter clustering: sensitivity-based one and FIM-based one. Although both the random stimuli and shallow-searched OED can provide evidences for clustering, it is necessary to check if the informativeness of these two samples sets are not significantly different. Considering both of these two groups of experiments could form a broader reference for clustering, but it may also mislead the clustering results if they are significantly different in the aspect of informativeness. It is because the point of parameter clustering is to find which of the parameters have the potential to be optimised for informativeness with a common stimulus pattern, not to searching for the informativeness difference between random stimuli and shallow-searched OED.

Figure 5 compares the observable mean squared sensitivity (defined as Equation (4)) in experiments with both random stimuli and shallow-search OED with the “true” parameter value set (the value set used for generating the in-silico experimental data). Moreover, Wilcoxon rank-sum tests (equivalent to Mann-Whitney U-tests) show that the shallow-searched OEDs lead to significantly higher medians of averaged sensitivities in both parameter cluster 1 ($p = 3.16 \times 10^{-5}$) and cluster 2 ($p = 8.50 \times 10^{-4}$).

In this case study, the shallow-searched OEDs lead to observations that are significantly more sensitivity to parameter value changes, compared to randomised stimuli. Therefore, only the OED data are used for parameter clustering (otherwise, the difference between random stimuli and OED may mislead the clustering). The results are shown in Figure 6.

It can be seen that in both sensitivity-based and FIM-based parameter clustering, the parameters corresponding to the only non-linear part, the Hill-function, is separated from the rest of parameters (refer to the model Equation (1), $V m_1$ can be considered as a scaling factor as a part of the ‘linear part’ of this model). It is supported by the previous comparison between random stimuli and OEDs, which suggests that the parameters for linear and non-linear ‘parts’ have different stimuli-informativeness patterns. The FIM-based clustering further separates the Michaelis-Menten coefficient $K_m$ and the Hill coefficient $h_1$. It is understandable because $K_m$ reflects the IPTG concentration that leads to a 50% promotion level, and $h_1$ reflects how sharp the promotion level changes with the IPTG concentration. So the most informative stimuli pattern for calibrating these two parameters
are different. Overall, the clustering results of the two different approaches give slightly different results, but they both reflect the inner property of the model.

![Figure 5](image)

**Figure 5.** Comparing the observable mean squared sensitivity in experiments with both random stimuli and shallow-search OED. The significance levels come from one-sided Mann-Whitney U-tests because the distribution for random-stimuli experiments do not pass the Kolmogorov-Smirnov normality test.

![Figure 6](image)

**Figure 6.** Results of the Sensitivity-based and FIM-based parameter clustering. Parameter clusters can be distinguished by colours and superscripts.

### 3.1.2. Clustering Results with Randomised Value Sets

In real model calibration cases, the initial parameter guess does not equal the “true” value set. To investigate how the clustering results are affected by the parameter values, the clustering is carried out with 30 trials with parameter values randomly chosen in the feasible space (in logged scale). Results show that the cluster numbers do change with the parameter values (Figure 7), and so as which parameters belong to which cluster (Figure 8). It is worth mentioning that the plot design for visualising the cluster results is particularly modified based on arc diagrams and chord diagrams. The orange nodes are added to show how common one element belongs to a cluster without any other elements, the node orders and the shapes of the arcs are also modified so that readers can more easily find the element combinations that are commonly appeared in one cluster.
The case corresponding to the best-fitting parameter sets (i.e., the previous Section 3.1.1) belongs to the top-left box. Most of the trials lead to two clusters in both sensitivity-based and FIM-based clustering.

Figure 8 shows that the sensitivity-based and FIM-based clustering share some common results and slightly different in the treatments of parameter $\alpha_1$ (the parameter decides the basal expression level of Citrine). 50% of the sensitivity-based and FIM-based clustering with randomised parameter guesses grouped $h_1$ as an individual cluster. According to the sensitivity-based clustering, $\alpha_1$ has a weak and not robust connection to the other parameters, whereas in the FIM-based clustering $\alpha_1$ shares a common cluster with the other 'linear part parameters’ in most of the cases. There is not an obvious explanation for this according to the knowledge of the author. One information which may be helpful is that different from the other parameters, $\alpha_1$ does not contribute to any expression change corresponding to the IPTG concentration.
In short conclusion, the clustering results vary with the initial parameter guesses but not completely random. The results still reflect the inner property of the model and connections between parameters.

3.2. Estimation Accuracy with Different Experimental Designs

Figures 9–11 show the comparison of the estimation accuracy. Notice that the data are grouped according to the number of clusters. It is because only experiment sequences with the same number of sub-experiments are comparable. It is not informative to compare and say that a parameter estimation based on more experimental data is expected to be more accurate. It is also because, as shown in Section 3.1.2, the numbers of clusters also depend on the initial estimations which affects the final estimation accuracy by itself.

Figure 9. Comparison of the PE accuracy based on random and off-line OED experiments. p values stand for one-way t-test results (normal distributions), $p^*$ value is for one-sided Mann-Whitney U-tests. The random and off-line cases for $N = 3$ do not pass Kolmogorov-Smirnov normality test.

Figure 10. Comparison of the PE accuracy with off/on-line OED and sensitivity-base-clustered OED. p values stand for one-way t-test results (normal distributions), $p^*$ value is for one-sided Mann-Whitney U-tests.
Similar to the previous study from Bandiera et al. [3], the mean relative error is used to quantify the overall accuracy of parameter estimations. Its definition is given as Equation (8).

\[
\epsilon_j = \frac{1}{N_\theta} \sum_{i=1}^{N_\theta} \log_{10} \left| \frac{\theta^j_i}{\theta^*_i} \right|
\]

where \(j\) is the experiment index, \(i\) is the parameter index, \(N_\theta\) is the number of parameters, \(\theta^j_i\) is the fitted parameter value according to the experimental observations, and \(\theta^*_i\) is the true parameter value which is used to generate the in-silico experimental data. If the estimations are exactly equal to the true parameter set, \(\epsilon\) would equal to zero. Larger values represent less accurate estimations.

For all the trials, the in-silico experiments with random stimuli and off-line OED with a sub-experiment number correspond to the cluster number \(N_\theta\) are carried out for this comparison. Because the sensitivity-based and FIM-based cluster numbers could be different, the total number of experiments in this comparison is larger than 30 (42 trials to be precise). In cases, off-line OED leads statistically more accurate parameter estimations. The comparison for three sub-experiments (\(N = 3\)) does not show a significant result. However, both the median and average error from the off-line OED samples are lower than the ones with random stimuli. Among all the trials, off-line OEDs lead to 31.7% lower mean relative error in average compared to randomised stimuli.

In both Figures 10 and 11, cluster-based OED approaches leads to estimations that are not statistically worse than off-line OED, with lower median error in most of the cases. Keep in mind that the complexity of solving the cluster-based OED is simpler than the traditional off-line and on-line OED approaches. Compare to the OED cases that focus on all the seven model parameters, the computational cost for FIM-based OED reduces by 49.0% ~ 91.8% depending on the parameters in the cluster. Among all the trials, Sensitivity-based clustered OEDs lead to 45.1% lower mean relative error in average compared to randomised stimuli, and FIM-based clustered OEDs lead to 39.7% error reduction. Their performances are better than off-line OED (31.7%) but worse than on-line OED (57.2%).

4. Conclusions and Prospect

This study investigated two approaches to improve the efficiency of FIM-based OED by introducing parameter clustering analysis. The main conclusions from this work are:

1. Compared to the previous off-line OED approach, the proposed cluster-based OED with either the sensitivity-based or FIM-based approaches could achieve equal or even
slightly better calibration accuracy with at least 49.0% reduction in computational cost;

2. Although the main purpose of introducing parameter clustering is for reducing the computational cost of OED, not for increasing the PE accuracy, cluster-based OEDs lead to lower estimation error in average in this benchmark. Sensitivity-based approach reduces the mean relative error of parameter estimation (defined as Equation (8)) by 19.6% in average, and the FIM-based approach reduces by 11.8%;

3. Compare to the previously proposed on-line OED approach, the model calibration accuracy of cluster-based OED does not statistically out-compete the current approach in this benchmark test. Meanwhile, it is worth mentioning that cluster-based OED is suitable for parallel experiments, but on-line OED is not;

4. Compared to previous applications of parameter clustering in the OED procedure, this study provides a completely different approach of using the clustering results. Instead of guiding the selection of fitting parameters, the proposed methods keep the initial selection of fitting parameters and aim at achieving more informative experimental designs;

5. Both sensitivity-based and FIM-based clustering provide understandable parameter clustering results, which could provide a reference for understanding the model structure and simplifying the OED procedure.

6. The proposed method for visualising the clustering results is of great potential to provide efficient graphical help to understand the model mechanisms and inner properties.

This study is just a start of implementing the cluster-based OED. It would be helpful to examine its efficiency with wet-lab experiments, and also to validate its benefits with representative PE solvers such as CMA-ES and FST-PSO. Another future work is to apply this method to larger and more complex models to exploit its potential in visualising the connects between parameters.
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