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ABSTRACT
One of the challenges of the Optical Music Recognition task is to transcript the symbols of the camera-captured images into digital music notations. Previous end-to-end model which was developed as a Convolutional Recurrent Neural Network does not explore sufficient contextual information from full scales and there is still a large room for improvement. We propose an innovative framework that combines a block of Residual Recurrent Convolutional Neural Network with a recurrent Encoder-Decoder network to map a sequence of monophonic music symbols corresponding to the notations present in the image. The Residual Recurrent Convolutional block can improve the ability of the model to enrich the context information. The experiment results are benchmarked against a publicly available dataset called CAMERA-PRIMUS, which demonstrates that our approach surpass the state-of-the-art end-to-end method using Convolutional Recurrent Neural Network.

CCS CONCEPTS
• Computing methodologies → Neural networks.
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1 INTRODUCTION
Optical Music Recognition (OMR) is an area of research that investigates how to decode music notations from images. Most of the early studies of Optical Music Recognition have focused on a multi-stage fashion[18]. The complete workflow of the methods normally includes an image prepossessing and image binarization initially[5][21]. Following this step is typically a staff-line detection and removal process. It is worth mentioning that the staff-line detection and removal part is critically important since the failure of this step will result in the failure of the rest parts[6][20]. In the next step, the symbol classification is typically processed to distinguish the musical meaning of each symbol[13][1]. Once these symbols are classified into different categories, they have to be put together to build up the semantic meaning of the music scores[17]. In recent years, as an early attempt of end-to-end system in Optical Music Recognition, Jorge Calvo-Zaragoze et al. implemented a Convolutional Recurrent Neural Network(CRNN) framework proposed by Shi et al.[19] for scene text recognition to solve the OMR problem with deep learning methods[3]. The basic CRNN structure includes several convolutional blocks for extracting features of the images followed by a recurrent block for dealing with the sequential task regarding to the features as well as the output symbols.

However, the feed-forward only convolutional block for the whole CRNN architecture has limitation on the performance of extraction and integration on the contextual information. Inspired by the deep residual model[9] and the RCNN structure applying in
several computer vision tasks\cite{16}\cite{14}, we have proposed a Recurrent Residual Convolutional Neural Network for our end-to-end Optical Music Recognition task. The recurrent neural network has been implemented as the subsequent block of the recurrent residual convolutional block for the entire end-to-end system. The recurrent residual convolutional block ensures better feature representation and wider range of contextual information derivation for the OMR system. Moreover, we have evaluated the performance of our proposed model with the dataset called CAMERA-PRIMUS\cite{2} containing both the printed image and as well as the image with distortion. The experiments demonstrate that the results of our end-to-end framework with recurrent residual convolutional blocks outperform the results of the vanilla CRNN framework\cite{3}\cite{2}, which indicates that our proposed model have achieved the state-of-the-art performance in end-to-end monophonic score recognition system.

2 APPROACH

2.1 Data Representation

It is well known that the tasks of deep learning require dataset with sufficient size as well as good quality. For these requirements, we implement the Camera-based Printed Images of Music Staves (Camera-PrIMuS)\cite{2} dataset for our end-to-end training system. This dataset contains 87678 clean images of music score and the same number of synthetic distorted images to resemble the camera-based scenario.

For each image, there are two kinds of representations to fulfill the end-to-end training purpose of the deep neural network. The examples are shown in Fig. 1. One of the representations is called semantic encoding which includes symbols with musical meaning. For instance, a $\flat$ C Major key signature (see Fig. 1(c)) is noted with the musical meaning “keySignature”. On the other hand, the agnostic encoding (see Fig. 1(d)) contains a list of graphic symbols without musical meaning, e.g. a A Major key signature is represented as a sequence of three sharp symbols.

2.2 Model Architecture

In this section, we describe our end-to-end framework containing the feature extraction component integrating the deep residual model\cite{9} and the Recurrent Convolutional Neural Networks (RCNN) model. The complete framework is named as Residual Recurrent Convolutional Recurrent Neural Networks (R2-CRNN).

2.2.1 Residual Recurrent Block. The residual recurrent block is an idea integrating the residual model\cite{9} as well as the recurrent convolutional neural network (RCNN)\cite{14} to improve the accuracy of the monophonic optical music recognition task. The residual recurrent convolutional block is shown in Fig. 2. The $1 \times 1$ convolutional operation\cite{15} is applied to reduce the number of channels of the input. Followed by this operation is 2 recurrent units using convolution. The recurrent convolutional units are able to enrich the extracted output features by feature accumulation with the recurrent mechanism. The detailed structure of the recurrent convolutional units is shown in Fig. 3. The channels reduction results of the image input will be taken as the input of the first recurrent convolutional unit. In the first time step, a kernel with the size of $3 \times 3$ is used for convolution, followed by a Batch Normalization\cite{11} process to increase the training efficiency and Rectified Linear Unit\cite{7} for activation. Then, the addition of the input of the recurrent convolutional unit and the sequential operation combined with $3 \times 3$ convolution, Batch Normalization and Rectified Linear Unit activation will be processed twice to derive the output of the recurrent convolutional unit. As the final step of the residual recurrent convolutional block, a residual mechanism is applied so that the output of the block is obtained.

2.2.2 End-to-end Architecture. Some previous work has demonstrated that end-to-end recognition of monophonic music score is plausible\cite{4}\cite{1}\cite{2}. The end-to-end problem is constructed by an input staff image as well as its corresponding sequence of music symbols.

The graphic scheme of the end-to-end framework is shown in Fig. 4. An image of monophonic staff is taken as the input of the Residual Recurrent Convolutional Recurrent Neural Network (R2-CRNN) model without any preprocessing steps such as symbol segmentation or staff-line removal. The R2-CRNN model consists of two blocks: the Residual Recurrent Convolutional Neural Network Block (R2-CNN) and the Recurrent Neural Network Block (RNN). Firstly, the image is processed by the R2-CNN block for feature extraction. Secondly, the features extracted by the R2-CNN block are fed into the RNN block, which finally converts the image into a sequence of music symbols. Moreover, a CTC loss function\cite{8} is applied so that there’s no need for framewise labelling of the input data. However, the CTC loss is applied only at the training stage. In the prediction step, the framewise R2-CRNN output can be decoded into a sequence of music symbols.

2.2.3 Implementation Details. Firstly, the input image is rescaled at a fixed height of 128 pixels. Then, this input will be processed through a R2-CNN block consisting of four residual recurrent units. Each residual recurrent unit has a $1 \times 1$ convolution operator, two recurrent convolution operators with $3 \times 3$ kernel size and a max-pooling down-sampling operator with $2 \times 2$ window size. The output of the R2-CNN block is then taken as the input of two bi-directional LSTM\cite{10} layers of 256 neurons. Considering both the input features and the modeling of the musical representation, the bi-directional LSTM will produce the discrete musical symbol sequence. Finally, a fully-connected layer with a softmax activation function is used for the classification of the music symbol class of each frame. To learn the model, the parameters of the R2-CNN block as well as the Recurrent block are updated repeatedly through the back-propagation using Adam optimizer\cite{12} to minimize the CTC loss function. The batch size to train the model is set to be 16.

At the stage of prediction, the decoding process can be performed greedily due to the implementation of CTC loss function. If a predicted symbol of a certain frame is the same as the previous one, it is considered the symbol that covers more than one frame. Hence, this symbol will not be appended to the decoding sequence of symbols. On the other hand, if the predicted symbol is different from the previous one or the predicted symbol is the blank symbol, it will be concatenated to the music symbol decoding sequence.
### 3 EXPERIMENT

#### 3.1 Experiment step

We would like to perform experiments to demonstrate that our model has achieved the state-of-the-art performances in the field of monophonic optical music recognition. For this purpose, the evaluation approach that has been implemented in the previous end-to-end OMR tasks \cite{3,2} is implemented in our work. In this way, we use two quantitative metrics that take into account both the sequence aspect and the symbol aspect:

- **Sequence Error Rate (ER) (%):** ratio of incorrectly predicted sequences (at least one error)/
- **Symbol Error Rate (SER) (%):** the average number of editing operations such as insertions, deletions, or substitutions that are necessary to generate the reference sequence from the one predicted by the model, normalized by its length.

In Calvo-Zaragoza J.'s paper \cite{2}, for both the clean images and the distorted images the ER as well as the SER values are evaluated on the results with both the agnostic labelling and the semantic notation. For comparing our results to this work, which is the most...
Table 1: Average SER (%) / ER (%) values in all possible combinations of training and evaluation conditions.

| Training   | Evaluation          | Clean          | Distortions     |
|------------|---------------------|----------------|-----------------|
| Clean      | Interpretable       | CRNN results   | 1.10/21.7       | 0.80/12.5       | 1.60/24.7       | 3.4/38.3        |
| Distortions| Interpretable       | CRNN results   | 1.40/24.9       | 3.3/44.6        | 1.06/25.4       | 1.50/35.8       |

The most notable difference is in the condition that training on clean images while evaluation on distorted images with agnostic notation. The SER (%) value and the ER (%) value are 44.3 and 95.1 respectively when using CRNN model. With our model, the SER (%) value and the ER (%) value are only 7.63 and 20.9. Actually, in all conditions the results of our model surpass the performances of the Convolutional Recurrent Neural Network (CRNN) model implemented by Calvo-Zaragoza J. which reflect that our R2-CRNN model has significant improvement of the up-to-date CRNN model on the monophonic Optical Music Recognition tasks.

4 CONCLUSION
In this work, we have proposed an innovative end-to-end framework for Optical Music Recognition consisting a Residual Recurrent Convolution block as well as a Recurrent Neural Network block. Compared to early end-to-end model, our improvement enhanced the capability of the kernel filters to capture statistical features in the context of the symbols. The results of experiments demonstrate that our model outperform the up-to-date model(CRNN) architecture, which have achieved the state-of-the-art results of the tasks of monophonic Optical Music Recognition.
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