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1. Introduction

Target tracking [1] is one of the most important research directions in the field of computer vision, and its application areas include surveillance, medical imaging, and human-computer interaction. Although target tracking has been studied for many years and important progress has been made, there are still many problems. Generally, the interaction system based on LiDAR sensor is affected by the following factors: such as occlusion, complex environment, and illumination variation. In addition, it is crucial to improve the real-time performance of LiDAR sensor for data processing.

From the perspective of the sensor, target tracking algorithms can be roughly divided into the following categories: vision-based target tracking [2–4], LiDAR-based target tracking [5–7], and target tracking based on the fusion of vision and LiDAR [8–10]. For vision-based target tracking methods, it often cannot provide distance information of moving objects, and the effect is not good in object recognition and tracking [11, 12]. With the popularization of stereo vision, we can obtain distance information of moving objects, but the amount of calculation is relatively large [13–15]. In recent years, due to the advantages of high-ranging accuracy and real-time performance, LiDAR sensor has attracted more and more attention in the target tracking of interactive systems [16, 17]. LiDAR-based target tracking usually uses traditional tracking methods, which can continuously and accurately obtain measurement data and predict the state of the target [8]. Furthermore, in order to improve the accuracy of tracking, the LiDAR-based target tracking combines statistics, random decision theory, and intelligent control calculation methods to judge the tracking target according to certain rules [18].

Since the methods of vision-based and LiDAR-based target tracking have their own advantages and disadvantages, the fusion of the above two methods can further improve the tracking effect. Therefore, Broggi et al. [19] used LiDAR and stereo vision to draw raster maps and merged the information of the two. However, the above method is limited to a specific LiDAR sensor, and feature-based methods are used in the tracking process to reduce the amount of calculation. Subsequently, Petrovskaya and Thrun [20] proposed a method to map the depth information of LiDAR to an image sequence based on the polar coordinate system and detect moving targets through the difference between two
consecutive frames. However, this method only considers the depth data information of the last few frames, and it ignores the state prediction fusion and may not be able to detect and track the target when facing some complex scenes. Other typical methods include using Kalman filter for target tracking [21].

In this paper, the tracking algorithm is based on the LiDAR sensor and the visual tracking is integrated. As we all know, once the target is blocked or interfered by environmental changes, the LiDAR sensor will not be able to continuously measure the distance of the object, which causes problems such as inaccurate interaction point position, interaction point drift, and interaction feedback delay. In response to the above problems, Guo et al. [22] developed a high-throughput crop phenotyping platform that integrates LiDAR sensors, high-resolution cameras, thermal imaging cameras, and hyperspectral imagers. It combines LiDAR and traditional remote sensing technologies to obtain higher-precision three-dimensional data. Rossi et al. [23] studied the application of differential absorption LiDAR in monitoring the abnormal concentration of chemical substances in the atmosphere, by using a multiwavelength method to improve the accuracy of atmospheric gas concentration measurement. Chen et al. [24] combined time-correlated single photon counting (TCSPC) technology and LiDAR and proposed a three-beam TCSPC LiDAR system, which effectively improves the ranging accuracy of the TCSPC LiDAR system.

In addition, the real-time performance of data processing in LiDAR sensor is also an important issue that must be resolved. For example, Luo et al. [25] proposed a real-time ground segmentation method based on probability occupancy grids. When there is occlusion, the LiDAR sensor is used to solve the environmental perception task, thereby reducing the processing scale of data and reducing the calculation time. Lyu et al. [26] proposed a field programmable gate array design based on a segmented algorithm of convolutional neural network and applied this method to the segmentation of the drivable area of autonomous driving. It has proved that the algorithm can process LiDAR data in real-time.

In order to take into account both the accuracy and efficiency of LiDAR sensor data processing, this paper proposes a target tracking algorithm, and the main contributions of this paper are listed as follows:

1. A fusion strategy that combines the depth image information of LiDAR with color images, and put forward a fitting factor that varies with the degree of occlusion
2. An improved Camshift tracking algorithm based on Kalman filter, which improves the robustness of tracking in a complex environment through the method of linear fit

2. Gesture Detection Information Fusion Framework

In this paper, LiDAR sensor operation recognition is used for data interaction. At the same time, we use a computer to accurately capture the users’ command actions and provide real-time and accurate feedback to achieve human-computer interaction. The system interaction frame structure diagram is shown in Figure 1. The user stands in front of the interactive screen and the LiDAR sensor, slides (without contact) on the front of the screen, and clicks on the relevant interactive content, which can replace and implement most of the functions of the mouse, including clicking, sliding, and dragging. The proposed system supports multiple users for real-time gesture interaction.

Before performing target tracking, this paper first proposes a gesture detection fusion method, which combines the gesture detection results of LiDAR and visual images. On the one hand, the LiDAR is continuously measured and calculated to realize the distinction of moving regions; on the other hand, the camera uses the continuous frame difference method to realize the detection of moving targets; then, the detection results of the two are integrated. Finally, the gesture detection result is given by the two sensors and the detection results of multiple frames of images. The specific implementation method will be described in detail below.

Based on the moving target \( t = \{ \text{obj}_i = (f, b_i, b_j), i = 1, 2, \cdots, N \} \), for each image frame \( b_i \), a score \( s_i \) is given with reference to the gesture detector. The multiframe detection result of the gesture detector is \( S_g = \{ s_i, i = 1, 2, \cdots, N \} \). If the tracking target is more stable, the probability that it is a target independent of the background is greater. The cost \( \Gamma \) associated with the preceding and following frames is used as the basis \( S_g \) for judging whether it is a gesture, \( S_g = \{ s_i = 1 - \Gamma, i = 1, 2, \cdots, N \} \). When \( i = 1 \), it is considered that there is no associated cost during initialization, so \( s_1 = 1 \). When the association fails, \( s_i = -1 \).

For the detection results of the fusion image, we propose a voting fusion mechanism. The gesture tracking score result is obtained based on formula (1). When \( S_F > \Gamma_1 \), it is determined as a gesture.

\[
S_F = W[\sigma(S_g), S_L]^T. \tag{1}
\]

In the above formula, \( W \) is the weight, and \( \sigma \) is a function that projects \( S_g \) into \([-1, 1]\), which can be expressed as the following formula.

\[
\sigma(s) = \frac{2}{1 + \exp(-s/4)} - 1. \tag{2}
\]

Finally, the exit rules are defined. We define the exit conditions for the score \( S_F \) and the number of survival frames of the tracking target \( N_{\text{birth}} \), as shown in formula (3). If the tracking image frame number is greater than the maximum defined number of frames, the tracking target still cannot be determined as a gesture, then, exit the tracking list.

\[
\begin{align*}
N_{\text{birth}} & > \tau_n, \\
S_F & < \tau_2,
\end{align*} \tag{3}
\]

where \( \tau \) is the defined maximum number of frames.
3. LiDAR Depth Information and Visual Image Information Fusion Algorithm

LiDAR is used to construct position coordinates by scanning data from the target surface. In an interactive system, if the tracking target is blocked or disappears from the effective laser plane instantly, the scan often fails. When the above situation occurs, the information obtained by the LiDAR is not comprehensive, which will cause the problems of the interaction point drift and the unsmooth interaction. Therefore, in this section, we propose a method that combines the color information of the Camshift algorithm to track moving targets. Figure 2 is a flow chart of Camshift algorithm information fusion control.

As shown in Figure 2, first, we fused the data obtained by the LiDAR and the camera. Second, we transformed the space coordinates of the LiDAR to pixel coordinates and ensure time synchronization. Finally, we completed the gesture detection through feature extraction and fusion. Further, we performed noise reduction processing and used the back projection method to obtain the color histogram of the target area. After completing the above steps, the Meanshift algorithm was used for calculation, and then continuous tracking was achieved through window iteration.

In order to facilitate understanding, this article further explained the object tracking process. When the image information was denoised, the window initialization processed was performed, and the color space of the image in the area was converted from RGB to HSV, then the $H$ value of each pixel was sampled and counted. On this basis, the method of histogram statistics was used to replace the pixel value with the color probability distribution, thereby obtaining the centroid position of the target. In order to track the object, the window size needed to be adjusted until the search area was at the center of mass.

In summary, the flow of the Camshift algorithm includes three parts: obtaining the color histogram, calculating the Meanshift algorithm, and setting the initial value of the next frame of image sequence.

### 3.1. Get the Color Histogram

Due to the changes in lighting brightness in the interactive environment, the RGB color space is very susceptible to interference. Compared with the RGB color space, the HSV color space has a more stable performance on the changes in lighting brightness, so we change and convert the color space of the image accordingly.

Formula (4) is used to calculate the $H$ component in the pixel and obtain the color histogram.

$$p_h(y) = \sum_{i=1}^{N} \delta[b(x_i) - y],$$

where $\delta$ represents the statistical function, and $i$ is the feature value of the image, $b(x)$ is the number of pixels with
characteristic value $i$ in the image, and $u$ represents normalization.

Finally, the color probability replaces the pixel value of the image. In a back-projected grayscale image, the larger the pixel value, the larger the original $H$ value in the original image, and the higher the probability of the target pixel.

3.2. *Meanshift Algorithm.* Set the pixel in the search area as $(x, y)$ and the pixel value as $I_c(x, y)$. The algorithm process is as follows.

**Step 1. Initialize the search window.**

**Step 2. Calculate the centroid position of the fusion.**

Zero moment:

$$M_{00} = \sum_x \sum_y I_c(x, y).$$

First moment:

$$\begin{cases} M_{10} = \sum_x \sum_y xI_c(x, y), \\ M_{01} = \sum_x \sum_y yI_c(x, y). \end{cases}$$

Centroid $(x_c, y_c)$ of the search window:

$$\begin{cases} x_c = \frac{M_{10}}{M_{00}}, \\ y_c = \frac{M_{01}}{M_{00}}. \end{cases}$$

**Step 3. Adjust and set the size of the search window to $s$ and the length to 1.2s.**

$$s = \sqrt{\frac{M_{00}}{256}}. \quad (8)$$

First, we move the setting of the search window position to the centroid and use the value of $M_{00}$ to adjust the size of the search window. If the window moving distance is greater than the set threshold, we repeat the above steps 2 and 3. When the distance between the center position of the search box and the center of mass is less than the set threshold, we perform a new round of target search on the next frame of image.

3.3. **Set the Initial Value of the Next Frame of Image Sequence.** Meanshift algorithm is the basis of Camshift algorithm, and the specific steps are as follows: first, the Meanshift operation was performed on each frame of image; second, the window information result of the previous frame was used as the initial value of the average shift operation of the next frame; finally, the above settings were repeated. The above steps constitute the Camshift algorithm.

However, the Camshift fusion tracking algorithm is very suitable for target tracking in a stable environment. When the background becomes complex, such as large-scale interference of similar colors or the case that the target is severely occluded, the algorithm is easy to lose the target. The reason is that this method is only based on the color space model and does not consider other characteristics of the target (such as the direction of movement). In response to the above problems, we consider incorporating motion estimation to ensure the stability of target tracking.

4. **Multi-Information Fusion Algorithm Based on Kalman Filter**

When there is occlusion in the scene, the tracking algorithm based on Camshift fusion is easy to lose the target. In order to solve the above problems, we proposed an improved tracking algorithm with Kalman motion estimation in this section. The algorithm used the Bhattacharyya distance to measure the degree of occlusion of the target, and the dynamic factor can vary with the interactive environment changes, so the tracking result of linear fitting can maintain a certain degree of robustness.

As shown in Figure 3, the content contained in the blue dashed box is the flow chart of the algorithm we proposed. It can be seen that the final output result of the algorithm is a linear fit of the adaptive mean shift algorithm and Kalman prediction results. Different weighting factors were adjusted according to the Bhattacharyya distance, so that even if the target of the interactive system is blocked, it can be maintained the function of predictive tracking. The improved combination algorithm in this paper was shown in Figure 4.

The calculation formula of the fitting result is shown as below.

$$X_{k+1} = \alpha \hat{X}_{k+1} + (1 - \alpha)Y. \quad (9)$$

Among them, $X_{k+1}$ is the tracking position of the target at time $k + 1$, $\hat{X}_{k+1}$ is the predicted position of the Kalman filter, and $Y$ is the optimal position obtained by the Camshift algorithm. The two results are linearly fitted through the adjustment of the weight coefficient $\alpha$. The method we proposed combines the advantages of the KF and Camshift algorithm.

As you know, Bhattacharyya distance was generally used to measure the correlation between histograms. In this paper, we introduced Bhattacharyya distance to measure the degree of occlusion of the target. Before calculating the Bhattacharyya distance, we first needed to calculate the coefficient. The Bhattacharyya coefficient is as follows.

$$BC(p, q) = p(p(y), q) = \sum_{i=1}^{m} \sqrt{P_i(y)q_i}. \quad (10)$$

Among them, $P_i(y)$ is the color histogram of the target model, and $q_i$ is the color histogram of the current tracking target subimage. According to the coefficient, the
Bhattacharyya distance can be calculated, which is as follows:

\[ d(y) = \sqrt{1 - B_C(p, q)} = \sqrt{1 - \sum_{i=1}^{m} \sqrt{p_i(y)q_i}} \quad (11) \]

Based on experience, we set the threshold \( T \) as 0.85. If \( d(y) < T \), the change of the interactive environment is not too serious, indicating that the tracking target is less occluded. If \( d(y) \geq T \), a large deviation change occurs in the interactive environment, indicating that the tracking target is more blocked.

Finally, the algorithm steps are summarized as follows. First, the LiDAR and vision camera are fused, and the fused image is processed for noise reduction; second, the feature extraction and gesture detection are performed, and the target position is calculated according to the adaptive mean shift algorithm. Finally, the position is used as the initial information for Kalman filtering. Through the above steps, the optimal estimation and prediction of target motion under complex interference background (such as occlusion) are realized.

5. Experimental Results

This paper analyzed the two sets of experiments of gesture trajectory tracking and moving target tracking. In addition, we also verified the tracking characteristics of the system, the accuracy of interactive point positioning, the gesture recognition rate, and the tracking time.

5.1. Experiment 1: Gesture Trajectory Tracking Experiment.

This article compared and analyzed the proposed tracking algorithm on the gesture tracking trajectory. After the trajectory curve passed the information fusion and filtering algorithm of the control host, the third-party interactive software Ventuz finally displayed the motion trajectory curve on the splicing large screen. In Figure 5, we visualized the tracking effects of the three algorithms. Compared with the traditional adaptive drift algorithm and the original algorithm of the system, the tracking algorithm we proposed has obvious advantages, which can be seen from the results of experiment 1. The results showed that the tracking trajectory is continuous, accurate, and less interference.

5.2. Experiment 2: Positioning and Tracking Experiment of Moving Target.

In order to further verify the algorithm, we continued to study the problems of occlusion and disappearance of interactive targets in complex environments. Based on the VC2016 compiler and OpenCV vision function library, the video image is collected by the CCD camera in real-time, and the position and movement information captured by the LiDAR sensor is fused to realize the positioning and tracking of the moving target. In order to compare the
tracking effect, the red box is used for marking in Figures 6 and 7. The specific experimental process is as follows.

1. Comparison of Book Occlusion Tracking Effect. Starting from the 25th frame, recording was performed every 25 frames. When it reached the 100th frame, four different states of the experimental tracking were captured. The sequence contained four states: from far to near, partially covered, completely covered, and appear completely. To ensure objectivity, we conducted a total of three repeated experiments. In Figure 6, the results of Camshift algorithm without Kalman filtering were shown. For comparison, in Figure 7, the results of the algorithm proposed in this paper were shown.

In Figure 6, at frame 25, the experimenter’s hand approached the book from a distance, and the search red box could keep accurate tracking. At frame 50, the experimenter’s hand was partially obscured by the book, and the search box still had no offset but was obviously smaller. At frame 75, the experimenter’s hand was completely covered by the book. At this time, the red search box was obviously larger and tried to find the target. At frame 100, the experimenter’s hand reappeared, but we can no longer locate and track. Experimental results showed that when the tracking target was occluded, the Camshift algorithm without Kalman filtering was not robust enough.

As a comparison, we also verified the algorithm proposed in this article, as shown in Figure 7. At 25 frames and 50 frames, the experimenter’s hand could be accurately tracked; at 75 frames and 100 frames, the results were obviously different, though the experimenter’s hands are completely covered by the book, but the red search box was kept in a relatively close position without too much shift. When the experimenter’s hand appeared from behind the book, the search box quickly located the target and kept tracking, and the result showed that the tracking was successful.

Since the benchmark algorithm is the Camshift algorithm, which was based on a single color histogram model, the target was suitable for target tracking in a stable environment. When the target was severely occluded (for example, in Figure 6, the hand was completely blocked by the book
at frame 75), the algorithm often could not adapt to this change, resulting in the loss of tracking the target. The algorithm proposed in this paper added Kalman filtering, which integrated the motion estimation of the tracking target. The Bhattacharyya distance was used to measure the degree of target occlusion, and the dynamic factor that changed with the environment was used for linear fitting to ensure the robustness of the tracking result.

(2) The Experiment in which the Object Disappeared and Reappeared. The experimenter made a circular motion by hand, disappeared over the effective interactive area, and finally reappeared in the effective area. To ensure objectivity, three repeated experiments were carried out. The following was a set of representative experimental results, which were shown in Figures 8 and 9.

In Figure 8, start from the 20th frame, we recorded the tracking image every 30 frames and ended at 110 frames. In Figures 8 and 9, we first compared the 20th frame and the 50th frame. When the experimenter’s hand always stayed in the effective interactive area, the above algorithm could keep accurate tracking of the target. However, there was a difference between frame 80 and frame 110. At frame 80 and frame 110 of Figure 8, the experimenter’s hand disappeared from the effective interaction area. At this time, the search box is obviously shifted, and when the experimenter’s hand reappeared in the effective interactive area, the search box could not be located on the position of the user’s hand, and the results showed that the tracking was not success. At frame 80 and 110 in Figure 9, even if the experimenter’s hand disappeared in the effective interactive area, the red search box did not deviate too far and remained in place. When the experimenter’s hand reappeared in the area close to the target, our proposed algorithm could quickly find and track.

Combining the results of experiments 1 and 2, it could be concluded that the improved tracking algorithm in this paper had a good tracking performance on moving targets, especially when it encountered complex changes such as occlusion or disappearance. Since the tracking algorithm we proposed combined the Kalman filter, it proved that this algorithm effectively solved the problems of interactive point drift and target tracking failure.

According to the requirements of the interactive system, we performed specific functional tests and user evaluation scoring tests on the interactive system. Through these tests, it can be seen that the previous work such as noise reduction, calibration, tracking, and information fusion was very effective. The interactive effect demonstration effect was shown in Figure 10.

5.3. Tracking Algorithm Performance Comparison. For target tracking, accuracy is the most basic evaluation index. In order to obtain the recognition accuracy of gesture actions, we compared the Camshift algorithm, KF algorithm, and the improved algorithm we proposed, as shown in Table 1. In the experiment, we selected a total of five gestures, mainly including moving the hand up, moving the hand down, moving the hand to the left, moving the hand to the right, and doing arc motions. Each experiment was repeated 100 times.

From the analysis of a single indicator, compared to the Camshift and the KF algorithms, when the hand moves up, the recognition rate of ours reaches 90%, an increase of 7% and 2%, respectively; When the hand moves down, the recognition rate of ours reaches 91%, an increase of 6% and 4%, respectively. When the hand moves left, the recognition rate of ours reaches 94%, an increase of 13% and 4%, respectively. When the hand moves right, the recognition rate of ours reaches 93%, an increase of 16% and 3%, respectively. And when the hand makes arc movement, the recognition rate of ours reaches 92%, an increase of 14% and 1%, respectively. In summary, the average recognition success rate of ours can reach 92.0%, which is a significant improvement compared to other algorithms. The reason for a small
number of inaccurate recognition results may be related to the inconsistency of the frame rate of the fused image, or it may be related to the number of templates in the experiment. In order to further verify the effectiveness of the algorithm proposed in the paper, we repeated the occlusion experiment described above several times and added tracking time as an evaluation indicator, as shown in Table 2. When there is no occlusion, the tracking effect of the three methods is better, and the success rate is above 80%. When partial occlusion occurs, the success rate of the three methods has decreased to varying degrees, but ours can still reach 89%. As the occlusion becomes severe, the success rate of the Camshift algorithm is only 54%, so the tracking target is often lost, while the KF algorithm is relatively good, which can reach 69%. It is worth mentioning that our algorithm has the highest tracking success rate, which can reach 89%. Compared with the previous two algorithms, the tracking time of ours is increased to 62 ms, but it still has a high real-time performance.

In summary, the experimental results show that the improved tracking algorithm based on Camshift in this paper further improves the overall interactive accuracy of the interactive system under different environmental conditions and has a relatively good large-screen interactive effect. Furthermore, the interactive system based on the combination of LiDAR and camera has high practical value.

5.4. The Actual Test of the Interactive System. In order to understand the user’s actual experience of the system, we invited 30 students to participate. The system’s scoring indicators mainly included system total score, command recognition, and interactive content. The students evaluated the system from four aspects: image fluency, recognition accuracy, real-time performance, and interactive fun. The highest score for each aspect was 100, and the lowest score was 1. We scored each content of 30 students and took the average and summary methods for statistics, as shown in Figure 11.

In Figure 11, the evaluation content scores corresponding to each dimension were all above 70 points, indicating that the user had a good overall experience of the system. However, the feedback real-time score of the system was slightly lower, so we could also optimize the algorithm to reduce the amount of calculation and shorten the feedback time. The experience scoring results of the students showed that some aspects of the system still needed to be improved.

According to the operating results of all the above experimental tests and analysis systems, the following conclusions can be drawn:

1. The system interaction point is accurate. Even if the user moves beyond the effective LiDAR emission area and then returns to the effective area again, the positioning point remains at a relatively accurate position without interaction drift and inaccurate positioning.

2. The system runs stably, the interactive image is clear and stable, and the improved denoising algorithm...
retains the details and depth information such as brightness and texture. Even if the external environment changes after the denoising algorithm processing, the system can still operate stably and achieve better results.

(3) The operation result may be disturbed. If the distance between the display screen and the LiDAR emitting surface is too close, the image detection will be affected, and it is difficult for the system to keep stable tracking of the target. Therefore, the installation position of the LiDAR and vision camera should be selected in a suitable location. Besides, the interactive system must be tested and adjusted in the early stage, so we can ensure that the appropriate interactive effective area is used.

(4) The system has a rapid response speed. The time from data signal collection to command output is less than 50 ms, which can meet the real-time requirements of the interactive system. The sensor collection information is basically consistent with the projection scene, which combines image denoising and target tracking. Technical improvements have effectively improved the performance of the interactive system and can maintain good robustness in the face of complex and changing interactive environments.

6. Conclusion

This paper proposed a gesture detection fusion method based on LiDAR sensors. Furthermore, we introduced the Bhattacharyya distance to measure the degree of occlusion of the target and proposed an improved Camshift tracking algorithm based on Kalman filtering. Experimental results prove that the algorithm proposed in this paper can effectively solve the problem of interactive point positioning and tracking. When the interactive point exceeds the effective interactive area, the real-time predictive position of the algorithm can still keep accurate tracking, which can effectively solve the robustness problem of target tracking in interactive systems. Our future work focuses on extending the tracking target and considering the introduction of visual attention mechanisms to increase the speed of tracking.
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