Role of the self-interaction error in studying first principles chemisorption on graphene
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Adsorption of gaseous species, and in particular of hydrogen atoms, on graphene is an important process for the chemistry of this material. At the equilibrium geometry, the \( \text{H} \) atom is covalently bonded to a carbon that puckers out from the surface plane. Nevertheless the flat graphene geometry becomes important when considering the full sticking dynamics. Here we show how GGA-DFT predicts a wrong spin state for this geometry, namely \( S_z = 0 \) for a single \( \text{H} \) atom on graphene. We show how this is caused by the self-interaction error since the system shows fractional electron occupations in the two bands closest to the Fermi energy. It is demonstrated how the use of hybrid functionals or the GGA+\( U \) method can be used to retrieve the correct spin solution although the latter gives an incorrect potential energy curve.

I. INTRODUCTION

Thanks to its peculiar semi-metallic band structure, graphene is a very promising material for future silicon-free nano electronics \cite{novoselov_science_2004, Novoselov2005}. In particular, graphene’s charge-carriers mobility is indeed extraordinarily high, with mean-free paths in the order of microns \cite{Novoselov2005, Novoselov2005a}. However, for the fabrication of logic devices the absence of a band gap is a major issue since it does not allow a complete turn-off of the current, hence high on-off ratios \cite{Novoselov2005, Novoselov2005a}. One straightforward possibility for graphene band-gap engineering is to use the adsorption of radicals or small molecules to create \( \pi \) defects, breaking the equivalence of its two sublattices. In this perspective several studies have been performed on isolated \cite{Gruneis2009, Gruneis2009a}, clusters \cite{Jiang2009, Jiang2009a, Jiang2009b} and even superlattices of adsorbates bonded on graphene, and most of them are based on the density functional theory (DFT). Among these hydrogen atoms adsorption is by far the most studied case, also because of the many implications in other fields \cite{Novoselov2005, Novoselov2005a, Novoselov2005b, Novoselov2005c}. Hydrogen chemisorption dynamics on graphene is not yet completely understood. In the adiabatic picture when a \( \text{H} \) atom impinges on graphene and binds at its top site it induces one carbon atom to move out from the plane, “puckering” the surface. On the other hand, if the incoming species moves fast enough toward the graphene layer, sticking can occur faster than surface reconstruction; in this case the substrate can be considered as rigid. The planar geometry may thus play an importance role in the adsorption dynamics, and the accuracy of DFT calculations in this case is crucial in order to build reliable potential energy surfaces for quantum dynamics studies. In this article we analyze the spin properties of the substrate when a \( \text{H} \) atom is forced to chemisorb on a flat graphene sheet. We show how the loss of spin polarization is a fictitious feature of semi-local generalized gradient approximation (GGA) functionals due to the self-interaction error (SIE). Then we will show how the correct ground state magnetization can be achieved using hybrid functional or GGA+\( U \) approaches, even though the latter approach fails in reproducing the correct H-graphene potential energy curve.

II. COMPUTATIONAL METHODS

In brief, periodic density functional theory as implemented in the VASP package \cite{Kresse1996, Kresse1996a} has been used throughout. A GGA-PBE functional was used and the plane wave basis set was limited to a 500 eV energy cutoff. For the inner electrons we rely on the frozen core approximation using PAW pseudo-potentials \cite{Kresse1999}. The reciprocal space was sampled by \( \Gamma \) centered k-point grids, whose meshes were chosen depending on the supercell size, in any case never more sparse than 6x6x1. The graphene unit supercells used here range from a 2x2 to a 5x5: all of them have a vacuum region along the \( c \) axis of 20 Å in order to guarantee a vanishing interaction between periodically repeated images. It has been shown recently that for hydrogen adsorption a 5x5 supercell is still not big enough to extract adsorption energies at meV accuracy \cite{Casolo2010}, although this goes beyond the aim of this work. Further details about the computational setup can be found in ref.\cite{Casolo2010}.

III. RESULTS AND DISCUSSION

When a radical species chemisorbs onto graphene or graphite surfaces the most favorable outcome is the formation of a covalent bond with one of the surface carbons, \textit{i.e.} at a top site. The simplest case of radical
is a single (neutral) hydrogen atom. Applying Valence Bond (VB) arguments to this reaction one can predict that as the atom approaches the substrate plane it interacts with a $\pi$ electron of graphene, triggering orbital re-hybridization of the C atom from a planar $sp^2$ to a partially tetrahedral $sp^3$ configuration. At long range the adsorbate-substrate interaction is purely repulsive since there is no unpaired electron on graphene available to bind hydrogen. At short range however a low-lying spin-excited state in which two $\pi$ electrons lying on opposite, non-overlapping ends of a benzene ring would give rise to an attractive, barrierless interaction with the H $1s$ lone electron. Hence, an avoided crossing between these two doublet curves occurs giving rise to an activation barrier to chemisorption (see Fig. 5 in ref.[8]). When the graphene sheet is allowed to reconstruct this process reads as a $sp^2 - sp^3$ orbital re-hybridization of the carbon involved in the bonding that turns partially tetrahedral, puckering out 0.6 Å from the layer plane.

The graphene lattice is a bipartite system, made of two equivalent sublattices, each made of every second carbon atom. The equivalence of the two honeycomb sublattices is responsible for the particle-hole symmetry in graphene, and for the peculiar conical intersection at $E_F$ between the valence and conduction bands [17]. A chemisorbed species creates a defect in the aromatic network, hence an imbalance between the number of occupied sites of the two $\pi$ sublattices ($n_A$ and $n_B$ respectively). According to a theorem formulated by Inui et. al. within tight-binding theory, whenever an imbalance (vacancy) is introduced in a bipartite lattice this gives rise to $|n_A - n_B|$ zero-energy midgap states, localized on one sublattice only [18]. Moreover, following the second Lieb’s theorem [19], since the total number of electrons is odd the total magnetization for non-metallic systems has to be $S^z = |n_A - n_B|/2$. Thus, for a single defect $S_z=1/2$, or 1 $\mu_B$.

DFT calculations confirm this picture: the hydrogen atom introduces a defect in one of the two sublattices, breaking one among the many aromatic bonds around the tetrahedral carbon. This implies that an unpaired electron can be delocalized by a “bond switching” process along the other sublattice, made of every second carbon atom. In the energy spectrum this reads as a flat band at the Fermi level $i.e.$ in a midgap state occupied by one single spin projection only in [8, 20].

According to previous studies [18, 21] we found at the GGA-DFT level that keeping the substrate planar thwarts the $sp^2 - sp^3$ re-hybridization: this is enough to weaken the attractive C-H interaction, but also to corrupt the system’s aromatic character. Nevertheless, because the VB arguments concerning the crossing of two spin states hold, only a meta-stable C-H bond can form. From our DFT calculations we notice how the total spin for H adsorbed on flat graphene is lower than expected at the local minimum geometry. In Fig[1] is shown the value of magnetization (left panel) along the adsorption path for several surface coverages, together with the total energies for the spin-polarized and unpolarized solutions (right panel). When the radical is far from the surface its magnetic moment is correctly 1 $\mu_B$: this corresponds to an electron lying in the H $1s$ orbital, while graphene electronic structure remains intact. As the atom approaches the graphene layer along the normal direction, at a given critical height from the surface ($z_c(H) \simeq 1.25$ Å) the system’s spin drops. The minimum value for the total spin depends upon the coverage. When coverage is low enough the spin is eventually quenched down to zero. Pushing the adsorbate closer to the carbon atom the magnetization tends to increase again. We tested that the same picture also holds for other small organic radicals with slightly different critical heights, weakly dependent upon the supercell size (coverage).

When comparing the adsorption curves computed with a magnetization fixed to 0 and 1 $\mu_B$ as in Fig[1](right panel), it is clear that the non-magnetic (non-polarized) solution becomes more stable than the magnetic one beyond the critical point $z_c$. To a closer look (see Fig[2]) we notice that the occupied hydrogen $s$ orbital and its (empty) affinity level get closer in energy when approaching graphene consistently with the Neuens-Anderson model [21, 22]. Then around $z_c$ they approach $E_F$, become degenerate and equally occupied by a fractional number of electrons. In the system’s density of states, a gap opens at the point of the spin quenching together with the formation of a broad partially occupied peak at the Fermi energy, symmetric for both spin projections. If the host were a metal, then spin-flip scattering between conduction electrons and a magnetic impurity might lead
Moreover the face state (a Shockley state) that is free to screen the error (thereafter SIE, also known as delocalization) is particularly severe. Following the notation of the density functionals we tested the performances of a (non-local) hybrid functional. Hybrid functionals combine the GGA exchange and correlation term (convex for fractional electron number) with the Hartree-Fock (HF) “exact” exchange term. Since HF energies have instead a concave behaviour for fractional electron numbers they are not perfectly degenerate. In this case however, the energy minimum lays exactly at the unpolarized solution: 0.5 occupancy of the two bands. A well known system with fractional electron number is that of a hydrogen atom impinging on Cu, Ag or Al(111) surfaces where this spin transition is a signature of non-adiabatic effects.

We found that radical adsorption on planar graphene is a situation in which the (many-electron) self-interaction error (thereafter SIE, also known as delocalization error) is particularly severe. Following the notation in ref. this is a chemical reaction with two centers (m = 2) and one electron (n = 1), since none of the electrons of graphene may be directly involved in bonding if they cannot re-hybridize to a tetrahedral sp³ state. Systems with a fractional n/m ratio are also known to exhibit of large static electronic correlation.

A well known system with n/m = 1/2 is the H₂⁺ molecular ion dissociation. When the two atoms are far apart both the local density approximation (LDA) and GGA local functionals give as the most stable ground state half of the system energy for fractional band occupation as shown in Fig.3 obtained by constraining a given occupation number in these bands.

Another indication of the SIE is the worsening of the spin quenching at low coverages, hence for larger and larger super-cells, as shown before in Fig.1. With the SIE being cause of the delocalization, the fractional occupancy might not be maximal when the unit cell is not large enough to accommodate all the delocalized electron density.

A major difference with the H₂⁺ prototype case is that here there is no fractional spin asymptotically for H since the involved orbitals here lay far below graphene Fermi energy. For other and more electronegative monovalent species such as F and OH fractional charges appear also asymptotically, similarly to the case of dissociations of heteronuclear diatomics.

To prove further that the failure in representing the total spin of the system comes from the approximate nature of the density functionals we tested the performances of a (non-local) hybrid functional. Hybrid functionals combine the GGA exchange and correlation term (convex for fractional electron number) with the Hartree-Fock (HF) “exact” exchange term. Since HF energies have instead a concave behaviour for fractional electron numbers they often yield over-corrected results. For this reason the use of a fraction (usually one fourth) of exact exchange to correct the DFT E_{xc} functional gives much better results, at least for non-metallic systems. We then chose the

\[ \int n_x(r, r') \, dr' = \sum_{\alpha, \sigma} n_{\alpha, \sigma}(r) \, n(r) \]
Figure 3: Calculated total energy vs. magnetization for one H atom adsorbed on flat graphene. When the magnetization is -1 or 1 $\mu_B$ one of the two degenerate bands is occupied while the other is empty. For the non-polarized, 0 $\mu_B$, case both bands are occupied by half of an electron each. The full line represents the correct degenerate behaviour for fractional electron numbers; filled circles are the GGA-DFT results.

Figure 4: Density of states for the H-flat graphene system obtained for a 2x2 supercell. PBE results for: a) clean graphene, b) H adsorbed on reconstructed (puckered) graphene, c) H adsorbed on flat graphene (M=0$\mu_B$). Hybrid-PBE0 results (1$\mu_B$) are shown in d) for comparison. As a guide to the eye the Fermi energy is shown as dashed vertical line.

PBE0 functional, which mixes 25% of HF with 75% of PBE exchange, and uses the full PBE correlation:

$$E_{xc}^{PBE0} = E_{xc}^{PBE} + 0.25(E_{HF} - E_{xc}^{PBE})$$

Hybrid functionals are orbital dependent, i.e. non-local in space: this is a major issue when employing plane wave codes where the number of orbitals depends upon the supercell volume. The computational effort needed for this kind of calculations is thus much larger compared to GGA. Hence we could not reach low coverages, restricting our system to a 2x2 supercell ($\Theta=0.125$ ML).

Within hybrid functional DFT the system’s total spin for H on flat graphene layer is 1 $\mu_B$ ($S_z=1/2$), and the associated spin density is correctly localized on one sublattice only. A comparison between the density of states computed with PBE and PBE0 is shown in Fig.4 GGA can represent pretty well the adiabatic chemisorption mechanism, namely the band gap opening and the zero energy midgap state that splits by the exchange interaction into a filled and an empty states with opposite spin (Fig.4a and b). For the flat geometry, GGA gives a broad feature straddling across the Fermi energy (Fig.4c). For larger supercells (at lower coverages) the peak becomes fully symmetric for the two spin projections, giving rise to the un-polarized state. On the other hand PBE0 can reproduce well the occupied midgap state. As it is widely known standard DFT tend to underestimates the band gaps, again due to the SIE; for this reason the PBE0 band-gap is about 50% larger than that of PBE.

It has also been proposed that an “on site” repulsion term such as in the LSDA$+U$ approach can help to control the SIE in case of fractional occupation. The on site Coulomb term $U$ acts as a penalty for the occupation of the two degenerate bands at the Fermi energy, and can thus reproduce the correct ground state. Note that LSDA$+U$ and GGA(PBE)$+U$, as implemented here, give practically identical results in this case. This approach is much less computationally expensive than the hybrid functionals, so we could study the full adsorption path.

As for PBE0 the total magnetization is 1 $\mu_B$ at every C-H distance, and the spin density correctly is localized either on the H atom or on one graphene sublattice. From our tests a Coulomb interaction of 15 eV was enough to retrieve the correct ground state spin: a value not far from 20.08 eV, already successfully used to describe carbon $\pi$ electrons in similar approaches.

We would like to stress that the GGA$+U$ approach is not a rigorous way to avoid self interaction, and hence some care has to be taken when interpreting these results. While it is relatively easy to predict which has to be the correct total spin of the system upon physical arguments, it is more challenging to judge the quality of total energies. Indeed, it can be seen from Fig.5 that the effect of the on-site $U$ term is to lower the activation barrier at $z_c$ making the adsorption curve to a fully repulsive interaction. Being the chemisorption potential energy curve for H on graphene the result of the interplay of two an attractive and a repulsive doublet spin states.
their avoided crossing has necessarily to occur. For this reason the GGA+U results, despite showing the correct magnetization, cannot represent the correct H-graphene interaction in all its aspects.

IV. CONCLUSIONS

The chemisorption of a hydrogen atom onto a flat graphene sheet has been studied within semi-local GGA-DFT. Contrary to the adiabatic case the substrate \( sp^2 \)-\( sp^3 \) re-hybridization is limited, so adsorbate and substrate bands become degenerate at a given critical C-H distance, \( z_c \), where the total magnetization drops to zero. This spin transition is due to a fractional spin configuration: a fictitious effect induced by the self-interaction error. To overcome this issue it is possible to use a hybrid functional such as PBE0. The GGA+U approach can reproduce the correct magnetization, but leads to qualitatively incorrect potential energy curves.
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