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Abstract

In this commentary, I warn against a possible dual process misconception that might lead people to conclude that utilitarian judgments are normatively correct. I clarify how the misconception builds on (1) the association between System 2 and normativity in the dual process literature on logical/probabilistic reasoning, and (2) the classification of utilitarian judgments as resulting from System 2 processing in the dual process model of moral reasoning. I present theoretical and empirical evidence against both premises.
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Introduction

The papers in this special issue explore whether we can draw any normative conclusions by discovering the psychological processes underlying moral judgments. In my opinion, the short answer to this question is a resounding “No!” But instead of bothering readers with my amateur philosophical musings about why we cannot move from “is-to-ought” I will focus on warning against a lingering misconception – fuelled by popular dual process research – that might distort some readers’ conclusions.

In general, the dual process model conceives of human thinking as an interplay of fast intuitive and slower, more deliberate processing. Often, these two types of thinking are referred to as System 1 and System 2 thinking, respectively.¹ The model initially gained popularity in the 1970s because it presented an appealing explanation for observed biases in people’s logical and probabilistic reasoning.² This literature suggested that biases in classic reasoning tasks were often associated with the operation of the intuitive System 1, whereas correct responding in line with traditional logical and probabilistic norms was associated with the successful engagement of the deliberate System 2. As I will clarify in more detail below, this association has led to the erroneous assumption that System 2 processing is by definition normatively correct (i.e., the normative fallacy)³.

In more recent years, the core dual process principles have been applied in a wide range of fields, including work on the psychological basis of moral reasoning.⁴ The dual process model of moral cognition posited that making deontological moral decisions in hard sacrificial dilemmas results from System 1 processing, whereas making utilitarian decisions was assumed to require System 2 processing⁵. Combining the normative fallacy and the dual process model of moral reasoning might give rise to the following “moral normativity” inference:

(1) System 2 thinking is normatively correct
(2) Utilitarian judgments result from System 2 thinking
(3) Therefore, utilitarian judgments are normatively correct

¹ Kahneman (2011).
² De Neys, Pennycook (2019); for an excellent historical account see Frankish, Evans (2009).
³ Evans (2011).
⁴ E.g. Greene (2013); Greene, Haidt (2002).
⁵ In sacrificial dilemmas (e.g., the infamous “Trolley” problem) people need to indicate whether they agree to sacrifice the life of one (some) individual(s) to save the lives of more individuals. Utilitarian decisions are those in which people opt to save the lives of more (e.g., Greene, 2013).
In other words, given (1) the association between System 2 and normativity in the dual process literature on logical/probabilistic reasoning, and (2) the classification of utilitarian judgments as resulting from System 2 processing in the moral reasoning field, one might be led to conclude that utilitarian judgments are normatively “correct” (3). In the present paper, I will present theoretical and empirical evidence against this misconception. I will start by briefly discussing the origin of the normative fallacy.

**Dual process models and reasoning biases**

Research on reasoning and decision making has shown that even educated people readily violate the most basic logical and probabilistic normative principles in a wide range of classic reasoning tasks. These reasoning tasks are constructed such that they cue a strong intuitive response that conflicts with the response that is considered correct in standard logic or probability theory. A good modern-day example of such a classic task is the bat-and-ball problem (i.e., “A bat and a ball cost $1.10 in total. The bat costs $1 more than the ball. How much does the ball cost?”). When faced with this problem, the response “10 cents” readily comes to mind. However, upon reflection, it is clear that 10 cents cannot be right (i.e., at a dollar more the bat would cost $1.10 which gives a total of $1.20) and the ball rather costs 5 cents.

The traditional dual process model presents an elegant explanation for the observed “bias” in our thinking. The early dual process theorists assumed that processing the basic logico-mathematical principles that allow arriving at the correct response typically requires deliberate, System 2 processing. However, because people tend to minimize demanding computations, they will refrain from engaging or completing the effortful System 2 processing whenever the intuitive System 1 cues a plausible answer. Hence, although people might, in theory, solve the classic reasoning task correctly by engaging in System 2 thinking, in practice they will often end up being biased because they rely on the less demanding, intuitively cued System 1 response.

**Normative fallacy**

---

6 Evans (2002); Kahneman (2011).
7 Whether these norms are appropriate and ultimately correct is yet another discussion – see Stanovich, West (2000).
8 Evans, Stanovich (2013); Kahneman (2011).
The above section clarifies that within the context of classic logical and probabilistic reasoning tasks in which the dual process framework evolved, it was assumed that there will be an association between type of processing (System 1 or 2) and the normative status of the response. Within this specific context, one could claim that reasoners who successfully engage System 2 will be more likely to give the normatively correct response. The problem is that this specific association has been interpreted as a general feature of System 1 and System 2 processing. Under this interpretation System 1 activation is equated with error and System 2 activation with sound reasoning. Put bluntly, System 1 is perceived as “bad” and System 2 processing is “good”.

It should be crystal clear that the early dual process theorists have long argued against this simplification and over-generalization. It is often referred to as the normative fallacy. Dual process proponents never claimed that intuitive processing necessarily leads to errors and deliberate processing necessarily leads to normatively correct responses. Deliberate processing was never believed to be some magical gateway to normativity.

Normative correctness is not a defining feature of System 2 processing. The mistake here is that people have taken the specific association between type of processing and normative correctness in the context of some classic reasoning tasks as a general feature of System 1 and 2 processing.

There is abundant evidence that clearly shows that intuitive processing can lead to correct problem solutions whereas deliberation can lead us astray. To give but one example, in one study Beilock and DeCaro presented participants with math-based questions such as “Does the answer to the problem (32-8) / 4 have a remainder?”. One can solve this problem by relying on a deliberate strategy and work through various step-by-step computations (i.e., subtracting 8 from 32 and then dividing this answer by 4 so as to conclude that the answer is no). A simpler intuitive “short-cut” strategy is to rely on the fact that all the numbers in the problem are even. Often (but not always), when subtracting and dividing even numbers there are no remainders. Studies showed that on tests in which the intuitive strategy resulted in a correct response, people who score lower on cognitive capacity tests (i.e., people who will be less likely to engage in deliberate processing) outperformed the cognitively more gifted.

---

9 Again, the label “normative” refers here to the response that is traditionally considered to be correct in standard logic or probability theory, see footnote 6.
10 Evans (2011).
11 Evans, Stanovich (2013).
12 For an overview e.g. Amer, Campbell, Hasher (2016).
13 Beilock, DeCaro (2007).
14 I readily admit that one can argue about how “intuitive” this strategy really is. The point is that it is presumably less demanding than the alternative strategy.
15 Stanovich, West (2000).
participants. Higher capacity reasoners were more likely to use the more complex strategy and were at risk of making calculation errors when doing so.

The general point I am trying to make is that knowing whether people arrived at a decision through intuition or deliberation does not allow us to draw any universal conclusions about the normative correctness of their answer.\textsuperscript{16} Hence, premise (1) of the moral normativity inference is false. This implies that even if it were the case that utilitarian judgments in sacrificial dilemmas always result from System 2 processing (i.e., premise 2 of the moral normativity inference), the dual process framework does not allow us to draw any conclusion with respect to its normative status.

On intuitive utilitarianism

In the previous section, I argued against premise (1) of the moral normativity inference. Here I will review recent empirical evidence against premise (2). Assume for the sake of argument that the normative fallacy is correct. Any response that results from System 2 processing would be normatively correct. If the traditional dual process model of moral reasoning would be right – and utilitarian responses would typically result from System 2 processing – this would allow us to conclude that utilitarianism is normatively appropriate. The problem is that recent empirical evidence directly argues against the traditional characterization.\textsuperscript{17} For example, reasoners who give utilitarian responses to sacrificial dilemmas when they deliberate, typically give the same response when they are forced to reason purely intuitively.\textsuperscript{18} Hence, the response that is traditionally believed to require System 2 processing is often also cued by System 1.

Critical studies adopted the two-response paradigm.\textsuperscript{19} In this paradigm, participants are asked to give two consecutive responses to a moral dilemma. First, they need to answer as fast as possible with the first response that comes to mind. Afterward, they are given all the time they want to reflect on the problem and give a final response. To make sure that the response in the initial phase is indeed generated intuitively, participants need to answer within a stringent deadline and while their cognitive resources are burdened with a dual task (e.g., memorization of a complex visual pattern). These manipulations are known to “knock-out” deliberative thinking and help to guarantee that people do not

\textsuperscript{16} Evans, Stanovich (2013).
\textsuperscript{17} E.g. Baron (2017); Baron, Gürçay (2017); Bago, De Neys (2019); Bialek, De Neys (2017); Gürçay, Baron (2017); Trémolière, Bonnefon (2014).
\textsuperscript{18} E.g. Bago, De Neys (2019).
\textsuperscript{19} Thompson, Turner, Pennycook (2011).
reflect when they give their initial response. Results across multiple studies indicate that in the vast majority of cases, participants who gave a utilitarian final response (i.e., after deliberation was allowed), already gave this same response in the initial response phase. Hence, utilitarian responders do not need to deliberate to override an intuitively generated deontological answer; their initial hunch is already utilitarian in nature.

I will refrain from discussing the implication of these findings for the dual process framework per se. The point I want to make here is that given that both utilitarian and deontological responses seem to be cued intuitively, there are no empirical grounds to feed the moral normativity inference. Even if System 2 would be normatively correct, the fact that both competing moral views are typically generated intuitively implies that there is no unique empirical mapping between types of reasoning and types of moral judgments.

Conclusion

In this commentary, I warned against a possible dual process misconception that could be used to (erroneously) infer that psychological research allows us to draw normative moral conclusions. I clarified the fact that the misconception is based on two erroneous premises. I argued that System 2 processing does not necessarily lead to normative correct decisions and that utilitarian moral judgments on sacrificial moral dilemmas do not necessarily require System 2. This cuts the ground from under the feet of the moral normativity inference and illustrates that it is indeed a fallacy. Although the dual process framework has great merits, it should not be used to make inferences about the normativity of moral judgments.
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