Trend analysis of land surface temperatures using time series segmentation algorithm
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Abstract. Detecting temporal and spatial trends of annual and seasonal land surface temperature (LST) can contribute to study the effect of climate change and climate variability on temperature behaviors both in time and space. The temporal and spatial gridded dataset of monthly mean LST series produced by Berkeley Earth were chosen for the analysis of LST trends. The dynamic programming (DP) based segmentation algorithm is a fast and efficient time series segmentation algorithm which can identify multiple change points in a given time series. Multiple change points of annual and seasonal LST average anomaly time series during the period 1880–2013 (reference to the 20th century average) were identified by the DP based time series segmentation algorithm. Schwarz’s Bayesian information criterion (BIC) was applied to automatically determine the optimal segmentation order. BIC selected one change point for annual and seasonal average LST except for the autumn season’s. Regardless of the number of change points, at the first segment, trends are always increasing and at the last, they are sharply increasing except for the winter season. Moreover, all the change points locate around El Niño years, La Niña years, and phase transition years of the Pacific decadal oscillation (PDO). Based on optimal time series segmentation results selected by BIC, the spatial distributions of linear trends (slope estimates) of annual and seasonal LST anomalies corresponding to different homogeneous periods are showed. Comparing to adjacent segment, the recent warming trends not only appear in Greenland and the surrounding area, but also dominate most parts of land surface, and significant warming trends appear in high latitude regions of the Northern Hemisphere.
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1. Introduction

As a basic climatic factor, land surface temperature (LST) is a vital factor influencing other meteorological variables such as runoff, precipitation and pressure [1, 2]. Nowadays, global warming aggravates the depletion of the world’s available water resources [3, 4].

Climate change may cause the shift of the statistical characteristics (mean, median and variance etc.) of LST [5–8]. LST is sensitive to climate change, and its trend and jump changes are temporally and spatially non-uniform [9–11]. In order to better understand climate change, a number of studies have examined LST change and variability on global and regional scales [3, 7, 12–19].

However, high-resolution gridded LST data sets are often limited in length. In order to further understand LST variability, Berkeley Earth has constructed longer gridded LST data. Berkeley Earth Surface Temperature (BEST) data incorporates more land stations than other available Earth’s surface temperature
data sets, such as USA’s NOAA and NASA, and UK’s CRU and Hadley Centre. Due to its spatially and temporally high resolution, BEST is an ideal data to assess the variability of global LST.

Trend analysis becomes the great importance method to detect LST. The most common approach to estimate trend of a given LST time series is simple linear regression, which fits time series by a straight line. This method can only find an overall linear trend, and can not identify the multiple change points between consecutive periods with different trends [3, 20]. To address this problem, data mining methods for finding the evolution of LST on different temporal and spatial scales are necessary [21–29].

Time series segmentation is used to divide a given time series into homogeneous subseries with different statistical characteristics so that the mean values of two consecutive subseries are heterogeneous. A number of studies about time series segmentation algorithm have been proposed to analyze variability in hydro-meteorological time series [9, 10, 30–37].

Hubert proposed an automatic offline segmentation procedure to split a given time series into multiple segments [36]. The sum of the squared deviation of the within-segment data from their respective segment’s average was defined as the segmentation cost which is used as the criterion to decide whether a change point exists [9, 10]. Based on the concept of [36], Aksoy et al. presented a branch-and-bound based algorithm (denoted as AUG), which can efficiently segment long time series without the blocking and pruning procedure [34, 35]. Based on the same concept of [36], Kehagias et al. proposed a dynamic programming based segmentation algorithm (denoted as DP), which is a non-parametric global optimal algorithm and can detect shift trends without knowing the number of segmentation order and the positions of change points [33].

This study aims to detect temporal and spatial trends of annual and seasonal LST on Berkeley Earth LST data. The DP based time series segmentation algorithm was applied to determine multiple change points of annual and seasonal average LST anomaly time series. Then Schwarz’s Bayesian information criterion (BIC) was applied to automatically determine the optimal segmentation order. Based on the optimal segmentation results selected by BIC, the spatial distributions of linear trends (slope estimates) of annual and seasonal LST anomalies corresponding to different homogeneous periods were displayed.

The study is arranged as follows. Section 2 describes data sets together with the DP based time series segmentation algorithm. Section 3 presents the temporal-spatial trend analysis of annual and seasonal LST anomaly series. Conclusions are finally drawn in Section 4.

2. Data and methods

Berkeley Earth has reanalyzed the Earth’s surface temperature record, and obtained a long and accurate monthly mean LST record back to 1701. They released their analysis, programs and established open-access database with all the LST time series data and gridded data used in the BEST study. All the Berkeley temperatures are in Celsius and reported as anomalies relative to the Jan. 1951–Dec. 1980 average.

Annual and monthly average temperatures is over 1750–2015 period with the 95% confidence interval for statistical and spatial under-sampling effects. Monthly gridded temperatures are at a 1° × 1° (latitude × longitude) resolution over 1880–2015 period without confidence interval. For more information on the BEST study, see http://www.berkeleyearth.org.

In this paper, annual and seasonal land surface temperature anomalies for the period Jan. 1880–Feb. 2014 are given compared to their 20th century average, which counts for 134 years. The study area is chosen from 60°S–90°N to 180°W–180°E. Antarctica were not considered because of the low quality of data. The seasonal temperatures were generated by the arithmetic means of three consecutive months that belong to four climatological seasons: spring (from March to May), summer (from June to August), autumn (from September to November), and winter (from December of this year to February of the next year).

The annual and seasonal average LST anomalies were analyzed with the DP based segmentation algorithm. Details about the DP algorithm can be found in many publications [10, 32–36].

A K-th order segmentation of a given time series \( x = (x_1, x_2, \ldots, x_N) \) is a sequence \( t = (t_0, t_1, \ldots, t_K) \) which satisfies \( 0 = t_0 < t_1 < \cdots < t_{K-1} < t_K = N \). The set of all segmentations of \( x \) is denoted by \( T \) and the set of all segmentations of order \( K \) by \( T_K \). \( T = \bigcup_{K=1}^{N} T_K \). The times \( t_0, t_1, \ldots, t_K \) are called change points and \( K \) is called the segmentation order.

Time series segmentation is represented as an optimization problem. The segmentation cost function \( J(t) \) is defined as:
The optimal segmentation order \( \hat{t} \) is given by \( \hat{x}_t = \sum_{\tau=t}^{s} x_\tau / (t - s + 1) \), i.e. the empirical mean. For constant regression:

\[
x_t = a_1 + e_t,
\]

where \( a_1 \) is regression coefficient, and \( e_t \) is stochastic error. For linear regression:

\[
x_t = a_1 + a_2 \cdot t + e_t,
\]

where \( a_1, a_2 \) are regression coefficient, and \( e_t \) is stochastic error.

The optimal segmentation order \( \hat{t} = (\hat{t}_0, \hat{t}_1, \ldots, \hat{t}_K) \) is defined as

\[
\hat{t} = \arg \min_{t \in T} J(t),
\]

and the \( K \)th order optimal segmentation order \( \hat{t}^{(K)} = (\hat{t}_0^{(K)}, \hat{t}_1^{(K)}, \ldots, \hat{t}_K^{(K)}) \) is defined as

\[
\hat{t}^{(K)} = \arg \min_{t \in T_{K}} J(t).
\]

The corresponding minimum segmentation cost is denoted by \( J_K = J(\hat{t}^{(K)}) \). We have

\[
\hat{J}_1 \geq \hat{J}_2 \geq \cdots \geq \hat{J}_N = 0.
\]

Note that \( \hat{J}_N = 0 \) means every segment only contains a single data. But this segmentation result does not convey any information of the time series. This is a segmentation order selection problem, which is an exceptional case of model order selection problem.

Noted that the segmentation order increases exponentially with the number of time series \( N \), Kehagias et al. presented the DP based time segmentation algorithm [33]. The DP based segmentation algorithm efficiently calculates the optimal \( k \)th-order segmentation for \( k = 1, 2, \ldots, K \) as follows: Consider an optimal \( K \)th-order segmentation of a given time series \( x_1, x_2, \ldots, x_t \) and suppose the last segment is \([s + 1, t]\). The first \( K - 1 \) segments form the optimal segmentation of time series \( x_1, x_2, \ldots, x_t \). Specifically, if \( c_t^{(k)} \) is the minimum segmentation cost of \( k \)th order segmentation of time series \( x_1, x_2, \ldots, x_t \), then

\[
c_t^{(k)} = c_s^{(k-1)} + d_{t+1,t}.
\]

According to Equation (8), the optimal segmentation costs and the corresponding optimal change points for \( k = 1, 2, \ldots, K \) can be calculated by the typical DP approach. On termination, the optimal segmentation cost for the \( K \)th-order segmentation has been computed as

\[
c^K_T = J(\hat{t}_K) = \min_{t \in T_K} J(t).
\]

Then, by backtracking, the optimal segmentation \( \hat{t}_k = (\hat{t}_1, \ldots, \hat{t}_k), k = 1, 2, \ldots, K \) have been computed recursively.

A quick procedure for computing the costs \( ds_t \) is the following recursive formulation

\[
ds_{s,t+1} = ds_{s,t} + (t - s + 1)(\mu_{s,t} - \mu_{s,t+1})^2 + (x_{t+1} - \mu_{s,t+1})^2,
\]

where

\[
\mu_{s,t+1} = \frac{(t - s + 1)\mu_{s,t} + x_{t+1}}{t - s + 2}
\]

Determining the optimal segmentation order (the number of segments) is the next step in the segmentation procedure. In this paper, Schwarz’s Bayesian information criterion (BIC) is applied to automatically determine the optimal number of segments. The BIC criterion is defined as

\[
\tilde{J}(K) = N \log(\frac{\tilde{J}(K)}{N - 1}) + R_K \log(N),
\]

where \( R_K \) is the number of parameters of the optimal \( K \)-th order segmentation model and the optimal segmentation order is the value of \( K \) which minimizes \( \tilde{J}(K) \).

3. Results

In this section, annual and seasonal LST anomalies from Jan. 1880 to Feb. 2014 (deviations from the 20th century average) are analyzed by the DP based time series segmentation algorithm to quantify temporal and spatial LST trend changes. The main results contain two aspects. The first aspect is to analyze the trend changes of average LST anomalies at different time scales (i.e. annual and seasonal scales). The second one is to analyze the spatial trends of annual and...
seasonal LST anomalies based on the temporal trend change results.

3.1. Annual and seasonal average LST variations from Jan. 1880 to Feb. 2014

Figure 1 illustrates the temporal evolution of annual and seasonal average LST anomalies during Jan. 1880 to Feb. 2014 (reference period 1901–2000). Negative anomalies and positive anomalies separately represent the cooler and the warmer period relative to the basic period 1901–2000. As can be seen, all temperature anomalies prior to 1920s–1930s are lower than their 20th century average. After 1970s–1980s, all temperature anomalies are higher than their 20th century average.

The statistical characteristics of mean, range, standard deviation (SD), coefficient of variation (CV), skewness, and kurtosis of annual and seasonal average LST anomaly time series from Jan. 1880 to Feb. 2014 (reference period 1901–2000) are given in Table 1.

Figure 2 shows the histograms of annual and seasonal average LST anomaly time series. As can be seen, all the records are not normally distributed because of their tails (positive skew).

Table 2 exhibits the change points of the optimal segmentations up to the 4th-order obtained by the DP based segmentation algorithm for annual and seasonal average LST anomaly time series. The overall linear trends show that the annual and seasonal average LST anomaly time series display increasing trend and the uptrend rates are 0.0101°C/year, 0.0109°C/year, 0.0079°C/year, 0.0092°C/year and 0.0122°C/year, respectively. The uptrend rate of winter temperature anomaly time series is higher than in autumn, spring and summer seasons.

Table 2 also shows the BIC values, which can determine the optimal segmentation order. The opti-

![Fig. 2. Histogram and cumulative distribution for annual and seasonal average LST anomalies (reference period 1901–2000)](image)

![Fig. 1. Annual and seasonal average LST anomaly time series during Jan. 1880 to Feb. 2014 (reference period 1901–2000)](image)
Change points in the optimal segmentations of annual and seasonal average LST anomaly time series for orders $K = 1, 2, 3, 4$.

| Period | $K$ | Change points | BIC |
|--------|-----|---------------|-----|
| Annual | 1   | 1880 2013     | −406.57 |
|        | 2   | 1880 1963, 2013 | −458.68 |
|        | 3   | 1880 1948, 1963, 2013 | −355.78 |
|        | 4   | 1880 1902, 1948, 1963, 2013 | −450.22 |
| Spring | 1   | 1880 2013     | −327.95 |
|        | 2   | 1880 1953, 2013 | −352.27 |
|        | 3   | 1880 1954, 1959, 2013 | −344.10 |
|        | 4   | 1880 1883, 1889, 1953, 2013 | −338.04 |
| Summer | 1   | 1880 2013     | −396.01 |
|        | 2   | 1880 1966, 2013 | −450.99 |
|        | 3   | 1880 1929, 1979, 2013 | −447.86 |
|        | 4   | 1880 1929, 1977, 1981, 2013 | −441.65 |
| Autumn | 1   | 1880 2013     | −336.07 |
|        | 2   | 1880 1963, 2013 | −374.30 |
|        | 3   | 1880 1922, 1973, 2013 | −383.05 |
|        | 4   | 1880 1901, 1922, 1973, 2013 | −381.48 |
| Winter | 1   | 1880 2013     | −297.57 |
|        | 2   | 1880 1963, 2013 | −301.53 |
|        | 3   | 1880 1963, 2006, 2013 | −295.47 |
|        | 4   | 1880 1881, 1963, 2006, 2013 | −288.43 |

Tables 3 and 4 separately show slope and intercept estimates of partial trends of annual and seasonal average LST anomaly series for orders $K = 1, 2, 3, 4$ obtained from the DP based segmentation algorithm. In both tables, the optimal segmentations selected by the BIC are listed by bold letters.

Figure 3 shows that annual average LST anomaly time series (deviations from the 20th century average), and change points identified by the DP based segmentation algorithm together with partial trend signs up to the 4th-order. It can be seen that LST on annual scale exhibits an increasing trend along the whole period (1880–2013). The 2th-order optimal segmentation shows that the change point in 1963. The 3th-order optimal segmentation shows that the first warming spell started in 1880 and ended in 1948, the second warming spell started in 1849 and ended in 1963, while the third warming spell started in 1964 and ended in 2013. The 4th-order optimal segmentation shows that the change points in 1902, 1948 and 1963. In the recent years (1964–2013), the warming trend has accelerated at a rate of 0.0244°C/year.
Fig. 3. Segmentation results of annual average LST anomaly time series during 1880–2013 (reference period 1901–2000) for 2nd-order (top), 3rd-order (middle), and 4th-order (down) together with partial trends. Grey shading is the uncertainties; Red dot lines denote temperature anomaly time series; Magenta dotted lines denote linear trends over the whole period; Blue solid lines denote partial linear trends obtained by the DP based segmentation algorithm; Vertical blank dotted lines provide the locations of the change points.

From Fig. 3a, we can see that the optimal segmentation selected by the BIC has an “increasing-and-then-sharply increasing” trend over time with the change point at 1963. This pattern is replicated except the autumn season. Segmentation results show that the warm spell started in 1880 and ended in 1963 with increasing rate 0.0093°C/year, while the second significant warm spell started in 1964 and ended in 2013 with positive trend 0.0244°C/year.

Figures 4–7 show seasonal average LST time series in the period Jan. 1880–Feb. 2014, and the partial trends up to 4th-order obtained from the DP based segmentation algorithm. It can be seen from Table 2 and Figs. 3–7 that there are some certain consisten-
cies in change points among optimal segmentations of different orders. For instance, the years 1948 and 1963 appear in annual LST anomaly time series, the year 1953 appear in spring season’s, the years 1929
and 1977–1981 appear in summer season’s, the years 1922 and 1973 appear in autumn season’s, and the years 1963 and 2006 appear in winter season’s. Hence some climate changes seem likely to have occurred around the years 1922, 1929, 1948, 1953–1954, 1963, 1977–1981 and 2006.

For optimal segmentation of seasonal average LST anomaly time series selected by the BIC, increasing trends are very evident. All seasons except autumn are similar to the annual average LST anomaly time series, which have “increasing-and-then-sharply increasing” trend with different change points (1953 for spring season, 1966 for summer season, and 1963 for winter season). The spring temperature anomaly time series and partial linear trends sign (Fig. 4a) are similar to the annual series; however, the change point year is 1954 before the change point of annual series. The linear increasing rate is 0.0100°C/year during 1880–1954 and 0.0224°C/year during 1954-2013 respectively. The Summer temperature anomalies (Fig. 5a) increase with rate 0.0056°C/year for the period 1880–1966, followed by a remarkable warm phase 1967–2013 (0.0240°C/year). The Autumn temperature anomalies (Fig. 6b) has a zigzag pattern “increasing-decreasing-increasing” trend over time with the change points at 1922 and 1973. Temperatures for the 1880–1922 period are similar to other seasons and increase to persistent cold conditions until 1922 with the rate of 0.0097°C/year. Afterwards, a slight cold phase (0.0323°C/year) is detected and this trend persists from 1923 to 1973. Then, autumn temperatures are strongly increasing (0.0323°C) for the period 1974–2013. The winter LST anomaly time series (Fig. 7a) prior to 1963/64 are increasing at the rate of 0.0131°C/year. After 1964/65 a strong increase with rate of 0.0240°C/year in temperature is detected.

It is interesting to note that 1925 and 1977 are the years in which the Pacific Decadal Oscillation (PDO) changed from a cool to a warm phase, while 1947 is the year in which PDO changed from a warm to a cool phase. It is also should noted that 1922, 1949, 1954 are La Niña years, while 1929, 1963, 1982 and 2006 are El Niño years.

3.2. Spatial trend analysis of LST anomalies from Jan. 1880 to Feb. 2014

Based on the results of temporal variations of annual average LST anomaly time series (Fig. 8a), the spatial distributions of linear trends (slopes) of annual LST anomalies (reference period 1901–2000) during
the period 1880–1963 and 1964–2013 at a $1^\circ \times 1^\circ$ (latitude $\times$ longitude) are shown in Figs. 8b and 8c. It can be noted that the trends of annual LST anomalies during these two periods are distinctly different. Figure 8b shows that annual temperature in Greenland possesses a more sensitive response to climate change than other regions during the period 1880–1963. Figure 8c reveals that the annual warming trend has increased in almost the entire land surface during the second period 1964–2013. Northern Hemisphere exposes significant warming trend than Southern Hemisphere.

Based on the results of temporal variations of seasonal average LST anomaly time series, the spatial distributions of linear trends (slopes) of seasonal LST anomalies (reference period 1901–2000) during their respective segmentation periods at a resolution of $1^\circ \times 1^\circ$ (latitude $\times$ longitude) are shown in Figs. 9–12. From those figures, we can see the regional differences of trend for the seasonal average LST anomalies.

In spring season, the highest increasing trends of the LST anomalies are apparent in the Greenland and the surrounding area during 1880–1953 (Fig. 9b). While during 1954–2013, warming trends appear at the majority of the land, and North Asia exposes significant warming trends (Fig. 9c). The temperature warming centers are also in Northern Hemisphere, and the upward trend is relatively low in the Southern Hemisphere.

In summer season, a slightly warming trend has been found in Greenland during 1880–1966 (Fig. 10b). During 1967–2013, summer warming trend dominates most parts of land surface and significant warming trend appear along the Mediterranean coast (Fig. 10c). And West Africa is the only region that reveals a slightly decreasing trend.

In autumn season, it is clearly seen from Fig. 11b that cooling trends of LST anomaly have appeared in almost the entire region, especially in the middle-high latitudes of Northern Hemisphere during 1923–1973. While the second period 1974–2013 reveals that warming trends dominate in the middle-high latitudes of the Northern Hemisphere such as Nunavut Territory of Canada, northern Greenland, northern Asia and northern Africa (Fig. 11c).

In winter season, the highest increasing trends of the LST are apparent in the Greenland and the surrounding area during the period 1880/1881–1963/1964 (Fig. 12b). During the period 1964/65–2013/14, winter LST exposes significant warming trends in Northern Hemisphere, such as the America-Alaska region of northern America, Yukon territory of Canada, eastern Europe, and northern Asia (Fig. 12c).

4. Conclusions

In order to detect climate change, this paper analyzed temporal and spatial trend changes of the annual and seasonal LST anomalies during Jan. 1880 to Feb. 2014 (reference period 1901–2000) produced by the Berkeley Earth using DP based time series segmentation algorithms.

The main conclusions are as follows:

1. The annual and seasonal average LST anomalies have several spells, but all the temperature have upward trends, and the increasing extent of LST is the largest in winter.

2. For the optimal segmentation results selected by BIC, only one change point is identified in annual and seasonal average LST anomaly time series except the autumn season series, and these series are seen to present overall behaviors like “increasing–and–then–sharply increasing”. Two change points are identified in autumn average LST anomaly time series, and it has a zigzag pattern “increasing-decreasing-increasing” over time. Annual and seasonal average LST anomaly time series has accelerating tendency in 1960s.

3. All the change points locate around El Niño years, La Niña years, and phase transition years of the Pacific decadal oscillation (PDO).

4. The annual and seasonal average LST anomalies in the Northern Hemisphere possessed a more sensitive response to climate change, especially in high latitude region of the Northern Hemisphere.

5. The DP based time series segmentation algorithm are seen to be very useful for detecting changes in the given hydro-meteorological variables. Using the method, the present work has detected important changes occurring in the annual and seasonal LST anomalies. Further studies are necessary to determine the cause of these phenomena.
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