Late times dark energy transitions at redshifts \( z < 0.1 \) can raise the predicted value of the Hubble constant to the SH0ES value, \( 74.03 \pm 1.42 \)\, (km\,s\(^{-1}\)\,Mpc\(^{-1}\)) or more, while providing an equally good fit as \( \Lambda \)CDM at \( 67.73 \pm 0.41 \), in particular from the cosmic microwave background and baryon acoustic oscillations. These models however do not fully resolve the true source of tension between the distance ladder and high redshift observations: the local calibration of supernovae luminosities well out into the Hubble flow. When tested in this manner by transferring the SH0ES calibration to the Pantheon supernovae dataset, the ability of such transitions to reduce the Hubble tension drops effectively to 69.17 \pm 1.09. Such an analysis should also be used when testing any dynamical dark energy model which can produce similarly fine features in redshift or local void models.

I. INTRODUCTION

The statistically significant disagreement within the \( \Lambda \)CDM model between the value of the Hubble constant measured by the local distance ladder and that inferred from measurement of cosmological observables anchored at recombination by the cosmic microwave background (CMB) is currently the strongest challenge to \( \Lambda \)CDM as the standard model of cosmology.

In particular in \( \Lambda \)CDM, the Planck measurement of \( H_0 = 67.4 \pm 0.5 \) (in units of km\,s\(^{-1}\)\,Mpc\(^{-1}\) assumed throughout)\(^1\) is in 4.4\(\sigma \) tension with the latest SH0ES estimate\(^2\) \( H_0 = 74.03 \pm 1.42 \) based on Type Ia Supernovae (SN) in the Hubble flow. This measurement of \( H_0 \) requires a calibration of the peak luminosity of SN using the local distance ladder. The most precise and mature method, adopted by the SH0ES collaboration, consists in using Cepheid variables as intermediate calibrators, but other approaches are also possible. Using instead a calibration based on the tip of the red giant branch, the Chicago Carnegie Hubble Project (CCHP)\(^3\) finds \( H_0 = 69.6 \pm 0.8(\text{stat}) \pm 1.7(\text{syst}) \)\(^4\), though its robustness to systematic errors has been debated\(^5\). On the other hand using a completely independent method of time-delays of multiply imaged quasars, the H0LiCOW collaboration finds \( H_0 = 73.3^{+1.7}_{-1.8} \)\(^6\), while in complete agreement with the SN on the amplitude and shape of the distance-redshift relation\(^7\). Likewise the Megamaser Cosmology Project provides independent geometric measurements of \( H_0 = 73.9 \pm 3 \) from accretion disks around active galactic nuclei of galaxies in the Hubble flow\(^8\).

As emphasized by Refs.\(^9,10\), the only viable single point solutions to this tension are those that change either the anchor at recombination or for local measurements because of the wealth of intermediate measurements that connect them. Whereas local explanations mainly invoke astrophysical and systematic uncertainties in the local calibration, much recent attention has been focused on adding a so-called “early” dark component which is significant only near recombination to alter the CMB anchor in a specific way\(^12,13\).

In this paper, we consider the converse where there is a late transition in the dark energy density only very near the present epoch, \( z < 0.1 \). Such a transition would escape detection from observables at much higher redshift\(^15\). These models also highlight the difference between raising the value of the Hubble constant, in a manner compatible with the CMB and other high redshift observables, and truly solving the problem underlying the Hubble tension. Since the local distance ladder calibrates SN far into the Hubble flow, if this transition occurs too recently it may raise \( H_0 \) without actually changing the part of the Hubble diagram where the tension is inferred.

In such cases, which we dub late dark energy (LDE) transition models, the traditional analysis of using the SH0ES measurement as a constraint on \( H_0 \) is misleading. A proper analysis requires considering the local distance ladder information as calibrating the absolute magnitude of higher redshift SN. We adopt the approach introduced in Ref.\(^16\) where the SH0ES calibration is transferred to the Pantheon SN dataset\(^17\) and contrast results with the traditional approach.

In §II, we review the LDE transition scenario itself\(^15\). We discuss the methodology for analyzing the local distance ladder information as a measurement of \( H_0 \) vs. a calibration of SN and describe our baseline high redshift datasets in §III. We present results in §IV and discuss them in §V.

II. LATE DARK ENERGY

Following Ref.\(^15\) we consider a late dark energy modification of the \( \Lambda \)CDM expansion history leading to a
fractional change of $\delta$ in the Hubble constant
\[ H_0^2 = \tilde{H}_0^2 (1 + 2\delta) \] (1)
from $\tilde{H}_0$, the prediction for a flat $\Lambda$CDM model with a cosmological constant density $\tilde{\rho}_\Lambda$. This can be obtained in a dark-energy scenario in which the cosmological constant density $\tilde{\rho}_\Lambda$ is modulated by a smooth step function $f(z)$,
\[ \rho_{DE}(z) = [1 + f(z)] \tilde{\rho}_\Lambda, \] (2)
where
\[ f(z) = \frac{2\delta}{\Omega_\Lambda S(0)}, \] (3)
\[ S(z) = \frac{1}{2} \left[ 1 - \tanh \left( \frac{z - z_t}{\Delta z} \right) \right], \] (4)
and $\Delta z$ is the duration of the transition. For $z \gg z_t$, the expansion history is thus indistinguishable from the reference $\Lambda$CDM model. We shall see that this property allows the LDE model to mimic all of the high redshift observables of the reference $\Lambda$CDM model. The LDE model we consider is therefore completely specified by the choice of the three parameters $\{\delta, z_t, \Delta z\}$ in addition to the standard $\Lambda$CDM parameters which control the $z \gg z_t$ universe: $\theta_{MC}$, the effective angle subtended by the CMB sound horizon at recombination; $\Omega_b h^2$, the physical baryon density; $\Omega_c h^2$, the physical cold dark matter density, $\tau$, the Thomson optical depth to recombination; $A_s$, the normalization of the curvature power spectrum at $k = 0.05$ Mpc$^{-1}$; and $n_s$, its tilt. $H_0$ itself is derived from these model parameters.

Although not necessary for our analysis, we can relate the LDE model to a physical model for the dark energy through its equation of state
\[ 1 + w = \frac{1}{3} \frac{(1 + z) f'}{1 + f}. \] (5)
As shown in Ref. [15], this equation of state can be achieved with a minimally coupled scalar field $\phi$ with the potential
\[ V(\phi(z)) = \frac{1}{2} (1 + w(z)) \rho_{DE}(z) = \frac{1}{2} [1 + f] (1 + z) f'/6] \tilde{\rho}_\Lambda. \] (6)
A positive value of $\delta$, i.e. $H_0 > \tilde{H}_0$, requires a phantom equation of state $w < -1$. The sign of the kinetic term must therefore change with $\delta$, leading to a scalar field Lagrangian
\[ L = \frac{\omega}{2} g^\mu\nu \partial_\mu \phi \partial_\nu \phi - V(\phi). \] (7)
While $\delta > 0$ implies a ghost, which is unstable at the quantum level, our aim is to illustrate the phenomenology of a model with this $w(z)$ at the classical level where no instability arises.

We compute observables associated with the LDE model using the Boltzmann solver EFTCAMB [18, 19], a modification of the CAMB [20] code. EFTCAMB uses the effective field theory of dark energy formalism [21, 22] where
\[ c(z) = \frac{1}{2} \rho_{DE}(1 + w(z)), \quad \Lambda(z) = \rho_{DE} w(z), \] (8)
gives the mapping from LDE model parameters to EFTCAMB functions $\{c(z), \Lambda(z)\}$.

III. DATASETS AND METHODOLOGY

We test the LDE model predictions against several complementary datasets that are in tension with the local distance ladder under $\Lambda$CDM. For the exploration of the parameter posterior distribution, we use the Markov Chain Monte Carlo (MCMC) algorithm, implemented in the CosmoMC [23] code. For the statistical analysis of the posterior distributions, we employ the GetDist code [24].

For the high-$z$ side of the Hubble tension, we use the Planck 2018 measurements of CMB temperature, polarization, and lensing power spectra (multipoles range $8 \leq \ell \leq 400$) [1, 25]. We further include BAO measurements of: BOSS galaxies in its DR12 data release [26]; the SDSS Main Galaxy Sample [27]; and the 6dFGS survey [28]. We employ all of the standard nuisance parameters and $\Lambda$CDM priors in these analyses [25].

Central to our analysis is the Pantheon Supernovae sample, which combines SNLS, SDSS and HST supernovae with several low redshift ones [17], spanning the redshift range $z \in [0.01, 2.6]$. The publicly available release of the Pantheon catalog provides SN magnitudes corrected for systematics effects, such as the stretch of the light curve, the color at maximum brightness and the stellar mass of the host galaxy. The apparent magnitude $m$ of each SN after correction is referenced to an arbitrary fiducial absolute magnitude $M_{\rm fid} = -19.34$ that corresponds to a fiducial value of the Hubble constant of $H_0^\text{fid} = 70$ in the $\Lambda$CDM model.\footnote{\url{https://github.com/dscolnic/Pantheon} provides $m - M_{\rm fid}$ in the $H_0^\text{fid} = 70$ convention of [29].} The likelihood of the data for a given luminosity distance $d_L$ and true fiducial absolute magnitude $M$ is

\[ \mathcal{L}_{\text{SN}} = \mathcal{N}(m - M_{\text{fid}}; 5 \log_{10} \frac{d_L}{10\text{pc}} + M - M_{\text{fid}}, \Sigma), \] (9)
where $\mathcal{N}(x, \bar{x}, \Sigma)$ denotes a normal distribution for a data vector $x$, with mean $\bar{x}$, and covariance $\Sigma$. The unknown parameter $M$ is then marginalized. We call the combination of Planck, BAO and Pantheon data the baseline dataset.
In order to test the impact of late transitions in the expansion history on the Hubble tension we also consider the local calibration of the distance ladder from SH0ES [2]. This has been included in our analysis, following two different approaches. In the first approach, following what is usually done in similar analyses of dynamical dark energy, the SH0ES constraint is implemented at redshift \( z = 0 \) as \( H_0 = 74.03 \pm 1.42 \) and added to our baseline dataset. We denote this configuration as baseline+\( H_0 \).

This approach suffers from the fact that if the transition, or more generally the dark energy equation of state, varies substantially between the calibrators of the distance ladder and the SN in the Hubble flow that are used by SH0ES, which goes out to \( z \sim 0.15 \), fitting \( H_0 \) does not necessarily mean fitting the SH0ES data or resolving the actual origin of the \( H_0 \) tension.

Therefore in an alternative approach, adopted by [16, 30], the local distance ladder is not implemented as a separate constraint on \( H_0 \) but is used to calibrate the Pantheon SN fiducial absolute magnitude \( M \) in Eq. (9). The absolute magnitude and its standard deviation \( \sigma_M \) are related to \( H_0 \) and \( \sigma_H_0 \) in \( \Lambda \)CDM by

\[
M = 5 \log_{10} \frac{H_0}{H_0^{\text{fid}}} + M_{\text{fid}} \approx -19.22, \\
\sigma_M = \frac{5}{\ln 10} \sigma_H_0 \approx 0.042.
\]

The modified version of the Pantheon likelihood + SH0ES calibration is then

\[
\mathcal{L} = \mathcal{L}_{\text{SN}} \times \mathcal{N}(M, \bar{M}, \sigma_M^2).
\]

When combined with the Planck and BAO data, we call this dataset baseline+\( M \).

The two different treatments lead to completely equivalent results for the \( \Lambda \)CDM model but entirely different results for the LDE model as we shall see.

IV. HUBBLE TENSION VS. \( H_0 \) VALUES

We begin with the \( \Lambda \)CDM model to establish the baseline and test our two ways of treating the local distance ladder as a constraint on \( H_0 \) vs. on the absolute magnitude of SN \( M \) deep in the Hubble flow. In Tab. I (middle column), we first show the \( \Lambda \)CDM constraints and maximum likelihood (ML) model using only the baseline data, recovering \( H_0 = 67.75 \) for the latter as expected. When testing this model against either the \( H_0 \) or the \( M \) representation of the distance ladder data, this model is a bad fit, but establishes the baseline against which improvements can be measured. A good fit that resolves the Hubble tension should therefore have

\[
\Delta \chi^2_{\text{base}+H_0} \sim -(4.4)^2 \sim -19
\]

\[
\Delta \chi^2_{\text{base}+M},
\]

relative to this model. We therefore use this \( \Lambda \)CDM ML model as the standard for comparison throughout for \( \chi^2 \) values and model differences with Eq. (13) as the criteria for resolving the Hubble tension.

To clarify this approach, we also analyze the \( \Lambda \)CDM model against the baseline +\( H_0 \) or +\( M \) data. The two approaches in \( \Lambda \)CDM are completely equivalent and we list +\( H_0 \) in Tab. I. Notice that the maximum likelihood model now compromises and sets \( H_0 = 68.36 \), providing a worse fit to the baseline dataset \( \Delta \chi^2_{\text{base}} = 2.2 \), but a better fit to the total data \( \Delta \chi^2_{\text{base}+H_0} = -1.2 \) relative to \( \Lambda \)CDM ML model. For brevity we call this alternate model the \( \Lambda \)CDM+\( H_0 \) ML model and use this naming convention for other models below. This model performs equally well in \( \Delta \chi^2_{\text{base}+M} \), but neither satisfy Eq. (13) for Hubble tension resolution. We also obtain nearly identical results for the \( \Lambda \)CDM+\( M \) ML model and parameter constraints and so do not list them explicitly in Tab. I.

For the LDE model, we obtain very different results for the +\( H_0 \) vs +\( M \) cases given in Tab. II. In order to study late time transitions, we place a flat prior of \( 0 \leq z_t \leq 0.05 \) and \( 0 \leq \Delta z \leq 0.05 \) while leaving the flat prior on \( \delta \) uninformative. For the +\( H_0 \) case, the data favors an upward transition for the expansion rate of \( \delta = 0.096 \) (or \( H_0 \approx 74 \)). The LDE+\( H_0 \) ML model pins \( z_t \) to the lowest

\[
\Delta m_{\text{base}+H_0} \sim -0.05
\]

\[
\Delta m_{\text{base}+M},
\]
pear to resolve the Hubble tension by changing $H_0$. This model performs equally well in $\Delta H$ between models for the baseline data as well as for the baseline+M data sets, $\Delta \chi^2_{\text{base}+M}$, here and throughout. The $\Lambda$CDM+$H_0$ ML compromises the fit to the baseline data by 2.2 in order to better fit the $H_0$ data. This model perform equally well in $\Delta \chi^2_{\text{base}+M}$ and likewise the baseline+M ML and analysis (not shown) gives results that are indistinguishable.

### Table I. $\Lambda$CDM maximum likelihood (ML), mean and 1σ uncertainties for parameters under the baseline vs. baseline+$H_0$ dataset analyses. The former, referred to as $\Lambda$CDM ML, provides the reference model against which we quote both the $\Delta \chi^2_{\text{base}}$ between models for the baseline data as well as for the baseline+$H_0$ and baseline+M data sets, $\Delta \chi^2_{\text{base}+H_0}$ and $\Delta \chi^2_{\text{base}+M}$, above, we show the data as offset from the SH0ES central offset for the data. For comparison to the +M analysis, the Pantheon absolute magnitude $M$ is marginalized over and so there is an arbitrary constant upper limits are quoted at 95%CL.

| LDE | baseline+$H_0$ | baseline+M |
|-----|----------------|-------------|
| $100\theta_{MC}$ | 1.014110 (1.04114 ± 0.00029) | 1.041120 (1.04118 ± 0.00029) |
| $\Omega_M h^2$ | 0.02247 (0.02244 ± 0.00013) | 0.02253 (0.02251 ± 0.00014) |
| $\Omega_k h^2$ | 0.11905 (0.11916 ± 0.00091) | 0.11843 (0.11851 ± 0.00091) |
| $\tau$ | 0.0590 (0.0585± 0.0070) | 0.0590 (0.0585± 0.0070) |
| $\ln(10^{10} A_s)$ | 3.045 (3.048 ± 0.014) | 3.051 (3.050 ± 0.015) |
| $n_s$ | 0.9688 (0.9672 ± 0.0036) | 0.9703 (0.9688 ± 0.0037) |
| $\delta$ | 0.096 (0.074± 0.030) | 0.015 (0.017± 0.016) |
| $\Delta z$ | 0.0015 (< 0.035) | 0.0059 (prior limited) |
| $z_t$ | 0 (< 0.027) | 0.043 (prior limited) |
| $H_0$ | 74.01 (72.5 ± 1.85) | 69.06 (69.17 ± 1.09) |

| $\Delta \chi^2_{\text{base}}$ | 0 | 0.9 |
| $\Delta \chi^2_{\text{base}+H_0}$ | −19.5 | −6.3 |
| $\Delta \chi^2_{\text{base}+M}$ | −0.75 | −3.0 |

The two models are indistinguishable in the CMB even at the cosmic variance limit. Thus the LDE+$H_0$ model provides an equally good fit to the baseline datasets $\Delta \chi^2_{\text{base}} \approx 0$, even though $H_0 \approx 74$. Therefore $\Delta \chi^2_{\text{base}+H_0} \approx −19.5$ when $H_0$ data is included, which

$$\Delta M = 5 \log_{10} \frac{74.01}{67.75} \approx 0.192. \quad (14)$$

In the +$H_0$ analysis, the LDE+$H_0$ model would appear to resolve the Hubble tension by changing $H_0$ without significantly distorting the shape of the Pantheon SN Hubble diagram. Similarly, we also show the residuals for the Planck CMB power spectra data in Fig. 2 relative to $\Lambda$CDM ML model. Note that we plot the CMB residuals in units of the cosmic variance per $\ell$ mode, computed as:

$$\sigma_{CV} = \sqrt{\frac{2}{2+\ell} C_{\ell}^{TT}}, \quad TT;$$
$$\sqrt{\frac{1}{2+\ell} C_{\ell}^{EE} + (C_{\ell}^{TE})^2}, \quad TE;$$
$$\sqrt{\frac{1}{2+\ell} C_{\ell}^{EE}}, \quad EE. \quad (15)$$
satisfies the first criterion in Eq. (13) for a resolution of the Hubble tension.

In Fig. 3, we show the posterior constraints on $\delta$ and $H_0$. Notice that in the $+H_0$ case, the two are highly correlated and a positive value for $\delta$ is significantly preferred. The redshift parameters $z_t, \Delta z$ are on the other hand poorly constrained since any model where the transition occurs well below the last Pantheon SN performs equally well. Because of the assumed prior volume in $z_t, \Delta z$ the marginalized constraints on $\delta$ or $H_0$ do not reflect the large improvement of the maximum likelihood model. Note that the mean $\delta$ in Tab. II is shifted down from the maximum because of the non-Gaussianity of the $z_t, \Delta z$ posterior.

On the other hand, although the LDE model can successfully raise $H_0$ to 74 or beyond, it cannot solve the actual source of $H_0$ tension in the distance ladder. When considering the baseline+$M$ analysis, the LDE+$H_0$ ML model performs insignificantly better than the $\Lambda$CDM ML, specifically $\Delta \chi^2_{\text{base}+M} = -0.75$, and so violates the second criterion in Eq. (13). This is because the model places the transition below the last SN redshift of the Pantheon dataset. Thus $H_0$ is no longer constrained by the SN data in the Hubble flow whereas the constraint on $M$ still does impact such data. This is apparent in Fig. 1. The data there have been offset by $\Delta M = 0.192$ from their SH0ES calibrated central values, whereas the error in the latter is $\sigma_M = 0.042$.

When the LDE model is instead analyzed with the baseline+$M$ data there is a much weaker improvement in the ML solution of $\Delta \chi^2_{\text{base}+M} = -3.0$. This model places the transition at $z_t = 0.043$ with a much smaller amplitude of $\delta = 0.015$. Correspondingly $H_0$ itself only rises to 69.06. This behavior is in agreement with the result obtained in [31] using a more general procedure that reconstructs the low redshift expansion history under certain prior smoothness constraints.

In Fig. 1 we also compare this LDE+$M$ model with the Pantheon data. Notice that the transition exploits the slightly lower average magnitudes of the $z \lesssim 0.08$ SN. On the other hand, the data points are still offset by a much larger $\Delta M = 0.192$ from the central SH0ES calibration. In Fig. 2 we show that the Planck residuals are also slightly higher. This reflects the trade off between fitting the high redshift data and the distance ladder data and contributes to the small penalty of $\Delta \chi^2_{\text{base}} = 0.9$ for the model.

Note that $\Delta \chi^2_{\text{base}+M}$ may slightly underestimate the actual improvement associated with the LDE+$M$ model.
Our technique assumes that the $\Lambda$CDM shape of the SN Hubble diagram is a good fit to the Pantheon data when transferring the SH0ES calibration of $M$ to Pantheon. To the extent that the shape differs and the redshift weights of the surveys also differ, this transferal depends on the model. As an upper bound on the improvement we can take the baseline+$H_0$ analysis of the LDE+$M$ ML model which gives $\Delta \chi^2_{\text{base}+H_0} = -6.3$. This would reflect the true improvement if all of the SH0ES SN used to calibrate $H_0$ are well below the transition in redshift, whereas in reality SN out to $z < 0.15$ are employed. Analogously we can think of this as an upper bound on the bias of $\Delta M = (5/\ln 10) \delta \approx 0.03$ on transferring the calibration, which is within the errors of Eq. (11). Moreover this is much less than the shift of $\Delta M \approx 0.2$ as in Eq. (14) required to fully eliminate the Hubble tension. It is therefore clear that the LDE model can only reduce the not fully resolve the source of $H_0$ tension in the local distance ladder despite being able to raise $H_0$ to 74 or higher. The posterior constraints on $H_0$ and $\delta$ are shown in Fig. 3 and correspond to $H_0 = 69.17 \pm 1.09$.

V. DISCUSSION

We have examined the ability of a late dark energy transition to raise $H_0$ and more generally to solve the highly statistically significant tension between its local and high redshift determinations in $\Lambda$CDM. This LDE model is the cosmological analogue of a local void scenario for this tension. By placing a transition at very low redshift $z \ll 0.1$, such a model can raise the local expansion rate to $H_0 = 74$ or beyond without significantly changing any cosmological observables at $z \gg 0.1$, here represented by the CMB temperature, polarization and lensing power spectra, galaxy BAO, and supernovae relative distances. Naively, this would fully resolve the tension and lead to better fits compared with $\Lambda$CDM+$H_0$ model by $\Delta \chi^2 \sim -18$ for essentially one extra parameter, the amplitude of the transition $\delta$.

On the other hand, just as in void scenarios, the problem with such a solution is that if the transition occurs at a redshift $z \lesssim 0.01$, raising $H_0$ does not actually resolve the origin of the Hubble tension which resides in the SH0ES calibrated SN in the Hubble flow, whereas if it occurs at a higher redshift it is constrained to be much smaller than the required amplitude of $\Delta m \sim 0.2$ by the shape of the SN Hubble diagram.

To properly analyze such cases, we have adopted an alternate approach where the SH0ES local distance ladder calibrates the absolute magnitude of the Pantheon supernovae using $\Lambda$CDM as a reference to cross calibrate the samples. In this case, even with the flexibility to set the amplitude, location and width of the transition one can only partially relax the Hubble tension, leading to $H_0 = 69.06$ at maximum likelihood or constraints of $H_0 = 69.17 \pm 1.09$. This relaxation is associated with the ability to put a small amplitude $\Delta m \sim 0.03$ step in the Pantheon SN Hubble diagram at $z \sim 0.08$ whereas a full resolution to the Hubble tension requires a much larger change of $\Delta m \sim 0.2$ which is strongly rejected. While this work was being completed, Ref. [32] reached compatible conclusions for the local distance ladder using an unoptimized test transition from Ref. [15].

More generally, our technique should be used in place of the standard approach of adding $H_0$ as separate constraint for any dynamical dark energy model that allows features in the equation of state with $\Delta z \ll 0.1$. In the future this technique could be improved by a more direct calibration of the effective absolute magnitude of cosmological supernovae datasets.
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