Stochastic and long-distance level spacing statistics in many-body localization
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From random matrix theory all the energy levels should be strongly correlated due to the presence of all off-diagonal entries. In this work we introduce two new statistics to more accurately characterize these long-distance interactions in the disordered many-body systems with only short-range interaction. In the \((p, q)\) statistics, we directly measure the long distance energy level spacings, while in the second approach, we randomly eliminate some of the energy levels, and then measure the reserved \(\eta\)% energy levels using nearest-neighbor level spacings. We benchmark these results using the results in standard Gaussian ensembles. Some analytical distribution functions with extremely high accuracy are derived, which automatically satisfy the inverse relation and duality relation. These two measurements satisfy the same universal scaling law during the transition from the Gaussian ensembles to the Poisson ensemble, with critical disorder strength and corresponding exponent are independent of these measurements. These results shade new insight into the stability of many-body localized phase and their universal properties in the disordered many-body systems.

Sixty years ago Anderson demonstrated that a single particle can be localized by a random potential from destructive interference, known as Anderson Localization (AL) [1–3]. Meanwhile Wigner developed the idea of random matrix theory (RMT) to describe the energy level spacing in heavy atom unclear with strong interaction [4–8]. These two theories correspond to two different physics. In AL, the energy levels are spatially localized with energy level spacings described by Poisson distribution. In RMT, however, the wave functions are spatially delocalized with strong repulsive interaction, and the level spacings are described by Wigner surmise in Gaussian ensembles [9, 10]. The combination of disorder and interaction can give rise to many-body localization (MBL) [11–14], which is an important concept that has been intensively explored in recent years. The transition from ergodic phase to the MBL phase is observed by increasing disorder strength [15–19]. In ergodic phase, the eigenstate thermalization hypothesis (ETH) is valid [20, 21], with entanglement entropy in accord with the volume law [22, 23] and the level spacings follow the Wigner surmise [24]. Conversely, the MBL phase breaks the ETH [25], violates the volume law [26, 27], with level spacings follow the Poisson law [28]. More intriguing features of the MBL phase can be found in [29–31].

The disordered many-body models with short range interaction are obviously totally different from that in RMT, in which all the matrix entries with identical independent distribution are presented. This long range feature can not be captured by the \(r\)-statistics based on nearest-neighbor level spacings [15, 32–34]. In this work we present two new approaches to characterize the long-distance level spacings in a disordered many-body models. In the first approach, we introduce the \((p, q)\) statistics to measure the level spacing ratios between distant energy levels. Meanwhile, we randomly eliminate some of the energy levels, keeping only \(\eta\)% of them, and then measure the reserved levels using \(r\)-statistics. Some analytical expressions are obtained for these statistics, which automatically satisfy the inverse relation and duality relation. We find that the results in the disordered many-body models agree well with the predictions from the standard Gaussian orthogonal ensemble (GOE) and unitary ensemble (GUE). These new statistics also satisfy the universal scaling laws during phase transition from the Gaussian ensembles to the Poisson ensemble (PE), with critical disorder strength and its exponent indepen-
TABLE I. Validity of the unified distribution for the three ensembles. \(\langle r \rangle_{\text{RM}}\) is obtained from Gaussian random matrices with size \(N = 10^4\) averaged over \(2 \cdot 10^4\) realizations, and \(\langle r \rangle_{\text{ch}}\) is obtained from Eq. 6.

| p | q | GOE (\(\beta = 1\)) | GUE (\(\beta = 2\)) | GSE (\(\beta = 4\)) |
|---|---|----------------|----------------|----------------|
| 1 | 1 | 0.5307 | 0.5599 | 0.6095 |
| 1 | 2 | 0.5548 | 0.5505 | 0.6266 |
| 1 | 3 | 0.5606 | 0.5585 | 0.6316 |
| 1 | 4 | 0.5626 | 0.5635 | 0.6332 |
| 2 | 1 | 0.7396 | 0.7383 | 0.7870 |
| 2 | 2 | 0.6744 | 0.6762 | 0.7336 |
| 2 | 3 | 0.6940 | 0.6919 | 0.7539 |
| 2 | 4 | 0.7000 | 0.7002 | 0.7589 |
| 3 | 1 | 0.8202 | 0.8198 | 0.8541 |
| 3 | 2 | 0.7802 | 0.7811 | 0.8258 |
| 3 | 3 | 0.7460 | 0.7464 | 0.7970 |
| 3 | 4 | 0.8181 | 0.7806 | 0.8127 |
| 4 | 1 | 0.8624 | 0.8624 | 0.8888 |
| 4 | 2 | 0.8329 | 0.8335 | 0.8685 |
| 4 | 3 | 0.8132 | 0.8144 | 0.8545 |
| 4 | 4 | 0.7909 | 0.7902 | 0.8347 |
| 5 | 1 | 0.9239 | 0.9242 | 0.9412 |
| 5 | 2 | 0.9157 | 0.9156 | 0.9355 |
| 5 | 3 | 0.9057 | 0.9054 | 0.9285 |
| 5 | 4 | 0.8935 | 0.8947 | 0.9184 |
| 5 | 5 | 0.8997 | 0.9018 | 0.9240 |
| 6 | 1 | 0.9222 | 0.9055 | 0.9259 |

Physical Models and Measurements. We consider the following disordered spin-\(\frac{1}{2}\) spin chain [12, 35–37]

\[
H = \sum_{i=1}^{L} J(e^{i\theta} S_i^+ S_{i+1}^- + \text{h.c.}) + J_z S_i^z S_{i+1}^z + h_i S_i^z,
\]  

where \(h_i\) is a uniform random potential in \([-W, W]\), \(S_{i+L} = S_i\) from periodic boundary condition and \(L\) is the total length of chain. In case \(J_z = J\), previous inversions have unveiled a critical disorder strength \(W_c \sim 3 - 4\) [11, 17, 38, 39]. When \(W < W_c\), it gives an ergodic phase with energy level spacings to be described by GOE (\(\theta = 0\)) or GUE (\(\theta \neq 2\pi n/L, n \in Z\) [40]). In contrast, in the MBL phase (\(W > W_c\)), it follows the Poisson distribution. In the above model, the total spin \(S_{\text{tot}} = \sum S_i^z\) is conserved and in the numerical simulation, we will focus on the largest subspace with \(S_{\text{tot}} = L/2 - [L/2]\). Let us denote the energy levels to be \(\{E_i\}\) sorted in ascending order, and define the \(p\)-level spacing as \(S^p_i = E_{i+p} - E_i\), then we can define the \((p, q)\) level spacing ratios as

\[
r = r_i^{p,q} = \frac{\min(S^p_i - S^q_i)}{\max(S^p_i - S^q_i)}, \quad i, p, q = 1, 2, \ldots
\]  

The picture for this definition is shown in Fig. 1 (a). When \(p < q\), there is no overlap between the two \(p\)-level spacings; while when \(p > q\), some overlap between them exists. In the second approach, we randomly eliminate some of the energy levels, keeping only \(\eta\%\) of them, which is then measured using the nearest-neighbor \(r\)-statistics (see Fig. 1 (b)). These two measurements aim to explore the long-distance energy level interactions induced by the random potential, which is a typical feature RMT.

Random Gaussian Ensembles. To further benchmark these results, we consider these measurements in the Gaussian ensembles belonging to GOE, GUE and Gaussian symplectic ensemble (GSE) for \(\beta = 1, 2, 4\), respectively. The joint distribution function (JDF) is [5],

\[
\rho_{\beta}(E_1, ..., E_N) = C_{\beta,N} \prod_{i<j} |E_i - E_j|^\beta e^{-\frac{1}{2} \sum E^2_i}.
\]  

To determine the distribution of \(r_i^{p,q}\), we need to consider the JDF at least with order \(N = p + q + 1\). In the above equation, we can define \(E_1 = \lambda_0\), \(E_i = \lambda_0 + \sum_{j=1}^{i-1} \lambda_j\) \((i = 2, 3, \ldots, N)\), then we obtain

\[
P_{\beta}(r, p, q) \propto \int \prod_{n=0}^{p+q} d\Lambda_n \rho_{\beta}(\Lambda_0^a, \ldots, \Lambda_{p+q}^a) \delta(r - \frac{\Lambda_{p+q}^a}{\Lambda_1^a}),
\]  

where \(\Lambda_a^b = \sum_{j=a}^{b} \lambda_j\). For \(p = q = 1\) and \(N = 3\), the distribution \(P_{\beta}(r, 1, 1)\) is studied in [32]. For \(N = 4\), we can obtain \(P_{\beta}(r, 1, 2)\) and \(P_{\beta}(r, 2, 1)\), which can also be found in [41]. For \(N > 4\), this expression will become formidable. By analysing the solvable cases with \(N \leq 4\), we find that the following quadratic function will always be presented in square root,

\[
g(r, k) = a_k + \text{sgn}(q-p)kr + ak r^2,
\]  

where \(k = |p-q| + 1\) and \(a_k = a_{k-1} + k\) with \(a_0 = 0\), and \(\text{sgn}(x)\) is the sign function with \(\text{sgn}(0) = 1\). Here \(k\) can be regarded as how many energy levels are spaced between two spacings for \(p < q\), or the overlap between them for \(p > q\). Obviously, \(g(r, k) > 0\) for any \(r\) and \(k\). The key observation is that we assert this quadratic function is essential for the distribution function.

For \(p \leq q\), we obtain a very accurate approximated distribution \(P_{\beta}(r, p, q)\), which is given by

\[
P_{\beta}(r, p, q) = C_{\beta} \frac{(r + k^2)^{\beta_p}}{[g(r, k)]^{(1 + \frac{k}{2})^\beta_p}},
\]  

where \(\beta_p = \frac{\binom{p+1}{2} + \beta + p - 1}{2}\) and \(C_{\beta}\) is the normalized constant. This unified distribution for the three ensembles are one important finding in this work. It has a number of interesting features. (I) It automatically satisfies the inverse relation [32],

\[
P_{\beta}(r, p, q) = P_{\beta}(1/r, p, q)/r^2,
\]  

as required by definition of Eq. 2. (II) When \(p = q\), we find \(k = 1\) and \(a_k = 1\), which will yields duality between
GOE and GSE as following,
\[ P_1(r, 2p, 2p) = P_4(r, p, p), \quad p = 1, 2, 3, \ldots \]  
(8)
It means that the \((2p, 2p)\) distribution in GOE is the same as \((p, p)\) distribution in GSE. Two examples \((p = 1, 2)\) for this duality can be found in Table I, and more examples are listed in Ref. [42]. The duality for \(p = 1\) has been unveiled by Forrester in [43] from the exact duality in sense of JDF. Our numerical results may suggest more relations in these ensembles. For instance, we may even find \(P_1(r, 7, 7) = P_2(5, 5)\) with \(\langle r \rangle_{RM} = 0.8602\) [42].
For \(p > q\), there is an overlap between adjacent level spacings. We find that the distribution of \(r\) can also be given by Eq. 6 with some different \(\beta_p\), which can be written as \(\beta_p = ap^2 + bp + c\) for the same \(q\) and \(\beta\). The values for \(a, b\), and \(c\) are fitting parameters [44]. In Table I we present \(\langle r \rangle_{p}\) (solid lines) and \(\langle r \rangle_{RM}\) (open symbols) from the Gaussian ensembles, which exhibit excellent agreement between these two descriptions.
Next we discuss the stochastic level spacing ratios \(r'\) by considering some randomly selected energy levels (see Fig. 1 (b)). We find that the distribution in these three ensembles can still be written as,
\[ P_{\beta}(r') = C_{\beta}' \left( \frac{r'}{1 + tr' + r'^2} \right)^{\eta}, \]
(9)
where \(C_{\beta}'\) is a normalized constant and \(t\) and \(\beta'\) are fitted parameters, which depends on \(\eta\). This new distribution also satisfies the inversion symmetry in Eq. 7. The numerical results and their best fitting can be found in Fig. 2 (a) - (d), and their corresponding \(\beta'\) and \(t\) are presented in Fig. 2 (e) - (f). When \(\eta \to 0\), we find \(\beta' \to 0\) and \(t \to 2\), which realizes a transition from Gaussian ensembles to Poisson distribution,
\[ P_{PE}(r') = \frac{2}{(1 + r')^2}. \]
(10)
This is expected since the stochastic energy levels in the small \(\eta\) limit has completely erased the correlation between them, which is the essential assumption during the derivation of Poisson distribution [5]. With this method we may realize some distributions in Laguerre \(\beta\)-ensembles [45, 46], which exhibit some dualities in JDF [43]. These results also demonstrate the excellent predictability of Eqs. 6 and 9.

**Poisson Ensemble.** Now we consider the \((p, q)\) statistics for Poisson random variables \(\{E_i\}\). Using the previous method, we find
\[ P_{PE}(r, p, q) = \int_0^\infty d\lambda \prod_{i=1}^p d\lambda_i \prod_{j=p+1}^{p+q} d\lambda_j e^{-\lambda_1-\lambda_{p+q} \delta(r - \frac{\Lambda_1+\Lambda_{p+q}}{\Lambda_1 + x})}. \]
(11)
For \(p \leq q\), the distribution \(P_{PE}(r, p, q)\) is given by
\[ P_{PE}(r, p, q) = \frac{r_{p-1}}{C_p (1 + r)^2q}. \]
(12)
When \(p = 1\), this function yields Eq. 10. Then we obtain \(\langle r \rangle_{PE} = F_1(2p, 1 + p; 2 + p; -1)\Gamma(1 + p)p/2F_1(p, 2p; 1 + p; -1)\Gamma(2 + p)\), where \(2F_1\) is the hypergeometric series [47, 48]. The values of this mean value for \(p = 1\) to 6 can be found in Ref. [42]. This distribution also satisfies the inverse relation in Eq. 7.
For \(p > q\), we denote \(x = \Lambda_{q+1}^\beta\), then Eq. 11 can be rewritten as
\[ P_{PE}(r, p, q) = \int_0^\infty dx \prod_{i=1}^q d\lambda_i \prod_{j=p+1}^{p+q} d\lambda_j e^{-\lambda_1 - \lambda_{p+q} \delta(r - x + \frac{\Lambda_{p+q}}{\Lambda_1 + x})}. \]
(13)
For \(0 < r < 1\), we find \(P_{PE}(r, p, q)\) can be expressed as
\[ P_{PE}(r, p, q) = \frac{2^{p-1}}{(1 + r)^2q} \sum_{m=0}^{2q-1} r^m w_m, \]
(14)
where \(w_m\) is given by
\[ w_m = (-1)^n \mathcal{Y}_{q,n+1}^p \mathcal{Y}_{q,n-1}^p \mathcal{Y}_{q,n-m-1}^p, \]
(15)
FIG. 4. GUE with $\theta = \pi/28$. (a) In ergodic phase ($W = 1$). (b) - (c) The variation of $\langle r \rangle$ for different $(p, q)$ and $\eta$, respectively. (e) - (f) Methods to extract $W_c$ and $\nu$. The other legend descriptions are the same as that in Fig. 3.

Many-body systems and MBL. Finally we use the above results to understand the distribution in Eq. 1. In GOE (Fig. 3), we consider $J = 1/2$, $J_z = 1$ and $\theta = 0$ and in GUE (Fig. 4), we consider $J = J_z = 1$ and $\theta = \pi/28$. We employ the exact diagonalization (ED) method to study these two new statistics in a finite system and compare them with the analytical expressions obtained in the previous paragraphs. We normalize the eigenvalues using $\varepsilon = (E - E_{\text{min}})/(E_{\text{max}} - E_{\text{min}})$, where $E_{\text{min}}$ ($E_{\text{max}}$) are the energies of the ground state (highest excited state) of the system. For different $\varepsilon$, there is a different $W_c$, indicating of many-body mobility edges [17, 50–52]. In this paper, we mainly discuss the case of $\varepsilon = 0.5 \pm 0.15$ in the middle of the spectra. For $(p, q)$ level spacing ratios, the results are shown in Fig. 3 (a) - (b) and Fig. 4 (a), with $W = 1$ to the physics in GOE or GUE, and $W = 10$ to that in PE. In Fig. 3 (c) - (d) and Fig. 4 (b) - (c), we give the variation of $\langle r \rangle$ with $W$ for different $(p, q)$ and $\eta$. In Fig. 3 (e) - (h) and Fig. 4 (d) - (f), we show our new statistics also satisfy the scaling laws. For $\theta = 0$ (GOE), we obtain $W_c \approx 3.13 \pm 0.02$ and $\nu \approx 0.94 \pm 0.03$, in consistent with Ref. [17] with $W_c \approx 3.72$ and $\nu \approx 0.91 \pm 0.03$ [53]. For $\theta = \pi/28$ (GUE), we obtain $W_c \approx 5.44 \pm 0.03$ and $\nu \approx 0.95 \pm 0.04$. All these results shown that the critical disorder strength $W_c$ and the exponent $\nu$ do not change significantly in these two measurements with different $(p, q)$ and $\eta$, demonstrating their universality in Gaussian ensembles.

Conclusion. We introduce two new approaches to characterize the long-distance energy level interactions in the disordered many-body systems. Some analytical distri-

\[ \Gamma(p + b + 1)/\Gamma(p + a). \]
butions with high accuracy are obtained by benchmarking these results against the RMT. These expressions also automatically satisfy the inverse relation and duality relation. These new statistics also yield some universal scaling laws, in which the critical exponent and critical disorder strength are almost independent of the choice of the two different statistics. Our results indicate that although the physical models are made by short-range interaction, their energy levels are long-range correlated. These features may also be revealed from the entanglement entropy \cite{Santoro, Fonseca, Ponte}, inverse participation ratios \cite{Serbyn, Kjall, Huse} and spin imbalance \cite{Atas} using only a fraction of spectra. Our results demonstrate the robustness of MBL phases and their universal features.
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