A variational principle for the axisymmetric stability of rotating relativistic stars
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Abstract

It is well known that all rotating perfect fluid stars in general relativity are unstable to certain non-axisymmetric perturbations via the Chandrasekhar–Friedman–Schutz (CFS) instability. However, the mechanism of the CFS instability requires, in an essential way, the loss of angular momentum by gravitational radiation and, in many instances, it acts on too long a timescale to be physically/astrophysically relevant. It is therefore of interest to examine the stability of rotating, relativistic stars to axisymmetric perturbations, where the CFS instability does not occur. In this paper, we provide a Rayleigh–Ritz-type variational principle for testing the stability of perfect fluid stars to axisymmetric perturbations, which generalizes to axisymmetric perturbations of rotating stars a variational principle given by Chandrasekhar for spherical perturbations of static, spherical stars. Our variational principle provides a lower bound to the rate of exponential growth in the case of instability. The derivation closely parallels the derivation of a recently obtained variational principle for analyzing the axisymmetric stability of black holes.
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1. Introduction

Based on the work of Chandrasekhar [1], and Friedman and Schutz [2], Friedman [3] developed a canonical energy method for studying the linear stability of perfect fluid stars in general relativity\textsuperscript{4}. The method consists of using a Lagrangian formulation of the Einstein-
perfect fluid system to define a quantity, $\mathcal{E}(\delta X)$, known as the canonical energy, that is given by an integral over a Cauchy surface $\Sigma$ of an expression that is bilinear in the perturbed initial data, $\delta X$. It can then be shown that $\mathcal{E}(\delta X)$ is gauge invariant, conserved (i.e., independent of the choice of $\Sigma$), and has positive flux at null infinity. Furthermore, when restricted to a certain subspace $\mathcal{V}$ of perturbations that have vanishing Lagrangian change in circulation\(^5\), $\mathcal{E}(\delta X)$ is degenerate on, and only on, perturbations to other stationary solutions. It follows that if $\mathcal{E}(\delta X)$ is always positive on $\mathcal{V}$, then it provides a conserved norm that excludes the possibility of mode instability. On the other hand if there exists a perturbation $\delta X \in \mathcal{V}$, for which $\mathcal{E}(\delta X) < 0$, then this perturbation must be unstable in the sense that it cannot settle down to a stationary solution at late times, since the positive flux property implies that the canonical energy of this limiting stationary solution be must strictly negative, in contradiction with the fact that the canonical energy vanishes for stationary perturbations. Thus, positivity of $\mathcal{E}$ is a general criterion for stability. Friedman [3] was further able to show that for any rotating perfect fluid star in general relativity, one always can find perturbations $\delta X$ with angular dependence $e^{i m \phi}$ for large enough $m$ such that $\mathcal{E}(\delta X) < 0$. Thus, all rotating stars are unstable (the CFS instability).

The canonical energy method for showing existence of an instability has a great advantage over the straightforward approach of finding growing solutions to the linearized field equations, since one need not solve the full set of linearized equations; rather, one only needs to find a solution, $\delta X$, of the linearized initial-value constraint equations that has negative canonical energy. However, the canonical energy method directly shows instability only in the weak sense of the previous paragraph—the impossibility of settling down to a stationary end-state—rather than proving the existence of an exponentially growing mode. Furthermore, if a perturbation $\delta X$ is found with $\mathcal{E}(\delta X) < 0$, there is no information directly available from the canonical energy method on the growth rate of the instability. Indeed, for stars that are not highly relativistic and rapidly rotating, the growth timescale for the CFS instability is expected to be longer than astrophysically relevant timescales. However, there is no known way of determining the growth timescale of the CFS instability from the canonical energy method.

Several years ago, the canonical energy method was extended to the case of vacuum black holes in arbitrary dimensions [6]. In this case, it was necessary to restrict consideration to axisymmetric perturbations because there are now two boundaries through which canonical energy can pass: null infinity and the black hole horizon. As in the fluid star case, the net flux of canonical energy through null infinity is positive if canonical energy is defined with respect to the Killing field of the background spacetime that is timelike at infinity. However, the net flux of canonical energy through the horizon is similarly positive only when it is defined relative to the horizon Killing field. If the black hole is static, then these Killing fields coincide, and one can make the same type of arguments as above. However, for a rotating black hole, these two notions of canonical energy agree only for axisymmetric perturbations, so one may make the above stability arguments only for the case of axisymmetric perturbations\(^6\).

Recently, it was shown that for arbitrary perturbations of static black holes and for axisymmetric perturbations of rotating black holes, the canonical energy approach can be extended so as to obtain information on the rate of exponential growth of instabilities. The

---

\(^5\) Vanishing Lagrangian change in circulation is a necessary condition for perturbations to be in the subspace $\mathcal{V}$, but it is not sufficient; see [4] for the full discussion.

\(^6\) For the case of asymptotically AdS black holes, there is again only one boundary through which canonical energy can pass—namely, the black hole horizon—so one need not restrict to axisymmetric perturbations in this case, and one can prove that any asymptotically AdS black holes with an ergoregion must be unstable [7].
key idea in this extension is to break up a perturbation into its odd and even parts under the $t$ or $t \rightarrow \phi$ reflection isometry of the background solution [8–10]. The canonical energy will correspondingly break up into a sum of two pieces, which we refer to, respectively, as the ‘kinetic energy’ and ‘potential energy’ of the perturbation. It was shown in [11] that the kinetic energy is always positive. Therefore, an instability can occur only if the potential energy can be made negative. The main result then proven in [11] is that if the potential energy can be made negative for a perturbation that can be expressed as the time derivative of another perturbation, then that perturbation must grow exponentially with time. Furthermore, a Rayleigh–Ritz type of variational principle can be given, which provides a rigorous lower bound on the rate of exponential growth.

The purpose of this paper is to extend the variational principle results of [11] to the case of perfect fluid stars in general relativity that are either static, or stationary and axisymmetric with circular flow. Since no horizon is present, the canonical energy method by itself does not require us to restrict consideration to axisymmetric perturbations. However, for non-axisymmetric perturbations of stationary-axisymmetric rotating stars, the CFS instability implies that the kinetic energy cannot be positive definite. Since positivity of kinetic energy is the key property needed to establish exponential growth and obtain a Rayleigh–Ritz type of variational principle, our results in this regard will apply only to axisymmetric perturbations of stationary-axisymmetric stars; for static stars we will not require this restriction. Our analysis will closely follow [11], but with significant simplifications from the absence of a black hole horizon and significant complications from the nature of the Lagrangian formulation of perfect fluids.

The remainder of this paper is organized as follows. In section 2 we review the Lagrangian formulation of perfect fluids and describe the background spacetime of interest. In section 3 we review the symplectic structure and canonical energy of linearized perturbations of the Einstein–fluid star and define the space of perturbations that we consider. In section 4, we split the canonical energy into ‘kinetic’ and ‘potential’ parts and prove that the kinetic energy is positive definite. In section 5, we use the positivity of kinetic energy to show that negative potential energy implies the existence of an exponentially growing perturbation, and we derive our variational formula for the growth rate. In section 6 we provide an explicit algorithm to compute the variational formula and show that, for spherically symmetric perturbations of static spherically symmetric stars with a ‘barotropic’ fluid equation of state, it reduces to that of [13–15].

We will use an abstract index notation for tensor fields. Greek letters $\mu$, $\nu$, ... denote tensors on spacetime $\mathcal{M}$ (e.g. $u^\mu$ is the 4-velocity vector) while, Latin letters $a$, $b$, ... denote tensors on a spacelike hypersurface $\Sigma$ (e.g. $u^a$ is the projection of $u^\mu$ into $\Sigma$). Differential forms will be denoted by a bold-face when using an index-free notation (e.g. $\mathbf{N}$ is the particle current 3-form).

2. Background spacetime

A Lagrangian formulation of the Einstein-perfect fluid system was described in [3, 4, 16]. In this formulation, one introduces a fiducial manifold $\mathcal{M}'$ that is diffeomorphic to the spacetime...
Further, one chooses on $M'$ a fixed scalar field $s'$ and a fixed 3-form $N'$ such that
\[d(N') = d(s'N') = 0.\] (2.1)

The dynamical fields are given by the pair
\[\Psi := (g_{\mu\nu}, \chi),\] (2.2)
where $g_{\mu\nu}$ is a spacetime metric on $M$ and $\chi : M' \to M$ is a diffeomorphism.

The physical variables of the fluid are then obtained from these dynamical variables as follows: the pushforwards $s = \chi_* s'$ and $N = \chi_* N'$ are, respectively, the entropy per particle and the particle current 3-form. The particle number density, $n$, and the fluid 4-velocity, $u^\mu$, are then given by the relations
\[n = \left(\frac{1}{3!}N_{\mu\nu\lambda}N^{\mu\nu\lambda}\right)^{1/2}; \quad N_{\mu\nu\lambda} = nu^\rho \varepsilon_{\rho\mu\nu\lambda}.\] (2.3)

It follows that $n \geq 0$ and that $u^\mu$ is a unit future-directed time-like vector field. The energy density, $\rho$, is assumed to be given in terms of $n$ and $s$ by specifying an equation of state
\[\rho = \rho(n, s).\] (2.4)

The pressure, $p$, is then given by the thermodynamic relation
\[p = n \frac{\partial \rho}{\partial n} - \rho.\] (2.5)

We assume that the equation of state is chosen so that
\[\rho \geq 0; \quad p \geq 0; \quad 0 \leq c_s^2 \leq 1,\] (2.6)
where
\[c_s^2 := \frac{\partial p/\partial n}{\partial \rho/\partial n}.\] (2.7)

Under these conditions, the Einstein-perfect fluid equations are well-posed (see, e.g., [17]). The Lagrangian 4-form for the Einstein-perfect fluid system is
\[L = L_{GR} + L_{\text{fluid}} = \left[\frac{1}{16\pi}R - \rho(n, s)\right]e.\] (2.8)

Varying with respect to the dynamical fields $\Psi = (g_{\mu\nu}, \chi)$ gives the Einstein-fluid equations of motion,
\[-\frac{1}{16\pi}G_{\mu\nu} + \frac{1}{2}T_{\mu\nu} = 0,\] (2.9a)
\[-\nabla^\mu T_{\mu\nu} = 0.\] (2.9b)

\[\text{9 It is assumed/required here that the diffeomorphism } \chi \text{ is such that } N_{\mu\nu\lambda}N^{\mu\nu\lambda} \geq 0.\]

\[\text{10 Of course, the second equation follows from the first. Outside of the Lagrangian formulation there is an additional field equation, namely conservation of particle number, } \nabla_\mu (nu^\mu) = 0, \text{ but in the Lagrangian formulation this follows automatically from equation (2.1). Similarly conservation of entropy, } \nabla_\mu (su^\mu), \text{ follows from equation (2.1). The } u^\mu \text{-component of equation (2.9b) follows automatically from conservation of particle number and entropy, and the remaining components give the Euler equation (2.17).}\]
where
\[ T^{\mu\nu} = (\rho + p)u^\mu u^\nu + p g^{\mu\nu}. \] (2.10)

is the perfect fluid stress–energy tensor.

We consider globally hyperbolic, asymptotically flat solutions of the Einstein-perfect fluid equations in \((3 + 1)\)-dimensions that represent a 'star' in *dynamic equilibrium*, i.e., solutions for which \(N\) has compact spatial support that are either static or stationary-axisymmetric. In the static case, the spacetime possesses a \(t\)-reflection symmetry, by definition. In the stationary-axisymmetric case we only consider solutions having *circular flow*, meaning that the fluid velocity lies in the plane spanned by the Killing fields, i.e.
\[ u^\mu = \frac{t^\mu + \Omega \phi^{\mu}}{V}, \] (2.11)

where \(V\) is a normalization factor so that \(u^\mu\) is unit-time-like. It then follows that the spacetime possesses a \((t–\phi)\)-reflection symmetry \([8, 9]\). The \(t\) or \(t–\phi\) reflection symmetries play a key role for our results, as they will allow us to define a preferred decomposition of the canonical energy into kinetic and potential parts.

Let \(\Sigma\) be a Cauchy surface for the spacetime. Below, we will choose \(\Sigma\) to be invariant under the reflection isometry but we need not make this choice now, and it will be convenient not to do so until later so that the variations of our equations will hold for general perturbations, where the reflection isometry need not be present. Let \(\Sigma_t\) denote the foliation obtained by applying time translations to \(\Sigma\). Let \(\nu^\mu\) denote the future-directed unit normal to \(\Sigma\). We decompose the time-translation Killing vector field, \(\nu^\mu\), into its normal and tangential parts relative to \(\Sigma\), referred to as the *lapse*, \(N = -\nu^\mu t_\mu\), and *shift*, \(N^\mu\), on \(\Sigma\).

Let \(h_{ab}\) denote the induced metric on \(\Sigma\) and let \(K_{ab}\) denote the extrinsic curvature of \(\Sigma\). The initial data for the gravitational variables on \(\Sigma\) is given by \((\pi^{ab}, h_{ab})\) where \(\pi^{ab} = \sqrt{h} (K^{ab} - K h^{ab})\) is the canonical momentum-density conjugate to \(h_{ab}\). In order to correspond to a solution of Einstein’s equation \((2.9a)\), the initial data must satisfy the constraint equations \(\mathcal{C}^\mu = 0\), with
\[ \mathcal{C}^\mu := \nu_\mu \mathcal{C}^\nu = \frac{1}{16\pi} \left[ -R + \frac{1}{h} \left( \pi^{ab} n_{ab} - \frac{1}{2} (n_a)^2 \right) \right] + E, \] (2.12a)
\[ \mathcal{C}^a := h_{a}{}^b \mathcal{C}^b = \frac{1}{16\pi} \left[ -2 D_a \left( \frac{n^{ab}}{\sqrt{h}} \right) - J^a \frac{\sqrt{h}}{\sqrt{h}}, \right] (2.12b) \]
where \(D_a\) denotes the covariant derivative on \(\Sigma\) compatible with \(h_{ab}\), and \(R_{ab}\) is the Ricci curvature of \(h_{ab}\). The matter contributions are defined as
\[ E := \nu_\mu \nu_\nu T^{\mu\nu}, \] (2.13a)
\[ J^a := -\sqrt{h} \nu_\mu h_{\mu}{}^a T^{\mu\nu}, \] (2.13b)
where \(h_{\mu}{}^a\) is the projection tensor into \(\Sigma\).

The ADM time evolution equations for the gravitational initial data are (see section VI.6 \([19]\))^12:

11 In higher dimensions, the arguments of \([8, 9]\) cannot be applied, but the existence of a \((t–\phi)\)-reflection symmetry can be shown by the arguments given in \([10, 18]\).

12 Note that we have set Newton’s constant \(G_N = 1\), while \([19]\) uses the convention that \(8\pi G_N = 1\). Also, following \([20]\) we define the extrinsic curvature by \(K_{ab} := \frac{2}{\sqrt{h}} h_{ab}\) which differs by a sign from \([19]\).
\[ \frac{1}{\sqrt{\gamma}} \pi^{ab} = -N \left( R^{ab} - \frac{1}{2} R h^{ab} \right) + \frac{N}{2k} h^{ab} \left( \pi_{cd} \pi^{cd} - \frac{1}{2} (\pi^{\mu})^2 \right) - \frac{2N}{k} \left( \pi^{ac} \pi^b_c - \frac{1}{2} \pi^{bc} \pi^{ab} \right) + D^a D^b N - h^{ab} D^2 N + D_c \left( \frac{1}{\sqrt{h}} \pi^{\alpha (a} D^b \pi^b_{\alpha)} \right) - \frac{2}{\sqrt{h}} \pi^{\alpha (a} D_c N^{b)} + 8 \pi N^{ab}, \]  
\[
(2.14a)
\]
\[ \hat{h}_{ab} = \frac{2N}{\sqrt{h}} \left( \pi_{ab} - \frac{1}{2} \pi^{\mu} \pi_{\mu ab} \right) + 2D_{(a} N_{b)}, \]  
\[
(2.14b)
\]
where the overdot denotes \( \dot{} \) and

\[ D^2 := D^a D_a \]  
\[
(2.15)
\]
is the Laplacian on \( \Sigma \), and \( T^{ab} := h^{a}_{\nu} h^{b}_{\mu} T^{\nu \mu} \). Since we are considering stationary background spacetimes, the left side of equation (2.14) vanishes in the background.

In terms of the fluid variables, the matter contributions to the constraints and ADM equations are

\[ E = \rho + (\rho + p) u^2, \]  
\[
(2.16a)
\]

\[ J^i = \sqrt{h} (\rho + p) \sqrt{1 + u^2} u^i, \]  
\[
(2.16b)
\]

\[ T^{ab} = (\rho + p) u^a u^b + \rho h^{ab}, \]  
\[
(2.16c)
\]
where \( u^a := h^{a}_{\nu} u^\nu \) and \( u^2 := h_{ab} u^a u^b \) so that \( u^2 = -\sqrt{1 + u^2} \).

The projection to \( \Sigma \) of the Euler equation, \( h_{\nu}^a (\delta^\nu_\rho + u^\nu u_\rho) \nabla^\rho T^{\nu \rho} = 0 \), can be written as

\[
\dot{u}^a = E_N u^a - \sqrt{1 + u^2} D^a N - \frac{2N}{\sqrt{h}} u^a u^b + \frac{N}{\sqrt{h}} \pi^b_{\mu} u^\mu - \frac{N}{\sqrt{1 + u^2}} u^a D_b u^b \\
- \frac{1}{\rho + p} \left[ \frac{N}{\sqrt{1 + u^2}} (h^{ab} + u^a u^b) D_b p + u^a (p - N^b D_b p) \right],
\]  
\[
(2.17)
\]

We can significantly further simplify the right side of equation (2.14) by choosing \( \Sigma \) to be invariant (i.e., mapped into itself) under the \( t \)-reflection isometry (in the static case) or the \( (t \phi) \)-reflection isometry (in the stationary-axisymmetric case). We first discuss the stationary-axisymmetric case, and then make the additional simplifications that occur in the static case. In the stationary-axisymmetric case, \( \Sigma \) is obtained by taking the orbits under the action of the axial Killing field \( \phi^\mu \) of the two-dimensional surfaces orthogonal to \( t^\mu \) and \( \phi^\mu \). It follows immediately that \( \phi^\mu \) is tangent to \( \Sigma \), so we may denote it as \( \phi^\mu \). The restriction to \( \Sigma \) of the \( (t \phi) \)-reflection isometry, \( i \), then maps the 2-surfaces orthogonal to \( \phi^\mu \) to themselves and satisfies

\[ i^* \phi^\mu = -\phi^\mu; \quad i^* h_{ab} = h_{ab}; \quad i^* \pi^{ab} = -\pi^{ab}. \]  
\[
(2.18)
\]
Since \( \pi^{ab} \) is odd under \( i^* \), it follows that \( \pi^{ab} \) takes the form

\[ \pi^{ab} = 2 \sqrt{h} \pi^{(a} \phi_{b)} \]  
\[
(2.19)
\]
with \( \pi_{a} \phi^{a} = 0 \). Since \( t^\mu \) is odd under the \( (t \phi) \)-reflection isometry, it also follows that

\[ t^\mu = N \phi^\mu + \hat{N} \phi^\mu, \]  
\[
(2.20)
\]
i.e., the shift vector takes the form \( N^a = \hat{N} \phi^a \). Finally, since \( \phi^a \) is 2-surface orthogonal Killing field on \( \Sigma \), we have

\[ D_{\mu} \phi_{a} = -\Phi^{-1} \delta_{[a} D_{b]} \phi_{}, \]  
\[
(2.21)
\]
where
\[ \Phi = h_{ab} \phi^a \phi^b. \]  
(2.22)

Since the fluid flow is circular it follows that
\[ u^a = U \phi^a; \quad u^2 = \Phi U^2 \]  
(2.23)
and from equation (2.16) that
\[ J^a = \mathcal{J} \phi^a, \]  
(2.24a)
\[ T^{ab} = \mathcal{T}^{ab} + \mathcal{T}_b \phi^c \phi^b, \]  
(2.24b)
where \( \mathcal{T}^{ab} \phi^b = 0 \). In other words, \( J^a \) is 'axial' (odd under \( \phi \)-reflection) while \( T^{ab} \) is 'polar' (even).

With the above choice of \( \Sigma \), the constraint equations (2.12) become:
\[ R = 2 \Phi \pi^a \pi^a + 16 \pi E, \]  
(2.25a)
\[ D_a (\Phi \pi^a) = -8 \pi \Phi \mathcal{J}. \]  
(2.25b)

In addition, the ADM evolution equation (2.14) can be simplified. Equation (2.14a) becomes
\[ D_a \mathcal{N} = -2 N \pi^a, \]  
(2.26)

Using this we have
\[ D_a \left( \frac{1}{\sqrt{\rho}} \pi^{ab} N^c \right) = \frac{2}{\sqrt{\rho}} \pi^{(b} \mathcal{D}_{,} \mathcal{N}^{,} = 4 N \pi^c \pi^a \phi^a \phi^b \].  
(2.27)

Taking the trace of equation (2.14a) and using the using equation (2.25) we have
\[ D^2 \mathcal{N} = 2 N (\Phi \pi^a \pi^a) + 4 \pi N (E + T^a). \]  
(2.28)

Hence, equation (2.14a) simplifies to
\[ N \mathcal{R}_{ab} = D_a D_b \mathcal{N} - 2 N (\Phi \pi^a \pi_b - \pi^c \pi^a \phi^b \phi^a) + 8 \pi N \mathcal{V}_{ab}, \]  
(2.29)

where
\[ \mathcal{V}_{ab} = T_{ab} + \frac{1}{2} h_{ab} (E - T^c). \]  
(2.30)

Similarly, the Euler equation (2.17) reduces to
\[ \frac{N}{\rho + p} D_a \rho = - (1 + \Phi U^2) D_a \mathcal{N} - 2 N U \sqrt{1 + \Phi U^2} \pi^a + \frac{N}{2} U^2 D_a \Phi. \]  
(2.31)

These relations simplify considerably in the static case, where \( \pi^{ab} = 0 \) and \( N^a = u^a = 0 \). The ADM evolution equations then reduce to
\[ N \mathcal{R}_{ab} = D_a D_b \mathcal{N} + 8 \pi N \mathcal{V}_{ab}, \]  
(2.32)
the constraint equations reduce to
\[ R = 16 \pi E, \]  
(2.33)
while the Euler equation becomes
\[ \frac{N}{\rho + p} D_a \rho = - D_a \mathcal{N}. \]  
(2.34)
3. Linear perturbations: symplectic structure and canonical energy

Consider a one-parameter family of Einstein-fluid spacetimes given by the dynamical fields \( \Psi(\lambda) = (g_{\mu\nu}(\lambda), \chi(\lambda)) \), which is smooth in both \( \lambda \) and on \( M \), with \( \Psi(0) \) corresponding to a static star or a stationary-axisymmetric star with circular flow. A linearized perturbation is then described by the perturbed metric \( \delta g_{\mu\nu} := (dg_{\mu\nu}/d\lambda)|_{\lambda=0} \) together with the vector field \( \xi^\mu \)—called the Lagrangian displacement—that is the infinitesimal generator of the one-parameter family of diffeomorphisms \( \chi(\lambda) \circ \chi(0)^{-1} : M \to M \) (see, e.g., [4, 16]). Perturbed physical fluid quantities are then obtained using

\[
\delta N = -\xi_N; \quad \delta s = -\xi_s. \tag{3.1}
\]

It is useful to define the Lagrangian perturbation of a quantity \( Q \) as

\[
\Delta Q := \delta Q + \xi Q, \tag{3.2}
\]

so that \( \Delta Q \) corresponds to the perturbation of \( Q \) in a gauge where \( \xi^\mu = 0 \). From equation (3.1), we then have \( \Delta N = \Delta s = 0 \). One finds the Lagrangian perturbation of \( n \) and \( u^\mu \) (see [4, 16]) to be given by

\[
\begin{align*}
\Delta n &= -\frac{1}{2}n(g^{\mu\nu} - u^\mu u^\nu) \Delta g_{\mu\nu}, \\
\Delta u^\mu &= \frac{1}{2}u^\mu u^\nu u^\lambda \Delta g_{\nu\lambda}
\end{align*} \tag{3.3a}
\]

with

\[
\Delta g_{\mu\nu} = \delta g_{\mu\nu} + 2\nabla_\nu \xi_\mu \tag{3.4}
\]

It will be useful to write, using equation (3.2) and \( \Delta s = 0 \),

\[
\begin{align*}
\delta \rho &= \frac{\rho + p}{n} \Delta n - \xi_\rho, \\
\delta p &= \xi^2 \frac{\rho + p}{n} \Delta n - \xi p,
\end{align*} \tag{3.5}
\]

where we have used equations (2.5) and (2.7) to write

\[
\frac{\partial \rho}{\partial n} = \frac{\rho + p}{n}; \quad \frac{\partial p}{\partial n} = \xi^2 \frac{\rho + p}{n}. \tag{3.6}
\]

The perturbed gravitational initial data is given by

\[
\sqrt{h} p^{ab} := \delta \pi^{ab} = \frac{d}{d\lambda} \pi^{ab}(\lambda) \bigg|_{\lambda=0}; \quad q_{ab} := \delta h_{ab} = \frac{d}{d\lambda} h_{ab}(\lambda) \bigg|_{\lambda=0}. \tag{3.7}
\]

On the Cauchy surface \( \Sigma \), the symplectic form \( W_\Sigma \) for two perturbations \( \delta \Psi, \tilde{\delta} \Psi \) of the Einstein-fluid system is given by (see [4, 6])

\[
W_\Sigma[\delta \Psi, \tilde{\delta} \Psi] = W_{\text{GR}}[\delta \Psi, \tilde{\delta} \Psi] + W_{\text{fluid}}[\delta \Psi, \tilde{\delta} \Psi] = \frac{1}{16\pi} \int_\Sigma \left( e^{(3)} (p_{ab} q^{ab} - q^{ab} p_{ab}) \right.
\]

\[
+ \int_\Sigma (\xi^\mu \delta P_{\mu\nu\lambda\rho} - \xi^\nu \delta P_{\mu\lambda\nu\rho} - [\xi, \xi^\nu] P_{\mu\nu\lambda\rho}), \tag{3.8}
\]

\]
where $\varepsilon^{(3)}$ is the background volume form on $\Sigma$ and
\begin{equation}
P_{\mu\lambda\rho} = (\rho + p)(\delta^\sigma_\mu u^\rho + u_\mu u^\rho)\varepsilon_{\sigma\rho\lambda}.
\end{equation}
Henceforth we will work on a fixed choice of Cauchy surface, and so we drop $\Sigma$ from the symplectic form and the integrals.

A perturbation of the form $(\delta g_{\mu\nu} = 0, \xi^\mu = \eta^\mu)$ is called trivial if it does not change the physical fluid variables, i.e., if $\eta^\mu$ is such that
\begin{equation}
\delta s = -\mathcal{E}_s s = 0; \quad \delta N = -\mathcal{E}_N N = 0.
\end{equation}
We refer to such an $\eta^\mu$ as a trivial displacement. Any trivial displacement takes the general form (see [4])
\begin{equation}
\eta^\mu = fu^\mu + \frac{1}{\rho}N^{\alpha\mu\lambda}\nabla^\lambda Z_\alpha,
\end{equation}
where $f$ is any function on spacetime and the one-form $Z \equiv Z_\mu$ satisfies
\begin{equation}
u^\alpha Z_\alpha = 0; \quad \mathcal{E}_u Z = 0; \quad ds \wedge dZ = 0.
\end{equation}
A trivial displacement of the form $\eta^\mu = fu^\mu$, where $f$ is any function of spacetime, is called a flowline trivial. As explained in section 4.3 of [4], any trivial perturbation of the form $(\delta g_{\mu\nu} = 0, fu^\mu)$, is a degeneracy of the symplectic form (3.8) (even when the linearized constraints are not assumed to hold for the perturbations with which the symplectic product is being taken). Thus, we can always add a flowline trivial to any perturbation to make $x^m$ (and, in fact, any number of time derivatives of $x^m$) tangent to $\Sigma$ without affecting the symplectic form or any physical quantities. We take the perturbed initial data for the Einstein-fluid system to be
\begin{equation}
\delta X := (P_{ab}, q_{ab}, v^a, \xi^a),
\end{equation}
where
\begin{equation}
\xi^a = h^a_{\mu\nu}x^\nu
\end{equation}
and
\begin{equation}
v^a = \delta u^a = \delta (h^a_{\mu\nu}u^\mu)
\end{equation}
are vector fields on $\Sigma$. Note, however, that $\xi^a$ and $v^a$ are not canonically conjugate with respect to the symplectic form equation (3.8); see [4] for a full discussion of the phase space.

We are interested in the space $\mathcal{P}$ consisting of smooth and asymptotically flat perturbed initial data $\delta X$. To correspond to solutions of the linearized Einstein-fluid equations the perturbed initial data must satisfy the linearized constraints $\epsilon^\mu := \delta \mathcal{C}^\mu = 0$. Linearizing equation (2.12) we can write these as
\begin{equation}
\epsilon = \frac{1}{16\pi} \left[ \frac{1}{2} \left( \pi_{ab} - \frac{1}{2} \pi_c^{abc} p^{ab} \right) R_{ab} + \frac{1}{n} \left( \pi^{ac} \pi_c^b - \frac{1}{2} \pi_{c\alpha} \pi_c^\alpha \right) q_{ab} \right.
\end{equation}
\begin{equation}
- \frac{1}{n} \left( \pi_{ab} \pi_{cd} - \frac{1}{2} \left( \pi_{ac} \right)^2 \right) q_{ce} - D^e D^b q_{ab} + D^2 q_{ab} + R_{ab} q_{cd} \bigg] + \delta \mathcal{E},
\end{equation}
\begin{equation}
\epsilon^a = \frac{1}{16\pi} \left[ -2D_b p^{ab} - \frac{1}{\sqrt{\hbar}} \pi_{bc} (D^c q^{ba} + D^b q^{ca} - D^a q^{bc}) \right] - \frac{1}{\sqrt{\hbar}} \delta J^a,
\end{equation}
where $\delta J^a$ and $\delta \mathcal{E}$ can be obtained from equation (2.16).

The canonical energy $\mathcal{E}$ is a quadratic form on $\mathcal{P}$ defined in terms of the symplectic form by
\begin{equation}
\mathcal{E}(\delta X, \delta \bar{X}) := W[\delta X, \xi, \delta \bar{X}],
\end{equation}
where $\xi$ denotes the initial data for the solution obtained by applying $\xi_t$ to the solution arising from the initial data $\delta \bar{X}$. However, in order to obtain a quantity that is useful for analyzing
stability, it is necessary to further restrict the space $\mathcal{P}$ on which $\mathcal{E}$ acts in order that the canonical energy be degenerate precisely on the perturbations to other physically stationary stars. The restrictions we need to impose are $\delta P_i = 0$, where $P_i$ are the linear momenta at infinity, and that the perturbations be symplectically orthogonal to all the trivial displacements (3.11). The condition $\delta P_i = 0$ eliminates the freedom to apply infinitesimal asymptotic boosts to the background solution; such a perturbation makes no physical change but will have non-zero canonical energy. Symplectic-orthogonality to the trivials makes $\mathcal{E}$ degenerate precisely on perturbations to other physically stationary stars (see [4] for details).

Following the strategy of [4] we impose the constraints (3.16) together with the above additional conditions by the following procedure. Consider the space $\mathcal{W}_c \subseteq \mathcal{P}$ defined as follows

$$\mathcal{W}_c := \{ \text{all trivial perturbations, and all perturbations produced by diffeos that asymptotically approach a spatial translation at infinity} \}. \quad (3.18)$$

Let $\mathcal{V}_c$ which is symplectically orthogonal to $\mathcal{W}_c$,

$$\mathcal{V}_c := \mathcal{W}_c^\perp = \{ \delta X \in \mathcal{P} | W[\delta X, \delta \vec{X}] = 0 \text{ for all } \delta \vec{X} \in \mathcal{W}_c \}. \quad (3.19)$$

Then any perturbation in $\mathcal{V}_c$ satisfies the constraints, is symplectically orthogonal to the trivial perturbations and has $\delta P_i = 0$. Note that the condition $\delta P_i = 0$ is not a physical restriction as it can be imposed by a suitable asymptotic boost at infinity. As discussed in [4], in the case of axisymmetric perturbations of a stationary-axisymmetric star, symplectic-orthogonality to the (non-flowline) trivials does impose physical restrictions on the perturbations. In particular, since $\eta^\alpha = f \delta^\alpha$ is a trivial displacement for any function $f$ satisfying $\xi_a f = \xi_2 f = 0$, symplectic-orthogonality to trivial displacements of this form requires the Lagrangian perturbation of the angular momentum density to vanish (which, in particular, requires the total angular momentum of the star to remain unperturbed).

**Remark 1.** In the case of stationary-axisymmetric stars with circular flow, the second time derivative of any axisymmetric perturbation not necessarily obtained from a Lagrangian displacement is necessarily represented in $\mathcal{V}_c$ (see lemma 5.1. of [4]). In the case of static stars, following similar arguments, the second time derivative of any perturbation not necessarily obtained from a Lagrangian displacement is necessarily represented in $\mathcal{V}_c$. Thus for any perturbation of a static star and for axisymmetric perturbations of a stationary-axisymmetric star with circular flow, positivity of $\mathcal{E}$ on the space $\mathcal{V}_c$ implies mode stability (see theorem 5.2. of [4]).

There is significant physical redundancy in $\mathcal{V}_c$, as both infinitesimal diffeomorphisms and trivial perturbations that are symplectically orthogonal to $\mathcal{W}_c$ are represented in $\mathcal{V}_c$. We wish to eliminate this redundancy. For vacuum black hole perturbations, this was done in [11] by making a concrete gauge choice, as follows: for the vacuum gravitational perturbations, $p_{ab}$ and $q_{ab}$ are canonically conjugate variables, and we can thereby define a natural $L^2$-inner product for which the symplectic product takes an extremely simple form. We may then fix the gauge completely by demanding $L^2$-orthogonality to pure-gauge perturbations. However, for the fluid star, it is much more convenient to perform computations with the variables $\nu^a$ and $\xi^a$. These variables are not canonically conjugate, so there is no corresponding natural $L^2$-inner product. Nevertheless, instead of proceeding by fixing all gauge and trivial freedom, we can proceed by simply factoring out the infinitesimal diffeomorphisms and trivial perturbations from the space of perturbed initial data. Define $\mathcal{W}_f$ by

13 Since we do not have a black hole, we do not need to impose the additional horizon conditions of [6, 11].
\[ W_g := \{ \text{all trivial perturbations and smooth diffeos in } V'_c \text{ that asymptotically approach a translation or rotation at infinity} \}. \]  

As shown in [4], the canonical energy \( \mathcal{E} \) restricted to \( V'_c \) is degenerate precisely on physically stationary perturbations. Since, all the perturbations in \( W_g \) are physically stationary, the canonical energy is also degenerate on \( W_g \).

For the stability analysis the perturbations of interest will be in the space
\[ V := V'_c \backslash W_g. \]

It follows that the canonical energy \( \mathcal{E} \) is well defined on \( V \). In the remainder of this paper we will analyze dynamical stability on \( V \). We will show that if the canonical energy can be made negative on an element of \( V \), then there exist exponentially growing perturbations in the sense that gauge invariant quantities constructed from the perturbation (which are well defined on \( V \)) grow exponentially.

### 4. Positivity of kinetic energy

We now use the \( t \) (static) or \( t-\phi \) (stationary-axisymmetric with circular flow) reflection isometry, \( i \), of the background solution to decompose a perturbation into its ‘odd’ and ‘even’ parts, \( P \) and \( Q \), under the action of \( i \). If the background is static, we consider an arbitrary (smooth, asymptotically flat) perturbation, but if the background is stationary-axisymmetric but non-static, we restrict consideration to axisymmetric perturbations. Let \( \Sigma \) be a reflection symmetric Cauchy surface (see section 2), with initial data for the perturbation of the form (3.13). Following [11] we decompose the space of initial data, \( \mathcal{P} \), into parts \( \mathcal{P} = \mathcal{P}_{\text{odd}} \oplus \mathcal{P}_{\text{even}} \) as follows. If the background is static, then \( i \) is purely a \( t \)-reflection, and the \( t \)-reflection odd and even parts of a perturbation, respectively, are given by
\[
\mathcal{P}_{\text{odd}} \ni P := (\mu_{ab}, 0, \nu^a, 0), \quad \mathcal{P}_{\text{even}} \ni Q := (0, q_{ab}, 0, \xi^a). \tag{4.1}
\]

In the stationary-axisymmetric case, we first decompose axisymmetric initial data into their ‘axial’ and ‘polar’ parts with respect to the axial Killing field \( \phi^\alpha \) as follows:\(^{14}\)
\[
\mu_{ab} = 2\lambda_{(a} \phi_{b)} + \beta_{ab} + \gamma \phi_a \phi_b, \quad q_{ab} = 2\alpha_{(a} \phi_{b)} + \mu_{ab} + \nu \phi_a \phi_b, \quad v^a = v_1^a \phi^a + v_2^b \phi_b, \quad \xi^a = \xi_1^a \phi^a + \xi_2^a
\tag{4.2}
\]
with \( \alpha_{ab} \phi^a = 0 = \lambda_{ab} \phi^a; \beta_{ab} = \beta_{(ab)}, \mu_{ab} = \mu_{(ab)}; \beta_{ab} \phi^a = 0 = \mu_{ab} \phi^a; \nu \phi_a \phi_b = 0 = \xi_a \phi^a \).

Then the \( (t-\phi) \)-reflection odd and even parts, respectively, of an arbitrary axisymmetric perturbation are:\(^{15}\)
\[
\mathcal{P}_{\text{odd}} \ni P := (\beta_{ab} + \gamma \phi_a \phi_b, 2\alpha_{(a} \phi_{b)}; v_1^a, \xi_1^a) \phi^a, \quad \mathcal{P}_{\text{even}} \ni Q := (2\lambda_{(a} \phi_{b)}, \mu_{ab} + \nu \phi_a \phi_b, v_2^a, \xi_2^a, \xi_1^a). \tag{4.3}
\]

Since the conditions defining \( V'_c \) (i.e., \( \delta P = 0 \), symplectic orthogonality to the trivials, and the linearized constraint equations) are invariant under \( i \), they cannot couple \( P \) and \( Q \).

---

14 This is a local decomposition into the parts that are parallel and orthogonal to the axial Killing field.

15 Reference [11] has a minus sign in front of the \( \alpha_{ab} \) in the definition of \( P \) to maintain canonically conjugate variables. Since, we are not concerned with canonically conjugate variables we omit this sign.
Thus, if \((P, Q)\) is a perturbation in \(V\), then \((P, 0)\) and \((0, Q)\) also are in \(V\), so we similarly have the decomposition \(V = V_{\text{odd}} \oplus V_{\text{even}}\). Passing to the space of equivalence classes under \(\Phi\), we obtain \(\mathcal{V} = V_{\text{odd}} \oplus V_{\text{even}}\). Now, the canonical energy \(\mathcal{E}\) is constructed from the background spacetime, so it is invariant under \(i\) in the sense that for any perturbations \(\delta \mathbf{X}\) and \(\delta \mathbf{X}\), we have \(\mathcal{E}(i^* \delta \mathbf{X}, i^* \delta \mathbf{X}) = \mathcal{E}(\delta \mathbf{X}, \delta \mathbf{X})\). It follows that under the decomposition \(\mathcal{V} = V_{\text{odd}} \oplus V_{\text{even}}\), \(\mathcal{E}\) cannot contain any \((P-Q)\)-cross-terms. Thus, \(\mathcal{E}\) splits up into two quadratic forms \(K, U\) such that

\[
\mathcal{E}(\tilde{P}, \tilde{Q}, (P, Q)) = \mathcal{E}(\tilde{P}, P) + \mathcal{H}(\tilde{Q}, Q).
\]

where

\[
\mathcal{X}(P, P) = \mathcal{E}(\tilde{P}, 0, (P, 0)),
\]

\[
\mathcal{H}(\tilde{Q}, Q) = \mathcal{E}(0, \tilde{Q}, (0, Q)).
\]

We refer to \(\mathcal{X}(P, P)\) and \(\mathcal{H}(Q, Q)\), respectively, as the kinetic energy and potential energy of the perturbation \(\delta \mathbf{X} = (P, Q)\).

We now shall prove that the kinetic energy, \(\mathcal{X}\), is positive definite on \(V_{\text{odd}}\). The analog of this result for perturbations of static/stationary-axisymmetric black hole was proven in theorem 1 of [11]. To proceed, we need an explicit expression for \(K\). We cannot directly use the expression given in [6, 11] as we now have matter fields in the background as well as perturbed matter fields. We shall therefore compute \(K\) directly from the definition of canonical energy equation (3.17) along with the linearized time-evolution equations.

Since the background is stationary, we have \(\dot{p}^{ab} = \delta \left(\frac{1}{\sqrt{g}} \pi^{ab}\right)\) and \(\dot{q}^{ab} = \delta (h_{ab})\) and a lengthy computation gives

\[
\dot{p}^{ab} = \mathcal{H}(0, \tilde{Q}, (0, Q)).
\]

We now shall prove that the kinetic energy, \(\mathcal{X}\), is positive definite on \(V_{\text{odd}}\). The analog of this result for perturbations of static/stationary-axisymmetric black hole was proven in theorem 1 of [11]. To proceed, we need an explicit expression for \(K\). We cannot directly use the expression given in [6, 11] as we now have matter fields in the background as well as perturbed matter fields. We shall therefore compute \(K\) directly from the definition of canonical energy equation (3.17) along with the linearized time-evolution equations.

Since the background is stationary, we have \(\dot{p}^{ab} = \delta \left(\frac{1}{\sqrt{g}} \pi^{ab}\right)\) and \(\dot{q}^{ab} = \delta (h_{ab})\) and a lengthy computation gives

\[
\dot{p}^{ab} = \delta h_{ab} + 2N \left( p_{ab} - \frac{1}{2} \pi^{c} e_{a b} \right) - \frac{1}{\sqrt{g}} N q^{c} \left( \dot{\pi}_{a b} - \frac{1}{2} \pi_{a b} h_{a b} \right) + \frac{1}{\sqrt{g}} \frac{1}{2} N \left( 2 q_{c} (\pi^{c} e_{a b}^{e} - \frac{1}{2} q_{d} \pi^{e} \pi^{c} \pi^{d} h_{a b} - \frac{1}{2} \pi_{a b} q_{c}^{d} \right) + \frac{1}{\sqrt{g}} \pi^{c} \pi^{d} q_{a b},
\]

\[
\dot{q}_{ab} = h_{ab} \left( h_{bd} \frac{1}{\sqrt{g}} \pi_{a d}^{d} + \frac{1}{2} \frac{1}{\sqrt{g}} \left( D^{2} q^{a d} + D_{a} D_{b} q^{c e} \right)
\]

\[
- \frac{1}{2} D^{2} N (D_{a} q_{b e} + D_{b} q_{a e} - D_{e} q_{a b} + h_{ab} D_{e} q_{c d})
\]

\[
+ N (2 R_{c} q_{b c} + h_{ab} R^{a b} q_{c d} + h_{ab} D_{c} q_{d e} - D_{c} D_{d} q_{a b} - D_{a} D_{b} q_{c e})
\]

\[
+ \frac{1}{2} h_{ab} R^{c a b} q_{c e}^{c e} + h_{a b} D_{e} h_{c d} - h_{c d} h_{a b} q_{c e}^{c e}
\]

\[
+ \frac{1}{2} h_{ab} q_{c e}^{c e} + \frac{1}{2} h_{ab} \pi_{a b}^{c c} \pi_{c c}^{c c} - \frac{1}{2} N \left( q_{e d} \pi^{c} \pi^{d} \pi^{c} \pi^{d} \pi_{a b} - \frac{1}{2} \pi_{a b} q_{c}^{d} \pi^{c} \pi^{d} \pi^{e} \pi^{d} \pi_{a b} \right)
\]

\[
+ \frac{1}{2} \frac{1}{2} N q_{a b} \left( \pi^{c} \pi^{d} \pi^{c} \pi^{d} \pi_{a b} - \frac{1}{2} \pi_{a b} \pi^{c} \pi^{d} \pi^{c} \pi^{d} \pi_{a b} \right)
\]

\[
- \frac{2}{\sqrt{g}} N q_{a b} \left( \pi^{c} \pi^{d} \pi^{c} \pi^{d} \pi_{a b} - \frac{1}{2} \pi_{a b} \pi^{c} \pi^{d} \pi^{c} \pi^{d} \pi_{a b} \right)
\]

\[
- \frac{2}{\sqrt{g}} N \left[ 2 q_{a b} \pi_{a b}^{c c} - \frac{1}{2} (R^{c} \pi_{a b}^{c c} + \pi_{a b}^{c e} \pi^{d} \pi^{d} \pi^{e} \pi^{d} \pi_{a b}) \right] - \frac{1}{2} q_{a b}^{c c} [D_{c} (N \pi_{a b}) - 2 \pi_{a b}^{c} D_{d} N_{d}]
\]

\[
+ D_{a} (N^{c} \pi_{a b}^{c}) - 2 P_{a b}^{c c} N_{c b} + N h_{a b} \left[ \frac{1}{\sqrt{g}} \left( \pi^{c d} - \frac{1}{2} \pi^{e} h_{a b} \pi^{c d} \pi^{d} \pi_{a b} \right) \right] + \frac{1}{2} \pi_{a b}^{c c} \pi_{a b}^{c c} + \frac{1}{2} \pi_{a b}^{c c} \pi_{a b}^{c c} q_{a b},
\]
where $\tau^{ab} = \delta T^{ab}$. The evolution equations for the perturbed fluid initial data are obtained in the appendix; they are

$$\xi^a = \xi^a + \mathcal{L}_N \xi^a - \frac{N}{\sqrt{1+u^2}} \xi^{a}_u \xi^a$$

and

$$\frac{\partial}{\partial t} \xi^a + \frac{c_i^2}{1+u^2} u^a u^b u^c u^d \left( \xi^{a}_u \xi^b + \frac{1}{2} u^a u^b \right) \frac{\sqrt{1+u^2}}{N^2} = \frac{1}{N^2} \left[ \frac{1}{2} u^a u^b \right] \frac{\sqrt{1+u^2}}{N^2} - \frac{N}{\sqrt{1+u^2}} \left( q_{bc} u^b \right) \frac{\sqrt{1+u^2}}{N^2} - \frac{N}{\sqrt{1+u^2}} \left( q_{bc} u^b \right) \frac{\sqrt{1+u^2}}{N^2}, \tag{4.7a}$$

where

$$\xi^a = \xi^a + \frac{c_i^2}{1+u^2} u^a u^b u^c u^d \left( \xi^{a}_u \xi^b + \frac{1}{2} u^a u^b \right) \frac{\sqrt{1+u^2}}{N^2} - \frac{N}{\sqrt{1+u^2}} \left( q_{bc} u^b \right) \frac{\sqrt{1+u^2}}{N^2} - \frac{N}{\sqrt{1+u^2}} \left( q_{bc} u^b \right) \frac{\sqrt{1+u^2}}{N^2}, \tag{4.7b}$$

and one must substitute equations (4.6a) and (4.7a) in the last line of equation (4.7b) to get an explicit expression in terms of initial data.

The quantities $\xi^a$ and $\psi^a$ in equations (4.6)–(4.7) are pure gauge perturbations generated by diffeomorphisms due to the perturbed lapse and shift. Since the canonical energy is gauge-invariant, we will ignore these terms in our computation of the kinetic energy below, i.e., we will perform the calculations assuming the perturbed lapse and shift are zero.

The kinetic energy is obtained by substituting a reflection-odd perturbation into the definition of the canonical energy (3.17)

$$\mathcal{K} = \mathcal{K}_{\text{GR}} + \mathcal{K}_{\text{fluid}}$$

where

$$\mathcal{K} = \frac{1}{16\pi} \int \left( P_{ab} q^{ab} - q^{ab} P_{ab} \right) + \int \left( \xi^a \delta P_{\mu\lambda\rho} - \xi^a \left( \partial P_{\mu\lambda\rho} - \left[ \xi^a \frac{\partial}{\partial t} P_{\mu\lambda\rho} - \left[ \xi^a, \xi^b \right] P_{\mu\lambda\rho} \right) \right). \tag{4.9}$$

We first compute the kinetic energy in the simpler case of a static star where the reflection-odd perturbation is given by $\delta P = (P_{ab}, 0, v^a, 0)$. Using equation (4.6a) for a static spacetime background the first term in equation (4.9) becomes

$$\mathcal{K} = \mathcal{K}_{\text{GR}} + \mathcal{K}_{\text{fluid}}$$

where

$$\mathcal{K} = \frac{1}{16\pi} \int \left( P_{ab} q^{ab} - q^{ab} P_{ab} \right) + \int \left( \xi^a \delta P_{\mu\lambda\rho} - \xi^a \left( \partial P_{\mu\lambda\rho} - \left[ \xi^a, \xi^b \right] P_{\mu\lambda\rho} \right) \right). \tag{4.9}$$
To compute the second term in equation (4.9), note that equation (4.7a) gives

\[ \dot{\xi}^\mu = N \xi^\mu, \]

since \( u^a = 0 \) for the static background. Furthermore we obtain

\[ \delta u^\mu = \delta (\sqrt{1 + u^2} u^\mu + h^\mu_a u^a) = \delta (h^\mu_a u^a) = h^\mu_a v^a, \]

where \( \delta u^\mu = 0 \) follows from the vanishing of the perturbed lapse and shift. Thus, the pullback to \( \Sigma \) of \( \dot{\xi}^\mu \delta P_{\nu\lambda\rho} \) is

\[ \dot{\xi}^\mu \delta P_{\nu\lambda\rho} \mid \Sigma = N \epsilon^{\mu} \delta \left[ (\rho + p)(\delta_\mu^a + u_\mu u^a) \right] \mid \Sigma = N \epsilon^{\mu} (\rho + p) \epsilon_{\nu\lambda\rho} \delta (g_{\mu\lambda} u^\lambda u^\rho) \mid \Sigma \]
\[ = N (\rho + p) v^a \epsilon^{\mu} \dot{v}_a, \tag{4.13} \]

where we have used the fact that the pullback to \( \Sigma \) of \( h_{\mu\rho} \epsilon_{\nu\lambda\rho} \) vanishes, and in the last equality we used the fact that the vanishing of the perturbed lapse and shift imply that \( \delta g_{\mu\nu} \) is tangent to \( \Sigma \) and vanishes (since \( q_{ab} = 0 \)). The other parts of the second term in equation (4.9) vanish by \( \xi^\mu = 0 \), and thus for the static star the kinetic energy is

\[ K = \frac{1}{8\pi} \int e^{(3)} N \left( p_{ab} p^{ab} - \frac{1}{2} (p^a)^2 \right) + \int e^{(3)} N (\rho + p) v^a. \tag{4.14} \]

Now we generalize the above computation for the case of a stationary-axisymmetric star with axisymmetric perturbations. The reflection-odd initial data is now given by \( \delta X = (\beta_{ab} + \gamma \phi_{a} \phi_{b}, 2\alpha_{ab} \phi_{a}, v^a, \xi \phi^a) \) with \( v^a \phi_{a} = 0 \). However, a perturbation of the form \((0, 0, 0, \xi \phi^a)\) is a trivial and a degeneracy of the canonical energy and so will not contribute to our calculation of the kinetic energy. Thus, without loss of generality, we may take the reflection-odd initial data to be \( \delta X = (\beta_{ab} + \gamma \phi_{a} \phi_{b}, 2\alpha_{ab} \phi_{a}, v^a, 0) \) with \( v^a \phi_{a} = 0 \). Again we set the perturbed lapse and shift to zero, without loss of generality. Note that, for reflection-odd initial data \( q_{ab} \) is traceless and \( \tau_{ab} = \delta T_{ab} = 2\tau^{a}(\phi b) \) i.e. \( \tau_{ab} \) is axial.

We now compute the first term of equation (4.9), using the linearized evolution equations (4.6a) and (4.6b). The resulting expression is simplified by using the following steps:

1. ’Integrate by parts’ any term with two derivatives of \( q_{ab} \) to rewrite it as a quadratic expression in one derivative of \( q_{ab} \).
2. Write the shift vector as \( N^a = \tilde{N} \phi^a \) and use the axisymmetry of the perturbations and equation (2.26) to write the terms in terms of \( \tau^a \) and \( q_{ab} \).
3. Rewrite the terms with Ricci tensor, Ricci scalar and two derivatives of the lapse \( N \) using equations (2.25a), (2.28) and (2.29) in terms of the background matter terms.

Thus the relevant contributions to the first term of equation (4.9) are (in the following intermediate expressions we have omitted the spatial volume element \( e^{(3)} \))
\[
16\pi \mathcal{K}_{GR} = 2 \int N \left[ p_{ab} p^{ab} - \frac{1}{2} \left( \dot{R}^c + \frac{1}{\sqrt{\gamma}} q_{ab} \pi^{ab} \right)^2 \right] + 8 \int N \left[ \Phi p^{ab} (\alpha_a \pi_b) + \Phi^2 \gamma \alpha_c \pi^c \right] + 4 \int N \Phi^2 (\alpha_a \pi^a) (\alpha_b \pi_b) - 4N \Phi p_{ab} \alpha^a \pi^b \\
+ \int N \left[ \frac{1}{2} (D_c q_{ab})^2 - D_c q_{ab} \mathcal{D} \mathcal{D} q_{bc} \right] - 4 \int N \Phi^2 (\pi_a \pi^a) (\alpha_b \pi_b) - (\alpha_a \pi^a) (\alpha_b \pi_b) \right] \\
- 16\pi \int N \left[ \Phi (\alpha^a \pi^b) \tilde{V}_{ab} + \Phi^2 (\alpha^a \pi^a) \tilde{V} \right] \\
+ 8\pi \int N \Phi (E - T^c_a) (\alpha_a \pi^a) - 4 \int N \Phi p_{ab} \alpha^a \pi^b - 16\pi \int N \Phi \alpha^a \pi_a,
\]

(4.15)

where since \( V^{ab} \) is polar we have written \( \tilde{V} = \bar{V} + \bar{V} \phi^a \phi^b \) with \( \bar{V} \). 

We can further write \( \int N \left[ \frac{1}{2} (D_c q_{ab})^2 - D_c q_{ab} \mathcal{D} \mathcal{D} q_{bc} \right] \) in the form

\[
\mathcal{X}_1 = 2 \int N \Phi^{-1} \left[ D_x (\Phi \alpha_b) D^x (\Phi \alpha_b) - \frac{1}{2} (\alpha^a D^a \Phi) (\alpha^b D^b \Phi) + (\alpha^a D^a \Phi) D_x (\Phi \alpha_b) \right].
\]

(4.16)

The last term of equation (4.16) can be written as

\[
2 \int N \Phi^{-1} (\alpha^a D^a \Phi) D_x (\Phi \alpha_b) = 2 \int N \Phi^{-1} [(\alpha^a D^a \Phi) D_b (\Phi \alpha_a) + 2(\alpha^a D^a \Phi) D_{(a} (\Phi \alpha_b))].
\]

(4.17)

This expression can be simplified by using the relation

\[
R_{ab} \phi^b = - \frac{1}{2} \phi_a D^b (\Phi^{-1} D_b \Phi)
\]

(4.18)

(which holds by virtue of \( \phi^a \) being a Killing field) and then contracting again with the Killing field eliminating \( R_{ab} \) using the background ADM equation (2.29) to obtain

\[
D^a (\Phi^{-1} D_x \Phi) = -4\Phi \pi_a \pi^a - 16\pi N \Phi \tilde{V}.
\]

(4.19)

Using this relation, we simplify equation (4.17) as follows:

\[
2 \int N \Phi^{-1} (\alpha^a D^a \Phi) D_x (\Phi \alpha_a) = -2 \int [D^b (\Phi^{-1} D_x \Phi) \phi_a \alpha^a + N \alpha_a D^a \alpha^a D_x \Phi] \\
= 8 \int N \Phi^2 (\alpha^a \alpha_a) (\pi_a \pi^a) - 2 \int N \Phi^{-1} (\alpha^a D^a \Phi) D_x (\Phi \alpha_a) - 2 \int N \Phi \alpha_a \alpha_a D_x \Phi^{-1} D^a \Phi \\
+ 32\pi \int N \Phi^2 (\alpha^a \alpha_a) \tilde{V} \\
= 4 \int N \Phi^2 (\alpha^a \alpha_a) (\pi_a \pi^a) - \int \Phi \alpha_a \alpha_a D_x \Phi^{-1} D^a \Phi + 16\pi \int N \Phi^2 (\alpha^a \alpha_a) \tilde{V}.
\]

(4.20)

Thus, we obtain

\[
\mathcal{X}_1 = 2 \int N \Phi (D^a \alpha_b) (D_a \alpha_b) + 4 \int N \Phi^2 (\alpha^a \alpha_a) (\pi_a \pi^a) + 16\pi \int N \Phi^2 (\alpha^a \alpha_a) \tilde{V}
\]

and we have

\[
16\pi \mathcal{K}_{GR} = 2 \int N [\Phi (D^a \alpha_b) (D_a \alpha_b) + \beta_{ab} \beta^{ab} + \Phi^2 (\gamma + 2 \alpha_a \pi^a)(\gamma + 2 \alpha_b \pi_b)] \\
- \frac{1}{2} \left( \beta_{ab} \alpha^a + \Phi \gamma + 2 \Phi \alpha_a \pi_a \right)^2 \\
- 16\pi \int N \Phi (\alpha^a \pi^b) \tilde{V}_{ab} + 8\pi \int N \Phi (E - T^c_a) (\alpha_a \pi^a) - 16\pi \int N \Phi \alpha^a \pi_a.
\]

(4.21)
Computing the contribution due to $\hat{V}_{ab}$ using equation (2.30) we get

$$\mathcal{X}_{GR} = \frac{1}{8\pi} \int N \left[ \Phi (D_{[a} \alpha_{b]})(D^{[a} \alpha^{b]}) + \beta_{ab} \beta^{ab} + \Phi^2 (\gamma + 2\alpha_a \pi^a)^2 
- \frac{1}{2} (\beta_a^a + \Phi \gamma + 2\Phi \alpha_a \pi^a)^2 - 8\pi \Phi \alpha^a (\alpha^b T_{ab} + \tau_a) \right].$$

(4.22)

To compute the final term in the above expression we note that the $t$–$\phi$-reflection-odd fluid perturbation is given by the initial data listed in equation (4.3) i.e. $\xi^a = 0$ and $\phi_a \nu^a = 0$. From the fact that the perturbation is $t$–$\phi$-reflection-odd it follows immediately that $\delta \rho = \delta \phi = 0$, since axisymmetric scalars must be $t$–$\phi$-reflection-even. Using equations (2.23) and (2.16), we obtain

$$\alpha^a \beta^b T_{ab} = p \alpha_a \alpha^a,$$

(4.23)

$$\tau^{ab} = \delta T^{ab} = \delta [(\rho + p) u^a u^b + p h^{ab}] = 2(\rho + p) U \phi^{(a} u^{b)} - 2p \phi^{(a} \alpha^{b)}$$

and

$$\alpha^a \alpha^b = (\rho + p) U \alpha_a \alpha^a - p \alpha_a \alpha^a$$

(4.24)

and thus

$$\alpha^a \beta^b T_{ab} + \alpha^a \tau_a = (\rho + p) U \alpha_a \alpha^a.$$

(4.25)

Next, we calculate the second term of equation (4.9). From equation (4.7a) we find

$$\xi^a = \frac{N}{\sqrt{1 + \Phi U^2}} \nu^a.$$  

(4.26)

The last two terms in equation (4.9) vanish because $\xi^a = 0$, and the pullback to $\Sigma$ of $\xi^\mu \delta P_{\mu \nu \lambda \rho}$ is

$$\left. \xi^\mu \delta P_{\mu \nu \lambda \rho} \right|_E \equiv \left. \xi^\mu \delta [(\rho + p)(\delta_{\mu}^\nu + u_{\mu} u^\nu)] \right|_E = \left. \xi^\mu (\rho + p) \sqrt{1 + \Phi U^2} \varepsilon^{(3)} \delta(u_{\mu}) \right|_E = N(\rho + p) \varepsilon^{(3)} \delta(u_{\mu}).$$

(4.27)

Thus, we have

$$\mathcal{X}_{\text{fluid}} = \int (\rho + p) N (\Phi U \alpha_a \nu^a + \nu_a \nu^a).$$

(4.28)

Thus, the total kinetic energy for the stationary-axisymmetric Einstein-perfect fluid star is

$$\mathcal{X} = \frac{1}{8\pi} \int \varepsilon^{(3)} N \left[ \Phi (D_{[a} \alpha_{b]})(D^{[a} \alpha^{b]}) + \beta_{ab} \beta^{ab} + \Phi^2 (\gamma + 2\alpha_a \pi^a)^2 
- \frac{1}{2} (\beta_a^a + \Phi \gamma + 2\Phi \alpha_a \pi^a)^2 \right] + \int \varepsilon^{(3)} N (\rho + p) \nu^a \nu_a.$$  

(4.29)

**Theorem 1 (Positivity of kinetic energy).** For arbitrary perturbations of a static Einstein-perfect fluid star, and for axisymmetric perturbations of a stationary-axisymmetric Einstein-perfect fluid star with circular flow, the kinetic energy $\mathcal{X}$ (given by equation (4.14) for the
static case, and equation (4.29) for the stationary-axisymmetric case is a positive definite symmetric bilinear form on $\mathcal{V}_{\text{odd}}$.

**Proof.** The proof closely parallels the vacuum case given in theorem 1 of [11]. We start with the static case where the kinetic energy is given by a simpler expression equation (4.14). Let $f$ be a solution to the boundary value problem\(^{16}\)

\[
[D^2 - 4\pi(\rho + 3p)]f = -\frac{1}{2}\rho f^c \quad \text{with} \quad f|_{\infty} \sim O(1/r).
\]  

(4.30)

By equation (2.6), the elliptic operator on the left-hand side is negative\(^{17}\) and thus the above boundary value problem has a unique solution. Define $\hat{p}_{ab}$ and $\hat{v}^a$ by

\[
\hat{p}_{ab} := p_{ab} - D_aD_b f + h_{ab}D^2 f + f \left(R_{ab} - \frac{1}{2}Rh_{ab}\right) - 8\pi T_{ab},
\]

\[
\hat{v}^a := v^a + D^a f + \frac{D^a p}{\rho + p} f.
\]

(4.31)

A direct computation shows that since $p_{ab}$ and $v^a$ satisfy the linearized momentum constraint (3.16b), so do $\hat{p}_{ab}$ and $\hat{v}^a$, that is

\[
D^b p^{ab} = -8\pi (\rho + p)v^a \implies D^b \hat{p}^{ab} = -8\pi (\rho + p)\hat{v}^a.
\]

(4.32)

Further, from equation (4.30), the background Hamiltonian constraint equations (2.12a) and (2.16) we get $\hat{p}^c = 0$. We use equation (4.31) to replace $p_{ab}$ and $v^a$ in the kinetic energy equation (4.14) in favor of $\hat{p}_{ab}$ and $\hat{v}^a$. Integrating by parts, we find that the $f$-$\hat{f}$, $f$-$\hat{p}$ and $f$-$\hat{v}$ terms vanish. Thus, we obtain

\[
\mathcal{K} = \frac{1}{8\pi} \int e^{(3)} N (\hat{p}_{ab} \hat{p}^{ab}) + \int e^{(3)} N (\rho + p)\hat{v}^a \hat{v}_a \geq 0.
\]

(4.33)

Thus, $\mathcal{K}$ is manifestly non-negative and vanishes if and only if $\hat{p}_{ab} = \hat{v}^a = 0$. In that case, we see from equation (4.31) that $p_{ab}$ and $v^a$ are pure-gauge perturbations in $\mathcal{W}_g$ (equation (3.20)) generated by diffeomorphisms along $f\mu^a$. Since we have factored out such perturbations, we see that $\mathcal{K}$ is positive definite on $\mathcal{V}_{\text{odd}}$.

The proof for the stationary-axisymmetric star follows from very similar arguments. Now let $f$ be a solution to the following boundary value problem

\[
[D^2 - 2\Phi \pi_{a^b} \pi^{a^b} - 4\pi(\rho + 3p + (\rho + p)\Phi U^2)]f = -\frac{1}{2} (\beta_{a^a} + \Phi^\gamma + 2\Phi \alpha_{a^a}),
\]

with $f|_{\infty} \sim O(1/r)$,

(4.34)

where we have used $\pi_{a^b} = \sqrt{R} \pi^{a^b}$ and $\mu^a = U\psi^a$ in the background. Again, equation (2.6) ensures that equation (4.34) has a unique solution. Define now

\(^{16}\) Note that the corresponding equation (4.21) (and equation (4.25) for the stationary-axisymmetric case) in [11] is missing a negative sign on the right-hand side of the elliptic equation and a factor of $1/r$ in the asymptotic conditions at infinity.

\(^{17}\) We need the strong energy condition, $(\rho + 3p) \geq 0$ and $(\rho + p) \geq 0$ to get a unique solution to equation (4.30) (and equation (4.34)). These follow from the stronger conditions of equation (2.6), $\rho \geq 0$ and $p \geq 0$, which are assumed in showing the well-posedness of the Einstein-perfect fluid initial value problem [17].
\[ \hat{p}_{ab} := p_{ab} - D_a D_b \hat{f} + h_{ab} D^2 \hat{f} + f \left( R_{ab} - \frac{1}{2} R h_{ab} \right) - f h_{ab} (2 \Phi \pi_c \pi^c) + 2f (\Phi \pi_a \pi_b + \pi_c \pi^c \phi_a \phi_b) - 8 \pi f T_{ab}, \]
\[ \hat{\alpha}_a := \alpha_a - 2f \pi_a, \]
\[ \hat{v}^a := v^a + \sqrt{1 + \Phi U^2 D^2 f} + \left[ \frac{D^2 \pi}{(\rho + p) \sqrt{1 + \Phi U^2}} + \frac{2U \pi^a - U^2 D^2 \Phi}{2 \sqrt{1 + \Phi U^2}} \right] f. \]

Note that \( \hat{\alpha}_a \) and \( \hat{v}^a \) are axial while \( \hat{p}_{ab} = \hat{\beta}_{ab} + \hat{\gamma} \phi_a \phi_b \) is polar. The new variables satisfy the linearized momentum constraint equation (3.16b), i.e.

\[ D_b \beta^{ab} - \frac{1}{2} \gamma D^a \Phi + \pi_b (2 \Phi D^b \alpha^a) - \alpha^b D^a \Phi = -8 \pi (\rho + p) \sqrt{1 + \Phi U^2} v^a \]
\[ \implies D_b \hat{\beta}^{ab} - \frac{1}{2} \gamma \pi^a \Phi + \pi_b (2 \Phi \pi^b \hat{\alpha}^a) - \hat{\alpha}^b \pi^a \Phi = -8 \pi (\rho + p) \sqrt{1 + \Phi U^2} \hat{v}^a. \]

Further, using equations (4.34), (2.12a) and (2.16), we get \( \hat{\beta}_a^a + \Phi \hat{\gamma} + 2 \Phi \hat{\alpha}_a \pi^a = 0 \), and in parallel to the arguments in the static case we can write the kinetic energy in a manifestly non-negative form

\[ K = \frac{1}{8 \pi} \int (\Phi (D_a \hat{\alpha}_b) (D^a \hat{\alpha}^b) + \hat{\beta}_{ab} \beta^{ab} + (\Phi \hat{\gamma} + 2 \Phi \hat{\alpha}_a \pi^a)^2) \]
\[ + \int (\delta^3 N (\rho + p) \hat{v}^a \hat{\alpha}_a \geq 0. \]

The kinetic energy vanishes if and only if we have

\[ \hat{\alpha}_a = D_a \hat{f} ; \quad \hat{\gamma} = -2 \pi^a D_a \hat{f} ; \quad \hat{\beta}_{ab} = \hat{v}^a = 0 \]

for some \( \hat{f} \), in which case \( p_{ab}, \alpha_a \) and \( v^a \) in equation (4.35) are pure-gauge perturbations in \( W_g \) generated by a diffeomorphism along \( f \phi^a + \hat{f} \phi^a \). Again, since we have factored out such perturbations, \( K \) is positive definite on \( \mathcal{V}_{\text{odd}} \).

The transformations in equations (4.31) and (4.35) are gauge transformations corresponding to making a normal displacement of the Cauchy surface \( \Sigma \) by \( \hat{f} \). The condition \( \hat{\beta}_a^a + \Phi \hat{\gamma} + 2 \Phi \hat{\alpha}_a \pi^a = 0 \) is simply the condition that \( \hat{\pi}_a^a = 0 \) and thus, writing the kinetic energy in terms of \( \hat{p}_{ab}, \hat{\alpha}_a \) and \( \hat{v}^a \) corresponds to working in a gauge where \( \Sigma \) is a maximal slice in the perturbed spacetime.

### 5. Negative energy and exponential growth

Consider a smooth, axisymmetric perturbation \( \delta X \in \mathcal{V}_c \). The time evolution of \( \delta X \) is given by equations (4.6)--(4.7) of the previous section. These equations contain arbitrary gauge transformations on the right-hand side. However, we may effectively remove this gauge dependence by simply factoring out by the space \( W_g \) (see equation (3.20)) to pass to the space \( \mathcal{V} \) defined by equation (3.21). By a slight abuse of notation, we will continue to denote by \( \delta X \) the element of \( \mathcal{V} \) corresponding to the equivalence class of the original perturbation \( \delta X \in \mathcal{V}_c \). Similarly, we will write \( \delta \mathcal{X} \) for the equivalence class of \( \mathcal{X}, \delta X \). The time evolution equations (4.6)--(4.7) then can be written using an operator \( \mathcal{E} : \mathcal{V} \rightarrow \mathcal{V} \) as
The time evolution operator $\mathcal{E}$ is related to the canonical energy $\mathcal{E}$ by

$$\mathcal{E}(\delta X) = W(\delta X, \mathcal{E}(\delta X))$$

which expresses the fact that the canonical energy is a Hamiltonian for the time evolution of the linearized perturbations.

We now make use of the reflection isometry $i$ of the background spacetime. As in the previous section, we decompose initial data $\delta X \in \mathcal{V}$ into its odd part, $P \in \mathcal{V}_{\text{odd}}$, and even part, $Q \in \mathcal{V}_{\text{even}}$ under the action of $i$ (see equation (4.3)). Since the time evolution operator $\mathcal{E}$ is invariant under $i$, the evolution equations take the form:

$$\dot{Q} = \mathcal{K} P,$$

$$\dot{P} = -\mathcal{U} Q,$$

where, the maps $\mathcal{K}$ and $\mathcal{U}$ act as

$$\mathcal{K} : \mathcal{V}_{\text{odd}} \to \mathcal{V}_{\text{even}}; \quad \mathcal{U} : \mathcal{V}_{\text{even}} \to \mathcal{V}_{\text{odd}}.$$  

Explicit formulae for $\mathcal{K}$ and $\mathcal{U}$ can be obtained by substitution of an odd or, respectively, even perturbation from equations (4.1) or (4.3) into the right-hand sides of the evolution equations (4.6a)–(4.7b). In particular, in the case of a static background, the odd part of a perturbation is given by $P = (p_{ab}, 0, v^a, 0)$, and from equations (4.6a)–(4.7b), it follows that

$$\mathcal{K} \left( \begin{array}{c} p_{ab} \\ v^a \\ 0 \\ 0 \end{array} \right) = 2N \left( \begin{array}{c} 0 \\ -\frac{1}{2}p_c h_{ab} \\ 0 \\ Nv^a \end{array} \right).$$

In the case of a stationary, axisymmetric background, $P$ is given by equation (4.3), and $\mathcal{K} P$ is given by

$$\mathcal{K} \left( \begin{array}{c} \beta_{ab} + \gamma \phi_a \phi_b \\ 2\alpha_{ab} \phi_c b \\ v^a \\ \xi^a \end{array} \right) = \left( \begin{array}{c} 2\Lambda_{ab} \phi_{b} \\ \Theta_{ab} + \Gamma \phi_a \phi_b \\ V^a \phi_b \\ \Xi^a \end{array} \right),$$

where we have used the decomposition (4.3) for the reflection-even perturbation on the right-hand side with

$$\Lambda_a = -\Phi^{-1} D^b (N \Phi D_{ab} \alpha_{b} ) + N \pi_a (\beta_b - \Phi \gamma - 2\Phi \alpha_b \pi^b ) + 8\pi N (\rho + p) U_{ia},$$

$$\Theta_{ab} = 2N \left[ \beta_{ab} - \frac{1}{2} (\beta_c + \Phi \gamma + 2\Phi \alpha_c \pi^c ) (h_{ab} - \Phi^{-1} \phi_a \phi_b ) \right],$$

$$\Gamma = 2N \left[ (\gamma + 2\alpha_c \pi^c ) - \frac{1}{2} \Phi^{-1} (\beta_c + \Phi \gamma + 2\Phi \alpha_c \pi^c ) \right],$$

$$V = \frac{1 + \Phi U^2}{1 + (1 - c_i^2) \Phi U^2} \left[ NU (\beta_a^a - \Phi \gamma - 2\Phi \alpha_a \pi^a ) - \frac{N v^a D_a (\Phi U) }{\Phi \sqrt{1 + \Phi U^2} } + \frac{U_{c_i}^2 D_{c} (N v^a) }{\sqrt{1 + \Phi U^2} } \right]$$

$$- \frac{NU_{c_i}^2}{2(1 + \Phi U^2)} (1 + 2\Phi U^2) \beta_a^a + \Phi \gamma + 2\Phi \alpha_a \pi^a \right].$$
\[ \Xi^a = \frac{N}{\sqrt{1 + \Phi U^2}} v^a, \quad (5.7e) \]

where we have used equations (2.26), (2.29) and (4.18) for the background spacetime.

The formula for \( \mathcal{U} \) can be computed in the same manner, substituting \( \Phi \) on the right sides of equations (4.6a)–(4.7b) instead of \( P \). However, since this formula is considerably more complicated, we will not attempt to write it out explicitly here.

The decomposition of the canonical energy \( \mathcal{E} \) into the kinetic and potential energies is given in terms of these operators by

\[ \mathcal{K}(\tilde{P}, P) := W[\tilde{P}, KP]; \quad \mathcal{H}(\tilde{Q}, Q) := -W[\tilde{Q}, \mathcal{U}Q]. \quad (5.8) \]

Taking the time derivative of equation (5.3a) and using equation (5.3b), we obtain

\[ \dot{Q} = -A Q, \quad (5.9) \]

where

\[ A := \mathcal{K} \mathcal{U} : \mathcal{V}_{\text{even}} \rightarrow \mathcal{V}_{\text{even}}. \quad (5.10) \]

Following [11], we now define a new Hilbert space that makes \( \mathcal{A} \) a symmetric operator, thereby allowing us solve this equation by spectral methods. Let \( K[\mathcal{V}_{\text{odd}}] \subseteq \mathcal{V}_{\text{even}} \) denote the range of the operator \( K \). By theorem 1, \( K \) is a positive definite operator on \( \mathcal{V}_{\text{odd}} \), so \( K \) has a vanishing kernel. Thus for all \( Q \in K[\mathcal{V}_{\text{odd}}], \) there exists a unique \( P \in \mathcal{V}_{\text{odd}} \) such that, \( Q = KP \).

Using this fact, we define a new inner product, \( \langle \cdot, \cdot \rangle_{\mathcal{H}} \) on \( K[\mathcal{V}_{\text{odd}}] \) by

\[ \langle \tilde{Q}, Q \rangle_{\mathcal{H}} = \mathcal{K}(\tilde{P}, P), \quad (5.11) \]

where \( \tilde{P} \) and \( P \) are such that \( \tilde{Q} = KP \) and \( Q = KP \). That this is indeed an inner product follows from the symmetry, bilinearity and positive definiteness of \( \mathcal{K} \) (theorem 1). We can write this inner product in terms of the symplectic form as

\[ \langle \tilde{Q}, Q \rangle_{\mathcal{H}} = W[\tilde{P}, KP]. \quad (5.12) \]

We now complete the space \( K[\mathcal{V}_{\text{odd}}] \) in the inner product \( \langle \cdot, \cdot \rangle_{\mathcal{H}} \) to obtain a Hilbert space \( \mathcal{H} \).

Note that \( \mathcal{H} \) automatically contains all \( Q \in \mathcal{V}_{\text{even}} \) that are of the form \( Q = KP \) for \( P \in \mathcal{V}_{\text{odd}} \), and such \( Q \) comprise a dense subspace of \( \mathcal{H} \). In view of equation (5.3), this means that the even part of all perturbations that are of the form \( \xi \), \( \xi X \) for some perturbation \( \xi X \) will be represented in \( \mathcal{H} \). Obviously, unbounded growth of a perturbation \( \xi Q \) of the form \( KP \) for \( P \in \mathcal{V}_{\text{odd}} \) suffices to prove instability. However, a perturbation will grow exponentially in time if and only if any of its Lie derivatives with respect to \( t^\mu \) grow exponentially in time. As noted in remark 1, the second time derivative of any perturbation not necessarily in the Lagrangian displacement framework is in \( \mathcal{V} \) and, hence, the even part of its third time derivative is represented in the Hilbert space \( \mathcal{H} \). Consequently, stability for \( Q \) of the form \( KP \) for \( P \in \mathcal{V}_{\text{odd}} \) implies that no perturbations can grow exponentially—including those not represented in the Lagrangian framework. However, stability for such \( Q \) does not rule out the possibility of instabilities that grow slower than a cubic polynomial in \( t \). Thus, stability with respect to perturbations in \( \mathcal{H} \) is necessary but not sufficient for stability with respect to all perturbations, but it is sufficient to establish mode stability for all perturbations.

It is convenient to complexify the Hilbert space \( \mathcal{H} \) in order to use spectral methods; we will not distinguish this complexification in our notation. The operator \( A : \mathcal{H} \rightarrow \mathcal{H} \) given
by equation (5.10) naturally extends to a real, symmetric operator with dense domain given by the complexification of \( \mathcal{K}[V_{\text{odd}}] \). In particular, it admits a self-adjoint extension \( \mathcal{A} \). By a close parallel of the arguments of [11], we obtain the following proposition:

**Proposition 5.1.** Given any axisymmetric initial data \( \delta X_0 = (P_0 = 0, Q_0 = KP_0') \) where \( P_0' \in V_{\text{odd}} \) there exists a unique solution \( Q(t) \in \mathcal{K}[V_{\text{odd}}] \subset \mathcal{H} \) to equation (5.9) that is such that \( Q(0) = Q_0 \) and \( \dot{Q}(0) = 0 \).

**Proof.** Uniqueness of such a \( Q(t) \) follows from the spectral arguments given in [11] (see, in particular, lemma 6.1 [11]) while, existence can be shown as follows. Choose a smooth representative \( P_0' \) of the \( \mathcal{W} \)-equivalence class of \( P_0 \), and consider the initial data \( X'(0) = (P_0', \dot{Q}_0') = 0 \). From \( X'(0) \), using equation (3.1), we can obtain the initial data \( Y'(0) \) in terms of the physical fluid quantities. From the arguments in [17] and chapter IX of [19] on the well-posedness of the Einstein–Euler system it follows that, there exists a smooth solution \( Y'(t) \) of the perturbed Einstein–Euler system with initial data \( Y'(0) \). Then using equation (4.7a), we get a smooth solution \( \tilde{X}'(t) \) in terms of the Lagrangian displacement with initial data \( \tilde{X}'(0) \).

Now, let \( X'(t) = (P'(t), Q'(t)) \) denote the \( \mathcal{W} \)-equivalence class of the solution \( \tilde{X}'(t) \) and let \( X(t) = (P(t), Q(t)) \) denote the \( \mathcal{W} \)-equivalence class of its time derivative \( \xi, \tilde{X}'(t) \). It follows from the evolution equations in the form equations (5.1) and (5.3) that \( Q(t) = KP'(t) \) and that \( Q(t) \) satisfies

\[
\frac{d^2 Q(t)}{dt^2} = -\mathcal{A}Q(t). \tag{5.13}
\]

By an exact parallel of the proof of proposition 6.2 of [11], we have

**Proposition 5.2.** Let \( Q_0 = KP_0' \in \mathcal{H} \) with \( P_0' \in V_{\text{odd}} \) be axisymmetric initial data such that the potential energy satisfies \( \mathcal{W}(Q_0, Q_0) < 0 \). Then the solution generated by the initial data \( (P_0 = 0, Q_0) \) grows exponentially with time in the sense that there exists \( C > 0 \) and \( \alpha > 0 \) such that

\[
\|Q_t\|_\mathcal{H} > C \exp(\alpha t). \tag{5.14}
\]

We also have the following Rayleigh–Ritz-type variational principle to determine the growth rate of the instability. We refer the reader to theorem 2 [11] for the proof of this result.

**Theorem 2 (Variational Principle for Instability).** For any axisymmetric \( P \in V_{\text{odd}} \) consider the quantity

\[
\omega^2(P) = \frac{\mathcal{W}(KP, KP)}{\mathcal{I}(P, P)}. \tag{5.15}
\]

If \( \omega^2 < 0 \), the solution \( \delta X(t) \) determined by the initial data \( (P, 0) \) will grow with time at least as fast as \( \exp(\alpha t) \) for any \( \alpha < |\omega| \), in the sense that the kinetic energy \( \mathcal{K} \) of \( \xi, \delta X \) will satisfy

\[
\lim_{t \to -\infty} |\mathcal{K}(\xi, \delta X, \xi, \delta X)\exp(-2\alpha t)| = \infty. \tag{5.16}
\]
6. Explicit form of the variational principle

In this section, we provide a more concrete form of the variational principle of theorem 2. In the static case, we will provide explicit formulae for the variational principle, and we will show that for spherically symmetric perturbations of a static, spherically symmetric star, the variational principle reduces to that of Chandrasekhar [13, 14], and Seifert and Wald [15]. In the stationary axisymmetric case, the formulae are too cumbersome to write out explicitly, so we will simply provide an algorithm for performing the calculations needed to evaluate the variational principle.

6.1. Static background

The variational principle \( (5.15) \) requires that we compute the potential energy \( U \) corresponding to a \( t \)-reflection-even perturbation of the form \( \mathcal{K} P \) where \( P \) is a ‘trial function’ consisting of a reflection-odd perturbation \( P \). To get an explicit form of the variational principle we first compute an expression for the potential energy for any \( t \)-reflection-even perturbation. In the static case, the reflection-even perturbation takes the form \( x = Q q_{0, 0, 0, 0, a b} \) (see equation \( (4.1) \)). Using the definition of the canonical energy we have

\[
\mathcal{U}(Q, Q) = \frac{1}{16\pi} \int \epsilon^{(3)} (p_{ab} q^{ab} - q_{ab} \dot{p}_{ab}) + \int \left( \dddot{\xi}^{\mu} \delta P_{\mu\lambda\rho} - \dddot{\xi}^{\mu} (\dot{\delta P})_{\mu\lambda\rho} - [\xi, \dot{\xi}^{\nu}] P_{\mu\nu\lambda\rho} \right). 
\]

(6.1)

For reflection-even perturbations off of a static background, both \( p_{ab} \) and \( \dot{\xi}^{\nu} \) vanish (using equation \( (4.7a) \)), so we obtain

\[
\mathcal{U}(Q, Q) = -\frac{1}{16\pi} \int \epsilon^{(3)} q^{ab} \dot{p}_{ab} - \int \xi^{\mu} \dddot{\xi}^{\nu} P_{\mu\nu\lambda\rho} = -\int \epsilon^{(3)} \left( \frac{1}{16\pi} q^{ab} \dot{p}_{ab} + (\rho + p) \xi^{\nu} \dot{\xi}^{\nu} \right).
\]

(6.2)

where the last equality follows from the same calculation as in equation \( (4.13) \).

Recall that in the case of a static star \( \pi^{ab} = N a = u^a = 0 \). We first compute the gravitational contribution \( -\frac{1}{16\pi} \int q^{ab} \dot{p}_{ab} \) where \( \dot{p}_{ab} \) is obtained from equation \( (4.6b) \). We simplify the resulting expression using the same procedure used in section \( (4) \) for the stationary axisymmetric case to obtain the kinetic energy contribution of the same term. That is, we

(1) ‘Integrate by parts’ any term with two derivatives of \( q_{ab} \) to rewrite it as a quadratic expression in one derivative of \( q_{ab} \).

(2) Rewrite the terms with Ricci tensor, Ricci scalar and two derivatives of the lapse \( N \) using equations \( (2.25a) \), \( (2.29) \), and the linearized Hamiltonian constraint equation \( (3.16a) \) in terms of the background and perturbed matter terms.

Using the above steps we get (omitting the factor of \( \epsilon^{(3)} \) in the intermediate expressions)

\[
-\int q^{ab} \dot{p}_{ab} = \int N \left[ \frac{1}{2} D\epsilon^{(3)} \dot{D} q_{ab} - \dot{D} \epsilon^{(3)} q_{ab} Dq_{be} - \frac{1}{2} \left( \dot{D} q_{ae} \ddot{D} q_{eb} + 2 \dot{D} q_{ae} \dot{D} q_{eb} \right) + 8\pi \int N \left[ \frac{3}{2} V_{abc} q_{ab} c - 2 V_{abc} q_{ac} \dot{q}_{ab} + (E - \frac{2}{3} V^{(c)}) \dot{q}_{ab} \right] \right]
\]

\[
- \frac{1}{2} \left( \dot{D} q_{ae} \ddot{D} q_{eb} + 2 \dot{D} q_{ae} \dot{D} q_{eb} \right) + 8\pi \int N \left[ 2 \delta E q_{ab} - \tau_{ab} q_{ab} \right].
\]

(6.3)
Computing the matter contributions using equations (2.30) and (2.16) we get
\[
- \frac{1}{16\pi} \int q^{ab} \rho_{ab} = \frac{1}{16\pi} \int N \left[ \frac{1}{2} D^c q^{ac} D_c q_{ab} - D^c q^{abc} D_b q_{bc} - \frac{3}{2} D_c q_a D^c q_b^a + 2 D_b q^{abc} D_a q_{bc} \right]
\]
\[
+ \int N \left[ -\frac{1}{4} (\rho - p)(q^{abc} q_{abc} + (q_a^a)^2) - \frac{1}{2} (1 - c_f^2)(\rho + p)(q_a^a)^2\right]
\]
\[
- \frac{1}{2} (2 - c_f^2)(\rho + p)(D_a \xi^a) q_a^a - \frac{1}{2} \xi^b D_b (2\rho - p) q_a^a.
\]
(6.4)

Next we compute the fluid contribution \(-\int (\rho + p) \xi^a \nu^a \) using equation (4.7b) for the static star. Using the Euler equation (2.34) we get
\[
- \int (\rho + p) \xi^a \nu^a = \int N c_e D^a \left[ (1 + c_f^2) \left( \frac{1}{2} q^{a c} + D_c \xi^c \right) + \frac{1}{\rho + p} \xi^c D_c (\rho + p) \right]
\]
\[
- \int N c_e D^a \left[ c_f^2 (\rho + p) \left( \frac{1}{2} q^{a c} + D_c \xi^c \right) + \xi^c D_c \rho \right].
\]
(6.5)

Integrating by parts the last term we have
\[
- \int (\rho + p) \xi^a \nu^a = \int N c_e D^a \left[ c_f^2 (\rho + p) \left( \frac{1}{2} q^{a c} + D_c \xi^c \right) + \xi^c D_c \rho \right]
\]
\[
+ \int N D^a \xi^a \left[ c_f^2 (\rho + p) \left( \frac{1}{2} q^{a c} + D_c \xi^c \right) + \xi^c D_c \rho \right].
\]
(6.6)

Putting together equations (6.4) and (6.6) the potential energy for a reflection-even perturbation \( Q \) is
\[
\mathcal{U}(Q, \rho) = \frac{1}{16\pi} \int e^{(3)} N \left[ \frac{1}{2} D^c q^{ac} D_c q_{ab} - D^c q^{abc} D_b q_{bc} - \frac{3}{2} D_c q_a D^c q_b^a + 2 D_b q^{abc} D_a q_{bc} \right]
\]
\[
- \frac{1}{4} \int e^{(3)} N \left[ (\rho - p) q^{abc} d_{abc} + (2\rho - c_f^2 (\rho + p))(q_a^a)^2 \right]
\]
\[
+ \int e^{(3)} N \left[ c_f^2 (\rho + p) (D_a \xi^a)^2 + 2 (D_a \xi^a)(\xi^a D_a \xi) \right]
\]
\[
+ \frac{1}{\rho + p} \int e^{(3)} N \left[ (1 - c_f^2)(\rho + p) D_a \xi^a + \xi^a D_a (\rho - p) q_a^a \right].
\]
(6.7)

Now we provide an algorithm for computing the variational principle (5.15) in the case of a static star.

1. We start with a ‘trial’ reflection-odd perturbation \( P = (\phi_{ab}, 0, \nu^a, 0) \). The linearized Hamiltonian constraint vanishes identically for reflection-odd perturbations, and the linearized momentum constraint equation (3.16b) becomes
\[
D_a p^{ab} = -8\pi (\rho + p) \nu^a.
\]
(6.8)

so we need to start with a solution to this equation.

One way of generating solutions would be to choose an arbitrary \( \nu^a \) and then solve the elliptic system.
\[ D_b D^a Z^b = -8\pi (\rho + p)v^a, \]  
(6.9)

for a vector field \( Z^a \). One can then choose \( p_{ab} = D_a Z_b + \tilde{p}_{ab} \) where \( \tilde{p}_{ab} \) is a solution to \( D^b \tilde{p}_{ab} = 0 \).

2. We compute \( \mathcal{K}(P, P) \) using equation (4.14), namely

\[
\mathcal{K}(P, P) = \frac{1}{8\pi} \int e^{(3)} N \left( p_{ab} p^{ab} - \frac{1}{2} (p_a^a)^2 \right) + \int e^{(3)} N (\rho + p) v^a. 
\]  
(6.10)

3. From the reflection-odd \( P \) in step (1), we obtain the reflection-even perturbation \( Q' = KP \) (0, \( q_{ab}' \), 0, \( \xi'^a \)) using equation (5.5) i.e.

\[
q_{ab}' = 2N \left( p_{ab} - \frac{1}{2} p_c^c h_{ab} \right),
\]
\[
\xi'^a = N v^a. 
\]  
(6.11)

4. Compute \( \mathcal{H}(Q', Q') = \mathcal{H}(KP, KP) \) using equation (6.7) for the perturbation \( Q' \) from step (3) (equation (6.11)). The variational principle (5.15) takes the form

\[
\omega^2 = \frac{\mathcal{H}(Q', Q')}{\mathcal{K}(P, P)} 
\]  
(6.12)

with the denominator obtained in step (2).

We now explicitly carry out the above steps in the case of spherically symmetric perturbations of a static, spherically symmetric star with a ‘barotropic’ equation of state of the form \( \rho = \rho(n) \). We shall show that our variational principle reduces to that of Chandrasekhar [13, 14], and Seifert and Wald [15]. To proceed, following [15], it is convenient to work in a gauge where the background metric is

\[
ds^2 = -e^{2\varphi(r)} dt^2 + e^{2\lambda(r)} dr^2 + r^2 d\Omega^2
\]  
(6.13)

and where the perturbed spatial metric and the Lagrangian displacement on the Cauchy surfaces \( \Sigma_t \) of constant \( t \) are

\[
q_{ab} = 2e^{2\lambda} \lambda(r, t) D_a r D_b r, 
\]  
(6.14a)
\[
\xi^a = \xi(r, t) \left( \frac{\partial}{\partial r} \right)^a, 
\]  
(6.14b)

We can read off that the background lapse is \( N = e^{\varphi(r)} \), and we can calculate directly from equations (4.6a) and (4.7a) that

\[
p_{ab} = -e^{-\varphi} \lambda r^2 (d\Omega^2)_{ab},
\]  
(6.15a)
\[
v^a = e^{-\varphi} \xi \left( \frac{\partial}{\partial r} \right)^a,
\]  
(6.15b)

where we have used \((d\Omega^2)_{ab}\) to denote the metric on the unit-radius 2-sphere. The linearized momentum constraint (equation (6.8)) for equation (6.15) is given by

\[
\dot{\lambda} = -4\pi e^{2\lambda} (\rho + p) \xi. 
\]  
(6.16)

Unlike in the general case (see (1)), for spherically symmetric perturbations the momentum constraint can be solved algebraically. To compare our variational principle with that of [15] we choose \( \xi \) as a freely specified function on the Cauchy surface \( \Sigma_t \) and use equation (6.16) to substitute for \( \dot{\lambda} \), and so we have

\[
}\]
We use the reflection-odd perturbation $P = (p_{ab}, 0, v^a, 0)$ from equation (6.17) as our starting ‘trial’ perturbation to obtain the variational principle; this completes step (1) of our algorithm. For step (2), using equation (6.17) in equation (6.10) gives

$$\mathcal{H}(P, P) = 4\pi \int dr \, r^2 e^{\Delta - \Psi} (\rho + p) \xi^2.$$  (6.18)

The reflection-even perturbation $Q' = KP$ in step (3) can be computed to be

$$q_{ab}^\prime = -8\pi (\rho + p) r e^{\Delta} \xi D_a r_d r_d r,$$  (6.19a)

$$\xi^a = \xi \left( \frac{\partial}{\partial r} \right)^a.$$  (6.19b)

To complete step (4), we now substitute the reflection-even perturbation $Q'$ from equation (6.19) into equation (6.7) and explicitly compute $\mathcal{H}(Q', Q')$. To compare with [15], we replace $\rho$ and $p$ by the particle number density $n$ using the identities

$$\rho'(n) = \frac{\rho + p}{n}; \quad \rho''(n) = c_s^2 \frac{\rho + p}{n^2}$$  (6.20)

which follow from equations (2.5) and (2.7), and

$$\frac{\partial \rho}{\partial r} = \rho + p \frac{\partial n}{\partial r}; \quad \frac{\partial p}{\partial r} = c_s^2 \frac{\rho + p}{n} \frac{\partial n}{\partial r}$$  (6.21)

which follows from the fact that the background quantities $\rho$, $p$, and $n$ are functions of the single variable $r$. We simplify the resulting expression by integrating by parts and using the background evolution equations (2.32) and (2.34) which take the form

$$\frac{\partial \Psi}{\partial r} + \frac{\partial \Lambda}{\partial r} = 4\pi r e^{2\lambda} (\rho + p)$$  (6.22)

and

$$c_s^2 \frac{\partial n}{\partial r} = -n \frac{\partial \Psi}{\partial r}.$$  (6.23)

We obtain

$$\mathcal{H}(KP, KP) = 4\pi \int dr \left[ \frac{1}{r^2 \rho''(n)} e^{2\Psi + \Lambda} \left( \frac{\partial}{\partial r} \left( r^2 e^{-\Psi} n \xi \right) \right)^2 ight. - \left. r^2 e^{\Delta + \Psi} n \rho'(n) \left( \frac{1}{r} + 2 \frac{\partial \Psi}{\partial r} \left( \frac{\partial \Psi}{\partial r} + \frac{\partial \Lambda}{\partial r} \right) \right) \xi^2 \right].$$  (6.24)

The above expressions (6.18) and (6.24) for the variational principle agree with those given by Seifert and Wald [15] modulo the substitution $\xi \mapsto \xi$ (and up to a spurious overall factor of 3 in both expressions in [15]). Thus, our variational principle in theorem 2 reproduces the Chandrasekhar variational principle [13, 14] for spherical perturbations of a static spherical star with a barotropic equation of state.
6.2. Stationary axisymmetric background

Next, we give an algorithm for computing the variational principle (5.15) for axisymmetric perturbations of a stationary-axisymmetric star with circular flow, in parallel with the static case.

1. We start with a ‘trial’ reflection-odd perturbation given by (see equation (4.3))

\[ P = \begin{pmatrix} P_{ab} \\ q_{ab} \\ v^a \end{pmatrix} = \begin{pmatrix} \beta_{ab} + \gamma \phi_a \phi_b \\ 2\alpha_a \phi_b \\ v^a \end{pmatrix}. \]  

Note, that we set \( \xi^a = \zeta \phi^a = 0 \) since it is a trivial displacement and does not affect the kinetic energy as discussed in section 4. The linearized Hamiltonian constraint vanishes identically for reflection-odd perturbations, and the linearized momentum constraint equation (3.16b) becomes

\[ D_b \beta^{ab} - \frac{1}{2} \gamma D^a \Phi + \pi_b (2\Phi D^{[b} \chi^{a]} - \alpha^b D^a \Phi) \]

\[ = -8\pi (\rho + p) \sqrt{1 + \Phi U^2} v^a. \]  

So we need to start with \((\beta_{ab}, \gamma, \alpha_a, v^a)\) (with \(\beta_{ab}, \alpha_a\) and \(v^a\) each orthogonal to \(\phi^a\)) satisfying this equation. Similar to the static case, one way of generating solutions would be to choose an arbitrary \((\gamma, \alpha_a, v^a)\) and then solve the elliptic system

\[ D_b D^a Z^b - \frac{1}{2} \gamma D^a \Phi + \pi_b (2\Phi D^{[b} \chi^{a]} - \alpha^b D^a \Phi) \]

\[ = -8\pi (\rho + p) \sqrt{1 + \Phi U^2} v^a \]  

for an axisymmetric vector field \(Z^a\) which is polar i.e. \(Z^a \phi_a = 0\). One can then choose \(\beta_{ab} = D_a Z_b + \beta_{ab}\) where \(\beta_{ab}\) is a solution to \(D^b \beta_{ab} = 0\).

2. We compute \(K(P, P)\) using equation (4.29) i.e.

\[ K(P, P) = \frac{1}{8\pi} \int e^{(3)} N \left[ \Phi (D_4 \alpha_4)(D_4 \chi^4) + \beta_{ab} \beta^{ab} + \Phi^2 (\gamma^2 + 2\alpha_a \pi^a)^2 \right. \]

\[ - \frac{1}{2} (\beta^a \gamma + 2\Phi \alpha_a \pi^a)^2 \right] + \int e^{(3)} N (\rho + p) v^a u_a. \]  

3. We obtain the reflection-even perturbation

\[ Q' = K P = \begin{pmatrix} P_{ab}'; \\ q_{ab}' \\ v^a \end{pmatrix} = \begin{pmatrix} 2\Lambda_0 \phi_b \\ \Theta_{ab} + \Gamma \phi_a \phi_b \\ V \phi^a \end{pmatrix}. \]

by using the reflection-odd \(P\) of step (1) in equation (5.7).

4. Next we need to compute the potential energy \(\Psi(Q', Q') = \Psi(K P, K P)\) for the perturbation \(Q'\) from step (3). The explicit formula for the potential energy in this case is
cumbersome to write out but can be computed as follows.

\[
\mathcal{H}(Q', Q') = \frac{1}{16\pi} \int d^3 x \left[ p_{ab}' (q_{ab}'') - q_{ab}''' (p_{ab}') \right] + \int \left[ (\xi')^{\mu} \delta' P_{\mu\nu\lambda\rho} - (\xi')^{\nu} (\delta' P)_{\mu\nu\lambda\rho} - [\xi', (\xi')^\nu]^{\mu\nu} P_{\mu\nu\lambda\rho} \right],
\]

where the quantities \( p_{ab}', q_{ab}', v_{a}', \) and \( \xi^n \) are obtained from step (3), and by substituting these into the evolution equations (4.6) and (4.7) one can obtain expressions for \( (p_{ab}')', (q_{ab}')', (v_{a}')', \) and \( (\xi'^n) \). In evaluating \( (p_{ab}')' \), one will need to calculate the perturbed energy density and pressure under the perturbation \( Q' \) in order to calculate \( \tau^{ab} = \delta' T^{ab} \). From equation (3.5), these are

\[
\delta' \rho = \left( \rho + p \right) \frac{\Delta n}{n} - \xi^n D_n \rho,
\]
\[
\delta' p = c_s^2 \left( \rho + p \right) \frac{\Delta n}{n} - \xi^n D_n p,
\]

where \( (\Delta n)/n \) is given by equation (4.8) (substituting \( Q' \) in). Similarly, these are needed to evaluate the quantity \( \delta' P_{\mu\nu\lambda\rho} \) appearing in the third term of equation (6.30) from the definition (3.9) of \( P_{\mu\nu\lambda\rho} \). By a calculation similar to equation (4.27), the fourth term of equation (6.30) is

\[
- \int \xi'_{\nu} (\delta' P)_{\mu\nu\lambda\rho} = - \int \sqrt{1 + \Phi U^2} \left( \rho + p \right) \xi^n \{ (v_{a}') + U \phi^b (q_{ab}') \},
\]

while the final term is

\[
- \int [\xi', (\xi')^\nu] P_{\mu\nu\lambda\rho} = \int \sqrt{1 + \Phi U^2} \left( \rho + p \right) \Phi U \xi^n D_n (\Phi^{-1} \phi^b (\xi'^b)),
\]

where we have used the fact that \( (\xi^n) \) is axial (i.e., tangent to \( \phi^a \)) and the axisymmetry of \( \xi^n \). In equations (6.32) and (6.33), we need to substitute for \( (q_{ab}')', (v_{a}')', \) and \( (\xi'^b) \) using equations (4.6) and (4.7).

Finally, the variational principle (5.15) takes the form

\[
\omega^2 = \frac{\mathcal{H}(Q', Q')}{\mathcal{H}(P, P)}
\]

with the denominator obtained in step (2).

Using the metric ansatz of [21], a tedious computation shows that the above algorithm reproduces the variational formula of [21] for the frequency of modes. Note, however that [21] did not show the positivity of the kinetic energy term and thus did not obtain a Rayleigh–Ritz variational principle.
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Appendix. Fluid evolution equations

In this appendix we compute the evolution equations for the perturbed fluid initial data variables, \((v^a, \xi^a)\), of a perturbation off of a stationary background. We assume that \(\xi^a\) and its time derivatives have been made tangent to \(\Sigma\) by the addition of an appropriate flowline trivial. As in the linearized ADM equations (4.6), there will be terms coming from gauge transformations generated by the perturbed lapse and shift. We ignore these in the intermediate computations by setting the perturbed lapse and shift to zero and insert them back in the final expressions. With these choices we have, on \(\Sigma\),

\[
\delta g_{\mu\nu} = h^a_{\mu} h^b_{\nu} q_{ab}, \quad v^a = \delta u^a = \delta (h^a_{\mu} u^\mu) = h^a_{\mu} \delta u^\mu. \tag{A.1}
\]

Using equation (3.3b) we then find

\[
v^a = \frac{1}{2} w^a u^b q_{bc} + [(\delta^a_{\mu} + u^a u_\mu) h^b_{\mu} + \sqrt{1 + u^2} u^a \nu_\mu] \xi_b \xi^\mu. \tag{A.2}
\]

Using the fact that we can write

\[
u_\mu \xi_a \xi^\mu = -\xi^b \xi_a (N \nabla_\mu t) = N \xi^b \nabla_a (N t) = N \xi^b D_b \left( \frac{\sqrt{1 + u^2}}{N} \right) \tag{A.4}
\]

we find

\[
v^a = \frac{1}{2} w^a u^b q_{bc} + (\delta^a_{\mu} + u^a u_\mu) \left( \frac{\sqrt{1 + u^2}}{N} \xi^b - \xi_a \xi^b \right) + \sqrt{1 + u^2} u^a \xi^b \xi_b \left( \frac{\sqrt{1 + u^2}}{N} \right) \tag{A.5}
\]

Inverting this to solve for \(\dot{\xi}^a\) gives the first evolution equation:

\[\\]

\[
\dot{\xi}^a = \xi_a - \frac{N}{\sqrt{1 + u^2}} \xi_a \xi^a - N \left( \delta^d_{\mu} - \frac{1}{1 + u^2} u^d u^\mu \right) \left( \frac{\sqrt{1 + u^2}}{N} \xi^b \xi_b \left( \frac{\sqrt{1 + u^2}}{N} \right) \right). \tag{A.6}
\]

We add back a gauge transformation \(\hat{\xi}^a\) generated by the perturbed lapse and shift to get equation (4.7a).

To get the evolution equation for \(v^a\), we linearize the Euler equation (2.17) off of a stationary background, obtaining
\[ \dot{v}^a = \xi_N v^a - \frac{(q_{bc} u^b u^c + 2 v^b u_b) D^a N}{2 \sqrt{1 + u^2}} + \sqrt{1 + u^2} q^{ab} D_b N + N (u^a p^b - 2 u_b p^{ab}) \]
\[ + \frac{N}{\delta t} \left( \pi^{abc} d^e_{\,c} - 2 \pi^{abc} u^e q_{bc} - \frac{1}{2} \pi^{abc} u^e q_{bc} + \pi^{bca} u^e q_{bc} + \pi^{bca} v^a - 2 \pi^{abc} v_b \right) \]
\[ + \frac{N (q_{bc} u^b u^c + 2 v^b u_b) u^d D_b u^d}{2 (1 + u^2)^{1/2}} \]
\[ - \frac{N u^b u^c (2 D_b q_c^{ab} - D^{ab} q_{bc})}{2 \sqrt{1 + u^2}} + \left( \frac{N (D^e p + u^e u^b D_b p)}{\sqrt{1 + u^2}} - u^e N^b D_b p \right) \frac{\delta p^e + \delta p}{\rho + p} \]
\[ + \frac{N (q_{bc} u^b u^c + 2 v^b u_b) (D^e p + u^e u^b D_b p)}{2 (\rho + p) (1 + u^2)^{1/2}} + \frac{\nu^2 N^b D_b p}{\rho + p} \frac{\delta p^e + \delta p}{\rho + p} \]
\[ = \frac{N (D^e p - q^{ab} D_b p + 2 \nu^2 u^b D_b p + u^e u^b D_b \delta p)}{\sqrt{1 + u^2}}. \tag{A.7} \]

This is not the desired evolution equation, since \( \dot{\delta p} \)—which depends on \( \dot{v}^a \)—appears on the right-hand side. From equation (3.5), we have
\[ \frac{\delta p}{\rho + p} = \frac{\Delta n}{n} - \xi^a D_a p. \tag{A.8} \]

To evaluate \( \frac{\Delta n}{n} \), first note that \( \sqrt{\delta t} n \sqrt{1 + u^2} \) is equal (up to a factor of a fixed non-dynamical volume element) to the pullback of \( N \) to \( \Sigma \), and therefore has vanishing Lagrangian perturbation, giving
\[ \frac{\Delta n}{n} = \frac{\Delta \sqrt{\delta t}}{\sqrt{\delta t}} - \frac{\Delta \sqrt{1 + u^2}}{\sqrt{1 + u^2}} \]
\[ = - \frac{1}{2} (q_{ab} + 2 D_a \xi^a) - \frac{1}{\sqrt{1 + u^2}} \left( \frac{u^a u^b q_{ab} + 2 u_a v^a}{2 \sqrt{1 + u^2}} + \xi^a D_a \sqrt{1 + u^2} \right) \]
\[ = - \frac{1}{2} \left( \hbar^{ab} + \frac{u^a u^b}{1 + u^2} \right) q_{ab} - \frac{u_a v^a}{1 + u^2} - \frac{D_a (\sqrt{1 + u^2} \xi^a)}{\sqrt{1 + u^2}}. \tag{A.9} \]

so that
\[ \frac{\Delta n}{n} = - \frac{1}{2} \left( \hbar^{ab} + \frac{u^a u^b}{1 + u^2} \right) q_{ab} - \frac{u_a v^a}{1 + u^2} - \frac{D_a (\sqrt{1 + u^2} \xi^a)}{\sqrt{1 + u^2}}. \tag{A.10} \]
Substituting this into equation (A.8), then into equation (A.7), and solving for \(\psi^a\) gives

\[
\psi^a = \left( \delta^a_e + \frac{c_s^2}{1 + (1 - c_s^2)\alpha u^a u_e} \right) \times \left\{ \xi_N \psi^e - \frac{1}{2\sqrt{1 + u^2}} (q_{bc} u^b u^c + 2v^b u_b) \dot{D}^e N \right. \\
+ \sqrt{1 + u^2} \dot{q}^{eb} \dot{D}_b N + N (u^b \rho^b_b - 2u_b \rho^b) - \frac{N}{2(1 + u^2)} u^b \dot{u}^b \dot{D}_b N \\
+ \frac{N}{2(1 + u^2)} \left( \dot{q}_{ac} u^c u^a + 2v^c u_c \dot{u}^b \dot{D}_b u^e - \frac{N}{2(1 + u^2)} (v^b \dot{D}_b u^e + u^b \dot{D}_b \psi^e) \right) \\
- \frac{1 + c_s^2}{\rho + p} \left( \frac{\Delta n}{n} + \xi D \ln \rho + \frac{\rho + p}{1 + c_s^2} \right) \left( N \frac{\sqrt{1 + u^2} (h^{eb} + u^e \dot{u}^b) - u^e N^b}{\rho + p} \right) \\
+ \frac{N}{2(\rho + p)(1 + u^2)^{3/2}} \left( \frac{\Delta n}{n} + \frac{\xi}{n} D \ln \rho \right) \\
- \frac{1}{2} \frac{c_s^2}{\rho + p} \left( \frac{\Delta n}{n} + \xi D \ln \rho \right) \right. \\
+ \left. \left( \frac{\Delta n}{n} + \xi D \ln \rho \right) \right) \right.
\]  

(A.11)

where we have used equation (3.5) and \(\Delta n/n\) is given by equation (A.9). To obtain an explicit formula in terms of the initial data \((p_{ab}, q_{ab}, \psi^a, \xi^a)\), it remains to substitute equation (4.6a) for \(q_{ab}\) and equation (4.7a) for \(\xi^a\) into the final line. Note that when the fluid star is not static, it is necessary to have \(c_s^2 \leq 1\) to solve for \(\psi^a\), otherwise the factor \(c_s^2/(1 + (1 - c_s^2)\alpha u^2)\) can diverge. Adding a gauge transformation \(\tilde{\psi}^a\), generated by the perturbed lapse and shift then gives equation (4.7b).
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