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Abstract

We present a new method for describing quantum measurements in relativistic systems that applies (i) to any QFT and for any field-detector coupling, (ii) to the measurement of any observable, and (iii) to arbitrary size, shape and motion of the detector. We explicitly construct the probabilities associated to \( n \) measurement events, while treating the spacetime coordinates of the events are random variables. These probabilities define a linear functional of a \( 2n \) unequal time correlation function of the field, and thus, they are Poincaré covariant. The probability assignment depends on the properties of the measurement apparatuses, their state of motion, intrinsics dynamics, initial states and couplings to the measured field. For each apparatus, this information is contained in a function, the detector kernel, that enters into the probability assignment. In a companion paper, we construct the detector kernel for different types of measurement.

1 Introduction

We develop a general method for defining the probabilities associated to a sequence of measurements on a relativistic quantum field. The method applies to any Quantum Field Theory (QFT) and for the measurement of any observable. Furthermore, it involves a detailed mathematical modeling of the associated measurement apparatuses.

We construct the probabilities corresponding to a sequence of measurements using the Quantum Temporal Probabilities (QTP) method \[1\]. QTP addresses the time-of-arrival problem in quantum mechanics \[1, 2\]. It inherits the rich temporal structure of Histories theory, as it was developed by one of us (N.S.) \[3\]—implementing an important distinction between the time parameter of Schrödinger equation and the time variable characterizing a measurement event. In the relativistic context \[4, 5\], this distinction is mirrored into one between the parameters of spacetime translations and the spacetime coordinates associated to a measurement record. The QTP method has also
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been applied for the temporal characterization of tunneling [6] and non-exponential decays [7], and for calculating the response and correlations of particle detectors in non-inertial motion [8].

**Detectors in relativistic systems.** Several important theorems about the general properties of measurements in relativistic systems have been proved by axiomatic approaches to QFT [9, 10, 11, 12]. Nonetheless, there exist few concrete models of a fully relativistic treatment of the interactions between a microscopic system and a measuring apparatus, and derivations of the associated probabilities. Almost all existing models treat the apparatus degrees of freedom non-relativistically rather than QFT [13, 14]—an exception is Ref. [15]. This is the case for the most commonly employed detector models, namely, the Unruh-Dewitt [16, 17] and the Glauber [18] detectors. The former is mainly used for studying particle creation effects in moving frames. The latter defines the standard model of photo-detection theory, and it can be generalized in order to describe continuous photo-detection [19] and to address issues of relativistic causality [20].

In general, Poincaré covariant unitary dynamics exists only if the interactions are expressed in terms of local quantum fields [21]. Models based on particle-field interactions may be very useful, but they have the potential of severely misrepresenting multi-partite systems when addressing issues of locality and causal propagation of information.

Note that in the present context, a "detector" or an "apparatus" is an elementary detecting element whose records can be correlated with a single microscopic event, for example, a single bubble in a bubble chamber or a wire segment in a wire chamber [22]. Hence, an experiment with $n$ distinct records of observation, requires $n$ distinct independent detecting elements, one for each record. This is different from the common use of the word "detector" (e.g., in high-energy experiments) that typically refers to a large collection of elementary detecting elements.

**Spacetime coordinates as observables.** In the axiomatic formulations of QFT, observables are typically expressed in terms of operators associated to bounded regions $O$ in spacetime. These spacetime regions are specified independently of the associated measurement outcomes. This means that the spacetime coordinates of the measurement outcomes (i.e., when and where a record appeared in a detector) appear as external parameters in the associated probabilities and not as random variables.

There is little difference here from non-relativistic quantum mechanics, where time appears as a parameter of Schrödinger’s equation and not as a random variable. To see this, one should recall that the probabilities provided by Born’s rule are defined at an instant of time and not with respect to time. Also, in von Neumann’s measurement theory, the time of measurement is predetermined by a ‘pulse’ that switches on the interaction of the system with the measurement apparatus [23]. Nonetheless, the time of a measurement event is a random variable in many experimental set-ups. Consider, for example, a decay $A \rightarrow B_1 + B_2 + \ldots$ of an unstable particle $A$ into different product particles $B_i$. The time of decay is not directly observable, but the time at which one of the product particles is recorded is observable. In general, the detection time is a random variable described by a probability density function that should be constructed according to the rules of quantum theory. Furthermore, the product particles $B_i$ can be detected at different spatial locations, because their directions of motion after the decay are random variables. Hence, in this set-up the spacetime coordinates of a detection event are genuine random variables.
The long-standing debate about defining probabilities with respect to time in quantum theory is best demonstrated by the time-of-arrival problem: given an initial wave function $|\psi_0\rangle$ for a particle is centered around $x = 0$ and with a positive mean momentum, find the probability $P(t)\delta t$ that the particle is detected at distance $x = L$ at some moment between $t$ and $t + \delta t$. There is no canonical answer even to such an elementary question. Several different proposals exist and these agree only at the classical limit—for reviews see, Ref. [24, 25].

*Time in histories theory.* The novel feature of our approach to relativistic quantum measurements is the treatment of the spacetime coordinates $X$ of measurement events as random variables. This result follows from the key idea in Ref. [3] that ‘time’ arises in quantum theory in two natural ways: (i) as the parameter of causal ordering that distinguishes between past, present and future; and (ii) as an evolution parameter in dynamics. We present a brief summary of this distinction between these two aspects of time. Time translations are implemented by two distinct parameters, one of which refers to the kinematical set-up of the theory while the other refers solely to its dynamical behavior. These parameters correspond to two distinct types of time transformation. One refers to time as it appears in temporal logic; the other refers to time as it appears in the implementation of dynamical laws. For any specific physical system the action operator—a quantum analogue of the classical action functional—intertwines the two transformations.

We emphasise the distinction between the notions of time evolution and that of logical time-ordering. The latter refers to the causal ordering of logical propositions about properties of the physical system. The corresponding parameter $t$ does not coincide with the notion of physical time—as, for example, is measured by a clock. Rather, it is an abstraction, which keeps only the ordering properties of physical time: i.e., it designates the sequence at which different events happen, as in the notion of time-ordered products in QFT. When generalizing to relativistic systems, the logical time-ordering of events is expressed in terms of the coordinates $X$ of Minkowski spacetime, and the two different transformation laws correspond to two different representations of the Poincaré group [4]. The analogous structures in classical general relativity are the spacetime diffeomorphism group and the Dirac algebra of constraints [5].

This conceptual distinction is essential for our definition of probabilities for relativistic quantum measurements. In the usual description of QFT, spacetime points are viewed as parameters of the Poincaré group external to the system, and they cannot be treated as random variables. In contrast, there is no problem in treating the coordinates associated to logical time-ordering as random variables, indeed, the probability amplitudes are naturally densities with respect to the coordinates.

We must note here that, although originally these ideas about the notion of time were presented within the Histories formalism, they were subsequently developed within different frameworks. The key aspects of this theory is presented in Ref. [26]. The QTP method is one example of application of these ideas outside a histories-based theory.

*Coarse-grained description of the apparatus.* Our approach to quantum measurements is pragmatic rather than interpretational. We focus on a general mathematical formulation of relativistic quantum measurements, seeking to construct probabilities associated to measurement events in specific experimental set-ups. We do not propose or endorse a specific resolution of measurement
problem and we make no commitment to a specific interpretation of quantum mechanics. As in most operational descriptions of measurements, we employ a dual quantum/classical description of the detectors. A novel feature of our method is the implementation of this duality through a careful treatment of coarse-graining in the detector degrees of freedom.

We describe a detector as a classical macroscopic system by specifying its associated world-tube in Minkowski spacetime. We also describe the detector quantum-mechanically: it is associated to a Hilbert space $\mathcal{K}$ and the pointer variables are expressed in terms of operators on $\mathcal{K}$. Relativistic causality implies that the interactions between the detector and the microscopic system are local, in the sense that the interaction Hamiltonian is a local functional of associated quantum fields. The coexistence of the classical and the quantum description follows from the postulate that the spacetime coordinates of a measurement event correspond to macroscopic quasi-classical variables of the detector. Here, we use the word ‘quasi-classical’ in the sense of the decoherent histories approach to quantum mechanics [27, 28, 29, 30], denoting coarse-grained quantum variables that satisfy appropriate decoherence conditions, and they approximately satisfy classical evolution equations [30, 31].

The coarse-graining of the space-time coordinates is important for the relativistic consistency of our approach. We assume that each detector is sufficiently small in size, so that it can be described in terms of a single proper time parameter. This is an approximation, because in relativity different parts of an extended object move along different trajectories, and thus, they are characterized by different proper time variables. For a sufficiently coarse time variable, the uncertainty in the time of a measurement event is much larger than any proper-time ambiguity due to the finite size of the detector.

**General form of the probabilities.** We express all probabilities associated to relativistic quantum measurements in terms of Positive-Operator-Valued Measures (POVMs). For a single measurement event, we define $\hat{\Pi}(X, \mu)$, where $\mu$ denotes any recorded observable other than the spacetime coordinates $X$ of the event (for example, spin or momentum). For $n$ different measurement events (for example, in a multipartite system), we define positive operators

$$\hat{\Pi}(X_1, \mu_1; X_2, \mu_2; \ldots; X_n, \mu_n),$$

where $X_i$ is the spacetime point and $\mu_i$ the recorded observable associated to the $i$-th measurement event, for $i = 1, 2, \ldots, n$.

We construct the positive operators $\hat{\Pi}(X_1, \mu_1; X_2, \mu_2; \ldots; X_n, \mu_n)$ through a careful modeling of the interaction between the microscopic system and the measurement apparatus. The associated probability densities turn out to be linear functionals of a $2n$-point correlation function of the QFT that describes the microscopic system. These correlation functions involve $n$ time-ordered and $n$ anti-time-ordered components. The probabilities transform covariantly under a change of the reference frame, provided that the underlying QFT is Poincaré covariant.

The probabilities depend explicitly on the properties of a measurement apparatus, its state of motion, its intrinsics dynamics, its initial state and its coupling to the measured field. For any apparatus, all this information is contained in a function $R$, the *detector kernel*, that enters into the probability assignment. In a companion paper [32], we present a general model for detectors and identify explicitly the key component needed for the specification of $R$. The probabilities
are uniquely defined from the knowledge of the correlation function of the field and the detector kernels for all apparatuses in an experimental setup.

Thus, we obtain a very general description of relativistic measurements, going well beyond the Glauber and Unruh-Dewitt models. Our method applies to any QFT and to any local field-detector coupling, for the measurement of any observable together with the spacetime coordinates of events, and for all possible states of motion of the detector.

In this paper, we set up the formalism for describing relativistic measurements, we present the main modeling assumptions and derive the general expressions for the probabilities associated to such measurements. Detailed models of the detectors and applications are presented in the follow-up paper \cite{32}. The structure of the present paper is the following. In Sec. 2, we present the QTP method for constructing quantum probabilities in which time is a random variable. In Sec. 3, we construct explicitly the models for relativistic detectors and the probabilities associated to measurement events. In Sec. 4, we present the general formula for the probabilities in relativistic quantum measurements and we analyse its properties. In Sec. 5, we summarise and discuss our results.

2 The Quantum Temporal Probabilities method

In this section, we present the QTP approach for defining probability densities with respect to time \[\Pi\], and we generalize it for \(n\)-time measurements in a way that is compatible with relativity. Some of this material in this section overlaps with the presentation of Refs. \[1, 8\], but the history analysis of alternatives, the results on \(n\) time measurements and the discussion of the quantum Zeno effect are novel.

2.1 Amplitudes for measurement events

2.1.1 Single measurement event

We consider a composite physical system that consists of a microscopic and a macroscopic component. The microscopic component is the quantum system to be measured and the macroscopic component is the measuring device.

We denote the Hilbert space associated to the composite system by \(\mathcal{H}\). We describe a measurement event as a transition between two complementary subspaces of \(\mathcal{H}\). Hence, we consider a splitting of \(\mathcal{H}\) into two subspaces: \(\mathcal{H} = \mathcal{H}_+ \oplus \mathcal{H}_-\). The subspace \(\mathcal{H}_+\) describes the accessible states of the system given that the event under consideration is realized. For example, if the event is a detection of a microscopic particle by an apparatus, the subspace \(\mathcal{H}_+\) corresponds to all states of the apparatus compatible with the macroscopic record of detection. We denote the projection operator onto \(\mathcal{H}_+\) as \(\hat{P}\) and the projector onto \(\mathcal{H}_-\) as \(\hat{Q} := 1 - \hat{P}\).

We will construct the probability density with respect to time that is associated to the transition of the system from \(\mathcal{H}_-\) to \(\mathcal{H}_+\). We consider transitions that are correlated with the emergence of a macroscopic record of observation. Such transitions are logically irreversible. Once they occur, and a measurement outcome has been recorded, further time evolution of the system does not
affect our knowledge that they occurred. Thus, they define the temporal ordering of events for the studied system.

After the transition has occurred, a pointer variable $\lambda$ of the measurement apparatus takes a definite value. Let $\hat{\Pi}(\lambda)$ be positive operators that correspond to the different values of $\lambda$. For example, when considering transitions associated with particle detection, the projectors $\hat{\Pi}(\lambda)$ may be correlated to the position, or to the momentum of the microscopic particle. Since $\lambda$ has a value only under the assumption that a detection event has occurred, the alternatives $\hat{\Pi}(\lambda)$ span the subspace $\mathcal{H}_+$ and not the full Hilbert space $\mathcal{H}$. Hence,

$$\sum_\lambda \hat{\Pi}(\lambda) = \hat{P}. \quad (1)$$

Next, we construct probability amplitudes associated to specific values of transition time. In particular, we consider the probability amplitude $|\psi; \lambda, [t_1, t_2]\rangle$ that, given an initial ($t = 0$) state $|\psi_0\rangle \in \mathcal{H}_-$, a transition occurs during the time interval $[t_1, t_2]$ and a value $\lambda$ for the pointer variable is obtained for some observable.

We first consider the case of vanishingly small time interval, i.e., we set $t_1 = t$ and $t_2 = t + \delta t$, and we keep only leading-order terms with respect to $\delta t$. At times prior to $t$, the state lies in $\mathcal{H}_-$. This is taken into account by evolving the initial state $|\psi_0\rangle$ with the restricted propagator in $\mathcal{H}_-$,

$$\hat{S}_t = \lim_{N \to \infty} (\hat{Q} e^{-i\hat{H}t/N} \hat{Q})^N, \quad (2)$$

where $\hat{H}$ is the Hamiltonian of the composite system.

By assumption, the transition occurs at some instant within the time interval $[t, t + \delta t]$. Hence, there is no constraint in the propagation from $t$ to $t + \delta t$: propagation is implemented by the unrestricted evolution operator $e^{-i\hat{H}\delta t} \simeq 1 - i\delta t \hat{H}$. At time $t + \delta t$, the event corresponding to $\hat{\Pi}(\lambda)$ is recorded, so the amplitude is transformed by the action of $\sqrt{\hat{\Pi}(\lambda)}$. For times greater than $t + \delta t$, there is no constraint, so the amplitude evolves as $e^{-i\hat{H}(T-t)}$ until some final moment $T$.

At the limit of small $\delta t$, the successive operations above yield

$$|\psi_0; \lambda, [t, t + \delta t]\rangle = -i \delta t e^{-i\hat{H}(T-t)} \sqrt{\hat{\Pi}(\lambda)} \hat{H} \hat{S}_t|\psi_0\rangle. \quad (3)$$

The amplitude $|\psi_0; \lambda, [t, t + \delta t]\rangle$ is proportional to $\delta t$. Therefore, it defines a density with respect to time: $|\psi_0; \lambda, t\rangle := \lim_{\delta t \to 0} \frac{1}{\delta t} |\psi_0; \lambda, [t, t + \delta t]\rangle$. This is a key point in our analysis, because it leads to the definition genuine probability densities with respect to time.

We also note that $t$ in Eq. (3) refers to the instant that the transition took place. This does not coincide with the moment of time at which the amplitude is evaluated, namely, $T$. Thus, Eq. (3) includes two variables for time. One variable labels the occurrence of an event and the other corresponds to Schrödinger’s time evolution. This is in full accordance with the proposal of Ref. [3] about time in quantum theory.

The time $t$ in Eq. (3) is a quantum version of the ”first-crossing time” or ”first-passage time” that is defined in the theory of stochastic processes [33]. In quantum theory, first-passage times have been employed in path integrals and in relation to the time-of-arrival problem [34].
In histories theory, the amplitude (3) is associated to an exhaustive and exclusive set of alternatives [2]. To see this, we first recall that a history is a sequence of properties about a system, defined at different instants of time. A history is represented mathematically by time-ordered sequence of projection operators. It is convenient to consider discrete-time histories, so we split the interval \([0, T]\) into \(N\) time steps. A general \(N\)-time history \(\alpha\) is a string of projectors \((\hat{E}_1, \hat{E}_2, \ldots, \hat{E}_n)\), the index \(i = 1, \ldots, N\) referring to the time step. Then, the following histories form an exhaustive and exclusive set of alternatives.

\[
\alpha_1 := (\hat{P}, \hat{1}, \hat{1}, \ldots, \hat{1}), \alpha_2 := (\hat{Q}, \hat{P}, \hat{1}, \ldots, \hat{1}), \alpha_3 := (\hat{Q}, \hat{Q}, \hat{P}, \ldots, \hat{1}), \ldots, \\
\alpha_N := (\hat{Q}, \hat{Q}, \hat{Q}, \ldots, \hat{P}), \alpha_\emptyset := (\hat{Q}, \hat{Q}, \hat{Q}, \ldots, \hat{Q}).
\] (4)

The histories \(\alpha_i\) correspond to a transition at the \(i\)-th time step, while the history \(\alpha_\emptyset\) corresponds to no transition at all. Each history \(\alpha_i\) can be subdivided into alternatives corresponding to different values of \(\lambda\). At the continuous limit, the histories \(\alpha_i\) correspond to the amplitude (3). As shown in Ref. [2], the mutual exclusion of the histories \(\alpha_i\) is crucial for (3) defining a density with respect to time.

We rewrite Eq. (3) as

\[
|\psi_0; \lambda, t\rangle = -ie^{-i\hat{H}T}\hat{C}(\lambda, t)|\psi_0\rangle,
\] (5)

where the class operator \(\hat{C}(\lambda, t)\) is

\[
\hat{C}(\lambda, t) := e^{i\hat{H}t}\sqrt{\Pi}(\lambda)\hat{H}\hat{S}_t.
\] (6)

Since the amplitude \(|\psi_0; \lambda, t\rangle\) is a density with respect to \(t\), integration over \(t\) is well defined. This integration corresponds to the logical conjunction of several different histories \(\alpha_i\) of Eq. (4). Thus, the total amplitude that the transition occurred at some moment within a time interval \([t_1, t_2]\) is

\[
|\psi; \lambda, [t_1, t_2]\rangle = -ie^{-i\hat{H}T}\int_{t_1}^{t_2} dt\hat{C}(\lambda, t)|\psi_0\rangle.
\] (7)

Eq. (7) involves the restricted propagator Eq. (2) which may be difficult to compute in practice. However, there is a simplifying approximation. We note that for \([\hat{P}, \hat{H}] = 0\), the amplitude \(|\psi_0; \lambda, t\rangle\) vanishes. We consider a Hamiltonian \(\hat{H} = \hat{H}_0 + \hat{H}_I\), where \([\hat{H}_0, \hat{P}] = 0\), and \(\hat{H}_I\) a perturbing interaction. To leading order in the perturbation,

\[
\hat{C}(\lambda, t) = e^{i\hat{H}_0t}\sqrt{\Pi}(\lambda)\hat{H}_Ie^{-i\hat{H}_0t},
\] (8)

and the restricted propagator \(\hat{S}_t\) does not appear in the amplitude Eq. (7). In fact, all models for relativistic measurements we consider in this paper follow from the approximate amplitude (8).
2.1.2 Multiple events

Next, we generalize the procedure described in Sec. 2.1.1 for a sequence of \( n \) measurement events.

We represent a sequence of \( n \) events by a sequence of nested closed linear subspaces of the Hilbert space \( \mathcal{H} \),

\[
\mathcal{H}_0 \subset \mathcal{H}_1 \subset \mathcal{H}_2 \subset \ldots \subset \mathcal{H}_n = \mathcal{H}.
\] (9)

The \( i \)-th event corresponds to a transition from the subspace \( \mathcal{H}_{i-1} \) to the subspace

\[
\mathcal{V}_i = \mathcal{H}_i - \mathcal{H}_{i-1}.
\] (10)

Hence, the Hilbert space \( \mathcal{H} \) splits as a direct sum

\[
\mathcal{H} = \mathcal{H}_0 \oplus \mathcal{V}_1 \oplus \ldots \oplus \mathcal{V}_n.
\] (11)

To see this, consider the system after the last event has taken place. Further time evolution does not affect our knowledge of what has occurred, so there is no need to project the evolution into any subspace of \( \mathcal{H} \). Suppose the last event corresponds to a transition into a subspace \( \mathcal{V}_n \). Then prior to the \( n \)-th event, we must restrict time evolution into the subspace \( \mathcal{H} - \mathcal{V}_n = \mathcal{H}_{n-1} \), because we know that the system was not in \( \mathcal{V}_n \). Prior to the \((n - 1)\)-th event, we must restrict time evolution into \( \mathcal{H}_{n-1} - \mathcal{V}_{n-1} = \mathcal{H}_{n-2} \), and so one until the full sequence (9) is recovered.

As an aside remark, we note that in Eq. (9) the temporal ordering of events is represented in terms of the ordering by inclusion of closed linear subspaces in the Hilbert space. These two orderings are physically very different, the former refers to time the latter to coarse-graining operations, and in histories theory they are represented by different mathematical structures [35].

We denote the projectors corresponding to the subspaces \( \mathcal{H}_i \) by \( \hat{Q}_i \), and the projectors corresponding to \( \mathcal{V}_i \) by \( \hat{P}_i = \hat{Q}_i - \hat{Q}_{i-1} \). By definition \( [\hat{P}_i, \hat{P}_j] = 0 \), i.e., the events are assumed to be independent. This is a natural assumption, because the events correspond to readings of independent and uncorrelated measurement apparatuses.

The \( i \)-th event is accompanied to macroscopic records \( \lambda_i \) described by positive operators \( \hat{\Pi}_i(\lambda_i) \) that satisfy

\[
\sum_{\lambda_i} \hat{\Pi}_i(\lambda_i) = \hat{P}_i.
\] (12)

Next, we compute the amplitude \( |\psi_0; \lambda_1, [t_1, t_1 + \delta t_1]; \ldots; \lambda_n, [t_n, t_n + \delta t_n]\rangle \) that is associated to the following proposition: ”The first event occurs during the time interval \([t_1, t_1 + \delta t_1]\) and an outcome \( \lambda_1 \) is recorded, the second event occurs during the time interval \([t_2, t_2 + \delta t_2]\) and an outcome \( \lambda_2 \) is recorded, and so on, for all \( n \) events.” The instants of time are ordered: \( t_1 < t_2 < \ldots < t_n \).

The reasoning that led to Eq. (12) also applies here for the construction of the amplitude. Taking a succession of a restricted propagation, measurement and free propagation for each event, we obtain

\[
|\psi_0; \lambda_1, [t_1, t_1 + \delta t_1]; \ldots; \lambda_n, [t_n, t_n + \delta t_n]\rangle = \delta t_1 \delta t_2 \ldots \delta t_n |\psi_0; \lambda_1, t_1; \ldots; \lambda_n, t_n\rangle,
\] (13)
where the vector
\[ |\psi_0; \lambda_1, t_1; \ldots; \lambda_n, t_n\rangle = (-i)^n e^{-i H_t} \tilde{C}(\lambda_1, t_1; \lambda_2, t_2; \ldots; \lambda_n, t_n)|\psi_0\rangle, \tag{14} \]
is a density with respect to each time variables \( t_i \), and
\[
\tilde{C}(\lambda_1, t_1; \lambda_2, t_2; \ldots; \lambda_n, t_n) = e^{i H t_n} \sqrt{\Pi_n(\lambda_n)} \hat{H} \tilde{s}_{t_n-1}^{n-1} \cdots \
\sqrt{\Pi_2(\lambda_2)} \hat{H} \tilde{s}_{t_2-t_1} \sqrt{\Pi_1(\lambda_1)} \hat{H} \tilde{s}_{t_1}^0. \tag{15} \]
is the class operator for \( n \) events. The operators \( \tilde{s}_i \) in Eq. \((15)\) are the restricted propagators in the subspaces \( \mathcal{H}_i \), for \( i = 1, 2, \ldots n - 1 \).

### 2.1.3 Time-ordered amplitudes

The amplitude Eq. \((14)\) is defined only for \( t_1 < t_2 < \ldots < t_n \). The ordering of times corresponds to the ordering of the subspaces \( \mathcal{H}_i \), by inclusion, Eq. \((9)\). This means that when integrating \( t_1 \) and \( t_2 \) over intervals \( U_1 \) and \( U_2 \), all points of \( U_1 \) must be prior to all points of \( U_2 \). This restriction reduces the domain of possible applications of the formalism, because it cannot describe systems in which the ordering of different events is not fixed a priori. To address this problem, we must add contributions from amplitudes that correspond to different subspace orderings. Thus, it is possible to define an amplitude for all possible values of \( t_1, \ldots, t_n \).

First, we consider the case of \( n = 2 \). Two events correspond to a nested sequence \( \mathcal{H}_0 \subset \mathcal{H}_1 \subset \mathcal{H} \). We define the subspaces \( \mathcal{V}_1 = \mathcal{H}_1 - \mathcal{H}_0 \) and \( \mathcal{V}_2 = \mathcal{H} - \mathcal{H}_1 \). Let \( \hat{Q}_0 \) and \( \hat{Q}_1 \) be the projectors corresponding to \( \mathcal{H}_0 \) and \( \mathcal{H}_1 \) respectively, and \( \hat{P}_1 \) and \( \hat{P}_2 \) the projectors corresponding to \( \mathcal{V}_1 \) and \( \mathcal{V}_2 \) respectively. By definition
\[ \hat{Q}_0 + \hat{P}_1 + \hat{P}_2 = \hat{1}. \tag{16} \]

The relevant class operator, Eq. \((15)\) is
\[
\tilde{C}(\lambda, t; \lambda', t') = e^{i H t'} \sqrt{\Pi_2(\lambda')} \hat{H} \tilde{s}_{t_2-t_1} \sqrt{\Pi_1(\lambda)} \hat{H} \tilde{s}_{t_1}^0, \tag{17} \]
where the operators \( \sqrt{\Pi_1(\lambda)} \) and \( \sqrt{\Pi_2(\lambda')} \) are defined on \( \mathcal{V}_1 \) and \( \mathcal{V}_2 \), respectively.

The operator Eq. \((17)\) is defined for \( t < t' \). In order to extend its definition for \( t > t' \), we consider a situation where the record \( \lambda' \) is prior in time to the record \( \lambda \). This means that the subspaces \( \mathcal{V}_1 \) and \( \mathcal{V}_2 \) are exchanged in the subspace ordering. To this end, we define \( \mathcal{H}'_1 = \mathcal{H}_0 \oplus \mathcal{V}_2 \), and consider the sequence \( \mathcal{H}_0 \subset \mathcal{H}'_1 \subset \mathcal{H} \). We will denote the projector associated to \( \mathcal{H}'_1 \) as \( \hat{Q}_1' \). The associated class operator is
\[
\tilde{C}'(\lambda, t; \lambda', t') = e^{i H t} \sqrt{\Pi_1(\lambda)} \hat{H} \tilde{s}_{t_1-t_2} \sqrt{\Pi_2(\lambda')} \hat{H} \tilde{s}_{t_2}^0. \tag{18} \]

Then, the time-ordered amplitude density
\[
|\psi_0; \lambda, t; \lambda', t', T\rangle = (-i)^2 e^{i H T} D(\lambda, t; \lambda', t')|\psi_0\rangle. \tag{19} \]
is defined for all values of \( t \) and \( t' \), where
\[
\dot{D}(\lambda, t; \lambda', t') = \theta(t' - t)\dot{C}(\lambda, t; \lambda', t') + \theta(t - t')\dot{C}'(\lambda, t; \lambda', t'),
\]
and \( \theta(t) \) is the usual step-function.

We clarify the logical structure of the class operator (20) by writing its associated set of histories. We split the time interval \([0, T]\) into \( N \) steps and we define
\[
\alpha_{ij} := \left( \hat{Q}_0, \hat{Q}_0, \ldots, \begin{array}{c} \hat{P}_1 \end{array}, \hat{Q}_1, \hat{Q}_1, \ldots, \begin{array}{c} \hat{P}_2 \end{array}, \hat{1}, \ldots \hat{1} \right)
\]
for the \( i \)-th step and \( j \)-th step.

\[
\alpha'_{ij} := \left( \hat{Q}_0, \hat{Q}_0, \ldots, \begin{array}{c} \hat{P}_2 \end{array}, \hat{Q}_1', \hat{Q}_1, \ldots, \begin{array}{c} \hat{P}_1 \end{array}, \hat{1}, \ldots \hat{1} \right)
\]
for the \( i \)-th step and \( j \)-th step.

\[
\alpha_{i\emptyset} := \left( \hat{Q}_0, \hat{Q}_0, \ldots, \begin{array}{c} \hat{P}_1 \end{array}, \hat{Q}_1, \hat{Q}_1, \ldots, \hat{Q}_1 \right)
\]
for the \( i \)-th step.

\[
\alpha'_{i\emptyset} := \left( \hat{Q}_0, \hat{Q}_0, \ldots, \begin{array}{c} \hat{P}_2 \end{array}, \hat{Q}_1', \hat{Q}_1, \ldots, \hat{Q}_1 \right)
\]
for the \( i \)-th step.

\[
\alpha_{\emptyset\emptyset} := \left( \hat{Q}_0, \hat{Q}_0, \ldots, \hat{Q}_0 \right).
\]

The histories \( \alpha_{ij} \) describe an event associated to \( \lambda \) at the \( i \)-th step and an event associated to \( \lambda' \) at the later time step \( j \). The histories \( \alpha'_{ij} \) describe an event associated to \( \lambda' \) at the \( i \)-th step and an event associated to \( \lambda \) at the later time step \( j \). The histories \( \alpha_{i\emptyset} \) and \( \alpha'_{i\emptyset} \) describe an event associated to \( \lambda \) and to \( \lambda' \) respectively at the \( i \)-th time-step. The history \( \alpha_{\emptyset\emptyset} \) describes no event. The set of histories above is exhaustive and exclusive. The amplitude (19) corresponds to the logical conjunctions of histories \( \alpha_{ij} \) and \( \alpha'_{ij} \) at the continuum limit.

Integration over \( t \) and over \( t' \) is well defined for the amplitude (20). Thus, coarse-graining over time can be implemented also for two measurement events.

The generalization to \( n \) events is straightforward. The time-ordered amplitude for \( n \) events
\[
|\psi_0; \lambda_1, t_1; \ldots; \lambda_n, t_n\rangle_T = (-i)^n e^{-iHT} \hat{D}(\lambda_1, t_1; \lambda_2, t_2; \ldots; \lambda_n, t_n)|\psi_0\rangle,
\]
is expressed in terms of class operator \( \hat{D}(\lambda_1, t_1; \lambda_2, t_2; \ldots; \lambda_n, t_n) \) that is obtained by time-ordering the operator \( \hat{C}_j \) for all possible orderings of the \( n \) events.

2.1.4 Perturbative evaluation

For a Hamiltonian of the form \( \hat{H} = \hat{H}_0 + \hat{H}_I \) where \( \hat{H}_0 \) preserves the subspaces \( \mathcal{H}_i \) and \( \hat{H}_I \) is a small interaction, the class operator \( \hat{C} \), Eq. (15) simplifies,
\[ \hat{C}(\lambda_1, t_1; \lambda_2, t_2; \ldots; \lambda_n, t_n) = e^{i\hat{H}_0 t_n} \sqrt{\Pi_n}(\lambda) \hat{H}_1 e^{-i\hat{H}_0 (t_n - t_{n-1})} \ldots \times e^{-i\hat{H}_0 (t_2 - t_1)} \sqrt{\Pi_n}(\lambda) \hat{H}_1 e^{-i\hat{H}_0 t_i}, \] (23)

Equivalently,
\[ \hat{C}(\lambda_1, t_1; \lambda_2, t_2; \ldots; \lambda_n, t_n) = \hat{A}_n(\lambda, t_n) \ldots \hat{A}_2(\lambda, t_2) \hat{A}_1(\lambda, t_1) \] (24)

is expressed in terms of the Heisenberg-picture operators
\[ \hat{A}_i(\lambda, t) = e^{i\hat{H}_0 t} \sqrt{\Pi_i}(\lambda) \hat{H}_1 e^{-i\hat{H}_0 t}. \] (25)

The time-ordered class operator is then
\[ \hat{D}(\lambda_1, t_1; \lambda_2, t_2; \ldots; \lambda_n, t_n) = T[\hat{A}_n(\lambda, t_n) \ldots \hat{A}_2(\lambda, t_2) \hat{A}_1(\lambda, t_1)], \] (26)

where \( T[\ldots] \) denotes the standard time-ordering operation for products of Heisenberg-picture operators.

### 2.2 Temporal coarse-graining

By Born’s rule, the squared modulus of the amplitude Eq. (23) should define the probability \( P(\lambda, [t_1, t_2]) \) that at some time in the interval \([t_1, t_2]\) a detection with outcome \( \lambda \) occurred,
\[ P(\lambda, [t_1, t_2]) := \langle \psi; \lambda, [t_1, t_2]|\psi; \lambda, [t_1, t_2]\rangle = \int_{t_1}^{t_2} dt \int_{t_1}^{t_2} dt' \text{Tr} \left( \hat{C}(\lambda, t) \hat{\rho}_0 \hat{C}^\dagger(\lambda, t') \right), \] (27)

where \( \hat{\rho}_0 = |\psi_0\rangle \langle \psi_0| \).

However, the quantities \( P(\lambda, [t_1, t_2]) \) do not define a probability measure with respect to time \( t \), because they do not satisfy the Kolmogorov additivity axiom of probabilities. To see this, consider the probability corresponding to an interval \([t_1, t_3] = [t_1, t_2] \cup [t_2, t_3]\),
\[ P(\lambda, [t_1, t_3]) = P(\lambda, [t_1, t_2]) + P(\lambda, [t_2, t_3]) + 2Re \left[ \int_{t_1}^{t_2} dt \int_{t_2}^{t_3} dt' \text{Tr} \left( \hat{C}(\lambda, t) \hat{\rho}_0 \hat{C}^\dagger(\lambda, t') \right) \right]. \] (28)

The Kolmogorov additivity condition \( P(\lambda, [t_1, t_3]) = P(\lambda, [t_1, t_2]) + P(\lambda, [t_2, t_3]) \) fails, unless
\[ 2Re \left[ \int_{t_1}^{t_2} dt \int_{t_2}^{t_3} dt' \text{Tr} \left( \hat{C}(\lambda, t) \hat{\rho}_0 \hat{C}^\dagger(\lambda, t') \right) \right] = 0 \] (29)

In the consistent/decoherent histories framework, Eq. (29) is referred to as the consistency condition [27][28][29]. It is the minimal condition necessary for defining a consistent probability measure for histories.
Eq. (29) does not hold for generic choices of \( t_1, t_2 \) and \( t_3 \). However, we expect that it holds given a sufficient degree of coarse-graining. That is, we assume that there exists a time-scale \( \sigma \), such that the non-additive terms in Eq. (28) are strongly suppressed if \( |t_2 - t_1| \gg \sigma \) and \( |t_3 - t_2| \gg \sigma \). This is a natural assumption for a system that involves a macroscopic component such as a measuring apparatus [30, 31]. Then, Eq. (27) defines a probability measure when restricted to intervals of size larger than \( \sigma \). The scale \( \sigma \) defines the absolutely minimal resolution of a measuring apparatus that is allowed by the rules of quantum mechanics. Estimates of \( \sigma \) for specific detector models are given in Sec. 3 of the follow-up paper [32].

The probabilities with respect to \( \lambda \) are consistently defined, if

\[
\langle \psi; \lambda, [t_1, t_2] | \psi; \lambda', [t_1, t_2] \rangle \simeq \delta_{\lambda\lambda'} \langle \psi; \lambda, [t_1, t_2] | \psi; \lambda, [t_1, t_2] \rangle,
\]

for \( |t_2 - t_1| \gg \sigma \). This is a constraint on the positive operators \( \hat{\Pi}(\lambda) \) that can represent a record \( \lambda \). In general, Eq. (30) implies a restriction to highly coarse-grained observables \( \Pi(\lambda) \). This is to be expected since \( \lambda \) refers to a *macroscopically distinguishable record* on a measurement apparatus. Equivalently, Eq. (30) can be viewed as a *definition* of what it means for a class of positive operators \( \Pi(\lambda) \) to represent a macroscopic record of observation.

### 2.3 Probabilities for measurement events

#### 2.3.1 Single event

We define the time-of-transition probabilities by smearing the amplitudes Eq. (5) with respect to the coarse-graining time-scale \( \sigma \) rather than using sharp time-intervals, as in Eq. (27). Then, the time-of-transition probabilities are expressed in terms of densities of a continuous time variable.

To this end, we introduce a family of functions \( f_{\sigma}(s) \), localized around \( s = 0 \) with width \( \sigma \), and normalized so that \( \lim_{\sigma \to 0} f_{\sigma}(s) = \delta(s) \). It is convenient to employ the Gaussians

\[
f_{\sigma}(s) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{s^2}{2\sigma^2}},
\]

even though any family of approximate delta functions is adequate.

We must keep in mind that the functions \( f_{\sigma} \) must approximate the delta function of the time interval \([0, T]\). This means that they should satisfy \( f_{\sigma}(0) = f_{\sigma}(T) = 0 \). The Gaussians are good approximate delta functions only if \( \sigma/T << 1 \).

The Gaussians Eq. (31) satisfy the following equality.

\[
\sqrt{f_{\sigma}(t-s)f_{\sigma}(t-s')} = f_{\sigma}(t - \frac{s + s'}{2}) g_{\sigma}(s - s'),
\]

where

\[
g_{\sigma}(s) = e^{-\frac{s^2}{2\sigma^2}}.
\]
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Using the functions $f_\sigma$, we define the smeared amplitude $|\psi_0; \lambda, t\rangle_\sigma$ that is localized around the time $t$, as

$$|\psi_0; \lambda, t\rangle_\sigma := \int ds \sqrt{f_\sigma(s-t)}|\psi_0; \lambda, s\rangle = \int ds \sqrt{f_\sigma(s-t)}\hat{C}(\lambda, s)|\psi_0\rangle,$$  \hspace{1cm} (34)

The modulus- squared amplitudes

$$\bar{P}(\lambda, t) = _\sigma \langle \psi_0; \lambda, t|\psi_0; \lambda, t\rangle_\sigma = \int dsds' \sqrt{f_\sigma(s-t)f_\sigma(s'-t)}Tr[\hat{C}(\lambda, s)\hat{\rho}_0\hat{C}^\dagger(\lambda, s')]$$  \hspace{1cm} (35)

define a probability measure: they are of the form $Tr[\hat{\rho}_0\hat{\Pi}(\lambda, t)]$, where

$$\hat{\Pi}(\lambda, t) = \int dsds' \sqrt{f_\sigma(s-t)f_\sigma(s'-t)}\hat{C}^\dagger(\lambda, s')\hat{C}(\lambda, s)$$  \hspace{1cm} (36)

is a density with respect to both variables $\lambda$ and $t$.

Using Eq. (32), and setting $t' = (s + s')/2, \tau = s - s'$, Eq. (35) becomes

$$\bar{P}(\lambda, t) = \int dt' f_\sigma(t-t')P(\lambda, t'),$$  \hspace{1cm} (37)

where

$$P(\lambda, t) = \int d\tau g_\sigma(\tau)\left[\hat{C}(\lambda, t + \frac{\tau}{2})\hat{\rho}_0\hat{C}^\dagger(\lambda, t - \frac{\tau}{2})\right]$$  \hspace{1cm} (38)

The probability distribution $\bar{P}_\sigma$ is obtained by coarse-graining through convolution the classical probability distribution $P$ at a scale of $\sigma$. For systems monitored at a time-scale much larger than $\sigma$ the two probability distributions essentially coincide. In that case, the probability density $P$ may be employed instead of $\bar{P}$.

Moreover, if the resolution scale $\sigma$ is much larger than any timescale characterizing the microscopic system, we can take the limit $\sigma \to \infty$ in Eq. (38), by setting $g_\sigma = 1$. The resulting probability distribution

$$P(\lambda, t) = \int d\tau Tr[\hat{C}(\lambda, t + \frac{\tau}{2})\hat{\rho}_0\hat{C}^\dagger(\lambda, t - \frac{\tau}{2})]$$  \hspace{1cm} (39)

is independent of the coarse-graining scale $\sigma$.

### 2.3.2 The event of no detection and the quantum Zeno effect

The operator $\sum_\lambda \int_0^\infty dt\hat{\Pi}(\lambda, t)$ corresponds to the total probability that an event has been recorded in the time interval $[0, \infty)$. Consequently, the operator

$$\hat{\Pi}_0 = \hat{1} - \sum_\lambda \int_0^\infty dt\lambda\hat{\Pi}(\lambda, t),$$  \hspace{1cm} (40)
corresponds to the alternative \( \emptyset \) that no detection took place. The lack of a measurement record may be due to the fact that some of the particles in the statistical ensemble ”missed” the detector, or it may be due to a non-zero probability that the interaction of the microscopic particles with the apparatus leaves no record.

If the operator \( \hat{\Pi}_\emptyset \) is positive, then \( \hat{\Pi}_\emptyset \) together with the positive operators Eq. (36) define a POVM that is associated to a complete set of alternatives. However, the positivity of \( \hat{\Pi}_\emptyset \) cannot be guaranteed by the assumptions that have been made so far. The problem arises from the properties of the restricted propagator \( \hat{S}_t \) of Eq. (2), and it is related with the quantum Zeno effect [36].

To avoid inessential complications, we consider a set-up where only the event of detection is recorded and no variable \( \lambda \) appears. Assuming that \( t \in [0, T] \), the associated probability density is

\[
P(t) = \int_0^T ds \int_0^T ds' \sqrt{f_\sigma(s-t)f_\sigma(s'-t)} \text{Tr} \left[ \hat{C}(s)\hat{\rho}_0\hat{C}^\dagger(s') \right],
\]

where \( \hat{C}(s) = e^{i\hat{H}s}\hat{P}\hat{H}\hat{S}_s \). The functions \( f_\sigma \) are approximate delta functions in the interval \([0, T]\).

We find that

\[
\int_0^T dt P(t) \leq \int_0^T dt \left( \sup_{s,s'} \sqrt{f_\sigma(s-t)f_\sigma(s'-t)} \right) \int_0^T ds \int_0^T ds' \text{Tr} \left[ \hat{C}(s)\hat{\rho}_0\hat{C}^\dagger(s') \right].
\]

The maximum of \( \sqrt{f_\sigma(s-t)f_\sigma(s'-t)} \) is achieved for \( s = s' \). Hence, the integral over \( t \) in Eq. (42) is \( \int_0^T ds f_\sigma(s) = 1 \), and we obtain

\[
\int_0^T dt P(t) \leq \text{Tr} \left[ \hat{C}_+\hat{\rho}_0\hat{C}^\dagger_+ \right],
\]

where \( \hat{C}_+ = \int_0^T ds \hat{C}(s) \). Hence, if \( \text{Tr} \left[ \hat{C}_+\hat{\rho}_0\hat{C}^\dagger_+ \right] \leq 1 \) for all \( \hat{\rho}_0 \), then \( \text{Tr} (\hat{\rho}_0\hat{\Pi}_\emptyset) \geq 0 \), i.e., the operator \( \hat{\Pi}_\emptyset \) is positive.

However, the condition \( \text{Tr} \left[ \hat{C}_+\hat{\rho}_0\hat{C}^\dagger_+ \right] \leq 1 \) is not guaranteed. This is best seen using arguments from the decoherent histories approach. The operator \( \hat{C}_+ \) represents the history \( \alpha_+ \) that a detection event takes place within the time interval \([0, T] \); \( \alpha_+ \) is the logical disjunction of all histories \( \alpha_\), on Eq. (41). The negation of \( \alpha_+ \) is the history \( \alpha_\emptyset \) that no detection event took place during \([0, T] \) and it is represented by the class operator \( \hat{C}_\emptyset = \hat{S}_T \). Since the histories \( \alpha_+ \), are exhaustive and exclusive, for any initial state \( \hat{\rho}_0 \) the following identity holds

\[
\text{Tr} \left( \hat{C}^\dagger_+\hat{\rho}_0\hat{C}_+ \right) + \text{Tr} \left( \hat{C}^\dagger_\emptyset\hat{\rho}_0\hat{C}_\emptyset \right) + 2\text{Re} \text{Tr} \left( \hat{C}^\dagger_+\hat{\rho}_0\hat{C}_\emptyset \right) = 1.
\]

The identity (44) is the normalization condition for the decoherence functional [35].

The problem is that the restricted propagator is unitary in the subspace \( \hat{H}_- \), i.e., it satisfies \( \hat{S}_t\hat{S}^\dagger_t = \hat{Q} \) [36]. Hence, for any initial state \( \hat{\rho}_0 \) with support only on \( \mathcal{H}_\emptyset \),

\[
\text{Tr} \left( \hat{C}^\dagger_\emptyset\hat{\rho}_0\hat{C}_\emptyset \right) = \text{Tr} \left( \hat{S}^\dagger_T\hat{\rho}_0\hat{S}_T \right) = 1.
\]
Eq. (44) implies that
\[ \text{Tr} \left( \hat{C}^\dagger_+ \hat{\rho}_0 \hat{C}_+ \right) = 2\text{ReTr} \left( \hat{C}^\dagger_+ \hat{\rho}_0 \hat{C}_0 \right). \] (46)

The r.h.s. of Eq. (46) is, in general, bounded above by 2, so that there is no guarantee that \( \text{Tr} \left( \hat{C}^\dagger_+ \hat{\rho}_0 \hat{C}_+ \right) \leq 1 \), so that \( \hat{\Pi}_0 \) is positive.

In the consistent histories approach, the probabilities are well defined only if
\[ \text{ReTr} \left( \hat{C}^\dagger_+ \hat{\rho}_0 \hat{C}_\emptyset \right) = 0, \] (47)
which means that \( \text{Tr} \left( \hat{C}^\dagger_+ \hat{\rho}_0 \hat{C}_+ \right) = 0 \), i.e., the particle is never detected. This may be viewed as a fault of the consistent histories approach. However, in Ref. [37] it was shown that there may be alternative definitions of the restricted propagator that involve a regularization time scale so that the operator \( \hat{S}_T \) is not unitary in \( \hat{H}_- \). Then, \( \text{Tr} \left( \hat{C}^\dagger_+ \hat{\rho}_0 \hat{C}_\emptyset \right) \) may be appreciably different from zero in the physically relevant regime.

The results of [37] suggest that we could regularize the restricted propagator \( \hat{S}_t \), perhaps by making it dependent on the temporal coarse-graining parameter \( \sigma \)—see, also Ref. [38]. It is plausible that for a suitably regularized expression \( \hat{S}_t^\sigma \), we would obtain
\[ \text{ReTr} \left( \hat{C}^\dagger_+ \hat{\rho}_0 \hat{S}_T^\sigma \right) \simeq 0. \] (48)
Then by Eq. (44), we obtain \( \text{Tr} \left( \hat{C}^\dagger_+ \hat{\rho}_0 \hat{C}_+ \right) + \text{Tr} \left( \hat{C}^\dagger_+ \hat{\rho}_0 \hat{C}_\emptyset \right) = 1. \) Hence, \( \text{Tr} \left( \hat{C}^\dagger_+ \hat{\rho}_0 \hat{C}_+ \right) \leq 1 \) and the positivity of \( \hat{\Pi}_0 \) is guaranteed.

The construction of a regularized restricted propagator so that Eq. (48) holds is a sufficient condition for the definition of a POVM that includes the alternative \( \hat{\Pi}_0 \). However, it is not a necessary condition. In some cases, the POVM is well defined even without such a regularization [2]. Alternatively, we could employ arguments analogous to those of Ref. [39], and postulate that the inequality
\[ \text{Tr} \left( \hat{C}^\dagger_+ \hat{\rho}_0 \hat{C}_+ \right) \leq 1 \] (49)
should be satisfied in any physically consistent measurement scheme.

We emphasize that the issue here is not that negative probabilities appear in physically relevant systems. In fact, they have not appeared in any system that we have studied with this method so far. The issue is how to guarantee that they will not appear in any conceivable application of the formalism.

In any case, problems due to the quantum Zeno effect do not appear in the results of this paper and its follow-up. Our models for relativistic quantum measurements that rely on the perturbative evaluation of the probabilities through Eq. (8) in which the restricted propagator \( \hat{S}_t \) does not appear. Thus, the details of constructing a regularized propagator \( \hat{S}_t^\sigma \) that satisfies Eq. (48) do not affect any physical predictions at this level of approximation.
2.3.3 Multiple events

Next, we derive the probability density \( \tilde{P}_\sigma(\lambda_1, t_1; \lambda_2, t_2; \lambda_n, t_n) \) for \( n \) events at times \( t_1, t_2, \ldots, t_n \) and leaving records corresponding to \( \lambda_1, \lambda_2, \ldots, \lambda_n \). Using the reasoning that led to Eqs. (37) and (38), we obtain

\[
P(\lambda_1, t_1; \lambda_2, t_2; \lambda_n, t_n) = \int ds_1 ds_2 \ldots ds_n f_\sigma(t_1 - s_1) f_\sigma(t_2 - s_2) \ldots f_\sigma(t_n - s_n) \times P(\lambda_1, s_1; \lambda_2, s_2; \ldots; \lambda_n, s_n),
\]

where

\[
P(\lambda_1, t_1; \lambda_2, t_2; \ldots; \lambda_n, t_n) = \int d\tau_1 d\tau_2 \ldots d\tau_n g_\sigma(\tau_1) g_\sigma(\tau_2) \ldots g_\sigma(\tau_n)
\]

\[
Tr \left[ \hat{D}(\lambda_1, t_1 + \frac{\tau_1}{2}, \lambda_2, t_2 + \frac{\tau_2}{2}, \ldots, \lambda_n, t_n + \frac{\tau_n}{2}) \hat{\rho}_0 \hat{D}^\dagger(\lambda_1, t_1 - \frac{\tau_1}{2}, \lambda_2, t_2 - \frac{\tau_2}{2}, \ldots, \lambda_n, t_n - \frac{\tau_n}{2}) \right]
\]

(51)

The time-ordered class operator \( \hat{D}(\lambda_1, t_1; \lambda_2, t_2; \ldots; \lambda_n, t_n) \) is defined in Sec. 2.2.

If the resolution scale \( \sigma \) is much larger than any timescale characterizing the microscopic system, we can take the limit \( \sigma \to \infty \) in Eq. (51). The resulting probability distribution

\[
P(\lambda_1, t_1; \lambda_2, t_2; \ldots; \lambda_n, t_n) = \int d\tau_1 d\tau_2 \ldots d\tau_n Tr \left[ \hat{D}(\lambda_1, t_1 + \frac{\tau_1}{2}, \lambda_2, t_2 + \frac{\tau_2}{2}, \ldots, \lambda_n, t_n + \frac{\tau_n}{2}) \hat{\rho}_0 \hat{D}^\dagger(\lambda_1, t_1 - \frac{\tau_1}{2}, \lambda_2, t_2 - \frac{\tau_2}{2}, \ldots, \lambda_n, t_n - \frac{\tau_n}{2}) \right]
\]

(52)

is independent of the coarse-graining time-scale \( \sigma \).

Such \( n \)-time measurements are represented by positive operators

\[
\hat{\Pi}_n(\lambda_1, t_1; \lambda_2, t_2; \ldots; \lambda_n, t_n) = \int d\tau_1 d\tau_2 \ldots d\tau_n g_\sigma(\tau_1) g_\sigma(\tau_2) \ldots g_\sigma(\tau_n)
\]

\[
\hat{D}^\dagger(\lambda_1, t_1 + \frac{\tau_1}{2}, \lambda_2, t_2 + \frac{\tau_2}{2}, \ldots, \lambda_n, t_n + \frac{\tau_n}{2}) \hat{D}(\lambda_1, t_1 - \frac{\tau_1}{2}, \lambda_2, t_2 - \frac{\tau_2}{2}, \ldots, \lambda_n, t_n - \frac{\tau_n}{2}).
\]

(53)

We also write the operators \( \hat{\Pi}_n(\lambda_1, t_1; \lambda_2, t_2; \ldots; \lambda_n, t_n) \) corresponding to the \( i \)-th event not occurring within the time interval \([0, T]\) while all other events have occurred and given definite results

\[
\hat{\Pi}_n(\lambda_1, t_1; \lambda_2, t_2; \ldots; \lambda_i; \ldots; \lambda_n, t_n) = \hat{\Pi}_{n-1}(\lambda_1, t_1; \lambda_2, t_2; \ldots; \lambda_n, t_n)
\]

\[
- \sum_{\lambda_i} \int_0^T dt_i \hat{\Pi}_n(\lambda_1, t_1; \lambda_2, t_2; \ldots; \lambda_i, t_i; \ldots; \lambda_n, t_n).
\]

(54)

As in the definition of the operator \( \hat{\Pi}_\emptyset \) for a single event, special care must be taken in the definitions above, possibly involving a regularization of the restricted propagators. Again, such
details are not necessary when employing the perturbative expressions \[ \hat{D}(\lambda_1, t_1; \lambda_2, t_2; \ldots; \lambda_n, t_n) \] for the operators \[ \hat{D}(\lambda_1, t_1; \lambda_2, t_2; \ldots; \lambda_n, t_n) \]. Similarly, we define positive operators that correspond to two events not occurring during \([0, T]\), and so on, until we define the operator \(\hat{\Pi}_n(\emptyset; \emptyset; \ldots; \emptyset)\) that none of the \(n\) events have occurred

\[
\hat{\Pi}_n(\emptyset; \emptyset; \ldots; \emptyset) = \mathbb{1} - \sum_{\lambda_1, \ldots, \lambda_n} \int_0^T dt_1 \ldots \int_0^T dt_n \hat{\Pi}_n(\lambda_1, t_1; \lambda_2, t_2; \ldots; \lambda_n, t_n).
\]

(55)

Note that the operator \(\hat{\Pi}_n(\emptyset; \emptyset; \ldots; \emptyset)\) for none of \(n\) events happening is different from the operator \(\hat{\Pi}_n'(\emptyset; \emptyset; \ldots; \emptyset)\) for none of \(n' \neq n\) events happening. This is not paradoxical in an operational setting, where the events are associated to macroscopic records in an experimental set-up. An experiment set-up to record a maximum of \(n\) measurement events involves a different physical configuration from an experiment that is set-up to record a maximum of \(n'\) measurement events.

3 Modeling relativistic quantum measurements

Next, we employ the QTP method that was developed in Sec. 2 in order to construct a theory for relativistic quantum measurements. The system under consideration is a quantum field interacting with \(n\) independent measuring apparatuses. The key point is that the events/transitions are defined solely with reference to the apparatuses’ degrees of freedom. Each event corresponds to a macroscopic record that is left in a single apparatus. Hence, the measurement events define disjoint alternatives, which is the essential requirement for defining the relevant class operators—see, Sec. 2.1.2. We remind the reader that, as explained in the Introduction, by ”detector” we refer to detecting elements correlated with single records of observation.

In what follows, we describe the main modeling assumptions, i.e., we identify the Hilbert spaces and operators that enter into the probability assignment of the QTP method.

3.1 Subspaces associated to \(n\) measurement events

We consider an experimental set-up in which \(n\) distinct and non-interacting apparatuses that record properties of a quantum field. We label the apparatuses by an index \(i = 1, 2, \ldots, n\). A Hilbert space \(\mathcal{K}_i\) is associated to each apparatus. In the QTP method, a measurement event is associated to a transition between two complementary subspaces. Hence, we assume that each Hilbert space \(\mathcal{K}_i\) splits as

\[
\mathcal{K}_i = \mathcal{K}_i^- \oplus \mathcal{K}_i^+.
\]

(56)

In Eq. (56), the subspace \(\mathcal{K}_i^-\) corresponds to the absence and the subspace \(\mathcal{K}_i^+\) to the presence of a macroscopic measurement record. We denote by \(\hat{E}_i\) the projector associated to the subspace \(\mathcal{K}_i^+\). We assume that the initial state \(|\omega_i\rangle\) of each apparatus lies in \(\mathcal{K}_i^-\).

As an example of the subspaces above, we consider detection in a bubble chamber. Let \(\mathcal{K}\) represent the Hilbert space associated to an element of the fluid, subject to suitable boundary
conditions (pressure, temperature and so on). Let \( \hat{R} \) be an operator that corresponds to the radius of the largest bubble in the fluid. Then, \( \mathcal{K}_- \) is the subspace corresponding to all eigenvalues of \( \hat{R} \) smaller than the critical radius that leads to the amplification of the bubble and \( \mathcal{K}_+ \) corresponds to all eigenvalues of \( \hat{R} \) larger than the critical radius.

The measured quantum system is described by a quantum field theory defined on a Hilbert space \( \mathcal{F} \). We denote the Heisenberg-picture field operators as \( \hat{\Phi}_r(X) := \hat{\Phi}_r(x,t) \), where \( r \) is a collective index that may include both spacetime and internal indices. The fields \( \hat{\Phi}_r(X) \) may include both bosonic and fermionic components, and they may be either free or interacting.

The defining feature of a relativistic system is the existence of a unitary representation of the Poincaré group on the Hilbert space \( \mathcal{F} \). A unitary operator \( \hat{U}(\Lambda, a) \) is associated to each element \( (\Lambda, a) \) of the Poincaré group, so that the fields \( \hat{\Phi}_a(X) \) transform as

\[
\hat{\Phi}_r(X) \rightarrow \hat{U}^\dagger(\Lambda, a)\hat{\Phi}_r(X)\hat{U}(\Lambda, a) = D^r_{r'}(\Lambda) \hat{\Phi}_{r'}(\Lambda^{-1}X - a),
\]

for some matrix \( D^r_{r'}(\Lambda) \).

The Hilbert space \( \mathcal{H} \) describing the total system including the quantum fields and the measurement devices is

\[
\mathcal{H} = \mathcal{F} \otimes \mathcal{K}_1 \otimes \mathcal{K}_2 \ldots \otimes \mathcal{K}_n.
\]

When the measurements event are ordered in such a way that the apparatus 1 detects first, the apparatus 2 detects second and so on, we define a nested sequence of Hilbert subspaces \( \mathcal{H}_i \) of the type Eq. (22),

\[
\mathcal{F} \otimes \mathcal{K}_1^- \otimes \mathcal{K}_2^- \ldots \otimes \mathcal{K}_n^- \subset \mathcal{F} \otimes \mathcal{K}_1 \otimes \mathcal{K}_2^- \ldots \otimes \mathcal{K}_n^- \subset \ldots \subset \mathcal{F} \otimes \mathcal{K}_1 \otimes \mathcal{K}_2 \ldots \otimes \mathcal{K}_{n-1}^- \otimes \mathcal{K}_n \subset \mathcal{F} \otimes \mathcal{K}_1 \otimes \mathcal{K}_2 \ldots \otimes \mathcal{K}_n = \mathcal{H}.
\]

The sequence of projectors \( \hat{Q}_i \) associated to \( \mathcal{H}_i \) is

\[
\hat{1} \otimes (1 - \hat{E}_1) \otimes (\hat{1} - \hat{E}_2) \otimes \ldots (\hat{1} - \hat{E}_n) < \hat{1} \otimes \hat{1} \otimes (\hat{1} - \hat{E}_2) \otimes \ldots (\hat{1} - \hat{E}_n) < \ldots < \hat{1} \otimes \hat{1} \otimes \hat{1} \otimes \ldots \otimes \hat{1}.
\]

The subspaces \( \mathcal{V}_i \), defined by Eq. (10), are

\[
\mathcal{V}_i = \mathcal{F} \otimes \mathcal{K}_1 \otimes \ldots \otimes \mathcal{K}_i^+ \otimes \ldots \otimes \mathcal{K}_n,
\]

with associated projectors

\[
\hat{P}_i = \hat{1} \otimes \hat{1} \otimes \ldots \otimes \hat{E}_i \otimes \ldots \otimes \hat{1}.
\]
3.2 The macroscopic description of the detector

A model for a measuring apparatus requires both a quantum and a classical description. The quantum description is necessary for modeling the interaction between the apparatus and the measured system. The classical description is necessary for obtaining definite measurement outcomes. At the macroscopic level, the most important parameter is the detector’s macroscopic motion in Minkowski spacetime, which is described classically.

We assume that the spatial extension of the detector at rest corresponds to a subset $S$ of Euclidean space $\mathbb{R}^3$. We represent the points of $S$ by three-vectors $\mathbf{q}$. We denote the maximal dimension of the detector in its rest frame by $L$, i.e.,

$$L = \sup_{\mathbf{q}, \mathbf{q}' \in S} |\mathbf{q} - \mathbf{q}'|.$$  \hfill (63)

A moving detector corresponds to a world-tube $S \times \mathbb{R}$ in Minkowski spacetime, described by a spacelike embedding function

$$\mathcal{E} : S \times \mathbb{R} \to M.$$  \hfill (64)

The embedding is expressed in terms of coordinate functions $\mathcal{E}^\mu(\tau, \mathbf{q})$, for $\tau \in \mathbb{R}$ and $\mathbf{q} \in S$. Given the embedding function, we define the frame vector fields on the world-tube

$$\dot{\mathcal{E}}^\mu = \frac{\partial \mathcal{E}^\nu}{\partial \tau}, \quad \mathcal{E}_i^\mu = \frac{\partial \mathcal{E}^\nu}{\partial q^i}.$$  \hfill (65)

The time-variable $\tau$ can be chosen as the proper time of the path $\mathcal{E}^\mu(\tau, \mathbf{q})$ for fixed $\mathbf{q}$, i.e., so that

$$\eta_{\mu\nu} \dot{\mathcal{E}}^\mu \dot{\mathcal{E}}^\nu = -1.$$  \hfill (66)

We note that for a detector moving along inertial worldlines, the embedding functions are linear functions of $\mathbf{q}$ and $\tau$,

$$\mathcal{E}^\mu = \dot{\mathcal{E}}^\mu \tau + \mathcal{E}_i^\mu q^i,$$  \hfill (67)

and the frame fields $\dot{\mathcal{E}}^\mu$ and $\mathcal{E}_i^\mu$ define a Lorentz transformation.

3.3 The choice of the time parameters

When constructing the probabilities associated to a sequence of $n$ measurements, a crucial issue is to select the time variables $t_i$, with respect to which the probabilities (51) are defined. There are two constraints in this choice. First, all time variables must eventually make reference to some time coordinate $t$ of Minkowski spacetime. This is because the probabilities explicitly depend on the time-ordering of events and the time ordering is determined by the causal structure of the spacetime. Second, in Poincaré-covariant QFTs, inertial reference frames are distinguished.
One possibility is to use Eq. (51) with all events labeled by the same coordinate time as measured in a Lorentz frame. However, the resulting probabilities are explicitly dependent on the arbitrary choice of the time coordinate, and any discussion of Lorentz covariance becomes highly complicated.

The covariance properties of the probabilities would be much simpler if we could employ a single proper time coordinate $\tau_i$ for each detector, so that an one-to-one relation between each $\tau_i$ and a Lorentz coordinate $t$ exists. This is impossible unless the detector is strictly pointlike. To see this, consider an embedding, such that $E^0$ is $q$-independent in one coordinate system. In this system, there exists an one-to-one function between the proper time variable $\tau$ and the coordinate time $t = E^0(\tau)$. However, in any other coordinate system, obtained from the first through a Lorentz boost, the proper-time variable is $q$-dependent. In general, there is a different proper time for each path $E^\mu(\cdot, q)$ within the detector’s world tube. This is nothing but the classic problem of relativistic simultaneity: there is no preferred time parameter by which to define simultaneity in an extended system.

This problem is resolved for sufficiently small detectors, by taking the detector’s temporal coarse-graining into account. Let us select a point $O$ as the ‘center’ of the detector, conveniently taken at $q = 0$. We identify the proper time associated to the path of $O$ as the proper time of the detector. In the rest frame of the detector, the ambiguity in the definition of a single proper time parameter is of the order of $L$, Eq. (63). Let us denote by $\sigma$ the coarse-graining time-scale in the rest frame. Then, the ambiguity in the definition of proper time due to relativistic non-simultaneity is negligible, if

$$L \ll \sigma.$$  (68)

Next, we consider the same detector in a state of motion. Its world-tube is described by an embedding function $E$. Two events separated in proper time by $\delta\tau$, are separated by the timelike vector $E^\mu\delta\tau$. Two points of the detector separated by $\delta q$ in the rest frame are separated by a spacelike vector $E^\mu_i\delta q^i$. We assume that $\delta\tau = \sigma$, and choose $\delta q$ such that $|\delta q| = L$. Then, the non-simultaneity of points in the detector can be ignored

$$\eta_{\mu\nu}\dot{E}^\mu\dot{E}^\nu \sigma^2 \gg |h|L^2,$$  (69)

where $|h|$ is the norm of the $3 \times 3$ positive matrix $h_{ij} = E^\mu_i E^\nu_j \eta_{\mu\nu}$.

Eqs. (68) and (69) are sufficient for assigning a unique proper time $\tau$ to the detector that is in one-to-one correspondence with any Lorentzian time coordinate $t$. Thus, in any Lorentzian reference frame, the zero-th component $E^0(\tau, q)$ can be approximated by $E^0(\tau) := E^0(\tau, 0)$. We will denote the inverse function that expresses $\tau$ in terms of $t$ as $\tau(t)$.

### 3.4 Dynamics

The Hamiltonian of the total system that includes the microscopic particles and the detectors consists of a free part and an interacting part. In the present context, the word "free" means that this part of the Hamiltonian involves no interaction between the quantum field and the detectors, not that the QFT under consideration describes free particles. The method fully applies to interacting QFTs.
We choose an arbitrary Lorentz frame with co-ordinate $t$, and we denote by $\hat{H}_\phi$ the associated Hamiltonian operator on the Hilbert space $\mathcal{F}$. We assume that each detector is described by a Hamiltonian operator $\hat{h}_i$, defined on the Hilbert space $\mathcal{K}_i$. The operator $\hat{h}_i$ generates translation with respect to the proper time $\tau_i$ of the $i$-th detector. The evolution operator leaves the subspaces $\mathcal{K}_i^\pm$ invariant, i.e., it does not generate transitions from $\mathcal{K}_i^-$ to $\mathcal{K}_i^+$.

Hence, the free part of the Hamiltonian corresponds to the evolution operator on the Hilbert space $\mathcal{H}$ of the total system

$$\hat{U}(t) = e^{-i\hat{H}_\phi t} \otimes e^{-i\hat{h}_1 \tau_1(t)} \otimes \ldots \otimes e^{-i\hat{h}_n \tau_n(t)}. \quad (70)$$

The interaction term $\hat{H}_I$ is responsible for the transitions associated to measurement events $\hat{H}_I$ is a sum of $n$ operators $\hat{V}_i$, each corresponding to a separate interaction of a the $i$-th detector with the quantum field,

$$\hat{H}_I = \sum_{i=1}^n \hat{V}_i. \quad (71)$$

There is no interaction between the detectors. Causality implies that the operators $\hat{V}_i$ are local functionals of the field operators,

$$\hat{V}_i = \int d^3x \hat{Y}_{A}(x) \otimes \hat{1} \otimes \ldots \otimes \hat{J}^A_i(x) \otimes \ldots \otimes \hat{1}. \quad (72)$$

where $\hat{Y}_{A}(x)$ is a composite operator on $\mathcal{F}$ that is a local functional of the fields $\hat{\phi}_r$, and $\hat{J}^A_i(x)$ are current operators defined on the Hilbert space $\mathcal{K}_i$ of the $i$-th detector. $A$ is a collective index for the composite operators.

The specific form of the composite operator depends on the physical processes involved in the detection. Consider, for simplicity, the case of a single free field $\hat{\phi}_r—\hat{\phi}_r$ may be scalar, spinor or vector. If $\hat{Y}_A \sim \phi_r$, then the interaction between field and detector is linear with respect to the creation and annihilation operators of the field. The action of the creation operator is suppressed in measurement, so the detection proceeds by annihilation (absorption) of a particle in the detector. If $\hat{Y}_A \sim \phi^2_r$, then the dominant contribution to the detection probability comes from terms with one creation and one annihilation operator, which correspond to particle scattering.

### 3.5 Initial state of the detector

We assume a factorized initial state for the total system including the quantum field and the detectors, i.e., a state of the form

$$|\psi\rangle_0 \otimes |\omega_1\rangle \otimes |\omega_2\rangle \otimes \ldots \otimes |\omega_n\rangle \in \mathcal{H}. \quad (73)$$

A factorized initial state between detector and apparatus is commonly assumed in most models of quantum measurement theory. The measured system and the apparatus are assumed to be
non-interacting prior to measurement, so there is no dynamical generation of correlations at any other stage other than the measurement.

In QFT, a generic state of the system does involve correlations between field and apparatus, because their interaction cannot be switched off. One expects that the initial state of the apparatus is "dressed" with vacuum fluctuations of the field, which induce a renormalization of the physical parameters of the detector. However, in any reasonable modeling of a measurement apparatus, dressing should not affect the correlation between pointer variables and microscopic degrees of freedom. Its effect should be included into the noise that characterises the evolution of any coarse-grained observable \[30\].

Hence, we expect that the consideration of factorized initial states is an approximation that does not significantly affect the probabilities associated to measurements. Renormalization will be needed, because, strictly speaking, the vector \((73)\) does not belong in the Hilbert space where a Hamiltonian with the interaction term \((71)\) exists. This is not an issue in our models, because by employing the class operators we work in the lowest order of perturbation theory—all probabilities are calculated at the tree level. The factorization approximation, Eq. \((73)\), might lead to small terms in the probabilities that violate causality, but these correspond to higher order corrections that lie within the error margin of the approximation.

In many models of quantum measurements, the initial state of the apparatus is an eigenstate of the self-Hamiltonian of the apparatus, or close to such an eigenstate, so that it does not change prior to the interaction with the measured system. This is a natural assumption for a static detector even in the relativistic set-up. However, a generalization is needed when dealing with moving detectors.

The necessary generalization is a stationarity condition for the detector. The stationarity condition involves the initial state \(|\omega\rangle \in \mathcal{K}\), the self-Hamiltonian \(\hat{h}\), the currents \(\hat{J}^A(x)\) of Eq. \((72)\) and the embedding \(\mathcal{E}\) associated to a detector.

\[
\hat{J}^A(x)e^{-i\hat{h}\tau}|\omega\rangle = \int d^3q \hat{J}^A(q)\delta^3(x - \mathcal{E}(q,\tau))|\omega'\rangle,
\]

for some vector \(|\omega'\rangle\) and current operators \(\hat{J}^A(q)\) defined on \(S\). The stationarity condition \((74)\) implies that the current operators and the initial state are combined in such a way such that the only time dependence of \(\hat{J}^A(x,\tau)e^{-i\hat{h}\tau}|\omega\rangle\) is due to the motion of the apparatus.

For a static detector, Eq. \((74)\) means that \(|\omega\rangle\) is an eigenstate of \(\hat{h}\), and the corresponding energy eigenvalue is conveniently chosen to be zero. For a moving detector, Eq. \((74)\) means that the Hamiltonian \(\hat{h}\) affects only the part of the quantum state that corresponds to the apparatus’ macroscopic motion. In a point-like detector, Eq. \((74)\) reduces to a local field-particle coupling that is commonly employed in Unruh-Dewitt detectors.

### 3.6 Observables

We represent the observables of the \(i\)-th detector by positive operators \(\hat{F}_{i}(\lambda_{i})\) defined on the subspace \(\mathcal{K}_{i}^{+}\), such that
\[ \sum_{\lambda_i} \hat{F}_i(\lambda_i) = \hat{E}_i \] (75)

The corresponding positive operators \( \hat{\Pi}_i(\lambda_i) \) on the Hilbert space \( \mathcal{H} \) of the total system are
\[ \hat{\Pi}_i(\lambda_i) = \hat{1} \otimes \hat{1} \otimes \ldots \otimes \hat{F}_i(\lambda_i) \otimes \ldots \otimes \hat{1}. \] (76)

Since a detection event is localized in space, the set of measurement outcomes always includes the location of the detection event. Hence, the parameter \( \lambda \) in the positive operators \( \hat{F}(\lambda) \) is a shorthand for \( (Q, \mu) \) where \( Q \) is a pointer variable that correlated to the coordinate \( q \) of the detector, and \( \mu \) refers to pointer variables for magnitudes other than position. We have dropped the index \( i \) labeling the detectors, as it is not needed.

Both \( \mu \) and \( Q \) are highly coarse-grained variables, since they corresponds to macroscopic records. Hence, \( \hat{F}(Q, \mu) \) can be expressed as the product \( \hat{F}_1(Q) \hat{F}_2(\mu) \), where \( \hat{F}_1(Q) \) and \( \hat{F}_2(\mu) \) are POVMs for the pointer variables \( Q \) and \( \mu \). This is because the commutator between two sufficiently coarse positive operators is small—see, for example the coarse-grainings in Ref. [40]—in the sense that
\[ \frac{\text{Tr}[\hat{F}_1(Q), \hat{F}_2(\mu)]}{\text{Tr}[\hat{F}_1(Q)] \text{Tr}[\hat{F}_2(\mu)]} \ll 1. \] (77)

It follows that
\[ \int d^3Q \hat{F}_1(Q) = \hat{E} \quad \sum_{\mu} \hat{F}_2(\mu) = \hat{E}. \] (78)

4 Probability assignment for relativistic measurements

In Sec. 3, we introduced our model for relativistic quantum measurements. Essentially, we identified the relevant Hilbert spaces and the operators that enter into the expressions that were derived using the QTP method in Sec. 2. In this section, we compute the associated probabilities and examine their properties.

4.1 General properties

Before proceeding to the explicit evaluation of probabilities for \( n \) measurements, we first describe some properties that are immediately evident from their method of construction. These properties depend only on the broad principles employed in our method and not in technical details or approximation scheme.

1. We employ the proper time associated to each detector as the time variables that label the measurement events. Furthermore, the spatial location \( Q \) of a record of observation is among the measured variables. Hence, the probability densities of Eq. (51) are of the form
\[ P(\tau_1, Q_1, \mu_1; \tau_2, Q_2, \mu_2; \ldots; \tau_n, Q_n, \mu_n) \] (79)
where $\mu_i$ refer to any other observable that may be recorded. Using the embedding functions, the probabilities may be expressed in terms of the spacetime coordinates $X^\mu = \mathcal{E}^\mu(\tau, \mathcal{Q})$ as $P(X_1, \mu_1; X_2, \mu_2; \ldots; X_n, \mu_n)$, but this is just a matter of convention. The probabilities depend explicitly and non-trivially on the embedding functions, because the latter incorporate all effects due to the motion of the detector.

2. Eqs. (51), (26) and (72) imply that the probability density $P(\tau_1, \mathcal{Q}_1, \mu_1; \tau_2, \mathcal{Q}_2, \mu_2; \ldots; \tau_n, \mathcal{Q}_n, \mu_n)$ for $n$ measurement events is a linear functional of the $2n$-point correlation function

$$G(X_1, A_1; \ldots, X_n, A_n|X'_1, B_1; \ldots, X'_n, B_n) = Tr \left[ T[\hat{Y}_{A_n}(X_n) \ldots \hat{Y}_{A_1}(X_1)] \hat{\rho}_0 T[\hat{Y}_{B_1}(X'_1) \ldots \hat{Y}_{B_n}(X'_n)] \right],$$

where $\hat{\rho}_0$ is the initial state of the quantum field, $X = (x, t)$ and $\hat{Y}_A(X) = \hat{Y}_A(x, t) = e^{i\mathcal{H}t} \hat{Y}_A(x) e^{-i\mathcal{H}t}$ is the Heisenberg picture version of the composite operator that appears in the interaction Hamiltonian (72).

The correlation function Eq. (80) has $n$ time-ordered arguments ($T$) and $n$ arguments in reversed time order ($\bar{T}$). Such correlation functions appear in the Schwinger-Keldysh or Closed-Time-Path (CTP) formalism of QFT [41, 42]. The usual formulation of QFT in terms of a generating functional for time-ordered correlation functions is useful for treating scattering processes, as it is associated to the $S$ matrix that relates asymptotic in and out states. The CTP formalism is mostly employed in problems that require the calculation of probabilities or expectation values at finite times $t$, as in the present work. The correlation functions of the CTP formalism involve both time-ordered and anti-time-ordered products and they can be obtained from a generating functional through differentiation. The CTP generating functional is a double Fourier transform of the decoherence functional of the decoherent histories approach [13].

3. We use a collective index $a$ to stand for the pair $(X, A)$ in the composite operator $\hat{Y}_A(X)$. Then the correlation function (80) is expressed as $G_{a_1a_2\ldots a_n}^{a'_1a'_2\ldots a'_n}$, where lower indices correspond to time ordered operators and upper indices to anti-time-ordered. Then, the probability densities (79) are of the general form

$$P(1, 2, \ldots, n) = G_{a_1a_2\ldots a_n}^{a'_1a'_2\ldots a'_n} R_{(1)a_1}^{a_1} R_{(2)a_2}^{a_2} \ldots R_{(n)a'_n}^{a'_n},$$

where index contraction corresponds to an integral over $X$ and summation over $A$. Each matrix $R_{(i)}$ contains all information about the $i$-th detector (including its state of motion) and is a density with respect to the measured observables $\tau_i, \mathcal{Q}_i$ and $\mu_i$. The probability densities factorize with respect to the kernels $R_{(i)}$, because the apparatuses have been assumed non interacting and uncorrelated. Thus, the modeling of a complex measurement with $n$ apparatuses can be reduced to the construction of the kernels $R_{(i)}$ for each apparatus.

4. We assume that the Heisenberg-picture composite operators $\hat{Y}_A(X)$ transform covariantly under the action of the Poincaré group $\hat{U}(\Lambda, a)$, i.e.,

$$\hat{U}^\dagger(\Lambda, a) \hat{Y}_A(X) \hat{U}(\Lambda, a) = C_A^B(\Lambda) \hat{Y}_B(\Lambda^{-1}X + a),$$

where $C_A^B(\Lambda)$ is the $\Lambda$-dependent matrix that represents the action of the group on the Hilbert space.
for some $C^B_A$ that are uniquely determined from the way the composite operator $\hat{Y}_A$ is expressed in terms of the basic fields $\hat{\phi}_a$.

Eq. (82) guarantees that the $2n$-point functions, Eq. (80) also transforms covariantly. Hence, the covariance of the probabilities depends only on the kernels $R_{(i)}$. If they are constructed in a way that respects Poincaré covariance, the probabilities will also be Poincaré covariant. We note that the simple covariance properties of the probabilities is a direct consequence of the choice of the proper times as time-ordering parameters. As such, it is conditional upon the validity of Eqs. (68) and (69) that are entailed by this choice.

4.2 The detector kernel

We evaluate the probability density associated to $n$ detection events explicitly.

$$P(\tau_1, Q_1, \mu_1; \tau_2, Q_2, \mu_2; \ldots; \tau_n, Q_n, \mu_n) = \sum_{A_1, \ldots, A_n} \sum_{B_1, \ldots, B_n} \int d^4X_1 \ldots dX_n \int d^4X'_1 \ldots dX'_n G(X_1, \ldots, X_n, A_n | X'_1, B_1; \ldots; X'_n, B_n) \times R_{(1)}(X_1, A_1; X'_1, B_1 | \tau_1, Q_1, \mu_1) \ldots R_{(n)}(X_n, A_n; X'_n, B_n | \tau_n, Q_n, \mu_n). \quad (83)$$

Eq. (81) is indeed a shorthand for Eq. (83). Each matrix $R_{(i)}$ of Eq. (81) corresponds to a different detector kernel $R(X, A; X', B | \tau, Q, \mu)$ that is defined as

$$R(t, x; t', x', B | \tau, Q, \mu) = \int ds_\sigma(s) \delta(t - E^0(\tau + \frac{s}{2})) \delta(t' - E^0(\tau - \frac{s}{2})) \langle \omega | e^{i\hat{P}(\tau - \frac{s}{2})} \hat{J}^B(x') \sqrt{F}(Q, \mu) e^{i\hat{P}(\tau + \frac{s}{2})} | \omega \rangle.$$ \quad (84)

In Eq. (84), we wrote $X = (t, x)$ and $X' = (t', x')$.

The detector kernel simplifies when the stationarity condition (74) for the initial state is imposed.

$$R(X, A; X', B | \tau, Q, \mu) = \int ds_\sigma(s) \int d^3q \int d^3q' \delta^4[X - E(\tau + \frac{s}{2}, q)] \delta^4[X' - E(\tau + \frac{s}{2}, q')] \times \langle \omega | \hat{J}^B(q') \sqrt{F}(Q, \mu) e^{i\hat{P}(\tau + \frac{s}{2})} | \omega \rangle.$$ \quad (85)

There is an asymmetry between the spatial and temporal coordinates of the detector in Eq. (85). It is due to the asymmetric implementation of approximations employed in Eq. (85). The observable $Q$ is correlated to the position coordinates $q$ on the world-tube. Assuming that the measurement of $Q$ is localized with a width $\delta$, for scales of observation much larger than $\delta$, we can substitute $q = Q + \frac{s}{2}, q' = Q - \frac{s}{2}$ and substitute the double integral over $q, q'$ with a single integral over $r$. Thus, Eq. (85) becomes

$$R(X, A; X', B | \tau, Q, \mu) = \int ds_\sigma(s) \int d^3rw_\delta(r) \delta^4[X - E(\tau + \frac{s}{2}, Q + \frac{r}{2})] \delta^4[X' - E(\tau + \frac{s}{2}, Q - \frac{r}{2})] \times \langle \omega | \hat{J}^B(Q - \frac{r}{2}) \sqrt{F}(Q, \mu) e^{i\hat{P}(\tau + \frac{s}{2})} | \omega \rangle.$$ \quad (86)
where $w_\delta(r)$ is a function analogous to $g_\sigma$, but defined with respect the spatial coordinates. For detailed derivation of Eq. (86) and further simplifications, see Ref. [32].

5 Discussion

Eq. (83) together with the expressions (85) and (86) are the main results of this paper. They define a probability density associated to $n$ measurements in a relativistic system, in which the spacetime coordinates of events are genuine random variables. Our results constitute a broad generalization of existing measurement models, such as the Glauber and the Unruh-Dewitt detector. In particular, our method applies (i) to any QFT and for any field-detector coupling, (ii) to the measurement of any observable, and (iii) to arbitrary size, shape and motion of the detector, as encoded in its associated embedding function $\mathcal{E}$.

The probability density for $n$ measurement events consists of two components. All information about the quantum fields is contained in a correlation function of a composite operator with $n$ time-ordered and $n$ anti-time-ordered entries. The information about each apparatus, including the measured variables and its state of motion, is contained in the detector kernel, Eq. (85). The detector kernel is constructed unambiguously once the basic properties of the apparatus have been specified. In Ref. [32], we study the detector kernel in some detail, and identify expressions that correspond to ideal measurements, i.e., forms of the detector kernel that do not depend on the modeling details. In particular, we show how Glauber’s photodetection theory, detectors of Unruh-Dewitt type, relativistic spin measurements and the QTP description of arrival time arise as particular cases of the formalism.

The presence of the delta functions in Eq. (86) implies that the $2n$-point functions (80) are evaluated with arguments that correspond to the detector embeddings $\mathcal{E}$. Thus, the motion of the apparatuses is implemented in covariant way that can also be generalized for describing quantum fields curved spacetime. As long as the definition of the observables $\mu$ does not explicitly depend on the choice of a global coordinate system, the probability densities (83) are Poincaré invariant.

The simple form of our result is due to the fact that we worked to lowest order in perturbation theory with respect to the field-detector coupling. For most applications this is sufficient. The leading contribution contains the most important physical characteristic of the measurement, namely, the correlation between microscopic variable and macroscopic record. Higher order corrections can be viewed as noise that obscures this correlation.

Furthermore, the perturbative evaluation also allows us to sidestep complications due to the two problems that we encountered in the course of our derivation. These problems are (i) regularizing the restricted propagator in order to guarantee positive definite probabilities (Sec. 2.3.2) and (ii) defining ‘dressed’ states for the apparatuses (Sec. 3.5). While these issues do not affect the predictions at our level of approximation, they must be successfully addressed in any theory of relativistic quantum measurements that makes a claim of conceptual completeness.

We believe that the formalism presented here provides a powerful working tool for bringing new insight into long-standing issues in the foundations of relativistic quantum physics, such as the minimum localizability of relativistic particles [44], causality in the two-atom system [15], the identification of the correct operators for relativistic spin measurements [46], and understanding
‘state reduction’ and transmission of information in multi-partite systems [47].
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