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Abstract—Quantization-aware training (QAT) receives extensive popularity as it well retains the performance of quantized networks. In QAT, the contemporary experience is that all quantized weights are updated for an entire training process. In this paper, this experience is challenged based on an interesting phenomenon we observed. Specifically, a large portion of quantized weights reaches the optimal quantization level after a few training epochs, which we refer to as the partly scratch-off lottery ticket. This straightforward-yet-valuable observation naturally inspires us to zero out gradient calculations of these weights in the remaining training period to avoid meaningless updating. To effectively find the ticket, we develop a heuristic method, dubbed lottery ticket scratcher (LTS), which freezes a weight once the distance between the full-precision one and its quantization level is smaller than a controllable threshold. Surprisingly, the proposed LTS typically eliminates 50%-70% weight updating and 25%-35% FLOPs of the backward pass, while still resulting on par with or even better performance than the compared baseline. For example, compared with the baseline, while still resulting on par with or even better performance than the compared baseline.

In this paper, this experience is challenged based on an intensive popularity as it well retains the performance of quantized networks. In QAT, the contemporary experience is that all quantized weights are updated for an entire training process. On the contrary, in this paper, we challenge the necessity of continuous weight updating: Whether it is necessary to update all weights in the whole training process of QAT?

To this end, we dive into the training evolution of the quantization level for each weight in QAT. For the first time, we identify an interesting observation that a large portion of network weights quickly reach their optimal quantization levels after a few training epochs. As shown in Fig. 1a for “layer1.conv1” of the 2-bit ResNet-20 trained on CIFAR-100, over 50% weights have already reached their optimal quantization levels even without any training, and the portion rises up to 80% at epoch 80. For “layer1.conv1” of the 2-bit ResNet-20 on CIFAR-10, near 50% over have already reached their optimal quantization levels before training and 80% weights reach their optimal quantization levels at epoch 120 as exhibited in Fig. 1b. Similar observations can be found from Fig. 1c-Fig. 1f across different bit widths and datasets. Inspired by the lottery ticket hypothesis in network pruning [10], in this paper, we term these weights that quickly reach the optimal quantization levels as the partly scratch-off lottery ticket since they appear along with training. We attribute this phenomenon to two characteristics in network quantization. First, a network is usually quantized from a well-trained full-precision model, which gives good initial performance. However, the success usually relies on increasing model size and computational costs, which barricades deployments of DNNs on popular resource-limited devices, such as mobile phones. In recent years, a variety of model compression techniques have been excavated to overcome this issue [1–4]. Among these techniques, network quantization represents the full-precision weights and activations within DNNs in a low-bit format, making it one of the most promising techniques for simultaneously reducing both the model sizes and computational costs [5–10].

In spite of the merits, quantized networks easily suffer from severe performance drops if simply performing the low-bit quantization, since the low-bit data format possesses a very limited representation capacity compared with the full-precision counterpart. Thus, the quantized network usually needs to be trained for dozens of epochs to compensate for the performance drop, which is known as quantization-aware training (QAT) [11]. Specifically, in the forward pass, weights and activations are quantized to simulate quantized inference. The performance drop, which is known as quantization-aware training (QAT) [11]. In QAT, the common experience is that all quantized weights are updated throughout the entire training period. On the contrary, in this paper, we challenge the necessity of continuous weight updating: Whether it is necessary to update all weights in the whole training process of QAT?

I. INTRODUCTION

DEEP neural networks (DNNs) have been the foundation of many computer vision tasks for their superiority in performance. However, the success usually relies on increasing model size and computational costs, which barricades deployments of DNNs on popular resource-limited devices, such as mobile phones. In recent years, a variety of model compression techniques have been excavated to overcome this issue [1–4]. Among these techniques, network quantization represents the full-precision weights and activations within DNNs in a low-bit format, making it one of the most promising techniques for simultaneously reducing both the model sizes and computational costs [5–10].
values. Second, a discrete quantization level often covers a range of continuous numerical values. Thus, many weights rapidly converge to their best quantization levels although their full-precision version still remains far away from the optimal states.

Such an observation indicates that a portion of weights can be safely frozen and their gradients do not require calculations throughout the whole training process. To find the partly scratch-off lottery ticket, we introduce a simple-yet-effective heuristic method, named lottery ticket scratcher (LTS). Specifically, we first measure the distance between a normalized weight and its corresponding quantization level. Then, the partly scratch-off lottery ticket comprises these weights whose exponential moving average (EMA) distance is lower than a pre-defined threshold. A weight will be permanently frozen once it falls into the partly scratch-off lottery ticket. An illustration of our LTS is presented in Fig. 2. In the forward pass, the full-precision weights and activations are quantized by the quantizer, the results of which are multiplied to derive the outputs. In the backward pass, we freeze these weights within the partly scratch-off lottery ticket by setting their gradients to zero, which actually leads to a sparse weight gradient. This sparse weight gradient indicates a reduction in the training costs, since the related calculations of these gradients can be avoided. Furthermore, such a sparsity in weight gradient incurs an easy-implemented structured computational reduction as stated in Sec. III-D.

We also emphasize that LTS is fundamentally different from sparse training methods in four aspects [15], [16]. First, our LTS focuses on a sparse weight gradient, which involves a structured computational reduction (See Sec. III-D). Second, LTS does not prune any weight while sparse training prunes weights. Third, LTS stops updating frozen weights forever while sparse training usually revives weights, which involves continuous weight gradient calculations [17]. Lastly, LTS is specialized in quantized networks while sparse training is for full-precision models.

By precisely identifying the partly scratch-off lottery ticket, the proposed LTS not only achieves comparable or even better performance than the compared baseline, but also results in

Fig. 1. The ratio of the weights reaching the optimal quantization level w.r.t. training epochs. The red pentagon denotes the best model. “WBAB” indicates the weights and activations are quantized to B-bit. “R-20”, “R-18”, “R-50”, “Mv1”, and “Mv2” indicate ResNet-20, ResNet-18, ResNet-50, MobileNetV1, and MobileNetV2, respectively.
a non-negligible reduction in training costs. Generally, LTS achieves comparable performance across various quantization, and even improves the performance when quantizing the network in the same low-bit cases for our LTS effectively solves the weight oscillations problem [18] (Sec. IV-C). At the same time, LTS typically obtains an average of 30%-60% weight gradient sparsity, which eliminates a total of 15%-30% FLOPs of backward propagation. Taking 2-bit ResNet-18 as an example, compared with the normal QAT, our LTS improves performance by 1.41% while eliminating 56% weight updating and 28% FLOPs of the backward pass.

II. RELATED WORK

A. Quantization-Aware Training

Network quantization has long been the research focus of the model compression community for its superiority in simultaneously reducing the model size and computational costs. However, the quantized network often suffers from performance degradation. A variety of techniques are explored to overcome this issue. Most existing QAT methods focus on designing quantizers that are more suitable for the network weights or activations [19]–[23]. Other methods instead pay attention to special training strategies for quantized networks [24]–[26], approximating gradients of the quantization functions [9], [27], training regularization [28], [29] or mix-precision quantization [30]–[32]. Although these techniques alleviate performance degradation, they stiffly rely on the training overhead.

B. Lottery Ticket Hypothesis

The lottery ticket hypothesis is first proposed in [14], which indicates that a randomly initialized network contains subnetworks (a.k.a., “winning tickets”) that can achieve the test accuracy of the original network when trained independently. Following this conjecture, many empirical studies [33]–[37] have been devoted to finding the lottery ticket. In contrast, the partly scratch-off lottery ticket in this paper is different. We firstly reveal the existence of a sub-network that does not require updating in QAT, while the lottery ticket targets weight pruning weight and full-precision networks.

C. Training Acceleration

Many efforts have been made to accelerate the training DNNs. One common way is to exploit the highly efficient distributed training [38]–[41]. However, the distributed training is towards modern single- and multi-GPU servers, clusters, and even supercomputers, where the acceleration comes at expensive training costs and energy consumption. In contrast, our LTS aims to reduce training costs.

Gradient pruning targets pruning gradients in the computationally-intensive backpropagation [42], [43]. For example, meProp [42] preserves the top-k gradients in the matrix multiplication output. In contrast to gradient pruning which continuously updates weights in the training process, our LTS stops updating these frozen weights forever.

Sparse training imposes sparsity constraints during network training [15]–[17], [44]–[47]. By continuously removing and reviving network weights in the training, related computations in forward and backward propagations can be reduced. Also, these methods are often designed for full-precision networks. Differently, our LTS does not remove or revive any weight and is particularly designed for network quantization.

Another line of work represents gradients in a low-bit data format to reduce gradient computing costs [48], [49]. In compliance with extensive analyses on gradient distribution, most current methods focus on designing a suitable quantizer [50]. For instance, Lee et al. [51] implemented a low-bit representation of gradients in a searching-based style. [52] reasoned a near-lognormal distribution of gradients and obtained the best clipping value analytically. Our LTS is orthogonal to these methods since we focus on quantizing the network in the forward pass. These methods can be integrated into our LTS to further speed up the network training.
III. Method

A. Preliminary

A quantizer is adopted in QAT to quantize the full-precision weights and activations to simulate the quantization inference. Following the settings of [29, 53], we use the uniform quantizer with trainable clipping parameters to implement network quantization. Concretely, given full-precision data \( x \) (weights or activations), it is first normalized to a range \([0, 1]\) with two trainable clipping parameters \( l, u \) by the following equation:

\[
x_n = \text{clip}(x - l, u - l, 0, 1),
\]

where \( \text{clip}(x_n, l, u) = \min(\max(x_n, l), u) \). \( l, u \) denotes lower bound and upper bound, respectively. Then, the normalized data \( x_n \) is quantized by the following quantizer:

\[
q = \lfloor (2^b - 1) \times x_n \rfloor,
\]

where \( \lfloor \cdot \rfloor \) denotes the round function that rounds its input to the nearest integer. The corresponding de-quantized value \( \bar{x} \) is calculated according to its data type. For weights, the de-quantized value is calculated as:

\[
\bar{x} = 2 \times \left( \frac{q}{2^b - 1} - 0.5 \right), x \in \text{weights}.
\]

For activations, the de-quantized value is calculated as:

\[
\bar{x} = \frac{q}{2^b - 1}, x \in \text{activations}.
\]

B. Partly Scratch-off Lottery Ticket

The limited capacity of low-bit representation requires accomplishing network quantization in a quantization-aware training (QAT) manner so as to mitigate the performance gap between the quantized network and its full-precision counterpart. As a common experience, the weights of the quantized network are updated for the entire training process in QAT. On the contrary, in this paper, we challenge the necessity of updating weight throughout the whole training process of QAT, which is barely investigated in the literature.

To this end, we dive into the training evolution of quantization level for each weight and unearth an interesting phenomenon that many network weights converge to their optimal quantization levels in the early training process. Concretely, we calculate the proportion of quantized weights that reach the optimal quantization level along with the network training. Fig. 1 demonstrates the potential: 20% weights already stay in the optimal quantization level before training a 4-bit ResNet-20 on CIFAR-100, and it becomes 60% at epoch 10. Moreover, as an intuitive byproduct, we can reduce the training costs by creating a weight gradient sparsity due to the gradient calculations of these tickets can be eliminated.

C. Lottery Ticket Scratcher

In this subsection, we introduce lottery ticket scratcher (LTS), a heuristic method, to discover the partly scratch-off lottery. By gradually pulling out weights from network training, the proposed LTS creates a sparse weight gradient, leading to a shrinkage of training costs.

Specifically, our LTS employs a simple-yet-effective heuristic rule to find the partly scratch-off lottery ticket. At first, we train the quantized network for \( E_{wm} \) epochs as the warmup stage. Then, the partly scratch-off lottery comprises weights whose EMA distance is lower than a pre-defined threshold \( t \). Herein, the EMA distance is the exponential moving average distance between the normalized weight \( w_n \) and its corre-
sponding quantization level. At the $i$-th training iteration, the EMA distance of the given $w_n$ is defined as:

$$D_{w_n} = mD_{w_n}^{i-1} + (1 - m)D_{w_n},$$

where $m$ is the momentum of the EMA function, and $D_{w_n}$ is the distance between $w_n$ and its corresponding quantization level. Note that $D_{w_n}$ will be reset to the quantization interval $\Delta B = \frac{2^B}{\sqrt{\pi}}$ once the quantization level of $w_n$ is changed. We then compare $D_{w_n}$ with a threshold $t$ to determine whether $w_n$ should be frozen. If $D_{w_n}$ is lower than the threshold $t$, $w_n$ will be frozen, meaning that zeroing out the gradient of $w_n$. Otherwise, $w_n$ is continuously updated. The threshold $t$ is computed by obtained $\Delta B$ with a rate $p$:

$$t = \Delta B \cdot p.$$ (6)

The constant quantization interval $\Delta B$ is determined by the bit-width $B$. We adjust the rate $p$ to control the ease of frozen weights. The selection of $p$ provides a trade-off between performance and training costs reduction. For example, a small $p$ returns a small threshold $t$, which means a weight has to be very close to its quantization level if it is frozen. As a result, the identification of the partly scratch-off lottery is more accurate that is able to retain the performance. However, it is more difficult to freeze weights and more weights are prone to be updated. In this case, the weight gradient sparsity is limited and the reduced training costs are also limited. In contrast, a large $p$ indicates a large threshold $t$. Subsequently, weights are more likely to be misidentified as the partly scratch-off lottery since the condition is loose. This misidentification will lead to performance degradation. However, it would be easier to freeze weights and achieve a higher weight gradient sparsity, so that the training costs can be reduced significantly.

To adjust the value of $p$, we design three strategies including fixed, linear-growth, and sine-growth. The fixing strategy indicates the rate $p$ is set to a constant $c$ that ranges from 0 to 1. In linear-growth strategy and sine-growth strategy, the rate $p$ gradually increases in a linear manner and a sine manner when the warmup stage finishes, respectively. Supposing the total training epoch is $E$, the current iteration is $i$, and an epoch has $\bar{T}$ iterations. The linear-growth strategy is defined as:

$$p = \frac{i - T \cdot E_{wm}}{\bar{T} \cdot E - \bar{T} \cdot E_{wm}} \cdot \mathbb{I}(i > T \cdot E_{wm}),$$ (7)

where $\mathbb{I}()$ is the indicator function. The sine-growth is defined as:

$$p = \sin\left(\frac{i - T \cdot E_{wm}}{\bar{T} \cdot E - \bar{T} \cdot E_{wm}} \cdot \frac{\pi}{2}\right) \cdot \mathbb{I}(i > T \cdot E_{wm}).$$ (8)

Both linear-growth strategy and sine-growth strategy increase the rate $p$ from 0 to 1. We employ the linear-growth strategy in our experiments for it achieves a good balance between sparsity and accuracy (Sec. IV-C).

D. Efficient Implementation

In this subsection, we demonstrate that the sparse weight gradients actually lead to a structured computational reduction, which is easy to implement. The illustration of the backward pass is shown in Fig. [25] As can be seen, the gradient of weight in position $(i, j)$ is computed by multiplying the $i$-th row of the $A_i$ and the $j$-th column of the $\frac{\partial L}{\partial A_{i+1}}$. The computational process is structured since it only involves the multiplication of two vectors. Due to we already know the position of the frozen weight before weight gradient calculations, we can omit the vector multiplications according to the set consisting of positions of frozen weights. We implement it with the CUDA toolkit and the result shows that 50% average weight gradient sparsity gives us roughly 20% time cost reduction in the backward propagation.

IV. EXPERIMENTATION

A. Experimental Settings

1) Implementation: We quantize ResNet-20 [12] for CIFAR-100/10 [13], ResNet-18, ResNet-50 [12], MobileNetV1 [55], and MobileNetV2 [56] for ImageNet [54]. All code are implemented with Pytorch [57]. For all experiments we quantized all layers of networks into 2-, 3-, and 4-bit.

All networks are trained with cross-entropy loss. The gradient of the round function is set to 1 by using the straight-through estimator (STE) [58]. The SGD optimizer is adopted with a momentum of 0.9. For CIFAR-100/10, the initial learning rate, batch size, weight decay, and total training epochs are set to 0.1, 256, 0.0001, and 400, respectively. For ImageNet, the batch size, weight decay, and total training epochs are set to 256, 0.0001, and 100, respectively. The initial learning rate is set to 0.1 for ResNet-18/50 and 0.01 for MobileNetV1 and MobileNetV2, respectively. The learning rate is decayed by a factor of 0.1 for every 100 epochs on CIFAR-100/10, and every 30 epochs on ImageNet. The pre-trained MobileNetV1 is obtained from pytorchcv and other models are downloaded from the torchvision. For all experiments, we employ the linear-growth strategy for it achieves the best trade-off between sparsity and accuracy. For the hyper-parameters, we use grid search to search for the best configuration for each dataset. We set $m$ as 0.99 for CIFAR-100/10, and as 0.9999 for ImageNet. For $E_{wm}$, we set it as 80 for CIFAR100/10, and as 30 for ImageNet by using the grid search. Despite they might not be optimal for all networks, we find these values already have provided satisfactory performance.

2) Metrics: We report the top-1 accuracy as the metric. To measure the reduced computational training costs, we report the average weight gradient sparsity, which is the sum of the weight gradient sparsity per iteration divided by the total number of iterations. The weight gradient sparsity per iteration is the ratio of the number of frozen weights to the number of all weights at the current iteration. We also employ the overall reduction in FLOPs of backward propagation to measure training cost reduction. This metric is equal to half of the average weight gradient sparsity since LTS only eliminates the computation of weight gradient.

B. Ablation Study

In this section, we first conduct ablation studies of the proposed three strategies and hyper-parameters of our LTS.
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Fig. 3. Influence of the hyper-parameters on the top-1 accuracy of 2-bit ResNet-20 on CIFAR-100. (a) and (b) provide the ablation studies of the fixing strategy, (c) and (d) provide the ablation studies of the linear-growth strategy and sine-growth strategy, respectively. “RD. FLOPs of BP” indicates the reduction in FLOPs of backward propagation.

TABLE I
RESULTS OF RESNET-20 ON CIFAR-100/10. “AVG. OF WGS” INDICATES THE AVERAGE WEIGHT GRADIENT SPARSITY. “RD. FLOPS OF BP” INDICATES THE REDUCTION IN FLOPS OF BACKWARD PROPAGATION.

| Datasets | Networks | W/A | Mode       | Accuracy. (%) | Avg. of WGS | RD. FLOPs of BP |
|----------|----------|-----|------------|---------------|-------------|-----------------|
| CIFAR-100 | ResNet-20 (FP: 65.24%) | 2/2 | Baseline   | 52.95 | 0% | 0% |
|          |          |     | LTS (Ours) | 53.76 | 66% | 33%↓ |
| CIFAR-10 | ResNet-20 (FP: 91.46%) | 3/3 | Baseline   | 62.91 | 0% | 0% |
|          |          |     | LTS (Ours) | 63.67 | 68% | 34%↓ |
|          |          |     | Baseline   | 63.44 | 0% | 0% |
|          |          |     | LTS (Ours) | 66.43 | 70% | 35%↓ |
| CIFAR-10 | ResNet-20 (FP: 91.46%) | 2/2 | Baseline   | 84.80 | 0% | 0% |
|          |          |     | LTS (Ours) | 85.33 | 69% | 34.5%↓ |
|          |          |     | Baseline   | 89.99 | 0% | 0% |
|          |          |     | LTS (Ours) | 90.58 | 69% | 34.5%↓ |
|          |          |     | Baseline   | 91.71 | 0% | 0% |
|          |          |     | LTS (Ours) | 91.70 | 70% | 35%↓ |

All experiments are conducted by quantizing ResNet-20 to 2-bit on CIFAR-100. The top-1 accuracy and the reduction in FLOPs of backward propagation are reported.

EMA Parameter. The ablation study of EMA parameter $m$ is shown in Tab. II. When $m = 0$, it is equal to EMA not used. It can be seen that the highest average weight gradient sparsity is achieved when the $m = 0$, which is 73%. However, compared with $m = 0.99$, the 7% improvement on average weight gradient sparsity comes at the cost of 1.33% accuracy degradation. As the $m$ increases, the accuracy improvement is slight while the average weight gradient sparsity decreases quickly. Specifically, compared to the results of $m = 0.99$, results of $m = 0.999$ only lead to 0.05% accuracy gain but the sparsity decreases by 6%.

Fixing Strategy. The fixing strategy has two hyperparameters including $p$ and $E_{wm}$. Fig. 3a and Fig. 3b respectively provide the top-1 accuracy of 2-bit ResNet-20 on CIFAR100 w.r.t $p$ and $E_{wm}$. From Fig. 3a it can be observed that the reduction in FLOPs of backward propagation increases...
TABLE III
RESULTS OF ResNet-18, ResNet-50, MobileNetV1, and MobileNetV2 on ImageNet.

| Datasets       | Networks       | W/A | Mode         | Accuracy. (%) | Avg. of WGS | RD. FLOPs of BP |
|---------------|---------------|-----|--------------|---------------|-------------|-----------------|
| ResNet-18     | 2/2 Baseline  |     | Baseline     | 55.04         | 0%          | 0%              |
| (FP: 69.64%)  | 3/5 LTS (Ours)|     | LTS (Ours)   | 55.32         | 49%         | 24.5%↓          |
|               | 4/4 Baseline  |     | Baseline     | 66.09         | 0%          | 0%              |
|               | 3/5 LTS (Ours)|     | LTS (Ours)   | 66.28         | 51%         | 25.5%↓          |
|               | 4/4 Baseline  |     | Baseline     | 68.80         | 0%          | 0%              |
|               | 3/5 LTS (Ours)|     | LTS (Ours)   | 68.37         | 47%         | 23.5%↓          |
| ResNet-50     | 2/2 Baseline  |     | Baseline     | 65.21         | 0%          | 0%              |
| (FP: 76.15%)  | 3/5 LTS (Ours)|     | LTS (Ours)   | 65.95         | 52%         | 26%↓            |
|               | 4/4 Baseline  |     | Baseline     | 72.43         | 0%          | 0%              |
|               | 3/5 LTS (Ours)|     | LTS (Ours)   | 72.86         | 52%         | 26%↓            |
| MobileNetV1   | 2/2 Baseline  |     | Baseline     | 45.87         | 0%          | 0%              |
| (FP: 73.33%)  | 3/5 LTS (Ours)|     | LTS (Ours)   | 49.42         | 50%         | 25%↓            |
|               | 4/4 Baseline  |     | Baseline     | 65.01         | 0%          | 0%              |
|               | 3/5 LTS (Ours)|     | LTS (Ours)   | 66.60         | 51%         | 25.5%↓          |
| MobileNetV2   | 2/2 Baseline  |     | Baseline     | 40.56         | 0%          | 0%              |
| (FP: 71.83%)  | 3/5 LTS (Ours)|     | LTS (Ours)   | 45.61         | 46%         | 23%↓            |
|               | 4/4 Baseline  |     | Baseline     | 63.32         | 0%          | 0%              |
|               | 3/5 LTS (Ours)|     | LTS (Ours)   | 64.14         | 50%         | 25%↓            |
|               | 4/4 Baseline  |     | Baseline     | 68.37         | 0%          | 0%              |
|               | 3/5 LTS (Ours)|     | LTS (Ours)   | 69.11         | 52%         | 26%↓            |

along with the increase of $p$, and the best accuracy is obtained when $p = 0.05$. As presented in Fig. 3b for fixing strategy, it is hard to find a good trade-off between accuracy and backward propagation FLOPs reduction since the accuracy improvements are accompanied by a low FLOPs reduction. Thus, compared with the other two strategies, the fixing strategy does not exhibit any advantage.

**Linear-growth Strategy.** As illustrated in Fig. 3c as the warmup epochs $E_{wm}$ increases, the backward propagation FLOPs reduction consistently decreases. The performance reaches 53.76% and the FLOPs reduction is 33% at $E_{wm} = 80$. When $E_{wm} > 80$, the accuracy has not been greatly improved or even decreased.

**Sine-growth Strategy.** From Fig. 3d we can find that the accuracy is 53.72% when $E_{wm} = 120$. After that, the performance improvement is marginal or negative despite the backward propagation FLOPs reduction decreasing rapidly.

In summary, comparing these three strategies, we can observe that the linear-growth strategy and the sine-growth strategy obtain a better performance than the fixing strategy. Moreover, the linear-growth strategy enjoys higher FLOPs reduction than the sine-growth when they have comparable accuracy. Thus, we consider it achieves the best trade-off between performance and the backward propagation FLOPs reduction and thus employ this strategy in all following experiments.

**C. Quantitative Comparison**

1) **CIFAR-100/10**: In this subsection, we first evaluate the performance of the proposed LTS CIFAR-100/10 datasets by comparing them against the baseline. The results are presented in Table II. Our proposed LTS achieves significant improvements in terms of average weight gradient sparsity and backward propagation FLOPs reduction across all bit-widths, while maintaining consistently high accuracy compared with the baseline.

On CIFAR-100, our proposed LTS achieves an average weight gradient sparsity of 66%, 68%, and 70% for 2-, 3-, and 4-bit, respectively. This corresponds to a reduction in backward propagation FLOPs of 33%, 34%, and 35%. Notably, the proposed LTS improves the performance by 0.81%, 0.76%, and 0.99% for 2-, 3-, and 4-bit, respectively, compared to the baseline.

Similarly, on CIFAR-10, our proposed LTS yields better or comparable performance compared to the baseline across all bit-widths, while achieving high average weight gradient sparsity and backward propagation FLOPs reduction. Specifically, for 2 and 3-bit, the proposed LTS achieves performance gains of 0.53% and 0.59%, respectively, and only incurs a minor performance drop of 0.01% for 4-bit. For 2-, 3-, and 4-bit, LTS respectively provides 69%, 69%, and 70% weight gradient sparsity, which corresponds to a reduction in backward propagation FLOPs of 34.5%, 34.5%, and 35%.

Overall, experimental results demonstrate the superiority of the proposed LTS over the baseline in terms of both accuracy and efficiency on both CIFAR-100 and CIFAR-10 datasets. The significant improvements in average weight gradient sparsity and backward propagation FLOPs reduction across all bit-widths suggest that the proposed LTS is a promising method for improving the efficiency of quantization-aware training.

2) **ImageNet**: We then conduct the experiments on the challenging large-scale ImageNet. The results of ResNet-18, ResNet-50, MobileNetV1 and MobileNetV2 are presented in Tab. III.

**ResNet-18.** Results of the first part of Tab. III show that the proposed LTS achieve the comparable performance of or outperforms the baseline in terms of accuracy and efficiency across all bit-widths (2-, 3-, and 4-bit). Compared to
the baseline, the proposed LTS achieved an average weight gradient sparsity of 49%, 51%, and 47% for 2-, 3-, and 4-bits, respectively. This translates to a reduction in backward propagation FLOPs of 24.5%, 25.5%, and 23.5%, respectively. For 3- and 4-bit, LTS only results in a slight performance drop. Notably, the proposed LTS improves the baseline by 0.28% for 2-bit quantization.

ResNet-50. The results of ResNet-50 are presented in the second part of Tab. III. It can be seen that the proposed LTS in general provides 50% weight gradient sparsity, indicating the effectiveness of our LTS. Moreover, our LTS improves the compared baseline across all bit-widths. Specifically, on 2-, 3-, 4-bit, our LTS improves the performance by 0.74%, 0.43%, and 0.45%, respectively. At the same time, our LTS is able to achieve 52%, 52%, and 53% average of weight gradient sparsity, which gives 26%, 26%, and 26.5% reduction in backward propagation FLOPs, respectively.

MobileNetV1. The results of MobileNetV1 in the third part of Tab. III demonstrate that the proposed LTS method is able to achieve significant weight gradient sparsity (ranging from 36% to 52%) for different bit-widths, indicating that the proposed method is effective in reducing the computational cost of QAT. The proposed LTS achieves an average weight gradient sparsity of 50%, 51%, 52%, 49%, and 36% for 2-, 3-, and 4-bit quantization, respectively, corresponding to a reduction in backward propagation FLOPs of 25%, 25.5%, and 26%. Notably, the proposed method also improves the accuracy by 3.55%, 1.59%, and 0.50% for 2-, 3-, and 4-bit quantization, respectively, compared to the baseline.

MobileNetV2. The fourth part of Tab. III provides the results of MobileNetV2. As can be seen, our LTS improves the performance of MobileNetV2 on 2-, 3-, and 4-bit. Specifically, LTS obtains accuracy gains 5.05%, 0.82%, and 0.60% of on 2-, 3-, 4-bit MobileNetV2, respectively. The improvements are accompanied by a significant weight gradient sparsity, i.e., 46%, 50%, and 52% for 2-, 3-, and 4-bit, respectively. Such sparsity gives 23%, 25%, and 26% reduction in backward propagation FLOPs.

In summary, the proposed LTS either leads to improved performance or comparable performance compared with the baseline even though a high weight sparsity is achieved. Generally, on ImageNet, our LTS is able to obtain 46% - 54% average weight gradient sparsity and thus eliminate 23% - 27% FLOPs of backward propagation. These findings suggest that the proposed LTS has the potential to be a valuable tool for efficient QAT.

3) Discussion: The performance improvements are most notable in low bit-widths and networks with efficient architecture. This can be attributed to the proposed LTS well solving the weight oscillations problem that is especially obvious for low bit-widths and efficient networks such as MobileNetV1 [18]. The weight oscillations problem refers to the quantized weight periodically oscillating between two quantization levels, which leads to unstable training and inferior performance. Although the original idea is to reduce training costs, our LTS subtly alleviates this problem by freezing weights during the training period and thus improves performance by a large margin.

D. Comparisons With Random Frozen

In this subsection, we compare the proposed LTS with the random frozen mode, i.e., randomly freeze some weights. For
a fair comparison, the ratio of randomly freeze weights is the same as the LTS. Tab. IV provides the results of 2-bit ResNet-20 on the CIFAR100 dataset. As can be observed, random freeze weight leads to a 1.50% accuracy drop compared with the baseline, indicating the simple random freeze incurs performance loss. In contrast, our LTS improves the baseline performance by 0.81%, clearly demonstrating the effectiveness of our method.

### E. Illustrations of Weight Gradient Sparsity

We present the curve of the weight gradient sparsity of quantized weights w.r.t. training epochs in Fig. 4. It can be seen that the proposed LTS results in a gradual sparsity. The sparsity gradually increases until it reaches an extremely high magnitude. Taking Fig. 4a as an example, for ResNet-20 on CIFAR-100, the weight gradient sparsity increases rapidly after the warmup stage finishes. After epoch 240, the sparsity is very close to 100%, which means most quantized weights are frozen. As shown in Fig. 4b, the results of ResNet-20 on CIFAR-10 are similar to CIFAR-100. As for the large-scale ImageNet dataset, we observe that the sparsity starts to raise from epoch 30 to 33 depending on the bit-width. Then, the sparsity rapidly increases to a very high level. Concretely, Fig. 4c provides the results of ResNet-18. Despite the raise point of sparsity increase being different slightly, our LTS still achieves near 80% at epoch 60 in general. In particular, it can exceed 90% at epoch 65. Fig. 4d and Fig. 4e present the sparsity of ResNet-50, MobileNetV1, and MobileNetV2. Despite the raise points of the sparsity of bit-widths being different, a high sparsity can be achieved around epoch 60 in general. For instance, in Fig. 4c the sparsity of 2-bit MobileNetV1 starts to quickly increase around epoch 30. While for 4-bit MobileNetV2, its raise point of sparsity increase is around epoch 33. After the raise point, the sparsity raises quickly. For example, ResNet-50 of all bit-widths reaches 80% sparsity around epoch 60. Fig. 4f demonstrates our LTS is able to create a high sparsity for the latter part of the training period.

### V. CONCLUSION

In this paper, we challenge the contemporary experience in QAT that all quantized weights need to update throughout the entire training process. We discover a straightforward-yet-valuable observation that a large portion of quantized weights, named as the partly scratch-off lottery ticket, converge to the optimal quantization level after a few training epochs. Thus, weights within the ticket can be frozen, and thus their gradient calculations are zeroed out in the remaining training period to avoid meaningless updating. We develop a heuristic method, dubbed lottery ticket scratcher (LTS), to effectively find the ticket. Specifically, a weight is frozen once the distance between it and its corresponding quantization level is lower than a threshold controlled by the proposed strategy. The introduced LTS is simple but extremely effective in accurately identifying the partly scratch-off lottery ticket and leading to a sparse weight gradient. Extensive experiments demonstrate that the proposed LTS generally achieves 50%-70% weight gradient sparsity and 25%-35% FLOPs reduction of the backward pass, while still exhibiting comparable or even better performance than the compared baseline.
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