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Abstract—For optimal power flow problems with chance constraints, a particularly effective method is based on a fixed point iteration applied to a sequence of deterministic power flow problems. However, a priori, the convergence of such an approach is not necessarily guaranteed. This article analyses the convergence conditions for this fixed point approach, and reports numerical experiments including for large IEEE networks.
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I. INTRODUCTION

C HANCE constrained optimization problems are often computationally very challenging. However, when modeling the effects of uncertainty on optimal power networks, potentially large chance constrained optimization problems arise [11]–[5]. Typically, stochastic optimal power flow models are developed by reformulating a widely accepted deterministic model. One such “classical” model is the AC optimal power flow model (AC-OPF) [6]. Because AC-OPF has multiple degrees of freedom with respect to the problem variables, various stochastic power flow paradigms can be derived from it. In particular, one can define different subsets of variables as stochastic variables. For instance, in [7] power generation is regarded as being stochastic (with constant demands), resulting in probabilistic objective functions. This article develops a chance constrained AC optimal power flow model (CC-AC-OPF) in which the objective function is deterministic, and the demands can be stochastic. This enables direct interpretation of the meaning of the optimal objective function values, and can be more realistic, when in practice demand is more of an uncertainty source as compared to supply. Yet, independent of how the stochastic power flow model is formulated it typically yields a chance constrained optimization problem. In order to also solve large instances of the resulting CC-AC-OPF problems, a fixed point iteration on a sequence of modified, related, and simpler deterministic AC-OPF problems is solved. Iterative methods that solve a sequence of simpler problems have been very effective on a variety of recent power systems problems [8]–[10]. In the context of chance-constrained optimization, such an approach has been successfully used in [11]–[13] among more. However, prior to this work, there did not exist analytical criteria for when one can expect this fixed point iteration to converge. Therefore, this article describes a convergence analysis of the chance constrained fixed point iteration and tests the method on a set of standard IEEE networks. The numerical experiments report results for networks with up to 9000 nodes. To summarize, the contributions of this work are: (1) The formulation of a new CC-AC-OPF model with a deterministic objective function, derived from uncertain demands; (2) The application and analysis of a fixed-point algorithm for an implicit chance constrained problem. Even though the use of iterative (fixed-point) techniques is widespread in power systems problems, previously no rigorous analysis had been undertaken for this formulation. In particular, we disentangle effects of model parameters and network properties on the convergence; (3) We include numerical experiments on large test cases. The article is organized as follows: Sections I.A—D are preliminary and review the AC optimal power flow model and how a chance-constrained model is obtained from it. Section II lists the fixed-point algorithm. We highlight that the reformulation and iterative solution of chance-constrained AC-OPF has been proposed in [11], however a rigorous analysis of its convergence has not yet been developed. Therefore, Section III analyzes convergence properties of the fixed-point algorithm, while numerical experiments are described in Section IV. Finally, we conclude with Section V.

A. AC Power Flow (Preliminary)

The power network is defined by \( N \) nodes (buses) and \( N_{\text{line}} \) edges (lines). Associated to each bus is a voltage magnitude, \( v_i \), frequency \( \theta_i \) and power generation or consumption at the \( i \)th bus, for \( 1 \leq i \leq N \). In particular, let \( p_i^g \) be the real power generated at bus \( i \), \( q_i^g \) the corresponding reactive power and \( p_i^l, q_i^l \) the real and reactive demands, respectively. The buses are furthermore divided into two groups: generators and loads. The indexing sets are \( G \) and \( L \), which are related to the set of all buses by \( B = G \cup L \) (also \( N = N_G + N_L \)). Throughout, we will use the indexing sets \( \{ G, L \} \) as subscripts to bold font vector variables. Note that in our setup each bus fits exactly into one of the two categories (though one can easily set a virtual zero load at a node). It is customary to assume that the network contains one reference bus (typically at \( i = 1 \)). Load buses do not have active power generation and are thus defined by \( p_i^l = q_i^l = 0 \), where \( p^g, q^g \) are vectors that contain the \( p_i^g \)’s and \( q_i^g \)’s. The power flow in the system is described by the power flow equations, which couple the variables (e.g., [6, Sections III-IV]). Specifically, let \( G_{ik}, B_{ik} \) denote the entries of the network’s admittance matrix and define the quantities \( \theta_{ik} \equiv \theta_i - \theta_k, c_{ik} \equiv G_{ik} \cos(\theta_{ik}) + B_{ik} \sin(\theta_{ik}) \) and \( d_{ik} \equiv G_{ik} \sin(\theta_{ik}) - B_{ik} \cos(\theta_{ik}) \). With these definitions, the \( 2N \)
power flow equations, for $i = 1, \ldots, N$, are

\begin{align}
&v_i \sum_{k=1}^{N} v_k G_{ik} - (p_i^d - p_i^d) = 0, \quad (1) \\
&v_i \sum_{k=1}^{N} v_k d_{ik} - (q_i^d - q_i^d) = 0,
\end{align}

when grouped by buses. If we let $d = \text{vec}(p^d, q^d)$ be the $\mathbb{R}^{2N}$ vector containing $p_i^d, q_i^d$, then in vector notation (1) is expressed as $f(v, \theta, p^d, q^d; d) = 0$, where $f$ represents the nonlinear equations in (1). Note, however, that $f$ is linear in $d$, a fact we will use later. Moreover, $d$ is regarded as a parameter and not a variable.

\section{B. AC Optimal Power Flow (Preliminary)}

Optimal power flow determines the best set of variables that satisfy the network constraints. In addition to the power flow equations from (1), branch current bounds are typically included in the optimization problem. In particular, let $LC$ be the set of all line connections, i.e., the set of index pairs that describe all line connections (e.g., if bus $i$ is connected to bus $k$, then $(i, k) \in LC$). Subsequently, the so-called branch current constraints are $\left(D_{\text{max}}^{ik}\right)^2 - (v_i \cos(\theta_i) - v_k \cos(\theta_k))^2 - (v_i \sin(\theta_i) - v_k \sin(\theta_k))^2 \geq 0, \forall (i, k) \in LC$ for constant current limits $D_{\text{max}}^{ik}$. In vector notation these $N_{\text{line}}$ constraints are represented as $g(v, \theta) \geq 0$. It is also desirable to include “hard” bounds on the generation variables, such as $l_p \leq p_g \leq u_p$, where $l_p$, $u_p$ represent constant lower and upper bounds. The AC optimal power flow (AC-OPF) problem, for a cost function $C_0(\cdot)$, is thus formulated as

\begin{align}
&\text{minimize } C_0(p_g^d) \quad \text{subject to} \quad f(v, \theta, p^d, q^d; d) = 0, \quad (2) \\
&g(v, \theta) \geq 0, \quad l_p \leq p_g \leq u_p, \quad l_q \leq q_g \leq u_q, \quad l_v \leq v \leq u_v, \quad l_\theta \leq \theta \leq u_\theta.
\end{align}

The cost function is typically a convex quadratic function that only depends on the real power generation. Specifically, $C_0(p_g^d) = \sum_{i \in \text{Gen}} q_i \left(p_i^d\right)^2 + \sum_{i \in \text{Gen}} g_i p_i^d + q_0$, for cost data $q_i, q_0$. A local solution $x^* = \text{vec}(v^*, \theta^*, (p^*)^*, (q^*)^*)$ of (2) is called the optimal power flow point, or OPF point.

\section{C. Chance Constrained AC Optimal Power Flow (Preliminary)}

In order to introduce uncertainty related to e.g., renewable energy into the OPF problem (2) we regard the demand terms in (1) (i.e., $p_i^d, q_i^d$) as forecasted values with possible error. Specifically, these stochastic quantities are represented as

$$p_i^d + \omega_i, \quad q_i^d + \omega_{N+i},$$

where $\omega_i$ and $\omega_{N+i}$ represent forecasting errors. For compactness, the stochastic errors are represented by the $2N$ vector $\omega$. Here we assume $\omega$ is normal, and relaxing this assumption yields different approaches. The chance constrained AC-OPF model in this Section is developed such that the objective function only depends on deterministic variables. When the objective function represents cost, deterministic values are meaningful and important. Since the power flow equations in (1) are overdetermined, i.e., $f: \mathbb{R}^{2N+N_G} \rightarrow \mathbb{R}^{2N}$, this system has $N_G$ degrees of freedom. Subsequently, let $y = p_G$ represent a $\mathbb{R}^{N_G}$ vector of deterministic variables and $x = x(\omega) = \text{vec}(q_G(\omega), v_L(\omega), \theta(\omega))$ a $2N$ vector of stochastic variables. The stochastic power flow equations are represented as

$$f(x, y; d) + \omega = f(x(\omega), y; d + \omega) \equiv f_{\omega} = 0.$$ (5)

If $\omega = 0$ these equations reduce to the power flow equations in (1). Note that the power flow equations couple the variables and that the uncertainty in $x$ depends on the uncertainty in the demands “$d$”, since $x = x(\omega) = x(y, d + \omega)$. We set $C_0(p_G^d) = C_0(y)$ to reflect the change in variables for the stochastic optimal power flow problem and note that the objective function is deterministic. Let $P(\omega \geq 0) \geq 1 - \epsilon_g$ represent a vector of inequalities with non-negative probability constraints, for which each element in the left hand side corresponds to a cumulative probability (for $z_i \geq 0$) and each element of $\epsilon$ is in the interval $0 < \epsilon < 1$. Then the chance constrained (stochastic) optimal power flow problem is given by

\begin{align}
&\text{minimize } C_0(y) \quad \text{subject to} \quad x(\omega) \quad \text{(6)} \\
&f_{\omega}(x(\omega), y; d + \omega) = 0, \quad \forall \omega, \quad (7) \\
&P(\omega \geq 0) \geq 1 - \epsilon_g, \quad (8) \\
&l_y \leq y \leq u_y.
\end{align}

Observe that the problem in (6) includes chance constraints (probability constraints) on the line flow limits (7) and the stochastic variables $x(\omega)$ (8), while deterministic limits are set on $y$. Here $\epsilon_g$ and $\epsilon_x$ correspond to model parameters for setting probability thresholds.

1) Computing Chance Constraints: To practically compute the chance constraints in problem (6), the stochastic variables are linearized around the error $\omega$ (zero mean). This is equivalent to assuming that $\omega$ is sufficiently small, which we proceed to do in the rest of the paper. In particular,

$$x(y, d + \omega) \approx x(y, d) + \frac{\partial x(y, d + \omega)}{\partial \omega} \bigg|_{\omega = 0} \equiv x_\omega.$$ (9)

Note that $x(y, d) = x_0$ and that $\partial x(y, d)/\partial \omega$ are deterministic. Thus the expectation and variance of $x_\omega$ are $E[x_\omega] = x(y, d)$ and $\text{Var}(x_\omega) = \left(\partial x(y, d)/\partial \omega\right)\text{Var}[\omega](\partial x(y, d)/\partial \omega)^\top$, respectively. Alternatively, more accurate dynamics of the stochastic variables may be based on a $2^{nd}$ order expansion $x(y, d + \omega) \approx x(y, d) + \langle \partial x(y, d)/\partial \omega \rangle \omega + 
\text{"second order terms"}$. When the covariance of the uncertainty has a particular structure (e.g., diagonal) then the mean of the expansion can be determined analytically. The expansion’s covariance is more involved and may need to be
estimated. Another possibility to include nonlinearities might be a quadratic model of the load: \(\omega_1 \star (p^2) + \omega_2 \star (p^d) + \omega_3\), where \(\star\) and \(\cdot^2\) are element-wise multiplications and squares. For computational efficiency we use the probabilities of the linearized random variables. For instance, the constraints from (8) are written as
\[
\mathbb{P}(x_\omega \leq u_x) \geq 1 - \epsilon_x, \quad \mathbb{P}(1_x \leq x_\omega) \geq 1 - \epsilon_x.
\] (10)

To handle the vector of probabilities in (10) one can use a Bonferroni bound [14], in which each individual variable \((x_\omega)_r\), for \(1 \leq r \leq 2N\) satisfies an individual highly conservative probability constraint. However, when the variables are independent (or can be treated as such) then the probabilities can be separated without restrictions. The mean of \((x_\omega)_r\) is \((x_\omega)_r\), while the variance can also be explicitly computed. Define
\[
\partial x / \partial \omega = \Gamma,
\] (11)
and let \(e_r\) be the \(r\)th column of the identity matrix. Moreover, denote \(\text{Var}(\omega)^2 = \Sigma^2\). With this the variance of \((x_\omega)_r\) is \(\|e_r^\top \Sigma\|_2\). In turn, when the variables can be treated independently, individual probability constraints, such as \(F_{\text{NRM}}((x_\omega)_r) \leq (u_x)_r \geq (x_\omega)_r\), where \(F_{\text{NRM}}\) is the normal distribution function) can be represented as
\[
\left(\|e_r^\top \Sigma\|_2 \geq \|e_r^\top \Sigma\|_2\right).
\] (12)

Similarly, for \(2N + 1 \leq r_1 \leq 2N + N_L\) and \(r = r_1 - 2N\), defining \(z_r = (F_{\text{NRM}})^{-1}(1 - (\epsilon_x)_r)\) the remaining probability constraints are represented as \(g(x,y_\Gamma)_{r_1} - \lambda_{r_1} \geq 0\) with
\[
\lambda_{r_1} = z_{r_1} \|e_{r_1}^\top (\partial g / \partial \Gamma)\|_2.
\] (13)

Note that \(\lambda_{r_1}\) depend on \(x, y\) and \(d\), e.g., \(\lambda_{r_1} = \lambda_{r_1}(x(y,d))\), which we will use later. Moreover the inequality in (12) is deterministic and thus straightforward to compute once \(\Gamma\) is known. Second, when \((\epsilon_x)_r\) is a small number (which is typically the case) then \(z_{r_1} > 0\) and \(\lambda_{r_1} > 0\). Thus the \(\lambda_{r_1}\) values are regarded as constraint tightenings and represent the effects of stochasticity in the constraints. Note that when other distributions are desired, one can substitute the \((F_{\text{NRM}})^{-1}(\cdot)\) c.d.f. (above (12) and elsewhere) with another one. Since investigations about distributional robustness have been previously conducted by other researchers we refer to [15, Sec. III.A] for in-depth discussions.

2) Computing \(\partial x / \partial \omega\): The partial derivatives \(\partial x / \partial \omega = \Gamma\) in (12) are obtained by using the power flow equation
\[
\frac{\partial}{\partial \omega} (F(x(\omega), y; d + \omega)) = \frac{\partial F}{\partial x} \frac{\partial x}{\partial \omega} + \frac{\partial F}{\partial \omega} = 0.
\]

First, note from (5) that \(\partial F / \partial \omega = I\). Second, the partial derivatives are only needed at \(\omega = 0\), which yields the representation \(\partial x / \partial \omega = -\{\partial F / \partial \omega\}^{-1}\) with the convention
\[
f_0 = f. \quad \text{Since } x = \text{vec}(q^T, v_{\theta_L}, \theta) \quad \text{the so-called Jacobian matrix of partial derivatives is given by}
\]
\[
\frac{\partial f}{\partial \omega} = \left[ \frac{\partial f}{\partial \omega} \right].
\] (14)

The elements of this matrix can be computed from (1). Note that only the last \(N\) equations in (1) depend on \(q^T\). Subsequently, we define the indices \(1 \leq i \leq N\) and \(j = N+i\), as well as \(1 \leq g \leq N_G, 1 \leq t \leq N_L\) and \(1 \leq t \leq N\). With this, the elements of the Jacobian from (14) are:
\[
\begin{align*}
\frac{\partial f}{\partial \omega} & = 0, \\
\frac{\partial f}{\partial \omega} & = \begin{cases} -1 & \text{if } i = [G]_t \\
0 & \text{otherwise} \end{cases}, \\
\frac{\partial f}{\partial v_L} & = \begin{cases} \sum_{k=1}^N v_k c_{ik} + 2(c_{ii} v_i) & \text{if } i = [L]_t \\
0 & \text{otherwise} \end{cases}, \\
\frac{\partial f}{\partial v_L} & = \begin{cases} 0 & \text{if } i = t \leq N \text{ or } j = t \leq 2N, \\
-1 & \text{otherwise} \end{cases}, \\
\frac{\partial f}{\partial \theta} & = \begin{cases} v_i c_{il} & \text{if } i = t \leq N \text{ or } j = t \leq 2N, \\
0 & \text{otherwise} \end{cases}.
\end{align*}
\] (15)

The partial derivatives \(\partial x / \partial \omega = (\partial f / \partial \omega)^{-1}\) are defined by an inverse. This inverse is typically well defined for regular optimal power flow problems, as described in [7, Section III. B] and [16] (if numerically the Jacobian matrix becomes (nearly) singular, it may be corrected by shifting its diagonal elements by adding a multiple of the identity matrix). Therefore, the smallest singular value of \(\partial f / \partial \omega \equiv J\) is positive, i.e., \(\sigma_{\min}(J) > 0\). A positive lower bound for the smallest singular value of a matrix is described in [17, Theorem 1]. Let \(J_{i,j}\) denote the \(i\)th column of \(J\) and let \(J_{i,:}\); be the \(i\)th row of \(J\). Then a lower bound for the smallest singular value is:
\[
\sigma_{\min}(J) \geq K_{\Gamma} > 0,
\]
where \(\hat{K}_{\Gamma} = \frac{\hat{n}}{\hat{n} - 1} \frac{\hat{n}}{\hat{n} - 2} |J| \max \left(\min(|J_{i,:}|_2), \min(|J_{i,i}|_2)\right)\), \(\hat{n} = 2N\), and where the determinant is \(|J| = \det(J)\). This means that
\[
\|((\partial f / \partial \omega)^{-1})\|_2 = \|J^{-1}\|_2 = \frac{1}{\sigma_{\min}(J)} \leq 1 / \hat{K}_{\Gamma} \equiv K_{\Gamma}.
\] (16)

where \(\hat{K}_{\Gamma}, K_{\Gamma}\) are finite constants. In order to compute solves with \(J\) (which is part of computing the constraints in (12) and (13)) the LU factorization is based on the decomposition \(J = P \cdot L \cdot U\), where \(P\) is a permutation matrix, \(L\) is a unit lower triangular matrix and \(U\) is an upper triangular matrix. The determinant and the bounds in (16) are thus available “without extra expense” based on solves with \(J\), by multiplying the diagonal elements of \(U\), since \(|J| = |U|\) and \(U\) is upper triangular. Since the determinant can often become large (even if a matrix is well conditioned) a possibly preferable approach of computing constant \(K_{\Gamma}\) is to exploit the inequality \(|J^{-1}| \leq \sqrt{\|J^{-1}\|_2^2 \cdot \|J^{-1}\|_\infty^2} \equiv K_{\Gamma}\). Note that computing \(K_{\Gamma}\) can be inexpensive since \(J^{-1}\) is computed as part of e.g., (12).
D. Implicit Chance Constrained Optimal Power Flow

An optimal power flow problem that combines components of the AC-OPF problem in (2) and of the chance constrained problem in (6) is obtained by using the constraints from (12) and (13). This reformulated problem incorporates stochastic effects, while at the same time enables efficient computations. The corresponding implicit chance-constrained AC-OPF problem is:

\[
\begin{align*}
\text{minimize} & \quad C_0(p_G^g) \quad \text{subject to} \quad (17) \\
& f(v, \theta, p^q, q^q, d) = 0 \\
& g(v, \theta) \geq \lambda_g(p_G^g) \\
& l_q + \lambda_q(p_G^g) \leq q_G^g \leq u_q - \lambda_q(p_G^g) \\
& l_v + \lambda_v(p_G^g) \leq v_L \leq u_v - \lambda_v(p_G^g) \\
& l_\theta + \lambda_\theta(p_G^g) \leq \theta \leq u_\theta - \lambda_\theta(p_G^g) \\
& l_p \leq p_G^g \leq u_p,
\end{align*}
\]

where \( \lambda_q(p_G^g), \lambda_v(p_G^g), \lambda_\theta(p_G^g) \) are computed using (12) and \( \lambda_g(p_G^g) \) is computed using (13). The problem can be seen to be implicit with regards to probability constraints, because the effects of uncertainty are implicitly included in the tightenings of some constraints by the non-negative \( \lambda \)'s.

II. Method

The solution of the potentially large nonlinear optimization problem in (17) can be computed directly. However, the computation of the \( \lambda \)'s adds nonlinearities, because they depend on the matrix \( \Gamma = (\partial x / \partial \omega)^{-1} \in \mathbb{R}^{2N \times 2N} \), which is an inverse. Because of this, the problem in (17) is still computationally difficult. Instead of solving (17) directly, an iterative scheme, which computes an approximate solution of (17), by solving a sequence of simpler problems has been proposed in [11]. Such an algorithm is stated as:

**Algorithm 1**

1: Inputs: \( s^{(0)} = \text{vec}(v^{(0)}, \theta^{(0)}, p^q, q^q, d) \)
2: \( 0 < \tau_q, 0 < \tau_v, 0 < \tau_\theta, 0 < \epsilon_q \leq 0.5, 0 < \epsilon_v \leq 0.5, \) \( 0 < \epsilon_\theta \leq 0.5, 0 < \epsilon_g \leq 0.5, 0 < \infty, C_1(\lambda) = \lambda = \lambda(s) = \text{vec}(\lambda_q, \lambda_v, \lambda_\theta, \lambda_g), h(s; \lambda) \geq 0 \in \mathbb{R}^m \) (\( m = N_L + 4N \) inequality constraints in (17)) and \( f(s; d) = f(s) \).
3: \( \text{Our analysis is consistent with classical nonlinear programming sensitivity results [18], [19], however is different because of the fixed point component of the algorithm. In classical nonlinear programming \( \lambda \) is taken as an independent perturbation parameter, with focus on the sensitivities of \( s \) with respect to \( \lambda \). However, because the (implicit) chance-constrained problem also contains the dependence \( \lambda = \lambda(s) \) we are led to also acknowledge the interplay of \( \lambda \) and \( s \). Recall that a fixed point, say \( \lambda^\star \), of a continuous function/mapping, say \( M(\lambda) \), can be defined by the two conditions

\[
\begin{align*}
\lambda^\star = & \quad M(\lambda^\star), \quad \| \partial M(\lambda^\star) / \partial \lambda \|_2 \in [0, 1) \quad \text{(Condition 1)} \\
\partial M(\lambda^\star) / \partial \lambda = & \quad 0 \quad \text{(Condition 2)}
\end{align*}
\]

(see for instance [20, Sec. 10.1] and [21, Sec. 6.3] on fixed points.) These two conditions are generalizations of a scalar fixed-point (FP) to vector valued functions. Condition 1 represents the definition of a FP, which is a point that remains unchanged after being mapped. Condition 2 is a sufficient condition for a fixed point mapping to converge (20, Theorem 10.6)). This condition implies that recursive mappings of a fixed-point are characterized by vanishing derivatives (successfully applying the mapping results in a stable point, which make such mapping be sometimes called a contraction [20, Theorem 10.6]). Note that Algorithm 1 in line 5 checks whether the differences in successive constraint tightenings are small, i.e., this is a numerical check of Condition 1. We further analyze properties of Condition 2 to obtain insights into the convergence behavior of the algorithm.

Note that Algorithm 1 stops when the changes in the \( \lambda \)'s become small. However no criteria have yet been specified for when one can expect the iteration to converge. Therefore, we analyze conditions for which one can expect Algorithm 1 to converge.

III. Analysis

The analysis of Algorithm 1 is based on the insight that this iterative algorithm is a fixed point iteration. Therefore, in order to derive its convergence conditions, we investigate the convergence conditions of the fixed point iteration. Throughout this section, the problem from (17) is reformulated as

\[
\begin{align*}
\text{minimize} & \quad C_1(s) \quad \text{subject to} \quad (18) \\
& f(s) = 0, \quad h(s; \lambda) \geq 0
\end{align*}
\]

with \( s = \text{vec}(v, \theta, p^q, q^q) \), \( C_1(s) = C_0(p_G^g) \), \( \lambda = \lambda(s) = \text{vec}(\lambda_q, \lambda_v, \lambda_\theta, \lambda_g) \), \( h(s; \lambda) \geq 0 \in \mathbb{R}^m \) (\( m = N_L + 4N \) inequality constraints in (17)) and \( f(s; d) = f(s) \). Our analysis is consistent with classical nonlinear programming sensitivity results [18], [19], however is different because of the fixed point component of the algorithm. In classical nonlinear programming \( \lambda \) is taken as an independent perturbation parameter, with focus on the sensitivities of \( s \) with respect to \( \lambda \). However, because the (implicit) chance-constrained problem also contains the dependence \( \lambda = \lambda(s) \) we are led to also acknowledge the interplay of \( \lambda \) and \( s \). Recall that a fixed point, say \( \lambda^\star \), of a continuous function/mapping, say \( M(\lambda) \), can be defined by the two conditions

\[
\begin{align*}
\lambda^\star = & \quad M(\lambda^\star), \quad \| \partial M(\lambda^\star) / \partial \lambda \|_2 \in [0, 1) \quad \text{(Condition 1)} \\
\partial M(\lambda^\star) / \partial \lambda = & \quad 0 \quad \text{(Condition 2)}
\end{align*}
\]

(see for instance [20, Sec. 10.1] and [21, Sec. 6.3] on fixed points.) These two conditions are generalizations of a scalar fixed-point (FP) to vector valued functions. Condition 1 represents the definition of a FP, which is a point that remains unchanged after being mapped. Condition 2 is a sufficient condition for a fixed point mapping to converge (20, Theorem 10.6)). This condition implies that recursive mappings of a fixed-point are characterized by vanishing derivatives (successfully applying the mapping results in a stable point, which make such mapping be sometimes called a contraction [20, Theorem 10.6]). Note that Algorithm 1 in line 5 checks whether the differences in successive constraint tightenings are small, i.e., this is a numerical check of Condition 1. We further analyze properties of Condition 2 to obtain insights into the convergence behavior of the algorithm. Now, to closer investigate the relation between the variables in Algorithm 1, define the mapping in line 3 that determines \( s^{(k+1)} \) from \( \lambda^{(k)} \) by \( s_M(\lambda^{(k)}) \) (i.e., \( s^{(k+1)} = s_M(\lambda^{(k)}) \)), and the operation in line 4 that determines \( \lambda^{(k+1)} \) from \( s^{(k+1)} \) by \( \lambda_M(s^{(k+1)}) \) (i.e., \( \lambda^{(k+1)} = \lambda_M(s^{(k+1)}) \)). Then the statements in the algorithm recursively define the next iterates, starting from \( k = 0 \), \( s^{(k)} \), \( \lambda^{(k)} \), so that,

\[
\begin{align*}
s^{(k+1)} = & \quad s_M(\lambda^{(k)}), \quad \lambda^{(k+1)} = \lambda_M(s^{(k+1)}) \\
= & \quad s_M(\lambda_M(s^{(k)})), \quad = \lambda_M(s_M(\lambda^{(k)})).
\end{align*}
\]
This means that there is a mapping that generates $s^{(k+1)}$ from $s^{(k)}$ and one that generates $\lambda^{(k+1)}$ from $\lambda^{(k)}$. In particular, if $\lambda^{(k)} \rightarrow \lambda^*$ then $s^{(k)} \rightarrow s^*$ and vice-versa. Our analysis is based on the assertion that if Condition 2 in (19) holds, then $\lambda^*$ (and $s^*$) is a fixed point.

First, we describe the basic properties of a solution to (18), which enables the use of results from nonlinear programming later on, and also the establishing of reasonable assumptions.

A. Basic Conditions

A solution to the nonlinear programming problem (18) is characterized by a set of conditions for the Lagrangian:

$$L(s, \mu, \rho; \lambda) = C_1(s) + \mu^T f(s) + \rho^T h(s; \lambda),$$

where $\mu \in \mathbb{R}^{2N}$ and $\rho \geq 0 \in \mathbb{R}^m$. Subsequently, the Karush-Kuhn-Tucker (KKT) [22], [23] optimality conditions are the set of nonlinear conditions that define a solution of (18):

$$\begin{align*}
\frac{\partial}{\partial s} L(s, \mu, \rho; \lambda) &= 0 \\
f(s) &= 0 \\
h(s, \lambda) &= 0 \\
\rho_i h(s, \lambda)_i &= 0, \quad i = 1, \ldots, m \\
\rho &\geq 0.
\end{align*}$$ (20)

The set of active inequality constraints is defined as

$$\mathcal{A}(s) = \{i : h(s, \lambda)_i = 0\}.$$ A solution to (20) can be found when the columns of the constraint Jacobians are linearly independent, i.e., when

$$\begin{bmatrix}
\frac{\partial}{\partial s} f(s), & \frac{\partial}{\partial s} h(s, \lambda)_i
\end{bmatrix}, \quad i \in \mathcal{A}(s),$$ (21)

are linearly independent. Moreover, second order conditions (which state that the Lagrangian Hessian is positive definite in the nullspace of the constraint derivatives) ensure strict local optimality of a KKT point. Finally, if the active set is unchanged in a small neighborhood around $\lambda$, then changes in $s$ with regards to changes in $\lambda$ are continuous. Summarizing we assume the three conditions. Assumptions (Analysis):

A.1: Linear independence in the constraint Jacobians (21)
A.2: Second order sufficient conditions hold for (18)
A.3: Strict complementary slackness: $\rho_i > 0, i \in \mathcal{A}(s)$.

The first two assumptions state that a local minimum for the problem in (18) exists. The third ensures continuity of derivatives, such as $\frac{\partial f}{\partial \lambda}$ and $\frac{\partial h}{\partial \lambda}$. We further assume access to a solver that can find a local minimum when it exists. Because of the continuity of partial derivatives the active set at a (local) solution does not change. A numerical investigation of a zigzag behavior of Algorithm 1 due to a disconnected feasible set can be found in [15]. Note that when changes in the constraint tightenings are not abrupt, but smooth, assuming continuity is reasonable. We like to note that [15, Sec. V.A] empirically observed that in cases where tightenings are small (relative to other terms) the algorithm converged more frequently on linear programs.

B. Analysis Outline

A goal of the analysis is to deduce properties of the quantity $\|\frac{\partial \lambda_M}{\partial \lambda}\|$ (in order to investigate when Condition 2 in (19) will hold). To achieve this first a representation of $\frac{\partial \lambda_M}{\partial \lambda}$ is needed, which is derived in Part I. Subsequently, the representation of $\frac{\partial \lambda_M}{\partial \lambda}$ depends on changes in variables and constraints that are developed as the sensitivities $\frac{\partial \lambda_M}{\partial \lambda}$ and $\frac{\partial^2 f}{\partial \lambda^2}$ in Part II. Ultimately, Part III uses the previous outcomes to deduce $\|\frac{\partial \lambda_M}{\partial \lambda}\|$ and implications. (We use the notation $(\lambda)_n = \lambda_n$ to denote the $n$th element of $\lambda$).

Part I: Representation of $\frac{\partial \lambda_M}{\partial \lambda}$
Part II: Sensitivities $\frac{\partial \lambda_M}{\partial \lambda}$ and $\frac{\partial^2 f}{\partial \lambda^2}$
Part III: Bound on $\|\frac{\partial \lambda_M}{\partial \lambda}\|$ and Implications

To develop a representation for $\frac{\partial \lambda_M}{\partial \lambda}$ we analyze the expression

$$(\lambda_M(s(\lambda)))_r = z_r \|\Sigma\|_{\lambda} \|\Gamma(s(\lambda))\Sigma\|_2,$$

which is (12) with explicit dependencies on $s$ and $\lambda$. (The conditions for (13) are done in a similar way, with an additional constant for the derivatives of the line flow constraints: $\|\partial g/\partial x\|_2 \leq K_g$).

C. Part I: Representation of $\frac{\partial \lambda_M}{\partial \lambda}$

In this section we first make the relation between $s$ and $\lambda$ explicit. Thus the $\Gamma$ matrix is represented as a function of $s$ and $\lambda$ i.e., $\Gamma(s(\lambda)) = -J(s(\lambda))^{-1}$, where $J(s(\lambda)) = J = \partial f/\partial x$ (cf. (14)). For notation, we will be using the following definition

$$w_r(s(\lambda)) \equiv \Sigma \Gamma(s(\lambda))^T e_r,$$

and write $(\lambda_M(s(\lambda)))_r = z_r \|w_r(s(\lambda))^T w_r(s(\lambda))\|^{1/2}$. Because Condition 2 in (19) involves partial derivatives, we take the partial derivative with respect to $\lambda_n$ (the ‘$n$th’ tightening), so that $\frac{\partial}{\partial \lambda_n} (\lambda_M(s(\lambda)))_r = \frac{z_r^2}{(\lambda_M)_r} \left| w_r^T \frac{\partial w_r}{\partial \lambda_n} \right|$, denoting $(\lambda_M(s(\lambda)))_r = (\lambda_M)_r$, in the right hand side. This expression provides a basis for what the matrix of partial derivatives will look like. For indices $1 \leq r, n \leq 2N$ the elements of the matrix of sensitivities with respect to the vector $\lambda$ is

$$\frac{\partial \lambda_M}{\partial \lambda_n} = \frac{z_r^2}{(\lambda_M)_r} \left| w_r^T \frac{\partial w_r}{\partial \lambda_n} \right|.$$ (23)

Note that since $w^T_r$ is a row vector and $\frac{\partial w_r}{\partial \lambda_n}$ is a column vector the entries in (23) can be written as

$$\phi_{rn} \frac{\partial \lambda_M}{\partial \lambda_n} = \|w_r\|_2 \|\frac{\partial w_r}{\partial \lambda_n}\|_2 \cos(\phi_{rn}),$$ (24)

where $\phi_{rn}$ represents the angle between $w_r$ and $\frac{\partial w_r}{\partial \lambda_n}$. Since $(\lambda_M)_r = z_r \|w_r\|_2$ therefore the elements of the matrix in (23) are

$$\frac{z_r^2}{(\lambda_M)_r} \left| w_r^T \frac{\partial w_r}{\partial \lambda_n} \right| = z_r \|\frac{\partial w_r}{\partial \lambda_n}\|_2 \cos(\phi_{rn}).$$

From (22) it holds that $\|\frac{\partial w_r}{\partial \lambda_n}\|_2 = \|\Sigma \Gamma^T e_r\|_2$, which yields the subsequent inequalities

$$\left| \frac{\partial \lambda_M}{\partial \lambda_n} \right| \leq \|w_r\|_2 \|\Gamma^T e_r\|_2.$$ (25)
Note that $z_c$ and $\Sigma$ are constants, with upper bounds $z_r \leq \max |z_r| \equiv K_1$ and $\|\Sigma\|_2 \leq K_2$. Therefore, a bound for 
\[ \left\| \frac{\partial \mathbf{x}^T}{\partial \lambda_n} e_r \right\|_2 \] 
fully specifies (25), and thus the elements of $\frac{\partial \lambda_M}{\partial \lambda}$. 

D. Part II: Sensitivities $\frac{\partial n}{\partial \lambda_n}$ and $\frac{\partial x}{\partial \lambda_n}$ 

In order to derive a bound on $\left\| \frac{\partial \mathbf{x}^T}{\partial \lambda_n} e_r \right\|_2 = \|e_r^T \frac{\partial \mathbf{x}}{\partial \lambda_n} \|_2$, recall that $\Gamma = J^{-1}$. Therefore, note that we can make use of the identity 
\[ \frac{\partial}{\partial \lambda_n} J^{-1} = -J^{-1} \left( \frac{\partial}{\partial \lambda_n} \mathbf{J} \right) J^{-1}. \] 

Specifically, defining the vector $\mathbf{e}_r^T \frac{\partial J^{-1}}{\partial \lambda_n} \|_2 = \| \mathbf{J}^T \frac{\partial \mathbf{J}}{\partial \lambda_n} \|_2 \leq \| J^{-1} \|_2 \| \mathbf{J}^T \frac{\partial \mathbf{J}}{\partial \lambda_n} \|_2$ (26) 

With a bound on $\| J^{-1} \|_2 \leq K_\Gamma$ (from (16)), it remains to derive an upper bound on $\| J^{-1} \|_2 \| \mathbf{J}^T \frac{\partial \mathbf{J}}{\partial \lambda_n} \|_2$. Next we describe the essential components for such a bound, based on the elements of the 2nd derivative matrices 
\[ \frac{\partial}{\partial \lambda_n} J(s(\lambda)) = \frac{\partial \mathbf{f}}{\partial \lambda_n} \left[ \frac{\partial^2 \mathbf{f}}{\partial \lambda_n \partial \vartheta_n} \frac{\partial^2 \mathbf{f}}{\partial \lambda_n \partial \vartheta_c} \right] \] 

The elements of $\frac{\partial \mathbf{f}}{\partial \lambda_n} (\frac{\partial^2 \mathbf{f}}{\partial \lambda_n \partial \vartheta_n})$ can be computed from (15) once 
\[ \frac{\partial}{\partial \lambda_n} \vartheta_i = \vartheta_i, \quad \text{and} \quad \frac{\partial}{\partial \lambda_n} \vartheta_i = \vartheta_i, \] 
for $1 \leq n \leq 2N$, $1 \leq i \leq N$. This is the case, because $\frac{\partial \lambda_n}{\lambda_n} (v_i c_k)$ and $\frac{\partial \lambda_n}{\lambda_n} (v_i d_k)$, for $1 \leq k \leq N$, (in e.g., (15)) can be computed from these quantities. In order to develop expressions for the derivatives in (27) we use the vector variable $s$ from (18), which contains elements $v_i$ and $\theta_i$. Subsequently results from classical nonlinear programming theory, based on assumptions A.1 — A.3, ensure the existence of a parametrized solution to (18) with dependence on $\lambda$, defined by 
$$ a(\lambda) \equiv \left[ \begin{array}{c} s(\lambda)^T \\ \mu(\lambda)^T \\ \rho(\lambda)^T \end{array} \right]. $$ 

Selecting a set of rows in $a(\lambda)$ extracts $s(\lambda)$ and thus also $v_i$ and $\theta_i$. The derivative of $a(\lambda)$ w.r.t. $\lambda$ can be computed from the KKT conditions 
\[ \begin{bmatrix} \frac{\partial f(a(\lambda), \lambda)}{\partial \lambda_n} \\ f(s(\lambda)) \\ \rho_j h(s(\lambda), \lambda) \end{bmatrix} = G(a(\lambda), \lambda) = 0, \quad i \in A(s). \] 

(28) 

From (28) it holds that 
\[ \frac{\partial}{\partial \lambda_n} G(a(\lambda), \lambda) = \frac{\partial G}{\partial a} \frac{\partial a}{\partial \lambda_n} + \frac{\partial G}{\partial \lambda_n} = 0, \] 
and $\frac{\partial a}{\partial \lambda_n} = -\left( \frac{\partial a}{\partial \lambda_n} \right)^{-1} \frac{\partial a}{\partial \lambda_n}$. Thus $\frac{\partial a}{\partial \lambda_n}$ is obtained by extracting elements from $\frac{\partial a}{\partial \lambda_n}$. The existence of the inverse and hence the derivatives of $a$ are guaranteed by [18, Theorem 3.2]. Because the derivatives are finite a bound of the form $\left\| \frac{\partial a}{\partial \lambda_n} \right\|_2 \leq K_a$ exists, which implies $\left\| \frac{\partial a}{\partial \lambda_n} \right\|_2 \leq K_a$. 

E. Part III: Bound on $\left\| \frac{\partial \lambda_M}{\partial \lambda} \right\|_2$ and Implications 

The analysis from the previous section has implications for the convergence of Algorithm 1. In particular, since $\|J(s(\lambda))^{-1}\|_2 \leq K_\Gamma$ (cf. Section I-C2) a bound on the magnitude of $\frac{\partial \lambda_M}{\partial \lambda}$ can be found. By combining (25) and (29) one sees that 
\[ \left( \frac{\partial \lambda_M}{\partial \lambda} \right)_{rn} \leq |z_r| \left\| \Sigma \right\|_2 \left\| e_r^T (\partial \Gamma / \partial \lambda_n) \right\|_2 \leq |z_r| \left\| \Sigma \right\|_2 K_\Gamma \left\| \mathbf{J}^T (\partial \mathbf{J} / \partial \lambda_n) \right\|_2 \leq |z_r| \left\| \Sigma \right\|_2 K_\Gamma 2K_T K_x N, \] 
where the second inequality is based on (26) and the third on (29). Since typically only $N_A \ll 4N + N_L$ inequality constraints are active at the solution, and since $|z_r| \leq K_1$ the upper bound is 
\[ \left\| \frac{\partial \lambda_M}{\partial \lambda} \right\|_2 \leq 2 \left\| \Sigma \right\|_2 K_\Gamma K_x^2 N_A N. \] 

(30)
If the right hand side in (30) is less than one then Condition 2 in (19) of the fixed point iteration is guaranteed to hold. In other words
\[
0 \leq 2 \cdot \|\Sigma\|_2 \cdot K_1 \cdot K_1^2 \cdot K_x \cdot N_A \cdot N < 1 \quad \text{implies}
\]
Algorithm 1 converges. \hfill (31)

**F. Computing a Bound Estimate**

The upper bound in (30) is composed of the parts
\[
\|\Sigma\|_2, \quad K_1, \quad K_1^2 \cdot K_x \cdot N_A \cdot N.
\]
The quantities \(\|\Sigma\|_2\) and \(K_1\) are related to the uncertainty in the model, whereas \(K_1^2 \cdot K_x \cdot N_A \cdot N\) is problem (network specification) dependent. For instance, \(K_1\) is reduced by reducing the probability constraints in \(6\). Concretely, if all \(\varepsilon \rightarrow 1/2\) then \(K_1 \rightarrow 0\). Secondly, if \(\|\Sigma\|_2\) is small enough (sufficiently small uncertainty) then from \(19\) the fixed point iteration is guaranteed to converge. Although the bounds may be known to be conservative, we show that if the uncertainty is small enough convergence is achieved. Such an insight may be useful if the uncertainty can be scaled (e.g., using shorter model horizons) so that its magnitude becomes smaller. Such conclusions apply to basically any type of Algorithm 1 as long as \(\Sigma\) is used in forming \(\lambda\). Finally, the bound \(30\) includes the network dimension \(N\). In numerical experiments, we observe that setting \(\|\Sigma\|_2 \sim O(1/N^2)\) enables the solution of large networks. Before applying Algorithm 1 for multiple iterations the bound in \(30\) can be qualitatively used to assess the convergence behavior of the method. In particular, at \(k = 0\), use \(s^{(1)}\) to compute parts of the right hand side in \(30\). Computing \(K_1\) is available from or \(K_1 = \sqrt{\|I\|_1 \|I\|_\infty}\) (or a LU factorization of \(J\)). The computation of \(K_2\) can be approximated by first estimating \(K_a\) from a lower bound on the smallest singular value of \(\partial G/\partial a\) using \(17\) (as for \(16\)), calling such an estimate \(K_a\). Because \(\lambda\) appears linearly in the inequalities \(h(s, \lambda) = \text{vec}(g_1(s), g_2(s) + \lambda)\) (for appropriately defined \(g_1(s), g_2(s)\)) and in no other constraints, the expression \(\partial G/\partial \lambda = \text{vec}(0, e_n)\) simplifies. Subsequently, \(K_a \sim 1/K_a\) and \(K_x = aK_a\), for a constant \(a > 0\). Because the estimate for \(K_a\) may be reasonably small near a solution, and because \(K_x\) would incur extra computational expenses we set its value to \(K_x \in (0, 1]\). If the computed bound, say \(B^{(0)}\) exceeds a fixed threshold (say threshold = 10), set \(\Sigma_{\text{Scaled}} = 1/B^{(0)} \Sigma\). Moreover, we include a scaling factor \(\gamma_\theta\) in computing the line flow constraint tightenings from \(13\), thus \(\lambda_1 = \gamma_\theta \lambda_1\). Note that for \(\gamma_\theta = 1\) no scaling is included. An overview of the constants is summarized in a table. Furthermore, the quantity \(K_P = \|\Sigma\|_1 K_1^2 N_A\) captures specific problem sensitivities to relevant factors such as magnitude of \(\Gamma\) and number of active constraints. This quantity can be computed at the beginning of applying Algorithm 1, is often inexpensive, and is expected to be small for guaranteed convergence. (If \(\Sigma\) is not known it can be bounded by \(K_2 = \sqrt{\|\Sigma\|_1 \|\Sigma\|_\infty}\).)

**IV. Numerical Experiments**

This section describes numerical experiments on a set of standard IEEE test problems. Typically, solving large chance-constrained optimization problems is numerically very challenging. Even directly solving the reformulated problem in \(17\) with state-of-the-art general purpose methods becomes quickly intractable. Therefore, for larger networks we apply Algorithm 1 to approximately solve \(17\). Our implementation of Algorithm 1 uses Julia 1.1.0 [24] and the modeling libraries JuMP v0.18.6 [25] and StructJuMP [26]. In particular, in order to solve the AC-OPF problem from \(2\) and its nonlinear modifications in Line 3 of Algorithm 1 we use the general purpose nonlinear optimization solver IPOPT [27]. The stopping criteria in Algorithm 1 are set as \(\tau_\epsilon = 1 \times 10^{-3}, \tau_\sigma = 1 \times 10^{-5}, \tau_\theta = 1 \times 10^{-5}, \tau_\gamma = 1 \times 10^{-3}\). Unless otherwise stated, we set \(\Sigma = \sigma I, \sigma = 1/N^2\) and \(\epsilon = \text{vec}(\epsilon_\theta, \epsilon_\sigma, \epsilon_\gamma, \epsilon_\delta) = \text{vec}(0.1, 0.1, 0.1, 0.2)\), and \(\gamma_\sigma = 1/N_\sigma^2\). The initial values are computed as the midpoint between the upper and lower bounds \(s^{(0)} = 1/(u + 1)\). The maximum number of iterations for Algorithm 1 is set as 50. The test cases are summarized in Table II: The numerical experiments are divided into three parts. Experiment I compares solutions to \(17\) using a direct solver (i.e., IPOPT) or the iterative approach from Algorithm 1. Experiment II reports results on the test problems from Table II. Experiment III describes convergence tests according to our analysis, outcomes for problems with perturbed loads and an investigation of joint and disjoint relative frequencies on the IEEE 9 problem.

**A. Experiment I**

This experiment compares the optimal objective function values of solving \(17\) directly (CC-Direct) using IPOPT or
using Algorithm 1 with a fixed point approach (CC-FP). Solving (17) in JuMP becomes computationally intractable beyond \( N = 100 \), because the inverse, \( \Gamma(s) \in \mathbb{R}^{2N \times 2N} \), and its derivatives are continuously recomputed. For this reason, we compare CC-Direct and CC-FP for the 9 bus and 30 bus cases (which are both tractable by the direct approach). For the purpose of this comparison we switched the line flow tightening off (i.e., \( \lambda_{ij} = 0 \)) while all other tightenings are applied. In particular, we compare the solved objective function values after perturbing the problem formulation slightly. Specifically, we compare the computed objective function values when the values \( \epsilon_v = \{0.05, 0.06, \ldots, 0.2\} \) change the probability constraints. (Varying other parameters yields similar results). The outcomes of the 9 bus network are in Figure 1. Figure 2 contains the outcomes of applying both approaches on the 30 bus network. Observe in both figures that the optimal objective function values, i.e., \( C(s^*) \), increase as the values of \( 1 - \epsilon_v \) increase. This is because larger values of \( 1 - \epsilon_v \) correspond to stricter chance constraints. Importantly, observe that the objective function values are virtually equivalent for these test cases, as the values of the blue and red curves nearly exactly match up. However, the main advantage of Algorithm 1 is that it scales to larger cases, too.

B. Experiment II

Experiment II reports results of applying Algorithm 1 (CC-FP) and a direct solver (CC-Direct) to the problem from (17) on the test problems in Table II. For CC-FP the number of iterations, time and “optimal” objective values are reported. For CC-Direct the “optimal” objective values and the time are reported. Algorithm 1 converged on all of the reported problems. These problems include large network instances, too. Observe in Table III that on problems on which both solvers can be used, the optimal objective function values are close to each other. However, for large problems only Algorithm 1, based on a fixed point iteration, is practical. For consistency with Figs. 1 and 2 the line flow tightenings are switched off in the first two cases, while all tightenings are applied on all other problems.

C. Experiment III

In this experiment we investigate three further important aspects of the analysis and the algorithm. Before proceeding, we note that in Algorithm 1 it can happen that the constraint tightenings become large enough that adjusted upper bound constraints fall below a lower bound constraint (or vice-versa). Since this situation implies an inconsistent constraint, we restore consistency by re-setting this particular constraint to its original, yet with a scaled feasible interval (to reflect some tightening). Use of this correction mechanism increases the robustness of the method, meaning that Algorithm 1 converges more often. Nevertheless, our analysis indicates that a sufficiently small value of \( \| \Sigma \| \) will guarantee convergence. However, other network dependent factors such as \( \| \Gamma \| \) or \( N_A \) (number of active constraints) are also relevant for convergence on specific problems. We capture the conclusion that a sufficiently small \( \| \Sigma \| \) guarantees convergence, and that relatively large values of \( \| \Gamma \| \) and \( N_A \) typically result in non-convergence using all test problems from Table II.

1) Experiment III. A: This experiment varies the default value \( \sigma = 1/N^2 \) as \( \sigma = \alpha/N^2 \) with \( \alpha = \{1, 10^2, 10^4, 10^6, 10^8\} \). For a sufficiently small value of \( \sigma \) (here \( \alpha = 1 \)) all problems are guaranteed to converge. Moreover, lower values of \( \| \Gamma \| \) and \( N_A \) represent lower sensitivity.
of a problem to increases in $\|\Sigma\|$. Table IV reports the outcomes on all test problems. This table contains explicit values for all parameters from Table III. Thus the bound estimate from (30) can be computed. Particularly, note that when $\alpha = 1$ all the bounds are $< 1$ (cf. the row labeled Cond. 30). Moreover, when $\alpha = 10$ all problems with bound estimate $< 1$ converged (i.e., IEEE 9,118,1354,2869,9241)). This is consistent with (31). Since Condition 2 in (19) is sufficient and our analysis develops an upper bound, networks with bound estimate larger than 1 many also converge. However, when the upper bound is less than 1 then convergence of Algorithm 1 is implied. Additionally, problems IEEE $\{1354, 2869\}$ have the smallest $K_P$ values indicating their tolerance to larger $\sigma$ values. Problem IEEE 300 has the largest $K_P$ value and is viewed as being more sensitive to non-convergence. Ultimately all problems are non-convergent. Prior to this IEEE $\{1354, 2869\}$ tend to converge on more instances while these networks have the smallest $K_P$ values.

2) Experiment III.B: This experiment investigates outcomes on all test problems when loads are perturbed (representing stressed system conditions). In particular, the algorithm is applied to all problems with loads varying between 80% — 120% of their original values. Figure 3 displays the outcomes in which optimal objective values relative to the original optimal value are compared. Overall, the optimal objective values exhibit a linear relation with changes in the loads.

3) Experiment III.C: This experiment investigates the relation of joint and individual (disjoint) probabilities. For the IEEE 9 bus case, we sample 500 multivariate random vectors $\omega^p, \omega^q$ with zero mean and positive definite dense covariance. The voltage constraints on generator buses (for this 9 bus case i.e., 1,2 and 3) are deterministic $v_j \leq u_j$, $j = 1,2,3$.

The voltages at the remaining load buses are unbounded. The problem is re-solved after random loads $p^d + \omega^p$ and $q^d + \omega^q$ are simulated. The joint relative frequencies of the vector constraint $v \leq u$ (the constant vector $u$ has elements $u_i = 1.1$) are displayed on the top of Figure 4. The individual relative frequencies for each bus are at the bottom of the figure.

Fig. 4. Top: Relative frequencies for the count of elements of vector $v$ that satisfy $v \leq u$. The constraint that all 9 voltages simultaneously satisfy the inequality has probability of 0.044. Bottom: Relative frequencies of each individual voltage to satisfy its constraint. Independently enforcing each voltage to satisfy the constraints $\prod_{i=1}^{9} P(v_i \leq u_i)$ has a probability of 0.007. In this case there is a factor of about 6 (i.e. 0.044/0.007) between enforcing a joint or individual constraints. However, enforcing joint probability constraints as part of an optimization for large problems is typically not computationally feasible.

V. CONCLUSION

We briefly summarize limitations and future work of the analysis before concluding.

A. Limitations

Recall that Condition 2 in (19) is a sufficient condition for convergence of a fixed point iteration (such as Algorithm 1). This means that even when the condition does not hold the algorithm may still converge. In particular, when the upper bound in (30) exceeds one the algorithm may still converge.
### Table IV

| $K_1$ | IEEE | $K_x$ | $K_V$ | $N_A$ | $\alpha$ | $1$ | $10$ | $10^3$ | $10^6$ | $10^8$ |
|-------|------|-------|-------|-------|---------|-----|-----|-------|-------|-------|
|       |      |       |       |       |         |     |     |       |       |       |
| 9     | 0.005 | 1.6 | 2     |       | $\sigma$ | 0.0012 | 0.12 | 1.2e+02 | 1.2e+04 | 1.2e+06 |
|       |       |       |       |       | $K_P$  | 0.063 | 0.63 | 6.3e+02 | 6.3e+04 | 6.3e+06 |
|       |       |       |       |       | $\sigma$ | 0.00072 | 0.072 | 7.2e+03 | 7.2e+05 | 7.2e+05 |
| 30    | 0.1   | 8.5 | 1     |       | $\sigma$ | 0.00111 | 0.0111 | 11.1e+03 | 1.1e+05 | 1.1e+05 |
|       |       |       |       |       | $K_P$  | 0.08 | 0.8 | 8e+02 | 8e+04 | 8e+06 |
|       |       |       |       |       | $\sigma$ | 0.0028 | 0.28 | 2.8e+03 | 2.8e+05 | 2.8e+05 |
| 118   | 0.005 | 6.3 | 16    |       | $\sigma$ | 0.0045 | 0.45 | 4.5e+02 | 4.5e+04 | 4.5e+06 |
|       |       |       |       |       | $K_P$  | 0.045 | 0.45 | 4.5e+02 | 4.5e+04 | 4.5e+06 |
|       |       |       |       |       | $\sigma$ | 0.0069 | 0.69 | 6.9e+02 | 6.9e+04 | 6.9e+06 |
| 300   | 0.005 | 23  | 31    |       | $\sigma$ | 0.0023 | 0.023 | 2.3e+02 | 2.3e+04 | 2.3e+04 |
|       |       |       |       |       | $K_P$  | 0.19 | 1.9 | 1.9e+03 | 1.9e+05 | 1.9e+05 |
|       |       |       |       |       | $\sigma$ | 0.0092 | 0.92 | 9.2e+02 | 9.2e+04 | 9.2e+04 |
| 1354  | 0.02  | 5.1 | 90    |       | $\sigma$ | 0.059 | 0.59 | 5.9e+02 | 5.9e+04 | 5.9e+04 |
|       |       |       |       |       | $K_P$  | 0.092 | 0.92 | 9.2e+02 | 9.2e+04 | 9.2e+04 |
|       |       |       |       |       | $\sigma$ | 0.0281 | 0.28 | 2.8e+03 | 2.8e+05 | 2.8e+05 |
| 2383  | 0.001 | 45  | 253   |       | $\sigma$ | 0.00078 | 0.0078 | 7.8 | 7.8e+02 | 7.8e+04 |
|       |       |       |       |       | $K_P$  | 0.0078 | 0.078 | 7.8e+02 | 7.8e+04 | 7.8e+04 |
|       |       |       |       |       | $\sigma$ | 0.0057 | 0.057 | 5.7e+02 | 5.7e+04 | 5.7e+04 |
| 2869  | 0.01  | 5.9 | 185   |       | $\sigma$ | 0.002 | 0.02 | 2e+03 | 2e+05 | 2e+05 |
|       |       |       |       |       | $K_P$  | 0.002 | 0.02 | 2e+03 | 2e+05 | 2e+05 |
|       |       |       |       |       | $\sigma$ | 0.003 | 0.03 | 3e+02 | 3e+04 | 3e+04 |
| 9241  | 0.002 | 18  | 511   |       | $\sigma$ | 0.003 | 0.03 | 3e+02 | 3e+04 | 3e+04 |
|       |       |       |       |       | $K_P$  | 0.003 | 0.03 | 3e+02 | 3e+04 | 3e+04 |

However, when (30) is less than one and assumptions A.1–A.3 from Sec. III.A are satisfied then convergence is guaranteed by the fixed point theorem. Moreover, the components of (30) are computed using upper bounds or estimates as described in Table I and may thus be conservative.

### B. Future Work

Since the analysis is general, it applies basically to all fixed point algorithms which iteratively re-solve power optimization problems parameterized by a sequence of constraint tightenings, $\lambda(k)$. Therefore, in future work one can apply the analysis to the convergence of fixed point approaches for variations such as Robust AC Optimal Power flows, High Voltage Direct Current lines or similar problems. The decomposition of the upper bound in (30) is already detailed. Yet, new work can tighten this upper bound with sharpened estimates for the constants, and particularly the constant $K_x$.

In sum, this article describes a chance constrained AC optimal power flow model with only deterministic variables in the objective, which thus enables immediate interpretation of the optimal function values. By linearizing the stochastic variables, a deterministic nonlinear optimization problem is obtained in lieu of the probabilistic one. Because solving the reformulated optimization problem is computationally challenging, we develop and analyze the convergence criteria for a fixed point algorithm that solves a sequence of modified AC optimal power flow problems and scales to larger network sizes. The analysis connects the variance of uncertainty and constraint probabilities to the convergence properties of the algorithm. In numerical experiments, we compare the fixed point iteration to directly solving the reformulated problem and test the method on IEEE problems, including a network with over 9000 nodes. Certainly our bounds are quite conservative in this version, however this is the first attempt at proving convergence of the approach. This opens up future work, since iteratively resolving a sequence of tractable optimization problems (by holding specific nonlinear terms fixed) has been very effective on a variety of power systems applications.
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