**ABSTRACT**

Neural density estimators have proven remarkably powerful in performing efficient simulation-based Bayesian inference in various research domains. In particular, the BayesFlow framework uses a two-step approach to enable amortized parameter estimation in settings where the likelihood function is implicitly defined by a simulation program. But how faithful is such inference when simulations are poor representations of reality? In this paper, we conceptualize the types of model misspecification arising in simulation-based inference and systematically investigate the performance of the BayesFlow framework under these misspecifications. We propose an augmented optimization objective which imposes a probabilistic structure on the latent data space and utilize maximum mean discrepancy (MMD) to detect potentially catastrophic misspecifications during inference undermining the validity of the obtained results. We verify our detection criterion on a number of artificial and realistic misspecifications, ranging from toy conjugate models to complex models of decision making and disease outbreak dynamics applied to real data. Further, we show that posterior inference errors increase as a function of the distance between the true data-generating distribution and the typical set of simulations in the latent summary space. Thus, we demonstrate the dual utility of MMD as a method for detecting model misspecification and as a proxy for verifying the faithfulness of amortized Bayesian inference.
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1 Introduction

Computer simulations play a fundamental role in many fields of science. However, finding simulation parameters that faithfully reproduce or predict real-world behavior is difficult and usually analytically intractable. Here, we consider *simulation-based inference* (SBI) as a general method to overcome this difficulty and conduct an in-depth analysis of the BayesFlow approach to SBI [29], which utilizes deep learning to infer Bayesian posterior probabilities for the simulation parameters of interest. Specifically, we study how BayesFlow performs under well-specified vs. misspecified simulations (i.e., simulations that do or do not precisely capture the mechanisms of the real system) and propose a new misspecification measure that reliably detects when the system behavior at test time deviates from the behavior

---

*The code for all reported experiments is available in the public repository at [https://github.com/marvinschmitt/ModelMisspecificationBF](https://github.com/marvinschmitt/ModelMisspecificationBF)*
during training. Detecting such deviations is of crucial importance because a mild, or even severe, mismatch between simulated and actual behavior is unavoidable in practice.

To this end, we develop a theoretical basis for misspecification detection, incorporate it into the BayesFlow framework, and investigate it on two representative scientific simulators: (i) Diffusion models are popular in psychology to decompose human decision processes into cognitive parameters, such as speed of information processing, cautiousness, and non-decisional factors [32]. These parameters must be estimated from response-time experiments, but diffusion models may not always fit human decision processes accurately. (ii) Compartmental models such as SIR are a mainstay of epidemiology [7]. They represent hidden disease dynamics by transitions between groups of people with different properties. The transition parameters of real diseases like Covid-19 are estimated from reported incidence data, but the details of the simulation design (e.g., the number and type of compartments or the handling of reporting errors and counter-measure effects) leave plenty of room for model mismatch.

Recently, deep generative neural networks (DGNNs) were introduced as promising SBI tools in various scientific domains (see [9] for a review). During training, DGNNs are presented with a large number of simulations to learn the relationship between simulation outcomes and the underlying parameters or parameter posteriors. When properly converged, DGNNs can generalize this knowledge to unseen simulated or real observations and infer the corresponding unknown parameters. The training effort thus amortizes quickly over multiple inference queries, in contrast to traditional sampling methods (e.g., MCMC), which cannot leverage experience and must re-run their expensive computations from scratch for each observed data set. Importantly, DGNNs are capable of fully Bayesian inference, that is, they can perform uncertainty quantification within a self-consistent probabilistic framework [13].

So far, work on deep SBI has mainly focused on finding network architectures and training algorithms that achieve the highest performance [11, 16, 22, 29]. In contrast, the consequences of model misspecification have received little to no attention. Model misspecification occurs when the model does not fully represent the actual behavior of the modeled system or when it does not completely account for measurement errors and contamination in the observations serving as inference inputs. In the context of SBI, this phenomenon is also referred to as a simulation gap, and we use the two terms interchangeably. Simulation gaps are especially critical for neural networks, since training data from misspecified models may translate into incorrect generalizations at test time.

This limitation does not exist for classical Bayesian inference methods, such as MCMC: Under certain regularity conditions, they enjoy the guarantee that the obtained samples represent the true parameter posterior even when the model is misspecified [20]. In contrast, amortized Bayesian methods require simulations to be faithful proxies of reality and might yield wrong posteriors when presented with observables which are atypical under the assumed model (cf. Figure 1). Our experiments clearly demonstrate this effect and show how amortized posterior inference gradually deteriorates as the simulation gap widens.

Consequently, amortized SBI methods must be able to detect simulation gaps and subsequent posterior errors, so that they can warn users about suspicious outputs (or even decline to make predictions under such circumstances) and guide model designers in their search for better simulations. Traditional Bayesian model checking methods [12] are not applicable here, because they may obscure deficiencies in the parameter posteriors (e.g., over- or underconfidence) and, more importantly, require correct posteriors to begin with. Reliable model misspecification detection is therefore a crucial prerequisite for trustworthy simulation-based inference with amortized deep learning methods.

The main purpose of this paper is twofold. First, we conceptualize model misspecification in applications of simulation-based Bayesian inference with neural networks. We then propose a simple and intuitive way to detect model misspecification and posterior inference errors (posterior errors, for short) arising due to finite training (see Figure 1 for a conceptual illustration). Our approach does not modify existing neural architectures and greatly benefits from the properties of amortized inference. Further, it builds upon our previous work with invertible neural networks (INNs, [1]) and the BayesFlow framework [29] towards a principled simulation-based Bayesian workflow with INNs. Indeed, the demand for a trustworthy workflow in amortized Bayesian inference increases heavily due to the growing number of applications relying on BayesFlow or related frameworks [5, 10, 15, 34]. The main contributions of our paper are:

1. A way to conceptualize different sources of model misspecification in amortized Bayesian inference with neural networks;
2. An augmented optimization objective and a criterion to detect model misspecification and posterior errors during inference, regardless of a model’s structure, input, or output;
3. A systematic investigation of our detection criterion and its relationship with posterior errors in a variety of models.
BayesFlow can reliably detect model misspecification and posterior errors

Figure 1: Conceptual overview of our framework as a step towards trustworthy simulation-based inference with neural networks. A summary network $h_{\psi}$ transforms the typical generative set $T(G)$ of a complex model $G$ into the typical set of a simple distribution (e.g., Gaussian). Discrepancies between the model-implied distribution of observables $p(x | M)$ and the one implied by reality $p^o(x)$ (i.e., simulation gaps) manifest themselves as detectable anomalies, causing posterior errors by the inference network $f_\phi$. These anomalies are flagged by $h_{\psi}$ via distribution matching (maximum mean discrepancy).

### 2 Related Work

Neural approaches to amortized simulation-based inference can be categorized as either targeting the posterior [16, 29], the likelihood [19, 26], or both [38]. We hypothesize that the estimation quality of these approaches will be, in general, unpredictable, when faced with atypical real-world data. When operating in a non-amortized manner, sequential neural posterior estimation (SNPE; e.g., [16]) methods might be less exposed to the effects of simulation gaps. SNPE methods iteratively transform a proposal distribution into an approximate posterior and thus progressively narrow down the scope of plausible simulations informed by an observed data set. However, the behavior and correctness of SNPE methods in the presence of a simulation gap remains an open future research endeavor.

On the other hand, model misspecification has been studied in the context of standard Bayesian inference and various ideas have been explored [18, 37]. For instance, likelihood tempering methods incorporate a modified likelihood (raised to a power $0 < t < 1$) in order to prevent potentially overconfident Bayesian updating [37]. However, the likelihood in SBI is assumed to be unknown and thus impossible to evaluate explicitly. Applying likelihood tempering methods to amortized neural likelihoods appears to be another avenue for future research.

From the perspective of Bayesian model comparison as classification, different outlier detection techniques appear to be viable options for uncovering simulation gaps. For instance, [27] propose to train regularized evidential networks which learn a higher-order distribution over posterior model probabilities. In this way, conclusions about the absolute misfit of all models in a set of candidate models can be drawn. However, this approach is not suitable for parameter estimation and requires a loss function which does not guarantee a correct approximation of posterior model probabilities.

### 3 Methods

#### 3.1 Defining Model Misspecification

For the purpose of simulation-based inference, we define a generative model as a triple $G = (g(\theta, \xi), p(\xi | \theta), p(\theta))$. Such a model generates data points $x \in \mathcal{X}$ according to the system

$$x = g(\theta, \xi) \quad \text{with} \quad \xi \sim p(\xi | \theta), \quad \theta \sim p(\theta),$$

(1)

where $g$ denotes a (randomized) simulation program, $\xi \in \Xi$ is a source of randomness (i.e., noise) with density function $p(\xi | \theta)$, and $p(\theta)$ encodes prior knowledge about plausible simulation parameters $\theta \in \Theta$. Intuitively, $x$ represents quantities that we can observe and measure in the real-world, $\theta$ consists of hidden properties whose role we explicitly understand and model in $g$, and $\xi$ takes care of nuisance effects that we only treat statistically. The abstract spaces $\mathcal{X}, \Xi, \Theta$ denote the domain of possible output data (possible worlds), the scope of noise, and the admissible region of model parameters, respectively. The distinction between hidden properties $\theta$ and contamination $\xi$ is not entirely clear-cut, but depends on our modeling goals and may vary across applications. Moreover, our understanding of the world is constantly evolving, and yesterday’s noise might become tomorrow’s parameters.
Whenever we employ simulations to investigate some real-world phenomenon, a close correspondence between model and reality is necessary. Unacceptably large discrepancies between the two realms are known as a simulation \textit{gap}, and the corresponding model is said to be \textit{misspecified}. Model misspecification can arise from any of the three model components in isolation or simultaneously. A few illustrative examples show what can go wrong in practice:

\textbf{Misspecified Simulator:} In a model for the hydraulic or electric conductivity of a medium, the spatial composition of the material is essential: A simulator \( g \) relying on the assumption of homogeneity will wrongfully predict the behavior of heterogeneous materials and will bias inference results in complex and essentially arbitrary ways [25, 33].

\textbf{Unexpected Contamination:} During an ongoing pandemic, data collection may be severely distorted, for example by noisy measurements, systematic underreporting, and delayed data transfer [10], to name just a few. An epidemiological model disregarding these factors in \( p(\xi | \theta) \) will produce erroneous inferences about key disease parameters, even if the underlying theory was otherwise a good approximation of the actual disease dynamics.

\textbf{Misspecified Prior:} When the admissible region of the prior \( p(\theta) \) is specified too large -- for example, allows for negative mass or intensities -- physically impossible or otherwise nonsensical simulation behavior may arise. On the other hand, when the prior is too narrow, the typical generative set of a model may leave out an important subset of observable outputs.

Our generative model formulation is equivalent to the standard probabilistic factorization of the Bayesian joint distribution into likelihood and prior, \( p(\theta, x | M) = p(x | \theta, M) p(\theta | M) \), where the symbol \( M \) abstractly expresses the prior knowledge and assumptions embodied in the design of \( G \). This likelihood is obtained by marginalizing the joint distribution \( p(\xi, x | \theta, M) \) over all possible values of the nuisance parameters \( \xi \), that is, over all possible execution paths of the simulation program, for a fixed parameter configuration \( \theta \):

\[ p(x | \theta, M) = \int_{\Xi} p(\xi, x | \theta, M) \, d\xi. \tag{2} \]

This integral is typically intractable [9], but we assume that it exists and is non-degenerate, that is, it defines a proper density over the constrained manifold \((\theta, \xi), \xi\), and this density can be learned.

Whenever we model a real-world complex system, we assume an opaque and unknown (true) generator \( x = G(\cdot) \), which yields an unknown (true) distribution \( x \sim p^o(x) \) and is available to the data analyst only via a finite realization (i.e., actually observed data). Then, using the Bayesian formulation, we say that a generative model \( G \) is strictly well-specified if

\[ p^o(x) = p(x | M) \equiv \int_{\Theta} p(x | \theta, M) \, d\theta \tag{3} \]

for every \( x \in \mathcal{X} \). Conversely, a generative model is misspecified if an observable \( x \in \mathcal{X} \) exists for which the above equality is violated. Since models necessarily simplify reality, the above criterion for well-specified models is often unattainable in practice. We therefore relax the requirement by quantifying a model’s degree of misspecification in terms of the information loss incurred by the simplification: For an acceptable upper bound \( \vartheta \) on the information loss, a model is well-specified if

\[ \mathbb{D}[p^o(x) \| p(x | M)] < \vartheta \tag{4} \]

and misspecified otherwise. The symbol \( \mathbb{D} \) denotes a divergence metric quantifying the “distance” between the data distribution implied by reality and the model-implied data distribution (the marginal likelihood). Notably, equality in Eq. 3 implies no information loss by modeling \( p^o(x) \) with \( p(x | M) \) and thus a divergence of zero. A natural choice for \( \mathbb{D} \) would be a metric from the family of \( F \)-divergences, such as the Kullback-Leibler (KL) divergence. However, since the practical computation of \( F \)-divergences requires closed-form densities, whereas \( p^o(x) \) is assumed unknown, we prefer a probability integral metric, such as the Maximum Mean Discrepancy (MMD; [17]). Using the kernel trick, the MMD can be expressed as

\[ \text{MMD}^2[p^o(x) || p(x | M)] = \mathbb{E}_{x,x' \sim p^o(x)} [\kappa(x,x')] + \mathbb{E}_{x,x' \sim p(x | M)} [\kappa(x,x')] - 2\mathbb{E}_{x,x' \sim p^o(x), x' \sim p(x | M)} [\kappa(x,x')] \tag{5} \]

Crucially, this metric is practically tractable because it can be efficiently estimated via finite samples from \( p^o(x) \) and \( p(x | M) \). In the above expression, \( \kappa(\cdot, \cdot) \) is any positive definite kernel and the metric equals zero if and only if the two densities are equal [17].

\subsection*{3.2 The BayesFlow Framework}

The BayesFlow architecture consists of a summary network \( h_{\psi} \) and an inference network \( f_{\phi} \) which jointly amortize a generative model \( G \). The input to BayesFlow is a tuple of parameters and simulated data \((\theta^{(n)}, x^{(n)})\) simulated from \( G \).
The summary network $h_{\psi}$ transforms input data $x^{(n)}$ of variable size to a fixed-length representation $h_{\psi}(x^{(n)})$ which can be interpreted as learned summary statistics. The architecture of the summary network depends on the probabilistic structure of the input data. For instance, a permutation-invariant network can deal with exchangeable data [6] but spatial or time-series data might necessitate convolutional [21] or recurrent blocks [14]. The inference network samples from an approximate posterior $q_\phi$ via a conditional invertible neural network (cINN) which implements a normalizing flow between $\theta$ and a normally distributed $z_\theta$ given the outputs of the summary network:

$$q_\phi(\theta | h_{\psi}(x), \mathcal{M}) = p(z_\theta = f_\phi(\theta; h_{\psi}(x))) \left| \det \left( \frac{\partial f_\phi(\theta; h_{\psi}(x))}{\partial \theta} \right) \right|$$

(6)

Together, the two networks minimize the expected KL divergence:

$$\psi^*, \phi^* = \arg\min_{\psi, \phi} \mathbb{E}_{p(x, \mathcal{M})} \left[ \int \log \frac{p(\theta | x, \mathcal{M})}{q_\phi(\theta | h_{\psi}(x), \mathcal{M})} d\theta \right]$$

(7)

which reduces to

$$\psi^*, \phi^* = \arg\min_{\psi, \phi} \mathbb{E}_{p(\theta | x, \mathcal{M})} \left[ -\log q_\phi(\theta | h_{\psi}(x), \mathcal{M}) \right]$$

(8)

since the true posterior $p(\theta | x, \mathcal{M})$ does not depend on the trainable neural network parameters. We approximate the above expectation via simulations from the generative model $G$ and repeat this process until the networks converge. This objective is self-consistent and recovers the true posterior $p(\theta | x, \mathcal{M})$ under optimal convergence [29]. However, note that simulation-based training takes the expectation with respect to the model $p(\theta, x | \mathcal{M})$, not the actual distribution $p^*(x)$. Thus, optimal convergence does not imply correct posterior inference or faithful prediction in the real world when there is a simulation gap, that is, when the model $G$ deviates critically from the unknown true generator $G^*$.

Importantly, we cannot in general detect a simulation gap by merely analyzing the resulting model posteriors. First, there is no obvious criterion that could reliably distinguish atypical posteriors from the infinite multitude of plausible ones arising from different observations. Second, we must detect simulation gaps before posterior inference, since posteriors under model misspecification may be invalid, which renders distribution analysis meaningless. Consequently, in order to apply Eq. 4, we need a misspecification criterion acting on the level of observables.

### 3.3 Structured Summary Networks

The summary network $h_{\psi}$ is BayesFlow’s main addition to a standard conditional normalizing flow. It acts as an interface between the data $x$ and the inference network $f_\phi$. Its role is to learn maximally informative summary vectors of fixed size $S$ from complex and structured observations (i.e., sets of i.i.d. measurements or multivariate time series). Therefore, the summary network’s data representation $h_{\psi}(x)$ is the most adequate target to detect simulation gaps.

However, the original BayesFlow objective in Eq. 8 does not constrain the outputs of the summary network in any way, so the resulting distribution over summary network outputs $p(h_{\psi}(x) | \mathcal{M})$ is arbitrary or might not even exist. Thus, we extend the original objective to impose a well-defined probabilistic structure on the summary space $h_{\psi}(x)$. Model misspecification can then be detected as a distribution discrepancy in summary space, before posterior inference.

Specifically, we propose to prescribe an $S$-dimensional multivariate unit Gaussian distribution to the summary space, $p(h_{\psi}(x) | \mathcal{M}) \approx \mathcal{N}(z_x | 0, I)$, by minimizing the MMD between summary network outputs and random draws from a unit Gaussian distribution. To ensure that the learned summary vectors comply with the support of the Gaussian density, we introduce a linear (bottleneck) output layer with $S$ units to the summary network. Thus, a random vector in summary space takes the form $h_{\psi}(x) := (s_1, \ldots, s_S) \in \mathbb{R}^S$. The number of summary statistics $S$ is a hyperparameter that depends on the structure and complexity of the data at hand. As a heuristic, we recommend setting $S$ to be at least double the number of generative model parameters $\theta$, in order to allow for enough degrees of freedom (see Experiment 1 for demonstration).

The extended optimization objective of BayesFlow then becomes

$$\psi^*, \phi^* = \arg\min_{\psi, \phi} \mathbb{E}_{p(\theta, x | \mathcal{M})} \left[ -\log q_\phi(\theta | h_{\psi}(x), \mathcal{M}) \right] + \gamma \cdot \text{MMD}^2 \left[ p(h_{\psi}(x) | \mathcal{M}) \parallel p(z_x) \right]$$

(9)

with a hyperparameter $\gamma$ to control the relative weight of the MMD term. The weight parameter $\gamma$ can either be fixed or gradually increased from zero up to a fixed value during training. Intuitively, this objective encourages the approximate posterior $q_\phi(\theta | h_{\psi}(x), \mathcal{M})$ to match the true posterior and the compressed data distribution $p(h_{\psi}(x) | \mathcal{M})$ to match a unit Gaussian distribution. Note, that the extended objective does not constitute a trade-off between the two terms, since the MMD term merely reshapes the summary distribution in an information preserving manner. Indeed, our experiments confirm that the extended objective does not impose restrictions on learnable posteriors or other limits on the networks’ estimation capabilities.
3.4 Theoretical Implications

Attaining the global minimum of Eq. 9 with an arbitrarily expressive BayesFlow architecture \( \{ h_{\psi^*}, f_{\phi^*}, \mathcal{M} \} \) implies that i) the inference and summary network jointly amortize the correct posterior \( p(\theta | x, \mathcal{M}) \) and ii) the summary network transforms \( p(x | \mathcal{M}) \) into a unit Gaussian \( p(z_x = h_{\psi^*}(x)) = \mathcal{N}(z_x | 0, 1) \). According to (i), the set of inference network parameters \( \phi^* \) is a minimizer of

\[
\phi^* = \arg\min_{\phi} \mathbb{E}_{p(z_x)} \mathbb{E}_{p(\theta | z_x)} \left[ -\log q_{\phi}(\theta | z_x) \right],
\]

while (ii) ensures that \( \text{MMD}^2 \left[ p^o(h_{\psi^*}(x)) || p(z_x) \right] > 0 \) implies \( \text{MMD}^2 \left[ p^o(x) || p(x | \mathcal{M}) \right] > 0 \), since a deviation of \( p^o(h_{\psi^*}(x)) \) from a unit Gaussian implies that the summary network is no longer transforming samples from \( p(x | \mathcal{M}) \). Accordingly, \( \text{MMD}^2 \left[ p^o(h_{\psi^*}(x)) || p(z_x) \right] > 0 \) no longer guarantees that the inference network parameters \( \phi^* \) are globally optimal. The preceding argumentation also motivates our augmented objective, since a divergence of \( p^o(h_{\psi^*}(x)) \) from a unit Gaussian signals a deficiency in the assumed generative model \( \mathcal{G} \) and a need to revise the generative model. We also hypothesize and show empirically that we can successfully detect simulation gaps in practice even when convergence of the summary network outputs to a unit Gaussian is not strictly optimal (e.g., in the presence of correlations, cf. Experiments 2 and 3).

However, the converse will not hold true in general, in other words, \( \text{MMD}^2 \left[ p^o(x) || p(x | \mathcal{M}) \right] > 0 \) does not generally imply \( \text{MMD}^2 \left[ p^o(h_{\psi^*}(x)) || p(z_x) \right] > 0 \). To show this via a counter-example, consider the generative model \( \mathcal{G} \) defined by \( x_1 \sim \mathcal{N}(\mu, \sigma^2 = 2), x_2 \sim \mathcal{N}(\mu, \sigma^2 = 2), \mu \sim \delta(0) \) for \( N = 2 \) observations and a single-output summary network, \( S = 1 \). Then, an optimal summary network outputs the minimal sufficient summary statistic \( h_{\psi^*}(x_1, x_2) = \bar{x} \equiv (x_1 + x_2)/2 \). Thus, \( p(x_1, x_2 | \mathcal{M}) = \mathcal{N}(x_1 | 0, 2) \times \mathcal{N}(x_2 | 0, 2) \) and \( p(\bar{x}) = \mathcal{N}(0, 1) \), since \( \text{Var}(\bar{x}) = \text{Var}(x_1 + x_2)/2 = (\text{Var}(x_1) + \text{Var}(x_2))/2 = 1 \), which implies \( \text{MMD}^2 \left[ p(h_{\psi^*}(x_1, x_2)) || \mathcal{N}(0, 1) \right] = 0 \).

Now, suppose that the real data are actually generated by a different process given by \( x_1 \sim \mathcal{N}(\mu, \sigma^2 = 1), x_2 \sim \mathcal{N}(\mu, \sigma^2 = 3), \mu \sim \delta(0) \). Clearly, \( p^o(x_1, x_2) = \mathcal{N}(x_1 | 0, 1) \times \mathcal{N}(x_2 | 0, 3) \neq p(x_1, x_2 | \mathcal{M}) \) and so \( \text{MMD}^2 \left[ p^o(x) || p(x | \mathcal{M}) \right] > 0 \). However, using the same calculations as above, we find that \( p^o(\bar{x}) = \mathcal{N}(0, 1) \) such that \( \text{MMD}^2 \left[ p^o(h_{\psi^*}(x_1, x_2)) || \mathcal{N}(0, 1) \right] = 0 \), despite the fact that the assumed generative model is misspecified.

The above example also shows that learning minimal sufficient summary statistics might not be optimal for detecting simulation gaps. On the other hand, increasing the output dimensions of the summary network \( S \) would enable the network to learn structurally richer (overcomplete) sufficient summary statistics. The latter would be invariant to fewer misspecifications and thus more useful for uncovering simulation gaps. In the above example, an overcomplete summary network with \( S = 2 \) which simply copies and scales the two variables by their corresponding variances is able to detect the misspecification. Next, we describe how to detect simulation gaps during inference using finite realizations from \( \mathcal{G} \) and \( p^o \).

3.5 Detecting Model Misspecification

Once the simulation-based training phase is completed, we can generate a validation sample \( \{ \theta^{(m)}, x^{(m)} \}^M_{m=1} \) from our generative model \( \mathcal{G} \) and pass it through the networks to obtain a sample of random latent vectors \( \{ z_\theta^{(m)}, z_x^{(m)} \}^M_{m=1} \), where \( z_\theta \) refers to the output of the inference network, and \( z_x \) denotes the output of the summary network. The properties of this sample contain important convergence information, which is a prerequisite for meaningful model comparison later on:

(i) If \( \bar{z}_\theta \) is approximately unit Gaussian, we can assume correct posterior inference given the generative model \( \mathcal{G} \);

(ii) If \( \bar{z}_x \) is approximately unit Gaussian, we can assume a structured summary space given \( \mathcal{G} \).

The former implies reasonable posterior performance of BayesFlow for well-specified models. The latter enables model misspecification diagnostics via distribution checking during inference on real data. Let \( \{ x^{(n)} \}^N_{n=1} \) be an observed sample, either simulated from a different generative model \( \mathcal{G}' \neq \mathcal{G} \), or arising from real-world observations with unknown generator \( \mathcal{G} \neq \mathcal{G} \). Before invoking the inference network, we pass this sample through the summary network to obtain \( \{ z_{x,obs}^{(n)} \}^N_{n=1} \). We then compare the validation summary distribution \( \{ z_x^{(m)} \}^M_{m=1} \) with the summary
representation at inference time \( \{ \tilde{z}^{(n)}_{\text{obs}} \}_{n=1}^N \) according to the MMD discrepancy [cf. 17]:

\[
\text{MMD}^2(\tilde{x}, \tilde{x}_{\text{obs}}) = \frac{1}{M^2} \sum_{m=1}^{M} \sum_{m' \neq m} \kappa(\tilde{x}^{(m)}_m, \tilde{x}^{(m')}_{m'}) + \frac{1}{N^2} \sum_{n=1}^{N} \sum_{n' \neq n} \kappa(\tilde{x}^{(n)}_{\text{obs}}, \tilde{x}^{(n')}_{\text{obs}})
- \frac{2}{MN} \sum_{m=1}^{M} \sum_{n=1}^{N} \kappa(\tilde{x}^{(m)}_m, \tilde{x}^{(n)}_{\text{obs}})
\]  

(11)

Importantly, we are not limited to pre-determined sizes of simulated or real-world datasets, since the MMD estimator is defined for arbitrary \( M \) and \( N \). Note that we will depict the square root of Eq. 11, \( \text{rMMD}(\cdot, \cdot) = \sqrt{\text{MMD}^2(\cdot, \cdot)} \) in the experimental section because it improves visibility in the graphs.

When the MMD is estimated from finite data, its estimates vary according to a sampling distribution and we can resort to a sampling-based (frequentist) hypothesis test to determine the probability of observed MMD values under well-specified models. We can estimate the MMD sampling distribution under the null hypothesis (i.e., no simulation gap) from multiple sets of simulations from the generative model, \( \{ \tilde{x}_m \}_{m=1}^M \) and \( \{ \tilde{x}^{(n)}_{\text{obs}} \}_{n=1}^N \), with \( M \) large and \( N \) equal to the number of real data sets. Based on the estimated sampling distribution, we can obtain a critical MMD value for a fixed Type I error probability \( (\alpha) \) and compare it to the one obtained via Eq. 11. In general, a larger \( \alpha \)-level corresponds to a more conservative modeling approach: A higher type I error probability implies that more tests reject the null hypothesis, which corresponds to more claimed model misspecification and a higher chance that a model will be revised. Note, that the Type II error probability \( (\beta) \) of this test will generally be high (i.e., the power of the test will be low) whenever the number of real data sets \( N \) is very small. However, we show in Experiment 3 that even as few as 5 data sets from a complex model suffice for obtaining \( \beta \approx 0 \).

If the number of independent summary dimensions \( S \) is small, we can also visually compare the distributions of \( \{ \tilde{z}^{(m)}_m \}_{m=1}^M \) and \( \{ \tilde{z}^{(n)}_{\text{obs}} \}_{n=1}^N \) by inspecting the resulting bivariate distribution plots. In case of correlations or dependencies between latent variables, we can further perform dimensionality reduction, such as principal component analysis (PCA), to ease visual inspection and even obtain simplified interpretable representations (cf. Experiment 2).

Importantly, combining the numeric and the visual approach is especially appealing in practical applications, since it provides an intuitive picture on i) whether the actually observed data lies in the out-of-distribution space of the summary network \( h_{\psi} \), and ii) which data points are flagged as anomalous by the summary network. We now discuss the practical implications of misspecified models for the inferential faithfulness of a BayesFlow architecture trained on a finite amount of simulations.

### 3.6 Posterior Inference Errors due to Misspecified Models

Assuming optimal convergence under a misspecified model \( \mathcal{M} \), the amortized posterior \( q_{\phi}(\theta \mid x = h_{\psi}(\mathcal{G}^o), \mathcal{M}) \) still corresponds to the correct posterior under the misspecified model \( p(\theta \mid x, \mathcal{M}) \) since any transformed \( x \) arising from \( p^o(x) \) has non-zero density in the latent Gaussian summary space\(^2\). Thus, the inference network should still be able to obtain the correct pushforward density under the original model assumptions \( \mathcal{M} \) for any query \( x \) as per Eq. 6. However, optimal convergence can never be achieved after finite training time, so we need to address its implications for the validity of BayesFlow’s posterior inference in practice.

Given finite training data, the summary and inference networks will mostly see simulations from the typical set \( \mathcal{T}(\mathcal{G}) \subset \mathcal{X} \) of the generative model \( \mathcal{G} \), that is, training instances whose self-information \( - \log p(x \mid \mathcal{M}) \) is close to the entropy \( \mathbb{E}[- \log p(x \mid \mathcal{M})] \). In high dimensional problems, the typical set may comprise a rather small subset of the possible outcomes, whose form is determined by a complex interaction between the components of \( \mathcal{G} \) [4]. Accordingly, good convergence in practice may mean that i) only observations from \( \mathcal{T}(\mathcal{G}) \) actually follow the approximate Gaussian in latent summary space and ii) the inference network has only seen enough training examples in \( \mathcal{T}(\mathcal{G}) \) to learn accurate posteriors for observables \( x \in \mathcal{T}(\mathcal{G}) \).

In contrast, atypical or improbable outcomes occur rarely during simulation-based training and have negligible effect on the loss in Eq. 9. Consequently, posterior approximation errors for observations outside of \( \mathcal{T}(\mathcal{G}) \) can be large, simply because the networks have not yet converged in these unusual regions, and the highly non-linear mapping of the inference network still deviates considerably from the true solution. While we cannot yet fix these errors by better

1Note that we do not use the unbiased MMD estimator from [17], because this definition does not allow for data sets with single instances (i.e., \( N = 1 \) or \( M = 1 \)). Estimating MMD for singleton data sets is a fundamental use case for our proposed method in practice. Potential advantages of unbiased estimators are not enough to justify exclusion of the singleton case.

2Assuming that we have no hard-limits in the prior or simulator in \( \mathcal{G} \) that make certain actual observables appear as “impossible”.

---
We then investigate the effect of an overcomplete summary space, namely \( p(x, \mathcal{M}) \). A sample from the noise model \( \mathcal{M}_N \) is simulated by randomly choosing a fraction \( \lambda \in [0, 1] \) of the Gaussian data \( x \) and replacing it with samples from \( \eta \sim \text{Beta}(2, 5) \) which is rescaled to \( \pm 3\sigma_x \) in order to match the empirical scale and make the detection task harder.

Moreover, we hypothesize and demonstrate empirically in the following experiments, that the difference between the true \( p(\theta | x, \mathcal{M}) \) and the approximate posterior \( q_\phi(\theta | h_\psi(x), \mathcal{M}) \) for misspecified models increases as a function of MMD and thus also measures the amount of misspecification. Therefore, our MMD criterion serves a dual purpose in practice: It can uncover potential simulation gaps and, at the same time, signal errors in posterior estimation.

### 4 Experiments

#### 4.1 Experiment 1: Multivariate Normal Distribution

**Aims.** Our first proof-of-concept experiment aims to i) demonstrate the utility of our new optimization objective in terms of accurate posterior estimation; ii) highlight the usefulness of MMD for detecting various simulation gaps during inference; iii) investigate the effects of a minimal vs. overcomplete summary space; and iv) elucidate the relationship between simulation gaps and posterior errors.

**Setup.** We set the stage by estimating the posterior mean of a \( D \)-dimensional conjugate toy multivariate normal (MVN) model with a known analytic posterior in order to best illustrate the behavior of our method. The toy generative model is defined as

\[
\begin{align*}
\mu &\sim \mathcal{N}(\mu_0, \Sigma_0) \\
x_k &\sim \mathcal{N}(x_k | \mu, \Sigma) \quad \text{for } k = 1, ..., K.
\end{align*}
\]

The analytic posterior of the mean \( p(\mu | \{x_k\}_{k=1}^K) \) given \( K \) observations and a known covariance matrix \( \Sigma \) can be analytically expressed as another normal distribution \( \mathcal{N}(\mu_K, \Sigma_K) \) with mean

\[
\mu_K = (\Sigma_0^{-1} + K \Sigma^{-1})^{-1} (\Sigma_0^{-1} \mu_0 + K \Sigma^{-1} \bar{x})
\]

and covariance matrix

\[
\Sigma_K = (\Sigma_0^{-1} + K \Sigma^{-1})^{-1}.
\]

For ease of visualization, we set \( D = 2 \) and simulate data sets consisting of \( K = 100 \) observations. We use a permutation invariant summary network [6] with \( S = 2 \) output dimensions, which equal the number of minimal sufficient statistics implied by the analytic posterior. We set the prior to a unit normal distribution and the likelihood covariance \( \Sigma \) to an identity matrix. The baseline model \( \mathcal{M}^* \) used for training the networks as well as the types of manipulated misspecifications are outlined in Table 1.

**Results.** The BayesFlow network trained to minimize the augmented objective (Eq. 9) exhibits excellent recovery of the analytic posterior means when no misspecification is present (see Figure C.1). All prior misspecifications manifest in anomalies in the resulting summary space which are directly detectable through visual inspection of the 2–dimensional summary space in Figure 2. Note, that the combined prior misspecification (location and scale) exhibits a summary space pattern that mirrors the location and scale of the respective location and scale misspecification. However, based on the 2–dimensional summary space, misspecifications in the fixed parameters of the likelihood (\( \sigma \)) and additive noise (\( \zeta \)) are neither detectable through visual inspection nor through an increased MMD.

We then investigate the effect of an overcomplete summary space, namely \( S = 4 \) summary outputs with an otherwise equal architecture. The overcomplete 4–dimensional summary space captures misspecifications in the noise and simulator through the MMD criterion (see Figure 3b). Furthermore, the induced misspecifications in the noise distribution and simulator are visually detectable in the summary space samples (see Figure A.1). Note, that the 2–dimensional summary space fails to capture these misspecifications (see Figure 3a).
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Figure 2: Prior misspecification can be reliably detected with a minimal sufficient summary network $(S = D = 2)$. **Left:** Pairplot of 10,000 summary space samples. All prior misspecifications are distinguishable from the typical latent generative space (blue). **Right:** $\hat{r}_{\text{MMD}}$ as a function of $\mu_0$ (prior location) and $\tau_0$ (scale factor in the mean prior). The $\hat{r}_{\text{MMD}}$ estimate increases monotonically as the simulation gap gets more severe. The colored dots correspond to the respective misspecified model configuration in the pairplot.

Figure 3: $\hat{r}_{\text{MMD}}$ as a function of simulator and noise misspecification. While the minimal summary network yields essentially equal MMD estimates across the grid, the overcomplete summary network captures model misspecifications in both simulator and noise.
(a) Prior misspecification: Both summary networks (minimal and overcomplete) detect increasingly severe misspecification through an elevated rMMD and lead to a higher posterior error (RMSE) of the inference network.

(b) Noise and simulator misspecification: While the minimal network exhibits poor detection, its posterior recovery is not impaired either. On the other hand, the overcomplete network captures increasingly severe misspecification through the rMMD criterion but suffers from an increased posterior error (RMSE).

Figure 4: Posterior error (difference between analytic and approximate posterior means) as a function of model misspecification severity, as indexed by the rMMD criterion.

Finally, we compute the error in posterior recovery via RMSE(µp || µ̂θ) and MMD as a function of misspecification severity for both BayesFlow networks relying on a minimal (S = 2) or an overcomplete (S = 4) summary network. Figure 4 illustrates that a larger MMD estimate coincides with a larger error in posterior estimation across all model misspecifications for both summary networks. However, the minimal and overcomplete networks exhibit a drastically different behavior when processing data from misspecified noise and simulator (see Figure 4b). While the minimal summary network cannot detect simulation gaps due to misspecified noise or simulator, its posterior estimation performance is not heavily impaired either (see Figure 4b). On the other hand, the overcomplete summary network is able to capture misspecifications due to noise and simulator, but also incurs larger posterior inference error.

Note that this experiment used a minimalistic toy conjugate model as a working example in order to ease visualization and intuition. We further extended the toy model to higher dimensions (i.e., D > 2) and a more difficult estimation task (i.e., to recover information beyond first moments). Appendix D describes the results of applying our method to a 5-dimensional MVN with a fully estimated covariance matrix (i.e., having 18 additional free parameters).

4.2 Experiment 2: Drift Diffusion Model

Aims. The second experiment aims to i) apply the new optimization objective to a complex model of decision making; ii) illustrate the effect of dimensionality reduction (principal component analysis); iii) tackle strategies to determine the required number of learned summary statistics in more complex applications; iv) compare the posterior estimation of BayesFlow under a misspecified model with the estimation provided by the Stan implementation of HMC-MCMC [8, 35] as a current gold-standard for Bayesian inference.

Setup. We focus on the drift diffusion model (DDM) – a cognitive model describing reaction times (RTs) in binary decision tasks [31] which is well amenable to amortized inference [30]. The DDM assumes that perceptual information for a choice alternative accumulates continuously according to a Wiener diffusion process. Thus, the change in information \( dx_j \) in experimental condition \( j \) follows a random walk with drift and Gaussian noise:

\[
dx_j = v dt + \xi \sqrt{dt} \quad \text{with} \quad \xi \sim \mathcal{N}(0, 1)\]

Our model implementation assumes five free parameters \( \theta = (v_1, v_2, a_1, a_2, t_0) \) which produce 2-dimensional data stemming from two simulated conditions. The summary network is a permutation-invariant network which reduces \( i, i, d, \) RT data sets to 10-dimensional vectors. We realize a simulation gap by simulating typically observed contaminants: fast guesses (e.g., due to inattention), very slow responses (e.g., due to mind wandering), or a combination of the two. Accordingly, we first generate uncontaminated data \( x^* \) from the well-specified generative model. Second, we randomly choose a fraction \( \lambda \in [0, 1] \) of the data \( x^* \). Third, we replace this data fraction with contaminants \( \xi^o \) whose

\[\text{Notes: Other commonly used metrics (i.e., MSE and MAE) yield identical results. Similarly, error metrics over several posterior quantiles (i.e., } Q_{25} \text{ and } Q_{75}, \text{ instead of posterior means yield identical results.}\]
(a) rMMD estimate by degree of contamination. Dashed lines represent the respective parameter value in the well-specified model without contamination, namely $\lambda_{\text{slow}} = \lambda_{\text{fast}} = 0$.

(b) Correlation between model parameters $\theta$ and principal components (PCs).

Table 2: Posterior error as the estimated rMMD (median and 95% confidence interval) between samples from BayesFlow’s approximate posterior $q_\phi$ and samples from the Stan sampler. The bootstrapped rMMD values (median and 95% confidence interval) for the summary space representation of the 100 investigated data sets and 1000 samples from the uncontaminated model illustrate that posterior errors are mirrored by anomalies in the neural network’s summary space and thus detectable.

| Model (Contamination) | Posterior error rMMD | Summary space rMMD |
|-----------------------|----------------------|--------------------|
| Uncontaminated        | 0.25 [0.13, 0.56]    | 0.45 [0.42, 0.52]  |
| Fast contaminants     | 2.66 [1.44, 3.40]    | 2.68 [2.61, 2.74]  |
| Slow contaminants     | 0.55 [0.23, 1.01]    | 1.18 [1.13, 1.26]  |
| Fast and slow contaminants | 1.90 [0.83, 3.18] | 2.33 [2.19, 2.43] |

Figure 5: Results of Experiment 2 (Drift-Diffusion Model).

distribution depends on the quantiles of the uncontaminated data$^4$:

\[
\begin{align*}
\text{Fast guesses: } & \xi^* \sim \mathcal{U}(0.1, Q_{10}(x^*)) \\
\text{Slow responses: } & \xi^* \sim \mathcal{U}(Q_{75}(x^*), 10)
\end{align*}
\]  

For the comparison with Stan, we simulate 100 uncontaminated DDM data sets and three scenarios (fast guesses, slow responses, fast and slow combined) with a fraction of $\lambda = 0.1$ contaminants.

Results. During inference, our criterion reliably detects the induced misspecifications: Increasing fractions $\lambda$ of contaminants (fast, slow, and combined) manifest themselves in increasing MMD values (see Figure 5a). The results of applying PCA to the summary network outputs $\{\tilde{z}(n)_{\text{obs}}\}_{n=1}^N$ for the well-specified model (no contamination) are illustrated in Figure 5b. We observe that the first five principal components exhibit a large overlap with the true model parameters $\theta$ and jointly account for 85% of the variance in the summary output. Furthermore, the drift rates and decision thresholds within conditions are entangled (i.e., $v_1$, $a_1$ and $v_2$, $a_2$). This entanglement mimics the strong posterior correlations observed between these two parameters. In practical applications, dimensionality reduction might act as a guideline for determining the number of minimally sufficient summary statistics or parameter redundancies for a given problem.

For the comparison with Stan, we juxtapose 4000 samples from the neural network’s approximate posterior $q_\phi$ with 4000 samples obtained from the Stan sampler after ensuring MCMC convergence and sufficient sampling efficiency for each data set in each simulated scenario (see Figure 6 for an illustration). Because Stan is currently considered state-of-the-art for likelihood-based Bayesian inference, we assume the Stan samples are representative of the true posterior

\[Q_{k}(x^*)\] denotes the $k^{th}$ percentile of $x^*$. The asymmetry in percentiles between fast and slow responses arises from the inherent positive skewness of reaction time distributions. The fixed upper limit of slow response contamination is motivated by the maximum number of iterations of the utilized diffusion model simulator. The contamination procedure is executed separately for each condition and response type. If an experiment features both fast and slow contamination, the fraction $\lambda$ is equally split between fast and slow contamination. The uncontaminated data set is generated once and acts as a baseline for all analyses of an experiment, resulting in a baseline MMD of 0 since $x^*$ is unaltered if $\lambda = 0$. 

\[4\]}
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Figure 6: Example comparison of the approximate posteriors from Stan and BayesFlow for an uncontaminated data set (left) as well as the contaminated version of the same data set (right; slow contamination).

and compute the average rMMD estimate between the BayesFlow and Stan posterior estimates. Under no model misspecification, the posterior samples from BayesFlow and Stan match almost perfectly (see Figure 6a). In contrast, the results in Figure 6b and Table 2 clearly indicate that the amortized BayesFlow posteriors deteriorate as a result of the induced misspecification. Moreover, these results closely mirror the overall detectability of misspecification obtained by matching the summary representations of 1000 data sets from the uncontaminated process with the representations of the 100 data sets for each of the above scenarios via rMMD (see Table 2).

4.3 Experiment 3: COVID-19 Modeling

Aims. The third experiment applies our new optimization objective to a dynamic model of the early COVID-19 outbreak in Germany [28]. It aims to i) fully replicate the results obtained in [28] using a large structured summary space of size $S = 192$; ii) demonstrate the utility of MMD to detect simulation gaps in the context of non-trivial complex models; iii) investigate the statistical power and characteristics of the sampling-based MMD hypothesis test in a realistic modeling scenario; and iv) showcase the use of MMD as a proxy for increasing model trustworthiness in socially relevant applications.

Setup. Compartmental models in epidemiology (CMs) have been especially popular for inferring relevant disease parameters, simulating possible outbreak scenarios, and projecting future outcomes [10]. Given the abundance of such models and their increasing complexity, the importance of detecting simulation gaps when relying on SBI is two-fold: First, since substantial conclusions are based on the posterior distributions of model parameters, it is important that these distributions are formally correct even when models do not capture all relevant real-world factors. Second, given the dynamic aspect of these models, it is important to detect if an initially well-specified model becomes misspecified at a later time, so the model and its predictions can be amended.

As a final real-world example, we thus focus on a CM representing the early months of the COVID-19 pandemic in Germany. The details of the particular CM used in this section have already been published elsewhere [28]. Here, we investigate the utility of our distribution matching method to detect gross as well as subtle simulation gaps. To achieve this, we train a BayesFlow setup identical to [28] but using our new optimization objective (Eq. 9) to encourage a structured summary space. We then simulate 1000 time-series from the original model $M^*$ and 1000 time-series from...
three misspecified models: i) a model $M_1$ without an intervention sub-model; ii) a model $M_2$ without an observation sub-model; iii) a model $M_3$ without a latent “carrier” compartment. Whereas the first two models are lacking essential components for representing the observed disease dynamics, some studies have demonstrated good results with a simpler model without a latent “carrier” compartment [10]. Thus, we expect that simulation gaps will be harder to detect when comparing the outputs of our original model $M^*$ and model $M_3$ in summary space.

**Results.** Table 3 summarizes the results obtained from this study. We compute the MMD between the summary representation of the 1000 time series from each model and the summaries of the 1000 time series from model $M^*$. We also calculate the power $(1 - \beta)$ of our hypothesis test for each misspecified model $M_j \in \{1, 2, 3\}$ under the sampling distribution estimated from 1000 samples of the 1000 data sets from $M^*$. We set the tolerable type I error probability to $\alpha = .05$. We observe that the power of the test rapidly increases with more data sets and the Type II error probability $(\beta)$ becomes essentially zero for as few as $N = 5$ time series. The detailed results of the power analyses are illustrated in Figure 7.

As a next step, we pass the actually reported data of infected, recovered, and deceased people between 1 March and 21 April 2020 through the summary network and compute the critical MMD value for a sampling-based hypothesis test with an $\alpha$-level of .05 (see Figure 7a). Since the observed MMD of the Germany data are well below the critical MMD value, we conclude that the model is not misspecified for the given time period. Finally, we perform linear dimensionality reduction (PCA) on the summary space and find that the first 40 principal components jointly explain 95% of the variance in the 192−dimensional summary space outputs (see Figure 7b). Thus, a 40-dimensional learned summary vector might provide a good approximation for the true (unknown) minimally sufficient statistics and render inference less fragile in the face of potential misspecifications.
5 Discussion

With this work, we aimed to approach a fundamental problem in simulation-based Bayesian inference, namely, capturing posterior errors due to model misspecification. We argued that misspecified models might cause so-called simulation gaps, resulting in large deviations between simulations and actual empirical data. We further argued that simulation gaps can be detrimental for the performance and faithfulness of simulation-based inference relying on (generative) neural networks. Thus, we proposed to increase the networks’ awareness of posterior errors by compressing the training data into a structured latent space induced by a modified optimization objective. We then applied the maximum mean discrepancy (MMD) estimator, equipped with a sampling-based hypothesis test, as a criterion to spotlight discrepancies between model-implied reality and actual observations in latent space.

Our experiments confirm the utility of the new optimization and detection methods. Furthermore, we observed an interesting connection between detectability, posterior errors, and latent space dimensionality. The results of Experiment 1 suggest a trade-off between model misspecification detection and posterior inference error for different numbers of learnable summary statistics (see Figure 4b). A minimally sufficient summary network failed to detect carefully designed noise and simulator misspecifications, whereas an overcomplete summary network was able to capture these differences. However, using the overcomplete summary network resulted in remarkably worse inference (as measured by deviations from the analytic posterior) under model misspecification.

This finding raises the question of how to determine the number of optimal learnable summary statistics in practical applications. While an intuitive heuristic might suggest “the more, the merrier”, our analyses in Experiment 1 beg to differ depending on the modeling goals. If the focus in a critical application lies in detecting potential simulation gaps, it would be advantageous to utilize a large (overcomplete) summary vector. However, modelers might also desire a network which is as robust as possible during inference. In this case, they might opt for a dimensionality reduction approach: In Experiment 2 and Experiment 3, we illustrate how PCA can be utilized to estimate the number of minimally sufficient summary statistics for an opaque model. Accordingly, using a vector of minimally sufficient statistics might render inference networks more robust against simulation gaps, but also hide potential errors.

Our methods can be extended and rendered more flexible in multiple ways. In this paper, we optimized the latent data space towards a spherical Gaussian structure. However, in principle, our method should work with arbitrary latent data distributions. For example, more heavy-tailed distributions (such as $\alpha$-stable distributions with tunable tail parameters) might be desirable to broaden the latent generative space and reduce the impact of outliers. In fact, initial experiments with the toy example indicate that variations of the summary network structure lowered the error in posterior recovery while still maintaining the ability to detect model misspecification through the proposed MMD criterion (cf. Figure 4).

In addition, considerations on information geometry and non-Euclidean spaces might guide future research into building flexible latent spaces equipped with more sensitive distance metrics [2].

To sum up, the current work presents an endeavor towards a systematic workflow to detect model misspecification and posterior inference errors in simulation-based inference with invertible neural networks. We delineated different forms of model misspecification and investigated new methods for reliable detection of simulation gaps and inference errors. The proposed methods are openly available5 and can be seamlessly integrated into the workflow for end-to-end simulation-based Bayesian parameter estimation with invertible neural networks.
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A  Multivariate Normal Distribution: Overcomplete summary statistics

Figure A.1 shows the latent summary space when overcomplete summary statistics ($S = 4$) are used in Experiment 1 to recover the means of a 2–dimensional normal distribution. Model misspecification with respect to both simulator and noise is detectable through anomalies in the latent summary space. Note that a network with $S = 2$ summary statistics and otherwise equivalent architecture could not capture these types of model misspecification.

Figure A.1: Pairplot of 10,000 latent summary space samples from the overcomplete summary network. Both noise (orange) and simulator (pink) misspecifications are distinguishable from the typical latent generative space (blue).
B Implementation details

Drift diffusion model

The diffusion model implementation in Experiment 2 assumes five free parameters which are estimated by BayesFlow, \( \theta = (v_1, v_2, a_1, a_2, t_0) \). For two conditions, the parameters describe individual drift rates \( v_1, v_2 \), individual decision thresholds \( a_1, a_2 \), and a shared non-decision time \( t_0 \). The starting point of the evidence accumulation process is unbiased, \( x_{t=0} = \frac{a_2}{2} \). During training, the parameter priors are:

\[
\begin{align*}
 v_1, v_2 &\sim \Gamma(5, 0.5) \\
 a_1, a_2 &\sim \Gamma(5, 0.5) \\
 t_0 &\sim \Gamma(5, 0.5)
\end{align*}
\] (15)

COVID-19 data: bootstrapping procedure

In Experiment 3, we estimate a sampling distribution of \( \hat{r}_{\text{MMD}} \) between samples from \( \mathcal{M}^* \) and an observational model \( \mathcal{M}_{\text{obs}} \). Since simulating time series from the compartmental models is time-consuming, we opt for bootstrapping [36] on 1 000 pre-simulated time series \( \{x^{\ast(i)}_i\}_{i=1}^{1000} \) from \( \mathcal{M}^* \) and 1 000 pre-simulated time series \( \{x^{(j)}_j\}_{j=1}^{1000} \) from \( \mathcal{M}_{\text{obs}} \).

In each bootstrapping iteration, we draw 1 000 samples (with replacement) from \( \{x^{\ast(i)}_i\}_{i=1}^{1000} \) as well as \( N \in \{1, 2, 5\} \) samples (with replacement) from \( \{x^{(j)}_j\}_{j=1}^{1000} \) and calculate \( \hat{r}_{\text{MMD}} \) between the sets of bootstrap samples.
C  Performance under Model Misspecification

(a) MVN: no misspecification

(b) MVN: Prior misspecification $\mu_0 = 5, \tau_0 = 2.5$

(c) MVN: Simulator misspecification $\tau = 10.0$

(d) MVN: Noise misspecification, $\lambda = 0.5$

Figure C.1: Multivariate Normal Distributions: Performance in recovering the means (Experiment 1)
D Multivariate normal distribution: Mean and full covariance recovery

As an extension to Experiment 1, we investigate the fully extended multivariate normal scenario where the mean and full covariance matrix need to be estimated. The mean vector and covariance matrix are drawn from a joint prior, namely a normal-inverse-Wishart distribution (N-$\mathcal{W}^{-1}$) [3]. The normal-inverse-Wishart prior $\text{N-$\mathcal{W}^{-1}$} (\mu, \Sigma \mid \mu_0, \lambda_0, \Psi_0, \nu_0)$ implies a hierarchical prior. Suppose the covariance matrix

\[ \Sigma \sim \mathcal{W}^{-1}(\Sigma \mid \Psi_0, \nu_0) \]  

has an inverse Wishart distribution and the mean vector

\[ \mu \sim \mathcal{N}(\mu \mid \mu_0, 1/\lambda_0) \]

has a multivariate normal distribution, then the tuple $(\mu, \Sigma)$ has a normal-inverse-Wishart distribution:

\[ (\mu, \Sigma) \sim \text{N-$\mathcal{W}^{-1}$} (\mu, \Sigma \mid \mu_0, \lambda_0, \Psi_0, \nu_0) \]  

Finally, the likelihood is Gaussian:

\[ x_k \sim \mathcal{N}(\mu, \Sigma) \text{ for } k = 1, \ldots, K \]

We apply the BayesFlow method to recover the posterior mean and covariance of a multivariate normal distribution (MVN). For a $D$-variate Gaussian with random means and random covariance, BayesFlow needs to learn $1 + \ldots + D$ covariances and $D$ means. We set the number of summary statistics to $K = 40$, equal to twice the sufficient size for the $5$-variate Gaussian. For a multivariate Gaussian with unknown mean and unknown covariance matrix, the analytic joint posterior $p(\mu_p, \Sigma_p \mid \{x_k\}_{k=1}^K)$ has a closed form, following a normal-inverse Wishart distribution again:

\[ (\mu_p, \Sigma_p \mid \{x_k\}_{k=1}^K) \sim \text{N-$\mathcal{W}^{-1}$} (\mu_p, \Sigma_p \mid \mu_K, \lambda_K, \Psi_K, \nu_K) \]

with

\[
\begin{align*}
\mu_K &= \frac{\lambda_0 \mu_0 + K \bar{x}}{\lambda_0 + K} \\
\lambda_K &= \frac{\lambda_0 + K}{K} \\
\nu_K &= \nu_0 + K \\
\Psi_K &= \Psi_0 + \sum_{k=1}^{K} (x_k - \bar{x})(x_k - \bar{x})^T + \frac{\lambda_0 K}{\lambda_0 + K} (\bar{x} - \mu_0)(\bar{x} - \mu_0)^T
\end{align*}
\]

The marginal posteriors for $\mu_p$ and $\Sigma_p$ then follow as [24]:

\[
\begin{align*}
\mu_p &\sim \mathcal{N}(\mu_p \mid \mu_K, \frac{\Psi_K^{-1}}{\lambda_K (\nu_K - D + 1)}) \\
\Sigma_p &\sim \mathcal{W}^{-1}(\Sigma_p \mid \Psi_K, \nu_K)
\end{align*}
\]

The model $M^*$ used for training the networks as well as the types of induced model misspecifications are outlined in Table 4.

| Model (MMS) | Prior | Likelihood |
|-------------|-------|------------|
| $M^*$ (No MMS) | $(\mu, \Sigma)$ \sim N-$\mathcal{W}^{-1}$($\mu_0 = 0, \lambda_0 = 5, \Psi = I, \nu = 10$) | $x_k \sim \mathcal{N}(\mu, \Sigma)$ |
| $M_P$ (Prior) | $(\mu, \Sigma)$ \sim N-$\mathcal{W}^{-1}$($\mu_0 \neq 0, \lambda_0 = 5, \Psi = \tau_0 I, \nu = 10$) | $x_k \sim \mathcal{N}(\mu, \Sigma)$ |
| $M_S$ (Simulator) | $(\mu, \Sigma)$ \sim N-$\mathcal{W}^{-1}$($\mu_0 = 0, \lambda_0 = 5, \Psi = I, \nu = 10$) | $x_k \sim \mathcal{t}_df(\mu, \Sigma)$, \hspace{1em} df \in \mathbb{N}_{>0}$ |
| $M_N$ (Noise) | $(\mu, \Sigma)$ \sim N-$\mathcal{W}^{-1}$($\mu_0 = 0, \lambda_0 = 5, \Psi = I, \nu = 10$) | $x_k \sim \lambda \cdot \mathcal{B}eta(2, 5) + (1 - \lambda) \cdot \mathcal{N}(\mu, \Sigma)$ |

Table 4: Investigated model misspecifications (MMS) for the 5-dimensional Gaussian with fully estimated covariance matrix. A sample from the noise model $M_N$ is simulated by randomly choosing a fraction $\lambda \in [0, 1]$ of the Gaussian data $x$ and replacing it with samples from $\eta \sim \mathcal{B}eta(2, 5)$ which is rescaled to $\pm 3 \sigma_x$ in order to match the data’s scale.

In the evaluation, we compare the means of BayesFlow’s predicted posterior samples with the first moment of the respective marginal analytic posterior from Equation 21. We evaluate correlation matrices with standard deviations on the diagonal. For the $t$ distributed posterior mean and inverse-Wishart distributed posterior covariance, we obtain [23]:

\[
\begin{align*}
\mathbb{E}(\mu_p) &= \mu_K \\
\mathbb{E}(\Sigma_p) &= \frac{\Psi_K}{\nu_K - D - 1}
\end{align*}
\]
BayesFlow can reliably detect model misspecification and posterior errors

The converged BayesFlow network can recover the analytic posterior means as well as standard deviations and the correlation structure when no model misspecification is present. The performance decreases when model misspecification occurs. Since the summary space comprises $S = 40$ dimensions, visual inspection is no longer feasible. In the following, we inspect the effect of different degrees of model misspecification on the proposed rMMD criterion (see Figure D.1). Both induced prior misspecifications are detectable through an increased rMMD. Model misspecifications through a heavy-tailed likelihood function (i.e., $df = 2$ in the context of a Student-t distribution) in the simulator are detectable as well. Increasing mixture weight $\lambda$ of the Beta noise variate $\eta$ leads to increased MMD values, rendering the investigated noise misspecifications detectable.

Figure D.1: rMMD as a function of model misspecification with respect to the prior (left) as well as simulator and noise (right). All induced model misspecifications are detectable through the proposed detection criterion.
Figure D.2: MVN full covariance: Performance in recovering the means and covariance matrix under model misspecification

(a) MVN full: No misspecification
(b) MVN full: Prior misspecification $\mu_0 = 2, \tau_0 = 1.5$
(c) MVN full: Simulator misspecification, $df = 2$
(d) MVN full: Noise misspecification, $\lambda = 0.5$
E  COVID: Detailed power analysis results

Figure E.1: Detailed illustration of the power analysis in Experiment 3.