Temporal Behavior of Local Characteristics in Complex Networks with Preferential Attachment-Based Growth
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Abstract: The study of temporal behavior of local characteristics in complex growing networks makes it possible to more accurately understand the processes caused by the development of interconnections and links between parts of the complex system that occur as a result of its growth. The spatial position of an element of the system, determined on the basis of connections with its other elements, is constantly changing as the result of these dynamic processes. In this paper, we examine two non-stationary Markov stochastic processes related to the evolution of Barabási–Albert networks: the first describes the dynamics of the degree of a fixed node in the network, and the second is related to the dynamics of the total degree of its neighbors. We evaluate the temporal behavior of some characteristics of the distributions of these two random variables, which are associated with higher-order moments, including their variation, skewness, and kurtosis. The analysis shows that both distributions have a variation coefficient close to 1, positive skewness, and a kurtosis greater than 3. This means that both distributions have huge standard deviations that are of the same order of magnitude as the expected values. Moreover, they are asymmetric with fat right-hand tails.
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1. Introduction

Many technological, biological, and social systems can be represented by underlying complex networks. Such networks consist of numerous nodes, and if an interaction between a pair of elements in the system takes place, then it is assumed that the corresponding pair of nodes is connected by a link.

An important example of complex systems of this kind are economic systems, the elements (or nodes) of which are firms or companies, and the links between these elements reflect their economic, informational, or financial interactions. The well-observed effect of the first-mover advantage is that companies that have appeared earlier than others ("first-moving" significant element of the system) usually receive a serious advantage in their development and a larger market segment than firms that entered the market later [1]. The same effect is often observed in the innovation propagation, in the production and the distribution of patents and technologies, in information interaction, as well as in social networks. However, numerous examples of new successful technology companies (or new popular social network accounts) show that the temporal behavior of network elements is very diverse: elements that appeared much later can take a more dominant position in the complex system than elements that appeared in the early stages of the system development.

In this paper, we study complex systems whose growth is based on the use of the preferential attachment mechanism and show that while the "first-moving" effect is performed, on average, in relation to the node degree (i.e., the number of its links), the temporal...
behavior of this quantity has an important feature: its coefficient of variation is close to 1. This means that the variance of the random variable (which is the node degree) is comparable to its average value, which can explain the effect of the appearance of large and important nodes in such complex systems at later stages of their growth. In addition, the paper examines other local node characteristics, associated with the higher order moments, which makes it possible to find the skewness and kurtosis of the distributions of these random variables.

Many networks, such as social, economic, citation, or WWW networks, evolve over time by adding new nodes, which at the moment of their appearance join the already existing ones. Numerous studies of real networks have shown that degree distributions in such complex networks follow the power law [2–8]. Modeling the growth of real complex networks is an important problem, and one of the first successful attempts was the Barabási–Albert model [9]. Using the mechanisms of growth and preferential attachment, the model made it possible to describe the evolution of networks with the power-law degree distribution. In recent years, researchers have proposed many extensions of this model, to approximate the properties of real systems [10–20]. Nevertheless, studying the peculiarities of networks generated by the pioneering Barabási–Albert model is of interest, as it sheds light on the properties of extended models [21].

The dynamics of the degree of a certain individual node, while the Barabási–Albert network is evolving, is a stochastic process. On the one hand, it is a Markov process, since at each iteration the newborn node selects those vertices to which it will join, based on their current degrees, i.e., does not depend on their degrees taken at previous iterations. On the other hand, this stochastic process is not stationary, since the local characteristics change with the growth of the network.

It is known [22] that the expected value of the degree $d_i(t)$ of node $v_i$ at moment $t$ follows the power law:

$$E(d_i(t)) = m(t^\frac{1}{\gamma}).$$

The degree of a vertex at a particular moment in time is a random variable. However, to characterize a random variable, knowing its mathematical expectation alone is not enough. The higher-order moment-related quantities, such as variation, the coefficient of asymmetry (skewness), and kurtosis, allow one to clearer understand the dynamic behavior of the degree of a vertex and to more definitely characterize the underlying stochastic process.

Another local characteristic of a node (in addition to its degree), which is of interest, is the sum of the degrees of all its neighbors. The knowledge of its dynamics makes it possible for one to answer many questions related to the local neighborhood of a given node:

- how much faster does the total degree of neighbors grow than the degree of the node itself?
- Are the variation of node degree and the variation of the total degree of its neighbors comparable?
- Do the nodes’ asymmetry coefficients differ or not?
- Do the nodes’ kurtosises differ or not?

In this paper, we answer these questions and find the values of these characteristics for the distributions of both the degree of a node and the total degree of its neighbors. While different methods can be employed to estimate these local characteristics [23], in this paper we use the mean-field approach as a method for assessing these quantities [22,24,25].

The recent paper [26] studies the behavior in the limit of the degree of an individual node in the Barabási–Albert model, and it shows that after some scaling procedures, this stochastic process converges to a Yule process (in distribution). Based on this findings, the paper examines why the limit degree distribution of a node picked uniformly at random (as the network grows to infinity) matches the limit distribution of the number of species chosen randomly in a Yule model (as time goes to infinity).
In contrast with paper [26], our paper focuses on time dynamics of the distribution characteristics, rather than on their limit behavior. In addition, we expand the study with the analysis of the total degree of neighbors of node.

2. Barabási–Albert Model

2.1. Notations and Definitions

Let \( G_t = \{ V_t, E_t \} \) be a graph, where \( V_t = \{ v_1, \ldots, v_t \} \) is the set of vertices and \( E_t \) is the set of edges. Let \( d_i(t) \) denote the degree of node \( v_i \) of graph \( G_t \). Let \( m \in \mathbb{N} \) be a fixed integer.

According to the Barabási–Albert model, graph \( G_{t+1} \) is obtained from graph \( G_t \) (at each discrete time moment \( t + 1 = m + 1, m + 2, \ldots \)) in the following way:

- In the initial time \( t = m \), \( G_m = \{ V_m, E_m \} \) is a graph with \( |V_t| = m \) and \( |E_t| = m^2 \);
- One vertex \( v_{t+1} \) is attached to the graph, i.e., \( V_{t+1} = V_t \cup \{ v_{t+1} \} \);
- \( m_{t+1} \) edges that connect vertex \( v_{t+1} \) with \( m_{t+1} \) existing vertices are added; each of these edges appears as the result of the realization of the random variable \( \xi_t \) that takes the value \( i \) with probability \( P(\xi_t = i) = \frac{d_i(t)}{2mt} \). If \( \xi_t = i \), then edge \( (v_{t+1}, v_i) \) is added to the graph. We conduct \( m \) such independent repetitions. If the random variable \( \xi_t \) takes the same value \( i \) in two or more repetitions at the iteration, then only one edge is added (there are no multiple edges in the graph).

Denote by \( \xi_t^m \) the (cumulative) random variable that takes \( i \) if \( \xi_t \) takes \( i \) at least in one of \( m \) repetitions at iteration \( t + 1 \).

Remark 1. We are interested in the evolution of the graph for sufficiently large \( t \). In this case, the probability that the random variable \( \xi_t^m \) will take the value of \( i \) exactly \( k \) times in a series of \( m \) independent repetitions is proportional to \( \left( \frac{d_i(t)}{2mt} \right)^k \left( 1 - \frac{d_i(t)}{2mt} \right)^{m-k} \), which is an order of magnitude less than the probability \( \frac{d_i(t)}{2mt} \). Therefore, without a loss of generality, we will assume that \( m_{t+1} = m \) for all \( t + 1 \). Then the probability that an edge from new vertex \( v_{t+1} \) that appears at iteration \( t + 1 \) is linked to vertex \( v_i \) is

\[
P(\xi_t^m = i) = m \frac{d_i(t)}{2mt} = \frac{d_i(t)}{2t}. \tag{1}\]

Let \( d_i(t) \) be the degree of node \( v_i \) of graph \( G_t \), and let \( s_i(t) \) be the total sum of degrees of all \( v_i \) neighbors in graph \( G_t \).

Note that trajectories of these quantities over time \( t \) are described by non-stationary Markov processes, since their values at each moment \( t \) are random variables that depend only on the state of the system at the previous moment. In the papers [27,28], asymptotic estimates of the expected values of these quantities at iteration \( t \) are found:

\[
\mathbb{E}(d_i(t)) = m \left( \frac{t}{2} \right) \frac{1}{c}, \quad \mathbb{E}(s_i(t)) = \frac{m^2}{2} \left( \frac{t}{c} \right) \frac{1}{2} (\log t + C), \tag{2}
\]

where \( C \) is a constant.

The aim of this work is to further analyze the behavior of these stochastic processes in time. In this article, we focus on estimating its moments, variances, asymmetry coefficient and kurtosis.

2.2. Temporal Behavior in Simulated Networks

The stationarity of stochastic processes means that the distribution parameters of a random variable remain unchanged over time. Obviously, the processes under consideration are not stationary. This can clearly be seen in Figures 1–4, which show empirical histograms of distributions of random variables \( d_i(t) \) and \( s_i(t) \) based on different realizations of their trajectories. The histograms were obtained as follows: we simulated the evolution of the BA graphs 200 times and obtained 200 corresponding values of random variables \( d_i(t) \) and
$s_i(t)$ for two nodes $i = 10$ and $i = 50$ at iterations $t = 5000$ and $t = 20,000$. To construct the histograms, we used the number of bins equal to 15. Figures 1 and 2 represent histograms of $d_i$ and were obtained for $m = 3$ and $m = 5$, respectively. Figures 3 and 4 show histograms of $s_i$ and were obtained for $m = 3$ and $m = 5$, respectively. The empirical values of the characteristics of the distributions of random variables are presented in Tables 1–4.
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**Figure 1.** The histograms of the empirical values of $d_i(t)$ obtained by stimulating 200 different networks with $m = 3$ at iterations 5000 (blue line) and 20,000 (red line), (a) for node $i = 10$, (b) for node $i = 50$.
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**Figure 2.** The histograms of the empirical values of $d_i(t)$ obtained by stimulating 200 different networks with $m = 5$ at iterations 5000 (blue line) and 20,000 (red line), (a) for node $i = 10$, (b) for node $i = 50$. 
Figure 3. The histograms of the empirical values of $s_i(t)$ obtained by stimulating 200 different networks with $m = 3$ at iterations 5000 (blue line) and 20,000 (red line), (a) for node $i = 10$, (b) for node $i = 50$.

Figure 4. The histograms of the empirical values of $s_i(t)$ obtained by stimulating 200 different networks with $m = 5$ at iterations 5000 (blue line) and 20,000 (red line), (a) for node $i = 10$, (b) for node $i = 50$.

Table 1. Empirical characteristics of the $d_i$-distribution obtained by simulating 200 different Barabási–Albert networks with $m = 3$, for nodes $i = 10$ and $i = 50$ at iterations 5000 and 20,000.

|       | $d_{10}(5000)$ | $d_{10}(20,000)$ | $d_{50}(5000)$ | $d_{50}(20,000)$ |
|-------|----------------|------------------|----------------|------------------|
| mean  | 70.85          | 141.09           | 31.92          | 62.65            |
| st.dev.| 38.88          | 79.06            | 17.68          | 35.89            |
| skewness | 0.97          | 1.01             | 0.92           | 0.91             |
| kurtosis | 3.76          | 4.01             | 3.58           | 3.58             |

Table 2. Empirical characteristics of the $d_i$-distribution obtained by simulating 200 different Barabási–Albert networks with $m = 5$, for nodes $i = 10$ and $i = 50$ at iterations 5000 and 20,000.

|       | $d_{10}(5000)$ | $d_{10}(20,000)$ | $d_{50}(5000)$ | $d_{50}(20,000)$ |
|-------|----------------|------------------|----------------|------------------|
| mean  | 127.41         | 253.52           | 52.54          | 105.37           |
| st.dev.| 46.68          | 93.51            | 21.60          | 44.66            |
| skewness | 0.52          | 0.52             | 0.58           | 0.78             |
| kurtosis | 3.24          | 3.11             | 3.19           | 3.80             |
Albert networks with

Table 3. Empirical characteristics of the $s_i$-distribution obtained by simulating 200 different Barabási–Albert networks with $m = 3$, for nodes $i = 10$ and $i = 50$ at iterations 5000 and 20,000.

|        | $s_{10}(5000)$ | $s_{10}(20,000)$ | $s_{50}(5000)$ | $s_{50}(20,000)$ |
|--------|----------------|------------------|----------------|------------------|
| mean   | 1120.17        | 2534.05          | 513.34         | 1155.37          |
| st.dev. | 398.22         | 957.09           | 165.09         | 387.56           |
| skewness | 0.74           | 0.80             | 0.61           | 0.68             |
| kurtosis | 3.25           | 3.44             | 3.69           | 3.74             |

Table 4. Empirical characteristics of the $d_i$-distribution obtained by simulating 200 different Barabási–Albert networks with $m = 5$, for nodes $i = 10$ and $i = 50$ at iterations 5000 and 20,000.

|        | $s_{10}(5000)$ | $s_{10}(20,000)$ | $s_{50}(5000)$ | $s_{50}(20,000)$ |
|--------|----------------|------------------|----------------|------------------|
| mean   | 3037.39        | 6947.17          | 1277.91        | 2915.58          |
| st.dev. | 773.23         | 1867.67          | 318.93         | 774.61           |
| skewness | 0.28           | 0.32             | 0.41           | 0.51             |
| kurtosis | 3.14           | 3.09             | 3.32           | 3.23             |

Experimental results show that both distributions have mean values that increase over time. In addition, the growth of their standard deviations is proportional to the increase in their means. The values of the skewness coefficient are positive in all cases, which indicate the asymmetry of the distributions. Kurtosis is greater than 3, which means that their tails are thicker than the tail of normal distribution.

2.3. The Evolution of the Barabási–Albert Networks

It follows from the definition of the Barabási–Albert network that

- If $\xi_i^{t+1} = i$, then $d_i(t + 1) = d_i(t) + 1$ and $s_i(t + 1) = s_i(t) + m$, as the result of joining node $v_i$ with newborn node $v_{t+1}$ of degree $m$. 
- If $\xi_i^{t+1} = j$ and $(v_j, v_i) \in V_t$, i.e., new node $v_{t+1}$ joins a neighbor $v_j$ of node $v_i$, then $d_i(t + 1) = d_i(t)$ and $s_i(t + 1) = s_i(t) + 1$.

Let $\xi_i^{t+1} = 1$ if node $v_{t+1}$ links to node $v_i$ at iteration $t + 1$, and $\xi_i^{t+1} = 0$ otherwise; i.e.,

$$\xi_i^{t+1} = \begin{cases} 1, & (v_{t+1}, v_i) \in V_{t+1} \\ 0, & \text{otherwise.} \end{cases}$$

Let $\eta_i^{t+1} = 1$ if node $v_{t+1}$ links to one of the neighbors of node $v_i$ at iteration $t + 1$, and $\eta_i^{t+1} = 0$ otherwise; i.e.,

$$\eta_i^{t+1} = \begin{cases} 1, & (v_{t+1}, v_j) \in V_{t+1} \text{ and } (v_j, v_i) \in V_t \\ 0, & \text{otherwise.} \end{cases}$$

Then the conditional expectations of $\xi_i^{t+1}$ and $\eta_i^{t+1}$ at moment $t + 1$ are equal to

$$E(\xi_i^{t+1} | G_t) = \frac{d_i(t)}{2t}, \quad E(\eta_i^{t+1} | G_t) = \frac{s_i(t)}{2t}, \quad (3)$$

Let $\mu_n(\xi)$ denote $n$-th central moment of a random variable $\xi$ defined by

$$\mu_n(\xi) = E((\xi - E(\xi))^n), \quad n \in \mathbb{N}. \quad (4)$$

Due to the linearity of the mathematical expectation, the following formula holds for finding the $n$-th central moment of a random variable:

$$\mu_n(\xi) = \sum_{i=0}^{n} (-1)^i \binom{n}{i} \nu_{n-i} \mu_i^2,$$
where \( \nu_i(\xi) \) is \( i \)-th moment defined by

\[
\nu_i(\xi) = \mathbb{E}(\xi^i).
\]

Indeed, it follows from Equation (4) that we have

\[
\mu_n = \mathbb{E}\left( \sum_{i=0}^{n} (-1)^i \binom{n}{i} \mathbb{E}'(\xi) \xi^{n-i} \right) = \sum_{i=0}^{n} (-1)^i \binom{n}{i} \nu_i \nu_{n-i}. \tag{5}
\]

The variance is the second central moment of the random variable, i.e., \( \mu_2(\xi) = \text{Var}(\xi) \).

### 3. Node Degree Dynamics: The Evolution of Its Variation and High-Order Moments in Time

#### 3.1. The Variation of \( d_i(t) \)

**Lemma 1.** The second moment of \( d_i(t) \) follows

\[
\mathbb{E}(d_i^2(t)) = m(m+1)\left(\frac{t}{l}\right)^2 - m\left(\frac{t}{l}\right)^{\frac{1}{2}}. \tag{6}
\]

**Proof.** We have

\[
\Delta d_i^2(t+1) := d_i^2(t+1) - d_i^2(t) = (d_i(t) + 1)^2\xi_i^{t+1} + d_i^2(t)(1 - \xi_i^{t+1}) - d_i^2(t) = (2d_i(t) + 1)\xi_i^{t+1}. \tag{7}
\]

It follows from (3) that the conditional expectation of \( d_i^2(t+1) \) at iteration \( t+1 \) is

\[
\mathbb{E}(d_i^2(t)|G_t) = (2d_i(t) + 1)\frac{d_i(t)}{2t} + \frac{d_i(t)}{2t} = \frac{d_i(t)}{t} + \frac{d_i(t)}{2t}. \tag{8}
\]

Now let us pass from the difference equation, Equation (8), to its approximate version of the differential equation, denoting \( \mathbb{E}(d_i^2(t)) \) as \( f(t) \), replacing \( \Delta f(t) \) with \( \frac{df(t)}{dt} \), and replacing \( d_i(t) \) with its expectation \( m\left(\frac{t}{l}\right)^{\frac{1}{2}} \). Then, we get

\[
\frac{df(t)}{dt} = \frac{f(t)}{t} + \frac{m}{2\left(\frac{t}{l}\right)^{\frac{1}{2}}},
\]

the solution of which is \( f(t) = ct - m\left(\frac{t}{l}\right)^{\frac{1}{2}} \). Since \( d_i(i) = m \), i.e., \( d_i^2(i) = m^2 \), we get \( c = m(m+1) \). Thus, we get (6). \( \square \)

To illustrate the result, we carried out \( T = 200 \) independent repetitions in which BA graph evolution was simulated 200 times, each time for \( N = 20,000 \) iterations, for different values \( m = 3 \) and \( m = 5 \). Then we obtained the mean of the empirical values of \( d_i^2(t) \). The results are presented in Figure 5.

**Theorem 1.** The variation of \( d_i(t) \) at iteration \( t \) is

\[
\text{Var}(d_i(t)) = m\left(\frac{t}{l} - \left(\frac{t}{l}\right)^{\frac{1}{2}}\right). \tag{9}
\]

**Proof.** The definition of variation implies

\[
\text{Var}(d_i(t)) = \mathbb{E}(d_i^2(t)) - \mathbb{E}^2(d_i(t)).
\]
Then Theorem follows from Lemma 1 and the estimate $\mathbb{E}(d_i(t)) = m\left(\frac{1}{t}\right)^{\frac{1}{2}}$ (see Equation (2)). □

The standard deviation of $d_i(t)$, defined as $\sqrt{\text{Var}(d_i(t))}$, is the same order of magnitude as $\mathbb{E}(d_i(t))$:

$$\frac{\mathbb{E}(d_i(t))}{\sqrt{\text{Var}(d_i(t))}} \rightarrow \sqrt{\frac{m+1}{m}} \text{ as } t \to \infty,$$

i.e., the coefficient of variation for $d_i(t)$ tends to $\frac{m+1}{m} > 1$ as $t$ tends to $\infty$. Thus, the $d_i(t)$-distribution is high-variance.

![Figure 5](image-url)

**Figure 5.** Dynamics of empirical values for Mean($d_i^2(t)$) in networks based on BA model for selected nodes $i = 10, 50$ as $t$ iterates up to 20,000. Network in (a) is modeled with $m = 3, i = 10$, (b) with $m = 5, i = 10$, (c) with $m = 3, i = 50$, (d) with $m = 5, i = 50$.

### 3.2. The High-Order Moments of $d_i(t)$

**Theorem 2.**

$$\mathbb{E}(d_i^n(t)) \sim C(n, m)\left(\frac{1}{t}\right)^{\frac{n}{2}} + O(t^{-\frac{n-1}{2}}),$$

where $C(n, m) = m(m+1)\ldots(m+n-1)$ depends on $n$ and $m$ only.

**Proof.** We have

$$\Delta d_i^n(t+1) := d_i^n(t+1) - d_i^n(t) = (d_i(t) + 1)^n q_i^{t+1} + d_i^n(t) \left(1 - q_i^{t+1}\right) - d_i^n(t).$$
Then it follows from (3) that
\[
\mathbb{E}(\Delta d^n_i(t+1)|G_t) = \frac{d_i(t)}{2t}((d_i(t) + 1)^n - d^n_i(t)) = \frac{d_i(t)}{2t} \sum_{j=0}^{n-1} \binom{n}{j} d^j_i(t) = \\
\frac{1}{2t} \sum_{j=0}^{n-1} \binom{n}{j} d^{j+1}_i(t) = \frac{1}{2t} \left(nd^n_i(t) + \sum_{j=0}^{n-2} \binom{n}{j} d^{j+1}_i(t)\right).
\]

Assuming that \(\mathbb{E}(d^n_m(t))\) are obtained for all \(m \in \{1, \ldots, n-1\}\), the expectation of \(\sum_{j=0}^{n-2} \binom{n}{j} d^{j+1}_i\) can be found with the use of linearity of expectation. Taking the expectation of both sides and denoting \(d^n_i(t)\) and \(\sum_{j=0}^{n-2} \binom{n}{j} \mathbb{E}(d^{j+1}_i)\) by \(f(t)\) and \(g(t)\), respectively, we get the following differential equation
\[
\frac{df}{dt} = \frac{nf}{2t} + g.
\]

We get its solution in the following form:
\[
f(t) = \frac{t^2}{2} \int t^{-\frac{n}{2}-1} g(t) \, dt + Ct^\frac{n}{2},
\]
and we obtain the recurrent formula for finding \(\mathbb{E}(d^n_i(t))\):
\[
\mathbb{E}(d^n_i(t)) = \frac{t^2}{2} \int t^{-\frac{n}{2}-1} \sum_{j=0}^{n-2} \binom{n}{j} \mathbb{E}(d^{j+1}_i) \, dt + Ct^\frac{n}{2}, \tag{10}
\]
where constant \(C\) can be found from the initial condition \(\mathbb{E}(d^n_i(0)) = m^n\).

Let us show by induction that
\[
\mathbb{E}(d^n_i(t)) = C_1\left(\frac{t}{i}\right)^\frac{1}{2} + C_2\left(\frac{t}{i}\right)^\frac{3}{2} + \ldots + C_{n-1}\left(\frac{t}{i}\right)^\frac{n-1}{2}. \tag{11}
\]

Indeed, if \(n = 1\), we get the well-known estimate \(\mathbb{E}(d_1(t)) = m\left(\frac{1}{i}\right)^\frac{1}{2}\).

Suppose that (11) is true for all \(n' < n\). We will show that (11) is also fulfilled for \(n' = n\). We have
\[
\mathbb{E}(d^n_i(t)) = \frac{t^2}{2} \int t^{-\frac{n}{2}-1} \sum_{j=0}^{n-2} \binom{n}{j} \mathbb{E}(d^{j+1}_i) \, dt + Ct^\frac{n}{2},
\]
by the induction hypothesis. The sum \(\sum_{j=0}^{n-2} \binom{n}{j} \mathbb{E}(d^{j+1}_i)\) can be presented as
\[
C_1\left(\frac{t}{i}\right)^\frac{1}{2} + C_2\left(\frac{t}{i}\right)^\frac{3}{2} + \ldots + C_{n-1}\left(\frac{t}{i}\right)^\frac{n-1}{2}.
\]

Then the whole integral will be the sum of integrals of the form \(\int t^{-\frac{n}{2}-1} C_p\left(\frac{t}{i}\right)^p \, dt\), where \(p \in \{1, \ldots, n-1\}\), each of which is equal to \(C_p t^\frac{n-p}{2} \int t^{-\frac{n}{2}} \, dt\). Therefore, we get
\[
\mathbb{E}(d^n_i(t)) = \frac{t^\frac{n}{2}}{2} \sum_{p=1}^{n-1} C_p t^{\frac{p-n}{2}} + Ct^\frac{n}{2} = \sum_{p=1}^{n-1} C_p \left(\frac{t}{i}\right)^\frac{p}{2} + Ct^\frac{n}{2} = \\
C_1\left(\frac{t}{i}\right)^\frac{1}{2} + C_2\left(\frac{t}{i}\right)^\frac{3}{2} + \ldots + C_{n-1}\left(\frac{t}{i}\right)^\frac{n-1}{2}. 
\]
3.3. The Skewness of $d_i(t)$

The asymmetry coefficient $\gamma_1(\xi)$ of a random variable $\xi$ is defined by

$$
\gamma_1(\xi) = \frac{\mu_3(\xi)}{\mu_2^{3/2}(\xi)},
$$

where $\mu_3(\xi)$ and $\mu_2(\xi)$ are the third and the second central moments of the $\xi$-distribution, respectively.

Lemma 2. The third moment of $d_i(t)$ follows

$$
E(d_i^3(t)) = m(m+1)(m+2) \left( \frac{t^2}{i^2} - 3m(m+1) \frac{t}{i} + m \left( \frac{t^3}{i^3} \right) \right). \quad (12)
$$

Proof. Using Equation (10), we can find $E(d_i^3(t))$:

$$
E(d_i^3(t)) = \frac{t^2}{2} \int t^{-\frac{5}{2}} \sum_{j=0}^{\frac{3}{2}} \binom{\frac{3}{2}}{j} E(d_i^{3+j}) \, dt + Ct^3 =
$$

$$
\frac{t^2}{2} \int t^{-\frac{5}{2}} \left( E(d_i) + 3E(d_i^2) \right) \, dt + Ct^3 =
$$

$$
\frac{t^2}{2} \int t^{-\frac{5}{2}} \left( m \sqrt{\frac{t}{i}} + 3 \left( m(m+1) \frac{t}{i} - m \sqrt{\frac{t}{i}} \right) \right) \, dt + Ct^3 =
$$

$$
m \sqrt{\frac{t}{i}} - 3m(m+1) \frac{t}{i} + Ct^3.
$$

We have

$$
E(d_i^3(t)) = m^3 \implies C = \frac{m^3 + 3m^2 + 2m}{i^2} = \frac{m(m+1)(m+2)}{i^2}.
$$

Therefore, we get (12). \qed

To exhibit the result, we carried out $T = 200$ independent repetitions; in each of them, the BA graph was simulated for $N = 20,000$ iterations, for different values $m = 3$ and $m = 5$. Then the empirical values of $\text{mean}(d_i^3(t))$ were obtained. The results are presented in Figure 6.

Theorem 3. The asymmetry coefficient $\gamma_1(d_i(t))$ for the distribution of $d_i(t)$ follows

$$
\gamma_1(d_i(t)) \sim \frac{2 \left( \frac{t}{i} \right)^{\frac{1}{2}} - 1}{m^{\frac{1}{2}} \left( \frac{t}{i} \right)^{\frac{1}{2}} \left( \left( \frac{t}{i} \right)^{\frac{1}{2}} - 1 \right)^{\frac{1}{2}}}
$$

Proof. Using Equation (5) we can find the third central moments $\mu_3(d_i)$ as follows

$$
\mu_3(d_i(t)) = E(d_i^3) - 3E(d_i^2)E(d_i) + 2E^3(d_i) = m \left( \frac{t}{i} \right)^{\frac{1}{2}} - 3m \left( \frac{t}{i} \right) + 2m \left( \frac{t}{i} \right)^{\frac{3}{2}}.
$$
Therefore, using Theorem 1 we have

\[
\gamma_1(d_i(t)) := \frac{\mu_3(d_i(t))}{\mu_{2.5}(d_i(t))} = \frac{m(\frac{i}{t})^{1/2} - 3m(\frac{i}{t}) + 2m(\frac{i}{t})^2}{m(\frac{i}{t})^{1/2}(\frac{i}{t})^{1/2} - 1) (2(\frac{i}{t})^{1/2} - 1)} \rightarrow \frac{2(\frac{i}{t})^{1/2} - 1}{m^2(\frac{i}{t})^{3/2}(\frac{i}{t})^{1/2} - 1)^{3/2}}.
\]

\[\square\]

Figure 6. Dynamics of empirical values for Mean \(d_i(t)\) in networks based on BA model for selected nodes \(i = 10, 50\) as \(t\) iterates up to 20,000. Network in (a) is modeled with \(m = 3, i = 10\), (b) with \(m = 5, i = 10\), (c) with \(m = 3, i = 50\), (d) with \(m = 5, i = 50\).

Remark 2. It follows from Theorem 3 that \(\gamma_1(d_i(t)) > 0\) for all \(t \geq i\), therefore, the distribution of \(d_i(t)\) is asymmetric, and its right tail is thicker than the left tail. The initial value of the asymmetry coefficient is \(4 m^{-1/2}\). However, \(\gamma_1(d_i(t)) \rightarrow 2 m^{-1/2}\) as \(t \rightarrow \infty\). Therefore, its value decreases with the network growth (see Figure 7).
3.4. The Kurtosis of $d_i(t)$

Using Equation (10), we can find $E(d_{i}^{4}(t))$:

$$
E(d_{i}^{4}(t)) = m(m+1)(m+2)(m+3)\left(\frac{t}{i}\right)^{2} - 6m(m+1)(m+2)\left(\frac{t}{i}\right)^{\frac{3}{2}} + 7m(m+1)\left(\frac{t}{i}\right)^{\frac{1}{2}} - m\left(\frac{t}{i}\right)\left(\frac{t}{i}\right)^{\frac{1}{2}}.
$$  \hspace{1cm} (13)

which in turn can be used to find the kurtosis of $d_i$.

**Theorem 4.** The kurtosis of $d_i$ follows

$$
\text{Kurt}(d_{i}(t)) \sim \left(\frac{\frac{i}{t} - \left(\frac{t}{i}\right)^{\frac{1}{2}}}{m^{2}\left(\frac{t}{i} - \left(\frac{t}{i}\right)^{\frac{1}{2}}\right)^{2}}\right) \left(3m(m+2)\left(\frac{t}{i} - \left(\frac{t}{i}\right)^{\frac{1}{2}}\right) + m\right).
$$  \hspace{1cm} (14)

**Proof.** By definition of kurtosis, we have

$$
\text{Kurt}(d_{i}(t)) := \frac{\mu_{4}(d_{i}(t))}{\text{Var}^{2}(d_{i}(t))},
$$

where

$$
\mu_{4}(d_{i}(t)) = E(d_{i}(t) - E(d_{i}(t)))^{4} = E(d_{i}^{4}(t)) - 4E(d_{i}(t))E(d_{i}^{3}(t)) + 6E^{2}(d_{i}(t))E(d_{i}^{2}(t)) - 3E^{4}(d_{i}(t)) = \left(\frac{t}{i} - \left(\frac{t}{i}\right)^{\frac{1}{2}}\right) \left(3m(m+2)\left(\frac{t}{i} - \left(\frac{t}{i}\right)^{\frac{1}{2}}\right) + m\right).
$$  \hspace{1cm} (15)

Thus, we get (14). \(\Box\)

**Remark 3.** Equation (14) implies $\text{Kurt}(d_{i}(t)) > \frac{3(m+2)}{m}$ for all $t$. Moreover, $\text{Kurt}(d_{i}(t))$ gradually decreases to $\frac{3(m+2)}{m}$ as $t$ tends to infinity (see Figure 8). This means that the distribution of $d_{i}(t)$ is heavy-tailed for small $t$ and is close to normal distribution for large $t$ and large $m$. 
we can continue equality as follows:

\[ \mathbb{E}(s_i(t)) = \frac{m^2}{2} \left( \frac{1}{t} \right)^{\frac{1}{2}} (\log t + C), \]  

(16)

where \( C \) is a constant.

In this section, the dynamics of the stochastic process of \( s_i(t) \) is investigated a little deeper, namely, the dynamics of the second, third and fourth moments are found, i.e., \( \mathbb{E}(s_i^n(t)) \), \( n = 2, 3, 4 \), which allow us to estimate the variation, the asymmetry coefficient and the kurtosis of \( s_i(t) \).

4.1. The Second Moment and the Variation of \( s_i(t) \)

We first find the exact value of constant \( C \) from Equation (16).

Let \( P(i,j) \) denote the probability that vertex \( v_i \) is connected to the vertex \( v_j \) at the moment of its appearance at time \( i \), i.e., \( P(i,j) = \frac{d(j)}{2i} \). We get

\[ \mathbb{E}(s_i(i)) = \mathbb{E} \left( \sum_{j=1}^{i-1} P(i,j)d_j(i) \right) = \mathbb{E} \left( \sum_{j=1}^{i-1} \frac{d_j^2(i)}{2i} \right) = \frac{1}{2i} \sum_{j=1}^{i-1} \mathbb{E}(d_j^2(i)). \]

Since

\[ \mathbb{E}(d_j^2(i)) = m(m+1)\frac{t}{i} - m\left( \frac{t}{i} \right)^{\frac{3}{2}}, \]

we can continue equality as follows:

\[ \mathbb{E}(s_i(i)) = \frac{1}{2i} \sum_{j=1}^{i-1} \left( m(m+1)\frac{i}{j} - m\left( \frac{i}{j} \right)^{\frac{3}{2}} \right) = \]

\[ \frac{1}{2i} \left( m(m+1)i \sum_{j=1}^{i-1} \frac{1}{j} - m\sqrt{i} \sum_{j=1}^{i-1} \frac{1}{\sqrt{j}} \right) \approx \]

\[ \frac{1}{2i} \left( m(m+1)i \log i - m\sqrt{2} \log i \right) = \frac{m}{2} (m+1) \log i - 2. \]  

(17)

Therefore,

\[ \mathbb{E}(s_i(i)) = \frac{m^2}{2} (\log i + C) = \frac{m}{2} (m+1) \log i - 2 \implies C = \frac{1}{m} (\log i - 2), \]  

(18)
and we finally get

$$E(s_i(t)) = \frac{m^2}{2} \left( \frac{t}{i} \right)^{1/2} \left( \log t + \frac{1}{m} \log i - \frac{2}{m} \right).$$  \hspace{1cm} (19)$$

This result will be useful to us later.

To exhibit the result, we carried out $T = 200$ independent repetitions; in each of them the BA graph was simulated for $N = 20,000$ iterations, for different values $m = 3$ and $m = 5$. Then the empirical values of $E(s_i(t))$ were obtained. The results are presented in Figure 9.

Figure 9. Dynamics of empirical values for $\text{Mean}(s_i(t))$ in networks based on BA model for selected nodes $i = 10, 50$ as $t$ iterates up to 20,000. The network in (a) is modeled with $m = 3, i = 10$, (b) with $m = 5, i = 10$, (c) with $m = 3, i = 50$, (d) with $m = 5, i = 50$.

**Lemma 3.** The second moment of $s_i(t)$ is

$$\mathbb{E}(s_i^2(t)) = t \left( \frac{m^3(m + 1)}{4} \log^2 t - m^3 \log t + m^2 \left( \frac{(m + 1) \log^2 i}{4} - \log i + 1 \right) \right).$$

**Proof.** Let us consider how the values $s_i(t+1)$ and $s_i(t)$ are related:

- If new vertex $v_{t+1}$ joins the vertex $v_i$ at the time $t+1$, then $s_i(t)$ increases by $m$, since the vertex $i$ obtains a new neighbor whose degree is $m$;
- If new vertex $v_{t+1}$ joins one of the neighbors for vertex $i$, then $s_i(t)$ increases by 1, since in this case the contribution of one neighboring vertex to the increase of $s_i(t)$ is 1;
- If none of these events occurs, then $s_i(t)$ does not change.
Now we can obtain the stochastic difference equation for the random variable \( s^2_t(t) \) at the moment of time \( t \). We have

\[
\Delta s^2_t(t + 1) := s^2_t(t + 1) - s^2_t(t) = \xi^t + 1(s_t(t) + m)^2 + \eta^t + 1(s_t(t) + 1)^2 + (1 - \xi^t + 1 - \eta^t + 1)s^2_t(t) - s^2_t(t) = \xi^t + 1(2ms_t(t) + m^2) + \eta^t + 1(2s_t(t) + 1). \tag{20}
\]

Since

\[
\mathbb{E}(s^t + 1 | G_t) = \frac{d_t(t)}{2t}, \quad \mathbb{E}(\eta^t + 1 | G_t) = \frac{s_t(t)}{2t}, \tag{21}
\]

we get

\[
\mathbb{E}(\Delta s^2_t(t + 1) | G_t) = \frac{s^2_t(t)}{t} + m \frac{d_t(t)s_t(t)}{t} + \frac{\hat{s}_t(t)}{2t} + m^2 \frac{d_t(t)}{2t}. \tag{22}
\]

We cannot assert that \( s_t(t) \) and \( d_t(t) \) are independent; therefore, we may expect that \( \mathbb{E}(d_t(t)s_t(t)) \neq \mathbb{E}(d_t(t))\mathbb{E}(s_t(t)) \). Lemma A1 finds \( \mathbb{E}(d_t(t)s_t(t)) \) (see Appendix A).

Using Lemma A1, Equations (2) and (19), passing to the mathematical expectation of both sides, and making the substitution \( f = \mathbb{E}(s^2_t(t) | G_t) \) for convenience, we get the approximate differential equation:

\[
\frac{df}{dt} = f + \frac{m^3(m + 1)}{2t} \log t - \frac{m^3}{i}. \tag{23}
\]

Its solution has the form

\[
f(t) = \frac{m^3(m + 1)t}{4i} \log^2 t - \frac{m^3 t}{i} \log t + Ct,
\]

where \( C \) is a constant. We have

\[
\mathbb{E}(s^2_t(i)) = \frac{m^3(m + 1)}{4} \log^2 i - m^3 \log i + Ci. \tag{24}
\]

On the other hand, since \( \mathbb{E}(s_t(i)) = \frac{m^2}{2}((m + 1) \log i - 2) \), we have

\[
\mathbb{E}(s^2_t(i)) = \frac{m^2(m + 1)^2}{4} \log^2 i - m^2(m + 1) \log i + m^2. \tag{25}
\]

Equating this result with (24), we find \( C \):

\[
C = \frac{1}{4i} m^2(m + 1) \log^2 i - \frac{m^2}{i} \log i + \frac{m^2}{i}.
\]

Thus, we get Lemma.

To confirm the result, we carried out \( T = 20,000 \) independent repetitions; in each of them the BA graph was simulated for \( N = 20,000 \) iterations, for different values \( m = 3 \) and \( m = 5 \). Then, the empirical values of \( \text{mean}(s^2_t(t)) \) were obtained. The results are presented in Figure 10.

**Theorem 5.** The variation of \( s_t(t) \) follows

\[
\text{Var}(s_t(t)) = \mathbb{E}(s^2_t(t)) - \mathbb{E}^2(s_t(t)) = \frac{m^3}{4} \left( \log^2 \frac{t}{i} - 6 \log i \log t \right) \frac{t}{i},
\]

**Proof.** Since \( \text{Var}(s_t(t)) = \mathbb{E}(s^2_t(t)) - \mathbb{E}^2(s_t(t)) \), the statement is the consequence of Equation (19) and Lemma 3.
4.2. The Third Moment and the Asymmetry Coefficient of $s_i(t)$

**Lemma 4.** The third moment of $s_i(t)$ is

$$
\mathbb{E}(s_i^3(t)) = \frac{1}{8}m^4(m + 1)(m + 2)\left(\frac{t}{t_0}\right)^3 \log^3 t + O(t^2 \log^2 t)
$$

**Proof.** Let us obtain the difference stochastic equation describing the dynamics of random variable $s_i^3(t)$ at moment $t$. We have

$$
\Delta s_i^3(t + 1) = s_i^3(t + 1) - s_i^3(t) = 
\xi_i^{t+1}(s_i(t) + m)^3 + \eta_i^{t+1}(s_i(t) + 1)^3 + (1 - \xi_i^{t+1} - \eta_i^{t+1})s_i^3(t) - s_i^3(t) = 
\xi_i^{t+1}(3ms_i^2(t) + 3m^2s_i(t) + m^3) + \eta_i^{t+1}(3s_i^2 + 3s_i(t) + 1). \tag{26}
$$

It follows from (21) that

$$
\mathbb{E}(\Delta s_i^3(t + 1)|G_i) = 
\mathbb{E}\left(\frac{3s_i^3(t)}{2t} + 3m d_i(t)s_i^2(t) + \frac{3s_i^2(t)}{2t} + 3m^2 s_i(t)d_i(t) + \frac{s_i(t)}{2t} + m^3 \frac{d_i(t)}{2t}\right). \tag{27}
$$

Note that $s_i(t)$ and $d_i(t)$ may not be independent, and therefore, it is possible that $\mathbb{E}(d_i(t)s_i^2(t)) \neq \mathbb{E}(d_i(t))\mathbb{E}(s_i^2(t))$.

After using Lemma A3, Lemma A1, Lemma 3, and Equations (19) and (2), taking the expectation of both parts, making the substitution $\frac{df}{dt} = \mathbb{E}(s_i^3(t))$, we get

$$
\frac{df}{dt} = \frac{3f}{2t} + \frac{3}{8}m^4(m + 1)(m + 2)\frac{t^2}{t^2} \log^2 t + O(t^2 \log t), \tag{28}
$$

Figure 10. Dynamics of empirical values for $\text{Mean}(s_i^3(t))$ in networks based on BA model for selected nodes $i = 10, 50$ as $t$ iterates up to 20,000. Network in (a) is modeled with $m = 3$, $i = 10$, (b) with $m = 5$, $i = 10$, (c) with $m = 3$, $i = 50$, (d) with $m = 5$, $i = 50$. 
The solution of which is

\[ f(t) = \frac{1}{8} m^4(m + 1)(m + 2) \left( \frac{t}{i} \right)^{3/2} \log^3 t + O(t^{3/2} \log^2 t). \]

To confirm the result, we carried out \( T = 200 \) independent repetitions, and in each of them, the BA graph was simulated for \( N = 20,000 \) iterations, for different values \( m = 3 \) and \( m = 5 \). Then the empirical values of mean \( s_i^3(t) \) were obtained. The results are presented in Figure 11.

\[ \begin{align*}
(a) & \quad m = 3, i = 10 \\
(b) & \quad m = 5, i = 10 \\
(c) & \quad m = 3, i = 50 \\
(d) & \quad m = 5, i = 50
\end{align*} \]

**Figure 11.** Dynamics of empirical values for \( \text{Mean}(s_i^3(t)) \) in networks based on BA model for selected nodes \( i = 10, 50 \) as \( t \) iterates up to 20,000. Network in (a) is modeled with \( m = 3, i = 10 \), (b) with \( m = 5, i = 10 \), (c) with \( m = 3, i = 50 \), (d) with \( m = 5, i = 50 \).

**Theorem 6.** The asymmetry coefficient of \( s_i(t) \) follows

\[ \gamma_1(s_i(t)) \sim \frac{2}{m^2} \]

for sufficiently large \( t \).

**Proof.** The asymmetry coefficient \( \gamma_1(s_i(t)) \) is defined by

\[ \gamma_1(s_i(t)) = \frac{\mu_1(s_i(t))}{\mu_2^{3/2}(s_i(t))}, \]

(29)
where \( \mu_3(s_i(t)) \) and \( \mu_2(s_i(t)) \) are the third and the second central moments of the \( s_i(t) \)-distribution, respectively. It follows from Lemma 4, Lemma 3, and Equation (19) that

\[
\mu_3(s_i(t)) = \mathbb{E}(s_i^3) - 3\mathbb{E}(s_i^2)\mathbb{E}(s_i) + 2\mathbb{E}^3(s_i) = \frac{1}{4}m^4\left(\frac{t}{7}\right)^{\frac{3}{2}} \log^3 t + O(t^\frac{3}{2} \log^2 t). \quad (30)
\]

From Lemma 3, we have

\[
\mu_2^{3/2}(s_i(t)) = \text{Var}^{3/2}(s_i(t)) = \frac{m^2}{8}\left(\log^2 \frac{t}{7} - 6 \log i \log t\right) \left(\frac{t}{7}\right)^{\frac{3}{2}} = \frac{m^2}{8}\left(\frac{t}{7}\right)^{\frac{3}{2}} \log^3 t + O(t^\frac{3}{2} \log^2 t). \quad (31)
\]

Theorem follows from (29)–(31).

\[\square\]

**Remark 4.** The positivity of \( \gamma_1(s_i(t)) \) implies the asymmetry of the distribution.

**4.3. The Kurtosis of \( s_i(t) \)**

**Lemma 5.** The fourth moment of \( s_i \) at moment \( t \) follows

\[
\mathbb{E}(s_i^4(t)) \sim \frac{1}{16}m^5(m + 1)(m + 2)(m + 3)\left(\frac{t}{7}\right)^{2} \log^4 t + o(t^2 \log^3 t)
\]

**Proof.** The change in the value of \( s_i^4(t) \) from \( t \) to \( t + 1 \) occurs as follows:

\[
\Delta s_i^4(t + 1) := s_i^4(t + 1) - s_i^4(t) = \xi(s_i(t) + m)^4 + \eta d_i(t)(s_i(t) + 1)^4 + (1 - \xi - \eta) s_i^4(t) - s_i^4(t) = \xi(4ms_i^3(t) + 6m^2s_i^2(t) + 4m^3s_i(t) + m^4) + \eta(4s_i^3(t) + 6s_i^2(t) + 4s_i(t) + 1).
\]

Equation (21) implies that

\[
\mathbb{E}(\Delta s_i^4(t + 1) | G_t) = \frac{2s_i^3(t)}{t} + \frac{2md_i(t)s_i^2(t)}{t} + \frac{3s_i(t)}{t} \left(\frac{3m^2d_i(t)s_i(t)}{t} + \frac{2s_i^2(t)}{t} + \frac{2m^3d_i(t)s_i(t)}{t} + \frac{2s_i(t)}{2t} + \frac{s_i(t)}{2t} + \frac{m^4d_i(t)}{2t}\right).
\]

Denote \( f(t) = \mathbb{E}(d_i(t)s_i^3(t)) \). Using Equations (2) and (19), Lemmas 3, 4, A1, A3, A4, and A6, we get the following differential equation

\[
\frac{df(t)}{dt} = \frac{2f(t)}{t} + \frac{1}{4}m^5(m + 1)(m + 2)(m + 3)\left(\frac{t}{7}\right)^{\frac{3}{2}} \log^3 t + O(t^\frac{3}{2} \log^2 t),
\]

the solution of which has the form

\[
f(t) = \frac{1}{16}m^5(m + 1)(m + 2)(m + 3)\left(\frac{t}{7}\right)^{\frac{2}{2}} \log^4 t + O(t^2 \log^3 t).
\]

\[\square\]

**Theorem 7.** The Kurtosis of \( s_i(t) \) at iteration \( t \) follows

\[
\text{Kurt}(s_i(t)) = \frac{\mu_4(s_i(t))}{\text{Var}^2(s_i(t))} \sim \frac{3(m + 2)}{m}
\]
for sufficiently large $t$.

**Proof.** By definition, we have

$$\mu_4(s_i(t)) = \mathbb{E}(s_i^4(t)) - 4\mathbb{E}(s_i(t))\mathbb{E}(s_i^3(t)) + 6\mathbb{E}^2(s_i(t))\mathbb{E}(s_i^2(t)) - 3\mathbb{E}^4(s_i(t)) =$$

$$\frac{1}{16} m^5(m+1)(m+2)(m+3) \left(\frac{t}{7}\right)^2 \log^4 t -$$

$$4 \cdot \frac{m^2}{2} \left(\frac{t}{7}\right)^{1/2} \log t \cdot \frac{1}{8} m^4(m+1)(m+2) \left(\frac{t}{7}\right)^{3/2} \log^3 t +$$

$$6 \cdot \frac{m^4 t}{4} \log^2 t \cdot \frac{t m^3(m+1)}{4} \log^2 t - 3 \frac{m^8}{16} \left(\frac{t}{7}\right)^2 \log^4 t + O(t^2 \log^3 t) =$$

$$\frac{3}{16} m^5(m+2) \left(\frac{t}{7}\right)^2 \log^4 t + o(t^2 \log^3 t).$$

It follows from Theorem 5 that

$$\text{Var}^2(s_i(t)) = \frac{m^6}{16} \left(\frac{t}{7}\right)^2 \log^4 t + o(t^2 \log^3 t).$$

Therefore,

$$\text{Kurt}(s_i(t)) \sim \frac{3(m+2)}{m}$$

for large $t$. □

5. Conclusions

In this article, we studied two Markov non-stationary random processes related to the evolution of BA networks: the first of them describes the dynamics of the degree of one fixed network node, the second is related to the dynamics of the total degree of the neighbors of one node. We evaluated the dynamic behavior of some characteristics of the distributions of these two random variables, which are associated with higher-order moments, including their variation, skewness, and kurtosis. The analysis showed that both distributions have the following properties:

- The coefficient of variation, defined as the ratio of the mathematical expectation to the variance, is close to the value of $\sqrt{\frac{m+1}{m}}$ at each moment of time. Moreover, as the number of iterations increases, the coefficient of variation converges to $\sqrt{\frac{m+1}{m}}$.

- The skewness coefficient is positive for both distributions at any moment of the network evolution, which indicates that both distributions are asymmetric (their right tails are greater than their left ones).

- The kurtosis is greater than 3 for all subsequent iterations. This means that the right tails of both distributions are thicker than the tail of the normal distribution.

- It is also interesting to note that if the number of added edges $m$ increases, then the coefficient of variation approaches 1, the coefficient of asymmetry tends to 0, and kurtosis converges to 3. This means that the characteristics of the random numbers are close to the ones of the normal distribution.

It should also be noted that although the characteristics of both distributions are close to each other, the mathematical expectation of the total degree of the neighbors of a node grows log $t$ times faster than the expected degree of the same node.
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Appendix A

Lemma A1.

\[ E(d_i(t)s_i(t)) \sim m^2((m + 1) \log t - 2) \frac{t}{7}. \]  

Proof. Let us consider the stochastic difference equation:

\[ \Delta(d_i(t)s_i(t)) = d_i(t + 1)s_i(t + 1) - d_i(t)s_i(t) = \xi_i^{t+1}(d_i(t) + 1)(s_i(t) + m) + \eta_i^{t+1}d_i(t)(s_i(t) + 1) + (1 - \xi_i^{t+1} - \eta_i^{t+1})d_i(t)s_i(t) - d_i(t)s_i(t) = \]

\[ \xi_i^{t+1}(s_i(t) + md_i(t) + m) + \eta_i^{t+1}d_i(t). \]

It follows from (21) that

\[ E(\Delta(d_i(t)s_i(t))|G_t) = \frac{d_i(t)s_i(t)}{t} + \frac{m^2d_i(t)}{2t} + \frac{m d_i(t)}{2}. \]

We pass to the unconditional expectation of both parts taken at the moment \( t \), make the substitution \( f(t) = E(\Delta d_i(t)s_i(t)|G_t) \), and using the previously obtained relations (Equations (2) and (6))

\[ E(d^2_i(t)) = m(m + 1)\frac{t}{7} - m\left(\frac{t}{7}\right)^2, \]
\[ E(d_i(t)) = m\left(\frac{t}{7}\right)^\frac{1}{2}, \]

we obtain the following approximate differential equation:

\[ \frac{df}{dt} = \frac{f}{t} + \frac{m^2(m + 1)}{2t}. \]  

(A2)

Its solution is

\[ E(d_i(t)s_i(t)) = f(t) = \frac{m^2(m + 1)}{2t} t \log t + Ct, \]

where \( C \) is a constant, which we would like to find.

Let us consider \( E(d_i(t)s_i(t)) \) at moment \( i \). Since \( E(d_i(i)) \) is equal to constant \( m \), then using (17) we get

\[ E(d_i(i)s_i(i)) = mE(s_i(i)) = \frac{m^2}{2} ((m + 1) \log i - 2), \]

and consequently,

\[ C = -\frac{m^2}{i}. \]

Finally, we get Lemma A1.  \( \square \)
Lemma A2.

\[ \mathbb{E}(d_{i}^{2}(t)s_{i}(t)) \sim \frac{1}{2}m^{2}(m+1)(m+2)\left(\frac{t}{i}\right)^{\frac{3}{2}} \log t - (m^{2}(m+1)\log i + m^{3})\left(\frac{t}{i}\right)^{\frac{1}{2}}. \]  

(A3)

Proof. The stochastic equation is

\[ \Delta(d_{i}^{2}(t)s_{i}(t)) := d_{i}^{2}(t)(t+1)s_{i}(t+1) - d_{i}^{2}(t)s_{i}(t) = \]

\[ \xi_{i}^{i+1}(d_{i}(t)+1)^{2}(s_{i}(t)+m) + \eta_{i}^{i+1}d_{i}^{2}(t)(s_{i}(t)+1) + \]

\[ (1 - \xi_{i}^{i+1} - \eta_{i}^{i+1})d_{i}^{2}(t)s_{i}(t) - d_{i}^{2}(t)s_{i}(t) = \]

\[ \xi_{i}^{i+1}(md_{i}^{2}(t)+2d_{i}(t)s_{i}(t)+2ms_{i}(t)+s_{i}(t)+m) + \eta_{i}^{i+1}d_{i}^{2}(t). \]

It follows from (21) that

\[ \mathbb{E}(\Delta(d_{i}^{2}(t)s_{i}(t))|G_{t}) = \frac{3d_{i}^{2}(t)s_{i}(t)}{2t} + m \frac{d_{i}^{2}(t)}{2t} + \frac{d_{i}(t)s_{i}(t)}{2t} + m \frac{d_{i}(t)}{2t}. \]

Let us pass to the unconditional expectation of both parts at the moment \( t \) and make the replacement \( f(t) = \mathbb{E}(d_{i}^{2}(t)s_{i}(t)) \) and, using the obtained earlier relations (2), (6), (12), and Lemma A1, we get the following approximate differential equation:

\[ \frac{df}{dt} = \frac{3f}{2t} + m^{2}(m+1)(m+2)\frac{t^{2}}{i^{2}} + \frac{1}{2t}m^{2}(m+1)\log t - \frac{m^{2}(m+2)}{2i}. \]  

(A4)

Its solution has the form

\[ f(t) \sim \frac{1}{2}m^{2}(m+1)(m+2)\frac{t^{3}}{i^{2}} \log t + Ct^{\frac{3}{2}}, \]

where \( C \) is a constant of integration, which we find from the initial condition. To find \( \mathbb{E}(d_{i}^{2}(t)s_{i}(t)) \) at moment \( t = i \), we note that \( \mathbb{E}(d_{i}^{2}(t)) \) is equal to constant \( m^{2} \), while \( \mathbb{E}(s_{i}(t)) = \frac{m^{3}}{2}((m+1)\log i - 2) \). Then we get

\[ \mathbb{E}(d_{i}^{2}(i)s_{i}(i)) = m^{2}\mathbb{E}(s_{i}(i)) = \frac{m^{3}}{2}((m+1)\log i - 2), \]

and consequently,

\[ C = -\frac{m^{2}(m+1)\log i + m^{3}}{i^{2}}, \]

and we obtain Equation (A3). \( \square \)

Lemma A3.

\[ \mathbb{E}(d_{i}(t)s_{i}^{2}(t)) \sim \frac{1}{4}m^{3}(m+1)(m+2)\left(\frac{t}{i}\right)^{\frac{3}{2}} \log^{2} t + O(t^{\frac{3}{2}} \log t) \]

Proof. The dynamics of \( d_{i}s_{i}^{2} \) can be described by

\[ \Delta(d_{i}s_{i}^{2}(t)) := d_{i}(t+1)s_{i}^{2}(t+1) - d_{i}(t)s_{i}^{2}(t) = \]

\[ \xi_{i}^{i+1}(d_{i}(t)+1)(s_{i}(t)+m)^{2} + \eta_{i}^{i+1}d_{i}(t)(s_{i}(t)+1)^{2} + \]

\[ (1 - \xi_{i}^{i+1} - \eta_{i}^{i+1})d_{i}(t)s_{i}^{2}(t) - d_{i}(t)s_{i}^{2}(t) = \]

\[ \xi_{i}^{i+1}(2md_{i}(t)s_{i}(t)+m^{2}d_{i}(t)+s_{i}^{2}(t)+2ms_{i}(t)+m^{2}) + \eta_{i}^{i+1}(2d_{i}(t)s_{i}(t)+d_{i}(t)). \]
It follows from (21) that
\[
\mathbb{E}(\Delta(d_i^2(t)+1)|G_t) = \frac{3d_i(t) s_i^2(t)}{2t} + m \frac{d_i^2(t) s_i(t)}{t} + m^2 \frac{d_i^2(t)}{2t} + \left(m + \frac{1}{2}\right) \frac{d_i(t) s_i(t)}{t} + m^2 \frac{d_i(t)}{2t}.
\]

Using Equations (2) and (12), Lemmas A1 and A2, and making substitution \( f(t) = \mathbb{E}(d_i(t) s_i^2(t)) \), taking the unconditional expectation of both parts at the moment \( t \), we obtain the following approximate differential equation:
\[
\frac{df}{dt} = \frac{3f}{2t} + m^3(m+1) (m+2) \frac{t^{1/2}}{2^{\frac{3}{2}}} \log t - m^3 ((m+1) \log i + m) \frac{t^{1/2}}{2^{\frac{3}{2}}} + m^2 (m+1/2)(m+1) \frac{t^{1/2}}{2^{\frac{3}{2}}}, \tag{A5}
\]
the solution of which is
\[
f(t) = \frac{1}{4} m^3 (m+1) (m+2) \left(\frac{t}{i}\right)^{\frac{3}{2}} \log^2 t - m^3 ((m+1) \log i + m) \left(\frac{t}{i}\right)^{\frac{3}{2}} \log t + Ct^{\frac{3}{2}} + o(t^{\frac{3}{2}}),
\]
where \( C \) can be found from the initial condition. \(\square\)

**Lemma A4.**
\[
\mathbb{E}(d_i^3(t)s_i(t)) \sim \frac{1}{2} m^2 (m+1) (m+2) (m+3) \left(\frac{t}{i}\right)^{2} \log t + o(t^2)
\]

**Proof.** The evolution of \( d_i^3(t)s_i(t) \) can be described by the stochastic difference equation as follows:
\[
\Delta(d_i^3(t)s_i(t)+1) := d_i^3(t+1)s_i(t+1) - d_i^3(t)s_i(t) = \xi(d_i(t)+1)^3(s_i(t)+m) + \eta d_i^3(t)(s_i(t)+1) - \xi d_i^3(t)s_i(t) - \eta d_i^3(t)s_i(t) = \xi(md_i^3(t)+3d_i^3(t)s_i(t)+3md_i^3(t)+3d_i(t)s_i(t)+3md_i(t)+s_i(t)+m) + \eta d_i^3(t).
\]
Then it follows from (21) that
\[
\mathbb{E}(\Delta(d_i^3(t)s_i(t)+1)|G_t) = \frac{2d_i^3(t)s_i(t)}{t} + \frac{md_i^3(t)}{2t} + \frac{3d_i^3(t)s_i(t)}{2t} + \frac{3md_i^3(t)}{2t} + \frac{d_i(t)s_i(t)}{2t} + \frac{md_i(t)}{2t}.
\]
Denote \( f(t) = \mathbb{E}(d_i^3(t)s_i(t)) \). Then it follows from Equations (2), (6), (12), and (13) Lemmas A1 and A2 that
\[
\frac{df(t)}{dt} = \frac{2f(t)}{t} + \frac{m^2 (m+1) (m+2) (m+3) t}{2t^2} + c_0 t^{1/2} + c_1 \log t + c_2 + c_3 t^{-1/2},
\]
for some \( c_0, c_1, c_2, c_3 \). The solution of this differential equation is
\[
f(t) = \frac{1}{2} m^2 (m+1) (m+2) (m+3) \left(\frac{t}{i}\right)^{2} \log t + O(t^2).
\]
\(\square\)
Lemma A5.

\[ \mathbb{E}(d_i^2(t)s_i^2(t)) = \frac{1}{4}m^3(m+1)(m+2)(m+3)\left(\frac{t}{i}\right)^2 \log^2 t + o(t^2 \log t) \]

Proof. The value of \(d_i^2(t)s_i^2(t)\) evolves according to the following equation:

\[
\Delta d_i^2(t)s_i^2(t+1) = d_i^2(t+1)s_i^2(t+1) - d_i^2(t)s_i^2(t) = \\
\xi(d_i(t) + 1)^2(s_i(t) + m)^2 + \eta d_i^2(t)(s_i(t) + 1)^2 - \xi d_i^2(t)s_i^2(t) - \eta d_i^2(t)s_i^2(t) = \\
\xi(2md_i^2(t)s_i(t) + m^2d_i^2(t) + 2d_i(t)s_i^2(t) + 4md_i(t)s_i(t) + 2m^2d_i(t) + s_i^2(t) + 2ms_i(t) + m^2) + \eta(2d_i^2(t)s_i(t) + d_i^2(t)).
\]

Then it follows from (21) that

\[
\mathbb{E}(\Delta d_i^2(t)s_i^2(t+1) \mid G_i) = \\
\frac{2d_i^2(t)s_i^2(t)}{t} + \frac{md_i^2(t)s_i(t)}{t} + \frac{(2m + \frac{1}{2})d_i^2(t)s_i(t)}{t} + \frac{m^2d_i^2(t)}{2t} + \\
\frac{d_i(t)s_i^2(t)}{2t} + \frac{md_i(t)s_i(t)}{t} + \frac{m^2d_i^2(t)}{2t} + \frac{m^2d_i(t)}{2t}.
\]

Denote \(f(t) = \mathbb{E}(d_i^2(t)s_i^2(t))\). Then it follows from Equations (2), (6) and (12), Lemmas A1–A4 that

\[
\frac{df(t)}{dt} = \\
\frac{2f(t)}{t} + \frac{1}{2}m^3(m+1)(m+2)(m+3)\frac{t \log t}{t^2} + \\
c_0t + c_1t^{1/2} + c_2 \log t + c_3 + c_4t^{-1/2}, \quad (A6)
\]

for some \(c_0, c_1, c_2, c_3, c_4\). The solution of Equation (A6) has the form

\[
f(t) = \frac{1}{4}m^3(m+1)(m+2)(m+3)\left(\frac{t}{i}\right)^2 \log^2 t + O(t^2 \log t).
\]

\[\square\]

Lemma A6.

\[ \mathbb{E}(d_i(t)s_i^3(t)) \sim \frac{1}{8}m^4(m+1)(m+2)(m+3)\left(\frac{t}{i}\right)^2 \log^3 t + o(t^2 \log^2 t) \]

Proof. The evolution of \(d_i(t)s_i^3(t)\) from \(t\) to \(t+1\) follows the equation

\[
\Delta(d_i s_i^3(t+1)) := d_i(t+1)s_i^3(t+1) - d_i(t)s_i^3(t) = \\
\xi(d_i(t) + 1)(s_i(t) + m)^3 + \eta d_i(t)(s_i(t) + 1)^3 + (1 - \xi - \eta)d_i(t)s_i^3(t) = \\
\xi(3md_i(t)s_i^2(t) + 3m^2d_i(t)s_i(t) + m^3d_i(t) + s_i^3(t) + 3ms_i(t) + 3m^2s_i(t) + m^3) + \\
\eta(3d_i(t)s_i^2(t) + 3d_i(t)s_i(t) + d_i(t)).
\]
Then it follows from (21) that

\[
E(\Delta(d_i s_i^3)(t + 1) \mid G_i) = \frac{2d_i(t)s_i^3(t)}{t} + \frac{3md_i^2(t)s_i^2(t)}{2t} + \frac{3(m + 1)d_i(t)s_i(t)}{2t} + \frac{3m^2d_i^2(t)s_i(t)}{2t} + \frac{(3m^2 + 1)d_i(t)s_i(t)}{2t} + \frac{m^3d_i^2(t)}{2t} + \frac{m^3d_i(t)}{2t}.
\]

Denote \( f(t) = E(d_i(t)s_i^3(t)) \). Using Equations (2) and (6), Lemmas A1–A3, and A5, we get the following differential equation

\[
\frac{df(t)}{dt} = \frac{2f(t)}{t} + \frac{3}{8t^2}m^4(m + 1)(m + 2)(m + 3)t \log^2 t + c_1t \log t + \cdots + c_7t^{1/2},
\]

for some constant \( c_1, \ldots, c_7 \). Its solution can be presented as follows:

\[
f = \frac{1}{8}m^4(m + 1)(m + 2)(m + 3) \left(\frac{t}{t}ight)^2 \log^3 t + o(t^2 \log^2 t).
\]

\[\blacksquare\]
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