Transformer-Based Generative Model Accelerating the Development of Novel BRAF Inhibitors
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ABSTRACT: The de novo drug design based on SMILES format is a typical sequence-processing problem. Previous methods based on recurrent neural network (RNN) exhibit limitation in capturing long-range dependency, resulting in a high invalid percentage in generated molecules. Recent studies have shown the potential of Transformer architecture to increase the capacity of handling sequence data. In this work, the encoder module in the Transformer is used to build a generative model. First, we train a Transformer-encoder-based generative model to learn the grammatical rules of known drug molecules and a predictive model to predict the activity of the molecules. Subsequently, transfer learning and reinforcement learning were used to fine-tune and optimize the generative model, respectively, to design new molecules with desirable activity. Compared with previous RNN-based methods, our method has improved the percentage of generating chemically valid molecules (from 95.6 to 98.2%), the structural diversity of the generated molecules, and the feasibility of molecular synthesis. The pipeline is validated by designing inhibitors against the human BRAF protein. Molecular docking and binding mode analysis showed that our method can generate small molecules with higher activity than those carrying ligands in the crystal structure and have similar interaction sites with these ligands, which can provide new ideas and suggestions for pharmaceutical chemists.

1. INTRODUCTION

Nowadays, with the dramatic improvement of the computing power of computers and the rapid progress of artificial intelligence and machine learning algorithms, CADD is also developing rapidly due to the integration of new methods.1 Deep-learning-based CADD methods have been widely used in many fields such as performing protein−ligand activity classification, affinity prediction, ADMET prediction, synthesis route design, and protein folding prediction.5−6 Compared with the existing computational methods, this kind of model showed superior performance in terms of calculation speed and precision. In recent years, several deep generative models have been proposed to explore the vast space of drug-like chemistry by encoding molecules into a continuous latent space.7 Segler et al.,8 Popova et al.,9 and Olivecrona et al.10 trained an end-to-end recurrent neural network (RNN) generative model using only SMILES as the input. To improve the efficiency of the model to generate valid molecules, memory-augmented RNN was introduced.13 Similar generative models include variational autoencoders (VAEs)11 and generative adversarial networks (GANs),12 which learn underlying data distribution in an unsupervised setting.

With the excellent performance of reinforcement learning (RL) in solving dynamic decision problems, Popova et al.9 and Olivecrona et al.10 applied it to the problem of designing chemical libraries with required properties.

RL is used to combine the generative model with the predictive model to guide the generator to generate novel chemical entities with desired properties. Similar to it is the particle swarm optimization (PSO) algorithm.13,14 RL guides the generative model through the reward mechanism to find the optimal search space, while the PSO algorithm aims to find the optimal point from the whole chemical space under the guidance of Objective function. Transfer learning (TL) is used to design drugs for specific targets. Several research groups have demonstrated that RNNs can be fine-tuned by TL to generate molecules that are structurally similar to drugs with known activities against particular targets.15,16 However, these generative models are based on RNN, which exhibits limitation in capturing long-range dependency,17 whereas molecules expressed in the SMILES format have longer sequences. The
increasingly long sequences significantly affect these models’ prediction capacity.

The more recent Transformer model\textsuperscript{18} achieved impressive performance in a number of tasks by getting rid of recurrence and introducing a multihead self-attention mechanism, which enabled processing very long sequences. Grechishnikova et al. used a complete Transformer architecture to generate lead compounds for specific proteins with only sequence information, treating molecular generation as a translation task for protein sequences and molecular SMILES.\textsuperscript{19} Zheng et al. proposed a scaffold hopping model using the Transformer architecture.\textsuperscript{20} The goal of this model is to predict the “hopped” molecule with improved pharmaceutical activity and a dissimilar two-dimensional (2D) structure but a similar three-dimensional (3D) structure by inputting a reference molecule and a specified protein. All of these works used the complete encoder–decoder architecture of the Transformer.

In this work, we propose a novel ligand-based de novo molecular design approach for targeting specific proteins. First, we trained a Transformer-encoder-based generator on ChEMBL’s 1.6 million data sets to learn the grammatical rules of known drug molecules. Second, TL is used to introduce the prior knowledge of drugs with known activities against particular targets into the generative model to construct new molecules similar to the known ligands. This is then followed by an RL module to combine the generative model and the predictive model to optimize the parameters of the generator to generate small molecules with high scores, that is, molecules with drug-like properties that are expected to bind well with the target. Finally, molecular docking was used to further evaluate the activity of the generated molecules.

The evaluation results showed that the generative model based on the Transformer was superior to the generative model based on RNN (GRU, LSTM) in terms of the stability of the training process, the accuracy of generating valid molecules, the performance of RL, and the feasibility of molecular synthesis. In addition, the samples generated by the generative model almost covered the entire chemical space occupied by BRAF inhibitors, which proves that the Transformer-based de novo drug design method is successful under “low data” conditions and our generative model has the potential to generate BRAF inhibitors with novel structures and higher activity. Finally, molecular docking and binding mode analysis proved that our model could generate quality candidate compounds for BRAF.

2. RESULTS AND DISCUSSION

2.1. Performance Evaluation of Generative and Predictive Models. Our Transformer-based generative model was trained with ~1.6 million structures from the ChEMBL database to learn the rules that define SMILES strings corresponding to chemical structures and design new
chemical libraries (please see Materials and Methods for technical details). To compare the performance of the Transformer-based generative model with the previous RNN-based one, we trained a stack-augmented gated recurrent unit (GRU) model for molecular generation on the same data set, which is widely used in de novo drug design.9,10,16 We tested the effect of different layers of GRU on generating valid molecular percentages. Unlike Transformer structures, the expressive power of the GRU cannot be increased by deepening the network (Table S1). We tested the effect of different layers of GRU on generating valid molecular percentages. Unlike Transformer structures, the expressive power of the GRU cannot be increased by deepening the network (Table S1). Therefore, only one layer of GRU was used for molecular generation in our experiment.

It can be seen from the training process that our generative model is more stable and has higher accuracy on the validation set (Figure 1). In addition, it was found in the experiment that the bidirectional GRU did not improve the performance of the generative model (Figure 1).

A known drawback of approaches for de novo design is frequent generation of chemical infeasible molecules.7,10 To address this problem, a total of 100 000 compounds were sampled from the pretrained generative model 10 times, 10 000 compounds at a time. (Among them, the samples of GRU were sampled at the position of iteration = 300, and the samples of the Transformer were sampled at the position of iteration = 500.) As can be seen from the statistical results in Table 1, our generative model reduced the percentage of invalid molecules (which cannot be parsed by the RDKit library) from 4.368 to 1.694%. In addition, we count the lengths of retained and invalid molecules. The average value of the two in the Transformer-based generative model is 46/55, while in the GRU-based generative model it is 44/62, indicating that the RNN model is weaker than the Transformer model in capturing the long-range dependency of small molecules.

In addition to the efficiency of producing valid molecules, another key for de novo-generated molecules is the feasibility of their synthesis. We calculated the synthetic accessibility score (SAS) from the two generator samples, which were in the range of 1−10. The mean SAS of molecules generated by the Transformer was 2.78 and that of GRU was 2.89, compared with 2.84 from the ChEMBL training set. Therefore, our generative model is superior to GRU-based generative model in terms of the accuracy of generating valid molecules and the feasibility of their synthesis.

To introduce the existing structure experience of the specific targets into the generative model, the Transformer-based model and the GRU-based model were, respectively, fine-tuned by TL. A total of 4702 inhibitors (pIC50 ≥ 4) of BRAF and its similar proteins (UniProt ID: P15056, P10398, P04049) were used as a training set of TL. TL was performed for 100 epochs until the distribution of the Tanimoto similarity

**Table 1. Sample Statistical Results of Transformer-Based and GRU-Based Generators**

|               | Transformer   | GRU           | Transformer   | GRU           |
|---------------|---------------|---------------|---------------|---------------|
| invalid       | 1.694% ± 0.102% | 4.368% ± 0.361% | 1.170% ± 0.052% | 2.690% ± 0.167% |
| redundant     | 0.075% ± 0.022% | 0.038% ± 0.015% | 30.273% ± 0.525% | 33.828% ± 0.616% |
| retained      | 98.231% ± 0.115% | 95.594% ± 0.351% | 68.557% ± 0.552% | 63.482% ± 0.456% |

Figure 2. Performance of the generative model and the predictive model. (A) Distribution of the maximum Tanimoto similarity between the molecules generated by the model and the BRAF inhibitors. (B) Example of the Tanimoto similarity between the generated molecule and the original structure. (C) Comparison between predicted and observed pIC50 values. Metrics reported are Pearson’s correlation coefficient (R) and root-mean-squared error (RMSE).
between the generated molecules and the training data set showed no further improvement. It can be seen from Figure 2A,B that the TS between the molecules generated after TL and the training set increased, which indicated that the generative model captures the structural features of the existing inhibitors. In addition, the generative model based on GRU generated more structures that were more similar to the training set after TL (44% of the molecules have TS greater than 0.5), while our method enables a bigger structural leap from the existing inhibitors (47% of molecules have TS between 0.3 and 0.5). Therefore, although the similarity between the molecules generated by our generative model after TL and the training set increases, there is no limit to the ability of the generator to produce novel scaffolds.

Predictive models are key to generating molecules with specified desired properties for the de novo drug design. Any QSAR model is generally designed to establish a conversion between the molecular descriptor of a compound and its biological activity. In this work, we built a regression model to predict pIC50 values using only molecular SMILES as the input (please see Materials and Methods for technical details). Using 5-fold cross-validation on BRAF and its similar protein inhibitors, we obtained the model accuracy expressed as Pearson’s correlation coefficient \( R = 0.82 \) and root-mean-squared error (RMSE) = 0.76 for predicting pIC50, indicating a strong positive correlation between the predicted and observed values (Figure 2C). In addition, to confirm the predictive ability of the model, we performed verification on the PDBbind data set. As a ligand-based prediction model, we obtained the model accuracy expressed as Pearson correlation coefficient \( R = 0.68 \) and RMSE = 1.46 for predicting pIC50 on the PDBbind data set (Table S2). Therefore, our predictive model can establish a good correlation between the molecular structure and the biological activity.

Subsequently, RL is used to guide the generative model (after TL) to generate novel compounds with desired properties (please see Materials and Methods for technical details). The Transformer-based and GRU-based generative models were optimized by the same RL architecture, respectively. To evaluate the generation efficiency of the optimized generative model, a total of 100 000 compounds were sampled from the optimized generative model for 10 times. It can be seen from Table 1 that the optimized model has a higher redundancy percentage, which may be due to the fact that RL has reduced the sampling space of the model to obtain higher rewards. It is worth noting that as the reward increases, the redundancy percentage increases, resulting in a decrease in the proportion of valid and unique molecules (Table S3). Therefore, we stopped optimizing at reward = 15.

Figure 3 shows the optimization results of the molecules generated by the two generative models. It can be seen from Figure 3A that when the two models achieved similar activity distributions, the molecules generated by the Transformer were less similar to the existing BRAF inhibitors (Figure 3B). Therefore, the molecular structures generated by the Transformer were more novel. In addition, the molecules generated by the Transformer performed better in drug-likeness distribution and synthesizable distribution (Figure 3C,D). As a result, our Transformer-based generative model can improve the problems faced by RNN-based generative models and perform better in the property distribution and structural diversity of the generated molecules.

2.2. Discovery of New Candidate Compounds Targeting BRAF. After RL, 50 000 molecules were sampled...
from the Transformer-based generative model to find candidate compounds targeting BRAF, of which 63.4% of the small molecules were unique and valid (invalid: 1.14%, redundant: 33.21%, training set-identical: 2.17%). Finally, 63.4% (31,714) of the small molecules were retained for further analysis. The Murcko scaffold21 was extracted from the training data set and the retained set of generated molecules to check whether a new structure was generated. The total number of unique Murcko scaffolds were found to be 1404 in existing BRAF inhibitors and 15,058 in generated molecules. A TS cutoff of 0.5 was used to define the dissimilarity between a pair of scaffolds.22 After all pair-wise scaffold similarities were computed, 10,595 scaffolds (70.4%) from the generated molecules were found to be dissimilar to the scaffolds in the training set. Extended Connectivity FingerPrint (ECFP4) was used as the descriptor for embedding, and each small molecule was projected onto a two-dimensional plane using t-SNE. As can be seen from Figure 4, the samples almost covered the entire chemical space occupied by BRAF inhibitors, which indicated that the generative model after RL captures the structural features of the existing inhibitors and has the potential to generate BRAF inhibitors with structural diversity.

At present, the reported BRAF protein has two inhibitor binding sites, as shown in Figure S1A. The first binding site is competitive occupation of adenosine triphosphate (ATP) binding sites and these inhibitors are called kinase I inhibitors (Figure S1A); PLX-4032 is a typical kinase I inhibitor. Another is the allosteric binding site, and these inhibitors are called kinase II inhibitors (Figure S1B); belvarafenib belongs to kinase II inhibitors. Due to the binding of allosteric sites, kinase I inhibitors have better selectivity than kinase II inhibitors. Therefore, the reserved 31,714 molecules were virtually screened for the two crystal structures (6XFP, 3OG7) of BRAF, respectively, and conformations with a score less than −8 kcal/mol were retained for study, among which 3,533 compounds were reserved for 6XFP and 3,519 for 3OG7. Figure 5 shows the representative compounds with different scaffolds generated by the generative model that had a higher docking score (DS) than the ligands from BRAF crystal structures. Some of these molecules differ greatly in structure from existing inhibitors (lower TS) but have high docking scores, which has the potential to become potent BRAF inhibitors with novel structures. More structures with their docking scores are provided in Supporting Information 2.

2.3. Comparing the Binding Mode of Representative Compounds with Belvarafenib and PLX-4032. First, the ligand PLX-4032 in 3OG7 and belvarafenib in 6XFP were re-docked in their binding pockets to verify the accuracy of Glide, and the docking scores are −11.8 kcal/mol and −14.3 kcal/mol for PLX-4032/BRAF and belvarafenib/BRAF complexes, respectively. Then, we selected five compounds with different frames for the two BRAF binding pockets and compared the binding modes, as shown in Figures 6 and 7. Figure 6 shows the binding mode of BRAF to the representative compounds with different frames with higher scores than that of PLX-4032, and these compounds also have low similarity (compared with already reported BRAF inhibitors), which illustrates that these compounds have better affinity with BRAF than that with PLX-4032. The important interaction of BRAF and inhibitors is to form hydrogen bonds with the residues in the hinge region of BRAF (GLN530, TRP531 and/or CYS532) and hydrophobic interaction at the ATP binding sites. Obviously, the five compounds form hydrogen bonds and hydrophobic interactions with the residues GLN530, TRP531, and/or CYS532. However, when these compounds bind to ATP binding sites, some groups are exposed to solvents, and these structures will have greater flexibility, such as Mol_00147 and Mol_09590. These two compounds may need to be structurally modified in the future.

The compounds Mol_00605, Mol_22896, Mol_06416, Mol_12256, and Mol_19439 have similar interaction with BRAF at the ATP binding site and with belvarafenib, including the hydrogen bond with the residues GLN530, TRP531, and/or CYS532 and hydrophobic interaction (Figure 7). In addition to these key interactions, the five compounds also have hydrophobic interaction with BRAF at the allosteric binding site. The residues at the allosteric binding site mainly include GLU501, ILE527, ASP594, PHE595, and LEU597, and the interaction of the compounds with these residues improves the selectivity of the compounds to BRAF. In conclusion, the compounds Mol_00147, Mol_05056, Mol_18104, Mol_18796, Mol_09590, Mol_06416, Mol_22896, Mol_06416, Mol_12256, and Mol_19439 exhibited a higher inhibitory activity to BRAF than that of PLX-4032 and belvarafenib.

3. CONCLUSIONS

We have proposed a Transformer-encoder-based generative model for a de novo drug design, and sample evaluation of the original pretrained model and the RL-optimized generative model shows that our method is superior to the existing generative models in terms of the percentage of valid compounds generated and the property/activity distribution of generated molecules. It has been observed that our target-specific generative model can capture the features of existing active ligands and has a huge chemical sampling space (the generated molecules almost covered the entire chemical space occupied by BRAF inhibitors). Molecular docking and binding pattern analysis demonstrate that our method can generate small molecules with higher activity than those carrying ligands
in the crystal structure and have similar interaction sites with these ligands, which improves the selectivity of these molecules to BRAF. When the three-dimensional structure of the protein and a small number of active ligands are known, the proposed method can be applied to any target protein for the de novo drug design. In addition, the method can also be used for virtual screening of molecular library generation and fragment-based molecular design.

4. MATERIALS AND METHODS

4.1. Transformer-Based Generator. As with the text generation task, the first step in de novo drug design is to train a generator, which aims to learn the rules of organic chemistry that define SMILES strings corresponding to realistic chemical structures. We collected ~1.6 million small molecules from the ChEMBL database to train the generative model, and each small molecule is represented in SMILES format to train a generator of Seq. 2Seq. The SMILES data set was preprocessed to remove stereochemistry, salts, and molecules with undesirable atoms or groups. In the end, ~1.6 million small molecules with a length of 100 or less were retained for training the generative model.

Since the SMILES string has a natural sequential ordering, it is common to factorize the joint probabilities over symbols as the product of conditional probabilities. In recent years, there have been significant improvements in the expressiveness of models capable of calculating these conditional probabilities, such as RNN like GRU and self-attention architectures like the Transformer. In this work, the encoder module in the Transformer is used to build our generative model (Figure 8A). A similar generative network is GPT-2, which is widely used in commonsense reasoning, question answering, and textual entailment. Compared with architectures with similar functions such as RNN architectures, the Transformer framework used by GPT-2 provides a more structured memory for handling long-term dependencies in sequence, resulting in robust transfer performance across diverse tasks. Therefore, in our method, we use a generative model based on the Transformer encoder. The architecture and parameter settings of the generative model are shown in Supporting Information Table S4.

The parameters of the generative model are updated by reducing the cross-entropy loss between the real tokens and the predicted tokens. In the training process, the optimizer we used was AdamW, the learning rate was set as 0.00015, and the model tended to converge after 500 iterations of training.
Figure 6. Comparing the bound mode of PLX-4032 and the representative compounds. (A) is the carrying ligand in the crystal structure of 3OG7, while (B), (C), (D), (E), and (F) are representative compounds with high docking scores and different scaffolds.

Figure 7. Comparing the bound mode of belvarafenib and the representative compounds. (A) is the carrying ligand in the crystal structure of 6XFP, while (B), (C), (D), (E), and (F) are representative compounds with high docking scores and different scaffolds.
Finally, the trained generator is saved as a pretrained model to be weighted by a task-specific transfer learning model.

4.2. Fine-Tuned by Transfer Learning. In the process of the de novo drug design, random generation without prior experience is too blind to be generated for specific targets. Therefore, how to endow the deep generative model with specific research experience is the key to molecular design for specific tasks. In this work, we introduce the existing leading experience into the pretrained model through transfer learning (TL). We collected the existing BRAF and its similar proteins (UniProt ID: P15056, P10398, P04049) and inhibitors (pIC50 ≥ 4) from the ChEMBL database as small samples (4702 inhibitors) and used TL to guide the generative model to learn the structure feature in those samples.

During TL, all of the layers of the generative model are frozen, which will not be adjusted in the process of gradient calculation and backward transmission, except for the last linear layer (Figure 8B). Only the parameters of the last Linear layer are adjusted, which prevent the model from forgetting the molecular features on small samples, so as to generate compounds that are similar to the training set. The weight of the pretrained model was loaded and trained on small samples during TL.

4.3. Ligand-Based Score Function. After TL, the small molecules generated by the generator show a high structural similarity to the training set used by TL. Therefore, we designed a QSAR model based on neural network, which is confirmed to be the most potential tool for QSAR analysis and feature extraction,28,29 for predicting IC50 values of small molecules. In this work, we designed a predictive model, RNN taking SMILES as the only input, that contains a GRU for extracting small molecule features and three fully connected layers for reducing features and predicting IC50 values. The data sets used for training the predictive model were the same as those used for TL, and 5-fold cross-validation was used to evaluate the model’s performance. All of the architecture and hyperparameter information for the predictive model are provided in Supporting Information 1—Table S4.

4.4. Reinforcement Learning. The generative model learns a prior policy during training, which is an unbiased probability distribution of different symbols at each position of the SMILES string. In this section, the generative model is combined with the predictive model through reinforcement learning (RL) to generate molecules with specified desirable properties, where the generator acts as the agent to decide what character to choose next given the current state.9,10,16

The set of state S is defined as all possible strings with lengths from zero to value T, and the action space A is defined as all probable characters for the next position. The reward is defined as a function of the predicted value from the predictive model. The goal of the policy gradient method (or RL) is to update the agent to increase the reward for the generated sequences.10

To make the agent inherit the syntax of SMILES and the distribution of the molecular structure in ChEMBL that the prior generator has learned, the agent is anchored to prior policy through an augmented likelihood10

\[
\log P(A)_U = \log P(A)_{Prior} + \sigma R(A)
\]

where \( P(A)_{Prior} \) denotes the prior likelihood, \( \sigma \) denotes the weight coefficient, and \( R(A) \) denotes the reward function calculated as

\[
R(x) = \exp\left(\frac{x}{3.0}\right)
\]

where \( x \) is the predicted value from the predictive model.9
The long-term return $G(s_t)$ can be modified by the agreement between the agent likelihood $\log P(A)\lambda$ and the augmented likelihood. The goal of the agent is to learn a strategy for maximizing the expected return $G(s_t)$, which can be translated into the problem of minimizing the following loss function $J(\theta)$

$$G(s_t) = -[\log P(A)U - \log P(A)\lambda]$$

$$J(\theta) = -G(s_t)$$

Therefore, the problem of generating chemical compounds with desired properties can be formulated as a task of finding a vector of parameters $\theta$ of the agent generative model. The parameter settings of the model are shown in Supporting Information 1—Table S4.

4.5. Virtual Screening by BRAF Receptor Structure-Based. Molecular docking is one of the most commonly used methods in structure-based drug design, which can predict the affinity between the ligand and the target; so, it can be used to screen bioactive compounds in the early stage of drug development. Therefore, we chose BRAF inhibitor as an example to verify our model. First, the crystal structure of the BRAF complex (PDB ID: 3OG7Å and 6XFPÅ) was downloaded from the PDB database for simple optimization, including adding hydrogen atoms, distributing protonation state of residues, and minimizing the energy with the OPLS-2005 force field. The center of mass of the ligand in the complex was defined as the binding site, and the receptor grid box was set to 20 Å × 20 Å × 30 Å. All of the docking procedures were completed in Schrödinger2015.

The reserved compounds produced in the previous training will be docked into the preset BRAF binding pocket through the following three-step protocol: first, all structures were docked and scored by the Glide high-throughput virtual screening (HTVS) scoring mode, and the top 10% structures were retained; second, the saved structures from the previous step were re-docked and scored by the Glide standard precision (SP) scoring mode, and the top 10% structures were retained; finally, the saved structures were re-docked and scored by the Glide extra precision (XP) scoring mode.
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