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Abstract

Factorization of the (formal) path integral measure in a Wiener path integrals for Yang–Mills diffusion is studied.

Using the nonlinear filtering stochastic differential equation, we perform the transformation of the path integral defined on a total space of the Yang–Mills principal fiber bundle and come to the reduced path integral on a Coulomb gauge surface.

Integral relation between the path integral representing the “quantum” evolution given on the original manifold of Yang–Mills fields and the path integral on the reduced manifold defined by the Coulomb gauge is obtained.

1 Introduction

The gauge field theories belong to a class of infinite dimensional dynamical systems with a symmetry. One of the main problem in theoretical and mathematical physics is the quantization of such dynamical systems. A crucial question is of how the extra degrees of freedom should be treated in quantization of the gauge theories.

Every dynamical system with a symmetry give rises to a system with a lower degrees of freedom. A new system (a reduced dynamical system) may be completely described via invariant variables.

It can be assumed that similarly to the classical case a quantum behaviour of two systems (the original system and the reduced one) are also related to each other. This assumption is verified, for example, in path integral quantization of finite dimensional dynamical systems with a symmetry where
we have an integral relation between the corresponding path integrals for the
original and the reduced dynamical systems.

In order to get the path integral for the reduced system in a gauge field
theory, we make use of the Faddeev – Popov method \[1\]. In this method
we consider the quantum evolution on a gauge surface. This evolution is
equivalent to the quantum evolution of the dynamical system given on the
gauge orbit space.

At present, the Faddeev – Popov method of the path integral quantization
of the gauge theories is the most effective method for studying the reduced
quantum evolution in the perturbation theory. In this quantization method,
the special transformation of the path integrals cancels the redundant degrees
of freedom that are related to the gauge symmetry.

Another method which can be used for description of the quantum evo-
lution of the reduced system was proposed by Rossi and Testa in \[2\]. Almost
the same approach to the quantization of the Yang–Mills field was given in
the paper of Teitelboim \[3\]. In these methods, the quantum evolution on the
orbit space of a group action was presented \[1\] by the integral over the gauge
group with the original gauge field propagator as the integrand.

Exploring the relationship between the Faddeev–Popov quantization and
that one given by Rossi and Testa, we carried out the model investigation of
a path integral reduction problem in a finite dimensional case \[5, 6\]. We have
considered the dynamical system describing the motion of a scalar particle on
a smooth compact manifold with a given Lie group action. This dynamical
system may be regarded as a finite dimensional model for a dynamical system
with a gauge symmetry. A standard quantization of this model was presented
in \[7, 8\].

In our papers, we have considered the diffusion of a scalar particle on a
smooth compact manifold and have established that a path integral measure
generated by the stochastic process does not invariant under reduction. The
path integral transformation (from the original path integral to the path
integral which describes the evolution of the reduced system) gave rise to
additional terms (the transformation Jacobian) in the differential generator
(the reduced ”quantum Hamiltonian”) of the semigroup related with the
reduced stochastic process.

This result was obtained by factorization of a path integral measure.
An initial path integral measure was decomposed into two measures. The
first measure was generated by the stochastic process given on the orbit of
the group action and the second measure was constructed by the stochastic
process defined on the orbit space.

\[1\]This evolution is locally equivalent to the evolution on a gauge surface.
The path integral measure transformation was performed by using the nonlinear filtering stochastic differential equation from the stochastic process theory. Due to the symmetry of our model, the nonlinear filtering equation was in fact the linear equation. This allowed us to present its solution via the multiplicative stochastic integral.

In this paper we extend our method of the local measure factorization [6] to the path integrals of the Euclidean Yang–Mills field theory. That is, considering the Schrödinger approach to the quantization of the field theories, we shall study the transformation of the path integral which represents the evolution of an initial function given on a space of Yang–Mills connections. As in [2], the noncanonical variable $A_0$ will be excluded from evolution by the gauge condition $A_0 = 0$. The residual gauge degrees of freedom are related to the time independent gauge transformations. We shall fix this rest symmetry by using the Coulomb gauge.

It is known that owing to an ambiguity of the Coulomb gauge, one cannot uniquely determine the coordinates of a point on a total space of the principal fiber bundle. Nevertheless we assume in the paper that in restricted domain, to which our evolution belongs, it is possible to use this gauge for fixing the residual degrees of gauge freedom. Because of the local character of our evolution we shall not consider in the paper the effects coming from the nontrivial topology of the reduced manifold.

In a finite dimensional case, a free, proper and isometric action of a Lie group on a smooth compact manifold leads to a principal fiber bundle picture in which an original manifold $P$ can be viewed as a total space of this principal fiber bundle. In a gauge theory, the original manifold is an infinite dimensional space of the Yang–Mills connections. In this case, in order to meet the requirements of the slice theorem by which one gets the principal fiber bundle structure on a manifold, one has to impose some additional restrictions both on gauge connections and on the gauge transformation group. These questions have been studied in detail in [9, 10, 11, 12]. The results of these investigations enable us by two possibilities.

According to the first possibility, one must use the pointed gauge group with the elements from the corresponding Sobolev class of functions. Elements of this group are restricted to satisfy the condition $g(x_0) = e$ at some fixed point $x_0$ of the manifold $M$. (Here $e$ is an identity element of a gauge group.)

We shall follow in the paper the second possibility by which the points of a manifold $\mathcal{P}$ are chosen to be the irreducible connections in the principal fiber bundle $P(M, G)$ in Sobolev class $H_k$, $k > 3$. Also, the quotient group of
the gauge transformation group by its center is used as the transformation group acting on this manifold. We shall denote this quotient group by $\mathcal{G}$, with $g \in \mathcal{G}$ of $H_{k+1}$. Then, by the slice theorem it can be proved that the orbit space $M = \mathcal{P}/\mathcal{G}$ is a Hilbert manifold.

Further restrictions that one has to impose onto the class of allowed gauge fields are related with path integrations. In a finite dimensional case, we have used the path integrals in which measures were generated by the solutions of the stochastic differential equations. The main contribution to the study of the stochastic processes for Yang–Mills fields has been done by Asorey and Mitter in [13]. In their papers, it was given a rigorous definition of the regularized stochastic process on a Hilbert manifold of the Yang–Mills orbits. They proved the Itô formula for the stochastic differentiation of the Yang–Mills stochastic processes. Besides, they have constructed the regularized semigroup and its infinitesimal generator for the quantum evolution on the orbit space.

These results were obtained by compactifying the three–dimensional space with a volume cut–off and introducing the ultraviolet regularization. An original plane metric given on the space of gauge connections was modified by inserting of the extra factors $(I + \triangle_A/\Lambda^2)^k$, where $\triangle_A = d_A d_A^* + d_A^* d_A$ is the Laplace operator and $\Lambda$ is a cut–off parameter. Such a replacement of the original (weak) metric allowed them to obtain a family of gauge invariant (strong) Riemannian metrics given on the space of the gauge connections $\mathcal{P}$. Then, using the regularized metric, they have constructed the diffusion processes on the tangent space over the original manifold of the Yang–Mills connections and on the gauge orbit manifold $M$.

In [13], the global stochastic processes on a manifold have been defined from local processes by a standard method based on the parallel displacement in the fiber bundle. Notice that there is another approach to the global definition of the stochastic process on a manifold. It was proposed by Belopolskaya and Daletskii in [16]. It is their method was used in our papers concerning the path integral reduction in the finite dimensional case. In this method the local stochastic processes, defined on charts of the tangent bundle, are mapped onto the manifold with the help of the exponential mapping. It follows that one can study the global stochastic evolution by means of the local evolutions given on charts of the manifold.

The aim of our present investigation is to establish the relation between the path integral which describes the quantum evolution given on the original manifold of the Yang–Mills connections and the path integral representing
the quantum evolution on the gauge orbit space. The investigation will be based on the approach to the path integral measure factorization developed earlier in [5, 6].

We shall consider the case when the Riemannian metric of the original manifold (the manifold of gauge connections) is plane. In this case in order to have a properly defined Gaussian measure and the Wiener process on a tangent space to the original manifold one has to describe an evolution with the help of the rigged space: $\mathcal{H}_+ \subset \mathcal{H} \subset \mathcal{H}_-$. A choice of the corresponding Sobolev classes of functions for these Hilbert spaces (the choice of a definite $\mathcal{H}_-$) is determined by the analytical restrictions that are necessary for the definition of diffusion processes (and the path integrals) related with the original evolution given in the principal fiber bundle. The diffusion processes in such spaces were studied in [16].

We note that the inductive limit of the chain of continuously and densely embedded Sobolev–Hilbert spaces of distributions (the Hilbert spaces $\mathcal{H}_{-k}$) formed by completion of the Schwartz space of functions $\mathcal{S}$ with respect to the appropriate norms is the space $\mathcal{S}'(\mathbb{R}^3) = \bigcup_{k=1}^{\infty} \mathcal{H}_{-k}(\mathbb{R}^3)$ of the Schrödinger representation of the quantum field theory. The quantum operators of this representation act in the space $L^2(\mathcal{S}', d\mu)$. In case of a free quantum field theory, the measure $\mu$ is a Gaussian measure.

In path integral approach to the quantization of the field theories, one of the main problems is a correct treatment of the interaction potential in the Feynman–Kac formula. Before using this formula in the path integral describing the evolution in the space of functions given on $\mathcal{S}'$, one has to regularize the potential term of the Hamiltonian. We remark that the consistent solution of the quantum evolution problem in this approach was only done for the limited number of the simple quantum field models.

On the other hand, the study of the quantum evolution with the regularized form of the Hamiltonian (as e.g. in [13]) results in the renormalization problem in the obtained final expression. We note that general solution of this problem in path integration is known at present only in the scope of the perturbation theory.

By this reason in the paper we shall study the particular case of the evolution which is given on the Hilbert manifold of the gauge fields equipped with the plane (unregularized) metric. It means, in fact, that we shall deal with the factorization of the formal path integral measure.

---

$^{4}\mathcal{S}'$ is the Schwartz space of tempered distribution.
2 Backward Kolmogorov equation

The Feynman propagation kernel

\[ G(A_b, t_b; A_a, t_a) = \langle A_b | e^{-iH(t_b-t_a)} | A_a \rangle \]

in \( A_0 = 0 \) gauge can be written symbolically as \[2\]:

\[ G(A_b, t_b; A_a, t_a) = \int DA(t, x) \ e^{iS(A_0=0)}, \]

where the action \( S \) is

\[ S = \int_{t_a}^{t_b} dt \int d^3x \ L, \]

with \( L = \frac{1}{2g^2} \sum \text{Tr}(F_{\mu\nu}F^{\mu\nu}) \), \( F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu + [A_\mu, A_\nu] \).

We shall investigate not a true quantum evolution given by above Feynman path integral but the evolution generated by the corresponding diffusion process on the Riemannian manifold of Yang–Mills connections. The transition probability of this process can be defined by the solution of the corresponding backward Kolmogorov equation. The Green function of the backward Kolmogorov equation with the self–adjoint operator also satisfies the forward equation which, in turn, can be transformed into the Schrödinger equation for the Feynman propagation kernel by changing the parameter \( \kappa \) of the equation for \( i \).

Notice that the transition from the Wiener path integrals representing the solution of the forward Kolmogorov equation to the Feynmann path integrals is an independent problem in path integration.

Our backward Kolmogorov equation has the following formal form:

\[ \begin{align*}
\left\{ \begin{array}{l}
\left( \frac{\partial}{\partial t_a} + \frac{1}{2} \mu^2 \kappa \Delta_P[A_a] + \frac{1}{\mu^2 \kappa} V[A_a] \right) \psi_{t_b}(A_a(x), t_a) = 0 \\
\psi_{t_b}(A_b(x), t_b) = \phi_0(A_b(x)),
\end{array} \right. \\
(t_b > t_a).
\end{align*} \tag{1} \]

In eq.\(1\), \( A_a(x) \equiv (A_a)_\alpha^i(x) \), \( \mu^2 = \hbar g_0^2 \), \( \phi_0(A) \) is a given initial function of the gauge connection, \( \kappa \) is a real positive parameter. \( \Delta_P[A] \) is the Laplace operator given on the original plane Riemannian manifold \( P \) of gauge connections:

\[ \Delta_P[A] = G^{(\alpha,i,x)}_{(\beta,j,x')} \frac{\delta^2}{\delta A^{(\alpha,i,x)} \delta A^{(\beta,j,x')}} = \int d^3x' k^{\alpha \beta} \delta_{ij} \frac{\delta^2}{\delta A^\alpha_i(x) \delta A^\beta_j(x)}, \]
where \( G^{(\alpha,i,x)}(\beta,j,x') = \delta^{\alpha \beta} \delta^{ij} \delta^3(x - x') \). (Here and what is follows we assume summation over equal discrete indices and integration in case of equal continuous indices.) An invariant potential term \( V[A] \) of the Yang–Mills Hamiltonian is

\[
V[A] = \int d^3x \frac{1}{2} k_{\alpha\beta} F^\alpha_{ij}(x) F^{\beta ij}(x),
\]

\( k_{\alpha\beta} = c^\tau_{\mu\alpha} c^\mu_{\tau\beta} \) is the Cartan–Killing metric for a group \( G \).

We see that owing to the singular behavior of \( G^{(\alpha,i,x)}(\beta,j,x') \), there are two functional derivatives given at the same point in the Laplace operator of eq. (1). It may lead to divergency and the expression, as it stands, is not correctly defined.

There are various methods to get over this difficulty. It can be done, for example, by modifying the original plane metric \( G^{(\alpha,i,x)}(\beta,j,y) \). In [13], an extra convergent factor was introduced into the original weak metric. Thereby the Hilbert manifold was equipped with a strong Riemannian metric and it became possible to determine the regularized Laplace operator which acts in the space of twice differentiable and bounded functions given on this manifold.

When one describes the evolution in rigged Hilbert spaces the domain of the properly defined Laplace operator is the space of functions given on the Hilbert space of distributions \( \mathcal{H}_- \). The action of the Laplace operator in this space can be defined [15, 19] as trace (in \( \mathcal{H} \)) of the second derivative of these functions taken in \( \mathcal{H}_- \) and then restricted to \( \mathcal{H} \). The kernel of the corresponding differential operator is usually written (in a symbolical form) by means of the variational derivatives. It is also possible to determine the Laplace operator by its action on cylindrical functions given on \( \mathcal{H}_- \) (see e.g. [20] or [21]).

We note that if one chooses a (weak) scalar products (as a basic scalar products) in the Hilbert spaces, that are the tangent spaces to the original manifold, then one needs to come to the rigged Hilbert spaces. The rigged Hilbert space given in the tangent space can be obtained by making use of the Hilbert space construction from [13]. The model space of the Hilbert manifold with the modified Riemannian metric obtained there can be taken as the Hilbert space \( \mathcal{H}_+ \) in the triple of the rigged spaces. This space and its adjoint space \( \mathcal{H}_- \) (with respect to \( \mathcal{H} \)) supplies the tangent spaces to the original manifold \( \mathcal{P} \) with the rigged structure \( \mathcal{H}_+ \subset \mathcal{H} \subset \mathcal{H}_- \).

The obtained picture should be further generalized since in quantum field theory the gauge fields belong to the space of distributions.

\(^5\)In case of the Schrödinger representation of the quantum field theory this operator acts in the space of functions on \( \mathcal{S}' \).
Therefore, one has to deal with a manifold which is a Hilbert manifold modeled on the Sobolev–Hilbert space of distributions $H_{-}$. An inductive limit of a chain of such manifolds could be regarded as "manifold of Schwartz distributions". This object is not yet elaborated enough to be applied in our case, but we note that it is possible to determine (see ref. [2]) the "dual manifold" which is the projective limit of the corresponding Hilbert manifolds.

According to [16] the solution of the backward Kolmogorov equation for the diffusion on the Hilbert Riemannian manifold $P$ (provided that the coefficients of the equation are appropriately chosen) can be presented as a limit (under subdivision of the time interval) of the superposition of the local semigroups:

$$
\psi_{tb}(A_a(x), t_a) = \hat{U}(t_b, t_a)\phi_0(p_a) = \lim_q \hat{U}_{\eta}(t_a, t_1) \cdot \ldots \cdot \hat{U}_{\eta}(t_{n-1}, t_b)\phi_0(A_a(x)).
$$

(2)

The local evolution semigroups $\hat{U}_\eta$ are determined by the equations:

$$
\hat{U}_\eta(s, t)\phi(A) = E_{s, A}\phi(\eta(t)) \ s \leq t, \ \eta(s, x) = A(x),
$$

(3)

where the expectation value of the functions $\phi$ is taken over the stochastic process which is a local representative of the global stochastic process $\eta$ obtained by means of the exponential mapping from the corresponding stochastic process defined in the tangent bundle $TP$.

Thus the behaviour of the original global semigroup is determined by local evolution semigroups. And these local semigroups are defined by solutions of the local stochastic diffusion differential equations. Therefore, it is possible to derive the transformations of the global semigroup (2) by studying transformations of the local stochastic differential equations.

The global semigroup (2) can be written (symbolically) as

$$
\psi_{tb}(A_a(x), t_a) = E\left[\phi_0(\eta(t_b)) \exp\left\{\frac{1}{\mu^2 \kappa} \int_{t_a}^{t_b} V[\eta(u)]du\right\}\right] = \int_{\Omega_\eta} d\mu^\eta(\omega)\phi_0(\eta(t_b)) \exp\{\ldots\},
$$

(4)

where $\eta_t(x) = \eta(t, x)$ is a stochastic process given on a manifold $P$ (in our case – on a manifold of the original gauge connections). $\mu^\eta$ is a measure generated by this process on the path space $\Omega_\eta = \{\omega_t \equiv \omega(t, x) : \omega(t_a, x) = 0, \eta(t, x) = A_a(x) + \omega(t, x)\}$.

Such a representation for the solution of the Kolmogorov equation given by the path integral over the space of paths $\Omega_\eta$ is possible if on charts of the tangent bundle to the Hilbert manifold $P$ there exist the self–adjoint, positive operators of trace class. Regarding each of these operators (usually defined
by the quadratic form) as the covariance operator of a Gaussian measure one determines the Wiener processes and then the diffusion processes on charts of $T\mathcal{P}$. In fact, it is the case of [13], where the manifold $\mathcal{P}$ was endowed with the regularized metric.

The stochastic differential equation for the local components $\eta^{(\alpha,i,x)}_t$ of the regularized stochastic process $\eta_t$ is as follows:

$$
\frac{d\eta^{(\alpha,i,x)}(t)}{dt} = \mu \sqrt{K} \bar{X}^{(\alpha,i,x)}_{\bar{M}}(\eta(t)) \, dw^\mathcal{M}(t),
$$

where $w^\mathcal{M}(t)$ is a Wiener process and the "matrix" $\bar{X}^{(\alpha,i,x)}_{\bar{M}}$ is derived from the local equality: $\sum_{K} \bar{X}^{(\alpha,i,x)}_{K} \bar{X}^{(\beta,j,y)}_{K} = G^{(\alpha,i,x),(\beta,j,y)}$. (The bar over indices indicates that these indices are to be taken as belonging to the Euclidean space.) The regularized form of the metric leads to the matrices $\bar{X}^{(\alpha,i,x)}_{\bar{M}}$ that include the factors $(I + \triangle_A/\Lambda^2)^{-k/2}$ with $k > 3$ and even. The differential generator of the "true" stochastic process defined by the local stochastic differential equation, which has the diffusion term with the same coefficient as in equations [13] and also the corresponding drift term, is the Laplace–Beltrami operator of the manifold with the regularized metric.

In our formal approach we shall not deal with the regularization questions. It means that our original stochastic process is given on a Hilbert manifold $\mathcal{P}$ with a plane Riemannian metric. That is, we endow the Hilbert manifold $\mathcal{P}$ of the gauge fields in Sobolev class $H_k$ ($k > 3$) with the Riemannian structure by choosing the (weak) $L^2$ scalar product in its model space – the Hilbert space $\mathcal{H}$. The stochastic process on $\mathcal{P}$ is described by the local stochastic differential equation [13] in which we set $\bar{X}^{A}_{\bar{M}} = \delta_{\bar{M}}^A$.

The process $w^\mathcal{M}(t)$ of equation [13] is a "cylindrical version" of the Wiener process that can be constructed in the space of paths with the values in some Hilbert space $\mathcal{H}_-$ in which there exists a Gaussian measure. In the Hilbert space $\mathcal{H}_-$, in case of using the $L^2$ weak scalar product, we can only determine the cylindrical measure, since the identity operator being the correlation operator of the covariance given by this scalar product is not of the trace class.

The Wiener process $w_t$ with the values in $\mathcal{H}_-$ and which has the identity correlation operator in $\mathcal{H}$ is called the canonical Wiener process. In appropriate Itô calculus its properties in the Hilbert space $\mathcal{H}$ can be written as follows:

$$
\mathbb{E} \left( dw_t(f) \, dw_t(g) \right) = dt \, (f, g)_{L^2}
$$

---

6We present here only the diffusion part of the equation.

7The corresponding local stochastic differential equations for the processes with the values in $\mathcal{H}_-$ must be considered in a weak sense.
or formally, as \( E(dw_t(x) dw_t(y)) = dt \delta^3(x - y) \) and \( E(dw_t(x)) = 0 \).

Thus our stochastic differential equations (5) can be used only for definition of the cylindrical measures on the space of the paths that have their values in the Hilbert space \( \mathcal{H} \).

Therefore we can consider the semigroup (2) only as a formal expression presented by the superposition of multiple integrals. These integrals are obtained from the cylindrical approximations of the local evolution semigroups and are equal to the integrals of the cylindrical functions. The integrals are taken over the corresponding cylindrical measures. The rigorous definition of the semigroup (2) acting in the space of functions given on the Hilbert space of distributions \( \mathcal{H}_- \) should be based on the regularization of the metric and the renormalization of the final expression.

The evolution semigroup (2) acts in the Banach space of bounded and continuous functions (functionals) given on the space of gauge fields. The space of functions can be supplied by the scalar product

\[
(\psi, \psi) = \int_{\mathcal{P}} \bar{\psi}(A(x)) \psi(A(x)) \prod_x dA^a_\alpha(x),
\]

which also has a formal sense, since the “measure” \( \prod_x dA^a_\alpha(x) \) is not defined as a Lebesgue measure.

It worth to notice that in case of exploiting the rigged Hilbert spaces for description of the evolution, one can overcome the problem of the definition of the scalar product in the space of the “wave functions”. It can be done by using the Gaussian measure instead of the formal measure of the scalar product (6). But in this case, because of changing of the “natural” normalization of the wave functions, the self-adjoint Hamilton operator has to include an additional term [15].

### 3 Metric on \( \mathcal{P} \) in bundle coordinates

The gauge field \( A \) defined on \( M \) is the pull-back of a smooth connection one-form given on a trivial principle fiber bundle \( P(M, G) \) \( (P = M \times G) \). Here \( M \) – is a compact three–dimensional space \( (S^3 \text{ or } T^3) \) and \( G \) – is a compact simple Lie group. We shall consider not a space of all smooth connections but its subspace \( \mathcal{P} \) of the irreducible connections. For a connected manifold \( M \), the holonomy group of each irreducible connection coincides with the group \( G \).
The gauge transformation group acts on a space of the irreducible con-
nexions. But this action is not free. To obtain a free action one should
factor out the group of gauge transformations by the transformations taking
their values in the centre of the group. The resulting factor group, which we
shall denote by $\mathcal{G}$, consists of such maps from $M$ to $G$ that belong to the
Sobolev class $H^{k+1}$ with $k > 3$.

From the slice theorem it follows [14] that $P$ may be viewed as a total
space of a bundle of connections $\pi : P \rightarrow M$ in which the base $\mathcal{M} = P/\mathcal{G}$ is the space of gauge orbits. The space $P$ can be locally presented as
$\pi^{-1}(U) \sim U \times \mathcal{G}$, where $U$ is a neighbourhood of a point $\pi(p)$ on the base
manifold $\mathcal{M}$. Note that existence of such a pinciple fiber bundle was proved in [14, 11, 12, 22].

We shall define the coordinates on this principal fiber bundle by extending
an approach of [24] to the infinite dimensional case. This approach was used
in [6] when we studied the quantum motion of a scalar particle on a manifold
with a given action of the compact group Lie. Notice that introduction of
the coordinates by method of [24] is similar to what has been done earlier in
other papers concerning the gauge field quantization [25, 26, 27].

The fiber bundle coordinates of a point $p \in P$ will be determined by gauge
fixing method. We use the Coulomb gauge condition $\chi^\nu(A) \equiv \partial^k A^\nu_k(x) = 0,$
$($$\nu = 1, \ldots, N_G$$)$ which is imposed on the gauge fields. It means that original
coordinates $"Q^A"$ (i.e., the gauge fields $A^\alpha_i(x)$ in our case) of a point $p \in P$
can be expressed by means of the coordinates of the corresponding point
given on a gauge surface $\Sigma$ and a coordinates of a certain group element of
a gauge group $\mathcal{G}$.

We shall use the following symbolical representation for the right action
of the gauge group on the space $P$ of the irreducible connections:

$$\bar{A}^{(\alpha,i,x)} = F^{(\alpha,i,x)}(A(x), g(x)).$$

An explicite form of the transformation is given by

$$\bar{A}^\alpha_i(x) = \rho^\alpha_\beta(g^{-1}(x)) A^\beta_i(x) + u^\alpha_\mu(g(x)) \frac{\partial g^\mu(x)}{\partial x^i},$$

where matrix $u^\alpha_\mu(g(x))$ is analogous to the matrix $u^\alpha_\mu(g)$ which is one of the
auxilieries matrices of the compact Lie groups. The left and right auxilieries
matrices result from the differentiation of the group multiplication function
(the multiplication table given in the space of group parameters) by the group
elements.

Recall that matrix $v^\alpha_\beta(g)$ is equal to $\frac{\partial \bar{A}^\alpha(g}\cdot g_1) = 1}$ and matrix $u^\alpha_\mu(g)$ is
inverse to $v^\alpha_\beta(g)$: $v^\alpha_\beta u^\alpha_\gamma = \delta^\alpha_\beta$. Likewise, the matrix $\bar{v}^\alpha_\beta(g)$ is defined by $\bar{v}^\alpha_\beta(g) = \bar{A}^\alpha_i(x) = \rho^\alpha_\beta(g^{-1}(x)) A^\beta_i(x) + u^\alpha_\mu(g(x)) \frac{\partial g^\mu(x)}{\partial x^i},$
\[ \frac{\partial \delta^{\alpha}(g_1, g)}{\partial g^\beta_1} \bigg|_{g_1 = e} = \text{and } \bar{u}^\alpha_\beta \text{ is its inverse matrix. The matrix } \rho^\alpha_\beta(g) = \bar{u}^\nu_\alpha(g) v^\nu_\beta(g) \text{ is a matrix of the adjoint representation of a group } G. \text{ An inverse matrix } \rho^\alpha_\beta(g^{-1}) \equiv \bar{\rho}^\alpha_\beta(g) \text{ is defined by } \bar{\rho}^\alpha_\beta \rho^\beta_\gamma = \delta^\alpha_\gamma. \]

Let an arbitrary point \( p \) with the coordinates \( Q^A \) be given on a manifold \( P \). And let the action of a group \( G \) be given on this manifold. With the help of the gauge surface \( \Sigma (\chi^\alpha = 0) \), which has a transverse intersection with the orbits of the group action, we can determine such a group element \( g \in G \) that takes the point \( p \) along the orbit to the corresponding point on \( \Sigma \). The coordinates \( g(Q) \) of this element \( g \) can be obtained by solving the following equation:

\[ \chi^\alpha(F(Q, g^{-1}(Q))) = 0. \]

For the Coulomb gauge, this equation is as follows:

\[ \partial_i(x) \left[ \rho^\alpha_\beta(g(x)) A^{\beta}_{i}(x) - \rho^\alpha_\nu(g(x)) u^\nu_\sigma(g(x)) \frac{\partial g^\sigma(x)}{\partial x^i} \right] = 0. \]

That is, in order to find the element \( g(x) \), which takes \( A \) to the gauge surface \( \chi^\alpha = 0 \), we must solve this equation provided that the gauge field \( A(x) \) is given.

The coordinates \( Q^* \) of the corresponding point on a submanifold \( \Sigma \) can be obtained from the solution of the equation \( Q^*^A = F_A(Q, g^{-1}(Q)) \), where \( Q \) are the coordinates of the original point on the manifold \( P \). In our case, the coordinates \( Q^* \) are the dependent coordinates: the gauge connections \( A^*^\alpha_i(x) \) are subjected to the gauge condition \( \chi^\alpha(A^*) = 0. \)

Therefore we have the bijective correspondence \( A^\alpha_i(x) \leftrightarrow (A^*^\alpha_i(x), g^\mu(x)) \) given by the gauge transformation

\[ A^\alpha_i(x) = \rho^\alpha_\beta(g^{-1}(x)) A^*^\beta_i(x) + u^\alpha_\mu(g(x)) \frac{\partial g^\mu(x)}{\partial x^i}. \]

Of course, all this is valid if the equation for \( g^\mu(x) \) has a unique solution for a given \( A^*^\alpha_i(x) \).

Notice that we are allowed to use the points of the surface \( \Sigma \) for coordinatization of the total space \( P \) of the bundle of connections since there is a local isomorphism between the trivial principal bundle \( \Sigma \times G \rightarrow \Sigma \) and the principal bundle \( P(M, G) \) (for the last bundle we have locally \( \pi^{-1}(U) \sim U \times G \)).

Using the Coulomb gauge, we shall consider the evolution in a sufficiently small neighbourhood of a point \( p \) given on the original manifold. It will be also assumed that the gauge surface has a transversal intersection with each

\[^8\text{Matrix } \rho_{(\alpha,x)}^{(\beta,y)} = \rho^\alpha_\beta(g(x)) \delta^\beta_\gamma(x - y) \text{ will be the matrix of the adjoint representation of the gauge transformation group } G.\]
gauge orbit. And hence we will assume the validity of the slice theorem in our case.

Changing $A^\alpha_i(x)$ for $(A^*{}^\alpha_i(x), g^\mu(x))$, we chose new coordinates on the manifold $\mathcal{P}$ (the total space of the principal fiber bundle $\pi : \mathcal{P} \to \mathcal{M}$). Now our aim is to get a new coordinate representation of the original Riemannian metric

$$ds^2 = G_{(\alpha,i,x)(\beta,j,y)} \delta A^{(\alpha,i,x)} \delta A^{(\beta,j,y)},$$

where

$$G_{(\alpha,i,x)(\beta,j,y)} = G \left( \frac{\delta}{\delta A^\alpha_i(x)}, \frac{\delta}{\delta A^\beta_j(y)} \right) = k_{\alpha\beta} \delta^{ij} \delta^3(x - y).$$

As in a finite dimensional case, it can be done if we make a replacement of variables provided that the fact of dependence of the gauge fields $A^*$ will be taken into account. The "vector fields" transformation formula is a straightforward generalization of the corresponding formula from the finite dimensional case:

$$\frac{\delta}{\delta A^{(\alpha,i,x)}} = \tilde{F}^{(\mu,k,u)}_{(\alpha,i,x)} N^{(\nu,p,v)}_{(\mu,k,u)} (A^*) \frac{\delta}{\delta A^*(\nu,p,v)} + \tilde{F}^{(\epsilon,m,z)}_{(\alpha,i,x)} \chi^{(\mu,v)}_{(\epsilon,m,z)} (A^*) \tilde{\chi}^{(\nu,p)}_{(\beta,u)} (g) \frac{\delta}{\delta g^{(\sigma,p)}},$$

(7)

where we have denoted by $\tilde{F}$ the matrix which is inverse to the matrix $F^{(\mu,k,u)}_{(\alpha,i,x)}$ defined as follows:

$$F^{(\alpha,i,x)}_{(\beta,j,y)} [A, g] = \frac{\delta A^{(\alpha,i,x)}}{\delta A^{(\beta,j,y)}} = \rho^3_\beta (g^{-1}(x)) \delta^i_j \delta^3(x - y).$$

It satisfies the relation:

$$F^{(\alpha,i,x)}_{(\beta,j,y)} \tilde{F}^{(\beta,j,y)}_{(\epsilon,k,z)} = \delta^\alpha_\epsilon \delta^i_k \delta^3(x - z).$$

Note that matrix $F^{(\mu,k,u)}_{(\alpha,i,x)}$ acts in the tangent space to the manifold $\mathcal{P}$.

In formula (7), by $N^{(\nu,p,v)}_{(\mu,k,u)}$, which is equal to

$$N^{(\alpha,i,x)}_{(\beta,j,y)} = \delta^{(\alpha,i,x)}_{(\beta,j,y)} - K^{(\alpha,i,x)}_{(\mu,z)} (\Phi^{-1})^{(\mu,z)}_{(\nu,u)} \chi^{(\nu,u)}_{(\beta,j,y)},$$

we have denoted the projection operator onto the subspace which is orthogonal to the Killing vector field $K_{(\alpha,y)}$. For our metric $G_{(\alpha,i,x)(\beta,j,y)}$, the Killing vector field $K_{(\alpha,y)}$ is

$$K_{(\alpha,y)} = K^{(\mu,i,x)}_{(\alpha,y)} \frac{\delta}{\delta A^{(\mu,i,x)}}.$$
where
\[ K^{(\mu,i,x)}_{(\nu,y)}(A) = \left[ (\delta_{\alpha}^\nu \partial_i(x) + c_{\nu\alpha}^\mu A_i^\nu(x)) \right] \delta^3(x - y) \equiv \left[ D_{\alpha}^\mu(A(x)) \right] \delta^3(x - y) \]
(here \( \partial_i(x) \) is a partial derivative with respect to \( x^i \)). These vector fields are obtained by taking the functional derivative of \( F^{(\alpha,i,x)}(\nu,y) \) with respect to \( g(x) \) and then setting \( g \) to an identity. Our Killing vector fields
\[ K^{(\alpha,y)}_{(\mu,z)} = \left( -\delta_{\mu}^\alpha \partial_i(y) + c_{\nu\alpha}^\mu A_i^\nu(y) \right) \frac{\delta}{\delta A_i^\mu(y)} \equiv \tilde{D}_{\alpha i}^\mu(A(y)) \frac{\delta}{\delta A_i^\mu(y)} \]
(taking no integration with respect to \( y \)) act in the space of functions that depend on the gauge connections.

The Faddeev–Popov matrix \( \Phi \) is defined as follows:
\[ \Phi^{(\nu,y)}_{(\mu,z)}[A] = K^{(\alpha,i,x)}_{(\mu,z)} \chi^{(\nu,y)}_{(\alpha,i,x)} \cdot \]

For the Coulomb gauge, we have
\[ \chi^{(\nu,y)}_{(\alpha,i,x)} = \delta_{\mu}^\nu \left[ \partial_i(y) \delta^3(y - x) \right] \cdot \]

Therefore, the matrix \( \Phi \) (restricted to the gauge surface) is equal to
\[ \Phi^{(\nu,y)}_{(\mu,z)}[A^*] = \left[ (\delta_{\mu}^\nu \partial^2(y) + c_{\nu\sigma}^\mu A_{i \sigma}^\nu(y) \partial_i(y) ) \right] \delta^3(y - z) \]

or
\[ \Phi^{(\nu,y)}_{(\mu,z)}[A^*] = \left[ ( D[A^*] \cdot \partial )_{\mu}^\nu(y) \right] \delta^3(y - z) \cdot \]

An inverse matrix \( \Phi^{-1} \) can be determined by the equation
\[ \Phi^{(\nu,y)}_{(\mu,z)}(\Phi^{-1})^{(\mu,z)}_{(\sigma,u)}(y,u) = \delta_{\mu}^\nu \delta^3(y - u) \]

That is, it is the Green function for the Faddeev–Popov operator:
\[ \left[ \partial_i(y)D_{\mu}^{\nu,i}[A(y)] \right] (\Phi^{-1})^{(\mu,z)}_{(\sigma,u)}(y,u) = \delta_{\mu}^\nu \delta^3(y - u) \cdot \]

(The boundary conditions of this operator depend on a concrete choice of a base manifold \( M \).) By a second group of variables, the Green function \( \Phi^{-1} \) satisfies the following equation:
\[ \left[ -\tilde{D}_{\alpha}^\mu[A(z)] \partial_i(z) \right] (\Phi^{-1})^{(\mu,y)}_{(\sigma,z)}(y,z) = \delta_{\mu}^\nu \delta^3(y - z) \cdot \]

Notice that in the formula (7), the matrix \( \Phi^{-1} \), as well as the other terms of the projector \( N \), is given on the gauge surface \( \Sigma \).
In definition of the transformed metric, besides the operator $N$, we shall also use another projection operator $(P_\perp)^{(\alpha,k,x)}_{(\beta,m,y)}$. This operator performs the projection onto the tangent plane to the submanifold $\Sigma$ and can be written symbolically as

$$(P_\perp)^{(\alpha,k,x)}_{(\beta,m,y)} = \delta_\alpha^\beta \left[ \delta_k^m + \partial_m \frac{1}{-\partial^2} \partial^k \right] \delta^3(y - x).$$

Its definition and properties (together with the properties of the projection operator $N$) are given in Appendix.

In new coordinates, the metric $\tilde{G}_{AB}(A^*, g)$ of the manifold $\mathcal{P}$ is presented by the matrix:

$$\tilde{G}_{AB}(A^*, g) = \begin{pmatrix} \tilde{G}_{(\alpha,i,x)}(\beta,j,y) & \tilde{G}_{(\alpha,i,x)}(\gamma,y) \\ G_{(\gamma,y)}(\alpha,i,x) & \tilde{G}_{(\alpha,x)}(\beta,y) \end{pmatrix}.$$ (8)

It has the following elements with respect to the basis $(\frac{\delta}{\delta A^*}, \frac{\delta}{\delta y})$:

$$\tilde{G}_{(\alpha,i,x)}(\beta,j,y) = G_{(\bar{\alpha},m,x)}(\bar{\beta},n,y) (P_\perp)^{(\bar{\alpha},m,x)}_{(\alpha,i,x)} (P_\perp)^{(\bar{\beta},n,y)}_{(\beta,j,y)} = k_{\bar{\alpha}\bar{\beta}} \delta_{mn} (P_\perp)^{(\bar{\alpha},n,x)}_{(\alpha,j,y)}.$$

The off-diagonal elements of this metric are

$$\tilde{G}_{(\alpha,i,x)}(\gamma,y) = G_{(\bar{\alpha},m,x)}(\bar{\beta},n,y) (P_\perp)^{(\bar{\beta},n,y)}_{(\alpha,i,x)} K^{(\bar{\alpha},m,x)}_{(\mu,u)} \tilde{u}_{(\gamma,y)} = k_{\bar{\alpha}\bar{\beta}} \delta_{mn} C_{\sigma\mu} A^\sigma_{\bar{\mu}} (v) (P_\perp)^{(\bar{\beta},n,y)}_{(\alpha,i,x)} \tilde{u}_{\gamma}(g(y)).$$

The element of $\tilde{G}_{(\alpha,x)}(\beta,y)$ of the transformed metric is equal to

$$\tilde{G}_{(\alpha,x)}(\beta,y) = \gamma_{(\mu,x)}(v,y) \tilde{u}_{(\mu,x)}(\alpha,y) \tilde{u}_{(\beta,y)} = k_{\epsilon\sigma} \delta^{kl} \left[ \tilde{D}_\epsilon^{\mu} A^\mu(x) \right] \tilde{D}_\nu^{\epsilon} A^\nu(y) \delta^3(x - y) \tilde{u}_{\alpha}^\mu(g(x)) \tilde{u}_{\beta}(g(y)).$$

By analogy with the finite dimensional case, the orbit metric $\gamma_{(\mu,x)(\nu,y)}$ can be defined as

$$\gamma_{(\mu,x)(\nu,y)} = K^{(\alpha,i,z)}_{(\mu,x)} G_{(\alpha,i,z)(\beta,j,u)} K^{(\beta,j,u)}_{(\nu,y)}.$$

Hence,

$$\gamma_{(\mu,x)(\nu,y)} = \int d^3u d^3v k_{\varphi\alpha} \delta^{kl} \delta^3(u - v) \left[ D_\epsilon^{\mu} A^\mu(u) \delta^3(u - x) \right] \left[ D_\nu^{\epsilon} A^\nu(v) \delta^3(v - y) \right].$$

Metric $\gamma$ may be explicitly written in the following form:

$$\gamma_{(\mu,x)(\nu,y)} = k_{\varphi\alpha} \delta^{kl} \left[ (-\partial^\mu_\epsilon \partial^\nu_\epsilon \delta^3(x) + c^\mu_\sigma \sigma_{\epsilon\mu} A^\sigma_k(x) (\delta^\nu_\epsilon \partial^\nu_\epsilon (y) + c^\alpha_\epsilon A^\alpha_k(y)) \delta^3(x - y) \right].$$
Matrix $\tilde{G}^{AB}(A^*, g)$,
\[
\tilde{G}^{AB}(A^*, g) = \begin{pmatrix}
\tilde{G}^{(\alpha,i,x)}(\beta,j,y) & \tilde{G}^{(\alpha,i,x)}(\sigma,y) \\
\tilde{G}^{(\alpha,i,x)}(\sigma,x) & \tilde{G}^{(\sigma,y)}(\epsilon,y)
\end{pmatrix},
\]

is inverse to the matrix $\hat{G}_{AB}$. The matrix elements of $\tilde{G}^{AB}$ are given by
\[
\tilde{G}^{(\alpha,i,x)}(\beta,j,y) = G^{(\tilde{\alpha},m,\tilde{x})}(\tilde{\beta},n,\tilde{y}) N^{(\alpha,i,x)}(\tilde{\alpha},m,\tilde{x}) N^{(\beta,j,y)}(\tilde{\beta},n,\tilde{y})
\]
\[
\tilde{G}^{(\alpha,i,x)}(\sigma,y) = G^{(\tilde{\alpha},n,\tilde{x})}(\tilde{\beta},m,\tilde{y}) N^{(\alpha,i,x)}(\tilde{\alpha},n,\tilde{x}) \Lambda^{(\nu,y)}(\tilde{\alpha},n,\tilde{x}) \bar{v}^{\sigma}(g(y))
\]
(In the previous formula there is no an integration with respect to $y$).

A new term $\Lambda$ is defined as follows:
\[
\Lambda^{(\nu,u)}(\tilde{\beta},m,\tilde{y}) = \chi^{(\mu,z)}(\tilde{\beta},m,\tilde{y}) (\Phi^{-1})^{(\nu,u)}(\mu,z).
\]
Its explicit representation is
\[
\Lambda^{(\nu,u)}(\tilde{\beta},m,\tilde{y}) = (-1) \left[ \partial_m (\tilde{\gamma}) (\Phi^{-1})^{(\nu,u)}(\tilde{\beta},m,\tilde{y}) (\Phi^{-1})^{(\alpha,x)}(\beta,y) \right].
\]

The matrix element $\tilde{G}^{(\sigma,x)}(\epsilon,y)$ of the matrix $\tilde{G}^{AB}$ may be written as
\[
\tilde{G}^{(\sigma,x)}(\epsilon,y) = G^{(\tilde{\alpha},n,\tilde{x})}(\tilde{\beta},m,\tilde{y}) \Lambda^{(\nu,x)}(\tilde{\alpha},n,\tilde{x}) \Lambda^{(\mu,y)}(\tilde{\beta},m,\tilde{y}) \bar{v}^{\sigma}(g(x)) \bar{v}^{\epsilon}(g(y))
\]
(there is no here an integration with respect to $x$ and $y$).

Notice that matrix elements of $\hat{G}_{AB}$ and $\tilde{G}^{AB}$ are restricted to the gauge surface, that is, they depend on $A^*$.

The matrices $[8]$ and $[9]$ are pseudo inverse to each other:
\[
\tilde{G}^{AB} \hat{G}_{BC} = \begin{pmatrix}
(P_{\perp})^{(\mu,k,u)}(\nu,m,v) & 0 \\
0 & \delta^{(\alpha,x)}(\beta,y)
\end{pmatrix}.
\]

The determinant of the matrix $[8]$ is equal to
\[
(\det \hat{G}_{AB}) = (\det G_{AB}(Q^*)) (\det \gamma_{\alpha\beta}(Q^*)) (\det \chi^T)(\det \bar{u}^\mu(a))^2 \\
\times (\det \Phi^\delta_{\beta}(Q^*))(\det \bar{u}^\mu(a))^2
\]

An explicit form of this determinant is given by the following formula:
\[
(\det \hat{G}_{AB}) = (\det k_{\alpha\beta} \gamma_{\alpha\beta}(Q^*) \det \chi^T)(\det \bar{u}^\mu(a))^2 (\partial \cdot D^\alpha_{\beta}[A^*]) \det P_{\perp},
\]

where
\[
\det (P_{\perp})^{(\alpha,k,x)}(\beta,m,y) = \det (\partial_m \frac{1}{(-\partial^2)^{\frac{3}{2}}} \delta^k).
\]
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4 Transformation of the stochastic process and the semigroup

In the previous section, we have introduced new local coordinates on the manifold \( P \) of the gauge connections. These coordinates have been obtained by means of transformation of the original variables.

A similar local transformation can be done for the stochastic process \( \eta(t) \) and we come to another stochastic process \( \zeta(t) \). The local components \((A^*_t(x), g_t(x))\) of the process \( \zeta(t) \) can be expressed through the components of the process \( \eta(t) \) by the gauge transformation formulae:

\[
\eta^{(\alpha,i,x)}(t) = F^{(\alpha,i,x)}(A^*_t(t), g(t)).
\]

The local processes are given on charts of the manifold \( P \). These processes are correspond stochastically to each other in general domains of the charts intersections. By applying the method of \[16\], we can then construct the global stochastic process in that part of the manifold \( P \), where we are allowed to consider the Coulomb gauge as a true gauge.

To transform the global semigroup \([2]\), we, first of all, make the transformations of the local semigroups \([3]\). Our transformations of the local stochastic processes are the phase space transformation of the stochastic processes. It is well known that these transformations conserve the probabilities. Therefore, the transformations will leave invariant the path integral measures in our local semigroups.

Measures of our path integrals are generated by the stochastic processes defined by the solutions of the stochastic differential equations. After performing the transition to the process \( \zeta(t) \), we come to a new semigroup represented in the form of mathematical expectation of initial function taken with respect to the measure generated by the transformed process.

We are interested in the stochastic differential equations for the local components \((A^*_t(x), g_t(x))\) of the process \( \zeta(t) \). Let us recall how the similar stochastic differential equations have been obtained \([6]\) in a finite dimensional case. In that case we considered the transformation of the stochastic process \( \eta(t) \) given on a compact Riemannian manifold \( P \).

Let \( Q^{*A}(t) \) be the components of the process \( \zeta^A(t) = (Q^{*A}(t), g^\alpha(t)) \). Since there is a bijective correspondence between \( Q^A \) and \((Q^{*A}, g^\alpha)\), we can express the coordinates \( Q^{*A} \) in terms of the original coordinates \( Q^A \):

\[
Q^{*A} = F^A(Q, g^{-1}(Q)).
\]

The same relation can be written for the components of the corresponding stochastic processes. Performing the stochastic differentiation of the random
variable $Q^A(t)$ with the Itô formula, we get the following equation:

$$
\frac{dQ^A(t)}{Q^A} = \frac{\partial Q^A}{\partial Q^E} d\eta^E(t) + \frac{1}{2} \frac{\partial^2 Q^A}{\partial Q^E \partial Q^C} < d\eta^E(t)d\eta^C(t) > .
$$

(10)

If we substitute (5) (which in a general case has the corresponding drift term) for $d\eta^A(t)$ in (10) and replace then the stochastic variable $Q^A(t)$ by $Q^*(t)$ and $g^\alpha(t)$ according to the formula $\eta^A(t) = F^A(Q^*(t), g^\alpha(t))$, we shall obtain the drift and diffusion terms of the stochastic differential equation of the local process $Q^*(t)$. Such a transformation performed with account of the invariance of the original metric, leads us to the following stochastic differential equation for the local process $Q^*_t$:

$$
dQ^*_t = \frac{1}{2} \mu^2 \kappa \left[ -G^{LM}(Q^*_t) \Gamma^E_{LM}(F(Q^*_t), e) N^A_E(Q^*_t) \\
+ G^{LM}(Q^*_t) \ N^A_{LM}(Q^*_t) \right] dt + \mu \sqrt{\kappa} N^A_C(Q^*_t) X^C_M(Q^*_t) dw^M(t)
$$

(11)

where $\Gamma$ - are the Christoffel symbols and by $N^A_{LM}$ we have denoted the partial derivative of $N^A_L$ with respect to $Q^*_M$.

The stochastic differential equation for the components of the process $\zeta(t)$ that are given on a group manifold $\mathcal{G}$ of the principal fiber bundle $P(\mathcal{M}, \mathcal{G})$ can be obtained by using the similar transformations.

The stochastic differential equation (11) has been rewritten [6] in order to be appropriate for performing the reduction in the path integral. The drift term of this equation has been separated into two parts. The first part is responsible for the stochastic movement on the gauge surface $\Sigma$. The second one, denoted by $j^A_{II}(Q^*)$, is the projection of the mean curvature of the group orbit onto the tangent plane to $\Sigma$. The obtained stochastic differential equation was

$$
dQ^*(t) = \mu^2 \kappa \left( -\frac{1}{2} G^{EM} N^C_E N^B_M H \Gamma^A_{CB} + j^A_I + j^A_{II} \right) dt + \mu \sqrt{\kappa} N^A_C \tilde{X}^C_M dw^M ,
$$

(12)

where $j^A_{II}$ is

$$
j^A_{II}(Q^*) = -\frac{1}{2} \mu^2 \kappa G^{EU} N^A_E N^D_U \left[ \gamma^{\alpha\beta} G_{CD} (\tilde{\nabla} K_\alpha K_\beta)^C \right] (Q^*) .
$$

The $j^A_{II}$ may also be written as follows:

$$
j^A_{II}(Q^*) = -\frac{1}{2} \mu^2 \kappa N^A_C \left[ \gamma^{\alpha\beta} (\tilde{\nabla} K_\alpha K_\beta)^C \right] (Q^*) .
$$

\text{\footnote{In [6], this term was written with a wrong sign.}}
Note that the first part of the drift term of the equation (12) includes the Christoffel coefficient $\Gamma^I$ of the “horizontal” connection and the mean curvature $j_I$ of the orbit space $M$.

Let us consider the particular case when the original metric is plane, that is, $G_{AB} = \delta_{AB}$. This case is important for us because in the diffusion problem of the Yang–Mills fields we also have a plane metric given on the manifold of the gauge connections. For the plane metric the equation (11) can be written as follows:

$$dQ_t^A = \frac{1}{2} \mu^2 \kappa \left[ -N^A_E G^{MC} K^E_{\beta C} \Lambda^\beta_M \right] dt + \mu \sqrt{\kappa} N^A_C \mathcal{X}_M^C dw^M(t).$$

(13)

(The terms on the right-hand side of this equation depend on $Q_t^*$.)

As in general case, we rewrite the coefficient of the drift term in the stochastic differential equation (13). Now we present the mean curvature $j_{II}$ of this term as

$$j^A_{II} = \frac{1}{2} (\mu^2 \kappa) N^A_C G^{BC} K^P_{\sigma B} A_\sigma^P,$$

where we have denoted by $A_\sigma^P$ a new quantity

$$A_\sigma^P(Q^*) = \gamma^\sigma\mu(Q^*) K_{\mu}^R(Q^*) G_{RP}(Q^*).$$

It is related to the natural connection one–form $A_\sigma^P(x)$ that exists in the considered principal fiber bundle $\pi : \mathcal{P} \rightarrow \mathcal{P}/\mathcal{G}$, namely,

$$A_\sigma^P(x) = A_\sigma^P(Q^*(x)) Q^*_{,i}(x).$$

Here, $x$ are independent coordinates on the orbit space $\mathcal{M} = \mathcal{P}/\mathcal{G}$, and $Q^*_{,i}(x)$ are the partial derivatives (with respect to $x^i$) of the functions $Q^*(x)$ that ”resolve” the gauge condition $\chi^\alpha(Q^*(x)) = 0$.

The connection $A_\sigma^P(x)$ was called the mechanical connection in the reduction problems of the classical mechanic [30]. Its analog in Yang–Mills quantization is called the Coulomb connection.

Using this connection, we rewrite equation (13) in the following form

$$dQ_t^A = \frac{1}{2} \mu^2 \kappa \left( N^A_E G^{BE} K_{\epsilon B}^L (\Lambda_L^\epsilon - A_L^\epsilon) \right) dt + j^A_{II} dt + \mu \sqrt{\kappa} N^A_C \mathcal{X}_M^C dw^M.$$

(14)

What we have done with the stochastic process and its stochastic differential equation in a finite dimensional case can also be carried out with the Yang–Mills stochastic process.

We may transform the local process $\eta_t^{(\alpha,i,x)}$ defined by the equation (5) to the local process $\zeta_t^{(\alpha,i,x)}$ by making use of the Itô formula\[10\] written in [13] where the diffusion process in the space of the Yang–Mills connections was considered.

\[10\] This formula for the stochastic differential was proved in [13] where the diffusion process in the space of the Yang–Mills connections was considered.
terms of the functional derivatives. As in the finite dimensional case, the process \( \zeta_t \) has two components: \( (A_t^{(\beta,j,x)}, g_t^{(\mu,x)}) \), that is, \( A_t^{(\beta,j,x)} \equiv A_t^\beta j(x) \) and \( g_t^{(\mu,x)} \equiv g_t^\mu(x) \).

Performing the necessary transformation, we come to the stochastic differential equation which looks like the analogous equation obtained in the finite dimensional case. Therefore, we shall use the equation (14) assuming now that the values of this equation have the generalized indices, that is, the indices have the discrete and the continuous components.

Thus, the equation (14) will be regarded as the symbolical representation of the “true” stochastic differential equation, the explicit form of which can be easily obtained by integrating over the repeated continuous indices. In the sequel, we shall also employ an analogous symbolical representations for the other stochastic differential equations. The main terms of these equations will be also presented in the explicit form.

As for the representation of the terms of the equation (14) written for diffusion of the Yang–Mills fields, the connection \( A_B^\alpha \) is given by the following expression:

\[
A^{(\alpha,x)}_{(\beta,j,y)} = \left[ D^\beta_{\mu j} (A^\ast(x)) \right] \gamma^{(\alpha,x)}_{(\mu,y)} \bigg|_{x=y}.
\]

In the stochastic differential equations adapted to the Yang–Mills diffusion, \( K^C_{\alpha B} \) denotes the functional derivative of \( K^{(e,m,z)}_{(\alpha,x)} \) with respect to \( A^{(\beta,j,y)} \):

\[
K^{(e,m,z)}_{(\alpha,x)(\beta,j,y)} \equiv \frac{\delta}{\delta A^{(\beta,j,y)}_{(\alpha,x)}} K^{(e,m,z)}_{(\alpha,x)} = \delta^e_j \; \delta_{\beta\alpha} \; \delta^3(z-x) \; \delta^3(z-y).
\]

Summing on the generalized index \( \alpha \) in the expression \( A^\alpha \; K^C_{\alpha B} \) of the eq. (14), we get

\[
k_{e\alpha} \; c^\epsilon_{\beta\alpha} \left[ D^\epsilon_{\mu j} (A^\ast(z)) \right] \gamma^{(\alpha,y)}_{(\mu,z)} \bigg|_{y=z}.
\]

This expression includes an “inverse matrix” \( \gamma^{(\alpha,y)}_{(\mu,z)} \) for matrix \( \gamma^{(\mu,x)}_{(\nu,y)} \). It can be defined by the following equation:

\[
\gamma^{(\mu,x)}_{(\nu,y)} \; \gamma^{(\nu,y)}_{(\sigma,z)} = \delta^{(\sigma,z)}_{(\mu,x)} = \delta^\sigma_\mu \; \delta^3(z-x).
\]

Performing the integration with respect to \( y \) on the left-hand side of this equation, we get

\[
k_{e\alpha} \; \delta^{\mu\nu} \; D^\epsilon_{\mu k} (A^\ast(x)) \; D^\alpha_{\nu l} (A^\ast(x)) \; k_{e\alpha} \; \gamma^{(\nu,x)}_{(\sigma,z)} = \delta^\sigma_\mu \; \delta^3(z-x).
\]

Thus, \( \gamma^{(\nu,x)}_{(\sigma,z)} \) is the Green function of the operator \( (\tilde{D}D)_{\mu\nu} \). In some of our expressions it will be denoted by \( \gamma^{(\nu,x)}_{(\sigma,z)} [A^\ast] \) in order that to stress its implicit dependence on \( A^\ast \).

\[11\] The existence of the process \( g_t \) can be proved by using an approach which is similar to that one developed for the stochastic process given on the gauge group [18].
Finally, the $j^{(a,i,x)}_{t}$ - term of the stochastic equation can be rewritten as follows:

$$j_{I}^{(a,i,x)} = -1/2 (\mu^2 \kappa) \int dz N^{(a,i,x)}_{(e,m,z)} \epsilon^{\epsilon}_{\sigma \nu} \left[ D_{\mu}^{\sigma m} (A^{*}(y)) \gamma^{(\mu,y)(\nu,z)} \right] |_{y=z}. $$

Note also that if we make use of an explicit expression of the projector $N$ and perform the corresponding integrations (“the summation” over repeated generalized indices in eq. (14) ) we shall come to a rather long expression. By this reason we shall keep this projector in its symbolical form during the course of our transformations.

The stochastic differential equation for the group–valued component $g_{t}$ of the process $\zeta^{(a,i,x)}_{t}$ can be obtained in the same way as it was done for the component $A^{*}_{t}$. The equation for the $g_{t}^{(\mu,x)} \equiv g^{\mu}_{t}(x)$ coinsides by its form with the corresponding stochastic differential equation for the group component of the finite dimensional case:

$$dg^{(a,i,x)}_{t} = -1/2 \mu^2 \kappa \left[ G_{\rho}^{\sigma \lambda A^{\mu} K^{\sigma} B \bar{v}^{\alpha}} - G_{\rho}^{\sigma \lambda A^{\nu} K^{\sigma} B \bar{v}^{\beta}} \right] dt + \mu \sqrt{\kappa} \bar{v}_{\alpha}^{(a,i,x)} B M d w^{M}. $$

We shall also make use of this equation in the diffusion of the Yang–Mills fields taking into account the remarks that have already been done on the stochastic differential equation for the process $A^{*}_{t}$.

Notice that the equation (15) can also be written as follows:

$$dg^{(a,i,x)}_{t} = -1/2 \mu^2 \kappa \left[ (2 G_{ AB }^{AC} \bar{v}_{\alpha}^{(a,i,x)} - G_{ AB }^{AC} \bar{v}_{\beta}^{(a,i,x)} \right] dt + \mu \sqrt{\kappa} \bar{v}_{\alpha}^{(a,i,x)} B M d w^{M}. $$

The obtained stochastic differential equations, (14) and (15), determine the local process $\zeta^{(a,i,x)}_{t}$ and, consequently, a new semigroup $\tilde{U}_{z}$. Since the process $\zeta^{(a,i,x)}_{t}$ was obtained from the process $\eta^{(a,i,x)}_{t}$ by the phase space transformation of the stochastic processes, we have

$$\tilde{U}_{\eta}(s,t) \phi_{0}(A) = E_{s,A}[\phi_{0}(\eta(t))] = E_{s,(A^{*},g)}[\tilde{\phi}_{0}(z(t))], \ s \leq t, \ \eta(s) = A(x),$$

$\zeta(s) = (A^{*}(x), g(x))$ and $A(x)$ is related to the initial value of the process $\zeta(t)$ by the gauge transformation: $A(x) = F(A^{*}(x), g(x))$.

Hence, we have the following equality for the local semigroups:

$$\tilde{U}_{\eta}(s,t) \phi_{0}(A) = \tilde{U}_{z}(s,t) \phi_{0}(A^{*},g).$$
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The corresponding superposition of the local semigroups $\tilde{U}_\zeta$ leads, as in [16], to the global semigroup $\tilde{U}_\zeta$ of the process $\zeta(t)$:

$$\psi_{tb}(A_a(x), t_a) = \lim_{q \to t_b} \tilde{U}_\zeta(t_a, t_1) \cdot \ldots \cdot \tilde{U}_\zeta(t_{n-1}, t_b) \tilde{\phi}_0(A_a^*, g_a), \quad (17)$$

This global semigroup which is the transformation of the original semigroup (2) determines the transformed path integral.

The path integral defined by (17) will be symbolically written as

$$\psi_{tb}(A_a(x), t_a) = E\left[ \tilde{\phi}_0(\xi_{\Sigma}(t_b), g(t_b)) \exp \left\{ \frac{1}{\mu^2 \kappa} \int_{t_a}^{t_b} \hat{V}(\xi_{\Sigma}(u)) du \right\} \right],$$

where $\xi_{\Sigma}(t_a) = A_a^*(x)$, $g(t_a) = g_a(x)$. Using the Itô formula (in its functional form), we get the following symbolical representation of the differential generator (the Hamilton operator) of the semigroup (17) related to the process $\zeta(t)$:

$$\frac{1}{2} \beta^2 \kappa \left( G^{CD} N_C^E N_D^P \frac{\delta^2}{\delta A^* \delta A^B} + N_E^P G^{BE} K^L_{\epsilon B} (\Lambda^\epsilon_L - A^\epsilon_L) \frac{\delta}{\delta A^* \delta P} + N_E^P G^{BC} K^P_{\sigma B} A^\sigma_p \frac{\delta}{\delta A^* \delta E} + G^{AB} \Lambda^a_A \Lambda^b_B \tilde{L}_\alpha - G^{RP} \Lambda^a_R \Lambda^b_B K^P_{\sigma p} \tilde{L}_\alpha + G^{CA} N_C^M \frac{\delta}{\delta A^* \delta M} (\Lambda^\alpha_C) \tilde{L}_\alpha + 2 G^{BC} N_C^E \Lambda^a_B \tilde{L}_\alpha \frac{\delta}{\delta A^* \delta E} \right) + \frac{1}{4} \mu^2 \kappa V,$$

where by $\tilde{L}_\alpha$ we denote $\tilde{L}_\alpha = \tilde{v}_\alpha^a (g(x)) \frac{\delta}{\delta g^a(x)}$. Note also that all terms of the obtained differential generator (except for the $\tilde{L}_\alpha$) depend on $A^*(x)$.

An explicit form of the differential generator may be easily obtained from its symbolical expression as a result of the corresponding integration over the repeated continuous indices.

5 Path integral measure factorization

Since in our investigation we assume that the stochastic processes can be defined by the method of [16], we shall make use of the approach to the factorization of the path integral measure that has been developed in [6]. This approach is based on the application of the nonlinear filtering equation from the stochastic processes theory.

Taking into account the Markov property of the process $\zeta(t)$, we present each local semigroup $\tilde{U}_\zeta$ of the equation (17) as follows:

$$\tilde{U}_\zeta(s, t) \tilde{\phi}(A_0^*, g_0) = E\left[ E[\tilde{\phi}(A^*(t), g(t)) \mid (\mathcal{F}_A^s)^t_u] \right], \quad (18)$$
According to the optimal nonlinear filtering theory [28, 29], the conditional mathematical expectation of \( \tilde{\phi} \) given the sub-\( \sigma \)-algebra \( \mathcal{F}_t \),

\[
\tilde{\phi}(A^*(t)) \equiv E\left[ \tilde{\phi}(A^*(t), g(t)) \mid (\mathcal{F}_t)_s^t \right],
\]

satisfies the certain stochastic differential equation which is called the nonlinear filtering equation. Solving this equation, we get an information on the stochastic process \( g_t \) provided that we observe the process \( A^*_t \).

It is important that the coefficients of the stochastic differential equations of the processes \( g_t \) and \( A^*_t \) depend on the stochastic variables in the following way:

\[
\begin{align*}
\left\{ 
\begin{array}{l}
\quad dA^*_t = a_1(A^*_t, g_t, t) \, dt + X_1(A^*_t, t) \, dw_t \\
\quad dg_t = a(A^*_t, g_t, t) \, dt + X(A^*_t, g_t, t) \, dw_t.
\end{array}
\right.
\end{align*}
\]

It can therefore be possible to derive the stochastic nonlinear filtering equation [28, 29] from the stochastic differential equations of the processes \( A^*_t \) and \( g_t \):

\[
\begin{align*}
\dot{\tilde{\phi}}(A^*_t) &= E\left[ \tilde{\phi}_t + \tilde{\phi}_g a + \frac{1}{2} \tilde{\phi}_{gg} (XX^\top) \mid (\mathcal{F}_t)_s^t \right] \, dt \\
&\quad + E\left[ \tilde{\phi} \{ a_1 - \dot{a}_1 \} + \tilde{\phi}_g (XX^\top) \mid (\mathcal{F}_t)_s^t \right] (X_1X_1^\top)^{-1}(dA^*_t - \dot{a}_1 \, dt),
\end{align*}
\]

where \( \dot{a}_1 = E[a_1(A^*_t, g_t, t) | (\mathcal{F}_t)_s^t] \) and \( \tilde{\phi}_t \) is the partial derivative of \( \tilde{\phi} \) with respect to \( t \), and \( \tilde{\phi}_g \) - the corresponding derivative with respect to \( g \).

Note that in our case the drift coefficient \( a_1 \) of the stochastic differential equation (14) does not depend on the group–valued process \( g_t \).

From the symmetry of our problem it follows that the nonlinear filtering stochastic differential equation is a linear equation. It symbolical form looks like an analogous equation of a finite dimensional case [6]:

\[
\begin{align*}
\dot{\tilde{\phi}}(A^*_t) &= -\frac{1}{2} \mu^2 \kappa \left( G_R^{BP} A_R \Lambda_\beta \beta B \Lambda_{\beta P} - G_C^{AP} C_{\beta} \Lambda_{\alpha M} \delta_{\alpha A* M} (\Lambda_\beta^*) \right) \\
&\quad \times E \left[ \bar{L}_g \tilde{\phi} \mid (\mathcal{F}_t)_s^t \right] \, dt + \frac{1}{2} \mu^2 \kappa G_C^{AP} C_{\beta} \Lambda_{\alpha M} E \left[ \bar{L}_\nu \bar{L}_g \tilde{\phi} \mid (\mathcal{F}_t)_s^t \right] \, dt \\
&\quad + \mu \sqrt{\kappa} \Lambda_{\beta} \Pi^C_K \bar{X}_M \bar{L}_B \tilde{\phi} \mid (\mathcal{F}_t)_s^t \right] \, dw_t^B, \tag{19}
\end{align*}
\]

where by \( \Pi \) we denote the projection operator onto the "horisontal subspace". This operator is defined by the equation: \( \Pi^A_B = \delta^A_B - K^A_{\alpha} \delta_{\beta} \beta K_C^B G_{CB} \) and has the following properties: \( \Pi^A_B = 0, \Pi^E_B N^F_B = \Pi^E_B, \Pi^B_F N^T_B = N^T_F \).

Using the properties of the conditional mathematical expectations for the Markov processes, we could change the equation (19) for some solvable
equation. But, it could be done if we were able to factorise the variables $A^*$ and $g$ in our functional $\tilde{\phi}$. In a finite dimensional case, we have used the Peter–Weyl theorem. It allowed us to develop the function given on a compact group in series over the irreducible representations of this group.

In order to apply the similar approach to the problem considered in the present paper, we shall make use of the irreducible finite dimensional unitary representation constructed in [2]. This representation is given by the functional of the local group elements $g(x)$. For a compact group $G$, this functional depends on the values assumed by $g(x)$ in a finite number of points.

The matrices of the representation are written as follows:

$$Y^\lambda(g(x)) = \exp(i (J_\mu)^\lambda g^\mu(x)),$$

where $(J_\mu)^\lambda$ are the infinitesimal generators of the representation: $\bar{L}_\mu Y^\lambda_{pq}(g) = \sum_{q'} (J_\mu)^\lambda_{pq} Y^\lambda_{q'q}(g)$.

We shall assume that it is possible to develop the functional $\tilde{\phi}$ in a series over these irreducible representation:

$$\tilde{\phi}(A^*, g) = \sum_{\lambda, p, q} r^\lambda_{pq}(A^*) Y^\lambda_{pq}(g).$$

Making use of such a representation for $\tilde{\phi}$ in the conditional mathematical expectation, we obtain

$$E[\tilde{\phi}(A^*(t), g(t)) (F)_{A^*}] = \sum_{\lambda, p, q} r^\lambda_{pq}(A^*) \tilde{Y}^\lambda_{pq}(A^*(t)), \quad (20)$$

where $\tilde{Y}^\lambda_{pq}(A^*(t)) = E[Y^\lambda_{pq}(g(t)) (F)_{A^*}]$. Since $r^\lambda_{pq}$ only depends on $A^*_t$, we have taken it out of the conditional expectation.

Notice that the conditional mathematical expectation $\tilde{Y}^\lambda_{pq}(A^*(t))$ besides $A^*_t$ depends also on initial values of the stochastic processes (i.e., it depends on $A^*_0(x) = A^*_0(x)$ and $g^\alpha_0(x) = g^\alpha_0(x)$).

Using the relation (20) in eq.(19), we get the following equation for $\tilde{Y}^\lambda_{pq}$:

$$d\tilde{Y}^\lambda_{pq}(A^*(t)) =$$

$$-\frac{1}{2} \mu^2 \kappa \left[ G^{RP} \Lambda^\sigma_R \Lambda^\nu_P K^B_{P'} - G^{CP} {\tilde{N}}_{CM} \right]$$

$$- G^{CB} \Lambda^\nu_C \Lambda^\mu_B (J_\alpha)^\lambda_{pq} (J_\nu)^\lambda_{q'q} \tilde{Y}^\lambda_{q'q}(A^*(t)) \right]$$

$$+ \mu \sqrt{\kappa} A^\nu_C \Pi^C_K (J_\nu)^\lambda_{pq} \tilde{Y}^\lambda_{q'q}(A^*(t)) \bar{Y}^K M(A^*(t)) dw^M(t). \quad (21)$$
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This stochastic differential equation is a matrix linear equation. Its solution may be written via the multiplicative stochastic integral:

\[ \hat{Y}_{pq}^\lambda (A^s(t)) = \left( \hat{\exp} \right)^\lambda_{pm} (A^s(t), t, s) E \left[ Y_{nq}^\lambda (g_s(x)) \mid (\mathcal{F}_{A^*})^t_s \right], \quad (22) \]

where

\[
\left( \hat{\exp} \right)^\lambda_{pm} (A^s(t), t, s) = \hat{\exp} \int_s^t \left\{ \frac{1}{2} \mu^2 \kappa \left[ \tilde{\gamma}^{\alpha\nu}(A^s(u)) (J_\sigma)_{pn}^\lambda (J_\nu)_{rn} \right]
- \left( G^{RP} A_R^\rho A_B^\beta K_{P\sigma}^\gamma - G^{CA} N^M_C \frac{\delta}{\delta A^M} (A^\beta_A) \right) (J_\beta)_{pn}^\lambda \right\} du
+ \mu \sqrt{\kappa} A_C^\beta (J_\beta)_{pm} \Pi_C^M \hat{\chi}_M \lambda w^M(u) \right\}.
\]

Notice that for the conditional expectation taken at the initial values we have the equalities:

\[ E \left[ Y_{nq}^\lambda (g_s(x)) \mid (\mathcal{F}_{A^*})^t_s \right] = Y_{nq}^\lambda (g_0(x)) = Y_{nq}^\lambda (g_0(x)). \]

Thus, the local semigroup \( \mathcal{L} \) may be written as follows:

\[ \hat{U}_\xi (s, t) \hat{\phi} (A_0^0 (x), g_0 (x)) = \sum_{\lambda, p, q, q'} E \left[ r_{pq}^\lambda (A^s_t) \left( \hat{\exp} \right)^\lambda_{p'q'} (A^s_t, t, s) \right] Y_{q'q}^\lambda (g_0 (x)). \]

If we make the similar transformations in all local semigroups that determine the global semigroup \( \mathcal{G} \), we come to the following representation:

\[ \psi_{t_b} (p_a, t_a) = \sum_{\lambda, p, q, q'} E \left[ c_{pq}^\lambda (\xi_\Gamma (t_b)) \left( \hat{\exp} \right)^\lambda_{p'q'} (\xi_\Gamma (t), t_b, t_a) \right] Y_{q'q}^\lambda (g_a) \quad (25) \]

\((\xi_\Gamma (t_a) = \pi_\Gamma \circ p_a = A^\ast_0 (x))\), where \( \xi_\Gamma (t) \) is a global stochastic process given on a submanifold \( \Sigma \). The local components of the process \( \xi_\Gamma (t) \) are the stochastic processes \( A^\ast_0 \).

Let us assume that there exists a fundamental solution \( G_{\mathcal{P}} (p_b, t_b; p_a, t_a) \) of our equation \( \mathcal{L} \), that is,

\[ \psi_{t_b} (p_a, t_a) = \int G_{\mathcal{P}} (p_b, t_b; p_a, t_a) \phi_0 (p_b) d\nu_{\mathcal{P}} (p_b), \quad (26) \]

where \( d\nu_{\mathcal{P}} \) is a “volume measure” on \( \mathcal{P} \). It is then possible to transform \( \mathcal{L} \) into the relation between the kernels (the Green functions) of the corresponding semigroups, provided that we choose the delta–function as an initial function of our original semigroup.

\(^{12}\)The multiplicative stochastic integral is defined as a limit of the sequence of time–ordered multipliers that have been obtained as a result of breaking the time interval \([s, t]\). The direction of the arrow means that the order is taken from \( s \) to \( t \).
The Green function $G_P$, related to the Feynmann propagator, may be expressed as a sum of the the matrix Green function $G_{\lambda mn}$ multiplied by the matrix of the irreducible representation $Y_{\lambda mn}$. Such a representation give us the relation between two path integrals. One of the path integrals describes the stochastic evolution on the manifold $\mathcal{P}$ of the gauge connections, another one – represents the evolution given on the gauge surface $\Sigma$ defined by the dependent variables $A^\ast$.

The kernel of the evolution semigroup (the Green function $G_{\lambda mn}$) given by the mathematical expectation standing under the sign of the sum in (25) can be symbolically written as follows:

$$G_{\lambda mn}(\pi_\Sigma(p_b), t_b; \pi_\Sigma(p_a), t_a) =$$

$$\mathcal{E}_{\xi_\Sigma(t_a)=\pi_\Sigma(p_a)} \left[ (\exp)_{\lambda mn}^\lambda \left( \xi_\Sigma(t), t_b, t_a \right) \exp \left\{ \frac{1}{\mu^2 \kappa} \int_{t_a}^{t_b} V(\xi_\Sigma(u)) du \right\} \right]$$

$$= \int_{\xi_\Sigma(t_a)=\pi_\Sigma(p_a)}^{\xi_\Sigma(t_b)=\pi_\Sigma(p_b)} d\mu_{\xi_\Sigma} \exp \left\{ \frac{1}{\mu^2 \kappa} \int_{t_a}^{t_b} V(\xi_\Sigma(u)) du \right\}$$

$$\times \exp \int_{t_a}^{t_b} \left\{ \frac{1}{2} \mu^2 \kappa \left[ \gamma^{\rho\sigma}(\xi_\Sigma(u)) \left( J_\sigma \right)_{\lambda mn}^\lambda \left( J_\nu \right)_{\lambda rn}^\lambda + G^{RP} \Lambda^\sigma_R \Lambda^\beta_B K^B_P \frac{\delta}{\delta A^* M} (\Lambda^\beta_P) \right] \right\} \left( J_\lambda \right)_{mn}^\lambda du$$

$$+ \mu \sqrt{\kappa} \Lambda^\sigma_C (J_\beta)_{\lambda mn}^\lambda \Pi^C_K \tilde{A}_M^K dw^M(u) \right\}, \quad (27)$$

($\pi_\Sigma(p_b) = A^\ast_b(x)$ and $\pi_\Sigma(p_a) = A^\ast_a(x)$). In eq. (27), the path integral measure $\mu_{\xi_\Sigma}$ is generated by the process $\xi_\Sigma(t)$. The local components of this process are the solutions of the stochastic differential equation (14).

The differential generator of the semigroup given by eq. (27) is

$$\frac{1}{2} \mu^2 \kappa \left\{ G^{CD} N^A_C N^B_D \frac{\delta^2}{\delta A^* A \delta A^* B} + N^A_E G^{BE} K^L_B \Lambda^L_C \frac{\delta}{\delta A^* A} (I^\lambda)_{pq} + 2 N^A C G^{CP} \Lambda^\alpha_P (J_\alpha)_{pq}^\lambda \frac{\delta}{\delta A^* A} \right\}$$

$$- \left( G^{RP} \Lambda^\sigma_R \Lambda^\beta_B K^B_P \frac{\delta}{\delta A^* M} (\Lambda^\beta_P) \right) (J_\lambda)_{pq}^\lambda$$

$$+ G^{SB} \Lambda^\sigma_B \Lambda^\sigma_S (J_\sigma)_{pq}^\lambda (J_\sigma)_{q^q}^\lambda \right\} + \frac{1}{\mu^2 \kappa} V. \quad (28)$$

($(I^\lambda)_{pq}^\lambda$ – is an identity matrix.)

This operator acts in the space of sections $\Gamma(\Sigma, V^*)$ of the corresponding covector bundle which is associated to the principal fiber bundle $\pi : \Sigma \times G \rightarrow$
Σ. As in a finite dimensional case [6], it can be shown that the scalar product

\[(\psi_n, \psi_m) = \int \langle \psi_n, \psi_m \rangle_{V^*} \det \Phi_\alpha \prod_{\alpha=1}^{N_G} \delta(\chi^\alpha(A^*)) \prod_x dA^*(x),\]

where \(\chi^\alpha(A^*) = \partial_k A^\alpha_k(x)\) and \(\det \Phi_\alpha = \det(\partial \cdot D_\alpha[A^*])\) is the determinant of the Faddeev–Popov operator in the Coulomb gauge.

In order to inverse the “global” relation between the Green functions which can be derived from (25) it needs to assume the existence of the partition of unity for the corresponding local covering of the manifold \(P\). Provided that this assumption takes place, one may recover the necessary integral relation between the “global” Green functions from the integral relations obtained by inversion of the local Green functions given on charts of this partition. The latter may be done by using the orthogonal relations of the matrix elements of the irreducible representation from [2] and properties of the transition functions of the principal fiber bundle. As a result one gets the following integral relation:

\[G^\lambda_{mn}(\pi_\Sigma(p_b), t_b; \pi_\Sigma(p_a), t_a) = \int_{G} G_P(p_b g, t_b; p_a, t_a) Y^\lambda_{nm}(g(x)) d\mu(g(x)), \quad (29)\]

where \(d\mu(g(x))\) is the normalized invariant volume element given on a group \(G\) and by “\(p_b g\)” we have denoted the gauge transformed boundary “point” \(A_b(x)\). The obtained integral relation is defined (formally) on that domain of the manifold \(P\) where using of the Coulomb gauge does not violate the slice theorem. A similar integral relation between Green functions was obtained in [2, 3].

In order to get the path integral representation for the kernel of the evolution semigroup acting in the space of the scalar functions given on a submanifold \(\Sigma\) one must set \(\lambda = 0\) in eq.(27). This converts the multiplicative stochastic integral into the identity matrix. And the differential generator of the obtained semigroup will be the diagonal part of the Hamiltonian (28).

The path integral measure of the \(\lambda = 0\) case is generated by the stochastic process defined by the local stochastic differential equations (14). But the equations of such a form have an “extra” term \(j_{LT}\). The differential generator of the process determined by the same local stochastic differential equations, but without these extra terms, would be a Laplace–Beltrami operator for the submanifold \(\Sigma\). The diffusion on \(\Sigma\) governed by the Laplace–Beltrami operator is directly related to the diffusion on the gauge orbit space.

Therefore we make use of the Girsanov transformation in order to get a necessary description of the evolution on a gauge surface \(\Sigma\). The Girsanov
transformation changes the path integral measure $\mu^\xi \equiv \mu^1$ generated by the process $\xi_t$ whose local stochastic differential equations are

$$dA_t^C = \frac{1}{2} \mu^2 \kappa \left( N^C E G^B E K^L_{\epsilon} (A^\epsilon_L - A^\epsilon_L) dt + j^A_I \right) dt + \mu \kappa^{1/2} N^C_D \chi^D_M dw^M_t$$

for the path integral measure $\mu^2 \equiv \tilde{\mu}^\xi$ related to the stochastic process $\tilde{\xi}_t(t)$ with the local equations

$$dA_t^C = \frac{1}{2} \mu^2 \kappa N^C E G^B E K^L_{\epsilon} (A^\epsilon_L - A^\epsilon_L) dt + \mu \kappa^{1/2} N^C_D \chi^D_M dw^M_t.$$

The Jacobian of the transformation is given by the following general formula:

$$\frac{d\mu^1}{d\mu^2} = \exp \left\{ -\frac{1}{2} \int_{t_a}^{t_b} [A^{-1}(b - a)]^2 dt + \int_{t_a}^{t_b} (A^{-1}(b - a), dw_t) \right\}.$$

As in [6], in our case we will have

$$\frac{d\mu^1}{d\mu^2}(\tilde{\xi}(t)) = \exp \left\{ \int_{t_a}^{t_b} \left[ -\frac{1}{2} \mu^2 \kappa (P_{\perp})^A L \gamma^\nu [\nabla^\nu K^\sigma] C N^A_C \right] dt + \mu \kappa^{1/2} G^H_{LK} (P_{\perp})^A_L j^A_{II} \chi^K_M dw^M_t \right\},$$

since

$$(b - a)^A = -j^A_{II} = \frac{1}{2} \gamma^\nu [\nabla^\nu K^\sigma] C N^A_C.$$

The term of the Jacobian with the stochastic integral may be transformed for the following expression:

$$-\frac{1}{2} \mu \kappa^{1/2} \int_{t_a}^{t_b} \gamma^\nu [\nabla^\nu K^\sigma] C \chi^K_M dw^M_t.$$

The Jacobian of the Girsanov transformation can also be written as follows:

$$\frac{d\mu^1}{d\mu^2} = \exp \left\{ \int_{t_a}^{t_b} \left[ -\frac{1}{8} \mu^2 \kappa G^R E N^L_B N^M_R (A^\alpha_P K^P_{\alpha L}) (A^B_D K^D_M) \right] dt + \mu \kappa^{1/2} N^L_K (A^\nu_P K^C_{\nu L}) \chi^K_M dw^M_t \right\}.$$

We see that the Jacobian can be presented in terms of the projection operators and the "Coulomb connection" $A^\nu_P$.  
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Thus, for the kernel of the evolution semigroup, we get
\[
G_{\Sigma}(A^*_b, t_b; A^*_a, t_a) = \int_{\tilde{\xi}^{\Sigma}(t_a)=A^*_a}^{\tilde{\xi}^{\Sigma}(t_b)=A^*_b} d\mu_{\Sigma} \exp \left\{ \frac{1}{\mu^2} \int_{t_a}^{t_b} V(\tilde{\xi}(u))du \right\} \\
\exp \left\{ \int_{t_a}^{t_b} \left[ -\frac{1}{8} \mu^2 \kappa G^{RB} N^L_B N^M_R (A^p_C K^P_{aL}) (A^d_D K^D_{\beta M}) \right] dt + \\
\frac{1}{2} \mu \kappa^{1/2} N^L_K (A^\nu_C K^C_{\nu L}) \tilde{X}^K_{M} \tilde{w}^M_{i} \right\},
\]
\((A^* = \pi_{\Sigma}(p))\).

6 Conclusion

Using the path integral measure factorization method, we have considered the separation of the physical and unphysical degrees of freedom in a pure Yang–Mills theory.

Our path integrals have been formally defined by taking the limits in the expressions obtained by the cylindrical approximations of the local semigroups that have been used by Belopolskaya and Daletskii in their definition of the path integrals given on a Hilbert manifold. This definition is based on local stochastic processes given on charts of a manifold. In our case we have used the (weak) Riemannian metric on the Hilbert manifold. Therefore we were able to deal only with the cylindrical versions of the true local stochastic processes which have their values in the Hilbert space of distribution.

The factorization of the path integral measure has been performed with the help of the nonlinear filtering stochastic differential equation from the stochastic process theory. As a result of our transformation we have obtained an integral relation between the fundamental solutions (the Green functions) of the backward Kolmogorov equations that are given on the original manifold and on the manifold \(\Sigma\) defined by the Coulomb gauge \(\partial^k A^*_k(x) = 0\). Both the left-hand side and the integrand of the right-hand side of this integral relation have been presented in terms of the corresponding path integrals.

Considering the reduction onto the zero–momentum level (the \(\lambda = 0\) case), we have obtained the path integral representation of the Green function \(G_{\Sigma}\). The integrand of the path integral representing \(G_{\Sigma}\) besides the potential term consists of the transformation Jacobian which has the functional dependence on the Coulomb connection.

The Green function \(G_{\Sigma}\) is an Euclidean analog of the Feynman propagator which is used to describe the quantum evolution on the orbit space. More precisely, it gives us an implicit description (in terms of dependent
gauge fields) of the gauge–invariant modes that could be associated with the “mysterious” glueball particles and their excitations when \( \lambda \neq 0 \).

In order to obtain these results, we have made a number of necessary assumptions, the main of which was about the possibility to expand the function, which depends on a “group parameter”, (the functional given on a gauge group), in a series over matrix elements of a special irreducible representation of the gauge group used by Rossi and Testa. That is, we have supposed that there exists an analog of the Peter–Weyl theorem for this representation.

We note that our assumptions appear to be justified, since they should lead to the Schwinger quantum Hamiltonian in the physical subspace of the pure Yang–Mills fields. But the final conclusion may only be done as a result of the examination of these questions.

Path integral transformations in our paper have been performed in integrals defined over the formal measures. In this connection, the basic question, which remains to be answered in further investigations, is an account of the regularization in our transformations (in case of using the regularized metric on a Hilbert manifold) and its possible influence on the final structure of the reduced Hamiltonian.
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8 Appendix

Projection operators and their properties

The projection operator onto the gauge surface \( \Sigma \) can be presented in a following symbolical form:

\[
(P_{\perp})_B^A = \delta_B^A - \chi_\mu^B (\chi^\top)^{-1}_\nu^\top (\chi^\top)^A_\nu .
\]

Let us consider an explicit form of this operator.

The matrix \( \chi^\mu_B \) is given by the following formula:

\[
\chi^{(\nu,x)}_{(\alpha,i,y)} = \delta_{\alpha}^\nu \left[ \partial_i(x) \delta^3(x-y) \right] .
\]

The transposed matrix \( (\chi^\top)^A_\mu \), which is defined by equality

\[
(\chi^\top)^A_\mu = G^{AB} \gamma_\mu \nu \chi^\nu_B, \quad \gamma_\mu \nu = K^A_\mu G_{AB} K^B_\nu ,
\]
has the following form:

$$(\chi^\top)^{(\alpha,m,x)}_{(\mu,z)} = G^{(\alpha,m,x)(\beta,j,y)}_{(\mu,z)(\alpha,u)} \chi^{(\alpha,u)}_{(\beta,j,y)}$$

$$= \left[ (\bar{\mathcal{D}} \cdot \mathcal{D})_{\mu}^{\alpha}(z) \partial^{m}(z) \delta^{3}(z-x) \right],$$

where by $\bar{\mathcal{D}}$ we denote the operator

$$(-\delta^{\mu}_{\nu} \partial_{k}(z) + c_{\sigma\mu} A_{k}^{\sigma}(z)).$$

The “product” of the matrices $(\chi \cdot \chi^\top)^{(\nu,x)}_{(\mu,z)}$ can be written as follows:

$$\chi^{(\nu,x)}_{(\alpha,m,u)}(\chi^\top)^{(\alpha,m,u)}_{(\mu,z)} = \left[ (\bar{\mathcal{D}}_{\mu} \cdot \mathcal{D}^{\nu})(z) \left( -\partial^{m}(z) \partial_{m}(z) \delta^{3}(z-x) \right) \right].$$

An inverse expression to this matrix product is

$$(\chi \cdot \chi^\top)^{-1(\mu,z)}_{(\alpha,y)} = \int d^{3}u \left[ (\bar{\mathcal{D}} \cdot \mathcal{D})^{-1}_{\mu} \right]^{\alpha}_{\alpha}(z-u) \ K(u-y),$$

where $K(x-y)$ satisfies the following equation:

$$(-1) \partial_{m}(x) \partial^{m}(x) K(x-y) = \delta^{3}(x-y).$$

That is, we have

$$(\chi \cdot \chi^\top)^{(\nu,x)}_{(\mu,z)} (\chi \cdot \chi^\top)^{-1(\mu,z)}_{(\alpha,y)} = \delta^{\nu}_{\alpha} \delta^{3}(x-y),$$

or

$$\left[ (\bar{\mathcal{D}}_{\mu} \cdot \mathcal{D}^{\nu})(z) \right]^{\mu}_{\alpha}(z-u) = \delta^{\nu}_{\alpha} \delta^{3}(z-u).$$

Thus we get that

$$\chi^{(\alpha,x)}_{(\beta,m,z)} \left[ (\chi \cdot \chi^\top)^{-1(\epsilon,u)}_{(\alpha,x)} (\chi^\top)^{(\mu,n,y)}_{(\epsilon,u)} = \delta^{\mu}_{\beta} \partial_{m}(z) \int d^{3}\tilde{y} K(\tilde{y}-z) \left[ \partial^{m}(\tilde{y}) \delta^{3}(\tilde{y}-y) \right].$$

Taking this into account, we obtain

$$(P_{\perp})^{(\alpha,k,x)}_{(\beta,m,y)} = \delta^{\alpha}_{\beta} \left( \delta^{k}_{m} \delta^{3}(y-x) + \partial_{m}(y) \int d^{3}u K(u-y) \left( \partial^{k}(u) \delta^{3}(u-x) \right) \right)$$

Thus, the projection operator can be written symbolically as

$$(P_{\perp})^{(\alpha,k,x)}_{(\beta,m,y)} = \delta^{\alpha}_{\beta} \left[ \delta^{k}_{m} + \partial_{m} \frac{1}{(-\partial^{2})} \partial^{k} \right] \delta^{3}(y-x).$$
In a finite dimensional case, the projector $N$ onto the subspace which is orthogonal to the Killing vector was defined by the following formula:

$$N^A_B = \delta^A_B - K^A_{\alpha}(Q) (\Phi^{-1})^\alpha_\mu \lambda^\mu_B(Q).$$

In our case, it can be written as

$$N^{(\alpha,i,x)}_{(\beta,j,y)} = \delta^{(\alpha,i,x)}_{(\beta,j,y)} - K^{(\alpha,i,x)}_{(\mu,z)} (\Phi^{-1})^{(\nu,u)}_{(\mu,z)} \chi^{(\nu,u)}_{(\beta,j,y)}.$$

An explicit form of this projection operator is

$$N^{(\alpha,i,x)}_{(\beta,j,y)} = \delta^\alpha_\beta \delta^i_j \delta^3(x-y) - D^\alpha_i(x) \int d^3u (\Phi^{-1})^{(\epsilon,x)}_{(\beta,u)} (x-u) [\partial_j(u) \delta^3(u-y)].$$

It can also be written in a symbolical form:

$$N^{(\alpha,i,x)}_{(\beta,j,y)} = \left( \delta^\alpha_\beta \delta^i_j - D^\alpha_i \left( \frac{1}{D} \right) \beta \right) \delta^3(x-y).$$

The main properties of these projection operators are as follows:

$$N^{(\alpha,i,x)}_{(\beta,j,y)} N^{(\beta,j,y)}_{(\mu,k,z)} = N^{(\alpha,i,x)}_{(\mu,k,z)}$$

$$N^{(\alpha,i,x)}_{(\beta,j,y)} K^{(\beta,j,y)}_{(\mu,z)} = 0$$

$$N^{(\alpha,i,x)}_{(\beta,j,y)} (P_\perp)^{(\mu,k,z)}_{(\alpha,i,x)} = N^{(\mu,k,z)}_{(\beta,j,y)}$$

$$(P_\perp)^{(\alpha,k,x)}_{(\beta,m,y)} N^{(\epsilon,n,z)}_{(\alpha,k,x)} = (P_\perp)^{(\epsilon,n,z)}_{(\beta,m,y)}$$

$$(P_\perp)^{(\alpha,k,x)}_{(\beta,m,y)} (P_\perp)^{(\beta,m,y)}_{(\epsilon,n,z)} = (P_\perp)^{(\alpha,k,x)}_{(\epsilon,n,z)}$$

$$(P_\perp)^{(\alpha,k,x)}_{(\beta,m,y)} (\chi^\top)^{(\beta,m,y)}_{(\mu,z)} = 0$$

$$(P_\perp)^{(\alpha,k,x)}_{(\beta,m,y)} \chi^{(\nu,z)}_{(\alpha,k,x)} = 0$$

$$N^{(\alpha,i,x)}_{(\beta,j,y)} \chi^{(\nu,z)}_{(\alpha,i,x)} = 0.$$
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