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Abstract

We give a direct construction of invariant measures and global flows for the stochastic quantization equation to the quantum field theoretical \( \Phi^4_3 \)-model on the 3-dimensional torus. This stochastic equation belongs to a class of singular stochastic partial differential equations (SPDEs) presently intensively studied, especially after Hairer’s groundbreaking work on regularity structures. Our direct construction exhibits invariant measures and flows as limits of the (unique) invariant measures for corresponding finite dimensional approximation equations. Our work is done in the setting of distributional Besov spaces, adapting semigroup techniques for solving nonlinear dissipative parabolic equations on such spaces and using methods that originated from work by Gubinelli et al on paracontrolled distributions for singular SPDEs.
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1 Introduction

The present paper undertakes a new and direct construction of global solutions with general initial conditions and the invariant measure for a nonlinear stochastic partial differential equation (stochastic quantization equation) associated with the \( \Phi^4_3 \)-model of quantum field theory on a torus. To understand the origins of the problem and present
some motivation for the study of the $\Phi^4_3$-model, let us shortly recall the origins of quantum field theory and the motivations for the construction of quantum field models.

The origins of quantum field theory have to be found already at the beginning of quantum theory. In fact the considerations which lead M. Planck at the beginning of last century to the introduction of the basic “quantum of action” (expressed by Planck’s constant $\hbar$) were based on a phenomenon (“black body radiation”) involving the electromagnetic field (described by Maxwell’s equations). Quantum theory evolved first (1924-25) as a physical theory, different from classical mechanics, for the description of phenomena characterized by a dependence on $\hbar$, typical of the world of atoms and molecules. Later it found its well known mathematical formulation in terms of operators acting in Hilbert spaces (see e.g. [83, 84, 86, 85]). Already in 1927, M. Born, W. Heisenberg and P. Jordan considered an analogue of quantum mechanics where the particles are replaced by fields. This was quite natural since a field (e.g. the classical electromagnetic field) in any bounded space-time domain after a decomposition in Fourier components can be looked upon as an infinite system of oscillators, susceptible to be quantized as mechanical particles performing oscillations. In the same year P. Dirac gave the first physical discussion of a quantized electromagnetic field in interaction with quantized particles (see e.g. [65, 66]). Soon it was realized that divergences arise in trying to compute quantities of physical interest. This is largely due to the fact of having to do with an infinite dimensional quantum system which evolves according to the laws of relativity theory. Despite the fact that quantum mechanics of finite system of non-relativistic particles found a mathematical formulation quite early, the extension to the case of quantum fields took a lot of time and in some sense is still an open problem. However, in the case without interaction (“free field case”) a suitable setting was found through the Fock space representation (since the 30s) and (since the 60s) the isomorphic Friedrichs-Segal representation of Fock spaces as an $L^2$-space with respect to a suitable Gaussian measure on the space of real maps from the space variables to the real numbers. The singularities of this measure coupled with the non linearity of the interaction makes difficult the treatment of the inclusion of interactions. These difficulties lead in the 50s one hand to the physical theory of renormalization, on the other hand to the development of “axiomatic settings”, trying to fix a minimal set of requirements for a theory or a model to be acceptable. Up to the present no model satisfying all requirements has been found for the case where the dimension $d$ of space-time is 4. In the case where $d \leq 3$ some nontrivial models satisfying all requirements have been constructed, as part of the area of research developed in the 60s-70s known under the name of “constructive quantum field theory” (see e.g. [11], [16], [44], [61], [92]). The $\Phi^4_3$-model, which we discuss in the present paper, belongs to this area, more precisely to the class of models which can be looked upon as quantized versions of a classical nonlinear partial differential equation of the form

$$\frac{\partial^2}{\partial t^2} \phi(t, \vec{x}) = \left( \Delta_{\vec{x}} - m_0^2 \right) \phi(t, \vec{x}) - V'(\phi(t, \vec{x})).$$

(1.1)
Here $m_0 > 0$ is a constant, $t$ and $\vec{x}$ are time and space variables, respectively, $t \in \mathbb{R}$, $\vec{x} \in \mathbb{R}^d$, $\sigma \in \mathbb{N} \cup \{0\}$, $\phi$ takes real values, $V$ is a real-valued differentiable map on $\mathbb{R}$ expressing the nonlinearity of the equation. More precisely, $-V'(\phi)$ is the nonlinearity for the equation. In the $\Phi_4^3$ case we have $\sigma = 3$, $V(y) = \lambda y^4$ for some $\lambda > 0$ (more general models have been discussed for $\sigma \leq 2$, where $V$ can be of the lower bounded polynomial, trigonometric on exponential-type (see e.g. [1], [6], [7], [30], [44] and [96])). (1.1) is called Klein-Gordon equation (with mass $m_0$ and nonlinearity given by $V$). For the study of (1.1) and similar classical nonlinear PDEs see, e.g. [19] and [95]. It is a prototype of relativistic local equations, in as much as it can be looked upon as a local perturbation by the $V$-term of the relativistic linear equation expressed by (1.1) for $V \equiv 0$ (the linear Klein-Gordon equation, which is obviously relativistic covariant, since it only involves the relativistic operator $\Box = \frac{\partial^2}{\partial t^2} - \Delta \vec{x}$).

The quantum field $\Phi_{\text{qu}}$ corresponding to the classical field $\phi$ satisfying (1.1) has been realized in the models mentioned above as an operator-valued distribution, satisfying all requirements of a relativistic quantum field theory in space-time dimension $d := \sigma + 1 \leq 3$ (as mentioned above, the most interesting case where $d = 4$ is still out of reach, despite several partial results, see, e.g [15], [31], [34] and [52]).

A common construction of $\Phi_{\text{qu}}$ for all $d \leq 3$ (within the above mentioned “constructive quantum field theoretical approach) is by probabilistic methods, where one first constructs a generalized random fields $\Phi_{\text{Eu}}$ (where Eu stands for “Euclidean”) defined as the coordinate process to a probability measure $\mu_{\text{Eu}}$ (depending on $m_0$ and $V$) on the probability space $\Omega = \mathcal{S}'(\mathbb{R}^d)$, with its Borel $\sigma$-algebra. The measure $\mu_{\text{Eu}}$ is invariant under the (full) Euclidean group $E_d$ acting on $\mathcal{S}'(\mathbb{R}^d)$. $\Phi_{\text{Eu}}$ is thus $E_d$-homogeneous (stationary). All axioms of Euclidean field theory are satisfied, and from the moments functions of $\mu_{\text{Eu}}$ (which have been shown to exist) one can find, by a suitable analytic continuation, a set of functions, called Wightman functions, which characterize the relativistic quantum field $\Phi_{\text{qu}}$ corresponding to $\Phi_{\text{Eu}}$. These $\Phi_{\text{qu}}$ are “nontrivial” in the sense that they differ both physically and mathematically from the corresponding quantities for $V \equiv 0$ (see e.g. [21], [44] and [92]).

Let us indicate briefly how the structure $(\Phi_{\text{Eu}}, \mu_{\text{Eu}})$ is constructed in the cases $\sigma = 1, 2$ (for the more elementary but also instructive case $\sigma = 0$ (nonlinear quantum oscillator) see [27], [82] and [94]). $\mu_{\text{Eu}}$ is obtained by a double limit, introducing both a space-time cut off (also called “infrared cut-off”) and a regularization cut-off (“ultraviolet cut-off”). The first is realized either by considering the interaction-term only for $(t, \vec{x})$ in a bounded region $\Lambda$ of $\mathbb{R}^d$, and putting appropriate boundary conditions on $\partial \Lambda$ for the space-time Laplacian in $\mathbb{R}^d$ (with Euclidean metric), or by replacing $\mathbb{R}^d$ itself by a $d$-dimensional torus $\mathbb{T}^d$. The ultraviolet cut-off is realized in two steps: first by plainly replacing in the interaction term the coordinate variable by a regularized version of it (e.g. through convolution with a mollifier, depending on a parameter $\varepsilon > 0$); the second step consists in
introducing appropriate renormalization counterterms as we shall see. As a result of the first step one has then a family of probability measures \( \mu_{\Lambda, \epsilon} \) on \( S'(\mathbb{R}^d) \) of the form

\[
\mu_{\Lambda, \epsilon}(d\omega) = Z_{\Lambda, \epsilon}^{-1} e^{-\int_{\Lambda} V(\omega(t, \vec{x}) dtd\vec{x})} \mu_0(d\omega)
\]

where \( \omega \in \Omega = S'(\mathbb{R}^d) \), \( \Omega \) denoting the probability space (\( \omega \) plays the role of \( \Phi_{Eu} \)); \( \mu_0 \) is the probability measure corresponding to the case where \( V \equiv 0 \), which is Nelson’s free field measure \( \mu_0 \) on \( S'(\mathbb{R}^d) \), \( \mu_0 \) being again a suitable normalization constant. To keep in touch with suggestive notations of the physical literature \( \mu_0 \) is heuristically given by a normalization times

\[
\exp \left( -\frac{1}{2} \int \omega^2(t, \vec{x}) dtd\vec{x} \right) \prod_{t, \vec{x}} d\omega(t, \vec{x}).
\]

\( Z_{\Lambda, \epsilon} \) in (1.2) is a normalization constant. Note that \((t, \vec{x})\) are meant to run over \( \mathbb{R}^d \) resp. \( T^d \), in the former case is the \( \mu_{Eu} \) which corresponds to \( V \equiv 0 \) in (1.1). As it stands the limit of \( \mu_{\Lambda, \epsilon} \) for \( \epsilon \downarrow 0 \) (removal of the regularization given by \( \epsilon > 0 \)) does not exist even when \( V \) has a simple form, e.g. \( V(y) = \lambda y^4/4 \) for \( y \in \mathbb{R} \) with a constant \( \lambda > 0 \) (this model is called \( \Phi^4_d \)-model). For \( d = 2 \) a replacement of \( \omega^4_\epsilon(t, \vec{x}) \) by the Wick ordered power \( \omega^4_\epsilon(t, \vec{x}) : \omega_\epsilon(t, \vec{x}) \) : to \( \omega_\epsilon(t, \vec{x}) \) (renormalization by Wick ordering; for Wick ordered powers see, e.g. [29], [77] and [92]) suffices, in the sense that the moments of the measure

\[
Z_{\Lambda, \epsilon}^{-1} \exp \left( -\frac{\lambda}{4} \int_{\Lambda} \omega^4_\epsilon(t, \vec{x}) : dtd\vec{x} \right) \mu_0(d\omega)
\]

(\( Z_{\Lambda, \epsilon} \) being again a suitable normalization constant), converge as \( \epsilon \downarrow 0 \) to the moments of a probability measure \( \mu_{\Lambda} \) on \( S'(\mathbb{R}^2) \). Moreover, (for \( \lambda/m_0^2 \) small enough, “weak coupling case”) the latter moments converge as \( \Lambda \uparrow \mathbb{R}^2 \) to the moments of a probability measure \( \mu_{Eu} \) on \( S'(\mathbb{R}^2) \). \( \mu_{Eu} \) is singular with respect to \( \mu_0 \), whereas \( \mu_{\Lambda} \) was still absolutely continuous with respect to \( \mu_0 \). For these and other results on the \( \Phi^4_2 \)-model, including its relevance as yielding a model of relativistic quantum fields, see e.g. [12], [37], [44], [51] and [92].

**Remark 1.1.** Let us make two side remarks:

(i) for \( d \leq 2 \) other interesting models have been constructed, e.g. for \( V \) a lower bounded polynomial (see e.g. [44] and [92]), or \( V \) of exponential or trigonometric type (see e.g. [10], [61] and references therein),

(ii) the \( \Phi^4_2 \)-model and related ones are also relevant for other areas of research, like condensed matter physics (Allen-Cahn model of phase separation), image analysis, hydrodynamics, or nonlinear phenomena (see e.g. [3], [69], [88], [88]).
The construction of a corresponding $\Phi^4_3$-model is more complicated and less detailed results have been established. The main difference in the construction with respect to the one for the $\Phi^4_2$-model is that the renormalization needed to obtain $\mu_\Lambda$ (from $\mu_{\Lambda,\epsilon}$) involves, besides Wick ordering, the insertion of a divergent second order “mass renormalization” term and to perform the limit $\epsilon \downarrow 0$ more detailed estimates had to be established. Basic steps for this were made by J. Glimm [42] and J. Glimm and A. Jaffe [43], who developed a Hamiltonian approach (see also [44], [45] and [46]). J. Feldman constructed the moments of a measure corresponding to $\mu_\Lambda$, $\Lambda$ being now a bounded subset of $\mathbb{R}^3$ (see [32]).

The proof of convergence of the moments of $\mu_\Lambda$ as $\Lambda \uparrow \mathbb{R}^3$ to the moments of a Euclidean $\Phi^4_3$-measure $\mu_{\text{Eu}}$ is also more indirect, but it has been achieved in [33], [70] and [90], for the model defined by replacing in the expression for $\mu_{\Lambda,\epsilon}$ in (1.2) the term

$$\frac{\lambda}{4} \int_{\Lambda} :\omega^4_\epsilon(t,\vec{x}) : \, dt d\vec{x}$$

by

$$\frac{\lambda}{4} \int_{\Lambda} [\omega^4_\epsilon(t,\vec{x}) + a(\epsilon, \lambda)\omega^2_\epsilon(t,\vec{x})] \, dt d\vec{x},$$

with $a(\epsilon, \lambda) := -\alpha \lambda \epsilon + \beta \lambda^2 \ln \epsilon + \sigma$, with suitable constants $\alpha, \beta$ and for $\lambda > 0, \sigma \in \mathbb{R}$ (cf. [44]). In these references it is then shown that for $\sigma$ sufficiently large compared to $\lambda$ (“weak coupling”) the moments of $\mu_{\Lambda,\epsilon}$ converge as $\epsilon \downarrow 0, \Lambda \uparrow \mathbb{R}^3$ to the moments of a unique probability measure $\mu_\text{E}$. The limit satisfies the axioms of a Euclidean model and by analytic continuation a relativistic model is obtained. $\mu_\text{E}$ is non-Gaussian, its moments have an asymptotic expansion in powers of $\lambda$ to all orders [23], its Borel summability is also proven [70]. On the other hand, non-uniqueness of the limit for sufficiently small $\sigma$ is shown in [36].

**Remark 1.2.** Another approach was developed in [80] for the case where $\Lambda$ is the 3-dimensional torus and $\mu_\text{E}$ is looked upon as a probability measure on the corresponding $\mathcal{S}'(\Lambda)$ space. On the basis of estimates in [80] (Theorem 1.1(c), Theorem 3.5) and [32] (Theorem 1d) is argued to be unique. The coincidence of the limits when $\Lambda = [-L, L]^d$, $L \uparrow \infty$, (extending functions on $\Lambda$ periodically with period $(2L)^d$) of the moments of $\mu_\Lambda$ defined in [80] with the moments of the Euclidean invariant measure $\mu_{\text{Eu}}$ discussed in [33] and [70] in the “weak coupling case” is only hinted to in [80]. Another result on the $\Phi^4_3$-model on the 3-dimensional torus is in [81], where the homogeneous term $\frac{\lambda}{4} \varphi^4$ is replaced by $\frac{\lambda}{4} \varphi^4 - \sigma \varphi^2 - \mu \varphi$, with $\sigma > 0, \mu \in \mathbb{R}$. Here a corresponding $\mu_\Lambda$ is constructed by first replacing the $\Lambda$ by a lattice $\Lambda_\delta$ of mesh $\delta > 0$, then letting $\delta \to 0$, and showing (Corollary 4.3) the convergence of the moments of $\mu_{\Lambda_\delta}$ to the moments of a unique limit measure $\bar{\mu}_\Lambda$. $\bar{\mu}_\Lambda$ is then studied in the limit $\Lambda \uparrow \mathbb{R}^3$ and brought in contact with the above Euclidean measure $\mu_{\text{Eu}}$ (on $\mathcal{S}'(\mathbb{R}^3)$ as discussed in [23] and [70]), in the case where $\sigma$ is sufficiently large compared to $\lambda$ (which corresponds to the above weak coupling case). Further results on the $\Phi^4_3$-model are presented, e.g. in [3], [18], [21], [24], [25], [75] and [92].
Recent important developments initiated by M. Hairer [53] are concerned with the construction of an SPDE of the heuristic form (1.3) below, and as such being related, in the case where \( V(y) = \lambda y^4/4 \) (\( y \in \mathbb{R} \) and \( \lambda > 0 \)) with the heuristic expansion for the probability measure \( \mu_{\text{Eu}} \) of the Euclidean approach to the \( \Phi^4_d \)-model, in the sense that \( \mu_{\text{Eu}} \) is a candidate for an invariant measure for the solution of (1.3) for such a \( V \). The general idea of considering an SDE having a measure of interest as an invariant measure gives back to work by G. Parisi and Y. S. Wu [79]. In the context of quantum field theory this has taken the name of “stochastic quantization method”. For the case of the structure \((\Phi_{\text{Eu}}, \mu_{\text{Eu}})\) associated to the classical equation (1.1) the stochastic quantization method yields the equation

\[
dX_\tau = \left[ (\triangle - m_0^2)X_\tau - V'(X_\tau) \right] dt + dW_\tau
\]

where \( dW_\tau \) is a Gaussian white noise in the new \( \tau \in [0, \infty) \)-variable and in the old space-time variables \((t, \vec{x}) \in \mathbb{R} \times \mathbb{R}^d = \mathbb{R}^d\), relative to which \( \triangle \) is taken. Thus \( X_\tau(t, \vec{x}) \) is for any given \( \tau \) thought as a random field in the Euclidean space-time variables \((t, \vec{x})\). \( \tau \) is thought as a “computer time”. Heuristically, assuming that the solution flow to (1.3) exists and is ergodic one can compute \( \mu_{\text{Eu}} \)-averages like \( \int F d\mu_{\text{Eu}} \), for suitable integrable \( F \), from limits of \( \tau \)-averages \( \frac{1}{T} \int_0^T F(X_\tau) d\tau \) as \( T \to \infty \). This program has been implemented mathematically for \( d = 1 \) and \( V \), e.g. of the type of those in the \( \Phi^4_d \)-model, in [63] where existence and uniqueness of solutions of (1.3) and their properties have been discussed (see also [67]).

In the case \( d = 2 \) correspondingly as for the construction mentioned above of a Euclidean measure for models over \( \mathbb{R}^2 \), one achieves the construction of solutions of (1.3) for \( V \), e.g. of the form \( V(y) = \lambda y^4/4 \) for \( y \in \mathbb{R} \) with \( \lambda > 0 \) (or more generally for the class mentioned in Remark 1.1(i)), by suitably modifying the nonlinear term \( V' \) in (1.3). E.g. for the above quartic \( V \) one replaces \( -\lambda X_\tau^3 \) in (1.3) by a Wick ordered version \( -\lambda : X_\tau^3 : \) of it. The first solution by a Wick ordered version of the so modified (1.3), both on a 2-dimensional torus and on \( \mathbb{R}^2 \) has been realized in [4] by the method of Dirichlet forms (see also [22] and [71]) (solutions are here in the weak probabilistic sense), for quasi-every initial conditions. Solutions in a strong sense have been obtained by other essentially analytic methods in [29]. In [28] G. Da Prato and A. Debussche introduced the method of exploiting the Ornstein-Uhlenbeck process \( Z_\tau \) associated with the linear part in (1.3) and replacing the process of \( Z_\tau \) arising from the nonlinear term in \( X_\tau = (X_\tau - Z_\tau) + Z_\tau \) by corresponding Wick powers; this method has been extended to more singular SPDEs by Hairer and Gubinelli, see below. In [28] ergodicity results for the solution process have been obtained. See also [14] for a survey of results on the stochastic quantization equation for the \( \Phi^4_2 \)-model and discussion of uniqueness problems. For a proof of restricted Markov uniqueness of dynamics associated with the \( \Phi^4_2 \)-model see [57], which uses also results of [74], providing also a new construction of strong solutions in certain negative index Besov spaces for this stochastic quantization equation. For a derivation of
the stochastic quantization equation from Kac-Ising models see [35], [41], [55] and [72]. For work on Gaussian white noise driven PDEs related to other models of quantum fields in 2-dimensional space-time see [2], [9] and [59]. Let us also add that much work has been done on related SPDEs with more regular noise and having as a common invariant measure the $\Phi^4_2$-measure $\mu$ (see [22], [64] and the references in [14]).

The situation with the stochastic quantization of the $\Phi^4_3$-model remained open for a long time, except for a partial result in [13] until the ground breaking work by M. Hairer [53, 54]. Hairer’s methods are essentially PDE’s ones in spaces of generalized functions ($C^\alpha$ with $\alpha$ negative) and are rooted in Gubinelli’s extension of T. Lyons’ rough path methods to the case of multidimensional time [47, 48]. Hairer’s break through in producing solutions of the stochastic quantization equation to the $\Phi^4_3$-model (which following his work is also named (equation of the) dynamical $\Phi^4_3$-model) generated an intensive activity in the area of singular SPDE, also for other SPDEs, in particular using Gubinelli’s adaption of the method of paracontrolled distributions for SPDEs (see e.g. [26], [40], [49] and [50]).

We shall limit ourselves here to mention work specifically related to the $\Phi^4_3$-model. The original work by Hairer proved the existence of local (in time) solutions of (1.3) on the 3-dimensional torus $\mathbb{T}^3$, after a renormalization procedure inspired by the one used for the construction of the $\Phi^4_3$-measure $\mu_{Eu}$, in the weak coupling case. The space on which the solutions are located is a $C^\alpha$-space, for any $\alpha \in (-2/3, -1/2)$, of generalized functions, for initial conditions which are also in the same $C^\alpha$. Various approximation results for the solutions have been derived subsequently, see [60] (from other interaction terms) and [57], [96] (from a lattice approximation). The local well-posedness of (1.3) on $\mathbb{T}^3$ has also been proved successively by other methods (see [68]). Existence and uniqueness of local solutions on $\mathbb{T}^3$ has been obtained in [26] by the method of paracontrolled distributions. The extension to local solutions of (1.3) on $\mathbb{R}^3$ (the case associated with the original resp. Euclidean model) was discussed in [56] and [57] by introducing suitable weights. The extension from local to global solutions in the case of $\mathbb{T}^3$ is discussed in [53], and in [73] by an interplay of the paracontrolled approach in [50] with Bourgain’s method, exploiting the presence of the candidate for an invariant measure, namely the weak coupling case $\Phi^4_3$-measure as discussed in [25]. It is asserted in the abstract of [73] that the existence of invariant measures follows from the proven uniform bounds on solutions “via the Krylov-Bogoliubov method” (details are not given in the paper). For the relation of such invariant measures with “the $\Phi^4_3$-measure” of quantum field theory see [57] and [73].

Remark 1.3. (i) In [58] a method for establishing the strong Feller property of processes associated with SPDEs of the form (1.3) is presented. In particular, the strong Feller property of the process of the stochastic quantization equation on $\mathbb{T}^3$ constructed in [57] and [73] is established, for initial data of suitable regularity.

(ii) To the best of our knowledge, all papers discussing invariant measures for the stochastic quantization equation (over $\mathbb{R}^3$ and $\mathbb{T}^3$) use a “$\Phi^4_3$-measure” as presented in
constructive quantum field theory, rather than constructing them directly; one exception being [73], in which as we already commented above an invariant measure is considered to follow from the proven uniform bounds on global solutions in the relevant Besov spaces. One main aim of the present paper is precisely to provide a direct construction of invariant measures, see below. The uniqueness of invariant measures remains open in all approaches.

(iii) [97] introduces a Dirichlet form associated with the solution process of the dynamical \( \Phi^4_3 \)-model over \( T^3 \) discussed in [73], whereas [5] relates to work in [13] by associating a family of positive bilinear forms to the weak coupling \( \Phi^4_3 \)-measure on \( \mathbb{R}^3 \).

(iv) Results of the type of those of [87] established for the restricted Markov uniqueness of the dynamical \( \Phi^4_2 \)-model, seem however, to remain open for the \( \Phi^4_3 \)-model, both on \( T^3 \) and on \( \mathbb{R}^3 \).

In the present paper, we consider the stochastic quantization (1.3) with \((t, \vec{x}) \in \Lambda = T^3 \), \( V(y) = \lambda y^4/4 \) for \( y \in \mathbb{R} \) and \( \lambda > 0 \) (\( \Phi^4_3 \)-model on \( T^3 \)). Differently from other approaches, we do not consider pointwise initial conditions for the regularized equation, but rather a family of finite dimensional SDEs approximations with their invariant measures as initial condition. More precisely, we consider the well-defined finite-sum approximation \( \{\mu_N; N \in \mathbb{N}\} \) (defined at the beginning of Section 4) of the Fourier expansion of the (heuristic) \( \Phi^4_3 \)-measure on \( T^3 \), and discuss the nonlinear stochastic partial differential equations given by the stochastic quantization of the approximation measures \( \mu_N \). Denote by \( X^N \) the solution to the finite-dimensional approximation equations with the initial distribution \( \mu_N \). The difference from all other approaches to the study of the stochastic quantization equation of the \( \Phi^4_3 \)-model mentioned above is that in our case the initial distribution of \( X^N \) is given by \( \mu_N \). In our setting we have then the advantage of being able to exploit the stationarity of \( X^N \). To construct a limit process we will prove a uniform estimate for \( \{X^N\} \), which implies the tightness of its laws. For this we use Hairer’s reconstruction method of singular stochastic partial differential equations. The renormalization will appear in the reconstruction. The tightness yields a limit process for a suitable subsequence of \( \{X^N\} \). In particular, we obtain the convergence of the marginal distribution of the subsequence, which is the limit of the subsequence of \( \{\mu_N\} \) in view of the stationarity of \( X^N \). This is the strategy for our direct construction of an invariant measure and a flow associated with the \( \Phi^4_3 \)-stochastic quantization equation on \( T^3 \). The strategy seems natural being much in the spirit of the treatment of stochastic differential equations based on Itô calculus, and in this sense it is a natural extension of it. This seems to be a natural method also in relation to the variational approach to SPDEs (for a related approach see [49]). It is expected that our method can be extended to other singular semilinear SPDEs with Gaussian white noise, having finite-dimensional approximations with invariant measures. The extension will be model-dependent and will however require separate estimates.
The organization of the present paper is as follows. The material in Section 2 and 3 is introductory. Although it is related to [17], [26], [49], [50], [53], [54], [72], [73], [74] and [75], many detailed estimates needed for our main results are not to be found in these references. In Section 2 we give the definition of Besov spaces and the notation of paraproducts. Paraproducts appear when we consider the partial differential equation reconstructed from (1.3), and we solve the reconstructed equation in Besov spaces that are useful for our later deduction. We also prepare some function inequalities, which are applied for obtaining estimates of each term in the reconstructed partial differential equations. In Section 3 we introduce the infinite-dimensional Ornstein-Uhlenbeck process solving the linear part of the stochastic quantization equation (1.3) and the polynomials associated with this process. The polynomials of the Ornstein-Uhlenbeck process also were used in Hairer’s reconstruction method and related works, and their renormalization is required for proving the convergence in the Besov spaces which we need in the rest of the paper. In Section 4 we consider the stochastic quantization equations associated to the measures which approximate the (candidate for a) $\Phi^{4}_3$-measure on $T^3$. This constitutes the main part of the present paper. We first apply Hairer’s reconstruction method, and obtain a solvable partial differential equation with random coefficients. Next we prove many estimates for each term in the partial differential equation and an associated energy functional, which appears in the typical approach to dissipative nonlinear partial differential equations and enables us to control the nonlinear terms. In the estimate for the energy functional new terms appear. So, we reiterate the procedure to be able to estimate the new terms which appeared, and then keep repeating the procedure until finally obtain a uniform estimate, which yields the tightness of the solutions to the approximation equations. From this our main results follow in a natural way.

2 Besov spaces and estimates of functions

In this section, we introduce the Besov spaces relevant for our work, as well as the paraproducts and functional inequalities that we shall use. Let $\Lambda$ be the 3-dimensional torus, i.e. $(\mathbb{R}/\mathbb{Z})^3$ with the natural Lebesgue measure $dx$ induced from the one on $\mathbb{R}^3$. Let $L^p$ and $W^{s,p}$ be the corresponding $p$th-order integrable function space and the Sobolev space on $\Lambda$, for $s \in \mathbb{R}$ and $p \in [1, \infty]$, respectively. Let $\chi$ and $\varphi$ be functions in $C^\infty([0, \infty); [0, 1])$ such that the supports of $\chi$ and $\varphi$ are included by $[0, 4/3)$ and $[3/4, 8/3]$ respectively,

\[
\chi(r) + \sum_{j=0}^{\infty} \varphi(2^{-j} r) = 1, \quad r \in [0, \infty),
\]

\[
\varphi(2^{-j} r) \varphi(2^{-k} r) = 0, \quad r \in [0, \infty), \quad j, k \in \mathbb{N} \cup \{0\} \text{ such that } |j - k| \geq 2,
\]

\[
\chi(r) \varphi(2^{-j} r) = 0, \quad r \in [0, \infty), \quad j \in \mathbb{N}.
\]
For the existence of $\chi$ and $\varphi$, see Proposition 2.10 in [17]. Throughout this paper, we fix $\chi$ and $\varphi$. Moreover, even if the constants that will appear in the estimates below depend on $\chi$ and $\varphi$, we do not mention explicitly this dependence.

Let $\mathcal{S}(\mathbb{R}^3)$ and $\mathcal{S}'(\mathbb{R}^3)$ be the Schwartz space and the space of tempered distributions on $\mathbb{R}^3$, respectively. For $f \in \mathcal{D}'(\Lambda)$ where $\mathcal{D}'(\Lambda)$ is the topological dual of $C^\infty(\Lambda)$, we can define the periodic extension $\tilde{f} \in \mathcal{S}'(\mathbb{R}^3)$ (see Section 3.2 in [89]). By means of this extension, we define the (Littlewood-Paley) nonhomogeneous dyadic blocks $\{\Delta_j; j \in \mathbb{N} \cup \{-1, 0\}\}$ by setting

$$\Delta_{-1} f(x) = (\mathcal{F}^{-1} \left( \chi(\cdot) |\mathcal{F}\tilde{f} \right))(x), \quad x \in \Lambda$$

$$\Delta_j f(x) = (\mathcal{F}^{-1} \left( \varphi(2^{-j} \cdot) |\mathcal{F}\tilde{f} \right))(x), \quad x \in \Lambda, \quad j \in \mathbb{N} \cup \{0\},$$

where $\mathcal{F}$ and $\mathcal{F}^{-1}$ are the Fourier transform and inverse Fourier transform operators, i.e. $\mathcal{F}$ is the automorphism of $\mathcal{S}'(\mathbb{R}^3)$ given by the extension of the map

$$g \mapsto \hat{g}(\xi) = \frac{1}{(2\pi)^{3/2}} \int_{\mathbb{R}^3} g(x)e^{-\sqrt{-1}x \cdot \xi}dx, \quad g \in \mathcal{S}(\mathbb{R}^3),$$

where $x \cdot \xi := \sum_{j=1}^3 x_j \xi_j$ for $x = (x_1, x_2, x_3), \xi = (\xi_1, \xi_2, \xi_3) \in \mathbb{R}^3$, and $\mathcal{F}^{-1}$ is the inverse operator of $\mathcal{F}$, respectively (see Section 1.2 in [17]). As a family of pseudo-differential operator, $\{\Delta_j; j \in \mathbb{N} \cup \{-1, 0\}\}$ is given by

$$\Delta_{-1} f = \chi(\sqrt{-\Delta}) f, \quad \Delta_j f = \varphi(2^{-j} \sqrt{-\Delta}) f \quad j \in \mathbb{N} \cup \{0\}$$

where $\Delta$ is the Laplace operator for the functions on $\Lambda$, i.e.

$$\Delta f (x) := \left( \frac{\partial^2}{\partial x_1^2} + \frac{\partial^2}{\partial x_2^2} + \frac{\partial^2}{\partial x_3^2} \right) f(x), \quad x = (x_1, x_2, x_3) \in \Lambda, \quad f \in C^\infty(\Lambda).$$

We define the Besov norm $\|\cdot\|_{B^s_{p, r}}$ and the Besov space $B^s_{p, r}$ on $\Lambda$ with $s \in \mathbb{R}$ and $p, r \in [1, \infty]$ by

$$\|f\|_{B^s_{p, r}} := \left\{ \begin{array}{ll}
\left( \sum_{j=-1}^{\infty} 2^{jsr} \|\Delta_j f\|_{L^p}^r \right)^{1/r}, & r \in [1, \infty), \\
\sup_{j \in \mathbb{N} \cup \{-1, 0\}} 2^{js} \|\Delta_j f\|_{L^p}, & r = \infty,
\end{array} \right.$$ 

$$B^s_{p, r} := \{ f \in \mathcal{D}'(\Lambda); \|f\|_{B^s_{p, r}} < \infty \}.$$ 

It is easy to see that $B^s_{p_1, r_1} \subset B^s_{p_2, r_2}$ for $s_1, s_2 \in \mathbb{R}$ and $p_1, p_2, r_1, r_2 \in [1, \infty]$ such that $s_1 \geq s_2, p_1 \geq p_2$ and $r_1 \leq r_2$. It is known that $B^s_{p, p} = W^{s, p}$ for $s \in \mathbb{R} \setminus \mathbb{Z}$ and $p \in [1, \infty]$. It is also known that $B^{s, \infty}_{p, \infty} \subset B^s_{p, 1}$ for $p \in [0, \infty]$ and $s, s' \in \mathbb{R}$ such that $s' < s$ (see Corollary 2.96 in [17]). For simplicity of notation, we denote $B^s_{p, \infty}$ by $B^s_p$ for $s \in \mathbb{R}$ and $p \in [1, \infty]$.

Next we prepare the notation and estimates of paraproducts by following Chapter 2 in [17]. Let

$$S_j f := \sum_{k=-1}^{j-1} \Delta_k f, \quad j \in \mathbb{N} \cup \{0\}.$$
For simplicity of notation, let $\Delta_{-2}f := 0$ and $S_{-1}f := 0$. We define

\[ f \otimes g := \sum_{j=0}^{\infty} (S_j f) \Delta_{j+1} g, \quad f \circ g := g \otimes f, \]

\[ f \circ g := \sum_{j=-1}^{\infty} \Delta_j (\Delta_{j-1} g + \Delta_j g + \Delta_{j+1} g) \]

By the definitions of $\{\Delta_j\}$, $\{S_j\}$, $\otimes$, $\circ$, and $\circlearrowright$, we have

\[ fg = f \otimes g + f \circ g + f \circ g \]

Let $f \otimes g := f \otimes g + f \circ g$ and $f \circ g := f \otimes g + f \circ g$.

We summarize the fundamental estimates of Besov norms and paraproducts in the following proposition. Note that here and in the whole paper constants $C$ appearing on the right-hand side of estimates are always meant as positive, without mention it.

**Proposition 2.1.**  
(i) For $s \in \mathbb{R}$ and $p_1, p_2, r_1, r_2 \in [1, \infty]$ such that $p_1 \leq p_2$ and $r_1 \leq r_2$,

\[ \|f\|_{B_{p_1, p_2}^{s}} \leq C \|f\|_{B_{p_1, r_1}^{s}}, \quad f \in B_{p_1, r_1}^{s}, \]

where $C$ is a constant depending on $s$, $p_1$, $p_2$, $r_1$, and $r_2$.

(ii) For $s \in \mathbb{R}$ and $p, p_1, p_2, r \in [1, \infty]$ such that $1/p = 1/p_1 + 1/p_2$,

\[ \|f \odot g\|_{B_{p, r}^{s}} \leq C \|f\|_{L^{p_1}} \|g\|_{B_{p_2, r}^{s}}, \quad f \in L^{p_1}, \quad g \in B_{p_2, r}^{s}, \]

where $C$ is a constant depending on $s$, $p_1$, $p_2$, and $r$.

(iii) For $s \in \mathbb{R}$, $t \in (-\infty, 0)$, and $p, p_1, p_2, r_1, r_2 \in [1, \infty]$ such that

\[ \frac{1}{p} = \frac{1}{p_1} + \frac{1}{p_2} \quad \text{and} \quad \frac{1}{r} = \min \left\{ \frac{1}{r_1}, \frac{1}{r_2} \right\}, \]

\[ \|f \odot g\|_{B_{p, r}^{s+t}} \leq C \|f\|_{B_{p_1, r_1}^{s}} \|g\|_{B_{p_2, r_2}^{s}}, \quad f \in B_{p_1, r_1}^{s} \quad \text{and} \quad g \in B_{p_2, r_2}^{s}, \]

where $C$ is a constant depending on $s$, $p_1$, $p_2$, $r_1$, and $r_2$.

(iv) For $s_1, s_2 \in \mathbb{R}$ such that $s_1 + s_2 > 0$, and $p, p_1, p_2, r, r_1, r_2 \in [1, \infty]$ such that

\[ \frac{1}{p} = \frac{1}{p_1} + \frac{1}{p_2} \quad \text{and} \quad \frac{1}{r} = \frac{1}{r_1} + \frac{1}{r_2}, \]

it holds that

\[ \|f \odot g\|_{B_{p, r}^{s_1 + s_2}} \leq C \|f\|_{B_{p_1, r_1}^{s_1}} \|g\|_{B_{p_2, r_2}^{s_2}}, \quad f \in B_{p_1, r_1}^{s_1} \quad \text{and} \quad g \in B_{p_2, r_2}^{s_2}, \]

where $C$ is a constant depending on $s_1$, $s_2$, $p_1$, $p_2$, $r_1$, and $r_2$. 
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(v) For $s \in (0, \infty)$, $\varepsilon \in (0, 1)$ and $p, p_1, p_2, r \in [1, \infty]$ such that $1/p = 1/p_1 + 1/p_2$,
\[
\|f^2\|_{B^s_{p,r}} \leq C\|f\|_{L^{p_1}} \|f\|_{B^{s+\varepsilon}_{p_2,r}}, \quad f \in L^{p_1} \cap B^{s+\varepsilon}_{p_2,r}
\]
where $C$ is a constant depending on $s$, $\varepsilon$, $p_1$, $p_2$ and $r$.

(vi) For $s \in (0, \infty)$, $\varepsilon \in (0, 1)$ and $p, r \in [1, \infty]$,
\[
\|f^3\|_{B^s_{p,r}} \leq C\|f\|_{L^{p_1}}^2 \|f\|_{B^{s+\varepsilon}_{p_2,r}}, \quad f \in L^{p_1} \cap B^{s+\varepsilon}_{p_2,r}
\]
where $C$ is a constant depending on $s$, $\varepsilon$, $p$ and $r$.

(vii) For $s_1, s_2 \in \mathbb{R}$, $\theta \in (0, 1)$ and $p, r \in [1, \infty]$
\[
\|f\|_{B^{s_1+\theta s_2}_{p,r}} \leq \|f\|_{B^{s_1}_{p,r}}^{\theta} \|f\|_{B^{s_2}_{p,r}}^{1-\theta}, \quad f \in B^{s_1}_{p,r} \cap B^{s_2}_{p,r}.
\]

(viii) For $s \in \mathbb{R}$ and $p_1, p_2, r_1, r_2 \in [1, \infty]$ such that $1 = 1/p_1 + 1/p_2$ and $1 = 1/r_1 + 1/r_2$,
there exists a constant $C$ depending on $s$, $p_1$, $p_2$, $r_1$ and $r_2$ satisfying
\[
\left| \int \Lambda f(x) g(x) dx \right| \leq C\|f\|_{B^{-s}_{p_1,r_1}} \|g\|_{B^{s}_{p_2,r_2}}, \quad f \in B^{-s}_{p_1,r_2}, \ g \in B^{s}_{p_2,r_2}.
\]

(ix) For $\alpha \in \mathbb{R}$, $\beta \in [0, \infty)$, and $p, r \in [1, \infty]$, there exists a constant $C$ depending on $\alpha$, $\beta$, $p$ and $r$ such that
\[
\|e^{t\Delta} f\|_{B^{s}_{p,r}} \leq C t^{-\beta} \|f\|_{B^{s-2\beta}_{p,r}}, \quad f \in B^{s-2\beta}_{p,r}, \ t \in (0, \infty),
\]
where $\{e^{t\Delta}; t \geq 0\}$ is the heat semigroup generated by $\Delta$ on $L^2(\Lambda; \mathbb{R})$.

Proof. The proofs of (i), (iv), (vii) and (viii) are similar to the case of the functions on the whole space $\mathbb{R}^3$. See Proposition 2.71, Theorem 2.85, Theorem 2.80 and Proposition 2.76
in [17] for (i), (iv), (vii) and (viii) respectively. For (ii), (iii) and (ix), see Proposition
A.7 and A.13 in [73]. By (iii) and (iv), we have
\[
\|f^2\|_{B^s_{p,r}} \leq \|f \otimes f\|_{B^s_{p,r}} + 2\|f \otimes f\|_{B^s_{p,r}}
\]
\[
\leq C\|f\|_{B^{s-\varepsilon}} \|f\|_{B^{s+\varepsilon}_{p_2,r}}.
\]
Hence, the fact that $L^{p_1} \subset W^{-\varepsilon, p_1} \subset B^{-\varepsilon}_{p_1,\infty}$ yields (v). To prove (vi) applying (i), (iii) and (iv) again, we have
\[
\|f^3\|_{B^s_{p,r}} \leq \|f \otimes f \otimes f\|_{B^s_{p,r}} + \|f \otimes f \otimes f\|_{B^s_{p,r}} + \|f \otimes f \otimes f\|_{B^s_{p,r}}
\]
\[
\leq C\|f\|_{B^{-\varepsilon}} \|f\|_{B^{2s+\varepsilon}_{p_2,r}} \|f\|_{B^{2s+\varepsilon}_{p_2,r}} = C\|f\|_{L^{p_1}} \|f\|_{B^{2s+\varepsilon}_{p_2,r}}.
\]
Hence, (v) and the fact that $L^{2p} \subset W^{-\varepsilon, 2p} \subset B^{-\varepsilon}_{2p,\infty}$ yield
\[
\|f^3\|_{B^s_{p,r}} \leq C\|f\|_{L^{2p}} \|f\|_{B^{2s+\varepsilon}_{p_2,r}} + C\|f\|_{L^{2p}} \|f\|_{B^{2s+\varepsilon}_{p_2,r}}.
\]
This inequality implies (vi). \[\square\]
Now we prepare some functional inequalities which we shall apply in the proof of our main theorem.

**Lemma 2.2.** (i) For \( \theta \in (0,9/16) \) there exists a constant \( C \) depending on \( \theta \) such that for \( \delta \in (0,1] \) and \( f \in L^4 \cap B^{15/16}_2 \)

\[
\|f\|_{B^\theta_2} \leq \delta \left( \|f\|_{L^4}^4 + \|f\|_{B^{15/16}_2}^2 \right)^{7/8} + C\delta^{-16/19}.
\]

(ii) For \( \theta \in (0,9/16) \) there exists a constant \( C \) depending on \( \theta \) such that for \( \delta \in (0,1] \) and \( f \in L^4 \cap B^{15/16}_2 \)

\[
\|f^2\|_{B^{\theta/2}_{4/3}} \leq \delta \left( \|f\|_{L^4}^4 + \|f\|_{B^{15/16}_2}^2 \right)^{7/8} + C\delta^{-26/9}.
\]

(iii) For \( \theta \in (0,9/16) \) there exists a constant \( C \) depending on \( \theta \) such that for \( \delta \in (0,1] \) and \( f \in L^4 \cap B^{15/16}_2 \)

\[
\|f^3\|_{B^\theta_1} \leq \delta \left( \|f\|_{L^4}^4 + \|f\|_{B^{15/16}_2}^2 \right) + C\delta^{-10}.
\]

**Proof.** Let \( f \in L^4 \cap B^\theta_2 \). By Proposition 2.1(vii) we have

\[
\|f\|_{B^\theta_2} \leq C\|f\|_{L^2}^{2/5}\|f\|_{B^{15/16}_2}^{3/5} \leq C\|f\|_{L^2}^{2/5}\|f\|_{B^{15/16}_2}^{3/5}
\]

where \( C \) is a positive constant depending on \( \theta \). By applying the fact that

\[
(2.1) \quad ab \leq \theta a^{1/\tilde{\theta}} + (1-\tilde{\theta})b^{1/(1-\tilde{\theta})} \leq a^{1/\tilde{\theta}} + b^{1/(1-\tilde{\theta})}, \quad a, b \in [0,\infty), \quad \tilde{\theta} \in (0,1)
\]

we have

\[
\|f\|_{B^\theta_2} \leq C \left( \|f\|_{L^4}^4 + \|f\|_{B^{15/16}_2}^2 \right)^{2/5} + C.
\]

Hence, applying (2.1) again, we obtain (i)

Next, we show that (ii) holds. By Proposition 2.1(v) and (vii) and (2.1) we have

\[
\|f^2\|_{B^{\theta/2}_{4/3}} \leq C\|f\|_{L^{4/3}}^{2/5}\|f\|_{B^{15/16}_2}^{3/5} \leq C\|f\|_{L^4}^{4/5}\|f\|_{B^{15/16}_2}^{3/5}
\]

\[
\leq C\|f\|_{L^4}^{7/5}\|f\|_{B^{15/16}_2}^{3/5} \leq C \left( \|f\|_{L^4}^{13/5} + \|f\|_{B^{15/16}_2}^{13/10} \right)^{13/20} + C.
\]

Hence, applying (2.1) again, we obtain (ii)

Finally, we show that (iii) holds. By Proposition 2.1(vi) and (vii) and (2.1) we have

\[
\|f^3\|_{B^\theta_1} \leq C\|f^3\|_{L^1}^{2/5}\|f^3\|_{B^{15/16}_2}^{3/5} \leq C\|f\|_{L^4}^{6/5}\|f\|_{L^4}^{6/5}\|f\|_{B^{15/16}_2}^{3/5}
\]
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\[ \leq C \|f\|_{L^4}^{12/5} \|f\|_{B^2_{15/16}}^{3/5} \leq C \left( \|f\|_{L^4}^{18/5} + \|f\|_{B^2_{15/16}}^{9/5} \right) \]

Hence, applying (2.1) again, we obtain (iii). \hfill \Box

**Lemma 2.3.** Let \( \alpha, \beta \in (0, 1) \) such that \( \alpha + \beta < 2 \). Then, for any nonnegative measurable function \( f \) and \( s, t \in [0, \infty) \) such that \( s < t \), we have

\[
\int_s^t (t - v)^{-\alpha} \left( \int_s^v (v - u)^{-\beta} f(u) du \right) dv = B(\alpha, \beta) \int_s^t (t - u)^{-(\alpha + \beta) + 1} f(u) du
\]

where \( B(\alpha, \beta) \) is the beta function with indices \( \alpha \) and \( \beta \).

**Proof.** The assertion is obtained by a simple application of Fubini-Tonelli’s theorem on changing the order of integration. \hfill \Box

The following propositions 2.4 and 2.6 are about the estimate of commutators of para-products and the heat semigroup, respectively.

**Proposition 2.4.** Let \( \alpha \in (\infty, 1), \) and \( \beta, \gamma \in \mathbb{R} \) and \( p, p_1, p_2, p_3 \in [1, \infty] \). Assume that

\[
\beta + \gamma < 0, \quad \alpha + \beta + \gamma > 0, \quad \frac{1}{p} = \frac{1}{p_1} + \frac{1}{p_2} + \frac{1}{p_3}.
\]

Then,

\[
\|(f \circ g) \circ h - f(g \circ h)\|_{B^p_{1+\beta+\gamma}} \leq C \|f\|_{B^p_{1+\beta+\gamma}} \|g\|_{B^p_{p_2}} \|h\|_{B^p_{p_3}}
\]

for \( f \in B^p_{1+\beta+\gamma} \), \( g \in B^p_{p_2} \) and \( h \in B^p_{p_3} \) where \( C \) is a constant depending on \( \alpha, \beta, \gamma, p_1, p_2, p_3 \).

**Proof.** See Proposition A.9 in [73]. \hfill \Box

In the following we shall need the Fourier expansion of functions in \( L^2(\Lambda; \mathbb{C}) \). Let

\[
\langle f, g \rangle := \int_{\Lambda} f(x) \overline{g(x)} dx, \quad f, g \in L^2(\Lambda; \mathbb{C})
\]

where \( \bar{z} \) is the complex conjugate of \( z \in \mathbb{C} \). For \( k \in \mathbb{Z}^3 \), define \( e_k \in L^2(\Lambda; \mathbb{C}) \) by \( e_k(x) := e^{2\pi \sqrt{-1} k \cdot x} \). Then, \( \{e_k; k \in \mathbb{Z}^3\} \) is a complete, orthogonal and normal system of \( L^2(\Lambda; \mathbb{C}) \), and \( e_k \) is an eigenfunction of \(-\Delta + m_0^2\) acting as a self-adjoint operator \((\geq m_0^2)\) in \( L^2(\Lambda; \mathbb{C}) \) with pure discrete spectrum consisting of the eigenvalues \( k^2 + m_0^2 \) where \( k^2 := \sum_{j=1}^{3} k_j^2 \) (with \( m_0 \) > 0 as before, \( k \in \mathbb{Z}^3 \)). Let \( \psi^{(1)} \) be a nonincreasing \( C^\infty \)-function on \([0, \infty)\) such that \( \psi^{(1)}(r) = 1 \) for \( r \in [0, 1] \) and \( \psi^{(1)}(r) = 0 \) for \( r \in [2, \infty) \), and let \( \psi^{(2)} \) be a nonincreasing function on \([0, \infty)\) such that \( \psi^{(2)}(r) = 1 \) for \( r \in [0, 2] \) and \( \psi^{(2)}(r) = 0 \) for \( r \in [4, \infty) \). We remark that \( \psi^{(2)} \) is not necessary continuous.

For \( i = 1, 2 \) and \( N \in \mathbb{N} \) define \( P^{(i)}_N \) by the mapping from \( \mathcal{D}^\prime(\Lambda) \) to \( L^2(\Lambda; \mathbb{C}) \) given by

\[
P^{(i)}_N \phi := \sum_{k \in \mathbb{Z}^3} \psi^{(i)}(N^{-1}|k_1|) \psi^{(i)}(N^{-1}|k_2|) \psi^{(i)}(N^{-1}|k_3|) \langle \phi, e_k \rangle e_k.
\]
For $n \in \mathbb{N}$, denote $\{j \in \mathbb{Z}; |j| \leq n\}$ by $\mathbb{Z}_n$. We remark that the terms in the sum are equal to 0 unless $k \in \mathbb{Z}_3$ for $i = 1, 2$, and hence, $P_N^{(i)} \phi$ is a real-valued and smooth function for any $\phi \in \mathcal{D}'(\Lambda)$. Moreover, it holds that

$$P_N^{(1)} P_N^{(2)} = P_N^{(2)} P_N^{(1)} = P_N^{(1)}.$$

This property is very important in argument in Section 4. The theory of Fourier transforms of periodic distributions (see Section 3.2.3 in [89]) implies that for $f \in \mathcal{D}'(\Lambda)$

$$h(\nabla) f = \sum_{k \in \mathbb{Z}^3} h(k) \langle f, e_k \rangle e_k$$

for any continuous function $h$ such that the right-hand side is an $L^2(\Lambda; \mathbb{C})$ function. In particular,

$$P_N^{(i)} f(x) = \psi^{(i)}(N^{-1} | \cdot |) \mathcal{F}^{-1} \left[ \psi^{(i)}(N^{-1} | \cdot |) \mathcal{F} f \right](x), \quad x \in \Lambda$$

with the periodic extension $\tilde{f}$ of $f$, where

$$\psi^{(i)}(N^{-1} | \cdot |) \mathcal{F} f(x) = \mathcal{F} \left[ \psi^{(i)}(N^{-1} | \cdot |) \mathcal{F} f \right](x).$$

In the rest of the paper, we fix $\psi^{(1)}$ and $\psi^{(2)}$ and do not mention explicitly dependence on them, even if the constants that will appear in the estimates below depending on them.

**Proposition 2.5.** For $p \in (1, \infty)$ and $s \in \mathbb{R}$, there exists a constant $C_p$ depending on $p$ such that

$$\|P_N^{(i)} f\|_{B^s_p} \leq C_p \|f\|_{B^s_p}$$

for $f \in B^s_p$, $N \in \mathbb{N}$ and $i = 1, 2$.

**Proof.** Let $f \in B^s_p$ and $i = 1, 2$. From the definition of Besov spaces and the commutativity of $P_N$ and $\Delta_j$, we have

$$\|P_N^{(i)} f\|_{B^s_p} = \sup_{j \in \mathbb{N} \cup \{-1, 0\}} 2^{js} \|P_N^{(i)} \Delta_j f\|_{L^p}.$$

Note that for $N \in \mathbb{N}$ and $i = 1, 2$, the total variation of the function $\xi \mapsto \psi^{(i)}(N^{-1} | \xi |)$ on $\mathbb{R}$ equals 2. In particular, the total variation is uniformly bounded for $N \in \mathbb{N}$ and $i = 1, 2$.

In view of Theorem 3 of Section 3.4.3 in [89], there exists a constant $C_p$ depending on $p$, such that

$$\|P_N^{(i)} \Delta_j f\|_{L^p} \leq C_p \|\Delta_j f\|_{L^p}, \quad j \in \mathbb{N} \cup \{-1, 0\}, \quad N \in \mathbb{N}, \quad f \in B^s_p.$$

By this inequality and (2.2) we obtain the assertion. \qed

Let $\{e^{t\Delta}; t \geq 0\}$ be the heat semigroup generated by $\Delta$ on $L^2(\Lambda; \mathbb{C})$. Then, we have the following.
Proposition 2.6. For \( \alpha \in (-\infty, 1) \), \( \beta, \gamma \in \mathbb{R} \) such that \( \gamma \geq \alpha + \beta \), \( \varepsilon \in (0, \max\{1, 1 - \alpha\}] \), and \( p, p_1, p_2 \in [1, \infty] \) such that \( 1/p = 1/p_1 + 1/p_2 \), there exists a constant \( C_{\psi(1), \gamma, \varepsilon} \) depending on \( \psi(1), \gamma \) and \( \varepsilon \) such that

\[
\| e^{t\Delta}(P_N^{(1)})^2(f \otimes g) - f \otimes (e^{t\Delta}(P_N^{(1)})^2 g) \|_{L^p_{t}} \leq C_{\psi(1), \gamma, \varepsilon} t^{(\gamma-\alpha-\beta)/2} \| f \|_{L^p_{t}} \| g \|_{L^p_{t}}
\]

for \( f, g \in C_0^\infty(\Lambda) \), \( t \in (0, \infty) \) and \( N \in \mathbb{N} \), where \( \psi(1) \) is defined before, between Proposition 2.4 and Proposition 2.5.

Proof. We prove the proposition by following the proofs of Lemmas 2.97 and 2.99 in [17]. We have, recalling the definition of paraproducts,

\[
e^{t\Delta}(P_N^{(1)})^2(f \otimes g) - f \otimes (e^{t\Delta}(P_N^{(1)})^2 g) = \sum_{j=0}^{\infty} \left( e^{t\Delta}(P_N^{(1)})^2 [(S_j f)\Delta_j g] - (S_j f)\Delta_j e^{t\Delta}(P_N^{(1)})^2 g \right).
\]

We shall now use the notation \( \tilde{f} \) as defined as above. Since the supports of \( \mathcal{F}(\tilde{S}_j f) \) and \( \mathcal{F}(\tilde{S}_j f \Delta_j g) \) are included by \( \{ \xi \in \mathbb{R}^3; |\xi| \leq 2^{j-1}(8/3) \} \) and \( \{ \xi \in \mathbb{R}^3; 2^{j+1}(3/4) \leq |\xi| \leq 2^{j+1}(8/3) \} \) respectively, the support of \( \mathcal{F}(\tilde{S}_j f \Delta_j g) \) is included by \( \{ \xi \in \mathbb{R}^3; 1/6 \leq 2^{-j} |\xi| \leq 20/3 \} \) for \( j \in \mathbb{N} \cup \{0\} \). Hence, in view of Lemma 2.69 in [17], it is sufficient to show that

\[
2^j 2^j \gamma \| e^{t\Delta}(P_N^{(1)})^2 [(S_j f)\Delta_j g] - (S_j f)\Delta_j e^{t\Delta}(P_N^{(1)})^2 g \|_{L^p_{t}} \leq C_{\psi(1), \gamma, \varepsilon} t^{(\gamma-\alpha-\beta)/2} \| f \|_{L^p_{t}} \| g \|_{L^p_{t}}.
\]

Let \( \rho \in C_0^\infty([0, \infty); [0, 1]) \) such that \( \rho(r) = 1 \) for \( r \in [1/6, 20/3] \) and \( \rho(r) = 0 \) for \( r \notin [1/12, 40/3] \). Define

\[
h_{t,N,j}(\xi) := e^{-t|\xi|^2} \left[ \psi(1)(N^{-1}|\xi|^3) \right] \rho(2^{-j} |\xi|), \quad \xi \in \mathbb{R}^3.
\]

Noting that

\[
e^{t\Delta}(P_N^{(1)})^2 \phi = \mathcal{F}^{-1} \left( e^{-t|\xi|^2} \left[ \psi(1)(N^{-1} |\xi|^3) \right]^2 \mathcal{F} \phi \right), \quad \phi \in C(\Lambda),
\]

and that \( e^{t\Delta} P_N \) and \( \Delta_{j+1} \) commute, we have for any \( j \in \mathbb{N} \cup \{0\}, N \in \mathbb{N} \) and \( x \in \Lambda; \)

\[
e^{t\Delta}(P_N^{(1)})^2 [(S_j f)\Delta_j g] (x) - (S_j f)(x)\Delta_j e^{t\Delta}(P_N^{(1)})^2 g(x)
\]

\[
= \mathcal{F}^{-1} \left( h_{t,N,j}(\tilde{S}_j f \Delta_j g) \right)(x) - (S_j f)(x)\mathcal{F}^{-1} \left( h_{t,N,j}(\tilde{S}_j f \Delta_j g) \right)(x)
\]

\[
= \int_{\mathbb{R}^3} \mathcal{F}^{-1}(h_{t,N,j})(x-y) \left( \tilde{S}_j f(y) - \tilde{S}_j f(x) \right) \Delta_{j+1} g(y) dy.
\]

Since \( \tilde{S}_j f(\cdot + k) = \tilde{S}_j f \) and \( \Delta_{j+1} g(\cdot + k) = \Delta_{j+1} g \) for \( k \in \mathbb{Z}^3 \), we get then

\[
\left| e^{t\Delta}(P_N^{(1)})^2 [(S_j f)\Delta_j g] (x) - (S_j f)(x)\Delta_j e^{t\Delta}(P_N^{(1)})^2 g(x) \right|
\]
On the other hand, by the integration by parts formula we have
\[ \tau \tilde{H} \]
Hence, Hölder’s inequality applied to the right-hand side yields
\[ \| e^{t\Delta}(P_N^{(1)})^2 [(S_j f)\Delta_{j+1} g] - (S_j f)(x)\Delta_{j+1}e^{t\Delta}(P_N^{(1)})^2 g \|_{L^p} \]
\[ \leq \sum_{k\in\mathbb{Z}^3} \int_{[0,2]^3} \left| z \mathcal{F}^{-1}(h_{t,N,j})(z - k) \right| \left| \nabla S_j f(-\tau z) \right| \left| \Delta_{j+1} g(z - \tau) \right| \, d\tau dz \]
The periodicity of \( \nabla S_j f \) and \( \Delta_{j+1} g \) implies
\[ \left\| \nabla S_j f(-\tau z) \right\|_{L^{p_1}} \leq \left\| \nabla S_j f \right\|_{L^{p_1}}, \quad \left\| \Delta_{j+1} g(z - \tau) \right\|_{L^{p_2}} \leq \left\| \Delta_{j+1} g \right\|_{L^{p_2}} \]
for \( \tau \in [0,1] \) and \( z \in [0,2]^3 \). These equalities and (2.4) imply
\[ \left\| e^{t\Delta}(P_N^{(1)})^2 [(S_j f)\Delta_{j+1} g] - (S_j f)(x)\Delta_{j+1}e^{t\Delta}(P_N^{(1)})^2 g \|_{L^p} \]
\[ \leq \sum_{k\in\mathbb{Z}^3} \int_{[0,2]^3} \left| z \mathcal{F}^{-1}(h_{t,N,j})(z - k) \right| \left\| \nabla S_j f \right\|_{L^{p_1}} \left\| \Delta_{j+1} g \right\|_{L^{p_2}}. \]
On the other hand, by the integration by parts formula we have
\[ \sum_{k\in\mathbb{Z}^3} \int_{[0,2]^3} \left| z \mathcal{F}^{-1}(h_{t,N,j})(z - k) \right| \, dz \]
\[ \leq 8 \int_{\mathbb{R}^3} \min\{|z|, 1\} \left| \mathcal{F}^{-1}(h_{t,N,j})(z) \right| \, dz \]
\[ = \frac{2\sqrt{2}}{\pi^{3/2}} \int_{\mathbb{R}^3} |z|^{-4} \min\{|z|, 1\} \left( \int_{\mathbb{R}^3} e^{-t|i|^2} \left[ \psi^{(1)}(N^{-1} \cdot |i|)^{\otimes 3}(\xi) \right]^2 \rho(2^{-j}|i|)|z|^{4}e^{-\frac{1}{4}z^2} \, d\xi \right) \, dz \]
\[ = \frac{2\sqrt{2}}{\pi^{3/2}} \int_{\mathbb{R}^3} |z|^{-4} \min\{|z|, 1\} \times \left( \int_{\mathbb{R}^3} e^{-t|i|^2} \left[ \psi^{(1)}(N^{-1} \cdot |i|)^{\otimes 3}(\xi) \right]^2 \rho(2^{-j}|i|) \Delta_{\xi}^2[\cos(\xi \cdot z) - 1] \, d\xi \right) \, dz \]
\[ \leq \frac{2\sqrt{2}}{\pi^{3/2}} \int_{\mathbb{R}^3} \left| \Delta_{\xi}^2 \left( e^{-t|i|^2} \left[ \psi^{(1)}(N^{-1} \cdot |i|)^{\otimes 3}(\xi) \right]^2 \rho(2^{-j}|i|) \right) \right| \times \left( \int_{\mathbb{R}^3} |z|^{-4} \min\{|z|, 1\} |\cos(\xi \cdot z) - 1| \, dz \, d\xi. \right) \]
Noting that for $\xi \in \mathbb{R}^3$,
\[
\int_{\mathbb{R}^3} |z|^{-4} \min \{ |z|, 1 \} |\cos(\xi \cdot z) - 1| \, dz 
\leq 2^{1-\varepsilon/3} \int_{|z| \leq 1} |z|^{-3} |\cos(\xi \cdot z) - 1|^{\varepsilon/3} \, dz 
+ 2 \int_{|z| > 1} |z|^{-4} \, dz 
\leq C_\varepsilon (1 + |\xi|^{2\varepsilon/3})
\]
where $C_\varepsilon$ is a constant depending on $\varepsilon$, we have
\[
\sum_{k \in \mathbb{Z}^3} \int_{[0,2]^3} |zF^{-1}(h_{t,N,j})(z - k)| \, dz 
\leq C_\varepsilon \int_{\mathbb{R}^3} (1 + |\xi|^{2\varepsilon/3}) \left| \Delta_\xi^2 \left( e^{-t|\xi|^2} \left[ (\psi(1)(N^{-1} | \cdot |)^{\otimes 3}(\xi) \right] ^2 \rho(2^{-j}|\xi|) \right) \right| \, d\xi.
\]
When $N < 2^{j-3}/3$, the supports of $\psi$ and $\rho$ imply that $[(\psi(1)(N^{-1} | \cdot |)^{\otimes 3})^2 \rho(2^{-j}|\cdot|) = 0$.
When $N \geq 2^{j-3}/3$, an explicit calculation implies that for $\xi \in \mathbb{R}^3$ and $t \in [0, \infty)$
\[
\left| \Delta_\xi^2 \left( e^{-t|\xi|^2} \left[ (\psi(1)(N^{-1} | \cdot |)^{\otimes 3}(\xi) \right] ^2 \rho(2^{-j}|\xi|) \right) \right| 
\leq C \left( t^4 |\xi|^4 + |\xi|^{-4} + 2^{-4j} \right) e^{-t|\xi|^2} \sum_{k=0}^4 (\partial^k \rho)(2^{-j}|\xi|)
\]
where $C$ is a constant depending on the bounds of derivatives of $\psi(1)$ up to order 4. Hence, in view of the support of $\rho$ we have
\[
\int_{\mathbb{R}^3} (1 + |\xi|^{2\varepsilon/3}) \left| \Delta_\xi^2 \left( e^{-t|\xi|^2} \left[ (\psi(1)(N^{-1} | \cdot |)^{\otimes 3}(\xi) \right] ^2 \rho(2^{-j}|\xi|) \right) \right| \, d\xi 
\leq C_1 (t^2 + 2^{-4j}) \int_{\{\xi \in \mathbb{R}^3 : 2^{-j}|\xi| \in [1/12, 40/3]\}} (1 + |\xi|^{2\varepsilon/3}) e^{-t|\xi|^2/2} \, d\xi 
\leq C_2 (t^2 + 2^{-4j}) 2^{j(3+2\varepsilon/3)} e^{-t2^j/24}
\]
where $C_1$ and $C_2$ are absolute constants. This inequality and (2.6) imply
\[
\sum_{k \in \mathbb{Z}^3} \int_{[0,2]^3} |zF^{-1}(h_{t,N,j})(z - k)| \, dz \leq C_{\psi(1),\varepsilon} (t^2 + 2^{-4j}) 2^{j(3+2\varepsilon/3)} e^{-t2^j/24}.
\]
In view of Proposition 2.27 in [17] we have, on the other hand,
\[
\| \nabla S_j f \|_{L^p} \leq C_\varepsilon 2^{j(1-\alpha-2\varepsilon/3)} \| \nabla f \|_{B^{\alpha+2\varepsilon/3-1-\varepsilon}_p} \leq C_\varepsilon 2^{j(1-\alpha-2\varepsilon/3)} \| \nabla f \|_{W^{\alpha+2\varepsilon/3-1,p}} 
\leq C_\varepsilon' 2^{j(1-\alpha-2\varepsilon/3)} \| f \|_{W^{\alpha+2\varepsilon/3,p}} \leq C_\varepsilon'' 2^{j(1-\alpha-2\varepsilon/3)} \| f \|_{B^{\alpha+\varepsilon}_p}
\]
where $C_\varepsilon$, $C_\varepsilon'$ and $C_\varepsilon''$ are constants depending on $\varepsilon$. From this inequality, (2.5) and (2.7) we obtain
\[
2^{\gamma j} \left\| e^{t\Delta} \left( P_N^{(1)} \right)^2 [(S_j f) \Delta_{j+1} g] - (S_j f)(x) \Delta_{j+1} e^{t\Delta} \left( P_N^{(1)} \right)^2 g \right\|_{L^p}
\]
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Remark 3.1. If we replace \( k \) Brownian motion, \((W_t)\) for this notation and the relation with the partial differential equation of the Ornstein-Uhlenbeck type (3.3) for each \( k \) differential equation of the Ornstein-Uhlenbeck type (3.2) of Section 1, with covariance operator (1) of Section 1, then the solution \( \langle Z_t, e_k \rangle \) satisfies the one-dimensional stochastic differential equation of the Ornstein-Uhlenbeck type

\[
d\langle Z_t, e_k \rangle = d\langle W_t, e_k \rangle - (k^2 + m_0^2)\langle Z_t, e_k \rangle dt,
\]

for each \( k \in \mathbb{Z}^3 \), and hence we obtain the solution as

\[
\langle Z_t, e_k \rangle = e^{-t(k^2 + m_0^2)}\langle Z_0, e_k \rangle + \int_0^t e^{(s-t)(k^2 + m_0^2)} d\langle W_s, e_k \rangle,
\]

for each \( k \in \mathbb{Z}^3 \). We remark that \( \langle (W_t, e_k), t \in [0, \infty) \rangle \) is a 1-dimensional standard Brownian motion, \( \langle (Z_t, e_k); t \in [0, \infty), k \in \mathbb{Z}^d \rangle \) is a Gaussian system and the law of \( Z_t \) coincides with \( \tilde{\mu}_0 \) for all \( t \in [0, \infty) \).

**Remark 3.1.** If we replace \( dW_t(x) \) by \( \sqrt{2}dW_t(x) \) in (3.1), then the solution \( Z_t \) will be the Ornstein-Uhlenbeck process which has the Nelson’s Euclidean free field measure \( \mu_0 \) (of Section 4 with covariance operator \( (-\triangle + m_0^2)^{-1} \)) with mass \( m_0 \) as the stationary measure. Some authors define the Ornstein-Uhlenbeck process to be the solution to the equation (3.1) with this replacement. However, in the present paper, in order to adjust (also for reader’s convenience) for the proof of Proposition 2.6.

\[
\begin{align*}
\leq C_{\psi(1), \varepsilon} (t^2 + 2^{-4j}) 2^{(4+\gamma-\alpha-\beta)} & e^{-t2^j/24} \| f \|_{B_{p_1}^{\alpha+\varepsilon}} \cdot 2^{j\beta} \| \Delta_j + 1g \|_{L^p_2} \\
\leq C_{\psi(1), \varepsilon} t^{(\alpha+\beta-\gamma)/2} & (t2^j)^{(\gamma-\alpha-\beta)/2} (1 + (t2^j)^2) e^{-t2^j/24} \| f \|_{B_{p_1}^{\alpha+\varepsilon}} \cdot 2^{j\beta} \| \Delta_j + 1g \|_{L^p_2} \\
\leq C_C t^{(\alpha+\beta-\gamma)/2} & \| f \|_{B_{p_1}^{\alpha+\varepsilon}} \cdot 2^{j\beta} \| \Delta_j + 1g \|_{L^p_2}
\end{align*}
\]

where \( C_{\psi(1), \varepsilon} \) is a constant depending on \( \psi^{(1)} \) and \( \varepsilon \), and \( C_C \) is a constant depending on \( \gamma \). Thus, we have proven (2.3) and this, as we mentioned in relation with (2.3) suffices for the proof of Proposition 2.6.

### 3 Infinite dimensional Ornstein-Uhlenbeck process

In this section we introduce the relevant infinite-dimensional Ornstein-Uhlenbeck process and its polynomials. The polynomials of the Ornstein-Uhlenbeck process appear in the renormalization and the reconstruction of the stochastic partial differential equation associated to the \( \Phi^4_3 \)-model.

Let \( \bar{\mu}_0 \) be the centered Gaussian measure on \( S'(\Lambda) \) with the covariance operator \( [2(-\triangle + m_0^2)]^{-1} \) where \( m_0 > 0 \) as before, and let \( Z \) be the solution to the stochastic partial differential equation on the 3-dimensional torus \( \Lambda \):

\[
\begin{align*}
\langle Z_t, e_k \rangle = d\langle W_t, e_k \rangle - (\triangle + m_0^2)\langle Z_t, e_k \rangle dt, \quad & (t, x) \in [0, \infty) \times \Lambda \\
Z_0(x) = \zeta(x), \quad & x \in \Lambda
\end{align*}
\]

where \( dW_t(x) \) is a Gaussian white noise with parameter \( (t, x) \in [0, \infty) \times \Lambda \) and \( \zeta \) is a random variable which has \( \bar{\mu}_0 \) as its law and is independent of \( W_t \) (see Remark 3.1 below for this notation and the relation with the \( \mu_0 \) of Section 1). \( W_t \) can be looked upon as a \( C([0, \infty); S'(\Lambda)) \)-Brownian motion. Then, \( \langle Z_t, e_k \rangle \) satisfies the one-dimensional stochastic differential equation of the Ornstein-Uhlenbeck type

\[
d\langle Z_t, e_k \rangle = d\langle W_t, e_k \rangle - (k^2 + m_0^2)\langle Z_t, e_k \rangle dt,
\]

for each \( k \in \mathbb{Z}^3 \), and hence we obtain the solution as

\[
\langle Z_t, e_k \rangle = e^{-t(k^2 + m_0^2)}\langle Z_0, e_k \rangle + \int_0^t e^{(s-t)(k^2 + m_0^2)} d\langle W_s, e_k \rangle,
\]

for each \( k \in \mathbb{Z}^3 \). We remark that \( \langle (W_t, e_k), t \in [0, \infty) \rangle \) is a 1-dimensional standard Brownian motion, \( \langle (Z_t, e_k); t \in [0, \infty), k \in \mathbb{Z}^d \rangle \) is a Gaussian system and the law of \( Z_t \) coincides with \( \bar{\mu}_0 \) for all \( t \in [0, \infty) \).
convenience) our setting to those of other recent papers (e.g. [26], [53], [73] and [75]), we define $Z_t$ as above. We remark that even if we replace $dW_t(x)$ by $\sqrt{2}dW_t(x)$ in (3.4), the arguments below run almost in the same way, with some powers of constants entering in estimates, that do not change the conclusions.

For square-integrable complex-valued random variables $\xi_1, \xi_2$, we define $\text{Cov}(\xi_1, \xi_2)$ by

$$\text{Cov}(\xi_1, \xi_2) := E[(\xi_1 - E[\xi_1])(\xi_2 - E[\xi_2])]$$

($E$ denoting as usual the expectation). Then, it is easy to see that

$$E[(Z_t, e_k)] = 0, \quad (3.4)$$

$$\text{Cov}(\langle Z_t, e_k \rangle, \langle Z_s, e_l \rangle) = \frac{e^{-|t-s|(k^2 + m_0^2)}}{2(k^2 + m_0^2)} \mathbb{I}_{k+l=0}, \quad (3.5)$$

for $s, t \in [0, \infty)$ and $k, l \in \mathbb{Z}^3$. Let

$$C_1^{(N)} := \frac{1}{2} \sum_{k \in \mathbb{Z}^3} \frac{[\psi^1(N^{-1}|\cdot|) \otimes^3(k)]^2}{k^2 + m_0^2},$$

$$C_2^{(N)} := \frac{1}{2} \sum_{l_1, l_2 \in \mathbb{Z}^3} \frac{[\psi^1(N^{-1}|\cdot|) \otimes^3(l_1)]^2 \cdot [\psi^1(N^{-1}|\cdot|) \otimes^3(l_2)]^2}{(l_1^2 + m_0^2)(l_2^2 + m_0^2)(l_1^2 + l_2^2 + (l_1 + l_2)^2 + 3m_0^2)}$$

and define

$$Z_t^{(1,N)} := P_N^{(1)} Z_t, \quad t \in [0, \infty)$$

$$Z_t^{(2,N)} := (P_N^{(1)} Z_t)^2 - C_1^{(N)}, \quad t \in [0, \infty)$$

$$Z_t^{(3,N)} := (P_N^{(1)} Z_t)^3 - 3C_1^{(N)} P_N^{(1)} Z_t, \quad t \in [0, \infty)$$

$$Z_t^{(0,3,N)} := \int_0^t e^{(t-s)(\Delta - m_0^2)} P_N^{(1)} Z_s^{(3,N)} ds, \quad t \in [0, \infty)$$

$$Z_t^{(2,2,N)} := Z_t^{(2,N)} \otimes \int_0^t e^{(t-s)(\Delta - m_0^2)} (P_N^{(1)})^2 Z_s^{(2,N)} ds - C_2^{(N)}, \quad t \in [0, \infty)$$

$$Z_t^{(2,3,N)} := Z_t^{(2,N)} \otimes Z_t^{(0,3,N)} - 3C_2^{(N)} Z_t^{(1,N)}, \quad t \in [0, \infty)$$

for $N \in \mathbb{N}$.

Remark 3.2. For $T \in (0, \infty)$ it holds that

$$\sup_{N \in \mathbb{N}} \sup_{t \in [0, T]} \left( E \left[ \left\| P_N^{(1)} Z_t \right\|_{L^2}^2 - C_1^{(N)} \right] \right) < \infty, \quad (3.6)$$

$$\sup_{N \in \mathbb{N}} \sup_{t \in [0, T]} \left( E \left[ Z_t^{(2,N)} \otimes \int_0^t e^{(t-s)(\Delta - m_0^2)} (P_N^{(1)})^2 Z_s^{(2,N)} ds - C_2^{(N)} \right] \right) < \infty, \quad (3.7)$$

The proofs of (3.6) and (3.7) are mentioned at the beginning of the proof of Proposition 3.3 below.
The following proposition holds.

**Proposition 3.3.** Let \( \varepsilon \in (0, 1) \). Then for all \( T \in (0, \infty) \) the following properties hold:

(i) \( \{ Z^{(1,N)}; N \in \mathbb{N} \} \) and \( \{ P_N^{(2)} Z; N \in \mathbb{N} \} \) converge almost surely in \( C([0, \infty); B_\infty^{-1/2-\varepsilon}) \) and satisfies

\[
\sup_{N \in \mathbb{N}} E \left[ \sup_{t \in [0, T]} \| Z^{(1,N)}_t \|_{B_\infty^{-1/2-\varepsilon}}^2 \right] < \infty,
\]

\[
\sup_{N \in \mathbb{N}} E \left[ \sup_{t \in [0, T]} \| P_N^{(2)} Z_t \|_{B_\infty^{-1/2-\varepsilon}}^2 \right] < \infty;
\]

(ii) \( \{ Z^{(2,N)}; N \in \mathbb{N} \} \) converges almost surely in \( C([0, \infty); B_\infty^{-1-\varepsilon}) \) and satisfies

\[
\sup_{N \in \mathbb{N}} E \left[ \sup_{t \in [0, T]} \| Z^{(2,N)}_t \|_{B_\infty^{-1-\varepsilon}}^2 \right] < \infty;
\]

(iii) \( \{ Z^{(0,3,N)}; N \in \mathbb{N} \} \) converges almost surely in \( C([0, \infty); B_\infty^{1/2-\varepsilon}) \) and satisfies

\[
\sup_{N \in \mathbb{N}} E \left[ \sup_{t \in [0, T]} \| Z^{(0,3,N)}_t \|_{B_\infty^{1/2-\varepsilon}}^2 \right] < \infty.
\]

Moreover, for \( \gamma \in (0, 1/4) \), \( Z^{(0,3,N)} \) is \( \gamma \)-Hölder continuous in time almost surely for \( N \in \mathbb{N} \) and

\[
\sup_{N \in \mathbb{N}} E \left[ \sup_{s, t \in [0, T]} \frac{\| Z^{(0,3,N)}_t - Z^{(0,3,N)}_s \|_2^2}{(t - s)^{\gamma}} \right] < \infty;
\]

(iv) \( \{ Z^{(2,2,N)}; N \in \mathbb{N} \} \) converges almost surely in \( C([0, \infty); B_\infty^{-\varepsilon}) \) and satisfies

\[
\sup_{N \in \mathbb{N}} E \left[ \sup_{t \in [0, T]} \| Z^{(2,2,N)}_t \|_{B_\infty^{-\varepsilon}}^2 \right] < \infty;
\]

(v) \( \{ Z^{(2,3,N)}; N \in \mathbb{N} \} \) converges almost surely in \( C([0, \infty); B_\infty^{-1/2-\varepsilon}) \) and satisfies

\[
\sup_{N \in \mathbb{N}} E \left[ \sup_{t \in [0, T]} \| Z^{(2,3,N)}_t \|_{B_\infty^{-1/2-\varepsilon}}^2 \right] < \infty;
\]

(vi) \( \{ Z^{(1,N)} Z^{(0,3,N)}; N \in \mathbb{N} \} \) satisfies

\[
\sup_{N \in \mathbb{N}} E \left[ \sup_{t \in [0, T]} \| Z^{(1,N)}_t Z^{(0,3,N)}_t \|_{B_\infty^{-1/2-\varepsilon}}^2 \right] < \infty;
\]

(vii) \( \{ Z^{(1,N)} \left( Z^{(0,3,N)} \right)^2; N \in \mathbb{N} \} \) satisfies

\[
\sup_{N \in \mathbb{N}} E \left[ \sup_{t \in [0, T]} \| Z^{(1,N)}_t \left( Z^{(0,3,N)}_t \right)^2 \|_{B_\infty^{-1/2-\varepsilon}}^2 \right] < \infty.
\]
For the proof of Proposition 3.3, we shall need a lot of explicit calculations. Since, on the other hand, the results have been essentially derived before we shall only present here a sketch of the proof. The proof uses methods of [50]. For more details on the explicit calculation used for establishing the estimates in Proposition 3.3 see [26] and Section 1.2 of [73], noticing also that corresponding calculations in the setting of regularity structures can be found in Section 7 of [53] and [54].

**Sketch of Proof of Proposition 3.3.** The proofs of (i), (ii) and (iii) are done by explicit calculation by the Fourier expansion. We consider (ii). First we prove (3.6). Note that

\[
\mathbb{E}
\left[ \left\| P_N^{(1)} Z_t \right\|_{L^2}^2 \right] = \sum_{k \in \mathbb{Z}^3} \left[ \psi^{(1)}(N^{-1} | \cdot |)^{\otimes 3}(k) \right]^2 \mathbb{E}
\left[ \left| \langle Z_t, e_k \rangle \right|^2 \right].
\]

We calculate this sum by using (3.4), (3.5) and Theorem A.3 and then easily obtain (3.6). Let \( \varepsilon, \varepsilon' \in (0, 1) \) such that \( \varepsilon' < \varepsilon \), and define \( \bar{\varepsilon} = (\varepsilon + \varepsilon')/2 \). In view of (3.6), to prove (ii) we first calculate

\[
\mathbb{E}
\left[ \left\| Z_t^{(2,N)} - Z_s^{(2,N)} \right\|_{W^{1-\bar{\varepsilon},2}}^2 \right] = \mathbb{E}
\left[ \langle (P_N^{(1)} Z_t)^2, 1 \rangle - \langle (P_N^{(1)} Z_s)^2, 1 \rangle \right]^2 + \sum_{k \in \mathbb{Z}^3 \setminus \{0\}} \frac{1}{(1 + k^2)^{1+\varepsilon}} \mathbb{E}
\left[ \left| \langle (P_N^{(1)} Z_t)^2, e_k \rangle - \langle (P_N^{(1)} Z_s)^2, e_k \rangle \right|^2 \right]
\]

for \( s, t \in [0, T] \). Using the Fourier expansion of \( P_N^{(1)} Z_t \) we can express the right-hand side of (3.8) by the expectation of a fourth order polynomial of complex-valued Gaussian random variables. Hence, by (3.4), (3.5) and Theorem A.3 we are able to calculate it explicitly, and as a result we have the bound

\[
\sup_{N \in \mathbb{N}} \mathbb{E}
\left[ \left\| Z_t^{(2,N)} - Z_s^{(2,N)} \right\|_{W^{1-\bar{\varepsilon},2}}^2 \right] \leq C |t - s|^{\bar{\varepsilon}'}, \quad s, t \in [0, T],
\]

where \( C \) is a constant depending on \( \varepsilon \) and \( \varepsilon' \). Applying the hypercontractivity of polynomials of Gaussian random variables (see Proposition 2.14 in [91] or Theorem 2.7.2 in [78]), for \( p \in (1, \infty) \) we have

\[
\sup_{N \in \mathbb{N}} \mathbb{E}
\left[ \left\| Z_t^{(2,N)} - Z_s^{(2,N)} \right\|_{W^{1-\bar{\varepsilon},p}}^p \right] \leq C |t - s|^{\bar{\varepsilon}'p/2}, \quad s, t \in [0, T]
\]

where \( C \) is a constant depending on \( p \), \( \varepsilon \) and \( \varepsilon' \). The Besov embedding theorem (see Proposition 2.71 in [17]) implies that for sufficiently large \( p \), \( W^{1-\bar{\varepsilon},p} \) is embedded in \( B_{\infty}^{1-\varepsilon} \). Hence, for sufficiently large \( p \)

\[
\sup_{N \in \mathbb{N}} \mathbb{E}
\left[ \left\| Z_t^{(2,N)} - Z_s^{(2,N)} \right\|_{B_{\infty}^{1-\varepsilon}}^p \right] \leq C |t - s|^{\bar{\varepsilon}'p/2}, \quad s, t \in [0, T]
\]
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where \( C \) is a constant depending on \( p, \varepsilon \) and \( \varepsilon' \). On the other hand, by a similar calculation as above, we have
\[
\sum_{N \in \mathbb{N}} E \left[ \left\| Z_{t}^{(2,N+1)} - Z_{t}^{(2,N)} \right\|_{B_{\infty}^{-1-\varepsilon}}^2 \right] < \infty
\]
for \( t \in [0, T] \). This implies that \( Z_{t}^{(2,N)} \) converges to a random variable \( Z_{t}^{(2,\infty)} \) almost surely for \( t \in [0, T] \). This convergence and (3.9) yield the tightness of the laws of \( \{Z_{t}^{(2,N)}; N \in \mathbb{N}\} \) as probability measures on \( C([0, \infty); B_{\infty}^{-1-\varepsilon}) \) (see Theorem 4.3 in Chapter I of [62]). In view of (3.9) and the Kolmogorov criterion, \( Z_{t}^{(2,\infty)} \) has a modification \( \tilde{Z}_{t}^{(2,\infty)} \) which is continuous in time almost surely. Therefore, by applying Proposition A.1 to \( \{Z_{t}^{(2,N)}; N \in \mathbb{N}\} \) and \( \tilde{Z}_{t}^{(2,\infty)} \), we obtain (ii).

Similarly we prove (i) and (iii). The proof of (i) is simpler. On the other hand, the proof of (iii) is more complicated, because the order is higher and we also need to calculate the action of the semigroup and the integral in time, in order to get the result.

To prove (iv) and (v), we need to calculate paraproducts. Since \( e_{k} \) is an eigenfunction of \( -\Delta \) with eigenvalue \( |k|^2 \), the expression of \( \varphi \left( 2^{-j} \sqrt{-\Delta} \right) e_{k} \) by the spectral decomposition of \( -\Delta \) and the definition of \( \Delta_{j} \) imply
\[
\Delta_{j}e_{k} = \varphi \left( 2^{-j} \sqrt{-\Delta} \right) e_{k} = \varphi(2^{-j}|k|)e_{k}, \quad k \in \mathbb{Z}^{3}.
\]
Similarly \( \Delta_{-1}e_{k} = \chi(|k|)e_{k} \) for \( k \in \mathbb{Z}^{3} \). From this, the Fourier expansions of \( Z_{t}^{(2,2,N)} \) and \( Z_{t}^{(2,3,N)} \) can then be calculated explicitly. Hence, (iv) and (v) are proved similarly as we did for (ii).

The proofs of (vi) and (vii) are done also by explicit calculation as above. See Section 1.2 of [73] for details.

4 Construction of the invariant measure and flow

In this section, we will construct an invariant probability measure and a flow associated to the \( \Phi_{3}^{A} \)-measure. We use the same notations as in Sections 2 and 3.

Let \( \lambda_{0} \in (0, \infty) \) and let \( \lambda \in (0, \lambda_{0}] \) be fixed. Define a function \( U_{N} \) on \( \mathcal{S}'(\Lambda) \) by
\[
U_{N}(\phi) = \int_{\Lambda} \left\{ \frac{\lambda}{4} (P^{(1)}_{N} \phi)(x)^4 - \frac{3\lambda}{2} \left( C^{(N)}_{1} - 3\lambda C^{(N)}_{2} \right) (P^{(1)}_{N} \phi)(x)^2 \right\} \, dx,
\]
and consider the probability measure \( \mu_{N} \) on \( \mathcal{S}'(\Lambda) \) given by
\[
\mu_{N}(d\phi) = Z_{N}^{-1} \exp \left( -U_{N}(\phi) \right) \tilde{\mu}_{0}(d\phi)
\]
where \( Z_{N} \) is the normalizing constant. We remark that \( \{\mu_{N}\} \) is an approximation sequence for the \( \Phi_{3}^{A} \)-measure which will be constructed below as an invariant probability measure of the flow associated with the stochastic quantization equation.
Consider the stochastic partial differential equation on $\Lambda$

$$dY^{N}_{t}(x) = dW_{t}(x) - (-\Delta + m_{0}^{2})Y^{N}_{t}(x)dt$$

(4.1)

$$-\lambda P_{N}^{(1)} \left\{ (P_{N}^{(1)}Y^{N}_{t})^{3}(x) - 3 \left( C_{1}^{(N)} - 3\lambda C_{2}^{(N)} \right) P_{N}^{(1)}Y^{N}_{t}(x) \right\} dt$$

where $dW_{t}(x)$ is a white noise with parameter $(t, x) \in [0, \infty) \times \Lambda$. First, we prove that this SPDE is associated to $\mu_{N}$, in the sense that $\mu_{N}$ is the invariant measure for $Y^{N}_{t}$.

**Theorem 4.1.** Let $\alpha \in (1/2, \infty)$. For each $N$, (4.1) has a unique global solution as a stochastic process on $W^{-\alpha,2}(\Lambda)$ almost surely for all initial values $Y^{N}_{0} \in W^{-\alpha,2}(\Lambda)$. Moreover, $\mu_{N}$ is the invariant measure with respect to $Y^{N}$.

**Proof.** To simplify notation, we denote $\psi^{(1)}(N^{-1} \cdot | \cdot)^{\otimes 3}$ by $\psi^{(1)}$. Denote $\{Y^{N}_{t}, e_{k}\}$ and $\{W_{t}, e_{k}\}$ by $\hat{Y}^{N,k}_{t}$ and $\hat{W}^{k}_{t}$, respectively, for $k \in \mathbb{Z}^{3}$, and consider the Fourier expansion of $Y^{N}_{t}$ as

$$Y^{N}_{t}(x) = \sum_{k \in \mathbb{Z}^{3}} \hat{Y}^{N,k}_{t}e_{k}(x).$$

(4.2)

Then, the stochastic differential equation associated to (4.1) is given by

$$d\hat{Y}^{N,k}_{t} = d\hat{W}^{k}_{t} - (k^{2} + m_{0}^{2})\hat{Y}^{N,k}_{t}dt$$

$$-\lambda \sum_{k \in \mathbb{Z}^{3} \setminus \{0\}} \psi_{N}^{(1)}(l_{1})\psi_{N}^{(1)}(l_{2})\psi_{N}^{(1)}(l_{3})\psi_{N}^{(1)}(k)\hat{Y}^{N,l_{1}}_{t}\hat{Y}^{N,l_{2}}_{t}\hat{Y}^{N,l_{3}}_{t}dt$$

$$+3\lambda \left( C_{1}^{(N)} - 3\lambda C_{2}^{(N)} \right) \psi_{N}^{(1)}(k)^{2}\hat{Y}^{N,k}_{t}dt$$

(4.3)

where $k \in \mathbb{Z}^{3}$. Once we prove the existence and the uniqueness of the solution to (4.3), we obtain the existence and the uniqueness of the solution to (4.1) by means of (4.2).

If $k \notin \mathbb{Z}^{3}_{2N}$, (4.3) reduces to

$$d\hat{Y}^{N,k}_{t} = d\hat{W}^{k}_{t} - (k^{2} + m_{0}^{2})\hat{Y}^{N,k}_{t}dt.$$

This implies that $\hat{Y}^{N,k}$ with $k \notin \mathbb{Z}^{3}_{2N}$ has no interaction with the other components, and the solution $\hat{Y}^{N,k}$ exists and is unique almost surely for $k \notin \mathbb{Z}^{3}_{2N}$. In particular, similarly as for (3.2),

$$\hat{Y}^{N,k}_{t} = e^{-t(k^{2} + m_{0}^{2})}\hat{Y}^{N,k}_{0} + \int_{0}^{t} e^{(s-t)(k^{2} + m_{0}^{2})}d\hat{W}^{k}_{s}$$

(4.4)

for $k \notin \mathbb{Z}^{3}_{2N}$.

In view of this fact, we can regard (4.3) with $k \in \mathbb{Z}^{3}_{2N}$ as a finite-dimensional stochastic differential equation, from now on. The existence and the pathwise uniqueness of the local solution in time to (4.3) with $k \in \mathbb{Z}^{3}_{2N}$ immediately follow from the local Lipschitz continuity of the coefficients of (4.3). Now we show that the global existence of the solution
holds. Let $T > 0$. Define a stopping time $\tau_M := \min\{T, \inf\{t > 0; \sum_{k \in \mathbb{Z}^3_{2N}} |\hat{Y}^N_{t,k}|^2 > M\}\}$ for $M \in [0, \infty)$. Then, by Itô’s formula we have for any $\bar{t} \in [0, \infty)$

$$E \left[ \sup_{t \in [0, \bar{t} \wedge \tau_M]} \sum_{k \in \mathbb{Z}^3_{2N}} |\hat{Y}^N_{t,k}|^2 \right] - E \left[ \sum_{k \in \mathbb{Z}^3} |\hat{Y}^N_{0,k}|^2 \right]$$

$$\leq E \left[ \sup_{t \in [0, \bar{t} \wedge \tau_M]} \sum_{k \in \mathbb{Z}^3_{2N}} \left( \int_0^t \hat{Y}^N_{s,k} d\hat{W}^k_s - \int_0^t \hat{Y}^N_{s,-k} d\hat{W}^k_s \right) \right]$$

$$+ 2E \left[ \sup_{t \in [0, \bar{t} \wedge \tau_M]} \sum_{k \in \mathbb{Z}^3_{2N}} [-(k^2 + m_0^2)] \int_0^t |\hat{Y}^N_{s,k}|^2 ds \right]$$

$$+ E \left[ \sup_{t \in [0, \bar{t} \wedge \tau_M]} (-\lambda) \sum_{k \in \mathbb{Z}^3_{2N}} \sum_{l_1, l_2, l_3 \in \mathbb{Z}^3_{2N} : l_1 + l_2 + l_3 = -k} \psi^{(1)}_N(l_1) \psi^{(1)}_N(l_2) \psi^{(1)}_N(l_3) \psi^{(1)}_N(k) \right.$$  

$$\times \int_0^t (\hat{Y}^N_{s,l_1} \hat{Y}^N_{s,l_2} \hat{Y}^N_{s,l_3} \hat{Y}^N_{s,-k} + \hat{Y}^N_{s,-l_1} \hat{Y}^N_{s,-l_2} \hat{Y}^N_{s,-l_3} \hat{Y}^N_{s,k}) ds \right]$$

$$+ 6\lambda E \left[ \sup_{t \in [0, \bar{t} \wedge \tau_M]} \left( C^{(N)}_1 - 3\lambda C^{(N)}_2 \right) \sum_{k \in \mathbb{Z}^3_{2N}} \psi^{(1)}_N(k)^2 \int_0^t |\hat{Y}^N_{s,k}|^2 ds \right]$$

$$\leq \sum_{k \in \mathbb{Z}^3_{2N}} E \left[ \left( \int_0^t |\hat{Y}^N_{s,k} d\hat{W}^N_{s,-k} + \int_0^t |\hat{Y}^N_{s,-k} d\hat{W}^N_{s,k} \right)_{\bar{t} \wedge \tau_M} \right]^{1/2}$$

$$+ E \left[ \sup_{t \in [0, \bar{t} \wedge \tau_M]} (-2\lambda) \int_0^t \left< (D^{(1)}_N Y^N_s)^4, 1 \right> ds \right] + 6\lambda C^{(N)}_1 E \left[ \sum_{k \in \mathbb{Z}^3_{2N}} \int_0^{\bar{t} \wedge \tau_M} |\hat{Y}^N_{s,k}|^2 ds \right]$$

$$\leq \sum_{k \in \mathbb{Z}^3_{2N}} E \left[ \int_0^{\bar{t} \wedge \tau_M} |\hat{Y}^N_{s,k}|^2 ds \right]^{1/2} + 6\lambda C^{(N)}_1 E \left[ \sum_{k \in \mathbb{Z}^3_{2N}} \int_0^{\bar{t} \wedge \tau_M} |\hat{Y}^N_{s,k}|^2 ds \right]$$

$$\leq (4N + 1)^3 + \left( 1 + 6\lambda C^{(N)}_1 \right) E \left[ \int_0^{\bar{t}} \sup_{r \in [0, s \wedge \tau_M]} \sum_{k \in \mathbb{Z}^3_{2N}} |\hat{Y}^N_{r,k}|^2 ds \right]$$

where $\langle \cdot \rangle$ here means the quadratic variation. Hence, by Gronwall’s inequality we have for $\bar{t} \in [0, \infty)$

$$E \left[ \sup_{t \in [0, \bar{t} \wedge \tau_M]} \sum_{k \in \mathbb{Z}^3_{2N}} |\hat{Y}^N_{t,k}|^2 \right] \leq (4N + 1)^3 \left( 1 + E \left[ \sum_{k \in \mathbb{Z}^3_{2N}} |\hat{Y}^N_{0,k}|^2 \right] e^{6\lambda C^{(N)}_1 \bar{t}} \right).$$

By letting $\bar{t} = T$ and $M \uparrow \infty$ in this inequality and combine it with (4.3) we have

$$\sum_{k \in \mathbb{Z}^3} (1 + k^2)^{-\alpha} E \left[ \sup_{t \in [0, T]} |\hat{Y}^N_{t,k}|^2 \right] \leq C \left( 1 + \sum_{k \in \mathbb{Z}^3} (1 + k^2)^{-\alpha} E \left[ |\hat{Y}^N_{0,k}|^2 \right] \right) e^{CT},$$
where $C$ is a constant depending on $N$ and $m_0$. Thus, we have the unique global solution as a stochastic process $Y^N$ on $W^{-a,2}(\Lambda)$ almost surely for all initial values $Y_0^N \in W^{-a,2}(\Lambda)$.

For the invariance of $\mu_N$ under the solution of \eqref{eq:4.1}, consider the differential operator

$$A_N := \exp \left( \frac{k^2 + m_0^2}{2} \sum_{k \in \mathbb{Z}^3_{2N}} |x_k|^2 + V(x) \right) \sum_{k \in \mathbb{Z}^3_{2N}} \frac{\partial}{\partial x_k} \exp \left( - \frac{k^2 + m_0^2}{2} \sum_{k \in \mathbb{Z}^3_{2N}} |x_k|^2 - V(x) \right) \frac{\partial}{\partial x_k}$$

for $x = (x_k)_{k \in \mathbb{Z}^3_{2N}}$ and $x_k \in \mathbb{C}$, where

$$V(x) = \frac{\lambda}{4} \sum_{l_1,l_2,l_3,l_4 \in \mathbb{Z}^3_{2N}} \psi_N^{(1)}(l_1)\psi_N^{(1)}(l_2)\psi_N^{(1)}(l_3)\psi_N^{(1)}(l_4)x_{l_1}x_{l_2}x_{l_3}x_{l_4}$$

$$- \frac{3\lambda}{2} \left( C_1^{(N)} - 3\lambda C_2^{(N)} \right) \sum_{l_1,l_2 \in \mathbb{Z}^3_{2N}} \psi_N^{(1)}(l_1)\psi_N^{(1)}(l_2)x_{l_1}x_{l_2}$$

$$- \frac{\partial}{\partial x_k} := \frac{1}{2} \left( \frac{\partial}{\partial \text{Re} x_k} - \sqrt{-1} \frac{\partial}{\partial \text{Im} x_k} \right), \quad \frac{\partial}{\partial x_k} := \frac{1}{2} \left( \frac{\partial}{\partial \text{Re} x_k} + \sqrt{-1} \frac{\partial}{\partial \text{Im} x_k} \right).$$

Then, by the standard argument by conformal martingales (see Section 6 of Chapter III in \cite{62}) and Dirichlet forms (see \cite{39}) we see that $A_N$ is the generator of $(\tilde{Y}^{N,k}; k \in \mathbb{Z}^3_{2N})$ and the measure

$$\tilde{\mu}_N^{(1)}(dx) := \left( \tilde{Z}_N^{(1)} \right)^{-1} \exp \left( - \frac{k^2 + m_0^2}{2} |x|^2 - V(x) \right) \prod_{k \in \mathbb{Z}^3_{2N}} dx_k,$$

where $dx_k$ is the Lebesgue measure on $\mathbb{C}$ for $k \in \mathbb{Z}^3$ and $\tilde{Z}_N^{(1)}$ is a normalization constant, is the unique invariant measure associated to $(\tilde{Y}^{N,k}; k \in \mathbb{Z}^3_{2N})$. For $k \in \mathbb{Z}^3 \setminus \mathbb{Z}^3_{2N}$, as we have seen above, $\tilde{Y}^{N,k}$ has no interaction with other components and satisfies \eqref{eq:4.4}. Moreover, it is easy to see that for $k \in \mathbb{Z}^3 \setminus \mathbb{Z}^3_{2N}$

$$\tilde{\mu}_N^{(2),k}(dx) := \left( \tilde{Z}_N^{(2)} \right)^{-1} \exp \left( - \frac{k^2 + m_0^2}{2} |x|^2 \right) dx$$

where $\tilde{Z}_N^{(2)}$ is a normalization constant, is the invariant measure associated to $\tilde{Y}^{N,k}$. Hence,

$$\tilde{\mu}_N^{(1)} \otimes \prod_{k \in \mathbb{Z}^3 \setminus \mathbb{Z}^3_{2N}} \tilde{\mu}_N^{(2),k}$$

is the invariant measure associated to $(\tilde{Y}^{N,k}; k \in \mathbb{Z}^3)$. Therefore, $\mu_N$ is the invariant measure associated to $Y^N$.

For each $N \in \mathbb{N}$, consider a stochastic process $Y^N_t$ given by \eqref{eq:1.1} with initial law $\mu_N$. Define $Z_t$ by \eqref{eq:1.1} with same $W$ as in \eqref{eq:1.1}, and we assume that $Y^N_0$ and $Z_0$ are independent. Then, in view of Theorem \ref{thm:4.1}, $Y^N_t$ and $Z_t$ are stationary processes. In particular, each of the families of laws $\{Y^N_t; t \in [0,\infty)\}$ and $\{Z_t; t \in [0,\infty)\}$ are tight.
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Hence, Corollary A.5 implies that there exists \( \{t_n\} \subset [0, \infty) \) such that \( \lim_{n \to \infty} t_n = \infty \) and the law of the pair \( (Y^{N, t}_{t_n}, Z_{t_n}) \) converges as \( n \to \infty \). Let \( (\xi_N, \zeta) \) be a pair of random variables which has the limit law of \( (Y^{N, t}_{t_n}, Z_{t_n}) \) as its law. Since the system \( (Y^{N, t}_{t_n}, Z_{t}) \) obtained by coupling (4.1) and (3.1) with same \( W \) has the Markov property, the law of \( (\xi_N, \zeta) \) is invariant for the system \( (Y^{N, t}_{t_n}, Z_{t}) \).

Now we fix be a pair of random variables \( (\xi_N, \zeta) \). Consider the stochastic partial differential equation on \( \Lambda \)

\[
\begin{align*}
  \frac{d\tilde{X}^N_t}{dt} &= dW_t(x) - (-\triangle + m_0^2)\tilde{X}^N_t(x)dt \\
  -\lambda P_N^{(1)} \left\{ (P_N^{(1)} \tilde{X}^N_t)^3(x) - 3\left(C^{(N)}_1 - 3\lambda C^{(N)}_2\right) P_N^{(1)} \tilde{X}^N_t(x) \right\} dt \\
  \tilde{X}^N_0(x) &= \xi_N(x)
\end{align*}
\]

where \( W_t \) is a white noise independent of \( (\xi_N, \zeta) \). Note that (4.5) is the equation with time evolution the same as (4.1) with initial law \( \mu_N \). Let \( X^N := P_N^{(2)} \tilde{X}^N \) for \( N \in \mathbb{N} \). Then, in view of the fact that \( P_N^{(2)} P_N^{(1)} = P_N^{(1)} \), \( X^N \) satisfies the stochastic partial differential equation

\[
\begin{align*}
  \frac{dX^N_t}{dt} &= P_N^{(2)} dW_t(x) - (-\triangle + m_0^2)X^N_t(x)dt \\
  -\lambda P_N^{(1)} \left\{ (P_N^{(1)} X^N_t)^3(x) - 3\left(C^{(N)}_1 - 3\lambda C^{(N)}_2\right) P_N^{(1)} X^N_t(x) \right\} dt \\
  X^N_0(x) &= P_N^{(2)} \xi_N(x)
\end{align*}
\]

By the definition \( X^N \in C([0, \infty); B^s_p) \) for \( s \in \mathbb{R} \) and \( p \in [1, \infty) \). Since for \( k \in \mathbb{Z}_{4N}^3 \)

\[
E[(|P_N^{(2)} \xi_N, e_k|^2)] = \frac{1}{Z_N} \int_{S^{(\Lambda)}} (\psi^{(2)}(N^{-1} \cdot | \cdot \|^{\otimes 3}(k))^2 (|\phi, e_k|^2)
\times \exp \left( -\int_{\Lambda} \left( \lambda P_N^{(1)} \phi^4 - \frac{3\lambda}{2} (C^{(N)}_1 - 3\lambda C^{(N)}_2)(P_N^{(1)} \phi)^2 \right) dx \right) \mu_0(d\phi)
\leq \frac{1}{Z_N} \exp \left( \frac{9\lambda}{4} (C^{(N)}_1 - 3\lambda C^{(N)}_2)^2 \right) \int_{S^{(\Lambda)}} (|\phi, e_k|^2) \mu_0(d\phi)
= \frac{1}{(k^2 + m_0^2)Z_N} \exp \left( \frac{9\lambda}{4} (C^{(N)}_1 - 3\lambda C^{(N)}_2)^2 \right),
\]

by the invariance of \( \mu_N \) with respect to \( X^N \) we have

\[
(4.7) \quad E \left[ \|X^N_t\|^2_{L^2} \right] = \sum_{k \in \mathbb{Z}_{4N}^3} \left[ \psi^{(2)}(N^{-1} \cdot | \cdot \|^{\otimes 3}(k))^2 (|\phi, e_k|^2) \right] E \left[ (X^N_t, e_k)^2 \right] = E \left[ \|X^N_0\|^2_{L^2} \right] < \infty
\]

for \( t \in [0, \infty) \).

Now we shall investigate the tightness of the laws of \( \{X^N\} \) (see Theorem 4.19 below). To solve (4.6) we apply to our equation a method inspired by the one used by M. Hairer in his setting in [53], however we keep entirely in the paracontrolled decomposition setting.
We use the notation of paraproduct and of polynomials of the Ornstein-Uhlenbeck process as in Sections 2 and 3 respectively. In particular, define $Z_t$ by (4.1) with same $W$ as in (4.5), where $\zeta$ is a random variable defined above. We remark that the pair $(X^N_t, Z_t)$ is a stationary process by the construction of $(\xi_N, \zeta)$. Similarly to (4.7) we have

\begin{equation}
E \left[ \|P_N^{(2)} Z_t\|_{L^2}^2 \right] = E \left[ \|P_N^{(2)} Z_0\|_{L^2}^2 \right] < \infty
\end{equation}

for $t \in [0, \infty)$. Let $X_t^{N,(1)} := X_t^N - P_N^{(2)} Z_t$ for $t \in [0, \infty)$. From (4.1) and (4.3) we have
\[
dX_t^{N,(1)} + (-\Delta + m_0^2) X_t^{N,(1)} dt = -\lambda P_N^{(1)} \left( P_N^{(1)} X_t^{N,(1)} + Z_t^{(1,N)} \right)^3 dt + 3\lambda \left( C_1^{(N)} - 3\lambda C_2^{(N)} \right) P_N^{(1)} P_N^{(1)} X_t^{N,(1)} + Z_t^{(1,N)} dt
\]
\[
= -\lambda P_N^{(1)} \left[ (P_N^{(1)} X_t^{N,(1)})^3 - (P_N^{(1)} X_t^{N,(1)})^2 \right] dt - 3\lambda P_N^{(1)} \left[ Z_t^{(1,N)} (P_N^{(1)} X_t^{N,(1)})^2 \right] dt
\]
\[
= -3\lambda P_N^{(1)} \left[ \left( \int_0^t dt \right) (\Delta - m_0^2) X_t^{N,(1)} (P_N^{(1)} X_t^{N,(1)})^2 \right] dt
\]

Hence, the pair $(X_t^{N,(2),<}, X_t^{N,(2),\geq})$ defined by
\[
X_t^{N,(2),<} := -3\lambda \int_0^t e^{(t-s)(\Delta - m_0^2)} P_N^{(1)} \left[ (P_N^{(1)} X_s^{N,(2)} - \lambda Z_s^{(0,3,N)}) \otimes Z_s^{(2,N)} \right] ds
\]
\[
X_t^{N,(2),\geq} := X_t^{N,(2),<} - X_t^{N,(2),<}
\]
is the solution to the following partial differential equation

\begin{equation}
\begin{cases}
(\partial_t - \Delta + m_0^2) X_t^{N,(2),<} = -3\lambda P_N^{(1)} \left[ (P_N^{(1)} X_t^{N,(2),<} + P_N^{(1)} X_t^{N,(2),\geq} - \lambda Z_t^{(0,3,N)}) \otimes Z_t^{(2,N)} \right] \\
(\partial_t - \Delta + m_0^2) X_t^{N,(2),\geq} = -3\lambda P_N^{(1)} \left[ (P_N^{(1)} X_t^{N,(2),<} + P_N^{(1)} X_t^{N,(2),\geq} - \lambda Z_t^{(0,3,N)}) \otimes Z_t^{(2,N)} \right] \\
-9\lambda^2 C_2^{(N)} P_N^{(1)} \left[ (P_N^{(1)} X_t^{N,(2),<} + P_N^{(1)} X_t^{N,(2),\geq} + Z_t^{(1,N)} - \lambda Z_t^{(0,3,N)}) \right]
\end{cases}
\end{equation}
with initial condition \((X^{N, (2), <}_0, X^{N, (2), >}_0) = (0, X^{N, (2)}_0)\). Now, we change (4.9) for another equivalent equation by using the calculus of paraproducts. By denoting

\[
\Psi^{(1)}_t (w) := \int_0^t e^{(t-s) (\Delta - m^2)} (P_N^{(1)})^2 \left[ (w_s - \lambda Z^{(0,3,N)}_s) \otimes Z^{(2,N)}_s \right] ds
\]

\[
- (w_t - \lambda Z^{(0,3,N)}_t) \otimes \int_0^t e^{(t-s) (\Delta - m^2)} (P_N^{(1)})^2 Z^{(2,N)}_s ds,
\]

\[
\Psi^{(2)}_t (w) := \left[ (w_t - \lambda Z^{(0,3,N)}_t) \otimes \int_0^t e^{(t-s) (\Delta - m^2)} (P_N^{(1)})^2 Z^{(2,N)}_s ds \right] \otimes Z^{(2,N)}_t
\]

\[
- (w_t - \lambda Z^{(0,3,N)}_t) \left[ \int_0^t e^{(t-s) (\Delta - m^2)} (P_N^{(1)})^2 Z^{(2,N)}_s ds \otimes Z^{(2,N)}_t \right]
\]

for \(w \in C([0, \infty); L^\infty(\Lambda))\), we have

\[
(P_N^{(1)} X^{N, (2), <}_t) \otimes Z^{(2,N)}_t
\]

\[
= -3\lambda \left( P_N^{(1)} \int_0^t e^{(t-s) (\Delta - m^2)} (P_N^{(1)}) \left[ (P_N^{(1)} X^{N, (2), <}_t - \lambda Z^{(0,3,N)}_t) \otimes Z^{(2,N)}_t \right] ds \right) \otimes Z^{(2,N)}_t
\]

\[
= -3\lambda \left( P_N^{(1)} X^{N, (2), <}_t - \lambda Z^{(0,3,N)}_t \right) \left[ \int_0^t e^{(t-s) (\Delta - m^2)} (P_N^{(1)})^2 Z^{(2,N)}_s ds \otimes Z^{(2,N)}_t \right]
\]

\[-3\lambda \Psi^{(1)}_t (P_N^{(1)} X^{N, (2), <}_t) \otimes Z^{(2,N)}_t - 3\lambda \Psi^{(2)}_t (P_N^{(1)} X^{N, (2), <}_t)
\]

for \(t \in [0, \infty)\). In view of this equality, (4.10) is equivalent to

\[
(\partial_t - \Delta + m^2) X^{N, (2), <}_t = -3\lambda P_N^{(1)} \left[ \left( P_N^{(1)} X^{N, (2), <}_t + P_N^{(1)} X^{N, (2), >}_t - \lambda Z^{(0,3,N)}_t \right) \otimes Z^{(2,N)}_t \right]
\]

\[
(\partial_t - \Delta + m^2) X^{N, (2), >}_t
\]

\[
= -\lambda P_N^{(1)} \left[ \left( P_N^{(1)} X^{N, (2), <}_t + P_N^{(1)} X^{N, (2), >}_t \right)^3 \right]
\]

\[-3\lambda P_N^{(1)} \left[ \left( Z^{(1,N)}_t - \lambda Z^{(0,3,N)}_t \right) \otimes \left( P_N^{(1)} X^{N, (2), <}_t + P_N^{(1)} X^{N, (2), >}_t \right) \right]^2 \right]
\]

\[+\lambda P_N^{(1)} \Phi^{(1)}_t (P_N^{(1)} X^{N, (2), <}_t + P_N^{(1)} X^{N, (2), >}_t)
\]

\[+\lambda P_N^{(1)} \Phi^{(2)}_t (P_N^{(1)} X^{N, (2), <}_t + P_N^{(1)} X^{N, (2), >}_t) - 3\lambda P_N^{(1)} \left[ (P_N^{(1)} X^{N, (2), >}_t) \otimes Z^{(2,N)}_t \right]
\]

\[+9\lambda^2 P_N^{(1)} \left[ \Phi^{(1)}_t (P_N^{(1)} X^{N, (2), <}_t + P_N^{(1)} X^{N, (2), >}_t) \otimes Z^{(2,N)}_t \right]
\]

\[+9\lambda^2 P_N^{(1)} \Phi^{(2)}_t (P_N^{(1)} X^{N, (2), <}_t + P_N^{(1)} X^{N, (2), >}_t)
\]

where for \(w \in C([0, \infty); L^\infty(\Lambda))\)

\[
\Phi^{(1)}_t (w) := -3 \left( Z^{(1,N)}_t - \lambda Z^{(0,3,N)}_t \right) \otimes w_t^2 + 3\lambda \left( 2Z^{(1,N)}_t - \lambda Z^{(0,3,N)}_t \right) Z^{(0,3,N)}_t w_t,
\]

\[
\Phi^{(2)}_t (w) := -3 \left( w_t - \lambda Z^{(0,3,N)}_t \right) \otimes Z^{(2,N)}_t + 3\lambda Z^{(2,3,N)}_t
\]

\[+ 9\lambda \left( w_t - \lambda Z^{(0,3,N)}_t \right) Z^{(2,2,N)}_t - \lambda^2 \left( 3Z^{(1,N)}_t - \lambda Z^{(0,3,N)}_t \right) (Z^{(0,3,N)}_t)^2.
\]
For $\eta \in [0, 1)$, $\gamma \in (0, 1/4)$ and $\varepsilon \in (0, 1]$ define $X^N_{\eta, \gamma}(t)$ and $\mathcal{G}^N_\varepsilon(t)$ by

$$X^N_{\eta, \gamma}(t) := \int_0^t \left( \| \nabla X^N_{s, (2)} \|_{L^2}^2 + \| P_N^{(1)} X^N_{s, (2)} \|_{L^4}^4 \right) ds$$

$$+ \sup_{s', t' \in [0, t]; s' < t'} \frac{(s')^\eta ||X^N_{s'} - X^N_{s'}||_{L^{4/3}}}{(t' - s')^\gamma}$$

$$\mathcal{G}^N_\varepsilon(t) := \int_0^t \left( \| X^N_{s, (2)} \|_{L^2}^3 + \int_0^t \| X^N_{s, (2)} \|_{L^4}^4 \right) ds$$

respectively. We are going to estimate $E [X^N_{\eta, \gamma}(T)]$ and $E [\mathcal{G}^N_\varepsilon(T)^q]$ for given $T \in (0, \infty)$ and $q \in (1, 8/7)$. To simplify the notation, we denote by $Q$ a positive polynomial built with the following quantities

$$\sup_{t \in [0, T]} \| Z_t^{(1,N)} \|_{B^{-1,-\varepsilon/2}}(t), \sup_{t \in [0, T]} \| P_N^{(2)} Z_t \|_{B^{-1,(-\varepsilon)/2}}, \sup_{t \in [0, T]} \| Z_t^{(2,N)} \|_{B^{1,-1/24}}, \sup_{t \in [0, T]} \| Z_t^{(2,2,N)} \|_{B^{1,-1/4}}, \sup_{t \in [0, T]} \| Z_t^{(0,3,N)} \|_{B^{1,-1/4}},$$

$$\sup_{t \in [0, T]} \| Z_t^{(2,3,N)} \|_{B^{1,-1/2}}, \sup_{t \in [0, T]} \| Z_t^{(1,N)} Z_t^{(0,3,N)} \|_{B^{1,-1/2}}$$

$$\sup_{t \in [0, T]} \| \mathcal{Z}_t^{(1,N)} \left( Z_t^{(0,3,N)} \right)^2 \|_{B^{1,-1/2}} \quad \text{and} \quad \sup_{s, t \in [0, T]} \frac{\| Z_t^{(0,3,N)} - Z_s^{(0,3,N)} \|_{L^\infty}}{(t - s)^\gamma}$$

with coefficients depending on $\lambda_0$, $\varepsilon$, $\eta$, $\gamma$ and $T$, and we also denote by $C$ a positive constant depending on $\lambda_0$, $\varepsilon$, $\eta$, $\gamma$ and $T$. A constant depending on an extra parameter $\delta$ is denoted by $C_\delta$. We remark that $Q$, $C$ and $C_\delta$ can be different from line to line and that Proposition 3.3 and the hypercontractivity of Hermite polynomials of Gaussian random variables imply $E[Q] \leq C$ for some $C$.

**Lemma 4.2.** For $\varepsilon \in (0, 1/4)$, $t \in [0, T]$, and $\delta \in (0, 1)$, the following inequality holds for some positive $Q$ as above:

$$\int_0^t \| X^N_{s, (2)} \|_{L^2}^3 B^{1,-\varepsilon/12} dt \leq \delta \left( \int_0^t \| P_N^{(1)} X^N_{s, (2)} \|_{L^4}^4 ds \right)^{7/8} + Q \delta^{-6}$$

almost surely.

**Proof.** By (4.10) and Propositions 2.1 and 2.5 we have for $t \in [0, T]$

$$\| X^N_{t, (2)} \|_{B^{1,-\varepsilon/12}} \leq C \int_0^t (t - s)^{-1+1/48} \| \left( P_N^{(1)} X^N_{s, (2)} - \lambda Z_t^{(0,3,N)} \right) \otimes Z_t^{(2,N)} \|_{B^{1,-1/24}} ds$$

$$\leq Q \int_0^t (t - s)^{-1+1/48} \| P_N^{(1)} X^N_{s, (2)} \|_{L^4}^3 ds + Q.$$ 

Hence, by Lemma 2.2 we obtain for $t \in [0, T]$

$$\int_0^t \| X^N_{s, (2)} \|_{L^2}^3 B^{1,-\varepsilon/12} ds \leq Q \int_0^t \| P_N^{(1)} X^N_{s, (2)} \|_{L^4}^3 ds + Q.$$ 

This yields the desired inequality through the Hölder’s inequality.
Lemma 4.3. For $\gamma \in (0, 1/8)$, $\varepsilon \in (0, \gamma/2)$, $p \in [1, 2]$, $t \in [0, T]$ and $\theta \in (0, 1]$

\[
\left\| \Psi_t^{(1)}(P_N(1)^* X_N^{(2)}) \right\|_{B_p^{1+2\varepsilon}} \\
\leq Q \int_0^t (t-s)^{-21/32} \left\| P_N(1)^* X_N^{(2)} \right\|_{B_p^{15/16}} ds \\
+ Q \left( \sup_{s \in [0,t]} |s| \left\| P_N(1)^* X_N^{(2)} - P_N(1)^* X_N^{(2)} \right\|_{L^p} \right)^{\theta} \int_0^t s^{-\eta}(t-s)^{\theta-1-3\varepsilon/2} \left\| P_N(1)^* X_N^{(2)} \right\|_{L^p}^{1-\theta} ds + Q
\]
almost surely.

Proof. Let $s \in [0, t)$. Then, Propositions 2.1, 2.5 and 2.6 imply that

\[
\left\| e^{(t-s)(\Delta-m_0)}(P_N(1)) e^{(t-s)(\Delta-m_0)}(P_N(1)) \int_0^t e^{-(t-s)(\Delta-m_0)}(P_N(1)) e^{-(t-s)(\Delta-m_0)}(P_N(1)) ds \right\|_{B_p^{1+2\varepsilon}} \\
\leq Q(t-s)^{-17/32-2\varepsilon} \left\| P_N(1)^* X_N^{(2)} \right\|_{B_p^{15/16}} + Q(t-s)^{-3/4-3\varepsilon} \\
+ Q(t-s)^{-1-3\varepsilon/2} \left( \left\| P_N(1)^* X_N^{(2)} - P_N(1)^* X_N^{(2)} \right\|_{L^p} + \left\| Z_t^{(0,3,N)} - Z_t^{(0,3,N)} \right\|_{L^p} \right).
\]

Hence, we have

\[
\int_0^t e^{(t-s)(\Delta-m_0)}(P_N(1)) e^{(t-s)(\Delta-m_0)}(P_N(1)) ds
\]

\[
\leq \int_0^t \left( P_N(1)^* X_N^{(2)} - \lambda Z_t^{(0,3,N)} \right) Z_t^{(2,N)} ds \\
\leq Q(t-s)^{-17/32-2\varepsilon} \left\| P_N(1)^* X_N^{(2)} \right\|_{B_p^{15/16}} + Q(t-s)^{-3/4-3\varepsilon} \\
+ Q(t-s)^{-1-3\varepsilon/2} \left( \left\| P_N(1)^* X_N^{(2)} - P_N(1)^* X_N^{(2)} \right\|_{L^p} + \left\| Z_t^{(0,3,N)} - Z_t^{(0,3,N)} \right\|_{L^p} \right).
\]
This proves the assertion in Lemma 4.3. 

Lemma 4.4. For $\gamma \in (0, 1/8)$, $\varepsilon \in (0, \gamma/2)$, $p \in [1, 2]$, $t \in [0, T]$, $\theta \in (0, 1]$ and $\delta \in (0, 1]$ 

$$
\left\| \Psi_t^{(1)}(P_N^{(1)}X^{N,(2)}) \Psi Z_t^{(2,N)} \right\|_{B_p^\varepsilon} \leq Q \int_0^t (t-s)^{-21/32} \left\| P_N^{(1)}X_s^{N,(2)} \right\|_{B_p^{15/16}} ds + Q
$$

$$
+ Q \left( \sup_{s \in [0,t]} \left\| P_N^{(1)}X_t^{N,(2)} - P_N^{(1)}X_s^{N,(2)} \right\|_{L^p} \right)^{\theta} \left( \frac{s^\eta \left\| P_N^{(1)}X_t^{N,(2)} - P_N^{(1)}X_s^{N,(2)} \right\|_{L^p}}{(t-s)^\gamma} \right)
$$

$$
\times \left( C \left\| P_N^{(1)}X_t^{N,(2)} \right\|_{L^p}^{1-\theta} + \int_0^t s^{-\eta \theta} (t-s)^{\theta \gamma - 1 - 3\varepsilon/2} \left\| P_N^{(1)}X_s^{N,(2)} \right\|_{L^p}^{1-\theta} ds \right) + Q,
$$

$$
\left\| \Psi_t^{(2)}(P_N^{(1)}X^{N,(2)}) \right\|_{B_p^\varepsilon} \leq \delta \left( \left\| X_t^{N,(2)} \right\|_{L^1}^4 + \left\| X_t^{N,(2)} \right\|_{B_p^{15/16}}^2 \right)^{7/8} + Q\delta^{-16/19}
$$

almost surely.

Proof. By Proposition 2.1 we have, for a positive constant $C$,

$$
\left\| \Psi_t^{(1)}(P_N^{(1)}X^{N,(2)}) \Psi Z_t^{(2,N)} \right\|_{B_p^\varepsilon} \leq C \left\| Z_t^{(2,N)} \right\|_{B_p^{1-\varepsilon}} \left\| \Psi_t^{(1)}(P_N^{(1)}X^{N,(2)}) \right\|_{B_p^{1+2\varepsilon}}.
$$

Hence, by applying Lemma 4.3 we have

$$
\left\| \Psi_t^{(1)}(P_N^{(1)}X^{N,(2)}) \Psi Z_t^{(2,N)} \right\|_{B_p^\varepsilon} \leq Q \int_0^t (t-s)^{-21/32} \left\| P_N^{(1)}X_s^{N,(2)} \right\|_{B_p^{15/16}} ds
$$

$$
+ C \left( \sup_{s \in [0,t]} \left\| Z_s^{(2,N)} \right\|_{B_p^{1-\varepsilon}} \right)^2 \left( \sup_{s \in [0,t]} \left\| P_N^{(1)}X_t^{N,(2)} - P_N^{(1)}X_s^{N,(2)} \right\|_{L^p} \right)^{\theta} \left( \frac{s^\eta \left\| P_N^{(1)}X_t^{N,(2)} - P_N^{(1)}X_s^{N,(2)} \right\|_{L^p}}{(t-s)^\gamma} \right)
$$

$$
\times \left( \left\| P_N^{(1)}X_t^{N,(2)} \right\|_{L^p}^{1-\theta} + \int_0^t (t-s)^{\theta \gamma - 1 - 3\varepsilon/2} \left\| P_N^{(1)}X_s^{N,(2)} \right\|_{L^p}^{1-\theta} ds \right) + Q
$$

almost surely. Thus, the first estimate is proven.
By Proposition 2.4 we have
\[ \| \Psi_t^{(2)}(P_N^{(1)} X^{N,(2)}) \|_{B_p^p} \]
\[ \leq C \left\| Z_t^{(2,N)} \right\|_{B_{1/2}^{-1/2} \epsilon/2} \int_0^t e^{(t-s)(\Delta-m_t^2)} P_N^{(1)} Z_s^{(2,N)} ds \right\|_{B_{1/2}^{-1/2} \epsilon} \left\| P_N^{(1)} X_t^{N,(2)} - \lambda Z_t^{(0,3,N)} \right\|_{B_{1/2}^p} \cdot \]
Hence, by Lemma 2.2 we also have proven the second estimate.

Lemma 4.5. For \( \varepsilon \in (0, 1/16) \), \( t \in [0, T] \) and \( \delta \in (0, 1] \), the following bound holds almost surely:
\[ \left\| \Phi_t^{(1)}(P_N^{(1)} X^{N,(2)}) \right\|_{L^{4/3}} \leq \delta \left( \| P_N^{(1)} X_t^{N,(2)} \|_{L^4}^4 + \| P_N^{(1)} X_t^{N,(2)} \|_{L_{B_2}^{15/16}}^2 \right)^{7/8} + \delta^{-20/9} Q. \]

Proof. Proposition 2.1 implies
\[ \left\| \Phi_t^{(1)}(P_N^{(1)} X^{N,(2)}) \right\|_{L^{4/3}} \leq C \left( \left\| Z_t^{(1,N)} \right\|_{B_{1/2}^{-1/2} \epsilon/2} + \left\| Z_t^{(0,3,N)} \right\|_{B_{1/2}^{-1/2} \epsilon/2} \right) \left\| (P_N^{(1)} X_t^{N,(2)})^2 \right\|_{B_{4/3}^{1/2+\epsilon}} \]
\[ + C \left( \left\| Z_t^{(1,N)} Z_t^{(0,3,N)} \right\|_{B_{1/2}^{-1/2} \epsilon/2} + \left\| Z_t^{(0,3,N)} \right\|_{L^4} \right) \left\| P_N^{(1)} X_t^{N,(2)} \right\|_{B_{4/3}^{1/2+\epsilon}} \]
Hence, by Lemma 2.2 we have the assertion.

Lemma 4.6. For \( t \in [0, T] \) and \( \delta \in (0, 1] \), the following bound holds almost surely:
\[ \left\| \int_A (P_N^{(1)} X_t^{N,(2)}) \Phi_t^{(1)}(P_N^{(1)} X^{N,(2)}) dx \right\|_{L^1} \leq \delta \left( \| P_N^{(1)} X_t^{N,(2)} \|_{L^4}^4 + \| P_N^{(1)} X_t^{N,(2)} \|_{L_{B_2}^{15/16}}^2 \right) + C_3 Q. \]

Proof. Hölder’s inequality implies
\[ \left\| (P_N^{(1)} X_t^{N,(2)}) \Phi_t^{(1)}(P_N^{(1)} X^{N,(2)}) \right\|_{L^1} \leq \left\| P_N^{(1)} X_t^{N,(2)} \right\|_{L^4} \left\| \Phi_t^{(1)}(P_N^{(1)} X^{N,(2)}) \right\|_{L^{4/3}} \]
Applying Lemma 4.5 with replacing \( \delta \) by
\[ \min \left\{ \left\| P_N^{(1)} X_t^{N,(2)} \right\|_{L^4}^{-1} , 1 \right\}, \]
we obtain
\[ \left\| (P_N^{(1)} X_t^{N,(2)}) \Phi_t^{(1)}(P_N^{(1)} X^{N,(2)}) \right\|_{L^1} \]
\[ \leq \left( \| P_N^{(1)} X_t^{N,(2)} \|_{L^4}^4 + \| P_N^{(1)} X_t^{N,(2)} \|_{L_{B_2}^{15/16}}^2 \right)^{7/8} + Q \left\| P_N^{(1)} X_t^{N,(2)} \right\|_{L^4}^{20/9} \]
almost surely. This inequality and (21) imply the assertion.
Lemma 4.7. For \( p \in [1, 2] \), \( \varepsilon \in (0, 1/16) \), \( t \in [0, T] \) and \( \delta \in (0, 1] \), the following bounds hold almost surely:

\[
\left\| \Phi_t^{(2)}(P_N^1 X_t^{N,(2)}) \right\|_{B_p^{-1/2-\varepsilon}} \leq \delta \left( \left\| P_N^1 X_t^{N,(2)} \right\|_{L^4}^4 + \left\| P_N^1 X_t^{N,(2)} \right\|_{B_{2}^{15/16}}^2 \right)^{7/8} + \delta^{-16/19} Q,
\]

\[
\int_{\Lambda} (P_N^1 X_t^{N,(2)}) \Phi_t^{(2)}(P_N^1 X_t^{N,(2)}) dx \leq \delta \left( \left\| P_N^1 X_t^{N,(2)} \right\|_{L^4}^4 + \left\| P_N^1 X_t^{N,(2)} \right\|_{B_{2}^{15/16}}^2 \right)^{7/8} + C_\delta Q,
\]

for a positive constant \( C_\delta \) and a positive polynomial \( Q \).

Proof. By Proposition 2.1 we have

\[
\left\| \left( P_N^1 X_t^{N,(2)} - \lambda Z_t^{(0,3,N)} \right) \otimes Z_t^{(2,N)} \right\|_{B_p^{-(1+\varepsilon)/2}} \leq C \left\| Z_t^{(2,N)} \right\|_{B_p^{-1-\varepsilon/4}} \left\| P_N^1 X_t^{N,(2)} - \lambda Z_t^{(0,3,N)} \right\|_{B_p^{12-\varepsilon/4}}
\]

\[
\left\| \left( P_N^1 X_t^{N,(2)} - \lambda Z_t^{(0,3,N)} \right) Z_t^{(2,2,N)} \right\|_{B_p^{-(1+\varepsilon)/2}} \leq C \left\| Z_t^{(2,2,N)} \right\|_{B_p^{-1/2}} \left\| P_N^1 X_t^{N,(2)} - \lambda Z_t^{(0,3,N)} \right\|_{B_p^{12-\varepsilon/2}}.
\]

Hence, we have

\[
\left\| \Phi_t^{(2)}(P_N^1 X_t^{N,(2)}) \right\|_{B_p^{-1/2-\varepsilon}/2} \leq Q \left\| P_N^1 X_t^{N,(2)} \right\|_{B_p^{1/2}} + Q.
\]

This inequality and Lemma 2.2 imply the first inequality.

For the second inequality, by Proposition 2.1 and (111) we have

\[
\int_{\Lambda} (P_N^1 X_t^{N,(2)}) \Phi_t^{(2)}(P_N^1 X_t^{N,(2)}) dx \leq Q + Q \left\| P_N^1 X_t^{N,(2)} \right\|_{L^2}^{4/5} \left\| P_N^1 X_t^{N,(2)} \right\|_{B_{2}^{15/16}}^{6/5}.
\]

Hence, by (2.1) we have

\[
\int_{\Lambda} (P_N^1 X_t^{N,(2)}) \Phi_t^{(2)}(P_N^1 X_t^{N,(2)}) dx \leq Q + Q \left\| P_N^1 X_t^{N,(2)} \right\|_{L^2}^{16/5} + Q \left\| P_N^1 X_t^{N,(2)} \right\|_{B_{2}^{15/16}}^{8/5}
\]

\[
\leq Q \left( \left\| P_N^1 X_t^{N,(2)} \right\|_{L^4}^4 + \left\| P_N^1 X_t^{N,(2)} \right\|_{B_{2}^{15/16}}^2 \right)^{4/5} + Q.
\]

Thus, we have the second inequality. 

Lemma 4.8. For \( \varepsilon \in (0, 1/16) \), \( p \in [1, 2] \), \( t \in [0, T] \) and \( \delta \in (0, 1] \),

\[
\left\| (P_N^1 X_t^{N,(2)}, \varepsilon) \otimes Z_t^{(2,N)} \right\|_{B_p^{7/8}} \leq \delta \left( \left\| \nabla X_t^{N,(2)} \right\|_{L^2}^2 + \left\| P_N^1 X_t^{N,(2)} \right\|_{L^4}^4 \right)^{7/8} + \delta \left\| X_t^{N,(2)} \right\|_{L^p}^{7/4} + \delta \left\| X_t^{N,(2)} \right\|_{B_p^{\varepsilon}}^{5/6} + \delta^{-82/23} Q.
\]

Proof. By Proposition 2.1(iv) we have

\[
\left\| (P_N^1 X_t^{N,(2)}, \varepsilon) \otimes Z_t^{(2,N)} \right\|_{B_p^{7/8}} \leq C \left\| Z_t^{(2,N)} \right\|_{B_{p}^{-1-\varepsilon/8}} \left\| P_N^1 X_t^{N,(2)} \right\|_{B_{p}^{1+\varepsilon/4}}.
\]
Proposition 2.1[vii] and (2.1) imply
\[ \left\| P_N^{(1)} X_t^{N,(2),\geq} \right\|_{B_p^{1+\varepsilon}} \leq C \left\| P_N^{(1)} X_t^{N,(2),\geq} \right\|_{B_p^{1+\varepsilon}}^{2/3} \left\| P_N^{(1)} X_t^{N,(2),\geq} \right\|_{B_p^{1+\varepsilon}}^{1/3} \]
\[ \leq \delta \left\| P_N^{(1)} X_t^{N,(2),\geq} \right\|_{B_p^{1+\varepsilon}}^{7/4} + C \delta^{-8/13} \left\| P_N^{(1)} X_t^{N,(2),\geq} \right\|_{B_p^{1+\varepsilon}}^{7/13} \]

Since
\[ \left\| P_N^{(1)} X_t^{N,(2),\geq} \right\|_{B_p^{1+\varepsilon}}^{7/4} \leq \left\| P_N^{(1)} X_t^{N,(2),\geq} \right\|_{W^{1-\varepsilon/s,p}}^{7/4} \]
\[ \leq C \left( \left\| P_N^{(1)} X_t^{N,(2),\geq} \right\|_{L^p} + \left\| \nabla P_N^{(1)} X_t^{N,(2),\geq} \right\|_{L^p} \right)^{7/4} + C \left\| P_N^{(1)} X_t^{N,(2),\geq} \right\|_{L^p}^{7/4} + C, \]

from (4.12) we have
\[ \left\| \left( P_N^{(1)} X_t^{N,(2),\geq} \right) \otimes Z_t^{(2,N)} \right\|_{B_p^{1+\varepsilon}} \]
\[ \leq C \delta \left\| Z_t^{(2,N)} \right\|_{B_p^{1-\varepsilon}} \left( \left\| P_N^{(1)} X_t^{N,(2),\geq} \right\|_{L^p} + \left\| \nabla P_N^{(1)} X_t^{N,(2),\geq} \right\|_{L^p} \right)^{7/4} + \left\| P_N^{(1)} X_t^{N,(2),\geq} \right\|_{L^p}^{7/4} + C \delta^{-8/13} \left\| Z_t^{(2,N)} \right\|_{B_p^{1-\varepsilon}} \left\| P_N^{(1)} X_t^{N,(2),\geq} \right\|_{B_p^{1+\varepsilon}}^{7/13} + Q. \]

On the other hand, (2.1) implies
\[ \delta^{-8/13} \left\| P_N^{(1)} X_t^{N,(2),\geq} \right\|_{B_p^{1+\varepsilon}}^{7/13} \leq \delta \left\| P_N^{(1)} X_t^{N,(2),\geq} \right\|_{B_p^{1+\varepsilon}}^{5/6} + \delta^{-82/23}. \]

Hence, by replacing \( \delta \) by
\[ \delta \min \left\{ C \left\| Z_t^{(2,N)} \right\|_{B_p^{1-\varepsilon}}^{-1}, 1 \right\} \]
and applying Proposition 2.5 we obtain the assertion. \( \square \)

**Lemma 4.9.** For \( t \in [0,T] \) and \( \delta \in (0,1] \) it holds that, for some positive \( C \) and \( Q \),
\[ \left| \int_A \left( P_N^{(1)} X_t^{N,(2),\geq} \right) \left[ (P_N^{(1)} X_t^{N,(2)} - \lambda Z_t^{(0,3,N)}) \otimes Z_t^{(2,N)} \right] \right| dx \]
\[ \leq \delta \left( \| \nabla X_t^{N,(2),\geq} \|_{L^2}^2 + \| P_N^{(1)} X_t^{N,(2),\geq} \|_{L^4}^4 \right) + \delta \| X_t^{N,(2),\geq} \|_{B_p^{1+\varepsilon}} + C \| X_t^{N,(2),\leq} \|_{L^3}^5 + C \delta Q \]
almost surely.

**Proof.** By Proposition 2.1 and (2.1) we have
\[ \left| \int_A \left( P_N^{(1)} X_t^{N,(2),\geq} \right) \left[ (P_N^{(1)} X_t^{N,(2)} - \lambda Z_t^{(0,3,N)}) \otimes Z_t^{(2,N)} \right] dr \right| \]
\[ \leq C \| P_N^{(1)} X_t^{N,(2),\geq} \|_{B_p^{1+\varepsilon}} \left( \left\| P_N^{(1)} X_t^{N,(2),\leq} \right\|_{B_p^{1+\varepsilon}} \right) \left\| Z_t^{(2,N)} \right\|_{B_p^{1-\varepsilon}} \]
\[ \leq C \| P_N^{(1)} X_t^{N,(2),\geq} \|_{B_p^{1+\varepsilon}}^{3/2} \left\| Z_t^{(2,N)} \right\|_{B_p^{1-\varepsilon}}^{1/12}. \]
Thus, we have the assertion.

Since for some \(\alpha\)

On the other hand, by Proposition 2.1 and (2.1) we have

Hence, we have for Lemma 4.10.

(4.13)

On the other hand, by Proposition 2.1 and 2.1 we have

Since

for some \(\alpha \in (0, \infty)\), by Proposition 2.5 we have

This inequality and (4.13) yield the assertion.

Lemma 4.10. For \(t \in [0, T]\) and \(\delta \in (0, 1]\) it holds that,

Proof. By Proposition 2.1 and 2.1 we have

Thus, we have the assertion.
Proposition 4.11. For $\gamma \in (0, 1/8)$, $\varepsilon \in (0, \gamma/2)$, $\eta \in (0, 1)$ and $t \in [0, T]$}

\[
\begin{align*}
&\|X_t^{(2)}\|_{L^2}^2 - \|X_0^{(2)}\|_{L^2}^2 + \int_0^t \left( \|\nabla X_s^{(2)}\|_{L^2}^2 + \|P_N^{(1)} X_s^{(2)}\|_{L^4}^4 \right) ds \\
&\leq \|X_t^{(2)}\|_{L^2}^2 + \Omega_+^N(t) + Q \left( \sup_{s', t' \in [0, t], s' < t'} \frac{\|P_N^{(1)} X_{t'}^{(2)} - P_N^{(1)} X_{s'}^{(2)}\|_{L^{4/3}}}{{(t' - s')}^{\gamma}} \right)^{4/5} + Q.
\end{align*}
\]

**Proof.** Proposition 2.1 implies that for $\delta \in (0, 1]$

\[
\left| \int_\Lambda f(\triangle - m_0^2)gdx \right| \leq \|f\|_{B^1_{4/12}} \|g\|_{B^1_{4/3}}
\]

\[
\leq C\delta^{-2} \|f\|_{B^1_{4/12}}^3 + \delta \|g\|_{B^1_{4/3}}^{3/2}.
\]

Hence, by the integration by parts formula, the facts that $X_s^{(2), <} = 0$ and that $\int_\Lambda f(P_N^{(1)} g)dx = \int_\Lambda (P_N^{(1)} f)gdx$ for $f, g \in L^2(\Lambda)$, and Proposition 2.5 we have

\[
\begin{align*}
&\|X_t^{(2)}\|_{L^2}^2 - \|X_0^{(2)}\|_{L^2}^2 \\
&= 2 \int_0^t \int_\Lambda \left( X_s^{(2), <} \partial_s X_s^{(2), <} + X_s^{(2), >} \partial_s X_s^{(2), >} + X_s^{(2), <} \partial_s X_s^{(2), >} \right) dxds \\
&= \|X_t^{(2)}\|_{L^2}^2 + 4 \int_0^t \int_\Lambda X_s^{(2), <}(\triangle - m_0^2)X_s^{(2), >} dxds \\
&\quad - 6\lambda \int_0^t \int_\Lambda \left( P_N^{(1)} X_s^{(2), >} \left( \left( P_N^{(1)} X_s^{(2)} - \lambda \mathbb{Z}_s^{(0,3,N)} \right) \otimes \mathbb{Z}_s^{(2,N)} \right) \right) dxds \\
&\quad - 2 \int_0^t \int_\Lambda \left( \|\nabla X_s^{(2), >}\|^2 + m_0^2 \|X_s^{(2), >}\|^2 + \|P_N^{(1)} X_s^{(2)}\|^4 \right) dxds \\
&\quad - 6\lambda \int_0^t \int_\Lambda \left( \mathbb{Z}_s^{(1,N)} - \lambda \mathbb{Z}_s^{(0,3,N)} \right) \otimes \left( \left( P_N^{(1)} X_s^{(2)} \right)^2 \right) dxds \\
&\quad + 2\lambda \int_0^t \int_\Lambda X_s^{(2), >} P_N^{(1)} \Phi_s^{(P_N^{(1)} X_s^{(2)})} dxds + 2\lambda \int_0^t \int_\Lambda X_s^{(2), >} P_N^{(1)} \Phi_s^{(P_N^{(1)} X_s^{(2)})} dxds \\
&\quad + 6\lambda \int_0^t \int_\Lambda X_s^{(2), >} P_N^{(1)} \left( \left( P_N^{(1)} X_s^{(2), >} \right) \otimes \mathbb{Z}_s^{(2,N)} \right) dxds \\
&\quad - 18\lambda^2 \int_0^t \int_\Lambda X_s^{(2), >} P_N^{(1)} \left( \left( P_N^{(1)} X_s^{(2), >} \right) \otimes \mathbb{Z}_s^{(2,N)} \right) dxds \\
&\quad - 18\lambda^2 \int_0^t \int_\Lambda X_s^{(2), >} P_N^{(1)} \left( \left( P_N^{(1)} X_s^{(2), >} \right) \otimes \mathbb{Z}_s^{(2,N)} \right) dxds \\
&\leq \left( 2 \int_0^t \left( \|\nabla X_s^{(2), >}\|^2_{L^2} + m_0^2 \|X_s^{(2), >}\|^2_{L^2} + \|P_N^{(1)} X_s^{(2), >}\|^4_{L^4} \right) ds \\
&\quad + \|X_t^{(2), <}\|_{L^2}^2 + C\delta^{-2} \int_0^t \|X_s^{(2), <}\|^3_{B^{1-\varepsilon/12}} ds + \delta \int_0^t \|X_s^{(2), >}\|^3_{B^{1+\varepsilon/6}} ds \\
&\quad + C \int_0^t \left( \int_\Lambda \left( P_N^{(1)} X_s^{(2), >} - \mathbb{Z}_s^{(0,3,N)} \right) \otimes \mathbb{Z}_s^{(2,N)} \right) dx \right) ds.
\end{align*}
\]
By a similar way to the proof of Lemma 4.9 it is obtained that

\[
+ C \int_0^t \left| \int_\Lambda \left( P_N (P_N X_s^{N,(2)}) - \lambda Z_s^{(1,3,N)} \right) \Phi_s^{(1,3)} \left( P_N (P_N X_s^{N,(2)}) \right) \right| ds
\]

\[
+ 2 \int_0^t \left| \int_\Lambda \left( P_N (P_N X_s^{N,(2)}) \Phi_s^{(2)} \left( P_N X_s^{N,(2)} \right) \right) \right| ds
\]

\[
+ C \int_0^t \left| \int_\Lambda \left( P_N (P_N X_s^{N,(2)}) \Phi_s^{(1)} \left( P_N X_s^{N,(2)} \right) \right) \right| ds
\]

\[
+ C \int_0^t \left\| P_N (P_N X_s^{N,(2)}) \right\|_{L^4} \left\| \left( P_N (P_N X_s^{N,(2)}, \geq \right) \right\|_{L^{4/3}} ds
\]

\[
+ C \int_0^t \left\| P_N (P_N X_s^{N,(2)}) \right\|_{L^4} \left\| \Psi_s^{(1)} \left( P_N X_s^{N,(2)} \right) \right\|_{L^{4/3}} ds
\]

\[
+ C \int_0^t \left\| P_N (P_N X_s^{N,(2)}) \right\|_{L^4} \left\| \Psi_s^{(2)} \left( P_N X_s^{N,(2)} \right) \right\|_{L^{4/3}} ds
\]

By a similar way to the proof of Lemma 4.9 it is obtained that

\[
\left\| X_t^{N,(2)} \right\|_{L^3}^{3/2} \leq \delta \left\| X_t^{N,(2)} \right\|_{B^{13/16}} + \delta \left( \left\| \nabla X_t^{N,(2)} \right\|_{L^3} + \left\| X_t^{N,(2)} \right\|_{L^4} \right)
\]

\[
+ C \left\| X_t^{N,(2)} \right\|_{L^3}^{5/3} + C \delta^{-\alpha}
\]

for some \( \alpha \in (0, \infty) \), and by (2.1) and Lemma 2.23 it holds that

\[
\int_0^t \left( \left\| P_N (P_N X_s^{N,(2)}) \right\|_{L^4} \int_0^s \left( s - u \right)^{-21/32} \left\| P_N (P_N X_u^{N,(2)}) \right\|_{B^{15/16}} du \right) ds
\]

\[
\leq \delta \int_0^t \left\| P_N (P_N X_s^{N,(2)}) \right\|_{L^4} ds + \delta \int_0^t \left( \int_0^s \left( s - u \right)^{-21/32} \left\| P_N (P_N X_u^{N,(2)}) \right\|_{B^{15/16}} du \right)^{4/3} ds
\]

\[
\leq \delta \int_0^t \left\| P_N (P_N X_s^{N,(2)}) \right\|_{L^4} ds + C \delta \int_0^t \left\| P_N (P_N X_s^{N,(2)}) \right\|_{B^{15/16}}^{4/3} ds.
\]

Thus, applying Lemmas 4.2 4.6 4.7 4.9 and 4.10 and Lemmas 4.4 and 4.8 with replacing \( \delta \) by \( \delta \min \left\{ \left\| P_N (P_N X_s^{N,(2)}) \right\|_{L^4}, 1 \right\} \), we have

\[
\left\| X_t^{N,(2)} \right\|_{L^2}^2 - \left\| X_0^{N,(2)} \right\|_{L^2}^2
\]

\[
\leq - \int_0^t \left( 2 \left\| \nabla X_s^{N,(2)} \right\|_{L^2}^2 + m_s^2 \left\| X_s^{N,(2)} \right\|_{L^2}^2 + \left\| P_N (P_N X_s^{N,(2)}) \right\|_{L^4}^4 \right) ds + \left\| X_t^{N,(2)} \right\|_{L^2}^2
\]

\[
+ C \delta \int_0^t \left( \left\| \nabla X_s^{N,(2)} \right\|_{L^2}^2 + \left\| X_s^{N,(2)} \right\|_{L^2}^2 + \left\| P_N (P_N X_s^{N,(2)}) \right\|_{L^4}^4 \right) ds + \delta \mathbb{E}_x^{N}(t)
\]

\[
+ Q \left( \sup_{s', t' \in [0, t]; s' < t'} \left( s' \right)^\gamma \left\| P_N (P_N X_{s'}^{N,(2)} - P_N (P_N X_{s'}^{N,(2)}) \right\|_{L^{4/3}} \right)^{1/2}
\]

\[
\times \left( \int_0^t \left\| P_N (P_N X_u^{N,(2)}) \right\|_{B^{15/16}}^{1/2} \left\| P_N (P_N X_u^{N,(2)}) \right\|_{L^4} \right) du
\]

\[
+ \int_0^t \left\| P_N (P_N X_u^{N,(2)}) \right\|_{L^4} \left( \int_0^u r^{-\gamma/2} (u - r)^{-\gamma/2 - 3\varepsilon/2} \left\| P_N (P_N X_r^{N,(2)}) \right\|_{L^{4/3}}^{1/2} dr \right) du
\]

\[
+ \delta^{-\alpha} Q
\]
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almost surely, for some $\alpha \in (0, \infty)$. Since for $\tilde{\delta} \in (0, 1]$

$$
\int_0^t \left\| P_N^{(1)} X_t^{N,(2)} \right\|_{L^{1/3}}^{1/2} \left\| P_N^{(1)} X_u^{N,(2)} \right\|_{L^4} du
\leq \int_0^t \left\| P_N^{(1)} X_t^{N,(2)} \right\|_{L^4}^{3/2} du \leq \tilde{\delta} \int_0^t \left\| P_N^{(1)} X_u^{N,(2)} \right\|_{L^4}^4 du + C\tilde{\delta}^{-3/5},
$$

and

$$
\int_0^t \left\| P_N^{(1)} X_u^{N,(2)} \right\|_{L^4} \left( \int_0^u r^{-\eta/2} (u - r)^{\gamma/2 - 1 - 3\varepsilon/2} \left\| P_N^{(1)} X_r^{N,(2)} \right\|_{L^{4/3}}^{1/2} dr \right) du
\leq \int_0^t \int_0^t r^{-\eta/2} |u - r|^{\gamma/2 - 1 - 3\varepsilon/2} \left\| P_N^{(1)} X_r^{N,(2)} \right\|_{L^4}^{1/2} \left\| P_N^{(1)} X_u^{N,(2)} \right\|_{L^4} du \, dr du
\leq \frac{1}{2} \tilde{\delta}^{-1/5} \int_0^t \left( \int_0^t |u - r|^{\gamma/2 - 1 - 3\varepsilon/2} du \right) r^{-\eta/2} \left\| P_N^{(1)} X_r^{N,(2)} \right\|_{L^4} du
+ \frac{1}{2} \tilde{\delta}^{1/5} \int_0^t \left( \int_0^t r^{-\eta/2} |u - r|^{\gamma/2 - 1 - 3\varepsilon/2} dr \right) \left\| P_N^{(1)} X_u^{N,(2)} \right\|_{L^4}^2 du
\leq C \left[ \tilde{\delta}^{-1/5} \left( \int_0^t r^{-2\eta/3} dr \right)^{3/4} \left( \int_0^t \left\| P_N^{(1)} X_u^{N,(2)} \right\|_{L^4}^4 du \right)^{1/4} + \tilde{\delta}^{1/5} \int_0^t \left\| P_N^{(1)} X_u^{N,(2)} \right\|_{L^4}^2 du \right]
\leq \tilde{\delta} \int_0^t \left\| P_N^{(1)} X_u^{N,(2)} \right\|_{L^4}^4 du + C\tilde{\delta}^{-3/5},
$$

by applying these inequalities with letting

$$
\tilde{\delta} := \max \left\{ \delta \left( \sup_{s', t' \in [0, t]; s' < t'} \frac{(s')^{\eta} \left\| P_N^{(1)} X_{t'}^{N,(2)} - P_N^{(1)} X_{s'}^{N,(2)} \right\|_{L^{4/3}}}{(t' - s')^\gamma} \right)^{-1/2}, \frac{1}{2} \right\}
$$

we obtain

$$
\left\| X_t^{N,(2)} \right\|_{L^2}^2 - \left\| X_0^{N,(2)} \right\|_{L^2}^2
\leq - \int_0^t \left( 2 \left\| \nabla X_u^{N,(2)} \right\|_{L^2}^2 + m_0^2 \left\| X_u^{N,(2)} \right\|_{L^2}^2 + \left\| P_N^{(1)} X_u^{N,(2)} \right\|_{L^4}^4 \right) du + \left\| X_t^{N,(2)} \right\|_{L^2}^2
+ \delta Q \int_0^t \left( \left\| \nabla X_u^{N,(2)} \right\|_{L^2}^2 + \left\| X_u^{N,(2)} \right\|_{L^2}^2 + \left\| P_N^{(1)} X_u^{N,(2)} \right\|_{L^4}^4 \right) du + \delta Q \frac{\langle \varepsilon \rangle}{t}
+ \delta^{-1} Q \left( \sup_{s', t' \in [0, t]; s' < t'} \frac{(s')^{\eta} \left\| P_N^{(1)} X_{t'}^{N,(2)} - P_N^{(1)} X_{s'}^{N,(2)} \right\|_{L^{4/3}}}{(t' - s')^\gamma} \right)^{4/5} + \delta^{-\alpha} Q
$$

almost surely. Now by taking sufficiently small $\delta$ so that $Q\delta \leq 1/2$, we obtain

$$
\left\| X_t^{N,(2)} \right\|_{L^2}^2 - \left\| X_0^{N,(2)} \right\|_{L^2}^2 + \int_0^t \left( \left\| \nabla X_u^{N,(2)} \right\|_{L^2}^2 + \left\| P_N^{(1)} X_u^{N,(2)} \right\|_{L^4}^4 \right) du
$$
Proposition 4.12. \( \forall t \in [0, T] \), and \( \delta \in (0, 1) \]

\[
\begin{align*}
\mathbb{E} \left[ \int_0^t \left( \left\| \nabla X_{u,N}(2) \right\|_{L^2}^2 + \left\| P_{N}^{(1)} X_{u,N}(2) \right\|_{L^4}^4 \right) du \right] \\
\leq \mathbb{E} \left[ \sup_{s',t' \in [0,t] : s' < t'} (s')^\eta \left\| P_{N}^{(1)} X_{t',N}(2) - P_{N}^{(1)} X_{s',N}(2) \right\|_{L^{4/3}} \right]^{4/5} + Q.
\end{align*}
\]

Therefore, the assertion of Proposition 4.11 holds. \( \square \)

The expectation of the energy functional is estimated as follows. We remark that in the proof of the following proposition we apply the stationarity of the process \( X^N \).

**Proposition 4.12.** For \( \gamma \in (0, 1/8), \varepsilon \in (0, \gamma/2), \eta \in [0, 1), t \in [0, T] \) and \( \delta \in (0, 1) \]

\[
\begin{align*}
\mathbb{E} \left[ \int_0^t \left( \left\| \nabla X_{u,N}(2) \right\|_{L^2}^2 + \left\| P_{N}^{(1)} X_{u,N}(2) \right\|_{L^4}^4 \right) du \right] \\
\leq \delta \mathbb{E} \left[ \sup_{s',t' \in [0,t] : s' < t'} (s')^\eta \left\| P_{N}^{(1)} X_{t',N}(2) - P_{N}^{(1)} X_{s',N}(2) \right\|_{L^{4/3}} \right]^{4/5} + \mathbb{E} \left[ \left\| X_{t,N}(2) \right\|_{L^2}^2 \right] \\
+ 2\lambda_0 \mathbb{E} \left[ \left\| Z_{t}^{(0,3,N)} \right\|_{B_{1/2}^{(1-\varepsilon)}} \left\| X_{t,N}(2) \right\|_{B_{1/2+\varepsilon}} \right] + C \delta^{-1}.
\end{align*}
\]

**Proof.** It holds that for \( t \in [0, T] \)

\[
\begin{align*}
\left( X_{t,N}(2) \right)^2 - \left( X_{0,N}(2) \right)^2 \\
= \left( X_{t}^{N} - P_{N}^{(2)} Z_{t} \right)^2 - \left( X_{0}^{N} - P_{N}^{(2)} Z_{0} \right)^2 \\
+ 2\lambda Z_{t}^{(0,3,N)} X_{t,N}(2) \left( \lambda Z_{t}^{(0,3,N)} \right)^2.
\end{align*}
\]

Noting that the pair \((X_{t,N}, Z_{t})\) is a stationary process, and that

\[
\mathbb{E} \left[ Z_{t}^{(1,N)} \right] = \mathbb{E} \left[ \left( P_{N}^{(2)} Z_{t} \right) Z_{t}^{(0,3,N)} \right] = 0, \quad \mathbb{E} \left[ \left( P_{N}^{(2)} Z_{t} \right)^2 \right] = \mathbb{E} \left[ \left( P_{N}^{(2)} Z_{0} \right)^2 \right]
\]

for \( t \in [0, T] \), by (4.17) and (4.18) we have for \( t \in [0, T] \)

\[
\begin{align*}
\mathbb{E} \left[ \left\| X_{t,N}(2) \right\|_{L^2}^2 \right] - \mathbb{E} \left[ \left\| X_{0,N}(2) \right\|_{L^2}^2 \right] \\
\leq 2\lambda \mathbb{E} \left[ \int_{\Lambda} Z_{t}^{(0,3,N)} X_{t,N}(2) dx \right] + \lambda_0^2 \mathbb{E} \left[ \left\| Z_{t}^{(0,3,N)} \right\|_{L^2}^2 \right]
\end{align*}
\]

Hence, Proposition 2.11 implies

\[
\begin{align*}
\left( \mathbb{E} \left[ \left\| X_{t,N}(2) \right\|_{L^2}^2 \right] - \mathbb{E} \left[ \left\| X_{0,N}(2) \right\|_{L^2}^2 \right] \right) \\
\leq 2\lambda \mathbb{E} \left[ \int_{\Lambda} Z_{t}^{(0,3,N)} X_{t,N}(2) dx \right] + \lambda_0^2 \mathbb{E} \left[ \left\| Z_{t}^{(0,3,N)} \right\|_{L^2}^2 \right]
\end{align*}
\]

From this inequality and Proposition 4.11 we obtain that for \( \delta \in (0, 1) \) and \( t \in [0, T] \)

\[
\begin{align*}
\mathbb{E} \left[ \int_0^t \left( \left\| \nabla X_{u,N}(2) \right\|_{L^2}^2 + \left\| P_{N}^{(1)} X_{u,N}(2) \right\|_{L^4}^4 \right) du \right] \\
\leq \mathbb{E} \left[ \sup_{s',t' \in [0,t] : s' < t'} (s')^\eta \left\| P_{N}^{(1)} X_{t',N}(2) - P_{N}^{(1)} X_{s',N}(2) \right\|_{L^{4/3}} \right]^{4/5} + \mathbb{E} \left[ \left\| X_{t,N}(2) \right\|_{L^2}^2 \right]
\end{align*}
\]

40
Proposition 4.13. Therefore, the assertion of Proposition 4.12 holds.

Next we consider the estimate of the Hölder continuity appeared in Proposition 4.12.

Proposition 4.13. For $\gamma \in (0, 1/8)$, $\eta \in (0, 1)$, $\varepsilon \in (0, \gamma/2)$ and $t \in [0, T],$

\[
E \left[ \sup_{s', t' \in [0, t] ; s' < t'} \frac{(s')^{\eta} \left\| X_{t'}^{N,(2)} - X_{s'}^{N,(2)} \right\|_{L^{4/3}}} {(t' - s')^{\gamma}} \right] 
\leq CE \left[ \sup_{r \in [0, t]} r^{\eta} \left\| X_{r}^{N,(2),>} \right\|_{B_{2^{4/3}}} \right] + CE \left[ \sup_{r \in [0, t]} r^{\eta} \left\| X_{r}^{N,(2),<} \right\|_{B_{2^{4/3}}} \right] + CE \left\| X_{t}^{N,(2),<} \right\|_{L^{2}}^{2} + C \delta^{-1}.
\]

Therefore, the assertion of Proposition 4.12 holds.

Proof. From (4.10) it follows

\[
X_{t}^{N,(2),<} = e^{(t-s)(\Delta - m_{0}^{2})} X_{s}^{N,(2),<} = -3\lambda \int_{s}^{t} e^{(t-u)(\Delta - m_{0}^{2})} P_{N}^{(1)} \left[ \left( P_{N}^{(1)} X_{u}^{N,(2)} - Z_{u}^{(0,3,N)} \right) \otimes Z_{u}^{(2,N)} \right] du
\]

for $s, t \in [0, T]$ such that $s < t$. Hence, for $s', t', t'' \in [0, T]$ such that $s' < t' \leq t$, the mild form representation of the solutions implies

\[
\left\| X_{t'}^{N,(2),<} - X_{s'}^{N,(2),<} \right\|_{L^{4/3}} 
\leq \left\| e^{(t' - s')(\Delta - m_{0}^{2})} - I \right\|_{B_{2^{4/3}}} \left\| X_{s'}^{N,(2),<} \right\|_{B_{2^{4/3}}} 
+ C \int_{s'}^{t'} \left\| e^{(t'-u)(\Delta - m_{0}^{2})} P_{N}^{(1)} \left[ \left( P_{N}^{(1)} X_{u}^{N,(2)} - Z_{u}^{(0,3,N)} \right) \otimes Z_{u}^{(2,N)} \right] \right\|_{L^{4/3}} du 
\leq C(t' - s')^{\gamma} \left\| X_{s'}^{N,(2),<} \right\|_{B_{2^{4/3}}} 
+ C \int_{s'}^{t'} (t' - u)^{-1/2 - \varepsilon/2} \left\| P_{N}^{(1)} X_{u}^{N,(2)} - Z_{u}^{(0,3,N)} \right\|_{B_{2^{4/3}}} \otimes Z_{u}^{(2,N)} \right\|_{B_{2^{4/3}}} \right. du.
\]
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Applying Proposition 2.1 we have
\[
\left\| X^{N,(2),\gamma}_t - X^{N,(2),\gamma}_{s'} \right\|_{L^{4/3}} \\
\leq C(t' - s')^{\gamma} \left\| X^{N,(2),\gamma}_{s'} \right\|_{B^{4/3}_{4/3}} + Q \int_{s'}^{t'} (t' - u)^{-1/2 - \varepsilon/2} \left\| P^{(1)} N X^{N,(2)}_u - \mathcal{Z}^{(0,3,N)}_u \right\|_{L^{4/3}} du.
\]
Thus, we have for \( s, t \in [0, T] \) such that \( s < t \)
\[
\sup_{s', t' \in [0, t], s'' < t'} (s')^{\gamma} \left\| X^{N,(2),\gamma}_t - X^{N,(2),\gamma}_{s'} \right\|_{L^{4/3}} \\
\leq C \sup_{r \in [0, t]} r^{\gamma} \left\| X^{N,(2),\gamma}_t \right\|_{B^{4/3}_{4/3}} + Q \sup_{s', t' \in [0, t], s'' < t'} \int_{s'}^{t'} (t' - u)^{-1/2 - \gamma - \varepsilon/2} \left\| P^{(1)} N X^{N,(2)}_u \right\|_{L^{4/3}} du.
\]
Similarly, from (4.10) and Proposition 2.5 for \( s', t' \in [0, T] \) such that \( s' < t' \) we have the estimate
\[
\left\| X^{N,(2),\gamma}_t - X^{N,(2),\gamma}_{s'} \right\|_{L^{4/3}} \\
\leq C(t' - s')^{\gamma} \left\| X^{N,(2),\gamma}_{s'} \right\|_{B^{4/3}_{4/3}} + C(t' - s')^{\gamma} \int_{s'}^{t'} (t' - u)^{-\gamma} \left\| P^{(1)} N X^{N,(2)}_u \right\|_{L^{4}}^{3} du \\
+ Q(t' - s')^{\gamma} \int_{s'}^{t'} (t' - u)^{-1/4 - \gamma - \varepsilon/2} \left\| P^{(1)} N X^{N,(2)}_u \right\|_{L^{8/3}}^{2} du \\
+ C(t' - s')^{\gamma} \int_{s'}^{t'} (t' - u)^{-\gamma} \left\| \Phi^{(1)} (P^{(1)} N X^{N,(2)}_u) \right\|_{L^{4/3}}^{3} du \\
+ C(t' - s')^{\gamma} \int_{s'}^{t'} (t' - u)^{-1/4 - \gamma - \varepsilon/2} \left\| \Phi^{(2)} (P^{(1)} N X^{N,(2)}_u) \right\|_{B^{4/3}_{4/3}}^{1/2 - \varepsilon} du \\
+ C(t' - s')^{\gamma} \int_{s'}^{t'} (t' - u)^{-\gamma} \left\| (P^{(1)} N X^{N,(2)}_u) \mathcal{Z}^{(2,N)}_u \right\|_{L^{4/3}} du \\
+ C(t' - s')^{\gamma} \int_{s'}^{t'} (t' - u)^{-\gamma} \left\| \Psi^{(1)} (P^{(1)} N X^{N,(2)}_u) \mathcal{Z}^{(2,N)}_u \right\|_{B^{4/3}_{4/3}} du \\
+ C(t' - s')^{\gamma} \int_{s'}^{t'} (t' - u)^{-\gamma} \left\| \Psi^{(2)} (P^{(1)} N X^{N,(2)}_u) \right\|_{B^{4/3}_{4/3}}^{7/8} du.
\]
For \( \delta \in (0, 1) \), applying Lemmas 4.4, 4.5, 4.7 and 4.8 with replacing \( \delta \) by \( \delta (t - u)^{\alpha} \) with suitable \( \alpha \) for each lemmas, and applying Lemma 2.3 we have for \( \delta \in (0, 1) \) \( s', t, t' \in [0, T] \) such that \( s' < t' \leq t \)
\[
\left\| X^{N,(2),\gamma}_t - X^{N,(2),\gamma}_{s'} \right\|_{L^{4/3}} \\
\leq C(t' - s')^{\gamma} \left\| X^{N,(2),\gamma}_{s'} \right\|_{B^{4/3}_{4/3}} + C(t' - s')^{\gamma} \int_{0}^{t} \left( \left\| \nabla X^{N,(2),\gamma}_u \right\|_{L^{2}}^{2} + \left\| P^{(1)} N X^{N,(2),\gamma}_u \right\|_{L^{4}}^{4} \right)^{7/8} du.
\]
+ C(t' - s')\gamma \int_{s}^{t'} \left\| P_N^{(1)} X_{u}^{N,(2),>} \right\|_{B_{2,-\varepsilon}^{2}}^{7/4} du + Q(t' - s')\gamma \int_{s}^{t'} (t' - u)^{-\gamma/3} \left\| P_N^{(1)} X_{u}^{N,(2),>} \right\|_{B_{2,-\varepsilon}^{2}}^{5/6} du \\
+ \delta Q(t' - s')\gamma \int_{s}^{t'} \sup_{r \in [s', u)} \frac{r^\eta \left\| P_N^{(1)} X_{r}^{N,(2),>} - P_N^{(1)} X_{s}^{N,(2),>} \right\|_{L^{4/3}}}{(u - r)^{\gamma/2}} du + C\delta Q(t' - s')\gamma.

This inequality and (3.14) imply

\begin{align*}
&\sup_{s', s', t \in [0, t]; s' < t'} \frac{(s')^\eta \left\| X_{t'}^{N,(2),>} - X_{s'}^{N,(2),>} \right\|_{L^{4/3}}}{(t' - s')^{\gamma}} \\
&\leq C \sup_{r \in [s, t]} \left( r^\eta \left\| X_{r}^{N,(2),>} \right\|_{B_{2,-\varepsilon}^{2}} \right) + C \sup_{r \in [0, t]} \left( r^\eta \left\| X_{r}^{N,(2),>} \right\|_{B_{2,-\varepsilon}^{2}} \right) \\
&+ C \int_{0}^{t} \left( \left\| \nabla X_{u}^{N,(2),>} \right\|_{L^2}^{2} + \left\| P_N^{(1)} X_{u}^{N,(2),>} \right\|_{L^4}^{4} \right)^{7/8} du \\
&+ \delta Q \sup_{s', s', t \in [0, t]; s' < t'} \frac{(s')^\eta \left\| P_N^{(1)} X_{t'}^{N,(2),>} - P_N^{(1)} X_{s'}^{N,(2),>} \right\|_{L^{4/3}}}{(t' - s')^{\gamma/2}} + C \int_{0}^{t} \left\| P_N^{(1)} X_{u}^{N,(2),>} \right\|_{B_{2,-\varepsilon}^{2}}^{7/4} du \\
&+ Q \sup_{s', s', t \in [0, t]; s' < t'} \int_{s'}^{t'} (t' - u)^{-1/2 - \varepsilon/2} \left\| P_N^{(1)} X_{u}^{N,(2),>} \right\|_{L^{4/3}} du \\
&+ Q \sup_{s', s', t \in [0, t]; s' < t'} \int_{s'}^{t'} (t' - u)^{-\gamma/3} \left\| P_N^{(1)} X_{u}^{N,(2),>} \right\|_{B_{2,-\varepsilon}^{2}}^{5/6} du + Q.
\end{align*}

Hence, by taking \( \delta = \frac{1}{2} \left( Q[1 + T] \right)^{-1} \) and applying Proposition 2.5 we obtain (4.15)

\begin{align*}
&\sup_{s', s', t \in [0, t]; s' < t'} \frac{(s')^\eta \left\| X_{t'}^{N,(2),>} - X_{s'}^{N,(2),>} \right\|_{L^{4/3}}}{(t' - s')^{\gamma}} \\
&\leq C \sup_{r \in [0, t]} \left( r^\eta \left\| X_{r}^{N,(2),>} \right\|_{B_{2,-\varepsilon}^{2}} \right) + C \sup_{r \in [0, t]} \left( r^\eta \left\| X_{r}^{N,(2),>} \right\|_{B_{2,-\varepsilon}^{2}} \right) \\
&+ C \int_{0}^{t} \left( \left\| \nabla X_{u}^{N,(2),>} \right\|_{L^2}^{2} + \left\| P_N^{(1)} X_{u}^{N,(2),>} \right\|_{L^4}^{4} \right)^{7/8} du + C \int_{0}^{t} \left\| P_N^{(1)} X_{u}^{N,(2),>} \right\|_{B_{2,-\varepsilon}^{2}}^{7/4} du \\
&+ Q \sup_{s', s', t \in [0, t]; s' < t'} \int_{s'}^{t'} (t' - u)^{-1/2 - \varepsilon/2} \left\| P_N^{(1)} X_{u}^{N,(2),>} \right\|_{L^{4/3}} du \\
&+ Q \sup_{s', s', t \in [0, t]; s' < t'} \int_{s'}^{t'} (t' - u)^{-\gamma/3} \left\| P_N^{(1)} X_{u}^{N,(2),>} \right\|_{B_{2,-\varepsilon}^{2}}^{5/6} du + Q.
\end{align*}

By (4.15) and Proposition 4.12 for \( \delta' \in (0, 1] \) we have

\begin{align*}
E \left[ \sup_{s', s', t \in [0, t]; s' < t'} \frac{(s')^\eta \left\| X_{t'}^{N,(2),>} - X_{s'}^{N,(2),>} \right\|_{L^{4/3}}}{(t' - s')^{\gamma}} \right] \\
&\leq C\delta' E \left[ \sup_{s', s', t \in [0, t]; s' < t'} \frac{(s')^\eta \left\| P_N^{(1)} X_{t'}^{N,(2),>} - P_N^{(1)} X_{s'}^{N,(2),>} \right\|_{L^{4/3}}}{(t' - s')^{\gamma}} \right] + CE \left[ \left\| X_{t}^{N,(2),>} \right\|_{L^2}^{2} \right]
\end{align*}
Lemma 4.14. For convenience in the proofs of the estimates we give the following lemma.

\[ \|X^{(2),(2)}_t\|_{B^2_{\alpha+\beta}} \leq C(t-s)^{-\beta} \|X^{(2),(2)}_s\|_{B^0_{\alpha+\beta}} \]

\[ + \delta \int_0^t (t-u)^{-\gamma/2} \|\nabla X^{(2),(2)}_u\|_{L^2} + \|P^{(1)}_N X^{(2),(2)}_u\|_{L^4}^2 \, du \]

\[ + \delta \int_s^t (t-u)^{-\gamma/2} \|P^{(2)}_N X^{(2),(2)}_u\|_{L^2} \, du \]

\[ + Q \int_s^t (t-u)^{-\gamma/2} \left( \sup_{r \in [s,u]} \left( \frac{r^{\eta} \|P^{(1)}_N X^{(2),(2)}_u - P^{(1)}_N X^{(2),(2)}_r\|_{L^p}}{(u-r)^{\gamma}} \right) \right)^{\theta} \]

\[ \times \left( \|P^{(1)}_N X^{(2),(2)}_u\|_{L^p}^{1-\theta} + \int_0^u r^{-\lambda}(u-r)^{\gamma-\lambda-3\epsilon/2} \|P^{(1)}_N X^{(2),(2)}_r\|_{L^p}^{1-\theta} \, dr \right) \, du + \mathcal{C}_3 Q. \]

Proof. Similarly to the beginning of the proof of Proposition 4.13 we have for \( s, t \in [0, T] \) such that \( s < t \)

\[ \|X^{(2),(2)}_t\|_{B^0_{\alpha+\beta}} \leq C(t-s)^{-\beta} \|X^{(2),(2)}_s\|_{B^0_{\alpha+\beta}} \]

\[ + \delta \int_s^t (t-u)^{-\gamma/2} \|\nabla X^{(2),(2)}_u\|_{L^2} + \|P^{(1)}_N X^{(2),(2)}_u\|_{L^4}^2 \, du \]

\[ + \delta \int_s^t (t-u)^{-\gamma/2} \|P^{(2)}_N X^{(2),(2)}_u\|_{L^2} \, du \]

\[ + Q \int_s^t (t-u)^{-\gamma/2} \left( \sup_{r \in [s,u]} \left( \frac{r^{\eta} \|P^{(1)}_N X^{(2),(2)}_u - P^{(1)}_N X^{(2),(2)}_r\|_{L^p}}{(u-r)^{\gamma}} \right) \right)^{\theta} \]

\[ \times \left( \|P^{(1)}_N X^{(2),(2)}_u\|_{L^p}^{1-\theta} + \int_0^u r^{-\lambda}(u-r)^{\gamma-\lambda-3\epsilon/2} \|P^{(1)}_N X^{(2),(2)}_r\|_{L^p}^{1-\theta} \, dr \right) \, du + \mathcal{C}_3 Q. \]
Therefore Proposition 2.1 yields (1).

Similarly to above, from (1.10) and Propositions 2.1 and 2.5 we have

\[
\begin{align*}
\left\| X_{t_s}^{N,(2),\alpha} \right\|_{B^\alpha_p} & \leq C(t-s)^{-\beta} \left\| X_{s}^{N,(2),\alpha} \right\|_{B^{\alpha-\beta}_p} + C \int_{s}^{t} (t-u)^{-\alpha/2} \left\| P_N^{(1)} X_{u}^{N,(2)} \right\|_{L^p}^2 \, du \\
+ C \int_{s}^{t} (t-u)^{-(2\alpha+1+2\varepsilon)/4} \left\| P_N^{(1)} X_{u}^{N,(2)} \right\|_{L^p}^2 \, du \\
+ C \int_{s}^{t} (t-u)^{-\alpha/2} \left\| \Phi_u^{(1)} (P_N^{(1)} X_{u}^{N,(2)}) \right\|_{L^p} \, du \\
+ C \int_{s}^{t} (t-u)^{-(2\alpha+1+2\varepsilon)/4} \left\| \Phi_u^{(2)} (P_N^{(1)} X_{u}^{N,(2)}) \right\|_{B^{\alpha-1/2}_p} \, du \\
+ C \int_{s}^{t} (t-u)^{-\alpha/2} \left\| (P_N^{(1)} X_{u}^{N,(2)}) \odot \mathcal{Z}_{u}^{(2,N)} \right\|_{L^p} \, du \\
+ C \int_{s}^{t} (t-u)^{-(\alpha-\varepsilon)/2} \left\| \Psi_u^{(1)} (P_N^{(1)} X_{u}^{N,(2)}) \odot \mathcal{Z}_{u}^{(2,N)} \right\|_{B^{\alpha}_p} \, du \\
+ C \int_{s}^{t} (t-u)^{-(\alpha-\varepsilon)/2} \left\| \Psi_u^{(2)} (P_N^{(1)} X_{u}^{N,(2)}) \right\|_{B^{\alpha}_p} \, du.
\end{align*}
\]

Hence, by the fact that

\[
\left\| (P_N^{(1)} X_{u}^{N,(2)}) \right\|_{L^p}^k = \left\| P_N^{(1)} X_{u}^{N,(2)} \right\|_{L^p}^k \leq \left\| P_N^{(1)} X_{u}^{N,(2)} \right\|_{L^p}^k
\]

for \( k = 2, 3 \), and Lemmas 2.3 4.3 4.5 4.7 and 4.8 for \( p \in [1, 4/3] \), \( \delta \in (0, 1] \) and \( \theta \in [0, 1] \) we have

\[
\begin{align*}
\left\| X_{t_s}^{N,(2),\alpha} \right\|_{B^\alpha_p} & \leq C(t-s)^{-\beta} \left\| X_{s}^{N,(2),\alpha} \right\|_{B^{\alpha-\beta}_p} \\
+ \delta \int_{0}^{t} (t-u)^{-(2\alpha+1+2\varepsilon)/4} \left( \left\| \nabla X_{u}^{N,(2),\alpha} \right\|_{L^2} + \left\| P_N^{(1)} X_{u}^{N,(2)} \right\|_{L^4}^4 \right)^{7/8} \, du \\
+ \delta \int_{s}^{t} (t-u)^{-(2\alpha+1+2\varepsilon)/4} \left\| P_N^{(1)} X_{u}^{N,(2),\alpha} \right\|_{L^{p}}^{7/4} \, du + \delta \int_{s}^{t} (t-u)^{-\alpha/2} \left\| P_N^{(1)} X_{u}^{N,(2),\alpha} \right\|_{B^{\alpha}_p}^{5/6} \, du \\
+ Q \int_{s}^{t} (t-u)^{-(\alpha-\varepsilon)/2} \left( \sup_{r \in [s,u]} \left( \frac{r^{\theta}}{(u-r)\gamma} \right) \right)^{\theta} \times \left( \left\| P_N^{(1)} X_{u}^{N,(2)} \right\|_{L^p}^{1-\theta} + \int_{0}^{u} r^{-\theta}(u-r)^{\gamma-1-3\varepsilon/2} \left\| P_N^{(1)} X_{u}^{N,(2)} \right\|_{L^p}^{1-\theta} \, dr \right) \, du + C\delta Q.
\end{align*}
\]

Thus, we obtain \((ii)\)

\begin{proposition}
For \( \gamma \in (0, 1/8), \eta \in [0, 1), \varepsilon \in (0, \gamma/2), q \in (1, 8/7), t \in [0, T] \) and \( \delta \in (0, 1] \),

\[
E \left[ \mathcal{Y}_{N}(t) \right] + E \sup_{s', t' \in [0, \delta], s' \leq t'} \left( \int_{s'}^{t'} (t' - u)^{-\gamma/3} \left\| X_{u}^{N,(2),\alpha} \right\|_{B^{1+\varepsilon}_{4/3}} \, du \right)^\eta
\]

\end{proposition}

45
by Lemmas 2.3 and 4.14(ii) we have for 
\[ s', t' \in [0, t]; s' < t' \]
\[ \int_{s'}^{t'} (t' - u)^{-1/2 - \gamma - \varepsilon/2} \left\| X_{u}^{N,(2)} \right\|_{L^{4/3}} du \]
\[ + E \sup_{s', t' \in [0, t]; s' < t'} \left( \int_{s'}^{t'} (t' - u)^{-1/2 - \gamma - \varepsilon/2} \left\| X_{u}^{N,(2)} \right\|_{L^{4/3}} du \right)^{q} \]
\[ \leq CE \left[ \left\| X_{0}^{N,(2)} \right\|_{B_{4/3}^{1,\gamma+3\varepsilon}}^{q} \right] + C\delta E \left[ X_{1,\gamma}^{N}(t) \right] + C\delta. \]

**Proof.** By Lemmas 2.3 and 4.1 and 4.3 and (2.1), we have
\[ \int_{0}^{t} (t - u)^{-1/2 - \gamma - \varepsilon/2} \left\| X_{u}^{N,(2)} \right\|_{L^{4/3}} du \]
\[ \leq Q \int_{0}^{t} (t - u)^{-\gamma - 3\varepsilon/4} \left\| P_{N}^{(1)} X_{u}^{N,(2)} - \mathcal{Z}_{u}^{(0,3,N)} \right\|_{L^{4/3}} du \]
\[ \leq C_{\delta} Q \int_{0}^{t} (t - u)^{-2\gamma - 3\varepsilon/2} du + \delta \int_{0}^{t} \left\| P_{N}^{(1)} X_{u}^{N,(2)} - \mathcal{Z}_{u}^{(0,3,N)} \right\|_{L^{4/3}}^{2} du. \]

Hence, it holds that
\[ \int_{0}^{t} (t - u)^{-1/2 - \gamma - \varepsilon/2} \left\| X_{u}^{N,(2)} \right\|_{L^{4/3}} du \]
\[ \leq \delta \int_{0}^{t} \left( \left\| \nabla X_{u}^{N,(2)} \right\|_{L^{2}}^{2} + \left\| P_{N}^{(1)} X_{u}^{N,(2)} \right\|_{L^{4}}^{4} \right)^{7/8} du + C_{\delta} Q. \]

Since it holds that
\[ \sup_{s', t' \in [0, t]; s' < t'} \int_{s'}^{t'} (t' - u)^{-\beta} \left\| P_{N}^{(1)} X_{u}^{N,(2)} \right\|_{B_{p}^{0}} du = \sup_{t' \in [0, t]} \int_{0}^{t'} (t' - u)^{-\beta} \left\| P_{N}^{(1)} X_{u}^{N,(2)} \right\|_{B_{p}^{0}} du, \]
by Lemmas 2.3 and 4.1 and (ii) we have for \( \alpha \in (3 - \varepsilon)/2, \beta \in [0, (7 - 2\alpha - 2\varepsilon)/4) \) and \( p \in [1, 4/3] \)
\[ \sup_{s', t' \in [0, t]; s' < t'} \int_{s'}^{t'} (t' - u)^{-\beta} \left\| X_{u}^{N,(2)} \right\|_{B_{p}^{0}} du \]
\[ \leq C \left\| X_{0}^{N,(2)} \right\|_{B_{p}^{0}} \]
\[ + \delta \int_{0}^{t} (t - u)^{-\beta - (2\alpha + 1 + 2\varepsilon)/4} \left( \left\| \nabla X_{u}^{N,(2)} \right\|_{L^{2}}^{2} + \left\| P_{N}^{(1)} X_{u}^{N,(2)} \right\|_{L^{4}}^{4} \right)^{7/8} du \]
\[ + \delta \int_{0}^{t} (t - u)^{-\beta - (2\alpha + 1 + 2\varepsilon)/4} \left\| P_{N}^{(1)} X_{u}^{N,(2)} \right\|_{B_{2}^{0,\varepsilon}}^{7/4} du \]
\[ + \delta \int_{0}^{t} (t - u)^{-\beta - \alpha/2} \left\| P_{N}^{(1)} X_{u}^{N,(2)} \right\|_{B_{2}^{0,\varepsilon}}^{5/6} du \]
\[ + Q \int_{0}^{t} (t - u)^{-\beta - (\alpha - \varepsilon)/2} \left( \sup_{r \in [0, u]} \frac{\left\| P_{N}^{(1)} X_{u}^{N,(2)} - P_{N}^{(1)} X_{r}^{N,(2)} \right\|_{L^{p}}}{(u - r)^{\gamma}} \right)^{1/2} \]
\[ \times \left( \left\| P_{N}^{(1)} X_{u}^{N,(2)} \right\|_{L^{p}}^{1/2} + \int_{0}^{u} r^{-\eta\theta} (u - r)^{\gamma/2 - 1 - 3\varepsilon/2} \left\| P_{N}^{(1)} X_{r}^{N,(2)} \right\|_{L^{p}}^{1/2} dr \right) du + C_{\delta} Q. \]
Hence, for $\alpha \in (3 - \varepsilon)/2, \beta \in [0, (3 - 2\alpha - 2\varepsilon)/4)$ and $p \in [1, 4/3]$ we obtain (4.17)

\[
\begin{align*}
\sup_{s', t' \in [0, t]; s' < t'} \int_{s'}^{t'} (t' - u)^{-\beta} \left\| X_{u}^{N, (2)} \right\|_{B_{p}^{\alpha}} du \\
\leq C \left\| X_{0}^{N, (2)} \right\|_{B_{p}^{\alpha - 2(1 - \beta - \varepsilon)}} + \delta \int_{0}^{t} \left( \left\| \nabla X_{u}^{N, (2)} \right\|_{L^{2}}^{2} + \left\| P_{N}^{(1)} X_{u}^{N, (2)} \right\|_{L^{4}}^{4} \right)^{7/8} du \\
+ \delta \int_{0}^{t} \left( \left\| P_{N}^{(1)} X_{u}^{N, (2)} \right\|_{L^{2}}^{2} + \left\| P_{N}^{(1)} X_{u}^{N, (2)} \right\|_{B_{p}^{1 + \varepsilon}} \right)^{1/2} du \\
+ Q \int_{0}^{t} \left( \sup_{r \in [0, u]} \frac{r^{\eta} \left\| P_{N}^{(1)} X_{u}^{N, (2)} - P_{N}^{(1)} X_{r}^{N, (2)} \right\|_{L^{p}}}{(u - r)\gamma} \right)^{1/2} \times \left( \left\| P_{N}^{(1)} X_{u}^{N, (2)} \right\|_{L^{4}}^{1/2} + \int_{0}^{u} r^{-\eta/2} (u - r)^{\gamma/2 - 1 - 3\varepsilon/2} \left\| P_{N}^{(1)} X_{r}^{N, (2)} \right\|_{L^{4}}^{1/2} dr \right) du + C_{\delta} Q.
\end{align*}
\]

On the other hand,

\[
\begin{align*}
\int_{0}^{t} \left( \int_{0}^{u} r^{-\eta/2} (u - r)^{\gamma/2 - 1 - 3\varepsilon/2} \left\| P_{N}^{(1)} X_{r}^{N, (2)} \right\|_{L^{p}}^{1/2} dr \right) du \\
= \int_{0}^{t} r^{-\eta/2} \left\| P_{N}^{(1)} X_{r}^{N, (2)} \right\|_{L^{p}}^{1/2} \left( \int_{0}^{r} (u - r)^{\gamma/2 - 1 - 3\varepsilon/2} du \right) dr \\
\leq C \int_{0}^{t} r^{-\eta/2} (t - r)^{\gamma/2 - 3\varepsilon/2} \left\| P_{N}^{(1)} X_{r}^{N, (2)} \right\|_{L^{p}}^{1/2} dr \\
\leq C \left( \int_{0}^{t} \left\| P_{N}^{(1)} X_{r}^{N, (2)} \right\|_{L^{4}}^{4} dr \right)^{1/8}.
\end{align*}
\]

This inequality and (2.1) imply

\[
\begin{align*}
Q \int_{0}^{t} \left( \sup_{r \in [0, u]} \frac{r^{\eta} \left\| P_{N}^{(1)} X_{u}^{N, (2)} - P_{N}^{(1)} X_{r}^{N, (2)} \right\|_{L^{p}}}{(u - r)\gamma} \right)^{1/2} \times \left( \left\| P_{N}^{(1)} X_{u}^{N, (2)} \right\|_{L^{4}}^{1/2} + \int_{0}^{u} r^{-\eta/2} (u - r)^{\gamma/2 - 1 - 3\varepsilon/2} \left\| P_{N}^{(1)} X_{r}^{N, (2)} \right\|_{L^{p}}^{1/2} dr \right) du \\
\leq C Q \left( \sup_{s', t' \in [0, t]; s' < t'} \frac{(s')^{\gamma} \left\| P_{N}^{(1)} X_{t'}^{N, (2)} - P_{N}^{(1)} X_{s'}^{N, (2)} \right\|_{L^{p}}}{(t' - s')\gamma} \right)^{1/2} \left( \int_{0}^{t} \left\| P_{N}^{(1)} X_{r}^{N, (2)} \right\|_{L^{4}}^{4} dr \right)^{1/8} \\
\leq \delta \left( \sup_{s', t' \in [0, t]; s' < t'} \frac{(s')^{\gamma} \left\| P_{N}^{(1)} X_{t'}^{N, (2)} - P_{N}^{(1)} X_{s'}^{N, (2)} \right\|_{L^{p}}}{(t' - s')\gamma} \right)^{7/8} + \delta \left( \int_{0}^{t} \left\| P_{N}^{(1)} X_{r}^{N, (2)} \right\|_{L^{4}}^{4} dr \right)^{7/8} + C_{\delta} Q.
\end{align*}
\]
Hence, (4.17) yields

\[
\sup_{s', t' \in [0, t]; s' < t'} \int_{s'}^{t'} (t' - u)^{-\beta} \left\| X^{N,(2)}_u \right\|_{B^{ap}_{\alpha}} \, du \\
\leq C \left\| X^{N,(2)}_0 \right\|_{B^{ap}_{(1-\beta-\epsilon)}} + C\delta \int_{0}^{t} \left( \left\| \nabla X^{N,(2)}_u \right\|^2_{L^2} + \left\| P^{(1)}_N X^{N,(2)}_u \right\|^4_{L^4} \right)^{7/8} \, du \\
\tag{4.18}
\]

+ \delta \left( \sup_{s', t' \in [0, t]; s' < t'} \frac{(s')^a \left\| P^{(1)}_N X^{N,(2)}_t \left( \nabla X^{N,(2)}_u + P^{(1)}_N X^{N,(2)}_u \right) \right\|_{L^p}}{(t' - s')^{\gamma}} \right) \\
+ \delta \int_{0}^{t} \left( \left\| P^{(1)}_N X^{N,(2)}_u \right\|_{L^4}^{7/4} + \left\| P^{(1)}_N X^{N,(2)}_u \right\|_{B^{1+\epsilon}_{p}} \right) \, du + C\delta Q.
\]

Letting \( p = 4/3, \alpha = 1 + \epsilon \) and \( \beta = \gamma / 3 \) on (4.18) and applying Proposition 2.5, we obtain

\[
E \left[ \sup_{s', t' \in [0, t]; s' < t'} \left( \int_{s'}^{t'} (t' - u)^{-\gamma/3} \left\| X^{N,(2)}_u \right\|_{B^{a/3}_{1+\epsilon}} \, du \right)^q \right] \\
\leq CE \left[ \left\| X^{N,(2)}_0 \right\|_{B^{1+2\gamma+3\epsilon}_{4/3}} \right] + C\delta E \left[ X^{N}_{\eta, \gamma}(t) \right] + \delta E \left[ \Omega^{N}_{\epsilon}(t)^q \right] + C\delta.
\tag{4.19}
\]

Letting \( p = 4/3, \alpha = 0 \) and \( \beta = (\gamma + 1 + \epsilon)/2 \) on (4.18) and applying Proposition 2.5, we have

\[
E \left[ \sup_{s', t' \in [0, t]; s' < t'} \left( \int_{s'}^{t'} (t' - u)^{-1/2 - \gamma/2} \left\| X^{N,(2)}_u \right\|_{L^{4/3}} \, du \right)^q \right] \\
\leq CE \left[ \left\| X^{N,(2)}_0 \right\|_{B^{1+2\gamma+3\epsilon}_{4/3}} \right] + C\delta E \left[ X^{N}_{\eta, \gamma}(t) \right] + \delta E \left[ \Omega^{N}_{\epsilon}(t)^q \right] + C\delta.
\tag{4.20}
\]

Hence, by Lemma 4.2 and the fact that

\[
E \left[ \left( \int_{0}^{t} \left\| X^{N,(2)}_u \right\|_{B^{1+\epsilon}_{4/3}} \, du \right)^q \right] \leq CE \left[ \sup_{s', t' \in [0, t]; s' < t'} \left( \int_{s'}^{t'} (t' - u)^{-\gamma/3} \left\| X^{N,(2)}_u \right\|_{B^{1+\epsilon}_{4/3}} \, du \right)^q \right],
\]

we have

\[
E \left[ \Omega^{N}_{\epsilon}(t)^q \right] \leq CE \left[ \left\| X^{N,(2)}_0 \right\|_{B^{1+2\gamma+3\epsilon}_{4/3}} \right] + C\delta E \left[ X^{N}_{\eta, \gamma}(t) \right] + \delta E \left[ \Omega^{N}_{\epsilon}(t)^q \right] + C\delta.
\]

From this inequality, (4.16), (4.19) and (4.20), by taking \( \delta \) sufficiently small, we obtain the desired inequality. \( \square \)

**Proposition 4.16.** For \( \gamma \in (0, 1/8), \eta \in (0, 1), \varepsilon \in (0, \gamma/2], q \in (1, 8/7), \beta \in \mathbb{R}, t \in [0, T] \) and \( \delta \in (0, 1], \)

\[
E \left[ \left\| Z^{(0, 3, N)}_t \right\|_{B^{1-\epsilon/2}_{ap}} \left\| X^{N,(2)}_t \right\|_{B^{1-1/2+\epsilon}_{ap}} \right] \\
\leq C t^{-\beta/2 + 1/4 - \epsilon/2} \left[ \left\| X^{N,(2)}_0 \right\|_{B^{1-\beta}_{ap}} \right] + C\delta E \left[ X^{N}_{\eta, \gamma}(t) \right] + \delta E \left[ \Omega^{N}_{\epsilon}(t)^q \right] + C\delta.
\]
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Proof. By Lemma 4.1(1) and Hölder’s inequality we have

\[
E \left[ \left\| Z_t^{(0,3,N)} \right\|_{B_{(1-\varepsilon)/2}^1} \left\| X_t^{N,(2)} \right\|_{B_{1-1/\varepsilon}^1} \right] 
\leq C \left[ Q \int_0^t (t - u)^{-1/2} \left\| P_N(1) X_u^{N,(2)} - Z_u^{(0,3,N)} \right\|_{L^1} du \right] 
\leq C E \left[ \int_0^t \left\| P_N(1) X_u^{N,(2)} - Z_u^{(0,3,N)} \right\|_{L^1}^2 du \right] + C.
\]

Thus, we obtain

(4.21) \[
E \left[ \left\| Z_t^{(0,3,N)} \right\|_{B_{(1-\varepsilon)/2}^1} \left\| X_t^{N,(2)} \right\|_{B_{1-1/\varepsilon}^1} \right] \leq \delta E \left[ \int_0^t \left\| P_N(1) X_u^{N,(2)} \right\|_{L^1}^4 du \right] + C_\delta.
\]

By Lemma 4.1(1) for \( \delta \in (0, 1) \) we have

\[
E \left[ \left\| Z_t^{(0,3,N)} \right\|_{B_{(1-\varepsilon)/2}^1} \left\| X_t^{N,(2),1 \wedge} \right\|_{B_{1-1/\varepsilon}^1} \right] 
\leq C t^{-\beta/2 + 1/4 - \varepsilon/2} E \left[ \left\| X_0^{N,(2)} \right\|_{B_{1-\varepsilon}^1}^\eta \right] + \delta E \left[ \int_0^t \left( \left\| \nabla X_u^{N,(2),1} \right\|_{L^2} + \left\| P_N(1) X_u^{N,(2)} \right\|_{L^4}^4 \right) \right] \]

\[
+ \delta E \left[ \int_0^t \left\| P_N(1) X_u^{N,(2)} \right\|_{B_2^1}^2 du \right] + \delta E \left[ \int_0^t \left\| P_N(1) X_u^{N,(2),1 \wedge} \right\|_{B_2^1}^{5/6} du \right]
\]

\[
+ E \left[ Q \int_0^t (t - u)^{-1/4} \left( \sup_{r \in [0,u]} \eta \right) \frac{\left\| P_N(1) X_u^{N,(2)} - P_N(1) X_r^{N,(2)} \right\|_{L^1}}{(u - r)\gamma} \right]
\]

\[
\times \left( \left\| P_N(1) X_u^{N,(2)} \right\|_{L^1}^{1/2} + \int_0^u r^{-\eta/2} (u - r)^{\gamma/2 - 1 - \varepsilon/2} \left\| P_N(1) X_r^{N,(2)} \right\|_{L^1}^{1/2} dr \right) du] \]

+ C_\delta.

Noting that Hölder’s inequality and (2.1) imply

\[
E \left[ Q \int_0^t \left( \sup_{r \in [s,u]} \frac{\left\| P_N(1) X_u^{N,(2)} - P_N(1) X_r^{N,(2)} \right\|_{L^1}}{(u - r)\gamma} \right) \right]
\]

\[
\times \left( \left\| P_N(1) X_u^{N,(2)} \right\|_{L^1}^{1/2} + \int_0^u r^{-\eta/2} (u - r)^{\gamma/2 - 1 - \varepsilon/2} \left\| P_N(1) X_r^{N,(2)} \right\|_{L^1}^{1/2} dr \right) du] \]

\[
\leq E \left[ Q \sup_{s',t' \in [0,t], s' < t'} \left( \frac{(s')\eta \left\| P_N(1) X_{t'}^{N,(2)} - P_N(1) X_{s'}^{N,(2)} \right\|_{L^1}}{(t' - s')\gamma} \right) \right]
\]

\[
\times \left( \left\| P_N(1) X_{t'}^{N,(2)} \right\|_{L^1}^{1/2} + \int_0^t u^{-\eta/2} (t - u)^{\gamma/2 - 3\varepsilon/2} \left\| P_N(1) X_u^{N,(2)} \right\|_{L^1}^{1/2} du \right) \]

\[
\leq \delta E \left[ \sup_{s',t' \in [0,t], s' < t'} \left( \frac{(s')\eta \left\| P_N(1) X_{t'}^{N,(2)} - P_N(1) X_{s'}^{N,(2)} \right\|_{L^1}}{(t' - s')\gamma} \right) \right] + E \left[ \left( \int_0^t \left\| P_N(1) X_u^{N,(2)} \right\|_{L^1}^2 du \right) \right]^{1/2}
\]
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\[ + E \left[ \left( \int_0^t u^{-\eta/2} (t - u)^{\gamma/2 - 3\varepsilon/2} \left\| P_N^{(2)} X_u^{N,(2)} \right\|_{L^1}^{1/2} \, du \right)^4 \right] + C_\delta \]

\[ \leq \delta E \left[ \sup_{s', t' \in [0, t] ; s' < t'} (s')^\eta \left\| P_N^{(1)} X_{t'}^{N,(2)} - P_N^{(1)} X_s^{N,(2)} \right\|_{\dot{B}^{1-\beta}_\gamma} \right] \]

\[ \leq C t^{-\beta/2 + 1/4 - \varepsilon/2} E \left[ \left\| X_0^{N,(2)} \right\|_{\dot{B}^{2,\gamma}_{1-\beta}}^q \right] + C \delta E \left[ X_{\eta, \gamma}^N(t) \right] + C_\delta. \]

From this inequality and (4.21) the assertion of Proposition 4.16 follows.

**Proposition 4.17.** For \( \gamma \in (0, 1/8) \), \( \eta \in (0, 1) \), \( \varepsilon \in (0, \gamma/2) \), \( q \in (1, 8/7) \), \( t \in [0, T] \) and \( \delta \in (0, 1] \), we have

\[ E \left[ \sup_{r \in [0, t]} r^\eta \left\| X_r^{N,(2), <} \right\|_{\dot{B}^{2,\gamma}_4}^3 \right] \leq C E \left[ \left\| X_0^{N,(2)} \right\|_{\dot{B}^{2,\gamma}_{4/3}}^3 \right] + C \delta E \left[ X_{\eta, \gamma}^N(t) \right] + C_\delta, \]

for some constants \( C \) and \( C_\delta \).

**Proof.** By Lemma 4.14(i) we have

\[ E \left[ \sup_{r \in [0, t]} r^\eta \left\| X_r^{N,(2), <} \right\|_{\dot{B}^{2,\gamma}_4}^3 \right] \leq E \left[ \sup_{r \in [0, t]} r^\eta \left\| X_r^{N,(2), <} \right\|_{\dot{B}^{2,\gamma}_4}^3 \right] \]

\[ \leq Q \sup_{r \in [0, t]} \left( \int_0^r (r - u)^{-\gamma - 1/2 - \varepsilon/4} \left\| P_N^{(1)} X_u^{N,(2)} - Z_u^{(0,3,N)} \right\|_{L^4} \, du \right)^3. \]

Hence, we have for \( \delta \in (0, 1] \)

\[ (4.22) \quad E \left[ \sup_{r \in [0, t]} r^\eta \left\| X_r^{N,(2), <} \right\|_{\dot{B}^{2,\gamma}_4}^3 \right] \leq \delta E \left[ \int_0^t \left\| P_N^{(1)} X_u^{N,(2)} \right\|_{L^4}^4 \, du \right] + C_\delta. \]

By Lemma 4.14(ii) and Hölder’s inequality, for \( \delta \in (0, 1] \) we have

\[ E \left[ \sup_{r \in [0, t]} r^\eta \left\| X_r^{N,(2), >} \right\|_{\dot{B}^{2,\gamma}_{4/3}} \right] \leq C E \left[ \left\| X_0^{N,(2)} \right\|_{\dot{B}^{2,\gamma}_{4/3}} \right] + \delta E \left[ \int_0^t \left( \left\| \nabla X_u^{N,(2)} \right\|_{L^2}^2 + \left\| P_N^{(1)} X_u^{N,(2)} \right\|_{L^4}^4 \right) \, du \right] + \delta E \left[ X_{\eta, \gamma}^N(t) \right]. \]
Therefore, by this inequality and (4.22) we have the assertion.

\[ E(\sup_{r \in [0,t]} \int_0^r (r-u)^{-\gamma+\varepsilon/2} \left( \sup_{v \in [0,u]} v^{\eta} \left\| P_N^{(1)} X_{u}^{N,(2)} - P_N^{(1)} X_{v}^{N,(2)} \right\|_{L^{4/3}} \right) (u-v)^\gamma \right) + C_\delta. \]

Since in view of Lemma 2.3 and Hölder’s inequality it holds that

\[ E \left[ \sup_{r \in [0,t]} \int_0^r (r-u)^{-\gamma+\varepsilon/2} \left( \sup_{v \in [0,u]} v^{\eta} \left\| P_N^{(1)} X_{u}^{N,(2)} - P_N^{(1)} X_{v}^{N,(2)} \right\|_{L^{4/3}} \right) (u-v)^\gamma \right] \leq E \left[ \sup_{s',t' \in [0,t]; s' < t'} (s')^{\eta} \left\| P_N^{(1)} X_{t'}^{N,(2)} - P_N^{(1)} X_{s'}^{N,(2)} \right\|_{L^{4/3}} \right) (t' - s')^{-\gamma} \] \[ \times \left( \sup_{r \in [0,t]} \int_0^r (r-u)^{-\gamma+\varepsilon/2} \left\| P_N^{(1)} X_{u}^{N,(2)} \right\|_{L^{4/3}} \right) \] \[ + \sup_{r \in [0,t]} \int_0^r u^{-\eta/2} (r-u)^{-\gamma/2-\varepsilon} \left\| P_N^{(1)} X_{u}^{N,(2)} \right\|_{L^{4/3}} du \right] \] \[ \leq E \left[ \sup_{s',t' \in [0,t]; s' < t'} (s')^{\eta} \left\| P_N^{(1)} X_{t'}^{N,(2)} - P_N^{(1)} X_{s'}^{N,(2)} \right\|_{L^{4/3}} \right) \] \[ \left( 1 + \int_0^t \left\| P_N^{(1)} X_{u}^{N,(2)} \right\|_{L^{4/3}} du \right) \] \[ \leq C_\delta + \delta E \left[ \sup_{s',t' \in [0,t]; s' < t'} (s')^{\eta} \left\| P_N^{(1)} X_{t'}^{N,(2)} - P_N^{(1)} X_{s'}^{N,(2)} \right\|_{L^{4/3}} \right) \] \[ \left( 1 + \int_0^t \left\| P_N^{(1)} X_{u}^{N,(2)} \right\|_{L^{4/3}} du \right) \] \[ \leq C_\delta + \delta E \left[ \sup_{r \in [0,t]} \left\| X_{r}^{N,(2),>} \right\|_{L^{2(\gamma-\varepsilon)}} \right] + C_\delta E \left[ \sup_{r \in [0,t]} \left\| X_{r}^{N,(2),<} \right\|_{L^{4/3}} \right] + C_\delta. \]

Therefore, by this inequality and (4.22) we have the assertion. \( \square \)

We have finished estimating the terms. So, now we obtain the following uniform estimate.

**Theorem 4.18.** Let \( \gamma \in (0, 1/8) \), \( \eta \in [0,1) \), \( \varepsilon \in (0, \gamma/2) \) and \( q \in (1, 8/7) \). Assume that \( \eta > \gamma + \frac{1}{4} \).

Then,

\[ E \left[ X_{\eta,\gamma}^{N}(T) \right] + E \left[ Y_{\varepsilon}^{N}(T)^q \right] + E \left[ \sup_{r \in [0,T]} r^{\eta} \left\| X_{r}^{N,(2),<} \right\|_{L^{2(\gamma-\varepsilon)}} \right] + E \left[ \sup_{r \in [0,T]} r^{\eta} \left\| X_{r}^{N,(2),>} \right\|_{L^{4/3}} \right] \leq C. \]
Proof. Propositions 4.12, 4.13, 4.15, 4.16 with $\beta = 1$, and 4.17 imply that for $\delta \in (0, 1]$

$$E \left[ X^N_{\eta, \gamma}(T) \right] + E \left[ \Psi^N_\varepsilon(T)^q \right] + E \left[ \sup_{r \in [0, T]} r^{\eta} \left\| X^N_{r, (2), <} \right\|_{B^2_{4/3}}^3 \right] + E \left[ \sup_{r \in [0, T]} r^{\eta} \left\| X^N_{r, (2), >} \right\|_{B^{2\gamma}_{4/3}}^{2\gamma} \right]$$

$$\leq C \delta E \left[ X^N_{\eta, \gamma}(T) \right] + C \delta E \left[ \Psi^N_\varepsilon(T)^q \right] + C E \left[ \left\| X^N_T \right\|_{L^2}^2 \right]$$

$$+ CE \left[ \left\| X^N_0 \right\|_{B^{2(\gamma-n)}_{4/3}} \right] + C E \left[ \left\| X^N_0 \right\|_{B^{1+2\gamma+3\varepsilon}_{4/3}} \right] + C \delta.$$

On the other hand,

$$E \left[ \left\| X^N_T \right\|_{L^2}^2 \right] \leq \delta E \left[ \sup_{r \in [0, T]} r^{\eta} \left\| X^N_{r, (2), <} \right\|_{B^2_{4/3}}^3 \right] + C \delta.$$

Hence, by taking $\delta$ sufficiently small we have

$$E \left[ X^N_{\eta, \gamma}(T) \right] + E \left[ \Psi^N_\varepsilon(T)^q \right]$$

$$\leq C \delta E \left[ X^N_T \right] + C E \left[ \left\| X^N_0 \right\|_{B^{2(\gamma-n)}_{4/3}} \right] + C E \left[ \left\| X^N_0 \right\|_{B^{1+2\gamma+3\varepsilon}_{4/3}} \right] + C.$$

The invariance of the law of $X^N_0$ with respect to $X^N$ implies that

$$E \left[ \left\| X^N_0 \right\|_{B^{2(\gamma-n)}_{4/3}} \right]$$

$$= \frac{1}{T} \int_0^T E \left[ \left\| X^N_t \right\|_{B^{2(\gamma-n)}_{4/3}} \right] dt + E \left[ \left\| P_N Z_0 \right\|_{B^{2(\gamma-n)}_{4/3}} \right]$$

$$\leq \frac{1}{T} \int_0^T E \left[ \left\| X^N_t \right\|_{B^{2(\gamma-n)}_{4/3}} \right] dt + 2 \sup_{t \in [0, T]} E \left[ \left\| P_N Z_0 \right\|_{B^{2(\gamma-n)}_{4/3}} + \left\| Z_t^{(0,3,N)} \right\|_{B^{2(\gamma-n)}_{4/3}} \right]$$

$$\leq \frac{1}{3} E \left[ X^N_{\eta, \gamma}(T) \right] + C.$$

Similarly it holds that

$$E \left[ \left\| X^N_0 \right\|_{B^{1+2\gamma+3\varepsilon}_{4/3}}^q \right] \leq \frac{1}{3} E \left[ X^N_{\eta, \gamma}(T) \right] + C.$$

By these inequalities and (4.23) we obtain the assertion. 

Theorem 4.18 yields the tightness of the laws of $\{X^N\}$, which is the target in the present paper.

**Theorem 4.19.** For $\varepsilon \in (0, 1/16]$ sufficiently small $\{X^N\}$ is tight on $C([0, \infty); B^{-1/2-\varepsilon}_{4/3})$. Moreover, if $X$ is a limit of a subsequence $\{X^{N(k)}\}$ of $\{X^N\}$ on $C([0, \infty); B^{-1/2-\varepsilon}_{4/3})$, then
$X$ is a continuous process on $B_{4/3}^{-1/2-\varepsilon}$, the limit measure $\mu$ (in the weak convergence sense) of the associated subsequence $\{\mu_N(k)\}$ is an invariant measure with respect to $X$ and it holds that

$$\int \|\phi\|^2_{B_4^{-1/2-\varepsilon}} \mu(d\phi) < \infty.$$ 

Proof. Let $T \in (0, \infty)$ and $t_0 \in (0, T)$. Take $\gamma, \eta$ and $\varepsilon$ as in Theorem 4.18 For $h \in (0, 1]$ and $\varepsilon' \in (0, 1]$, Chebyshev’s inequality implies that

$$\sup_{N \in \mathbb{N}} P \left( \sup_{s, t \in [t_0, T] ; |s-t| < h} \|X^{N,(2)}_{t} - X^{N,(2)}_{s}\|_{L^{4/3}} > \varepsilon' \right) \leq \frac{h^{\gamma}}{\varepsilon' t_0^2} \sup_{s, t \in [t_0, T] ; s < t, t-s < h} \left[ \frac{\|X^{N,(2)}_{t} - X^{N,(2)}_{s}\|_{L^{4/3}}}{(t-s)^\gamma} \right]$$

Hence, from Theorem 4.18 we obtain

$$\lim_{h \downarrow 0} \sup_{N \in \mathbb{N}} P \left( \sup_{s, t \in [t_0, T] ; |s-t| < h} \|X^{N,(2)}_{t} - X^{N,(2)}_{s}\|_{L^{4/3}} > \varepsilon' \right) = 0$$

for $\varepsilon' \in (0, 1]$. On the other hand, Chebyshev’s inequality implies that, for any $R > 0$,

$$\sup_{N \in \mathbb{N}} P \left( \|X^{N,(2)}_{t_0}\|_{L^{4/3}} > R \right) \leq \frac{1}{R} \sup_{N \in \mathbb{N}} E \left[ \|X^{N,(2)}_{t_0}\|_{L^{4/3}} \right] \leq \frac{1}{R t_0^\eta} \sup_{N \in \mathbb{N}} E \left[ \sup_{r \in [0, T]} \|X^{N,(2)}_{r}\|_{B_{4/3}^{2\gamma}} \right].$$

Hence, by Theorem 4.18 we obtain

$$\lim_{R \to \infty} \sup_{N \in \mathbb{N}} P \left( \|X^{N,(2)}_{t_0}\|_{L^{4/3}} > R \right) = 0.$$ 

The tightness of the laws of $\{X^{N,(2)}\}$ on $C([t_0, T]; L^{4/3})$ follows from (4.24) and (4.25). From this fact, the tightness of the laws of $\{P^{(2)}_N Z\}$ and $\{Z^{(0,3,N)}\}$ on $C([t_0, T]; B_{4/3}^{-1/2-\varepsilon})$ for sufficiently small $\varepsilon \in (0, 1]$, and Corollary A.5 we have the tightness of $\{X^N\}$ on $C([t_0, T]; B_{4/3}^{-1/2-\varepsilon})$. For $N \in \mathbb{N}$, in view of the Markov property of $X^N$ and the invariance of $\mu^N$ with respect to $X^N$, the law of $X^N$ on $C([t_0, T]; B_{4/3}^{-1/2-\varepsilon})$ coincides with the law of $X^N$ on $C([0, T-t_0]; B_{4/3}^{-1/2-\varepsilon})$. Hence, we have the tightness of the laws of $\{X^N\}$ on $C([0, T-t_0]; B_{4/3}^{-1/2-\varepsilon})$. Since $T \in (0, \infty)$ and $t_0 \in (0, T)$ are arbitrary and the topology of $C([0, \infty); B_{4/3}^{-1/2-\varepsilon})$ is given by uniform convergence on compact sets, we obtain the tightness of the laws of $\{X^N\}$ on $C([0, \infty); B_{4/3}^{-1/2-\varepsilon})$. By construction there is then a continuous limit process $X$ (which might depend on the subsequence).

Let $f$ be a bounded continuous function on $B_{4/3}^{-1/2-\varepsilon}$. Then, by the invariance of $\mu^N$ with respect to $X^N$ for any $N \in \mathbb{N}$, we have

$$E[f(X_t)] = \lim_{N \to \infty} E[f(X^N_t)] = \lim_{N \to \infty} \int f d\mu_N = \int f d\mu, \quad t \in [0, \infty).$$
Therefore, $\mu$ is invariant with respect to $X$. Moreover, by the invariance of $\mu^N$ with respect to $X^N$, for $t \in (0, \infty)$ we have

$$E \left[ \| X_0 \|_{B^{-1/2}_{4}}^4 \right] \leq \liminf_{N \to \infty} E \left[ \| X_0^N \|_{B^{-1/2}_{4}}^4 \right] \leq C \liminf_{N \to \infty} E \left[ \| X_0^{N,(2)} \|_{B^{-1/2}_{4}}^4 \right] + C$$

$$= \frac{C}{t} \liminf_{N \to \infty} \int_0^t E \left[ \| X_t^{N,(2)} \|_{B^{-1/2}_{4}}^4 \right] dt + C \leq \frac{C}{t} \liminf_{N \to \infty} X^{N,(2)}_{t \eta, \gamma}(t) + C.$$

From this also the last assertion in Theorem 4.19 is proven.

**Remark 4.20.** The existence of the continuous process $X$ obtained in Theorem 4.19 is only for almost all initial point $X_0$ with respect to the probability measure $\mu$ which we obtained as a limit measure of the $\{\mu_N\}$. The exceptional set appears, because we give the initial distribution of $X^N$ by the specific measure $\mu_N$.

**Remark 4.21.** The state space of $X$ obtained in Theorem 4.19 is $B^{-1/2}_{4/3}$. The index $-1/2 - \varepsilon$ for the differentiability seems to be optimal. However, the index $4/3$ for integrability is not expected to be optimal, in fact higher integrability for the process is obtained in [73]. By following the argument in [73] we may improve also in our case the integrability index of the state space.

**Remark 4.22.** In the present paper, we proved only the existence of a continuous limit process and of an associated invariant measure. However, the uniqueness of the limit process in some classes of approximations is expected to hold, because in Theorem 1.15 in [53] and Theorem 3.1 in [26] a contractive map from the polynomials of the Ornstein-Uhlenbeck process to the unique local solution has been obtained. It seems thus possible to show this kind of uniqueness in our approach by adapting the arguments in [53] and [26] to our setting.

**Remark 4.23.** In the present paper, we only considered the approximation of the $\Phi^4_{3*}$-measure by finite sums in a Fourier series expansion. However, a small modification of the proof yields the same result with other spatial regularization as for the process discussed in [26].

**Corollary 4.24.** The limit process $X$ appeared in Theorem 4.19 can be regarded as a $B^{-3/4}_{2}$-valued continuous process.

**Proof.** As in the proof of Theorem 4.19 for $T \in (0, \infty)$ and $t_0 \in (0, T)$, the laws of $\{X^{N,(2)}\}$ on $C([t_0, T]; L^{4/3})$ are tight. Hence, by the Besov embedding theorem, the laws of $\{X^{N,(2)}\}$ are also tight as the probability measures on on $C([t_0, T]; B^{-3/4}_{2})$. The rest of the proof follows similarly as in the proof of Theorem 4.19. 
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A Appendix

A.1 Almost sure convergence of continuous stochastic processes

Proposition A.1. Let $(S,d)$ be a metric space, and let $X^n, X$ be $S$-valued continuous stochastic processes on a probability space $(\Omega, \mathcal{F}, P)$. Assume that the family of the laws of $\{X^n\}$ is tight as a family of probability measures on $C([0, \infty); S)$, and that $X^n_t$ converges to $X_t$ almost surely for $t \in [0, T]$. Then, $X^n$ converges to $X$ almost surely in $C([0, \infty); S)$ with the topology of uniform convergence on finite intervals.

Proof. Let $T > 0$ and $\varepsilon > 0$. For $m, p \in \mathbb{N}$ define $\Omega_{m,p}$ by the total set of all $\omega \in \Omega$ satisfying

$$
\sup_{s, t \in [0, T]; |s-t| < 1/m} d(X_s(\omega), X_t(\omega)) < \frac{1}{p}, \text{ and } \sup_{n \in \mathbb{N}} \sup_{s, t \in [0, T]; |s-t| < 1/m} d(X^n_s(\omega), X^n_t(\omega)) < \frac{1}{p}.
$$

Because of the tightness of $\{P \circ X^{-1}\} \cup \{P \circ (X^n)^{-1}; n \in \mathbb{N}\}$ on $C([0, \infty); S)$, for $P$-almost every $\omega \in \Omega$, $\{X(\omega)\} \cup \{X^n(\omega); n \in \mathbb{N}\}$ is equi-continuous on $[0, T]$. Hence, we have

$$
(A.1) \quad P \left( \bigcup_{m=1}^{\infty} \Omega_{m,p} \right) = 1, \quad p \in \mathbb{N}.
$$

Let $K_m := \min\{k \in \mathbb{N}; k > mT\}$ for any $m \in \mathbb{N}$. Since by assumption $X^n_t$ converges to $X_t$ almost surely for $t \in [0, T]$, for each $m \in \mathbb{N}$ there exists a $P$-null set $N_m$ such that

$$
(A.2) \quad \lim_{n \to \infty} \max_{k=1, 2, \ldots, K_m} d(X^n_{k/m}(\omega), X_{k/m}(\omega)) = 0, \quad \omega \in \Omega \setminus N_m.
$$

On the other hand, for $m \in \mathbb{N}$ and $\omega \in \Omega_{m,p}$ we have

$$
\sup_{t \in [0, T]} d(X^n_t(\omega), X_t(\omega))
$$

55
\[
\begin{align*}
&= \max_{k=1,2,...,K_m} \sup_{t \in [(k-1)/m,k/m)} d(X^n_t(\omega), X_t(\omega)) \\
&\leq \max_{k=1,2,...,K_m} \left( d(X^n_{k/m}(\omega), X_{k/m}(\omega)) + \sup_{t \in [(k-1)/m,k/m)} d(X^n_t(\omega), X^n_{k/m}(\omega)) \right) \\
&\quad + \sup_{t \in [(k-1)/m,k/m)} d(X_t(\omega), X_{t/m}(\omega)) \\
&< \max_{k=1,2,...,K_m} d(X^n_{k/m}(\omega), X_{k/m}(\omega)) + \frac{2}{p}.
\end{align*}
\]

Hence, by (A.2), for \( p \in \mathbb{N} \) and \( \omega \in \bigcup_{m=1}^{\infty} (\Omega_{m,p} \setminus N_m) \),

\[
\lim_{n \to \infty} \sup_{t \in [0,T]} d(X^n_t(\omega), X_t(\omega)) \leq \frac{2}{p}.
\]

Therefore, by (A.1) we obtain

\[
P \left( \left\{ \lim_{n \to \infty} \sup_{t \in [0,T]} d(X^n_t, X_t) = 0 \right\} \right) = P \left( \bigcup_{p=1}^{\infty} \left\{ \lim_{n \to \infty} \sup_{t \in [0,T]} d(X^n_t(\omega), X_t(\omega)) > \frac{2}{p} \right\} \right) \\
\leq \sum_{p=1}^{\infty} P \left( \lim_{n \to \infty} \sup_{t \in [0,T]} d(X^n_t(\omega), X_t(\omega)) > \frac{2}{p} \right) \\
\leq \sum_{p=1}^{\infty} \left[ 1 - P \left( \bigcup_{m=1}^{\infty} (\Omega_{m,p} \setminus N_m) \right) \right] \\
= 0.
\]

\[\square\]

**A.2 Moments of multidimensional Gaussian random variables**

**Proposition A.2.** Let \( n \in \mathbb{N} \) and let \((X_1, X_2, \ldots, X_{2n})\) be a \(2n\)-dimensional Gaussian random vector with real-valued components. Then, we have

\[
E \left[ \prod_{i=1}^{2n} X_i \right] = \sum_{i=0}^{n} \frac{1}{(2i)! (n-i)! 2^{n-i}} \\
\times \sum_{\sigma \in S_{2n}} \left( \prod_{j=1}^{2i} E [X_{\sigma(j)}] \right) \left( \prod_{j=i+1}^{n} \text{Cov}(X_{\sigma(2j-1)}, X_{\sigma(2j)}) \right)
\]

**Proof.** It is well known that for \( m \in \mathbb{N} \) and \( m \)-dimensional real Gaussian vector \((Y_1, Y_2, \ldots Y_m)\) it holds that

\[
E \left[ \prod_{i=1}^{m} (Y_i - E[Y_i]) \right] = \begin{cases} \\
\frac{1}{(m/2)! 2^{m/2}} \sum_{\sigma \in S_m} \prod_{i=1}^{m/2} \text{Cov}(Y_{\sigma(2i-1)}, Y_{\sigma(2i)}), & m \text{: even} \\
0, & m \text{: odd}
\end{cases}
\]
(see Proposition I.2 in [92]). Applying this formula, we have

\[
E \left[ \prod_{i=1}^{2n} X_i \right] = E \left[ \prod_{i=1}^{2n} (X_i - E[X_i] + E[X_i]) \right]
\]

\[
= \sum_{i=0}^{2n} \frac{1}{i!(2n-i)!} \sum_{\sigma \in S_{2n}} \left( \prod_{j=1}^{2n} E[X_{\sigma(j)}] \right) E \left[ \prod_{j=1}^{i} (X_{\sigma(j)} - E[X_{\sigma(j)}]) \right]
\]

\[
= \sum_{i=0}^{n} \frac{1}{(2i)!(2n-2i)!} \sum_{\sigma \in S_{2n}} \left( \prod_{j=1}^{2n} E[X_{\sigma(j)}] \right) \frac{1}{i!2^i} \sum_{\tau \in S_{2n}} \prod_{j=1}^{i} \text{Cov}(X_{\tau \sigma(2j-1)}, X_{\tau \sigma(2j)})
\]

By changing \(i\) for \(n-i\) in the sum, we obtain the assertion.

Now we consider complex-valued version of Proposition A.2. For square-integrable complex-valued random variables \(Z_1, Z_2\) we define \(\text{Cov}(Z_1, Z_2)\) by

\[
\text{Cov}(Z_1, Z_2) := E[(Z_1 - E[Z_1])(Z_2 - E[Z_2])].
\]

**Theorem A.3.** Let \(n \in \mathbb{N}\) and let \((X_1, Y_1, X_2, Y_2, \ldots, X_{2n}, Y_{2n})\) be a \(4n\)-dimensional Gaussian random vector. Then, we have

\[
E \left[ \prod_{i=1}^{2n} (X_i + \sqrt{-1}Y_i) \right] = \sum_{i=0}^{n} \frac{1}{(2i)!(n-i)!2^{n-i}} \sum_{\sigma \in S_{2n}} \left( \prod_{j=1}^{2i} E[X_{\sigma(j)} + \sqrt{-1}Y_{\sigma(j)}] \right)
\]

\[
\times \prod_{j=1}^{n} \text{Cov}(X_{\sigma(2j-1)} + \sqrt{-1}Y_{\sigma(2j-1)}, X_{\sigma(2j)} + \sqrt{-1}Y_{\sigma(2j)})
\]

**Proof.** Define a \(4n\)-dimensional real-valued Gaussian random vector \((Z_1, Z_2, \ldots, Z_{2n}, \bar{Z}_1, \bar{Z}_2, \ldots, \bar{Z}_{2n})\) and a \(4n\)-dimensional complex-valued Gaussian random vector \((\tilde{Z}_1, \tilde{Z}_2, \ldots, \tilde{Z}_{2n}, \tilde{\bar{Z}}_1, \tilde{\bar{Z}}_2, \ldots, \tilde{\bar{Z}}_{2n})\) by

\[
Z_i := \begin{cases} 
X_i, & i = 1, 2, \ldots, 2n, \\
Y_i, & i = -1, -2, \ldots, -2n,
\end{cases}
\]

\[
\tilde{Z}_i := \begin{cases} 
X_i, & i = 1, 2, \ldots, 2n, \\
\sqrt{-1}Y_i, & i = -1, -2, \ldots, -2n,
\end{cases}
\]

respectively. Then, by Proposition A.2 we have

\[
E \left[ \prod_{i=1}^{2n} (X_i + \sqrt{-1}Y_i) \right] = \sum_{\epsilon=(\epsilon_i; k=1,2,\ldots,2n) \in \{\pm\}^{2n}} (\sqrt{-1})^{\#\{j=1,2,\ldots,2n; \epsilon_j < 0\}} E \left[ \prod_{i=1}^{2n} Z_{\epsilon_i} \right]
\]
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\[
= \sum_{\epsilon=(\epsilon_k;k=1,2,\ldots,2n)\in\{\pm 1\}^{2n}} \frac{1}{(2i)! (n-i)! 2^{n-i}} \sum_{\sigma\in\mathcal{S}_{2n}} \left( \prod_{j=1}^{2i} E[Z_{\epsilon_1 \sigma(j)}] \right) \left( \prod_{j=i+1}^{n} \text{Cov}(Z_{\epsilon_{2i-1} \sigma(2i-1)}, Z_{\epsilon_{2i} \sigma(2i)}) \right) 
\times \sum_{\sigma\in\mathcal{S}_{2n}} \sum_{\epsilon=(\epsilon_k;k=1,2,\ldots,2n)\in\{\pm 1\}^{2n}} \left( \prod_{j=1}^{2i} E[\tilde{Z}_{\epsilon_1 \sigma(j)}] \right) \left( \prod_{j=i+1}^{n} \text{Cov}(\tilde{Z}_{\epsilon_{2i-1} \sigma(2i-1)}, \tilde{Z}_{\epsilon_{2i} \sigma(2i)}) \right) 
\times \left( \prod_{j=i+1}^{n} \text{Cov}(X_{\sigma(2j-1)} + \sqrt{-1} Y_{\sigma(2j-1)}, X_{\sigma(2j)} + \sqrt{-1} Y_{\sigma(2j)}) \right) .
\]

\]

A.3 Tightness of the direct product of tight families

Let \( S_1 \) and \( S_2 \) be metric spaces, \( S_1 \times S_2 \) be the product space of \( S_1 \) and \( S_2 \) and \( \pi_i \) be a projection on \( S_1 \times S_2 \) to \( S_i \) for \( i = 1, 2 \). We remark that \( S_1 \times S_2 \) is a metrizable topological space.

**Proposition A.4.** Let \( \{P_\lambda\} \) be a family of probability measures on \( S_1 \times S_2 \). If the family \( \{P_\lambda \circ \pi_i^{-1}\} \) is tight as probability measures on \( S_i \) for \( i = 1, 2 \), then \( \{P_\lambda\} \) is tight on \( S_1 \times S_2 \).

**Proof.** For \( \varepsilon \in (0, 1] \) there exists compact sets \( K_1 \) and \( K_2 \) in \( S_1 \) and \( S_2 \) such that for \( \lambda \in \Lambda \)

\[
P_\lambda \circ \pi_1^{-1}(K_1) > 1 - \frac{\varepsilon}{2}, \quad P_\lambda \circ \pi_2^{-1}(K_2) > 1 - \frac{\varepsilon}{2}
\]

respectively. Hence, for \( \lambda \in \Lambda \)

\[
P_\lambda(K_1 \times K_2) = P((K_1 \times S_2) \cap (S_1 \times K_2)) 
\geq 1 - P(K_1 \times S_2) - P(S_1 \times K_2) 
> 1 - \varepsilon.
\]

Since the compactness is equivalent to the sequential compactness on metric spaces and the product of sequentially compact sets is also sequentially compact, \( K_1 \times K_2 \) is a compact set in \( S_1 \times S_2 \). Therefore, the assertion holds.

**Corollary A.5.** Let \( B \) be a Banach space. Let \( \{X_\lambda^{(1)}\} \) and \( \{X_\lambda^{(2)}\} \) be families of \( B \)-valued random variables on a probability space. If the laws of \( \{X_\lambda^{(1)}\} \) and \( \{X_\lambda^{(2)}\} \) are tight, then the laws of the pairs \( \{(X_\lambda^{(1)}, X_\lambda^{(2)})\} \) is also tight as probability measures on \( B \times B \). In particular, the laws of \( \{X_\lambda^{(1)} + X_\lambda^{(2)}\} \) is tight as probability measures on \( B \).
Proof. The assertions follow from Proposition A.4 and the continuity of the mapping

\[ f : B \times B \rightarrow B, \quad f(x, y) = x + y, \quad (x, y \in B). \]

\[ \square \]
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