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\section*{Abstract}
Graph Attention Network (GAT) focuses on modelling simple undirected and single relational graph data only. This limits its ability to deal with more general and complex multi-relational graphs that contain entities with directed links of different labels (e.g., knowledge graphs). Therefore, directly applying GAT on multi-relational graphs leads to sub-optimal solutions. To tackle this issue, we propose \textit{r-GAT}, a relational graph attention network to learn multi-channel entity representations. Specifically, each channel corresponds to a latent semantic aspect of an entity. This enables us to aggregate neighborhood information for the current aspect using relation features. We further propose a query-aware attention mechanism for subsequent tasks to select useful aspects. Extensive experiments on link prediction and entity classification tasks show that our \textit{r-GAT} can model multi-relational graphs effectively. Also, we show the interpretability of our approach by case study.

\section*{Introduction}
Recent advances of Graph Attention Network (GAT) (Velickovic et al. 2018) are remarkable in challenging tasks, such as knowledge graph completion (Nathani et al. 2019; Zhang et al. 2020), text classification (Linmei et al. 2019), and dialogue system (Qin et al. 2020), demonstrating its ability to measure the importance of neighbors for graph-structured data.

Most of the existing efforts on GAT focus on learning node representation only in graphs with a single relation type (e.g., social networks). In comparison, multi-relational graphs are more general and complex graphs, in which edges are always directed. For example, as shown in Figure 1 (David Beckham, born in, London) is formulated in triplet form \((s, r, o)\), with \(s\) and \(o\) representing subject and object entities and \(r\) a relation between them. In such graphs, entities and their neighbors are linked by multiple types of relations. These relations usually provide crucial information about the semantic aspects, and the neighbors of David Beckham can be classified into three aspects: “location”, “work”, and “family”, according to the semantic information of relations.

Due to various semantic aspects in multi-relational graphs, it is difficult to discriminate the importance of neighbors of an entity using GAT directly. Intuitively, the contribution of a neighbor to an entity may change dynamically, which is affected by different relation types. The relation born in and nationality imply the places related to David Beckham. Hence, neighbors linked by such two relations would be more important when learning the “location” aspect of David Beckham. In contrast, relation profession is related to the “work” aspect, so neighbors linked by profession may have higher importance to the “work” aspect than others. However, GAT ignores the rich semantic information existing in relation features, and learns generic and static entity representations only. As a result, features of different semantic aspects cannot be disentangled for subsequent queries.

In this paper, we propose a novel Relational Graph Attention Network (\textit{r-GAT}) to deal with the multi-relational graphs, which projects entities and relations of a graph into several independent semantic channels. Each channel in \textit{r-GAT} incorporates relation features to measure the importance of neighbors and aggregate neighborhood information related to the corresponding aspect simultaneously. This enables us to disentangle the semantic aspects of entities into multiple components. In order to further leverage the disentangled entity representations, we propose a query-aware attention mechanism to select more relevant aspects for subsequent tasks, so as to get adaptive entity representations. We provide a perspective to show the interpretability of the proposed approach, which is important for downstream applications but not fully explored by previous approaches.

Our contributions can be summarized as follows:

$\bullet$ We propose a novel network \textit{r-GAT}, which leverages relation features and learns disentangled entity representa-
tions to handle multi-relational graphs.

• We propose a query-aware attention mechanism to better leverage different semantic aspects for subsequent tasks.
• Extensive experiments on entity classification and link prediction tasks demonstrate the effectiveness of r-GAT, and we show that the proposed approach is more explainable compared with others.

## Related Work

### Graph Neural Networks

Recently, Graph Neural Networks (GNNs) are increasingly popular for processing graph-structured data. Compared with the original Graph Convolutional Network (GCN) (Kipf and Welling 2017) that treats all neighbors of a node equally, GAT (Velickovic et al. 2018) measures the importance of neighbors by using an attention mechanism.

### Graph Neural Networks for Multi-Relational Graphs

RGCN (Schlichtkrull et al. 2018), COMPGCN (Vashishth et al. 2020b), and RAGAT (Liu et al. 2021) transform each neighbor of an entity in terms of the relation between them. When the number of relation types increases, they may easily suffer from over-parameterization. Although they try to alleviate this issue with basis decomposition, the performance is affected by the number of bases. Hence, it is difficult for them to apply to graphs with a large number of relations. Compared with them, r-GAT does not introduce dedicated parameters for specific relations, so the problem of over-parameterization is prevented. VR-GCN combines translational properties for multi-relational networks. WGCN (Shang et al. 2019) introduces the learnable relation-specific weights to different neighbors. However, it does not consider relation features during the aggregation process.

KBGAT (Nathani et al. 2019) concatenates entity and relation embeddings in a triplet to calculate the attention values. Then, the new representation of an entity is obtained by summing every weighted triplet representation. Different from KBGAT, r-GAT transforms entity and relation features separately. KBGAT uses the entity and relation embeddings produced by TransE (Bordes et al. 2013) to initialize their embeddings, whereas our r-GAT learns the entity and relation features from scratch. Moreover, like classic GAT, KBGAT only learns generic representation for every entity and the difference of neighbors’ importance w.r.t. various semantic aspects is ignored. Therefore, it is not adaptive to all the downstream queries. And it is difficult to explain the outcome attention weights of neighbors it obtains. We summarize the difference between our r-GAT and other approaches in Table 1.

### Knowledge Graph Embedding

Knowledge Graph Embedding (KGE) has been an active approach for Knowledge Graph Completion (KGC). It embeds entities and relations in a continuous vector or matrix space. The goal is to learn embeddings such that a well-designed scoring function assigns higher scores to valid triplets than the invalid ones. In terms of the different types of scoring function, previous KGE models can be divided into translation models (Bordes et al. 2013), factorization models (Nickel, Tresp, and Kriegel 2011), (Yang et al. 2015), (Trouillon et al. 2016), (Balazevic, Allen, and Hospedales 2019), and Neural Network-based models (Dettmers et al. 2018; Xie et al. 2020; Vashishth et al. 2020a). A relevant and concurrent work Knowledge Router (Zhang et al. 2021) extends Disen-GCN (Ma et al. 2019)’s neighborhood routing mechanism to knowledge graphs. However, Knowledge Router does not use the relation features in the routing mechanism. And the multiple components they learned are not further leveraged to achieve query-aware for the subsequent tasks.

### Approach

#### Background

For a multi-relational graph \( G = \{ V, R, E \} \) where \( V \) and \( R \) represent the set of entities and relations respectively, and \( E \) is the set of edges. Each edge \((s, r, o) \in E\) denotes entity \( s \) has a relation \( r \) to entity \( o \). Following (Schlichtkrull et al. 2018), we add the inverse relations to \( R \) to allow the information flowing in both directions. Hence, \( E \) and \( R \) are extended as:

\[
E' = E \cup \{ (o, r^{-1}, s) \mid (s, r, o) \in E \},
\]

and \( R' = R \cup R_{inv} \), where \( R_{inv} = \{ r^{-1} \mid r \in R \} \) denotes the inverse relations. Besides, we add the self-loops to \( E \) and we represent all the relations in self-loops as \( r_{sp} \).

#### Relational Graph Attention Network

r-GAT leverages relation features in a multi-relational graph. Because in these graphs, relations provide crucial in-

| Methods       | Entity Features | Weights to Neighbors | Multi-Relations | Relation Features | Disentangled Entity Features | Query-Aware | Number of Parameters |
|---------------|-----------------|----------------------|-----------------|------------------|-------------------------------|-------------|----------------------|
| GCN           | ✓               | ✓                    | ✓               | ✓                | ✓                             | ✓           | \( O(D_L^2) \)       |
| GAT           | ✓               | ✓                    | ✓               | ✓                | ✓                             | ✓           | \( O(D_L^2 + D_o) \) |
| R-GCN         | ✓               | ✓                    | ✓               | ✓                | ✓                             | ✓           | \( O(BL_D^2 + BL|R|) \) |
| COMPGCN       | ✓               | ✓                    | ✓               | ✓                | ✓                             | ✓           | \( O(D_L^2 + BD + B|R|) \) |
| KBGAT         | ✓               | ✓                    | ✓               | ✓                | ✓                             | ✓           | \( O(D_L^2 + LD^2 + LD_o) \) |
| r-GAT (Ours)  | ✓               | ✓                    | ✓               | ✓                | ✓                             | ✓           | \( O(D_L^2 + LD^2 + LD_o) \) |

Table 1: Comparisons between our r-GAT and some GNN-based approaches. \( L \) is the number of GNN layers, \( D_e \) and \( D_r \) are the dimensions of entity and relation features. \( B \) denotes the number of bases that R-GCN and COMPGCN use. \( |R| \) denotes the number of relation types. Overall, r-GAT is the most expressive approach and is more parameter efficient than the approaches that use relation features.
formation about why two entities are connected. Both entity features and relation features are projected into several independent spaces (channels). Each channel identifies the contribution of neighborhood information to the current aspect of an entity. An overview of r-GAT is presented in Figure 2.

We start by describing a single relational graph attention layer, which is the building block of r-GAT. The $l$-th layer of r-GAT takes a set of entity features $e \in \mathbb{R}^{N_e \times D^{(l-1)}_e}$ and relation features $r \in \mathbb{R}^{N_r \times D^{(l-1)}_r}$ as input, and outputs a new set of entity and relation features: $e^{(l)} \in \mathbb{R}^{N_e \times D^{(l)}_e}$, $r^{(l)} \in \mathbb{R}^{N_r \times D^{(l)}_r}$, where $N_e$ and $N_r$ are the numbers of entities and relations, $D^{(l-1)}_e$ and $D^{(l-1)}_r$ are the dimensions of input entity and relation features, $D^{(l)}_e$ is the dimensions of output features.

Each layer consists of $K$ channels, we expect that $K$ channels can extract different semantic features by projecting an entity $v$ into $K$ different subspaces. Consider the edge $(v, i, u)$, for each channel, $e^{(l)}_v = W^{(l)}_e e_v$ describes the features of entity $v$ that is relevant to aspect $k$. Then we transform the relation features to the same size as entity’s:

$r^{(l)}_i = W^{(l)}_r r_i$, where $W^{(l)}_e \in \mathbb{R}^{D^{(l)}_e \times D^{(l-1)}_e}$ and $W^{(l)}_r \in \mathbb{R}^{D^{(l)}_r \times D^{(l-1)}_r}$ are the parameter weight matrices for the $k$-th channel.

In order to let more semantically related neighbors have higher importance under the current aspect, we consider the relation features and perform a shared attention mechanism when measuring the importance of neighbors for learning the $k$-th component of entity $v$:

$$\text{att}^{(l)}_{v,iu} = f^k [e^{(l)}_v || r^{(l)}_i || e^{(l)}_u],$$

where $||$ represents concatenation. $f^k$ is a feedforward neural network that is parameterized by a weight matrix $W^k_f \in \mathbb{R}^{1 \times \frac{2 \times D^{(l)}_e}{K}}$, followed by a nonlinearity.

To make the importance more comparable, a softmax function is applied over the attention values of channel $k$:

$$\alpha^{(l)}_{v,iu} = \text{softmax}_{ui} (\text{att}^{(l)}_{v,iu}) = \frac{\exp (\text{att}^{(l)}_{v,iu})}{\sum_{z \in N_v} \sum_{j \in R_{v,z}} \exp (\text{att}^{(l)}_{v,jz})},$$

where $N_v$ are all the 1-order neighbors of entity $v$, $R_{v,z}$ are the relations between entity $v$ and its neighbor $z$.

$\alpha^{(l)}_{v,iu}$ can be seen as contribution of the neighbor $u$ to construct $e^{(l)}_v$. To aggregate information from neighbor $u$ to the $k$-th channel of $v$, we incorporate the relation features $r^{(l)}_i$ and multiply $e^{(l)}_u$ with it:

$$e^{(l)}_v = \sigma_1 \left( \sum_{u \in N_v} \sum_{i \in R_{v,u}} \alpha^{(l)}_{v,iu} [e^{(l)}_u \ast r^{(l)}_i] \right),$$

where $\sigma_1$ is a nonlinearity, $\ast$ denotes multiplication.

Finally, the disentangled representation of entity $v$ is obtained by paralleling the calculation of each channel and concatenating all the $K$ channels’ features:

$$e^{(l)}_v = \left\| \sigma_1 \left( \sum_{u \in N_v} \sum_{i \in R_{v,u}} \alpha^{(l)}_{v,iu} [e^{(l)}_u \ast r^{(l)}_i] \right) \right\|,$$

where $\|$ represents concatenation. In this setting, $e^{(l)}_v$ consists of $\frac{K \times D^{(l)}_e}{K} = D^{(l)}_e$ features. By simultaneously computing features for all the entities, a disentangled entity features matrix $e^{(l)} \in \mathbb{R}^{N_e \times D^{(l)}_e}$ is obtained. r-GAT is able to extract information of higher-order neighborhood by stacking multiple relational graph attention layers.
“David Beckham”

which facilitates the disentangling of components and makes

Comparison with Classic GAT  Compared with GAT, r-GAT takes the relation features into consideration. The motivation of multi-channel in r-GAT is different from that of multi-head in GAT. Multi-head attention in GAT is applied mostly to stabilize the learning process. In contrast, r-GAT does not employ averaging, it just learns and preserves disentangled entity features. Each channel of r-GAT stands for a specific semantic aspect of an entity, which is useful for subsequent tasks. More comparisons between our r-GAT and other GNN-based approaches can be found in Table 1.

Query-Aware for Link Prediction

Link prediction is the task of predicting missing links based on the known ones, which aims at learning a scoring function and assigning higher scores to the valid triplets than the invalid ones.

For the link prediction task, we use r-GAT as the encoder, and various KGE models can be used as the decoder. The initial hidden representations for each entity are set to trainable embedding vectors. r-GAT outputs disentangled entity representation matrix e_i(L) to the decoder, where L denotes the number of r-GAT layers. In this section we abbreviate every entity embedding e_i(L) as e_i.

Query-Aware Attention Mechanism (Qatt)  Given a query relation q and a subject entity s, as shown in Figure 3, before inputting the entity embeddings to the decoder, we first apply an attention mechanism between the query relation and all the K components to capture the more relevant semantic information.

\[
\beta_{sq}^{k} = \text{softmax}_k (\frac{(W_{1}s_q^k)^T(W_{2}r_q)}{\sqrt{D_q}}),
\]

where \(\beta_{sq}^{k}\) represents the importance of the \(k\)-th aspect of entity \(s\) to query relation \(q\). \(W_{1} \in \mathbb{R}^{D_s \times D_{q}^{(L)}}\), \(W_{2} \in \mathbb{R}^{D_q \times D_{q}^{(L)}}\) are parameter weight matrices, \(\sqrt{D_q}\) is a scaling factor (Vaswani et al. 2017).

Then we can obtain the query-aware entity embeddings, which facilitates the disentangling of components and makes

![Figure 3: The query-aware attention mechanism.](image)

our approach adaptive to the various query relations:

\[
Q(s,e_i,r_q) = \sum_{k=1}^{K} (\beta_{sq}^{k}(W_{3}[s_q^k||r_q])),
\]

where \(W_{3} \in \mathbb{R}^{D_q \times (D_{q}^{(L)} + \frac{D_{q}^{(L)}}{K})}\), || represents concatenation. The query-aware attention mechanism can also be extended to a multi-head form to stabilize the learning process.

Finally, \(Q(s,e_i,r_q)\) is projected into the entity embedding dimension \(D_{e}^{(L)}\) and matched with the object embedding \(e_o\) via a dot product. The scoring function can be written as:

\[
\psi_q(s,e_i,e_o) = \sigma_2(W_{Q}(s,e_i,r_q))e_o,
\]

where \(W\) is the weight matrix for linear transformation, \(\sigma_2\) denotes a nonlinearity.

Following the 1-N scoring procedure proposed by Dettmers et al. (2018), we score one pair \((s,e_i,r_q)\) against all the entities \(o \in \mathbb{Y}\) simultaneously. With a logistic sigmoid to the logits of the scores \((s,e_i,r_q, e_o)\), the model is trained by minimizing the Binary Cross-Entropy (BCE) loss:

\[
\mathcal{L} = - \frac{1}{N} \sum_{i} (t_i \cdot \log (p_i) + (1 - t_i) \cdot \log (1 - p_i)),
\]

where \(p_i = \sigma_3(\psi_q(s,e_i,e_o))\) is the predicted probability and \(t_i\) is the binary label, \(\sigma_3\) denotes sigmoid.

Tackling the Query-Ignorant Problem  Previous GNN-based approaches suffer from the query-ignorant problem: during the neighborhood aggregation process, an entity is unable to know which neighbor is more important without access to future query relations. Hence, those approaches only learn generic entity embeddings, which are not adaptive to all the subsequent query relations. r-GAT addresses this by learning disentangled entity embeddings in parallel and in advance. In this way, different semantic aspects are grouped into the corresponding channels, and a query relation can focus more on the relevant aspects of an entity by focusing more on the relevant channels.

Entity Classification

For the entity classification task, we stack the layers of r-GAT and apply the softmax function on the last layer. Following Schlichtkrull et al. (2018), we minimize the Cross-Entropy (CE) loss on all the labeled entities:

\[
\mathcal{L} = - \frac{1}{\mathcal{Y}} \sum_{i} \sum_{c=1}^{C} t_{ic} \ln p_{ic},
\]

where \(\mathcal{Y}\) is the set of labeled entities, \(C\) is the number of label types, \(p_{ic}\) is the predicted probability, \(t_{ic}\) indicates whether entity \(i\) belongs to the type \(c\).

| Dataset       | FB15k-237 | WN18RR |
|---------------|-----------|--------|
| Entities      | 14541     | 40943  |
| Relations     | 237       | 11     |
| Edges         | 272115 / 17525 / 20466 | 86835 / 3034 / 3134 |

Table 2: Statistics of datasets.
We use two benchmark knowledge graph datasets to evaluate the performance of r-GAT on link prediction task: FB15k-237 (Toutanova et al. 2015) is a subset of FB15k (Bordes et al. 2013), originally derived from Freebase. FB15k-237 contains the knowledge graph triplets of Freebase entities, but removes the reverse relations, making it more difficult for a model to predict the new facts. WN18RR (Dettmers et al. 2018) is created from WN18 (Bordes et al. 2013), which is a subset of WordNet. Dettmers et al. (2018) find that the test sets of WN18 contain many triplets that can be obtained by simply inverting triplets in the training set, so WN18RR is introduced to avoid the reverse relation test leakage problem.

In recent years, FB15k-237 and WN18RR have become the most popular datasets for knowledge graph link prediction. The statistics of datasets are shown in Table 2.

| Model  | FB15k-237 (# 237 Relations) | WN18RR (# 11 Relations) |
|--------|-----------------------------|-------------------------|
|        | MRR  | Hits@10 | Hits@3 | Hits@1 | MRR  | Hits@10 | Hits@3 | Hits@1 |
| TransE | .294 | .465    | -      | -      | .226 | .501    | -      | -      |
| DistMult | .241 | .419    | .263   | .155   | .43  | .49     | .44    | .39    |
| ComplEx | .247 | .428    | .275   | .158   | .44  | .51     | .46    | .41    |
| ConvE  | .325 | .501    | .356   | .237   | .43  | .52     | .44    | .40    |
| CapsE [c] | .150 | .356    | -      | -      | .415 | .559    | -      | -      |
| RotatE | .338 | .533    | .375   | .241   | .476 | .571    | .492   | .428   |
| QuatE  | .311 | .495    | .342   | .221   | .481 | .564    | .500   | .436   |
| DualE  | .330 | .518    | .363   | .237   | .482 | .561    | .500   | .440   |
| r-GAT  | .368 | .558    | .405   | .276   | .492 | .578    | .506   | .449   |

Table 3: Link prediction results on FB15k-237 and WN18RR, we use RAGAT as a strong baseline. The best results are in bold and the second best results are in underlined. Results of [c], [•] and [⋆] are taken from [Nguyen et al. 2018], [Dettmers et al. 2018], and [Sun et al. 2020] respectively. Other results are taken from the corresponding original papers.

Experiments

In this section, we evaluate our r-GAT on two popular tasks for multi-relational graphs: link prediction (predicting missing facts based on the known ones) and entity classification (assigning types or labels to the entities).

Link Prediction Dataset

We use two benchmark knowledge graph datasets to evaluate the performance of r-GAT on link prediction task: FB15k-237 (Toutanova et al. 2015) is a subset of FB15k (Bordes et al. 2013), originally derived from Freebase. FB15k-237 contains the knowledge graph triplets of Freebase entities, but removes the reverse relations, making it more difficult for a model to predict the new facts. WN18RR (Dettmers et al. 2018) is created from WN18 (Bordes et al. 2013), which is a subset of WordNet. Dettmers et al. (2018) find that the test sets of WN18 contain many triplets that can be obtained by simply inverting triplets in the training set, so WN18RR is introduced to avoid the reverse relation test leakage problem.

In recent years, FB15k-237 and WN18RR have become the most popular datasets for knowledge graph link prediction. The statistics of datasets are shown in Table 2.

Entity Classification Dataset

We evaluate r-GAT on three standard entity classification datasets: AIFB, MUTAG, and BGS. The details of datasets are shown in Appendix A.

Experimental Settings

We implement our approach with PyTorch (Paszke et al. 2017), and use Adam (Kingma and Ba 2015) as the optimizer. The entity and relation features are learned from scratch and all the hyper-parameters are chosen by grid search based on the validation set performance. The optimal number of channels $K$ is 8 for FB15k-237, 4 for WN18RR; 2 for AIFB, 4 for MUTAG and BGS. Note that for link prediction, we fix the embedding dim for a fair comparison.

Other detail settings can be found in Appendix B. We will release our source code to enhance reproducibility.

Evaluation Protocol

For link prediction task, we use the standard evaluation metrics: Hits@i ($i \in \{1, 3, 10\}$) and mean reciprocal rank (MRR). Hits@i measures the proportion of correct entities ranked in the top $i$ candidate triplets. MRR is the average of the inverse of the mean rank assigned to the correct triplet over all the candidate triplets. We adapt the filtered setting following Bordes et al. (2013) and use the RANDOM evaluation protocol (Sun et al. 2020).

Baselines

Link Prediction

We mainly compare our r-GAT with GNN-based approaches: R-GCN (Schlichtkrull et al. 2018), SACN (Shang et al. 2019), KBGAT (Nathani et al. 2019), COMPGCN (Vashishth et al. 2020), and take a more recent approach RAGAT (Liu et al. 2021) as a strong baseline. We also compare with several state-of-the-art KGE approaches TransE (Bordes et al. 2013), DistMult (Yang et al. 2015), ComplEx (Trouillon et al. 2016), ConvE (Dettmers et al. 2018), CapsE (Yu et al. 2019), RotatE (Sun et al. 2019), QuatE (Zhang et al. 2019), and DualE (Cao et al. 2021). Sun et al. (2020) find that KBGAT has a bug of test leakage during negative sampling and CapsE does not use the RANDOM evaluation protocol, so we report the results from Sun et al. (2020) where the bugs are fixed. RGHAT (Zhang et al. 2020) reports results of KBGAT with the bug before Sun et al. (2020)’s analysis, so we do not compare with its results. The results of QuatE and DualE are reported without the type constraints for a fair comparison. We do not compare with approaches using auxiliary text description here, e.g., KG-BERT (Yao, Mao, and Luo 2019).

Entity Classification

We compare our r-GAT with Feat (Paulheim and Fümkranz 2012), WL (Shervashidze et al. 2011), RDF2Vec (Ristoski and Paulheim 2016), R-GCN
Overall Results

Link Prediction Results From Table 3, we find that: (1) r-GAT achieves state-of-the-art results on FB15k-237, and competitive results on WN18RR. The improvement indicates the efficiency of r-GAT by leveraging relation features to disentangle multiple semantic aspects. (2) The strong baseline RAGAT outperforms r-GAT’s Hits@1 value on WN18RR, but their results on FB15k-237 and other metrics of WN18RR are worse than ours. We notice that FB15k-237 has more various relations and richer context than WN18RR (19 vs. 2 edges per entity by average), which are more in line with the real-world scenarios. Therefore, the improvement on FB15K-237 indeed validates the enhanced ability of r-GAT to capture complex context information.

Entity Classification Results As shown in Table 4, our r-GAT outperforms all the previous approaches on all the datasets. This once again demonstrates the effectiveness of our disentangled approach that decouples the entity features into multiple components w.r.t the semantic aspects.

Impact of the Different Modules

We further conduct an ablation study on link prediction task, as shown in Table 5, we find that: (1) Removing the query-aware attention mechanism module clearly decreases the performance, which proves the effectiveness of our proposed query-aware attention mechanism module. (2) r-GAT with a single-channel also decreases the performance (note that the embedding dim is fixed for a fair comparison, so each channel’s dimension $D_e$ of the single-channel model is $D_e/K$). We suspect that the single-channel r-GAT degrades into a GAT-based model with relational aggregation, which only learns generic entity embeddings. At this time, the decoder cannot obtain multiple aspects’ information and fails to output query-aware results. (3) Conv-TransE (Shang et al. 2019) is a commonly used decoder for GNN-based approaches, here we use it to verify that combining r-GAT with another KGE decoder also improves the decoder’s performance. Comparing with the single Conv-TransE, the results of r-GAT + Conv-TransE improves MRR value by a margin of 4.7%, and MRR value by a margin of 5.4% compared with the single-channel r-GAT (i.e., $K = 1$). The degradation of performance validates the disadvantage of learning only generic representation. (2) However, when $K$ grows larger (e.g., $K > 8$ on FB15K-237), the performance does not increase anymore. One possible reason is the most useful information can be classified into several semantic aspects, and it is difficult to achieve a good disentanglement if the number of channels is larger than that of semantic aspects. (3) The best number of channels on WN18RR ($K = 4$) is smaller than that of FB15K-237 ($K = 8$). The reason is WN18RR has fewer types of relations and simpler context information, thus just need to learn a small number of channels. We select $K$ for each dataset on the validation set. Results on entity classification datasets can be found in Appendix C.

Impact of the Number of Channels

We consider varying the number of channels $K$ to run r-GAT with $K = \{1, 2, 4, 8, 16\}$ values. From Figure 4, we find that: (1) r-GAT starts to perform better on both datasets when $K$ increases from 1. For example, on FB15K-237 dataset, r-GAT with 8 channels improves Hits@10 value by a margin of 4.7%, and MRR value by a margin of 5.4% comparing with the single-channel r-GAT (i.e., $K = 1$). The degradation of performance validates the disadvantage of learning only generic representation. (2) However, when $K$ grows larger (e.g., $K > 8$ on FB15K-237), the performance does not increase anymore. One possible reason is the most useful information can be classified into several semantic aspects, and it is difficult to achieve a good disentanglement if the number of channels is larger than that of semantic aspects. (3) The best number of channels on WN18RR ($K = 4$) is smaller than that of FB15K-237 ($K = 8$). The reason is WN18RR has fewer types of relations and simpler context information, thus just need to learn a small number of channels. We select $K$ for each dataset on the validation set. Results on entity classification datasets can be found in Appendix C.

Case Study

In this section, we show the interpretability of our approach based on the link prediction task.
Table 6: Two examples of Frank Miller. r-GAT with multiple disentangled channels can let a query relation focus on more relevant known facts of an entity by focusing more on semantically related channels, thereby adapting to various query relations. These obvious contrasts indicate the importance of disentangled entity features and the query-aware attention mechanism.

Relations Focus on More Relevant Facts. Furthermore, we show that the importance of known facts to an entity is very different when predicting different relations. We take two different query relations for an entity as an example. As shown in Table 6, the known facts of Frank Miller have different importance in the multiple disentangled channels learned by r-GAT. Then a query relation can focus on more relevant known facts of Frank Miller by focusing more on semantically related channels. Therefore, the importance of facts changes dynamically with a query relation. However, r-GAT with a single channel (i.e., \( K = 1 \)) only learns generic entity embeddings for all the query relations, and the importance of the known facts is static. Therefore, it cannot output a query-aware result. Also, given that the importance of relevant facts (e.g., profession) is much smaller than the irrelevant things (e.g., gender), it is hard to explain the single-channel model’s attention values.

Relation on Different Aspects. We choose 7 relations of FB15k-237 (more readable than WN18RR): place of birth, live in, award nominee, influence by, profession, award, and field of study to show that results we obtain are in line with human commonsense. We randomly select 100 human entities and predict their aforementioned 7 relations. We output attention values computed by the query-aware attention mechanism (Equation 6), which represent the importance of channels to a query relation.

From Figure 5 we average the attention values of 100 entities when predicting 7 query relations. Overall, different relations focus on different channels, which matches our motivation. Interestingly, we find that the distributions of attention values are similar if the corresponding two relations are more semantically related. Specifically, place of birth and live in both imply places related to a person (and Channel 3 may be a disentangle aspect about “location”), so their distribution is nearly the same; award nominee and influence by both aim at people who are in the same field as a person; award, award, field of study, and profession are all related to career or work that a person is engaged in, their distribution is also close. More analysis can be found in Appendix E.

From Figure 5 we average the attention values of 100 entities when predicting 7 query relations. Overall, different relations focus on different channels, which matches our motivation. Interestingly, we find that the distributions of attention values are similar if the corresponding two relations are more semantically related. Specifically, place of birth and live in both imply places related to a person (and Channel 3 may be a disentangle aspect about “location”), so their distribution is nearly the same; award nominee and influence by both aim at people who are in the same field as a person; award, award, field of study, and profession are all related to career or work that a person is engaged in, their distribution is also close. More analysis can be found in Appendix E.

Conclusin

In this paper, we propose a novel Relational Graph Attention network (r-GAT) for multi-relational graphs, which learns disentangled entity features and leverages relation features in the neighborhood aggregation. Each channel of r-GAT is specific to a semantic aspect of an entity. We further propose a query-aware attention mechanism to leverage different aspects’ information. We prove the efficiency of different modules through extensive experiments and present the interpretability of our proposed approach. Future work will consider further exploring semantic information in relations and taking advantage of the disentangled entity features.
References

Balazevic, I.; Allen, C.; and Hospedales, T. 2019. TuckER: Tensor Factorization for Knowledge Graph Completion. In Proceedings of the 2019 Conference on Empirical Methods in Natural Language Processing and the 9th International Joint Conference on Natural Language Processing (EMNLP-IJCNLP), 5185–5194. Hong Kong, China: Association for Computational Linguistics.

Bordes, A.; Usunier, N.; García-Durán, A.; Weston, J.; and Yakhnenko, O. 2013. Translating Embeddings for Modeling Multi-relational Data. In Burges, C. J. C.; Bottou, L.; Ghahramani, Z.; and Weinberger, K. Q., eds., Advances in Neural Information Processing Systems 26: 27th Annual Conference on Neural Information Processing Systems 2013. Proceedings of a meeting held December 5-8, 2013, Lake Tahoe, Nevada, United States, 2787–2795.

Busbria, D.; Sherburn, D.; Cavallo, P.; and Hammerla, N. Y. 2019. Relational graph attention networks. arXiv preprint arXiv:1904.05811.

Cao, Z.; Xu, Q.; Yang, Z.; Cao, X.; and Huang, Q. 2021. Dual Quaternion Knowledge Graph Embeddings. In Proceedings of the AAAI Conference on Artificial Intelligence, volume 35, 6894–6902.

Dettmers, T.; Minervini, P.; Stenetorp, P.; and Riedel, S. 2018. Convolutional 2D Knowledge Graph Embeddings. In McIlraith, S. A.; and Weinberger, K. Q., eds., Proceedings of the Thirty-Second AAAI Conference on Artificial Intelligence, (AAAI-18), the 30th innovative Applications of Artificial Intelligence (IAAI-18), and the 8th AAAI Symposium on Educational Advances in Artificial Intelligence (EAAI-18), New Orleans, Louisiana, USA, February 2-7, 2018, 1811–1818. AAAI Press.

Kingma, D. P.; and Ba, J. 2015. Adam: A Method for Stochastic Optimization. In Bengio, Y.; and LeCun, Y., eds., 3rd International Conference on Learning Representations, ICLR 2015, San Diego, CA, USA, May 7-9, 2015, Conference Track Proceedings.

Kipf, T. N.; and Welling, M. 2017. Semi-Supervised Classification with Graph Convolutional Networks. In 5th International Conference on Learning Representations, ICLR 2017, Toulon, France, April 24-26, 2017, Conference Track Proceedings. OpenReview.net.

Linmei, H.; Yang, T.; Shi, C.; Ji, H.; and Li, X. 2019. Heterogeneous Graph Attention Networks for Semi-supervised Short Text Classification. In Proceedings of the 2019 Conference on Empirical Methods in Natural Language Processing and the 9th International Joint Conference on Natural Language Processing (EMNLP-IJCNLP), 4821–4830. Hong Kong, China: Association for Computational Linguistics.

Liu, X.; Tan, H.; Chen, Q.; and Lin, G. 2021. RAGAT: Relation Aware Graph Attention Network for Knowledge Graph Completion. IEEE Access, 9: 20840–20849.

Ma, J.; Cui, P.; Kuang, K.; Wang, X.; and Zhu, W. 2019. Disentangled graph convolutional networks. In International Conference on Machine Learning, 4212–4221. PMLR.

Nathani, D.; Chauhan, J.; Sharma, C.; and Kaul, M. 2019. Learning Attention-based Embeddings for Relation Prediction in Knowledge Graphs. In Proceedings of the 57th Annual Meeting of the Association for Computational Linguistics, 4710–4723. Florence, Italy: Association for Computational Linguistics.

Nguyen, D. Q.; Nguyen, T. D.; Nguyen, D. Q.; and Phung, D. 2018. A Novel Embedding Model for Knowledge Base Completion Based on Convolutional Neural Network. In Proceedings of the 2018 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies, Volume 2 (Short Papers), 327–333. New Orleans, Louisiana: Association for Computational Linguistics.

Nickel, M.; Tresp, V.; and Kriegel, H. 2011. A Three-Way Model for Collective Learning on Multi-Relational Data. In Getoor, L.; and Scheffer, T., eds., Proceedings of the 28th International Conference on Machine Learning, ICML 2011, Bellevue, Washington, USA, June 29 - July 2, 2011, 809–816. Omnipress.

Paszke, A.; Gross, S.; Chintala, S.; Chanan, G.; Yang, E.; DeVito, Z.; Lin, Z.; Desmaison, A.; Antiga, L.; and Lerer, A. 2017. Automatic differentiation in pytorch. NIPS Autodiff Workshop.

Paulheim, H.; and Fürnkranz, J. 2012. Unsupervised generation of data mining features from linked open data. In Proceedings of the 2nd international conference on web intelligence, mining and semantics, 1–12.

Qin, L.; Li, Z.; Che, W.; Ni, M.; and Liu, T. 2020. Cogat: A co-interactive graph attention network for joint dialog act recognition and sentiment classification. arXiv preprint arXiv:2012.13260.

Ristoski, P.; and Paulheim, H. 2016. Rdf2vec: Rdf graph embeddings for data mining. In International Semantic Web Conference, 498–514. Springer.

Schlichtkrull, M.; Kipf, T. N.; Bloem, P.; Van Den Berg, R.; Titov, I.; and Welling, M. 2018. Modeling relational data with graph convolutional networks. In European semantic web conference, 593–607. Springer.

Shang, C.; Tang, Y.; Huang, J.; Bi, J.; He, X.; and Zhou, B. 2019. End-to-End Structure-Aware Convolutional Networks for Knowledge Base Completion. In The Thirty-Third AAAI Conference on Artificial Intelligence, AAAI 2019, The Thirty-First Innovative Applications of Artificial Intelligence Conference, IAAI 2019, The Ninth AAAI Symposium on Educational Advances in Artificial Intelligence, EAAI 2019, Honolulu, Hawaii, USA, January 27 - February 1, 2019, 3060–3067. AAAI Press.

Shervashidze, N.; Schweitzer, P.; Van Leeuwen, E. J.; Mehlhorn, K.; and Borgwardt, K. M. 2011. Weisfeiler-lehman graph kernels. Journal of Machine Learning Research, 12(9).

Sun, Z.; Deng, Z.; Nie, J.; and Tang, J. 2019. RotatE: Knowledge Graph Embedding by Relational Rotation in Complex Space. In 7th International Conference on Learning Representations, ICLR 2019, New Orleans, LA, USA, May 6-9, 2019. OpenReview.net.
