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Abstract

Communication is important in many multi-agent reinforcement learning (MARL) problems for agents to share information and make good decisions. However, when deploying trained communicative agents in a real-world application where noise and potential attackers exist, the safety of communication-based policies becomes a severe issue that is underexplored. Specifically, if communication messages are manipulated by malicious attackers, agents relying on untrustworthy communication may take unsafe actions that lead to catastrophic consequences. Therefore, it is crucial to ensure that agents will not be misled by corrupted communication, while still benefiting from benign communication. In this work, we consider an environment with $N$ agents, where the attacker may arbitrarily change the communication from any $C < \frac{N-1}{2}$ agents to a victim agent. For this strong threat model, we propose a certifiable defense by constructing a message-ensemble policy that aggregates multiple randomly ablated message sets. Theoretical analysis shows that this message-ensemble policy can utilize benign communication while being certifiably robust to adversarial communication, regardless of the attacking algorithm. Experiments in multiple environments verify that our defense significantly improves the robustness of trained policies against various types of attacks.

1 Introduction

Neural network-based multi-agent reinforcement learning (MARL) has achieved significant advances in many real-world applications, such as autonomous driving [32, 35]. In a multi-agent system, especially in a cooperative game, communication usually plays an important role. By feeding communication messages as additional inputs to the policy network, each agent can obtain more information about the environment and other agents, and thus can learn a better policy [9, 14, 39].

However, neural networks are shown to be vulnerable to adversarial attacks [4], i.e., a well-trained network may output a wrong answer if the input to the network is slightly perturbed [11]. As a result, although a policy can obtain a high reward by taking in the messages sent by other agents, it may also get drastically misled by inaccurate information or even adversarial communication from malicious attackers. For example, when several drones execute pre-trained policies and exchange information via wireless communication, it is possible that messages get noisy in a hostile environment, or even some malicious attacker eavesdrops on their communication and intentionally perturbs some messages to a victim agent via cyber attacks. Moreover, even if the communication channel is protected by advanced encryption algorithms, an attacker may also hack some agents and alter the
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Figure 1 shows an example of communication attacks, where the agents are trained with benign communication, but attackers may perturb the communication during the test time. The attacker may lure a well-trained agent to a dangerous location through malicious message propagation and cause fatal damage. Although our paper focuses on adversarial perturbations of the communication messages, it also includes unintentional perturbations, such as misinformation due to malfunctioning sensors or communication failures; these natural perturbations are no worse than adversarial attacks.

Although adversarial attacks and defenses have been extensively studied in supervised learning \cite{23, 6, 48} and reinforcement learning \cite{50, 49, 28}, there has been little discussion on the robustness issue against adversarial communication in MARL problems. Therefore, to safely improve decision-making with communication in high-stakes multi-agent scenarios, it is crucial to robustify MARL policies against adversarial communication. Achieving high performance in a multi-agent cooperative game through inter-agent communication while being robust to adversarial communication is a challenging problem due to the following reasons.

**Challenge I:** Sometimes communication attacks are stealthier as misleading messages (which share the form of benign messages and are semantically meaningful in Figure 1b) can be hard to recognize, while attacking by abnormal actions \cite{10} can be easier for humans to notice.

**Challenge II:** A strong attacker can even be adaptive to the victim agent and significantly reduce the victim’s total reward. For instance, for a victim agent who moves according to the average of GPS coordinates sent by others, the attacker may learn to send extreme coordinates to influence the average.

**Challenge III:** There can be more than one attacker (or an attacker can perturb more than one message at one step), such that they can collaborate to mislead a victim agent.

Tu et al. \cite{45} apply adversarial training \cite{23, 48} to improve model robustness against communication perturbations. But they focus on perturbations with small $\ell_0$ distances, which do not cover many attack scenarios as discussed in Section 3. Some recent works \cite{3, 47, 25} take the first step to investigate adversarial communications in MARL and propose several defending methods, such as a learned message filter \cite{47}. However, these empirical defenses do not fully address the aforementioned challenges, and are not guaranteed to be robust, especially under adaptive attacks.

In this paper, we address all aforementioned challenges by proposing a certifiable defense, named **Ablated Message Ensemble (AME)**, that can guarantee the performance of agents when a fraction of communication messages are perturbed. The main idea of AME is to make decisions based on multiple different subsets of communication messages (i.e., ablated messages). Specifically, for a list of messages coming from different agents, we train a *message-ablation policy* that takes in a subset of messages and outputs a *base action*. Then, we construct an *message-ensemble policy* by aggregating multiple base actions coming from multiple ablated message subsets. For a discrete action space, the ensemble policy takes the majority of the multiple base actions obtained, while for a continuous action space, the ensemble policy takes the median of these base actions. AME is a generic framework that works for any agent that observes multiple messages from different sources, as long as the agent receives more benign communication messages than adversarial ones. We also show in Section 4.3 that AME can be used in many other decision-making scenarios beyond defending against communication attacks. A similar randomized ablation idea is used by Levine et al. \cite{20} to defend against $\ell_0$ attacks in image classification. However, they provide high-probability guarantee
for a single-step decision, which is not suitable for sequential decision-making problems, as the guaranteed probability decreases when it propagates over timesteps. Moreover, their algorithm does not work when the model has a continuous output space. In contrast, AME has robustness guarantees for both the immediate action and the long-term reward, and for both discrete and continuous actions.

Our contributions can be summarized as below:

1. We formulate the problem of adversarial attacks and defenses in communicative MARL (CMARL).
2. We propose a novel defense method, AME, that is certifiably robust against arbitrary perturbations of up to $C < \frac{N-1}{2}$ communications, where $N$ is the number of agents.
3. Experiment in several multi-agent environments shows that AME obtains significantly higher reward than baseline methods under both non-adaptive and adaptive attackers.

2 Communicative Muti-agent Reinforcement Learning (CMARL)

Dec-POMDP Model  We consider a Decentralised Partially Observable Markov Decision Process (Dec-POMDP) [29][30][7] which is a multi-agent generalization of the single-agent POMDP models. A Dec-POMDP can be modeled as a tuple $\langle D, S, A_D, O_D, O, P, R, \gamma, \rho_0 \rangle$. $D = \{1, \cdots, N\}$ is the set of $N$ agents. $S$ is the underlying state space. $A_D = \times_{i \in D}A_i$ is the joint action space. $O_D = \times_{i \in D}O_i$ is the joint observation space, with $O$ being the observation emission function. $P : S \times A_i \times \cdots \times A_N \rightarrow \Delta(S)$ is the state transition function. $R : S \times A_i \times \cdots A_N \rightarrow \mathbb{R}$ is the shared reward function. $\gamma$ is the shared discount factor, and $\rho_0$ is the initial state distribution.

Communication Policy $\xi$ in Dec-POMDP  Due to the partial observability, communication among agents is crucial for them to obtain high rewards. Consider a shared message space $M$, where a message $m \in M$ can be a scalar or a vector, e.g., signal of GPS coordinates. The communication policy of agent $i \in D$, denoted as $\xi_i$, generates messages based on the agent’s observation or interaction history. At every step $t$, agent $i$ sends a communication message $m^{(t)}_{i \rightarrow j}$ to agent $j$ for all $j \neq i$. (For notational simplicity, we will later omit $^{(t)}$ when there is no ambiguity.) We assume that agents are fully connected for communication, although our algorithm directly applies to partially connected communication graphs. That is, at each step, every agent sends $N - 1$ messages (one for each agent other than itself), and receives $N - 1$ messages from others.

This paper studies a general defense under any given communication protocol, so we do not make any assumption on how the communication policy $\xi$ is obtained (e.g., from a pre-defined communication protocol, or a learning algorithm [9][7]).

Acting Policy $\pi$ with Communication  The goal of each agent $i \in D$ is to maximize the discounted cumulative reward $\sum_{t=0}^{\infty} \gamma^t r^{(t)}$ by learning an acting policy $\pi_i$. When there exists communication, the policy input contains both its own interaction history, denoted by $\tau_i \in \Gamma_i$, and the communication messages $m_{\rightarrow i} := \{m_{j \rightarrow i} \mid 1 \leq j \leq N, j \neq i\}$. Similar to the communication policy $\xi$, we do not make any assumption on how the acting policy $\pi$ is formulated, as our defense mechanism introduced later can be plugged into any policy learning procedure.

3 Problem Formulation: Communication Attacks in Deployment of CMARL

Communication is important for agents to obtain high rewards, but it can be a double-edged sword — it benefits decision making but may make agents vulnerable to perturbations of messages. Communication attacks in MARL has recently attracted increasing attention [3][45][47] with different focuses, as summarized in Section 5. In this paper, we consider a practical and strong threat model where malicious attackers can arbitrarily perturb a subset of communication messages during test time.

Formulation of Communication Attack: The Threat Model  During test time, agents execute well-trained policies $\pi_1, \cdots, \pi_N$. As shown in Figure [11], the attacker may perturb communication messages to mislead a specific victim agent. Without loss of generality, suppose $i \in D$ is the victim agent receiving $N - 1$ communication messages from other agents. We consider the sparse attack setup where up to $C$ messages can be arbitrarily perturbed at every step, among all $N - 1$ messages.

$\Delta(X)$ denotes the space of probability distributions over space $X$. 
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Here $C$ is a reflection of the attacker’s attacking power. The victim agent has no knowledge of which messages are adversarial. We make the following mild assumption for the attacking power.

**Assumption 3.1 (Attacking Power).** An attacker can arbitrarily manipulate fewer than a half of the communication messages, i.e., $C < \frac{N-1}{2}$.

This is a realistic assumption, as it takes the attacker’s resources to hack or control each communication channel. It is less likely that an attacker can change the majority of communications among agents without being detected. Moreover, communications can be corrupted due to hardware failures, which usually affect a limited fraction of communications. Note that this is a strong threat model as the $C$ attacked messages can be arbitrarily perturbed based on the attacker’s attacking algorithm.

**Comparison with $\ell_p$ Threat Models** Many existing works on adversarial attack and defense \cite{11, 16, 50, 45} assume that the perturbation is small in $\ell_p$ norm. However, many realistic and stealthy attacks can not be covered by the $\ell_p$ threat model. For example, the attacker may replace a word in a sentence as in Figure 1b, add a patch to an image, or shift the signal by some bits. In these cases, the $\ell_p$ distance between the clean value and the perturbed value is large, such that $\ell_p$ defenses do not work. In contrast, these attacks are covered by our threat model which allows arbitrary perturbations to $C$ messages. Therefore, our setting can work for broader applications.

**Comparison between Communication Attacks and Other Attacks in MARL** Adversarial attacks and defenses in RL systems have recently attracted more and more attention, and are considered in many different scenarios. The majority of related work focuses on directly attacking a victim by perturbing its observations $\{16,10,28,40\}$ or actions $\{43,32\}$. However, an attacker may not have direct access to the specific victim’s observation or action. In this case, indirect attacks via other agents can be an alternative. For example, Gleave et al. \cite{10} propose to attack the victim by changing the other agent’s actions. Therefore, even if the victim agent has well-protected sensors, the attacker can still influence it by manipulating other under-protected agents. But the intermediary agent whose actions are altered will obtain sub-optimal reward, which makes the attack noticeable and less stealthy. In contrast, if an attacker alters the communication messages sent from the other agents (e.g., by man-in-the-middle attacks $\{24\}$), the behaviors of other agents are not changed, and thus it is relatively hard to find who has sent adversarial messages and which messages are not trustworthy. It is also worth pointing out that, since an acting policy $\pi$ takes in both its own observation and the communication messages, communication can be regarded as a subset of policy inputs. Therefore, the communication attack is related to traditional adversarial defenses of deep neural policies against $\ell_0$ perturbations to the input $\{20\}$, as detailed in Appendix A.

**Goal: A General and Certifiable Defense** As formulated above, the attacker can perturb up to $C$ communication messages sent to any agent at every step. However, we do not make any assumption on what attack algorithm the attacker uses, i.e., how a message is perturbed. In practice, an attacker may randomly change the communication signal, or learn a function to perturb the communication based on the current situation. The attacker can either be white-box or black-box, based on whether it knows the victim agent’s policy, as extensively studied in the field of adversarial supervised learning $\{4\}$. To achieve generic robustness under a wide range of practical scenarios, it is highly desirable for a defense to be agnostic to attack algorithms and work for arbitrary (including strongest/worst) perturbations. This is achieved by our defense which will be introduced in Section 4.

### 4 Provable Robust Defense for CMARL

In this section, we present our defense algorithm, Ablated Message Ensemble (AME), against test-time communication attacks in CMARL. We first introduce the algorithm design in Section 4.1, then present the theoretical analysis in Section 4.2. Section 4.3 discusses several extensions of AME.

**4.1 Ablated Message Ensemble (AME)**

Our goal is to learn and execute a robust policy for any agent in the environment, so that the agent can perform well in both a non-adversarial environment and an adversarial environment. To ease the illustration, we focus on robustifying an arbitrary agent $i \in D$, and the same defense is applicable to all other agents. We omit the agent subscript $i$, and denote the agent’s observation space, action space, and interaction history space as $\mathcal{O}$, $\mathcal{A}$, and $\Gamma$, respectively.
Let \( m \in \mathcal{M}^{N-1} \) denote a set of \( N-1 \) messages received by the agent. Then, we can build an ablated message subset of \( m \) with \( k \) randomly selected messages, as defined below.

**Definition 4.1 (k-Ablation Message Sample (k-Sample)).** For a message set \( m \in \mathcal{M}^{N-1} \) and any integer \( 1 \leq k \leq N - 1 \), define a k-ablation message sample (or k-sample for short), \( [m]_k \in \mathcal{M}^k \), as a set of \( k \) randomly sampled messages from \( m \). Let \( \mathcal{H}_k(m) \) be the collection of all unique k-samples of \( m \), and thus \( |\mathcal{H}_k(m)| = \binom{N-1}{k} \).

Motivated by the fact that the benign messages sent from other agents usually contain overlapping information that may suggest similar decisions, the main idea of our defense is to make decisions based on the consensus of the benign messages. To be more specific, we train a base policy that makes decisions with one k-sample at each step. During test time when communication messages can be perturbed, the agent collects multiple k-samples at every step, and applies the trained base policy to each k-sample to get multiple resulting base actions. Then, the agent selects the action that reflects the majority opinion. By carefully designed ablation and ensemble strategies, we can ensure that the majority of these base actions is dominated by benign messages.

With the above intuition, we propose Ablated Message Ensemble (AME), a generic defense framework that can be fused with any policy learning algorithm. AME has two phases: the training phase where agents are trained in a clean environment, and a testing/defending phase where communications may be perturbed. The training and defending strategies of AME are illustrated below, and the pseudocode is shown by Algorithm 1 and Algorithm 2.

---

**Algorithm 1** Training Phase of AME

1: **Input:** ablation size \( k \)
2: Initialize \( \bar{\pi}_i \) for every agent \( i \in [N] \).
3: **repeat**
4: for \( i = 1 \) to \( N \) do
5: \( \text{Receive a list of messages } m_{i\rightarrow i}, \text{ get local observation } o_i, \text{ and update interaction history } \tau_i \)
6: Randomly sample \( [m_{i\rightarrow i}]_k \sim \text{Uniform}(\mathcal{H}_k(m_{i\rightarrow i})) \)
7: Take action based on \( \tau_i \) and the k-sample \( [m_{i\rightarrow i}]_k \), i.e., \( a_i \leftarrow \bar{\pi}_i(\tau_i, [m_{i\rightarrow i}]_k) \)
8: Update the replay buffer and policy \( \bar{\pi}_i \)
9: end for
10: until end of training
11: **Output:** message-ablation policy \( \bar{\pi}_i, \forall i \in [N] \)

**Algorithm 2** Defending Phase of AME

1: **Input:** ablation size \( k \); trained message-ablation policy \( \bar{\pi}_i, \forall i \in [N] \),
2: **repeat**
3: for \( i = 1 \) to \( N \) do
4: \( \text{Receive a list of messages } m_{i\rightarrow i} \) with at most \( C \) malicious messages, get local observation \( o_i \) and update interaction history \( \tau_i \)
5: Take \( \bar{a}_i \leftarrow \bar{\pi}_i(\tau_i, m_{i\rightarrow i}) \), where \( \bar{\pi}_i \) is the message-ensemble policy defined with \( \bar{\pi} \) by Equation 1 for discrete \( A_i \), and Equation 2 for continuous \( A_i \)
6: end for
7: until end of test

---

**Training Phase with Message-Ablation Policy \( \bar{\pi} \) (Algorithm 1)** During training time, the agent learns a message-ablation policy \( \bar{\pi} : \Gamma \times \mathcal{M}^k \rightarrow A \) which maps its own interaction history \( \tau \) and a random k-sample \( [m]_k \sim \text{Uniform}(\mathcal{H}_k(m)) \) to an action, where \( \text{Uniform}(\mathcal{H}_k(m)) \) is the uniform distribution over all k-samples from the message set \( m \) it receives. Here \( k \) is a user-specified hyperparameter selected to satisfy certain conditions, as discussed in Section 4.2. The training objective is to maximize the cumulative reward of \( \bar{\pi} \) based on randomly sampled k-samples in a non-adversarial environment. Any policy optimization algorithm can be used for training.

**Defending Phase with Message-Ensemble Policy \( \bar{\pi} \) (Algorithm 2)** Once we obtain a reasonable message-ablation policy \( \bar{\pi} \), we can execute it with ablation and aggregation during test time to defend against adversarial communication. The main idea is to collect all possible k-samples from \( \mathcal{H}_k(m) \),
and select an action suggested by the majority of those k-samples. Specifically, we construct a message-ensemble policy \( \bar{\pi} : \Gamma \times \mathcal{M}^{N-1} \rightarrow \mathcal{A} \) that outputs an action by aggregating the base actions produced by \( \hat{\pi} \) on multiple k-samples (Line 5 in Algorithm 2). The construction of the message-ensemble policy depends on whether the agent’s action space \( \mathcal{A} \) is discrete or continuous, which is given below by Definition 4.2 and Definition 4.3 respectively.

**Definition 4.2** (Message-Ensemble Policy for Discrete Action Space). For a message-ablation policy \( \hat{\pi} \) with observation history \( \tau \) and received message set \( \mathbf{m} \), define the message-ensemble policy \( \bar{\pi} \) as

\[
\bar{\pi}(\tau, \mathbf{m}) := \arg\max_{a \in \mathcal{A}} \sum_{\{\mathbf{m}\}_k \in \mathcal{H}_k(\mathbf{m})} \mathbb{I}[\hat{\pi}(\tau, \{\mathbf{m}\}_k) = a].
\]

**Definition 4.3** (Message-Ensemble Policy for Continuous Action Space). For a message-ablation policy \( \hat{\pi} \) with observation history \( \tau \) and received message set \( \mathbf{m} \), define the message-ensemble policy \( \bar{\pi} \) as

\[
\bar{\pi}(\tau, \mathbf{m}) = \text{Median}\{\hat{\pi}(\tau, \{\mathbf{m}\}_k) : \{\mathbf{m}\}_k \in \mathcal{H}_k(\mathbf{m})\},
\]

where Median is a function that returns the element-wise median value of a set of vectors.

Therefore, the message-ensemble policy \( \bar{\pi} \) takes the action suggested by the consensus of all k-samples (majority vote in a discrete action space, and median action for a continuous action space). We will show in the next section that, with some mild conditions, \( \bar{\pi} \) under adversarial communications works similarly as the message-ablation policy \( \hat{\pi} \) under all-benign communications.

**Computation Complexity of AME** Different from many model-ensemble methods [18, 13] that learn multiple network models, we learn a single policy \( \hat{\pi} \) during training, and use a single policy \( \bar{\pi} \) during testing. Therefore, the training process does not require extra computations compared to the original policy learning method. In the defending phase, we aggregate decisions from \( \binom{N-1}{k-1} \) k-samples, which require \( \binom{N-1}{1} \) forward passes through \( \hat{\pi} \). Note that \( \binom{N-1}{1} \) is generally small, because the number of agents in practical multi-agent problems is usually small (e.g., the number of drones in an area). For example, when \( N = 10, k = 2 \), \( \binom{N-1}{1} = 36 \). In the case where \( \binom{N-1}{k-1} \) is large, we provide a variant of the algorithm in Section 4.3 which takes \( D \) k-samples for \( D \leq \binom{N-1}{k-1} \). Then the certificate of AME becomes a high-probability guarantee, depending on the value of \( D \).

### 4.2 Robustness Certificates of AME

In this section, we provide theoretical guarantees for the robustness of AME. During test time, at any step, let \( \tau \) be the interaction history, \( \mathbf{m}_{\text{benign}} \) be the unperturbed benign message set, and \( \mathbf{m}_{\text{adv}} \) be the perturbed message set. Note that \( \mathbf{m}_{\text{benign}} \) and \( \mathbf{m}_{\text{adv}} \) both have \( N - 1 \) messages while they differ by up to \( C \) messages. With the above notation, we define a set of actions rendered by purely benign k-samples in Definition 4.4. As the agent using a well-trained message-ablation policy is likely to take these actions in a non-adversarial environment, they can be regarded as “good” actions to take.

**Definition 4.4** (Benign Action Set \( \mathcal{A}_{\text{benign}} \)). For the execution of the message-ablation policy \( \hat{\pi} \) at any step, define \( \mathcal{A}_{\text{benign}} \subseteq \mathcal{A} \) as a set of actions that \( \hat{\pi} \) may select under benign k-samples.

\[
\mathcal{A}_{\text{benign}} := \bigcup_{\{\mathbf{m}_{\text{benign}}\}_k \in \mathcal{H}_k(\mathbf{m}_{\text{benign}})} \{\hat{\pi}(\tau, \{\mathbf{m}_{\text{benign}}\}_k) : \hat{\pi}(\tau, \{\mathbf{m}_{\text{benign}}\}_k) \in \mathcal{A}\}.
\]

#### 4.2.1 Certificates for Discrete Action Space

We first characterize the action and reward certificate of AME in a discrete action space, the message-ablation policy takes the action with the most votes from all k-samples as suggested by Equation (1). To ensure that this action stands for the consensus of benign messages, the following condition is needed.

**Condition 4.5** (Confident Consensus). The highest number of votes among all actions \( u_{\text{max}} := \max_{a \in \mathcal{A}} \sum_{\{\mathbf{m}\}_k \in \mathcal{H}_k(\mathbf{m})} \mathbb{I}[^{\hat{\pi}(\tau, \{\mathbf{m}\}_k) = a]} \) satisfies

\[
u_{\text{max}} > \left(\frac{N - 1}{k}\right) - \left(\frac{N - 1 - C}{k}\right) =: u_{\text{adv}},
\]

where \( u_{\text{adv}} \) is the number of votes that adversarial messages may affect (number of k-samples that contain at least one adversarial message).

**Remarks**. (1) This condition ensures the consensus has more votes than the votes that adversarial messages are involved in. Therefore, when \( \bar{\pi} \) takes an action, there must exist some purely-benign
As in the discrete action case, the continuous Action Certificate for Continuous Action Space (Action Certificate for Discrete Action Space) Theorem 4.6 considers the worst-case scenario when the adversarial messages collaborate to vote for a malicious action and outweigh benign messages in all k-samples. However, such a worst-case attack is uncommon in practice as attackers are usually not omniscient. Therefore, Condition 4.5 is sufficient but not necessary for the robustness of $\pi$ during execution. In real-world problems, our algorithm achieves strong robustness without requiring this condition, as verified in experiments.

**Action Certificate for Discrete Action Space** The following theorem suggests that the ensemble policy $\pi$ always takes benign actions under the above conditions no matter whether attacks exist.

**Theorem 4.6** (Action Certificate for Discrete Action Space). When Condition 4.5 holds, the ensemble policy $\pi$ in Definition 4.2 produces benign actions under $m_{\text{adv}}$, i.e.,

$$\tilde{a} = \pi(\tau, m_{\text{adv}}) \in A_{\text{benign}}.$$  

Under Condition 4.5, which are easy to check, Theorem 4.6 certifies that $\pi$ ignores the malicious messages in $m_{\text{adv}}$ and executes a benign action that is suggested by some benign message combinations, even when the malicious messages are not identified. Then, we can further derive a reward certificate as introduced below.

**Reward Certificate for Discrete Action Space** When Condition 4.5 holds, the message-ensemble policy $\pi$’s action in every step falls into a benign action set, and thus its cumulative reward under adversarial communications is also guaranteed to be no lower than the worst natural reward the base policy $\pi$ can get under random benign message subsets. Therefore, adversarial communication under Assumption 3.1 cannot drop the reward of any agent trained with AME. The formal reward certificate is shown in Corollary A.1 in Appendix A.1.

4.2.2 Certificates in Continuous Action Space

The conditions and theoretical results in a continuous action space is slightly different from the discrete case introduced above. We first introduce a condition for certificates to hold.

**Condition 4.7** (Dominating Benign Sample). The ablation size $k$ of AME satisfies

$$\left(\frac{N - 1 - C}{k}\right) > \frac{1}{2}\left(\frac{N - 1}{k}\right).$$  \hspace{1cm} (6)

Remarks. (1) For the message set $m_{\text{adv}}$ that has up to $C$ adversarial messages, Equation 6 implies that among all $k$-samples from $m_{\text{adv}}$, there are more purely benign $k$-samples than $k$-samples that contain adversarial messages. (2) Under Assumption 3.1, this condition always has solutions for $k$ as $C < \frac{N - 1}{2}$, and $k = 1$ is always a feasible solution.

**Action Certificate for Continuous Action Space** As in the discrete action case, the continuous ensemble policy will output an action $\tilde{a}$ that follows the consensus of benign messages. But in a continuous action space, it is hard to ensure that $\tilde{a}$ is exactly in $A_{\text{benign}}$. Instead, $\tilde{a}$ is guaranteed to be within the range of $A_{\text{benign}}$, as detailed in the following theorem.

**Theorem 4.8** (Action Certificate for Continuous Action Space). Under Condition 4.7, the action $\tilde{a} = \pi(\tau, m_{\text{adv}})$ generated by the ensemble policy $\pi$ defined in Equation 2 satisfies

$$\tilde{a} \in \text{Range}(A_{\text{benign}}) := \{a : \forall 1 \leq l \leq L, \exists a_l \in A_{\text{benign}} \text{ s.t. } a_l \leq a_1 \leq \bar{a}_l\}.$$  \hspace{1cm} (7)

In other words, if the message-ensemble policy takes an action $\tilde{a}$, then at each dimension $l$, there must exist $a_1$ and $a_2$ suggested by some purely benign $k$-samples such that the $l$-th dimension of $a$, $\tilde{a}$ is lower and upper bounded by the $l$-th dimension of $a_1$ and $a_2$, respectively. In many practical problems, it is reasonable to assume that actions in $\text{Range}(A_{\text{benign}})$ are relatively safe, especially when benign actions in $A_{\text{benign}}$ are concentrated. For example, if the action denotes the driving speed, and benign message combinations have suggested driving at 40 mph or driving at 50 mph, then driving at 45 mph is also safe. Appendix A.2 provides more examples to explain $\text{Range}(A_{\text{benign}})$ in practice.

**Reward Certificate for Continuous Action Space** We prove that under Condition 4.7, the reward of the message-ensemble policy under communication attacks is lower bounded by the natural reward of message-abilation policy subtracting a environment-dependent constant. Intuitively, the gap between the natural performance and the worst-case performance under attacks is smaller when
the environment dynamics are relatively smooth and the benign k-samples achieve good consensus. Formal theoretical results and analysis is in Appendix A.2.

**How to Select Ablation Size k: Trade-off between Performance and Robustness**  The ablation size $k$ is an important hyperparameter for the guarantees to hold. For a fixed $C$, both Condition 4.5 and Condition 4.7 prefer a relatively small $k$ as detailed in Appendix E. That is, a smaller $k$ can improve the robustness in general. Figure 11 in Appendix E demonstrates the numerical relationships among $C$, $k$, and $N$, where we can see that a smaller $k$ enables guaranteed defense against more adversarial messages. However, we also point out that a smaller $k$ restricts the power of information sharing, as the message-ablation policy can access fewer messages in one step. Therefore, the value of $k$ is related to the trade-off between robustness and natural performance \cite{44,49}. In experiments, we use the largest $k$ satisfying Equation (6). In practice, one can also train several message-ablation policies with different $k$’s during training, and later adaptively select a message-ablation policy to construct a message-ensemble policy during execution (decrease $k$ if higher robustness is needed).

### 4.3 Extensions of AME

**Scaling Up: Ensemble with Partial Samples**  So far we have discussed the proposed AME defense and the constructed ensemble policy that aggregates all $\binom{N-1}{k}$ number of k-samples out of $N - 1$ messages. However, if $N$ is large, sampling all $\binom{N-1}{k}$ combinations of message subsets could be expensive. In this case, a smaller number of k-samples can be used. That is, given a sample size $0 < D \leq \binom{N-1}{k}$, we randomly select $D$ number of k-samples from $\mathbb{H}_k(m)$ (without replacement), and then we aggregate the message-ablation policy’s decisions on selected k-samples. In this way, we define a partial-sample version of the ensemble policy, namely $D$-ensemble policy $\tilde{\pi}_D$, whose formal definition is provided in Appendix A.3. In this case, the robustness guarantee holds with high probability that increases as $D$ gets larger, as detailed in Theorem A.5 in Appendix A.3. Decreasing the hyperparameter $D$ trades some robustness guarantee for higher computational efficiency. In our experiments, we empirically show that AME usually works well even for a small $D$ (e.g., $D = 1$).

**More Applications of AME**  The central idea of AME is to make decisions based on the consensus instead of each individual. Therefore, AME can be combined with any decision-making model to work with possibly-untrustworthy information sources, not only restricted to communication attacks in CMARL. For example, when one collects data from multiple sources (e.g., different websites, multiple questionnaires, etc.) and some sources may contain malicious information, AME can be used to make decisions based on the collected statistics without being significantly misled by false data. Moreover, the idea of AME can also be extended to detect attackers, by measuring the difference between the action suggested by any specific communication message and the ensemble policy’s action, as detailed and empirically verified in Appendix F.

### 5 Related Work

**Adversarial Robustness of RL Agents**  Section 5 introduces several adversarial attacks on single-agent and multi-agent problems. To improve the robustness of agents, adversarial training (i.e., introducing adversarial agents to the system during training \cite{12,31,49,40}) and network regularization \cite{50,38,28} are empirically shown to be effective under $\ell_p$ attacks, although such robustness is not theoretically guaranteed. Certifying the robustness of a network is an important research problem \cite{33,6,12}. In an effort to certify RL agents’ robustness, some approaches \cite{22,50,28,8} apply network certification tools to bound the Q networks and improve the worst-case value of the policy. Kumar et al. \cite{17} and Wu et al. \cite{46} follow the idea of randomized smoothing \cite{6} and smooth out the policy by adding Gaussian noise to the input.

**Communication in MARL**  Communication is crucial in solving collaborative MARL problems. There are many existing studies learning communication protocols across multiple agents. Foerster et al. \cite{9} are the first to learn differentiable communication protocols that is end-to-end trainable across agents. Another work by Sukhbaatar et al. \cite{29} proposes an efficient permutation-invariant centralized learning algorithm which learns a large feed-forward neural network to map inputs of all agents to their actions. It is also important to communicate selectively, since some communication may be less informative or unnecessarily expensive. To tackle this challenge, Das et al. \cite{7} propose an attention mechanism for agents to adaptively select which other agents to send messages to. Liu et al. \cite{21} introduce a handshaking procedure so that the agents communicate only when needed. Our
work assumes a pre-trained communication protocol and does not consider the problem of learning communication mechanisms.

**Adversarial Attacks and Defenses in CMARL** Recently, the problem of adversarial communication in MARL has attracted increasing attention. Blumenkamp et al. [3] show that in a cooperative game, communication policies of some self-interest agents can hurt other agents’ performance. To achieve robust communication, Mitchell et al. [25] adopt a Gaussian Process-based probabilistic model to compute the posterior probabilities that whether each partner is truthful. Tu et al. [45] investigate the vulnerability of multi-agent autonomous systems against communication attacks, with a focus on vision tasks. Xue et al. [47] propose an algorithm to defend against one adversarial communication message by an anomaly detector and a message reconstructor, which are trained with groundtruth labels and messages.

To the best of our knowledge, our AME is the first certifiable defense in MARL against communication attacks. Moreover, we consider a strong threat model where up to half of the communication messages can be arbitrarily corrupted, capturing many realistic types of attacks.

6 Empirical Study

In this section, we verify the robustness of our AME in multiple different CMARL environments against various communication attack algorithms. Then, we conduct hyperparameter tests for the ablation size $k$ and the sample size $D$ (for the variant of AME introduced in Section 4.3).

**Environments** To evaluate the effectiveness of AME, we consider the following environments.

- **FoodCollector**: a 2D particle environment adapted from the WaterWorld task in PettingZoo [41]. In our experiment, there are $N = 9$ agents with different colors searching for foods with the same colors. Agents use their limited-range sensors to observe the surrounding objects, while communicating with each other to share their observations. The action space can be either discrete (9 moving directions and 1 no-move action), or continuous (2-dimensional vector denoting acceleration). Agents are penalized for having leftover foods at every step, so they seek to find all foods as fast as possible.

- **InventoryManager**: simulating a real-world inventory management problem. $N = 10$ cooperative distributor agents carry inventory for 3 products. There are 300 buyers sharing an underlying demand distribution. At every step, each buyer requests products from a randomly selected distributor. Then, each distributor agent observes random demand requests, takes restocking actions (continuous) to adjust its own inventory, and communicates with others by sending its demand observations. Distributors are penalized for mismatches between their inventory and the demands.

The detailed description of each environment is in Appendix C.1 where we empirically show that agents benefit a lot from communication in these environments. Since our focus is to defend against adversarial communication over any communication policy, we let the benign agents communicate via fixed protocols detailed in Appendix C.1. But our method also works for learned communications, as verified by additional experiments on an MARL image classification task in Appendix D.

**Implementation and Baselines** As discussed in Section 4, our AME is designed to defend against communication attacks, and can be fused with any policy learning algorithm. In FoodCollector
and InventoryManager, we use PPO [36] with parameter sharing [42] as the base policy learning algorithm as it achieves relatively high natural performance. But our AME can be applied to other MARL algorithms, such as QMIX [34] that is evaluated in Appendix C.3. With the same policy learning method, we compare our AME with two defense baselines: (1) (Vanilla): vanilla training without defense, which learns a policy based on all benign messages. (2) (AT) adversarial training as in [49], which alternately trains an adaptive RL attacker and an agent. During training and defending, we set the ablation size AME as \( k = 2 \), the largest solution to Equation (6) for \( C = 2 \) when \( N = 9 \) (FoodCollector) or \( N = 10 \) (InventoryManager). For AT, we train the agent against \( C = 2 \) learned adversaries. More implementation details are provided in Appendix C.2.

**Evaluation Metrics** To evaluate the effectiveness of our defense strategy, we test the performance of the trained policies under no attack and under various values of \( C \) (for simplicity, we refer to \( C \) as the number of adversaries). Different from previous work [3] where the adversarial agent disrupts all the other agents, we consider the case where the attacker deliberately misleads a selected victim, which could evaluate the robustness of the victim under the harshest attacks. We report the victim’s local reward under the following two types of attack methods: (1) *Non-adaptive attack* that perturbs messages based on heuristics. In FoodCollector, we consider randomly generated messages within the valid range of communication messages. Note that this is already a strong attack since a randomly generated message could be arbitrary and far from the original benign message. For InventoryManager where messages have clear physical meanings (demand of buyers), we consider 3 realistic attacks: Perm-Attack, Swap-Attack, Flip-Attack, which permute, swap or flip the demand observations, respectively, as detailed in Appendix C.2.2. (2) *Learned adaptive attack* that learns the strongest/worst adversarial communication with an RL algorithm to minimize the victim’s reward (a white-box attacker which knows the victim’s reward). The learned attack can strategically mislead the victim. As shown in prior works [50, 49, 40], the theoretically optimal attack (which minimizes the victim’s reward) can be formed as an RL problem and learned by RL algorithms. Therefore, we can regard this attack as a worst-case attack for the victim agents. More details are in Appendix C.2.

**Experiment Results** The results are shown in Figure 2. We can see that the rewards of Vanilla and AT drastically drop under attacks. Under strong adaptive attackers, Vanilla and AT sometimes perform worse than a non-communicative agent shown by dashed red lines, which suggests that communication can be a double-edged sword. Although AT is usually effective for \( \ell_p \) attacks [49], we find that AT does not achieve better robustness than Vanilla, since it cannot adapt to arbitrary perturbations to several messages. (More analysis of AT is in Appendix C.2) In contrast, AME can utilize benign communication well while being robust to adversarial communication. We use \( k = 2 \) for our AME, which in theory provides performance guarantees against up to \( C = 2 \) adversaries for \( N = 9 \) and \( N = 10 \). We can see that the reward of AME under \( C = 1 \) or \( C = 2 \) is similar to its reward under no attack, matching our theoretical analysis. Even under 3 adversaries where the theoretical guarantees no longer hold, AME still obtains superior performance compared to Vanilla and AT. Therefore, AME makes agents robust under varying numbers of adversaries.

**Additional Results in MARL Image Classification** In addition to the above two environments, we also evaluate our proposed AME defense in an MARL classification task in the MNIST dataset [19], which is proposed by Mousavi et al. [26]. In this classification problem, every agent observes a local patch of an image and takes actions to move to adjacent patches. Agents are allowed to communicate their encoded local beliefs, which are learned by LSTM networks [15]. Figure 3 shows the classification precision of AME and baselines under adaptive attacks. We can see that the attacks significantly mislead Vanilla and AT, while AME stays robust. More details and results of this task are provided in Appendix D.

**Hyperparameter Tests for Ablation Size \( k \)** To see the empirical influence of \( k \) on AME, we evaluate AME’s natural reward and reward under \( C = 2 \) attacks with different ablation sizes \( k \). The result in discrete-action FoodCollector is shown in Figure 4 (left), while results in other environments are similar and are put in Appendix C.3. We observe that a larger \( k \) leads to higher natural performance since each agent could gather more information from others. However, raising \( k \) also increases the risk of making decisions based on communication messages sent from an adversary. Therefore, increasing ablation size \( k \) trades off robustness for natural performance, matching the analysis in Section 4.2. Moreover, as the largest solution to Equation (6) in Condition 4.7 ablation size \( k = 2 \)
achieves a good balance between performance and robustness. Even when $k > 2$ which breaks Condition 4.7, AME is still more robust than baselines.

**Hyper-parameter Test for Sample Size $D$**

We further evaluate the partial-sample variant of AME introduced in Section 4.3 using $k = 2$ under $C = 2$ adversaries, with $D$ varying from $(N−1)_k$ (the largest sample size) to 1 (the smallest sample size). Figure 4(right) demonstrate the performance of different $D$’s in discrete-action FoodCollector, and Appendix C.3 shows other results. As $D$ goes down, AME obtains lower reward under attackers, but it is still significantly more robust than baseline methods. For example, AME in FoodCollector obtains much higher reward than Vanilla under attacks even when $D = 1$ (using only 1 random k-sample in the message-ensemble policy).

7 Conclusion

This paper formulates communication attacks in MARL problems, and proposes a defense framework AME, which is certifiably robust against multiple arbitrarily perturbed adversarial communication messages, based on randomized ablation and aggregation of messages. We show in theory and by experiments that AME maintains its performance under various communication perturbations. Even when theoretical conditions do not hold, AME is still moderately robust and significantly outperforms other defenses baselines. AME is a generic defense that can be applied to any policy learning workflow, and can easily scale up to many real-world tasks. In Appendix E, we provide detailed analysis on hyperparameter selection and its relation to the trade-off between natural performance and robustness. The idea of AME can also be extended to attack detection as discussed in Appendix F.
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Appendix

A Additional Theoretical Definitions and Analysis

Relation between Communication Attack and $\ell_0$ Observation Attack The communication threat model described in Section 3 is analogous to a constrained $\ell_0$ attack on policy inputs. When agent $i$ is attacked, the input space of its acting policy $\pi_i$ is $\mathcal{X}_i := \Gamma_i \times \mathcal{M}^{N-1}$. Therefore, when $C$ communication messages are corrupted, the original input $x_i$ gets perturbed to $\tilde{x}_i$. Let $d$ be the dimension of a communication message, then $x_i$ and $\tilde{x}_i$ differ by up to $dC$ dimensions, which is similar to an $\ell_0$ attack constrained in certain dimensions.

A.1 Additional Analysis of AME in Discrete Action Space

Reward Certificate Theorem 4.6 justifies that under sufficient majority votes, the message-ensemble policy $\hat{\pi}$ ignores the malicious messages in $m_{adv}$ and executes a benign action that is suggested by some benign message combinations, even when the malicious messages are not identified. It is important to note that, when the message-ensemble policy $\hat{\pi}$ selects an action $\tilde{a}$, there must exist at least one purely benign k-sample that let the message-ablation policy $\tilde{\pi}$ produce $\tilde{a}$. Therefore, as long as $\tilde{\pi}$ can obtain high reward with randomly selected benign k-samples, $\hat{\pi}$ can also obtain high reward with ablated adversarial communication due to its design.

Specifically, we consider a specific agent with message-ablation policy $\tilde{\pi}$ and message-ensemble policy $\hat{\pi}$ (suppose other agents are executing fixed policies). Let $\nu: \mathcal{M}^{N-1} \to \mathcal{M}^{N-1}$ be an attack algorithm that perturbs at most $C$ messages in a message set. Let $\zeta \sim Z(P, \pi)$ be a trajectory of policy $\pi$ under no attack, i.e., $\zeta = (\nu^{(0)}, m^{(0)}, a^{(0)}, r^{(0)}, \nu^{(1)}, m^{(1)}, a^{(0)}, r^{(0)}, \ldots)$. (Recall that a message-ablation policy $\tilde{\pi}$ takes in a random size-$k$ subset of $m^{(0)}$ and outputs action $a^{(1)}$.) When there exists attack with $\nu$, let $\zeta_\nu \sim Z(P, \pi; \nu)$ be a trajectory of policy $\pi$ under communication attacks, i.e., $\zeta_\nu = (\nu^{(0)}, m^{(0)}), a^{(0)}, r^{(0)}, a^{(1)}, \nu^{(1)}, a^{(0)}, r^{(0)}, \ldots)$. For any trajectory $\zeta$, let $r(\zeta)$ be the discounted cumulative reward of this trajectory.

With the above notations, we propose the following reward certificate.

**Corollary A.1 (Reward Certificate for Discrete Action Space).** When Condition 4.7 and Condition 4.5 hold at every step of execution, the cumulative reward of ensemble policy $\pi$ defined in Equation (1) under adversarial communication is no lower than the lowest cumulative reward that the ablation policy $\tilde{\pi}$ can obtain with randomly selected k-samples under no attacks, i.e.,

$$\min_{\zeta \sim Z(P, \pi; \nu)} r(\zeta_\nu) \geq \min_{\zeta \sim Z(P, \pi)} r(\zeta),$$

for any attacker $\nu$ satisfying Assumption 3.1 ($C < \frac{N-1}{2}$).

**Remarks.** (1) The certificate holds for any attack algorithm $\nu$ with $C < \frac{N-1}{2}$. (2) The message-ablation policy $\tilde{\pi}$ has extra randomness from the sampling of k-samples. That is, at every step, $\tilde{\pi}$ takes a uniformly randomly selected k-sample from $\mathcal{H}_k(m)$. Therefore, the $\min_{\zeta}$ in the RHS considers the worst-case message sampling in the clean environment without attacks. Since $\pi$ always takes actions selected by some purely-benign message combinations, the trajectory generated by $\pi$ can also be produced by the message-ablation policy. (3) Note that the RHS ($\min_{\zeta \sim Z(P, \pi)} r(\zeta)$) can be approximately estimated by executing $\tilde{\pi}$ during training time, so that the test-time performance of $\pi$ is guaranteed to be no lower than this value, even if there are up to $C$ corrupted messages at every step.

Appendix B provides detailed proofs for the above theoretical results.

A.2 Additional Analysis of AME in Continuous Action Space

Note that Theorem 4.8 certifies that the selected action is in a set of actions that are close to benign actions $\text{Range}(\mathcal{A}_\text{benign})$, but does not make any assumption on this set. Next we interpret this result in details.

**How to Understand $\text{Range}(\mathcal{A}_\text{benign})$?** Theoretically, $\text{Range}(\mathcal{A}_\text{benign})$ is a set of actions that are coordinate-wise bounded by base actions resulted from purely benign k-samples. In many practical
problems, it is reasonable to assume that actions in Range($A_{\text{benign}}$) are relatively safe, especially when benign actions in $A_{\text{benign}}$ are concentrated. The following examples illustrate some scenarios where actions in Range($A_{\text{benign}}$) are relatively good.

1. If the action denotes the price a seller sells its product in a market, and the communication messages are the transaction signals in an information pool, then Range($A_{\text{benign}}$) is a price range that is determined based on purely benign messages. Therefore, the seller will set a reasonable price without being influenced by a malicious message.

2. If the action denotes the driving speed, and benign message combinations have suggested driving at 40 mph or driving at 50 mph, then driving at 45 mph is also safe.

3. If the action is a vector denoting movements of all joints of a robot (as in many MuJoCo tasks), and two slightly different joint movements are suggested by two benign message combinations, then an action that does not exceed the range of the two benign movements at every joint is likely to be safe as well.

The above examples show by intuition why the message-ensemble policy can be regarded as a relatively robust policy. However, in extreme cases where there exists "caveat" in Range($A_{\text{benign}}$), taking an action in this set may also be unsafe. To quantify the influence of Range($A_{\text{benign}}$) on the long-term reward, we next analyze the cumulative reward of the message-ensemble policy in the continuous-action case.

**How Does** Range($A_{\text{benign}}$) **Lead to A Reward Certificate?** Different from the discrete-action case, the message-ensemble policy $\tilde{\pi}$ in a continuous action space may take actions not in $A_{\text{benign}}$ such that it generates trajectories not seen by the message-ablation policy $\hat{\pi}$. However, since the action of $\tilde{\pi}$ is guaranteed to stay in Range($A_{\text{benign}}$), we can bound the difference between the value of $\tilde{\pi}$ and the value of $\hat{\pi}$, and how large the different is depends on some properties of Range($A_{\text{benign}}$).

Concretely, Let $R$ and $P$ be the reward function and transition probability function of the current agent when the other agents execute fixed policies. So $R(s, a)$ is the immediate reward of taking action $a$ at state $s$, and $P(s' | s, a)$ is the probability of transitioning to state $s'$ from $s$ by taking action $a$. (Note that $s$ is the underlying state which may not be observed by the agent.)

**Definition A.2 (Dynamics Discrepancy of $\hat{\pi}$).** A message-ablation policy $\hat{\pi}$ is called $\epsilon_R, \epsilon_P$-discrepant if $\epsilon_R, \epsilon_P$ are the smallest values such that for any $s \in S$ and the corresponding benign action set $A_{\text{benign}}$, we have $\forall a_1, a_2 \in \text{Range}(A_{\text{benign}})$,

$$|R(s, a_1) - R(s, a_2)| \leq \epsilon_R,$$

$$\int |P(s' | s, a_1) - P(s' | s, a_2)| ds' \leq \epsilon_P. \quad (10)$$

**Remarks.** (1) Equation (10) is equivalent to that the total variance distance between $P(\cdot | s, a_1)$ and $P(\cdot | s, a_2)$ is less than or equal to $\epsilon_P/2$. (2) For any environment with bounded reward, $\epsilon_R$ and $\epsilon_P$ always exist.

Definition 2 characterizes how different the local dynamics of actions in Range($A_{\text{benign}}$) are, over all possible states. If Range($A_{\text{benign}}$) is small and the environment is relatively smooth, then taking different actions within this range will not result in very different future rewards. The theorem below shows a reward certificate for the message-ensemble policy $\tilde{\pi}$.

**Theorem A.3 (Reward Certificate for Continuous Action Space).** Let $V^{\tilde{\pi}}(s)$ be the clean value (discounted cumulative reward) of $\tilde{\pi}$ starting from state $s$ under no attack; let $V^{\pi}_{\nu}(s)$ be the value of $\nu$ starting from state $s$ under attack algorithm $\nu$, where $\nu$ satisfies Assumption 3.7, let $k$ be an ablation size satisfying Condition 4.7. If $\tilde{\pi}$ is $\epsilon_R, \epsilon_P$-discrepant, then for any state $s \in S$, we have

$$\min_{\nu} V^{\tilde{\pi}}_{\nu}(s) \geq V^{\tilde{\pi}}(s) - \frac{\epsilon_R + \gamma V_{\max} \epsilon_P}{1 - \gamma}, \quad (11)$$

where $V_{\max} := \sup_{s, \pi} |V^\pi(s)|$.

**Remarks.** (1) The certificate holds for any attack algorithm $\nu$ with $C < \frac{N - 1}{2}$. (2) If $\epsilon_R$ and $\epsilon_P$ are small, then the performance of message-ensemble policy $\tilde{\pi}$ under attacks is similar to the performance of the message-ablation policy $\hat{\pi}$ under no attack.
As motivated in Section 4.3, our AME can be extended to a partial-sample version, where the

Theorem A.4

(Theorem A.5)

Theorem A.5 below further shows the theoretical result for a continuous action space.

D

The following theorem shows a general guarantee for

Theorem A.5

(General Action Guarantee for Continuous Action Space)

D

For notation simplicity, let

In the partial-sample version of AME, we can still provide high-probability robustness guarantees.

Theorem A.4 (General Action Guarantee for Discrete Action Space). Given an arbitrary sample

size

, for the D-ensemble policy \( \pi_D \) defined in Equation (12), Relation (5) holds
deterministically if the majority vote \( u_{\max} > n_1 - n_2 \). Otherwise it holds with probability at least

Theorem A.5 below further shows the theoretical result for a continuous action space.

Theorem A.5 (General Action Guarantee for Continuous Action Space). Given an arbitrary sample

size

, for the D-ensemble policy \( \pi_D \) defined in Equation (13) with an ablation size \( k \) satisfying Condition (4.7) Relation (7) holds with probability at least

where \( \hat{D} = \lfloor \frac{D}{2} \rfloor + 1 \).

The larger \( D \) is, the higher the probability \( p_D \) is, the more likely that the message-ensemble policy selects an action in \( \text{Range}(A_{\text{benign}}) \). In Theorem A.5 when \( D = \binom{N-1}{k} \), the probability \( p_D \) is 1 and the result matches Theorem 4.8.

Technical proofs of all theoretical results can be found in Appendix B.

A.3 Extension of AME with Partial Samples

As motivated in Section 4.3, our AME can be extended to a partial-sample version, where the

ensemble policy is constructed by \( D \) instead of \( \binom{N-1}{k} \) samples. Let \( \mathcal{H}_{k,D}(m) \) be a subset of \( \mathcal{H}_k(m) \) that contains \( D \) random \( k \)-samples from \( \mathcal{H}_k(m) \). Then the \( D \)-ensemble policy \( \pi_D \) is defined as

for a discrete action space, and

for a continuous action space.

In the partial-sample version of AME, we can still provide high-probability robustness guarantees.

For notation simplicity, let \( n_1 = \binom{N-1}{k}, n_2 = \binom{N-C-1}{k} \). Define the majority vote as

The following theorem shows a general guarantee for \( D \)-ensemble policy in a discrete action space.

Theorem A.4 (General Action Guarantee for Discrete Action Space). Given an arbitrary sample

size

, for the \( D \)-ensemble policy \( \pi_D \) defined in Equation (12), Relation (5) holds
deterministically if the majority vote \( u_{\max} > n_1 - n_2 \). Otherwise it holds with probability at least

Theorem A.5 is a special case of Theorem A.4 since it assumes \( u_{\max} > n_1 - n_2 \).

Technical proofs of all theoretical results can be found in Appendix B.

B Technical Proofs

For the simplicity of the proof, we make the following definition.
Definition B.1. (Purely Benign k-sample and contaminated k-sample) A k-sample \( [m]_k \in \mathcal{H}_k(m) \) is purely benign if every message in \( [m]_k \) comes from a benign agent and is unperturbed. A k-sample \( [m]_k \in \mathcal{H}_k(m) \) is contaminated if there exists some message in \( [m]_k \) that is perturbed.

For notation simplicity, let \( n_1 := |\mathcal{H}_k(m)| = \binom{N-1}{k} \) be the total number of k-samples from a message set \( m \). Note that the total number of purely benign k-samples is \( n_2 := \binom{N-C-1}{k} \), and the total number of contaminated k-samples is \( n_1 - n_2 = \binom{N-1}{k} - \binom{N-C-1}{k} \).

B.1 Proofs in Discrete Action Space

**Action Certificates.** We first prove the action certificates in the discrete action. Note that Theorem 4.6 is a special case of Theorem A.4 \((u_{\max} > n_1 - n_2 \text{ and } D = \binom{N-1}{k})\), so we first prove the general version Theorem A.4 and then Theorem 4.6 holds as a result.

**Proof of Theorem A.4 and Theorem 4.6.** The majority voted action \( \hat{a} \) is a benign action, i.e., \( \hat{a} \in \mathcal{A}_{\text{benign}} \), if the ablation policy \( \hat{\pi} \) renders action \( \hat{a} \) for at least one purely benign k-sample. If \( u_{\max} > n_1 - n_2 \), since \( n_1 - n_2 \) is exactly the total number of contaminated k-samples, then it is guaranteed that there is at least one purely benign k-sample for which \( \hat{\pi} \) renders \( \hat{a} \). Thus, \( \hat{a} \in \mathcal{A}_{\text{benign}} \), and Theorem 4.6 holds.

On the other hand, if \( u_{\max} \leq n_1 - n_2 \), then in order for \( \hat{a} \) to be in \( \mathcal{A}_{\text{benign}} \), among the \( u_{\max} \) k-samples resulting in \( \hat{a} \) there can be at most \( u_{\max} - 1 \) contaminated k-samples. There are \( \sum_{j=0}^{u_{\max}-1} \binom{n_1-n_2}{n_2-j} \binom{N-1-j}{D-j} \) such combinations in terms of the sampling of \( D \), and the total number of combinations are \( \binom{n_1}{D} \). Therefore, we get Equation (15).

**Reward Certificate.** Next, following Theorem 4.6 we proceed to prove the reward certificate.

**Proof of Corollary A.7.** Based on the definition of benign action set \( \mathcal{A}_{\text{benign}} \), \( \hat{\pi} \) selects an action \( \hat{a} \) if and only if there exists a purely benign k-sample \([m]_k \in \mathcal{H}_k(m) \) such that the message-ablation policy \( \hat{\pi} \) selects \( \hat{a} = \hat{\pi}(\tau, [m]_k) \). Therefore, for any trajectory generated by \( \hat{\pi} \) under attacks, there is a trajectory of \( \hat{\pi} \) with a list of k-samples \([m]_k^{(1)}, [m]_k^{(2)}, \ldots \) that renders the same cumulative reward under no attack.

B.2 Proofs in Continuous Action Space

**Action Certificate.** Similar to the discrete-action case, we first prove Theorem A.5 and then prove Theorem 4.8 as a special case of Theorem A.5.

**Proof of Theorem A.5.** To understand the intuition of element-wise median operation in continuous action space, let us first start with an intuitive example: consider 5 arbitrary numbers \( x_1, x_2, x_3, \) and if we already know 3 of them \( x_1, x_2, x_3, \) then it is certain that \( \min(x_1, x_2, x_3) \leq \text{Median}(x_1, \ldots, x_5) \leq \max(x_1, x_2, x_3) \). Therefore, when purely benign k-samples form the majority (Condition 4.7), the element-wise median action falls into the range of actions produced by safe messages.

To be more general, in a continuous action space, \( \hat{a} \in \text{Range}(\mathcal{A}_{\text{benign}}) \) is equivalent to the condition that out of the \( D \) sampled k-samples, purely benign k-samples make up the majority. There are \( \sum_{j=0}^{D} \binom{n_1-n_2}{n_2-j} \binom{D-j}{D-j} \) such combinations in terms of the sampling of \( D \), where \( D = \lfloor \frac{D}{2} \rfloor + 1 \). Once again the total number of combinations is \( \binom{n_1}{D} \). Therefore, we get Equation (16).

**Proof of Theorem 4.8.** The proof of Theorem 4.8 follows as a special case of Theorem A.5 when \( D = \binom{N-1}{k} = n_1 \). In this case, the only non-zero term left in the numerator of \( p_D \) is \( \binom{n_2}{n_1-n_2} = \binom{n_2}{n_1-n_2} = 1 \) (we need \( n_2 \geq j \) and \( n_1 - n_2 \geq n_1 - j \) to keep the numerator from vanishing, which implies \( j = n_2 \), which is no lower than \( D \) since \( n_2 > n_1/2 \) due to Condition 4.7). Hence we have \( p_D = 1 \).
Without loss of generality, let \( \nu \) denote the range of benign action at state \( s \), which leads to the desired relation in Theorem A.3.

**Reward Certificate.** Next, we derive the reward guarantee for the continuous-action case.

**Proof of Theorem A.3** We let \( \mathbb{P}(a|s; \pi) \) be the probability of the message-ablation policy \( \hat{\pi} \) taking action \( a \) at state \( s \), where \( \pi \) can be either the message-ablation policy \( \hat{\pi} \) or the message-ensemble policy \( \tilde{\pi} \). Note that this is a conditional probability function, and the policy does not necessarily observe \( s \).

Without loss of generality, let \( \nu^* \) be the optimal attacking algorithm that minimizes \( \hat{V}_{\nu^*}^{\pi} \). Let \( \mathcal{A} \) denote the range of benign action at state \( s \) induced by the current message-ablation policy \( \hat{\pi} \). Then we have

\[
\sup_{s \in \mathcal{S}} |V^{\pi}(s) - \hat{V}_{\nu^*}^{\pi}(s)| = \sup_{s \in \mathcal{S}} \left| \mathbb{E}_{a \sim \mathbb{P}(a|s; \hat{\pi})} \left[ R(s,a) + \gamma \int P(s'|s,a)V^{\pi}(s')ds' \right] - \mathbb{E}_{a \sim \mathbb{P}(a|s; \pi)} \left[ R(s,a) + \gamma \int P(s'|s,a)\hat{V}_{\nu^*}^{\pi}(s')ds' \right] \right|
\]

\[
\leq \sup_{s \in \mathcal{S}} \sup_{a_1,a_2 \in \mathcal{A}} \left| R(s,a_1) + \gamma \int P(s'|s,a_1)V^{\pi}(s')ds' - R(s,a_2) \right| \sup_{a_1,a_2 \in \mathcal{A}} \left( \gamma \int P(s'|s,a_1)V^{\pi}(s')ds' - \gamma \int P(s'|s,a_2)\hat{V}_{\nu^*}^{\pi}(s')ds' \right)
\]

\[
\leq \epsilon_R + \gamma \sup_{s \in \mathcal{S}} \sup_{a_1,a_2 \in \mathcal{A}} \left| \int P(s'|s,a_1)V^{\pi}(s')ds' - \int P(s'|s,a_2)\hat{V}_{\nu^*}^{\pi}(s')ds' \right|
\]

\[
\leq \epsilon_R + \gamma \sup_{s \in \mathcal{S}} \sup_{a_1,a_2 \in \mathcal{A}} \left| \int P(s'|s,a_1)V^{\pi}(s')ds' - \int P(s'|s,a_1)\hat{V}_{\nu^*}^{\pi}(s')ds' \right| + \gamma \sup_{s \in \mathcal{S}} \sup_{a_1,a_2 \in \mathcal{A}} \left| \int P(s'|s,a_1)\hat{V}_{\nu^*}^{\pi}(s')ds' - \int P(s'|s,a_2)\hat{V}_{\nu^*}^{\pi}(s')ds' \right|
\]

\[
\leq \epsilon_R + \gamma \sup_{s \in \mathcal{S}} |V^{\pi}(s) - \hat{V}_{\nu^*}^{\pi}(s)| + \gamma \sup_{s \in \mathcal{S}} |V_{\max}(s) - \hat{V}_{\nu^*}^{\pi}(s)| + \gamma \mathbb{V}_{\max}(\epsilon_p).
\]

By solving for the recurrence relation over \( \sup_{s \in \mathcal{S}} |V^{\pi}(s) - \hat{V}_{\nu^*}^{\pi}(s)| \), we obtain

\[
\sup_{s \in \mathcal{S}} |V^{\pi}(s) - \hat{V}_{\nu^*}^{\pi}(s)| \leq \frac{\epsilon_R + \gamma \mathbb{V}_{\max}(\epsilon_p)}{1 - \gamma}.
\]

which leads to the desired relation in Theorem A.3.

\[ \square \]
C  Experiment Details and Additional Results in FoodCollector and InventoryManager

C.1  More Environment Description

C.1.1  FoodCollector

The FoodCollector environment is a 2D particle world shown by Figure 5(left). There are \( N = 9 \) agents with different colors, and \( N \) foods with colors corresponding to the \( N \) agents. Agents are rewarded when eating foods with the same color. A big round obstacle is located in the center of the map, which the agent cannot go through. There are some poisons (shown as black dots) in the environment, and the agents get penalized whenever they touch the poison. Each agent has 6 sensors that detect the objects around it, including the poisons and the colored foods. The game is episodic, with horizon set to be 200. In the beginning of each episode, the agents, foods and poisons are randomly generated in the world.

![Figure 5: The FoodCollector Environment. For figure readability, we only show 3 agents colored as red/green/blue. In our experiments, there are 9 agents.](image)

**Figure 5: FoodCollector**: Reward of agents trained by PPO with communication v.s. without communication. Black dashed line stands for the mean performance of the agent when selecting actions uniformly randomly.

**State Observation** Each of the 6 sensors can detect the following values when the corresponding element is within the sensor’s range (the corresponding dimensions are 0’s if nothing is detected):

1. (if detects a food) the distance to a food (real-valued);
2. (if detects a food) the color of the food (one-hot);
3. (if detects an obstacle) the distance to the obstacle (real-valued);
4. (if detects the boundary) the distance to the boundary (real-valued);
5. (if detects another agent) the distance to another agent (real-valued).

The observation of an agent includes an agent-identifier (one-hot encoding), its own location (2D coordinates), its own velocity, two flags of colliding with its food and colliding with poison, and the above sensory inputs. Therefore, the observation space is a \((7N + 30)\)-dimensional vector space.

**Agent Action** The action space can be either discrete or continuous. For the discrete version, there are 9 actions including 8 moving directions (north, northwest, west, southwest, south, southeast, east,
and 1 no-move action. For the continuous version, the action is an acceleration decision, denoted by a 2-dimensional real-valued vector, with each coordinate taking values in $[-0.01, 0.01]$.

**Reward Function** At every step, each agent will receives a negative reward $-0.5$ if it has not eaten all its food. In addition, it receives extra $-1$ reward if it collides with a poison. Therefore, every agent is expected to explore the environment and eat all food as fast as possible. The team reward is calculated by the average of all agents’ local rewards. Note that the agents’ actions do not affect each other, because they have different target foods to collect. *Agents collaborate only via communication introduced below.*

**Communication Protocol** Due to the limited sensory range, every agent can only see the objects around it and thus only partially observes the world. Therefore, communication among agents can help them find their foods much faster. Since our focus is to defend against adversarially perturbed communications, we first define a valid and beneficial communication protocol, where an agent sends a message to a receiver once it observes a food with the receiver’s color. For example, if a red agent encounters a blue food, it can then send a message to the blue agent so that the blue agent knows where to find its food. To remember the up-to-date communication, every agent maintains a list of most recent $N - 1$ messages sent from other $N - 1$ agents. A message contains the sender’s current location and the relative distance to the food (recorded by the 6 sensors), which are bounded between -1 and 1. Therefore, a message is a 8-dimensional vector, and each agent’s communication list has $8(N - 1)$ dimensions in total.

**Communication Gain** During training with communication, we concatenate the observation and the communication list of the agent to an MLP-based policy, compared to the non-communicative case where the policy only takes in local observations. More implementation details are in Appendix C.2.1. As verified in Figure 6, communication does help the agent to obtain a much higher reward in both discrete action and continuous action cases, which suggests that the agents tend to rely heavily on the communication messages for finding their food.

### C.1.2 InventoryManager

The *InventoryManager* environment is an inventory management setup, where $N = 10$ cooperative heterogeneous distributors carry inventory for $M = 3$ products. A population of $B = 300$ buyers request a product from a randomly selected distributor agent according to a demand distribution $p = [p_1, \ldots, p_M]$. We denote the demand realization for distributor $i$ with $d_i = [d_{i,1}, \ldots, d_{i,M}]$. Distributor agents manage their inventory by restocking products through interacting with the buyers. The game is episodic with horizon set to 50. At the beginning of each episode, a realization of the demand distribution $p$ is randomly generated and the distributors’ inventory for each product is randomly initialized from $[0, \frac{300}{N}]$, where $\frac{300}{N}$ is the expected number of buyers per distributor. The distributor agents are penalized for mismatch between their inventory and the demand for a product, and they aim to restock enough units of a product at each step to prevent insufficient inventory without accruing a surplus at the end of each step.

**State Observation** A distributor agent’s observation includes its inventory for each product, and the products that were requested by buyers during the previous step. The observation space is a 2$M$-dimensional vector.

**Agent Action** Distributors manage their inventory by restocking new units of each product or discarding part of the leftover inventory at the beginning of each step. Hence, agents take both positive and negative actions denoted by an $M$-dimensional vector, and the action space can be either discrete or continuous. In our experiments, we use continuous actions assuming that products are divisible and distributors can restock and hold fractions of a product unit.

**Reward Function** During each step, agent $i$’s reward is defined as $r_i = -||\text{max}(I_i + a_i, 0) - d_i||_2$, where $I_i$ denotes the agents initial inventory vector, and $a_i$ denotes the inventory restock vector from action policy $\pi_i$. Note that the agents’ actions do not affect each other. *Agents collaborate only via communication introduced below.*

**Communication Protocol** Distributors learn the demand distribution and optimize their inventory by interacting with their own customers (i.e., portion of buyers that request a product from that distributor). Distributors would benefit from sharing their observed demands with each other, so that they could estimate the demand distribution more accurately for managing inventory. At the end of each step, a distributor communicates an $M$-dimensional vector reporting its observed demands to all
other agents. In the case of adversarial communications, this message may differ from the agents’ truly observed demands.

**Communication Gain** During training with communication, messages received from all other agents are concatenated to the agent’s observation, which is used to train an MLP-based policy, compared to the non-communicative case where the policy is trained using only local observations. As observed from Figure 7, communication helps agents obtain higher rewards since they are able to manage their inventory based on the overall demands observed across the population of buyers rather than their local observation. Results are reported by averaging rewards corresponding to 5 experiments run with different training seeds.

![Figure 7: InventoryManager](image)

Figure 7: **InventoryManager**: Reward of agents trained with communication v.s. without communication.

### C.2 Implementation Details

#### C.2.1 FoodCollector

**Implementation of Trainer** In our experiments, we use the Proximal Policy Optimization (PPO) [36] algorithm to train all agents (with parameter sharing among agents) as well as the attackers. Specifically, we adapt from the elegant OpenAI Spinning Up [1] Implementation for PPO training algorithm. On top of the Spinning Up PPO implementation, we also keep track of the running average and standard deviation of the observation and normalize the observation. All experiments are conducted on NVIDIA GeForce RTX 2080 Ti GPUs.

For the policy network, we use a multi-layer perceptron (MLP) with two hidden layers of size 64. For a discrete action space, a categorical output distribution is used. For a continuous action space, since the valid action is bounded within a small range [-0.01,0.01], we parameterize the policy as a Beta distribution, which has been proposed in previous works to better solve reinforcement learning problems with bounded actions [5]. In particular, we parameterize the Beta distribution by \( \alpha \) and \( \beta \), such that \( \alpha = \log(1+e^{\theta_1(s)})+1 \) and \( \beta = \log(1+e^{\theta_2(s)})+1 \) (1 is added to make sure that \( \alpha, \beta \geq 1 \)). Then, \( \pi(a|s) = f \left( \frac{a-h}{2h}; \alpha, \beta \right) \), where \( h = 0.01 \), and \( f(x; \alpha, \beta) = \frac{\Gamma(\alpha+\beta)}{\Gamma(\alpha)\Gamma(\beta)} x^{\alpha-1} (1-x)^{\beta-1} \) is the density function of the Beta Distribution. For the value network, we also use an MLP with two hidden layers of size 64.

In terms of other hyperparameters used in the experiments, we use a learning rate of 0.0003 for the policy network, and a learning rate of 0.001 is used for the value network. We use the Adam optimizer with \( \beta_1 = 0.99 \) and \( \beta_2 = 0.999 \). For every training epoch, the PPO agent interacts with the environment for 4000 steps, and it is trained for 500 epochs in our experiments.

**Attacker** An attacker maps its own observation to the malicious communication messages that it will send to the victim agent. Thus, the action space of the attacker is the communication space of a benign agent, which is bounded between -1 and 1.

- **Non-adaptive Attacker** We implement a fast and naive attacking method for the adversary. At every dimension, the naive attacker randomly picks 1 or -1 as its action, and then sends the perturbed message which consists entirely of 1 or -1 to the victim agent.
- **Adaptive RL Attacker** We use the PPO algorithm to train the attacker, where we set the reward of the attacker to be the negative reward of the victim. The attacker uses a Gaussian policy, where the action is clipped to be in the valid communication range. The network
architecture and all other hyperparameter settings follow the exact same from the clean agent training.

**Implementation of Baselines**

- **Vanilla Learning**: For Vanilla method, we train a shared policy network to map observations and communication to actions.

- **Adversarial Training (AT)**: For adversarial training, we alternate between the training of attacker and the training of the victim agent. Both the victim and attackers are trained by PPO. For every 200 training epochs, we switch the training, where we either fix the trained victim and train the attacker for the victim or fix the trained attacker and train the victim under attack. We continue this process for 10 iterations.

Note that the messages are symmetric (of the same format), we shuffle the messages before feeding them into the policy network for both Vanilla and AT, to reduce the bias caused by agent order. We find that shuffling the messages helps the agent converge much faster (50% fewer total steps). Note that AME randomly selects k-samples and thus messages are also shuffled.

**C.2.2 InventoryManager**

**Implementation of Trainer**: As in the FoodCollector experiments, we use the PPO algorithm to train all agent action policy as well as adversarial agent communication policies. We use the same MLP-based policy and value networks as the FoodCollector but parameterize the policy as a Gaussian distribution. The PPO agent interacts with the environment for 50 steps, and it is trained for 10000 episodes. The learning rate is set to be 0.0003 for the policy network, and 0.001 for the value network.

**Attacker**: The attacker uses its observations to communicate malicious messages to victim distributors, and its action space is the communication space of a benign agent. We consider the following non-adaptive and adaptive attackers:

- **Non-adaptive Attacker**: The attacker’s goal is to harm the victim agent by misreporting its observed demands so that the victim distributor under-estimates or over-estimates the re-stocking of products. In our experiments, we evaluate the effectiveness of defense strategies against the following attack strategies:
  - Perm-Attack: The communication message is a random permutation of the true demand vector observed by the attacker.
  - Swap-Attack: In order to construct a communication vector as different as possible from its observed demand, the attacker reports the most requested products as the least request ones and vice versa. Therefore, the highest demand among the products is interchanged with the lowest demand, the second highest demand is interchanged with the second lowest demand and so forth.
  - Flip-Attack: Adversary $i$ modifies its observed demand $d_i$ by mirroring it with respect to $\eta = \frac{1}{M} \sum_{j=1}^{M} d_{ij}$, such that products demanded less than $\eta$ are reported as being requested more, and conversely, highly demanded products are reported as less popular.

- **Adaptive Attacker**: The attacker communication policy is trained using the PPO algorithm, and its reward is set as the negative reward of the victim agent. The attacker uses a Gaussian policy with a softmax activation in the output layer to learn a adversarial probability distribution across products, which is then scaled by the total observed demands $\sum_{j=1}^{M} d_{ij}$ to construct the communication message.

**Implementation of Baselines**

- **Vanilla Learning**: In the vanilla training method with no defense mechanism against adversarial communication, we train a shared policy network using agents’ local observations and their received communication messages.

- **Adversarial Training (AT)**: We alternate between training the agent action policy and the victim communication policy, both using PPO. For the first iteration we train the policies for 10000 episodes, and then use 1000 episodes for 5 additional training alteration iterations for both the action policy and the adversarial communication policy. For more efficient
adversarial training, we first shuffle the received communication messages before feeding them into the policy network. Consequently, the trained policy treats communications received from different agents in a similar manner, and we are able to only train the policy with a fixed set of adversarial agents rather than training the network on all possible combinations of adversarial agents.

For Vanilla and AT, we do not shuffle the communication messages being input to the policy, as we did not observe improved convergence, as in the FoodCollector environment.

C.3 Additional Results

In addition to Figure 4, we also provide the plot for hyper-parameter tests in discrete-action FoodCollector and InventoryManager in Figure 8 below.

Figure 8: Hyper-parameter tests of ablation size $k$ and sample size $D$. We show how natural reward and attacked performance change with (a) various $k$ in continuous-action FoodCollector, (b) various $D$ in continuous-action FoodCollector, (c) various $k$ in InventoryManager, and (d) various $D$ in InventoryManager. Dashed green lines refer to the performance of Vanilla agent under $C = 2$ attacks.

**Adversarial Training does not improve agent’s robust performance.** As we observed in Figure 2, adversarial training (AT) does not improve the robustness of the agent in both discrete and continuous action space, although AT achieves good robustness against $\ell_p$ attacks in vision tasks [23, 48], and against observation attacks [49, 40] and action attacks [32] in RL. We hypothesize that it is due to (1) the large number of total agents, (2) the uncertainty of adversarial message channels, and (3) the relatively large perturbation length. To be more specific, in related works [32, 49, 40], an agent and an attacker are alternately trained, during which the agent learns to adapt to the learned attacker. However, in the threat model we consider, there are $C$ out of $N$ messages significantly perturbed, which it is hard for the agent to adapt to attacks during alternate training.

**Additional Results with QMIX** AME is a generic defense approach that can be used for any RL/MARL learning algorithm. In Figure 9 we show the results of AME combined with an MARL algorithm QMIX [34] in the discrete-action FoodCollector environment (QMIX does not work for continuous actions so it is not applicable in continuous-action FoodCollector and InventoryManager). Compared to the vanilla QMIX algorithm, QMIX+AME achieves much higher robustness and stable performance under various numbers of adversaries.

Figure 9: Reward comparison between original QMIX and QMIX combined with our AME in FoodCollector with discrete action space, under no attacker or non-adaptive/adaptive attacks under varying numbers of adversaries. For AME, the ablation size $k$ is set as 2.
D Additional Experiment in MARL Image Classification

D.1 Description of MARL-MNIST Environment

We use the environment setup proposed by Mousavi et al. [26], where agents collaboratively classify an unknown image by their observations and inter-agent communication. More specifically, we use \( N = 9 \) agents in the MNIST dataset of handwritten digits [19]. The dataset consists of 60,000 training images and 10,000 testing images, where each image has \( 28 \times 28 \) pixels. There are \( h = 5 \) steps in an episode. In the beginning, all agents start from a pre-determined spatial configuration. At every step, each agent observes a local \( 5 \times 5 \) patch, performs some local data processing, and shares the result with neighboring agents (we use a fully connected communication graph). With given observation and communication, each agent outputs an action in \( \{\text{Up, Down, Left, Right}\} \). By each movement, the agent is translated in the desired direction by 5 pixels. In the end of an episode, agents make predictions, and all of them are rewarded by \(-\text{prediction_loss}\).

D.2 Implementation Details

We use the same network architecture and hyperparameter setting as Mousavi et al. [26], which are implemented in [2].

Network Architecture  Concretely, at every step, the input of every agent contains 3 components: (1) an encoded observation with two convolutional layers followed by vectorization and a fully connected layer; (2) the average of all communication messages from other agents; (3) a position encoding computed by feeding the current position into a single linear layer. These 3 components are concatenated and passed to two independent LSTM modules, one is for an acting policy, another is for a message generator. In the end of an episode, every agent uses its final cell state to generate a prediction using a 2-layer MLP. Then we take the average of the output logits of all agents, and use a softmax function to obtain the final probabilistic label prediction. The reward is the opposite number of the L2 difference between the prediction and the one-hot encoding of true image label.

Hyperparameters  In our experiments, we follow the default hyperparameter setting in [2]. We use \( N = 9 \) agents. The size of LSTM belief state is 128. The hidden layers have size 160. The message size is set to be 32. The state encoding has size 8. We use an Adam optimizer with learning rate 1e-3. We train the agents in the MNIST dataset for 40 epochs.

Attackers  Since the communication messages are learned by neural networks, we perturb the \( C \) messages received by each agent. To make sure that the messages are not obviously detectable, we clip every dimension of the perturbed message into the range of \([-3, 3]\). The non-adaptive attacker randomly generates a new message. The adaptive attacker learns a new message generator based on its own belief state, which is trained with learning rate 1e-3 for 50 epochs.

D.3 Experiment Results

Figure [10] demonstrates the robust performance of the MARL algorithm proposed by Mousavi et al. [26] with our AME defense or baseline defenses (Vanilla and AT). We set \( N = 9 \) and \( k = 2 \) for all experiments. Under learned adaptive attackers, the original MARL classifier (Vanilla) [26] without AME suffers from significant performance drop in terms of both precision and recall. Defending with adversarial training (AT) does not achieve good robustness, either. But AME considerably improves the robustness of agents across different numbers of attackers. Under random attacks, we find that the original MARL classifier [26] is moderately robust when a few communication signals are randomly perturbed. However, when noise exists in many communication channels (e.g. \( C = 6 \)), the performance decreases a lot. In contrast, our AME still achieves high performance when \( C = 6 \) communication messages are corrupted, even if the guarantee of ablation size \( k \) only holds for \( C \leq 2 \). Therefore, we again emphasize the the theoretical guarantee considers the worst-case strong attack, while under a relatively weak attack, we can achieve better robustness beyond what the theory suggests.
We first decompose Equation (6) as below.

\[
\binom{N-1-C}{k} > \frac{1}{2} \binom{N-1}{k}
\]

(19)

\[
\frac{(N-1-C)!}{(N-1-C-k)!k!} > \frac{(N-1)!}{2(N-1-k)!k!}
\]

(20)

\[
1 > \frac{(N-1)\cdots(N-C)}{2(N-k-1)\cdots(N-k-C)}
\]

(21)

Therefore, Equation (6) is equivalent to

\[
(N-k-1)\cdots(N-k-C) > \frac{1}{2}(N-1)\cdots(N-C)
\]

(22)

When \(k = 1\), the above inequality becomes

\[
(N-2)\cdots(N-C)(N-C-1) > \frac{1}{2}(N-1)(N-2)\cdots(N-C)
\]

(23)

\[
(N-C-1) > \frac{1}{2}(N-1)
\]

(24)

\[
\frac{1}{2}(N-1) > C,
\]

(25)

which holds under Assumption 3.1. Therefore, \(k = 1\) is always a feasible solution for Condition 4.7.

Then, when \(C\) is fixed and \(k\) goes up from 1, the LHS of Equation (22) goes down while the RHS does not change. Therefore, for a given number of agents \((N)\) and a fixed number of adversaries \((C)\), there exists an integer \(k_0\) such that any \(k \leq k_0\) satisfies Condition 4.7. In practice, if we have an estimate of the number of adversarial messages that we would like to defend against, then we could choose the maximum \(k\) satisfying Equation (6).

On the other hand, when \(k\) is fixed, there exists a \(C_0\) such that any \(C \leq C_0\) can let Equation (22) hold. Therefore, if \(C\) is unknown, for any selection of \(k\), Equation (22) can justify the maximum number of adversaries for the current selection.

From Equation (22), we can see the interdependence between three parameters: total number of agents \(N\), number of adversaries \(C\), and the ablation size \(k\). In Figure 11, we visualize their relationship by fixing one variable at a time. From these figures, we can see an obvious trade-off between \(C\) and \(k\) — if there are more adversaries, \(k\) has to be set smaller. But when \(C\) is small, e.g. \(C = 1\), \(k\) can be relatively large, so the agent does not need to compromise much natural performance to achieve robustness.
Even if Condition 4.7 and Condition 4.5 are not satisfied, What If Conditions Are Not Satisfied?

with the corresponding trained message-ablation policy. The above analysis shows that a smaller vanilla policy without defense. A more conservative defense is needed against a stronger attacker. But if we can identify some is large, the corresponding ablation size \( k \) needs to be the largest integer satisfying Equation (6). If higher robustness is needed, then \( k \) can be further decreased. If robustness is not the major concern while higher natural performance is required, one can increase \( k \). Note that if \( k = N - 1 \), AME degenerates to the original vanilla policy without defense.

**Figure 11:** Relationship between the total number of agents \( N \), number of attackers \( C \), and ablation size \( k \). (a): Maximum certifiable ablation size \( k \) under different number of attackers. (b): Maximum defensible number of attackers \( C \) with different total number of agents \( N \). (c): Maximum certifiable ablation size \( k \) with different total number of agents \( N \).

**II. (For Discrete Action Space) Condition 4.5 and \( k \)**

Different from Condition 4.7 which is independent of the environment, Condition 4.5 required in a discrete action space is related to the environment and the communication quality. Intuitively, Condition 4.5 can be satisfied if the benign messages can reach some “consensus”, i.e., there are enough purely benign \( k \)-samples voting for the same action. This can be achieved when the environment is relatively deterministic (e.g., there is a certainly optimal direction to go). Fortunately, Condition 4.5 can be checked during training time, and we can train the message-ablation policy and the communication policy to increase \( r_{\text{max}} \) as much as possible.

On the other hand, Condition 4.5 is also related to the selection of ablation size \( k \). The ratio of contaminated votes is \( \frac{N - k - C}{N - k} \), and it is easy to show that this rate increases as \( k \) when \( k \leq N - C - 1 \). Therefore, when \( k \) is smaller, it is relatively easier to satisfy Condition 4.5 as the adversarial messages can take over a smaller proportion of the total number of votes.

**Selecting \( k \) to Balance between Natural Performance and Robustness**

The above analysis shows that a smaller \( k \) makes the agent more robust, while the natural performance may be sacrificed as the message-ablation policy makes decisions based on less benign information. Such a trade-off between natural performance and robustness is common in the literature of adversarial learning [44, 48].

In practice, we suggest setting \( k \) to be the largest integer satisfying Equation (6). If higher robustness is needed, then \( k \) can be further decreased. If robustness is not the major concern while higher natural performance is required, one can increase \( k \). Note that if \( k = N - 1 \), AME degenerates to the original vanilla policy without defense.

**What If Conditions Are Not Satisfied?** Even if Condition 4.7 and Condition 4.5 are not satisfied, the agent can still be robust under attacks as verified in our experiments (AME with \( k = 2 \) still achieves relatively robust performance under \( C = 3 \) which exceeds the theoretically largest number of certifiable adversaries). Because these conditions are needed for the certificates which consider the theoretically worst-case attacks. However, in practice, an attacker has restricted power and knowledge (e.g., it does not know the victim policy/reward, and does not know the environment dynamics as prior), and is likely to be even weaker than the learned adaptive white-box attacker we use in experiments. As a result, even if a larger \( k \) may break the conditions, it can still improve the empirical robustness of an agent in practice.

**Extension: Adaptive Defense with Different \( k \)'s** Moreover, to allow higher flexibility, one can train multiple message-ablation policies with different selections of \( k \)'s during training. Then, an adaptive strategy can be used in test time. For example, if \( u_{\text{max}} \) is too small, we can use a larger \( k \) with the corresponding trained message-ablation policy.

**Extension: Gaining both Natural Performance and Robustness by Attack Detection** From the analysis of the relation between \( N \), \( C \) and \( k \), we can see that when the number of adversaries is large, the corresponding ablation size \( k \) is supposed to be smaller. This is reasonable because a more conservative defense is needed against a stronger attacker. But if we can identify some
adversarial messages and rule them out before message ablation and ensemble, we can still defend with guarantees using a relatively large $k$. For example, if we have identified $c$ adversarial messages, then we only need to deal with the remaining $C - c$ adversarial messages out of $N - 1 - c$ messages. By Equation (6), a larger $k$ can be used compared to defending $C$ adversarial messages out of $N - 1$ messages. We also provide an adversary detection algorithm in Appendix F using a similar idea of AME.

F Discussion: Detecting Malicious Messages with Ablation

As discussed in Appendix E, to defend against a larger $C$, one has to choose a relatively small $k$ for certifiable performance. However, Figure 8 suggests that a small $k$ also sacrifices the natural performance of the agent to obtain higher robustness. This is known as the trade-off between robustness and accuracy [44, 48]. Can we achieve better robustness while not sacrificing much natural performance, or obtain higher natural reward while not losing robustness?

We point out that with our proposed AME defense, it is possible to choose a larger $k$ than what is required by Condition 4.7 without sacrificing robust performance by identifying the malicious messages beforehand. The idea is to detect the adversarial messages and to rule out them before message ablation and ensemble, during the test time.

We hypothesize that given a well-trained victim policy, malicious messages tend to mislead the victim agent to take an action that is "far away" from a "good" action that the victim is supposed to take. To verify this hypothesis, we first train a message-ablation policy $\hat{\pi}_i$ with $k = 1$ for agent $i$. Then for every communication message that another agent $j$ sends, we compute the action $a_j$ that the victim policy $\hat{\pi}_i$ chooses based on all message subsets containing message $m_{j \rightarrow i}$, i.e., $a_j = \hat{\pi}(\tau_i, m_{j \rightarrow i})$ (note that $k = 1$ so $\hat{\pi}$ only takes in one message at a time). We then define the action bias as $\beta_j = \|a_j - \text{Median}\{a_k\}_{k=1}^{N}\|_1$. Based on our hypothesis, an agent which has been hacked by attackers should induce a significantly larger action bias since they are trying to mislead the victim to take a completely different action. Here, we execute the policy of two hacked agents together with six other good agents for twenty episodes and calculate the average action bias for each agent. As shown in Figure 12 the agents hacked by attackers indeed induce a larger action bias compared to other benign agents, which suggests the effectiveness of identifying the malicious messages by action bias.

After filtering out $c$ messages, one could compute the required $k$ by Equation (6) based on $C - c$ malicious messages and $N - 1 - c$ total messages, which can be larger than the largest $k$ induced by $C$ malicious messages out of $N - 1$ total messages. For example, if $N = 30$, $C = 3$, then the largest $k$ satisfying Equation (6) is 5, but when 1 adversarial message is filtered out, the largest $k$ that can defend against the remaining 2 adversarial messages is 8. Although the adversary identification is not theoretically guaranteed to be accurate, Figure 12 demonstrates the effectiveness of the adversarial message detection, which, combined with AME with larger $k$'s, has the potential to achieve high natural performance and strong robustness in practice.

![Figure 12: Attacker identification based on action bias $\nu_j$. Adv1 and Adv2 stands for two agents hacked by the attacker. B1 up to B6 stands for six other benign agents.](image-url)
Additional Discussion on Societal Impacts and Limitations

This paper proposes a defense algorithm for multi-agent sequential decision making problems. The proposed algorithm, AME, is certifiably robust during test-time under communication attacks that perturbs up to $C$ out of $N - 1$ messages. Since our goal is to improve the robustness of any decision-making agent against corrupted communication, our algorithm will benefit many real-world applications. Therefore, the societal impacts of this work will be positive.

The method discussed in this paper is both theoretically grounded and empirically effective. But there are still some limitations. For example, the theoretical guarantee requires some conditions that may be broken in some challenging environments, as discussed in Appendix E, although the algorithm still performs well without these conditions in practice. Our future work includes relaxing these assumptions and conditions and obtain more universal certificates. Moreover, we focus on the case where communication messages from different agents are symmetric, such that the message-ablation policy can make decisions based on randomly sampled $k$ messages without considering the order of messages. But our algorithm can be extended to cover various message spaces (i.e., different agents may send messages with different formats).