Two-grid algorithm for a system of singularly perturbed reaction-diffusion equations on Shishkin mesh
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Abstract. A system of two coupled singularly perturbed reaction-diffusion equations is considered. A cascadic two-grid algorithm of high accuracy based on a uniform with respect to small parameters convergent difference scheme for such problem has been developed. To increase the accuracy of the difference solution by an order, the Richardson extrapolation method was applied. The results of some numerical experiments are discussed.

1. Introduction

A system of two coupled singularly perturbed ordinary differential equations is considered. These systems of equations have applications in electroanalytical chemistry when investigating diffusion processes complicated by chemical reactions, in several models of some various physical phenomena, such as the turbulent interaction of waves and currents and in other applications, see [1–6] and the references therein.

It is well known that the use of the classical difference schemes for a singularly perturbed problem leads to large errors for small values of perturbation parameters. There are special (a uniform with respect to small parameters convergent) numerical methods for singularly perturbed differential equations and for systems of such equations [1–12]. The construction of numerical methods is much more complicated in the case of systems of singularly perturbed equations with several perturbation parameters, because in such problems, multiple (double in the case of two equations) boundary layers appear that have different characteristic scales [3–6]. Difference schemes of higher accuracy for singular perturbation boundary value problems are very important, see [6, 13–17] and the references therein. In [6] a hybrid finite difference scheme of HODIE type with the third order (except for a logarithmic factor) uniform convergence is constructed for a system of two coupled singularly perturbed reaction-diffusion problems on a piecewise uniform Shishkin mesh for the case in which the diffusion parameter associated with each equation of the system has a different order of magnitude. The computational cost of the HODIE method is higher than the central difference scheme with the second order (except for a logarithmic factor) uniform convergence, but the errors associated with central differences are considerably greater. Thus the HODIE method is more efficient in practice than the classical central difference scheme.
The two-grid method was investigated in [17–27] and in other works. According to the conception of the two-grid algorithm, if the difference scheme is resolved based on iterations then at first the problem is solved on a coarse mesh. Secondly, the new mesh solution is interpolated to nodes of the fine mesh and is used as the initial guess for following iterations. It leads to reduction of the number of iterations on the fine mesh and also reduces the number of arithmetical operations. To increase \( \varepsilon \)-uniform accuracy of the difference scheme on Shishkin mesh without additional calculations, we use Richardson extrapolation formula \([14, 28, 29]\) in two-grid method. Such an approach for coupled systems is original.

In [1, 4] a second order numerical method for a system of two coupled singularly perturbed ordinary differential equations based on the Shishkin mesh converges uniformly with respect to both singular perturbation parameters.

The aim of this work is to investigate a two-grid method using Richardson extrapolation for a system of two coupled singularly perturbed ordinary differential equations based on the difference scheme of a second order of accuracy on the Shishkin mesh.

**Notation:** Let \( \|f\| = \max_{x \in \Omega} |f(x)| \) be the norm of a continuous argument function and \( \|\mathbf{f}\| = \max_{k=1,2} \|f\| \). Analogously \( \|f^N\|_N = \max_{0 \leq i \leq N} |f^N_i| \) and \( \|\mathbf{f}^N\|_N = \max_{k=1,2} \|f^N_k\|_N \) be the discrete norm of the mesh function. Let \( \mathbf{f}|_\Omega \) be the projection of a function \( f(x) \) on a mesh \( \Omega \). For any function \( f \in C[0, 1] \) we set \( f_i = f(x_i) \) and if \( \mathbf{f} \in C[0, 1]^2 \) then \( \mathbf{f}|_\Omega = (f_1, f_2)^T \). Here \( C \), sometimes subscripted, denotes a generic positive constant that is independent of the perturbation parameters \( \varepsilon, \mu \) and the number of the mesh intervals.

### 2. Preliminaries

Consider the boundary value problem:

\[
L\mathbf{u}(x) = \begin{cases} 
-\varepsilon u''_1(x) + a_{11}(x)u_1(x) + a_{12}(x)u_2(x) = f_1(x), \\
-\mu u''_2(x) + a_{21}(x)u_1(x) + a_{22}(x)u_2(x) = f_2(x),
\end{cases}
\]

\( u_1(0) = A_1, \quad u_1(1) = B_1, \quad u_2(0) = A_2, \quad u_2(1) = B_2, \tag{1} \)

where \( x \in \Omega = (0, 1) \), the functions \( a_{ij} \) and \( f_i, i, j = 1, 2 \) are sufficiently smooth and

\[
0 < \varepsilon \leq 1, \quad 0 < \mu \leq 1, \quad \min_{x \in [0,1]} \{a_{11}(x) + a_{12}(x), \quad a_{11}(x) + a_{12}(x)\} > \alpha > 0, \tag{2}
\]

and a continuous matrix \( \mathbf{A} = \{a_{ij}\}_{i,j=1}^2 \) that is an \( L_0 \)-matrix, i.e., it has positive diagonal entries and non-positive off-diagonal entries.

The solution \( u(x) \) has two boundary layers near \( x = 0 \) and \( x = 1 \).

If conditions (2) are satisfied, the solution problem (4) is uniformly bounded with respect to \( \varepsilon \) and \( \mu \):

\[
\|\mathbf{u}\| \leq C_0 = \alpha^{-1}\|\mathbf{f}\| + \|\mathbf{u}(0)\| + \|\mathbf{u}(1)\|.
\]

According to [1, 3, 4, 6], for the decomposition of the solution (4) with the regular component \( v \) and the layer component \( w \)

\[
\mathbf{u} = \mathbf{v} + \mathbf{w}, \quad L\mathbf{v} = \mathbf{f} \text{ on } \Omega, \quad \mathbf{v} = A^{-1}\mathbf{f} \text{ on } \partial\Omega, \\
L\mathbf{w} = \mathbf{0} \text{ on } \Omega, \quad \mathbf{w} = \mathbf{u} - \mathbf{v} \text{ on } \partial\Omega,
\]
we have the following estimates for $0 \leq x \leq 1$:

\[
\begin{align*}
|\overline{v}_i^{(k)}| & \leq C, \quad k = 0, 1, 2, \\
|\overline{v}_0^{(3)}| & \leq C \varepsilon^{-1/2}, \quad |\overline{v}_2^{(3)}| \leq C \mu^{-1/2}, \\
|\overline{w}_1(x)| & \leq C \beta(x), \quad |\overline{w}_2(x)| \leq C \beta(x), \\
|\overline{w}_1^{(k)}(x)| & \leq C \left( \varepsilon^{-k/2} B_\varepsilon(x) + \mu^{-k/2} B_\mu(x) \right), \quad k = 1, 2, \\
|\overline{w}_2^{(k)}(x)| & \leq C \mu^{-k/2} B_\mu(x), \quad k = 1, 2, \\
|\overline{w}_1^{(k)}(x)| & \leq C \left( \varepsilon^{-k/2} B_\varepsilon(x) + \mu^{-k/2} B_\mu(x) \right), \quad k = 3, 4, 5, 6, \\
|\overline{w}_2^{(k)}(x)| & \leq C \mu^{-1} \left( \varepsilon^{-(2-k)/2} B_\varepsilon(x) + \mu^{-(2-k)/2} B_\mu(x) \right), \quad k = 3, 4, 5, 6,
\end{align*}
\]

where $B_\varepsilon(x) = e^{-x/\sqrt{\alpha/\varepsilon}} + e^{-(1-x)/\sqrt{\alpha/\varepsilon}}$, $B_\mu(x) = e^{-x/\sqrt{\alpha/\mu}} + e^{-(1-x)/\sqrt{\alpha/\mu}}$.

According to [4, 6, 10], we specify a mesh:

\[
\Omega_N = \{ x_i : x_i = x_{i-1} + h_i, \quad x_0 = 0, \quad x_N = 1, \quad i = 1, 2, \ldots, N \},
\]

where

\[
\begin{align*}
&h_i = \frac{8\varepsilon}{N}, \quad 1 \leq i \leq \frac{7N}{8}, \quad \frac{7N}{8} \leq i \leq N; \\
&h_i = \frac{8(\sigma_{\mu} - \sigma_\varepsilon) N}{N}, \quad \frac{3N}{4} \leq i \leq \frac{7N}{8};
\end{align*}
\]

\[
\sigma_\mu = \min \left\{ \frac{1}{4}, 2\sqrt{\frac{\mu}{\alpha} \ln N} \right\}, \quad \sigma_\varepsilon = \min \left\{ \frac{1}{8}, 2\sqrt{\frac{\varepsilon}{\alpha} \ln N} \right\},
\]

note that without loss of generality we assume $\varepsilon < \mu$.

Consider the finite difference scheme [1, 3, 4] on the Shishkin mesh (3):

\[
L_{\varepsilon, \mu}^N \overline{U}_j^N = \begin{bmatrix} -\varepsilon \delta^2 & 0 \\ 0 & -\mu \delta^2 \end{bmatrix} \overline{U}_j^N + A(x_j) \overline{U}_j^N = \overline{f}(x_j),
\]

where $h_j = (h_j + h_{j+1})/2$ and

\[
\delta^2 u_j^N = \frac{1}{h_j} \left( \frac{u_{j+1}^N - u_j^N}{h_{j+1}} - \frac{u_j^N - u_{j-1}^N}{h_j} \right).
\]

The solution of the difference scheme (4) can be resolved based on iterations [1, 12]

\[
\begin{align*}
L_{1, j}^{N} U_{1, j}^{m+1,N} &= -\varepsilon \delta^2 U_{1, j}^{m+1,N} + a_{11, j} U_{1, j}^{m+1,N} = f_{1, j}^{N} - a_{12, j} U_{2, j}^{m,N}, \\
L_{2, j}^{N} U_{2, j}^{m+1,N} &= -\varepsilon \delta^2 U_{2, j}^{m+1,N} + a_{22, j} U_{2, j}^{m+1,N} = f_{2, j}^{N} - a_{21, j} U_{1, j}^{m+1,N}.
\end{align*}
\]

According to [4], the following theorem is valid.

**Theorem 1** Let $\overline{u}(x)$ be the solution to linear problem (4) with sufficiently smooth coefficients and right-hand side, and let $\overline{U}_N$ be the solution to the difference scheme (4). Then on the Shishkin mesh (3) for a constant $C$ we have:

\[
||\overline{u}\rvert_N - \overline{U}_N||_N \leq C \Delta N = C \ln^2 N/N^2,
\]

uniformly with respect to $\varepsilon$ and $\mu$. 

3. Two-grid method using Richardson extrapolation

To decrease the required number of arithmetical operations for resolving the difference scheme, a two-grid method is proposed. According to the idea of the two-grid algorithm [20], at first, the initial problem (4) is solved on a coarse mesh. Secondly, the found mesh solution is interpolated to the nodes of the fine mesh and is used as the initial guess for following iterations. It leads to reduction of the number of iterations on the fine mesh and also reduces the number of arithmetical operations. Note that the interpolation formula must be uniform with respect to the singular perturbation parameters \( \varepsilon \) and \( \mu \) else the accuracy of the found mesh solution may be lost [21–26, 30–32].

Thus, let \( \Omega_n \) be the Shishkin mesh corresponding to (3) and containing \( n \) mesh intervals, where we take \( n \ll N \). At first, problem (4) is preliminarily solved on the mesh \( \Omega_n \). The iterations on the mesh \( \Omega_n \) are performed until the inequality

\[
\| \tilde{U}_{m,n} - \tilde{U}^n \|_n \leq \Delta_n.
\]

is satisfied. Then the mesh solution \( \tilde{U}_{m,n} \) found on the mesh \( \Omega_n \) is interpolated to the nodes of the initial mesh \( \Omega_N \) using an appropriate interpolation which is uniform with respect to the parameters \( \varepsilon \) and \( \mu \) and for some constant \( C \)

\[
\| \text{Int}(\tilde{u}_{\Omega_n}, x) - \tilde{u}(x) \| \leq C \Delta_n.
\]

According to [1, 4], on the Shishkin mesh the accuracy of the linear interpolation formula is uniform with respect to the parameter \( \varepsilon \) for some constant \( C \):

\[
\| \text{Int}(\tilde{u}_{\Omega_n}, x) - \tilde{u}(x) \| \leq C \frac{\ln^2 n}{n^2}.
\]

Therefore, we have for some constant \( C \)

\[
\| \tilde{u}_{\Omega_n} - \tilde{U}_{m,n} \|_n \leq C \Delta_n.
\]

Now we specify an initial guess for the iterations on the initial mesh \( \Omega_N \) and we have for some constant \( C \)

\[
\| \tilde{U}^{0,N} - \tilde{u} \|_N \leq C \Delta_n, \quad \tilde{U}^{0,N} = [\text{Int}(\tilde{U}_{m,n}^n, x)]_{\Omega_N}.
\]

Thus, using iterations on the coarse mesh and an appropriate interpolation, an initial guess \( \tilde{U}^{0,N} \) for iterations on the mesh \( \Omega_N \) with an accuracy of \( O(\Delta_n) \) is constructed. It remains to perform iterations on the mesh \( \Omega_N \) until an accuracy of \( O(\Delta_N) \) is achieved.

To increase the accuracy of the difference scheme (4) to the third order (except for a logarithmic factor), the Richardson extrapolation [14, 21–23, 28, 29] is applied in two-grid method. For this reason the mesh \( \Omega_n \) must have the same value of the parameters \( \sigma_1 \) and \( \sigma_2 \) as the mesh \( \Omega_N \). Thus these meshes are nested that is

\[
\Omega_n = \{ X_j \} \subset \Omega_N = \{ x_i \}.
\]

Let us \( N = kn \), where \( k \) is some integer. Then obviously that the initial mesh \( \Omega_N \) can be obtained from the coarse mesh \( \Omega_n \) by dividing each interval into \( k \) equal parts.

Let \( \tilde{U}^n \) be the solution of the difference scheme on the mesh \( \Omega_n \). According to Richardson method we introduce \( \tilde{U}^{Nn} \) on the mesh \( \Omega_N \). At first, let us define \( \tilde{U}^{Nn} \) on the mesh \( \Omega_n \) as

\[
\tilde{U}^{Nn}(X_j) = k_n \tilde{U}^n(X_j) + k_N \tilde{U}^N(X_j), \quad X_j \in \Omega_n.
\]

where

\[
k_n = -n^2/(N^2 - n^2) = -1/(k^2 - 1), \quad k_N = N^2/(N^2 - n^2) = k^2/(k^2 - 1).
\]

At the nodes of the initial mesh don’t coinciding with nodes of the coarse mesh, we define \( \tilde{U}^{Nn}(x_i) \) for any \( x_i \in \Omega_N \) by using the linear interpolation.

So, we constructed the mesh solution \( \tilde{U}^{Nn} \) on the mesh \( \Omega_N \) using Richardson extrapolation.

\[
\| \tilde{U}^{Nn} - \tilde{U}^{0,N} \|_{\Omega_N} \leq C \Delta_N.
\]
4. Results of numerical experiments

Consider the following boundary value problem:
\[
\begin{align*}
-\varepsilon u''_1(x) + u_1(x) - 0.5 u_2(x) &= f_1(x), \\
-\mu u''_2(x) - 2 u_1(x) + 4 u_2(x) &= f_2(x), \\
u_1(0) &= 3, \quad u_1(1) = 3, \quad u_2(0) = 0, \quad u_2(1) = 0,
\end{align*}
\]

where \(0 < x < 1\) and \(\bar{f}(x)\) corresponds to the exact solution:
\[
\begin{align*}
u_1(x) &= e^{-x/\sqrt{\varepsilon}} + e^{-(1-x)/\sqrt{\varepsilon}} - x + x^2 + \cos^2(\pi x), \\
u_2(x) &= e^{-x/\sqrt{\varepsilon}} + e^{-(1-x)/\sqrt{\varepsilon}} - 1/\sqrt{\varepsilon} - x + x^2 + \sin(\pi x).
\end{align*}
\]

Note that \(\|u_1\| \leq 3, \|u_2\| \leq 3\).

Taking into account the error of the scheme (4) we stop iterations on the mesh \(\Omega_N\) when the following condition is satisfied
\[
\|L^N \bar{U}^{m,N} - \bar{f}^N\|_N \leq \alpha \Delta_N,
\]

where \(\alpha\) corresponds to (2). Then from the estimate
\[
\|U^{m,N} - \bar{U}^N\|_N \leq \alpha^{-1} \|L^N U^{m,N} - \bar{f}^N\|_N
\]
follows:
\[
\|U^{m,N} - \bar{U}^N\|_N \leq \Delta_N.
\]

We take \(U^0,N_2 = (0, 0, \ldots, 0)^T\).

Table 1 contains the number of iterations for a two-grid method for \(\mu = 1\) on the mesh \(\Omega_N\) in the case of \(n = N/2\) for various values of \(N\) and \(\varepsilon\) in upper line. The number of iterations on the mesh \(\Omega_n\) is given in brackets. The number of iterations for a one-grid method depending on \(N\) is given in the bottom line of the table.

**Table 1.** The number of iterations for one-grid and two-grid methods for \(\mu = 1\)

| \(\varepsilon\) | 64     | 128    | 256    | 512    | 1024   | 2048   | 4096   | 8192   |
|-----------------|--------|--------|--------|--------|--------|--------|--------|--------|
| 1               | 1(2)   | 1(2)   | 1(3)   | 1(3)   | 1(3)   | 1(4)   | 1(4)   |        |
|                 | 2      | 3      | 3      | 3      | 4      | 4      | 4      |        |
| 10^{-2}         | 1(3)   | 1(3)   | 1(4)   | 1(4)   | 1(5)   | 1(5)   | 1(5)   | 1(6)   |
|                 | 3      | 4      | 5      | 5      | 6      | 6      |        |        |
| 10^{-3}         | 2(3)   | 2(3)   | 2(4)   | 2(4)   | 2(5)   | 2(5)   | 2(6)   | 2(6)   |
|                 | 3      | 4      | 5      | 5      | 6      | 6      |        |        |
| 10^{-5}         | 2(3)   | 3(3)   | 3(4)   | 3(4)   | 3(5)   | 3(5)   | 3(6)   | 3(6)   |
|                 | 3      | 4      | 4      | 5      | 6      | 6      | 6      |        |
| 10^{-7}         | 2(3)   | 3(3)   | 3(4)   | 3(4)   | 3(5)   | 3(5)   | 3(6)   | 3(6)   |
|                 | 3      | 4      | 4      | 5      | 6      | 6      | 6      |        |

Table 2 contains the number of iterations for a two-grid method for \(\mu = 10^{-3}\) on the mesh \(\Omega_N\) in the case of \(n = N/2\) for various values of \(N\) and \(\varepsilon\) in upper line. The number of iterations on the mesh \(\Omega_n\) is given in brackets. The number of iterations for a one-grid method depending on \(N\) is given in the bottom line of the table.
Table 2. The number of iterations for one-grid and two-grid methods for $\mu = 10^{-3}$

| $\varepsilon$ | $N$       | 64   | 128  | 256  | 512  | 1024 | 2048 | 4096 | 8192 |
|---------------|-----------|------|------|------|------|------|------|------|------|
| $10^{-1}$     | 2(2)      | 2(3) | 2(3) | 2(3) | 2(4) | 2(4) | 2(4) | 2(4) | 2(4) |
| $10^{-2}$     | 2(4)      | 2(4) | 2(5) | 2(6) | 2(7) | 2(8) | 2(8) | 2(8) | 2(9) |
| $10^{-3}$     | 2(5)      | 2(5) | 2(6) | 2(7) | 2(8) | 2(9) | 2(9) | 2(9) | 2(10)|

Table 3 contains the number of iterations for a two-grid method for $\mu = 10^{-5}$ on the mesh $\Omega_N$ in the case of $n = N/2$ for various values of $N$ and $\varepsilon$ in upper line. The number of iterations on the mesh $\Omega_n$ is given in brackets. The number of iterations for a one-grid method depending on $N$ is given in the bottom line of the table.

Table 3. The number of iterations for one-grid and two-grid methods for $\mu = 10^{-5}$

| $\varepsilon$ | $N$       | 64   | 128  | 256  | 512  | 1024 | 2048 | 4096 | 8192 |
|---------------|-----------|------|------|------|------|------|------|------|------|
| $10^{-1}$     | 2(2)      | 2(3) | 2(3) | 2(3) | 2(4) | 2(4) | 2(4) | 2(4) | 2(4) |
| $10^{-2}$     | 2(5)      | 2(5) | 2(6) | 2(7) | 2(8) | 2(8) | 2(8) | 2(8) | 2(9) |
| $10^{-3}$     | 2(6)      | 2(7) | 2(8) | 2(9) | 2(9) | 2(9) | 2(9) | 2(9) | 2(10)|

Table 4 contains $T_{TGM}/T_{OGM}$, where $T_{TGM}$ is the implementation time for a two-grid method in the case of $n = N/2$ and $T_{OGM}$ is the implementation time for a one-grid method for $\mu = 10^{-3}$ (left table) and for $\mu = 10^{-5}$ (right table) on the mesh $\Omega_N$ for various values of $N$ and $\varepsilon$.

Table 4. The implementation time for $\mu = 10^{-3}$ (left) and for $\mu = 10^{-5}$ (right)

| $\varepsilon$ | $N$       | 256  | 1024 | 4096 | 8192 | 32768|
|---------------|-----------|------|------|------|------|------|
| $10^{-1}$     | 0.806     | 0.733| 0.708| 0.691| 0.667|
| $10^{-2}$     | 0.744     | 0.675| 0.687| 0.648| 0.613|
| $10^{-3}$     | 0.723     | 0.667| 0.674| 0.703| 0.622|
| $10^{-5}$     | 0.755     | 0.828| 0.746| 0.726| 0.705|
| $10^{-7}$     | 0.701     | 0.676| 0.645| 0.628| 0.623|

| $\varepsilon$ | $N$       | 256  | 1024 | 4096 | 8192 | 32768|
|---------------|-----------|------|------|------|------|------|
| $10^{-1}$     | 0.804     | 0.758| 0.707| 0.728| 1.275|
| $10^{-2}$     | 0.743     | 0.668| 0.690| 0.654| 0.628|
| $10^{-3}$     | 0.762     | 0.735| 0.652| 0.704| 0.619|
| $10^{-5}$     | 0.809     | 0.694| 0.652| 0.627| 0.663|
| $10^{-7}$     | 0.815     | 0.782| 0.757| 0.728| 0.752|
So, the main part of iterations in a two-grid method performed on the coarse mesh. It leads to essential decreasing of the implementation time.

Table 5 contains the error norm for a one-grid method (left table) and for a two-grid method with Richardson extrapolation (right table) in the case of $n = N/2$ for various values of $N$ and $\varepsilon$ for $\mu = 1$.

| $\varepsilon$ | $N$ | 64 | 256 | 1024 | 4096 |
|---------------|-----|----|-----|------|------|
| $1$           |     | $2.41e-4$ | $3.91e-5$ | $2.47e-6$ | $1.39e-7$ |
| $10^{-1}$     |     | $6.97e-4$ | $2.17e-5$ | $3.59e-6$ | $1.27e-7$ |
| $10^{-2}$     |     | $7.80e-3$ | $5.11e-4$ | $3.34e-5$ | $2.18e-6$ |
| $10^{-4}$     |     | $1.52e-1$ | $1.18e-2$ | $7.46e-4$ | $4.67e-5$ |
| $10^{-6}$     |     | $1.60e-1$ | $1.96e-2$ | $1.93e-3$ | $1.74e-4$ |
| $10^{-7}$     |     | $1.59e-1$ | $1.97e-2$ | $1.95e-3$ | $1.75e-4$ |

| $\varepsilon$ | $N$ | 64 | 256 | 1024 | 4096 |
|---------------|-----|----|-----|------|------|
| $1$           |     | $2.92e-4$ | $4.10e-6$ | $1.84e-6$ | $2.06e-8$ |
| $10^{-1}$     |     | $2.63e-4$ | $2.90e-4$ | $1.05e-5$ | $3.77e-7$ |
| $10^{-2}$     |     | $1.74e-3$ | $1.07e-4$ | $6.54e-6$ | $6.81e-6$ |
| $10^{-4}$     |     | $4.95e-2$ | $1.54e-3$ | $8.98e-5$ | $5.44e-6$ |
| $10^{-6}$     |     | $5.18e-2$ | $9.07e-4$ | $9.06e-6$ | $5.89e-7$ |
| $10^{-7}$     |     | $5.10e-2$ | $9.07e-4$ | $9.08e-6$ | $5.89e-7$ |

Table 6 contains the error norm for a one-grid method (left table) and for a two-grid method with Richardson extrapolation (right table) in the case of $n = N/2$ for various values of $N$ and $\varepsilon$ for $\mu = 10^{-3}$.

| $\varepsilon$ | $N$ | 64 | 256 | 1024 | 4096 |
|---------------|-----|----|-----|------|------|
| $1$           |     | $7.50e-2$ | $4.92e-3$ | $3.08e-4$ | $1.95e-5$ |
| $10^{-1}$     |     | $6.57e-2$ | $4.33e-3$ | $2.73e-4$ | $1.72e-5$ |
| $10^{-2}$     |     | $5.06e-2$ | $3.32e-3$ | $2.07e-4$ | $1.37e-5$ |
| $10^{-4}$     |     | $4.86e-2$ | $4.06e-3$ | $2.55e-4$ | $1.58e-5$ |
| $10^{-6}$     |     | $1.46e-1$ | $1.67e-2$ | $1.60e-3$ | $1.42e-4$ |
| $10^{-7}$     |     | $1.79e-1$ | $2.00e-2$ | $1.86e-3$ | $1.65e-4$ |

| $\varepsilon$ | $N$ | 64 | 256 | 1024 | 4096 |
|---------------|-----|----|-----|------|------|
| $1$           |     | $1.27e-2$ | $5.91e-5$ | $6.83e-7$ | $2.59e-7$ |
| $10^{-1}$     |     | $1.12e-2$ | $9.21e-5$ | $2.88e-5$ | $4.50e-6$ |
| $10^{-2}$     |     | $8.49e-3$ | $7.55e-4$ | $3.88e-5$ | $9.74e-6$ |
| $10^{-4}$     |     | $1.17e-2$ | $1.24e-3$ | $7.60e-5$ | $4.66e-6$ |
| $10^{-6}$     |     | $7.29e-2$ | $1.60e-3$ | $9.71e-5$ | $5.95e-6$ |
| $10^{-7}$     |     | $7.48e-2$ | $1.38e-3$ | $1.06e-4$ | $1.29e-5$ |

Table 7 contains the error norm for a one-grid method (left table) and for a two-grid method with Richardson extrapolation (right table) in the case of $n = N/2$ for various values of $N$ and $\varepsilon$ for $\mu = 10^{-5}$.

| $\varepsilon$ | $N$ | 64 | 256 | 1024 | 4096 |
|---------------|-----|----|-----|------|------|
| $1$           |     | $1.62e-1$ | $1.97e-2$ | $1.94e-3$ | $1.75e-4$ |
| $10^{-1}$     |     | $1.58e-1$ | $1.93e-2$ | $1.91e-3$ | $1.72e-4$ |
| $10^{-2}$     |     | $1.51e-1$ | $1.84e-2$ | $1.81e-3$ | $1.64e-4$ |
| $10^{-4}$     |     | $1.01e-1$ | $1.27e-2$ | $1.25e-3$ | $1.12e-4$ |
| $10^{-6}$     |     | $4.87e-2$ | $6.21e-3$ | $6.09e-4$ | $5.44e-5$ |
| $10^{-7}$     |     | $9.48e-2$ | $1.18e-2$ | $1.16e-3$ | $1.04e-4$ |

| $\varepsilon$ | $N$ | 64 | 256 | 1024 | 4096 |
|---------------|-----|----|-----|------|------|
| $1$           |     | $5.25e-2$ | $9.15e-4$ | $1.28e-5$ | $1.95e-7$ |
| $10^{-1}$     |     | $5.15e-2$ | $9.41e-4$ | $4.82e-5$ | $2.49e-6$ |
| $10^{-2}$     |     | $4.89e-2$ | $8.83e-4$ | $4.51e-5$ | $7.13e-6$ |
| $10^{-4}$     |     | $3.29e-2$ | $1.31e-3$ | $8.09e-5$ | $5.01e-6$ |
| $10^{-6}$     |     | $1.15e-2$ | $1.11e-3$ | $8.94e-5$ | $7.66e-6$ |
| $10^{-7}$     |     | $3.48e-2$ | $2.07e-3$ | $1.12e-4$ | $6.98e-6$ |

It follows from Tables 5-7 that the application Richardson extrapolation in a two-grid method increases the accuracy of the difference scheme to $O(\ln^3 N/N^3)$ uniformly with respect to both singular perturbation parameters.
Finally, we note that the constructed two-grid method with Richardson extrapolation for a system of two coupled singularly perturbed ordinary differential equations on the Shishkin mesh has the computational cost lower than the central difference scheme, and the accuracy is considerably greater. Thus such algorithm is more efficient in practice thanks to the simple structure.
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