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Abstract
Designing of air pollution control equipment such as biofilters, also known as gas phase biological reactors, for elimination of toxic volatile organic compounds (VOCs) from air streams require accurate modeling and model solutions. In this work, a novel approach is employed to solve a biofilter model and for performance predictions. The approach is based on expressing the particular solution of the governing equations as an integral containing Green’s function. The integral is then tuned to develop a suitable operator in which Krasnoselskii-Mann’s fixed point iteration method is applied. In this work, this technique was utilized to model the biological degradation of methanol and alpha-pinene. The results obtained by the proposed technique were compared against the experimental data adopted from literature and the originally published numerical solution. The comparison showed that the approach is highly accurate and converges fast with a uniformly distributed residual error over the entire domain. Furthermore, the method was used to perform a sensitivity analysis on the model equations to evaluate the performance of the biofilter under various conditions. To the authors’ knowledge, this is the first time Mann’s Green’s embedded method (MGEM) is applied in the solution of biofilter models.
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1. Introduction

Primary air pollutants such as volatile organic compounds (VOCs) and odorous compounds are responsible for several ecological problems such as ozone layer depletion, worldwide temperature changes, global warming and worsening of air quality [1]. Consequently, the demand for air pollution control to eliminate the emissions of these pollutants has increased. A new energy management system is explored to benefit from the global warming effects due to air pollutant release [2]. In addition to that, air pollution regulations enforced by environmental protection agencies have driven industries to use efficient air treatment processes in order to meet air quality standards [3]. Among the available air treatment processes, biological treatment methods such as biofiltration received tremendous popularity and interest [4]. This is attributed to the fact that, classical pollution control technologies like adsorption, absorption and incineration are becoming more expensive because of stringent legislations on waste management and pollution control [5]. A detailed comparison of several classical technologies of VOC removal against biofiltration is discussed by Malakar et al. [6].

In biofilters (BFs), polluted air passes through a pretreatment unit in which particulate matters are removed and the air is humidified [1]. The humid air stream then enters a bioreactor packed with porous media on which microbial consortium like bacteria, yeast or fungi is attached. A simple schematic of a biofilter is shown in Fig. 1. The pollutants in the air are transferred to the attached microorganisms, known as biofilm where biological oxidation takes place. The biological oxidation of VOCs produces carbon dioxide, water, biomass and metabolic by-products. Biofiltration is attractive due to many reasons including high removal efficiency (RE) in treating large volumes of air containing low concentrations of pollutants; no secondary waste stream is produced in this process and it is an environmentally friendly process. Despite many
attractive features associated with BFs, they also have few disadvantages that include less suitability for high concentrations of pollutants, difficulty in pH and moisture control and deterioration of packing media over a long time use [4].

The operation of BFs is affected by several factors such as biofilm thickness, oxygen level, and pressure drop, type of packing material used, pH and nutrients [7-12]. Understanding the influence of these factors on the biofiltration process has been brought out through mathematical models. The biofilter mathematical models help engineers and researchers design industrial-scale biofiltration units, guide experimentation and predict the system behavior under different conditions. A number of biofilter models ranging from very simple to more complex models have been developed [13-26]. These models differ essentially in the following aspects which are the gas flow pattern, the mass exchange between the gas phase and the biofilm phase, the type of microbial growth kinetics, the nature of pollutants being treated and the role of the packing material used [27].

The BF model equations are derived by relating microbial growth kinetics to bioreactor design equations. The bioreactor design equations are derived by setting up a general mass balance within the biofilm phase and along the BF height. The solution of these models requires a simultaneous evaluation of the pollutants’ concentrations in the gas phase and in the biofilm phase; however, the mathematical formulation of BFs with non-linear kinetics have no analytical closed-form solutions and the numerical algorithms are typically used to obtain approximate solutions.

The objective of this work is to apply the iterative scheme of Green’s function Krasnoselskii-Mann’s fixed point iteration [28] which is also recognized as Mann’s Green’s embedded method (MGEM) to find an approximated solution for a BF model developed by
Mohseni and Allen [19]. The Mann’s strategy overcomes deficiencies of other iterative and numerical schemes namely the deterioration of the numerical results and errors as the domain increases. An important characteristic of the present method is that it ensures uniform convergence since the construction of Green's function takes into account both endpoints of the boundary-value problem’s domain [29]. In this work, this novel technique is utilized to model biofiltration of methanol and alpha-pinene, which are key hazardous air pollutants emitted from the pulp and paper industry. Methanol is listed as one of the 189 hazardous air pollutants (HAPs) listed in Title III of the 1990 Clean Air Act [19]. The proposed iterative scheme was also used to perform a sensitivity analysis on the model equations in order to quantify the effects of important parameters on the biofiltration process.

1.1. Mathematical Model

The model of Mohseni and Allen [19] was developed to investigate the treatability of methanol (MeOH) and alpha-pinene as single pollutants or in a mixture using a BF packed with compost and wood chip. The detailed assumptions used to derive the BF model and the model equations are presented in sections 2.1 and 2.2.

1.2. Model assumptions

In Mohseni and Allen model [19], the flow of air throughout the BF column is adequately taken as plug flow neglecting the radial concentration gradient and the effect of axial dispersion. At the air-biofilm interface, the biofilm concentrations of MeOH and alpha-pinene are assumed to be at equilibrium with the concentrations in the air, and the concentrations are related by Henry’s law. The thickness of the biofilm is considered small relative to the diameter of the packing material;
hence they used planar geometry. With regard to the mass transfer, molecular diffusion is presumed to be responsible for transporting MeOH and alpha-pinene into the biofilm. In the biofilm, the biodegradation is described by the microbial growth kinetics such that Monod kinetics is used for MeOH and Monod kinetics with noncompetitive inhibition is used for alpha-pinene.

1.3. Model Equations

The ordinary differential equations (ODEs) describing the concentrations of MeOH and alpha-pinene in the biofilm are given by (1) and (2); the conditions at the boundaries are specified by (3) and (4). The notations $D$, $Y$, $X$, $\delta$, $\mu_{\text{max}}$, $K_S$, $K_I$, $\alpha$, $m$ and $x$ symbolize the diffusion coefficient in the biofilm, the biomass yield coefficient, the dry cell density of the biofilm, the biofilm thickness, the maximum specific growth rate, the half-saturation constant, the inhibition constant for alpha-pinene in the presence of MeOH, the coefficient for the effect of MeOH on alpha-pinene biodegradation, the air-biofilm partition coefficient and the distance in the biofilm, respectively. While $S$, $S_i$ and $C$ denote the concentration in the biofilm, the concentration at the air-biofilm interface and the concentration in the air stream, respectively. The subscripts $m$ and $p$ represent MeOH and alpha-pinene, respectively.

1. Biofilm phase model equations:

\[ D_m \frac{d^2 S_m}{dx^2} = \frac{X_v \mu_{\text{max}(m)} S_m}{Y_m K_{S(m)} + S_m}, \]  

(1)

\[ D_p \frac{d^2 S_p}{dx^2} = \alpha \frac{X_v \mu_{\text{max}(p)} S_p}{Y_p K_{S(p)} + S_p}, \]  

(2)

where,
\[ \alpha = \frac{1}{1 + \left( \frac{C_m}{K_l} \right)^2} \]

The associated boundary conditions are:

\[ S_m = \frac{C_m}{m_m} \text{ and } S_p = \frac{C_p}{m_p} \text{ at } x = 0, \quad (3) \]

\[ \frac{dS_m}{dx} = \frac{dS_p}{dx} = 0 \text{ at } x = \delta. \quad (4) \]

The ODEs describing the concentrations of MeOH and alpha-pinene in the gas phase have the forms of (5) and (6); the entrance conditions are shown by (7) and (8). In these equations, \( U_s \), \( A_i \), \( h \) and \( C_i \) stand for the air superficial velocity, the biofilm surface area per unit volume of the BF, the position along the BF height and the concentration in the inlet air stream, respectively.

2. *Gas phase model equations:*

\[ U_s \frac{dC_m}{dh} = A_i D_m \left( \frac{dS_m}{dx} \right)_{x=0}, \quad (5) \]

\[ U_s \frac{dC_p}{dh} = A_i D_p \left( \frac{dS_p}{dx} \right)_{x=0}. \quad (6) \]

The associated entrance conditions are:

\[ C_m = C_{i(m)} \text{ at } h = 0, \quad (7) \]

\[ C_p = C_{i(p)} \text{ at } h = 0. \quad (8) \]

The model equations, the corresponding boundary and entrance conditions are made dimensionless by defining the following dimensionless parameters:
Using the dimensionless parameters, the model equations and the corresponding boundary and entrance conditions become:

3. **Dimensionless biofilm phase model equations**:

\[
\begin{align*}
\frac{d^2 S_m^*}{d\sigma^2} &= \phi_1 \frac{S_m^*}{1 + \beta_1 C_m^* S_m^*}, \\
\frac{d^2 S_p^*}{d\sigma^2} &= \alpha \phi_2 \frac{S_p^*}{1 + \beta_2 C_p^* S_p^*},
\end{align*}
\]

where:

\[
\alpha = \frac{1}{1 + \left(\frac{C_m^*}{K_i}\right)^2}.
\]

The associated dimensionless boundary conditions are:

\[
S_m^* = S_p^* = 1 \text{ at } \sigma = 0, \quad (11)
\]

\[
\frac{dS_m^*}{d\sigma} = \frac{dS_p^*}{d\sigma} = 0 \text{ at } \sigma = 1. \quad (12)
\]

4. **Dimensionless gas phase model equations**:

\[
\begin{align*}
\frac{dC_m^*}{d\xi} &= \kappa_1 C_m^* \left(\frac{dS_m^*}{d\sigma}\right)_{\sigma=0}, \\
\frac{dC_p^*}{d\xi} &= \kappa_2 C_p^* \left(\frac{dS_p^*}{d\sigma}\right)_{\sigma=0}.
\end{align*}
\]
The associated dimensionless entrance conditions are:

\[ C_m^\ast = 1 \quad \text{at} \quad \xi = 0, \quad (15) \]

\[ C_p^\ast = 1 \quad \text{at} \quad \xi = 0. \quad (16) \]

2. Presentation of the Iterative Scheme

The Mann’s Green’s embedded method (MGEM) has been developed by M. Abushammala et al. [28] to find approximated solutions for linear and nonlinear third order ODEs that arise in physical applications. The advantages of using this iterative scheme include fast convergence to the solution; and it gives highly accurate results without the need for spatial discretization or any assumptions that might change the physical representation of the model.

2.1. The Iterative Scheme for the Solution of First Order ODEs

Consider the following generalized first order ODE where \( L \) is a linear differential operator representing the first order derivative and \( f(x) \) is the inhomogeneous term.

\[ L[y] \equiv y'(x) + p(x)y(x) = f(x), \quad (17) \]

subject to the following initial condition:

\[ B[y] \equiv y(a) = A_1. \quad (18) \]

The general solution to (17) is given as:

\[ y = y_h + y_p. \quad (19) \]
In (19), \( y_h \) is the homogeneous solution which satisfies \( L[y] = 0 \) and the initial condition is given by (18). While \( y_p \) is the particular solution which satisfies \( L[y] = f(x) \) and the following initial condition \( B[y] = 0 \).

The particular solution to (17) is represented as:

\[
y_p = \int_a^\infty G(x,s) f(s) \, ds
\]  

(20)

The Green’s function \( G(x,s) \) is defined as:

\[
L[G(x,s)] = \delta(x-s),
\]  

(21)

subject to:

\[
B[G(x,s)] = 0 \]  

(22)

For \( x \neq s \), the Green’s function is a homogeneous solution to (17). However, when \( x = s \) the Green’s function has singular behavior. Therefore, it comprises of two identical solutions for each side of the Dirac delta function given as:

\[
G(x,s) = \begin{cases} 
  e_1 \exp \left( -\int_s^x p(x) \, dx \right) & a < x < s \\
  e_2 \exp \left( -\int_x^s p(x) \, dx \right) & x > s
\end{cases}
\]  

(23)

where \( e_1 \) and \( e_2 \) are constants; these constants are to be found using the following properties:

A. \( G(x,s) \) satisfies the homogeneous initial condition:

\[
B[G(x,s)] = 0
\]  

(24)

B. Jump discontinuity of \( G(x,s) \) at \( x = s \):
\[ e_2 \exp \left( - \int x p(x) \, dx \right) - e_1 \exp \left( - \int x p(x) \, dx \right) = 1 \] (25)

For the implementation of the MGEM, we first define the following linear integral operator:

\[ K[y] = y_h + \int_a^\infty G(x,s) \left[ y'(s) + p(s) y(s) \right] \, ds \] (26)

Now adding and subtracting \( f(x) \) from (26), we get:

\[ K[y] = y_h + \int_a^\infty G(x,s) \left[ y'(s) + p(s) y(s) - f(s) \right] \, ds + \int_a^\infty G(x,s) f(s) \, ds \] (27)

Using (19) and (20) in (27), we obtain:

\[ K[y] = y_h + \int_a^\infty G(x,s) \left[ y'(s) + p(s) y(s) - f(s) \right] \, ds + y - y_h \] (28)

Therefore, from (28), we find:

\[ K[y] = y + \int_a^\infty G(x,s) \left[ y'(s) + p(s) y(s) - f(s) \right] \, ds \] (29)

Mann's fixed point iterative scheme is known as:

\[ y_{n+1} = (1 - \alpha_n) y_n + \alpha_n K[y] \quad \text{for} \quad n \geq 0 \] (30)

Applying (30) to (29) yields:

\[ y_{n+1} = y_n + \alpha_n \int_a^\infty G(x,s) \left[ y'(s) + p(s) y(s) - f(s) \right] \, ds \] (31)

For \( n = 0 \), the starting function \( y_0 \) for the iterations is selected to be the solution to the homogeneous equation \( L[y] = 0 \) subject to (18). Due to the lack of proper justification on the
choice of the sequence $\alpha_n$, it is approximated by trying arbitrary values close to one and compare the results to find the value that meets a certain specified tolerance.

### 2.2. The Iterative Scheme for the Solution of Second Order ODEs

Consider the following generalized second order ODE where $L$ is a linear differential operator representing the second order derivative and $f(x)$ is the inhomogeneous term.

$$L[y] = y''(x) + q(x)y'(x) + r(x)y(x) = f(x) \quad (32)$$

subject to the following boundary conditions:

$$B_a[y] = a_0y(a) + a_1y'(a) = B_1 \quad (33)$$

$$B_b[y] = b_0y(b) + b_1y'(b) = C_1 \quad (34)$$

The general solution to (32) is given as:

$$y = y_h + y_p \quad (35)$$

In (35), $y_h$ is the homogeneous solution which satisfies $L[y] = 0$ and the boundary conditions given by (33) and (34). While $y_p$ is the particular solution which satisfies $L[y] = f(x)$ with the following boundaries $B_a[y] = B_b[y] = 0$.

The particular solution to (32) is represented as:

$$y_p = \int_a^b G(x,s)f(s) \, ds \quad (36)$$

The Green’s function $G(x,s)$ is defined as:

$$L[G(x,s)] = \delta(x-s) \quad (37)$$

subject to:
To construct the Green’s function, let $y_1$ and $y_2$ form the fundamental set of solutions for $L[y] = 0$, which is the homogeneous solution. For $x \neq s$, the Green’s function is a homogeneous solution to (32); however, when $x = s$ the Green’s function has singular behavior. Therefore, the Green’s function comprises of two identical solutions for each side of the Dirac delta function given as:

$$G(x,s) = \begin{cases} f_1 y_1 + f_2 y_2 & a \leq x < s \\ g_1 y_1 + g_2 y_2 & s < x \leq b \end{cases}$$  \hspace{1cm} (39)$$

where $f_1, f_2, g_1$ and $g_2$ are constants; these constants are to be found using the following properties:

**A.** $G(x,s)$ satisfies the homogeneous boundary conditions:

$$B_a[G(x,s)] = B_b[G(x,s)] = 0 \hspace{1cm} (40)$$

**B.** Continuity of $G(x,s)$ at $x = s$:

$$f_1 y_1(s) + f_2 y_2(s) = g_1 y_1(s) + g_2 y_2(s) \hspace{1cm} (41)$$

**C.** Jump discontinuity of $G'(x,s)$ at $x = s$:

$$g_1 y_1'(s) + g_2 y_2'(s) - f_1 y_1'(s) - f_2 y_2'(s) = 1 \hspace{1cm} (42)$$

For the implementation of the MGEM, we first define the following linear integral operator:

$$K[y] = y_h + \int_a^b G(x,s) \left[ y''(s) + q(s) y'(s) + r(s) y(s) \right] ds \hspace{1cm} (43)$$

Now adding and subtracting $f(x)$ from (43), we get:
Using (35) and (36) in (44), we obtain:
\[
K[y] = y_n + \int_a^b G(x,s) \left[ y''(s) + q(s) y'(s) + r(s) y(s) - f(s) \right] ds + \int_a^b G(x,s) f(s) \, ds
\]
(44)

Therefore, from (45), we find:
\[
K[y] = y + \int_a^b G(x,s) \left[ y''(s) + q(s) y'(s) + r(s) y(s) - f(s) \right] ds + y - y_n
\]
(45)

Mann’s fixed point iterative scheme is known as:
\[
y_{n+1} = (1 - \alpha_n)y_n + \alpha_n K[y] \quad \text{for} \quad n \geq 0
\]
(47)

Applying (47) to (46) yields:
\[
y_{n+1} = y_n + \alpha_n \int_a^b G(x,s) \left[ y''(s) + q(s) y'(s) + r(s) y(s) - f(s) \right] ds
\]
(48)

For \( n = 0 \), the starting function \( y_0 \) for the iterations is selected to be the solution to the homogeneous equation \( L[y] = 0 \) subject to (33) and (34). The choice of the sequence \( \alpha_n \) is similar to section 3.1.

2.3. Construction of the Iterative Scheme for the Biofilter Model Equations

In this section, the MGEM developed in section 3 is applied to the BF model equations shown by (9), (10), (13) and (14).

1. The iterative schemes for the biofilm phase model equations are:
\[
S^{*}_{m(n+1)} = S^{*}_{m(n)} + \alpha_n \left[ \int_0^\sigma (-s) \left( \frac{d^2 S^{*}_{m(n)}}{d\sigma^2} - \frac{\phi_1 S^{*}_{m(n)}}{1 + \beta_1 C^{*}_{m(n)} S^{*}_{m(n)}} \right) ds + \int_0^\sigma (-\sigma) \left( \frac{d^2 S^{*}_{m(n)}}{d\sigma^2} - \frac{\phi_1 S^{*}_{m(n)}}{1 + \beta_1 C^{*}_{m(n)} S^{*}_{m(n)}} \right) ds \right]
\]
(49)
\[ S_{p(n+1)}^* = S_{p(n)}^* + \alpha_n \left[ \int_{0}^{\sigma} (-s) \left( \frac{d^2 S_{p(n)}^*}{d\sigma^2} - \frac{\alpha \phi S_{p(n)}^*}{1 + \beta_2 C_{p(n)}^* S_{p(n)}^*} \right) ds + \int_{\sigma}^{1} (-\sigma) \left( \frac{d^2 S_{p(n)}^*}{d\sigma^2} - \frac{\alpha \phi S_{p(n)}^*}{1 + \beta_2 C_{p(n)}^* S_{p(n)}^*} \right) ds \right] \]  

(50)

where the starting points for the iterations are \( S_{m(n=0)}^* = 1 \) and \( S_{p(n=0)}^* = 1 \).

2. The iterative schemes for the gas phase model equations are:

\[ C_{m(n+1)}^* = C_{m(n)}^* + \alpha_n \left[ \int_{0}^{\xi} (-1) \left( \frac{dC_{m(n)}}{d\xi} - \kappa_1 C_{m(n)} \left( \frac{dS_{m}^*}{d\sigma} \right)_{\sigma=0} \right) ds \right] \]  

(51)

\[ C_{p(n+1)}^* = C_{p(n)}^* + \alpha_n \left[ \int_{0}^{\xi} (-1) \left( \frac{dC_{p(n)}}{d\xi} - \kappa_2 C_{p(n)} \left( \frac{dS_{p}^*}{d\sigma} \right)_{\sigma=0} \right) ds \right] \]  

(52)

where the starting points for the iterations are \( C_{m(n=0)}^* = 1 \) and \( C_{p(n=0)}^* = 1 \)  

(53)

3. Simulation Results and Discussion

3.1. Biodegradation of Methanol and Alpha-pinene

In order to verify numerically whether MGEM leads to accurate solutions, the iterative schemes developed in section 4 (Eq. 49-53) were applied to reproduce the concentration profiles of MeOH and alpha-pinene published in Mohseni and Allen [19]. It is worth mentioning that all the required simulations were carried out utilizing Computer Algebra System MAPLE 17 software.

The numerical predictions were compared with both the experimental data and the originally published model predictions presented in [19]. The parameter values used for solving the model equations are given in Table 1.

| Parameter | Value | Unit   | Parameter | Value | Unit   |
|-----------|-------|--------|-----------|-------|--------|
| \( A_s \) | 70.0  | m²·m⁻³ | \( r_m^* \) | 98,000 | g·m⁻³·h⁻¹ |
\[ r = \frac{X_v \mu_{\text{max}}}{Y}. \]

* is the growth rate constant defined as

---

**3.2. Biofiltration of Methanol**

For the biofiltration of MeOH, a tolerance of \(10^{-4}\) is imposed on the residual error as a stopping criterion for the iterations. Several simulations runs have been done with a different number of iterations and various sequence \(\alpha_n\) values. The corresponding maximum residual errors were estimated along the BF height to determine the number of iterations and the proper sequence setting that yields to the specified tolerance. The maximum residual errors for 15, 20 and 25 iterations at \(\alpha_n\) equal to 0.6, 0.4 and 0.2 are reported in Tables S1 to S3. The results showed that at a given value of \(\alpha_n\), the maximum residual error decreases with increasing number of iterations. To plot the concentration profile of MeOH, 15 iterations and a sequence of 0.4 were used as they meet the specified stopping criteria as mentioned above. Fig. 2 shows that the proposed technique yields a highly accurate solution and it can describe the biofiltration of MeOH when compared against the original model solution and the experimental data from the literature.
3.3. Biofiltration of Alpha-pinene

For the biofiltration of alpha-pinene (Fig. 3), the numerical results showed that Mann’s Green’s embedded method (MGEM) permitted a detailed description of alpha-pinene biofiltration when 50 iterations and a sequence of 0.18 were used. The optimal number of iterations and the proper setting for $\alpha_n$ were determined by carrying out several simulations runs to meet a tolerance of $10^{-4}$. These simulations were also done to study the impact of the number of iterations and the sequence value on the residual error. The residual error results are shown for 50, 55 and 60 iterations at $\alpha_n$ equal to 0.2, 0.18 and 0.1 in Tables S4 to S6. The results showed that the residual error improves when more iteration are carried out.

3.4. Sensitivity Analysis

One of the main objectives in the mathematical modeling of BFs is to analyze the impact of different parameters on the biofiltration process. This may help to have a clear understanding of the physical, chemical and biological phenomena. In this section, the MGEM with 15 iterations and a sequence of 0.4 was utilized to perform a sensitivity analysis on the model equations. The analysis performed here focused on studying the effect of empty bed residence time (EBRT), biofilm surface area, diffusion coefficient and air-biofilm partition coefficient on the RE of MeOH. The analysis was done by varying one parameter from Table 1 while maintaining the other parameters fixed at constant values.

3.5. Effect of Empty Bed Residence Time of the RE
Fig. 4 shows the BF performance based on the RE of MeOH under different EBRT (5-130 s) at an inlet MeOH concentration of 1 g.m$^{-3}$. RE increased rapidly when the EBRT was varied from 5 s to around 30 s. For short EBRT of around 10 s and less, the BF exhibited low RE of MeOH ($\leq 60\%$). This is attributed to the fact that, the contact between the biomass and MeOH was too quick at which the microorganisms had insufficient time to perform the required degradation on the available amount of MeOH. In contrast, for long EBRT the RE increased until it reached a complete elimination of MeOH at an EBRT of 50 s. The increase in the RE can be explained by the fact that the time spent by MeOH in the BF is sufficiently large for the process to effectively remove the pollutant.

3.6. Effect of Biofilm Surface Area on the RE

The RE of MeOH is plotted as a function of the biofilm surface area at an inlet MeOH concentration of 1 g.m$^{-3}$ and an EBRT of 50 s in Fig. 5. The results showed that the RE is an increasing function of the biofilm surface area. The analysis demonstrated that a complete removal of MeOH can be accomplished at a biofilm surface area of 63 m$^2$.m$^{-3}$. This is intuitively expected because for a given biofilm thickness increased surface area increases the reaction volume and area for mass transfer.

3.7. Effect of Air-biofilm Partition Coefficient on the RE

Fig. 6 shows the RE of MeOH as a function of the air-biofilm partition coefficient at an inlet MeOH concentration of 1 g.m$^{-3}$ and an EBRT of 50 s. Although the air-biofilm partition coefficient is constant for a given compound, this parameter could be altered by factors such as temperature and surfactant addition. Therefore, it is essential to examine the effect of this parameter on the RE. At low values of air-biofilm partition coefficient of up to 0.01, the BF
showed 100% removal of MeOH. This phenomenon is due to the fact that at low values of the air-biofilm partition coefficient, the solubility of MeOH in the biofilm increases resulting in rapid biodegradation in the biofilm. However, the increase in the air-biofilm partition coefficient to 0.1 substantially reduced the RE to 40.87%. This analysis confirms that the RE of the biological system diminishes as the air-biofilm partition coefficient increases since this hinders the diffusion of pollutants into the biofilm where the elimination process occurs.

3.8. Effect of Diffusion Coefficient on the RE

The diffusion coefficient describes the rate at which a pollutant is transferred from the gas phase to the biofilm phase. This parameter significantly impacts the RE of pollutants in BF{s as it depends upon the biofilm density and the operating temperature. Consequently, the effect of this parameter on the RE of MeOH is analyzed in Fig. 7. The diffusion coefficient was varied incrementally from low values of about $1.00 \times 10^{-6} \text{m}^2\text{.h}^{-1}$ to $6.00 \times 10^{-6} \text{m}^2\text{.h}^{-1}$ at an inlet MeOH concentration of 1 g.m$^{-3}$ and EBRT of 50 s. The simulation results showed that the RE increases as the diffusion coefficient increased. This behavior is expected as at high values of the diffusion coefficient, MeOH diffuses faster into the biofilm where the biodegradation takes place. A maximum RE of 98.06% was noticed at a diffusion coefficient of $6.00 \times 10^{-6} \text{m}^2\text{.h}^{-1}$. While at low diffusivity of $1.00 \times 10^{-6} \text{m}^2\text{.h}^{-1}$ the BF removed about 82.83% of the MeOH in the air stream.

4. Conclusion

In this work, a novel technique known as Mann’s Green’s embedded method (MGEM) is successfully applied to obtain an approximate solution for a model which describes biofiltration
of methanol and alpha-pinene, which are key hazardous air pollutants emitted from the pulp and paper industry [19]. The results obtained for each compound were compared against experimental data from the literature and the original model predicted solution. The Mann’s Green’s embedded method (MGEM) is able to provide excellent numerical approximations for the biofiltration of both compounds. Furthermore, with this MGEM based model, a sensitivity analysis of important parameters (empty bed residence time, biofilm surface area, diffusion coefficient and air-biofilm partition coefficient) on the removal efficiency (RE) of MeOH was performed to analyze the influence of these parameters on the biofiltration process. The model predictions show that these parameters highly influence removal performance; and thus, accurate estimations of these parameters are important. It should be mentioned that kinetics of biodegradation for these two compounds, methanol and alpha-pinene, are non-linear in nature as described by Monod kinetics. MGEM has been established in solving nonlinear boundary value problems with high accuracy as compared to exact and existing numerical solutions without altering physical representation of the problem (i.e. without changing the boundary conditions). Furthermore, this scheme converges fast and can be applied to a wide spectrum of problems in the physical sciences and engineering [30]. To the authors’ knowledge, this is the first time Mann’s Green’s embedded method (MGEM) is applied in the solution of biofilter models. Most biological reactor equations yield boundary value problems with highly non-linear kinetics. Therefore, the method presented and outcomes of this contribution are expected to be valuable for scientific community who work in the area of bioreactor modeling.
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Fig. 1. A simple schematic diagram of a biofilter.

Fig. 2. Methanol concentration profile along the biofilter height.
Fig. 3. Alpha-pinene concentration profile along the biofilter height.

Fig. 4. Removal efficiency of methanol vs. the empty bed residence time.
**Fig. 5.** Removal efficiency of methanol vs. the biofilm surface area.

**Fig. 6.** Removal efficiency of methanol vs. the air-biofilm partition coefficient.
Fig. 7. Removal efficiency of methanol vs. the diffusion coefficient.