Abstract

Extracting shape information from object boundaries is a well studied problem in vision, and has found tremendous use in applications like object recognition. Conversely, studying the space of shapes represented by curves satisfying certain constraints is also intriguing. In this paper, we model and analyze the space of shapes represented by a 3D curve (space curve) formed by connecting \( n \) pieces of quarter of a unit circle. Such a space curve is what we call a Tangle, the name coming from a toy built on the same principle.

We provide two models for the shape space of \( n \)-link open and closed tangles, and we show that tangles are a subset of trigonometric splines of a certain order. We give algorithms for curve approximation using open/closed tangles, computing geodesics on these shape spaces, and to find the deformation that takes one given tangle to another given tangle, i.e., the Log map. The algorithms provided yield tangles up to a small and acceptable tolerance, as shown by the results given in the paper.
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1 Introduction

The shape of an object is of tremendous interest to the computer vision community. It has several applications like object recognition, summarizing shape of collection of objects (mean shape), object retrieval and others. There are various aspects and inquiries with respect to shape of an object: shape statistics, shape matching, shape based registration, modeling shape variability and others.

Shape is typically defined as whatever is left in the object representation after eliminating variability due to rigid transformations\(^1\). Factoring out these variations depends on the mode of object representation chosen. One popular choice is to represent the object by its boundary, which in tum can be represented using one of the following: landmark points, Fourier descriptors, smooth curves, level set functions, medial axis, and others.

The set of all possible object representation chosen forms a space to work with, from which factoring out the variabilities not of interest gives us a shape space. Using tools of differential geometry, one then works with metrics, geodesic distances, parallel transport to answer queries related to shape as listed in the first paragraph.

Interesting shape (or curve) spaces have been proposed by putting restrictions on variabilities of an object or limiting the object representation, for example, cubic splines, Fourier descriptors, and the space of Bicycle-chain shape models. In this paper, we are interested in studying and analyzing what we call the Tangle shape space. Tangle is a toy (and much more) created by Richard X. Zawitz’s Tangle creations \( \text{www.tanglecreations.com} \), consisting of connected copies of a planar curve (arc) to form a closed space curve. Few examples are shown in Figure 1 below. Each arc is rigid and each joint can be subjected to local rotations which may have global effects on the shape. In this paper, we are interested in the mathematical modeling of the tangle shape space, and developing shape related computations on it. We consider two cases, open tangles and closed tangles; in the former the initial point of the first link and final point of the last link need not be the same, while in the latter, the points and the respective tangents must be the same.

We develop mathematical models for tangles as parametric space curves, and show that the set of all possible tangle curves is a subset of all trigonometric splines of a specific order. Apart from this, some useful characteristics of tangles, curvature and torsion for instance, are also derived. We also show that the set of all possible open tangles can be modeled as an appropriate dimensional torus, while the set of all possible closed tangles is a subset of such a torus. We also provide algorithms for space curve approximation using tangles, and for computing geodesics and Log map on the tangle shape space. Exploring applications like protein shape modeling is left to another paper.

The paper is organized as follows: We summarize related work in the next section, and develop models for shape spaces of tangles in Section 3. In the same section, we also show that tangles form a subset of trigonometric splines. Thereafter we provide computational algorithms for curve approximation, computing geodesics and Log map on tangle shape space in Section 4. We demonstrate the performance of these algorithms in Section 5, and conclude with some discussions in Section 6.
2 Related Work

The first proper study of shape is credited to D’Arcy Thompson for his work *On Growth and Forms*. The modern treatment of shape is mainly due to Kendall [3] and Bookstein [4], wherein it was proposed to represent an object by some landmark points located on the boundary of the object in $\mathbb{R}^2$. Kendall used the quotient of this space with the group of translation, scaling and rotation to obtain a *shape space* on which he defined the dissimilarity of two shapes by computing the geodesic distance between the two shapes on the shape space.

Planar curves have received much more attention than space curves. The space of planar smooth curves is an important model for shape space (though not strictly a shape space). In a more mathematical treatment of this subject, Michor and Mumford [5] study the set of embeddings and immersions of $S^1$ into $\mathbb{R}^2$, where $S^1$ is the unit circle in $\mathbb{C}$ and represents the values that a parameter used to define a closed curve can take. The space they consider is then the quotient of the above space with the group of diffeomorphisms from and to $S^1$ representing the group of reparameterizations. This forms an infinite dimensional space on which geodesics are obtained for various metrics. In [6], Younes also works on the space of smooth planar curves, and defines the distance between two curves as the energy needed to deform one curve to another. The energy is based on the length of path on the group of infinitesimal deformation field that deforms one curve to another. Klassen et al. [7] use Fourier descriptors of the tangent to the planar curve to represent the curve. A 2D closed curve can also be represented by its *medial axis* [8]. A more comprehensive representation called the shock graph has been explored for representation and shape distance computation in [9, 10]. Sommer et al. introduced the Bicycle chain shape models [11] in which, every landmark on the curve is constrained to be equidistant from its neighbors. Glaunes et al. [12] consider a shape as an interior of a planar curve, while the shape space is built by looking at all possible diffeomorphic deformations of the interior of closed curves.

Srivastava et al. [13] represent curves in $\mathbb{R}^n$ using the *square root velocity* function, using which they devise shape analysis tools. Another interesting representation of space curves is presented by Kessler [14], in which a space curve is represented via segments of planar curves called E-sets, and has been used for shape analysis of protein molecules. While there exists generalizations of models like the Fourier descriptors to space curves [15], splines can be used for space curves without any modification. Splines were introduced by Schoenberg [16] and de Boor [17] as interpolation methods, and have found use in signal & image processing [18], computer graphics [19], manufacturing processes [20], and others. Several types and variations of splines have been developed based on choice of basis and constraints; B-splines, Bézier curves, Rational B-splines, Trigonometric splines, to name a few. Apart from applications several theoretical results have also been worked out [21, 22]. Following [21], we briefly introduce trigonometric splines here, as the tangle shape space will be shown to be its subset later on.

Given a positive integer $m$, an $m$-dimensional space is defined as

$$T_m = \left\{ \text{span}\{v_1, \ldots, v_m\}, \text{ span}\{u_1, \ldots, u_m\}, \begin{array}{l} m = 2r \\ m = 2r + 1 \end{array} \right\},$$

where

$$\begin{align*} \{v_1, \ldots, v_m\} &= \{\cos(t/2), \sin(t/2), \ldots, \\
&\qquad \cos[(r-1/2)t], \sin[(r-1/2)t]\}, \quad m = 2r, \\
\{u_1, \ldots, u_m\} &= \{1, \cos(t), \sin(t), \ldots, \\
&\qquad \cos(rt), \sin(rt)\}, \quad m = 2r + 1. \end{align*}$$

Let $D^k, k \geq 0$ represent the derivative of order $k$ operator. Then, given a partition $\Delta = \{a = t_0 < t_1, \ldots, t_{k+1} = b\}$ of an interval $[a, b]$, and a vector $M = (m_1, \ldots, m_k)$ of $k$ integers, with $1 \leq m_i \leq m$, the space of trigonometric splines of order $m$, with multiplicities $M$ is defined as

$$S(T_m, M, \Delta) = \left\{ s \mid \exists s_0, \ldots, s_k \in T_m \text{ with } s(t) = s_i(t) \right\} \forall t \in [t_i, t_{i+1}], i = 0, \ldots, k, \text{ and } \left\{ \begin{array}{l} D^{j-1}s_{i-1}(t_i) = D^{j-1}s_i(t_i) \\
\qquad j = 1, \ldots, m - m_i, \quad i = 1, \ldots, k. \end{array} \right\}$$

In words, a trigonometric spline is a collection of elements from $T_m$, each defined on a sub-interval $[t_i, t_{i+1}]$, such that...
at common points of adjacent elements (also called knots),
they satisfy continuity constraints for derivatives up to order
$m - m_i - 1$. Thus the space $S(T_m, M, \Delta)$ is $m + \sum_{i=1}^{k} m_i$
dimensional.

Of special interest to us is the space of trigonometric
splines of order $m = 3$, with $M = (1, 1, \ldots, 1)$, henceforth
denoted by $M_1$. We get $T_3 = \{1, \cos(t), \sin(t)\}$ in this case,
while the constraints defined in Equation (1) are

\[ s_{i-1}(t_i) = s_i(t_i), \quad i = 1, \ldots, k \quad (2) \]
\[ Ds_{i-1}(t_i) = Ds_i(t_i), \quad i = 1, \ldots, k. \quad (3) \]

It can be seen that the space $S(T_3, M_1, \Delta)$ is $k + 3$
dimensional. In order to represent a space curve as a trigono-
metric spline, each coordinate is considered as a trigono-
metric spline function of the parameter $t$, and the space
curve between a sub-interval $[t_i, t_{i+1}]$ of $\Delta$, is given by (for
$i = 0, \ldots, k$),

\[ s_i(t) = a_i + b_i \cos(t - t_i) + c_i \sin(t - t_i), \quad \forall t \in [t_i, t_{i+1}], \quad (4) \]

where $a_i, b_i, c_i \in \mathbb{R}^3$ are the coefficient vectors that satisfy
constraints given by Equations (2), (3). The degrees of freedom
available for a trigonometric spline space curve is thus
$3k + 9$.

In the next section, we model the Tangle shape space and
show that it is a subset of $S(T_3, M_1, \Delta)$.

3 Modeling Tangles

In this work, we will represent tangle configurations using
parametric space curves, formed by connecting $n$ copies of a
quarter of a unit-circle (each copy called a link), translated
and rotated appropriately. Depending on whether the first
and last links are connected or not, we obtain a closed or
an open tangle. Different configurations are obtained with the
help of local rotations applied on each link. These local
rotations have a global effect on the tangle, akin to the effect
of changing a control point of a spline curve. In what
follows, $s$ represents a parametric space curve, $s(t)$ denotes
the point on the curve at parameter value $t$, while $\dot{s}(t)$
denotes the derivative of the functions $s$ at parameter value $t$, and
represents the tangent to the curve at point $s(t)$. Unless
stated otherwise, $(p, q, r) \in \mathbb{R}^3$ represents a row vector,
while $(p, q, r)^T \in \mathbb{R}^3$ or any element $v \in \mathbb{R}^3$ will be assumed
to be represented as column vectors.

Since each link is a translated and rotated version of a
quarter of a unit-circle, without loss of generality, we assume
the following canonical form of a quarter of a unit-circle
when translated and rotated appropriately, yields any
given link:

\[ c(t) = (\cos t, \sin t, 0)^T, \quad \forall t \in [0, \frac{\pi}{2}]. \quad (5) \]

The tangent to $c(t)$ is $\dot{c}(t) = (-\sin t, \cos t, 0)^T$, $\forall t \in [0, \frac{\pi}{2}]$,
specifically, $\dot{c}(0) = (0, 1, 0)^T$ and $\dot{c}(\frac{\pi}{2}) = (-1, 0, 0)^T$. Let

\[ s(t), t \in [0, n\frac{\pi}{2}] \] denote the $n$-link space curve, and let $t_i = \frac{i\pi}{2}, i = 0, \ldots, n$. Let $R_{\hat{n}, \theta} \in \mathbb{R}^{3 \times 3}$ denote the rotation matrix
with axis $\hat{n}$ and angle of rotation $\theta$. For a given space curve $s$
that represents an $n$-link tangle, let $s_i(t) = s(t), t \in [t_i, t_{i+1}]$
denote the $(i+1)^{st}$ link, where $i = 0, \ldots, n-1$. Since any link
is a rotated and translated form of the assumed canonical
form $c$ from Equation (5), we have,

\[ s_i(t) = R_{\hat{n}, \theta} c(t - t_i) + t_i, \quad \forall t \in [t_i, t_{i+1}], \quad (6) \]

for some unit normal $\hat{n}$, angle $\theta$, and translation vector
$T_i \in \mathbb{R}^3$. The tangent to the $(i+1)^{st}$ link is

\[ \dot{s}_i(t) = R_{\hat{n}, \theta} \dot{c}(t - t_i), \quad \forall t \in [t_i, t_{i+1}], \quad (7) \]

and specifically,

\[ \dot{s}_i(t_i) = R_{\hat{n}, \theta} (0, 1, 0)^T \quad (8) \]
\[ \dot{s}_i(t_{i+1}) = R_{\hat{n}, \theta} (-1, 0, 0)^T. \quad (9) \]

Moreover, since $\langle \dot{c}(0), \dot{c}(\frac{\pi}{2}) \rangle = 0$, $\langle \dot{s}_i(t_i), \dot{s}_i(t_{i+1}) \rangle = 0$, and
$||\dot{c}(0)|| = ||\dot{c}(\frac{\pi}{2})|| = ||\dot{s}_i(t_i)|| = ||\dot{s}_i(t_{i+1})|| = 1$.

Thus, one can determine $R_{\hat{n}, \theta}$ uniquely from an ortho-
ogonal pair of unit vectors $(\dot{s}_i(t_i), \dot{s}_i(t_{i+1}))$ by solving Equa-
tions (8), (9), and conversely, given $R_{\hat{n}, \theta}$, one can determine
the tangent vectors: $\dot{s}_i(t_i), \dot{s}_i(t_{i+1})$ from the same equations.

Given two consecutive links $s_i$ and $s_{i+1}$, these should satisfy
the following constraints:

\[ s_i(t_{i+1}) = s_{i+1}(t_{i+1}), \quad (10) \]
\[ \dot{s}_i(t_{i+1}) = \dot{s}_{i+1}(t_{i+1}), \quad (11) \]

the former stating that the end point of link $(i+1), s_i(t_{i+1})$
should be the same as the starting point of link $i$ and
$s_{i+1}(t_{i+1})$, and the latter ensuring that the tangent vector at
the end point of link $i+1$, $\dot{s}_i(t_{i+1})$ should be the same as
the tangent vector at the starting point of link $i+2$, $\dot{s}_{i+1}(t_{i+1})$.
The first constraint gives:

\[ R_{\hat{n}, \theta} c(\frac{\pi}{2}) + T_i = R_{\hat{n}, \theta} c(0) + T_{i+1}. \quad (12) \]

Thus, if $s_i(t)$ is known and $R_{\hat{n}, \theta}$ is known (using tangent
vectors as discussed earlier), $T_{i+1}$ can be computed using

\[ T_{i+1} = R_{\hat{n}, \theta} c(\frac{\pi}{2}) + T_i - R_{\hat{n}, \theta} c(0). \quad (12) \]

Let $V_i, V_{i+1}, V_{i+2}$ denote the tangent vectors
$\dot{s}_i(t_i), \dot{s}_i(t_{i+1}) = \dot{s}_{i+1}(t_{i+1}), \dot{s}_{i+1}(t_{i+2})$ respectively.
Since $\langle V_i, V_{i+1} \rangle = \langle V_{i+1}, V_{i+2} \rangle = 0$, one can represent the tangent
vector $V_{i+2}$ as $V_{i+2} = \dot{V}_{i+1}, V_{i+2}$ for some $\theta_i$. In words,
given the orthonormal tangent vectors $V_i, V_{i+1},$ any unit
vector $V_{i+2}$ which is orthogonal to $V_{i+1}$ can be produced
via a rotation about the axis $V_{i+1}$ of the vector $V_i$.

Let $V_i = \dot{s}_i(t_i)$ denote the tangent vector at the initial
point of $(i+1)^{st}$ link for $i = 0, \ldots, n-1$, and $V_n = \dot{s}(t_n)$
denote the tangent vector at the end-point of the $n^{th}$ link.
Assuming $V_0, V_1$ to be given such that $\langle V_0, V_1 \rangle = 0, ||V_0|| =
\[ ||V_i|| = 1, \text{ an } n\text{-link open tangle parametric space curve } s: [0,n \frac{\pi}{2}] \to \mathbb{R}^3, \] is also uniquely represented by the set of angles \((\theta_0, \ldots, \theta_{n-2})\), where \(V_{i+2} = R_{\theta_{i+1}}V_i, i = 0, \ldots, n-2\). Thus, including the degrees of freedom in choosing the orthonormal vectors \(V_0, V_1\) (which is three), and degrees of freedom available through a global translation (again three), the total degrees of freedom for an \(n\)-link open tangle is \(n + 5\).

A closed form expression for each \(s_i(t)\) can be obtained by carefully observing Equations (8) and (9). It is not difficult to see that the first two columns of \(R_{\theta_i} V_i\) in Equation (6) are \(-s_i(t_{i+1})\) or \(-V_{i+1}\) and \(s_i(t_i)\) or \(V_i\). Substituting these in Equation (6) and (12), and noting the special form of \(c\) from Equation (5), one gets the following closed form expression:

\[
s_i(t) = V_i \sin(t-t_i) - V_{i+1} \cos(t-t_i) + T_i, \quad \forall t \in [t_i, t_{i+1}],
\]

for \(i = 0, \ldots, n-1\), and

\[
T_{i+1} = V_i + V_{i+2} + T_i, \quad i = 0, \ldots, n-2,
\]

with \(T_0 = 0\). Comparing Equations (2), (3) and (4) with Equations (10), (11) and (12), it is clear that the set of all tangle curves is a subset of \(\mathcal{S}(T_\theta, M_1, \Delta)\).

In case shape as defined by Kendall\(^1\) of an \(n\)-link open tangle is concerned, the degrees of freedom reduces (by six) to \(n - 1\). As far as shape representation for an \(n\)-link open tangle is of interest, one can factor out the global translation and rotation by fixing the first of the \(n\) links to our canonical quarter circle \(c\) from Equation (3), i.e., \(s_0(t) = c(t), t \in [0, \frac{\pi}{2}]\). This implies fixing \(V_0 = (0, 1, 0)^T\) and \(V_1 = (-1, 0, 0)^T\). The angles \((\theta_0, \ldots, \theta_{n-2})\) are the degrees of freedom that generate \(n\)-link open tangles with different shapes\(^1\) and thus the shape space of an \(n\)-link open tangle is the \(n - 1\) dimensional torus \(T^{n-1}\).

Thus the set of \(n\)-link open tangle shapes \(S_o\), can be modeled by any of the following equivalent ways:

\[
S_o = T^{n-1}
\]

or

\[
S_o = \{(V_2, \ldots, V_n), V_i \in \mathbb{R}^3, i = 2, \ldots, n \mid \langle V_i, V_{i+1} \rangle = 0, V_0 = (0, 1, 0)^T, V_1 = (-1, 0, 0)^T, ||V_i|| = 1, i = 2, \ldots, n\}
\]

3.1 \(n\)-link closed tangles

For \(s: [0,n \frac{\pi}{2}] \to \mathbb{R}^3\) to represent a closed \(n\)-link tangle, it needs to satisfy two additional constraints:

\[
s(t_n) = s(t_0)V_n = V_0
\]

\[
s(t_1) = s(t_0)V_1
\]

The first constraint ensures that the first and the last point coincide, while the second ensures continuity of the first \(s\)-derivative. The first condition can also be met by using the fact that line integral over a closed curve of its tangent vector field is zero, which in terms of \(s\) can be written and simplified as,

\[
\int_0^{n\frac{\pi}{2}} \dot{s}(t) \, dt = \sum_{i=0}^{n-1} \int_{\frac{i\pi}{2}}^{(i+1)\frac{\pi}{2}} \dot{s}_i(t) \, dt
\]

\[
= \sum_{i=0}^{n-1} R_{\theta_i, \theta_i} \left( c(\frac{\pi}{2}) - c(0) \right)
\]

\[
= \sum_{i=0}^{n-1} R_{\theta_i, \theta_i} \left( \dot{c}(\frac{\pi}{2}) + \dot{c}(0) \right) = 0,
\]

the last equality resulting because of the special choice of \(c\). Using Equations (3), (9), and representing the tangent vectors with \(V_i\), the constraint that the initial and end-point of the \(n\)-link tangle must coincide boils down to,

\[
\sum_{i=0}^{n-1} V_i = 0.
\]

In case shape as defined by Kendall\(^2\) of the \(n\)-link closed tangle is of interest, we fix \(V_0 = (0, 1, 0)^T\) and \(V_1 = (-1, 0, 0)^T\). We thus need to ensure \(\langle V_0, V_{n-1} \rangle = 0\). With \(V_{i+2} = R_{\theta_{i+1}}V_i, i = 0, \ldots, n - 3\), the \(n\)-link closed tangle shape space is \(S_c = F^{-1}(0)\), where \(F: T^{n-2} \to \mathbb{R}^4\) is defined as,

\[
F(\theta_0, \ldots, \theta_{n-3}) = \left( \sum_{i=0}^{n-1} V_i, \langle V_0, V_{n-1} \rangle \right).
\]

Thus, the degrees of freedom\(^2\) as far as shapes of \(n\)-link closed tangles is of interest, we fix \(V_0 = (0, 1, 0)^T\) and \(V_1 = (-1, 0, 0)^T\). We thus need to ensure \(\langle V_0, V_{n-1} \rangle = 0\). With \(V_{i+2} = R_{\theta_{i+1}}V_i, i = 0, \ldots, n - 3\), the \(n\)-link closed tangle shape space is \(S_c = F^{-1}(0)\), where \(F: T^{n-2} \to \mathbb{R}^4\) is defined as,

\[
S_c = \{(\theta_0, \ldots, \theta_{n-3}) \in T^{n-2} \mid F(\theta_0, \ldots, \theta_{n-3}) = 0\}
\]

or

\[
S_c = \{(V_2, \ldots, V_{n-1}), V_i \in \mathbb{R}^3, i = 2, \ldots, n - 1 \mid \langle V_i, V_{i+1} \rangle = \langle V_0, V_{n-1} \rangle = 0, i = 1, \ldots, n - 2, ||V_i|| = 1, i = 2, \ldots, n - 1, \sum_{i=0}^{n-1} V_i = 0\}
\]

with \(V_0 = (0, 1, 0)^T\) and \(V_1 = (-1, 0, 0)^T\). For computations on the tangle shape space, we will prefer the latter characterization in terms of unit tangent vector sets (satisfying appropriate constraints), instead of elements of the appropriate torus, since closed form expressions relating the angle \(\theta_i\) with the unit tangent vector \(V_i\) become far too involved as the number of links increases. This is especially true for closed tangles.

As expected, the set of 4-link closed tangle shape space contains one point, the circle starting with the canonical

\(^1\)Some \(n\)-link tangles may have additional symmetries which we ignore in this work.

\(^2\)The reason behind not using the term dimension in place of degree of freedom will be made clear in a later section.
3.2 Properties of Tangles

We now briefly summarize the properties of tangles as space curves.

1. Unit Speed curves: Tangles as given by Equations (13), (5) are unit-speed parametric space curves. This is obvious, since for the canonical form \(|\ddot{c}(t)|| = 1\), \(\forall t\), while all links are obtained by rotating and translating this canonical form.

2. Curvature: The tangent at any point \(t \in [t_i, t_{i+1}]\) is given by
   \[ s_i(t) = V_i \cos(t-t_i) + V_{i+1} \sin(t-t_i). \]
   Note that the space of tangle curves was shown to be a subset of \(\mathcal{S}(T_3, M_1, \Delta)\), hence second order derivatives may not exist at the knots/points connecting two links. But at all other points, the tangents are smooth. Since the curve is unit speed, the curvature magnitude is \(|\kappa(t)| = ||s_i(t)||, \forall t \neq t_i\), \[ |\kappa(t)| = ||V_{i+1} \cos(t-t_i) - V_i \sin(t-t_i)|| = 1, \forall t \neq t_i \]
   and therefore \(\kappa(t) = \pm 1, \forall t \neq t_i\).

3. Torsion: The unit normal at \(t \in [t_i, t_{i+1}]\), is \[ n(t) = V_{i+1} \cos(t-t_i) - V_i \sin(t-t_i) \]
   and therefore the binormal vector at \(t \in [t_i, t_{i+1}]\), is \[ b(t) = V_i \times V_{i+1} \]
   Since each link lies in the plane spanned by \(V_i\) and \(V_{i+1}\), for each \(t \in (t_i, t_{i+1})\), the torsion \(\tau\) is zero.

4 Computational Tools

We first provide an algorithm to approximate a given space curve with open tangles, followed by algorithms to compute geodesics and Log map in the open/closed tangle shape space.

4.1 Curve approximation using Tangles

We assume that we are given a smooth (at least \(C^1\)) constant speed parameterized space curve \(p : [0, n \frac{\pi}{2}] \rightarrow \mathbb{R}^3\) which is to be approximated by an \(n\)-link open tangle \(s\). In case only an ordered set of points in \(\mathbb{R}^3\) is to be fit with a tangle, we fit a spline \(p\) through the set of points. Our method tries to fit the tangent field of the tangle to the tangent field of the given curve in the least square sense, i.e., it minimizes the following cost:

\[ J(s) = \int_0^n ||\ddot{p}(t) - \dddot{s}(t)||^2 \, dt \] (27)

The tangent field of the given space curve is either computed analytically if the parametric form is available, or computationally via a spline fit as discussed earlier. This gives,

\[ J(s) = \sum_{i=0}^{n-1} \int_{t_i}^{t_{i+1}} ||\ddot{p}(t) - V_i \cos(t-t_i) - V_{i+1} \sin(t-t_i)||^2 \, dt. \] (28)

Since the tangle is uniquely specified (up to global rigid motions) once the tangent vectors at the connecting points are determined, we obtain a constrained minimization problem in terms of \(V = [V_0, \ldots, V_n]\) (note here we do not fix \(V_0\) and \(V_1\)):

\[ J(V) = \sum_{i=0}^{n-1} \int_{t_i}^{t_{i+1}} ||\ddot{p}(t) - V_i \cos(t-t_i) - V_{i+1} \sin(t-t_i)||^2 \, dt \] (29)

such that \(\langle V_i, V_{i+1} \rangle = 0, i = 0, \ldots, n-1, \]
and \(||V_i|| = 1, i = 0, \ldots, n, \)

Sampling the tangent field of the given space curve \(p\) and the tangle curve \(s\) to be estimated uniformly (using methods from [23], if required), and replacing the integral with a summation at these sample points in the above cost function \(J\), gives us a constrained least square problem in the variables \(V_i\), for which we deploy the penalty method from [24][25]. Note that since only the tangent fields are aligned, an additional rigid (and global) transformation alignment is performed once the above optimization process ends.

Given a closed parametric space curve, we can approximate it with a closed tangle configuration with the same method given above, with few additional constraints listed in Section 3 ensuring that the tangle configuration is closed.

4.2 Geodesics on Tangle space

We now compute geodesics emanating at a given point in the tangle shape space in any given tangent direction. Geodesics on a Riemannian manifold \(M\), can be computed via the Riemannian Exponential map (henceforth Exp map) as follows. For \(p \in M\), and tangent space of \(M\) at \(p\) denoted by \(T_p M\), the Exp map \(\text{Exp}_p : T_p M \rightarrow M\) maps every \(v \in T_p M\) to a point \(q \in M\) obtained by moving along a geodesic starting at \(p\) in the direction \(||v||\), for a distance \(||v||\), where \(||.||\) is the Riemannian metric defined on \(T_p M\). Thus given the Exp map \(\text{Exp}\), one can compute segment of a geodesic \(\gamma\) starting at \(p\) along a tangent vector \(v \in T_p M\) as \(\gamma : t \mapsto \text{Exp}_p(tv), t \in [0,1]\).

As discussed earlier, the \(n\)-link open tangle shape space \(\mathcal{S}_o\) is simply \(T^{n-1}\). Moreover, \(T^{n-1}\) is a Lie group [20], with
\[ T_p(T^{n-1}) = \mathbb{R}^{n-1} \text{ for any } p \in T^{n-1}. \] Identifying \( T^{n-1} \) with \( S^{n-1} \), where \( S \) is the unit circle in \( \mathbb{C} \), we can use the Exp map defined on \( S^{n-1} \) to compute geodesics on \( T^{n-1} \). For every \( p = (p_0, \ldots, p_{n-2}) \in S^{n-1} \) and \( \forall \theta = (\theta_0, \ldots, \theta_{n-2}) \in \mathbb{R}^{n-1}, \) \( \text{Exp}_p : \mathbb{R}^{n-1} \to S^{n-1} \) is defined as,

\[ \text{Exp}_p(\theta) = (p_0 \exp(i\theta_0), \ldots, p_{n-2} \exp(i\theta_{n-2})), \tag{32} \]

where \( i = \sqrt{-1} \), and \( \exp \) is the usual exponential function.

The Exp map on the space of closed tangles is more involved. We defer the discussion on whether the set of n-link closed tangle configurations forms a manifold or not to a later section. Here, we work under the assumption that geodesics are computed at points contained in a sufficiently large neighborhood where singularities do not occur. The geodesics can be computed in two ways, using each of the model presented in Section 3. For brevity, we present the method using the following model for n-link closed tangle shapes:

\[ S_c = \{ (V_2, \ldots, V_{n-1}), V_i \in \mathbb{R}^3, i = 2, \ldots, n - 1 \mid (V_i, V_{i+1}) = (0, V_{n-1} = 0, i = 1, \ldots, n - 2, \|V_i\| = 1, i = 2, \ldots, n - 1, \sum_{i=0}^{n-1} V_i = 0 \}, \tag{33} \]

with \( V_0 = (0, 1, 0)^T, V_1 = (-1, 0, 0)^T \) fixing the first link. Then \( S_c = F^{-1}(0) \) is assumed to be an implicitly defined manifold, using the function \( F \), where \( F : \mathbb{R}^{3n-6} \to \mathbb{R}^{2n} \) encode the 2n constraints on the set of tangent vectors \( v = (V_2, \ldots, V_{n-1}) \in \mathbb{R}^{3n-6} \) given in Equation 33. To simplify notations, let \( p = 3n - 6 \), and \( q = 2n \). The tangent space of \( S_c \) at \( v \) is given by \( \ker(JF(v)) \), where \( \ker(A) \) denotes the kernel of matrix \( A \), while \( JF(v) \) is the Jacobian matrix of \( F \). Let \( HF_i(v) \in \mathbb{R}^p \) denote the Hessian of the constraint \( F_i, i = 1, \ldots, q \). Following an optimal control strategy given by Dedieu & Nowicki [27], in order to compute the exponential map at a point \( v \in S_c \) of the tangent vector \( u \in T_v(S_c) \), we solve the following set of differential equations in \( v(t), t \in [0, 1] \):

\[ \begin{align*}
\dot{v}(t) &= \sum_{i=1}^{q} \mu_i HF_i(v(t)) \dot{v}(t), \\
\dot{\mu}(t) &= (Id - JF(v(t))^\dagger JF(v(t))) \mu(t), \\
\mu(0) &= \mu_T, \end{align*} \tag{34} \]

where \( r \in \mathbb{R}^p \) acts as an auxiliary variable, \( A^\dagger \) is the pseudo-inverse of matrix \( A \), and \( A^T \) denotes transpose of \( A \). This differential equation in the variables \( (r, v) \) can be solved using explicit methods or implicit methods given in [27]. We use explicit methods, since we are interested in solving the differential equations for a small interval \( t \in [0, 1] \), for which in practice the errors are negligible.

### 4.3 Log map on Tangle shape space

We now compute the inverse of the Exp map, the Riemannian Log map. The Exp map is invertible only on a small open set of the manifold known as the cut locus.

For the n-link open tangle space \( S_a \), since the Riemannian Exp map is given as Equation 32, it can be seen that the Log map at \( p \in S^{n-1} \) for point \( q \in S^{n-1} \), if it exists, is given as,

\[ \begin{align*}
\theta_0, \ldots, \theta_{n-2} &= \left( \arg \left( \frac{q_0}{p_0} \right), \ldots, \arg \left( \frac{q_{n-2}}{p_{n-2}} \right) \right) \in T_p(S_a),
\end{align*} \tag{35} \]

For the n-link closed tangle space \( S_c \), we use the shooting method [27,28] to compute the Riemannian Log map. Given \( v_0 \in S_c \), in order to compute \( a = \text{Log}_{v_0}(v_1) \in T_{v_0}(S_c) \) for a point \( v_1 \in S_c \), the iterative method starts with an initial estimate \( \hat{a}_0 = \Pi_{v_0}(v_1 - v_0) \), where \( \Pi_{v_0} \) is the orthogonal projection operator to \( T_{v_0}(S_c) \). Let \( w_k = \text{Exp}_{v_0}(\hat{a}_k) \) be the point obtained by shooting with the current estimate \( \hat{a}_k \). The estimate is updated using the parallel transport to \( T_{v_0}(S_c) \) of the projection of the current error, i.e., \( \hat{a}_{k+1} = \hat{a}_k + P(\Pi_{v_0}(v_1 - w_k)) \), where \( P \) denotes the parallel transport to \( T_{v_0} \) along the geodesic \( \gamma(-t), t \in [0, 1] \), where \( \gamma(t) \) is the geodesic connecting \( v_0 \) and \( w_k \) computed via the Exp map. This is repeated until convergence.

Let us briefly describe the parallel transport mechanism for transporting \( r \in T_{v_0}(S_c) \) along a geodesic \( \gamma \in S_c \) with \( \gamma(0) = 0, \gamma(1) = v_0 \), to a vector \( P(r) \in T_{v_0}(S_c) \). Let \( r(0) = r \) and \( r(1) = P(r) \). The conditions defining such a parallel transport are:

\[ r(t) \in T_{\gamma(t)}(S_c), t \in [0, 1], \]

\[ \Pi_{\gamma(t)} \left( \frac{dr}{dt}(t) \right) = 0 \Rightarrow \frac{dr}{dt}(t) \in (T_{\gamma(t)}(S_c))^\perp, t \in [0, 1]. \]

While the first equation above states that all vectors \( r(t) \) should belong to the appropriate tangent space, the second states that the vector field \( r \) obtained via parallel transport should be the one with a zero tangential acceleration along \( \gamma \). Rewriting these two equations, we get for all \( t \in [0, 1] \),

\[ JF(\gamma(t))r(t) = 0, \]

\[ \frac{dr}{dt}(t) = JF(\gamma(t))^T \lambda(t), \]

where \( \lambda \in \mathbb{R}^q \). Differentiating the first equation above with respect to \( t \), using the second equation above and some algebra gives us the following differential equation in \( r \):

\[ \frac{dr}{dt} = -JF^T \cdot (JF^T)^\dagger, JF^\dagger \cdot D^2F(\gamma, r), \tag{36} \]

where dependence on \( t \) of the right hand side has been suppressed to simplify the expression, and \( D^2F(\gamma, r) \) is a vector in \( \mathbb{R}^q \) whose \( k \text{th} \) component \( 1 \leq k \leq q \) is given by \( \gamma(t)^T HF_k(\gamma(t))r(t) \). The above differential equation is solved using an explicit solver to compute \( P(r) = r(1) \), for the given \( r(0) = r \) and geodesic \( \gamma \).

Apart from the shooting method, one may also use the path straightening approach [29] to compute the Log map.
5 Experiments

We now demonstrate results for the computational tools developed in the last section. The algorithms described in the previous section have been implemented in MATLAB.

5.1 Curve approximation

One may expect the tangle configurations to be able to replicate helical structures very well. As it turns out, very few helices can be represented by tangles. A helix has the following parameterization for \( t \in [0, \frac{\pi}{T}] \),

\[
h(t) = (a \cos t, a \sin t, bt)^T.
\]

The tangent vector at any \( t \in [0, \frac{\pi}{T}] \), is

\[
\dot{h}(t) = (-a \sin t, a \cos t, b)^T.
\]

Even thought \( h \) is not unit speed, it is a constant speed parameterization. At knot points \( t_i = \frac{i \pi}{T}, i = 0, \ldots, n \), the tangents are

\[
\dot{h}(t_i) = \left( -a \frac{1}{2}, a \frac{1}{2}, b \right)^T.
\]

As can be seen from the above equation, in order for a helix to be a tangle curve, \( \langle \dot{h}(t_i), \dot{h}(t_{i+1}) \rangle = 0, i = 0, \ldots, n-1 \), which implies \( b = 0 \). The same conclusion can be drawn from the fact that curvature of helix at any point is \( \frac{a}{\sqrt{a^2+4b^2}} \), while that of a tangle is \( \pm 1 \), wherever it exists. Thus for the curves to match, \( b = 0 \). In Figure 2, we show results of our curve approximation algorithms for helices with various curvatures: 0.7514, 0.9951, 0.4, and a straight line, using open tangles.

For curve approximation using closed tangles, we consider space curves of the form

\[
h(t) = (a \cos t + \cos(bt) \cos(ct), a \sin t + \cos(bt) \sin(ct)),
\]

\[
d\sin(ct)T, t \in [0, 2\pi],
\]

where \( a, b, c \) and \( d \) are real constants. We show couple of examples of such curves and the closed tangles that approximate them in Figure 3. As can be seen from this analysis, using tangles for curve approximation will find only limited applications, perhaps to model helical structures in protein molecules.

5.2 Geodesics on Tangle space

As shown in Section 3, geodesics on n-link open tangle space can be obtained via the Exp map on \( \mathbb{T}^{n-1} \) (refer Equation (22)). For a few \( p \in \mathbb{T}^{n-1} \) and \( v \in T_p(\mathbb{T}^{n-1}) \), samples of the geodesic \( \gamma : t \mapsto \text{Exp}_p(tv) \) are shown in Figure 4. Note here apart from round-off/precision errors, there are no other numerical inaccuracies, since the Exp map has an explicit form.

Geodesics on n-link closed tangle space are much harder to compute as shown in Section 3. Examples of geodesics computed via the Exp map defined earlier, are shown in Figure 5. We demonstrate two cases here: geodesics on the n-link closed tangle shape space \( S_c \), and geodesics on the n-link closed tangle space. The former being different from the latter in the aspect that global rigid motions have been factored out by fixing the first link to be the canonical quarter of unit circle going from \((0,1,0)\) to \((1,0,0)\). In all examples shown in Figure 6, the maximum deviation of angles between tangent vectors of consecutive links from right angles is strictly less than 0.1 degrees, while all tangent vectors computed are vectors with a maximum deviation less than 0.01 from being unit norm. This shows the accuracy of the computational method.

5.3 Log map

Log map on n-link open tangle shape space has the closed form description given in Equation (33). We do not show results for the Log map on open tangle shape space, since both Exp map and Log map have nice closed form solutions, and we observe \( \text{Exp}_p(\text{Log}_p(q)) = q \) upto round-off/precision errors. Let \( v \in T_p(S_c) \) be such that \( q = \text{Exp}_p(v) \), then \( \text{Log}_p(q) \) may not equal \( v \) depending on whether \( q \) is in the cut-locus of \( p \).

Results for Log map on the n-link closed tangle shape space are shown in Figure 6. The algorithm stops when the Euclidean distance between the target tangle curve and the exponential of the estimated Log map is below a certain threshold. Note that for any tangle obtained while computing the Log map, the maximum deviation of angles between tangent vectors of consecutive links from right angles was strictly less than 0.1 degrees, while all tangent vectors computed were vectors with a maximum deviation less than 0.01 from being unit norm.

6 Discussion and Conclusion

We now address the question: Is the n-link closed tangle shape space a manifold or not. In case \( S_c = F^{-1}(0) \) is a manifold, by the constant rank level set theorem [30], the rank of \( F \) needs to be constant on \( S_c \). The tangles provided in Figure 4 give a counterexample. For 6-link closed tangles, the constraint function defined after Equation (43) is of the kind \( F : \mathbb{R}^{12} \to \mathbb{R}^{12} \). As it turns out, for the tangle shown on the left in Figure 7, the rank of \( F \) (defined as rank of \( JF \)) is 11, while the rank of \( F \) for the tangle shown on the right is 12. This makes the Jacobian a full rank matrix. Thus there is neighborhood in which the Jacobian remains full rank, implying that the two tangle configurations belong to two different connected components of \( S_c \). The tangle on the left is part of a 1D path on \( S_c \) (1 D tangent space), while the latter is an isolated point (0 D tangent space). This confirms that \( S_c \) with 6 links is not a manifold and contains at least two connected components, one being a...
1D path (in fact a closed one), while the other being an isolated point. Few samples of the geodesic for the tangle on the left from Figure 8 along the only tangent vector is shown in Figure 8. When the norm of the tangent vector is increased, the corresponding geodesic reaches the initial tangle, thus forming a closed path in $S_c$. Having said that, we conjecture that with a larger $n$, $S_c$ has only one connected component. This stems from the intuition that with more degrees of freedom available, it should be possible to deform one tangle configuration to another.

Forming complex space curves from arcs of planar circles is a fascinating aspect of tangles. This is analogous to creating 3D meshes from planar triangles. It would be interesting to analyze 3D meshes, where every triangle is obtained via a rigid transformation of a single fixed equilateral triangle. The expressibility of such a mesh would be limited though.

To conclude, we summarize our contribution. We have given two models of $n$-link open and closed tangle shape spaces. We have shown that tangles are a subset of trigonometric splines. We have presented algorithms for space curve approximation, computing geodesics and Log map on the space of $n$ link closed/open tangles.
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Figure 4: Geodesics on $n$-link open tangle shape space. Initial tangles are shown in blue, final in magenta, and intermediate ones in red. The initial tangles and the tangent vector used in the Exp map to generate the final tangles were chosen randomly. The geodesics shown above may not necessary be length minimizing geodesics. Also note that the Exp map is computed on the shape space of $n$-link open tangles, thus the first link is common to all tangles. This is why the first link is shown only in magenta (final tangle). (left) Tangles with 7 links, (right) Tangles with 18 links.

Figure 5: Geodesics on $n$-link closed Tangle space. While the plot on the left and center depicts geodesics on the tangle shape space, the plot on the right represents geodesics on the tangle space (without restricting the first link). The initial tangles are shown in blue, the final in magenta, and some intermediate ones are shown in red. The number of links is 8, 24 and 18 from left to right. Observe that all tangles in the plot on the left and center, have the first link common (canonical quarter of unit circle).
Figure 6: Log Map on $n$-link closed tangle shape space. The tangles in red are the points where the Log map is to be computed, while the tangles in blue are the points to which the Log map is to be computed. The tangles in black are the exponential map of the computed Log map, while tangles in green show the exponential map of the intermediate estimates of the Log map. The number of links is 8 for the plot on the left and 18 for the plot on the right.

Figure 7: Two 6-link closed tangle shapes. Apart from the first two tangent vectors being set to $(0, 1, 0)^T$ and $(-1, 0, 0)^T$ for both examples, the rest four tangent vectors are: (left) - $(0, -1, 0)^T, (0, 0, -1)^T, (1, 0, 0)^T, (0, 0, 1)^T$, (right) $(0, 0, -1)^T, (0, -1, 0)^T, (1, 0, 0)^T, (0, 0, 1)^T$.

Figure 8: Samples of geodesic along the only tangent vector for the tangle shown in the left in Figure 7. As mentioned in a footnote in Section 3, even after fixing the first link, we may obtain different tangles with the same shape due to additional symmetries (which as of now are ignored), as can be seen above.