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Machine Translation (MT) has the potential to help people overcome language barriers and is widely used in high-stakes scenarios, such as in hospitals. However, in order to use MT reliably and safely, users need to understand when to trust MT outputs and how to assess the quality of often imperfect translation results. In this paper, we discuss research directions to support users to calibrate trust in MT systems. We share findings from an empirical study in which we conducted semi-structured interviews with 20 clinicians to understand how they communicate with patients across language barriers, and if and how they use MT systems. Based on our findings, we advocate for empirical research on how MT systems are used in practice as an important first step to address the challenges in building appropriate trust between users and MT tools.
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1 INTRODUCTION

Machine Translation (MT) is widely available as stand-alone translation tools [54, 60] and embedded in larger user-facing systems [8, 9]. Recent advances in neural machine translation have accelerated the progress of MT design and development [3, 60]. Despite the rapid technological improvement, however, MT models can still produce translations that are imperfect or even wrong, causing frustrations or harm to individuals when people over-rely on the outputs [62, 64]. For instance, in 2017, the MT system embedded in Facebook translated a post from a Palestinian man saying “good morning” in Arabic to “attack them,” and the poster was arrested by Israeli police [5]. As MT is widely used in high-stakes contexts such as healthcare [27], immigration [50], and law [58], it is important to develop ways to support end-users to build appropriate trust in MT systems [42]. Calibrating trust and reliance could enable more effective human-MT collaboration. At the same time, MT systems should encourage users to fully understand the limits of translation technology to avoid harm caused by over-trust.
In this paper, we first discuss five challenges in calibrating trust between users and MT systems. In particular, users lack intuition and expertise to guide their judgments of translation quality, since they usually have no or limited proficiency in one of either the source or the target language. In addition, populations that might benefit from trustworthy MT systems the most could be hard to reach and engage equitably in research. Adding an additional layer of complexity, it is difficult to communicate translation quality to end-users, since translation is nuanced and context-dependent.

We then present findings from an empirical study in which we conducted semi-structured interviews with 20 clinicians to understand how MT was used in their daily practices and their needs for trust in medical MT systems. We observed that MT served as a low-cost and efficient way of facilitating conversations between clinicians and patients in under-resourced hospitals, but was usually viewed as a last-resort option due to the lack of trust, especially in high-stakes medical settings where patients’ consent was required. We also identified techniques clinicians had developed to navigate and calibrate trust in communications with patients that were mediated by human interpreters, which offer some paths forward on designing future trustworthy MT tools. In addition, while current commercial MT systems are mostly general-purpose, clinicians were vocal about having MT systems that are specifically designed to prioritize accurate translation in medical settings and evaluated by a hospital board or medical society.

To conclude, we stress the need for conducting empirical studies to understand how people navigate language barriers and whether and how MT systems are being used in specific domains and contexts. This understanding is an important but currently neglected first step to address the challenges in building appropriate trust between users and MT tools.

2 FIVE CHALLENGES IN BUILDING TRUSTWORTHY MACHINE TRANSLATION

Prior research has surfaced several reasons why developing trust in AI systems, and large language models in particular, is hard. For example, model evaluations based on metrics like the BLEU score [37] is disconnected from real-world application performance that is related to how users perceive the outcome qualities [39]. This gap between evaluation and performance is exacerbated by design asymmetries between developers and users in the current AI product lifecycle. In particular, large language models are usually constructed by practitioners with access to substantial computational resources [4], users whose lives are impacted by these models are being left out in the design and development [44]. Current MT systems based on neural machine translation share this challenge when it comes to calibrating trust between MT systems and users.

In this section, we further detail five distinct challenges that exist in building trustworthy MT systems, based on prior literature from both the MT and HCI communities and our own experience conducting empirical studies on MT systems [31, 42, 43].

2.1 Users lack intuition and expertise to guide their judgments of translation quality

A central challenge in designing trustworthy machine translation systems for everyday users is that these users are usually using MT because they are not fluent in one of either the source or the target language. This means that they have limited ability to assess the quality of the translations that an MT system has produced and determine whether to rely on them or not. Prior research studying trust in ML systems and developing interventions to appropriately calibrate trust has largely focused on systems where the user either has expertise in the decision domain and is being assisted by ML, or where some general knowledge or intuition applies [51]. MT poses unique challenges because users often cannot comprehend the output of the system, let alone how it was produced or whether it is correct. To circumvent this challenge, users and researchers have relied heavily on back-translation (translating an output
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back to the source language) [32, 33, 46, 63]. While this offers some insight into the translation in a language the user can understand, it remains unclear how reliable this strategy is in practice, or in what specific cases it helps or fails to support users in calibrating their trust in MT [33, 67]. For example, Zouhar et al. found that showing users the backtranslation increased their trust in an MT model, but did not help them to identify or improve poor quality translations [67]. This is consistent with evidence in MT and in other ML domains that showing additional interpretability or explainability information can increase users’ trust in a model simply because the additional information is there, even if that information indicates that the model may be incorrect [20, 33].

Researchers have also designed and evaluated interfaces that provide additional information other than the back-translation, such as two different translations [15, 61], highlights of key words [14, 26], emotional and cultural context [26], and numerical indications of translation quality [34]. Lab studies suggest that additional information can improve message recipients’ perceived understanding without increasing the mental workload [14, 15, 26, 61], but it is not clear from these studies whether users’ perceived understanding aligns with their actual understanding of the intended meaning [43]. In other words, we do not know whether these interventions help users appropriately calibrate their trust in MT, or whether it promotes trust indeterminately even when translations are incorrect.

2.2 Translation quality is nuanced and context-dependent

To design systems that help a user decide whether to trust a translation or not, researchers need an operational definition of what makes a translation trustworthy. However, translation quality is complex, nuanced, and context-dependent [49]. In many cases, there are many acceptable translations of a single utterance, while in others there is no translation that truly captures the meaning of a word or phrase in the source language. Whether a user should rely on a particular translation depends heavily on the context of use. For instance, the same translation error may be humorous in one context, but rude in another. In some circumstances, accurate translation of specific terminology may be crucial, while in others users may prioritize getting the gist of an utterance or enough meaning to move on with an interaction. In each case, the design requirements for trustworthy MT may look very different and it remains unclear when, how, and what kind of quality measures might be intelligible and actionable to users in different situations.

2.3 Even rare and subtle errors can be extremely detrimental to users

Counter-intuitively, another challenge for designing for trust in MT is the relatively high performance of consumer MT systems. Neural MT models have improved substantially in recent years, especially for high resource languages. While we would certainly expect the user experience to improve with higher quality translations, this poses several challenges for engendering appropriate trust. First, as users interact with higher quality translations, their trust in the underlying model is likely to improve. Neural MT models are especially good at producing fluent translations, even if they do not adequately convey the meaning of the source text. Research has suggested that interacting with fluent but inadequate translations does not negatively impact trust, possibly leading users to overtrust a model that produces very fluent output [30]. Second, reports of excellent performance may lead researchers and developers to deprioritize the development of more trustworthy MT systems, believing that there is little need to warn users of errors if those errors are rare and insignificant [4].

However, particularly in high-stakes settings, rare errors can have drastic consequences. For instance, Khoong et al. used Google Translate to translate emergency department discharge instructions into Spanish and Chinese [22]. While the authors found that most translations were acceptable quality, a small number contained potentially life-threatening mistakes, for example, when “hold the kidney medicine until you have a chance to speak with your...
“kidney doctor,” was translated to “keep taking kidney medicine until you talk to your kidney doctor” in Chinese. Further, MT performance in high-resource languages has advanced far more quickly than performance in lower resource languages. The need to support reliable use of MT in low-resource languages is made even more urgent by this performance disparity, as users may not be aware of these differences and may not adjust their level of trust in the system when switching from a higher-resource to a lower-resource language pair.

2.4 It is challenging to conduct ecologically valid empirical studies of MT

Recent studies on trustworthy AI emphasize the importance to design and conduct sound empirical research on how AI systems are being used (and misused) in real-world scenarios in order to capture a well-rounded and comprehensive understanding of the trust construct [16]. However, people who might benefit the most from trustworthy MT are also those who tend to be hard to reach or collaborate with. For example, when Liebling et al. tried to understand how migrants in India used MT, female participants were reluctant to be interviewed without their husbands present or rejected the interview without permission from their husbands [25], biasing their participant sample towards male participants. There is also an epistemological burden for conducting research studies with community members, especially to marginalized social groups or people working in high-stakes jobs, as they are often short on time and resources [18, 38]. This challenge was reflected in one of the authors’ study designs in which we attempted to conduct an ethnographic study with COVID testing volunteers who use MT to help communicate with local immigrants. We ultimately decided to change the study design realizing that our study would impose burdens on already over-worked volunteers and their hectic working schedule.

2.5 High dimensional design space

Currently, the most popular machine translation tools, like Google Translate or Microsoft Translator, are general purpose tools that serve a wide range of users involved in a wide range of tasks across a wide range of languages. However, as each of the above challenges highlighted, designing for trustworthy MT depends heavily on who is using an MT system, and for what. MT performance varies widely across language pairs, and across dialects of a language [10]. Some users have proficiency in source and target language, and are using MT for only a word or phrase they do not know how to translate, while others completely lack knowledge of one of the languages. People use MT in a huge diversity of contexts, from low-stakes settings like reading foreign news or getting directions while traveling, to high-stakes settings like healthcare, content moderation, and policing [5, 22, 53, 57]. Each of these contexts will call for different kinds of support for users to judge when it is ethical and appropriate to rely on MT. Thus, we have begun by narrowing in to understand how clinicians use MT in their practice, whether they are able to do so reliably, and how we might be able to help them calibrate their trust in translation technologies so that they can provide language support more safely.

3 CASE STUDY: USING MACHINE TRANSLATION IN MEDICAL SETTINGS

While professional medical interpreters remain the gold standard for facilitating cross-lingual communication in medical practice, finding skilled translators in a timely manner can be difficult and time-consuming. Clinicians have resorted to machine translation tools when short for time and when operating in low-stakes medical settings [35]. Although there are safety and reliable concerns around machine translation (MT) system deployment in medical settings, MT can be a low-cost and efficient way of communicating with patients in under-resourced hospitals and clinics where there
are limited or no medical interpreters. To minimize risk in this setting, there is a great need to build more trustworthy MT systems to facilitate the conversation between clinicians and patients when they don’t speak the same language.

To this end, we conducted an interview study with 20 clinicians, including physicians, surgeons, nurses, and midwives, in the U.S., as an initial step to understand how clinicians are currently interacting with machine translation systems. Our study included clinicians from across seven medical specialties: cardiology, orthopedic surgery, nephrology, family medicine, obstetrics and gynecology, trauma surgery, and emergency medicine. We found that medical literacy rates among patients, cultural barriers, and time and resource constraints greatly impact patient-clinician communication. Building trustworthy systems that ultimately account for reliability and transparency can improve the quality of care of patients in low-resource settings, and can complement existing language translation services in high-resource settings [21]. Our findings have important implications for how we might address the challenges above in the design of trustworthy machine translation systems for clinician use.

### 3.1 Cross-lingual communication Medical Settings

Generally, clinicians in our sample turned to professional medical interpreters when they needed to communicate with a patient with whom they did not share a language. However, challenges like time constraints and limited interpreter availability led some to occasionally resort to machine translation. In this section, we outline how and when clinicians used MT in their practice. In the next section, we explore how they tried to evaluate and calibrate their trust in both human interpreters and MT and identify unmet needs and opportunities for designing trustworthy translation support for medical settings.

Some clinicians only used machine translation tools when they had baseline familiarity, but not necessarily medical fluency, with the target language. In this case, they used their language ability to evaluate the accuracy of the translation.

> I’ve only really used Google Translate in clinic, in a situation where I’m counseling a patient, and maybe it’s on an issue that I just haven’t spoken to a patient in Spanish about recently. And so, I just want to make sure, am I using the correct word? I mean, essentially, if I plug it in and I’m looking in Spanish, I can tell whether the translation is correct or not. Whereas in other languages, I can’t, which is why I don’t use Google Translate for other languages. (P4, Obstetric and Gynecological Surgeon)

A few other clinicians noted that some circumstances, including being short on time and having no access to a language translation line, necessitated the use of Google Translate. In such instances, MT was viewed as a last-resort option.

> Usually, when I’d use it (Google Translate) is out of sheer desperation. So often it was more rare languages where there was no interpreter, we’d be on hold for 15 minutes, realized we were probably not going to get someone at 6:00 AM, while bedside rounding, and just used Google Translate to do the best we could to try to communicate in that setting. (P19, Family Medicine Physician)

Aware that both medical interpreters and MT systems may sometimes cause miscommunication with patients, clinicians had developed techniques to improve communication, and evaluate translation quality and patient understanding, including: a) rephrasing medical terms, b) using back translation techniques, c) relying on nonverbal patient cues, and d) testing patient understanding. When interacting with patients, clinicians often used simple words in their communication. Clinicians frequently employed back translation methods in which they would ask an interpreter to repeat back what had been translated to the patient, often measuring the time the interpreter spent conversing with
the patient versus translating the information back. Nonverbal cues from the patient including gestures and facial expressions were often used to gauge the quality of the interpreter. Lastly, teach back methods are a common practice in most training programs (e.g., medical schools), where clinicians are encouraged to ask the patient to repeat back what they said in terms of the patient plan moving forward. Clinicians frequently employed this technique during cross-lingual patient interactions.

3.2 Need for Improvements in MT Systems Deployed in Medical Settings

Clinicians recognized the limitations of machine translation tools. For example, the citing the tools’ inability to pick up context like “emotional body language cues,” thus making them only suitable for “quick [and] simple communication.”

For this reason, clinicians judged the appropriateness of MT on a case-by-case basis, depending on their level of trust in the MT system and the stakes of the interaction. For example, when patient consent was required, clinicians took the time to call a language translation service or a medical interpreter, while in situations they perceived to be lower-stakes, such as taking a patient’s medical history, clinicians were more likely to resort to Google Translate to navigate language barriers.

I think if it was a more detailed or complex situation, I probably would have called the interpreter. Just again, because legal liability as to whether the patient understood or not. (P2, Nephrologist)

Clinicians in our study also recognized that general purpose machine translation systems such as Google Translate were not built for use in medical settings. One clinician described:

Even something like Dragon Software, which I don’t currently use, but I’ve used in the past for medical dictation. It’s not perfect, so if there’s something that’s geared towards medical language is important, and that it’s been checked out by somebody else (P4, Obstetric and Gynecological Surgeon)

Another clinician noted how translation systems often do not account for dialect differences and tone, including local dialects or slangs, cultural differences reflected through tone or inflection, and sarcasm.

Thus, lack of trust was directly tied to issues of reliability and accountability. Since translation systems offer little feedback on the quality of their translations, clinicians are advised to use these tools cautiously. However, this guidance is generally vague and it is not clear how effectively clinicians are able to exercise caution when using MT.

Part of this issue is due to the fact that MT tools are not designed specifically for use in healthcare, and evaluations of these systems on medical language suggests a potential for grave harm from translation errors [58]. As such, many were wary of the tool’s accuracy in relation to translating medical language and described accountability concerns, noting that when navigating high-stake medical settings such as soliciting patient consent a lack of trust in the MT system prevented them from relying on these tools. As one physician stated:

If it was very complex, where I needed patient’s consent, probably would’ve used a translator, because I knew they would not be supported by Google. Nobody would back me up for the Google Translate. (P2, Nephrologist)

The importance of standardizing evaluation methods of machine translation tools within medical settings was a recurrent theme in our study. Training models on medical phrases can build clinician confidence in MT systems. Clinicians also repeatedly commented on the importance of a machine translation tool having been vetted by a medical society to help them build trust in the MT systems. Medical society validation is crucial because it’s typically a signal that the tool was tested via a randomized control trial, and that the findings were published in a peer-reviewed medical journal.
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If it’s gone through a vigorous screening process and research and make sure that they’re correctly translated and somebody presents to me as a certified medical translation tool, I don’t think I would question that. (P3, Obstetric and Gynecological Surgeon)

In summary, clinicians recognized some of the limitations of MT systems, but lacked concrete guidelines around when to use these tools in medical settings, or feedback about how they could rephrase terms or otherwise adjust how they use the system to improve translation accuracy.

4 TOWARDS TRUSTWORTHY MACHINE TRANSLATION SYSTEMS

Our case study showcased challenges clinicians encountered in their day-to-day practice while using MT and strategies they adopted to try to overcome these challenges. These empirical findings offered new perspectives and opened up conversations on how might we design MT systems for users to build and calibrate trust towards MT, potentially addressing the challenges we mentioned in section 2. To this end, we suggest that an important first step towards building trustworthy MT systems is to conduct empirical studies to understand how people navigate language barriers and whether and how MT systems are being used in specific domains and contexts. Within the various domains where MT is used (e.g., medicine, law, social media etc.), user needs vary based on the context, for example, the stakes and formality of the interaction, the communication modality, potential cultural and professional gaps, users’ language proficiency, and their familiarity with the technology.

The motivation for this approach is three-fold: First, understanding the domain-specific needs and challenges of using MT would help researchers and developers clarify what user “trust” in MT actually means in each specific context, which is currently understudied in the MT research community. For example, calibrating a clinicians’ trust in MT systems in high-stakes medical contexts is different from the level of trust a tourist may need when using an MT system to help them check into a hotel while traveling in a foreign country. In our case study, clinicians’ trust towards MT systems was influenced both by their day-to-day interactions with the system and the institutional endorsements based on expert peer-review systems. Other stakeholders under the same context (e.g., patients) and users in other MT use cases might construct and calibrate their trust in drastically different ways based on how often they use MT, whether the system has been rigorously evaluated, and the importance of accurate communication to the task at hand. Prior research has also found that people’s trust towards AI systems is shaped by organizational process [28, 65], culture [17], and power dynamics [52] when cross-functional actors were collectively interacting with an AI system [40]. Contextualizing user “trust” in MT in real-world practice could advance us a step closer to providing nuanced, situated indicators of translation quality (Challenge 2.2), and understanding how to prevent or help users identify and cope with rare but high impact errors (Challenge 2.3).

Second, researchers and developers could design interfaces and interactions that build upon MT users’ current practice and strategies surfaced from the empirical research. HCI has a long tradition of drawing insight and inspiration from users to design ecologically valid products [11]. Our semi-structured interviews, for example, surfaced that clinicians currently use both back translation techniques and “teach back methods” in their daily communications with patients mediated by human interpreters. Future designs could leverage and incorporate the interactive and reciprocal strategies that clinicians have already developed to improve communication with patients (Challenge 2.1, 2.4). Besides semi-structured interviews, other methods like participatory design [24], diary studies [41], value-sensitive design [13], and speed dating [66] (and the combination of these methods) all have the potential to collect useful data in different formats to help designer future MT systems based on stakeholders’ needs (Challenge 2.4).
It is also possible that, through analyzing and making sense of fieldwork data, researchers could surface the latent needs and unspoken desires reflected through users’ current practice and interaction patterns, and thus inform future design [59]. For example, there was general acknowledgment among clinicians that MT tools should be given to patients so they can communicate their symptoms to clinicians instead of always having clinicians holding the MT tools. Having patients type their symptoms and medical questions into a tool on their own could yield a more comprehensive medical history. This observation leads us to the design implication that users’ personal agency while using MT plays an important role in trust-building.

Third, studying MT systems’ use in specialized contexts could help researchers prioritize designing and developing domain-specific, context-aware MT systems. Current commercial MT systems are mostly general-purpose [60], but trustworthy MT systems can be specifically designed to prioritize accurate translation of the specific language used under the specific context, possibly through domain adaptation methods [12]. Unfortunately, domain-specific model-building and quality evaluation for MT systems are currently understudied. Field data from users could potentially provide useful training datasets and instantiate theoretical frameworks like context-aware learning for neural machine translation [19], narrowing down the design space for MT (Challenge 2.5). MT researchers could also draw from prior HCI research in context-aware ubiquitous computing [45] and mixed-initiative interfaces [2] to design MT tools that are beyond text-based input-output box translation interfaces (Challenge 2.1). Another promising future direction that could complement current progress in neural machine translation is leveraging relatively standardized patterns and topics of conversation to introduce fixed phrase-based translations [36, 47, 55] (Challenge 2.5).

In addition to building domain-specific models, it is also crucial to draw from empirical findings to create both general and domain-specific user guidelines [1, 29], training and onboarding materials [6, 7] for MT users, and rigorous evaluation and endorsement [23, 48, 56]. In short, we see value in building domain-specific MT ecosystems.

5 CONCLUSION

In this position paper, we first synthesize challenges in building trustworthy Machine Translation systems. Then, we share a case study in which we conducted semi-structured interviews with 20 clinicians to understand how MT was used in their daily practices and their needs for trust in medical MT systems. As a conclusion, we call for conducting empirical studies to understand how people communicate across languages and how MT systems are being used under specific contexts as an important but often neglected step towards building trustworthy MT systems. We explained how this approach could potentially address the unique challenges in building trustworthy MT, followed by design implications that are generalizable to MT systems for contexts beyond medical settings.
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