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Abstract—3D multi-object tracking is an important component in robotic perception systems such as self-driving vehicles. Recent work follows a tracking-by-detection pipeline, which aims to match past tracklets with detections in the current frame. To avoid matching with false positive detections, prior work filters out detections with low confidence scores via a threshold. However, finding a proper threshold is non-trivial, which requires extensive manual search via ablation study. Also, this threshold is sensitive to many factors such as target object category so we need to re-search the threshold if these factors change. To ease this process, we propose to automatically select high-quality detections and remove the efforts needed for manual threshold search. Also, prior work often uses a single threshold per data sequence, which is sub-optimal in particular frames or for certain objects. Instead, we dynamically search threshold per frame or per object to further boost performance. Through experiments on KITTI and nuScenes, our method can filter out 45.7% false positives while maintaining the recall, achieving new S.O.T.A. performance and removing the need for manually threshold tuning.

I. INTRODUCTION

Multi-object tracking (MOT) is one of the essential techniques in modern perception systems and has been widely used in robotic applications such as autonomous driving [1]–[3] and assistive robots [4]–[6]. Compared to 2D MOT [7]–[12] which detects/tracks objects in video, 3D MOT [13]–[15] tracks objects in 3D space represented as 3D bounding boxes. To approach 3D MOT, recent work often follows a tracking-by-detection pipeline, where the goal is to match past tracklets with 3D detections in the current frame. As the detections come from real-world 3D object detectors [16]–[18], there will be inevitably many false positives, which can be wrongly matched to past tracklets or used to create false positive tracklets, leading to sub-optimal performance. Therefore, to achieve strong 3D MOT performance, a detection selection technique is needed to filter out false positives while maintain as many true positives as possible.

Fortunately, a confidence score accompanied with every detection is usually provided by the 3D detector. This score indicates how confident the detector believes the detection is high-quality (i.e., estimated location/size are precise and predicted object category is accurate). As this score indicating detection quality is approximately close to as indicating probability of the detection being a true positive, prior work [8], [13], [19]–[26] has widely used this confidence score for detection selection (Fig. 1 (left)), i.e., filter out detections with low scores, and has shown performance improvements.

Despite being successful, score-based filtering for detection selection used in prior work has two main drawbacks:

(1) A proper confidence score threshold needs to be manually searched, which requires non-trivial efforts on the user side. This process is usually an exhaustive/half-interval search via extensive experiments (Fig. 1 (left)), i.e., evaluate performance on the validation set with the use of a list of thresholds, and keep the threshold achieving the highest performance. Also, this search process is usually not done once and for all. This is because the threshold is very sensitive to many factors such as data sequence, target object category and distribution of detection scores so the threshold needs to be re-searched if one of the factors changes, e.g., using detections produced by a different detector, switching from tracking vehicles to people; (2) As the threshold searching process is performed manually, it is impractical to adapt the threshold to every frame or detection. As a result, prior works [8], [21], [26]–[29] used a single global threshold for filtering on the entire dataset. To improve performance, a few works [30] attempted to search threshold specific to each sequence, as detections in each sequence can have different score distribution. However, using a threshold per sequence is still not optimal as score distribution can vary across frames within the same sequence, e.g., true positive detections might have lower scores at certain frames due to large distance to the sensor (Fig. 1 (right)) or occlusion.

To deal with the above two drawbacks of manual detection selection, we propose an automatic and dynamic detection selection technique for 3D MOT, which we call AutoSelect. AutoSelect has three advantages: (1) it can automatically select true positive detections for data association, without the need for manual threshold search via extensive experiments (Fig. 1 (right)); (2) AutoSelect can be trained end-to-end with the data association network and optimized for the MOT objective, which is different from manual detection selection performed as a pre-processing step to data associ-
ation; (3) AutoSelect makes it possible to perform dynamic threshold search which can lead to better detection selection in particular frames or to specific detections as shown in Fig. 2. To validate AutoSelect, we embed it into a S.O.T.A. 3D MOT method [14] and jointly train the entire system end-to-end. Unsurprisingly, as shown in the experiments, our system with AutoSelect is able to filter out a large portion of false positives (e.g., 45.7% on KITTI) while preserving recall, which leads to new S.O.T.A. 3D MOT performance. To summarize, our contributions are as follows:

1) Our AutoSelect removes the efforts needed for manual search of the confidence threshold in 3D MOT;
2) AutoSelect can dynamically search the best threshold suitable to every frame or every detection;
3) AutoSelect for the first time makes it possible to jointly optimize detection selection with data association;
4) Our system with automatic and dynamic detection selection achieves new S.O.T.A. 3D MOT performance.

II. RELATED WORK

Given 2D and/or 3D sensor data, 3D MOT aims to track multiple objects in 3D space represented as 3D boxes. Recent work approaches 3D MOT in an online fashion using a tracking-by-detection pipeline [13], [31]. First, an 3D object detector is applied to the current frame to obtain detections. Then, we extract discriminative features for detections in the current frame and tracklets constructed in past frames to compute a similarity matrix where each entry represents the similarity score between a pair of detection/tracklet. This matrix is fed to a bipartite matching solver such as Hungarian algorithm [32] which assigns identities to detections and construct new tracklets in the current frame. The key factors to performance of this pipeline are two-fold: (1) object detection quality and (2) discriminative feature learning.

A. Improving Detection Quality in 3D MOT

The most important factor to performance of the tracking-by-detection pipeline is detection quality, i.e., false positives (FPs) and false negatives (FNs). This is because, if a target cannot be detected (i.e., a FN) for a few frames, it is hard to match past tracklets with the target and construct tracklets of the target in following frames. Also, if there are many FP detections that continue to appear for a few frames, it is easy to construct FP tracklets for non-existing objects. Both such cases will degrade tracking performance.

Historically, researchers improve detection quality by developing better detectors. To that end, a large number of 3D object detectors have been proposed to improve performance. For example, for the car class on the KITTI [33] 3D detection benchmark, AP (average precision) in the moderate level of difficulty has improved from 66.47 [34] to 81.43 [35] in two years. To achieve S.O.T.A performance, prior work often leverages point clouds captured by the LiDAR sensor, which provide accurate depth information. The differences in prior work lie in how to process point clouds, which include (1) methods [34], [36], [37] that project point clouds into bird’s eye view images and apply 2D Convolutional Neural Networks (CNNs), (2) approaches [38]–[40] that voxelize clouds into 3D tensors and then use 3D CNNs, or (3) methods that process point clouds with point-based convolution [17], [35], [41]. However, given a fixed 3D object detector (e.g., the best available detector at the moment), how could we further improve detection quality?

One solution to the above question is to pre-process the detections obtained from the best detector. For example, we can reduce FPs by score-based filtering. Also, we can reduce FNs by interpolating tracklet segments corresponding to the same object. Although pre-processing techniques have been widely used in prior work [8], [13], [19]–[26], [30] to improve performance, they are often based on heuristics and require a significant amount of efforts on the user side to manually search for a proper threshold. Different from prior work, we for the first time propose an automatic technique to improve detection quality given fixed detections, with a specific focus on detection selection, i.e., reducing the number of FPs. Also, our automatic detection selection is no longer a pre-processing step but can be integrated into any modern 3D MOT systems with end-to-end training.

B. Discriminative Feature Learning in 3D MOT

To obtain discriminative feature, prior work has explored different types of features, among which motion [13], [31], [42] and appearance features [20], [43]–[45] turn out to be the most discriminative. To leverage complementary information in both features, recent work [14], [46] tends to fuse two features. Also, beyond learning isolated features for each object, recent work [14], [15], [47] improves discriminative feature learning by encoding contextual features and modeling interaction using Graph Neural Networks (GNNs), which has largely improved performance. To leverage the success in the literature, we build our system on top of [14] which has both advantages of feature fusion and GNN-based interaction modeling. By embedding AutoSelect into [14], our system has both the capabilities of improving detection quality and learning discriminative features.
III. APPROACH

Let \( O = \{ o_1, \ldots, o_M \} \) denotes the set of \( M \) tracklets in past frames. Each tracklet \( o_i = [ o_i^{-H}, \ldots, o_i^{-1} ] \) consists of associated 3D detections of the \( i \)-th tracked object in the past \( H \) frames. The associated 3D detection at frame \( \xi \in \{ t-H+1, \ldots, t-1, t \} \) is a tuple \( o_i^{\xi} = [ x, y, z, l, w, h, \theta, s, I] \), where \( (x, y, z) \) is the object center in 3D space, \( (l, w, h) \) is the object size, \( \theta \) is the heading angle, \( s \) is the confidence score, and \( I \) is the assigned ID. Let \( D = \{ d_1, \ldots, d_N \} \) denotes the set of \( N \) 3D detections in the current frame \( t+1 \) by a 3D detector. Each 3D detection \( d_j^{t+1} = [ x, y, z, l, w, h, \theta, s, I] \) is defined similarly to the past associated detections \( o_i^\xi \) except without the assigned ID \( I \). The goal of online 3D MOT is to associate 3D detection \( d_j \in D \) with tracklet \( o_i \in O \) and assign an ID to \( d_j \), and then perform this data association process over the entire sequence.

We illustrate our 3D MOT system in Fig. 3, which contains three modules: (a) a feature extraction module that extracts multi-modal discriminative features (2D motion, 3D motion, 2D appearance, 3D appearance) from \( O \) and \( D \); (b) an automatic and dynamic detection selection module that estimates a detection threshold \( \hat{\tau} \) per frame and filter out detections with scores lower than \( \hat{\tau} \); (c) a GNN that takes the features of non-filtered objects as nodes and encodes contextual features for each object node via interaction.

A. Feature Extraction

To extract complementary features from different modalities, our feature extraction has four branches for 3D motion/appearance and 2D motion/appearance respectively.

3D Motion Feature. For each tracklet \( o_i \), we use a two-layer LSTM [48] with a hidden dimension of 32 to extract 3D motion feature. The input to the LSTM at every time stamp is the 3D box \( o_i^{t+1} = [ x, y, z, l, w, h, \theta, s, I] \) (no need to include \( I \) here). We use past \( H=5 \) frames to obtain information from history. For each 3D detection \( d_j \), we only have its 3D box in the current frame \( d_j^{t} = [ x, y, z, l, w, h, \theta, s, I] \) (not a tracklet), we use a two-layer (8⇒16⇒32) MLP (Multi-Layer Perceptron) to extract its location information.

3D Appearance Feature. For each \( o_i \), we crop the point cloud enclosed by its 3D box with a size of \( P \) (number of points) \( \times 4 \) (\( x, y, z \), reflectance). Then, we feed the point cloud to a PointNet [49] (4⇒16⇒32⇒64⇒128⇒64⇒32) to extract the 3D appearance feature. As there is a list of clouds for tracklets (one cloud per time stamp), it will be computationally expensive to process all these clouds, so we only use the cloud in the most recent frame \( t \) for tracklets. The PointNet is shared for all tracklets \( O \) and detections \( D \).

2D Motion Feature. In addition to 3D features, we leverage 2D features. To obtain 2D box corresponding to each 3D box, we project eight corners of the 3D box into image plane given camera matrix and compute the minimum bounding rectangle of the projected corners as the 2D box. Formally, each 2D box is parameterized as \( d_j^{2D} = [ x_c, y_c, w, h] \) or \( o_i^{2D} = [ x_c, y_c, w, h] \) where \( (x_c, y_c) \) is the object center in image plane, \( (w, h) \) is width and height of the 2D box. Since the confidence score \( s \) has been already encoded in 3D features, we do not add \( s \) into the 2D parameterization. Similar to 3D motion feature extraction, we feed tracklets \( o_i^{2D} \) to a two-layer LSTM with a dimension of 32 to obtain 2D motion feature. For 2D detection \( d_j^{2D} \), we use a two-layer MLP (4⇒8⇒32) to extract its 2D location information.

2D Appearance Feature. We use image crop to extract 2D appearance feature. Given 2D box of \( d_j^{2D} \) or \( o_i^{2D} \), we crop its image patch and feed it to a ResNet-34 [50] followed by a fully connected layer to obtain 2D appearance feature with a size of 32. Similar to the 3D appearance branch, we only use the most recent frame of image crop for 2D tracklets.

We apply the above feature extraction to all objects in \( O \) and \( D \), though we only illustrate for one tracklet \( o_i \) and one detection \( d_j \) in Fig. 3. Then, we fuse the extracted 2D/3D features and feed them to a GNN to perform data association.
motion/appearance features by concatenation to obtain the final features with a dimension of 128 (e.g., $f_i^{t+1}$ for $d_i$ and $f_i^t$ for $o_i$), which are then used in the following modules.

B. Automatic and Dynamic Detection Selection

To filter out FPs given detections and improve quality of detections used for data association, the key is to perform detection selection as shown in Fig. 3 (b). Our detection selection module takes output features from the feature extraction module and estimates a detection threshold $\hat{\tau}$ every frame via a threshold regression module. Then, we pass the estimated threshold and all raw detections as inputs to a high-pass filter which only selects feature of objects that have a raw score higher than the threshold $\hat{\tau}$.

1) Threshold Regression Network (TRN): To estimate the detection threshold $\hat{\tau}$ (a single scalar) from high-dimensional features, it is straightforward to use a three-layer MLP (128 $\Rightarrow$ 32 $\Rightarrow$ 8 $\Rightarrow$ 1). As the number of objects including tracklets and detections can vary across frames, the input to TRN is a variable-sized feature with the size of $(M + N) \times 128$. As a result, a max-pooling (MP) operator is needed to reduce the size of the feature to be fixed which is required by MLP.

In addition to investigate the architecture of TRN, another important question is what information we should feed into TRN to achieve the best detection selection. As information of tracked objects in past frames such as their locations and sizes could be useful to identity FPs in the current frame, one straightforward option is to feed high-dimensional features of $O$ and $D$ all together into TRN as shown in Fig. 3. To validate if information of past objects is actually useful to detection selection, an alternative is to use only features of detections as inputs to TRN. Also, as data association and detection selection might require very different features, using the same features for both tasks as shown in Fig. 3 might not be optimal. So we experimented using raw 3D boxes including scores of detections or of detections/tracklets as inputs to TRN in the ablation study.

To train our TRN, it is important to obtain a proper detection threshold $\tau$ as ground truth. Given a list of detections including their scores $S = \{s_1, s_2, \cdots, s_N\}$ and ground truth (GT) object boxes in the current frame, we first match the detections with GT using the Hungarian algorithm to identify which detections are FPs and which are true positives (TP). Also, an Intersection of Union (IoU) threshold of $\text{IoU}_{\text{min}}$ is used for the matching. Once we are aware of the attribute of detections (FP or TP), we can split $S$ into $S_{\text{TP}}$ and $S_{\text{FP}}$ where they denote a list of scores of detections which are TPs and FPs respectively. As the goal of AutoSelect is to filter out most FPs while preserve TPs and recall, the most straightforward solution is to obtain GT $\tau$ is as follows:

$$\tau = \min(\min(S_{\text{TP}}) - s_{\text{buff}}, s_{\text{upper}}),$$

where $s_{\text{buff}}$ is a scalar that gives some buffer space between the threshold boundary and minimum score of all TPs. In practice, we found that using $s_{\text{buff}} = 3$ works quite well. In fact, if the estimated threshold $\hat{\tau}$ can be perfectly close to GT $\tau$, there will be no TP filtered out (perfectly maintain the maximum recall) while many FPs can be filtered out. However, one disadvantage of Eq. 1 is that it can cause instability during TRN training as there is no constraint of upper bound of $\tau$. For example, sometimes there is only one very confident TP detection that is very close and has a high score (e.g., 13.0) and a few weak TP detections that are far with low scores (e.g., 3.5, 3.1). As those far objects are hard to detect, it is possible that they are detected at frame $t$ but missed at frame $t+1$. In such case, the GT $\tau$ computed by Eq. 1 at frame $t$ and $t+1$ are very different: 10.0 vs. 0.1, i.e., suddenly become much larger in frame $t+1$. If we force TRN to learn with such GT $\tau$, the network can easily predict a very large threshold at test time which filters out many TPs and disobey our goal. In fact, we observed that this case happens very frequently so that adding an upper bound to the GT threshold as below is needed:

$$\tau = \min(\min(S_{\text{TP}}) - s_{\text{buff}}, s_{\text{upper}}),$$

where $s_{\text{upper}}$ is a scalar as the upper bound of $\tau$. By analyzing distribution of scores of FPs/TPs produced by the 3D detector [17], we found $s_{\text{upper}} = 3$ statistically works well in practice. For example, in the training set of KITTI tracking dataset, 86.29% of FP detections by [17] have scores lower than 3 while 89.82% TP detections have scores higher than 3. Once we have computed the GT $\tau$, we can now train the TRN via a $L2$ loss by minimizing the difference between the estimated threshold $\hat{\tau}$ and GT detection threshold $\tau$.

2) Frame-level vs. Instance-level: With the above TRN, we can dynamically adapt detection selection to every frame. However, would it be possible that in the same frame the best detection selection rule is different for each detection? Our answer is yes. For example in Fig. 4 (left), in the same frame, a TP detection might have a lower score than FP detections due to the fact this TP object is far from the sensor or is occluded by objects in front so its detection is highly uncertain with a low score. In this case, frame-level AutoSelect cannot perfectly filter out the FP while preserve the TP using a per-frame threshold, i.e., it will either filter out all or preserve both the TP/FP detections.

To deal with the issue that a per-frame detection threshold...
cannot perfectly separate TPs and FPs (i.e., filter out all FPs and preserve all TPs), we propose a variant of AutoSelect for instance-level detection selection as shown in Fig. 4 (right). Instance-level AutoSelect aims to estimate the probability of being a TP (i.e., true positiveness) for each detection at every frame. Specifically, for each detection $d_j$, we use its own feature $f_j^{t+1}$ and features of tracked objects $\{f_1^t, f_2^t, \cdots, f_M^t\}$ as inputs to a MLP+MP network (the same as TRN) with an additional Sigmoid function in the end to obtain its selection probability $\hat{\lambda}_j$. Also, this network is shared for all detections.

To train our instance-level AutoSelect, we need GT for selection probability, which is however very simple to obtain in the instance-level case. After we identify TPs/FPs by matching detections with GT objects, we assign TP detections with the instance-level case. After we identify TPs/FPs by matching detections with GT objects, we assign TP detections with true positiveness and FP detections with false positiveness. Also, this network is shared for all detections. Note that our selection probability $\hat{\lambda}$ is fundamentally different from the confidence score. This is because our selection probability $\hat{\lambda}$ denotes true positiveness and can better separate TP/FP detections while the confidence score used in prior work is only an approximation of true positiveness and cannot well separate TP/FP detections as shown in Fig. 4 (left).

C. Graph Neural Networks for Data Association

Following [14], we use GNNs to model object interactions and encode contextual features. Similarly, we use extracted features $f$ of survived objects (not including objects filtered out) as nodes to construct a graph. Then, GNNs are used to update features via node feature aggregation. As we use the same aggregation rule as [14], we refer readers to [14] for details. At each layer, we estimate an affinity matrix $A$ by feeding node features to a MLP for edge regression as shown in Fig. 3. To train our data association network, we apply an affinity loss $L_{\text{aff}}$ to the estimated affinity matrix $A$ and apply a batch triplet loss $L_{\text{tri}}$ to the node features, at every layer of the GNNs. Please refer to [14] for detailed loss equations. We use the same weight of 1 for all three losses (including loss for AutoSelect). At test time, we feed the estimated affinity matrix $A$ to the Hungarian algorithm to obtain the matching. Then, we use the same tracking management as [14] for tracklet initialization and termination.

IV. EXPERIMENTS

We evaluate our 3D MOT system on KITTI and nuScenes [51], which provide 2D/3D sensor data to satisfy our need. We do not evaluate on 2D MOT datasets such as MOTChallenge [52] as they do not provide 3D sensor data and are not directly applicable to our 3D MOT system. We use standard CLEAR metrics [53] (including MOTA, MOTP, IDS, FRAG, FP, FN) and also the new sAMOTA, AMOTA and AMOTP metrics proposed in [13] for evaluation. We follow the same 3D MOT evaluation protocol as [13] which employs KITTI validation set. This is because KITTI MOT benchmark only supports 2D MOT evaluation on the test set. For KITTI, we report results on the car subset for comparison. For nuScenes, we evaluate on all categories and then compute the mean over all categories. We compare with recent open-source S.O.T.A. 3D MOT systems such as FANTrack [46], mmMOT [45], AB3DMOT [13], GNN3DMOT [14]. For a fair comparison, we use the same 3D detections for all 3D MOT methods, i.e., [17] in KITTI and [54] in nuScenes.

A. Comparison with State-of-the-Art Methods

We summarize 3D MOT evaluation on the KITTI dataset in Table I. Ours with AutoSelect consistently outperforms others in most of the metrics at different evaluation criteria (e.g., 3D $\text{IoU}_{\text{thresh}} = 0.25, 0.5, \text{and } 0.7$). When compared with GNN3DMOT which our system is built on top of, ours with AutoSelect consistently reduce FPs while not obviously increase FNs. Surprisingly, AutoSelect can reduce FNs in some cases (e.g., when $\text{IoU}_{\text{thresh}} = 0.5$). This is because sometimes a FP detection can have a high similarity score with a tracklet, which prevents this tracklet from being matched with its corresponding TP detection. If we filter out such FP detections, then the TP detections can be matched which reduces FNs. As a result, ours establish new S.O.T.A. 3D MOT performance on KITTI and removes the need of efforts for manual threshold search. In addition to evaluation on KITTI, we also evaluate on nuScenes dataset and follow
Although frame-level AutoSelect has demonstrated success, what about the problem shown in Fig. 4 that frame-level AutoSelect cannot properly separate FP/TP detections if the FP detections’ scores are higher than scores of TPs? Is the proposed instance-level AutoSelect able to resolve this issue? To answer the questions, we visualize the results of our 3D MOT system using instance-level AutoSelect in Fig. 7. We can see that, although in a same frame, our instance-level AutoSelect can successfully filter out high-score FPs and maintain low-score TPs in the same frame.

V. Conclusions

We proposed an automatic and dynamic detection selection technique that (1) can be embedded to modern 3D MOT methods for end-to-end training, (2) can remove the need for extensive search of the detection confidence threshold, (3) can dynamically adapt detection selection to a particular frame or to specific object detections and improve 3D MOT performance by more effective FP reduction. As our current method is designed specifically for 3D MOT, an extension to 2D MOT (e.g., embed our AutoSelect with a S.O.T.A. 2D MOT method and show improved performance in video-based MOT benchmarks) will have some practical value.
