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Abstract—We propose a novel multi-tier fog and cloud computing architecture that enables edge nodes to cooperate in sharing computing and radio resources so as to minimize the total energy consumption of mobile users subject to their delay requirements. We first formulate the joint task offloading and resource allocation optimization problem as a mixed integer nonlinear programming (MINLP). Due to the combination of binary (offloading decisions) and real variables (resource allocations), the problem is an NP-hard and computationally intractable. To circumvent, we relax the binary decision variables to transform the MINLP to a relaxed optimization problem with real variables. After proving that the relaxed problem is a convex one, we propose three solutions namely ROP, IBBA, and FFBD. In ROP, the solution of the relaxing problem is converted to the integer one and used as the final solution. In IBBA, the branch-and-bound method like IBBA may require exponential complexity in the worst case. As such, we develop a distributed approach, namely feasibility-finding Benders decomposition (FFBD), that decomposes the original problem into a master problem for the offloading decision and subproblems for resource allocation. These (simpler) subproblems can be solved in parallel at fog nodes, thus help reduce both the complexity and the computational time. FFBD has two different versions (FFBD-S and FFBD-F) is a distributed algorithm based on Benders decomposition. The numerical results show that IBBA-LFC/LCF and IBBA-LCF. Note that the branch and bound method like IBBA may require exponential complexity in the worst case. As such, we develop a distributed approach, namely feasibility-finding Benders decomposition (FFBD), that decomposes the original problem into a master problem for the offloading decision and subproblems for resource allocation. These (simpler) subproblems can be solved in parallel at fog nodes, thus help reduce both the complexity and the computational time. FFBD has two different versions (FFBD-S and FFBD-F) is a distributed algorithm based on Benders decomposition. The numerical results show that IBBA-LFC/LCF and FFBD-S/F.
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I. INTRODUCTION

Mobile applications that have been recently developed are often demanding in computation, e.g., 3D rendering and image processing, as well as low latency, e.g., interactive games and online object recognition (e.g., in mixed/augmented reality) [1], [2]. Nonetheless, mobile and Internet-of-Things (IoT) devices are usually limited by computing resources, battery life, and network connections. As a promising solution, a new network architecture, referred to as mobile edge or fog computing, has recently received paramount interest.

The key idea of fog computing is to “move” computing resources closer to mobile users [3]. In a fog architecture, powerful computing devices, e.g., servers, are deployed at the edges of the mobile network to support hardware resource-constrained devices, e.g., mobile and IoT devices, to perform high-complexity computational tasks. That helps save energy, increase operation time, and enable new applications/services for mobile devices by utilizing powerful resources at the edge. Fog computing can also reduce operating costs for mobile network operators up to 67% by reducing the total throughput and peak backhaul bandwidth consumption [4]. Thus, fog computing with its characteristics (i.e., low latency, proximity, high bandwidth, mobility support and location awareness) [5] can solve two key challenges (ie., reducing latency, and energy consumption) to future wireless networks [6].

However, unlike public clouds, e.g., Amazon Web Services and Microsoft Azure, a fog node does not possess abundant computing resource. While the computation offloading demand from mobile users is huge, every fog node can support only a small amount of tasks. Moreover, not all computational tasks benefit from being offloaded to the fog node. Some tasks even consume more energy when being offloaded than being processed locally due to the communication overhead, i.e., transmitting results and receiving results [3]. Given the above, this work considers the joint task offloading and resource allocation optimization problem, aiming to minimize the energy consumption for mobile devices under the fog nodes’ resource constraints and tasks’ delay requirements.

A. Related Work

The above problem has been visited from different angles and using different approaches over the last few years [7]–[25]. The earliest researches simply solve the offloading problem between a single device and a cloud server [7]–[12]. In [7], the whole soft real-time requirement mobile application is executed in either the user device or the cloud server. [12] solved the same problem as in [11], additionally considered the power allocation in the task.
offloading decision. A decomposition technique was utilized to design a distributed resource allocation algorithm.

Some other researches [13]–[16] focused on either offloading decisions or resources allocation among multiple user devices. In these works, there was independence between users’ tasks. In [13], heuristic offline and online algorithms were proposed to achieve minimum average completion time for all the users based on the number of provisioned resources on the cloud. In [14], the interaction between selfish mobile users, who want to maximize offloading decisions in a three-tier fog architecture, were modeled in a non-cooperative game. In [15], the offloading in a two-tier architecture was formulated as a non-cooperative game minimizing a cost function of delay and consumed energy. [16] minimized the expected time-average energy consumption for task executions adopting network-assisted D2D communications to share resources between mobile users.

Recently, researchers have been investigated in joint offloading and resources allocation among devices with delay-tolerant tasks [17]–[20]. [17] developed a game-based distributed algorithm for allocating the computational tasks among nearby devices and the edge cloud minimizing the mean completion time of each device’s tasks. [18] exploited a decomposition technique to maximize the weighted sum of all users’ offloading utilities, which comprise the reducing levels of energy and delay from offloading tasks to one of fog servers. [19] developed a scheme to offload tasks on the edge cloud or process locally. Although the aim is to minimize the average task duration with the limited battery capacity, the individual delay is not satisfied. [20] aimed at minimizing average transmission energy consumption while guaranteeing the average queueing latency at IoT devices.

A three-tier system model including mobile devices, fog nodes and the cloud has been introduced in recent researches [23]–[25]. The works [23] and [24] adopted a three-tier system model including multiple users, a cloudlet and a cloud server, then jointly optimized offloading decisions as well as computation and communication resources allocation among users. The overall cost of energy, computation, and delay for all users was minimized. Although the cost could be optimized, the delay constraints were ignored. As in [24], [25] adopted three-tier system model including user devices, a fog node, and a cloud server, and then minimized the maximal weighted cost of delay and energy consumption among all user devices while meeting the delay thresholds. By doing so, a task with lower local energy consumption and local execution time satisfying its delay constraint can still be offloaded in order to keep the lower maximal cost of the whole system if its delay from offloading is much lower than local processing. In this situation, the user device does not gain any energy benefit from offloading. Thus, optimizing the cost function does not guarantee to minimize the overall users’ energy consumption and the satisfaction of every individual.

We can see that all the mentioned researches worked on either a single mobile device or multiple user devices with delay-tolerant tasks. With the diversity of IoT applications, each computational task has a different delay requirement. For example, an interactive game may require task completion in some milliseconds while a smart meter application accepts a delay of hours. Therefore, the hard-time delay is a crucial condition in offloading and resources allocation problems. In [21], MIMO multicell communication and cloud-based computation resources were jointly allocated among multiple users with delay constraints to minimize the total their energy consumption. However, without fog nodes, a cloud server was an unique external computation resource for the whole system. Another drawback of this work was the assumption of fixed computation offloading decisions among users. Unlike [21], [22] minimized the total energy consumption in the cloud for executing the hard-delay constraint tasks and in C-RAN for transmitting the processing results back to the mobile users. Instead of task offloading, it assumes that every mobile device has a clone in the cloud.

As aforementioned, the fog nodes are limited in computing power, in comparison to cloud servers, but they can satisfy low latency applications. Unlike previous works, in this paper, we study a large scale multi-layer cooperative fog network including mobile devices, multiple fog nodes, and a cloud server. Under our architecture, the tasks can be offloaded to either one of fog nodes or the cloud server. Then, we formulate and solve a joint task offloading and resource allocation optimization problem for all mobile users and fog nodes, aiming to minimize the total energy consumption of mobile devices while meeting all tasks’ delay requirements.

B. Main Contributions

Major contributions of this paper are as follows:

• We first formulate the joint task offloading and resource allocation optimization problem for all mobile users in a large scale network. Since the optimization problem is a mixed integer non-linear programming (MINLP) which is NP-hard and intractable to solve, we introduce a relaxing solution which converts binary decision variables to real values. We then prove that the relaxed optimization problem is a convex one which can be effectively tackled with conventional optimization methods, e.g., the interior point method (IPM).

• Although IPM can find the optimal solution for the relaxed problem, the obtained decision variables are still real numbers. Therefore, a simple approximation method, namely “Relaxing Optimization Policy” (ROP), is proposed to roughly convert the optimal solution of the relaxed problem to binary decisions.

• Besides, we develop an improved branch-and-bound (BB) algorithm (IBBA) [26] to effectively find the optimal solution. The IBBA method not only finds the optimal offloading decisions but also utilizes the characteristics of the problem to reduce the computational complexity.

• A problem can have some optimal solutions with different numbers of tasks processed at the local device, edge nodes, and the cloud server. However, a general solver does not support solution selection in any priority order. Different from our previous work [26], we develop priority solution selection strategies combining with the branch-and-bound method yielding two variants, IBBA-
LFC/LCF. Consequently, the most wanted solution will be returned as the final results.

- However, the intermediate problems of IBBA still have a large size due to mixed offloading and resource allocation variables. Consequently, a distributed feasibility-finding Benders decomposition (FFBD) based on Benders decomposition is also developed in this paper. Exploiting special characteristics of our problem, the subproblems (SP) in FFBD can be solved independently at edge nodes. Unlike other variations of Benders decomposition [27] where the cuts are generated by solving the dual of SPs, the cutting-planes of FFBD are created from solving the subproblems based on the set theory.

- To reduce the number of iterations in the master problem (MP) of FFBD, MP is initially equipped a set of cutting-planes based on a theorem about the infeasibility of SPs. To reduce the time finding resource allocation solutions in SPs, a fast solution detection method is also proposed. Consequently, FFBD has two variants, FFBD-S with a standard solver and FFBD-F with the fast solution detection method.

- The complexities of the IBBA-LFC/LCF and FFBD-S/F algorithms in term of intermediate problems’ size are also investigated intensively.

- The experimental results show that all the proposed algorithms, IBBA-LFC/LCF and FFBD-S/F, return the optimal solutions minimizing total consumed energy at mobile devices while they still satisfy the delay constraints of tasks. IBBA-LFC/LCF can return a solution with the most wanted offloading decisions, whereas FFBD-F has the least computation time of the four algorithms, IBBA-LFC/LCF and FFBD-S/F.

The rest of the paper is as follows. We describe the system model and the problem formulation in Section II. Section III presents the proposed algorithms, ROP, IBBA-LFC/LCF, and FFBD-S/F, the theoretical analyses, and the priority solution selection strategies as well. In Section IV, we evaluate the performance of the IBBA-LFC/LCF and FFBD-S/F algorithms and compare them with the relaxing optimization policy (ROP), and two methods: “Without Offloading” (WOP) and the policy in which all tasks are offloaded to the fog nodes or the cloud server as the “All Offloading” (AOP). Conclusion is drawn in Section V.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. Network Model

Fig. 1 illustrates a three-tier fog computing system with \( N \) mobile devices \( \mathbb{N} = \{1, \ldots, N\} \), \( M \) cooperative fog nodes \( \mathbb{M} = \{1, \ldots, M\} \), and one cloud server. Although mobile users may have some independent tasks, we assume that, at each time slot, mobile user \( i \) can request to offload a computing task \( I_i \) \((D_i^i, D_o^i, C_i, t_i^i)\), in which \( D_i^i \) and \( D_o^i \) respectively are the input (including input data and execution code) and output/result data lengths, \( C_i \) is the number of CPU cycles that are required to execute the task, and \( t_i^i \) is the maximum delay requirement of the task. Only mobile device, fog nodes, or the cloud server satisfying the delay requirement are eligible to process the task. The proposals in this paper still work with mobile users having multiple tasks.

1) Local Processing: Mobile device \( i \) has a processing rate \( f_i^l \) in cycles per second. If task \( I_i \) is processed locally, the necessary time \( T_i^l \) to perform the task is given by

\[
T_i^l = C_i / f_i^l. \quad (1)
\]

The consumed energy \( E_i^l \) of the mobile device is proportional to the CPU cycles required for task \( I_i \) and is given by

\[
E_i^l = v_i C_i, \quad (2)
\]

where \( v_i \) denotes the consumed energy per CPU cycle [19], [28].

2) Fog Node Processing: Fog node \( j \) has capabilities denoted by a tuple \((R_i^u, R_i^d, R_i^f)\) in which \( R_i^u \), \( R_i^d \), and \( R_i^f \) are the total uplink rate, total downlink rate, and CPU cycle rate respectively. If task \( I_i \) is processed at fog node \( j \), then this node will allocate spectrum and computation resources for mobile device \( i \), defined by a tuple \( (r_i^u, r_i^d, r_i^f) \), in which \( r_i^u \), \( r_i^d \), \( r_i^f \) respectively are uplink, downlink, and CPU cycle rates for input, output transmissions, and task execution. In this case, the energy consumption at the mobile user is for both transferring input to and receiving output from fog node \( j \), and the delay includes time for transmitting input, receiving output and task processing at the fog node.

Let \( e_i^u \) and \( e_i^d \) denote the energy consumption for transmitting and receiving a unit of data, respectively. The delay \( T_i^f \) and the consumed energy \( E_i^f \) of mobile device are given by:

\[
T_i^f = D_i^i / r_i^u + D_o^i / r_i^d + C_i / r_i^f, \quad (3)
\]

and

\[
E_i^f = E_i^u + E_i^d, \quad (4)
\]

where \( E_i^u = e_i^u D_i^i \) and \( E_i^d = e_i^d D_o^i \).

3) Cloud Server Processing: Assume that all fog nodes are connected to a public cloud server. We denote the data rate between a fog node and the cloud server as \( r^f_c \), and the processing rate assigned to each task on the cloud server as \( f_c \). Due to the optimization goal of the whole system, a fog node can forward a task to the cloud server for processing.

If fog node \( j \) forwards task \( I_i \) to the cloud server, it will allocate resources for mobile device \( i \), defined by a tuple
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\( \text{r}_{ij} = (r_{ij}^u, r_{ij}^d, r_{ij}^f) \), in which \( r_{ij}^u, r_{ij}^d \) are uplink rate, downlink rate for input and output transmissions, and \( r_{ij}^f = 0 \). After receiving the task, fog node \( j \) sends the input data to the cloud server for processing, then receives and sends the result back to the mobile user. In this case, the consumed energy \( E_{ij}^c \) at the mobile user is only for transmitting input and output from the cloud server to mobile user via the edge node, and task-execution time at the cloud server. These performance metrics are as follows:

\[
T_{ij}^c = D_i^u/r_{ij}^u + D_i^d/r_{ij}^d + (D_i^f + D_0^f)/r_{ij}^f + C_i/f_c, \quad (5)
\]

and

\[
E_{ij}^c = E_{ij}^u = E_{ij}^d. \quad (6)
\]

### B. Problem Formulation

We denote the binary offloading decision variable for task \( I_i \) by \( x_i = (x_{i1}, x_{i2}, \ldots, x_{IM_1}, x_{i1}, \ldots, x_{IM_2}) \), in which \( x_i \), and \( x_{i}^{\text{c}} \) respectively indicate that task \( I_i \) is processed locally at the mobile device, fog node \( j \), or the cloud server (via fog node \( j \)). From Eq. (1)-(6), the consumed energy \( E_{i} \) of the mobile user and the delay \( T_{i} \) when task \( I_i \) is processed are given as

\[
E_{i} = e^T_i x_i, \quad \text{and} \quad T_{i} = h^T_i x_i, \quad (7)
\]

where \( e_i = (E_{i1}, E_{i1}^{\text{c}}, \ldots, E_{i1}^{\text{c}}, E_{i2}^{\text{c}}, \ldots, E_{i2}^{\text{c}}) \) and \( h_i = (T_{i1}, T_{i1}^{\text{c}}, \ldots, T_{i1}^{\text{c}}, T_{i2}, T_{i2}^{\text{c}}, \ldots, T_{i2}^{\text{c}}) \).

Let \( e = (e_1, \ldots, e_N) \) and \( x = (x_1, \ldots, x_N) \). Then, the total consumed energy of mobile devices is given as

\[
E = e^T x. \quad (8)
\]

In this paper, we address a joint offloading decision (\( x \)) and resource allocation (\( r = \{r_{ij}\} \)) problem that aims to minimize the total energy consumption of all mobile devices under the delay requirement. The problem is formally stated as follows.

\[
\text{III. Proposed Optimal Solutions}
\]

The optimization problem \((P_0)\) is an NP-hard due to its mixed integer non-linear programming. Hence, it may take standard optimization solvers exponential time. We observe that by relaxing its binary variables to real numbers \( x_i^f, x_{ij}^f, x_{ij}^c \in [0, 1], \forall (i, j) \in \mathbb{N} \times \mathbb{M} \), the resulting problem is a convex optimization problem \([29]\). In the sequel, using on this characteristic, we introduce three effective approaches to address the problem \((P_0)\).

#### A. Convexity of Relaxing Problem

We first convert binary decision variables, i.e., \( x \), to real variables, then prove that the relaxing problem is a convex optimization problem. By relaxing binary variables to real numbers, we can reformulate the optimization problem \((P_0)\) as follows:

\[
(P_0) \quad \min_{x, r} e^T x, \quad (12)
\]

s.t. \((R_0)\) and

\[
(\tilde{X}_0) \quad \begin{cases}
\left( C_1 \right) T_i \leq t_i^f, \forall i \in \mathbb{N}, \\
\left( C_2 \right) \sum_{i=1}^{N} r_{ij}^u \leq R_j^u, \forall j \in \mathbb{M}, \\
\left( C_3 \right) \sum_{i=1}^{N} r_{ij}^d \leq R_j^d, \forall j \in \mathbb{M}, \\
\left( C_4 \right) \sum_{i=1}^{N} r_{ij}^c \leq R_j^c, \forall j \in \mathbb{M}, \\
\left( C_5 \right) x_{ij}^f = 0, \forall (i, j) \in \mathbb{N} \times \mathbb{M},
\end{cases}
\]

where \((C_1)\) is the delay requirement of tasks, \((C_2),(C_3)\) and \((C_4)\) are resource constraints at fog nodes, and \((C_5)\) is offloading decision constraints.

#### B. Relaxing Optimization Solution

One approach to solve problem \((P_0)\) is called “Relaxing Optimization Policy” (ROP). In ROP, we first solve the relaxed optimization problem \((\tilde{P}_0)\). The convex optimization problem with constraints can be solved efficiently by the interior-point method \([29]\), which is implemented in many popular solvers such as CPLEX, MOSEK, and the fmincon() function in MATLAB. Then, the real offloading decision solution of \((\tilde{P}_0)\) is converted to the closest integer decision for the problem \((P_0)\). Finally, to improve the performance of the ROP method, we can solve again the resource allocation problem \((P_0)\) with the fixed offloading decision. The resource allocation solution after this step with the fixed offloading decision is the final solution of the ROP method.

Although the approximation method, ROP, can quickly return a solution (after solving the relaxed problem one or two times), it is often inaccurate and not optimal. There is nothing guarantee that the final solution satisfying all constraints and minimizing the total energy consumption of mobile devices. Thus, in the following sections, we will introduce two effective methods to find the optimal solutions satisfying every condition of the problem \((P_0)\).
C. Improved Branch and Bound Algorithm

The Branch and bound method (BB) is the framework for almost all commercial software for solving mixed integer programming (MIP) models. The conventional BB works as a search tree, in which every node (not the concept of fog nodes in the network model) on the tree represents a subproblem after fixing a binary variable. The relaxed subproblem at that node can be solved to detect the potential of that node before branching and visiting the left or right children nodes. As soon, in the standard BB, the size of subproblems at children nodes is 1 less than that of the father node in term of the number of variables. In other words, the complexity of the intermediate problems is reduced slowly in the conventional BB.

In this section, we introduce an improved branch and bound algorithm, namely IBBA, which efficiently solves the MINLP (P₀) by utilizing the characteristics of binary decision variables to reduce the complexity. IBBA, summarized in Algorithm 1, has the following features:

- **Branching task** dictates that a task can be executed at only one place, i.e., at the mobile device, one of the fog nodes, or the cloud server via a fog node. Thus, for the offloading decisions xᵢ of task i there is only one variable that is equal to 1, and all others are equal to 0. Thus, at a node in the search tree of IBBA, we choose to branch the decisions of a task, forming a (2M + 1)-tree with height N.

- **Simplifying problem** dictates that when a task is executed at the mobile device, a fog node, or the cloud server via a fog node, all other fog nodes do not need to allocate resources toward that task. Thus, when xᵢ₁ⱼ = 0 or xᵢᵢⱼ = 0, we can eliminate all sub-expressions of the forms xᵢⱼ₁A and xᵢⱼᵢB, these decision variables, and related resource allocation variables rᵢ₁ⱼ, rᵢᵢⱼ, and rᵢⱼ in (P₀). Consequently, we have sub-problems with the reduced number of variables.

- **Preserving convexity** dictates that after fixing some binary variables, sub-problems are convex optimization problems. In particular, based on Theorem 1, it can be observed that if we fix one or multiple binary variables in (P₀) and set all other variables to be real variables, the corresponding relaxed subproblems are always convex.

**Priority Solution Selection**

An MIP problem can have some different optimal solutions in which the numbers of tasks are processed at the local device, edge nodes or the cloud server may vary. However, a general solver for MIP does not support solution selection in any priority order. In IBBA, this drawback can be overcome by implementation techniques.

Recall that IBBA is a search tree based algorithm, and the first optimal solution during traveling is returned as the final solution. Therefore, we develop a tree so that the most expected solution will be found first. We consider the local device, edge nodes and the cloud server as service providers, and tasks as customers. Then, the priority is defined by which customer will be served first, and which service provider will be chosen first when there is a demand from customers.

![Fig. 2: Priority Search Tree for IBBA.](image)
relaxing version of the subproblem. In the case of the relaxing problem with no better result than the previous one or being infeasible, we prune the current subproblem. Otherwise, in the case of the relaxing problem with a better result, this result will be recorded as the optimal value if it satisfies all integer constraints or the next active task with the highest priority will be fixed offloading decisions yielding a set of smaller subproblems. These subproblems will be pushed into the stack in the order of increasing interest in resource providers so that the task with the most interested provider will be at the top of the stack. The algorithm is stopped only when the stack is empty.

Algorithm 1: IBBA Algorithm

```
Input: Set of tasks \( \{I_i \} \), fog nodes \( \{Node_j \} \), cloud server \( r^c \)
Output: Optimal solution and value of problem \((P_0)\)

1. begin
2. \( s \leftarrow \emptyset \) \( \triangleright \) Initialize empty solution
3. \( minE \leftarrow +\infty \) \( \triangleright \) Initialize consumed energy +\infty
4. \( t.\emptyset() \) \( \triangleright \) Make stack empty
5. \( t.\text{push}(P_0) \) \( \triangleright \) Put \((P_0)\) into stack
6. while \( t.is\text{No}t\text{Empty}() \) do
7. \( p \leftarrow t.\text{pop}() \) \( \triangleright \) Get subproblem from top of stack
8. \( \text{subs}, \text{subminE} \leftarrow \text{Solve} \) relaxing problem of \( p \)
9. if \( \text{subminE} > \text{minE} \) or \( p \) is infeasible then
10. \( \text{Prune} p \) \( \triangleright \) Delete subproblem \( p \)
11. if \( \text{subminE} < \text{minE} \) then
12. \( s \leftarrow \text{subs} \) \( \triangleright \) Update solution
13. \( \text{minE} \leftarrow \text{subminE} \) \( \triangleright \) Update optimal result
14. \( \text{Prune} p \) \( \triangleright \) Delete subproblem \( p \)
15. else
16. \( \text{children} \leftarrow \text{Branch} p \) by fixing the decisions of an active task with the highest priority in the set \( \{I_i\} \) based on Branching task property.
17. Sort \( \text{children} \) in the order of increasing interest in resource providers.
18. for each \( \text{child} \) in \( \text{children} \) do
19. \( \text{Simplify} \text{child} \) based on Simplifying problem property.
20. \( t.\text{push}(\text{child}) \) \( \triangleright \) Put subproblem into stack
21. end
22. Return \( s \) and \( \text{minE} \)
end
```

D. Feasibility-Finding Benders Decomposition

Although IBBA has some improvements in compared with the conventional BB algorithm as well as can be implemented in parallel or distributed way [30], it still has some limitations. First, the size of the intermediate subproblems reduces slowly. Second, IBBA is not a distributed algorithm in essence. Therefore, a distributed algorithm in which the original problem is broken down into low complexity subproblems is a real requirement.

In \((P_0)\), there are two sets of variables \( x \) and \( r \) in which the former is complex due to its binary properties and the latter is simple real values. Therefore, the Bender decomposition (BD) method can be applied to this problem. However, due to the multiple non-linear constraint expressions between integer and real variables, the Benders decomposition method in [31] is inapplicable. Additionally, this linearization method with the dual multipliers faces the zig-zagging issue [32], [33] which increases the computation time. This method also has difficulty in achieving the optimal solution even though the lower bound is close to the upper bound. Thus, we introduce a distributed algorithm named Feasibility-Finding Benders decomposition (FFBD) as illustrated in Fig. 3. The key point of FFBD is the generation of Benders cuts, which exclude superfluous solutions, based on the set theory. This completely differs from the work [31], where the Benders cuts are created by solving the dual problem.

Specifically, we first decompose \((P_0)\) into a master problem \((MP_0)\) for the offloading decision and a subproblem \((SP_0)\) for the resource allocation. Then, the FFBD algorithm finds the optimal solution of \((P_0)\) by iteratively solving \((MP_0)\) and \((SP_0)\) at either the cloud server or a fog node.

\[
(MP_0) \quad \min_{x \in X_0} \{ e^T x | cuts^{(k)} \}, \quad (14)
\]

and

\[
(SP_0) \quad \min_{x \in (k), r \in R_0} \{ 0 \}, \quad (15)
\]

where \( \{0\} \) is the zero constant function, Benders cutting-planes \( cuts^{(k)} \) are restrictions on integer offloading solution \( x^{(k)} \) of \((MP_0)\) at iteration \( k \).

From Eq. (14) and (15), the cost function of \((P_0)\) is identical with that of \((MP_0)\). \((SP_0)\) only verifies if integer offloading solution \( x^{(k)} \) of \((MP_0)\) leads to a feasible resource allocation solution \( r \). Theorem 2 shows that the iteration can
stop when a feasible solution \((x, r)\) is found or \((MP_0)\) is infeasible. Additionally, in FFBD, Benders cuts are created by projecting subsets of the finite set of computational tasks into the resource space of fog nodes. Consequently, the number of Benders cuts is limited. Thus, FFBD always returns the optimal solution after a limited number of iterations.

**Distributed Subproblems**

At iteration \((k)\), by solving the integer programming problem \((MP_0)\) the offloading decision variables are fixed \(x^{(k)}\). Solution \(x^{(k)}\) determines every task to be processed at either mobile device, one of fog nodes, or the cloud server via a fog node. Thus, \((SP_0)\) is equivalently divided into a set of \(M\) independent resource allocation subproblems of \(M\) fog nodes.

Let \(x_j = (x_j^f, x_j^c)\) be variables defining the offloading decisions of \(N\) tasks onto fog node \(j\) or the cloud server (via fog node \(j\)), where \(x_j^f = (x_{ij}^f, \ldots, x_{Mj}^f)\) and \(x_j^c = (x_{ij}^c, \ldots, x_{Mj}^c)\). Here, \(x_j\) is a part of \(x = \bigcup_{j=1}^M x_j\).

Without loss of generality, we assume \(N_j^f\) and \(N_j^c\), respectively, be the sets of tasks to be processed at fog node \(j\) and at the cloud server via fog node \(j\). Here, \(N_j^f\) and \(N_j^c\) are equivalently determined by two offloading decision variables \(x^{f(k)}_j\) and \(x^{c(k)}_j\) in \(x^{(k)}\). We can write \(N_j^f = \{1, \ldots, t\}\), \(N_j^c = \{t+1, \ldots, t+s\}\), and \(N_j^{f+c} = N_j^f \cup N_j^c = \{1, \ldots, t+s\}\) is defined by \(x^{(k)}_j = (x^{f(k)}_j, x^{c(k)}_j)\). Variable \(r_j = (r_{ij}, \ldots, r_{(t+s)j})\) is resources allocation of fog node \(j\) towards its assigned set of tasks \(N_j^{f+c}\). Noticeably, fog node \(j\) does not need to allocate the resources towards other tasks except \(N_j^{f+c}\). The resource allocation problem at fog node \(j\) can be defined as

\[
\begin{align*}
\text{(SP1)} & \quad \min_{x_j^{f(k)}, r_j \in R_j} \left\{ 0 \right\},
\end{align*}
\]

where

\[
\begin{align*}
(C_{1j}) & \quad T_i \leq t^e_i, \forall i \in N_j^{f+s}, \\
(C_{2j}) & \quad \sum_{i \in N_j} r^f_{ij} \leq R_j^f, \\
(C_{3j}) & \quad \sum_{i \in N_j^{f+c}} r^c_{ij} \leq R_j^c, \\
(C_{4j}) & \quad \sum_{i \in N_j^{f+c}} r^c_{ij} \leq R_j^c, \\
\end{align*}
\]

\[
\begin{align*}
\sum_{i \in N_j^{f+c}} r^c_{ij} & \leq R_j^c, \\
r^f_{ij}, r^c_{ij} \geq 0, \forall i \in N_j^{f+c}, \\
r^c_{ij} = 0, \forall i \in N_j^c.
\end{align*}
\]

Thus, instead of solving \((SP_0)\), all subproblems \((SP_1)\) can be solved distributedly among fog nodes in cooperation with the cloud server for \((MP_0)\). Besides, these subproblems \((SP_1)\) can also be solved in parallel. Fig. 3 shows the model of the distributed FFBD method.

**Theorem 2.** At any iteration \((k)\), if a feasible solution \((x, r)\) of \((MP_0)\) leads to a feasible solution \((x, r)\) of \((SP_0)\). Then, \((x, r)\) is the optimal solution of the original problem \((P_0)\).

At any iteration \((k)\), if the master problem \((MP_0)\) is infeasible, then the original problem \((P_0)\) is infeasible.

**Proof:** The detailed proof is presented in Appendix B.

In practice, the solution of \((SP_1)\) can be found by solving its equivalent problem \((SP_2)\) with additional slack variables \(z\) using any solver.

\[
\begin{align*}
\text{(SP2)} & \quad \min_{x_j^{(k)}, r_j, z_j \in R_j} \left( z_1 + z_2 + z_3 \right),
\end{align*}
\]

where

\[
\begin{align*}
(R_{2j}) & \quad \left\{ 
\begin{array}{ll}
T_i \leq t^e_i, \forall i \in N_j^{f+s}, \\
\sum_{i \in N_j^{f+c}} r^c_{ij} - z_1 \leq R_j^c, \\
\sum_{i \in N_j^{f+c}} r^c_{ij} - z_2 \leq R_j^c, \\
\sum_{i \in N_j^{f+c}} r^c_{ij} + z_3 \leq R_j^c, \\
r^f_{ij}, r^c_{ij} \leq 0, \forall i \in N_j^{f+c}, \\
r^c_{ij} = 0, \forall i \in N_j^c, \\
z_1, z_2, z_3 \geq 0.
\end{array}
\right.
\end{align*}
\]

If \((SP_2)\) is feasible and its cost function is zero, then \((SP_1)\) is feasible. Otherwise, \((SP_1)\) is infeasible.

At iteration \((k)\), if \((SP_1)\) is feasible at every fog node, then \((x^{(k)})\) and \(r = (r_1, \ldots, r_M)\) are optimal solution of \((P_0)\). Otherwise, if \((SP_1)\) is infeasible at fog node \(j\), a new cutting-plane \(c^{(k)}_j\) will be added to the cut set of \((MP_0)\) for the next iteration: \(cuts^{(k+1)} = cuts^{(k)} \cup c^{(k)}\). The details of cutting-planes generation are in the later Cutting-Plane Generation section.

**Fast Feasibility and Infeasibility Detection**

Normally, FFBD can work by repeatedly solving \((MP_0)\) and \(M\) independent subproblems of the form \((SP_1)\) using solvers, then update the cutting-plane set \(cuts^{(k+1)} = cuts^{(k)} \cup c^{(k)}\). The closer to the optimal binary offloading decisions, the less number of iterations the master problem \((MP_0)\) is solved. Moreover, in many cases, we can quickly determine if \((SP_1)\) is feasible or not without using any solver. Consequently, the computation time is reduced. Theoretical analyses below help to improve the efficiency of the FFBD algorithm.

From Eq. (3) and (5), the delay constraint \((C_{1j})\) \(T_i \leq t^e_i\) in \((R_j)\) of \((SP_1)\) can be rewritten as

\[
\begin{align*}
\left( \frac{D_t^f}{r^f_{ij}} + \frac{D_t^c}{r^c_{ij}} + \frac{C_i}{r^c_{ij}} \right) \leq t^e_i, \quad \forall i \in N_j^t, \\
\left( \frac{D_t^f}{r^f_{ij}} + \frac{D_t^c}{r^c_{ij}} \right) \leq t^e_i - \left( \frac{D_t^f + D_t^c}{r^f_{ij}} + \frac{C_i}{r^c_{ij}} \right), \quad \forall i \in N_j^f.
\end{align*}
\]

Remarkably, the component \(\left( \frac{D_t^f + D_t^c}{r^f_{ij}} + \frac{C_i}{r^c_{ij}} \right)\) is a constant.

If \(\exists i \in N_j^f, t^e_i - \left( \frac{D_t^f + D_t^c}{r^f_{ij}} + \frac{C_i}{r^c_{ij}} \right) \leq 0\), then processing task \(i\) at the cloud server does not satisfy its delay requirement \(T_i \leq t^e_i\). In other words, \((SP_1)\) is infeasible. A Benders cut to prevent offloading task \(i\) to the cloud server can be created directly for this case. Otherwise, if \(t^e_i - \left( \frac{D_t^f + D_t^c}{r^f_{ij}} + \frac{C_i}{r^c_{ij}} \right) > 0, \forall i \in N_j^f\), then we define the relative size \((D_t^f, D_t^c, C_i)\) of task \(i\) as below.

\[
\begin{align*}
\left( \frac{D_t^f}{r^f_{ij} - \left( \frac{D_t^f + D_t^c}{r^f_{ij}} + \frac{C_i}{r^c_{ij}} \right)}, \frac{D_t^c}{r^c_{ij} - \left( \frac{D_t^f + D_t^c}{r^f_{ij}} + \frac{C_i}{r^c_{ij}} \right)}, 0 \right), \quad \forall i \in N_j^f.
\end{align*}
\]
Let $\beta_i = \left( \frac{D^f_i}{r^f_{ij}} + \frac{D^o_i}{r^o_{ij}} + C^f_{ij} \right)$ be the satisfaction rate of Task $i$. The delay constraint in Eq. (20) becomes

$$\beta_i = \left( \frac{D^f_i}{r^f_{ij}} + \frac{D^o_i}{r^o_{ij}} + C^f_{ij} \right) \leq 1, \forall i \in \mathbb{N}^t_j.$$  \hspace{1cm} (22)

Two theorems below will fast check the feasibility and infeasibility of $(\text{SP}_1)$.

**Theorem 3.** Define balancing rates $\beta_{bal}^u = \frac{\sum_{i \in \mathbb{N}^t_j} D^f_i}{R^f_j}$, $\beta_{bal}^d = \frac{\sum_{i \in \mathbb{N}^t_j} D^o_i}{R^o_j}$, and $\beta_{bal}^c = \frac{\sum_{i \in \mathbb{N}^t_j} C^f_{ij}}{R^o_j}$. If $\beta_{bal} = \beta_{bal}^u + \beta_{bal}^d + \beta_{bal}^c \leq 1$, then the problem $(\text{SP}_1)$ is feasible.

**Proof.** We need to show a feasible solution of $(\text{SP}_1)$.

Task $I_i$ will be allocate resources $r^u_{ij}$, $r^d_{ij}$ and $r^f_{ij}$ as $r^u_{ij} = \frac{D^f_{ij}}{\beta_{bal}^u}$, $r^d_{ij} = \frac{D^o_{ij}}{\beta_{bal}^d}$, and $r^f_{ij} = \frac{C^f_{ij}}{\beta_{bal}^c}$. We have $\beta_i = \frac{D^f_{ij}}{r^f_{ij}} + \frac{D^o_{ij}}{r^o_{ij}} + \frac{C^f_{ij}}{r^o_{ij}}$. Here, $r^f_{ij} = 0$ and $r^o_{ij} = 0$, $\forall i \in \mathbb{N}^t_j$. Thus, $\beta_i = \beta_{bal} \leq 1$, $\forall i \in \mathbb{N}^t_j$. Besides, $\sum_{i \in \mathbb{N}^t_j} r^f_{ij} = R^f_j$, $\sum_{i \in \mathbb{N}^t_j} r^o_{ij} = R^o_j$ and $\sum_{i \in \mathbb{N}^t_j} r^u_{ij} = R^u_j$. Therefore, the problem $(\text{SP}_1)$ is feasible.

**Corollary 3.1.** Let $\beta_{bal}^u = \frac{\sum_{i \in \mathbb{N}^t_j} C^f_{ij}}{R^o_j}$, $\gamma_{bal}^u = \frac{\sum_{i \in \mathbb{N}^t_j} D^f_i}{1 - \beta_{bal}^u} + \sum_{i \in \mathbb{N}^t_j} D^f_i$, and $\gamma_{bal}^d = \frac{\sum_{i \in \mathbb{N}^t_j} D^o_i}{1 - \beta_{bal}^u} + \sum_{i \in \mathbb{N}^t_j} D^o_i$. If $\beta_{bal} \leq 1$ and $\gamma_{bal} = \gamma_{bal}^u + \gamma_{bal}^d \leq 1$, then the problem $(\text{SP}_1)$ is feasible.

The Corollary 3.1 is derived from Theorem 3. Fog node $j$ first allocates the computation resource toward tasks in the set $\mathbb{N}^t_j$, which are processed at the fog node, then allocates both the uplink and downlink resources toward all tasks in $\mathbb{N}^t_j$ based on their remaining delay requirements. Noticeably, tasks in $\mathbb{N}^t_j$ are either processed at fog node $j$ or forwarded to the cloud server by this fog node. Then, we apply sequentially Theorem 3 to $\beta_{bal}^u$ and $\gamma_{bal}$.

**Lemma 1.** Assume variables $p_i \geq 0$, $q_i > 0$, $\forall i \in \mathbb{N}$, satisfying conditions: $\sum_{i \in \mathbb{N}} p_i = P$ and $\sum_{i \in \mathbb{N}} q_i = Q$. We have $\max_{i \in \mathbb{N}} \left( \frac{p_i}{q_i} \right) \geq \frac{P}{Q}$.

**Proof:** The detailed proof is presented in Appendix C.

**Theorem 4.** If $\frac{\sum_{i \in \mathbb{N}^t_j} D^f_i}{R^f_j} > 1$ or $\frac{\sum_{i \in \mathbb{N}^t_j} D^o_i}{R^o_j} > 1$ or $\frac{\sum_{i \in \mathbb{N}^t_j} C^f_{ij}}{R^o_j} > 1$, then the problem $(\text{SP}_1)$ is infeasible.

**Proof:** The detailed proof is presented in Appendix D.

**Fast Feasibility Detection:** Theorem 3 can support to find a feasible solution of the subproblem at fog node $j$ with assigned tasks $\mathbb{N}^t_j$ so that using any solver is not necessary. Consequently, the computation time is reduced. Especially, for the case of the ratio of $D^f_i$, $D^o_i$ and $C^f_{ij}$ approximately equal between all tasks $\mathbb{N}^t_j$, this theorem matches almost feasible subproblems.

Corollary 3.1 is theoretically stronger than Theorem 3 because it repeatedly applies the theorem to the computation resource then calculates the remain delay requirements to allocate the uplink and downlink resources. Therefore, we can use Corollary 3.1 instead of Theorem 3 for feasibility detection.

**Fast Infeasibility Detection:** While Theorem 3 for feasible solution finding, in many cases, we can use Theorem 4 to detect the infeasibility of a subproblem. Especially, the cutting-planes based on Theorem 4 are useful for the large scale system (e.g., a thousand of tasks and a hundred of edge nodes). For the case that a fog node can approximately support a maximum of 10 tasks, these cutting-planes can avoid the generation of subproblems with more than 10 assigned tasks.

**Cutting-Plane Generation**

In this paper, we introduce three types of cutting-planes which will be updated in $(\text{MP}_0)$, namely “Resource Cutting-Plane”, “Subproblem Cutting-Plane”, and “Prefixed Decision Cutting-Plane”.

**Resource Cutting-Plane:** From Theorem 4, it dictates that every subset of tasks $\mathbb{N}^t_j \subseteq \mathbb{N}$ must not violate the uplink, downlink and computation resources constraints at every fog node $j$.

Let $c_{ij}^{(u)} = (D^f_i, D^o_i) / R^u_j$, $c_{ij}^{(d)} = (D^f_i, D^o_i) / R^d_j$, and $c_{ij}^{(f)} = C^f_{ij} / R^o_j$. Here, $(D^f_i, D^o_i, C^f_{ij})$ is calculated as in Eq. (21) for $i \in \mathbb{N}_j$. Let $c_{ij}^{(cloud)} = (D^f_i, D^o_i) / R^d_j$, $c_{ij}^{(cloud)} = (D^f_i, D^o_i) / R^r_j$ and $c_{ij}^{(cloud)} = (C^f_{ij}) / R^o_j$. Here, $(D^f_i, D^o_i, C^f_{ij})$ is calculated as in Eq. (21) for $i \in \mathbb{N}_j$.

To eliminate all the subsets of which violates the resources constraints at edge node $j$, we add three following Benders cuts into $\text{cuts}$ set of the Master problem $(\text{MP}_0)$:

$$c_{ij}^{(u)} = \{ \sum_{i \in \mathbb{N}_j} c_{ij}^{(u)} \} \sum_{i \in \mathbb{N}_j} c_{ij}^{(cloud)} \leq 1 \}
$$
$$c_{ij}^{(d)} = \{ \sum_{i \in \mathbb{N}_j} c_{ij}^{(d)} \} \sum_{i \in \mathbb{N}_j} c_{ij}^{(cloud)} \leq 1 \}
$$
$$c_{ij}^{(cloud)} = \{ \sum_{i \in \mathbb{N}_j} c_{ij}^{(cloud)} \} \sum_{i \in \mathbb{N}_j} c_{ij}^{(cloud)} \leq 1 \}
$$

From Eq. (21), we have $c_{ij}^{(cloud)} = 0$. Therefore, $c_{ij}^{(cloud)}$ can be shortened as

$$c_{ij}^{(cloud)} = \{ \sum_{i \in \mathbb{N}_j} c_{ij}^{(cloud)} \} \sum_{i \in \mathbb{N}_j} c_{ij}^{(cloud)} \leq 1 \}
$$

**Subproblem Cutting-Plane:** At iteration $(k)$, fog node $j$ is assigned a set of tasks $\mathbb{N}^t_j = \mathbb{N}_j \cup \mathbb{N}^t_j$, which is defined by offloading decision $x^{(k)}_j = (x^{(k)}_j, x^{(k)}_j)$. If the resource allocation problem $(\text{SP}_j)$ at fog node $j$ is infeasible, then any resource allocation problem at edge node $j$ with assigned tasks $\mathbb{N}^t_j \supseteq \mathbb{N}^t_j + \mathbb{N}^t_j$ is infeasible. Thus, to eliminate the all subproblems at edge node $j$ containing $\mathbb{N}^t_j$, a new Benders cut $c_{ij}^{(k)}$ is added into $\text{cuts}$ set of the Master problem $(\text{MP}_0)$ after iteration $(k)$.

$$c_{ij}^{(k)} = \{ \sum_{i \in \mathbb{N}^t_j} c_{ij}^{(k)} \} \sum_{i \in \mathbb{N}^t_j} c_{ij}^{(k)} \leq t + s - 1 \}
$$
Predefined Decision Cutting-Plane: If task $i_t$ satisfies $E_{i_t}^{b} < E_{i_t}^{l}$ and $T_{i_t}^{l} \leq t_{i_t}^b$, then it can be pre-decided as local processing. As mentioned in Fast Feasibility and Infeasibility Detection, if $(t_{i_t} - (D_{i_t}^l + D_{i_t}^u) - C_{l_{i_t}}) \leq 0$, then task $i_t$ could not be processed at the cloud cluster. In these cases, the suitable cutting-planes can be created and added to set $cuts$ of $(MP_0)$.

Algorithm 2: FFBD Algorithm

```
Input : Set of $N$ tasks $\{i_t (D_{i_t}^l, D_{i_t}^u, E_{i_t}^b, E_{i_t}^l, t_{i_t}^b)\}$
Set of $M$ fog nodes $\{Node_j (R_j^l, R_j^d, F_j^l)\}$
Cloud server $r^c, f^c$
Output: Optimal solution $(x, r)$ of Problem $(P_0)$
begin
  Initialize $k$ and $cuts^{(k)}$ as in Initialization.
  while solution $(x, r)$ has not been found do
    $x \leftarrow$ Solve $(MP_0)$ with $cuts^{(k)}$ as in Master
    Problem. \>
    $x$ store solution $x^{(k)}$ at iteration $k$
    if $x$ is feasible then
      Based on $x$, create $M$ subproblems $(SP_1)$
      with assigned tasks $N_{t,+}, \ldots, N_{M,+}$.
    else
      Return Problem $(P_0)$ is infeasible.
    end
    for $(j = 1; j \leq M; j = j + 1)$ do
      $r_j \leftarrow$ Solve $(SP_1)$ at fog node $j$ with task
      set $N_{j,+}$ as in Subproblems.
      if $r_j$ is infeasible then
        Add a new Benders cut $c_{j}^{(k)}$ into
        $cuts^{(k+1)}$ as in Subproblems.
      end
    end
    if $r = (r_1 \cup r_2 \cup \cdots \cup r_M)$ is feasible then
      Solution $(x, r)$ has been found.
    end
    $k \leftarrow (k + 1)$ \>
    Increase iteration index
  end
  Return $x$ and $r$
end
```

FFBD Procedure

Using the aforementioned analyses, we define the procedure of the distributed FFBD algorithm, modeled in Fig. 3. At iteration $(k)$, based on the offloading decision solution $x^{(k)}$ of $(MP_0)$, all the tasks in $N$ are fixed their offloading decisions. Assume $N_{j,+}^{t+} \subseteq N$ be the set of tasks assigned to fog node $j$. Then every fog node $j$ independently solves their own resources allocation problem of the form $(SP_1)$ toward $N_{j,+}^{t+}$. Naturally, this process works in a distributed/parallel manner. The Feasibility-Finding Benders decomposition, Algorithm 2, is stated as bellows.

- **Initialization:** Set the iterator $k = 1$. Then, initialize $cuts^{(k)}$ in $(MP_0)$ with $3M$ resource cutting-planes as in $(MP_0)$.

Other Benders cuts, as in Predefined Decision Cutting-Plane, are also added to the $cuts^{(k)}$ of $(MP_0)$.

- **Master Problem:** At iteration $(k)$, $(MP_0)$ is solved to find $x^{(k)} \in X_0$ satisfying $cuts^{(k)}$. Here, $x^{(k)}$ defines $M$ subproblems of the form $(SP_1)$. If $(MP_0)$ is infeasible, then FFBD is terminated with the infeasibility of $(P_0)$. If $(MP_0)$ with its solution $x^{(k)}$ leads to a feasible solution $r = (r_1 \cup r_2 \cup \cdots \cup r_M)$ of $M$ subproblems of the form $(SP_1)$, then FFBD is terminated, and $(x^{(k)}, r)$ is the optimal feasible solution of the original problem $(P_0)$.

- **Subproblems:** At iteration $(k)$, fog node $j$ independently solves $(SP_1)$ toward its own assigned $N_{j,+}^{t+}$ tasks. Before calling a solver, Theorem 3 is used to check its feasibility. If $(SP_1)$ is infeasible, then a new Benders cut $c_{j}^{(k)}$ as in Subproblem Cutting-Plane is created and added into $cuts^{(k+1)}$ of $(MP_0)$ for the next iteration $(k + 1)$:

$$cuts^{(k+1)} = cuts^{(k)} \cup \{c_{j}^{(k)}\}.$$ 

In Algorithm 2, Theorem 3 is used to check the feasibility of $(SP_1)$ before calling a solver. Additionally, based on Theorem 4 the resource cutting-planes are created at the initial stage of $(MP_0)$. Thus, the subproblems violating Theorem 4 are prevented during iterations. Consequently, the computation time of FFBD is reduced.

E. Complexity Analysis

The computation time necessary to find an optimal solution depends on many factors, i.e., the size of problems, the implementation, the runtime environment, and how close to the optimal solution of intermediate results, which is influenced by the data set and the initial point. These are big topics so that we only analyze briefly one factor of the complexity in term of problems’ size.

With $N$ tasks and $M$ fog nodes, the original problem $(P_0)$ has respectively $N(2M + 1)$ integer and $3NM$ real variables, and $(2N + 3M)$ constraints including $N$ for the offloading decisions, $N$ for the delay of the tasks, $3M$ for the resources requirements of the fog nodes as described in Eq. (10) and Eq. (11). Thus, the relaxed problem $(P_0)$ of $(P_0)$ has totally $N(5M + 1)$ real variables and $(2N + 3M)$ constraints.

As so, the approximation method, ROP, has to solve two problems having, respectively, $N(5M + 1)$ real variables and $(2N + 3M)$ constraints, and at most $(3NM)$ real variables and $(2N + 3M)$ constraints. ROP solves these problems only one time for each.

In IBBB, a node at the depth $l$ on the search tree is equivalent to a subproblem with $l$ fixed offloading decisions. As so, the depth of the root node (equivalent to the original problem) is 0, while the depth of a leaf node (at which all tasks are fixed offloading decisions) is $N$. The subproblem has respectively $(N - l)(2M + 1)$ integer and at most $(3(N - l)M + 3l)$ real
variables, and at most \((2N + 3M - l)\) constraints including \((N - l)\) for the offloading decisions, at most \(N\) for the delay of the tasks and \(3M\) for the resources requirements of the fog nodes. Consequently, the node at level \(l\) of the tree has to solve a relaxed problem having at most \((N(5M + 1) - l(5M - 2))\) variables and at most \((2N + 3M - l)\) constraints. We can see that the number of variables of intermediate problems in IBBA is at least \(l(5M - 2)\) less than that of the original one. Besides, there are \((2M + 1)^l\) subproblems at the level \(l\) of the \((2M + 1)\)-tree. However, most of them are eliminated without solving.

In FFBD, the master problem \((MP_0)\) and \(M\) subproblems of the form \((SP_1)\) are repeatedly solved. At iteration \(k\), \((MP_0)\) is an integer problem with \(N(2M + 1)\) variables and at least \((N + 3M + k)\) constraints including \(N\) for the offloading decisions as in Eq. (11), \(3M\) for resource cutting-planes as in the Initialization step, and at least \(k\) for the subproblem cutting-planes from solving \(M\) subproblems \(k\) times as in Subproblem step. Besides, each subproblem \((SP_1)\) is assigned an average of \(N/M\) tasks. Thus, it has approximate \(3N/M\) resources allocation variables and \((N/M + 3)\) constraints including \(N/M\) for the delay of \(N/M\) tasks and \(3\) for the resources requirements at the fog node as described in Eq. (17). In the worst case, \((SP_1)\) is assigned all \(N\) tasks, thus, has at most \(3N\) resources allocation variables and \((N + 3)\) constraints. However, if this big subproblem violates the resources constraints at the fog node according to Theorem 4, it could not be created due to the resources cutting-planes generation in the Initialization step.

**F. Offloading Analysis**

Before conducting experiments, we analyze when mobile users can benefit from offloading. Let \(\alpha_i\) be the ratio between the number of required CPU cycles \(C_i\) and input data size \(D_i^l\). We have \(C_i = \alpha_i \times D_i^l\). Then, the local consumed energy is \(E_i^l = v_i C_i = v_i \alpha_i D_i^l\).

A mobile user is said to benefit from offloading if its total energy consumption from task offloading is lower than processing locally. Thus, for task \(i\), offloading will benefit if \(E_i^l > E_i^f\). In other words, we have \(\alpha_i v_i D_i^l > c_{ij} u_{ij} D_i^l + e_{ij} D_i^f\).

Let \(\alpha_i^*\) be the task complexity ratio at which \(E_i^l = E_i^f\). We have:

\[
\alpha_i^* = \frac{e_{ij} D_i^f + v_i c_{ij} D_i^l}{v_i D_i^l}.
\] (23)

Thus, task \(i\) is likely to be offloaded if \(E_i^l > E_i^f\) or \(\alpha_i > \alpha_i^*\). The task complexity \(\alpha_i\) is especially important in evaluating offloaded tasks as well as analyzing the performance of the whole system.

**IV. PERFORMANCE EVALUATION**

**A. Experiment Setup**

We use the configuration of a Nokia N900 mobile device described in [34] and set the number of devices as \(N = 10\). Each mobile device has CPU rate \(f_i^o = 0.5\) Giga cycles/s and the unit processing energy consumption \(v_i = \frac{1000}{730}\) J/Giga cycle. In the IoT ecosystem, offloading demand applications often have different characteristics in term of tasks’ data size and complexity. These applications share the same communication and computation resources of fog nodes and the cloud server. Therefore, it is reasonable to choose randomly data size and complexity. We denote \(U(a, b)\) as discrete uniform distribution between \(a\) and \(b\). Here, we assume that each device has a task with the input and output data sizes following uniform distributions \(U(a, b)\)MB and \(U(c, d)\)MB, respectively. We also assume that each task has required \(C_i\) CPU processing cycles defined by \(\alpha_i \times D_i^f\) Giga cycles, in which the parameter \(\alpha_i\) Giga cycles/MB is the complexity ratio of the task. All parameters are given in Table I.

| Parameters | Value |
|------------|-------|
| Number of mobile devices \(N\) | 10 |
| Number of fog nodes \(M\) | 4 |
| CPU rate of mobile devices \(f_i^o\) | 0.5 Giga cycles/s |
| Processing energy consumption rate \(v_i\) | \(\frac{1000}{730}\) J/Giga cycles |
| Input data size \(D_i^l\) | \(U(a, b)\) MB |
| Output data size \(D_i^f\) | \(U(c, d)\) MB |
| Required CPU cycles \(C_i\) | \(\alpha_i \times D_i^f\) |
| Unit transmission energy consumption \(e_{ij}^t\) | 0.142 J/Mb |
| Unit receiving energy consumption \(e_{ij}^r\) | 0.142 J/Mb |
| Delay requirement \(T_i^f\) | \(1.105s\) |
| Processing rate of each fog node \(R_i\) | 10 Giga cycles/s |
| Uplink data rate of each fog node \(R_i^u\) | 72 Mbps |
| Downlink data rate of each fog node \(R_i^d\) | 72 Mbps |
| CPU rate of the cloud server \(f_i^c\) | 10 Giga cycles/s |
| Data rate between FNs and the cloud \(r_{f,c}\) | 5 Mbps |

Here, we refer the policy in which all tasks are processed locally as “Without Offloading” (WOP), and the policy in which all tasks are offloaded to the fog nodes or the cloud server then minimized the average delay of all tasks as the “All Offloading” (AOP). Due to the simplicities of WOP, AOP, and ROP, these policies are modeled using the GAMS language and solved by the ANTIGONE solver. We develop the proposed algorithms, IBBA and FFBD, as in Algorithm 1 and 2 using the Optimizer API of the MOSEK solver [35]. To evaluate the efficiency of theoretical proposals, each of these methods is implemented with two variants. Specifically, the IBBA variant in which tasks are branched in the priority order of local device → fog nodes → cloud server is denoted as IBBA-LFC, whereas IBBA-LCF is the name of the IBBA variant with branching in the priority order of local device → cloud server → fog nodes. In other words, IBBA-LFC tries to offload tasks to fog nodes as much as possible before offloading to the cloud server. On the contrary, IBBA-LCF tries to offload to the cloud server before considering fog nodes. Similarly, the FFBD variant using the standard MOSEK solver for subproblems is denoted as FFBD-S, and the one first using the fast solution detection method described in Theorem 3 is denoted as FFBD-F. The results obtained by IBBA-LFC/LCF and FFBD-S/F will be compared with the policies ROP, WOP, and AOP. To compare the computation time of IBBA-LFC/LCF and FFBD-S/F, the same runtime environment is a normal laptop with Intel Core i5 2.30GHz CPU and 8GB of RAM. Each method runs every experiment 10 times continuously, then the performance is calculated as
of tasks processed at the cloud server (line with label delay requirements. Whereas in IBBA-LCF, at first the number of computation resources to process all offloading tasks satisfying this is because fog nodes have enough communication and the cloud server are not analyzed here.

In the IBBA-LFC method, the number of tasks processed equals to the number of offloading tasks, then only at first, the number of tasks processed at the cloud server (line with label IBBA-LCF(c)) are equal to the number of offloading tasks, then only a proportion of offloaded tasks (e.g., 4 of 7 offloaded tasks at $\alpha_i = U(0.5, 1.4)$) is processed at the cloud server when $\alpha_i \geq U(0.5, 1.4)$. This is because the cloud server does not have enough resources to process all offloaded tasks satisfying their delay requirements. In these situations, some tasks will be processed at fog nodes. In the FFBD-S/F methods, we use the default solver to find the solutions of the integer master problem $(MP_1)$, therefore their offloading decisions to either fog nodes or the cloud server are not analyzed here.

Fig. 4 also shows error rates, which are the proportion of tasks violating their delay requirements. The zero error rates indicate the reliability of the FFBD and IBBA methods since their offloading and resource allocation solutions satisfy tasks’ delay requirements, $t_f^i = 10$s. Additionally, we can see that the error rate of AOP is also zero in all experiments. In other words, the fog computing system can support all offloading tasks satisfying their delay threshold, $t_f^i = 10$s. Beside, due to the high complexity since $\alpha_i \geq U(0.5, 1.4)$, the local execution does not satisfy the delay requirements of all tasks. Thus, WOP records the increase of the error rate from 30% to 80% for the last six experiments. Noticeably, the error rate of the approximation method, ROP, is proportional to the difference between the offloading rates of ROP and the optimal methods, FFBD and IBBA (e.g., error rate of 30% with 3 offloading task difference at $\alpha_i = U(0.5, 1.4)$ and 50% with 5 offloading task difference at $\alpha_i = U(0.6, 1.5)$).

Fig. 5 shows the average energy consumption of mobile devices for the FFBD, IBBA, ROP, WOP, and AOP methods when $\alpha_i$ increases from $U(0.1, 1.0)$ to $U(1.0, 1.9)$ Giga cycles/MB. Generally, FFBD and IBBA have the lowest energy consumption in comparing with other methods in all experiments which satisfy the delay requirements. Specifically, the AOP’s constant energy consumption (i.e., 7.37J/task) is not lower than that of the FFBD and IBBA methods. This is because in AOP, all tasks are offloaded without considering energy benefit. The equality occurs only when $\alpha_i \geq U(0.6, 1.5)$ with all tasks being offloaded in the FFBD, IBBA, and AOP methods. Additionally, Fig. 4 and 5 show that ROP and WOP can be more energy-efficient at some points in comparing with FFBD and IBBA, but they must suffer from latency constraint errors. For examples, when $\alpha_i = U(0.6, 1.5)$ the consumed energy of ROP and WOP are 6.2J/task and 6.6J/task, respectively, whereas that of the optimal methods, i.e., FFBD and IBBA, is 7.4J/task. However, they suffer the equivalent error rates of 50% and 50%. Noticeably, WOP is the method in which all tasks are processed locally, thus, the consumed energy increases linearly according to the task complexity ratio.

Fig. 6 shows the upward trends in the average delay of all policies when the task complexity increases. For the IBBA-LFC/LCF and FFBD-S/F methods, the average delays are always lower than the threshold $t_f^i = 10$s, matching with their zero error rates. Additionally, FFBD-F uses the fast feasible detection method based on Theorem 3, which allocates the whole communication and computation resources of fog nodes among their assigned tasks. Consequently, FFBD-F has the lowest average delay in comparing with IBBA-LFC/LCF and FFBD-S. Noticeably, the fluctuation of delay in FFBD-F is caused by the different distributions of tasks among fog nodes. The lowest average delay of the AOP policy shows that the fog
computing can process all tasks with less than 4s of the delay requirements. Besides, we can see the drawback of the ROP since its average delay is bigger than the threshold \( t^*_l = 10s \) at all experiments with errors.

2) Scenario 1 - Vary the Task Delay Requirements: In this scenario, we study the impact of task delay requirements on the energy consumption of mobile devices and the computation time of the proposed methods.

In this scenario, \( N \) tasks \( I_i \left( D^i, D^o, C_i, t^*_l \right) \) are generated as \( D^i \sim U(1.0,10.0) \) MB, \( D^o \sim U(0.1,1.0) \) MB, \( C_i \sim \alpha_i \times D^i \) Giga cycles, and \( t^*_l \) varying between \((2,10)\)s. In comparing with Scenario 1, we choose a wider complexity rate \( \alpha_i = U(0.1,6.0) \). After creating the data set, we detect that there are 5 tasks receiving benefits from offloading \( E^i > E^o \) due to \( \alpha_i > \alpha^*_l = 0.911 \) Giga cycles/MB, and all tasks have the local delay between 2s and 24s. Thus, during experiments, the delay requirement \( t^*_l \) of all tasks is vary between 2s and 10s.

Fig. 7 shows the trends of offloading tasks and error rates when the delay requirement is looser. Generally, while the trends of WOP and AOP are constants, i.e., 0 and 10, respectively, the offloading trends (to either fog nodes or cloud servers) of the FFBD and IBBA methods decrease from 9 to 5 tasks since the delay requirement goes up. Specifically, at first some tasks without offloading benefits still have to be offloaded due to their high local processing delay \( T^l > t^*_l \). Then, when \( t^*_l \) is larger, these tasks will be executed locally to reduce the consumed energy if \( T^l \leq t^*_l \). Noticeably, the fog computing has not enough resources to accept all offloaded tasks satisfying the delay requirement \( t^*_l \leq 3s \). Hence, it is infeasible at \( t^*_l = 2s \) for the FFBD, IBBA and ROP methods, and at \( t^*_l = 2s \) and 3s for AOP. Since \( t^*_l \geq 8s \), FFBD and IBBA return the optimum solution with only 5 offloaded tasks, which get energy benefit from offloading.

In the IBBA-LCF method, the number of tasks processed at the cloud server (line with label \( IBBA-LCF(c) \)) is zero because fog nodes have enough communication and computation resources to process all offloading tasks satisfying delay constraints. Whereas in the IBBA-LCF method, the number of tasks processed at the cloud server (line with label \( IBBA-LCF(c) \)) increases from 1 to 4 when the delay requirement \( t^*_l \) gradually grows from 3s to 10s. Due to the lack of resources at the cloud server, some other offloading tasks are processed at fog nodes in order to satisfy their delay requirements.

Fig. 7 also shows the error rate of all methods. Generally, while the error rate of FFBD and IBBA is zero, it generally decreases for other methods. The without offloading method, WOP, has the highest error rate, steadily decreasing from 90% to 50% when the delay requirement is looser. Besides, in 8 feasible points, the approximation method, ROP, has five experiments with a non-zero error rate when \( T^l \) is between 3s and 7s. Additionally, at \( t^*_l = 3s \), AOP is infeasible, but it is equivalent to the error rate of 10% since FFBD and IBBA are feasible with 9 offloading tasks.

The offloading trends completely match with the average energy consumption depicted in Fig. 8. Generally, while it is a constant for both WOP with 8.5J/task and AOP with 7.4J/task, the consumed energy in FFBD and IBBA decreases from 6.3J/task to 3.5J/task when increasing the delay requirement. Equivalently, both the FFBD and IBBA methods reduce the consumed energy from 15% to 52% and from 26% to 59%, respectively, in comparing with AOP and WOP. Especially, in comparing with the optimal methods, FFBD and IBBA,
although the ROP method achieves energy benefits at some experiments, it must suffer from latency constraint errors.

From both Scenario 1 and 2, we can conclude that FFBD and IBBA are the optimal methods returning the solutions satisfying constraints. The approximation method, ROP, is not a reliable algorithm when the delay errors often occur.

3) Complexity and Computation Time: In this subsection, we present some results on the complexity of the four algorithms, IBBA-LFC/LCF and FFBD-S/F, and the necessary time to find an optimal solution in each experiment. Here, WOP, AOP, and ROP are ignored due to their inadequacy of the goal.

The complexity of the four algorithms is calculated by the number of intermediate problems (i.e., the intermediate relaxing problems during searching trees in IBBA-LFC/LCF, master problem (MP) and subproblem (SP) solved by the standard solver in FFBD-S/F). In FFBD-F, due to the low complexity, the problems solved by the fast feasible detection method as in Theorem 3 are ignored.

From other angle, the complexity is also evaluated by the number of subproblems, which are either the intermediate relaxing problems in IBBA-LFC/LCF or the subproblem (SP) solved by the standard solver in FFBD-S/F. For the FFBD-S/F methods, the number of master problem iterations also provided. Noticeably, the analyses below are only relative because the computation time and complexity of the algorithms also depends on other factors (e.g., the problems’ type and size).

Fig. 9 and 10 show the computation time and the number of intermediate problems being solved since either the task complexity goes up or the delay requirement is looser. Generally, the computation time is proportional to the number of intermediate problems. In both Scenario 1 (the complexity varies) and Scenario 2 (the delay requirement is looser), comparing with IBBA-LFC/LCF, the FFBD-S/F methods are more effective due to their decomposition, initial Benders cuts based on Theorem 4 and the cutting-plane generation from the results of subproblems. Noticeably, when either tasks have a higher complexity or a lower delay requirement, it takes more time for FFBD-S/F and IBBA-LFC/LCF to find the optimal solutions. This is because the methods must try more intermediate solutions in order to satisfy more resource demands of tasks.

In both scenarios, the FFBD-F method also has better results than FFBD-S due to the implementation of the fast solution finding method described in Theorem 3. Recall that, IBBA-LFC tries to offload tasks to fog nodes as much as possible before offloading to the cloud server. On the contrary, IBBA-LCF tries to offload to the cloud server before considering fog nodes. Besides, the fog nodes tend to “closer” to mobile devices than the cloud server does. Therefore, offloading to fog nodes is easier to satisfy the delay requirements than to the cloud server. Consequently, we can see that IBBA-LFC is more effective than IBBA-LCF in term of computation time.
TABLE II: Complexity and computation times

| Scenario 1: Increasing complexity | FFBD-F | FFBD-S | IBBA-LFC | IBBA-LCF |
|----------------------------------|--------|--------|----------|----------|
| Min. time                        | 5ms    | 86ms   | 200ms    | 248ms    |
| Max. time                        | 721ms  | 1687ms | 4562ms   | 7694ms   |
| Average time                     | 224ms  | 561ms  | 2252ms   | 3714ms   |
| Average num. of standard solve   | 3.5 (37.2%) | 9.4 (100%) | 17.9 (100%) | 29 (100%) |
| Average num. of fast solve       | 5.59 (62.8%) | NA (0%) | NA (0%) | NA (0%) |
| Max. MP Iterations               | 16     | 16     | NA       | NA       |
| Average MP Iterations            | 4.3    | 4.3    | NA       | NA       |

Scenario 2: Vary the task delay requirements

| FFBD-F | FFBD-S | IBBA-LFC | IBBA-LCF |
|--------|--------|----------|----------|
| Min. time | 3ms    | 111ms    | 584ms    | 560ms    |
| Max. time | 2715ms | 7224ms   | 11206ms  | 16160ms  |
| Average time | 530ms | 878ms    | 2371ms   | 4615ms   |
| Average num. of standard solve   | 6.75 (43.9%) | 15.38 (100%) | 14.5 (100%) | 29.88 (100%) |
| Average num. of fast solve       | 8.63 (56.1%) | NA (0%) | NA (0%) | NA (0%) |
| Max. MP Iterations               | 20     | 20     | NA       | NA       |
| Average MP Iterations            | 5.13   | 5.13   | NA       | NA       |

IBBA-LFC and IBBA-LCF algorithms, respectively, have the average solving time of 224ms, 561ms, 2252ms, and 3714ms equivalent to an average of 3.5, 9.4, 17.9, and 29 times using the standard solver for the subproblems. For Scenario 2, the maximum number of master problem iterations is 20 for FFBD-F/S, and average 8.63 (56.1%) of 15.38 subproblems are solved by the fast feasible method for FFBD-F.

From Fig. 9, 10 and Table II, although FFBD-F/S have to solve much more intermediate problems in some experiments, their computation time is still remarkably lower than that of the IBBA-LFC/LCF methods due to the small size of their intermediate problems. Thus, we can conclude that the computation time depends not only on the number and size of intermediate problems but also their specific properties, which correlate with the distance between the intermediate solutions and the optimal one.

V. CONCLUSION

We have proposed a joint offloading decision and resource allocation optimization framework for three-tier mobile fog computing networks. To find the optimal solution, we have developed three effective algorithms called IBBA with two variants IBBA-LFC/LCF (based on the Branch and bound method), the distributed method, FFBD, with two variants FFBD-S/F (based on the Benders decomposition) and ROP (an approximation policy based on the solution of the relaxing problem). While IBBA-LFC/LCF and FFBD-S/F can find the optimal solution, ROP returns an approximated solution with error rates. FFBD-F implemented the fast feasible detection method is the fastest algorithm in terms of the computation time. Whereas, IBBA-LFC/LCF with the priority solution selection strategies can return the most wanted solution. Numerical results have demonstrated the efficiency in terms of energy consumption reduction of the proposed solutions.

APPENDIX A

PROOF OF THEOREM 1

Proof. From Eq. (2), (4), (6), and (8) the objective function, $E$, is a linear expression of decision variables $x$. From Eq. (7), the delay $T_i$ is the sum of linear and linear-fractional functions: $x_{ij}^t$, $x_{ij}^c$, and $x_{ij}^r$ for all $j \in M$. These functions have positive coefficients: $C_i$, $D_i^t$, $D_i^c$, $D_i^r$, $\frac{D_i^t + D_i^c}{r_{ij}} + C_i^k$, $D_i^t$ and $D_i^r$, respectively. Thus, $T_i$ is a concave function with respect to $x$ and $r$ [29]. Since the objective function in (8) is a linear function, and the constraints in (RP) and (Xs) are concave functions, the relaxed problem (P0) is a convex optimization problem [29].

APPENDIX B

PROOF OF THEOREM 2

Proof. We assume the cutting-plane sets of $(MP_0)$ at iterations $(k)$ and $(k+1)$ are cuts$(k)$ and cuts$(k+1)$, respectively. At iteration $k$, assume $(MP_0)$ is feasible, and there is at least one infeasible subproblem $(SP_+)$. Consequently, we have cuts$(k) \subset cuts(k+1)$. This leads to $\min \{c^T x | cuts(k) \} \leq \min \{c^T x | cuts(k+1) \}$. In other words, $\min \{c^T x | cuts(k) \}$ is a function that does not decrease with iteration $k$.

Thus, the first found feasible solution $(x, r)$ of $(MP_0)$ and $(SP_0)$ is the optimal solution of $(P_0)$.

In the case that $(MP_0)$ is infeasible at iteration $k$, it means that $(MP_0)$ will be infeasible at all later iterations due to cuts$(k) \subset cuts(k+1)$, $\forall v \geq 1$. In other words, the original problem $(P_0)$ is infeasible.

APPENDIX C

PROOF OF LEMMA 1

Proof. if $\frac{p_1}{q_1} \geq \frac{p_2}{q_2}$ then $\max\{\frac{p_1}{q_1}, \frac{p_2}{q_2}\} = \frac{p_1}{q_1} > \frac{p_1+p_2}{q_1+q_2}$.

Otherwise, if $\frac{p_1}{q_1} < \frac{p_2}{q_2}$ then $\max\{\frac{p_1}{q_1}, \frac{p_2}{q_2}\} = \frac{p_2}{q_2} > \frac{p_1+p_2}{q_1+q_2}$.

In other words, $\max\{\frac{p_1}{q_1}, \frac{p_2}{q_2}\} \geq \frac{p_1+p_2}{q_1+q_2}$.

Similarly, $\max\{\frac{p_1+p_2}{q_1+q_2}, \frac{p_3}{q_3}\} \geq \frac{p_1+p_2+p_3}{q_1+q_2+q_3}$.

Therefore, $\max\{\frac{p_1}{q_1}, \frac{p_2}{q_2}\} \geq \frac{p_1+p_2}{q_1+q_2} \geq \frac{p_1+p_2+p_3}{q_1+q_2+q_3}$.

Repeatedly, we have $\max\{E_i\} \geq \frac{E_i}{Q}$. 

APPENDIX D

PROOF OF THEOREM 4

Proof. Applying Lemma 1 into $\{D_i^t\}_{i \in N_j}^+$ and $\{r_i^u\}_{i \in N_j}^+$, we have $\max_{i \in N_j^+} \{D_i^t\} \leq \sum_{i \in N_j^+} r_i^u \leq R_j^u$. According to resource allocation conditions, $\sum_{i \in N_j^+} r_i^u \leq R_j^u$. Therefore, $\max_{i \in N_j^+} \{D_i^t\} > 1$. Without loss of generality, we assume $\exists i \in N_j^+$, $\frac{D_i^t}{r_i^u} = \max_{i \in N_j^+} \{D_i^t\} > 1$. Consequently, $\beta_i = \left(\frac{D_i^t}{r_i^u} + D_i^c + \frac{C_i^k}{r_{ij}}\right) \frac{D_i^t}{r_i^u} > 1$. It contradicts the delay
requirement of Task $I_{i,k}$. $\beta_{i,k} \leq 1$ as in Eq. (22). In conclusion, the problem (SP$_E^i$) is infeasible. 

The cases $\frac{\sum_{j \in S_{i,k}} d_{i,j}^{\prime}}{R_i} > 1$ and $\frac{\sum_{j \in S_{i,k}} c_{i,j}^{\prime}}{R_i} > 1$ are proved in the similar way.
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