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ABSTRACT In this paper, a new robust adaptive nonlinear teleoperation system using an improved extended active observer (IEAOB), adaptive Smith predictor (ASP) and sliding mode control is developed to address the time delay in the communication channels and the nonlinear robot model uncertainties. Firstly, an ASP based on Padé approximation and active observer is designed to compensate for the time delay effect. Specifically, the total network time delay is modelled by Padé approximation, and then an active observer is deployed to estimate the time delay. To ensure the time-varying delay effect is completely suppressed, a sliding mode control algorithm is further developed. The main added value of this teleoperation approach is that it requires neither specific mathematic delay-time model, nor strict assumptions on time delay from a practical point of view. Finally, the stability of the designed teleoperation system is theoretically studied and the system effectiveness is demonstrated by applying it to a pair of Phantom Omni haptic devices connected via a communication channel with time-varying delays.

INDEX TERMS Delay compensation, disturbance suppression, adaptive Smith predictor, sliding mode control, improved extended active observer.

I. INTRODUCTION
Bilateral teleoperation systems, which render human operators the capability to achieve complex tasks over a long distance, have been a hot research topic in the control and robotics fields. Applications of teleoperation are numerous ranging from space operation, underwater exploration and mining, to handling toxic or nuclear materials, as well as, robotic-assisted surgical interventions [1]. The ultimate goal of teleoperation is to convey to the operator a sense of direct interaction with the environment. These systems offer great potential, but ensuring that the master and slave stations are connected in a coherent manner is a challenging task. Prominent among the most scientific challenges in bilateral teleoperation are the time delay in the communication channels and the largely unknown dynamics of master and slave robots, which significantly deteriorate system performance and even jeopardize system stability.
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Various control methods have been developed in the literature to handle the destabilization problem caused by time delay. At the early stage, the scattering theory was employed in teleoperation systems to develop controllers ensuring stability by making the communication channel a passive lossless transmission line [2]. The time-domain passivity control method [3] was proposed by implementing a time-domain passivity observer to identify the period where artificial damping was required to guarantee the passivity of the teleoperation system. The wave-variable-based control approach [4], [5] was designed to guarantee the system’s stability by the enrolment of wave transform, where power signals were transformed into wave variables in the communication channels. However, these above passivity-based methods focus on system stability. When the time delay increases, it would cause wave reflection and position drift, and the practicality of the teleoperation system decreases due to the reduced transparency. Hence, many modifications [6]–[9] have been proposed for the wave-variable-based approaches to reinforce the system performance. There are other control methods...
developed to address the time delay issue as well, such as Smith predictor-based control [10], [11], communication disturbance observer (CDOB) based control [12], [13], etc. The adaptive fuzzy Smith predictor-based controller [11] was employed to compensate for the time-varying delay effect to achieve the desired tracking performance, a virtual slave model was utilized at the master side to enhance the stability. The principle of the CDOB-based approach [13] is to lump all undesired effects of time delay into an entity called network disturbance, deploy the disturbance observer to estimate it and then feedback on the estimated network disturbance to compensate for the time delay effects. In addition, various nonlinearities and uncertainties, essentially existing in robot manipulators, have to be considered as more complex teleoperation tasks are increasing in recent years. Lots of control strategies have been proposed in the engineering community to cope with these problems, such as adaptive control [14]–[21], robust control [22]–[25], and neural network and fuzzy logic technique [11], [23]–[31], etc. The radial basis function neural network (RBFNN) based adaptive robust control method for time-varying delay teleoperation systems in [26] and [27] were proposed to identify teleoperation system dynamical parameters, and accordingly improved the system tracking performance.

Although many efforts have been made to fight against the time delay and nonlinear robot model uncertainties, most of the proposed methods in the literature require some conservative assumptions, such as a small upper bound on time delay, the upper limit on the time delay changing rate, and the accurate dynamic system model. Hence, it becomes important and necessary to develop new control methods with relaxed assumptions on communication time delays and system model for teleoperation systems.

In this paper, a robust adaptive observer-based predictive control scheme is developed to achieve the best performance in terms of transparency in a bilateral teleoperation system with eased assumptions about the time delay and robot dynamic model. By adopting IEAOB in our previous work [14], [15], [32], the human/environment force and robot dynamic model can be accurately estimated in the presence of various disturbances. On this basis, the work offers the following contributions:

The proposed robust adaptive observer-based predictive control scheme can compensate for large time-varying delays and suppress various disturbances from nonlinear dynamics, modelling uncertainties and measurement noises.

An adaptive Smith predictor (ASP) based on Padé approximation and active observer is developed to achieve great time delay effect cancellation performance. The Padé approximation is utilized to model the round-trip time-varying delay, and there is no assumption about the upper limit of time delay changing rate.

In order to fully suppress the undesired effect of the time delay, the sliding mode control is further designed on the master side.

The remainder of this paper is organized as follows. The nonlinear dynamics of the master and slave devices and problem formulation are presented in Section II. In Section III, the proposed robust adaptive nonlinear teleoperation system is introduced, and its stability is theoretically studied. Section IV presents the application of the proposed teleoperation system to a nonlinear teleoperation system built by a pair of phantom haptic devices. Finally, conclusions are drawn in Section V.

II. PROBLEM FORMULATION

A nonlinear teleoperation system in the joint space can be formulated as

\[
M_m (q_m, \dot{q}_m) \ddot{q}_m + V_m (q_m, \dot{q}_m, \theta_m) \dot{q}_m + g_m (q_m, \theta_m) + T_{f_m} = \tau_m + T_{h_m}, \tag{1a}
\]

\[
M_s (q_s, \dot{q}_s) \ddot{q}_s + V_s (q_s, \dot{q}_s, \theta_s) \dot{q}_s + g_s (q_s, \theta_s) + T_{f_s} = \tau_s - T_e, \tag{1b}
\]

where \(\ddot{q}_s, \dot{q}_s, q_s (s = m/s)\) are angular acceleration, angular velocity and angular position signals, \(M_s(q_s, \theta_s)\) is the inertia matrix, \(V_s(q_s, \dot{q}_s, \theta_s)\) is the vector of Coriolis and centripetal terms, \(g_s(q_s, \theta_s)\) is the gravity torque, \(T_{f_s}\) are the friction torques, \(\tau_s\) are input torques of the controllers, \(\theta_s\) represent inertial robotic parameters, and \(T_{h_m}, T_e\) correspond to the torques exerted by the human operator and environment, respectively. In this work, \(T_{f_s}\) is modeled as a simplified version of the LuGre model [33], by considering viscous and Coulomb friction,

\[
T_{f_s} = v_{c_s} * sgn (\dot{q}_s) + v_{v_s} * \dot{q}_s, \tag{2}
\]

where \(v_{c_s} \in R^n\) is the coefficient vector of Coulomb friction, and \(v_{v_s} \in R^n\) is the coefficient vector of viscous friction.

When one treats the external human/environment force acting on a manipulator as an unknown input and models it as a random walk process, and also considers that the master and slave robot dynamics are nonlinear with parameter variations, by defining the state vector \(X_s(s = m/s)\) as \(X_s = [q_s \ \dot{q}_s \ \theta_s \ \upsilon_v \ \upsilon_c \ \tau_{h/e} Y]^T\), the teleoperation system model in (1) can be extended as follows:

\[
\dot{X}_s = f_s(X_s, T_s) + G_s \xi_{X_s} + M_s^{-1} (-V_s \dot{q}_s - g_s - T_{j_s} + \tau_s + T_{h/e})
\]

\[
= \begin{bmatrix}
\dot{q}_s \\
M_s^{-1} (-V_s \dot{q}_s - g_s - T_{j_s} + \tau_s + T_{h/e}) \\
0 \\
0 \\
0
\end{bmatrix}
\]

\[
+ G_s \begin{bmatrix}
\xi_{\dot{q}_s} \\
\xi_{\ddot{q}_s} \\
\xi_{\upsilon_v} \\
\xi_{\upsilon_c} \\
\xi_{\tau_{h/e}}
\end{bmatrix}, \tag{3a}
\]
where \( Y_s \) is the output of the system, \( G_s \) is a unit matrix, and the state observation matrix \( H_s = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \end{bmatrix} \), and \( \xi_q, \xi_\theta, \xi_v, \xi_e \) represent the process noises and measurement noises, respectively, \( \xi_{q_e}, \xi_{v_e}, \xi_{v_c} \) and \( \xi_e \) represent the rates at which the vectors of external torques, friction coefficients and robot parameters are estimated to vary.

Assume that the dynamic parameters of teleoperation manipulators are unknown but bounded, some important properties of the above nonlinear robot dynamic model are recalled as follows [30]:

Property 1: The strictly positive minimum and maximum eigenvalue of \( M_s(q_s) \) exists at all configurations \( q_s(\ast = m/s) \).

Property 2: For a manipulator with revolute joints, there exists a positive \( Z \) bounding the Coriolis/centrifugal matrix as:

\[
C_s(q_s(t), \dot{q}_s(t), \ddot{q}_s(t)) \leq Z \| \dot{q}_s(t) \|_2.
\]

In this paper, some assumptions are stated as:

Assumption 1: \( t(t) = t_1(t) + t_2(t) \) represents the round-trip time delay, \( t_1(t) \) is the forward communication channel-induced delay, \( t_2(t) \) is the feedback communication channel-induced delay. It is assumed that the variable time-delays \( t_s(t) \) have known upper bounds, i.e., 0 \( \leq \ t_s(t) \leq \ T_{\max} < \infty, \ast = 1, 2 \). It is reasonable to assume that the time-varying delay in the communication channel is bounded from a practical point of view. Infinite time delays imply that the connection between the master side and the slave side is broken.

Assumption 2: we assume that the operational torque and environmental torque are passive and satisfy [34]: there exist positive constants \( \rho \) such that

\[
\left\| \begin{bmatrix} T_h \\ T_e \end{bmatrix} \right\|_2 \leq \rho,
\]

where \( \|X\|_2 \) stands for the Euclidian 2-norm of a vector \( X \in \mathbb{R}^n \).

The control objective is to force the slave manipulator to greatly track the delayed master trajectory in the presence of time-varying delay and bounded parameter variation and external disturbances with an acceptable bounded tracking error.

\[\text{III. DESIGN OF A ROBUST ADAPTIVE OBSERVER-BASED PREDICTIVE CONTROL SCHEME} \]

\[\text{A. THE PROPOSED TELEOPERATION ARCHITECTURE}\]

Figure 1. shows the proposed control architecture for a nonlinear time-delayed bilateral teleoperation system. The master position signal \( q_m(t) \) is transmitted to the slave in the forward communication channel \( e^{-t_1(t)} \), and the IEAOB is designed at the slave side to estimate the robot model parameters \( (\hat{\theta}_e, \hat{v}_c, \hat{v}_m) \) and environment torque \( \hat{T}_e \). The PD controller \( T_c \) based on the estimated torque and robot model parameters \( (\hat{\theta}_e, \hat{v}_c, \hat{v}_m) \) is designed for the nonlinear slave manipulator to achieve great tracking performance under various disturbances and uncertainties. The estimated environment torque \( \hat{T}_e \) is transmitted to the master via the feedback communication channel \( e^{-t_2(t)} \) to design the force controller at the master side. Based on the Padé approximation of the round-trip delay \( e^{-t_1(t)} \), the active observer is employed on the master side to obtain the estimated time delay \( \hat{t}(t) \), which is then used in the ASP design. As the ASP design relies on an accurate plant model, an IEAOB-based virtual slave model is built at the master side to generate the virtual estimated environment torque \( \hat{T}_e \). Considering that there is a small estimation error \( e_t = t(t) - \hat{t}(t) \) for the time delay when designing the ASP, in order to further suppress the time delay effect, a sliding mode controller is developed. Meanwhile, the IEAOB is designed on the master side as well for the master robot to identify the dynamical model \( (\hat{\theta}_m, \hat{v}_cm, \hat{v}_mm) \) and estimate the human operator torque \( \hat{T}_h \), which is then used in the force controller design \( T_m \) under various disturbances and uncertainties. The master control design is simplified to let \( \hat{T}_h \) track \( \hat{T}_e \) as closely as possible. Therefore, good transparency performance can be obtained with the satisfied tracking performance for the slave robot and the actual feeling of estimated environmental torque provided for the human operator.

\[\text{B. ADAPTIVE SMITH PREDICTOR BASED ON PADÉ APPROXIMATION, ACTIVE OBSERVER AND IEAOB}\]

Figure 2. shows the schematic diagram of the proposed ASP for the teleoperation system. \( t_1(t), t_2(t) \) represent the time-varying delays at the forward and feedback communication channels, respectively. \( t(t) = t_1(t) + t_2(t) \) is the round-trip time delay. \( G_m(s) \) is the transfer function of the force controller and robot model at the master side, \( G_t(s) \) is the transfer function of the position controller and robot model at the slave side. The transfer function of the ASP in the black dotted part in Figure 2. is written as follows:

\[
G_{ASP}(s) = \frac{G_m(s)}{1 + (1 - e^{-1_s})G_m(s)G_t(s)},
\]
It is easy to see that the effect of the time delay can be eliminated from the denominator and the system performance will not be affected by the time delay if

$$G_m(s) G_s(s) e^{-(t_1+t_2)s} = 0. \quad (9)$$

In order to satisfy (9), one needs to make

$$\hat{G}_s(s) = G_s(s), \quad (10a)$$

$$\hat{t} = t_1 + t_2. \quad (10b)$$

which implies that the success of the ASP depends on the accuracies of the estimations of both the slave model and the round-trip time delay.

In the next subsections, the design of the estimated virtual slave model with the IEAOB and the estimated round-trip time delay with Padé approximation will be presented.

1) ESTIMATION OF THEVIRTUAL SLAVE MODEL WITH THE IEAO

In order to provide the ASP with an accurate slave model, a virtual internal model (VIM) is built at the master side and the IEAOB is deployed to identify the nonlinear VIM and estimate the environment torque, as shown in the red dotted part of Figure 1.

Specifically, let’s consider the dynamic of the VIM as:

$$M_v(q_v, \dot{q}_v, \theta_v) \ddot{q}_v + V_v(q_v, \dot{q}_v, \theta_v) \dot{q}_v + g_v(q_v, \theta_v) + T_{vf} = T_v - T_{ve}, \quad (11)$$

where $M_v(q_v, \theta_v)$ is the inertia matrix, $V_v(q_v, \dot{q}_v, \theta_v)$ is the vector of Coriolis and centrifugal terms, $g_v(q_v, \theta_v)$ is the gravity vector, $\ddot{q}_v \in \mathbb{R}^n$, $\dot{q}_v \in \mathbb{R}^n$, and $q_v \in \mathbb{R}^n$ are the angular acceleration, angular velocity, and angular position vectors, respectively, $T_v$ is the control torque vector, $\theta_v \in \mathbb{R}^m$ represents a $m$-dimensional inertial robotic parameter vector, $T_{vf}$ is the friction torque vector and defined in (2).

According to (3), the dynamical model in (11) can be re-written in state space form as:

$$\dot{X}_v = f_v(X_v, T_v) + G_v \xi_{X_v} = 0 \quad (12a)$$

$$\begin{bmatrix}
\dot{q}_v \\
M_v^{-1} (-V_v \dot{q}_v - g_v - T_{vf} + T_v - T_{ve}) \\
0 \\
0 \\
0 \\
0
\end{bmatrix} + G_v \begin{bmatrix}
\xi_{q_v} \\
\xi_{\dot{q}_v} \\
\xi_{\theta_v} \\
\xi_{\ddot{q}_v} \\
\xi_{T_{vf}}
\end{bmatrix},$$

$$O(s) = \frac{G_m(s) G_s(s) e^{-t_1s}}{1 + G_m(s) \hat{G}_s(s) - G_m(s) \hat{G}_s(s) e^{-\hat{t}s} + G_m(s) G_s(s) e^{-(t_1+t_2)s}} \quad (8)$$
\[
Y_v = H_v X_v + \eta_{X_v} = \begin{bmatrix} I & 0 & 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} q_v \\ \dot{q}_v \\ \theta_v \\ v_{v_0} \\ v_{v_1} \end{bmatrix} + \eta_{X_v}, \tag{12b}
\]

where the state vector \( X_v = [q_v \ \dot{q}_v \ \theta_v \ v_{v_0} \ v_{v_1} \ T_{ve}] \).

Let’s recall the design process of the IEAOB in [15], the IEAOB for the VIM is as follows:
\[
\dot{X}_v = f_v \left( \tilde{X}_v, T_v \right) + P_v H_v^T R_v^{-1} \left( Y_v - H_v \tilde{X}_v \right), \tag{13a}
\]

where
\[
\dot{P}_v = \frac{\partial f_v}{\partial X_v} P_v + P_v \frac{\partial f_v^T}{\partial X_v} + G_v Q_v G_v^T - P_v H_v^T R_v^{-1} H_v P_v, \tag{13b}
\]

and
\[
R_v = \text{cov} \left( \eta_{X_v} \right), Q_v = \text{diag} \left( \text{cov} \left( \xi_{q_0} \right), \text{cov} \left( \xi_{\dot{q}_0} \right), \text{cov} \left( \xi_{\theta} \right), \text{cov} \left( \xi_{v_{v_0}} \right), \text{cov} \left( \xi_{v_{v_1}} \right), \text{cov} \left( \xi_{T_{ve}} \right) \right),
\]

\[
f_v \left( \tilde{X}_v, T_v \right) = \begin{bmatrix} \dot{\tilde{X}}_v \\ \dot{\tilde{q}}_v \\ \dot{\tilde{\theta}}_v \\ \dot{\tilde{v}}_{v_0} \\ \dot{\tilde{v}}_{v_1} \end{bmatrix} = \begin{bmatrix} \hat{M}_v^{-1} \left( -\hat{V}_v \hat{\dot{q}}_v - \hat{\dot{g}}_v + T_v - \hat{T}_{ve} - \hat{T}_{yf} \right) \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \end{bmatrix}, \tag{14a}
\]

where * means the corresponding estimated item, \( \text{cov} \left( \xi_{q_0} \right), \text{cov} \left( \xi_{\dot{q}_0} \right), \text{cov} \left( \xi_{\theta} \right), \text{cov} \left( \xi_{v_{v_0}} \right), \text{cov} \left( \xi_{v_{v_1}} \right), \text{cov} \left( \xi_{T_{ve}} \right) \text{ and } \text{cov} \left( \eta_{X_v} \right) \text{ are, respectively, the covariance matrices of the input stochastic, zero mean, and Gaussian noises } \xi_{q_0}, \xi_{\dot{q}_0}, \xi_{\theta}, \xi_{v_{v_0}}, \xi_{v_{v_1}}, \xi_{T_{ve}}, \text{ and the output stochastic, zero mean, and Gaussian noise } \eta_{X_v}, \text{ and}
\]

\[
F_v (t) = \begin{bmatrix} 0 & I & 0 & 0 & 0 & 0 \\ F_{v21}(t) & F_{v22}(t) & F_{v23}(t) & F_{v24}(t) & F_{v25}(t) & F_{v26}(t) \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \tag{14b}
\]

where
\[
F_{v21} (t) = -\hat{M}_v^{-1} \left( \hat{\theta}_v \hat{\dot{q}}_v + \hat{V}_v \hat{\dot{q}}_v + \hat{\dot{g}}_v + \hat{T}_{f_v} \right),
\]

\[
F_{v22} (t) = -\hat{M}_v^{-1} \left( \hat{\theta}_v \hat{\dot{q}}_v + \hat{V}_v \hat{\dot{q}}_v + \hat{\dot{g}}_v + \hat{T}_{f_v} \right),
\]

\[
F_{v23} (t) = -\hat{M}_v^{-1} \left( \hat{\theta}_v \hat{\dot{q}}_v + \hat{V}_v \hat{\dot{q}}_v + \hat{\dot{g}}_v + \hat{T}_{f_v} \right),
\]

\[
F_{v24} (t) = -\hat{M}_v^{-1} \left( \hat{\theta}_v \hat{\dot{q}}_v + \hat{V}_v \hat{\dot{q}}_v + \hat{\dot{g}}_v + \hat{T}_{f_v} \right),
\]

\[
F_{v26} (t) = -\hat{M}_v^{-1}.
\]

It is easy to see that the relation between \( \hat{T}_{ve} \) and \( \hat{T}_e \) is
\[
\hat{T}_{ve} = \hat{T}_e e^{t^2}.
\]

Based on the Theorem 1 in [15], the IEAOB is asymptotically stable and can accurately identify the VIM, the estimated states \( \hat{X}_v \) asymptotically converge to the real values \( X_v \), accordingly one can get \( \hat{G}_t(s) = G_t(s) \).

2) ESTIMATION OF ROUND-TRIP DELAY WITH PADÉ APPROXIMATION AND ACTIVE OBSERVER

In order to obtain the round-trip delay for the ASP, the Padé approximation in [35] is utilized to model the round-trip time-varying delay \( t \) as follows:
\[
e^{-ts} \approx \sum_{k=0}^{n} \frac{(-t)^k c_k t^k}{k!}.
\]

where
\[
c_k = \frac{(2n - k) n!}{2n! (n-k)!}, \quad k = 0, 1, 2, \ldots, n.
\]

Let’s make the inverse Laplace transform of (16) and one can get:
\[
c_n t^n y^{(n)} + \cdots + c_1 t y^{(1)} + c_0 y = (-1)^n c_n t^n u^{(n)} + \cdots + c_1 t u^{(1)} + c_0 u, \tag{17}
\]

and its state-space equation can be written as
\[
\hat{X} = AX + BU \quad Y = CX + DU \tag{18}
\]

where
\[
A = \begin{bmatrix} 0 & 1 & \cdots & 0 \\ 0 & 0 & \ddots & \vdots \\ \vdots & \ddots & \ddots & 1 \\ - \frac{c_0}{c_{a_0}} & - \frac{c_1}{c_{a_1}} & \cdots & \frac{c_{n-1}}{c_{a_{n-1}}} \end{bmatrix},
\]

\[
B = \begin{bmatrix} \cdots & \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots & \cdots \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 1 & \cdots & 1 \end{bmatrix},
\]

\[
D = (-1)^n.
\]

Using this system to estimate the time delay, we have to add another system state \( p_k \) into the state \( X \) to model the time delay \( t \) with \( p_k = t \).
In this work, the active observer in [14] and [16] is employed to estimate the time delay. The active observer concept relies on adopting an extra relationship (auxiliary input) to estimate the time delay referred to as the system input. The extra state $p_k$ describing the time delay is modelled as a random walk process (a Gauss-Markov chain) and defined by

$$p_k = \sum_{j=1}^{S} (-1)^{i-1} \frac{S!}{j!(S-j)!} p_{k-j} + \xi_{p_k}, \tag{19}$$

where the $i$th-order derivative of $p_k$ is randomly distributed. $S^{-1} \xi_{p_k}$ is a Gaussian variable with zero mean.

When $S=1$, the active observer for the state $x_k, p_k$ can be formulated as

$$\begin{bmatrix} \dot{\hat{x}}_{k+1} \\ \dot{\hat{p}}_{k+1} \end{bmatrix} = \begin{bmatrix} AB \\ 01 \end{bmatrix} \begin{bmatrix} \dot{\hat{x}}_k \\ \dot{\hat{p}}_k \end{bmatrix} + \begin{bmatrix} B \\ 0 \end{bmatrix} U_k + L \left( Y_k - [CO] \begin{bmatrix} \dot{\hat{x}}_k \\ \dot{\hat{p}}_k \end{bmatrix} - \begin{bmatrix} D \\ 0 \end{bmatrix} U_k \right), \tag{20}$$

where $L$ represents the observer gain.

C. IEAOB FOR MASTER/SLAVE MODEL IDENTIFICATION AND EXTERNAL FORCE ESTIMATION

Let’s recall the dynamical model for master and slave robots in (3), the IEAOB [15] is designed as follows:

$$\begin{bmatrix} \dot{\tilde{x}}_s \\ \dot{\tilde{p}}_s \end{bmatrix} = f_s \left( \tilde{x}_s, T_s \right) + P_s H_s^T R_s^{-1} \left( Y_s - H_s \tilde{x}_s \right), \tag{21a}$$

where

$$\begin{bmatrix} \dot{\tilde{x}}_s \\ \dot{\tilde{p}}_s \end{bmatrix} = \begin{bmatrix} \tilde{q}_s \\ \tilde{\theta}_s \\ \tilde{v}_v \\ \tilde{v}_e \\ \tilde{T}_h \end{bmatrix},$$

$$\begin{bmatrix} \dot{\tilde{q}}_s \\ \dot{\tilde{\theta}}_s \\ \dot{\tilde{v}}_v \\ \dot{\tilde{v}}_e \\ \dot{\tilde{T}}_h \end{bmatrix} = \begin{bmatrix} \tilde{M}_s^{-1} \left( -\dot{\tilde{V}}_s \dot{\tilde{q}}_s - \dot{\tilde{g}}_s + T_s \pm \tilde{T}_{h/e} - \dot{\tilde{T}}_f \right) \\ 0 \\ 0 \\ 0 \\ 0 \end{bmatrix}, \tag{22a}$$

where $\dot{\tilde{q}}_s, \dot{\tilde{\theta}}_s, \dot{\tilde{v}}_v, \dot{\tilde{v}}_e, \dot{\tilde{T}}_h$ represent the observer gain.

Gaussian noise $\eta$, and

$$F_s(t) = \frac{\partial f_s}{\partial \tilde{x}_s} = \begin{bmatrix} 0 & I & 0 & 0 & 0 \\ F_{s21}(t) & F_{s22}(t) & F_{s23}(t) & F_{s24}(t) & F_{s25}(t) & F_{s26}(t) \end{bmatrix}$$

\begin{align*}
F_{s21}(t) &= -\dot{\tilde{M}}_s^{-1} \left( \frac{\partial \tilde{M}_s}{\partial \tilde{q}_s} \dot{\tilde{q}}_s + \frac{\partial \tilde{V}_s}{\partial \tilde{q}_s} \dot{\tilde{V}}_s + \frac{\partial \tilde{g}_s}{\partial \tilde{q}_s} + \frac{\partial \tilde{T}_f}{\partial \tilde{q}_s} \right), \\
F_{s22}(t) &= -\dot{\tilde{M}}_s^{-1} \left( \frac{\partial \tilde{V}_s}{\partial \tilde{q}_s} \dot{\tilde{V}}_s + \frac{\partial \tilde{g}_s}{\partial \tilde{q}_s} \right), \\
F_{s23}(t) &= -\dot{\tilde{M}}_s^{-1} \left( \frac{\partial \tilde{M}_s}{\partial \tilde{\theta}_s} \dot{\tilde{\theta}}_s + \frac{\partial \tilde{V}_s}{\partial \tilde{\theta}_s} \dot{\tilde{V}}_s + \frac{\partial \tilde{g}_s}{\partial \tilde{\theta}_s} \right), \\
F_{s24}(t) &= -\dot{\tilde{M}}_s^{-1} \left( \frac{\partial \tilde{f}_s}{\partial \tilde{v}_v} \dot{\tilde{v}}_v + \frac{\partial \tilde{g}_s}{\partial \tilde{v}_v} \right), \\
F_{s25}(t) &= -\dot{\tilde{M}}_s^{-1} \left( \frac{\partial \tilde{f}_s}{\partial \tilde{v}_e} \dot{\tilde{v}}_e + \frac{\partial \tilde{g}_s}{\partial \tilde{v}_e} \right), \\
F_{s26}(t) &= -\dot{\tilde{M}}_s^{-1}. \tag{22b}
\end{align*}$$

With the estimated robot models and the control design in the above subsections, the controllers for the master and slave manipulators are developed as follows:

$$T_m = C_f(s) \ast \left( \tilde{T}_h - \dot{\tilde{T}}_{h/e} - \tilde{T}_v \left( 1 - e^{-i\omega} \right) \right) - \tilde{T}_h + \tilde{T}_{fa} + \tilde{g}_m \left( \dot{\tilde{q}}_m, \dot{\tilde{\theta}}_m \right), \tag{24a}$$

$$T_s = C_p(s) \ast (\dot{\tilde{q}}_s e^{-i\omega} - \dot{\tilde{q}}_s) + \tilde{T}_e + \tilde{T}_{fa} + \tilde{g}_s \left( \dot{\tilde{q}}_s, \dot{\tilde{\theta}}_s \right); \tag{24b}$$

where $C_f(s), C_p(s)$ are the force controller and position controller, respectively, and the

$$C_f(s) = K_f, \quad C_p(s) = K_v s + K_p. \tag{25}$$

D. STABILITY ANALYSIS

In this work, the human and environment for the stability analysis are modeled as [8]:

$$T_h(t) = -\varphi_m \left( \dot{\tilde{q}}_m(t) + \rho \dot{q}_m(t) \right), \tag{26a}$$

$$T_e(t) = \varphi_s \left( \dot{\tilde{q}}_s(t) + \rho \dot{q}_s(t) \right), \tag{26b}$$

where $\varphi_m, \varphi_s$ and $\varphi_s$ are positive constant matrices and are properties of the human and the environment, respectively.

Theorem 1: In the teleoperation system described by equation (1) with the control laws (24) and the IEAOB (13), (21) and the ASP (7), when the human and environmental forces satisfy (26), the velocities $\dot{q}_m(t), \dot{q}_s(t)$ and position errors are bounded, provided that
1) $K_v, K_p, K_f$ are bounded and positive definite matrices,
2) $T_h, T_e$ are bounded and continuous,
3) $\alpha_1 I \leq Q_m(t) \leq \alpha_2 I, \beta_1 I \leq Q_s(t) \leq \beta_2 I$, $\gamma_1 I \leq Q_v(t) \leq \gamma_2 I,$
4) $\alpha_3 I \leq R_m(t) \leq \alpha_4 I, \beta_3 I \leq R_s(t) \leq \beta_4 I, \gamma_3 I \leq R_v(t) \leq \gamma_4 I.$
5) The following is true:

$$\alpha_3 I \leq \int_0^{t+\sigma} \left[ F_{m23}(\tau) F_{m24}(\tau) F_{m25}(\tau) F_{m26}(\tau) \right]^T d\tau \leq \alpha_3 I,$$

where $F_{m23}(\tau), F_{m24}(\tau), F_{m25}(\tau)$ and $F_{m26}(\tau)$ are evaluated along $\hat{X}_m$ and $F_{m23}(\tau), F_{m24}(\tau), \hat{F}_{m25}(\tau)$ and $F_{m26}(\tau)$ are bounded, with

$$F_{m23}(t) = -\hat{M}_m^{-1} \left( \frac{\partial \hat{V}_m \hat{\theta}_m}{\partial \hat{\theta}_m} + \frac{\partial \hat{\theta}_m}{\partial \hat{\theta}_m} \right),$$

$$F_{m24}(t) = -\hat{M}_m^{-1} \frac{\partial \hat{F}_m}{\partial \hat{v}_m},$$

$$F_{m25}(t) = -\hat{M}_m^{-1},$$

for some positive constants $\alpha_1, \alpha_2, \alpha_3, \alpha_4, \alpha_5, \alpha_6, \sigma$ and all $t > 0$.

6) The following is true:

$$\beta_3 I \leq \int_0^{t+\sigma} \left[ F_{c23}(\tau) F_{c24}(\tau) F_{c25}(\tau) F_{c26}(\tau) \right]^T d\tau \leq \beta_3 I,$$

where $F_{c23}(\tau), F_{c24}(\tau), F_{c25}(\tau)$ and $F_{c26}(\tau)$ are evaluated along $\hat{X}_c$ and $F_{c23}(\tau), F_{c24}(\tau), \hat{F}_{c25}(\tau)$ and $F_{c26}(\tau)$ are bounded, with

$$F_{c23}(t) = -\hat{M}_c^{-1} \left( \frac{\partial \hat{V}_c \hat{\theta}_c}{\partial \hat{\theta}_c} + \frac{\partial \hat{\theta}_c}{\partial \hat{\theta}_c} \right),$$

$$F_{c24}(t) = -\hat{M}_c^{-1} \frac{\partial \hat{F}_c}{\partial \hat{v}_c},$$

$$F_{c25}(t) = -\hat{M}_c^{-1},$$

for some positive constants $\beta_1, \beta_2, \beta_3, \beta_4, \beta_5, \beta_6, \sigma$ and all $t > 0$.

7) The following is true:

$$\gamma_5 I \leq \int_0^{t+\sigma} \left[ F_{i23}(\tau) F_{i24}(\tau) F_{i25}(\tau) F_{i26}(\tau) \right]^T d\tau \leq \gamma_5 I,$$

where $F_{i23}(\tau), F_{i24}(\tau), F_{i25}(\tau)$ and $F_{i26}(\tau)$ are evaluated along $\hat{X}_i$ and $F_{i23}(\tau), F_{i24}(\tau), \hat{F}_{i25}(\tau)$ and $F_{i26}(\tau)$ are bounded, with

$$F_{i23}(t) = -\hat{M}_i^{-1} \left( \frac{\partial \hat{V}_i \hat{\theta}_i}{\partial \hat{\theta}_i} + \frac{\partial \hat{\theta}_i}{\partial \hat{\theta}_i} \right),$$

$$F_{i24}(t) = -\hat{M}_i^{-1} \frac{\partial \hat{F}_i}{\partial \hat{v}_i},$$

$$F_{i25}(t) = -\hat{M}_i^{-1},$$

for some positive constants $\gamma_1, \gamma_2, \gamma_3, \gamma_4, \gamma_5, \gamma_6$, and all $t > 0$.

Proof: The stability issue of the bilateral teleoperation systems originates from time delay in the communication channels, which is an inherent property often occurring in the distant transmission for teleoperation systems and may destabilize the system. Through the design of the ASP with IEAOB, Padé approximation and the active observer, the stability issue caused by communication time delay is well addressed. Now we only need to separately consider the stabilities at master and slave sides with the proposed control architecture.

Define

$$e_f = T_h - T_e e^{i\tau}, e_s = q_s - q_m e^{-i\tau}, \tilde{q}_s = \hat{q}_s - \hat{q}_s,$$

$$\tilde{v}_s = \tilde{v}_s - \hat{v}_s, \tilde{\theta}_s = \theta_s - \hat{\theta}_s,$$

where $* = m,v,s$. If conditions 3, 4, 5, 6, 7 of the Theorem are satisfied, according to Theorem 1 in [15], $\tilde{q}_m, \tilde{q}_m, \tilde{v}_m, \tilde{v}_m, \tilde{F}_h, \tilde{F}_h, \tilde{v}_s, \tilde{v}_s, \tilde{F}_e \in L_2 \cap L_\infty$.

1) We first consider the master side, and show $\tilde{q}_m, \tilde{q}_m, e_f \in L_2 \cap L_\infty$ under the proposed controller (24a).

Combining the master dynamical model in (1) and the controller in (24a), the master system can be changed to

$$T_m = M_m(q_m, \theta_m) \dot{q}_m + V_m(q_m, \dot{q}_m, \theta_m) + g_m(q_m, \theta_m),$$

$$\dot{\tilde{q}}_m = T_f_m - T_h,$$

Then, one can get

$$M_m(q_m, \theta_m) \dot{q}_m + V_m(q_m, \dot{q}_m, \theta_m) + g_m(q_m, \theta_m),$$

Because $\tilde{q}_m, \tilde{q}_m, \tilde{F}_h, \tilde{F}_h, \tilde{v}_s, \tilde{v}_s, \tilde{F}_e \in L_2 \cap L_\infty$, we have $\tilde{F}_m \in L_2 \cap L_\infty, \tilde{g}_m(q_m, \tilde{q}_m) \in L_2 \cap L_\infty$.

Now, if condition 2 of the Theorem is satisfied, according to (26a) and (6), we have $\tilde{q}_m \in L_2 \cap L_\infty$, and because $\tilde{q}_m$ is uniformly continuous (10), it can be concluded that $\tilde{q}_m \in L_2 \cap L_\infty$ based on Barbula’s Lemma.

According to Property 1 and Property 2 in (4) and (5), we have

$$M_m(q_m, \theta_m) \dot{q}_m + V_m(q_m, \dot{q}_m, \theta_m) \dot{q}_m \leq \sigma_{\max}(M_m(q_m)) \dot{q}_m + Z \| q_m(t) \|^2 \in L_2 \cap L_\infty.$$

As the time delay $T_1, T_2$ are assumed to be bounded and if the conditions 1 of the Theorem are satisfied, we have $\tilde{T}_h - T_e e^{i\tau} \in L_2 \cap L_\infty$.

Hence,

$$e_f = T_h - T_e e^{i\tau}$$

$$= \tilde{T}_h - T_e e^{i\tau} + \tilde{T}_h - T_e e^{i\tau} \in L_2 \cap L_\infty.$$
2) Similarly, we can consider the slave side, and show that 
\[ \dot{q}_s, \ddot{q}_s, e_s = q_s - q_m e^{-t_{sl}} \in L_2 \cap L_{\infty} \text{ according to the procedure in 1).} \]

Therefore, the entire teleoperation system is proved to be stable with the proposed teleoperation system.

**E. SLIDING MODE CONTROL FOR FURTHER TIME DELAY EFFECT SUPPRESSION**

In practice, there are some constraints for the round-trip delay estimation with Padé approximation and the active observer in Subsection 3.B.2. For example, the round-trip delay should have an upper and lower limit. The smallest time delay should be bigger than the sampling time. The accuracy of the estimation depends on the order of the Padé approximation. In addition, the sampling time needs to be chosen small enough so that this inaccuracy is small. Based on this knowledge, one can get the round-trip time delay estimation \( \hat{t} \) based on Padé approximation and the active observer can obtain a reasonable result, but cannot represent the actual value \( (t_1 + t_2) \), i.e., there is a small estimation error \( e_t = t(t) - \hat{t}(t) \).

Due to the imperfect estimation of the round-trip delay, the time delay effect cannot be compensated for with the ASP, which could cause perturbations and reduce the system transparency. Hence, a sliding mode control algorithm at the master side is proposed in this Subsection for further suppression.

Let’s reconsider the dynamical model in (1a), and put (15) and (24a) into (1a), the dynamical model can be re-written as

\[
M_m (\dot{q}_m, \dot{\theta}_m) \ddot{q}_m + V_m (\dot{q}_m, \dot{\theta}_m) \dot{q}_m + g_m (q_m, \dot{q}_m) + T_{cm} = C_f (s) \left( \hat{T}_h - \hat{T}_s e^{-t_{sl}} - \hat{T}_s e^{t_{sl}} (1 - e^{-t_{sl}}) \right) - \hat{T}_c + \hat{T}_h + \hat{T}_{cm} + \hat{g}_m (\dot{q}_m, \dot{\theta}_m),
\]

According to the Theorem 1 in [15], (30) can be further written as

\[
M_m (\dot{q}_m, \dot{\theta}_m) \ddot{q}_m + V_m (\dot{q}_m, \dot{\theta}_m) \dot{q}_m = K_f \left( \hat{T}_h - \hat{T}_s e^{t_{sl}} + d \right)
\]

(31)

where \( d = \hat{T}_c (e^{-(t-t1)}) - e^{-t_{sl}} \) is the perturbation resulting from the time delay due to the imperfect estimation of the round-trip delay by the ASP.

By adding the sliding model compensation term \( T_{sliding} \) into (31), the dynamical model becomes

\[
M_m (\dot{q}_m, \dot{\theta}_m) \ddot{q}_m + V_m (\dot{q}_m, \dot{\theta}_m) \dot{q}_m = K_f \left( \hat{T}_h - \hat{T}_ve + d + T_{sliding} \right).
\]

(32)

The aim is to design the sliding mode compensation term \( T_{sliding} \) to omit \( d \). The proposed algorithm sets the sliding surface as:

\[
\sigma = \int_0^t \left( M_m (\dot{q}_m, \dot{\theta}_m) \ddot{q}_m + V_m (\dot{q}_m, \dot{\theta}_m) \dot{q}_m \right) \frac{d\eta}{K_f} - \hat{T}_h + \hat{T}_{ve} d\eta.
\]

Based on (33), if the sliding surface \( \sigma \) converges to zero, the perturbation term \( d \) can be compensated for by \( T_{sliding} \).

Build a Lyapunov function for the sliding mode controller as

\[
V = \sigma^T \sigma.
\]

(34)

Therefore, the derivative of (34) will result in:

\[
\dot{V} = (T_{sliding} + d)^T \sigma + \sigma^T (T_{sliding} + d).
\]

(35)

The sliding control input is designed as:

\[
T_{sliding} = -K_I \sigma - K_s \text{sgn}(\sigma)
\]

(36)

where \( \text{sgn}(\cdot) \) is the standard signum function, \( K_I, K_s > 0 \), the term \( K_I \) in control removes chatter and makes it smooth.

Based on (35) and (36), by tuning \( K_I \) and \( K_s \) to large values, \( \dot{V} \) is negative semi-definite and \( \sigma \) will converge to zero. The proposed sliding control in (36) will omit the perturbation and enhance the system transparency.

**IV. EXPERIMENT STUDY**

**A. EXPERIMENTAL SET-UP**

The experiments are performed on two Phantom manipulators: Phantom Omni and Phantom Desktop (Sensible Technologies, Inc., Wilmington, MA) as shown in Figure 3. Phantom Torque toolkit is applied by two computers to control the two robots. The Phantom Torque toolkit enables the users to work with the Sensable Phantom haptic devices in the Matlab/Simulink environment quickly and easily. In this experiment, only the first actuated joints of the Omni and desktop robots are used while the second and third actuated joints are locked at zero. The manipulator motion of the first joint is governed as follows:

\[
M_s \ddot{q}_s + T_{fc} = T_s + T_{hi/e},
\]

(37)

where \( * = m/s, M_s \) is a moment of inertia, \( T_{fc} \) is the friction torque calculated in (2), and \( T_s \) is a torque which the motor generates. The angle of the manipulator is measured by an encoder with resolution of 0.055 mm. The sample time in the experiment is set to 1.0 ms. The actual values of the robot dynamical parameter and friction coefficients are \( M_{inertia} = 5.0 \times 10^{-3} \text{kgm}^2, v_{cutoff} = -1.5 \times 10^{-3}, v_{cut} = 1.0 \times 10^{-3} \). The time-varying delays are simulated in PC. The forward and feedback time delays are chosen as random variables with a uniform distribution over [0.04, 0.2] s. The random nature of these time delays makes it possible to show the effectiveness of the proposed method for varying time delays. In the experiments, human operator manipulates the master manipulator and the slave manipulator makes contact with the environment at around 0.25 rad.

In order to demonstrate the superiority of the proposed approach, we assume that there is no parameter variation \( (M_m, v_{cm}, v_c) \) are set to the actual values) for the master robot, while 20% parameter variation \( (M_s, v_{cs}, v_{c}) \) are 20% smaller than the actual values) is considered in slave robot. Three approaches are implemented for fair comparison, as shown in the following:
mate the delay. The specific condition of AOB is chosen as Padé approximation, and the first order AOB is used to esti-
mate proposed in this paper to improve the transparency per-
formance of both position tracking and force feedback for nonlinear teleoperation manipulators. The parameters of the
PD position controllers are selected as $K_p = 0.5$ and $K_v = 5$.
The parameters of the P force controllers are selected as $K_f = 0.8$. The parameters for the sliding mode controller are
chosen as $K_s = 1.2, K_v = 1.2$. From filtering theory, the initial
filtered state estimates are the expected values of these states
at the beginning of control. Hence, for the robotic manipu-
lator starting at rest and at origin, the initial filtered states:
$q^0 = 0, q_0 = 0, \dot{q}^0 = 0, \dot{q}_0 = 0$. Hence, the initial conditions
of IEAOB for master robot, slave robot and VIM are chosen
respectively as
\[
\begin{align*}
\hat{X}^0_m &= \left(0, 0, 5.0 \times 10^{-3}, -1.5 \times 10^{-3}, 1.0 \times 10^{-3}, 0 \right)^T, \\
R_m &= 1.0 \times 10^{-4}, \\
Q_m &= \text{diag}(1.0 \times 10^{-7}, 1.0 \times 10^{-7}, 1.0 \times 10^{-7}, 1.0 \times 10^{-7}, 1.0 \times 10^{-7}, 1.0 \times 10^{-7}, 1.0 \times 10^{-6}, 1.0 \times 10^{-6}, 1.0 \times 10^{-6}, 1.0 \times 10^{-6}), \\
P_m &= \text{diag}(1.0 \times 10^{-6}, 1.0 \times 10^{-6}, 1.0 \times 10^{-6}, 1.0 \times 10^{-6}, 1.0 \times 10^{-6}, 1.0 \times 10^{-6}, 1.0 \times 10^{-6}, 1.0 \times 10^{-6}, 1.0 \times 10^{-6}, 1.0 \times 10^{-6}), \\
\dot{X}_m &= \left(0, 0, 4.0 \times 10^{-3}, -1.2 \times 10^{-3}, 0.8 \times 10^{-3}, 0 \right)^T, \\
R_s &= 1.0 \times 10^{-4}, \\
Q_s &= \text{diag}(1.0 \times 10^{-7}, 1.0 \times 10^{-7}, 1.0 \times 10^{-7}, 1.0 \times 10^{-7}, 1.0 \times 10^{-7}, 1.0 \times 10^{-7}, 1.0 \times 10^{-7}, 1.0 \times 10^{-7}, 1.0 \times 10^{-7}, 1.0 \times 10^{-7}), \\
P_s &= \text{diag}(1.0 \times 10^{-6}, 1.0 \times 10^{-6}, 1.0 \times 10^{-6}, 1.0 \times 10^{-6}, 1.0 \times 10^{-6}, 1.0 \times 10^{-6}, 1.0 \times 10^{-6}, 1.0 \times 10^{-6}, 1.0 \times 10^{-6}, 1.0 \times 10^{-6}), \\
\dot{X}_s &= \left(0, 0, 4.0 \times 10^{-3}, -1.2 \times 10^{-3}, 0.8 \times 10^{-3}, 0 \right)^T, \\
R_v &= 1.0 \times 10^{-4}, \\
Q_v &= \text{diag}(1.0 \times 10^{-7}, 1.0 \times 10^{-7}, 1.0 \times 10^{-7}, 1.0 \times 10^{-7}, 1.0 \times 10^{-7}, 1.0 \times 10^{-7}, 1.0 \times 10^{-7}, 1.0 \times 10^{-7}, 1.0 \times 10^{-7}, 1.0 \times 10^{-7}), \\
P_v &= \text{diag}(1.0 \times 10^{-6}, 1.0 \times 10^{-6}, 1.0 \times 10^{-6}, 1.0 \times 10^{-6}, 1.0 \times 10^{-6}, 1.0 \times 10^{-6}, 1.0 \times 10^{-6}, 1.0 \times 10^{-6}, 1.0 \times 10^{-6}, 1.0 \times 10^{-6}).
\end{align*}
\]

In this experiment, time delay is modelled as two order Padé
approximation, and the first order AOB is used to esti-
mate the delay. The specific condition of AOB is chosen as
\[
\begin{align*}
\hat{X}_0 &= (0, 0, 0)^T, R_i = 1.0 \times 10^{-4}, \\
Q_i &= \text{diag}(1.0 \times 10^{-7}, 1.0 \times 10^{-7}, 1.0 \times 10^{-7}, 1.0 \times 10^{-7}, 1.0 \times 10^{-7}, 1.0 \times 10^{-7}, 1.0 \times 10^{-7}, 1.0 \times 10^{-7}, 1.0 \times 10^{-7}, 1.0 \times 10^{-7}), \\
P_i &= \text{diag}(1.0 \times 10^{-6}, 1.0 \times 10^{-6}, 1.0 \times 10^{-6}).
\end{align*}
\]

A2: The Smith predictor-based control in [13] to achieve
stability under time delay. The disturbance observer (DOB)
cut-off frequency is chosen as $g_d = 5 \text{rad/s}$, and the reac-
tion torque observer (RTOB) cut-off frequency is chosen as $g_{\text{rec}} = 50 \text{rad/s}$. The parameters of the PD position con-
trollers are selected as $K_p = 0.5$ and $K_v = 5$. The parameters of the P force controllers are selected as $K_f = 0.8$.

A3: The neural network-based control in [27] for enhanced
position and force tracking performance in the presence of
time delay. The selection of the parameters can refer to [27],
specifically, $k_{mv} = k_{sv} = 50, \Gamma_m = \Gamma_s = 2.5, k_m = k_i = 0.01, \Lambda_m = \Lambda_s = 5, \gamma_{mN} = \gamma_{sN} = 0.3, P_{\text{md}} = b_{\text{sd}} = 0.2, D_d = 1.8, C_d = 0, G_d = 19.6, E_m = E_i = 1.0 * [\begin{array}{cccccc}
-1.5 & -1 & -0.5 & 0.5 & 1.5 \end{array}]_{5 \times 7}$.

B. EXPERIMENT RESULTS

Figure 4a, 7a and 8a show the position tracking and
estimation performance for three approaches, respectively.
Figure 4a depicts the performance of the proposed approach
A1. As expected, the actual position tracks the desired posi-
tion when in free motion at around [0s, 1.5s], [4.2s, 6.3s],
[11s, 12.9s] and [16.5s, 18s], but not when in contact with the
environment. Meanwhile, the estimated position obtained by
IEAOB matches the actual position. Figure 7a shows that the
Smith predictor-based approach A2 can only attain approximate
position tracking during free motion at [0s, 0.7s], [3.4s, 6.4s],
[8.9s, 11.7s] and [14.3s, 18s], but there is still some
chattering during the tracking process. Meanwhile, Figure 8a
illustrates the position estimation and tracking performance
of the neural network-based approach A3. As observed in
Figure 8a, the position tracking happens during free motion
at around [0s, 1.3s], [5.4s, 7.1s], [10.3s, 12.5s], and [15.6s, 18s], it is noticed that during the initial moment the transient
tracking performance is a little bit slow due to the neural net-
work online weight training for the approach A3, there is also
some chartering during the experiment because the online weight updating laws based on the control errors sometimes would suffer from the parameter drifting issue when a high gain adaptation is used. The force tracking performances for three approaches are given in Figures 4b, 7b and 8b, respectively. The torques are estimated when the robot is in contact with the environment. As illustrated in Figure 4b for the proposed approach A1, when the position of the end effector does not follow the desired position at the range of [1.5 s, 4.2 s], [6.3 s, 11s], and [12.9 s, 16.5 s], indicating the end effector is in contact with the environment, the estimated external torques by IEAOB begin to increase, the result demonstrates the effectiveness of the force estimation portion of the algorithm. The non-zero torque estimate arises when the robot is not in contact with the environment and results from running the observers at a relatively large sampling interval. It is easy to see that during contact, the environment rendered force is well tracked by the operator. By contrast, Figure 7b shows the force tracking performance of the compared approach A2. In [0.7 s, 3.4 s], [6.4 s, 8.9 s], and [11.7 s, 14.3 s], the estimated external torques start to rise, but it is observed that there is chatter in the estimated torques and the environment rendered force could not be accurately tracked by the operator because of the inaccurate estimation of the environment force at the slave side. Since 20% parameter variation ($M_s$, $v_{sv}$, $v_{cs}$ are 20% smaller than the actual values) for the slave robot is assumed in the experiment, the estimated environment force in the approach A2 is smaller than the actual environment forces. Furthermore, Figure 8b demonstrates the force tracking performance of the neural network-based approach A3. Although it shows fair force tracking capability, the number of the neural network weights to be online updated for robot dynamic model identification is very large, which makes it computational demanding. Figures 5 and 6 explain why the proposed approach A1 is superior to the others in terms of position and force tracking. They demonstrate the dynamical parameter and friction estimation performance of the proposed approach A1 for the master robot, slave robot and VIM, respectively, which then are used in the adaptive controller design, it only requires online updating of several dynamic parameters for accurate control design, which is better than the neural network-based approach A3. It is shown that all of the estimation trajectories of robot parameters and friction coefficients in these figures converge to around $(5.0\times10^{-3}, -1.5\times10^{-3}, 1.0\times10^{-3})$, respectively.

C. COMPARISON AND ANALYSIS

The experimental results demonstrate the effectiveness of the proposed robust adaptive observer-based predictive control scheme for nonlinear delayed bilateral teleoperation systems in the presence of system uncertainties and external disturbances. The position and force tracking performance of the Smith predictor-based approach shows the poor ability of the slave manipulator to execute the precise command from the human operator and master manipulator. Since the proposed scheme has the improved ability to cope with the dynamic uncertainties for nonlinear master and slave systems, when there is parameter variation and time delay in the teleoperation system, the proposed teleoperation approach...
In [10], A. Denasi, D. Kostic, and H. Nijmeijer, “Time delay compensation in bilateral teleoperation systems in the presence of various model uncertainties and time-varying time delay,” IEEE Trans. Robot. Autom., vol. 20, no. 2, pp. 321–326, Apr. 2010, doi: 10.1109/TRO.2009.2020735.

In summary, the experimental results show that the proposed nonlinear teleoperation design can achieve simultaneous stability and good transparency under time-varying delays, master and slave dynamic uncertainties and external disturbances.

V. CONCLUSION

In this paper, the development and application of a new robust adaptive observer-based predictive control algorithm to achieve teleoperation with high transparency in the presence of communication time-varying delays and nonlinear model uncertainties including robot inertial parameter variations, friction, unmodeled dynamics, and measurement noise was presented. In the proposed method, an adaptive Smith predictor based on the Padé approximation and active observer and sliding mode control is designed to ensure a completed cancellation of the time delay effect. Meanwhile, the IEAOB is deployed at both master and slave sides to obtain accurate robot model estimation as well as external force estimation. Through this control design, some conservative assumptions, such as the upper limit on the time delay changing rate, and the accurate dynamic system model are eased. The stability analysis of the whole system is provided, and finally, experimental evaluation is carried out on a nonlinear teleoperation system built by a pair of Phantom haptic devices. The results demonstrate that the approaches can guarantee simultaneous force and position tracking in bilateral teleoperation systems in the presence of various model uncertainties and time-varying time delay in the communication channels.
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