A novel microstructure-based model to explain the IceCube ice anisotropy
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The IceCube Neutrino Observatory instruments about 1 km$^3$ of deep, glacial ice at the geographic South Pole using 5160 photomultipliers to detect Cherenkov light of charged relativistic particles. Most of IceCube’s science goals rely heavily on an ever more precise understanding of the optical properties of the instrumented ice. A curious light propagation effect observed by the experiment is an anisotropic attenuation, which is aligned with the local flow of the ice. Having recently identified curved photon trajectories resulting from asymmetric light diffusion in the birefringent polycrystalline microstructure of the ice as the most likely underlying cause of this effect, work is now ongoing to optimize the model parameters (effectively deducing the average crystal size and shape in the detector). We present the parametrization of the birefringence effect in our photon propagation simulation, the fitting procedures and results as well as the impact of the new ice model on data-MC agreement.
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1. Introduction

The IceCube Neutrino Observatory is a cubic-kilometer neutrino detector instrumenting depths between 1450 m and 2450 m in the ice at the geographic South Pole [1]. Neutrino event reconstruction relies on the optical detection of Cherenkov radiation emitted by charged secondary particles produced in neutrino interactions in the surrounding ice or the nearby bedrock. The optical properties of ice surrounding the photo sensors are described with a table of absorption and effective scattering coefficients approximating average ice properties in 10 m-thick ice layers. These properties were determined with dedicated calibration measurements as described in [2].

In the calibration runs, all functional (> 98%) sensors (digital optical modules, or DOMs) of the detector were operated in “flasher” mode (one at a time) to emit light from built-in LEDs in approximately azimuthally-symmetric patterns. The emitted light was then observed by the DOMs on the surrounding strings. As previously reported [3, 4], ice at the South Pole exhibits a strong anisotropy in light propagation at macroscopic scales. The ice flows (moves) in the direction grid NW at a rate of about 10 m/year. Layers with roughly constant scattering and absorption change in depth by as much as 60 m as one moves across the ~ 1 km detector, mainly in the SW gradient direction grid of the bedrock (this is called “tilt”). The anisotropy effect appears to align very well with the tilt gradient and ice flow directions. Measured at ~125 m from an isotropic emitter (averaging over many flashers), about twice as much light reaches DOMs along the flow axis than on the orthogonal tilt axis (see Figure 1). At the same time the arrival time distributions are nearly unchanged compared to a simulation expectation without anisotropy.

![Figure 1: Optical ice anisotropy seen as azimuth dependent intensity excess in flasher data.](image)

Several parametrizations modifying the scattering function, absorption and / or scattering coefficients as a function of propagation angle have been explored in the past with some success [3, 5] (see Figure 2). However, none of them were able to fit intensity and timing distributions simultaneously. Departing from the paradigm that the scattering of light in ice is only caused by particulate impurities, light deflection resulting from asymmetric diffusion in birefringent ice polycrystals with preferential c-axes distributions was proposed in 2019 [6].

Building on this work, we present the first IceCube ice model fitted to LED data, called SpiceBFR, which incorporates this effect.
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DOM pairs on nearby strings along flow axis

Figure 2: Comparison of fit quality achieved with different models of anisotropy as described in this report. Shown are combined photon arrival time distributions for all nearest-pair emitters and receivers, roughly aligned along and perpendicular to the ice flow.

2. Simulating diffusion patterns

Simulating each crystal/grain boundary crossing and the resulting refractions and reflections over the full, kilometer scale required during photon propagation is computationally unfeasible using the software introduced in [6]. Thus ensembles of photon positions and directions for a given initial photon direction and crystal realization in otherwise optically perfect ice, called diffusion patterns, are simulated for a fixed number of grain boundary crossings. This number has, in this work, been chosen to be 1000 which equates to roughly 1 m of ice. These diffusion patterns are then parametrized in terms of their diffusion, deflection and displacement as explained in the following section and applied in photon propagation as explained in section 4.

Considering Snell’s law, both the encountered refractive indices as well as the boundary surface orientations dictate the resulting diffusion patterns. The refractive index experienced by the extraordinary rays depends on the opening angle between the wave vector and the crystal axis of the traversed grain. Thus the distribution of c-axes found in many crystals, also referred to as fabric in glaciology, needs to be modeled and sampled from for each simulated grain. This is realized as described in [7], with the characteristics parameters $\ln(S_1/S_2)$ and $\ln(S_2/S_3)$ as also used and measured during ice core analysis.

As the average grain shape deviates from a sphere, the encountered distribution of face orientations depends on the photon direction. Assuming the face orientation of a solid, tessellated into elongated polyhedra, to be described by the surface orientation density of an ellipsoid describing the average grain shape, one can sample the distribution from analytic functions as described in [5, p. 169]. Early investigations concluded that spheroids with their mayor axis being aligned to the flow direction are strongly preferred over arbitrary ellipsoids. Thus we here restrict ourselves to this case, simplifying both the simulation as well as the parametrization, as deflection and diffusion
now simply depend on the opening angle between the photon direction and the ice flow axis.

While elongation and fabric are intrinsically linked, no quantitative relationship between the two is known to us, thus they are treated as independent free parameters. Equally no correlation between the change in c-axis and the grain boundary inclination of neighboring grains is assumed in the simulation.

3. Parametrizing diffusion patterns

Diffusion patterns have been simulated for a wide range of spheroid elongations and fabric parameters. As evident from the example in Figure 3, these diffusion patterns have a strong central core with a wide tail dominated by mainly single large angle reflections. As such, the tail scales linearly with number of crystal crossings. We found that the precise simulation of the tail is unimportant; therefore the distribution is modeled as a 2d-Gaussian on a sphere, lending itself to usual scaling (with distance) relationships for mean displacement and width. The distributions are very slightly skewed towards the flow axis. A number of more complicated fit functions were also tried with good success in precisely describing the underlying distribution (in fact this is what is shown in Figure 3 to illustrate all features of the distribution without statistical fluctuations). These were however abandoned, as no simple distance scaling could be established.

The three parameters of the diffusion pattern modeled with the 2d-Gaussian on a sphere are the two widths (in the directions towards the flow, $\sigma_x$, and perpendicular to it, $\sigma_y$), and a single mean deflection towards the flow, $m_x$. Mean deflection in the perpendicular direction was zero for all cases that we chose to include into the final model (i.e., single-axis ellipsoids for particle shape and selected crystal fabric configurations). Because we mainly simulate small deflections (ignoring the long tails), we simulated the 2d Gaussian in Cartesian coordinates, and then projected that to the sphere with an inverse stereographic projection. The three quantities were fitted to the following functions of angle $\eta$ of the initial photon direction with respect to the ice flow, for simulations with a fixed number of 1000 crystal crossings:

$$\sigma_{x,y} = A \cdot \exp\left(-B \cdot \left(\arctan(D \sin \eta)\right)^C\right) \quad \text{(diffusion)} \quad (1)$$

$$m_x = A \cdot \arctan(D \cdot \sin \eta \cos \eta) \cdot \exp(-B \sin \eta + C \cos \eta) \quad \text{(deflection)} \quad (2)$$

These functions were found by trial and error and describe all considered crystal realizations with only 12 parameters. Figure 4 shows the mean deflection for nine crystal configurations. Note that increasing elongation has a stronger effect compared to strengthening fabric.

4. Applying diffusion patterns in photon propagation

During normal photon propagation directions are only updated upon scattering. To minimize the additional computational burden, the new birefringence anisotropy is discretized and also evaluated only at the scattering sites. This requires scaling the diffusion, deflection and displacement derived from simulation through 1000 grains to the number of traversed grains between two scattering sites. This introduces a new model parameter, the average grain size and also requires taking into account the different average crystal chord lengths as a function of propagation direction (as
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Figure 3: Example of a diffusion pattern after photon propagation through 1000 crystals. Initial direction perpendicular to the picture. The subtle effect of photon scattering towards the ice flow (with components $(1,0,1)/\sqrt{2}$ in this example) can be seen.

Figure 4: Deflection as a function of opening angle to the flow for a number of crystal configurations. The black curves were fitted through the blue, simulated points.

described in [5]), further increasing the importance of elongation over fabric. As would be expected from a diffusion process, and was confirmed in simulation, the deflection scales linearly and the diffusion as the square root of traversed grains $n (\sigma_{xy} \propto \sqrt{n} \& m_x \propto n)$. To decouple the fitting of anisotropy properties from the overall ice diffusion / scattering strength as much as possible, the effective scattering Mie coefficient was reduced by the amount resulting from the birefringence induced light diffusion assuming on average isotropic photon directions.

Although missing from early fits, updating not only a photon’s direction with deflection due to birefringence, but also the photon coordinates (as it shifts transversely with respect to straight-path expectation), improves the quality of description of data in the final fit. Due to the simple physics of cumulative photon deflections, the effect can be simulated at a small additional computational cost and with no additional parameters. Assuming WLOG that all birefringence deflections happen at constant distance interval $\Delta l$ and that these can be sampled from the same distribution (which depends on the initial photon direction), as the individual and even final calculated deflections are very small, we can express the new photon direction and coordinates after $N$ deflections as:

$$\vec{n} = \vec{n}_0 + \sum_{i=1}^{N} \Delta \vec{n}_i, \quad \vec{r} = \sum_{i=1}^{N} \vec{n}_i \cdot \Delta l = \Delta l \cdot N \cdot \vec{n}_0 + \Delta l \cdot \sum_{i=1}^{N} \sum_{j=1}^{i} \Delta \vec{n}_j$$

Therefore the second term in each of the two expressions above describes a cumulative direction change $\delta \vec{n}$ and relative coordinate update $\delta \vec{r}$ respectively (we note that the total distance traveled is $L = \Delta l \cdot N$). We can now calculate, that in the limit or large $N$,

$$<\delta \vec{r}> = <\delta \vec{n} \cdot \frac{L}{2}, \quad <\Delta(\delta \vec{r} - \frac{\delta \vec{n}}{2} \cdot \frac{L}{2})^2> = <\Delta(\delta \vec{n})^2 > \cdot \frac{L^2}{12}, \quad <\Delta(\delta \vec{r} - \frac{\delta \vec{n}}{2} \cdot \frac{L}{2}) \cdot \Delta(\delta \vec{n})> = 0.$$
These equations indicate that the coordinate update $\delta r$ can be sampled from a distribution with a mean given by the first equation and variance given by the second equation. Because there is no correlation between the residual in the variance and the deflection vector, as shown by the third equation, the variance can be sampled using the already tabulated birefringence parameters independently from sampling the variance of the deflection vector.

5. Fitting to flasher data

The model described above requires four parameters to specify a birefringence anisotropy realization, i.e. crystal size & elongation and two fabric parameters). Additionally allowing for a correction to the previously established Mie absorption and scattering coefficients adds two more parameters. As minimizing all six parameters for all 100 depth layers in the ice model is not computationally feasible, we need to identify some which are either depth independent or have a small effect on the data-MC agreement.

The required pre-fits, as well as the final depth evaluation, were performed following the method described in [2] by minimizing the summed LLH\(^4\) comparing the single-LED data set (where all 12 LEDs on all in-ice DOMs were flashed one at a time) with the full photon propagation simulation of these events taking into account precisely known DOM orientations as measured in [8]. Fits for individual layers were carried out by only including LEDs situated within the considered ice layer into the LLH summation. This method offers a reduced depth resolution compared to [2], but reduces computation time while making use of the full data. An example LLH space at a depth of ~1500 m is shown in Figure 5. During the pre-fits the following behavior was noted: Given a girdle fabric ($\ln(S_1/S_2) \gg \ln(S_2/S_3)$), the actual fabric strength has a small effect and can not be distinguished by the data. Accordingly the fabric has been fixed to values as measured in the deepest sections of the South Pole Ice Core, SPC14, [9] ($\ln(S_1/S_2) = 0.1 \& \ln(S_2/S_3) = 4$). The fit is largely degenerate in crystal elongation and size, with small, near spherical crystals yielding similar results to larger, more elongated realizations. Thus, the elongation was fixed to 1.4, which is a good fit at all layers and similar to the values as measured in the deepest parts of SPC14[10].

Fitting the remaining parameters, crystal size and absorption & scattering correction for all layers, yields a significant improvement as seen for example in the average light curves in Figure 2 (birefringence only line). Still the best-fit does not perfectly match the data and more worryingly the required crystal sizes are on the order of 0.1 mm and as such far smaller than expected from glaciological literature[10]. After thoroughly checking both the assumptions and implementation of the birefringence model, we decided to reintroduce scattering as well as absorption anisotropy, both following the formalism as described in [3], into the fit. As would be expected from the timing behavior, the fit does not make use the scattering anisotropy, but surprisingly the absorption anistropy is mixed into the birefringence model with a significant non-zero contribution (nearly depth independent with an average of $\kappa_1 = 0.6 \& \kappa_2 = \kappa_3 = -0.3$). This means a departure from a first-principle model, but was adopted for its improvement in data-MC agreement. After including the absorption anisotropy, crystal size and absorption & scattering correction were again fitted for all layers.

\(^4\)The minus log-likelihood, denoted here as LLH, is akin to the saturated Poisson likelihood, and can similarly be used as a measure of the goodness-of-fit.
Figure 5: Example LLH space for one ice layer and a subset of parameters. Each panel shows a marginalized 2D space, each point being a simulated ice realization, color coded by its LLH distance from the best fit.

6. Resulting ice model

Figure 6 depicts the best fit stratigraphy of grain sizes. The overall grain size of ~1 mm as well as the increase in older and cleaner ice are as generally expected and measured in glaciology [10, 11].

As seen in Figure 2 the new model significantly improves in matching the flasher data light curves both in terms of timing and total intensity with regards to older models and for the first time achieves an excellent data-MC agreement. Wide spread application in physics analyses requires large scale simulations and is still in preparation. Still, first tests employing the ice model in direct fit reconstructions [12] of HESE events as exemplified in Figure 7 confirm that the improved data-MC agreement seen in flasher data also translates to better reconstructions.
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7. Summary and Outlook

A model combining anisotropic absorption with light deflection resulting from propagation through the birefringent ice polycrystal significantly improves on previous ice models. The model yields a near perfect data-MC agreement for flasher data in timing and intensity variables and will improve event reconstructions while also reducing systematic biases. In the fitting process the average crystal size in the detector and its correlation to impurity concentrations, as relevant in glaciology, is deduced. While the birefringence model has been deduced from first principle, the absorption contribution is so far unmotivated. Understanding its origin or extending the birefringence to absorb the full effect will be the focus of future studies, in particular in the IceCube Upgrade.
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