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Abstract. Computer Vision, and hence Artificial Intelligence-based extraction of information from images, has increasingly received attention over the last years, for instance in medical diagnostics. While the algorithms’ complexity is a reason for their increased performance, it also leads to the ‘black box’ problem, consequently decreasing trust towards AI. In this regard, “Explainable Artificial Intelligence” (XAI) allows to open that black box and to improve the degree of AI transparency. In this paper, we first discuss the theoretical impact of explainability on trust towards AI, followed by showcasing how the usage of XAI in a health-related setting can look like. More specifically, we show how XAI can be applied to understand why Computer Vision, based on deep learning, did or did not detect a disease (malaria) on image data (thin blood smear slide images). Furthermore, we investigate, how XAI can be used to compare the detection strategy of two different deep learning models often used for Computer Vision: Convolutional Neural Network and Multi-Layer Perceptron. Our empirical results show that i) the AI sometimes used questionable or irrelevant data features of an image to detect malaria (even if correctly predicted), and ii) that there may be significant discrepancies in how different deep learning models explain the same prediction. Our theoretical discussion highlights that XAI can support trust in Computer Vision systems, and AI systems in general, especially through an increased understandability and predictability.

Keywords: Explainability, Artificial Intelligence, Deep Learning, Computer Vision, Trust, Healthcare
1 Introduction

The progress in the field of Artificial Intelligence (AI) has led to its wide-spread application in different areas, like the finance or health sector (Grace et al., 2018; Maedche et al., 2019). In this context, especially Computer Vision, which refers to machine learning models to extract information from images (e.g., to detect objects), is one of the many research areas in which AI-based systems have achieved high performance or even outperform humans. Already in 2012, a neural network was able to surpass the accuracy of humans when classifying traffic signs (Ciresan et al., 2012). The basis of many breakthroughs in this field was built on the development of deep learning methods. This is a popular branch of machine learning, which simulates structures of the human cerebral cortex and uses large datasets for training and application of multi-layer neural networks (Lu, 2019).

Deep learning is increasingly being examined in the healthcare domain. For example, it can be applied for medical imaging in areas such as radiology (chest radiography), pathology (whole-slide imaging), ophthalmology (diabetic-retinopathy) and dermatology (e.g. skin condition) (Kulkarni et al., 2020) or parasite detection (malaria) (Rajaraman et al., 2018; 2019). Despite the breakthroughs and progress in this context, one challenge regarding deep learning approaches is its ‘black box’ characteristic (Teso and Kersting, 2019). Due to the high degree of complexity of deep learning-based approaches such as neural networks, there is no inherently comprehensive understanding of the internal processes (Schwartz-Ziv and Tishby, 2017). AI systems that suffer from this problem are often referred to as opaque (Zednik, 2019). In consequence, there is the trade-off between performance and explainability: while the performance of models increases, the explainability of these approaches decreases (Gunning and Aha, 2019). In order to create more transparency, to open the black box and to generate explanations regarding the decisions of AI systems, methods of Explainable Artificial Intelligence (XAI) have been developed. XAI aims to “produce explainable models, while maintaining a high level of learning performance (prediction accuracy); and enable human users to understand, appropriately, trust, and effectively manage the emerging generation of artificially intelligent partners” (DARPA, 2017).

In this paper we will focus on XAI and its potential influence on trust. The multi-disciplinary research on trust is conducted, for instance, in philosophy, psychology, sociology, marketing, information systems (IS) or human-computer interaction (HCI) (Corritore et al., 2003; Söllner et al., 2012). Due to the fact that AI becomes more powerful and is increasingly used in critical situations with potentially severe consequences for humans (e.g., autonomous driving, medical diagnostics), trust towards such systems is an important factor. In the different streams of trust research, there are varying concepts and definitions (Corritore et al., 2003). We use a concept established by Söllner et al. (2012) and thus handle trust as a formative second-order construct.

Our goal is to implement two different neural networks as the basis of a Computer Vision system to detect a disease (malaria) in images (thin blood smear slide images): A Convolutional Neural Network (CNN) and a Multi-Layer Perceptron (MLP). The dataset was obtained from Kaggle and originally stems from the official National Institute of Health. It contains 27,558 images for two classes with 13,779 images for each of the classes ‘parasitized’ and ‘uninfected’. We then aim to generate explanations with the XAI method Local Interpretable Model-Agnostic Explanations (LIME) and use those for the comparison of both neural networks. Overall, we propose the following two research questions. RQ1: How can XAI increase trust in AI-based Computer Vision systems? RQ2: How can XAI methods be used to validate and compare the decision strategy of different AI-based Computer Vision systems?

The paper is structured as follows: First, relevant literature on AI, deep learning and trust is presented. Afterwards, we describe our research design, including the implemented MLP and CNN as well as LIME. This is followed by the results for our implemented neural networks and the generated explanations, and a discussion on the relevance of XAI with respect to trust as well as implications for research and practice. The Paper ends with a conclusion.
2 Relevant Literature and Theoretical Background

2.1 Artificial Intelligence and Decision Support Systems in Healthcare

AI techniques, especially deep learning models, are increasingly applied in the health sector and fulfill different purposes such as analyzing, interpreting, categorizing, or annotating clinical images (Jayaraman et al., 2019; Gilbert et al., 2020). Because of the advancements of such AI systems, innovations such as AI-based decision support systems (DSS) for all organizations in general, and especially for healthcare providers or even as apps for private individuals, are increasingly developed (Meske and Amojo, 2018; Kemppainen et al., 2019). Therefore, it can be stated, that the role of technological decision support in health-care increased (Poncette et al., 2019). Especially the role of AI is gaining importance, as it is able to integrate various datatypes, which will be used to produce predictive models. Yet, the data collection is a complex process (Stieglitz et al., 2018; Walsh et al., 2019). Another reason for the growing interest in AI is based on its performance for different applications. AI was examined in the context of healthcare and DSS with different focuses. For example, machine learning approaches were investigated for predicting the outcome of individual cancer patients, and can help to improve personalized medicine (Ferroni et al., 2019). Another case, where AI has been investigated, is the detection of autism spectrum disorder, which is usually based on behavioral observations, yet there are different approaches to use AI algorithms for detection in data (Song et al., 2019). Moreover, AI-based approaches are investigated for the detection of diabetes and prediction of blood glucose (Woldaregay et al., 2019). AI is also being applied for the detection and supervision of illnesses like Parkinson’s disease (Gil-Martin et al., 2019) or the diagnosis of asthma (Spathis and Vlamos, 2019). Additionally, such advanced analytics can be implemented to assess whether patients have taken the medications as prescribed or to improve the adherence (Eggerth et al., 2019). Possible benefits from AI for DSS in the healthcare context could include disburden professionals from repetitive tasks, enable timely reaction to critical situations, and to reduce costs, time as well as medical error (Khanna, 2010; Eggert et al., 2019). Decision support systems in general can hence be described as “[…] one of the greatest potential benefits of a digital health care ecosystem.” (Walsh et al., 2019, p. 1).

2.2 Computer Vision and Artificial Neural Networks

Computer Vision is a discipline, where deep learning models have helped to significantly increase accuracy (Esteva et al., 2019). For instance, in the health-care sector, AI-based image interpretation is a well-researched task within medical imaging. There are further areas of application such as image denoising, auto segmentation or image reconstruction (Lewis et al., 2019). Within the health context there are different image types that are being investigated, whereby diagnostic images are by far the most used health data type (Jiang et al., 2019). Further concrete application examples of deep learning and computer vision in the health context are the examination of abnormal findings in retinal fundus images (Son et al., 2019), recognition of skin conditions such as skin cancer (Chen et al., 2020) or in the context of neuroscience, the detection of Alzheimer’s disease through medical image classification (Valliani et al., 2019). In our work, we focus on two specific types of neural networks in a Computer Vision system: MLP and CNN. Both neural networks can be categorized as deep learning approaches, whereby deep learning itself is a sub-category of machine learning (Valliani et al., 2019). Artificial neural networks are inspired by the biological neural network of mammals. The functional unit of this network is the perceptron, which partitions the input data in separate categories (Rosenblatt, 1958; Valliani et al., 2019). The perceptron is an important element for modern neural networks, which today are composed hierarchically into a network (Valliani et al., 2019).

MLP can also be described as the quintessential example for a deep learning model (Goodfellow et al., 2016). Today MLPs are often still applied, e.g., for a comparison between neural networks (Jang et al., 2020). CNNs present an approach of state-of-the-art neural networks and are frequently applied for image-level diagnostics, which can be justified with the fact that for many tasks they achieve human-level
performance (Esteva et al., 2019). CNNs are generally composed of different layers, i.e. convolutional, pooling and fully connected layers, whereby the convolutional layer is relevant for the identification of patterns, lines or edges (Kim et al., 2019). Pooling layers reduce the number of features, which is done through the aggregation of similar or even redundant features (Valliani et al., 2019). In general, the CNN gathers different representations across the layers, where they learn individual features of the image (Saba et al., 2019).

2.3 Explainable Artificial Intelligence

The high accuracy of AI has not only been achieved due to an increased performance of hardware but also because of increasingly complex algorithms as used in deep learning approaches. There is hence a trade-off between performance and explainability (Corritore et al., 2003). Consequently, one of the major issues with AI for DSSs lies in the problem, that they are perceived as black boxes, even by developers. This problematic circumstance hinders the adoption of AI by different stakeholders, for instance due to concerns regarding ethical and responsible clinical implementation of DSSs (Walsh et al., 2019).

For instance, decision trees achieve a rather low performance, yet a high degree of explainability, in contrast to more sophisticated approaches such as neural networks, which can reach a high performance, yet they show a rather low degree of explainability (DARPA, 2017). To solve these problems and to allow for more transparency, methods of “Explainable Artificial Intelligence” (XAI) are developed. The aim of XAI research can be described as to make AI systems more intelligible and human-understandable, which hence become more transparent without decreasing their performance (Adadi and Berrada, 2018; Gunning et al., 2019). The reasons and motivations for the implementation of XAI methods can be manifold. They can help to increase trust of the user, to better understand and validate the AI systems, to comply with regulations such as the General Data Protection Regulation, and also have an impact on the compliance behavior of employees (Dosilovic et al., 2018; Kühl et al., 2019). XAI as a research area has hence a lot of potential to increase trust in AI-based decisions and the underlying algorithms, yet brings new challenges with it, such as what a trustworthy explanation should look like (Adadi and Berrada, 2018). In literature (e.g., Adadi and Berrada, 2018) there are different overarching objectives for XAI: explain to justify (or as we would call it, explain to ‘comply’), explain to control, explain to improve and explain to discover (which we would call explain to ‘learn’ about and from the system). In addition, so we argue, the goal to comply and to control AI are interconnected, as are the goals to learn and to improve. Eventually, so we argue, the four goals allow individuals and organizations to achieve the overriding objective of managing AI. A summary of XAI objectives is depicted in the following Figure 1.

![Fig. 1. Objectives of Explainable Artificial Intelligence (XAI).](image)

There are numerous overview papers, which establish different categories for the various XAI methods (e.g. Adadi and Berrada, 2018; Guidotti et al., 2018; Ras et al., 2018). For our study, we decided to apply the XAI method Local Interpretable Model-Agnostic Explanations (LIME) as described in more detail in section 4.2 of the research design.
3 Theoretical Background: Trust and Human-Computer Interaction

Currently, we can observe a digital transformation of workplaces (Meske, 2019). In this context, trust is an important component and influences if or how, for instance, AI-based systems will be adopted (Yan et al., 2011; Guidotti et al., 2018; Ras et al., 2018). Especially with regard to critical applications of AI such as for autonomous driving or medical diagnostics, trust plays a major role (Qasim et al., 2018; Mühl et al., 2019). There are additional reasons why it is necessary to investigate trust (Gulati et al., 2019). For example, the risk or the uncertainty associated with a technological interaction can be reduced (Söllner et al., 2012) or the experience with a technology can be created more positive and meaningful (McKnight et al., 2011). There are additional reasons why it is necessary to investigate trust (Gulati et al., 2019). For example, the risk or the uncertainty associated with a technological interaction can be reduced (Söllner et al., 2012) or the experience with a technology can be created more positive and meaningful (McKnight et al., 2011).

Trust is defined as “[…] the willingness of a party [trustor] to be vulnerable to the actions of another party [trustee] based on the expectation that the other will perform a particular action important to the trustor, irrespective of the ability to monitor or control that other party.” (Mayer et al., 1995, p. 712, cited in Söllner et al., 2012). We adapt two possible roles of IT artifacts (Söllner et al., 2012) and apply them to the relationship between a human user and an explanation interface (IT artifact): the explanation interface has the role of the trustee, whereas the human is the trustor. Another role for the explanation interface is the mediator role between human users, who are again the trustors, and the AI system as the trustee (visualized in Figure 2).

![Fig. 2. Two Roles of XAI and Explanation Interfaces in Trust Research (modified from Söllner et al., 2012).](image)

We are particularly interested how trust towards an explanation or explanation interface can be increased. For the assessment of trust from human users towards an explanation interface, we have adapted the model for trust in IT artifacts, hereinafter referred to as the trust framework (Söllner et al., 2012). We find this framework suitable for our study, since it is designed for the conceptualization of trust in IT artifacts, which can also represent AI-based Computer Vision systems or explanation interfaces. According to this framework, trust is constituted by the performance, process and purpose of the IT artifact. We are especially interested in the subdimensions of the Process of the IT artifact, on which XAI and explanation interfaces can have an influence: user authenticity, understandability, predictability, confidentiality, authorized data usage and data integrity (see Figure 3).
We argue, that the explanation interface of an AI system will affect these five formative indicators and hence, influence the trust in the IT artifact. **User authenticity** can be understood as the user’s perception that no other user can act unauthorized, in his own name (Söllner et al., 2012). This is important, for example, when physicians work with an AI-based DSS only themselves or other specific and authorized users should have access to view the prediction or explanation in an interface, access sensible data or even take changes. **Understandability** refers to the fact, that a user understands how the system works, for example, how a (malaria) detection was generated. This point is of high relevance as users want to understand the technology and therefore build more trust (Söllner et al., 2012; DARPA, 2017). **Predictability** can answer the question how good a user can predict the next actions of the IT artifact (Muir and Moray, 1996; Söllner et al., 2012). **Confidentiality** refers to the perception of the user that he can control who else is able to access his data, which is related to the indicator understanding (Söllner et al., 2012). **Data integrity** focuses on the personal data and that they cannot be changed without being noticed, which can be important as users in general want to be in control of their data (Söllner et al., 2012).

### 4 Research Design

#### 4.1 Implementing the Multi-Layer Perceptron and Convolutional Neural Networks

Our goal is to train two AI-based Computer Vision models, an MLP and a CNN, to detect malaria in cell images. We then want to use XAI to understand and compare the detection (or ‘decision’) strategy of each model to increase trust. We have implemented both models with keras and computed the metrics (i.e. accuracy, recall, f1-score) through the scikit-learn classification report. Table 1 provides an overview of the architectures of both deep learning models. As it can be seen, the MLP is a simple multi-layered neural network, while the CNN is inspired by the VGG-16 architecture, whereby we have created a slimmer version here, due to limitations of the computing infrastructure. Furthermore, we have used a batch size of 32, Rectified Linear Unit (ReLu) as activation function, Dropout for regularization, Stochastic gradient descent as optimizer, binary cross entropy as loss function, and a Sigmoid function as last layer activation. The training process would operate for 150 epochs, though we have used early stopping to monitor the validation loss, if it stopped decreasing for 10 epochs, the training was cancelled, and the best weights of the model restored and saved.
Table 1. Overview of the Architectures for the MLP and CNN.

| MLP | CNN |
|-----|-----|
| Dense Layer (128, ReLu) | Convolutional Layer (32, 3x3, 1, ReLu) |
| Dense Layer (128, ReLu) | Global Average Pooling (2x2) |
| Dense Layer (128, ReLu) | Convolutional Layer (64, 3x3, 1, ReLu) |
| Dropout (0.5) | Global Average Pooling (2x2) |
| Dense Layer (1, Sigmoid) | Convolutional Layer (128, 3x3, 1, ReLu) |
| | Global Average Pooling (2x2) |
| | Convolutional Layer (256, 3x3, 1, ReLu) |
| | Global Average Pooling (2x2) |
| | Convolutional Layer (512, 3x3, 1, ReLu) |
| | Global Average Pooling (2) |
| | Dense Layer (1024, ReLu) |
| | Dense Layer (1024, ReLu) |
| | Dropout (0.5) |
| | Dense Layer (1, Sigmoid) |

4.2 Local Interpretable Model-Agnostic Explanations and the Investigated Data Set

The decision to use Local Interpretable Model-Agnostic Explanations (LIME) was made because an XAI method was required, which can be implemented for both models (CNN and MLP). LIME was introduced in 2016 (Ribeiro et al., 2016) and is also offered as a python library, which simplifies integration into the development environment. In addition, LIME has already been investigated and examined in various tasks such as the classification and explanation of lymph node metastases (de Sousa et al., 2019) or recognition of facial expressions (Weitz et al., 2019). After a few tests, we decided to visualize the two most relevant regions on an explanation for malaria detection. When we had more regions visualized, the problem arose that in part the meaningfulness of the explanation was lost, due to an overload of highlighted regions in the image. Regions that represent the predicted class are highlighted in green (for instance the class: malaria) and regions that stand against the predicted class are highlighted in red (for the class: no malaria).

The dataset was obtained from Kaggle (Kaggle, 2020) and originally stems from the official National Institute of Health (NIH), which hosts a repository for this dataset (NIH, 2020). The dataset contains 27,558 images: 13,779 of the class ‘parasitized’ cell images and 13,779 of the class ‘uninfected’ cell images. Figure 4 visualizes five randomly selected, exemplary images for both classes. The images of the dataset where of different sizes, so they had to be resized (128x128 pixels). The data was investigated by Rajaraman et al. (2018; 2019) with a focus on the performance of different neural networks. This gives us some comparative metrics, regarding the performance of our own neural networks. Although the focus was not on presenting new benchmarks, it can be argued that performance can also influence the quality of the explanation.
5 Results

5.1 Performance of the Computer Vision-Based Malaria-Detection

In the following section we present the performance-related metrics of the artificial neural networks. We will compare the results of the two approaches using the conventional metrics accuracy, recall and f1-score. Rajaraman et al. (2018; 2019) presented benchmark results for different state-of-the-art architectures, such as VGG-16 (accuracy: 95.59%) or VGG-19 (accuracy: 99.09%). Our overall goal was not to exceed these values, yet they can serve as a benchmark. With our own CNN model, we were able to achieve comparable results. Moreover, the CNN has been shown to be a much more powerful and efficient model compared to the MLP. Table 2 gives an overview of the results of the two neural networks, as well as the results achieved for accuracy, recall and the f1-score. Furthermore, the values achieved are shown per class and as a weighted average. The results verify the assumption, that the CNN would outperform the MLP for all metrics.

Table 2. Results of the malaria detection based on the CNN and MLP.

| Neural Network | Class      | Accuracy | Recall | F1-Score |
|----------------|------------|----------|--------|----------|
| CNN            | Parasitized| 94.5%    | 97.9%  | 96.2%    |
|                | Uninfected | 98.1%    | 94.4%  | 96.2%    |
|                | Weighted Average | 96.3% | 96.1%  | 96.2%    |
| MLP            | Parasitized| 71.0%    | 62.0%  | 67.0%    |
|                | Uninfected | 67.5%    | 77.5%  | 72.2%    |
|                | Weighted Average | 70.2% | 69.8%  | 69.6%    |

5.2 Results of the Application of Explainable Artificial Intelligence

In the exemplary LIMEs, the two most relevant regions are highlighted. If only one region can be seen in an image, it means that the two most relevant regions were next to each other. These can be regions which support the decision for its predicted class (green) or which oppose the predicted class (red). In Figure 5, four different examples for the parasitized class are depicted. In the first row we see, for example, that the original image contains relevant regions in the lower half of the image. The CNN’s explanations are relatively intuitive. For example, (1) a region is highlighted which clearly marks a conspicuous region and a second region, which highlights a mix of conspicuous and inconspicuous areas at the same time. This contrasts with the LIME of the MLP, in which two adjacent regions with two regions lying side by side are marked, which for the most part only include completely irrelevant regions (e.g. (2) and (3)).
Fig. 5. Comparison of LIMEs for the Correct AI-Based Classification of Parasitized Cells.

Figure 6 shows some LIMEs for the ‘uninfected’ class. It can be seen again that the CNN correctly highlights regions that stand for the uninfected class, whereby the MLP again highlights regions that may speak for and against the uninfected class. It is interesting that small irregularities in the image are often included in the explanations. For example, this could indicate that the CNN can distinguish the relevant regions from parasitized and uninfected examples, using this ability for classification. Another observation is that in many LIMEs it can be seen that the black borders of the images are often included in the explanation and highlighted as a relevant area, even though this data feature should not play a role for the classification.
Fig. 6. Comparison of LIMEs for the Correct AI-based Classification of Uninfected Cells.

6 Discussion

The evaluation based on the metrics showed that the CNN exceeded the MLP. The CNN was able to achieve more than 96% for all metrics (accuracy, recall, f1-score). These results illustrate how powerful deep learning-based computer vision approaches have become. The results also show that AI-based decision support can be a great support for humans. The better performance of the CNN is also reflected in the LIMEs. For the most part, the CNN has applied comprehensible decision strategies, detecting relevant features in the cell images, while the MLP often marked irrelevant areas of the cell image, even if correctly classified. An interesting observation was that not all conspicuous regions were highlighted in the LIMEs. In fact, it was more often a mix of relevant and irrelevant regions, which contradicts human expectations and can influence the human-computer trust relationship. Another behavior that can be classified as undesirable behavior is the following. Very often, the black borders of the images were marked as relevant regions in the LIMEs of both models. Yet, they should be unimportant for the classification task.

Based on these findings, in the following we will conceptually discuss and reflect on the adapted trust framework, especially regarding aspects of the Process of the IT artifact. To make this discussion more comprehensible, we refer to the following fictitious scenario: a physician implemented a DSS and receives an explanation for a certain prediction, which are presented in an explanation interface.

User authenticity plays an important role for the assessment and development of trust. A user (e.g. physician) should be able to be sure that no other user can carry out actions on their behalf, e.g., prescribing medication. This indicator can be transferred to the explanation interface, as it can help to prevent unauthorized persons from accessing it through a personalized login or lock screen. In addition, metadata can be sent for actions that are triggered based on the results in the explanation interface, for example the person who edited data, the time and the device from which an action was initiated, so that user authenticity could be implemented and evaluated in the explanation interface.
Understandability is an indicator, which focus directly on the explanation as the goal of XAI: making the results of an AI system more understandable to humans (Adadi and Berrada, 2018). However, the application scenario, target group and the implemented AI models such as CNN or MLP play a major role here. For complex approaches such as neural networks, there are a variety of XAI methods to open the black box and generate explanations (e.g. LIME) (Guidotti et al., 2018; Ras et al., 2018). The explanations of certain predictions, also called local explanations in contrast to global explanations regarding the whole AI model, highlight the relevant data features and hence make the decision strategy comprehensible.

Predictability is also a relevant indicator, which in our case, is intended to indicate how well a user can use the current explanations to evaluate how the system will handle, for example, new and unknown data. Therefore, the questions ‘Why did you do that’ or ‘Why not something else?’ should not come up for the user; rather the user should be able to answer these questions himself through the explanation or explanation interface (DARPA, 2017).

Confidentiality is also linked to the indicator understandability (Söllner et al., 2012): the user wishes to understand how the system works and wants to be in control. In this context, confidentiality refers to questions regarding who else has access to the data or the system. For example, a personalized interface could be created, which is only intended for a specific user and therefore lead to a high degree of confidentiality.

Data integrity is similar to the indicator user authenticity since this aspect also addresses the explanation interface rather than the sole explanation. It is about the extent to which personal data is processed and that changes to this data should be traceable. Here, for example, the relevant data could also be displayed in the explanation interface, which was used for the prediction so that the user can see and examine it or even experiment with different data.

7 Conclusion

In this study, we investigated how explanations can help to increase trust in AI. Moreover, we were able to demonstrate how to implement XAI to better understand AI in a critical area such as disease detection based on deep learning-based approaches. In doing so, we were able to achieve a certain degree of explainability, which, in addition to the conventional metrics, enabled us to use a further instrument for the comparison of two neural networks. It was also possible for us to increase the explainability without sacrificing performance. We can use the explanations in the form of LIMEs to control the AI’s prediction. Based on the visual explanations, we can quickly identify the relevant areas of a predicted class and compare them with our own interpretation of the data and critically reflect on the prediction or decision recommendation. It was also possible to identify a certain level of undesirable behavior, as sometimes areas from the black, irrelevant borders of an image was used to classify malaria. Moreover, a relevant realization was that the mere presentation of an explanation is not be enough for an end-user to evaluate the trustworthiness of an AI. Here, it would be necessary to set up an explanation interface and to augment it with further relevant elements (e.g. the predicted class or confidence).

There are various ways how future research can build on our work. One possibility would be to examine how the quality and performance of the deep learning models can be increased with the help of AI explanations. This could be achieved, for example, by data augmentation (i.e. additional data being generated from the existing data). Moreover, it is still unsolved, how to generate knowledge from AI explanations, or in other words, to learn from what the machine has learned. In addition, it could be examined how the explanations of a CNN differ from those of a Recurrent Neural Network for Computer Vision. Future research should also deal with the evaluation of the adapted trust framework. Another option would be to establish design principles for personalized explanation interface of DSSs, and evaluate those in empirical settings of human-AI interactions.
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