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Abstract: Laboratory experiments and numerical simulations are performed to measure discharge coefficients in the case of a gate located on the upstream wall of a weir for flood storage. The effect of the gate slope and the side contraction have been taken into account. The study was first performed experimentally, when three series of tests were carried out with (and without) a broad crested weir located under the gate, at different values of the inclination angle of the weir upstream wall, and at different values of the shape ratio and the relative opening. In order to provide useful suggestions for those involved in sluice gate construction and management, three equations were obtained based on multiple regression, relating the discharge coefficient to different parameters that characterize the phenomenon at hand, separating the case when the broad-crested weir was present. Then numerical simulations were executed by means of the Reynolds-averaged Navier–Stokes (RANS) equations with the k-ε turbulence closure model and in conjunction with the volume of fluid (VOF) method, to validate the numerical results against the experimental and to possibly investigate phenomena not caught by the experimental measurements. Simulated discharges were very close to the observed ones showing that the proposed three-dimensional numerical procedure is a favorable option to correctly reproduce the phenomenon.
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1. Introduction

Sluice gates on the upstream walls of weirs represent one of the most efficient structural devices for river flood control and active defense from flooding. Weirs are usually placed transversely to the riverbed, which causes a backwater effect, thus allowing the storage of part of the flood volume in natural areas of the basin. In these cases, the river flow may be regulated by an orifice until the water level reaches the maximum allowed value, where an overflow structure is located.

Even though these devices are widely used, their hydraulics are still not completely understood. The most common problem concerns sluice gates that are set in a channel of the same width without considering the lateral contraction. This is significant in the case presented here.

In the literature many works can be found about planar sluice gates, both vertical and sloping, of which [1,2] give extensive reviews. In [1] the case of sluice gates having the angle between their plane and the horizontal plane greater than 90° is reported, and in that case, the discharge coefficient decreased as the angle increased. In [3] the case of sluice gates having the angle between their plane and the horizontal plane less than or equal to 90° was reported, showing that the recirculation is less important when this angle is small, so that the discharge coefficient decreases as the angle increases.
The values of the discharge coefficients versus the relative gate opening $a/h$ (where $a$ is the gate opening and $h$ is the upstream water level) obtained by [3–6] show that these values range between 0.64 and 0.48 and decrease with $a/h$.

The underflow of a sluice gate, when its width is equal to the flume width, presents the following characteristics [2,3,5]:

1. two vertical vortices are found at the upstream sides of the sluice gate, interfering with the flow;
2. a recirculation zone is present on the upper part of the flow upstream from the sluice gate, influencing the contraction of the effluent vein and consequently the discharge coefficient.

The problem can be treated by evaluation of the discharge coefficient $C_d$, given by:

$$C_d = \frac{Q}{a \cdot b \cdot \sqrt{2g(h - C_c a)}} \quad (1)$$

where $Q$ is the discharge, $b$ is the gate width, and $g$ is the gravity acceleration. In Equation (1) inviscid liquid conditions are considered and $C_d$ is given by:

$$C_d = \frac{C_c}{\sqrt{1 + C_c \frac{a}{h}}} \quad (2)$$

as shown also in [3].

When the liquid is inviscid and $b$ is much larger than $a$, $C_c$ is given, as shown in [2], by the Rayleigh equation:

$$C_c = \frac{\pi}{\pi + 2} = 0.61 \quad (3)$$

Nevertheless, since the liquid is not inviscid and $b$ can be not much larger than $a$, one can write:

$$C_d = \frac{Q}{a \cdot b \cdot \sqrt{2gh}} \quad (4)$$

by neglecting the free-stream depth $C_c a$ and including the uncertainty related to it into $C_d$ only. In this case one can avoid evaluating $C_c$, which on the other hand is not easy to identify by measurement of the effluent stream depth.

In the numerical field, among others, [7–9], researchers carried out numerical studies following the RANS approach. The proposed numerical tools were sufficiently advanced to calculate the contraction and the discharge coefficients, and the flow pressure distribution past a sluice gate. In particular in [9], volume of fluid (VOF)-based CFD analysis of 2-D open channel flow under a vertical sluice gate was performed. Overall, the comparison of numerical and experimental results revealed that the simulations associated with the turbulent closure model predicted the velocity fields and the free surface flow profile more accurately and faster than those that used the $k-\omega$ model. Authors of [10] developed linear and nonlinear two-equation models, to determine the discharge coefficient by using dimensional analysis and linear and nonlinear regression analysis, for both free and submerged flow conditions.

The hydraulics of the underflow of sluice gates set in weirs appears scarcely considered, even though the problem of side contraction of the vein should definitely change the results in terms of discharge coefficients.

In this work, the underflow of a sluice gate set into a weir is analyzed, and both the effects of gate slope and side contraction are considered. The results obtained by experimental tests confirmed that lateral contraction significantly affects the phenomenon, while numerical analysis confirmed this result and could show other similar aspects as well as providing a valuable tool for the calculation of discharge coefficients in a more extended range of relative openings.
2. Materials and Methods

The scheme reported in Figure 1 shows that the weir was divided in two blocks, by means of two vertical planes with an opening of width $b$ between them. A sluice gate set on the upstream wall could be closed, leaving an orifice of height $a$ and width $b$, while $h$ represents the upstream head. To make the flow free from any downstream influence, we used a broad-crested weir of height $d$ at the bottom of the opening. The sluice gate had one sharp edge and the flow below it was free and completely aerated.

![Figure 1. Definition sketch of sluice gate (vertical section along the middle of the gate opening of width $b$), with notation.](image)

The study was first performed experimentally, when three series of tests were carried out with (and without) a broad-crested weir of height $d = 20$ mm located under the gate, at different values of the inclination angle $\theta$ of the weir upstream wall, that varied from $53.6^\circ$ to $90^\circ$, and at different values of the shape ratio $b/a$ and the relative opening $a/h$. Based on multiple regression, three expressions were found, relating the discharge coefficient with different parameters that characterized the phenomenon at hand.

Then, 27 numerical simulations were executed following the RANS approach to validate the numerical results against the experimental ones and to possibly investigate phenomena not caught by the experimental observation.

2.1. Dimensional Analysis

Considering the underflow of a sluice gate (Figure 1), we can assume a function $F$ of the discharge $Q$ and the other geometrical variables $h$, $b$, and $a$, as defined above, the angle between the weir upstream wall and the horizontal plane $\theta$, the gravity acceleration $g$, the water density $\rho$, the kinematic viscosity $\nu$, the surface tension $\sigma$, and we can neglect the effect of the reservoir width, $B$, provided that it be sufficiently larger than $b$ and the effect of the broad-crested weir, namely:

$$F(Q, h, b, a, \theta, g, \rho, \nu, \sigma) = 0$$  \hspace{1cm} (5)

From the $\Pi$ theorem, by selecting $a$, $\rho$, and $g$ as basic variables, one has:

$$\Phi\left(\frac{Q}{a^{3/2} \sqrt{\frac{\rho g a^2}{\sigma}}}, \frac{b}{a}, \frac{h}{a}, \frac{a^{3/2}}{\sqrt{g}}, \frac{\rho g a^2}{\sigma}, \theta\right) = 0$$  \hspace{1cm} (6)

where $\Phi$ is a generic function, the parameter $b/a$ is the shape ratio, $a/h$ is the relative opening, and

$$Re = \frac{a^{3/2}}{\sqrt{g}} \frac{\rho g a^2}{\nu}$$  \hspace{1cm} (7)

$$We = \frac{\rho g a^2}{\sigma}$$  \hspace{1cm} (8)

are the Reynolds and Weber gate numbers, respectively.
When the liquid is the same and the temperature is constant, in the experimental set-up, Re and We depend on each other and vary with the gate opening only, as shown in [11], so we have to remove one of the two.

One obtains:

$$\Phi\left(\frac{Q}{a^{5/2}}, \sqrt{\frac{b}{a}}, \frac{h}{a}, \text{Re}, \theta\right) = 0$$

and, taking into account Equation (4), one can write:

$$C_d = \Phi\left(\frac{a}{h}, \frac{b}{a}, \text{Re}, \theta\right)$$

Carrying out the tests in conditions where the viscosity and the surface tension do not affect the flow, $C_d$ becomes a function of geometrical variables only:

$$C_d = \Phi\left(\frac{a}{h}, \frac{b}{a}, \theta\right)$$

2.2. Experimental Set-Up and Tests

The experiments were conducted in a 1.20 m wide, 4.00 m long, and 0.25 m deep, horizontal, rectangular tank (Figure 2a,b) [12–14]. At its downstream end, a weir model 0.18 m high and 1.20 m wide was located. The orifice was created by dividing the weir in two parts in the middle by means of two vertical planes at a distance $b$ from each other, and using a sluice gate level with the upstream wall. A PVC gate 10 mm thick was used, of which the crest was sharp-edged (Figure 1). A small flume of the same width as the gate width was used downstream of the opening. For every series, three values of the gate widths $b = 86, 106,$ and 142 mm were tested. The gate could be mounted with variable openings from the channel bottom. Three series of tests were carried out at different values of the weir upstream wall inclination angle $\theta$, that varied from 53.6° to 90°. In the first series (Table 1) the angle $\theta$ was 63.4° (1.11 rad) and the gate opening was varied from $a = 20$ to 76 mm. In these tests, a PVC broad-crested weir of height $d = 20$ mm was located under the gate. In the second series (Table 2) three values of the weir angle $\theta = 56.3°$ (0.98 rad), 63.4° (1.11 rad), and 90° (1.57 rad) were considered, with gate openings $a \geq 50$ mm. Also, in this case, the broad-crested weir was located under the gate. In the third series (Table 3) three values of the angle $\theta = 45°$ (0.78 rad), 63.4° (1.11 rad), and 90° (1.57 rad) were considered, and there were three values of the gate opening $a = 50, 60$ and 70 mm. For the latter series the broad-crested weir was not present.

![Figure 2. Cont.](image-url)
Figure 2. (a) Physical model (view from downstream) and (b) definition sketch, with notation.

Table 1. Experimental data Series 1.

| Run | θ (°) | a (mm) | b (mm) | h (mm) | Q (L/s) | b/a | a/h | C_d |
|-----|-------|--------|--------|--------|---------|-----|-----|-----|
| 1   | 63.4  | 20     | 142    | 43.4   | 1.58   | 7.10| 0.17| 0.60|
| 2   | 63.4  | 24     | 86     | 40.7   | 1.02   | 3.55| 0.22| 0.55|
| 3   | 63.4  | 30     | 86     | 57.6   | 1.45   | 2.84| 0.22| 0.52|
| 4   | 63.4  | 30     | 106    | 52.6   | 1.62   | 3.55| 0.23| 0.50|
| 5   | 63.4  | 30     | 142    | 56.4   | 2.43   | 4.73| 0.20| 0.54|
| 6   | 63.4  | 37     | 106    | 64.9   | 2.15   | 2.84| 0.31| 0.48|
| 7   | 63.4  | 40     | 142    | 91.9   | 4.08   | 3.55| 0.30| 0.54|
| 8   | 63.4  | 50     | 86     | 89.0   | 2.73   | 1.72| 0.48| 0.48|
| 9   | 63.4  | 50     | 142    | 86.8   | 4.33   | 2.84| 0.39| 0.47|
| 10  | 63.4  | 53     | 106    | 90.5   | 3.45   | 2.00| 0.43| 0.46|
| 11  | 63.4  | 60     | 86     | 104.8  | 3.45   | 1.43| 0.44| 0.47|
| 12  | 63.4  | 60     | 142    | 100.9  | 5.65   | 2.37| 0.42| 0.47|
| 13  | 63.4  | 62     | 106    | 102.1  | 4.15   | 1.72| 0.43| 0.45|
| 14  | 63.4  | 74     | 106    | 122.8  | 5.55   | 1.43| 0.51| 0.46|
| 15  | 63.4  | 75     | 86     | 124.8  | 4.52   | 1.15| 0.53| 0.45|

Table 2. Experimental data Series 2.

| Run | θ (°) | a (mm) | b (mm) | h (mm) | Q (L/s) | b/a | a/h | C_d |
|-----|-------|--------|--------|--------|---------|-----|-----|-----|
| 16  | 63.4  | 50     | 142    | 86.8   | 4.30   | 2.84| 0.58| 0.47|
| 17  | 63.4  | 60     | 142    | 100.9  | 5.60   | 2.37| 0.59| 0.47|
| 18  | 63.4  | 60     | 86     | 89.0   | 2.70   | 1.72| 0.56| 0.48|
| 19  | 63.4  | 60     | 86     | 104.8  | 3.50   | 1.43| 0.57| 0.47|
| 20  | 63.4  | 75     | 86     | 124.8  | 4.50   | 1.15| 0.60| 0.45|
| 21  | 63.4  | 53     | 106    | 90.5   | 3.50   | 2.00| 0.59| 0.46|
| 22  | 63.4  | 62     | 106    | 102.1  | 4.20   | 1.72| 0.60| 0.46|
| 23  | 63.4  | 74     | 106    | 122.8  | 5.60   | 1.43| 0.60| 0.46|
| 24  | 90.0  | 50     | 86     | 73.5   | 2.40   | 1.72| 0.68| 0.47|
| 25  | 90.0  | 60     | 86     | 98.2   | 3.50   | 1.43| 0.61| 0.49|
| 26  | 90.0  | 75     | 86     | 109.7  | 4.40   | 1.15| 0.68| 0.46|
| 27  | 90.0  | 53     | 106    | 91.1   | 3.80   | 2.00| 0.58| 0.50|
| 28  | 90.0  | 62     | 106    | 103.9  | 4.60   | 1.71| 0.60| 0.49|
| 29  | 90.0  | 74     | 106    | 108.4  | 5.60   | 1.43| 0.68| 0.40|
| 30  | 90.0  | 50     | 142    | 101.5  | 5.30   | 2.84| 0.49| 0.53|
| 31  | 90.0  | 60     | 142    | 109.6  | 6.20   | 2.37| 0.55| 0.50|
| 32  | 56.3  | 50     | 142    | 78.8   | 4.30   | 2.84| 0.63| 0.48|
| 33  | 56.3  | 60     | 142    | 90.0   | 5.20   | 2.37| 0.67| 0.46|
| 34  | 56.3  | 53     | 106    | 81.4   | 3.30   | 2.00| 0.65| 0.46|
| 35  | 56.3  | 62     | 106    | 93.9   | 4.00   | 1.71| 0.66| 0.45|
| 36  | 56.3  | 74     | 106    | 104.6  | 4.90   | 1.43| 0.71| 0.43|
| 37  | 56.3  | 50     | 86     | 72.0   | 2.30   | 1.72| 0.69| 0.44|
| 38  | 56.3  | 60     | 86     | 88.4   | 3.00   | 1.43| 0.68| 0.44|
| 39  | 56.3  | 75     | 86     | 100.8  | 3.90   | 1.15| 0.74| 0.43|
Once steady-state conditions were achieved, the free surface levels were measured by means of an ultrasonic flowmeter located on a PVC pipe downstream of the flume. A calibrated Thomson weir located upstream to the tank was used to check the ultrasonic flowmeter, when the flow was steady. During each test, the water level in the tank was recorded by means of a calibrated Thomson weir located upstream to the tank was used to check the ultrasonic flowmeter, with the tapping at 50 cm upstream from the orifice. A number of piezometric taps were in turn connected to the same pressure transducer [16], in order to get pressure measurements in the tank. Both flow and free surface measurements were collected at a frequency of 50 Hz. In Tables 1–3 the values of the discharge coefficient is calculated using Equation (4).

### 2.3. Numerical Simulations

By means of numerical simulations the 27 runs of the Series 3 (Table 3) were carried out (considering the maximum values of \( h \) and \( Q \) by solving the three-dimensional Reynolds-averaged Navier–Stokes (RANS) equations [17–19] in conservative form (the fluid is incompressible and viscous, Einstein summation convention applies to repeated indices, \( i, j = 1, 2, 3 \):

\[
\rho \frac{\partial \bar{u}_i}{\partial t} + \rho \bar{u}_j \frac{\partial \bar{u}_i}{\partial x_j} = -\frac{\partial p}{\partial x_i} + \frac{\partial}{\partial x_j} \left( 2\mu \bar{e}_{ij} - \rho \bar{u}_i \bar{u}_j \right) \tag{11}
\]

\[
\frac{\partial \bar{u}_i}{\partial x_i} = 0 \tag{12}
\]
where $\rho$ is the fluid density, $\mu$ the water dynamic viscosity, $\bar{p}$ the mean fluid pressure, $\bar{u}_i$ are the mean velocity components, $\bar{s}_{ij}$ is the mean strain-rate tensor:

$$\bar{s}_{ij} = \frac{1}{2} \left( \frac{\partial \bar{u}_i}{\partial x_j} + \frac{\partial \bar{u}_j}{\partial x_i} \right)$$

(13)

and the quantity $\tau_{ij} = -\rho \bar{u}_i^\prime \bar{u}_j^\prime$ is the Reynolds-stress tensor. The Reynolds-stresses are components of a symmetric, second-order tensor, where the diagonal components are normal stresses, while the off-diagonal elements are shear stresses. The Reynolds averaging procedure introduces six new unknown quantities (the six independent components of $\tau_{ij}$) without providing additional equations. To close the system, the Boussinesq approximation has been used [20] and the eddy-viscosity has been expressed as a function of the turbulent kinetic energy ($k$) and the energy-dissipation rate ($\varepsilon$), leading to a two-equation turbulence model. In the present study, in order to establish a relationship between the Reynolds stresses and the mean flow field, the $k$-$\varepsilon$ model [21] has been used.

For the execution of the calculations, the Flow-3D [22–24] finite-volume computational code has been used. In this code, the free-surface condition is handled with the VOF (volume of fluid) [25] method, that has extensively proven to be able to accurately track a wave interface [26,27]. The VOF method has been already used by several authors [24,26,27], always giving satisfactory results. This technique locates and tracks the free surface flow. To each fluid phase (hereinafter air and water), an individual fraction of the volume is associated, so that the indicator function $\zeta$ can be expressed:

$$\zeta(x, t) = \begin{cases} 
1 & \text{water} \\
0 & \text{air} \\
0 < \zeta < 1 & \text{free surface}
\end{cases}$$

(14)

The two-phase flow can be assumed as a mixed fluid. Thus, the density and the dynamic viscosity can be defined:

$$\rho = \zeta \rho_1 + (1 - \zeta) \rho_2$$

(15)

$$\mu = \zeta \mu_1 + (1 - \zeta) \mu_2$$

(16)

in which the subscripts 1 and 2 indicate the two selected fluids (1 representing water and 2, air) and the volume–fraction function can be calculated by solving an advection equation for the velocity field:

$$\frac{\partial \zeta}{\partial t} + \nabla \cdot (\zeta \mathbf{V}) = 0$$

(17)

The meshing technique does not induce mesh distortion during transients (a multi-block meshing technique can be also used to provide higher resolutions in the calculations, where needed). The time-marching procedure includes three main steps: (1) evaluation of the velocity in each cell using the initial conditions (or previous-time-step values) for the advective pressures (and/or other accelerations), on the basis of appropriate explicit approximations of the governing equations; (2) adjustment of the pressure in each cell to satisfy the continuity equation; and (3) updating of the fluid free surface to give the new fluid configuration based on the volume-of-fluid value in each cell. In the present calculations, the available solution scheme based on the generalized minimal residual (GMRES) method has been used. The fluid properties used in the simulations are reported in Table 4.

Table 4. Fluid properties used in the simulations.

| Property          | Value         |
|-------------------|---------------|
| Air Density       | 1.225 kg/m³   |
| Water Density     | 1000 kg/m³    |
| Air Kinematic Viscosity | $1.48 \times 10^{-5}$ m²/s |
| Water Kinematic Viscosity | $1.0 \times 10^{-6}$ m²/s |
As for the numerical channel, a rectangular tank 0.496 m long and 0.400 m wide and a rectangular horizontal channel 0.300 m long has been considered. The computational domain extends 0.796 m × 0.400 m × 0.300 m along the x (streamwise), y (spanwise), and z (vertical) directions, respectively.

The origin of the coordinate system (x, y, z) is located at the lower-left corner of the computational domain, as shown in Figure 3a,b.

![Computational domain: (a) plan view and (b) 3D view from downstream.](image)

As for grid refinement, the unstructured computational mesh was refined through different steps, up to the point in which the comparisons of the computed results with those obtained by other authors became satisfactory. The final configuration of the computational grid is reported in Table 5.

### Table 5. Characteristic parameters of the computational grid.

| N_x | N_y | N_z | Δx_{min} (m) | Δy_{min} (m) | Δz_{min} (m) |
|-----|-----|-----|-------------|-------------|-------------|
| 124 | 100 | 150 | 0.002       | 0.002       | 0.002       |

The boundary conditions used for the computational domain are as follows: the no-slip (and zero wall-normal velocity) condition was imposed on the x–y bottom plane at the geometry external surface. To reduce the computational cost, the symmetry condition was imposed on the x–z left boundary plane and on the top of computational domain, on the y–z end-plane of the computing domain outflow conditions had been set, while the free-surface condition held at the fluid surface. On the y–z inlet plane, constant fluid depth was imposed, equal to that observed in the companion experimental test.
An initial condition of constant depth, equal to that measured experimentally and equal to that imposed at y–z plane, was imposed in the portion of domain upstream of the gate. The fluid moved with an instantaneous opening of the gate at $t = 0$.

A specially-assembled computing system was used for the simulations, that included 2 Intel Xeon 5660 exa-core multi-core processors (a total of 12 CPUs available), a maximum of 48 GB of RAM, and up to 1.8 TB of mass memory [28].

The simulations were executed using 16 processors. For parallel computing, the technique of the domain decomposition was adopted to split the geometry and the associated fields into segments. In this study, the “simple geometric decomposition” technique was used, in which the domain was broken into segments by direction. The elapsed computational time was about 6 hours of CPU time for each simulation.

The stability of the solution procedure was ensured by utilizing an adaptive time step with an initial value of $1 \times 10^{-6}$ s, in conjunction with a mean Courant–Friedrichs–Lewy (CFL) number limit of 0.5.

3. Results and Discussion

Experimental Results

Figure 4 shows the values of the discharge coefficient as a function of the relative opening $a/h$ with a weir inclination angle $\theta = 63.4^\circ$ and with the aspect ratio $b/a$ in the range 1.15–7.10 (Table 1).

![Figure 4. Discharge coefficients (Cd) versus a/h, Series 1.](image)

By following the method proposed by [5], of analyzing the minimum value of the discharge coefficient, $(C_{d,\text{min}})$, as a function of the Reynolds number, it was possible to identify a threshold value of this number, below which the viscosity substantially influenced the phenomenon.

The trend of the experimental data (Re and $C_{d,\text{min}}$), reported in Figure 5, showed that for values of $Re \leq 2.3 \times 10^4$ the discharge coefficient varied rapidly, while for larger values it remained almost constant. Therefore, the results obtained highlight that, for $a \geq 4.0$, $We > 220$, and $Re > 2.3 \times 10^4$, it is possible to neglect the effects of viscosity and surface tension, in accordance with what is reported in the literature [1,29].
To make explicit the functional relation between the discharge coefficient and the parameters on which it depends, \(a/h\) and \(b/a\), for \(\theta = 63.4^\circ\), a multiple regression was performed considering the values of the experimental variables \((a, b, h,\) and \(Q)\) related to the 15 tests summarized in Table 1. To eliminate the scale effects due to the viscosity and to the surface tension [14], we considered, on the basis of the indications given by Figure 5, only the flow cases characterized by \(Re > 2.3 \times 10^4\), therefore with \(a \geq 4.0\) cm (eight tests).

The following relationship was obtained:

\[
C_d = 0.393 \cdot \left( \frac{a}{h} \right)^{-0.269} \cdot \left( \frac{b}{a} \right)^{0.042}
\]  

(18)

valid for \(\theta = 1.11\) rad, \(a \geq 4.0\) and in the range of \(0.30 \leq a/h \leq 0.61\) and \(1.15 \leq b/a \leq 3.55\), with determination coefficient \(R^2 = 0.927\), maximum percent error \(e_{\text{max}} = 3.6\%\), and average percent error \(e_{\text{average}} = 1.3\%\).

Figure 6 shows the values of the discharge coefficients as a function of the relative opening \(a/h\) for the weir inclination angle \(\theta = 56.3^\circ\), 63.4\(^\circ\), and 90\(^\circ\), for the aspect ratio \(b/a = 1.15–2.84\) with \(a \geq 5.0\) cm.

![Figure 5. Discharge coefficients (Cd) versus Re, Series 1.](image1)

![Figure 6. Discharge coefficients (Cd) versus a/h, Series 2.](image2)
A multiple regression was performed considering the values of the experimental variables related to the 24 tests summarized in Table 2.

The following relationship was obtained:

$$C_d = 0.398 \cdot \left(\frac{a}{h}\right)^{-0.288} \cdot (\theta)^{0.146} \quad (19)$$

valid for $0.98 \text{ rad} \leq \theta \leq 1.57 \text{ rad}$ and $a \geq 5.0$ and in the range of $0.32 \leq a/h \leq 0.75$ and $1.15 \leq b/a \leq 2.84$, with determination coefficient $R^2 = 0.870$, maximum percent error $e_{\text{max}} = 3.8\%$, and average percent error $e_{\text{average}} = 1.0\%$.

Figure 7 shows the values of the discharge coefficients as a function of the relative opening $a/h$ for the weir inclination angle $\theta = 45.0^\circ$, $63.4^\circ$, and $90^\circ$, for the aspect ratio $b/a = 1.23$–$2.84$ and taking into account only the openings $a \geq 5.0$ cm.

A multiple regression was performed considering the values of the experimental variables related to the 27 tests summarized in Table 3.

The following relationship was obtained:

$$C_d = 0.390 \cdot \left(\frac{a}{h}\right)^{-0.297} \cdot (\theta)^{0.056} \quad (20)$$

valid for $0.78 \text{ rad} \leq \theta \leq 1.57 \text{ rad}$ and $a \geq 5.0$ and in the range of $0.30 \leq a/h \leq 0.60$ and $1.23 \leq b/a \leq 2.84$, with determination coefficient $R^2 = 0.73$, maximum percent error $e_{\text{max}} = 9.6\%$, and average percent error $e_{\text{average}} = 2.8\%$.

Comparison of the experimental values with the numerical results and the values given by Equation (20) of the discharge coefficients ($C_d$) for the 27 runs of Series 3, are shown in Figure 8, while Figure 9 illustrates a comparison of the numerical values of the discharge coefficients ($C_d\text{ num}$) versus the experimental values of the discharge coefficients ($C_d\text{ exp}$). By looking at the figures it is clear that the numerical simulation can be considered as an alternative approach to calculate the values of $C_d$, in particular in the cases in which performing laboratory tests is more difficult.
A multiple regression was performed considering the values of the experimental variables related to the 27 tests summarized in Table 3. The following relationship was obtained:

$$C_d = 0.390 \cdot a^{0.69} \cdot \theta^{0.90}$$ (20)

valid for $0.78 \text{ rad} \leq \theta \leq 1.57 \text{ rad}$ and $a \geq 5.0$ and in the range of $0.30 \leq a/h \leq 0.60$ and $1.23 \leq b/a \leq 2.84$, with determination coefficient $R^2 = 0.73$, maximum percent error $e_{\text{max}} = 9.6\%$, and average percent error $e_{\text{average}} = 2.8\%$.

Comparison of the experimental values with the numerical results and the values given by Equation (20) of the discharge coefficients ($C_d$) for the 27 runs of Series 3, are shown in Figure 8, while Figure 9 illustrates a comparison of the numerical values of the discharge coefficients ($C_{d \text{ num}}$) versus the experimental values of the discharge coefficients ($C_{d \text{ exp}}$). By looking at the figures it is clear that the numerical simulation can be considered as an alternative approach to calculate the values of $C_d$, in particular in the cases in which performing laboratory tests is more difficult.

Figure 8. Comparison of experimental, numerical and values given by Equation (20) of the discharge coefficients ($C_d$), Series 3.

Figure 9. Numerical vs. experimental discharge coefficients of $C_d$, Series 3.

Figure 10a,b shows, for the Run 40 (Table 3), a comparison between numerical results and values given by Equation (12) of [5], the axial bottom pressure head $H_p$ along the channel upstream from the gate, as a function of the dimensionless location $X = x/a$. Figure 10b shows a comparison between numerical and values given by the Equation (13) in [5] of the normalized gate pressure distribution $\gamma(Z)$ as a function of dimensionless depth $Z$. 
Figure 9. Numerical vs. experimental discharge coefficients of $C_d$, Series 3.

Figure 10a,b shows, for the Run 40 (Table 3), a comparison between numerical results and values given by Equation (12) of [5], the axial bottom pressure head $H_p$ along the channel upstream from the gate, as a function of the dimensionless location $X = x/a$.

Figure 10b shows a comparison between numerical and values given by the Equation (13) in [5] of the normalized gate pressure distribution $\gamma(Z)$ as a function of dimensionless depth $Z$.

Figure 11 shows, for the case with angle $\theta$ of 90°, channel width $b$ of 142 mm and gate opening $a$ equal to 50 mm, a visual comparison between the experimental view and the numerical simulation of the symmetrical oblique waves located downstream from the gate. In particular Figure 11a shows the experimental observation of the waves, while Figure 11b shows the simulated numerical field (which is only the right side of Figure 11a). The fluid field obtained numerically (Figure 11b) is colored with the values of fluid pressure. It can be noticed how the symmetrical wave downstream from the gate is well represented.
4. Conclusions

In the present work laboratory experiments of discharge coefficients in the case of a gate set on the upstream wall of a weir at different inclination of the wall, allow us to identify the minimum value of the gate opening above which the scale effect due to viscosity is negligible. In this work, the underflow of a sluice gate in weir was analyzed and the effect of the gate slope and the side contraction was considered.

Based on multiple regression, three expressions were found, relating the discharge coefficient with different parameters that characterized the phenomenon at hand.

The first expression (Equation (18)), with a broad-crested weir, was valid only for $\theta = 63.4^\circ$ and in the range of $0.30 \leq a/h \leq 0.61$ and $1.15 \leq b/a \leq 3.55$.

The second expression (Equation (19)), with a broad-crested weir, was valid for $56.3^\circ \leq \theta \leq 90^\circ$ and $a \geq 5.0$ cm and in the range of $0.32 \leq a/h \leq 0.75$ and $1.15 \leq b/a \leq 2.84$, and the last expression (Equation (19)), without a broad-crested weir, was valid for $45^\circ \leq \theta \leq 90^\circ$ and $a \geq 5.0$ cm and in the range of $0.30 \leq a/h \leq 0.60$ and $1.23 \leq b/a \leq 2.84$.

Our results may provide useful suggestions for those involved in sluice gate construction and management.

Furthermore 27 numerical simulations were carried out by means of the Reynolds-averaged Navier–Stokes equations to take into account the three-dimensionality of the phenomenon. The comparison between the experimental and numerical results revealed that the numerical code using the k-$\varepsilon$ model in conjunction with the VOF method to track the free surface were sufficiently good to calculate the discharge coefficients, the bottom pressure head along the channel, and the gate axial distribution. The numerical model was also able to describe the oblique waves downstream from the gate showing that the proposed three-dimensional numerical procedure is a favorable option to correctly reproduce the phenomenon.
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