Abstract

In this squib I propose a modification to Radkevich’s (2010) analysis of the locative cases, such that the privative features [source] and [goal] replace Radkevich’s binary features [±motion] and [±source]. I argue that these changes improve Radkevich’s analysis in three ways. The first improvement is empirical; they allow her system to account for the data of Kunimaipa, a language spoken in Papua New Guinea, which it presently cannot account for. The second improvement is also empirical; the analysis now predicts the absence of the unattested Ablative-Allative syncretism, which is not explained by alternative analyses. The final improvement is theoretical; a system employing privative features is to be preferred over one with binary features, because it is simpler (Occam’s razor).
1 Introduction

The three most common locative cases are Locative (at location x), Allative (to location x), and Ablative (from location x). These cases have been reported to show three patterns of syncretism (Radkevich 2010: §4.2), which are illustrated in (1) for the Algonquian language Plains Cree (spoken in Canada), the Californian language Palaihnihan, and the Pama–Nyungan language Bunganditj (spoken in Australia). Syncretism can occur between all three cases, as in Plains Cree, between the Locative and Ablative cases, as in Palaihnihan, or between the Locative and Allative cases, as in Bunganditj (1).

(1) Syncretism in the locative cases of Plains Cree, Palaihnihan and Bunganditj

|            | Plains Cree | Palaihnihan | Bunganditj |
|------------|-------------|-------------|------------|
| -ikh       | ABLATIVE    | -m-         | -an        |
| -ikh       | LOCATIVE    | -m-         | LOCATIVE   |
| -ikh       | ALLATIVE    | -t-         | -u         |

Dahlstrom 1991  Broadbent 1964  Blake 2003

Following a long line of scholars (e.g. Jakobson 1962; Halle & Marantz 1993; Harley 2008; Caha 2009; Radkevich 2010; Bobaljik 2012), I take the syncretism of two items to indicate that they share a common underlying feature. The analysis in this squib is presented within the theoretical frameworks of Distributed Morphology (Halle & Marantz 1993) and Minimalism (Chomsky 1993; 1995). In these frameworks, feature bundles constitute the terminal nodes of syntactic trees, and after the syntax has sent the structure to Spell Out, the final tree is fed to the articulatory and conceptual interfaces, where the feature bundles receive their phonological forms and semantic meaning.

In order for principled syncretism to occur, certain morphemes must have at least one feature in common. Suppose Node A bears the features [f g], while Node B bears [g h]. Syncretism will occur if there is no exponent that realises [f g] or [g h], but only one for the feature [g]. This morpheme is thus the maximally specified one for both feature bundles (the Maximal Subset Principle, Kiparsky 1973; Halle & Marantz 1993), and syncretism will occur.

The most comprehensive analysis of the locative cases to date is Radkevich 2010. Radkevich analyses the morphology of locative case markers in 111 languages, and shows that these three cases are internally complex, being composed of a feature denoting ‘location’, and a feature bundle containing further information about the presence or absence of motion to or from the location, [±motion], and whether or not that location is the source of any motion, [±source]. Throughout this squib I will refer to Radkevich’s analysis as the Allative-centred analysis, for reasons that will become clear in §2.

The arguments presented in this squib depend on the case morphology of four Papuan languages of New Guinea reported in Foley (1986) and Harbour (2007b): Kunimaipa, Iatmul, Kewa, and Dani. In these languages, it frequently happens that the only inflectional category for nouns is case. The Papuan languages typically denote abstract relationships such as ‘instrument’ or ‘beneficiary’ with bound case affixes, and express more concrete locational notions such as above, under, beside, inside and along with postpositions (Foley 1986: 93). The most basic DP roles in sentences, those of subject and object, are typically marked with verbal agreement, rather than case suffixes or word-order (Foley 1986: 94). For the purposes of this squib, I focus exclusively on the morphology of bound case affixes, and leave an analysis of the relationship between bound case affixes, postpositions and verbal agreement for future work.

In the present squib, I argue for two modifications to Radkevich’s analysis. I propose firstly that, while the Allative-centred analysis accounts for all the data in Radkevich’s survey, data from Kunimaipa is also compatible with a different logically possible arrangement of the cases (Harbour 2007b), which I will call the Locative-centred analysis (§2). Secondly, I propose that the syncretism patterns of Iatmul, Kewa, and Dani support an analysis in which the features that underlie the locative Cases are privative, following Occam’s Razor (§3). Furthermore, this simplification is only possible if we adopt the Locative-centred arrangement of the cases, and it correctly predicts that
the Ablative and Allative cases will never be syncretic to the exclusion of the Locative case, a result found in Radkevich’s (2010) survey, but not predicted by her analysis. I conclude in §4.

2 Logically possible orders of the Cases

In this section I demonstrate that there are three logically possible orderings of the locative cases, and that the data from the Papuan language of New Guinea, Kunimaipa, is only compatible with two of them. Consider the data in (2).

(2) Kunimaipa cases

| Kunimaipa   | -ti | Allative | -ha | Locative | -ha-nanga | Ablative | -nanga | Instr. |
|-------------|-----|----------|-----|----------|-----------|----------|--------|--------|
| Foley 1986: 101

(3) Feature chart for the Locative-centred analysis

| –location | + location | Instr. | Ablative | Locative | Allative |
|-----------|------------|--------|----------|----------|----------|
| + source  | –source    | –goal  | + goal   |

In this squib, I propose that the locative cases should be arranged as seen in the chart in (3), where the Locative case is flanked by the Ablative and Allative cases. I will call this the Locative-centred analysis of the cases. The two features that complement \([± location]\) are \([± source]\) and \([± goal]\). I assume that nothing can be simultaneously both a source and a goal; the feature bundle \([± source + goal]\) is impossible.

The feature bundle for Locative case in this analysis is \([± location –source –goal]\). Thus, the Locative case denotes a location which is neither a source nor a goal. The feature bundle for the Ablative case is \([± location + source –goal]\); it marks a location, which is a source and not a goal location. The feature bundle of the Allative case is the Ablative case’s logical counterpart: \([± location + goal –source]\); the Allative case denotes a goal location.

There is another case presented here: Instrumental. The Instrumental case marks the tool used to complete an action, such as the knife in the sentence I cut the cake with a knife. I have assigned the Instrumental case the feature bundle \([–location + source]\); this is motivated by the morphology of Kunimaipa (Harbour 2007b). The exponents the Locative-centred analysis requires for Kunimaipa are given in (4).

(4) Vocabulary Items for Kunimaipa in the Locative-centred analysis

| Kunimaipa |
|-----------|
| \([± location + goal]\) \iff -ti |
| \([± location]\) \iff -ha |
| \([± source]\) \iff -nanga |

1 That the Instrumental case is marked for \([± source]\) is not as implausible as it might at first seem; the Instrumental case is often syncretic with Ablative, as is the case with the exponent met in the Algic language Yurok (Robins 1958), -inda in the Dravidian language Kannada (Sridhar 1990), and across all declensions in Latin (Calabrese 2008).
Beginning with the morpheme for the Allative case, we can see that the exponent -ti is a portmanteau, spelling out [+location +goal]. The morpheme -ha is present in both the Locative and Ablative cases; their shared features are [+location –goal], but in anticipation of the discussion of binary and privative features in §3, I will give -ha as spelling out [+location]. Finally, we have the morpheme -nanga; this is found in both the Ablative and Instrumental cases. Since the Instrumental case marks a tool and not a location (and since we already know that [+location] is spelled out by -ha), -nanga must spell out [+source]. Hence my conclusion (as Harbour 2007b concluded before me) that the feature bundle for the Instrumental case is [–location +source].

In this arrangement of the cases, Ablative and Locative share a property; that of not denoting a goal location, and the Locative and Allative cases denote locations that aren’t a source. The Ablative and Allative cases have no property but ‘location’ in common. The Locative-centred analysis thus accounts for the syncretisms in (1) with the exponents in (5) (where loc = location and sou = source).

\[(5)\] Exponents for the languages in (1) in the Locative-centred analysis

| Plains Cree | Palaihnihan | Bunganditj |
|-------------|-------------|------------|
| [ + loc ] ⇔ -ikh | [ + loc + goal ] ⇔ -t- | [ + loc + sou ] ⇔ -an |
| [ + loc ] ⇔ -m- | (loc) | [ + loc ] ⇔ -u |

The Locative-centred analysis is not the only logically possible arrangement of the cases. Recall from the introduction that Radkevich (2010) also argued that the three cases Locative, Allative and Ablative are internally complex, being composed of a feature denoting ‘location’, and a feature bundle containing further information about the presence or absence of motion to or from the location, [±motion], and whether or not that location is the source of any motion, [±source]. She observed that the feature bundle [–motion +source] is semantically incoherent, and therefore impossible. Consequently the cases can be arranged in the chart in (7). I call this the Allative-centred analysis because the Allative case sits between the Locative and Ablative cases. Like the Locative-centred analysis, the Allative-centred analysis is able to account for the Kunimaipa data, repeated in (6).

\[(6)\] Kunimaipa cases

| Kunimaipa |
|-----------|
| -ti Allative |
| -ha Locative |
| -ha-nanga Ablative |
| -nanga Instr. |

\[(7)\] Feature chart for the Allative-centred analysis

| –location | Instr. |
|-----------|--------|
| + location | Locative | Allative | Ablative |

| –motion | + motion |
|---------|---------|
| –source | + source |

Radkevich (2010) adopts the feature bundle [–location –motion –source] for the Instrumental case,\(^2\) but I will give it the bundle [ + location +source], for the same reasons I did in the

\(^2\) It is unclear where this set of features comes from. Radkevich writes that she adopts the feature bundle for the Instrumental case as proposed by Calabrese 2008 (Radkevich 2010: 101), which she states is [–source –motion –location] (Radkevich 2010: 105). However, Calabrese gives the feature bundle for Instrumental as [ + peripheral –source + location + motion] (Calabrese 2008: 171).
Locative-centred analysis. We can now analyse the exponents the Allative-centred analysis must adopt to account for the Kunimaipa data, which are given in (8).

(8) **Vocabulary Items for Kunimaipa in the Allative-centred analysis**

| Kunimaipa                  |
|----------------------------|
| [ + location + motion –source] ⇐ -ti  |
| [ + motion + source] ⇐ -nanga |
| [ + location] ⇐ -ha  |

Kunimaipa’s Allative morpheme -ti is a portmanteau in the Allative-centred analysis, realising [ + location + motion –source]. As the morpheme -ha appears in the morphology of both the Locative and Ablative suffixes, it spells out their shared feature [ + location]. The morpheme -nanga appears in both the Ablative and Instrumental cases; it must expone their shared features [ + motion + source].

In this arrangement of the cases, Locative and Allative share a property; that of not denoting a source location, and Allative and Ablative share a property; that of denoting locations to or from which motion occurs. The Locative and Ablative cases have no property but ‘location’ in common. The Allative-centred analysis thus accounts for the syncretisms in (1) with the exponents in (9) (mot = motion).

(9) **Exponents for the languages in (1) in the Allative-centred analysis**

| Plains Cree | Palaihnihan | Bunganditj |
|-------------|-------------|------------|
| [ + loc ] ⇐ -ikh | [ + loc + mot –sou] ⇐ -t- | [ + loc + sou] ⇐ -an |
| [ + loc ] ⇐ -m- | [ + loc ] ⇐ -u |

A third logically possible arrangement of the cases can be seen in the chart in (11). I call this the Ablative-centred analysis because the Ablative case sits between the Locative and Allative cases. The feature [± source] from the Allative-centred analysis has now been replaced with [± goal]; the analogous feature bundle [–motion + goal] is semantically incoherent and therefore impossible. For want of a better alternative, I have adopted the [–goal] counterpart of Radkevich’s feature bundle for the Instrumental case: [–location –motion –goal].

3 If we retained Radkevich’s feature bundle for the Instrumental case, the Allative-centred analysis could not explain the morpheme -nanga because with Radkevich’s feature bundle, the Instrumental and Ablative cases have no feature in common. Radkevich 2010 appeals to Calabrese’s 2008 impoverishment-and-repair strategy to explain cases of syncretism between the locative and non-locative inherent cases. Calabrese 2008 argues that impoverishment is followed by feature filling, whereby a feature that has been deleted is replaced by the same feature with the opposite value, à la Noyer 1998. Thus, in a feature bundle [+ F + G], the targeted feature [+ F] is deleted and replaced by [-F]. The exponent for [-F + G] is then inserted, resulting in syncrhetism between the feature bundles [+ F + G] and [-F + G] (Radkevich 2010: 103).

An analysis dependent on impoverishment or impoverishment-and-repair must be motivated because both are more complex than an analysis dependent on underspecification. This is why: If a terminal node that hosts the features [F G] is uniformly realised by an exponent X that is known to realise only the feature [F], an underspecification account will capture the data with the rule of exponence [F] ⇐ X. For an impoverishment account to be invoked, a terminal node that hosts the features [F G] must be uniformly realised by an exponent X that is known to realise only the feature [F], despite the fact that another exponent Y that is known to realise the features [F G] exists ([F] ⇐ X; [F G] ⇐ Y). By the Maximal Subset Principle this should be impossible, and so impoverishment of the feature G is motivated (G → H / {F, __}). If an impoverishment-and-repair account is to be invoked, a terminal node that hosts the features [F G] must be uniformly realised by an exponent Z that is known to realise the features [F H], despite the existence of two other exponents X and Y that are known to realise the features [F] and [F G] respectively ([F] ⇐ X; [F G] ⇐ Y; [F H] ⇐ Z). By the Maximal Subset Principle this should be impossible, and so both the impoverishment of the feature G and insertion of the feature H are motivated (G → H / {F, __} and G → H / {F, __}).

Neither Calabrese 2008 nor Radkevich 2010 motivate the impoverish-and-repair strategy (unlike Noyer 1998 and Harbour 2003, who do) for syncretisms between the locative and non-locative cases. In the specific case we are concerned with here, an impoverish-and-repair strategy will only rescue the Kunimaipa data if impoverish-and-repair applies to all the features in one of the bundles, as the Ablative case realises the features [ + location + motion + source], while Instrumental case realises the features [–location –motion –source].
Kunimaipa cases

Kunimaipa
- ti Allative
- ha Locative
- ha-nanga Ablative
- nanga Instr.

Feature chart for the Ablative-centred analysis

| + location | Instr. | Ablative | Allative |
|------------|--------|----------|----------|
| - motion | - goal | + goal |

In this arrangement of the cases, Locative and Ablative share a property; that of not denoting a goal location, while Allative and Ablative denote locations to or from which motion occurs. Now the Locative and Allative cases have no property but ‘location’ in common.

Exponents for the languages in (1) in the Ablative-centred analysis

| Plains Cree | Palaihnihan | Bunganditj |
|-------------|-------------|------------|
| [+ loc] ⇔ -ikh | [+ loc + goal] ⇔ -t- | [+ loc + mot -goal] ⇔ -an |
| [+ loc] ⇔ -m- | [+ loc] ⇔ -u |

While the Ablative-centred analysis can account for the syncretisms in (1) with the exponents in (12), it is unable to account for the Kunimaipa data. The exponents the Ablative-centred analysis must adopt to account for the Kunimaipa data are given in (13).

Vocabulary Items for Kunimaipa in the Ablative-centred analysis

Kunimaipa

[+ location + motion + goal] ⇔ -ti
[-goal] ⇔ -nanga
? ⇔ -ha

The morpheme -ti is again a portmanteau, spelling out [+ location + motion + goal]. Since the Ablative and Instrumental cases share the feature [-goal] in the Ablative-centred analysis, -nanga spells out [-goal]. This leaves the morpheme -ha. This appears in the morphology of both the Locative and Ablative cases. They share two features, [+ location] and [-goal]. The exponent -ha cannot spell out [+ location] because the Locative case would then be realised as -ha-nanga, contrary to fact; it also cannot spell out [+ location -goal] either, as then the Ablative case marker would simply be -ha, again contrary to fact. It is therefore impossible to explain the morpheme distribution of Kunimaipa in the Ablative-centred analysis.

In conclusion, there are three logically possible ways in which the locative cases can be ordered. Two of the analyses can explain the Kunimaipa data; the one in which the Locative case is flanked by the Ablative and Allative cases, with the Instrumental case sharing the features [+ source -goal] with the Ablative, and the one in which the Allative case is flanked by the
Locative and Ablative cases, with the Instrumental case sharing the features \([+\text{motion} + \text{source}]\) with the Ablative.

3 Binary vs Privative features: Occam’s Razor

In this section I present my final argument which identifies the Locative-centred analysis as the optimal one, namely that the features that underlie the inherent cases are privative, rather than binary. My argument is a manifestation of Occam’s Razor. Occam’s Razor is a law of parsimony. In essence, it says that when presented with competing hypotheses that make the same predictions, one should select the hypothesis with the fewest assumptions. In the same spirit then, if two analyses both account for a body of attested data, we should adopt the simpler analysis. Binary and privative features present an excellent example of this. If it is possible to account for the attested and unattested syncretism patterns of the locative cases with privative features, then we should prefer this over an analysis which accounts for the same data with binary features.\(^4\)

The Locative-, Allative- and Ablative-centred analyses can all be realised with privative features. Replacing the binary features with their privative counterparts has one important theoretical consequence; namely that certain syncretisms will be predicted to be impossible. This is because rules of exponention cannot refer to the absence of a feature, whereas they can refer to features with a negative value. Ergo, a theory with privative features is more restrictive than one with binary features. Consider the abstract feature chart for the locative cases in (14).

\[(14) \quad \text{Abstract binary feature chart} \]

\[\begin{array}{ccc}
+F & \text{Case } \alpha & \text{Case } \beta & \text{Case } \gamma \\
-G & +G & -H & +H \\
\end{array}\]

This chart makes one critical prediction: any two cases can be syncrhetic to the exclusion of the third. For example, if the exponent for the syncrhetic cases was always less-specified than the exponent for the non-syncrhetic case,\(^5\) the \(\alpha\) and \(\beta\) cases would show syncrexterity with exponents for \([+F +H]\) and \([+F]\); the \(\alpha\) and \(\gamma\) cases would show syncrexterity with exponents for \([+G -H]\) and \([+F]\); and the \(\beta\) and \(\gamma\) cases would show syncrertainty with exponents for \([+F -G]\) and \([+F]\)

\[(15) \quad \text{Exponents for the syncrernity of two cases to the exclusion of the third} \]

\[
\begin{array}{c|c|c}
\text{Syncrernity: } \alpha \text{ and } \beta & \text{Syncrernity: } \alpha \text{ and } \gamma & \text{Syncrernity: } \beta \text{ and } \gamma \\
\hline
[+F +H] \Rightarrow X & [+G -H] \Rightarrow X & [+F -G] \Rightarrow X \\
[+F] \Rightarrow Y & [+F] \Rightarrow Y & [+F] \Rightarrow Y \\
\end{array}
\]

Now consider the cases suffixes of the following three Papuan languages of New Guinea: Iatmul, Kewa and Dani (16).

\(^4\) Note that if a privative analysis is successful in the case domain, this does not present an argument against binary features more generally; in other domains a privative analysis may be unsuccessful, rendering a binary analysis preferred (see, for example, Harbour 2007a; 2014 for a binary analysis of number features, and Harbour 2016 for a binary analysis of person features, which contrasts with Ackema & Neeleman 2018, who argue for privative person features).

\(^5\) An anonymous reviewer observes that a characteristic of elsewhere forms is that they have a broad and frequently heterogeneous distribution. However, this is a tendency, not an absolute. The definition of an elsewhere form is a morpheme that realises the smallest number of relevant features. It is perfectly possible that an elsewhere form could appear only once, if all the other feature bundles are exponed by more highly-specified exponents. For example, for the feature chart in (14), the exponents \([+F -H] \Rightarrow X\) and \([+F] \Rightarrow Y\) will result in the elsewhere form, Y, appearing only once (for the \(\gamma\) case), while the most highly-specified form, X, appears twice.
Three cases of case syncretism

|        | Iatmul  | Kewa  | Dani |
|--------|---------|-------|------|
| Allative | -(ŋk)at | -para | -ma  |
| Locative | -mpa   | -para | -ma  |
| Ablative | -mpa   | -para | -nen |
| Instrumental | -mpa | -mé   | -nen |

Foley 1986: 100

Each of these languages demonstrates a different pattern of syncretism. Iatmul presents an instance of Locative-Ablative-Instrumental syncretism; Kewa's syncretism is with the three locative cases, Allative-Locative-Ablative; and Dani shows two syncretisms, Locative-Allative and Ablative-Instrumental. Setting aside Instrumental because it's not a locative case, one pattern of syncretism is conspicuous by its absence: Ablative-Allative. This Papuan data is consistent with Radkevich 2010; in her survey of 111 languages, Radkevich found only two types of syncretism between the locative cases: Locative-Allative to the exclusion of Ablative, and Locative-Ablative to the exclusion of Allative (Radkevich 2010: 86).

The Locative-centred privative analysis accounts for the data in (16), rendering it superior by Occam’s Razor to its binary counterpart. Moreover, it correctly predicts the absence of Ablative-Allative syncretisms. I give its feature chart in (17), where the feature [-location] has been replaced by the feature [entity]. This reflects the fact that the Instrumental case marks a tool and not a location. As far as I’m aware, there is no language in which a location can simultaneously be an entity, so these are mutually exclusive features, hosted by the Property node.

Locative-centred privative feature chart

| entity | Instr. |
|--------|--------|
| location | Ablative | Locative | Allative |

| source | goal |

To accompany this feature chart, we need a tree. Smith et al (2019) and Zompì (2019) argue that the inherent cases are built on top of the structural cases: [[[Unmarked] Marked] Inherent]. Radkevich (2010) argues that the features of the inherent cases belong to daughter nodes of Inherent, called Property and Motion; Property hosts the feature [±location] and Motion hosts [±motion] and [±source]. Across the 111 languages that Radkevich (2010) surveyed, Property morphemes were uniformly closer to the noun than Motion morphemes. Radkevich needs Property and Motion to be sisters because of the specific instantiation of non-terminal node insertion that she adopts; since I favour a spanning account (Svenonius 2012), I will assume that the Property and Motion nodes each c-command the Marked and Unmarked nodes (18).

The tree structure for case morphology

---

6 In Radkevich’s analysis, the node labelled ‘Property’ is called ‘Place’. The Place node also has a sister Dst which bears the feature [distal], and the Motion node also has a sister Asp which is the host for four Aspect features. I have nothing to add to Radkevich’s analysis of these sister nodes, so I don’t mention them here.
Given the structure in (18), the exponents for Iatmul, Kewa and Dani are as given below (where $U = \text{Unmarked}, M = \text{Marked},$ and $P = \text{Property}$) (19).

(19) **The Iatmul, Kewa and Dani exponents**

|          | Iatmul       | Kewa        | Dani        |
|----------|--------------|-------------|-------------|
| [loc goal] | $(\text{ŋk})\text{at}$ | $-[\text{para}]$ | $-[\text{nen}]$ |
| [P]      | $-[\text{mpa}]$ | $-[\text{mé}]$ | $-[\text{ma}]$ |

The Iatmul syncretism between the Instrumental, Ablative and Locative cases is captured with an exponent that spells out the span of $[\text{location}]$ and $[\text{goal}]$ features, and an elsewhere exponent for the inherent cases, spelling out $P$, the Property node without any features. Since Foley reports that subjects and objects are primarily marked with verbal agreement rather than case suffixes (Foley 1986: 94), I assume that the Unmarked and Marked features of the structural cases are not exponed in Iatmul. Kewa’s syncretism in the locative cases is captured with an exponent that spells out the span of Unmarked, Marked and $[\text{location}]$. A true elsewhere exponent spells out the span of the Unmarked and Marked features; $-[\text{mé}]$ expones the Ergative and Causative cases as well as the Instrumental case in Kewa (Foley 1986: 93). Dani’s double syncretism is captured with an exponent that spells out the span of the Property node and $[\text{source}]$ feature, and an elsewhere exponent for the Property node. The Locative-centred privative analysis also captures the Kunimaipa data mentioned earlier, with the same three exponents in (4), but with privative features instead of positive ones.

Crucially, the Locative-centred privative analysis excludes an Ablative-Allative syncretism unless that syncretism also includes Locative. Since the only feature Ablative and Allative share is $[\text{location}]$, they can only be syncrletic if they are both realised by an underspecified exponent $[\text{location}] \Leftrightarrow X$. Since $[\text{location}]$ is the only feature that belongs to the Locative case, this exponent will result in syncretism of Locative as well.

I will now show that the Allative-centred and Ablative-centred privative analyses are unable to account for the syncretisms in (16), and furthermore that they make incorrect predictions about possible and impossible syncretisms.

In the Allative-centred privative analysis, the Instrumental case bears the feature $[\text{entity}]$ instead of $[\text{–location}]$. The Locative, Allative and Ablative cases all bear the feature $[\text{location}]$; Allative and Ablative also bear $[\text{motion}]$; while Ablative and Instrumental also bear $[\text{source}]$ (20).

(20) **Allative-centred privative feature chart**

```
entity
location
Instr.
Locative Allative Ablative
motion
source
```

In this analysis, the Kewa data is accounted for with two exponents, one for $[\text{entity}]$ and the other for $[\text{location}]$. But the Iatmul and Dani data cannot be explained in the Allative-centred privative analysis. The Iatmul syncretism cannot be explained because there is no set of features unique to the Allative case or shared exclusively by the Instrumental, Locative and Ablative cases that would allow for the Instrumental-Ablative-Locative syncretism to be captured. Likewise, there is no set of features unique to either the Allative and Locative cases or the Ablative and Instrumental cases to capture the two syncretisms of Dani. In addition to these problems, the Allative-centred privative analysis predicts the possibility of an Allative-Ablative syncretism to the exclusion of Locative, which is unattested, since the Allative and Ablative cases share the feature $[\text{motion}]$. 
The Ablative-centred privative analysis bumps into similar problems. I give its feature chart in (21).

(21) **Ablative-centred privative feature chart**

| entity | Instr. |
|--------|--------|
| location | Locative | Ablative | Allative |

motion

goal

The Ablative-centred privative analysis can account for the Iatmul data with two exponents; one for [location motion goal], and an elsewhere exponent. The Kewa data is captured with an exponent for [entity] and a second for [location]. But the two syncretisms in Dani are impossible to account for in the Ablative-centred privative analysis, as neither the Locative and Allative cases nor the Instrumental and Ablative cases share a unique set of features. Like its Allative-centred privative counterpart, the Ablative-centred privative analysis predicts the possibility of an Allative-Ablative syncretism to the exclusion of the Locative, which is unattested, since these cases share the feature [motion].

Since the Locative-centred privative analysis is the only analysis that can account for the syncretisms found in Iatmul, Kewa and Dani, and since the Locative-centred privative analysis is the only analysis that correctly predicts the impossibility of a syncretism between the Ablative and Allative cases to the exclusion of the Locative, it should, by Occam’s Razor, be favoured until data it cannot account for surfaces.

4 Conclusion

In conclusion, I have shown that of the three logically possible arrangements of the Locative, Allative and Ablative cases, the one that best accounts for the data is the Locative-centred analysis, where Locative is flanked by the Ablative and Allative cases. Furthermore, I have demonstrated that the Locative-centred analysis with privative features has the best empirical coverage, as it is the only analysis that predicts the possibility of three types of attested syncretism (Ablative-Locative-Allative; Ablative-Locative; and Locative-Allative) but not the unattested (Ablative-Allative).

Several questions remain for future research. The Instrumental case’s feature bundle [entity source] prompts us to ask what cases are denoted by the [entity] and [entity goal] feature bundles; the features [location] and [entity] prompt us to ask if other Property features are possible.
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