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1. Introduction

In general relativity, the $n$-dimensional de Sitter ($dS_n$) solution is an exact, maximally symmetric solution to the vacuum Einstein equations with a positive cosmological constant $\Lambda > 0$. It is one of the simplest solutions that exhibits accelerated expansion. While realistic cosmologies are not homogeneous and isotropic, de Sitter spacetime can still be physically relevant in situations where it is non-linearly stable under perturbations globally to the future. This is because stability will guarantee that the de Sitter spacetime can be used as a model to understand the future asymptotic behavior of cosmological spacetimes that are undergoing accelerated expansions. This is of direct physical relevance due to cosmological observations of accelerated expansion in our universe and the assertion that this expansion is due to a cosmological constant $\Lambda$.

The future stability of de Sitter spacetime in $n = 4$ spacetime dimensions was first established by Friedrich [12] using a conformal representation of the vacuum Einstein field equations with a positive cosmological constant. Friedrich, in the article [13], subsequently extended this stability result to the Einstein–Yang–Mills equations in $n = 4$ spacetime dimension. More precisely, c.f. [13, Thm. 9.8], Friedrich established the global existence to the future of solutions to the Einstein–Yang–Mills equations that are generated from initial data sufficiently close to de Sitter initial data. Friedrich also established that these solutions are all asymptotically simple. It is worth noting here that, in the article [13], Friedrich also considered the case of vanishing cosmological constant $\Lambda = 0$ and prescribed initial data on past timelike infinity for $\Lambda > 0$.

The main aim of this article is to extend Friedrich’s future global existence and stability result for the Einstein–Yang–Mills equations with a positive cosmological constant $\Lambda > 0$ to all higher spacetime dimensions $n > 4$ and provide a new global existence and stability proof for $n = 4$.

1.1. Einstein–Yang–Mills equations. Before discussing the main results of this article, we first briefly recall some key concepts from Yang–Mills theory that will be needed to fix our notations and formulate the Einstein–Yang–Mills equations; see also [6].

Let $G$ denote a compact and connected Lie group with Lie algebra $\mathfrak{g}$. Due to the compactness, we lose no generality in taking $G$ to be a matrix group. On $\mathfrak{g}$, we fix an $\text{Ad}$-invariant, positive
definite inner-product that we denote by a dot, i.e. $\phi \cdot \psi$ for $\phi, \psi \in \mathcal{G}$, and we use $| \cdot |$ to denote the associated norm.

Given a $n$-dimensional, connected Lorentzian manifold\(^1\) $(\tilde{M}^n, \tilde{g}_{ab})$, a connection $\tilde{\omega}$ on a $G$-principal bundle over $\tilde{M}^n$ can be expressed in a gauge as a local $G$-valued 1-form $\tilde{A}_a$ on $\tilde{M}^n$, which is referred to as a gauge potential. The curvature of the connection $\tilde{\omega}$ is then determined locally by the $G$-valued 2-form $\tilde{F}_{ab}$ on $\tilde{M}^n$ defined by\(^2\)

$$\tilde{F}_{ab} = \tilde{\nabla}_a \tilde{A}_b - \tilde{\nabla}_b \tilde{A}_a + [\tilde{A}_a, \tilde{A}_b], \quad (1.1)$$

where $[\cdot, \cdot]$ is the Lie bracket on $G$, i.e. the matrix commutator bracket, and $\tilde{\nabla}_a$ is the covariant derivative associated to $\tilde{g}_{ab}$. We recall also that the Yang–Mills curvature $\tilde{F}_{ab}$ automatically satisfies the Bianchi identities

$$\tilde{D}_{[a} \tilde{F}_{bc]} = 0,$$

where $\tilde{D}_a = \tilde{\nabla}_a + [\tilde{A}_a, \cdot]$ denotes the gauge covariant derivative of a $G$-valued tensor.

The Einstein–Yang–Mills equations with a positive cosmological constant $\Lambda > 0$ are then given by

$$\tilde{G}_{ab} + \Lambda \tilde{g}_{ab} = \tilde{T}_{ab}, \quad (1.2)$$

$$\tilde{D}^a \tilde{F}_{ab} = 0, \quad (1.3)$$

$$\tilde{D}_{[a} \tilde{F}_{bc]} = 0, \quad (1.4)$$

where $\tilde{G}_{ab} = \tilde{R}_{ab} - \frac{1}{2} \tilde{R} \tilde{g}_{ab}$ is the Einstein tensor of the metric $\tilde{g}_{ab}$ and the stress energy tensor of a Yang–Mills field is defined by

$$\tilde{T}_{ab} = \tilde{F}_a^c \cdot \tilde{F}_{bc} - \frac{1}{4} \tilde{g}_{ab} \tilde{F}^{cd} \cdot \tilde{F}_{cd}.$$ 

In this article, we will restrict our attention to trivial principal bundles, i.e. $\tilde{M}^n \times G$. The purpose of this simplification is to allows us to work with gauge potentials $A_a$ that exists globally on $\tilde{M}^n$. This, in turns, allows us to view the Einstein–Yang–Mills equations as equations for the fields $(\tilde{g}_{ab}, \tilde{A}_a)$ on $\tilde{M}^n$.

1.2. de Sitter spacetime. For the remainder of the article, we fix the physical spacetime manifold by setting\(^3\)

$$\tilde{M}^n = \mathbb{R} \times \Sigma$$

with

$$\Sigma = \mathbb{S}^{n-1}.$$

Then de Sitter spacetime\(^4\) $(\tilde{M}^n, \tilde{g}_{ab})$ is obtained by equipping $\tilde{M}^n$ with the de Sitter metric defined by

$$\tilde{g}_{ab} = -(d\tau)_a (d\tau)_b + H^2 \cosh^2 (H^{-1}\tau) \tilde{h}_{ab} \quad (1.5)$$

where the constant $H$ is determined by

$$H = \sqrt{\frac{(n-2)(n-1)}{2\Lambda}}, \quad (1.6)$$

\(^1\)In this article, we use abstract index notations, see §2.1.

\(^2\)The Yang–Mills curvature $\tilde{F}_{ab}$ is globally defined when viewed as taking values in the adjoint bundle.

\(^3\)In fact, we will only make use of the future half $[0, \infty) \times \Sigma$ of $\tilde{M}^n$ given by $[0, \infty) \times \Sigma$.

\(^4\)See the references [16, 31] for a more detailed introduction to de Sitter spacetime.
$h_{ab}$ is the standard metric on $S^{n-1}$, and $\tau$ is a Cartesian coordinate function on $\mathbb{R}$. This spacetime plays two roles in our subsequent arguments. First, it provides an ambient spacetime manifold on which we can formulate our global existence and stability results, and second, it provides the background geometric quantities that we use to quantify the size of the metric perturbations away from the de Sitter metric.

In the analysis carried out in this article, we find it advantageous to work with a conformally rescaled version of the de Sitter metric, which we refer to as the conformal de Sitter metric, rather than the de Sitter metric itself. To define the conformal de Sitter metric, we introduce a new time function $t$ via

$$
t = \frac{1}{H} \left( \frac{\pi}{2} - \text{gd}(H^{-1}\tau) \right) \tag{1.7}
$$

where $\text{gd}(x)$, known as the Gudermannian function, is defined by

$$
\text{gd}(x) = \int_0^x \frac{1}{\cosh s} ds = \arctan(\sinh(x)), \quad x \in \mathbb{R}.
$$

Inverting (1.7) gives

$$
\tau = H \text{gd}^{-1} \left( \frac{\pi}{2} - H t \right) \tag{1.8}
$$

where

$$
\text{gd}^{-1}(x) = \int_0^x \frac{1}{\cos t} dt = \text{arctanh}(\sin x), \quad x \in \left( -\frac{\pi}{2}, \frac{\pi}{2} \right).
$$

From (1.8), we observe that $\tau(t)$ is a monotonic, decreasing and analytic for $t \in (0, \frac{\pi}{H})$. We further observe that (1.7) maps the infinite interval $\tau \in (-\infty, +\infty)$ into the finite interval $t \in (0, \frac{\pi}{H})$ with a change of time orientation where the future lies in the direction of decreasing $t$ due to the monotonic, decreasing behavior of $t(\tau)$ on $\mathbb{R}$. Noting that $t(0) = \frac{\pi}{2H}$ and $t(+\infty) = 0$, we conclude that $t = 0$ corresponds to future timelike infinity in de Sitter spacetime while $t = \frac{\pi}{2H}$ corresponds to $\tau = 0$.

Differentiating (1.8), we find, with the help of the identity $\frac{d}{dx}(\text{gd}^{-1} x) = \sec x$, that

$$
(d\tau)_a = -H^2 \sec \left( \frac{\pi}{2} - H t \right) (dt)_a. \tag{1.9}
$$

Then, noting the identity $\cosh(\text{gd}^{-1}(x)) = \sec(x)$, we see from (1.9) that the de Sitter metric (1.5) can be written as

$$
\tilde{g}_{ab} = e^{2\Psi} g_{ab} \tag{1.10}
$$

where

$$
\Psi = -\ln \left( \frac{\sin(Ht)}{H} \right) \tag{1.11}
$$

and

$$
\tilde{g}_{ab} = -H^2(dt)_a(dt)_b + h_{ab} \tag{1.12}
$$

is the conformal de Sitter metric. The pair $(M^n = (0, \frac{\pi}{H}) \times \Sigma, g_{ab})$ defines a spacetime that is conformal to the de Sitter spacetime where, by construction, future timelike infinity of the de Sitter spacetime is mapped to the boundary component $\{0\} \times \Sigma$ of $M^n$.

Next, we define a future directed unit normal to the spatial hypersurface

$$
\Sigma_t = \{t\} \times \Sigma
$$
with respect to the conformal metric $g_{ab}$ by

$$\nu_a = H(dt)_a \quad \text{and} \quad \nu^a = \tilde{g}^{ab} \nu_b.$$  \hfill (1.13)

Using $\nu^a$, we set

$$h_{ab} = \delta_{ab} + \nu^a \nu_b,$$  \hfill (1.14)

which we note defines a projection operator that projects onto the $g_{ab}$-orthogonal subspace to the vector field $\nu^a$. We define, in an analogous fashion, the future directed unit normals to the spatial hypersurface $\Sigma_\tau$ with respect to the de Sitter metric $\tilde{g}_{ab}$ and the physical metric $\tilde{g}_{ab}$ by

$$\tilde{\nu}_a = (d\tau)_a \quad \text{and} \quad \tilde{\nu}^a = \tilde{g}^{ab} \tilde{\nu}_b,$$  \hfill (1.15)

and by

$$\tilde{T}_a = (-\tilde{\lambda})^{-\frac{1}{2}} \tilde{\nu}_a \quad \text{and} \quad \tilde{T}^a = (-\tilde{\lambda})^{-\frac{1}{2}} \tilde{g}^{ab} \tilde{\nu}_b,$$  \hfill (1.16)

respectively, where we note that $(-\tilde{\lambda})^{-\frac{1}{2}}$ is the lapse function of associated to the physical metric $\tilde{g}_{ab}$. We denote the corresponding spatial projection operators by

$$\tilde{h}^{ca}_{db} = \delta^{ca}_{db} + \tilde{\nu}^{ca} \tilde{\nu}_{db},$$  \hfill (1.17)

and

$$\tilde{h}^{ca}_{db} = \delta^{ca}_{db} + \tilde{T}^c_{db},$$  \hfill (1.18)

and we use $\tilde{h}^{ca}_{db}$ and $\tilde{T}^a$ to decompose the physical Yang–Mills curvature $\tilde{F}_{ap}$ into its electric and magnetic components according to

$$\tilde{E}_b = \tilde{h}^{ca}_{db} \tilde{F}_{ap} \tilde{T}^p \quad \text{and} \quad \tilde{H}_{db} = \tilde{h}^{ca}_{db} \tilde{F}_{ca} \tilde{h}^{a}_{b}.$$  \hfill (1.19)

**Remark 1.1.** Our global existence proof relies on two different $3 + 1$ decompositions. The local existence results from [21] are formulated in the physical picture with $3 + 1$ decomposition (1.16) and (1.18) and in order to apply these results we use the $3 + 1$ decomposition defined by (1.15) and (1.17). On the other hand, the global estimates established in this article are derived using the $3 + 1$ decomposition defined by (1.13)–(1.14).

### 1.3. Gauge conditions.

Gauge conditions for both the gravitational and Yang–Mills fields play an essential role in our stability proof. For the physical Yang–Mills, we employ an adapted temporal gauge defined by

$$\tilde{A}_a \tilde{T}^a = 0$$  \hfill (1.20)

where the vector field $\tilde{T}^a$ is defined above by (1.16), while we employ a wave gauge given by

$$\tilde{Z}^a = 0$$  \hfill (1.21)

for the physical metric where, recall $n$ is the dimension of spacetime,

$$\tilde{Z}^a = \tilde{X}^a - 2(\tilde{g}^{ac} - \tilde{g}^{ac})(d\Psi)_c + n(\tilde{g}^{ac} - \tilde{g}^{ac})(d\Psi)_c - (\tilde{g}^{fe} - \tilde{g}^{fe})\tilde{g}^{ac}\tilde{g}^{fe}(d\Psi)_c$$

and

$$\tilde{X}^a = -\tilde{\nabla}_e \tilde{g}^{ae} + \frac{1}{2} \tilde{g}^{ae} \tilde{g}_{df} \tilde{\nabla} \tilde{g}^{df}.$$  

Here, $\tilde{\nabla}_e$ denotes the covariant derivative associated to the de Sitter metric $\tilde{g}_{ab}$, see (1.5), and $\Psi$ is the scalar function defined previously by (1.11).
1.4. Initial data and the constraint equations. Solutions to the Einstein–Yang–Mills equations will be generate from the initial data

\[(\tilde{g}_{ab}, \mathcal{L}_\nu \tilde{g}_{ab}, \tilde{A}_a, \mathcal{L}_\nu \tilde{A}_a)|_{\Sigma_0} = (\dot{g}_{ab}, \dot{g}_{ab}, \dot{A}_a, \dot{A}_a)\]  

(1.22)

that is specified on the initial hypersurface \(\Sigma_0 = \{0\} \times \Sigma\), that is, at time \(\tau = 0\). As is well known, e.g. see [7, Ch. VI & VII], this initial data cannot be chosen freely, but must satisfy the following constraint equations:

\[\tilde{\nu}_a(\tilde{G}^{ab} + \Lambda \tilde{g}^{ab} - \tilde{T}^{ab})|_{\Sigma_0} = 0,\]  

(1.23)

\[\tilde{h}^{ab}(\nabla_a \tilde{E}_b + [\tilde{A}_a, \tilde{E}_b])|_{\Sigma_0} = 0,\]  

(1.24)

where \(\tilde{h}^{ab} = \tilde{h}^a \tilde{h}^b \tilde{g}^{cd}\). We will always assume that our initial data satisfies these constraints. In addition, to enforce the gauge conditions, we will further assume that initial data is chosen so that the following gauge constraints hold:

\[\tilde{Z}^a|_{\Sigma_0} = 0,\]  

(1.25)

\[\tilde{A}_a \tilde{F}^a|_{\Sigma_0} = 0.\]  

(1.26)

1.5. Main theorem. We are now in a position to state the main result of this article in the following theorem.

**Theorem 1.1.** Suppose \(\Lambda > 0\), \(s \in \mathbb{Z}_{\geq n+1}\), and the initial data \(\dot{g}_{ab} \in H^{s+1}(\Sigma)\), \(\dot{g}_{ab} \in H^s(\Sigma)\), \(\dot{A}_a \in H^s(\Sigma)\) with \(h^a \mathcal{L}_\nu h_a(d\tilde{A})_{\alpha} \in H^s(\Sigma)\), and \(\dot{A}_a \in H^s(\Sigma)\) satisfy the constraint equations (1.23)–(1.26). Then there exists a constant \(\sigma > 0\) such that if the initial data satisfy smallness condition

\[\|(\tilde{g}^{ab}(0) - \tilde{g}^{ab}(0), \tilde{\nabla}_d \tilde{g}^{ab}(0), \tilde{A}_a(0), \tilde{E}_a(0), \tilde{H}_a(0))\|_{H^s} \leq \sigma,\]

then there exists a unique solution \((\tilde{g}^{ab}, \tilde{A}_a)\) to the Einstein–Yang–Mills equations (1.2)–(1.4) on \([0, \infty) \times \Sigma\) with regularity

\[(\tilde{g}^{ab}, \tilde{\nabla}_d \tilde{g}^{ab}, \tilde{A}_a, \tilde{E}_a, \tilde{H}_a) \in C^0([0, \infty), H^s(\Sigma)) \cap C^1([0, \infty), H^{s-1}(\Sigma))\]

that satisfies the initial conditions (1.22), and the temporal and wave gauge constraints (1.20)–(1.21) on \([0, \infty) \times \Sigma\). Moreover, there exists a constant \(C > 0\) such that the estimates

\[\|\dot{A}_a(\tau)\|_{H^s} + \|\dot{E}_a(\tau)\|_{H^s} + \|\dot{H}_a(\tau)\|_{H^s} \leq C\sigma\]

and

\[\|\tilde{g}^{ab}(\tau) - \tilde{g}^{ab}(\tau)\|_{H^s} + \|\tilde{\nabla}_d \tilde{g}^{ab}(\tau)\|_{H^s} \leq C\left(\frac{\tau}{2} - \text{gd}(H^{-1}\tau)\right) \sigma\]

hold for all \(\tau \in [0, \infty)\).

1.6. Prior and related works. The vacuum de Sitter stability result of Friedrich in \(n = 4\) spacetime dimensions was extended to all even spacetime dimension \(n \geq 4\) in [1]; see also [17] where a gap in this stability proof is addressed. It is worth noting that the de Sitter stability proofs from [1,12] and the related Einstein–Yang–Mills stability proof from [13] rely on specific conformal representations of the Einstein field equations. It is because these conformal representations only exist in certain spacetime dimensions that leads to the dimension dependent restrictions in these stability proofs.

The first de Sitter stability result to extend to all spacetime dimension \(n \geq 4\) was established in [27]. In that article, the future global existence of solutions to the Einstein–scalar field
system that are generated from initial data that is sufficiently close to de Sitter initial data was established for a class of potentials that includes the vacuum Einstein equations with a positive cosmological constant. This stability result was later generalized to the Einstein–Maxwell–scalar field equations in [32].

Related stability results for perfect fluid Friedmann-Lemaître-Robertson-Walker (FLRW) spacetimes with a positive cosmological constant that are asymptotic to a flat spatial slicing of de Sitter were obtained in the articles [15, 18–20, 22–24, 28, 30]. We also note the related stability results from [10, 11, 34] for FLRW spacetimes with non-accelerated expansion.

The temporal gauge for the Yang–Mills equations, which is essential for arguments presented in this and the companion article [21], is well-known and has been employed in prior studies of the Yang–Mills equations; for example, Eardley-Moncrief [8, 9] and Ginibre-Velo [14] used the temporal gauge to deduce first order equations for the Yang–Mills equations in Minkowski spacetime. However, all of the previous first order formulations of the Yang–Mills equations in the temporal gauge were not symmetric hyperbolic and the hyperbolicity of these formulations was not evident. A first order symmetric hyperbolic formulation of the Yang–Mills equations in the temporal gauge was first derived in the companion article [21]. In the present article, we rely on a similar formulation to cast the Einstein–Yang–Mills equations as a symmetric first order system.

1.7. Overview and proof strategy.

1.7.1. Main idea. The main idea behind the proof of Theorem 1.1, which was first employed in [24] for a different matter model, is to formulate the initial value problem for a gauge reduced version of the Einstein–Yang–Mills equations as a Fuchsian initial value problem of the form

\[
\begin{align*}
A^a(t, U) \nabla_a U &= \frac{1}{t} \mathfrak{H}(t, U) \mathbb{P} U + G(t, U) & \text{in } \left(0, \frac{\pi}{2H}\right) \times \Sigma, \\
U &= U_0 & \text{in } \left\{\frac{\pi}{2H}\right\} \times \Sigma,
\end{align*}
\]

(1.27)

(1.28)

on the conformal de Sitter spacetime manifold \((M^n, g_{ab})\), where we recall that \(t = 0\) corresponds to future timelike infinity and \(t = \frac{\pi}{2H}\) corresponds to \(\tau = 0\). The advantage of this reformulation is once it is shown that the coefficients of the Fuchsian equation (1.27) satisfy certain structure conditions, see §5 for details, then, under a suitable smallness assumption on the initial data, the existence of solutions to (1.27)-(1.28) on the spacetime domain \(\left(0, \frac{\pi}{2H}\right) \times \Sigma \subset M^n\) follows from an application of Theorem 4.1 in §4.3, which is an adapted version Theorem 3.8 from [4].

For technical reasons, we do not formulate the gauge reduced Einstein–Yang–Mills equations as a Fuchsian system. Instead, we show in §3, see, in particular, Theorems 3.1 and 3.2, that solutions of Einstein–Yang–Mills equations that satisfy a temporal and wave gauge condition yield solutions to a Fuchsian equation of the form (1.27); see (5.1) for the actual equation. We then appeal to the local-in-time existence theory for the Einstein–Yang–Mills equations from the companion article [21] to obtain local-in-time solutions to the Fuchsian (1.27) on a spacetime domain of the form \(\left(t_*, \frac{\pi}{2H}\right) \times \Sigma \subset M^n\) for some \(t_* \in \left[0, \frac{\pi}{2H}\right]\) that satisfies a given initial condition \(U = U_0\) at \(t = \frac{\pi}{2H}\). It is important to note that de Sitter initial data at \(\tau = 0\) corresponds to the trivial initial data \(U_0 = 0\), because we are then free to choose \(U_0\) as small as we like since we are only interested in perturbations of de Sitter initial data.

Now, the time of existence \(t_*\) from the local-in-time existence theory may be strictly greater than zero. In order to show that \(t_* = 0\), which would correspond to solutions to the Einstein–Yang–Mills equations that exist globally to the future, we alternately view the initial value problem (1.27)-(1.28) as a stand alone system that, a priori, admits solutions that are not
derived from solutions of the reduced Einstein–Yang–Mills equations. The point of doing so is that, under a suitable smallness assumption on the initial data $U_0$, we can apply Theorem 4.1 to conclude the existence of solutions to (1.27) on $\left(0, \frac{\pi H}{\Delta t}\right) \times \Sigma$ that are uniformly bounded. By uniqueness, this global solution coincides on $\left(t_*, \frac{\pi H}{\Delta t}\right) \times \Sigma$ with the local-in-time solution to (1.27) obtained from a local-in-time solution to the Einstein–Yang–Mills equations as discussed above. In this way, we obtain uniform bounds on the local solution. Because of these bounds, we can then appeal to the continuation principle from [21] to extend the local-in-time solution past $t_*$, and in particular, all the way to $t_* = 0$, which yields the global existence of solutions to the Einstein–Yang–Mills equations.

The above arguments constitute the main steps in the proof of Theorem 1.1, the main result of this article. The complete proof of the theorem is given in §7.

1.7.2. Additional remarks. In the companion article [21], the first and third authors formulated the Einstein–Yang–Mills equations in a temporal gauge as a first order symmetric hyperbolic system. This was achieved through the introduction of auxiliary variables and the use of symmetrising tensors. The temporal gauge employed in [21] was adapted to the physical spacetime metric and this choice of gauge was particularly useful for establishing the equivalence between the Einstein–Yang–Mills equations and the symmetric first order system. In this article [21], the adapted temporal gauge is defined by (1.20).

While the adapted temporal gauge (1.20) is useful for establishing the local-in-time existence of solutions, it is not suitable for analysing the long time stability of solutions. Instead, for the long time stability analysis, we employ the temporal gauge defined by (3.35). Fortunately, as we show in this article, the first order symmetric hyperbolic formulation of the Einstein–Yang–Mills equations from [21] is robust and can be adapted to the new choice of temporal gauge. However, it should be noted that symmetrizing the Einstein–Yang–Mills equations in the temporal gauge (3.35) is more difficult due to the fact that in this gauge, unlike the adapted gauge (1.20), the propagation and constraint equations of the Yang–Mills equations do not decouple; see Section 3.2 for details. Importantly, we can also establish suitable estimates on the gauge transformation that connects the two gauges, see Section 6 for details, which allows us employ both gauges in our stability proof.

In our view, the key innovation of this article is the use of the temporal gauge (3.35) and a conformal compactification of spacetime to formulate the Einstein–Yang–Mills equations as a Fuchsian system whose coefficients satisfy structure conditions that make it suitable for establishing the long time stability of solutions. It is worth noting that the use of the temporal gauge seems to be crucial to being able to formulate the Einstein–Yang–Mills equations as a Fuchsian system. Other gauge choices such as the Lorentzian gauges do not seem to lead to a Fuchsian formulation that is suitable for the long time analysis of solutions.

1.7.3. Fuchsian fields. The Fuchisan formulation (5.1) of the gauge reduced Einstein–Yang–Mills equations is based on a particular choice of fields. To define these fields, we first replace the physical fields with conformally rescaled fields defined by

\[
g_{ab} = e^{-2\Psi} \tilde{g}_{ab},
\]

\[
F_{ab} = e^{-\Psi} \tilde{F}_{ab},
\]

\[
A_a = e^{-\frac{\Psi}{2}} \tilde{A}_a,
\]

where $\Psi$ as previously defined above by (1.11). These conformal fields should be viewed as living on the conformal de Sitter spacetime $M^n = (0, \frac{\pi}{\Delta t}) \times \Sigma$. For use below, we note that
(1.29)–(1.30) imply the relations
\[ g^{ab} = e^{2\Psi} \tilde{g}^{ab}, \quad F^{ab} = e^{3\Psi} \tilde{F}^{ab} \quad \text{and} \quad F_a^b = e^{\Psi} \tilde{F}_a^b. \] (1.32)

Next, we decompose the conformal metric \( g^{ab} \) as
\[ \lambda = g^{ab} \nu_a \nu_b, \quad \xi^c = g^{ab} \nu_a \tilde{h}_b^c \quad \text{and} \quad h^{ab} = \tilde{h}_a^c \tilde{h}_b^d g^{cd}. \] (1.33)
where we recall that \( \nu_a \) is defined above by (1.13). Inspired by the Fuchsian formulation of the Einstein–Euler equations from [19, 24], we introduce similar variables to parameterize the gravitational fields. As was first observed in [24], this choice of variables in conjunction with the wave gauge (1.21) allows the Einstein equations to be formulated as a Fuchsian system of equations whose coefficients satisfy specific structural conditions that make it possible to derive global estimates on solutions. To define these new variables, we first set
\[ h^{ab} = \tilde{h}_a^c \tilde{h}_b^d g^{cd}, \quad S = \alpha, \quad \alpha = (\det (h^{ab} + \nu^a \nu^b))^{\frac{1}{n-1}}, \quad \alpha = (\det (\tilde{h}_a^c \tilde{h}_b^d g^{cd}))^{\frac{1}{n-1}}, \] (1.34)
\[ q = \lambda + 1 + (3 - n) \ln S \quad \text{and} \quad \tilde{h}^{ab} = \frac{1}{S} h^{ab}. \] (1.35)

We then define the Fuchsian gravitational field variables via
\[ m = \frac{1}{\tilde{A} t} (\lambda + 1), \] (1.36)
\[ p^a = \frac{1}{B t} \xi^a, \] (1.37)
\[ m_d = \nabla_d \lambda - \frac{1}{2 \tilde{A} t} (\lambda + 1) \nu_d, \] (1.38)
\[ p^a_d = \nabla_d \xi^a - \frac{1}{\tilde{B} t} \xi^a \nu_d, \] (1.39)
\[ s^{ab} = \tilde{h}^{ab} - \tilde{h}^{ab}, \] (1.40)
\[ s^{ab}_d = \nabla_d (\tilde{h}^{ab} - \tilde{h}^{ab}), \] (1.41)
\[ s = q, \] (1.42)
\[ s_d = \nabla_d q, \] (1.43)
where \( \tilde{A}, \tilde{B}, \tilde{J}, \tilde{K} \) are constants. The freedom to choose these constants will be used below to eliminate problematic \( 1/t \) singular terms in the evolution equations. We also find it useful in subsequent calculations to let \( h_{ab} \) denote the unique symmetric tensor field satisfying
\[ h_{ab} h^b = 0 \quad \text{and} \quad h^b_{ab} = \tilde{h}_a^c. \]

For the conformal Yang–Mills fields, we employ a temporal gauge defined by
\[ A_a \nu^a = 0, \] (1.44)
and we set
\[ \tilde{A}_b = A_a \tilde{h}_a^b \quad \text{and} \quad E_b = - \nu^p F_{pa} \tilde{h}_a^b. \] (1.45)

Due to the temporal gauge, the one form \( \tilde{A}_b \) completely determines the gauge potential while \( E_b \) defines the conformal electric field associated to the splitting determined by the vector field \( \nu^a \). In order to express the Yang–Mills equations as a first order symmetric hyperbolic system, we find it necessary to introduce the additional fields
\[ \mathcal{E}^a = - h^{ab} E_b, \] (1.46)
\[ H_{ab} = \tilde{h}_a^c F_{ca} \tilde{h}_b^d, \] (1.47)
where we note that $H_{db}$ is the magnetic field associated to the splitting determined by the vector field $\nu^a$. The field $H_{ab}$ is used to express the Yang–Mills equations as a first order system (3.36) in the variables $\tilde{A}_a$, $E_b$, $H_{ab}$, which is non-symmetric. The field $\xi^a$ is then extracted from the non-symmetric part of (3.36), which allows us to rewrite the Yang–Mills equation as a symmetric first order system (3.44) in the variables $\tilde{A}_a$, $E_b$, $\xi^c$, $H_{ab}$. For use in calculations below, we record the identity

$$H_{pq} = \sqrt{\frac{\sin(Ht)}{H}} h^{a}_{p} \nabla_{a} \tilde{A}_{q} - \sqrt{\frac{\sin(Ht)}{H}} h^{a}_{q} \nabla_{a} \tilde{A}_{p} + [\tilde{A}_p, \tilde{A}_q],$$

(1.48)

which is easily derived from (1.1), (1.11), (1.14), (1.30)–(1.31), (1.45) and (A.4).

We then collect the above fields into the single vector

$$U = (\mu, \nu^a, \mu_d, \nu^a_d, \nu^{ab}, \nu^{ab}_d, s, s_d, \xi^a, E_b, H_{db}, \tilde{A}_d).$$

(1.49)

It is this collection of fields that we will use to transform the gauge reduced Einstein–Yang–Mills equations into Fuchsian form.

1.7.4. Derivation of the Fuchsian equation. The majority of this article is devoted to the derivation of the Fuchsian formulation of the gauge reduced conformal Einstein–Yang–Mills equations given by (5.1). The derivation is lengthy but computationally straightforward and it is split into two parts. The first part concerns the derivation of a Fuchsian formulation of the Einstein equations in the wave gauge (1.21) and it is carried out in §3.1 as well as in the appendix §A.6. The resulting Fuchsian equations are displayed in Theorem 3.1. The second part of the derivation is given in §3.2. There a Fuchsian formulation of the Yang–Mills equations in the temporal gauge (1.44) is obtained and the equations are displayed in Theorem 3.2. We then combine the equations from Theorems 3.1 and 3.2 to obtain the Fuchsian equation (5.1).

1.8. Outlines. The paper is organized as follows. In §2, we fix our notation and set out our conventions. In §3, we present a Fuchsian formulation for the conformal Einstein–Yang–Mills system for any dimension $n \geq 4$. In §4 and §5, we analyse the Fuchsian formulation of conformal Einstein–Yang–Mills system, deriving all the necessary estimates and in particular improved estimates for the Yang–Mills field. We show in §6 the uniform bound of the gauge transformation between the different gauges for local existence and for global stability. In the end, we conclude global stability in §7. More supporting materials and calculations are given in the appendices §A–§B. An index of notation is presented in Appendix §C.

2. Preliminaries

In this section, we set out some conventions and notation that we will employ throughout this article.

2.1. Abstract indices and tensor conventions. For tensors, we employ abstract index notation, e.g. see [33, §2.4]. Physical fields will be distinguished with a tilde, e.g. $\tilde{g}_{ab}$, while their conformal counterpart will be denoted with the same letter but without the tilde, e.g. $g_{ab}$. Underlined fields with a tilde, e.g. $\tilde{\nabla}_{\tilde{a}}$, will refer to background fields that are associated with de Sitter spacetime. In line with the above notation, underlined fields without a tilde, e.g. $\tilde{g}_{ab}$, will refer to background fields associated with the conformal de Sitter spacetime. In particular, we use $\nabla$ and $\tilde{\nabla}$ to denote the covariant derivatives associated to the background metrics $\tilde{g}_{ab}$ and $g_{ab}$, respectively, and likewise we use $\tilde{R}^{a}_{cde}$ and $R^{a}_{cde}$ to denote the associated curvature tensors. The other curvature tensor will be denoted using similar notation, e.g. $\tilde{R}_{ab}$ and $R_{ab}$ for the Ricci curvature tensors.
As indicated above, we use $\tilde{\nabla}$ to denote the covariant derivative associated to the physical metric $\tilde{g}_{ab}$, and in line with our conventions, we use $\nabla$ to denote the covariant derivative associated to the conformal metric $g_{ab}$. We also use $\tilde{R}_{cd}^a$ and $R_{cd}^a$ to denote curvature tensors of $\tilde{g}_{ab}$ and $g_{ab}$, respectively, and a similar notation for the other curvature tensors. We also use $\square = g^{ab}\nabla_a\nabla_b$ to denote the wave operator associated to the conformal metric $g_{ab}$.

Unless indicated otherwise, we use the physical metric $\tilde{g}_{ab}$ to raise and lower indices on physical tensors that are not background tensors, and the conformal metric $g_{ab}$ to raise and lower tensor indices on tensors built out of the conformal fields, but are not identically background tensors. For background tensors associated with the de Sitter spacetime, we use the de Sitter metric $\tilde{g}_{ab}$ to raise and lower indices, and correspondingly, we use the conformal background metric $\tilde{g}_{ab}$ to raise and lower indices on background tensor fields associated with the conformal de Sitter spacetime.

It is worth noting at this point that the one forms $\tilde{\nu}_a$ and $\nu_a$, which are derived from the background slicing of the de Sitter spacetime and its conformal counterpart, see (1.13) and (1.15), are not underlined and constitute an exception to our conventions. Any other exceptions to the above conventions will be clearly indicated when they occur.

2.1.1. Index of notation. A list of frequently used definitions and notation is provided in Appendix C.

2.1.2. Index brackets. Round and square brackets on tensor indices are used to identify the symmetric and anti-symmetric, respectively, components of a tensor. For example, $\nabla_{ab}T^{b_{1}...b_{k}}_{c_{1}...c_{l}}$ and $\nabla_{a}T^{b_{1}...b_{k}}_{c_{1}...c_{l}}$ are related via

$$\nabla_{a}T^{b_{1}...b_{k}}_{c_{1}...c_{l}} = \sum_{i} X^{b_{i}}_{a d} T^{b_{1}...d...b_{k}}_{c_{1}...c_{l}} - \sum_{j} X^{d}_{a c_{j}} T^{b_{1}...b_{k}}_{c_{1}...d...c_{l}}$$

where $X^{a}_{bc}$ is defined by

$$X^{a}_{bc} = -\frac{1}{2} \left( g_{ae} \nabla_{b} g^{ae} + g_{be} \nabla_{a} g^{ae} - g^{ae} g_{bd} g_{ef} \nabla_{e} g^{df} \right).$$

Contracting $X^{a}_{bc}$ on the covariant indices yields the vector field

$$X^{a} := g^{bc} X^{a}_{bc} = -\nabla_{c} g^{ae} + \frac{1}{2} g^{ae} g_{df} \nabla_{e} g^{df},$$

which plays an important role in defining the wave gauge.

2.1.4. Sobolev norms for spacetime tensors. To define the Sobolev norms for spacetime tensors that are employed in this article, we first consider the special case of a rank 2 covariant tensor field $S_{ab}$ on a spacetime manifold of the form $I \times \Sigma$, where $I \subset \mathbb{R}$ is an interval and, as above, $\Sigma = S^{n-1}$. Assuming that $t$ is a Cartesian coordinate on $I$, we interpret the associated coordinate vector field $\partial_t$ on $I$ as defining a vector field $(\partial_t)^a$ on $I \times \Sigma$ that satisfies $(\partial_t)^a(dt)_a = 1$.

We then decompose $S_{ab}$ into a scalar $(\partial_t)^a S_{ab}(\partial_t)^b$, a spatial one form $\tilde{h}_{a}^{b} S_{bc}(\partial_t)^c$, and a spatial tensor field $\tilde{h}_{a}^{c} S_{cd} \tilde{h}_{b}^{d}$, where, as above, $\tilde{h}_{ab}$ is the standard metric on $S^{n-1}$, which we interpret as a tensor field on $I \times \Sigma$. Now since $(\partial_t)^a S_{ab}(\partial_t)^b$ is a scalar field, and the tensor fields $\tilde{h}_{a}^{c} S_{cd} \tilde{h}_{b}^{d}$ and $\tilde{h}_{a}^{b} S_{bc}(\partial_t)^c$ are purely spatial, we can, by restricting them to $\Sigma_{t} = \{t \} \times \Sigma$, naturally interpret these as tensor fields on the Riemannian manifold $(\Sigma_{t}, \tilde{h}_{ab})$, which are all trivially
isometric for different values of \( t \). For \( 1 \leq p \leq \infty \) and \( s \in \mathbb{Z}_{\geq 0} \), the \( W^{s,p} \) Sobolev norm of \( S_{ab} \) is then defined by
\[
\|S_{ab}(t)\|_{W^{k,p}} = \|(\partial_t)^a S_{ab}(\partial_t)^b|_{\Sigma_t}\|_{W^{k,p}(\Sigma_t)} + \|\tilde{h}^b_a S_{cd} \partial_t^d|_{\Sigma_t}\|_{W^{k,p}(\Sigma_t)}
\]
for \( t \in I \) where the Sobolev norms \( \| \cdot \|_{W^{k,p}(\Sigma_t)} \) on the Riemannian manifolds \( (\Sigma_t, \tilde{h}_{ab}) \) are defined in the usual way, e.g. see [2, Ch. 2]. We also define
\[
\|S_{ab}\|_{L^{\infty}(I,W^{s,p})} = \sup_{t \in I} \|S_{ab}(t)\|_{W^{s,p}}.
\]

By identifying \( \Sigma_t \) with \( \Sigma \) via the isometry \( \Sigma \ni x \mapsto (t,x) \in \Sigma_t \), we can view \((\partial_t)^a S_{ab}(\partial_t)^b\), \(\tilde{h}^c_a S_{cd} \partial_t^d \) and \(\tilde{h}^c_a S_{cd} \partial_t^d \) as time-dependent tensor fields on the fixed Riemannian manifold \((\Sigma, \tilde{h}_{ab})\). We then have
\[
S_{ab} \in C^k(I,W^{s,p}(\Sigma))
\]
provided each of the maps \( I \ni t \mapsto (\partial_t)^a S_{ab}(\partial_t)^b|_{\Sigma} \in W^{s,p}(\Sigma) \), \( I \ni t \mapsto \tilde{h}^c_a S_{cd} \partial_t^d|_{\Sigma} \in W^{s,p}(\Sigma) \) and \( I \ni t \mapsto \tilde{h}^c_a S_{cd} \partial_t^d|_{\Sigma_t} \in W^{s,p}(\Sigma) \) are \( t \)-times continuously differentiable with respect to \( t \).

The \( W^{k,p} \) norms for general spacetime tensor fields can be defined in a similar fashion.

3. Conformal Einstein–Yang–Mills equations

The aim of this section is to transform the conformal Einstein–Yang–Mills equations into Fuchsian form in a step by step fashion. The Fuchsian formulation of the Yang–Mills equations derived below is new while the Einstein equations are transformed into Fuchsian form following the method used in the articles\(^6\) [18–20,22,24,25].

3.1. Fuchsian formalism of the reduced conformal Einstein equations. We begin the transformation of the Einstein equations (1.2) into Fuchsian form by contracting them with \( \tilde{g}^{ab} \) to get
\[
\tilde{R} = \frac{2}{n-2}(n\Lambda + \tilde{T}),
\]
where we are using \( \tilde{T} = \tilde{g}^{cd} \tilde{T}_{cd} \) to denote the trace of the stress-energy tensor. Inserting (3.1) into (1.2) yields
\[
\tilde{R}_{ab} - \frac{2}{n-2} \Lambda \tilde{g}_{ab} = \tilde{T}_{ab} - \frac{1}{n-2} \tilde{T} \tilde{g}_{ab}.
\]

With the help of (1.6) and (3.2), a straightforward calculation using well-known conformal transformation rules (e.g. [7, Appendix VI]) then shows that the Einstein equations (1.2) transform under the conformal change of variable (1.29)–(1.30) into
\[
R^{ab} = (n-2)(\nabla^a \nabla^b \Psi - \nabla^a \Psi \nabla^b \Psi) + \left(\square \Psi + (n-2) \nabla^c \Psi \nabla_c \Psi + \frac{n-1}{H^2} e^{2\Psi}\right) g^{ab}
\]
\[
+ T^{ab} - \frac{1}{n-2} T g^{ab},
\]
where \( T_{ab} = F_a^c F_{bc} - \frac{1}{2} g_{ab} F^{cd} F_{cd}, \quad T^{ab} = g^{ac} g^{bd} T_{cd}, \quad T = g_{cd} T^{cd}, \) and we note that \( T_{ab} = \tilde{T}_{ab} \) and \( T = e^{2\Psi} \tilde{T} \) by (1.29)–(1.30) and (1.32).

\(^6\)In this article, the conformal factor, e.g. \( \Psi \) (defined by (1.11), i.e., \( \Psi = - \ln(\sin(\mathcal{H}t)/\mathcal{H}) \)), is different but has the same asymptotic properties as \( \Psi = - \ln t \), i.e. \( \sin(\mathcal{H}t) \sim \tan(\mathcal{H}t) \sim \mathcal{H}t \) near \( t = 0 \). It is because of this that the same methods continue to work.
3.1.1. The reduced Einstein equations. The next step in transforming the Einstein equations into Fuchsian form is to select a wave gauge that will allow us to formulate the Einstein equations as a symmetric hyperbolic system and eliminate problematic singular terms. To this end, we set

\[ Z^a = X^a + Y^a \]  

(3.4)

where \( X^a \) is as defined above by (2.1) and\(^7\)

\[ Y^a = -(n - 2)\nabla^a \Psi + \eta^a \quad \text{with} \quad \eta^a = (n - 2)\nabla^a \Psi = -\frac{n - 2}{\tan(Ht)} \nu^a. \]  

(3.5)

The wave gauge that we employ for the conformal Einstein equations is then defined by the vanishing of the vector field (3.4), that is,

\[ Z^a = 0. \]  

(3.6)

This gauge choice is preserved by the evolution and so we only need to choose initial data so that \( Z^a \) vanishes on the initial hypersurface to ensure that it vanishes throughout the evolution. We will refer to the conformal Einstein equations in the wave gauge (3.6) as the reduced conformal Einstein equations.

**Lemma 3.1.** The reduced conformal Einstein equations are given by

\[
\begin{align*}
\frac{1}{2}g^{cd}\nabla_c\nabla_dg^{ab} + \tilde{R}^{ab} + P^{ab} + Q^{ab} + \frac{1}{n-2}X^aX^b - (n-2)\nu_cg^{(a}b^{b)} & \\
+ \frac{n-2}{2\tan^2(Ht)}\nu^a(g^{bc} - \frac{2}{n}g^{bc})\nu_c + \frac{n-2}{2\tan^2(Ht)}\nu^b(g^{ac} - \frac{2}{n}g^{ac})\nu_c & \\
= \frac{n-2}{2\tan(Ht)}\nu^a\nabla_aT^{ab} + \left(\frac{\lambda+1}{\sin^2(Ht)} + (n-2)\right)g^{ab} + g^{bd}F^{ac}F_{dc} - \frac{1}{2(n-2)}g^{ab}F_{cd}F_{cd}. & (3.7)
\end{align*}
\]

where \( P^{ab} \) (linear and quadratic terms in \( g^{bc} - \frac{2}{n}g^{bc} \)) are \( Q^{ab} \) (quadratic terms in \( \nabla_c g^{bd} \)) are defined below by (A.3).

Before proving this lemma, we first observe that corollary below follows from setting \( g^{ab} = \frac{\nu^a}{\nu^b} \), \( \lambda = -1 \), and \( F_{cd} = 0 \) in (3.7).

**Corollary 3.1.** The Ricci tensor of the conformal de Sitter metric \( g^{ab} \) is given by

\[ \tilde{R}^{ab} = (n-2)\nu^a \nu^b \]

and satisfies the relations

\[ \tilde{R}^{ab}\nu_a\nu_b = 0, \quad \tilde{R}^{ab}\nu_a\nu^f = 0 \quad \text{and} \quad \tilde{R}^{ab}\nu_b^e\nu_f = (n-2)\nu^e \nu_f. \]

**Proof of Lemma 3.1.** The reduced Einstein equations are obtained from the Einstein equations (3.3) by adding the term \(-\nabla^{(a}Z^{b)} - \frac{1}{n-2}\lambda_{a}^{b}Z^{c} \) that vanishes when the wave gauge \( Z^a = 0 \) holds. The resulting equations are given by

\[
\begin{align*}
R^{ab} - \nabla^{(a}Z^{b)} - \frac{1}{n-2}\lambda^{ab}_{c}Z^{c} = T^{ab} - \frac{1}{n-2}g^{ab}g^{cd}T_{cd} + (n-2)(\nabla^a\nabla^b\Psi - \nabla^a\Psi\nabla^b\Psi) & \\
+ \left(\Box\Psi + (n-2)\nabla^c\Psi\nabla_c\Psi + \frac{n-1}{H^2}e^{2\Psi}\right)g^{ab}, & (3.8)
\end{align*}
\]

\(^7\)These choices for \( Y^a, \eta^a \), and the tensor \( \lambda_{a}^{b} \) defined below are made in order to eliminate problematic \( 1/t \) singular terms in the conformal Einstein equations. This type of gauge fixing was first introduced in [24].
where $A_{ac}^{ab}$ is defined by

$$A_{ac}^{ab} = -X^{(a} \delta_{c}^{b)} + Y^{(a} \delta_{c}^{b)},$$

and we note that

$$-\frac{1}{n-2} A_{ac}^{ab} Z^c = \frac{1}{n-2} X^a X^b - \frac{1}{n-2} Y^a Y^b \quad \text{and} \quad -\nabla^{(a} Z^b) = -\nabla^{(a} Y^b) - \nabla^{(a} X^b.$$

Recalling the decomposition (A.3) for the conformal Ricci tensor from Lemma A.2 and noting the identity

$$T^{ab} - \frac{1}{n-2} g^{ab} g^{cd} T_{cd} = g^{bd} F_{ac} F_{dc} - \frac{1}{2(n-2)} g^{ab} F_{cd} F_{cd},$$

it is then straightforward to verify that reduced conformal Einstein equations (3.8) can be expressed as

$$\frac{1}{2} g^{cd} \nabla_d g^{ab} + P^{ab} + Q^{ab} + \frac{1}{n-2} X^a X^b - \nabla^{(a} Y^b) - \frac{1}{n-2} Y^a Y^b$$

$$= (n-2)(\nabla^a \nabla^b \Psi - \nabla^a \Psi \nabla^b \Psi) + \left( \Box \Psi + (n-2) \nabla^c \Psi \nabla_c \Psi + \frac{n-1}{H^2} \frac{H^2}{\sin^2(Ht)} \right) g^{ab}$$

$$+ g^{bd} F_{ac} F_{dc} - \frac{1}{2(n-2)} g^{ab} F_{cd} F_{cd}, \quad (3.9)$$

where $P^{ab}$ and $Q^{ab}$ are defined below by (A.3). But by (3.5), we observe with the help of the identity (A.2) from Lemma A.1 that

$$-\nabla^{(a} Y^b) = (n-2) \nabla^a \nabla^b \Psi - \frac{n-2}{\sin^2(Ht)} \nu^c g^{(a} \nu^{b)} - \frac{n-2}{2 \tan(Ht)} \nu^c \nabla^a g^{(a} \nu^{b)}.$$

Using this expression and (3.5) allows us to write (3.9) as

$$\frac{1}{2} g^{cd} \nabla_d g^{ab} + P^{ab} + P^{ab} + Q^{ab} + \frac{1}{n-2} X^a X^b + (n-2) \nabla^a \nabla^b \Psi - \frac{n-2}{\sin^2(Ht)} \nu^c g^{(a} \nu^{b)}$$

$$- \frac{n-2}{2 \tan(Ht)} \nu^c \nabla^a g^{ab} - \frac{1}{n-2} (-{(n-2) \nabla^a \Psi + \eta^a}) (-{(n-2) \nabla^b \Psi + \eta^b})$$

$$= (n-2)(\nabla^a \nabla^b \Psi - \nabla^a \Psi \nabla^b \Psi) + \left( \Box \Psi + (n-2) \nabla^c \Psi \nabla_c \Psi + \frac{n-1}{H^2} \frac{H^2}{\sin^2(Ht)} \right) g^{ab}$$

$$+ g^{bd} F_{ac} F_{dc} - \frac{1}{2(n-2)} g^{ab} F_{cd} F_{cd}.$$

Finally, using the identity (A.6) from Lemma A.3 and the relation

$$X^a \nu_a = -Y^a \nu_a = -\frac{n-2}{\tan(Ht)} (\lambda + 1),$$

the above formulation of the reduced Einstein equations is easily seen to be equivalent to (3.7), which completes the proof. □

We proceed by deriving a $(n-1)+1$ decomposition of the reduced Einstein equations that is formulated in terms of the variables defined by (1.33) and (1.45). Here, one should view the gravitational fields $\lambda + 1, \xi^a$ and $h^{ab} - \frac{1}{2} h^a h_b$ as being small, and hence, representing perturbations of the background de Sitter solution. As we establish in the following corollary, each of these perturbed variables satisfies a wave equation.
Corollary 3.2. Let $\lambda$, $\xi^e$, $h^{ab}$, $E_b$ and $H_{ab}$ be as defined above by (1.33), (1.45) and (1.47). Then $\lambda + 1$, $\xi^a$ and $h^{ab} - h^{ab}_\lambda$ satisfy the wave equations

$$
\frac{1}{2}g^{cd}\nabla_c\nabla_d(\lambda + 1) + P^{ab}\nu_a\nu_b + Q^{ab}\nu_a\nu_b + \frac{1}{n - 2}X^aX^b\nu_a\nu_b
$$

$$
= \frac{n - 2}{2\tan(Ht)}\nu^c\nabla_c(\lambda + 1) + \frac{(\lambda + 1)^2}{\sin^2(Ht)} + \frac{n - 3}{\sin^2(Ht)}(\lambda + 1) - (n - 2)(\lambda + 1)
$$

$$
+ (\nu_a\nu_b g^{bd}g^{ad} - \frac{1}{2(n - 2)}\lambda g^{ad})g^{de}(H_{\alpha\delta} - E_{\alpha}\nu_{\delta} + \nu_{\alpha}E_{\delta})(H_{dc} - E_d\nu_c + \nu_dE_c),
$$

(3.10)

and

$$
\frac{1}{2}g^{cd}\nabla_c\nabla_d(h^{ef} - h^{ef}_\lambda) + \frac{1}{2}\nu^c\nabla_c(h^{ef} - h^{ef}_\lambda) + \frac{\lambda + 1}{\sin^2(Ht)} + (n - 2)(h^{ef} - h^{ef}_\lambda)
$$

$$
+ (h^{ef}_\lambda h^{fb}_b g^{ad} - \frac{1}{2(n - 2)}h^{ef}_\lambda g^{ad})g^{ce}(H_{\alpha\delta} - E_{\alpha}\nu_{\delta} + \nu_{\alpha}E_{\delta})(H_{dc} - E_d\nu_c + \nu_dE_c),
$$

(3.12)

respectively.

Proof. Expressing the non-linear source term in (3.7) involving $F_{ab}$ in terms of $E_b$ and $H_{ab}$, see (1.45) and (1.47), as

$$
g^{bd}F^{ac}F_{dc} - \frac{1}{2(n - 2)}g^{ab}F^{cd}F_{cd}
$$

$$
= (g^{bd}g^{ad} - \frac{1}{2(n - 2)}g^{ab}g^{da})g^{ce}(H_{\alpha\delta} - E_{\alpha}\nu_{\delta} + \nu_{\alpha}E_{\delta})(H_{dc} - E_d\nu_c + \nu_dE_c),
$$

the proof then follows from applying $\nu_a\nu_b$, $\nu_a h^{e}_b$, and $h^{e}_a h^{f}_b$ to (3.7) and employing Corollary 3.1 and the relation (A.1) from Lemma A.1.

Next, we further decompose the gravitational field $h^{ab}$ in terms of the variables $q$ and $h^{ab}$ defined by (1.35). To carry out the decomposition, we introduce the projection operator

$$
\mathcal{L}^{ab}_{cd} = \delta^a_c\delta^b_d - \frac{1}{n - 1}h^{ab}h_{cd}.
$$

(3.13)

The motivation for the additional decomposition of $h^{ab}$ is that, due to the identity

$$
\mathcal{L}^{ab}_{cd} h^{cd} = 0,
$$

(3.14)

an application of the projection (3.13) to the wave equation (3.12) for $h^{ab}$ removes the problematic singular term $h^{ef}_\lambda \frac{\lambda + 1}{\sin^2(Ht)}$ and results in a wave equation for $h^{ab}$. As we shall see in the following corollary, the particular form of the variable $q$ is chosen to remove problematic singular terms its evolution equation, which also happens to be a wave equation.
Corollary 3.3. Let \( q \) and \( h^{ab} - h^{\hat{ab}} \) be defined by (1.35). Then \( q \) and \( h^{ab} - h^{\hat{ab}} \) satisfy the wave equations
\[
\frac{1}{2} g^{cd} \nabla_c \nabla_d q - \frac{3 - n}{2(n-1)} g^{cd} \nabla_c h_{ef} \nabla_d h^{ef} + \frac{3 - n}{n-1} h^{ab} P^{ab} + \frac{3 - n}{n-1} h^{ab} Q^{ab} \\
+ \frac{3 - n}{(n-1)(n-2)} h_{ab} X^a X^b + P^{ab} \nu_a \nu_b + Q^{ab} \nu_a \nu_b + \frac{1}{n-2} X^a X^b v_a \nu_b \\
= \frac{(n-2)}{2 \tan (Ht)} \nu^c \nabla_c q + (\lambda + 1)^2 \frac{1}{\sin^2 (Ht)} - (n-2)(\lambda + 1) + \frac{3 - n}{n-1} h_{ab} g^{bd} g^{\hat{a} \hat{b}} \\
- \frac{3 - n + \lambda}{2(n-2)} g^{d \hat{a}} + \nu_a \nu_b g^{bd} g^{\hat{a} \hat{b}} \cdot g^{cc} (H_{\hat{a}\hat{c}} - E_a \nu_{\hat{c}} + \nu_a E_{\hat{c}}) (H_{dc} - E_d \nu_c + \nu_d E_c),
\] (3.15)
and
\[
\frac{1}{2} g^{cd} \nabla_c \nabla_d (h^{ab} - h^{\hat{ab}}) - \frac{1}{2} g^{cd} \nabla_c (S^{-1} L_{ef}^{ab}) \nabla_d h^{ef} + S^{-1} L_{ef}^{ab} h^{e} \nu_{\parallel b} \nu^{b} P^{ab} \\
+ S^{-1} L_{ef}^{ab} h^{e} \nu_{\parallel b} \nu^{b} Q^{ab} + \frac{1}{n-2} S^{-1} L_{ef}^{ab} h^{e} \nu_{d} \nu^{d} X^a X^b \\
= \frac{n-2}{2 \tan (Ht)} \nu^c (h^{ab} - h^{\hat{ab}}) - (n-2) S^{-1} L_{cd}^{ab} (h^{cd} - h^{\hat{cd}}) \\
+ S^{-1} L_{ef}^{ab} h^{e} \nu_{d} \nu^{d} g^{bd} g^{\hat{a} \hat{b}} g^{cc} (H_{\hat{a} \hat{c}} - E_a \nu_{\hat{c}} + \nu_a E_{\hat{c}}) (H_{dc} - E_d \nu_c + \nu_d E_c),
\] (3.16)
respectively.

Proof. Rather than deriving the wave (3.15) for \( q \) directly, we first derive a wave equation for \( \ln S \), where we recall that \( S \) is defined by (1.34). We begin the derivation by noting from Jacobi’s identity and the definition of \( \alpha \), see (1.34), that
\[
(n-1) \nabla_d (\ln \alpha) = h_{ab} \partial_d h^{ab} = h_{ab} \nabla_d h^{ab} + h_{ab} \partial_d h^{\hat{ab}} \quad \text{and} \quad (n-1) \nabla_d (\ln \alpha) = h_{ab} \nabla_d h^{\hat{ab}}.
\]
Using these expressions, we obtain
\[
h_{ab} \nabla_d h^{ab} = (n-1) \nabla_d (\ln S),
\]
which, after differentiating, yields
\[
h_{ab} g^{cd} \nabla_c \nabla_d h^{ab} = (n-1) g^{cd} \nabla_c \nabla_d (\ln S) - g^{cd} \nabla_c h_{ab} \nabla_d h^{ab}.
\] (3.17)
Contracting (3.12) with \( h_{ef}/(n-1) \) while making use of (3.17) then shows that \( \ln S \) satisfies
\[
\frac{1}{2} g^{cd} \nabla_c \nabla_d (\ln S) - \frac{1}{2(n-1)} g^{cd} \nabla_c h_{ef} \nabla_d h^{ef} + \frac{1}{n-1} h_{ab} P^{ab} + \frac{1}{n-1} h_{ab} Q^{ab} \\
+ \frac{1}{(n-1)(n-2)} h_{ab} X^a X^b = \frac{n-2}{2 \tan (Ht)} \nu^c \nabla_c \ln S + (\lambda + 1) \frac{1}{\sin^2 (Ht)} \\
+ \left( \frac{1}{n-1} h_{ab} g^{bd} g^{\hat{a} \hat{b}} - \frac{1}{2(n-2)} g^{d \hat{a}} \right) g^{cc} (H_{\hat{a} \hat{c}} - E_a \nu_{\hat{c}} + \nu_a E_{\hat{c}}) (H_{dc} - E_d \nu_c + \nu_d E_c).
\] (3.18)
Noting the singular terms \( (\lambda + 1) \frac{1}{\sin (Ht)} \) in (3.18) and \( \frac{n-3}{\sin^2 (Ht)} (\lambda + 1) \) in (3.10), the combination \( (3 - n) \times (3.18) + (3.10) \) removes these terms and, with the help of the definition (1.35) of \( q \), leads to the wave equation (3.15) for \( q \).

In order to obtain the wave equation (3.16), we first note from (1.35) and (3.13) that
\[
\frac{1}{S} L_{cd}^{ab} \nabla_c h^{cd} = \nabla_c h^{\hat{ab}}.
\] (3.19)
Making use of the identities (3.14)–(3.19), it follows from applying $S^{-1} \mathcal{L}^{ab}_{\text{ef}}$ to (3.12) that
\[
\frac{1}{2} g^{cd} \nabla_d h^{ab} - \frac{1}{2} g^{cd} \nabla_c (S^{-1} \mathcal{L}^{ab}_{\text{ef}}) \nabla_d h^{ef} + S^{-1} \mathcal{L}^{ab}_{\text{ef}} h^e_b h^f_b P^{ab} \\
+ S^{-1} \mathcal{L}^{ab}_{\text{ef}} h^e_b h^f_b Q^{ab} + \frac{1}{n-2} S^{-1} \mathcal{L}^{ab}_{\text{ef}} h^e_b Q^{ab} = \frac{n-2}{2 \tan(HT)} \nabla_a h^{ab} + (n-2)S^{-1} \mathcal{L}^{ab}_{\text{cd}} (h^{cd} - h^{ed}) \\
+ S^{-1} \mathcal{L}^{ab}_{\text{ef}} h^e_b h^f_b g^{bd} g^{ce} (H_{bc} - E_{bc} \nu_c + \nu_d E_c) (H_{de} - E_{de} \nu_c + \nu_d E_c).
\]
However, due to (3.14), we have
\[
(n-2)S^{-1} \mathcal{L}^{ab}_{\text{cd}} (h^{cd} - h^{ed}) = (n-2)S^{-1} \mathcal{L}^{ab}_{\text{cd}} (h^{cd} - S^{-1} h^{ed}),
\]
and so, $h^{ab}$ satisfies the wave equation (3.16).

3.1.2. A Fuchsian formulation of the reduced conformal Einstein equations. In this section, we transform the second order wave equations (3.10)–(3.11) and (3.15)–(3.16) for the gravitational fields $\lambda$, $\xi^a$, $q$ and $h^{ab}$ into a first order, symmetric hyperbolic Fuchsian equation that is expressed in terms of the renormalized fields (1.36)–(1.43). From (1.36)–(1.43), we observe that
\[
\nabla_d \lambda = m_d + \frac{\dot{A}}{3H} m \nu_d \quad \text{and} \quad \nabla_d \xi^a = p^a_d + \frac{\dot{B}}{kH} p^a \nu_d.
\]
Using these relations and (1.13), we obtain the first order equations
\[
\nabla_d m = \left( \frac{1}{3} - 1 \right) \frac{1}{Ht} m \nu_d + \frac{1}{k} m_d,
\]
and
\[
\nabla_d p^a = \left( \frac{1}{k} - 1 \right) \frac{1}{Ht} p^a \nu_d + \frac{1}{b} p^a_d,
\]
from differentiating (1.36), (1.37), (1.40) and (1.42). In the derivation of our Fuchsian formulation, we will need to consider these first order equations as well as the second order wave equations (3.10)–(3.11) and (3.15)–(3.16).

In the following, we use repeatedly the symmetrizing tensor $Q^{edc}$ defined by
\[
Q^{edc} = \nu^e g^{dc} + \nu^d g^{ec} - \nu^c g^{ed}
\]
to cast the reduced conformal Einstein equations in first order form. To illustrate how this tensor is employed, we consider first the wave equation (3.16). Using the symmetrizing tensor $Q^{edc}$, we observe that the principle part of (3.16), which by (1.40) is given by $g^{cd} \nabla_d s^{ab}$, can be expressed in the symmetric form $Q^{edc} \nabla_d s^{ab}$ using the relation
\[
\nu^e (g^{cd} \nabla_d s^{ab}) = Q^{edc} \nabla_d s^{ab} - (\nu^d g^{ce} \nabla_d s^{ab} - \nu^c g^{ed} \nabla_d s^{ab})
= Q^{edc} \nabla_d s^{ab} - \nu^d g^{ce} (\nabla_d g^{ab} - \nabla_d g^{ab})
= Q^{edc} \nabla_d s^{ab} + \nu^d g^{ce} (R_{cd} a^e s^{fb} + R_{ed} d^b s^{fa}).
\]
In this way, the symmetrizing tensor $Q^{edc}$ can be used to obtain a symmetric hyperbolic formulation from the wave equation (3.16).

With the preliminary calculations out of the way, we are now ready to complete the transformation of the reduced conformal Einstein equations into Fuchsian form. This will be done
in a sequence of steps starting with the Fuchsian formulation of the wave equation (3.10) for λ + 1. The resulting Fuchsian equation is displayed in the following lemma.

**Lemma 3.2.** Let \( U \) be defined by (1.49). Then the wave equation (3.10) for the gravitational field λ + 1 can be expressed in the first order Fuchsian form

\[
-\bar{A}_1^a \nu^c \nabla^c \left( \frac{-\nu^e m_e}{m} \right) + \bar{A}_1^b \nu^b \nabla^b \left( \frac{-\nu^e m_e}{m} \right) = \frac{1}{Ht} \bar{B}_1 \left( \frac{-\nu^e m_e}{m} \right) + \bar{G}_1,
\]

where

\[
\bar{A}_1^a = \begin{pmatrix} -\lambda & 0 & 0 \\ 0 & h^c_h & 0 \\ 0 & 0 & \bar{E}(-\lambda) \end{pmatrix}, \quad \bar{A}_1^b = \begin{pmatrix} -\xi^b & -h^b \nu^e & 0 \\ -h^b & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \bar{G}_1 = \begin{pmatrix} \nu \Delta_c^e(t, U) \\ \nu \Delta_c^e(t, U) \\ 0 \end{pmatrix},
\]

\[
\bar{B}_1 = \begin{pmatrix} (n - 2 - \frac{1}{2})(-\lambda) & 0 & (2 - \frac{1}{2}) \left( \frac{1}{2} - n + 3 \right) \frac{2}{H}(\lambda) \\ 0 & \frac{1}{2} h^c_h & \bar{E}(\lambda) \\ \bar{E}(\lambda) & 0 & \bar{E}(\lambda) \end{pmatrix}.
\]

\( \bar{E} \) is an arbitrary constant constant, and

\[
\Delta_c^e(t, U) = \left( 2 - \frac{1}{3} \right) \left( n - 3 - \frac{1}{3} \right) \frac{\tilde{A}^2}{H^2} m^2 \nu^e - \frac{\tilde{B}}{3H} M d a \nu^e - \frac{\tilde{A}}{3H} p^a m_a \nu^e + \frac{1}{3H} h^c_h m c + \frac{1}{3H} m c^e \nu^d m_d - \frac{1}{3H} p^a m_a \nu^e
\]

- \left( \frac{1}{H} \frac{1}{\tan(Ht)} \right) (n - 2) \nu^c m_c + \left( \frac{1}{H} \frac{1}{\tan(Ht)} \right) (n - 2) \frac{\tilde{A}}{3H} m c^e
\]

\[
- 2(n - 3) \left( \frac{1}{(Ht)^2} + \frac{1}{\sin^2(Ht)} \right) \tilde{A} m c^e - \frac{2(\tilde{A} t m)^2}{\sin^2(Ht)} \nu^e - 2(n - 2) \tilde{A} t m c^e
\]

\[
- 2 P^a b \nu_a \nu_b \nu^e - 2 Q^ab \nu_a \nu_b \nu^e - \frac{2}{n - 2} X^a X^b \nu_a \nu_b \nu^e + 2 \nu^e \nu_a g^{bd} g^{a d} - \frac{1}{(n - 2)} \lambda g^{a d} g^{c e} (H \lambda c^e - E_a \nu_c + \nu_a E_c)(H \lambda c^e - E_a \nu_c + \nu_a E_c).
\]

**Proof.** Using the definition (1.36) and (1.38) for \( m_d \) and \( m \), respectively, we can express the wave equation (3.10) for \( \lambda + 1 \) as

\[
g^{c d} \nabla c \nu d m_d =
\]

- \frac{n - 2}{\tan(Ht)} \nu^e m_c - \frac{n - 2}{\tan(Ht)} \frac{\tilde{A}}{3H} m(n + 2 + \lambda) - 2 P^a b \nu_a \nu_b - 2 Q^ab \nu_a \nu_b
\]

- \left( \frac{1}{3H^2} \right) \frac{1}{\sin^2(Ht)} \lambda m - \frac{\tilde{B}}{3H} p^a m_a + \frac{1}{3H} \lambda \nu^a m_a - \frac{2}{n - 2} X^a X^b \nu_a \nu_b
\]

+ \left( \nu_a \nu_b g^{bd} g^{a d} - \frac{1}{(n - 2)} \lambda g^{a d} \right) g^{c e} (H \lambda c^e - E_a \nu_c + \nu_a E_c)(H \lambda c^e - E_a \nu_c + \nu_a E_c).
\]

(3.25)
Multiplying (3.25) by \( \nu^e \) yields

\[
\nu^e \gamma^{cd} \nabla_m m_d = \left( n - 2 - \frac{1}{3} \right) \frac{1}{Ht} \nu^e \nu^d m_d \left( \frac{1}{3} \left( n - 1 - \frac{1}{3} \right) - 2n + 6 \right) \frac{1}{H^2 t} m \nu^e + \Delta^e_{11}
\]  

(3.26)

where \( \Delta^e_{11} \) is defined by

\[
\Delta^e_{11} = \frac{1}{3H} \tilde{m} \nu^e \nu^d m_d - \frac{\tilde{A}}{3H^2} \left( \frac{1}{3} - 1 \right) \tilde{m}^2 \nu^e - \left( \frac{1}{Ht} - \frac{1}{\tan(Ht)} \right) (n - 2) \nu^e \nu^d m_e
\]

\[
+ \left( \frac{1}{Ht} - \frac{1}{\tan(Ht)} \right) (n - 2) \frac{\tilde{A}}{3H} m \nu^e - 2(n - 3) \left( \frac{1}{H^2 t} - \frac{1}{\sin^2(Ht)} \right) \tilde{m} \nu^e + \frac{2(\tilde{A} t m)^2}{\sin^2(Ht)} \nu^e
\]

\[
- 2(n - 2) \tilde{m} t \nu^e - \frac{\tilde{B}}{3H} b^a m_a \nu^e - 2P^{ab} \nu_a \nu_b \nu^e - 2Q^{ab} \nu_a \nu_b \nu^e - \frac{2}{n - 2} X^a X^b \nu_a \nu_b \nu^e
\]

\[
+ 2 \nu^e \left( \nu_a b^b g^{d a} - \frac{1}{2(n - 2)} \lambda g^{d a} \right) g^{c e} (H \tilde{a} e - E_a \nu^e + \nu^a E_e) (H \tilde{a} c - E_d \nu^e + \nu^d E_e).
\]  

(3.27)

To symmetrize the system, we use the symmetrizing tensor \( Q^{edc} \) defined by (3.24) as well as the identities

\[
\frac{1}{t} \nu^d \nu^e = \frac{1}{t} Q^{f gc} \nu_c (\delta^e_f \delta^d_g - h^{ef} h^{gd}) + \tilde{m} \nu^d \nu^e \quad \text{and} \quad \frac{1}{t} \nu^e = -\frac{1}{t} Q^{edc} \nu_c \nu^d m + \tilde{m} \nu^e,
\]  

(3.28)

which are a consequence of the definitions (1.33), (1.36) and (3.24). By (3.24) and (3.26), we have

\[
Q^{edc} \nabla_m m_d - (\nu^d \gamma^{ed} \nabla m_d - \nu^e \gamma^{ed} \nabla m_d)
\]

\[
= \left( n - 2 - \frac{1}{3} \right) \frac{1}{Ht} Q^{f gc} \nu_c (\delta^e_f \delta^d_g - h^{ef} h^{gd}) m_d
\]

\[
+ \left( 2 - \frac{1}{3} \right) \left( \frac{1}{3} - n + 3 \right) \frac{\tilde{A}}{H^2 t} Q^{edc} \nu_c \nu^d m_d + \Delta^e_{12},
\]  

(3.29)

where we note that \( \frac{1}{3} \left( n - 1 - \frac{1}{3} \right) - 2n + 6 = (2 - \frac{1}{3}) \left( \frac{1}{3} - n + 3 \right) \) and \( \Delta^e_{12} \) is defined by

\[
\Delta^e_{12} = \left( n - 2 - \frac{1}{3} \right) \frac{\tilde{A}}{H} m \nu^e \nu^d m_d - \left( 2 - \frac{1}{3} \right) \left( \frac{1}{3} - n + 3 \right) \frac{\tilde{A}^2}{H^2 t} m^2 \nu^e + \Delta^e_{11},
\]

with \( \Delta^e_{11} \) given by (3.27). Observing from (3.20) and (3.21) that

\[
\nu^d \gamma^{ed} \nabla m_d = \nu^d \gamma^{ed} \nabla m_d - \nu^e \gamma^{ed} \nabla m_d = \nu^d \gamma^{ec} (\nabla m_d - \nabla m_c)
\]

\[
= \nu^d \gamma^{ec} \left( \nabla \nabla \lambda - \frac{\tilde{A} m}{3H} \nu^d - \nabla \nabla \lambda + \frac{\tilde{A} m}{3H} \nu^d \right) = \frac{\tilde{A}}{3H} \nu^d \gamma^{ec} (-\nabla m \nu^e + \nabla \nu^e)
\]

\[
= \frac{\tilde{A}}{3H} \nu^d \gamma^{ed} \nabla m_d = \frac{1}{3Ht} \gamma^{ed} h^d m_d = \frac{1}{3Ht} (h^d - \xi^d \nu^e) m_d = -\frac{\tilde{B}}{3H} \nu^d \nu^e + \frac{1}{3Ht} m \nu^e
\]

\[
= -\frac{\tilde{B}}{3H} \nu^d \nu^e + \frac{1}{3Ht} Q^{edc} \nu^d \nu^e h^d m_d,
\]

we find after substituting this expression into (3.29) that

\[
Q^{edc} \nabla m_d = \left( n - 2 - \frac{1}{3} \right) \frac{1}{Ht} Q^{f gc} \nu_c (\delta^e_f \delta^d_g - h^{ef} h^{gd}) m_d
\]
To complete the derivation, the evolution equation (3.30) of \( m_d \) needs to be supplemented with a first order evolution equation for \( m \). Using the identity \( Q^{e\mu \nu_b \nu_c} = \lambda \nu^e \) from Lemma A.4, it follows immediately from (3.21) that \( m \) evolves according to

\[
\ddot{\mathbf{E}} \lambda \nu^e \nabla_e m = -\ddot{\mathbf{E}} \lambda \left( \frac{1}{T} - 1 \right) \frac{1}{H t} \dot{m} + \ddot{\mathbf{E}} \nu \lambda \epsilon m \nu^e,
\]

where \( \ddot{\mathbf{E}} \) is a constant will be fixed later. Combining this equation with (3.30) in a matrix form yields the singular symmetric hyperbolic system

\[
\mathbf{A}^e_i \nabla_e \left( \frac{m_d}{m} \right) = \frac{1}{H t} \mathbf{B}_1 \left( \frac{m_d}{m} \right) + \left( \Delta^e_i \right)
\]

where

\[
\mathbf{A}^e_i = \begin{pmatrix}
Q^{edc} & 0 \\
0 & \lambda \dot{\mathbf{E}} \nu^e
\end{pmatrix}
\]

and

\[
\mathbf{B}_1 = \begin{pmatrix}
Q^{abc} & 0 \\
0 & \nu \lambda \dot{\mathbf{E}}
\end{pmatrix} \begin{pmatrix}
(n - 2 - \frac{1}{T}) \left( \delta^e_a \delta^d_b - h^e_a h^d_b \right) & \frac{1}{T} \delta^d_a \nu_b \\
-\frac{1}{T} h^e_a h^d_b & \nu \lambda \dot{\mathbf{E}} \nu^e
\end{pmatrix}
\]

\[
\mathbf{A}^e_i \nabla_e \left( \frac{-\nu^e m_e}{m} \right) = \frac{1}{H t} \mathbf{B}_1 \left( \frac{-\nu^e m_e}{m} \right) + \mathbf{G}_1
\]

where

\[
\mathbf{A}^e_i = \begin{pmatrix}
\nu \epsilon Q^{edc} \nu_d & \nu \epsilon Q^{edc} \nu_d \\
0 & \nu \epsilon Q^{edc} \nu_d
\end{pmatrix} - \frac{1}{H t} \frac{\dot{\mathbf{B}}_1}{\dot{\mathbf{E}}} \begin{pmatrix}
\nu \epsilon Q^{edc} \nu_d & \nu \epsilon Q^{edc} \nu_d \\
0 & \nu \epsilon Q^{edc} \nu_d
\end{pmatrix}, \quad \mathbf{G}_1 = \begin{pmatrix}

\Delta^e_i \gamma
\end{pmatrix}
\]

and

\[
\mathbf{B}_1 = \begin{pmatrix}
\nu \epsilon Q^{edc} \nu_d & \nu \epsilon Q^{edc} \nu_d \\
0 & \nu \epsilon Q^{edc} \nu_d
\end{pmatrix}
\]

\[
\mathbf{A}^e_i \nabla_e \left( \frac{-\nu^e m_e}{m} \right) = \frac{1}{H t} \mathbf{B}_1 \left( \frac{-\nu^e m_e}{m} \right) + \mathbf{G}_1
\]

To complete the proof, we observe from Lemma A.4 that \( \bar{\mathbf{A}}^e_i h^b_c \) and \( \bar{\mathbf{A}}^0 := \bar{\mathbf{A}}^e_i \nu^e \) agree with the formulas provided in the statement of the lemma.

\[ \square \]
Corresponding Fuchsian formulations of the wave equations (3.11) and (3.15)–(3.16) for the gravitation fields $\xi^e$, $q$ and $h^{ab} - \mathcal{H}^{ab}$ can be derived using similar arguments. Detailed derivations are provided in Appendix A, see Lemmas A.6–A.8. The Fuchsian formulations for all the gravitational wave equations (3.10)–(3.11) and (3.15)–(3.16) are displayed together in the theorem below. The Fuchsian formulation of the Yang–Mills equations will be derived separately in §3.2.

**Theorem 3.1.** The reduced conformal Einstein equations can be expressed in the following first order, symmetric hyperbolic Fuchsian form:

\[
\begin{align*}
- \bar{\mathbf{A}}_1^0 \nu^e \nabla_e \left( \frac{-\nu^f m_e}{m} \right) + \bar{\mathbf{A}}_1^b h^b_e \nabla_e \left( \frac{-\nu^f m_e}{m} \right) &= \frac{1}{Ht} \bar{B}_1 \left( \frac{-\nu^f m_e}{m} \right) + \bar{G}_1(t, U), \\
- \bar{\mathbf{A}}_2^0 \nu^e \nabla_e \left( \frac{-\nu^f p^a_e}{p^a} \right) + \bar{\mathbf{A}}_2^b h^b_e \nabla_e \left( \frac{-\nu^f p^a_e}{p^a} \right) &= \frac{1}{Ht} \bar{B}_2 \left( \frac{-\nu^f p^a_e}{p^a} \right) + \bar{G}_2(t, U), \\
- \bar{\mathbf{A}}_3^0 \nu^e \nabla_e \left( \frac{-\nu^f \bar{s}^{ab}_e}{\bar{s}^{ab}_e} \right) + \bar{\mathbf{A}}_3^b h^b_e \nabla_e \left( \frac{-\nu^f \bar{s}^{ab}_e}{\bar{s}^{ab}_e} \right) &= \frac{1}{Ht} \bar{B}_3 \left( \frac{-\nu^f \bar{s}^{ab}_e}{\bar{s}^{ab}_e} \right) + \bar{G}_3(t, U), \\
- \bar{\mathbf{A}}_4^0 \nu^e \nabla_e \left( \frac{-\nu^f s^e}{s} \right) + \bar{\mathbf{A}}_4^b h^b_e \nabla_e \left( \frac{-\nu^f s^e}{s} \right) &= \frac{1}{Ht} \bar{B}_4 \left( \frac{-\nu^f s^e}{s} \right) + \bar{G}_4(t, U),
\end{align*}
\]

where

\[
\begin{align*}
\bar{\mathbf{A}}_1^0 &= \begin{pmatrix} -\lambda & 0 & 0 \\ 0 & \frac{h_{fe} h^{fe}}{e} & 0 \\ 0 & 0 & \bar{\mathcal{E}}(-\lambda) \end{pmatrix}, & \bar{\mathbf{A}}_1^b h^b_e &= \begin{pmatrix} -2\xi^b & -h^{eb} & 0 \\ -h_{fe} h^{fb} & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \\
\bar{\mathbf{A}}_2^0 &= \begin{pmatrix} -\lambda & 0 & 0 \\ 0 & \frac{h_{fe} h^{fe}}{e} & 0 \\ 0 & 0 & \bar{\mathcal{E}}(-\lambda) \end{pmatrix}, & \bar{\mathbf{A}}_2^b h^b_e &= \begin{pmatrix} -2\xi^b & -h^{eb} & 0 \\ -h_{fe} h^{fb} & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \\
\bar{B}_1 &= \begin{pmatrix} (n - 2 - \frac{1}{k}) (-\lambda) & 0 & 0 \\ 0 & \frac{2}{k} h_{fe} h^{fe} & \left( 2 - \frac{1}{k} \right) \left( \frac{1}{k} - n + 3 \right) \frac{\mathcal{A}}{H} (-\lambda) \\ 0 & \bar{\mathcal{E}} \frac{H}{k} (-\lambda) & \bar{\mathcal{E}} \left( \frac{1}{k} - 1 \right) (-\lambda) \end{pmatrix}, \\
\bar{B}_2 &= \begin{pmatrix} (n - 2 - \frac{1}{k}) (-\lambda) & 0 & 0 \\ 0 & \frac{2}{k} h_{fe} h^{fe} & \left( 1 - \frac{1}{k} \right) \left( \frac{1}{k} - n + 2 \right) \frac{\bar{\mathcal{A}}}{H} (-\lambda) \\ 0 & \bar{\mathcal{E}} \frac{H}{k} (-\lambda) & \bar{\mathcal{E}} \left( \frac{1}{k} - 1 \right) (-\lambda) \end{pmatrix}, \\
\bar{G}_1(t, U) &= \begin{pmatrix} \nu_e \Delta^e_1(t, U) \\ \frac{h_{fe} \Delta^e_1(t, U)}{e} \\ 0 \end{pmatrix}, & \bar{G}_2(t, U) &= \begin{pmatrix} \nu_e \Delta^a_2(t, U) \\ \frac{h_{fe} \Delta^a_2(t, U)}{e} \\ 0 \end{pmatrix},
\end{align*}
\]

\[
\begin{align*}
\bar{A}_3^0 &= \begin{pmatrix} -\lambda & 0 & 0 \\ 0 & \frac{h_{fa} h^{fa}}{a} & 0 \\ 0 & 0 & -\lambda \end{pmatrix}, & \bar{A}_3^b h^b_e &= \begin{pmatrix} -2\xi^b & -h^{eb} & 0 \\ -h_{fa} h^{fb} & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix},
\end{align*}
\]
A.6

\[ \mathbb{A}^0_4 = \begin{pmatrix} -\lambda & 0 & 0 \\ 0 & h_{fa} h_{\ell\ell} & 0 \\ 0 & 0 & -\lambda \end{pmatrix}, \quad \mathbb{A}^c h^b_c = \begin{pmatrix} -2\xi^b & -h^{ib} & 0 \\ -h_{fa} h_{fb} & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \]

\[ \mathbb{B}_3 = \begin{pmatrix} -\lambda (n-2) & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \mathbb{B}_4 = \begin{pmatrix} -\lambda (n-2) & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \]

\[ \mathbb{G}_3(t, U) = \left( \frac{\nu e \triangle_3^c b(t, U)}{\lambda e s^b_e} \right), \quad \mathbb{G}_4(t, U) = \left( \frac{\nu e \triangle_4^c b(t, U)}{\lambda e s^b e} \right). \]

Here, the maps \( \triangle_3^c(t, U) \), \( \triangle_4^c(t, U) \), \( \triangle_3^c b(t, U) \) and \( \triangle_4^c b(t, U) \) are as defined in Lemmas 3.2 and A.6–A.8, and there exists constants \( \iota > 0 \) and \( R > 0 \) such that these maps are analytic for \( (t, U) \in (-\iota, \frac{\pi}{2}) \times B_R(0) \).

**Proof.** The proof is a direct consequence of Lemmas 3.2 and A.6–A.8. \( \square \)

### 3.2. Fuchsian formulation of the Yang–Mills equations

In this section, we turn to deriving a Fuchsian formulation of the Yang–Mills equations. Under the conformal change of variables (1.30)–(1.31), the Yang–Mills system (1.3)–(1.4) transforms into

\[ \nabla^a F_{ab} = -(n-3) \nabla^a \Psi F_{ab} - e^{-\Psi} g^{ac} [A_c, F_{ab}], \quad (3.31) \]

\[ \nabla_{[a} F_{bc]} = -\nabla_{[a} \Psi \cdot F_{bc]} - e^{-\Psi} [A_{[a}, F_{bc]}], \quad (3.32) \]

which we will refer to as the conformal Yang–Mills equations. We remark that the Yang–Mills Bianchi equation (3.32) is independent of the choice of connection, and hence, we can replace it by

\[ \nabla_{[a} F_{bc]} = -\nabla_{[a} \Psi \cdot F_{bc]} - e^{-\Psi} [A_{[a}, F_{bc]}]. \]

Noting that

\[ \nabla_a F_{bc} = \nabla_a F_{bc} - X^d_{ab} F_{dc} - X^d_{ac} F_{bd}, \]

the conformal Yang–Mills equation (3.31)–(3.32) can, with the help of (1.11) and Lemma A.3, be rewritten as

\[ g^{ba} \nabla_b F_{ac} = \frac{(n-3)}{\tan(\text{Ht})} g^{ba} \nu_a F_{bc} + X^d_{ab} F_{dc} + g^{ba} X_{bc}^d F_{ad} - \frac{\sqrt{H}}{\sqrt{\sin(\text{Ht})}} g^{ab} [A_b, F_{ac}], \quad (3.33) \]

\[ \nabla_{[b} F_{ac]} = \frac{1}{\tan(\text{Ht})} \nu_{[b} F_{ac]} - \frac{\sqrt{H}}{\sqrt{\sin(\text{Ht})}} [A_{[b}, F_{ac]}]. \quad (3.34) \]

It is worth noting that among the above equations, the non-vanishing, dynamical equations arise from applying \( h^c \) and \( \nu^c \) to (3.33) and \( \nu^b h^a \nu^c h^q \) to (3.34), while the non-dynamical constraint equations are obtained from applying \( h^b d^a \nu^c h^q \) and \( g^{ad} \nu_d \) to (3.34) and (3.33), respectively.

In the following, we assume a temporal gauge for the conformal Yang–Mills field defined by

\[ A_d \nu^d = 0. \quad (3.35) \]

With the help of this gauge choice, we combine, in the following lemma, the conformal Yang–Mills equations (3.33)–(3.34) together with an equation for the spatial component of the gauge potential into a single system that is expressed in terms of the Yang–Mills fields

\[ E_b = -\nu^p F_{pe} h^a_c b, \quad H_{db} = h^c_d F_{co} h^a_c b, \quad \text{and} \quad \bar{A}_b = A_a h^a_c b. \]
Remark 3.1. It is worth recalling that \( \nu^a \), defined by (1.13), is the unit timelike vector with respect to the conformal de Sitter metric \( \tilde{g}^{ab} \) while \( \vec{T}^a \), defined by (1.16), is the unit timelike vector with respect to the physical metric \( g^{ab} \). This implies, in general, that the gauge choices (1.20) and (3.35) are distinct.

Lemma 3.3. If \((E_a, A_b)\) solves the conformal Yang–Mills equations (3.33)–(3.34) in the temporal gauge (3.35), then the triple \((E_a, H_{pq}, \hat{A}_s)\) defined via (1.45) and (1.47) solves

\[
-\mathcal{A}^0 \nu^a \nabla_c \left( \begin{array}{c} E_a \\ H_{1a} \\ A_{1a} \end{array} \right) + \mathcal{A}^c e^c a \nabla_c \left( \begin{array}{c} E_f \\ H_{1f} \\ A_{1f} \end{array} \right) = \frac{1}{Ht} \mathcal{B} \left( \begin{array}{c} E_a \\ H_{1a} \\ A_{1a} \end{array} \right) + \frac{1}{\sqrt{t}} \left( \begin{array}{c} \Xi_{1a} \\ \Xi_{2a} \\ \Xi_{3a} \end{array} \right) + \left( \begin{array}{c} \hat{\Delta}_{1a} \\ \hat{\Delta}_{2a} \\ \hat{\Delta}_{3a} \end{array} \right),
\]

where

\[
\mathcal{A}^0 = \begin{pmatrix} -\lambda & 0 & 0 \\ 0 & h^{d1} & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad \mathcal{B} = \begin{pmatrix} -(n-3)\lambda & -(n-4)\xi^t & 0 \\ 0 & h^{d1} & 0 \\ 0 & 0 & \frac{1}{t} \end{pmatrix},
\]

and

\[
\Xi_{1a} = h^{dc} \bar{A}_c, H_{d\bar{a}}, \quad \Xi_{2a} = h^{ec} ([\bar{A}_c, E_{\bar{a}}] - [\bar{A}_a, E_c]), \quad \Xi_{3a} = E_a,
\]

\[
\hat{\Delta}_{1a} = \sqrt{\tilde{t}} \tilde{p}^a (-[\bar{A}_a, E_{\bar{a}}] + 2[\bar{A}_a, E_{\bar{a}}]) - X^d(\nu_d E_{\bar{a}} + H_{d\bar{a}}) - g^{bc} X^d h^a_{ba} (\nu_c E_d - \nu_d E_c + H_{cd}) + \frac{1}{\tan(Ht)} \frac{1}{Ht} (\tilde{t} \tilde{p}^d H_{d\bar{a}}) + \left( \frac{1}{\sin(Ht)} - \frac{1}{\sqrt{t}} \right) \left( h^{dc} [\bar{A}_c, H_{d\bar{a}}] + t \tilde{p}^c (2[\bar{A}_c, E_{\bar{a}}] - [\bar{A}_a, E_c]) \right),
\]

\[
\hat{\Delta}_{2a} = \frac{1}{\tan(Ht)} \frac{1}{Ht} h^{hd} H_{d\bar{a}} + \left( \frac{\sqrt{H}}{\sin(Ht)} - \frac{1}{\sqrt{t}} \right) h^{hc} ([\bar{A}_c, E_{\bar{a}}] - [\bar{A}_a, E_c]),
\]

\[
\hat{\Delta}_{3a} = \frac{1}{2\tan(Ht)} \frac{1}{2Ht} \bar{A}_{\bar{a}} + \left( \frac{\sqrt{H}}{\sin(Ht)} - \frac{1}{\sqrt{t}} \right) E_{\bar{a}}.
\]

Moreover, there exists constants \( \iota > 0 \) and \( R > 0 \) such that the maps \( \Xi_i, \hat{\Delta}_i, i = 1, 2, 3 \), are analytic for \( (t, U) \in (-\iota, \frac{\pi}{2R}) \times B_R(0) \).

Remark 3.2. An important point regarding the equation (3.36) is that it is not equivalent to the conformal Yang–Mills equations expressed in the temporal gauge. Indeed, the system (3.36) originating from multiplying (3.33) on both sides by the spatial projection tensor \( h^a_b \) contains only part of the propagation Yang–Mills equations. The missing propagation equation (see (3.42) and Remark 3.3) can be obtained from applying \( \nu^e \) to (3.33). At the same time, it is true that if \((E_a, A_b)\) solves the conformal Yang–Mills equations in the temporal gauge, then the triple \((E_a, H_{pq}, A_b)\), where \( H_{pq} \) is given in terms of \( A_{\bar{a}} \) by (1.48), determines a solution of the (3.36).
Proof of Lemma 3.3. Multiplying (3.33) on both sides by the spatial projection tensor $h^a_b$ gives

$$Q^{cde} \nabla_e F_{da} h^a_b + (-\nu^d g^{ec} + \nu^e g^{cd}) \nabla_c F_{da} h^a_b$$

$$= \frac{(n-3)}{\tan(Ht)} \nu^e g^{dc} \nu_c F_{da} h^a_b + \nu^e X^d F_{da} h^a_b + \nu^e \hat{\alpha}^b X^d_{\alpha a} F_{bd} h^a_b$$

$$= \frac{\sqrt{H}}{\sin(Ht)} \nu^e g^{[d} h^a_b [A_{d}, F_{ca}] h^a_b.$$

Noting that $-\nu^d g^{ec} \nabla_e F_{da} h^a_b = -\nu^d g^{ef} h^a_f \nabla_e F_{da} h^a_b = -\nu^d g^{ef} h^a_f \nabla_e F_{da} h^a_b$ due to the antisymmetry of the Yang–Mills field, it follows from the Yang–Mills Bianchi equation (3.34) that

$$(-\nu^d g^{ec} + \nu^e g^{cd}) \nabla_c F_{ad} h^a_b + \nabla^d F_{ca} h^a_b$$

$$= -\nu^d g^{ec} \nabla_a F_{da} h^a_b + \frac{3}{\tan(Ht)} \nu^d g^{ec} h^a_b \nu_d F_{ca} - \frac{\sqrt{H}}{\sin(Ht)} \nu^d g^{ec} h^a_b [A_{d}, F_{ca}]$$

$$= -\nu^d g^{ec} \nabla_a F_{da} h^a_b - \frac{1}{\tan(Ht)} (g^{ed} + \nu^d g^{ec} \nu_c) F_{da} h^a_b - \frac{\sqrt{H}}{\sin(Ht)} \nu^d g^{ec} h^a_b [A_{d}, F_{ca}]$$

$$= -\nu^d g^{ec} h^f_q h^a_f \nabla_a F_{da} h^a_b - \frac{1}{\tan(Ht)} g^{ec} h^d_c F_{da} h^a_b - \frac{\sqrt{H}}{\sin(Ht)} \nu^d g^{ec} h^a_b [A_{d}, F_{ca}].$$

Combining the above two expressions, we arrive at

$$h^f_b Q^{cde} \nabla_e F_{da} h^a_b - h^c_b \nu^d g^{eq} h^f_q \nabla_e F_{da} h^a_f$$

$$= \frac{1}{Ht} h^f_b ((n-3) \nu^e g^{dc} \nu_c + g^{ec} h^d_c) F_{da} h^a_b$$

$$+ \frac{1}{\sqrt{t}} \left( -h^a_b \nu^e g^{cd} [A_{d}, F_{ca}] + h^a_b \nu^e g^{ec} [A_{d}, F_{ca}] \right) + \tilde{\Delta}^e b, \quad (3.37)$$

where

$$\tilde{\Delta}^e b = \nu^e X^d F_{da} h^a_b + \nu^d \hat{\alpha}^b X^d_{\alpha a} F_{bd} h^a_b$$

$$+ \left( 1 + \frac{1}{\tan(Ht)} - \frac{1}{\sqrt{t}} \right) \left( (n-3) \nu^e g^{dc} \nu_c + g^{ec} h^d_c \right) F_{da} h^a_b$$

$$+ \left( \frac{\sqrt{H}}{\sin(Ht)} - \frac{1}{\sqrt{t}} \right) h^a_b \left( \nu^d g^{ec} [A_{d}, F_{ca}] - \nu^e g^{cd} [A_{d}, F_{ca}] \right).$$

Then noting the decomposition

$$F_{da} h^a_f = (\nu_d, h^1_d) \left( \begin{array}{c} -\nu^p F_{po} h^a_f \\ h^a_{f q} h^a_f \end{array} \right) = (\nu_d, h^1_d) \left( \begin{array}{c} E_f \\ H_{1f} \end{array} \right),$$

we can act on (3.37) with $\left( \begin{array}{c} \nu_e \\ h^1_e \end{array} \right)$ to get

$$\left( \begin{array}{c} h^f_b \nu_c Q_{cde} \nu_d + h^c_b \nu_c g^{eq} h^f_q \\ h^f_b h^e_c Q^{cde} \nu_d + h^c_b h^e_c g^{eq} h^f_q \end{array} \right) \nabla_e \left( \begin{array}{c} E_f \\ H_{1f} \end{array} \right)$$

$$= \frac{1}{Ht} \left( -(n-3) h^f_b \lambda - (n-4) h^f_b \xi^1 \right) \left( \begin{array}{c} E_f \\ H_{1f} \end{array} \right).$$
\[ + \frac{1}{\sqrt{t}} \left( \nu e^{\nu'} g^{ec} [A_{id}, F_{ca}] h^a_{b} + g^{dc} [A_c, F_{da}] h^a_{b} \right) + \left( \nu e^{\Delta e b} \right). \tag{3.38} \]

But, since
\[ \frac{1}{\sqrt{t}} e^{\nu'} g^{ec} [A_{id}, F_{ca}] h^a_{b} = \frac{1}{\sqrt{t}} e^{ec} [\bar{A}_a, F_{dc}] h^a_{b} = \sqrt{t} B \nu' (\bar{A}_a, E_c) + [\bar{A}_a, E_b], \]
\[ \frac{1}{\sqrt{t}} h^a_{b} e^{\nu'} g^{ec} [A_{id}, F_{ca}] h^a_{b} = \frac{1}{\sqrt{t}} h^a_{b} e^{\nu'} (\bar{A}_a, E_c) + [\bar{A}_a, E_b] \]

and
\[ \frac{1}{\sqrt{t}} g^{dc} [A_c, F_{da}] h^a_{b} = -\sqrt{t} B \nu' (\bar{A}_a, E_c) + \frac{1}{\sqrt{t}} h^{dc} [\bar{A}_c, F_{da}] h^a_{b} \]
\[ = \sqrt{t} B \nu' [\bar{A}_a, E_b] + \frac{1}{\sqrt{t}} h^{dc} [\bar{A}_a, H_{db}] \]

in the temporal gauge, equation (3.38) becomes
\[
\left( \begin{array}{c}
\frac{h^f}{h^j} \nu e^{Q^{edc} \nu d} + \frac{h^g}{h^j} e^{g_{e q} h^f_{q}} \frac{h^h}{h^j} \nu e^{Q^{edc} h^l_{d}} \\
\frac{h^f}{h^j} \nu e^{Q^{edc} \nu d} + \frac{h^g}{h^j} e^{g_{e q} h^f_{q}} \frac{h^h}{h^j} \nu e^{Q^{edc} h^l_{d}}
\end{array} \right) \nabla \left( \begin{array}{c}
E_f \\
H_{if}
\end{array} \right) \\
= \frac{1}{Ht} \left( \begin{array}{c}
-(n-3) h^f_{b} \nu - (n-4) h^f_{b} \nu e^{Q^{edc} h^l_{d}} \\
h^f_{b} h^{hl}
\end{array} \right) \left( \begin{array}{c}
E_f \\
H_{if}
\end{array} \right) + \frac{1}{\sqrt{t}} \left( \begin{array}{c}
h^{dc} [\bar{A}_c, H_{db}] \\
h^{dc} [\bar{A}_a, E_b] - [\bar{A}_b, E_c]
\end{array} \right) + \left( \frac{\Delta_{1b}}{\sqrt{t}} \right) \left( \frac{\Delta_{2b}}{\sqrt{t}} \right), \tag{3.39} \]

where
\[ \Delta_{1b} = \nu e^{\Delta e b} + \sqrt{t} B \nu' (\bar{A}_a, E_c) + 2 [\bar{A}_a, E_b] \quad \text{and} \quad \Delta_{2b} = h^e e^{\Delta e b}. \]

On the other hand,
\[ \bar{F}_{da} \nu d = \nu d \nabla d \bar{A}_a - \nabla d \bar{A}_d \nu d + \nu d [\bar{A}_d, \bar{A}_a] \quad \tag{3.40} \]
by the definition (1.1) of the Yang–Mills curvature, and so, it follows from (1.30), (1.31), (A.4) and a direct calculation that, in the temporal gauge (3.35), (3.40) reduces to
\[ -h^f_{b} \nu e^{Q^{edc} \nu d} (\bar{A}_f) = \frac{1}{2Ht} \bar{A}_b + \frac{1}{\sqrt{t}} E_b + \bar{\Delta}_{3b} \tag{3.41} \]
where \( \Delta_{3b} \) is given by
\[ \bar{\Delta}_{3b} = \left( \frac{1}{2\tan(Ht)} - \frac{1}{2Ht} \right) \bar{A}_b + \left( \frac{\sqrt{H}}{\sqrt{\sin(Ht)}} - \frac{1}{\sqrt{t}} \right) E_b. \]

Putting (3.39) and (3.41) together completes the proof. \( \square \)

**Remark 3.3.** Although \( \mathcal{A}^0 \) in (3.36) is positive and symmetric, the system (3.36) is not symmetric hyperbolic due to the non-symmetry of the operators \( \mathcal{A}^0 h^e \). To remedy this defect, we supplement (3.36) with an additional equation and introduce a new variable in order to symmetrize it. We begin by appending to (3.36) the dynamical equation for \( E_a \) given by
\[ g^{ba} \nabla_b E_a = \frac{\bar{F}_{at}}{\tan(Ht)} p^b E_b + \left( X^d E_d + \nu e^{ba} X^d_{ba} F_{ad} \right) - \frac{\sqrt{H}}{\sqrt{\sin(Ht)}} h^{ab} [\bar{A}_b, E_a], \tag{3.42} \]
which is obtained by contracting (3.33) with $\nu^c$ to get
\[
g^{ba} \nabla_b F_{ac}\nu^c = \frac{(n - 3)}{\tan(HT)} g^{ba} \nu_a F_{bc}\nu^c + \nu^c (X^d F_{dc} + g^{ba} X^d_{bc} F_{ad})
- \frac{\sqrt{H}}{\sin(HT)} g^{ab} [A_b, F_{ac}]\nu^c,
\]
and noting
\[
g^{ba} \nu_a F_{bc}\nu^c = g^{aa} h^b_a \nu_a h^d_b F_{dc}\nu^c = \xi^b E_b \xi^c E_c \xi^d E_d = \bar{B} t p^b E_b.
\]
At this point, (3.36) with (3.42) appended to it is still not symmetric hyperbolic. To complete the symmetrization, we define
\[
\xi^a = -g^{eb} h^a_e E_b,
\]
and note that the $E_b$ and $\xi^a$ are related by
\[
\xi^a = -h^{ab} E_b \quad \text{and} \quad E_b = -\xi^a g_{ab} - g^{eb} \nu_e \nu^a g_{ab}.
\]
(3.43)
It can then be verified by a straightforward calculation, which we carry out in the proof of the following lemma, that the system consisting of (3.36) and (3.42) can be cast in a symmetric hyperbolic form in terms of the variables $\xi^c$, $E_d$, $H_{ab}$, $A_s$.

Lemma 3.4. If $(E_a, A_b)$ solves the conformal Yang–Mills equations (3.33)–(3.34) in the temporal gauge (3.35), then the quadruple $(\xi^e, E_d, H_{pq}, A_s)$ defined via (1.45), (1.46) and (1.47) solves the symmetric hyperbolic equation
\[
-\bar{A}^0 \nu^c \nabla_c \left( \begin{array}{c} \xi^c \\ E_d \\ H_{ab} \\ A_s \end{array} \right) - \bar{A}^f h^c_f \nabla_c \left( \begin{array}{c} \xi^c \\ E_d \\ H_{ab} \\ A_s \end{array} \right) = \frac{1}{H t} \bar{B} \left( \begin{array}{c} \xi^c \\ E_d \\ H_{ab} \\ A_s \end{array} \right) + \frac{1}{t} \left( \begin{array}{c} -\Xi^c_{1e} \\ h^a_{ba} \Xi^c_{1a} \\ -h^a_{ba} \Xi^c_{2a} \\ h^a_{ba} \Xi^c_{3a} \end{array} \right) + \left( \begin{array}{c} D^c_{1e} \\ D^c_{2e} \\ D^c_{3e} \\ D^c_{4e} \end{array} \right),
\]
(3.44)
where
\[
\bar{A}^0 = \left( \begin{array}{cccc} -\lambda h^a_{ea} g_{ba} h^b_e & -\lambda \nu^r g_{rs} h^b_e & 0 & 0 \\ -\lambda \nu^r g_{rs} h^a_{ea} & -\lambda \nu^r g_{rs} h^a_{ea} & 0 & 0 \\ 0 & 0 & 0 & h^a_{ba} h^b_0 \\ 0 & 0 & 0 & 0 \end{array} \right),
\]
\[
\bar{A}^f h^c_f = \left( \begin{array}{cccc} 2c^c g_{fa} h^b_e & [2c^c g_{fa} h^b_e + h^c_e] \xi^d & [2c^c g_{fa} h^b_e + h^c_e] \xi^d & -h^c_a h^b_e \\ -h^a_{ec} h^c_f & 0 & 0 & 0 \\ 0 & -h^a_{ec} h^c_f & 0 & 0 \\ 0 & 0 & 0 & 0 \end{array} \right),
\]
\[
\bar{B} = \left( \begin{array}{cccc} -(n - 3) \lambda h^a_{ea} g_{ba} h^b_e & 0 & 0 & 0 \\ 0 & -(n - 3) \lambda h^a_{ea} g_{ba} h^b_e & 0 & 0 \\ 0 & 0 & 0 & h^a_{ba} h^b_0 \\ 0 & 0 & 0 & \frac{1}{2} h^a_{ba} \end{array} \right),
\]
\[
D^c_{1e}(t, U) = -\bar{A}^c_{1e} + (2\bar{B} t \nu^c - \lambda \nu^c) h^a_{ea} E_b \nabla^a h^b_e + \frac{n - 4}{H} \bar{B} p^a H a \Xi^c_{1e} - \frac{n - 3}{H} \bar{B} \lambda p^a \nu^c g_{ae} E_d,
\]
\[
D^c_{2e}(t, U) = h^a_{ba} \bar{A}^c_{1a} + (2\bar{B} t \nu^c - \lambda \nu^c) h^a_{ea} E_b \nabla^a h^b_e + \frac{n - 4}{H} \bar{B} p^a H a \Xi^c_{1e} + h^a_{ba} h^c_a X^b_{sc} H \Xi^c_{1e} + X^b_{sc} (\nu^c E_b - \nu^c E_e)
\]
\[
+ 2\bar{B} t \nu^c (g^a_{ba} X^c_{ec} H \Xi^c_{1e} + g^b_{sc} X^b_{se} (\nu^c E_b - \nu^c E_e))
\]
\[
+ \frac{n - 4}{H} \bar{B} p^a H a \Xi^c_{1e} - \frac{n - 3}{H} \bar{B} \lambda p^a \nu^c g_{ae} E_d,
\]
\[
D^c_{3e}(t, U) = -\bar{A}^c_{1e} + (2\bar{B} t \nu^c - \lambda \nu^c) h^a_{ea} E_b \nabla^a h^b_e + \frac{n - 4}{H} \bar{B} p^a H a \Xi^c_{1e} - \frac{n - 3}{H} \bar{B} \lambda p^a \nu^c g_{ae} E_d,
\]
\[
D^c_{4e}(t, U) = h^a_{ba} \bar{A}^c_{1a} + (2\bar{B} t \nu^c - \lambda \nu^c) h^a_{ea} E_b \nabla^a h^b_e + \frac{n - 4}{H} \bar{B} p^a H a \Xi^c_{1e} + h^a_{ba} h^c_a X^b_{sc} H \Xi^c_{1e} + X^b_{sc} (\nu^c E_b - \nu^c E_e)
\]
\[
+ 2\bar{B} t \nu^c (g^a_{ba} X^c_{ec} H \Xi^c_{1e} + g^b_{sc} X^b_{se} (\nu^c E_b - \nu^c E_e))
\]
\[
+ \frac{n - 4}{H} \bar{B} p^a H a \Xi^c_{1e} - \frac{n - 3}{H} \bar{B} \lambda p^a \nu^c g_{ae} E_d,
\]
\[ + 2 \hat{p} t \frac{\hat{b}(n - 3)t}{\tan(Ht)} p^d p^b E_b - 2 \hat{B} p^d \frac{\sqrt{Ht}}{\sqrt{\sin(Ht)}} h^{ab}[\hat{A}_b, E_a] - \frac{n - 4}{H} \hat{b} \hat{h} \hat{b} \hat{p} H_{ab}, \]

\[ \mathcal{D}_{3}^{E}(t, U) = - h^{a\hat{a}} \hat{\Delta}_{b\hat{a}}^b - h^{ac} E_a \nabla h^{b\hat{a}}, \quad \mathcal{D}_{3}^{E}(t, U) = h^{r\hat{a}} \hat{\Delta}_{3\hat{a}}, \]

and the maps \( \Xi, \hat{\Delta}, i = 1, 2, 3, \) are as defined in Lemma 3.3. Moreover, there exist constants \( \iota > 0 \) and \( R > 0 \) such that the maps \( \mathcal{D}_{1}^E(t, U), \mathcal{D}_{2}^E(t, U), \mathcal{D}_{3}^{E}(t, U) \) and \( \mathcal{D}_{4}^{E}(t, U) \) are analytic for \( (t, U) \in (-\iota, \frac{\pi}{H}) \times B_R(0) \) and vanish for \( U = 0 \).

**Remark 3.4.** The symmetric hyperbolic nature of (3.44) is a consequence of the symmetry of the matrices \( A^0 \) and \( A^f h^e f \) in the pairs of indices \((e, \hat{e}), (d, \hat{d}), (a, \hat{a}), (b, \hat{b}) \) and \((r, s)\), and the fact that \( A^0 \) is positive as can be easily verified.

**Remark 3.5.** As was the case for (3.36), equation (3.44) is not equivalent to the conformal Yang–Mills equations expressed in the temporal gauge (3.35). This is because the relation \( \xi^e = -h^{ea} E_a \) cannot be recovered from a solution \( (\xi^e, E_{\hat{d}}, H_{ab}, A_a) \) of (3.44) even in \( \xi^e = -h^{ea} E_a \) holds initially. Consequently, we cannot guarantee that the Yang–Mills equation (3.42) will hold for a solution of (3.44). However, it is true that if \( (E_a, \hat{A}_a) \) solves the conformal Yang–Mills system in the temporal gauge, then the quadruple \( (\xi^e, E_{\hat{d}}, H_{pq}, A_a) \), where \( \xi^e = -h^{ea} E_a \) and \( H_{pq} \) is given in terms of \( A_a \) via (1.48), will solve (3.44). It is worth noting, as shown in [21], that this situation does not arise when the adapted temporal gauge and the associated 1 + 3 splitting of Yang–Mills field is employed. In this case, the equivalence between the gauged reduced Einstein–Yang–Mills equations and a first order symmetric hyperbolic formulation can be established directly. Although in the present paper, we do not have such equivalence, solutions of our first order symmetric hyperbolic formulation on the Einstein–Yang–Mills equations can still be shown to determine solutions to the Einstein–Yang–Mills via a uniqueness argument; see §7 for details.

**Proof of Lemma 3.4.** We start the derivation of (3.44) by considering the first equation from (3.38), which reads

\[
\nu_{c} Q^{edc} \nu_{d} \nabla E_{a} + \frac{b_{c}}{a} \nu_{c} g^{ed} \nabla E_{\hat{d}} + \nu_{c} Q^{edc} \frac{b}{a} \nabla H_{b\hat{a}} = \frac{1}{H t} \left\{ -(n - 3) \hat{a} \right\} E_{\hat{d}} - \nu_{c} Q^{edc} \nu_{d} g^{ab} E_{b} \nabla g_{a\hat{a}},
\]

We can write (3.45) as

\[
\nu_{c} Q^{edc} \nu_{d} \nabla E_{a} = \nu_{c} Q^{edc} \nu_{d} \nabla \left\{ -\xi^a g_{a\hat{a}} - g^{\hat{a}} \nu_{c} E_{b} \nu^{a} g_{a\hat{a}} \right\}
\]

\[
= \nu_{c} Q^{edc} \nu_{d} g_{a\hat{a}} \nabla \xi^a - \nu_{c} Q^{edc} \nu_{d} \nabla E_{\hat{d}} \nabla \left\{ g^{\hat{a}} \nu_{c} E_{b} \nu^{a} g_{a\hat{a}} \right\}
\]

\[
= - \nu_{c} Q^{edc} \nu_{d} g_{a\hat{a}} \nabla \xi^a + \nu_{c} Q^{edc} \nu_{d} \nabla E_{\hat{d}} \nabla \left\{ g^{\hat{a}} \nu_{c} E_{b} \nu^{a} g_{a\hat{a}} \right\}
\]

Noting that \( \nu_{c} Q^{edc} \nu_{d} = -2 \xi^c + \lambda \nu^c \), it then follows that

\[
(2 \xi^c - \lambda \nu^c) g_{a\hat{a}} \nabla \xi^a + \left\{ (2 \xi^c - \lambda \nu^c) \nu^a g_{a\hat{a}} + \frac{b_{c}}{a} \right\} \nu_{c} g^{ed} \nabla E_{\hat{d}} - h^{bc} \nabla H_{b\hat{a}}
\]

\[
= \frac{1}{H t} \left\{ -(n - 3) \hat{a} \right\} E_{\hat{d}} - (n - 4) \hat{a} \frac{b}{a} \nu_{c} \nu_{d} p_{a} H_{ab} + \frac{1}{H t} \nabla \xi_{1\hat{a}} + \hat{\Delta}_{1\hat{a}}
\]

\[
+ (-2 \xi^c + \lambda \nu^c) \left( \nu_{c} \nu^a g_{a\hat{a}} \nabla g^{\hat{a}} E_{b} - g^{\hat{a}} \nabla g_{a\hat{a}} E_{b} \right).
\]

(3.46)
Applying the projection operator $\hat{h}_a^i$ to (3.46), we find, after using (3.43) to replace the $E_d$ in the first singular term of the right hand side of (3.46) and noting that $\nabla g^{ab} = -g_{aa}g_{bb}\nabla \hat{g}^{ab}$, $\xi^a = \hat{b}^a p^a$ (recall (1.37)) and $(n-3)\lambda g^{ab}\nu_a\nu^b E_d = (n-3)\lambda \xi^a\nu^b g_{aa}E_d = (n-3)\hat{b}^a \lambda \nu^b g_{aa}E_d$, that
\begin{equation}
(2\xi^c - \nu^c)\hat{h}_a^i g_{ba}h^b_a \nabla \xi^a + [(2\xi^c - \nu^c)\nu^a g_{aa} \hat{h}_e^a + \hat{h}_c^e] \xi^d \nabla E_d - \hat{h}^a c \nabla H_{\hat{a}e} \nonumber
\end{equation}
\begin{equation}
= \frac{n-3}{Ht} \lambda g_{aa} \xi^a + \frac{1}{\sqrt{t}} \xi_{1e} - D_1^a(t, U) \label{3.47}
\end{equation}
where
\begin{equation}
D_1^a(t, U) = -\hat{\Delta}_{1e} - \hat{h}_a^i \nu^a (1-\lambda \nu^c) \left( \nu^b g_{aa} \nabla g^{c\hat{a}b} E_d + E_d g_{aa} \nabla g^{c\hat{a}b} \right) \nonumber
\end{equation}
\begin{equation}
+ \frac{n-4}{H} \hat{b}^a p^a H_{ae} - \frac{(n-3)}{H} \hat{b} \lambda \nu^a g_{aa}E_d. \nonumber
\end{equation}

Applying the projection $\hat{h}_b^e$ to (3.47), we arrive at
\begin{equation}
(2\xi^c - \nu^c)\hat{h}_b^c g_{ba}h^b_a \nabla \xi^a + [(2\xi^c - \nu^c)\nu^a g_{aa} \hat{h}_b^a + \hat{h}_c^b] \xi^d \nabla E_d - \hat{h}^a c \nabla H_{\hat{a}b} \nonumber
\end{equation}
\begin{equation}
= \frac{n-3}{Ht} \lambda h^d_h g_{dd} h^d_d \xi^a + \frac{1}{\sqrt{t}} \xi_{1b} - D_1^b(t, U), \label{3.48}
\end{equation}
which determines the first component of (3.44) and can be viewed as an evolution equation for the Yang–Mills field $\xi^a$.

Next, we derive an evolution equation for $E_b$ that will comprise the second component of (3.44). Although $E_b$ and $\xi^a$ are not independent since they are related by (3.43), we treat them as independent fields in order to obtain a symmetric hyperbolic equation. The evolution equation for $E_b$ is derived from $\hat{h}_a^c \nu_c g^{eb} \nabla \xi^a - \hat{h}_a^c \nu_c g^{eb} \nabla \xi^a + g^{ba} \times (3.45)$, which, after using (3.43), reads
\begin{equation}
\hat{h}_a^c \nu_c g^{eb} \nabla \xi^a - \hat{h}_a^c \nu_c g^{eb} \nabla \xi^a = \frac{1}{Ht} \left( (n-3) \lambda g^{ba} \hat{h}_a^d E_d + (n-4) g^{ba} \hat{b}^d \xi^a H_{ab} \right) \nonumber
\end{equation}
\begin{equation}
- \frac{1}{\sqrt{t}} g^{ba} \xi_{1a} = g^{ba} \hat{\Delta}_{1a}. \nonumber
\end{equation}
A straightforward calculation then shows that the above equation is equivalent to
\begin{equation}
\hat{h}_a^c \nu_c g^{eb} \nabla \xi^a + \frac{1}{Ht} \left( (n-3) \lambda g^{ba} \hat{h}_d^d E_d + (n-4) g^{ba} \hat{b}^d \xi^a H_{ab} \right) \nonumber
\end{equation}
\begin{equation}
- \frac{1}{\sqrt{t}} g^{ba} \xi_{1a} = g^{ba} \hat{\Delta}_{1a}. \nonumber
\end{equation}

From Lemma A.4 (i.e., (A.8)) and the identity
\begin{equation}
\hat{h}_a^c \nu_c g^{eb} \xi_{1a} = \nu^b g^{eb} (\hat{b}^b_a - \nu^b \nu^a) g^{da} \hat{h}_a^c (\hat{b}^b_a - \nu^b \nu^a) = (\xi^b - \lambda \nu^b)(h^{ca} - \xi^c \nu^a), \nonumber
\end{equation}
we observe that
\begin{equation}
\hat{h}_a^c \nu_c g^{eb} \xi_{1a} = \nu^b g^{eb} (\hat{b}^b_a - \nu^b \nu^a) g^{da} \hat{h}_a^c (\hat{b}^b_a - \nu^b \nu^a) = \xi^b h^{ca} - \xi^c \nu^a (h^{ca} - \xi^c \nu^a) \nonumber
\end{equation}
\begin{equation}
- \lambda \nu^b h^{ca} + \lambda \nu^b h^{ca} - \nu^b \xi^c \nu^a - \lambda \nu^b h^{ca} + \lambda \nu^c \nu^b \xi^a + \lambda \nu^c \nu^b \xi^a - \lambda \nu^b \nu^b \nu^a + 2\lambda \xi^c \nu^a \nu^b. \nonumber
\end{equation}
Substituting this into (3.49) yields

$$
\hat{h}_{\hat{a}E} g^b \nabla \Xi E_a + (\xi^b \nabla \xi^d - \xi^d \nabla \xi^b + 2\xi^c \nabla \xi^d - \lambda \nu \xi \nabla \nu \xi) \nabla e + g^b h^d b \nabla \Xi H_{\hat{a}b}
$$

$$
= \frac{1}{H_t} [(n - 3) \lambda y g^b \hat{a} E_{\hat{a}} + (n - 4) g^b h^d b \nabla \xi a H_{\hat{a}b}]
$$

$$
- \frac{1}{\sqrt{t}} y g^b \nabla \Xi_{\hat{a}b} - g^b \hat{a} \Delta_{\hat{a}b} - h^c d \nu \xi ^e \nabla \xi H_{\hat{a}b},
$$

where in deriving this we also used \( \nu^d E_{\hat{a}} = 0 \), which holds by (1.45). Applying the projection \( h^c b \) to this equation gives

$$
\xi^c \nabla \xi^a \nabla \Xi E_a + (\xi^c \nabla \xi^d - \xi^d \nabla \xi^c + 2\xi^e \nabla \xi^d - \lambda \nu \xi \nabla \nu \xi) \nabla e + h^c d \nabla \xi a \nabla b
$$

$$
= \frac{1}{H_t} [(n - 3) \lambda h^d E_{\hat{a}} + (n - 4) h^c \nabla \xi a H_{\hat{a}b}] - \frac{1}{\sqrt{t}} h^c \nabla \Xi_{\hat{a}b} - h^c d \xi^e \nabla \xi a \nabla d
$$

Reformulating this equation as

$$
[(2\xi^c - \lambda \nu \xi) \nu^b g_{ba} \hat{a} + h^c \nabla \xi^a \nabla c - (2\xi^c - \lambda \nu \xi) \nu^b g_{ba} \hat{a} + \xi^c \nabla \xi^a \nabla c
$$

$$
+ (\xi^c \nabla \xi^d - \xi^d \nabla \xi^c + 2\xi^e \nabla \xi^d - \lambda \nu \xi \nabla \nu \xi) \nabla e + h^c d \nabla \xi a \nabla b
$$

$$
= \frac{1}{H_t} [(n - 3) \lambda h^d E_{\hat{a}} + (n - 4) h^c \nabla \xi a H_{\hat{a}b}] - \frac{1}{\sqrt{t}} h^c \nabla \Xi_{\hat{a}b} - \nabla \xi^d \nabla d
$$

where we note that \( h^c d \nabla \xi a \nabla c \) has been rewritten as \( h^c d \nabla \xi a \nabla c \), we then use (3.43) to replace \( \nabla c \) with \( \nabla ^d \) in the term \( (2\xi^c - \lambda \nu \xi) \nu^b g_{ba} \hat{a} \xi^d \nabla \xi^a \) from the above equation to get

$$
[(2\xi^c - \lambda \nu \xi) \nu^b g_{ba} \hat{a} + h^c \nabla \xi^a \nabla c - h^c d \nabla \xi a \nabla b
$$

$$
+ [(2\xi^c - \lambda \nu \xi) \xi^d \nabla \xi^d + (\xi^d \nabla \xi^d - \xi^d \nabla \xi^d + 2\xi^e \nabla \xi^d - \lambda \nu \xi \nabla \nu \xi) \nabla e + h^c d \nabla \xi a \nabla b
$$

$$
= \frac{1}{H_t} [(n - 3) \lambda h^d E_{\hat{a}} + (n - 4) h^c \nabla \xi a H_{\hat{a}b}] - \frac{1}{\sqrt{t}} h^c \nabla \Xi_{\hat{a}b} - \nabla \xi^d \nabla d
$$

where

$$
\nabla \xi^d \nabla d = h^d \nabla \nabla \xi^d = (2\xi^d - \lambda \nu \xi) \nu^b g_{ba} \xi^d \hat{a} \xi^d \nabla \xi^a E_{\hat{a}} = \xi^a \xi^d \nabla \xi^a E_{\hat{a}}
$$

Using

$$
\nu^b g_{ba} h^d \nabla d = \nu b g_{ba} (g^d - \lambda \nu^s \nu^d + \xi^s \nu^d + \xi^d \nu^d)
$$

$$
= \nu^d (1 - \nu \nu^s g_{ba} + \nu \nu^s g_{ba} + \nu \nu^s g_{ba})
$$

and \( \nu^d \nabla \nabla \xi^a \nabla d = 0 \) then allows us to express the above equation as

$$
[(2\xi^c - \lambda \nu \xi) \nu^b g_{ba} \hat{a} + h^c \nabla \xi^a \nabla c - h^c d \nabla \xi a \nabla b
$$

$$
+ [(2\xi^c - \lambda \nu \xi) \xi^d \nabla \xi^d + \xi^d \nabla \xi^d + 2\xi^e \nabla \xi^d - \lambda \nu \xi \nabla \nu \xi) \nabla e + h^c d \nabla \xi a \nabla b
$$

$$
= \frac{1}{H_t} [(n - 3) \lambda h^d E_{\hat{a}} + (n - 4) h^c \nabla \xi a H_{\hat{a}b}] - \frac{1}{\sqrt{t}} h^c \nabla \Xi_{\hat{a}b} - \nabla \xi^d \nabla d.
$$

Next, we observe that the coefficients of \( \nabla \xi a \nabla d \) in (3.50) can be expressed as

$$
(2\xi^c - \lambda \nu \xi) \xi^d \nabla \xi^d + \xi^d \nabla \xi^d + 2\xi^e \nabla \xi^d - \lambda \nu \xi \nabla \nu \xi
$$

$$
= [(2\xi^c - \lambda \nu \xi) \xi^d \nabla \xi^d + 2\xi^e \nabla \xi^d - \lambda \nu \xi \nabla \nu \xi]
$$

$$
+ 2\xi^d \nabla \xi^d,
$$
where the first term in the bracket is symmetric in the indices $d$ and $\hat{d}$ while the remaining
term $2\xi^d h^{cd}$ is non-symmetric in $d$ and $\hat{d}$. The non-symmetric term need to be addressed in
order to obtain a symmetric hyperbolic equation. To handle this term, we use (A.8) to write
\[ \xi^d h^{cd} \nabla \hat{E}_\hat{d} \]
where we note that the coefficient $2\xi^d \xi^e$ appearing on the right hand side is symmetric in $d$ and $\hat{d}$.

This leaves us to consider the term $2\xi^d g^{cd} \nabla \hat{E}_\hat{d}$. Making use of (3.42) to express $g^{cd} \nabla \hat{E}_\hat{d}$ as
\[ g^{cd} \nabla \hat{E}_\hat{d} = \frac{\tilde{B}(n-3)t}{\tan(\hat{H}t)} p^b E_b - \frac{\sqrt{\hat{H}}}{\sqrt{\sin(\hat{H}t)}} h^{ab} \tilde{A}_b E_a + (X^d E_d + \nu^c g^{ba} X^d_{bc} F_{ad}), \]
we see that $2\xi^d g^{cd} \nabla \hat{E}_\hat{d}$ is given by
\[ 2\xi^d h^{cd} \nabla \hat{E}_\hat{d} = 2\xi^d \tilde{B}(n-3)t \frac{p^b E_b}{\tan(\hat{H}t)} - 2\xi^d \frac{\sqrt{\hat{H}}}{\sqrt{\sin(\hat{H}t)}} h^{ab} \tilde{A}_b E_a + 2\xi^d (X^b E_b + \nu^b g^{ra} X^s_{rb} F_{as}) + 2\xi^d \nu \xi^e \nabla \hat{E}_\hat{d}, \]
where we note now that the principle term $2\xi^d \xi^e \nabla \hat{E}_\hat{d}$ is symmetric in $d$ and $\hat{d}$. With the help of this expression and the above arguments, it is clear that we can write (3.50) as
\[ \left( (2\xi^c - \lambda \nu^c) \nu^b g^{a_b} \hat{a}_e + \nu \xi^c \right) \xi^d \nabla \hat{E}_\hat{d} \]
\[ + \left( (2\xi^c - \lambda \nu^c) \xi^d \xi^e \nu^b g^{a_b} + (2\xi^d \xi^e \nu^c - \xi^d h^{cd} - \xi^d h^{cd} + 2\xi^c h^{cd} - \lambda \nu^c h^{dd}) \right) \nabla \hat{E}_\hat{d} \]
\[ - h^{ad} h^{bc} \nabla \hat{E}_\hat{a} - \frac{n-3}{Ht} \frac{1}{\sqrt{t}} h^{ad} \Xi_{1a} - \nabla^2 \tilde{d}_2 (t, U), \]
(3.51)
where
\[ \nabla^2 \tilde{d}_2 (t, U) = \nabla^2 \tilde{d}_2 (t, U) + 2\tilde{B} \rho^d (X^b E_b + \nu^b g^{ra} X^s_{rb} F_{as}) + 2\tilde{B} \rho^d \frac{\tilde{B}(n-3)t}{\tan(\hat{H}t)} \frac{p^b E_b}{\sqrt{\sin(\hat{H}t)} h^{ab} \tilde{A}_b E_a} \]
\[ - 2\tilde{B} \rho^d \frac{\sqrt{\hat{H}}}{\sqrt{\sin(\hat{H}t)}} h^{ab} \tilde{A}_b E_a - \frac{n-4}{H} h^{bd} \rho^d H_{\hat{a}b}, \]
which is the second component from (3.44).

Turning now to the derivation of the third equation from (3.44), we have from the second line of (3.38) that
\[ h^{a} Q^{cde} \nu_a \nabla \hat{E}_\hat{a} + \nu^{a} h^{a} \nabla \hat{E}_\hat{a} + h^{a} Q^{cde} \frac{\rho^d}{\sqrt{t}} \nabla \check{H}_{\hat{b}a} \]
\[ = \frac{1}{Ht} h^{a} h^{b} H_{\hat{b}a} + \frac{1}{\sqrt{t}} \Xi_{2a}^{\hat{d}} + \Delta_{2a}^{\hat{d}}. \]
(3.52)

Multiplying (3.52) by $h^{\hat{a}}$, we find, with the help of the identities $h^{a} Q^{cde} \nu_a = -h^{a} Q^{cde} \frac{\rho^d}{\sqrt{t}} h^{b} = -\nu^{a} h^{b}$ from Lemma A.4, that
\[ - h^{a} h^{d} \nabla \hat{E}_\hat{a} + h^{a} h^{d} \nabla \hat{E}_\hat{a} - h^{a} h^{d} \nu^{a} \nabla \hat{E}_\hat{a} \]
\[ = \frac{1}{Ht} h^{a} h^{d} H_{\hat{a}b} + \frac{1}{\sqrt{t}} h^{a} \Xi_{2a}^{\hat{d}} + h^{a} \Delta_{2a}^{\hat{d}}. \]
But by (3.43), we have
\[ h^{\hat{c}c} h^{\hat{d}a} \nabla_a E_{\hat{a}} = -h^{\hat{c}c} \nabla_c \mathcal{E}^d - h^{\hat{c}c} E_{\hat{a}} \nabla_c h^{\hat{d}a}, \]
and so, we conclude that
\[ -h^{\hat{c}a} h^{\hat{d}c} \nabla_a E_{\hat{a}} - h^{\hat{c}c} \nabla_d E_{\hat{a}} + h^{\hat{c}a} h^{\hat{d}c} \nabla_a H_{\hat{a}b} = \frac{1}{Ht} h^{\hat{c}a} h^{\hat{d}a} H_{\hat{ab}} + \frac{1}{\sqrt{t}} h^{\hat{c}a} \mathcal{S}^d_{2a} - \mathfrak{D}_{3}^{\hat{a}d}(t, U), \]
where
\[ \mathfrak{D}_{3}^{\hat{a}d}(t, U) = -h^{\hat{c}a} \mathcal{N}_{2a} - h^{\hat{c}c} \nabla \mathcal{E}^d. \]
Noting that \( h^{ab} h^{\hat{a}b} H_{\hat{ab}} = -h^{\hat{a}a} h^{\hat{b}b} H_{\hat{ab}} \), we see that the above equation is equivalent to the third component from (3.44), which is given by
\[
- h^{ac} \nabla_c E^b - h^{ad} h^{bc} \nabla_d E^c - h^{aa} h^{bb} \nabla H_{\hat{ab}}^b = - \frac{1}{Ht} h^{aa} h^{bb} H_{\hat{ab}} + \frac{1}{\sqrt{t}} h^{aa} \mathcal{S}^b_{2a} - \mathfrak{D}_{3}^{ab}(t, U). \tag{3.53}
\]
The proof then follows from collecting (3.48), (3.51) and (3.53) together with the equation (3.41) for the gauge potential.

The last step needed to bring the Yang–Mills equations into a form that will be favourable for our analysis involves multiplying each line of (3.44) by \( h^{\hat{b}c}, h^{\hat{d}f}, h^{\hat{a}a} h^{\hat{b}b} \) and \( h_{\hat{a}b} \), respectively. The resulting first order, symmetric hyperbolic Fuchsian equation is displayed in the theorem below.

**Theorem 3.2.** If \((E_a, A_b)\) solves the conformal Yang–Mills equations (3.33)–(3.34) in the temporal gauge (3.35), then the quadruple \((\mathcal{E}^e, E_a, H_{pq}, A_s)\) defined via (1.45), (1.46) and (1.47) solves the first order, symmetric hyperbolic Fuchsian equation
\[
- \hat{A}^0_{\nu} \nabla_{\nu} \begin{pmatrix} \mathcal{E}^e \\ E_{\hat{a}} \\ H_{\hat{ab}} \\ A_s \end{pmatrix} + \hat{A}^f h^c_f \nabla_c \begin{pmatrix} \mathcal{E}^e \\ E_{\hat{a}} \\ H_{\hat{ab}} \\ A_s \end{pmatrix} = \frac{1}{Ht} \hat{B} \begin{pmatrix} \mathcal{E}^e \\ E_{\hat{a}} \\ H_{\hat{ab}} \\ A_s \end{pmatrix} + \hat{G}(t, U), \tag{3.54}
\]
where
\[
\hat{A}^0 = \begin{pmatrix} -\lambda h^{\hat{b}c} h^{\hat{d}f} g_{\hat{a}b} h^{\hat{d}e} & -\lambda \nu^e g_{\hat{a}b} h^{\hat{d}e} \xi^d & 0 & 0 \\
-\lambda \nu^e g_{\hat{a}b} h^{\hat{d}e} \xi^d & -\lambda h^{\hat{d}e} - \nu^e g_{\hat{a}b} h^{\hat{d}e} \xi^d & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{pmatrix},
\]
\[
\hat{A}^f h^c_f = \begin{pmatrix} -2\xi^e h^{\hat{a}b} g_{\hat{a}b} h^{\hat{c}d} & -2\xi^e h^{\hat{a}b} g_{\hat{a}b} h^{\hat{d}e} & 0 & 0 \\
-2\xi^e h^{\hat{a}b} g_{\hat{a}b} h^{\hat{c}d} & -2\xi^e h^{\hat{a}b} g_{\hat{a}b} h^{\hat{d}e} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{pmatrix},
\]
\[
\hat{B} = \begin{pmatrix} -(n - 3) \lambda h^{\hat{b}c} h^{\hat{d}f} g_{\hat{a}b} h^{\hat{d}e} & 0 & 0 & 0 \\
0 & -(n - 3) \lambda h^{\hat{d}f} h^{\hat{a}b} & 0 & 0 \\
0 & 0 & h_{\hat{a}b} h^{\hat{d}f} h^{\hat{a}b} & 0 \\
0 & 0 & 0 & h_{\hat{a}b} h^{\hat{d}f} h^{\hat{a}b} \\
\end{pmatrix},
\]
\[
\hat{G}(t, U) = \hat{G}_0(t, U) + \frac{1}{\sqrt{t}} \hat{G}_1(t, U),
\]
\[
\dot{G}_0(t, U) = (\mathcal{D}_1^e(t, U), \mathcal{D}_2 f(t, U), \mathcal{D}_{3ab}(t, U), \mathcal{D}_{4o}(t, U),)_{tr},
\]
\[
\dot{G}_1(t, U) = (\mathbf{h}^{eb} \Xi_{1e}, \mathbf{h}_{af} h^{da} \Xi_{1a}, -\mathbf{h}_{ab} \mathbf{b}_{3a} \mathbf{h}^{ba} \Xi_{2a}, \mathbf{h}_{or} h^{ra} \Xi_{3a})_{tr},
\]
the maps \(\Xi_{1e}, \Xi_{2a}, \Xi_{3a}\) are as defined in Lemma 3.3, and the maps \(\mathcal{D}_1^e, \mathcal{D}_2 f, \mathcal{D}_{3ab}, \text{ and } \mathcal{D}_{4o}\) are defined by
\[
\mathcal{D}_1^e(t, U) = \mathbf{h}^{eb} \mathcal{D}_{ib}^e(t, U), \quad \mathcal{D}_2 f(t, U) = \mathbf{h}_{af} \mathcal{D}_2^d(t, U),
\]
\[
\mathcal{D}_{3ab}(t, U) = \mathbf{h}_{ab} \mathbf{b}_{3a} \mathbf{D}_{3}^{ab}(t, U), \quad \text{and} \quad \mathcal{D}_{4o}(t, U) = \mathbf{h}_{or} \mathbf{D}_{4}^{r}(t, U),
\]
respectively. Moreover, there exist constants \(\iota > 0\) and \(R > 0\) such that the maps \(\mathcal{D}_1^e, \mathcal{D}_2 f, \mathcal{D}_{3ab}, \text{ and } \mathcal{D}_{4o}\) are analytic for \((t, U) \in (-\iota, \pi) \times B_R(0)\) and vanish for \(U = 0\).

4. Symmetric hyperbolic Fuchsian equations

In the previous section, we derived, in Theorems 3.1 and 3.2, a Fuchsian formulation of the gauge reduced conformal Einstein–Yang–Mills equations. In this section, we quickly review the global existence theory for symmetric hyperbolic Fuchsian equations developed in [4], which is an extension of the Fuchsian existence theory from [24]; see also [3] for related results. This theory relies on the Fuchsian system satisfying a number of structural conditions, which we recall for the convenience of the reader. A tailored version of the main Fuchsian existence theorem from [4] is stated below in Theorem 4.1. In the next section, we apply this theorem to our Fuchsian formulation of the gauge reduced conformal Einstein–Yang–Mills equations. The purpose of doing so is to obtain uniform bounds and decay estimates as \(t \searrow 0\) for solutions to the conformal Einstein–Yang–Mills equations, where we recall that, in the conformal picture, \(t = 0\) corresponds to future timelike infinity.

Rather than the general class of Fuchsian systems analyzed in [4], we instead consider a restricted class that encompasses our Fuchsian formulation of the Einstein–Yang–Mills system. This will allow us to simplify the presentation and application of the existence theory from [4] in our setting. The class of Fuchsian equations and the corresponding initial value problem that we consider in this section are of the form
\[
-A^0(u)\nabla \nu^c \nabla u + A^c(u) \mathbf{b}^b \nabla u = \frac{1}{t} \mathbf{A}(u) \mathbf{P} u + G(u), \quad \text{in } [T_0, 0) \times \Sigma, \quad (4.1)
\]
\[
u_c = u = u_0, \quad \text{in } \{T_0\} \times \Sigma, \quad (4.2)
\]
where \(T_0 < 0\) and \(A^0 = A^c \nu_c\). Here\(^8\), \(\Sigma\) is a \((n - 1)\)-dimensional closed Riemannian manifold with time-independent metric \(\mathbf{b}_{ab}\), \(t\) is a Cartesian coordinate on the interval \([T_0, 0) \subseteq \mathbb{R}\), \(\nabla\) is the Levi-Civita connection of the Lorentzian metric\(^9\)
\[
g_{ab} = -(dt)_a (dt)_b + \mathbf{b}_{ab}
\]
on the spacetime manifold
\[
\mathcal{M} = [T_0, 0) \times \Sigma,
\]
\(\nu_c = (dt)_c\) is the unit co-normal to \(\Sigma\) and \(\nu^c = g^{cd} \nu_d = -(\partial/\partial t)^c\), \(\mathbf{b}_c = \delta^b_c + \nu^b \nu_c = \delta^b_c - (\partial/\partial t)^b (dt)_c\) is the projection onto \(g\)-orthogonal subspace to \(\nu^c\), and
\[
u_c = (u_1(1), \ldots, u_\ell(t))
\]

\(^8\)In this section only, we do not assume that \(\Sigma\) is \(S^{n-1}\), although, in light of our application to the Einstein–Yang–Mills equations, it is fine to assume this.

\(^9\)Note that we are now interpreting \(\nabla_{ab}\) as spacetime tensor field on \(\mathcal{M}\) in the obvious manner.
is a section of the vector bundle
\[ V = \bigoplus_{k=1}^{\ell} h(T_{n_k}M) \]
over \( M \), where we are using \( h(T^sM) \) to denote the projection of the tensor bundle \( T^sM \) by \( h^b_c \), i.e. \( S^{a_1 \ldots a_r}_{b_1 \ldots b_s} \in h(T^sM) \) if and only if \( h^{a_1 \ldots a_r}_{c_1 \ldots c_r} h^{d_1}_{b_1} \ldots h^{d_s}_{b_s} S^{a_1 \ldots a_r}_{c_1 \ldots c_r} = S^{a_1 \ldots a_r}_{b_1 \ldots b_s} \).

The coefficients \( A^c(u), \mathfrak{A}(u), \mathbb{P} \) and \( G(u) \) will be assumed to satisfy conditions (1)–(5) from \( \S 4.2 \) below.

**Remark 4.1.**

(i) The coefficients \( A^c \) and \( G \) in (4.1) implicitly depend on the spacetime points \( (t, x) \in M \)
via the section \( u \) of \( V \). The dependence can be made explicit by locally representing \( u \) in a vector bundle chart as \( (t, x, \bar{u}(t, x)) \).

(ii) We can naturally view \( u \) as a time-dependent section of the vector bundle
\[ V = \bigoplus_{k=1}^{\ell} T_{n_k} \Sigma \]
over \( \Sigma \). Since, in this viewpoint, \( u \) no longer includes \( t \) in its base point, i.e. \( u \) is locally of the form \( (x, \bar{u}(t, x)) \) with \( (t, x) \in M \), we will interpret the coefficients \( A^c \) and \( G \) as depending on \( t \) as well as \( u \), and we will write \( A^c(t, u) \) and \( G(t, u) \). This interpretation also allows us to write the Fuchsian equation (4.1) as
\[ A^0(t, u) \partial_t u + A^c(t, u) h^b_c D_b u = \frac{1}{t} \mathfrak{A}(t, u) \mathbb{P} u + G(t, u) \]
where \( A^0 = -A^c \nu_c \) and \( D \) denotes the Levi-Civita connection of the Riemannian metric \( \tilde{h}_{ab} \) on \( \Sigma \).

For the remainder of this section, we will favour the interpretation of \( u \) taking values in the vector bundle \( V \) in line with Remark 4.1.(ii).

### 4.1 Symmetric linear operators and inner products.

For fixed \( t, u \) and \( \eta_b, A^c(t, u) h^b_c \eta_b \) and \( A^0(t, u) \) define linear operators on \( V \). One of the assumptions needed for the Fuchsian existence theory from [4] is that these operators are symmetric with respect to a given inner product on \( V \). In the following, we will employ the inner product defined on elements
\[ v = (v_1, \ldots, v_{\ell}), \ u = (u_1, \ldots, u_{\ell}) \in V \]
by
\[ \langle v, u \rangle_h = \sum_{k=1}^{\ell} \left( \prod_{i=1}^{m_k} h_{a_i b_i} \right) \left( \prod_{j=1}^{n_k} h^{d_j a_j} \right) (v_{(k)})^{c_1 \ldots c_{m_k}}_{d_1 \ldots d_{n_k}} (u_{(k)})^{b_1 \ldots b_{m_k}}_{a_1 \ldots a_{n_k}} \cdot \tag{4.3} \]
For use below, we define projections \( \mathbb{P}(j) : V \to V \) and maps \( \phi(j) : \text{Im} \mathbb{P}(j) \to T_{n_j} \Sigma \) by
\[ \mathbb{P}(j) u = (0, \ldots, u_{(j)}, \ldots 0) \quad \text{and} \quad \phi(j)(0, \ldots, u_{(j)}, \ldots 0) = u_{(j)}, \]
respectively, and we set \( \mathbb{P}(j) = \phi(j) \circ \mathbb{P}(j) \). We also note using these maps that \( u = \sum_{k=1}^{\ell} \phi_{(k)}^{-1} \mathbb{P}(k) u \).

**Definition 4.1.1.** The transpose of\(^\text{10}\) \( A \in L(V) \), denoted \( A^\text{tr} \), is the unique element of \( L(V) \) satisfying
\[ \langle v, Au \rangle_h = \langle A^\text{tr} v, u \rangle_h \]
\(^\text{10}\)Here, \( L(V) \) denotes the set of linear operators on \( V \), which is isomorphic to \( V^* \otimes V \).
for all \(u, v \in V\). Moreover, we say that \(A \in L(V)\) is symmetric if \(A^\text{tr} = A\).

Given \(A \in L(V)\), we can represent it in block form as \(A = (A_{(kl)})\) where the blocks \(A_{(kl)}\) are defined by

\[
A_{(kl)} = \tilde{\pi}(k)A\phi_l^{-1}.
\]

Using this notation, it can then be verified by a straightforward calculation that the transpose of \(A = (A_{(kl)})\) is given by

\[
((A^\text{tr})_{(kl)})^\epsilon_1 \cdots \epsilon_{m_l} d_1 \cdots d_{n_k} e_1 \cdots e_{n_k} c_1 \cdots c_{m_k} =
(A_{(kl)})^{b_1} \cdots b_{m_k} \hat{a}_1 \cdots \hat{a}_{n_l} a_1 \cdots a_{n_k} b_1 \cdots b_{m_l} \left( \prod_{i=1}^{m_k} \hat{h}_i e_i \right) \left( \prod_{i=1}^{n_l} \hat{b}_i a_i \right) \left( \prod_{j=1}^{n_k} \hat{h}_j d_j \right). \tag{4.4}
\]

### 4.2. Coefficient assumptions.

Here, we state a tailored version of the coefficient assumptions from [4, §3.1]. These assumptions need to be satisfied in order to apply the Fuchsian existence results [4]. In the following, we employ the order notation, i.e. \(O\) and \(\mathcal{O}\), from [4, §2.4].

1. The map \(\mathbb{P}\) is a time-independent section of the vector bundle \(L(V)\) over \(\Sigma\) that is covariantly constant and defines a symmetric projection operator on \(V\), i.e.

\[
\mathbb{P}^2 = \mathbb{P}, \quad \mathbb{P}^\text{tr} = \mathbb{P}, \quad \partial_t \mathbb{P} = 0 \quad \text{and} \quad \mathbb{D} \mathbb{P} = 0.
\]

2. There exist constants \(R, \kappa, \gamma_1, \gamma_2 > 0\) such that the maps

\[
A^0 \in C^1([T_0, 0], C^\infty(B_R(V), L(V))) \quad \text{and} \quad \mathfrak{A} \in C^0([T_0, 0], C^\infty(B_R(V), L(V)))
\]

satisfy\(^{11}\) \(\pi(A^0(t, v)) = \pi(\mathfrak{A}(t, v)) = \pi(v)\) and

\[
\frac{1}{\gamma_1} \langle u, u \rangle_{\mathfrak{h}} \leq \langle u, A^0(t, v)u \rangle_{\mathfrak{h}} \leq \frac{1}{\kappa} \langle u, \mathfrak{A}(t, v)u \rangle_{\mathfrak{h}} \leq \gamma_2 \langle u, u \rangle_{\mathfrak{h}} \tag{4.5}
\]

for all \((t, u, v) \in [T_0, 0] \times V \times B_R(V)\). Moreover, \(A^0\) satisfies the relations

\[
A^0(t, v)^\text{tr} = A^0(t, v),
\]

\[
[\mathbb{P}(\pi(v)), \mathfrak{A}(t, v)] = 0,
\]

\[
\mathbb{P}(\pi(v)) A^0(t, v) \mathbb{P}^\perp(\pi(v)) = O(\mathbb{P}(\pi(v))v)
\]

and

\[
\mathbb{P}^\perp(\pi(v)) A^0(t, v) \mathbb{P}(\pi(v)) = O(\mathbb{P}(\pi(v))v),
\]

for all \((t, v) \in [T_0, 0] \times B_R(V)\), and there exist maps\(^{12}\) \(\tilde{A}^0, \mathfrak{A} \in C^0([T_0, 0], \Gamma(L(V)))\) satisfying \([\mathbb{P}, \mathfrak{A}] = 0\) and

\[
A^0(t, v) - \tilde{A}^0(t, \pi(v)) = O(v) \quad \text{and} \quad \mathfrak{A}(t, v) - \mathfrak{A}(t, \pi(v)) = O(v)
\]

for all \((t, v) \in [T_0, 0] \times B_R(V)\).

\(^{11}\) Note here in the following \(\pi\) is used to denote a vector bundle projection map. The particular vector bundle will be clear from context and so no confusion should arise from the use of the same symbol for all the vector bundle projections.

\(^{12}\) Here, \(\Gamma(L(V))\) denotes the sections of the vector bundle \(L(V)\) over \(\Sigma\).
(3) The map \(G(t, v) \in C^0([T_0, 0), C^\infty(B_R(V), V))\) admits an expansion of the form

\[
G(t, v) = \hat{G}(t, \pi(v)) + G_0(t, v) + |t|^{-2}G_1(t, v) + |t|^{-1}G_2(t, v)
\]

where \(\hat{G} \in C^0([T_0, 0], \Gamma(V))\) and the maps \(G_\ell(t, v) \in C^0([T_0, 0], C^\infty(B_R(V), V))\), \(\ell = 0, 1, 2\), satisfy \(\pi(G_\ell(t, v)) = \pi(v)\) and

\[
P(\pi(v))G_2(t, v) = 0
\]

for all \((t, v) \in [T_0, 0] \times B_R(V)\). Moreover, there exist constants \(\lambda_\ell \geq 0\), \(\ell = 1, 2, 3\), such that

\[
G_0(t, v) = O(v), \quad P(\pi(v))G_1(t, v) = O(\lambda_1 v), \quad P^\perp(\pi(v))G_1(t, v) = O(\lambda_2 P(\pi(v))v),
\]

and

\[
P^\perp(\pi(v))G_2(t, v) = O(\lambda_3 R^{-1}P(\pi(v))v \otimes P v)
\]

for all \((t, v) \in [T_0, 0] \times B_R(V)\).

(4) The map \(A_{hc} \in C^0([T_0, 0], C^\infty(B_R(V), L(V) \otimes T\Sigma))\) satisfies \(\pi(A^c(t, v)h_c) = \pi(v)\) and

\[
[\sigma_c(\pi(v))A^c(t, v)]^\perp = \sigma_c(\pi(v))A^c(t, v)
\]

for all \((t, v) \in [T_0, 0] \times B_R(V)\) and spatial one forms \(\sigma_a \in \mathcal{X}^*(\Sigma)\).

(5) For each \((t, v) \in [T_0, 0] \times B_R(V)\), there exists a \(s_0 > 0\) such that

\[
\Theta(s) = A^0\left(t, v + s[A^0(t, v)]^{-1}\left(\frac{1}{t}A(t, v)P v + G(t, v)\right)\right), \quad |s| < s_0,
\]

defines smooth curve in \(L(V)\). There exist constants \(\theta\) and \(\beta_\ell \geq 0\), \(\ell = 0, 1, \ldots, 7\), such that the derivative \(\Theta'(0)\) satisfies\(^\text{13}\)

\[
\langle v, P(\pi(v))\Theta'(0)P(\pi(v))v \rangle_h\]

\[
= O\left(\theta v \otimes v + |t|^{-\frac{1}{2}}\beta_0 v \otimes P(\pi(v))v + |t|^{-1}\beta_1 P(\pi(v))v \otimes P(\pi(v))v\right),
\]

\[
\langle v, P(\pi(v))\Theta'(0)P^\perp(\pi(v))v \rangle_h\]

\[
= O\left(\theta v \otimes v + |t|^{-\frac{1}{2}}\beta_2 v \otimes P(\pi(v))v + \frac{|t|^{-1}\beta_3 P(\pi(v))v \otimes P(\pi(v))v}{R}\right),
\]

\[
\langle v, P^\perp(\pi(v))\Theta'(0)P(\pi(v))v \rangle_h\]

\[
= O\left(\theta v \otimes v + |t|^{-\frac{1}{2}}\beta_4 v \otimes P(\pi(v))v + \frac{|t|^{-1}\beta_5 P(\pi(v))v \otimes P(\pi(v))v}{R}\right)
\]

and

\[
\langle v, P^\perp(\pi(v))\Theta'(0)P^\perp(\pi(v))v \rangle_h\]

\[
= O\left(\theta v \otimes v + \frac{|t|^{-\frac{1}{2}}\beta_6}{R} v \otimes P(\pi(v))v + \frac{|t|^{-1}\beta_7 P(\pi(v))v \otimes P(\pi(v))v}{R^2}\right)
\]

for all \((t, v) \in [T_0, 0] \times B_R(V)\).

\(^{13}\) This condition is a reformulation of [4, §3.1.v]. It is straightforward to check that it implies the condition [4, §3.1.v] for the Fuchsian equation (4.1) that we are considering here.
4.3. **Global existence theorem.** Theorem 3.8 from [4] implies the global existence result for the Fuchsian initial value problem (4.1)–(4.2) that is stated in the following theorem. It is worth noting that the regularity for the initial data in the theorem below is less than what is required for [4, Theorem 3.8]. This is because the spatial derivative term $A^c b^b \nabla_c \nabla_b$ appearing in (4.1) does not contain any $1/t$ singular terms by assumption. As a consequence, the use of [4, Lemma 3.5] can be avoided in the proof of [4, Theorem 3.8] under this assumption, which leads to the reduction in the required regularity of the initial data.

**Theorem 4.1** (Global existence theorem). Suppose $s \in \mathbb{Z}_{> \frac{n+1}{2}}$, $T_0 < 0$, $u_0 \in H^s(\Sigma; V)$, the coefficient assumptions (1)–(5) from §4.2 are satisfied, and the constants $\kappa, \gamma_1, \lambda_3, \beta_0, \beta_{2k+1}$, $k = 0, \ldots, 3$ satisfy

$$\kappa > \frac{1}{2} \gamma_1 \left( \sum_{k=0}^3 \beta_{2k+1} + 2 \lambda_3 \right).$$

Then, there exists a constant $\delta > 0$, such that if

$$\max \left\{ \| u_0 \|_{H^s}, \sup_{T_0 \leq \tau < 0} \| \hat{G}(\tau) \|_{H^s} \right\} \leq \delta,$$

then there is a unique solution

$$u \in C^0([T_0, 0), H^s(\Sigma; V)) \cap C^1([T_0, 0), H^{s-1}(\Sigma; V)) \cap L^\infty([T_0, 0), H^s(\Sigma; V))$$

of the initial value problem (4.1)–(4.2) such that $\mathbb{P}^\perp u(0) := \lim_{t \searrow 0} \mathbb{P}^\perp u(t)$ exists in $H^{s-1}(\Sigma; V)$.

Moreover, the solution $u$ satisfies the energy estimate

$$\| u(t) \|_{H^s}^2 + \sup_{T_0 \leq \tau < 0} \| \hat{G}(\tau) \|_{H^s}^2 - \int_{T_0}^t \frac{1}{\tau} \| \mathbb{P} u(\tau) \|_{H^s}^2 d\tau \leq C(\delta, \delta^{-1})(\| u_0 \|_{H^s}^2 + \sup_{T_0 \leq \tau < 0} \| \hat{G}(\tau) \|_{H^s}^2)$$

(4.6)

and the decay estimates

$$\| \mathbb{P} u(t) \|_{H^{s-1}} \lesssim \begin{cases} |t| \lambda_1 |t|^{\frac{1}{2}}, & \text{if } \zeta > 1, \\ |t|^{\zeta - \sigma} + \lambda_1 |t|^{\frac{1}{2}}, & \text{if } \frac{1}{2} \leq \zeta \leq 1, \\ |t|^{\zeta - \sigma}, & \text{if } 0 < \zeta \leq \frac{1}{2} \end{cases}$$

(4.7)

and

$$\| \mathbb{P}^\perp u(t) - \mathbb{P}^\perp u(0) \|_{H^s} \lesssim \begin{cases} |t|^{\frac{1}{2}} + |t|^{\zeta - \sigma}, & \text{if } \zeta > \frac{1}{2}, \\ |t|^{\zeta - \sigma}, & \text{if } \zeta \leq \frac{1}{2} \end{cases}$$

(4.8)

for all $t \in [T_0, 0)$ where $\zeta = \kappa - \frac{1}{2} \gamma_1 \beta_1$.

5. **Global existence for the Fuchsian formulation of the EYM equations**

In this section, we carry out one of the main steps in the proof of the Theorem 1.1 by establishing the global existence of solutions to the Fuchsian equation obtained from combining the Fuchsian equations from Theorems 3.1 and 3.2, which is given by

$$-\tilde{A}^0 u^c \nabla_c \tilde{U} + \tilde{A}^b b^c \nabla_c \tilde{U} = \frac{1}{Ht} \tilde{B} \tilde{U} + \tilde{G}(t, \tilde{U}),$$

(5.1)
where
\[
\hat{A}^0 = \begin{pmatrix}
\hat{A}_1^0 & 0 & 0 & 0 & 0 \\
0 & \hat{A}_2^0 & 0 & 0 & 0 \\
0 & 0 & \hat{A}_3^0 & 0 & 0 \\
0 & 0 & 0 & \hat{A}_4^0 & 0 \\
0 & 0 & 0 & 0 & \hat{A}^0
\end{pmatrix}, \quad \hat{A}^{bh}_{\tilde{c}} = \begin{pmatrix}
\hat{A}^{bh}_{\tilde{c}} & 0 & 0 & 0 & 0 \\
0 & \hat{A}^{bh}_{\tilde{c}} & 0 & 0 & 0 \\
0 & 0 & \hat{A}^{bh}_{\tilde{c}} & 0 & 0 \\
0 & 0 & 0 & \hat{A}^{bh}_{\tilde{c}} & 0 \\
0 & 0 & 0 & 0 & \hat{A}^{bh}_{\tilde{c}}
\end{pmatrix},
\]
(5.2)
\[
\hat{B} = \begin{pmatrix}
\hat{B}_1 & 0 & 0 & 0 & 0 \\
0 & \hat{B}_2 & 0 & 0 & 0 \\
0 & 0 & \hat{B}_3 & 0 & 0 \\
0 & 0 & 0 & \hat{B}_4 & 0 \\
0 & 0 & 0 & 0 & \hat{B}
\end{pmatrix}, \quad \hat{G}(t, \hat{U}) = \begin{pmatrix}
G_1(t, \hat{U}) \\
G_2(t, \hat{U}) \\
G_3(t, \hat{U}) \\
G_4(t, \hat{U}) \\
G(t, \hat{U})
\end{pmatrix},
\]
(5.3)
and
\[
\hat{U} = (-\nu^{e}m_{e}, B_{e}^{e}m_{e}, m_{e}, -\nu^{e}p_{e}^{a}, B_{e}^{e}p_{e}^{a}, p_{e}^{a}, -\nu^{e}s\hat{a}b_{e},
\bar{B}_{e}^{e}s\hat{a}b_{e}, s\hat{a}b_{e}, -\nu^{e}s_{e}^{a}, B_{e}^{e}s_{e}^{a}, s^{a}, E_{d}, H_{ab}, \hat{A}_{k})^{tr}
\]
(5.4)

While, by construction, solutions \((g_{ab}, A_{b})\) of the reduced conformal Einstein–Yang–Mills equations in the temporal gauge determine solutions of the Fuchsian system (5.1) via (1.33), (1.36)–(1.43) and (1.46)–(1.47), we will, in this section, analyze general solutions to (5.1) and not, a priori, assume that they are derived from solutions of the conformal Einstein–Yang–Mills equations. The main purpose of establishing the existence of solutions to the Fuchsian system (5.1) will be to obtain global bounds on solutions of the reduced conformal Einstein–Yang–Mills equations. The details of this argument can be found in §7.

The main global existence theorem for the Fuchsian equation (5.1) is stated below in Theorem 5.1. In order to be able to apply this theorem, we need to establish that (5.1) verifies the coefficient assumptions (1)–(5) from §4.2. As we show below, this requires us to make certain dimension dependent choices for the free parameters \(\hat{\lambda}, \hat{\beta}, \hat{J}, \hat{K}, \hat{E}, \hat{F}\) that appear in the coefficients of (5.1).

### 5.1 Parameter selection.

The parameters \(\hat{\lambda}, \hat{\beta}, \hat{J}, \hat{K}, \hat{E}, \hat{F}\) are determined by the spacetime dimension \(n\) and the following decomposition for the matrix \(\hat{B}\) defined above by (5.3):
\[
\hat{B} = \hat{A}^{\hat{P}} = \begin{pmatrix}
\hat{A}_1 & 0 & 0 & 0 & 0 \\
0 & \hat{A}_2 & 0 & 0 & 0 \\
0 & 0 & \hat{A}_3 & 0 & 0 \\
0 & 0 & 0 & \hat{A}_4 & 0 \\
0 & 0 & 0 & 0 & \hat{A}
\end{pmatrix} \begin{pmatrix}
P_1 & 0 & 0 & 0 & 0 \\
0 & P_2 & 0 & 0 & 0 \\
0 & 0 & P_3 & 0 & 0 \\
0 & 0 & 0 & P_4 & 0 \\
0 & 0 & 0 & 0 & \hat{P}
\end{pmatrix},
\]
which implies, in particular that \(\bar{B}_k = \hat{A}_k \tilde{P}_k, \ k = 1, \ldots, 4\), and \(\hat{B} = \hat{A}^{\hat{P}}\). This decomposition is not unique and we have some freedom in choosing the particular form of the operators \(\hat{A}_k, \hat{A}\) and the projection operators \(\tilde{P}_k, \tilde{P}\). We fix \(\hat{A}_3, \hat{A}_4, \hat{A}, \tilde{P}_3, \tilde{P}_4\) and \(\tilde{P}\) by setting
\[
\hat{A}_3 = \hat{A}_4 = \begin{pmatrix}
-\lambda(n-2) & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}, \quad \tilde{P}_3 = \tilde{P}_4 = \begin{pmatrix}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}, \quad \hat{A} = \hat{B} \quad \text{and} \quad \tilde{P} = 1,
\]
respectively. The choice of the remaining operators \(\hat{A}_1, \hat{A}_2, \tilde{P}_1\) and \(\tilde{P}_2\) will depend on the spacetime dimensions \(n\), which we separate into the following three cases: \(n = 4\), \(n \geq 6\) and \(n = 5\).
(1) $n = 4$: For $n = 4$, we fix the parameters $\hat{A}, \hat{B}, \hat{J}, \hat{K}, \hat{E}, \hat{F}$ by setting

$$\hat{K} = \hat{J} = \frac{2}{3}, \quad \hat{A} = \hat{B} = 2H \quad \text{and} \quad \hat{E} = \hat{F} = 1.$$  

Inserting these parameters into $\bar{A}_\ell^0$ and $\bar{B}_\ell$ (see Theorem 3.1), we can ensure that $\bar{B}_\ell = \bar{A}_\ell^0 \mathbb{P}_\ell$ for $\ell = 1, 2$ by setting

$$\bar{A}_1 = \bar{A}_2 = \begin{pmatrix} -\lambda & 0 & 0 \\ 0 & \frac{3}{2} h_f h^{\ell f} & 0 \\ 0 & 0 & -\lambda \end{pmatrix} \quad \text{and} \quad \bar{P}_1 = \bar{P}_2 = \begin{pmatrix} \frac{1}{2} & 0 & \frac{1}{2} \\ 0 & \delta^{d}_\ell & 0 \\ \frac{1}{2} & 0 & \frac{1}{2} \end{pmatrix}. \quad (5.5)$$

**Lemma 5.1.** There exist constants $\iota > 0$, $R > 0$, $\gamma_1 > 1$, and $\gamma_2 > \frac{3}{2}$ such that

$$\frac{1}{\gamma_1} \mathbb{1} \leq \bar{A}_\ell^0 \leq \bar{A}_\ell \leq \gamma_2 \mathbb{1} \quad \text{and} \quad [\bar{A}_\ell, \bar{P}_\ell] = 0$$

for all $(t, \hat{U}) \in (-\iota, \frac{\pi}{H}) \times B_R(0)$ and $\ell = 1, 2$.

**Proof.** It is straightforward to verify from the $(5.5)$ and the definitions of the matrices $\bar{A}_\ell^0$ from Theorem 3.1 that $\bar{A}_\ell^0 \leq \bar{A}_\ell$ and $[\bar{A}_\ell, \bar{P}_\ell] = 0$. Moreover, by taking $R > 0$ sufficiently small, it is also not difficult to verify that there exists constants $\gamma_1 > 1$ and $\gamma_2 > \frac{3}{2}$ such that $\mathbb{1} \leq \gamma_1 \bar{A}_\ell^0$ and $\bar{A}_\ell \leq \gamma_2 \mathbb{1}$, which completes the proof. \hfill $\square$

(2) $n \geq 6$: For $n \geq 6$, we fix the parameters $\hat{A}, \hat{B}, \hat{J}, \hat{K}, \hat{E}, \hat{F}$ by setting

$$\frac{1}{\hat{J}} = n - \frac{7}{2}, \quad \hat{E} = 1, \quad \frac{H}{\hat{A}} = \sqrt{\frac{1}{2} \left( n - \frac{11}{2} \right)}, \quad (5.6)$$  

$$\frac{1}{\hat{K}} = \frac{n - 1}{2}, \quad \hat{F} = 1 \quad \text{and} \quad \frac{H}{\hat{B}} = \frac{n - 3}{2}. \quad (5.7)$$

Substituting these choices into $\bar{A}_\ell^0$ and $\bar{B}_\ell$, we find that $\bar{B}_\ell = \bar{A}_\ell^0 \mathbb{P}_\ell$, $\ell = 1, 2$, where we have set

$$\bar{A}_1 = \begin{pmatrix} \frac{3}{2}(-\lambda) & 0 & \sqrt{\frac{1}{2} \left( n - \frac{11}{2} \right)}(-\lambda) \\ 0 & (n - \frac{7}{2}) h_f h^{\ell f} & 0 \\ \frac{1}{2} \left( n - \frac{11}{2} \right)(-\lambda) & 0 & (n - \frac{9}{2})(-\lambda) \end{pmatrix}, \quad \bar{P}_1 = \mathbb{1}, \quad (5.8)$$

$$\bar{A}_2 = \begin{pmatrix} (n - 3)(-\lambda) & 0 & 0 \\ 0 & \frac{1}{2} (n - 1) h_f h^{\ell f} & 0 \\ 0 & 0 & (n - 3)(-\lambda) \end{pmatrix} \quad \text{and} \quad \bar{P}_2 = \begin{pmatrix} \frac{1}{2} & 0 & \frac{1}{2} \\ 0 & \delta^{d}_\ell & 0 \\ \frac{1}{2} & 0 & \frac{1}{2} \end{pmatrix}. \quad (5.9)$$

**Lemma 5.2.** There exist constants $\iota > 0$, $R > 0$, $\gamma_1 > 1$, $\gamma_2 > 2n - 10$, $\tilde{\gamma}_1 > 1$ and $\tilde{\gamma}_2 \geq \frac{2(n-3)}{n-1}$ such that

$$\frac{1}{\gamma_1} \mathbb{1} \leq \bar{A}_1^0 \leq \bar{A}_1 \leq \gamma_2 \mathbb{1}, \quad \frac{1}{\gamma_1} \mathbb{1} \leq \bar{A}_2^0 \leq \frac{2}{n-1} \bar{A}_2 \leq \tilde{\gamma}_2 \mathbb{1}$$

and

$$[\bar{A}_\ell, \bar{P}_\ell] = 0$$

for all $(t, \hat{U}) \in (-\iota, \frac{\pi}{H}) \times B_R(0)$ and $\ell = 1, 2$. 
Proof. By (5.8), we note, for any \( \omega = (\omega_1, \omega_2, \omega_3)^t \), that

\[
\langle \bar{A}_1 \omega, \omega \rangle \eta = -\lambda \frac{3}{2} \omega_1^2 + \left( n - \frac{7}{2} \right) h^{ab} \omega_2 a \omega_2 b + (-\lambda) \left( n - \frac{9}{2} \right) \omega_3^2 - 2\lambda \sqrt{\frac{1}{2} \left( n - \frac{11}{2} \right)} \omega_1 \omega_3,
\]

where in deriving this we have employed the relation \( \omega_{2a} = \frac{h_{a2}}{2} \omega_2^a \). But, by Young’s inequality (see Lemma B.2)

\[
2 \sqrt{\frac{1}{2} \left( n - \frac{11}{2} \right)} |\omega_1 \omega_3| \leq \frac{1}{2} \omega_1^2 + \left( n - \frac{11}{2} \right) \omega_3^2,
\]

and so we deduce that

\[
-\lambda \omega_1^2 + \left( n - \frac{7}{2} \right) h^{ab} \omega_2 a \omega_2 b + (-\lambda) \omega_3^2 \leq \langle \bar{A}_1 \omega, \omega \rangle \eta
\]

\[
\leq -2\lambda \omega_1^2 + \left( n - \frac{7}{2} \right) h^{ab} \omega_2 a \omega_2 b + (-\lambda) \left( 2n - 10 \right) \omega_3^2,
\]

where in deriving this we have used the fact that \( \lambda < 0 \), see (1.33).

On the other hand, from the definition of \( \bar{A}_1^0 \) in Theorem 3.1, we observe that \( \langle \bar{A}_1^0 \omega, \omega \rangle \eta = -\lambda \omega_1^2 + h^{ab} \omega_2 a \omega_2 b + (-\lambda) \omega_3^2 \). With the help of this identity, we conclude, by taking small enough \( R > 0 \), that there exist constants \( \gamma_1 > 1 \) and \( \gamma_2 > 2n - 10 \) such that

\[
\frac{1}{\gamma_1} \mathbb{1} \leq \bar{A}_1^0 \leq \bar{A}_1 \leq \gamma_2 \mathbb{1}.
\]

To complete the proof, we note that the other stated inequality follows from similar arguments while the relation \( [\bar{A}_\ell, \bar{P}_\ell] = 0, \ell = 1, 2 \), is a direct consequence of the definitions (5.8)–(5.9). \( \square \)

\( (3) \ n = 5: \) For \( n = 5 \), we fix the parameters \( \bar{K}, \bar{F}, \bar{B} \) in the same as (5.7), and we correspondingly define the operators \( \bar{A}_2 \) and \( \bar{P}_2 \) by (5.9). In addition, we set

\[
\bar{E} = 3, \quad \frac{1}{J} = 2 \quad \text{and} \quad \frac{H}{\bar{A}} = 1,
\]

and in insert these parameters into \( \bar{A}_1^0 \) and \( \bar{B}_1 \). We then observe that \( \bar{B}_1 = \bar{A}_1 \bar{P}_1 \) for \( \bar{A}_1 \) and \( \bar{P}_1 \) defined by

\[
\bar{A}_1 = \begin{pmatrix}
-\lambda & 0 & 0 \\
0 & 2h_{f\ell} f^f & 0 \\
-3\lambda & 0 & -3\lambda
\end{pmatrix}
\quad \text{and} \quad \bar{P}_1 = \mathbb{1}, \quad (5.10)
\]

respectively.

**Lemma 5.3.** There exist constants \( \iota > 0, R > 0, \gamma_2 > 32, \gamma_1 > 1, \bar{\gamma}_1 > 1, \) and \( \bar{\gamma}_2 > \frac{2(n-3)}{n-1} \) such that

\[
\frac{1}{\gamma_1} \mathbb{1} \leq \bar{A}_1^0 \leq 8 \bar{A}_1 \leq \gamma_2 \mathbb{1}, \quad \frac{1}{\bar{\gamma}_1} \mathbb{1} \leq \bar{A}_2^0 \leq \frac{2}{n-1} \bar{A}_2 \leq \bar{\gamma}_2 \mathbb{1},
\]

and

\[
[\bar{A}_\ell, \bar{P}_\ell] = 0
\]

for \( (t, \bar{U}) \in (-\iota, \frac{\pi}{R}) \times B_R(0) \) and \( \ell = 1, 2. \)
5.2. Verification of the coefficient assumptions. With the results of the previous section in hand, we now turn to verifying that the Fuchsian equation (5.1) satisfies all of the coefficient assumptions from §4.2. Due to the block structure of the coefficients (5.2)–(5.3), the verification of the coefficient assumptions for the conformal Einstein (i.e. the first 4 blocks) and the conformal Yang–Mills (i.e. the last block) components of the equation can be carried out separately.

Lemma 5.4. Suppose \( \mathcal{A}_0^0, \mathcal{A}^b_h^c, \mathcal{B}_b, \mathcal{G}_i, i = 1, \ldots, 4 \), and \( \mathcal{A}_0^0, \mathcal{A}^b_h^c, \mathcal{B}, \mathcal{G} \) are defined as in Theorems 3.1 and 3.2, and \( \mathcal{A}_t, \mathcal{P}_t, \mathcal{A} \) and \( \mathcal{P} \) are as defined\(^{14}\) in §5.1. Then there exist positive constants \( R, \kappa, \gamma_1, \gamma_2 > 0 \) and non-negative constants \( \lambda_\ell, \theta, \beta_k \geq 0, \ell = 1, 2, 3 \) and \( k = 0, \ldots, 7 \), such that coefficients of the Fuchsian system (5.1) satisfy the assumptions (1)–(5) from §4.2 and the inequality

\[
\kappa > \frac{1}{2} \gamma_1 \left( \sum_{k=0}^3 \beta_{2k+1} + 2 \lambda_3 \right) 
\]

holds.

Proof.
1. The conformal Einstein component. Noting that the gravitational variables used in the Fuchsian formulation of the reduced conformal Einstein equation in the articles [19, 20, 22, 24] are essentially the same ones used in this article, the same arguments from [19, 20, 22, 24] that are employed to verify the coefficient assumptions can be adapted, with the help of Lemmas 5.1–5.3, in a straightforward manner to show that the Fuchsian formulation of the reduced Einstein equations in this article satisfies the coefficient assumptions. We omit the details.

---

\(^{14}\)Recall that \( \mathcal{A}_j \) and \( \mathcal{P}_j \), for \( j = 1, 2 \), vary according to the dimension \( n \).
2. The conformal Yang–Mills component.

Assumptions (2) & (4): We begin the verification of assumption (2) and (4) by establishing the symmetry of the operators $\hat{A}^0$ and $\hat{A}^b h^c_\eta$. To this end, we observe that the blocks of $\hat{A}^0$ satisfy

$$\begin{align*}
(\hat{A}^0_{(11)})^\xi_{c}^f h_{\xi d}^e &= -\lambda\hat{h}_{bc}^e h_{\xi d}^f h_{\xi d}^e = -\lambda h_{bc}^e h_{\xi d}^f = (\hat{A}^0_{(11)})^f_d (\hat{h}_{bc}^e = \hat{h}_{bc}^e g_{ab} h_{\xi e}), \\
(\hat{A}^0_{(22)})^\xi_{c}^f h_{\xi d}^e &= (\hat{A}^0_{(22)})^d_f h_{\xi d}^c h_{\xi d}^e = (-\lambda h_{\xi d}^e - \nu^r \nu^s g_{rs} \xi^d \xi^d + 2 \xi^d \xi^d) h_{\xi d}^c h_{\xi d}^e = (\hat{A}^0_{(22)})^e_f, \\
(\hat{A}^0_{(33)})^\xi_{c}^f h_{\xi d}^e &= h_{\xi d}^c h_{\xi d}^e = (\hat{A}^0_{(33)})^c_b h_{\xi d}^d, \\
(\hat{A}^0_{(21)})^\xi_{c}^f h_{\xi d}^e &= -\lambda \nu^r g_{rs} h_{\xi d}^c h_{\xi d}^e = -\lambda \nu^r g_{rs} h_{\xi d}^c \xi^d = (\hat{A}^0_{(21)})^e_f.
\end{align*}$$

We further observe that the blocks $\hat{A}^0_{(13)}$, $\hat{A}^0_{(21)}$, $\hat{A}^0_{(23)}$, and $\hat{A}^0_{(32)}$ all vanish and that the block $\hat{A}^0_{(44)}$ is symmetric. We therefore conclude from (4.4) that $\hat{A}^0$ is symmetric. The symmetry of the operator $\hat{A}^b h^c_\eta$ can be established in a similar fashion from the following identities

$$\begin{align*}
((\hat{A}^b h^c_\eta)_{(21)})^\xi_{c}^f h_{\xi d}^e &= -[2 \xi^c \nu^r g_{rs} h_{\xi d}^e + h_{\xi d}^e] h_{\xi d}^c h_{\xi d}^e = \xi^d \xi^d = ((\hat{A}^b h^c_\eta)_{(12)})^\xi_{c}^f, \\
((\hat{A}^b h^c_\eta)_{(31)})^\xi_{c}^f h_{\xi d}^e &= h_{\xi d}^c h_{\xi d}^e = ((\hat{A}^b h^c_\eta)_{(13)})^c_b h_{\xi d}^f, \\
((\hat{A}^b h^c_\eta)_{(22)})^\xi_{c}^f h_{\xi d}^e &= h_{\xi d}^c h_{\xi d}^e = ((\hat{A}^b h^c_\eta)_{(23)})^c_b h_{\xi d}^f, \\
((\hat{A}^b h^c_\eta)_{(11)})^\xi_{c}^f h_{\xi d}^e &= -2 \xi^c h_{\xi d}^e h_{\xi d}^c h_{\xi d}^e = -2 \xi^c h_{\xi d}^e h_{\xi d}^c = ((\hat{A}^b h^c_\eta)_{(11)})^\xi_{c}^f.
\end{align*}$$

and the vanishing of the remaining blocks of $\hat{A}^b h^c_\eta$.

Next, we claim that $\hat{A}^0$ and $\hat{A}$ satisfy an inequality of the form (4.5). To see why this is the case, we consider an element

$$\vartheta = (Y^e, Z_d, X_{ab}, W_s) \in T \Sigma \oplus T^* \Sigma \oplus T^*_2 \Sigma \oplus T^* \Sigma.$$

Then by (4.3) and the definition of $\hat{A}^0$ from Theorem 3.2, we have

$$\begin{align*}
\langle \vartheta, \hat{A}^0 \vartheta \rangle_h &= -\lambda h_{ab} h_{ec} Y^e Y^d - \lambda \nu^r g_{rs} h_{ec} h_{ec} Z_d Y^e - h_{ab} h_{ec} h_{ec} h_{ec} Y^d Z_d + \lambda h_{ab} h_{ec} h_{ec} h_{ec} h_{ec} Y^d Z_d + h_{ab} h_{ec} h_{ec} h_{ec} h_{ec} X_{ab} h_{ab} W_s W_b.
\end{align*}$$
from which we find, with the help of Lemma B.3, that

\[
\langle \vartheta, \hat{A}_x^0 \vartheta \rangle_h \leq -\lambda h^a_d g_{ab} h^b_e Y^c Y^d + \epsilon h^{dd} Z_d Z_d + \frac{1}{\epsilon} |\xi|^2 \lambda^2 \nu^r g_{rs} h^s_e \nu^c e g_{cb} h^b_d Y^c Y^b
\]

\[
+ \left[ -\lambda h^{dd} - \lambda \nu^r \nu^s g_{rs} \xi^d \xi^d + 2 \xi^d \xi^d \right] Z_d Z_d + h^{aa} h^{bb} X_{ab} X_{ab} + h^{bs} W_s W_b
\]

for any \( \epsilon > 0 \) where we have set \( |\xi|^2 = h_{ad} \xi^a \xi^d \).

On the other hand,

\[
\langle \vartheta, \hat{A} \vartheta \rangle_h = - (n - 3) \lambda h^a_d g_{ab} h^b_e Y^c Y^a - (n - 3) \lambda h^{dd} Z_d Z_d + h^{aa} h^{bb} X_{ab} X_{ab} + \frac{1}{2} h^{bs} W_s W_b.
\]

By setting \( \epsilon = |\xi|_h \) and taking \( R > 0 \) small enough, it then follows from (5.12)–(5.14) that there exist constants \( \kappa, \gamma_1, \gamma_2 > 0 \) such that the inequality (4.5) holds.

Finally, we note that it is straightforward to check that the operators \( \hat{A}_x^0, \hat{A}_x^1 \hat{c}_b \eta_c \) and \( \hat{A}_x \) verify the remaining stated properties from the coefficient assumptions (2) and (4). This completes the verification of the coefficient assumptions (2) and (4).

**Assumptions (1) & (5):** With our choice of \( \hat{P} = 1 \) and hence \( \hat{P} \perp = 0 \), we immediately have that \( [\hat{P}, \hat{A}_x] = 0 \), and the only non-vanishing relation involving \( \Theta'(0) \) is the first one, which reads

\[
\langle v, \Theta'(0) v \rangle_h = \mathcal{O}(\theta v \otimes v + |t|^{1/2} \beta_0 v \otimes v + |t|^{-1} \beta_1 v \otimes v).
\]

It is straightforward to verify that this condition on \( \Theta'(0) \) is satisfied for an appropriate choice of constants \( \theta, \beta_0 \) and \( \beta_1 \). Since it is also straightforward to verify the other stated properties from the coefficient assumptions (1) and (5), we will omit the details of the verification of these properties. This completes the verification of the coefficient assumptions (1) and (5).

**Assumption (3):** Noticing that the maps \( \hat{G}_0 \) and \( \hat{G}_1 \) from the expansion of \( \hat{G} \) given in Theorem 3.2 are both analytic for \( (t, U) \in (-\epsilon, \epsilon) \) for \( \epsilon, R > 0 \) small enough and vanish for \( U = 0 \), it follows immediately that there exists constants \( \lambda_\ell \geq 0, \ell = 1, 2 \), such the all the conditions on the map \( \hat{G} \) from the coefficient assumption (3) are satisfied. This completes the verification of the coefficient assumption (3).

3. The combined system. The above arguments yield positive constants \( R, \kappa, \gamma_1, \gamma_2 > 0 \), and non-negative \( \lambda_\ell, \theta, \beta_k \geq 0, \ell = 1, 2 \) and \( k = 0, \ldots, 7 \), such that the coefficients of the Fuchsian system (5.1) verify the assumptions (1)–(5) from §4.2. To complete the proof, we make a number of observations with regard to the selection of some of the parameters beginning with the observation that the term from the Fuchsian system (5.1) that corresponds to \( \hat{G}_2 \) vanishes, which allows us to take \( \lambda_3 = 0 \). Next, we make the following observations with regard to the parameters \( \beta_{2k+1}, k = 0, 1, 2, 3 \):

1. The 1/\( t \) singular term from \( \langle v, \mathcal{P}(\pi(v)) \Theta'(0) \mathcal{P}(\pi(v)) v \rangle_h \) is of the form \( \mathcal{O}(C_1 |t|^{-1} \mathcal{P}(\pi(v)) v \otimes \mathcal{P}(\pi(v)) v \otimes \mathcal{P}(\pi(v)) v \) for some constant \( C_1 > 0 \). Thus for any \( \beta_1 > 0 \), we can, by choosing \( R > 0 \) sufficiently small, ensure that \( C_1 R \leq \beta_1 \).
(2) The $1/t$ singular term of from $\langle v, \mathbb{P}(\pi(v))\Theta(0)\mathbb{P}^\perp(\pi(v))v \rangle_h$ is of the form $O(C_3|t|^{-1}\mathbb{P}(\pi(v))v \otimes \mathbb{P}(\pi(v))v \otimes \mathbb{P}^\perp(\pi(v))v)$ for some constant $C_3 > 0$. As a consequence, for any $\beta_3 > 0$, we can arrange that $C_3 R^2 \leq \beta_3$ by choosing $R > 0$ small. By similar considerations, for any choice of $\beta_5 > 0$, we can guarantee that $C_5 R^2 \leq \beta_5$ holds by choosing $R > 0$ sufficiently small.

(3) Noting that the term $\langle v, \mathbb{P}^\perp(\pi(v))\Theta(0)\mathbb{P}^\perp(\pi(v))v \rangle_h$ only involves the Einstein components, similar arguments as employed in [20, §7.1] (see also in [19]) imply that this term contains no $1/t$ singular term, and as a consequence, we can take $\beta_7 = 0$.

From these considerations and the fact that the parameters $\beta_k$ can be chosen independently of $\kappa$ and $\gamma_1$, which are both positive, it is then clear that we can ensure that the inequality (5.11) holds by choosing $R > 0$ sufficiently small. This complete the proof.

**Remark 5.1.** Although we have established that Fuchsian system (5.1) satisfies all of the coefficient assumptions from §4.2 for some choice of constants, we have not calculated explicit values for these constants. This is because explicit values are only required for determining the decay rates, which we will not make use of in any subsequent arguments.

Now that we have verified that the Fuchsian system (5.1) satisfies all of the coefficient assumptions from §4.2, we can apply Theorem 4.1, after making the time transformation $t \mapsto -t$, to it to obtain the global existence result contained in the following theorem.

**Theorem 5.1.** Suppose $s \in \mathbb{Z}_{\geq \frac{n+1}{2}}$, then there exist constants $\delta_0 > 0$ and $C > 0$ such that if the initial data $\tilde{U}_0$ satisfies $\|\tilde{U}_0\|_{H^s} \leq \delta$ for any $\delta \in (0, \delta_0]$, then there exists a unique solution\(^{15}\)

$$\tilde{U} \in C^0\left((0, \frac{\pi}{2H}), H^s(\Sigma; V)\right) \cap C^1\left((0, \frac{\pi}{2H}), H^{s-1}(\Sigma; V)\right) \cap L^\infty\left((0, \frac{\pi}{2H}), H^s(\Sigma; V)\right)$$

to the Fuchsian equation (5.1) on $\left(0, \frac{\pi}{2H}\right) \times \Sigma$ that satisfies $\tilde{U}|_{t=\frac{\pi}{2H}} = \tilde{U}_0$. Moreover, the solution $\tilde{U}$ satisfies the energy estimate

$$\|\tilde{U}(t)\|_{H^s}^2 + \int_0^{\frac{\pi}{2H}} \frac{1}{t} \|\tilde{P}\tilde{U}(t)\|_{H^s}^2 \, dt \leq C\delta^2$$

(5.15)

for all $t \in \left(0, \frac{\pi}{2H}\right]$.

### 5.3. Improved estimates for the conformal Yang–Mills component of $\tilde{U}$.

The conformal Yang–Mills fields correspond to the last four entries $(\mathcal{E}_c, E_d, H_{ab}, A_s)$ of the vector $\tilde{U}$ defined by (5.4). Given a solution $\tilde{U}$ from Theorem 5.1 of the Fuchsian system (5.1), we establish improved bounds on the fields $(\mathcal{E}_c, E_d, H_{ab}, A_s)$ by showing that the renormalized conformal Yang–Mills fields

$$\left(\mathcal{E}_c, E_d, H_{ab}, A_s\right)^{\text{tr}} = \text{diag}\left\{t^{-1}, t^{-1}, t^{-\frac{1}{2}}, t^{-\frac{1}{2}}\right\} \left(\mathcal{E}_c, E_d, H_{ab}, A_s\right)^{\text{tr}},$$

(5.16)

remain bounded. The precise statement of this result is given in the following corollary.

**Corollary 5.1.** Suppose $\tilde{U}$ is a solution of the Fuchsian system (5.1) from Theorem 5.1, the initial data and the constants $s$, $\delta$ and $\delta_0$ are as given in that theorem. Then there exists a constant $C > 0$, independent of $\delta \in (0, \delta_0]$, such that the renormalized conformal Yang–Mills fields (5.16) are uniformly bounded by

$$\|A_s(t)\|_{H^s} + \|\mathcal{E}_c(t)\|_{H^s} + \|H_{ab}(t)\|_{H^s} \leq C\delta$$

for all $t \in \left(0, \frac{\pi}{2H}\right]$.\(^{15}\)

\(^{15}\)Recall that $\Sigma = S^{n-1}$ and the initial conformal time $t = \frac{\pi}{2H}$ corresponds to the physical time $\tau = 0$. 
Remark 5.2. It is not difficult to verify that the renormalized conformal Yang–Mills fields $\tilde{E}_d, \tilde{H}_{ab}$, and $\tilde{A}_s$ are quantitatively equivalent to the physical Yang–Mills variables $\tilde{F}_{ab}$ and $\tilde{A}_s$. Because of this, Corollary 5.1 yields uniform bounds for the physical Yang–Mills variables.

Proof of Corollary 5.1. We begin by noting from (1.49) and (5.4) that $U$ and $\tilde{U}$ are uniquely determined each other and have comparable norms. As a consequence, in the following arguments, we do not distinguish between the two. Next, by substituting (5.16) into (3.54), we get

$$-\dot{A}^0 \mathbf{diag}\{t, t, t, \sqrt{t}\} \nu^i \nabla_i \tilde{V} + \dot{A}^b h^e_b \mathbf{diag}\{t, t, t, \sqrt{t}\} \nabla_i \tilde{V}$$

$$= \frac{1}{Ht} \dot{B} \mathbf{diag}\{t, t, t, \sqrt{t}\} \tilde{V} + \dot{G}(t, U) - \frac{1}{H} \dot{A}^0 \mathbf{diag}\{1, 1, 1, \frac{1}{2\sqrt{t}}\} \tilde{V}$$

(5.17)

where we have set

$$\tilde{V} := (\tilde{\nu}^e, \tilde{E}_d, \tilde{H}_{\bar{a}b}, \tilde{A}_s)^{tr}.$$  

Then multiplying (5.17) on the left by $$(\mathbf{diag}\{t, t, t, \sqrt{t}\})^{-1}$$ leads to

$$-\dot{A}^0 \nu^i \nabla_i \tilde{V} + \dot{A}^b h^e_b \nu^i \nabla_i \tilde{V} = \frac{1}{Ht} \dot{B} \tilde{V} + \mathcal{G}(t, \tilde{U})$$

(5.18)

where

$$\dot{U} = (m, p^a, m_d, p^a_d, s^{ab}, s^{ab}_d, s, s_d, \tilde{V})^{tr},$$

(5.19)

$$\dot{B} = \begin{pmatrix}
-(n - 4) \lambda h^{b\bar{a}} h^{d\bar{b}} g_{ab} - h^{d\bar{b}} c^{d\bar{b}} & 0 & 0 & 0 \\
0 & -(n - 4) \lambda h^{d\bar{a}} h^{b\bar{d}} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}.$$  

(5.20)

$$\mathcal{G}(t, \tilde{U}) = (\mathcal{G}_1(t, \tilde{U}), \mathcal{G}_2(t, \tilde{U}), \mathcal{G}_{3ab}(t, \tilde{U}), \mathcal{G}_{4a}(t, \tilde{U}))^{tr}$$

(5.21)

and the components of $\mathcal{G}$ are given by

$$\mathcal{G}_1(t, \tilde{U}) = H^{-1} \lambda \nu^r g_{rs} h^{e\bar{e}} p^d \tilde{E}_d + t^{-1} \mathcal{D}_1(t, \tilde{U}) - t^{-\frac{3}{2}} h^{e\bar{e}} \xi_{1e}(E_d, H_{ab}, \tilde{A}_s),$$

$$\mathcal{G}_2(t, \tilde{U}) = H^{-1} \lambda \nu^r g_{rs} h^{e\bar{e}} p^d \tilde{B} \tilde{E}_d - H^{-1} \tilde{B} \tilde{E}_d + t^{-1} \mathcal{D}_2(t, \tilde{U}) + t^{-\frac{3}{2}} h^{e\bar{e}} \xi_{1e}(E_d, H_{ab}, \tilde{A}_s),$$

$$\mathcal{G}_{3ab}(t, \tilde{U}) = t^{-1} \mathcal{D}_{3ab}(t, \tilde{U}) - t^{-\frac{3}{2}} h_{ab} h_{\bar{a}b} \tilde{E}_d \xi_{2a}(E_d, H_{ab}, \tilde{A}_s),$$

$$\mathcal{G}_{4a}(t, \tilde{U}) = t^{-\frac{1}{2}} \mathcal{D}_{4a}(t, \tilde{U}) + t^{-1} h^{a\bar{a}} \xi_{3a}(E_d, H_{ab}, \tilde{A}_s).$$

In the above definition, we note that the maps $\mathcal{G}_1(t, \tilde{U}), \mathcal{G}_2(t, \tilde{U}), \mathcal{G}_{3ab}(t, \tilde{U})$ and $\mathcal{G}_{4a}(t, \tilde{U})$, the maps $\mathcal{D}_i, i = 1, \cdots, 4$, and $\xi_j, j = 1, 2, 3$, are expressed in terms of the variables $(t, \tilde{U})$ and $(E_d, H_{ab}, \tilde{A}_s)$. This makes sense since $\tilde{U}$ is determined by $(t, \tilde{U})$ as can be seen from (1.49), (5.16) and the definition of $\tilde{U}$ given above.

We now claim that the maps $\mathcal{G}_1(t, \tilde{U}), \mathcal{G}_2(t, \tilde{U}), \mathcal{G}_{3ab}(t, \tilde{U})$ and $\mathcal{G}_{4a}(t, \tilde{U})$ are analytic for $(t, \tilde{U}) \in (-\frac{\pi}{H}, \frac{\pi}{H}) \times B_R(0)$ for $\nu, R > 0$ sufficiently small and vanish for $\tilde{U} = 0$. To see why this is the case, we observe from Lemmas 3.3–3.4 and Theorem 3.2 that each term in $\mathcal{D}_i(t, \tilde{U}), i = 1, 2, 3$, involves one of the factors $E_a, H_{bc}, [\tilde{A}_a, E_b]$ and $[\tilde{A}_a, H_{bc}]$, while each term in $\mathcal{D}_4(t, \tilde{U})$ involves either $A_a$ or $\tilde{E}_b$ as a factor. From this observation, it can then be verified via a direct calculation that $t^{-1} \mathcal{D}_i(t, \tilde{U}), i = 1, 2, 3$, and $t^{-\frac{1}{2}} \mathcal{D}_4(t, \tilde{U})$ are analytic in $(t, \tilde{U})$. Analogously, each term in $\xi_i, i = 1, 2$, contains one of the factors $[\tilde{A}_a, E_b], \ [\tilde{A}_a, H_{bc}]$ and $\xi_{3a} = E_a$, and
consequently, $t^{-3} \Xi_i$, $i = 1, 2$ and $t^{-1} \Xi_3$ are analytic in $(t, \hat{U})$. For example, a calculation shows that

$$t^{-3} \hat{H}_{a} h^{da} \Xi_{1\hat{a}} = t^{-3} \hat{H}_{a} h^{da} h^{dc} [\hat{A}_c, H_{\hat{d}\hat{a}}] = \hat{H}_{a} h^{da} h^{dc} [\hat{A}_c, H_{\hat{d}\hat{a}}].$$

Using these types of arguments, the analytic dependence of the maps $\mathcal{S}_1(t, \hat{U})$, $\mathcal{S}_2(t, \hat{U})$, $\mathcal{S}_{3ab}(t, \hat{U})$ and $\mathcal{S}_{4a}(t, \hat{U})$ of the variables $(t, \hat{U})$ can be verified by direct calculations.

It then follows from the above observations, the arguments from the proof of Lemma 5.4, and the fact that $\hat{U}$ is a solution of the Fuchsian system (5.1) from Theorem 5.1 that, for $R > 0$ chosen small enough, there exist positive constants $\kappa, \gamma_1, \gamma_2 > 0$ and non-negative constants $\lambda, \theta, \beta, \delta_0 > 0$, $\ell = 1, 2, 3$ and $k = 0, \ldots, 7$, such that the Fuchsian system (5.18) satisfies the assumptions (1)–(5) from §4.2 and the inequality (5.11). Moreover, we observe from (5.16) that

$$\hat{V} |_{t=\frac{\pi}{2\pi}} = \text{diag}\left\{\frac{2H}{\pi}, \frac{2H}{\pi}, \frac{2H}{\pi}, \sqrt{\frac{2H}{\pi}}\right\} \left(\mathcal{E}_\ell, E_d, H_{ab}, \hat{A}_s\right)^{tr} |_{t=\frac{\pi}{2\pi}}.$$  

Since $H^s$ norm of the right hand side of the above expression is bounded by $\|\hat{U}_0\|$, which by assumption satisfies $\|\hat{U}_0\| \leq \delta$, we have that $\|\hat{V}(\frac{\pi}{2\pi})\|_{H^s} \leq C\delta$. We therefore conclude via an application of Theorem 4.1 that $\hat{V}$ is bounded by $\|\hat{V}(t)\|_{H^s} \leq C\delta$ for all $t \in \left(0, \frac{\pi}{2\pi}\right)$, which completes the proof. \hfill \qed

### 6. Gauge transformations

In the proof of the main result, Theorem 1.1, we need to perform a gauge transformation in order to change from a formulation of the Einstein–Yang–Mills equations that is useful for establishing the local-in-time existence of solutions to a formulation that is suited to establishing global bounds. In particular, the local-in-time existence of solutions to the Einstein–Yang–Mills equations is obtained from applying the local existence theory developed in [21], which requires the use of the adapted temporal gauge (1.20) and the wave gauge (1.21). On the other hand, we obtain global estimates from our Fuchsian formulation of the conformal Einstein–Yang–Mills equations, which was derived using the temporal and wave gauges (1.44) and (3.6), respectively. These two gauge choices are not equivalent and the transformation between the two has to be taken into account. In this section, we collect together the technical results that are needed to establish that this gauge transformation is well defined.

**Lemma 6.1.** Suppose $(\hat{g}^{ab}, \hat{A}^a_\ell)$ is a solution of the Einstein–Yang–Mills equations (1.2)–(1.4) in the temporal gauge (1.20), $\tilde{u} : \tilde{M} \to G$ solves the differential equation

$$\partial_\tau \tilde{u} = -\tilde{A}^a_\ell \tilde{u},$$  

and let

$$\tilde{A}_a = \tilde{u}^{-1} \tilde{A}_a^a \tilde{u} + \tilde{u}^{-1}(d\tilde{u})_a \quad (\text{i.e., } \tilde{F}_{ab} = \tilde{u}^{-1} \tilde{F}_{ab}^s \tilde{u}).$$

Then $(\hat{g}^{ab}, \hat{A}_a)$ determines a solution of Einstein–Yang–Mills equations (1.2)–(1.4) in the temporal gauge $\tilde{A}_a \tilde{\nu}^a = 0$ where $\tilde{\nu}^a = \hat{g}^{ab}(d\tau)_b$.

**Proof.** The proof is similar to [29, Theorem 2] (see also [5, §6]), and follows from the observation that the condition

$$\tilde{\nu}^a(d\tilde{u})_a = -\tilde{\nu}^a \tilde{A}^a_\ell \tilde{u}$$  

on $\hat{g}^{ab}$, $(\hat{g}^{ab})^{1/2}$, and $(\hat{g}^{ab})^{1/2} \tilde{A}_a$. \hfill \qed
is equivalent to the differential equation (6.1). Since, by assumption, we have a solution \( \tilde{u} \) to the above differential equations, we can use it to define a gauge transformation under which the gauge potential transforms according to

\[
\tilde{A}_a = \tilde{u}^{-1}A_a^*\tilde{u} + \tilde{u}^{-1}(d\tilde{u})_a.
\]

Contracting this with \( \tilde{\nu}^a \), we find by (6.3) that \( \tilde{\nu}^a \tilde{A}_a = 0 \). Moreover, since solutions of the Yang–Mills equations get mapped back into solutions of the Yang–Mills equations under gauge transformations and the Yang–Mills curvature transforms as \( \tilde{F}_{ab} = \tilde{u}^{-1}\tilde{F}_{ab}^*\tilde{u} \), the proof follows. \( \square \)

**Lemma 6.2.** Suppose \((\tilde{g}^{ab}, \tilde{A}_a^*)\) is a solution of the Einstein–Yang–Mills equations (1.2)–(1.4) that satisfies the temporal and wave gauge conditions given by (1.20) and (1.21), respectively, \( \tilde{u} \) solves the differential equation (6.1), and let

\[
g^{ab} = e^{2\Psi}\tilde{g}^{ab}, \quad F_{ab} = e^{-\Psi}\tilde{F}_{ab} \quad \text{and} \quad A_a = e^{-\frac{\Psi}{2}}\tilde{A}_a, \tag{6.4}
\]

where \( \tilde{F}_{ab} \) and \( \tilde{\tilde{A}}_a \) are defined by (6.2). Then \((g^{ab}, A_a)\) determines a solution of the reduced conformal Einstein–Yang–Mills equations, consisting of (3.7) and (3.31)–(3.32), that satisfies the temporal gauge \( A_a\tilde{\nu}^a = 0 \) and wave gauge \( Z^a = 0 \) conditions.

**Proof.** By Lemma 6.1, we know that \((\tilde{g}^{ab}, \tilde{A}_a^*)\) determines a solution of the Einstein–Yang–Mills equations (1.2)–(1.4) that satisfies the temporal gauge \( \tilde{A}_a\tilde{\nu}^a = 0 \). Recalling the definitions of \( \tilde{\nu}_a \) and \( \nu_a \) given by (1.9) and (1.11), respectively, we observe that

\[
\tilde{\nu}_a = -\frac{H}{\sin(\hat{H}t)}\nu_a = -e^\Psi\nu_a \quad \text{and} \quad \nu^b = -e^{-\Psi}\nu^b.
\]

With the help of these relations, it then follows from (6.4) that \( 0 = \tilde{A}_a\tilde{\nu}^a = -e^{\frac{\Psi}{2}}A_a e^{-\Psi}\nu^a \), and hence, that \( A_a\nu^a = 0 \). This establishes that the temporal gauge condition is satisfied.

Next, setting

\[
\hat{X}_{ef}^a = -\frac{1}{2}(\tilde{g}_{ef} \hat{\nabla}^a \tilde{g}^{ab} + \tilde{g}_{ab} \nabla^e \tilde{g}_{df} - \tilde{g}^{ac} \tilde{g}_{ef} \hat{\nabla}^a \tilde{g}_{bd})
\]

\[
= \delta^a_f \partial_e \Psi + \delta^a_e \partial_f \Psi - \tilde{g}^{ac} \tilde{g}_{ef} \partial_c \Psi, \tag{6.5}
\]

where in obtaining the second equality we have used (1.10), (1.11) and the fact that \( \hat{\nabla} \) is the Levi-Civita connection of \( \tilde{g}_{ab} \); we observe that

\[
g^{fe} \hat{X}_{ef}^a = 2g^{ac} \partial_c \Psi - g^{fe} g^{ac} \tilde{g}_{fc} \partial_c \Psi. \tag{6.6}
\]

We also observe, by expressing \( \hat{X}^a \) in terms of the conformal metric using (6.4) and employing the relations (3.4)–(3.5) and (6.6), that

\[
\hat{X}^a = -\hat{\nabla}^a \tilde{g}^{ae} + \frac{1}{2}\tilde{g}^{ae} \hat{\nabla}^a \hat{\nabla}^f \tilde{g}_{df}
\]

\[
= -e^{-2\Psi}\hat{\nabla}^a \tilde{g}^{ae} + \frac{1}{2}e^{-2\Psi} \tilde{g}^{ae} \tilde{g}_{df} \hat{\nabla}^f \tilde{g}^{df} + (2-n)e^{-2\Psi} g^{ae} \partial_e \Psi
\]

\[
= -e^{-2\Psi}(\hat{\nabla}^a \tilde{g}^{ae} + \hat{X}_{ef}^a \tilde{g}^{fe} + \hat{X}_{ef}^a \tilde{g}^{af} + \frac{1}{2}e^{-2\Psi} g^{ae} \tilde{g}_{df} \hat{\nabla}^f \tilde{g}^{df} + \hat{X}_{ef}^a \tilde{g}^{dc} + \hat{X}_{ef}^a \tilde{g}^{df} + \hat{X}_{ef}^a \tilde{g}^{dc})
\]

\[
+ (2-n)e^{-2\Psi} g^{ae} \partial_e \Psi
\]

\[
= -e^{-2\Psi}(\hat{\nabla}^a \tilde{g}^{ae} + \hat{X}_{ef}^a \tilde{g}^{fe} + \frac{1}{2}e^{-2\Psi} g^{ae} \tilde{g}_{df} \hat{\nabla}^f \tilde{g}^{df} + (2-n)e^{-2\Psi} g^{ae} \partial_e \Psi
\]

\[
= e^{-2\Psi} \hat{X}^a - e^{-2\Psi} \hat{X}_{ef}^a \tilde{g}^{fe} + (2-n)e^{-2\Psi} g^{ae} \partial_e \Psi
\]
\[= e^{-2\Psi}Z^a + 2e^{-2\Psi}(g^ac - \frac{a}{c})\partial_c\Psi - n e^{-2\Psi}(g^ac - \frac{a}{c})\partial_c\Psi + e^{-2\Psi}(g^fe - \frac{a}{c})g^ac g_{fe} \partial_c\Psi.\]

Since the wave gauge condition (1.21) is satisfied by assumption, we conclude that the same is true for wave gauge condition \(Z^a = 0\).

Now, to complete the proof, we observe that, with the help of Lemma 3.1, it is straightforward to verify via a direct calculation that \((g^{ab}, A_a)\), which is determined by (6.4), solves the reduced conformal Einstein–Yang–Mills equations consisting of (3.7) and (3.31)–(3.32).

In the next proposition, we establish quantitative bounds on the gauge transformation \(\tilde{u}\) from Lemma 6.2.

**Proposition 6.1.** Suppose \((\tilde{g}^{ab}, \tilde{A}_a)\) is a solution of the Einstein–Yang–Mills equations that satisfies the temporal and wave gauge conditions defined by (1.20) and (1.21), respectively, and \(\tilde{u}\) satisfies the differential equation (6.1) and the initial condition \(\tilde{u}|_{t=0} = 1\) such that the corresponding solution \((g^{ab}, A_a)\) of the reduced conformal Einstein–Yang–Mills equations from Lemma 6.2, which satisfies both the \(A_a\) and wave gauge \(Z^a = 0\), yields a solution \(\tilde{U} \in C^0\left((t_*, \frac{\pi}{2H}), H^s(\Sigma; V)\right) \cap C^1\left((t_*, \frac{\pi}{2H}), H^{s-1}(\Sigma; V)\right)\) of the Fuchsian system (5.1) with \(s > \frac{n+1}{2}\) on \((t_*, \frac{\pi}{2H}) \times \Sigma\) for some \(t_* \in [0, \frac{\pi}{2H}]\) that also satisfies \(\|\tilde{U}|_{t=\frac{\pi}{2H}}\| \leq \delta\) where \(\delta \in (0, \delta_0)\) and \(\delta_0 > 0\) is as given in Theorem 5.1. Then

\[\|\tilde{A}_a|_{t=0}\|_{H^s} = \|\tilde{A}_a|_{t=0}\|_{H^s},\]

and there exists a constant \(C > 0\), independent of \(\delta \in (0, \delta_0)\) and \(t_* \in [0, \frac{\pi}{2H}]\), such that \(\tilde{u}(\tau, x)\), \(u(t, x) = \tilde{u}(\tau, x)\), \(\tilde{A}_a^*(\tau, x)\) and \(\tilde{A}_a(\tau, x)\), where \(\tau\) and \(t\) are related via (1.8), are bounded by

\[\|\tilde{u}(\tau(t))\|_{H^s} = \|u(t)\|_{H^s} \leq C,\]
\[\|\tilde{u}^{-1}(\tau(t))\|_{H^s} = \|u^{-1}(t)\|_{H^s} \leq C,\]
\[\|\tilde{L}_a^s(d\tilde{u})_c(\tau(t))\|_{H^s} = \|\tilde{L}_a^s(du)_c(t)\|_{H^s} \leq C\delta,\]
\[\|\nu^a(d\tilde{u})_a(\tau(t))\|_{H^s} = \|\nu^a(du)_a(t)\|_{H^s} \leq C\delta^2,\]

and

\[\|\tilde{A}_a^*(\tau(t))\|_{H^s} \leq C\|\tilde{A}_a(\tau(t))\|_{H^s} + C\delta\]

for all \(t \in (t_*, \frac{\pi}{2H})\). Moreover, if

\[\tilde{g}^{ab} \in \bigcap_{\ell=0}^{s} C^\ell([0, \tau_*), H^{s-\ell+1}(\Sigma)) \quad \text{and} \quad \tilde{A}_a^* \in \bigcap_{\ell=0}^{s} C^\ell([0, \tau_*), H^{s-\ell}(\Sigma)),\]

then \((g^{ab}, A_a)\) satisfies

\[g^{ab} \in \bigcap_{\ell=0}^{s} C^\ell\left((t_*, \frac{\pi}{2H}), H^{s-\ell+1}(\Sigma)\right) \quad \text{and} \quad A_a \in \bigcap_{\ell=0}^{s} C^\ell\left((t_*, \frac{\pi}{2H}), H^{s-\ell}(\Sigma)\right),\]

where \(t_* = \frac{1}{H} (\frac{\pi}{2} - \text{gd}(H^{-1}\tau_*)), \ c.f.\ (1.7).\)

**Proof.** Before commencing with the proof, we remark that, in the following, the constant \(C > 0\), which can change from line to line, is independent of \(\delta \in (0, \delta_0)\) and \(t_* \in [0, \frac{\pi}{2H}]\).
(1) Bounds on $\hat{U}$ and the renormalized conformal Yang–Mills fields: Since, by assumption, the solution (6.7) of the Fuchsian system (5.1) on $\{t_*, \pi \over 2H\} \times \Sigma$ satisfies $\|\hat{U}|_{t=\pi \over 2H}\| \leq \delta$ where $\delta \in (0, \delta_0]$, we know from the uniqueness of solutions to (5.1) that it must agree, where defined, the solution to (5.1) from Theorem 5.1 that is generated from the same initial data. In particular, this implies that $\hat{U}$ is bounded by

$$\|\hat{U}(t)\|_{H^s} \leq C\delta, \quad t_* < t \leq \pi \over 2H. \tag{6.16}$$

This, in turn, implies via Corollary 5.1 and the uniqueness of solutions ($\hat{U}, \hat{V}$) to the Fuchsian system comprised of (5.1) and (5.18) that the renormalized conformal Yang–Mills fields defined by (6.16) are bounded by

$$\|\hat{A}_a(t)\|_{H^s} + \|\hat{E}_a(t)\|_{H^s} + \|\hat{T}_{ab}(t)\|_{H^s} \leq C\delta, \quad t_* < t \leq \pi \over 2H. \tag{6.17}$$

(2) Proof of (6.9)–(6.10) and (6.11)–(6.12): Recalling that $\hat{T}^a$ is defined by (1.16), we contract both sides of (6.2) with $T^a$ to get

$$0 = \hat{A}_a \hat{T}^a = \hat{u} \hat{A}_a \hat{T}^a \hat{u} - (\hat{d} \hat{u})_a \hat{T}^a \hat{u},$$

which, after rearranging, yields

$$\hat{T}^a(d \hat{u})_a = \hat{u} \hat{A}_a \hat{T}^a. \tag{6.18}$$

From (1.9), (1.29)–(1.32), (1.13)–(1.33) and (1.16), we observe that $\hat{T}^a$ can be expressed as

$$\hat{T}^a = (-\hat{\lambda})^{-1 \over 2} \hat{\nu}_b \hat{g}^{ab} = -e^{-\Psi}(-\lambda)^{-1 \over 2} (\xi^a - \lambda \nu^a). \tag{6.19}$$

Using this along with the temporal gauge condition (1.44) then allows us to write (6.18) as

$$\hat{T}(\hat{u}) = -(-\lambda)^{-1 \over 2} e^{-\hat{\Psi}} u A_a \xi^a, \tag{6.20}$$

or equivalently, as

$$(-\lambda) \nu^a \nabla_a u + \xi^a \nabla_a u = {\hat{\Psi} t \sqrt{Ht} \over \sin(Ht)} u \hat{A}_a p^a. \tag{6.21}$$

Noting that $\lambda, \hat{A}_a, \xi^a$ and $p^a$ are uniformly bounded for $t \in \{t_*, \pi \over 2H\}$ in $H^*(\Sigma)$ and that $\lambda$ is bounded away from 0 on account of (6.16) and (6.17), and that $\hat{\nu} \sqrt{Ht} \over \sin(Ht)$ is also uniformly bounded for $t \in \{t_*, \pi \over 2H\}$, it follows that (6.21) defines a linear symmetric hyperbolic equation for $u$, which satisfies the condition $u|_{t=\pi \over 2H} = 1$ by assumption. We can therefore conclude from the standard theory for linear symmetric hyperbolic equations that $u$ is bounded by

$$\|u(t)\|_{H^s} \leq C, \quad 0 < t_* < t \leq \pi \over 2H,$$

for some constant $C > 0$. This establishes the estimate (6.9). Noting that $u^{-1}(\nabla_a u)u^{-1} = -\nabla_a u^{-1}$, the estimate (6.10) can also be shown to hold by similar arguments.

Using (6.19) to express (6.20) as

$$(\xi^a - \lambda \nu^a) \nabla_a u = e^{\hat{\Psi}} u \xi^a A_a, \tag{6.22}$$

we get from applying $\hat{L}_b \nabla_c$ to this equation that

$$\hat{L}_b \nabla_c ((\xi^a - \lambda \nu^a) \nabla_a u) = \hat{B} \hat{t} e^{\hat{\Psi}} \hat{L}_b (du)_c p^a A_a + e^{\hat{\Psi}} u \hat{L}_b \xi^a p^a A_a + \hat{B} \hat{t} e^{\hat{\Psi}} u p^a \hat{L}_b \nabla_c A_a, \tag{6.23}$$
where in deriving this we have used the definitions of (1.37) and (1.39). In the last term in the above expression, we use the identity (1.48) and (1.45) to re-express it as

\[ \bar{\partial} \psi u^ap^c \nabla_\chi A = \bar{\partial} \psi u^ap^c (e^\psi H_{ba} + h^c_{\chi} \nabla_\chi A_c - e^\psi h^c_{\chi} [A_c, A_a]). \]

Substituting this expression into (6.23), we find, with the help of (1.37)–(1.39), that

\[ (\xi - \lambda \nu^d) \nabla_a (h^c_{\chi} (du)_c) - \xi \nabla_a (e^\psi u A_b) \]

\[ = \bar{\partial} \psi h^c_{\chi} (du)_c \nu^a A_a + e^\psi \bar{\partial} \psi h^c_{\chi} p^a A_a - \bar{\partial} \psi h^c_{\chi} p^a (du)_d \]

\[ + h^c_{\nabla \chi b} \nu^a \nabla_\chi u + \bar{\partial} \psi u^a e^\psi H_{ba} - \bar{\partial} \psi q^a h^c_{\chi} (du)_a A_b - \bar{\partial} \psi u^a p^a [A_b, A_a]. \quad (6.24) \]

On the other hand, the evolution equations (6.22) and (3.41) for \( u \) and \( \bar{A}_a \), respectively, imply that

\[ \lambda \nu^d \nabla_d (e^\psi u A_b) = -\bar{\partial} \psi u A_b \nu^a A_a + \bar{\partial} \psi q^a h^c_{\chi} (du)_a A_b - e^\psi \lambda u p^a E_b. \]

Adding this to (6.24), while employing the renormalized conformal Yang–Mills fields (5.16), yields

\[ -\lambda \nu^d \nabla_d (e^\psi u A_b) = -\bar{\partial} \psi u A_b \nu^a A_a + \bar{\partial} \psi q^a h^c_{\chi} (du)_a A_b - e^\psi \lambda u p^a E_b. \]

(6.25)

where

\[ \chi_b = h^c_{\chi} (du)_c - e^\psi u A_b = h^c_{\chi} (du)_c - e^\psi \sqrt{t} u \bar{A}_b \]

and

\[ \Delta^*_b = \bar{\partial} \psi q^a \bar{A}_b \nu^a \bar{A}_a - h^c_{\chi} p^a \chi_a - \bar{\partial} \psi (-\lambda)^{-1} h^c_{\chi} m_c p^a \chi_a \]

\[ + \bar{\partial} \psi u^a \left( e^\psi H_{ba} - \bar{\partial} \psi [A_b, A_a] \right) - t e^\psi \lambda u E_b. \]

In the following, we will interpret (6.25) as a linear symmetric hyperbolic equation for \( \chi_b \).

Next, we note that \( t e^\psi \) is uniformly bounded for \( t \in (t_*, \frac{\pi}{2H}) \) by (1.11). Using this, it is then not difficult to verify with the help of the bounds (6.16) and (6.17) that \( \lambda, \xi \) and \( \Delta^*_b \) are uniformly bounded in \( H^s (\Sigma) \) for \( t \in (t_*, \frac{\pi}{2H}) \) and \( \lambda \) is bounded away from 0. We also note \( \bar{u}\big|_{t=0} = u|_{t=\frac{\pi}{2H}} = 1 \) implies that

\[ \chi_b |_{t=\frac{\pi}{2H}} = (h^c_{\chi} (du)_c) |_{t=\frac{\pi}{2H}} - (e^\psi u A_b) |_{t=\frac{\pi}{2H}} = -\sqrt{t} \bar{A}_b |_{t=\frac{\pi}{2H}} \]

from which we deduce that \( \| \chi_b |_{t=\frac{\pi}{2H}} \|_{H^s} \leq C \delta \). We can therefore conclude from the standard theory for linear symmetric hyperbolic equations that \( \chi_a \) is bounded by

\[ \| \chi_a (t) \|_{H^s} \leq C \delta, \quad 0 < t < t \leq \frac{\pi}{2H}, \]

for some constant \( C > 0 \). With the help of the identities

\[ h^c_{\chi} = \delta^c_\chi + \bar{\nu}^c \bar{\nu}_b = \delta^c_\chi + \nu^c \nu_b = h^c_{\chi}, \]

(6.26)

which are a consequence of (1.13), (1.14) and (1.15)–(1.17), it then follows from the above estimate and the bounds from Corollary 5.1 that

\[ \| \bar{h}^c_{\chi} (du)_c \|_{H^s} = \| h^c_{\chi} (du)_c \|_{H^s} \leq \| \bar{\nabla} \|_{H^s} + e^\psi \sqrt{t} \| u \bar{A}_b \|_{H^s} \leq C \delta, \quad 0 < t < t \leq \frac{\pi}{2H}. \]

Making use of the above estimate for \( \| \bar{h}^c_{\chi} (du)_c \|_{H^s} \) and (6.21), we obtain

\[ \| \nu^a (du)_a \|_{H^s} \leq C \left( \| \xi^a \nabla u \|_{H^s} + \frac{\bar{\partial} \psi \sqrt{t} A_b}{\sin (Ht)} \| u \bar{A}_b p^a \|_{H^s} \right) \leq C \delta^2, \quad 0 < t < t \leq \frac{\pi}{2H}. \]
(3) Proof of (6.8): Since the initial condition \( \tilde{u}_{|t=0} = 1 \) (i.e., identity map on \( \Sigma_{|t=0} \)), it is clear that \( (\tilde{h}^c_b(d\tilde{u})_c)|_{t=0} = 0 \). From this, we then have, with the help of (6.2) and (6.3), that

\[
\tilde{A}_b|_{t=0} = (\tilde{u}^{-1}\tilde{A}_b^\ast\tilde{u})|_{t=0} = \tilde{u}^{-1}\tilde{A}_b^\ast\tilde{u} + \tilde{u}^{-1}\tilde{A}_b^\ast\tilde{u} = (\tilde{u}^{-1}\tilde{h}_b^c\tilde{A}_b^\ast\tilde{u})|_{t=0}.
\]

Thus by (6.26) (i.e., \( \tilde{h}_b^c = \tilde{h}_b^c \)) and \( \tilde{u}_{|t=0} = 1 \), we conclude that

\[
\|\tilde{A}_a|_{t=0}\|_{H^s} = \|\tilde{h}_a^b(\tilde{u}^{-1}\tilde{A}_b^\ast\tilde{u})|_{t=0}\|_{H^s} = \|\tilde{A}_a^\ast|_{t=0}\|_{H^s},
\]

where in deriving the second equality we have used the fact that \( \tilde{A}_a^\ast|_{t=0} \) is a spatial tensor, which implies that \( \|\tilde{A}_a^\ast|_{t=0}\|_{H^s} = \|\tilde{h}_a^b\tilde{A}_a^\ast|_{t=0}\|_{H^s} \).

(4) Proof of (6.13): Due to the temporal gauge condition \( \tilde{A}_a^\ast\tilde{T}_a = 0 \) and (6.26), we deduce from the gauge transformation law (6.2)–(6.3) and the estimates (6.9)–(6.12) that

\[
\|\tilde{A}_a^\ast\nu^a\|_{H^s} \leq \|\nu^a(d\tilde{u})_a\tilde{u}^{-1}\|_{H^s} \leq C\delta^2
\]

and

\[
\|\tilde{h}_a^b\tilde{A}_a^\ast\|_{H^s} \leq \|\tilde{h}_a^b\tilde{u}\tilde{A}_a\tilde{u}^{-1}\|_{H^s} + \|\tilde{h}_a^b(d\tilde{u})_a\tilde{u}^{-1}\|_{H^s} \\
\leq C\|\tilde{A}_a\|_{H^s} + C\|\tilde{h}_a^b(d\tilde{u})_a\|_{H^s} \leq C(\|\tilde{A}_a\|_{H^s} + \delta)
\]

for all \( t \in \left[ t_s, \frac{\tau_s}{2\delta} \right] \), which leads to (6.13) according to the Sobolev norms given in §2.1.4.

(5) Solution regularity: To complete the proof, assume that the solution \((\tilde{g}^{ab}, \tilde{A}_a^\ast)\) of the Einstein–Yang–Mills equations that satisfies (6.14). Noting by (6.2) that

\[
A_a(t, x) = e^{-\frac{\tau}{2}\tilde{u}^{-1}}(\tau(t), x)\tilde{A}_a^\ast(\tau(t), x)\tilde{u}(\tau(t), x) + e^{-\frac{\tau}{2}\tilde{u}^{-1}}(\tau(t), x)(d\tilde{u})_a(\tau(t), x), \]

it then not difficult to verify from the definitions (6.14) and the estimate (6.9)–(6.11) that the solution \((\tilde{g}^{ab}, A_a)\) of the reduced conformal Einstein–Yang–Mills equations satisfies (6.15). □

7. Proof of Theorem

With the help of the technical results established in §5 and §6, we are now in a position to prove Theorem 1.1, the main result of this article. We break the proof of this theorem into five distinct steps.

Step 1: A local solution of the Einstein–Yang–Mills equations. We first recall the local well-posedness result from the companion paper [21] and assume that the Einstein–Yang–Mills initial data, see (1.22), is chosen as in the statement of Theorem 1.1, which in particular, implies that it satisfies Einstein–Yang–Mills constraints (1.23)–(1.24) and the gauge constraints (1.25)–(1.26) on \( \Sigma_0 = \{0\} \times \Sigma \). Then by Theorem 1.1 from [21] there exists a \( \tau_s > 0 \) and a unique solution \((\tilde{g}^{ab}, \tilde{A}_a^\ast)\) to the Einstein–Yang–Mills equations satisfying the temporal and wave gauge conditions (1.20) and (1.21), respectively, and with the regularity

\[
\tilde{g}^{ab} \in \bigcap_{\ell=0}^n C^\ell([0, \tau_s), H^{s-\ell+1}(\Sigma)) \quad \text{and} \quad \tilde{A}_a^\ast, \tilde{F}_a^\ast \in \bigcap_{\ell=0}^n C^\ell([0, \tau_s), H^{s-\ell}(\Sigma)).
\]

Moreover, if

\[
\|\left(\tilde{\nu}^d\tilde{g}^{ab}_{|d}, \tilde{\nu}^d\tilde{g}^{ab}_{|d}, \tilde{g}^{ab}_{|d}, \tilde{F}_a^\ast, \tilde{A}_a^\ast, \tilde{H}_{ab}^\ast\right)\|_{L^\infty([0, \tau_s), W^{1, \infty})} < \infty,
\]
then the solution \( \left( \tilde{\nu}_d^a g^ab \, \tilde{\nu}_d^b g^ab, \tilde{\nu}_d^c \tilde{g}^ab, \tilde{\nu}_d^c \tilde{\nu}_d^b, \tilde{\nu}_d^c \tilde{\nu}_d^b \right) \) can be uniquely continued in the above temporal and wave gauge, as a classical solution with the same regularity to a larger time interval \( \tau \in [0, \tau^*] \) where \( \tau^* \in (\tau_*, +\infty) \).

**Step 2:** A local solution of the reduced conformal EYM system. By Lemma 6.2 and Proposition 6.1, the solution \((g_{ab}, A^a_*)\) from Step 1 implies the existence of a unique solution

\[
(g_{ab}, A^a_a) \in \bigcap_{\ell=0}^s C^\ell \left( (t_*, \frac{\pi}{2H}), H^{s-\ell}(\Sigma) \right) \times \bigcap_{\ell=0}^s C^\ell \left( (t_*, \frac{\pi}{2H}), H^{s-\ell}(\Sigma) \right)
\]
on \((t_*, \frac{\pi}{2H}) \times \Sigma\) of the reduced conformal Einstein–Yang–Mills equations, see (3.7) and (3.31)–(3.32), that satisfies both the temporal and wave gauge conditions, that is, (1.44) and (3.6).

**Step 3:** A local solution of the Fuchsian system \((5.1)\). By Theorems 3.1 and 3.2, the solution \((\hat{g}^ab, A^a_a)\) of the reduced conformal Einstein–Yang–Mills equations from Step 2 determines via (1.33)–(1.47) and (5.4) a solution

\[
\hat{U} \in C^0 \left( (t_*, \frac{\pi}{2H}), H^s(\Sigma; V) \right) \cap C^1 \left( (t_*, \frac{\pi}{2H}), H^{s-1}(\Sigma; V) \right) \cap L^\infty \left( (t_*, \frac{\pi}{2H}), H^s(\Sigma; V) \right)
\]
on \((t_*, \frac{\pi}{2H}) \times \Sigma\) of the Fuchsian equation \((5.1)\).

**Step 4:** Fuchsian initial data bounds. By assumption, the initial data set satisfies

\[
\|(\hat{g}^ab - \hat{g}^ab, \tilde{\nu}_d^a g^ab, \tilde{A}^a_a, d\tilde{A}_ab, \tilde{E}_b^a, \tilde{H}_ab)\|_{t=0} \leq C \| U \|_{H^s, \Sigma} < \delta.
\]

Using this bound, it then not difficult to verify from the conformal transformations (1.29)–(1.31), the gauge transformation (6.2), where we recall that \( \hat{u}|_{t=0} = 1 \), and the bound (6.8) from Proposition 6.1 that there exists a \( \delta_0 > 0 \) and a constant \( C_0 > 0 \) such that

\[
U_0 = U|_{t=\frac{\pi}{2H}}.
\]

where \( U \) is defined by (1.49) is bounded by

\[
\|U_0\|_{H^s} \leq C \| (\hat{g}^ab - \hat{g}^ab, \tilde{\nu}_d^a g^ab, A^a_a, E_a, H_{ab})\|_{t=\frac{\pi}{2H}} \| H^s
\]

\[
\leq C \| (\hat{g}^ab - \hat{g}^ab, \tilde{\nu}_d^a g^ab, A^a_a, E_a, H_{ab})\|_{t=0} \| H^s
\]

\[
\leq C \| (\hat{g}^ab - \hat{g}^ab, \tilde{\nu}_d^a g^ab, A^a_a, d\tilde{A}_ab, \tilde{E}_b^a, \tilde{H}_ab)\|_{t=0} \| H^s < C\delta
\]

for all \( \delta \in [0, \delta_0) \), and \( \tilde{E}_c \) and \( \tilde{H}_{ab} \) are defined by \( \tilde{E}_c = \tilde{L}_a^c \tilde{e}^b \tilde{F}_{ab} \) and \( \tilde{H}_{ab} = \tilde{L}_a^c \tilde{L}_b^d \tilde{F}_{cd} \), respectively. We further observe from the definition (5.4) of \( \tilde{U} \) that

\[
\|\tilde{U}\|_{H^s} \leq C \| U \|_{H^s}
\]

for some constant \( C > 0 \) that is independent of \( \tilde{U} \) and \( U \). From the above two inequalities, we conclude that \( \tilde{U}_0 = \tilde{U}|_{t=\frac{\pi}{2H}} \) is bounded by

\[
\|\tilde{U}_0\|_{H^s} \leq C\delta, \quad 0 \leq \delta < \delta_0.
\]

**Step 5:** Global existence and stability. Assuming that \( \delta \) is sufficiently small, the bound (7.2) implies via Theorem 5.1 that \( \tilde{U} \) satisfies the energy estimate

\[
\|\tilde{U}(t)\|_{H^s} + \int_t^{\frac{\pi}{2H}} \frac{1}{T} \|\tilde{U}(\tau)\|_{H^s} \, d\tau \leq C\delta^2, \quad t_* < t \leq \frac{\pi}{2H},
\]

where the constant \( C \) is independent of \( \delta \in [0, \delta_0) \) and \( t_* \in \left(0, \frac{\pi}{2H}\right) \).
Next, we will show that the uniform bound (7.3) on $\tilde{U}$ implies a corresponding uniform bound on the physical variables $\tilde{g}^{ab} - \tilde{g}_{ab}^e, \tilde{\nabla}_d \tilde{g}^{ab}, \tilde{F}_{ab}, \tilde{A}_a^e$ To this end, we observe from (1.29) and (1.11) that

$$
\nabla \tilde{g}^{ab} = \nabla_c (\tilde{g}^{ab} - \tilde{g}^{ab}) = \nabla_c e^{-2\Psi}(g^{ab} - \tilde{g}^{ab}) + e^{-2\Psi} \tilde{\nabla}_c (g^{ab} - \tilde{g}^{ab})
$$

$$
= \frac{2e^{-2\Psi}}{\tan(\omega_t)} \nu_c (g^{ab} - \tilde{g}^{ab}) + e^{-2\Psi} \left[ \nabla_c (g^{ab} - \tilde{g}^{ab}) + \tilde{X}^b_{cd} (g^{ad} - \tilde{g}^{ad}) \right]
$$

where we recall that $\tilde{X}^b_{cd}$ is defined by (6.5). Applying the $H^s$ norm to this expression yields

$$
\| \tilde{\nabla} \tilde{g}^{ab} \|_{H^s} + \| \tilde{K}_d \tilde{\nabla} \tilde{g}^{ab} \|_{H^s} \leq C_{t}^2 \| g^{ab} - \tilde{g}^{ab}\|_{H^s} + e^{-2\Psi} \| \nabla g^{ab} \|_{H^s}.
$$

(7.4)

From (1.36)–(1.35), we also observe via a straightforward calculation that

$$
g^{ab} - \tilde{g}^{ab} = (e^{4m_{-3}} - 1)s^{ab} + (e^{4m_{-3}} - 1)\tilde{L}^{ab} - \tilde{\kappa} m \nu^a \nu^b - 2\Phi (p^a \nu^b)
$$

and

$$
\nabla g^{ab} = \frac{m_c + \frac{\tilde{\kappa}}{3} m \nu_c - s_c (s^{ab} - \tilde{L}^{ab}) e^{-4m_{-3}} + e^{-4m_{-3}} s^{ab} e - \left( m_c + \frac{\tilde{\kappa}}{3} m \nu_c \right) \nu^a \nu^b}{n - 3} + \left( p^a_c + \frac{B}{k} \nu^c \right) \nu^a - \left( p^a_c + \frac{B}{k} \nu^c \right) \nu^b.
$$

(7.6)

Then, with the help of (1.11), (1.49), (7.1) and (7.4)–(7.6), we see that the uniform bound (7.3) implies that

$$
\| (\tilde{g}^{ab} - \tilde{g}^{ab}) (\tau) \|_{H^{s+1}} + \| \tilde{\nabla} \tilde{g}^{ab} (\tau) \|_{H^s} \leq C_{t}^2 \| (g^{ab} - \tilde{g}^{ab}) (t) \|_{H^s} + e^{-2\Psi} \| \nabla g^{ab} (t) \|_{H^s} \leq C_{t}^2 \| U (t) \|_{H^s} \leq C \delta_{t}^2
$$

(7.7)

hold for all $\tau \in [0, \tau_*)$. We also observe as a consequence of the bound (6.13) from Proposition 6.1 and the bound from Corollary 5.1 on the renormalized conformal Yang–Mills fields (5.16) that

$$
\| \tilde{A}^e_a (\tau) \|_{H^s} + \| \tilde{E}^e_a (\tau) \|_{H^s} + \| \tilde{H}^{ab}_e (\tau) \|_{H^s} \leq C \| \tilde{A}_a (\tau) \|_{H^s} + \| \tilde{E}_a (\tau) \|_{H^s} + \| \tilde{H}^{ab} (\tau) \|_{H^s} \leq C \| \tilde{A}_a (\tau) \|_{H^s} + \| \tilde{E}_a (\tau) \|_{H^s} + \| \tilde{H}^{ab} (\tau) \|_{H^s} \leq C \delta_{t},
$$

(7.8)

for all $\tau \in [0, \tau_*)$, where we have set $\tilde{E}^e_c = \tilde{L}^{e}_a \tilde{B}^{ab} \tilde{E}^e_{ab}$ and $\tilde{H}^{ab}_e = \tilde{h}^{e}_a \tilde{h}^{d}_{ab} \tilde{E}^{*}_{ab}$. Together the estimates (7.7) and (7.8) imply that

$$
\| (\tilde{\nabla} \tilde{g}^{ab}, \tilde{\nabla} \tilde{g}^{ab}, \tilde{g}^{ab}, \tilde{E}^{*}_a, \tilde{A}^e_a, \tilde{H}^{ab}_e) \|_{L^\infty ([0, \tau_*), W^{1, \infty})} < \infty.
$$

(7.9)

Now, by way of contradiction, assume that $\tau_*$ is the maximal time of existence for the solution $(\tilde{g}^{ab}, \tilde{A}^e_a)$ and that it is finite, i.e. $\tau_* < \infty$. Then since the bound (7.9) implies by the continuation principle from Step 1 that the solution $(\tilde{g}^{ab}, \tilde{A}^e_a)$ can be continued to a larger time interval, we arrive at a contradiction. Thus, we must have that $\tau_* = \infty$, which establishes that the solution $(\tilde{g}^{ab}, \tilde{A}^e_a)$ exists globally on $[0, \infty) \times \Sigma$ and satisfies the uniform bounds (7.9).
Appendix A. Technical calculations

A.1. Geometric identities. In this appendix, we state a number of geometric identities that will be used throughout the article. Since the derivation of the identities is straightforward (although, it should be noted that some are quite lengthy), we, for the most part, omit the details. Below, we use the same notation for geometric objects as in §1.2–§1.3, §1.7.3 and §2.

Lemma A.1. The vector field $\nu^a$ and projection operator $h^a \}_b$ defined by (1.13) and (1.14), respectively, satisfy

$$\nabla_a \nu_b = 0, \quad \nabla_a \nu^b = 0, \quad \nabla_a h^a \}_b = 0, \quad (A.1)$$

and

$$-2\nabla^{(a} \nu^{b)} = \mathcal{L}_c g^{ab} = \nu^c \nabla_c g^{ab}. \quad (A.2)$$

Lemma A.2. The Ricci tensor $R^{ab}$ of the conformal metric $g_{ab}$ can be expressed in terms of the connection $\nabla_a$ and curvature $\mathcal{R}_{cde}^a$ of the conformal de Sitter metric $g_{ab}$, see (1.10), by

$$R^{ab} = \frac{1}{2} g^{cd} \nabla_c g^{ab} + \nabla^a X^b + R^{ab} + P^{ab}(g^{-1}) + Q^{ab}(g^{-1}, \nabla g^{-1}), \quad (A.3)$$

where $X$ is given by (2.1),

$$P^{ab}(g^{-1}) = -\frac{1}{2} (g^{ac} - \frac{1}{2} g^{ac}) g^{de} \mathcal{R}_{cde}^b - \frac{1}{2} g^{ac} (g^{de} - \frac{1}{2} g^{de}) \mathcal{R}_{cde}^b$$

$$-\frac{1}{2} (g^{ac} - \frac{1}{2} g^{ac}) (g^{de} - \frac{1}{2} g^{de}) \mathcal{R}_{cde}^b - \frac{1}{2} (g^{bc} - \frac{1}{2} g^{bc}) g^{de} \mathcal{R}_{cde}^a$$

and

$$Q^{ab}(g^{-1}, \nabla g^{-1}) = -\frac{1}{4} (g^{ad} g^{bf} \nabla_d g_{ce} \nabla_f g^{ce} + g^{ad} g^{bf} \nabla_f g_{ce} \nabla_d g^{ce}$$

$$+ g_{ef} g^{ac} \nabla_e g^{bd} \nabla_d g^{ef} + g_{ef} g^{bd} \nabla_d g^{ac} \nabla_e g^{ef})$$

$$+ \frac{1}{2} (g^{ae} g_{ef} \nabla_c g^{bd} \nabla_d g^{fc} + g^{ae} g^{bd} \nabla_c g_{ef} \nabla_d g^{fc}$$

$$- \nabla_c g^{ae} \nabla_e g^{cb} - \nabla_c g^{be} \nabla_e g^{ca}) - g^{ac} X_{cd} X^d$$

$$+ g^{af} g^{bd} X^c \nabla_{fa} X^e - g^{af} g^{bd} X^c \nabla_{fa} X^e$$

$$+ X_{ed} g^{af} \nabla_f g^{bd} - X_{ed} g^{af} \nabla_f g^{bd} - X_{fa} g^{bd} X^c \nabla_{ed} X^e.$$

Lemma A.3. The conformal scalar $\Psi$ defined by (1.11) satisfies

$$\nabla_a \Psi = -\frac{1}{\tan(Ht)} \nu_a, \quad (A.4)$$

$$\nabla_a \nabla_b \Psi = \frac{1}{\sin^2(Ht)} \nu_a \nu_b - \frac{1}{\tan(Ht)} \nabla_a \nu_b, \quad (A.5)$$

$$\square \Psi = \frac{1}{\sin^2(Ht)} + \frac{1}{\tan(Ht)} X^c \nu_c, \quad (A.6)$$

and

$$g^{ab} \nabla_a \Psi \nabla_b \Psi = \frac{1}{\tan^2(Ht)}. \quad (A.7)$$
Lemma A.4. The conformal metric \( g^{ab} \) can be represented as
\[
g^{ab} = h^{ab} + \lambda \nu^a \nu^b - 2\xi^a \nu^b \]  
(A.8)
where \( \nu^a, h^{ab} \) and \( \xi^a \) are defined by (1.13) and (1.33). Moreover the tensor \( Q^{edc} \) defined by (3.24) satisfies the following relations:
\[
Q^{edc} \nu_c = h^{ed} - \lambda \nu^e \nu^d, \quad Q^{edc} \nu_d = \nu^e h^{ca} - \nu^c h^{ea}, \quad Q^{edc} \nu_d = 2\nu^e \xi^c - h^{ec} - \lambda \nu^e \nu^c,
\]
where \( \nu^a, h^{ab} \) and \( \xi^a \) are defined by
\[
3.24 A.5
\]
Lemma A.5. Suppose \( \zeta \) and \( \zeta_d = \nabla_d \zeta \) satisfy the equation
\[
A^c \nabla_c \begin{pmatrix} \zeta_d \\ \zeta \end{pmatrix} = \frac{1}{Ht} \bar{B} \begin{pmatrix} \zeta_d \\ \zeta \end{pmatrix} + G \]  
(A.9)
where
\[
A^c = \begin{pmatrix} Q^{edc} & 0 \\ 0 & -\nu^e \end{pmatrix},
\]
Then \( \nu^e \zeta_e, h^e \zeta_e \) and \( \zeta \) satisfy
\[
\bar{A}^c \nabla_c \begin{pmatrix} -\nu^e \zeta_e \\ h^e \zeta_e \end{pmatrix} = \frac{1}{Ht} \bar{B} \begin{pmatrix} -\nu^e \zeta_e \\ h^e \zeta_e \end{pmatrix} + \bar{G}
\]
where
\[
\bar{A}^c = \begin{pmatrix} \nu_e & 0 \\ h^e & 0 \\ 0 & 1 \end{pmatrix} A^c \begin{pmatrix} \nu_d & h^d & 0 \\ 0 & 0 & 1 \end{pmatrix} = \begin{pmatrix} \nu_e Q^{edc} \nu_d & \nu_e Q^{edc} h^d & 0 \\ h^e Q^{edc} \nu_d & h^e Q^{edc} h^d & 0 \\ 0 & 0 & -\nu^e \end{pmatrix},
\]
\[
\bar{B} = \begin{pmatrix} \nu_e & 0 \\ h^e & 0 \\ 0 & 1 \end{pmatrix} B \begin{pmatrix} \nu_d & h^d & 0 \\ 0 & 0 & 1 \end{pmatrix} \quad \text{and} \quad \bar{G} = \begin{pmatrix} \nu_e & 0 \\ h^e & 0 \\ 0 & 1 \end{pmatrix} G.
\]
Proof. Noting the decomposition
\[
\begin{pmatrix} \zeta_d \\ \zeta \end{pmatrix} = Z \begin{pmatrix} -\nu^e \zeta_e \\ h^e \zeta_e \\ \zeta \end{pmatrix},
\]
where
\[
Z = \begin{pmatrix} \nu_d & h^d & 0 \\ 0 & 0 & 1 \end{pmatrix},
\]
the proof follows from applying
\[
Z^{tr} = \begin{pmatrix} \nu_e & 0 \\ h^e & 0 \\ 0 & 1 \end{pmatrix}
\]
to (A.9) and using Lemmas A.1 and A.5 to obtain the stated equation. \(\square\)
A.2. Calculations for the proof of Theorem 3.1. The following three lemmas contain the detailed calculation needed to complete the proof of Theorem 3.1.

Lemma A.6. The conformal Einstein equation (3.11) for $\xi$ can be expressed in the first order form as

$$
-\mathbf{A}^0\nu^c\nabla_c\left(\frac{-\nu^e\nu^a_e}{p^a}\right) + \mathbf{A}^b_h\nu^c \nabla_b\left(\frac{-\nu^e\nu^a_e}{p^a}\right) = \frac{1}{Ht} \mathbf{B} (\frac{-\nu^e\nu^a_e}{p^a}) + \mathbf{G}_2
$$

where

$$
\mathbf{A}^0 = \begin{pmatrix}
-\lambda & 0 & 0 \\
0 & h^{\hat{e}} & 0 \\
0 & 0 & \Bar{\mathcal{F}}(-\lambda)
\end{pmatrix}, \quad \mathbf{A}^b_h = \begin{pmatrix}
-2\xi^b & -h^{\hat{e}b} & 0 \\
-h^{\hat{e}b} & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}, \quad \mathbf{G}_2 = \begin{pmatrix}
1 - \frac{1}{K} \\
\frac{1}{K} h^{\hat{e}} \\
\frac{1}{K} (h^{\hat{e}} - 1)
\end{pmatrix}
$$

$\mathcal{F}$ is a constant to be determined and the map $\Delta^e_2(t, U)$, which is analytic for $(t, U) \in (-\iota, \iota) \times B_{R}(0)$ for $\iota, R > 0$ small enough, is given by

$$
\Delta^e_2(t, U) = \left(1 - \frac{1}{K}\right) \left(1 - \frac{1}{K}\right) \mathbf{B} \frac{\nu^d}{H^2} \nu^d \lambda \nu^c + \left(1 - \frac{1}{K}\right) \mathbf{B} \frac{\nu^d}{H^2} \nu^d \lambda \nu^c
$$

Proof. Making use of the definitions (1.37) and (1.39), and noting the identity

$$
g^{cd} \nabla_c \nabla_d \xi^a = g^{cd} \nabla_c p^d + \mathbf{B} \frac{1}{K} \nu^d \lambda p^a + \mathbf{B} \frac{1}{K} \nu^d \lambda p^a
$$

we can express the conformal Einstein equation (3.11) for $\xi^e$ as

$$
g^{cd} \nabla_c p^d = \frac{n - 2}{\tan(Ht)} \nu^d \nu^c - \frac{n - 2}{\tan^2(Ht)} \mathbf{B} \nu^d + \frac{n - 2}{\tan^2(Ht)} \mathbf{G}_2 + 2\mathbf{B} \frac{l^2}{\sin^2(Ht)} m^a p^a
$$
− \frac{1}{\mathcal{K}Ht} \nu^b p^b_a + \frac{\dot{B}}{\mathcal{K}H} \left( \frac{1}{\mathcal{K}} - 1 \right) \frac{1}{Ht} \nu^a - \left( \frac{1}{\mathcal{K}} - 1 \right) \frac{\dot{\mathcal{A}}}{\mathcal{K}H} \nu^b p^b_a \\

- \frac{\dot{B}}{\mathcal{K}H} p^a_b + (n - 2) \dot{B} t p^a - 2 P^{cd} \nu_c \nu^a_d - 2 Q^{cd} \nu_c \nu^a_d - \frac{2}{n - 2} X^c X^d \nu_c \nu^a_d \\

+ 2 \left( \nu_a h^{b_d g^{bd} g^{dd}} - \frac{1}{(n - 2)} \nu_a h^{b_d g^{bd} g^{dd}} \right) g^{cc} (H_{\dot{a}c} - E_{\dot{a}} \nu_c + \nu_a E_{\dot{c}}) \\

\times (H_{dc} - E_{dc} \nu_c + \nu_d E_c).

Multiplying this equation by \( \nu^c \), we find, after rearranging, that

\[ \nu^c \nu^d p^a_d = \left( n - 2 - \frac{1}{\mathcal{K}} \right) \frac{1}{Ht} \nu^c \nu^d p^a_d - \left( \left( n - 1 - \frac{1}{\mathcal{K}} \right) \frac{1}{Ht} - n + 2 \right) \frac{\dot{B}}{H^2 t} \nu^d p^a_d + \Delta^c_{21} \]

where

\[ \Delta^c_{21} = \left( 1 - \frac{1}{\mathcal{K}} \right) \frac{\dot{B}}{\mathcal{K}H^2} m \nu^c p^a + \frac{\dot{A}}{\mathcal{K}H} m \nu^b \nu^d p^a_b - \frac{\dot{B}}{\mathcal{K}H} \nu^d p^a_d \\

- (n - 2) \left( \frac{1}{Ht} - \frac{1}{\tan(H)} \right) \nu^c \nu^d p^a_c - (n - 2) \left( \frac{1}{\tan(H)} - \frac{1}{Ht} \right) \frac{\dot{B}}{\mathcal{K}H} \nu^c \nu^d p^a_c \\

- (n - 2) \left( \frac{1}{(Ht)^2} - \frac{1}{\tan^2(H)} \right) \dot{B} \nu^c \nu^d p^a_c + 2 \dot{A} \frac{H^2}{\mathcal{K}H} \nu^c \nu^d p^a_c \\

+ (n - 2) \dot{B} \nu^c \nu^d p^a_c - 2 P^{cd} \nu^c \nu^a_d - 2 Q^{cd} \nu^c \nu^a_d - \frac{2}{n - 2} X^c X^d \nu^c \nu^a_d \\

+ 2 \left( \nu_a h^{b_d g^{bd} g^{dd}} - \frac{1}{(n - 2)} \nu_a h^{b_d g^{bd} g^{dd}} \right) g^{cc} (H_{\dot{a}c} - E_{\dot{a}} \nu_c + \nu_a E_{\dot{c}}) \\

\times (H_{dc} - E_{dc} \nu_c + \nu_d E_c). \]

From the above expressions and the identities (3.28), we then get

\[ Q^{de} \nabla_{e} p^a_d - \left( \nu^d g^{ce} \nabla_{e} p^a_d - \nu^c g^{ed} \nabla_{d} p^a_d \right) \\

= \left( n - 2 - \frac{1}{\mathcal{K}} \right) \frac{1}{Ht} Q^{de} \nu_{e} \left( \delta^{d f} g^{a_d} - h^{a_f} \right) p^a_d \\

+ \left( \left( n - 1 - \frac{1}{\mathcal{K}} \right) \frac{1}{Ht} - n + 2 \right) \frac{\dot{B}}{H^2 t} Q^{de} \nu_{e} \nu_{d} p^a + \Delta^c_{22} \]  
(A.11)

where

\[ \Delta^c_{22} = \left( n - 2 - \left( n - 1 - \frac{1}{\mathcal{K}} \right) \frac{1}{\mathcal{K}} \right) \frac{\dot{A} \dot{B}}{H^2} m \nu^c p^a + \left( n - 2 - \frac{1}{\mathcal{K}} \right) \frac{\dot{A}}{H} \nu^d \nu^d p^a_d + \Delta^c_{21}. \]

Next, we observe, with the help of (3.22), that

\[ \nu^d g^{ce} \nabla_{e} p^a_d - \nu^c g^{ed} \nabla_{d} p^a_d = \nu^d g^{ce} \left( \nabla_{e} p^a_d - \nabla_{d} p^a_c \right) \\

= \nu^d g^{ce} \left( \nabla_{e} \nabla_{d} \xi^a - \nabla_{d} \nabla_{e} \xi^a + \nabla_{e} \nabla_{d} \xi^a \right) \frac{\dot{B}}{\mathcal{K}H} \nu_{d} - \nabla_{e} \nabla_{d} \xi^a \frac{\dot{B}}{\mathcal{K}H} \nu_{d} \left( \nabla_{e} \nu_{d} \right) \nu_{d} \\

= \nu^d g^{ce} \left( \nabla_{e} \nabla_{d} \xi^a - \nabla_{d} \nabla_{e} \xi^a + \nabla_{e} \nabla_{d} \xi^a \right) \frac{\dot{B}}{\mathcal{K}H} \nu_{e} + \nabla_{e} \nabla_{d} \xi^a \frac{\dot{B}}{\mathcal{K}H} \nu_{d} + \nu_{e} \nu_{d} \nu^{ce} \nabla_{d} \nabla_{e} \xi^a \\

= - \nu^d g^{ce} R_{e_{d} a} \dot{B} \nu_{d} + \frac{1}{\mathcal{K}H t} g^{ed} \frac{H^2}{\mathcal{K}H} p^a_d = \frac{1}{\mathcal{K}H t} p^a_d h^d e - \frac{1}{\mathcal{K}H} \frac{\dot{B}}{\mathcal{K}H} \nu_{d} \nu^d p^a_d, \]
and that \( \frac{1}{K} p^a d h^{de} = \frac{1}{K} p^a d Q^{abcd} \nu_c h^d b \). Using these relations along with \( n - 2 - (n - 1 - \frac{1}{K}) \frac{1}{K} = (1 - \frac{1}{K}) (n - 2 - \frac{1}{K}) \) allows us to express (A.11) as

\[
Q^{edc} p^d_a = \left( n - 2 - \frac{1}{K} \right) \frac{1}{K} Q^{gcd} \nu_c (\delta^e_f \delta^d_g - \lambda^e_f \lambda^d_g) p^a_d + \frac{1}{K} Q^{gcd} \nu_c H^d g p^a_d + \left( 1 - \frac{1}{K} \right) \left( \frac{1}{K} - n + 2 \right) \frac{\tilde{\Delta}}{H^2 t} Q^{edc} \nu_c p^a_d + \Delta^e_a \tag{A.12}
\]

where

\[
\Delta^e_a = - \frac{\tilde{\Delta}}{K} p^d \nu^e p^a_d + \Delta^e_a.
\]

On the other hand, by Lemma A.4, we have that \( Q^{ebc} \nu_b \nu_c \xi_e = \lambda \nu^e \xi_e \). Using this, we can write (3.22) as

\[
\tilde{\Phi} Q^{ebc} \nu_b \nu_c \xi_e = \tilde{\Phi} Q^{ebc} \nu_b \nu_c \left( \frac{1}{K} - 1 \right) \frac{1}{K} p^a_d + \tilde{\Phi} Q^{ebc} \nu_b \nu_c \left( \frac{1}{K} - 1 \right) \nu_a \nu_B p^a_e \tag{A.13}
\]

where \( \tilde{\Phi} \) is a constant to be determined. We then collect (A.12) and (A.13) together to get the system

\[
A^e_3 \xi_e \left( p^a_d, p^e_d \right) = \frac{1}{H \tilde{B}_2} \left( p^a_d, p^e_d \right) + \left( \frac{\Delta^e_a}{a} \right) \tag{A.14}
\]

where

\[
A^e_2 = \begin{pmatrix}
Q^{edc} & 0 \\
0 & \tilde{\Phi} Q^{ebc} \nu_b \nu_c
\end{pmatrix},
\]

and

\[
\tilde{\Phi} Q^{ebc} \nu_b \nu_c \xi_e = \tilde{\Phi} Q^{ebc} \nu_b \nu_c \left( \frac{1}{K} - 1 \right) \frac{1}{K} p^a_d + \tilde{\Phi} Q^{ebc} \nu_b \nu_c \left( \frac{1}{K} - 1 \right) \nu_a \nu_B p^a_e \tag{A.14}
\]

To complete the proof, we apply Lemma A.5 to (A.14) to get the system (A.10).

**Lemma A.7.** The conformal Einstein equation (3.16) for \( h^{ab} - h^{ab} \) can be expressed in first order form as

\[
- A^0_3 \nu^e \xi_e \left( h^{ab}, \lambda \right) + A^0_3 H^b c \xi_e \left( \lambda \right) = \frac{1}{H \tilde{B}_3} \left( h^{ab}, \lambda \right) + \tilde{G}_3 \tag{A.15}
\]

where

\[
A^0_3 = \begin{pmatrix}
- \lambda & 0 & 0 \\
0 & \lambda & 0 \\
0 & 0 & - \lambda
\end{pmatrix}, \quad A^0_3 H^b c \xi_e = \begin{pmatrix}
-2 \xi^b & \xi^b & 0 \\
\xi^f & \xi^f & 0 \\
0 & 0 & 0
\end{pmatrix},
\]

\[
\tilde{B}_3 = \begin{pmatrix}
- \lambda (n - 2) & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}, \quad \tilde{G}_3 = \begin{pmatrix}
\nu_c \Delta^e a(t, U) \\
\nu^f \xi^e \Delta^e a(t, U) \\
\lambda \nu^d \xi^e \Delta^e a(t, U)
\end{pmatrix}.
\]
and the map $\triangle^e_{3ab}(t, U)$, which is analytic for $(t, U) \in (-\frac{\pi}{H}, \frac{\pi}{H}) \times B_R(0)$ for $\iota, R > 0$ small enough, is given by

$$
\triangle^e_{3ab}(t, U) = \frac{n-2}{H} \kappa^e_{ab} + \left( \frac{n-2}{\tan(Ht)} \right) \nu^e_{ab} + \nu^e_{ab} \nabla_s (S^{-1} \triangle^e_{gj}) \nabla_s \nabla^f
$$

$$
- 2 \nu^e S^{-1} \triangle^e_{gj} h^g_{b} h^f_{b} P^{ab} - 2 \nu^e S^{-1} \triangle^e_{gj} h^g_{b} h^f_{b} Q^{ab}
$$

$$
- \frac{2}{n-2} \nu^e S^{-1} \triangle^e_{gj} h^g_{b} h^f_{b} X^b - 2(n-2) S^{-1} \nu^e \triangle^e_{cd} s^{cd}
$$

$$
+ 2 \nu^e S^{-1} \triangle^e_{gj} h^g_{b} h^f_{b} g^{ab} \hat{g}^c (H_{\hat{a}c} - E_{\hat{a}c} + \nu_{\hat{a}c}) (H_{dc} - E_{dc} + \nu_{dc} + \nu d E_c).
$$

Proof. Using the definitions (1.40)–(1.41) for $s^{ab}$ and $\triangle^e_{3ab}$, we can express the conformal Einstein equation (3.16) for $h^{ab} - \triangle^e_{3ab}$ as

$$
g^{cd} \nabla_s s^{ab} = \nu^d g^{ec} \nabla_s s^{ab} - \nu^d g^{ec} \nabla_s s^{ab} + \frac{n-2}{Ht} \nu^d h^e \nabla_s s^{ab} + \triangle^e_{3ab} \quad (A.16)
$$

where

$$
\triangle^e_{3ab} = - \left( \frac{1}{Ht} - \frac{1}{\tan(Ht)} \right) (n-2) \nu^e s^{ab} + \nu^e g^{cd} \nabla_s (S^{-1} \triangle^e_{gj}) \nabla_s \nabla^f
$$

$$
- 2 \nu^e S^{-1} \triangle^e_{gj} h^g_{b} h^f_{b} P^{ab} - 2 \nu^e S^{-1} \triangle^e_{gj} h^g_{b} h^f_{b} Q^{ab}
$$

$$
- \frac{2}{n-2} \nu^e S^{-1} \triangle^e_{gj} h^g_{b} h^f_{b} X^b - 2(n-2) S^{-1} \nu^e \triangle^e_{cd} s^{cd}
$$

$$
+ 2 \nu^e S^{-1} \triangle^e_{gj} h^g_{b} h^f_{b} g^{ab} \hat{g}^c (H_{\hat{a}c} - E_{\hat{a}c} + \nu_{\hat{a}c}) (H_{dc} - E_{dc} + \nu_{dc} + \nu d E_c).
$$

However, due to (3.28) and the commutator identity

$$
\nu^d g^{ec} \nabla_s s^{ab} - \nu^d g^{ec} \nabla_s s^{ab} = \nu^d g^{ec} (\nabla_s \nabla_d s^{ab} - \nabla_s \nabla_d s^{ab}) = - \nu^d g^{ec} (R_{de} a^f s^{ab} + R_{ef} b^f s^{fa}) = 0,
$$

it follows that (A.16) can be equivalently written as

$$
Q^{ecd} \nabla_s s^{ab} = \frac{n-2}{Ht} Q^{ecd} \nu^c \delta^f_{gj} - \frac{h^g_{b} h^f_{b}}{H} s^{ab} + \triangle^e_{3ab} \quad (A.17)
$$

where

$$
\triangle^e_{3ab} = \frac{n-2}{Ht} \kappa^e_{ab} + \triangle^e_{3ab}.
$$

On the other hand, by Lemma A.4, we have that $Q^{ecb} \nu^c \nabla_s = \lambda \nu^e \nabla_s$. Using this, we see from (3.23) that

$$
Q^{ecb} \nu^c \nabla_s s^{fg} = Q^{ecb} \nu^c \nu^e s^{fg}.
$$

(A.18)
Collecting (A.17) and (A.18) together gives

\[ A_3^e \nabla_e \left( \frac{\Delta_{\delta^a \delta^b}}{s_{\delta^a \delta^b}} \right) = \frac{1}{\bar{H} t} \bar{B}_3 \left( \frac{\Delta_{\delta^a \delta^b}}{s_{\delta^a \delta^b}} \right) + \left( \frac{\Delta_{\delta^a \delta^b}}{Q^{\nu b \nu c}_e s_{\delta^a \delta^b}} \right) \]  

(A.19)

where

\[ A_3^e = \begin{pmatrix} Q^{\nu e \nu c} & 0 \\ 0 & Q^{\nu b \nu c}_e \end{pmatrix} \]

and

\[ \bar{B}_3 = Q^{\nu b \nu c}_e \left( (n-2) \left( \delta^e_a \delta^d_b - h^e_a h^d_b \right) 0 \right) = \begin{pmatrix} -\lambda (n-2) & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \]

Then by applying Lemma A.5 to (A.19), we get

\[ \bar{A}_3^e \nabla_e \left( -\nu^e s_{\delta^a \delta^b} \right) = \frac{1}{\bar{H} t} \bar{B}_3 \left( \frac{\nu_e}{s_{\delta^a \delta^b}} \right) + \bar{G}_3 \]

where

\[ \bar{A}_3^e = \begin{pmatrix} \nu_e Q^{\nu e \nu c} & \nu_e Q^{\nu e \nu d} \\ h^e A \ e & h^e A \ e \end{pmatrix} \]

and

\[ \bar{B}_3 = \begin{pmatrix} \nu_e & 0 \\ h^e & 0 \end{pmatrix} \bar{B}_3 \begin{pmatrix} \nu_e & h^e \nu c \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} -\lambda (n-2) & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \]

We then complete the proof by setting \( A_3^e = \bar{A}_3^e \nu_e \), which allows us to write in the stated form (A.15).

\[ \Delta_4(t, U) = \begin{pmatrix} -\lambda (n-2) & 0 & 0 \\ 0 & 0 & -\lambda \end{pmatrix} \]

\[ \bar{B}_4 = \begin{pmatrix} \nu_e Q^{\nu e \nu c} & \nu_e Q^{\nu e \nu d} \\ h^e A \ e & h^e A \ e \end{pmatrix} \]

and the map \( \Delta_4(t, U) \), which is analytic for \((t, U) \in (-t, \frac{T}{H}) \times B_R(0) \) for \( t, R > 0 \) small enough, is given by

\[ \Delta_4(t, U) = \frac{1}{H} \bar{B}_4 \left( \frac{\Delta_{\nu b \nu c}_e}{s_{\delta^a \delta^b}} \right) + \bar{G}_4 \]

where

\[ \Delta_4(t, U) = (n-2) - 2P^{ab} \nu^e \nu_a \nu_b - 2Q^{ab} \nu^e \nu_a \nu_b - \frac{2}{n-2} X^a X^b \nu^e \nu_a \nu_b \]
\[- \left( \frac{1}{Ht} - \frac{1}{\tan(Ht)} \right) (n - 2) \nu^c \nu^e s_c + 2 \nu^c \hat{\lambda}^2 \frac{t^2}{\sin^2(Ht)} m^2 - 2(n - 2) \nu^c \hat{\kappa} t m \]
\[+ \frac{3 - n}{(n - 1)} \nu^c g^{cd} \nabla_c h_{ef} \nabla_d h^{ef} - 2(3 - n) \frac{\nu^c h_{ab} P^{ab}}{n - 1} - 2(3 - n) \frac{\nu^c h_{ab} Q^{ab}}{n - 1} \]
\[- \frac{2(3 - n)}{(n - 1)(n - 2)} \nu^c h_{ab} X^a X^b + 2 \nu^c \left( \frac{3 - n}{n - 1} h_{ab} g^{bd} g^{a\hat{a}} - \frac{3 - n + \lambda}{2(n - 2)} g^{d\hat{a}} \right)
\[- \nu^c \nu_b g^{bd} g^{a\hat{a}}) \right) g^{e\hat{c}} (H_{\hat{a}\hat{b}} - E_{\hat{a}e} + \nu_a E_c)(H_{dc} - E_d \nu_c + \nu_d E_c) . \]

**Proof.** Using the definitions (1.36) and (1.42)-(1.43), we can express the conformal Einstein equation (3.15) for \( q \) as
\[ g^{cd} \nabla_c s_d = \frac{(n - 2)}{Ht} \nu^c s_c + \Delta_4 \]
where
\[ \Delta_4 = - \left( \frac{1}{Ht} - \frac{1}{\tan(Ht)} \right) (n - 2) \nu^c s_c + 2 \hat{\lambda}^2 \frac{t^2}{\sin^2(Ht)} m^2 - 2(n - 2) \hat{\kappa} t m \]
\[+ \frac{3 - n}{(n - 1)} g^{cd} \nabla_c h_{ef} \nabla_d h^{ef} - 2(3 - n) \frac{h_{ab} P^{ab}}{n - 1} - 2(3 - n) \frac{h_{ab} Q^{ab}}{n - 1} \]
\[- \frac{2(3 - n)}{(n - 1)(n - 2)} h_{ab} X^a X^b + 2 P^{ab} \nu_a \nu_b - 2 Q^{ab} \nu_a \nu_b - \frac{2}{n - 2} X^a X^b \nu_a \nu_b \]
\[+ 2 \left( \frac{3 - n}{n - 1} h_{ab} g^{bd} g^{a\hat{a}} - \frac{3 - n + \lambda}{2(n - 2)} g^{d\hat{a}} + \nu_a \nu_b g^{bd} g^{a\hat{a}} \right) \]
\[\cdot g^{e\hat{c}} (H_{\hat{a}\hat{b}} - E_{\hat{a}e} + \nu_a E_c)(H_{dc} - E_d \nu_c + \nu_d E_c) . \]

With the help of (3.28) and the commutator identity
\[ \nu^d g^{e\hat{c}} \nabla_d s_d - \nu^d g^{e\hat{c}} \nabla_d s_d = \nu^d g^{e\hat{c}} (\nabla_d \nabla_d s_d - \nabla_d \nabla_d s_d) = 0, \]
it then follows that
\[ Q^{ebc} \nabla_c s_d - (\nu^d g^{e\hat{c}} \nabla_d s_d - \nu^d g^{e\hat{c}} \nabla_d s_d) = \frac{(n - 2)}{H} t Q^{ebc} \nu_c (\delta^d_f \delta^d_g - h^d_f h^d_g) s_d + \Delta_4^e \]
where
\[ \Delta_4^e = \frac{(n - 2)}{H} \hat{\kappa} \nu^e s_d + \nu^e \Delta_4 . \]

On the other hand, by Lemma A.4, we have that \( Q^{ebc} \nu_b \nu_c \nabla_e = \lambda \nu^e \nabla_e \). Using this, we see from (3.23) that
\[ Q^{ebc} \nu_b \nu_c \nabla_e s = Q^{ebc} \nu_b \nu_c s_e . \]

Collecting together the above two equations gives
\[ A_c^{e\nabla_e} \left( \frac{s_d}{s} \right) = \frac{1}{Ht} B_4 \left( \frac{s_d}{s} \right) + \left( \frac{\Delta_4^e}{Q^{ebc} \nu_b \nu_c s_e} \right) , \]
where
\[ A_c^e = \begin{pmatrix} Q^{edc} & 0 \\ 0 & Q^{ebc} \nu_b \nu_c \end{pmatrix} . \]
and
\[ B_4 = Q^{abc} v_c \begin{pmatrix} (n - 2) (\delta^e_a \delta^d_b - \frac{1}{a} h^e_d b^d) & 0 \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} -\lambda (n - 2) v^e v^d & 0 \\ 0 & 0 \end{pmatrix}. \]

To complete the proof, we can then proceed in the same way as in final step of the proof of Lemma A.8. \( \square \)

**Appendix B. Expansions and Inequalities**

**B.1. Expansions.**

We recall the well-known Neumann series expansion.

**Lemma B.1.** If \( A \) and \( B \) are \( n \times n \) matrices with \( A \) invertible, then there exists an \( \epsilon_0 > 0 \) such that the map
\[ (-\epsilon_0, \epsilon_0) \ni \epsilon \mapsto (A + \epsilon B)^{-1} \in M_{n \times n} \]
is analytic and admits the series representation
\[ (A + \epsilon B)^{-1} = A^{-1} + \sum_{n=1}^{\infty} (-1)^n \epsilon^n (A^{-1} B)^n A^{-1}, \quad |\epsilon| < \epsilon_0. \]

In the following proposition, we use the Neumann series expansion to derive some useful geometric expansion formulae. All of the geometric objects are as defined in §1.2 and §1.7.3.

**Proposition B.1.** There exists a constant \( \epsilon_0 > 0 \) such that if \( |g^{ab} - \hat{g}^{ab}| < \epsilon_0 \), then
\[ g^{ab} = \hat{g}^{ab} + S_{ab}(t, m, p^d, s, s^{\hat{a} \hat{b}}), \quad (B.1) \]
\[ \nabla^c h^{\hat{a} \hat{b}} = S^{\hat{a} \hat{b}}(t, m, m_d, s, s^a, s^{ab}, s^{\hat{a} \hat{b}}), \quad (B.2) \]
and
\[ \nabla^c g^{ab} = S^{\hat{a} \hat{b}}(t, m, m_d, s, s^a, p^a, p^{ab}, s^{ab}, s^{\hat{a} \hat{b}}), \quad (B.3) \]
where the \( S \)-maps are analytic in all their variables and satisfy \( S(t, 0) = 0 \).

**Proof.** By (1.36), (1.42) and (1.35), we have
\[ S = \exp \left( \frac{q - (\lambda + 1)}{3 - n} \right) = \exp \left( \frac{s - \hat{\kappa} m}{3 - n} \right), \]
and hence, after differentiating, we get
\[ \nabla^c S = S \nabla^c \ln S = S \nabla^c \left( \frac{q - (\lambda + 1)}{3 - n} \right) \]
\[ = \frac{1}{3 - n} \left( s^c - m^c - \frac{\hat{A}}{\hat{\lambda} H m v_c} \exp \left( \frac{s - \hat{\kappa} m}{3 - n} \right) \right). \]

With the help of these relations, we then observe that
\[ \nabla^c h^{\hat{a} \hat{b}} = \nabla^c (S h^{\hat{a} \hat{b}}) = S \nabla^c h^{\hat{a} \hat{b}} + \hat{h}^{\hat{a} \hat{b}} \nabla^c S \]
\[ = \frac{1}{3 - n} \left( s^c - m^c - \frac{\hat{A}}{\hat{\lambda} H m v_c} \exp \left( \frac{s - \hat{\kappa} m}{3 - n} \right) \right) s^{\hat{a} \hat{b}} \]
\[ + \frac{1}{3 - n} \left( s^c - m^c - \frac{\hat{A}}{\hat{\lambda} H m v_c} \exp \left( \frac{s - \hat{\kappa} m}{3 - n} \right) \right) \hat{h}^{\hat{a} \hat{b}} \]
Letting $S^\hat{a}_c^{\hat{a}}(t,m,s,s_d,s^{ab},s^{cd})$ denote the right hand side of the above expression, it is clear that $S^\hat{a}_c^{\hat{a}}$ is analytic in all its variables and satisfies $S^\hat{a}_c^{\hat{a}}(t,0) = 0$, which establishes the validity of (B.2).

Next, we observe that
\[
g^{cd} - g_{\hat{c}d} = (\lambda + 1)\nu^c\nu^d - \xi^d\nu^e + (S\tilde{h}^{cd} - \tilde{h}^{cd}) = \tilde{h}^{cd} - \tilde{h}^{cd} - \tilde{h}^{cd} + \exp\left(\frac{s - \tilde{h}^{cd}}{3 - n}\right) s^{cd} + \left[\exp\left(\frac{s - \tilde{h}^{cd}}{3 - n}\right) - 1\right] \tilde{h}^{cd}.
\]

With the help of this expression, (B.1) follows from applying Lemma B.1 to $g_{ab} = (g^{cd})^{-1} = [g^{cd} + (g^{cd} - g_{\hat{c}d})]^{-1}$.

Finally, to verify the remaining expression (B.3), we differentiate $g^{ab} = h^{ab} - 2\nu^a\xi^b + \lambda\nu^a\nu^b$ to get
\[
\nabla g^{ab} = \nabla h^{ab} - 2\nu^a\nabla \xi^b + \nu^a\nu^b \nabla \lambda = \nabla h^{ab} - 2\nu^a\left(p^b_c + \frac{\tilde{B}}{\tilde{K}H}p^b\nu_c\right) + \nu^a\nu^b \left(m_c + \frac{\tilde{A}}{\tilde{J}H}m\nu_c\right),
\]
where in deriving this we have used (1.33), (1.36), (1.37) and (1.39). Letting $S^\hat{a}_c^{\hat{a}}(t,m,s,s_d,p^a,p^b,p^{ab},s_{ab},s^{cd})$ denote the right hand side of the above expression, it is clear that $S^\hat{a}_c^{\hat{a}}$ is analytic in all its variables and satisfies $S^\hat{a}_c^{\hat{a}}(t,0) = 0$, which establishes the validity of (B.3) and completes the proof.

**B.2. Young’s inequality.**

**Lemma B.2** (Young’s inequality for scalars). Suppose $a, b \in \mathbb{R}$ and $\epsilon > 0$. Then
\[
|ab| \leq \frac{\epsilon}{2} a^2 + \frac{1}{2\epsilon} b^2.
\]

**Lemma B.3** (Young type inequalities for tensors). Suppose $\tilde{h}_{ab} \in T_0^2\Sigma$ is a positive definite metric and $\tilde{h}^{ab} \in T_0^2\Sigma$ is the inverse of $\tilde{h}_{cd}$, $X_{de} \in T_0^2\Sigma$ is anti-symmetric, $Y^a \in T\Sigma$, $Z_c \in T^*\Sigma$, $A^d \in T\Sigma$, $A^{abc} \in T_0^3\Sigma$, $A^c_{de} \in T^1\Sigma$ and $\delta > 0$. Then
\[
|X_{de} A^d Y^c| \leq \frac{\delta}{2} h_{abc} h^{bc} X_{ab} X_{de} + \frac{1}{2\delta} h_{abc} A^d A_{bc} Y^a Y^c, \quad \text{(B.4)}
\]
\[
|X_{de} A^{abc} Z_a| \leq \frac{\delta}{2} h_{abc} h^{bc} X_{ab} X_{de} + \frac{1}{2\delta} A_{abe} A_{fde} h_{abc} h_{cde} Z_a Z_f, \quad \text{(B.5)}
\]
and
\[
|Z_d A^d Y^c| \leq \frac{\delta}{2} h_{abc} Z_d Z_a + \frac{1}{2\delta} h_{abc} A^a A^d e^{e}_{b} Y^e Y^b. \quad \text{(B.6)}
\]

**Proof.** The inequality (B.4) is a direct consequence of the calculation
\[
\delta h^{da} h^{bc} X_{ab} X_{de} + \frac{1}{\delta} A^d Y^c h_{abc} A^b Y^a = \left(\sqrt{\delta} h^{da} h^{bc} X_{ab} \pm \frac{1}{\sqrt{\delta}} A^d Y^c\right) \left(\sqrt{\delta} X_{de} \pm \frac{1}{\sqrt{\delta}} h_{abc} A^b Y^a\right).
\]
\[ h^{da} h^{bc} \left( \sqrt{\delta} X_{ab} \pm \frac{1}{\sqrt{\delta}} h_{df} h_{ae} A^f Y^f \right) \left( \sqrt{\delta} X_{dc} \pm \frac{1}{\sqrt{\delta}} h_{df} h_{ae} A^f Y^f \right) \geq 0, \]

where the inequality in the last line is due to positive definiteness of the metric \( h_{ab} \). We similarly conclude the validity of the inequalities (B.5)–(B.6) from the following calculations:

\[ 0 \leq h^{ad} h^{be} \left( \sqrt{\delta} X_{ab} \pm \frac{1}{\sqrt{\delta}} h_{df} h_{ae} A^f Z_e \right) \left( \sqrt{\delta} X_{dc} \pm \frac{1}{\sqrt{\delta}} h_{df} h_{ae} A^f Z_e \right) = \delta h^{ad} h^{be} X_{ab} X_{dc} \pm 2 X_{ab} A^f Z_e + \frac{1}{\delta} A^e Z_e h_{df} h_{ae} A^f Z_e Z_f \]

and

\[ 0 \leq h^{dc} \left( \sqrt{\delta} Z_d \pm \frac{1}{\sqrt{\delta}} h_{ad} A^a \ Y^e \right) \left( \sqrt{\delta} Z_c \pm \frac{1}{\sqrt{\delta}} h_{ac} A^b \ Y^f \right) = \delta Z_d Z_c h^{dc} \pm 2 Z_d Y^f A^a + \frac{1}{\delta} A^a \ Y^e h_{ac} A^b \ Y^f. \]

\[ \Box \]

**Appendix C. Index of notation**

\[ (\tilde{M}^a, \tilde{g}_{ab}) \quad n\text{-dimensional, connected Lorentzian manifold; §1} \]

\[ G \quad \text{compact and connected Lie group; §1} \]

\[ G \quad \text{Lie algebra of } G; \ §1 \]

\[ \phi \cdot \psi \quad \text{inner-product for } \phi, \psi \in G; \ §1 \]

\[ | \cdot | \quad \text{norm on } G; \ §1 \]

\[ \tilde{g}_{ab} \quad \text{physical spacetime metric; §1} \]

\[ \tilde{F}_{ab} \quad \text{physical Yang–Mills curvature; §1} \]

\[ \tilde{A}_a \quad \text{physical gauge potential; §1} \]

\[ \tilde{\nabla}_a \quad \text{covariant derivative associated to } \tilde{g}_{ab}; \ §1 \]

\[ \tilde{D}_a \quad \text{gauge covariant derivative of a } G\text{-valued tensor; §1} \]

\[ \tau \quad \text{Cartesian time coordinate function on } \mathbb{R}; \ §1.2 \]

\[ \tilde{h}_{ab} \quad \text{standard metric on } \mathbb{S}^{n-1}; \ §1.2 \]

\[ 
\tilde{g}(x) \quad \text{Gudermannian function; §1.2} 
\]

\[ t \quad \text{conformal compactified time function; §1.2, eqn. (1.7)} \]

\[ \tilde{g}_{ab} \quad \text{de Sitter metric; §1.2, eqn. (1.5)} \]

\[ \Psi \quad \text{conformal factor; §1.2, eqn. (1.11)} \]

\[ g_{ab} \quad \text{conformal de Sitter metric; §1.2, eqn. (1.12)} \]

\[ \nu_a, \nu^a \quad \text{unit normal and conormal to } \Sigma_t \text{ w.r.t. } \tilde{g}_{ab}; \ §1.2, \text{ eqn. (1.13)} \]

\[ \tilde{h}^a_b \quad \text{projection w.r.t. } \nu^a \text{ and } \tilde{g}_{ab}; \ §1.2, \text{ eqn. (1.14)} \]

\[ \tilde{\nu}_a, \tilde{\nu}^a \quad \text{unit normal and conormal to } \Sigma_r \text{ w.r.t. } \tilde{g}_{ab}; \ §1.2, \text{ eqn. (1.15)} \]

\[ \tilde{T}_a, \tilde{T}^a \quad \text{unit normal and conormal to } \Sigma_r \text{ w.r.t. } \tilde{g}_{ab}; \ §1.2, \text{ eqn. (1.16)} \]

\[ \lambda \quad \tilde{g}^{ab} \tilde{\nu}_a \tilde{\nu}_b; \ §1.2, \text{ eqn. (1.16)} \]

\[ \tilde{h}^c_{d}, \tilde{h}^c_d \quad \text{projections w.r.t. } \tilde{\nu}^a \text{ and } \tilde{T}^a, \text{ respectively; §1.2, eqn. (1.17)–(1.18)} \]

\[ \tilde{E}_b, \tilde{H}_{db} \quad 3 + 1 \text{ decomposition of } \tilde{F}_{ab} \text{ w.r.t. } \tilde{h}^a_b \text{ and } \tilde{T}^p; \ §1.2, \text{ eqn. (1.19)} \]

\[ \tilde{Z}^a \quad \text{physical wave gauge vector fields; §1.3} \]

\[ \tilde{X}^a \quad \text{physical contracted Christoffel symbols; §1.3} \]

\[ \tilde{\nabla} \quad \text{covariant derivative associated to } \tilde{g}_{ab}; \ §1.3 \]
\[ \hat{h}^{ab} \]

- conformal spacetime metric; §1.7.3, eqn. (129)

\[ g_{ab}, g^{ab} \]

- Fuchsian fields; §1.7.3, eqn. (130)

\[ F_{ab} \]

- conformal Yang–Mills curvature; §1.7.3, eqn. (131)

\[ A_{a} \]

- conformal gauge potential; §1.7.3, eqn. (132)

\[ \lambda, \xi^{c}, h^{ab} \]

- 3 + 1 decompositions of \( g_{ab} \) w.r.t. \( \nu_{a} \) and \( K^{c}_{\ b} \); §1.7.3, eqn. (133)

\[ m, m_{d} \]

- Fuchsian fields; §1.7.3, eqn. (136)–(139)

\[ p^{a}, p^{a}_{d} \]

- Fuchsian fields; §1.7.3, eqn. (136)–(139)

\[ s^{ab}, s^{ab}_{d}, s, s_{d} \]

- Fuchsian fields; §1.7.3, eqn. (136)–(139)

\[ \hat{A}, \hat{B}, \hat{J}, \hat{K} \]

- dimension dependent constants; §1.7.3

\[ q, \eta^{ab} \]

- modified metric variables; §1.7.3, eqn. (135)

\[ \bar{h}^{ab} \]

- determinant variables; §1.7.3, eqn. (134)

\[ \alpha, \alpha_{c} \]

- \( A_{a}h^{a}_{\ b} \) and \(-\nu^{p}F_{pa}h^{a}_{\ b} \), respectively; §1.7.3, eqn. (145)

\[ \hat{E}_{b}, H_{ab} \]

- Fuchsian field vector; §1.7.3, eqn. (149)

\[ || \cdot ||_{W^{k,p}} \]

- Sobolev norms; §2.1.4

\[ || \cdot ||_{L^{\infty}(I,W^{s,p})} \]

- Sobolev norms; §2.1.4

\[ \nabla \]

- covariant derivative associated to \( g_{ab} \); §3.1

\[ \nabla \]

- covariant derivative associated to \( \hat{g}_{ab} \); §3.1

\[ \square \]

- wave operator associated to \( g_{ab} \); §3.1

\[ \tilde{R}^{cde}_{\ a}, \tilde{R}_{\ ab}, \tilde{R} \]

- Riemannian/Ricci/scalar curvature tensors of \( \tilde{g}_{ab} \); §3.1

\[ R^{cde}_{\ a}, R_{\ ab}, R \]

- Riemannian/Ricci/scalar curvature tensors of \( g_{ab} \); §3.1

\[ \tilde{R}^{cde}_{\ a}, \tilde{R}_{\ ab}, \tilde{R} \]

- Riemannian/Ricci/scalar curvature tensors of \( \tilde{g}_{ab} \); §3.1

\[ R^{cde}_{\ a}, R_{\ ab}, R \]

- Riemannian/Ricci/scalar curvature tensors of \( g_{ab} \); §3.1

\[ Z^{a} \]

- conformal wave gauge vector field; §3.1.1, eqn. (3.4)

\[ X^{a} \]

- conformal contracted Christoffel symbols; §3.1.1, eqn. (2.1)

\[ Y^{a}, \eta^{a} \]

- gauge source vector field; §3.1.1, eqn. (3.5)

\[ A_{ab} \]

- wave gauge tensor; §3.1.1

\[ P^{ab}, Q^{ab} \]

- lower order terms in \( R^{ab} \); §3.1.1, §A.1, eqs. (3.7), (A.3)

\[ L^{ab}_{\ cd} \]

- projection operator; §3.1.1, eqs. (3.12)

\[ Q^{cde} \]

- symmetrizing tensor; §3.1.1, eqn (3.24)

\[ \hat{E}, \tilde{F} \]

- dimension dependent constants; §3.1.2

\[ \hat{U} \]

- 3 + 1 decomposition of \( U \); §5, eqn. (5.4)

\[ \hat{V}, (\hat{E}, \hat{E}, \hat{H}_{ab}, \hat{A}_{a}) \]

- renormalized conformal Yang–Mills fields; §5.3, eqn. (5.16)

\[ \hat{U} \]

- renormalized \( U \); §5.3, eqn. (5.19)

\[ \hat{u} \]

- gauge element of \( G \); §6, eqn. (6.1)

\[ \tilde{A}^{a}_{a}, \tilde{F}^{a}_{ab}, E^{a}_{a}, \tilde{H}^{a}_{ab} \]

- YM fields under temporal gauge (1.20); §7

\[ \hat{U}_{0} \]

- initial data for \( U \); §7, Step 4

\[ \hat{U}_{0} \]

- initial data for \( \hat{U} \); §7, Step 4
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