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Abstract. Annotated medical images are typically rarer than labeled natural images, since they are limited by domain knowledge and privacy constraints. Recent advances in transfer and contrastive learning have provided effective solutions to tackle such issues from different perspectives. The state-of-the-art transfer learning (e.g., Big Transfer (BiT)) and contrastive learning (e.g., Simple Siamese Contrastive Learning (SimSiam)) approaches have been investigated independently, without considering the complementary nature of such techniques. It would be appealing to accelerate contrastive learning with transfer learning, given that slow convergence speed is a critical limitation of modern contrastive learning approaches. In this paper, we investigate the feasibility of aligning BiT with SimSiam. From empirical analyses, different normalization techniques (Group Norm in BiT vs. Batch Norm in SimSiam) is the key hurdle of adapting BiT to SimSiam. When combining BiT with SimSiam, we evaluated the performance of using BiT, SimSiam, and BiT+SimSiam on CIFAR-10 and HAM10000 datasets. The results suggest that the BiT models accelerate the convergence speed of SimSiam. When used together, the model gives superior performance over both of its counterparts. We hope this study will motivate researchers to revisit the task of aggregating big pretrained models with contrastive learning models for image analysis.
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1 Introduction

Large-scale annotated medical images are typically more difficult to achieve compared with natural images, limited by domain knowledge and potential privacy constraints [12, 27]. As a result, numerous efforts have been made to develop a more effective image analysis algorithm with a limited number of annotated data [23]. On the other hand, large-scale unlabeled data can be available from the Picture Archiving and Communication System (PACS) in hospitals [11]. Herein, it is appealing to obtain a good feature representation using unsupervised learning and large-scale unannotated data, and then fine-tune the learned model to downstream tasks [25].

Recently, contrastive learning techniques — a new cohort of unsupervised representation learning — demonstrated its superior performance in various vision tasks [10, 20, 29, 30]. The recent studies showed that fine-tuning on a well trained contrastive learning model leads to comparable, sometimes even better results, compared with fully supervised learning. SimCLR [2] was a pioneer study in contrastive learning, which maximized the similarity between positive pairs and the differences between negative pairs.
MoCo [7] introduced a momentum design to maintain a negative sample pool instead of an offline dictionary. More recently, BYOL [6] was proposed to train a model without negative samples. Then, SimSiam [3] was proposed to further eliminate the momentum encoder in BYOL, for a more simpler and efficient design.

On the other hand, big transfer learning leverages vision tasks with limited data from a different perspective. "Big Transfer" (BiT) is one of the largest and released pretrained model [14], which has achieved state-of-the-art results on many vision benchmarks. However, the effectiveness of big transfer learning is mostly validated on natural image datasets. Interestingly, recent studies provided contradictory conclusions of the value of transfer learning for medical imaging. Some studies presented that the value of transfer learning is limited [1,22], while a more recent work [19] demonstrated that pretraining at a larger scale is a key to performance gains. However, both parties agree that transfer learning speeds up the convergence of downstream tasks when being used to initialize the pretrained models. Given that slow convergence speed is one of the key limitations of modern contrastive learning approaches [2,3,6,7], it would be appealing to accelerate contrastive learning with transfer learning.

In this paper, we investigate the feasibility of linking big transfer learning models with contrastive learning in order to accelerate contrastive learning. As a pilot study, BiT and SimSiam are employed in this study as the two representative approaches from both families. The motivations of this study are in four-fold: (1) The slow convergence speed is currently a bottleneck of contrastive unsupervised learning; (2) Big transfer learning has been validated to accelerate downstream learning tasks; (3) Such two approaches might naturally be complementary since a good common visual representation is provided by big pretrained models, while the contrastive learning would adapt the representation to specific medical image tasks from unlabeled data; and (4) both methods shared similar backbone networks (e.g., ResNet [8]), which are mutually adaptable.
We performed a small-scale pilot study with skin lesion classification by first evaluating BiT and SimSiam. Then, we linked BiT and SimSiam as a uniformed solution (BiT+SimSiam). CIFAR-10 [15] and HAM10000 datasets [26] were used as the testing data. From empirical analysis, the distinct normalization techniques (group normalization (Group Norm [28]) vs. batch normalization (Batch Norm [13])) is the key hurdle of adapting the BiT to SimSiam. After replacing the Group Norm with Batch Norm while keeping the weights of remaining layers, the BiT models speed up the SimSiam learning, alongside superior accuracy. We hope this study will motivate researchers to develop a principle way of aggregating pretrained models and contrastive learning.

2 Methods

2.1 BiT and SimSiam

To evaluate the transfer learning performance, we leverage the family of Big Transfer Models [14] that are pre-trained on natural image datasets of different scales. They utilize the ResNet-V2 [9] architecture of varying sizes and substitute Batch Norm with a combination of Group Norm and Weight Standardization [21] to maximize the benefits of transfer learning. Recent work has shown that these models are highly successful across different computer vision and medical imaging tasks. Currently, models that are pre-trained on ILSVRC-2012 [24] which contains 1.3M images (BiT-S) and ImageNet-21k [4] which contains 14M images (BiT-M) are released for public use. Contrastive learning methods aim to maximize the similarity between positive pairs and the dissimilarity between negative pairs. SimSiam loosens such requirements by only requiring positive samples, without needing large batch sizes for negative samples.

2.2 Batch Norm vs. Group Norm

Kolesnikov et al. [14] demonstrated that Batch Norm (BN) is detrimental to Big Transfer learning due to two reasons: “First, when training large models with small per-device batches, BN performs poorly or incurs inter-device synchronization cost. Second, due to the requirement to update running statistics, BN is detrimental for transfer.” [14]. As a result, Group Norm was employed as a standard operation for Big Transfer (BiT). On the other hand, Chen et al. elucidated that Batch Norm is a beneficial piece of SimSiam [2], without explicitly evaluating the performance of Group Norm.

To combine BiT with SimSiam, the naive idea is to perform continuous contrastive learning using the BiT pretrained ResNet50-V2 backbone. However, the model collapses at the contrastive learning stage using this approach (Fig. 1).

2.3 Combine BiT with SimSiam

Since both transfer and contrastive learning are powerful tools to alleviate the problem of lacking high-quality labels, it is natural to ask the question — can the two frameworks be combined? More specifically, transfer learning is able to not only boost model performance, but also accelerates the rate of convergence. By contrast, contrastive learning methods usually require a large number of epochs for the model to converge and
provide good performance. In this study, we propose a simple way to incorporate BiT models into the SimSiam network training — simply reusing pre-trained weights of convolutional layers while replacing the Group Norm with Batch Norm via default initialization. In the rest of the paper, we will use BiT-S+SimSiam to denote training SimSiam network with pretrained weights from the BiT-S model, and BiT-M+SimSiam to denote training SimSiam network with pretrained weights from the BiT-M model.

3 Data Details

**CIFAR-10.** The CIFAR-10 dataset contains 60,000 32x32 natural images with 10 classes [15]. Previous contrastive learning methods have achieved highly accurate predictions on this dataset, and we utilize such a dataset mainly to illustrate the importance of Batch Norm in the encoder of transferring BiT models to SimSiam contrastive learning.

**HAM10000** The medical image data used in this study is HAM10000, a publicly available dataset that consists of 10,015 dermatoscopic images from seven classes [26]. Like most medical imaging datasets, HAM10000 is also highly imbalanced, where 67% of the data comes from nevi, 11% comes from melanoma, and the remaining 22% comes from the other five classes. In our experiments, we randomly sampled 60% of the dataset for unsupervised pretraining, 20% of the dataset for linear classifier fine-tuning and validation, and 20% of the dataset for testing. To summarize, only 10% of the labels from HAM10000 were used for training the network during the fine-tuning stage. All the data is resized to 224x224 in our experiments.

4 Experiments

4.1 Baseline Settings

In all of our contrastive learning experiments, we use the SimSiam framework with the classic ResNet50-V2 architecture as the backbone. We use the SGD optimizer with weight decay set to 0.0005, and momentum set to 0.9. We use a base learning rate of 0.03 and follow a linear scaling(lr×BatchSize/256) [5]. We also apply a cosine decay schedule [3] on the learning rate. We use a 128 Batch Size, which achieves decent performance in SimSiam [2]. With mixed precision training [18], we are able to fit the training into a single 16GB memory GPU.

4.2 CIFAR-10 Experiments

Since images from CIFAR-10 are relatively small, we change the ResNet50-V2’s convolutional head from 7 x 7 with stride 2 to 3 x 3 with stride 1 and remove the max pooling layer as in [2]. We train two sets of contrastive learning models on CIFAR-10 to demonstrate the importance of Batch Norm on the backbone, with one set loading the pretrained BiT-S weights and the other trained from scratch. Within each set, we train one model with the Group Norm and Weight Standardization combination originally implemented in the BiT models, and train the other model by replacing the Group Norm with Batch Norm using the default PyTorch initialization.
Fig. 2: **Training performance of SimSiam with BiT on HAM10000.** The left panel shows the results of the k-nearest-neighbor [29] balanced accuracy (kNN balanced acc), while the right panel shows the training loss curves.

### 4.3 HAM10000 Experiments

On the HAM10000 dataset, we investigate the impact of supervised pre-trained weights on contrastive learning. In all experiments on HAM10000, we modified the ResNet50-V2 architecture from BiT by substituting Group Norm for Batch Norm with the default PyTorch initialization and loading the pre-trained weights for convolution layers. We trained for 400 epochs for all experiments on HAM10000.

### 4.4 Linear Evaluation

The linear evaluation protocol is used in our study to compare the learned representations on HAM10000. For both BiT and the trained contrastive learning model backbones, we freeze all layers of the model and train a linear classifier with 10% of the data reserved for fine-tuning. Due to the imbalanced nature of the dataset, we use focal loss with $\gamma = 4$. Furthermore, we use the balanced accuracy score as the main evaluation metric. The linear classifier with the best balanced accuracy score on validation set is used for testing. The balanced F1 score is also calculated as a supplementary evaluation metric. To reduce the variance of the reported results, we perform 3 trials of fine-tuning on each model and report the average performance.

### 5 Results

#### 5.1 BiT to SimSiam

Fig. 1 shows the results of adapting the pretrained ResNet-50 model to SimSiam on CIFAR-10. The result demonstrates that directly applying the pretrained model as the encoder would yield a model collapse (see training accuracy) with Group Norm. Fig. 2 shows that by using pretrained models and replacing Group Norm with Batch Norm, contrastive learning is able to perform reasonable learning behaviors with transfer learning on HAM10000.
5.2 BiT vs. SimSiam

Fig. 3 shows the results of five strategies: BiT-S, BiT-M, SimSiam, BiT-S+SimSiam, and BiT-M+SimSiam. For BiT, both BiT-S and BiT-M are employed to evaluate the impacts of transfer learning with different sizes of training data. From the results, BiT-M achieves better balance acc compared with BiT-S. BiT-S+SimSiam uses the BiT-S pretrained model as weight initialization, while BiT-M+SimSiam utilizes the BiT-M model as weight initialization. Fig. 2 and 3 demonstrate that BiT speeds up the convergence of SimSiam, when comparing to BiT-S+SimSiam, BiT-M+SimSiam and SimSiam. Moreover, the performance of initialization by the BiT pretrained model is generally better than training SimSiam from scratch. BiT-S+SimSiam outperforms BiT-S, while achieving comparable performance to BiT-M.

5.3 Visualization on Feature Embedding

Fig. 4 shows the t-SNE plots of SimSiam using Batch Norm and Group Norm, respectively. This plot presents the results in Fig. 1. Fig. 5 shows the t-SNE plots of BiT-S, BiT-M, SimSiam, BiT-S+SimSiam, and BiT-M+SimSiam on HAM10000 at epoch 25 and 400, respectively. The t-SNE plots of BiT-S and BiT-M are provided as well. Note that the embedding plots are computed on the testing images directly, without applying task specific fine-tuning. The "Binary" scatter plots shows the embedding of all samples with binary classes (NV vs. Non-NV). The "Sub-classes" plots shows the embedding of sub-classes of Non-NV. Generally, the BiT-S+SimSiam and BiT-M+SimSiam achieve more visually separable embedding than BiT-S and BiT-M, in the "Binary" scatter plots. The embedding of both BiT-S+SimSiam and BiT-M+SimSiam at 400th epoch is more visually separable than the 25th epoch in the "Sub-classes" scatter plots.
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Fig. 4: The t-SNE plots of SimSiam with Batch Norm and Group Norm. The features learned by SimSiam on CIFAR-10 are presented. The feature embedding collapsed when Group Norm is used for SimSiam.

6 Discussion

Model Collapse with Group Norm. From the results, the key lesson of adapting BiT to SimSiam is the model collapse using Group Norm. The results show that Batch Norm is essential for SimSiam. This results matches the illustrations in [3], which interpreted the SimSiam as a process with (1) iterative unsupervised clustering and (2) feature updates based on clustering (similar to K-means [16] or EM [17] algorithms). This gap can be bridged by replacing the Group Norm layers in BiT with Batch Norm layers, for the downstream SimSiam learning.

BiT, SimSiam, and BiT+SimSiam. The results demonstrate that BiT is able to speed up the contrastive learning using SimSiam on both CIFAR-10 and HAM10000 datasets. Moreover, the overall performance of BiT-S+SimSiam and BiT-M+SimSiam is better than training SimSiam from scratch. The BiT-M+SimSiam and BiT-S+SimSiam have similar performance, which demonstrates that the model pretrained on a larger size of data does not have noticeable differences for downstream contrastive learning.

Limitations of our works. Currently, only BiT and SimSiam have been evaluated, given numerous algorithms in transfer learning and self-supervised learning. Moreover, only a single HAM10000 dataset is evaluated in this pilot study without having comprehensive analysis on multiple and larger medical image datasets. The major reason is that our evaluations are limited by an academic level computational resources, via a single 16GB GPU memory card. The purpose of this study is to motivate researchers to develop a more principle approach of combining big pretrained models with contrastive learning models for image analysis. We hope such strategy would take advantage of big pretrain models with contrastive learning to provide better representation learning.
Fig. 5: The t-SNE plots of the testing images on HAM10000. The top panels show the t-SNE plots of directly applying BiT-S and BiT-M on HAM10000’s testing images (without fine tuning). The lower panels show the unsupervised embedding of different approaches on the same testing images at 25th and 400th epoch, respectively. “Binary” indicates the binary classes (NV vs. Non-NV), while the “Sub-classes” represents the six sub classes in Non-NV group.
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