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Abstract

This article studies a dirichlet boundary value problem for singularly perturbed time delay convection diffusion equation with degenerate coefficient. A priori explicit bounds are established on the solution and its derivatives. For asymptotic analysis of the spatial derivatives the solution is decomposed into regular and singular parts. To approximate the solution a numerical method is considered which consists of backward Euler scheme for time discretization on uniform mesh and a combination of midpoint upwind and central difference scheme for the spatial discretization on modified Shishkin mesh. Stability analysis is carried out, numerical results are presented and comparison is done with upwind scheme on uniform mesh as well as upwind scheme on Shishkin mesh to demonstrate the effectiveness of the proposed method. The convergence obtained in practical satisfies the theoretical predictions.
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1 Introduction

Singularly perturbed parabolic delay differential equations (SPPDDEs) plays a crucial role in mathematical modeling of various real life phenomena which takes into consideration the past history of the system along with its present state. The delay or lag represent incubation period, gestation time, transport delays etc. The solution and dynamics of singularly perturbed delay partial differential equations are completely different from those of the partial differential equations without time delay.

A characteristic example of SPPDDEs is the following equation arising in numerical control modeling a furnace used to process metal sheets [1]

\[(\partial_t u - \varepsilon \partial_x^2 u)(x, t) = v(g(u(x, t - \tau)))\partial_x u(x, t) + c[f(u(x, t - \tau)) - u(x, t)], \quad (x, t) \in D. \quad (1.1)\]

Here, \(u\) is the temperature distribution of the metal sheet, which is moving with velocity \(v\) and heated by a source given by function \(f\); both \(v\) and \(f\) are adapted dynamically by a controlling device monitoring the current temperature distribution. Since speed of the controller is finite it induces a fixed delay of length \(\tau\).

Last one decade has witnessed a growing interest in the numerical study of singularly perturbed parabolic delay differential equations (SPPDDEs). However, uniformly convergent numerical methods are not much developed for SPPDDEs. Numerical study of SPPDDEs for the class of reaction
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The existence of the unique solution of the Problem (1.2)-(1.4) is guaranteed under the assumption

\[ r \Gamma \alpha \]

The coefficients \( \Gamma \) used layer adapted meshes obtained via equidistributing a monitor function for the numerical solution of singularly perturbed parabolic delay differential reaction diffusion problems. Sunit and Mukesh \[8\] constructed a hybrid scheme consisting of HODIE type on generalized Shishkin mesh in spatial direction and implicit Euler scheme on uniform mesh in time direction for the numerical approximation of singularly perturbed parabolic delay differential reaction diffusion problems. Joginder et al. \[12\] designed and analyzed a domain decomposition method for the numerical solution of SPPDDEs.

For work on convection diffusion problem for SPPDDEs one can refer to \[2, 3, 4, 6, 7, 11\]. Aditya and Manju \[6\] analyzed the weighted difference approximations on piecewise uniform mesh for singularly perturbed delay differential convection diffusion problems and established that the proposed scheme is \( L^2 \) stable. Gowrisankar and Natesan \[4\] used layer adapted meshes based on equi-distribution of a monitor function for the numerical solution of SPPDDEs of convection diffusion type. Abhishek and Natesan \[2\] proposed a hybrid scheme on Shishkin mesh for the numerical solution of convection diffusion problem for SPPDDEs which is almost second order accurate in space and first order in time direction. In \[3\] the authors applied Richardson extrapolation on simple upwind scheme to obtain almost second order of convergence in space direction and second order of convergence in time direction for SPPDDEs of convection diffusion type. The authors \[11\] derived a higher order uniformly convergent method which is second order accurate in time and fourth order accurate in space for the numerical solution of singularly perturbed parabolic delay convection diffusion problems.

To the best of our knowledge, all the literature on the numerical solution of SPPDDEs of convection type is restricted to the case when the convection coefficient has same sign throughout the domain. Hence, a very first attempt has been made here to construct a parameter uniform numerical scheme for such a class of problem with degenerating convection coefficient.

We consider the following problem on a rectangular domain:

\[
L_{\varepsilon}u(x,t) = \left( \varepsilon \frac{\partial^2 u}{\partial x^2} + a \frac{\partial u}{\partial x} - b \frac{\partial u}{\partial t} - cu \right)(x,t) = e(x,t)u(x,t-\tau) + f(x,t),
\]

where \( 0 < \varepsilon \leq 1, \tau > 0, (x,t) \in Q = \Omega \times (0,T) = (0,1) \times (0,T], \overline{Q} = [0,1] \times [0,T], T \) is some finite time such that \( T = k\tau \) for some integer \( k > 1 \), \( \Gamma = \Gamma_b \cup \Gamma_l \cup \Gamma_r \), with the interval and boundary conditions given by

\[
\begin{align*}
    u(x,t) &= s(x,t) \quad \text{on} \quad \Gamma_b = \{(x,t) : 0 \leq x \leq 1, \ -\tau \leq t \leq 0\}, \\
    u(0,t) &= q_0(t) \quad \text{on} \quad \Gamma_l = \{(0,t) : 0 \leq t \leq T\}, \\
    u(1,t) &= q_1(t) \quad \text{on} \quad \Gamma_r = \{(1,t) : 0 \leq t \leq T\}.
\end{align*}
\]

The coefficients \( a(x,t), b(x,t), d(x,t) \) and \( f(x,t) \) are sufficiently smooth functions such that

\[
\begin{align*}
    a(x,t) &= a_0(x,t)x^p, \quad p \geq 1, \quad \forall \ (x,t) \in \overline{Q}, \\
    a_0(x,t) &\geq \alpha > 0, \quad \forall \ (x,t) \in \overline{Q}, \\
    b(x,t) &\geq \beta > 0, \quad \forall \ (x,t) \in \overline{Q}, \\
    c(x,t) &\geq \gamma > 0, \quad \forall \ (x,t) \in \overline{Q}, \\
    e(x,t) &\geq 0, \quad \forall \ (x,t) \in \overline{Q}.
\end{align*}
\]

Problem (1.2)-(1.4) covers the multiple turning points for \( p > 1 \). The solution of the problem (1.2)-(1.4) exhibit a parabolic boundary layer of width \( O(\sqrt{\varepsilon}) \) in the neighbourhood of the left boundary \( \Gamma_l \) as all the characteristic curves of the reduced problem are parallel to the boundary \( \Gamma_r \). The existence of the unique solution of the Problem (1.2)-(1.4) is guaranteed under the assumption
that the problem data is Hölder continuous, sufficiently smooth and satisfy appropriate compatibility conditions at the corner points (0,0), (1,0), (0,−τ) and (1,−τ).

In this article our focus is to develop a higher order robust numerical scheme for the solution of SPPDDEs with multiple degeneracy. The article is designed as follows. In Section 2, analytical aspects of the continuous problem are discussed and a priori estimates are established on the exact solution and its derivatives. In an attempt to design a higher order scheme, in Section 3, the considered problem is discretized by the hybrid scheme on a piecewise-uniform modified Shishkin mesh in the space direction and the implicit Euler method on uniform mesh in the time direction. Stability and error analysis have been carried out for the proposed scheme to establish convergence of $O(N^{-2}L^2 + \Delta t)$. In Section 4, we combine the hybrid scheme with the Richardson extrapolation to increase the order of convergence from $O(N^{-2}L^2 + \Delta t)$ to $O(N^{-2}L^2 + (\Delta t)^2)$. Numerical experiments are conducted in Section 5 to verify the theoretical results and illustrate the efficiency of the proposed schemes as compared to upwind scheme on uniform mesh as well as upwind scheme on Shishkin mesh.

**Notations:** Throughout this article, we use $C$ as a generic positive constant independent of $\epsilon$ and the mesh parameters. All the functions defined on a domain $Q$ are measured in supremum norm, denoted by

$$\|f\|_Q = \sup_{x \in Q} |f(x)|.$$ 

## 2 A Priori Bounds

In this section, a priori bounds for the solution $u(x,t)$ of the problem (1.2)-(1.4) and its derivatives are estimated on the domain $\overline{Q}$. We derive some a priori bounds using the method of steps and the minimum principle for the operator $L_{\epsilon}$. The delay term $u(x,t-\tau)$ is a known function $s(x,t-\tau)$ for $(x,t-\tau) \in [0,1] \times [0,\tau]$ and hence the RHS of (1.2) becomes $e(x,t)s(x,t-\tau) + f(x,t)$. This gives us the solution $u(x,t)$ for $(x,t) \in [0,1] \times [0,\tau]$. Using this we can compute the solution $u(x,t)$ for $(x,t) \in [0,1] \times [\tau,2\tau]$ and so on. Hence, using the method of steps the existence and uniqueness results can be established for all $(x,t) \in \overline{Q}$. The operator $L_{\epsilon}$ satisfies the following minimum principle.

**Lemma 2.1 (Minimum Principle).** Let $w \in C^{2,1}(\overline{Q})$. If $w(x,t) \geq 0$, $\forall$ $(x,t) \in \Gamma$ and $L_{\epsilon}w(x,t) \leq 0$, $\forall$ $(x,t) \in \overline{Q}$ then $w(x,t) \geq 0$, $\forall$ $(x,t) \in \overline{Q}$.

**Proof.** The proof follows easily from [10].

**Lemma 2.2.** Let $u(x,t)$ be the solution of the problem (1.2)-(1.4) then for all $\epsilon > 0$ the following bound holds

$$\|u\|_\overline{Q} \leq \|u\|_\Gamma + \frac{T}{\beta} \|f\|_\overline{Q}.$$ 

**Proof.** Using the barrier function

$$\psi^\pm(x,t) = \|u\|_\Gamma + \frac{t}{\beta} \|f\|_\overline{Q} \pm u(x,t),$$

the desired estimate can be obtained using the minimum principle. 

The problem data are assumed to be sufficiently smooth that guarantee the required smoothness of the solution on the set $\overline{Q}$. We assume that the data of the problem (1.2)-(1.4) satisfy the following conditions

$$a, b, c, f \in C^{l/2}_\lambda(\overline{Q}), \ s(x,t) \in C^{l+2l/2+1}(\Gamma_b),$$

$$q_0(t) \in C^{l/2+1}(\Gamma_0), \ q_1(t) \in C^{l/2+1}(\Gamma_1), \ l \geq 0, \ \lambda \in (0,1).$$

(2.1)
Also, the data of the problem (1.2)-(1.4) satisfy on $\Gamma^c = (\overline{\Gamma}_0 \cup \overline{\Gamma}_1) \cap \Gamma_b$ (i.e. the corner points $(0,0)$, $(1,0)$, $(0,-\tau)$ and $(1,-\tau)$) the compatibility conditions for the derivatives in $t$ up to order $K_0 = \lceil l/2 \rceil + 1$. In the case when the initial function $s(x,t)$ together with its derivatives vanish on the set $\Gamma^c$, the following conditions,

$$\frac{\partial^{k+k_0}s(x,t)}{\partial t^{k} \partial x^{k_0}} = 0, \quad \frac{\partial^{k_0}q_0(t)}{\partial t^{k_0}} = 0, \quad \frac{\partial^{k_0}q_1(t)}{\partial t^{k_0}} = 0, \quad 0 \leq k + 2k_0 \leq l + 2, \quad (2.2)$$

and

$$\frac{\partial^{k+k_0}f(x,t)}{\partial t^{k} \partial x^{k_0}} = 0, \quad 0 \leq k + 2k_0 \leq l, \quad (x,t) \in S^c,$$

guarantee the compatibility conditions for the derivatives in $t$ up to order $K_0 = \lceil l/2 \rceil + 1$. These compatibility conditions ensure the existence of the unique solution $u(x,t) \in C^{K,K/2}(\overline{Q})$, where $K = l + 2$, for the problem (1.2)-(1.4) \cite{9}.

**Lemma 2.3.** Let the solution $u(x,t)$ of the problem (1.2)-(1.4) satisfying the assumptions (2.1)-(2.3) for $K = 6$, then

$$\left\| \frac{\partial^{i+j}u}{\partial x^i \partial t^j} \right\|_\overline{Q} \leq C\varepsilon^{-i/2}, \quad \forall \ 0 \leq i + 2j \leq 6,$$

where $C$ is independent of $\varepsilon$.

**Proof.** Using the method of steps we derive the bounds on the derivatives of the solution $u(x,t)$. First, we consider the case for $t \leq \tau$. Since, $u(x,t-\tau)$ is a known function in $[0,1] \times [0,\tau]$, the problem (1.2)-(1.4) becomes

$$L_\varepsilon u(x,t) = \left( \varepsilon \frac{\partial^2 u}{\partial x^2} + a \frac{\partial u}{\partial x} - b \frac{\partial u}{\partial t} - cu \right)(x,t) = e(x,t)s(x,t-\tau) + f(x,t), \ \forall \ (x,t) \in Q_1 = (0,1) \times (0,\tau),$$

$$u(x,0) = s(x,0) \text{ on } \Gamma_0 = \{(x,t) : 0 \leq x \leq 1, \ t = 0\},$$

$$u(0,t) = q_0(t) \text{ on } \Gamma_1 = \{(0,t) : 0 \leq t \leq \tau\},$$

$$u(1,t) = q_1(t) \text{ on } \Gamma_\tau = \{(1,t) : 0 \leq t \leq \tau\}.$$

The bounds in the interval $Q_1$ are obtained as follows. The variable $x$ is transformed to the stretched variable $\tilde{x} = x/\sqrt{\varepsilon}$, we write the problem (1.2)-(1.4) as

$$\left( \tilde{u}_{\tilde{x}\tilde{x}} + \tilde{a}\varepsilon^{p-1}\tilde{u}_{\tilde{x}} - \tilde{b}\tilde{u}_t - \tilde{c}\tilde{u} \right)(\tilde{x},t) = \tilde{e}(\tilde{x},t)s(\tilde{x},t-\tau) + \tilde{f}(\tilde{x},t) \text{ in } \tilde{Q}_1, \quad (2.3)$$

$$\tilde{u}(\tilde{x},t) = \tilde{s}(\tilde{x},t) \text{ on } \tilde{\Gamma}_0 = \{\tilde{x},t) : 0 \leq \tilde{x} \leq 1/\sqrt{\varepsilon}, \ t = 0\},$$

$$\tilde{u}(0,t) = \tilde{q}_0(t) \text{ on } \tilde{\Gamma}_1 = \{(0,t) : 0 \leq t \leq \tau\},$$

$$\tilde{u}(1/\sqrt{\varepsilon},t) = \tilde{q}_1(t) \text{ on } \tilde{\Gamma}_\tau = \{(1/\sqrt{\varepsilon},t) : 0 \leq t \leq \tau\},$$

where $\tilde{Q}_1 = (0,1/\sqrt{\varepsilon}) \times (0,\tau)$ and $\tilde{\Gamma}$ is the boundary analogous to $\Gamma$. Since, for $p > 1$ the term $\varepsilon^{p-1}$ is very small it can be neglected and for $p = 1$ its value is one, the differential equation (2.3) can be made independent of $\varepsilon$. Using \cite{9} estimate (10.5) we have, for all non negative integers $i,j$ such that $0 \leq i + 2j \leq 4$, and all $\tilde{N}_\delta$ in $\tilde{D}_\varepsilon$,

$$\left\| \frac{\partial^{i+j}u}{\partial x^i \partial t^j} \right\|_{\tilde{N}_\delta} \leq C(1 + \|u\|_{\tilde{N}_\delta}). \quad (2.4)$$

Here, $C$ is a constant independent of $\tilde{N}_\delta$ and for any $\delta > 0$, $\tilde{N}_\delta$ is a neighbourhood of diameter $\delta > 0$ in $\tilde{Q}_1$. Transforming back to the original variable $x$, we get

$$\left\| \frac{\partial^{i+j}u}{\partial x^i \partial t^j} \right\|_{Q_1} \leq C\varepsilon^{-i/2}(1 + \|u\|_{Q_1}).$$
Using the bounds of $u(x,t)$ given in Lemma 2.2, we get the desired estimates.
Next, we consider the case for $t \in [\tau,2\tau]$. In this case $u(x,t)$ is the solution of the following initial boundary value problem (IBVP):

$$L_\varepsilon u(x,t) = \left( \varepsilon \frac{\partial^2 u}{\partial x^2} + \frac{\partial u}{\partial x} - b \frac{\partial u}{\partial t} - cu \right)(x,t) = e(x,t)u(x,t - \tau) + f(x,t), \quad \forall (x,t) \in Q_2 = (0,1) \times (\tau,2\tau],$$

$$u(x,\tau) = s(x,\tau) \quad \text{on} \quad \Gamma_0 = \{(x,t) : 0 \leq x \leq 1, t = \tau\},$$

$$u(0,t) = q_0(t) \quad \text{on} \quad \Gamma_1 = \{(0,t) : \tau \leq t \leq 2\tau\},$$

$$u(1,t) = q_1(t) \quad \text{on} \quad \Gamma_r = \{(1,t) : \tau \leq t \leq 2\tau\}.$$

Again the RHS is a known function so the proof follows on the similar lines as discussed in the case for $[0,\tau]$. We proceed similarly to prove the result for $t \in [0,T]$.

The bounds obtained in the Lemma 2.5 are not sufficient for proving $\varepsilon$-uniform error estimates. Therefore, stronger bounds on these derivatives are obtained by decomposing the solution $u(x,t)$ into the regular part $y(x,t)$ and the singular part $z(x,t)$. We define

$$u(x,t) = y(x,t) + z(x,t).$$

The regular component $y(x,t)$ is further decomposed into the sum

$$y = (y_0 + \sqrt{\varepsilon}y_1 + \varepsilon y_2 + \varepsilon^{3/2} y_3)(x,t),$$

where $y_0$, $y_1$, $y_2$ and $y_3$ are defined as

$$a(x,t) \frac{\partial y_0}{\partial x} - b(x,t) \frac{\partial y_0}{\partial t} - c(x,t)y_0 = e(x,t)y_0(x,t - \tau) + f(x,t), \quad \forall (x,t) \in Q,$$

$$y_0(x,t) = u(x,t), \quad \forall (x,t) \in \Gamma_b \cup \Gamma_r,$$  \hspace{1cm} (2.5)

$$a(x,t) \frac{\partial y_1}{\partial x} - b(x,t) \frac{\partial y_1}{\partial t} - c(x,t)y_1 = e(x,t)y_1(x,t - \tau) - \varepsilon \frac{\partial^2 y_0}{\partial x^2}, \quad \forall (x,t) \in Q,$$

$$y_1(x,t) = 0, \quad \forall (x,t) \in \Gamma_b \cup \Gamma_r,$$  \hspace{1cm} (2.6)

$$a(x,t) \frac{\partial y_2}{\partial x} - b(x,t) \frac{\partial y_2}{\partial t} - c(x,t)y_2 = e(x,t)y_2(x,t - \tau) - \varepsilon \frac{\partial^2 y_1}{\partial x^2}, \quad \forall (x,t) \in Q,$$

$$y_2(x,t) = 0, \quad \forall (x,t) \in \Gamma_b \cup \Gamma_r$$  \hspace{1cm} (2.7)

and

$$L_\varepsilon y_3 = e(x,t)y_3(x,t - \tau) - \sqrt{\varepsilon} \frac{\partial^2 y_2}{\partial x^2}, \quad \forall (x,t) \in Q,$$

$$y_3(x,t) = 0, \quad \forall (x,t) \in \Gamma.$$  \hspace{1cm} (2.8)

Therefore, the regular component $y(x,t)$ satisfies

$$L_\varepsilon y(x,t) = f(x,t) + e(x,t)y(x,t - \tau), \quad \forall (x,t) \in Q,$$

$$y(x,t) = u(x,t), \quad \forall (x,t) \in \Gamma_b \cup \Gamma_r,$$

$$y(x,t) = y_0(x,t) + \sqrt{\varepsilon}y_1(x,t) + \varepsilon y_2(x,t) + \varepsilon^{3/2} y_3(x,t), \quad \forall (x,t) \in \Gamma_1.$$  \hspace{1cm} (2.9)

The singular component $z(x,t)$ satisfies the following IBVP:

$$L_\varepsilon z(x,t) = e(x,t)z(x,t - \tau), \quad \forall (x,t) \in Q,$$

$$z(x,t) = 0, \quad \forall (x,t) \in \Gamma_b \cup \Gamma_r,$$

$$z(x,t) = u(x,t) - y(x,t), \quad \forall (x,t) \in \Gamma_l.$$  \hspace{1cm} (2.10)
Theorem 2.1. For all non-negative integers \( i, j \) such that \( 0 \leq i + 2j \leq 6 \), the regular component \( y(x,t) \) satisfies

\[
\left\| \frac{\partial^{i+j} y}{\partial x^i \partial t^j} \right\| \leq C \left( 1 + \varepsilon^{\frac{3i}{2}} \right)
\]

and the singular component \( z(x,t) \) satisfies

\[
\left\| \frac{\partial^{i+j} z}{\partial x^i \partial t^j} \right\| \leq C \left( \varepsilon^{-i/2} \exp \left( \frac{-mx}{\sqrt{\varepsilon}} \right) \right),
\]

where \( m = \sqrt{\gamma} \).

Proof. We first consider the interval \([0, 1] \times [0, \tau]\). The data of the problems (2.5)-(2.9) are assumed to be sufficiently smooth and satisfy the appropriate compatibility conditions to ensure the existence of the unique solution \( y_0, y_1, y_2, y \in C^{K,K/2}_A \), for \( K = 6 \). Since \( y_0, y_1 \) and \( y_2 \) are solutions of first order hyperbolic equations (2.5), (2.6) and (2.7) over \( Q_1 \) as well we have the following estimates

\[
\left\| \frac{\partial^{i+j} y_0}{\partial x^i \partial t^j} \right\|_{Q_1} \leq C,
\]

\[
\left\| \frac{\partial^{i+j} y_1}{\partial x^i \partial t^j} \right\|_{Q_1} \leq C
\]

and

\[
\left\| \frac{\partial^{i+j} y_2}{\partial x^i \partial t^j} \right\|_{Q_1} \leq C.
\]

As \( y_3 \) is the solution of a problem similar to the initial boundary value problem (1.2)-(1.4) therefore, for all non-negative integer \( i, j \) such that \( 0 \leq i + 2j \leq 4 \), we have

\[
\left\| \frac{\partial^{i+j} y_3}{\partial x^i \partial t^j} \right\|_{Q_1} \leq C \varepsilon^{-i/2}.
\]

Using inequalities (2.11)-(2.14) we obtain the required estimates for the regular component \( y(x,t) \) for \((x,t) \in Q_1\). To obtain the bound on the singular component, we define two barrier functions

\[
\psi \pm(x,t) = C \exp \left( \frac{-mx}{\sqrt{\varepsilon}} \right) \exp(t) \pm \left( z(x,t) \right), \quad \forall \ (x,t) \in \overline{Q}_1,
\]

where \( C \) is chosen sufficiently large such that we have

\[
\psi \pm(x,t) \geq 0, \quad \forall \ (x,t) \in \Gamma.
\]

Now,

\[
L_\varepsilon \psi \pm(x,t) = C \exp \left( \frac{-mx}{\sqrt{\varepsilon}} \right) \exp(t) \left( m^2 - \frac{a(x,t)m}{\sqrt{\varepsilon}} - b(x,t) - c(x,t) \right) \leq 0, \quad \forall \ (x,t) \in Q_1.
\]

By Minimum principle, we have

\[
|z(x,t)| \leq C \exp \left( \frac{-mx}{\sqrt{\varepsilon}} \right) \exp(t) \leq C \exp \left( \frac{-mx}{\sqrt{\varepsilon}} \right), \quad \forall \ (x,t) \in \overline{Q}_1.
\]


To obtain the bound on the derivatives of \( z \) we transform the variable \( x \) to the stretched variable \( \tilde{x} = \frac{x}{\sqrt{\varepsilon}} \). The transformed differential equation becomes independent of \( \varepsilon \). For each neighbourhood \( \tilde{N}_\delta \) in \( (2,1/\sqrt{\varepsilon}) \times (0, \tau) \) using [9] §4.10, we have

\[
\left\| \frac{\partial^{i+j}\tilde{z}}{\partial x^i \partial t^j} \right\|_{\tilde{N}_\delta} \leq C\| \tilde{z} \|_{\tilde{N}_{2\delta}}.
\] (2.15)

The required bounds can be obtained by transforming the inequality (2.15) in terms of the original variable \( x \) and using the bound just obtained on \( z(x,t) \). Similarly, for each neighbourhood \( \tilde{N}_\delta \) in \( (0,2] \times (0, \tau) \) using [9] §4.10, we have

\[
\left\| \frac{\partial^{i+j}\tilde{z}}{\partial x^i \partial t^j} \right\|_{\tilde{N}_\delta} \leq C(1 + \| \tilde{z} \|_{\tilde{N}_{2\delta}}).
\] (2.16)

Again transforming the inequality (2.16) in terms of the original variable \( x \), using the bound on \( z(x,t) \) and noting that \( e^{-x/\sqrt{\varepsilon}} > C \) for \( x > 2 \), we have the required bounds. Next, consider the second interval \( [\tau, 2\tau] \). In this case we have \( y(x,t) \) satisfy the problem (2.9) for \( (x,t) \in Q_2 \). The argument for rest of the proof is same as in the first case. The proof for \( t \geq 2\tau \) also follows on the same lines.

\[ \square \]

## 3 Discrete Problem

In this section, we discretize the problem (1.2)-(1.4) in both space and time direction. Firstly, a modified Shishkin mesh \( S(L) \) is constructed to discretize the spatial domain.

Let \( \Omega^N := \{x_i\}_{i=0}^N \) be the partition of the spatial domain \( \Omega \). We define the transition parameter \( \sigma \) by

\[
\sigma = \min\{1/2, \sigma_0 \sqrt{\varepsilon}L\},
\]

where \( L \) satisfies \( \ln(\ln N) < L \leq \ln(N) \) and \( e^{-L} \leq L/N \). The fitted piecewise uniform mesh \( S(L) \) is constructed by dividing the domain \( \Omega \) into two subdomains \( \Omega = \Omega_1 \cup \Omega_2 \), where \( \Omega_1 = (0, \sigma] \) and \( \Omega_2 = (\sigma, 1) \). A piecewise uniform mesh \( \Omega^N \) on \( \Omega \) with \( N \) mesh points is obtained by placing a uniform mesh with \( N/2 \) mesh points in each subintervals. The spatial step size \( h_i = x_i - x_{i-1} \), for \( i = 1, 2, \ldots, N \) is defined as

\[
h_i = \begin{cases} 
1 \leq i \leq \frac{N}{2}, \\
N - \frac{N}{2} + 1 \leq i \leq N,
\end{cases}
\]

where \( h \) and \( H \) are the spatial step size in \([0, \tau]\) and \((\tau, 1]\), respectively.

For temporal discretization a uniform mesh \( \Omega^M \) and \( \Omega^{m_\tau} \) with \( M \) and \( m_\tau \) mesh points is considered by placing a uniform mesh with \( M \) and \( m_\tau \) mesh points in \([0, T]\) and \([-\tau, 0]\), respectively. The uniform step size \( \Delta t \) in time direction satisfies \( \tau = m_\tau \Delta t \), where \( m_\tau \) is a positive integer, \( t_n = n\Delta t, n \geq -m_\tau \).

Piecewise uniform tensor product meshes \( Q^{N,M}_\sigma \) on \( Q \) and \( \Gamma^{N,M}_{b,\sigma} \) on \( \Gamma_b \) are defined as

\[
Q^{N,M}_\sigma = \Omega^N_\sigma \times \Omega^M, \quad \Gamma^{N,M}_{b,\sigma} = \Omega^N_\sigma \times \Omega^{m_\tau}_{\sigma}
\]

and the boundary points \( \Gamma^{N,M}_{r,\sigma} \) of \( Q^{N,M}_\sigma \) are defined as \( \Gamma^{N,M}_{r,\sigma} = \overline{Q^{N,M}} \cap \Gamma \). We put \( \Gamma^{N,M}_{l,\sigma} = \overline{Q^{N,M}} \cap \Gamma_l \) and \( \Gamma^{N,M}_{r,\sigma} = \overline{Q^{N,M}} \cap \Gamma_r \). For \( \sigma = 1/2 \), the mesh is uniform and for \( \sigma = \sigma_0 \sqrt{\varepsilon}L \) the mesh points get condensed at the left side of the domain.
3.1 The finite difference scheme

For any mesh function \( v^n_i = v(x_i, t_n) \), the forward, backward and central difference operators \( D_x^+, D_x^-, D^0_x \) in space and \( D_t^- \) in time are defined as

\[
\begin{align*}
D_x^+ v^n_i &= \frac{v^n_{i+1} - v^n_i}{\hat{h}_i}, & D_x^- v^n_i &= \frac{v^n_i - v^n_{i-1}}{\hat{h}_i}, \\
D^0_x v^n_i &= \frac{v^n_{i+1} - v^n_{i-1}}{2\hat{h}_i}, & D_t^- &= \frac{v^n_i - v_i^{n-1}}{\Delta t},
\end{align*}
\]

where \( \hat{h}_i = h_i + h_{i+1} \) for \( i = 1, \ldots, N - 1 \). We also define the second-order finite difference operator \( \delta^2_x v^n_i \) in space by

\[
\delta^2_x v^n_i = \frac{2(D_x^+ v^n_i - D_x^- v^n_i)}{\hat{h}_i}
\]

and \( v^n_{i+1/2} = \frac{v^n_{i+1} + v^n_i}{2} \). Applying the central difference scheme in the interval \( I = \{i \in \{1, 2, \ldots, N-1\}, a^n_i h_i < 2\varepsilon\} \) and the mid-point upwind scheme in the remaining region, we get the following discrete problem

\[
\begin{align*}
U_0^n = s(x_i, t_n), & \quad \text{for } (x_i, t_n) \in \Gamma_{b,\sigma}^N, \\
L_{\varepsilon, \mu}^N M U^n_i &= f^n_i + e^n_i U(x_i, t_{n-m_t}), & \text{for } i \in I, \quad n\Delta t \leq T, \\
L_{\varepsilon, \mu}^N M U^n_i &= f^{n+1/2}_i + e^{n+1/2}_i U(x_i+1/2, t_{n-m_t}), & \text{for } i \notin I, \quad n\Delta t \leq T, \\
U_0^n = q_0(t_n), & \quad U_N^n = q_1(t_n), & \text{for } n \geq 0,
\end{align*}
\]

where

\[
L_{\varepsilon, \mu}^N M U^n_i = \varepsilon \delta^2_x U^n_i + a^n_i D^0_x U^n_i - b^n_i D^- U^n_i - c^n_i U^n_i,
\]

\[
L_{\varepsilon, \mu}^N M U^n_i = \varepsilon \delta^2_x U^n_i + a^n_i D^+ x U^n_i - b^n_i D^+ x U^n_i - c^n_i U^n_{i+1/2} U^n_{i+1/2}.
\]

On simplifying the terms in the system of Eqns. (3.1), we obtain the following system of equations on the mesh \( \overline{Q}_{\sigma}^N \)

\[
\begin{align*}
U_0^n &= s(x_i, t_n), \quad \text{for } (x_i, t_n) \in \Gamma_{b,\sigma}^N, \\
U_0^n &= f^n_i, \quad \text{for } 1 \leq i \leq N - 1, \quad 1 \leq n \leq M \\
U_0^n &= q_0(t_n), & \quad U_N^n = q_1(t_n), & \text{for } 1 \leq n \leq M.
\end{align*}
\]

where

\[
L_{\varepsilon, \mu}^N M U^n_i := \begin{cases}
r^-_c U^n_{i-1} + r^+_c U^n_{i} + r^+_c U^n_{i+1}, & \text{for } i \in I, \\
r^-_m U^n_{i-1} + r^+_m U^n_{i} + r^+_m U^n_{i+1}, & \text{for } i \notin I,
\end{cases}
\]

\[
\tilde{f}^n_i = \begin{cases}
[m^- c U^n_{i-1} + m^+_ c U^n_{i} + m^+_ c U^n_{i+1}] + [p^- c U^n_{i-1} + p^+_ c U^n_{i} + p^+_ c U^n_{i+1}] + [q^- c U^n_{i-1} + q^+_ c U^n_{i} + q^+_ c U^n_{i+1}], & \text{for } i \in I, \\
[m^- m U^n_{i-1} + m^+_ m U^n_{i} + m^+_ m U^n_{i+1}] + [p^- m U^n_{i-1} + p^+_ m U^n_{i} + p^+_ m U^n_{i+1}] + [q^- m U^n_{i-1} + q^+_ m U^n_{i} + q^+_ m U^n_{i+1}], & \text{for } i \notin I.
\end{cases}
\]
and various coefficients are given by

\[
\begin{align*}
\begin{cases}
    r_{cen,i}^- &= \frac{2\varepsilon\Delta t}{h_i h_i} - \frac{\Delta t a_i^n}{h_i}, \\
    r_{cen,i}^0 &= -\frac{2\varepsilon\Delta t}{h_i} \left( \frac{1}{h_i} + \frac{1}{h_{i+1}} \right) - b_i^n - \Delta t c_i^n, \\
    r_{cen,i}^+ &= \frac{2\varepsilon\Delta t}{h_i h_{i+1}} + \frac{\Delta t a_i^n}{h_i}, \\
    p_{cen,i}^- &= 0, \\
    p_{cen,i}^0 &= b_i^n, \\
    p_{cen,i}^+ &= 0, \\
    m_{cen,i}^- &= 0, \\
    m_{cen,i}^0 &= \Delta t, \\
    m_{cen,i}^+ &= 0, \\
    q_{cen,i}^- &= 0, \\
    q_{cen,i}^0 &= \Delta t c_i^n, \\
    q_{cen,i}^+ &= 0.
\end{cases}
\end{align*}
\]

and

\[
\begin{align*}
\begin{cases}
    r_{mu,i}^- &= \frac{2\varepsilon\Delta t}{h_i h_i}, \\
    r_{mu,i}^0 &= -\frac{2\varepsilon\Delta t}{h_i} \left( \frac{1}{h_i} + \frac{1}{h_{i+1}} \right) - a_i^{n+1/2} \Delta t - b_i^{n+1/2} - \frac{c_i^{n+1/2} \Delta t}{2}, \\
    r_{mu,i}^+ &= \frac{2\varepsilon\Delta t}{h_i h_{i+1}} + a_i^{n+1/2} \Delta t - \frac{b_i^{n+1}}{h_{i+1}} - \frac{c_i^{n+1/2} \Delta t}{2}, \\
    p_{mu,i}^- &= 0, \\
    p_{mu,i}^0 &= \frac{b_i^{n+1/2}}{2}, \\
    p_{mu,i}^+ &= \frac{b_i^{n+1}}{2}, \\
    m_{mu,i}^- &= 0, \\
    m_{mu,i}^0 &= \Delta t/2, \\
    m_{mu,i}^+ &= \Delta t/2, \\
    q_{mu,i}^- &= 0, \\
    q_{mu,i}^0 &= \frac{\Delta t c_i^{n+1/2}}{2}, \\
    q_{mu,i}^+ &= \frac{2}{2}.
\end{cases}
\end{align*}
\]

**Remark:** As \( a(x_{N/2}, t_n) > 0 \) and \( a_0(x, t) \geq \alpha > 0 \) on \( Q \), we can conclude that there exists a constant \( \kappa > 0 \) such that \( a(x, t_n) \geq \kappa > 0 \), for \( N/2 \leq i \leq N, n\Delta t \leq T \).

**Lemma 3.1.** Let \( N_0 \) be the smallest positive integer satisfying

\[
N_0 \kappa \geq \frac{\|b\|_T}{\Delta t} + \|c\|_T, \quad 2\tau_0 \|a_0\|_T \leq \frac{N_0}{(\ln(N_0))^2}.
\]

Then, for all \( N \geq N_0 \), we have

\[
\begin{align*}
\begin{cases}
    r_{cen,i}^+, r_{cen,i}^-, r_{mu,i}^-, r_{mu,i}^+ > 0, & 1 \leq i \leq N - 1, \\
    |r_{cen,i}^-| + |r_{cen,i}^+| < |r_{cen,i}^0|, & i \in I, \\
    |r_{mu,i}^-| + |r_{mu,i}^+| < |r_{mu,i}^0|, & i \notin I, \\
    |r_{cen,i}^-| < |r_{cen,i}^0|, |r_{cen,i}^-| < |r_{cen,i}^0|, & \text{and } |r_{mu,i}^-| < |r_{mu,i}^0|.
\end{cases}
\end{align*}
\]

**Proof.** We first consider the case when \( i \in I \). From (3.5) we clearly have

\[
r_{cen,i}^- = \frac{2\varepsilon\Delta t}{h_i h_i} - \frac{\Delta t a_i^n}{h_i} = \frac{\Delta t}{h_i} \left( \frac{2\varepsilon}{h_i} - a_i^n \right) > 0,
\]

and

\[
r_{cen,i}^+ = \frac{2\varepsilon\Delta t}{h_i h_{i+1}} + \frac{\Delta t a_i^n}{h_i} > 0.
\]

Also, from (3.5) we have

\[
|r_{cen,i}^+| + |r_{cen,i}^-| = \frac{2\varepsilon\Delta t}{h_i} \left( \frac{1}{h_i} + \frac{1}{h_{i+1}} \right) < |r_{cen,i}^0|.
\]

Next, we consider the case when \( i \notin I \). For \( N \geq N_0 \), where \( N_0 \) satisfies

\[
2\tau_0 \|a_0\|_T \leq \frac{N_0}{(\ln(N_0))^2},
\]
we have \(a_i^bh_i < 2\varepsilon\), for \(i = 1, 2, \ldots, N/2\). It can be clearly seen that \(\{1, 2, \ldots, N/2\} \subset I\), for \(N \geq N_0\) and therefore, \(L^N_{\varepsilon,mu}\) is applied for \(i > N/2\) where \(i \not\in I\).

Clearly, \(r^-_{mu,i} = \frac{2\varepsilon\Delta t}{h_ih_i} > 0\) and

\[
\begin{align*}
  r^+_{mu,i} &= \frac{2\varepsilon\Delta t}{h_ih_i+1} + \frac{a_{i+1/2}}{h_{i+1}} - \frac{b_{i+1/2}}{2} - \frac{c_{i+1/2}}{2} \\
  &= \frac{2\varepsilon\Delta t}{h_ih_i+1} + \Delta t \left( \frac{a_{i+1/2}}{h_{i+1}} - \frac{b_{i+1/2}}{2\Delta t} - \frac{c_{i+1/2}}{2} \right) \\
  &> \Delta t \left( \frac{a_{i+1/2}}{h_{i+1}} - \frac{b_{i+1/2}}{2\Delta t} - \frac{c_{i+1/2}}{2} \right) = \Delta t \left( \frac{a_{i+1/2}}{H} - \frac{b_{i+1/2}}{2\Delta t} - \frac{c_{i+1/2}}{2} \right).
\end{align*}
\]

Using \(\frac{1}{H} = \frac{N}{2(1 - \tau)} \geq \frac{N_0}{2}\), we get

\[
r^+_{mu,i} > \frac{\Delta t}{2} \left( N_0\kappa - \frac{||b||_Q}{\Delta t} - \frac{||c||_Q}{\Delta t} \right).
\]

Applying inequality (3.7) and taking \(N \geq N_0\) we have \(r^+_{mu,i} > 0\). Also, from (3.6) we have

\[
|r^-_{mu,i}| + |r^+_{mu,i}| = \frac{2\varepsilon\Delta t}{h_ih_i} + \frac{2\varepsilon\Delta t}{h_ih_i+1} + \frac{a_{i+1/2}}{h_{i+1}} - \frac{b_{i+1/2}}{2} - \frac{c_{i+1/2}}{2} < |r^0_{mu,i}|.
\]

From (3.5) and (3.6) we can easily get \(|r^+_{cen,1}| < |r^0_{cen,1}|, |r^-_{cen,N-1}| < |r^0_{cen,N-1}|\) and \(|r^0_{mu,N-1}| < |r^-_{mu,N-1}|\).

Above Lemma establishes that the operator \(L^N_{\varepsilon,M}\) satisfies the following discrete minimum principle

**Lemma 3.2 (Discrete Minimum Principle).** Let \(W^N\) be any mesh function defined on \(Q^N_{\sigma}\). If \(W^N(x_i, t_n) \geq 0\), \(\forall (x_i, t_n) \in Q^N_{\sigma}\) and \(L^N_{\varepsilon,M}W^N(x_i, t_n) \leq 0\), \(\forall (x_i, t_n) \in Q^N_{\sigma}\), then \(W^N(x_i, t_n) \geq 0\), \(\forall (x_i, t_n) \in Q^N_{\sigma}\).

**Lemma 3.3.** Let \(W^N\) be any mesh function defined on \(Q^N_{\sigma}\). If \(W^N(x_i, t_n) \geq 0\), \(\forall (x_i, t_n) \in Q^N_{\sigma}\) then

\[
|W^N(x_i, t_n)| \leq \max_{Q^N_{\sigma}} |W^N| + \frac{T}{\beta} \max_{Q^N_{\sigma}} |L^N_{\varepsilon,M}W^N|, \quad \forall (x_i, t_n) \in Q^N_{\sigma}.
\]

**Proof.** Constructing the following barrier function

\[
\psi^\pm(x_i, t_n) = \max_{Q^N_{\sigma}} |W^N| + \frac{t_n}{\beta} \max_{Q^N_{\sigma}} |L^N_{\varepsilon,M}W^N| \pm W^N(x_i, t_n).
\]

and using the discrete minimum principle we get the desired estimate. □

### 3.2 Error Analysis

In this section, we provide error estimates for the regular and the singular component of the numerical solution separately. Finally, they are combined to provide parameter uniform error
estimates for the proposed hybrid scheme. To prove $\varepsilon$-uniform convergence of the proposed scheme we consider the barrier function

$$
\phi^n_i(\mu) = \begin{cases} 
\prod_{j=1}^{i} \left(1 + \frac{\mu h_j}{\sqrt{\varepsilon}}\right)^{-1}, & i = 1, 2, \cdots, N, \\
1, & i = 0,
\end{cases}
$$

(3.8)

where $\mu$ is a constant. Also,

$$
\begin{align*}
&\phi^n_{i-1}(\mu) = \left(1 + \frac{\mu h_i}{\sqrt{\varepsilon}}\right) \phi^n_i(\mu), \quad i = 1, 2, \cdots, N, \\
&\phi^n_{i+1}(\mu) = \left(1 + \frac{\mu h_{i+1}}{\sqrt{\varepsilon}}\right)^{-1} \phi^n_i(\mu), \quad i = 1, 2, \cdots, N - 1.
\end{align*}
$$

(3.9)

**Lemma 3.4.** For each $0 \leq i \leq N$ and $0 < \mu < \frac{m}{2}$, the barrier function $\phi^n_i(\mu)$ satisfies the following inequalities

$$
L_{\varepsilon}^{N,M} \phi^n_i(\mu) \leq \begin{cases} 
\frac{-C}{\sqrt{\varepsilon}} \phi^n_i(\mu), & i \in I, n\Delta t \leq T, \\
\frac{-C}{\sqrt{\varepsilon} + \mu h_{i+1}} \phi^n_i(\mu), & i \notin I, n\Delta t \leq T.
\end{cases}
$$

(3.10)

**Proof.** We first consider the case when $i \in I$. On applying the operator $L_{\varepsilon,\text{con}}^{N,M}$ on the barrier function $\phi^n_i(\mu)$, we get

$$
L_{\varepsilon,\text{con}}^{N,M} \phi^n_i(\mu) = r^+_i \phi^n_{i-1}(\mu) + r^0_i \phi^n_i(\mu) + r^-_i \phi^n_{i+1}(\mu),
$$

(3.11)

where

$$
r^-_i = \frac{2\varepsilon}{h_i h_{i+1}} - \frac{a^n_i}{h_i}, \quad r^0_i = -\frac{2\varepsilon}{h_i h_{i+1}} - c^n_i, \quad r^+_i = \frac{2\varepsilon}{h_i h_{i+1}} + \frac{a^n_i}{h_i}.
$$

On Simplifying Eqn. (3.11) using (3.9), we get

$$
L_{\varepsilon,\text{con}}^{N,M} \phi^n_i(\mu) \leq - \frac{\mu}{\sqrt{\varepsilon} + \mu h_{i+1}} \left( -2\sqrt{\varepsilon} + a^n_i + c^n_i \left( \sqrt{\varepsilon} + \mu h_{i+1} \right) \right) \phi^n_i(\mu)
$$

\[ \leq \frac{-C}{\sqrt{\varepsilon}} \phi^n_i(\mu), \quad i \in I, n\Delta t \leq T. \]

Next, we consider the case when $i \notin I$. On applying the operator $L_{\varepsilon,\text{mu}}^{N,\Delta t}$ on the barrier function $\phi^n_i(\mu)$, we get

$$
L_{\varepsilon,\text{mu}}^{N,M} \phi^n_i(\mu) = s^-_i \phi^n_{i-1}(\mu) + s^0_i \phi^n_i(\mu) + s^+_i \phi^n_{i+1}(\mu),
$$

(3.12)

where

$$
s^-_i = \frac{2\varepsilon}{h_i h_{i+1}}, \quad s^0_i = -\frac{2\varepsilon}{h_i h_{i+1}} - \frac{a^n_{i+1/2}}{h_{i+1}} - \frac{c_{i+1/2}}{2}, \quad s^+_i = \frac{2\varepsilon}{h_i h_{i+1}} + \frac{a^n_{i+1/2}}{h_{i+1}} - \frac{c_{i+1/2}}{2}.
$$

On simplifying Eqn. (3.12) using (3.9), we get

$$
L_{\varepsilon,\text{mu}}^{N,M} \phi^n_i(\mu) \leq - \frac{\mu}{\sqrt{\varepsilon} + \mu h_{i+1}} \left( a^n_{i+1/2} + \frac{\sqrt{\varepsilon} c_{i+1/2}}{2} + \frac{c_{i+1/2}}{2} \left( \sqrt{\varepsilon} + \mu h_{i+1} \right) \right) \phi^n_i(\mu)
$$

\[ \leq \frac{-C}{\sqrt{\varepsilon} + \mu h_{i+1}} \phi^n_i(\mu), \quad \forall i \notin I, n\Delta t \leq T. \]
Lemma 3.5. For each $0 \leq i \leq N$ and $0 < \mu < \frac{m}{2}$, we have the following inequalities

(i) $\exp \left( \frac{-mx_i}{\sqrt{\varepsilon}} \right) \leq \phi_i^n(\mu), \quad 0 \leq i \leq N, \quad n\Delta t \leq T$;

(ii) $\phi_i^n \leq \begin{cases} 
2\mu\sigma_0 \left( \frac{i}{N} \right) N - 2\mu\sigma_0 \left( \frac{i}{N} \right), & 1 \leq i \leq \frac{N}{2}, \quad n\Delta t \leq T, \\
CL\mu\sigma_0 N - \mu\sigma_0, & \frac{N}{2} \leq i \leq N, \quad n\Delta t \leq T.
\end{cases}$

Proof. (i) Using $e^{-x} = (1 + x)^{-1}$, $x \geq 0$, we obtain the desired inequality.

(ii) Considering the barrier function $\phi_i^n(\mu)$ for $i \in \{1, 2, \ldots, \frac{N}{2}\}$, we have

$$
\phi_i^n(\mu) = \prod_{j=1}^{i} \left( 1 + \mu h_j \sqrt{\varepsilon} \right)^{-1} = \left( 1 + \frac{\mu h}{\sqrt{\varepsilon}} \right)^{-i} \\
\leq \exp \left( \frac{-\mu x_i}{\sqrt{\varepsilon} + \mu h} \right) = \exp \left( \frac{-\mu h}{\sqrt{\varepsilon} + \mu h} \right) \\
= \exp \left( -\frac{-2\mu\sigma_0 L N^{-1}\sqrt{\varepsilon}}{\sqrt{\varepsilon} + \mu \sqrt{\varepsilon} \sigma_0 2 N^{-1} L} \right).
$$

Using $e^{-L} \leq L/N$, we get

$$
\phi_i^n(\mu) = L 1 + 2\sigma_0 \mu N^{-1} \ln N N 1 + 2\sigma_0 \mu N^{-1} \ln N \leq CL 2\mu\sigma_0 \left( \frac{i}{N} \right) N - 2\mu\sigma_0 \left( \frac{i}{N} \right).
$$

Next, consider the barrier function $\phi_i^n(\mu)$ for $i \in \{\frac{N}{2}, \ldots, N\}$, we have

$$
\phi_i^n(\mu) = \prod_{j=1}^{N/2} \left( 1 + \mu h_j \sqrt{\varepsilon} \right)^{-1} \\
\leq \prod_{j=1}^{N/2} \left( 1 + \mu h_j \sqrt{\varepsilon} \right)^{-1} \leq \exp \left( -\mu x_{N/2} \right) \\
= \exp \left( -\mu \sigma_0 \sqrt{\varepsilon} + 2\mu\sigma_0 L \sqrt{\varepsilon} \right) \\
= \exp \left( -\mu\sigma_0 L \left( 1 + 2\mu\sigma_0 LN^{-1} \right) \right).
$$

Using $e^{-L} \leq L/N$, we get

$$
\phi_i^n(\mu) = L \left( \frac{\mu\sigma_0}{1 + 2\mu\sigma_0 LN^{-1}} \right) \left( 1 + \frac{\mu\sigma_0}{1 + 2\mu\sigma_0 LN^{-1}} \right) \\
\leq CL \mu\sigma_0 N - \mu\sigma_0.
$$

To obtain $\varepsilon$-uniform error estimate we decompose the numerical solution $U_i^n = U(x_i, t_n)$ of the discrete problem (3.1) into a regular part $Y_i^n$ and a singular part $Z_i^n$ analogously to the decomposition of the continuous solution $u(x, t)$ as:

$$
U(x_i, t_n) = Y(x_i, t_n) + Z(x_i, t_n), \quad \forall (x_i, t_n) \in Q_{\sigma}^{N,M}.
$$

(3.13)
where \( Y_i^n \) satisfies the following non-homogeneous problem

\[
L_{N,M}^e(x_i,t_n) = e(x_i,t_n)Y(x_i,t_{n-m_e}) + f(x_i,t_n), \quad \forall (x_i,t_n) \in Q_{0}^{N,M},
\]

\[
Y(x_i,t_n) = y(x_i,t_n), \quad \forall (x_i,t_n) \in \Gamma_{0}^{N,M}
\]

and \( Z_i^n \) satisfies the following homogeneous problem

\[
L_{N,M}^e(Z(x_i,t_n)) = e(x_i,t_n)Z(x_i,t_{n-m_e}), \quad \forall (x_i,t_n) \in Q_{0}^{N,M},
\]

\[
Z(x_i,t_n) = z(x_i,t_n), \quad \forall (x_i,t_n) \in \Gamma_{0}^{N,M}.
\]

As a result the pointwise error at the node \((x_i,t_n)\) in the discrete solution can be decomposed as

\[
(U - u)(x_i,t_n) = (Y - y)(x_i,t_n) + (Z - z)(x_i,t_n), \quad \forall (x_i,t_n) \in Q_{0}^{N,M}.
\]

**Lemma 3.6** (Error in the Regular Component). **Under the assumption (3.7) of Lemma 3.1, the regular component at each mesh points \((x_i,t_n)\) in \(Q_{0}^{N,M}\), satisfies the following error estimate:

\[
\|(Y - y)(x_i,t_n)\| \leq C(\Delta t + N^{-2}), \quad 0 \leq i \leq N, n\Delta t \leq T.
\]

**Proof.** On the interval \([0, \tau]\), the right-hand side of (1.2) becomes \(f(x,t) + e(x,t)s(x,t - \tau)\) which is known and is independent of \(\varepsilon\). We will consider two cases depending upon the relation between \(\varepsilon\) and \(N\):

**Case (i)** When \(\varepsilon > \|a\|_{\bar{Q}}/N\). In this case we have \(a_ih_i < 2\varepsilon\) for all \(i \in \{1, \ldots, N - 1\}\) which implies the set \(\{1, \ldots, N - 1\} \subseteq I\). We get

\[
|L_{N,M}^e(Y - y)(x_i,t_n)| \leq |L_{N,M}^e(Y - y)(x_i,t_n)|, \quad \forall 1 \leq i \leq N - 1, n\Delta t \leq \tau
\]

\[
\leq C(\Delta t + h_i(h_{i+1} + h_i)(\varepsilon|y_{xxxx}| + |y_{xxx}|)).
\]

Using \(h_{i+1} + h_i \leq 2N^{-1}\) and the bounds on the derivatives of \(y\) given in Theorem 2.1, we get

\[
|L_{N,M}^e(Y - y)(x_i,t_n)| \leq C(\Delta t + N^{-2}), \quad 1 \leq i \leq N - 1, n\Delta t \leq \tau.
\]

Using Lemma 3.3 we can obtain the desired result.

**Case (ii)** When \(\varepsilon \leq \|a\|_{\bar{Q}}/N\). For the smooth component the truncation error is defined as

\[
|L_{N,M}^e(Y - y)(x_i,t_n)| \leq \begin{cases} C(\Delta t + h_i(h_{i+1} + h_i)(\varepsilon|y_{xxxx}| + |y_{xxx}|)), & \forall i \in I, \\ C(\Delta t + \varepsilon|y_{xxxx}| + |y_{xxx}| + |y_{xx}| + |y_{x}|)), & \forall i \not\in I. \end{cases}
\]

Using \(h_{i+1} + h_i \leq 2N^{-1}\) and the bounds on the derivatives of \(y(x,t)\) given in Theorem 2.1 we get

\[
|L_{N,M}^e(Y - y)(x_i,t_n)| \leq \begin{cases} C(\Delta t + N^{-2}), & \forall i \in I, \\ C(\Delta t + N^{-1}(\varepsilon + N^{-1})), & \forall i \not\in I. \end{cases}
\]

Using \(\sqrt{\varepsilon} \leq C/N\), we get

\[
|L_{N,M}^e(Y - y)(x_i,t_n)| \leq C(\Delta t + N^{-2}),
\]

where \((x_i,t_n) \in Q_{0}^{N,M} = \Omega_{0}^{N} \times \Omega_{1}^{M}\) \((\Omega_{1}^{M}\) is the uniform mesh with \(M = m_{\tau}\) mesh elements in the interval \([0, \tau]\)). Applying Lemma 3.3 we can obtain the desired result for the considered case.
Combining both the cases, we get

\[ |(Y - y)(x_i, t_n)| \leq C(\Delta t + N^{-2}), \quad \forall (x_i, t_n) \in Q_{\sigma, \tau}^{N, M}. \]  

(3.14)

The regular part \( Y_{i} = Y(x_i, t_n) \) of the numerical solution on \( Q_{\sigma, \tau}^{N, M} \) is denoted by \( Y_{i} = Y_{\tau}(x_i, t_n) \). Next, we consider the second interval \([\tau, 2\tau] \). On the second interval \([\tau, 2\tau], \) the delay term \( u(x, t-\tau) \) is the numerical solution obtained in the first interval \([0, \tau] \). To do the error analysis in the interval \([\tau, 2\tau] \) consider the problem:

\[
Le y(x, t) = \left( \varepsilon \frac{\partial^2 y}{\partial x^2} + a \frac{\partial y}{\partial x} - b \frac{\partial y}{\partial t} - cy \right) (x, t) = e(x, t)y(x, t-\tau) + f(x, t),
\]

for \((x, t) \in Q_2 = (0, 1) \times (\tau, 2\tau],\)

\[
y(x, t) = u(x, t) \quad \text{for} \quad (x, t) \in \Omega \times [0, \tau],
\]

\[
y(0, t) = q_0(t) \quad \text{for} \quad \tau \leq t \leq 2\tau,
\]

\[
y(1, t) = q_1(t) \quad \text{for} \quad \tau \leq t \leq 2\tau.
\]

The regular component \( Y(x_i, t_n) \) of the numerical solution at mesh point \((x_i, t_n) \in Q_{\sigma, 2\tau}^{N, M} = \Omega_{\sigma}^{N} \times \Omega_{2\tau}^{M} \) \((\Omega_{2\tau}^{M}) \) is the uniform mesh with \( M = m_{\tau} \) mesh elements in the interval \([\tau, 2\tau]) \) is determined by

\[
L_{\varepsilon} Y(x_i, t_n) = e(x_i, t_n)Y(x_i, t_n-\varepsilon) + f(x_i, t_n), \quad (x_i, t_n) \in Q_{\sigma, 2\tau}^{N}.
\]

\[
Y(0, t_n) = y(0, t_n), \quad Y(1, t_n) = y(1, t_n), \quad \text{for} \quad t_n \in \Omega_{2\tau}^{M},
\]

\[
Y(x_i, t_n) = Y_{\tau}(x_i, t_n), \quad (x_i, t_n) \in Q_{\sigma, \tau}^{N, M}.
\]

We observe that

\[
L_{\varepsilon} Y_{\tau}(x_i, t_n) = e_{\varepsilon} Y_{\tau} - y(x_i, t_n) + L_{\varepsilon} y(x_i, t_n) - L_{\varepsilon} Y_{\tau} y(x_i, t_n)
\]

\[
= e_{\varepsilon} (Y_{\tau} - y)(x_i, t_n) + (L_{\varepsilon} - L_{\varepsilon} Y_{\tau}) y(x_i, t_n).
\]

On using inequality (3.14) and again considering two cases when \((i)\varepsilon > ||a||_{\Omega}/N \) and when \((ii)\varepsilon \leq ||a||_{\Omega}/N, \) we get

\[
L_{\varepsilon} Y_{\tau}(x_i, t_n) = C[\Delta t + N^{-2}], \quad (x_i, t_n) \in Q_{\sigma, 2\tau}^{N, M}.
\]

Application of Lemma 3.3 gives us the desired result in the interval \([\tau, 2\tau]. \) Similarly, we can prove the result for \( t \in [2\tau, 3\tau] \) and so on.

\begin{lemma} \textbf{(Error in the Singular Component).} \end{lemma}

Under the assumption (3.7) and \( 0 < \mu < \frac{m}{2} \)

the following error estimate is satisfied by the singular component \( Z(x_i, t_n) \) at each mesh points \((x_i, t_n) \in Q_{\sigma, \tau}^{N, M} \),

\[
|(Z - z)(x_i, t_n)| \leq C(\Delta t + N^{-2}L^2), \quad 0 \leq i \leq N, n\Delta t \leq T.
\]

\begin{proof} We proceed by method of steps. Firstly, we compute the error in the interval \([0, \tau] \) and then consider the interval \([\tau, 2\tau]. \)

Case (i): In this case, for \( t \in [0, \tau] \) the right hand side of Eqn. (1.2) is known and independent of \( \varepsilon. \) We first consider the outer region \((\sigma, 1] \times (0, \tau]. \) We know that \( Z \) and \( z \) are small in the outer region irrespective of the fact that whether \( i \in I \) or \( i \notin I. \)

Consider the barrier functions

\[
\psi_{\pm}(x_i, t_n) = C\phi_{\varepsilon}^\pm(\mu) \pm Z(x_i, t_n), \quad \forall (x_i, t_n) \in Q_{\sigma, \tau}^{N, M},
\]
where \( C = |z(x_0, t_n)| \). We observe that
\[
\psi^\pm(x_0, t_n) = C\phi_0^\pm(\mu) \pm Z(x_0, t_n) = C \pm z(x_0, t_n) \geq 0,
\]
\[
\psi^\pm(x_i, t_n) = C\phi_i^\pm(\mu) \geq 0, \quad \forall (x_i, t_n) \in \Gamma_{b,\sigma}^N \quad \text{and}
\]
\[
\psi^\pm(x_N, t_n) = C\phi_N^\pm(\mu) \geq 0;
\]
\[
L_{\epsilon}^{N,M} \psi^\pm(x_i, t_n) = C L_{\epsilon}^{N,M} \phi_i^\pm(\mu) \pm L_{\epsilon}^{N,M} Z(x_i, t_n) = L_{\epsilon}^{N,M} \phi_i^\pm(\mu) < 0.
\]

Using the discrete minimum principle, we get
\[
|Z(x_i, t_n)| \leq C \phi_i^n(\mu) = C \prod_{j=1}^i \left(1 + \frac{\mu h_j}{\sqrt{\epsilon}}\right)^{-1}, \quad \forall (x_i, t_n) \in Q_{\sigma,\tau}^{N,M}.
\]

Using triangle inequality and Lemma \( 3.5 \) we get
\[
|(Z - z)(x_i, t_n)| \leq |Z(x_i, t_n)| + |z(x_i, t_n)|
\]
\[
\leq C \prod_{j=1}^i \left(1 + \frac{\mu h_j}{\sqrt{\epsilon}}\right)^{-1} + C \exp \left(\frac{-mx_i}{\sqrt{\epsilon}}\right)
\]
\[
\leq C \prod_{j=1}^i \left(1 + \frac{\mu h_j}{\sqrt{\epsilon}}\right)^{-1} = C \phi_i^n(\mu).
\]

Using the bounds of \( \phi_i^n(\mu) \) given in Lemma \( 3.5 \) we get
\[
|(Z - z)(x_i, t_n)| \leq CL^{2N} N^{\sigma_0}, \quad \forall \frac{N}{2} \leq i \leq N, \ t_n \in \Omega_1^M.
\]

On taking \( \sigma_0 = \frac{2}{\mu} \), we get
\[
|(Z - z)(x_i, t_n)| \leq CL^2 N^{-2}, \quad \forall \frac{N}{2} \leq i \leq N, \ t_n \in \Omega_1^M. \quad (3.15)
\]

Next, we consider the inner region \([0, \sigma] \times (0, \tau)\). For \( N \geq N_0 \), satisfying \( 3.9 \) we have \( a_i^n h_i < 2\epsilon \), for all \( i = 1, \ldots, N/2 \) which implies \( \{1, \ldots, N/2\} \subseteq I \). Therefore, \( L_{\epsilon,cen}^{N,M} \) is applied in the region \([0, \sigma] \times [0, \tau] \). We have,
\[
|L_{\epsilon,cen}^{N,M} (Z - z)(x_i, t_n)| \leq C \left[ \Delta t + h_i \int_{x_{i-1}}^{x_{i+1}} \left(\varepsilon |z_{xxxx}| + |z_{xx}| \right) dx \right]
\]
\[
\leq C \left[ \Delta t + \frac{h_i}{\varepsilon^{3/2}} \int_{x_{i-1}}^{x_{i+1}} \exp \left(\frac{-mx}{\sqrt{\epsilon}}\right) dx \right]
\]
\[
= C \left[ \Delta t + \frac{h_i}{mc} \left\{ \exp \left(\frac{-mx_{i-1}}{\sqrt{\epsilon}}\right) - \exp \left(\frac{-mx_{i+1}}{\sqrt{\epsilon}}\right) \right\} \right]
\]
\[
= C \left[ \Delta t + \frac{h_i}{mc} \exp \left(\frac{-mx_i}{\sqrt{\epsilon}}\right) \left\{ \exp \left(\frac{mh}{\sqrt{\epsilon}}\right) - \exp \left(\frac{-mh}{\sqrt{\epsilon}}\right) \right\} \right]
\]
\[
= C \left[ \Delta t + \frac{h_i}{mc} \exp \left(\frac{-mx_i}{\sqrt{\epsilon}}\right) \sinh \left(\frac{mh}{\sqrt{\epsilon}}\right) \right]. \quad (3.16)
\]

Since for inner region \( i \in I \) so, using \( 3.9 \) we get \( mh < \sqrt{\epsilon} \) and \( \sinh \xi \leq C \xi \), for \( 0 \leq \xi \leq 2 \). This implies \( \sinh \left(\frac{mh}{\sqrt{\epsilon}}\right) \leq \frac{C mh}{\sqrt{\epsilon}} \). Therefore, \( 3.16 \) becomes
\[
|L_{\epsilon,cen}^{N,M} (Z - z)(x_i, t_n)| \leq C \left[ \Delta t + \frac{h_i^2}{\varepsilon^{3/2}} \exp \left(\frac{-mx_i}{\sqrt{\epsilon}}\right) \right]. \quad (3.17)
\]
Also, in the inner region, we have $h_i = h$, so
\[
|L_{ε, cen}^{N,M}(Z - z)(x_i, t_n)| \leq C \left[ \Delta t + \frac{h^2}{ε^{3/2}} \exp \left( \frac{-mx_i}{\sqrt{ε}} \right) \right] \leq C \left[ \Delta t + \frac{N^{-2}L^2}{\sqrt{ε}} \phi_i^N(μ) \right]. \tag{3.18}
\]

We have $|(Z - z)(x_0, t_n)| = 0, \forall \ t_n \in Ω^M_1$ and $|(Z - z)(x_i, t_n)| = 0, \forall \ (x_i, t_n) \in Γ_{b, σ}^N$.

Also, from (3.15) we have
\[
|(Z - z)(x_{N/2}, t_n)| \leq CN^{-2}L^2.
\]

Considering the barrier functions,
\[
Ψ_±(x_i, t_n) = C(N^{-2}L^2 φ_i^N(μ) + (Δt + N^{-2}L^2)t_n) ± (Z - z)(x_i, t_n),
\]
we observe that $Ψ_±(x_{N/2}, t_n) > 0, \forall \ t_n \in Ω^M_1$ and $Ψ_±(x_i, t_n) > 0, \forall \ (x_i, t_n) \in Γ_{b, σ}^N$.

Using Lemma 3.4 we have,
\[
L_{ε, cen}^{N,M}Ψ_±(x_i, t_n) = C(N^{-2}L^2 L_{ε, cen}^{N,M}φ_i^N(μ)) - b(x_i, t_n)(Δt + N^{-2}L^2) ± L_{ε}(Z - z)(x_i, t_n) ≤ 0.
\]

From discrete minimum principle we get,
\[
|(Z - z)(x_i, t_n)| \leq C(Δt + N^{-2}L^2 φ_i^N(μ)), \quad ∀ \ i = 0, \ldots, N/2, \quad t_n \in Ω^M_1,
\]
\[
≤ C(Δt + N^{-2}L^2).
\tag{3.19}
\]

The singular part $Z(x_i, t_n)$ of the numerical solution on $Q_{σ, τ}^N, M$ is denoted by $Z_τ(x_i, t_n)$.

Case (ii): On the second interval $[τ, 2τ]$, the delay term $u(x, t - τ)$ is the numerical solution obtained in the first interval $[0, τ]$. We will do the error analysis over the interval $[τ, 2τ]$ in the following way. We will consider the singularly perturbed delay parabolic partial differential equation (2.10) on the second interval $[τ, 2τ]$. The singular component $Z(x_i, t_n)$ of the numerical solution at mesh points $(x_i, t_n) \in Q_{σ, 2τ}^N, M = Ω^N_σ \times Ω^M_2$ is determined by
\[
L_{ε}^{N,M}Z = e(x_i, t_n)Z(x_i, t_{n-m_τ}), \quad (x_i, t_n) \in Q_{σ, 2τ}^N, \quad Z(x_i, t_n) = z(x_i, t_n), \quad (x_i, t_n) \in Γ_{σ}^{N,M}.
\]

We observe that
\[
L_{ε}^{N,M}(Z - z)(x_i, t_n) = e(x_i, t_n)Z(x_i, t_{n-m_τ}) - L_{ε}^{N,M}z(x_i, t_n)
\]
\[
= e_i^n(ζ_τ - z)(x_i, t_{n-m_τ}) + L_{ε}z(x_i, t_n) - L_{ε}^{N,M}z(x_i, t_n)
\]
\[
= e_i^n(ζ_τ - z)(x_i, t_{n-m_τ}) + (L_{ε} - L_{ε}^{N,M})z(x_i, t_n)
\]
First term on the right hand side can be approximated using (3.19) and the second term can be approximated using the same approach as discussed in the first interval. The proof is completed by introducing the barrier functions and applying the discrete minimum principle as in the previous case for $t \in [0, τ]$.
\[
|(Z - z)(x_i, t_n)| \leq C[Δt + N^{-2}L^2], \quad (x_i, t_n) \in Q_{σ, 2τ}^{N,M}.
\]
Similarly, the case, for $t ≥ 2τ$ also follows on the same lines.

\textbf{Theorem 3.1.} Let $u(x_i, t_n)$ be the exact solution of the problem (1.1), (1.4) and $U(x_i, t_n)$ be the discrete solution of the system of Eqns. (3.1) at each mesh point $(x_i, t_n) \in Q_{σ, M}^{N}$. Then under the assumption of Lemma 3.4 and $0 < μ < m/2$ for $N ≥ N_0$ we have
\[
\|U - u\|_{Q_{σ, M}^{N}} \leq C(Δt + N^{-2}L^2 + N^{-2}).
\]
4 Richardson extrapolation

In this section, the Richardson extrapolation technique is used to obtain higher accuracy and order of convergence in time direction. We consider two meshes $Q_{\sigma}^{N,M} = \Omega_{\sigma}^N \times \Omega_{\sigma}^M$ and $Q_{\sigma}^{N,2M} = \Omega_{\sigma}^N \times \Omega_{\sigma}^{2M}$ where $\Omega_{\sigma}^M$ and $\Omega_{\sigma}^{2M}$ are uniform meshes with $M$ and $2M$ mesh points, respectively in the temporal direction. Both the considered meshes have same number of mesh points in the spatial direction. Let

$$Q_{\sigma,0}^{N,M} = Q_{\sigma}^{N,M} \cap Q_{\sigma}^{N,2M}.$$ 

Then, $Q_{\sigma,0}^{N,M} = Q_{\sigma}^{N,M}$, as $Q_{\sigma}^{N,M} \subseteq Q_{\sigma}^{N,2M}$. Let $U^k$ denote the numerical solution of the problem (3.1) on the mesh $Q_{\sigma}^{N,kM} = \Omega_{\sigma}^N \times \Omega_{\sigma}^{kM}$ where $k = 1, 2$. Then, we approximate $u(x, t)$ by $U_{ext}(x_i, t_n)$ where

$$U_{ext}(x_i, t_n) = (2U^2 - U^1)(x_i, t_n), \quad (x_i, t_n) \in Q_{\sigma,0}^{N,M}. \quad (4.1)$$ 

The numerical approximation $U_{ext}$ has improved order of convergence in time. To verify this we use a technique similar to [13]. We have

$$U^k(x_i, t_n) = u(x_i, t_n) + 2^{-(k-1)}\Delta t \xi^k(x_i, t_n) + R_n^k(x_i, t_n), \quad (x_i, t_n) \in Q_{\sigma,0}^{N,M} \quad (4.2)$$

where $R_n^k, k = 1, 2$ is the remainder term and $\xi^k$ is the solution of the following problem:

$$L_\varepsilon \xi^k = \left( \frac{b \partial^2 u}{2 \partial t^2} \right)(x, t), \quad (x, t) \in Q, \quad (4.3)$$

$$\xi^k(x, t) = 0, \quad (x, t) \in \Gamma.$$ 

We need to derive the estimates for the remainder term $R_n^k$ on $Q_{\sigma}^{N,kM}$, $k = 1, 2$. Also $R_n^k(x_i, t_n) = 0$, $\forall(x_i, t_n) \in \Gamma_{\sigma}^{N,kM}$, where $\Gamma_{\sigma}^{N,kM}$, $k = 1, 2$ is the boundary of $Q_{\sigma}^{N,kM}$. We have

$$|L_\varepsilon^{N,kM} R_n^k(x_i, t_n)| = |L_\varepsilon^{N,kM} (U^k - u)(x_i, t_n) - 2^{-(k-1)}\Delta t L_\varepsilon^{N,kM} \xi^k(x_i, t_n)|$$

$$\leq C \left( N^{-2}L^2 + N^{-2} + \Delta t^2 \right).$$

From discrete minimum principle, we get

$$|R_n^k(x_i, t_n)| \leq C \left( N^{-2}L^2 + N^{-2} + \Delta t^2 \right).$$

**Theorem 4.1.** Let $u(x_i, t_n)$ be the exact solution of the problem (1.2)-(1.4) and $U_{ext}(x_i, t_n)$ be the discrete solution obtained using the Richardson extrapolation at each mesh point $(x_i, t_n) \in Q_{\sigma}^{N,M}$. Then, for $N \geq N_0$ where $N_0$ satisfies the assumption (3.7) and $0 < \mu < m/2$, we have the following $\varepsilon$-uniform error estimate

$$\|U_{ext} - u\|_{Q_{\sigma}^{N,M}} \leq C(\Delta t^2 + N^{-2}L^2 + N^{-2}).$$

5 Numerical results

In this section, we present the numerical results for two test problems to validate the theoretical results. They also verify the high accuracy and convergence rate of the proposed schemes.

**Problem 1.** Consider the following singularly perturbed parabolic IBVP :-

\[
\begin{align*}
\left( \frac{\partial^2 u}{\partial x^2} + x^2 \frac{\partial u}{\partial x} - \frac{\partial u}{\partial t} - u \right)(x, t) &= (0.5)u(x, t - 1) + x^2 - 1, \quad \forall \ (x, t) \in Q = \Omega \times (0, 2], \\
u(x, t) &= (1 - x)^2, \quad \forall \ (x, t) \in [0,1] \times [-1,0], \\
u(0, t) &= 1 + t^2, \quad \forall \ (0, t) = 0, \quad \forall \ t \in (0, 2].
\end{align*}
\]

(5.1)
Problem 2. Consider the following singularly perturbed parabolic IBVP :

\[
\begin{aligned}
&\left\{
\begin{array}{l}
\epsilon \frac{\partial^2 u}{\partial x^2} + x^p \frac{\partial u}{\partial x} - (x + p)u \bigg|_{(x,t)} = -u(x, t - 1) + p \exp(-t)(x^2 - 1), \\
\forall \ (x, t) \in Q = \Omega \times (0, 2], \\
u(x, t) = (1 - x)^2, \quad \forall \ (x, t) \in [0, 1] \times [-1, 0], \\
u(0, t) = 1 + t^2, \quad u(1, t) = 0, \quad \forall \ t \in (0, 2].
\end{array}
\right.
\end{aligned}
\]

(5.2)

Since exact solutions of the given problems are not known, the performances of the proposed schemes are illustrated by using the double mesh principle to calculate the maximum pointwise error. The maximum pointwise error is defined as

\[E_{\epsilon}^{N,M} = \|\tilde{U}^{N,M}(x_i, t_j) - \tilde{U}^{2N,2M}(x_i, t_j)\|_{q_{\epsilon}^{N,M}},\]

where \(\tilde{U} = U\) for hybrid scheme (3.1) and \(\tilde{U} = U_{ext}\) if Richardson extrapolation is applied on the scheme (3.1). The corresponding order of convergence \(q_{\epsilon}^{N,M}\) is computed as

\[q_{\epsilon}^{N,M} = \frac{\ln \left( \frac{E_{\epsilon}^{N,M}}{E_{\epsilon}^{2N,2M}} \right)}{\ln 2}.\]

Also, the \(\epsilon\)-uniform maximum pointwise error \(E_{\epsilon}^{N,M}\) is computed as

\[E_{\epsilon}^{N,M} = \max_{\epsilon} E_{\epsilon}^{N,M}\]

and the corresponding \(\epsilon\)-uniform order of convergence \(q^{N,M}\) is given by

\[q^{N,M} = \frac{\ln \left( \frac{E_{\epsilon}^{N,M}}{E_{\epsilon}^{2N,2M}} \right)}{\ln 2}.\]

For various values of \(\epsilon\), \(N\) and \(M\) the computed maximum pointwise errors \(E_{\epsilon}^{N,M}\) and the corresponding order of convergence \(q_{\epsilon}^{N,M}\) for the considered problems are tabulated in Tables 1 to 6.

In Table 1 and 3 we have given the results for upwind scheme on uniform mesh, upwind scheme on piecewise uniform Shishkin mesh and hybrid scheme (3.1) on modified Shishkin mesh for Problem 1, 2, respectively. It can be seen that the uniform mesh do not work. The upwind scheme on Shishkin mesh has almost first order of convergence. The proposed hybrid scheme gives better result than the upwind scheme with Shishkin mesh. The numerical results computed using hybrid scheme show monotonically decreasing behaviour as \(N\) increases which confirms the \(\epsilon\)-uniform convergence of the hybrid scheme (3.1). The order of convergence of hybrid scheme is not depicting the theoretical order of convergence of order two upto a logarithmic factor as proved in Theorem 3.1 as the error consists of two parts due to spatial and temporal discretization. The hybrid scheme improves the accuracy space but temporal order of convergence remains one. As a result, the numerical results display almost first order of convergence due to the much influence of the temporal error. Therefore, Richardson extrapolation is used to increase the order of convergence in time.

Tables 2 and 4 show that the use of Richardson extrapolation on hybrid scheme further improves the error and the rate of convergence. The resulting scheme provides almost second order of convergence in space and second order of convergence in time variable.

Tables 5 and 6 display the numerical results computed using Richardson extrapolation for Problem 1 and 2, respectively, with different values of \(p\).

6 Conclusions

In this article, we proposed and analysed a higher order numerical scheme for the solution of singularly perturbed parabolic problems with time delay and degenerate coefficient. The proposed
scheme is comprised of implicit Euler scheme for time discretization on uniform mesh and a hybrid scheme for space discretization on modified Shishkin mesh. Parameter uniform convergence of order one in time direction and order two upto a logarithmic factor in space direction is established for the proposed scheme (3.1). Further, to improve the order of convergence in time direction Richardson extrapolation is employed in the time direction. The resulting scheme increase the order of convergence to two in time direction. The numerical experiments are presented to illustrate the theoretical results.

Acknowledgements

The first author wish to acknowledge UGC Non-NET Fellowships for financial support vide Ref.No. Sch./139/Non-NET/Ext-152/2018-19/67.
Table 1: The maximum pointwise errors $E_p^{N,M}$ and the corresponding order of convergence $q_p^{N,M}$ for the Problem 1 using different schemes with $p = 1$ and $M = N$.

| $\varepsilon$ | Scheme | $N = 32$ | $N = 64$ | $N = 128$ | $N = 256$ | $N = 512$ | $N = 1024$ | $N = 2048$ |
|---------------|--------|----------|----------|----------|----------|----------|----------|----------|
| 2$^{-8}$      | Upwind scheme on uniform mesh | 7.061e-02 | 3.726e-02 | 1.964e-02 | 1.009e-02 | 5.122e-03 | 2.581e-03 | 1.296e-03 |
|               | Hybrid scheme on Shishkin mesh | 6.356e-02 | 3.726e-02 | 1.964e-02 | 1.009e-02 | 5.122e-03 | 2.581e-03 | 1.296e-03 |
|               | Hybrid scheme on Shishkin mesh | 4.308e-03 | 2.056e-03 | 1.031e-03 | 5.177e-04 | 2.674e-04 | 1.352e-04 | 6.834e-05 |
| 2$^{-12}$     | Upwind scheme on uniform mesh | 1.481e-01 | 6.916e-02 | 3.640e-02 | 1.927e-02 | 9.902e-03 | 5.028e-03 | 2.443e-03 |
|               | Hybrid scheme on Shishkin mesh | 6.348e-02 | 3.929e-02 | 2.365e-02 | 1.385e-02 | 7.897e-03 | 4.424e-03 | 2.443e-03 |
|               | Hybrid scheme on Shishkin mesh | 7.125e-01 | 7.320e-01 | 7.220e-01 | 8.107e-01 | 8.360e-01 | 8.565e-01 | 9.780e-01 |
| 2$^{-16}$     | Upwind scheme on uniform mesh | 2.176e-02 | 6.828e-02 | 4.066e-02 | 6.838e-02 | 6.310e-02 | 1.912e-02 | 7.084e-05 |
|               | Hybrid scheme on Shishkin mesh | 6.149e+00 | -1.102e+00 | 8.909e+02 | 1.008e+00 | 9.258e+01 | 9.106e+01 | 6.444e+00 |
|               | Hybrid scheme on Shishkin mesh | 4.444e-02 | 3.933e-02 | 2.788e-02 | 2.788e-02 | 2.788e-02 | 2.788e-02 | 2.788e-02 |
| 2$^{-20}$     | Upwind scheme on uniform mesh | 6.951e-03 | 2.099e-03 | 2.099e-03 | 2.099e-03 | 2.099e-03 | 2.099e-03 | 2.099e-03 |
|               | Hybrid scheme on Shishkin mesh | 1.217e-01 | 7.318e-01 | 7.220e-01 | 8.107e-01 | 8.360e-01 | 8.566e-01 | 9.777e-01 |
| 2$^{-24}$     | Upwind scheme on uniform mesh | 9.017e-03 | 2.099e-03 | 2.099e-03 | 2.099e-03 | 2.099e-03 | 2.099e-03 | 2.099e-03 |
|               | Hybrid scheme on Shishkin mesh | 7.128e-01 | 7.317e-01 | 7.220e-01 | 8.107e-01 | 8.360e-01 | 8.566e-01 | 9.777e-01 |
| 2$^{-28}$     | Upwind scheme on uniform mesh | 9.641e-03 | 2.099e-03 | 2.099e-03 | 2.099e-03 | 2.099e-03 | 2.099e-03 | 2.099e-03 |
|               | Hybrid scheme on Shishkin mesh | 7.128e-01 | 7.317e-01 | 7.220e-01 | 8.107e-01 | 8.360e-01 | 8.566e-01 | 9.777e-01 |
| 2$^{-32}$     | Upwind scheme on uniform mesh | 9.641e-03 | 2.099e-03 | 2.099e-03 | 2.099e-03 | 2.099e-03 | 2.099e-03 | 2.099e-03 |
|               | Hybrid scheme on Shishkin mesh | 7.128e-01 | 7.317e-01 | 7.220e-01 | 8.107e-01 | 8.360e-01 | 8.566e-01 | 9.777e-01 |
| 2$^{-36}$     | Upwind scheme on uniform mesh | 9.641e-03 | 2.099e-03 | 2.099e-03 | 2.099e-03 | 2.099e-03 | 2.099e-03 | 2.099e-03 |
|               | Hybrid scheme on Shishkin mesh | 7.128e-01 | 7.317e-01 | 7.220e-01 | 8.107e-01 | 8.360e-01 | 8.566e-01 | 9.777e-01 |
Table 2: The maximum pointwise errors $E_{N,M}$ and the corresponding order of convergence $q_{N,M}$ for the Problem 1 using the Richardson extrapolation on the hybrid scheme (3.1) with $p = 1$ and $M = N$.

| $\varepsilon$ | $N = 32$ | $N = 64$ | $N = 128$ | $N = 256$ | $N = 512$ | $N = 1024$ | $N = 2048$ |
|---------------|---------|---------|---------|---------|---------|---------|---------|
| $2^{-6}$      | 6.397e-03 | 2.258e-03 | 7.740e-04 | 2.414e-04 | 8.028e-05 | 1.507e-05 | 4.443e-06 |
|               | 1.502e+00 | 1.545e+00 | 1.081e+00 | 2.801e+00 | 2.906e+00 | 1.762e+00 |         |
| $2^{-12}$     | 6.352e-03 | 2.246e-03 | 7.705e-04 | 2.561e-04 | 8.279e-05 | 2.612e-05 | 8.072e-06 |
|               | 1.500e+00 | 1.543e+00 | 1.589e+00 | 1.629e+00 | 1.664e+00 | 1.694e+00 |         |
| $2^{-16}$     | 6.357e-03 | 2.248e-03 | 7.695e-04 | 2.558e-04 | 8.274e-05 | 2.612e-05 | 8.069e-06 |
|               | 1.506e+00 | 1.547e+00 | 1.589e+00 | 1.629e+00 | 1.664e+00 | 1.694e+00 |         |
| $2^{-20}$     | 6.407e-03 | 2.258e-03 | 7.726e-04 | 2.563e-04 | 8.275e-05 | 2.610e-05 | 8.068e-06 |
|               | 1.505e+00 | 1.547e+00 | 1.592e+00 | 1.631e+00 | 1.665e+00 | 1.694e+00 |         |
| $2^{-24}$     | 6.409e-03 | 2.261e-03 | 7.741e-04 | 2.568e-04 | 8.292e-05 | 2.613e-05 | 8.069e-06 |
|               | 1.503e+00 | 1.546e+00 | 1.592e+00 | 1.631e+00 | 1.666e+00 | 1.695e+00 |         |
| $2^{-28}$     | 6.410e-03 | 2.261e-03 | 7.745e-04 | 2.570e-04 | 8.299e-05 | 2.616e-05 | 8.077e-06 |
|               | 1.503e+00 | 1.546e+00 | 1.591e+00 | 1.631e+00 | 1.666e+00 | 1.695e+00 |         |
| $2^{-32}$     | 6.410e-03 | 2.262e-03 | 7.745e-04 | 2.570e-04 | 8.301e-05 | 2.616e-05 | 8.080e-06 |
|               | 1.503e+00 | 1.546e+00 | 1.591e+00 | 1.631e+00 | 1.666e+00 | 1.695e+00 |         |
| $2^{-36}$     | 6.410e-03 | 2.262e-03 | 7.746e-04 | 2.571e-04 | 8.301e-05 | 2.617e-05 | 8.081e-06 |
|               | 1.503e+00 | 1.546e+00 | 1.591e+00 | 1.631e+00 | 1.666e+00 | 1.695e+00 |         |
| $2^{-40}$     | 6.410e-03 | 2.262e-03 | 7.746e-04 | 2.571e-04 | 8.301e-05 | 2.617e-05 | 8.081e-06 |
|               | 1.503e+00 | 1.546e+00 | 1.591e+00 | 1.631e+00 | 1.666e+00 | 1.695e+00 |         |

$E_{N,M}$ (hybrid scheme (3.1) with extrapolation) 6.410e-03 2.262e-03 7.746e-04 2.571e-04 8.301e-05 2.617e-05 8.081e-06

$q_{N,M}$ (hybrid scheme (3.1) with extrapolation) 1.503e+00 1.546e+00 1.591e+00 1.631e+00 1.666e+00 1.695e+00
Table 3: The maximum pointwise errors $E_p^{N,M}$ and the corresponding order of convergence $q_p^{N,M}$ for the Problem 2 using different schemes with $p = 1$ and $M = N$.

| ε | Scheme | $N = 32$ | $N = 64$ | $N = 128$ | $N = 256$ | $N = 512$ | $N = 1024$ | $N = 2048$ |
|---|--------|----------|----------|-----------|-----------|-----------|-----------|-----------|
| $2^{-8}$ | Upwind scheme on uniform mesh | 6.278e-02 | 3.256e-02 | 1.716e-02 | 8.789e-03 | 4.454e-03 | 2.234e-03 | 1.126e-03 |
| | Shishkin mesh | 9.474e-01 | 9.243e-01 | 9.694e-01 | 9.805e-01 | 9.896e-01 | 9.947e-01 | 9.947e-01 |
| | Hybrid scheme | 1.468e-02 | 3.811e-03 | 1.817e-03 | 9.210e-04 | 4.637e-04 | 2.326e-04 | 1.165e-04 |
| $2^{-12}$ | Upwind scheme on uniform mesh | 1.039e-01 | 5.739e-02 | 3.595e-02 | 2.148e-02 | 1.253e-02 | 7.108e-03 | 3.959e-03 |
| | Shishkin mesh | 8.570e-01 | 1.043e-01 | 9.315e-01 | 9.251e-01 | 9.601e-01 | 9.773e-01 | 9.843e-01 |
| | Hybrid scheme | 2.615e-02 | 9.482e-03 | 3.466e-03 | 1.329e-03 | 5.531e-04 | 2.800e-04 | 1.401e-04 |

- $N,M = 40$ - $\varepsilon = 2$ - $\varepsilon = 36$ - $\varepsilon = 32$ - $\varepsilon = 28$ - $\varepsilon = 24$ - $\varepsilon = 16$ - $\varepsilon = 12$ - $\varepsilon = 8$
Table 4: The maximum pointwise errors $E_{\varepsilon}^{N,M}$ and the corresponding order of convergence $q_{\varepsilon}^{N,M}$ for the Problem 2 using the Richardson extrapolation on the hybrid scheme (3.1) with $p = 1$ and $M = N$.

| $\varepsilon$ | $N = 32$ | $N = 64$ | $N = 128$ | $N = 256$ | $N = 512$ | $N = 1024$ | $N = 2048$ |
|---|---|---|---|---|---|---|---|
| $2^{-5}$ | $1.347e-02$ | $3.252e-03$ | $8.099e-04$ | $2.023e-04$ | $5.054e-05$ | $1.999e-05$ | $9.089e-06$ |
| $2^{-12}$ | $1.499e+00$ | $1.584e+00$ | $1.635e+00$ | $1.666e+00$ | $1.696e+00$ | | |
| $2^{-16}$ | $2.298e-02$ | $8.123e-03$ | $2.716e-03$ | $9.060e-04$ | $2.917e-04$ | $9.194e-05$ | $2.838e-05$ |
| $2^{-20}$ | $2.296e-02$ | $8.126e-03$ | $2.712e-03$ | $9.035e-04$ | $2.909e-04$ | $9.166e-05$ | $2.838e-05$ |
| $2^{-24}$ | $2.299e-02$ | $8.127e-03$ | $2.713e-03$ | $9.031e-04$ | $2.909e-04$ | $9.166e-05$ | $2.829e-05$ |
| $2^{-28}$ | $2.299e-02$ | $8.127e-03$ | $2.713e-03$ | $9.031e-04$ | $2.909e-04$ | $9.166e-05$ | $2.829e-05$ |
| $2^{-32}$ | $2.299e-02$ | $8.127e-03$ | $2.713e-03$ | $9.031e-04$ | $2.909e-04$ | $9.166e-05$ | $2.829e-05$ |
| $2^{-36}$ | $2.299e-02$ | $8.127e-03$ | $2.713e-03$ | $9.031e-04$ | $2.909e-04$ | $9.166e-05$ | $2.829e-05$ |
| $2^{-40}$ | $2.299e-02$ | $8.127e-03$ | $2.713e-03$ | $9.031e-04$ | $2.909e-04$ | $9.166e-05$ | $2.829e-05$ |

Table 5: The $\varepsilon$-uniform maximum pointwise errors $E_{\varepsilon}^{N,M}$ and the corresponding order of convergence $q_{\varepsilon}^{N,M}$ for the Problem 1 using the Richardson extrapolation on the hybrid scheme (3.1) for different values of $p$ and $M = N$.

| $p$ | $N = 32$ | $N = 64$ | $N = 128$ | $N = 256$ | $N = 512$ | $N = 1024$ | $N = 2048$ |
|---|---|---|---|---|---|---|---|
| $3$ | $1.014e-02$ | $3.724e-03$ | $1.293e-03$ | $4.318e-04$ | $1.396e-04$ | $4.402e-05$ | $1.360e-05$ |
| | $1.445e+00$ | $1.526e+00$ | $1.582e+00$ | $1.634e+00$ | $1.666e+00$ | $1.696e+00$ | |
| $6$ | $1.183e-02$ | $4.284e-03$ | $1.515e-03$ | $6.023e-04$ | $2.183e-04$ | $7.572e-05$ | $2.527e-05$ |
| | $1.465e+00$ | $1.500e+00$ | $1.583e+00$ | $1.634e+00$ | $1.666e+00$ | $1.696e+00$ | |

Table 6: The $\varepsilon$-uniform maximum pointwise errors $E_{\varepsilon}^{N,M}$ and the corresponding order of convergence $q_{\varepsilon}^{N,M}$ for the Problem 2 using the Richardson extrapolation on the hybrid scheme (3.1) for different values of $p$ and $M = N$.

| $p$ | $N = 32$ | $N = 64$ | $N = 128$ | $N = 256$ | $N = 512$ | $N = 1024$ | $N = 2048$ |
|---|---|---|---|---|---|---|---|
| $2$ | $1.347e-02$ | $4.914e-03$ | $1.714e-03$ | $5.728e-04$ | $1.852e-04$ | $5.843e-05$ | $1.805e-05$ |
| | $1.454e+00$ | $1.519e+00$ | $1.582e+00$ | $1.629e+00$ | $1.664e+00$ | $1.695e+00$ | |
| $5$ | $2.752e-02$ | $1.070e-02$ | $3.766e-03$ | $1.259e-03$ | $4.080e-04$ | $1.287e-04$ | $3.977e-05$ |
| | $1.363e+00$ | $1.506e+00$ | $1.581e+00$ | $1.626e+00$ | $1.664e+00$ | $1.695e+00$ | |
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