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Abstract—We present Loc-NeRF, a real-time vision-based robot localization approach that combines Monte Carlo localization and Neural Radiance Fields (NeRF). Our system uses a pre-trained NeRF model as the map of an environment and can localize itself in real-time using an RGB camera as the only exteroceptive sensor onboard the robot. While neural radiance fields have seen significant applications for visual rendering in computer vision and graphics, they have found limited use in robotics. Existing approaches for NeRF-based localization require both a good initial pose guess and significant computation, making them impractical for real-time robotics applications. By using Monte Carlo localization as a workhorse to estimate poses using a NeRF map model, Loc-NeRF is able to perform localization faster than the state of the art and without relying on an initial pose estimate. In addition to testing on synthetic data, we also run our system using real data collected by a Clearpath Jackal UGV and demonstrate for the first time the ability to perform real-time and global localization (albeit over a small workspace) with neural radiance fields. We make our code publicly available at https://github.com/MIT-SPARK/Loc-NeRF.

I. INTRODUCTION

Vision-based localization is a foundational problem in robotics and computer vision, with applications ranging from self-driving vehicles [1] to robot manipulation [2]. Classical approaches for camera pose estimation typically address the task by adopting a multi-stage paradigm, where keypoints are first detected and matched between each frame and the map (where the latter is stored as a collection of images with the corresponding keypoints and descriptors), and six degree-of-freedom (DoF) poses are estimated using Perspective-n-Point (PnP) algorithms [2], [3], [4]. However, such methods are sensitive to the quality of the keypoint matching and require storing a database of images as the map representation.

Orthogonal to the camera pose estimation literature, advances in deep learning have led to a plethora of works investigating implicit shape and scene representations [5], [6], [7], [8], [9]. In particular, Neural Radiance Fields (NeRF) have gained significant popularity, as they can encode both 3D geometry and appearance of an environment [10]. NeRFs are fully-connected neural networks trained using a collection of monocular images to approximate functions taking 3D positions as inputs and returning RGB values and view density (the so called “radiance”) as output. NeRF can then be used in conjunction with ray tracing algorithms to synthesize novel views [10]. NeRF has even been extended to address challenging rendering problems involving non-Lambertian surfaces, variable lighting conditions [11], and motion blur [12].

If we view NeRF as a function that encodes spatial and radiance information, a natural question that arises is: can we leverage advances in NeRF to solve localization tasks for robotics? The existing literature on NeRF-based localization is sparse. Yen-Chen et al. [8] propose iNeRF, the first method to demonstrate pose estimation by “inverting” a NeRF; iNeRF estimates the camera pose by performing local optimization of a loss function quantifying the per-pixel mismatch between the map and a given camera image. Adamkiewicz et al. [13] propose NeRF-Navigation, which demonstrates the possibility of using NeRF as a map representation across the autonomy stack, from state estimation to planning.

Contributions. Following the same research thrust as iNeRF and NeRF-Navigation, we present Loc-NeRF, a 6DoF pose estimation pipeline that uses a (particle-filter-based) Monte Carlo localization [14] approach as a novel way to extract poses from a NeRF. More in detail, we design a vision-based particle-filter localization pipeline, that (i) uses NeRF as a map model in the update step of the filter, and (ii) uses visual-inertial odometry or the robot dynamics for highly accurate motion estimation in the prediction step of the filter. The proposed particle-filter approach allows pose...
estimation with poor or no initial guess, while allowing us to adjust the computational effort by modifying the number of particles. We present experiments showing that Loc-NeRF can: (i) estimate the pose of a single image without relying on an accurate initial guess, (ii) perform global localization, and (iii) achieve real-time tracking with real-world data (Fig. 1).

The rest of the paper is organized as follows. Section II discusses related work. Section III provides a high level overview of NeRF. Section IV presents the structure of Loc-NeRF. Section V evaluates Loc-NeRF on three types of experiments: benchmarking with iNeRF on pose estimation from a single image, benchmarking with NeRF-Navigation on simulated drone flight data, and real-time navigation with real-world data. Finally, Section VI concludes the paper.

II. RELATED WORK

Neural Implicit Shape Representations. Shape representations are central to many problems in computer vision, computer graphics [15], [16], and robotics [17], [18]. Traditional shape representations such as points clouds, meshes, and voxel-based models, while being well studied and commonly used in robotics, still suffer from several drawbacks. For example, point clouds lack the ability to encode surface information. Meshes encode surfaces, but it remains challenging to estimate highly accurate meshes from sensor data collected by a robot [19]. Similarly, the accuracy of voxel-based models is intrinsically limited by the voxel size used for discretization.

Recently, neural implicit shape representations have been developed as effective alternatives to traditional shape representations [7], [20], [21], [16]. Park et al. [7] represent shapes as a learned signed distance function using fully-connected neural networks. Mescheder et al. [20] learn a probability representation of occupancy grids to represent surfaces. Mildenhall et al. [10] propose NeRF and show that by adding view directions as additional inputs, it is possible to train a network to synthesize novel and photo-realistic views.

Additional studies have investigated the problem of training NeRF with images whose poses are either unknown or known with low accuracy [22], [23], [24], [25]. These methods take several hours or over a day to train and are intended for building a NeRF as opposed to real-time pose estimation with a trained NeRF. NeRF has also been extended to large-scale [26], [27], [28] and unbounded scenes [29], [30], which has the potential to enable neural representations of large-scale scenes such as the ones typically encountered in robotics applications, from drone navigation to self-driving cars.

Slow training and rendering time has been a longstanding challenge for NeRF, with several recent works proposing computational enhancements. Müller et al. [31] use a multi-resolution hash encoding to train a NeRF in seconds and render images on the order of milliseconds. Additionally, some works have utilized depth information to improve rendering time [32], [33], and training time [34], [35], [36]. Related to using depth, Clark [37] uses a volumetric dynamic B+Tree data structure to achieve real-time scene reconstruction and Yu et al. [38] use a scene representation based on octrees.

Visual Localization. Classical approaches for visual localization and SLAM in robotics typically use a multi-stage paradigm, where some sparse representations (such as keypoint) are used to enable tracking and localization [39], [40], [41]. In some works, instead of sparse keypoints, a dense representation is used to represent the 3D environment [42]. The backend of classical localization methods typically rely on well established estimation-theoretic techniques, such as maximum a posteriori (optimization-based) estimation, Kalman filters, particle filters, and grid-based histogram filters; these techniques enable tracking the pose of the robot over time [43].

More recently, localization and mapping have been studied in conjunction with neural implicit representations. Sucar et al. [9] propose iMAP, which demonstrates that an MLP can be used to represent the scene in simultaneous localization and mapping. Zhu et al. [6] develop NICE-SLAM, which extends the idea of MLP-based scene representation to larger, multi-room environments. Ortiz et al. [44] propose iSDF, which is a continual learning system for real-time signed distance field reconstruction. iMAP, NICE-SLAM, and iSDF utilize depth information from a stereo camera in addition to color images. In the RGB-only case, the literature on robot localization based on neural implicit representations is still sparse. Yen et al. [8] develop iNeRF, which estimates the pose of a provided image given a trained NeRF model and an initial pose guess by optimizing a photo-metric loss using back-propagation with respect to the pose; iNeRF requires a good initial guess and the optimization entails a high computational overhead. Adamkiewicz et al. [13] propose NeRF-Navigation, which uses NeRF to power the entire autonomy stack of a drone, including estimation, control, and planning. Similar to iNeRF, NeRF-Navigation optimizes a loss that includes a photometric loss along a process loss term induced by the robot dynamics and control actions. This added process loss enables tracking a path across multiple images, but the method still requires a good initial guess and incurs a high computation overhead similar to iNeRF. In this paper, we improve upon iNeRF and NeRF-Navigation and propose Loc-NeRF. The particle filter backbone [14] of Loc-NeRF allows relaxing the reliance on a good initial estimate to bootstrap localization.

III. NERF PRELIMINARIES

NeRF [10] uses a multilayer perceptron (MLP) to store a radiance field representation of a scene and render novel viewpoints. NeRF is trained on a scene given a set of RGB images with known poses and a known camera model. At inference time, NeRF renders novel views by predicting the density $\sigma$ and RGB color $c$ of a point in 3D space given the 3D position and viewing direction of the point. To predict the RGB value of a single pixel, NeRF projects a ray $r$ from the center point of the camera, through a pixel in the image plane. Then $n_{\text{coarse}}$ samples are uniformly generated along the ray and $n_{\text{fine}}$ samples are selected based on the estimated $\sigma$ of the coarse samples. Volume rendering is then used to
estimate the color value \( C(r) \) for the pixel:
\[
C(r) = \int_{z_{\text{near}}}^{z_{\text{far}}} T(r,z) \sigma(r,z) c(r,z) dz
\]
(1)
where \( z_{\text{near}} \) and \( z_{\text{far}} \) are bounds on the sampled depth \( z \) along the ray \( r \) and \( T(r,z) \) is given by:
\[
T(r,z) = \exp \left( - \int_{\tau_{\text{near}}}^{\tau} \sigma(r,z') dz' \right)
\]
(2)
The reader is referred to [10] for a more detailed description.

IV. LOC-NeRF: MONTE CARLO LOCALIZATION USING NEURAL RADIANCE FIELDS

We now present Loc-NeRF, a real-time Monte Carlo localization method that uses NeRF as a map representation. Given a map \( M \) (encoded by a trained NeRF), RGB input image \( I_t \) at each time \( t \), and motion estimates \( O_t \) between time \( t-1 \) and time \( t \), Loc-NeRF estimates the 6DoF pose of the robot \( X_t \) at time \( t \). In particular, Loc-NeRF uses a particle filter to estimate the posterior probability \( P( X_t | M, I_{t-1}, O_{t-1} ) \), where \( I_{t-1} \) and \( O_{t-1} \) are the sets of images and motion measurements collected between the initial time 1 and the current time \( t \), respectively.

Monte Carlo localization [14] relies on a particle filter and models the posterior distribution \( P( X_t | M, I_{t-1}, O_{t-1} ) \) as a weighted set of \( n \) particles:
\[
S_t = \{ (X_{t}^i, w_{t}^i) | i = 1, ..., n \}
\]
(3)
where \( X_{t}^i \) is a 3D pose (represented as a 4x4 transformation matrix in our implementation) associated to the \( i \)-th particle, and \( w_{t}^i \in [0,1] \) is the corresponding weight. The particle filter then updates the set of particles at each time instant (as new images and odometry measurements are received) by applying three steps: prediction, update, and resampling.

A. Prediction Step

The prediction step predicts the set of particles \( S_t \) at time \( t \) from the corresponding set of particles \( S_{t-1} \) at time \( t-1 \), given a motion estimate \( O_t \) of the robot motion between time \( t-1 \) and time \( t \); the measurement is typically provided by some odometry source (e.g., wheel or visual odometry) or obtained by integrating the robot dynamics; in our implementation, we either use visual-inertial odometry or integrate the robot dynamics, depending on the experiment. When a measurement of the robot’s relative motion \( O_t \) is received, the set of particles can be updated by sampling new particles using the motion model \( P( X_t | X_{t-1}, O_t ) \). While the particle filter can accommodate arbitrary motion models, here we adopt a simple model that updates the pose of each particle according to the motion \( O_t \) and then adds Gaussian noise to account for odometry errors:
\[
X_t = X_{t-1} \cdot O_t \cdot X_e \quad X_e = \text{Exp} (\delta),
\]
(4)
where \( X_e \) is the prediction noise, \( \text{Exp} (\cdot) \) is the exponential map for \( \text{SE}(3) \) (the Special Euclidean group), and \( \delta \in \mathbb{R}^6 \) is a normally distributed vector with zero mean and covariance \( \text{diag}(\sigma_R^2 \cdot 3, \sigma_T^2 \cdot 3) \), where \( \sigma_R \) and \( \sigma_T \) are the rotation and translation noise standard deviations, respectively.

B. Update Step

The update step uses the camera image \( I_t \) collected at time \( t \) to update the particle weights \( w_i^t \). According to standard Monte Carlo localization [14], we update the weights using the measurement likelihood \( P( I_t | X_t^i, M ) \), which models the likelihood of taking an image \( I_t \) from pose \( X_t^i \) in the map \( M \). We use a heuristic function to approximate the measurement likelihood as follows:
\[
w_i^t = \left( \frac{M}{\sum_{j=1}^{M} (I_t(p_j) - C(r(p_j, X_t^i)))^2} \right)^4
\]
(5)
where \( r(p_j, X_t^i) \) computes the ray emanating from pixel \( p_j \) when the robot is at pose \( X_t^i \), and \( I_t(p_j) \) is the image intensity at pixel \( p_j \). Intuitively, eq. (5) compares the collected image \( I_t \) with the image \( C(r) \) predicted by the NeRF map and assigns low weights to particles where the two images do not match. For efficient computation, we compute the weight update (5) only using a subset of \( M \) pixels randomly sampled from \( I_t \). Weights are then normalized to sum up to 1.

C. Resampling Step

After the update step, we resample \( n \) particles from the set \( S_t \) with replacement, where each particle is sampled with probability \( w_i^t \). As prescribed by standard particle filtering, the resampling step allows retaining particles that are more likely to correspond to good pose estimates while discarding less likely hypotheses.

D. Computational Enhancements and Pose Estimate

Particle Annealing. To improve convergence of the filter and reduce the computational load, we automatically adjust the prediction noise \( (\sigma_R, \sigma_T) \) and the number of particles \( n \) over time. Our particle annealing approach is similar in spirit to the KLD-based approach from [45], but we also adjust the noise statistics. As shown in Section V, this leads to computational and accuracy improvements. The prediction noise and number of particles are updated as shown in Algorithm 1. In particular, we use the standard deviation of the particles’ position \( \sigma_e \) to characterize the spread of the particles in the filter at time \( t \) and reduce the prediction noise and the number of particles (initially set to \( \sigma_{R,\text{init}}, \sigma_{T,\text{init}}, \text{ and } n_{\text{init}} \)) when the spread falls below given thresholds \( (\alpha_{\text{super-refine}} \text{ and } \alpha_{\text{super-refine}} \text{ in Algorithm 1}).

Algorithm 1 Particle Annealing

```
Input: \( \sigma_{R,\text{init}}, \sigma_{T,\text{init}}, \sigma_{S_t}, \text{ and } n_{\text{init}} \)
\[
\begin{align*}
\sigma_R &\leftarrow \sigma_{R,\text{init}} \\
\sigma_T &\leftarrow \sigma_{T,\text{init}} \\
n &\leftarrow n_{\text{init}}
\end{align*}
\]
if \( \sigma_e < \sigma_{\text{super-refine}} \) then
\[
\begin{align*}
\sigma_R &\leftarrow \sigma_{R,\text{init}}/4 \\
\sigma_T &\leftarrow \sigma_{T,\text{init}}/4 \\
n &\leftarrow n_{\text{reduced}}
\end{align*}
\]
else if \( \sigma_e < \sigma_{\text{refine}} \) then
\[
\begin{align*}
\sigma_R &\leftarrow \sigma_{R,\text{init}}/2 \\
\sigma_T &\leftarrow \sigma_{T,\text{init}}/2 \\
n &\leftarrow n_{\text{reduced}}
\end{align*}
\]
else
\[
\begin{align*}
\sigma_R &\leftarrow \sigma_{R,\text{init}} \\
\sigma_T &\leftarrow \sigma_{T,\text{init}}
\end{align*}
\]
end if
```
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Obtaining a Pose Estimate from the Particles. Besides computing the set of particles, Loc-NeRF returns a single pose estimate $X_t$ that is computed as a weighted average of the particle poses. In particular, the position portion of $X_t$ is simply the weighted average of the positions of the particles in $S_t$. The rotation portion of $X_t$ is found by solving the geodesic $L_2$ single rotation averaging problem. The reader is referred to [46] and [47] for details on rotation averaging.

V. EXPERIMENTS

We evaluate Loc-NeRF on three sets of experiments: (i) pose estimation from a single image using the LLFF dataset [48] given either a poor initial guess or no initial guess, where we benchmark against iNeRF [8] (Section V-A), (ii) pose estimation over time using synthetic data from Blender [49], where we benchmark against NeRF-Navigation [13] (Section V-B), and (iii) a full system demonstration where we perform real-time pose tracking using data collected by a Clearpath Jackal UGV (Section V-C).

A. Single-image Pose Estimation: Comparison with iNeRF

Setup. To show Loc-NeRF’s ability to quickly localize given a camera image and from a poor initial guess, we use the same evaluation protocol used in iNeRF [8]. Using 4 scenes (Fern, Fortress, Horns, and Room) from the LLFF dataset [48], we pick 5 random images from each dataset and estimate the pose of each image. For this experiment, both Loc-NeRF and iNeRF use the same pre-trained weights from NeRF-Pytorch [50]. As in [8], we give iNeRF an initial pose guess $X_{\text{NeRF}}$. The rotation component of $X_{\text{NeRF}}$ is obtained by randomly sampling an axis from the unit sphere and rotating about that axis by a uniformly sampled angle between $[-40\,^\circ, 40\,^\circ]$ with respect to the ground truth rotation. The position portion of $X_{\text{NeRF}}$ is obtained by uniformly perturbing the ground truth position along each axis by a random amount between $[-0.1\,\text{m}, 0.1\,\text{m}]$. We set iNeRF to use 2048 interest region points ($M = 2048$) as suggested in [8]. Interest regions are found using keypoint detectors and sampling from a dilated mask around those keypoint.

Since Loc-NeRF uses a distribution of particles, we uniformly distribute the initial particles’ poses using:

$$X_0 = X_{\text{NeRF}} \cdot \text{Exp}(\delta)$$  \hspace{1cm} (6)

where the entries corresponding to the rotation component and the translation component of $\delta$ are sampled from a uniform distribution in the range $[-40\,^\circ, 40\,^\circ]$ and $[-0.1\,\text{m}, 0.1\,\text{m}]$, respectively. Since we only test on a static image, we set the motion model of Loc-NeRF to be a zero-mean Gaussian distribution whose standard deviation decreases according to Algorithm 1. Loc-NeRF is initialized with 300 particles which reduces to 100 during annealing. We set Loc-NeRF to use 64 ($M = 64$) randomly sampled image pixels per particle.

Results. We plot the fraction of estimated poses with position and rotation error less than 5 cm and 5° in Fig. 2a and Fig. 2b, respectively. Since the computational cost of an iNeRF iteration is different from an iteration of Loc-NeRF (due to number of particles and different values of $M$) we plot performance against the number of NeRF forward passes. Loc-NeRF achieves higher accuracy than iNeRF in terms of both position and rotation.

We also plot the average rotation error and average position error for all 20 trials in Fig. 2c and Fig. 2d respectively. In our experiments, the position estimate from iNeRF would occasionally diverge or reach a local minimum and thus the average position error for iNeRF actually increases over time. On a laptop with an RTX 5000 GPU, the update step for Loc-NeRF runs at 0.6 Hz for 300 particles which then accelerates to 1.8 Hz during annealing when the number of particles drops to 100. Loc-NeRF runs approximately 55 seconds per trial. As an ablation study of our annealing process (Algorithm 1), we also include results of Loc-NeRF without annealing. Using annealing shows the most benefit for position accuracy and allows update steps to occur at a faster rate due to the decreased number of particles.

We also demonstrate for the first time that global localization can be performed with NeRF. We repeat a similar experiment as before with LLFF data except now we generate an offset translation by translating the ground truth position along each axis by a random amount between $[-1\,\text{m}, 1\,\text{m}]$ and generate a random distribution of particles in a $2 \times 2 \times 2$ m cube about that offset. We then sample the yaw angle from a uniform distribution in $[-180\,^\circ, 180\,^\circ]$ and initialize the roll and pitch to the ground truth; the latter is done to mimic the setup where we localize using visual-inertial sensors, in which case the IMU makes roll and pitch directly observable. Note that Loc-NeRF still optimizes the particles in a full 6DoF state. We increase the initial number of particles to 600 which drops to 100 during annealing and reduce $M$ to 32. Results of average rotation and translation error from 20 trials are provided in Fig. 3a and Fig. 3b. Loc-NeRF is able to converge to an accurate pose estimate while performing global localization. The annealing process is shown to enable significant improvement for position accuracy and also improves rotation accuracy. iNeRF is unable to produce a valid result for global localization and is thus not included in the figure.

B. Pose Tracking: Comparison with NeRF-Navigation

Setup. NeRF-Navigation [13] performs localization using simulated image streams of Stonehenge recreated in Blender, as if they were collected by a drone flying across the scene (Fig. 4). For this experiment, both Loc-NeRF and NeRF-Navigation use the same pre-trained weights from torch-ngp [51]. We use the same trajectory and sensor images for evaluating Loc-NeRF and NeRF-Navigation. The prediction step for Loc-NeRF uses the same dynamical model estimate of the vehicle’s motion that NeRF-Navigation uses for their process loss. For each image, we run Loc-NeRF for the equivalent number of forward passes as NeRF-Navigation. In particular, we run NeRF-Navigation for 300 iterations per image with $M = 1024$. We use 200 particles for Loc-NeRF with $M = 64$ and run 24 update steps per image.

Results. Fig. 5 shows position and rotation error respectively for a simulated drone course over 18 trials. Note that since NeRF-Navigation uses a similar photometric loss as iNeRF —which requires a good initial guess— we assume
Fig. 2. Evaluation of Loc-NeRF and iNeRF on 20 camera poses from the LLFF dataset. As an ablation study of our annealing step, we also include results of Loc-NeRF without using Algorithm 1. (a) Ratio of trials with rotation error $< 5^\circ$. (b) Ratio of trials with translation error $< 5$ cm. (c) Average rotation error. (d) Average translation error.

Fig. 3. Evaluation of Loc-NeRF on 20 camera poses from the LLFF dataset without an initial guess for the unknown pose. (a) Average rotation error. (b) Average translation error.

C. Full System Demonstration

Finally, we demonstrate our full system running in real-time on real data collected by a robot. We pre-train a NeRF model using NeRF-Pytorch [50] with metric scaled poses and images from a Realsense d455 camera carried by a person. To run Loc-NeRF, we use a Realsense d455 as the vision sensor mounted on a Clearpath Jackal UGV. The prediction step for Loc-NeRF is performed using VINS-Fusion [40]. We log images and IMU data from the Jackal and then run VINS-Fusion and Loc-NeRF simultaneously on a laptop with an RTX 5000 GPU.

We initialize particles across a $1 \times 0.5 \times 3.5$ m area with a uniformly distributed yaw in $[-180^\circ, +180^\circ]$ and uniformly distributed roll and pitch in $[-2.5^\circ, +2.5^\circ]$ (again, the latter are directly observable from the IMU). Loc-NeRF receives data the starting pose of the drone is well known even though that is not a requirement for Loc-NeRF. The process loss of NeRF-Navigation gives it added robustness to portions of the trajectory where the NeRF rendering is of lower quality. However, Loc-NeRF is still able to achieve lower errors for both position and rotation on average and is able to recover from inaccurate pose estimates.
at the real-time rate. The prediction step runs at the nominal VIO rate of 15 Hz. Loc-NeRF starts with 400 particles which reduces to 150 during particle annealing. We set $M$ to 32. With 400 particles the update step runs at approximately 0.9 Hz and then accelerates to 2.5 Hz with 150 particles during annealing. In this experiment, the particles quickly converge enough to trigger the annealing stage after about 6 update steps.

To qualitatively demonstrate that Loc-NeRF converges to the correct pose, we render a full image from NeRF using the pose estimated by Loc-NeRF and compare it with the corresponding camera image. We provide results from this test in Fig. 6 at selected points in the trajectory.

VI. CONCLUSION

We propose Loc-NeRF, a Monte Carlo localization approach that uses a Neural Radiance field (NeRF) as a map representation. We show how to incorporate NeRF in the update step of the filter, while the prediction step can be done using existing techniques (e.g., visual-inertial navigation or by leveraging the robot dynamics). We show Loc-NeRF is the first approach to perform localization with NeRF from a poor initial guess, and can be used for global localization on small scale scenes. We have also demonstrated the ability to perform real-time localization with Loc-NeRF on data collected with a real-world robotic platform. Future work includes using adaptive techniques to adjust the number of particles [52] as well as scaling up localization to larger environments using bigger NeRF models such as [26] and [28]. Additionally, computation time can be reduced by leveraging recent work in faster NeRF rendering such as [51].
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