Seeking for resonances in unitarized one-loop graviton-graviton scattering
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Some effective field theories exhibit dynamical resonances that, when properly included, mitigate their bad behavior at high energies. Unitarization of the partial wave amplitudes is the preferred method to unveil such resonances. Interpreting the Einstein-Hilbert theory in the spirit of effective Lagrangians, we implement the Inverse Amplitude Method and unitarize the one-loop level graviton-graviton scattering in pure gravity. Due to the presence of infrared divergences, the analysis requires a careful treatment of the infrared region and the introduction of infrared regulators, carefully selected in order to fulfill perturbative unitarity.

I. INTRODUCTION

The Einstein-Hilbert (EH) Lagrangian and the effective chiral Lagrangian [1], quite familiar to low-energy QCD practitioners, share a number of common characteristics. Like the effective chiral Lagrangian, EH is also a non-renormalizable theory. It is also described, considering the most relevant term, by a dimension two operator, containing in both cases, two derivatives of the dynamical variable. Both Lagrangians contain necessarily a dimensionful constant in four dimensions; the counterpart of $f_\pi$ in the pion Lagrangian is the Planck mass $M_P$. Both theories are non-linear and, finally, both describe the interactions of massless quanta. There is a fundamental difference, however, because the theory described by EH, gravity, is a gauge theory thus fixing quite rigidly its structure (but allowing in principle for higher dimensional operators also gauge invariant).

The analogy becomes particularly clear when one linearizes gravity around a given background, such as e.g. Minkowski space-time. There have been in the past a number of theoretical developments considering such an expansion in the spirit of effective field theories. It is appropriate here to quote the work of Donoghue and others [2]. Taking into account the usual normalization of the EH action

$$L = \frac{M_P^2}{16\pi}\sqrt{-g}R + \ldots \quad M_P^2 = \frac{G}{\kappa^2},$$

(1)

$G$ being Newton’s constant and the dots standing for higher dimensional counterterms that are required to absorb order by order the divergences appearing in perturbation theory (or other possible contributions from short distance physics). We can expand the metric as:

$$g_{\mu\nu} = \eta_{\mu\nu} + \kappa h_{\mu\nu} + \ldots$$

(2)

$$g^{\mu\nu} = \eta^{\mu\nu} - \kappa h^{\mu\nu} + \kappa^2 h^{\lambda\lambda} h_{\lambda\lambda} + \ldots$$

(3)

and the scalar curvature:

$$R = \kappa \left( \Box h_{\lambda\lambda} - \partial_{\mu} \partial_{\nu} h^{\mu\nu} \right) + O(h^2),$$

(4)

where

$$\kappa^2 = \frac{32\pi}{M_P^2} = 32\pi G.$$  

(5)

Indices are raised and lowered with $\eta_{\mu\nu}$. In pion physics the effective Lagrangian is:

$$L = \frac{f_\pi^2}{4} \text{Tr} \partial_\mu U \partial^\mu U^\dagger + \ldots$$

(6)

Here we assume $SU(2)_L \times SU(2)_R$ global chiral symmetry. Again, the dots denote quantum counterterms and the higher order operators can contain contributions from short distance physics. One writes

$$U = I + i \frac{\tilde{\pi}}{f_\pi} + \ldots$$

(7)

where $\tilde{\pi} = \pi^a \tau^a$ and Cartan normalization is assumed for the $SU(2)$ generators. Therefore $\kappa$ plays the same role as $f_\pi^{-1}$ (up to a factor $\sqrt{2}$ in our normalizations). Quantum corrections in gravity are analogous to the weak field expansion in pion physics.

If we consider both the pion Lagrangian and the EH Lagrangian as effective theories we can, at least naively, attribute to each one a range of validity based on power
counting. The corresponding unitarity cut-offs would be of order $4\pi f_x$ and $M_P$, respectively.

In EH theory quantum corrections are notoriously difficult to compute. Graviton-graviton scattering amplitudes at the tree level are given in [3], while one-loop corrections were first carried out by Hooft and Veltman [4] who found that the counterterms needed to deal with the ultraviolet (UV) divergences were proportional to $R^2$ and $R_{\mu\nu} R^{\mu\nu}$. On-shell, i.e. using the lowest-order equations of motion these counterterms vanish. Therefore one-loop $S$ matrix elements in pure EH gravity are free from UV divergences. Thus the only possible divergences are infrared (IR), as it is the case of the elastic graviton scattering considered in this paper. A general study of the structure of the IR divergences in EH gravity, considered as a quantum field theory, can be found in the seminal paper by Weinberg [5].

Computation of the next-to-next-to-leading order in pure gravity was done by Goroff and Sagnotti [6] finding a net counterterm of the form $R_{\alpha\beta} \delta^{\rho\sigma} R_{\rho\sigma} \gamma^{\alpha\beta}$. This counterterm will not play any role in the subsequent discussion.

Taking the analogy between pion physics and quantum gravity at face value, immediately comes to mind the following issue: we know that unitarization of pion scattering amplitudes in the context of low-energy hadron dynamics or dynamical resonances such as the $\rho$ poles correspond to physical (albeit unstable) particles that is lacking in the above pion chiral Lagrangian. These states correspond to poles in the second Riemann sheet of the amplitude when this is extended to the complex plane. The real part should of course stay at zero, i.e. using the lowest-order equations of motion these counterterms vanish. Therefore one-loop $S$ matrix elements in pure EH gravity are free from UV divergences. The corresponding unitarity cut-offs would be of order $4\pi f_x$. Could it be that such a phenomenon occurs in the EH theory? If so this would lead at the very least to some dynamical resonances that would hint to the presence -as it happens in pion physics- of more fundamental degrees of freedom.

In order to answer this question in a way that is similar to the pion physics techniques we need two ingredients: a computation of the one-loop graviton-graviton scattering amplitude, done by Dunbar and Norridge using string theory methods [7] and the tree-level contribution from higher dimensional operators. At the next-to-leading order the latter are absent on-shell as we mentioned previously. It is possibly worth mentioning that the fact that $O(p^4)$ are absent does not necessarily preclude the possibility of resonances being present. Recent studies in the context of the strongly interacting symmetry breaking sector of the Standard Model show that $O(p^2)$ may suffice to produce such singularities [8].

In [8] the authors use a simple unitarization method relying only on the tree-level graviton scattering amplitude (see Appendix I) and they claim that a scalar graviton-graviton resonance with quantum numbers 0$^+\pm$ can be identified, well below the Planck mass and with a sizable width. As it will be discussed below, our conclusions differ significantly from those derived in [9]. Our results are based on a careful consideration of the IR divergences that are regulated in a way that preserves perturbative unitarity at the one-loop level. We then apply the inverse amplitude method (IAM) to unitarize the amplitudes and study their singular points. Although the resulting partial waves do exhibit a surprisingly rich structure, no resonances physically acceptable seem to survive to be considered as new states, at least in pure EH gravity.

II. ONE-LOOP SCATTERING AMPHITUDES

In this work we are considering the elastic scattering of two gravitons with initial momenta and helicities $p_1, \lambda_1$ and $p_2, \lambda_2$ to $p_3, \lambda_3$ and $p_4, \lambda_4$ in the final state. The corresponding helicity amplitude is defined as:

$$T_{\lambda_1\lambda_2\lambda_3\lambda_4}(s,t,u) = \langle p_3, \lambda_3; p_4, \lambda_4 \mid T \mid p_1, \lambda_1; p_2, \lambda_2 \rangle,$$

where $s = (p_1 + p_2)^2$, $t = (p_1 - p_3)^2$ and $u = (p_1 - p_4)^2$. $T$ is the standard reaction matrix related to the $S$ matrix by:

$$S = I + i(2\pi)^4 \delta^{(4)}(P_f - P_i) T,$$

where $P_i = p_1 + p_2$ and $P_f = p_3 + p_4$. The helicities $\lambda_i$ can only take the values $+2$ or $-2$ which by simplicity will be denoted $\lambda_i = +, -$ respectively. By using $P$ and $T$ invariance and crossing it is possible to relate different helicity amplitudes in such a way that one gets just three independent functions:

$$A(s,t,u) = T_{+++}(s,t,u)$$

$$B(s,t,u) = T_{++-}(s,t,u)$$

$$C(s,t,u) = T_{+-+}(s,t,u).$$

Expanding these functions according to the number of loops one has for example:

$$A = A^{(0)} + A^{(1)} + \ldots$$

At the tree level (no loops) the result is very simple, in spite of the complexities of the Feynman diagrams involved:

$$A^{(0)}(s,t,u) = \frac{8\pi}{M_P^2} \frac{s^3}{tu}$$

$$B^{(0)}(s,t,u) = 0$$

$$C^{(0)}(s,t,u) = 0,$$

where $M_P$ is again the Planck mass. Notice that at this level, the amplitudes are order $p^2/M_P^2$. Since gravitons are massless we have two poles corresponding to the $t$ and $u$ channels infrared virtual gravitons, as expected.

At the one-loop level, using dimensional regularization with $D = 4 - 2\epsilon$, we have for small $\epsilon$ [12]:

$$A^{(1)}(s,t,u) = \frac{8}{M_P^4} \frac{4}{s^4} [...]$$

where:

$$[...] = (N'_e + \log u^2)(...) + \ldots + \frac{f(t/s,u/s)}{2s^2}$$

[...]


Therefore we have:

\[ N'_\epsilon = \frac{1}{\epsilon} + \log(4\pi) - \gamma \]  \hspace{2cm} \text{(10)}

and \( \nu \) is an, in principle, arbitrary energy scale. Also

\[ (...) = \frac{s \log(-s) + t \log(-t) + u \log(-u)}{stu} \]

consistent. In the following and, at the end of section IV, we will clarify the role played by this scale.
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\[ + \frac{1}{180s^5}(1922 t^4 + 9143t^3u + 14622t^2u^2 + 9143tu^3 + 1922u^4). \]
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\[ \text{Similarly one could introduce} (...)_\nu, \text{but in this case:} \]

\[ (...)_\nu = (...) \]

\[ \text{since} s + t + u = 0 \text{on shell. Then it turns out that:} \]
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\[ A^{(1)}(s, t, u) = \frac{s^4}{M_p^4} \left[ N'_\epsilon(...) + \{\ldots\}_\nu + f(t/s, u/s) \right]. \]
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\[ A^{(1)}(s, t, u) = \frac{s^4}{M_p^4} \left[ \frac{s \log\left(\frac{-t}{\mu^2}\right) \log\left(\frac{-u}{\mu^2}\right)}{stu} + \frac{f(t/s, u/s)}{2s^2} \right], \]
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\[ \log (\mu'^2/\nu^2) = \log (4\pi) - \gamma. \]

\[ \text{In any case, it is very important to realize that, the} \]
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\[ \text{On the physical region} s = E_{CM}^2 + i0, \text{with} E_{CM} \text{being the total center of mass energy, and then} \log(-s) = \log s - i\pi. \text{Therefore:} \]

\[ \text{Im} A^{(1)}(s, t, u) = -\frac{8\pi s^2}{M_p^4} \left[ \frac{1}{t} \log \frac{-t}{\mu^2} + \frac{1}{u} \log \frac{-u}{\mu^2} \right]. \]

\[ \text{The other two relevant one-loop functions are:} \]

\[ B^{(1)}(s, t, u) = \frac{s^2 + t^2 + u^2}{90M_p^4}, \]

\[ C^{(1)}(s, t, u) = -\frac{s^2 + t^2 + u^2}{30M_p^4}. \]

\[ \text{These functions are much simpler than} A^{(1)}(s, t, u) \text{being real and IR finite and will not be considered in the following. Notice however that all the three one-loop functions are of the order of} p^4/M_p^4 \text{as expected. Therefore loop expansion is a low-energy expansion valid for energies small compared with the Planck mass} M_P. \]
III. PARTIAL WAVES AND ELASTIC UNITARITY

For well behaved helicity amplitudes the partial waves are defined in principle as:

\[ a_{J\lambda_1,\lambda_2,\lambda_3\lambda_4}(s) = \frac{1}{64\pi} \int_{-1}^{1} d(\cos \theta) dJ_{\lambda\lambda'}(\theta) T_{\lambda_1,\lambda_2,\lambda_3\lambda_4}(s, \theta) \]

where \( \lambda = \lambda_1 - \lambda_2 \), \( \lambda' = \lambda_3 - \lambda_4 \) and we have used \( t = -(s/2)(1-x) \) and \( u = -(s/2)(1+x) \) with \( x = \cos \theta \). When these integrals are well defined for any \( J \) we have:

\[ T_{\lambda_1,\lambda_2,\lambda_3\lambda_4}(s, \theta) = 32\pi \sum_{J} [J] dJ_{\lambda\lambda'}(\theta) a_{J\lambda_1,\lambda_2,\lambda_3\lambda_4}(s), \]

where \([J] = (2J + 1)\).

For physical \( s \) (\( s = E^2_{CM} + i0 \)) elastic (two-particle states) unitarity reads:

\[ \text{Im} T_{\lambda_1,\lambda_2,\lambda_3\lambda_4}(s, \theta) = \frac{1}{128\pi^2} \sum_{\lambda, \lambda'} \int d\Omega' T_{\lambda_1,\lambda_2,\lambda_3\lambda_4}(s, \theta') T^*_\lambda\lambda\lambda_3\lambda_4(s, \theta'') \]

where \( \theta' \) and \( \theta'' \) are the scattering angles between the initial state and the intermediate state and the scattering angle between the intermediate state and the final state respectively. This equation can be written in terms of the partial waves as:

\[ \text{Im} a_{J\lambda_1,\lambda_2,\lambda_3\lambda_4}(s) = \sum_{\lambda_\lambda} a_{J\lambda_1,\lambda_2,\lambda_3\lambda_4}(s) a^{*\lambda}_\lambda\lambda\lambda_3\lambda_4(s). \]

On the other hand the amplitude loop expansion can be translated into the partial waves:

\[ a_{J\lambda_1,\lambda_2,\lambda_3\lambda_4}(s) = a_{J\lambda_1,\lambda_2,\lambda_3\lambda_4}^{(0)}(s) + a_{J\lambda_1,\lambda_2,\lambda_3\lambda_4}^{(1)}(s) + \ldots \]

Then, the lowest order perturbative unitarity relation becomes:

\[ \text{Im} a_{J\lambda_1,\lambda_2,\lambda_3\lambda_4}^{(1)}(s) = \sum_{\lambda_\lambda} a_{J\lambda_1,\lambda_2,\lambda_3\lambda_4}^{(0)}(s) a^{*(0)}\lambda\lambda_3\lambda_4(s). \]

However, all this formalism cannot be applied directly to elastic graviton scattering because of the presence of IR divergences. In particular the partial waves are ill defined because of the behavior of the helicity amplitudes for \( x = \cos \theta \) close to 1 and -1. One possible way to deal with this problem is by introducing the regularized amplitudes \( \tilde{T}_{\lambda_1,\lambda_2,\lambda_3\lambda_4}(s, \theta) \) defined as:

\[ \tilde{T}_{\lambda_1,\lambda_2,\lambda_3\lambda_4}(s, \theta) = T_{\lambda_1,\lambda_2,\lambda_3\lambda_4}(s, \theta) \]

for \( x \in [-1 + \eta, 1 - \eta] \) with \( 0 < \eta < 1 \) and

\[ \tilde{T}_{\lambda_1,\lambda_2,\lambda_3\lambda_4}(s, \theta) = 0 \]

otherwise. In this way \( \tilde{T}_{\lambda_1,\lambda_2,\lambda_3\lambda_4}(s, \theta) \) is a bounded function of \( x \) with only two discontinuity points at \( x = 1 - \eta \) and \( x = 1 - \eta \) and then we can apply the partial wave formalism described above to it. In particular we can define the partial waves as:

\[ a_{J\lambda_1,\lambda_2,\lambda_3\lambda_4}(s, \eta) = \frac{1}{64\pi} \int_{-1}^{1} d(\cos \theta) dJ_{\lambda\lambda'}(\theta) \tilde{T}_{\lambda_1,\lambda_2,\lambda_3\lambda_4}(s, \theta) \]

\[ = \frac{1}{64\pi} \int_{-1-\eta}^{1-\eta} d(\cos \theta) dJ_{\lambda\lambda'}(\theta) T_{\lambda_1,\lambda_2,\lambda_3\lambda_4}(s, \theta) \]

which are IR finite. From these partial waves we can recover the regularized amplitude as:

\[ \tilde{T}_{\lambda_1,\lambda_2,\lambda_3\lambda_4}(s, \eta) = 32\pi \sum_{J} [J] dJ_{\lambda\lambda'}(\theta) a_{J\lambda_1,\lambda_2,\lambda_3\lambda_4}(s, \eta). \]

In the following we will study the meaning of these regularized amplitudes and partial waves.

IV. PERTURBATIVE UNITARITY

By using the above definitions it is very easy to compute the lowest order contribution to different regularized helicity amplitudes partial waves. For example for \( J \leq 4 \) one has:

\[ a_{0^{+++}+}(s, \eta) = \frac{s}{2M^2_P} \log \frac{2}{\eta} + O(\eta) \]

\[ a_{2^{+++}+}(s, \eta) = \frac{s}{2M^2_P} \left( \log \frac{2}{\eta} - 3 \right) + O(\eta) \]

\[ a_{4^{+++}+}(s, \eta) = \frac{s}{2M^2_P} \left( \log \frac{2}{\eta} - \frac{25}{6} \right) + O(\eta) \]

\[ a_{0^{-}++-}(s, \eta) = a_{2^{-}++-}(s, \eta) = 0 \]

\[ a_{4^{-}+++}(s, \eta) = \frac{s}{4M^2_P} \left( \log \frac{2}{\eta} - \frac{363}{140} \right) + O(\eta) \]

\[ a_{4^{-}++-}(s, \eta) = a_{J^{+++}-}(s, \eta), \]

where we are showing the results modulo \( O(\eta) \) corrections, i.e. only the contributions dominant in the asymptotic regime \( \eta \ll 1 \). However, it is very important to stress that, in order to have a proper reconstruction of the full helicity amplitude, one needs to use the partial waves with the exact \( \eta \) dependence, and not only the part dominant for small \( \eta \). More specifically the amplitude obtained summing the different \( a_{J\lambda_1,\lambda_2,\lambda_3\lambda_4}(s, \eta < 1) \) contributions does not converge to \( T_{s,\eta<1} \) because the limit \( \eta \ll 1 \) and the sum \( \sum_{J} \) do not commute.

With the modified amplitude \( \tilde{T}(s, \eta) \) one would expect an elastic scattering unitarity relation like:

\[ \text{Im} \tilde{T}_{\lambda_1,\lambda_2,\lambda_3\lambda_4}(s, \eta) = \frac{1}{128\pi^2} \sum_{\lambda_\lambda} \int d\Omega' \tilde{T}_{\lambda_1,\lambda_2,\lambda_3\lambda_4}(s, \theta') \tilde{T}^{\eta*}_{\lambda_1,\lambda_2,\lambda_3\lambda_4}(s, \theta'') \]
where $R$ represents the two body phase space region allowing only states where $s = 4E_{CM}^2 > \mu^2$, i.e. the scale regulator introduced above for the one-loop contribution to the amplitude. Clearly, this regulator must be related in some way with the $\eta$ parameter introduced in the modified amplitude. In addition, crossing requires also $t < -\mu^2$ and the same for $t'$ and $t''$. Now by trading $x = \cos \theta$ by $t$ we find:

$$
\int_{-1+\eta}^{1-\eta} dx = \frac{s}{2} \int_{t_{\text{min}}}^{t_{\text{max}}} dt = \frac{s}{2} \int_{-s+\mu^2}^{-s-\mu^2} dt
$$

which leads to the simple relation:

$$
\mu^2 = \eta \frac{s}{2} \tag{17}
$$

Therefore, by using this equation we are assuming that the scale $\mu$ is defining the difference between soft and hard gravitons, i.e. the ones that can be effectively detected. In order to check this equation we can try to see how it works with the unitarity relations in terms of the partial waves. For the sake of simplicity, and also because it is the most interesting process for us in this work, we will concentrate in the particular case described by the amplitude $T_{++}$. Also, to relieve the notation we will omit the subscripts $++++$ in the following. Then we can compute the exact (i.e. to all orders in $\eta$) partial wave:

$$
a^{(0)}_0(s, \eta) = \frac{s}{2M_P^2} \log \frac{2 - \eta}{\eta}. \tag{18}
$$

On the other hand we have:

$$
\text{Im} a^{(1)}_0(s, \eta) = \frac{s^2}{4M_P^2} \log \frac{2 - \eta}{\eta} \left[ \log \frac{2(2 - \eta)}{4} + 2 \log \frac{s}{\mu^2} \right].
$$

Thus, it is clear that defining $\eta$ as $2\mu^2/s$ we have:

$$
\text{Im} a^{(1)}_0(s, \eta) = \left(a^{(0)}_0(s, \eta)\right)^2 \tag{19}
$$

to all orders in $\eta$. However this is much more that one could have expected. Because of the way in which the $\mu$ scale was introduced one should expect the relation $\eta = 2\mu^2/s$ to work only for small enough $\mu$. This is because this scale was introduced in terms of $\epsilon$, which is supposed to be a small quantity in the dimensional regularized one-loop amplitude considered. In fact, for $J \neq 0$ this relation works only up to order $\eta$ i.e.:

$$
\text{Im} a^{(1)}_j = \left(a^{(0)}_j\right)^2 + O(\eta).
$$

Even more, for the case $++++$ the corresponding equation is only fulfilled up to constant terms and therefore only applies for the divergent terms in the limit $\eta \to 0$.

In the following we will focus on the $++++$ and $-----$ partial waves $\eta$-regularized and where we have applied the substitution $\eta$ by $2\mu^2/s$. Then, the general form of the leading order (LO) partial waves is:

$$
a^{(0)}_j(s) = \frac{s}{2M_P^2} \left( \log \frac{s}{\mu^2} - b_j \right), \tag{20}
$$

where $b_0 = 0, b_2 = 3, b_4 = 25/6, \ldots$ and, at the one-loop level:

$$
a^{(1)}_j(s) = \frac{s^2}{4\pi M_P^2} \left[ \left( \log \frac{s}{\mu^2} - b_j \right)^2 F\left( \frac{s}{\mu^2} \right) + c_j \log \frac{s}{\mu^2} + d_j \right] \tag{21}
$$

where both equations have to be understood up to order $O(\mu^2/s)$. The first $c_j$ and $d_j$ constants can be obtained from eq. (39) of Appendix II and the $F(s/\mu^2)$ function is defined as:

$$
F\left( \frac{s}{\mu^2} \right) = \log \frac{s}{\mu^2} - \log \frac{-s}{\mu^2} \tag{22}
$$

and it equals $i\pi$ for $\text{Im} s \geq 0$ and $-i\pi$ for $\text{Im} s < 0$. Therefore, our $\eta$ IR regularized partial waves show, at next to leading order (NLO), the expected unitarity right cut (RC) along the positive real axis, and the expected left cut (LC) along the negative real axis thus consistent with the appropriate analytical behavior. However, these partial waves are unitary only perturbatively. This in particular implies that at higher energies ($s \simeq M_P^2$) we will find strong violations of (elastic) unitarity.

Now, in order to clarify a little more the meaning of the scale $\mu$ in our equations we can proceed in a similar way as in \cite{9} as follows. First we consider the IR regularized $\bar{S}^J$ matrix

$$
\bar{S}^J = 1 + 2i\tilde{\alpha}_J \tag{23}
$$

where the $\tilde{\alpha}_J$ lowest order is given by:

$$
\bar{a}^{(0)}_j(s) = \frac{s}{2M_P^2} \left( \log \frac{s}{\nu^2} - b_j \right), \tag{24}
$$

with $\nu$ being an IR cutoff. Next one introduces a new $S^J$ matrix as $S^J = S^{-1}_c S^J$ with $S_c$ being the Weinberg phase \cite{9} given in this case by:

$$
S_c = \exp \left( -i \frac{s}{M_P^2} \log \frac{\nu^2}{\mathcal{L}^2} \right). \tag{25}
$$

Here again $\nu$ is an IR cutoff and $\mathcal{L}$ is a scale separating soft from hard gravitons. Thus one gets:

$$
S^J = 1 + 2i\alpha_J = S^{-1}_c (1 + 2i\tilde{\alpha}_J) \tag{26}
$$

with

$$
S^J = 1 + 2i\alpha^{(0)}_J + O(s^2/M_P^4) \tag{27}
$$

and

$$
a^{(0)}_J(s) = \frac{s}{2M_P^2} \left( \log \frac{s}{\mathcal{L}^2} - b_j \right)
$$

which is trivially well defined and finite in the IR limit $\nu \to 0$ since the $\log \nu^2$ terms cancel in the final result. Now, by comparison of this equation with eq. \cite{9}
one arrives to the identification $\mu = \mathcal{L}$, i.e. our scale $\mu$ must be understood as the scale used to define soft and hard gravitons as indeed was suggested above. The same conclusion is obtained by expanding $S_\pi$ up to order $s^2/M_p^4$ and considering the perturbative unitarity relation $\text{Im} \, a^{(1)}_j = \left( a^{(0)}_j \right)^2$.

In [10] Donoghue a Torma showed explicitly that the one-loop graviton scattering differential cross-section is free of IR divergences. For that they add to the IR divergences free tree level result two contributions: the one loop result, with the $1/\epsilon$ singularity and a $\log s$ term, and the soft graviton emitting tree level amplitude integrating the phase space of the additional soft graviton up to momentum that we can identify with the soft-hard separation scale $\mathcal{L}$ previously defined, thus producing another $1/\epsilon$ singularity term with opposite sign and a $\log \mathcal{L}$ term. In the resulting one-loop differential cross-section the $1/\epsilon$ terms exactly cancel and the final result depends on $\log(s/\mathcal{L}^2)$. By comparison with our results in this work, it is clear that the introduction of the term $\log \nu^2$ in the one-loop amplitude used here produces a similar effect on the the IR finite result as including the soft graviton emission contribution and that our finite scale $\mu$ plays the same role as the scale that separates hard from soft gravitons in [10].

Therefore, by comparison with the results in [14] and [10], we arrive to the conclusion that the addition of the $\log \nu^2$ term to the one-loop amplitude done in this work cancels the IR singularities in a similar way to including the effect of soft gravitons with a momentum up to a scale $\mu$. Thus, this scale plays the role of the scale separating soft from hard gravitons or, in other words, the scale defining what is considered a hard enough graviton to be detected. In any event, it is important to remember in the following that, due to the different approximations considered, $\mu$ has always to be taken much smaller than the energy of the scattering processes, i.e. $\mu^2 << s$. In addition, as we are considering EH gravity as an effective low-energy theory we have the additional constraint $s < M_p^2$. In summary, the range of applicability of our results will be $\mu^2 << s < M_p^2$.

V. UNITARIZATION AND THE IAM METHOD

In order to solve the unitarity problem, at least partially, one could try to implement any of the well known available unitarization methods like K-matrix, N/D or the Inverse Amplitude Method (IAM) (see [12] for a comparison among these methods for $W_L W_L$ scattering in the context of a strongly interacting symmetry breaking sector of the Standard Model [13]). From all of them, the IAM method [14] seems to be the more appropriate for the kind of computation we are considering here where we have an expansion in $s$ powers, good analytical properties and perturbative elastic unitarity. When this is the case, the IAM produces unitary amplitudes $a^{IAM}_j(s)$ with the right analytical structure (RC and LC in the first Riemann sheet) and with the correct low-energy behavior. The IAM method has also proved to be very efficient describing dynamical resonances in hadron physics in the context of unitarized Chiral Perturbation Theory [15].

Starting from the perturbative first two terms (LO and NLO), the IAM partial waves are defined for our helicity $++++$ case as:

$$a^{IAM}_j(s) = a^{(0)}_j(s) - \frac{a^{(0)}_j(s)}{a^{(0)}_j(s) - a^{(1)}_j(s)}.$$  \hspace{1cm} (28)

From this definition it is straightforward to show exact elastic unitarity:

$$\text{Im} \, a^{IAM}_j(s) = |a^{IAM}_j(s)|^2$$ \hspace{1cm} (29)

on the RC (physical region where $s = P_{CM}^2 + i0$) provided

$$\text{Im} \, a^{(1)}_j(s) = \left( a^{(0)}_j(s) \right)^2$$ \hspace{1cm} (30)

also on the RC. At the same time, at low energies $s \ll M_p^2$ we have the expansion:

$$a^{IAM}_j(s) = a^{(0)}_j(s) + a^{(1)}_j(s) + ...$$ \hspace{1cm} (31)

Therefore (neglecting $O(\mu^2/s)$ corrections) the IAM partial wave defined above has all the expected properties of the $++++$ (and $------$) wave.

In addition, because of the particular structure of the IAM amplitude, the unitarized partial waves can potentially show poles on the complex plane $s$. Thus, according to general $S$-matrix theory [16], if these poles appear in the second (unphysical) Riemann sheet under the RC, they have the natural interpretation of dynamical resonances produced by the graviton-graviton interaction. In this case, their location $s_0$ on the complex plane will define the resonance mass $M_R$ and width $\Gamma_R$ as:

$$s_0 = M_R^2 - i M_R \Gamma_R.$$ \hspace{1cm} (32)

On the other hand, if the poles appear on the first (physical) Riemann sheet, they are ghosts (spurious states) and must be interpreted as artifacts of the different approximations considered.

It is this last particular property of the IAM partial waves the one that we want to exploit more in this work. In the next section we will perform an analytical continuation of the $++++$ IAM amplitudes to the second Riemann sheet seeking for poles that could be interpreted as dynamical resonances of graviton-graviton scattering for different $J$ values.

It is clear from the outset that the interpretation of the results will be made difficult by the presence of the IR regulator (our scale $\mu$). According to our previous discussion our infrared regulator $\mu$ is the scale separating soft from hard gravitons (or equivalently the resolution of the graviton detector). Therefore our results will be dependent on this parameter. However, as we have to fulfill
the constraint $\mu^2 \ll s < M_P^2$ as discussed above, we will be able to establish several relevant general $\mu$ independent conclusions concerning the possibility of graviton scattering resonances.

VI. NUMERICAL RESULTS

In this section and in the figures we will follow the usual convention to label the complex plane quadrants: I (real and imaginary parts both positive), II (real part negative, imaginary one positive), III (real and imaginary parts both negative) and IV (real part positive, imaginary one negative). Also $s$ is given in $M_P^2$ units in this section.

The physical partial wave amplitudes $a_J(s)$ are evaluated above the real axis. That is, $a_J(s) = a_J(E_{\text{CM}}^2 + i0)$. However, according to S-matrix theory, the partial waves $a(s)$ are analytic and can be analytically continued to the complex plane $\text{IR}$. Since the partial wave amplitudes $a_J(s)$ that we are considering are compositions of polynomials, rational functions and logarithms, the analytical continuation of the logarithms is the only one that is non trivial. On the first Riemann sheet,

$$\log^I(s) = \log|s| + i \arg(s),$$

$$\log^I(-s) = \log|s| + i \arg(-s),$$

where $\arg(s)$ has a cut along the negative real axis. Due to the Schwartz reflection principle [10] we have: $a_J(s + i\epsilon) - a_J(s - i\epsilon) = 2i \text{Im} a_J(s + i\epsilon)$. Thus the first Riemann sheet has a cut over the real axis, but its value over such axis (quadrants I and II) is an analytical continuation from $a_J(E_{\text{CM}}^2 + i0)$. Also the quadrants III and IV are a mirror reflection of quadrants II and I.

On the other hand, the second Riemann sheet is the analytic continuation to quadrant IV crossing the positive part of the real axis. Quadrants I and II are the same as in the first Riemann sheet. All the figures on the complex plane will refer to the second Riemann sheet.

In our analysis, we are using the Wolfram Mathematica framework. By default, this package defines the complex logarithmic function $\log s$ having a discontinuity over the negative real axis. Furthermore, the function call $\log s$, that returns the argument of the complex number $s$, is defined with a discontinuity over the negative real axis, and $\arg s \in (-\pi, \pi]$. With this in mind, we can define the second Riemann sheet relevant logarithm as:

$$\log^{II}(-s) = \log_M|s| + i (\arg_M s - \pi), \tag{33}$$

where $\log_M$ and $\arg_M$ are the ones defined on Mathematica.

In fig. 1 we study the pole positions for different values of the rate $\mu/M_P$. Poles are searched on all the quadrants of the second Riemann sheet\(^1\) as zeros on the denominators of eq. 28. However, it could happen that both, the numerator and the denominator of eq. 28 cancel at some point while the actual function has no pole there. Hence, we also look for zeros on the numerator of eq. 28. Indeed, there is a pole located over the real axis on the I quadrant (both real and imaginary parts of $s$ positive), but tends to cancel with a zero on the numerator of eq. 28 on the limit $\mu < M_P$. This can be also seen on figs. 2 and 3.

For $\mu/M_P < 0.10$, the pole on the first quadrant has disappeared from the $J = 0$ and $J = 2$ plots. A similar result is obtained for $J = 4$ and $\mu/M_P < 0.05$. As shown on fig. 1, there is also a pole on the II quadrant (negative real part, positive imaginary one). However, this pole vanishes for relatively high values of $\mu/M_P < 0.37$ ($J = 0$), $\mu/M_P < 0.15$ ($J = 2$) and $\mu/M_P < 0.092$ ($J = 4$). The disappearance of this pole can also be seen on figs. 2 and 3 where the pole above the RC disappears when $\mu/M_P < 0.1$. Finally, there is a pole on quadrant IV that can be seen on fig. 1 (from now on, pole on the second Riemann sheet, since it does not appear on the first Riemann sheet). This pole on the second Riemann sheet could be a resonance, but tends to the origin for sufficiently low values of $\mu < M_P$.

For studying the behavior of the pole on the second Riemann sheet, the mass and width of the resonance, computed according to eq. 28, are plotted on fig. 4 as a function of $\mu/M_P$. All the masses tend logarithmically to zero when $\mu/M_P \to 0^+$. Concerning the widths, $\Gamma(J = 2) \approx \Gamma(J = 4) \approx 1.2 M_P$ for $\mu < 0.25 M_P$. However, $\Gamma(J = 0)$ does not stabilize and, when $\mu \to 0^+$, it grows very slowly. For $\mu = 10^{-7} M_P$, $\Gamma(J = 0) \approx 1.7 M_P$.

On fig. 5 we plot the ratios $M(J = 0)/M(J = 2)$ and $\Gamma(J = j)/\Gamma(J = 2)$ for $j = 0.4$. The ratios $M(J = 0)/M(J = 2)$ and $M(J = 4)/M(J = 2)$ stabilize at sufficiently low values of $\mu < M_P$ (fig. 5), although all the masses tend to 0 when $\mu < M_P$ (fig. 4).

VII. DISCUSSION AND CONCLUSIONS

In this work we have investigated the possibility that dynamical resonances are generated in pure gravity when the Einstein-Hilbert theory is interpreted in the context of effective field theory as the low energy description of a more general UV completion. In low-energy hadron physics, such an approach is able to predict the existence of resonances (e.g. vector mesons) that actually exist in QCD. If one adopts such a view, the main difference between the chiral Lagrangian and the EH theory is the vanishing of the $O(p^4)$ coefficients, absent in EH. In strong interactions they are known to be mostly responsible for the presence of vector and scalar dynamically generated resonances. But in EH theory, in the pure gravity case, they vanish on-shell.

In the present setting, due to the presence of infrared singularities in the amplitudes, it is unavoidable to introduce an IR regulator $\mu$. This regulator plays the role of the scale separating soft (not detected) from hard gravi-

\(^1\) Quadrants I and II are the same than in the first Riemann sheet [10].
FIG. 1. From top to bottom, pole positions of $J = 0$, $J = 2$ and $J = 4$ partial waves. The color scales stand for $\mu/M_P$. The **Zero** points refer to a zero in the numerator of the Inverse Amplitude Method (mostly over the positive real axis); **RS 1**, **RS 1b** and **RS 2**, to poles on the quadrants I, II and IV; and **Zero**, to zeros on the quadrant I. Color in online version.
tons. In any case, because of the way it is introduced in the computations it is clear that $\mu \ll M_P$.

According to the results of the previous section, there are no causality breaking poles on the first Riemann sheet for low values of $\mu/M_P < 0.092$. There is a resonance on the second Riemann sheet, but its mass tends logarithmically to zero when $\mu/M_P \to 0$. Numerical instabilities prevent us from going to extremely low values for this ratio, but we find no evidence whatsoever that, in the limit where $\mu \ll M_P$, that is, in the physical region where the EH Lagrangian can be consistently interpreted as an effective theory, any resonance is present. In fact, as discussed in Appendix I, we find a scalar resonance similar to that found in [9] (graviball) at $\mu/M_P = 0.176$, but this value is well above the limit of applicability of the unitarized amplitudes based in the absence of ghosts in the first Riemann sheet which is $\mu/M_P < 0.092$.

In order to find a different result one should probably consider higher dimensional operators with non-zero coefficients. That means moving away from EH theory or, perhaps, consider the effect of matter fields coupled to gravity. As we have mentioned above, although in unitarized Chiral Lagrangian for low-energy hadron physics or in the effective theory treatment of the symmetry breaking sector of the Standard Model, the $O(p^4)$ terms may lead to resonances, this possibility is prohibited in gravity unless one wants to circumvent the symmetry principles behind general relativity.

In summary, we do not find strong enough evidence for the existence of a graviball in pure gravity, at least at sub-planckian scales, in EH theory understood as an effective low-energy theory for gravitation.
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FIG. 3. From top left, clockwise: plots of $\text{Im} \alpha_{IA}^{JM}$ for $\mu/M_P = 0.20, 0.17, 0.15, 0.10$. Notice the disappearance of the poles on the first Riemann sheet (quadrants I and II).

FIG. 4. From left to right, mass and width of the resonance on the IV quadrant (second Riemann sheet) as a function of $\mu/M_P$. Solid blue line, $J = 0$; dashed orange line, $J = 2$; and dotted green line, $J = 4$. Color in online version.

APPENDIX I: UNITARIZATION OF THE TREE LEVEL AMPLITUDE

If it were not for the one-loop elastic graviton scattering computation by Dunbar and Norridge [7], one could consider the possibility of unitarizing the tree level amplitude. For example, for the case $+++++, J = 0$ tree level partial wave $a_0^{(0)}(s)$, one could introduce the unitarized amplitude $a_0(s)$ defined by the simple formula:

$$a_0(s) = \frac{a_0^{(0)}(s)}{1 + \frac{a_0^{(0)}(s)}{\pi} \log \frac{-s}{\Lambda^2}}. \quad (34)$$
This partial wave shows an unitary RC and in the physical region fulfills elastic unitarity:

$$\text{Im } a_0(s) = |a_0(s)|^2. \quad (35)$$

However, this unitarization method introduces an arbitrary (typically UV) scale $\Lambda$ which is an artifact of this particular unitarization scheme. In any case, a proper definition of the tree level partial wave amplitude $a_0^{(0)}(s)$, requires the introduction of a genuine IR regulator (called $\mu$ in this work).

The $a_0(s)$ partial wave above can be extended to the second Riemann sheet by using $\textit{[16]}$:

$$a_0^{II}(s) = \frac{a_0(s)}{1 - 2ia_0(s)} \quad (36)$$

and one can seek for poles of this second Riemann sheet in the IV quadrant fulfilling:

$$a_0(s_0) + \frac{i}{2} = 0 \quad (37)$$

from which one gets the secular equation:

$$1 + \frac{a_0^{(0)}(s_0)}{\pi} \log \frac{-s_0}{\Lambda^2} - 2ia_0^{(0)}(s_0) = 0. \quad (38)$$

In $\textit{[9]}$ the authors used this method, adding some assumptions, to find a pole at $s_0 = (0.07 - i 0.20)\Lambda^2$ in the $J = 0$ channel which they claim is a pure gravitational resonance (graviball). However this claim is questionable for at least two reasons.

First, the position of the pole depends on the UV arbitrary scale $\Lambda$ which is an artifact of the unitarization method used, since pure elastic graviton scattering is UV finite up to one-loop. Second, independently of the $\Lambda$ value, the width associated to the pole is so large compared with its mass that hardly could it be considered a physical state in the usual sense.

In this work we are using a more robust unitarization method which does not require the introduction of arbitrary new UV scales but only the IR regulator $\mu$ already present in the perturbative computations before unitarization. Hence, it seems interesting to check if this pole in ref. $\textit{[9]}$ can be reproduced by using the method introduced in this work. Therefore we have looked for the closest pole we can find in our computations by minimizing the distant to their $s_0$ on the complex $s$ plane by varying our $\mu$ IR regulator. Thus we have found a pole at $s_0' = (0.23 - i 0.45)\Lambda^2$ corresponding to $\mu/M_P = 0.176$. However, for this $\mu$ value ghosts are present in the $J = 2$ and $J = 4$ channels, as it can be checked on fig. 6. In addition this $\mu/M_P$ value requires to define gravitons as those gravity excitations with a momentum larger than roughly a fifth of the Plank mass scale.

Also in $\textit{[9]}$ the authors claim the graviball is similar to the $\sigma$ particle in the context of low-energy hadron physics $\textit{[17]}$. It is true that this very broad $\sigma$ resonance can be obtained by using the unitarization method described in this appendix from the tree level Chiral Lagrangian result for the $J = 0$ channel for $\Lambda$ of the order of 1 GeV. However, this is not the case of the $\rho$ resonance in the $J = 1$ channel, which requires the introduction of additional information in the form of subtraction constants or chiral parameters like $l_1$ and $l_2$ (see for example $\textit{[15]}$).

**APPENDIX II: ONE LOOP CONTRIBUTION TO THE PARTIAL WAVES**

The tree level partial waves $a_0^{(0)}(s)$ were given in section $\textit{[IV]}$. The expressions for the $J = 0, 2, 4$ one loop $a_0^{(1)}(s)$ partial waves are:
FIG. 6. From top, anticlockwise: plots of $\text{Im} a_{0}^{JM}$ for $J = 0, J = 2$ and $J = 4$; $\mu/M_{P} = 0.176$.

\begin{align}
a_{0++-}^{(1)}(s) &= \frac{s^2}{4\pi M_P^4} \left[ \log^2 \frac{s}{\mu^2} \left( \frac{s}{\mu^2} \right) - \frac{\pi^2}{3} \log \frac{s}{\mu^2} + 2\zeta(3) + \frac{173\pi^2}{126} + \frac{1447}{720} \right] \\
a_{2++-}^{(1)}(s) &= \frac{s^2}{4\pi M_P^4} \left[ \log^2 \frac{s}{\mu^2} - 6 \log \frac{s}{\mu^2} + 9 \right] \frac{s}{\mu^2} + \left( 3 - \frac{\pi^2}{3} \right) \log \frac{s}{\mu^2} \\
&\quad + \pi^2 - 12 + 2\zeta(3) + \frac{173\pi^2}{630} - \frac{43}{2160} \\
a_{4++-}^{(1)}(s) &= \frac{s^2}{4\pi M_P^4} \left[ \log^2 \frac{s}{\mu^2} - \frac{25}{3} \log \frac{s}{\mu^2} + \frac{625}{36} \right] \frac{s}{\mu^2} + \left( \frac{115}{36} - \frac{\pi^2}{3} \right) \log \frac{s}{\mu^2} \\
&\quad + \frac{25}{18} \pi^2 - \frac{865}{54} + 2\zeta(3) - \frac{37\pi^2}{4158} + 4139 \\
a_{0+-+}^{(1)}(s) &= a_{2+-+}^{(1)}(s) = 0 \\
a_{4+-+}^{(1)}(s) &= \frac{s^2}{4\pi M_P^4} \left[ \frac{1}{2} \log^2 \frac{s}{\mu^2} - \frac{363}{140} \log \frac{s}{\mu^2} + \frac{1566947}{352800} \right] \frac{s}{\mu^2} \\
&\quad + \left( \frac{419017}{352800} - \frac{\pi^2}{6} \right) \log \frac{s}{\mu^2} + \frac{121}{280} \pi^2 - \frac{7015147}{1372000} + \zeta(2) - \frac{166097}{176400} \frac{s}{\mu^2} + \frac{80751073}{74088000} \\
a_{J++-}^{(1)}(s) &= a_{J+-+}^{(1)}(s),
\end{align}

where we have performed the substitution $\eta \to 2\mu^2/s$. 
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