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Abstract

The winds of ionized gas driven by Active Galactic Nuclei (AGN) can be studied through absorption lines in their X-ray spectra. A recurring feature of these outflows is their broad ionization distribution, including essentially all ionization levels (e.g., Fe1+ to Fe25+). This characteristic feature can be quantified with the absorption measure distribution (AMD), defined as the distribution of column density with ionization parameter $|dN/d\log \xi|$. Observed AMDs extend over $0.1 < \xi < 10^4$ (cgs), and are remarkably similar in different objects. Power-law fits ($|dN/d\log \xi| \approx N_1 \xi^n$) yield $N_1 = 3 \times 10^{21} \text{cm}^{-2} \pm 0.4 \text{dex}$ and $a = 0 - 0.4$. What is the source of this broad ionization distribution, and what sets the small range of observed $N_1$ and $a$? A common interpretation is a multiphase outflow, with a wide range of gas densities in a uniform gas pressure medium. However, the incident radiation pressure leads to a gas pressure gradient in the photoionized gas, and therefore to a broad range of ionization states within a single slab. We show that this compression of the gas by the radiation pressure leads to an AMD with $|dN/d\log \xi| = 8 \times 10^{21} \xi^{0.03} \text{cm}^{-2}$, remarkably similar to that observed. The calculated values of $N_1$ and $a$ depend weakly on the gas metallicity, the ionizing spectral slope, the distance from the nucleus, the ambient density, and the total absorber column. Thus, radiation pressure compression (RPC) of the photoionized gas provides a natural explanation for the observed AMD. RPC predicts that the gas pressure increases with decreasing ionization, which can be used to test the validity of RPC in ionized AGN outflows.
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1 INTRODUCTION

It is well established that Active Galactic Nuclei (AGN) drive winds of ionized gas (Reynolds 1997; Crenshaw et al. 1999). The outflows of the low luminosity AGN, the Seyfert galaxies, are readily observed through their rich X-ray and UV spectra (e.g. Maran et al. 1996; Kaspi et al. 2001), in which blue-shifted absorption lines allow for elaborate plasma diagnostics of the photo-ionized wind (for a review, see Crenshaw et al. 2003). Seyfert winds are typically flowing at low to moderate velocities of $v \lesssim 1000 \text{ km s}^{-1}$.

Although sensitivity and spectral resolution in the UV are superior to those in the X-rays, X-ray absorption spectra provide complete coverage of all ionization states, in contrast with UV absorption features which arise only from relatively low ionization gas. The underlying physical processes are absorption from inner atomic (K- and L-) shells at X-ray energies. Most notable is Fe, in which the full range of charge states from neutral to H-like Fe25+ can be (Behar et al. 2001), and is often (Sako et al. 2001) observed in X-ray absorption spectra of AGN.

Defining the ionization parameter in terms of the ionizing luminosity $L_{\text{ion}}$, gas density $n_{\text{H}}$, and distance from the ionizing source $r$:

$$\xi = \frac{L_{\text{ion}}}{n_{\text{H}} r^2},$$

Seyfert outflows can span up to five orders of magnitude in $\xi$ (Steenbrugge et al. 2003, 2005; Costantini et al. 2007; Holczer et al. 2007), namely $-1 < \log \xi < 4$, in cgs units. For practical modeling purposes, an AGN outflow is often crudely described in terms of several ionization and velocity components. UV spectra in particular typically resolve several outflow velocities (Kraemer et al. 2001a,b), for the most part below 1000 km s$^{-1}$. Some X-ray spectra of Seyferts also exhibit more than one velocity component (Detmers et al. 2011; Holczer & Behar 2012).

Common practice, thus, is to fit spectra with absorbing components in which the outflow velocities $v$ and the ionization parameters $\xi$ are discrete parameters of the model. Indeed, the literature includes models with distinct high and low ionization components, as well as discrete high and low velocities, which fit X-ray spectra of Seyfert outflows fairly well (e.g., Krongold et al. 2005;
Steinbrugge et al. 2009; Kaastra et al. 2012). Nonetheless, since in most cases the velocity range is small (often unresolved in X-rays), while the range in ionization is huge, we find it worthwhile to think of discrete velocity components, each having an internal ionization structure.

In order to characterize the ionization structure of an outflow, Holczer et al. (2007) defined an absorption measure distribution (AMD), which is the distribution of column density $N$ along the line of sight as a function of $\xi$:

$$\text{AMD} \equiv \left| \frac{dN}{d\log \xi} \right|$$  \hspace{1cm} (2)

Reciprocally, the total column density $N_{\text{tot}}$ can be expressed as an integral over the AMD. The AMD is the absorption analog of the emission measure distribution (EMD) widely used in the analysis of emission-line spectra. It provides a more complete representation of the ionization distribution than that of the more commonly used models of several ionization components each with a fixed $\xi$.

Behar (2009) highlighted that Seyfert outflows exhibit a broad and flat AMD, which is remarkably similar between different objects. A broad and flat ionization distribution is also suggested by the X-ray emission line spectrum of the Seyfert 2 galaxy NGC 1068, as analyzed by Brinkman et al. (2002, fig. 9 therein) and Kallman et al. (2014, fig. 11 therein). Behar (2009) showed that the broad AMD could either be due to a large-scale density profile in the flow of $n \propto r^{-1}$, such as in the MHD winds of Fukumura et al. (2010a,b), or alternatively, the broad AMD could be due to steep density gradients $n \propto x^{-1}$ inside a well-localized flow (e.g., cloud, where $x$ is the depth into the cloud). The most common interpretation of the outflow as a localized flow is the ‘thermal instability’ model (Krolik et al. 1981 and citations thereafter). In this model, the gas pressure $P_{\text{gas}} = 2.3nT/\mu m$, where $T$ is the gas temperature is such that a stable thermal equilibrium solution can be reached with more than one value of $T$. The different solutions, or ‘phases’, are assumed to co-exist in pressure equilibrium, each with its own $T$ and $\mu$.

However, as we show below, the values of $\xi$ observed in Seyfert outflows imply that the radiation pressure of the incident radiation $P_{\text{rad}} (= L_{\text{line}}/4\pi r^2c)$ is much larger than $P_{\text{gas}}$. Therefore, if the gas is not accelerating, the slab must develop a gradient in $P_{\text{gas}}$ to counteract the force of radiation, in contrast with the uniform $P_{\text{gas}}$ assumed by the ‘thermal instability’ model. This gas pressure gradient implies a sharp density gradient within a single localized slab. This local density gradient is inevitable, and is a general property of photoionized gas.

This hydrostatic compressing effect of radiation pressure has been incorporated in the Seyfert outflow models of Różańska et al. (2006) and Gonçalves et al. (2007), in models of H II in star-forming regions (Pellegrini et al. 2007; Draine 2011a; Verdolini et al. 2013; Yeh et al. 2013), and in models of AGN emission line clouds by Dopita et al. (2002), Groves et al. (2004), Stern et al. (2014, hereafter Paper I) and Baskin et al. (2014, hereafter Paper II). Różańska et al., Gonçalves et al., and Papers I and II showed that a slab compressed by radiation pressure indeed spans a very broad range of ionization states, as commonly observed in Seyfert outflows.

In this paper, we further show that radiation pressure compression produces a universal AMD, which is only weakly dependent on model parameters, and is insensitive to the uncertainties in radiation transfer calculations. We show that the predicted AMD is consistent with the observed AMD, and explains the small dispersion of the AMD between different objects. We emphasize that we do not attempt to produce a full kinematic model of Seyfert outflows, but rather show that independent of the exact kinematic model, the AMD has a universal shape. In the next Paper in this series (Baskin et al., in prep., hereafter Paper IV), we apply radiation pressure compression also to Broad Absorption Line Quasars.

The Paper is built as follows. In Section 2, we derive the AMD implied by radiation pressure compression, both by analytic approximation and by using full numerical radiative transfer calculations. In Section 3 we compare the derived AMD with available observations of Seyfert outflows. We discuss our results and their implications in Section 4, and conclude in Section 5.

2 THEORY

2.1 RPC – Conditions

Assume a body of gas, irradiated by an ionizing source far enough relative to its size so that the incoming radiation is plane-parallel. Additionally, assume that any processes on the dimensions perpendicular to the radiation have long enough timescales so that they can be disregarded, and the analysis can be done in one dimension. Also, assume that the gas can be treated as hydrostatic in its rest-frame, i.e. it is not significantly accelerated by the radiation. Now, if radiation is the dominant force applied to the gas in its rest-frame, then the hydrostatic equation takes the form

$$\frac{dP_{\text{gas}}}{dx} = \frac{F_{\text{rad}}(x)}{c}n_H\bar{\sigma}(x),$$  \hspace{1cm} (3)

where $F_{\text{rad}}(x)$ is the flux of the ionizing radiation $(1-1000\text{Ryd})$ at a certain depth $x$, and $\bar{\sigma}$ is the spectrum-averaged radiation pressure cross section per H-nucleon

$$\bar{\sigma} \equiv \frac{\int_{0}^{1000\text{Ryd}} (\sigma_{\text{abs}}(\nu) + \sigma_{\text{scat}}(\nu)) F_{\nu}d\nu}{\int_{1000\text{Ryd}}^{\infty} F_{\nu}d\nu},$$  \hspace{1cm} (4)

where $F_{\nu}$ is the flux density, and $\sigma_{\text{abs}}$ and $\sigma_{\text{scat}}$ are the absorption and electron scattering cross-section per H-nucleon, respectively. In the definition of $\bar{\sigma}$ we have disregarded a correction factor due to anisotropic scattering (see, e.g., Draine 2011b), which is of order unity. This simplification facilitates the use of $\bar{\sigma}$ also in the definition of the flux-averaged optical depth:

$$d\tau = n_H\bar{\sigma}dx.$$  \hspace{1cm} (5)

Using the definitions of $\tau$ and $P_{\text{rad}} (= F_{\text{rad}}(0)/c)$, we can replace $F_{\text{rad}}(x)/c$ in eq. 3 with $P_{\text{rad}}e^{-\tau}$. Therefore, the hydrostatic equation obtains the simple form

$$dP_{\text{gas}}(\tau) = P_{\text{rad}}e^{-\tau}d\tau,$$  \hspace{1cm} (6)

with the solution

$$P_{\text{gas}}(\tau) = P_{\text{gas,0}} + P_{\text{rad}}(1 - e^{-\tau}),$$  \hspace{1cm} (7)

where a subscript 0 denotes the value of a quantity at the illuminated surface.

Eq. 3 neglects non-thermal sources of isotropic pressure, such...
as magnetic pressure $P_{\text{mag}}$ and the pressure of the trapped line emission $P_{\text{line}}$. These terms are assumed to be small compared to $P_{\text{gas}}$. We address the effect of relaxing this assumption in the appendix. Also, the right hand side of eq. 3 should include a correction factor due to the pressure induced by non-ionizing photons. However, in dustless gas, as is probably the case in ionized AGN outflows (see below), the correction factor is of order unity and therefore we use eq. 3 as is. This correction factor, and the effect of anisotropic scattering, are incorporated in the numerical calculations below.

We define a slab as Radiation Pressure Compressed (RPC)\(^3\), if $P_{\text{gas}}$ increases significantly throughout the slab, i.e. $P_{\text{gas}}(\tau_{\text{tot}}) \gg P_{\text{gas,0}}$, where $\tau_{\text{tot}}$ is the total optical depth of the slab. Equation 7 shows that $P_{\text{rad}} \gg P_{\text{gas,0}}$ is a necessary condition for RPC. How does this condition relate to the ionization state of the gas? Using the definition of $\xi$ (eq. 1), the condition

$$
P_{\text{rad}} = \frac{P_{\text{gas,0}}}{B_{\text{gas,0}}} \frac{L_{\text{ion}}}{(4\pi r^2 c)} = \frac{1}{2.3 n_{\text{H,0}} k T_0} \gg 1 ,
$$

is equivalent to

$$
\xi_0 \gg 1.2 \frac{T_0}{10^4 K} ,
$$

where for mathematical brevity, we implicitly assume that the numerical value of $\xi$ is in cgs units. Now, $\xi / T$ is a monotonically increasing function of $\xi$ (see below). Therefore, the fact that Seyfert outflows commonly exhibit gas with $\xi \gg 1$ indicates that $P_{\text{rad}} \gg P_{\text{gas,0}}$ is a common property of Seyfert outflows.

For a slab with $\tau_{\text{tot}} \gg 1$ to be RPC, the $P_{\text{rad}} \gg P_{\text{gas,0}}$ condition is sufficient, as noted by Dopita et al. (2002), and Papers I and II. However, in slabs with $\tau_{\text{tot}} \lesssim 1$, such as ionized AGN outflows, $P_{\text{gas}}(\tau_{\text{tot}}) \approx P_{\text{gas,0}} + P_{\text{rad,0}}$, and therefore RPC also requires a minimum optical depth of

$$
\tau_{\text{tot}} \gg \frac{P_{\text{gas,0}}}{P_{\text{rad}}} .
$$

or equivalently

$$
\tau_{\text{tot}} \gg 1.2 \frac{T_0}{10^4 K} \xi_0^{-1}. \tag{11}
$$

Equation 11 emphasizes that in gas with $\xi \gg 1$, absorption of only a small fraction of the radiation is sufficient to compress the gas, indicating that it is likely that Seyfert outflows are RPC.

### 2.2 RPC – Slab structure

What is the $P_{\text{gas}}$ and $\xi$ structure of an optically thin RPC slab? The value of $P_{\text{gas}}$ on the back side of an RPC slab can be approximated as

$$
P_{\text{gas}}(\tau_{\text{tot}}) = P_{\text{gas,0}} + 2 P_{\text{rad}} \tau_{\text{tot}} \approx P_{\text{gas,0}} \tau_{\text{tot}} = \frac{L_{\text{ion}}}{4 \pi r^2 c} \tau_{\text{tot}} . \tag{12}
$$

To derive the full $P_{\text{gas}}$ and $\xi$ structure of an RPC slab we use CLOUDY (version 13.03, Ferland et al. 2013a). CLOUDY divides the slab into ‘zones’, and solves the local thermal equilibrium and local ionization equilibrium equations for a given $P_{\text{gas}}$ in each zone, where each consecutive zone is subject to the attenuated radiation from the previous zone. We use the ‘constant pressure’ flag in CLOUDY (Pellegrini et al. 2007), which implies that CLOUDY calculates $P_{\text{gas}}$ in each zone from the condition of hydrostatic equilibrium (eq. 3). Also, we turn off the pressure induced by the trapped emitted radiation in the calculation, and refer to the effect of this pressure term in the appendix.

We note that there are several other available codes capable of solving the ionization state and slab structure of ionized AGN outflows. In the appendix we compare the CLOUDY results with an analysis using XSTAR (Kallman & Bautista 2001, Różańska et al. 2006) used TITAN (Dumont et al. 2000), in which the slab solving scheme enables selecting between different possible $T$ in zones where the solution to the thermal equilibrium equation is multi-valued, in contrast with the scheme in CLOUDY which leads to a single solution only. A comparison with the analysis of Różańska et al. appears in the discussion.

The input parameters of the CLOUDY calculation are as follows. At $\langle h\nu \rangle < 1$ Ryd we use the standard AGN SED described in Paper I. The spectral slope of the ionizing radiation at 1 Ryd – 2 keV is parametrized by $\alpha_{\text{ion}} (L_v \propto \nu^\alpha)$. We assume a power law with index $-1$ at 2 – 200 keV (Tueller et al. 2008; Molina et al. 2009) and a cutoff at larger frequencies. We use the default solar composition in CLOUDY, with the abundances scaled with the metallicity parameter $Z$. The non-linear scaling of Helium and Nitrogen are detailed in Paper I. Models in this section are dust-free, the effect of dust grains is addressed below.

Figure 1 plots an example of the structure of a RPC slab versus $N$, the Hydrogen column density measured from the illuminated surface. We assume an ionization parameter at the slab surface $\xi_0 = 10^4$, a total column density of $N_{\text{tot}} = 5 \times 10^{22} \text{ cm}^{-2}$, and the $r$, $\alpha_{\text{ion}}$, and $Z$ noted in the figure. The value of $r$ scales as $r^{1/2}$.
where \( L_{\text{rad}} = 10^{45} L_{\odot} \text{ erg s}^{-1} \), since the models are mainly sensitive to \( F_{\text{rad}} \), rather than directly to the value of \( r \). The dependence of the slab structure on these five parameters is discussed below. The top-left panel shows the mass property of RPC. The value of \( P_{\text{gas}} \) increases by a factor of 50 from \( N = 0 \) to \( N = N_{\text{tot}} \), due to the absorption of radiation momentum (eq. 7). The top-right panel shows that the increase in \( P_{\text{gas}} \) is accompanied by a drop in \( T \), since generally \( T \) decreases with decreasing \( P_{\text{rad}}/P_{\text{gas}} \) (see Chakravorty et al. 2009 for a recent analysis of \( T \) vs. \( P_{\text{rad}}/P_{\text{gas}} \)). The combined increase in \( P_{\text{gas}} \) and drop in \( T \) implies an increase by a factor of 7000 in \( n_{\text{H}} \) (bottom-left panel).

The lower-right panel shows the \( \xi \) structure of the RPC slab, which spans a large dynamical range (\( -1 < \log \xi < 4 \)), as previously noted by Różańska et al. (2006). We note that in the calculation of \( \xi \), we take into account both the change in \( n_{\text{H}} \) and the absorption of ionizing photons. At \( 0 < N < 4 \times 10^{22} \text{ cm}^{-2} \), where only 50% of the ionizing energy is absorbed by the slab, \( \xi \) drops from the assumed \( \xi_0 = 10^4 \) to \( 1.2 \) due to the increase in \( n_{\text{H}} \) seen in the bottom-left panel. This range of \( \xi \), in layers which do not significantly absorb the radiation, is a unique property of RPC, and is in contrast with the constant \( \xi \) expected in constant density models.

The bottom-right panel of Fig. 1 also suggests that the AMD in a RPC slab is flat, since \( N \) vs. \( \log \xi \) has a roughly constant slope, i.e. a constant \( |dN/d\log \xi| \), or a flat AMD. In the following sections we examine this flatness of the AMD, and its dependence on model parameters. A flat AMD is a result of a density profile of the form \( n_{\text{H}} \propto x^{-1} \) (Behar 2009: the physical depth into the cloud \( x \) was denoted there by \( \delta r \)). The \( n_{\text{H}} \propto x^{-1} \) profile is evident in the bottom-left panel of Fig. 1, which shows that \( d \log n_{\text{H}} \propto dN \), implying that

\[
\frac{d \log n_{\text{H}}}{dx} \propto \frac{dN}{dx} = n_{\text{H}} \,,
\]

hence \( dn_{\text{H}}/dx \propto n_{\text{H}}^2 \), the solution of which is \( n_{\text{H}} \propto x^{-1} \).

We are not aware of any other physical mechanism, which produces a similar \( n_{\text{H}} \propto x^{-1} \) structure. In particular, turbulence in the interstellar medium (ISM) also creates density gradients over a wide range of densities. However, its typical density variations are quite different than \( n_{\text{H}} \propto x^{-1} \). ISM variations generally follow the Kolmogorov (1941) power spectrum for non-magnetic incompressible turbulence of \( P(k) \propto k^p \) with \( p = 11/3 \), which implies a density scaling of \( n_{\text{H}} \propto x^{(p-3)/2} = x^{1/3} \), which indeed is quite different from the RPC scaling of \( n_{\text{H}} \propto x^{-1} \). For more details see Behar (2009).

### 2.3 RPC – The Absorption Measure Distribution

What is the AMD expected in RPC gas? We first present the numerical calculation of the AMD by CLOUDY. Then, in order to gain physical insight on the properties of the calculated AMD, we present an approximate analytic solution.

#### 2.3.1 Numerical evaluation

To derive the AMD from the CLOUDY calculation, we subsample the CLOUDY zones into bins of 0.25 dex in \( \xi \) (each zone has a single \( n \) and therefore a single \( \xi \) and calculate the AMD = \( \Delta N/0.25 \) by summing \( \Delta N \) of all zones in the same \( \xi \)-bin. This sampling is sufficient since it has higher resolution than the resolution of 0.5–1 dex achievable by current observations (see below). Figure 2 plots the implied AMD for the RPC model shown in Fig. 1. Note that at \( \xi < 1 \) the absorption of the ionizing continuum is significant, and therefore layers with \( \xi < 1 \) in a RPC slab are not entirely equivalent to slabs with the same \( \xi \) at their illuminated surface, due to the difference in the incident spectrum.

The AMD in the RPC model is flat, with a value remaining in the range of \( 10^{21.5} - 10^{23.5} \text{ cm}^{-2} \) over a factor of 10 in \( \xi \). This flatness can be quantified by approximating the calculated AMD as a power-law, \( dN/d\log \xi \propto N_1 \xi^2 \). The best fit power law is

\[
\frac{dN}{d\log \xi} \bigg|_{\text{numeric}} = 7.6 \times 10^{21} \xi^{0.03} \text{ cm}^{-2} \,.
\]

#### 2.3.2 Analytic approximation

The differential equation for the AMD can be derived from the equation of hydrostatic equilibrium (eq. 6). It is instructive to introduce the pressure ionization parameter, \( \Xi \equiv P_{\text{rad}}/P_{\text{gas}} \equiv \xi/9.2 \pi c k T \). In these units, the RPC conditions (eqs. 8 and 10) have the simple form

\[
\Xi_0 \gg 1 \,,
\]

and

\[
\xi_{\text{tot}} \gg \Xi_0^{-1} \,. \tag{16}
\]

On the illuminated side of the absorber, where the optically thin limit \( e^{-\tau} \sim 1 \) holds, eq. 6 can be expressed as

\[
d \left( \frac{1}{\Xi} \right) = d\bar{\tau} \,.
\]

With some algebra, we get

\[
\frac{d\bar{\tau}}{d\log \Xi} = \Xi^{-1} \,. \tag{18}
\]

Since \( |d\bar{\tau}/d\log \Xi| \) is the fraction of the energy and momentum absorbed at each decade of \( \Xi \), and in RPC gas \( \Xi \gg 1 \) (eq. 15), eq. 18 implies that the gas layer with \( \log \Xi \sim 2 \), for example, will absorb 1% of the radiation, the layer with \( \log \Xi \sim 1 \) will absorb 10% of the radiation, and a significant fraction of the radiation will only be absorbed at \( \log \Xi \sim 0 \), i.e. when \( P_{\text{gas}} \approx P_{\text{rad}} \).

The AMD, \( |dN/d\log \xi| \), is closely related to \( |d\bar{\tau}/d\log \Xi| \). Replacing \( d\bar{\tau} \) with \( \sigma dN \) and \( \Xi \) with \( \xi/(9.2 \pi c k T) \) in eq. 18 we get

\[
\sigma dN \bigg|_{\log \frac{\xi}{T}} = 9.2 \pi c k \frac{T}{\xi} \,.
\]

Now, since

\[
\frac{d\log \xi}{T} = \left( 1 - \frac{d\log T}{d\log \xi} \right) d\log \xi \,.
\]

we get that in RPC

\[
\text{AMD} \equiv \left| \frac{dN}{d\log \xi} \right| = 9.2 \pi c k \frac{T}{\sigma} \left( 1 - \frac{d\log T}{d\log \xi} \right) \Xi^{-1} \,.
\]

Equation 21 shows that the AMD in RPC gas is inversely proportional to \( \sigma \), as expected. Also, it is proportional to \( T/\xi \) (\( \propto \Xi^{-1} \)), because a smaller fraction of the radiation is absorbed at higher \( \Xi \).

---

4 We define \( \Xi \) as in Dopita et al. (2002) and in Paper I, which implies a factor of 2.3 smaller value than the definition in Krolik et al. (1981).
constant density, $\xi_0 = 10^4$, $N_{\text{tot}} = 10^{23}$

$\xi_0 = 10^4, N_{\text{tot}} = 10^{23}$

Figure 2. The Absorption Measure Distribution of the RPC slab shown in Fig. 1 (thick solid line) vs. that of 12 constant density slabs (dashed lines), with different $\xi_0$ and $N_{\text{tot}}$. AMDs are derived from the CLOUDY solution of the slab structure, using bins of 0.25 dex in $\xi$. All models have $\tau(0.5 – 1.5\text{keV}) < 1$, as required by observations. The AMD in the RPC model is flat, and spans a large range of $\xi$. Conversely, most constant density models have a single $\xi$ throughout the slab. Only models with sufficient $N_{\text{tot}}$ to absorb a significant fraction of the ionizing radiation span a (small) range of $\xi$. In order to reproduce an AMD with a large range of $\xi$ with constant density models, an ad-hoc tiling of several slabs with different $\xi$ and specific $N_{\text{tot}}$ would be required. The thin solid line plots eq. 24, a semi-analytic approximation of the AMD at $1 < \xi < 3000$ in the RPC model.

(eq. 18). The last term comes from the factor of $T$ difference between $\xi$ and $\Xi$. The AMD will be small at $\xi$ where $T$ decreases rapidly with decreasing $\xi$.

Is there a solution where $(1 – \log T/\log \xi) \leq 0$ and the AMD is formally zero or negative? The nature of such solutions can be understood by noting that $(1 – \log T/\log \xi) = (1 + \log T/\log \Xi)^{-1}$. Since gas with $\log T/\log \Xi < 0$ is thermally unstable (Krolik et al. 1981), then all solutions with $(1 – \log T/\log \xi) < 0$ are excluded. However, if $T$ has two stable values for a given $\Xi$, then a transition between the two branches of the solution implies a $T$-discontinuity, or $\log T/\log \Xi \to \infty$, which implies $1 – \log T/\log \xi \to 0$. Therefore, a $T$-discontinuity (sometimes called a ‘thermal front’) will appear as a range of $\xi$ which has a null AMD.

Equation 21 can be further simplified if $\sigma$ and $T$ are approximated as power laws in $\xi$:

$$T(\xi) = T(1)\xi^{p}, \quad \sigma(\xi) = \sigma(1)\xi^{-q},$$

(22)

where $T(1)$ and $\sigma(1)$ are the values of $T$ and $\sigma$ at $\xi = 1$, and $p, q$ are constants. In Appendix A, we address the validity of this approximation by comparing it with the full CLOUDY numerical calculation of $\sigma(\xi)$ and $T(\xi)$. Using eq. 22 in eq. 21, we obtain a power-law form for the AMD:

$$\left| \frac{dN}{d\log \xi} \right| = N_1 \xi^a$$

$$N_1 = 1.2 \frac{1}{\sigma(1) 10^4 K} \frac{T(1)}{(1-p)} \text{cm}^{-2}$$

$$a = p+q-1$$

(23)

Eq. 23 implies that if $p+q \approx 1$, then the AMD will be flat.

One can obtain a rough estimate of $p$ by noting that $T$ equals the Compton temperature $T_C (= 4 \times 10^4 \text{K}$ for our assumed SED) when the gas is fully ionized (i.e. at $\xi \gtrsim 10^4$), while $T \approx 10^4 \text{K}$ near the transition between ionized and neutral gas (i.e. at $\xi \lesssim 10^2$), suggesting that $p \sim (6.6-4)/(4-0) = 0.65$. On the other hand, $q$ depends on the source of opacity. If the opacity is dominated by a single bound-free edge, then photoionization equilibrium in ionized gas implies $\sigma_{\text{HI}} \propto n_{\text{HI}}^{-1}$, and hence $\sigma \propto n_{\text{HI}} \propto \xi^{-1}$, i.e. $q = 1$. In contrast, if electron scattering dominates the opacity, $\sigma$ is independent of $\xi$ and therefore $q = 0$. In practice, the dominant source of absorption is H I at low $\xi$, metal edges at intermediate $\xi$, and electron scattering at high $\xi$ where the gas is fully ionized. Therefore, we expect $q$ to have some intermediate value between 0 and 1.

In appendix A we show that the CLOUDY calculation of the model shown in Figs. 1–2 suggests that $T(\xi)$ and $\sigma(\xi)$ can be approximated as power-laws between $1 < \xi < 3000$, with $T(1) = \ldots$
$10^{4.2}$ K, $\sigma(1) = 10^{-22}$ cm$^2$, $p = 0.5$ and $q = 0.6$. Using these values in eq. 23, we find

$$\frac{dN}{d\log \xi} \mid_{\text{semi-analytic}} = 8.3 \times 10^{31} \xi^{0.1} \text{ cm}^{-2},$$

i.e. a flat AMD, since $p + q \approx 1$. The expression in eq. 24 is shown in Fig. 2, spanning the range of $\xi$ on which it was derived. It can be seen that it is very close to the result of the detailed numerical calculation (see also eq. 14). At $\xi > 300$, the analytic AMD somewhat overestimates the numerical calculation, because at these $\xi$ the opacity is dominated by electron scattering, and therefore non-ionizing radiation contributes significantly to the compression of the gas, a term which we neglected in the analytic approximation.

### 2.4 Comparison of the AMD in RPC with the AMD in constant density models

Fig. 2 also shows the AMD of constant density models. The constant density models are calculated for a range of $N_{\text{tot}}$ and $\xi_0$, under the requirement that the optical depth at $0.5 - 1.5$ keV is $< 1$, as implied by observations (Reynolds 1997). Other model parameters are identical to the RPC model. It can be seen that optically-thin constant-density models have a single $\xi$ throughout the slab, as expected since both $n_H$ and the ionizing flux do not change within the slab. Only models with sufficient $N_{\text{tot}}$ to absorb a significant fraction of the ionizing radiation span some range of $\xi$ values. In constant density models with $\xi_0 = 10^4$, significant absorption occurs at $N \geq 10^{24}$ cm$^{-2}$, in $\xi_0 = 100$ at $N \geq 10^{23}$ cm$^{-2}$ (not shown, due to large $\tau$ at 1 keV), and in $\xi_0 = 10$ at $N \geq 10^{21}$ cm$^{-2}$. Therefore, a single constant-density model cannot span a large range of $\xi$ unless it is optically thick, and if it is optically thick, the AMD will be much steeper than observed. In order to reproduce the observed broad and flat AMD with constant density models, an ad-hoc tiling of several optically thin slabs with different $\xi$ and specific $N_{\text{tot}}$ would be required. In contrast, a single optically thin RPC slab creates a broad and flat AMD.

### 2.5 How does the AMD depend on model parameters?

In this section, we show that in RPC, $N_1$ and $a$ only weakly depend on model parameters, implying that $N_1$ and $a$ are robust predictions of RPC.

#### 2.5.1 AMD versus $\xi_0$ and $N_{\text{tot}}$

Panel a of Figure 3 shows the dependence of the AMD on $\xi_0$. It can be seen that the value of $\xi_0$ determines the maximum $\xi$ spanned by the AMD. However, at $\xi < \xi_0$, the AMD is practically independent of $\xi_0$. What causes this behavior? The model with $\xi_0 = 10^5$, for example, includes a layer with $10^4 < \xi < 10^5$ which does not exist in the $\xi_0 = 10^3$ model. Since this additional layer is optically thin, it does not significantly affect the solution at $\xi < 10^3$. Therefore, the $\xi_0 = 10^3$ and $\xi_0 = 10^5$ models have similar solutions at $\xi < 10^3$.

Note the drop in the AMD at $\xi > 10^{4.5}$. At these $\xi$, the gas is fully ionized (the dominant Iron ionization state is Fe$^{+26}$), and therefore it is unobservable in absorption, since it does not create discrete absorption features in the observed spectrum. We further discuss this fully ionized layer below.

Panel b of Fig. 3 shows the dependence of the AMD on $N_{\text{tot}}$. The value of $N_{\text{tot}}$ determines the minimum $\xi$ spanned by the AMD. A model with $N_{\text{tot}} = 10^{22}$ cm$^{-2}$ will have only $\xi > 1000$ gas layers, while a model with $N_{\text{tot}} = 10^{23.7}$ cm$^{-2}$ will span $0.1 < \xi < 10^4$. However, the AMD at $\xi$ higher than the minimum $\xi$ is independent of $N_{\text{tot}}$.

Therefore, Fig. 3 implies that $\xi_0$ and $N_{\text{tot}}$ have no effect on $N_1$ and on $a$. Rather, they only determine the starting point and end point on the universal AMD solution.

#### 2.5.2 AMD versus metallicity

Panel a in Figure 4 shows the dependence of the AMD on $Z$, for $Z$ typical of the narrow line region in AGN (Stern & Laor 2013). The AMD scales as $Z^{-1}$ at $1 < \xi < 300$. This trend is related to the increase of $\sigma$ with $Z$ at $\xi$ where metals dominate the opacity, which decreases the AMD (eq. 21). At $\xi > 300$, two $T$-discontinuities appear in the AMD with increasing $Z$. The dependence of the $T$-discontinuity on model parameters is briefly discussed in the next section. At $\xi < 1$, where H and He dominate the opacity, the AMD is independent of $Z$. 
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implies that the AMD drops as $r^{-2}$.

2.5.4 AMD versus $\alpha_{\text{ion}}$

Panel e in Fig. 4 shows the dependence of the AMD on $\alpha_{\text{ion}}$ for the range of slopes expected in AGN (see Paper II). Flatter $\alpha_{\text{ion}}$ generally have higher AMDs at $\xi > 30$, and hence eq. 21 implies that the AMD drops as $\xi^{-1}$, as seen in the left panel of Fig. 3.

Eq. 23 can also be used to derive the column density of this fully ionized layer:

$$\xi > 10^{4.5}$$

$$N_{\xi>10^{4.5}} = \int_{4.5}^{\infty} \frac{dN}{d\log \xi} d\log \xi$$

$$= \int_{4.5}^{\infty} 2 \times 10^{22} \frac{T_{C}}{10^{6} \text{ K}} \left( \frac{\xi}{10^{4.5}} \right)^{-1} d\log \xi$$

$$\xi \rightarrow 0.8 \times 10^{22} \frac{T_{C}}{10^{6} \text{ K}} \text{ cm}^{-2} .$$

Since this fully ionized layer is unobservable, eq. 27 implies that current estimates of $N_{\text{tot}}$ in Seyfert outflows could be underestimated by up to $10^{22} \text{ cm}^{-2}$.

Note that eq. 27 suggests that electron scattering alters the state of the gas already at $N = 10^{22} \text{ cm}^{-2}$, where the optical depth is merely $\approx 0.01$. This non-intuitive value originates from the fact that fully ionized gas must have $\xi > 10^{4.5}$, which for $T_{C} = 4 \times 10^{6} \text{ K}$ is equivalent to $P_{\text{gas}} < 0.01 P_{\text{rad}}$. Hence, 1% of the radiation momentum is sufficient to compress the gas so that it will not be fully ionized.

3 COMPARISON WITH OBSERVED AMD

In Figure 5 we compare the AMD expected in RPC with available observations. The error-bars in the top panel denote all AMDs currently measured, the five objects from Behar (2009) and NGC 3516 from Holczer & Behar (2012). In objects where the absorption has several orders of magnitude than the values shown in Fig. 4, much higher $n_{\text{H}}$ would be required in order to obtain the observed $\xi$, and free-free absorption would become significant (Różańska et al. 2008), which would in turn affect the AMD. However, the narrow line profiles observed in X-ray outflows suggest the gas is farther out than this high-$n_{\text{H}}$ regime, i.e. the outflows are in the low-$n_{\text{H}}$ regime, where the AMD is independent of $r$.

Note that eq. 27 suggests that electron scattering alters the state of the gas already at $N = 10^{22} \text{ cm}^{-2}$, where the optical depth is merely $\approx 0.01$. This non-intuitive value originates from the fact that fully ionized gas must have $\xi > 10^{4.5}$, which for $T_{C} = 4 \times 10^{6} \text{ K}$ is equivalent to $P_{\text{gas}} < 0.01 P_{\text{rad}}$. Hence, 1% of the radiation momentum is sufficient to compress the gas so that it will not be fully ionized.

5 Including geometric dilution of the radiation with $r$ in the analysis can only decrease the upper limit on $N_{\xi>10^{4.5}}$. 
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Figure 5. Absorption Measure Distribution of RPC gas, compared to observations. Data points in the upper panel mark the measured AMD of six objects. The solid line denotes the CLOUDY calculation of the AMD in a single RPC slab, from Fig. 2. For clarity, dashed lines in the lower panel show power-law fits to the measured AMD data of each object, excluding upper limits. The thick black dashed line is the power-law fit to the measurements of all objects combined. The average observed AMD slope is in excellent agreement with the predicted slope, while the predicted AMD normalization is higher by a factor of 2.5 than the observed average normalization. This general agreement between the AMD predicted by RPC and the observations, with no free parameters, strongly suggests that ionized AGN outflows are RPC. The CLOUDY calculation does not predict the observed discontinuity at $\xi \approx 20$.

We emphasize here that the AMD is measured from column densities of Fe ions, and therefore the conversion to the H-column density shown in Fig. 5 depends on the assumed Fe/H. The observed AMDs were derived using the Asplund et al. (2009) abundances, which have Fe/H= $10^{-4.5}$, similar to the Fe/H= $10^{-4.55}$ used in the $Z=Z_\odot$ CLOUDY models.

The observed AMDs have several common features described in Holczer et al. (2007) and in Behar (2009). Most AMDs exhibit a bin consistent with no column at $\xi \approx 20$, with NGC 7469 exhibiting a drop at somewhat higher values of $\xi = 55$. Except the null bin, the AMDs are broad and flat, with $dN/d\log \xi$ spanning a range of only $0.1 \text{--} 1.6 \text{ dex}$ over a range of $10^5$ in $\xi$. Behar (2009) quantified this behavior by fitting the observations with power-laws, $AMD \propto N_1 \xi^a$, excluding the drop (see table 1 there). The AMD of NGC 3516, which was measured later, is best-fit with $N_1 = 3 \times 10^{21} \text{ cm}^{-2}$ and $a = 0.12$. These fits are shown as dashed lines in the bottom panel of Fig. 5. The AMDs are remarkably similar, with all fit power-laws slopes in the range $0 < a < 0.4$. Also, the dispersion in the value of $dN/d\log \xi$ between different objects is $< 0.4 \text{ dex}$ in all $\log \xi$ bins. Note however that a larger and more well-defined sample is required to derive a more robust estimate of these dispersions.

Fig. 5 also plots the AMD derived by CLOUDY shown in Fig. 2. Excluding the drop, the predicted AMD agrees with most of the observations to within a factor of three to five, where the predicted AMD tends to higher values than the observations. We note that
despite the systematic offset between the prediction and the observations, the weak dependence of the predicted $N_1$ and $a$ on model parameters ($\S 2.5$) is consistent with the small dispersion in the observations.

The bottom panel also shows the power-law fit to all objects combined (thick dashed line), which is

$$\frac{dN}{d\log \xi}_{\text{observed}} = 3 \times 10^{21} \xi^{0.05} \text{ cm}^{-2}.$$  \hspace{0.5cm} (28)

The average observed $a$ is in excellent agreement with the value of $a$ calculated by CLOUDY, while the predicted $N_1$ is higher by a factor of 2.5 than the average observed $N_1$ (compare eq. 28 with eq. 14). This discrepancy between the observed and calculated AMD normalization is comparable to the discrepancy between the AMD calculated by CLOUDY and XSTAR (appendix C), which is probably either due to differences in the metal lines used by the two codes, or due to differences in the recombination rate coefficients. Furthermore, Goosmann et al. (2011) compared the Fe column densities in an RPC slab calculated with TITAN to observations of NGC 3783, and do not find a systematic offset, further supporting the possibility that the $N_1$ offset is due to a difference in the radiation transfer codes.

The fact that RPC reproduces the typical observed $a$, and the typical observed $N_1$ to within a factor of three, without any free parameters, strongly suggests that ionized AGN outflows are RPC. This is the main conclusion of this paper.

### 3.1 The $T$-discontinuity

The observations show a $T$-discontinuity centered at $\xi \approx 20$, which span a decade in $\xi$, and corresponds to $T = 10^{4.5} - 10^5$ K. This discontinuity is clearly absent from the CLOUDY calculation. Much narrower $T$ discontinuities are predicted at $\xi = 400$ and $\xi = 4000$ in the $Z = 2Z_\odot$ and $Z = 4Z_\odot$ models shown in Fig. 4. These discontinuities are actually also present in the $Z = Z_\odot$ model (see Fig. 1, at $N = 0.3 \times 10^{22}$ cm$^{-2}$ and $N = 1.1 \times 10^{22}$ cm$^{-2}$), though their width in $\xi$ is below our chosen resolution of 0.25 dex, and therefore they are not apparent in Fig. 4. All the predicted discontinuities are below the $\xi$ sensitivity of the observations, and thus even if they exist, are unlikely to be observed. However, why is the observed decade-wide discontinuity at $\xi \approx 20$ not reproduced by CLOUDY?

The $T$-discontinuity is usually associated with a thermal instability (Holczer et al. 2007, Hess et al. (1997), Chakravorty et al. (2008, 2009, 2012), and Ferland et al. (2013b) showed that the existence and properties of the thermal instability are highly sensitive to the assumed model parameters, and to the details of the atomic physics used in the code. Specifically, Hess et al. (1997) showed the sensitivity of the instability to the Fe abundance, and Chakravorty et al. (2012) showed the sensitivity of the instability to the exact shape of the ionizing continuum, which here we simplified as a single power-law with index $\alpha_{\text{ion}}$. Moreover, Goosmann et al. (2011, see also Goosmann et al., in prep.), do obtain an unstable region around $T \approx 10^5$ K using a more complex incident spectrum between 1 Ryd and 2 keV, and a different radiation code (TITAN). They also obtain instabilities at higher $T$, perhaps similar to those found by CLOUDY. Therefore, the $T$-discontinuities are not robust predictions of the CLOUDY calculation. We refer the reader to the mentioned papers and to Róžańska et al. (2006) for a full discussion. Here, we only note that the $T$-discontinuity depends on the local microphysics of the cooling-heating equilibrium, and not on the overall slab structure, which is the main prediction of RPC.

### 3.2 AMD vs. dust content

All the calculations above assume that the ionized AGN outflows have no embedded dust grains. What is the effect of grains on the AMD?

In Figure 6 we compare the predicted AMDs of slabs with different ratios of dust mass to metal content ($d/m$), where the ratio is indicated relative to the grain to metal ratio in the ISM. We use the ISM grain model available in CLOUDY, which includes graphite and silicate components with a size distribution and abundance appropriate for the ISM of the Milky Way. In order to conserve the total metals mass, in these dusty CLOUDY models we reduce the metals depletion on to grains by a factor of $d/m^6$.

The spectrum-averaged opacity of the dust grains is $10^{-21} d/m^2$, which implies that for $d/m = 1$, the dust opacity exceeds the gas opacity at an ionization parameter of $U > 0.01$ (Netzer & Laor 1993), equivalent to $\xi > 0.3$ for our assumed $\alpha_{\text{ion}} = -1.6$. Conversely, in dustless gas, $\sigma < 10^{-22}$ cm$^2$ at $\xi > 1$ and $\sigma < 10^{-23}$ cm$^2$ at $\xi > 30$ (app. A), implying that for $d/m = 0.1$, dust dominates $\sigma$ at $\xi > 1$, while for $d/m = 0.01$ dust dominates $\sigma$ at $\xi > 30$. When the grains dominate $\sigma$, $\sigma$ is independent of $\xi$, i.e. $q = 0$, compared to $q = 0.6$ when the gas dominates $\sigma$ ($\S 2.3.2$). The difference of 0.6 in $q$ implies that the AMD slope should be lower by 0.6 (eq. 23), and therefore we expect the AMD to drop with $\xi$. This drop is clearly seen in the dusty models shown in Fig. 6. In contrast, when the gas dominates $\sigma$, $\sigma$ decreases with $\xi$ and the AMD is flat.

Figure 6 also shows the mean power-law fit to the observed AMDs from Fig. 5. The observed AMD remains flat up to the highest $\xi$ detected, implying strict upper limits on the dust content within the absorbing gas. Gas layers with $\xi > 100$ are completely devoid of dust ($d/m < 0.01$), while at $3 < \xi < 100$ the observed AMD implies $d/m < 0.1$. Only in layers with $\xi \lesssim 1$ the AMD is possibly consistent with an ISM-like dust content, although there too, dust is not required.

### 3.3 Fast outflowing components

The AMDs shown in Fig. 5 are the AMDs of the slow component in each object. Some AGN show additional absorption components with higher $v$, with distinctly different AMDs. Examples include the $-1900$ km s$^{-1}$ component in MCG-6-30-15 (Sako et al. 2003; Holczer et al. 2010), the $-2600$ and $-4000$ km s$^{-1}$ components in NGC 3516 (Holczer & Behar 2012), the $v = -1900$ km s$^{-1}$ and $v = -4500$ km s$^{-1}$ components of NGC 4051 (Steinbrugge et al. 2009), and also the fastest component of Mrk 509 ($v = -770$ km s$^{-1}$, Detmers et al. 2011). The low and intermediate ionization states are clearly absent in these high-$v$ components, and the column densities at log $\xi \approx 3.5$ tend to be $\approx 10^{22}$ cm$^{-2}$. These relatively narrow AMDs, with $dV/d\log \xi$ much larger than expected from RPC, indicate that these high-$v$ components were not compressed by radiation pressure, despite their high $\xi$ indicating that $P_{\text{rad}} \gg P_{\text{gas}}$ (eq. 9). If radiation pressure did not compress the gas in these fast components, these components are most likely accelerating, which might be related to their high velocity and short lifetime along the line of sight (Holczer & Behar 2012).

6 Some of the small silicates reach temperatures which are above their sublimation temperature at the smaller radii in the simulations. We disregard this complication, which should not affect our conclusions.
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is possible in layers with $T > 10^{4.5}$ K (section 4.1.2 in Paper I), which corresponds to gas layers with $\xi > 5$.

However, some AGN with X-ray absorbers show signs of dust along the line of sight in their optical and X-ray spectra. Brandt et al. (1996) note $E_{\text{B-V}} > 0.3$ in IRAS 13349+2438, while Reynolds et al. (1997) note $E_{\text{B-V}} = 0.61 - 1.09$ in MCG-6-30-15. Also, Lee et al. (2001, 2003) find dust absorption features in the X-ray spectra of these objects, though this result is disputed by Sako et al. (2003). This dust must be associated with gas at some $\xi$. As Fig. 6 and theoretical considerations exclude the existence of dust in layers of AGN outflows that have high $\xi$, dust in the outflows is likely associated with gas with $\xi \approx 0.1 - 1$, as suggested by Kraemer et al. (2000) and Ballantyne et al. (2003). Another possibility is that dusty gas with $N \approx 10^{21}$ cm$^{-2}$ resides in a distinct absorbing component on the host galaxy scale, where $r$ is large enough so that $t_{\text{sputtering}}$ is too long for efficient grain destruction.

4.4 Open questions

4.4.1 Confinement at the shielded side

The RPC solution is valid for a non-accelerating outflow. What then counteracts the outward force of the radiation $P_{\text{rad}}$? If the outflow is plowing into a stationary, low-density medium, then a plausible mechanism which absorbs the radiation momentum is ram pressure on the leading edge of the slab

$$P_{\text{ram}} = \mu m_p n_{\text{amb}} v^2,$$

where $v$ is the outflow velocity, $n_{\text{amb}}$ is the density of the ambient gas, and $\mu m_p$ is the gas mass per H-nucleon. For $P_{\text{ram}}$ to balance the gas pressure on the shielded side, which is $P_{\text{rad}} f_{\text{rot}}$ (eq. 12), $n_{\text{amb}}$ needs to be:

$$n_{\text{amb}} \approx 7 \times 10^4 \mu^{-1} n_{\text{rot}} L_{45}^{-2} r_{500}^{-2} \text{cm}^{-3},$$

where $\nu = 500v_{500}$ km s$^{-1}$. Such gas will have $\xi = 1600\mu^{-2} n_{\text{rot}}^{-2} (\frac{v}{500\text{ km s}^{-1}})^{-2}$, and therefore in principle could be observable. However, hydrodynamical simulations are required to constrain what fraction of the total volume is filled by this confining gas, and whether its column density is large enough for it to be observable. Note that if $f_{\text{rot}} \lesssim 0.1$, then the ambient medium is fully ionized, and will not be observable.

4.4.2 Hydrodynamical stability of the RPC solution

A remaining open question is the stability of a radiation confined outflow. This subject was addressed in studies for various configurations related to AGN (Mathews & Blumenthal 1977; Blumenthal & Mathews 1979; Mathews 1983, 1986; Krolik 1979, 1988; Jiang et al. 2013; Davis et al. 2014). A possibly significant instability source is Rayleigh-Taylor instability, which occurs when the density gradient and the acceleration are in opposite directions. If the outflow is accelerated outwards by the radiation pressure, and part of this radiation is balanced by the built up gas pressure (i.e. the hydrostatic RPC solution), then the lower density gas lies “above” the higher density outflowing gas, and the flow should be Rayleigh-Taylor stable (see, e.g., the analysis by Kuiper et al. 2012 on the interaction of radiation pressure with accreting gas in massive stars). However, as mentioned above, the outflowing gas is likely plowing into a low density ambient medium, and thus the leading face of this outflow forms a dense medium above a low density medium, which is expected to be Rayleigh-Taylor unstable. The timescale for the development of this instability, and its effect on the outflow require numerical simulations which can follow the growth of the instability beyond the linear growth phase (Jiang et al. 2013; Davis et al. 2014).

This Rayleigh-Taylor instability may be relevant for understanding the velocity dispersion in the outflows. The RPC solutions correspond to gas outflowing at a constant velocity, which will produce only thermal broadening of the absorbing gas, while typically AGN outflows feature super-thermal broadening (see also app. B). The instability may induce a supersonic large scale turbulence at the leading edge of the outflow, which would broaden the lines beyond the thermal width. Numerical simulations can be used to test this possible mechanism.

The RPC outflow is convectively stable, as hot low-pressure gas overlies dense high-pressure gas, while convective instability requires a negative slope of the entropy with pressure.

The outflowing gas is also Kelvin-Helmholtz unstable to the shear against the ambient gas in its lateral boundaries. This instability is relevant to any mechanism which drives outflowing filaments of gas. Again, a quantitative estimate of the impact of this instability requires detailed numerical simulations.

4.4.3 The mass outflow rate

One long-sought property of AGN outflows is their mass outflow rate $M$, which can determine the extent of feedback exerted by the AGN on its host galaxy, a mechanism often employed in structure formation models (e.g. Hopkins et al. 2006). In order to evaluate $M$, one needs an estimate of $r$ (e.g. Crenshaw et al. 2003; Crenshaw & Kraemer 2012; Arav et al. 2013). However, the insensitivity of the AMD to $r$ (Fig. 4) indicates that the AMD is not directly useful to constrain $r$, and therefore the typical values of $M$ remain an open question.

4.5 The advantage of the AMD method over multi-component iso-$\xi$ fits

Standard fitting models, e.g., XSTAR models in XSPEC, for the sake of simplicity use iso-$\xi$ components – the opposite of the broad distribution implied by RPC. Since for practical purposes any continuous distribution can be approximated by a discrete set of components, it is advisable to use these models by invoking a series of well defined ionization components that span the ionization range of $-1 < \log \xi < 4$ expected from RPC. Since each ion forms over a range of $\xi$, there is an empirical limit to the AMD resolution (in $\xi$) that one can expect to achieve from fitting spectra. Usually, 4 – 6 ionization components are sufficient to cover the observed range of ionization states, and using many more would only result in a degeneracy between adjacent components. Even when fewer than four components achieve a statistically reasonable fit to the spectra in terms, say, of reduced $\chi^2$, the present work shows that a continuous distribution provides a more physically meaningful picture of the outflow structure. Additionally, by using several components, observers can recover the full AMD including its possible gaps (instabilities), which the statistically based trial-and-error fitting approach of adding iso-$\xi$ components is obviously not able to recover. The number of free parameters can be reduced by using an analytic power-law fit for the AMD, which has four free parameters (minimum $\xi$, maximum $\xi$, slope, and normalization), compared to 8 – 12 free parameters needed to fit 4 – 6 individual clouds ($\xi$ and $N$ for each).
We re-iterate from Holczer et al. (2007) that the AMD insight into the outflow structure was inspired by a similar approach commonly used in the analysis of astrophysical plasma (emission) sources starting from the Sun (Shmeleva & Syrovatskii 1973), through stellar coronae (Güdel & Nazé 2009), and all the way to cooling flow models of galaxy clusters (Peterson & Fabian 2006). Ionization distributions, are thus a tool to understand the physics of the plasma at hand more than they are an empirically fitting method.

5 CONCLUSIONS

The ionization levels of AGN outflows imply that $P_{\text{rad}} \gg P_{\text{gas}}$. Since the transfer of energy from the radiation to the gas is always associated with a transfer of momentum, the radiation will either compress or accelerate the absorbing gas. We solve the hydrostatic slab structure of radiation pressure compressed (RPC) gas both analytically and numerically. We show that a single slab of RPC gas produces a typical density profile of $n \propto x^{-1}$ inside the slab, and spans a wide range of ionization states, as found previously by Różańska et al. (2006). Additionally, we find that:

(i) RPC predicts a robust normalization and slope of the Absorption Measure Distribution: $dN/d\log \xi \approx 7.6 \times 10^{31} \xi^{0.03} \text{cm}^{-2}$.

(ii) The normalization and slope of the AMD are independent of $N_{\text{tot}}$, $\xi_0$, and $r$, and only weakly depend on $Z$ and $\alpha_{\text{ion}}$.

(iii) The theoretical slope agrees with observations of AGN outflows with $v$ of a few $100 \text{km s}^{-1}$, while the normalization is smaller by a factor of three, possibly due to atomic data uncertainties. Therefore, the observed AMDs of AGN outflows strongly suggest that the outflows are RPC.

(iv) The AMD slope in RPC gas depends on its dust content. The observed slopes indicate that AGN outflows are largely devoid of dust.

(v) RPC has a unique signature that $P_{\text{gas}}$ decreases with increasing $\xi$, in contrast with a multiphase absorber in pressure equilibrium. This prediction can be tested in future observations.
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and Fig. 000. The value of $T$ drops from near $T_\infty$ at $\xi = 10^6$, to $T \approx 10^8$ K at $\xi = 1$. The value of $\sigma$ increases from the electron scattering opacity at $\xi = 10^6$ to $\sigma = 10^{-22}$ cm$^2$ at $\xi = 1$. Dashed lines show the power-law interpolations of $T(\xi)$ and $\sigma(\xi)$ between $\xi = 1$ and $\xi = 3000$, which are used in the semi-analytic approximation of the AMD (eq. 24 and Fig. 2).

**APPENDIX A: T(\xi) AND \sigma(\xi)**

Figure A1 compares $T$ and $\sigma$ with $\xi$ for the RPC model shown in Figs. 1 – 2. The values of $T$, $\sigma$, and $\xi$ are calculated by CLOUDY in each zone of the slab. The value of $T$ drops from $2 \times 10^8$ K at $\xi = 10^6$, to $T = 10^8$ K at $\xi = 1$. The drop is due to the lower $P_{\text{rad}}/P_{\text{gas}}$ at lower $\xi$, which implies a heating-cooling equilibrium at lower $T$.

The lower panel shows that $\sigma$ increases from the electron scattering opacity ($n_e/m_1\sigma_{\text{Th}} = 10^{-24.1}$ cm$^2$ at $\xi = 10^6$, where $\sigma_{\text{Th}}$ is the Thomson cross section, to $\sigma = 10^{-22}$ cm$^2$ at $\xi = 1$. At $1 < \xi < 3000$, both $T(\xi)$ and $\sigma(\xi)$ can be approximated as power-laws. We plot the interpolations between the values of $\sigma$ and $T$ at $\xi = 1$ and $\xi = 3000$. These power-law interpolations are used in the semi-analytic approximation of the AMD (eq. 24 and Fig. 2).

**APPENDIX B: NON-THERMAL PRESSURE TERMS**

The hydrostatic equilibrium equation (6) used above to derive the AMD assumes that the magnetic pressure $P_{\text{mag}}$ and the pressure of the trapped line emission $P_{\text{line}}$ are negligible compared to $P_{\text{gas}}$. If we include these pressure terms, eq. 6 takes the form

$$d(P_{\text{gas}} + P_{\text{line}}(\Delta v) + P_{\text{mag}}) = P_{\text{rad}}e^{-\tau} d\xi,$$

where we explicitly noted the dependence of $P_{\text{line}}$ on the velocity dispersion within the absorber $\Delta v$.

We first address the effect of a finite $P_{\text{line}}$. Observations show that X-ray absorption features have velocity widths of hundreds of km s$^{-1}$. This highly supra-thermal velocity is unlikely to be turbulent and add to the total pressure, as this would correspond to supersonic motion which would create shocks that heat the gas to $>10^8$ K. More likely, the velocity widths are dominated by large scale ordered motion in the absorbing gas. Therefore, the exact relation between the observed widths and the $\Delta v$ which enters eq. B1 is not entirely clear.
Figure B1. The effect of $P_{\text{line}}$ on the AMD. Three AMDs calculated by CLOUDY are shown, with $P_{\text{line}}$ turned off (thick line), with $P_{\text{line}}$ turned on and assuming thermal line broadening (intermediate-width line), and with $P_{\text{line}}$ turned on and assuming $\Delta v = 500 \text{ km s}^{-1}$, the typical observed velocity width of X-ray absorption features (thin line). In the model with $P_{\text{line}}$ and $\Delta v = \Delta v_{\text{thermal}}$, the AMD at $10 < \xi < 1000$ is higher by a factor of $2 - 4$ compared to the model without $P_{\text{line}}$. The AMD of the model with $P_{\text{line}}$ and $\Delta v = 500 \text{ km s}^{-1}$ is similar to the AMD of the model without $P_{\text{line}}$.

Figure B1 shows the effect of $P_{\text{line}}$ on the AMD (see also appendix B in Paper II). For clarity, we plot the AMDs in decade-wide bins in $\xi$. Assuming only thermal broadening, including $P_{\text{line}}$ causes the AMD at $10 < \xi < 1000$ to be higher by a factor of $2 - 4$. This increase in the AMD occurs since the absorbed $P_{\text{rad}}$ is counteracted partially by the increase in $P_{\text{line}}$ and partially by the increase in $P_{\text{gas}}$, compared to entirely by $P_{\text{gas}}$ in the previous RPC model where $P_{\text{line}}$ is turned off. The implied more gradual increase in $P_{\text{gas}}$ (and in $n_{\text{H}}$) with $N$ implies a more gradual decrease in $\xi$, which explains the larger AMD in the model which includes $P_{\text{line}}$.

However, Fig. B1 also shows that when assuming $\Delta v = 500 \text{ km s}^{-1}$, the lines are not trapped and $P_{\text{line}}$ is low enough so the AMD is similar to the model without $P_{\text{line}}$. Therefore, when assuming that $\Delta v$ equals the observed widths of X-ray absorption features, our choice of neglecting $P_{\text{line}}$ is justified. However, due to the currently unknown physical source of the velocity field in AGN outflows, the effect of $P_{\text{line}}$ on the AMD remains an open question.

A $P_{\text{mag}}$ which is $\gg P_{\text{gas}}$ will also increase the expected value of the AMD. Indeed, compression of gas can enhance the magnetic field; e.g. when a star collapses to a neutron star. However, in RPC Seyfert outflows, both the initial strength of the magnetic field and the initial gas density before compression are not constrained, so $P_{\text{mag}}$ is a free parameter. The correspondence between the observed AMD and the predicted AMD assuming $P_{\text{mag}} = 0$ (Fig. 5), suggests that in Seyfert outflows $P_{\text{mag}}$ is not much larger than $P_{\text{gas}}$. We note in passing that a study of the effect of $P_{\text{mag}}$ on ionized gas in star forming regions was conducted by Pellegrini et al. (2007).

## APPENDIX C: COMPARISON WITH XSTAR

In order to derive an estimate of how the calculated AMD depends on the systematics of the radiative transfer calculations, we compare an AMD calculation by CLOUDY with an AMD calculation based on XSTAR (Kallman & Bautista 2001). We use the analytical warmabs model\(^7\) version 2.1n8 of XSTAR, which is available through XSPEC\(^8\).

The warmabs calculation is limited to $\alpha_{\text{ion}} = -1$, and a single ionization state and $P_{\text{gas}}$ for each $\xi_{\text{cal}}$ value, so no radiation transfer is computed in each individual run. Therefore, in order to obtain the AMD, we calculate $\sigma(\xi)$ from the warmabs calculations of the transmission spectra of a discrete set of $\log(\xi)$ values, over the spectral range of $1 - 1000 \text{ Ryd}$. We use the values of $T(\xi)$ derived by Holczer et al. (2007). The AMD is then derived by chaining together warmabs results for the discrete set of $\xi$ values, according to eq. 21. We use $Z = Z_{\odot}$ and Grevesse & Sauval (1998) abundances.

Fig. C1 compares the AMD calculated by XSTAR with an AMD calculation by CLOUDY for the same $\alpha_{\text{ion}}$, $Z$, abundances, and granularity in $\log(\xi)$ as the warmabs calculation. Due to an energy conservation problem in CLOUDY when using $\alpha_{\text{ion}} = -1$, the spectral slope at $h\nu > 10\text{ keV}$ was set to $-2$. Fig. C1 shows that the two calculated AMDs agree to within a factor of three. The differences are likely due to the inclusions of different absorption lines and to the different ionization balance. For example, if XSTAR has more metal lines in the high-$\xi$ regime, then at these $\xi$, $\sigma$ will be higher in the XSTAR calculation than in the CLOUDY calculation, which can explain the lower AMD (eq. 21).

---

\(^7\) http://heasarc.gsfc.nasa.gov/xstar/docs/html/node99.html
\(^8\) http://heasarc.gsfc.nasa.gov/docs/xanadu/xspec/models/xstar.html