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Abstract—The question of how to produce a smooth interpolating curve from a stream of uncertainty regions, which become available sequentially, is addressed in this paper. To this end, we formalize the concept of real-time interpolator (RTI): a trainable recurrent unit that reconstructs smooth signals that are consistent with the received uncertainty regions in an online manner. More specifically, an RTI works under the requirement of reconstructing a section of the signal immediately after an uncertainty region is revealed (zero delay), without changing the reconstructed signal in the previous sections. Particularly, this work formulates the design of spline-based RTIs and proposes a data-driven training procedure, which minimizes the average curvature of the interpolated signals over a set of example sequences. These sequences are representative of the nature of the data sequence to be interpolated, allowing to tailor the RTI to any specific signal source. Our overall design allows for different possible schemes due to its modular structure, but in this work, we present two approaches, namely, the parametrized RTI and the recurrent neural network (RNN)-based RTI, including their architectures and properties. Experimental results show that the two proposed RTIs can be trained to achieve improved performance (in terms of the curvature loss metric) with respect to a myopic-type RTI that only exploits the local information at each time step while maintaining smooth, zero-delay, and consistency requirements.

Index Terms—Online optimization, spline interpolation, recurrent neural networks, bi-level optimization.

I. INTRODUCTION

Time series data are often transferred and stored in reduced or compressed forms. In several practical applications, such as industrial sensor data streams, data reduction schemes are based on non-uniform subsampling, where the samples to be eliminated are determined by the properties of the signal to be compressed.

One common motivation for applying data-reduction techniques is to allow efficient storing of collections of time series for a posterior analysis in batch form. In huge cyber-physical systems, the amount of information collected by pervasive sensors can be overwhelmingly large. In resource-constrained systems, the amount of information collected by pervasive sensors can be overwhelmingly large. In resource-constrained systems, the amount of information collected by pervasive sensors can be overwhelmingly large. In resource-constrained systems, the amount of information collected by pervasive sensors can be overwhelmingly large. In resource-constrained systems, the amount of information collected by pervasive sensors can be overwhelmingly large. In resource-constrained systems, the amount of information collected by pervasive sensors can be overwhelmingly large. In resource-constrained systems, the amount of information collected by pervasive sensors can be overwhelmingly large. In resource-constrained systems, the amount of information collected by pervasive sensors can be overwhelmingly large. In resource-constrained systems, the amount of information collected by pervasive sensors can be overwhelmingly large. In resource-constrained systems, the amount of information collected by pervasive sensors can be overwhelmingly large. In resource-constrained systems, the amount of information collected by pervasive sensors can be overwhelmingly large. In resource-constrained systems, the amount of information collected by pervasive sensors can be overwhelmingly large. In resource-constrained systems, the amount of information collected by pervasive sensors can be overwhelmingly large. In resource-constrained systems, the amount of information collected by pervasive sensors can be overwhelmingly large. In resource-constrained systems, the amount of information collected by pervasive sensors can be overwhelmingly large. In resource-constrained systems, the amount of information collected by pervasive sensors can be overwhelmingly large. In resource-constrained systems, the amount of information collected by pervasive sensors can be overwhelmingly large. In resource-constrained systems, the amount of information collected by pervasive sensors can be overwhelmingly large. In resource-constrained systems, the amount of information collected by pervasive sensors can be overwhelmingly large. In resource-constrained systems, the amount of information collected by pervasive sensors can be overwhelmingly large. In resource-constrained systems, the amount of information collected by pervasive sensors can be overwhelmingly large. In resource-constrained systems, the amount of information collected by pervasive sensors can be overwhelmingly large. In resource-constrained systems, the amount of information collected by pervasive sensors can be overwhelmingly large. In resource-constrained systems, the amount of information collected by pervasive sensors can be overwhelmingly large. In resource-constrained systems, the amount of information collected by pervasive sensors can be overwhelmingly large. In resource-constrained systems, the amount of information collected by pervasive sensors can be overwhelmingly large. In resource-constrained systems, the amount of information collected by pervasive sensors can be overwhelmingly large. In resource-constrained systems, the amount of information collected by pervasive sensors can be overwhelmingly large. In resource-constrained systems, the amount of information collected by pervasive sensors can be overwhelmingly large.
compression deviation (a user-tuneable parameter, see Fig. [1a]).

Unlike linearly interpolated signals, many signals in physical systems are smooth [11], and a compression-decompression method that preserves the smoothness of the input signal is desirable. Moreover, since the compression deviation defines an uncertainty region where the original signal lies in, reconstruction methods that exploit such information are expected to yield more accurate signal reconstructions.

In this work, we seek online and smooth reconstruction methods of time series that are given as a sequence of interval values, from now on referred to as interval data points. Besides PI compressed signals, this type of data is found in several practical scenarios where a sensory acquisition system collects samples with an intrinsic uncertainty caused by the physical limitations of the sensors themselves or in acquisition systems that quantize the measurements [12], such as A/D converters. Both of them operating under a possibly non-uniform sampling (see Fig. [1b]).

A. Related work

Penalized regression methods can be used to estimate an underlying signal either from noisy samples or uncertainty intervals by minimizing a weighted combination of a fitness measure and a regularization term that enforces a certain property, such as smoothness, in the reconstructed signal.

Kernel-based penalized regression approaches [13], [14], [15] and its online variants [16] allow to estimate complex signals by finding non-linear patterns at a moderate computational cost. Within the framework of streaming time series, sliding window-based methods have been proposed to improve the performance, with respect to a given metric, of the reconstructed signal (function estimate) by processing consecutive data points concurrently. As an example, the works [17] and [18] propose low-delay reconstruction algorithms by running a single processing iteration over a subsequence of interval data points, in a shifting window, every time a sample is received. Unfortunately, they are not able to guarantee that the reconstructed signal passes through all the interval data points, yielding a less reliable function estimate. Another challenge is that online kernel-based approaches propose a signal estimate whose complexity grows linearly with the number of samples. This is a direct consequence of the Representer Theorem [19], and it has two main drawbacks. First, the curse of kernelization [20], i.e., unbounded linear growth in model size and update time with the amount of data, making them dependent on complexity control mechanisms [21], [22]. The second drawback is the additive nature of the function estimate, which may modify the past reconstruction every time a new interval data point is processed, hence affecting the reliability of the function estimate. In [24], a technique for implementing causal interpolating kernels is proposed, which circumvents the issue of modifying past reconstructions; however, the proposed kernels have infinite support in the time domain, resulting in unbounded reconstruction complexity. Consequently, alternative approaches must be sought when, in addition to the smoothness and low-delay requirements, one needs to enforce constant model complexity and execution time (with respect to the amount of data), while proposing function estimates that not only pass through all interval data points but also do not modify previous function estimates.

Interpolation techniques allow estimating a continuous signal within the range (set of values of the independent variable between its minimum and maximum) of the sampled interval data points. Various interpolation methods have been used since ancient times [24], but it was not until more recent centuries that its mathematical foundations were established [25]. Interpolation can be understood in two slightly different senses: i) consistent interpolation, where the estimate passes through all the interval data points; and ii) smoothing interpolation, where the estimate is enforced to be close to the data points, minimizing a certain fitting metric. In this paper, we focus on the first type of interpolation.

Some interpolation-based solutions have shown promising results in areas where the performance of the signal reconstruction depends on the quality of its function estimate under low-delay constraints, such as the online reconstruction of biosignals [26] or industrial manipulator trajectories [27], [28]. Among them, spline-based approaches [29], [30] can naturally accommodate smoothness requirements while being applicable in the field of real-time interpolation of streamed time-series data. As an example, the works [31], [32] aim at recovering the target signal by joining the centroids of every two consecutive data points. However, this type of procedure is not suitable in the scenario where the streamed data are in the form of intervals (e.g., quantization intervals). In addition, these methods do not let the user choose the order or the degree of smoothness [cf. Sec. [I-C] of the spline.

Recent work has explored the use of recurrent neural networks (RNNs) in the context of signal interpolation. In particular, [33] addresses the problem of supervised learning from irregularly-sampled multivariate time series by means of a (semi-parametric) interpolation followed by an RNN. In the different but related context of learning under missing data samples, [34] develops several modified versions of the gated recurrent unit (GRU) [35], which account for missing samples in the input data. The aforementioned works combine an interpolation technique with an RNN to perform supervised learning. Distinctively, our work investigates the use of recurrent units for creating the ability to interpolate any two consecutive interval data points with a continuous (potentially up to any degree) polynomial function with low curvature and without knowing the subsequent data points.

B. Paper scope and contributions

This paper proposes a zero-delay spline-based interpolator specifically engineered to reconstruct signals from non-uniformly sampled interval data points given as intervals of possibly different length. This is accomplished by designing a recurrent cell (with its corresponding recurrent state) whose input is the current interval data point and whose outputs are the spline coefficients that conform the corresponding reconstructed signal section. In this work, we further analyze and exploit the relation between the recurrent cell and a parametric policy which maps the recurrent state into spline
coefficients. The structure of the policy is inherited from a parametric metric (or cost), which penalizes suboptimal decisions in the long term, hence improving the performance of the reconstruction under a zero-delay constraint. Moreover, by incorporating a policy within the recurrent unit, we can easily accommodate the continuity (smoothness) and consistency of the interpolation requirements in the reconstruction.

Due to its characteristics, our proposed method might be applied in the fields of audio, video, and communications, among others [36], [37].

The main contributions of this paper can be summarized as follows:

- We provide the formulation of a spline-based real-time interpolator (RTI) with zero-delay and which ensures consistency in the reconstruction (reconstructed signal samples pass through a given input sequence of intervals) while minimizing, at the same time, the expected curvature. Furthermore, our formulation allows the selection of both the order of the spline and its degree of smoothness.

- The solution to the RTI design problem is expressed as a recurrent unit that internally solves a parametrized optimization problem. To the best of our knowledge, our approach is the first one to formulate the online zero-delay interpolation in such a way. Due to the presence of the parametrized optimization problem within the RTI, the training problem must be formulated as a bi-level optimization problem. This is a direct consequence of accommodating the continuity and consistency constraints within a parametric policy that maps the recurrent unit state into spline coefficients.

- Due to the nature of splines, the RTI advantages are twofold: i) new signal estimates do not require to update the previous reconstruction, hence not affecting the hitherto reconstructed signal, and ii) a substantial reduction in the update time with respect to the amount of data, from linear to constant (as opposed to other popular methods, e.g. kernel methods without any model complexity control mechanism).

- We design two different RTI architectures, namely, the parametrized RTI, and the RNN-based RTI, including their properties and a procedure to train them from example data sequences. The training procedure allows also to train different RTIs tailored to different signal sources. To the best of our knowledge, there is no previous related work in the literature, so we have also designed a myopic RTI that only exploits local information at each time stamp, to be used as a benchmark.

- The proposed RTI design methodology is flexible enough to accommodate different alternative approaches (e.g. neural architectures) in addition to the two specific architectures proposed in the paper.

- We present experimental results where we have carried out training, validation and testing, showing the effectiveness of the two proposed RTIs, in terms of the curvature loss metric for both synthetic and real data.

The paper is structured as follows: Sec. III sets the notation and presents some basic concepts and definitions. Then, in Sec. IV and Sec. V we respectively provide and validate a solution. Finally, Sec. VI concludes the paper.

II. PRELIMINARIES

In this section, we clarify the notation, introduce fundamental definitions and address some basic concepts that appear recurrently along the paper.

A. Notation

Vectors and matrices are represented by bold lowercase and bold capital letters respectively. Given a vector $\mathbf{v} = [v_1, \ldots, v_D]^\top \in \mathbb{R}^D$, where $D \in \mathbb{N}$ denotes its dimensionality, its $d$th component is denoted as $[\mathbf{v}]_d \triangleq v_d$. Similarly, given a matrix $\mathbf{M} \in \mathbb{R}^{R \times C}$, the element in the $r$th row and $c$th column is denoted as $[\mathbf{M}]_{r,c}$. Finally, the notation $[\mathbf{v}]_{i:j}$ refers to the sliced vector $[v_i, \ldots, v_j]^\top \in \mathbb{R}^{j-i+1}$.

B. Basic definitions

In this paper, we deal with streamed data in the form of sequential time-series conformed by intervals of uncertainty. An interval $l$ is described by its time stamp $x \in \mathbb{R}$, centroid $y \in \mathbb{R}$ and half interval step size $\epsilon \in \mathbb{R}_+$, i.e., $l = [x, y, \epsilon]^\top \in \mathcal{L} \subseteq \mathbb{R}^2 \times \mathbb{R}_+$. A set of intervals ordered in time is denoted here as a sequence where the $t$th interval is $l_t = [x_t, y_t, \epsilon_t]^\top$. The interval-associated time stamps are set in strictly monotonically increasing order, i.e. $x_{t-1} < x_t$ for all time stamps in the sequence. Any two consecutive time stamps define a time section $T_t = (x_{t-1}, x_t]$ with the exception of $T_0 = \{x_0\}$. We denote a sequence of intervals as $\mathcal{Z} = \{l_i\}_{i=0}^{|\mathcal{Z}|}$, where $|\mathcal{Z}|$ refers to its cardinality (or length).

1) Curvature: Let $\mathcal{F}_D$ denote the space of continuous functions with first continuous derivative and second derivative square integrable, over the domain $D \subseteq \mathbb{R}$. Then, we can define the (one-dimensional) curvature ([13], p.5) for any $f \in \mathcal{F}_D$ as

$$\hat{\kappa}(f) \triangleq \int_D \left(\frac{d^2}{dx^2} f(x)\right)^2 dx = \int_D f^{(2)}(x)^2 dx. \quad (1)$$

Intuitively, $\hat{\kappa}(f)$ measures how far $f$ is from having a linear behaviour.

2) Consistency: We adapt the term consistency from [38] as the property of any reconstructed signal falling into all intervals of a given sequence. Mathematically, $f$ is a consistent reconstruction with respect to the sequence of intervals $\mathcal{Z}$ if and only if $|f(x_t) - y_t| \leq \epsilon_t$ for all intervals in the sequence, i.e., $\forall t \in [0, |\mathcal{Z}|]$.

C. Spline

A spline is a piecewise-defined function where each piece or function section is a polynomial. Each function section contributes actively on its respective time section.
Given a sequence of intervals \( Z \), its spline-based reconstruction can be expressed as

\[
f_{|Z|}(x) = \begin{cases} 
  g_0(x), & \text{if } x = x_0 \\
  g_1(x), & \text{if } x_0 < x \leq x_1 \\
  \vdots \\
  g_{|Z|}(x), & \text{if } x_{|Z|} - 1 < x \leq x_{|Z|}
\end{cases}
\]  

(2)

where every function section \( g_t : T_t \to \mathbb{R} \) is a polynomial expressed as the linear combination

\[
g_t(x) = a_t^\top p_t(x)
\]

(3)

with combination coefficients \( a_t \in \mathbb{R}^{d+1} \) and the basis function vector \( p_t : \mathbb{R} \to \mathbb{R}^{d+1} \) set as

\[
p_t(x) = [1, (x - x_{t-1}), \ldots, (x - x_{t-1})^d]^\top,
\]

(4)

for all \( x \in T_t \). The parameter \( d \) denotes the order of the spline and it is user-defined in practice.

We say that a spline \( f_{|Z|} \) has a degree of smoothness \( \varphi \), or equivalently that it is of class \( C^\varphi \), if it has \( \varphi \) continuous derivatives over the interior of its domain \( \text{dom}(f_{|Z|}) = \bigcup_{t \in Z} T_t \).

In order to compute the curvature of a spline \( f_{|Z|} \), as in (1), it must belong to the space \( \mathcal{F} \bigcup_{t \in Z} T_t \). Every spline \( f_{|Z|} \) is composed by \(|Z| + 1 \) function sections and \(|Z| \) contact points. We say that two consecutive function sections have a contact of order \( \varphi \), at the union point, if they have \( \varphi \) equal derivatives. Clearly every \( t \)th function section \( g_t \), defined over its time section \( T_t \), belongs to \( \mathcal{F}T_t \). Hence, for \( f_{|Z|} \) to belong to \( \mathcal{F} \bigcup_{t \in Z} T_t \) we additionally need to ensure that the contact points are at least of order \( \varphi \geq 1 \) (see Fig. 2).

In practice this can be enforced by imposing, at the contact points, the following equality constraint of continuity:

\[
\lim_{x \to x_{t-1}^-} g^{(k)}_{t-1}(x) = \lim_{x \to x_{t-1}^+} g^{(k)}_t(x),
\]

for every integer \( k \in [0, \varphi] \) and \( t \in [1, |Z|] \), where the super index \((k)\) denotes the \( k \)th derivative with respect to the time variable \( x \).

**Result 1.** The constraint in (5) can be rewritten as

\[
[a_t]_{1: \varphi+1} = e_t,
\]

(6)

for every \( t \in [0, |Z|] \), where \( a_t \) contains the combination coefficients of the \( t \)th function section, and \( e_t \in \mathbb{R}^{\varphi+1} \) is a vector such that each of its elements is defined as

\[
[e_t]_q = \frac{1}{(q-1)!} \sum_{i=1}^{d+1} a_{t-1,i} u_i^{q-1} \prod_{j=1}^{q-1} (i-j),
\]

(7)

where \( u_t \triangleq x_t - x_{t-1} \), with the exception of \( e_0 \), which determines the initial conditions of the reconstruction and can be either calculated or set by the user.

See Appendix [B] for the derivation.

**III. PROBLEM FORMULATION**

With the definitions provided in Sec. II we are ready to discuss the different ways to formulate the interpolation problem.

**A. Batch interpolation**

Given the whole sequence of intervals \( Z \), the function that consistently reconstructs the original signal with minimum curvature is the solution to the (batch) interpolation problem, formulated as

\[
\begin{align*}
\text{minimize} & \quad \tilde{k}(f) \\
\text{subject to} & \quad |f(x_t) - y_t| \leq \epsilon_t, \forall t \in [0, |Z|],
\end{align*}
\]

(8)

whose solution is known as the natural cubic spline [39]. The term cubic refers to a spline of order \( d = 3 \) with a degree of smoothness \( \varphi = 2 \), and it is termed natural because its second derivative equals zero at the contour points.

In order to solve an interpolation problem in batch form, all intervals must be available. However, in cases where interval data become available sequentially, a different approach is necessary. Moreover, a key observation is that the result of \( d = 3 \) and \( \varphi = 2 \) being optimal is no longer necessarily true.

The sequential case, implying working under the requirement that a function section is reconstructed right after each sample interval is received, is addressed in the ensuing section.

**B. Online zero-delay interpolation**

Consider the sequential setting in which the data samples of the sequence \( Z \) become available one by one. Then, the goal is to create a real-time interpolator (RTI) that, once it receives the \( t \)th data sample, is required to reconstruct the signal segment within the new time section \( T_t \) without affecting the previous reconstructed function sections. In addition, the resulting reconstructed signal \( f_t \) must be consistent with the sequence of intervals, and it must belong to \( \mathcal{F} \bigcup_{\tau \in T_t} T_t \).

When designing an RTI that has to act without knowledge of the ensuing interval data points, it will become necessary to interpret the interval sequence as a random process\(^1\). Lastly, among all possible consistent reconstructed function candidates, the RTI must choose the one that reduces the expected curvature (over all possible sequences).

\(^1\)Since an exact characterization of the distribution of the interval sequence as a random process is generally impractical, in this paper a data-driven approach is adopted where only sample sequences are utilized (cf. Sec. III-D).
In this work, the focus is put on designing a spline-based RTI, employing a user-defined spline class of order $d \in \mathbb{N}$ and degree of smoothness $\varphi \in \mathbb{N}$ such that $1 \leq \varphi < d$. Note that if $\varphi = d$, the RTI becomes trivial, i.e., all the degrees of freedom are used to ensure the continuity. The reconstructed signal is built by adjoining function sections that satisfy the aforementioned constraints. When the RTI proposes a function section as in (5), it is underlyingly selecting the combination coefficients. Formally, the set of all these possible choices or actions is called action space and it is denoted as $A \subseteq \mathbb{R}^{d+1}$. As soon as a vector of combination coefficients is chosen, the function section is determined because the basis vector is given, as in (4).

Due to the continuity constraint (5), an action taken after receiving a certain interval data point will have an impact on the function sections reconstructed in the future, hence on the overall curvature. This fact motivates for modeling the real-time interpolation problem in the context of sequential decision making over a state space.

We denote the state space as $S$. Here, any $t$th state $s_t \in S$ has two components: a) the $t$th input (the last received interval, $l_t$), and b) the $t$th signal state, denoted as $\sigma_t$, in which the interpolation task was left at the previous iteration. The state update mechanism can be described by the mapping $F : S \times A \times L \to S$ as

$$s_t = F(s_{t-1}, a_{t-1}, l_t) := [t^\top, \sigma_{t-1}^\top]^\top,$$

where $\sigma_{t-1} = [x_{t-1}, e_{t-1}^\top]^\top$ is determined by (7) after taking an action. The signal state $\sigma_t$ encodes the necessary information to ensure the $\varphi$ degree of smoothness of the spline.

Actions will depend on the current state; therefore, designing an RTI is essentially designing a policy, i.e., a function defining how an RTI acts from a specific state. In this work, we focus on deterministic and stationary policies. Formally, a stationary policy can be described by a map $\pi : S \to A$. Particularly, we are interested in admissible (or feasible) actions, that is, a vector of combination coefficients that satisfy the continuity and consistency constraints. The set of all feasible actions, from a specific state, is defined as

$$A(s_t) \triangleq \{ a \in A : [a]_{1: \varphi+1} = e_t, |a^\top p_t(x_t) - y_t| \leq \epsilon_t \}.$$  

By extension, a feasible policy is a policy whose output is a feasible action for the corresponding input state. In the case of a deterministic and stationary feasible policy $\pi(s_t) \in A(s_t)$. Finally, we refer to the set of all deterministic and stationary feasible policies as $\Pi$.

### C. Concept of optimal policy

Among all policies $\pi \in \Pi$, the goal is to select the one that minimizes the curvature of the reconstructed signal. While in the batch case, the curvature minimization is a well-defined convex problem, in the sequential case, we have to rely on the expected curvature instead.

Before addressing the minimization of the expected curvature, we present two theorems that allow to write the objective function in a more convenient way.

#### Theorem 1 (Additivity). The curvature of a spline $f_{|z|}$ described as in (2) can be computed additively as

$$\hat{\kappa}(f_{|z|}) = \sum_{t=1}^{|Z|} \hat{\kappa}(g_t).$$

**Proof:** see Appendix C.

#### Theorem 2 (Section curvature). Given a function section as defined in (5), its curvature can be computed as

$$\hat{\kappa}(g_t) = a_t^\top M_t a_t,$$

with $M_t \in \mathbb{R}^{d+1}$ and

$$[M_t]_{i,j} = \begin{cases} 0 & \text{if } i \leq 2 \text{ or } j \leq 2 \\ \frac{1}{i+j-5} (i-1)(i-2)(j-1)(j-2) u_{i+j-5} & \text{otherwise}, \end{cases}$$

where $u_t \triangleq x_t - x_{t-1}$.

**Proof:** see Appendix D.

From Theorem 1 it is clear that the total curvature of a spline function is constructed by accumulating the curvature of each one of its function sections. Moreover, Theorem 2 allows us to compute equivalently the curvature of any $t$th function section from the $t$th state and action as

$$\hat{\kappa}(g_t) = \kappa(s_t, a_t) = a_t^\top M_t a_t,$$

where $M_t$ is constructed from the information within the state $s_t$. Specifically, from the current time stamp, $x_t$, corresponding to the input interval $l_t$, and the previous time stamp, $x_{t-1}$, contained in the signal state $\sigma_t$.

In this way, given initial state $s_0$ (as the initial boundary condition) and following policy $\pi$, we can compute the total curvature as

$$\hat{J}^\pi(s_0) = \sum_{t=1}^{|Z|} \kappa(s_t, \pi(s_t)).$$

As mentioned before, learning a policy involves minimizing the curvature in expectation over a random distribution of interval sequences. Then, the optimal policy, denoted by $\pi^*$, is defined mathematically as

$$\pi^* \triangleq \arg \min_{\pi \in \Pi} \mathbb{E}_{Z \sim P_Z} \hat{J}^\pi(s_0)$$

subject to: $s_t = F(s_{t-1}, \pi(s_{t-1}), l_t), \quad \text{for all } t \in [1, |Z|]$, where $P_Z$ denotes the probability distribution of sequences of interval data points.

### D. Empirical optimization of the RTI

In general, the probability distribution $P_Z$ introduced in (16) is unknown, thus computing any expectation with respect to it is not possible in practice. Therefore, in this work, we resort to the sample average approximation (estimating the expectation empirically as the average over a given set of training data). The aforementioned set of training data is constituted by $M$ sequences as $\{Z_m\}_{m=1}^M$. 

Hence, instead of solving (16), we aim at solving the following data-driven surrogate optimization problem:

\[ \hat{\pi} = \arg \min_{\pi \in \Pi} \frac{1}{|Z_m|} \sum_{m=1}^{M} \sum_{t=1}^{T} a_{t,m}^T M_{t,m} a_{t,m} \]

subject to: \[ s_{t,m} = F(s_{t-1,m}, a_{t-1,m}, t,m) \]

(17a)

\[ a_{t,m} = \pi(s_{t,m}) \]

(17b)

Notice that the problem (17) involves minimizing over a space of functions and cannot be solved in practice unless it is restricted to a certain (smaller) family of policies in \( \Pi \). The specific choice of policy will determine the type of RTI and hence, it will affect the performance of the solution.

IV. PROPOSED SOLUTION

In this section, we discuss how to design, evaluate, and train an RTI, in order to solve the problem of reconstructing a smooth signal from a sequence of interval data points under the zero-delay requirement.

A. Policy design

As mentioned in Sec. III-D, we are interested in reducing the policy space \( \Pi \). To this end, in this paper we rely on a family of policies constructed via parametric cost function approximation (PCFA), a technique that searches into \( \Pi \) but rather than directly returning a feasible action it first solves a parametrized optimization problem over a constrained action space, [40]. Mathematically, given a spline of order \( d \), degree of smoothness \( \varphi \), and the \( r \)th state \( s_t = [l_t, \sigma_t]\), our PCFA policy returns the \( r \)th action through

\[ a_t = \pi(s_t; \theta) \triangleq \arg \min_{a \in A(s_t)} J(s_t, a; \theta), \]

(18)

where \( J : \mathcal{S} \times A \times \mathbb{R}^P \to \mathbb{R} \) denotes the PCFA, which in our case can be understood as a metric used to penalize actions that lead to worse total curvatures and \( \theta \in \mathbb{R}^P \) is a vector containing \( P \) trainable parameters.

Specifically, the set of feasible actions at step \( t \), \( A(s_t) \), is a convex set. Therefore, we are interested in PCFAs that are strictly convex with respect to the optimization variable \( a \) so that the problem (18) has a unique optimal solution. Moreover, it is computationally advantageous to design policies that can be evaluated in closed form, that is, (18) having a closed-form solution.

In order to capture the underlying distribution of sequences within the PCFA, a good insight into the structure of the problem is required. The policy design effort might be alleviated by incorporating more generic function approximators (such as neural networks) into the PCFA.

In this work, we describe three types of policies, which correspond to three possible forms of the PCFA in (18).

1) Myopic policy: The myopic policy chooses the feasible action that minimizes the instantaneous curvature at the \( r \)th time step, that is

\[ J(s_t, a) = a^T M_t a, \]

(19)

where \( M_t \) is given as in (13). Notice that the cost in (19) is invariant with respect to the trainable parameters contained in \( \theta \) and for clarity, we omit its dependency. The myopic policy is not expected to produce the best results but it will be used in the experimental Sec. V as a benchmark. Any other proposed policy must outperform the myopic policy to be deemed acceptable.

The myopic policy can be seen as a one-step lookahead policy whose cost-to-go has been set to zero. Notice that knowledge of the exact expected cost-to-go would enable enacting an optimal policy. However, complete knowledge of the distribution of interval sequences would be needed. We can still formulate policies relying on the parametric cost-to-go approximation [41], which is typically obtained by using prominent characteristics (features) of the state. Such features can be designed either by exploiting prior information about the problem at hand or in a data-driven fashion.

2) Parametrized policy: The parametrized policy chooses the feasible action that minimizes a weighted sum between the instantaneous curvature and a parametric cost-to-go function. The latter represents the deviation of future values of the interpolated signal from typical input intervals. Explicitly, the cost is defined as

\[ J(s_t, a; \theta) = a^T M_t a + \lambda V(s_t, a; \mu, \gamma), \]

(20)

where \( \theta = [\mu, \gamma, \lambda]^T \in \mathbb{R} \times \mathbb{R}^2_+ \) and

\[ V(s_t, a; \mu, \gamma) = \gamma \int_{x_t}^{\infty} (a^T r_t(x) - \mu)^2 \exp(-\gamma(x - x_t)) \, dx, \]

(21)

and where the vector-valued function \( r_t : \mathbb{R} \to \mathbb{R}^{d+1} \) is the analytic continuation of the basis vector (4) over the whole real line.

The main goal behind the cost-to-go (21) is to produce an interpolated signal in such a way that the spline remainder \( a^T r_t(x) \) is close to the average center of the interval samples that are about to come. For this purpose, we assume that the underlying process (generating the sequence \( Z \)) is stationary. Then the parameter \( \mu \) is meant to estimate the (time-invariant) mean of the process. Moreover, since interval data points lying further into the future barely affect the current action

\[ \text{Given a function defined analytically and restricted to a certain domain, its analytic continuation function is defined using the same equation and extending the domain to a superset of the original domain.} \]
Architecture of the RNN-based policy inner cell. The matrix \( R \) and vector \( v_t \) are computed as (23) and (24) respectively.

Result 2. The cost-to-go of the parametrized policy \( a_t \) as (27) by solving (28).

From Result 2 and removing the terms that do not depend on the optimization variable in (18), we can equivalently rewrite the cost in (20) as

\[
J(s_t, a; \lambda, \mu, \gamma) = a^\top M_t a + \lambda a^\top v_t.
\]  

Remark 1. The cost in (20) is convex with respect to \( a \). See appendix for a proof.

3) RNN-based policy: The recurrent neural network (RNN)-based policy chooses the feasible action that minimizes a weighted sum between the instantaneous curvature and a parametric cost-to-go that penalizes the distance to the output of a certain RNN. Mathematically,

\[
J(s_t, a; \theta) = a^\top M_t a + \lambda \frac{\| a - \left[ n_t^\top, h_t^\top + 1 \right] \|_2^2}{n_t},
\]  

where \( n_t \in \mathbb{R}^{d - \nu} \) is the output of an RNN characterized by the function \( N : S \times H \times \mathbb{R}^\nu \rightarrow \mathbb{R}^{d - \nu} \times H \), such that \( N(s_t, h_t, \theta') = [n_t^\top, h_t^\top + 1] \), where \( \theta = [\lambda, \theta']^\top \) and \( h_t \in H \) is its latent state. Notice that an RNN that successfully captures the temporal dynamics of the problem will pull towards actions that minimize the overall curvature.

Fig. 4: The notation in the subfigures is the same as used in Sec. IV. The acronyms used refer to time section length (TSL), i.e., \( u_t = x_t - x_{t-1} \), metric space transformation (MST), and signal state update (SSU). The CAT cell performs a concatenation. Cells containing trainable parameters are colored in green. Recall that \( s_t = [l_t^\top, \sigma_t^\top]^\top \).
TABLE I: Terms involved in each policy evaluation. See Appendix G for more details.

| Myopic          | RNN-based          |
|-----------------|--------------------|
| $D_t$           | $B_2^d (M_t + \lambda R_t) B_2$ |
| $o_t$           | $-D_t^{-1}B_2^d (M_t + \lambda R_t) B_2 e_t$ |

B. Policy evaluation

Evaluating the proposed policies, Sec. [IV-A] consists in solving their related optimization problem, as in [18].

Result 3. The myopic policy, the parametrized policy, and the RNN-based policy admit a closed-form evaluation of the form

$$\alpha_t = \left[ e_t \begin{array}{c} a_t \end{array} \right],$$

(27)

where $\alpha_t \in \mathbb{R}^{d-\varphi}$ is computed as follows

$$\alpha_t = \arg \min_{\alpha \in \mathbb{R}^{d-\varphi}} \| \alpha - o_t \|_2^2 D_t$$

subject to: $|\alpha \top q_t - z_t| \leq \epsilon_t,$

(28a)

with $z_t = y_t - e_t \top \left[ p_t(x_t) \right]_{1:2:+1}, q_t = \left[ p_t(x_t) \right]_{2:2:+1}$ and $D_t$ and $o_t$ as in Table I. The optimization problem stated in (28) is commonly referred to as a hyperslab projection and admits a closed-form solution. For more details we refer to the Appendix G.

As discussed in Sec. [III-B], designing an RTI is essentially designing a policy. At every time step $t,$ the RTI proposes a function section depending on the current state. How such a state is updated depends on the input interval $I_t,$ and the previous action $a_{t-1}$ through the signal state $\sigma_t$ [cf. (9)].

In this way, the dependencies between the RTI components resemble a recurrent cell or unit [42], (see Fig. 4a). All the trainable parameters, and the architecture that relates them, can be encapsulated in an inner cell while the continuity and consistency constraints are imposed through what we call a consistency layer. In fact, the consistency layer takes care of solving the convex optimization problem in [18], which is equivalent to evaluating a feasible action. In addition, the output of the consistency layer, which are the spline coefficients, can be differentiated with respect to the trainable parameters, categorizing this layer as a DCOL [43]. The closed-form evaluation offers a computational advantage with respect to general-purpose differentiable convex optimization layer (DCOL) tools such as CvxPyLayers [43], because its value and gradients are faster to calculate.

From this architecture point of view, the difference between the aforementioned proposed policies lies in the internal structure of the inner cell, while the DCOL is common to all of them. In the case of the myopic policy, the inner cell neither contains any trainable parameter nor uses a latent state. As for the parametrized policy, the inner cell contains three parameters whose interactions have a high degree of associated interpretability, i.e., estimated mean of the process $\mu,$ window decay $\gamma,$ and Pareto weight $\lambda.$ Furthermore, it does not make use of a latent state either. Regarding the RNN-based policy, the inner cell consists in a recurrent unit, such as the well-established GRU or Long Short-term Memory (LSTM) unit [44], among others, which make use of a latent state.

Finally, notice that the scheme in Fig. 4a emphasizes the generalizability of the proposed approach. It can be noticed that alternative RTIs can be built depending on the problem at hand by simply modifying the DCOL and/or the inner cell.

C. Policy training

When we allude to the training of any of the proposed policies (see Sec. [IV-A]), we refer to solving the optimization problem stated in (17). Recall that we have restricted the policy space II to a family of policies of the form given in [18]. Thus, we can explicitly express the training procedure in terms of the following bi-level [45] optimization problem:

$$\min_{\theta \in \mathbb{R}^{d-\varphi}} \sum_{m=1}^{M} \sum_{i=1}^{\frac{\varphi}{1}} a_{t,m} \frac{|z_{m}|}{|\varphi_m|}$$

s. to: $s_{t,m} = F(s_{t-1,m}, a_{t-1,m}, l_{t,m})$

$$a_{t,m} = \arg \min_{a \in \mathbb{R}^{d-\varphi}} J(s_{t,m}, a; \theta)$$

s. to: $|\alpha \top p_{t,m}(x_{t,m}) - y_{t,m}| \leq \epsilon_{t,m}$

(29a)

(29b)

(29c)

(29d)

(29e)

The inner-level optimization problem in (29) corresponds to (18), where the feasible-action constraint has been made explicit. Differently, the outer-level problem in (29) is a non-convex problem. For this reason we rely on gradient-based optimizers aiming to converge to a good high-performance local minimum.

Once a local minimizer for (29), denoted as $\hat{\theta},$ has been found, the complexity of reconstructing a sequence is only a forward pass per received interval data point: specifically, at step $t,$ the corresponding spline coefficients are computed as $a_t = \hat{\pi}(s_t) \triangleq \pi(s_t; \hat{\theta}).$ No iterative loops are required in the forward evaluation because all proposed RTI admit a closed-form evaluation (see Sec. [IV-B]).

As mentioned in Sec. [IV-B], an RTI can be seen in general as a recurrent unit. Hence, reconstructing a sequence of interval data can be understood as an unfolded RNN and therefore, its parameters can be trained by means of back propagation through time (BPTT) [46, 47] (see Fig. 4b).

V. EXPERIMENT RESULTS

In this section, we experimentally validate the effectiveness of the proposed trainable RTIs. To this end, we explore different RTI architectures and make use of both synthetic and real data.

The performance of the reconstruction done by the RTIs under study is compared with that of a batch interpolator that knows the whole sequence in advance, and its curvature is therefore a lower bound.
A. Problem data

For these experiments we use two synthetic datasets and one real dataset. Each dataset consists of a time series of 28800 interval values which have been split into 288 sequences of 100 interval values each. Then, 192 sequences have been assigned to a training set, 64 to a validation set, and 32 to a test set, randomly. The benefits of this partition are three-fold: a) we can train the RTIs with a train-validation-test split, b) the RTI becomes more robust against unknown initial conditions, and c) we can validate the reconstruction against an optimal one (shorter sequences are computationally tractable using batch optimization).

Both of the synthetic datasets have been generated by first starting with a realization of a given autoregressive process AR(1), and then processing it to generate a sequence of interval samples. Each sample in the original synthetic time series has been computed recurrently as $z_t = \phi z_{t-1} + w_t$, with autoregressive parameter $\phi = 0.9$ and Gaussian innovation $w_t \sim \mathcal{N}(0, 0.1)$.

The first synthetic dataset (S1) is a uniformly quantized and sampled time series. The centers of the quantization intervals have been computed with a uniform midtread quantizer as

$$y_t = \text{round}(z_t/(2\epsilon_t))2\epsilon_t$$

with a quantization half-step $\epsilon_t = 0.1$ for all $t$.

The second synthetic dataset (S2) has been obtained by compressing the aforementioned autoregressive time series with PI [7], with $\text{CompDev} = 0.1$, $\text{CompMax} = \infty$, and $\text{CompMin} = 0$. As a result, the samples’ timestamps are not uniformly arranged anymore. The CompDev parameter is used as interval half-step, i.e., $\epsilon_t = 0.1$ for all $t$.  

| Spline Configuration | Policy   | Dataset S1   | Dataset S2   | Real dataset   |
|----------------------|----------|-------------|--------------|----------------|
|                      |          | Loss | Improvement | Loss | Improvement | Loss | Improvement |
| $(3,1)$              | Myopic   | 1.19 ± 0.05 | -          | 1.32 ± 0.06 | -          | 0.0097 ± 0.0010 | - |
|                      | Parametrized | 1.08 ± 0.05 | 12.2 % ± 7.4 % | 1.23 ± 0.05 | 9.0 % ± 7.0 % | 0.0083 ± 0.0009 | 16.4 % ± 13.2 % |
|                      | RNN-based | 0.74 ± 0.03 | 48.2 % ± 4.3 % | 0.84 ± 0.03 | 46.8 % ± 4.5 % | 0.0036 ± 0.0005 | 69.1 % ± 6.1 % |
| $(4,2)$              | Myopic   | 2.08 ± 0.10 | -          | 2.40 ± 0.10 | -          | 0.017 ± 0.002 | - |
|                      | Parametrized | 1.95 ± 0.26 | 7.2 % ± 15.4 % | 2.35 ± 0.20 | 2.2 % ± 11.8 % | 0.015 ± 0.003 | 9.0 % ± 18.5 % |
|                      | RNN-based | 1.22 ± 0.12 | 47.1 % ± 7.1 % | 1.53 ± 0.13 | 41.4 % ± 6.8 % | 0.010 ± 0.003 | 44.8 % ± 17.2 % |
|                      | Batch    | 0.26 ± 0.01 | -          | 0.31 ± 0.02 | -          | 0.0008 ± 0.0001 | - |
The real dataset (R1) is a univariate time-series measuring the pressure (bar) in an oil-separation deposit. The signal has been acquired with a uniform quantization half-step of 0.5 bar and, before compression, it was sampled every 5 s. Subsequently, it has been compressed by PI with a compression deviation equal to the quantization half-step of the acquisition process, resulting into a non-uniformly sampled sequence where the minimum time length between samples is 5 s.

B. RTI configurations

The choice of the spline order \( d \) and degree of smoothness \( \varphi \) has an impact on the interpolated signal that the RTI produces. In the case of the batch spline interpolation, any spline configuration where \( d \geq 3 \) and \( \varphi \leq 2 \) will result into a spline where \( d = 3 \) and \( \varphi = 2 \) (natural cubic spline). This fact motivates to try the configuration \((d = 3, \varphi = 2)\) with the RTI as long as there is no prior knowledge of the original signal (e.g., continuous acceleration). However, this configuration is unstable in a zero-delay scenario [48]. Therefore, we use in our experiments two low-order spline configurations that are stable under zero-delay: the first one \((d = 3, \varphi = 1)\) guarantees continuity in the first derivative, whereas the second one \((d = 4, \varphi = 2)\) guarantees continuity in the first and second derivatives of the spline reconstruction. Both chosen configurations can potentially perform as well as the batch solution. Notice that these configurations enjoy two degrees of freedom per function section, i.e., \( d - \varphi = 2 \).

In our experiment, for the RNN-based RTI inner cell, the GRU unit consists of 2 stacked GRU layers with an input size of 32 and a latent state of size 32.

C. Experiment setup and discussion

All datasets have been standarized with the mean and standard deviation of their corresponding training set. The benefits of this transformation are two-fold: a) the loss now depends entirely on the fluctuations of the values of the sequence (not on their magnitude), which helps to compare the performance over time-series of different nature, and b) the RNN-based RTI can improve its performance ignoring the magnitudes of the values and focusing on the fluctuations.

The proposed RTIs have been trained using the adaptive moments (Adam) optimizer [39] with \( \beta_1 = 0.9, \beta_2 = 0.999 \), without weight decay and learning rates 0.005 and 0.05 for the RNN-based and the parametrized configurations, respectively. The training has been carried out with mini-batches of 32 sequences and a learning rate scheduler that halves the base learning rate every 50 epochs. The training-validation curves are shown in Fig. 5.

As expected, the myopic policy performs better, on average, than the random initializations of the trainable RTIs, but once they are trained, the myopic is outperformed by them. The RNN-based policy achieves the best performance. However, it takes more epochs to converge. These results are also expected considering the reduced expressive representation capacity of the parametrized policy in comparison with the RNN-based one.

The results over the test datasets are summarized in Table [14]. They are also in agreement with the validation curves. It is worth mentioning that the parametrized policy for the configuration \((d = 4, \varphi = 2)\) does not outperform with statistical significance the myopic policy (these results are highlighted with an asterisk). To quantify the performance of a trainable RTI vs. the myopic benchmark, we use the batch solution as a baseline, such that an RTI achieving the same loss as the batch solution, would be reported as an improvement of 100% with respect to the myopic benchmark. The error in the improvement has been computed via error propagation from one standard deviation of each loss.

To illustrate that competing state-of-the-art online interpolation schemes do not fulfill the consistency constraints, we compare the RNN-based RTI, with spline configurations \((d = 3, \varphi = 1)\) and \((d = 4, \varphi = 2)\), with respect to the windowed online risk minimization (WORM) algorithm [18], an online kernel-based regression method design to track quantized signals. WORM and its truncated version have been configured with a Gaussian kernel of width 1.5, a window of 10 samples, a learning rate of 1 and a regularization parameter of 0.005. Fig. 6 shows a snapshot of one of the testing sequences of the dataset S1. Notice from Fig. 6 that WORM, with and without truncation, does not satisfy the consistency constraints. The derivatives of both of the WORM reconstructions have been omitted for clarity since a reconstruction using Gaussian kernels is infinitely differentiable. Lastly, comparing the curves in Fig. 6 corroborates the intuitive trade-off between low total curvature and a higher degree of smoothness. This can also be observed in the training-validation curves (Fig. 5a vs. S1, Sb vs. S1, Sc vs. S1).

VI. Conclusion

In this paper we formalize the concept of RTI. Briefly, the RTIs are described as recurrent units that deal with irregular
sequences of non-uniform intervals of uncertainty. An RTI allows to consistently interpolate a sequence with zero delay, meaning that a function segment, covering up to the latest received time stamp, is produced immediately after the latest interval has been received. The experimental results in Sec. V show that both proposed architectures, namely the RNN-based and the parametrized RTI, outperform the (benchmark) myopic policy in average. These promising results motivate further development and experimentation with more elaborated architectures.

Finally, this work can be seen as a proof of concept with several immediate follow-ups. As a direct application, this work can be used to complement the PI system as a smooth decompression mechanism. Moreover, the design philosophy that was applied here for the RTI can be used to design an online joint compression-decompression scheme. The latter would involve mild modifications such as promoting sparsity.

Additionally, the close relationship between intervals of uncertainty and quantized signals encourages to study the error-decay of an RTI reconstruction as the sampling rate is increased while fixing the quantization step, or vice-versa [50]. This is novel in the sense that the RTI guarantees consistency under zero-delay requirements, which to the best of our knowledge, has not been deeply investigated to date.

Furthermore, the architecture of the RTI can be extended to deal with multivariate sequences of intervals of uncertainty, so that it does not only exploit temporal information of the data but also their spatial relations. A multivariate RTI architecture can be useful, for example, for real time trajectory planning, in the context of robotics [51], with the intervals of uncertainty describing safety regions along the trajectory.

APPENDIX

**Proposition 1 (Positive (semi)-definiteness).** Given a vector-valued real function \( \mathbf{v} : \mathcal{D} \to \mathbb{R}^d \) with \( \mathcal{D} \subseteq \mathbb{R} \), the matrix \( \mathbf{W} \in \mathbb{R}^{d \times d} \) constructed as

\[
(W)_{i,j} = \int_{\mathcal{D}} [\mathbf{v}(x)]_i [\mathbf{v}(x)]_j dx,
\]

is positive semi-definite. If additionally, the components of \( \mathbf{v}(x) \) are linearly independent, then the matrix \( \mathbf{W} \) is positive definite.

A. Proof of Proposition 1

To prove positive semi-definiteness of \( \mathbf{W} \), it suffices to prove that \( z^T \mathbf{W} z \geq 0 \) for all \( z \in \mathbb{R}^d \). To this end, note that

\[
z^T \mathbf{W} z = \int_{\mathcal{D}} z^T \mathbf{v}(x) \mathbf{v}(x)^T z dx \geq 0.
\]

By definition, if the components of \( \mathbf{v}(x) \) are linearly independent, there is no \( z \neq 0 \) such that \( z^T \mathbf{v}(x) = 0 \) for \( x \in \mathcal{D} \). Therefore, in this case, the inequality in (31b) is strict, meaning that \( \mathbf{W} \) is positive definite.

B. Derivation of Result 7

Recall, from (2), that the \( k \)th derivative of the \( t \)th function section can be computed as

\[
g_t^{(k)}(x) = a_t^T \mathbf{p}_t^{(k)}(x)
\]

and from (4), that the \( i \)th component of the \( t \)th basis vector equals

\[
[p_t(x)]_i = (x - x_{t-1})^{i-1}
\]

for all \( i \in [1, d+1] \). Therefore,

\[
[p_t^{(k)}(x)]_i = (x - x_{t-1})^{i-1-k} \prod_{j=1}^{k} (i-j),
\]

for every \( k \in [0, \varphi] \).

Now notice that

\[
\lim_{x \to x_{t-1}^+} [p_t^{(k)}(x)]_i = \begin{cases} k! & \text{if } i = k + 1 \\ 0 & \text{otherwise.} \end{cases}
\]

Hence,

\[
\lim_{x \to x_{t-1}^+} g_t^{(k)}(x) = \sum_{i=1}^{d+1} [a_t]_i \lim_{x \to x_{t-1}^+} [p_t^{(k)}(x)]_i = k! [a_t]_{k+1}.
\]

Thus, from (36a) and defining the component

\[
[e_t]_{k+1} \overset{d+1}{=} \lim_{x \to x_{t-1}^+} g_t^{(k)}(x)
\]

we rewrite the equality in (35) as in (36b). This is done by dividing both sides of the equality (35) by \( k! \) and renaming the vector component index \( k + 1 \) as \( q \).

\[
[e_t]_{k+1} \overset{d+1}{=} \lim_{x \to x_{t-1}^+} g_t^{(k)}(x)
\]

\[
= \frac{1}{k!} \sum_{i=1}^{d+1} [a_t]_i (x_{t-1} - x_{t-2})^{i-1-k} \prod_{j=1}^{k} (i-j),
\]

we rewrite the equality in (35) as in (36b). This is done by dividing both sides of the equality (35) by \( k! \) and renaming the vector component index \( k + 1 \) as \( q \).

C. Proof of Theorem 7

Given a spline \( f_{|Z|} \), reconstructed from a sequence \( Z \) as in (2), notice that \( \text{dom}(f_{|Z|}) = \bigcup_{i=0}^{|Z|} \mathcal{T}_i \) and therefore, its curvature can be equivalently computed as

\[
\kappa(f_{|Z|}) = \int_{\bigcup_{i=0}^{|Z|} \mathcal{T}_i} [f^{(2)}_{|Z|}(x)]^2 dx
\]

\[
= \int_{\mathcal{T}_1} [f^{(2)}_1(x)]^2 dx + \cdots + \int_{\mathcal{T}_{|Z|}} [f^{(2)}_{|Z|}(x)]^2 dx
\]

\[
= \sum_{i=1}^{|Z|} \int_{\mathcal{T}_i} [g^{(2)}_i(x)]^2 dx
\]

\[
= \sum_{i=1}^{|Z|} \kappa(g_i).
\]
D. Proof of Theorem 2

The curvature of a function section, as in [3], can be computed as
\[
\kappa(t) = \int_{\tau} \left[ \frac{d}{dt} \left( \frac{d}{dt} f(t) \right) \right]^2 dt
\]
with
\[
[M_i]_{k,j} = \int_{\tau} \left[ p_i^{(2)}(x) \right]_k \left[ p_i^{(2)}(x) \right]_j dx.
\]
Recall, from (34), that the second derivative with respect to time of the \(i\)th element of the basis function vector (4) is equal to
\[
[p_i^{(2)}(x)]_i = (i-1)(i-2)(x-x_{t-1})^{i-3}.
\]

Thereby, it is clear by the relation in (44), that the first two rows and columns of the matrix \(M\) are zero-valued. Letting \(c = (i-1)(i-2)(j-1)(j-2)\) we can compute the remaining matrix components as
\[
[M_i]_{k,j} = c \int_{x_{t-1}}^{x} (x-x_{t-1})^{i-3} (x-x_{t-1})^{j-3} dx
\]
with \(c = \int_{0}^{x-x_{t-1}} \tau^i \tau^j d\tau\)
\[
= \frac{\int_{0}^{x-x_{t-1}} (x-x_{t-1})^{i+j-5} dx}{i+j-5}.
\]

E. Derivation of Result 2

The upper incomplete gamma function is defined as
\[
\Gamma(s,x) \triangleq \int_{x}^{\infty} t^{s-1} \exp(-t) dt.
\]

It is worth to mention that when \(s\) is a positive integer then
\[
\Gamma(s,x) = (s-1)! \exp(-x) \sum_{k=0}^{s-1} \frac{x^k}{k!}.
\]

For the sake of clarity, we omit the dependencies in the notation. We restate the relation in (21) as
\[
V = \gamma \int_{x_t}^{\infty} \left( a^\top \hat{r}_t(x) - \mu \right)^2 \exp(-\gamma(x-x_t)) dx
\]
with \(c = (i-1)(i-2)(j-1)(j-2)\) we can compute the remaining matrix components as
\[
[m_i]_{k,j} = c \int_{x_{t-1}}^{x} (x-x_{t-1})^{i-3} (x-x_{t-1})^{j-3} dx
\]
with \(c = \int_{0}^{x-x_{t-1}} \tau^i \tau^j d\tau\)
\[
= \frac{\int_{0}^{x-x_{t-1}} (x-x_{t-1})^{i+j-5} dx}{i+j-5}.
\]

TABLE III: Form of the terms of the cost of each policy expressed as a quadratic objective.

|       | Myopic | Parametrized | RNN-based |
|-------|--------|--------------|-----------|
| \(A_t\) | \(M_t\) | \(M_t + \lambda R_t\) | \(M_t + \lambda d_{k+1}\) |
| \(b_t\) | \(0_{d+1}\) | \(\lambda v_t\) | \(-2\lambda [\tilde{\phi}^{(1)\top}, n_{t+1}^{\top}]\) |

Then in the step (45c), we change the integration variable for \(\tau = x-x_{t-1}\), denote \(\hat{r}_t(\tau) = [1, \tau, \ldots, \tau^d]^\top\), \(x_t = x-x_{t-1}\) and expand the terms under the square. Finally, the last step (45d) is obtained by evaluating the integral with
\[
[R_t]_{i,j} = \exp(\gamma u_t) \gamma \int_{0}^{\infty} \hat{r}_t(\tau)_i \hat{r}_t(\tau)_j \exp(-\gamma \tau) d\tau
\]
with \(\gamma u_t\) follows after substituting the \(i\)th element of the auxiliary vector valued remainder \([\hat{r}_t]_i = \tau^{i-1}\). Next, we change the integration variable for \(\omega = \gamma \tau\) yielding the step (46c). Lastly, the final step (46d), is obtained by making use of the result in (44).

Similarly, by applying the same steps
\[
[v_t]_i = -2\mu \exp(\gamma u_t) \gamma \int_{0}^{\infty} \hat{r}_t(\tau)_i \exp(-\gamma \tau) d\tau
\]
with \(\gamma u_t\) follows after substituting the \(i\)th element of the auxiliary vector valued remainder \([\hat{r}_t]_i = \tau^{i-1}\). Next, we change the integration variable for \(\omega = \gamma \tau\) yielding the step (46c). Lastly, the final step (46d), is obtained by making use of the result in (44).

F. Correctness of Remark 2

The cost function in (25) is convex with respect to the optimization variable \(a\) if the matrices \(M_t\) and \(R_t\) are positive semidefinite. This is due to, being \(\lambda > 0\), the sum of such positive semidefinite matrices is positive semidefinite, and therefore the Hessian of the cost w.r.t. \(a\).

Both \(M_t\) and \(R_t\) defined in (40) and (46a) respectively, are positive semidefinite thanks to the Proposition 1 and that \(u_t\) are strictly positive.

G. Derivation of Result 3

Definition 1 (Auxiliary matrices). We define the matrices \(B_1 = [I_{d+1}, 0_{(d+1) \times (d-\rho)}]^T \in \mathbb{R}^{(d+1) \times (d-\rho)}\) and \(B_2 = [0_{(d-\rho) \times (d+1)}, I_{d-\rho}]^T \in \mathbb{R}^{(d+1) \times (d-\rho)}\) for the sake of notation along the derivation.

It turns out that all three proposed policies can be evaluated by solving a quadratic convex problem of the form
\[
a_t = \arg \min_{a \in \mathbb{R}^{d+1}} a^\top A_t a + b_t^\top a
\]
subject to: \(|\alpha| \beta \tilde{p}_t(x_t) - y_t| \leq \epsilon_t\),
\[
|\beta|_1 \leq \epsilon_t
\]
where $A_t \in S^{d+1}_+$ and $b_t \in \mathbb{R}^{d+1}$ take different values depending on the policy. You can see them at Table III.

Notice that we can incorporate the equality constraint (48c) in the objective (48a) by restating

$$a_t = \begin{bmatrix} e_t \\ 0_{d-\phi} \end{bmatrix} + \begin{bmatrix} 0_{\phi-1} \\ \alpha \end{bmatrix},$$

or equivalently, $a_t = B_1 e_t + B_2 \alpha$ where $B_1$ and $B_2$ are the auxiliary matrices in Definition II and $\alpha \in \mathbb{R}^{d-\phi}$. In this way, the optimization problem in (48) can be expressed as

$$a_t = \arg \min_{\alpha \in \mathbb{R}^{d-\phi}} \alpha^T B_2^T A_t B_2 \alpha + (2e_t^T B_1^T A_t B_2 + b_2^T B_2) \alpha$$

subject to: $|\alpha^T q_t - z_t| \leq \epsilon_t$, (50a)

with $z_t = y_t - e_t^T [p_t(x_t)]_{1:|\phi|+1}$ and $q_t = [p_t(x_t)]_{|\phi|+2:d+1}$.

On the other hand, given an inner product space $(\mathbb{R}^{d-\phi}, \langle \cdot, \cdot \rangle_{D_t})$ with $D_t \in S^{d-\phi}_{++}$ and inner product $\langle u_1, u_2 \rangle_{D_t} = u_1^T D_t u_2$, for any $u_1, u_2 \in \mathbb{R}^{d-\phi}$ and a vector $o_t \in \mathbb{R}^{d-\phi}$, it is clear that

$$\|\alpha - o_t\|^2_{D_t} = (\alpha - o_t)^T D_t (\alpha - o_t) = \alpha^T D_t \alpha - 2o_t^T D_t \alpha + o_t^T D_t o_t.$$ (51a)

Then, by identifying the terms, between the objective in (50a) and (51b), that depend on $\alpha$ we obtain the relations

$$D_t = B_2^T A_t B_2$$ (52)

and

$$o_t = - (B_2^T A_t B_2)^{-1} \left( B_2^T A_t B_1 e_t + \frac{1}{2} B_2^T b_t \right)$$ (53)

allowing us to equivalently rewrite the optimization problem (50) as in (28).

The $t$th (closed) hyperslab, defined as the convex set

$$C_t \triangleq \{ u \in \mathbb{R}^{d-\phi} : \langle u, D_t^{-1} q_t \rangle_{D_t} - z_t \leq \epsilon_t \}$$

$$= \{ u \in \mathbb{R}^{d-\phi} : u^T q_t - z_t \leq \epsilon_t \}, \quad \text{for any } u \in \mathbb{R}^{d-\phi},$$

(54a)

(54b)

can be visualized as the set of all points which belong between and onto the hyperplanes $H^+_{t} = \{ u \in \mathbb{R}^{d-\phi} : u^T q_t = z_t + \epsilon_t \}$ and $H^-_{t} = \{ u \in \mathbb{R}^{d-\phi} : u^T q_t = z_t - \epsilon_t \}$.

Based on this observation, the projection onto the $t$th hyperslab $P_{C_t} : \mathbb{R}^{d-\phi} \rightarrow \mathbb{R}^{d-\phi}$ can be computed as

$$P_C(u) = \begin{cases} P_{H^+_{t}}(u) & \text{if } u^T q_t > z_t + \epsilon_t \\ u & \text{if } |u^T q_t - z_t| \leq \epsilon_t \\ P_{H^-_{t}}(u) & \text{if } u^T q_t < z_t - \epsilon_t, \end{cases}$$ (55)

where $P_{H^+_{t}}$ and $P_{H^-_{t}}$ denote the projection onto the hyperplanes $H^+_{t}$ and $H^-_{t}$ (see Fig. 2 as an example) given by

$$P_{H^+_{t}}(u) = u - \left( u^T q_t - z_t - \epsilon_t \right) \frac{D_t^{-1} q_t}{q_t^T D_t^{-1} q_t}$$ (56)

and

$$P_{H^-_{t}}(u) = u - \left( u^T q_t - z_t + \epsilon_t \right) \frac{D_t^{-1} q_t}{q_t^T D_t^{-1} q_t}$$ (57)

respectively.

Lastly, since the optimization problem (28) corresponds to a hyperslab projection, we can compute its solution by means of (55) as $o_t = P_{C_t}(o_t)$.

Remark 2. $D_t$ is invertible.

H. Correctness of Remark II

From (40) we know that

$$M_t = \int_{\mathcal{T}_t}^{} p^{(2)}_t(x) p^{(2)}_t(x)^T dx.$$ (58)

Then,

$$B_2^T M_t B_2 = \int_{\mathcal{T}_t}^{} B_2^T p^{(2)}_t(x) p^{(2)}_t(x)^T B_2 dx.$$ (59)

Considering the way $B_2 \in \mathbb{R}^{(d+1) \times (d-\phi)}$ is constructed (see Definition II), we know that

$$B_2^T p^{(2)}_t(x) = [p^{(2)}_t(x)]_{|\phi|+2:d+1} \triangleq q^{(2)}_t(x),$$ (60)

with $p^{(2)}_t(x) \in \mathbb{R}^{d+1}$ and $q^{(2)}_t(x) \in \mathbb{R}^{d-\phi}$. Thus,

$$z^T B_2^T M_t B_2 z = \int_{\mathcal{T}_t}^{} z^T q^{(2)}_t(x) q^{(2)}_t(x)^T z dx \geq 0,$$ (61a)

$$= \int_{\mathcal{T}_t}^{} (z^T q^{(2)}_t(x))^2 dx > 0,$$ (61b)

for any $z \in \mathbb{R}^{d-\phi}$. Notice that the inequality in (61b) holds because the components of $q^{(2)}_t(x)$ are linearly independent (polynomial of different degree), as shown in Proposition II.

For clarity, recall that from (41) and (60) we can explicitly write each component of $q^{(2)}_t(x)$ as

$$q^{(2)}_t(x) = (i + \phi + 1)(i + \phi)(x - x_{t-1})^{i+\phi-1}.$$ (62)

Lastly, regardless of the chosen proposed policy, the matrix $D_t$ consists of a sum of a positive definite and a positive (semi)-definite matrix, therefore $D_t$ is positive definite and invertible.
