Subduing always defecting mutants by multiplayer reactive strategies: non-reciprocity versus generosity
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Abstract
A completely non-generous and reciprocal population of players can create a robust cooperating state that cannot be invaded by always defecting free riders if the interactions among players are repeated for long enough. However, strict non-generosity and strict reciprocity are ideal concepts, and may even not be desirable sometimes. Therefore, to what extent generosity or non-reciprocity can be allowed while still not be swamped by the mutants, is a natural question. In this paper, we not only ask this question but furthermore ask how generosity comparatively fares against non-reciprocity in this context. For mathematical concreteness, we work within the framework of multiplayer repeated prisoner’s dilemma game with reactive strategies in a finite and an infinite population; and explore the aforementioned questions through the effects of the benefit to cost ratio, the interaction group size, and the population size.

1. Introduction

Cooperation [1–6] is a primary tenet of the social structure of many pro-social beings, and plays a major role in the sustenance of various socio-economic and biological systems [7–9]. Since Darwinism suggests that a defector would reap the comparable benefit as cooperators while incurring no cost unlike the cooperators, it is an intriguing question why one should cooperate even when being selfish is more advantageous. Focussed attempts to find answers to this question have lead to the understanding that the cooperation can emerge via direct reciprocity [1, 10], indirect reciprocity [11], kin selection [12], network reciprocity [13], group selection [14], voluntary participation [15], punishment [16], and a few other mechanisms like generosity [17–19]. Evolutionary game theory [2, 20] is the well-exploited formalism for examining such ideas; and the prisoner’s dilemma game [21], which epitomizes the problem of the evolution of cooperation, is the simplest nontrivial testbed for investigating these ideas.

Among the solution concepts of non-cooperative games, the Nash equilibrium [22]—a strategy set such that no player can increase her payoff by unilaterally deviating from her own strategy—is arguably the most well-known. A refinement of the Nash equilibrium in the context of evolutionary games is evolutionarily stable strategy (ESS) [2] which is of foremost interest to evolutionary game theorists. The ESS is a strategy adopted by all the individuals of an infinitely large population such that the host population cannot be invaded by an infinitesimal fraction of mutants. In the context of the problem of cooperation in the prisoner’s dilemma, defection happens to be an ESS that cannot be invaded by cooperators. However, in a finite population, where there is inherent stochasticity, there is finite probability that few cooperators can take over the host population of defectors. Thus, in a bid to contextualize the ESS for finite population, an evolutionary stable strategy (ESSN) in finite population (of size N) was proposed [23]: a strategy S₁ to said be ESSN if, given a mutant strategy S₂, (i) selection opposes S₂ to invade S₁ which means a single mutant S₂ in a population of S₁ has a lower fitness, and (ii) selection opposes S₂ to replace S₁ that means the fixation probability of S₂—the probability with which a single mutant S₂ becomes the ancestor of all the individuals in the eventual population—is less than 1/N.
Of course, one-shot games, whether in infinite or finite population, do not allow for either reciprocity or generosity. They can be realized in the setting of repeated games because a player gets opportunity to respond—either reciprocally or generously—to the action of the other participants. In repeated games, the shadow of the future [24] looms large: the probability of a subsequent interaction in a repeated game need not be unity but some $\delta$ between zero and one. In such cases, one can equivalently think that the payoff in every subsequent interaction gets discounted by the multiplicative factor $\delta$. In the framework of repeated games, the strategy set is enormous since there can be many sequences of possible actions for each player. However, in rather general setting of evolutionary games, it is desirable that the players are not burdened with the requirements of rationality and high cognitive load. Consequently, it makes pragmatic sense to keep focus on a much smaller set of strategies, viz, reactive strategies: a player’s reactive strategy is a sequence of actions such that each action played at a step is merely a reaction to what the opponent played in the immediately preceding step. Some of these strategies—the most famous one being the tit-for-tat strategy (TFT) [3]—can actually render cooperation evolutionarily stable; when enough repeated interactions happen, the short term advantage of defecting mutants against TFT is not worthy over the long term loss.

However, when an entire population is under consideration and not just two isolated player, multi-agent interactions are very ubiquitous and natural [25, 26]. Naturally, the paradigmatic role of the prisoner’s dilemma is taken over by the $n$-player prisoner’s dilemma game [17, 27] and public goods game [28, 29] for the multiplayer interactions. Apparently, as the size of reciprocating groups involved in multiplayer interaction increase, the emergence of reciprocal cooperation becomes harder [28]. Typically, cooperators punish the defectors by withholding further cooperation in a two-player interaction; in contrast, in the case of multiplayer social interaction, other cooperating peers may suffer due to the withheld future cooperation from a cooperator. In such cases, an optimal generosity turns out to be the better option in the emergence of cooperation [17]. Mismatch of the intent and the actual outcome due to the mistakes are common. In such cases, generosity may play a crucial role in the emergence of the cooperation in multiplayer repeated interaction. Generous individuals provide relatively more opportunities for others to cooperate.

The question that we ask in this paper in the backdrop of the emergence of cooperation through multi-player reactive strategies is: how much the individuals in the population can afford to be non-reciprocal and generous and still not be invaded by defectors? It is well-known that extremely generous populations would be easily exploited by defectors and so would be a highly non-reciprocal population. Hence the related question: how does the maximum extent of generosity that an evolutionary stable population consisting of completely reciprocal individuals can sustain fare against the maximum extent of non-reciprocity that an evolutionary stable population consisting of completely non-generous individuals can sustain? Furthermore, what are the relative effects of cost, benefit, interaction group size, and overall population size on this comparison? Since the words, reciprocity and generosity, can be interpreted and mathematically modelled in various different ways, we first describe our setup precisely in the context of multiplayer repeated prisoner’s dilemma in the next section so that we can address the aforementioned questions unambiguously.

### 2. The setup

To begin with, let us consider a group of $n$ players involved in one-shot multiplayer prisoner’s dilemma game described as follows. Each player can play one of the two actions—cooperate or defect. All the players benefit from the cooperators’ contributions but only the cooperators pay cost. The payoff of a cooperating player, when there are $k$ cooperators and $n-k$ defectors present, is defined to be $bk/n - c$ and that of a defector is $bk/n$, where the positive real numbers, $b$ and $c$, represent benefit and cost respectively. Thus, if there were only cooperators, the payoff of each player would be $b - c$; and hence if a cooperator changes to a defector then she gets $b - b/n$. Similarly, if there were only defectors, the payoff of each player would be $0$; and so if a defector changes to a cooperator then she gets $b/n - c$. Consequently, for the standard prisoner’s dilemma to appear, we require to impose the conditions that $b - c > 0$, $b - b/n > b - c$, and $0 > b/n - c$; the conditions can be collectively written as

$$b > c > b/n > 0.$$  

(1)

Now to extend, we create a repeated game based on this one-shot game, we assume that the one-shot game is repeatedly played for many rounds such that a player in the group can choose her action in each round based on the past actions of the rest of the players she is interacting with. In the simplest analytically tractable setting, we assume that the focal player’s action in a round depends exclusively on the actions of the other players in the immediately preceding round. In other words, the focal player’s strategy—the complete ordered sequence of actions over the rounds—is a reactive strategy. Of course, the standard two-player reactive strategies need to be redefined, e.g., TFT can be generalized [26] to define TFT$_n$ that cooperates if more than $m$ number of
cooperators were present in the immediate preceding step. TFT$_m$ is called softer or harder than another TFT$_{m'}$ if $m$ is respectively smaller or greater than $m'$.

We are interested in rather general reactive strategy, $E_{n-1}(p, q)$, with $p$ and $q$ simultaneously not zero and with cooperation at the very first step: the player with strategy $E_{n-1}(p, q)$ cooperates with a probability $p$ when there were at least $m$ cooperators in the previous round and she cooperates with a probability $q$ when the number of cooperators was less than $m$ in the previous step. Both $p$ and $q$, being probabilities, can range from zero to one and they are two completely independent parameters. Obviously, the probability $1 - p$ is a measure of non-reciprocity—the non-reciprocal player defects even when some opponents cooperate, whereas the probability $q$ is a measure of generosity or forgiveness—the generous player cooperates even after witnessing defection by the opponents. We note that completely non-generous ($q = 0$) and non-reciprocative ($p < 1$) strategies, in the setting of two-player interactions, are said to represent narrow-mindedness [30, 31].

A slight ambiguity creeps in when one notes that the softer version of a reactive strategy may be seen as more generous than its harder version. Partially with a view to bypassing this ambiguity, we set $1 - q < p$, as mentioned in section 1, $\delta$—also called the discount factor—is the extra multiplicative factor by which payoff at a round is multiplied (discounted) with respect to the payoff of the immediately preceding round in the light of the shadow of the future. More precisely, the payoff at $l$th round is multiplied with $\delta^{l-1}$ to generate the effective payoff. Equivalently, $1/(1 - \delta)$ is known as the expected game length which is larger when $\delta$ is larger.

### 3. Calculation of the payoff elements

First to calculate $a_i$, consider the situation of a group of $n$ players where, in addition to one focal player, $n - i$ number players play ALLD. Hence, remaining $i - 1$ individuals play $E_{n-1}(p, q)$. At the first step, by definition, all the players with $E_{n-1}(p, q)$ cooperate. Hence, the number of cooperators is $i - 1$ in the very first round and the payoff of the focal ALLD individual is $A_1 = b(i - 1)/n$. The individuals playing $E_{n-1}(p, q)$ cooperate with a probability $q$ in each subsequent round because the number of cooperators is always less than $n - 1$. Therefore the probability of there being exactly $r$ cooperators in any round, $l$, after the first is $P_l(r) = \binom{n}{r}q^r(1 - q)^{n-r}$, where $\binom{n}{r} = n!/[r!(n - r)!]$. The expected payoff to the focal ALLD player in round $l$ is

$$A_l = \sum_{r=0}^{i-1} \frac{b r}{n} P_l(r) = \frac{b(i - 1)q}{n} \quad (l > 1).$$

(2)

Therefore the total expected payoff is given by,

$$a_i = \sum_{l=1}^{\infty} A_l \delta^{l-1} = \frac{b(i - 1)}{n} \left[ \frac{1 + \delta q}{1 - \delta} \right].$$

(3)

Table 1. Payoff matrix for two strategies $E_{n-1}(p, q)$ and ALLD with an underlying multiplayer prisoner’s dilemma game.

| Strategy of focal player | No. of ALLD players in $n - 1$ opponents | $n - 1$ | $n - 2$ | $\ldots$ | $n - i$ | $\ldots$ | 0 |
|-------------------------|------------------------------------------|--------|--------|--------|--------|--------|---|
| $E_{n-1}(p, q)$         | $e_1$                                    | $e_2$  | $\ldots$ | $e_i$  | $\ldots$ | $e_n$ |   |
| ALLD                    | $a_1$                                    | $a_2$  | $\ldots$ | $a_i$  | $\ldots$ | $a_n$ |   |
Next, we calculate \( e_i \) for all \( i \neq n \). Since there is at least one defector among the opponents of the focal player playing \( E_{n-1}(p, q) \), the focal player cooperate with probability \( q \) in each round after first. So, considering the case where \( i \) players play \( E_{n-1}(p, q) \), the probability of there being exactly \( r \) cooperators in round \( l \) is \( P_l(r) = C_n q^r (1 - q)^{n - r} \). Hence, the expected payoff of focal player in round, \( l \), after the first is

\[
B_l = \sum_{r=0}^{\infty} \left[ \frac{br}{n} \left( 1 - \frac{r}{l} \right) + \frac{br}{n} - e \right] P_l(r); \quad (l > 1).
\]

Here, first term inside the square brackets is due to payoff received when the focal player is not one of the \( l \) cooperators and second term is when she is one of the cooperators. We also have \( B_1 = b/n - c \). Therefore,

\[
e_i = \sum_{l=1}^{\infty} B_l \delta^{l-1} = \left( \frac{bi}{n} - c \right) \left[ 1 + \frac{\delta q}{1 - \delta} \right]; \quad (i \neq n).
\]

Finally, we proceed to find \( e_n \). To this end, we have to think a situation where all the \( n \) players play \( E_{n-1}(p, q) \). In first round, all of them cooperate so \( B_1 = b - c \). But at any arbitrary round (other than the first), the player cooperate either with probability \( q \) or \( p \) depending on how many opponents cooperated in the immediately preceding round. In other words, the probability \( P_l(r) \) for having \( r \) cooperators in round \( l \) depends on \( P_{l-1}(j) \) where \( j \) is an integer lying between 0 to \( n \). Now, we consider different cases depending on the values of \( j \) takes different values:

(a) When \( 0 \leq j \leq n - 2 \), all the \( E_{n-1}(p, q) \) cooperate with a probability \( q \) in round \( l \); for which, consequently,

\[ P_l(r) = \alpha_l P_{l-1}(j) \text{ where } \alpha_l \equiv n C_n \left( 1 - q \right)^{n-r}.
\]

(b) When \( j = n - 1 \), it means there is one (focal) player who defected in round \( l - 1 \). That player must cooperate in round \( l \) with a probability \( p \) as she faces \( n - 1 \) cooperators in the \( (l - 1) \)th round. On the other hand, rest of the \( n - 1 \) cooperators cooperate with a probability \( q \) because they face \( n - 2 \) cooperators in the \( (l - 1) \)th round. Hence, the \( P_l(r) \) due to the \( n - 1 \) cooperator in the \( (l - 1) \)th round is

\[ P_l(r) = \beta_l P_{l-1}(n - 1) \text{ where } \beta_l \equiv n C_n \left( 1 - q \right)^{n-1-r}(1 - p) + n C_n \left( 1 - q \right)^{n-1-r}p. \]

(c) When \( j = n \), it means each of the \( n \) cooperators in round \( l - 1 \) play with \( n - 1 \) cooperating opponents. Therefore, each cooperator must cooperate in round \( l \) with a probability \( p \). Hence, \( P_l(r) = \gamma_l P_{l-1}(n) \text{ where } \gamma_l \equiv C_n (1 - p)^{n-r}.\)

As a result, any \( P_l(r) \) in terms of \( P_{l-1}(j) \)'s using the formalism of Markov chain: we write \( \pi_l = T \pi_{l-1} \) where the column-vector \( \pi_l \equiv \left[ P_l(0), P_l(1), \ldots, P_l(n) \right]^T \) and the elements of the transition matrix \( T \) are given by

\[
t_{ij} = \begin{cases} 
\alpha_i & \text{if } 0 \leq j \leq n - 2, \\
\beta_i & \text{if } j = n - 1, \\
\gamma_i & \text{if } j = n.
\end{cases}
\]

We note that, by definition, \( \pi_1 = [00 \ldots 01]^T \).

Since in the round \( l > 1 \), the focal player with strategy \( E_{n-1}(p, q) \) can either be a cooperator among the \( r \) cooperating individuals with a probability \( r/n \) or be a defector with a probability \( 1 - r/n \), the payoff to the focal player in round \( l \) is

\[
B_l = \sum_{r=0}^{n} \left[ \frac{br}{n} - e \right] \left( \frac{r}{n} + \frac{1 - r}{n} \right) P_l(r) \\
= \frac{b - c}{n} \sum_{r=0}^{n} r [T^r \pi_1], \quad (l > 1).
\]

Here, subscript \( r \) denotes the corresponding vector element. Therefore, the total expected payoff is given by,

\[
e_n = \sum_{l=1}^{\infty} B_l \delta^{l-1} = \frac{b - c}{n} \sum_{r=0}^{n} r [(1 - \delta)^{l-1} \pi_1],
\]

where \( I \) is \( n + 1 \) dimensional identity matrix.

We may observe that for \( n = 2 \), the expressions of \( a_i \)’s (equation (3)) and \( e_i \)’s (equations (5) and (8)) obtained here match with the analogous known analytical results in the two-player case [33]. However, for
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Figure 1. The number of reactive strategies, \( E_{n-1}(p, q) \), that are ESS shrinks with increase in group size \( n \); and \( R_1 \) and \( R_2 \) decrease: the coloured area on the \( (p, q) \) strategy space denotes the region where \( E_{n-1}(p, q) \) is ESS. The variation in the colour indicates the minimum repetition probability \( \delta_{\min} \). The benefit and cost are set to \( b = 3 \) and \( c = 2 \). In subfigures (a)–(d) we set the interaction group size \( n = 2, 3, 4 \), and 20 respectively.

### 4. Infinite population: ESS

Now let us first consider the case of an infinite population where individuals play infinitely repeated multiplayer prisoner dilemma in randomly formed groups of size \( n \); the strategy of every player is the same \( E_{n-1}(p, q) \). We want to find out those values of \( p \) and \( q \) for which the population is evolutionarily stable against ALLD mutants. In other words, we want to find those \( E_{n-1}(p, q) \)'s that are ESS against ALLD.

The marginal payoff for a ALLD strategist is \( U_A = \sum_{k=1}^{n-1} x^{k-1} \delta_1 \), while that of a \( E_{n-1}(p, q) \) strategist is \( U_E = \sum_{k=1}^{n-1} x^{k-1} \delta_1 \); here, \( x \) is the fraction of ALLD mutants. Hence, the host population can resist the invasion by an infinitesimal (i.e., \( x \to 0 \)) fraction of ALLD mutant if \( U_E > U_A \), i.e., if \( e_n > a_n \). Similar argument leads to the conclusion that the condition for the ALLD to be ESS is \( a_1 > e_1 \) which is always satisfied as can be seen from equations (3) and (5), and the fact that \( c > b/n \).

The condition, \( a_n < e_n \), needed for \( E_{n-1}(p, q) \) to be ESS has to be numerically found using equations (3) and (8). This depends on \( b, c, \) and \( \delta \). We fix \( b \) and \( c \) to 3 and 2 respectively, and find the minimum discount factor \( \delta = \delta_{\min} \) at which \( E_{n-1}(p, q) \) becomes ESS for different values of \( n \). In figure 1, we present all the \( E_{n-1}(p, q) \)'s that are ESS. We immediately note that when \( n = 2 \), the maximum extent of generosity \( (q = q_{\max}) \) that an evolutionary stable population consisting of completely reciprocal individuals \( E_{n-1}(1, q) \) can sustain is equal to the maximum extent of non-reciprocity \( 1 - p = 1 - p_{\min} \) that an evolutionary stable population consisting of completely non-generous individuals \( E_{n-1}(p, 0) \) can sustain. However, as the group size \( n \) increases, the difference \( q_{\max} - (1 - p_{\min}) \) increases as well. In other words, the sustenance of cooperation (that, of course, coexists with defection in general) becomes relatively harder for non-reciprocal reactive strategies compared to the generous reactive strategies as the group size increases.

#### 4.1. Quantifying generosity–non-reciprocity asymmetry

Since tracking this asymmetry between maximal generosity and maximal non-reciprocity is the main goal of this paper, we precisely quantify this asymmetry using two parameters, \( R_1 \) and \( R_2 \), which lie between zero to one. First one is simpler:

\[
R_1 \equiv \frac{1 - p_{\min}}{q_{\max} + 1 - p_{\min}}.
\]

A value of 0.5 for \( R_1 \) implies symmetry; lesser than half means \( q_{\max} > (1 - p_{\min}) \), while greater than half means \( q_{\max} < (1 - p_{\min}) \). This parameter only compares \( E_{n-1}(1, q_{\max}) \) with \( E_{n-1}(p_{\max}, 0) \), but there are infinitely many strategies which are ESS. Thus, in order to measure the asymmetry about the line \( q = 1 - p \) in the \( p-q \) strategy space, we need to include all such strategies. This brings us to the next parameter:

\[
R_2 \equiv \frac{1}{\#(\Delta)} \sum_{\Delta} \frac{\#(q = 1 - p - \Delta, q = 1 - p)}{\#(q = 1 - p - \Delta, q = 1 - p + \Delta)}.
\]

Here the number of ESS strategies, \( E_{n-1}(p, q) \), between \( q = 1 - p - \Delta \) and \( q = 1 - p \) has been denoted by \( \#(q = 1 - p - \Delta, q = 1 - p) \); the number of ESS strategies, \( E_{n-1}(p, q) \), between \( q = 1 - p - \Delta \) and...
$q = 1 - p + \Delta$ has been denoted by $\#(q = 1 - p - \Delta, q = 1 - p + \Delta)$; the sum is over many randomly chosen values of $\Delta$; and the total number of values of $\Delta$ chosen is denoted by $\#(\Delta)$. In this paper, we have taken $\#(\Delta) = 10$. Again one note that $R_1 = 0.5$ implies complete symmetry about the line $q = 1 - p$. If $R_2 > 0.5$ that means more strategies are evolutionarily stable below the line $q = 1 - p$ (i.e., relatively more non-reciprocal strategies). Similarly, $R_2 < 0.5$ that means more strategies are stable above the line $q = 1 - p$ (i.e., relatively more generous strategies).

Going back to figure 1, we observe how $R_1$ and $R_2$ decrease with increase in $n$ meaning, as concluded pictorially earlier that the sustenance of cooperation becomes relatively easier for generous reactive strategies compared to the non-reciprocal reactive strategies as the group size increases.

5. Finite population: ESS$_N$

All real populations are finite and hence the effect of drift [34, 35] is unavoidable. In fact, whatever kind of host population be there, even a single mutant individual has finite probability of taking over the entire population even if the host population satisfies the ESS condition. In analysing finite population, one has to consider a microscopic birth–death process and also fitness values which are slightly different from that in the corresponding infinite case. One of the paradigmatic finite population dynamics is formulated as a Moran process with frequency-dependent fitness.

Moran process [36] is one of the simplest stochastic birth–death process in a finite population. In Moran process, one considers a finite generation-wise overlapping population consisting of $N$ individuals. The individuals are of two types, which putting in the context of the present paper, can be taken to be ALLD and ALLE. Now, one individual is chosen randomly for reproduction with a probability proportional to its fitness and allowed reproduce. Subsequently, a reproduced individual replaces any single individual chosen at random so that the population size remains temporally constant at $N$. Moran process has two absorbing states: all ALLD individuals and all $E_{n-1}(p, q)$ individuals. As mentioned in section 1, the relevant concept—alphanumeric to ESS—in this case is that of ESS$_N$ that is defined through fixation probability. The fixation probability of, say, ALLD is the probability with which a single ALLD individual—actually, its descendants—can take over the rest of the population $(N - 1)E_{n-1}(p, q)$ individuals.

The fitnesses of ALLD and $E_{n-1}(p, q)$ individuals can be expressed [8] respectively as $f_i^A = 1 - w + wF_i^A$ and $f_i^E = 1 - w + wF_i^E$ respectively where $w$ is the strength of the game’s (or differential selection’s) contribution to the fitnesses; the parameter $0 \leq w \ll 1$ implies weak selection. $F_i^A$ and $F_i^E$ are respectively found [32, 37, 38] to be (see table 1):

$$F_i^A = \frac{\sum_{k=1}^{n-i} \left( \frac{C_{n-k}^{i-1} C_{N-k-1}^{N-i}}{C_{n-1}^{N}} \right) a_k}{a_i}, \text{ and}$$

$$F_i^E = \frac{\sum_{k=1}^{n-i} \left( \frac{C_{n-k}^{i-1} C_{N-k-1}^{N-i}}{C_{n-1}^{N}} \right) a_k}{a_i},$$

where, $i \in \{0, 1, \ldots, N\}$ is the number of ALLD individuals in the population. In the limit of weak selection, the conditions for $E_{n-1}(p, q)$ to be ESS$_N$ can be written down using the results [32] available in the literature:

$$(N - 1)a_n < (N - n)e_n + (n - 1)e_{n-1} \quad \text{and}$$

$$\sum_{k=1}^{n} k(a_k - e_k)N < -n^2 e_n + \sum_{k=1}^{n-1} ke_k + \sum_{k=1}^{n} (n + 1 - k)a_k.$$  

If inequality (12a) is satisfied, selection opposes a single ALLD individual invading a finite population of $E_{n-1}(p, q)$. On the other hand, if inequality (12b) is satisfied, then the selection opposes ALLD from replacing $E_{n-1}(p, q)$ which means that the fixation probability of ALLD is less than $1/N$. We now want to find all the values of $p$ and $q$ for which $E_{n-1}(p, q)$ is ESS$_N$ against ALLD.

5.1. Large population limit

There are quite a few parameter, viz, $b, c, \delta, n$ and $N$, to ponder about. In order to systematically understand their effects, it is pragmatic to first work in the limit of large population (i.e., large $N$) because then conditions (12a) and (12b) become $N$ independent:

$$a_n < e_n,$$

$$\sum_{k=1}^{n} k(a_k - e_k) < 0.$$
Let us focus on figure 2. First in the first row we fix the \( b/c \) to 1.5 by choosing \( b = 1.5 \) and \( c = 1 \) and see the effect of interaction group size \( n \) by taking the values \( n = 2, 3, 4 \) and 20. The region on the parameter space shrinks where the strategy \( E_{n-1}(p, q) \) is evolutionarily stable against ALLD as shown in figures 2(a)–(d). In each of this plot one point is common: for a given value of generosity \( q \leq q_{\text{max}} \), the value of \( \delta_{\text{min}} \) increases with the increase in non-reciprocity, and beyond a maximum value of non-reciprocity \( E_{n-1}(p, q) \) ceases to be ESS; similarly, for a given value of non-reciprocity \( 1 - p \leq 1 - p_{\text{min}} \), the value of \( \delta_{\text{min}} \) increases with increase in generosity, and beyond a maximum value of generosity \( E_{n-1}(p, q) \) ceases to be ESS.

Interestingly, with increase in the group size, the minimum required discount factor \( \delta_{\text{min}} \) increases with \( n \) for every \( E_{n-1}(p, q) \) that is ESS throughout. In other words, it implies that effective game length needs to be longer for an \( E_{n-1}(p, q) \) to be evolutionarily stable as group size increases. It is in line with similar results reported in [26]. Next, in later rows of figure 2, we use different \( b \) and \( c \) but keep their ratio fixed to 1.5 to check the robustness of the effect of \( b/c \). We find that the effect of group size is independent of independent specific values of \( b \) and \( c \) as long as \( b/c \) is same. Finally, we observe decrease in the values of \( R_1 \) and \( R_2 \) with increase in interaction group size. This implies, as visual inspection of the figure suggests as well, that the sustenance of cooperation becomes relatively easier for generous reactive strategies compared to the non-reciprocal reactive strategies as \( n \) increases; for large enough \( n \), only TFT\(_{n-1}\) is expected to be evolutionarily stable.

### 5.1.1. Fixed \( b/c \) and effect of group size \( n \)

| \( n \) | 2      | 3      | 4      | 20     |
|-------|--------|--------|--------|--------|
| \( b/c \) | \( R_1 = 0.50 \pm 0.013 \) | \( R_1 = 0.36 \pm 0.029 \) | \( R_1 = 0.25 \pm 0.049 \) | \( R_1 = 0.00 \pm 0.270 \) |
|        | \( R_2 = 0.53 \pm 0.004 \) | \( R_2 = 0.39 \pm 0.017 \) | \( R_2 = 0.29 \pm 0.038 \) | \( R_2 = 0.10 \pm 0.141 \) |

**Figure 2.** At fixed \( b/c \), the number of reactive strategies, \( E_{n-1}(p, q) \), that are ESS shrinks with increase in group size \( n \), and \( R_1 \) and \( R_2 \) decrease: the coloured area on the \( (p, q) \) strategy space denotes the region where \( E_{n-1}(p, q) \) is ESS. The variation in the colour indicates the minimum repetition probability \( \delta_{\text{min}} \). Along each row, the interaction group size increase as \( n = 2, 3, 4 \) and 20. The benefit to cost ratio \( b/c \) is fixed at 1.5 by using three different parameter sets: \( b = 1.5, c = 1.0; b = 3.0, c = 2.0; \) and \( b = 4.5, c = 3.0 \). They are presented in three different rows.
5.1.2. Fixed $b/nc$ and effect of group size $n$

Now, let us inspect figure 3. Throughout the subplots of the figure, we keep $b/nc$ fixed at 0.75. Row-wise $b$ increases and column-wise $n$ increases. Thus, we immediately note that along any column—because $n$ and $b/c$ is constant—all the three plots are identical. Along any row, $b/c$ and $n$ increase together and we note that $E_{n-1}(p,q)$ is ESS for rather more values of $p$ and $q$; both $\delta_{\text{max}}$ and $1 - p_{\text{min}}$ increase. In other words, more generous and more non-reciprocal reactive strategies tend to become evolutionarily stable as the group of simultaneously interacting players becomes bigger. We furthermore observe that for fixed $b/nc$, at the same $p$ and $q$, the minimum discount factor $\delta_{\text{min}}$ becomes lesser than what is required in the case of smaller group sizes. In other words, the expected game length decreases for larger group size when $b/nc$ is constant and therefore it becomes easier for the strategy $E_{n-1}(p,q)$ to become evolutionarily stable.

What is most interesting is that for fixed $b/nc$, $R_1 \approx R_2 \approx 0.5$. This means that the maximum extent of generosity that an evolutionary stable finite population consisting of completely reciprocal individuals can sustain is equal to the maximum extent of non-reciprocity that an evolutionary stable finite population consisting of completely non-generous individuals can sustain. This fact and its comparison with the case of infinite population is presented in figure 4 where we clearly observe that constant $b/nc$ makes generosity and non-reciprocity symmetric in their effect on each other but for fixed $b/c$ they become more and more asymmetric with the increase in the group size.

5.2. Effect of population size $N$

Qualitatively, we expect the conclusions discussed for the case of large $N$ limit to show up even for the case of smaller $N$ values. In order to avoid trivial repetition sans any new insight we do not explicitly present those results for the smaller $N$ values. However, for the sake of completeness, we mention how change in the value of $N$ itself can effect the non-reciprocity–generosity symmetry for the case of more than two players simultaneously interacting. We recall that we must now use conditions (12a) and (12b) instead of conditions (13a) and (13b) to find if an $E_{n-1}(p,q)$ is ESS.

In figure 5, we fix $n = 3$ for illustrative purpose. Along the rows $N$ varies and along the columns $b/c$ is varied. For any $N$, increase in the benefit to cost ratio enhances the set of $E_{n-1}(p,q)$ that can become ESS$_N$ and simultaneously make $R_1$ and $R_2$ approach 0.5 from the lower side. Also, smaller expected game length suffices for making an $E_{n-1}(p,q)$ ESS$_N$. For a fixed $b/c$, increase in the population size interestingly has exactly same effect: for any $b/c$, increase in $N$ increase the number of values of $p$ and $q$ such that $E_{n-1}(p,q)$ can become ESS$_N$.
Figure 4. Non-reciprocity–generosity asymmetry’s dependence on benefit to cost ratio: $R_1$ (red line) and $R_2$ (green line) are plotted against the interaction group size $n$ in infinite (subplots (a) and (b)) and finite but large (subplots (c) and (d)) populations. $b/c$ is fixed at 1.5 for subplots (a) and (c), $b/c$ is fixed to 0.75 for subplots (b) and (d).

Figure 5. At fixed group size, the number of reactive strategies, $E_{n-1}(p, q)$, that are ESS increase with increase in population size $N$, and $R_1$ and $R_2$ increase: the coloured area on the $(p, q)$ strategy space denotes the region where $E_{n-1}(p, q)$ is ESS. The variation in the colour indicates the minimum repetition probability $\delta_{\min}$. Along each row, the population size increase as $N = 6, 10, 100$ and 1000. We set the group size of interaction $n = 3$. We vary $b/c$: $b/c = 1.5, 2$ and $2.5$ which are respectively presented in three consecutive rows.

and simultaneously $R_1$ and $R_2$ monotonically approach 0.5 from the smaller values. Here also, for making an $E_{n-1}(p, q)$ ESS, one requires smaller expected game length as $N$ increases.

Hence, for a given group size, the establishment of cooperation is easier in a larger population and non-reciprocity–generosity symmetry is more probable in a larger population. On the other hand, for large enough population, we recall from earlier discussions that the evolutionary stability of $E_{n-1}(p, q)$ and the
non-reciprocity–generosity symmetry become easier for small-sized interacting groups. We find this subtle interplay between the interaction group size and the population size on the evolutionary stability of reactive strategies quite interesting.

6. Conclusion and discussion

Summarizing, we have used the concepts of ESS and ESS$_N$ to study the evolutionary stability of multiplayer reactive strategies, $E_{n-1}(p,q)$, amid the threat by ALLD mutants in multiplayer infinitely repeated prisoner’s dilemma game. In the light of the fact that a completely non-generous and reciprocal strategy (i.e., TFT$_{n-1}$) is evolutionary stable both in finite and infinite populations for large enough expected game length, it is a natural question to ask how much generous or non-reciprocal the individuals of the host population can become while not giving way to the always defecting mutants. This paper answers this question and additionally highlights the relative efficacies of being generous and being non-reciprocal in establishing cooperation, even if in coexistence with some amount of defection.

Specifically, we have found that for a given benefit to cost ratio, increasing interaction group size skews the non-reciprocity–generosity asymmetry towards generosity. However, for a given benefit to cost ratio per player in the group, the effect of non-reciprocity and generosity are symmetric as far as their robustness against mutant invasion is concerned; increasing group size, however, allows for increase in both generous and non-reciprocal strategies that are evolutionary stable. Finally, we have highlighted the interplay between the finiteness of the population and the interaction group size in the context of the main question of this paper. It appears that the emergence of cooperation is comparatively more likely to emerge in larger populations where the interaction group size is smaller and the non-reciprocity–generosity asymmetry is minimal.

While the aforementioned conclusions, which are arrived using a mix of analytical and numerical approaches, are intriguing, further insights may be furnished by an attempt to intuitively comprehend some of their aspects—e.g., the increase in the skewness of the non-reciprocity–generosity asymmetry towards generosity with an increase in the group size. First, consider the case of two-player interaction, i.e., $n = 2$, in a population of players adopting $E_{n-1}(p,q)$ strategy. A non-generous ($q = 0$), non-reciprocal player will defect against a cooperator with probability $1 - p$, thereby reducing the payoff of the cooperator. Whereas, a reciprocal ($p = 1$), generous player will cooperate against a defector with probability $q$, leading to an incurrence of cost for herself (a cooperator). So we note that in both the cases, the cooperators in the population will incur losses if either non-reciprocity or generosity is present. We have seen from our investigations that these losses are symmetric in their causes—non-reciprocity and generosity. It is easy to intuit why this symmetry should break as multiplayer interactions are invoked. Actually, the non-reciprocity is still detrimental for the population of non-generous players because it induces defection. But the generosity is not exclusively detrimental for the population of reciprocal players because, in general, there will be a mixture of cooperators and defectors. This means, unlike the two-player interaction case, the set of opponents of any player need not have exclusively defectors or cooperators. Therefore, the act of cooperating owing to generosity, while is detrimental for each player due to presence of defectors, it is rewarding on the other hand for other cooperators in the group. Thus, asymmetry ensues as group size becomes more than two.

We also point out that, for a given cost $c$, while $b/c$ measures the efficiency of cooperation [32] of a player facing only cooperators as opponents, $b/nc$ measures the same for a player confronting only defectors. This is because in the former case, the player gets benefit $b$ on average and in the latter case, the player gets benefit $b/n$ on average. In fact, $b' \equiv b/n$ may be seen as a renormalized benefit when the $n$-player interaction is seen as an effective two-player interaction. This may be understood from the fact that for the two-player case the inequality $2 > b'/c > 0$ (see equation (1)) is satisfied and for the $n$-player case the inequality $1 > b'/c > 0$, and hence $2 > b'/c > 0$ is satisfied. This is a hint of the reason why the non-reciprocity–generosity symmetry—witnessed in the two-player case—emerges in even larger group sizes if $b/nc$ is kept fixed instead of $b/c$.

Generosity is very much desirable in a population as it has an important characteristic of forgiving some defection, which might have been played erroneously by the opponent, and thus maintain higher payoff in such a situation. In fact we established in this paper that whenever possible, generous strategies fare better than non-reciprocal strategies in establishing cooperation in multiplayer interactions. We remind the readers that there exists a much bigger set of reactive strategies left to be explored, viz, $E_m(p,q)$ with $0 \leq m < n - 1$; this paper has concentrated only on $E_{n-1}(p,q)$, the hardest of them all. The softer reactive strategies for a fixed $q$ may also be interpreted [17] as relatively more generous. How non-reciprocity compares against this generosity is something worth looking into. Moreover, how two strategies—$E_m(p,q)$ and $E_{m'}(p,q)$ ($m \neq m'$)—fare against each other in the context of non-reciprocity–generosity asymmetry, is also an interesting aspect worth investigating. In this context, we emphasise the role of $m = n - 1$ in leading to the asymmetry reported in this paper: the player with strategy $E_{n-1}(p,q)$ cooperates with a probability $p$ when
there is no defector in the group but she cooperates with a probability $q$ if there is even a single defector. This implies that the role of generosity comes into play for a lot of action profiles in a group; however, the role of non-reciprocity is only invoked when the action profile is all cooperation.

Furthermore, in future, we could leave the setup of homogeneously strategized population and explore the extensions of our result in the heterogeneous population [41]. Of course, going beyond the formalism of the reactive strategies is analytically intractable but it would be exciting to numerically investigate the effect of past memory of arbitrary length on the non-reciprocity–generosity asymmetry. Last but not the least, the assumption of idealised unstructured population should also be relaxed for making more real-world connection and invoking some network topologies [42, 43] to model interaction structure among individuals of the structured population with multiplayer games would be a potential future direction of extension.

Acknowledgments

The authors are thankful to Arunava Patra for verifying some of the calculations presented in this paper.

Data availability statement

The data that support the findings of this study are available upon reasonable request from the authors.

ORCID iDs

Shubhadeep Sadhukhan https://orcid.org/0000-0002-7278-5041
Sagar Chakraborty https://orcid.org/0000-0001-7568-0598

References

[1] Trivers R L 1971 Q. Rev. Biol. 46 35
[2] Smith J M 1982 Evolution and the Theory of Games (Cambridge: Cambridge University Press)
[3] Axelrod R 2006 The Evolution of Cooperation: Revised Edition (New York: Basic Books)
[4] Nowak M A 2006 Science 314 1560
[5] Gintis H 2009 Game Theory Evolving: A Problem-Centered Introduction to Modeling Strategic Interaction 2nd edn (Princeton, NJ: Princeton University Press)
[6] Perc M, Jordan J J, Rand D G, Wang Z, Boccaletti S and Szolnoki A 2017 Phys. Rep. 687 1–51
[7] Smith J M 1998 The Major Transitions in Evolution (Oxford: Oxford University Press)
[8] Nowak M A 2013 Evolution, Games, and God: The Principle of Cooperation (Cambridge, MA: Harvard University Press)
[9] Bourke A F 2011 Principles of Social Evolution (Oxford: Oxford University Press)
[10] Pacheco J M, Traulsen A, Ohtsuki H and Nowak M A 2008 J. Theor. Biol. 250 723
[11] Nowak M A and Sigmund K 2005 Nature 437 1291
[12] Hamilton W 1964 J. Theor. Biol. 7 1
[13] Ohtsuki H, Hauert C, Lieberman E and Nowak M A 2006 Nature 441 502
[14] Smith J M 1964 Nature 201 1145
[15] Szabó G and Hauert C 2002 Phys. Rev. Lett. 89 118101
[16] Chen X, Szolnoki A and Perc M 2015 Phys. Rev. E 92 012819
[17] Kurokawa S, Wakano J Y and Ibara Y 2010 Theor. Popul. Biol. 77 257
[18] Park H J, Kim B J and Jeong H-C 2017 Phys. Rev. E 95 042314
[19] Kurokawa S 2019 Ecol. Complexity 40 100778
[20] Smith J M and Price G R 1973 Nature 246 44
[21] Rapoport A and Chammah A 1965 Prisoner’s Dilemma (Ann Arbor, MI: University of Michigan Press)
[22] Nash J F 1950 Proc. Natl Acad. Sci. USA 36 48
[23] Nowak M A, Sasaki A, Taylor C and Fudenberg D 2004 Nature 428 646
[24] Skyrms B 2003 The Stag Hunt and the Evolution of Social Structure (Cambridge: Cambridge University Press)
[25] Joshi N V 1987 J. Genet. 66 69
[26] Boyd R and Richerson P J 1988 J. Theor. Biol. 132 337
[27] Kurokawa S 2018 Games 9 1
[28] Wakano J Y, Nowak M A and Hauert C 2009 Proc. Natl Acad. Sci. 106 7910
[29] Wang B, Chen X and Wang L 2012 J. Stat. Mech. P11017
[30] Fujimoto Y and Kaneko K 2019 Phys. Rev. Res. 1 033077
[31] Fujimoto Y and Kaneko K 2021 J. Phys. Complex 2 045007
[32] Kurokawa S and Ibara Y 2009 Proc. R. Soc. B. 276 1379
[33] Nowak M and Sigmund K 1989 Appl. Math. Comput. 30 191
[34] Kimura M 1968 Nature 217 624
[35] Kimura M 1983 The Neutral Theory of Molecular Evolution (Cambridge: Cambridge University Press)
[36] Moran P A P 1958 Math. Proc. Camb. Phil. Soc. 54 60
[37] Gokhale C S and Traulsen A 2014 Dyn. Games. Appl. 4 468
[38] Kurokawa S and Ihara Y 2013 Theor. Popul. Biol. 84 1
[39] McElreath R and Boyd R 2007 Mathematical Models of Social Evolution (Chicago, IL: University of Chicago Press)
[40] Belfield C and Levin H M 2010 International Encyclopedia of Education (Amsterdam: Elsevier) pp 199–203
[41] Nowak M A and Sigmund K 1992 Nature 355 250
[42] Shakarian P, Roos P and Johnson A 2012 Biosystems 107 66
[43] Casasnovas J P 2012 Evolutionary Games in Complex Topologies (Berlin: Springer)