Airborne Testing of 2-µm Pulsed IPDA Lidar for Active Remote Sensing of Atmospheric Carbon Dioxide
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Abstract: The capability of an airborne 2-µm integrated path differential absorption (IPDA) lidar for high-accuracy and high-precision active remote sensing of weighted-average column dry-air volume mixing ratio of atmospheric carbon dioxide (XCO₂) is demonstrated. A test flight was conducted over the costal oceanic region of the USA to assess instrument performance during severe weather. The IPDA targets CO₂ R30 absorption line using high-energy 2-µm laser transmitter. HgCdTe avalanche photodiode detection system is used in the receiver. Updated instrument model included range correction factor to account for platform attitude. Error budget for XCO₂ retrieval predicts lower random error for longer sensing column length. Systematic error is dominated by water vapor (H₂O) through dry-air number density derivation, followed by H₂O interference and ranging related uncertainties. IPDA XCO₂ retrieval results in 404.43 ± 1.23 ppm, as compared to 405.49 ± 0.01 ppm from prediction models, using consistent reflectivity and steady elevation oceanic surface target. This translates to 0.26% and 0.30% relative accuracy and precision, respectively. During gradual spiral descend, IPDA results in 404.89 ± 1.19 ppm as compared model of 404.75 ± 0.73 ppm indicating 0.4% and 0.23% relative accuracy, respectively. Challenging cloud targets limited retrieval accuracy and precision to 2.56% and 4.78%, respectively, due to H₂O and ranging errors.
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1. Introduction

Atmospheric carbon dioxide (CO₂) is a dominant greenhouse gas that contributes to global warming and climate change, while influencing the carbon cycle on Earth. Understanding CO₂ sources, sink and transport flux is critical for the scientific community and policy makers. Mitigating carbon dioxide upsurge is a social benefit that requires continuous monitoring and assessments through current techniques and improved technologies [1]. Atmospheric CO₂ monitoring techniques rely on either in situ air sampling or remote sensing. In situ CO₂ sampling is conducted using ground-based networks and airborne campaigns [2,3]. The former provides continuous sampling with limited spatial resolution, while the later offers higher spatial but limited temporal observations. Remote sensing of CO₂ is conducted using passive and active techniques. Advanced space-based passive remote sensors, such as the Orbiting Carbon Observatory (OCO) missions, provide wide spatial and temporal CO₂ monitoring. OCO-2 is a free-flyer that records spectral radiance variations of reflected sunlight from Earth’s surface using high-resolution passive
spectrometers [4]. OCO-3 is an upgraded instrument installed onboard the International Space Station for enhanced coverage of CO\textsubscript{2} measurements, while improving the accuracy and resolution [5]. Relying on sunlight introduces some spatial and temporal limitations such as absence of nighttime and seasonal high-latitude measurements. In addition, retrieval issues arise due to aerosol abundance, thin cloud conditions, and over complex terrains with rapidly changing surface reflectivity and elevations [6]. Active remote sensing of CO\textsubscript{2}, based on lidar techniques, is an alternative that potentially overcomes the limitations of passive sensors [6,7].

An active sensor provides its own radiation source that can be tuned to target specific absorption futures of an atmospheric molecule using the differential absorption lidar (DIAL) technique. An airborne range-resolved (RR) DIAL could provide CO\textsubscript{2} vertical profile measurements independent of geographical location and time with straightforward retrieval algorithms. For further improving CO\textsubscript{2} measurement uncertainties, the integrated path differential absorption (IPDA) lidar is a special DIAL that provides a weighted average measurement of the gas over a sampling volume rather than RR profile. IPDA lidar relies on hard target returns providing high signal-to-noise ratio (SNR) resulting in high-precision and high-accuracy measurements [6–8]. Based on National Research Council recommendation, NASA initiated the Active Sensing of CO\textsubscript{2} Emissions over Nights, Days, and Seasons (ASCENDS) mission, which involves several groups for developing different CO\textsubscript{2} IPDA lidar instruments [7,9]. These instruments use either pulsed or continuous wave laser transmitters operating at 1.6- or 2.0-\textmu m wavelengths. Both wavelengths match optimum sensing absorption features for CO\textsubscript{2}, with additional ranging capability for pulsed techniques. ASCENDS objective was to achieve CO\textsubscript{2} measurement precision and accuracy of <0.3 ppm and <1.2 ppm, respectively, using a space-based lidar for 10-s average over Rail Road Valley [6,7]. NASA Langley Research Center (LaRC) has been involved in maturing high-energy pulsed lasers for CO\textsubscript{2} and wind lidar transmitters based on 2-\textmu m laser technology [10]. Combining both measurement capabilities potentially address CO\textsubscript{2} flux observations, recently advocated for by the Decadal Survey, to enhance studies of the gas transport phenomena [1].

Targeting the CO\textsubscript{2} R22 absorption line, RR-DIAL measurements were demonstrated as early as 2010, using a ground-based zenith pointing 2-\textmu m DIAL. DIAL transmitter used Ho:Tm:LuLiF technology producing 90-mJ pulses at 5-Hz repetition rate. Transmitted pulses were alternated between fixed off-line and on-line wavelengths set to either 2.15 or 2.80 GHz offset from line center. The receiver employed a direct detection system using an infrared (IR) phototransistor [11,12]. Column CO\textsubscript{2} measurements were attempted using the same instrument and the results were compared to NOAA tower in situ sampling at West Branch, Iowa (WBI) [13]. Adopting IPDA lidar technique, other instruments were developed at LaRC, after switching to the CO\textsubscript{2} R30 absorption line. R30 is compatible with Ho:Tm:YLF technology and offers some advantages including lower temperature sensitivity, lower molecular interferences and optimum optical depth for lower tropospheric CO\textsubscript{2} measurements. Implementing side-pumping configuration, a double-pulse 2-\textmu m IPDA lidar was developed with a 10 Hz pulse repetition rate. A single pump pulse was used to generate two successive laser pulses separated by 200 \textmu s with 90 and 45 mJ transmitted energies. The first pulse was tuned, within 1 to 6 GHz with respect to R30 line center, then locked to generate the on-line wavelength. The wavelength of the second pulse was locked to a fixed off-line position. Short time separation between transmitted pulses enhances ground footprint overlap for airborne applications [14]. The IPDA detection was based on commercial extended-range InGaAs pin detector. The instrument was tested on ground in horizontal configuration using 859 m away calibrated hard target with 19% reflectivity. Results indicated range measurement precision of 0.93 m and CO\textsubscript{2} weighted-average column dry-air volume mixing (XCO\textsubscript{2}) measurement precision of 2.24 ppm and accuracy of 0.44 ppm [15]. Airborne validation for the same instrument included different conditions for ocean and land targets [16,17]. Retrievals of XCO\textsubscript{2} resulted in 4.15-ppm precision and 1.14-ppm accuracy achieved using 10-s average from a 6-km altitude over
ocean [16]. Higher altitude resulted in enhanced range precision due to the domination of random detection noise on range error. Sensitivity analysis addressed atmospheric water vapor (H$_2$O) potential effect on systematic errors for CO$_2$ measurements [6,18].

High variability of atmospheric H$_2$O influences IPDA CO$_2$ measurement through direct molecular interference, spectral line broadening and dry-air number density derivation [6]. To address this issue, the same technology was upgraded to produce three successive pulses, for each pump pulse, for simultaneous measurements of CO$_2$ and H$_2$O [18]. Upgrades included end-pumping for higher repetition rate (50 Hz) operation, while using fixed wavelengths for all pulses [19]. The selected wavelength positions were locked to 32-, 6.5- and 16-GHz offsets with respect to the R30 line for the first, second, and third pulses, respectively [18,20]. Although ground and airborne testing demonstrated the capability of the triple-pulse IPDA technique, using fixed 6.5-GHz on-line for CO$_2$ measurements resulted in a lower differential optical depth (about 0.1) while losing the tuning capability. With detection noise dominating random error, lower optical depth deteriorates measurement precision [21]. Focusing on CO$_2$ measurements, the IPDA was switched back to operate in double-pulse mode taking advantage of the high repetition rate in conjunction with tunable on-line transmitter. In addition, an advanced mercury cadmium telluride (HgCdTe or MCT) electron-initiated avalanche photodiode (e-APD) detection system was introduced to complement the InGaAs pin (PIN) detection channel [22]. The goal is to achieve high-precision and high-accuracy XCO$_2$ measurement with tunable CO$_2$ weighting function for adaptive targeting [6]. Assessment of XCO$_2$ retrieval random and systematic errors was presented using horizontal ground testing. Results indicated 1.11- and 0.33-ppm measurement accuracy and precision, equivalent to 0.26% and 0.08% systematic and random errors, respectively, obtained using 13.6% target reflectivity and operating at 0.5-GHz on-line offset. Range measurements indicate 0.7-m precision and 0.2-m accuracy [8].

Airborne testing campaign was conducted for the same instrument in late 2019. The campaign included four flights, consuming about 15-h airborne time, using the NASA B-200 aircraft. This paper presents the XCO$_2$ measurement results using the 2-µm pulsed IPDA lidar during a local four-hour flight conducted on 17 September 2019. The flight objective was to capture land and ocean targets during day and night transition. The flight took-off and landed at Hampton, Virginia, during tropical storm Imelda. Flight plan started before sunset by heading southwest toward Wilmington, North Carolina, followed by south track over ocean until sunset, then heading back on the same route after sunset. Due to concurrent storm, weather conditions limited clear access to land targets. Therefore, cloud-top targets were attempted at higher airborne altitude for capturing free-tropospheric XCO$_2$. The plan included two descending spirals, before and after sunset, over land during scarce clear-sky conditions. Moderate-state ocean surface was targeted, during clear sky conditions, off-shore Wilmington between the spirals.

2. Airborne 2-µm Pulsed IPDA Lidar

A schematic for the 2-µm pulsed IPDA lidar is shown in Figure 1. The instrument is designed for airborne operation, with nadir orientation, comprising a payload compatible with small research aircrafts. The total instrument size is 0.6 m$^3$, and weights 430 kg, with steady-state power consumption of 2 kW [21]. The IPDA transmitter is set to produce two 2-µm laser pulses for each pump pulse. Transmitter control and monitors units alternate the wavelength of each of the transmitted pulses between on- and off-line wavelengths using the seed laser, while monitoring transmitted pulse properties and providing time synchronization among different units. Laser pulses are transmitted co-axially through the telescope secondary. The collected return radiation is directed toward the aft-optics integrated to the side of the telescope. Aft-optics collimates, splits then focuses the return radiation into the two signal channels. A free-space PIN and fiber-coupled MCT e-APD detection systems were used for the high- and low-signal channels, respectively [22]. A data acquisition system digitizes and stores the collected data for real-time signal processing and
inspection. Full instrument description is given in [8] and Table 1 lists the main instrument parameters and relevant settings during airborne operation.

![Diagram of 2-μm pulsed IPDA lidar](image_url)

**Figure 1.** A schematic for the 2-μm pulsed IPDA lidar for atmospheric CO₂ measurements. The transmitter is based on 2-μm double-pulse high-energy laser, seed laser and transmitter control and monitors unit for setting the wavelength of each transmitted pulse and time synchronization. The receiver telescope focuses return radiation onto two detection channels based on InGaAs PIN and MCT e-APD detectors. Data acquisition and storage unit records and stores the IPDA data. A computer is used for instrument operation control, monitoring, and real-time data processing.

**Table 1.** Parameters and relevant settings for the 2-μm IPDA Lidar during airborne double-pulse operation for atmospheric CO₂ measurements.

| Parameters                  | Details                                      |
|-----------------------------|----------------------------------------------|
| **Transmitter**             |                                              |
| Off-Line Wavelength         | 2051.1905 nm (15.93 GHz)                     |
| On-Line Wavelength (Tunable)| 2050.875–2051.010 nm (0.5–3.0 GHz)          |
| Pulse Energy (On/Off)       | 17.5/6 mJ                                    |
| Beam Divergence             | 180 μrad                                     |
| Beam Diameter               | 16 mm                                        |
| Electrical-to-optical Efficiency | 1.0%                                    |
| **Receiver**                |                                              |
| Telescope Diameter          | 0.4 m                                        |
| Field-of-View               | 350 μrad                                     |
| Optical Efficiency          | 65%                                          |
| **Low-Signal (10%) Channel using PIN Detection System** | |
| Detector Type               | InGaAs pin photodiode                        |
| Detector Responsivity       | 1.15 A/W                                     |
| Detector Diameter           | 300 μm                                       |
| TIA Gain, Bandwidth, NEP    | 10⁴ V/A, 10 MHz, 55 pW/Hz¹/²                  |
| **High-Signal (90%) Channel using e-APD Detection System** | |
| Detector Type               | HgCdTe e-APD                                 |
| Detector Responsivity       | 1.05 A/W                                     |
| Detector Size               | 80 × 80 μm² pixel (4 × 4 pixels)             |
| Avalanche and TIA Total Gain| 1.1 × 10⁸ V/W at 12 V and 77 K               |
| Bandwidth, NEP              | 6 MHz, 9.2 fW/Hz¹/²                           |

2.1. IPDA Lidar Transmitter

The IPDA lidar transmitter is a 2-μm high-energy pulsed laser based on double-end pumping of two Ho:Tm:YLF crystals. A 792-nm AlGaAs laser diode source is used to provide 800 mJ pump energy at 50 Hz repetition rate [19]. Relative to the pump pulse,
Q-switch trigger generates successive 2-μm laser pulses with time separation that can be adjusted between 150 and 500 μs. For a fixed total output energy, up to 80 mJ, time adjustment controls the pulse-width and energy distribution between the transmitted pulses. Depending on the IPDA measurement objective, the number of transmitted pulses and wavelength of each pulse are selected, synchronized and switched using the transmitter control unit. Each pulse is injection seeded with a pre-selected wavelength using the ramp-and-fire technique [20]. Custom semiconductor-distributed feedback laser diodes are used as seed source by implementing standard Pound–Drever–Hall frequency stabilization scheme in reference to the R30 line and a gas cell [8,23]. In double-pulse operation mode, a tunable on-line and a fixed off-line wavelengths, are set for the first and second pulses, respectively. Tunable on-line wavelength selection targets the R30 side-line, while off-line is fixed at 2051.1905 nm (15.93 GHz), as shown in Figure 2. The figure compares line positions to CO₂ spectra calculated for sea-level and 5 km altitude using HITRAN data base and Voigt line model [18,24,25]. Spectral profile variation between these two levels is due to atmospheric temperature and pressure change with altitude [6,18].

Continuous monitoring for the energy and wavelength of the transmitted laser pulses is conducted during the IPDA operation. Energy and wavelength monitors were developed and calibrated to provide real-time, per-shot, measurement for these parameters. These measurements are critical for the IPDA technique, allowing energy normalization between pulses and wavelength drift and jitter corrections [8]. Energy normalization and wavelength corrections significantly reduce transmitter-related systematic errors, or biases, in CO₂ measurements providing better accuracy. A high-speed, extended-range InGaAs pin detector is integrated to monitor pulse energies. Calibration of the detector output converts an optical sample of the transmitted pulse power into energy [15]. This process results in high SNR, over 900 and 400 for on- and off-line, respectively, due to accessibility of high-signals close to the source. Careful dynamic range setting is required to maintain linearity and avoid additional XCO₂ systematic errors [26]. A heterodyne photo-receiver is integrated within the laser enclosure for monitoring the wavelength properties of the transmitted laser pulses. This photo-receiver is based on high-bandwidth, fiber-coupled, dual-balanced, extended-range, InGaAs photodiodes and a trans-impedance amplifier (TIA). The photodiodes mix a small optical sample of the output laser pulse with a 100-MHz frequency-shifted optical sample of the seed laser. The photo-receiver produces a heterodyne signature that is processed in real-time using fast Fourier transform to confirm

![Figure 2. Transmitted on- and off-line wavelength settings for the 2-μm IPDA lidar, in double pulse operational mode, with respect to CO₂ absorption spectra around R30 line. The spectra are calculated for sea-level and 5 km altitudes using HITRAN 2016 [18,24]. Gray area and black line mark the tunable on-line range and the fixed off-line wavelength positions.](image-url)
seeding success, and quantify minuscule wavelength shifts of the transmitted laser pulse relative to the seeding wavelength. This defines the transmitted wavelength drift and jitter, per-pulse and per-shot [8].

Figure 3 demonstrates the stability of the IPDA lidar 2-μm laser transmitter through more than 3 h continuous operation during 17 September 2019 flight. Figure 3a indicates a transmitted on-line energy measurement of 17.5 ± 0.2 mJ. The figure also shows transmitted off-line energy enhancement from 4.0 ± 0.2 mJ to 6.1 ± 0.3 mJ, through fine tuning the pump energy. During airborne operation, higher absorption loss through longer propagation range is experienced by the on-line wavelength. This is compensated by transmitting a higher on-line energy compared to off-line. Figure 3b shows the wavelength variation of the transmitted on- and off-line pulses, with respect to the seeding wavelength. Continuous real-time observation of this data confirms the success of the seeding process, while quantifying wavelength drift and jitters. The presented results show on- and off-line shifts of 0.04 ± 0.02 and 0.05 ± 0.07 pm, respectively, as measured with respect to their wavelength offsets. For example, on-line wavelength drift of 0.021 pm/hr is observed for 3 GHz offset, which could add 0.1% to the XCO2 systematic error at sea-level if not accounted for.

![Figure 3. Continuous real-time monitoring for the 2-μm IPDA laser transmitter operation during 17 September 2019 flight. (a) Laser pulse energy variation records using the laser energy monitor. (b) Wavelength variation records, with respect to seeding wavelength setting, using heterodyne seeding monitor. Monitoring is conducted per shot, for on-line and off-line, set for the first and second pulses, respectively. Different on-line tuning, of 0.5, 2.0 and 3.0 GHz with respect to R30 line

2.2. IPDA Lidar Receiver and Data Acquisition

The IPDA receiver consists of a Newtonian telescope formed by primary and secondary mirrors, as shown in Figure 1. The primary is a 0.4-m diameter aluminum hyperbolic, which focuses the return radiation to a 300-μm diameter spot size. The secondary is a flat fused silica with high reflective dielectric coating, on both surfaces, for 2-μm at 45°. This mirror directs the return radiation in to aft-optics, while transmitting the expanded laser beam coaxially with the telescope. Field-imaging aft-optics is used, which consists of an aperture, collimating and focusing optics and a beam-splitter. The aft-optics splits the radiation to 90% and 10% high- and low-signal detection channels, while reducing the focus spot size to 85-μm diameter at the detector plane. Direct detection was implemented for both signal channels to reduce speckle effect [27,28]. The high-signal channel consists of the PIN detection system including custom designed, dc-coupled, 10 MHz TIA. The diameter of the detector sensitive area is 300-μm, which was selected larger than the focus size, to
reduce beam steering jitter effects on the collected radiation during airborne operations. PIN detection channel exhibits a background noise of 2-mV measured as the standard deviation of the detector output while blocking the transmitted beam. This translates to a noise-equivalent-power (NEP) of 55 pW/Hz^{1/2} [8].

The MCT e-APD detection system was used for the low-signal channel. Recently, a similar e-APD detection system was validated for 1.6-μm IPDA lidar applications at NASA Goddard Space Flight Center (GSFC) [29,30]. The e-APD consists of 16 pixels, arranged in 4 × 4 pixel-array, with 80 × 80 μm² pixel-size. The device is integrated with readout electronics that accesses each pixel through individual, variable gain TIA. Electronics produce the summation of selected number of pixels through operational software. The software sets the bias voltage and the TIA gains as well as monitor the device temperature. The detection system includes a vacuum setup for cooling the device, to 77 K, using a cryo-cooler to reduce dark current and noise. Additional optics couples and focus the input radiation onto the center 2 × 2 pixels. Limiting the number of active pixels reduces the total noise budget of the detection system. The whole system was integrated in a rack mountable chassis at GSFC [30]. Detection system characterization at LaRC resulted in 63.35% quantum efficiency, equivalent to 1.05 A/W current responsivity, at 77 K and 2-μm radiation. Increasing the bias voltage increases the device gain up to 587.5 obtained at 12 V. At this bias, the total NEP of the detection system is 5.9 fW/Hz^{1/2} for the selected 4 center pixels at highest TIA gain setting. NEP increase to 9.2 fW/Hz^{1/2} at the lowest TIA gain setting used for this study [31]. The high-gain and limited detection bandwidth result in NEP limited performance.

The IPDA signals are digitized and stored using the data acquisition unit, which is based on two similar high-performance 12-bit, two-channel digitizers. The digitizers continuously sample the inputs at a fixed rate of 1 GS/s. Laser Q-switch signal triggers a data storage event that includes a selected pre- and post-trigger samples. Pre-trigger samples are used for background correction. One digitizer is dedicated for transmitted energy and wavelength monitors, with a fixed record length. The other digitizer is used for the IPDA returns from the high- and low-signal channels, with a variable record length set by post-trigger samples depending on airborne altitude. For each detection channel, the full-scale input of the digitizer (1 V) defines the maximum detectable power, whereas the minimum dateable power is equal to the total NEP (in W) of the detection channel. Figure 4 shows the dynamic range of the IPDA combined detection systems spanning the minimum and maximum detectable powers for both channels. Although lowest TIA gain of the e-APD channel was used for this study, the highest gain reduces the minimum detectable power limit. PIN detection channel complement the e-APD by extending the maximum detectable power range. For example, the IPDA detectable power span over 6 order of magnitudes (58 dB), which is achievable at e-APD bias voltages of 10 V. Lower bias voltages results in overlap between low and high-signal channels, while higher bias results in undetectable gap (around 10^{-7} W). Additionally, the figure marks, in vertical lines, the return power ranges for different airborne measurement conditions, as compared to ground testing [8]. Due to higher return power during ground testing, IPDA operation focused on the PIN detection channel. This study focuses on results obtained using low-signal e-APD detection channel set at the lowest TIA gain.
Dynamic range of the IPDA return power based on combining the high- and low-signal channels power limits, using PIN and e-APD detection systems, respectively. Dynamic range is defined by minimum and maximum detectable powers for steady operating conditions. At a fixed operating temperature of 77 K, dynamic range of the e-APD varies with the device voltage bias. Minimum power limit can be enhanced by setting TIA at higher gain. PIN is independent on bias voltage and included for comparison with e-APD. Vertical line mark return power range during September 17, 2019 flight for clouds (black), spirals 1 and 2 (red and purple) and ocean (blue) testing, as compared to ground testing (green) reported in [8].

2.3. IPDA Lidar Support Instruments

Meteorological and geographical data (MGD) are required during IPDA airborne operation for modeling instrument performance and converting the differential optical depth measurements into XCO₂. These data are obtained from support instruments operating independently but in conjunction with the IPDA onboard the aircraft. Support instruments include Global Positioning System (GPS), Inertial Navigation System (INS), and meteorological and in situ sensors. GPS records IPDA lidar platform time, used for instruments synchronization, and geolocation in terms of altitude, latitude and longitude. The INS records platform attitude, in the form of roll, pitch and yaw navigation angles. A meteorological sensor records ambient temperature and pressure at platform altitude. A commercial cavity ring-down spectrometer (G2301-m, PICARRO) was used for in situ measurement of dry-air mixing ratios of H₂O and CO₂. Ambient air was sampled using a TAT probe modified for particle-rejecting air sampling. For CO₂, a three-point calibration was performed before and after flight using NOAA traceable standard. H₂O was calibrated through laboratory inter-comparison with a NIST-traceable chilled mirror hygrometer. As a result, in situ precision and accuracy for CO₂ were 0.1 ppm and 0.5 ppm, respectively, while H₂O total uncertainty was 0.05%, or 500 ppm.

Figure 5 shows the NASA B-200 ground track for the IPDA lidar testing flight conducted on 17 September 2019. The flight took off, at 5:25 pm, local time, from Hampton and headed southwest, over land, toward Wilmington. Cloudy weather conditions limited IPDA LOS to cloud tops (Cloud record), preventing full atmospheric penetration to ground surface. Taking advantage of short clear-sky condition over land, a spiral descent was conducted (Spiral 1 record), before flying over the ocean offshore Wilmington. Targeting ocean in moderate surface state and clear-sky weather, the flight continues south until sunset (Ocean 1 record), when it headed back north (Ocean 2 record) toward Wilmington.
Then, a second spiral descent was conducted (Spiral 2 record) again over land in clear-sky condition, before heading back and land at Hampton, at 9:20 pm.

Figure 5. Flight ground track (blue) recorded using GPS for NASA B-200 aircraft on 17 September 2019 between Hampton, VA (37.0299° N, 76.3452° W) and Wilmington, NC (34.2104° N, 77.8868° W) for 2-µm IPDA lidar airborne testing. Sunsets was at 7:16 PM local time at Wilmington on that date.

Figure 6 shows the corresponding MGD records, obtained from the support instruments, presented versus local time. Local time was obtained using GPS universal time coordinate (UTC) conversion. Roll and pitch angles are used to convert the airborne altitude to line-of-sight (LOS) distance used to validate the IPDA column length measurements. Flight altitude, $R_A$, and LOS, $R_L$, records are obtained using 10 S/s sampling rate, as shown in Figure 6a. Latitude and longitude are used to define target surface as well as deriving ground elevation, $R_G$, using a 1° resolution global digital elevation model (DEM), as shown in Figure 6b. Temperature, $T$, and pressure, $P$, are obtained using the meteorological sensor, as shown in Figure 6c,d. Figure 6e,f show H$_2$O and CO$_2$ dry-air mixing ratios, $x_{wv}$ and $x_{cd}$, respectively, obtained using the in situ sensor. Metrological and in situ sensors operate at 1 S/s sampling rate. Linear interpolation is used to convert different MGD sampling time to IPDA acquisition time for single-shot analysis. The V-shape profiles of Figure 6a mark the spiral descends. Spiral 1 record started before sunset at 6:15 pm from 4.4 km, descending to lowest altitude of 1.6 km at 6:33 pm, with a descend rate of 2.6 m/s, followed by ascending back to 4.4 km with rate of 6.1 m/s at 6:41 pm. Spiral 2 record started after sunset at 8:00 pm from 4.4 km, descending to lowest altitude of 935.9 m at 8:24 pm, with a descend rate of 2.4 m/s. Then, ascend back to 4.1 km with rate of 6.6 m/s at 20:32 pm.
as shown in Figure 6b. Temperature, T, and pressure, P, are obtained using the meteorological sensor, as shown in Figure 6c, d. Figure 6e, f show H₂O and CO₂ dry-air mixing ratios, x_wv and x_cd, respectively, obtained using the in situ sensor. Metrological and in situ sensors operate at 1 S/s sampling rate. Linear interpolation is used to convert different MGD sampling time to IPDA acquisition time for single-shot analysis. The V-shape profiles of Figure 6a mark the spiral descends. Spiral 1 record started before sunset at 6:15 pm from 4.4 km, descending to lowest altitude of 1.6 km at 6:33 pm, with a descend rate of 2.6 m/s., followed by ascending back to 4.4 km with rate of 6.1 m/s at 6:41 pm. Spiral 2 record started after sunset at 8:00 pm from 4.4 km, descending to lowest altitude of 935.9 m at 8:24 pm, with a descend rate of 2.4 m/s. Then, ascend back to 4.1 km with rate of 6.6 m/s at 20:32 pm.

Figure 5. Flight ground track (blue) recorded using GPS for NASA B-200 aircraft on 17 September 2019 between Hampton, VA (37.0299° N, 76.3452° W) and Wilmington, NC (34.2104° N, 77.8868° W) for 2-μm IPDA lidar airborne testing. Sunsets was at 7:16 PM local time at Wilmington on that date.

Figure 6. MGD records obtained using IPDA lidar support instruments during airborne operation onboard NASA B-200 aircraft on 17 September 2019. The records include (a) GPS and INS altitude measurement and line-of-sight calculations, (b) DEM ground elevation, (c) temperature and (d) pressure from the meteorological sensor, and (e) water vapor and (f) carbon dioxide dry-air mixing ratios from the PICARRO in situ sampler. All records are presented versus local time, derived using GPS UTC time.

The calculated LOS, presented in Figure 6a, corresponds to the distance traveled by the transmitted laser from the IPDA to a ground target, equivalent to the IPDA sensing column length, R_C, as described in Figure 7. According to the figure, R_L can be predicted through flight altitude, R_A, and target elevation, R_G, with respect to sea-level, according to

\[ R_L = (R_A - R_G) \cdot C_L, \]  

where C_L is a range correction factor arise due IPDA airborne attitude, by which R_L will deviate from a perfect nadir pointing system along the aircraft ground projection line, as shown in Figure 7. Solving for the angle between LOS and its ground projection, θ,

\[ \theta = \tan^{-1} \left( \sqrt{\tan^2(\theta_R) + \tan^2(\theta_P)} \right), \]  

where θ_R and θ_P, are roll and pitch angles, respectively. Thus, C_L is given by

\[ C_L = 1/\cos(\theta). \]  

In this analysis yaw angle is not included, since yaw rotation is about the IPDA optical axis parallel to aircraft yaw axis, providing geometric symmetry with respect to LOS. The value of C_L is close to unity, during normal operation and slightly higher than unity during sharp aircraft maneuvers such as spirals.

Figure 7 indicates that DEM driven ground elevation, R'_G, could be different than the true ground elevation at the laser footprint, R_G. The difference tends to zero for IPDA operating over calm-state ocean and nonzero over land. Although the difference can be estimated for different land target topographies using high-resolution DEM, it is undeter-
mined for cloud tops and rough-state ocean. Given that meteorological models are defined vertically along aircraft ground projection, $C_l$ must be included in differential optical depth derivation and XCO$_2$ retrievals to account for the true LOS column measurements. Otherwise IPDA retrievals could suffer significant bias due to incorrect ranging.

### 3. CO$_2$ IPDA Lidar Modeling

For IPDA double-pulse operating mode, CO$_2$ double-path differential optical depth, $\Delta \tau_{cd}$, is the main product, with ranging as a byproduct. $\Delta \tau_{cd}$ can be obtained from the total measured double-path differential optical depth, $\Delta \tau$, after correcting for other interfering atmospheric molecules. In the vicinity of R30, H$_2$O is the dominant interfering molecule, and therefore

$$\Delta \tau_{cd}(\lambda_{off}, \lambda_{on}, R_A, R_G) = \Delta \tau(\lambda_{off}, \lambda_{on}, R_A, R_G) - \Delta \tau_{H2O}(\lambda_{off}, \lambda_{on}, R_A, R_G)$$  \hspace{1cm} (4)

where $\Delta \tau_{H2O}$ is the H$_2$O double-path differential optical depth. Equation (4) is defined for a nadir pointing airborne IPDA operating at on- and off-line wavelengths $\lambda_{on}$ and $\lambda_{off}$, respectively, and an altitude $R_A$ pointing to a target at an elevation $R_G$. The measured $\Delta \tau$ is obtained by the natural logarithm of the ratio of the received off- and on-line return energy (integrated power), after normalization to respective transmitted energies, according to

$$\Delta \tau(\lambda_{off}, \lambda_{on}, R_A, R_G) = \ln \left( \frac{P(\lambda_{off}, R_A, R_G)\cdot t(\lambda_{off})/E(\lambda_{off})}{P(\lambda_{on}, R_A, R_G)\cdot t(\lambda_{on})/E(\lambda_{on})} \right)$$  \hspace{1cm} (5)

where $P$ is the measured return power, $t$ is the return laser pulse-width, and $E$ is the transmitted energy for on- and off-line wavelengths seeding pulses 1 and 2, respectively (i.e., $\lambda_{on} = \lambda_1$, $\lambda_{off} = \lambda_2$, $E(\lambda_{on}) = E_1$ and $E(\lambda_{off}) = E_2$ of Figure 3). Return power is calculated using the equation

$$P = I/(T \cdot G_A \cdot \Re)$$  \hspace{1cm} (6)
For both on- and off-line signals, where $I$ is the integration of the return signal and $G_A$ and $\Re$ are the e-APD gain and voltage responsivity based on the bias voltage setting. For the same conditions, $\Delta \tau_{cd}$ can be modeled using the Equation

$$\Delta \tau_{cd} \left( \lambda_{off}, \lambda_{on}, R_A, R_G \right) = 2 \cdot \int_{R_A}^{R_G} \Delta \sigma_{cd} \left( \lambda_{off}, \lambda_{on}, r \right) \cdot N_{cd}(r) \cdot dr$$  \hspace{1cm} (7)$$

where $\Delta \sigma_{cd}$ is the CO$_2$ differential absorption coefficient, obtained at the sensing wavelengths and the corresponding temperature and pressure at range, $r$, and $N_{cd}$ is the CO$_2$ number density. The integration is performed with respect to the range along the aircraft ground projection line, as shown in Figure 7. Equation (7) is also applicable for H$_2$O. For IPDA model derivation and XCO$_2$ retrieval, time dependent MGD presented in Figure 6c–f are converted to altitude profiles, as shown in Figure 8. This was conducted by averaging the data within a 200-m range bin, followed by linear interpolation to enhance the resolution to 1-m. This results in a regional scale trends for $T$, $P$ and $x_{wv}$ that follows Mid-Latitude Summer (MLS) atmospheric model [32]. Lower near-surface $x_{cd}$ is observed due to vegetation intake during daytime followed by higher constant trend toward higher altitude, which is compared to a constant profile at 408 ppm.

Applying both MGD and MLS model profiles of Figure 8 to Equation (7), $\Delta \tau_{cd}$ and $\Delta \tau_{wv}$ are calculated versus range as shown in Figure 9. In this figure, range variation was depicted as altitude variation for fixed target elevation at sea-level (blue curves), as well as variation of target elevation for a fixed airborne altitude of 6.5 km (green curves). Higher target elevation accounts for high altitude cloud targets. The model was repeated using 1, 2, and 3 GHz on-line offsets from R30 line. The figure presents the theoretical performance of an ideal 2-µm IPDA measuring $\Delta \tau_{cd}$ aiming perfect nadir. CO$_2$ results indicated an insignificant difference between $\Delta \tau_{cd}$ calculated using MGD profiles and MLS model. This is due to minor pressure differences and R30 insensitivity to temperature. Lower $\Delta \tau_{wv}$, as compared to $\Delta \tau_{cd}$, predicts low molecular interference for XCO$_2$ measurement. However, deviations in $\Delta \tau_{wv}$ modeling using MGD and MLS are attributed to large deviations in $x_{wv}$ profiles as shown in Figure 8, which could result in significant biases if not corrected for. To include the effect of the airborne platform attitude, considering $\Delta \tau_{cd}$ measurement along the true LOS shown in Figure 7, Equation (7) is updated to

$$\Delta \tau_{cd} \left( \lambda_{off}, \lambda_{on}, R_A, R_G \right) = 2 \cdot C_L \cdot \int_{R_A}^{R_G} \Delta \sigma_{cd} \left( \lambda_{off}, \lambda_{on}, r \right) \cdot N_{cd}(r) \cdot dr$$  \hspace{1cm} (8)$$

for actual modeling during airborne measurements. In addition, $R_L$, from Equation (1), can be compared to the IPDA measured column length, $R_C$, which is obtained using time-of-flight technique. In this technique time delay between the transmitted and received laser pulses, $\Delta t$, is converted into column length or range according to

$$R_C = c \cdot \Delta t / 2$$  \hspace{1cm} (9)$$

where $c$ is the speed of light. Equating Equations (1) and (9) result in deriving target elevation at the laser footprint from IPDA measurement and GPS altitude.
Figure 8. Vertical profiles of (a) temperature, (b) pressure, and dry-air mixing ratios of (c) water vapor and (d) carbon dioxide during IPDA lidar airborne testing onboard NASA B-200 aircraft conducted on 17 September 2019. Processing included 200-m range-bin averaging and 1-m linear interpolation for the data presented in Figure 6. The profiles are compared to MLS atmospheric model, except for carbon dioxide, which is assumed constant at 408 ppm.

Figure 9. Modeling of the 2-μm IPDA lidar double-path differential optical depth for (a) measured CO₂, Δτ_{cd}, and (b) interfering H₂O, Δτ_{wv} assuming perfect nadir operation. Results obtained using MGD (colored curves) and MLS model (black curves), presented in Figure 8 using on-line wavelengths of 1, 2 and 3 GHz. Range represents variable flight altitude for constant sea-level elevation (blue curves) and variable ground elevation for a constant flight altitude of 6.5 km (green curves).
3.1. XCO$_2$ Retrieval

The 2-$\mu$m IPDA lidar measured $\Delta \tau_{cd}$, from Equation (5), can be converted into XCO$_2$ using MGD through the integration of the weighting function [8,16]. By definition, CO$_2$ dry-air volume mixing ratio, $x_{cd}$, is given by

$$x_{cd}(r) = 10^6 \cdot \frac{N_{cd}(r)}{N_{dry}(r)}$$  \hspace{1cm} (10)

where $N_{dry}$ is the dry-air number density, obtained by subtracting H$_2$O number density, $N_{wv}$, from total air number density calculated using the Ideal Gas law, according to

$$N_{dry}(r) = \frac{P(r)}{k \cdot T(r) - N_{wv}(r)}$$  \hspace{1cm} (11)

where $k$ is the Boltzmann’s constant. For fixed off-line wavelength, substituting Equation (10) into (8) results in

$$\Delta \tau_{cd}(\lambda_{on}, R_A, R_G) = 2 \times 10^{-6} \cdot C_L \cdot \frac{R_G}{R_A} \int_{R_A}^{R_G} \Delta \sigma_{cd}(\lambda_{on}, r) \cdot N_{dry}(r) \cdot x_{cd}(r) \cdot dr.$$  \hspace{1cm} (12)

A well-mixed atmospheric gases, such as CO$_2$, exhibit almost constant vertical profile, as shown for $x_{cd}$ in Figure 8. In this case Equation (12) can be re-written as

$$X_{cd}(\lambda_{on}, R_A, R_G) = \frac{\Delta \tau_{cd}(\lambda_{on}, R_A, R_G)}{2 \times 10^{-6} \cdot C_L \cdot W_{cd}(\lambda_{on}, R_A, R_G)}$$  \hspace{1cm} (13)

where $X_{cd}$ represents XCO$_2$ and $W_{cd}$ is the CO$_2$ integrated weighting function defined as

$$W_{cd}(\lambda_{on}, R_A, R_G) = \int_{R_A}^{R_G} \Delta \sigma_{cd}(\lambda_{on}, r) \cdot N_{dry}(r) \cdot dr$$  \hspace{1cm} (14)

Equation (13) is used for $X_{cd}$ retrieval, converting the IPDA measured $\Delta \tau_{cd}$ into XCO$_2$. The Equation indicates the dependence of $X_{cd}$ on the on-line wavelength and the sensing column length, represented by Equation (9), which relies on both airborne altitude and ground elevation.

To examine $X_{cd}$ retrieval from the IPDA lidar measurement, $\Delta \tau_{cd}$ model results, of Figure 9a, were applied to Equation (13) and presented in Figure 10. Model $X_{cd}$ is derived using MGD, of Figure 8, with respect to variations in both altitude and target elevation.

Comparing $x_{cd}$ in situ measurement and modeled $X_{cd}$ profiles indicates a difference that is inherent to the IPDA technique due to the weighted average technique. Ideally, this difference is equal to zero if and only if $x_{cd}$ profile is constant with respect to altitude, implying a perfect well-mixing condition as assumed in the MLS model. Otherwise, a difference will exist between $x_{cd}$ and $X_{cd}$ depending on measurement altitude and target elevation. Assuming sea-level target elevation, higher airborne altitude results in higher difference between $x_{cd}$ and $X_{cd}$ with pronounced $\lambda_{on}$ dependence. On the contrary, assuming 6.5 km airborne altitude, lower target elevation results in higher difference and stronger $\lambda_{on}$ dependence. Generally, shorter sensing column length results in closer $x_{cd}$ and $X_{cd}$ independent of $\lambda_{on}$. 
3.1. XCO₂ Retrieval

The 2-μm IPDA lidar measured Δτ_{cd}, from total air number density calculated using the Ideal Gas law, according to Equation (5), can be converted into XCO₂ retrieved from the IPDA lidar measurement, converting the IPDA measured τ_{cd, r} into XCO₂ integrated weighting function defined as Equation (13) written as

\[
X_{cd} = \frac{N \cdot \Delta \cdot \tau_{cd}}{2} = \frac{N \cdot \Delta \cdot \tau_{cd}}{2} \cdot \mu_{cd}
\]

where N is the number of shot average, and SNR_{P,on} and SNR_{P,off} are the SNR of the on- and off-line return power, respectively. In this Equation, SNR of laser energy is considered high enough [8] and speckle SNR is enhanced by shot averaging and receiver aperture [27,28]. Equation (15) can estimate the IPDA X_{cd} retrieval random error at any operating condition. For example, according to Figure 4, assuming 10 V bias of the e-APD detection channel, and the return on- and off-line powers are set to span the full dynamic range (by adjusting the respective transmitted energies), then a maximum SNR will be achieved for both signals. Under these optimum conditions Figure 11a shows δX_{cd} variation with altitude for sea-level target elevation and different on-line wavelengths. Results indicates that operating at higher altitude, equivalent to a longer sensing column length, reduces δX_{cd} for any on-line wavelength setting. For a fixed altitude, lower δX_{cd} is achieved for on-line closer to R30 line center.

Systematic errors of X_{cd}, ΔX_{cd} in ppm, are generated from different independent sources that include sensitivities to MGD and ranging. In this analysis, transmitter related systematic errors are disregarded due to heterodyne monitoring, which is used for correcting wavelength drift and jitter. For example, systematic error due to temperature

![Figure 10. MGD and MLS CO₂ dry-air volume mixing ratio x_{cd} profiles compared to modeling of X_{cd} retrieval from the 2-μm IPDA lidar modeled measurements assuming perfect nadir operation. Range represents variable flight altitude for constant sea-level elevation (blue curves). Range represents variable ground elevation for a constant flight altitude of 6.5 km (green curves). Results obtained using MGD and modeled Δτ_{cd}, of Figures 8 and 9, respectively, for on-line wavelengths of 1, 2 and 3 GHz. The figure indicates small difference between x_{cd} and X_{cd}, independent of on-line wavelength, for shorter column length.](image)
was estimated by calculating \( X_{cd} \) sensitivity to atmospheric temperature deviation of \( \Delta T = \pm 10 \text{ K} \) according to

\[
\Delta X_{cd}(\Delta T) = \max(|\Delta X_{cd}(T) - \Delta X_{cd}(T \pm \Delta T)|).
\] (16)

The selected \( \Delta T \) corresponds to the maximum standard deviation of the bin-averaging for profile derivation of Figure 8. Equation (16) is applicable to all other error sources, which were evaluated numerically. Figure 11b shows the variation of \( X_{cd} \) systematic error with altitude, presented for deviations of \( \Delta P = \pm 750 \text{ Pascal}, \Delta x_{\text{env}} = \pm 1000 \text{ ppm} \) and \( \Delta R_c = \pm 10 \text{ m} \) for atmospheric pressure, water vapor and column length, respectively. Although higher variations could occur, the figure indicates that systematic errors due to temperature and pressure are negligible due to R30 line properties and consistency of atmospheric pressure. \( \text{H}_2\text{O} \) influence \( X_{cd} \) retrieval mainly through dry-air number density derivation, which is almost independent on the IPDA operating state. If this error is suppressed, through regular updated profiling, using spirals or drop sondes for example, interference and ranging become dominant. Figure 11b also indicates that operating the IPDA with on-line closer to the R30 center reduces the influence of all error source except ranging.

![Figure 11](image)

**Figure 11.** Estimated \( \text{XCO}_2 \) (a) random error, \( \delta X_{cd} \), and (b) systematic error, \( \Delta X_{cd} \), variation with altitude for the 2-\( \mu \text{m} \) IPDA lidar. \( \delta X_{cd} \) is modeled using MCT e-APD detection channel set at 10 V bias and assuming full dynamic range return signals for achieving maximum SNR and 500 shot (10-s) average. \( \Delta X_{cd} \) is modeled assuming \( \Delta T = \pm 10 \text{ K}, \Delta P = \pm 750 \text{ Pascal}, \Delta x_{\text{env}} = \pm 1000 \text{ ppm} \) and \( \Delta R_c = \pm 10 \text{ m} \) for atmospheric and ranging error sources using 1 GHz (solid), 2 GHz (dashed) and 3 GHz (dotted) on-line wavelengths.

4. IPDA Lidar Measurements

Figure 12 shows airborne profiles for the IPDA lidar acquired on and off-line energy monitor and return signals using the e-APD channel. On-line transmitted energy is set to a higher value than the off-line, as shown in Figure 12a. Figure 12b shows the on- and off-line return signals with four distinct features. High residual scattering, occurs around 1.5 \( \mu \text{s} \) with respect to pre-trigger, due to aircraft window, which coincide with the energy monitor signals. This is followed by high scattering off near-field high-altitude Cirrus clouds at 5 \( \mu \text{s} \), then a lower magnitude scattering off lower-altitude Cumulus clouds at 19 \( \mu \text{s} \), and finally far-field ground at 31 \( \mu \text{s} \). The figure lists the range and altitude for the atmospheric features, and Figure 12c–e focus on their profiles. In Figure 12c on-line starts with higher magnitude, compared to off-line, due to the higher transmitted energy setting, while Figure 12d shows both signals at almost equal magnitude due to on-line absorption loss. For ground return, shown in Figure 12e, longer sensing column length leads to even stronger on-line absorption due to higher CO\(_2\) content. Ground return represents a hard target characterized by uniform Gaussian profile that resembles the laser pulse shape represented by the energy monitor. Whereas cloud return contains finer details due to target density variation within the laser spot as indicated in Figure 12c,d. This captures
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the IPDA lidar capability using the state-of-the-art 2-μm transmitter and advanced e-APD detection for sensing atmospheric CO₂. Accumulating similar profiles, Figure 13 shows a color diagram for the airborne 2-μm successive range-corrected backscatter. The off-line return was used to construct the plot during cloudy conditions providing consistent return power due to weaker absorption. Return signals are collected using the e-APD channel, set at 3 V, with color representing the logarithm of the range-corrected signal strength. Signal processing included time synchronization, background subtraction, energy normalization and 1-s (50) shot average. The figure reveals mostly dense high-altitude clouds cover over land due to the coinciding tropical storm, with some limited ground access during clear conditions. Flight altitude was maintained at 4.4 km during that record.
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**Figure 12.** Sample of the 2-μm IPDA lidar signal profiles collected during airborne operation on 17 September 2019 at 6:8:27 local time. (a) IPDA lidar transmitted energy monitor signals and (b) corresponding return signals obtained using e-APD detection channel, applied for CO₂ remote sensing. Return profiles capture three distinctive features, as shown in the zoom-in for (c) Cirrus clouds, (d) Cumulus clouds and (e) ground. These represent the IPDA raw data processed by 10-sec (500) shot average obtained using 2-GHz on-line setting and 3 V e-APD bias voltage.

Data processing for IPDA XCO₂ retrieval starts by integrating the pulses to obtain the return power, then Δτ cd calculation using single-shot data applied to Equation (5), followed by H₂O correction and averaging. MGD is used to calculate W cd using Equation (14), followed by XCO₂ retrieval using Equation (13). Other parameters are observed during this process including SNR, transmitted pulse width, energy and wavelength shifts. The model of Equation (8) is updated using MGD data to predict IPDA Δτ cd measurement and XCO₂ retrieval. Finally, a validation process is conducted based on comparing the IPDA XCO₂ retrievals from Δτ cd measurements, X cd,r to the modeled XCO₂ derived using MGD at the same location, X cd,m. Modeled XCO₂ is treated as an estimate value to assess the precision and accuracy for the IPDA retrieval. Relative IPDA retrieval precision, ε R, can be statistically estimated according to

$$ε_R = \frac{δX_{cd}}{X_{cd,r}} = \sqrt{\frac{δX_{cd,r}^2 - δX_{cd,m}^2}{X_{cd,r}}}$$  \hspace{1cm} (17)

which corresponds to the total relative random error, where δ denote standard deviations of the proceeding variable. Relative IPDA retrieval accuracy, ε S, is estimated from

$$ε_S = \frac{ΔX_{cd}}{X_{cd,r}} = \frac{(X_{cd,r} - X_{cd,m})}{X_{cd,r}}$$  \hspace{1cm} (18)
corresponding to the total relative systematic error. During 17 September 2019 flight, five distinctive records, covering different environmental operating conditions for the IPDA lidar are discussed. Clear-sky ocean target before and after sunset (Ocean 1 and Ocean 2 during day and night, respectively), clear-sky spiral descend over land before and after sunset (Spiral 1 and Spiral 2 during day and night, respectively), and thick-cloud cover to capture free-tropospheric XCO₂. A summary of the measurement settings and statistical results are presented in Table 2.

Table 2. Summary for the 2-µm CO₂ IPDA lidar settings and measurement statistics for different airborne records conducted on 17 September 2019.

| Ocean   | Ocean 2 | Spiral 1 | Spiral 2 | Cloud |
|---------|---------|----------|----------|-------|
| Total Shots | 106,450 | 63,000 | 78,450 | 94,700 | 32,200 |
| λ_on (GHz) | 3.0 | 3.0 | 2.0 | 2.0 | 0.5 |
| V_b (V) | 8.0 | 8.0 | 5.0 | 5.5 | 3.0 |
| E_on (mJ) | 17.49 ± 0.11 | 17.49 ± 0.14 | 17.30 ± 0.17 | 16.99 ± 0.18 | 17.77 ± 0.14 |
| E_off (mJ) | 6.01 ± 0.13 | 5.83 ± 0.26 | 6.11 ± 0.30 | 6.37 ± 0.28 | 4.13 ± 0.42 |
| P_on (µW) | 0.14 ± 0.05 | 0.22 ± 0.05 | 0.50 ± 0.20 | 0.50 ± 0.30 | 1.90 ± 0.80 |
| P_off (µW) | 0.19 ± 0.06 | 0.29 ± 0.06 | 0.90 ± 0.50 | 1.00 ± 0.50 | 9.40 ± 0.30 |
| R_A (m) | 4474.3 | 4474.8 | 4464.2 | 4458.1 | 4446.6 |
| R_C ± δR_C (m) | 4474.8 ± 2.0 | 4474.2 ± 3.4 | 4644.3 ± 9.5 | 4684.3 ± 20 | 620.9 ± 167.4 |
| X_{cd,m} ± δX_{cd,m} (ppm) | 405.49 ± 0.01 | 405.49 ± 0.02 | 404.75 ± 0.73 | 404.58 ± 0.90 | 408.26 ± 0.20 |
| X_{ref} ± δX_{ref} (ppm) | 404.43 ± 1.23 | 403.76 ± 1.58 | 404.89 ± 1.19 | 404.71 ± 1.91 | 418.97 ± 20.0 |
| ΔX_{cd} (ppm) | 1.07 | 1.73 | 0.15 | 0.13 | 10.71 |
| δX_{cd} (ppm) | 1.23 | 1.58 | 0.94 | 1.68 | 20.02 |
| ε_S (%) | 0.26 | 0.43 | 0.04 | 0.03 | 2.56 |
| ε_R (%) | 0.30 | 0.39 | 0.23 | 0.42 | 4.78 |
4.1. Ocean Records

During airborne operations, the IPDA targeted ocean surface before and after sunset as shown in Figure 5. Oceanic surface is characterized by low but consistent surface reflectivity at 2-μm and consistent sea-level target elevation. These are suitable conditions for validating the IPDA lidar for CO₂ sensing, while minimizing range and target reflectivity uncertainties. Long and fixed altitude flight over ocean provides stable operation and consistent measurement. Figure 14 shows the statistical analysis for single-shot Δτcd records during ocean return obtained using 3 GHz and 8 V e-APD bias. The distribution of Δτcd, shown in Figure 14a, was obtained by constructing a histogram, counting the number of occurrence of Δτcd within 0.001 bins. The histogram fits to a normal distribution indicating the domination of detection shot noise and enhance precision could be achieved through shot averaging. Allan-variance analysis, applied to Δτcd as shown in Figure 14b, confirms shot-noise domination and estimates the limits of shot averaging. For example, Ocean 1 data record indicates that up to 1900 shot average (38-s) can be applied, which would result in 3.4 × 10⁻⁶ variance or 0.0019 standard deviation. This standard deviation is equivalent to 0.14% random error or precision, for a mean Δτcd of 1.375 obtained for that record. Although a high shot average could be utilized, a moderate 500 shot (10-s) average was applied, as shown in Figure 15. The figure presents the airborne IPDA lidar measurements compared to updated models for ocean target. Data discontinuation, between 19:15 and 19:20, is due to sharp aircraft turn, as shown in Figure 5. Figure 15a compares IPDA column length measurement to LOS. IPDA Δτcd measurement is compared to model in Figure 15b and Xcd retrieval compared to in situ and model in Figure 15c. Measurement data points within ±1 standard deviation of the normal distribution fitting were selected for this analysis. This results in 47.4% and 62.0% success rate for Ocean 1 and Ocean 2 records, respectively. The success rate is defined as the ratio of the selected shots used in the final analysis to the total number of transmitted shots, as presented in Table 2. Results indicate consistent Xcd statistics between both records before and after sunset, with night time results tends to higher uncertainties. These higher uncertainties are caused by higher CO₂ variability due to land breeze, as confirmed by spiral records.
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**Figure 14.** Statistical analysis for the 2-μm IPDA lidar single-shot Δτcd measurement. (a) Statistical distribution of Δτcd data (dots) and normal distribution fitting (curves) indicating dominant shot noise. (b) Allan-variance analysis for single-shot Δτcd confirming shot noise domination, which can be reduced by shot average exceeding the applied 10-s (500 shots).

4.2. Spiral Records

Gradual airborne descend, in spiral format, provides an opportunity for updating local MGD variation with altitude during IPDA measurement for better Δτcd modeling and XCO₂ retrieval. Besides, IPDA measurement variation with altitude provides an opportunity to perform additional range-bin averaging to enhance XCO₂ retrieval precision. The outcome is an Xcd altitude profile within spiral highest and lowest altitudes. Figure 16a shows the airborne altitude variation with time, as compared to LOS and IPDA column...
measurements. Ground elevation, presented in Figure 16b, was obtained by equating Equations (1) and (9) including the variation of $C_L$, shown in Figure 16c. During spiral maneuvers, $C_L$ becomes critical to account for extending the IPDA column length due to aircraft banking, as indicated in Figure 7. The calculated ground elevation mean and standard deviation are $10.88 \pm 6.78$ m, compared to DEM estimates of $11.09 \pm 4.89$ m. The corresponding $\Delta \tau_{cd}$ model was updated, within the spiral time, and shown in Figure 16d, as compared to the processed IPDA $\Delta \tau_{cd}$ measurement. The final processed $\Delta \tau_{cd}$ is applied for $X_{CO_2}$ retrieval, using Equation (9), and compared to model and in situ measurements, as shown in Figure 16e.

Figure 15. Airborne pulsed 2-$\mu$m IPDA lidar measurement and retrieval results during Ocean 1 and Ocean 2 records obtained before and after sunset. (a) Airborne LOS, $R_L$, as compared to IPDA column measurement, $R_C$. (b) IPDA $\Delta \tau_{cd}$ measurement using 10-s (500 shots) average compared to model $\Delta \tau_{cd}$ obtained from MGD. (c) IPDA retrieved $X_{CO_2}$, $X_{cd,r}$, compared to model driven $X_{CO_2}$, $X_{cd,m}$ and corresponding $x_{cd}$ in situ measurements. Measurements obtained using 3 GHz and 8 V e-APD bias.

A summary of IPDA $\Delta \tau_{cd}$ processing and statistical analysis is presented in Figure 17 during spiral maneuver. Single-shot CO$_2$ $\Delta \tau_{cd}$ measurement, $\Delta \tau_{cd,i}$, is obtained according to Equation (5) and shown in Figure 17a. Variation of $\Delta \tau_{cd,i}$ with time captures strong column length dependence, with statistical histogram, shown in Figure 17b. The histogram diverts from normal distribution, indicating domination of other fluctuations than detection shot noise. In this case, excessive shot average could introduce processing related bias as confirmed by Allan-variance analysis, shown in Figure 17c. The analysis indicates a minimum variance of $1.7 \times 10^{-4}$ obtained at only at 160 shot average. Both average and variance limits are caused by uncorrected range dependence. To correct for range dependence, $\Delta \tau_{cd}$ was normalized to the IPDA column measurement, according to per-shot, $i$, as shown in Figure 17d. Repeating the histogram for $\Delta \tau_{cd,R}$ results in better normal distribution fit indicating shot noise domination, as shown in Figure 17b, with enhanced Allan variance to $6.7 \times 10^{-5}$ obtained at permissible higher shot average of 600, as shown in Figure 17c. This implies that higher shot average could be conducted without biasing the
Further processing included selecting data points within ±1.5 standard deviation of the normal distribution, as marked by black dots in Figure 16a,d, followed by 10-s (500 shots) average.

\[ \Delta \tau_{cd,R} = \Delta \tau_{cd,i}/R_{C,i} \]  

Figure 16. Airborne pulsed 2-μm IPDA lidar measurement and retrieval results during Spiral 1 conducted before sunset. (a) Airborne altitude, \( R_A \), as compared to LOS, \( R_L \) and IPDA column measurement, \( R_C \). (b) Estimated ground elevation, \( R_G \), as compared to DEM results. (c) Corresponding \( C_L \) profile used for converting \( R_A \) to \( R_L \). (d) IPDA \( \Delta \tau_{cd} \) measurement after processing and 10-s (500 shots) average, \( \Delta \tau_{cd,r} \), compared to model \( \Delta \tau_{cd,m} \), obtained from MGD. (e) IPDA retrieved \( X_{cd,r} \), compared to model driven \( X_{cd,m} \) and corresponding \( x_{cd} \) in situ measurements. Results obtained using 2 GHz and 5 V e-APD bias voltage.

Figure 18 shows similar analysis for Spiral 2 record conducted after sunset. Reproduction of similar results indicates consistent performance of the IPDA lidar. Using IPDA measurement, the retrieved \( X_{cd} \) variation with altitude is shown in Figure 19 after additional 200-m range-bin average. Range-bin average enhances XCO$_2$ retrievals, resulting in vertical \( X_{cd} \) profiles with enhanced precision and resolution, as listed in Table 2. Higher \( X_{cd} \) variability with altitude is observed for Spiral 2, after sunset, as compared to Spiral 1, before sunset. This is attributed to higher winds occurring after sunset due to land breeze, which is a common phenomenon for coastal regions.
Figure 17. Summary of the airborne pulsed 2-μm IPDA lidar statistical analysis of Δτcd measurement. (a) Single-shot IPDA Δτcd,i measurements, selected shots and 500 shot average. (b) Statistical distribution of Δτcd,i and range-normalized Δτcd,R with normal distribution fitting. Vertical dashed lines mark ± 1.5 standard deviation for the fitting. (c) Allan-variance analysis for Δτcd,i and range-normalized Δτcd,R. (d) range-normalized single-shot Δτcd,R, selected shots and 500 shot average.

Figure 18. Airborne pulsed 2-μm IPDA lidar measurement and retrieval results during Spiral 2 conducted after sunset. (a) Airborne altitude, R_A, as compared to LOS, R_L and IPDA column measurement, R_C. (b) Estimated ground elevation, R_G, as compared to DEM results. (c) Corresponding C_l profile used for converting R_A to R_L. (d) IPDA Δτcd measurement after processing and 10-s (500 shots) average, Δτcd,i compared to model Δτcd,i, Δτcd,m, obtained from MGD. (e) IPDA retrieved XCO_2, X_d,i, compared to model driven XCO_2, X_d,m and corresponding x_d in situ measurements. Results obtained using 2 GHz and 5.5 V e-APD bias voltage.
Figure 19. Airborne pulsed 2-μm IPDA lidar \(X_{cd} \text{m} \) retrieval enhanced using 200-m range-bin average for (a) Spiral 1 before sunset and (b) Spiral 2 after sunset. Horizontal bars indicated retrieval standard deviation within each range-bin. Results are compared to MGD model, \(X_{cd, \text{m}} \) and in situ measurements \(X_{cd} \).

4.3. Clouds Record

To capture free-tropospheric XCO\(_2\), the IPDA lidar was operated while flying over the thick cloud cover using the top of the clouds as target. Using cloud target, IPDA measurement results are shown in Figure 20, representing the third section of Figure 12. Cloud height, shown in Figure 20b, was calculated as target elevation using IPDA column length, shown in Figure 20b, GPS altitude and INS attitude. Figure 20c indicates maximum and minimum detected powers of 3.79 and 0.23 μW, respectively, for both on- and off-line pulses throughout that record, as marked in Figure 4. IPDA measured \(\Delta \tau_{cd} \) is obtained using Equation (5) and compared to the corresponding updated model value in Figure 20d after 50 shot average. Statistical analysis indicates a mean and standard deviation of 0.7921 ± 0.1961 and 0.7432 ± 0.2032 for IPDA measured and modeled \(\Delta \tau_{cd} \) results, respectively. Measured \(\Delta \tau_{cd} \) was converted to \(X_{cd} \) using Equation (13), and compared to model in Figure 20e. Statistical results of \(X_{cd} \) measurement is presented in Table 2. Although high correlation (> 95%) was observed between measured \(\Delta \tau_{cd} \) and associated model, with 97.3% success rate, \(X_{cd} \) retrieval exhibited limited sensitivity. The observed sensitivity through these challenging conditions, is attributed to the nature of cloud targets. High range variability within the laser footprint on a cloud target, as indicated by irregular return pulse profiles of Figure 12c,d for example, affects shot averaging and determination of pulse integration limits, which directly contributes to return power precision and \(\Delta \tau_{cd} \) random and systematic errors. In addition, high H\(_2\)O content within cloud layers results in higher molecular interference and higher uncertainties in \(N_{\text{dry}} \) determination that directly contributes to \(\Delta \tau_{cd} \) systematic error.
Figure 20. Airborne pulsed 2-µm IPDA lidar measurement results using nadir thick clouds target. (a) GPS altitude and estimated target elevation, obtained using (b) IPDA column length measurements. Shot average of 1-s (50 shots) was applied to (c) on- and off-line return powers, set to pulse 1 and 2, respectively. (d) IPDA measured CO$_2$ differential optical depth as compared to modeled CO$_2$ differential optical depth derived using MGD of Figure 8. (e) Retrieved X$_{cd}$ using IPDA measurement, as compared to model. Results are obtained using e-APD detection channel set to 3 V bias and 0.5 GHz on-line wavelength.

5. Conclusions

Airborne 2-µm IPDA lidar capability for high-accuracy and high-precision active remote sensing of weighted-average column dry-air volume mixing of CO$_2$ was demonstrated. The IPDA lidar, developed at NASA LaRC, is an upgrade from the triple-pulse instrument for double-pulse operation focusing only on CO$_2$ Measurements. The upgrade included stable laser transmitter performance with enhanced monitoring for pulse properties and using an advanced MCT e-APD detection system. Other support instruments are used for updating IPDA lidar prediction models and XCO$_2$ retrieval during airborne operation. The instrument targets the R30 CO$_2$ absorption line, which characterized by lower temperature sensitivity and optimum absorption in the lower troposphere. Therefore, MSL atmospheric model presents close temperature and pressure estimates to profiles obtained from support instruments, during experiment time. Updated IPDA instrument model included range correction factor arise due airborne platform attitude, by which sensing column length deviates from perfect vertical nadir during sharp aircraft maneuvers such as spirals. Error budget, for X$_{cd}$ retrieval, predicts lower random error for longer sensing column length, indicating preference for higher altitude operation. Further enhanced random error is attained using on-line closer to R30 line center. Systematic error is dominated by water vapor through dry-air number derivation, followed by water vapor interference and ranging related errors.

This study focuses on four hours validation flight, during tropical storm Imelda, which covers five distinct IPDA data records under diverse environmental conditions.
These conditions included fixed altitude over ocean and spiral descend over land targets in clear-sky before and after sunset, as well as targeting thick-cloud cover to capture free-tropospheric XCO₂. The IPDA lidar performed well during these conditions. Oceanic surface target is characterized by low but consistent surface reflectivity providing steady elevation in moderate-state, which is suitable for minimizing range uncertainties. IPDA results using ocean surface indicated 404.43 ± 1.23 ppm IPDA XCO₂ measurement with 0.26% and 0.30% relative accuracy and precision, respectively as compared to instrument model prediction of 405.49 ± 0.01 ppm. Gradual airborne spiral descend provided an opportunity for updating meteorological data variation with altitude and the capability for range-bin average for enhanced XCO₂ retrievals. IPDA spiral results in 404.89 ± 1.19 as compared to model derived 404.75 ± 0.73 indicating 0.04% and 0.23% relative accuracy and precision, respectively. Although better than 95% correlation between IPDA and model results was observed for cloud targets, limited accuracy and precision were observed. Clouds targets are challenging in terms of water vapor and ranging uncertainties, which are the dominant systematic error sources. Ranging contributes to random error due to higher variability within the laser footprint over clouds. In addition, high water vapor content within cloud layers results in higher molecular interference and higher ambiguities in dry-air number density determination, directly contributing systematic errors. This IPDA lidar demonstrated reliability, operational readiness, and improved performance.
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