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Multiple antigen miniarrays can provide accurate tools for cancer detection and diagnosis. These miniarrays can be validated by examining their operating characteristics in classifying individuals as either cancer patients or normal (non-cancer) subjects. We describe the use of restricted Boltzmann machines for this classification problem, relative to diagnosis of hepatocellular carcinoma. In this setting, we find that its operating characteristics are similar to a logistic regression standard and suggest that restricted Boltzmann machines merit further consideration for classification problems.

1. Introduction

We have previously investigated the utility of antibody profiles to seven tumor-associated antigens (TAAs) for discriminating between cancer patients and controls [1]. We found that these multiple antigen miniarrays could provide accurate tools for cancer detection and diagnosis and suggested that performance of the miniarrays might be enhanced by other combinations of TAAs appropriately selected for different cancer cohorts.

We return to this theme in the present paper, where we examine the utility of an expanded panel of 12 antibody profiles for cancer diagnosis of hepatocellular carcinoma (HCC), based on serum samples from newly diagnosed HCC patients and normal controls. To this end, we apply a fairly recent approach, restricted Boltzmann machines [2–5], to the classification problem at hand. For comparative purposes, we also utilize logistic regression, to provide a baseline of discriminative performance. Our aim here is to determine whether restricted Boltzmann machines provide a viable technique for classification of HCC, compared to the logistic regression standard.

2. Materials and Methods

2.1. Sera Samples. In all, sera samples from 175 HCC patients and 90 normal controls were amassed, as follows. Sera from 76 patients with HCC from Xiamen in China were obtained from the serum bank of the Cancer Autoimmunity Research Laboratory at the University of Texas (El Paso, Texas, USA), which were originally provided by a collaborator in Sun Yat-sen University (Guangzhou, China). 84 HCC patients’ sera were collected from Korea and 15 from Japan. Ninety normal human sera (NHS) were originally obtained from the serum bank of the Autoimmune Disease Center at the Scripps Research Institute (La Jolla, CA, USA). All cancer patients’ sera were collected from Korea and 15 from Japan. Ninety normal human sera (NHS) were originally obtained from the serum bank of the Autoimmune Disease Center at the Scripps Research Institute (La Jolla, CA, USA). All cancer patients were diagnosed according to established criteria; their serum samples were collected at the time of initial cancer diagnosis, when the patients had not received treatment with any chemotherapy or radiation therapy. Normal human sera were collected from adults during annual health examinations in people who had no obvious evidence of malignancy. This study was approved by the Institutional Review Board of the University of Texas at El Paso and collaborating institutions.
2.2. Expression and Purification of CAPER\(\alpha\) Recombinant Protein. Twelve antigens, IMP1, p62, Koc, p53, survivin, p16, HCC1, p90, RaA, NPMI, MDM2, and 14-3-3, were expressed as recombinant proteins. Recombinant p62 was expressed from a clone isolated from a cDNA expression library by immunoscreening with antibody from a patient with HCC [6]. p62 cDNA was subcloned into pET28a vector producing a fusion protein with NH-terminal 6x histidine and T7 epitope tags. The recombinant protein expressed in Escherichia coli BL21 (DE3) was purified using nickel column chromatography. Koc cDNA cloned into the pcDNA3 vector [7] was similarly subcloned into pET28a vector and recombinant protein expressed as above. Impl construct pCMV5-Impl was kindly provided by Nielsen et al. [8] and p53 clone (p53SN3) by Yuxin Yin of Columbia University, New York, NY, and subcloned into pET28a for protein expression. Survivin cDNA was amplified from human survivin EST clone (BG258433) before subcloning in pET28a vector. Plasmid pET-HCC1 carrying HCC1 cDNA was derived from the previous study [9]. cDNA encoding RaA amplified by PCR from a human expressed sequence tag (EST) clone (BM560822) was subcloned into pET28a vector. NPM1 construct GFP-NPM WT (plasmid ID: 17578), MDM2 construct pGEX-4T MDM2 WT (plasmid ID: 16237), and 14-3-3\(\xi\) construct GST-14-3-3 WT (plasmid: ID: 1944) purchased from Addgene were subcloned into pET28a vector. p16 cDNA was amplified by RT-PCR from human HeLa cells and subcloned into the pGEX vector expressing p16 with glutathione S transferase (GST) fusion partner. The GST gene fusion system was used for the expression and purification of p16 recombinant protein [10]. p90 has been cloned from a cDNA expression library by immunoscreening with antibody from a patient with gastric cancer and then subcloned into pGEX [11]. Expression of adequate amounts of recombinant protein was examined in SDS-PAGE and Coomassie blue staining was used to determine that expression products of expected molecular sizes were produced. In addition, western blot analysis was used to confirm that the bands seen in SDS-PAGE were reactive with reference antibodies.

2.3. Enzyme-Linked Immunosorbent Assay (ELISA). Purified recombinant proteins were diluted in phosphate-buffered saline (PBS) to a final concentration of 0.5ug/mL for coating 96-well Immunolon2 microtiter plates (Fisher Scientific, Huston, TX, USA) overnight at 4\(\,^\circ\) C. The human serum samples diluted 1:200 were incubated in the antigen-coated wells for 90 min. Horseradish peroxidase- (HRP-) conjugated goat anti-human IgG (Santa Cruz Biotechnology, Inc., Santa Cruz, CA, USA) was used as the secondary antibody at 1:4,000 dilution and, after reaction for 90 min, the wells were washed with PBS containing 0.05% Tween 20. The substrate 2,2'-azino-bis(3-ethyl-benzothiazoline-6-sulfonic acid) diammonium salt (ABTS) (Sigma, St. Louis, MO, USA) was used as the detecting agent. The optical density (OD) value of each well was read at 405 nm, and the cutoff value for determining a positive reaction was designated as the mean absorbance of the 90 normal sera plus 3 standard deviations (mean + 3 SDs). Each sample was tested in duplicate. Each run of ELISA included 8 NHS representing a range of absorbance above and below the mean of 89 normal human sera, and the average OD value of 8 NHS was used to normalize all absorbance values to the standard mean of the entire 90 normal samples. All positive sera were further confirmed by western blotting.

2.3.1. Data Preparation. We prepared two datasets for further consideration, as follows. ELISA results are typically dichotomized by selection of a threshold or cutoff absorbance value: an observed absorbance value above the threshold connotes a positive reaction and below the threshold a negative reaction. We chose cutoffs of normal means + 3 standard deviations (SDs) on all of the antibody assays and derived the corresponding dataset wherein input for each individual consisted of dichotomous variables “positive” or “negative” on each antibody assay, along with group membership (cancer or control).

The normal mean + 3 SDs cutoff has conventionally been used to distinguish abnormal or positive from normal or negative in antibody assays, so this dichotomized dataset should lead to benchmarks of standard performance. Nevertheless, choosing cutoffs in terms of means plus multiples of SDs does discard some information, and it is possible that operating characteristics of our classifiers might be improved by utilizing actual absorbance values on each of the antibody assays for each individual rather than the dichotomous positive or negative determinations. Since absorbance scales differ for the various assays, we first normalized the data by transforming each assay's absorbance values into percentiles of the Gaussian distribution fitted to the absorbance values of the controls. With this normalization, we derived our second dataset, in which input for each individual consisted of normalized values between 0 and 1 on each antibody assay, along with group membership.

2.3.2. Statistical Methods. We used two methods for the classification problem, logistic regression and restricted Boltzmann machines (RBMs). Logistic regression is an established technique, whereas restricted Boltzmann machines are somewhat novel. Briefly, a restricted Boltzmann machine is a machine learning technique popularized by Hinton [2]. An RBM has the same generic form as a single hidden layer neural network. It consists of one layer of visible units and one layer of hidden units, with symmetrically weighted connections between the visible and the hidden units, but with no connections within each layer of units. Originally, RBMs were proposed with both visible and hidden units representing binary states, but generalizations to continuous visible and hidden units are available [3]. We utilized a discriminative training algorithm [12, 13] for fitting RBMs to training data and assessed performance on validation data as described next.

For both RBMs and logistic regression, we used 10-fold cross-validation for determination of operating characteristics of the classifiers. The entire data set was randomly divided into 10 equally sized subsets, and the classifiers were trained on 9 subsets and tested with the remaining subset (the validation subset). This cross-validation was repeated 9
3. Results

We begin with the dichotomized data for all 12 antibodies (normal mean ± 3 SDs cutoffs as described in Statistical Methods). With these data, logistic regression achieved an overall sensitivity of .697 (range .588 to .824) and specificity of .811 (range .556 to 1.0), these statistics being obtained from test samples based on 10-fold cross-validation. In comparison, restricted Boltzmann machines with 12 hidden nodes achieved an overall sensitivity of .720 (range .611 to .824) and specificity of .800 (range .556 to 1.0) on these same test samples.

Next, we investigated whether operating characteristics could be improved by replacing the dichotomies with continuous responses, in particular, normalization, as described in Materials and Methods. With the normalized data for all 12 antibodies, logistic regression achieved an overall sensitivity of .909 (range .822 to 1.0) and specificity of .789 (range .667 to 1.0), these statistics being obtained from the test samples from 10-fold cross-validation as before. In comparison, restricted Boltzmann machines with 12 hidden nodes achieved an overall sensitivity of .926 (range .824 to 1.0) and specificity of .700 (range .333 to .889). Sensitivities of both classifiers improve dramatically with the normalized data. There is some attenuation of specificity with logistic regression on the normalized data and a much greater drop-off in specificity with RBMs. Summary values are given in Table 1.

Table 1: Operating characteristics of logistic regression (LR) and restricted Boltzmann machine (RBM) classifiers for hepatocellular carcinoma (HCC), using individual profiles of 12 autoantibodies. Sensitivities and specificities were determined from 10-fold cross-validation of the sample of 173 HCC patients and 90 normal controls.

|               | Dichotomized data | Normalized data |
|---------------|-------------------|----------------|
|               | Sensitivity | Specificity | Sensitivity | Specificity |
| LR            | 0.697       | 0.811     | 0.909       | 0.789       |
| RBM           | 0.720       | 0.800     | 0.926       | 0.700       |

Table 2: Operating characteristics of logistic regression (LR) and restricted Boltzmann machine (RBM) classifiers for hepatocellular carcinoma (HCC), using individual profiles of either 5 (normalized data) or 6 (dichotomized data) autoantibodies. Sensitivities and specificities were determined from 10-fold cross-validation of the sample of 173 HCC patients and 90 normal controls.

|               | Dichotomized data | Normalized data |
|---------------|-------------------|----------------|
|               | Sensitivity | Specificity | Sensitivity | Specificity |
| LR            | 0.646       | 0.889     | 0.903       | 0.789       |
| RBM           | 0.731       | 0.722     | 0.949       | 0.578       |

variables. We implemented the selection procedure via stepwise logistic regressions, to arrive at models in which variables were included if and only if they were jointly statistically significant at the 0.10 level. From the dichotomized data, 6 antibodies were thus selected: Koc, NPM1, p53, p62, p90, and RalA. From the normalized data, 5 antibodies were so selected: HCCI, Koc, pl6, p90, and survivin. We then reduced each dataset to these respective subsets of antibodies and refit logistic regressions and RBMs. With the reduced dichotomized data, logistic regression achieved an overall sensitivity of .646 (range .530 to .765) and specificity of .889 (range .778 to 1.0), from the test samples in 10-fold cross-validation as before. In comparison, RBMs with 12 hidden nodes achieved an overall sensitivity of .731 (range .556 to 1.0) and specificity of .722 (range .556 to 1.0). With the reduced normalized data, logistic regression achieved an overall sensitivity of .903 (range .778 to 1.0) and specificity of .789 (range .556 to 1.0). In comparison, RBMs with 12 hidden nodes achieved an overall sensitivity of .949 (range .882 to 1.0) and specificity of .578 (range .222 to .778). Summary values are given in Table 2.

4. Discussion

In a previous study [1], we reported that multiple antigen miniarrays could serve as useful tools for cancer detection and diagnosis. The utility of autoantibodies in cancer diagnosis was demonstrated there, because of the typical absence of elevated or depressed levels of particular autoantibodies in normal individuals. In addition, we had previously proposed [15, 16] that autoantibodies might successfully be used as indicators of aberrant cellular mechanisms in tumorigenesis. In the oncologic setting, we further suggest that autoantibody panels might be adopted as predictive markers; that is, they
might provide diagnostics for identifying treatment of choice in subgroups of patients based on phenotypic characteristics.

In this current study, we examined the utility of an expanded panel of 12 antibody profiles for cancer diagnosis of hepatocellular carcinoma, using restricted Boltzmann machines as our classifier. Restricted Boltzmann machines are a recent machine learning technique popularized by Hinton and Salakhutdinov at the University of Toronto [2, 3]. Fischer and Igel [4, 5] provide readable introductions to RBMs for the uninitiated. Use of RBMs for classification and discrimination was proposed by Larochelle and Bengio [12], and we utilize one of their suggested methods in our setting, relating to accurate diagnosis of hepatocellular carcinoma on the basis of a panel of 12 antibody profiles.

We found that overall operating characteristics of RBMs were comparable to logistic regression: RBMs typically had greater sensitivities, but smaller specificities, than logistic regression with the same input variables. There were dramatic increases in the sensitivities of the logistic regression and RBM classifiers with the normalized data from the panel of 12 antibody profiles compared with the dichotomized data, to levels exceeding 0.9. The tradeoff here was diminution in specificities. Dichotomization at a smaller cutoff level than mean + 3 SDs (e.g., mean + 2 SDs) would similarly achieve increased sensitivity, but decreased specificity, relative to the mean + 3 SDs cutoff reported here.

We have reported operating characteristics of the logistic regression and RBM classifiers solely with test data from our cross-validation procedure. Operating characteristics were typically about .05 higher when the classifiers were assessed on the training data, though this represents an overly optimistic assessment of classifier performance. As with other classifiers, logistic regression has its limitations. Our use of logistic regression as a comparator is motivated by its ease of interpretation and relatively good performance in our previous studies; as well, both cases and controls are numerous and not totally unbalanced, and our explanatory variables are not highly correlated.

We remark that our interest in fixed cutoffs is motivated primarily by historical precedent, that is, by the long history of their usage in immunoassay assessment to demark normality from abnormality. In immunological bioassay systems, it has been repeatedly observed that there are a few “normal” controls who are high responders. There are many explanations for this, including nonspecific binding reactions with antigen and the possibility that, among a “normal” population, there are preclinical cases of individuals who have specific antibody. The long accepted approach to this problem is to establish a cutoff at +2 or +3 SDs of the mean of “normals” as the differential marker, with the former showing higher sensitivity but lower specificity and the latter lower sensitivity but higher specificity. We chose +3 SDs of the mean as the cutoff in our studies and have been using this in all our previous studies. Theoretically, at least, dichotomization of continuous variables engenders an information loss and is to be deplored (e.g., [17, 18]). In the present setting, dichotomization resulted in a drop in sensitivities, but an increase in specificities, of the classifiers.
relative to the continuous data, representing a tradeoff rather than a clear win for the continuous data.

Reduction in the number of input variables was affected by means of a logistic regression variable selection technique. The operating characteristics of the logistic regression classifier with continuous data were unaffected by this variable reduction; with the dichotomized data, sensitivity decreased slightly, but specificity improved. Under variable reduction, sensitivities of the RBM classifier improved slightly, but specificities declined. As with support vector classifiers, variable selection is not inherent with restricted Boltzmann machines; and, judging from our investigation of the number of hidden units, overfitting of the RBMs does not seem to be a cause of concern in our setting.

We find it encouraging that, in this particular setting, restricted Boltzmann machines are competitive with logistic regression classifiers. A priori, we would expect discrimination between cancer cases and controls on the basis of threshold values of tumor-associated antigens to be quite reasonable; such monotone patterns are easily modeled with logistic regression. In addition, restricted Boltzmann machines might also capture interaction patterns automatically, which might be especially advantageous were we to expand the predictors to include demographic or other information. Note, however, that our datasets are rather sparse compared to the large datasets typically studied with restricted Boltzmann machines. Their relatively good performance in our classification problem is promising, and RBMs merit further consideration in similar investigations. We encourage others to explore further the utility of the RBM approach in similar settings.
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