HYPERDETERMINANTS FROM THE E_8 DISCRIMINANT

FRÉDÉRIC HOLWECK AND LUKE OEDING

Abstract. We find expressions of the polynomials defining the dual varieties of Grassmannians $\text{Gr}(3,9)$ and $\text{Gr}(4,8)$ both in terms of the fundamental invariants and in terms of a generic semi-simple element. We restrict the polynomial defining the dual of the adjoint orbit of $E_8$ and obtain the polynomials of interest as factors. To find an expression of the $\text{Gr}(4,8)$ discriminant in terms of fundamental invariants, which has $15,942$ terms, we perform interpolation with mod-$p$ reductions and rational reconstruction. From these expressions for the discriminants of $\text{Gr}(3,9)$ and $\text{Gr}(4,8)$ we also obtain expressions for well-known hyperdeterminants of formats $3 \times 3 \times 3$ and $2 \times 2 \times 2 \times 2$.

1. Introduction

Cayley’s $2 \times 2 \times 2$ hyperdeterminant is the well-known polynomial
\[
\Delta_{222} = x_{000}^2x_{111}^2 + x_{001}^2x_{110}^2 + x_{010}^2x_{101}^2 + 4(x_{000}x_{011}x_{101}x_{110} + x_{001}x_{010}x_{100}x_{111})
- 2(x_{000}x_{001}x_{110}x_{111} + x_{000}x_{010}x_{101}x_{111} + x_{000}x_{100}x_{011}x_{111} + x_{001}x_{010}x_{101}x_{110} + x_{010}x_{001}x_{100}x_{111} + x_{010}x_{100}x_{011}x_{110} + x_{010}x_{001}x_{100}x_{111}).
\]
It generates the ring of invariants for the group $\text{SL}(2)^{\times 3} \ltimes S_3$ acting on the tensor space $\mathbb{C}^{2\times 2\times 2}$. It is well-studied in Algebraic Geometry. Its vanishing defines the projective dual of the Segre embedding of three copies of the projective line (a toric variety) [13], and also coincides with the tangential variety of the same Segre product [24, 28, 33]. On real tensors it separates real ranks 2 and 3 [9]. It is the unique relation among the principal minors of a general $3 \times 3$ symmetric matrix [18]. It is the starting point for many interesting studies in combinatorics [13]. In Computer Vision, the singular locus of its $2 \times 2 \times 2 \times 2$ cousin [22, 43] is the variety of quadrifocal tensors for flatlander cameras [32], and whose defining equations cut out the relations among principal minors of a general $4 \times 4$ matrix [27]. In Quantum Information hyperdeterminants are used as a measure of entanglement [14, 36] and can also be investigated to stratify the ambient space of multiqubit systems [19, 20, 26, 29].

Since Sylvester, Schlafli, and Cayley in the 19th century, efficient expressions of resultants, discriminants and hyperdeterminants have been key for solving polynomials. General resultants are provably difficult to compute [17, 39]. On the other hand, for polynomials with extra structure like those that often come from applications [6, 10, 11, 21], sparse resultants can often be computable because of the extra structure they inherit [4, 5, 39].

Consider quadratic forms viewed as square matrices $(a_{ij})$ restricted by linear dependencies causing the matrix to be symmetric. By projecting away from the skew-symmetric part we use roughly half as many parameters $p_{ij} = \frac{1}{2}(a_{ij} + a_{ji})$ with $i \leq j$, hence the matrix determinant applied to a symmetric matrix may be viewed as a sparse resultant. Since determinants are easy to compute (via Gaussian elimination), this is the standard way to
compute the discriminant of the quadratic polynomial associated with the symmetric matrix. A central theme of this article is sparse (up to a natural change of coordinates) resultants. Returning to Cayley’s hyperdeterminant, there is a natural projection from \( \mathbb{C}^2 \times \mathbb{C}^2 \) obtained by symmetrizing the coordinates \( x_{i,j,k} \mapsto s_\text{sort}(i,j,k) = \frac{1}{3!} \sum_{\sigma \in S_3} x_{\sigma(i,j,k)} \), which was studied in greater generality in [31]. The restriction of \( \Delta_{222} \) (via this projection) is the discriminant \( \Delta_3 \) of the binary cubic \( \sum_{i,j,k \in \{0,1\}} s_{ijkl} x_i x_j x_k \), explicitly

\[
\Delta_3 = s_{000}^2 s_{111} - 3s_{001}^2 s_{011} - 6s_{000} s_{001} s_{011} s_{111} + 4(s_{000}^3 + s_{001}^3 + s_{011}^3).
\]

We can construct \( \Delta_{222} \) via restriction of a Grassmann discriminant. Choose a splitting \( \mathbb{C}^6 = \mathbb{C}^2 \oplus \mathbb{C}^2 \oplus \mathbb{C}^2 \). We obtain a copy of \( \mathbb{C}^2 \times \mathbb{C}^2 \) inside \( \bigwedge^3 \mathbb{C}^6 \) by decomposing \( \bigwedge^3 (\mathbb{C}^2 \oplus \mathbb{C}^2 \oplus \mathbb{C}^2) \) as an \( SL(2)\times 3 \)-module. The projection is given on Plücker coordinates by \( p_{i,j,k} \mapsto x_{a,b,c} \), where

\[
a = \begin{cases} 0, & \text{if } i = 1 \\ 1, & \text{if } i = 4 \end{cases}, \quad b = \begin{cases} 0, & \text{if } j = 2 \\ 1, & \text{if } j = 5 \end{cases}, \quad c = \begin{cases} 0, & \text{if } k = 3 \\ 1, & \text{if } k = 6 \end{cases}, \quad \text{and } p_{i,j,k} \mapsto 0 \text{ if } \{i,j,k\} \text{ contains more than one element from any of the sets } \{1,4\}, \{2,5\}, \{3,6\}.
\]

We notice that \( \Delta_{222} \) is the restriction of the defining polynomial of the dual of the Grassmannian \( Gr(3,6) \): \( \Delta_{Gr(3,6)} = \Delta_3 \).

Our aim is to explain these coincidences geometrically and provide several generalizations. In particular, we will find the defining polynomials for the duals of \( Gr(3,9) \) and \( Gr(4,8) \) by restricting discriminants of the adjoint orbits of \( E_8 \) and \( E_7 \) respectively, and subsequently use them to recover the \( 3 \times 3 \times 3 \) and \( 2 \times 2 \times 2 \times 2 \) hyperdeterminants (again by restricting the discriminants of the Grassmannians). These examples fit nicely into the story of Vinberg’s \( \theta \)-representations, (see [16] for connections with moduli of abelian varieties and free resolutions) and this rich theory helps make our computations manageable.

In Section 2 we give Theorem 2.2 which generalizes a lemma from the famous textbook [13] and allows us to study projections (restrictions) of polynomials defining dual varieties. In Section 3 we restrict the discriminants \( \Delta_C \) of adjoint varieties for \( G = E_8, E_7, E_6 \) and \( SO(8) \). We obtain divisibility relations between the restrictions of discriminants of certain Grassmannians and of discriminants of adjoint orbits (see Figure 1). In Section 4 we describe a Jordan–Chevalley decomposition for \( \mathfrak{e}_8 \) that allows us to interpret elements of \( \bigwedge^3 \mathbb{C}^9 \) and \( \bigwedge^4 \mathbb{C}^8 \) as being semi-simple, which in turn allows us to evaluate the restriction of the \( E_8 \) discriminant to generic semi-simple elements of \( \bigwedge^3 \mathbb{C}^9 \) and \( \bigwedge^4 \mathbb{C}^8 \) respectively. In Section 5 we construct expressions for the \( Gr(3,9) \) and \( Gr(4,8) \) discriminants as polynomials in fundamental invariants using linear interpolation, reductions mod \( p \), and rational reconstruction. In Section 6 we give methods to evaluate the \( Gr(3,9) \) and \( Gr(4,8) \) discriminants. In particular, we make use of Katanova’s explicit expressions for the fundamental invariants as traces of powers of special matrices [23]. We also describe their respective restrictions to tensors of format \( 3 \times 3 \times 3 \) and \( 2 \times 2 \times 2 \times 2 \).
2. Decomposing restrictions of dual varieties

Let \( V \) denote an \( n \)-dimensional vector space over \( \mathbb{C} \) with basis \( e_1, \ldots, e_n \). A splitting \( V = A \oplus B \), which we always assume to be non-trivial, induces a splitting on the dual, \( V^* = A^* \oplus B^* \), where \( A^* \) are linear functionals on \( A \) extended to linear functionals on \( V \) by setting their value to 0 on \( B \). The homogeneous polynomials of degree \( d \) on a basis of \( V \) are in one-to-one correspondence with the space of symmetric \( d \)-forms on \( V \), denoted \( S^dV^* \). Since \( S^dV^* = S^dA^* \oplus \bigoplus_{0 \leq i \leq d} S^{d-i}A^* \otimes S^iB^* \) we have linear projections \( S^dV^* \to S^dA^* \) for every \( d \geq 0 \) induced by the projection \( V^* \to A^* \). This also induces rational maps on projective spaces \( \mathbb{P}V \dashrightarrow \mathbb{P}A \) and \( \mathbb{P}V^* \dashrightarrow \mathbb{P}A^* \). The indeterminacy locus of a map induced from a linear map of vector spaces is the projectivization of the kernel. By convention, for any subvariety \( X \subset \mathbb{P}V \), the image of \( X \) under a rational map is the closure of the image of the (regular) map on a relatively open subset of \( X \) where the map is defined. We will use \( \pi_B \) to denote the maps induced from the projection \( V \to A \) (affine / projective).

We will also project defining polynomials \( \Delta \) (discriminants) in \( \mathbb{P}V \). Such elements of \( S^d(A \oplus B) \) and can be projected to \( S^d(A) \) by restricting \( \Delta \in S^dV \) to the subspace \( A^* \). To not confuse the two types of projection we will use \( \Delta|_{A^*} = \text{Res}(\Delta, A^*) \) to denote the projection/restriction of the discriminant \( \Delta \) to \( A^* \). Note there is a unique decomposition \( \Delta = \text{Res}(\Delta, A^*) + g \) with \( g \in (S^dA^*)^\perp \), where \( \perp \) denotes the annihilator, so that \( A^{*\perp} = B \).

Remark 2.1. Given \( f \in S^d(A^* \oplus B^*) \) we have \( \mathcal{V}(\text{Res}(f, A^*), B^*) = \mathcal{V}(f) \cap \mathbb{P}A \), that is to say that the zero-set of the restriction of \( f \) to \( A \) (still viewed as a polynomial on \( V \)) together with a set of linear forms making a basis of \( B^* \) is precisely the intersection \( \mathcal{V}(f) \cap \mathbb{P}A \).

For a projective variety \( X \subset \mathbb{P}V \), let \( \hat{T}_x X \subset V \) denote the tangent space at \( x \in \hat{X} \subset V \), where \( \hat{\cdot} \) indicates the cone in \( V \). The projective dual variety of \( X \), denoted \( X^\vee \subset \mathbb{P}V^* \), is

\[
X^\vee := \left\{ [H] \in \mathbb{P}V^* \mid \exists [x] \in X_{\text{sm}} \text{ s.t. } H \supset \hat{T}_x X \right\},
\]

the Zariski closure of hyperplanes tangent to \( X \) at smooth points, [13]. If \( X \) is irreducible, then (over \( \mathbb{C} \)) so is \( X^\vee \), and when \( X^\vee \) is a hypersurface, we often denote by \( \Delta_X \) its defining polynomial, \( \mathcal{V}(\Delta_X) = X^\vee \), and refer to it as a hyperdeterminant or a discriminant.

Theorem 2.2 below gives a sufficient condition to guarantee that the restriction of the hyperdeterminant is divisible by the equation of the dual of another variety. These questions were considered for hyperdeterminants and symmetric tensors in [31], and for hyperdeterminants and other Schur functors in [41]. Similar considerations were also made by Pedersen and Sturmfels [35, Section 4] and [35, Theorem 5.1], and are key to Poisson formulas [10].

**Theorem 2.2.** Consider a non-trivial vector space splitting \( V = A \oplus B \). Let \( X \subset \mathbb{P}V \) and \( Y \subset \mathbb{P}A \) be projective varieties. Let \( \pi_B \) denote rational map \( \mathbb{P}V \dashrightarrow \mathbb{P}A \) induced from the projection \( V \to A \). If for each smooth point \( [y] \in Y \) there is a smooth point \( [x] \in X \) such that \( \pi_B(\hat{T}_x X) \subset \hat{T}_y Y \) (the tangency condition), then

\[
Y^\vee \subseteq X^\vee \cap \mathbb{P}A^*.
\]

Moreover if \( X^\vee \) and \( Y^\vee \) are hypersurfaces defined respectively by polynomials \( \Delta_X \) and \( \Delta_Y \) and, for every general point \( [h] \in Y^\vee \), \( H = \mathcal{V}(h) \), viewed as a hyperplane in \( \mathbb{P}V \), is a point of multiplicity \( m \) of \( X^\vee \) then

\[
\Delta_Y^m \mid \text{Res}(\Delta_X, A^*).
\]
Proof. We identify $V^* = A^* \oplus B^*$. Suppose $h \in A^* \subset V^*$ and $\mathcal{V}(h) \subset A$ is a hyperplane that is general among those hyperplanes tangent to $Y$ at a smooth point $[y]$. Then the tangency condition guarantees that there is a smooth point $[x] \in X$ such that every vector $t \in \hat{T}_x X$ can be written uniquely as $t = a + b$ with $a \in \hat{T}_y Y$ and $b \in B$. Since $h$ is a linear form we have $h(t) = h(a) + h(b)$, and $h(a) = 0$ because $a \in \hat{T}_y Y \subset A$, and $h(b) = 0$ for all $b \in B$ since $h \in A^*$. Therefore, $h$ vanishes at every point of $\hat{T}_x X$, and $H = \mathcal{V}(h)$ is a hyperplane tangent to $X$. This concludes the first part.

Now for the second part. Let $\text{Sing}_{m-1}(X^\vee)$ denote the closure of the points of multiplicity $m$ in $X^\vee$.

**Step 1:** If $[h] \in Y^\vee$ and $[h] \in \text{Sing}_{m-1}(X^\vee)$ then $[h] \in \text{Sing}_{m-1}(X^\vee \cap \mathbb{P}A^*)$.

Write $\Delta_X = \text{Res}(\Delta_X, A^*) + \mathcal{O}(B)$, with $\mathcal{O}(B)$ denoting those terms with at least one variable in $B$. Evaluate at $h$: $\Delta_X(h) = \text{Res}(\Delta_X, A^*)(h) + \mathcal{O}(B)(h) = 0$ since by the first part we get $\text{Res}(\Delta_X, A^*)(h) = 0$ and $\mathcal{O}(B)(h) = 0$ because $h$ doesn’t use any $B$-variables. Taking derivatives,

$$\frac{\partial^k \Delta_X}{\partial A^k} = \frac{\partial^k \text{Res}(\Delta_X, A^*)}{\partial A^k} + \frac{\partial^k \mathcal{O}(B)}{\partial A^k},$$

where $\partial A^k$ stands for any $k$-order partial derivative with respect to variables in $A$. Now evaluate at $h$ for $k \leq m - 1$ to obtain

$$0 = \frac{\partial^k \text{Res}(\Delta_X, A^*)}{\partial A^k}(h) + 0.$$

So $[h]$ is of multiplicity at least $m$ on $X^\vee \cap \mathbb{P}A^*$.

**Step 2:** If for all $[h] \in Y^\vee$ we have that $[h] \in \text{Sing}_{m-1}(X^\vee \cap \mathbb{P}A^*)$ then $\Delta^m | \text{Res}(\Delta_X, A^*)$.

Without loss of generality, suppose $[h] \in \text{Sing}_{m-1}(X^\vee \cap \mathbb{P}A^*)$ then $\Delta_Y | \text{Res}(\Delta_X, A^*)$. By induction on $m$, with base case being the first case of the theorem, we assume that $[h] \in Y^\vee \cap \text{Sing}_{m-2}(X^\vee)$ implies that $\text{Res}(\Delta_X, A^*) = \Delta_{Y}^{m-1} \cdot F$. We want to show that $[h] \in Y^\vee \cap \text{Sing}_{m-1}(X^\vee)$ implies that $\Delta_Y$ divides $F$. Now we compute

$$\frac{\partial^{m-1} \text{Res}(\Delta_X, A^*)}{\partial A^{m-1}} = (m - 1)! \left( \prod_{a_j \in A^{m-1}} \frac{\partial \Delta_Y}{\partial a_j} \right) F + \Delta_Y \cdot G.$$

By smoothness of $Y^\vee$ at $[h]$ there exists a collection $A^{(m-1)}$ of $m - 1$ (possibly not distinct) variables of $A$ such that

$$\left( \prod_{a_j \in A^{(m-1)}} \frac{\partial \Delta_Y}{\partial a_j} \right)(h) = \lambda \neq 0.$$

Therefore, one obtains:

$$0 = (m - 1)! \lambda F(h) + 0,$$

showing that $\Delta_Y | F$ because $h$ was general and $\Delta_Y$ is irreducible. \qed

Remark 2.3. In the case that $Y$ satisfies the tangency condition and $X^\vee$ and $Y^\vee$ are hypersurfaces, if there exist two distinct smooth points $[x_1], [x_2]$ in $X$ such that $\pi_B(\hat{T}_{x_1} X) \subset \hat{T}_y Y$, then $m \geq 2$. This is because for a general $[h] \in Y$, the hyperplane $H = \mathcal{V}(h) \subset \mathbb{P}V$ has (at least) two points of tangency $[x_1]$ and $[x_2] \in X$ one knows that $\text{mult}_{[h]}X^\vee \geq 2$. 


Remark 2.4. A result of Parusiński [34] implies that the hypothesis \([h]\) is a singular point of \(X\) of multiplicity \(m\) is equivalent to the statement that the Milnor number of the singular section \(X \cap V(h)\) is \(m\). In particular if \(V(h)\) has \(k\) points of tangency defining each a Morse singularity, i.e., the quadratic part of the singularity is of full rank, one directly obtains \(m = k\). More generally if the points of tangency of \(V(h)\) are isolated, then \(m = \text{mult}_{[h]}X\) is greater than the number of points of tangency.

Remark 2.5. The inclusion of the tangency condition corrects a mistake in [31, Prop. 4.5] that neglected this condition. In [31] two proofs of a component of the main result were given, one of which was independent of [31, Prop. 4.5]. So, one could safely delete [31, Prop. 4.5] and Proof 1 of [31, Lem. 5.1] and the results of the article would not change. On the other hand, the tangency condition is satisfied by the varieties considered in [31, Lem. 5.1], so Theorem 2.2 could be used in place of [31, Prop. 4.5] in Proof 1 of [31, Lem. 5.1].

We recall a foundational result of Gelfand-Kapranov-Zelevinsky:

Proposition 2.6 ([13, Prop. I.4.1 and Cor.I.4.2]). Consider a variety \(X \subset \mathbb{P}V = \mathbb{P}(A \oplus B)\).

1. Suppose \(\hat{X} \cap B = 0\) and \(\dim \hat{X} < \dim A\).
2. Suppose further that \(\pi_B: X \rightarrow \pi_B(X)\) is an isomorphism of algebraic varieties.

Then for \(Y = \pi_B(X)\) we have
\[
Y^\vee \subseteq X^\vee \cap \mathbb{P}A^* \quad \text{in case (1)} \quad \text{and} \quad Y^\vee = X^\vee \cap \mathbb{P}A^* \quad \text{in case (2)}.
\]

If \(X^\vee\) and \(Y^\vee\) are hypersurfaces defined respectively by polynomials \(\Delta_X\) and \(\Delta_Y\), then
\[
\Delta_Y \mid \text{Res}(\Delta_X, A^*) \quad \text{in case (1)} \quad \text{and} \quad [\Delta_Y] = [\text{Res}(\Delta_X, A^*)] \quad \text{in case (2)}.
\]

Theorem 2.2 allows us to expand the scope slightly. The requirement \(X \cap \mathbb{P}B = \emptyset\) seems to be in place to make sure that the projection is well defined on projective space – this hypothesis is rendered unnecessary by considering the image of the rational map. In fact, we will see situations where it is desirable to take this more flexible viewpoint.

Corollary 2.7. The image of the rational map \(Y_\pi := \pi_B(X)\) satisfies the tangency condition, and hence \(Y_\pi^\vee \subset X^\vee \cap \mathbb{P}A^*\).

Proof. It suffices to verify the tangency condition on an open subset and apply Theorem 2.2. Let \(Y' = \{\pi_B(x) \in \mathbb{P}A \mid x \in X_{\text{sm}} - \mathbb{P}B\}\) (without taking closure). We claim points in the interior of \(Y'\) satisfy \(\pi_B(\hat{T}_xX) = \hat{T}_{\pi_B(x)}Y'\). A vector is in the tangent space \(\hat{T}_{\pi_B(x)}Y'\) if and only if it is of the form \(a'(0)\) for some smooth curve \([a(t)] \subset Y'\) with \(a(0) = \pi_B(x)\). A vector is in \(\hat{T}_xX\) if and only if it is of the form \(\gamma'(0) = a'(0) + b'(0)\) for some smooth curve \([\gamma(t)] \subset X\) with \(\gamma(0) = x\) and \(\gamma(t) = a(t) + b(t)\) with \(a(t) \in A\) and \(b(t) \in B\) for all \(t\). Since \(\pi_B(\gamma'(0)) = a'(0)\) we have “C”. Since every point in an open neighborhood of \([y] \in Y'\) has a preimage in \(X_{\text{sm}} - \mathbb{P}B\), every (local) curve \([a(t)]\) in \(Y'\) through \([y] \in Y'\) has a preimage curve \([\gamma(t)]\) in \(X\) and such that \(\pi_B(\gamma(t)) = a(t)\). Without loss of generality we can pass to a subset of \(X \cap \gamma(t)\) to insist that \(\gamma\) is smooth and \(\pi_B\) is one-to-one on \(X \cap \gamma(t)\). Thus we can construct a curve \(b(t)\) by considering \(b(t) := \gamma(t) - a(t)\). Thus every tangent vector in \(\hat{T}_YY'\) has a preimage in \(\hat{T}_xX\), so we obtain “C.”

\(\square\)

Remark 2.8. Assume \(X^\vee\) is a hypersurface. To understand the factorization of its restriction we want to know which of the subvarieties showing up in the geometric decomposition are not dual-defective (their dual varieties are hypersurfaces). The multiplicities occurring in the factorization can be understood by Theorem 2.2, or in cases when few factors are present a
degree argument may suffice. As noted in [13, p.33], points of \( Y = \pi_B(X) \) on the boundary of \( Y' = \pi_B(X - \mathbb{P}B) \) may also contribute to the restriction of the dual (see Example 4).

Even for special subvarieties of the projection, like intersections \( Y_\tau = X \cap \mathbb{P}A \), the tangency condition is not automatic, as shown in Example 1 where \( Y_\tau \) does not satisfy the tangency condition and does not contribute to the restriction of the dual. Nevertheless we can try to find subvarieties of \( Y = \pi_B(X) \) whose dual might contribute to the restriction of the dual of \( X \) by considering the locus where the projection drops rank, what we call the \( \pi_B \)-rank loci, which we define below.

Let \( V \) denote the tautological vector bundle on a variety \( X \subset \mathbb{P}V \). Suppose \( V = A \oplus B \) and let \( \pi_B \) denote the projection \( V \rightarrow A \), the fiber-wise projection \( V \rightarrow A \). Similarly define \( \pi_B \) on the cone over the total space \( \hat{X} \times \mathbb{P}V \):

\[
\pi_B: \hat{X} \times V \rightarrow A \times A \\
(x, v) \mapsto (\pi_B(x), \pi_B(v)).
\]

The map \( \pi_B \) also restricts to the tangent sheaf \( \mathcal{T}X \). By definition, the map \( \pi_B: \hat{T}_X \rightarrow A \) has rank at most \( \dim \hat{X} \) for all \( [x] \in X_{sm} \). For each \( k \) with \( 0 \leq k \leq \dim \hat{X} \) define the points

\[
\hat{Y}_k = \{(\pi_B(x), \pi_B(\hat{T}_X)) \mid \dim \pi_B(\hat{T}_X) = k, \text{ and } [x] \in X_{sm}\}.
\]

Define the rank locus \( Y_k \) as the projection onto the first component. We can then ask if these rank loci satisfy the tangency condition.

2.1. Examples. Now we illustrate our geometric technique in several cases, including when the center of projection intersects the variety \( X \), classical determinants and Pfaffians, and the example in the introduction. We often consider the Grassmannian \( \text{Gr}(k, V) \subset \mathbb{P}^k V \), the Segre variety \( \text{Seg}(\mathbb{P}V \times d) \subset \mathbb{P}V^{\otimes d} \), and the Veronese variety \( \nu_d \mathbb{P}V \subset \mathbb{P}S^d V \), which are homogeneous \( G \)-varieties for \( G \) respectively \( \text{SL}(V) \), \( \text{SL}(V)^{\otimes d} \ltimes \mathfrak{S}_d \), or \( \text{SL}(V) \). For a partition \( \lambda \) of an integer \( d > 0 \) with \( t \) parts the Chow variety, \( \text{Chow}_\lambda \mathbb{P}V \), is the projection to symmetric tensors of the Segre-Veronese variety \( \text{Seg}_\lambda(\mathbb{P}V)^{|\lambda|} \). Specifically, the general point \( [v_1^{\otimes \lambda_1} \otimes \cdots \otimes v_t^{\otimes \lambda_t}] \in \text{Seg}_\lambda(\mathbb{P}V)^{|\lambda|} \) projects to the general point \( [v_1^{\lambda_1} \circ \cdots \circ v_t^{\lambda_t}] \in \text{Chow}_\lambda \mathbb{P}V \).

First we consider a nice non-example, that explains a case when the restriction is zero.

**Proposition 2.9.** Consider a variety \( X \subset \mathbb{P}V = \mathbb{P}(A \oplus B) \). If for all \( h \in A^* \subset V^* \) there is an \( [x] \in X_{sm} \) such that \( h(\hat{T}_x) = 0 \) then \( \text{Res}(\Delta_X, A^*) \equiv 0 \).

**Proof.** Our assumptions imply that \( \mathbb{P}A^* \subset X^* \cap \mathbb{P}A^* \). So \( X^* \cap \mathbb{P}A^* = \mathbb{P}A^* \). \( \square \)

Tocino [41] studied the case when \( X \) is the Segre variety and noted that all but two Schur functors (projections) \( S_\lambda: V^{\otimes d} \rightarrow V^{\otimes d} \) satisfy the hypotheses of Proposition 2.9, and thus most hyperdeterminants of format \( n \times d \) restrict to zero for special symmetry types of tensors.

**Example 1.** The following illustrates a case when the tangency condition fails. Let \( X = \text{Seg}(\mathbb{P}V^* \times \mathbb{P}V) \), the projective variety of rank-1 linear transformations \( V \rightarrow V \), with \( n = \dim V \), and \( n \geq 3 \). As \( \text{SL}(V) \)-modules \( V^* \otimes V = \Gamma^{n-1,1} \oplus \Gamma^0 \), where \( \Gamma^{n-1,1} \cong \mathfrak{sl}(V) \) is the space of traceless linear transformations \( V \rightarrow V \) and \( \Gamma^0 \cong \mathbb{C} \) is the span of the identity transformation. Consider the projection (which does not generally preserve matrix rank)

\[
\pi_{\Gamma^0}: V^* \otimes V \rightarrow \Gamma^{n-1,1} \\
A \mapsto A - \frac{\text{Tr}(A)}{n} \text{Id}.
\]
Denote the image by \( Y_\pi := \pi_{\Gamma_0}(X) \), which consists of points of the form \( [\alpha \otimes b - \frac{\alpha(b)}{n} \text{Id}_V] \), with \( \text{Id}_V \) the identity in \( V^* \otimes V \), and \( n = \dim V \). A straightforward calculation shows that
\[
\hat{T}_{\pi_0(\alpha \otimes b)} \pi_{\Gamma_0} X = \{ \alpha' \otimes b + \alpha \otimes b' - \frac{\alpha'(b) + \alpha(b')}{n} \text{Id}_V \mid \text{with } \alpha' \in V^* \text{ and } b' \in V \}.
\]
The Segre variety has tangent space \( \hat{T}_{\alpha \otimes b} \text{Seg}(\mathbb{P}V^* \times \mathbb{P}V) = V^* \otimes b + \alpha \otimes V \), whence one sees that the projection of the tangent space is equal to the tangent space of the projection. This is an example of Corollary 2.7, which implies that \( Y_\pi^X \subset X^\vee \cap \pi_0(\Gamma_{n-1,1})^\vee \). We note also that here the hypotheses of Proposition 2.6(1) are also satisfied: \( \text{Seg}(\mathbb{P}V^* \times \mathbb{P}V) \cap \mathbb{P}^0 = \emptyset \) because the rank of the matrices in the Segre are all 1, which is not the rank of non-zero scalar multiple of the identity for \( n > 1 \), and \( \dim \text{Seg}(\mathbb{P}V^* \times \mathbb{P}V) = 2n - 1 < n^2 - 1 = \dim \Gamma^{n-1,1} \) for \( n > 2 \).

Let us consider the \( \pi_{\Gamma_0} \)-rank loci. The map \( \pi_{\Gamma_0} : \hat{T}_{\alpha \otimes b} \text{Seg}(\mathbb{P}V^* \times \mathbb{P}V) \to \Gamma_{n-1,1} \) drops rank precisely for points \( \alpha \otimes b \) with \( \alpha(b) = 0 \), which coincides with \( Y_{\pi_0} = \{ [\alpha \otimes b] \mid \alpha(b) = 0 \} \), the rank-1 traceless linear transformations \( V \to V \). Note that \( \pi_{\Gamma_0} \) has codimension 1 in \( \pi_{\Sigma_{\Gamma_0}(\alpha \otimes b, X)} \). The dual \( Y_{\pi_0}^X \) is a degree \( n(n-1) \) hypersurface (it is the dual of an adjoint orbit, cut out by the discriminant of the characteristic polynomial), whereas \( X_{\pi_0}^\vee \) is a degree \( n \) (determinantal) hypersurface. Since the restriction of \( \Delta_X \) cannot have degree at least \( n(n-1) \) if \( n \geq 3 \), this must be a situation where Theorem 2.2 does not apply. Indeed, the respective spaces \( \hat{T}_{\alpha \otimes b} \pi_{\Gamma_0}(X) \cap \{ \pi_{\Gamma_0}(\hat{T}_{\alpha \otimes b}X) \} \) comprise matrices of the forms
\[
\begin{pmatrix}
\ast & \ast & \cdots & \ast \\
0 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & \ast - r
\end{pmatrix}, \quad \text{ and respectively } \begin{pmatrix}
\ast & \ast & \cdots & \ast \\
0 & 0 & \cdots & \ast \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & \ast + t
\end{pmatrix} - \frac{s + t}{n} \text{Id}_V.
\]
In the first case elements have rank \( \leq 2 \), but in the second the matrices have ranks 0, 1, 2, \( n-1 \) and \( n \). These rank conditions are independent of our choices of coordinates. So, the hypothesis \( \exists \{ x \} \in X = \text{Seg}(\mathbb{P}V^* \times \mathbb{P}V) \) such that \( \pi_{\Gamma_0}(\hat{T}_{\alpha \otimes b}X) \subset \hat{T}_y Y_{\pi_0} \) must fail since the projection \( \pi_{\Gamma_0}(\hat{T}_{\alpha \otimes b}X) \) contains elements of rank \( n \geq 3 \). Hence Theorem 2.2 only allows us to conclude \( Y_{\pi_0}^X \subset X_{\pi_0}^\vee \cap \pi_{\Gamma_0}(\Gamma_{n-1,1})^\vee \). Now, checking that \( Y_{\pi_0}^X \) is a hypersurface we find \( \Delta_{Y_{\pi_0}} | \text{Res}(\Delta_X, \Gamma_{n-1,1}) \). By computing degrees one can conclude that this is the only divisibility. One can also check that the restriction \( \text{Res}(\Delta_X, \Gamma_{n-1,1}) = \det(A - \frac{tr(A)}{n} \text{Id}) \) is irreducible and hence \( [\Delta_{Y_{\pi_0}}] = [\text{Res}(\Delta_X, \Gamma_{n-1,1})] \). 

**Example 2.** Now we consider the well-known restrictions of the determinant to symmetric and skew-symmetric matrices. Consider \( V \otimes V \) with the usual \( \text{SL}(V) \times \text{SL}(V) \) action, thought of as a space of square matrices. The decomposition \( V^{\otimes 2} = S^2V \oplus \wedge^2V \) as \( \text{SL}(V) \)-modules gives projections that we denote \( \pi_o \) and \( \pi_\wedge \) respectively. On indecomposable elements we have \( \pi_o(a \otimes b) = a \circ b := \frac{1}{2}(a \otimes b + b \otimes a) \), and respectively \( \pi_\wedge(a \otimes b) = a \wedge b := \frac{1}{2}(a \otimes b - b \otimes a) \). In bases, for a square matrix \( A \) we have \( \pi_o = \frac{1}{2}(A + A^\top) \) and \( \pi_\wedge = \frac{1}{2}(A - A^\top) \), where \( \cdot^\top \) denotes the matrix transpose. Let \( X = \text{Seg}(\mathbb{P}V \times \mathbb{P}V) \subset \mathbb{P}V^{\otimes 2} \) denote the projective variety of rank-1 square matrices. The tangent sheaf over \( X \) is \( TX = \mathbb{P}\{ a \otimes V + V \otimes b \to a \otimes b \in \hat{X} \mid a, b \in V \} \). We will compute the projection rank loci for the respective projections of \( X \).

The hypotheses of Proposition 2.6(1) apply in the symmetric case since there are no rank-1 skew-symmetric matrices, i.e. \( \hat{X} \cap \wedge^2V = 0 \). However, in the skew-symmetric case we cannot apply Proposition 2.6(1) since \( \hat{X} \cap S^2V = \hat{V}_2 \mathbb{P}V \neq 0 \). So, we show how to use Theorem 2.2 to understand both restrictions.

**Symmetric case:** Consider \( \pi_o X = \text{Chow}_{1,1}(\mathbb{P}V) \), the Chow variety of completely reducible quadrics. The projection of the tangent cone is \( \pi_o \hat{T}_{a \otimes b}X = \pi_o(a \otimes V + V \otimes b) = a \circ V + V \circ b \).
For $a, b$ both nonzero and not colinear, the space $a \circ V + V \circ b$ is the tangent cone at the point $[a \circ b]$ of Chow$_{1,1} \mathbb{P}V \subset \mathbb{P}S^2V$. Moreover such $[a \circ b]$ with $a \wedge b \neq 0$ form the open subset of smooth points of the Chow variety. So, the Chow variety satisfies the tangency condition, an example of Corollary 2.7.

The projection $\pi_\circ$ drops rank precisely on the closed subset $\{[a \circ b] \mid a \wedge b = 0\}$, which coincides with the Veronese variety $\nu_2(\mathbb{P}V)$. Hence, the $\pi_\circ$-rank loci consist precisely of the Chow and Veronese varieties. The Veronese variety satisfies the tangency condition: every tangent space of the Veronese is of the form $\hat{T}_a \nu_2 \mathbb{P}V = a \circ V$, the point $[a^2]$ is a smooth point of the Veronese, and the tangent space $\hat{T}_a \nu_2 X$ projects to it. The only way for $\hat{T}_a \nu_2 X$ to project into a tangent space of $\nu_2 \mathbb{P}V$ is for $[p \otimes q] = [a \otimes a]$ for some $a \in V$. To see this, note that the symmetric matrix $p \circ q$ has image span $\{p, q\}$, which is 1-dimensional if and only if $p$ and $q$ are proportional. Hence the multiplicity of $(\nu_2 \mathbb{P}V)^\vee$ as a component of the restriction of the determinant to symmetric matrices is $m_1 = 1$.

Note that $(\text{Chow}_{1,1} \mathbb{P}V)^\vee$ is not a hypersurface [31, Thm. 1.3]. Thus we can only determine that the discriminant of a quadric (the equation of the dual of the Veronese $\nu_2(\mathbb{P}V)$) divides the determinant of a symmetric matrix (up to scale). By comparing degrees we conclude

$$[\text{Res}(\Delta_{\text{Seg}(\mathbb{P}V \times \mathbb{P}V)}, S^2V^*)] = [\Delta_{\nu_2 \mathbb{P}V}].$$

**Skew-symmetric case:** Assume $n \geq 2$. The Grassmannian is the projection $Gr(2, V) = \pi_\wedge(X)$, which is a smooth homogeneous variety. We can conclude that $X^\vee \cap \mathbb{P} \wedge^2 V$ contains $Gr(2, V)^\vee$ by Theorem 2.2. The projection $\pi_\wedge$ of $\hat{T}_a X$ can drop rank only when the base point is 0, but $[0]$ is not a point of the ambient projective space, and the rank loci yield no additional information. To understand the splitting of the skew-symmetric determinant, we need to know when $Gr(2, V)^\vee$ is a hypersurface and determine the multiplicity.

A dimension count shows that $Gr(2, V)^\vee$ is a hypersurface if and only if $n = \dim V$ is even and $n \geq 4$. Specifically, if $n$ is odd we get the additional condition that any hyperplane $H \subset \mathbb{P} \wedge^6 V$, viewed as a matrix, has (at least) a 1-dimensional kernel $K$. So, if $H$ is tangent to the Grassmannian $Gr(2, V)$ at a point $E \in Gr(2, V)$ we can assume that $K$ is not contained in $E$ because the dimension of the kernel must be odd. Then $H$ is tangent along the line $\mathbb{P}(\wedge^2(E, K))$. Thus $Gr(2, V)^\vee$ is not a hypersurface, so the discriminant is 0 for odd $n$.

To calculate the multiplicity in the even case, note that any skew-symmetric hyperplane that vanishes on $\hat{T}_{a \wedge b} Gr(2, V)$ also vanishes on $\hat{T}_{a \wedge b} \text{Seg}(\mathbb{P}V \times \mathbb{P}V)$ and on $\hat{T}_{a \wedge b} \text{Seg}(\mathbb{P}V \times \mathbb{P}V)$, which are distinct when $a$ and $b$ are not colinear. So, Theorem 2.2 implies that we have at least $m = 2$ and $\Delta_{Gr(2, V)}^2 | \text{Res}(\Delta_{\text{Seg}(\mathbb{P}V \times \mathbb{P}V)}, \wedge^2 V^*)$. Further work, for instance computing the degrees, allows one to conclude that the multiplicity is exactly 2. Thus, we find the well-known result that when $n$ is even, the square of the discriminant of a skew 2-form (the Pfaffian) is the determinant of a skew-symmetric matrix (up to scale):

$$[\text{Res}(\Delta_{\text{Seg}(\mathbb{P}V \times \mathbb{P}V)}, \wedge^2 V^*)] = [\Delta_{Gr(2, V)}^2].$$

\[\Diamond\]

**Example 3.** Returning to the example in the introduction, consider a vector space $V$ with standard basis $\{e_1, \ldots, e_6\}$ and subspace $E = \text{span}\{e_1, e_2, e_3\}$. The $G = \text{GL}(V)$-orbit of $\wedge^3 E = e_1 \wedge e_2 \wedge e_3$ in $\mathbb{P} \wedge^3 V$ is the Grassmannian $Gr(3, 6) \subset \mathbb{P} \wedge^3 V$, with affine tangent space

$$\hat{T}_E Gr(3, V) = \wedge^3 E \oplus (E^* \otimes V/E).$$
Now consider a splitting $V = V_1 \oplus V_2 \oplus V_3$ with $V_i = \langle e_i, e_{i+3} \rangle$ for $i = 1, 2, 3$. The SL$(V)$-module $\bigwedge^3 V$ splits as an SL$(V_1) \times$ SL$(V_2) \times$ SL$(V_3)$-module as

$$\bigwedge^3 V = \left( \bigoplus_{1 \leq i \neq j \leq 3} \bigwedge^2 V_i \otimes V_j \right) \oplus (V_1 \otimes V_2 \otimes V_3),$$

where we identify $\wedge$-products and $\otimes$-products of complementary spaces, and do not include $\bigwedge^3 V_i$ since it is zero when $\dim V_i = 2$. The intersection of Gr$(3, V)$ with $\mathbb{P}(V_1 \otimes V_2 \otimes V_3)$ is the Segre variety Seg($\mathbb{P}V_1 \times \mathbb{P}V_2 \times \mathbb{P}V_3$), a smooth homogeneous variety $G/P$.

This projection of Gr$(3, 6)$ may be interpreted as the flatlander’s trifocal variety [1,32] or as the variety of principal minors of a $3 \times 3$ matrix [27]. In either case the projection coincides with the entire ambient space $\mathbb{P}(V_1 \otimes V_2 \otimes V_3)$. So again we cannot apply Proposition 2.6, hence we use Theorem 2.2 instead.

We check the tangency condition. If we further decompose $\widehat{T}_G \text{Gr}(3, V)$ as a module for the reductive part of $P$ we get $e_1 \wedge e_2 \wedge e_3 \oplus \langle e_{i_1}, e_{i_2} \wedge e_k \mid 1 \leq i_1 \neq i_2 \leq 3, \ 4 \leq k \leq 6 \rangle = \langle e_1 \otimes e_2 \otimes e_3, e_1 \otimes e_2 \otimes e_6, e_1 \otimes e_5 \otimes e_3, e_4 \otimes e_2 \otimes e_3 \rangle \oplus \langle e_6 \otimes e_2 \otimes e_3, e_5 \otimes e_2 \otimes e_3, e_1 \otimes e_6 \otimes e_3, e_1 \otimes e_4 \otimes e_3, e_1 \otimes e_2 \otimes e_5, e_1 \otimes e_2 \otimes e_4 \rangle
\langle e_1 \otimes e_2 \otimes e_3 \rangle \oplus \langle V_1/e_1 \otimes e_2 \otimes e_3 \rangle \oplus \langle e_1 \otimes V_2/e_2 \otimes e_3 \rangle \oplus \langle e_1 \otimes e_2 \otimes V_3/e_3 \rangle
\oplus \langle (V_2/e_2 \otimes V_3/e_3) \otimes e_2 \otimes e_3 \rangle \oplus \langle e_1 \otimes (V_1/e_1 \otimes V_3/e_3) \otimes e_3 \rangle \oplus \langle e_1 \otimes e_2 \otimes (V_1/e_1 \otimes V_2/e_2) \rangle.$

Note that $\widehat{T}_{e_1 \otimes e_2 \otimes e_3} \text{Seg}(\mathbb{P}V_1 \times \mathbb{P}V_2 \times \mathbb{P}V_3)$ is a submodule (underlined), and that, moreover, the projection to $V_1 \otimes V_2 \otimes V_3$ is precisely this tangent space. Thus Theorem 2.2 applies, and (by a dimension calculation) we see that $\Delta_{P^1 \times P^1 \times P^1}$ divides the restriction of $\Delta_{G(3,6)}$ to 3-mode binary tensors. To look for more factors, we could compute the projection rank loci. However, the projection is $G = \text{GL}(V_1) \times \text{GL}(V_2) \times \text{GL}(V_3)$-invariant and the Segre is the only $G$-variety in $\mathbb{P}(V_1 \otimes V_2 \otimes V_3)$ whose dual is a hypersurface. So, no other factor can contribute. Further work (a degree comparison) can show that the multiplicity is one.

Further identify $U = V_1 = V_2 = V_3$ to get a copy of $S^3 U$ inside of $V_1 \otimes V_2 \otimes V_3$. Note that the image of a general tangent space $\widehat{T}_{u_1 \otimes u_2 \otimes u_3} \text{Seg}(\mathbb{P}U^{\times 3})$ under the projection to $S^3 U$ is a tangent space of the Chow variety $\text{Chow}_{1,1,1} \mathbb{P}^1$, however, since every bivari- the discriminant form is completely decomposable, $\text{Chow}_{1,1,1} \mathbb{P}^1 = \mathbb{P}^2$, and we don’t obtain any divisibility.

Again we cannot apply Proposition 2.6, but we can look at when the projection of $\widehat{T}_{u_1 \otimes u_2 \otimes u_3} \text{Seg}(\mathbb{P}U^{\times 3})$ drops rank and check the tangency condition. First, when the lines $[u_1]$ are mutually distinct yields $\text{Chow}_{1,1,1} \mathbb{P}^1 = \mathbb{P}^2$, already discussed. When two of the lines coincide the projection drops rank, and one obtains $\text{Chow}_{2,1,1} \mathbb{P}^1$ as a rank locus. However, its dual is not a hypersurface ([31, Thm. 1.3]), and thus does also not contribute to the divisibility. Finally if we have a coincidence of lines $[u_1] = [u_2] = [u_3]$, the resulting tangent space projects onto the tangent space of a point of the Veronese variety $\nu_3 \mathbb{P}U$. Hence the Veronese satisfies the tangency condition and Theorem 2.2 applies, so we see that $\Delta_{\nu_3 \mathbb{P}^1}$ divides $\text{Res}(\Delta_{P^1 \times P^1 \times P^1}, S^3 \mathbb{C}^2)$. Since all these invariants have degree 4, the division relations are equalities (up to scalar).

Example 4. The following example was suggested by a referee. It is nice in that is not so symmetric, illustrating further features of what can happen to the restriction of the dual. Our computations are performed in Macaulay2 [15], aided by the package Resultants [37].
Let $C$ denote the smooth curve in $\mathbb{P}^3$ respectively with ideal and discriminant

$$\mathcal{I}(C) = \langle xz - yq, z^3 - xq^2 - zq^2, yz^2 - x^2q - yq^2, x^3 - y^2z + xyz \rangle \subset \mathbb{C}[x, y, z, q],$$

$$\Delta_C := -4x^6 + 8x^4y - 4x^2y^2 + 12x^2z - 52x^3z + 8xyz - 12x^4z^2 + 107x^2y^2z^2 - 4y^4z^2 + 4x^3z^3 - 90xy^2z^3 + 27yz^4 - 12x^4yq + 60x^2y^2q - 16y^4q + 63yzq - 208x^2yzq + 6x^2y^2zq + 144y^3z^2q + 27x^2y^2z^2q + 27y^2z^2q + 128y^6q^2 + 192xy^2z^2q^2 - 256y^3q^3.$$

The projection of $C$ from $Q := \{[0 : 0 : 0 : 1]\}$ is the nodal curve $N$ with ideal $\langle x^3 + x^2z - y^2z \rangle$. The jacobian of $N$ has the following primary decomposition:

$$\langle y, x \rangle \cap \langle z^2, y, z, 3y^2 + 2xz, 3x^2 + 2xz \rangle.$$ 

Since the second ideal has support $[0 : 0 : 1]$ we conclude that $N$ is smooth away from the node $n := [0 : 0 : 1] \in N \subset \mathbb{P}^2$. The dual variety $N^\vee$ in $\mathbb{P}^2$ has discriminant

$$\Delta_N = -4x^4 + 8x^2y^2 - 4y^4 + 4x^3z - 36xy^2z + 27y^2z^2.$$ 

The restriction of $\Delta_C$ to the space $q = 0$ factors as

$$\text{Res}(\Delta_C, \{q = 0\}) = (x - z)^2 (-4x^4 + 8x^2y^2 - 4y^4 + 4x^3z - 36xy^2z + 27y^2z^2).$$

Let us compute the projection rank loci. Since $N$ is the projection of $C$, $N$ satisfies the tangency condition by Corollary 2.7. The projection drops rank when $\hat{T}_pC$ intersects the center of projection. The tangent space of $C$ at $p$ is the kernel of the jacobian $JC_p$. So we can compute the projection rank locus by solving the system of equations: $JC_p \cdot Q = 0$. We obtain an ideal with primary decomposition

$$\langle q, y, x^2 \rangle \cap \langle y, x + z, z^2 \rangle.$$ 

These primary components intersected with $C$ are supported only at the cone point and at $p_0 = [0 : 0 : 0 : 1]$. So the rank locus consists only of $\pi_Q\hat{T}_{p_0}C \cap N$. Of course the center of projection $Q$ does not project into $N$, but we can still get a rank locus. Let $\langle \rangle$ denote the column space when surrounding a matrix. We compute

$$\hat{T}_{p_0}C = \begin{pmatrix} -1 & 0 \\ 0 & 1 \\ 0 & 0 \end{pmatrix} \quad \text{and} \quad \pi_Q\hat{T}_{p_0}C = \begin{pmatrix} -1 \\ 0 \\ 1 \end{pmatrix}.$$ 

So $\hat{T}_{p_0}C$ projects to the point $e = [1 : 0 : -1] \in N$ and the rank drops. Note also that

$$\hat{T}_eN = \begin{pmatrix} 0 & -1 \\ 0 & 0 \end{pmatrix}.$$ 

Now consider the point $e$ as a variety, denoted $E$ for disambiguation. Since $\pi_Q\hat{T}_{p_0}C = \hat{T}_eE$, we see that $E$ satisfies the tangency condition, and hence the dual $E^\vee$, which is equal to the line $\mathcal{V}(x - z)$, must contribute to the restriction of the restriction of the dual of $C$. Now lift $\hat{T}_eE$ to $\hat{e} = [x : 0 : -x : q]$, which is equal to $\hat{T}_{p_0}C$. Note that $\hat{e}$ intersects $C$ only when $x = 0$, i.e. at the point $p_0$. Moreover, the ideal of $C$ restricted to $\hat{e}$ becomes $\langle -x^2, -x^3, -x^2q, x^3 \rangle$, hence the line $\hat{e}$ osculates $C$ to order 2 at $p_0$. Therefore all hyperplanes in $\mathbb{P}^2$ that are tangent to $E$ at $e$ must lift to hyperplanes in $\mathbb{P}^3$ that are tangent to order 2 to $C$ at $p_0$, and hence $x - z$ must divide the restriction twice.

In addition to $p_0$ we’re interested in what happens above the node, namely at

$$p_1 = [0 : 0 : 1 : 1], \quad p_{-1} = [0 : 0 : -1 : 1].$$

The respective tangent cones $\hat{T}_{p_1}C$ are the column spaces of the following matrices.

$$\hat{T}_{p_1}C = \begin{pmatrix} 2 & 0 \\ 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \hat{T}_{p_{-1}}C = \begin{pmatrix} 2 & 0 \\ -2 & 1 \\ 0 & 1 \end{pmatrix}.$$
Note that \( p_1 \) and \( p_{-1} \) of \( C \) project to \( n \), and moreover the tangent lines near \( n \) approach the projections \( \pi_Q \overline{T}_{p_i} C \) and \( \pi_Q \overline{T}_{p_{-1}} C \). These projections don’t drop rank, however. \( \diamond \)

3. Restrictions of discriminants of Lie algebras

We establish division relations based on Theorem 2.2 between different equations of dual varieties. Those relations will allow us to get new explicit equations of duals.

Recall that for \( \mathfrak{g} \) a semi-simple Lie algebra, the adjoint variety, denoted \( X^\text{ad}_G \), is the projectivization of the highest weight orbit in \( \mathfrak{g} \) for the adjoint action of the Lie group \( G \),

\[
X^\text{ad}_G = \mathbb{P}(G.v) \subset \mathbb{P}\mathfrak{g},
\]

with \( v \) a highest weight vector of \( \mathfrak{g} \). The adjoint variety \( X^\text{ad}_G \) is the unique closed orbit for the adjoint action on \( \mathbb{P}\mathfrak{g} \). More generally suppose \( V_\lambda \) is an irreducible \( G \)-module with highest weight \( \lambda \), and highest weight vector \( v_\lambda \in V_\lambda \). Consider the homogeneous variety \( G.v_\lambda = G/P \), where \( P \) is the stabilizer of \( v_\lambda \in V_\lambda \). Then [12, Claim 23.52] says that \( G/P \) is the unique closed orbit of \( G \) acting on \( V_\lambda \). Duals of adjoint varieties are hypersurfaces [40], and as such, are defined by a single (up to scale) irreducible homogeneous polynomial, the \( G \)-discriminant, denoted \( \Delta_G \) (instead of \( \Delta_{X^\text{ad}_G} \)).

Suppose \( \mathfrak{g} \) is equipped with a \( \mathbb{Z}_k \)-grading

\[
\mathfrak{g} = \mathfrak{g}_0 \oplus \mathfrak{g}_1 \oplus \cdots \oplus \mathfrak{g}_{k-1}
\]

and \( \mathfrak{g}_0 \) is such that \( \text{Exp}(\mathfrak{g}_0) = G_0 \) is a connected component containing the identity of \( G \) so that \( G_0 \) is the (Lie) subgroup of \( G \) with Lie algebra \( \mathfrak{g}_0 \). Since \( \mathfrak{g}_0 \) acts on \( \mathfrak{g} \) and preserves the grading (i.e. \( [\mathfrak{g}_0, \mathfrak{g}_i] \subset \mathfrak{g}_i \)) then (2) is a \( G_0 \)-module decomposition. One can establish relations between duals of \( G_0 \)-orbits and the restriction of the \( G \)-discriminant by Theorems 2.2.

**Theorem 3.1.** Use the notation above. Suppose \( \mathbb{P}\mathfrak{g}_s \cap X^\text{ad}_G \neq \emptyset \) and let \( [v_\lambda] \) be one such point of this intersection. The respective homogenous varieties \( Y = G_0.[v_\lambda] \subset \mathbb{P}\mathfrak{g}_s \) and \( X^\text{ad}_G = G.[v_\lambda] \subset \mathbb{P}\mathfrak{g} \) satisfy the tangency condition, hence: \( Y^\vee \subset (X^\text{ad}_G)^\vee \cap \mathbb{P}(\mathfrak{g}_s^*) \). If \( Y^\vee \) is a hypersurface, then \( (\Delta_Y)^m \mid \text{Res}(\Delta_{X^\text{ad}_G}, \mathfrak{g}_s) \), for some integer \( m > 0 \).

**Proof.** Let \( A = \mathfrak{g}_s \), with \( s \neq 0 \) and \( B = \bigoplus_{i \neq s} \mathfrak{g}_i \). By assumption we have \( 0 \neq v_\lambda \in \mathfrak{g}_s \cap \widehat{X}^\text{ad}_G \). Because \( X^\text{ad}_G \) is a highest weight orbit we may choose a set of positive roots of \( G \), which also fixes the positive roots of \( G_0 \), so that \( v_\lambda \) is a highest weight vector of \( \mathfrak{g} \) as a \( G \)-module, and therefore a highest weight vector of \( \mathfrak{g}_s \) as a \( G_0 \)-module. Hence \( Y \) is homogenous by [12, Claim 23.52], and in particular, it is closed.

Because \( Y \) is homogeneous, it suffices to verify the tangency condition for \( Y \) at \( v_\lambda \). Notice that the grading (2) is a model for the Lie algebra \( \mathfrak{g} \), in particular the brackets with elements of the Lie algebra \( \mathfrak{g}_0 \) define a \( \mathfrak{g}_0 \)-action on each \( \mathfrak{g}_s \). So the tangent space of \( G_0.v_\lambda \) is computed by the bracket with the Lie algebra \( \mathfrak{g}_0 \):

\[
\widehat{T}_{v_\lambda} Y = [\mathfrak{g}_0, v_\lambda] \subset \mathfrak{g}_s = A,
\]

where \([,]\) denotes Lie bracket. The tangent space upstairs respects the grading:

\[
\widehat{T}_{v_\lambda} X^\text{ad}_G = [\mathfrak{g}, v_\lambda] = [\mathfrak{g}_0, v_\lambda] \oplus \bigoplus_{i=1}^{k-1} [\mathfrak{g}_i, v_\lambda].
\]

(3)

By the grading, the sum is a direct sum and the only part that intersects \( \mathfrak{g}_s = A \) is the first one listed on the RHS of (3). Hence the projection is precisely \( \pi_B(\widehat{T}_{v_\lambda} X^\text{ad}_G) = \widehat{T}_{v_\lambda} Y \), thus \( Y \) satisfies the tangency condition. The remainder of the conclusions are from Corollary 2.2. \( \square \)
Example 5. Consider the Lie algebra $\mathfrak{e}_8$ with the following $\mathbb{Z}_4$-grading (see [23, 42]):

$$\mathfrak{e}_8 = \Lambda^3 V^* \oplus \mathfrak{so}_6 \oplus \Lambda^3 V = \mathfrak{g}_{-1} \oplus \mathfrak{g}_0 \oplus \mathfrak{g}_1,$$

with $\dim V = 9$. Let $E = e_1 \wedge e_2 \wedge e_3 \in \Lambda^3 V$. $E$ is nilpotent in $\mathfrak{e}_8$ and a calculation on the roots shows that $\dim([\mathfrak{e}_8, E]) = 58$, i.e., $\mathbb{P}(\mathfrak{e}_7, E)$ is a nilpotent orbit of dimension $57$ and thus corresponds to $X_{\mathfrak{e}_8}^{\text{ad}}$. In particular, $0 \neq E \in X_{\mathfrak{e}_8}^{\text{ad}} \cap \mathfrak{g}_1$. The $G_0 = \text{SL}(V)$-orbit of $E$ in $\mathbb{P}(\Lambda^3 V)$ is the Grassmannian $\text{Gr}(3, 9) = \text{Gr}(3, V) \subset \mathbb{P}(\Lambda^3 V)$. Then, by Theorem 3.1 we obtain the divisibility relation $\Delta_{\text{Gr}(3, 9)} \mid \text{Res}(\Delta_{\mathfrak{e}_8}, \mathfrak{g}_1^*).$

Example 6. Consider $\mathfrak{e}_7$ with the following $\mathbb{Z}_2$-grading ([23]):

$$\mathfrak{e}_7 = \mathfrak{sl}_6 \oplus \Lambda^4 \mathfrak{c}^8 =: \mathfrak{g}_0 \oplus \mathfrak{g}_1.$$

Restrict $\Delta_{\mathfrak{e}_7}$ to $\mathfrak{g}_1^*$. Set $E = e_1 \wedge e_2 \wedge e_3 \wedge e_4$. Note that $G_0[E] = \text{Gr}(4, 8) \subset \mathbb{P}\mathfrak{g}_1$ and check like in Example 5 that $[E] \in X_{\mathfrak{e}_7}^{\text{ad}} \cap \mathbb{P}(\Lambda^4 \mathfrak{c}^8)$. By Theorem 3.1 and comparing degrees, $\deg((X_{\mathfrak{e}_7})^\vee) = 126$ [40] and $\deg \text{Gr}(4, 8)^\vee = 126$ [25], we conclude

$$[\Delta_{\text{Gr}(4, 8)}] = [\text{Res}(\Delta_{\mathfrak{e}_7}, \Lambda^4 \mathfrak{c}^8^*)]. \quad (4)$$

Example 7. Consider $\mathfrak{e}_6$ with the following $\mathbb{Z}_3$-grading:

$$\mathfrak{e}_6 = ((\mathfrak{c}^3)^* \otimes (\mathfrak{c}^3)^* \otimes (\mathfrak{c}^3)^*) \oplus (\mathfrak{sl}_3 + \mathfrak{sl}_3 + \mathfrak{sl}_3) \oplus ((\mathfrak{c}^3 \otimes \mathfrak{c}^3 \otimes \mathfrak{c}^3) =: \mathfrak{g}_{-1} \oplus \mathfrak{g}_0 \oplus \mathfrak{g}_1.$$

Restrict $\Delta_{\mathfrak{e}_6}$ to $(\mathfrak{c}^3 \otimes \mathfrak{c}^3 \otimes \mathfrak{c}^3)^* = \mathfrak{g}_1^*$. Set $E = e_1 \otimes e_1 \otimes e_1$ and check that $[E] \in X_{\mathfrak{e}_6}^{\text{ad}} \cap \mathfrak{g}_1$. Note that $\text{Seg}(\mathbb{P}^2 \times \mathbb{P}^2 \times \mathbb{P}^2) = G_0[E] \subset \mathbb{P}\mathfrak{g}_1$. By Theorem 3.1

$$\Delta_{\mathbb{P}^2 \times \mathbb{P}^2 \times \mathbb{P}^2} \mid \text{Res}(\Delta_{\mathfrak{e}_6}, (\mathfrak{c}^3 \otimes \mathfrak{c}^3 \otimes \mathfrak{c}^3)^*). \quad \diamondsuit$$

Example 8 ([20]). Consider $\mathfrak{so}_8$ with the following $\mathbb{Z}_2$-grading:

$$\mathfrak{so}_8 = (\mathfrak{sl}_2 \oplus \mathfrak{sl}_2 \oplus \mathfrak{sl}_2 \oplus \mathfrak{sl}_2) \oplus \mathfrak{c}^2 \otimes \mathfrak{c}^2 \otimes \mathfrak{c}^2 \otimes \mathfrak{c}^2.$$

Restrict $\Delta_{\mathfrak{so}_8}$ to $((\mathfrak{c}^2)^{\otimes 4})^* = \mathfrak{g}_1^*$. Set $E = e_1 \otimes e_1 \otimes e_1 \otimes e_1$ and check that $[E] \in X_{\mathfrak{so}_8}^{\text{ad}} \cap \mathfrak{g}_1$. Note that $\text{Seg}(\mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1) = G_0[E] \subset \mathbb{P}\mathfrak{g}_1$. By Theorem 3.1 and checking degrees, $\deg((X_{\mathfrak{so}(8)})^\vee) = 24$ and $\deg((\text{Seg}(\mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1))^\vee) = 24$, we obtain

$$[\Delta_{\mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1}] = [\text{Res}(\Delta_{\mathfrak{so}(8)}, (\mathfrak{c}^2)^{\otimes 4})]. \quad \diamondsuit$$

A general philosophy of this paper is to show that new discriminants and some well-known nontrivial hyperdeterminants can be derived by restricting the $\mathfrak{e}_8$ discriminant, and as such, they are a flavor of sparse resultant. Figure 1 gives a summary, where we use $|$ to denote “divides,” and $\Gamma_G^{\text{ad}}$ to denote the adjoint representation of $G$.

4. Expressions of the restriction of $\mathfrak{e}_n$-discriminants to semi-simple elements

In this Section we restrict the discriminants $\Delta_{\mathfrak{e}_8}, \Delta_{\mathfrak{e}_7},$ and $\Delta_{\mathfrak{e}_6}$ to the semi-simple elements of a specific $G$-module when $G$ is a subgroup of $\mathfrak{e}_8, \mathfrak{e}_7,$ or $\mathfrak{e}_6$. Thanks to the Killing form one identifies $\mathfrak{g} \simeq \mathfrak{g}^*$ and thus the discriminants $\Delta_{\mathfrak{e}_n}$, for $n = 6, 7, 8$ are elements of $\mathbb{C}[\mathfrak{e}_n]^{\mathfrak{e}_n}$. Recall the Chevalley Restriction Theorem that $\mathbb{C}[\mathfrak{g}]^{\mathfrak{g}} = \mathbb{C}[\mathfrak{h}]^W$, where $\mathfrak{g}$ is a complex semi-simple Lie algebra associated with the Lie group $G$, $\mathfrak{h} \subset \mathfrak{g}$ is a Cartan subalgebra and $W$ is the Weyl group. The Jordan-Chevalley decomposition (or Jordan decomposition for short) of an element $x \in \mathfrak{g}$ is a unique decomposition of form $x = s + n$, with $s$ semi-simple and $n$ nilpotent. We will fix a Cartan subalgebra $\mathfrak{h}$ with basis $t_1, \ldots, t_n$ and declare a generic
semi-simple form to be \( s = \sum_i s_i t_i \), for parameters \( s_i \) not all zero. Our interest in expressing invariants on a generic semi-simple form \( s \) is the following. The fundamental invariants, being continuous, take the same value on \( s + n \) as they do on \( s \). This was noted in [42, Section 3.1] and stated more explicitly in [36, Prop. 2.2]. Thus, we can evaluate the invariants on a generic semi-simple form, as this is essentially no loss of information for computations in the invariant ring, and moreover, the formulas become very nice. For instance, Tevelev showed that the discriminant of the unique closed adjoint orbit restricted to \( \mathfrak{h} \) is the product of the roots [40, Thm 2.5].

Finally, we will be interested in expressing hyperdeterminants and discriminants in terms fundamental invariants because this will allow for evaluation without computing a Jordan-Chevalley decomposition. To determine the expression of an invariant as a polynomial in fundamental invariants, it suffices to work on a basis of semi-simple elements and work on a generic form that parametrizes a non-trivial open subset in that Cartan subalgebra.

**Proposition 4.1.** Suppose \( \mathfrak{g} \) is a complex semi-simple Lie algebra with fixed Cartan subalgebra \( \mathfrak{h} \). Let \( s \in \mathfrak{h} \) denote a generic semi-simple form. Suppose \( f_1, \ldots, f_l \) is a \( G \)-invariant generating set of the invariant ring \( \mathbb{C}[V]_G \). If \( h \in \mathbb{C}[V]_G \) is an invariant polynomial and \( h(s) = \sum_I a_I f^I(s) \) then \( h = \sum_I a_I f^I \).

**Proof.** This follows from the fact that \( s \) parametrizes a dense open subset of \( \mathfrak{h} \), so \( h(s) = \sum_I a_I f^I(s) \) implies that this formula holds in \( \mathbb{C}[\mathfrak{h}]^W \), and the Chevalley Restriction Theorem implies that the formula holds in \( \mathbb{C}[\mathfrak{g}]^G \). \( \square \)

### 4.1. Restricting \( \Delta_{E_8} \) to semi-simple elements of \( \bigwedge^3 \mathbb{C}^6 \)

Our basic reference is [42]. We will use Tevelev’s result that the restriction of \( \Delta_{E_8} \) on a Cartan subalgebra of \( \mathfrak{e}_8 \) is the product of the roots: \( \text{Res}(\Delta_{E_8}, \mathfrak{h}) = \prod_{a \in R} a \), where \( R \) is the set of roots of \( \mathfrak{e}_8 \) [40, Thm 2.5].

Again, we will use the \( \mathbb{Z}_3 \)-grading of the exceptional Lie algebra \( \mathfrak{e}_8 \) in [42]:

\[
\mathfrak{e}_8 = \bigwedge^3 V^* \oplus \mathfrak{sl}(V) \oplus \bigwedge^3 V = \mathfrak{g}_{-1} \oplus \mathfrak{g}_0 \oplus \mathfrak{g}_1.
\]

A choice of a Cartan subalgebra of \( \mathfrak{e}_8 \) induces weights. A standard construction that respects the \( \mathbb{Z}_3 \) grading is as follows. Let \( e_i \) denote a basis of \( V \). Define weights \( \varepsilon_i \) by \( \varepsilon_i(e_j) = \delta_{i,j} \). Define \( \varepsilon \) to be additive over tensor products and invariant under non-zero scalar multiplication. The induced basis vectors for \( \bigwedge^3 V \) are \( e_{ijk} := e_i \wedge e_j \wedge e_k \), which have weights \( \varepsilon_i + \varepsilon_j + \varepsilon_k \).

Let \( \mathfrak{h} \subset \mathfrak{g}_0 \) be the standard Cartan subalgebra of traceless diagonal matrices in \( \mathfrak{sl}(V) \). In bases, \( \mathfrak{h} \) is the hyperplane \( \sum_i e_i \otimes e^i = 0 \) in the span of \( e_1 \otimes e^1, e_2 \otimes e^2, \ldots, e_9 \otimes e^9 \).
Contraction with the standard volume form $\Omega = e_1 \wedge \cdots \wedge e_9$ gives the duality $\Lambda^6 V \cong \Lambda^{9-k} V \cong \Lambda^k V^*$. Requiring the volume form to have weight zero implies $\sum \varepsilon_i = 0$, hence dualizing $k$-forms negates their weights. Let $e'$ denote the dual basis vectors of $V^*$ of weights $-\varepsilon_i$. The induced dual basis vectors $e_{ijk}^*$ for $\Lambda^6 V \cong \Lambda^3 V^*$ have weights $-(\varepsilon_i + \varepsilon_j + \varepsilon_k)$. The standard basis $e_1 \otimes e_2$ on $V \otimes V^*$ gives a weight basis on $\mathfrak{sl}(V)$ with weights $\varepsilon_i - \varepsilon_j$ (the basis vectors on the diagonal have weight 0). The $E_8$ root system is

$$\Sigma = \{\varepsilon_i - \varepsilon_j, \pm(\varepsilon_i + \varepsilon_j + \varepsilon_k)\} \quad (i, j, k \text{ distinct}).$$

Now we consider a copy of $\mathfrak{s}$ forms a basis of a maximally commuting subalgebra $\{\mathfrak{s}\}$ of semi-simple elements in $\mathfrak{sl}_2$. Let $\mathfrak{e} = \mathfrak{s}\mathfrak{l}_2 \oplus \mathfrak{s}_1 = \mathfrak{s} \subset \mathfrak{e}_8$. We will use this expression of $\text{Res}(\Delta_{E_8})$, obtained by contraction with $\Omega$. The following set of basic semi-simple elements of $\mathfrak{e}_8$,

$$\{p_i^*, p_i \mid 1 \leq i \leq 4\},$$

forms a basis of a maximally commuting subalgebra $\mathfrak{s}_1 \oplus \mathfrak{s}_1 = \mathfrak{s} \subset \mathfrak{e}_8$. An open set of semi-simple elements in $\mathfrak{s}_1 \subset \Lambda^3 V = \mathfrak{g}_1$ is given by the generic form

$$p = z_1 p_1 + z_2 p_2 + z_3 p_3 + z_4 p_4,$$

for parameters $z_i$ not all zero. Let $e = e^{2\pi i / 3}$. The 240 roots of $E_8$ restrict to $\mathfrak{s}_1$ via

$$3 \varepsilon_1(p) = z_1 + z_2 + z_3 + z_4, \quad 3 \varepsilon_2(p) = z_1 + z_2 + z_3 + z_4, \quad 3 \varepsilon_3(p) = z_1 + z_2 + z_3 + z_4,$$

for parameters $z_i$ not all zero. Let $\omega = e^{2\pi i / 3}$. The 240 roots of $E_8$ restrict to $\mathfrak{s}_1$ via

$$3 \varepsilon_1(p) = z_1 + z_2 + z_3 + z_4, \quad 3 \varepsilon_2(p) = z_1 + z_2 + z_3 + z_4, \quad 3 \varepsilon_3(p) = z_1 + z_2 + z_3 + z_4,$$

for parameters $z_i$ not all zero. Let $\omega = e^{2\pi i / 3}$. The 240 roots of $E_8$ restrict to $\mathfrak{s}_1$ via

$$3 \varepsilon_1(p) = z_1 + z_2 + z_3 + z_4, \quad 3 \varepsilon_2(p) = z_1 + z_2 + z_3 + z_4, \quad 3 \varepsilon_3(p) = z_1 + z_2 + z_3 + z_4,$$

for parameters $z_i$ not all zero. Let $\omega = e^{2\pi i / 3}$. The 240 roots of $E_8$ restrict to $\mathfrak{s}_1$ via

$$3 \varepsilon_1(p) = z_1 + z_2 + z_3 + z_4, \quad 3 \varepsilon_2(p) = z_1 + z_2 + z_3 + z_4, \quad 3 \varepsilon_3(p) = z_1 + z_2 + z_3 + z_4,$$

for parameters $z_i$ not all zero. Let $\omega = e^{2\pi i / 3}$. The 240 roots of $E_8$ restrict to $\mathfrak{s}_1$ via

$$3 \varepsilon_1(p) = z_1 + z_2 + z_3 + z_4, \quad 3 \varepsilon_2(p) = z_1 + z_2 + z_3 + z_4, \quad 3 \varepsilon_3(p) = z_1 + z_2 + z_3 + z_4,$$

for parameters $z_i$ not all zero. Let $\omega = e^{2\pi i / 3}$. The 240 roots of $E_8$ restrict to $\mathfrak{s}_1$ via

$$3 \varepsilon_1(p) = z_1 + z_2 + z_3 + z_4, \quad 3 \varepsilon_2(p) = z_1 + z_2 + z_3 + z_4, \quad 3 \varepsilon_3(p) = z_1 + z_2 + z_3 + z_4.$$
projection. Restricting (6) to a generic element of \( s' \) and collecting like terms we obtain:

\[
\left[ \text{Res} \left( \frac{1}{z_1^2} (\text{Res}(\Delta_{E_6}, s_1)), s' \right) \right] = \left[ \left( b+c+d \right)^6 \left( b^2-bc+2bd+c^2-cd+d^2 \right)^6 \left( b^2-bc-bd+c^2+2cd+d^2 \right)^6 \left( b^2+2bc-bd+c^2-cd+d^2 \right)^6 \left( b^2+bd+d^2 \right)^6 \right].
\]

Using the expressions in [3, Eq. (5)] we find that this restriction is

\[
\left[ \text{Res} \left( \frac{1}{z_1^2} (\text{Res}(\Delta_{E_6}, s_1)), s' \right) \right] = \left[ \text{Res}(\Delta_{E_6}^{233}, s'), \text{Res}(f_9^{18}, s') \right],
\]

where \( f_9 \) is the degree 9 Strassen invariant. Restricting the 72 roots of \( E_6 \) to the semi-simple elements \( s' \) by the same method, we find:

\[
\left[ \text{Res}(\Delta_{E_6}, s') \right] = \left[ \text{Res}(\Delta_{E_6}^{233}, s') \right].
\]

By Proposition 4.1 Eq. (8) is true for all elements and therefore provides a more precise statement than the division relation obtained in Example 7.

4.2. Restricting \( \Delta_{E_7} \) to semi-simple elements of \( \wedge^4 C^8 \). Similarly, we use the discriminant \( \Delta_{E_7} \) expressed on semi-simple elements as the product of the roots of \( \epsilon_7 \). We follow the notation in [2]. Let \( \{ \alpha \in R \} \) be the usual root system for \( E_7 \) expressed in hyperplane \( \sum_i \epsilon_i = 0 \) where \( \epsilon_1, \ldots, \epsilon_8 \) is the basis of the diagonal \( 8 \times 8 \) matrices. A basic set of semi-simple elements \( s \subset \wedge^4 C^8 \) is

\[
p_1 = e_{1234} + e_{5678}, \quad p_2 = e_{1357} + e_{6824}, \quad p_3 = e_{1562} + e_{8437}, \quad p_4 = e_{1683} + e_{4752}, \quad p_5 = e_{1845} + e_{2763}, \quad p_6 = e_{1476} + e_{2385}, \quad p_7 = e_{1728} + e_{3546},
\]

where \( e_{ijkl} = e_i \wedge e_j \wedge e_k \wedge e_l \). An open set of semi-simple elements is given by the generic form \( p = \sum_i y_i p_i \), for parameters \( y_i \) not all zero. We used the following substitutions [2]:

\[
\epsilon_1(p) = y_1 + y_2 + y_3 + y_4 + y_5 + y_6 + y_7, \quad \epsilon_2(p) = y_1 - y_2 + y_3 - y_4 - y_5 - y_6 + y_7, \\
\epsilon_3(p) = y_1 + y_2 - y_3 + y_4 - y_5 - y_6 - y_7, \quad \epsilon_4(p) = y_1 - y_2 - y_3 + y_4 + y_5 + y_6 - y_7, \\
\epsilon_5(p) = -y_1 + y_2 + y_3 - y_4 - y_5 + y_6 - y_7, \quad \epsilon_6(p) = -y_1 - y_2 + y_3 + y_4 - y_5 + y_6 - y_7, \\
\epsilon_7(p) = -y_1 - y_2 - y_3 - y_4 + y_5 + y_6 + y_7, \quad \epsilon_8(p) = -y_1 - y_2 + y_3 - y_4 + y_5 - y_6 + y_7.
\]

Restricting \( \Delta_{E_7} \) to our choice of semi-simple tensors gives \( [\text{Res}(\Delta_{E_7}, s)] = [h^2] \), with \( h = \text{Res}(\Delta_{E_7}, \wedge^4 C^8) \) (see Eq. (6)), the previous expression already furnishes an expression of \( \Delta_{E_7}(4,8) \) on semi-simple elements. This will be used in Section 5 to obtain \( \Delta_{G(4,8)} \) in terms of fundamental invariants.

4.2.1. Restricting \( \Delta_{E_7} \) to semi-simple elements of \( C^2 \otimes C^2 \otimes C^2 \otimes C^2 \). Now choose an ordered basis of \( C^8 \) in four pairs compatible with the choice of \( p_i, \)

\[
\langle e_1, e_5 \rangle \oplus \langle e_2, e_6 \rangle \oplus \langle e_3, e_7 \rangle \oplus \langle e_4, e_8 \rangle = C^8.
\]

Consider the copy of \( C^2 \otimes C^2 \otimes C^2 \otimes C^2 \) inside \( \wedge^4 C^8 \) induced by this choice, and take \( \{ x_I \mid I \in \{0, 1\}^4 \} \) to be the corresponding basis of the tensor space, where \( x_I = x_{i_1} \otimes x_{i_2} \otimes x_{i_3} \otimes x_{i_4} \).
and a 0 (respectively a 1) in position $j$ corresponds to the first (respectively the second) basis vector in factor $j$. This induces a projection of basic semi-simple elements (9) in $\bigwedge^4 \mathbb{C}^8$ to:

$$q_1 = x_{0000} + x_{1111}, \quad q_2 = x_{0101} + x_{1010}, \quad q_3 = x_{0110} + x_{1001}, \quad q_4 = x_{0011} + x_{0111},$$

whose span we denote by $s'$. Specifically, the coordinate projection $s \rightarrow s'$ is given by

$$p_1 = q_1, \quad p_2 = 0, \quad p_3 = 0, \quad p_4 = q_2, \quad p_5 = 0, \quad p_6 = q_3, \quad p_7 = q_4.$$ (11)

Write a generic semi-simple form in $s'$ as $t_1 q_1 + t_2 q_2 + t_3 q_3 + t_4 q_4$ for parameters $t_i$ not all zero. On $s'$ the $2 \times 2 \times 2 \times 2$ hyperdeterminant is the Vandermonde determinant squared [20]:

$$\text{Res}(\Delta_{\mathcal{G}_{2222}}, s') = \det \begin{pmatrix}
\frac{1}{t_1^2} & \frac{1}{t_2^2} & \frac{1}{t_4^2} & \frac{1}{t_4^2} \\
\frac{1}{t_1^4} & \frac{1}{t_2^4} & \frac{1}{t_4^4} & \frac{1}{t_4^4} \\
\frac{1}{t_1^6} & \frac{1}{t_2^6} & \frac{1}{t_4^6} & \frac{1}{t_4^6}
\end{pmatrix} = \prod_{i<j}((t_i - t_j)(t_i + t_j))^2.
$$

The roots of $E_7$ contain 6 roots that vanish on $s'$. This is evident from (10), where the restriction of $\text{Res}(\Delta_{\mathcal{G}_{(4,8)}}, s')$ contains $(y_{23}, y_5)^2$, which we set to zero in (11). When those 6 factors are cancelled we obtain a polynomial of degree 120 that has the 4-th power of this restriction of the hyperdeterminant as a factor:

$$\text{Res}(\Delta_{\mathcal{D}_{22}}, s') = \text{Res}(\text{Res}(\Delta_{\mathcal{D}_{22}}, s'), s') = (t_1 + t_2)^8 (t_1 - t_3)^8 (t_1 - t_4)^8 (t_2 + t_3)^8 (t_2 + t_4)^8 (t_3 + t_4)^8 (t_3 - t_4)^8 \nonumber
\left(\frac{1}{t_1^2} \frac{1}{t_2^2} \frac{1}{t_4^2} \frac{1}{t_4^2} \frac{1}{t_1^4} \frac{1}{t_2^4} \frac{1}{t_4^4} \frac{1}{t_4^4} \frac{1}{t_1^6} \frac{1}{t_2^6} \frac{1}{t_4^6} \frac{1}{t_4^6}\right)^2
\left(t_1 + t_2 + t_3 + t_4\right)^2 \left(t_1 + t_2 - t_3 + t_4\right)^2 \left(t_1 + t_2 - t_3 - t_4\right)^2 \left(t_1 - t_2 + t_3 + t_4\right)^2 \left(t_1 - t_2 + t_3 - t_4\right)^2 \left(t_1 - t_2 - t_3 + t_4\right)^2 \left(t_1 - t_2 - t_3 - t_4\right)^2 \left(t_1 + t_2 + t_3 + t_4\right)^2 \left(t_1 + t_2 + t_3 - t_4\right)^2 \left(t_1 + t_2 - t_3 - t_4\right)^2 \left(t_1 - t_2 + t_3 - t_4\right)^2 \left(t_1 - t_2 - t_3 + t_4\right)^2 \left(t_1 - t_2 - t_3 - t_4\right)^2 \left(t_1 + t_2 + t_3 + t_4\right)^2 \left(t_1 + t_2 + t_3 - t_4\right)^2 \left(t_1 + t_2 - t_3 - t_4\right)^2 \left(t_1 - t_2 + t_3 - t_4\right)^2 \left(t_1 - t_2 - t_3 + t_4\right)^2 \left(t_1 - t_2 - t_3 - t_4\right)^2.$

5. The $\text{Gr}(3, 9)$ and $\text{Gr}(4, 8)$ discriminants in fundamental invariants

We use our approach to write the $\text{Gr}(3, 9)$- and $\text{Gr}(4, 8)$-discriminants in terms of fundamental invariants of lower degree. This has been done before in other settings, see [3, 7, 30].

5.1. $\text{Gr}(3, 9)$. The invariant ring $\mathbb{C}[\bigwedge^3 \mathbb{C}^9]_{\text{SL}(9)}$ is a polynomial ring generated by fundamental invariants denoted $f_i$ for degrees $i = 12, 18, 24, 30$. These invariants can be computed explicitly as traces of powers of Katanova’s matrix [23], which we recall in Section 6. We can also restrict those invariants to semi-simple elements $s \subset \bigwedge^3 \mathbb{C}^9$ and express them in terms of the roots of $E_8$ using the following isomorphisms induced by the restriction maps:

$$\mathbb{C}[s]_{\text{Es}}^{\text{Es}} \cong \mathbb{C}[f]_{\text{Ws}}^{\text{Es}} \rightarrow \mathbb{C}[s]_{\text{SL}(9)}^{\text{Ws}_{\text{Es}}} \cong \mathbb{C}[\bigwedge^3 \mathbb{C}^9]_{\text{SL}(9)},$$

where $W_G$ denotes the Weyl group of $G$. In this case because $W_{\text{Es}}$ acts transitively on the root system, invariants of degree $i$ of $\mathbb{C}[f]_{\text{Ws}}^{\text{Es}}$ can be chosen to be the sum of the $i$-th power of the roots and therefore

$$\text{Res}(f_i, s) = \sum_{\alpha \in R} \text{Res}(\alpha^i, s). \quad (12)$$

These expressions agree with Katanova’s up to a swap between $z_2$ and $z_3$, which is a simple base-change. The terms occurring in the fundamental invariants are symmetric under a signed permutation action, which is generated by $\alpha = (z_1 \rightarrow z_2, z_2 \rightarrow -z_3, z_3 \rightarrow z_4, z_4 \rightarrow z_1)$ and $\beta = (z_1 \rightarrow z_2, z_2 \rightarrow z_1, z_3 \rightarrow -z_3, z_4 \rightarrow z_4)$. Figure 2 gives a list of the terms occurring in each invariant up to the symmetry group $\langle \alpha, \beta \rangle$.

**Theorem 5.1.** Let us consider the invariant ring $\mathbb{C}[\bigwedge^3 \mathbb{C}^9]_{\text{SL}(9)} = \mathbb{C}[f_{12}, f_{18}, f_{24}, f_{30}]$. Then the $\text{Gr}(3, 9)$-discriminant, $\Delta_{\text{Gr}(3, 9)}$, is a degree 120 polynomial that can be expressed in terms
of the fundamental invariants as: \( \Delta_{\text{Gr}(3,9)} = \)

\[
\begin{align*}
\text{f}_{12} & = 188875 + 168923124, \\
\text{f}_{18} & = 449021876517270463 + 223199994288551, \\
\text{f}_{24} & = 522710782571600510 + 502244987059924011. \\
\end{align*}
\]

Moreover, \( \Delta_{\text{Gr}(3,9)} \) has the geometric interpretation of being the restriction of \( \Delta_{E_8} \) on \( \Lambda^3 \mathbb{C}^9 \) and solving a linear system. We restrict our calculation to the set of semi-simple elements, i.e., to a generic element of \( \mathfrak{s} \subset \Lambda^3 \mathbb{C}^9 \) (See Section 6):

\[
p = z_1 p_1 + z_2 p_2 + z_3 p_3 + z_4 p_4.
\]

A straightforward calculation shows that whenever one of the \( z_i \) is zero then the hyperplane \( H_p = \{ v \in \Lambda^3 \mathbb{C}^9, p^*(v) = 0 \} \) belongs to \( \text{Gr}(3,9)^\vee \). By randomly choosing three non-zero variables in Eq. (14) one can get enough independent relations to determine the 28 coefficients of \( \Delta_{\text{Gr}(3,9)} \). The ancillary Maple file \texttt{gr39_dual_1.mw} performs this calculation.

\[
\begin{align*}
\text{f}_{12} & = z_1^{12} + 22 z_1^6 z_2^6 - 220 z_1^6 z_2^3, \\
\text{f}_{18} & = z_1^{18} - 171 z_1^{12} z_2^6, \\
\text{f}_{24} & = 111 z_1^{24} + 506 z_1^{18} z_2^6 + 10166 z_1^{12} z_2^{12} - 5060 z_1^{18} z_2^{12} - 206448 z_1^{15} z_2^6 z_3 - 1118260 z_1^{12} z_2^3 z_3, \\
\text{f}_{30} & = 584 z_1^{30} - 435 z_1^{24} z_2^6 - 63265 z_1^{18} z_2^{12} + 3450 z_1^{24} z_2^6 z_3 + 440220 z_1^{21} z_2^{12} - 6970150 z_1^{18} z_2^6 z_3 - 25852920 z_1^{15} z_2^6 z_3, \\
\text{f}_{36} & = -29274630 z_1^{18} z_2^6 z_3 - 284382120 z_1^{15} z_2^6 z_3 - 588157930 z_1^{12} z_2^6 z_3 + 1540403150 z_1^{9} z_2^3 z_3.
\end{align*}
\]
Using the expression (5.1) on semi-simple elements and collecting terms we find that up to a non-zero constant \( \text{Res}(\Delta_{\text{Gr}(3,9), s}) \) has the form \( h^3 \) with \( h = \)

\[
(z_1^2+z_2z_4z_6+z_1z_3z_4z_5+z_1^2z_2z_3z_4z_5+z_1z_2^2z_3z_4z_5+z_1z_2z_3^2z_4z_5+z_1z_2z_3z_4^2z_5+z_1z_2z_3z_4z_5^2)
\]

Comparing (15) with (6) we obtain the relation \( [\Delta^2_{\text{Gr}(3,9)}] = [\text{Res}(\Delta_{\text{Es}, \Lambda^3 C^9})] \) on semi-simple elements. Proposition 4.1 establishes this relation for all elements. This shows that how the dual variety \( \text{Gr}(3, 9)^{\vee} \) is obtained as a projection of the \( E_8 \)-discriminant and provides a more precise statement than the first division relation of Example 5.

**Remark 5.2.** Using the expression of the projection of \( \Delta_{\text{Es}} \) to \( (C^3)^{\otimes 3} \) given by Eq. (7) and the relation \( [\Delta^2_{\text{Gr}(3,9)}] = [\text{Res}(\Delta_{\text{Es}, \Lambda^3 C^9})] \), one can consider the restriction of \( \Delta_{\text{Gr}(3,9)} \) to \( (C^3)^{\otimes 3} \) to semi-simple elements. Comparing (15) and [3, Eq. (5)] we see that

\[
\left[ \text{Res} \left( \frac{1}{a^4} \Delta_{\text{Gr}(3,9)}, s' \right) \right] = \left[ \text{Res}(\Delta_{333}, s') \right].
\]

5.2. \( \text{Gr}(4, 8) \). A similar analysis can be done for \( \Lambda^4 C^8 \). Again, the invariant ring is a polynomial ring generated now by fundamental invariants of degrees 2, 6, 8, 10, 12, 14, 18. By Proposition 4.1 it suffices to work on a generic semi-simple element. A fundamental invariant in \( \mathbb{C}[\Lambda^4 C^8]_{\text{SL}(8)} \) of degree \( d \) can be computed on semi-simple tensors as \( d \)-th powers of sums of the roots of \( E_7 \) (see (12)). These polynomials are symmetric in the variables \( y_1 \ldots y_7 \). Figure 3 gives a list of their terms up to symmetry. Note the coefficients are highly composite.

**Theorem 5.3.** Consider the invariant ring \( \mathbb{C}[\Lambda^4 C^8]_{\text{SL}(8)} = \mathbb{C}[f_2, f_6, f_8, f_{10}, f_{12}, f_{18}] \). Then the \( \text{Gr}(4, 8) \)-discriminant, \( \Delta_{\text{Gr}(4,8)} \) is a degree 126 polynomial that can be expressed in terms of 15,942 monomials of fundamental invariants:
Moreover $\Delta_{Gr(4,8)}$ has the geometric interpretation of being the projection of $\Delta_{E_7}$ to $\wedge^4 \mathbb{C}^8$. More precisely we have $[\Delta_{Gr(4,8)}] = [\text{Res}(\Delta_{E_7}, \wedge^4 \mathbb{C}^8)]$.

Proof. The “moreover” part of the Theorem was proved in Eq. (6) and we obtained in Section 4 an expression of the $Gr(4,8)$ discriminant on semi-simple elements. The dual $Gr(4,8)^\vee$ has degree 126 [25] and there are 15,976 monomials in the fundamental invariants with degree 126. In theory, linear interpolation over the rationals should work as follows. Evaluating each monomial in fundamental invariants and the discriminant at at least $n = 15,976 + 1$ points (in practice we use 10% more points in addition to help ensure that the points we choose at random are not in special position). Store these results in the rows of a matrix and compute a basis of its null space. Though we were able to generate a $[1.1n] \times n$ matrix by this method, it was dense and had large integer entries (approximately 6GB of disk space, and we were not able to finish the null space computation in rational arithmetic due to memory issues caused by coefficient explosion in the intermediate results.

Working modulo a prime $p$ we can avoid coefficient growth and complete the interpolation problem, use Proposition 4.1 and express $\Delta_{Gr(4,8)}$ as a polynomial in the fundamental invariants modulo $p$. Using a server with 32 processors, for small primes, this computation took approximately 6 hours and the resulting expression for $\Delta_{Gr(4,8)}$ can be stored as a list of coefficients of size approximately 78kb. These are the ancillary files $gr48/503$ through $gr48/9533$. The ancillary Maple file $gr48/input.mw$ performs this computation.

We repeated this computation on Auburn’s CASIC cluster for over 100 different instances for the first 100 primes above 1000 to produce 100 reductions of the true null vector (each of these computations took approximately 4 hours, but we ran them in parallel). We then used the Chinese remainder theorem in each place to produce an integer vector modulo $N$ with $N$ equal to the product of all but one of the primes. Then we used rational reconstruction in each coordinate to find each unique rational number equivalent to each of our coordinates modulo $N$. The Maple script to reproduce this lifting is at $gr48/lifting.mw$. The final result is a polynomial in the fundamental invariants involving 15,942 terms which can be found in the ancillary file $gr48/hd48_100new.txt$.

We checked that the coefficient vector reduces to the same result modulo several other primes. We also checked that for new random points on the discriminant locus that this expression for the discriminant vanishes (without reducing modulo $p$). These probabilistic checks are not a proof. We certify the rational reconstruction solution via the following:

Lemma 5.4. [38, Lemma 2.4] Suppose $A$ is an $n \times n$ integer matrix, $y$, $b$, are integer vectors, and $d \geq 0$ is an integer. If for some integer $M$

$$Ay = bd \mod M \quad \text{and} \quad \max(d||b||_\infty, n||A||_\max||y||_\infty) < M/2,$$

then $Ay = bd$.

In particular, if $d$ is the zero vector, then $y$ is a solution to $Ax = 0$ if $n||A||_\max||y||_\infty < M/2$. In our case the maximum entry in $A$ is less than $10^{200}$. The lcm of the denominators in $y$ is $< 10^{115}$, and $n = 15976 < 10^6$. The product of the first 100 primes with 4 digits gives $M = 0.2 \ldots \times 10^{360}$. Since

$$n||A||_\max||y||_\infty < 10^{321} < M/2 = 0.1 \ldots \times 10^{360},$$

Therefore, $Ay = bd$. Thus $y$ is a solution to $Ax = 0$.
Lemma 5.4 applies, and we have a certified result.

Remark 5.5. Recall (4.2.1) that the choice of a copy of \( \mathbb{C}^2 \otimes \mathbb{C}^2 \otimes \mathbb{C}^2 \) in \( \wedge^4 \mathbb{C}^8 \) induces a projection \( s \rightarrow s' \) between semi-simple elements of \( \wedge^4 \mathbb{C}^8 \) and semi-simple elements of \( \mathbb{C}^2 \otimes \mathbb{C}^2 \otimes \mathbb{C}^2 \otimes \mathbb{C}^2 \). The invariant ring of \( \text{SL}(2)^{\times 4} \times \mathcal{S}_4 \) is generated in degrees 2, 6, 8, 12 [8]. Again, we can compute invariants of degree \( d \) by taking the sums of the \( d \)-th powers of the roots of \( E_7 \) restricted to this abelian subalgebra \( s' \). The lists of monomials up to symmetry in the invariants for \( E_7 \) on semi-simple elements contain exponent vectors of length at most 4. Since the projection is variable substitution, by setting 3 variables to zero the same expressions can be used to find the expressions of invariants for \( \mathcal{S}_4 \times \text{SL}(2)^{\times 4} \) restricted to \( s' \). Using rational interpolation on semi-simple elements and Proposition 4.1 to lift the resulting expression, (up to scale) the \( 2 \times 2 \times 2 \times 2 \) hyperdeterminant has the following expression as a polynomial in lower degree invariants:

\[
\Delta_{2222} = -\frac{1}{151875} f_{12}^2 + \frac{4}{421875} f_8^3 + \frac{496}{455625} f_6 f_{12} - \frac{61504}{1366875} f_6^4 - \frac{88}{140625} f_2 f_6 f_8^2 + \frac{922}{2278125} f_2^2 f_8 f_{12} - \frac{672832}{34171875} f_2^2 f_6 f_{12} - \frac{5128}{759375} f_2^2 f_6 f_{12} + \frac{5208736}{11390625} f_3 f_6 f_{12} - \frac{178501}{34171875} f_2^3 f_6^2 + \frac{1865048}{11390625} f_2^2 f_6 f_{12} + \frac{3026}{455625} f_6^2 f_{12} - \frac{61462384}{759375} f_6^2 f_{12} - \frac{1156864}{6834375} f_2^2 f_8 + \frac{6012304}{2278125} f_9 f_6 - \frac{1735909}{1366875} f_{12}^2. \tag{17}
\]

Relations between the images of the \( \text{SL}(8) \) invariants of \( \wedge^4 \mathbb{C}^8 \) in \( (\mathbb{C}^2)^{\otimes 4} \), which we still denote by \( f_i \), were given in [7]. Our expressions that follow, again obtained by linear interpolation, differ from [7] because of different re-scalings of the fundamental invariants:

\[
\begin{align*}
  f_{10} &= \frac{1}{5} f_2 (105 f_2^4 - 119 f_2 f_6 + 27 f_8), \\
  f_{14} &= -\frac{6883811}{675} f_2^3 + \frac{13260538}{1125} f_2^4 f_6 - \frac{4861087}{3375} f_2^3 f_8 - \frac{217448}{135} f_2 f_6 f_8 + \frac{15407}{225} f_2^2 f_{12} - \frac{9548}{75} f_6 f_{12}, \\
  f_{18} &= -\frac{172149469}{2025} f_2^3 + \frac{291940571}{625} f_2^4 f_6 - \frac{99031064}{10125} f_2^3 f_8 - \frac{200876924}{50625} f_2^2 f_6 f_8 + \frac{45023}{135} f_2^3 f_{12} - \frac{1311188}{1875} f_2^2 f_6 f_{12} + \frac{42699}{625} f_2 f_8^2 - \frac{240176}{225} f_6^3 + \frac{1204}{25} f_6 f_{12}.
\end{align*}
\]

6. Evaluation of the \( \text{Gr}(3,9) \) and \( \text{Gr}(4,8) \) Discriminants

The expressions for \( \Delta_{\text{Gr}(3,9)} \) and \( \Delta_{\text{Gr}(4,8)} \) are dauntingly huge, and unknown. However, if one has the Jordan decomposition on tensors in these spaces, one may use our formulas on semi-simple elements to evaluate the discriminants. In this section we describe how to evaluate the discriminants without appealing to Jordan decomposition.

6.1. Warm-up with \( \text{Gr}(3,6) \). We return to Example 3. The following Katanova-type construction computes the invariants for \( \text{Gr}(3,6) \) and related varieties. Let \( V \cong \mathbb{C}^6 \). Consider the natural linear maps associated to a tensor \( T \in \wedge^3 V \) given by multiplication by \( T \):

\[
\wedge V \rightarrow \Lambda^3 V \quad \text{and} \quad \Lambda^3 V \rightarrow \Lambda^3 V.
\]

Via isomorphisms induced by a volume form \( \Omega : \wedge^3 V \rightarrow \Lambda^2 V \) and \( \Omega : \Lambda^3 V \rightarrow \Lambda V \) we obtain the linear map:

\[
A := \Omega T \Omega T : \wedge^3 V \rightarrow \Lambda V.
\]

One checks that \( \text{Tr}(A) = 0 \). The invariant ring is generated in degree 4, and \( f = \text{Tr}(A^2) \), is a non-zero invariant polynomial of degree 4, hence the generator we’re looking for. Given a decomposition into a sum of 2-dimensional vector spaces \( U_1 \oplus U_2 \oplus U_3 = V \), we obtain a decomposition of \( \wedge^3 V \) which contains \( U_1 \otimes U_2 \otimes U_3 \). If we further identify \( U_i = U \) for all \( i \) we obtain a copy of \( S^2 U \) in \( U^{\otimes 3} \). We have the following projections to subspaces:
$\wedge^3 V \rightarrow U_1 \otimes U_2 \otimes U_3 \rightarrow S^3(U)$ which we may use to obtain the basic invariants for the Segre and Veronese cases from the Grassmann case via specialization.

6.2. Evaluating the $\text{Gr}(3,9)$-discriminant. An expression for the $3 \times 3 \times 3$ hyperdeterminant in fundamental invariants was given in [3]. Here we will describe our methods for evaluating this invariant using the methods of this article. Katanova [23] gave explicit expressions of the fundamental invariants in this case. She constructs an $84 \times 84$ matrix $C$ with entries that are cubic $\wedge^3 \mathbb{C}^9$. Katanova’s formula [23, eq. (9)] is for a tensor $T \in \wedge^3 V$:

$$(C(T))_{mp} = \varepsilon_{(l)} \varepsilon_{j} T^{(l)} (T^{m} T^{j} + T^{m} T^{j} + T^{m} T^{j} + T^{m} T^{j})$$

where $\varepsilon$ is a 9-dimensional volume form, and she uses Einstein summation convention, denoting triple indices by $(l) = l_1 l_2 l_3$ and double indices by $(k) = k_1 k_2$. The matrix $C(T)$ is best constructed using sparse arrays on software that is optimized for computations with such data structures, like Mathematica. However, once $C$ is constructed, it is efficient to evaluate $C(T)$ and the powers of its traces on a particular tensor $T \in \wedge^3 \mathbb{C}^9$. Write $C$ for the matrix that is constructed in the same way using variables in place of the entries of a tensor $T$. The power-traces $f_{3n} = \text{Tr}(C^n)$ are the fundamental invariants for $n = 4, 6, 8, 10$.

6.3. Evaluating the $\text{Gr}(4,8)$-discriminant. Again, Katanova gave explicit expressions for the fundamental invariants as traces of powers of a special matrix. In this case we can give a simple construction of her matrix without relying on a sum over a large index set.

A generic tensor $T \in \wedge^4 \mathbb{C}^8$ defines mappings by concatenation $\wedge T: \wedge^2 \mathbb{C}^8 \rightarrow \wedge^6 \mathbb{C}^8$ and by contraction $\mathcal{T}: \wedge^6 \mathbb{C}^8 \rightarrow \wedge^2 \mathbb{C}^8$. Their composition is $\Lambda: \wedge^2 \mathbb{C}^8 \rightarrow \wedge^2 \mathbb{C}^8$, a matrix whose entries are quadratic in the entries of $T$. One checks that the traces of the powers of appropriate degrees produce the fundamental invariants:

$$f_{2n} = \text{Tr}(A^n), \text{ for } n = 1, 3, 4, 5, 6, 7, 9.$$ 

This can be done in a few lines in Macaulay2, for instance.

```plaintext
mysubsets = (a,b) -> apply(subsets(a,b), xx-> xx+apply(b, i-> 1));
R = QQ[e_1..e_8,SkewCommutative=> true];
S = QQ[apply(mysubsets(8,4), i-> x_i)];
RS = R**S;
myRules = sum(mysubsets(8,4), I -> e_(I_0)*e_(I_1)*e_(I_2)*e_(I_3) *x_I);
b2 = sub(basis(2,R),RS); b6 = sub(basis(6,R),RS); b8 = sub(basis(8,R),RS);
A1 = diff(diff((transpose b2),b6), myRules);
A2 = diff(transpose diff(diff((transpose b2),b6),b8), myRules);
A =sub( A2*A1,S); f_2 = trace A; time f_6 = trace A^3;
```

While the symbolic traces are unlikely to finish in a reasonable amount of time, evaluating $A$ first at a specific tensor will allow the computations to finish. For example, in Macaulay2 one may evaluate the invariants on the tensor $p_{1234} + p_{5678}$ by continuing with the following:

```plaintext
use S; myA = sub(sub(A, {x_{1,2,3,4}=>1, x_{5,6,7,8}=>1 })),QQ);
for i in {1,3,4,5,6,7,9} do t_(2*i) = trace(myA^-i);
```

In our computation of $\Delta_{\text{Gr}(4,8)}$ we used expressions of fundamental invariants $f_i$ (gotten by taking traces of sums of powers of roots) that were normalized so that the coefficients were integers with no common factors. So once one calibrates the choices for the basic fundamental invariants so that they match these conventions, values for the fundamental invariants can be substituted into the expression (16) to obtain the value of the discriminant at that point.
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