BLOWUP AND GLOBAL EXISTENCE OF SOLUTIONS TO A HARDY-HÉNON EQUATION WITH A SPATIAL-TEMPORAL FORCING TERM

MOHAMED MAJDOUB

ABSTRACT. The purpose of this work is to analyze the wellposedness and the blow-up of solutions of the higher-order parabolic semilinear equation

\[ u_t + (-\Delta)^d u = |x|^\alpha |u|^p + \zeta(t) w(x) \quad \text{for } (x,t) \in \mathbb{R}^N \times (0,\infty), \]

where \( d \in (0,1) \cup \mathbb{N}, \ p > 1, \ -\alpha \in (0,\min(2d,N)) \) or \( \alpha \geq 0 \) and \( \zeta \) as well as \( w \) are suitable given functions. Given \( p \geq N - 2d\alpha + 2d \) and setting \( p_\epsilon = \frac{N(p-1)}{2d+\alpha}, \ \ell = \frac{Np}{N+2\sigma+1}d\sigma \), we prove that for any data \( u_0 \in L^{p^*}(\mathbb{R}^N) \) and \( w \in L^{l^*}(\mathbb{R}^N) \) with small norms there exists a unique global-in-time solution under the hypotheses \( \zeta(t) = t^\sigma, \ \sigma \in (-1,0) \) and \( N > 2d \) in the space \( C^0([0,\infty); L^{p^*}(\mathbb{R}^N)) \). As a by-product, small Lebesgue data global existence follows and in particular, unconditional uniqueness holds in \( C^0([0,\infty); L^{p^*}(\mathbb{R}^N)) \) provided \( p \in (\frac{N+\alpha}{N-2d\alpha+2d},\infty) \). If either \( m \in (0,\infty] \) and \( p \in (1,\frac{N-2d\alpha+2d}{N-2d\alpha-2d}) \) or \( m > 0 \) and \( p > \frac{N-2d\alpha+2d}{N-2d\alpha-2d} \) where \( \zeta(t) = O(t^m) \), \( t \to \infty \) \((m \in \mathbb{R})\), then all solutions blow up under the additional condition \( \int_{\mathbb{R}^N} w(x) \, dx > 0 \). As a consequence, we deduce that the corresponding Fujita critical exponent is a function of \( \sigma \) and reads \( p_F(\sigma) = \frac{N-2d\alpha+2d}{N-2d\alpha-2d} \) if \( -1 < \sigma < 0 \) and infinity otherwise.

1. INTRODUCTION AND MAIN RESULTS

In this paper we are interested in the study of the critical behaviour of global in time solutions of the initial value problem

\[
\begin{aligned}
  u_t + (-\Delta)^d u &= |x|^\alpha |u|^p + \zeta(t) w(x) \quad \text{for } (x,t) \in \mathbb{R}^N \times (0,\infty), \\
  u(x,0) &= u_0(x), \quad x \in \mathbb{R}^N, 
\end{aligned}
\]

where \( N \geq 1, \ \alpha \in \mathbb{R}, \ p > 1 \) and \( \zeta, w \) are given functions. The operator \( (-\Delta)^d \) for \( d \geq 1 \) integer is the \( d \)-fold composition of the Laplacian with itself while for \( d \in (0,1) \), \( (-\Delta)^d \) should be interpreted as the fractional Laplacian defined by \( (-\Delta)^d u := \mathcal{F}^{-1} (|\xi|^{2d} \mathcal{F}(u)) \) where \( \mathcal{F} \) and \( \mathcal{F}^{-1} \) are the Fourier transform and inverse Fourier transform, respectively [13]. We will consider the situation \( \alpha \geq 0 \) in which case \( x \in \mathbb{R}^N \) and \( 0 < -\alpha < \min(2d,N) \) with \( x \in \mathbb{R}^N \setminus \{0\} \).

Reaction-diffusion equations with forcing term arises in many physical phenomena and biological species theories, such as the concentration of diffusion of some fluid, the density of some biological species, and heat conduction phenomena, see [8, 6, 21, 17, 18] and references therein.

Our main goal in this paper is to find the critical exponent which separates the existence and nonexistence of global solutions of (1.1). It goes back to the work of Fujita [4] that there is an exponent \( p_F \) (critical Fujita exponent) for which the behavior of globally
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defined solutions of the reaction-diffusion model

\[ u_t - \Delta u = |u|^p \quad \text{in } \mathbb{R}^N \times (0, \infty) \]

are classified according to whether one is in the subcritical case \((1 < p < p_F)\), critical \((p = p_F)\) or supercritical \((p_F < p < \infty)\). A very well-known argument allowing one to predict the correct value of \(p_F\), whenever it is finite, for several semilinear parabolic equations consists of the study of the (linear) stability of the zero solution, see for instance [12]. A more direct and simple approach pertaining to problems posed in the whole space and intrinsically connected to the scaling of the underlying equation has been proposed by the authors in [3]. More specifically, a scaling analysis on (1.1) without the forcing term, that is,

\[ u_t + (-\Delta)^d u = |x|^\alpha |u|^p \quad \text{in } \mathbb{R}^N \times (0, \infty), \quad u(0) = u_0 \]  

(1.2)

shows that the only Lebesgue space which leaves invariant the norm of the appropriately rescaled initial data is \(L^{p_c}(\mathbb{R}^N)\), \(p_c = \frac{N(p-1)}{2d+\alpha}\). Thus one may anticipate the critical Fujita exponent for (1.2) to be given by \(1 + \frac{2d+\alpha}{\alpha}\) which corresponds to the value of \(p\) for which \(p_c = 1\).

The recent work [28] asserts in turn that this observation is actually correct. Indeed, the global well-posedness theory for (1.2) among other questions has been investigated in the latter reference – in particular, small data (in weak-Lebesgue space \(L^{p_c,\infty}(\mathbb{R}^N)\)) global existence was obtained in \(C_t([0,\infty); L^{p_c,\infty}(\mathbb{R}^N))\), \(p_c = \frac{N(p-1)}{2d+\alpha}\) provided we require \(\frac{N+\alpha}{N-2d} < p < \infty\) and \(0 < -\alpha < 2d < N\) while under the conditions \(u_0 \in L^1(\mathbb{R}^N)\) with

\[ \int_{\mathbb{R}^N} u_0(x)dx > 0 \quad \text{and} \quad 1 < p < 1 + \frac{2d-\alpha}{N} \]

non-existence of weak solutions was established, see [28, Theorem 2.10] and [28, Theorem 2.14], respectively. Note that the previous well-posedness statement does not cover the range \((1 + \frac{2d+\alpha}{N}, \frac{N+\alpha}{N-2d})\), a restriction which essentially emanates from the choice of the functional setting together with the hypotheses needed for the applicability of certain key estimates heavily utilized in the analysis. This gap, however, could be closed by using the two-norms technique as illustrated in [28, Theorem 2.12]. Moving on, it is easy to see that the previous procedure fails to predict the critical exponent \(p^*\) for (1.1) due to the presence of a forcing term. Nevertheless, as we shall see, granted the above knowledge on (1.2), the behavior of the inhomogeneous term plays a crucial role in determining \(p^*\). Throughout this manuscript, unless otherwise specified we will assume that \(\zeta : (0, \infty) \rightarrow (0, \infty)\) is a continuous function satisfying either

\[ \zeta(t) \sim t^\sigma, \quad \zeta(t) \sim t^m, \quad (\sigma > -1, m \in \mathbb{R}), \]  

(1.3)

or

\[ \zeta(t) = t^\sigma, \quad \sigma > -1. \]  

(1.4)

The study of the reaction-diffusion equation involving a source term has been considered by a number of authors. When the forcing term is purely space-dependent (i.e. \(\zeta \equiv 1\)) with \(d = 1\) and \(\alpha = 0\), it is known that the Fujita critical exponent reads

\[ p_F = \begin{cases} \infty & \text{if } N = 1,2 \\ \frac{N}{N-2} & \text{if } N > 2 \end{cases} \]

in the sense that for \(p\) below \(p_F\) and \(\int_{\mathbb{R}^N} w(x)dx > 0\), Problem (1.1) does not admit any global solution – a conclusion which persists in the critical case \(p = p_F\) under the additional assumptions on \(w\) whilst for \(p > p_F\) global-in-time solutions exist provided \(w\) and \(u_0\) have strong decay property at infinity. These statements can be found in [2] where various extensions and results related to other geometries were obtained, see also [30] for the geometrical setting given by a manifold. When the source term contains a polynomial
in time just as considered in (1.4) and for \(d = 1, \alpha = 0\) it was proved in [10] that the critical exponent is a function of \(\sigma\) which for \(N \geq 3\) has a discontinuity at zero,

\[
p_{F}(\sigma) = \begin{cases} 
\frac{N-2\sigma}{N-2m-2} & \text{if } -1 < \sigma < 0 \\
\infty & \text{if } \sigma > 0.
\end{cases}
\]

The situation \(d = 1\) and \(-2 < \alpha < 0\) has been investigated by the second author in [15]. It was proved that for \(N \geq 3\), solutions blow up in each of the following cases: \(m \leq 0, p < \frac{N-2m+\alpha}{N-2m-2}, \int_{\mathbb{R}^{N}} wdx > 0\) and \(p > 1\). Furthermore, these results do not depend on the behavior of \(\zeta\) at small times. However, the study of global-in-time solutions has not been taken into account and we wish to cover that in this work.

Our results generalize earlier existing works and reveal new aspects of the solution. Prescribing initial data \(u_0\) and \(w\) small in Marcinkiewicz space gives rise to a global solution which lives in a small ball in the solution space and may as well be singular. As a byproduct, global existence holds in Lebesgue analogues of the previous functional setting whenever \(u_0\) and \(w\) are chosen small in the corresponding topologies. In particular, there are solutions which are initially singular and if additionally data are assumed to be radially symmetric (resp. radially monotone), then the solution enjoys the same properties. Moreover, when the principal operator in (1.1) is the nonlocal fractional Laplacian \((d \in (0, 1))\) or the Laplace operator \(\Delta\), \((d = 1)\) then the solution is positive along with \(u_0\) and \(w\). In the process, we use an approach which in nature differs from those which have been employed in the aforementioned papers – for instance, the use of Kato’s two-norms technique which disallow unconditional uniqueness criterion and excludes a priori the existence of solutions which at time \(t = 0\) are singular – our global wellposedness statement claims the converse. We essentially rely on smoothing effect type bounds in weak-Lebesgue spaces [28] for the singular polyharmonic heat semigroup and its integral kernel combined with Yamazaki’s type estimates [27] which have a wide range of application – they allow us among others to derive unconditional uniqueness of globally defined solutions for prescribed data in \(L^{p_{c}}(\mathbb{R}^{N})\). Remarkably, we allow \(u_0\) and \(w\) to be singular functions on \(\mathbb{R}^{N}\). Concerning blow-up results, our Theorem 1.9 reinforces the fact that blow up whenever it occurs does not depend on the behavior of the forcing term at small times. To prove this theorem, we proceed via the test function method introduced by the authors in [19].

We adopt the following notion of solution.

**Definition 1.1.** We say that \(u\) is a global weak solution of (1.1) if it satisfies the conditions

\[
u_0 \in L^{1}_{loc}(\mathbb{R}^{N}), \quad |x|^{\alpha} |u|^p \in L^{1}_{loc}(\mathbb{R}^{N} \times (0, \infty))
\]

and

\[
\int_{\mathbb{R}^{N} \times (0, \infty)} u(-\partial_{t}\psi) + (-\Delta)^{d}\psi)dxdt = \int_{\mathbb{R}^{N}} u_0(x)\psi(x, 0)dx + \int_{\mathbb{R}^{N} \times (0, \infty)} |x|^{\alpha} |u|^p \psi dxdt + \int_{\mathbb{R}^{N} \times (0, \infty)} \zeta(t) w\psi dxdt
\]

for all \(\psi \in C^{\infty}_{0}(\mathbb{R}^{N} \times (0, \infty))\).

As is a standard practice, (1.1) is equivalent in an appropriate framework to the Duhamel formulation

\[
u(x, t) = e^{-t(-\Delta)^{d}} u_0 + \int_{0}^{t} e^{-(t-s)(-\Delta)^{d}} (|\cdot|^{\alpha} |u(s)|^p) ds + \int_{0}^{t} \zeta(s) e^{-(t-s)(-\Delta)^{d}} w ds, \quad (1.5)
\]
where \( e^{-t(-\Delta)^d} \) is the linear semi-group generated by \((-\Delta)^d\). A solution to the integral equation (1.5) is often called mild solution of (1.1). In our setting, one can see that a mild solution is a weak solution. See [24, 25, 22, 14] for a discussion on the equivalence between the differential and integral formulation for the nonlinear heat equation.

In parallel to the questions discussed above, we also study local existence of solutions. Our first result in this direction deals with the case of initial data in the space of bounded continuous functions in \( \mathbb{R}^N \).

**Theorem 1.2.** Suppose we have (1.3), \( w \in BC(\mathbb{R}^N), 0 < -\alpha < \min(2d, N) \) and \( N \geq 2 \). Given \( u_0 \in BC(\mathbb{R}^N) \), there exists a time \( T := T(u_0) > 0 \) and a unique mild solution \( u \in C([0, T]; BC(\mathbb{R}^N)) \) of Eq. (1.1) such that \( u(0) = u_0 \).

Our next goal is to investigate the local well-posedness in Lebesgue spaces. The first result of this flavor was obtained in [1] for (1.1) with \( d = 1 \) and without a forcing term.

**Theorem 1.3.** Let \( p_c = \frac{N(p-1)}{2d+\alpha} \). Assume \( q > \max \left\{ p_c, \frac{Np}{N+\alpha} \right\} \) with \( q > 1 \). Suppose that (1.3) holds, \( u_0, w \in L^q(\mathbb{R}^N) \) and \( N \geq 2 \). Then, there exists \( T := T(u_0) > 0 \) and a unique function \( u \in C([0, T]; L^p(\mathbb{R}^N)) \) mild solution of Eq. (1.1). Let \( T_{\max} \) be the maximal time of existence of this solution. If \( T_{\max} < \infty \), then one has
\[
\lim_{t \to T_{\max}} \| u(t) \|_{L^p(\mathbb{R}^N)} = \infty.
\]

**Remark 1.4.** Observe that although the solution obtained in Theorem 1.2 has the regularity of the initial data, it is not true in general that this solution enjoys a better regularity, see [31] for this evidence in some special situation. A similar result can be stated for data in \( C_0(\mathbb{R}^N) \), the set of continuous function vanishing at infinity in which case, the solution naturally belongs to \( C_0(\mathbb{R}^N) \). In theorem 1.3, the fact that one can compare \( p_c \) and \( \frac{Np}{N+\alpha} \) leads to the question whether or not local solutions can be constructed if the condition imposed on \( q \) fails to hold true. This involves three different cases namely \( p_c > \frac{Np}{N+\alpha} \), \( p_c = \frac{Np}{N+\alpha} \) and \( p_c < \frac{Np}{N+\alpha} \) which are worth investigating. We do not pursue in this direction here. We point out, however, that local wellposedness in the critical case \( p_c > \frac{Np}{N+\alpha} \) appears as a byproduct of Theorem 1.6 below.

Next, motivated by the study of local-in-time solutions which are smooth \( C^\infty \) instantly, we consider \( \alpha > 0 \) and introduce the space \( C_\lambda(\mathbb{R}^N) \) which collects continuous functions defined on \( \mathbb{R}^N \) satisfying the condition \( \| Au \|_{L^\infty(\mathbb{R}^N)} < \infty \) where \( \Lambda(x) = (1 + |x|)^\frac{\alpha}{d} \) and \( p > 1 \). We endow this space with the norm given by
\[
\| u \|_\Lambda = \| \Lambda u \|_{L^\infty(\mathbb{R}^N)}.
\]

The following result establishes local existence for initial data in \( C_\lambda(\mathbb{R}^N) \).

**Theorem 1.5.** Let \( N \geq 1 \), \( \alpha > 0 \) and \( \zeta \) satisfying (1.4). Then, Eq. (1.5) is locally wellposed. More precisely, given \( u_0, w \in C_\lambda(\mathbb{R}^N) \), there exist \( T \in (0, \infty) \) and a unique solution \( u \) of (1.5) in \( C([0, T]; C_\lambda(\mathbb{R}^N)) \). This solution in turn is classical and can be extended to a maximal interval \( [0, T_{\max}] \) where \( T_{\max} < \infty \) and \( \lim_{t \to T_{\max}} \| u(t) \|_\Lambda = \infty \) whenever \( T_{\max} < \infty \).

Switching to the analysis of the global theory, our main results in this direction are the followings.

**Theorem 1.6** (Global existence). Let \( N \geq 3 \) and \( 0 < -\alpha < 2d < N \). Granted (1.4) with \(-1 < \sigma < 0\), assume that \( p \geq \frac{N-2d-\alpha}{N+2\sigma+1} \) and set \( \ell = \frac{Np}{N+2\sigma+1} p_c \). Then for any \( u_0 \in L^{pc,\infty}(\mathbb{R}^N) \) and \( w \in L^{\ell,\infty}(\mathbb{R}^N) \) with the property that \( \| u_0 \|_{L^{pc,\infty}} + \| w \|_{L^{\ell,\infty}} \) is sufficiently
small, Eq. (1.5) admits a global-in-time solution $u$ which converges to $u_0$ as $t \to 0^+$ in $\mathcal{S}'(\mathbb{R}^N)$. Moreover, this solution obeys the following properties.

(a$_1$) (Radial symmetry). If $u_0$ and $w$ are radial functions, then the solution $u$ is radial in the variable $x$.

(a$_2$) (Radial monotonicity). Assume $u_0$ and $w$ are radially nonincreasing. Then $u(t)$ is radially nonincreasing in $x$ for all $t \in [0, \infty)$.

(a$_3$) (Positiveness). Assume $d \in (0, 1]$ and let $u_0$ and $w$ be positive functions. Then the solution $u$ is also positive.

Remark 1.7. The above theorem, in particular shows that the functions $u_0(x) = |x|^{-\frac{2d+\alpha}{p-1}}$ and $w(x) = |x|^{-\frac{N}{r}}$ as well as their translated analogues $|x - x_0|^{-\frac{2d+\alpha}{p-1}}$ and $|x - x_0|^{-\frac{N}{r}}$ for each $x_0 \in \mathbb{R}^N$ are admissible choices as they belong to $L^{p_c}(\mathbb{R}^N)$ and $L^{q_c}(\mathbb{R}^N)$, respectively. A direct consequence of Theorem 1.6 is that for $w \in L^1(\mathbb{R}^N)$, there exist solutions which initially belong to the critical Lebesgue space $L^{p_c}(\mathbb{R}^N) \subset L^{p_c, \infty}(\mathbb{R}^N)$.

Theorem 1.8 (Unconditional uniqueness). Assume that $-\alpha \in (0, 2d)$ and let $2d < N$. Further assume that $p > \frac{N+\alpha}{N-2d}$. If $u$ and $v$ are two solutions of (1.5) in $C([0, \infty); L^{p_c}(\mathbb{R}^N))$ obtained under smallness of $\|u_0\|_{L^{p_c}} + \|w\|_{L^1}$, then $u = v$ a.e. in $\mathbb{R}^N \times (0, \infty)$.

Theorem 1.9 (Blow-up). Suppose that $N \geq 3$, $d \geq 1$ is an integer, $\alpha > -\min(N, 2d)$, and that $w$ belongs to $C_0(\mathbb{R}^N) \cap L^1(\mathbb{R}^N)$, obeys $\int_{\mathbb{R}^N} w(x)dx > 0$. Let $\zeta$ defined as in (1.3).

(i) If $m \leq 0$ and $1 < p < \frac{N-2d+\alpha}{N-2d-2d}$, then for any initial data $u_0 \in C_0(\mathbb{R}^N)$, then Pb. (1.1) has no global solution in the sense of definition 1.1.

(ii) In case $m > 0$, the same conclusion holds whenever $p > 1$, i.e. Pb. (1.1) has no global weak solution.

Remark 1.10. The statements of Theorem 1.9 and Theorem 1.6 both reveals that

$$ p_F(\sigma) = \begin{cases} \frac{N-2d+\alpha}{N-2d-2d} & \text{if } -1 < \sigma < 0 \\ \infty & \text{if } \sigma > 0 \end{cases} $$

separates the nonexistence/existence regime of global-in-time solutions of (1.1) if $\sigma$ satisfies (1.4).

Remark 1.11. The blow-up result does not cover the fractional case $d \in (0, 1)$. The ideas of the proof when $d \in \mathbb{N}$ do not directly apply to the latter case because of the nature of the fractional Laplacian. See (3.9) below. New ideas are therefore required.

2. Background materials

In this section we collect auxiliary results which will later find their usefulness and applicability in the proofs of our main results. Recall the space $BC(\mathbb{R}^N)$ which collects bounded and continuous functions in $\mathbb{R}^N$ and $C_0(\mathbb{R}^N)$ denoting the space of continuous functions in $\mathbb{R}^N$ vanishing at infinity.

We will need some basic properties of Lorentz spaces. For $f : \mathbb{R}^N \to \mathbb{R}$ a measurable function on $\mathbb{R}^N$, denote by $f^*(\lambda) = \inf \{ \tau > 0 : \{|f| > \tau\| \leq \lambda \}$ its decreasing function and let $f^{**}(\tau) = \frac{1}{\tau} \int_0^\tau f^*(s)ds$. The Lorentz space $L^{p,q}(\mathbb{R}^N)$, (weak-Lebesgue or Marcinkiewicz space in case $q = \infty$) collects all measurable functions $f$ such that $\|f\|_{L^{p,q}}$ is finite,

$$ \|f\|_{L^{p,q}} = \begin{cases} \left( \frac{q}{p} \int_0^\infty \left[ t^{1/p} f^{**}(t) \right]^{1/q} dt \right)^{1/q}, & \text{if } p \in (1, \infty), \ q \in [1, \infty) \\ \sup_{t>0} t^{1/p} f^{**}(t), & \text{if } p \in (1, \infty), \ q = \infty. \end{cases} $$
These spaces increase with the second exponent and contain Lebesgue spaces as subspace. In fact, $L^{p,q}(\mathbb{R}^N) ⊂ L^{p,q_2}(\mathbb{R}^N) ⊂ L^{p,q_1}(\mathbb{R}^N)$, $1 < p < \infty$, $1 \leq q_1 \leq p \leq q_2 \leq \infty$ with continuous injection. Moreover, $L^{p,q}(\mathbb{R}^N)$ may alternatively be realized as the real interpolation space between the Lebesgue $L^1(\mathbb{R}^N)$ and $L^\infty(\mathbb{R}^N)$,

$$L^{p,q}(\mathbb{R}^N) = [L^1(\mathbb{R}^N), L^\infty(\mathbb{R}^N)]_{1-1/p, q}$$

and more generally, for $1 < p_1 < p_2 < \infty$, $\frac{1}{p} = \frac{1-\theta}{p_1} + \frac{\theta}{p_2}$, $\theta \in (0, 1)$ and $1 \leq q_1, q_2 \leq \infty$ we have the interpolation identity

$$[L^{p_1,q_1}(\mathbb{R}^N), L^{p_2,q_2}(\mathbb{R}^N)]_{\theta,q} = L^{p,q}(\mathbb{R}^N).$$

Consider the linear polyharmonic heat equation

$$\partial_t u + (-\Delta)^d u = 0 \text{ in } \mathbb{R}^N \times (0, \infty). \quad (2.1)$$

It is well known that the operator $(-\Delta)^d$, $d \geq 1$ is a generator of a semigroup $e^{-t(-\Delta)^d}$ whose kernel $E_d$ is smooth, radial and satisfies the scaling property

$$E_d(x, t) = t^{-\frac{N}{d}} E_d(t^{-\frac{1}{d}} x, 1). \quad (2.2)$$

Hence, a solution of (2.1) subject to initial data $u(0) = u_0$ may be formally realized via convolution by

$$u(x, t) = e^{-t(-\Delta)^d} u_0(x) = (E_d(\cdot, t) * u_0)(x)$$

whenever this representation makes sense (e.g. when $u_0 \in BC(\mathbb{R}^N)$ or $u_0 \in \mathcal{S}'(\mathbb{R}^N)$ is a Schwartz distribution). Recall that when $d \in (0, 1)$, the operator $(-\Delta)^d$ defined via Fourier transform by $(-\Delta)^d \varphi(\xi) = |\xi|^{2d} \hat{\varphi}(\xi)$ ($\varphi \in \mathcal{S}'(\mathbb{R}^N)$) also generates a semigroup whose kernel as an algebraic decay at infinity, see [9]. Using the majorizing kernel established in [5], we obtain the following $L^r - L^q$ estimate. See [16] for $d = 2$.

**Proposition 2.1.** There exists a positive constant $\mathcal{H}_d$ such that for all $1 \leq p \leq q \leq \infty$, we have

$$\|e^{-t(-\Delta)^d} \varphi\|_{L^q} \leq \mathcal{H}_d t^{-\frac{N}{2d}(\frac{1}{r} - \frac{1}{q})} \|\varphi\|_{L^p}$$

for all $t > 0$ and $\varphi \in L^p(\mathbb{R}^N)$.

Interpolating estimate (2.3) yields the following smoothing effect in Lorentz spaces

$$\|e^{-t(-\Delta)^d} \varphi\|_{L^{r,r}} \leq \mathcal{H}_d t^{-\frac{N}{2d}(\frac{1}{r} - \frac{1}{q})} \|\varphi\|_{L^{p,r}}$$

for all $t > 0$, $\varphi \in L^{p,r}(\mathbb{R}^N)$ and for $1 \leq r \leq \infty$, $1 < p \leq q < \infty$. For $N \geq 2$ and $\alpha \in (0, N)$, define the operator

$$S_{d,\alpha}(t) = e^{-t(-\Delta)^d} | \cdot |^{-\alpha}.$$ 

**Proposition 2.2.** Let $N \geq 2$, $\alpha \in (0, N)$, $1 < p_1, p_2 \leq \infty$ and $q \in [1, \infty]$ such that

$$p_1 > \frac{N}{N-N\alpha}, \quad p_2 \geq \frac{N p_1}{N + \alpha p_1}. \quad (2.5)$$

Then $S_{d,\alpha}(t)$ has the following mapping properties:

(A1) $S_{d,\alpha}(t)$ maps continuously $L^{p_1}(\mathbb{R}^n)$ into $C_0(\mathbb{R}^n)$ for all $t > 0$.

(A2) For any $\gamma \in \mathbb{N}_0^N$, $S_{d,\alpha}(t)$ maps continuously $L^{p_1,\infty}(\mathbb{R}^N)$ into $L^{p_2,q}(\mathbb{R}^N)$ for all $t > 0$.

Moreover, there exists a positive constant $C := C(N, p_1, p_2, d, \alpha, \gamma)$ such that

$$\|\partial^\gamma S_{d,\alpha}(t) \varphi\|_{L^{p_2,q}} \leq Ct^{-\frac{N}{2d}(\frac{1}{p_1} - \frac{1}{p_2}) - \frac{s}{2} - \frac{\gamma}{d}} \|\varphi\|_{L^{p_1,\infty}}$$

for all $t > 0$ and $\varphi \in L^{p_1,\infty}(\mathbb{R}^N)$.

The proof of the above result as well as those of the next lemmas are recorded in [28].
Lemma 2.3. Given \( \eta > 0 \), there exits a positive constant \( C := C(\eta, N) \) such that for \( \beta \in [0, 2] \) and \( y \in \mathbb{R}^N \),

\[
\int_{\mathbb{R}^N}|g(x)|(1 + |y - \beta x|)^{-\eta}dx \leq C(1 + |y|)^{-\eta}, \tag{2.7}
\]

where \( g(x) = E_d(x, 1) \) and \( E_d \) is as in (2.2).

Let \( \phi : \mathbb{R}^N \times (0, \infty) \rightarrow \mathbb{R} \). We introduce the nonlinear operator

\[
\mathcal{M}\phi(x) = \int_0^\infty S_{d,\alpha}(s)|\phi(x, s)|^p ds
\]

for a suitable \( \phi \) such that the integral on the right hand side is meaningful.

Lemma 2.4. Let \( p > 1 \) and \( 0 < \alpha < 2d < N \). Given \( k, q > 1 \), assume that

\[
k > \frac{Np}{N - \alpha} \quad \text{and} \quad \frac{1}{k} + \frac{1}{q} = \frac{2d - \alpha}{N}.
\]

There exists a constant \( C > 0 \) such that

\[
\|\mathcal{M}\phi\|_{L^{r,\infty}} \leq C \sup_{t > 0} \|\phi(t)\|^{p}_{L^{k,\infty}}, \quad \phi \in L^\infty([0, \infty); L^{k,\infty}(\mathbb{R}^N)). \tag{2.8}
\]

In particular we can take \( k = p_c \) in (2.8) and if \( \phi \in L^\infty([0, \infty); L^{p_0,\infty} \cap L^{r,\infty}(\mathbb{R}^N)) \) with \( r > 1 \) and \( 1 < r' < \frac{N}{2d - \alpha} \), \( \frac{1}{p} + \frac{1}{p'} = 1 \), then we have

\[
\|\mathcal{M}\phi\|_{L^{r,\infty}} \leq C \sup_{t > 0} \|\phi(t)\|_{L^{r,\infty}} \sup_{t > 0} \|\phi(t)\|_{L^{p_0,\infty}}^{-1}. \tag{2.9}
\]

3. Proofs of the main results

Starting with the proofs of theorems pertaining to the local theory, recall that \( S_{d,\alpha}(t) \) is a \( C_0 \) semigroup on Lebesgue spaces and on \( BC(\mathbb{R}^N) \) so that we can systematically appeal to the abstract result in [26]. For this end, we define for \( 0 < -\alpha < d \) the map

\[
\mathcal{K}_t u = S_{d,-\alpha}(t)|u|^p + S_{d,0}(t)\zeta(\cdot)w, \quad t > 0.
\]

Proof of Theorem 1.2. Given \( a, b \in \mathbb{R} \), we can find a constant \( \eta := \eta(p) > 0 \) such that

\[
||a|^p - |b|^p| \leq \eta|a - b|(|a|^{p-1} + |b|^{p-1}), \quad p > 1. \tag{3.1}
\]

By invoking Proposition 2.2 with \( p_2 = p_1 = \infty \), it is easy to verify that \( \mathcal{K}_t \) is bounded on the space \( BC(\mathbb{R}^N) \) and the following bound holds, namely \( \|S_{d,0}u_0\|_{L^\infty} \leq c\|u_0\|_{L^\infty} \). Next, call \( \overline{B}_L(0) \subset BC(\mathbb{R}^N) \) the ball with center at zero and radius \( L > 0 \), we prove that \( \mathcal{K}_t \) is Lipschitz continuous on \( \overline{B}_L(0) \) for each \( t > 0 \). Take \( u(t), v(t) \in \overline{B}_L(0) \), by (3.1) and making use of Proposition 2.2 once again we arrive at

\[
\|\mathcal{K}_tu - \mathcal{K}_tv\|_{L^\infty} \leq c_L(t)\|u(t) - v(t)\|_{L^\infty}
\]

with the Lipschitz constant given by \( c_L(t) = CL^{p-1}t^{\frac{p}{p-1}} \in L^1(0, \varepsilon) \) for some \( \varepsilon > 0 \) and for each \( L > 0 \) since \( -\alpha < 2d \). Moreover, the kernel \( E_d \) has the property

\[
E_d(x,t) = \int_{\mathbb{R}^N} E_d(x - y, t - s)E_d(y, s)dy
\]
for all $x \in \mathbb{R}^N$ and $s, t > 0$; which obviously implies $S_{d,0}(t)\phi = S_{d,0}(t-s)[S_{d,0}(s)\phi]$, $0 < s < t$. Hence,

$$S_{d,0}(s)\mathcal{X}_t u = S_{d,0}(s)S_{d,0}(t)\cdot |^n|u|^p + S_{d,0}(s)S_{d,0}(t)\zeta(\cdot)w$$

$$= S_{d,0}(t+s)\cdot |^n|u|^p + S_{d,0}(t+s)\zeta(\cdot)w$$

$$= S_{d,-\alpha}(t+s)|u|^p + S_{d,0}(t+s)\zeta(\cdot)w$$

$$= \mathcal{X}_{t+s} u.$$

On the other hand, we have $\mathcal{X}_t(0) = S_{d,0}(t)\zeta(\cdot)w$, so that for some $\varepsilon > 0$ and by using (1.4), there holds

$$\left\|\mathcal{X}_t(0)\right\|_{L^\infty} \leq C \left\|S_{d,0}(t)\zeta(\cdot)w\right\|_{L^1(0,\varepsilon)}$$

$$\leq C \left\|w\right\|_{L^\infty} \left\|\zeta\right\|_{L^1(0,\varepsilon)} \leq C.$$

At this point, a simple application of Theorem 1 in [26] yields the desired conclusion. □

**Proof of Theorem 1.3.** Here, the reasoning goes in the same spirit as in the above proof. Let $u_0, w \in L^q(\mathbb{R}^N)$. Then granted (1.4), under the condition $q > \frac{Np}{2d + \alpha}$, we can apply Proposition 2.2 with $(p_1, p_2) = (q/p, q)$ to obtain that $\mathcal{X}_t$ is bounded on $L^q(\mathbb{R}^N)$ for each $t > 0$ and there holds $\left\|S_{d,0}u_0\right\|_{L^q} \leq C\left\|u_0\right\|_{L^q}$ by Proposition 2.1. We eventually want to verify that the following conditions are fulfilled:

1. $\mathcal{X}_t : L^q(\mathbb{R}^N) \to L^q(\mathbb{R}^N)$ is a locally Lipschitz map with constant $c_L(t) \in L^1(0, \varepsilon)$ for each $L > 0$ and for some $\varepsilon > 0$.
2. The map $t \mapsto \left\|\mathcal{X}_t(0)\right\|_{L^q}$ belongs to $L^1(0, \varepsilon)$ for some $\varepsilon > 0$.
3. $S_{d,0}(s)\mathcal{X}_t = \mathcal{X}_{t+s}$ for $s, t > 0$.

The third property has already been established in the previous lines. As regards the second, for an arbitrary $\varepsilon > 0$, we have that

$$\left\|\mathcal{X}_t(0)\right\|_{L^q} \leq C \left\|S_{d,0}(t)\zeta(\cdot)w\right\|_{L^1(0,\varepsilon)}$$

$$\leq C \left\|w\right\|_{L^q} \left\|\zeta\right\|_{L^1(0,\varepsilon)} \leq C.$$

Let us now show that the first condition is equally satisfied. Fix $L > 0$ and denote by $B_L(0)$ the closed ball in $L^q(\mathbb{R}^N)$ centered at the origin and with radius $L$. We compute

$$\left\|\mathcal{X}_t u - \mathcal{X}_t v\right\|_{L^q} = \left\|S_{d,-\alpha}(t)(|u|^p - |v|^p)\right\|_{L^q}$$

$$\leq c_L(t)\left\|u(t) - v(t)\right\|_{L^q}$$

with $c_L(t) = C_L^{p-1}t^{-\frac{N(p-1)}{2d+\alpha} - \alpha}$. Note that in order to get this bound, we use the pointwise estimate (3.1) and invoked Proposition 2.2 with $(p_1, p_2) = (\frac{q}{p}, q)$. Since $q > \frac{N(p-1)}{2d + \alpha} = p_c$, it follows that $c_L(t) \in L^1(0, \varepsilon)$ for all $L > 0$ and for all $\varepsilon > 0$. We are now in position to apply Theorem 1 in [26] which yields the statement of Theorem 1.3. □

We turn to the proof of the local well-posedness result subject to data in $C_A(\mathbb{R}^n)$. Recall $\Lambda(x) = (1 + |x|)^{\frac{d}{p-\alpha}}$. In this case, we proceed in a slightly different fashion with the aim of reaching the hypotheses that will allow an application of a Banach fixed point theorem.

**Proof of Theorem 1.5.** Let $0 < T < 1$ be a time to be chosen later and $\delta > 0$. Consider the space

$$X_{T,\Lambda} = \left\{ u \in C([0, T]; C_A(\mathbb{R}^N)) : \left\|\Lambda u(t)\right\|_{L^\infty(\mathbb{R}^N)} \leq \delta, t \in (0, T) \right\}$$
on which we put the metric $d(u, v) = \sup_{t \in [0, T]} \|\Lambda(u(t) - v(t))\|_{L^\infty(\mathbb{R}^N)}$. We will prove in the sequel that the operator $\mathcal{B}$ defined as

$$\mathcal{B}u = S_{d,0}(t)u_0 + \int_0^t S_{d,-\alpha}(t-s)u(s)\, ds + \int_0^t S_{d,0}(t-s)\zeta(s)\, w ds \tag{3.2}$$

possesses a fixed point in $C([0, T]; C(\mathbb{R}^N))$. We first show that $\mathcal{B}$ is a self-mapping from $X_{T,\Lambda}$ onto itself. Using Lemma 2.3, we have

$$\|S_{d,0}(t)u_0\| = |e^{-t(\Delta)^d}u_0| = \left| \int_{\mathbb{R}^N} E_d(x-y, t)u_0(y)\, dy \right|$$

$$\leq \int_{\mathbb{R}^N} |E_d(x-y, t)||u_0(y)||dy$$

$$\leq \int_{\mathbb{R}^N} \left\| g(t^{-\frac{1}{2d}}(x-y)) \right\| |u_0(y)||dy$$

$$\leq \|u_0\|_{C(\mathbb{R}^N)} \int_{\mathbb{R}^N} t^{-\frac{1}{2d}} |g(t^{-\frac{1}{2d}}(x-y))|\Lambda^{-1}(y)\, dy$$

$$\leq \|u_0\|_{C(\mathbb{R}^N)} \int_{\mathbb{R}^N} |g(y)|(1 + |x - t^{1/2d} y|)^{-\frac{\alpha}{\nu-1}}\, dy$$

$$\leq C(\alpha, p, N)\|u_0\|_{C(\mathbb{R}^N)} (1 + |x|)^{-\frac{\alpha}{\nu-1}}.$$

Similarly, setting $B(u) = t^\int_0^t e^{-(t-s)(\Delta)^d} |\cdot|^\alpha|u(s)|^p\, ds$, $u \in X_{T,\Lambda}$, an application of Lemma 2.3 once again permits us to write

$$|B(t)u| = \left| \int_{\mathbb{R}^N} \int_0^t (t-s)^{-\frac{N}{d}} g((t-s)^{-\frac{1}{d}}(x-y)) |y|^\alpha|u(s)|^p\, dy\, ds \right|$$

$$\leq C \int_{\mathbb{R}^N} \int_0^t (t-s)^{-\frac{N}{2d}} g((t-s)^{-\frac{1}{d}}(x-y)) |y|^\alpha|\Lambda(y)u(y, s)|^p\Lambda^{-p}(y)\, dy\, ds$$

$$\leq C \delta^p \int_{\mathbb{R}^N} \int_0^t (t-s)^{-\frac{N}{2d}} g((t-s)^{-\frac{1}{d}}(x-y)) |y|^\alpha(1 + |y|)^{-\frac{\alpha}{\nu-1}}\, dy\, ds$$

$$\leq C \delta^p \int_{\mathbb{R}^N} |g(z)|(1 + |x - t^{1/2d} z|)^{-\frac{\alpha}{\nu-1}}\, dz\, ds$$

$$\leq C \delta^p (1 + |x|)^{-\frac{\alpha}{\nu-1}}T.$$

Finally, setting $D(u) = \int_0^t e^{-(t-s)(\Delta)^d} w\zeta(s)\, ds$, we invoke Lemma 2.3 to arrive at

$$|D(t)u| = \left| \int_{\mathbb{R}^N} \int_0^t (t-s)^{-\frac{N}{d}} g((t-s)^{-\frac{1}{d}}(x-y)) |w(y)|\zeta(s)\, dy\, ds \right|$$

$$\leq \|w\|_{C(\mathbb{R}^N)} \int_{\mathbb{R}^N} \int_0^t (t-s)^{-\frac{N}{2d}} g((t-s)^{-\frac{1}{d}}(x-y)) |\Lambda(y)|^{1-\frac{\alpha}{\nu-1}}\zeta(s)\, dy\, ds$$

$$\leq \|w\|_{C(\mathbb{R}^N)} \int_{\mathbb{R}^N} \int_0^t |g(z)|\zeta(s)(1 + |x - t^{1/2d} z|)^{-\frac{\alpha}{\nu-1}}\, dz\, ds$$

$$\leq C \|w\|_{C(\mathbb{R}^N)} \frac{T^{\sigma+1}}{\sigma+1} \Lambda^{-1}(x).$$
so that \( \|\Lambda Du(t)\|_{L^\infty} \leq C \|w\|_{C^\alpha_1(R^N)} \frac{T^{\sigma + 1}}{\sigma + 1} \). Gluing together all the above estimates, we find that

\[
\|\Lambda\mathcal{Q}u(t)\|_{L^\infty} \leq C \left( \|u_0\|_{C^\alpha_0(R^N)} + \delta^p T + \frac{T^{\sigma + 1}}{\sigma + 1} \|w\|_{C^\alpha_1(R^N)} \right), \quad 0 \leq t \leq T, \quad (3.3)
\]

where \( C \) is a constant depending on \( N, \alpha \) and \( p \). Let \( \delta > 0 \) such that \( C \|u_0\|_{C^\alpha_0(R^N)} < \delta \).

Pick \( T < 1 \) with the property that \( C \left( \|u_0\|_{C^\alpha_0(R^N)} + \delta^p T + \frac{T^{\sigma + 1}}{\sigma + 1} \|w\|_{C^\alpha_1(R^N)} \right) \leq \delta \) to draw the conclusion that \( \mathcal{Q} \) maps \( X_{T,A} \) into itself. Next, let \( u, v \in X_{T,A} \) and let’s additionally impose the condition \( C\delta^{p-1}T < 1 \) where \( C \) is that constant appearing in (3.3). Then \( \mathcal{Q} \) is a contraction. To see this write

\[
|\mathcal{Q}u(t) - \mathcal{Q}v(t)| = \left| \int_0^t \int_{\mathbb{R}^N} E_d(x - y, t) |y|^\alpha |u(s)|^p - |v(s)|^p \, dy \, ds \right| \\
\leq C \int_0^t \int_{\mathbb{R}^N} |E_d(x - y, t) |y|^\alpha |u(s) - v(s)| (|u(s)|^p + |v(s)|^p) \, dy \, ds \\
\leq C \left( \int_{\mathbb{R}^N} \int_0^t |E_d(x - y, t)| |y|^\alpha |u(s) - v(s)| (|u(s)|^p + 2|v(s)|^p) \, dy \, ds + \right. \\
\left. \int_0^t \int_{\mathbb{R}^N} |E_d(x - y, t)| |y|^\alpha |u(s) - v(s)| |L^\alpha(y)| |\Lambda u(s)|^{p-1} |\Lambda^p(y) \, dy \, ds \right) \\
\leq C d(u, v) \left( \|L^\alpha u(t)\|_{L^\infty}^{p-1} \int_0^t \int_{\mathbb{R}^N} |g(z)| |x - t \frac{z}{2^d} z|^{-1} \, dz \, ds + \right. \\
\left. \|L^\alpha v(t)\|_{L^\infty}^{p-1} \int_0^t \int_{\mathbb{R}^N} |g(z)| |x - t \frac{z}{2^d} z|^{-1} \, dz \, ds \right).
\]

This yields, utilizing Lemma 2.3 the bound

\[
d(\mathcal{Q}u, \mathcal{Q}v) \leq C\delta^{p-1}T d(u, v).
\]

Existence of a solution as claimed in Theorem 1.5 is now a simple consequence of the Banach fixed point theorem. The blow up alternative is verified using standard arguments. Since \( C^\alpha_1(R^N) \subset C_b(R^N) \), we have that \( u \in L^\infty([0, T]; C^\alpha_1(R^N)) \) and by parabolic regularity theory, \( u \) satisfies (1.1) in the classical sense. The proof of Theorem 1.5 is now complete.

\[\square\]

Our next focus is on the proofs of global existence and non-existence results. Recall the definition of the beta function

\[
\mathcal{B}(a, b) = \int_0^1 s^{a-1}(1 - s)^{b-1} \, ds = \frac{\Gamma(a + b)}{\Gamma(a)\Gamma(b)}, \quad a, b > 0.
\]

where \( \Gamma \) is the standard gamma function.

**Proof of Theorem 1.6.** We will distinguish between two cases assuming first that \( p > \frac{N - \alpha}{N - 2d} \) with \( -\alpha < 2d < N \). The second case \( p \in [p_F, \frac{N - \alpha}{N - 2d}] \) will be handle subsequently. Let \( u_0 \in L^{p_\infty}(R^N), w \in L^{L_\infty}(R^N) \) such that \( \|u_0\|_{L^{p_\infty}} + \|w\|_{L^{L_\infty}} < \varepsilon_0 \) for some \( \varepsilon_0 > 0 \). We wish to show that the equation

\[
u = w + \mathcal{F}(u) \text{ in } R^N \times (0, \infty); \quad w = S_{d,0}(t)u_0 + \int_0^t S_{d,0}(t - s)\zeta(s)wds \quad (3.4)
\]


has a unique fixed point in a closed ball \( \overline{B}_{2\varepsilon}(0) \) of \( C_0((0, \infty); L^{p_\varepsilon, \infty}) \), \( \varepsilon = \varepsilon_0 \) where for \( t > 0 \),

\[
\mathcal{F}(u)(t) = \int_0^t S_{d,-\alpha}(t - s)|u(s)|^p ds.
\]

Apply Lemma 2.4 with \( k = p_\varepsilon \) (i.e. \( q = p_\varepsilon \)) in (2.8) and let \( \phi(s) = \begin{cases} |u(t - s)|^p & \text{if } s \in (0, t) \\ 0 & \text{if } s \geq t \end{cases} \) to obtain the estimate

\[
\| \mathcal{F} u \|_{L^\infty((0, \infty); L^{p_{\varepsilon, \infty}})} \leq C \sup_{t > 0} \| u(t) \|_{L^{p_{\varepsilon, \infty}}}.
\] (3.5)

Arguing in a similar fashion, we have that for \( u \) and \( v \) in \( L^\infty((0, \infty); L^{p_{\varepsilon, \infty}}) \),

\[
\| \mathcal{F}(u) - \mathcal{F}(v) \|_{L^\infty(\mathbb{R}^+; L^{p_{\varepsilon, \infty}})} \leq C \| u - v \|_{L^\infty(\mathbb{R}^+; L^{p_{\varepsilon, \infty}})} (\| u \|_{L^{p_{\varepsilon, \infty}}(\mathbb{R}^+; L^{p_{\varepsilon, \infty}})} + \| v \|_{L^{p_{\varepsilon, \infty}}(\mathbb{R}^+; L^{p_{\varepsilon, \infty}})}). 
\] (3.6)

Observe that \( \ell = \frac{N_{p_\varepsilon}}{N + 2(\sigma + 1)dp_\varepsilon} > 1 \) in view of the condition imposed on \( p \) and that

\[
\| w \|_{L^{p_{\varepsilon, \infty}}} \leq C \| u_0 \|_{L^{p_{\varepsilon, \infty}}} + \left\| \int_0^t S_{d,0}(t - s)\zeta(s)w ds \right\|_{L^{p_{\varepsilon, \infty}}}
\]

where the second term is further estimated via duality as follows

\[
\left\| \int_0^t S_{d,0}(t - s)\zeta(s)w ds \right\|_{L^{p_{\varepsilon, \infty}}} = \sup_{\psi \in L^{p',1}} \left\langle \int_0^t S_{d,0}(t - s)\zeta(s)w ds, \psi \right\rangle.
\]

\[
\leq \sup_{\psi \in L^{p',1}} \left| \int_0^t \int_{\mathbb{R}^N} S_{d,0}(t - s)\zeta(s)w(\xi)dx ds \right|
\]

\[
\leq \sup_{\psi \in L^{p',1}} \left( \int_0^t \| S_{d,0}(t - s)\zeta(s)w \|_{L^{p,1}} \| \zeta(s)w \|_{L^{p,\infty}} ds \right)
\]

\[
\leq C \sup_{\psi \in L^{p',1}} \| \psi \|_{L^{p',1}} \| w \|_{L^{p,\infty}} \int_0^t (t - s)^{-\frac{N}{p_\varepsilon}(\frac{1}{p_\varepsilon} - \frac{1}{p'})} \| \zeta(s)w \|_{L^{p,\infty}} ds
\]

\[
\leq C \sup_{\psi \in L^{p',1}} \| \psi \|_{L^{p',1}} \| w \|_{L^{p,\infty}} \int_0^1 \tau^{\sigma}(1 - \tau)^{-(\sigma + 1)} d\tau
\]

\[
\leq C \| w \|_{L^{p,\infty}} \mathcal{B}(\sigma + 1, -\sigma)
\]

where we have systematically used Fubini’s Theorem, smoothing effect in Lorentz space (2.4), the generalized Hölder’s inequality and in the estimate before the last we performed the change of variables \( \tau = s/t \) together with the fact that \( \frac{1}{p_\varepsilon} - \frac{1}{p'} = \frac{2(\sigma + 1)d}{N} \), \(-1 < \sigma < 0\) and \( p' \) being the conjugate exponent of \( p \). Hence, we have that

\[
\| u \|_{L^{p_{\varepsilon, \infty}}} \leq C_1 (\| u_0 \|_{L^{p_{\varepsilon, \infty}}} + \| w \|_{L^{p_{\varepsilon, \infty}}}) \leq C_1 \varepsilon_0.
\]
Put $\varepsilon = C_1 \varepsilon_0$ and $R = (2^p K)^{-\frac{1}{p-1}}$. Assuming that $\varepsilon < R$, we deduce from (3.5) and (3.6) that Equation (3.4) has a unique fixed point in $\overline{B}_2(0)$ which indeed is the solution of (1.5) we were looking for. Now assume that $p_F \leq p \leq \frac{N + \alpha}{2d}$. We shall argue differently in this case since the strategy employed before will clearly fail to work well here. This being said, pick a number $r > 1$ such that the inequality below is satisfied,

$$\max \left\{ \frac{\alpha p + 2d}{Np(p - 1)}, \frac{1}{p_c} + \frac{2d\sigma}{N} \right\} < \frac{1}{r} < \min \left\{ \frac{1}{p_c}, \frac{N + \alpha}{Np} \right\}, \quad r > p. \tag{3.7}$$

This choice is possible. In fact, in view of the condition $p \geq p_F$, one can easily check that all inequalities in (3.7) are satisfied except possibly for $\frac{1}{p_c} + \frac{2d\sigma}{N} < \frac{N + \alpha}{Np}$ which we verify as follows. The function $f(a) = 2d \sigma p^2 + p(2d - 2d\sigma - a) + a + \alpha$ defined for $a \geq \rho = 2d\sigma + \frac{2dp + \alpha}{p - 1}$ is decreasing so that in particular, $f(N) \leq f(\rho) < 0$ because $p \geq p_F = \frac{N - 2d\sigma + \alpha}{N - 2d(\sigma + 1)}$. Moving on, observe that from (3.7) follows the restrictions $1 \leq \ell < p_c < r$ and if we put

$$\mu = \frac{N}{2d} \left( \frac{1}{p_c} - \frac{1}{r} \right),$$

then $0 < \mu < \frac{1}{p}$. Moreover, we have

$$\mu = \frac{N(p - 1)}{2rd} - \frac{\alpha}{2d} + p\mu - 1 = \frac{N}{2d} \left( \frac{1}{\ell} - \frac{1}{r} \right) - \sigma - 1.$$

Introduce the function space $\mathbf{X}$ defined by

$$\mathbf{X} = \left\{ u \in C_b((0, \infty); L^{\infty}(\mathbb{R}^N)) : t^\mu u \in C_b((0, \infty); L^{\infty}(\mathbb{R}^N)) \right\}$$

which carries out the structure of a complete metric space when equipped with the distance $d(u, v) = \sup_{t > 0} t^\mu \|u(t) - v(t)\|_{L^{\infty}} := \|u - v\|_{\mathbf{X}}$. We want to show that Eq. (3.4) has a fixed point in $\mathbf{X}$ which is unique in $\overline{B}_K(0) \subset \mathbf{X}$ a closed ball centered at the origin and with radius $K > 0$ sufficiently small. We estimate separately each of the terms of the right hand side of (3.4). Making use of the smoothing estimate (2.4) we obtain

$$\left\| S_{d,0}(t)u_0 \right\|_{L^{\infty}} \leq C t^{-\frac{\alpha}{2d} \left( \frac{1}{p_c} - \frac{1}{r} \right)} \|u_0\|_{L_{p_c, \infty}} \leq C t^{-\mu} \|u_0\|_{L_{p_c, \infty}}.$$

Since $r > \frac{Np}{N + \alpha}$, it follows from Proposition 2.2 that

$$\left\| \int_0^t S_{d,\alpha}(t - s)\|u(s)\|^p ds \right\|_{L^{\infty}} \leq C \int_0^t (t - s)^{-\frac{\alpha}{2d} \left( \frac{p}{p - 1} \right)} t^\mu \|u\|_{L^{\infty}}^{p\mu} ds$$

$$\leq C \int_0^t (t - s)^{-\frac{N}{2d}(\frac{p}{p - 1})} t^\mu s^{-\mu} \|u\|_{L^{\infty}}^{p\mu} ds$$

$$\leq C (\sup_{t > 0} t^\mu \|u\|_{L^{\infty}})^p \int_0^t (t - s)^{-\frac{N(p - 1)}{2d} + \frac{\alpha}{2d} s^{-\mu}} ds$$

$$\leq C t^{-\frac{N(p - 1)}{2d} + \frac{\alpha}{2d} + 1} \|u\|_{\mathbf{X}}^p \int_0^1 \left( 1 - s \right)^{-\frac{N(p - 1)}{2d} + \frac{\alpha}{2d} s^{-\mu}} ds$$

$$\leq C t^{-\mu} \|u\|_{\mathbf{X}}^p \left( 1 - \mu t + \frac{N(p - 1)}{2d} \right).$$
To estimate the last term, we utilize (2.4) and proceed as follows
\[
\left\| \int_0^t S_{d,0}(t-s)w\zeta(s) \right\|_{L^r,\infty} ds \leq C \int_0^t (t-s)^{-\frac{N}{2} \left(\frac{1}{r} - \frac{1}{s} \right)} \|w\|_{L^r,\infty}\zeta(s)ds \\
\leq C \|w\|_{L^r,\infty} t^{-\frac{N}{2} \left(\frac{1}{r} - \frac{1}{s} \right)} \int_0^1 (1-s)^{-\frac{N}{2} \left(\frac{1}{r} - \frac{1}{s} \right)} + \frac{s^\sigma}{s^{\sigma+1}} ds \\
\leq C \|w\|_{L^r,\infty} t^{-\frac{N}{2} \left(\frac{1}{r} - \frac{1}{s} \right)} + \frac{s^\sigma}{s^{\sigma+1}} \left(\sigma + 1 - \frac{N}{2d (\frac{1}{r} - \frac{1}{s})} \right) \\
\leq C \|w\|_{L^r,\infty} t^{-\mu}.
\]
Summarizing, if \( \mathcal{Q}u = w + \mathcal{F}(u) \), \( w = S_{d,0}(t)u_0 + \int_0^t S_{d,0}(t-s)\zeta(s)w \), then
\[
\sup_{t>0} t^\mu \|\mathcal{Q}u(t)\|_{L^r,\infty} \leq C (\|u_0\|_{L^{pc}} + \|V\|_{L^r,\infty}) \leq K
\]
and thus \( \sup_{t>0} t^\mu \|\mathcal{Q}(t)\|_{L^r,\infty} \leq K \) so that \( \mathcal{Q} \) maps \( \overbar{B}_K(0) \) into itself. Arguing as above, we can show without ambiguity that \( \mathcal{Q} \) is a contraction map on \( \overbar{B}_K(0) \) for appropriately chosen \( K \) (small). Applying the Banach fixed point theorem, we thus obtain the existence of a solution \( u \) to (1.5) in \( X \) which is unique in \( \overbar{B}_K(0) \). Also, \( u(t) \to u_0 \), \( t \to 0^+ \) in \( \mathcal{S}'(\mathbb{R}^N) \).

To see this let \( \langle \cdot, \cdot \rangle \) denotes the duality bracket between \( \mathcal{S}'(\mathbb{R}^N) \) and \( \mathcal{S}(\mathbb{R}^N) \). It suffices to show that \( \lim_{t \to 0^+} \|u(t) - u_0, \varphi\| = 0 \) for all \( \varphi \in \mathcal{S}(\mathbb{R}^N) \). The justification of this fact seemingly follows the lines of the proof of Theorem 2.10 in [28]. The details are therefore omitted.

For the remaining bit of the proof, Part (a1) is proved as follows. The solution constructed above via a fixed point argument can be realized as the limit of the following sequence of approximations
\[
u_1 = S_{d,0}u_0, \quad u_{j+1} = u_1 + A_1(t)u_j + W(t, x), \quad j = 1, 2, 3, \ldots
\]
where
\[
A_1(t)v = \int_0^t S_{d,\alpha}(t-s)|v(s)|^p ds, \quad W(x, t) = \int_0^t S_{d,0}(t-s)w\zeta(s)ds.
\]
Assume \( u_0, w \) are radial functions. Since the kernel \( E_d \) is radial in the \( x \)-variable, we deduce that \( u_1 \) is radial in \( x \in \mathbb{R}^N \) as the convolution of two radial functions. For the same reason, \( W(x, t) \) is radial in \( x \) for all \( 0 < t < \infty \). Likewise, note that \( A_1(t)v \) is radial in the spatial variable provided \( v \) is so. Hence, an induction argument shows that each element of the sequence \( (u_j)_{j \geq 1} \) is radial in \( x \in \mathbb{R}^N \). On the other hand, \( u_j \) converges to \( u \) in a weak-* sense in \( C_0([0, \infty); L^{pc,\infty}(\mathbb{R}^N)) \) and up to a subsequence which we still denote by \( (u_j)_j \); \( u_j \to u \) almost everywhere as \( j \to \infty \) for all \( t \in (0, \infty) \). The conclusion follows from the fact that almost everywhere convergence preserves radial symmetry. The second (a2) and last part (a3) are established by essentially mimicking the previous argument bearing in mind that radial monotonicity and positivity (under the condition \( d \in (0, 1] \), \( E_d \) has a positive kernel) are properties which are preserved under convolution. This achieves the proof of Theorem 1.6.

**Proof of Theorem 1.8.** The strategy to prove Theorem 1.8 is exactly the same as that employed to establish Theorem 2.14 in [28]. Therefore we omit the details and simply refer the interested reader to the latter reference.
Proof of Theorem 1.9. Set $p_F = p_F(m) = \frac{N - 2md + n}{N - 2dm - 2d}$, $m \in \mathbb{R}$ and let $p \in (1, p_F)$. Assume $w \in C_0(\mathbb{R}^N) \cap L^1(\mathbb{R}^N)$ such that $\int_{\mathbb{R}^N} w(x) \, dx > 0$ and suppose that the function $\zeta$ is given according to (1.3). By way of contradiction, assume that Problem (1.1) has a global weak solution in the sense of Definition 1.1. Consider the cut-off functions $\psi_k \in C_0^\infty(\mathbb{R})$, $k = 1, 2$ with $0 \leq \psi_k \leq 1$

$$
\psi_1(s) = \begin{cases}
1 & \text{if } 1/2 \leq s \leq 3/4 \\
0 & \text{if } s \in [0, 1/4] \cup [4/5, \infty)
\end{cases}, \quad \psi_2(s) = \begin{cases}
1 & \text{if } s \in [0, 1] \\
0 & \text{if } s \geq 2.
\end{cases}
$$

Next, pick $T > 0$ large enough and let us introduce the function

$$
\psi_T(x, t) = \psi_1\left(\frac{t}{T}\right) \psi_2\left(\frac{|x|^{2d}}{T^{p-1}}\right)\frac{2d}{\alpha}. \quad (3.8)
$$

Since $u$ is a global weak solution of (1.1), we have that

$$
- \int_{\mathbb{R}^N} \int_0^T u \partial_t \psi_T - \int_{\mathbb{R}^N} \psi_T(x, 0) u_0 \, dx = \int_{\mathbb{R}^N} \int_0^T u(-\Delta)^d \psi_T + \int_{\mathbb{R}^N} \int_0^T |x|^\alpha |u|^p \psi_T \\
\quad + \int_{\mathbb{R}^N} \int_0^T w(x) \zeta(t) \psi_T. \quad (3.9)
$$

Remark that $\int_{\mathbb{R}^N} \psi_T(x, 0) u_0(x) \, dx = 0$ so that the above expression implies

$$
\int_{\mathbb{R}^N} \int_0^T |x|^\alpha |u|^p \psi_T + \int_{\mathbb{R}^N} \int_0^T w(x) \zeta(t) \psi_T \leq \int_{\mathbb{R}^N} \int_0^T |u(-\Delta)^d \psi_T| + \int_{\mathbb{R}^N \times [0, T]} |u| \, |\partial_t \psi_T|. \quad (3.8)
$$

At this point, set $I_1 = \int_{\mathbb{R}^N} \int_0^T |u(-\Delta)^d \psi_T|$ and $I_2 = \int_{\mathbb{R}^N \times [0, T]} |u| \, |\partial_t \psi_T|$. We wish to find suitable bounds for both $I_1$ and $I_2$. Start by observing that via an induction argument, one has

$$
|(-\Delta)^d \psi_T| \leq CT^{-1} \psi_2\left(\frac{|x|^{2d}}{T^{p-1}}\right) \psi_1\left(\frac{t}{T}\right)\frac{2d}{\alpha}. \quad (3.9)
$$

Hence, by utilizing the $\varepsilon$-Young inequality, we arrive at

$$
I_1 \leq \frac{1}{2} \int_{\mathbb{R}^N} \int_0^T |x|^\alpha |u|^p \psi_T \, dx \, dt + C \int_{\mathbb{R}^N} \int_0^T |(-\Delta)^d \psi_T| \frac{\alpha}{p-1} |x|^{-\frac{\alpha}{p-1}} \psi_T^{-\frac{1}{p-1}} \, dx \, dt
$$

and by invoking (3.9), the second expression (call it $I_{11}$) in the right hand side of the above estimate can further be estimated as follows

$$
I_{11} \leq c T^{-\frac{\alpha}{p-1}} \left(\int_0^T \psi_1\left(\frac{t}{T}\right) \frac{\alpha}{p-1} \frac{\alpha}{p-1} \frac{\alpha}{p-1} \, dt\right) \left(\int_{|y|^2 < \frac{2d}{\alpha}} T^{-\frac{\alpha}{p-1} \frac{\alpha}{p-1} \frac{\alpha}{p-1}} \frac{\alpha}{p-1} \frac{\alpha}{p-1} \frac{\alpha}{p-1} \, dy\right)
$$

$$
\leq c T^{-\frac{\alpha}{p-1} + 1} T^{\frac{\alpha}{p-1} \frac{\alpha}{p-1} \frac{\alpha}{p-1}} \left(\int_0^1 \psi_1(\tau) \frac{\alpha}{p-1} \, d\tau\right) \int_{|y|^2 < \frac{2d}{\alpha}} |y|^{-\frac{\alpha}{p-1} \frac{\alpha}{p-1} \frac{\alpha}{p-1}} \, dy
$$

$$
\leq c T^{-\frac{\alpha}{p-1} - \frac{\alpha}{p-1} + N}.
$$
where we have made in the first and second lines the change of variable \( x = T^{1/2d}y \) and \( T\tau = t \), respectively. This bound implies in particular that

\[
I_1 \leq \frac{1}{2} \int_{\mathbb{R}^N \times [0,T]} |u|^p |x|^\alpha \psi_T dxdt + cT^{-\frac{1}{p-1} - \frac{N}{2d(p-1)} + \frac{N}{2d}}. \tag{3.10}
\]

Similarly, one has

\[
I_2 \leq \frac{1}{2} \int_{\mathbb{R}^N \times [0,T]} |u|^p |x|^\alpha \psi_T + C \int_{\mathbb{R}^N \times [0,T]} \left| \partial_t \psi_1 \left( \frac{t}{T} \right) \right| \left| \frac{\partial}{\partial \tau} \psi_1 \left( \frac{t}{T} \right) \right| \left| \psi_1 \left( \frac{t}{T} \right) \right|^{2d/n} \psi_2 \left( \frac{|x|^2d/T}{|y|^2d/T+\frac{N}{2d}} \right) dx dt
\]

so that

\[
I_2 \leq \frac{1}{2} \int_{\mathbb{R}^N \times [0,T]} |u|^p |x|^\alpha \psi_T dxdt + cT^{-\frac{N}{2d(p-1)} + \frac{N}{2d} - \frac{1}{p-1}}. \tag{3.11}
\]

On the other hand, since \( T \) is chosen large we bound the second term in the left-hand side of (3.8) from below as follows

\[
\int_{\mathbb{R}^N \times [0,T]} w(x) \zeta(t) \psi_T(x,t) dxdt \geq \int_{T/2}^T \int_{\mathbb{R}^N} w(x) \zeta(t) \psi_T(x,t) dxdt
\]

\[
\geq \left( \int_{T/2}^T t^m \psi_1 \left( \frac{t}{T} \right) \frac{dt}{T} \right) \left( \int_{\mathbb{R}^N} w(x) \psi_2 \left( \frac{|x|^2d/T}{T} \right) dx \right)
\]

\[
\geq T^{m+1} \left( \int_{1/2}^1 \psi_1 \left( \frac{\tau}{T} \right) \frac{d\tau}{T} \right) \int_{\mathbb{R}^N} w(x) \psi_2 \left( \frac{|x|^2d/T}{T} \right) dx.
\]

From (3.8) and by combining the above bound with (3.10) and (3.11), we obtain that

\[
\int_{\mathbb{R}^N} w(x) \psi_2 \left( \frac{|x|^2d/T}{T} \right) \frac{2dp}{p-1} dx \leq cT^{-\frac{N}{2d(p-1)} + \frac{N}{2d} - \frac{1}{p-1}}.
\]

We deduce from the latter that

\[
\int_{\mathbb{R}^N} w(x) dx \leq 0
\]

which yields a contradiction in view of the assumption imposed on \( w \) along with the condition \( p < p_F \). In fact, the function \( \psi_2 \left( \frac{|x|^2d/T}{T} \right) \) converges in a pointwise sense to 1 as \( T \) approaches infinity so that by applying the Dominated Convergence Theorem, there holds

\[
\lim_{T \to \infty} \int_{\mathbb{R}^N} w(x) \psi_2 \left( \frac{|x|^2d/T}{T} \right) \frac{2dp}{p-1} dx = \int_{\mathbb{R}^N} w(x) dx > 0.
\]

As a consequence, for sufficiently large \( T \),

\[
\int_{\mathbb{R}^N} w(x) \psi_2 \left( \frac{|x|^2d/T}{T} \right) \frac{2dp}{p-1} dx \geq \gamma \int_{\mathbb{R}^N} w(x) dx \text{ for some } \gamma < 1.
\]

This achieves the proof of the first part of Theorem 1.9. When \( m > 0 \), one can easily adapt the preceding approach with a slightly modified test function. More precisely, for \( R > 0 \), by replacing \( \psi_T \) by the function \( \psi_{T,R}(x,t) = \psi_1 \left( \frac{t}{T} \right) \frac{\tau}{T} \psi_2 \left( \frac{|x|^2dR^{-2d}}{T} \right) \), we
reach the same conclusion \( \int_{\mathbb{R}^N} w(x) \, dx \leq 0 \) which leads to a contradiction. Theorem 1.9 is now completely proved.
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