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Abstract—This paper proposes a novel learning to learn method, called learning to learn iterative search algorithm (LISA), for signal detection in a multi-input multi-output (MIMO) system. The idea is to regard the signal detection problem as a decision making problem over tree. The goal is to learn the optimal decision policy. In LISA, deep neural networks are used as parameterized policy function. Through training, optimal parameters of the neural networks are learned and thus optimal policy can be approximated. Different neural network-based architectures are used for fixed and varying channel models. LISA provides soft decisions and does not require any information about the additive white Gaussian noise. Simulation results show that LISA achieves state-of-the-art detection performance. Particularly, LISA obtains near maximum likelihood detection performance in both fixed and varying channel models under QPSK modulation, and performs significantly better than classical detectors and recently proposed deep/machine learning based detectors under various modulations and signal to noise levels.

Index Terms—MIMO detection, learning to learn, recurrent neural networks, deep learning

I. INTRODUCTION

Multi-input Multi-output (MIMO) is a key technology in the fifth-generation (5G) mobile communication system. It is mostly used for improving the spectrum efficiency and channel capacity. In a MIMO system, several transmitting and receiving antennas are simultaneously used at the transmitter and the receiver end. In comparison with traditional Single-input Single-output (SISO) system, the MIMO system can make full use of space resources and increase the channel capacity without increasing the bandwidth since each antenna at the receiver can receive signals transmitted from all the transmitting antennas simultaneously. Therefore, it has been widely applied in various wireless communication systems due to its connection reliability and high transmission rate. However, it is of great challenge to recover the true signals after MIMO transmission, due to noise and intersymbol interference. The MIMO detection problem is known to be NP-hard.

A. Related Work

Many algorithms have been proposed to address the MIMO detection problem. Among these algorithms, maximum likelihood detection (MLD) [1] is able to find the global optimal solution as it searches over all possible transmitted signals exhaustively. Its time complexity is thus prohibitively high. Therefore, it has little practical usefulness, but usually is used as a baseline for measuring the performance of a detector.

To reduce the computational complexity, some linear detection algorithms, such as matched filter (MF) [2], zero-forcing (ZF) [3], minimum mean square error (MMSE) [2] detector and so on, have been developed. It is acknowledged that the accuracy of these detectors tend to be poor. Thus, a lot of nonlinear detection algorithms have been proposed in which compromises between computation complexity and detection accuracy are made. Representative algorithms include sphere decoding (SD) [4][5], semidefinite relaxation (SDR) [6], approximate message propagation (AMP) [7] and so on. While having lower complexity than the MLD, these algorithms can achieve suboptimal detection performance.

Owing to the development of advanced optimization algorithms and the fast-growing of computing power, machine learning has made great achievements [9]. Machine learning algorithms have been widely applied to many research areas, such as global optimization [10], [11], [12], system biology [13], etc. and industrials, such as Apple Siri, etc, to name a few. They have also been successfully applied to the MIMO detection problem. For example, Huang et al. [14] proposed to convert the MIMO detection problem into a clustering problem, which is then solved by the expectation-maximization algorithm. Simulation experiments showed that this method can achieve near MLD performance when the channel is fixed and perfectly known. However, it is not applicable to varying channel and hence has very limited practical use. Elgabli et al. [15] re-formulates the MIMO detection problem as a Lasso [16] problem. It is then optimized by a two-stage ADMM [17] algorithm. Experiments showed that it behaves well compared to classical detectors.

In recent years, deep learning has achieved great success in various fields, such as computer vision, speech recognition, natural language processing, and so on [18]. Not surprisingly, there are also some attempts to apply deep learning methods to the MIMO detection problem. These deep learning-based detectors basically fall into two categories depending on how deep learning techniques are used.

In the first category, deep learning techniques are used as feature extractor. Yan et al. [19] proposed a detector called AE-ELM for the MIMO-OFDM system [19], in which an auto-encoder (AE) network is combined with extreme learning machine (ELM) to recover the transmitted signal for the OFDM (Orthogonal Frequency Division Multiplexing) system. The AE is used to extract features of the received signal, and the features are classified by the ELM. Experiments showed that AE-ELM can achieve a detection performance similar to the MLD in the MIMO-OFDM systems.

In deep learning, how to design the structure of a neural network is a key issue that need to pay great attention. Recent development addresses this issue by proposing a learning to learn approach [20][21]. The main idea is to unfold an iterative...
algorithm (or a family of algorithm) to a fixed number of iterations. Each iteration is considered as a layer and the unfolded structure is called a deep neural network. This model-driven deep learning approach can achieve or exceed the performance of corresponding iterative algorithms since the advantages of model-driven and data-driven approach are effectively complementary to each other.

Few learning to learn approaches have been developed for continuous and combinatorial optimization problems. Andrychowicz et al. proposed to learn the descent direction by long short term memory (LSTM) recurrent neural network (RNN) for continuous optimization algorithms with differentiable $f$. In Li et al., the decision of the iterative change is formalized under the Markov decision process framework, in which a feed-forward neural network is used to model the policy function. Chen et al. proposed a learning to learn approach for black-box optimization problems, in which LSTM is used to model the iterative change. The learned algorithm compares favorably against Bayesian optimization for hyper-parameter tuning. Dai et al. proposed to learn heuristics for combinatorial optimization problems, such as TSP, maximum cut, and others. Experimental results showed that their algorithm performs well and can generalize to combinatorial optimization problems with different sizes.

In the area of MIMO detection, learning to learn approaches have also been developed. For examples, Samuel et al. proposed a detector called DetNet. It is the unfolding of a projected gradient descent algorithm. The iteration of the projected gradient descent algorithm is of the following form

$$\hat{s}_{k+1} = \mathcal{P} [\hat{s}_k - \delta_k \mathbf{H}^\top \mathbf{y} + \delta_k \mathbf{H}^\top \mathbf{H} \hat{s}_k]$$

where $\mathbf{H}$ is the channel matrix, $\hat{s}_k$ is the estimate in the $k$-th iteration, $\delta_k$ is the step size, and $\mathcal{P}$ is a non-linear projection operator. A neural network is designed to approximate the projection operator. Simulation experiments show that DetNet achieves state-of-the-art performance while maintaining low computational complexity. However, in terms of the detection accuracy, there is still a big gap between DetNet and MLD. Actually, there have no detectors in literature that are comparable with the MLD in the varying channel scenario. In addition, DetNet requires that the number of receiving antennas is more than that of the transmitting antennas. This condition may not be always true in reality.

Gao et al. proposed to simplify the structure of DetNet by reducing the input, changing the connection structure from the fully connection to a sparse one and modifying the loss function. These simplifications reduce the complexity and improve the detection accuracy to some extent. Corlay et al. proposed to change the sigmoid activation function used in DetNet to a multi-plateau version and used two networks with different initial values to detect the transmitted signals simultaneously. The detection performance can be improved by selecting the solution which has a smaller loss function. Similar to DetNet, OAMP-Net is designed by unfolding the orthogonal AMP (OAMP) algorithm. It is claimed that OAMP-Net requires a short training time, and is able to adapt to varying channels. However, OAMP-Net assumes that the variance of the noise is known, which is not realistic.

For large-scale overloaded MIMO channels (i.e. the number of the receiving antennas is less than the number of transmitting antennas), Imanishi et al. proposed a trainable iterative detector (TI-detector) based on the iterative soft thresholding algorithm (ISTA). In their algorithm, the sensing matrix in the ISTA algorithm is replaced by the pseudo-inverse of the channel matrix. In low-order modulation, the TI-detector can achieve comparable detection performance to the IW-SOAV (iterative weighted sum-of-absolute value) optimization algorithm with low complexity. However, the performance of the TI-detector deteriorates seriously when the modulation order becomes higher. Tan et al. proposed to use deep neural network (DNN) to improve the performance of the belief propagation (BP) algorithm for MIMO detection. Their methods, named DNN-BP and DNN-MS, are the unfolding of two modified BP detectors (damped BP and max-sum BP), respectively. It was claimed that DNN-BP and DNN-MS improves the detection accuracy of the BP algorithm.

Although those learning to learn approaches have achieved substantial improvement over classical detectors, there is still a big gap between these detectors and the MLD.

B. Main contributions

In this paper, we propose a novel learning to learn method, named learning to learn iterative search algorithm (LISA), for MIMO detection. Different from the present learning to learn approaches, we do not unfold existing iterative detection algorithm to a deep network. Rather, we first propose to iteratively construct a solution to the MIMO detection problem by taking deep neural network as building block. The constructive algorithm is then unfolded into a shallow network. In the construction process, the symbols of the transmitted signal are recovered one by one. In detecting each symbol, soft decisions are provided to meet the requirements of communication systems.

Experimental results show that LISA has a strong ability of generalization. Once trained, LISA can adapt to different models and signal to noise (SNR) levels. It also performs well for both fixed and varying channels. Experimental results also show that LISA performs significantly better than existing learning to learn approaches for fixed and varying channel models at different modulation and SNRs. Surprisingly, LISA can achieve near-MLD performance in both fixed and varying channel scenarios in the QPSK modulation.

The rest of the paper is organized as follows. In Section the MIMO detection problem and its reformulation by using QL-decomposition is presented. In Section we present LISA for fixed channel and varying channel, respectively. Experimental results are given in Section concludes the paper.

II. The Problem

In this section, we describe the MIMO model and review the reformulation of MIMO detection based on QL-decomposition.
A. Notations

Throughout the paper, we use lowercase letter to denote scalar (e.g. \( s \)), boldface lowercase letter to denote vector (e.g. \( s \)), and boldface uppercase letter to denote matrix (e.g. \( H \)). \( H^\dagger \) denotes the transpose of the matrix \( H \). \( CN(\mu, \sigma^2 I) \) denotes the complex Gaussian distribution with mean \( \mu \) and covariance matrix \( \sigma^2 I \). \( Re(\cdot) \) and \( Im(\cdot) \) denote the real and imaginary part of a complex number, respectively.

B. The MIMO detection problem

Consider a MIMO system with \( N_t \) transmitting antennas at the transmitter and \( N_r \) receiving antennas at the receiver. Assume that at some time step \( t \), the transmitted symbol vector at the transmitter is \( \bar{s} = (\bar{s}_1, \bar{s}_2, \cdots, \bar{s}_{N_t}) \in \mathbb{A}^{N_t} \), where \( \bar{s}_i \in \mathbb{A} \), \( i = 1, 2, \cdots, N_t \) represents the transmitted symbol from the \( i \)-th transmitting antenna, and \( \mathbb{A} \) is a finite alphabet related to the constellation. The MIMO detection problem is to recover \( \bar{s} \) from the received symbol vector \( \bar{y} = (\bar{y}_1, \bar{y}_2, \cdots, \bar{y}_{N_r}) \in \mathbb{C}^{N_r} \) observed at the receiver. Here \( \bar{y} \) can be described as follows:

\[
\bar{y} = \bar{H} \bar{s} + \bar{n}
\]

(2)

where \( \bar{H} \in \mathbb{C}^{N_r \times N_t} \) represents the complex channel matrix, each element \( h_{ij} \) is the path gain from the \( j \)-th transmitting antenna to the \( i \)-th receiving antenna. The value of \( h_{ij} \) is drawn from the i.i.d. complex Gaussian distribution with zero mean and unit variance. \( \bar{n} \in \mathbb{C}^{N_r} \) represents the additive white Gaussian noise (AWGN) at the receiver, i.e.

\[
\bar{n} \sim CN(0, \sigma^2 I_{N_r}).
\]

(3)

It is difficult to solve the complex-valued MIMO channel model directly. Without loss of generality, we use an equivalent real-valued channel model. Specifically, we separate the real and imaginary parts of the transmitted and received symbol vectors to obtain the real-valued model. The following equations show how to convert the complex-valued model to a real-valued one,

\[
y = \begin{bmatrix} Re(\bar{y}) \\ Im(\bar{y}) \end{bmatrix}, \quad H = \begin{bmatrix} Re(\bar{H}) & -Im(\bar{H}) \\ Im(\bar{H}) & Re(\bar{H}) \end{bmatrix},
\]

\[
s = \begin{bmatrix} Re(\bar{s}) \\ Im(\bar{s}) \end{bmatrix}, \quad n = \begin{bmatrix} Re(\bar{n}) \\ Im(\bar{n}) \end{bmatrix}.
\]

In this way, the MIMO channel model can be written as:

\[
y = Hs + n
\]

(4)

where \( y \in \mathbb{R}^{2N_r} \), \( H \in \mathbb{R}^{2N_r \times 2N_t} \), \( n \in \mathbb{R}^{2N_r} \), \( s \in \mathbb{A}^{2N_t} \), and \( \mathbb{A} = Re(\mathbb{A}) \), i.e. the elements in \( \mathbb{A} \) is the real part of elements in \( \mathbb{A} \). Without loss of generality, we assume the size of \( \mathbb{A} \) is \( M \). Its value depends on the modulation mode.

In the MIMO detection problem, we assume perfect channel state information. The goal is to recover the transmitted symbol vector \( s \) as accurately as possible when we observe the received signal \( y \).

The best detection algorithm to solve the MIMO detection problem is the maximum likelihood detector (MLD), which solves the problem based on the maximum likelihood criterion:

\[
\min_{s \in \mathbb{A}^{N_t}} \|y - Hs\|_2^2
\]

(5)

The MLD searches all possible solutions in the solution space and selects the one that minimizes the objective function as the transmitted signal. It has a prohibitively high time complexity (exponential in the number of \( N_t \)). Apparently, the MLD is not applicable for large \( N_t \). We have found that no existing detectors are able to compare with the MLD in terms of detection accuracy.

C. QL decomposition

Our constructive algorithm is built upon the transformation of the detection problem through QL decomposition. Consider the QL-decomposition of the channel matrix \( H \), i.e., \( H = QL \), where \( Q \in \mathbb{R}^{2N_r \times 2N_t} \) is an orthogonal matrix, and \( L \in \mathbb{R}^{2N_t \times 2N_t} \) is a lower triangular matrix. Then Problem 5 can be converted to its equivalent form:

\[
\min_{s \in \mathbb{A}^{2N_t}} \|y - LS\|_2^2
\]

(6)

where \( y = QTy \). Expanding the \( l_2 \)-norm in Eq. 6 we get the following equivalent form:

\[
\min_{s \in \mathbb{A}^{2N_t}} \left\{ f_1(s_1) + f_2(s_1, s_2) + \cdots + f_{2N_t}(s_1, \cdots, s_{2N_t}) \right\}
\]

(7)

where

\[
f_k(s_1, \cdots, s_k) = \left( y_k - \sum_{l=1}^{k} l_{k,l}s_l \right)^2
\]

(8)

and \( l_{k,l} \) is the element of \( L \) at \((k, l)\).

Problem 7 shows that we can detect the symbol from \( s_1 \) to \( s_{2N_t} \) one by one recursively. That is to say, we can recover \( s_1 \) first, calculate \( f_1(s_1) \); recover \( s_2 \) based on the known \( s_1 \) and calculate \( f_2(s_1, s_2) \), repeat this process until \( s_{2N_t} \) is recovered. Along the search procedure, we need to compare totally \( |\mathbb{A}|^{2N_t} \) possible solutions, and the one that minimizes \( f_1(s_1) + f_2(s_1, s_2) + \cdots + f_{2N_t}(s_1, \cdots, s_{2N_t}) \) is the signal recovered. Many detectors, such as ZF [3], ZF-DF [36], SD [4][5] and SDR [6], are all built upon QL decomposition.

III. LEARNING TO DO ITERATIVE SEARCH

In this section, we first present the proposed constructive algorithm built upon QL decomposition, then present LISA.

A. The Decision Making Problem

Note that Problem 7 can actually be visualized as a decision tree with \( N_t + 1 \) layers, \(|\mathbb{A}| \) branches stemmed from each non-leaf node, and \(|\mathbb{A}|^{N_t} \) leaf nodes. A cumulative metric \( f_1(s_1) + f_2(s_1, s_2) + \cdots + f_k(s_1, s_2, \cdots, s_k) \) is associated at each node, and a branch metric \( f_k(s_1, s_2, \cdots, s_k) \) at each branch (except the root).

The detection of the transmitted signal can then be considered as a decision making problem. At each node, a decision is to make: which branch shall the detector choose to go? In ZF, ZF-DF, SD and FCSD [37], different decision strategies have been used. For examples, in ZF-DF, \( s_k \) is estimated as:

\[
\hat{s}_k = \arg\min_{s_k \in \mathbb{A}} f_k(\hat{s}_1, \hat{s}_2, \cdots, \hat{s}_{k-1}, s_k)
\]

(9)
where \( \hat{s}_1, \hat{s}_2, \ldots, \hat{s}_{k-1} \) are the estimated signals. That is, ZF-DF chooses the branch that minimize the cumulative metric. In the SD, at each node, it will skip the branches emanating from the node if it has a large radium \( R \).

From a decision-tree perspective, ZF-DF searches just a single path down from the root. It is clearly not able to obtain a satisfactory performance. On the other hand, the MLD searches all the branches. It is clearly not economic. The SD tries to make a balance on the detection complexity and accuracy by setting a proper \( R \). The value of \( R \) determines how much branches the detector needs to search over. A smaller \( R \) means to search over less branches, hence exhibits a lower complexity but a lower accuracy. In case \( R \) is set too high, much branches the detector needs to search over. A smaller \( R \) means to search over less branches, hence exhibits a lower complexity but a lower accuracy. In case \( R = \infty \), the SD degenerates to the MLD.

In this paper, rather than using a fixed strategy as in the aforementioned detectors, we propose to use a deep neural network to adaptively make the decision. At each node, the decision is made based on the output of a deep neural network, while the information collected so far is used as input to the neural network.

By this way, the detector does not need to search over the entire tree branches, but makes decisions purely based on the learned neural network. Apparently, this can accelerate the detection speed, but the accuracy depends entirely on the quality of the learned neural network.

### B. LISA

In this section, we present the proposed learning to learn iterative search algorithm (LISA). LISA consists of multiple blocks. Each block is composed of a full solution constructive procedure. As seen in Problem 7, a sequential timing relationship between symbols is brought in by QL-decomposition. Thus, the structure of the block is designed based on LSTM [23], [38], which is a known technique for processing series data in deep learning. Please see Appendix B for a brief introduction of LSTM. We designed two different MIMO detection networks for the fixed and varying channel scenarios, respectively.

1) The solution construction procedure for varying channel:

In this case, we assume that signals come from different channels, i.e., the channel is time-varying. Consider the real-valued channel model in (2), it can be rewritten as the following equation when QL-decomposition is performed on the channel matrix \( H \).

\[
\tilde{y} = L s + \tilde{n}
\]

where \( \tilde{y} = Q^T y \) and \( \tilde{n} = Q^T n \). From Eq. (10) it can be seen that the following formula is established if the noise is ignored.

\[
\begin{align*}
\hat{s}_1 &= \arg \min_{s_1 \in \mathcal{A}} f_1(\tilde{y}_1, l_{1,1}) \\
\hat{s}_2 &= \arg \min_{s_2 \in \mathcal{A}} f_2(\tilde{y}_2, s_1, l_{1,2}, l_{2,2}) \\
&\quad \vdots \\
\hat{s}_{2N_l} &= \arg \min_{s_{2N_l} \in \mathcal{A}} f_{2N_l}(\tilde{y}_{2N_l}, s_1, s_2, \ldots, s_{2N_l-1}, \\
&\quad l_{1,2N_l-1}, l_{2N_l,2}, \ldots, l_{2N_l,2N_l})
\end{align*}
\]

The ZF solves Eq. (11) by Gaussian elimination: take \( \hat{s}_1 = \tilde{y}_1 / l_{1,1} \), then \( \hat{s}_2 = (\tilde{y}_2 - \hat{s}_1 l_{1,2}) / l_{2,2} \), and so on. \( \hat{s}_k \) is then obtained by projecting \( \hat{s}_k \) onto the constellation \( \mathcal{A} \). For the ZF-DF, it differs from the ZF in that it projects the symbols to the constellation at each Gaussian elimination step, rather than afterwards. These methods tend to perform poor because the noise and intersymbol interference is not well handled.

Note that, from Eq. (11) we see that the recovered symbol \( \hat{s}_1 \) is a function of \( \tilde{y}_1 \) and \( l_{1,1} \); \( \hat{s}_2 \) is a function of \( \tilde{y}_2, l_{2,1} \) and \( l_{2,2} \), and so forth. In the ZF and ZF-DF, these functions \((f_1, \ldots, f_{2N_l})\) are considered to be linear. Solving these functions lead to exact solution if there is no noise and intersymbol interference. However, they are intrinsically non-linear in practice due to the existence of noise and interference. We hence propose to use LSTM to capture the non-linear relationship between the transmitted signal and observations.

Basically, LSTM can be considered as a recursive function

\[
\{C_t, h_t\} = \text{LSTM}(C_{t-1}, h_{t-1}, x_t; \theta_{t-1})
\]

where \( C_t, C_{t-1} \) is called the cell state which is for information flow along time, \( C_t, h_t \) is the output at time \( t \), \( C_{t-1} \) and \( h_{t-1} \) is the input at time \( t \), and \( x_t \) is the input (observation) at time \( t \), respectively. \( \theta_{t-1} \) is the parameter of LSTM. Usually \( \theta_{t-1} = \theta \), i.e. the parameters of LSTM is shared along time.

Fig. 1 shows the LSTM structure.

![Fig. 1. The structure of LSTM.](image)

The basic structure of the solution construction algorithm for varying channel is shown in Fig. 2.

![Fig. 2. The structure of the solution construction algorithm for varying channel.](image)

From the figure, it is seen that when predicting \( s_1 \), the input to the LSTM is \( i_1 = \{\tilde{y}_1, l_{1,1}\} \) and \( C_0, h_0 \), while for \( s_2 \), the input is \( i_2 = \{\tilde{y}_2, l_{2,1}, l_{2,2}\} \) and \( C_1, h_1 \), and so on. It is seen that given all the information, including \( \tilde{y} \) and \( L \), and parameters of the LSTM, a signal can be recovered for
Problem 6 following Fig. 2. Such a construction process is called a ‘block’ in the sequel.

At each signal recovery step for the $t$-th symbol, we apply a softmax layer on the LSTM output $h_t$ for a soft-decision. The observed information $x_t$ is then updated. It is initialized to be $x_1 = \{\tilde{y}_1, l_{11}\}$. Mathematically, for $t = 1, \ldots, 2N_t$, we have the following recursive functions:

$$
\begin{align*}
\{C_t, h_t\} &= \text{LSTM}(C_{t-1}, h_{t-1}, x_t; \theta_{t-1}) \\
\hat{p}_t &= \text{Softmax}(h_t) \\
\hat{s}_t &= \arg \max(h_t) \\
x_{t+1} &= \{\tilde{y}_{t+1}, l_{t+1,1:t+1}\}
\end{align*}
$$

where $\hat{p}_t = (\hat{p}_t^1, \ldots, \hat{p}_t^{|\mathcal{A}|})^T$ is a probability vector, whose element represents the probability that $s_t$ equals to an element in $\mathcal{A}$.

The softmax layer is applied to $h_t$ at each step. It is a function of $h_t$ with parameters $w_i$, $1 \leq i \leq |\mathcal{A}|$, which can be stated as follows:

$$
\hat{p}_t^i = \frac{\exp(h_t^Tw_i)}{\sum_j \exp(h_t^Tw_j)}.
$$

2) The solution construction procedure for fixed channel:

In this case, we assume that all signals come from a fixed channel known in advance. Compared with the varying channel scenario, this case is much easier to deal with. The basic structure of the solution construction procedure for fixed channel can thus be simplified.

There are two main changes in the fixed channel scenario in comparison with the varying case. First, when predicting $s_t$, the input is only $\tilde{y}_t$, no $l_{t,1:t}$. Values of the lower triangular matrix $L$ are not required. Second, a fully connected deep neural network (DNN) is used instead of LSTM. The prediction for $s_t$ can be summarized as follows:

$$
\begin{align*}
h_t &= \text{DNN}(h_{t-1}, x_t; \theta_{t-1}) \\
\hat{p}_t &= \text{Softmax}(h_t) \\
\hat{s}_t &= \arg \max(h_t) \\
x_{t+1} &= \{\tilde{y}_{t+1}\}
\end{align*}
$$

The basic structure for the fixed channel model is shown in Fig. 3. Again the whole solution construction process is called a block.

C. The architecture of LISA

In a block, a transmitted symbol vector can be recovered one by one to reach a solution of Problem 6. The obtained solution is not necessarily optimal or with high quality. To improve this solution, we propose to unfold the constructive algorithm to several blocks. The structure of LISA is shown in Fig. 4.

In the figure, $X$ represents the input, which contains the observation $\tilde{y}$ and the low triangle matrix $L$. It is the same for all the blocks. $P_t = [\hat{p}_1, \ldots, \hat{p}_{2N_t}]$ is the matrix of the probability obtained by the $t$-th block. $O_t$ is the output at the $t$-th block. In the fixed channel scenario, the output is only $h_{2N_t}$, while in the varying channel scenario, the output includes $h_{2N_t}$ and $C_{2N_t}$.

Note that each block outputs not only a solution to the detection problem, but also some additional information. These additional information, including $C_{2N_t}$ and $h_{2N_t}$, for varying channel structure, and $h_{2N_t}$ and $c_{2N_t}$ for fixed channel structure, is helpful to improve the solution quality in the following blocks.

D. Note

We should emphasize that the framework used for building LISA is totally different from the unfolding structure of DetNet and its variants. In DetNet and its variants, the projected gradient descent is unfolded to several steps (layers). A neural network is designed to approximate the projection operator $P$ in Eq. 1. The unfolding structure assembles the iterations of the projected gradient descent algorithm. Full solutions are updated along the unfolding.

In LISA, a series of neural networks are used to assemble a full solution. LISA concerns more about how a full solution to the detection problem is gradually constructed. Domain knowledge about constructing a solution can be readily incorporated in such a framework. On the other hand, the solution construction in each DetNet layer is limited to the design of neural networks.

E. Training LISA and Testing

In our experiments, the data used for training LISA is generated in two steps. First, we sample a set of channel matrix $H$s. Element of $H$ is sampled from a normal distribution with zero mean and unit variance. Then, for each $H$, we generate data by applying Eq. 4. The noise variance was randomly
sampled so that the SNR will be uniformly distributed in $[\text{SNR}_{\min}, \text{SNR}_{\max}]$. Note that the sampled $H$ is not positive-definite ensured.

Suppose the generated training data set is $\mathcal{D} = \{(s^{(i)}, H^{(i)}, y^{(i)}), i = 1, 2, \ldots, N\}$, where $N$ is the number of samples. $s^{(i)} = (s_{1}^{(i)}, s_{2}^{(i)}, \ldots, s_{2N_{t}}^{(i)})$ is the $i$-th transmitted symbol vector, and $y^{(i)} = (y_{1}^{(i)}, y_{2}^{(i)}, \ldots, y_{2N_{t}}^{(i)})^T$ is the observed symbol vector.

Before training, we perform QL-decomposition on the channel matrix of each sample

$$H^{(i)} = Q^{(i)} L^{(i)}$$

(14)

Multiplying $(Q^{(i)})^T$ over $y^{(i)}$, we obtain a converted data set $\bar{\mathcal{D}} = \{(s^{(i)}, L^{(i)}, \bar{y}^{(i)}), i = 1, 2, \ldots, N\}$, where $\bar{y}^{(i)} = Q^{(i)^T} y^{(i)}$.

The choice of the loss function is critical for neural network training. We regard the MIMO detection problem as a classification problem since all symbols take value from a discrete set. Therefore, the cross entropy loss is used to train LISA. Specifically, the loss function we used in the training process is written as:

$$L(\theta) = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{2N_{t}} H \left( p_j(s^{(i)}_j), \hat{p}_j(s^{(i)}_j; \theta) \right)$$

(15)

where $H(\cdot, \cdot)$ represents the cross entropy function, $p_j(s^{(i)}_j)$ represents the true probability distribution of the symbol $s^{(i)}_j$, $s^{(i)}_j$ denotes the $j$th symbol of the $i$th sample $s^{(i)}$. The probability distribution can be expressed as:

$$p_j(s^{(i)}_j) = \begin{bmatrix} I(s^{(i)}_j = x_1) \\ I(s^{(i)}_j = x_2) \\ \vdots \\ I(s^{(i)}_j = x_M) \end{bmatrix}$$

(16)

where $I(\cdot)$ is the indicator function. Actually, $p_j(s^{(i)}_j)$ is the one-hot encoding of the symbol $s^{(i)}_j$. $\hat{p}_j(s^{(i)}_j; \theta)$ is the prediction of the probability distribution of the last block to $s^{(i)}_j$, and $\theta$ is the parameter of LISA.

In the testing phase, suppose that the new observed signal is $y = (y_1, y_2, \ldots, y_{2N_{t}})^T$ and its corresponding channel matrix is $H = [h_1, h_2, \ldots, h_{2N_{t}}]$, where $h_i$ denotes the $i$-th column of $H$. To recover the transmitted signal, we first perform QL-decomposition on $H$ to convert the received signal to $\tilde{y} = Q^T y$. We then feed the trained LISA with $\tilde{y}, L$. The transmitted signal is recovered as

$$\hat{s}_i = \text{arg max } \hat{p}_i, 1 \leq i \leq 2N_{t}$$

(17)

where $\hat{p}_i$ is the output of the $i$-th component of LISA.

IV. EXPERIMENTAL RESULTS

In this section, comparison results of LISA against existing detectors are provided in both the fixed channel and varying channel scenarios. The code is implemented in Pytorch. The computing platform is two 14-core 2.40GHz Intel Xeon E5-2680 CPUs (28 Logical Processors) under Windows 10 with GPU NVIDIA Quadro P2000. The ADAM optimizer is used to train LISA.

The compared detectors include two linear detectors (ZF and MMSE), one machine learning based algorithm (two-stage ADMM), one learning to learn method (DetNet) and the best detector (MLD). The bit error rate (BER) is used to measure the performance of these detectors.

A. Results in the fixed channel scenario

In the fixed channel scenario, the structure of the DNN is a fully connected neural network with three layers, and the number of neurons in the hidden layer is 600. For a fixed $H$, ten million samples are generated and used to train LISA. The training samples consist of signals of different SNR values in [2, 8], which are sampled uniformly. Following standard deep neural network training procedure, we train LISA in 10 epochs. At each epoch, the mini-batch training method is adopted with batch size 1000. The BER of the learned LISA on a test data set with size 100K, which is generated the same as the training data, is compared among the detectors.

The comparison result regarding the fixed channel with QPSK modulation is shown in Fig. 5. It can be seen that LISA performs much better than the linear detectors (MMSE, ZF) and even achieve near-MLD performance. The DetNet has very poor performance: it performs even worse than the linear detectors. The performance of the two-stage ADMM is a bit better than DetNet, but still worse than MMSE and ZF at high SNR levels.

B. Results in the varying channel scenario

In this experiment, 100 million training samples are used, in which a range of SNR values are used to generate these samples. When generating the samples, we do not exclude $H$s that are ill-conditioned (with large condition number) or even singular. The dimension of the hidden state, i.e., $C_{t}$, is set as 600. Two blocks are used in LISA. In the training phase, we train LISA with 40 epochs and the batch size in each epoch is 20K.

We found the following post-processing procedure is able to further improve the performance of LISA. That is, for each $H$...
and an observation $y$, signals are recovered in original order and reverse order in the testing phase. The transmitted signal is then determined based on the two predictions.

In the original order, the signal is recovered from $1$ to $2N_t$. The lower-triangle matrix obtained by QL decomposition on $H$ and $y$ is input to the learned LISA. In the reverse order, the signal is recovered from $2N_t$ to $1$. To do so, we first reverse the order of the columns of the channel matrix to obtain $H' = [h_{2N_t}, \ldots, h_2, h_1]$. The QL-decomposition on $H'$ ($H' = Q' L'$) is then used as the input to LISA.

Suppose the recovered signal in the original order is $s'$ and that of the reversed order is $s''$. Combining the two recovered signals, the transmitted signals are recovered as

$$s^* = \arg \min_{s \in \{ s', s'' \}} |y - Hs|^2_2. \tag{18}$$

That is, the signal with smaller recovery error is considered as the final recovered signal.

Fig. 6 shows the BER performance of the compared algorithms in varying channel with the QPSK modulation, where the complex channel matrix size is $4 \times 4$, i.e., $N_t = 4$ and $N_r = 4$. From Fig. 6, it is seen that LISA performs extremely well in this case. Its BER performance is much lower than the compared algorithms, even close to the MLD. To the best of our knowledge, there is no such detectors that are able to reach the MLD performance. For the compared detectors, DetNet is only able to perform better than MMSE, while the two-stage ADMM performs worse than MMSE, a bit better than ZF.

Fig. 7 shows the performance of LISA in a $4 \times 4$ MIMO system with 16-QAM modulation in terms of BER. It is seen that when the modulation order becomes higher, the detection performance of DetNet becomes similar to MMSE, but LISA still achieves better performance than MMSE. DetNet performs only comparably with MMSE, while two-stage ADMM performs only better than ZF, but worse than MMSE.

The BER performance of LISA with 64-QAM modulation in $4 \times 4$ varying channel is shown in Fig. 8. From the figure, it is clear that DetNet performs the worst. Its performance is worse than ZF. Two-stage ADMM performs a little worse than MMSE. LISA still performs better than MMSE, and it performs clearly the best among the compared detectors.

LISA can also be used for massive MIMO detection. Fig. 9 shows the results of the compared detectors in $20 \times 20$ varying channel with QPSK and 16-QAM modulation. It is seen from the figure that LISA performs the best among the detectors, two-stage ADMM is worse, but better than DetNet in QPSK modulation. The performance of MMSE and ZF are very poor. With 16-QAM modulation, the performance of DetNet, MMSE and ZF is no comparable to LISA and two-stage-ADMM, hence they are not shown in the figure.

C. Further Results on Correlated Channel Matrices

So far all the results are obtained by training LISA on channel matrices with independently sampled normal entities. To further test the performance of LISA against known detectors, in this section, LISA is trained on channel matrices whose entities are with correlations. The Kroneker model proposed in [40] is applied to generate the correlated channel matrices. In the Kronecker model, the channel matrix $H$ is obtained as follows:

$$H = R_r^\frac{1}{2} H_w R_t^\frac{1}{2} \tag{19}$$
where $H_w$ is an i.i.d. Rayleigh fading matrix, $R_t$ ($R_r$) is the covariance matrix in the transmitting (receiving) end:

$$R_r = I, \quad R_t = \begin{pmatrix} 1 & \alpha & \cdots & \alpha \\ \alpha & 1 & \cdots & \alpha \\ \vdots & \vdots & \ddots & \vdots \\ \alpha & \cdots & \alpha & 1 \end{pmatrix} \quad (20)$$

where $\alpha$ is the correlation coefficient.

Fig. [10] shows the BER performance of LISA against the compared detectors in case of different correlation coefficients. From the figure, it is clearly seen that LISA performs significantly better than the rest of the algorithms. Especially, for the QPSK modulation, LISA obtains near-MLD performance. DetNet performs generally similar to MMSE, while two-stage-ADMM performs even worse than ZF in case of 16-QAM modulation. Two-stage-ADMM is only slightly better than ZF in QPSK.

In summary, we may conclude that LISA works significantly better than all classical detectors (such as ZF, MMSE) and machine learning based algorithms (DetNet and two-stage-ADMM). Further, in comparison between the framework used by DetNet and LISA, we may conclude that the LISA framework can perform better than unfolding based learning to learn approach.

D. Sensitivity Analysis

In LISA, one of the important architecture parameters is the number of neurons used in LSTM. We investigate how the number affects the performance of LISA in the varying channel scenario. Fig. [11] shows the performance of LISA in terms of different number of neurons. From the figure, it is seen that along the increasing of neurons, the performance of LISA becomes better. However, the performance improvement becomes less significant.

V. Conclusion

In this paper, we proposed a learning to search approach, named LISA, for the MIMO detection problem. We first proposed a solution construction algorithm using DNN and LSTM as building block for fixed and varying channels, respectively, based on QL-decomposition of the channel matrix. LISA is composed of the unfolding of the solution construction algorithm. Experimental results showed that LISA achieves state-of-the-art performance. Especially, it is able to achieve near-MLD performance with low complexity both for fixed and varying channel scenarios in QPSK modulation. It performs significantly better than classical detectors and recently proposed machine/deep learning based detectors. Further, we showed that LISA performs significantly better than known detectors for complicated (correlated) channel matrices.

APPENDIX

Artificial neural networks (ANN) are computing systems in which nodes are interconnected with each other. The nodes work much like neurons in the human brain. They connect with weights simulating the stimulus among neurons. Together with training algorithms, ANN can recognize hidden patterns and correlations in data. Fig. [12] shows a simple feedforward neural network with 3 layers, including an input, a hidden and an output layer. This network receives input and pass it over to the output.

ANN cannot process sequential, such as time series, data in which dependencies exist along time. Recurrent neural network (RNN) has been developed to handle this. It is still a kind of neural network but with loop in it. Fig. [13] shows a recurrent neural network. In the left plot, it is seen that $x_t, t = 0,1,\cdots$ is the input to a neural network (A) and $h_{t-1}, t = 0,1,\cdots$ is the output with a loop in. It can be unrolled as shown in the right plot.

Long Short Term Memory networks (LSTM) is a kind of RNN [22]. It is capable of capturing long-term dependencies among input signals. There are a variety of LSTM variants. In our implementation, we choose the basic LSTM proposed in [23]. The basic LSTM can be formulated as follows:

$$f_t = \sigma(W_f \cdot [h_{t-1}, x_t] + b_f);$$
$$i_t = \sigma(W_i \cdot [h_{t-1}, x_t] + b_i);$$
$$\tilde{C}_t = \tanh(W_C \cdot [h_{t-1}, x_t] + b_C);$$
$$C_t = f_t \odot C_{t-1} + i_t \odot \tilde{C}_t;$$
$$o_t = \sigma(W_o \cdot [h_{t-1}, x_t] + b_o);$$
$$h_t = o_t \odot \tanh(C_t);$$

where $[h_{t-1}, x_t]$ means catenation of $h_{t-1}$ and $x_t$, $\odot$ means element-wise multiplication, $\sigma$ and $\tanh$ is the sigmoid activation.
Fig. 10. The BER performance for $4 \times 4$ varying channel scenario with QPSK and 16-QAM modulation for channel matrices with different correlations. The correlation coefficients are 0.1, 0.5 and 0.9, respectively, from top to bottom.

Fig. 11. The BER performance of LISA with different number of hidden nodes.

It is seen that LSTM is a non-linear function due to the non-linearity of sigmoid and tanh. Parameters of the LSTM include $W_f, b_f, W_i, b_i, W_o,$ and $b_o$. Training algorithms, such

Fig. 12. A neural network with input, hidden and output layer.

Fig. 13. An unrolled recurrent neural network where $A$ represents a chunk of neural network, while $x_t, h_t$ is the input and output, respectively, reproduced from [http://colah.github.io/posts/2015-08-Understanding-LSTMs/](http://colah.github.io/posts/2015-08-Understanding-LSTMs/).
as ADAM, are mostly used to find optimal parameters that best fit the training data in the current deep learning community.
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