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Abstract. In this article, we study the dynamics of a nonlinear system governed by an ordinary differential equation under the combined influence of fast periodic sampling with period δ and small jump noise of size ε, 0 < ε, δ ≪ 1. The noise is a combination of Brownian motion and Poisson random measure. The instantaneous rate of change of the state depends not only on its current value but on the most recent measurement of the state, as the state is measured at certain discrete-time instants. As ε, δ → 0, the stochastic process of interest converges, in a suitable sense, to the dynamics of the deterministic equation. Next, the study of rescaled fluctuations of the stochastic process around its mean is found to vary depending on the relative rates of convergence of small parameters ε, δ in different asymptotic regimes. We show that the rescaled process converges, in a strong (path-wise) sense, to an effective process having an extra drift term capturing both the sampling and noise effect. Consequently, we obtain a first-order perturbation expansion of the stochastic process of interest, in terms of the effective process along with error bounds on the remainder.

1. Introduction

In many control problems, it is often seen that the measurements (samples) of the state of the system of interest may not be available at all time instants. This issue motivates one to study a hybrid dynamical system (HDS) with a given state-feedback control law. In this scenario, the dynamics of the system—described by an ordinary differential equation (ODE)—evolves continuously with time, whereas the control inputs change via state samples at certain discrete-time instants. The control law remains constant between two discrete-time instants. Thus, the interaction of dynamics of the system at continuous and discrete-times makes it a HDS. For more details on HDS, we refer to [GST12]. HDS appears very often in sampled-data-systems where the dynamics of system is controlled by a digital computer [YG14]. In these systems, a so-called sample-and-hold implementation is frequently used. By this, we mean the samples of the state are measured at certain closely time instants and the control input is computed using state feedback control law; the control is then held fixed until the next sample of the state is taken. For the explicit computation of time between samples, one can see [NTC09].

It is often noticed that the systems of interest in various applications are subjected to some small noises. The dynamics of such cases is described by stochastic differential equations (SDE) [App09, IW89, KS91]. The behavior of dynamical systems perturbed by a small white noise has been extensively studied in [FW12], and references therein. Getting motivation from the asymptotic analysis presented in Chapter 2 of [FW12], we have explored this asymptotic behavior for general nonlinear systems in
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the presence of fast periodic sampling and small state-dependent white noise, see, [DP23b]; for linear case, we refer to [DP23a]. To the best of our knowledge, the dynamics of a class of nonlinear systems under the combined effects of sampling and noise with small jumps has not been explored yet. Thus, a natural question in the context of an extension of our sampling problem is: can one extend the results of our previous work [DP23a, DP23b] for a significantly bigger class of nonlinear systems with the Poisson random measures case? This paper answers this question affirmatively.

The goal of the present work is to study the asymptotic analysis of a nonlinear system governed by an ODE under the combined effect of periodic sampling with period δ and small noise of size ε, 0 < ε, δ ≪ 1. Here, noise is a combination of Brownian motion and Poisson random measures (PRM). The measurements (samples) of the state are taken every δ time units and the vector field of ODE depends on the current value of the state as well as its most recent measurement. We show that the dynamics of the resulting stochastic process indexed by two small parameters ε, δ is close to the idealized deterministic system in the limit as ε, δ → 0 over time interval [0, T], for any fixed T > 0. Further, we explore the fluctuation analysis of the stochastic process of interest around its mean behavior and, interestingly, in the limiting SDE of the rescaled process, we get an extra effective drift term. The limiting SDE, in fact, captures both the sampling and noise effects. Here, the fluctuation behavior is found to vary, depending on the relative rates at which the two small parameters ε and δ approach zero. As a consequence, we get a first-order perturbation expansion for the stochastic process in powers of small parameter together with bounds on remainder.

More precisely, in this paper, the SDE of our main interest is

\[ dY_t^{ε, δ} = c\left(Y_t^{ε, δ}, \bar{Y}_{\delta\lfloor t/δ \rfloor}^{ε, δ}\right) dt + εσ(Y_t^{ε, δ})dW_t + ε\int_{0<|x|<1} F(Y_{t-}^{ε, δ}, x)\tilde{N}(dt, dx), \quad Y_0^{ε, δ} = y_0, \]

where the functions c : \( R^n \times R^n \rightarrow R^n \), σ : \( R^n \rightarrow R^{n×n} \) and F : \( R^n \times R^n \rightarrow R^n \), n \( \in \mathbb{N} \) are assumed to be measurable and satisfy a certain regularity condition. The processes W and \( \tilde{N} \) represent a Brownian motion and compensated Poisson random measure, respectively and they are assumed independent to each other. \( \lfloor \cdot \rfloor \) denotes the greatest integer function and 0 < ε, δ ≪ 1. It is worth mentioning that equation (1) can be thought of as a random perturbation of a nonlinear control system \( \bar{y} = c(y, u) \), \( c : R^n \times R^n \rightarrow R^n \) with a feedback control law \( u = \kappa(y) \) via its sample-and-hold implementation; where by latter we mean the control function u is updated at the time instants kδ, \( k \in \mathbb{Z}^+ \) and it remains fixed in the sampling interval \( (kδ, (k+1)δ) \). Therefore, in equation (1), the sampling effect is through the term \( Y_{\delta\lfloor t/δ \rfloor}^{ε, δ} \). Here, we also note that the dynamics of the deterministic counterpart of equation (1) (i.e., \( \dot{y}_t = c(y_t, \bar{y}_{\delta\lfloor t/δ \rfloor}^{δ}) \), \( y_0 = y_0 \in R^n \)) is fully non-linear. In our first result, Theorem 2.6, we show that the stochastic process \( Y_t^{ε, δ}, t \in [0, T] \) converges, as ε, δ → 0, to the dynamics \( y_t \) which solves the deterministic equation \( \dot{y}_t = c(y_t, y_t) \). Next, in our second main result (Theorem 2.7)—which is the key contribution of this manuscript—we study the asymptotic analysis of the rescaled fluctuation process \( Z_t^{ε, δ} \triangleq ε^{-1}(Y_t^{ε, δ} - y_t) \) as ε, δ vanish. This result essentially depends on the interaction of the small parameters ε and δ. Following [FS99, Spi14], we assume δ = δ_ε and lim_{ε→0} δ_ε/ε = ℓ ∈ [0, ∞] exists, and the values ℓ = 0, ℓ ∈ (0, ∞) and ℓ = ∞ correspond to Regimes 1, 2, and 3 respectively. We demonstrate that, in the first two regimes, the fluctuation process \( Z_t^{ε, δ} \) can

\[ \text{Here, for any } t \geq 0 \text{ and } x(t) \in R^n, x_t \triangleq x(t) \text{ and } \dot{x}_t \triangleq \frac{dx_t}{dt}. \]
be approximated by an effective process $Z_t$ which solves the SDE

$$(2) \quad Z_t = \int_0^t \{D_1 c(y_s, y_s) + D_2 c(y_s, y_s)\} Z_{s-} \, ds + \frac{\ell}{2} \int_0^t D_2 c(y_s, y_s) \cdot c(y_s, y_s) \, ds$$

$$+ \int_0^t \sigma(y_s) dW_s + \int_0^t \int_{0<|x|<1} F(y_s, x) \tilde{N}(ds, dx).$$

In this work, we use a strong (path-wise) notion of convergence through calculating the explicit bounds for the terms $\mathbb{E}\left[ \sup_{0 \leq t \leq T} |Y_t^{\varepsilon, \delta} - y_t|^p \right]$, $p \in \{2, 4\}$ and $\mathbb{E}\left[ \sup_{0 \leq t \leq T} |Y_t^{\varepsilon, \delta} - y_t - \varepsilon Z_t|^2 \right]$ for any fixed $T > 0$.

The work presented in this paper is novel due to two reasons: first, we consider here a significantly bigger class of nonlinear control systems $\dot{y} = c'(y, u)$, $c' : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n$, $u = \kappa(y)$ under state-dependent jump noise effects. The importance of this system is that it could be nonlinear in the control argument unlike [DP23b] and the techniques here to study the asymptotic analysis are more wider (than in [DP23b]) to accommodate the jump noise. Hence, this work can be thought of as a generalization of [DP23b], which studies the asymptotic analysis of a nonlinear control system $\dot{y} = f(y) + g(y)u$, $u = \kappa(y)$ (affine in control) only under the white-noise effect. Second, we identify the extra drift term (i.e., $(\ell/2) \int_0^t D_2 c(y_s, y_s) \cdot c(y_s, y_s) \, ds$) in the limiting SDE (2) of the fluctuation process $Z_t^{\varepsilon, \delta}$ for the jump noise case. The process of identification of this drift term while studying the fluctuations involves several intricate calculations. We identified this type of drift term—for different system classes—in our previous work [DP23a, DP23b] also where the systems were perturbed only by a Brownian noise; see [DP23a] for the linear dynamics and [DP23b] for a nonlinear case. Thus, this article extends the results of [DP23b] for the case when the deterministic system is a general nonlinear system and noise is a combination of Brownian motion and PRM. Another importance of this work is that we provide an approximation of a non-Markovian process (which is difficult to analyse in its own) by a Markov process. We acknowledge that some techniques in the proofs of the main results of this paper are similar to the article [DP23b].

There is a vast literature on the asymptotic study for the stochastic equations (driven by continuous or jump noise) with multiple small parameters. Many authors have carried out this analysis in the form of the averaging principle, which gives a simple dynamics of the slowly-varying component by averaging over the quickly-varying quantity. The classical work here dates back to Khasminskii [Kha66, Kha68]. Since then a great amount of work has been developed on this topic. More recently, in various regimes depending on the rate of convergence of small parameters, many limit theorems for SDE driven by Brownian noise (without jumps) have been explored, see, for instance, [ABB18, ABKS19, Cer09, CF09, FFK12, FS99, PV01, PV03, PV05, RX21a, RX21b, Spi14]. These limit theorems can be interpreted as Law of Large Numbers (LLN) type result, Central Limit Theorem (CLT) type result and Large Deviation Principle (LDP).

In many other research areas, for instance, in physics, insurance risk models, and kinetic chemical reactions, one encounters many complex stochastic systems with jump noise, for example, [Gil76, KP19, LY04]. For certain optimal control problems with Lévy noise effect, one can see, e.g. [Do19, MD17, OS14]. The averaging principle for stochastic models driven by Poisson random measures has been studied extensively by many authors, see, for example, [Giv07, GP18, KP19, MYWM15, XDX11], whereas for stochastic partial differential equations, we refer to [DHI13, PXW17, PZ07, Xu17, XML15]. The interaction of LDP with stochastic processes having jumps can be found in the recent articles [BCD13, BDG16, CdOG22, CG17, dA94, dA00, RZ07]. Finally, for an exit problem and metastable behavior of SDE driven by Lévy noise, see, e.g. [IP06, IP08].
We organize this paper as follows. In Section 2, we formulate our problem of interest described by SDE (7) and state our main results, viz., Theorems 2.6, 2.7 and 2.11. The proof of Theorem 2.6 is given in Section 3.1 whereas the details of the proof of Theorem 2.7 are spread out over Sections 4 and 5. Theorem 2.7 is, indeed, proved in Section 4.1 via a couple of auxiliary results (Propositions 4.1 through 4.4) whose proofs depend on a series of Lemmas 4.6 through 4.11. Section 5 is devoted to the proofs of these lemmas. At the end of this manuscript, in Section 6, we give some concluding remarks and future directions for the research.

Notation and conventions. This section lists some of the notations used and conventions followed throughout this paper. The symbol $\triangleq$ is read “is defined to equal.” For $x \in \mathbb{R}^n$, $|x| \triangleq \sum_{i=1}^{n} |x_i|$ represents the one-norm on Euclidean space $\mathbb{R}^n$, and for $M \in \mathbb{R}^{n \times m}$, $|M|$ represents the induced matrix norm. The set $E$ will denote open unit ball centered and punctured at origin, i.e., $E \triangleq \{x \in \mathbb{R}^n : 0 < |x| < 1\}$. The maximum and minimum of two real numbers $a$ and $b$ are written as $a \vee b$ and $a \wedge b$, respectively. We denote Borel $\sigma$-field on $\mathbb{R}^n$ by $\mathcal{B}(\mathbb{R}^n)$. For a given probability space $(\Omega, \mathcal{F}, \mathbb{P})$, the expectation operator $\mathbb{E}[,]$ represents the integration with respect to the probability measure $\mathbb{P}$. For any $t \in [0, \infty)$ and $\delta > 0$, we define $\pi_\delta : [0, \infty) \rightarrow \delta \mathbb{Z}^+$ by $\pi_\delta(t) \triangleq \delta \lfloor t/\delta \rfloor$. Here, the time-discretization operator $\pi_\delta(\cdot)$ rounds down the continuous time $t \in [0, \infty)$ to the nearest multiple of $\delta$. Throughout this manuscript, $D_1 c(x,y) \in \mathbb{R}^{n \times n}$ and $D_2 c(x,y) \in \mathbb{R}^{n \times n}$ represent the Jacobian matrices of the mapping $c$ with respect to the variables $x$ and $y$, respectively. We will be using the notation “$\lesssim$” very frequently. For $a, b \in \mathbb{R}$, we write $a \lesssim b$ if there exists a positive constant $C$ such that $a \leq Cb$; here, the value of constant $C$ may change from line to line and it will be allowed to depend on various parameters except only the small parameters $\varepsilon$ and $\delta$. However, in the statements of theorems, propositions and lemmas, the final constant $C$ will be denoted with subscript and depending on $T$ (e.g., for Theorem 2.6, it will be $C_{2.6}(T)$). At many places in this paper, we will be using the following inequality: for $p > 0$, $n \in \mathbb{N}$ and $x_1, \ldots, x_n \in \mathbb{R}$,

\[
(\sum_{i=1}^{n} |x_i|^p)^{1/p} \leq |x_1|^p + \cdots + |x_n|^p.
\]

A simple càdlàg \footnote{A function $f : [a, b] \rightarrow \mathbb{R}$ is said to be càdlàg on $[a, b]$ if, for all $s \in (a, b)$, $f$ is right-continuous and a left limit exists at $s$. For more details about càdlàg functions, we refer to [Bil99, EK86].} function property (mentioned below) will be frequently used in the whole manuscript: for $a, b \in \mathbb{R}$ and a càdlàg function $f : [a, b] \rightarrow \mathbb{R}$, we have [App09, Section 2.9]

\[
\sup_{a < x \leq b} |f(x-) - f(x)| \leq \sup_{a \leq x \leq b} |f(x)|.
\]

Preliminaries. In this section, we present some basic definitions and results from [App09], which will be quite useful in the next sections. A few more references relevant to this section are [Sat99, Pro05, IW89, Kun04].

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space on which a Lévy process $U = \{U_t : t \geq 0\}$ taking values in $\mathbb{R}^n$, $n \in \mathbb{N}$ is defined. For any $t \geq 0$ and $M \in \mathcal{B}(\mathbb{R}^n - \{0\})$, we define the process $N(t, M) \triangleq \sum_{0 \leq s \leq t} 1_M(\Delta U_s)$, where $\Delta U_t \triangleq U_t - U_{t-}$. We see from here that for any fixed $t \geq 0$ and $\omega \in \Omega$, $N(t, \cdot)(\omega)$ is a counting measure on $\mathcal{B}(\mathbb{R}^n - \{0\})$. The measure defined by $\nu(\cdot) \triangleq \mathbb{E}[N(1, \cdot)]$ is said to be the intensity measure associated with the Lévy process $U$. Indeed, measure $\nu$ satisfies $\int_{\mathbb{R}^n - \{0\}} (|x|^2 \land 1) \nu(dx) < \infty$ and is known as the Lévy measure. A set $M \in \mathcal{B}(\mathbb{R}^n - \{0\})$ is said to be bounded below if 0 is not an element of $\overline{M}$, where $\overline{M}$ denotes the closure of $M$. For each $t \geq 0$ and a bounded below set $M$, $N(t, M)$ is a Poisson random measure (PRM). For more details about PRM, one can see [App09, Section 2.3.1]. We define the compensated Poisson random measure as follows:

\[
\tilde{N}(t, M) \triangleq N(t, M) - t \nu(M).
\]
For any fixed $T > 0$, let $\mathcal{H}_2(T,E)$ denotes the collection of all functions $f : [0,T] \times E \times \Omega \to \mathbb{R}$ which are predictable and $\int_0^T \int_E \mathbb{E}(|f(t,x)|^2) dt \, \nu(dx) < \infty$. Under these conditions, the integral $\int_0^T \int_E f(t,x) \tilde{N}(dt, dx)$ is well-defined, see, [Acc09, Section 4.2] for more details. For integral $\int_0^T \int_E f(t,x) \tilde{N}(dt, dx)$, the identity

$$\mathbb{E} \left[ \left| \int_0^T \int_E f(t,x) \tilde{N}(dt, dx) \right|^2 \right] = \mathbb{E} \left[ \int_0^T \int_E |f(t,x)|^2 dt \, \nu(dx) \right]$$

is called Itô isometry. We will be using this equation very frequently in our calculations to handle the stochastic integral with respect to $\text{PRM}$.

2. Problem Statement and Main Results

In many control problems, specifically, when a system is controlled by a digital computer, one considers a general nonlinear hybrid equation\(^3\)

$$\dot{y}^\delta_t = c\left(y^\delta_t, y^\delta_{\pi_t}(t)\right), \quad y^\delta_0 = y_0 \in \mathbb{R}^n,$$

where, $y^\delta : [0,T] \to \mathbb{R}^n$ represents the state of the system. Here, the measurements of state $y^\delta$ are taken every $\delta$ time units and the instantaneous value of $\dot{y}^\delta$ depends not only on $y^\delta$ but also on the most recent sample of $y^\delta$, viz., $y^\delta_{\pi_t}(t)$. One can easily see that the first component (i.e., $\dot{y}^\delta_t$) on the right side of equation (5) changes continuously with time; in contrast to that, the second one (i.e., $y^\delta_{\pi_t}(t)$) changes only at the sampling time instants. This interaction of dynamics at continuous and discrete-time instants leads to a hybrid dynamical system. As $\delta \searrow 0$, one expects that the dynamics of $y^\delta_t$ converges to the behavior of $y_t$ solving the ODE

$$\dot{y}_t = c(y_t, y_t),$$

with initial condition $y_0 \in \mathbb{R}^n$. This is, indeed, shown in Proposition 3.2.

We would now like to explore the situation when the dynamics of system (5) is perturbed by a small noise which is a combination of Brownian motion and PRM. Throughout this paper, we will be assuming that the Brownian motion $W$ and $\text{PRM} N$ are independent and are defined on the same probability space $(\Omega, \mathcal{F}, \mathbb{P})$. More precisely, we study the asymptotic behavior of the stochastic process $Y^\varepsilon_\delta$ solving SDE

$$dY^\varepsilon_\delta = c\left(Y^\varepsilon_\delta, Y^\varepsilon_{\pi_t}(t)\right) dt + \varepsilon \sigma(Y^\varepsilon_\delta) dW_t + \varepsilon \int_E F(Y^\varepsilon_\delta, x) \tilde{N}(dt, dx), \quad Y^\varepsilon_\delta_0 = y_0,$$

in the limit as $\varepsilon, \delta \searrow 0$. Recall that the parameters $\varepsilon$ and $\delta$ correspond to the size of noise and time between the samples of the state. The mappings $c : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n$, $\sigma : \mathbb{R}^n \to \mathbb{R}^{n \times n}$ and $F : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n$ are assumed to be measurable and further conditions are given in Assumptions 2.1 and 2.2 below. The equation (7) is, of course, shorthand of the integral equation

$$Y^\varepsilon_\delta_t = y_0 + \int_0^t c\left(Y^\varepsilon_{\pi_s}(s), Y^\varepsilon_{\pi_s}(s)\right) ds + \varepsilon \int_0^t \sigma(Y^\varepsilon_{\pi_s}(s)) dW_s + \varepsilon \int_0^t \int_E F(Y^\varepsilon_{\pi_s}(s), x) \tilde{N}(ds, dx).$$

The following conditions are imposed on the functions $c$, $\sigma$ and $F$.

\(^3\)One obtains this equation by using the sample-and-hold implementation of control law $u = \kappa(y)$ [Hes09] in the differential equation $y_t = c(y_t, u)$ with initial vector $y_0 \in \mathbb{R}^n$. Here, the state of the system is measured at times $k\delta$, $k \in \mathbb{Z}^+$. The dynamics of this system in the sampling interval $[k\delta, (k+1)\delta)$ is given by $\dot{y}^\delta_t = c(y^\delta_t, y^\delta_{k\delta})$, with $y^\delta_{k\delta} = y^\delta_k$ and $y^\delta_{k\delta} = y^\delta_0$. For more details about control systems, we refer to [OS05, Zab20].
Assumption 2.1 (Lipschitz continuity). There exists a positive constant $\tilde{C}$ such that for any $x_1, x_2, z_1, z_2 \in \mathbb{R}^n$, we have
\[
|c(x_1, x_2) - c(z_1, z_2)|^2 \leq \tilde{C}(|x_1 - z_1|^2 + |x_2 - z_2|^2),
\]
\[
|\sigma(x_1) - \sigma(x_2)|^2 + \int_E |F(x_1, x) - F(x_2, x)|^2 \nu(dx) \leq \tilde{C}|x_1 - x_2|^2.
\]

Assumption 2.2 (Linear growth condition). There exists a positive constant $\tilde{C}$ such that for any $z \in \mathbb{R}^n$, we have
\[
|\sigma(z)|^4 + \int_E |F(z, x)|^4 \nu(dx) \leq \tilde{C}(1 + |z|^4).
\]

Assumption 2.3 (Boundedness/linear growth of derivatives). For the vectors $x = (x_1, \cdots, x_n), y = (y_1, \cdots, y_n) \in \mathbb{R}^n$ and $c : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n$, we have
\[
\left| \frac{\partial c_i}{\partial x_k}(x, y) \right| \leq C(1 + |y|), \quad \left| \frac{\partial c_i}{\partial y_k}(x, y) \right| \leq C, \quad i, j, k \in \{1, \cdots, n\},
\]
\[
\left| \frac{\partial^2 c_i}{\partial x_k \partial y_j}(x, y) \right| \leq C, \quad \left| \frac{\partial^2 c_i}{\partial^2 x_k \partial x_j}(x, y) \right| \leq C(1 + |y|), \quad \text{and} \quad \left| \frac{\partial^2 c_i}{\partial^2 y_k \partial y_j}(x, y) \right| \leq C.
\]

Remark 2.4. Throughout this work, Assumption 2.3 is important and is of our particular interest as it allows one to cover the typical control system $\dot{y}_t = f(y_t) + g(y_t)\kappa(y_{\pi_3(t)})$ (studied in [DP23b]) which is simply a particular case of model (6) with $c(x, y) = f(x) + g(x)\kappa(y)$; $f : \mathbb{R}^n \to \mathbb{R}^n, g : \mathbb{R}^n \to \mathbb{R}^{n \times m}, \kappa : \mathbb{R}^n \to \mathbb{R}^m$ are some regular maps. It is worth mentioning that Assumption 2.3 covers the conditions imposed on the mappings $f, g, \kappa$ (where $f, \kappa$ grow linearly and $g$ is bounded) in [DP23b].

Remark 2.5 (Comment on the existence and uniqueness result). We can easily show that under Assumptions 2.1 and 2.2 and following the similar calculations presented in [App09, Theorem 6.2.3], which uses Picard iteration technique in the proof, equation (7) has a unique strong solution.

We are now ready to state our first main result.

Theorem 2.6. (Law of Large Numbers Type Result) Let $y_t$ and $Y_t^{\varepsilon, \delta}$ be the solutions of equations (6) and (7), respectively. Then, for any fixed $T > 0$, and $p \in \{2, 4\}$, there exists a positive constant $C_{2.6}(T)$ such that for any $\varepsilon, \delta > 0$
\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T} |Y_t^{\varepsilon, \delta} - y_t|^p \right] \leq (\varepsilon^p + \delta^p)C_{2.6}(T).
\]

This result can be interpreted as a LLN type result and shows that the dynamics of the process $Y_t^{\varepsilon, \delta}$ is close to the behavior of deterministic system described by $y_t$ on time interval $[0, T]$, for any fixed $T > 0$ and the error is of order $O(\varepsilon \vee \delta)$.

Next, we explore the fluctuation analysis of the process $Y_t^{\varepsilon, \delta}$ around its mean $y_t$. This enables us to write the process $Y_t^{\varepsilon, \delta}$ as a first order perturbation expansion in powers of the small parameter together with estimates on remainder. Interestingly, the fluctuation study of process $Y_t^{\varepsilon, \delta}$ is found to vary depending on the relative rates of convergence of small parameters $\varepsilon$ and $\delta$ to zero.
To make things precise, we assume \( \delta = \delta_\varepsilon \) and \( \ell \triangleq \lim_{\varepsilon \searrow 0} \delta_\varepsilon / \varepsilon \) exists in \([0, \infty)\]. Following the articles [FS99, Spi14], we consider the following three different regimes\(^4\):

\[
\ell \triangleq \lim_{\varepsilon \searrow 0} \delta_\varepsilon / \varepsilon \begin{cases} 
0 & \text{Regime 1}, \\
(0, \infty) & \text{Regime 2}, \\
\infty & \text{Regime 3}.
\end{cases}
\]

In Regimes 1 and 2, we define the rescaled fluctuation process

\[
Z_{t}^{\varepsilon, \delta} \triangleq \frac{Y_{t}^{\varepsilon, \delta} - y_t}{\varepsilon}.
\]

Here, we note that the coarser parameter \( \varepsilon \) is used to rescale the stochastic quantity \( (Y_{t}^{\varepsilon, \delta} - y_t) \). To get more insight into the rescaled process \( Z_{t}^{\varepsilon, \delta} \), we recall equations (6) and (7) to get

\[
Z_{t}^{\varepsilon, \delta} = (1/\varepsilon) \int_{0}^{t} \left\{ \alpha_{\pi_{\delta}(s)}^\varepsilon \right\} ds + \int_{0}^{t} \alpha_{\pi_{\delta}(s)}^\varepsilon ds + \int_{0}^{t} \int_{E} F(Y_{s-}^{\varepsilon, \delta}, x) \tilde{N}(ds, dx).
\]

We apply Taylor’s theorem to get

\[
(10) \quad Z_{t}^{\varepsilon, \delta} = \int_{0}^{t} \left\{ D_{1}c(y_s, y_s) + D_{2}c(y_s, y_s) \right\} Z_{s-}^{\varepsilon, \delta} ds + \int_{0}^{t} D_{2}c(y_s, y_s) \left( \frac{Y_{s-}^{\varepsilon, \delta} - Y_{s-}}{\varepsilon} \right) ds \\
+ \int_{0}^{t} \sigma(Y_{s-}^{\varepsilon, \delta}) dW_s + \int_{0}^{t} \int_{E} F(Y_{s-}^{\varepsilon, \delta}, x) \tilde{N}(ds, dx) + R_{t}^{\varepsilon, \delta},
\]

where

\[
R_{t}^{\varepsilon, \delta} \triangleq \int_{0}^{t} \left[ c\left( \frac{Y_{s-}^{\varepsilon, \delta}, Y_{s-}^{\varepsilon, \delta}}{\varepsilon} - c(y_s, y_s) \right) - D_{1}c(y_s, y_s) Z_{s-}^{\varepsilon, \delta} - D_{2}c(y_s, y_s) Z_{s-}^{\varepsilon, \delta} \\
- D_{2}c(y_s, y_s) \left( \frac{Y_{s-}^{\varepsilon, \delta} - Y_{s-}}{\varepsilon} \right) \right] ds.
\]

The above equation can be written in the following way as the remainder term will be shown small later in an appropriate way.

\[
Z_{t}^{\varepsilon, \delta} = \int_{0}^{t} \left\{ D_{1}c(y_s, y_s) + D_{2}c(y_s, y_s) \right\} Z_{s-}^{\varepsilon, \delta} ds + \int_{0}^{t} D_{2}c(y_s, y_s) \left( \frac{Y_{s-}^{\varepsilon, \delta} - Y_{s-}}{\varepsilon} \right) ds \\
+ \int_{0}^{t} \sigma(Y_{s-}^{\varepsilon, \delta}) dW_s + \int_{0}^{t} \int_{E} F(Y_{s-}^{\varepsilon, \delta}, x) \tilde{N}(ds, dx) + O(\varepsilon),
\]

We now aim to characterize the limiting process (denoted by \( Z_t \)), as \( \varepsilon, \delta \) tend to zero, of the fluctuation process \( Z_{t}^{\varepsilon, \delta} \) satisfying SDE (10). A bit informally, the limiting SDE (13) below, is obtained from equation (10) by replacing \( Z_{t}^{\varepsilon, \delta} \) by \( Z_t \), \( \varepsilon^{-1} \int_{0}^{t} D_{2}c(y_s, y_s) \cdot (Y_{s-}^{\varepsilon, \delta} - Y_{s-}^{\varepsilon, \delta}) ds \) by \( d(t) \), and \( Y_{t-}^{\varepsilon, \delta} \) by \( y_t \) in the stochastic integrals \( \int_{0}^{t} \sigma(Y_{s-}^{\varepsilon, \delta}) dW_s \), and \( \int_{0}^{t} \int_{E} F(Y_{s-}^{\varepsilon, \delta}, x) \tilde{N}(ds, dx) \). Precise estimates for the

\[^4\text{In }[FS99], \text{the parameter } \delta \text{ corresponds to the homogenization.}\]

\[^5\text{The identification of } d(t) \text{ is given in equation (21).}\]
terms \( e^{-1} \int_0^t D_2c(y_s, y_{s-}) \cdot (Y_{s-}^{\varepsilon, \delta} - Y_{s-}^{\varepsilon, \delta})_\pi ds - d(t), \int_0^t \sigma(Y_{s-}^{\varepsilon, \delta}) - \sigma(y_s))dW_s \) and
\[
\int_0^t \int_E \{F(Y_{s-}^{\varepsilon, \delta}, x) - F(y_s, x)\}\overline{N}(ds, dx)
\]
are obtained in Propositions 4.1 through 4.4 in Section 4.

Before stating our second main result, we fix some notations. Recall \( \delta = \delta(\varepsilon) \) and in Regimes 1 and 2, \( \lim_{\varepsilon \downarrow 0} \delta \varepsilon / \varepsilon = \ell \in [0, \infty) \). Consequently, there exists \( \varepsilon_0 \in (0, 1) \) such that \( \left| \frac{\delta \varepsilon}{\varepsilon} - \ell \right| < 1 \), whenever, \( 0 < \varepsilon < \varepsilon_0 \). In particular, for \( 0 < \varepsilon < \varepsilon_0 \), we have
\[
(11) \quad \delta \varepsilon < (\ell + 1) \varepsilon.
\]

For the cases \( \ell = 0, \ell \in (0, \infty) \), set
\[
(12) \quad \kappa(\varepsilon) \triangleq \delta(\varepsilon) - \ell.
\]

Of course, \( \lim_{\varepsilon \downarrow 0} \kappa(\varepsilon) = 0 \).

We now state our second main result which can be interpreted as a CLT type result.

**Theorem 2.7. (Central Limit Theorem Type Result)** Let \( y_t \) and \( Y_t^{\varepsilon, \delta} \) solve (6) and (7), respectively. Suppose that we are in Regime \( i \in \{1, 2\} \), i.e., \( \lim_{\varepsilon \downarrow 0} \delta \varepsilon / \varepsilon = \ell \in [0, \infty) \). Let \( Z = \{Z_t : t \geq 0\} \) be the unique solution of
\[
(13) \quad Z_t = \int_0^t \{D_1 c(y_s, y_s) + D_2 c(y_s, y_s)\} Z_{s-} ds + \frac{\ell}{2} \int_0^t D_2 c(y_s, y_s) \cdot c(y_s, y_s) ds + \int_0^t \sigma(y_s) dW_s + \int_0^t \int_E F(y_s, x) \overline{N}(ds, dx).
\]

Then, for any fixed \( T \in (0, \infty) \), there exists a positive constant \( C_{2.7}(T) \) such that for \( 0 < \varepsilon < \varepsilon_0 \), we have
\[
(14) \quad \mathbb{E} \left[ \sup_{0 \leq t \leq T} |Z_t^{\varepsilon, \delta} - Z_t|^2 \right] = \frac{1}{\varepsilon^2} \mathbb{E} \left[ \sup_{0 \leq t \leq T} |Y_t^{\varepsilon, \delta} - y_t - \varepsilon Z_t|^2 \right] \leq (\ell + 1)^2 [\varepsilon^2 + \delta + \kappa(\varepsilon)] C_{2.7}(T),
\]
where \( \varepsilon_0 \) and \( \kappa(\varepsilon) \) are as in equations (11) and (12), respectively.

**Remark 2.8 (Interpretation).** The interpretation of Theorem 2.7 is twofold. First, the paths of process \( Z_t^{\varepsilon, \delta} \) converge to the paths of process \( Z_t \) over time interval \( [0, T] \), for any fixed \( T > 0 \) and the error is of order \( O(\sqrt{\varepsilon} + \kappa(\varepsilon)) \). Second, the expression \( \mathbb{E} \left[ \sup_{0 \leq t \leq T} |Y_t^{\varepsilon, \delta} - y_t - \varepsilon Z_t|^2 \right] \) converges to zero faster than \( \varepsilon^2 \) does. This implies \( \mathbb{E} \left[ \sup_{0 \leq t \leq T} |Y_t^{\varepsilon, \delta} - y_t - \varepsilon Z_t|^2 \right] = o(\varepsilon^2) \); thus informally, \( Y_t^{\varepsilon, \delta} = y_t + \varepsilon Z_t + o(\varepsilon) \). Here, we not only characterize the coefficient of \( \varepsilon \), viz., the process \( Z_t \) in equation (13) but, also give error estimates on the remainder.

**Remark 2.9 (Solution representation).** Being a linear SDE in \( Z_t \) variable (and an Ornstein-Uhlenbeck type equation), the equation (13) can be solved explicitly for the process \( Z_t \). Indeed, a simple application of Itô’s formula [App09, Theorem 4.4.7] to the function \( \varphi(t, x) = x e^{-\int_0^t \sum_{i=1}^2 D_i c(y_s, y_s) ds} \) gives
\[
Z_t = \frac{\ell}{2} \int_0^t e^{\int_s^t \sum_{i=1}^2 D_i c(y_u, y_u) du} D_2 c(y_s, y_s) \cdot c(y_s, y_s) ds + \int_0^t e^{\int_s^t \sum_{i=1}^2 D_i c(y_u, y_u) du} \sigma(y_s) dW_s + \int_0^t \int_E e^{\int_s^t \sum_{i=1}^2 D_i c(y_u, y_u) du} F(y_s, x) \overline{N}(ds, dx).
\]

Further, in a particular case when \( c(y, y) = (A - BK)y \), where, \( A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, K \in \mathbb{R}^{n \times n} \) and if the matrices \( A \) and \( BK \) commute, i.e., \( A(BK) = (BK)A \), then the above equation can be simplified...
using the solution representation \( y_s = e^{(A-BK)s}y_0 \) for the deterministic system \( \dot{y}_s = (A - BK)y_s \) to yield

\[
Z_t = \frac{\ell}{2} BK t (A - BK)y_t + \int_0^t e^{(A-BK)(t-s)} \sigma(y_s) dW_s + \int_0^t \int E e^{(A-BK)(t-s)} F(y_s, x) \tilde{N}(ds, dx).
\]

**Remark 2.10 (A comparison with our previous work).** For the particular choices of \( c(y, y) = (A-BK)y \), \( \sigma = I \) (where, \( I \) represents the \( n \times n \) identity matrix and \( A, B, K \) are also some matrices of suitable dimensions) and \( F = 0 \) in equation (7), this problem turns out to be a special case of the problem studied in [DP23a]. In contrast to [DP23a], due to the nonlinearity of our model, the explicit solution representation of the state is not available here. We studied another particular case of the present model in [DP23b] where we consider \( c(x, y) = f(x) + g(x)\kappa(y) \), and \( F = 0 \) (where, \( f, g, \kappa \) are some suitable mappings). In all these works, our key finding is the extra effective drift term; however, due to our model choices, the drift term takes a different form in the above mentioned works. Hence, the part of innovation of the present work is to conduct the asymptotic analysis and identifying the drift term for a general nonlinear sampled system with state-dependent Poisson random measures case.

In case of Regime 3, we notice that \( \delta \) is the coarser parameter (see, equation (8)). Therefore, rescaling the quantity \( (Y_t^{\varepsilon, \delta} - y_t) \) by the parameter \( \delta \) and following similar calculations for Regimes 1 and 2, we can get the fluctuation analysis for the process \( V_t^{\varepsilon, \delta} \equiv \delta^{-1}(Y_t^{\varepsilon, \delta} - y_t) \). Before stating our main result for Regime 3, we note

\[
\tilde{\varepsilon}(\delta) \equiv \varepsilon / \delta \searrow 0 \quad \text{as} \quad \delta \searrow 0,
\]

there exists \( \delta_0 \in (0, 1) \) such that whenever \( 0 < \delta < \delta_0 \), we have, \( \varepsilon < \delta \).

**Theorem 2.11.** Let \( y_t \) and \( Y_t^{\varepsilon, \delta} \) solve (6) and (7), respectively. Suppose that we are in Regime 3, i.e., \( \ell = \infty \). Let \( V = \{ V_t : t \geq 0 \} \) be the unique solution of

\[
V_t = \int_0^t \{ D_1 c(y_s, y_s) + D_2 c(y_s, y_s) \} V_s ds + \frac{1}{2} \int_0^t D_2 c(y_s, y_s) \cdot c(y_s, y_s) ds.
\]

Then, for any fixed \( T > 0 \), there exists a positive constant \( C_{2.11}(T) \) such that for \( 0 < \delta < \delta_0 \), we have

\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T} |V_t^{\varepsilon, \delta} - V_t|^2 \right] \leq \frac{1}{\delta^2} \mathbb{E} \left[ \sup_{0 \leq t \leq T} |Y_t^{\varepsilon, \delta} - y_t - \delta V_t|^2 \right] \leq [\delta + \tilde{\varepsilon}^2(\delta)] C_{2.11}(T),
\]

where \( \delta_0 \) and \( \tilde{\varepsilon}(\delta) \searrow 0 \) are as in equation (15).

We also note here that equation (16) is deterministic as noise parameter \( \varepsilon \) vanishes faster than the sampling parameter \( \delta \) does. For the sake of brevity, we avoid the calculations for Regime 3.

**Remark 2.12 (Solution representation).** By the method of variation of parameters, the limiting integral equation (16) can be solved easily for \( V_t \) to give \( V_t = (1/2) \int_0^t e^{\int_0^s \sigma(y_u) du} \sum_{i=1}^n D_i c(y_u, y_u) ds \cdot D_2 c(y_u, y_u) \cdot c(y_u, y_u) ds \). This expression can further be simplified for a particular case as we did in Remark 2.9.

3. Limiting Mean Behavior

In this section, we prove our first main result (Theorem 2.6) through Propositions 3.1 and 3.2 stated below. Proposition 3.1 deals with the stochastic term \( \sup_{0 \leq t \leq T} |Y_t^{\varepsilon, \delta} - y_t|^p, p \in \{2, 4\} \) in a path-wise sense whereas Proposition 3.2 gives an estimate for the deterministic quantity \( \sup_{0 \leq t \leq T} |y_t^\delta - y_t|^p, p \in \mathbb{N} \). It is shown in these propositions that the terms of interest are of order \( O(\varepsilon \vee \delta) \).
3.1. Proof of Theorem 2.6. We start by stating Propositions 3.1 and 3.2 which are the principal components in the proof of Theorem 2.6.

Proposition 3.1. Let $y_1^\delta$ and $Y_1^{\varepsilon,\delta}$ be the solutions of (5) and (7), respectively. Then, for any fixed $T > 0$ and $p \in \{2, 4\}$, there exists a positive constant $C_{3.1}(T)$ such that for any $\varepsilon, \delta > 0$, we have

$$
\mathbb{E} \left[ \sup_{0 \leq t \leq T} |Y_1^{\varepsilon,\delta} - y_1^\delta|^p \right] \leq \varepsilon^p C_{3.1}(T).
$$

The proof of Proposition 3.1 is deferred to the end of this section.

Proposition 3.2. Let $y_1^\delta$ and $y_1$ be the solutions of (5) and (6), respectively. Then, for any fixed $T > 0$, and $p \in \mathbb{N}$, there exists a positive constant $C_{3.2}(T)$ such that for any $\varepsilon, \delta > 0$, we have

$$
\sup_{0 \leq t \leq T} |y_1^\delta - y_1|^p \leq \delta^p C_{3.2}(T).
$$

Proof of Proposition 3.2. From the integral representations of $y_1$ and $y_1^\delta$, we have

$$
|y_1^\delta - y_1|^p \leq \left( \int_0^T |c(y_1^\delta, y_1^\delta(s)) - c(y_1(s), y_1(s))| \, ds \right)^p.
$$

Now, a simple application of the Lipschitz continuity of $c$, Hölder’s inequality, Lemma 3.4 and finally Gronwall’s inequality yields the required result.

We now prove Theorem 2.6.

Proof of Theorem 2.6. For any $p \in \{2, 4\}$, writing $Y_1^{\varepsilon,\delta} - y_1$ as $Y_1^{\varepsilon,\delta} - y_1^\delta + y_1^\delta - y_1$, we get

$$
|Y_1^{\varepsilon,\delta} - y_1|^p \leq \left[ |Y_1^{\varepsilon,\delta} - y_1^\delta| + |y_1^\delta - y_1| \right]^p \lesssim |Y_1^{\varepsilon,\delta} - y_1^\delta|^p + |y_1^\delta - y_1|^p,
$$

where the last expression in the above equation is obtained by using the inequality (3). Now, taking supremum over $[0, T]$ on both sides of equation (17), we have

$$
\sup_{0 \leq t \leq T} |Y_1^{\varepsilon,\delta} - y_1|^p \lesssim \sup_{0 \leq t \leq T} |Y_1^{\varepsilon,\delta} - y_1^\delta|^p + \sup_{0 \leq t \leq T} |y_1^\delta - y_1|^p.
$$

The proof is now completed using Propositions 3.1 and 3.2.

The proof of Proposition 3.1 requires estimates for the deterministic quantities $\sup_{0 \leq t \leq T} |y_1^\delta|^p$, $\sup_{0 \leq t \leq T} |y_1|^p$, $|y_1 - y_{\varepsilon,\delta}(t)|^p$ and stochastic terms

$$
\sup_{0 \leq s \leq T} \int_0^s \sigma(Y_1^{\varepsilon,\delta}) dW_r \bigg| \bigg|^p, \sup_{0 \leq s \leq T} \int_0^s \int_E F(Y_1^{\varepsilon,\delta}, x) \tilde{N}(dr, dx) \bigg| \bigg|^p, \quad p \in \{2, 4\}.
$$

Lemmas 3.3 and 3.4 deal with the deterministic quantities and Lemma 3.5 handles stochastic terms mentioned above.

Lemma 3.3. Let $y_1^\delta$ and $y_1$ be the solutions of (5) and (6), respectively. Then, for any fixed $T > 0$, and $p \in \mathbb{N}$, there exists a positive constant $C_{3.3}(T)$ such that

$$
\sup_{0 \leq t \leq T} |y_1^\delta|^p \leq C_{3.3}(T) \quad \text{and} \quad \sup_{0 \leq t \leq T} |y_1|^p \leq C_{3.3}(T).
$$

Proof of Lemma 3.3. The proof follows from the integral representations of $y_1$ and $y_1^\delta$ followed by Hölder’s and Gronwall’s inequalities.

Lemma 3.4. Let $y_1$ be the solution of (6). Then, for any fixed $T > 0$, and $p \in \mathbb{N}$, there exists a positive constant $C_{3.4}(T)$ such that $|y_1 - y_{\varepsilon,\delta}(t)|^p \leq \delta^p C_{3.4}(T), t \in [0, T]$. 

□
Proof of Lemma 3.4. Recalling the integral representation of \( y_t \), we have
\[
|y_t - y_{\pi_\delta(t)}|^p = \left| \int_{\pi_\delta(t)}^t c(y_s, y_s) \, ds \right|^p.
\]
Using the linear growth of \( c \), the fact \( t - \pi_\delta(t) < \delta \) and Lemma 3.3, we obtain the required bound. □

Lemma 3.5. Let \( Y_t^{\varepsilon, \delta} \) be the solution of (7). Then, for any fixed \( T > 0 \), and \( p \in \{2, 4\} \), there exists a positive constant \( C_{3.5}(T) \) such that
\[
E \left[ \sup_{0 \leq s \leq T} |Y_s^{\varepsilon, \delta}|^4 \right] \leq C_{3.5}(T), \quad E \left[ \sup_{0 \leq s \leq T} \int_0^s \sigma(Y_t^{\varepsilon, \delta}) \, dW_t \right] \leq C_{3.5}(T) \quad \text{and}
\]
\[
E \left[ \sup_{0 \leq s \leq T} \left| \int_0^s \int_E F(Y_t^{\varepsilon, \delta}, x) \tilde{N}(dr, dx) \right|^4 \right] \leq C_{3.5}(T).
\]

Proof of Lemma 3.5. Let \(| \cdot |\) be the one norm. We prove the lemma for \( p = 4 \); for the sake of brevity, we omit the details of the proof for \( p = 2 \) case. Using equations (3), (4), (7), Hölder’s inequality followed by taking supremum over \([0, T]\) and then expectation on both sides, we get
\[
E \left[ \sup_{0 \leq s \leq T} |Y_s^{\varepsilon, \delta}|^4 \right] \leq 1 + \int_0^T E \left[ \sup_{0 \leq r \leq s} |Y_r^{\varepsilon, \delta}|^4 \right] ds + \varepsilon^4 E \int_0^T \sigma(Y_t^{\varepsilon, \delta}) \, dW_t \right| \right]^4 \right]
\]
\[
E \left[ \sup_{0 \leq s \leq T} \left| \int_0^s \int_E F(Y_t^{\varepsilon, \delta}, x) \tilde{N}(dr, dx) \right|^4 \right] \leq C_{3.5}(T).
\]

Using Doob’s maximal inequality [KS91, Theorem 1.3.8(iv)], [App09, Theorem 2.1.5], we obtain
\[
E \left[ \sup_{0 \leq s \leq T} |Y_s^{\varepsilon, \delta}|^4 \right] \leq 1 + \int_0^T E \left[ \sup_{0 \leq r \leq s} |Y_r^{\varepsilon, \delta}|^4 \right] ds + \varepsilon^4 E \left[ \int_0^T \sigma(Y_t^{\varepsilon, \delta}) \, dW_t \right]^4
\]
\[
+ \varepsilon^4 E \left[ \sup_{0 \leq s \leq T} \left| \int_0^s \int_E F(Y_t^{\varepsilon, \delta}, x) \tilde{N}(dr, dx) \right|^4 \right].
\]

Since \( \int_0^T \sigma(Y_s^{\varepsilon, \delta}) \, dW_s \right| \right]^4 \leq \sum_{i=1}^n \sum_{j=1}^n \left| \int_0^T \sigma_{ij}(Y_s^{\varepsilon, \delta}) \, dW_s^{ij} \right|^4 \) for column vectors \( \sigma_i \in \mathbb{R}^n \), \( i = 1, \ldots, n \); using martingale moment inequalities followed by linear growth condition on \( \sigma \) from Assumption 2.2, equation (4), we get \( E \left[ \int_0^T \sigma(Y_s^{\varepsilon, \delta}) \, dW_s \right]^4 \leq E \left( \int_0^T \| 1 + \sup_{0 \leq r \leq s} |Y_r^{\varepsilon, \delta}|^2 \right) ds \right|^2 \). Therefore,
\[
E \left[ \int_0^T \sigma(Y_s^{\varepsilon, \delta}) \, dW_s \right]^4 \leq T + \int_0^T E \left[ \sup_{0 \leq r \leq s} |Y_r^{\varepsilon, \delta}|^4 \right] ds.
\]

We now consider the term \( E \left[ \sup_{0 \leq s \leq T} \left| \int_0^s \int_E F(Y_t^{\varepsilon, \delta}, x) \tilde{N}(dr, dx) \right|^4 \right] \) in equation (18). Since
\[
\int_0^T \int_E F(Y_s^{\varepsilon, \delta}, x) \tilde{N}(ds, dx) \right| \right|^4 \leq \sum_{i=1}^n \int_0^T \int_E F_i(Y_s^{\varepsilon, \delta}, x) \tilde{N}(ds, dx) \right| \right|^4 \), employing Kunita’s first inequality (moment inequality for general Lévy-type stochastic integrals)[App09, Theorem 4.4.23], linear
growth hypothesis on $F$, we have

$$
\mathbb{E} \left[ \sup_{0 \leq s \leq T} \left| \int_0^s \int_E F(Y_{r-}^{\varepsilon, \delta}, x) \tilde{N}(dr, dx) \right|^4 \right] \lesssim \sum_{i=1}^n \mathbb{E} \sup_{0 \leq s \leq T} \left| \int_0^s \int_E F_i(Y_{r-}^{\varepsilon, \delta}, x) \tilde{N}(dr, dx) \right|^4
$$

\[ \lesssim \sum_{i=1}^n \mathbb{E} \left( \int_0^T \int_E |F_i(Y_{s-}^{\varepsilon, \delta}, x)|^2 \nu(dx) ds \right)^2 + \sum_{i=1}^n \mathbb{E} \int_0^T \int_E |F_i(Y_{s-}^{\varepsilon, \delta}, x)|^4 \nu(dx) ds. \]

Apply Hölder’s inequality with $\nu(E) < \infty$ to get

$$
\mathbb{E} \left[ \sup_{0 \leq s \leq T} \left| \int_0^s \int_E F(Y_{r-}^{\varepsilon, \delta}, x) \tilde{N}(dr, dx) \right|^4 \right] \lesssim \sum_{i=1}^n \mathbb{E} \int_0^T \int_E |F_i(Y_{s-}^{\varepsilon, \delta}, x)|^4 \nu(dx) ds
$$

\[ \lesssim T + \int_0^T \mathbb{E} \left[ \sup_{0 \leq s \leq r} |Y_{r-}^{\varepsilon, \delta}|^4 \right] ds. \tag{20} \]

Now, combination of estimates from equations (18), (19), (20) yields the required result. \hfill \square

We are now in the position to prove Proposition 3.1.

**Proof of Proposition 3.1.** For $t \geq 0$, $p \in \{2, 4\}$ using the integral representations of $y_t^\delta$ and $Y_t^{\varepsilon, \delta}$ from (5) and (7) followed by taking norm on both sides of the above equation and then using (3) and Hölder’s inequality, we get $^6$

$$
|Y_{t-}^{\varepsilon, \delta} - y_t^\delta|^p \lesssim t^{p-1} \int_0^t \left| c \left( Y_{s-}^{\varepsilon, \delta}, Y_{\pi(s)-}^{\varepsilon, \delta} \right) - c \left( y_{s-}^\delta, y_{\pi(s)-}^\delta \right) \right|^p ds
$$

$$
+ \varepsilon^p \int_0^t \sigma(Y_{s-}^{\varepsilon, \delta}) dW_s \right|^p + \varepsilon^p \int_0^t \int_E |F(Y_{s-}^{\varepsilon, \delta}, x)\tilde{N}(dr, dx)|^p ds.
$$

Using Lipschitz continuity of $c$, then taking supremum on right side and using (4), we have

$$
|Y_t^{\varepsilon, \delta} - y_t^\delta|^p \lesssim t^{p-1} \int_0^t \sup_{0 \leq s \leq r} |Y_{s-}^{\varepsilon, \delta} - y_s^\delta|^p dr + \varepsilon^p \sup_{0 \leq s \leq t} \left| \int_0^s \sigma(Y_{r-}^{\varepsilon, \delta}) dW_r \right|^p
$$

$$
+ \varepsilon^p \int_0^t \int_E |F(Y_{s-}^{\varepsilon, \delta}, x)\tilde{N}(dr, dx)|^p ds.
$$

Now, as $t \in [0, T]$, and the right hand side of the above equation is non-decreasing in time $t$, taking supremum over $[0, T]$ followed by expectation on both sides, we obtain

$$
\mathbb{E} \left[ \sup_{0 \leq s \leq T} |Y_{s-}^{\varepsilon, \delta} - y_s^\delta|^p \right] \lesssim \int_0^T \mathbb{E} \sup_{0 \leq s \leq r} |Y_{s-}^{\varepsilon, \delta} - y_s^\delta|^p dr + \varepsilon^p \mathbb{E} \sup_{0 \leq s \leq T} \left| \int_0^s \sigma(Y_{r-}^{\varepsilon, \delta}) dW_r \right|^p
$$

$$
+ \varepsilon^p \mathbb{E} \left[ \int_0^s \int_E |F(Y_{s-}^{\varepsilon, \delta}, x)\tilde{N}(dr, dx)|^p ds \right].$$

$^6$For any $t \geq 0$ and $\delta > 0$, the continuity of $y_t^\delta$ implies $y_t^\delta = y_t^{\varepsilon, \delta}$. We will be using this fact in case of $y_t$ as well (without explicit mention).
Next, using the estimates for the terms \( \mathbb{E} \left[ \sup_{0 \leq s \leq T} \left| \int_0^s \sigma(Y_{r,\delta}^\varepsilon) dW_r \right|^p \right] \) and 
\( \mathbb{E} \left[ \sup_{0 \leq s \leq T} \left| \int_0^s \int_E F(Y_{r,\delta}^\varepsilon, x) \tilde{N}(dr, dx) \right|^p \right] \) from Lemma 3.5 followed by Gronwall’s inequality, we get the required result.

\[
\text{4. Analysis of fluctuations: Regimes 1 and 2}
\]

In this section, we prove our second main result (Theorem 2.7). Our thoughts are organized as follows: in Section 4.1, we state Propositions 4.1, 4.2, 4.3, 4.4 which are the main building blocks of the proof of Theorem 2.7. Proposition 4.1 is a key result in the study of the fluctuation analysis of the rescaled process \( Z_{t,\delta}^\varepsilon \equiv \varepsilon^{-1}(Y_{t,\delta}^\varepsilon - y_t) \) solving (10) which enables us to get the extra drift term in the limiting \( \text{sde} \) (13). Propositions 4.2, 4.3 and 4.4 deal with the remainder term and the stochastic terms \( \int_0^T \{ \sigma(Y_{s,\delta}^\varepsilon) - \sigma(y_s) \} dW_s \) and \( \int_0^T \int_E \{ \tilde{F}(Y_{s,\delta}^\varepsilon, x) - F(y_s, x) \} \tilde{N}(ds, dx), \) respectively and they are small in the limit. The proofs of Propositions 4.1, 4.2, 4.3, 4.4 are presented in Section 4.2. Proof of Proposition 4.1 does require a couple of auxiliary lemmas; the proofs of these lemmas are deferred to Section 5 to reduce clutter.

4.1. Proof of Theorem 2.7. For Regimes 1 and 2, we have already noticed in Section 2 that the rescaled fluctuation process \( Z_{t,\delta}^\varepsilon \equiv \varepsilon^{-1}(Y_{t,\delta}^\varepsilon - y_t) \) satisfies equation (10). Now, in order to show the effective (independent of small parameters \( \varepsilon \) and \( \delta \)) process \( Z_t \), solving equation (13), describes the limiting behavior of process \( Z_{t,\delta}^\varepsilon \), one needs to demonstrate the following equation holds in a suitable path-wise sense:

\[
\lim_{\varepsilon, \delta \searrow 0} \quad \int_0^t D_2 c(y_s, y_{\varepsilon, \delta}^{s-}) \frac{Y_{s,\delta}^\varepsilon - Y_{\pi(s),\delta}^\varepsilon}{\varepsilon} ds = d(t), \quad \text{where} \quad d(t) \triangleq \frac{\ell}{2} \int_0^t D_2 c(y_s, y_{\varepsilon, \delta}^{s-}) \cdot c(y_s, y_{\varepsilon, \delta}^{s-}) ds.
\]

Equation (21) above is important as it gives the identification of the drift term \( d(t) \) in (13). Next, in Proposition 4.1, the convergence of \( \int_0^t D_2 c(y_s, y_{\varepsilon, \delta}^{s-}) \frac{Y_{s,\delta}^\varepsilon - Y_{\pi(s),\delta}^\varepsilon}{\varepsilon} ds \), as \( \varepsilon, \delta \searrow 0 \), to \( d(t) \) is shown and this allows one to replace the quantity \( \varepsilon^{-1} \int_0^t D_2 c(y_s, y_{\varepsilon, \delta}^{s-}) (Y_{s,\delta}^\varepsilon - Y_{\pi(s),\delta}^\varepsilon) ds \) in equation (10) by \( d(t) \).

**Proposition 4.1.** Let \( y_t \) and \( Y_{t,\delta}^\varepsilon \) solve (6) and (7), respectively. Then, for any fixed \( T > 0 \), there exists a positive constant \( C_4(T) \) such that for any \( 0 < \varepsilon < \varepsilon_0 \)

\[
\mathbb{E} \left[ \sup_{0 \leq s \leq T} \left| \int_0^t D_2 c(y_s, y_{\varepsilon, \delta}^{s-}) \frac{Y_{s,\delta}^\varepsilon - Y_{\pi(s),\delta}^\varepsilon}{\varepsilon} ds - d(t) \right|^2 \right] \leq (\ell + 1)^2 \{ \varepsilon^2 (1 + \delta) + \delta + \varepsilon^2 \varepsilon \} C_4(T),
\]

where \( \varepsilon(\varepsilon) \searrow 0 \) is as in equation (12) and \( \ell(t) \) is defined in (21).

Proposition 4.2 deals with the remainder term and shows it is small in an appropriate sense.

**Proposition 4.2.** Let \( R_{t,\delta}^\varepsilon \) be defined as follows:

\[
R_{t,\delta}^\varepsilon \equiv \int_0^t \left[ c \left( \frac{Y_{s,\delta}^\varepsilon - Y_{\pi(s),\delta}^\varepsilon}{\varepsilon} \right) - c(y_s, y_{\varepsilon, \delta}^{s-}) \right] \frac{Y_{s,\delta}^\varepsilon - Y_{\pi(s),\delta}^\varepsilon}{\varepsilon} ds - D_1 c(y_s, y_{\varepsilon, \delta}^{s-}) Z_{s,\delta}^\varepsilon - D_2 c(y_s, y_{\varepsilon, \delta}^{s-}) Z_{s,\delta}^\varepsilon
\]

\[
- D_2 c(y_s, y_{\varepsilon, \delta}^{s-}) \left( \frac{Y_{s,\delta}^\varepsilon - Y_{\pi(s),\delta}^\varepsilon}{\varepsilon} \right) ds.
\]
Then, for any fixed $T > 0$, there exists a positive constant $C_{4.2}(T)$ such that

$$
E \left[ \sup_{0 \leq t \leq T} |R_{t}^{\varepsilon, \delta}|^2 \right] \leq C_{4.2}(T)(\varepsilon^4 + \delta^4).
$$

Propositions 4.3 and 4.4 below allow one to replace the stochastic terms $\sigma(Y_{s-}^{\varepsilon, \delta})$ and $F(Y_{s-}^{\varepsilon, \delta}, x)$ in equation (10) by the deterministic terms $\sigma(y_{s-})$ and $F(y_{s-}, x)$ respectively.

**Proposition 4.3.** Let $y_t$ and $Y_{t}^{\varepsilon, \delta}$ solve (6) and (7), respectively. Then, for any fixed $T > 0$, there exists a positive constant $C_{4.3}(T)$ such that for any $\varepsilon, \delta > 0$

$$
E \left[ \sup_{0 \leq t \leq T} \int_{0}^{t} \{\varepsilon(Y_{s-}^{\varepsilon, \delta}) - \sigma(y_{s-})\} dW_{s} \right]^2 \leq (\varepsilon^2 + \delta^2)C_{4.3}(T).
$$

**Proposition 4.4.** Let $y_t$ and $Y_{t}^{\varepsilon, \delta}$ solve (6) and (7), respectively. Then, for any fixed $T > 0$, there exists a positive constant $C_{4.4}(T)$ such that for any $\varepsilon, \delta > 0$

$$
E \left[ \sup_{0 \leq t \leq T} \int_{0}^{t} \{F(Y_{s-}^{\varepsilon, \delta}, x) - F(y_{s-}, x)\} \tilde{N}(ds, dx) \right]^2 \leq (\varepsilon^2 + \delta^2)C_{4.4}(T).
$$

As noted earlier, the proofs of these results are given in Section 4.2. We now give the proof of Theorem 2.7.

**Proof of Theorem 2.7.** Here, $| \cdot |$ represents the one norm. Recall that $Y_{t}^{\varepsilon, \delta} - y_{t} - \varepsilon Z_{t} = \varepsilon(Y_{t}^{\varepsilon, \delta} - Z_{t})$, where $Z_{t}^{\varepsilon, \delta}$ and $Z_{t}$ are given by (10) and (13), respectively. Hence,

$$
Z_{t}^{\varepsilon, \delta} - Z_{t} = \int_{0}^{t} \{D_{1}c(y_{s}, y_{s}) + D_{2}c(y_{s}, y_{s})\}(Z_{s-}^{\varepsilon, \delta} - Z_{s-}) ds + \int_{0}^{t} D_{2}c(y_{s}, y_{s}) \left(\frac{Y_{s-}^{\varepsilon, \delta} - Y_{s-}^{\varepsilon, \delta}}{\varepsilon}\right) ds - d(t)
$$

$$
+ \int_{0}^{t} \{\sigma(Y_{s-}^{\varepsilon, \delta}) - \sigma(y_{s-})\} dW_{s} + \int_{0}^{t} \int_{E} \{F(Y_{s-}^{\varepsilon, \delta}, x) - F(y_{s-}, x)\} \tilde{N}(ds, dx) + R_{t}^{\varepsilon, \delta},
$$

where $R_{t}^{\varepsilon, \delta}$ is defined in equation (10). Using Assumption 2.3 (in particular, $|D_{1}c(x, y)| \leq C(1 + |y|)$ and $|D_{2}c(x, y)| \leq C$), we have

$$
|Z_{t}^{\varepsilon, \delta} - Z_{t}|^2 \leq t \int_{0}^{t} |Z_{s-}^{\varepsilon, \delta} - Z_{s-}|^2 ds + \int_{0}^{t} D_{2}c(y_{s}, y_{s}) \frac{Y_{s-}^{\varepsilon, \delta} - Y_{s-}^{\varepsilon, \delta}}{\varepsilon} ds - d(t)
$$

$$
+ \int_{0}^{t} \{\sigma(Y_{s-}^{\varepsilon, \delta}) - \sigma(y_{s-})\} dW_{s}^2 + |R_{t}^{\varepsilon, \delta}|^2 + \int_{0}^{t} \int_{E} \{F(Y_{s-}^{\varepsilon, \delta}, x) - F(y_{s-}, x)\} \tilde{N}(ds, dx)^2.
$$
Next, taking supremum over \([0, T]\) followed by the expectation on both sides of the above equation, we have

\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T} \left| Z_{t}^{\varepsilon, \delta} - Z_{t} \right|^{2} \right] \leq T \int_{0}^{T} \mathbb{E} \left[ \sup_{0 \leq s \leq T} \left| Z_{s-}^{\varepsilon, \delta} - Z_{s-} \right| \right] du \\
+ \mathbb{E} \left[ \sup_{0 \leq t \leq T} \left| \int_{0}^{t} D_{2c}(y_{s}, y_{s}) \frac{Y_{s-}^{\varepsilon, \delta} - Y_{\pi_{s}(s)}^{\varepsilon, \delta}}{\varepsilon} ds - d(t) \right|^{2} \right] \\
+ \mathbb{E} \left[ \sup_{0 \leq t \leq T} \left| \int_{0}^{t} \left\{ \sigma(Y_{s-}^{\varepsilon, \delta}) - \sigma(y_{s-}) \right\} dW_{s} \right|^{2} \right] \\
+ \mathbb{E} \left[ \sup_{0 \leq t \leq T} \left| \int_{0}^{t} \int_{E} \left\{ F(Y_{s-}^{\varepsilon, \delta}, x) - F(y_{s-}, x) \right\} \tilde{N}(ds, dx) \right|^{2} \right].
\]

Using Propositions 4.1, 4.2, 4.3 and 4.4 and equation (4), followed by Gronwall’s inequality, we get the required bound.

\[\square\]

4.2. Proofs of Propositions 4.1 through 4.4. In this section, we prove the main building blocks (Propositions 4.1 through 4.4) of the proof of Theorem 2.7. A summary of this section is as follows.

In order to prove Proposition 4.1, we write the term \(\varepsilon^{-1} \int_{0}^{T} D_{2c}(y_{s}, y_{s})(Y_{s-}^{\varepsilon, \delta} - Y_{\pi_{s}(s)}^{\varepsilon, \delta}) ds\) as a sum of \(M_{i}^{\varepsilon, \delta}(t), 1 \leq i \leq 4\), in Lemma 4.6. Next, bounds on the terms \(M_{i}^{\varepsilon, \delta}(t), 1 \leq i \leq 4\), are obtained in Lemmas 4.7 to 4.11 stated below (without proofs in this section) followed by the proof of Proposition 4.1. A close inspection shows that the extra drift term \(d(t) \triangleq \frac{1}{\varepsilon} \int_{0}^{T} D_{2c}(y_{s}, y_{s}) c(y_{s}, y_{s}) ds\) in the limiting SDE (13) is due to \(M_{2}^{\varepsilon, \delta}(t)\), whereas the other \(M_{i}^{\varepsilon, \delta}(t), i = 1, 3, 4\) are small in a suitable sense. To keep the presentation clean, the proofs of these lemmas are deferred to Section 5. We close out this section with the proofs of Propositions 4.2, 4.3 and 4.4.

Moving in the direction of the proof of Proposition 4.1, equation (22) below enables us to replace the integral \(\int_{0}^{t} D_{2c}(y_{s}, y_{s})(Y_{s-}^{\varepsilon, \delta} - Y_{\pi_{s}(s)}^{\varepsilon, \delta}) ds\) by \(\int_{0}^{t} D_{2c}(y_{s}, y_{s})(Y_{s-}^{\varepsilon, \delta} - Y_{\pi_{s}(s)}^{\varepsilon, \delta}) ds\) in equation (21). Hence, we will be getting estimate for the term \(\mathbb{E}[\sup_{0 \leq t \leq T} \varepsilon^{-1} \int_{0}^{t} D_{2c}(y_{s}, y_{s})(Y_{s-}^{\varepsilon, \delta} - Y_{\pi_{s}(s)}^{\varepsilon, \delta}) ds - d(t)|^{2}]\) rather than \(\mathbb{E}[\sup_{0 \leq t \leq T} \varepsilon^{-1} \int_{0}^{t} D_{2c}(y_{s}, y_{s})(Y_{s-}^{\varepsilon, \delta} - Y_{\pi_{s}(s)}^{\varepsilon, \delta}) ds - d(t)|^{2}]\) in Proposition 4.1.

**Lemma 4.5.** Let \(Y_{t}^{\varepsilon, \delta}\) be the solution of equation (7). Then, for any \(t \in [0, T]\), we have

\[
\int_{0}^{t} Y_{s-}^{\varepsilon, \delta} ds = \int_{0}^{t} Y_{s-}^{\varepsilon, \delta} ds.
\]

**Proof.** We note that the stochastic process \(Y_{t}^{\varepsilon, \delta}\) can have at most countable number of discontinuities, as it is a càdlàg process. Therefore, the jump process \(\Delta Y_{t}^{\varepsilon, \delta} \triangleq Y_{t}^{\varepsilon, \delta} - Y_{t-}^{\varepsilon, \delta} = 0\) for almost every \(t \in [0, T]\), and hence \(\int_{0}^{t} \Delta Y_{s}^{\varepsilon, \delta} ds = 0\). The required result now follows.

**Lemma 4.6.** Let \(Y_{t}^{\varepsilon, \delta}\) be the solution of equation (7) and \(\xi(y_{s}) \triangleq D_{2}(y_{s}, y_{s})\). Then, for any fixed \(T > 0, t \in [0, T]\), and \(\varepsilon, \delta > 0\), we have

\[
\int_{0}^{t} \xi(y_{s}) \frac{Y_{s}^{\varepsilon, \delta} - Y_{\pi_{s}(s)}^{\varepsilon, \delta}}{\varepsilon} ds = \sum_{i=1}^{4} M_{i}^{\varepsilon, \delta}(t),
\]

where
\[ M_{1,\delta}^\varepsilon \triangleq \int_0^t \xi(y_s) \int_{\pi_3(s)}^s \frac{c(Y_{r-}, Y_{r-}) - c(Y_{r-}, Y_{r-})}{\varepsilon} \, dr \, ds \]

\[ + \int_0^t \xi(y_s) \int_{\pi_3(s)}^s \frac{c(Y_{r-}, Y_{r-})}{\varepsilon} \, dr \, ds - \int_0^t \xi(y_s) \int_{\pi_3(s)}^s \frac{c(y_{r-}, y_{r-})}{\varepsilon} \, dr \, ds, \]

\[ M_2^\varepsilon + M_3^\varepsilon \triangleq \int_0^t \xi(y_s) \int_{\pi_3(s)}^s \frac{c(y_{r-}, y_{r-})}{\varepsilon} \, dr \, ds + \int_0^t \xi(y_s) \int_{\pi_3(s)}^s \sigma(Y_{r-}) \, dW_r \, ds, \]

\[ M_4^\varepsilon \triangleq \int_0^t \xi(y_s) \int_E F(Y_{r-}, x) \tilde{N}(dr, dx). \]

Now, in our next step, we show that the terms \( E[\sup_{0 \leq t \leq T} |M_1^\varepsilon(t)|^2], \sup_{0 \leq t \leq T} |M_2^\varepsilon(t) - d(t)|^2, \]
\( E[\sup_{0 \leq t \leq T} |M_3^\varepsilon(t)|^2] \) and \( E[\sup_{0 \leq t \leq T} |M_4^\varepsilon(t)|^2] \) are small. This is accomplished in Lemmas 4.7 through 4.11.

**Lemma 4.7.** Let \( M_1^\varepsilon(t) \) be defined as in equation (23). Then, for any fixed \( T > 0 \), there exists a positive constant \( C_{4.7}(T) \) such that for any \( \varepsilon \in (0, \varepsilon_0) \), we have

\[ E \left[ \sup_{0 \leq t \leq T} \left| M_1^\varepsilon(t) \right|^2 \right] \leq (\ell + 1)^2(\delta^2 + \varepsilon^2)C_{4.7}(T). \]

Next, we decompose \( M_2^\varepsilon(t) \) defined in (23) as follows:

\[ M_2^\varepsilon(t) = M_1^\varepsilon(t) + M_2^\varepsilon(t), \quad \text{where} \]

\[ M_1^\varepsilon(t) \triangleq \int_0^t \{D_2c(y_s, y_s) - D_2c(y_{\pi_3(s)}, y_{\pi_3(s)})\} \int_{\pi_3(s)}^s \frac{c(y_{r-}, y_{r-})}{\varepsilon} \, dr \, ds, \]

\[ M_2^\varepsilon(t) \triangleq \int_0^t D_2c(y_{\pi_3(r)}, y_{\pi_3(r)}) \int_{\pi_3(s)}^s \frac{c(y_{r-}, y_{r-})}{\varepsilon} \, dr \, ds. \]

**Lemma 4.8.** Let \( M_1^\varepsilon(t) \) be defined as in equation (24). Then,

\[ E \left[ \sup_{0 \leq t \leq T} \left| M_1^\varepsilon(t) \right|^2 \right] \leq (\ell + 1)^2\delta^2C_{4.8}(T). \]

**Lemma 4.9.** Let \( M_2^\varepsilon(t) \) be defined as in equation (24) with \( d(t) \) as given in (21). Then, for any \( T > 0 \), there exists a positive constant \( C_{4.9}(T) \) such that for any \( 0 < \varepsilon < \varepsilon_0 \), we have

\[ \sup_{0 \leq t \leq T} \left| M_2^\varepsilon(t) - d(t) \right|^2 \leq [\delta^2(\ell + 1)^2 + \kappa^2(\varepsilon)]C_{4.9}(T), \]

where \( \kappa(\varepsilon) \downarrow 0 \) is as in equation (12).

**Lemma 4.10.** Let \( M_3^\varepsilon(t) \) be defined as in equation (23). Then, for any fixed \( T > 0 \), there exists a positive constant \( C_{4.10}(T) \) such that for any \( \varepsilon, \delta > 0 \), we have

\[ E \left[ \sup_{0 \leq t \leq T} \left| M_3^\varepsilon(t) \right|^2 \right] \leq \delta C_{4.10}(T). \]
**Lemma 4.11.** Let $M_{4}^{\varepsilon,\delta}(t)$ be defined as in equation (23). Then, for any fixed $T > 0$, there exists a positive constant $C_{4.11}(T)$ such that for any $\varepsilon, \delta > 0$, we have

$$E \left[ \sup_{0 \leq t \leq T} \left| M_{4}^{\varepsilon,\delta}(t) \right|^2 \right] \leq \delta C_{4.11}(T).$$

The proofs of these Lemmas are given in Section 5. We now prove Proposition 4.1.

**Proof of Proposition 4.1.** From Lemma 4.6, we obtain

$$\int_{0}^{t} D_{2}c(y_{s}, y_{s}) \frac{Y_{s}^{\varepsilon,\delta} - Y_{\pi_{k}(s)}^{\varepsilon,\delta}}{\varepsilon} ds - d(t) = \sum_{i=1}^{4} M_{i}^{\varepsilon,\delta}(t) - d(t).$$

Therefore, from (24), we have

$$\int_{0}^{t} D_{2}c(y_{s}, y_{s}) \frac{Y_{s}^{\varepsilon,\delta} - Y_{\pi_{k}(s)}^{\varepsilon,\delta}}{\varepsilon} ds - d(t) \leq \left| M_{1}^{\varepsilon,\delta}(t) \right|^2 + \left| M_{1}^{\varepsilon,\delta}(t) \right|^2 + \left| M_{2}^{\varepsilon,\delta}(t) - d(t) \right|^2 + \left| M_{3}^{\varepsilon,\delta}(t) \right|^2 + \left| M_{4}^{\varepsilon,\delta}(t) \right|^2.\]$$

Now, taking supremum over $[0, T]$ on both sides followed by expectation, we have

$$E \left[ \sup_{0 \leq t \leq T} \left| \int_{0}^{t} D_{2}c(y_{s}, y_{s}) \frac{Y_{s}^{\varepsilon,\delta} - Y_{\pi_{k}(s)}^{\varepsilon,\delta}}{\varepsilon} ds - d(t) \right|^2 \right] \lesssim E \left[ \sup_{0 \leq t \leq T} \left| M_{1}^{\varepsilon,\delta}(t) \right|^2 \right] + E \left[ \sup_{0 \leq t \leq T} \left| M_{1}^{\varepsilon,\delta}(t) \right|^2 \right] + E \left[ \sup_{0 \leq t \leq T} \left| M_{2}^{\varepsilon,\delta}(t) - d(t) \right|^2 \right] + E \left[ \sup_{0 \leq t \leq T} \left| M_{3}^{\varepsilon,\delta}(t) \right|^2 \right] + E \left[ \sup_{0 \leq t \leq T} \left| M_{4}^{\varepsilon,\delta}(t) \right|^2 \right].$$

The required estimate is obtained by applying Lemmas 4.7 through 4.11 to handle the right side of the above equation. □

**Proof of Proposition 4.2.** For any $t \in [0, T]$, setting

$$S_{t}^{\varepsilon,\delta} \triangleq \left[ c \left( \frac{Y_{t-}^{\varepsilon,\delta}, Y_{\pi_{k}(t)}^{\varepsilon,\delta}}{\varepsilon} \right) - c(y_{t}, y_{t}) - D_{1}c(y_{t}, y_{t}) Z_{t-}^{\varepsilon,\delta} - D_{2}c(y_{t}, y_{t}) Z_{t-}^{\varepsilon,\delta} \right) - D_{2}c(y_{t}, y_{t}) \left( \frac{Y_{\pi_{k}(t)}^{\varepsilon,\delta} - Y_{t}^{\varepsilon,\delta}}{\varepsilon} \right),$$

we get $R_{t}^{\varepsilon,\delta} = \int_{0}^{t} S_{s}^{\varepsilon,\delta} ds$. Next, it is convenient to write $S_{t}^{\varepsilon,\delta} = \left( S_{t}^{\varepsilon,\delta}(1), \cdots, S_{t}^{\varepsilon,\delta}(n) \right)^{\top}$, where

$$S_{t}^{\varepsilon,\delta}(i) \triangleq \left[ c \left( \frac{Y_{t-}^{\varepsilon,\delta}, Y_{\pi_{k}(t)}^{\varepsilon,\delta}}{\varepsilon} \right) - c(y_{t}, y_{t}) \right] - \left( \nabla_{x} c_{i}(y_{t}, y_{t}) + \nabla_{y} c_{i}(y_{t}, y_{t}) \right) Z_{t-}^{\varepsilon,\delta}$$

$$- \nabla_{y} c_{i}(y_{t}, y_{t}) \left( \frac{Y_{\pi_{k}(t)}^{\varepsilon,\delta} - Y_{t}^{\varepsilon,\delta}}{\varepsilon} \right),$$
for each \( i = 1, \cdots, n \), and \( \nabla_x c_i, \nabla_y c_i \) represent the \( i \)-th rows of the Jacobian matrices \( D_1 c \) and \( D_2 c \), respectively. Now, using Taylor's formula for each \( S^e_1(i) \), we get
\[
S^e_1(i) = \frac{1}{2\varepsilon} \left\langle D^2 c_i(z_i(t)) \left( (Y^t_{\pi_{\delta}(t)} - (y_t, y_t)), \left( (Y^t_{\pi_{\delta}(t)} - (y_t, y_t)) \right) \right) \right.,
\]
where \( z_i(t) \triangleq (z^i_1(t), z^i_2(t)) \in \mathbb{R}^n \times \mathbb{R}^n, 1 \leq i \leq n \) are points lying on the line segment joining the points \((y_t, y_t)\) and \( (Y^t_{\pi_{\delta}(t)} - (y_t, y_t))\). Let \( | \cdot | \) be the one norm. Hence, \( |S^e_1(i)|^2 \leq \sum_{i=1}^n |S^e_1(i)|^2 \), using Cauchy-Schwarz inequality and submultiplicative property of matrix norms, we get
\[
|S^e_1(i)|^2 \leq \frac{\sum_{i=1}^n \|D^2 c_i(z_i(t))\|^2 \|Y^t_{\pi_{\delta}(t)} - (y_t, y_t)\|^2 \|Y^t_{\pi_{\delta}(t)} - (y_t, y_t)\|^2}{2^2 \varepsilon^2} \leq C(1/2^2 \varepsilon^2) \sum_{i=1}^n \|D^2 c_i(z_i(t))\|^2 |Y^t_{\pi_{\delta}(t)} - (y_t, y_t)|^4
\]
\[
\lesssim (1/2^2 \varepsilon^2) \sum_{i=1}^n \|D^2 c_i(z_i(t))\|^2 \{ |Y^t_{\pi_{\delta}(t)} - (y_t, y_t)|^4 \}
\]
Hence, by Hölder's inequality and employing a simple algebra, we have
\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T} |S^e_1(i)|^2 \right] \lesssim \sum_{i=1}^n \left[ \frac{\mathbb{E} \sup_{0 \leq t \leq T} |D^2 c_i(z_i(t))|^2}{2^2 \varepsilon^2} \times \left( \mathbb{E} \left[ \sup_{0 \leq t \leq T} |Y^t_{\pi_{\delta}(t)} - (y_t, y_t)|^8 + \mathbb{E} \sup_{0 \leq t \leq T} |Y^t_{\pi_{\delta}(t)} - (y_t, y_t)|^8 \right] \right)^{1/2} \right].
\]
For the entries of Hessian matrix (that is denoted by \( D^2 c_i \)) in the above equation, one require the following inequalities (Assumption 2.3): for \( i, j, k \in \{1, \cdots, n\} \)
\[
\left| \frac{\partial^2 c_i(z_i(t))}{\partial z^i_k(t) \partial z^i_l(t)} \right| \leq C, \quad \left| \frac{\partial^2 c_i(z_i(t))}{\partial z^i_k(t) \partial z^i_l(t)} \right| \leq C(1 + |z^i_2(t)|), \quad \left| \frac{\partial^2 c_i(z_i(t))}{\partial z^i_k(t) \partial z^i_l(t)} \right| \leq C.
\]
The required estimate can now be obtained by using Lemma 3.5, 3.3 and Theorem 2.6.

**Proof of Proposition 4.3.** Let \( | \cdot | \) and \( \sigma_i \in \mathbb{R}^n, 1 \leq i \leq n \), denote the one norm and columns of the matrix \( \sigma \) respectively. Here,
\[
\left| \int_0^t \{ \sigma(Y^t_{\pi_{\delta}} - \sigma(y_{\pi_{\delta}})) \} dW_s \right|^2 = \sum_{i=1}^n \left| \int_0^t \{ \sigma_i(Y^t_{\pi_{\delta}} - \sigma_i(y_{\pi_{\delta}})) \} dW^i_s \right|^2 \lesssim \sum_{i=1}^n \sum_{j=1}^n \left| \int_0^t \{ \sigma_{ji}(Y^t_{\pi_{\delta}} - \sigma_{ji}(y_{\pi_{\delta}})) \} dW^i_s \right|^2.
\]
Now, first taking supremum over \([0, T] \) and then expectation on both sides, we get
\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T} \left| \int_0^t \{ \sigma(Y^t_{\pi_{\delta}} - \sigma(y_{\pi_{\delta}})) \} dW_s \right|^2 \right] \lesssim \sum_{i=1}^n \sum_{j=1}^n \mathbb{E} \left[ \sup_{0 \leq t \leq T} \left| \int_0^t \{ \sigma_{ji}(Y^t_{\pi_{\delta}} - \sigma_{ji}(y_{\pi_{\delta}})) \} dW^i_s \right|^2 \right].
\]
Using Doob's maximal inequality followed by Itô isometry and then Lipschitz continuity of $\sigma$ from Assumption 2.1, we get
\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T} \left| \int_0^t \{ \sigma(Y_s^\varepsilon, \delta) - \sigma(y_{s-}) \} dW_s \right|^2 \right] \lesssim \sum_{i,j=1}^n \mathbb{E} \left[ \int_0^T \{ \sigma_{ji}(Y_s^\varepsilon, \delta) - \sigma_{ji}(y_{s-}) \} dW_s \right]^2
\]
\[
= \sum_{i,j=1}^n \mathbb{E} \left[ \int_0^T |\sigma_{ji}(Y_s^\varepsilon, \delta) - \sigma_{ji}(y_{s-})|^2 ds \right]
\]
\[
\lesssim \mathbb{E} \left[ \sup_{0 \leq t \leq T} |Y_t^\varepsilon, \delta - y_t|^2 \right],
\]
where the last inequality uses equation (4) and Hölder’s inequality. Next, using Theorem 2.6, we get the required estimate. □

**Proof of Proposition 4.4.** Let $\| \cdot \|$ be the one norm. Then,
\[
\left| \int_0^t \int_E \{ F(Y_s^\varepsilon, \delta, x) - F(y_{s-}, x) \} \bar{N}(ds, dx) \right|^2 \lesssim \sum_{i=1}^n \left| \int_0^t \int_E \{ F_i(Y_s^\varepsilon, \delta, x) - F_i(y_{s-}, x) \} \bar{N}(ds, dx) \right|^2.
\]
Now, first taking supremum over $[0, T]$ and then expectation on both sides, we get
\[
(25) \quad \mathbb{E} \left[ \sup_{0 \leq t \leq T} \left| \int_0^t \int_E \{ F(Y_s^\varepsilon, \delta, x) - F(y_{s-}, x) \} \bar{N}(ds, dx) \right|^2 \right] \lesssim \sum_{i=1}^n \mathbb{E} \left[ \sup_{0 \leq t \leq T} \left| \int_0^t \int_E \{ F_i(Y_s^\varepsilon, \delta, x) - F_i(y_{s-}, x) \} \bar{N}(ds, dx) \right|^2 \right].
\]
For each $i = 1, ..., n$, use of Doob’s maximal inequality followed by Itô isometry\(^7\) yields
\[
(26) \quad \mathbb{E} \left[ \sup_{0 \leq t \leq T} \left| \int_0^t \int_E \{ F_i(Y_s^\varepsilon, \delta, x) - F_i(y_{s-}, x) \} \bar{N}(ds, dx) \right|^2 \right]
\]
\[
= \mathbb{E} \left[ \int_0^T \int_E \{ F_i(Y_s^\varepsilon, \delta, x) - F_i(y_{s-}, x) \}^2 \nu(dx) ds \right].
\]
Now, using Lipschitz continuity of $F$ from Assumption 2.1 and from equations (25), (26), we obtain
\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T} \left| \int_0^t \int_E \{ F(Y_s^\varepsilon, \delta, x) - F(y_{s-}, x) \} \bar{N}(ds, dx) \right|^2 \right] \lesssim \int_0^T |Y_s^\varepsilon, \delta - y_s|^2 ds.
\]
Finally, equation (4) and Theorem 2.6 yield the required estimate. □

\(^7\)For a certain class of functions $f$ and the integral $\int_0^T \int_E f(t, x) \bar{N}(dt, dx)$ (see, [App09, Section 4.2] for the definition of the integral), the identity $\mathbb{E} \left[ \int_0^T \int_E f(t, x) \bar{N}(dt, dx) \right]^2 = \mathbb{E} \int_0^T \int_E |f(t, x)|^2 \nu(dx) dt$ is called Itô isometry.
5. Proofs of Lemmas 4.6 through 4.11

Proof of Lemma 4.6. From the integral representation of SDE (7) and a simple algebra, we have

\[
\begin{align*}
\int_0^t D_2c(y_s, y_s) \frac{Y_{\varepsilon, \delta}^{\varepsilon, \delta} - Y_{\pi_3(s)}^{\varepsilon, \delta}}{\varepsilon} ds &= \int_0^t D_2c(y_s, y_s) \int_{\pi_3(s)}^s \frac{c(Y_{r-}^{\varepsilon, \delta}, Y_{\pi_3(r)}^{\varepsilon, \delta})}{\varepsilon} dr ds \\
&\quad + \int_0^t D_2c(y_s, y_s) \int_{\pi_3(s)}^s \sigma(Y_{r-}^{\varepsilon, \delta}) dW_r ds \\
&\quad + \int_0^t D_2c(y_s, y_s) \int_{\pi_3(s)}^s \int_E F(Y_{r-}^{\varepsilon, \delta}, x) \tilde{N}(dr, dx) ds.
\end{align*}
\]

Writing \(c(Y_{r-}^{\varepsilon, \delta}, Y_{\pi_3(r)}^{\varepsilon, \delta})\) as \([c(Y_{r-}^{\varepsilon, \delta}, Y_{\pi_3(r)}^{\varepsilon, \delta}) - c(Y_{\pi_3(r)}^{\varepsilon, \delta})] + c(Y_{r-}^{\varepsilon, \delta}, Y_{\pi_3(r)}^{\varepsilon, \delta})\) in the second term of the right hand side of the above equation, we get

\[
\begin{align*}
\left(1/\varepsilon\right) \int_0^t D_2c(y_s, y_s) [Y_{\varepsilon, \delta}^{\varepsilon, \delta} - Y_{\pi_3(s)}^{\varepsilon, \delta}] ds &= \int_0^t D_2c(y_s, y_s) \int_{\pi_3(s)}^s \sigma(Y_{r-}^{\varepsilon, \delta}) dW_r ds \\
&\quad + \int_0^t D_2c(y_s, y_s) \int_{\pi_3(s)}^s \frac{c(Y_{r-}^{\varepsilon, \delta}, Y_{\pi_3(r)}^{\varepsilon, \delta})}{\varepsilon} dr ds \\
&\quad - \int_0^t D_2c(y_s, y_s) \int_{\pi_3(s)}^s \frac{c(y_{\pi_3(r)}^{\varepsilon, \delta})}{\varepsilon} dr ds \\
&\quad + \int_0^t D_2c(y_s, y_s) \int_{\pi_3(s)}^s \frac{c(y_{\pi_3(r)}^{\varepsilon, \delta}, y_{\pi_3(r)}^{\varepsilon, \delta})}{\varepsilon} dr ds \\
&\quad + \int_0^t D_2c(y_s, y_s) \int_{\pi_3(s)}^s \int_E F(Y_{r-}^{\varepsilon, \delta}, x) \tilde{N}(dr, dx) ds.
\end{align*}
\]

The right hand side of the above equation is easily recognised as the sum of \(M_i^{\varepsilon, \delta}(t), 1 \leq i \leq 4\). 

Proof of Lemma 4.7. Recalling the definition of \(M_i^{\varepsilon, \delta}(t)\) from (23), we have

\[
\begin{align*}
M_1^{\varepsilon, \delta}(t) &= \int_0^t D_2c(y_s, y_s) \int_{\pi_3(s)}^s \frac{c(Y_{r-}^{\varepsilon, \delta}, Y_{\pi_3(r)}^{\varepsilon, \delta})}{\varepsilon} dr ds \\
&\quad + \int_0^t D_2c(y_s, y_s) \int_{\pi_3(s)}^s \frac{c(y_{\pi_3(r)}^{\varepsilon, \delta})}{\varepsilon} dr ds - \int_0^t D_2c(y_s, y_s) \int_{\pi_3(s)}^s \frac{c(y_{\pi_3(r)}^{\varepsilon, \delta}, y_{\pi_3(r)}^{\varepsilon, \delta})}{\varepsilon} dr ds \\
&= \int_0^t D_2c(y_s, y_s) \int_{\pi_3(s)}^s \frac{c(Y_{r-}^{\varepsilon, \delta}, Y_{\pi_3(r)}^{\varepsilon, \delta})}{\varepsilon} dr ds \\
&\quad + \int_0^t D_2c(y_s, y_s) \int_{\pi_3(s)}^s \frac{c(Y_{\pi_3(r)}^{\varepsilon, \delta}, Y_{\pi_3(r)}^{\varepsilon, \delta})}{\varepsilon} dr ds \\
&\quad - \int_0^t D_2c(y_s, y_s) \int_{\pi_3(s)}^s \frac{c(y_{\pi_3(r)}^{\varepsilon, \delta})}{\varepsilon} dr ds \\
&\quad + \int_0^t D_2c(y_s, y_s) \int_{\pi_3(s)}^s \frac{c(y_{\pi_3(r)}^{\varepsilon, \delta}, y_{\pi_3(r)}^{\varepsilon, \delta})}{\varepsilon} dr ds \\
&\quad \triangleq Q_1^{\varepsilon, \delta}(t) + Q_2^{\varepsilon, \delta}(t).
\end{align*}
\]
Now, for $Q_1^{\varepsilon,\delta}(t)$, using Assumption 2.1, Hölder’s inequality, boundedness of $D_2c(y_s,y_s)$ and noting $(s - \pi_\delta(s)) \leq \delta$, we have

$$
|Q_1^{\varepsilon,\delta}(t)|^2 \lesssim \frac{\delta}{\varepsilon^2} \int_0^t \int_{\pi_\delta(s)} |Y_r^{\varepsilon,\delta} - y_r + y_r - y_{\pi_\delta(r)} + y_{\pi_\delta(r)} - Y_{\pi_\delta(r)}^{\varepsilon,\delta}|^2 \, du \, ds
$$

$$
\lesssim \frac{\delta}{\varepsilon^2} \int_0^t \int_{\pi_\delta(s)} |Y_r^{\varepsilon,\delta} - y_r|^2 \, du \, ds + \frac{\delta}{\varepsilon^2} \int_0^t \int_{\pi_\delta(s)} |y_r - y_{\pi_\delta(r)}|^2 \, du \, ds.
$$

Taking supremum on left side and then taking expectation on both sides, we get

$$
\mathbb{E}\left[\sup_{0 \leq t \leq T} |Q_1^{\varepsilon,\delta}(t)|^2\right] \lesssim \frac{\delta}{\varepsilon^2} \left\{\int_0^T \int_{\pi_\delta(s)} \mathbb{E}\left[|Y_r^{\varepsilon,\delta} - y_r|^2\right] \, du \, ds + \int_0^T \int_{\pi_\delta(s)} |y_r - y_{\pi_\delta(r)}|^2 \, du \, ds\right\}.
$$

Theorem 2.6 and Lemma 3.4 now yield $\mathbb{E}\left[\sup_{0 \leq t \leq T} |Q_1^{\varepsilon,\delta}(t)|^2\right] \lesssim \frac{\delta^2}{\varepsilon^2}(\delta^2 + \varepsilon^2)\epsilon^2 \mathcal{C}T$. For $Q_2^{\varepsilon,\delta}(t)$, by similar calculations to those above, we obtain $\mathbb{E}\left[\sup_{0 \leq t \leq T} |Q_2^{\varepsilon,\delta}(t)|^2\right] \lesssim \frac{\delta^2}{\varepsilon^2}(\delta^2 + \varepsilon^2)\epsilon^2 \mathcal{C}T$. Putting these two estimates together and recalling equation (11), we get the desired result. \qed

Before we prove Lemma 4.8 and 4.9, an estimate for the term

$$
R_t^{\varepsilon,\delta} \triangleq \frac{1}{2\varepsilon^2} \sum_{i=0}^{\lfloor t/\varepsilon \rfloor - 1} \delta D_2c(y_i\delta, y_i\delta) \cdot c(y_i\delta, y_i\delta) - \int_0^t D_2c(y_s, y_s) \cdot c(y_s, y_s) \, ds
$$

is provided in Lemma 5.1 which shows that $R_t^{\varepsilon,\delta} = \mathcal{O}(\delta^2)$, whenever $0 < \varepsilon < \varepsilon_0$. We will require the estimate for $R_t^{\varepsilon,\delta}$ in the proof of Lemma 4.9 below.

**Lemma 5.1.** Let $y_i$ be the solution of equation (6). Then, for any fixed $T > 0$, there exists a positive constant $C_{5.1}(T)$ such that

$$
\sup_{0 \leq t \leq T} R_t^{\varepsilon,\delta} \leq \delta^2(\ell + 1)^2 C_{5.1}(T).
$$

**Proof.** Let $h : \mathbb{R}^n \to \mathbb{R}^n$ be defined by $h(y) \triangleq D_2c(y, y) \cdot c(y, y)$. For $R_t^{\varepsilon,\delta}$,

$$
\left|\sum_{i=0}^{\lfloor t/\varepsilon \rfloor - 1} \delta h(y_i\delta) - \int_0^t h(y_s) \, ds\right|^2 \lesssim \sum_{i=0}^{\lfloor t/\varepsilon \rfloor - 1} \int_{\delta i}^{\delta(i+1)} \left|\{h(y_s) - h(y_{i\delta})\}\right|^2 \, ds + \int_{\delta i}^{\delta(i+1)} \left|h(y_s)\right|^2 \, ds
$$

$$
\lesssim \sum_{i=0}^{\lfloor t/\varepsilon \rfloor - 1} \int_{\delta i}^{\delta(i+1)} \left|h(y_s) - h(y_{i\delta})\right|^2 \, ds + \int_{\delta i}^{\delta(i+1)} \left|h(y_s)\right|^2 \, ds.
$$

Writing $h(y_s) - h(y_{i\delta})$ in the first term of the right hand side of the above equation as $h(y_s) - D_2c(y_{i\delta}, y_{i\delta}) \cdot c(y_{i\delta}, y_{i\delta}) + D_2c(y_{i\delta}, y_{i\delta}) \cdot c(y_s, y_s) - h(y_{i\delta})$ and recalling the definition of $h(x)$, we get

$$
|h(y_s) - h(y_{i\delta})|^2 \lesssim |D_2c(y_{i\delta}, y_{i\delta})\{c(y_{i\delta}, y_{i\delta}) - c(y_s, y_s)\}|^2 + |D_2c(y_{i\delta}, y_{i\delta}) - D_2c(y_{i\delta}, y_{i\delta})\{c(y_s, y_s)\}|^2.
$$

For $j(y,y) \triangleq D_2c(y,y) : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n \times \mathbb{R}^n$, the entries of $j$ are the first order partial derivatives of $c(x,y)$ with respect to the second variable. Using Taylor’s formula for each entry of $j$ (denoted by $j_{ij}$),
we have

\[(28) \quad j_{ij}(y_{\delta}, y_{\delta}) - j_{ij}(y_t, y_t) = \nabla j_{ij}(z_{ij}) \cdot \{(y_{\delta}, y_{\delta}) - (y_t, y_t)\},\]

for each $i, j = 1, \ldots, n$. Here, $z_{ij} \in \mathbb{R}^n \times \mathbb{R}^n$ are points lying on the line segment joining $(y_{\delta}, y_{\delta})$ and $(y_t, y_t)$. Employing the boundedness of the second-order partial derivatives of $c$ (Assumption 2.3), we have

\[
|j(y_{\delta}, y_{\delta}) - j(y_t, y_t)| = \max_{1 \leq j \leq n} \left| \sum_{i=1}^{n} [j_{ij}(y_{\delta}, y_{\delta}) - j_{ij}(y_t, y_t)] \right| \leq \max_{1 \leq j \leq n} \sum_{i=1}^{n} \|\nabla j_{ij}(z_{ij})\| \|\{(y_{\delta}, y_{\delta}) - (y_t, y_t)\}\|
\]

\[
\lesssim |(y_{\delta}, y_{\delta}) - (y_t, y_t)| \lesssim |y_{\delta} - y_t|.
\]

Using the linear growth of $c(y_t, y_t)$, boundedness of $D_2c(y_t, y_t)$ and Lipschitz continuity of $c$ and Lemma 3.4, we get

\[(29) \quad |h(y_s) - h(y_{\delta})|^2 \lesssim |y_{\delta} - y_s|^2 \lesssim \delta^2.\]

Now combining this estimate with equation (27) and recalling the definition of $R_t^{\varepsilon,\delta}$ and equation (11), we get the required estimate. \(\square\)

**Proof of Lemma 4.8.** Recalling the definition of $M_1^{\varepsilon,\delta}(t)$ and using the similar arguments to the proof of Lemma 5.1 (in particular, equation (29)), we obtain the required estimate. \(\square\)

**Proof of Lemma 4.9.** Recalling the definition of $M_2^{\varepsilon,\delta}(t)$ and $d(t)$ from equations (24) and (21) respectively, we have

\[(30) \quad M_2^{\varepsilon,\delta}(t) - d(t) = \int_0^t D_2c(y_{\pi_{\delta}(s)}, y_{\pi_{\delta}(s)}) \int_{\pi_\delta(s)}^s \frac{c(y_{\pi_{\delta}(r)}, y_{\pi_{\delta}(r)})}{\varepsilon} \, dr \, ds
\]

\[- \frac{\ell}{2} \int_0^t D_2c(y_s, y_s) \cdot c(y_s, y_s) \, ds.
\]

Now, writing the integral $\int_0^t D_2c(y_{\pi_{\delta}(s)}, y_{\pi_{\delta}(s)}) \int_{\pi_\delta(s)}^s c(y_{\pi_{\delta}(r)}, y_{\pi_{\delta}(r)}) \, dr \, ds$ in the above equation (30) as

$$\sum_{i=0}^{[\frac{t}{\delta}] - 1} \int_{i\delta}^{(i+1)\delta} D_2c(y_{\delta i}, y_{\delta i}) \cdot c(y_{\delta i}, y_{\delta i})(s - i\delta) \, ds + \int_{[\frac{t}{\delta}]\delta}^{t} D_2c(y_{\pi_{\delta}(s)}, y_{\pi_{\delta}(s)}) \cdot c(y_{\pi_{\delta}(s)}, y_{\pi_{\delta}(s)})(s - \pi_\delta(s)) \, ds,$$

we get

\[
M_2^{\varepsilon,\delta}(t) - d(t) = \left(1/\varepsilon\right) \sum_{i=0}^{[\frac{t}{\delta}] - 1} \int_{i\delta}^{(i+1)\delta} D_2c(y_{\delta i}, y_{\delta i}) \cdot c(y_{\delta i}, y_{\delta i})(s - i\delta) \, ds - \frac{\ell}{2} \int_0^t D_2c(y_s, y_s) \cdot c(y_s, y_s) \, ds
\]

\[+ \left(1/\varepsilon\right) \int_{[\frac{t}{\delta}]\delta}^{t} D_2c(y_{\pi_{\delta}(s)}, y_{\pi_{\delta}(s)}) \cdot c(y_{\pi_{\delta}(s)}, y_{\pi_{\delta}(s)})(s - \pi_\delta(s)) \, ds
\]
We note here that \( \int_{t_0}^{(i+1)\delta} D_2 c(y_{i\delta}, y_{i\delta}) \cdot c(y_{i\delta}, y_{i\delta})(s - i\delta) \, ds = D_2 c(y_{i\delta}, y_{i\delta}) \cdot c(y_{i\delta}, y_{i\delta})(\delta^2/2) \). Thus, taking norm on both sides of the above equation and then using (2), we obtain

\[
\left| M_{2}^{\varepsilon, \delta}(t) - d(t) \right|^2 \lesssim \left| \frac{\delta}{2\varepsilon} \sum_{i=0}^{\lfloor t \rfloor - 1} \delta D_2 c(y_{i\delta}, y_{i\delta}) \cdot c(y_{i\delta}, y_{i\delta}) \right|^2
+ \frac{1}{2} \left( \ell - \frac{\delta}{\varepsilon} + \frac{\delta}{\varepsilon} \right) \int_0^t D_2 c(y_s, y_s) \cdot c(y_s, y_s) \, ds
+ \delta^2 \left| D_2 c(y_{\pi\delta(t)}, y_{\pi\delta(t)}) \cdot c(y_{\pi\delta(t)}, y_{\pi\delta(t)}) \right| \frac{2\delta^2}{\varepsilon^2}
\leq \frac{1}{2^2} \varepsilon^2 \left| \sum_{i=0}^{\lfloor t \rfloor - 1} \delta D_2 c(y_{i\delta}, y_{i\delta}) \cdot c(y_{i\delta}, y_{i\delta}) - \int_0^t D_2 c(y_s, y_s) \cdot c(y_s, y_s) \, ds \right|^2
+ \frac{1}{2^2} \left( \ell - \frac{\delta}{\varepsilon} \right) \left| \int_0^t D_2 c(y_s, y_s) \cdot c(y_s, y_s) \, ds \right|^2
+ \delta^2 \left| D_2 c(y_{\pi\delta(t)}, y_{\pi\delta(t)}) \cdot c(y_{\pi\delta(t)}, y_{\pi\delta(t)}) \right| \frac{2\delta^2}{\varepsilon^2}.
\]

Now, using the linear growth of \( c(y_s, y_s) \) and boundedness of \( D_2 c(y_s, y_s) \), we get

\[
\left| M_{2}^{\varepsilon, \delta}(t) - d(t) \right|^2 \leq \frac{\delta^2}{2^2 \varepsilon^2} \left| \sum_{i=0}^{\lfloor t \rfloor - 1} \delta D_2 c(y_{i\delta}, y_{i\delta}) \cdot c(y_{i\delta}, y_{i\delta}) - \int_0^t D_2 c(y_s, y_s) \cdot c(y_s, y_s) \, ds \right|^2
+ \left( \frac{\delta^4}{\varepsilon^2} + \frac{\varepsilon^2(\ell - \delta)}{2^4} \right) \left( 1 + \sup_{0 \leq t \leq T} |y_t|^2 \right).
\]

Next, putting the above estimate in equation (30), the required result follows by Lemmas 3.3, 5.1 and equation (11). \( \square \)

**Proof of Lemma 4.10.** For \( t \in [0, T] \), recalling the definition of \( M_{3}^{\varepsilon, \delta}(t) \) from equation (23) and using Hölder’s inequality, we obtain

\[
| M_{3}^{\varepsilon, \delta}(t) |^2 \leq \left( \int_0^t |D_2 c(y_s, y_s)|^2 \, ds \right) \left( \int_0^t \left| \int_{\pi\delta(s)}^{\sigma(Y_{u-})} dW_u \right|^2 \, ds \right).
\]

Taking supremum over \([0, T]\) followed by expectation and then using Assumption 2.3 for the boundedness of \( D_2 c(y_s, y_s) \), we have

\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T} | M_{3}^{\varepsilon, \delta}(t) |^2 \right] \lesssim T \int_0^T \mathbb{E} \left[ \int_{\pi\delta(s)}^{\sigma(Y_{u-})} \sigma(Y_{u-})^2 \, dW_u \right] \, ds.
\](31)
Now, let \( \sigma_i \in \mathbb{R}^n, 1 \leq i \leq n \), represent the columns of the matrix \( \sigma \), then

\[
\mathbb{E} \left| \int_{\pi(s)}^{s} \sigma(Y_{u-}^\varepsilon, \delta) \, dW_u \right|^2 = \mathbb{E} \left\{ \sum_{i=1}^{n} \int_{\pi(s)}^{s} \sigma_i(Y_{u-}^\varepsilon, \delta) \, dW_u^i \right\}^2 \lesssim \sum_{i=1}^{n} \int_{\pi(s)}^{s} \sigma_i(Y_{u-}^\varepsilon, \delta) \, dW_u^i \right|^2 \]

where the last equality of the above equation follows by Itô isometry for stochastic integrals. Next, using the linear growth property of \( \sigma \) from Assumption 2.2 in the above equation followed by a little algebra, we have

\[
\mathbb{E} \left| \int_{\pi(s)}^{s} \sigma(Y_{u-}^\varepsilon, \delta) \, dW_u \right|^2 \lesssim \left( \int_{\pi(s)}^{s} \left( 1 + |y_u|^2 + \mathbb{E} \left[ \sup_{0 \leq s \leq T} |Y_{u-}^\varepsilon - y_u|^2 \right] \right) \, du \right).
\]

Putting this last expression in equation (31), and then using Theorem 2.6 and Lemma 3.3, we get the required estimate. \( \square \)

**Proof of Lemma 4.11.** Recalling the definition of \( M_{4}^{\varepsilon, \delta}(t) \) from Lemma 4.6 and using Hölder’s inequality, we get

\[
|M_{4}^{\varepsilon, \delta}(t)|^2 \leq \left( \int_{0}^{t} |D_2 c(y_s, y_s)|^2 \, ds \right) \left( \int_{0}^{t} \left| \int_{\pi(s)}^{s} F(Y_{r-}^\varepsilon, x) \tilde{N}(dr, dx) \right|^2 \, ds \right). \]

Taking supremum over \([0, T]\) followed by expectation and then using Assumption 2.3 for the boundedness of \( D_2 c(y_s, y_s) \), we have

\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T} |M_{4}^{\varepsilon, \delta}(t)|^2 \right] \lesssim T \int_{0}^{T} \mathbb{E} \left| \int_{\pi(s)}^{s} \int_{E} F(Y_{r-}^\varepsilon, x) \tilde{N}(dr, dx) \right|^2 \, ds.
\]

Now,

\[
\mathbb{E} \left| \int_{\pi(s)}^{s} \int_{E} F(Y_{r-}^\varepsilon, x) \tilde{N}(dr, dx) \right|^2 \lesssim \mathbb{E} \left[ \sum_{i=1}^{n} \left| \int_{\pi(s)}^{s} \int_{E} F_i(Y_{r-}^\varepsilon, x) \tilde{N}(dr, dx) \right|^2 \right] \]

\[
= \sum_{i=1}^{n} \mathbb{E} \left| \int_{\pi(s)}^{s} \int_{E} F_i(Y_{r-}^\varepsilon, x) \tilde{N}(dr, dx) \right|^2.
\]

Using Itô isometry for the right hand side of the above equation and then linear growth condition on \( F \) from Assumption 2.2 with \( \nu(E) < \infty \), we have

\[
\mathbb{E} \left| \int_{\pi(s)}^{s} \int_{E} F(Y_{r-}^\varepsilon, x) \tilde{N}(dr, dx) \right|^2 \lesssim \sum_{i=1}^{n} \mathbb{E} \left[ \int_{\pi(s)}^{s} \int_{E} |F_i(Y_{r-}^\varepsilon, x)|^2 \, d\nu(dx) \right] \]

\[
\lesssim \sum_{i=1}^{n} \mathbb{E} \left[ \int_{\pi(s)}^{s} (1 + |Y_{r-}^\varepsilon|^2) \, dr \right].
\]

Now, combining the arguments of equation (32) with equation (33) and (34), we get the required result. \( \square \)
6. Conclusions and future research directions

In this paper, we studied the dynamics of a hybrid nonlinear system under the combined effect of fast periodic sampling and small random perturbations with jumps. The dynamics of stochastically perturbed system is found close to the idealized one. Further, in the fluctuation study of rescaled process around its mean, the limiting SDE, interestingly, has an extra drift term capturing both the sampling and noise effect. The limiting SDE is found to vary, depending on the relative rates at which the two small parameters approach zero.

There are a couple of future research directions to extend the present work. Firstly, being motivated by the recent articles, for example, [Cer09, FD11, XML15], one can explore the present work in the context of stochastic partial differential equations (SPDE), where the drift in our main equation (1) can be replaced by some suitable infinite dimensional operators. It is interesting to see here how does the classical Khasminskii, or the approaches presented in the articles [FD11, XML15], are useful. Secondly, it is also interesting and a bit challenging to study the SDE (1) with the non-Lipschitz drift and diffusion coefficients. For a non-Lipschitz case, recently, [Neg23] studied a pathwise uniqueness result for SDE with general drift and diffusion coefficients. So, checking whether the sufficient conditions provided in [Neg23] work in our sampling problem, may be a separate and follow-up project. Finally, we are also interested to explore the asymptotic analysis of rare events in terms of certain rate functions, so-called LDP.
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