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Abstract

Spectral graph convolutional neural networks (GCNNs) have been producing encouraging results in graph classification tasks. However, most spectral GCNNs utilize fixed graphs when aggregating node features, while omitting edge feature learning and failing to get an optimal graph structure. Moreover, many existing graph datasets do not provide initialized edge features, further restraining the ability of learning edge features via spectral GCNNs. In this paper, we try to address this issue by designing an edge feature scheme and an add-on layer between every two stacked graph convolution layers in GCNN. Both are lightweight while effective in filling the gap between edge feature learning and performance enhancement of graph classification. The edge feature scheme makes edge features adapt to node representations at different graph convolution layers. The add-on layers help adjust the edge features to an optimal graph structure. To test the effectiveness of our method, we take Euclidean positions as initial node features and extract graphs with semantic information from point cloud objects. The node features of our extracted graphs are more scalable for edge feature learning than most existing graph datasets (in one-hot encoded label format). Three new graph datasets are constructed based on ModelNet40, ModelNet10 and ShapeNet Part datasets. Experimental results show that our method outperforms state-of-the-art graph classification methods on the new datasets by reaching 96.56\% overall accuracy on Graph-ModelNet40, 98.79\% on Graph-ModelNet10 and 97.91\% on Graph-ShapeNet Part. The constructed graph datasets will be released to the community.
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1. Introduction

In recent years, graph neural networks (GNNs) have been making advances in tasks such as graph classification, node classification and link prediction. For example, benefiting from the diversity and generality of graph representation, GNNs have been applied to biochemistry \cite{1, 2, 3, 4, 5}, recommendation system \cite{6, 7, 8}, computer vision \cite{9, 10, 11, 12}, natural language processing \cite{13, 14, 15} and many other fields \cite{16, 17, 18}. Since graph is a special manifold structure that does not possess translation invariance property, traditional convolutional neural networks (CNNs) cannot be directly used on graphs. Earlier works \cite{19, 20, 21} are based on spatial domain’s GCNNs and support the transformation from non-Euclidean data to Euclidean data by fixing the number and order of nodes of graphs. Further, they accomplish the message propagation by constructing node feature aggregation function.

In contrast, spectral GCNNs \cite{22, 23, 24, 25, 26} perform feature aggregation for neighbouring nodes by constructing the convolution operators on graphs. The third-generation graph convolution layer \cite{27}, which is the most commonly used today, is simplified from the first two generations \cite{23, 24} and has yielded encouraging results on node classification and graph classification. However, the graph convolution layer disregards edge feature learning while aggregating node features, thus limiting the learning ability of spectral GCNNs at the graph structure level.
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Moreover, most commonly used graph classification datasets \[28, 29, 30, 31\] provide graphs without edge features, which prevents the spectral GCNNs from exploiting graph structure information when applied in graph-level tasks. Node features of graphs are normally represented by one-hot encoded labels in most existing graph classification datasets. This significantly constrains spectral GCNNs from using these features in a more flexible way. Some graph-based point cloud classification networks \[9, 10, 11, 12\] take the positions of point clouds in Euclidean space as node features and use the Euclidean distance between nodes to compute edge features. This method greatly promotes the scalability of both the node and edge features. The results in \[24\] also show that implementing Euclidean data on GCNNs are as feasible as classical CNN approaches.

In this paper, we design a novel edge feature scheme and an add-on layer between every two stacked graph convolution layers to better exploit the relationship between the connected nodes of graph. Unlike the default uniform weights (e.g., 1.0 for each edge), edge features are calculated by edge feature scheme in a weighted manner. The add-on layer takes the hidden representation of each node from the previous graph convolution layer and generates a matrix for updating the calculated edge features. In this way, discriminative edge features can be produced and updated, further facilitating the graph feature learning at the next graph convolution layer. We use graphs derived from point cloud objects to examine our approach due to the scalability of point clouds’ node and edge features in Euclidean space.

Specifically, graphs are constructed by extracting a key node from each part (or cluster) of the point cloud, where the semantic information is encoded. To obtain part labels, we register the source point cloud (without part labels) with a target template point cloud (with part labels) and assign the point in the source with the label of the template counterpart that is the nearest point to that source point. Our approach is validated on ModelNet40 \[32\], ModelNet10 \[32\] and ShapeNet Part \[33\] datasets. Results show that our approach effectively improves the learning capability of the graph convolution layer and outperforms other state-of-the-art graph classification methods on our constructed graph datasets, reaching 96.56% overall accuracy on ModelNet40 \[32\], 98.79% on ModelNet10 \[32\], and 97.91% on ShapeNet Part dataset \[33\].

Our main contributions are summarized as follows.

- We propose novel graph classification method for better classification performance.
- We develop an edge feature scheme and an add-on layer for discriminative feature learning.
- We create corresponding graph datasets based upon ModelNet40, ModelNet10 and ShapeNet Part datasets and will release them to the community.
- State-of-the-art classification performances are achieved on our generated graph datasets.

2. Related Work

2.1. Graph Convolutional Neural Networks

Graph Convolutional Neural Networks (GCNNs) have been applied in multiple tasks, e.g., graph regression, classification and generation, node classification, regression and edge prediction. There are abundant graph datasets available for biochemistry \[30, 28, 31\], citation network \[34, 35, 36\] and social networking \[37, 38, 39\]. Although graph-based classification methods mentioned in Sec. 1 constructed graphs for point clouds, there still lack unified graph datasets for \[32\]. According to the way of defining the graph convolution operator, GCNNs can be divided into two categories as follows:

Spatial methods focus on the node domain by aggregating the features of each central node and its neighbouring nodes. E.g., GAT \[40\] mainly focused on learning from nodes instead of structure. It defined feature aggregation functions depending on the attention mechanism, and the edge feature was replaced by a normalized attention coefficient between nodes. GraphSAGE \[38\] borrowed the idea of mini-batch to perform random sampling of neighbouring nodes. An aggregation function was also used to update the global features of nodes, thus giving the model the ability of learning inductively.

Spectral methods complete feature aggregation between nodes in the spectral domain. Spectral CNN \[22\] was the first proposal that constructed a spectral convolutional neural network with convolutional operators on graphs. Based on the convolution theorem, it realized the graph convolution and information aggregation between nodes. GCN \[27\]
simplified the Chebyshev network [23], where a first-order GCNN was implemented and realized for applications in semi-supervised learning scenarios. Focusing on the graph classification task, Zhang et al. [25] implemented GCN and added a sort pooling layer to form a DGCNN model. It took the sort pooling layers to solve the standard problem of sorting vertices. The formula derivation showed that the output order of the sort-pooling layer was consistent with the structural roles of the nodes.

2.2. Point Cloud Part Segmentation

Supervised part segmentation techniques [41, 42, 43, 44, 45] for point clouds have been evolving rapidly due to the increasing availability of human-annotated datasets [46, 33]. Unlike the supervised methods taking fixed annotations for segmented parts, semi-supervised and unsupervised methods provide ways for part representation learning. CoSegNet [47] took the unsegmented shapes in ComplementMe dataset [48] as training input to create part collections. The output was K-way labelled objects, where K denoted the upper bound of the part numbers. BAE-NET [49] implemented a branched autoencoder network that minimized the loss by reconstructing the inside-outside status between points and shapes to obtain the simplest representations of part collections. PartNet [50] output an unfixed part number for each class based on the complexity of the object’s geometric structure. RIMNet [51] recursively decomposed the point cloud into two parts and output hierarchical shape structures. It was the first fully unsupervised segmentation method without requiring any ground-truth segmented objects. Although all of these Co-Segmentation methods segment point clouds automatically, they all require separate training for a particular class and cannot achieve user-defined segmentation results.

3. Method

In this section, we firstly explain the method to constructing the graph from a point cloud object. Then, we show how our spectral GCNN is designed to better facilitate the classification task.

3.1. Semantic Graph Construction

Parts of a point cloud (e.g., two wings of an airplane) provide semantic information, which usually represent a common characteristic in the same point cloud class and can effectively help with the classification task. Based on this, points that are selected from those parts are discriminative, and further simple operations on these points are available to generate a graph. Therefore, we divide the semantic graph construction task into two steps: part annotation generation and graph extraction.

3.1.1. Part annotation generation

ICP algorithm (iterative closest point) [52] is chosen to generate the part annotation. We select at least one template point cloud with part labels for each point cloud category, and these template point clouds can be easily obtained by selecting a few point clouds from the target dataset and annotate their parts manually. Provided this, we can encode semantic part information by registering the template point cloud with those unlabelled point clouds. Given an unlabeled point cloud as source \( P_s \) and a template point cloud as target \( P_t \), the nearest neighbours of \( P_t \) in \( P_s \) as \( P_{s, \text{ne}} \), and point \( p_i \in P_s \), \( p_t \in P_t \) and \( p_{s, \text{ne}} \in P_{s, \text{ne}} \), the point cloud registration problem can be solved by minimizing the following function \( E \):

\[
E(P_s, P_t) = \min \frac{1}{|P_s|} \sum_{i=1}^{|P_s|} \left\| p_i - (R p_s + T) \right\|^2,
\]

where \( R \) is a rotation matrix and \( T \) is a translation vector. Both of them can be calculated with Singular Value Decomposition (SVD). After certain iterations or reaching the convergence on \( E \), the part label of each point in \( P_t \) will be allocated to points in \( P_s \) accordingly. This allows us to encode the semantic part information for the unlabeled point cloud.
Figure 1: Architecture of our graph classification network. Three add-on layers and edge feature schemes are added between the four stacked graph convolution layers. In each add-on layer, the dimension of $H^k$ is deducted by two linear layers separately. The output row and column vectors are broadcast added to produce the update matrix for each normalized edge feature. $H^k$ and the updated adjacency matrix $\tilde{A}^N_k$ are then fed into the next graph convolution layer. $\oplus$ means the concatenation of all $H^k$.

3.1.2. Graph extraction

After the part information generation step, each point in the source point cloud has a part label now. Nevertheless, a part may have multiple sub-parts that exist independently in 3D space. For instance, a table has four separate table legs. To further distinguish these sub-parts, we compute distances among all points within each part $P$, and record the adjacency relationship (e.g., 0 for non-adjacent and 1 for adjacent) of these points in a neighborhood matrix $N_{i,j}$ by comparing all distances with a threshold $\tau$. Where $\{N_{i,j} | i \in [1, N_p], j \in [1, N_p]\}$, $N_p$ denotes the point number of the annotated part $P$.

Furthermore, we implement the simple yet effective Depth-First-Search (DFS) on $N_{i,j}$, each time DFS returns all the connected points that constitute the sub-part, and these connected points are stored before being removed from $P$. This searching process repeats until the number of remaining points in $P$ becomes 0. After being separated, the sub-parts will replace the original part and act as new parts in the point cloud. We extract a node from each part by averaging all points of that part, and its initial node feature is the averaged position of that part. This representation greatly simplifies the original point cloud, as well as effectively encodes the semantic part information.

Suppose $G = \{V, E\}$ represents a graph, where $V$ is the collection of all nodes, $E$ is the collection of all edges, $F^V$ and $F^E$ denote the node features and edge features of the graph $G$, respectively. The adjacency matrix $A$ can be easily computed over $G$. To facilitate the follow-up training, we bidirectionally connect all nodes extracted from the source point cloud to construct a complete directed graph.

3.2. Graph Classification

3.2.1. Network architecture

The architecture of our graph classification network is shown in Fig. 1. DGCNN [25] is adopted as the backbone model in our method. We choose row normalized adjacency matrix as our feature aggregation function for node correlation, given its outstanding performance in graph learning tasks [53, 54, 25]. Four stacked graph convolution layers are implemented to learn node and edge features of graphs. The hidden representation matrix $H^k \in \mathbb{R}^{n \times f_k}$ at layer $k$ as:

$$H^k = \delta \left( \tilde{D}^{-1} \tilde{A} H^{k-1} W^{k-1} \right),$$

where $n$ is the node number of a graph and $f_k$ is the dimension of each node feature. For each layer $k$, we employ the same $f_k$ as in [25] which are 32, 32, 32 and 1, respectively. $H^0 \in \mathbb{R}^{n \times 3}$, given each node takes its Euclidean position as the origin graph signal. $\tilde{A} \in \mathbb{R}^{n \times n}$ denotes the self-loop added adjacency matrix, $\tilde{D} \in \mathbb{R}^{n \times n}$ is the diagonal degree matrix of $\tilde{A}$, and $\delta$ is the non-linear activation function. $W^{k-1} \in \mathbb{R}^{F^E \times F^V}$ is a trainable convolution parameter. Between each of the two consecutive layers, an edge feature scheme and an add-on layer are added to enhance the network’s node and edge features learning ability. Specified discussions are made in the remaining part of this section.

These four hidden representations are then concatenated, sorted and pooled in the SortPooling layer, where the first $z$ rows are retained. Afterwards, traditional MaxPooling layers, 1-D convolutional layers and Dense layers are used for prediction.
3.2.2. Edge feature scheme

Edge features are important in graph learning. By default, all input edge features in F\(_E\) are set to 1, which can hardly reflect the graph structure effectively. Besides of that, edge features are normally fixed across all graph convolution layers. The default setting does not match the corresponding node features that are updated during the node feature aggregation at each graph convolution layer. To address this problem, we define a scheme to dynamically learn edge features in the network.

For input edge features, an intuitive choice is a Gaussian-like function that can generate a “weight” as the edge feature based on the distance between two connected nodes.

\[
F^k(x) = \frac{1}{(2\pi)^{1/2} \sigma} e^{-\left(\frac{x^2}{2\sigma^2}\right)},
\]

where \(x\) is the Euclidean distance between two nodes. \(\mu\) and \(\sigma\) are constants, representing the mean value and standard deviation of node distances among all graphs, respectively. We also extend this function to compute the edge features between every two consecutive graph convolution layers. \(x\) becomes the \(L_2\)-norm of any two node representations in high dimensions. The new edge features are expected to be more adaptive to the current node representations, further facilitating graph learning before entering the next graph convolution layer.

Since this function has a negative sign in the exponent, the result will be lower if the distance between nodes becomes larger, and vice versa. According to the semantics of a point cloud, closer nodes are more likely to have similar part information than far-apart nodes. Thus, assigning a smaller value to the edge with a larger distance may result in inaccurate topological information. On the contrary, a stronger connection (i.e., larger edge feature) between nodes from far-apart parts will benefit the encoding of global topological information, which may help produce a better graph structure. Further discussion will be made in Sec. 4.5.2 on the choice of design.

Based upon these observations, we define the edge features in adjacency matrix \(\tilde{A}\) at layer \(k\) with the following exponential function, where \(v_w \in V, v_q \in V, H^k_{vw} \in \mathbb{R}^f, \) and \(H^k_{vq} \in \mathbb{R}^f\):

\[
\tilde{A}^k_{w,q} = e^{\|H^k_{vw} - H^k_{vq}\|_2},
\]

3.2.3. Add-on layer

Although the edge feature scheme enables the calculation of edge features with the corresponding node representations, optimized edge features are still pursued to better help with the node feature aggregations in the following graph convolution layer. To address this problem, we design a mechanism to update the \(\tilde{A}\) with learned features through the network.

Suppose a normalized adjacency matrix at layer \(k\) is defined as \(\tilde{A}^N_k\), where \(\tilde{A}^N_k = \tilde{D}^{-1/2}\tilde{A}\), then a novel add-on layer is added after the edge feature scheme to update the edge features in \(\tilde{A}^N_k\). This specific procedure is depicted in the top-right add-on layer block in Fig.1. It can be represented by:

\[
H^k = L_1 (H^k) + (L_2 (H^k))^T,
\]

\[
\tilde{A}^N_k = H^k \times \tilde{A}^k,
\]

\[
H^{k+1} = \delta (\tilde{A}^N_k H^k W^k),
\]

4. Experiments

4.1. Constructed Graph Datasets

Graph-ModelNet40 and Graph-ModelNet10. ModelNet40 \([32]\) is the most used dataset for the point cloud classification task. We split the training and testing data following \([55]\), i.e., 9,843 point clouds for training and
2,468 for testing. ModelNet10 is a subset of ModelNet40, with 3,991 samples for training and 908 for testing. To reduce the computation time of the ICP algorithm, we select 1,024 points from both the template and its pairing point cloud. In the graph extraction step, the threshold \( \tau \) is empirically set to 0.283 as it is usually greater than any distance between two adjacent points, and less than the smallest distance between points in spatially separated parts. Based on ModelNet40 (and its subset ModelNet10) \cite{22}, we extract two graph datasets, referred to as “Graph-ModelNet40” and “Graph-ModelNet10”, with average 5.3 nodes and 4.6 nodes in each graph. Fig. 2 shows constructed graphs.

**Graph-ShapeNet Part dataset.** ShapeNet Part dataset \cite{33} has been frequently used in the point cloud segmentation task due to its abundant categories and accurate part annotations. We transform all the 16 point cloud categories directly to graphs using our method. The created graph dataset is referred to as the “Graph-ShapeNet Part”. Our constructed Graph-ShapeNet Part dataset has 4 nodes per graph on average across all the categories. Some constructed graphs are shown in Fig. 2.

### 4.2. Experimental Settings

Following \cite{25}, we set the user-defined parameter \( z \) in the SortPooling layer to the default value 30. For a fair comparison, we train our model and the comparative methods in Tab. 1 for 200 epochs on our graph datasets. The batch size of all the methods is set to 20 for training and testing. Both our model and the backbone model \cite{25} are implemented on Tensorflow and trained on an off-the-shelf desktop computer with an Intel Core i7-10750H CPU (rather than GPU). Adam optimizer with a learning rate of 0.001 and the cross-entropy loss are adopted for training.
Table 1: Comparisons of overall accuracy of ours and state-of-the-art graph classification methods on our graph datasets. G-M40: Graph-ModelNet40, G-M10: Graph-ModelNet10, G-S: Graph-ShapeNet Part.

| Methods       | Source   | G-M40(OA) | G-M10(OA) | G-S(OA) |
|---------------|----------|-----------|-----------|---------|
| EdgePool [57] | ICML’19  | 95.42%    | 98.57%    | 96.49%  |
| SAGPool [56]  | ICML’19  | 96.07%    | 98.57%    | 96.17%  |
| MinCUTPool [59]| ICML’20  | 81.00%    | 88.22%    | 78.01%  |
| ASAP [61]     | AAAI’20  | 95.95%    | 98.68%    | 96.28%  |
| GMT [58]      | ICLR’21  | 80.96%    | 88.77%    | 78.78%  |
| SSRead [62]   | ICDM’21  | 95.75%    | 98.46%    | 95.65%  |
| DropGNN [60]  | NIPS’21  | 85.05%    | 94.93%    | 86.17%  |
| Ours          | -        | 96.56%    | 98.79%    | 97.91%  |

Table 2: Comparisons of overall accuracy of ours and state-of-the-art graph classification methods on our graph datasets. G-M40: Graph-ModelNet40, G-M10: Graph-ModelNet10, G-S: Graph-ShapeNet Part.

| Methods       | Source   | PROTEINS | DD | NCI1 | NCI109 |
|---------------|----------|----------|----|------|--------|
| EdgePool [57] | ICML’19  | 71.50 ± 4.70 | - | -   | -      |
| SAGPool [56]  | ICML’19  | 71.86 ± 0.97  | 76.45 ± 0.97 | 74.18 ± 1.20 | 74.06 ± 0.78 |
| MinCUTPool [59]| ICML’20  | 76.50 ± 2.60  | 80.80 ± 2.30 | -   | -      |
| ASAP [61]     | AAAI’20  | 74.19 ± 0.79  | 76.87 ± 0.70 | 71.48 ± 0.42 | 70.07 ± 0.55 |
| GMT [58]      | ICLR’21  | 75.09 ± 0.59  | 78.72 ± 0.59 | -   | -      |
| SSRead [62]   | ICDM’21  | 69.02 ± 1.08  | 75.86 ± 0.61 | 73.19 ± 0.83 | -      |
| DropGNN [60]  | NIPS’21  | 77.20 ± 4.70  | - | -   | -      |
| Ours          | -        | 79.46 ± 6.13  | 81.03 ± 5.82 | 80.03 ± 1.93 | 78.59 ± 4.08 |

4.3. Classification Results on Constructed Datasets

To validate the proposed method, we firstly compare it with state-of-the-art graph classification methods on our constructed graph datasets. Tab. 1 shows the results, where “OA” represents the overall accuracy (mean accuracy of all instances). We adopt the edge features calculated by Eq. (4) while implementing the default value as 1 in other methods. It can be seen that our method soundly outperforms state-of-the-art ones on all the three graph datasets, confirming the effectiveness of our graph classification method.

Specifically, our method surpasses the 2nd best method SAGPool [56] by 0.49% in terms of OA on Graph-ModelNet40, and exceeds the 2nd best method [57] by 1.42% in terms of OA on Graph-ShapeNet Part. It is interesting to see our model respectively takes about 1 second and 2 seconds per epoch when training on Graph-ModelNet10 and Graph-ModelNet40 on CPU, which are nearly identical to the training time per epoch for the backbone model [25]. This verifies that our add-on layer requires unnoticeable additional overhead. We attribute this energy-efficient computing to the lightweight add-on layers, each of which only introduces 99 parameters to the total 56,779 parameters of the backbone model [25]. It is worth noting that methods [58, 59, 60] do not perform very well. It might be because these methods are not applicable to our graph datasets that contain only a small number of nodes per graph.

4.4. Classification Results on Existing Graph Datasets

To test the generalization of our method on existing graph datasets, four commonly used graph datasets (PROTEINS, DD, NCI1 and NCI109) are selected for comparison. The node features of graphs in these datasets are in the format of one-hot encoded labels, which lack discriminations when used in our edge feature scheme for edge feature calculation. Therefore, we take the default 1 as the input edge feature that aligns with other state-of-the-art methods. Following the same settings as [25], we evaluate the performance of all methods with 10-fold cross-validation. Tab. 2 shows that our proposed method achieves the best averaged overall accuracy results on all datasets, confirming the generalization of the proposed method in classifying graphs with richer nodes.
Table 3: Comparisons of overall accuracy of different models. BM: backbone model, EFS: edge feature schemes, AoL: add-on layers.

|       | BM  | EFS | AoL | G-S          | G-M10 | G-M40 |
|-------|-----|-----|-----|--------------|-------|-------|
| ✓     | 95.37% |     |     | 98.02% | 95.26% |
| ✓✓    | 96.59% | 98.13% |     | 95.75% |
| ✓✓✓   | 97.91% | 98.79% | 96.56% |

Table 4: Comparisons of overall accuracy of different edge feature update schemes.

| Edge feature schemes | G-S  | G-M10 | G-M40 |
|----------------------|------|-------|-------|
| Default              | 97.46% | 98.24% | 95.95% |
| $e^{-\frac{\|H_kv_w-H_kv_q\|_2^2}{\sigma^2}}$ | 96.63% | 96.26% | 93.92% |
| $e^{-\frac{\|H_kv_w-H_kv_q\|_2^2}{\sigma^2}}$ (Ours) | 97.91% | 98.79% | 96.56% |

4.5. Ablation Study

4.5.1. Effectiveness of our edge feature schemes and add-on layers

In this set of experiments, we examine the effectiveness of our edge feature schemes and add-on layers in enhancing the graph classification performance on our graph datasets. Here, we take the backbone model [25] as baseline and abbreviate it as BM, our edge feature schemes (in Sec. 3.2.2) as EFS, and our add-on layers (in Sec. 3.2.3) as AoL.

We build three versions of models for comparison: (1) the backbone model takes the default 1 as the edge feature value, and the model is trained without the proposed add-on layers. (2) The backbone model adopts our edge feature scheme but without the add-on layers. (3) The backbone model adopts both the proposed edge feature scheme and the add-on layers, i.e., ours.

Tab. 3 shows the comparison results. By comparing the first version with the second, it can be seen that our computed edge features are more effective than the default value in the graph convolution layer. The results of the second and the third show that our add-on layers enhance the backbone model’s feature learning ability, improving the overall accuracy by 1.32% on Graph-ShapeNet Part, 0.66% on Graph-ModelNet10 and 0.81% on Graph-ModelNet40. These results prove the effectiveness of each component devised in our method.

4.5.2. Edge features

Unlike the edge feature scheme defined in Eq. (4), a traditional Gaussian kernel used to define edge features in adjacency matrix is like below.

$$\tilde{A}_{n,q}^k = e^{-\frac{\|H_kv_w-H_kv_q\|_2^2}{\sigma^2}},$$

where $\sigma$ is the kernel width that is usually set to a constant. This formula controls the edge features between 0 to 1, and gets a higher edge feature value when the square of the $L_2$-norm of each two node representations is lower.

On our graph datasets, we conduct experiments to compare the performance of the above edge feature schemes without altering add-on layers. Also, we include the default 1 for edge features and a positive exponent in Eq. (8). For a fair comparison, $\sigma$ is set to 1. It can be seen from Tab. 4 that using traditional Gaussian kernel in the edge feature schemes may lead to less accurate topological information being encoded, thus resulting in lower accuracy. By contrast, our edge feature schemes encode better topological information and lead to higher accuracy.
4.5.3. Normalized adjacency matrix

Normalized adjacency matrix reflects how features are aggregated on graphs. Some methods [10, 63, 64, 65] chose the symmetric normalized matrix as the normalization method in [22]. We conduct experiments to compare the graph classification accuracy with four types of normalized adjacency matrices, i.e., column normalized matrix $\tilde{\mathbf{A}}\tilde{\mathbf{D}}^{-1}$, naively symmetric normalized matrix $\tilde{\mathbf{D}}^{-1}\tilde{\mathbf{A}}\tilde{\mathbf{D}}^{-1}$, symmetrically normalized matrix $\tilde{\mathbf{D}}^{-\frac{1}{2}}\tilde{\mathbf{A}}\tilde{\mathbf{D}}^{-\frac{1}{2}}$ and our row normalized matrix $\tilde{\mathbf{D}}^{-1}\tilde{\mathbf{A}}$ (Ours), where $\tilde{\mathbf{A}}$ is the same as that in Eq. (4).

We implement these four normalized adjacency matrices in our model and train each of them on our graph datasets. The comparisons of the overall accuracy are listed in Tab. 5. It can be seen that the row normalized matrix has a better performance over the other three on all the graph datasets.

4.6. Limitations and Future Work

Since our edge feature schemes generate edge features through node features, some datasets include their own edge features as input which are not compatible with our method, e.g., MUTAG and PTC are two datasets in which edge features are labels the edges belong to. In future, we would like to design a more general edge feature scheme and add-on layer that is considering of those initial edge labels.

5. Conclusion

In this paper, we introduce a graph classification method by deeply exploiting the node and edge features of graphs. An edge feature scheme and an add-on layer are designed to optimize graph structures for effective graph learning in spectral GCNNs. A graph construction method is introduced which generates graph datasets for method validation. Extensive experiments on the constructed Graph-ModelNet40, Graph-ModelNet10 and Graph-ShapeNet Part datasets demonstrate that our method outperforms state-of-the-art graph classification techniques.

References

[1] D. Duvenaud, D. Maclaurin, J. Aguilera-Iparraguirre, R. Gómez-Bombarelli, T. Hirzel, A. Aspuru-Guzik, R. P. Adams, Convolutional networks on graphs for learning molecular fingerprints, arXiv preprint arXiv:1509.09292 (2015).
[2] S. Kearnes, K. McCloskey, M. Berndl, V. Pande, P. Riley, Molecular graph convolutions: moving beyond fingerprints, Journal of computer-aided molecular design 30 (8) (2016) 595–608.
[3] A. Fout, J. Byrd, B. Shariat, A. Ben-Hur, Protein interface prediction using graph convolutional networks, Advances in neural information processing systems 30 (2017).
[4] N. De Cao, T. Kapf, Molgan: An implicit generative model for small molecular graphs, arXiv preprint arXiv:1805.11973 (2018).
[5] J. You, B. Liu, Z. Ying, V. Pande, J. Leskovec, Graph convolutional policy network for goal-directed molecular graph generation, Advances in neural information processing systems 31 (2018).
[6] R. Ying, R. He, K. Chen, P. Eksombatchai, W. L. Hamilton, J. Leskovec, Graph convolutional neural networks for web-scale recommender systems, in: Proceedings of the 24th ACM SIGKDD international conference on knowledge discovery & data mining, 2018, pp. 974–983.
[7] H. Wang, F. Zhang, M. Zhang, J. Leskovec, M. Zhao, W. Li, Z. Wang, Knowledge-aware graph neural networks with label smoothness regularization for recommender systems, in: Proceedings of the 25th ACM SIGKDD international conference on knowledge discovery & data mining, 2019, pp. 968–977.
[8] M. Zhang, S. Wu, M. Gao, X. Jiang, K. Xu, L. Wang, Personalized graph neural networks with attention mechanism for session-aware recommendation, IEEE Transactions on Knowledge and Data Engineering (2020).
[9] M. Simonovsky, N. Komodakis, Dynamic edge-conditioned filters in convolutional neural networks on graphs, in: Proceedings of the IEEE conference on computer vision and pattern recognition, 2017, pp. 3693–3702.
[10] G. Te, W. Hu, A. Zheng, Z. Guo, Rgcn: Regularized graph cnn for point cloud segmentation, in: Proceedings of the 26th ACM international conference on Multimedia, 2018, pp. 746–754.

[11] Y. Wang, Y. Sun, Z. Liu, S. E. Sarma, M. M. Bronstein, J. M. Solomon, Dynamic graph cnn for learning on point clouds, Acm Transactions On Graphics (tog) 38 (5) (2019) 1–12.

[12] Q. Xu, X. Sun, C.-Y. Wu, P. Wang, U. Neumann, Grid-gcn for fast and scalable point cloud learning, in: Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, 2020, pp. 5661–5670.

[13] N. Peng, H. Poon, C. Quirk, K. Toutanova, W.-t. Yih, Cross-sentence n-ary relation extraction with graph lstms, Transactions of the Association for Computational Linguistics 5 (2017) 101–115.

[14] D. Beck, G. Haffari, T. Cohn, Graph-to-sequence learning using gated graph neural networks, arXiv preprint arXiv:1806.09835 (2018).

[15] D. Marcheggiani, J. Bautista, I. Titov, Exploiting semantics in neural machine translation with graph convolutional networks, arXiv preprint arXiv:1804.08313 (2018).

[16] L. Luceri, D. Andreotti, S. Giordano, Infringing torrents of geo-location privacy: an approach based on graph convolutional neural networks, arXiv preprint arXiv:1903.11206 (2019).

[17] W. Shan, T.-Y. Kim, S.-B. Cho, Lifelog patterns analysis using graph embedding based on deep neural network, arXiv preprint arXiv:1909.04252 (2019).

[18] D. Valsesia, G. Fracastoro, E. Magli, Image denoising with graph-convolutional neural networks, in: 2019 IEEE international conference on image processing (ICIP), IEEE, 2019, pp. 2399–2403.

[19] A. Micheli, Neural network for graphs: A contextual constructive approach, IEEE Transactions on Neural Networks 20 (3) (2009) 498–511.

[20] J. Atwood, D. Towsley, Diffusion-convolutional neural networks, Advances in neural information processing systems 29 (2016).

[21] M. Niepert, M. Ahmed, K. Kutzkov, Learning convolutional neural networks for graphs, in: International conference on machine learning, PMLR, 2016, pp. 2014–2023.

[22] J. Bruna, W. Zaremba, A. Szlam, Y. LeCun, Spectral networks and locally connected networks on graphs, arXiv preprint arXiv:1312.6203 (2013).

[23] J. B. Estrach, W. Zaremba, A. Szlam, Y. LeCun, Spectral networks and deep locally connected networks on graphs, in: 2nd International Conference on Learning Representations, ICLR, Vol. 2014, 2014.

[24] M. Defferrard, X. Bresson, P. Vandergheynst, Convolutional neural networks on graphs with fast localized spectral filtering, Advances in neural information processing systems 29 (2016).

[25] M. Zhang, Z. Cui, M. Neumann, Y. Chen, An end-to-end deep learning architecture for graph classification, in: Thirty-Second AAAI Conference on Artificial Intelligence, 2018.

[26] B. Xu, H. Shen, Q. Cao, Y. Qiu, X. Cheng, Graph wavelet neural network, arXiv preprint arXiv:1904.07785 (2019).

[27] T. N. Kipf, M. Welling, Semi-supervised classification with graph convolutional networks, arXiv preprint arXiv:1609.02907 (2016).

[28] A. K. Deb Nath, R. L. Lopez de Compadre, G. Debnath, A. J. Shusterman, C. Hansch, Structure-activity relationship of mutagenic aromatic and heteroaromatic nitro compounds. correlation with molecular orbital energies and hydrophobicity, Journal of medicinal chemistry 34 (2) (1991) 786–797.

[29] P. D. Dobson, A. J. Doig, Distinguishing enzyme structures from non-enzymes without alignments, Journal of molecular biology 330 (4) (2003) 771–783.

[30] K. M. Borgwardt, C. S. Ong, S. Schönauer, S. Vishwanathan, A. J. Smola, H.-P. Kriegel, Protein function prediction via graph kernels, Bioinformatics 21 (suppl.1) (2005) i47–i56.

[31] N. Wale, I. A. Watson, G. Karypis, Comparison of descriptor spaces for chemical compound retrieval and classification, Knowledge and Information Systems 14 (3) (2008) 347–375.

[32] Z. Wu, S. Song, A. Khosla, F. Yu, L. Zhang, X. Tang, J. Xiao, 3d shapenets: A deep representation for volumetric shapes, in: Proceedings of the IEEE conference on computer vision and pattern recognition, 2015, pp. 1912–1920.

[33] L. Yi, V. G. Kim, D. Ceylan, I.-C. Shen, M. Yan, H. Su, C. Lu, Q. Huang, A. Sheffer, L. Guibas, A scalable active framework for region annotation in 3d shape collections, ACM Transactions on Graphics (ToG) 35 (6) (2016) 1–12.

[34] C. L. Giles, K. D. Bollacker, S. Lawrence, Citeseer: An automatic citation indexing system, in: Proceedings of the third ACM conference on digital libraries, 1998, pp. 89–98.

[35] A. K. McCallum, K. Nigam, J. Rennie, K. Seymore, Automating the construction of internet portals with machine learning, Information Retrieval 3 (2) (2000) 127–163.

[36] P. Sen, G. Namata, M. Bilgic, L. Getoor, B. Galligher, T. Eliassi-Rad, Collective classification in network data, AI magazine 29 (3) (2008) 93–99.

[37] N. Agarwal, H. Liu, S. Murthy, A. Sen, X. Wang, A social identity approach to identify familiar strangers in a social network, in: Proceedings of the International AAAI Conference on Web and Social Media, Vol. 3, 2009.

[38] W. L. Hamilton, R. Ying, J. Leskovec, Inductive representation learning on large graphs, in: Proceedings of the 31st International Conference on Neural Information Processing Systems, 2017, pp. 1025–1035.

[39] M. Richardson, R. Agrawal, P. Domingos, Trust management for the semantic web, in: International semantic Web conference, Springer, 2003, pp. 351–368.

[40] P. Velickovic, G. Cucurull, A. Casanova, A. Romero, P. Lio, Y. Bengio, Graph attention networks, arXiv preprint arXiv:1710.10903 (2017).

[41] H. Lei, N. Akhtar, A. Mian, Spherical kernel for efficient graph convolution on 3d point clouds, IEEE transactions on pattern analysis and machine intelligence (2020).

[42] K. Liu, Z. Gao, F. Lin, B. M. Chen, Fg-net: Fast large-scale lidar point cloud understanding network leveraging correlated feature mining and geometric-aware modelling, arXiv preprint arXiv:2012.09439 (2020).

[43] Y. Lyu, X. Huang, Z. Zhang, Learning to segment 3d point clouds in 2d image space, in: Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, 2020, pp. 12255–12264.

[44] H. Thomas, C. R. Qi, J.-E. Deschaud, B. Marcotegui, F. Goulette, L. J. Guibas, Kpconv: Flexible and deformable convolution for point clouds, in: Proceedings of the IEEE/CVF International Conference on Computer Vision, 2019, pp. 6411–6420.
[45] M. Xu, J. Zhang, Z. Zhou, M. Xu, X. Qi, Y. Qiao, Learning geometry-disentangled representation for complementary understanding of 3d object point cloud, arXiv preprint arXiv:2012.10921 (2020).

[46] K. Mo, S. Zhu, A. X. Chang, L. Yi, S. Tripathi, L. J. Guibas, H. Su, Partnet: A large-scale benchmark for fine-grained and hierarchical part-level 3d object understanding, in: Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, 2019, pp. 909–918.

[47] C. Zhu, K. Xu, S. Chaudhuri, L. Yi, L. Guibas, H. Zhang, Cosegnet: Deep co-segmentation of 3d shapes with group consistency loss, arXiv preprint arXiv:1903.10297 3 (2019).

[48] M. Sung, H. Su, V. G. Kim, S. Chaudhuri, L. Guibas, Complementme: weakly-supervised component suggestions for 3d modeling, ACM Transactions on Graphics (TOG) 36 (6) (2017) 1–12.

[49] Z. Chen, K. Yu, M. Fisher, S. Chaudhuri, H. Zhang, Bae-net: branched autoencoder for shape co-segmentation, in: Proceedings of the IEEE/CVF International Conference on Computer Vision, 2019, pp. 8490–8499.

[50] F. Yu, K. Liu, Y. Zhang, C. Zhu, K. Xu, Partnet: A recursive part decomposition network for fine-grained and hierarchical shape segmentation, in: Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, 2019, pp. 9491–9500.

[51] C. Niu, M. Li, K. Xu, H. Zhang, Rim-net: Recursive implicit fields for unsupervised learning of hierarchical shape structures, in: Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, 2022, pp. 11779–11788.

[52] P. J. Besl, N. D. McKay, Method for registration of 3-d shapes, in: Sensor fusion IV: control paradigms and data structures, Vol. 1611, International Society for Optics and Photonics, 1992, pp. 586–606.

[53] A. Atamna, N. Sokolovska, J.-C. Crivello, Spi-gcn: a simple permutation-invariant graph convolutional network (2019).

[54] M. Kampffmeyer, Y. Chen, X. Liang, H. Wang, Y. Zhang, E. P. Xing, Rethinking knowledge graph propagation for zero-shot learning, in: Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, 2019, pp. 11487–11496.

[55] C. R. Qi, H. Su, K. Mo, L. J. Guibas, Pointnet: Deep learning on point sets for 3d classification and segmentation, in: Proceedings of the IEEE conference on computer vision and pattern recognition, 2017, pp. 652–660.

[56] J. Lee, I. Lee, J. Kang, Self-attention graph pooling, in: International Conference on Machine Learning, PMLR, 2019, pp. 3734–3743.

[57] F. Diehl, T. Brunner, M. T. Le, A. Knoll, Towards graph pooling by edge contraction, in: ICML 2019 Workshop on Learning and Reasoning with Graph-Structured Data, 2019.

[58] J. Baek, M. Kang, S. J. Hwang, Accurate learning of graph representations with graph multiset pooling, arXiv preprint arXiv:2102.11533 (2021).

[59] F. M. Bianchi, D. Grattarola, C. Alippi, Spectral clustering with graph neural networks for graph pooling, in: International Conference on Machine Learning, PMLR, 2020, pp. 874–883.

[60] P. A. Papp, K. Martinkus, L. Faber, R. Wattenhofer, Dropgnn: random dropouts increase the expressiveness of graph neural networks, Advances in Neural Information Processing Systems 34 (2021) 21997–22009.

[61] E. Ranjan, S. Sanyal, P. Talukdar, Asap: Adaptive structure aware pooling for learning hierarchical graph representations, in: Proceedings of the AAAI Conference on Artificial Intelligence, Vol. 34, 2020, pp. 5470–5477.

[62] D. Lee, S. Kim, S. Lee, C. Park, H. Yu, Learnable structural semantic readout for graph classification, in: 2021 IEEE International Conference on Data Mining (ICDM), IEEE, 2021, pp. 1180–1185.

[63] R. Li, S. Wang, F. Zhu, J. Huang, Adaptive graph convolutional neural networks, in: Proceedings of the AAAI Conference on Artificial Intelligence, Vol. 32, 2018.

[64] Z. Zhang, J. Bu, M. Ester, J. Zhang, C. Yao, Z. Yu, C. Wang, Hierarchical graph pooling with structure learning, arXiv preprint arXiv:1911.05954 (2019).

[65] J. Li, Y. Rong, H. Cheng, H. Meng, W. Huang, J. Huang, Semi-supervised graph classification: A hierarchical graph perspective, in: The World Wide Web Conference, 2019, pp. 972–982.