Abstract

This paper considers a joint transmission scheme (JT) developed for cloud radio access networks (C-RANs). This proposed scheme features cooperative sets of remote radio heads (RRH) defined in a disk around each user location. The nodes belonging to each of these sets perform a weighted maximum ratio transmission to jointly serve the user. The powers allocated to the beamformers are computed at the network baseband unit, taking into account channel gains, as well as an equity criterion between the users. In comparison with the existing literature, our model includes a saturation assumption, with all transmissions taking place over the same resource block. A RRH belonging to multiple sets can hence transmit to several users simultaneously. The distributions of the network coverage and spectral efficiency are calculated by means of stochastic geometry (SG), and compared with Monte Carlo simulations. The derived expressions take into account the power allocation, the user and RRH densities, as well as the statistical correlation resulting from the set overlaps.
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I. Introduction

C-RANs are considered as a promising network architecture for future mobile generations (5G and beyond) [1].

As depicted in Figure 1, this architecture includes RRHs connected to a baseband unit (BBU) by means of high capacity fronthaul links. A major difference with traditional cellular networks lies as a consequence the signal processing, which can be centralized and optimized at the BBU.

Fig. 1: Simplified representation of a C-RAN.

In addition, a joint optimization has to take into account the computational cost and the required overhead to acquire channel state information. One of the main challenges in the study of C-RANs is hence the development of algorithms meeting this trade-off.

Among the possible elements to be optimized, one can mention the resource allocation, the
RRH deployment, as well as the user association policy. This paper focuses on the last aspect by analyzing a joint cooperation strategy.

A. Brief overview of related works

A large number of publications employ SG to evaluate the statistical performance of C-RANs \([2-42]\). In most of these works, the following association policies are studied:

- **Selection transmission (ST)**: each mobile user is served by one RRH \([2-4]\). This RRH can be for instance the closest to the user, providing the strongest received power \([2]\), or be randomly selected among a set of candidates \([3]\).

- **All RRHs participate (ARP)**: in finite networks, all the RRHs deployed in the considered area coordinate to serve the user \([5-11]\).

- **Partial coordination (PC)**: a subset of the existing RRHs are selected to jointly transmit to the user \([12-42]\).

The joint transmission (JT) scheme proposed in this work features PC: cooperation zones are defined around each user based on its location.

B. Contributions

This paper presents a JT scheme, relying on cooperative sets of RRHs around each user. These sets are defined using a distance threshold criterion, and contain the RRHs located in disks around the users. The network is assumed to be fully loaded, i.e. all the transmissions take place over the same resources. The main contributions of this work can be summarized as follows:

- The cell free approach proposed in this paper features dynamic clustering: cooperative sets form in real time around each user position. In addition, the channel values of the RRHs located in given set are centralized at the BBU. This joint knowledge is employed to dynamically allocate the transmit powers of these RRHs.
Our framework considers the most general case of $N$ coordinating RRHs, each equipped with $M$ antennas. Due to the random nature of the point processes, the number of nodes located in the cooperation zones varies from user to user. This number $N$ is hence modeled as a random variable, as additional degree of generality compared to most existing works.

Unlike many existing CoMP models, all transmissions are here assumed to be performed over the same resource block. The total interference signal is hence composed of a double summation: over symbols dedicated to other users, and over the RRHs serving each of these users. The number of terms involved in the first sum is function of the user density, while the second sum is related to the RRH density. Using SG, we manage to derive performance metrics depending on these two densities. This differs from previous publications, which mostly assume TDD/FDD, therefore without dependency on the user density. To our best knowledge, [23] is the only other work considering PC where the performance is also derived as function of both parameters.

The cooperation zones can spatially overlap. Since all transmissions take place over the same slot, the user can receive both useful information and interference from a same RRH. This will be the case if this RRH is in the cooperative set of more than one user. As a result, the useful and interference power are statistically correlated due to the number and locations of the RRHs sending both of them. Unlike the approach proposed in [23], our SG model captures this statistical correlation.

C. Organization of the paper

The rest of this paper is organized as follows: the system model is described in section II. The analytical results derived using SG are presented in Section III. The numerical results and the conclusion are respectively detailed in sections IV and V.

Notations: in the next sections, $j = \sqrt{-1}$ denotes the imaginary unit. $\text{Im}\{\cdot\}$ represents the
imaginary part of a complex number. Bold letters denotes vectors. \( x^H \) is the conjugate transpose of \( x \). \([x_p]_{p \in P}\) is the concatenation of vectors \( x_k \) whose index \( p \) belongs to the set \( P \). \( x_k \in \mathbb{R}^2 \) denotes the cartesian coordinates of a network node \( k \). \( D(x, R) \) is the disk of radius \( R \) centered around \( x \in \mathbb{R}^2 \). \(|C|\) denotes the cardinal number of set \( C \).

II. System Model

A. Network topology

We consider the downlink of a C-RAN deployed in \( \mathbb{R}^2 \). The RRHs of this network are distributed according to a homogeneous Poisson point process (HPPP) \( \Psi_R \) of intensity \( \lambda_R \). Given a realization of this point process, we denote \( x_i \), the coordinate of RRH \( i \in \Psi_R \). Each of these RRH are equipped with \( M \) antennas. They are also all connected via fronthaul links to a core BBU.

Single antenna users (UE) are distributed using a second HPPP \( \Psi_U \) of intensity \( \lambda_U \). This point process is deployed over an area \( \mathcal{A} \subset \mathbb{R}^2 \) conditioned on the prior realization of \( \Psi_R \). The area is defined as

\[
\mathcal{A} = \mathbb{R}^2 \setminus \left( \bigcup_{i \in \Psi_R} D(x_i, r_0) \right)
\]

with \( r_0 = 1 \ m \), an exclusion radius. As explained in the next section, this area definition enables to avoid unrealistic path loss values. Each user is equipped with a single antenna.

The two point processes are illustrated in Figure 2.

B. Channel model

The channel vector \( g_{ij} \in \mathbb{C}^{M \times 1} \) between RRH \( i \) and user \( j \) is given by

\[
g_{ij} = h_{ij} r_{ij}^{-\alpha}.
\]

In this definition, the following elements have been introduced
Fig. 2: Illustration of the two point processes $\Psi_R$ (represented by the crosses) and $\Psi_U$ (represented by the dots).

- $h_{ij} \in \mathbb{C}^{M \times 1}$, a vector containing the fading coefficients $h_{ijk}$ (with $k = 1, \ldots, M$). These coefficients are assumed to be independently distributed. We consider a Rayleigh fading scenario, with therefore $h_{ijk} \sim \mathcal{CN}(0, \frac{\sqrt{2}}{2})$ and $|h_{ijk}|^2 \sim \exp(1)$.
- $r_{ij}^{-\alpha}$ is the path loss, with $\alpha > 2$, the path loss exponent and $r_{ij}$, the Euclidean distance between $i$ and $j$. Since $\Psi_U$ is defined over area $\mathcal{A}$, the path loss does not take unrealistic values higher than 1.

For sake of mathematical tractability with SG, shadowing effects are not modelled in this paper.

C. Association policy

In order to limit the amount of overhead, each RRH only estimates the channels of the users located at a distance lower than a predefined radius $r_1 > r_0$. This estimation is assumed to be perfect.

Given this channel knowledge, each user $j$ is then jointly served by these RRHs located in $\mathcal{D}(x_j, r_1)$ (in other words, all the RRHs $i$ having estimated the channel vector $g_{ij}$). This zone $\mathcal{D}(x_j, r_1)$ is denoted cooperative set of user $j$, in the rest of this paper.
Due to the random node distribution, the different cooperative sets can overlap: a given RRH can thus be associated to several users. As previously mentioned, it is assumed that all downlink transmissions are performed over the same resource block. Under this assumption, a RRH can possibly transmit a superposition of signals intended to distinct users. Each of these users will in that case simultaneously receive useful information and interference from this node. This association policy is illustrated in Figure 3.

Fig. 3: A given user (represented in blue) has no RRH around it at a distance lower than \( r_0 \) (due to the definition of \( \Psi_U \)). This user is served by the green RRHs located in its estimation zone. These green RRHs can simultaneously transmit interference since they can serve other users (not represented in the figure). The red RRH located beyond \( r_1 \) transmits interference only.

**D. Signal model**

Without loss of generality, the network performance is evaluated for a centric user \( j^* \) added at \((0, 0)\). According to Slivnyak-Mecke theorem [43], introducing this centric user does not change the properties of the HPPP.
The baseband signal received at the centric user is given by
\[ y_j = \sum_{i \in C_j} \mathbf{w}_{ij} \mathbf{h}_{ij}^\dagger r_{ij}^- \alpha/2 s_j^* + \sum_{j \in \psi U \setminus \{j^*\}} \left( \sum_{i \in C_j} \mathbf{w}_{ij} \mathbf{h}_{ij}^\dagger r_{ij}^- \alpha/2 \right) s_j + n_j^* \tag{3} \]
where the following notations have been introduced
- \( C_j \) is the set of RRHs serving user \( j \);
- \( s_j \) is the unit energy symbol intended for user \( j \);
- \( \mathbf{w}_{ij} \) is the beamforming vector associated to transmission from \( i \) to \( j \);
- \( n_j \) is the additive thermal noise of constant power \( N_0 \).

The power received at the centric user is therefore given by
\[ P_j = \left| \sum_{i \in C_j} \mathbf{w}_{ij} \mathbf{h}_{ij}^\dagger r_{ij}^- \alpha/2 \right|^2 + \sum_{j \in \psi U \setminus \{j^*\}} \left| \sum_{i \in C_j} \mathbf{w}_{ij} \mathbf{h}_{ij}^\dagger r_{ij}^- \alpha/2 \right|^2 + N_0 \tag{4} \]
where \( P_U \) is the useful information power and \( P_I \), the aggregate interference.

E. Beamforming strategy

In the framework of this paper, we consider maximum ratio transmission as beamforming strategy\( ^1 \). We therefore have
\[ \mathbf{w}_{ij} = \frac{\mathbf{g}_{ij}^H}{\gamma_{ij}} \tag{5} \]
where \( \gamma_{ij} \) is a normalization factor, which can be chosen in several manners. In the framework of this paper, this factor is defined as \( \gamma_{ij} = |\mathbf{g}_i| \) with \( \mathbf{g}_i = [\mathbf{g}_{ij}]_{i \in C_j} \) being the concatenation of the channel vectors of all RRHs serving \( j \).

This normalization enables to guarantee a constant unit power budget allocated per user. The baseband signal emitted by RRH \( i \) is indeed given by \( \mathbf{w}_{ij} s_j \). The total transmit power dedicated

\( ^1 \)other traditional beamforming strategies (e.g. zero forcing or minimum mean square error combining) lead to mathematical expression that are more difficult to incorporate in a SG framework.
to each user $j$ can hence be express as

$$P_{ij} = \left| \sum_{i \in C_j} w_{ij}s_j \right|^2 = \frac{1}{|g_j|^2} \sum_{i \in C_j} |w_{ij}|^2 = 1. \quad (6)$$

Although the power allocated by the BBU per user is constant, it is important to note that it is nonuniformly distributed among the RRH serving it. The power allocated to RRH $i$ in order to serve user $j$ is indeed given by $|w_{ij}s_j|^2 = |g_{ij}|^2/|g_j|^2$. RRH experiencing better channel conditions are therefore granted more power. Depending on chosen criterion, other normalization choices\(^2\) might be more relevant. The study of these other options is left for future work. In our case, the above normalization ensures equity in the powers allocated to serve the users.

### III. Performance Analysis

The main result of this section is the coverage probability provided in propositions 3 to 5. The preliminary reasoning and assumptions required to derive this expression are detailed in propositions 1 and 2.

Considering (4), the signal-to-interference-plus-noise-ratio (SINR) of the centric user is given by

$$\text{SINR} = \frac{P_U}{P_I + N_0} = \frac{\left| \sum_{i \in C_j} w_{ij} h_{ij} r_{ij}^{\alpha/2} \right|^2}{\sum_{j \in \Psi \setminus \{j^*\}} \sum_{i \in C_j} w_{ij} h_{ij} r_{ij}^{\alpha/2} + N_0}. \quad (7)$$

The expression of the aggregate interference $P_I$ is complex and has to be simplified in order to fit in a stochastic geometry framework.

\(^2\)We can mention as other normalization criteria

- a constraint on the norm of $w_{ij}$;
- a budget on the total power consummed by RRH $i$;
- …
Proposition 1: The squared norm in $P_I$ can be developed as a sum of products. Following the approach proposed in [], the cross terms of this sum (involving non-identical indexes) are neglected. Using this approximation, the aggregate interference power received at the typical user can be rewritten as

$$P'_I = \sum_{i \in C_j^*} \sum_{j \in B_i^*} \sum_{k=1}^{M} |h_{ijk}|^2 |h_{ij^*k}|^2 r_{ij}^{-\alpha} + \sum_{i \in \Psi_R \setminus C_j^*} \sum_{j \in B_i^*} \sum_{k=1}^{M} |h_{ij^*k}|^2 r_{ij}^{-\alpha}$$

where $B_i$ denotes the set of users served by RRH $i$.

Proof: See appendix A.

The quotients of Rayleigh fading coefficients are still too complex to capture using SG. For this reason, the approximation of the next proposition is introduced.

Proposition 2: Let $N_j = |C_j|$. Using moment matching, the coefficients

$$\frac{\sum_{k=1}^{M} |h_{ijk}|^2 |h_{ij^*k}|^2 r_{ij}^{-\alpha}}{\sum_{i' \in C_j^*} \sum_{k=1}^{M} |h_{i'jk}|^2 r_{ij}^{-\alpha}}$$

are approximated by a Gamma random variable $Z_{N_j}^{(i,j)}$ of shape and scale parameters given by

$$k_{N_j} = \begin{cases} 
\frac{M^2 + 2M - 1}{2M} & \text{if } N_j = 1 \\
\frac{MN_j - 1}{3MN_j(N_j - 1)} & \text{if } N_j > 1 
\end{cases} \quad s_{N_j} = \begin{cases} 
\frac{2M}{M^2 + 2M - 1} & \text{if } N_j = 1 \\
\frac{3(N_j - 1)}{N_j(MN_j - 1)} & \text{if } N_j > 1 
\end{cases}$$

Proof: See appendix B.

Using this proposition, the aggregate interference power can be rewritten as

$$P'_I = \sum_{i \in C_j^*} \sum_{j \in B_i^*} \sum_{k=1}^{M} |h_{ijk}|^2 |h_{ij^*k}|^2 r_{ij}^{-\alpha} + \sum_{i \in \Psi_R \setminus C_j^*} \sum_{j \in B_i^*} \sum_{k=1}^{M} |h_{ij^*k}|^2 r_{ij}^{-\alpha}$$

In this last expression, the first term $I_1$ comes from RRHs which also serve the centric user. This term depends

- on the number $|C_j^*|$ of RRHs serving $j^*$;
• on the number of users $|B_i|$ served by each of these RRHs $i$;
• on the number of RRHs $|C_j|$ serving each of these users served by RRH $i$ (because of the normalization factor).

The two first items are also present in the useful information power provided to the user in (4). Interference $I_1$ is therefore statistically correlated to the useful information power. This correlation has to be taken into account in order to accurately derive the coverage.

By contrast, interference $I_2$ comes from RRH outside the cooperative set of $j^*$. This term is therefore assumed to be independent from the useful power.

**Proposition 3:** Taking into account the correlation between the useful power and interference $I_1$, the coverage probability can be expressed as

$$P(\theta) = \frac{1}{2} + \frac{1}{\pi} \sum_{n_U=0}^{\infty} \sum_{n_R=0}^{\infty} p(n_R)p(n_U) \int_0^{\infty} \text{Im}\{\phi_{P_U}(t|n_R,n_U)\phi_{P_{I_2}}(-\theta t)e^{-j\theta N_0}\}t^{-1}dt. \quad (11)$$

with the following notations

- $p(n_R)$ and $p(n_U)$, the probabilities to have $n_R$ RRHs and $n_U$ users in the cooperative set of $j^*$

$$p(n_R) = \left[\lambda_R \pi (r_1^2 - r_0^2)\right]^{n_R} \frac{e^{-\lambda_R \pi (r_1^2 - r_0^2)}}{n_R!}.$$ \quad (12)

$$p(n_U) = \left[\lambda_U \pi (r_1^2 - r_0^2)\right]^{n_U} \frac{e^{-\lambda_U \pi (r_1^2 - r_0^2)}}{n_U!}.$$ \quad (13)

- $P_{U'}$, a random variable defined as $P_U - \theta P_{I_1}$.

- $\phi_{P_{U'}}(t|n_R,n_U)$, the characteristic function (CF) of $P_{U'}$, conditioned on the number of users and RRHs present in the cooperative set of $j^*$. This function is derived in Proposition 4.

- $\phi_{P_{I_2}}(t)$, the CF of $P_{I_2}$. The expression of this function is presented in Proposition 5.

**Proof:** See appendix C.

The spectral efficiency distribution can be easily deduced from this last result. Using the classical definition $\text{SE} = \log_2(1 + \text{SINR})$, the cumulative distribution function of SE is directly given by $P(\theta')$, thanks to the change of variable $\theta' = 2^\theta - 1$. 
In order to introduce the next proposition, let us consider the elements depicted in Figure 4:

- $n_R$ RRHs and $n_U$ users in the cooperative set of the centric user $j^*$;
- a RRH $i$ located at a distance $r \in [r_0; r_1]$ serving $j^*$;
- $n'_U$, the total number of users served by $i$ (contained in the red circle);
- $j \neq j^*$, another user served by $i$, located at a distance $r'$ from it;
- $n'_R$, the total number of RRH serving $j$ (contained in the blue circle).

![Fig. 4: Spatial correlation between the cooperative sets.]

One can observe that the numbers $n_U$ and $n'_U$ are correlated (due to the intersection of the red and green circles). The same observation can be made for $n_R$ and $n'_R$ (due to the intersection of the green and blue circles).

The objective of the following proposition is now to provide an expression of the CF of $P_{U'}$, taking into account the correlations between $P_U$ and $P_{I1}$.

**Proposition 4:** Conditioned on the values of $n_R$ and $n_U$, the CF of $P_{U'}$ is given by

$$
\phi_{P_{U'}}(t|n_R, n_U) = \left[ \int_{r_0}^{r_1} \phi_S(t|n_R, n_U, r) \phi_T(-\theta t|n_R, n_U, r) \frac{2r}{r_1^2 - r_0^2} \right]^{n_R}
$$

(14)

where $\phi_S(t|n_R, n_U, r)$ and $\phi_T(-\theta t|n_R, n_U, r)$ are the CFs of the useful and interference power.
provided by one serving RRH at distance $r$ of the origin. These functions can be expressed as

$$\phi_S(t|n_R, n_U, r) = (1 - jtr^{-\alpha})^{-M}$$  \hfill (15)

$$\phi_T(t|n_R, n_U, r) = \prod_{n_U'} p(n_U'|n_U) \left[ \prod_{n_R'} p(n_R'|n_R) \phi_V(t|n_R', r) \right]^{n_U'}.$$  \hfill (16)

In the last expression, $\phi_V(t|n_R', r)$ is the CF of the interference power coming from the signal emitted by a RRH $i$ for a user $j \neq j^*$, which is itself served by $n_R'$ users in total. This function is given by

$$\phi_V(t|n_R', r) = (1 - jtr^{-\alpha}s_{n_R'})^{-kn_R'}.$$  \hfill (17)

The conditional probabilities $p(n_U'|n_U)$ and $p(n_R'|n_R)$ are provided in appendix D.

**Proof:** See appendix D.

The only function left to compute is the CF of $P_{I_2}$. Let $\tilde{\Psi}_R = \Psi_R \setminus C_{j^*}$ be the set of RRHs generating $P_{I_2}$. Each of these RRHs serves a different number of users. In order to derive a closed form result, this set is decomposed as an infinite number of HPPPs

$$\tilde{\Psi}_R = \bigcup_{n=0}^{\infty} \tilde{\Psi}_{R,n}$$  \hfill (18)

where $\tilde{\Psi}_{R,n}$ is the set of RRHs serving exactly $n$ users. By using the displacement theorem [43], the reduced density of each of these PPP is given by $\lambda_{R,n} = \lambda_R p(n)$ with $p(n)$ given by (13).

**Proposition 5:** Using the above decomposition, the CF of $P_{I_2}$ can be expressed as

$$\phi_{P_{I_2}}(t) = \prod_{n=1}^{\infty} \exp \left\{ -2\pi \lambda_{R,n} \int_{r_1}^{\infty} \left[ 1 - \left( \sum_{m=1}^{\infty} p(m)(1 - jtr^{-\alpha}s_m)^{km} \right) \right] r dr \right\}$$  \hfill (19)

where

$$p(m) = \frac{\left[ \lambda_R \pi (r_1^2 - r_0^2) \right]^m}{m!} \frac{e^{-\lambda_R \pi (r_1^2 - r_0^2)}}{1 - e^{-\lambda_R \pi (r_1^2 - r_0^2)}}.$$  \hfill (20)

**Proof:** See appendix E.
IV. Numerical Results

A. Interference analysis

Figure 5 represents the average ratio of the interference powers $P_{I_1}$ and $P_{I_2}$, under the hypotheses of Propositions 1 to 5. This ratio is represented as function of the user and RRH densities, whose values correspond here to an average number of nodes ranging from 1 to 5 per coordination zone. One can observe that the inner interference $P_{I_1}$ rapidly becomes dominant as these two parameters increases. This observation illustrates the importance of modeling this term accurately in the SG analysis.

![Figure 5: Ratio of the interference terms $P_{I_1}$ and $P_{I_2}$. The parameters selected were $r_1 = 100 m$, $N_0 = 0 W$, $M = 1$ and $\alpha = 3$.](image)

B. Validity of the stochastic geometry model and influence of the number of antennas

An example of coverage probability curve is depicted in Figure 6 for several antennas numbers. This coverage statistically increases with $M$ since it benefits from antenna diversity. One
can also observe that the analytical values obtained by means of SG slightly differ from the values computed with the Monte Carlo simulations. This difference comes from the assumptions required in Proposition 1 to 5.

Fig. 6: Impact of the number of transmit antennas on the coverage. The parameters selected here were $r_1 = 100 \text{ m}$, $\lambda_R = 1.27 \times 10^{-4} \text{ m}^{-2}$ (corresponding to an average of 4 RRHs per cooperative set), $\lambda_U = 3.18 \times 10^{-5} \text{ m}^{-2}$ (corresponding to an average of 1 user per cooperative set), $N_0 = 0 \text{ W}$ and $\alpha = 2.01$.

C. Spectral efficiency

The colormap represented in Figure 7 illustrates the variation of the average spectral efficiency as function of the user and RRH densities. As a reminder, the power allocation considered in this model is such that every user is granted a unit power distributed among the RRHs in its cooperation sets. The spectral efficiency therefore decreases with the user density owing to a higher aggregate interference. By contrast, increasing the RRH density enables to generate more
Fig. 7: Joint influence of the RRH and user densities. The other parameters selected here were $M = 1$, $\alpha = 3$, $N_0 = 0 \, W$ and $r_1 = 100 \, m$. The densities used in the figure therefore correspond to a range of 1 to 6.5 nodes in the cooperative sets in average.

nodes per cooperative set. The user data rate therefore benefits from spatial diversity thanks to the number of sources. One can conclude that this proposed scheme is thus particularly efficient for regimes satisfying $\lambda_R >> \lambda_U$.

V. CONCLUSION

This paper considered a JT scheme developed for C-RAN. The specificities of this scheme are the real time dynamic clustering and joint power allocation. The performance metrics of the network are calculated thanks to SG. The derived expressions take into account both user and RRH densities. They also capture the correlation between the useful and interference powers, coming from the overlap of the cooperative sets.
Further research directions could include the incorporation of other services in the network model (e.g. wireless power transfer). Regarding the beamforming design, other normalization strategies could be studied and compared with the power allocation of this paper. The uplink channel estimation and complexity issues regarding the signal processing were also not considered in this work.

APPENDIX A

PROOF OF PROPOSITION [1]

By replacing the coefficients \( w_{ij} \) by their definition, the expression of \( P_I \) in (4) can be rewritten as

\[
P_I = \sum_{j \in \Psi \backslash \{j^*\}} \frac{1}{|g_j|^2} \sum_{i \in C_j} \left| h_{ij}^H h_{ij^*} r_{ij}^{\alpha/2} r_{ij^*}^{\alpha/2} \right|^2.
\] (21)

By developing the squared norm in this last equation, one obtains

\[
P_I = \sum_{j \in \Psi \backslash \{j^*\}} \frac{1}{|g_j|^2} \sum_{i \in C_j} \left| h_{ij}^H h_{ij^*} r_{ij}^{\alpha/2} r_{ij^*}^{\alpha/2} \right|^2 + \sum_{j \in \Psi \backslash \{j^*\}} \frac{1}{|g_j|^2} \sum_{i \in C_j} \sum_{i' \in C_j, i' \neq i} \left| h_{ij}^H h_{ij^*} r_{ij}^{\alpha/2} r_{ij^*}^{\alpha/2} h_{i'j}^H h_{i'j^*} r_{i'j}^{\alpha/2} r_{i'j^*}^{\alpha/2} \right|^2.
\] (22)

The cross terms indicated in the above equation are zero mean since the vectors \( h_{ij} \) contain zero mean elements \( h_{ijk} \sim \mathcal{CN}(0, \frac{\sqrt{2}}{2}) \). The total three-fold sum is therefore also zero mean. Since the number of terms involved in this summation is high in our case, these cross terms are neglected, following the law of large numbers.

By rewriting the dot product \( h_{ij}^H h_{ij^*} \), one obtains

\[
P_I = \sum_{j \in \Psi \backslash \{j^*\}} \frac{1}{|g_j|^2} \sum_{i \in C_j} \left| \left( \sum_{k=1}^{M} h_{ijk}^* \right) r_{ij}^{\alpha/2} r_{ij^*}^{\alpha/2} \right|^2.
\] (24)

Developing the remaining squared norm and neglecting a second time the cross terms, we obtain

\[
P_I^* = \sum_{j \in \Psi \backslash \{j^*\}} \sum_{i' \in C_j} \sum_{i' \in C_j} \sum_{k=1}^{M} \left| h_{ijk}^* \right|^2 \left| h_{i'jk}^* \right|^2 r_{ij}^{\alpha/2} r_{ij^*}^{\alpha/2} r_{i'j}^{\alpha/2} r_{i'j^*}^{\alpha/2}.
\]
The two sums in the last result can then be swapped and rewritten as

\[ P'_I = \sum_{i \in \Psi_R} \sum_{j \in B_i} \sum_{j' \in C} \sum_{M_k=1}^{M} |h_{iijk}|^2 |h_{ij+k}|^2 r_{ij}^{-\alpha} r_{ij'}^{-\alpha} \]

\[ = \sum_{i \in \Psi_R} \sum_{j \in B_i} \sum_{j' \in C} \sum_{M_k=1}^{M} |h_{iijk}|^2 |h_{ij+k}|^2 r_{ij}^{-\alpha} r_{ij'}^{-\alpha} + \sum_{i \in \Psi_R \setminus C} \sum_{j \in B_i} \sum_{j' \in C} \sum_{M_k=1}^{M} |h_{iijk}|^2 |h_{ij+k}|^2 r_{ij}^{-\alpha} r_{ij'}^{-\alpha} \]

where \( B_i \) denotes the set of users served by RRH \( i \).

**APPENDIX B**

**PROOF OF PROPOSITION 2**

The initial expression is given by

\[ \frac{\sum_{k=1}^{M} |h_{iijk}|^2 |h_{ij+k}|^2 r_{ij}^{-\alpha} r_{ij'}^{-\alpha}}{\sum_{j'=1}^{N_j} \sum_{k=1}^{M} |h_{i'jk}|^2 r_{ij'}^{-\alpha}} \]  \( (27) \)

in this quotient, the distances \( r_{ij} \) and \( r_{ij'} \) represent the distances from two base stations serving a user \( j \) (different from the centric user). In order to derive a tractable expression for the distribution of \( (27) \), it is assumed that the distances from the RRH serving a user \( j \neq j^* \) are equal. This assumption is illustrated in Figure 8.

![Figure 8: Illustration of the distance approximation: the three RRHs serving user \( j \) are assumed to be located at the same distance from it.](image)
The expression left is
\[
Z \triangleq \frac{X}{Y} = \frac{\sum_{k=1}^{M} |h_{ijk}|^2 |h_{ij^*k}|^2}{\sum_{j'=1}^{N_j} \sum_{k=1}^{M} |h_{i'jk}|^2},
\]
(28)

The distribution of \( Z \) is approximated by a Gamma distribution using moment matching. In order to compute the shape and scale parameters of the Gamma distribution, it is necessary to compute the mean and the variance of \( Z \). Using the Taylor approximations presented in [44–46], it is possible to compute these moments based on the moments of the numerator \( X \) and \( Y \). The shape and scale parameters are then given by 
\[
k = \frac{E[Z]^2}{\text{Var}[Z]}
\]
and
\[
s = \frac{\text{Var}[Z]}{E[Z]}.
\]

Appendix C

Proof of Proposition 3

Let \( n_U \) and \( n_R \) be the number of users and RRH in the cooperative set of \( j^* \) (i.e. located at a distance in \([r_0; r_1]\)). Conditioned on these numbers, the coverage probability can be expressed as

\[
\mathcal{P}(\theta|n_U, n_R) \triangleq \mathbb{P}\left[\text{SINR} > \theta|n_U, n_R\right]
\]

\[
\overset{(a)}{=} \mathbb{P}\left[P_U - \theta P_I - \theta N_0 > 0|n_U, n_R\right]
\]

\[
\overset{(b)}{=} \frac{1}{2} + \frac{1}{\pi} \int_0^{\infty} \frac{1}{t} \text{Im} \left[\phi_{P_U}(t|n_U, n_R)\phi_{P_I}(-t\theta|n_U, n_R)e^{jt\theta N_0}\right] dt
\]

\[
\overset{(c)}{=} \frac{1}{2} + \frac{1}{\pi} \int_0^{\infty} \frac{1}{t} \text{Im} \left[\phi_{P_U}(t|n_U, n_R)\phi_{P_{I_1}}(-t\theta|n_U, n_R)\phi_{P_{I_2}}(-t\theta|n_U, n_R)e^{jt\theta N_0}\right] dt
\]

\[
\overset{(d)}{=} \frac{1}{2} + \frac{1}{\pi} \int_0^{\infty} \frac{1}{t} \text{Im} \left[\phi_{P_{U'}}(t|n_U, n_R)\phi_{P_{I_2}}(-t\theta)e^{jt\theta N_0}\right] dt
\]
(29)

where (a) comes from the definition of the SINR, (b) is obtained by applying Gil-Pelaez theorem [47], (c) comes from the decomposition of the total interference into \( I_1 \) and \( I_2 \) and (d) is obtained by defining \( P_{U'} = P_U - \theta P_{I_2} \) and grouping the two related CFs. Note that \( \phi_{P_{I_2}} \) is assumed to
be independent from $n_R$ and $n_U$.\footnote{To be rigorous, there actually exist correlation between $P_{I_2}$ and $P_U$: the RRHs located at a distance slightly larger than $r_1$ will serve users located inside $[r_0; r_1]$, and counted in $n_U$. Compared to $P_{I_1}$, this correlation is however much lower, and is therefore neglected here.}

The total coverage is obtained by deconditioning over $n_U$ and $n_R$

$$P(\theta) = \sum_{n_U=0}^{\infty} \sum_{n_R=0}^{\infty} p(n_R)p(n_U)P(\theta|n_U, n_R)$$

(30)

As a reminder, $\Psi_R$ and $\Psi_U$ are both HPPP. $p(n_R)$ and $p(n_U)$ are therefore the probability mass functions of Poisson random variables, with of respective parameters $\lambda_R \pi (r_1^2 - r_0^2)$ and $\lambda_U \pi (r_1^2 - r_0^2)$.

**APPENDIX D**

**PROOF OF PROPOSITION 4**

The variable $P_{U'}$ can be decomposed in the following manner

$$P_{U'} = P_U - \theta P_{I_1} = \sum_{i=1}^{n_R} P_{U,i} - \theta \sum_{i=1}^{n_R} P_{I_1,i} = \sum_{i=1}^{n_R} (P_{U,i} - \theta P_{I_1,i})$$

where $P_{U,i}$ and $P_{I_1,i}$ are the useful and interference power coming from RRH $i$. The functions $\phi_S(\cdot)$ and $\phi_T(\cdot)$ in (14) are the CFs of $P_{U,i}$ and $P_{I_1,i}$, conditioned on the distance between $i$ and the centric user. The characteristic function of $P_{U,i} - \theta P_{I_1,i}$ is therefore given by $\phi_S(t|n_R, n_U, r)\phi_T(-\theta t|n_R, n_U, r)$. This CF is then integrated over the pdf of the distance $r$ from the origin, given by

$$f_r(r) = \frac{2r}{r_1^2 - r_0^2} \quad \text{with} \quad r_0 < r < r_1$$

(31)

This leads to equation 14. The rest of this proof consists in deriving $\phi_S(\cdot)$ and $\phi_T(\cdot)$.

By replacing $w_{ij}$ by its definition in (4), we obtain

$$P_U = \sum_{i \in C_j} |h_{ij}|^2 r_{ij}^{-\alpha}. $$

(32)
\( \phi_S(\cdot) \) is the CF of one term of this last expression. Each of these terms follows a Gamma distribution of shape \( M \) and scale \( r_{ij^*}^{-\alpha} \), which results in (15).

The second expression to compute is \( \phi_T(\cdot) \). As a reminder, the interference \( P_{n_i} \) was expressed in (4) as

\[
P_{n_i} = \sum_{i \in C_j^*} \sum_{j \in B_i \setminus j^*} Z_{|C_j|}^{(i,j)} r_{ij^*}^{-\alpha}.
\]

(33)

\( \phi_T(\cdot) \) is the CF of one term \( W_i \) coming from a RRH \( i \).

Let \( n'_U = |B_i| \) and \( n'_R = |C_j| \) be the number of RRH serving a user \( j \in B_i \). Conditioned on this latter number and on the distance, the variable \( Z_{n'_R}^{(i,j)} r_{ij^*}^{-\alpha} \) follows a Gamma distribution. The shape and scale parameters of this distribution are given by \( k_{n'_R} \) and \( s_{n'_R} r_{ij^*}^{-\alpha} \). The characteristic function of this distribution is given by (17).

By averaging over \( n'_U \) and \( n'_R \), the expression of \( \phi_T(\cdot) \) in (16) is obtained.

The probabilities \( p(n'_U|n_U) \) and \( p(n'_R|n_R) \) can be computed with the help of Figure 9.

Fig. 9: Intersections considered to compute probabilities \( p(n'_U|n_U) \) and \( p(n'_R|n_R) \).

In this figure, the area of the intersection \( \beta \) of the two disks around \( j^* \) and \( i^* \) is given by

\[
A(\beta) = 2r_1^2 \cos\left(\frac{r}{2r_1}\right) - \frac{r}{2} \sqrt{4r_1^2 - r^2}.
\]

(34)
In order to obtain a simpler form, the next results are derived using the linearization around zero of this expression:

$$\tilde{A}(\beta) = \pi r_1^2 \left[ 1 - \frac{2r}{\pi r_1} \right].$$

(35)

Since the users are distributed using a PPP, the number of nodes in the zones $\alpha$, $\beta$ and $\gamma$ follow independent Poisson distributions.

The conditional probability of $n'_U$ is hence given by

$$p(n'_U | n_U) = \frac{p\left[ (n_U \in (\alpha \cup \beta)) \cap (n'_U \in (\beta \cup \gamma)) \right]}{p\left[ n_U \in (\alpha \cup \beta) \right]}$$

(36)

$$= \sum_{k=0}^{\min(n_U,n'_U)} \frac{p[n_U - k \in \alpha] p[k \in \beta] p[n'_U - k \in \gamma]}{p\left[ n_U \in (\alpha \cup \beta) \right]}$$

(37)

where

$$p[n_U - k \in \alpha] = \left( \lambda_U \pi r_1^2 \left( 1 - \frac{2r}{\pi r_1} \right) \right)^{n_U - k} \exp \left[ - \lambda_U \pi r_1^2 \left( 1 - \frac{2r}{\pi r_1} \right) \right] \frac{1}{(n_U - k)!}^{-1}$$

$$p[k \in \beta] = \left( \lambda_U \pi r_1^2 \right)^k \exp \left[ - \lambda_U \pi r_1^2 \right] \frac{1}{k!}^{-1}$$

$$p[n'_U - k \in \gamma] = \left( \lambda_U \pi r_1^2 \left( 1 - \frac{2r}{\pi r_1} \right) \right)^{n'_U - k} \exp \left[ - \lambda_U \pi r_1^2 \left( 1 - \frac{2r}{\pi r_1} \right) \right] \frac{1}{(n'_U - k)!}^{-1}$$

$$p[n_U \in (\alpha \cup \beta)] = \left( \lambda_U \pi r_1^2 \right)^{n_U} \exp \left[ - \lambda_U \pi r_1^2 \right] \frac{1}{n_U!}^{-1}.$$

The probability of $n_R$ is hence given by

$$p(n'_R | n_R) = \frac{p\left[ (n_R \in (\alpha \cup \epsilon)) \cap (n'_R \in (\epsilon \cup \delta)) \left| n_R > 1 \right. \right]}{p\left[ n'_R \in (\alpha \cup \epsilon) \left| n_R > 1 \right. \right]}$$

(38)

$$= \sum_{k=1}^{\min(n_R,n'_R)} \frac{p[n_R - k \in \alpha] p[k \in \epsilon] p[n'_R - k \in \delta]}{\sum_{k=1}^{n_R} p[k \in \epsilon] p[n_R - k \in \delta]}.$$

(39)

The probabilities involved in this last expression require to compute the area of the intersection $\epsilon$ in Figure 9. This area depends on the distance between the green and blue circle, given by $r'' = \left( r^2 + r'^2 - 2rr' \cos(\angle rr') \right)^{1/2}$. The resulting intersection should be average over the distribution of $r'$, which does not lead to tractable expressions. In order to work with a simple
expression, we consider an area of intersection given by a linear function \( \chi + \zeta r \), whose values are determined by considering the average case \( r' = r_1/2 \) and \( \angle rr' = \pi/2 \). The resulting values are given by

\[
\chi = \left( 2\cos\left(\frac{\sqrt{5}}{4}\right) - \frac{5}{4}\sqrt{4 - \frac{1}{4}} \right) 
\]

\[
\zeta = \frac{1}{r_1} \left( \chi - 2\cos\left(\frac{1}{4}\right) + \frac{1}{4}\sqrt{4 - \frac{1}{4}} \right). 
\]

The probabilities present in (38) can hence be expressed as

\[
p[n_R - k \text{ in } \alpha] = \left( \lambda_R \pi r_1^2 (\chi + \zeta r) \right)^{n_R - k} \exp \left[ -\lambda_U \pi r_1^2 (\chi + \zeta r) \right] \left[ (n_R - k)! \right]^{-1} 
\]

\[
p[k \text{ in } \epsilon] = (\lambda_R \pi r_1^2)^k \exp \left( -\lambda_R \pi r_1^2 \right) \left( k! \right)^{-1} 
\]

\[
p[n'_R - k \text{ in } \delta] = \left( \lambda_R \pi r_1^2 (\chi + \zeta r) \right)^{n'_R - k} \exp \left[ -\lambda_R \pi r_1^2 (\chi + \zeta r) \right] \left[ (n'_R - k)! \right]^{-1} 
\]

\[
p[n_R \text{ in } (\epsilon \cup \delta)] = (\lambda_U \pi r_1^2)^n_R \exp \left( -\lambda_R \pi r_1^2 \right) \left( n_R \right)!^{-1} \left[ \chi + \zeta r \right]. 
\]

**APPENDIX E**

**PROOF OF PROPOSITION 5**

On the basis of the proposed decomposition, the interference \( P_{I_2} \) can be expressed as

\[
P_{I_2} = \sum_{n=1}^{\infty} \sum_{i \in \tilde{\Psi}_{R,n}} \sum_{j=1}^{n} Z_{(i,j)}^{(i,j)} r_{ij}^{-\alpha}. 
\]

where \( P_{I_2,n} \) is the interference coming from the PPP \( \tilde{\Psi}_{R,n} \). The CF of \( P_{I_2} \) can hence be expressed as

\[
\phi_{P_{I_2}}(t) = \prod_{n=1}^{\infty} \phi_{P_{I_2,n}}(t). 
\]

with \( \phi_{P_{I_2,n}}(t) \), the CF of the interference coming from \( \tilde{\Psi}_{R,n} \).

Let us introduce the slack variable \( Y_{i,n} = \sum_{j=1}^{n} Z_{(i,j)}^{(i,j)} \). The CF can be calculated as follows
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\[ \phi_{P_{12,n}}(t) = \mathbb{E}_{\tilde{\Psi}_{R,n}} \left\{ \prod_{i \in \tilde{\Psi}_{R,n}} \mathbb{E}_{Y_{i,n}} \left[ \exp \left( j t Y_{i,n} r_{ij}^{-\alpha} \right) \right] \right\} \]

\[ \overset{(a)}{=} \mathbb{E}_{\tilde{\Psi}_{R,n}} \left\{ \prod_{i \in \tilde{\Psi}_{R,n}} \phi_{Y_{i,n}}(r_{ij}^{-\alpha} t) \right\} \]

\[ \overset{(b)}{=} \exp \left\{ -2 \pi \lambda_{R,n} \int_{r_1}^{\infty} \left[ 1 - \phi_{Y_{i,n}}(r^{-\alpha} t) \right] r dr \right\} \]

where (a) comes from the definition of the CF and (b) is obtained using the probability generating functional (PGFL) of a PPP \[\text{[43]}\].

\[ \phi_{Y_{i,n}}(t) \] is the CF of \( \sum_{j=1}^{n} Z_{[C_j]}^{(i,j)} \). All the \( n \) terms of this summation have the same distribution. This distribution has to be averaged over the possible values of \(|C_j|\). As a result, we have

\[ \phi_{Y_{i,n}}(t) = \left( \sum_{m=1}^{\infty} p(m)(1 - js_m)^{k_m} \right)^n \]

where \( p(m) \) is given by \[\text{[20]}\]. Note that we here use a truncated Poisson distribution since the each considered user is served at least by one RRH.
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