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Abstract

We examine the ability of machine learning (ML) and deep learning (DL) algorithms to infer surface/ground exchange flux based on subsurface temperature observations. The observations and fluxes are produced from a high-resolution numerical model representing conditions in the Columbia River near the Department of Energy Hanford site located in southeastern Washington State. Random measurement error, of varying magnitude, is added to the synthetic temperature observations. The results indicate that both ML and DL methods can be used to infer the surface/ground exchange flux. DL methods, especially convolutional neural networks, outperform the ML methods when used to interpret noisy temperature data with a smoothing filter applied. However, the ML methods also performed well and they are can better identify a reduced number of important observations, which could be useful for measurement network optimization. Surprisingly, the ML and DL methods better inferred upward flux than downward flux. This is in direct contrast to previous findings using numerical models to infer flux from temperature observations and it may suggest that combined use of ML or DL inference with numerical inference could improve flux estimation beneath river systems.
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Highlights

- The ability of machine learning (ML) and deep learning (DL) algorithms to infer surface/ground exchange flux based on subsurface temperature observations is investigated.
- DL methods, especially convolutional neural networks (CNN), outperform the ML methods when used to interpret noisy temperature data.
- ML methods better identify a reduced number of important observations, which can be useful for measurement network optimization.
- Unlike conventional methods, ML and DL better inferred upward flux than downward flux.
1- Introduction

Estimating the exchange of water between surface and groundwater remains a critical and challenging task in groundwater hydrology. This interaction impacts subsurface water availability and quality, the health of river systems, and the interaction between surface and subsurface water stores. Several studies (Pionke et al.; Triska et al.; Sophocleous) have shown that this exchange exerts strong controls on stream chemistry, including dissolved oxygen levels, nutrient levels, pH, and other water quality measures. Direct measurement of water flux remains challenging: seepage meters (Rosenberry et al.) can provide flux measurements, but they require considerable effort, provide limited temporal resolution, and are not readily automated; point velocity probes (Labaky et al.) show great promise for high-resolution velocity measurement but are limited in temporal resolution in highly transient environments. As a result, the surface exchange flux must be inferred indirectly. Temperature-based methods have been developed to infer surface/ground water exchange. Some methods, such as heat pulse probes (Lewandowski et al.), use active sources, generally providing accurate measurements, but requiring relatively complex, multi-rod instruments for each observation location. Methods that rely on natural temperature variations to infer water flux through its impact on advective heat transport have found wider use because of their relatively simple measurement support needs – often only requiring temperature time series at several depths (Constantz; Essaid et al.; Vandersteen et al.; Kikuchi and Ferré; Munz and Schmidt). This approach is supported by data collection using sensors ranging from simple thermistors to fiber-optic cables (Mamer and Lowry; Hare et al.). To date, interpretation of temperature records for water flux estimation has focused on the use of analytical or numerical models that describe coupled fluid flow and heat transport (Healy and Ronan; Therrien et al.; Becker et al.; Hatch et al.; Keery et al.; Anibas et al.; Briggs et al.; Cuthbert and MacKay; Mamer and Lowry; Onderka et al.; Voytek et al.). Numerical approaches have greatly advanced our ability to infer flow, but calibration can require supporting information such as sediment thermal parameter values, and flux estimates are generally limited to providing daily average fluxes. Further restrictions apply when using analytical solutions, including homogeneity, 1D vertical flux, and slowly varying fluxes (López-Acosta). A more complete discussion of the limitations of the analytical approach is provided by (Rau et al.).

All methods that aim to infer flux based on natural temperature variation assume that the model used to interpret the temperature data can recover enough relevant information from the temperature observations to infer the flux. Recognition of the limitations imposed by the assumed model led from the initial use of analytical models to later use of numerical models. Recently, there has been an explosion of interest across scientific and engineering disciplines in the use of data-driven models, specifically machine learning methods, to provide a model-free approach to data analysis (Ehsani, Arevalo, et al.; Arabzadeh et al.; Gupta et al.; Ehsani and Behrangi; Song et al.; Aldhaif et al.; Angelaki et al.; Coley et al.; Rohmat et al.). ML methods uncover relationships among state variables without explicit knowledge of the system (Adhikari et al.). Given sufficiently informative data, they can mitigate some limitations of physics-based models, including imperfect knowledge of system structure and parameter values (Ehsani, Arevalo, et al.). In hydrogeology, several attempts have been made to learn governing equations and partial differential equations from input and output data (Triana et al.; Chang and Zhang; Rohmat et al.). In particular, (Chang and Zhang) investigated the possibility of using the least absolute shrinkage and selection operator (LASSO) to learn the 1-D subsurface flow equation using synthetic data.
generated by a numerical, physics-based model. (Triana et al.) trained a single layer feedforward network as a surrogate for a MODFLOW model to characterize a stream-aquifer system affected by irrigation. Most directly applicable to the current study, (M. Moghaddam et al.) examined the potential uses of simple machine learning algorithms (decision tree and gradient boosting) to infer surface/ground water flux based on synthetic data produced by a numerical flow and heat transport model. That study examined the use of simple, tree-based machine learning (ML) models to extract water flux from temperature measurements with high temporal resolution (5 minutes) in a highly dynamic system. This study extends that work to investigate the use of more advanced ML techniques to infer surface exchange from subsurface temperature observations.

There are many machine learning algorithms, ranging from very simple clustering techniques (Tang et al.; Xu et al.; Javadi et al.; Dadashazar et al.) to more complex neural networks (Ehsani, Zarei, et al.; M. A. Moghaddam et al.; Bouktif et al.; Kratzert et al.; Afzaal et al.). In some cases, simple algorithms are preferred because they are rapid, simple to implement, and highly informative regarding the value of observations (Ehsani, Behrangi, et al.). This latter quality arises from measures of the value of specific observations to the predictions that are inherent to the tree-based algorithms and may be particularly useful for investigations that include an objective of optimizing the observation network. But, simple ML tools can be limited in application to nonlinear problems (Adhikari et al.; Ehsani, Arevalo, et al.; Ehsani, Behrangi, et al.; Vezhnevets and Barinova; Georganos et al.). Deep learning (DL) is a subset of machine learning algorithms that learns representations of the data with multiple levels of abstraction. Due to recent advances in storage and computational power and the continued improvement of DL algorithms, these methods are rapidly becoming the standard for scientific and engineering applications (Ehsani, Zarei, et al.; Najafabadi et al.; Aliper et al.; Shen). More recently, DL has found applications in hydrology and water resources management (Ehsani, Zarei, et al.; Ehsani, Behrangi, et al.; Adhikari et al.; Ehsani, Arevalo, et al.; M. A. Moghaddam et al.; Kratzert et al.; Afzaal et al.; Assem et al.; Pelissier et al.). The specific application of deep learning to surface/ground water exchange is limited. In some recent examples, (Rohmat et al.) used a multi-layer perceptron (MLP) model as a computationally-efficient surrogate for a MODFLOW-SFR2 model to assess basin scale impacts of best management practice implementations on stream-aquifer exchange and water rights. (Afzaal et al.) estimated groundwater level fluctuations using DL algorithms with stream level inputs.

The power of DL models over other classic ML methods lies in their ability to learn more complex functions while providing enhanced generalization capabilities (Ehsani, Behrangi, et al.; Ehsani, Zarei, et al.). But, despite their predictive power, these models can suffer from a lack of interpretability (Apley and Zhu; Chakraborty et al.). The present study has three objectives that relate to the capabilities and limitations of DL algorithms. First, we examine the potential for DL algorithms to infer surface/ground water flux from subsurface temperature observations with high temporal resolution (5 min) in a highly dynamic system; we compare the performance of these more advanced ML methods to that of the simple tree-based methods examined by (M. Moghaddam et al.). Second, we examine the impact of measurement noise on the performance of these DL tools. In particular, we test whether temporal filtering techniques can be combined with more advanced ML/DL algorithms to minimize the impacts of temporally uncorrelated measurement noise. Finally, we examine approaches to extract information from DL methods that can be used to design efficient and effective monitoring networks.
2- Methodology

This investigation represents an initial feasibility study of deep learning methods for interpreting surface/ground water exchange from subsurface temperature measurements collected with high temporal resolution. A highly resolved numerical model of water flow and heat transport was driven by dynamic river stage and surface water temperature to produce time series of surface/ground water exchange flux and temperature at multiple depths. The forecast targets for the machine learning algorithms were the flux time series; the subsurface temperatures at multiple depths were used to develop features (i.e., model inputs). The input features (derived from the temperature observations) were: temperature; time delayed temperature; and temperature gradients in space and time.

We considered multiple DL algorithms: Multilayer Perceptron (MLP), Long Short Term Memory (LSTM), and Convolutional Neural Network (CNN). The performance of each method was compared to that of XGBOOST, a prominent tree-based machine learning algorithm that has shown strong performance in regression competitions (Chen and He; de Vito). XGBOOST is an optimized implementation of gradient boosting that penalizes complexity to reduce overfitting in the case of noisy data (Chen and He; Chen and Guestrin). We expected the deep learning algorithms to show better performance; we included the classical method as a baseline for evaluating performance improvement using deep learning. XGBOOST has an intrinsic measure of feature importance that can be used to design an optimal reduced observation set (M. Moghaddam et al.). An external feature importance estimation method, Accumulated Local Effects analysis (Apley and Zhu), was applied to both XGBOOST and the DL algorithms in an attempt to identify the observations that were most informative for inferring the surface/ground water exchange flux. Analyses were performed with and without added measurement noise. In addition, several denoising filters were used to improve the performance of the ML tools when interpreting data with added noise.

2-1- Numerical Model

In this study, the synthetic observation data were generated from a 1-D column model using boundary conditions extracted from a 3-D hydrothermal model developed at the Department of Energy Hanford site located in southeastern Washington State, (Figure 1A). The coupled flow and heat transport equations were solved by PFLOTRAN, which is a massively parallel multiphase flow and reactive transport simulator implemented in object-oriented FORTRAN (Hammond et al.; Lichtner et al.). The underlying equations representing flow and heat transport are:

\[ \frac{\partial}{\partial t} (\varphi s \eta) + \nabla \cdot (\eta q) = Q_w \]  
(Equation-1)

\[ \frac{\partial}{\partial t} (\varphi s \eta U + (1 - \varphi) \rho_r c_p T) + \nabla \cdot (\eta q H - \kappa \nabla T) = Q_e \]  
(Equation-2)

In Eq. [1], \( \varphi \) is the porosity (dimensionless), \( s \) is the saturation (dimensionless), \( \eta \) is the molar water density \( (N L^{-3}) \), \( q \) is the Darcy flux \( (L T^{-1}) \), and \( Q_w \) represents all sources and sinks \( (M T^{-1}) \). In Eq. [2], \( U \) and \( H \) are internal energy \( (J) \) and enthalpy of fluid \( (J) \), \( \rho_r \) is rock density \( (M L^{-3}) \),
\( c_p \) and \( \kappa \) are the heat capacity \((J\theta^{-1})\) and thermal conductivity \((MLT^{-3}\theta^{-1})\) of water, and \( Q_e \) is the heat source\((JT^{-1})\). The viscosity as a function of temperature and pressure can be defined by Eq. [3].

\[
\mu_w = 241.4 \times 10^{247.8/(T-140)}(1.0 + 1.0467 \times 10^{-6}(p - p_{sat})(T - 305)) \quad (Equation-3)
\]

Where \( \mu_w \) is water viscosity in \( \mu \text{P} \); \( T \) is the temperature in K; \( p \) is pressure in bars and \( p_{sat} \) is saturation pressure in bars corresponding to temperature \( T \)(Meyer).

A schematic 3D representation of the model is shown in (Figure 1A). The model has dimensions of 400m \( \times \) 400m \( \times \) 20m with a refined mesh size of 0.5m \( \times \) 2m \( \times \) 0.1m near the river. Long-term observations of the temperature and stage of the river were used as the river boundary condition. Details for this larger scale model are available in (Bisht et al.). A refined 1D model, 2m in vertical extent, was developed based on the results of the 3D model. This high-resolution model had 0.01m cell resolution. The top boundary was defined by the time series of stage and temperature; the bottom of the domain was a Dirichlet boundary for flow and transport with water pressure and temperature extracted from the 3D model (Figure 1B). The 1D model generated surface/groundwater flux and subsurface temperature and pressure every 5 minutes for 1.5 years. Following the study of (Chen et al.), we considered three shallow observations depths to represent a plausible monitoring network with sensors at 0.005, 0, 0.15, and 0.255 m depth. Unlike analytical or numerical models, the ML tools do not impose bottom boundary conditions. Therefore, it was assumed that they need some information to describe the influence of flow and heat transport across the bottom boundary. To provide this, a single deep observation was selected at 1.995m depth (Figure 1B).
2-2- Data Preprocessing

Following a common practice for ML analyses, the data were divided into training, validation, and testing subsets. The validation set was used for hyperparameter tuning, while the testing set was used for the final assessment of the algorithms performance. (After tuning the models using the validation set, the models were retrained using the combined training and validation sets. With this arrangement, 70% of the data were used for training and 30% for testing.) When defining the testing and training sets, it is important to ensure that both the training and testing sets are representative of the underlying data generating processes. In this case, because the hydraulic conductivity depends on the temperature and the flux depends on the hydraulic conductivity and the pressure gradients, the training set had to be chosen to explore both the full range of surface fluxes and the full range of temperatures. Following the work of (M. Moghaddam et al.), we divided the 110,000 observation times into six alternating training-validation/testing periods (Figure 2). Training and validation were performed on observations: 500- 12500; 19000 - 25000; 33000 – 45000; 52000 – 70000; 75000- 90000; 97000- 110000 (shown in blue). Testing was performed on the remaining observations (shown in red). We used the latest-occurring 20% of each training window to form the validation set.

The only direct observations were the temperature time series, $obs_{temp_t}$, at each sensor depth. But, we recognized that the infiltration flux at time $t$ would not necessarily be reflected in the
temperature at depth \( z \) at time \( t \). Some DL algorithms, such as LSTM, have been designed to accommodate time delays in information transfer throughout a system. Other methods require that these delays be introduced by manipulating the input to the ML/DL. To consider the time delay between surface flux and subsurface temperature, we provided the ML/DL tools temperature observations within a time window around the time of surface flux inference. Temperature observations collected after some time delay, are indicated with positive time subscripts (e.g. \( t+3\Delta t \)). For most surface water/groundwater applications, it is expected that the data will be collected and then analyzed long (i.e., long after the data collection time window). As such, it is acceptable to use “future” observations for inference of fluxes that occurred before the time for which flux is being inferred.

To avoid unintentional bias, we also considered temperatures before the time of flux estimation, shown with negative subscripts. The delay between surface flux and subsurface temperature will depend on the depth of the sensor and the direction and magnitude of the water flux. Therefore, multiple time delays were considered simultaneously; later analysis attempted to determine which time delays were most informative for flux estimation. For these analyses, we considered temperature observations within a 1-hour window centered on the time of flux estimation. In choosing the window width, we balanced several considerations. The window had to be long enough to accommodate heat transport to the third sensor at 25.5 cm depth. However, the stated goal of the study is to identify flux with high temporal resolution; given the highly dynamic nature of the flux at the site (Figure 2A), it was considered to be unlikely that a very wide time window would be useful. Finally, it is critical that training and testing observations be isolated; as a result, it is not practical to consider very long time delays. Further discussion of the choice of the time window is presented in the Discussion. In addition to considering temperature time series, we used spatial, \( \Delta d_{\text{temp}} \) and temporal, \( \Delta t_{\text{temp}} \), gradients of the temperature as features. To reflect practically achievable gradient observations, spatial gradients were calculated between the sensors; that is, the addition of gradient measure would not require an additional subsurface sensor. We assumed that measurements were collected regularly, every 5 minutes, at any selected depth. The temporal gradient at a given depth was calculated between consecutive measurements in time. The input manipulations (feature engineering) are illustrated in Figure 3.
ML/DL tools, like all inference methods, are affected by noise in the input data. In some cases, noise has been shown to improve the performance of ML/DL by reducing overfitting (Bishop; Noh et al.). More often, added noise reduces performance, with different impacts on each ML method (Nettleton et al.; Luo and Yang). An advantage of using synthetic data is that the level of noise can be controlled. We assume errors are caused by several independent sources in an additive manner, represented by a Gaussian noise model (Montgomery). Thus, we applied a generic error by superimposing zero mean Gaussian random errors with a standard deviation equal to a given percent of the variance of all noise-free temperature measurements at all depths and times. These errors are described as a signal to noise ratio (SNR), with SNR defined as the inverse of the ratio of the measurement error to the variance over all measurements of a given measurement type. For example, if the variance of the error-free observations is 100 times the variance of the added errors, then the SNR is reported as 100. A measurement set with an SNR of 10 would be considerably noisier than one with an SNR of 100.
2-3- Filtering and Smoothing

Smoothing is a technique to extract the main pattern from noisy data. This method is based on the convolution of a scaled window function with the signal. Window functions are symmetric about the middle of the interval with zero value outside of the interval. The performance of a technique depends on the window length, which should be tuned via trial and error. The window functions were rolled through the data by applying them to each overlapping segment of temperature time series with a step of one observation time (5 minutes). Eq. [4] describes the convolution operation for the noisy temperature data at time \( t \) for a window function with length \( N \) with \( f' \) representing a scaled window function.

\[
(f * T)[t] = \sum_{n=-N/2}^{N/2} f'(n)T(t - n)
\]

(Equation-4)

To have the same length of data before and after preprocessing while not allowing information to be shared by the training and testing pools, we used zero padding within one half of the window width of the beginning and end of each training or testing window. Training and testing were denoised separately to avoid blending of information at the edges of the training/testing windows. The window size was determined by grid search for each filter type, choosing the window size that produced the best performance for predicting the flux for the training sets.

After examining the performance of each ML/DL on data with added error, we filtered the inputs and repeated the analyses for every combination of filter type and ML/DL algorithm. In this study, we used Hamming, Flat (i.e., moving average), Blackman, Bartlett and Hanning filters. All of these are well known fixed-parameter window smoothing functions (Angrisani et al.; Zolfaghari et al.). The simplest, moving average, replaces each point with the average of adjacent data points within the window. Blackman, Hamming, and Hanning are cosine-shaped window functions that reduce high frequency signal oscillations induced by noise. In comparison to Hanning and Hamming, Blackman has a wider main lobe, which results in a higher pass band, but it has a faster attenuation rate. Hamming is more effective at canceling the nearest side lobe frequencies while Hanning is more desirable for noise cancelation for the rest of side lobe. Bartlett is a linear, triangle shaped window function with zero values at the beginning and end of the function. The Bartlett window produces a monotonically decreasing frequency response magnitude in the frequency
domain. In other words, the side lobe decreases faster for higher frequencies. Table [1] defines the equations for the window functions used in this study.

Table 1- Window function equations.

| Filter Name | Equation |
|-------------|----------|
| Flat        | \( f(n) = \begin{cases} \frac{1}{N}, & -N/2 < n < N/2 \\ 0, & \text{Otherwise} \end{cases} \) |
| Hanning     | \( f(n) = \begin{cases} 0.5 + 0.5 \cos \left(\frac{2\pi n}{N}\right), & -N/2 < n < N/2 \\ 0, & \text{Otherwise} \end{cases} \) |
| Hamming     | \( f(n) = \begin{cases} 0.54 + 0.46 \cos \left(\frac{2\pi n}{N}\right), & -N/2 < n < N/2 \\ 0, & \text{Otherwise} \end{cases} \) |
| Blackman    | \( f(n) = \begin{cases} 0.42 - 0.5 \cos \left(\frac{2\pi n}{N}\right) + 0.08 \cos \left(\frac{4\pi n}{N}\right), & -N/2 < n < N/2 \\ 0, & \text{Otherwise} \end{cases} \) |
| Bartlett    | \( f(n) = \begin{cases} 1 + \frac{2n}{N}, & -N/2 < n < 0 \\ 1 - \frac{2n}{N}, & 0 < n < N/2 \\ 0, & \text{Otherwise} \end{cases} \) |

2-4- Machine Learning Models

(M. Moghaddam et al.) compared the performance of simple tree-based machine learning techniques: decision tree and gradient boosting. In this section, we present a brief overview of the learning algorithms examined in this study and their associate hyper parameters.

2-4-A- Extreme Gradient Boosting (XGBOOST)

XGBOOST is a modified version of gradient boosting. Boosting is an ensemble technique to create strong regressors from a number of weak learners. In the boosting-based ML methods, models are built sequentially by weighting the error of prediction in all previous models to emphasize more difficult-to-predict targets, subsequently decreasing the overall error of the model. In gradient boosting, shallow decision trees are used as the weak learners to correct the prediction error of prior models. Unlike gradient boosting, XGBOOST uses a regularized model formalization to control overfitting. Also, XGBOOST has better performance and speed due to its distributed and parallel processing (Chen and He; Chen and Guestrin; Nielsen). A more detailed description of
gradient boosting and XGBOOST can be found in (Natekin and Knoll; Chen and Guestrin; Chen and He).

2-4-B- Multilayer Perceptron Model (MLP)

MLP is a multilayer feed forward neural network that is considered to be the simplest form of a neural network. Each layer consists of several processing units (neurons). Each neuron is connected to adjacent layers with an individual weight assigned to each interlayer link. All inputs into a neuron are multiplied by their associated weight and summed to form a single output. Finally, each of these outputs is subject to a nonlinear transformation referred to as the activation function. As a result, MLP can be represented as a nested set of functions, $f_i()$. For example, a three-layer network can be defined as:

$$y = f_{NN}(x) = f_3(f_2(f_1(x)))$$

**Equation-5**

In which, $f_i()$ are vector functions of the following form:

$$f_1(z) \equiv g_1(W_1z + b_1)$$

**Equation-6**

With $W_1$ representing the weights and $b_1$ the biases, and the activation function is $g_1$. The architecture of an MLP, Figure 4, is commonly shown with the units within a layer connected to units in adjacent layers by arrows. The input features to the system are shown as circles (in our case, temperature times series, time delayed temperature time series, and temporal and spatial gradients of temperature with time).

$$y = f_{NN}(x) = f_3(f_2(f_1(x)))$$

2-4-C- Convolutional Neural Networks (CNN)
A CNN is a feedforward neural network that consists of two main components, a convolutional kernel and pooling layers. A kernel is a sliding window matrix or vector of weights, which is applied to a subset of the elements of the matrix of values being propagated through the network (the input matrix). The convolutional step is a dot product of the kernel and the input matrix. This acts like the weight functions in the MLP, but each entry in the matrix can now be influenced by neighboring values. As for the MLP, this step is followed by the application of an activation function. For the efficiency of training, the kernel weights are constant. The advantage of the CNN is that the convolution connects multiple elements of the matrix, but because the size of the kernel is generally small, there is sparse interaction between layers. Pooling is an optional subsampling operation that shrinks the size of a layer by replacing inputs with summary statistics. A CNN gains efficiency by sharing weights, applying sparse connectivity, and pooling. More on CNNs is available in (Selvin et al.; Zhao et al.).

Figure 5 shows the kernel used in our CNN. We used a 1D CNN, applied over all features at a single time step to avoid applying a convolution over both spatial and temporal features together. The 1D kernel strides with step size one along the temporal direction. Temporal and spatial gradients were set to zero at the first observation time and shallowest observation depth. Trial and error tuning identified five layers, including the output layer, as optimal. The first two layers were convolutional layers followed by three fully connected layers, including the output layer (Figure 6). Because we did not observe significant overfitting, we did not use a pooling layer.

![Figure 5- General architecture of a 1D CNN. Model inputs are a 2-D array with time step as the rows and features as the columns, and the outputs (y(i)) are a vector of streambed exchange fluxes, in which i represents the sample number for time t.](image-url)
LSTM is a recurrent neural network. This architecture is particularly well-suited to represent the dynamic behavior of complicated sequences by considering the order of the inputs (e.g. a time series). By introducing memory and states cells into a recurrent neural network, an LSTM model can extract information from long-term dependencies in sequential data and minimize the vanishing gradient problem in longer sequences (Hochreiter and Urgen Schmidhuber). Figure 7 illustrates the structure of one LSTM cell. The information from previous (or later) time steps is transported by hidden and cell states. A hidden state is the output vector of an LSTM cell. A cell state directly conveys the information stored in long-term memory. The cell state is subject to different LSTM cells. Forget gates decide what information should be discarded from the cell state based on inputs and previous hidden states. Input gates decide what information should be updated according to the current inputs of an LSTM cell. Specifically, the current input and hidden states are passed through a sigmoid activation function to determine which entries of the cell state should be updated. Then, those inputs are passed to a \( \text{tanh} \) function to calculate the amount by which they should be updated. Finally, the output gate calculates the updated value of the next cell hidden state by applying a \( \text{sigmoid} \) function to the previous cell’s hidden state and the current inputs multiplied by \( \text{tanh} \) of the updated cell state. In this study, we used a Bidirectional LSTM (BiLSTM), which feeds the information forward in time first and then backward in time. The hidden states of the forward and backward sequences are averaged and then fed into a fully connected (FC) layer.
Figure 7- Bidirectional LSTM architecture. LSTM cells are represented by rectangular units. At each timestep, the model is fed by features for all depths. The lower cells are associated with forward data while the upward cells represent backward-in-time propagation.

2-4-E- Hyperparameter Tuning and Model Evaluation

The hyperparameters of a DL model must be optimized to produce the best possible inferences while avoiding overfitting. To compare the quality of DL methods, each must be tuned with their best hyper-parameter sets. For XGBOOST, the number of estimators, learning rate, maximum depth, and minimum child weight and regularization parameters must be tuned. The DL models used in this study have the following hyperparameters: number of layers, number of nodes at each layer, optimizer type and learning rate, dropout rate, and activation function. A plain-language
explanation of these hyperparameters is provided in Table 2. Each model was tuned separately for each level of noise added to the input data. All of the DL methods use backpropagation to update the parameters of the network. In this study, we used the Adam algorithm, which is an extension of gradient descent. Adam computes individual adaptive learning rates for each of the network’s parameters based on estimates of the first and second moments of the gradients (Kingma and Ba). All hyper-parameters (XGBOOST and DL) were tuned using a grid search approach. There is no agreement in the literature regarding which performance metrics should be used for different ML/DL algorithms in regression problems (Botchkarev). We decided to use root mean squared error (RMSE) between the observed and model-calculated values of surface/ground water flux for training and assessment of model quality. The $R^2$ value was also calculated, but it was only used to further illustrate the quality of the predictions. Table 3 shows the best set of hyperparameters for each algorithm. To ensure that the performance of the algorithms was not dependent on the specific set of errors introduced or on the initial values assumed for the weights, we ran each combination of ML/DL method and noise filter 10 times using different seeds. The average performance and feature importance values are used for comparison among ML/DL methods.

Table 2- Explanation of the hyperparameters tuned for each model type.

| Algorithm     | Hyperparameter         | Definition                                                                 |
|---------------|------------------------|-----------------------------------------------------------------------------|
| **XGBOOST**   | Number of estimators   | The number of weak learners                                                 |
|               | Learning rate          | Step size shrinkage used at each weak learner to prevent overfitting        |
|               | Maximum depth          | Maximum depth (number of levels) of a tree.                                 |
|               | Subsample              | The fraction of training data that is selected for training each tree       |
|               | Alpha                  | L1 regularization term on weights                                           |
|               | Minimum child weight   | Minimum number of instances (samples) needed to justify forming a split     |
| **Deep Learning** | Number of layers  | The number of hidden layers in the deep learning algorithm                |
|               | Number of nodes        | Number of computational units in a fully connected layer                    |
|               | Learning rate          | The fraction of the calculated gradient to be used to update the parameter values for a gradient descent iteration |
|               | Dropout rate           | The probability of setting a node to zero in the hidden layer to reduce overfitting |
|               | Activation             | A nonlinear function that transforms the summed weighted inputs of a node to an output value |

Table 3- Optimized hyperparameter values for each ML model for noise-free, noisy, and filtered cases. Values are only shown for the best performing filter for each ML.
| Model | Scenario | Filter | Hyperparameter |
|-------|----------|--------|----------------|
| DT    | Noise Free |        | Maximum depth:15, min_samples_split: 0.001 |
|       | Noisy    |        | Maximum depth:7, min_samples_split:0.01 |
|       | Filtered | Flat   | Maximum depth:7, min_samples_split:0.01 |
| XGBOOST | Noise Free |        | Number of estimator:150, learning rate:0.1, max depth of learner:6, subsample:0.08, reg_alpha:0.1, min_child_weight:100, learning rate=0.1 |
|        | Noisy    |        | Number of estimator:50, learning rate:0.3, max depth of learner:4, subsample:0.08, reg_alpha:0.1, min_child_weight:100, learning rate=1 |
|        | Filtered | Hamming | Number of estimator:150, learning rate:0.1,max depth of learner:6, subsample:0.08, reg_alpha:0.1, min_child_weight:100, learning rate=1 |
| MLP    | Noise Free |        | Number of layer =2, hidden nodes layer 1:60 (relu), hidden nodes layer 2 :40 (relu), batch_size:1024, dropoutrate:0.5, learning rate=0.001 |
|        | Noisy    |        | Number of layer :2, hidden nodes layer 1:60 (relu), hidden nodes layer 2:40 (relu), batch_size:512, dropoutrate:0.5, learning rate=0.001 |
|        | Filtered | Flat   | Number of layer =2, hidden nodes layer 1:60(relu), hidden nodes layer 2:40 (relu), batch_size:512, dropoutrate:0.5, learning rate=0.001 |
| CNN    | Noise Free |        | Number of conv layers:2, layer 1 number of filter:100 (relu), layer 2 number of filter:100 (relu), kernel size 1:4, kernel size2 :4, number of fully connected layer:2, Number of nodes fully connected 1:40 (sigmoid), Number of nodes fully connected 2:40 (sigmoid), dropoutrate:0.5 , learning rate=0.0001 |
|        | Noisy    |        | Number of conv layers:2, layer 1 number of filter:150(relu), layer 2 number of filter:150 (relu), kernel size 1:4, kernel size2 :4, number of fully connected layer:2, Number of nodes fully connected 1:40 (sigmoid), Number of nodes fully connected 2:40 (sigmoid), dropoutrate:0.5, learning rate=0.0001 |
|        | Filtered | Flat   | Number of conv layers:2, layer 1 number of filter:80 (relu), layer 2 number of filter:80 (relu), kernel size 1:3kernel size2 :3, number of fully connected layer:2, Number of nodes fully connected 1:25 (sigmoid), Number of nodes fully connected 2:25(sigmoid), dropoutrate:0.5, learning rate=0.0001 |
| LSTM   | Noise Free |        | Number of hidden nodes:35, number of batches:128, lstm_type=Bi-LSTM, num_layers=1, learning rate =0.0008 |
|        | Noisy    |        | Number of hidden nodes:45, number of batches:1024, lstm_type=Bi-LSTM, num_layers=1, learning rate =0.0008 |
|        | Filtered | Bartlett | Number of hidden nodes:35, number of batches:256, lstm_type=Bi-LSTM, num_layers=1, learning rate =0.0008 |

2-5- Intrinsic and Extrinsic Measures of Feature Importance
The third objective of our study was to determine if existing tools can extract feature importance information from DL algorithms so that they could be used to improve monitoring network design. The first step in this analysis was to compare the feature importance provided intrinsically by tree-based methods with those identified by an independent analysis. Then, we compared the feature importances identified using the same independent analysis for different DL algorithms solving the same inference problem. Finally, we examined whether feature importance changed as a function of the level of added measurement error.

DL algorithms perform pattern recognition to model the relationship between input and output data. However, the complexity of some deep learning models and their large numbers of parameters, coupled with a lack of an underlying physics-based structure, can make it difficult to understand how information propagates through the model. For subsurface hydrology, which typically faces very restrictive monitoring budgets, measurement optimization that can lead to more efficient (less expensive) networks has real value. Unfortunately, the lack of transparency of deep learning algorithms can make it difficult to determine which inputs are informative for specific model predictions. This knowledge can, for instance, inform the choice between the adoption of more expensive sensors with lower measurement uncertainty versus a larger number of less accurate sensors, or the number of sample depths and placement of sensors for optimal model-aided interpretation.

Feature importance describes the relative contributions of the input features to the inference made using an ML/DL. In general, there are two approaches to infer feature importance: 1) intrinsic methods that rely on the ability of ML algorithm to extract feature importance during training; and 2) external approaches that operate on a trained DL, such as LIME (Ribeiro et al.) and ALE (Apley and Zhu). Tree-based methods have clear, intrinsic procedures to identify the contribution of each input feature to the final predictive model(Zheng et al.; Lai et al.). Until recently, this has been difficult to replicate for deep learning algorithms. But, some recent advances have proposed methods to estimate feature importance for neural networks (Apley and Zhu; Ribeiro et al.; Molnar et al.).

We used the Accumulated Local Effect (ALE) approach to extract the importance of each input feature for each combination of ML and noise filter (when applied). ALE illustrates how changes in features influence the output of a function (Devlin et al.). Specifically, ALE repeatedly predicts the target values with different subsets of the input features and then uses the difference of the predictions to determine the marginal importance of each features. The main effect ALE, $f_{i, ALE}$, of a feature, $x_i$, is defined as:

$$f_{i, ALE}(x_i) = \int_{x_{min,i}}^{x_i} E \left[ f'_i(x_1, x_2, ... x_p) | X_i = z_i \right] dz_i - c_i$$  \hspace{1cm} (Equation-7)

In which:

$$f'_i(x_1, x_2, ... x_p) = \frac{\partial f(x_1, x_2, ... x_p)}{\partial x_i}$$  \hspace{1cm} (Equation-8)
The variable $x_{min,i}$ is $\min \{x_{j,i} : i \in \text{observation number}\}$. In Eqs. [7&8], $f'_i$ calculates the local effects of $x_i = z_i$ on $f()$ and these expected local effects are summed over all points in the vicinity of $X_i = z_i$. These local effects are accumulated over all values of $z_i$ up to our point of interest, $x_i$. Finally, a constant, $c_i$, is subtracted so that the mean of $f_{i,\text{ALE}}(x_i)$ with respect to the marginal distribution of $x_i$ is zero, which ensures that the ALE components sum to the full prediction function. The second order ALE interaction can be calculated in the same manner, but with a rectangular interval and conditioning over two variables, while adjusting for the main effect of features in addition to the overall mean effect. For this study, we used the variation in ALE main effects of the features at 10-quantiles of their distribution; a feature with higher variation in the ALE main effect indicates higher feature importance (Molnar).

To compare feature importances among DL algorithms, we first determined the aggregated importance of each feature type (temperature, temporal gradient, spatial gradient), then each measurement depth, and then each measurement time delay. For example, to calculate the importance of each feature type, we calculated the mean variation in ALE for each feature type, pooling the importance of each measurement type over all depths and time delays. Similar pooling was done to isolate measurement depths and time delays.

Another approach to comparing feature importance among DL algorithms is to compare the similarity of their feature importance rankings using the Jaccard Index (Lai et al.). This distance measure compares the number of common elements in two sets to the union of all features in both sets (Eq. 9). We first ranked the features for each model based on the ALE results and selected the top K ranked features. We calculated the Jaccard Index between the top K ranked features, $\text{TopK}()$, for each pair of DL models. We then estimated the similarity between the DL models as:

$$\text{Similarity} (m, m') = \frac{|\text{TopK}(f_i^m) \cap \text{TopK}(f_i^{m'})|}{|\text{TopK}(f_i^m) \cup \text{TopK}(f_i^{m'})|}$$  \hspace{1cm} (Equation-1)

In which, $m$ is the model, $f$ is the feature, and $f_i^m$ is the ALE variation for a given feature and model.
3- Results and Discussion

The first two goals of this study were to test the ability of ML/DL methods to infer surface/ground water flux with high temporal resolution from subsurface temperature observations with and without noise. Our third goal was to determine whether meaningful feature importance information could be retrieved from the trained DL models. In this section, the ability of each ML/DL model is first assessed based on its ability to infer surface/ground water flux given noise-free synthetic data. Then, to assess the resilience of each ML/DL model to measurement errors, they were retrained with different levels of noise applied to the temperature time series. Finally, we examined the effectiveness of five classic noise filtering techniques (Hamming, Blackman, Hanning, Bartlett and flat) to improve the performance of each ML/DL model given noisy data. For each stage of the analyses, feature importance analysis was conducted to identify the most informative observations.

3-1- Base Case Evaluation Using XGBOOST

To bridge from the examination of simpler, tree-based ML models (M. Moghaddam et al.) to DL approaches, we first tested the performance of XGBOOST. For noise-free synthetic data, considering both upward and downward flux, XGBOOST performed well, showing an RMSE of $8.96 \times 10^{-7}$ ($R^2 = 0.981$) and $3.99 \times 10^{-6}$ ($R^2 = 0.795$) for the training and testing sets, respectively (Figure 8A, B). When noise with SNR=100 was added, the RMSE of the training and testing increased to $4.18 \times 10^{-6}$ ($R^2 = 0.57$) and $7.89 \times 10^{-6}$ ($R^2 = 0.13$) (Figure 8C, D). This result is consistent with (M. Moghaddam et al.), who showed that tree-based algorithms have a clear decrease in performance when subjected to noise, especially when estimating downward flux (shown on (Figure 8) as negative upward flux). The most successful noise filtering approach for XGBOOST was Hamming. With this filter applied, the RMSE of the training and testing sets were $1.66 \times 10^{-6}$ 1 ($R^2 = 0.935$) and $5.36 \times 10^{-6}$ 5. ($R^2 = 0.59$), respectively (Figure 8E, F). This level of performance on the testing set is still likely to be unacceptable for most hydrologic applications.
3-2- Evaluation of Deep Learning Algorithms

Identical analyses were performed on XGBOOST and the three DL models (Figure 9). Detailed results are only shown for CNN, which was found to perform best overall among the DL models. (A more detailed comparison is provided in the Discussion.)
As expected, there is higher error for testing than training sets and there is increasing error transitioning from no noise, to filtered, to noisy conditions. For noise-free synthetic data, CNN performed very well, showing an RMSE of $4.9 \times 10^{-7}$ ($R^2 = 0.99$) and $2.29 \times 10^{-6}$ ($R^2 = 0.92$) for the training and testing sets, respectively (Figure 9A, B). When noise with SNR=100 was added, the RMSE of training and testing increased to $3.47 \times 10^{-6}$ ($R^2 = 0.71$) and $6.88 \times 10^{-6}$ ($R^2 = 0.33$), respectively (Figure 9C, D). The flat filter was most successful for noise removal for CNN, leading to an RMSE of the training and testing sets of $2.51 \times 10^{-6}$ ($R^2 = 0.85$) and $4.36 \times 10^{-6}$ ($R^2 = 0.73$), respectively (Figure 9E, F).

It is difficult to say whether this level of performance on the filtered noisy data would be acceptable for hydrologic applications. To put this performance in context, we compared these results with those shown on Figure 8 of (Lautz). Given the different flux ranges in the two studies, we scaled the RMSE by the range of fluxes reported in each study:

$$RMSR_N = \frac{RMSE}{\text{flux}_{\text{max}} - \text{flux}_{\text{min}}}$$  \hspace{1cm} (Equation-10)
(Lautz) showed RMSEN values of 0.27 and 0.18 for unfiltered and filtered cases, respectively. Our application of CNN with and without a flat filter showed RMSEN values of 0.10 and 0.06, respectively, suggesting that the CNN-based analysis of filtered, noisy time series would be acceptably accurate for hydrologic applications.

### 3-3- Detailed Comparisons of the Performance of the Deep Learning Algorithms

The performance of the ML models for noise-free, noisy (SNR=100), and filtered temperature data can be compared across all combinations of ML model and noise filter (Figure 10 A,B,C). The RMSE value is shown and the values are highlighted by the background color (darker green indicates worse performance). Similar to (M. Moghaddam et al.), we found significant differences in performance of both the tree-based method and the DL models for upward and downward flow (Figure 10 A, B). The DL algorithms perform better than the simpler tree-based methods. CNN showed the best performance for noise-free and filtered noisy data, which is most likely to represent the most common mode of application to real data. CNN consistently outperforms the other ML models, but the choice of best filter for CNN differs for upward and downward flow. To ensure that the ML performance did not depend on the specific error realization, the performance was repeated for ten temperature observation error realizations. The variance of the RMSE for each ML over the multiple restarts, shown as error bars on (Figure 10D), is small compared to the differences in performance among models. Finally, the superior performance of CNN for filtered (denoised) data persisted over noise levels ranging from SNR=100 to 4000 (Figure 11).

### 3-4- Comparison of Accuracy of Inferring Upward versus Downward Flow

For all scenarios, models, and filter types, there was better performance when resolving upward flux compared to downward flux (Figure 10). Our findings, support those of (M. Moghaddam et al.), but they differ from our expectations, based on experience with using numerical and analytical models to interpret temperature profiles [e.g. Soto-López et al., 2011]. For those applications, downward flux is easier to infer than upward because these models rely on advective heat transport to carry a surface temperature signal to depth as the basis for inferring water flux. For this application, flow is 3D on a larger scale; when flow is upward, the temperature signal at depth is not exclusively driven by temperature changes occurring at the ground surface where flux is being estimated. Rather, in some cases, temperature variations at the bottom boundary have a controlling influence on the temperature time series at the observation depths. This condition violates the assumptions of most analytical and numerical model analyses, making it difficult or impossible to interpret upward flux. However, one potential advantage of an ML/DL-based analysis is that the interpretations are model-free. Therefore, they may be able to find patterns associated with upward flow.
Figure 10: RMSE between prediction and observation for each ML method for noise-free, noisy, and filtered observations. A: only upward flow; B: only downward flow; and C: all flow conditions; D: Performance of the machine learning algorithms for noise-free, noisy, and filtered temperature observations subjected to best performed filters for filtered scenario. The variance over ten restarts is shown as error bars.
Close examination of the subsurface conditions related to upward and downward flow are illustrated through consideration of the temperature profiles collected around three times, shown on the surface/ground water flux times series (Figure 12 A). Two of these times experience downward flux (one high at time step 87925 and one intermediate at time step 30125) and the third shows an intermediate upward flux at time step 39580. Figure 12 B, C, D shows the surface/ground water flux time series within ±1000 time steps of the identified times. The time series are similar for intermediate flow conditions for both downward (Figure 12A) and upward (Figure 12B) flow; there is considerable high frequency variability combined with relatively large changes in flux over 125 time steps (approximately ten hours). This time scale of variation in surface flux magnitude, together with the stated aim of inferring the flux with high temporal resolution, supports the consideration of a relatively short time window on the order of one hour.

The responses during high downward flux (Figure 12D) are associated with smoothly varying, isolated events, which are orders of magnitude larger and separated by approximately 20 hours. Figures 12 E, F, G show the flux time series within ±1000 time steps of the identified times and Figures 12 H, I, J show the corresponding temperature time series at the ground surface and at the bottom boundary of the domain. Both upward and downward events vary relatively smoothly over approximately 100 time steps (~8 hours). There are no immediately obvious temporal patterns in the temperature top and bottom boundary conditions that indicate why upward flux (center
column) is simpler to infer than downward flux (left and right columns). There is a relatively high degree of similarity of the boundary temperature time series for upward and downward flux. In contrast, the temperature profiles are significantly different for the two flow directions (Figure 12 K, L, M). Specifically, the temperature profile is smoothly varying over the entire profile with relatively low local gradients for downward flux conditions (Figure 12 K, M); whereas the temperature variations are highly localized at the near surface for upward flow conditions (Figure 12L). As an example, Figure 12 K shows temperature profiles every ten time steps from -100 to 100 about the time of flux estimation. Figure 12H shows that the surface temperature is 9.2 °C 100 time steps previous to flux estimation. Figure 12H shows the 9.2 °C isotherm progressing to progressively deeper depths through time. In contrast, Figure 12J, which is also associated with downward flux, shows very different responses. There is a progression of a low temperature at the surface to depth, but this signal is mixed with a very strong signal associated with displacing the previous temperature profile. Finally, the upward flow profile (Figure 12I) is entirely different. There is a very sharp temperature gradient with depth, but the influence of the upward flow is to displace the pre-existing temperature profile upward. As a result, the upward flow signal benefits from very high spatial gradients while suffering from much less mixture of temperature signals from multiple flow periods. In this case, the temperature profiles are consistent with our expectation that downward flux would communicate surface temperature variations to greater depths than upward flux. This was perceived as a limitation from the point-of-view of model-based interpretation. But, interpreting the profiles in a model-free, ML context turns these characteristics into an advantage, leading to better performance for inferring upward rather than downward flow.
3-5- Feature Importance Analyses

The DL methods do not include an intrinsic measure of feature importance; therefore, we used ALE to assess which inputs were most useful for inferring ground/surface water flux. To test the validity of this approach, we first compared the feature importance rankings of XGBOOST using its intrinsic method to those determined using ALE. The XGBOOST built-in function ranks features based on expected reduction in node impurity while ALE calculates the variance of change in output prediction across all possible values of a feature. Therefore, the absolute values of the metrics are different; but, generally, only relative rankings are used to assess the relative importance of observations. We first assessed the feature importance based on the ±30-minute time window used for the previous analyses (Figure 13). The very high importance of the extreme observation times for both the built-in and ALE analyses could have indicated that even later (or earlier) times would provide more information for constraining the exchange flux. (The high
importance of the earliest times is concerning as it has no physical basis.) To examine this, we extended the positive time window to 60 time steps (5 hours), which is well beyond any physically reasonable time delay for the highly dynamic conditions examined. The results for the built-in analysis (Figure 13C) show no consistent pattern for the optimal time delay. This may indicate that the optimal delay depends on the flux or that more complicated elements of the flux and temperature sequences make it impractical to down-sample the delay time. Practically, this suggests that many time delays should be considered in the ML analyses, which is relatively simple to implement and does not impose additional observation or analysis costs. In contrast, the ALE-based feature importance analysis continues to indicate the highest importance for the extreme positive and negative delays. These results are not physically reasonable, suggesting that ALE is not suitable for assessing optimal measurement times. This failure may be due to the high correlation of temperature in time (Molnar et al.), but this cannot be confirmed based on our results. In contrast, the importance of different feature types and locations based on the built-in functions were not affected by extending the time window (not shown). Therefore, we based the following discussions on the more physically realistic ±30 minute window used for the previous analyses. The built-in function and ALE agree that temperature measurements are more important than spatial or temporal gradients (Figure 13E, F). Both methods show a slight preference to include a deep observation, although they disagree on the specific depth of the shallower observation (Figure 13G, H). However, no observation depth showed low enough importance to warrant reducing the monitoring network for XGBOOST-based analyses.
Figure 13- Left column: feature importance analyses based on the built-in XGBOOST method; right column: feature importance based on ALE analyses. A, B: feature importance between -6 and 6 time steps; C,D: feature importance between -6 and 60 time steps. E,F: feature importance by type – observed temperature, temporal gradient (dt), and spatial gradient (dz) for time shifts of -6 and 6, G,H: importance by depth between -6 and 6 time steps.

Given the modest agreement between ALE and the built-in function for XGBOOST, feature importance analyses based on ALE for the DL methods must be considered with some caution. Given that warning, we examined the feature importance for each DL method when applied to noisy data with its highest performing noise filter. Given that the built-in XGBOOST method found no clear optimal measurement delays, we only compare the importance of features by type and depth from -6 to 6 times steps (Figure 14). Unlike XGBOOST, the DL methods favored temporal gradients over direct temperature observations (Figure 14A). But, similar to XGBOOST, there was not a strong enough preference for specific observation depths to support measurement network reduction (Figure 14B).
A more detailed analysis of the ALE results considered each individual observation (combination of time delay, type, and depth) and ranked them by importance for each DL method using its best-performing filter. Once the features were listed by decreasing importance for each ML, we compared the similarities of the top third (46) most important features among them (Figure 15). The agreement is quite low; the DL methods only share between 15 and 30% of their most informative features.
4- Conclusions

The present study investigated the capabilities and limitations of DL algorithms. Initially, we attempted to infer surface/ground water flux from subsurface temperature observations with high temporal resolution (5 min) in a highly dynamic system. We found that the DL methods were more accurate than the tree-based ML methods, especially for noisy data with noise filtering applied. We repeated our analyses with different levels of added observational noise with and without noise filtering applied to the corrupted data. Among the DL methods, CNN was most successful for all levels of added noise. However, the differences in absolute performance among DL methods and between DL and ML methods were relatively small. Given the considerably shorter run times and built-in feature importance assessment, XGBOOST may be preferable for practical applications of the examined methods for estimation of surface/ground water exchange flux and for associated monitoring network optimization efforts (M. Moghaddam et al.). We were surprised to find that upward flux was predicted more accurately than downward flux. After examining the temperature profiles for both conditions, we conclude that this downward flux conditions suffered from lower temperature gradients with depth and were more likely to have mixed signals from current and past conditions than upward flux conditions, leading to this difference in performance. This result is in direct contrast to previous investigations using numerical models to infer surface/ground exchange flux and it may indicate that combined use of ML or DL inference with numerical inference could improve flux estimation beneath river systems.
A secondary goal of this study was to use the Accumulated Local Effect method to examine whether some observations could be eliminated from the data set because they do not provide information to the DLs. Our results found that the DLs extracted information from all of the observations. This suggested that observation networks could not be reduced without loss of fidelity. This result may also indicate that the DL methods do not tend to localize information, potentially making them less useful for measurement network optimization than simpler tree-based methods. In summary, we found that the DL methods showed real promise for inferring surface/ground exchange flux from subsurface temperature methods. However, it is unclear whether the increased complexity and lack of clarity regarding feature importance of the DLs compared to the simpler MLs justifies their use for all applications.
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