Abstract

The multivariate technique of partial least squares structural equations (PLS-SEM) considered as second generation, has become more relevant in its application in recent years in various investigations, so this article considers an descriptive research, the which presents some properties characteristic of said technique and through the application of data and values obtained from a case study shows the phases required to validate and evaluate a model with the PLS-SEM technique. With the results obtained, a theoretical model is generated and proposed that could be useful for researchers who starting in the use and application of this technique.
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1. Introduction

In the existing literature, numerous studies have been carried out, which has considerably increased the number of publications on the PLS-SEM technique. Some authors as Ghasemy, Teeroovengadum, Becker & Ringle [1] indicate that, structural equation modeling of Partial Least Squares (PLS-SEM), is a technique of multivariate data analysis in the second generation, which has been applied substantially since 2015, in explanatory studies and predictive in research, in areas such as higher education, social sciences, behavioral sciences, among others. The use of PLS_SEM allows researchers to use various advanced tools (Fimix-PLS; CTA-PLS; PLS-Predict, etc) [2]. The which give greater confidence to research by its statistical efficiency and is generated with robust and powerful software [3]; to being properly applied possible to generate significant theoretical contributions in the applied field, and also developing and testing models sophisticated [1].

Authors such as Leyva and Olague [4], indicate that among the benefits of the method or model of structural equations, it allows examining the relevant variables in parallel, as well as evaluating the theoretical model of the research and therefore examining the significance of the hypotheses in the model.

Studies conducted in different contexts, have applied the technique PLS-SEM, which has allowed researchers to perform both relevant theoretical contributions as well as the development and testing of models (some of them complex) [1]. Therefore, the objective of this study is to expose and highlight the main guidelines for developing a PLS-
SEM analysis through a case study. With the results of the analysis carried out, it is expected to develop a model for researchers who are starting to use this technique.

The article is structured in two phases: the first presents a brief introduction to the study, with basic and fundamental aspects and concepts of the technique and the second shows the process to validate a research model with the PLS-SEM technique. Starting from this, from the proposed theoretical model of e-SQM derived from a systematic review of the e-SQ literature [5], and from the data and values obtained from it.

1.1. Background, Definitions, Characteristics and Fundamental Concepts used in PLS-SEM

The origin of the algorithm or technique of structural equations of partial least squares (PLS) as indicated [4], is generated in its final version in 1977 by the Norwegian research econometrician Herman Wold, having its first applications in economics. Likewise, authors such as Ghasemy et al. [1], indicate that this technique was later complemented by Lohmöller [6, 7, 8], which is an approach that is based on compounds for SEM, and PLS-SEM combines indicators linearly with what creates compound variables [6], therefore, researchers, consider it as substitutes for the concepts they study.

According to Salgado and Espejel [9], models structural equations are evaluated with the least squares technique partial (PLS) as indicated by [10, 11], and are considered as technical or analytical models multivariate of second generation [12, 13].

For some authors like Medina [14], indicate that, authors like [15, 16], the structural equation models that have been found in the academic literature as SEM is the abbreviation for Structure to the Equation Model, correspond in to a multivariate statistical analysis technique or method, by means of which causal relationships and effects between various variables can be estimated, which can be latent or observable, and for which a set of mathematical equations are used, which make graphic representation possible of the relations proposed by the theory.

PLS-SEM has been used in various disciplines, which we can see in Table 1, which indicates the periods and the amount of investigations in which they have been applied.

Table 1 PLS-SEM in various disciplines

| Business discipline           | Period        | Number of studies | Reference |
|------------------------------|---------------|-------------------|-----------|
| Marketing                    | 1981-2010     | 204               | [17].     |
| Strategic management         | 1981-2010     | 37                | [18].     |
| Management information systems | 1992-2001     | 65                | [19].     |
| Management information systems | 2010-2014     | 57                | [20].     |
| International business       | 1990-2013     | 45                | [21].     |
| Human resource management    | 1985-2014     | 114               | [22].     |
| Operations management        | 2000-2011     | 42                | [23].     |
| Supply chain management      | 2002-2013     | 75                | [24].     |
| Accounting                   | 2005-2011     | 20                | [25].     |
| Accounting                   | 1980-2013     | 37                | [26].     |
| Tourism                      | 2000-2014     | 44                | [27].     |
| Hospitality                  | 2001-2015     | 29                | [28].     |
| Hospitality and Tourism      | 2000-2017     | 206               | [29].     |

Source: Own preparation with information of Sarstedt, et al. [30].
1.1.1. Fundamental concepts used in PLS-SEM

According to Salgado and Espejel [9], when it comes to causality, it refers to why a phenomenon is generated and under what conditions it happens [31].

For their part, Hair et al. [32], indicate that there are two types of variables in SEM modeling:

Latent variable

Also referred to in the literature as independent, exogenous, etc. and they are the ones that explain other constructs [32]. In other words, it is the characteristic(s) that one would like to measure but cannot be observed [33], that is, it is not possible to measure them directly (for example, depression, intelligence, etc.), so variables are required. Observed to be measured [34].

Observed variable

Also known as indicators, dependent, endogenous are the ones that are being explained [32]. That is, it can be measured directly, such as age, height, weight, etc. [3, 4].

1.1.2. Properties / Characteristics and Advantages of PLS-SEM

Authors such as Leyva and Olague [4], state that, in the characteristics of the technique of structural equations is in the construction of research models, in which, from theoretical concepts system (latent, independent, exogenous) unobservable origin and with the modification of empirical concepts in indicators (dependent, endogenous). The two are related and therefore by means of hypotheses they are represented graphically by trajectory diagrams [2].

Also, Medina [14] indicates, that the analysis models of the first generation encompasses linear regression, which cover only a level of relationship between the variables [35], while the second generation models includes the structural equation, which makes it possible to mold relationships between various constructs in parallel, build unobserved variables and create relationships between predictors and variables, among others [36].

For his part Martínez and Fierro [3], point out that the PLS technique can be used in explanatory research (confirmatory) and predictive (exploratory) [37, 32]. Therefore, according to [38], it can be emphasized that an explanatory model is generated in order to check the causal hypotheses themselves that indicate how and why a certain empirical phenomenon occurs. Whereas a predictive model refers to the construction and evaluation of a model, the purpose of which is to predict new or future observations or panoramas, that is, its purpose is to generate accurate predictions of new observations [3].

The application of PLS-SEM as indicated Medina [14], specifically allows to confirm theory and propose possible relationships between variables as well as propose proposals for subsequent links between constructs [12]. Similarly, the SEM originated from PLS make up a procedure by means of which the order of the constructs can be determined, thereby obtaining predictive values for the latent variables generated [12].

For their part, Hair, Hult, Ringle and Sarstedt [39], indicate that SEM is a mixture generated from two powerful statistical approaches, one is the exploratory factor analysis and the second structural route analysis in such a way that it generates the simultaneous evaluation of the model measurement and structural model [25]. Likewise, the explained variance generated in the dependent variable(s) increases using SEM than multiple regressions, due to the fact that it presents direct and indirect effects [25].

Meanwhile, Salgado and Espejel [40], indicate that the models PLS-SEM aim to predict the latent variables which maximize the explained variable (R²) of the dependent variables [41], whose characteristics are mentioned by [42], and they are the following: 1. The PLS-SEM models are aimed at prediction having the analysis of variances or components as a means. 2. A latent variable is made up of a linear combination of its own manifest variables; 3. The relationship between a latent variable and its manifest variables is reflective and formative; 4. the difficulty of the model is great (example 10 latent variables 100 manifest variables); 5. you can have small samples but the range that is advised from 30 to 100 cases; 6. The application of the theoretical is flexible, which generates they are known as “soft modeling”; 7. It is through algorithms the treatment or management of lost data. Importantly, the methodology used generically combines PLS principal component analysis and analyse is regression multiple features [40].

Likewise Leyva and Olague [4], they indicate that one of the most relevant advantages of the structural equations in the use of PLS is the way it performs the regression in the estimation of the measurement model. While
Mateos [43], indicating that regression is used minimum partial square to reduce dimensions of the group of explanatory variables. For several years the principal component technique or methods have been used, the purpose of which is to generate a new group of variables as a linear result of the initial ones, but eliminating multicollinearity. If this method is applied for a regression, it is known as principal components regression (which is also known by its acronym in English as Principal Components Regression or PCR), because this analysis is performed only on the independent variable but neither ensures nor recommends using the principal components technique to explain the dependent variable. In PLS, responding to this situation, the regression in this method is trying to obtain latent variables in such a way that it covers most of the variation of the observed independent variables in such a way that they can be used for the modeling of the variable dependent [4].

For his part, Sarstedt et al. [30], state that among the advantages of PLS-SEM, which have contributed to increasing its diffusion in the last ten years; are any features as the capacity of the technology for handling complex models with minimal data [32], the valuation models certain measurement formatively [44], and specifies generation of latent models with variable scores [45]. Also authors like [46, 47, 48], indicate that in a number of publications has been highlighted that PLS-SEM interesting for research and applied science by the test of hypothetical relationships having a predictive approach in estimating the m model [30].

Table 2 Main multivariate methods

| Technique                        | Mainly exploratory (predictive) | Mainly confirmatory (evidential or explanatory) |
|----------------------------------|---------------------------------|-----------------------------------------------|
| First generation techniques      | Cluster analysis                | Variance analysis                              |
|                                  | Exploratory factor analysis     | Logistic regression.                           |
|                                  | Multidimensional scaling.       | Multiple regression.                           |
|                                  | PLS-SEM                         | Confirmatory factor analysis                   |
| Second generation techniques     | CB-SEM                           |                                               |

Source: Own preparation with information of [3]

1.2. Criteria to consider for using PLS Shem

Two methods are most commonly used and modeling structural equation (SEM), with relevant approaches, as affirmed-indicated [3], the first considered approach is based on analysis of covariance structures (CB for short English) which is suggested for use when looking to contrast theories, hypothesis tests or in the design of new theories which are supported by the theory of research carried out; the second one that is referred to partial minimum squares (PLS for its acronym in English) based on the analysis of variance.

Some criteria proposed by Hair et al. [49], which can support the investigations in opting for the use of PLS are:

Research objective

- If the objective is to predict target or key constructs.
- Whether the type of research being conducted is exploratory or an expansion of an existing structural theory
- Measurement Model Specifications
- If the constructs of the measurement model are formative and are part of the structural model
- Structural model
- If the structural model contains many constructs with many indicators (it is complex)
- Sample size
- If the sample size is considerably small. With large data sizes it is possible to use it as long as a large number of indicator variables are available for the measurement of latent constructs [49].
- The sample size required in PLS-SEM must be equal to or greater than what is indicated below: 1) Ten times the largest number of formative indicators used to measure a construct or 2) Ten times the largest number of trajectories directed to the latent construct this is specifically in the structural model. [49].
- If the data is abnormal up to a certain limit, use PLS [49]. In this regard, [3], they highlight that asymmetry and kurtosis values with results greater than one are a sign of highly non-normal values.
1.3. Models Measurement
Authors such as, Medina [14], indicates that for Mányez [50], the path models that are generated by PLS and the models generated from the structural equation models as indicated by Hair et al. [39], are made up of two elements:

- The structural model (also called internal model) which graphically presents the structural routes between the constructs and the measurement models (also called external), which represent the relationships between each construct, that is, from latent variable to indicator or associated variables. For which it should be noted that there are two types of variables: the so-called indicators, exogenous that explain other constructs, and those that are being explained, called latent or endogenous variables [39].
- The measurement model (also called external model) this is formed according to the type of measurement, which can be formative or reflective; For this, arrows are used to link the constructions in the model. If the constructions are measured with formative indicators, these will be represented or schematized with arrows that go from the indicator to the latent construct [44]. On the contrary, if the effects are reflective, the variables will be represented by arrows that go from the construct to the indicator [39].

1.3.1. Formative, reflective measurement models / Conceptual differences
In formative measurement are constructs or indicators which cause a latent variable, so that a change in said non-variables generates varying a change in its indicators (Valdivieso and Carlos Eduardo) [51]. Similarly [3], point out that the formative models are latent construct-variables formed by measurement indicators, which are the cause or antecedent of the construct [51, 52], which means that each indicator is a dimension of the meaning of the latent variable [3].

While a reflective model is one in which a change in the latent variable (not observable) will be reflected in a change in all its indicators [51]. For his part [3], refer that a reflective model is estimated as a measurement model in which the indicators of the latent variable compete with each other, which represents characteristics of the latent variable. Therefore, the causal relationship is presented from the latent variable to the indicators and when a change is generated in it, it will be reflected in all its indicators.

The difference between both models, as indicated [51, 3], is found in the causal relationship between the latent variable and its indicators.

2. Methodology for the use of PLS-SEM
The PLS-SEM methodology as indicated by Raza, Rather, Iqbal, & Bhutta [54], has been applied in recent studies by various authors such as Hair et al., Sarstedt and Mooi; Ying et al., Farrukh et al. [55, 56, 57, 58].

With the above and according to the methodology suggested by Hair et al. [39], which has been adapted by several authors in various investigations, and in which they agree on nine phases for the use of the technique. Which below are mentioned and briefly described according to [3]: a) Determination of the structural model. b) Determination of the measurement model. c) Data collection and analysis. d) Estimation of the model. e) Evaluation of formative measures, f) Evaluation of reflective measures g) Evaluation of the structural model, h) Advanced analysis, i) Interpretation of results [3, 49].

- Determination of the structural model. In the first stage of the project or research that is being carried out, it is required to graphically generate a diagram that shows the connections of the variables, which start and are based on the theory and that show the relationship of the hypotheses to be tested. The model is composed of two elements: 1st structural model (also known as internal model in PLS-SEM) which shows the relationships between the latent variables; It should be noted that two fundamental aspects can be perceived in the graphic representation: the order of the constructs or variables and the relationship between them, which will be shown in the hypotheses considering the theory considered to be tested, additionally that the variables can be visualized latent and observable. 2º The measurement model, which exposes the relationships between the latent variables and their indicators [3].
  To represent the structural diagrams as mentioned by Manzano [34], it is essential to represent them graphically. A square is used to symbolize the observed variable, a circle or ellipse for the latent variable; to represent an association it will be with a unidirectional arrow and if a correlation is required it will be with a bidirectional arrow.
- Determination of the measurement model. It is essential to differentiate the measurement models themselves that can be considered as: formative and reflective models, therefore, the causal order of the latent variables,
their indicators and their causes are of vital importance. Having a specific measurement model formally exposes the validity of the latent variable considered in the study [3, 55].

- Data collection and analysis. The data collection is linked to the sample size, population, type of sampling and the measurement instrument (questionnaire, interview, etc.) established to obtain data that was used to obtain the same information that once the information is completed, it must be exported to PLS-SEM to be used for further analysis [55].
- Estimation of the model. In the PLS-SEM software menu, the PLS algorithm (model estimation) is calculated in which the results will be shown graphically - schematized by means of a path model in which the factorial loads, the regression coefficients standardized or path coefficients and the $R^2$ [3].
- Evaluation of formative and reflective measures

For the evaluation of reflective models as indicated by Hair et al. [39], and Martínez & Fierro [3]: It is performed by: 1st, internal consistency provides the reliability of the construct, it is validated with Cronbach’s alpha and composite reliability, the latter being the most recommended since it considers the differential weights). 2nd, convergent validity, which refers to the group of indicators that represent a single underlying construct, is obtained by examining the external loads of the indicators to determine the average variance extracted (AVE) of each construct. The main rule that should be considered that the AVE $> 0.50$. 3rd Discriminant validity shows that a construct is unique from the other constructs; For this validity, it is necessary to consider three criteria, that of Fornell-Larcker (1981), that of crossed loads and the HTMT matrix [3].

For the formative models, it is necessary to calculate the convergent validity, collinearity between indicators and significance and relevance of the weights [39, 3].

- Evaluation of the structural model, in a general way as indicated [39, 3]. For the estimation of the structural model, the use of Determination coefficients (R2), Predictive relevance (Q2), Size and significance of the path coefficients, Size of effects $f^2$, Size of effects $q^2$ is recommended.

3. Results and discussion

3.1. PLS-SEM methodology: Applied to an e-SQM model study case

To show the methodology used for this technique, the SmartPLS 3 software was used, as well as information obtained from the online survey applied for the investigation of the e-SQM model, derived from the model proposed by [5].

Following the methodology suggested by some authors such as Hair et al. [49-39]; Martínez and Fierro [3]. In the first phase, a theoretical model is generated which is derived from the literature review, and where the content is validated; likewise, the latent variables or constructs are proposed. Therefore, considering the information obtained for this model, 7 variables were established: Efficiency, Privacy, Fulfillment / Reliability, Responsiveness, Contact, Guaranty, CSEM.

![Figure 1 Reflective and formative models; Source: Own preparation with information of [39].](image-url)
In the second phase, it is necessary to establish the indicators or observable variables. In the same way, it is required in this phase to determine if the model is formative or reflective. (Figure 1) For the case that is being exemplified reflective.

In the third phase, it is required to generate a database of the information obtained from the instrument that was applied, it is crucial that the generated file be saved with a .csv extension limited by commas, which will be opened or exported to SmartPLS. In Figure 2, you can see how the information is distributed.

When starting the session in the PLS software already with the database loaded, it is required as the first instance to generate the proposed model of the research and that has been carried out according to the theoretical model, for this it is necessary to first generate the latent variables themselves that will be connected with arrows using the connector found in the menu at the top without forgetting to indicate the direction of the arrow which indicates whether the model is formative or reflective. Subsequently, each latent variable is assigned its items / indicators, for which in the lower left box there is a list of indicators for each variable, which must be dragged to the corresponding variable so that the software assigns its indicators to each one, or items (Figure 3).

In the fourth phase the estimation of the model is calculated or carried out in the Algorithm, for which in the upper part of the main menu there is the option calculate that will show us the results and as indicated above, we will be presented with the factorial loads, the coefficients Regression Path and standardized ones, as well as $R^2$. (Figure 4).
The fifth phase requires the evaluation of the measurement / research model that, as indicated by Hair et al., [49], it is essential to distinguish and ensure whether the model is reflective or formative. For reflective models, they must be evaluated according to their reliability of internal consistency, convergent validity and discriminant validity.

Regarding internal consistency (Table 3), it provides the reliability of the construct; to evaluate the alpha used Cronbach and composite reliability which is considered more appropriate latter and requires values from 0.60 to 0.70 for exploratory research and from 0.70 to 0.90 for investigations stages more outposts considered satisfactory [59].

Table 3 Internal consistency results

| Construct                  | Cronbach's alpha | Criterion | Outcome   | Composite reliability (CR) | Criterion | Outcome   |
|----------------------------|------------------|-----------|-----------|----------------------------|-----------|-----------|
| CSEM                       | 1,000            | 0-1       | satisfactory | 1,000                      | .07 to .09| trustworthy|
| Contact                    | 0.821            | 0-1       | satisfactory | 0.893                      | .07 to .09| trustworthy|
| Efficiency_                | 0.939            | 0-1       | satisfactory | 0.947                      | .07 to .09| trustworthy|
| Fulfillment / reliability_ | 0.857            | 0-1       | satisfactory | 0.903                      | .07 to .09| trustworthy|
| Guaranty                   | 0.798            | 0-1       | satisfactory | 0.881                      | .07 to .09| trustworthy|
| Privacy                    | 0.772            | 0-1       | satisfactory | 0.898                      | .07 to .09| trustworthy|
| Responsiveness_            | 0.884            | 0-1       | satisfactory | 0.920                      | .07 to .09| trustworthy|

Source: Own preparation

The convergent validity as indicated Harahap et al. [60], allows to verify that the constructs that are expected to be related are really related; This validity is obtained if a high correlation is confirmed between the items that measure the same construct; It can be evaluated by means of various methods, including the AVE (Average variance extracted , whose value is required> 0.50), and with the Reliability of the construct as indicated [3]; with which the consistency of its indicators can be verified, which means the simple correlations of the indicators with their construct; It is obtained by evaluating the factorial loads or weights (ƛ). Likewise, they indicate that it is of vital importance to consider as adequate factorial loads those greater than 0.707 as indicated by [61, 49], so that items with loads less than this range have to be eliminated and therefore again estimate the model to obtain the results with these settings [3]. (See table 4).
Table 4 Convergent validity results

| LATENT VARIABLE | Abrev | Composite Reliability | Alpha Cronbach | Loads | bird | HTMT Confidence interval does not include 1 |
|-----------------|-------|------------------------|----------------|-------|------|------------------------------------------|
| CSEM            | CSEM12| 1,000                  | 1,000          | 1,000 | 1,000| COMPLIES                                 |
| Contact         | CONT31| 0.893                  | 0.821          | 0.849 | 0.736| COMPLIES                                 |
| Efficiency      | EF1   | 0.947                  | 0.939          | 0.780 | 0.598| COMPLIES                                 |
|                 | EF11  |                        |                |       |      |                                          |
|                 | EF13  |                        |                |       |      |                                          |
|                 | EF14  |                        |                |       |      |                                          |
|                 | EF2   |                        |                |       |      |                                          |
|                 | EF24  |                        |                |       |      |                                          |
|                 | EF25  |                        |                |       |      |                                          |
|                 | EF4   |                        |                |       |      |                                          |
|                 | EF5   |                        |                |       |      |                                          |

Source: Own preparation

Regarding the discriminant validity, it indicates according to Hair et al. [62], that a construct is empirically unique-different from the other construct of the model, that is to say that each construct captures a unique phenomenon and that no other means what that is. To evaluate the discriminant validity, the following are used: 1st Fornell and Larcker criterion in which the square root of the AVE of each latent construct must be greater than the correlation it presents with some other construct. 2nd Cross loads. The loads of an indicator should be higher than with all the loads of the latent variables [3].

3rd Heterotrait-Monotrait Ratio Matrix (HTMT) in which it is validated that the correlations between the indicators that measure the same construct are greater than the correlations that measure different constructs [3]. For this, it is required that the value obtained is <1, some authors consider 0.90.

Table 5 Summary of Results

| LATENT VARIABLE | Reliability internal consistency | Convergent validity | Discriminating validity |
|-----------------|---------------------------------|---------------------|-------------------------|
|                 | Composite Reliability Alpha Cronbach | Loads bird | HTMT Confidence interval does not include 1 |
| CSEM            |                                 | 0.6-0.9 0.6-0.9 | > 0.7 > 0.5 | COMPLIES |
| Contact         | CONT31 0.893 0.821            | 0.849 0.736       | COMPLIES |
| Efficiency      | EF1 0.947 0.939             | 0.780 0.598       | COMPLIES |
In the sixth phase, it is necessary to consider first, that the previously revised model, which in this case study is reflective, meets the validity and reliability criteria. If yes-comply and be positive it continues with evaluation of the results of the structural model, which allows determining the ability of the model to predict one or more target structures [63]. From according to Hair et al., [49], recommends evaluation and assessment of 5 precepts-procedures: 1. Collinearity assessment, 2. Path Coefficients; 3. Coefficients of determination (R² value), 4. Effect size f². 5. Blindfolding and predictive relevance Q² and Effect size q².

As for the collinearity evaluation as indicated Martínez and Fierro [3], it arises when signs of multicollinearity are found, that is, when two indicators are highly correlated; A test that can be carried out to verify it is using the VIF (variance inflation factor) for which VIF values> 5 are considered with a tolerance <.20. Likewise [63], indicates that the collinearity between the latent variables is determined considering the following guidelines: VIF> 5 indicates a probable collinearity problem, according to Hair, Ringle & Sarsted [49]. VIF> 3 indicates a...
probable collinearity problem [64]. Likewise (Ibid.) Indicates that the ideal values 1.49, 1.56, therefore, in the present study values of 1.00 are obtained, which indicates that it is below the ideal values but meets the specification <5, it is also within of the specified tolerance values, therefore it is considered that there is no collinearity problem between the latent variables.

3.2.1. Path Coefficient

The Path coefficient, also known as standardized regression coefficients, of trajectories; associates the latent variables in the structural model, likewise exposes the relationships of the hypotheses or the relationship strength of the research model, as indicated [3], who highlight the importance of 3 relevant aspects to consider and estimate to know if a coefficient is significant: the algebraic sign, the magnitude and the statistical significance. The algebraic sign refers to and corresponds to the one indicated in the hypothesis; Therefore, if it is contrary to that established, it will not allow to endorse-support-defend it. Regarding the magnitude of the path coefficients, it is considered established and defined values in a range between -1 and +1, so the higher the value of the coefficient, the greater the relationship between constructs, and the closer to 0, the weaker the relationship, as well as low values close to 0 are considered not significant. Similarly, the significance or level of significance is evaluated with t-student and with p-value which comes from bootstrapping (it evaluates if the paths-trajectories between variables is viable). In the t statistics, the score obtained indicates an important influence of the independent variables on the dependent ones, that is, it examines the relationships of the constructs, therefore, the values usually applied in the two-tailed test are 1.65 (10% significant level and <1.96 (5% significant level) [65], so if the value of t is greater than the critical value of t, the coefficient is considered to be below the threshold, therefore, The distribution is not considered reliable and therefore the hypotheses are not tested. Likewise, the "p" value is used to evaluate the level of significance, with which the score is examined, therefore, if we take into account the level of significance of 5%, the value of p must be less than 0.05 [63].

Table 7 Path Coefficients

| Path Coefficient (Standardized β) | Statistics t (| O / STDEV |) | P Values |
|----------------------------------|--------------------------------|----------|
| CSEM -> Contact                  | 0.268                          | 4,321    | 0.000    |
| CSEM -> Efficiency              | 0.768                          | 21,501   | 0.000    |
| CSEM -> Fulfillment / reliability_ | 0.586                          | 10,360   | 0.000    |
| CSEM -> Guaranty                | 0.449                          | 7,953    | 0.000    |
| CSEM -> Privacy                 | 0.424                          | 6,003    | 0.000    |
| CSEM -> Responsiveness           | 0.471                          | 7,945    | 0.000    |

Source: Own preparation

Table 8 Path coefficient

| Path Coefficient (Standardized β) | Statistics t | Critical value | Statistically significant? | P Values | Critical value | Statistically significant? |
|----------------------------------|--------------|----------------|---------------------------|----------|----------------|---------------------------|
| CSEM -> Contact                  | 0.268        | 4,321          | 1.96                      | YES      | 0.000          | .05                        | YES                       |
| CSEM Efficiency_                | 0.768        | 21,501         | 1.96                      | YES      | 0.000          | .05                        | YES                       |
| CSEM Fulfillment / reliability_ | 0.586        | 10,360         | 1.96                      | YES      | 0.000          | .05                        | YES                       |
| CSEM Guaranty_                   | 0.449        | 7,953          | 1.96                      | YES      | 0.000          | .05                        | YES                       |
| CSEM -> Privacy                 | 0.424        | 6,003          | 1.96                      | YES      | 0.000          | .05                        | YES                       |
| CSEM Responsiveness              | 0.471        | 7,945          | 1.96                      | YES      | 0.000          | .05                        | YES                       |

Source: Own preparation

17
The results found in the table indicate the significance values of all the constructs, as well as the relationship between constructs, with which it was found that the t statistic is significant, with a good relationship of all the constructs, highlighting that the relationship The strongest is CSEM -> Efficiency (0.768), followed by CSEM -> Fulfillment / reliability (0.586), with a medium ratio is CSEM -> Responsiveness (0.471), CSEM -> Guaranty (0.449) and the lowest CSEM - > Contact (0.268). Likewise, regarding the level of significance, the results indicate a probability score of 0.000 below the indicated one of 0.05, which allows us to conclude that the relationship under consideration is positive and significant.

3.2.2. Coefficients of determination (R²-value).

The evaluation of R² is essential when using the PLS-SEM technique due to its ability to predict dependent variables and is considered to represent a measure of predictive value [3]; likewise indicates the explained variance of the endogenous variables by exogenous variables, the values are in the range from 0 to 1, so between more high value results indicate greater prediction accuracy. Authors such as [49, 66] recommend a value of 0.75, 0.50, 0.25, considering it substantial, moderate and weak. While [12], suggesting .67, .33, .10 considering the same criteria (substantial, moderate and weak). [63, 3].

Table 9 Coefficient of determination R

|                         | R square | Adjusted R squared |              |
|-------------------------|----------|--------------------|--------------|
| Contact                 | 0.072    | 0.069              | Very weak    |
| Efficiency_             | 0.590    | 0.589              | Strong       |
| Fulfillment / reliability_ | 0.343    | 0.341              | Moderate     |
| Guaranty_               | 0.201    | 0.199              | Weak         |
| Privacy                 | 0.180    | 0.177              | Weak         |
| Responsiveness_         | 0.221    | 0.219              | Weak         |

Source: Own preparation

Therefore, the R² prediction of the Contact constructs whose result of 6% is below the minimum value recommended by the authors, therefore, it is considered that the effect and relationship it has on the CSEM is minimal; Likewise, the Responsiveness variables with 21.9% Guarantee 19.9% and Privacy 17.7% show a weak relationship, so the effect of these variables with the CSEM is reduced, likewise the Compliance / Reliability variable with 34.1% shows a moderate relationship and effect, while the Efficiency variable with 58.9% and a strong relationship and therefore an important effect on the CSEM. It is relevant to mention that in the same way we can carry out a more detailed analysis of each item that makes up each construct and see the effect that each one generates on the construct.

3.2.3. Size effect F² (Effect size f²)

Table 10 Results of F 2

|                | CSEM | Contact | Efficiency_ | Fulfillment / reliability_ | Guaranty_ | Privacy | Responsiveness_ |
|----------------|------|---------|-------------|---------------------------|------------|---------|-----------------|
| CSEM           | 0.078| 1.440   | 0.522       | 0.252                     | 0.219      | 0.284   |
| Contact        |      |         |             |                           |            |         |                 |
| Efficiency_    |      |         |             |                           |            |         |                 |
| Fulfillment / reliability_ |      |         |             |                           |            |         |                 |
| Guaranty_      |      |         |             |                           |            |         |                 |
| Privacy        |      |         |             |                           |            |         |                 |
| Responsiveness_ |      |         |             |                           |            |         |                 |

Source: Own preparation with information PLS-SEM
The effect size allows evaluating and observing the effect of each construct / exogenous variable in a construct / endogenous variable as indicated by [63], likewise according to [67], who indicates that the range of values to evaluate f are: 0.02 (small effect), 0.15 (medium effect), 0.35 (large effect). As can be seen in Table #, five variables have a large effect on the CSEM, being Efficiency the one that presents the greatest positive effect on the CSEM, however, the Contact variable has a value that represents a small (positive) effect, which indicates, therefore, it indicates that its effect for the buyer is minimal when evaluating the CSE in Mexico.

3.2.4. Predictive relevance \( Q^2 \) (Blindfolding and Predictive Relevance \( Q^2 \))

The predictive relevance criterion is recommended by authors such as Hair et. al. [49-39] in research as an additional precision criterion to \( R^2 \). For which it is recommended to apply the Stone- Geisser's \( Q^2 \) value test [68, 69]. This measurement is an indicator obtained in SmartPLS using the procedure blindfolding, the values set by [12], and [49], are: 0.02 (small), 0.15 (media) and 0.35 (major) with which estimates the predictive validity of the model. Therefore, values greater than 0 have relevance in the predictions for an endogenous construction, values below zero indicate a lack of predictive relevance. [3].

| Table 11 Q2 Results |
|---------------------|
|                     | SSO     | SSE         | \( Q^2 (= 1 - SSE / SSO) \) |
| CSEM                | 316,000 | 316,000     |                       |
| Contact             | 948,000 | 899,573     | 0.051                 |
| Efficiency_         | 3792,000| 2491,878    | 0.343                 |
| Fulfillment / reliability_ | 1,264,000| 971,593     | 0.231                 |
| Guaranty_           | 948,000 | 814,223     | 0.141                 |
| Privacy             | 632,000 | 543,476     | 0.140                 |
| Responsiveness_     | 1,264,000| 1064,790    | 0.158                 |

Source: Own preparation with information PLS-SEM

In table 11, it can be seen that the variables Privacy (with a value of 0.140), Guarantee (with a value of 0.141), Responsiveness (with a value of 0.158), and Compliance / Reliability have an average prediction for the model, while Efficiency (with a value of 0.343) has a large predictive capacity; while the Contact variable has a value of 0.051 which is considered a low prediction to estimate the predictive validity of the structural model.

3.2.5. Effect size \( q^2 \) (Effect size \( q^2 \))

The \( q^2 \) effect makes it possible to evaluate how an exogenous construct / variable helps a value of an endogenous \( Q^2 \) variable or construct as a measure of predictive relevance; the range of values 0.02 (small), 0.15 (medium), 0.35 (large). The calculation is carried out manually, since the SmartPLS software does not generate it as indicated [32, 3, 63], the calculation is carried out using the formula \( q^2 = (Q_2 \text{ included } - Q_2 \text{ excluded}) / (1 - Q \text{ included}) \). 

3.3. Fitting the global RSMR model

The fit of the model is generated and checked using the mean square residual (RSMR) as recommended [70, 71], Henseler et al. [37], A Raza [54], which recommend considering a model with a good fit if its value is less than 0.08. Therefore, if the SRMR value is zero, it would indicate a perfect fit, while a model with values above 0.06 is correct [37].

4. Conclusion

With the application of the case study, it was possible to verify that the application of the PLS-SEM technique in an investigation allows the researcher to build their models, which are originated from the existing theory, and in this way, check possible relationships between constructs and therefore the verification of their hypotheses; Therefore, with the results obtained through the analysis carried out with the PLS-SEM technique, it allows the researcher to propose an extension of the existing theory. Therefore, it is considered relevant-fundamental to generate a model that serves as a guide for researchers who are starting to use this technique. Which is shown in Figure 5.
With the above it can be concluded that PLS-SEM is a technique that its benefits can be considered ease of use which is relevant to researchers who initiate use of the technique, so it or for those who decide to use this technique in its investigations due to the characteristics that this technique requires for its application (sample size, data types, etc.). It is also important to mention that the way in which the results of the analyzes are presented is simple, which allows the researcher to analyze them, and if necessary to be able to make decisions (design or adjustments).
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