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We consider linear structural equation models with latent variables and develop a criterion to certify whether the direct causal effects between the observable variables are identifiable based on the observed covariance matrix. Linear structural equation models assume that both observed and latent variables solve a linear equation system featuring stochastic noise terms. Each model corresponds to a directed graph whose edges represent the direct effects that appear as coefficients in the equation system. Prior research has developed a variety of methods to decide identifiability of direct effects in a latent projection framework, in which the confounding effects of the latent variables are represented by correlation among noise terms. This approach is effective when the confounding is sparse and effects only small subsets of the observed variables. In contrast, the new latent-factor half-trek criterion (LF-HTC) we develop in this paper operates on the original unprojected latent variable model and is able to certify identifiability in settings, where some latent variables may also have dense effects on many or even all of the observables. Our LF-HTC is an effective sufficient criterion for rational identifiability, under which the direct effects can be uniquely recovered as rational functions of the joint covariance matrix of the observed random variables. When restricting the search steps in LF-HTC to consider subsets of latent variables of bounded size, the criterion can be verified in time that is polynomial in the size of the graph.

1. Introduction. Equipped with an intuitive causal interpretation, structural equation models are very popular tools in a broad range of applied sciences (Spirtes, Glymour and Scheines, 2000; Pearl, 2009; Peters, Janzing and Schölkopf, 2017). Often, structural equation models involve latent variables, and it becomes a key problem to clarify whether parameters of interest are identifiable from the joint distribution of the observable variables. Many different criteria have been developed to decide such identifiability. The dominant approach in state-of-the-art methods is to project away latent variables, i.e., their effects are absorbed into correlations among error terms in the structural equations. In contrast, we here consider models with explicit latent variables and show how the latent dependence structure may be used to certify identifiability even in cases with dense latent confounding, where projection approaches remain inconclusive.

Concretely, we study linear structural equation models with explicit latent variables. The precise setting of interest may be described as follows. Let \( X = (X_v)_{v \in V} \) be a collection of \( d = |V| \) observed variables, and let \( L = (L_h)_{h \in \mathcal{L}} \) be \( \ell = |\mathcal{L}| \) latent (unobserved) variables.

MSC2020 subject classifications: 62H22, 62J05, 62R01.

Keywords and phrases: Covariance matrix, factor analysis, graphical model, hidden variables, latent variables, parameter identification, structural equation model.
Suppose all variables are related by linear equations as

\[ X_v = \sum_{w \neq v} \lambda_{wv} X_w + \sum_{h \in \mathcal{L}} \gamma_{hv} L_h + \varepsilon_v, \quad v \in V, \]

where \( \lambda_{wv} \) and \( \gamma_{hv} \) are real-valued parameters that are also known as direct causal effects of \( X_w \) on \( X_v \) and \( L_h \) on \( X_v \), respectively. The \( \varepsilon_v \) are independent mean zero random variables that model noise. We assume that each \( \varepsilon_v \) has finite variance \( \omega_v > 0 \). The latent variables \( (L_h)_{h \in \mathcal{L}} \) are assumed to be independent, and also independent of the noise terms \( \varepsilon = (\varepsilon_v)_{v \in V} \). Since we are primarily interested in identification of direct causal effects \( \lambda_{wv} \), we may fix, without loss of generality, the latent scale such that each \( \varepsilon_v \) has mean zero and variance 1. Viewing \( X, L, \) and \( \varepsilon \) as vectors, the above equation system can be presented in the form

\[ (1.1) \quad X = \Lambda^\top X + \Gamma^\top L + \varepsilon \]

with \( d \times d \) parameter matrix \( \Lambda = (\lambda_{wv}) \) and \( \ell \times d \) parameter matrix \( \Gamma = (\gamma_{hv}) \). The matrix \( \Lambda \) has zeros along the diagonal. Specific models are now derived from (1.1) by assuming specific sparsity patterns in \( \Lambda \) and \( \Gamma \). The resulting models assume that all unobserved confounding is caused only by the explicitly modeled, independent latent variables. Thus the latent structure corresponds to factor analysis models, and we will refer to the latent variables also as latent factors.

The models belong to the general framework of structural equation models with latent variables as they are considered, e.g., in Bollen (1989). However, where many of the examples in Bollen’s book are concerned with measurement models, i.e., latent variables are measured through observations and these observations are conditionally independent given the latent variables, our interest here is the setting where we have direct causal effects \( \lambda_{wv} \) between observed variables and the latent variables constitute confounders.

The focus of this paper will be on the covariance structure posited by models derived from (1.1). In particular, we will be interested in determining when sparsity in the matrices \( \Lambda \) and \( \Gamma \) allows one to identify (i.e., uniquely recover) the direct effects \( \lambda_{wv} \) from the covariance matrix of the observable random vector \( X \). Solving (1.1), we find

\[ X = (I_d - \Lambda)^{-\top} (\Gamma^\top L + \varepsilon). \]

The vector \( \Gamma^\top L + \varepsilon \) follows a latent factor model and has covariance matrix

\[ (1.2) \quad \Omega = \text{Var}[\varepsilon] + \Gamma^\top \text{Var}[L] \Gamma = \Omega_{\text{diag}} + \Gamma^\top \Gamma = \Omega_{\text{diag}} + \sum_{h \in \mathcal{L}} \Gamma_h^\top \Gamma_h, \]

where \( \Omega_{\text{diag}} \) is diagonal with entries \( \Omega_{\text{diag},vv} = \omega_v \) and \( \Gamma_h \) is the \( h \)-th row of \( \Gamma \) such that the entries of \( \Gamma_h \) correspond to the causal effects associated to the latent factor \( L_h \). We term the matrix \( \Omega \) the latent covariance matrix. It follows that \( X \) has covariance matrix

\[ \Sigma = (I_d - \Lambda)^{-\top} \Omega (I_d - \Lambda)^{-1}. \]

In order to study structural equation models it is useful to adopt a graphical perspective. To this end, the zero patterns in \( \Lambda \) and \( \Gamma \) are associated to a directed graph \( G = (V \cup \mathcal{L}, D) \), where \( D \subset (V \cup \mathcal{L}) \times (V \cup \mathcal{L}) \) is a collection of directed edges \( w \to v \). For two observed nodes \( v, w \in V \), the effect \( \lambda_{wv} \) may be nonzero only if the edge \( w \to v \) is contained in the set \( D \). Similarly, for a latent node \( h \in \mathcal{L} \) and an observed node \( v \in V \), the effect \( \gamma_{hv} \) is possibly nonzero if \( h \to v \in D \). In figures we draw latent nodes \( h \) in gray, and we draw edges \( h \to v \) dashed for better distinction. This is illustrated in the next example.
EXAMPLE 1.1. We consider an augmented version of an example from Stanghellini and Wermuth (2005, Section 7), which pertains to the effects of sequential treatments in randomized clinical trials. Suppose that the patients receive two treatment doses in sequence, $T_1$ and $T_2$, and at both times the treatment dose is assigned at random. The randomization distribution of the second treatment dose $T_2$ depends on the previous treatment dose $T_1$ and on two intermediate outcome measures $O_1$ and $O_2$. The intermediate outcome measures are deemed potentially related, i.e., $O_2$ may causally depend on $O_1$. After the second treatment a final outcome measure $O_3$ is recorded. Assume now that there is a latent factor $L$, such as a specific characteristic of a patient, that has effects on all outcomes $O_1, O_2, O_3$. Finally, as in Stanghellini and Wermuth (2005), we assume that there exists an auxiliary observed variable $Z$ that provides a noisy measurement of $L$. The direct effects in this setup are depicted in the graph shown in Figure 1.

We aim to characterize those models of the form (1.1) that are rationally identifiable, i.e., all possibly nonzero direct causal effects $\lambda_{wv}$ can be uniquely recovered as rational functions of the entries of the observable covariance matrix $\Sigma$. This kind of identifiability has been examined in previous research in the context of latent projections where latent variables are not explicitly modeled. Models then correspond to mixed graphs that contain only the observed nodes $V$, but bidirectional edges in addition to the directed edges. Each bidirected edge represents a possibly nonzero entry in the latent covariance matrix $\Omega$, i.e., it implicitly indicates the presence of a confounding latent factor. The starting point for deriving sufficient criteria for rational identifiability are then the equations

$$[(I_d - \Lambda)^\top \Sigma (I_d - \Lambda)]_{vw} = \Omega_{vw} = 0,$$

which hold whenever no confounding latent factor affects both, $X_v$ and $X_w$ with $v \neq w$. The equations (1.3) are then solved to obtain the nonzero effects in $\Lambda$. This strategy has been leveraged to formulate graphical criteria applicable to mixed graph representations of latent variable models.

An example of a graphical criterion leveraging the latent projection approach is the half-trek criterion of Foygel, Draisma and Drton (2012), which can be considered as a predecessor and special case of the new results in this paper. But there are also various other graphical criteria on mixed graphs such as instrumental variables (Bowden and Turkington, 1984), conditional instruments (Brito and Pearl, 2002), the $G$-criterion (Brito and Pearl, 2006), auxiliary variables (Chen, Pearl and Bareinboim, 2016 and Chen, Kumor and Bareinboim, 2017), decomposition techniques (Tian, 2005) and several generalizations and further developments, cf. Tian (2009), Drton and Weihs (2016), Weihs et al. (2017), Kumor, Chen and Bareinboim (2019) and Kumor, Cinelli and Bareinboim (2020).

In contrast, in this work we consider the original, unprojected latent variable model as defined in (1.1), and we allow the latent covariance matrix $\Omega$ to be dense with only few or
no zero entries. Then the usual approach of exploiting the zero structure in \( \Omega \) that was highlighted in (1.3) is no longer effective. However, dense confounding of the observed variables may be caused by only a small number of latent factors, in which case the latent covariance matrix \( \Omega \) exhibits exploitable structure. Our key observation is that \( \Omega \) may contain rank-deficient submatrices. For example, let \( Y, Z \subseteq V \) be two disjoint sets of observed nodes. Then by (1.2) the submatrix \( \Omega_{Y,Z} \) equals

\[
\Omega_{Y,Z} = (\Omega_{\text{diag}})_{Y,Z} + \sum_{h \in \mathcal{H}} (\Gamma_h^\top \Gamma_h)_{Y,Z} = \sum_{h \in \mathcal{H}} (\Gamma_h^\top \Gamma_h)_{Y,Z},
\]

where the subset \( \mathcal{H} \subseteq \mathcal{L} \) over which we sum on the right-hand side contains exactly those latent factors that have an effect on a node in \( Y \) and at the same time also an effect on a node in \( Z \). Since the matrix \( \Gamma_h^\top \Gamma_h \) has rank one for each latent node \( h \), the submatrix \( \Omega_{Y,Z} \) is not of full column rank if \( |\mathcal{H}| < |Z| \). Exploiting this low rank structure of the latent covariance matrix \( \Omega \) yields our main result, which is a sufficient criterion for rational identifiability of the direct causal effects \( \lambda_{uw} \). We show how to convert the criterion into a graphical condition that can be checked using efficient algorithms under a bound on the considered rank. The graphical criterion is directly applicable to directed graphs \( G = (V \cup \mathcal{L}, D) \) that explicitly contain the latent nodes \( \mathcal{L} \), i.e., the criterion operates on the unprojected latent variable model and allows to explore specific confounding. We refer to it as the latent-factor half-trek criterion (LF-HTC).

**Example 1.2.** We take up the earlier example of a randomized clinical trial with sequential treatments, which we summarized in the graph in Figure 1. It is natural to investigate the direct causal effects between the observed variables \( T_1, O_1, O_2, T_2 \) and \( O_3 \). These direct causal effects correspond to the blue (non-dashed) edges in the figure. Our new latent-factor half-trek criterion will be able to certify that the whole parameter matrix \( \Lambda \) is rationally identifiable and all nonzero effects \( \lambda_{vw} \) can be written as rational formulas in the entries of the observable covariance matrix \( \Sigma \). For example, the direct effect from the first treatment dose \( T_1 \) on the intermediate outcome \( O_1 \) is given by \( \Sigma_{T_1,O_1}/\Sigma_{T_1,T_1} \); a standard regression coefficient. But remarkably, we can even identify effects corresponding to the edges \( T_1 \rightarrow O_2 \) and \( O_1 \rightarrow O_2 \) by the latent-factor half-trek criterion. We verified that it is impossible to identify the latter two effects in the latent projection framework (cf. Section 4).

While most of the general identification criteria have been developed in the setting of latent projections, some existing work also considers unprojected latent factor models as defined in (1.1). However, this work addresses special types of latent confounding only. For example, Stanghellini and Wermuth (2005) and Leung, Drton and Hara (2016) examine linear latent variable models with one latent variable, and the conditional instrument approach in Van Der Zander, Textor and Liskiewicz (2015) covers scenarios in which no confounding factor has an effect on all observed variables. Another approach requires that latent factors are measured through observed proxy variables and relies on identifying the causal effect between the latent factor and the proxy, see for example Kuroki and Pearl (2014), Miao, Geng and Tchetgen Tchetgen (2018) and Lee and Bareinboim (2021), the latter of which deals with the discrete case.

It should be noted that, in principle, rational identifiability is always decidable by computational algebraic geometry (Garcia-Puente, Spielvogel and Sullivant, 2010) involving Gröbner basis computations (Cox, Little and O’Shea, 2007). However, in the worst case, the complexity of these methods can be double exponential in the size of the graph. Thus, they may be infeasible even for relatively small graphs, and more efficient graphical criteria are of great value. To check the new latent-factor half-trek criterion we propose an algorithm based on
max-flow computations (Cormen et al., 2009) that runs in polynomial time in the size of the graph if we confine ourselves to search only over subsets of latent factors of bounded size. We show that the restriction of the search space is necessary since the task of checking the latent-factor half-trek criterion without restrictions is in general NP-complete.

The organization of the paper is as follows. In Section 2 we provide a precise definition of linear structural equation models given by directed graphs and rigorously introduce the concept of rational identifiability. Moreover, we derive basic necessary conditions for rational identifiability based on dimension arguments. In Section 3 we present our main result, the LF-HTC. In Section 4 we discuss the latent projection framework considered in previous research and compare the new LF-HTC to existing criteria. In particular, we compare the LF-HTC to the original half-trek criterion. In Section 5 we present an algorithm to check the LF-HTC efficiently. Using this algorithm we systematically check identifiability of certain classes of small latent-factor graphs in Section 6. The restriction to small graphs allows for these checks to be validated using suitably designed Gröbner basis computations. Finally, the proof of the main result is given in Section 7. Further elements of proofs, a hardness result for checking the LF-HTC without a bound on the cardinality of searched sets of latent variables and an explanation on how to effectively deploy techniques from computational algebraic geometry are deferred to the Supplementary Material (Barber et al., 2022).

2. Graphical Representation and Identifiability. Let $G = (V \cup L, D)$ be a directed graph where $V$ and $L$ are finite disjoint sets of observed and latent nodes, respectively. We emphasize that $G$ is allowed to contain directed cycles. Let $d = |V|$ and $\ell = |L|$. The edge set $D \subseteq (V \cup L) \times (V \cup L)$ is assumed to be free of self-loops, so $v \rightarrow v \notin D$ for all $v \in V \cup L$. For each vertex $v \in V \cup L$, define its set of parents as $\text{pa}(v) = \{w \in V \cup L : w \rightarrow v \in D\}$. Throughout the paper we require $\text{pa}(h) = \emptyset$ for all $h \in L$, so that all latent nodes are source nodes and the outgoing edges of latent nodes only point to observed nodes. If this condition is satisfied, we call $G$ a latent-factor graph and, to emphasize the set of latent variables, write $G^L$ instead of $G$.

The edge set of a latent-factor graph may be partitioned as $D = D_V \cup D_{LV}$, where $D_V = D \cap (V \times V)$ is the set of directed edges between observed nodes and $D_{LV} = D \cap (L \times V)$ is the set of directed edges that point from latent to observed nodes. Let $\mathbb{R}^{DV}$ be the set of real $d \times d$ matrices $\Lambda = (\lambda_{uv})$ with support $D_V$, that is, $\lambda_{uv} = 0$ if $w \rightarrow v \notin D_V$. Write $\mathbb{R}^{D_{reg}}$ for the subset of matrices $\Lambda \in \mathbb{R}^{DV}$ with $I_d - \Lambda$ invertible; recall that we allow $G^L$ to contain directed cycles. Similarly, let $\mathbb{R}^{D_{LV}}$ be the set of real $\ell \times d$ matrices $\Gamma = (\gamma_{hv})$ with support $D_{LV}$, that is, $\gamma_{hv} = 0$ if $h \rightarrow v \notin D_{LV}$. Additionally, we write $\text{diag}_d^+$ for the set of all $d \times d$ diagonal matrices with a positive diagonal indexed by the elements of $V$.

Each latent-factor graph postulates a covariance model that corresponds to a linear structural equation model specified via (1.1).

**DEFINITION 2.1.** The covariance model given by a latent-factor graph $G^L = (V \cup L, D)$ with $|V| = d$ and $|L| = \ell$ is the family of covariance matrices

\begin{equation}
\Sigma = (I_d - \Lambda)^{-T} \Omega (I_d - \Lambda)^{-1}
\end{equation}

obtained from choices of $\Lambda \in \mathbb{R}^{DV}_{\text{reg}}$ and $\Omega$ in the image of the map

\[ \tau : \mathbb{R}^{D_{LV}} \times \text{diag}_d^+ \rightarrow \text{PD}(d) \]

\[ (\Gamma, \Omega_{\text{diag}}) \mapsto \Omega_{\text{diag}} + \Gamma^T \Gamma, \]

where $\text{PD}(d)$ is the cone of positive definite symmetric $d \times d$ matrices. We term the image $\text{Im}(\tau) \subseteq \text{PD}(d)$ the cone of latent covariance matrices.
We are interested in the question of identifiability, i.e., whether the matrix $\Lambda$ can be uniquely recovered from a given covariance matrix $\Sigma$ of the form (2.1). If it is possible to recover the whole matrix $\Lambda$ uniquely, we can determine $\Omega$ uniquely by the equation

$$
(I_d - \Lambda)^\top \Sigma (I_d - \Lambda) = \Omega,
$$

since the matrix $I_d - \Lambda$ is assumed to be invertible. Thus, for $\Theta = \mathbb{R}^{D_V}_\text{reg} \times \text{Im}(\tau)$, identifiability holds if the parametrization map

$$
\varphi_{G^e} : \Theta \longrightarrow PD(d)
$$

(2.3)

is injective on $\Theta$, or a suitably large subset. Since identifiability will usually not hold on the whole set $\Theta$, we need to clarify what we mean by a “suitably large” subset. We use terminology from algebraic geometry; background can be found in Cox, Little and O’Shea (2007), Shafarevich (2013) or Hartshorne (1977).

A property on an irreducible algebraic set $W$ is said to be generically true if the property holds on the complement $W \setminus A$ of a proper algebraic subset $A \subseteq W$. Due to irreducibility, the complement $W \setminus A$ is dense in $W$ with respect to the Zariski topology and therefore considered as a “suitably large” subset. When $W$ is an irreducible algebraic set defined over the real numbers, a proper algebraic subset of $W$ has Lebesgue measure zero, see e.g. the lemma in Okamoto (1973).

To connect this terminology to our setup, we observe that the Zariski closure $\overline{\Theta}$, i.e., the smallest algebraic subset that contains the domain $\Theta$, is irreducible. This is true because $\Theta$ is the polynomial image of an open set. Hence, we say that a property on $\Theta$ is generically true if there exists a proper algebraic subset $A \subseteq \overline{\Theta}$ such that the property holds on the complement $\Theta \setminus A$. Our interest is now in generically identifying the direct causal effects $\lambda_{vw}$. Since the parametrization $\varphi_{G^e}$ is rational, the identification formula, in the worst case, is an algebraic function (Garcia-Puente, Spielvogel and Sullivant, 2010). However, in all examples we know, if generic identifiability is possible, then by rational formulas. This motivates the following definition.

**DEFINITION 2.2 (Rational identifiability).**

(a) The latent-factor graph $G^L$ is said to be rationally identifiable if there exists a proper algebraic subset $A \subseteq \overline{\Theta}$ and a rational map $\psi : PD(d) \longrightarrow \mathbb{R}^{D_V}_\text{reg} \times PD(d)$ such that $\psi \circ \varphi_{G^e}(\Lambda, \Omega) = (\Lambda, \Omega)$ for all $(\Lambda, \Omega) \in \Theta \setminus A$.

(b) The direct causal effect $\lambda_{vw}$, or also simply the edge $v \rightarrow w \in D_V$, is rationally identifiable if there exists a proper algebraic subset $A \subseteq \overline{\Theta}$ and a rational map $\psi : PD(d) \longrightarrow \mathbb{R}$ such that $\psi \circ \varphi_{G^e}(\Lambda, \Omega) = \lambda_{vw}$ for all $(\Lambda, \Omega) \in \Theta \setminus A$.

Rational identifiability of $G^L$ is equivalent to rational identifiability of all edges in $D_V$; recall (2.2). If $G^L$ is rationally identifiable, then a (absolutely continuous) random choice of the effects in $(\Lambda, \Gamma)$ and the error variances in $\Omega_{\text{diag}}$ will almost surely yield a covariance matrix for the observable vector $X$ from which $\Lambda$ can be recovered uniquely by rational formulas. If $G^L$ is not generically identifiable, its parametrization $\varphi_{G^e}$ may be either generically finite-to-one or generically infinite-to-one:

**DEFINITION 2.3.** Let $f : S \rightarrow \mathbb{R}^m$ be a map defined on a subset $S \subseteq \mathbb{R}^m$ such that the Zariski closure $\overline{S}$ is irreducible. Then $f$ is generically finite-to-one if there exists a proper algebraic subset $A \subseteq \overline{S}$ such that the fiber $\mathcal{F}_f(s) = f^{-1}(f(s))$ is finite for all $s \in S \setminus A$. Otherwise, $f$ is said to be generically infinite-to-one.
DEFINITION 2.4. A latent-factor graph $G^L$ is generically finite-to-one if its parametrization $\varphi_{G^L}$ is generically finite-to-one. In this case we will also say that $G^L$ is finitely identifiable. Otherwise, $G^L$ is said to be generically infinite-to-one.

Note that if a latent-factor graph $G^L$ is rationally identifiable, then the fiber $\mathcal{F}_{\varphi_{G^L}}(\Lambda, \Omega) = \{(\Lambda, \Omega)\}$ for all parameter choices outside of a proper algebraic subset. In particular, a graph that is rationally identifiable is generically finite-to-one. The following Lemma is an important tool to check if a rational map is generically finite-to-one. For completeness, we provide a proof in Appendix A in the supplement (Barber et al., 2022). Here, we rely on the notion of semialgebraic sets, which are finite unions of sets defined by finitely many polynomial equations and inequalities. For background on semialgebraic sets we refer to Bochnak, Coste and Roy (1998), Basu, Pollack and Roy (2006) and Benedetti and Risler (1990).

LEMMA 2.5. Let $S \subseteq \mathbb{R}^m$ be a semialgebraic set such that the Zariski closure $\overline{S}$ is irreducible. Then a rational mapping $f : S \rightarrow \mathbb{R}^n$ is generically finite-to-one if and only if $\dim(f(S)) = \dim(S)$. In particular, if $\dim(S) > n$ then $f$ must be generically infinite-to-one.

REMARK 2.6. If the rational mapping in Lemma 2.5 is infinite-to-one, then it holds that the fiber is infinite for almost all $s \in S$. This can be seen, in particular, by inspecting the proof of Lemma 2.5.

In our context, the rational mapping of interest is the parametrization map $\varphi_{G^L}$, which maps into the positive definite cone $PD(d)$. We observe that a latent-factor graph $G^L$ cannot be finite-to-one if the dimension of the domain $\Theta = \mathbb{R}^{DV}_{\text{reg}} \times \text{Im}(\tau)$ is larger than the dimension of $PD(d)$. This gives a basic necessary condition.

COROLLARY 2.7. A latent-factor graph $G^L$ is generically infinite-to-one if $|DV| + \dim(\text{Im}(\tau)) > \binom{d+1}{2}$.

PROOF. To apply Lemma 2.5 we have to show that $\Theta = \mathbb{R}^{DV}_{\text{reg}} \times \text{Im}(\tau)$ is semialgebraic, its closure is irreducible and that the parametrization map $\varphi_{G^L}$ is rational. The first two claims are true since $\Theta$ is the polynomial image of an open semialgebraic set. Moreover, the map $\varphi_{G^L}$ is rational due to Cramer’s rule.

Now, we study the dimensions of $\Theta$ and the image $\varphi_{G^L}(\Theta)$. The dimension of $\Theta$ is equal to $|DV| + \dim(\text{Im}(\tau))$ since the dimension of the product of two semialgebraic sets is the sum of their individual dimensions (Bochnak, Coste and Roy, 1998, Prop. 2.8.5). Since the image of $\varphi_{G^L}$ lies in the positive definite cone $PD(d)$, we have

$$\dim(\varphi_{G^L}(\Theta)) \leq \dim(PD(d)) = \binom{d+1}{2}.$$ 

Thus, if $|DV| + \dim(\text{Im}(\tau)) > \binom{d+1}{2}$, then $\dim(\Theta) > \dim(\varphi_{G^L}(\Theta))$ and by Lemma 2.5 we conclude that $\varphi_{G^L}$ is generically infinite-to-one. \qed
EXAMPLE 2.8. Consider the graph in Figure 2 where the latent structure is that of a one-factor model. By Theorem 2 in Drton, Sturmfels and Sullivant (2007) we have \( \dim(\text{Im}(\tau)) = 10 \); with only one factor the dimension is equal to the number of edges from the latent node to the observed nodes, \( |D_{LV}| = 5 \), plus the 5 parameters appearing on the diagonal of the matrix \( \Omega_{\text{diag}} \). But since the number of observed edges \( |D_V| = 6 \) we have that \( 16 = |D_V| + \dim(\text{Im}(\tau)) > \binom{6}{2} = 15 \) and therefore the graph is generically infinite-to-one by Corollary 2.7.

If a latent-factor graph is not trivially infinite-to-one by dimension comparison, then it becomes more difficult to decide whether it is generically infinite-to-one, generically finite-to-one or rationally identifiable. Figure 3 shows latent-factor graphs that only have subtle differences in their structures but each of them has a different status of identifiability.

**3. Main Identifiability Result.** The main idea underlying our sufficient condition for rational identifiability is to exploit the low rank structure of the latent covariance matrix

\[
\Omega = \Omega_{\text{diag}} + \sum_{h \in L} \Gamma_h \Gamma_h^T.
\]

Recall that \( \Omega_{\text{diag}} \in \text{diag}^+ \) is diagonal and \( \Gamma_h \) is the \( h \)-th row of \( \Gamma \in \mathbb{R}^{D_{LV}} \). For a node \( v \in V \), denote by \( \text{pa}_V(v) = \{ w \in V : w \to v \in D_V \} \) the set of observed parents and by \( \text{pa}_L(v) = \{ w \in L : w \to v \in D_{LV} \} \) the set of latent parents. So, \( \text{pa}(v) = \text{pa}_V(v) \cup \text{pa}_L(v) \). Focusing on a fixed node \( v \in V \), it is our goal to find linear equations that determine the direct causal effects corresponding to the observed parents, that is, we aim to determine the vector \( \Lambda_{\text{pa}_V(v)} \). Our approach is to find suitable sets of observed nodes \( Y, Z \subseteq V \setminus \{v\} \) and a set of latent nodes \( H \subseteq L \) with \( |H| = |Z| \) such that the latent covariance matrix contains a submatrix that satisfies

\[
\Omega_{Y;Z \cup \{v\}} = \sum_{h \in H} (\Gamma_h^T \Gamma_h)_{Y;Z \cup \{v\}}
\]

and fails to have full column rank. The drop in rank means that the entries of the submatrix exhibit algebraic relations, which we may then use to identify the targeted direct causal effects.

The equality in (3.1) holds if (i) \( Y \cap (Z \cup \{v\}) = \emptyset \) and (ii) \( \text{pa}_L(Y) \cap \text{pa}_L(Z \cup \{v\}) \subseteq H \). Indeed, (i) ensures that \( (\Omega_{\text{diag}})_{Y;Z \cup \{v\}} = 0 \) because the considered submatrix does not involve
any diagonal elements. And by (ii), the set \( H \) contains all latent factors that have an effect on a node in \( Y \) and at the same time an effect on a node in \( Z \cup \{ v \} \). Assume there exists a triple of sets \( (Y, Z, H) \) with \( |H| = |Z| \) and satisfying (i) and (ii) above. Then

\[
\text{rank } (\Omega_{Y,Z,\cup\{v\}}) = \text{rank } \left( \sum_{h \in H} (\Gamma_h^\top \Gamma_h)_{Y,Z,\cup\{v\}} \right) \leq |H| = |Z|,
\]

since the matrix \( \Gamma_h^\top \Gamma_h \) has rank one for each \( h \in \mathcal{L} \). Hence the matrix \( \Omega_{Y,Z,\cup\{v\}} \) does not have full column rank. Moreover, suppose that we are able to ensure that the smaller submatrix \( \Omega_{Y,Z} \) is of full column rank \( |Z| \). Then, since the column ranks of \( \Omega_{Y,Z,\cup\{v\}} \) and \( \Omega_{Y,Z} \) are equal, the vector \( \Omega_{Y,v} \) must be a linear combination of the columns of \( \Omega_{Y,Z} \), i.e., there exists \( \psi \in \mathbb{R}^{|Z|} \) such that \( \Omega_{Y,Z} \cdot \psi = \Omega_{Y,v} \). Using the identity \((I_d - \Lambda)^\top \Sigma(I_d - \Lambda) = \Omega \) from (2.2), this is equivalent to

\[
[(I_d - \Lambda)^\top \Sigma(I_d - \Lambda)]_{Y,v} - [(I_d - \Lambda)^\top \Sigma(I_d - \Lambda)]_{Y,Z} \cdot \psi = 0.
\]

Rewriting the matrix on the left we get the system of equations

\[
(3.2) \quad \left( (I_d - \Lambda)^\top \Sigma \right)_{Y,\mathcal{V}(\gamma)} \left( (I_d - \Lambda)^\top \Sigma(I_d - \Lambda) \right)_{Y,Z} \cdot \left( \Lambda_{\mathcal{V}(v),v} \right) = \left( (I_d - \Lambda)^\top \Sigma \right)_{Y,v}.
\]

Now, if we make sure the matrix on the left-hand side in (3.2) is square and invertible, we can solve the system for the unknown parameters \( \Lambda_{\mathcal{V}(v),v} \). However, for this to be useful for parameter identification, suitable entries of \( \Lambda \) must already be known from earlier similar calculations in order to determine the coefficient matrix and the vector on the right-hand side of (3.2).

**Example 3.1.** Consider the graph in Figure 3 (a). Since there is one latent factor having dense effect on all observed variables, the parameter matrix \( \Gamma \) is given by the row vector \((\gamma_{11}, \ldots, \gamma_{15})\). Now focus on node \( v = 3 \) which only has a single observed parent. We aim to recover the effect \( \Lambda_{\mathcal{V}(v),3} = \lambda_{23} \) and we claim that the triple \( (Y, Z, H) = (\{2, 4\}, \{1\}, \{h_1\}) \) satisfies the properties discussed above. Clearly, \( |H| = |Z| \), we have empty intersection \( Y \cap (Z \cup \{v\}) \) and the only common latent parent of \( Y \) and \( Z \cup \{v\} \) is \( h_1 \), i.e., \( \mathcal{P}_Y \cap \mathcal{P}_{Z\cup\{v\}} = \{h_1\} \). By inspecting the rank one submatrix

\[
\Omega_{Y,Z,\cup\{v\}} = \begin{pmatrix} \gamma_{12} \\ \gamma_{14} \end{pmatrix} \cdot \begin{pmatrix} \gamma_{11} & \gamma_{13} \\ \gamma_{11} & \gamma_{13} \end{pmatrix} = \begin{pmatrix} \gamma_{11} \gamma_{12} & \gamma_{12} \gamma_{13} \\ \gamma_{11} \gamma_{14} & \gamma_{13} \gamma_{14} \end{pmatrix}
\]

we can easily deduce the relation

\[
\Omega_{Y,Z} \cdot \frac{\gamma_{13}}{\gamma_{11}} = \Omega_{Y,v}
\]

which holds true for generic choices of \( \gamma_{11} \), i.e., for \( \gamma_{11} \neq 0 \). In other words, the parameter \( \psi \) is equal to \( \gamma_{13} / \gamma_{11} \) and the equation system (3.2) is given by

\[
\begin{pmatrix} \sigma_{22} & \sigma_{12} \\ -\lambda_{34}\sigma_{23} + \sigma_{24} & -\lambda_{34}\sigma_{13} + \sigma_{14} \end{pmatrix} \begin{pmatrix} \lambda_{23} \\ \psi \end{pmatrix} = \begin{pmatrix} \sigma_{23} \\ -\lambda_{34}\sigma_{33} + \sigma_{34} \end{pmatrix}
\]

where \( \sigma_{ij} \) is the \( ij \)-th entry of the covariance matrix \( \Sigma \). If we already knew that the effect \( \lambda_{34} \) is given by a rational function in \( \Sigma \), then we could also recover the effect \( \lambda_{23} \) by a rational function of \( \Sigma \) since the matrix on the left-hand side is quadratic and generically invertible.

Our main result shows that the above story can be made practical and yields a criterion to recursively identify columns in \( \Lambda \). Importantly, the imposed conditions can all be translated into combinatorial conditions on the considered latent-factor graph. The resulting method is
proven correct in Theorem 3.7 below. Before stating the theorem we define the necessary graphical concepts, which involve special types of paths that we term latent-factor half-treks. Recall that a path from node \( v \) to \( w \) in a latent-factor graph \( G^L = (V \cup L, D) \) is a sequence of edges that connects the consecutive nodes in a sequence of nodes beginning in \( v \) and ending in \( w \).

**Definition 3.2 (Latent-factor half-trek).** A path \( \pi \) in the latent-factor graph \( G^L \) is a latent-factor half-trek from source \( v \) to target \( w \) if it is a path from \( v \in V \) to \( w \in V \) in \( G^L \) and is of the form

\[
v \rightarrow x_1 \rightarrow \cdots \rightarrow x_n \rightarrow w
\]

or of the form

\[
v \leftarrow h \rightarrow x_1 \rightarrow \cdots \rightarrow x_n \rightarrow w
\]

for \( x_1, \ldots, x_n \in V \) and for some \( h \in L \).

The name latent-factor half-trek is inspired by the customary notion of a trek, which is a pair of directed paths \( (\pi_1, \pi_2) \) that share the same source node. If a latent-factor half-trek is of the first form in Definition 3.2, we say that the left-hand side of \( \pi \), written \( \text{Left}(\pi) \), is the node \( v \) and the right-hand side, written \( \text{Right}(\pi) \), is the set of nodes \( \{v, x_1, \ldots, x_n, w\} \). In the second case \( \text{Left}(\pi) = \{v, h\} \) and \( \text{Right}(\pi) = \{h, x_1, \ldots, x_n, w\} \). A latent-factor half-trek from \( v \) to \( u \) may have no edges, in this case \( \text{Left}(\pi) = \text{Right}(\pi) = \{v\} \) and the half-trek is called trivial. For a set of \( n \) latent-factor half-treks, \( \Pi = \{\pi_1, \ldots, \pi_n\} \), let \( v_i \) and \( w_i \) be the source and the target of \( \pi_i \). If the sources are all distinct and the targets are all distinct, then we say that \( \Pi \) is a system of latent-factor half-treks from \( A = \{v_1, \ldots, v_n\} \) to \( B = \{w_1, \ldots, w_n\} \). A set of latent-factor half-treks \( \Pi = \{\pi_1, \ldots, \pi_n\} \) has no sided intersection if

\[
\text{Left}(\pi_i) \cap \text{Left}(\pi_j) = \emptyset = \text{Right}(\pi_i) \cap \text{Right}(\pi_j) \quad \text{for all } i \neq j.
\]

**Example 3.3.** Consider the graph in Figure 3 (a). Then the system of latent-factor half-treks

\[
\{\pi_1 : 5 \leftarrow h_1 \rightarrow 3, \quad \pi_2 : 4 \rightarrow 5\}
\]

has no sided intersection. On the other hand, the system

\[
\{\tilde{\pi}_1 : 2 \leftarrow h_1 \rightarrow 3, \quad \tilde{\pi}_2 : 3 \rightarrow 4 \rightarrow 5\}
\]

has sided intersection since \( \text{Right}(\tilde{\pi}_1) \cap \text{Right}(\tilde{\pi}_2) = \{3\} \).

**Definition 3.4 (Latent-factor half-trek reachability).** Let \( v, w \in V \) be two distinct observed nodes in a latent-factor graph \( G^L \). Let \( H \subseteq L \) be a set of latent factors. If there exists a latent-factor half-trek from \( v \) to \( w \) through the latent-factor graph \( G^L \), which does not pass through any node in \( H \), then we say that \( w \) is half-trek reachable from \( v \) while avoiding \( H \), and write \( w \in htr_H(v) \). For a set \( U \subseteq V \), we write \( w \in htr_H(U) \) if \( w \in htr_H(u) \) for some \( u \in U \).

**Example 3.5.** Consider the graph in Figure 3 (a), and let \( H = \emptyset \). Then \( 2 \in htr_H(1) \) since there is the latent-factor half-trek \( 1 \leftarrow h_1 \rightarrow 2 \) and \( h_1 \notin H \). But if \( H = \{h_1\} \), then \( htr_H(1) = \emptyset \) since there is no latent-factor half-trek from node 1 to any other node in the graph while avoiding the node \( h_1 \).
Definition 3.6 (Latent-factor half-trek criterion). Given a node \( v \in V \), the triple \((Y, Z, H) \in 2^V \setminus \{v\} \times 2^V \setminus \{v\} \times 2^L\) satisfies the latent-factor half-trek criterion (LF-HTC) with respect to \( v \) if

(i) \(|Y| = |\pa_Y(v)| + |H|\) and \(|Z| = |H|\) with \( Z \cap \pa_Y(v) = \emptyset \),
(ii) \( Y \cap (Z \cup \{v\}) = \emptyset \) and \( \pa_Y(Y) \cap \pa_Y(Z \cup \{v\}) \subseteq H \), and
(iii) there exists a system of latent-factor half-treks with no sided intersection from \( Y \) to \( Z \cup \pa_Y(v) \) in \( G^L \), such that for each \( z \in Z \), the half-trek terminating at \( z \) takes the form \( y \leftarrow h \rightarrow z \) for some \( y \in Y \) and some \( h \in H \).

If a triple \((Y, Z, H)\) satisfies the LF-HTC with respect to a node \( v \), then condition (ii) ensures that the submatrix \( \Omega_{Y,Z \cup \{v\}} \) of the latent covariance matrix can be written as in (3.1) and, since \(|Z| = |H|\), the submatrix does not have full column rank. Moreover, condition (iii) ensures that the matrix on the left-hand side of (3.2) is invertible. The latter claim will be established by means of an application of the Gessel-Viennot-Lindström Lemma (Gessel and Viennot, 1985; Lindström, 1973). We now state our main result; its proof is deferred to Section 7. For a directed edge \( u \rightarrow y \in D_V \) we say that \( y \) is the head of the edge.

Theorem 3.7 (LF-HTC-identifiability). Suppose that the triple \((Y, Z, H) \in 2^V \setminus \{v\} \times 2^V \setminus \{v\} \times 2^L\) satisfies the LF-HTC with respect to \( v \in V \). If all directed edges \( u \rightarrow y \in D_V \) with head \( y \in Z \cup (Y \cap \ht H(Z \cup \{v\})) \) are rationally identifiable, then all directed edges in \( D_V \) with \( v \) as a head are rationally identifiable.

This theorem yields the basis for an efficient algorithm that recursively solves for all direct causal effects corresponding to the edges \( D_V \) in a latent-factor graph. That is, we recover the matrix \( \Lambda \) column-by-column. The corresponding algorithm is detailed in Section 5. We refer to a latent-factor graph \( G^L \) as LF-HTC-identifiable if all columns of \( \Lambda \) may be recovered recursively by Theorem 3.7.

Example 3.8. The latent-factor graph in Figure 3 (a) is LF-HTC-identifiable. To see this, we recursively check all nodes \( v \in V = \{1, 2, 3, 4, 5\} \). That is, for each \( v \in V \) we find a triple \((Y, Z, H)\) that satisfies the LF-HTC such that all nodes in \( Z \cup (Y \cap \ht H(Z \cup \{v\})) \) were already checked successfully to satisfy the LF-HTC in the steps before.

\( v = 1, 2 \): The triple \((Y, Z, H) = (\emptyset, \emptyset, \emptyset)\) trivially satisfies the LF-HTC since \( \pa_Y(v) = \emptyset \).

\( v = 4 \): Let \((Y, Z, H) = (\{2, 3\}, \{1\}, \{h_1\})\). Conditions (i) and (ii) are easily checked and for condition (iii) consider the system of latent-factor half-treks \( \{3, 2 \leftarrow h_1 \rightarrow 1\} \) where 3 corresponds to the trivial trek from 3 to 3. Finally, note that \( Y \cap \ht H(Z \cup \{v\}) = \{2, 3\} \cap \{4, 5\} = \emptyset \) and that the node 1 in \( Z \) was already checked successfully in the last step.

\( v = 3 \): Let \((Y, Z, H) = (\{2, 4\}, \{1\}, \{h_1\})\). Then the system of latent-factor half-treks \( \{2, 4 \leftarrow h_1 \rightarrow 1\} \) satisfies (iii) and \( Z \cup (Y \cap \ht H(Z \cup \{v\})) = \{1, 4\} \).

\( v = 5 \): Let \((Y, Z, H) = (\{2, 3, 4\}, \{1\}, \{h_1\})\). Then the system of latent-factor half-treks \( \{3, 4, 2 \leftarrow h_1 \rightarrow 1\} \) satisfies (iii) and \( Z \cup (Y \cap \ht H(Z \cup \{v\})) = \{1\} \).

If the observed part \((V, D_V)\) of a latent-factor graph does not contain directed cycles, then the latent-factor graph is said to be acyclic. Moreover, we say that a latent-factor graph is bow-free if it does not contain any two observed vertices \( v, w \in V \) such that there is a directed edge between \( v \) and \( w \) and, in addition, there is a latent factor \( h \in L \) that has directed edges pointing to both \( v \) and \( w \). As a special case of Theorem 3.7 we have the following straightforward observation.

Corollary 3.9. Bow-free acyclic latent-factor graphs are rationally identifiable.
**Proof.** Let $G^L = (V \cup \mathcal{L}, D)$ be a latent-factor graph. It is easy to see that for every node $v \in V$ the triple $(Y, Z, H) = (\text{pa}_V(v), \emptyset, \emptyset)$ satisfies the LF-HTC with respect to $v$ since $v$ and $\text{pa}_V(v)$ do not have a common latent parent (i.e., $\text{pa}_L(\text{pa}_V(v)) \cap \text{pa}_L(v) = \emptyset$). The observed part $(V, D_V)$ is a directed acyclic graph (DAG) and therefore induces at least one topological ordering $\prec$ on $V$, that is, an ordering such that $v \rightarrow w \in D_V$ only if $v \prec w$. Importantly, all parents $w \in \text{pa}_V(v)$ are predecessors of $v$ with respect to $\prec$. Thus by Theorem 3.7 we can determine rational identifiability of all edges in $D_V$ in a step-wise manner according to the ordering $\prec$ and using the triple $(\text{pa}_V(v), \emptyset, \emptyset)$ for each $v \in V$. We conclude that $G^E$ is LF-HTC-identifiable and hence, in particular, rationally identifiable. □

4. Latent Projections. As mentioned in the introduction, previous criteria for rational identifiability of direct causal effects operate on mixed graphs obtained by a projection. These projections can be defined for general directed graphs with hidden variables (Maathuis et al., 2019, Chap. 2 and Pearl, 2009, Chap. 2), but we treat the special case of latent-factor graphs:

**Definition 4.1** (Maathuis et al., 2019, Chap. 2). Let $G^L = (V \cup \mathcal{L}, D)$ be a latent-factor graph. Define a new graph starting with the induced subgraph $G' = (V, D_V)$ and add edges as follows:

Whenever $v \leftrightarrow h \rightarrow w$ in $G^L$ for $h \in \mathcal{L}$ and $v, w \in V$, add $v \leftrightarrow w$ to $G'$.

The mixed graph $G' = (V, D_V, B)$ is the latent projection of $G^L$, where $B$ is the collection of bidirected edges $v \leftrightarrow w$. They have no orientation, i.e., $v \leftrightarrow w \in B$ if and only if $w \leftrightarrow v \in B$.

Every mixed graph defines a covariance model. Denote $PD(B) \subseteq PD(d)$ the subcone of matrices with support $B$, that is, for $\Omega = (\omega_{vw}) \in PD(B)$ we have $\omega_{vw} = 0$ if $v \neq w$ and $v \leftrightarrow w \notin B$.

**Definition 4.2.** The covariance model given by a mixed graph $G' = (V, D_V, B)$ with $V = |d|$ is the family of covariance matrices

$$\Sigma = (I_d - \Lambda)^{-\top} \Omega (I_d - \Lambda)^{-1}$$

obtained from choices of $\Lambda \in \mathbb{R}^{D_V}_{\text{reg}}$ and $\Omega \in PD(B)$.

For any latent-factor graph, the cone of latent covariance matrices $\text{Im}(\tau)$ is clearly a subset of $PD(B)$, the cone of latent covariance matrices of the latent projection. Thus, a covariance model given by a latent-factor graph is a submodel of the covariance model given by its latent projection. More details on the at times subtle differences between $\text{Im}(\tau)$ and $PD(B)$ can be found in Drton and Yu (2010).

In the remainder of this section, we focus on the predecessor of the LF-HTC that operates on mixed graphs, namely the original half-trek criterion (HTC) of Foygel, Draisma and Drton (2012). We say that a mixed graph is HTC-identifiable if it is rationally identifiable by this criterion.

At first sight, it appears as if the HTC coincides with the version of the LF-HTC obtained by only allowing $H = Z = \emptyset$; compare Def. 4 in Foygel, Draisma and Drton (2012) with Definition 3.6 here. However, as we will show below there is a subtle difference in the way systems of half-treks with no sided intersection are defined. Indeed, in the setting of the LF-HTC two half-treks may also intersect at latent nodes, whereas in the HTC intersections are only possible at observed nodes. Intuitively, each bidirected edge in a latent projection can amount to confounding induced by a separate latent variable. Before highlighting this subtlety, we first exemplify an application of HTC.
EXAMPLE 4.3. Figure 4 shows two latent-factor graphs and their latent projection. Both latent-factor graphs are LF-HTC-identifiable, cf. Example 3.8. But only the latent projection in the upper panel (a) is HTC-identifiable while the latent projection in panel (b) is generically infinite-to-one. The latter is easily seen since the number of model parameters corresponding to the mixed graph is larger than the dimension \(\binom{d+1}{2}\) of the space \(PD(d)\), see e.g. Proposition 2 in Foygel, Draisma and Drton (2012).

Comparing the graphs in Figure 4, the latent-factor graphs on the left-hand side assume that all unobserved confounding is caused by a single latent factor. In contrast, for the latent projections on the right-hand side, there may be multiple latent factors that are the sources of confounding represented by bidirected edges. This leads to rational identifiability of the latent-factor graphs while the projection on the mixed graphs may be generically infinite-to-one.

Surprisingly, a mixed graph \(G'\) being rationally identifiable does not imply that all latent-factor graphs \(G^L\) having \(G'\) as their latent projection are rationally identifiable. Recall that in the case of rational identifiability of the latent projection there may be a proper algebraic subset \(A\) of the Zariski closure of \(\mathbb{R}^{D_v}_{\text{reg}} \times PD(B)\) such that identification is not possible on \(A\). If the dimensionality of the cone of latent covariance matrices \(\text{Im}(\tau)\) is strictly smaller than the dimension of \(PD(B)\), it can therefore happen that \(\Theta = \mathbb{R}^{D_v}_{\text{reg}} \times \text{Im}(\tau) \subseteq A\) and the latent-factor graph is generically infinite-to-one. As an example, the latent projection in Figure 5 is HTC-identifiable while the latent-factor graph itself is generically infinite-to-one. In this example, \(\dim(\text{Im}(\tau)) = 11\) while \(\dim(PD(B)) = 13\). Hence, although the model given by the graph to the left is still a submodel of the one given by the graph to the right, the relevant notion of genericity is different, referring to proper subsets of \(PD(B)\) and of \(\text{Im}(\tau)\), respectively.

FIG 4. Latent-factor graphs and their latent projection.

FIG 5. Latent-factor graph that is generically infinite-to-one but its latent projection is HTC-identifiable.
In the experiments in Section 6, we systematically compare LF-HTC-identifiability of latent-factor graphs with HTC-identifiability applied to the corresponding latent projection.

5. Computation. In this section we propose an efficient algorithm for deciding whether a latent-factor graph is LF-HTC-identifiable. It is similar to the algorithm of the original half-trek criterion in Foygel, Draisma and Drton (2012) and makes use of maximum flows in a special flow graph $G_{\text{flow}} = (V_f, D_f)$ from a designated source node $s \subseteq V_f$ to a target node $t \subseteq V_f$. The standard maximum-flow framework is introduced in Cormen et al. (2009). We highlight that the maximum flow can be computed in polynomial time and the complexity is $O((|V_f| + r)^3)$ where $r \leq |D_f|/2$ is the number of reciprocal edge pairs in $D_f$. A reciprocal edge pair is a pair $v \rightarrow w$ and $w \rightarrow v$ for distinct nodes $v \neq w \in V_f$.

Let $G^L$ be a latent-factor graph, and fix a node $v \in V$. Then we denote by $LF-HTC(G^L, v)$ the decision problem whether there exists a triple $(Y, Z, H) \in 2^{V\setminus\{v\}} \times 2^{V\setminus\{v\}} \times 2^L$ satisfying the LF-HTC for $v \in V$ in $G^L$. To solve this problem, we first address a subproblem by assuming that we are given a fixed set $H \subseteq L$ and a fixed set $Z \subseteq ch(V) \setminus \{v\}$ such that $|Z| = |H|$. Since the second part of condition (ii) of the LF-HTC is equivalent to $Y \cap ch(p_{L}(Z \cup \{v\}) \setminus H) = \emptyset$, the set $A = V \setminus (Z \cup \{v\} \cup ch(p_{L}(Z \cup \{v\}) \setminus H))$ is the set of “allowed” nodes that may contain a set $Y \subseteq A$ such that $(Y, Z, H)$ satisfies the LF-HTC with respect to $v$. We are able to prove the existence or inexistence of such a set $Y$ efficiently by one maximum flow computation on a suitable flow graph $G_{\text{flow}}(v, A, Z) = (V_f, D_f)$.

The flow graph is defined as follows: Let $V'$ and $L'$ be copies of the sets $V$ and $L$. Then the graph contains the nodes $V_f = (A \cup L) \cup (V' \cup L') \cup \{s, t\}$, where $s$ is a source node and $t$ is a sink node. The set of edges $D_f$ contains

(a) $s \rightarrow a$ for all $a \in A$,
(b) $a \rightarrow w$ if $a \in A$ and $w \rightarrow a \in D_{CV}$,
(c) $w \rightarrow w'$ for all $w \in A \cup L$,
(d) $u' \rightarrow w'$ for all $u \rightarrow w \in D_{CV}$ and for all $u \rightarrow w \in D_V$ such that $w \notin Z$,
(e) $w' \rightarrow t$ for all $w \in p_{A}(v) \cup Z$.

We assign to all edges capacity $\infty$. The source node $s$ and the target node $t$ have capacity $\infty$ while all other nodes have capacity $1$. Note that, by construction, no flow in $G_{\text{flow}}(v, A, Z)$ can exceed $|p_{A}(v)| + |Z|$ in size, therefore one may replace the infinite capacities with $|p_{A}(v)| + |Z|$ in practice. An example of a flow graph is shown in Figure 6 (b).
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**Figure 6.** Using maximum-flow to find a set $Y \subseteq A$ such that the triple $(Y, Z, H)$ with fixed sets $H = \{h_1\}$ and $Z = \{1\}$ satisfies the LF-HTC with respect to $v = 4$. The set of allowed nodes is $A = \{2, 3, 5\}$. (a) The concerned latent-factor graph. (b) The corresponding flow graph $G_{\text{flow}}(v, A, Z)$. 
Let $\text{MaxFlow}(G_{\text{flow}}(v, A, Z))$ be the maximum flow from $s$ to $t$ in the graph $G_{\text{flow}}(v, A, Z)$. The following theorem is proven in Appendix A in the supplement (Barber et al., 2022).

**Theorem 5.1.** Let $G^L = (V \cup L, D)$ be a latent-factor graph, and fix a node $v \in V$, a set $H \subseteq L$ and a set $Z \subseteq \text{ch}(H) \setminus (\{v\} \cup \text{pa}_V(v))$ such that $|Z| = |H|$. For the set of allowed nodes $A = V \setminus (Z \cup v) \cup \text{ch}(\text{pa}_L(Z \cup \{v\}) \setminus H)$ we have that $\text{MaxFlow}(G_{\text{flow}}(v, A, Z)) = \text{MaxFlow}(G_{\text{flow}}(v, A, Z)) + |Z|$ if and only if there exists $Y \subseteq A$ such that the triple $(Y, Z, H)$ satisfies the LF-HTC for $v \in V$.

For solving LF-HTC($G^L, v$) we iterate over all suitable sets $H \subseteq L$ and $Z \subseteq \text{ch}(H) \setminus (\{v\} \cup \text{pa}_V(v))$ such that $|Z| = |H|$ and check for each pair $(Z, H)$ if there is a corresponding set $Y \subseteq A$. In each iteration, we have to compute one maximum flow by Theorem 5.1. It is enough to iterate over subsets $H \subseteq L \setminus \{v\}$ where $L \setminus \{v\} = \{h \in L : |\text{ch}(h)| \geq 4\}$ contains only those latent nodes with more than four children. Recall that the children of a node $v \in V \cup L$ are formally defined as $\text{ch}(v) = \{w \in V \cup L : v \rightarrow w \in D\}$. We prove the following fact in Appendix A in the supplement.

**Proposition 5.2.** Let $G^L = (V \cup L, D)$ be a latent-factor graph, and fix a node $v \in V$. If the triple $(Y, Z, H)$ satisfies the LF-HTC for $v \in V$ and there is a node $h \in H$ such that $|\text{ch}(h)| \leq 3$, then there are subsets $\tilde{Y} \subseteq Y$ and $\tilde{Z} \subseteq Z$ such that the triple $(\tilde{Y}, \tilde{Z}, \tilde{H})$ with $\tilde{H} = H \setminus \{h\}$ satisfies the LF-HTC for $v \in V$ as well.

Next, we give an algorithm to determine whether a graph $G^L$ is LF-HTC-identifiable by iterating over all nodes $v \in V$ and solving LF-HTC($G^L, v$) in each step. Moreover, when solving LF-HTC($G^L, v$) for a specific node $v \in V$, we have to make sure that, for a possible solution $(Y, Z, H)$, each node $w \in Z \cup (Y \cap \text{htr}_L(Z \cup \{v\}))$ was solved before. This intuition is formalized in Algorithm 1. In Theorem 5.3 we prove that the algorithm correctly determines LF-HTC-identifiability. Our implementation of Algorithm 1 is included in the R package SEMID as of version 0.4.0 (R Core Team, 2020; Foygel Barber et al., 2022), which is available on CRAN, the Comprehensive R Archive Network.

**Algorithm 1** Testing LF-HTC-identifiability of a latent-factor graph

**Input:** Latent-factor graph $G^L = (V \cup L, D)$.

**Initialize:** Solved nodes $S \leftarrow \{v \in V : \text{pa}_V(v) = \emptyset\}$.

1: repeat
2: for $v \in V \setminus S$ do
3: for $H \in L \setminus \{v\}$ do
4: $Z_a \leftarrow (S \cap \text{ch}(H)) \setminus (\{v\} \cup \text{pa}_V(v))$.
5: for $Z \subseteq Z_a$ such that $|Z| = |H|$ do
6: $A \leftarrow V \setminus (Z \cup \{v\} \cup \text{ch}(\text{pa}_L(Z \cup \{v\}) \setminus H) \cup (\text{htr}_L(Z \cup \{v\}) \setminus S))$.
7: if $\text{MaxFlow}(G_{\text{flow}}(v, A, Z)) = |\text{pa}_V(v)| + |Z|$ then
8: $S \leftarrow S \cup \{v\}$
9: break
10: end if
11: end for
12: if $v \in S$ then
13: break
14: end if
15: end for
16: end for
17: until $S = V$ or no change has occurred in the last iteration.

**Output:** “yes” if $S = V$, “no” otherwise.
Theorem 5.3. A latent-factor graph $G^L = (V \cup \mathcal{L}, D)$ is LF-HTC-identifiable if and only if Algorithm 1 returns “yes”. If we only allow sets $H$ with $|H| \leq k$ in line 3, then the algorithm has complexity at most $O(|V|^{2+k} |\mathcal{L}|^k (|V| + |\mathcal{L}| + r)^5)$ where $r \leq |D_V|/2$ is the number of reciprocal edge pairs in $D_V$.

In Algorithm 1 we iterate over subsets of the power sets of $\mathcal{L}$ and $V$, and we put effort into iterating over a small subset. Nevertheless, if we allow the cardinality of $|H|$ to be unbounded in line three, then we search over an exponentially large space and, thus, our algorithm will in general take exponential time $O(2^{|\mathcal{L}|+|V|})$. In fact, there is a fundamental barrier in finding a polynomial time algorithm as we are able to show that $\text{LF-HTC}(G^L, v)$ is an NP-complete problem.

To see that $\text{LF-HTC}(G^L, v)$ is NP-complete, first note that $\text{LF-HTC}(G^L, v)$ is in the NP-complexity class due to Theorem 5.1. Every candidate triple $(Y, Z, H)$ to solve $\text{LF-HTC}(G^L, v)$ can be checked to be a solution in polynomial time by first checking if $(Y, Z, H)$ satisfies conditions (i) and (ii) of the LF-HTC and then checking if $\text{MaxFlow}(G_{flow}(v, Y, Z)) = |\text{pa}_V(v)| + |Z|$. Moreover, we are able to show NP-hardness of $\text{LF-HTC}(G^L, v)$ by a reduction from the Boolean satisfiability problem in conjunctive normal form; this result is developed in Appendix B in the supplement (Barber et al., 2022).

6. Numerical Experiments. This section reports on the results of experiments with small latent-factor graphs, for which the identification problem can be fully solved by techniques from computational algebraic geometry, as we discuss in Appendix C in the supplement (Barber et al., 2022). We study acyclic latent-factor graphs with $|V| = 6$ observed nodes.

In the first experimental setup we consider one global latent factor that has an effect on all observed variables, as illustrated in Figure 7. All possible DAGs on 6 nodes are considered for the observed part $(V, D_V)$. Table 1 lists the counts when there are $|D_V| \leq 9$ edges in

![Diagram](image-url)  
Fig 7. Latent structure of unlabeled latent-factor graph with one global latent factor.

| nr of obs. edges $|D_V|$ | total | generically finite-to-one | rationally identifiable | LF-HTC-identifiable |
|--------------------------|-------|--------------------------|------------------------|----------------------|
| 0                        | 1     | 1                        | 1                      | 1                    |
| 1                        | 1     | 1                        | 1                      | 1                    |
| 2                        | 4     | 4                        | 4                      | 4                    |
| 3                        | 13    | 13                       | 13                     | 13                   |
| 4                        | 51    | 51                       | 51                     | 50                   |
| 5                        | 163   | 160                      | 159                    | 134                  |
| 6                        | 407   | 401                      | 398                    | 250                  |
| 7                        | 796   | 770                      | 747                    | 234                  |
| 8                        | 1169  | 1047                     | 956                    | 64                   |
| 9                        | 1291  | 896                      | 631                    | 4                    |
| Total                    | 3896  | 3344                     | 2961                   | 755                  |

**Table 1**  
Counts of unlabeled DAGs with $|V| = 6$ observed nodes and one latent node as in Figure 7.
the observed part of the graph. Graphs with $|D_Y| > 9$ are trivially generically infinite-to-one by Corollary 2.7. In the counts in Table 1 we treat graphs as unlabeled, that is, we count isomorphism classes of graphs. Formally, two latent-factor graphs $G = (V \cup L, D)$ and $G' = (V \cup L, D')$ with the same set of nodes are isomorphic if there is a permutation $\pi$ of the observed nodes $V$ such that for two nodes $h \in L$ and $v \in V$ the edge $h \rightarrow v \in D$ if and only if $h \rightarrow \pi(v) \in D'$ and for two nodes $v, w \in V$ the edge $v \rightarrow w \in D$ if and only if $\pi(v) \rightarrow \pi(w) \in D'$.

In the second setup we consider two latent factors, each of them only having influence on some of the observed variables. The precise latent structure is illustrated in Figure 8. Since the number of isomorphism classes is much larger in this case, for computational reasons we only consider graphs with at most $|D_Y| = 6$ edges between observed nodes. Up to this constraint, the observed part may be any DAG. Table 2 lists the counts for these graphs, again up to isomorphism. In this setup it is possible that the latent projection is rationally identifiable. Thus, we compare the LF-HTC with the original HTC applied to the projection and the results are counted in an additional column.

In the considered setups, we see that the latent factor-criterion is very successful in certifying the graphs to be rationally identifiable as long as the number of observed edges $|D_Y|$ is not too large. It misses more graphs the larger the number of observed edges is. Moreover, in the second setup, the latent-factor half-trek criterion declares about four times more graphs to be rationally identifiable than the original half-trek criterion applied to the latent projection.

7. Proof of main result. In this section we prove the main theorem.

PROOF OF THEOREM 3.7. Let $\operatorname{pa}_Y(v) = \{p_1, \ldots, p_n\}$, $H \subseteq L$ with $|H| = r$, $Y = \{y_1, \ldots, y_{n+r}\}$, and $Z = \{z_1, \ldots, z_r\}$ be as in the statement of the theorem. Define matrices $A \in \mathbb{R}^{(n+r) \times n}$, $B \in \mathbb{R}^{(n+r) \times r}$ and a vector $c \in \mathbb{R}^{n+r}$ as follows:

$$A_{ij} = \begin{cases} \left[(I_d - \Lambda)\Sigma\right]_{y_i, p_j}, & \text{if } y_i \in \operatorname{htr}_H(Z \cup \{v\}), \\ \Sigma_{y_i, p_j}, & \text{if } y_i \notin \operatorname{htr}_H(Z \cup \{v\}), \end{cases}$$

where $\Lambda = \text{diag}(\Lambda_1, \ldots, \Lambda_r)$ is an $r \times r$ diagonal matrix with entries $\Lambda_j = \sum_{l \neq j} \lambda_{jl}$, and $\Sigma = \text{diag}(\Sigma_1, \ldots, \Sigma_r)$ is an $r \times r$ diagonal matrix with entries $\Sigma_j = \sum_{l \neq j} \lambda_{jl}$. 

$$B_{ij} = \begin{cases} (\Lambda_1 \Sigma_1)^{\top} \cdots (\Lambda_r \Sigma_r)^{\top} y_i, & \text{if } y_i \in \operatorname{htr}_H(Z \cup \{v\}), \\ 0, & \text{if } y_i \notin \operatorname{htr}_H(Z \cup \{v\}), \end{cases}$$

and $c_i = \sum_{j=1}^r \lambda_{ij}$. 

The proof of the theorem then follows from the general result stated in Theorem 3.2 and the specific form of the matrices $A$, $B$, and $c$.
and
\[
B_{ij} = \begin{cases} 
[(I_d - \Lambda)\Sigma(I_d - \Lambda)]_{y,z}, & \text{if } y_i \in \htr_H(Z \cup \{v\}), \\
[\Sigma(I_d - \Lambda)]_{y,z}, & \text{if } y_i \not\in \htr_H(Z \cup \{v\}),
\end{cases}
\]
and
\[
c_i = \begin{cases} 
[(I_d - \Lambda)^\top \Sigma]_{y,v}, & \text{if } y_i \in \htr_H(Z \cup \{v\}), \\
\Sigma_{y,v}, & \text{if } y_i \not\in \htr_H(Z \cup \{v\}).
\end{cases}
\]

**Claim 1.** The matrices $A$ and $B$ and the vector $c$ are all rationally identifiable.

By assumption, all columns of $\Lambda$ indexed by a vertex in $Z \cup (Y \cap \htr_H(Z \cup \{v\}))$ are rationally identifiable (i.e., rational functions of $\Sigma$). Following from Proposition 3.4 in Sullivant, Talaska and Draisma (2010) that $\det(\Omega_Y \psi)$ generically. Thus the matrix $\Omega_Y \psi$ is a submatrix of this matrix, which proves that $\Omega_Y \psi$ is rationally identifiable, as claimed.

Next, note that there is a set $Y_Z \subset Y$ such that there is a system of latent-factor half-treks with no sided intersection from $Y_Z$ to $Z$. In this system each half-trek takes the form $y \leftarrow h \rightarrow z$ for $y \in Y$, $z \in Z$ and $h \in H$. Since the system has no sided intersection, it follows from Proposition 3.4 in Sullivant, Talaska and Draisma (2010) that $\det(\Omega_{Y_Z,Z}) \neq 0$ generically. Thus the matrix $\Omega_{Y,Z}$ has full column rank $r$ because $\Omega_{Y,Z}$ is a submatrix. Using this fact we prove our next claim.

**Claim 2.** There exists some $\psi \in \mathbb{R}^r$ such that
\[
(A \ B) \cdot \begin{pmatrix} \Lambda_{pa_v(v)} \\ \psi \end{pmatrix} = c.
\]

To see this, we will implicitly construct $\psi$. Let $\Omega_h = \Gamma_h \Gamma_h$ for each $h \in \mathcal{L}$, and observe that
\[
\Omega_{Y,Z \cup \{v\}} = (\Omega_{\text{diag}})_{Y,Z \cup \{v\}} + \sum_{h \in H} (\Omega_h)_{Y,Z \cup \{v\}} + \sum_{h \in \mathcal{L} \setminus H} (\Omega_h)_{Y,Z \cup \{v\}}.
\]

Since $Y \cup (Z \cup \{v\}) = \emptyset$ by definition of the latent-factor half-trek criterion, we have that $(\Omega_{\text{diag}})_{Y,Z \cup \{v\}} = 0$. The definition of the latent-factor half-trek criterion yields furthermore that for any $h \in \mathcal{L} \setminus H$, either $Y \cap \text{ch}(h) = \emptyset$ or $(Z \cup \{v\}) \cap \text{ch}(h) = \emptyset$. Hence, $(\Omega_h)_{Y,Z \cup \{v\}} = 0$. We obtain that
\[
\Omega_{Y,Z \cup \{v\}} = \sum_{h \in H} (\Omega_h)_{Y,Z \cup \{v\}} = (\Omega_H)_{Y,Z \cup \{v\}},
\]
where $\Omega_H := \sum_{h \in H} \Omega_h$. Note that $\text{rank}(\Omega_H) \leq |H| = r$. Moreover, $(\Omega_H)_{V,Z}$ has full column rank $r$ by assumption. Thus $\Omega_Y$ is a submatrix of this matrix, which proves that
\[
(\Omega_H)_{V,Z} \cdot \psi = (\Omega_H)_{V,v}
\]
for some $\psi \in \mathbb{R}^r$.

Next, consider any index $i$ such that $y_i \in \htr_H(Z \cup \{v\})$. Then
\[
\left[(A \ B) \cdot \begin{pmatrix} \Lambda_{pa_v(v)} \\ \psi \end{pmatrix}\right]_i = \left[(I_d - \Lambda)^\top \Sigma \right]_{y_i,pa_v(v)} \cdot \Lambda_{pa_v(v),v} + \left[(I_d - \Lambda)^\top \Sigma (I_d - \Lambda)\right]_{y_i,Z} \cdot \psi
\]
\[
= \left[(I_d - \Lambda)^\top \Sigma \cdot \Lambda\right]_{y_i,v} + [\Omega_{Y,Z} \cdot \psi]_i
\]
because \( \Lambda_{uv} = 0 \) unless \( w \in \pa_Y(v) \) and \( (I_d - \Lambda)^\top \Sigma (I_d - \Lambda) = \Omega \). Since \( \Omega_{Y,Z \cup \{v\}} = (\Omega_H)_{Y,Z \cup \{v\}} \), it follows from (7.1) that
\[
[\Omega_{Y,Z,h}]_i = [\Omega_{Y,v}]_i = \Omega_{y_i,v}.
\]
Hence, we may rewrite (7.2) as
\[
\left[ (A \ B) \cdot \left( \Lambda_{\pa_Y(v),v}^{\psi} \right) \right]_i = \left[ (I_d - \Lambda)^\top \Sigma \right]_{y,v} - \left[ (I_d - \Lambda)^\top \Sigma (I_d - \Lambda) \right]_{y,v} + \Omega_{y,v}
\]
\[
= \left[ (I_d - \Lambda)^\top \Sigma \right]_{y,v} - \Omega_{y,v} + \Omega_{y,v}
\]
\[
= c_i,
\]
by the definition of \( c \).
To conclude the proof of Claim 2, consider any index \( i \) such that \( y_i \not\in \htr_H(Z \cup \{v\}) \). For any such \( i \), any latent-factor half-trek from a node \( w \in Z \cup \{v\} \) to \( y_i \) must be of the form
\[
w \leftarrow h \rightarrow x_1 \rightarrow \cdots \rightarrow x_m \rightarrow y_i
\]
for some \( h \in H \). This implies that
\[
\Omega(I_d - \Lambda)^{-1} \left[ w_{y_i} \right] = [\Omega_H(I_d - \Lambda)^{-1}]_{w_{y_i}}
\]
for all \( w \in Z \cup \{v\} \). Consequently,
\[
\left[ (A \ B) \cdot \left( \Lambda_{\pa_Y(v),v}^{\psi} \right) \right]_i = \Sigma_{y_i}\pa_Y(v) \cdot \Lambda_{\pa_Y(v),v}^{\psi} + [\Sigma(I_d - \Lambda)]_{y_i,Z} \cdot \psi
\]
\[
= [\Sigma\Lambda]_{y,v} + [\Sigma(I_d - \Lambda)]_{y_i,Z} \cdot \psi
\]
\[
= \Sigma_{y,v} - [\Sigma(I_d - \Lambda)]_{y,v} + [\Sigma(I_d - \Lambda)]_{y_i,Z} \cdot \psi
\]
\[
= \Sigma_{y,v} - \left[ (I_d - \Lambda)^{-\top} \Omega \right]_{y,v} + \left[ (I_d - \Lambda)^{-\top} \Omega \right]_{y_i,Z} \cdot \psi,
\]
because \( \Omega = (I_d - \Lambda)^\top \Sigma (I_d - \Lambda) \). Applying first (7.3) and then (7.1), we find that
\[
- \left[ (I_d - \Lambda)^{-\top} \Omega \right]_{y,v} + \left[ (I_d - \Lambda)^{-\top} \Omega \right]_{y_i,Z} \cdot \psi
\]
\[
= - \left[ (I_d - \Lambda)^{-\top} \Omega_H \right]_{y,v} + \left[ (I_d - \Lambda)^{-\top} \Omega_H \right]_{y_i,Z} \cdot \psi
\]
\[
= - \left[ (I_d - \Lambda)^{-\top} \Omega_H \right]_{y,v} + \left[ (I_d - \Lambda)^{-\top} \Omega_H \right]_{y,v} = 0.
\]
Taking up (7.4) and recalling the definition of \( c \), we conclude that
\[
\left[ (A \ B) \cdot \left( \Lambda_{\pa_Y(v),v}^{\psi} \right) \right]_i = \Sigma_{y,v} = c_i.
\]
The theorem is now proven if the equation system exhibited in Claim 2 has a unique solution generically. This is addressed by our last claim:

**Claim 3.** The matrix \( (A \ B) \) is generically invertible.

To prove Claim 3, we will show that if we set some parameters equal to zero, then the considered matrix is invertible for generic choices of the remaining free parameters, which is sufficient to show that the matrix will be generically invertible with respect to choices of all parameters.
By assumption, the latent-factor graph $G^L$ contains a system of latent-factor half-treks from $Y$ to $Z \cup pa_Y(v)$, where half-treks terminating at any $z \in Z$ are of the form $y_i \leftarrow h \rightarrow z$ for some $h \in H$. For every $z \in Z$, set $\Lambda_{pa_Y(z),z} = 0$. Furthermore, every node $h \in H$ appears in at most one of the latent-factor half-treks in the system. Suppose it appears as $y_i \leftarrow h \rightarrow w$. Then we will define $\Omega_h$ to have value $\omega_{y_i,w}$ at entries $\{y_i, w\} \times \{y_i, w\}$, and zeros elsewhere.

Consider now a mixed graph $\widehat{G}$ constructed as follows. Starting with the induced subgraph $\widehat{G} = (V, D_V)$, first remove all edges with head in $Z$. Next, looking at the selected system of latent-factor half-treks from $Y$ to $Z \cup pa_Y(v)$ in the latent-factor graph $G^L$, any time we see a half-trek beginning with $y_i \leftarrow h \rightarrow w$, add a bidirected edge $y_i \leftrightarrow w$ to $\widehat{G}$.

By definition of the new graph $\widehat{G}$, the selected system of latent-factor half-treks from $Y$ to $Z \cup pa_Y(v)$ in $G^L$ has a corresponding system of half-treks in $\widehat{G}$. Here, any latent-factor half-trek that begins with edges $y_i \leftarrow h \rightarrow w$ has these two initial two edges replaced by the bidirected edge $y_i \leftrightarrow w$. The resulting system of half-treks in $\widehat{G}$ has no sided intersection. Let $\Lambda$ and $\Omega$ be the parameter matrices for this graph. Note that $(I - \widehat{\Lambda})_{*,Z} = I_{*,Z}$ because $\widehat{\Lambda}_{*,Z} = 0$ by construction. Therefore, we can write

$$B_{ij} = \begin{cases} (I_d - \Lambda)^{\top} \Sigma_{y_i,z_j}, & \text{if } y_i \in \text{ht}_H(Z \cup \{v\}), \\ \Sigma_{y_i,z_j}, & \text{if } y_i \notin \text{ht}_H(Z \cup \{v\}). \end{cases}$$

We now apply Lemma 2 in the original half-trek paper (Foygel, Draisma and Drton, 2012) to conclude that $(A \ B)$ is generically invertible.

8. Discussion. In this work we proposed a graphical criterion that provides an effective sufficient condition for rational identifiability in linear structural equation models where latent variables are not projected to correlation among noise terms. To the best of our knowledge, it is the most general graphical criterion to decide identifiability for graphs explicitly including latent nodes. The new criterion can be checked in time that is polynomial in the size of the graph if we search only over subsets of latent nodes of bounded size. The restriction of the search space is necessary since checking the criterion without any restriction is in general NP-hard.

The criterion applies to a wide range of models and allows for presence of multiple latent factors that may even have an effect on many or all of the observed variables. The corresponding directed graph is allowed to be cyclic, the only restriction that we made in this work is that all latent factors are source nodes in the graph.

It is noteworthy that even if a model is not LF-HTC-identifiable, the latent-factor half-trek method can still prove certain columns of $\Lambda$ to be identifiable. This is the case if the recursive procedure of Algorithm 1 stops early declaring some but not all nodes to satisfy the LF-HTC. In this case, the status of identifiability of the whole graph remains inconclusive but for the nodes $v$ that the method successfully visits, the parameters $\Lambda_{pa_Y(v),v}$ are proven to be rationally identifiable.

Methods for identifiability of latent-factor graphs are useful also as a refinement of methods that operate on mixed graphs in the latent projection framework: Imagine a model that is generically infinite-to-one in the latent projection framework. The main reason for this is often denser confounding, that is, there is confounding between many of the observed variables. There is then the natural question whether the model would be (rationally) identifiable if the confounding originated from a simpler structure, i.e., is caused by only a few latent factors. Then the LF-HTC may be applicable and may prove a model rationally identifiable. On the other hand, if a model is rationally identifiable in the latent projection framework, then the identifiability may be due to the assumption that confounding is caused by multiple different latent factors. As shown in Figure 5, there may be settings where rational identifiability no
longer holds when the confounding is in fact caused by fewer factors. Using our method it is possible to check for such identifiability failures.

We would like to emphasize that the LF-HTC is useful also if the goal is model selection. One may then be interested in testing the goodness-of-fit of a particular model, a problem for which it is crucial to know the dimension of the model. The LF-HTC asserting identifiability also means that the model has the expected dimension obtained from counting parameters.

An interesting research program emerges from the work presented here. Indeed, one may strive to improve and extend the efficiency of the LF-HTC along similar lines as those that have been applied in previous work that has led to improvements of the original half-trek criterion for mixed graphs. In particular, it would be useful to find a latent-factor modification of the criterion for edgewise identifiability that allows for identification of a subset or even single direct causal effects $\lambda_{wv}$ instead of only targeting whole columns $\Lambda_{pa_v(v),v}$; compare to Weihs et al. (2017) and references therein. This extension is of interest when effects between particular variables are the primary targets of investigation, but it may also make the criterion more powerful as a whole. Another way to extend the scope of the LF-HTC would be to apply graph decomposition techniques as proposed by Tian (2005); see also Foygel, Draisma and Drton (2012) and Drton (2018, Section 6).

Furthermore, it would be interesting to generalize the LF-HTC to a version in which we relax the condition that all latent factors are source nodes in the graph. For example, one may consider models where latent nodes are only required to be upstream, i.e., there may be direct causal effects between latent variables but no effects from observed variables to latent variables. Put differently, in addition to the equation system (1.1) that defines the model, the vector of latent variables $(L_h)_{h \in L}$ is required to satisfy the equation

$$L = B^T L + \delta$$

where $B$ is an $\ell \times \ell$ matrix with zeros along the diagonal and the noise terms $\delta = (\delta_h)_{h \in L}$ are independent with mean zero and variance 1. The latent covariance matrix is now of the form

$$\Omega = \Omega_{\text{diag}} + \Gamma^T (I_\ell - B)^{-T} (I_\ell - B)^{-1} \Gamma.$$ 

Thus the parametrization $\tau$ of the cone of latent covariance matrices is rational and depends on the three parameter matrices $(B, \Gamma, \Omega_{\text{diag}})$. The question is how to identify effects between observed variables in this case, or, even more, what can be said in terms of identifying causal effects between latent variables. Note that such a setting cannot be handled by a mixed graph approach which marginalizes out the effects of interest. Hence our work sets the scene for future developments of identifiability between latent variables.

In Lemma 2.5 we gave a simple necessary condition for the parametrization map to be generically finite-to-one. In future work, we hope to obtain more powerful necessary conditions for generic identifiability in the form of efficient graphical criteria. This will amount to studying the Jacobian matrix of the parametrization $\varphi_{G,\ell}$, taking into account the algebraic geometry of the cone of latent covariance matrices.
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SUPPLEMENTARY MATERIAL

Supplement to “Half-Trek Criterion for Identifiability of Latent Variable Models”

The supplement contains additional material such as further elements of proofs, a hardness result for checking the LF-HTC without a bound on the cardinality of searched sets of latent variables, and an explanation on how to effectively deploy techniques from computational algebraic geometry.
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