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ABSTRACT With the rapid increase of software scale and complexity, the cost of traditional software testing methods will increase faster than the scale of software. In order to improve test efficiency, it is particularly important to automatically generate high-quality test cases. This paper introduces a framework for automatic test data generation based on the generative adversarial network (GAN). GAN is employed to train a generative model over execution path information to learn the behavior of the software. Then we can use the trained generative model to produce new test data, and select the test data that can improve the branch coverage according to our proposed selection strategy. Compared to prior work, our proposed method is able to handle programs under test with large-scale branches without analyzing branch expressions. In the experiment, we exhibit the performance of our method by using two modules in GNU Scientific Library. In particular, we consider the application of our method in two testing scenarios; unit testing and integration testing, and conduct a series of experiments to compare the performance of three types of GAN models. Results indicate that the WGAN-GP shows the best performance in our framework. Compared with the random testing method, the WGAN-GP based framework improves the test coverage of five functions out of the seven in the unit testing.

INDEX TERMS Software testing, test case generation, test input, execution path, GAN.

I. INTRODUCTION

Software testing is one of the most important activities to build a reliable software system. In general, the software testing is divided into two categories; static testing and dynamic testing. The static testing involves inspections of program codes and their associated documents without concrete execution of the program. The symbolic execution is one of the typical approaches for static testing. On the other hand, the dynamic testing verifies the correctness of program by checking the dynamic behavior when the program runs with some inputs, and is commonly used for the software testing. In our research, we focus on the dynamic testing.

In the dynamic testing, the test case generation plays a central role to ensure the software quality. The test case consists of test inputs and their expected outcomes by the test oracle. A common procedure of software testing is (i) to execute the software under test (SUT) with the inputs of test cases, and (ii) to compare the test outcomes with the expected ones. If the test outcome is different from the expected one, the SUT involves bugs. On the other hand, from the viewpoint of software reliability, the software reliability may grow as the number of test cases increases. However, a large number of test cases cause the large amount of cost on software testing. Thus it is a challenge to consider how to reduce the number of test cases keeping a certain level of software reliability. The artificial intelligence (AI) is one of the key technologies to address this issue, and the AI-based software testing is expected to be a killer application for highly-reliable software development.

Though the AI becomes one of the most attractive technologies in recent years, it has already been applied to software testing in the past literature; for example, the automatic generation of test cases and test codes, the analysis of the large-scale test logs, automatic exploratory testing, and defect location. In particular, there have been different approaches for automation of software testing with AI, and they are roughly divided into three categories:
1) Search-based software testing (SBST): The SBST is a method to generate test inputs with search techniques, e.g., meta-heuristic optimization methods, so that it can achieve high coverage [1]. Fraser and Arcuri [2] presented an extension of SBST that is able to exercise automated oracles and to produce high coverage test suites at the same time. Zhan and Clark [3] applied search techniques to test data generation for Simulink models. In this approach, they proposed a full test-set generation framework, which successfully combines random testing with the search-based targeted test-data generation techniques to enable us to generate effective test sets.

2) Test oracle generation: The test oracle is a mechanism to check whether the test result is correct or not. In the real situation, this is done by the expected test outcomes. However, since the expected test outcomes should be manually generated, it is the most costly process in software testing. There are several types of research results for the generation of the expected output with the artificial neural network (ANN) [4]–[7]. Valueian et al. [4] proposed a classifier-based method using ANNs that can build automated oracles for embedded software that has low observability and/or produces unstructured or semi-structured outputs. In the proposed approach, the oracles need input data tagged with two labels of “pass” and “fail” rather than outputs and any execution trace.

3) Fuzzing data generation: Lyu et al. [8] employed a GAN model to learn the characteristics of valuable files and then generated valuable seed files for the fuzzing test. Li et al. in [9] introduced a method using Wasserstein generative adversarial networks (WGANs) to generate fuzzing data for ICS testing. Moreover, Joffe and Clark [10] proposed an SBST framework based on a deconvolutional generative NN and compared the performance of framework with a famous fuzzing tool: AFL (American fuzzy lop) fuzzer. Zong et al. in [11] proposed a method based on deep learning to predict the reachability of inputs before executing the target program, helping grey-box fuzzing filter out the unreachable ones to improve the performance of fuzzing. For industrial control systems, Hu et al. [12] proposed an automated and intelligent fuzzing framework (GANFuzz) for testing implementations of industrial network protocols, in which the protocol grammar is learned by deep learning. More recently, Lv et al. [13] designed an automated and intelligent fuzzing framework BLSTM-DCNNFuzz for industry control protocols.

Our objective is to generate test data that can achieve the full test coverage. The test coverage is a fundamental metric representing the quality of software testing. The test coverage is defined as a fraction of executed test path in testing over the entire execution paths of SUT [15]. In general, since it is difficult to measure the entire execution paths, statement and branch coverage are used instead of path coverage in practice. As mentioned before, the SBST is one of the most popular methods for this purpose. For example, to achieve the branch coverage [16], the SBST uses symbolic execution to extract branch conditions and uses an optimization algorithm to find the test input that satisfies the branch condition. However, with the increasing scale and complexity of the software system, it is complicated and time-consuming to carry out large-scale branch coverage.

In this paper, we propose a software testing framework with generative adversarial networks (GANs). Concretely, we consider a GAN model to generate test data for the SUT, and a test strategy to increase the test coverage with the GAN. The GAN is a NN model for the data generation from given training data. A GAN consists of a generator and a discriminator, and the most important feature of GAN is to reinforce the ability of data generation for the generator by competing to the discriminator to detect fake data [17]. Our contributions are

1) We propose a GAN model to generate test inputs and their associated execution paths simultaneously. That is, in our model, the discriminator learns program execution paths for SUT and the generator generates test cases including test inputs and expected paths.  
2) We discuss a test data selection strategy to increase the test coverage.  
3) We investigate the applicability of our framework for two software testing scenarios; unit testing and integration testing. The experimental comparison proves that our method is better than the common random test.

The remaining parts of the paper are organized as follows. Section II is dedicated to the review of GAN models. Section III describes the details of the proposed framework. In Section IV, we exhibit the experiment for the proposed software testing with GAN. Section V concludes the paper with some remarks and presents the future direction.

II. GAN: GENERATIVE ADVERSARIAL NETWORK

In this section, we first introduce the GAN model and then present the input and output of GAN in our framework.

GANs are algorithmic architectures that use two neural networks, pitting one against the other (thus the “adversarial”) in order to learn the underlying distribution of the
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FIGURE 2. A code of grade.c.

FIGURE 3. A code of grade.c.gcov.

training data so that it can generate new data instances that resemble the training data [14]. Fig. 1 is the architecture of GAN. It consists of a generator and a discriminator. The generator takes random noise \( z \) and generates fake data. The discriminator determines if the generated data are real or fake. GAN estimates generative models via an adversarial process. In the adversarial process, the generator aims to maximize the failure rate of the discriminator while the discriminator aims to minimize it. The GAN model converges when the Nash equilibrium is reached [17].

One of the most challenging problems when AI technologies are applied to unstructured data such as computer program and software testing is to determine what data are used as inputs of the AI system. Our main idea is to use not only the test inputs but also the corresponding execution paths as inputs of GAN. A pair of test inputs and program execution paths includes rich information on the program itself. Also, it is not difficult to observe and collect the execution path for an input in the dynamic testing and it is more reasonable in terms of cost than symbolic execution used in the SBST.

In this paper, we focus on branch coverage. Therefore, the execution path in our work is extracted by Gcov tool [18] and is defined as the combination of the execution of each branch in the program under a specific input. Gcov is a source code coverage analysis and statement-by-statement profiling tool that can generate exact counts of the number of times each statement in a program is executed, and that annotates source code to add instrumentation. Gcov is released with GCC and cooperates with GCC to realize statement coverage and branch coverage testing of C/C++ files. When executing a program, we use Gcov to write branch frequencies to the output file, and then extract the branch information in the file as a path. For example, Fig. 2 is a C program for checking the grade of the students based on marks. When the input score is 79, one uses GCC and Gcov to compile, run and collect the information to get the "grade.c.gcov" file, as shown in Fig. 3. We convert the "taken a(a>0)" to "1" to represent that the branch is taken at least once, convert the "taken 0" to "0" to represent that the branch is not taken, and convert the "never executed" to "−1" to represent that the branch is not executed. Then the execution path of the program grade.c under the input 79 is the combination of all branch executions: \( 1,0,0,1,0,1,1,0,0,1,1,0,1,0,1,0,−1,−1,−1,−1,−1 \).
III. SOFTWARE TESTING WITH GAN

We propose a framework for automated test data generation and aim to achieve the full branch coverage in software testing. In our framework, we use GAN to iteratively generate test inputs for software testing. Fig. 5 illustrates the structure of the framework. It contains the following four steps:

Step 1: Select $m$ test inputs and their corresponding paths as training data.

Step 2: Train GAN with training data to generate $n$ data.

Step 3: According to the path information of the generated data, select $w (w < n)$ inputs data from $n$ data sets that may cover not-executed branches in the training data.

Step 4: Add the selected $w$ input data and their corresponding executed paths to the training data. Go to Step 2.

Fig. 6 illustrate an example of our framework. We assume that the program under test has two inputs $a$ and $b$, and four branches $b1 \sim b4$. In step1, we select 10 test inputs and their corresponding executed paths as training data. In the training data, branch 2 and branch 4 are not taken. In step2, train GAN with training data to generate $n$ test inputs and their corresponding expected paths as training data. In the training data, branch 2 and branch 4 are not taken. In step2, train GAN with training data to generate $n$ test inputs and their corresponding expected paths. To improve branch coverage, we want to generate test data that covers branch 2 and branch 4. Therefore, in step 3 we select the inputs “$a = 12$, $b = 3$; $a = 2$, $b = 9$; $a = 2$, $b = 8$; $a = 2$, $b = 6$” where generated path information shows that branch 2 and branch 4 are taken. In step4, we execute the program with selected inputs to extract real paths, add them into the training data. We can see that in the extracted real paths of the selected inputs, branch 2 is covered and branch 4 is not covered. With a high-precision GAN model, our framework has the ability to improve test coverage.
IV. EXPERIMENT
In this section, we conduct a series of experiments to evaluate the effectiveness of the proposed framework. First, we applied our framework to unit testing and integration testing, and next selected three GAN models: WGAN-GP [20], BiGAN [22], and standard GAN [17] in our experiments. Our experiments aim to evaluate which type of GAN is more suitable for the framework, and which test level is suitable for our framework.

A. EXPERIMENTAL SETUP
In the past few years, different variants of GAN have been proposed. In our experiments, we choose three GAN models to apply to our framework: WGAN-GP, BiGAN, and the standard GAN. WGAN-GP is an improvement of WGAN [21] with a gradient norm penalty. The main difference from the standard GAN is only the cost function. WGAN-GP is based on the Wasserstein distance that has a smoother gradient everywhere. Therefore it has the higher training stability than the standard GAN [20]. BiGAN is a type of GAN where the generator not only maps latent samples to generated data, but also has an inverse mapping from data to the latent representation [22].

We apply our proposed framework to two software testing levels: unit testing and integration testing, conduct two sets of experiments on WGAN-GP, BiGAN, and the standard GAN. Unit testing is a type of software testing in which individual units or components of the software are tested. The purpose is to verify that each unit of the software code executes as expected. A unit can be a single function, method, procedure, module, or object. Integration testing is a level of software testing in which individual units/components are combined and tested as a whole. The purpose of this test is to expose errors in the interaction between integration units. Integration testing can be performed by the following strategies: incremental approach and big bang approach. In the incremental test method, the test is performed by integrating two or more logically related modules, and then the function of the application is tested. Then, other related modules are integrated incrementally, and this process is repeated until all logic-related modules are successfully integrated and tested. Big bang integration test is an integration test strategy that combines all the units at once to form a complete system, and then tests the unity of different units as one entity. In our unit test experiment, the GAN model generates paths in function units. In the integration test experiment, we adopt the big bang strategy and use GAN to generate paths for all functions at once.

TABLE 1. The functions names.

| Function | Name                                    |
|----------|-----------------------------------------|
| Function1| gsl_sf_gamma_inc_Q_e                    |
| Function2| gsl_sf_gamma_inc_P_e                    |
| Function3| gsl_sf_gamma_inc_e                      |
| Function4| hyperg_1Fl_1small_e_bpt0               |
| Function5| hyperg_1Fl_ab_posint                    |
| Function6| hyperg_1Fl_ab_pos                    |
| Function7| hyperg_1Fl_ab_neg                     |
| Function8| gsl_sf_hyperg_1Fl_inc_e               |
TABLE 2. GAN: Comparison of the coverage achievement.

|           | No. of branches | methods    | GAN(dense) | GAN(conv) | RAND   |
|-----------|-----------------|------------|------------|-----------|--------|
|           |                 | Initial coverage | Trained coverage | Initial coverage | Trained coverage | Random coverage |
| hyperg_1F1.c | All             | 594        | Integration | 34.84% | 42.93% | 34.84% | 51.34% | 45.12% |
|           | Function1       | 38         | Integration | 47.36% | 60.52% | 47.36% | 52.63% | 63.15% |
|           | Function2       | 70         | Integration | 41.42% | 52.85% | 41.42% | 72.85% | 72.85% |
|           | Function3       | 96         | Integration | 35.41% | 41.66% | 35.41% | 65.62% | 76.04% |
|           | Function4       | 58         | Integration | 44.82% | 67.24% | 44.82% | 79.31% | 77.58% |
|           | Function5       | 42         | Integration | 63.15% | 78.94% | 63.15% | 78.57% | 84.21% |
| gamma_inc.c | All             | 138        | Integration | 49.27% | 51.45% | 49.27% | 52.17% | 50.00% |
|           | Function1       | 24         | Integration | 45.83% | 45.83% | 45.83% | 54.16% | 66.66% |
|           | Function2       | 20         | Integration | 54.16% | 70.83% | 54.16% | 58.33% | 75.00% |
|           | Function3       | 16         | Integration | 55.00% | 70.00% | 55.00% | 65.00% | 75.00% |
|           |                 | 58         | Unit        | 33.33% | 33.33% | 33.33% | 33.33% | 27%    |

TABLE 3. BiGAN: Comparison of the coverage achievement.

|           | No. of branches | methods    | BiGAN(dense) | BiGAN(conv) | RAND   |
|-----------|-----------------|------------|--------------|-------------|--------|
|           |                 | Initial coverage | Trained coverage | Initial coverage | Trained coverage | Random coverage |
| hyperg_1F1.c | All             | 594        | Integration | 34.84% | 34.65% | 34.84% | 46.80% | 45.12% |
|           | Function1       | 38         | Integration | 47.36% | 47.36% | 47.36% | 52.63% | 63.15% |
|           | Function2       | 70         | Integration | 41.42% | 41.42% | 41.42% | 67.14% | 72.85% |
|           | Function3       | 96         | Integration | 41.43% | 41.43% | 41.43% | 65.71% | 76.04% |
|           | Function4       | 58         | Integration | 55.00% | 70.00% | 55.00% | 65.00% | 75.00% |
|           | Function5       | 42         | Integration | 63.15% | 73.68% | 63.15% | 78.57% | 84.21% |
| gamma_inc.c | All             | 138        | Integration | 49.27% | 56.52% | 49.27% | 52.89% | 50.00% |
|           | Function1       | 24         | Integration | 45.83% | 66.66% | 45.83% | 54.16% | 66.66% |
|           | Function2       | 20         | Integration | 45.83% | 66.66% | 45.83% | 54.16% | 66.66% |
|           | Function3       | 16         | Integration | 54.16% | 75.00% | 54.16% | 58.33% | 75.00% |
|           |                 | 70         | Unit        | 55.00% | 80.00% | 55.00% | 70.00% | 75.00% |
|           |                 | 58         | Unit        | 63.15% | 73.68% | 63.15% | 78.57% | 84.21% |

In both experiments, the parameters of the framework are set to $m = 100$, $n = 100$, $w = 10$, and are iterated 10 times to generate 100 test data. In the integration testing, the 100 initial data are randomly generated. In the unit testing, we do not directly consider the input parameters of a single function, but consider the input of the main function. Therefore, the initial data of each function in unit testing is the selected input data that can pass the objective function. Regarding the network structure of the generator and discriminator in the GAN model, we applied a simple fully connected neural network (dense layers) and a convolutional neural network for comparison. The GAN model trains 5000 epochs per iteration in the unit testing, and 10000 epochs per iteration in the integration testing (one epoch is the cycle when an entire dataset is passed forward and backward through the neural network only once.) Training hyperparameters are shown in Appendix. In the BiGAN models, the encoder model is an inverse mapping from data to the latent representation. Since the authors of the paper [20] recommend to use layer normalization as a drop-in
TABLE 4. WGAN-GP: Comparison of the coverage achievement.

| Module         | No. of branches | methods     | WGAN-GP(dense) | WGAN-GP(conv) | RAND  |
|----------------|-----------------|-------------|----------------|---------------|-------|
|                |                 |             | Initial coverage | Trained coverage | Trained coverage | Random coverage |
| hyperg_1F1.c   | All             | Integration | 34.84%          | 51.42%         | 34.84%          | 51.34%          | 45.12%          |
|                | Function1       | Integration | 47.36%          | 57.89%         | 47.36%          | 60.52%          | 63.15%          |
|                | Function2       | Integration | 41.42%          | 62.85%         | 41.42%          | 74.28%          | 72.85%          |
|                | Function3       | Integration | 35.41%          | 75.00%         | 35.41%          | 64.58%          | 76.04%          |
|                | Unit            |             | 36.84%          | 63.15%         | 36.84%          | 55.26%          | 63.15%          |
|                | Function4       | Integration | 41.43%          | 84.28%         | 41.43%          | 75.71%          | 72.85%          |
|                | Function5       | Integration | 35.41%          | 75.00%         | 35.41%          | 64.58%          | 76.04%          |
| gamma_inc.c    | All             | Integration | 49.27%          | 52.17%         | 49.27%          | 52.89%          | 50.00%          |
|                | Function1       | Integration | 45.83%          | 54.16%         | 45.83%          | 54.16%          | 66.66%          |
|                | Unit            |             | 54.16%          | 75.00%         | 54.16%          | 66.66%          | 66.66%          |
|                | Function2       | Integration | 55.00%          | 65.00%         | 55.00%          | 70.00%          | 75.00%          |
|                | Unit            |             | 75.00%          | 80.00%         | 75.00%          | 90.00%          | 90.00%          |
|                | Function3       | Integration | 33.33%          | 33.33%         | 33.33%          | 45.45%          | 27%             |
|                | Unit            |             | 68.75%          | 80.00%         | 68.75%          | 75.00%          | 75.00%          |

FIGURE 8. Coverage of BiGAN generated data.

FIGURE 9. Coverage of WGAN-GP generated data.

replacement for batch normalization in WGAN-GP to help stabilize training. The same authors also use the RMSProp optimizer in their experiment. Therefore, we also use the RMSProp optimizer and layer normalization in WGAN-GP, and use the Adam optimizer and batch normalization in other GAN models.

We have considered two modules in the GNU Scientific Library (a numerical library for C and C++ programmers) [19]: the gamma_inc.c module and the hyperg_1F1.c module. The gamma_inc.c module is used to compute the incomplete Gamma function. It contains 13 functions including branches, where the total number of branches is 138. The hyperg_1F1.c module is used to calculate the confluent hypergeometric function. It contains 21 functions including branches, where the total number of branches is 592. In the integration testing, the GAN model generates path information including all branches. In the unit testing, we focus on several functions in these modules. Concretely, 3 functions in gamma_inc.c module and 5 functions in hyperg_1F1.c module are picked up to make their test coverage increase (see Table 1).

We compared the test coverage of the data generated by the experiment and compared the accuracy of the generated path, to verify whether the framework can generate data that can improve the test coverage, and to investigate which version of GAN model is more suitable for our framework. We also conducted a random test to generate 200 test data to compare the test coverage with the GAN method.

B. RESULTS

Test coverage is the main evaluation metric in our experiments. Tables 2 to 4 show the test coverage results of integration testing and unit testing under three models and the random test’s test coverage. The initial coverage represents the percent of branches executed by 100 initial training data. The trained coverage represents the percentage of branches executed by 200 input data, where 200 input data contains 100 initial training data and 100 GAN generated data. In order to facilitate comparison, we divide the data generated in the integration testing into function units to compare with the unit testing results. Figs. 7 to 9 present the analysis of the
TABLE 5. Comparison of the accuracy of the paths predicted by the three GAN models.

| No. of branches | methods       | Average path accuracy |
|-----------------|---------------|-----------------------|
|                 | GAN(dense)    | GAN(conv)             | BiGAN(dense) | BiGAN(1) | WGAN-GP(dense) | WGAN-GP(1) |
| hyperg_1F1.c    | All 594       | 28.35% 36.45% 51.43% | 29.04% 44.82% 78.23% |
| Function 1 38   | Integration   | 26.00% 35.02% 54.26% | 28.65% 37.78% 94.52% |
| Function 2 70   | Unit          | 41.39% 41.24% 17.36% | 65.00% 86.13% 75.31% |
| Function 3 96   | Integration   | 42.22% 37.47% 47.78% | 29.42% 42.27% 92.31% |
| Function 4 58   | Unit          | 41.98% 37.68% 62.87% | 33.00% 82.77% 64.41% |
| Function 5 42   | Integration   | 35.04% 36.16% 49.71% | 29.41% 38.10% 93.00% |
| gamma inc.c     | All 138       | 28.89% 36.74% 41.17% | 30.77% 27.96% 51.17% |
| Function 1 24   | Integration   | 37.11% 35.92% 39.97% | 31.14% 41.54% 42.66% |
| Function 2 20   | Unit          | 33.16% 43.83% 23.88% | 26.19% 84.36% 41.97% |
| Function 3 16   | Integration   | 30.07% 37.47% 22.48% | 28.60% 28.20% 34.09% |
|                 | Unit          | 32.66% 32.41% 22.41% | 37.66% 76.42% 17.12% |
|                 | Integration   | 30.00% 30.55% 39.55% | 37.73% 23.35% 31.60% |
|                 | Unit          | 39.30% 31.47% 22.97% | 31.23% 64.35% 27.75% |
|                 | Integration   | 31.25% 28.75% 24.81% | 28.25% 36.43% 34.86% |
|                 | Unit          | 35.02% 28.06% 24.25% | 27.50% 82.81% 38.37% |

FIGURE 10. Path prediction accuracy.

coverage results. As can be seen in Fig. 7 that in addition to Function 1 in the hyperg_1F1.c module, the test coverage of data generated by GAN (dense) in unit tests is higher than that of data generated in integration tests. Also, the test coverage of data generated by GAN (conv) in unit tests is higher than that of data generated in integration tests except for Function 2 and Function 4 in the hyperg_1F1.c module. Despite of this result, only a few of the data generated by the GAN model have a coverage rate that exceeds the random testing. Furthermore, BiGAN does not show good performance in our framework, because the coverage of the data generated by BiGAN is also mostly not better than random testing (see Fig. 8). However, in the unit testing, the coverage of test cases generated by WGAN-GP (dense) is higher than that of randomly generated test cases except for Function 1 and Function 5 in the hyperg_1F1.c module.
Further, the WGAN-GP (conv) improves the test coverage of Function 3 in hyperg_1F1.c module and Function 2 in gamma_inc.c module.

Our framework leverages high-accuracy GAN models to improve test coverage. Therefore, we also analyze the accuracy of the paths predicted by the three GAN models. Table 5 shows the test coverage results, and the accuracy is calculated by

\[
\text{Accuracy} = \frac{\text{The number of correct branches}}{\text{The number of total branches}} \times 100\%.
\]

(1)

Fig. 10 graphically shows the path prediction accuracy of three sets of models. On the whole, the WGAN-GP (conv), the GAN (dense), and the GAN (conv) have higher path prediction accuracy than the others in unit testing.

We also analyze the distribution of data generated by three types of GAN models. Fig. 11- Fig. 16 illustrate the data distribution of 3 functions in hyperg_1F1.c module generated by the standard GAN, BiGAN, and WGAN-GP, respectively. As can be seen from these figure, both fully connected BiGAN and convolutional BiGAN have problems with mode collapse, that is, the generator collapses and produces a limited variety of samples. Meanwhile, the data generated by the GAN model using the fully connected neural network is also easy to move to the edge. Only convolutional GAN and WGAN-GP can generate diverse data for our strategy.
In summary, compared with standard GAN and BiGAN, WGAN-GP can create new data instances that resemble our training data, so that it showed better performance in our framework. And our framework is more appropriate for unit testing. This is because taking the function as a unit can reduce the complexity of the program and improve the model’s path prediction accuracy. Overall, our proposed approach outperforms random testing in improving test coverage. However, in terms of time cost, GAN-based methods consume more time than random methods. In the experiment, we trained GAN ten times to generate 100 test cases, and each training takes an average of one minute. Therefore, in future work, we also need to consider optimizing the GAN model to shorten the training time and reduce the time cost of our proposed framework.

V. CONCLUDING REMARK

In this paper, we proposed an automatic test data generation framework based on Generative Adversarial Network (GAN), aim at achieving full branch coverage. In the framework, we used not only the test inputs but also the corresponding execution path as inputs of GAN. The generator of GAN was used to generate test input and the corresponding expected path. According to the path information, we selected the data that may cover the new branch. The discriminator was used to reinforce the generation ability of the generator so that the generator could generate data that conforms to the true distribution. In this way, our coverage improvement strategy was meaningful.

We conducted the experiments to examine the effectiveness of our proposed framework. Firstly, we applied the framework in two software testing levels: integration testing and unit testing, and then compared the path accuracy and test coverage of three types of GAN models with two structures: fully connected neural network and convolutional neural network. The results showed that, compared with the standard GAN and BiGAN, WGAN-GP provided the better performance in the experiment. Compared with the integration testing application, our framework was more effective in the unit test scheme. Besides, the convolution neural network did not show better prediction performance than the fully connected neural network.

Using GAN to generate test data has a technical problem that some branches are difficult to cover. It can be divided into the following three categories. The first is ‘‘==” conditional branch. It is difficult for GAN to generate a specific value, especially the type of program input is float. The second is the branch with complex conditional expression. When the gap between the target data and the training data is large, it is also difficult to cover it with the GAN method. In order to achieve full branch coverage, we need to do more work to tackle the above problem.

APPENDIX A

HYPER PARAMETERS

|                | Hidden Layers | Hidden Units | Activations | Learning Rate | Batch norm | optimizer |
|----------------|---------------|--------------|-------------|---------------|------------|-----------|
| **GAN**        |               |              |             |               |            |           |
| Generator      | 2             | 64           | LeakyReLU   | 0.001         | TRUE       | Adam      |
| Discriminator  |               |              |             |               |            |           |

|                | Hidden Layers | Activations Functions | Learning Rate | Batch norm | optimizer |
|----------------|---------------|-----------------------|---------------|------------|-----------|
| **GAN( conv)**|               |                       |               |            |           |
| Generator      | Conv1DTranspose() | LeakyReLU | 0.0001 | TRUE | Adam |
| Discriminator  | Conv1D()       | LeakyReLU             | 0.00001       | TRUE       | Adam      |

|                | Hidden Layers | Activations Functions | Learning Rate | Batch norm | optimizer |
|----------------|---------------|-----------------------|---------------|------------|-----------|
| **BiGAN**      |               |                       |               |            |           |
| Generator      | 2             | LeakyReLU             | 0.001         | TRUE       | Adam      |
| encoder        | 2             | LeakyReLU             | 0.001         | TRUE       | Adam      |
| Discriminator  | 2             | LeakyReLU             | 0.001         | TRUE       | Adam      |
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