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Introduction

The existence and uniqueness of measure for the Navier-Stokes equations has been the subject of much recent research, with the main focus being unique time-invariant measure. A major advance was achieved in [9] where it was shown that, under a random bounded kick-type force, the Navier-Stokes system on the torus (bounded domains with smooth boundaries and periodic boundary conditions) has a unique time-invariant measure. In subsequent publications (see [8, 10, 11, 15]) the argument was refined to a more flexible coupling approach, which has extended the argument to white noise case, time-periodic cases (see [16, 20]) and the equations on the sphere (see [19, 20]). Unfortunately, for true meteorological considerations it is also necessary to consider the equations under a fully time-dependent deterministic forcing. While this does, in general, negate the question of existence of time-independent measure, the question of uniqueness and the rate of convergence is still of interest.

In this paper the previous results mentioned are extended to include time-dependent deterministic forces. In order to keep the presentation simple and to highlight similarities between the time-dependent case and previous
work, we use a random perturbation activated by a dirac function as in \cite{8,20} instead of a random perturbation activated by an indicator function as in \cite{16}. In addition, we include a more general case of a squeezing-type property of the deterministic equations similar to one used in \cite{20}, which can allow for more general time-dependent deterministic forces.

The first section presents the main result of the paper, proving a theorem that extends the coupling argument in \cite{12} to time-dependent forces. In particular, it is shown that for an inhomogeneous Markov process that has nonzero probability of coming arbitrarily close together in finite time (see Condition 1.2) and has a coupling between each time step that has a positive probability of being half the initial distance apart (see Condition 1.3) then the associated probability measures are exponentially mixing (converge exponentially). Thus, regardless for any initial distribution, there is only one limiting measure. It should be mentioned that different but equivalent conditions are used to show uniqueness of measure in \cite{16}. The conditions chosen here are to highlight the dependence on the behavior of the underlying deterministic system.

The second section presents an application of the main result to the Navier-Stokes equations on the sphere. A combination of the approaches in \cite{2,5,7,18} are used to first define the deterministic Navier-Stokes equations in the Navier-Stokes equations on the sphere, giving special attention a couple of specific examples of deterministic forcing that guarantee that Condition 1.2 holds. The perturbed equations are then described and conditions are given that guarantee Condition 1.2 without the necessity of a globally attracting solution are presented. Finally, necessary conditions for Condition 1.3 to hold are presented.

1. The Main Theorem

1.1. Preliminaries

Let \((u_t, P_u)\), \(t \geq 0\), be a Feller family of (time-inhomogeneous) Markov processes defined on a measurable space \((\Omega, \mathcal{F})\) with range in \(H\), a separable Hilbert space. Let \(\beta(t, u, \Gamma)\) be the transition function associated with \((u_t, P_u)\),

\[
P(t, u, \Gamma) = P_u \{u_t \in \Gamma\}, \quad u \in H, \Gamma \in \mathcal{B}(H).
\]

Let \(\beta_t\) and \(\beta_t^*\) be the corresponding Markov operators

\[
\beta_t f(u) = \int_H f(v) \beta(t, u, dv), \quad \beta_t^* \mu(\Gamma) = \int_H \beta(t, v, \Gamma) \mu(dv),
\]

where \(f \in C_b(X)\), \(\mu \in \mathcal{P}(H)\), and \(\Gamma \in \mathcal{B}(H)\). In order to examine time-inhomogeneous Markov processes, we will need the following operators which consider the behavior of the Markov process between two fixed times

\[
\beta(t, l, u, \Gamma) = P_u \{u_t \in \Gamma|u_l = u\}
\]
and the corresponding Markov operators

\[ \beta_{t,l}f(u) = \int_H f(v)\beta(t,l,u, dv), \quad \beta_{t,l}^*\mu(\Gamma) = \int_H \beta(t,l,u, \Gamma)\mu(du). \]

As mentioned, this operator considers the flow from time \( l \) to time \( t \) given the state at time \( l \). Of course, if the Markov process is time-independent then \( \beta(t,l,v,\Gamma) = \beta(t-l,v,\Gamma) \) since the behavior only depends on the time-elapsed.

Note that \( \beta(t,l,u,\Gamma) \) satisfies the Chapman-Kolmogorov relation

\[ \beta(t,l,u,\Gamma) = \int_X \beta(s,l,z,\Gamma)\beta(t,s,u,dz) \]

which implies that for \( l \leq s \leq t \)

\[ \beta_{t,l}f(v) = \beta_{t,s} \circ \beta_{s,l}f(v) \quad \text{and} \quad \beta_{t,l}^*\mu(\Gamma) = \beta_{t,s}^* \circ \beta_{s,l}^*\mu(\Gamma). \]

Thus both \( \beta_{t,l} \) and \( \beta_{t,l}^* \) form semi-groups in their respective spaces. Furthermore, this means that for any positive integer \( t \)

\[ \beta_t^*\mu(\Gamma) = \beta_{t,0}^*\mu(\Gamma) = \beta_{t,t-1}^* \circ \beta_{t-1,t-2}^* \circ \cdots \circ \beta_{1,0}^*\mu(\Gamma). \]

If the deterministic force is time-periodic or time-independent (and thus periodic) as considered in [8, 16, 20], then the semi-group property becomes \( \beta_t = \beta_1 \circ \cdots \circ \beta_1 \).

**Example 1.1.** Let \( H \) be a separable Hilbert space, for each fixed \( k \geq 1 \) let \( S_{t,t-1} : H \to H \) be a continuous mapping, and \( \{\eta_k\} \) be a sequence of independent and identically distributed random variables in \( H \) defined on a complete probability space \((\Omega, \mathcal{F}, \mathbb{P})\). Fixing an initial \( v \in H \), consider the sequence of random variables given by the rule:

\[
\begin{align*}
u^0(v) &= v \\
u^{k+1}(v) &= S_{k+1,k}u^k(v) + \eta_{k+1}(x), \quad k = 0, 1, 2, \ldots \quad (1.1) \\
u^{k+\tau}(v_0) &= S_{k+\tau,k}u^k(v), \quad 0 \leq \tau < 1, \quad k = 0, 1, 2, \ldots
\end{align*}
\]

In other words, in between the “kicks” the equations are governed by the (time-dependent) continuous mapping.

This defines a time-inhomogeneous discrete-time Markov process in \( H \) (similar to the analogous formula in [12], p. 24). Furthermore, notice that \( \beta(k,k-1,v,\Gamma) \) is the probability that \( S_{k,k-1}v + \eta_k \in \Gamma \). Thus it is the “one-step” Markov transition function for the process.

For the statement of the main theorem, it will be necessary to recall the concept of a coupling of two measures. A pair of random variables \((\zeta_1, \zeta_2)\) defined on a probability space \( \Omega \) is called a coupling for given measures \( \mu_1, \mu_2 \) if the distribution \( \zeta_1 = \mu_j, \quad j = 1, 2. \)
1.2. The Main Result

Let \((u_t, \mathbb{P}_u)\), \(t \geq 0\), be a Feller family of (time-inhomogeneous) Markov processes defined on a measurable space \((\Omega, \mathcal{F})\) with range in \(H\), a separable Hilbert space with norm \(\|\cdot\|_H\). Let \(\beta(t, u, \Gamma)\) and \(\beta(t, t-1, u, \Gamma)\) be the transition functions associated with \((u_t, \mathbb{P}_u)\) as described above.

Suppose that the following two properties are satisfied:

**Condition 1.2.** For any \(d > 0\) and \(R > 0\) there exists integer \(l = l(d, R) > 0\) and real number \(x = x(d) > 0\) such that

\[
\mathbb{P}\left\{ \|u^l(v) - u^l(w)\|_H \leq d \right\} \geq x, \text{ for all } v, w \in B_H(R),
\]

where \(B_H(R)\) is the ball of radius \(R\) centered at 0 in \(H\).

Condition 1.2 gives that there is a positive probability that the perturbed flow will become arbitrarily close together in finite time regardless of the initial conditions and, thus, provides a controllability assumption on the perturbed flow.

Denote by \(X^k\) the direct product \(X \times \cdots \times X\) endowed with the \(\sigma\)-algebra \(\mathcal{B}(X^k) = \mathcal{B}(X) \times \cdots \times \mathcal{B}(X)\).

**Condition 1.3.** For any \(R > 0\) and for each fixed \(t \geq 0\) there exists a constant \(d > 0\) such that for any points \(u, u' \in B_H(R)\) with \(\|u - u'\|_H \leq d\) the measures \(\beta(t, t-1, u_1, 2, \cdot)\) admit a coupling \(V_{1,2}^{t,t-1} = V_{1,2}^{t,t-1}(u_1, u_2; \omega)\) that is measurable with respect to \((\vec{u}_1, \vec{u}_2, \omega) \in B_H(R)^2 \times \Omega\) such that

\[
\mathbb{P}\left\{ \left\| V_{1}^{t,t-1} - V_{2}^{t,t-1} \right\|_H \geq \frac{d}{2} \right\} \leq Cd
\]

where \(C > 0\) does not depend on \(u, u',\) or \(t\).

Condition 1.3, which in application follows from properties of the underlying deterministic system, will allow the proof of the main result to be reformulated as a result about random variables in \(H\) and says that there is a positive probability that the distance between the random variables is converging to zero. Furthermore, note that the condition only has significance if \(Cd < 1\). Due to this, define \(d_0\) such that

\[
Cd_0 < \frac{1}{32}.
\]

**Theorem 1.4.** Let \(R > 0\) and suppose that Conditions 1.2 and 1.3 hold, then for any \(u, v \in B_H(R)\)

\[
\|\beta(k, u, \cdot) - \beta(k, v, \cdot)\|_L \leq CRe^{-ck}, \quad k \geq 1,
\]

where \(c > 0\) is a constant not depending on \(R\).

In particular, regardless of the initial measure (conditions), measures are exponentially mixing.
1.3. Proof of the Main Theorem

The structure of the proof of Theorem 1.4 is very similar to the arguments found in [S] and [L] and contain many of the same elements as the analogous results for time-independent and time-periodic deterministic forces (c.f. Theorem 3.2.5 in [12], Theorem 2.5 in [16], or Theorem 25 in [20]). However, despite the similarities in the method and structure of the proof, the application of the argument to time-inhomogeneous Markov chains is a significant conceptual departure from previous uses.

The main portion of the proof follows from the behavior of the coupling. In particular, it follows from Condition 1.3 which gives that when the initial conditions are “close enough” together, there is a positive probability that the distance between the coupling for the transition functions will be half the original distance. This idea is given more precisely in the following lemma.

Recall that $d_0$ is such that $Cd_0 < \frac{1}{32}$ where $C$ is from Condition 1.3.

**Lemma 1.5.** For any $R > 0$ let $\tilde{u}_{1,2} \in B_H(R)$ and $d = \|\tilde{u}_1 - \tilde{u}_2\|$. Then under the condition of Theorem 1.4, there is a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ such that for any integer $k \geq 1$ the measures $\mu_{\tilde{u},k}(k)$ admit a coupling $\tilde{U}^k_{1,2} = \tilde{U}^k_{1,2}(\tilde{u}_1, \tilde{u}_2, \omega^k)$, $\omega^k \in \Omega^k$ such that

1. The maps $\tilde{U}^k_{1,2}$ are measurable with respect to $(\tilde{u}_1, \tilde{u}_2, \omega^k) \in B_H(R)^2 \times \Omega^k$.
2. If $d = \|\tilde{u}_1 - \tilde{u}_2\| \leq 2^{-r}d_0$ then
   \[
   \mathbb{P}^k \left\{ \left\| \tilde{U}^k_1 - \tilde{U}^k_2 \right\| \leq 2^{-r-k}d_0 \right\} \geq 1 - 2^{-r-3}, \ k \geq 1, \ r \geq 0. \tag{1.4}
   \]

**Proof.** Since many of the calculations are identical to the proof of Lemma 3.3 in [S], we will highlight the differences by constructing the coupling operator. Recall that for $u_1, u_2 \in B_H(R)$ for any fixed $k \geq 1$ a coupling $V^{k,k-1}_{1,2}(u_1, u_2; \omega)$ exists by assumption. For $j = 1, 2$ define

$$
U^{k,k-1}_{j}(u_1, u_2; \omega) := \begin{cases} 
V^{k,k-1}_{j}(u_1, u_2; \omega), & \text{if } \|u_1 - u_2\| \leq d_0 \\
u^{k,k-1}_{j}(u_j), & \text{if } \|u_1 - u_2\| > d_0
\end{cases}. \tag{1.5}
$$

In other words, if $\|u_1 - u_2\| \leq d_0$ then we proceed by using the coupling and if $\|u_1 - u_2\| > d_0$ we let the random process to continue. Of course, by Condition 1.2 there is a finite time $l(d_0)$ such that there is a positive time that the random process will be within $d_0$.

With this in mind, the random variables $U^k_{1,2}$ are defined inductively on $(\Omega^k, \mathcal{F}^k)$ as follows:

$$
U^k_{j}(u_1, u_2; \omega^k) := \begin{cases} 
u^k(u_j), & \text{if } \|u_1 - u_2\| > d_0, \\
U^{k,k-1}_{j}(U^{k-1}_{1}(u_1, u_2; \omega^{k-1}), U^{k-1}_{2}(u_1, u_2; \omega^{k-1}), \omega_k), & \text{if } \|u_1 - u_2\| > d_0, \\
U^{k,k-1}_{j}(U^{k-1}_{1}(u_1, u_2; \omega^{k-1}), U^{k-1}_{2}(u_1, u_2; \omega^{k-1}), \omega_k), & \text{if } \|u_1 - u_2\| \leq d_0
\end{cases}. \tag{1.6}
$$
where

\[ \omega^k = (\omega^{k-1}, \omega_k), \]

and

\[ U_j^0(u_1, u_2) = u_j. \]  \hfill (1.7)

The remainder of the proof follows the calculation on pp. 361-362 in \[8\] with the exception that our choice of \( d_0 \) is \( 2^{-2} \) times the one used there.  \( \square \)

The remainder of the proof of Theorem 1.4 follows the identical calculation for Theorem 1.1 in \[13\] as the argument only requires that the above lemma holds.

2. The Kicked Navier-Stokes Equations on the Sphere

In this section we consider the 2D Navier-Stokes equations on the sphere under a kick-force, examining under what conditions the system will satisfy the requirements of Theorem 1.4. However, in order to do so, it will be necessary to describe the deterministic Navier-Stokes equations on the sphere.

2.1. The Deterministic Equations on the Sphere

Let \( S^2 \) be the 2-dimensional sphere with coordinates \( \lambda, 0 \leq \lambda \leq 2\pi \) and \( \phi, -\frac{\pi}{2} \leq \phi \leq \frac{\pi}{2} \) (the geographical latitude). The Navier-Stokes equations on the rotating sphere \( S^2 \) are \[7\]

\[
\partial_t \vec{u} + \nabla \vec{u} \vec{u} - \nu \Delta \vec{u} + l \vec{n} \times \vec{u} + \nabla p = \vec{f}, \]

\[
\text{div } \vec{u} = 0, \quad \vec{u}|_{t=0} = \vec{u}_0, \]  \hfill (2.1)

where \( \vec{u} \) is the tangent velocity vector, \( p \) is the pressure, \( f \) is the forcing terms, \( \vec{n} \) is the unit outward normal vector, \( l = 2\Omega \sin \phi \) is the Coriolis coefficient, \( \Omega \) is the angular velocity of the Earth, and “\( \times \)” is the standard cross product in \( \mathbb{R}^3 \).

The operators \( \text{div} \) and \( \nabla \) in Equation (2.1) have their conventional meanings on the sphere, i.e. for functions \( \psi \) and vectors \( \vec{u} \):

\[
\nabla \psi = \frac{\partial \psi}{\partial \phi} \phi + \left( \frac{1}{\cos \phi} \frac{\partial \psi}{\partial \lambda} \right) \lambda, \quad \text{div} \vec{u} = \frac{1}{\cos \phi} \left( \frac{\partial}{\partial \lambda} u_\lambda + \frac{\partial}{\partial \phi} (u_\phi \cos \phi) \right),
\]

where \( \vec{u} = u_\lambda \lambda + u_\phi \phi \).

In order to define the covariant derivative \( \nabla_{\vec{u}} \) and the vector Laplacian \( \Delta \) the following definitions will be needed (\[7\], p. 984):

**Definition 2.1.** For a tangent vector \( \vec{u} \) and a normal vector \( \vec{\psi} = \vec{n} \psi \) (identifying the vector with the function)

\[
\text{curl } \psi = -\vec{n} \times \nabla \psi, \quad \text{curl}_n \vec{u} = -\vec{n} \text{div} (\vec{n} \times \vec{u}).
\]
With these definitions, we have that for a tangent vector \( \vec{u} \) \((7), p. 984)\)

\[
\nabla \vec{u} := \nabla |\vec{u}|^2 - \vec{u} \times \text{curl}_n \vec{u},
\]

(2.2)

\[
\Delta \vec{u} := \nabla \text{div} \vec{u} - \text{curl} \text{curl}_n \vec{u}.
\]

(2.3)

It is worth noting that \( \text{curl}_n \) maps tangent vectors to normal vectors and \( \text{curl} \) maps normal vectors to tangent vectors. Furthermore, for a normal vector \( \psi \)

\[
\text{curl}_n \text{curl} \psi = -\vec{n} \Delta \psi
\]

(2.4)

where \( \Delta \) is the scalar spherical Laplacian.

Remark 2.2. The above operators can be defined through extensions. In particular, for any covering \( \{O_i\} \) of \( S^2 \) by open sets, there is a corresponding set of “cylindrical domains” \( \tilde{O}_i \) that cover a tubular neighborhood of \( S^2, \tilde{S}^2 \).

In each \( \tilde{O}_i \) introduce the orthogonal coordinate system \( \tilde{x}_1, \tilde{x}_2, \tilde{x}_3 \), where \( -\epsilon < \tilde{x}_3 < \epsilon \) is along the normal to \( S^2 \) and for \( \tilde{x}_3 = 0 \) the coordinates \( x_1, x_2 \) agree with the spherical coordinates. Each of the operators are then defined as restrictions back onto the sphere (see \( [2, 5, 18] \)).

Now let \( L^p(S^2) \) denote the standard \( L^p \)-spaces of the square integrable scalar functions \( \psi \) with mean value zero and tangent vector field \( \vec{u} \) on \( S^2 \) with norms

\[
\|\psi\|_{L^2} := \int_{S^2} \psi^2 dS^2
\]

\[
\|\vec{u}\|_{L^2} := \int_{S^2} \vec{u} \cdot \vec{u} dS^2.
\]

Note that while these are integrals over oriented manifolds, locally \( dS^2 = \cos \phi d\phi d\lambda \).

Let \( \psi \) be a scalar function and \( \vec{u} \) be a vector field on \( S^2 \). For \( s \geq 0 \), the standard Sobolev spaces \( H^s \) have norm

\[
\|\psi\|_{H^s}^2 := \|\psi\|_{L^2}^2 + \langle -\Delta^s \psi, \psi \rangle_{L^2}
\]

and

\[
\|\vec{u}\|_{H^s}^2 := \|\vec{u}\|_{L^2}^2 + \langle -\Delta^s \vec{u}, \vec{u} \rangle_{L^2}.
\]

By the Hodge Decomposition Theorem, the space of smooth vector fields on \( S^2 \) can be decomposed as \((5), p. 564)\):

\[
C^\infty(S^2) = \{ \vec{u} : \vec{u} = \text{grad} \phi, \phi \in C^\infty(S^2) \} \oplus \{ \vec{u} : \vec{u} = \text{curl} \phi, \phi \in C^\infty(S^2) \}
\]

\[
= \{ \vec{u} : \vec{u} = \text{grad} \phi, \phi \in C^\infty(S^2) \} \oplus V_0.
\]

Definition 2.3. Let \( H := \text{curl}(H^1(S^2)) \) and \( V := \text{curl}(H^2(S^2)) \), which are closed subspaces of \( L_2(S^2) \) and \( H^1(S^2) \) respectively.
Note that $H$ is the $L^2$ closure of $V_0$ and thus $\text{div} \, \vec{u} = 0$ for $\vec{u} \in H$ and $V$ is the $H^1$ closure of $V_0$ and thus $\text{div} \, \vec{u} = 0$ for $\vec{u} \in V$. Furthermore, $V$ is compactly embedded into $H$, and by the Poincare Inequality the $V$ norm is equivalent to the $H^1$ norm for divergence-free vector fields (see [5], pp. 563-565).

Since the equations will be defined on spaces of divergence-free vector fields, the following definition will be useful.

**Definition 2.4.** For a vector field $\vec{u}$, define the Laplacian on divergence-free vector fields as

$$A\vec{u} := \text{curl} \text{curl}_n \vec{u}. \quad (2.5)$$

Furthermore, if $\text{div} \, \vec{u} = 0$ then $A\vec{u} = -\Delta \vec{u}$.

Since the operator $A = \text{curl} \text{curl}_n$ is a self-adjoint positive-definite operator in $H$ it has eigenvalues $0 < \lambda_1 \leq \lambda_2 \leq \ldots$ with the only accumulation point $\infty$ that correspond to an orthonormal basis in $H$ and an orthogonal basis in $V$.

Let $P_H$ be the projection onto $H$. Since the projection commutes with $\partial_t$ and $A$, the projection of the Navier-Stokes equations onto $H$ is

$$\partial_t \vec{u} + \nu A\vec{u} + B(\vec{u}, \vec{u}) + C(\vec{u}) = \vec{f}, \quad \vec{u}|_{t=0} = \vec{u}_0, \quad (2.6)$$

where $B(\vec{u}, \vec{u}) + C(\vec{u}) = P_H(\nabla \vec{u} \vec{u} + \ell \vec{n} \times \vec{u})$. Furthermore, for all $\vec{v} \in V$

$$\langle B(\vec{u}, \vec{u}) + C(\vec{u}), \vec{v} \rangle_H = b(\vec{u}, \vec{u}, \vec{v}) + \langle \ell \vec{n} \times \vec{u}, \vec{v} \rangle_H, \quad (2.7)$$

where $b(\vec{u}, \vec{u}, \vec{v}) = \langle \vec{u} \times \text{curl}_n \vec{u}, \vec{v} \rangle$ and in general ([2], p. 8)

$$b(\vec{u}, \vec{v}, \vec{w}) = \frac{1}{2} \int_{S^2} (-\vec{u} \times \vec{v} \cdot \text{curl}_n \vec{w} + \text{curl}_n \vec{u} \times \vec{v} \cdot \vec{w} - \vec{u} \times \text{curl}_n \vec{v} \cdot \vec{w}) \, dS^2.$$

**Remark 2.5.** $b(\vec{u}, \vec{v}, \vec{w})$ is the standard trilinear form associated with the Navier-Stokes equations, i.e.

$$b(\vec{u}, \vec{v}, \vec{w}) = \pi \sum_{i,j=1}^3 \int_M u_j D_t v_j w_j \, dx, \quad (2.8)$$

where $\pi$ is the orthogonal projection onto $S^2$ and the trilinear terms satisfies estimates analogous to those in the case of flat domains ([5], pp. 561-566).

We now state the existence and uniqueness of solutions to the deterministic Navier-Stokes equations in terms of the projected equations, as is standard. The proof is the same as the case of bounded domains with smooth boundaries and periodic boundary conditions (see [14], pp. 245-254 and [5], Theorem 2.2).

**Theorem 2.6.** Suppose $\vec{f} \in L^2(0, T; H)$ and $\vec{u}_0 \in H$ then a solution of equation (2.6) exists uniquely and $\vec{u} \in L^2(0, T; V) \cap C([0, T]; H)$. If $\vec{u}_0 \in V$ then the solution is strong, i.e. $\vec{u} \in L^2(0, T; D(A)) \cap C([0, T]; V)$ and $\frac{d\vec{u}}{dt} \in L^2(0, T; H)$. 


Exponentially stable solutions are of special interest in the following section, where exponentional stability means that for any \( R > 0 \), for all \( t \geq t_0 \), and for some \( \alpha > 0 \)
\[
\| S_t \vec{u}_0 - S_t \vec{v}_0 \|_H \leq C(R)e^{-\alpha(t-t_0)}\| \vec{u}_0 - \vec{v}_0 \|_H \quad \forall \, \vec{u}_0, \vec{v}_0 \in B_H(R) \tag{2.9}
\]
where \( C(R) \) can depend on the norm of the force, \( u(t_0) = u_0 \), and \( S_t \) is the solution operator for the Navier-Stokes equations, i.e. \( S_t u = u(t) \).

**Lemma 2.7.** The solution is exponentially stable if one of the following conditions holds:

1. If
\[
\left\| \vec{f} \right\|_{L^\infty(0, \infty; H)} < \frac{\nu \sqrt{\lambda_1}}{k}. \tag{2.10}
\]
2. If the force yields a solution of the form \( g(t) \text{curl} \sin(\phi) \vec{n} \).
3. If the force is within \( \delta \) of a force that yields a solution of the form \( g(t) \text{curl} \sin(\phi) \vec{n} \), for a particular choice of delta. (We call such a solution almost zonal.)

Since the proof of Lemma 2.7 is technical in nature, the proof is reserved for the appendix.

**Remark 2.8.** Due to [4], p.19, if the deterministic force is time-periodic (or time-independent), then the existence of an exponentially stable solution guarantees that the solution will have the same period as the force.

### 2.2. The Perturbed Equations on the Sphere

We now turn to the Navier-Stokes equations on the sphere perturbed by a random kick-type force. The perturbations considered are an external forcing on the system activated by a Dirac function and in between the perturbations the system is governed by the deterministic equations. In particular, consider the Navier-Stokes system with forcing \( \vec{f} \in L^\infty(0, \infty; H) \) and a random kick-force \( \vec{g} \) bounded in \( H \):

\[
\partial_t \vec{u} + \nu A \vec{u} + B(\vec{u}, \vec{u}) + C(\vec{u}) = \vec{f} + \vec{g},
\]

\[
\vec{g} = \sum_{k=1}^{\infty} \eta_k(x) \delta_{kT}(t), \quad \vec{\eta}_k \in H, \quad \| \vec{\eta}_k \|_H < \infty \quad \forall k. \tag{2.11}
\]

Furthermore, as in [8], pp. 356-357, we assume the kick-force satisfies:

**Condition 2.9.** Let \( \{ \vec{e}_j \} \) be the orthonormal basis for the Hilbert space \( H \), then
\[
\vec{\eta}_k = \sum_{j=1}^{\infty} b_j \zeta_{jk} \vec{e}_j, \quad b_j \geq 0, \quad B_0 = \sum_{j=1}^{\infty} b_j^2 < \infty, \tag{2.12}
\]
for \( \{ \zeta_{jk} \} \) a family of independent, identically distributed real-valued variables, with \( |\zeta_{jk}| \leq 1 \) for all \( j, k \). Their common law has density \( p_j \) with respect to Lebesgue measure where \( p_j \) is of bounded variation with support in the interval \([-1, 1]\). Furthermore, for any \( \epsilon > 0 \),
\[
\int_{|r| < \epsilon} p_j(r)dr > 0.
\]
The notation from now on will be:

- \( S_{t,s} \vec{v}_0 \) is the solution of the deterministic equation with initial condition at time \( t = s \) of \( \vec{v}_0 \in \mathcal{H} \) at time \( t \geq s \).
- \( S_{t,0} \vec{v}_0 = S_t \vec{v}_0 \).
- For simplicity of notation take the time between kicks as \( T = 1 \).
- \( \vec{u}^t(\vec{v}_0) \) is the solution of (2.11) with initial condition \( \vec{v}_0 \) at time \( t \geq 0 \).

Then, the perturbed system is described by

\[
\begin{align*}
    u^0(v) &= v \\
    u^{k+1}(v) &= S_{k+1,k}u^k(v) + \eta_{k+1}(x), \quad k = 0, 1, 2, \ldots \quad (2.13)
    \\
    u^{k+\tau}(v_0) &= S_{k+\tau,k}u^k(v), \quad 0 \leq \tau < 1, \quad k = 0, 1, 2, \ldots
\end{align*}
\]

It is worth noting that if all of the “kicks” were the zero realization, then \( S_n \vec{v}_0 = \vec{u}^n(\vec{v}_0) \).

Since the perturbed system is of the same form as in Example 1.1, it remains to examine when Conditions 1.2 and 1.3 hold. While it is fairly straightforward that the existence of an exponentially stable solution is sufficient for Condition 1.2, it also guarantees that any two deterministic solutions with different initial conditions will become arbitrarily close together as \( t \to \infty \).

Similarly, any point that acts locally like an asymptotically stable solution will be a (local) contraction of the flow and needs to be considered. Since it will be sufficient for the random perturbations to be finite-dimensional (see Theorem 2.12), it will suffice for the solution to be locally stable in a finite number of dimensions. It should be pointed out that the following definition also captures the same concept as determining modes ([14], p. 363).

**Definition 2.10.** Let \( D(f) \) be the radius of the deterministic absorbing set (see [5], p. 572) and \( P_M \) be the projection onto the first \( M \) eigenfunctions. A point \( \vec{u} \in B_H(D(f)) \) is called **finitely stable** if for some \( M \geq 1 \), for some \( \delta > 0 \), for any \( \epsilon > 0 \) and for all \( \vec{v} \in B_H(D(f) + \epsilon) \) satisfying \( \|P_M\vec{u} - P_M\vec{v}\|_H \leq \delta \),

\[
\|S_t\vec{u} - S_t(\vec{v})\|_H \to 0. \quad (2.14)
\]

In other words, if the finite-dimensional projections are “close enough,” then the solutions converge.

Though the assumption of a finitely stable point allows for the possibility of multiple solutions, it also will require additional assumptions for the structure of the perturbations.

**Definition 2.11.** The following is called the **big kick assumption.** Let \( M \) be as in Definition 2.10. For some \( N \geq M \) let the \( b_j \) from Condition 2.9 satisfy

\[
\begin{align*}
    b_1 &\geq 2D(f), \\
    b_j &\geq \frac{2D}{\lambda_j^{1/2}} \quad \text{for } 2 \leq j \leq M, \\
    b_j &> 0 \quad \text{for } M < j \leq N.
\end{align*} \quad (2.15)
\]
where $D = D(f)$ is the same as in (2.16) and $\lambda_j$ is the eigenvalue corresponding to $\vec{e}_j(x)$.

By the Poincare inequality and standard estimates for the $H^1$ norm (c.f. Equation 4.8 in [5]) the $b_j$ are assumed to be twice as large as $\|Q_{j-1}\vec{u}(t)\|_H$ if the initial condition is zero (where $Q_n = I - P_n$). In particular, if the stochastic flow is within $\delta$ of the ball of radius $D(f)$ then the kicks are large enough to “kick” the first $M$-dimensions of the flow within $\delta$ of the first $M$ dimensions of any point, thus a finitely stable point, in the deterministic absorbing ball with nonzero probability. In other words, the big kick assumption allows the perturbation to “kick” the flow from anywhere in the absorbing ball into the stability radius of a finitely stable point.

**Theorem 2.12.** Let the kicks satisfy Condition (2.9), let $\vec{f} \in L^{\infty}(0, \infty; H)$, and that either:

- there exists at least one finitely-stable point and the big kick assumption holds or
- there is an exponentially stable solution.

Then there is an $N$ such that if $b_j > 0$ for $j = 1, 2, ..., N$ then Conditions 1.2 and 1.3 hold.

The proof of Theorem 2.12 is based on the following two lemmas, which follow from showing that the 2D Navier-Stokes equations on the sphere satisfy the following conditions. These follow from standard estimates of the Navier-Stokes equations (included in the Appendix for completion).

**Condition 2.13.** For any $R$ and $r$ with $R > r > 0$ there exist $C = C(R, f)$, $D = D(f)$, $a = a(R, r) < 1$ all positive and there exists an integer $n_0 = n_0(R, r) \geq 1$ such that

\[
\|S_n\vec{u}_0\|_H \leq \max \{a\|\vec{u}_0\|_H + D, r + D\}, \quad \vec{u}_0 \in B_H(R), \quad \forall n \geq n_0, \tag{2.16}
\]

\[
\|S_{t,t-1}\vec{u}_0 - S_{t,t-1}\vec{v}_0\|_H \leq C\|\vec{u}_0 - \vec{v}_0\|_H, \quad \forall t \in [1, \infty), \quad \vec{u}_0, \vec{v}_0 \in B_H(R); \tag{2.17}
\]

where $\|\vec{\eta}_k\|^2 \leq B_0$ for all $k$.

Furthermore, there is a decreasing sequence $\gamma_N(R, f) > 0$, $\gamma_N \to 0$ as $N \to \infty$ such that for all $t \in [1, \infty)$, $\vec{u}, \vec{v} \in B_H(R)$

\[
\|(I - P_N)(S_{t,t-1}\vec{u}_0 - S_{t,t-1}\vec{v}_0)\|_H \leq \gamma_N(R, f)\|\vec{u}_0 - \vec{v}_0\|_H, \tag{2.18}
\]

where $P_N$ is the projection onto the first $N$ eigenfunctions $\vec{e}_j$.

**Lemma 2.14.** Under the assumptions of Theorem 2.12 for any $R > 0$ and for each fixed $t \geq 0$ there exists a constant $d > 0$ such that for any points $u, u' \in B_H(R)$ with $\|u - u'\|_H \leq d$ the measures $\beta(t, t - 1, u_{1,2}, \cdot)$ admit a coupling $V_{1,2}^{t,t-1} = V_{1,2}^{t,t-1}(u_{1,2}; \omega)$ that is measurable with respect to $(\bar{u}_1, \bar{u}_2, \omega) \in B_H(R)^2 \times \Omega$ such that

\[
P \left\{ \|V_{1}^{t,t-1} - V_{2}^{t,t-1}\|_H \geq \frac{d}{2} \right\} \leq Cd
\]
where $C > 0$ does not depend on $u, u', \text{ or } t$.

**Proof.** By equation (2.17), $S_{t,t-1} : H \to H$ is a Lipschitz operator for any fixed $t \in [1, \infty)$, with Lipschitz constant depending only on the one time unit elapsed. Since equation (2.18) is also satisfied for any fixed $t \in [1, \infty)$, the proof of Lemma 2.14 follows identical to the proof of Lemma 3.2 in [8], which uses equations (2.17) and (2.18), with the exception that constants now depend on the norm of $f$. \hfill $\square$

The next lemma requires knowing that any sequence of realization of kicks can be taken, with positive probability, arbitrarily close to any other prescribed sequence of vectors in $\text{supp}D(\vec{\eta})$ (see [9], Lemma 5.4). Furthermore, since the proof of the following lemma requires properties of the long term behavior of the deterministic system and the kicks but not the time-dependence of the force, the proof is identical to that of Lemmas 6 and 7 in [20] and thus only a brief sketch is given here.

**Lemma 2.15.** Under the assumptions of Theorem 2.12 for any $d > 0$ and $R > 0$ there exists integer $l = l(d,R) > 0$ and real number $x = x(d) > 0$ such that

$$
\mathbb{P}\left\{\|u^l(v) - u^l(w)\|_H \leq d\right\} \geq x, \text{ for all } v, w \in B_H(R),
$$

(2.19)

where $B_H(R)$ is the ball of radius $R$ centered at 0 in $H$.

**Proof.** First suppose that all kicks are the zero realization. Then one of the following happen:

- the system is exponentially stable and thus there is a time such that any two solutions become within $\delta/2$ or
- the system has a finitely stable point and there is a time such that any solution is within $d/2$ of the absorbing ball of radius $D(f)$, where $d$ is the stability radius of the finitely stable point.

The proof now proceeds as follows:

- there is a positive probability that if all the kicks have size $\leq \gamma$ with $\gamma > 0$ then the continuity of the system (equation (2.17)) implies the result.
- there exists a “large kick” that can send the solution within $d/2$ of the finitely stable point. By the definition of a finitely stable point, there is a time such that the two solutions are within $\delta/2$. By continuity there is a $\gamma > 0$ such that if the kicks are within $\gamma$ to the above prescribed sequence, then the result holds. \hfill $\square$

Thus Theorem 2.12 holds and Theorem 1.4 gives that there is an unique measure that any other initial distribution will converge to exponentially.
3. Conclusion

While there is uniqueness of measure for the kicked Navier-Stokes equations with a bounded time-dependent deterministic force, the requirements on the forces are rather restrictive. While zonal forces are applicable and important to meteorology, the forces are still restricted to the specific case of forcing along the first spherical harmonic. While the extension to the almost zonal solution does extend the results to more realistic atmospheric flows, the forces are still very restrictive in that they can only be a “small” distance from a zonal forcing in the first spherical harmonic. Thus, it would appear that the most applicable case to real atmospheric flows would be the finitely stable point. However, this requires a minimum size of kicks that are potentially unrealistic. Even though the probability of such a large kick occurring can be arbitrarily small by choice of the structure of the random variable, it must be nonzero and thus the “large kick assumption” is also problematic for meteorological considerations.

It is possible, however, that the kicks may be allowed to be smaller. The big kick assumption is to ensure that a kick can, with positive probability, send the flow into the neighborhood of any point in the deterministic absorbing ball. The reason for the big kick assumption comes from the deterministic setting where a dirac measure at any stationary solution is a time-invariant measure, giving non uniqueness if there are multiple stationary solutions. Thus, for example, if there are two stable stationary solutions the kicks must be (at minimum) large enough to send the flow from inside the radius of stability of one into the radius of stability of the other. The big kick assumption is sufficient to do this, but a smaller, and thus more physically relevant, kick may suffice.

Of course, the majority of the results presented in this paper apply to the Navier-Stokes equations on the torus. While the results concerning the zonal solutions no longer hold, if the force yields an unique asymptotically stable solution or a finitely stable point then there is again unique measure for the time-dependent equations.

4. Appendix

4.1. Estimates

We now present estimates that will be needed to establish Condition 2.13 and Lemma 2.7. Since the majority of the estimates are well-known and analogous to standard estimates on flat domains, proof will only be provided for less standard results (cf. 3, 5, 6, 12).

Lemma 4.1. For \( \tilde{u} \in V \) the Poincare Inequality holds, i.e.

\[
\| \tilde{u} \|_V^2 = \| A^{1/2} \tilde{u} \|_H^2 \geq \lambda_1 \| \tilde{u} \|_H^2 \tag{4.1}
\]

where \( \lambda_1 \) is the first eigenvalue of the Laplacian. In particular, the \( V \)-norm is equivalent to the \( H^1 \)-norm on \( V \).
It is worth mentioning that $\lambda_1$ is the first eigenvalue of the scalar Laplacian on the sphere ([5], p.567).

**Lemma 4.2.** For $\vec{u}, \vec{v}, \vec{w} \in V$, the trilinear form satisfies
\[ b(\vec{u}, \vec{v}, \vec{v}) = 0, \] (4.2)
\[ |b(\vec{u}, \vec{v}, \vec{w})| \leq k \|\vec{u}\|^{1/2}_H \|\vec{v}\|^{1/2}_H \|\vec{w}\|^{1/2}_H. \] (4.3)

If $\vec{v} \in H^2 \cap V$ then
\[ b(\vec{v}, \vec{v}, A\vec{v}) = 0, \] (4.4)
\[ |b(\vec{u}, \vec{v}, \vec{w})| \leq k \|\vec{u}\|^{1/2}_H \|\vec{v}\|^{1/2}_H \|\vec{w}\|^{1/2}_H |\vec{v}|_H. \] (4.5)

For Lemma 2.7, it will be necessary to have estimates involving terms of the form $\langle \text{curl}_n v \times u, w \rangle$.

**Lemma 4.3.** For $\vec{u}, \vec{v}, \vec{w} \in V$, the following hold: For any $u, v \in H^1$
\[ \langle \text{curl}_n u \times v, v \rangle = 0. \] (4.6)

If $v \in H^2 \cap V$ and $u$ is a zonal vector field (only latitudinal dependence) then
\[ \langle \text{curl}_n u \times v, u \rangle = 0, \] (4.7)
\[ \langle \text{curl}_n v \times u, Av \rangle = 0. \] (4.8)

Furthermore, if $\vec{u} = g(t) \text{curl} \sin(\phi) \vec{n}$ ($g(t)$ is uniformly bounded) and $\vec{v} \in H^2 \cap V$ then
\[ \langle \text{curl}_n v \times u, v \rangle = 0 \] (4.9)
\[ \langle \text{curl}_n u \times v, Av \rangle = 0. \] (4.10)

**Proof.** The proof of (4.8) and (4.10) can be found on pages 69-70 of [6] (the proof of (4.8) holds for any zonal force) since the time-dependent function pulls out of the estimate. It remains to prove (4.6), (4.7) and (4.9). The arguments are similar to calculations for (4.8) and (4.10).

Since the sphere is simply connected, for a divergence-free vector field $\vec{u}$, there is a flow function $\psi$ ([5], pp. 567-568) with mean zero
\[ \vec{u} = -\text{curl}_n \psi \vec{n} = \vec{n} \times \nabla \psi, \quad \text{curl}_n \vec{u} = \Delta \psi \vec{n}, \]
where $\Delta$ is the spherical Laplacian for functions.

For the following calculation, we will need the following information about the spherical Jacobian ([6], p.51). Let $\vec{u} = -\text{curl}_n \tilde{\psi} \vec{n}$ and $\vec{v} = -\text{curl}_n \vec{n}$.

\[ J(a, b) = -\text{curl}_n (\vec{n} a \times (\vec{n} a \times \nabla b)) = \frac{1}{\cos \phi} \left( \frac{\partial a}{\partial \lambda} \frac{\partial b}{\partial \phi} - \frac{\partial b}{\partial \lambda} \frac{\partial a}{\partial \phi} \right), \]
\[ \text{curl}_n (\text{curl}_n \vec{v} \times \vec{u}) = -J(\Delta \psi, \tilde{\psi}), \] (4.11)
\[ \int_M J(a, b) dS^2 = 0, \quad \text{by Stoke’s Theorem.} \] (4.12)

Notice that if $\vec{u}$ is zonal, then $\text{curl}_n (\text{curl}_n \vec{u}, \vec{u}) = -J(\tilde{\psi}, \tilde{\psi}) = 0$, which establishes (4.7).
The following calculation is sufficient to establish (4.6).

\[
\langle \text{curl}_n \bar{u} \times \bar{v}, \bar{v} \rangle = - \langle \text{curl}_n \bar{u} \times \bar{v}, \text{curl} \psi \rangle = - \langle \text{curl}_n (\bar{n} \Delta \bar{\psi} \times \bar{v}), \psi \rangle = \int J(\Delta \bar{\psi}, \psi) \psi dS^2 = \frac{1}{2} \int J(\Delta \bar{\psi}, \psi^2) dS^2 = 0.
\] (4.13)

Finally, suppose that \( \bar{u} \) is zonal of the form \( g(t) \text{curl} \sin(\phi) \bar{n} \). Denoting \( \bar{v} = -\text{curl} \psi \), then

\[
\langle \text{curl}_n \bar{v} \times \bar{u}, \bar{v} \rangle = - \langle \text{curl}_n \bar{v} \times \bar{u}, \text{curl} \psi \rangle = - \langle \text{curl}_n (\bar{n} \Delta \psi \times \bar{u}), \psi \rangle = \int J(\Delta \psi, g(t) \sin(\phi)) \psi dS^2 = g(t) \int_M (\partial_\lambda \Delta \psi) \psi dS^2
\] using Integration by Parts

\[
= -g(t) \int_M (\Delta \psi) \partial_\lambda \psi dS^2.
\] (4.14)

The remainder of the calculation is identical to the calculation on p. 62 of [6], which establishes (4.9). \( \square \)

The following lemma will allow for the Coriolis term \( C(\bar{u}) \) to vanish from all the estimates. Its proof only uses that the Laplacian commutes with differentiability in the longitudinal direction - see [17], p. 635.

**Lemma 4.4.** For smooth vector fields \( \bar{u} \), the following holds for \( r \geq 0 \)

\[
\langle C(\bar{u}), A^r \bar{u} \rangle_H = \langle l \bar{n} \times \bar{u}, A^r \bar{u} \rangle = 0.
\] (4.15)

We now turn to the proofs of Condition 2.13 and Lemma 2.7. Since most of the inequalities in Condition 2.13 are well-known, the necessary estimates will be given without proof. We instead provide the proof for inequality (2.18) and Lemma 2.7. Recall that \( \bar{f} \in L^\infty(0, \infty; H) \).

### 4.2. Proof of Inequality (2.18)

Let \( S_{t_0,t_0} \bar{u}_0 \) be the solution of the 2D Navier-Stokes equations with initial condition \( \bar{u}_0 \) at time \( t_0 \) (in particular, \( S_{t_0,t_0} u = u_0 \)). The following estimates will be needed (cf. [1] [3] [5] [12] [14]).
Lemma 4.5. The following inequalities hold for the deterministic 2D Navier-Stokes equation on the sphere for all $t \geq t_0$:

$$\|S_{t,t_0} \tilde{u}_0\|_H^2 \leq \|\tilde{u}_0\|_H^2 e^{-\lambda_1(t-t_0)} + \frac{\|f\|^2_{L^\infty(0,\infty;H)}}{\nu^2 \lambda_1} \left(1 - e^{-\nu \lambda_1(t-t_0)}\right) \quad (4.16)$$

$$\nu \int_s^{t+s} \|S_{\tau,t_0} \tilde{u}_0\|_{H^1}^2 d\tau \leq \|S_{s,t_0} \tilde{u}_0\|_H^2 + \frac{t}{\nu} \|f\|^2_{L^\infty(0,\infty;H)} \quad (4.17)$$

$$\|S_{t,t_0} \tilde{u}_0\|_H^2 \leq \|\tilde{u}_0\|_{H^1}^2 e^{-\lambda_1(t-t_0)} + \frac{\|f\|^2_{L^\infty(0,\infty;H)}}{\nu^2 \lambda_1} \left(1 - e^{-\nu \lambda_1(t-t_0)}\right) \quad (4.18)$$

$$\nu \int_s^{t+s} \|S_{\tau,t_0} \tilde{u}_0\|_{H^2}^2 d\tau \leq \|S_{s,t_0} \tilde{u}_0\|_{H^1}^2 + tC(\|f\|_{L^\infty(0,\infty;H)}) \quad (4.19)$$

where $\lambda_1$ is the first eigenvalue of the operator $-\Delta$ on functions.

Moreover, for any $t \geq \frac{1}{2} + t_0$

$$\|S_{t,t_0} \tilde{u}_0\|_{H^1}^2 \leq K \|\tilde{u}_0\|_H^2 e^{-\nu \lambda_1(t-t_0)} + C_1 \|f\|^2_{L^\infty(0,\infty;H)} \quad (4.20)$$

It should be mentioned that the choice of $\frac{1}{2}$ in equation (4.20) is arbitrary and any number can be used, only changing the constants. Furthermore, combining equations (4.20) and (4.19) gives

$$\nu \int_s^{t+s} \|S_{\tau,t_0} \tilde{u}_0\|_{H^2}^2 d\tau \leq C(\|\tilde{u}_0\|_H^2 + tC(\|f\|_{L^\infty(0,\infty;H)}) + C(\|f\|_{L^\infty(0,\infty;H)}). \quad (4.21)$$

Now consider the difference between two solutions $\bar{w} = \bar{u} - \bar{v}$

$$S_{t,t_0} \bar{u} - S_{t,t_0} \bar{v} = \frac{\partial \bar{w}}{\partial t} + \nu A + B(\bar{w}, \bar{u}) + B(\bar{v}, \bar{w}) + C(\bar{w}) = 0. \quad (4.22)$$

Lemma 4.6. For all $t \geq 0$ the difference of solutions satisfies

$$\|S_{t,t_0} \bar{w}_0\|_H^2 \leq \|\bar{w}_0\|_H^2 \times \exp \left(-\nu \lambda_1(t-t_0) + \frac{k^2}{\nu^2} \|f\|^2_{L^\infty(0,\infty;H)} + \frac{k^2}{\nu^2} \|u_0\|^2_H\right). \quad (4.23)$$

Remark 4.7. By equation (4.23) in order to ensure (2.9) it is sufficient that

$$\|f\|_{L^\infty(0,\infty;H)} < \frac{\nu^2 \sqrt{\lambda_1}}{k}. \quad (4.23')$$

Unlike the previous estimates, we use a less standard approach in the following lemma.

Lemma 4.8. Let $\bar{w} = \bar{u} - \bar{v}$ and for any $R > 0$ let $\|\tilde{u}_0\|_H < R$ and $\|\bar{v}_0\|_H < R$. The following estimate holds for all $t \geq t_0 + 1$:

$$\|S_{t,t_0} \bar{w}_0\|_{H^1} \leq C(R, f, t-t_0) \|\bar{w}_0\|_H. \quad (4.24)$$
Proof. Taking the inner product equation (4.22) with $\vec{w}$ and using equations (4.2) and (4.3) gives

$$\frac{1}{2} \partial_t \| \vec{w} \|_H^2 + \nu \| \vec{w} \|_H^2 \leq k \| \vec{w} \|_H \| \vec{u} \|_H^2$$

$$\leq \frac{\nu}{2} \| \vec{w} \|_H^2 + \frac{k^2}{2\nu} \| \vec{w} \|_H^2 \| \vec{u} \|_H^2.$$ 

$$\Rightarrow \partial_t \| \vec{w} \|_H^2 + \nu \| \vec{w} \|_H^2 \leq \frac{k^2}{\nu} \| \vec{w} \|_H^2 \| \vec{u} \|_H^2.$$ 

Integrating equation (4.25) and using the Mean Value Theorem give that there is an $s \in (t_0 + \frac{1}{2}, t_0 + 1)$ such that

$$\nu \| S_{s,t_0} \vec{w}_0 \|_{H^1}^2 = 2\nu \int_{t_0 + 1/2}^{t_0 + 1} \| S_{\tau} \vec{w}_0 \|_{H^1}^2 d\tau \quad \text{and by (4.25)}$$

$$\leq C \| S_{t_0 + 1/2,t_0} \vec{w}_0 \|_{H^1}^2 + C \int_{t_0 + 1/2}^{t_0 + 1} \| S_{\tau,t_0} \vec{w}_0 \|_{H^1}^2 \| S_{\tau,t_0} \vec{u}_0 \|_{H^2}^2 d\tau$$

using equations (4.17) and (4.23)

$$\leq C(R, \| \vec{f} \|_{L^\infty(0,\infty;H)}) \| \vec{w}_0 \|_{H^1}^2.$$ 

(4.26)

Now taking the $L^2$ inner product of equation (4.22) with $A\vec{w}$ gives

$$\frac{1}{2} \partial_t \| \vec{w} \|_{H^1}^2 + \nu \| \vec{w} \|_{H^2}^2 \leq |b(\vec{u}, \vec{w}, A\vec{w})| + |b(\vec{w}, \vec{v}, A\vec{u})|.$$ 

(4.27)

By equation (4.5), the right side of equation (4.27) is bounded above by

$$\leq k \| \vec{u} \|_{H^1}^{1/2} \| \vec{w} \|_{H^2}^{1/2} \| \vec{w} \|_{H^1}^{1/2} \| \vec{w} \|_{H^2}^{1/2} \| \vec{w} \|_{H^2} + k \| \vec{w} \|_H \| \vec{v} \|_H \| \vec{w} \|_H$$

$$\leq K \| \vec{u} \|_{H^1}^2 \| \vec{w} \|_{H^2}^2 \| \vec{w} \|_{H^1}^2 + \nu \| \vec{w} \|_{H^2}^2 + C \| \vec{w} \|_{H^1}^2 \| \vec{v} \|_{H^2}^2 \text{ by Cauchy.}$$ 

(4.28)

Therefore

$$\partial_t \| \vec{w} \|_{H^1}^2 \leq \left( -\nu \lambda_1 + K \left( \| \vec{w} \|_{H^2}^2 \| \vec{w} \|_{H^1}^2 + \| \vec{v} \|_{H^2}^2 \right) \right) \| \vec{w} \|_{H^1}^2.$$ 

(4.29)

and

$$\| S_{t,t_0} \vec{w}_0 \|_{H^1}^2 \leq \| S_{s,t_0} \vec{w}_0 \|_{H^1}^2 \times$$

$$\exp \left( -\nu \lambda_1 (t-s) + k \int_s^t \left( \| S_{\tau} \vec{u}_0 \|_{H^1}^2 \| S_{\tau} \vec{w}_0 \|_{H^2}^2 + \| S_{\tau} \vec{v}_0 \|_{H^2}^2 \right) d\tau \right).$$ 

(4.30)

By equations (4.16) and (4.21) this is bounded above by (increasing the integrals)

$$\leq \exp \left( C(R,f) \int_{t_0}^t \| S_{\tau,t_0} \vec{u}_0 \|_{H^1}^2 d\tau + C(R) + (t-t_0)C \| \vec{f} \|_{L^\infty(0,\infty;H)}^2 \right).$$ 

(4.31)

By equations (4.17) and (4.26) this is bounded above by

$$\leq C(R,f) \| \vec{w}_0 \|_{H}^2 \exp \left( -\nu \lambda_1 (t-(t_0+1)) \times$$

$$\exp \left( C(R,f) + C(R) + (t-t_0)C \| \vec{f} \|_{L^\infty(0,\infty;H)}^2 \right).$$ 

(4.32)
which establishes (4.24).

We know turn to the proof of inequality (2.18). Let

\[ Q = (I - P_N)S_t \vec{w}_0 = (I - P_N)(S_{t,t_0}(\vec{u}_0 - \vec{v}_0)). \]

Then

\[ \|Q\|_H^2 \leq \frac{1}{\lambda_{N+1}} \|Q\|_{H^1}^2 \leq \frac{1}{\lambda_{N+1}} \|S_t \vec{w}_0\|_{H^1}^2 \leq \frac{C(R,f,t-t_0)}{\lambda_{N+1}} \|\vec{w}_0\|_H^2 := \gamma_N \|\vec{w}_0\|_H^2, \tag{4.33} \]

where the last step is by (4.24). For any \( t \geq t_0 + 1 \) a \( N \) can be found (depending on \( t - t_0, R, \) and \( f \)) such that the \( \gamma_N \) is less than or equal to any \( q > 0 \). Since \( t - t_0 = 1 \) for the kicked equations, \( N \) can be chosen only depending on \( R \) and \( f \).

4.3. Proof of Lemma 2.7

Since equation (2.10) is a well known results (see also Remark 4.7), it remains to establish that there is a unique globally attracting solution under the remaining conditions. The follow lemmas will establish this.

**Lemma 4.9.** If the force generates a solution of the form \( g(t) \text{curl} \sin(\phi) \vec{n} \) then the solution is globally attracting.

**Proof.** The proof is analogous to a calculation in [6], pp. 69-70 (done for \( \vec{f} = 2\nu \text{curl}(-a \sin \phi) \)).

Let \( \vec{u} = \vec{u} + \vec{u}' \) solve the time-dependent Navier-Stokes equations with forcing \( \vec{f} \) where \( \vec{u}' \) is a perturbation and \( \vec{u} \) is the zonal solution \( g(t) \text{curl}_n \sin(\phi) \vec{n} \). The perturbation solves

\[ \partial_t \vec{u}' + \nu A \vec{u}' + G \vec{u}' + B(\vec{u}', \vec{u}') = 0, \tag{4.34} \]

where

\[ G \vec{u}' = C(\vec{u}') + \text{curl}_n \vec{u} \times \vec{u}' + \text{curl}_n \vec{u}' \times \vec{u}. \tag{4.35} \]

Dropping the primes for ease of notation and taking the inner product with \( \vec{u} \) gives

\[ \frac{1}{2} \partial_t \|\vec{u}\|_H^2 + \nu \|\vec{u}\|_V^2 + \langle G \vec{u}, \vec{u} \rangle = 0. \tag{4.36} \]

\( \langle G \vec{u}, \vec{u} \rangle = 0 \) by equations (4.6), (4.9), and (4.15). Thus, by equation (4.1), for any \( t \geq 0 \) the perturbation satisfies

\[ \frac{1}{2} \partial_t \|\vec{u}\|_H^2 \leq -\nu \lambda_1 \|\vec{u}\|_H^2 \]

\[ \Rightarrow \left\| u(t) \right\|_H^2 \leq \left\| u(0) \right\|_H^2 e^{-\nu \lambda_1 t}, \tag{4.37} \]

and the solution is asymptotically attracting in \( H \). □

**Lemma 4.10.** Let \( f \) be a force that generates a solution to the Navier-Stokes equations of the form \( g(t) \text{curl} \sin(\phi) \vec{n} \). Then there exists \( \delta > 0 \) such that all \( g \in L^\infty(0, \infty, H) \) such that \( \|f - g\|_H < \delta \) generate a unique globally attracting solution.
Proof. The proof will first show that if the solution to the Navier-Stokes equations with a nonzonal force is “close enough” to the zonal solution, then it is globally exponentially stable. Standard estimates are then used to express the inequalities in terms of the distance from the force \( f \).

Let \( \bar{u} \) be the unique zonal solution of the form \( g(t) \text{curl} \sin(\phi)\bar{n} \) for the Navier-Stokes equations with force \( \bar{f} \). Suppose \( \bar{g} \) is such that there exists \( \bar{v} = \bar{u} + \bar{v} \) that solves

\[
\frac{\partial}{\partial t} \bar{v} + \nu A \bar{v} + B(\bar{v}, \bar{v}) + C(\bar{v}) = \bar{g}. \tag{4.38}
\]

Let \( \bar{\psi} \) be another solution to (4.38) and consider \( \bar{q} = \bar{\psi} - \bar{v} \) which solves

\[
\frac{\partial}{\partial t} \bar{q} + \nu A \bar{q} + B(\bar{\psi}, \bar{\psi}) - B(\bar{v}, \bar{v}) + C(\bar{q}) = 0. \tag{4.39}
\]

Rewriting the nonlinear terms gives

\[
\frac{\partial}{\partial t} \bar{q} + \nu A \bar{q} + B(\bar{q}, \bar{q}) + \text{curl}_n \bar{q} \times \bar{u} + \text{curl}_n \bar{q} \times \bar{v} + \text{curl}_n \bar{v} \times \bar{q} + C(\bar{q}) = 0. \tag{4.40}
\]

Taking the inner product with \( \bar{q} \) and using (4.2), (4.6), (4.9) and (4.15) this simplifies to

\[
\frac{1}{2} \frac{\partial}{\partial t} \| \bar{q} \|_H^2 + \nu \| \bar{q} \|_{H^1}^2 + \left< \text{curl}_n \bar{q} \times \bar{v}, \bar{q} \right> = 0. \tag{4.41}
\]

Since \( \left< \text{curl}_n \bar{q} \times \bar{u}, \bar{w} \right> \) satisfies analogous inequalities to \( b(\bar{u}, \bar{v}, \bar{w}) \) including

\[
\frac{1}{2} \frac{\partial}{\partial t} \| \bar{q} \|_H^2 + \nu \| \bar{q} \|_{H^1}^2 \leq C \| \bar{q} \|_{H^1}^{3/2} \| \bar{v} \|_{H^1} \| \bar{q} \|_{H^1}^{1/2}. \tag{4.42}
\]

Cauchy’s Inequality gives that

\[
\frac{1}{2} \frac{\partial}{\partial t} \| \bar{q} \|_H^2 + \nu \| \bar{q} \|_{H^1}^2 \leq \frac{\nu}{2} \| \bar{q} \|_{H^1}^2 + C \| \bar{v} \|_{H^1}^4 \| \bar{q} \|_{H^1}^2
\]

\[
\Rightarrow \| \bar{q} \|_{H^1}^2 \leq \| \bar{q} \|_{H^1}^2 \left( -\lambda_1 \nu + C \| \bar{v} \|_{H^1}^4 \right)
\]

\[
\Rightarrow \| \bar{q} \|_{H^1}^2 \leq \| \bar{q} \|_{H^1}^2 \left( -\lambda_1 \nu + C \int_0^t \| \bar{v}(\tau) \|_{H^1}^4 d\tau \right). \tag{4.43}
\]

Thus if \( \| \bar{v} \|_{H^1} \) is small enough, there will be a unique globally attracting solution in \( H \). It remains to express the norms of \( \bar{v} \) in terms of the difference of forces. Since \( \bar{v} = \bar{v} - \bar{u} \), consider the difference between the Navier-Stokes equations with force \( \bar{f} \) and zonal solution \( \bar{u} = g(t) \text{curl} \sin(\phi)\bar{n} \) and equation (4.38) getting

\[
\frac{\partial}{\partial t} \bar{v} + \nu A \bar{v} - B(\bar{u}, \bar{u}) - B(\bar{v}, \bar{v}) + C(\bar{v}) = \bar{f} - \bar{g}. \tag{4.44}
\]

Since \(-B(\bar{u}, \bar{u}) - B(\bar{v}, \bar{v}) = \bar{u} \times \text{curl}_n \bar{v} + \bar{v} \times \text{curl}_n \bar{u} + B(\bar{v}, \bar{v})\), the inner product with \( A \bar{v} \) and equations (4.4), (4.8), (4.10), and (4.15) give

\[
\frac{\partial}{\partial t} \| \bar{v} \|_{H^1}^2 + \nu \| \bar{v} \|_{H^2}^2 \leq C \| \bar{f} - \bar{g} \|_H^2. \tag{4.45}
\]
Using equation (4.1), equation integrating (4.45) from \([\frac{1}{2}, t]\) and using the fact that \(\|\vec{v}(1/2)\|_{H^1} \leq \|\vec{u}(1/2)\|_{H^1} + \|\vec{v}(1/2)\|_{H^1}\) and (4.20) yields

\[
\|\vec{v}(t)\|_{H^1}^2 \leq \|\vec{v}(1/2)\|_{H^1}^2 e^{-\lambda_1 \nu(t-1/2)} + C\left\| f - \vec{g}\right\|_{L^\infty(0,\infty; H)}^2 \leq C(\|\vec{v}_0\|_H, \|\vec{u}_0\|_H) e^{-\lambda_1 \nu t } + C\left\| f - \vec{g}\right\|_{L^\infty(0,\infty; H)}^2 .
\]

(4.46)

Thus by Cauchy’s inequality

\[
\|\vec{v}(t)\|_{H^1}^4 \leq C(\|\vec{v}_0\|_H, \|\vec{u}_0\|_H)e^{-2\lambda_1 \nu t } + C\left\| f - \vec{g}\right\|_{L^\infty(0,\infty; H)}^4 .
\]

(4.47)

Thus the term in the exponential in (4.43) is bounded above by

\[
C(\|\vec{v}_0\|_H, \|\vec{u}_0\|_H) + t \left(-\lambda_1 \nu + C\left\| f - \vec{g}\right\|_{L^\infty(0,\infty; H)}^4 \right).
\]

Therefore there is \(\delta > 0\) such that if \(\left\| f - \vec{g}\right\|_{L^\infty(0,\infty; H)} \leq \delta\) then the unique solution \(\vec{v}\) is globally exponentially stable in \(H\). \(\square\)
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