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MULTIPLE-STEP VALUE-AT-RISK FORECASTS BASED ON VOLATILITY-FILTERED MIDAS QUANTILE REGRESSION: EVIDENCE FROM MAJOR INVESTMENT ASSETS

Abstract

Forecasting multiple-step value-at-risk (VaR) consistently across asset classes is hindered by the limited sample size of low-frequency returns and the potential model misspecification when assuming identical return distributions over different holding periods. This paper hence investigates the predictive power for multi-step VaR of a framework that models separately the volatility component and the error term of the return distribution. The proposed model is illustrated with ten asset returns series including global stock markets, commodity futures, and currency exchange products. The estimation results confirm that the volatility-filter residuals demonstrate distinguished tail dynamics to that of the return series. The estimation results suggest that volatility-filtered residuals may have either negative or positive tail dependence, unlike the unanimous negative tail dependence in the return series. By comparing the proposed model to several alternative approaches, the results from both the formal and informal tests show that the specification under concern performs equivalently well if not better than its top competitors at the 2.5% and 5% risk level in terms of accuracy and validity. The proposed model also generates more consistent VaR forecasts under both the 5-step and 10-step setup than the MIDAS-Q model.
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INTRODUCTION

Value-at-risk (VaR) forecasting plays an important role in financial risk management. However, the extant literature on VaR forecasts mainly focuses on single-period risk prediction, lacking a sound implementation of extrapolating the single-period forecast to a multi-step ahead forecast. For example, while regulators often require banks to measure their risk with a 10-day VaR at the 2.5% risk level, the industry practice is, however, to convert the 1-day VaR directly into a 10-day VaR according to the rules of thumb. Such calculation ignores the fact that the distributional characteristics of 10-day returns might be different from those of daily returns. Two categories of methods are commonly employed to predict multi-step-ahead VaR. The first category is to convert daily return data directly to low-frequency data. This conversion not only causes a potential loss of high-frequency information but also largely reduces the sample size, which is especially problematic for model validation. The second category involves two methods that transform the estimation of daily volatility into volatility estimation of multiple periods. The first method aggregates one-step volatility forecasts of multiple periods into the volatility of lower frequency returns with an iterating method. This method ignores the fact that the prediction error increases with the forecasting horizon.
The second method is known as the square-root VaR extrapolating rule, which obtains the multiple-step VaR via multiplying the one-step VaR by the square root of time. This rule adequately exploits information in high-frequency series, but similar to the iterating method, it strongly relies on the assumption that the distribution of low-frequency return series is the same as the daily return series (Brummelhuis & Kaufmann, 2007). In general, these models focus on the multi-step conditional volatility forecast and thus are unable to address the potential dynamics in the higher moments of the error distribution, which may be essential for multi-step VaR forecasts. A framework is proposed to model the conditional return volatility and the quantiles of error terms separately. Specifically, the quantiles of error terms are modeled by a mixed frequency data sampling (MIDAS) quantile regression model of Ghysels (2014). The proposed framework is illustrated with ten real asset returns to predict the 5- and 10-step-ahead VaR at the 5%, 2.5%, and 1% risk levels. The proposed model is compared with several competing models and their performance is evaluated with formal and informal tests. The results find that the proposed model reveals more details in the quantile dynamics alone and improves the VaR prediction accuracy for 2.5% and 5% multi-step VaR forecast. This improvement may be due to the alleviation of the misspecification problem by using information sets and modeling the tail dynamics more flexibly.

1. LITERATURE REVIEW

This study is closely related to three main strands of studies for forecasting the VaR, namely the one-step VaR prediction, multi-step VaR measurement, and mixed data sampling. This paper attempts to integrate them into a unified practical approach.

First, there are three categories of the one-step VaR forecasting models, i.e., non-parametric, parametric, and semi-parametric. The non-parametric approach relies on historical data to simulate VaR forecasts without putting forward a hypothesis on the distribution of return series. The filtered historical (Barone-Adesi et al., 1999, 2002) and Monte Carlo simulations are most commonly used to obtain VaR prediction. While the non-parametric approach is easy to understand, it has been criticized for several reasons. For example, its prediction value of VaR cannot exceed the maximum loss in historical returns; the independent distribution assumption on return series cannot address model misspecification issues, and its slow adjustment cannot capture the dynamic characteristics of the return series. The parametric approaches make assumptions on the return distribution and attempt to capture the fat-tailed, volatility clustering, and negative skewness features of the return distribution, according to the findings of Fama (1965) and Bollerslev et al. (1992). In industry practice, the RiskMetrics model utilizes the exponentially weighted average model (EWMA) to measure the dynamics of conditional volatility. Engle (1982) and Bollerslev (1986) suggest the use of generalized autoregressive conditional heteroscedasticity (GARCH) models, and such models are further augmented by Braun et al. (1995), Bollerslev et al. (1996), Ding et al. (1993), Giot and Laurent (2003), Angelidis et al. (2004), Kuester et al. (2006), and Lux and Kaizoji (2007) to incorporate a range of characteristics of return volatility. The semi-parametric approaches focus on the tail distribution and use extreme value theory (Bekiros & Georgoutsos, 2005; Christoffersen, 1998; Furió & Climent, 2013; Karmakar, 2013; McNeil & Frey, 2000) and quantile regression models (Koenker & Bassett, 1978; Koenker & Park, 1996; Engle & Manganelli, 2004; Taylor, 2005; Allen & Singh, 2010; Jian et al., 2016) to forecast VaR.

Second, the multiple-step VaR is measured by extending the one-step-ahead model not only naively assuming the return distributions of different time horizons are identical, but also involving a more complicated multi-stage setup. Essentially, there exist three common methods for multi-step VaR prediction – direct method, iterating method, and square-root rule for extrapolating VaR. The first two convert daily data into low-frequency data. Marcellino et al. (2006) compare the direct method with the iterating method on the multi-step forecast for macroeconomic indicators in the U.S. over 170 months. The results find the iterating method to be the one producing more accurate predictions. So and Wong (2012) derive an exact analytical relationship between multi-period and single-period conditional variance. It is
concluded that the functional method outperforms several benchmarks for a 10-day holding period on seven national market indexes. Lönnbark (2016) estimates multiple-step volatility via the Gram-Charlier expansion of the conditional density function and proves its superiority compared to traditional prediction methods for 10-day VaR. Degiannakis and Potamia (2017) test the accuracy of the inter-day and intra-day volatility model in estimating 10- and 20-day VaR. Empirics show that the best performer depends on the risk levels. Finally, more recent works highlight the importance of resorting to MIDAS (Ghysels et al., 2004) in computing VaR. Ghysels and Valkanov (2012) indicate that lagged weighting function in MIDAS can improve the down-converting method by taking the advantage of highly parsimonious parameterization and the flexibility of lag-order selection.1 Ghysels et al. (2006) are the first to implement MIDAS on high-frequency intra-day returns in estimating daily volatility. Subsequently, Engle et al. (2013) propose the GARCH-MIDAS model combining the GARCH and MIDAS approach and use this model to decompose daily volatility into the long-term and the short-term components. Ghysels (2014) proposes the MIDAS quantile regression model to estimate the quantiles of monthly and quarterly return series using daily information. The estimated quantiles for the upper and lower tail are then used to calculate the conditional skewness of developed and developing countries. In sum, this paper proposes to capture the conditional tails of volatility-filtered error term using the MIDAS quantile regression model, thus distinguishing the second-moment risk modeling from the third-moment risk modeling. The aim is to model the different characteristics in the conditional distribution more flexibly.

2. METHODOLOGY

This section describes the proposed forecasting model for multi-step VaR, followed by the description of the formal and informal tests for model validity.

2.1. Volatility-filtered MIDAS quantile regression

The volatility-filtered MIDAS quantile regression model (denoted by F-MIDAS-Q hereafter) is constructed by two steps. First, a GARCH(1,1)-t model in (1) is fitted to model the return time series.

\[
\begin{align*}
    r_t &= u + \sigma_t \varepsilon_t, \\
    \sigma_t^2 &= \alpha_0 + \alpha_1 \varepsilon_{t-1}^2 + \beta \sigma_{t-1}^2, \\
    \varepsilon_t &\sim t(v)
\end{align*}
\]

where \( \sigma_t \) is the conditional volatility of daily return \( r_t \) and \( \varepsilon_t \) is the error term following a Student-\( t \) distribution with a \( v \) degree of freedom, \( u \) is the mean of \( r_t \). At the first step, the multi-step volatility is estimated with both the iterating method and the square root of time criteria, and the estimate is denoted \( \hat{\sigma}_t^2 \). The estimate of \( \varepsilon_t \), denoted by \( \tilde{\varepsilon}_t \), calculated by \( \tilde{\varepsilon}_t = (r_t - u) / \sqrt{\hat{\sigma}_t^2} \), is the volatility-filtered residuals taken from the first-step estimation.

Then, a multi-step MIDAS-Q framework of Ghysels (2014) as defined in (2) is fitted to \( \tilde{\varepsilon}_t \) to capture the tail dynamics of the error term, by allocating weights among lagged daily information to predict the error quantiles of a lower frequency, say weekly.

\[
\begin{align*}
    q_{\alpha} \left( \tilde{\varepsilon}_{t,h}, \delta_{\alpha,h} \right) &= g_{F,0}^{\alpha,h} + g_{F,1}^{\alpha,h} \psi_{t-1} \left( \omega_{F}^{\alpha,h} \right) \\
    \psi_{t-1} \left( \omega_{F}^{\alpha,h} \right) &= \sum_{i=0}^{D} \psi_{D-i} \left( \omega_{F}^{\alpha,h} \right) |\varepsilon_{t-i}^*|, \\
    \delta_{F}^{\alpha,h} &= \left( g_{F,0}^{\alpha,h}, g_{F,1}^{\alpha,h}, \omega_{F}^{\alpha,h} \right)
\end{align*}
\]

where \( \delta_{\alpha,h} \) is the parameter vector, whose values change along with the holding periods and the quantile levels. Let \( \alpha \) be the quantile level and \( h \) denote \( h \)-step ahead. \( D \) is the number of lags of volatility-filtered residual \( \varepsilon_t^* \), \( \psi_{D-i} \) is the Beta weighting function of the following form given by Equation (3):

---

1 Due to the wide usage of the MIDAS approach, follow-up studies have extended the initial univariate MIDAS regression model to other forms such as the multivariate MIDAS, nonlinear MIDAS, ADL-MIDAS, and DCC-MIDAS models (Ghysels et al., 2007; Andreou et al., 2010; Conrad & Loch, 2015).
\[
\psi_{n, f} (\omega) = \left( \frac{f(\frac{j}{n}, \omega_1, \omega_2)}{\sum_{j=1}^{m} f(\frac{j}{n}, \omega_1, \omega_2)} \right), \quad (3)
\]

\[
f(\frac{j}{n}, \omega_1, \omega_2) = \frac{\Gamma(\omega_1 + \omega_2)}{\Gamma(\omega_1)\Gamma(\omega_2)} \left( \frac{j}{n} \right)^{\omega_1-1} \left( 1 - \frac{j}{n} \right)^{\omega_2-1},
\]

when the Beta parameters \( \omega_1 = 1 \) and \( \omega_2 > 1 \), the Beta distribution decreases monotonically, which is reasonable for financial time series, where more distant information usually has a smaller weight. Also, assuming \( \omega_1 = 1 \) can still maintain a large degree of flexibility. This flexibility and parsimonious parameterization make the Beta function one of the popular choices of weighting function in the MIDAS framework. By this means, the conditional volatility and the quantiles of error terms are modeled separately. Therefore, multi-step VaR can be calculated by multiplying \( q_{\alpha}(e, \sigma^2, \theta) \) by the multi-step volatility forecast obtained in the first step.

2.2. Backtesting methods and competing models

The proposed model is compared with a range of classical and popular VaR forecasting models, namely, (1) the semiparametric MIDAS-Q; (2) the direct method with nonparametric historical simulation (DR-HS); (3) the square-root-of-time criteria method with GARCH(1,1)-t (SR-GARCH-t); (4) the iterating method with GARCH(1,1)-t (IT-GARCH-t) and with the RiskMetrics (IT-EWMA). Each model is used to forecast 5- and 10-step-ahead VaR at 1%, 2.5%, and 5% risk levels. The 1% risk level is a popular choice for daily VaR measurements. However, Kinateder (2016) finds that capital requirement based on VaR at the 1% risk level might overestimate market risk, resulting in redundant capital requirements. Basel Accord III also recommends banks employ the 2.5% or 5% risk level to predict the VaR of a longer holding period.

The out-of-sample performance of all these models is evaluated from both the accuracy and validity perspectives. The accuracy of prediction is measured by comparing the proportion of violations, i.e., the actual return exceeding the estimated VaR to the nominal risk level. Specifically, Equation (4) defines the VolRate as the proportion of violations in the whole backtesting period:

\[
VolRate = \frac{1}{m} \sum_{i=1}^{m} I \left( r_{i,h} > VaR_{i,h}^{\alpha} \right). \quad (4)
\]

If a model accurately forecasts VaR, VolRate should be close to the risk level \( \alpha \). The ratio of \( VolRate/\alpha \) is denoted as \( \rho_\alpha \). \( \rho_\alpha > 1 \) indicates that the violation rate is larger than the nominal risk level and the model underestimates the risk on average. On the contrary, \( \rho_\alpha < 1 \) implies overestimation. Formal likelihood-ratio tests are employed to test the dependence structure of VaR violations. Three categories of likelihood-ratio tests are considered: the frequency tests, the independence tests, and the hybrid tests. The frequency tests consider whether the actual number of VaR violations is significantly different from the expected number. This category includes the traffic light test (TL), the binomial test (BIN), and the Kupiec (1995) likelihood-ratio test (POF). The independence test examines the independence of each violation, and this paper employs the Christoffersen (1998) interval forecast method (CC) and the time-between-failures test (TBF). The hybrid test combines Kupiec likelihood ratio and the CC or TBF independence statistic to construct a test which is referred to as the CCI or TBFI test. Therefore, in total there are seven tests to be applied to the forecasts. Moreover, the model validity is reflected in the degree of excess losses based on the loss function (Lopez, 1996; Caporin, 2008; Abad, 2014) defined by Equation (5):

\[
C^L = \sum_{t=1}^{T} C^L_t, \quad (5)
\]

3. EMPIRICAL RESULTS AND DISCUSSION

3.1. Data

The data are sourced from the Wind database, consisting of five representative stock markets indices, namely the U.S. S&P500 and NASDAQ index, the Hong Kong Hang Seng Index (HSI), the U.K. FTSE100 index, and the Japanese Nikkei N225 index, and two commodity futures, namely the
ICE Brent crude oil contract (OIL) traded in the London Exchange and the COMEX gold futures (GOLD) traded in the New York Exchange, as well as three currency exchange rates, namely CAD/USD, EUR/USD, and USD/GBP. The period spans from February 1, 1991, to March 30, 2018, with 6,640 daily observations for each asset. Daily logarithmic returns based on closing price are adopted. Consistent with the Basel Accord III where VaR as capital reserve figure is calculated during a 10-day holding period, this paper considers 5- and 10-step-ahead VaR prediction. Multiple-step returns are obtained by summing up the daily or single-period returns.

Table A1 in Appendix A summarizes the descriptive statistics of 10 asset series of daily, 5-step, and 10-step returns. It can be found that most assets have close-to-zero average daily returns, while, over a longer holding period, some assets gain a small positively average return. It can also be observed that return fluctuations increase with the holding time horizon, and currency exchange rates are the least volatile series while the oil futures return is most volatile. As for higher moments, a majority of asset return series have slightly negative skewness and may become more negatively skewed when the holding period increases. For example, S&P 500 return series are not as volatile as OIL, but it has a greater higher moment risk – S&P 500 has a daily return skewness of -0.403 but 5-day return skewness as low as -1.811. On the other hand, GOLD and CAD/USD has positive return skewness for all three frequencies. Risk-averse investors may prefer for assets with positively skewed assets but request extra risk premia for the higher moment risk for negatively skewed assets (Chen et al., 2001; Patton, 2004). It merits a note that, as the holding period increases, the deviation of the kurtosis from the normal distribution is weakened. This observation suggests that picturing the third-moment dynamics is important in capturing the tail risk in the asset return distribution.

The Jarque-Bera statistics are also computed to test the normality. As the p-values of the Jarque-Bera test fall far below 0.001 for all series, it can be concluded that none of the asset returns is normally distributed. All return series are tested stationary since the p-values of the ADF unit root test are far less than 0.001. To test the rationality of the GARCH volatility model, daily returns are tested by ARCH tests. The p-values of ARCH tests turn out to be far less than 0.001 with a lag order of 5, which suggests that the null hypothesis that the squares of returns are not auto-correlated is rejected. This is also confirmed by examining the autocorrelation and partial autocorrelation functions of squared residuals.

3.2. Estimation results of F-MIDAS-Q model

The estimation results of the F-MIDAS-Q model using whole sample data are shown in two parts. Table A2 presents the estimation of the GARCH(1,1)-t component and Tables A3 and A4 present the estimation results of the F-MIDAS-Q model for the error term under the 5-day and 10-day holding period, respectively. It can be found from Table A2 that the coefficients of both the GARCH and ARCH terms (β and α) are significant. As expected, β is estimated greater than α, and their sum is estimated close to 1, indicating high persistence in the conditional volatility. The estimation of the degree of freedom ν ranges from 3 to 9, implying that the return distributions are fat-tailed. The focus is on the estimation results of F-MIDAS-Q on the multiple-step residual εt,h.

As can be seen from Table A3, concerning the 5-day holding period, the intercept coefficient γF,1,h is estimated significantly negative at a 1% significance level for all assets and all three quantile levels, which is consistent with the lower (left) tail modeling. The slope coefficient γF,2,h of the lagged residual is estimated significant at a 10% significance level for all assets except EUR/USD for all three quantile levels, HSI, FTSE100, and CAD/USD at 2.5% quantile levels, as well as S&P500, N225, and EUR/USD at 5% quantile level. Thus, most assets demonstrate significant tail dependence in their conditional error distribution. Furthermore, the tail dependence is mostly positive, that is a negative shock (isolated from volatility) is likely to

---

2 For crude oil and gold futures, the settlement price (i.e. the weighted average price of the transaction price in the last hour of a trading day) is used instead of the closing price to calculate returns. This is because their closing prices only reflect the price of the last transaction in a trading day, hence leading to unexpected fluctuations.
contribute to the left tail. Considering the most significantly positive $\gamma_{F,1}^{a,h}$ being greater than 1, it further suggests a negative shock induces more extreme tail values. The observation is that, for HSI, FTSE100, and GOLD, the sign of $\gamma_{F,1}^{a,h}$ has significant changes among the three quantile levels. It seems that, for the same asset, different risk levels may utilize the past shock information differently. As for the coefficient in the weighting function $\omega_{F,1}^{a,h}$, i.e., $\omega_2$ in Equation (1), the estimates are greater than 1 for most assets, indicating monotonically decreasing weights for lagged information, the larger the value, the faster the weight decays to 0. For example, the error quantiles of GOLD at all three levels tend to depend on the most recent shocks, while the error quantiles of NASDAQ tend to be influenced by distant information sets. Different $\omega_{F,1}^{a,h}$ for the same asset across different quantile levels also suggests that the proposed model is flexible at capturing the dynamics in the tails.

An examination of the results for the 10-day holding period in Table A4 shows that $\gamma_{F,0}^{a,h}$ and $\gamma_{F,1}^{a,h}$ are estimated significant for most assets across three quantile levels. $\gamma_{F,0}^{a,h}$ is still estimated negative for all assets, however, the signs of the coefficient for lagged information tell a different story compared to that for the 5-day holding period. Now at least half of 10 asset return series demonstrate negative tail dependence at each quantile level. It suggests a negative shock may be followed by a value in the opposite (right) tail, thus resulting in mean reversion, which is more likely to occur for a longer holding period. Again, the sign of $\gamma_{F,1}^{a,h}$ has significant changes among three quantile levels for three assets, NASDAQ, HSI, and EUR/USD. Similar to the setup of the 5-day holding period, the weighting parameter $\omega_{F,1}^{a,h}$ is estimated with values ranging between [0.582, 43.970], and most values are above 1.

Interesting findings can be further revealed by comparing the estimation results of the F-MIDAS-Q model to those of the MIDAS-Q model directly fitted on the return series. To save space, the results of MIDAS-Q are not reported but available upon request. The main difference lies in the estimates for the MIDAS slope parameter $\gamma_{F,1}^{a,h}$. When MIDAS-Q is fitted to the return series instead of the volatility-filtered residuals, $\gamma_{F,1}^{a,h}$ is estimated significant and negative at 1% significance level across various assets for all three risk levels and both the 5-step and 10-step holding periods, except CAD/USD at 2.5% risk level and N225 at 5% risk level of the 10-step holding period. These results suggest that a left-tail loss brings a certain degree of momentum to a positive return in the next period. The unanimous negative tail dependence in the return series is due to the combined effect of the second and third-moment dynamics, considering the positive tail dependence in the error term along revealed by the F-MIDAS-Q results. Besides, $\gamma_{F,1}^{a,h}$ is estimated greater for a longer holding period, again implying the existence of a mean-reverting pattern. Another difference is that the intercept $\gamma_{F,0}^{a,h}$ is generally estimated smaller in MIDAS-Q than in F-MIDAS-Q, it might be due to the decreasing trading volume when the disagreement among investors is gradually reduced (Chen et al., 2001). This comparison between the results of estimating F-MIDAS-Q and MIDAS-Q shows that the F-MIDAS-Q framework may be more flexible to capture the third moment dynamics other than the second moment, therefore, to reveal more details in the investor behavior.

To conclude, the F-MIDAS-Q model has an additional advantage in modeling the tail risk besides the flexible utilization of lagged information rendered by the weighting function in the MIDAS-Q framework. F-MIDAS-Q models the multi-step quantiles separately from the multi-step volatility, thus shedding a light on the detailed dynamics in the tail distribution, which vary with assets, quantile levels, and holding periods.

### 3.3. Evaluation of forecasting performance

A rolling window approach is adopted to obtain a series of out-of-sample multi-step VaR forecasts. In specific, the models are estimated with 1,500 daily observations and can generate forecasts for the next 5-step or 10-step VaR. Then, the window moves 5-step or 10-step ahead and uses the updated 1,500 daily observations to re-estimate the models and predict for the next 5-step or 10-step VaR. This procedure is repeated until it comes to the last observation of the 6,640. In the end, 1,028 out-of-sample 5-step forecasts and 514 out-of-sample 10-step forecasts for VaR are obtained.
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To visually evaluate the out-of-sample forecasting performance, Figure 1 shows the FTSE100 index forecasts from selected models for both holding periods at the 2.5% risk level. As expected, DR-HS produces the least responsive forecasts, and the forecasts by MIDAS-Q tend to be influenced by extremely large positive or negative returns and usually are more conservative than the forecasts from other models during the highly volatile down-side market. As F-MIDAS-Q employs a similar GARCH framework for modeling conditional volatility, its risk forecasts are very close to those from IT-GARCH and IT-EWMA and are less influenced by extreme values than the MIDAS-Q model, but still produces the second-most conservative risk forecasts. Detailed forecasting performance will be illustrated by the formal and informal tests.

Table 1 summarizes the testing results of the formal and informal tests. First, the ratio between the VolRate and the nominal risk level, $\rho_a$, defined in Section 2.2, is an informal test for the accuracy of the risk forecasting performance and is calculated for each risk level and each asset. Then, the average $\rho_a$ (denoted by Mean of $\rho_a$) and the standard deviation of $\rho_a$ from 1 (denoted by Std. of $\rho_a$) for each model across the ten assets are calculated and presented in Column (1)-(2) and (3)-(4) in Table 1 for 5-step and 10-step VaR, respectively. Clearly, at the 1% risk level, the IT-GARCH-t and SR-GARCH-t model generate the most favorable risk forecasts, whose average violation rate is closest to the nominal risk level with the smallest deviation, for both 5-step and 10-step VaR. However, the average risk levels are still underestimated by these two models, resulting in 17% to

Figure 1. Out-of-sample forecasts of the 5-step and 10-step VaR for the FTSE100 index at the 2.5% risk level
23% more violations than desired. When it comes to the Basel III recommending risk levels at 2.5% and 5%, the MIDAS type models begin to show an advantage in VaR forecasting and both rank the top two most favored models at 5-step VaR forecast, especially F-MIDAS-Q is most favored for 5-step 5% VaR forecast with average violation rates only 1% above the desired level and second smallest deviation. F-MIDAS-Q model maintains the advantage in 10-step VaR forecasting, it ranks second in the average $\rho_{\alpha}$, and turns out to be the best in terms of the deviation of $\rho_{\alpha}$ from 1 for $\alpha = 2.5\%$ and 5%.

Columns (5)-(6) and (7)-(8) summarize the counts of rejections by the seven formal likelihood tests defined in Section 2.2, across the ten assets for each model, for 5-step and 10-step VaR forecasts respectively. In particular, the counts are summarized with and without the number of rejections of the TBF type tests. The reason is as follows. Since the sample for backtesting the 5-step and 10-step VaR is greatly reduced in size compared to the sample for 1-step forecasts, the time-between-failure shrinks proportionally, and the TBF and TBF1 test are more likely to reject the independence among violations. This sample size effect may be exaggerated for the quantile regression models as their nature is to depict the dependence in the tails. Therefore, it helps to remove the potential influences of sample size by also reporting the number of rejections without the rejections of TBF-related tests. First, the total counts including the TBF type tests are examined. For 1% VaR, IT-GARCH-t and SR-GARCH-t models are still most favored by the likelihood ratio tests, rejected twice and 5 times for 5-day and 10-day holding period respectively. At the 2.5% risk level, F-MIDAS-Q and MIDAS-Q are the top two forecasting models for 5-step VaR, while IT-GARCH-t and IT-EWMA are most preferred by the tests for 10-step VaR. When $\alpha = 5\%$, MIDAS-Q and F-MIDAS-Q rank the top two models, while the IT-EWMA model has the same number of rejections as F-MIDAS-Q. Obviously, F-MIDAS-Q and MIDAS-Q model suffer more influence of the dependence among violations. For example, after removing the results of the TBF type tests, the number of rejections reduces from 9 to 1 for 5% 10-step VaR, while it reduces from 9 to 3 for IT-EWMA. Therefore, it is reasonable to consider the results of the formal test are consistent with those of informal tests, and the quantile regression models generate the best 2.5% and 5% multi-step VaR forecasts.

Columns (9) and (10) summarize the number of times that each model ranks among the top 3 out

Table 1. Summary of testing results for the out-of-sample 5-step and 10-step VaR forecasts

| $\alpha$ | Model   | Mean of $\rho_{\alpha}$ | Std. of $\rho_{\alpha}$ | Mean of $\rho_{\alpha}$ | Std. of $\rho_{\alpha}$ | W/TBF | W/O TBF | # of Top Rank | # of Top Rank |
|---------|---------|------------------------|-------------------------|------------------------|-------------------------|-------|---------|--------------|--------------|
| 0.01    | DR-HS   | 1.51                   | 0.694                   | 1.89                   | 1.011                   | 28    | 12      | 32           | 14           |
|         | SR-GARCH-t | 1.21                | 0.336                   | 1.23                   | 0.582                   | 2     | 0       | 5            | 3            |
|         | IT-EWMA | 1.81                   | 0.893                   | 1.79                   | 1.034                   | 30    | 22      | 16           | 10           |
|         | IT-GARCH-t | 1.17                | 0.345                   | 1.19                   | 0.564                   | 2     | 0       | 5            | 3            |
|         | MIDAS-Q  | 1.23                   | 0.385                   | 1.46                   | 0.640                   | 4     | 0       | 9            | 4            |
|         | F-MIDAS-Q | 1.29                | 0.391                   | 1.67                   | 0.870                   | 5     | 1       | 12           | 7            |
|         | DR-HS   | 1.30                   | 0.362                   | 1.46                   | 0.568                   | 34    | 14      | 27           | 11           |
|         | SR-GARCH-t | 1.23                | 0.321                   | 1.26                   | 0.365                   | 16    | 9       | 12           | 5            |
|         | IT-EWMA | 1.27                   | 0.351                   | 1.28                   | 0.359                   | 16    | 12      | 10           | 4            |
|         | IT-GARCH-t | 1.19                | 0.284                   | 1.25                   | 0.345                   | 17    | 8       | 9            | 2            |
|         | MIDAS-Q  | 1.13                   | 0.275                   | 1.26                   | 0.357                   | 12    | 6       | 11           | 3            |
|         | F-MIDAS-Q | 1.14                | 0.235                   | 1.26                   | 0.332                   | 9     | 1       | 11           | 4            |
| 0.025   | DR-HS   | 1.17                   | 0.244                   | 1.22                   | 0.278                   | 24    | 6       | 26           | 8            |
|         | SR-GARCH-t | 1.19                | 0.207                   | 1.25                   | 0.290                   | 16    | 6       | 12           | 6            |
|         | IT-EWMA | 1.07                   | 0.100                   | 1.07                   | 0.172                   | 3     | 1       | 9            | 3            |
|         | IT-GARCH-t | 1.17                | 0.191                   | 1.22                   | 0.276                   | 15    | 5       | 10           | 6            |
|         | MIDAS-Q  | 1.06                   | 0.097                   | 1.09                   | 0.200                   | 12    | 3       | 6            | 0            |
|         | F-MIDAS-Q | 1.01                | 0.100                   | 1.09                   | 0.122                   | 11    | 3       | 9            | 1            |

Note: At each risk level and each holding period, the two top-performing models are selected according to each criterion.
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of 6 models with the smallest loss function defined in Section 2.2, across ten assets, for each risk level and each holding period. According to this measurement, the maximum value of this indicator is hence 10. For 1% VaR forecast, each of ST-GARCH-t and IT-GARCH-t is among the top 3 models for ten times. For 2.5% and 5% 5-step and 5% 10-step VaR forecast, F-MIDAS-Q and IT-EWMA rank among the top 3 models most frequently. For 2.5% 10-step VaR forecast, two models with the iterating method are the most frequently top-ranked models. To conclude, the validity testing results stay almost the same as the accuracy testing results. Especially, comparing the performance of F-MIDAS-Q with MIDAS-Q, the former performs more consistently in risk forecasting with different holding periods than the latter. A distribution-free F-MIDAS-Q specification can reduce the model misspecification caused by incorrect assumptions on residuals, thus provide equivalently adequate if not better VaR forecasts than the classical models.

CONCLUSION

Does multi-step risk forecasting gain from modelling high moments separately from the second moment? This paper addresses the information loss problem during the data conversion and aggregation in the classical methods for multi-step VaR forecasting. This paper designs a framework to estimate the multi-step quantiles of the return distribution and the multi-step volatility separately. A volatility-filtered MIDAS quantile regression is proposed to capture the quantile dynamics of the error term in a classical GARCH framework. The proposed model is illustrated with real return series of ten assets and generates 5-step and 10-step 1%, 2.5%, and 5% VaR forecasts. The estimation results with real data provide evidence for the distinct tail behavior of the error term. Other than the unanimous negative tail in the return series across the ten assets, around half of the assets show positive tail dependence for the volatility-filtered error term, revealing the existence of higher moment risk. It thus confirms the necessity to model the third moment separately in the multi-step VaR forecasting. Formal and informal test results on the out-of-sample forecasts show that the proposed model delivers satisfactory forecasting performance, and outperforms the competing models in certain scenarios. Therefore, this paper serves as a supplement to the literature of the multiple-step VaR forecasting and constitutes the basis for decision making when used in combination with other traditional methods.
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### APPENDIX A

#### Table A1. Descriptive statistics of daily, 5-day, and 10-day returns

| Data Frequency and Sample Size | Descriptive Statistics | NASDAQ | S&P 500 | HSI | FTSE 100 | N225 | OIL | GOLD | CAD/USD | EUR/USD | USD/GBP |
|-------------------------------|------------------------|--------|---------|-----|----------|------|-----|------|---------|---------|---------|
| **Daily: 6640**               | Mean                   | 0.043  | 0.031   | 0.034| 0.018    | -0.001| 0.019| 0.019| 0.002   | -0.002  | -0.005  |
|                               | Std. Dev.              | 1.486  | 1.124   | 1.609| 1.121    | 1.504 | 2.118| 1.012| 0.514   | 0.661   | 0.618   |
|                               | Skewness               | -0.165 | -0.403  | 0.183| -0.200   | -0.314| -0.261| 0.002| 0.350   | -0.359  | -0.913  |
|                               | Kurtosis               | 12.121 | 14.890  | 15.652| 10.796   | 9.162 | 8.175| 11.496| 11.249  | 9.821   | 14.953  |
| **5-day: 1328**               | Mean                   | 0.213  | 0.154   | 0.168| 0.089    | -0.006| 0.095| 0.097| 0.008   | -0.010  | -0.026  |
|                               | Std. Dev.              | 3.236  | 2.407   | 3.514| 2.459    | 3.299 | 4.626| 2.227| 1.176   | 1.437   | 1.394   |
|                               | Skewness               | -1.143 | -1.811  | -0.300| -0.887   | -1.170| -0.537| 0.164| 1.088   | -0.445  | -1.181  |
|                               | Kurtosis               | 11.078 | 23.888  | 6.923| 15.206   | 15.318| 6.614| 6.729| 15.204  | 4.725   | 9.563   |
| **10-day: 664**               | Mean                   | 0.426  | 0.307   | 0.336| 0.178    | -0.012| 0.191| 0.194| 0.016   | -0.019  | -0.052  |
|                               | Std. Dev.              | 4.236  | 3.006   | 4.965| 3.200    | 4.310 | 6.356| 3.104| 1.539   | 2.009   | 1.914   |
|                               | Skewness               | -0.513 | -1.183  | -0.306| -0.890   | -0.486| -0.671| 0.133| 0.842   | -0.300  | -0.787  |
|                               | Kurtosis               | 7.178  | 12.226  | 6.524| 8.666    | 7.834 | 6.235| 5.602| 12.668  | 3.641   | 6.663   |

#### Table A2. Estimation of the GARCH(1,1)-\(t\) components in the F-MIDAS-Q model

| Parameter                  | NASDAQ | S&P500 | HSI | FTSE100 | N225 |
|----------------------------|--------|--------|-----|---------|------|
| \(\alpha_0\)              | 0.033*** | 0.024*** | 0.016** | 0.029*** | 0.050*** |
| (3.37)                     | (3.54) | (2.28) | (3.46) | (3.17) |
| \(\beta_1\)               | 0.864*** | 0.837*** | 0.942*** | 0.854*** | 0.883*** |
| (39.73)                    | (38.03) | (77.28) | (39.51) | (46.72) |
| \(\alpha_i\)              | 0.116*** | 0.162*** | 0.048*** | 0.127*** | 0.097*** |
| (5.69)                     | (5.89) | (4.78) | (5.89) | (5.95) |
| \(\psi\)                  | 4.67    | 3.90   | 5.58   | 4.89   | 4.78   |
| \(\alpha_i + \beta_i\)    | 0.980   | 0.999  | 0.990  | 0.981  | 0.980  |

| Parameter                  | OIL    | GOLD   | CAD/USD | EUR/USD | USD/GBP |
|----------------------------|--------|--------|---------|---------|---------|
| \(\alpha_0\)              | 0.015  | 0.010** | 0.003** | 0.001   | 0.002** |
| (1.95)                     | (2.13) | (2.22) | (1.11) | (2.35) |
| \(\beta_1\)               | 0.943*** | 0.966*** | 0.941*** | 0.965*** | 0.956*** |
| (100.79)                   | (112.16) | (81.54) | (137.97) | (120.53) |
| \(\alpha_i\)              | 0.055*** | 0.026*** | 0.050*** | 0.035*** | 0.037*** |
| (5.56)                     | (3.86) | (5.04) | (4.84) | (4.97) |
| \(\psi\)                  | 5.68    | 3.90   | 9.00    | 7.42    | 5.85    |
| \(\alpha_i + \beta_i\)    | 0.998   | 0.992  | 0.991   | 0.999   | 0.994   |

**Note:** t-values are reported in brackets; *, **, and *** indicate that the estimated parameter is significant at the 10%, 5%, and 1% levels, respectively.
**Table A3. Parameter estimation of F-MIDAS-Q model under the 5-step holding period**

| Parameter | NASDAQ | S&P500 | HIS | FTSE100 | N225 | OIL | GOLD | CAD/USD | EUR/USD | USD/GBP |
|-----------|--------|--------|-----|---------|------|-----|------|---------|---------|---------|
| α 0.01    |        |        |     |         |      |     |      |         |         |         |
| $I_{F,0}$ | 0.01   |        |     |         |      |     |      |         |         |         |
| $I_{F,3}$ | (2.89) | 1.935  | 33.43 | 1.087  | 1.352| 1.578| 45.456| 16.011  | 41.727  | 0.985   |
| $I_{F,5}$ | (7.53) | 0.01,5 |     |        |      |     |      |         |         |         |
| $I_{F,1}$ | (2.55) | -2.524 | 10.845| 0.156  |      |     |      |         |         |         |
| 0.025     |        |        |     |         |      |     |      |         |         |         |
| $I_{F,0}$ | (8.67) | -2.874 |     | -4.456 | -11.77| -6.960| -5.38  | -7.95   | -6.27   | -2.91   |
| $I_{F,3}$ | (2.74) | 4.641  |     | 9.381  |      |     |      |         |         |         |
| $I_{F,5}$ | (2.82) | 0.01,5 |     | -0.433 |      |     |      |         |         |         |
| $I_{F,1}$ | (2.85) | -1.419 | 3.582 | 0.918  |      |     |      |         |         |         |
| 0.05      |        |        |     |         |      |     |      |         |         |         |
| $I_{F,0}$ | (6.88) | -3.278 |     | -2.076 | -3.896| -6.430| -2.993 | -4.705  | -3.939  | -1.795  |
| $I_{F,3}$ | (2.75) | -0.521 |     | 2.211  |      |     |      |         |         |         |
| $I_{F,5}$ | (2.82) | 0.01,5 |     | -3.478 |      |     |      |         |         |         |
| $I_{F,1}$ | (2.87) | -1.926 | 2.800 | 6.137  |      |     |      |         |         |         |

Note: the first column indicates the confidence level; t-value of parameter estimation is reported in brackets; *, **, and *** indicate that the estimated parameter is significant at the 10%, 5%, and 1% levels, respectively.