3D Hydrodynamic Simulations of Large Scale Precessing Jets: Radio Morphology
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ABSTRACT

The prospect of relativistic jets exhibiting complex morphologies as a consequence of geodetic precession has long been hypothesised. We have carried out a 3D hydrodynamics simulation study varying the precession cone angle, jet injection speed and number of turns per simulation time. Using proxies for the radio emission we project the sources with different inclinations to the line of sight to the observer. We find that a number of different precession combinations result in characteristic ‘X’ shaped sources which are frequently observed in radio data, and some precessing jet morphologies may mimic the morphological signatures of restarting radio sources. We look at jets ranging in scale from tens to hundreds of kiloparsecs and develop tools for identifying known precession indicators of point symmetry, curvature and jet misalignment from the lobe axis and show that, based on our simulation sample of precessing and non-precessing jets, a radio source that displays any of these indicators has a 98% chance of being a precessing source.
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1 INTRODUCTION

Systems of binary supermassive black holes are believed to be a natural consequence of galactic evolution (e.g., Begelman, Blandford & Rees 1980; Mayer 2017; Tremmel, Governato, Volonteri, Pontzen & Quinn 2018), where dynamical friction in the wake of major mergers results in the greatest gravitational masses being slowed down by gas, dust and stars until they settle in an orbit (Chandrasekhar 1961).

In the case of binary systems in active galaxies, it is thought that geodetic precession of the black-hole spins will cause the jets to re-orient periodically on a timescale that depends on the orbital separation (Begelman et al. 1980). Such morphological structures have been studied with a ballistic jet model (Gower et al. 1982; Horton et al. 2020), and similar structures have potentially been observed in kiloparsec-scale radio jets (Krause et al. 2019). Krause et al. (2019) identified four signatures of jet precession: 1) S-shaped or radial, symmetry between jet and counterjet (S); 2) Jet curvature (C); 3) Jet at edge of lobe (E), (e.g., misalignment between jet and lobe axis); and 4) Multiple, or wide, terminal hotspots (H), and explored the incidents of these signatures. However, Horton et al. (2020) modelled Cygnus A with a ballistic model and found that the structure of the jet and lobes could not be explained by ballistics alone. In real-world radio sources, hydrodynamic processes in lobes can push jets away from their ballistic paths, and may also disrupt them. Still, hydrodynamic models have also shown the development of characteristic precession signatures (e.g., Cox et al. 1991; Donohoe & Smith 2016; Smith & Donohoe 2019), whilst such signatures are absent in simulations of non-precessing jets (e.g., English, Hardcastle & Krause 2016).

Here we show 3D hydrodynamic simulations and synthetic radio maps of precessing jets with parameters similar to ones suggested by the precession interpretation of 100 kpc-scale radio sources (Krause et al. 2019). This would correspond to parsec-scale orbital separations, if the precession was caused by geodetic spin precession in binary supermassive black-hole systems.

2 SIMULATIONS

2.1 Hydrodynamic setup

We used the freely available PLUTO\(^1\) hydrodynamic code (Mignone et al. 2007), version 4.3, running the HD physics...
module with a two-shock hllc Riemann solver. Time-stepping uses 2nd-order Runge Kutta (RK2) with a Courant-Friedrichs-Lewy (CFL) number of 0.2. Adaptive Mesh Refinement (AMR) was not used. The main parameter study was set up on a 512 x 256 x 512 grid using spherical polar coordinates (using the physics convention of $r, \theta, \phi$ corresponding to radial, polar and azimuthal angles) which were later reprojected into Cartesian coordinates. Conical jets were injected into a uniform density environment; the intersection of the cones with the inner boundary (see grid setup below) of the computational volume means that the jets appear at two oppositely placed spots on the inner boundary of the spherical co-ordinate system, which rotate about the precession axis (see Subsection 2.2 for details) at a rate determined by the precession period, where $pp = 1$ corresponds to the simulation time. All jets had a jet cone half opening angle of 5°, as appropriate for Fanaroff-Riley II radio jets (Krause et al. 2012), and a Mach number $M \gg 1$ that corresponds to the speed at which the jet was injected (see Fig. 1) and were injected with the same initial density and pressure as the central values for the computational volume (see below); the jets then naturally recollimate downstream. A counterjet was injected on the opposite side of the grid with slight time-varying perturbations to break up the symmetry.

The grid extent in code units was set such that $0.2 \leq r \leq 5$, $0 \leq \theta \leq \pi$ and $0 \leq \phi \leq 2\pi$. The boundary conditions were set to reflective (inner $r$, other than where the jet is being injected) and outflow (outer $r$), periodic at the $\phi$ boundaries and reflective with inversion symmetry for the velocity on the axis ($\theta = 0, \pi$).

The computational volume is initialized in simulation units to a density $\rho$ of 1 and a pressure $p$ of $1/\gamma$, where $\gamma = 5/3$, and the simulation unit of speed is the sound speed in this medium. The uniform-density approximation here does not correspond to the environments of real radio sources, but nevertheless we can estimate a rough scaling of our simulation units to physical units. Let us assume that the unit density $\rho_0 = 10^7$ protons m\(^{-3}\) and the temperature of the gas is $T = 10^7$ K (comparable to the temperature of the hot gas in a group of galaxies, which radio galaxies often inhabit). For a helium-hydrogen plasma the pressure corresponding to 1 simulation unit is then $\frac{5}{3} \times 2.3n_0kT$, where the factor 2.3 gives the total number of particles per proton: this gives $p = 5.3 \times 10^{-13}$ Pa, and an environmental pressure of $p/\gamma = 3.2 \times 10^{-13}$ Pa. We are free to choose the physical scale. If we set the outer radius of the simulations to 300 kpc, as adopted by Hardcastle & Krause (2013), which corresponds to a large, well-resolved radio galaxy, then our simulation unit of distance is 60 kpc. The simulation sound speed is $v_s = \sqrt{\gamma kT/m}$, giving $v_s = 480 \text{ km s}^{-1}$. The scale choice means that one simulation time unit is $t = 60 \times 3.1 \times 10^{19}/480 \times 10^5 = 3.9 \times 10^{15} \text{ s} = 1.2 \times 10^5 \text{ years}$. We use code units throughout the paper, as this conversion to physical units is only one possible choice and is necessarily somewhat arbitrary.

In these units the jet is injected with the ambient density and pressure at a radius of 12 kpc and at that point has a radius of 1 kpc. The kinetic power of the $M = 100$ jet in physical units is then $3 \times 10^{38}$ W, a reasonable power for a Fanaroff-Riley class II object (e.g. Hardcastle & Krause 2013). The power of the $M = 50$ jets would be a factor 8 lower.

We ran all simulations to an initial simulation time of 0.3 (simulation units), writing out the PLUTO output every 0.001 simulation time units. Five additional simulations were chosen for analysis throughout this paper: View 1 (top-down), View 2 (face-on), and View 3 (side on).

![Figure 1. Schematic showing spherical simulation setup consisting of a jet and counterjet being injected along precession cone opening angle $\psi$ with a precession period $pp$ and Mach injection speed $M$. The three spheres represent the three projected views chosen for analysis throughout this paper: View 1 (top-down), View 2 (face-on), and View 3 (side on).](https://academic.oup.com/mnras/advance-article/doi/10.1093/mnras/staa3020/5917427)
2.2 Parameter study

The parameters we varied are $pp$, the precession period (1 and 5 turns per 300 timesteps), $M$, the jet injection speed (Mach 50 and Mach 100), and $\psi$, the precession cone opening angle ($15^\circ$, $30^\circ$ and $45^\circ$). These parameters were chosen because we expected them to produce structures corresponding to a range of morphologies where precession indicators may be present (see Table 1). We expected the parameter choices to range from little or no signature to those with highly complex structures and multiple indicators of precession. Early stages of simulations, when source age is small compared to precession period, may be scaled to larger radio sources with slower precession rates. Also, the symmetric lobe structures observed for some precession candidates in Krause et al. (2019) suggest precession for many turns. In addition, we ran a subsample of jets for twice the length (0.6) simulation time. These are denoted with $L_r$ where applicable and were chosen because of their low growth rate along the $r$ direction, in order to assess the consequences of isotropism on precession indicators.

2.3 Synthetic radio maps

To make the synchrotron visualisation (shown in blue in the movie images), we converted pressure to emissivity following the method of Hardcastle & Krause (2013). We take the synchrotron emissivity as being proportional to $p^{1.8}$ and integrate along the chosen line of sight to obtain the radio map. This works well for the radio lobes, but not for the jets. The reason is that jets are strongly affected by relativistic beaming and may have higher magnetic field strengths than the radio lobes. Their visibility depends also on particle acceleration processes in the jet, which are not understood in detail yet (e.g., Hardcastle et al. 2016; Sun et al. 2018).

To visualise the jets we therefore took any structure with a Mach number greater than half of the jet injection speed. Once calculated, we projected the 3D spherical grid into a 3D Cartesian grid and integrated the emission along the line of sight for three viewing directions along the three Cartesian coordinate axes (see Fig. 1). The jets, in purple, are shown as projections of the Mach number combined with the jet tracer.

We used these synthetic 2D images in all subsequent analysis using a box size of $1024 \times 1024$ pixels for each view. We treated this as ideal and limited only via numerical resolution rather than including the beam size of a realistic radio image. Since our simulations are in polar coordinates the resolution is radius-dependent, but we do not expect this to affect our analysis. The dynamic range is $10^5$ for both Mach 50 and 100 jets. Since radio images with e.g. the VLA routinely achieve a dynamic range of $10^5$, all main features should be observable. Future instrumentations, such as the SKA, is likely to achieve dynamic ranges of $10^6$ or more.

We chose three views, corresponding to three adjacent faces of a cube: these are labelled top down or View 1, face on, or View 2, and edge on (View 3). Being top down, View 1 was always the most projected whilst View 3 often showed characteristics of straight jets for some portion of the source time. This reflects a correlation with the initial precession phase.

Movies of these simulations are available at: https://www.extragalactic.info/precessingjets

2.4 Determination of lobe physical structure

Once the simulations have been reprojected into Cartesian space, we divide each of the simulated images for each timestep into ‘north’ and ‘south’ (top and bottom) and for each half we find the distance corresponding to the most distant point in the lobe, which we call the lobe length, and the total number of pixels in the lobe, which we call the lobe area; then the axial ratio is defined as the number of pixels divided by the lobe length squared (so it is low for long thin lobes and high for short wide ones). These numbers are tabulated for both lobes for each timestep.

We corrected for the variation in lobe position angle as a result of the varying precession angles and projection directions we used by finding a characteristic angle on the sky for the lobes in each view. In detail, we found the covariance matrix of the $x$ and $y$ co-ordinates of regions that appear inside the lobe, and then used the eigenvector of that matrix with the largest eigenvalue as the lobe direction. The images were rotated through the angle of this eigenvector on the sky before analysis. This is intended to mimic what would be done by observers, who would refer jet properties to a characteristic lobe axis.

2.5 Definition of precession markers

We looked at three of the four precession markers as indicated by Krause et al. (2019): point symmetry between jet and counterjet (S); jet curvature (C); and lobe axis misalignment (E). Hotspot structure was not considered in this paper because we do not model particle acceleration, and so cannot visualise hotspots in a way that can be compared accurately with observations.

Lobe axis misalignment (E) was examined by looking at the proportion of time that the jet was at the edge of the lobe. At each point along the jet we took the absolute value of the distance between the lobe centre and the jet centre, normalizing by the width of the lobe. We then averaged this over the length of the jet for each timestep to obtain index (E).

The curvature (C) is assessed by fitting a straight line to the entire jet path and calculating a curvature indicator of the form

$$C = \frac{\chi^2}{N} = \frac{1}{N} \sum \left[ y_i - (ax_i + b) \right]^2$$

where $N$ is the total number of data points in the jet, the $y_i$ are the displacement from the jet lobe axis in pixels, $x_i$ are the radial distances in pixels, and $a$ and $b$ are the parameters of a straight line obtained by minimizing $\chi^2$. The higher the number, the worse the fit for the straight line. This was chosen simply because one jet could experience multiple forms of curvature throughout its lifecycle, and more prescriptive approaches would fail to take this into account.

Point (rotational) symmetry (S) was determined in the same way as lobe misalignment, but taking the signed distance between the lobe and jet centres. We consider only

3 https://astronomers.skatelescope.org/documents/
Table 1. List of simulations run during the parameter study.

| Simulation name | Cone angle (degrees) | Mach number | Precession period (simulation units) | Simulation time (simulation units) |
|-----------------|----------------------|-------------|--------------------------------------|-----------------------------------|
| 15_50_STR       | 15                   | 50          | ∞                                    | 0.3                               |
| 15_50_1         | 15                   | 50          | 1.0                                  | 0.3                               |
| 15_50_02        | 15                   | 50          | 0.2                                  | 0.3                               |
| 15_50_02_L      | 15                   | 50          | 0.2                                  | 0.6                               |
| 15_100_STR      | 15                   | 100         | ∞                                    | 0.3                               |
| 15_100_1        | 15                   | 100         | 1.0                                  | 0.3                               |
| 15_100_02       | 15                   | 100         | 0.2                                  | 0.3                               |
| 30_50_STR       | 30                   | 50          | ∞                                    | 0.3                               |
| 30_50_1         | 30                   | 50          | 1.0                                  | 0.3                               |
| 30_50_02        | 30                   | 50          | 0.2                                  | 0.6                               |
| 30_50_02_L      | 30                   | 50          | 0.2                                  | 0.6                               |
| 30_100_STR      | 30                   | 100         | ∞                                    | 0.3                               |
| 30_100_1        | 30                   | 100         | 1.0                                  | 0.3                               |
| 30_100_02       | 30                   | 100         | 0.2                                  | 0.3                               |
| 45_50_STR       | 45                   | 50          | ∞                                    | 0.6                               |
| 45_50_1         | 45                   | 50          | 1.0                                  | 0.3                               |
| 45_50_02        | 45                   | 50          | 0.2                                  | 0.6                               |
| 45_50_02_L      | 45                   | 50          | 0.2                                  | 0.6                               |
| 45_100_STR      | 45                   | 100         | ∞                                    | 0.3                               |
| 45_100_1        | 45                   | 100         | 1.0                                  | 0.3                               |
| 45_100_02       | 45                   | 100         | 0.2                                  | 0.3                               |
| 45_100_02_L     | 45                   | 100         | 0.2                                  | 0.6                               |

Table 2. Grid sizes $r$, $\theta$ and $\phi$ for simulations in resolution study.

| Simulation name | Grid Size |
|-----------------|-----------|
|                 | $r$      | $\theta$ | $\phi$ |
| 45_100_STR_L    | 512      | 256      | 512    |
| 45_100_STR      | 512      | 384      | 768    |
| 45_100_STR_HR   | 512      | 512      | 1024   |
| 45_100_1_L    | 512      | 192      | 384    |
| 45_100_1_HR    | 512      | 256      | 512    |
| 45_100_1_VHR   | 512      | 384      | 768    |

2.6 Numerical resolution dependence

Given that the simulations are in spherical coordinates, the cells closer to the centre of the grid have a higher resolution than those towards the edge. This has been shown to influence the realisation of hydrodynamic structures (Krause & Camenzind 2001), and since the Mach 50 jets naturally do not grow as far along the grid as their faster counterparts, it is important to confirm that any differences and similarities between Mach 50 and 100 jets is resolution-independent.

We picked a dynamically complex Mach 100 jet (45_100), which we used as a baseline: for both low (LR) and high (HR) resolution jets the radial component $r$ remained constant at 512, whilst $\phi$ and $\theta$ were decreased or increased by 1.5, or by 2 for the very high resolution (VHR) jet. We did the same for a non-precessing jet with the same characteristics. These are summarised in Table 2.

To assess the influence of resolution on lobe growth and jet structure, we repeated the analysis undertaken for the parameter study on all of these jets.
Figure 2. Synthetic radio maps from representative simulations, all at $t = 200$ and the same fixed view (View 3). Linear purple features denote the jet paths as indicated by regions of high Mach number (see Section 2.3) for details. First column represents straight (non-precessing) jets; the second column shows jets with a single turn per 300 timesteps (e.g., have completed $2/3$ of a turn at this point) and the third shows those with five turns per 300 timesteps (and have completed 3.3 turns). The first and third rows correspond to a precession cone opening angle of $15^\circ$ whilst the second and fourth open at $45^\circ$. The first two rows are have a jet injection speed of Mach 100 whilst the remaining two are Mach 50. For each simulation we have given the indicator values for edgeness (E), curvature (C) and point symmetry (S), at that specific timestep. The dynamic range of the images is $10^5$, close to observable limits in real sources.
3 RESULTS

3.1 Morphology and jet structure

Figure 2 shows a snapshot of 12 different simulation runs at the same timestep taken from 2/3 of the way through each simulation. Column 1 shows non-precessing jets; column 2 is for slowly precessing jets with a precession period equal to the source age, and column 3 shows jets with a precession period of 1/5 the source age. Rows 1 and 2 are for Mach 100 jets whilst rows 3 and 4 are for Mach 50 jets; therefore, rows 1 and 3 correspond to precession cone opening angles of 15° whilst rows 2 and 4 are at 45°. These result in a wide range of morphological structures. Many of these exhibit characteristics of real-world sources such as amorphous, restarting or X-shaped radio galaxies. Fast precessing objects can show straight jets in the shorter pair of X-shaped lobes whereas the more slowly precessing jets appear curved and bent by the lobe walls.

3.2 Quantitative effects of precession and Mach number

3.2.1 Lobe growth and axial ratio

Figure 3 shows numerous impacts on jet length as a consequence of precession cone opening angle and injection speed. Both jet and counterjet for Views 2 and 3 are shown. Jet injection angle varied in some simulations and was corrected for during analysis. Flattened lines indicate that a simulation has run off the grid, which only occurs for Mach 100 jets. Straight jets grow faster than precessing ones.

For all simulations, lobe growth rates decrease with decreasing precession period. Lower velocities also result in lower growth so the most compact sources are those with rapid precession, wide cone opening angles and slower Mach number. Given the complexity of parameter space there is often a trade-off between precession angle and velocity, since Mach 50 straight jets initially grow more slowly than slowly-precessing Mach 100 jets until approximately halfway through the simulation when the straight jets continue growing at almost the same rate and precessing jets flatten out.

Axial ratio (Fig. 4) shows similar trends. Assessment of axial ratio changes are initially unreliable for the first 20 simulation time units of all simulations. This is a common feature of such simulations related to the necessarily unphysical initial conditions which must relax before a realistic situation is established. After this, the straight jets remain at the lowest levels until they run off the grid. Jets with a precession period of 1 also have low axial ratios with some trends relating to Mach number. It is again important to note that both jet and counterjet, for two different projected views, are shown in this plot. Therefore some simulations – for example, 45_50_02 – show differing axial ratios depending on projection. These highlight the importance of remembering just how much apparent precession morphologies change depending upon their orientation along the line of sight. There is a clear, general trend for all axial ratios: radio lobes become significantly fatter, for faster precessing jets.

3.2.2 Precession indicators

Figures 5 to 7 show the prevalence of precession indicators. Each figure shows all simulations for Views 2 and 3. View 1 has been omitted for space, and because the top-down view is highly projected for all simulations and hence less relevant for radio galaxies. Table 3 shows the percentage of time that each precession indicator exceeds a given threshold level for each jet, for all three views. We chose the thresholds to be E = 0.1, C = 10 and Δ = 0.05. These were chosen manually to reflect the extent which could not normally be reached by non-precessing hydrodynamics alone (except during very early periods of lobe expansion), and as such can be thought of as minimum values for precession. Higher threshold values would not have impacted straight jet detection and would have naturally increased the percentage of false negatives. Instead we chose to set values which provide us with the maximum amount of time a precession indicator could be detected from a precessing jet. These values also make sense intuitively. This can be seen from Fig. 2, where we give all precession indicator value for each simulation snapshot shown (compare also Fig. 6). For example, the fast precessing run 15_100_02 shows a jet that appears essentially straight for the given snapshot with a curvature indicator C=9, just below the threshold value C=10. Run 45_50_1 has C=34 and shows a clearly curved jet. The straight jets show a simple lobe-jet structure with E up to 0.04 in the snapshots shown. 15_50_1 and 15_100_1 both have E=0.1, i.e., are at the threshold value and clearly have the jet towards the edge of the lobe. For S, the shown straight jets have values up to 0.03, with no visual indication of S-symmetry, whereas run 45_100_1 clearly shows the symmetry and has S=0.07, supporting the choice of the threshold value at 0.05.

Jet curvature (C) (Fig. 5) is strongly dependent on view, with those jets with slower precession and higher jet speed (e.g., run 15_100_1) revealing little curvature for View 3 for most of the simulation (9%, as opposed to 61% curvature in View 2). This can be confirmed visually in Fig. 8, far panel, which shows a snapshot from that simulation highlighting that View 3 appears straight to a casual observer whilst top-down and edge-on views of the same source at the same time show strong curvature. The differences between View 2 and View 3 are much less pronounced for the fast precessing jets. This shows that the initial orientation is still important for the final morphology throughout much of the first turn.

Even though there is this difference in viewing angle for the slowly precessing jets, it is striking that the curvature indices of the fast-precessing jets never get anywhere near the slowly precessing ones. The maximum C a fast-precessing jet ever reaches in any View (2 or 3) in our simulations is below 400, whereas the slowly precessing jets reach up to > 1400. This corresponds to the impression from Fig. 2, where the fast-precessing jets appear almost straight, whereas the slowly-precessing ones appear highly curved. The reason seems to be that the fast-precessing jets break up quickly whereas the slowly precessing ones tend to get bent at the lobe boundaries.

Given the interdependence of the precession indicators, it should not be surprising that edgeness (E) shows similar patterns. For example the same simulation, 15_100_1, high edgeness indicators for 85.5% and 81.3% for Views 1 and 2 respectively, but for View 3 this is 29.2% at the given
threshold (it is worth noting that the threshold is set at a minimum value, and even slight increases give 0% precession for that view). View 3 shows all precession indicators much more consistently for greater precession cone angles. Straight jets are still clearly distinguished in these measures: no false positive occurs for more than 5% of the time, and this is usually only for one indicator and one view. Conversely, false negatives can indeed be at zero for a single indicator, but for a chosen view never fall lower than 29% for at least one indicator. Whilst it is therefore important to recognise that there is a population of sources for which precession may be hard to detect, examining trends across all indicators is likely to provide more evidence that precession is indeed occurring.

Fig. 7 gives the same variation of S-symmetry (S) for Views 2 and 3. After the initial relaxation – which is more pronounced for jets with greater cone opening angles – straight jets often show non-zero s-symmetry values of under 5%. This is because of minor disturbances along the lobe axis; however, this can be corrected for by removing the first 50 timesteps after the initial lobe expansion stage. We have kept this in for completeness; the effect can be seen clearly at the start of Fig. 7 where hydrodynamic forces of early inflation create both radial symmetry and asymmetry for a short time. Some of the more strongly precessing jets show slight dips towards zero as the precessing jets change direction, but for the bulk of the simulation time there is positive radial symmetry between the jets and counterjets. Our slowly precessing jets generally show more pronounced S-symmetry, which may again be due to the fact the the fast precessing ones tend to break up and re-form. There is again a dependence on view for the slowly precessing jets, suggesting that again that precession indicators may not show consistently during the first turn.

There is very little impact on indicator levels for the long runs (L). Since the jets are typically isotropic after one turn, doubling the simulation time typically makes little difference to the amount of time that a given precession indicator is observed. This is confirmed in Fig. 9 where the (E), (C) and (S) values are often close to, or even beneath threshold values despite the obvious complexity of the lobe structure.
3.3 Resolution dependence

Figures 10 to 14 show the influence of resolution on both straight and precessing jets. The precessing jet was chosen for having a wide cone angle, slower precession period and a high Mach number (see Fig. 2, row 2, column 2), allowing for dynamic morphologies without the complex interactions seen at higher precession periods.

For the lobe environment morphology indicators (lobe growth and axial ratio, Figures 10 and 11), the precessing jets (yellow) show some spread in lobe growth and width but the overall behaviours are consistent throughout the simulation.

4 DISCUSSION

4.1 Resolution dependence and model validation

The resolution study described in Section 3.3 examines the impact of resolution on both lobe structure and precession markers. Figs. 10 and 11 show the changes throughout each simulation. Surprisingly, it is the straight jets which are less uniform, with lower resolution jets being more stable – e.g., less likely to break up – over time. Not only do higher resolution straight jets run off the grid faster (e.g., 45_100_STR_VHR has only 150 on-grid timesteps), but axial ratio decreases as a consequence of faster growth. The dependence of source expansion speed on resolution is opposite from what is expected from resolution studies of pre-collimated jets (Krause & Camenzind 2001). This is probably due to a resolution dependence in the hydrodynamic collimation process that we include self-consistently here by injecting jets with a finite opening angle.

When the precession indicators themselves are examined, these roles reverse. Figures 12 (S), 13 (C), and 14 (E) show that the straight jet continues to be straight at all resolutions with the edgeness (E) indicator showing a slight increase in straight jets from expansion, and point symmetry (S) showing some spread in higher resolution jets which are typically less stable. Yet these account for only minor variations in indicator scoring, as shown in Table 4.

It is interesting to note that resolution dependency is also dependent upon simulation view. For example, edgeness (E) indicators are very similar for the precessing jet for Views 1 and 2, which are the more curved projections. Yet for View 3, which typically has fewer indicators, the effects of resolution over time are slightly reduced. On one hand, lower resolution jets witness a reduction in the internal hy-
Figure 5. Curvature (C) precession markers for all simulations. Solid straight line shows indicator threshold of \( C = 10 \). Top panel shows ‘View 2’ whilst bottom shows ‘View 3’.
Figure 6. Mean lobe axis misalignment (E), expressed as position of jet throughout simulation relative to centre and edge of lobe where 0 is no curvature (the jet is in the centre of the lobe) and 1 is the jet is exactly at the edge of the lobe. This represents the variation throughout a single fixed side-on view for all simulations as described in Table 1. Solid straight line shows indicator threshold of $E = 0.1$. Double lines of the same type indicate jet and counterjet. Top panel shows ‘View 2’ whilst bottom shows ‘View 3’.
Figure 7. ‘S’-shaped symmetry ($S$) for ‘View 2’ (top) and ‘View 3’ (bottom) of all simulations. Solid straight line shows indicator threshold of $S = 0.05$. Legend as in previous plots.
Table 3. Percentage of simulation time where jet shows precession indicators that exceed the selected thresholds \((E = 0.1, C = 10\) and \(S = 0.05\). Simulations indicated in brackets and marked with \(L\) were extended to twice the simulation time.

| Simulation name | Jet at edge (E) | Jet curved (C) | Jet S-symmetric (S) |
|-----------------|----------------|----------------|---------------------|
|                 | View 1 | View 2 | View 3 | View 1 | View 2 | View 3 | View 1 | View 2 | View 3 |
| 15_50_STR       | 0.3    | 0.7    | 0.2    | 0.0    | 0.0    | 0.0    | 1.0    | 3.7    | 4.0    |
| 15_50_1         | 86.5   | 81.2   | 61.8   | 56.9   | 61.0   | 9.0    | 83.3   | 83.6   | 17.4   |
| 15_50_02        | 91.2   | 91.5   | 79.8   | 72.4   | 54.2   | 60.9   | 59.5   | 66.2   | 74.6   |
| (15_50_02_L)    | (86.9) | (88.8) | (86.0) | (85.1) | (71.8) | (74.5) | (53.8) | (62.3) | (66.4) |
| 15_100_STR      | 0.0    | 0.3    | 0.5    | 0.0    | 0.0    | 0.0    | 1.0    | 2.7    | 2.3    |
| 15_100_1        | 85.5   | 81.3   | 29.2   | 68.8   | 74.0   | 15.0   | 81.0   | 86.0   | 8.7    |
| 15_100_02       | 92.2   | 91.7   | 75.3   | 83.5   | 74.2   | 70.7   | 63.3   | 56.0   | 75.7   |
| 30_50_STR       | 0.2    | 0.8    | 1.0    | 0.0    | 0.0    | 0.0    | 1.3    | 3.0    | 2.7    |
| 30_50_1         | 93.2   | 94.0   | 79.2   | 73.1   | 69.1   | 40.3   | 88.0   | 93.0   | 63.2   |
| (30_50_02_L)    | (89.5) | (95.7) | (90.1) | (84.4) | (61.0) | (60.8) | (64.1) | (44.6) | (47.7) |
| 15_100_02       | 0.3    | 0.2    | 0.5    | 0.0    | 0.0    | 0.0    | 0.7    | 1.7    | 1.3    |
| 30_100_STR      | 94.0   | 92.5   | 71.0   | 75.0   | 75.5   | 55.3   | 90.0   | 91.7   | 38.4   |
| 30_100_1        | 92.5   | 91.5   | 90.8   | 91.3   | 74.7   | 71.7   | 74.7   | 56.0   | 64.0   |
| (30_100_02_L)   | (96.2) | (94.4) | (92.7) | (95.7) | (85.4) | (85.8) | (75.2) | (63.2) | (65.2) |
| 45_50_STR       | 0.5    | 1.5    | 1.5    | 0.0    | 0.0    | 0.0    | 0.7    | 1.0    | 2.3    |
| 45_50_1         | 96.2   | 95.2   | 71.7   | 78.8   | 72.2   | 38.1   | 92.3   | 94.3   | 55.4   |
| 45_50_02        | 94.0   | 95.0   | 77.3   | 49.3   | 36.1   | 48.7   | 50.5   | 37.8   | 51.2   |
| (45_50_02_L)    | (93.5) | (94.7) | (73.4) | (73.9) | (63.1) | (70.1) | (54.6) | (41.6) | (48.1) |
| 45_100_STR      | 0.5    | 0.8    | 0.3    | 0.0    | 0.0    | 0.0    | 0.3    | 0.7    | 0.3    |
| 45_100_1        | 95.7   | 95.0   | 86.5   | 82.8   | 78.5   | 48.3   | 93.0   | 95.3   | 43.0    |
| 45_100_02       | 95.3   | 95.5   | 77.7   | 77.3   | 86.5   | 69.7   | 94.3   | 77.0   | 66.0   |
| (45_100_02_L)   | (96.5) | (96.6) | (81.5) | (88.7) | (93.2) | (84.8) | (64.0) | (73.5) | (62.0) |

**Figure 8.** Three projected views from a \(M = 100, \psi = 15^\circ\), pp = 1 jet close to the end of its simulation. The first panel shows a top-down view, and the second and third from two adjacent sides. The jet is purple whilst the blue indicates modelled synchrotron emission. By this point the jet is knotty and discontinuous.

Table 4. Fraction of simulation time where jet shows precession indicators, resolution study.

| Simulation name | Jet at edge (E) | Jet curved (C) | Jet S-symmetric (S) |
|-----------------|----------------|----------------|---------------------|
|                 | View 1 | View 2 | View 3 | View 1 | View 2 | View 3 | View 1 | View 2 | View 3 |
| 45_100_STR_LR   | 0.0    | 0.3    | 0.0    | 0.0    | 0.0    | 0.0    | 0.7    | 2.2    | 1.1    |
| 45_100_STR_HR   | 0.0    | 0.3    | 0.0    | 0.0    | 0.0    | 0.0    | 0.3    | 0.7    | 0.3    |
| 45_100_STR_LHR  | 0.0    | 0.7    | 0.0    | 0.3    | 0.0    | 0.0    | 1.0    | 3.8    | 1.4    |
| 45_100_1_LR     | 95.5   | 90.8   | 86.2   | 78.4   | 76.1   | 49.7   | 90.6   | 85.6   | 46.8   |
| 45_100_1_HR     | 95.7   | 95.0   | 86.5   | 82.8   | 78.5   | 48.3   | 93.0   | 95.3   | 43.0   |
| 45_100_1_LHR    | 93.8   | 91.4   | 73.7   | 77.1   | 73.8   | 69.6   | 94.1   | 91.9   | 54.2   |
| 45_100_1_LHR    | 94.8   | 93.5   | 83.6   | 80.8   | 76.9   | 72.8   | 94.0   | 91.8   | 73.3   |
Figure 9. Timeseries evolution of a $M = 100$, $\psi = 45^\circ$, $pp = 02$ jet with a 0.6 simulation time, as shown from View 2. Values of (E), (C) and (S) are shown for each snapshot.
Figure 10. Projection-corrected lobe length resolution dependency plot for ‘View 2’ of precessing and straight jets. Blue corresponds to non-precessing jets whilst yellow signifies precessing ones; straight lines are for low resolution (LR) jets, dashed lines are for the original runs, dotted lines are high resolution (HR) and dashed and dotted lines are very high resolution (VHR).

Of course, the sources where precession is harder to detect have consequences observationally; in observations a single source is only ever viewed as a snapshot, and as such will have a random orientation which may show little precession. This can be caused by an ambiguity during the first precession turn where it depends strongly on the location of the observer relative to the source, if it will appear to be precessing or not. From certain views the source will not have precessed enough relative to the observer for indicators to appear, or the curvature in the jet may be hidden by projection. But if even one precession indicator is observed in a source, it is almost certainly caused by real precession rather than hydrodynamics alone.

4.2 Precession indicators and jet structure

It is immediately apparent that generally all simulations of precessing jets exhibit one or more of the precession markers indicated by Krause et al. (2019) at most times. Table 5 shows that some combinations of parameters, specifically those with narrow precession cone angles and longer precession periods, resemble straight jets for much of their runs. Yet even for the simulations and views which show the least visible precession, a marker can be detected approximately one third of the time (Table 5), and usually more, whilst no false positive is present for more than 5% of the time.

Deprojected jet length depending on resolution, View 2

drodynamics which drive precession markers; on the other, higher resolution jets are less stable and break up more often, leading to worse fits in some projections. However, both high and low resolution jets pass indicator thresholds for roughly the same amount of time for all three indicators in all views.

We conclude that the prevalence of precession indicators beyond each threshold is essentially independent of resolution and so it is safe to analyse these indicators based on our parameter study.
Figures 3 and 4 show that precession has a strong effect on lobe dynamics. The wider the precession cone opening angle, the slower the source expansion, and the more rapidly the jet is precessing, the less growth there is.

Interestingly, the influence of precession cone opening angle is comparatively minor: between our $15^\circ$ and our $45^\circ$ simulations, the expansion rate changes only by about 20%. In contrast, even the slowly precessing jets expand about $1/3$ slower than the non-precessing ones, with our fast-precessing sources at roughly 50 per cent of the straight-source speed. This could have important consequences for jet power determinations (compare, e.g., Turner et al. 2018;
4.4 Morphological comparisons to real-world sources

Many of the simulation snapshots are comparable to complex morphologies found in current observations of X-ray and radio jets. For slow precession periods, precessing jets can give rise to lobe morphologies comparable to those of X- or Z-shaped sources (Fig. 2), which have in the past been attributed to rapid jet reorientation as a result of black hole-black hole mergers (Merritt & Ekers 2002) to complex structures in the host environment (Leahy & Williams 1984; Hardcastle et al. 2019a), or to hydrodynamic backflow (Cotton et al. 2020). Importantly, these structures can exist while the jets appear straight, so jet precession as an origin of X-shaped sources cannot be ruled out on the basis of jets appearing straight.

Jets where the precession period is short compared to the source lifetime make complex amorphous morphologies that are perhaps less well matched to typical sources, particularly when the precession angle is also large, although some of the structures produced are reminiscent of restarting or ‘double-double’ sources (Schoenmakers et al. 2000), or hybrid sources (Harwood et al. 2020). It may be that jets with short precession periods are rare or short-lived, but further work would be required to explore this. The morphologies shown in the late stages of Fig. 9 may be unlikely to be observed in reality given likely disturbances from the intra-cluster / intra-group medium over the dynamical age of the host galaxy.

5 CONCLUSIONS AND FUTURE WORK

We have simulated radio sources with precessing jets and produced synthetic radio images with separate proxies for lobe and jet emission. We have found that:

- Physical properties of the precessing jet system are responsible for complex morphologies which mimic structures observed in real-world radio sources.
- Jet precession results in predictable changes to jet and lobe structures, which become more pronounced with extreme precession cone opening angles and faster precession periods.
Fast and slow precessing jets result in changes to jet curvature and stability, with rapidly precessing jets breaking up more often while slowly precessing jets can show smooth curvature.

Jet velocity has little impact on morphology beyond slower jets producing more compact sources.

Precessing jets often appear straight, and certain viewing angles and physical properties make it very difficult to detect precession markers.

Source expansion slows down significantly with decreasing precession period. Our fast-precessing jets expand at merely 50% of the speed of the equivalent straight-jet source. This will have a strong impact on the determination of the jet power of such a radio source.

All three investigated precession markers are useful for classifying precessing jets. Each one is present in precessing sources most of the time and in non-precessing sources almost never. Somewhat exceptional is S-symmetry, which is present in straight-jet sources in a few per cent of the investigated snapshots.

If a source displays one or more precession markers according to our definitions, the overall probability is 98% that the source hosts a precessing jet. Hence, any radio source that shows either S-symmetry or a misaligned jet at the edge of the lobe or significantly curved jets is very likely precessing.

Since real-world observations necessarily involve a single snapshot at a single point in a source’s lifetime, this may lead to an underestimation of the number of active supermassive black hole binaries producing precessing jets.

Future work will look at jet hydrodynamical processes and MCMC jet path fitting to observed and simulated sources.
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Figure 14. Resolution dependence on edgeness precession indicator (E), for ‘View 2’ of simulation runs. Colours and linestyles as in Fig. 10.
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