On a Cahn-Hilliard type phase field system related to tumor growth
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Abstract

The paper deals with a phase field system of Cahn-Hilliard type. For positive viscosity coefficients, the authors prove an existence and uniqueness result and study the long time behavior of the solution by assuming the nonlinearities to be rather general. In a more restricted setting, the limit as the viscosity coefficients tend to zero is investigated as well.
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1 Introduction

In this article, we study the coupled system of partial differential equations

\[
\begin{align*}
\alpha \partial_t \mu + \partial_t u - \Delta \mu &= p(u) (\sigma - \gamma \mu) \\
\mu &= \alpha \partial_t u - \Delta u + W'(u) \\
\partial_t \sigma - \Delta \sigma &= -p(u) (\sigma - \gamma \mu)
\end{align*}
\]
in a domain $\Omega \times (0, \infty)$, together with the boundary conditions
\[
\partial_\nu \mu = \partial_\nu u = \partial_\nu \sigma = 0 \quad \text{on the boundary } \Gamma \times (0, \infty)
\] (1.4)
and the initial conditions
\[
\mu(0) = \mu_0, \quad u(0) = u_0 \quad \text{and} \quad \sigma(0) = \sigma_0.
\] (1.5)
Each of the partial differential equations (1.1)–(1.3) is meant to hold in a three-dimensional bounded domain $\Omega$ endowed with a smooth boundary $\Gamma$ and for every positive time, and $\partial_\nu$ in (1.4) stands for the normal derivative. Moreover, $\alpha$ and $\gamma$ are positive constants. Furthermore, $p$ is a nonnegative function and $W$ is a nonnegative double well potential. Finally, $\mu_0$, $u_0$, and $\sigma_0$ are given initial data defined in $\Omega$.

The physical context is that of a tumor-growth model which has been derived from a general mixture theory [16, 12]. We also refer to [4], [15] and [6] for overview articles and to [7] and [5] for the study of related sharp interface models.

We point out that the unknown function $u$ is an order parameter which is close to two values in the regions of nearly pure phases, say $u \approx 1$ in the tumorous phase and $u \approx -1$ in the healthy cell phase; the second unknown $\mu$ is the related chemical potential, specified by (1.2) as in the case of the viscous Cahn-Hilliard or Cahn-Hilliard equation depending on whether $\alpha > 0$ or $\alpha = 0$ (see [3, 9, 10]); the third unknown $\sigma$ stands for the nutrient concentration, typically $\sigma \approx 1$ in a nutrient-rich extracellular water phase and $\sigma \approx 0$ in a nutrient-poor extracellular water phase.

In the case that the parameter $\alpha$ is strictly positive, the problem (1.1)–(1.5) is a generalized phase field model, while it becomes of pure Cahn-Hilliard type in the case that $\alpha = 0$. On the other hand, the presence of the term $\alpha \mu_t$ in (1.1) gives, in the case $\alpha > 0$, a parabolic structure to equation (1.1) with respect to $\mu$. Let us note that the meaning of the coefficient $\alpha$ here differs from the one in (1.2): in (1.1) $\alpha$ is not a viscosity coefficient since it enters in the natural Lyapunov functional of the system, which reads (cf. [13])
\[
E(u, \mu, \sigma) = \int_\Omega \left( \frac{1}{2} |\nabla u|^2 + W(u) + \frac{\alpha}{2} \mu^2 + \frac{1}{2} \sigma^2 \right).
\]
However, the fact that the coefficients are taken equal in the system (1.1)–(1.3) is somehow related to the limiting problem obtained by formal asymptotics on $\alpha$. Indeed, we refer to the forthcoming article [13] for a formal study of the relation between these models and the corresponding sharp interfaces limits.

We remark that the original model deals with functions $W$ and $p$ that are precisely related to each other. Namely, we have
\[
p(u) = 2p_0 \sqrt{W(u)} \quad \text{if} \ |u| \leq 1 \quad \text{and} \quad p(u) = 0 \quad \text{otherwise}
\] (1.6)
where $p_0$ is a positive constant and where $W(u) := -\int_0^u f(s) \, ds$ is the classical Cahn–Hilliard double well free-energy density. However, this relation is not used in this paper, whose first aim is proving the well-posedness of the initial-boundary value problem (1.1)–(1.5) in the case of a positive parameter $\alpha$. In this setting, we can allow $W$ to be even a singular potential (the reader can see the later Remark 2.1).
Actually, we prove the existence of a unique strong solution to the system (1.1)–(1.5) under very general conditions on $p$ and $W$, as well as we study the long time behavior of the solution; in particular, we can characterize the omega limit set and deduce an interesting property in a special physical case (cf. the later Corollary 2.5). Next, in a more restricted setting for the double-well potential $W$, we investigate the asymptotic behavior of the problem as the coefficient $\alpha$ tends to zero and find the convergence of subsequences to weak solutions of the limiting problem. Moreover, under a smoothness condition on the initial value $u_0$ we are able to show uniqueness for the limit problem and consequently also the convergence of the entire family as $\alpha \searrow 0$ (see Theorem 2.6).

Our paper is organized as follows. In Section 2, we state our assumptions and results on the mathematical problem. The forthcoming sections are devoted to the corresponding proofs. In Section 3, we prove the uniqueness of the solution. After presenting a priori estimates in Section 4, we prove the existence of the solution on an arbitrary time interval in Section 5, while we study its large time behavior in Section 6; Section 7 is devoted to the study of the limit of the phase field model (1.1)–(1.5) to the corresponding Cahn-Hilliard problem as $\alpha \to 0$.

2 Statement of the mathematical problem

In this section, we make precise assumptions and state our results. First of all, we assume $\Omega$ to be a bounded connected open set in $\mathbb{R}^3$ (lower-dimensional cases could be considered with minor changes) whose boundary $\Gamma$ is supposed to be smooth. As in the Introduction, the symbol $\partial_v$ denotes the (say, outward) normal derivative on $\Gamma$. As the first aim of our analysis is to study the well-posedness on any finite time interval, we fix a final time $T \in (0, +\infty)$ and let

$$Q := \Omega \times (0, T) \quad \text{and} \quad \Sigma := \Gamma \times (0, T).$$

Moreover, we set for convenience

$$V := H^1(\Omega), \quad H := L^2(\Omega) \quad \text{and} \quad W := \{ v \in H^2(\Omega) : \partial_v v = 0 \text{ on } \Gamma \}$$

and endow the spaces (2.2) with their standard norms, for which we use a self-explanatory notation like $\| \cdot \|_V$. If $p \in [1, +\infty]$, it will be useful to write $\| \cdot \|_p$ for the usual norm in $L^p(\Omega)$. In the sequel, the same symbols are used for powers of the above spaces. It is understood that $H \subset V^*$ as usual, i.e., in order that $\langle u, v \rangle = \int_{\Omega} uv$ for every $u \in H$ and $v \in V$, where $\langle \cdot, \cdot \rangle$ stands for the duality pairing between $V^*$ and $V$.

As far as the structure of the system is concerned, we are given two constants $\alpha$ and $\gamma$ and three functions $p$, $\hat{\beta}$ and $\lambda$ satisfying the conditions listed below

$$\alpha \in (0, 1) \quad \text{and} \quad \gamma > 0 \quad \text{(2.3)}$$
$$p : \mathbb{R} \to \mathbb{R} \text{ is nonnegative, bounded and Lipschitz continuous} \quad \text{(2.4)}$$
$$\hat{\beta} : \mathbb{R} \to [0, +\infty] \text{ is convex, proper, lower semicontinuous} \quad \text{(2.5)}$$
$$\lambda \in C^1(\mathbb{R}) \text{ is nonnegative and } \lambda' \text{ is Lipschitz continuous}. \quad \text{(2.6)}$$
We define the potential $W: \mathbb{R} \to [0, +\infty]$ and the graph $\beta$ in $\mathbb{R} \times \mathbb{R}$ by
\[ W := \hat{\beta} + \lambda \quad \text{and} \quad \beta := \partial \hat{\beta} \] (2.7)
and note that $\beta$ is maximal monotone. In the sequel, we write $D(\hat{\beta})$ and $D(\beta)$ for the effective domains of $\hat{\beta}$ and $\beta$, respectively, and we use the same symbol $\beta$ for the maximal monotone operators induced on $L^2$ spaces.

Remark 2.1. Note that lots of potentials $W$ fit our assumptions. Typical examples are the classical double well potential and the logarithmic potential defined by
\[ W_{\text{cl}}(r) := \frac{1}{4}(r^2 - 1)^2 = \frac{1}{4}(r^2 - 1)^+ + \frac{1}{2}(1 - r^2)^+ \quad \text{for} \quad r \in \mathbb{R} \] (2.8)
\[ W_{\text{log}}(r) := (1 - r) \ln(1 - r) + (1 + r) \ln(1 + r) + \kappa(1 - r^2)^+ \quad \text{for} \quad |r| < 1 \] (2.9)
where the decomposition $W = \hat{\beta} + \lambda$ as in (2.7) is written explicitly. More precisely, in (2.9), $\kappa$ is a positive constant which does or does not provide a double well depending on its value, and the definition of the logarithmic part of $W_{\text{log}}$ is extended by continuity at $\pm 1$ and by $+\infty$ outside $[-1, 1]$. Moreover, another possible choice is the following
\[ W(r) := I(r) + (1 - r^2)^+ \quad \text{where} \quad I \text{ is the indicator function of } [-1, 1] \] (2.10)
taking the value 0 in $[-1, 1]$ and $+\infty$ elsewhere. Clearly, if $\beta$ is multi-valued like in the case (2.10), the precise statement of problem (1.1)–(1.5) has to introduce a selection $\xi$ of $\beta(u)$. We also remark that our assumptions do not include the relationship (1.6) between $W$ and $p$, and one can wonder whether what we have required is compatible with (1.6). This is the case if $\hat{\beta}$ and $\lambda$ satisfy suitable conditions, in addition. For instance, we can assume the following: $D(\hat{\beta})$ includes the interval $[-1, 1]$ and $\hat{\beta}$ vanishes there; $\lambda$ is strictly positive in $(-1, 1)$ and $\lambda(\pm 1) = \lambda'(\pm 1) = 0$. In such a case, $W$ presents two minima with quadratic behavior at $\pm 1$ and the function $p$ given by (1.6) actually satisfies (2.4). We note that this excludes the case of the logarithmic potential, while it includes both (2.8) and (2.10).

As far as the initial data of our problem are concerned, we assume that
\[ \mu_0, u_0, \sigma_0 \in V \quad \text{and} \quad \hat{\beta}(u_0) \in L^1(\Omega) \] (2.11)
while the regularity properties which we obtain for the solution are the following
\[ \mu, u, \sigma \in H^1(0, T; H) \cap L^2(0, T; W) \subset C^0([0, T]; V) \] (2.12)
\[ \xi \in L^2(0, T; H) \quad \text{and} \quad \xi \in \beta(u) \quad \text{a.e. in } Q. \] (2.13)
At this point, the problem we want to investigate consists in looking for a quadruplet $(\mu, u, \sigma, \xi)$ satisfying the above regularity and the following boundary value problem
\[ \alpha \partial_t \mu + \partial_t u - \Delta \mu = R \quad \text{where} \quad R = p(u)(\sigma - \gamma \mu) \quad \text{a.e. in } Q \] (2.14)
\[ \mu = \alpha \partial_t u - \Delta u + \xi + \lambda'(u) \quad \text{a.e. in } Q \] (2.15)
\[ \partial_t \sigma - \Delta \sigma = -R \quad \text{a.e. in } Q \] (2.16)
\[ \partial_{\nu} \mu = \partial_{\nu} u = \partial_{\nu} \sigma = 0 \quad \text{a.e. on } \Sigma \] (2.17)
\[ \mu(0) = \mu_0, \quad u(0) = u_0 \quad \text{and} \quad \sigma(0) = \sigma_0 \quad \text{in } \Omega. \] (2.18)
We note once and for all that adding (2.14) and (2.16) yields
\[ \partial_t (\alpha \mu + u + \sigma) - \Delta (\mu + \sigma) = 0 \quad \text{a.e. in } Q. \] (2.19)

Here is our well-posedness result.

**Theorem 2.2.** Assume (2.3)–(2.7) and (2.11). Then, there exists a unique quadruplet \((\mu, u, \sigma, \xi)\) satisfying (2.12)–(2.13) and solving problem (2.14)–(2.18).

**Remark 2.3.** By starting from the regularity requirements (2.12)–(2.13) and owing to the regularity theory of elliptic and parabolic equations, one can easily derive further properties of the solution. For instance, as \(R \in L^\infty(0, T; H)\) one can show that \(\sigma \in W^{1,p}(0, T; H) \cap L^p(0, T; W)\) for every \(p \in [1, +\infty)\) (2.20) provided that \(\sigma_0\) is smooth enough (see, e.g., [8, Thm. 2.3]).

Once we know that there exists a unique solution on any finite time interval, we can address its long time behavior. Our next result deals with the omega limit of an arbitrary initial datum satisfying (2.11). Even though the possible topologies are several, by recalling (2.12) we choose
\[ \Phi := V \times V \times V \] (2.21)

as a phase space and set
\[ \omega = \omega(\mu_0, u_0, \sigma_0) := \{ (\mu, u, \sigma) \in \Phi : (\mu, u, \sigma)(t_n) \to (\mu, u, \sigma) \text{ strongly in } \Phi \text{ for some } \{t_n\} \nearrow +\infty \}. \] (2.22)

Our result reads as follows

**Theorem 2.4.** Assume (2.3)–(2.7) and (2.11). Then, the omega limit set \(\omega\) is non-empty. Moreover, if \((\mu, u, \sigma)\) is any element of \(\omega\), then \(\mu, \sigma\) are constant and their constant values \(\mu_s, \sigma_s\) and the function \(u\) are related to each other by
\[ p(u)(\sigma_s - \gamma \mu_s) = 0 \quad \text{and} \quad -\Delta u + \beta(u) + \lambda'(u) \geq \mu_s \quad \text{a.e. in } \Omega, \]
\[ \partial_\nu u = 0 \quad \text{a.e. on } \Gamma. \] (2.23)

We deduce an interesting consequence in a special case which, however, is significant.

**Corollary 2.5.** Assume that \(D(\hat{\beta}) = [-1, 1]\) and that \(p\) is strictly positive in \((-1, 1)\) and vanishes at \(\pm 1\). Then, we have
\[ \text{either } \sigma_s = \gamma \mu_s \text{ or } u_\omega = -1 \quad \text{a.e. in } \Omega \text{ or } u_\omega = 1 \quad \text{a.e. in } \Omega. \]

Indeed, if \(\sigma_s \neq \gamma \mu_s\), (2.23) implies \(u_\omega \in D(\hat{\beta})\) and \(p(u_\omega) = 0\) a.e. in \(\Omega\). On the other hand, we have \(u_\omega \in V\), whence the conclusion. We also remark that, in the case of the potential (2.10), the inclusion in (2.23) reduces to \(\beta(u_\omega) \geq \mu_s\). In particular, \(u_\omega = -1\) if \(\mu_s < 0\) and \(u_\omega = 1\) if \(\mu_s > 0\).
Our final result regards the asymptotic analysis as the viscosity coefficient $\alpha$ tends to zero and the study of the limit problem. We can deal with this by restricting ourselves to a particular class of potentials. Namely, we also assume that

\[
D(\beta) = \mathbb{R} \quad \text{and} \quad W = \beta + \lambda \quad \text{is a } C^3 \text{ function on } \mathbb{R}
\]

\[
W(r) \geq \delta_0 |r| - c_0, \quad |W'(r)| \leq c_1(|r|^3 + 1), \quad |W''(r)| \leq c_2(|r|^2 + 1)
\]  

(2.24)  

(2.25)

for any $r \in \mathbb{R}$ and some positive constants $\delta_0$ and $c_0, c_1, c_2$. We have written both the last two conditions in (2.25) for convenience even though the latter implies the former. We also remark that the classical potential (2.8) fulfils such assumptions. Here is our result.

**Theorem 2.6.** Assume (2.3)–(2.7), (2.11), and (2.24)–(2.25) in addition. Moreover, let $(\mu_\alpha, u_\alpha, \sigma_\alpha, \xi_\alpha)$ be the unique solution to problem (2.14)–(2.18) given by Theorem 2.2. Then, we have:

i) the following convergence holds

\[
\mu_\alpha \to \mu \quad \text{weakly in } L^2(0, T; V)
\]

(2.26)

\[
u_\alpha \to u \quad \text{weakly star in } L^\infty(0, T; V) \cap L^2(0, T; W)
\]

(2.27)

\[
\sigma_\alpha \to \sigma \quad \text{weakly in } H^1(0, T; H) \cap L^2(0, T; W)
\]

(2.28)

\[
\partial_t (\alpha \mu_\alpha + u_\alpha) \to \partial_t u \quad \text{weakly in } L^2(0, T; V^*)
\]

(2.29)

at least for a subsequence; ii) every limiting triplet $(\mu, u, \sigma)$ satisfies

\[
\langle \partial_t u, v \rangle + \int_\Omega \nabla \mu \cdot \nabla v = \int_\Omega R v \quad \forall v \in V, \ a.e. \ in \ (0, T)
\]

(2.30)

\[
R = p(u)(\sigma - \gamma \mu) \quad \text{a.e. in } Q
\]

(2.31)

\[
\mu = -\Delta u + W'(u) \quad \text{a.e. in } Q
\]

(2.32)

\[
\partial_t \sigma - \Delta \sigma = -R \quad \text{a.e. in } Q
\]

(2.33)

\[
\partial_n u = \partial_n \sigma = 0 \quad \text{a.e. on } \Sigma
\]

(2.34)

\[
\mu \in L^\infty(0, T; H) \cap L^2(0, T; W)
\]

(2.37)

\[
u \in H^1(0, T; H) \cap L^\infty(0, T; W) \subset L^\infty(Q).
\]

(2.38)

Moreover, such a solution is unique.

**Remark 2.7.** We observe that even further regularity for $\sigma$ could be derived on account of the regularity of $R$ induced by (2.37), provided that $\sigma_0$ is smoother. It must be pointed out that a uniqueness result for the limit problem has been proved in [11] by a different argument. In the same paper, a slightly different regularity result is shown as well. Finally, we remark that the uniqueness property implies that the whole family $(\mu_\alpha, u_\alpha, \sigma_\alpha)$ converges to $(\mu, u, \sigma)$ in the sense of (2.26)–(2.29) as $\alpha \searrow 0$. 
The rest of the section is devoted to list some facts and to fix some notations. We recall that \( \Omega \) is bounded and smooth. So, throughout the paper, we owe to some well-known embeddings of Sobolev type, namely \( V \subset L^p(\Omega) \) for \( p \in [1, 6] \), together with the related Sobolev inequality
\[
\|v\|_p \leq C\|v\|_V \quad \text{for every } v \in V \text{ and } 1 \leq p \leq 6
\] (2.39)
and \( W^{1,p}(\Omega) \subset C^0(\overline{\Omega}) \) for \( p > 3 \), together with
\[
\|v\|_\infty \leq C_p\|v\|_{W^{1,p}(\Omega)} \quad \text{for every } v \in W^{1,p}(\Omega) \text{ and } p > 3.
\] (2.40)

In (2.39), \( C \) only depends on \( \Omega \), while \( C_p \) in (2.40) also depends on \( p \). In particular, the continuous embedding \( W \subset W^{1,6}(\Omega) \subset C^0(\overline{\Omega}) \) holds. Some of the previous embeddings are in fact compact. This is the case for \( V \subset L^4(\Omega) \) and \( W \subset C^0(\overline{\Omega}) \). We note that also the embeddings \( W \subset V, V \subset H \) and \( H \subset V^* \) are compact. Moreover, we often account for the well-known Poincaré inequality
\[
\|v\|_V \leq C\big(\|\nabla v\|_H + \|\int_\Omega v\|\big) \quad \text{for every } v \in V
\] (2.41)
where \( C \) depends only on \( \Omega \). Furthermore, we repeatedly make use of the notation
\[
Q_t := \Omega \times (0, t) \quad \text{for } t \in [0, T]
\] (2.42)
and of well-known inequalities, namely, the Hölder inequality and the elementary Young inequality:
\[
ab \leq \delta a^2 + \frac{1}{4\delta} b^2 \quad \text{for every } a, b \geq 0 \text{ and } \delta > 0.
\] (2.43)

Next, we introduce a tool that is generally used in the context of problems related to the Cahn-Hilliard equations. We define \( \mathcal{N} : \text{dom} \mathcal{N} \subset V^* \rightarrow V \) as follows:
\[
\text{dom} \mathcal{N} := \{v^* \in V^* : \langle v^*, 1 \rangle = 0\}
\] (2.44)
and,
\[
\int_\Omega \nabla w : \nabla v = \langle v^*, v \rangle \quad \text{for every } v \in V \quad \text{and} \quad \int_\Omega w = 0.
\] (2.45)

Note that problem (2.45) actually has a unique solution \( w \in V \) since \( \Omega \) is also connected and that \( w \) solves the homogeneous Neumann problem for \( -\Delta w = v^* \) in the special case \( v^* \in H \). It is easily checked that
\[
\langle z^*, \mathcal{N} v^* \rangle = \langle v^*, \mathcal{N} z^* \rangle = \int_\Omega (\nabla N z^*) : (\nabla N v^*) \quad \text{for } z^*, v^* \in \text{dom} \mathcal{N}
\] (2.46)
\[
v^* \mapsto \|v^*\|_* := \|\mathcal{N} v^*\|_H = \langle v^*, \mathcal{N} v^* \rangle^{1/2} \quad \text{is a norm on } \text{dom} \mathcal{N}
\] (2.47)
\[
\|v^*\|_{V^*} \leq C\|v^*\|_* \quad \text{for some constant } C \text{ and every } v^* \in \text{dom} \mathcal{N}
\] (2.48)
\[
2\langle \partial_t v^*(t), \mathcal{N} v^*(t) \rangle = \frac{d}{dt} \int_\Omega \|\nabla v^*(t)\|^2 = \frac{d}{dt} \|v^*(t)\|_*^2 \quad \text{for a.a. } t \in (0, T)
\] (2.49)

and for every \( v^* \in H^1(0, T; V^*) \) satisfying \( \langle v^*(t), 1 \rangle = 0 \) for all \( t \in [0, T] \).
Inequality (2.48) (where one could check that \( C = 1 \) actually is suitable) essentially says that \( \| \cdot \|_* \) and the usual dual norm \( \| \cdot \|_{V^*} \) are equivalent on \( \text{dom} \, N \) (the opposite inequality is straightforward, indeed). Finally, throughout the paper, we use a small-case italic \( c \) without any subscript for different constants, that may only depend on \( \Omega \), the constant \( \gamma \), the shape of the nonlinearities \( p, \beta \) and \( \lambda \), and the norms of the initial data related to assumption (2.11). We point out that \( c \) does not depend on \( \alpha \) nor on the final time \( T \) nor on the parameter \( \varepsilon \) we introduce in a forthcoming section. For any parameter \( \delta \), a notation like \( c_\delta \) or \( c(\delta) \) signals a constant that depends also on the parameter \( \delta \). This holds, in particular, if \( \delta \) is either \( \alpha \), or \( T \), or the pair \( (\alpha, T) \). The reader should keep in mind that the meaning of \( c \) and \( c_\delta \) might change from line to line and even in the same chain of inequalities, whereas those constants we need to refer to are always denoted by different symbols, e.g., by a capital letter like in (2.39) or by a letter with a proper subscript as in (2.25).

3 Uniqueness

In this section, we prove the uniqueness part of Theorem 2.2, that is, we pick two solutions \((\mu_i, u_i, \sigma_i, \xi_i), i = 1, 2, \) and show that they are the same. As both \( \alpha \) and \( T \) are fixed, we avoid to stress the dependence of the constants on such parameters. Moreover, as the solutions we are considering are fixed as well, we can allow the values of \( c \) to depend on them, in addition. So, we write (2.19) and some of the equations of (2.14)–(2.18) for both solutions and take the difference. If we set \( \mu := \mu_1 - \mu_2 \) for brevity and analogously define \( u, \sigma \) and \( \xi \), we have

\[
\begin{align*}
\partial_t (\alpha \mu + u + \sigma) - \Delta (\mu + \sigma) &= 0 \quad (3.1) \\
\mu &= \alpha \partial_t u - \Delta u + \xi + \lambda'(u_1) - \lambda'(u_2) \quad (3.2) \\
\partial_t \sigma - \Delta \sigma &= R_2 - R_1. \quad (3.3)
\end{align*}
\]

We note that (3.1) implies \( \int_{\Omega} (\alpha \mu + u + \sigma)(t) = \int_{\Omega} (\alpha \mu + u + \sigma)(0) = 0 \) for every \( t \), so that \( N(\alpha \mu + u + \sigma) \) is meaningful and we can use it to test (3.1). Then, we test (3.2) by \(-u\) and sum the resulting equalities. Using the properties (2.45), (2.47) and (2.49) of \( N \), we have for every \( t \in [0, T] \)

\[
\begin{align*}
\frac{1}{2} \| \alpha \mu(t) + u(t) + \sigma(t) \|^2_* + \int_{Q_t} (\mu + \sigma)(\alpha \mu + u + \sigma) \\
- \int_{Q_t} \mu u + \frac{\alpha}{2} \int_{\Omega} |u(t)|^2 + \int_{Q_t} |\nabla u|^2 + \int_{Q_t} \xi u + \int_{Q_t} (\lambda'(u_1) - \lambda'(u_2)) u &= 0
\end{align*}
\]

We note that the term involving \( \xi \) is nonnegative since \( \beta \) is monotone. So, we rearrange and estimate the right-hand side we obtain by accounting for (2.48) and the Lipschitz
continuity of $\lambda'$ as follows

\[
\frac{1}{2} \| (\alpha \mu + u + \sigma)(t) \|^2 + \alpha \int_{Q_t} |\mu|^2 + \frac{\alpha}{2} \int_{\Omega} |u(t)|^2 + \int_{Q_t} |\nabla u|^2 \\
\leq - \int_{Q_t} \mu \sigma - \int_0^t \langle (\alpha \mu + u + \sigma)(s), \sigma(s) \rangle \, ds + c \int_{Q_t} |u|^2 \\
\leq \delta \int_{Q_t} |\mu|^2 + c_\delta \int_{Q_t} |\sigma|^2 + c \int_{Q_t} |u|^2 \\
+ \delta \int_0^t \|\sigma(s)\|_V^2 \, ds + c_\delta \int_0^t \|(\alpha \mu + u + \sigma)(s)\|_V^2 \, ds
\]

(3.4)

for every $\delta > 0$. Next, we test (3.3) by $\sigma$ and get

\[
\frac{1}{2} \int_{\Omega} |\sigma(t)|^2 + \int_{Q_t} |\nabla \sigma|^2 = \int_{Q_t} (R_2 - R_1) \sigma \\
= \int_{Q_t} (p(u_2) - p(u_1)) (\sigma_2 - \gamma \mu_2) \sigma - \int_{Q_t} p(u_1) (\sigma - \gamma \mu) \sigma \\
\leq c \int_{Q_t} |\sigma_2 - \gamma \mu_2| |u| |\sigma| + c \int_{Q_t} |\sigma - \gamma \mu| |\sigma|
\]

(3.5)

since $p$ is Lipschitz continuous and bounded. Now, we estimate the last two integrals, separately. By the regularity (2.12) of $\mu_2$ and $\sigma_2$ and the Sobolev inequality (2.39), we have

\[
\int_{Q_t} |\sigma_2 - \gamma \mu_2| |u| |\sigma| \leq \int_0^t \| (\sigma_2 - \gamma \mu_2)(s) \|_V \| u(s) \|_2 \| \sigma(s) \|_V \, ds \\
\leq c \int_0^t \| u(s) \|_2 \| \sigma(s) \|_V \, ds \leq \delta \int_{Q_t} (|\sigma|^2 + |\nabla \sigma|^2) + c_\delta \int_{Q_t} |u|^2
\]

for every $\delta > 0$. On the other hand

\[
\int_{Q_t} |\sigma - \gamma \mu| |\sigma| \leq \int_{Q_t} |\sigma|^2 + c \int_{Q_t} |\mu| |\sigma| \leq \delta \int_{Q_t} |\mu|^2 + c_\delta \int_{Q_t} |\sigma|^2.
\]

At this point, we combine the last two estimates with (3.5) and sum to (3.4). Then, we take $\delta$ small enough in order to absorb the corresponding terms in the left-hand side. By applying the Gronwall lemma, we obtain $\mu = 0$, $u = 0$ and $\sigma = 0$. By comparison in (3.2) we also deduce $\xi = 0$, and the proof is complete.

4 A priori estimates

In this section, we introduce an approximating problem and prove a number of a priori estimates on its solution. Some of the bounds we find may depend on $\alpha$ and $T$, while other ones are independent of such parameters. The notation we use follows the general rule explained at the end of Section 2. The estimates we obtain will be used in the subsequent sections in order to prove our results.
For \( \varepsilon \in (0, 1) \), the approximation to problem (2.12)–(2.18) is obtained by simply replacing (2.13) by
\[
\xi = \beta_\varepsilon(u) \tag{4.1}
\]
where \( \beta_\varepsilon \) and the related functions \( \hat{\beta}_\varepsilon \) and \( W_\varepsilon \) are defined on the whole of \( \mathbb{R} \) as follows
\[
\hat{\beta}_\varepsilon(r) := \min_{s \in \mathbb{R}} \left( \frac{1}{2 \varepsilon} (s - r)^2 + \hat{\beta}(s) \right), \quad \beta_\varepsilon(r) := \frac{d}{dr} \hat{\beta}(r), \quad W_\varepsilon(r) := \hat{\beta}_\varepsilon(r) + \lambda(r). \tag{4.2}
\]
It turns out that \( \hat{\beta}_\varepsilon \) is a well-defined \( C^1 \) function and that \( \beta_\varepsilon \), the Yosida regularization of \( \beta \), is Lipschitz continuous. Moreover the following properties
\[
0 \leq \hat{\beta}_\varepsilon(r) \leq \hat{\beta}(r) \quad \text{and} \quad \hat{\beta}_\varepsilon(r) \nearrow \hat{\beta}(r) \text{ monotonically as } \varepsilon \searrow 0 \tag{4.3}
\]
hold true for every \( r \in \mathbb{R} \) (see, e.g., [2, Prop. 2.11, p. 39]). Our starting point is the result stated below.

**Proposition 4.1.** Under the assumptions of Theorem 2.2, the approximating problem has a unique global solution.

Uniqueness is already proved as a special case of the uniqueness part of Theorem 2.2. As far as existence is concerned, we avoid a detailed proof and just say that a Faedo-Galerkin method (obtained by taking a base of \( V \), e.g., the base of the eigenfunctions of the Laplace operator with homogeneous Neumann boundary conditions) and some a priori estimates very close to the ones we are going to perform in the present section lead to the existence of a solution. We also remark that the system of ordinary differential equations given by the Faedo-Galerkin scheme has a unique global solution since \( \beta_\varepsilon \) is Lipschitz continuous and the function \( (\mu, u, \sigma) \mapsto p(u)(\sigma - \gamma \mu) \) on \( \mathbb{R}^3 \) is smooth (since \( p \) is so) and sublinear (since \( p \) is bounded).

From now on, \( (\mu, u, \sigma) = (\mu_\varepsilon, u_\varepsilon, \sigma_\varepsilon) \) stands for the solution to the approximating problem. Accordingly, we define \( R_\varepsilon \) by (2.14). However, we explicitly write the subscript \( \varepsilon \) only at the end of each calculation, for brevity.

**First a priori estimate.** We multiply (2.14) by \( \mu \), (2.15) by \(-\partial_t u\) and (2.16) by \( \sigma/\gamma \). Then, we add all the equalities we obtain to each other, integrate over \( Q_t \), where \( t \in (0, T) \) is arbitrary, and we take advantage of the boundary conditions (2.17). We have
\[
\begin{align*}
\frac{\alpha}{2} \int_\Omega |\mu(t)|^2 - \frac{\alpha}{2} \int_\Omega |\mu_0|^2 &+ \int_{Q_t} \partial_t u \mu + \int_{Q_t} |\nabla \mu|^2 \\
&+ \frac{1}{2\gamma} \int_\Omega |\sigma(t)|^2 - \frac{1}{2\gamma} \int_\Omega |\sigma_0|^2 + \frac{1}{\gamma} \int_{Q_t} |\nabla \sigma|^2 - \int_{Q_t} \mu \partial_t u + \alpha \int_{Q_t} |\partial_t u|^2 \\
&+ \frac{1}{2} \int_\Omega |\nabla u(t)|^2 - \frac{1}{2} \int_\Omega |\nabla u_0|^2 + \int_\Omega W_\varepsilon(u(t)) - \int_\Omega W_\varepsilon(u_0) \\
= \int_{Q_t} (R\mu - R(\sigma/\gamma)) &= -\int_{Q_t} p(u)(\gamma^{1/2} \mu - \gamma^{-1/2} \sigma)^2 
\end{align*}
\tag{4.4}
\]
and notice that two integrals cancel out. Moreover, we point out that
\[
\int_\Omega W_\varepsilon(u_0) \leq \int_\Omega \hat{\beta}(u_0) + \int_\Omega \lambda(u_0) \leq c
\]
thanks to (4.2)–(4.3), (2.11) and (2.6). By rearranging in (4.4) and using (2.11) and (4.3), we thus deduce

\[
\frac{\alpha}{2} \int_{\Omega} |\mu(t)|^2 + \int_{Q_t} |\nabla \mu|^2 + \frac{1}{2\gamma} \int_{\Omega} |\sigma(t)|^2 + \frac{1}{\gamma} \int_{Q_t} |\nabla \sigma|^2 \\
+ \alpha \int_{Q_t} |\partial_t u|^2 + \frac{1}{2} \int_{\Omega} |\nabla u(t)|^2 + \int_{\Omega} \mathcal{W}_\varepsilon(u(t)) + \int_{Q_t} p(u) \left(\gamma^{1/2} \mu - \gamma^{-1/2} \sigma\right)^2 \leq c.
\] (4.5)

On the other hand, by simply integrating (2.19) over \(\Omega\) for a.a. \(t \in (0, T)\) and using (2.17), we get

\[
\int_{\Omega} (\alpha \mu(t) + u(t) + \sigma(t)) = \int_{\Omega} (\alpha \mu_0 + u_0 + \sigma_0) = c
\]
whence immediately (here \(|\Omega|\) is the Lebesgue measure of \(\Omega\))

\[
\left| \int_{\Omega} u(t) \right|^2 \leq (c + \alpha \|\mu(t)\|_1 + \|\sigma(t)\|_1)^2 \leq 3c^2 + 3\alpha^2 \|\mu(t)\|^2_1 + 3\|\sigma(t)\|^2_1 \\
\leq c + 3|\Omega| (\alpha^2 \|\mu(t)\|^2_2 + \|\sigma(t)\|^2_2) \leq c + D (\alpha \|\mu(t)\|^2_2 + \frac{1}{\gamma} \|\sigma(t)\|^2_2)
\]

where \(D := 3|\Omega| \max\{1, \gamma\}\). At this point, we multiply the above inequality by \(1/(4D)\), sum what we obtain to (4.5) and rearrange. Using also the Poincaré inequality (2.41), we conclude that

\[
\alpha^{1/2} \|\mu_\varepsilon\|_{L^\infty(0,T;H)} + \|\nabla \mu_\varepsilon\|_{L^2(0,T;H)} \\
+ \alpha^{1/2} \|\partial_t u_\varepsilon\|_{L^2(0,T;H)} + \|u_\varepsilon\|_{L^\infty(0,T;V)} + \|\mathcal{W}_\varepsilon(u_\varepsilon)\|_{L^\infty(0,T,L^1(\Omega))} \\
+ \|\sigma_\varepsilon\|_{L^\infty(0,T;H)} + \|\nabla \sigma_\varepsilon\|_{L^2(0,T;H)} \\
+ \|(p(u_\varepsilon))^{1/2}(\gamma^{1/2} \mu - \gamma^{-1/2} \sigma)\|_{L^2(0,T;H)} \leq c.
\] (4.6)

By recalling the definition of \(R_\varepsilon\) in (2.14) (this is the notation for the approximating problem, indeed), we have

\[
R_\varepsilon = p(u_\varepsilon)(\sigma_\varepsilon - \gamma \mu_\varepsilon) = -(p(u_\varepsilon))^{1/2} \gamma^{1/2} \cdot (p(u_\varepsilon))^{1/2}(\gamma^{1/2} \mu_\varepsilon - \gamma^{-1/2} \sigma_\varepsilon).
\]

As \(p\) is bounded, from (4.6) we infer that

\[
\|R_\varepsilon\|_{L^2(0,T;H)} \leq c.
\] (4.7)

**Second a priori estimate.** We write (2.14) in the form \(\alpha \partial_t \mu - \Delta \mu = R - \partial_t u\) and multiply this equation by \(\partial_t \mu\). By integrating over \(Q_t\), we obtain

\[
\alpha \int_{Q_t} |\partial_t \mu|^2 + \frac{1}{2} \int_{\Omega} |\nabla \mu(t)|^2 - \frac{1}{2} \int_{\Omega} |\nabla \mu_0|^2 \\
= \int_{Q_t} (R - \partial_t u) \partial_t \mu \leq \|R - \partial_t u\|_{L^2(0,T;H)} \|\partial_t \mu\|_{L^2(0,T;H)}.
\]

Thanks to (4.6) and (4.7), we conclude that

\[
\|\partial_t \mu_\varepsilon\|_{L^2(0,T;H)} + \|u_\varepsilon\|_{L^\infty(0,T;V)} \leq c_\alpha.
\] (4.8)
In the same way, we derive the analogue for $\sigma_\varepsilon$ by using (2.16): however, in this case we obtain the better estimate
\[
\int_{Q_1} |\partial_t \sigma|^2 + \frac{1}{2} \int_{\Omega} |\nabla \sigma(t)|^2 \leq \frac{1}{2} \int_{\Omega} |\nabla \sigma_0|^2 + \| R \|_{L^2(0,T;H)} \| \partial_t \sigma \|_{L^2(0,T;H)}.
\]
which implies, along with (4.6),
\[
\| \partial_t \sigma_\varepsilon \|_{L^2(0,T;H)} + \| \sigma_\varepsilon \|_{L^\infty(0,T;V)} \leq c. \tag{4.9}
\]

**Third a priori estimate.** By writing our system in the form
\[
\alpha \partial_t \mu - \Delta \mu = R - \partial_t u, \quad -\Delta u + \beta_\varepsilon(u) = \mu - \alpha \partial_t u - \lambda'(u), \quad \partial_t \sigma - \Delta \sigma = -R
\]
and accounting for the bounds already found, it is straightforward to derive the following estimates (multiply by $-\Delta v$ with $v = \mu, u, \sigma$, respectively, and use $\beta'_\varepsilon \geq 0$)
\[
\| \Delta \mu \|_{L^2(0,T;H)} \leq c_\mu \quad \| \Delta u \|_{L^2(0,T;H)} \leq c_{\alpha,T} \quad \| \Delta \sigma \|_{L^2(0,T;H)} \leq c. \tag{4.10}
\]
By the elliptic regularity theory, (2.15) and the boundary conditions (2.17), we conclude that
\[
\| \mu_\varepsilon \|_{L^2(0,T;W)} \leq c_{\alpha,T} \quad \text{and} \quad \| \sigma_\varepsilon \|_{L^2(0,T;W)} \leq c_T \tag{4.11}
\]
\[
\| u_\varepsilon \|_{L^2(0,T;W)} + \| \beta_\varepsilon(u_\varepsilon) \|_{L^2(0,T;H)} \leq c_{\alpha,T}. \tag{4.12}
\]

## 5 Existence on a finite time interval

In this section, we conclude the proof of Theorem 2.2 by showing the existence of a solution. As $\alpha$ and $T$ are fixed now, we can account for all of the estimates of the previous section. Owing to standard weak compactness arguments as well as by the strong compactness result in [18, Sect. 8, Cor. 4], it turns out that the following convergence holds
\[
\mu_\varepsilon \rightharpoonup \mu, \quad u_\varepsilon \rightharpoonup u, \quad \sigma_\varepsilon \rightharpoonup \sigma
\]
weakly star in $H^1(0,T;H) \cap L^\infty(0,T;V) \cap L^2(0,T;W)$, strongly in $C^0([0,T];H) \cap L^2(0,T;V)$ and a.e. in $Q$ \tag{5.1}
\[
R_\varepsilon \rightarrow \rho \quad \text{and} \quad \beta_\varepsilon(u_\varepsilon) \rightharpoonup \xi \quad \text{weakly in } L^2(0,T;H) \tag{5.2}
\]
at least for a subsequence. The strong convergence in $C^0([0,T];H)$ entails that the limiting functions satisfy the initial conditions (2.18). Moreover, the pointwise convergence a.e. and assumption (2.4) imply that $R_\varepsilon$ converges to $R := p(u)(\sigma - \gamma \mu)$ a.e. in $Q$, so that $\rho = R$. Furthermore, as $\lambda'$ is Lipschitz continuous, $\lambda'(u_\varepsilon)$ converges to $\lambda'(u)$ strongly in $L^2(0,T;H)$. Finally, a standard monotonicity argument (see, e.g., [1, Lemma 1.3, p. 42]) based on the weak convergence $u_\varepsilon \rightharpoonup u$, $\beta_\varepsilon(u_\varepsilon) \rightharpoonup \xi$ in $L^2(Q)$ and on the property
\[
\limsup_{\varepsilon \searrow 0} \int_Q \beta_\varepsilon(u_\varepsilon)u_\varepsilon = \lim_{\varepsilon \searrow 0} \int_Q \beta_\varepsilon(u_\varepsilon)u_\varepsilon = \int_Q \xi u
\]
(easily following from (5.1)–(5.2)) yields $\xi \in \beta(u)$ a.e. in $Q$. Therefore, the quadruplet $(\mu, u, \sigma, \xi)$ satisfies (2.12)–(2.13) and solves (2.14)–(2.18).

We conclude this section by recovering the uniform estimates for the solution $(\mu, u, \sigma, \xi)$ to the problem (2.12)–(2.18). First of all, we can speak of a unique solution on the time half line $[0, +\infty)$. For such a solution, the estimates we found for the approximating problem still hold, i.e., we have

$$\begin{align*}
\alpha^{1/2} \|\mu\|_{L^\infty(0,\infty; H)} + \|\nabla \mu\|_{L^2(0,\infty; H)} \\
+ \alpha^{1/2} \|\partial_t u\|_{L^2(0,\infty; H)} + \|u\|_{L^\infty(0,\infty; V)} + \|W(u)\|_{L^\infty(0,\infty; L^1(\Omega))} \\
+ \|\partial_t \sigma\|_{L^2(0,\infty; H)} + \|\sigma\|_{L^\infty(0,\infty; V)} + \|\nabla \sigma\|_{L^2(0,\infty; H)} + \|\Delta \sigma\|_{L^2(0,\infty; H)} \\
+ \|R\|_{L^2(0,\infty; H)} \leq c \\
\|\partial_t \mu\|_{L^2(0,\infty; H)} + \|\mu\|_{L^\infty(0,\infty; V)} + \|u\|_{L^\infty(0,\infty; V)} + \|\sigma\|_{L^\infty(0,\infty; V)} \leq c_\alpha \\
\|\mu\|_{L^2(0, T; W)} + \|u\|_{L^2(0, T; W)} + \|\sigma\|_{L^2(0, T; W)} + \|\xi\|_{L^2(0, T; H)} \leq c_\alpha T
\end{align*}$$

(5.3) the last one for every $T \in (0, +\infty)$. This simply follows from the weak semicontinuity of the norms for all the inequalities but the one involving $W(u)$. As far as the latter is concerned, we note that, for all $t \geq 0$, $u_\varepsilon(t) \to u(t)$ strongly in $H$. Then, using (2.6) and the mean value theorem, it is not difficult to check that

$$|\lambda(u_\varepsilon(t)) - \lambda(u(t))| \leq c |u_\varepsilon(t) - u(t)| (1 + |u_\varepsilon(t)| + |u(t)|)$$

and consequently $\lambda(u_\varepsilon(t))$ converges to $\lambda(u(t))$ strongly in $L^1(\Omega)$. Hence, in view of (2.7) and (4.2) it suffices to prove that

$$\int_\Omega \beta(u(t)) \leq \liminf_{\varepsilon \searrow 0} \int_\Omega \beta_\varepsilon(u_\varepsilon(t)).$$

(5.6)

To this end, we fix $\varepsilon' > 0$ for a while. By accounting for the lower semicontinuity of $\beta_{\varepsilon'}$ and the inequality $\beta_{\varepsilon'}(s) \leq \beta_\varepsilon(s)$ which holds for every $s \in \mathbb{R}$ and $\varepsilon \in (0, \varepsilon')$ (see (4.2)), we obtain

$$\int_\Omega \beta_{\varepsilon'}(u(t)) \leq \liminf_{\varepsilon \searrow 0} \int_\Omega \beta_{\varepsilon'}(u_\varepsilon(t)) \leq \liminf_{\varepsilon \searrow 0} \int_\Omega \beta_\varepsilon(u_\varepsilon(t)).$$

(5.7)

Now, we let $\varepsilon'$ vary and recall (4.3) in terms of $\varepsilon'$. Thus, the Beppo Levi monotone convergence theorem implies that

$$\int_\Omega \beta(u(t)) = \lim_{\varepsilon \searrow 0} \int_\Omega \beta_{\varepsilon'}(u(t))$$

and combining (5.8) and (5.7) yields (5.6). Therefore, (5.3) follows.

### 6 Long time behavior

In this section, we prove Theorem 2.4. From (5.4) we see that the omega limit $\omega$ we are interested in is non-empty. It remains to characterize its elements as in the statement. So, we fix $(\mu_\omega, u_\omega, \sigma_\omega) \in \omega$ and a sequence $\{t_n\}$ according to definition (2.22). We set for convenience

$$v_n(t) := v(t + t_n) \quad \text{for } t \geq 0 \quad \text{with} \quad v = \mu, u, \sigma, \xi, R$$

(6.1)
and study the behavior of such functions in a fixed finite time interval \((0, T)\). First of all, we notice that the quadruplet \((\mu_n, u_n, \sigma_n, \xi_n)\) solves the problem obtained from problem (2.14)–(2.18) by replacing the initial condition (2.18) by the following one

\[ \mu_n(0) = \mu(t_n), \quad u_n(0) = u(t_n) \quad \text{and} \quad \sigma_n(0) = \sigma(t_n). \quad (6.2) \]

On the other hand, by (5.4), the new initial data are bounded in \(V\) and (5.3) provides a uniform \(L^1\)-estimate for \(W(u_n(0)) = W(u(t_n))\). Therefore, the dependence of the constants on the norms of the initial data just mentioned leads to a dependence only on the norms involved in our assumptions (2.11). Moreover, we observe that, for every Banach space \(Z\), if some function \(v\) belongs to \(L^2(0, \infty; Z)\) and \(v_n\) is related to \(v\) as in (6.1), we trivially have

\[ \lim_{n \to \infty} \int_0^T \|v_n(t)\|_Z^2 \, dt \leq \lim_{n \to \infty} \int_{t_n}^\infty \|v(t)\|_Z^2 \, dt = 0 \]

so that \(v_n \to 0\) strongly in \(L^2(0, T; Z)\). At this point, we can derive the estimates and the convergence we need from (5.3)–(5.5). We infer that

\[
\begin{align*}
\|\mu_n\|_{L^\infty(0,\infty;V)} + \|u_n\|_{L^\infty(0,\infty;V)} + \|\sigma_n\|_{L^\infty(0,\infty;V)} &\leq c_\alpha \\
\|\mu_n\|_{L^2(0,T;W)} + \|u_n\|_{L^2(0,T;W)} + \|\sigma_n\|_{L^2(0,T;W)} + \|\xi_n\|_{L^2(0,T;H)} &\leq c_{\alpha,T} \\
\nabla \mu_n &\to 0 \quad \text{and} \quad \nabla \sigma_n \to 0 \quad \text{strongly in } (L^2(0, T; H))^3 \\
\partial_t \mu_n &\to 0, \quad \partial_t u_n \to 0, \quad \partial_t \sigma_n \to 0 \quad \text{and} \quad R_n \to 0 \quad \text{strongly in } L^2(0, T; H). 
\end{align*}
\]

Therefore, at least for a subsequence, we also have

\[
\begin{align*}
\mu_n &\to \mu_\infty, \quad u_n \to u_\infty \quad \text{and} \quad \sigma_n \to \sigma_\infty \\
\text{weakly star in } L^\infty(0, T; V) \cap L^2(0, T; W) \\
\mu_n &\to \mu_\infty, \quad u_n \to u_\infty \quad \text{and} \quad \sigma_n \to \sigma_\infty \quad \text{strongly in } L^2(0, T; H) \\
\xi_n &\to \xi_\infty \quad \text{weakly in } L^2(0, T; H) \\
\end{align*}
\]

the strong convergence (6.4) being a consequence of (6.3) and of the bounds for the time derivatives. In particular, thanks to the Lipschitz continuity of \(p\), we derive that \(R_n\) converges to \(p(u_\infty)(\sigma_\infty - \gamma \mu_\infty)\) strongly in \(L^1(Q)\), whence

\[ p(u_\infty)(\sigma_\infty - \gamma \mu_\infty) = 0 \quad \text{a.e. in } Q. \quad (6.6) \]

Furthermore, \(\mu_\infty\) and \(\sigma_\infty\) are constant functions and \(u_\infty\) is time independent. We denote the constant values of \(\mu_\infty\) and \(\sigma_\infty\) by \(\mu_s\) and \(\sigma_s\), respectively, and set \(u_s := u_\infty(t)\) for \(t \in (0, T)\). By taking the limit in (2.15) written for \(\mu_n\) and \(u_n\), we see that the pair \((u_\infty, \xi_\infty)\) solves the following problem

\[ \mu_s = -\Delta u_\infty + \xi_\infty + \lambda'(u_\infty) \quad \text{a.e. in } Q \quad \text{and} \quad \partial_\nu u_\infty = 0 \quad \text{a.e. on } \Sigma. \]

In particular, \(\xi_\infty\) also is time independent, \(\xi_\infty(t) = \xi_s\) for \(t \in (0, T)\), and the above boundary value problem and (6.6) become

\[
\begin{align*}
\mu_s = -\Delta u_s + \xi_s + \lambda'(u_s) \quad \text{and} \quad p(u_s)(\sigma_s - \gamma \mu_s) = 0 \quad \text{a.e. in } \Omega, \\
\partial_\nu u_s = 0 \quad \text{a.e. on } \Gamma. \quad (6.7)
\end{align*}
\]
Now, as in Section 5, we derive both $\xi_\infty \in \beta(u_\infty)$ a.e. in $Q$, i.e., $\xi_s \in \beta(u_s)$ a.e. in $\Omega$, and the convergence

$$
\mu_n \to \mu_\infty, \quad u_n \to u_\infty, \quad \sigma_n \to \sigma_\infty \quad \text{strongly in } C^0([0,T]; H) \cap L^2(0,T; V).
$$

It follows that $\mu(t_n) = \mu_n(0)$ converges to $\mu_\infty(0) = \mu_s$ in $H$. As $\mu(t_n)$ converges to $\mu_\omega$ in $V$, we infer that $\mu_\omega = \mu_s$. In the same way we obtain $u_\omega = u_s$ and $\sigma_\omega = \sigma_s$. Therefore, we also have from (6.7)

$$
\mu_\omega \in -\Delta u_\omega + \beta(u_\omega) + \lambda'(u_\omega) \quad \text{and} \quad p(u_\omega)(\sigma_s - \gamma \mu_s) = 0 \quad \text{a.e. in } \Omega
$$

and the proof is complete.

Remark 6.1. Even though we have to confine ourselves to study the omega limit of an initial datum satisfying (2.11), we could take a phase space $\Phi$ that is larger than (2.21) and is endowed with a weaker topology. This may lead to further properties of $\omega$. For instance, if we choose $\Phi = (L^2(\Omega))^3$ with the strong topology, estimate (5.3) implies that the whole trajectory of the initial datum is relatively compact in $\Phi$, so that general results (see, e.g., [19, Lemma 6.3.2, p. 239]) ensure that $\omega$ is invariant, compact and connected in the $L^2$ topology.

7 Asymptotics and limit problem

In this section, we perform the proof of Theorem 2.6. As $T$ is fixed, we avoid stressing the dependence of the constants on $T$.

i) As in the statement, $(\mu_\alpha, u_\alpha, \sigma_\alpha, \xi_\alpha)$ (where $\xi_\alpha = \beta(u_\alpha)$ since $\beta$ is smooth) is the solution to problem (2.14)–(2.18) and we define $R_\alpha$ accordingly. We recall that (5.3) implies

$$
\|u_\alpha\|_{L^\infty(0,T; V)} \leq c, \quad \text{whence also } \|u_\alpha\|_{L^\infty(0,T; L^6(\Omega))} \leq c \quad \text{due to the Sobolev inequality (2.39)}.
$$

By the assumption (2.25), we infer that

$$
\|\beta(u_\alpha) + \lambda'(u_\alpha)\|_{L^\infty(0,T; H)} = \| W'(u_\alpha)\|_{L^\infty(0,T; H)} \leq c(\| u_\alpha \|^3_{L^\infty(0,T; L^6(\Omega))} + 1) \leq c. \quad (7.1)
$$

Now, we integrate (2.15) over $\Omega$ and use the homogeneous Neumann boundary condition for $u_\alpha$. Then, we square and integrate over $(0,T)$ with respect to time. We obtain

$$
\int_0^T \int_\Omega \mu_\alpha(t)^2 \, dt = \int_0^T \int_\Omega \left( \alpha \partial_t u_\alpha(t) + W'(u_\alpha(t)) \right)^2 \, dt \\
\leq 2 |\Omega| a^2 \int_Q |\partial_t u_\alpha|^2 + 2 |\Omega| \int_Q |W'(u_\alpha)|^2 \leq c
$$

the last inequality following from (5.3) and (7.1). Then, recalling the estimate for $\nabla u_\alpha$ in (5.3) and owing to the Poincaré inequality (2.41), we conclude that

$$
\| \mu_\alpha \|_{L^2(0,T; V)} \leq c. \quad (7.2)
$$

By comparison in (2.15), we deduce $\| \Delta u_\alpha \|_{L^2(0,T; H)} \leq c$, whence also

$$
\| u_\alpha \|_{L^2(0,T; W)} \leq c
$$

(7.3)
by elliptic regularity. Now, we test (2.14) by an arbitrary \( v \in L^2(0,T;V) \) and get

\[
\int_Q \partial_t (\alpha \mu_\alpha + u_\alpha) \, v = \int_Q (R_\alpha v - \nabla \mu_\alpha \cdot \nabla v) \leq c \|v\|_{L^2(0,T;V)}
\]

by the estimate (5.3) of \( R_\alpha \) and (7.2). This means that

\[
\|\partial_t (\alpha \mu_\alpha + u_\alpha)\|_{L^2(0,T;V^*)} \leq c.
\]

(7.4)

Next, still from (5.3) it follows that

\[
\|\sigma_\alpha\|_{H^1(0,T;H) \cap L^2(0,T;W)} \leq c.
\]

(7.5)

At this point, we can use weak and weak star compactness and conclude that

\[
\begin{align*}
\mu_\alpha & \to \mu \quad \text{weakly in } L^2(0,T;V) \quad (7.6) \\
u_\alpha & \to u \quad \text{weakly star in } L^\infty(0,T;V) \cap L^2(0,T;W) \quad (7.7) \\
\sigma_\alpha & \to \sigma \quad \text{weakly in } H^1(0,T;H) \cap L^2(0,T;W) \quad (7.8) \\
\partial_t (\alpha \mu_\alpha + u_\alpha) & \to \zeta \quad \text{weakly in } L^2(0,T;V^*) \quad (7.9)
\end{align*}
\]

at least for a subsequence. This proves the part i) of the statement but (2.29), which is more precise than (7.9) and is justified in the next step.

ii) Take any triplet \((\mu, u, \sigma)\) satisfying the above convergence (note that (7.9) is weaker than (2.29)): we prove that it solves the limit problem (2.30)–(2.35) and that \(\zeta = \partial_t u\) (so that (2.29) holds). First of all, we notice that (7.8) implies \(\sigma(0) = \sigma_0\). Next, as (7.6)–(7.7) imply that \(\alpha \mu_\alpha + u_\alpha \to u\) weakly in \(L^2(0,T;V)\) and (7.9) holds, we can apply the Lions-Aubin theorem (see, e.g., [14, Thm. 5.1, p. 58]) and deduce that

\[
\alpha \mu_\alpha + u_\alpha \to u \quad \text{strongly in } L^2(0,T;H).
\]

On the other hand \(\alpha \mu_\alpha \to 0\) in \(L^2(0,T;V)\) by (7.6). Hence

\[
u_\alpha \to u \quad \text{strongly in } L^2(0,T;H) \quad \text{and} \quad \zeta = \partial_t u.
\]

(7.10)

By a standard argument (the same as in Section 5), we can identify the limit of \(R_\alpha\) as \(p(u)(\sigma - \gamma \mu)\) and the limits of the other nonlinear terms. Thus, we conclude that \((\mu, u, \sigma)\) solves (2.30)–(2.34) (in fact, one proves an equivalent integrated version of (2.30) rather than (2.30) itself). It remains to check the first condition in (2.35). By also accounting for (7.9), we see that \(\alpha \mu_\alpha + u_\alpha\) converges to \(u\) weakly in \(C^0([0,T];V^*)\). This implies that

\[
\alpha \mu_0 + u_0 = (\alpha \mu_\alpha + u_\alpha)(0) \to u(0) \quad \text{weakly in } V^*.
\]

On the other hand, \(\alpha \mu_0 + u_0 \to u_0\) strongly in \(V\). Therefore, \(u(0) = u_0\), and the proof of ii) is complete.

iii) A formal estimate that leads to (2.37)–(2.38) could be obtained by testing (2.30) by \(\partial_t u\), differentiating (2.32) with respect to time, testing the obtained equality by \(\mu\) and adding up. Here we perform the correct procedure, namely, the discrete version of the formal one, by introducing a time step \(h \in (0,1)\). For simplicity, we allow the (variable) value of the constant \(c\) to depend on the norm \(\|u_0\|_W\) involved in (2.36) and on the
solution we are considering (which is fixed). Of course, \( c \) does not depend on \( h \). First of all, we introduce a notation. For \( v \in L^2(-1, T; H) \) and \( h \in (0, 1) \), we define the mean \( \bar{v}_h \in L^2(0, T; H) \) and the difference quotient \( \delta_h v \in L^2(0, T; H) \) by setting for \( t \in (0, T) \)

\[
\bar{v}_h(t) := \frac{1}{h} \int_{t-h}^t v(s) \, ds = \int_0^1 v(t-h \tau) \, d\tau \quad \text{and} \quad \delta_h v(t) := \frac{v(t) - v(t-h)}{h}
\]  

(7.11)

and we do the same if \( v \in (L^2(-1, T; H))^3 \) in order to treat gradients. We notice that

\[
\|\bar{v}_h\|_{L^2(0,T;H)} \leq \|v\|_{L^2(-1,T;H)}
\]  

(7.12)

as we show at once. We have indeed

\[
\|\bar{v}_h\|_{L^2(0,T;H)}^2 \leq \int_0^T \int_0^1 |v(x,t-h\tau)|^2 \, d\tau \, dx = \int_0^1 \int_0^T |v(x,t-h\tau)|^2 \, dt \, dx \\
= \int_0^1 \int_{-h\tau}^{t-h\tau} |v(x,s)|^2 \, ds \, dx \, d\tau \leq \int_0^1 \int_{-1}^T |v(x,s)|^2 \, ds \, dx \, d\tau = \|v\|_{L^2(-1,T;H)}^2.
\]

As we are going to apply (7.12) to \( \mu \) and \( R \), we need to extend such functions to the whole of \( \Omega \times (-1,T) \). Our tricky construction is based on assumption (2.36) on \( u_0 \) and involves \( u \) as well. We first solve a backward variational problem with the help of the theory of linear abstract equations. We set

\[ H_0 := \{ v \in H : \int_\Omega v = 0 \} \quad \text{and} \quad W_0 := W \cap H_0 \]

and construct the Hilbert triplet \( (W_0, H_0, W_0^*) \), where \( W_0^* \) is the dual space of \( W_0 \), by embedding \( H_0 \) into \( W_0^* \) in the standard way. In the sequel, the symbol \( \langle \cdot, \cdot \rangle \) denotes the duality pairing between \( W_0^* \) and \( W_0 \). We introduce the continuous bilinear form

\[ a : W_0 \times W_0 \to \mathbb{R} \]

by setting \( a(z,v) := \int_\Omega (\Delta z)(\Delta v) \) for \( z,v \in W_0 \)

and observe that \( a(v,v) + \|v\|_{\delta_0}^2 \geq \alpha \|v\|_W^2 \) for some \( \alpha > 0 \) and every \( v \in W_0 \), thanks to the elliptic regularity theory. We also notice that \( \Delta u_0 \in H_0 \) since \( u_0 \in W \). Therefore, as is well known (e.g., [17, Prop. 2.3 p. 112]), there exists a unique \( z \) satisfying

\[
z \in H^1(-1,0; W_0^*) \cap C^0([-1,0]; H_0) \cap L^2(-1,0; W_0) \\
- \langle \partial_t z(t),v \rangle + a(z(t),v) = 0 \quad \text{for every } v \in W_0 \text{ and for a.a. } t \in (-1,0) \\
z(0) = -\Delta u_0
\]

(7.13)

(7.14)

(7.15)

and we also have

\[
\|z\|_{H^1(-1,0;W_0^*)\cap L^\infty(-1,0;H)\cap L^2(-1,0;W)} \leq c\|z(0)\|_H \leq c\|u_0\|_W = c.
\]

(7.16)

As \( z \in C^0([-1,0]; H_0) \), for every \( t \in [-1,0] \) we have that \( z(t) \in \text{dom} N \) (see (2.44)). Hence, we can define a function \( w \) by setting

\[
w(t) := N(z(t)) \quad \text{for every } t \in [-1,0]
\]

(7.17)
and it turns out that \( w \in C^0([-1,0]; W) \): the restriction of \( N \) to \( H_0 \) is an isomorphism from \( H_0 \) onto \( W_0 \), indeed. Moreover, \( w \) is even smoother. Namely, from (7.16) we have that

\[
\|w\|_{L^{\infty}(-1,0; W)} \leq c \quad \text{and} \quad \|\partial_t w\|_{L^2(-1,0; H)} \leq c.
\]  
(7.18)

Here, the former is due to the above argument and we now prove the latter. Clearly, an estimate on the difference quotients is sufficient to conclude. We observe that the operator \(-\Delta : W_0 \rightarrow H_0\) is a well-defined isomorphism. Thus, the same property is enjoyed by its adjoint operator \((-\Delta)^* : H_0 \rightarrow W_0^*\) given by

\[
\langle (-\Delta)^* y, v \rangle = \int_{\Omega} y(-\Delta v) \quad \text{for every } y \in H_0 \text{ and } v \in W_0.
\]

Hence, for every \( w^* \in W_0^* \) there exists a unique \( y \in H_0 \) such that \((-\Delta)^* y = w^*\), i.e.,

\[
\int_{\Omega} y(-\Delta v) = \langle w^* , v \rangle \quad \text{for every } v \in W_0
\]
(7.19)

and the estimate \( \|y\|_H \leq C\|w^*\|_{W^*_0} \) holds true with \( C \) depending only on \( \Omega \). Assume now \( h \in (0,1) \) and \( t \in (-1+h,0) \). From the definition (7.17) of \( w \) we immediately derive that \( y = \delta_h w(t) \) belongs to \( H_0 \) and satisfies

\[
\int_{\Omega} y(-\Delta v) = \int_{\Omega} (-\Delta \delta_h w(t)) v = \int_{\Omega} (\delta_h z(t)) v \quad \text{for every } v \in W_0
\]

i.e., it fulfills (7.19) with \( w^* = \delta_h z(t) \). Therefore, we have \( \|\delta_h w(t)\|_H \leq c\|\delta_h z(t)\|_{W^*_0} \) for every \( t \in (-1+h,0) \), and (7.16) immediately implies

\[
\int_{-1+h}^0 \|\delta_h w(t)\|_H^2 dt \leq c \int_{-1+h}^0 \|\delta_h z(t)\|_{W^*_0}^2 dt \leq c \quad \text{for every } h \in (0,1).
\]

This proves the second estimate in (7.18). Once (7.18) is completely established, we go on. We term \((u_0)_\Omega\) the mean value of \( u_0 \) and notice that \( u_0 - (u_0)_\Omega \) coincides with \( w(0) \) given by (7.17) and (7.15). Therefore, we are suggested to define \( u \) in \((-1,0)\) by setting

\[
u(t) := w(t) + (u_0)_\Omega \quad \text{for } t \in (-1,0).
\]
(7.20)

By doing that, we have both the estimates

\[
\|u\|_{L^{\infty}(-1,0; W)} \leq c \quad \text{and} \quad \|\partial_t u\|_{L^2(-1,0; H)} \leq c
\]
(7.21)

and the fact that \( u(t) \to u_0 \) (e.g., in \( H \)) as \( t \to 0 \). This implies that the extended function \( u \in L^2(-1,T; H) \) (which is continuous in \([-1,0]\) and \([0,T]\), separately) does not jump at \( t = 0 \). Thus, \( u \in C^0([-1,T]; H) \) and its time derivative \( \partial_t u \) is a \( V^*\)-valued function (rather than a distribution) on the whole of \((-1,T)\), so that (2.30) will hold in the whole of \((-1,T)\) whenever we properly extend \( \mu \) and \( R \). As the former is concerned, we set

\[
u(t) := z(t) + \mathcal{W}'(u(t)) = -\Delta u(t) + \mathcal{W}'(u(t)) \quad \text{for } t \in (-1,0).
\]
(7.22)

Now, in order to properly extend \( R \), we check that \( \Delta \mu \) is a well defined function. Indeed, \( \Delta z \in L^2(-1,0; H) \) by (7.16). On the other hand

\[
\Delta \mathcal{W}'(u) = \mathcal{W}''(u)|\nabla u|^2 + \mathcal{W}''(u) \Delta u \in L^\infty(-1,0; H)
\]
on account of (7.21), assumption (2.25) on \( W \) and the Sobolev embedding \( W \subset W^{1,4}(\Omega) \). Hence, we can set
\[
R(t) := \partial_t w(t) - \Delta \mu(t) = \partial_t u(t) - \Delta \mu(t) \quad \text{for } t \in (-1, 0).
\] (7.23)

We obtain
\[
\|\mu\|_{L^2(-1,0;W)} \leq c \quad \text{and} \quad \|R\|_{L^2(-1,0;H)} \leq c.
\] (7.24)

Notice that it is confirmed that (2.30) holds for every \( v \in V \) and a.e. in \((-1, T)\). Moreover, (2.32) is satisfied a.e. in \( \Omega \times (-1, T) \) (while (2.31) still holds only in \( Q \)). By collecting (7.21), (7.24) and the regularity of the original functions, we deduce, in particular, the following estimates
\[
\|u\|_{L^\infty(-1,T;V)} \leq c, \quad \|\mu\|_{L^2(-1,T;V)} \leq c \quad \text{and} \quad \|R\|_{L^2(-1,T;H)} \leq c.
\] (7.25)

At this point, we come back to (7.25) and apply it to the extended \( \mu \) and \( R \). By also observing that \( \nabla \bar{\mu}_h = (\nabla \mu)_h \), we obtain the estimates
\[
\|ar{\mu}_h\|_{L^2(0,T;V)} \leq c \quad \text{and} \quad \|ar{R}_h\|_{L^2(0,T;H)} \leq c.
\] (7.26)

Now, we are ready to perform our procedure that leads to the desired regularity of the solution. Clearly, in order to show that \( \partial_t u \in L^2(0,T;H) \) and that \( \mu \in L^\infty(0,T;H) \), it suffices to prove estimates for the proper norms of the different quotients \( \delta_h u \) and of the mean \( \bar{\mu}_h \), respectively. To this end, we remind the reader that (2.30) and (2.32) have been extended up to \( t = -1 \). So, we can integrate (2.30) with respect to time over \((s-h,s)\), with \( s \in (0,T) \), and divide by \( h \). We obtain
\[
\int_\Omega \delta_h u(s) v + \int_\Omega \nabla \bar{\mu}_h(s) \cdot \nabla v = \int_\Omega \bar{R}_h(s)v \quad \text{for almost every } s \in (0,T) \text{ and every } v \in V
\]
and choose \( v = \delta_h u(s) \). Then, we integrate over \((0,t) \subset (0,T)\) with respect to \( s \) and have
\[
\int_{Q_t} |\delta_h u|^2 + \int_{Q_t} \nabla \bar{\mu}_h \cdot \nabla \delta_h u = \int_{Q_t} \bar{R}_h \delta_h u.
\] (7.27)

At the same time, we derive from (2.32)
\[
\delta_h \mu = -\Delta \delta_h u + \delta_h W'(u) \quad \text{a.e. in } Q.
\]

We multiply this equation by \( \bar{\mu}_h \) and integrate over \( Q_t \). We have
\[
\int_{Q_t} \partial_t \bar{\mu}_h \bar{\mu}_h = \int_{Q_t} \nabla \delta_h u \cdot \nabla \bar{\mu}_h + \int_{Q_t} \delta_h W'(u) \bar{\mu}_h.
\] (7.28)

Finally, we sum (7.27) and (7.28). Two integrals cancel out and we obtain
\[
\int_{Q_t} |\delta_h u|^2 + \frac{1}{2} \int_\Omega |\bar{\mu}_h(t)|^2 = \frac{1}{2} \int_\Omega |\bar{\mu}_h(0)|^2 + \int_{Q_t} \bar{R}_h \delta_h u + \int_{Q_t} \delta_h W'(u) \bar{\mu}_h.
\] (7.29)

Now, we estimate the integrals on the right-hand side, separately. The first one is bounded by the first inequality in (7.24). Moreover, the second condition in (7.26) implies
\[
\int_{Q_t} \bar{R}_h \delta_h u \leq \frac{1}{4} \int_{Q_t} |\delta_h u|^2 + \int_{Q_t} |\bar{R}_h|^2 \leq \frac{1}{4} \int_{Q_t} |\delta_h u|^2 + c.
\]
For the last term of (7.29) some more work has to be done. We notice that (2.24) and
the mean value theorem yield \( \delta_h W'(u) = W''(\tilde{u})\delta_h u \), where \( \tilde{u} \) is some measurable function
taking values in between \( u \) and of \( u(\cdot - h) \). In particular, we have \( |\tilde{u}| \leq |u| + |u(\cdot - h)| \)
a.e. in \( Q \), so that our assumption (2.25), the Sobolev inequality (2.39) and (7.25) imply
for \( s \in (0, T) \)
\[
\|W''(\tilde{u}(s))\|_3^3 \leq c \int_\Omega (1 + |\tilde{u}(s)|^6) \leq c \int_\Omega (1 + |u(s)|^6 + |u(s - h)|^6) \\
\leq c(1 + \|u(s)\|_V^6 + \|u(s - h)\|_V^6) \leq c(1 + \|u\|_{L^\infty(-1,T;V)}^6) = c.
\]
Hence, owing to (7.26) as well, we have
\[
\int_{Q_t} \delta_h W'(u) \bar{\mu}_h \leq \int_{Q_t} |W''(\tilde{u})| \|\delta_h u\| \|\bar{\mu}_h\| \\
\leq \int_0^t \|W''(\tilde{u})\|_3 \|\delta_h u(s)\|_2 \|\bar{\mu}_h(s)\|_6 ds \leq c \int_0^t \|\delta_h u(s)\|_2 \|\bar{\mu}_h(s)\|_V ds \\
\leq \frac{1}{4} \int_0^t \|\delta_h u(s)\|_V^2 ds + c \int_0^T \|\bar{\mu}_h(s)\|_V^2 ds \leq \frac{1}{4} \int_{Q_t} \|\delta_h u\|^2 + c.
\]
By combining all this and (7.29), we conclude that the estimate
\[
\int_{Q_t} |\delta_h u|^2 + \int_\Omega |\bar{\mu}_h(t)|^2 \leq c
\]
holds true for \( h \) small. This proves that \( \partial_t u \in L^2(0,T;H) \) and \( \mu \in L^\infty(0,T;H) \). Now,
by comparison in (2.30) and on account of (2.31), we infer that \( \Delta \mu \in L^2(0,T;H) \). By
elliptic regularity we deduce that \( \mu \in L^2(0,T;W) \). Finally, by writing (2.32) in the form
\[
-\Delta u + \beta(u) = \mu - \lambda'(u) \in L^\infty(0,T;H)
\]
and using a standard argument, we see that \( \Delta u \in L^\infty(0,T;H) \). Therefore also the
regularity \( u \in L^\infty(0,T;W) \) holds true and the proof of (2.37)–(2.38) is complete. To
conclude iii), we show uniqueness, i.e., we pick two solutions \( (\mu, u_i, \sigma_i), \quad i = 1, 2 \), to the
limit problem and prove that they are the same. We set for convenience
\[
\mu := \mu_1 - \mu_2, \quad u := u_1 - u_2 \quad \text{and} \quad \sigma := \sigma_1 - \sigma_2.
\]
Let us write equations (2.30)–(2.33) for both solutions and exploit the regularity result
just proved in the course of the proof. Taking the difference we obtain a.e. in \( Q \)
\[
\begin{align*}
\partial_t u - \Delta \mu &= R \\
R &= (p(u_1) - p(u_2))(\sigma_1 - \gamma \mu_1) + p(u_2)(\sigma - \gamma \mu) \\
\mu &= -\Delta u + W'(u_1) - W'(u_2) \\
\partial_t \sigma - \Delta \sigma &= -R
\end{align*}
\]  
(7.30) \quad (7.31) \quad (7.32) \quad (7.33)
as well as the homogeneous initial and boundary conditions. Next, we multiply equations
(7.30), (7.32) and (7.33) by \( u, \mu \) and \( \sigma \), respectively, integrate over \( Q_t \) with \( t \in (0, T) \) and
sum them up. As two integrals cancel out (thanks to boundary conditions), we have
\[
\begin{align*}
\frac{1}{2} \int_{Q_t} |u(t)|^2 + \int_{Q_t} |\mu|^2 + \frac{1}{2} \int_{Q_t} |\sigma(t)|^2 + \int_{Q_t} |
\nabla \sigma|^2
= \int_{Q_t} R(u - \sigma) + \int_{Q_t} (W'(u_1) - W'(u_2)) \mu
\end{align*}
\]  
(7.34)
and we can estimate the term on the right-hand side, separately, as follows. In the sequel, the (variable) values of \( c \) are allowed to depend also on the solutions we are considering, since they are fixed. Accounting for (7.31) and for the boundedness and the Lipschitz continuity of \( p \), we deduce that

\[
\int_{Q_t} R(u - \sigma) \leq c \int_{Q_t} |u| |\sigma|_1 - \gamma \mu_1 |(|u| + |\sigma|) + c \int_{Q_t} |\sigma - \gamma \mu_1 |(|u| + |\sigma|)
\]

\[
\leq \frac{1}{4} \int_{Q_t} |\mu|^2 + c \int_0^t \left(1 + \|\sigma_1(s) - \gamma \mu_1(s)\|_\infty\right)(\|u(s)\|_2^2 + \|\sigma(s)\|_2^2) \, ds.
\]

In order to estimate the last term of (7.34), we recall that \( u_1 \) and \( u_2 \) are bounded and that \( W \) is Lipschitz continuous on every bounded interval. Hence, we have

\[
\int_{Q_t} (W'(u_1) - W'(u_2)) \mu \leq c \int_{Q_t} |u| |\mu| \leq \frac{1}{4} \int_{Q_t} |\mu|^2 + c \int_{Q_t} |u|^2.
\]

At this point, we collect (7.34) and the above inequalities and apply the Gronwall lemma by noting that the function \( s \mapsto \|\sigma_1(s) - \gamma \mu_1(s)\|_\infty \) belongs to \( L^2(0, T) \) (since both \( \sigma_1 \) and \( \mu_1 \) belong to \( L^2(0, T; W) \subset L^2(0, T; L^\infty(\Omega)) \)). This immediately leads to \( u = \mu = \sigma = 0 \) and the proof is complete.
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