Detection of features in the series of electric field strength measurements using data transformation and machine learning
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Abstract. Data transformation is a common information processing procedure that can detect features hidden in the data that are not visible in their original form. The article shows some examples of such processing to detect features in the data of long-term observations of the intensity of the surface atmospheric electric field. This uses the data of the EFM 550 field sensor installed in the city of Nalchik. The results are visualized using the Matplotlib Python library to visualize the results of such data processing. The selected data transformation methods are also well suited for machine learning. To demonstrate the possibilities of finding features, several methods of teaching without a teacher are used. It is noted that most of the identified features in the series of measurements of the surface atmospheric electric field are associated with local meteorological phenomena.

1. Introduction
In the atmosphere, there are always mobile electric charges associated with positive and negative ions, as well as with elements of clouds and precipitation.

The volume charges in the atmosphere formed by these mobile charges and their transport play a major role in all phenomena of atmospheric electricity. They are formed as a result of unequal movement under the influence of an electric field of ions of different signs, differing in their characteristics. Volume charges can also occur during various electrification processes (dust, smoke, fragments of ice crystals, splitting of droplets into smaller ones, collision of ice droplets with ice crystals, friction of falling droplets on the air, etc.), when the atmosphere is filled with charged particles of mainly the same sign, which are then spread over considerable distances from the place of their formation [1].

The electric field in the atmosphere, like any electric field, is characterized at any point by the value of the potential and the intensity that are due to all the electric charges available both on the Earth's surface and in the atmosphere. Just like uncharged particles, the ions in the atmosphere are constantly moving. It is due to this that the atmosphere has electrical conductivity, in the lower layers it is small, in the higher layers it is significant. The characteristics of the electric field of the atmosphere also depend on the distribution of the conductivity of the atmosphere, although the electrical conductivity of the air changes slightly during the year [2].

Under undisturbed atmospheric conditions, i.e. in clear weather both over land and over the oceans, the atmosphere is positively charged with respect to the earth's surface, the field strength near the earth's surface is 130 V/m and is directed in the absence of clouds from top to bottom. With altitude, the field strength decreases exponentially: at an altitude of 10 km, it is only about 5 V/m. Above 20 km, the field strength is very low, and the air conductivity in these layers is sufficient to equalize the potential differences. The current strength at different altitudes is usually kept constant, since the electrical conductivity of the atmosphere increases with altitude, and the electric field strength decreases with altitude. Near the earth's surface, the intensity of the electric field of the atmosphere depends on the shape of the terrain – it weakens in the depressions of the terrain, on the streets – «urban canyons» and increases near the protruding elements of the landscape, high-rise masts and buildings [2-4].

Monitoring of the electric field in the surface layer shows extremely high variability of the field depending on various factors of air pollution, radioactivity, including meteorological ones-temperature, humidity, visibility range, wind speed, precipitation, cloud cover, etc. The intensity of the electric field of the atmosphere
experiences changes in the daily and annual course, they can be especially large when significant volume charges appear in the atmosphere, as, for example, occurs during the phenomena of fogs, heavy rains, snowstorms, haze, dry winds, dust storms, volcanic eruptions, etc. [5-9]. The biggest disturbances are associated with the development of clouds, especially thunderstorms. In thunderclouds, there is a strong electrification of cloud elements and a spatial separation of positive and negative charges into separate parts of the cloud. As a result, both inside the clouds and between the clouds and the earth, there are huge potential differences, at which the field strength reaches tens of thousands of volts per meter. The field strength between the cloud and the ground can even change its direction, that is, get an upward direction. When the potentials in the atmosphere reach the breakdown values, spark electric discharges and lightning occur, both in the clouds and between the clouds and the earth [10].

Thus, the electric field can act as an indicator of the quality of the atmosphere and be a predictor of the development of dangerous weather events. All this makes the study of the ground-level electric field extremely relevant and promising.

2. Materials and methods
To detect features in the data of long-term observations of the surface atmospheric electric field intensity conducted in the monitoring center at the Federal State Budgetary Institution «HMGI» [11-13], a program for processing and visualizing data on measuring atmospheric parameters «AEFM-DM-2017» is used. In this case, the data of the characteristics of the electric field strength in the surface layer of the field sensor EFM 550 of the company «Vaisala» installed in the city of Nalchik are used (figure 1). The main component of data preprocessing here is «data transformation».

![Figure 1. The field strength according to the EFM 550 measurement data.](image)

Data transformation refers to the transformation and matching of data sets with each other or with a specific schema. In machine computing, data transformation is the process of converting data from one format or structure to another format or structure. This is a fundamental aspect of most data integration and data management operations. Data transformation can be simple or complex, depending on the required data changes between the source (initial) data and the target (final) data. The tools and technologies used to transform the data can vary greatly depending on the format, structure, complexity, and volume of the data being converted. The transformation procedure consists in the fact that the computer performs, in principle, typical operations on data structures and values (sorting, sampling, arithmetic and logical actions, creating and changing data structures and elements, etc.) in the number and sequence specified by the algorithm for solving a computational problem, which is implemented at the physical level by a sequential set of machine commands (program). As a rule, the data must either be converted to a form corresponding to each other, or to a specific target format. If the data is standardized, i.e. brought to a single form, then their format is defined as the main one. Then all incoming data from other sources will be brought exactly and only to this target view.

From a mathematical point of view, data transformation is the application of a deterministic mathematical function to each point in the data set, that is, each data point \( z_i \) is replaced by a transformed value \( y_i = f(z_i) \), where \( f \) is a function. The function that is used to transform the data is almost always reversible, and is usually
continuous. One-dimensional functions can be applied pointwise to multidimensional data to change their particular distributions. It is also possible to change some properties of multidimensional distributions using appropriately constructed transformations. Such transformations are usually used to make the data more suitable for statistical processing.

Thus, data transformation is important not only for analyzing the data, but also for preserving the relationships between them. The data can also be transformed to facilitate visualization, for example, for a graphical representation. Another significant reason for data conversion may be to improve interpretability, even if no formal statistical analysis or visualization is intended.

In fact, data transformation acts as the main path to the feature description of objects, which is necessary for machine learning, and each object is described by a set of its numeric or non-numeric characteristics, which are called features.

Machine learning algorithms can be divided into several categories: Supervised Learning, Reinforcement Learning, and Unsupervised Learning. The teacher-led learning algorithm takes the labeled data and creates a model that performs predictions by providing new data. It solves both classification and regression problems. Reinforcement learning uses a reward system and a trial-and-error approach to maximize the rewards received over the long term. Unsupervised and unclassified data is used in unsupervised learning, where you need to find patterns and get a data structure to find the desired value. The main forms of unsupervised learning are clustering and dimensionality reduction.

Unsupervised learning (unsupervised learning, self-learning, spontaneous learning) is a class of machine learning methods in which the test system is spontaneously trained to perform a task without interference from the experimenter. In unsupervised learning, the task of machine learning is to derive a function to describe a hidden structure from «unlabeled» data, while the system tries to independently find patterns directly from the example given. From the point of view of cybernetics, this is a type of cybernetic experiment. As a rule, this is only suitable for tasks in which the descriptions of a set of objects (the training sample) are known, and it is necessary to detect internal relationships, dependencies, and patterns that exist between objects.

Learning without a teacher is the cutting edge of data mining technologies and a serious step towards creating a strong artificial intelligence. For example, due to the fact that the vast majority of the accumulated data of mankind is not marked up, it is impossible to apply traditional teaching with a teacher to them. At the same time, learning without a teacher allows you to successfully work with unmarked data sets and identify the patterns inherent in them, which a person cannot detect [14-20].

Data clustering methods, where an algorithm picks up similar data, finds common features, and groups them together into subsets called clusters, are the most popular family of unsupervised machine learning methods. Examples include K-Means algorithms, Dendrogram-based hierarchical clustering, and Density-based spatial clustering for applications with noise (Dendrogram).

Dimensionality reduction methods are used to reduce the number of features so as to completely eliminate correlating features and as a way of grouping similar observations in the data, each object of the high-dimensional feature space is modeled into a two - or three-coordinate point in such a way that similar data elements in the multidimensional space are projected into neighboring points, and dissimilar objects are more likely to be modeled by points far apart from each other. The goal is to represent the data in a smaller-dimensional space, minimizing information loss as much as possible. Here, as an example, we can distinguish the Principal Component Analysis (PCA) method and the t-SNE (t-Distributed Stochastic Neighbor Embedding) method.

3. Results and discussion

The general scheme of using unsupervised learning algorithms includes: data exploration, detection of outliers (anomalies), i.e. those data areas where the object's behavior significantly differs from the characteristic (expected) behavior, identification (recognition) of images (obtaining associations).

For the study, unsupervised learning was implemented based on two Python platforms: Scikit-learn and TensorFlow/Keras. The features were obtained by converting the data of the time series of measurements of the electric field strength of the atmosphere in the python – tsfresh package [21]. In order to demonstrate the ability to search for features by consistently applying one of the dimension reduction methods (PCA) and clustering methods (DBSCAN) for unsupervised learning, the results on feature detection were obtained (figure 2). In unsupervised learning, the input data is split based on the characteristics presented, and the prediction of the properties is based on which cluster the example belongs to.
Figure 2. Example of data processing with transformation and using unsupervised learning methods.

It should be noted that in a particular case, the features identified in the series of measurements of the surface atmospheric electric field correlate well with local meteorological phenomena. All this indicates the complexity of the actual picture of the processes occurring in the clouds and the implementation of weather events associated with them.
4. Conclusion
The search for analytical dependencies on the data of long-term measurements is greatly simplified. Using ready-made tools of packages for working with data, specialists will be able to identify hidden patterns in information arrays, analyze data more deeply [22], detect anomalies, perform automatic feature construction and generate synthetic data sets.
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