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1. Introduction

The Telescope Array (TA) experiment is located near Delta, Utah, about 250 km southwest of Salt Lake City. It is a hybrid experiment that incorporates two of the main types of cosmic ray detectors (fluorescence telescopes and a scintillation counter array) for studying Ultra High Energy Cosmic Rays (UHECR).

Figure 1 shows the distribution of the 507 scintillation counters that comprise the TA scintillator Surface Detector (SD) array. The locations of the counters, shown by the filled black squares, are laid out on a 1.2 km square grid. The SD counters sample the laterally-distributed remnants of the air showers at ground level (~4600 ft above sea level). The SD array is operational 24 hours a day. It rarely has more than a few detectors down at any given time, and often operates with all of them. Taking into account the data acquisition system efficiency, it has a duty cycle of >95%. The detection efficiency of air showers with the SD array rises quickly above $\sim 10^{18}$ eV and it becomes fully efficient above $\sim 10^{19}$ eV. The aperture for the highest energy cosmic rays is about 1500 km$^2$ steradians.

The three Fluorescence Detector (FD) sites, indicated by the triangles in Figure 1, are located at the periphery of the SD array and view the sky over the array. The two southern sites each consist of 12 new telescopes built for the TA experiment. The northernmost FD site, located at Middle Drum (MD), was constructed with 14 refurbished telescopes from the HiRes-1 site of the previous High-Resolution Fly’s Eye (HiRes) experiment. The re-use of these telescopes provides a direct connection between TA and HiRes: the energy scale of the HiRes experiment can be directly transferred to TA.

In this paper, we introduce the MD hybrid reconstruc-
tion method and then compare the resulting spectrum to the measurement results achieved by the MD telescope station and the SD array acting alone. By using the SD telescope detector in hybrid mode, the geometry reconstruction of the showers is improved significantly, as is shown in section 5.1. A more accurate reconstruction of the geometry leads to a more accurate energy measurement of the primary particle. An initial comparison between this MD hybrid analysis and the MD monocular analysis has been shown in [1], along with a detailed comparison between the MD monocular analysis and the HiRes experiment. Here, we intend to take these comparisons a step further by comparing the MD hybrid spectrum to the MD monoton spectrum as well as the SD array, linking all parts of the TA measurements to those of the HiRes experiment.

2. Surface Detectors

The 507 scintillation counters in the SD array are arranged on a 1.2 km square grid and each have an active area of 3 m². The spacing and active area were optimized to provide \( \sim 100\% \) detection efficiency for events with energy, \( E \geq 10^{19} \) eV. Each detector is composed of two layers of 1.2 cm thick extruded scintillator with grooves in it. Wavelength shifting optical fibers run through the grooves to collect the light generated when particles pass through the scintillator and both ends of the optical fibers run to one of two PMTs in the SD, one PMT per scintillator layer. Each layer of scintillator with optical fibers is wrapped in Tyvek sheeting to help ensure optimum light capture. The average signal from single cosmic ray muons, or a Minimum Ionizing Particle (MIP) is used to calibrate the signal from an event.

The signals from each of the PMTs pass through a shaping circuit and are digitized by a Flash Analog to Digital Converter (FADC), operating at 50 MHz. While the FADC digitizes the analog input from the PMTs, those pulses which exceed 0.3 MIPs in integrated area are stored in memory, along with the time of the pulse (registered via a GPS clock). The SD array is divided into three sub-arrays with one wireless control/communications tower over each sub-array. Trigger computers at the communication towers poll each SD counter in their sub-array at one second intervals. The time of pulses greater than 3 MIPs are reported to the towers and this information is used to form an event trigger. An event trigger occurs when three adjacent SDs see a signal greater than 3 MIPs within an 8 \( \mu s \) window. When an event trigger does occur, the signals from all of the detectors in the array with signal greater than 0.3 MIPs within a coincidence window of \( \pm 32 \) \( \mu s \) are then transferred from the individual counters first to the tower PC and finally to the central data acquisition system in the city to the east of the TA site via the wireless network. Figure 2 shows an event display of a typical SD event.

3. Middle Drum Detector

The MD detector consists of 14 telescopes and is located \( \sim 10 \) km from the nearest SD at the northern end of the array. It is about 21 km northwest of the Central Laser Facility. Each of the 14 telescopes consists of a 5.1 m² spherical mirror which images the luminous air shower onto a camera comprised of a cluster of 256 PMTs.

Each telescope mirror is composed of four glass mirror segments arranged in a cloverleaf shape. The segments are individually adjustable, and have been aligned to focus light onto the camera at their common focal plane. Due
Figure 2: An event display for a typical Surface Detector (SD) event. SD counters are located nearly at the intersection points of the grid. For each detector viewing the event, the circle size is proportional to the number of incident particles on that detector, and circle color represents the trigger timing of each detector. The arrow represents the reconstructed direction of the shower, and the point where the arrow crosses the solid black line represents the reconstructed shower core position on the ground. The red line represents the SD array boundary. The black dashed line represents the line of sight to the core of the shower from the Middle Drum Detector.

Figure 3: Middle Drum event display for event 2009/09/19 08:45:52. For each PMT, the size of the circle is proportional to the amount of light collected by the PMT, while the color of the circle represents the timing with respect to the other tubes. The black line represents the fit to the projection of the Shower Detector Plane (SDP).

to the obscuration of the cluster box and stand directly in front of the mirror, the total effective collection area of the mirror is 3.72 m². Seven of the 14 telescopes view 3° – 17° in elevation, while the remainder view 17° – 31°. In azimuth, all 14 mirrors used in conjunction can see 112° between southwest and southeast.

The fluorescence light collected by the mirror passes through a UV band-pass filter before reaching the PMTs in order to remove most starshine and man made light and thus improve the signal to noise ratio. Within the camera cluster box, are 256 hexagonally close-packed PMTs. Each PMT is optimized to collect UV light and is provided with its own high voltage setting to provide uniform gain. Figure 3 shows an event display from the MD detector.

Each PMT is individually monitored and the threshold (1240-2500 mV) is continuously modified to keep the tube trigger rate, or “count rate” at 200 Hz. A single tube trigger is saved for 25 µs. A “subcluster” (a 4x4 cluster of 16
PMTs within one camera) trigger occurs when three tubes trigger within a 25 µs window, and two of them are adjacent. When the conditions are met, the subcluster trigger is transmitted to a “mirror trigger” board. When two subclusters trigger within a 25 µs window, a “telescope” level trigger occurs. All the PMT signals are converted to a digital signal through a 12-bit Analog to Digital Converter (ADC).

4. Middle Drum Hybrid Event Reconstruction

The MD hybrid analysis takes advantage of existing programs used to reconstruct events in monocular mode by both the SDs and the FDs. After the initial reconstruction steps are done separately, the events are combined for a hybrid analysis.

4.1. SD Reconstruction

The raw data from the SD array contains trigger and waveform information from particles passing through the scintillator and producing light that is detected by the PMTs. The SD reconstruction determines the geometry and energy of the events from these signals. The FADC traces are scanned to find the time of the signal. It is then calibrated using the 1 MIP from detected cosmic ray muons. The calibrated information from the triggered events is used to fit the geometry of the shower. First, the counters with signals from the actual event are identified. This is done by only including counters which are considered contiguous in both space and time. Counters that are within $\sqrt{2} \times$ the counter spacing are considered contiguous in space, thus including counters on the diagonal. Two counters with a time difference (divided by the speed of light) less than or equal to their spacing are considered contiguous in time. Counters that don’t fit this pattern recognition criteria are removed as electronic noise or random muons. The shower track vector indicating the geometry of the shower is then found using the trigger times of each SD in the event.

In the final reconstruction step for the SD events, the triggered counters are fit to a Lateral Distribution Function (LDF). The SD array is a direct derivative of the basic design of the Akeno Giant Air Shower Array (AGASA) experiment, though it is optimized to detect events with higher energies by increasing the spacing and the detector size. Therefore, it makes sense that the SD reconstruction programs use the same LDF that was used by the AGASA experiment. This was done so that a good comparison could be made between the TA surface array and the AGASA experiment. Such a comparison has been done.

Using the result of the LDF geometry fit, the density of particles at a lateral distance perpendicular to the shower core can be extrapolated at any point. Studies have shown that the optimum parameter for determining the energy of an air shower using a ground array is the signal at a fixed distance from the shower core. That specific distance is dependent primarily on array geometry, and has little dependence on shower geometry or the lateral distribution function that is used. The distance ~800 m from the shower core has been determined to be a stable indicator of shower energy for this size detector (3 m$^2$) and counter separation (1.2 km). The density of particles at this point is called S800. Once S800 is found, an energy table created from the Monte Carlo (MC) (described in section) is used to determine the energy. The table is generated by matching the original thrown energy of the Monte Carlo showers to the final reconstructed values, including S800 and zenith angle. In this method, many simulated showers with different energies and geometries are gener-
ated to find the one which gives signals in the detector which most closely resemble the actual data event.

4.2. MD Reconstruction

The FD reconstruction for MD begins by matching the triggered events from individual telescopes using GPS time-stamps. The data from the telescopes are then compared, and telescope triggers that occur within 100 µs of each other are combined into a single site event. The reconstruction program then determines the probability that a given event was triggered by noise using a Rayleigh filter. Each pair of neighboring tubes is examined and a unit vector is drawn from the earlier tube to the later one. A Rayleigh vector describes the sum of all such segments for a given event. If the event is due to noise, the length of the Rayleigh vector will be short, while for a real cosmic ray event it will be long. Using the Rayleigh vector, a probability that the event was triggered randomly is calculated. Each event that has a probability of 1% or less of having been generated by noise is saved for further analysis. Using the pointing directions of the PMTs, the Shower Detector Plane (SDP) is calculated for each of the saved events. The SDP is treated as a line source and is fit using \( \chi^2 \) minimization for Equation 1.

\[
\chi^2 = \sum_i \left( \frac{\hat{n} \cdot \hat{n}_i}{\sigma^2_i} w_i \right)^2
\]  

(1)

In this equation, \( \hat{n} \) represents the SDP normal vector, and \( \hat{n}_i \) is the viewing direction of triggered tube \( i \). The number of photoelectrons seen by tube \( i \) is \( w_i \). For each tube, \( \sigma_i \), or the angular uncertainty, is set to \( 1^\circ \) because this is the field of view of an individual PMT and we can not determine where a photon hits on the face of the PMT. Finally, the program looks for groups of events that are similar in time, core location, and amount of light seen, with a goal of removing those events that are from artificial sources. These removed sources would include laser shots from the Central Laser Facility, which are routinely made for atmospheric monitoring.

4.3. Hybrid Reconstruction

As described in the previous sections, the SD and MD events are reconstructed separately through the SD and the MD reconstruction programs. In order to combine the two sets of information into one hybrid event set, a time matching program compares the two data sets. The time that the shower core intersects with the ground, or plane in which the SDs lie, is calculated for each set and compared. Events that are within 2 µs of each other are considered matched. They are combined into a single common hybrid event.

Once a combined set has been created, the events are reprocessed using the information from both detectors. We minimize the \( \chi^2 \) taking into account (1) the Fluorescence Detector timing, (2) the SD timing, and (3) the position of the core of the shower as it hits the ground as determined by the SD, including uncertainties.

The timing of the FDs and SDs is combined by comparing timing with pointing direction. Using Equation 2, MD PMT trigger times can be related to their pointing direction. The resulting \( \chi^2 \) for minimization is then shown by Equation 3.

\[
t_i = T_{R_p} + \frac{R_P}{c} \tan \left( \frac{\pi - \psi - \chi_i}{2} \right)
\]

(2)

\[
\chi^2_{MD_{\text{Timing}}} = \sum_i \frac{1}{\sigma_i^2} \left[ t_i - \left( T_{R_p} + \frac{R_P}{c} \tan \left( \frac{\pi - \psi - \chi_i}{2} \right) \right) \right]^2
\]

(3)

In both equations, \( t_i \) represents the triggered time of tube \( i \), and \( T_{R_p} \) represents the time of the shower (in microsec-
Figure 4: Timing vs angle plot for event 2009/09/19 08:45:52, observed by the Middle Drum fluorescence detector site. The angle of the observed signal along the Shower Detector Plane (SDP) is plotted with respect to the time information of the signal. Fitting the curvature provides the timing and impact parameter and, when combined with the SDP, gives the pointing information of the primary cosmic ray.

Here, $t_{SD}$ is the trigger time of a virtual tube at the MD site that represents the position of the counter, while $t_{SD_{trigger}}$ is the actual trigger time of the counter. $SD_{Dist}$ is the distance from MD to the counter, and $c$ is the speed of light. Equation 5 shows how the SDs are added to the overall $\chi^2$ calculation.

$$\chi^2_{SD_{trigger}} = \sum \frac{1}{\sigma_i^2} \left[ t_i - \left( T_{Rp} + \frac{R_P}{c} \tan \left( \frac{\pi - \psi - \chi}{2} \right) \right) \right]$$

Note that the equation is the same as Equation 3. The difference is that the observed time, $t_i$, is calculated for each SD counter. The signals observed by the SDs arrive later than those measured by the PMTs at the MD detector because the SDs are sampling the shower on the ground, and the light then takes time to get from that point to the telescope. Therefore, as shown in Figure 5, all of the SD points are plotted at later times. Adding the
SD counters to the calculation increases the total number of points in the $\chi^2$ minimization and, more importantly, extends the range in time and angle. Note that in comparison with Figure 4, the curvature in Figure 5 is more obvious, and the $\chi^2$/dof is improved. As a result, a more accurate calculation of the geometry is achieved.

The final piece of the $\chi^2$ minimization is the core constraint of the hybrid analysis. Equation 6 shows the minimization to determine the x and y coordinates on the ground.

$$\chi^2_{\text{Core}} = \sum_{i=1}^{2} \frac{\|R_i - (R_{\text{COG}})_i\|^2}{\sigma_{\text{R}_{\text{COG}}}^2}$$

(6)

Here, $R_{\text{COG}}$ represents the reconstructed core position from the SD Center Of Gravity, COG, while $R_i$ represents the trial parameters. Note that $i = 1$ corresponds to the x-coordinate and $i = 2$ corresponds to the y-coordinate. The $\sigma_{\text{R}_{\text{COG}}}$ is equal to 170 m, the uncertainty determined by the SD Monte Carlo reconstruction [9, 4].

The hybrid analysis uses the result of the fit of the SDP normal, $\hat{n}$, from the MD reconstruction (Equation 1) and varies the parameters $\psi$, $T_{P}$, and $R_{P}$ to minimize the full $\chi^2$, including the timing from the SD’s, FD’s, and the core constraint, simultaneously. This fitting results in the hybrid geometry reconstruction of the UHECR shower.

The hybrid analysis uses the same energy reconstruction program as the MD monocular processing. It uses an inverse Monte Carlo technique for calculating the shower energy. In order to do this, however, it must first generate a profile of the shower. Using the calculated hybrid geometry, the program converts the viewing angle of each “good” PMT into a shower depth, in g/cm$^2$.

The Monte Carlo showers for this purpose are parametrically calculated using Poisson statistics rather than thrown and saved. The input parameters for the profile of the calculated shower are taken from the Gaisser-Hillas function, (Equation 7).

$$N_e(x) = N_{\text{max}} \times \left(1 - \frac{x - X_0}{X_{\text{max}} - X_0}\right)^{X_{\text{max}} - X_0} \exp \left(\frac{X_{\text{max}} - x}{\lambda}\right)$$

(7)

The function predicts the number of particles, $N_e$, at a given slant depth, $x$. The values of $X_0$ and $\lambda$ are fixed to 40 g/cm$^2$ and 70 g/cm$^2$, respectively, while, $X_{\text{max}}$, representing the depth of the shower maximum, and $N_{\text{max}}$, the number of particles at the shower maximum, are allowed to vary. The $\chi^2$ function for the profile is then calculated comparing the number of photoelectrons measured in each PMT to the predicted number calculated for an input shower. The shower with the minimum $\chi^2$ corresponds to the Monte Carlo generated shower that best matches the observed shower. The missing energy is estimated by comparing the integrated energy from the visible part of the shower to the original energy of the primary particle in the simulation. The energy of the primary particle from the Monte Carlo shower is then stored as the calculated hybrid energy of the real shower.

Additional cuts were made on the data using the resolution plots to improve the quality of the reconstruction. Below is a list of quality cuts that were made on the data, based on a study of the simulated showers.

1. Failmode: Events that failed the profile reconstruction are removed from the set.
2. Zenith angle $> 56^\circ$: Events with zenith angles greater than 60° cannot be reconstructed reliably, using the SD technique. Therefore, the Monte Carlo for this analysis does not simulate showers with zenith angle greater than 60°. Due to overflow, caused by the effect of angular resolution, events close to 60° are also difficult to analyze. 56° is safely distant from 60° for the analysis.
3. Hybrid/SD Core Position (difference >1200 m): Since the events are time-matched, it is conceivable that two independent events (one SD event and one MD event) may be combined due to their proximity in time. The core location of the shower at the ground calculated using only the SDs is compared to the position calculated using the hybrid analysis in order to ensure that the MD event and the SD event are the same event, so that only true hybrid events are kept.

4. Border Cut (<100 m): The border cut uses the hybrid core location to determine how close the shower falls to the edge of the SD array. Showers with calculated core locations that fall at, or outside, the border of the array are difficult to reconstruct due to the missing information that may be out of range of the SDs. Therefore, showers with a core that is within 100 m of the border or outside the array are removed.

5. Track Length ≤8.0°: Events with shorter track lengths have less information, and therefore provide a less accurate reconstruction.

6. $X_{max}$ not “Bracketed”: Events which reconstruct with the depth of the shower maximum, or $X_{max}$ outside of the field of view of the detector camera (3-31° elevation) are removed. The energy is reconstructed more accurately if $X_{max}$ is seen.

5. Simulation

An accurate measurement of the hybrid energy spectrum depends upon an understanding of the aperture and exposure of the hybrid detector. The aperture of the detector is dependent upon the layout and efficiency of the detector as well as on the geometry and energy of the shower. Monte Carlo simulations are used to make these calculations.

Simulated events are thrown such that the core of the shower intersects with the ground, or plane in which the SDs lie, within a circle of radius 25 km centered at the Central Laser Facility (CLF), which is at the center of the SD array, equidistant from all three telescope stations. The solid angle, $\Omega_0$, is defined by Equation 8. Equation 9 represents the “thrown” aperture and is defined by the area of the circle multiplied by the solid angle. The calculated aperture for the spectrum is given in Equation 10.

$$\Omega_0 = 2\pi \int_0^{\theta_{\text{max}}} \sin \theta \cos \theta d\theta = \pi \sin^2 \theta_{\text{max}}$$  

$$A_0\Omega_0 = \pi R^2 \sin^2 \theta_{\text{max}}$$

$$A\Omega = A_0\Omega_0 \frac{N_{\text{Reconstructed}}}{N_{\text{Thrown}}}$$

Here, $R$ is the radius of the circle (25 km), $\theta_{\text{max}}$ is 60° (The maximum zenith angle thrown in the simulated showers), $N_{\text{Reconstructed}}$ represents the number of Monte Carlo events that are reconstructed and pass cuts, and $N_{\text{Thrown}}$ represents the number of events that were thrown (generated) in the set.

The MC programs simulate both the cosmic ray showers as well as the detector response. The MC showers used for this hybrid analysis were generated using CORSIKA\[10]. At high shower particle energies ($E > 80$ GeV), the QGSJET-II-03\[11] hadronic model was used to simulate particle interactions within the shower. At lower energies ($E < 80$ GeV), the FLUKA\[12] model was used. The electromagnetic component of the shower was treated using EGS4\[13].

Over 16,000 dethinned\[14] proton showers ranging in energy from $10^{16.75}$ eV to $10^{20.55}$ eV with a variety of geometries were created and stored in a shower library\[4].
This library was resampled thousands of times using random azimuthal and zenith angles, as well as timing to generate a set of over 150 million simulated events. The set was generated using a piece-wise power law spectrum in a method similar to that used for the HiRes measurement \[15\]. The following list summarizes the parameters of this main simulated data set.

- Composition: We assume pure protons and the QGSJET-II-03 hadronic model, which gives good agreement with all geometric variables needed to calculate acceptance. \[16\].

- Energy Slope, \(E\): \(E^{-3.25}\) for \(10^{16.75} < E < 10^{18.65} \text{ eV}\); \(E^{-2.81}\) for \(10^{18.65} \leq E < 10^{19.75} \text{ eV}\); \(E^{-5.1}\) for \(E \geq 10^{19.75} \text{ eV}\). This is the piece-wise power law that results from a fit to the HiRes data \[15\].

- Surface Impact Position: Uniform, random distribution inside a circle of radius 25 km, centered at the CLF (39.296918 N Lat, 112.908733 W Long).

- Zenith Angle, \(\theta\): \(\sin(\theta)\cos(\theta)\) distribution in \([0^\circ - 60^\circ]\) range. The \(\sin(\theta)\) represents a spherically isotropic distribution from the sky, while the \(\cos(\theta)\) represents the projection of the distribution on a flat target.

- Azimuthal Angle, \(\phi\): Flat distribution in \([0^\circ, 360^\circ]\) range.

5.1. Resolutions

In the hybrid analysis, both the SD data and MD data are used to constrain the geometrical fit parameters, as detailed in the previous section. In Figure 6, the reconstructed values of the in-plane angle (\(\psi\)), impact parameter (\(R_p\)), and zenith angle (\(\theta\)) are compared with the MC generated values from the same events. The width of these resolutions from the reconstruction of MC events is used to place an uncertainty on the reconstructed values of the data events. The plots show that the in-plane angle and zenith angle have hybrid resolutions of \(\sim0.5^\circ\), and the impact parameter has a 0.5% resolution. Figure 7 shows the MD monocular reconstruction resolutions for comparison. The MD hybrid resolutions show significant improvement over the MD monocular reconstruction.

Figure 8 shows the energy resolution for the MD hybrid reconstruction in three energy ranges. The improved geometrical resolution over the MD monocular measurement (Figure 5) directly contributes to the improvement in the energy resolution for the hybrid reconstruction. The resolution in energy starts at about 10% for the energy range of \(10^{18.0} - 10^{18.5} \text{ eV}\) and improves with increased energy. This is more than a factor of two improvement over the MD monocular reconstruction, shown in Figure 9. These improvements show the strength of the extra constraint of SD information.

5.2. Data/MC Comparisons

MC simulations are also used to calculate the aperture of the TA detector which is then folded in with running time of each detector element to calculate the exposure. However, the MC must provide a faithful representation of distributions in the data for the aperture calculation and the resultant measured flux to be trusted. We validate the fidelity of the simulation by making a series of comparisons between the data and the Monte Carlo simulated data for a number of parameter distributions. In particular, we compare those variables directly connected to the aperture.

Here we show the distributions from accepted events of both the data and MC, having been processed using the same analysis programs and subjected to the same selection cuts. In addition, for each comparison, a Kolmogorov-
Figure 6: Resolutions for Middle Drum hybrid geometric reconstructed parameters: shown are the in-plane angle ($\psi$), (top), impact parameter ($R_P$), (middle), and zenith angle ($\theta$) (bottom). The red histogram shows the difference between the reconstructed and thrown values for each event, or in the case of the impact parameter, the normalized difference. The black line is a gaussian fit to the histogram. Note that the horizontal scale in the hybrid case is different from the monocular reconstruction (shown in the next figure). This reflects the significant improvement in the reconstruction due to the hybrid constraints.

Figure 7: Resolutions for Middle Drum monocular geometric parameters: shown are the in-plane angle ($\psi$), (top), impact parameter ($R_P$), (middle), and zenith angle ($\theta$) (bottom). The red histogram shows the difference between the reconstructed and thrown values for each event, or in the case of the impact parameter, the normalized difference. The black line is a gaussian fit to the histogram. Note that the horizontal scale in the monocular case is different from the hybrid reconstruction (shown in the previous figure). This reflects the significant improvement in the reconstruction due to the hybrid constraints.
Figure 8: Resolutions for Middle Drum hybrid reconstructed energy: events are shown by energy range: $10^{18} < E < 10^{18.5}$ eV (top), $10^{18.5} < E < 10^{19.0}$ eV (middle), and $E > 10^{19.0}$ eV (bottom). In each case, the red histogram shows the log of the ratio of the reconstructed and thrown energy for each event. The black line is a gaussian fit to the histogram. The energy resolutions (10%, 7%, and 6%) for the hybrid reconstruction represent more than a factor of two improvement over the monocular reconstruction (34%, 26% and 19%) (shown in the next figure). Note that the horizontal scale is changed in the monocular case.

Figure 9: Resolutions for Middle Drum monocular reconstructed energy: events are shown by energy range: $10^{18} < E < 10^{18.5}$ eV (top), $10^{18.5} < E < 10^{19.0}$ eV (middle), and $E > 10^{19.0}$ eV (bottom). In each case, the red histogram shows the log of the ratio of the reconstructed and thrown energy for each event. The black line is a gaussian fit to the histogram. The energy resolutions (10%, 7%, and 6%) for the hybrid reconstruction (in the previous figure) represent more than a factor of two improvement over the monocular reconstruction (34%, 26% and 19%). Note that the horizontal scale is changed in the monocular case.
Smirnov (K-S) test is performed to compare the data and MC distributions. This test is appropriate for the small size of the data sample. In nearly every case, except when statistics are small (in the highest energy range), the agreement between data and MC for these parameters in these comparisons is very good.

Figure 10 shows the Data/MC comparisons for the number of photoelectrons per degree of track length of accepted events. The agreement here gives a good indication that the simulated detector response is accurate. The comparisons are shown in three energy regions.

Figure 11 shows the Data/MC comparisons for the in-plane angle ($\psi$) for showers in three energy ranges. This comparison shows whether we are simulating the evolution of this parameter reliably with energy. MD hybrid analysis is optimized in the region of $10^{18.5}$ eV to $10^{19.0}$ eV and therefore, the most accurate reconstructions of showers are found in this energy range. It is important to note, however, that the agreement between data and MC is well reproduced in all energy ranges.

Figures 12, 13, and 14 show Data/MC comparisons for the impact parameter ($R_p$), zenith angle ($\theta$) and azimuthal angle ($\phi$) for three energy ranges. Again, the agreement between data and MC is consistently excellent in all three ranges in these plots. The K-S probability for each comparison is shown on the plot and indicates good agreement.

6. Middle Drum Hybrid Energy Spectrum

The energy spectrum refers to the differential flux of cosmic rays. It is calculated by taking the number of data events per energy bin and dividing by the exposure and

![Figure 10: Data-MC comparison: the Middle Drum hybrid number of photoelectrons per degree of track length is shown in three energy ranges: top to bottom, $10^{18.0} < E < 10^{18.5}$ eV, $10^{18.5} < E < 10^{19.0}$ eV, and $E > 10^{19.0}$ eV, respectively, to show the evolution of this parameter with energy. The distribution of measurements is shown for the data (black points with error bars) and MC (red histogram). The MC has been normalized to the area of the data in these plots. This figure shows that the data and MC agreement for this parameter is not dependent on energy.](image-url)
Figure 11: Data-MC comparison: the Middle Drum hybrid in-plane angle (ψ) is shown in three energy ranges: top to bottom, $10^{18.0} < E < 10^{18.5}$ eV, $10^{18.5} < E < 10^{19.0}$ eV, and $E > 10^{19.0}$ eV, respectively, to show the evolution of this parameter with energy. The distribution of measurements is shown for the data (black points with error bars) and MC (red histogram). The MC has been normalized to the area of the data in these plots. This figure shows that the data and MC agreement for this parameter is not dependent on energy.

Figure 12: Data-MC comparison: the Middle Drum hybrid impact parameter ($R_P$) is shown in three energy ranges: top to bottom, $10^{18.0} < E < 10^{18.5}$ eV, $10^{18.5} < E < 10^{19.0}$ eV, and $E > 10^{19.0}$ eV, respectively, to show the evolution of this parameter with energy. The distribution of measurements is shown for the data (black points with error bars) and MC (red histogram). The MC has been normalized to the area of the data in these plots. This figure shows that the data and MC agreement for this parameter is not dependent on energy.
Figure 13: Data-MC comparison: the Middle Drum hybrid zenith angle ($\theta$) is shown in three energy ranges: top to bottom, $10^{18.0} < E < 10^{18.5}$ eV, $10^{18.5} < E < 10^{19.0}$ eV, and $E > 10^{19.0}$ eV, respectively, to show the evolution of this parameter with energy. The distribution of measurements is shown for the data (black points with error bars) and MC (red histogram). The MC has been normalized to the area of the data in these plots. This figure shows that the data and MC agreement for this parameter is not dependent on energy.

Figure 14: Data-MC comparison: the Middle Drum hybrid azimuthal angle ($\phi$) (angle of the shower with respect to east) is shown in three energy ranges: top to bottom, $10^{18.0} < E < 10^{18.5}$ eV, $10^{18.5} < E < 10^{19.0}$ eV, and $E > 10^{19.0}$ eV, respectively, to show the evolution of this parameter with energy. The distribution of measurements is shown for the data (black points with error bars) and MC (red histogram). The MC has been normalized to the area of the data in these plots. This figure shows that the data and MC agreement for this parameter is not dependent on energy.
energy interval for that bin, as shown in Equation 11.

\[ J(E) = \frac{N(E)}{A\Omega(E) \times \Delta t \times \Delta E} \]  

(11)

Here, \( N(E) \) refers to the number of reconstructed events in an energy bin, \( A\Omega \) is the calculated aperture for the energy bin, \( \Delta t \) is the hybrid detector on-time, and \( \Delta E \) is the energy interval covered by the bin. The systematic uncertainty of the energy calculation due to atmospheric conditions was taken into account when calculating this flux. A study of the vertical aerosol optical depth found that uncertainty is \( \sim 3\% \).

The exposure is calculated by taking the aperture per energy bin and multiplying by the on-time for the detector. The SD array collects data 24 hours a day. Taking into account the data acquisition system and the individual detectors in the array that are not working periodically, the array has better than 95% on-time. Therefore, the main contribution to the on-time calculation for this analysis comes from the fluorescence detector. The MD detector only operates on clear, moonless nights, with a minimum of three hours of dark time.

The MD hybrid energy spectrum was calculated using four years of data, the number of integrated good weather on-time hours was 3071.8 between May 11, 2008 (SD turn on) and May 19, 2012. Good weather data includes only data taken on nights when clouds were not present in the directions that the MD telescopes point, namely, South and East. There were 1580 triggered events in the data set. After taking dark time and weather cuts into account, the MD detector duty cycle is \( \sim 9\% \). The final data set has 432 events with reconstructed energies above \( 10^{18.4} \) eV, below which, the hybrid detector aperture drops off steeply. The raw energy distribution of these events is shown in Figure 15.

Figure 15: The raw energy distribution of events passing all quality cuts observed in hybrid mode by the Middle Drum telescope site: the events are binned in energy. A total of 432 events remain that were used to calculate the MD hybrid spectrum.

Note that the highest energy event has a reconstructed energy of \( 1.32 \times 10^{20} \) eV. This event was not used in the SD monocular spectrum because it was reconstructed with a zenith angle of 55.7°, and events with zenith angle >45° were cut from that analysis due to uncertainty in reconstructing the event energy using only the SD array.

Figure 16 shows the calculated aperture from the Monte Carlo. The aperture falls off steeply below \( 10^{18.4} \) eV. Therefore, for the purpose of this analysis, the spectrum is calculated and shown for energies of \( 10^{18.4} \) eV and above.

Figure 17 shows the differential flux as a function of energy for the MD hybrid events. Due to the geometric and temporal limitations of collecting data in hybrid mode, the statistics for this spectrum are relatively small.

The MD hybrid analysis plays an important role in connecting the measurements of the High Resolution Fly’s
Figure 16: The calculated Middle Drum hybrid aperture from proton Monte Carlo.

Eye (HiRes) experiment to the Telescope Array experiment. The MD monocular spectrum [1] provided the retrograde link between the TA and HiRes spectra, and this hybrid analysis takes this link a step further by creating a direct connection between the MD detector and the SD array. For this purpose, comparisons of the measured energy and energy spectrum with other TA analyses are discussed in the next section.

7. Comparison to MD Monocular and SD Spectra

An event-by-event study was performed comparing the MD monocular data to the MD hybrid data. Figure 18 shows the energy reconstruction comparison. The systematic uncertainties in the MD monocular spectrum are primarily due to atmospheric changes, which are the same for the hybrid detector. The dashed line in the figure is the 1:1 line, while the solid line represents a fit to the data. No statistically significant bias is seen here. Furthermore, Figure 19 shows a histogram of the log ratio of the MD monocular reconstructed energy over the MD hybrid reconstructed energy. Again, no bias is seen.

Figure 20 compares the MD monocular spectrum with this MD hybrid analysis, as well as the HiRes-1 and -2 spectra. The MD hybrid spectrum is in reasonable agreement with the MD monocular spectrum as well as both of the HiRes spectra (see table I).

The next step in linking the HiRes spectrum to the Telescope Array is a comparison between the MD hybrid energy spectrum and that measured by the TA SD. Event-by-event comparisons were also made between the hybrid and the SD measurement. SD event energies are estimated using the correlation of the number of particles at a point 800 m from the shower core, S800, and the zenith angle of the event with the primary energy from the MC study. A comparison of TA FD and SD events found that the
Figure 18: A scatter plot showing the event-by-event comparison of the energies of data events reconstructed by the Middle Drum hybrid analysis (X-axis), and those by the Middle Drum monocular analysis (Y-axis). The dashed line indicates the 1:1 line, while the solid line is a fit to the data.

Figure 19: A histogram of the log ratio of the energies of events reconstructed by the Middle Drum monocular analysis over those by the Middle Drum hybrid analysis: the width in this histogram is dominated by the resolution in the MD monocular reconstruction (\( \sim \)26%).

CORSIKA simulated showers were producing higher than expected numbers of particles at S800. Therefore, a scaling factor of 1.27 was used to calculate the SD energies \([4, 17]\). Figure 21 shows the scatter plot of the MD hybrid reconstructed energy of each event vs the SD reconstructed energy. Again, the 1:1 line is shown, and there is no significant bias in the data. The histogram of the log ratio of the SD monocular reconstructed energy over the MD hybrid reconstructed energy is shown in figure 22. And finally, the MD hybrid spectrum is shown in comparison to the SD spectrum in Figure 23. They are in good agreement (see table \([1]\)).

For each comparison, a \( \chi^2 \) test was performed to see how well the spectra agree. The results of the comparison of this hybrid analysis with each of the other spectra are summarized in Table \([1]\).
Figure 21: A scatter plot showing the event-by-event comparison of the reconstructed event energy by the Middle Drum hybrid analysis (X-axis), and the Surface Detector analysis (Y-axis). The line indicates the 1:1 line.

Figure 22: A histogram of the log ratio of the energies of events reconstructed by the Surface Detector analysis over those by the Middle Drum hybrid analysis: the width in this histogram is dominated by the resolution in the SD reconstruction (~29%).

Table 1: A summary of the results of a $\chi^2$ test performed to compare four analyses with the Middle Drum hybrid analysis is given. The comparisons were performed for each analysis using only bins with energy $18.4 < \log_{10}(E) < 19.4$.

| Data      | Energy Range log$_{10}(E)$ | $\chi^2$ | # Degrees of Freedom |
|-----------|----------------------------|----------|----------------------|
| MD Mono   | 18.4-19.4                  | 23.78    | 10                   |
| SD Mono   | 18.4-19.4                  | 10.56    | 10                   |
| HiRes-1   | 18.5-19.4                  | 16.65    | 9                    |
| HiRes-2   | 18.4-19.0                  | 19.30    | 6                    |

8. Conclusion

In conclusion, we measure the hybrid energy spectrum using the MD detector in conjunction with the SD. The MD site re-utilizes the telescopes and electronics from the HiRes experiment. Therefore, this work directly links the measurements of these two experiments. The MD monocular spectrum has been shown previously to agree with the HiRes spectra. This hybrid analysis establishes a starting point for comparison between HiRes and TA spectra. The MD hybrid spectrum is in good agreement with the MD...
monocular spectrum and the HiRes spectra, confirming
this result. Furthermore, the hybrid spectrum agrees with
the SD monocular spectrum, confirming the HiRes result
from the perspective of the TA experiment as a whole.
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