THE GROUP RING OF Q/Z  
AND AN APPLICATION OF A DIVISOR PROBLEM  

ALAN K. HAYNES AND KOSUKE HOMMA  

(Communicated by Ken Ono)  

Abstract. First we prove some elementary but useful identities in the group ring of Q/Z. Our identities have potential applications to several unsolved problems which involve sums of Farey fractions. In this paper we use these identities, together with some analytic number theory and results about divisors in short intervals, to estimate the cardinality of a class of sets of fundamental interest.

1. Introduction  

Let $G$ be the multiplicative group defined by  

$$G = \{ z^\beta : \beta \in \mathbb{Q}/\mathbb{Z} \},$$  

and let $(\mathbb{Z}(G), +, \times)$ denote the group ring of $G$ with coefficients in $\mathbb{Z}$. Clearly $G$ is just $\mathbb{Q}/\mathbb{Z}$ written multiplicatively, but depending on the context it may be more appropriate to speak either of addition in $\mathbb{Q}/\mathbb{Z}$ or of multiplication in $G$. The group ring $\mathbb{Z}(G)$ is just the ring of formal polynomials with integer coefficients, evaluated at elements of $G$. 

Questions about $\mathbb{Z}(G)$ arise naturally in several elementary problems in number theory. Two interesting examples are the estimation of powers of exponential sums and the problem of approximation of real numbers by sums of rationals. Furthermore the study of the additive structure of arithmetically interesting groups is a fruitful area which has led to significant recent developments [8]. The purpose of this paper is to establish some basic algebraic results about $\mathbb{Z}(G)$ and then to show how recent techniques for dealing with divisors in intervals ([1], [4], [5]) can be applied to estimate the cardinality of an arithmetically interesting class of subsets of $G$.

For each $\beta \in \mathbb{Q}/\mathbb{Z}$ we denote the additive order of $\beta$ by $h(\beta)$. Then for each positive integer $Q$ we define a subset $\mathcal{F}_Q$ of $\mathbb{Q}/\mathbb{Z}$ by  

$$\mathcal{F}_Q = \{ \beta \in \mathbb{Q}/\mathbb{Z} : h(\beta) \leq Q \}. $$

Clearly the set $\mathcal{F}_Q$ can be identified with the Farey fractions of order $Q$. For $Q \geq 3$ the set  

$$\{ z^\beta \in G : \beta \in \mathcal{F}_Q \} \subset G$$  
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is not closed under multiplication. However it does generate a finite subgroup of $G$, which we call

$$G_Q = \langle z^\beta : \beta \in \mathcal{F}_Q \rangle.$$  

Obviously this definition of $G_Q$ is also valid if $Q < 3$. It is easy to check that

\[(1) \quad G_Q = \{ z^\beta : \beta \in \mathbb{Q}/\mathbb{Z}, \ h(\beta) | \text{lcm}\{1, 2, \ldots, Q\} \} \]  

The cardinality of $G_Q$ is given by

$$|G_Q| = \sum_{q | \text{lcm}\{1, 2, \ldots, Q\}} \phi(q) = \text{lcm}\{1, 2, \ldots, Q\} = \exp \left( \sum_{q \leq Q} \Lambda(q) \right),$$

where $\Lambda$ denotes the von-Mangoldt function. Thus by the Prime Number Theorem there is a positive constant $c_1$ for which

\[(2) \quad |G_Q| = \exp \left( Q + O \left( Qe^{-c_1\sqrt{\log Q}} \right) \right). \]

It appears to be a somewhat more difficult problem to estimate the cardinality of the set

\[(3) \quad \underbrace{\mathcal{F}_Q + \cdots + \mathcal{F}_Q}_{k\text{-times}}\]

when $k \geq 2$ is a small positive integer. The main result of our paper is the following theorem.

**Theorem 1.** With $\delta = 1 - \frac{1 + \log \log 2}{\log 2}$ we have as $Q \to \infty$ that

$$|\mathcal{F}_Q + \mathcal{F}_Q| \approx \frac{Q^4}{(\log Q)^\delta (\log \log Q)^{3/2}}.$$  

Theorem 1 will be proved in Section 3. The most technical part of the proof uses results of K. Ford [5] about the distribution of integers whose divisors have certain properties. Results of this type were also used in [1] to study gaps between consecutive Farey fractions. Before we get to our proof of Theorem 1 we will develop some important tools that give us information about the corresponding elements of $\mathbb{Z}(G)$. For each nonnegative integer $q$ we define $F_q \in \mathbb{Z}(G)$ by

$$F_q(z) = \sum_{\beta \in \mathbb{Q}/\mathbb{Z} \atop h(\beta) = q} z^\beta = \sum_{\alpha=1}^{q \atop \gcd(a,q) = 1} z^{a/q}.$$  

For conciseness, from now on we will suppress the dependence of $F_q$ upon $z$. In Section 2 we prove the following general result.

**Theorem 2.** Suppose that $q$ and $r$ are positive integers. Let $d = (q,r)$ and let $d'$ be the largest divisor of $d$ which is relatively prime to both $q/d$ and $r/d$. Then we have that

\[(4) \quad F_q \times F_r = \varphi(d) \sum_{d' | d} c(d', e) F_{qr/d'}, \]

where

$$c(d', e) = \prod_{p | d'} \left( 1 - \frac{1}{p-1} \right).$$
There are several useful consequences of Theorem 2, some of which are formulated in the following two corollaries.

**Corollary 1.** With \( q, r, d, \) and \( d' \) as in Theorem 2 we have that

(i) if \( d' = 1 \), then
\[
F_q \times F_r = \varphi(d) F_{qr/d};
\]
and

(ii) if \( q \) and \( r \) are squarefree, then
\[
F_q \times F_r = \varphi(d) \sum_{e \mid d} \left( \prod_{p \mid e} \frac{p - 2}{p - 1} \right) F_{qr/e/d^2}.
\]

**Corollary 2.** If \( k \) is a positive integer, then the set
\[
\overbrace{F_Q + \cdots + F_Q}^{\text{k-times}}
\]
consists of all elements \( \beta \in \mathbb{Q}/\mathbb{Z} \) with \( h(\beta) = n_1 n_2 \cdots n_k \) for some positive integers \( n_1, \ldots, n_k \leq Q \) which satisfy \( (n_i, n_j) = 1 \) for \( i \neq j \).

As observed by the referee, we note that it is a simple matter to prove Corollary 2 directly and that it is actually all that we need for our proof of Theorem 1. However there are other applications where the more general Theorem 2 is necessary. In particular, by using the large sieve together with the group ring coefficients which appear in our theorem we have been able to give a new proof \[7\] of an upper bound in metric number theory which is crucial in the classical theory of the Duffin-Schaeffer Conjecture \[6\].

Finally we remark that it is not immediately clear how to extend our results to estimate the number of elements in (3) when \( k > 2 \). We discuss this briefly at the end of Section 3, where we also pose an open question of independent interest.

2. **THE GROUP RING OF \( \mathbb{Q}/\mathbb{Z} \)**

Our proof of Theorem 2 depends on the following two elementary lemmas.

**Lemma 1.** If \( q \) and \( r \) are relatively prime positive integers, then
\[
F_q \times F_r = F_{qr}.
\]

**Proof.** By our definitions we have that
\[
F_q \times F_r = \sum_{a=1}^{q} \sum_{b=1}^{r} z^{(ar+bq)/qr}.
\]

If \( c \in \mathbb{Z}, (c, qr) = 1 \), then the equation
\[
ar + bq = c
\]
has a unique solution \( (a, b) \in (\mathbb{Z}/q)^* \times (\mathbb{Z}/r)^* \). Conversely for any integers \( a \) and \( b \) with \( (a, q) = (b, r) = 1 \) we have that \( (ar+bq, qr) = 1 \). Thus the map \( (a, b) \mapsto ar+bq \) is a bijection from \( (\mathbb{Z}/q)^* \times (\mathbb{Z}/r)^* \) onto \( (\mathbb{Z}/qr)^* \). Comparing this with (5) now finishes the proof. \( \Box \)
Lemma 2. Let $p$ be prime and let $\alpha, \beta \in \mathbb{Z}, 1 \leq \alpha \leq \beta$. Then we have that

$$F_{p^\alpha} \times F_{p^\beta} = \begin{cases} \varphi(p^\alpha)F_{p^\alpha} & \text{if } \alpha < \beta, \\ \varphi(p^\alpha) \sum_{i=0}^{\alpha - 1} F_{p^i} - p^{\alpha-1}F_{p^\alpha} & \text{if } \alpha = \beta. \end{cases}$$

Proof. First let us prove the case when $\alpha = \beta$. We have that

$$F_{p^\alpha} \times F_{p^\alpha} = \sum_{a=1}^{p^\alpha} \sum_{b=1}^{p^\alpha} z^{(a+b)/p^\alpha}.$$  \hfill (6)

If $a$ is any integer with $(a, p) = 1$, then working in $\mathbb{Z}/p^\alpha$ we have that

$$\{a + b \mid b \in (\mathbb{Z}/p^\alpha)^*\} = (\mathbb{Z}/p^\alpha)^* \setminus \{a + np \mod p^\alpha \mid 0 \leq n < p^{\alpha-1}\}.$$  \hfill (7)

If $a'$ is another integer with $(a', p) = 1$ and $a \neq a' \mod p$, then it is clear that

$$a + np \neq a' + np \mod p^\alpha$$

for any $0 \leq n < p^{\alpha-1}$. Furthermore if $n$ and $n'$ are two integers with $0 \leq n < n' < p^{\alpha-1}$, then we also have that

$$a + np \neq a + n'p \mod p^\alpha.$$  

These comments reveal that for any integer $m$

$$\left| \bigcup_{a=mp+1}^{(m+1)p-1} \{a + np \mod p^\alpha \mid 0 \leq n < p^{\alpha-1}\} \right| = (p-1)p^{\alpha-1}.$$  

Since $|(\mathbb{Z}/p^\alpha)^*| = \varphi(p^\alpha) = (p-1)p^{\alpha-1}$ this implies that

$$\bigcup_{a=mp+1}^{(m+1)p-1} \{a + np \mod p^\alpha \mid 0 \leq n < p^{\alpha-1}\} = (\mathbb{Z}/p^\alpha)^*.$$  

Combining this with (6) and (7) we find that

$$F_{p^\alpha} \times F_{p^\alpha} = \varphi(p^\alpha) \sum_{c=1}^{p^\alpha} z^{c/p^\alpha} - p^{\alpha-1}F_{p^\alpha} \sum_{c=1}^{p^\alpha} z^{c/p^\alpha - 1}F_{p^\alpha}$$

$$= \varphi(p^\alpha) \sum_{i=0}^{\alpha - 1} \sum_{c=1}^{p^\alpha} z^{i/p^\alpha} - p^{\alpha-1}F_{p^\alpha} \sum_{c=1}^{p^\alpha} z^{i/p^\alpha - 1}F_{p^\alpha}$$

$$= \varphi(p^\alpha) \sum_{i=0}^{\alpha - 1} \sum_{d=1}^{p^{\alpha-1}} z^{d/p^{\alpha-1}} - p^{\alpha-1}F_{p^\alpha} \sum_{i=0}^{\alpha - 1} \sum_{d=1}^{p^{\alpha-1}} z^{d/p^{\alpha-1} - 1}F_{p^\alpha}$$

$$= \varphi(p^\alpha) \sum_{i=0}^{\alpha - 1} \sum_{d=1}^{p^{\alpha-1}} z^{d/p^{\alpha-1}} - p^{\alpha-1}F_{p^\alpha} \sum_{i=0}^{\alpha - 1} \sum_{d=1}^{p^{\alpha-1}} z^{d/p^{\alpha-1} - 1}F_{p^\alpha}$$

and this is exactly what we were trying to show.

Now let us consider the easier case when $\alpha < \beta$. First observe that

$$F_{p^\alpha} \times F_{p^\beta} = \sum_{a=1}^{p^\alpha} \sum_{b=1}^{p^\beta} z^{(a(p^{\beta-\alpha}+b))/p^\beta}.$$  \hfill (8)
For each integer \( a \in (\mathbb{Z}/p^\alpha)^* \) we have that
\[
\{ ap^{\beta-a} + b \mod p^\beta \mid b \in (\mathbb{Z}/p^\beta)^* \} = (\mathbb{Z}/p^\beta)^*,
\]
and using this fact in (5) yields the desired result. \( \square \)

Now we proceed to the proof of Theorem 2. The idea is simply to split the factorizations of \( q \) and \( r \) into pieces that we will then recombine using Lemmas 1 and 2.

**Proof of Theorem 2.** Let \( q, q_d, r, r_d \) be the unique positive integers which satisfy
\[
q = q_1q_d, \quad r = r_1r_d, \\
(q_1, d) = (r_1, d) = 1, \quad \text{and} \quad p \mid q_d \text{ or } r_d \text{ and } p \text{ prime } \Rightarrow p \mid d,
\]
and let \( d_{qr} = d/d' \). It follows immediately that \( (d', qdr) = 1 \). Since \( d' \) is the largest divisor of \( d \) with \( (q/d, d') = (r/d, d') = 1 \), it also follows that if \( p \) is prime and \( p \mid d_{qr} \), then \( p \mid qrd \). This implies that \( (d_{qr}, d') = 1 \). By Lemma 1 we have that
\[
F_q \times F_r = (F_{q_1} \times F_{q_d} \times F_{d'}) \times (F_{r_1} \times F_{r_d} \times F_{d'}) \\
= F_{q_1r_1} \times (F_{q_d} \times F_{r_d} \times F_{d'}) \times (F_{d'} \times F_{d'}).
\]
Now \( (q/r, d) = 1 \), so we can find distinct primes \( p_1, \ldots, p_\ell, p_{\ell+1}, \ldots, p_k \) and positive integers \( a_1, \ldots, a_k \) for which
\[
q_d = p_1^{a_1} \cdots p_\ell^{a_\ell} \quad \text{and} \quad r_d = p_{\ell+1}^{a_{\ell+1}} \cdots p_k^{a_k}.
\]
By our comments above there must also be positive integers \( b_1, \ldots, b_k \) for which
\[
d_{qr} = p_1^{b_1} \cdots p_k^{b_k}.
\]
Now writing
\[
q_d d_{qr} = p_1^{a_1} \cdots p_\ell^{a_\ell} \quad \text{and} \quad r_d d_{qr} = p_{\ell+1}^{a_{\ell+1}} \cdots p_k^{a_k},
\]
we find that \( \alpha_i, \beta_i \in \mathbb{Z}^+ \) and that \( \alpha_i \neq \beta_i \) for each \( 1 \leq i \leq k \). By Lemma 2 this implies that
\[
F_{p_i}^{\alpha_i} \times F_{p_i}^{\beta_i} = \begin{cases} 
\varphi(p_i^{\alpha_i})F_{p_i}^{\beta_i} & \text{if } 1 \leq i \leq \ell \\
\varphi(p_i^{\beta_i})F_{p_i}^{\alpha_i} & \text{if } \ell < i \leq k.
\end{cases}
\]
Applying Lemma 1 then yields
\[
F_{q_d} \times F_{r_d} = \prod_{i=1}^{k} \left( \varphi(p_i^{\min(\alpha_i, \beta_i)})F_{p_i}^{\max(\alpha_i, \beta_i)} \right) \\
= \varphi(d_{qr})F_{q_d} \times F_{r_d}.
\]
Since
\[
\varphi(p^\alpha) - p^{\alpha-1} = \varphi(p^{\alpha}) \frac{p-2}{p-1},
\]

another application of Lemmas 1 and 2 gives us

\[ F_{d'} \times F_{d'} = \prod_{p^a \mid d'} \left( \varphi(p^a) \sum_{i=0}^{a} c(d', d'/p^i) F_{p^i} \right) = \varphi(d') \sum_{e \mid d'} c(d', d'/e) F_e = \varphi(d') \sum_{e \mid d'} c(d', e) F_{d'/e}. \]

Note that here we are also using the fact that \( c(d', d'/e) \) is a multiplicative function of \( e \). Returning to equation (9) we now have that

\[ F_q \times F_r = F_{q_{1r_1}} \times \varphi(d_{q_{1r_1}d_{q_{1r_1}}}) \times \varphi(d') \sum_{e \mid d'} c(d', e) F_{d'/e} = \varphi(d) \sum_{e \mid d'} c(d', e) F_{q_{1r_1}d_{q_{1r_1}}/e} = \varphi(d) \sum_{e \mid d'} c(d', e) F_{q_{1r_1}/de}, \]

which finishes the proof of Theorem 2.\( \square \)

The assertions of Corollaries 1 and 2 follow readily from the theorem. We leave the proofs to the reader.

3. The cardinality of \( \mathcal{F}_Q + \mathcal{F}_Q \)

In this section we will prove Theorem 1. We begin by writing

\[ I_Q = |\mathcal{F}_Q + \mathcal{F}_Q| \]

and by defining an arithmetical function

\[ \tau^*_Q(n) = \sum_{\substack{d \mid n \\mid d \leq Q \\mid (d,n/d) = 1}} 1. \]

By appealing to Corollary 2 we have that

\[ I_Q = \sum_{\tau^*_Q(n) \geq 1} \varphi(n). \]

A trivial upper bound for this quantity is given by

\[ I_Q \leq Q^2 \cdot |\{n \leq Q^2 : \tau^*_Q(n) \geq 1 \}|. \]

Estimating the cardinality of the set of integers which appears here is closely related to the “multiplication table problem” posed by Erdős (2, 3). This problem is solved in [5], where it is proved that the number of integers less than or equal to \( Q^2 \) which can be written as a product of two positive integers \( n, m \leq Q \) is

\[ O \left( \frac{Q^2}{(\log Q)^{1/2}\log \log Q} \right), \]
where \( \delta = 1 - (1 + \log \log 2)/\log 2 \). This immediately gives us the upper bound in Theorem 1. The lower bound is much more delicate, and to deal with it we will closely follow ideas developed by K. Ford. For each \( a \in \mathbb{N} \) we define \( \mathcal{L}(a) \subset \mathbb{R} \) by

\[
\mathcal{L}(a) = \bigcup_{d \mid a} [\log d - \log 2, \log d].
\]

Roughly speaking, the Lebesgue measure of \( \mathcal{L}(a) \) measures the clustering of the divisors of \( a \). Our proof will rest crucially on the following estimate.

**Lemma 3.** With \( \mathcal{L}(a) \) defined as above we have as \( Q \to \infty \) that

\[
\sum_{\substack{a \leq Q \atop \mu(a) \neq 0}} \frac{\varphi(a)|\mathcal{L}(a)|}{a^2} \gtrsim \frac{(\log Q)^{2-\delta}}{(\log \log Q)^{3/2}},
\]

where \( \delta \) is the same as in Theorem 1 and \( |\mathcal{L}(a)| \) denotes Lebesgue measure.

A similar bound, without the factor of \( \varphi(a)/a \) in the summand, is proved in Section 2 of [5]. The proof there uses a clever application of the cycle lemma from combinatorics. The presence of the factor \( \varphi(a)/a \) in our sum adds only minor difficulties. In fact all changes which arise by this modification are overcome by the multiplicativity of the function \( \varphi(a)/a \), together with the fact that the sequences of integers under consideration are well distributed. Instead of giving a lengthy proof of our own, we leave this as a matter of fact for the reader to check.

Now if \( n \in \mathbb{N} \) and \( y, z \in \mathbb{R} \), then let \( \tau(n; y, z) \) denote the number of divisors of \( n \) lying in the interval \( \{y, z\} \). We will obtain our lower bound by considering only special types of integers in the sum \( I_Q \). First note that

\[
I_Q \geq \sum_{n \leq Q^2 \atop \tau(n; Q^2, Q) \geq 1} \varphi(n),
\]

since if \( d \mid n \), \( d > Q/2 \), and \( n \) is square-free, then we must have that \( n/d < Q \) and \( (d, n/d) = 1 \). Next write \( y = y(Q) = Q/2 \) and \( x = x(Q) = Q^{2/3} \), and define \( A_Q \) to be the set of square-free integers \( n \leq x \) which can be factored in the form \( n = apq \) with \( 1 \leq a \leq y^{1/8}, p \) a prime such that \( \log(y/p) \in \mathcal{L}(a) \), and \( q > y^{1/8} \) a prime. For reference we display this definition as

\[
A_Q = \left\{ n = apq \leq x : \mu(n) = 0, a \leq y^{1/8} < q, \log(y/p) \in \mathcal{L}(a) \right\}.
\]

If \( n = apq \in A_Q \), then working from the definition of \( \mathcal{L}(a) \) we see that \( p \) lies in an interval of the form \( (y/d, 2y/d) \) for some \( d \mid a \). Thus we have that \( y^{7/8} \leq p \leq 2y \), and this shows that there can be at most two representations of \( n \) of the form which qualify it as an element of \( A_Q \) (another one could possibly come from interchanging the roles of \( p \) and \( q \)). Furthermore we have that \( dp \in (y, 2y] \), so \( \tau(n; y, 2y) \geq 1 \) and comparing with (11) we find that

\[
I_Q \geq \sum_{n \in A_Q} \varphi(n) \geq \frac{1}{2} \sum_{a \leq y^{1/8}} \varphi(a) \sum_{\substack{p \mid n \atop \mu(n) \neq 0}} (p - 1) I_Q(a, p),
\]

where \( \delta = 1 - (1 + \log \log 2)/\log 2 \). This immediately gives us the upper bound in Theorem 1. The lower bound is much more delicate, and to deal with it we will closely follow ideas developed by K. Ford. For each \( a \in \mathbb{N} \) we define \( \mathcal{L}(a) \subset \mathbb{R} \) by

\[
\mathcal{L}(a) = \bigcup_{d \mid a} [\log d - \log 2, \log d].
\]

Roughly speaking, the Lebesgue measure of \( \mathcal{L}(a) \) measures the clustering of the divisors of \( a \). Our proof will rest crucially on the following estimate.

**Lemma 3.** With \( \mathcal{L}(a) \) defined as above we have as \( Q \to \infty \) that

\[
\sum_{\substack{a \leq Q \atop \mu(a) \neq 0}} \frac{\varphi(a)|\mathcal{L}(a)|}{a^2} \gtrsim \frac{(\log Q)^{2-\delta}}{(\log \log Q)^{3/2}},
\]

where \( \delta \) is the same as in Theorem 1 and \( |\mathcal{L}(a)| \) denotes Lebesgue measure.

A similar bound, without the factor of \( \varphi(a)/a \) in the summand, is proved in Section 2 of [5]. The proof there uses a clever application of the cycle lemma from combinatorics. The presence of the factor \( \varphi(a)/a \) in our sum adds only minor difficulties. In fact all changes which arise by this modification are overcome by the multiplicativity of the function \( \varphi(a)/a \), together with the fact that the sequences of integers under consideration are well distributed. Instead of giving a lengthy proof of our own, we leave this as a matter of fact for the reader to check.

Now if \( n \in \mathbb{N} \) and \( y, z \in \mathbb{R} \), then let \( \tau(n; y, z) \) denote the number of divisors of \( n \) lying in the interval \( \{y, z\} \). We will obtain our lower bound by considering only special types of integers in the sum \( I_Q \). First note that

\[
I_Q \geq \sum_{n \leq Q^2 \atop \tau(n; Q^2, Q) \geq 1} \varphi(n),
\]

since if \( d \mid n \), \( d > Q/2 \), and \( n \) is square-free, then we must have that \( n/d < Q \) and \( (d, n/d) = 1 \). Next write \( y = y(Q) = Q/2 \) and \( x = x(Q) = Q^{2/3} \), and define \( A_Q \) to be the set of square-free integers \( n \leq x \) which can be factored in the form \( n = apq \) with \( 1 \leq a \leq y^{1/8}, p \) a prime such that \( \log(y/p) \in \mathcal{L}(a) \), and \( q > y^{1/8} \) a prime. For reference we display this definition as

\[
A_Q = \left\{ n = apq \leq x : \mu(n) = 0, a \leq y^{1/8} < q, \log(y/p) \in \mathcal{L}(a) \right\}.
\]

If \( n = apq \in A_Q \), then working from the definition of \( \mathcal{L}(a) \) we see that \( p \) lies in an interval of the form \( (y/d, 2y/d) \) for some \( d \mid a \). Thus we have that \( y^{7/8} \leq p \leq 2y \), and this shows that there can be at most two representations of \( n \) of the form which qualify it as an element of \( A_Q \) (another one could possibly come from interchanging the roles of \( p \) and \( q \)). Furthermore we have that \( dp \in (y, 2y] \), so \( \tau(n; y, 2y) \geq 1 \) and comparing with (11) we find that

\[
I_Q \geq \sum_{n \in A_Q} \varphi(n) \geq \frac{1}{2} \sum_{a \leq y^{1/8}} \varphi(a) \sum_{\substack{p \mid n \atop \mu(n) \neq 0}} (p - 1) I_Q(a, p),
\]
where
\[ I'_Q(a, p) = \sum_{y^{1/8} \leq q \leq x/ap \atop (q, p) = 1 \text{ prime}} (q - 1). \]

For a lower estimate of \( I'_Q \) we employ the Prime Number Theorem to obtain
\[ I'_Q(a, p) \gg \left(\frac{x}{ap}\right)^2 \frac{y^{1/4}}{\log \frac{y}{ap}}, \]
Since \( y^{7/8} \leq x/ap \leq 2y^{9/8} \) we have that \( \log \frac{x}{ap} \ll \log y \) and that
\[ I'_Q(a, p) \gg x^{a^2 p^2 \log y}. \]
Substituting this back into (12) gives us
\[ (13) \quad I_Q \gg \frac{x^2}{\log y} \sum_{a \leq y^{1/8}} \frac{\varphi(a)}{a^2} \sum_{\mu(a) \neq 0} \frac{p - 1}{p^2} \sum_{\log(y/p) \in \mathcal{L}(a)} \log(y/p) - \log(y/d) + O\left(\exp(-c_1 \sqrt{\log y})\right), \]
Estimating the inner sum here is not difficult. First we divide the set \( \mathcal{L}(a) \) into connected components. Each of these components has the form \( [\log d - \log c, \log d) \) for some \( d \mid a \) and \( c \geq 2 \). Thus we have that
\[ \sum_{\log(y/p) \in [\log(d/c), \log d]} \frac{1}{p} = \sum_{p \in [y/d, yc/d]} \frac{1}{p} = \log((yc/d)) - \log(y/d) + O\left(\exp(-c_1 \sqrt{\log y})\right), \]
where \( c_1 > 0 \) is a positive constant coming from the error term in the Prime Number Theorem. With a little manipulation it is not difficult to see that the latter expression is
\[ \frac{\log c}{\log(y/d)} + O\left(\frac{1}{(\log Q)^2}\right) \gg \frac{\log c}{\log Q}. \]
Returning to (13) we now have that
\[ I_Q \gg \frac{Q^4}{(\log Q)^2} \sum_{a \leq y^{1/8}} \frac{\varphi(a) |\mathcal{L}(a)|}{a^2}, \]
and combining this with (10) finishes the proof of our lower bound and of Theorem 1.

As we mentioned in the Introduction, it is an open problem to determine the order of magnitude of the cardinality of (3) when \( k \geq 3 \). The techniques used here would require some serious modifications to deal with those cases. Let us write \( I_Q(k) \) for the cardinality of the sets in question. It follows from equation (11) and Corollary 2 that for \( k \geq \pi(Q) \) we have that
\[ I_Q(k) = |G_Q|. \]
We leave the reader with the following question. How small may we take \( k \) (as a function of \( Q \)) and still conclude that
\[ \log I_Q(k) \gg \log |G_Q|? \]
This seems to be an interesting problem which may possibly be solved by techniques that differ from those used here.
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