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Abstract
Transformer based models, like BERT and RoBERTa, have achieved state-of-the-art results in many Natural Language Processing tasks. However, their memory footprint, inference latency, and power consumption are prohibitive for efficient inference at the edge, and even at the data center. While quantization can be a viable solution for this, previous work on quantizing Transformer based models use floating-point arithmetic during inference, which cannot efficiently utilize integer-only logical units such as the recent Turing Tensor Cores, or traditional integer-only ARM processors. In this work, we propose I-BERT, a novel quantization scheme for Transformer based models that quantizes the entire inference with integer-only arithmetic. Based on lightweight integer-only approximation methods for nonlinear operations, e.g., GELU, Softmax, and Layer Normalization, I-BERT performs an end-to-end integer-only BERT inference without any floating point calculation. We evaluate our approach on GLUE downstream tasks using RoBERTa-Base/Large. We show that for both cases, I-BERT achieves similar (and slightly higher) accuracy as compared to the full-precision baseline. Furthermore, our preliminary implementation of I-BERT shows a speedup of $2^{4.7} - 4.0 \times$ for INT8 inference on a T4 GPU system as compared to FP32 inference. The framework has been developed in PyTorch and has been open-sourced (Kim, 2021).

1. Introduction
The recent Transformer based Neural Network (NN) models (Vaswani et al., 2017), pre-trained from large unlabeled data (e.g., BERT (Devlin et al., 2018), RoBERTa (Liu et al., 2019), and the GPT family (Brown et al., 2020; Radford et al., 2018; 2019)), have achieved a significant accuracy improvement when fine-tuned on a wide range of Natural Language Processing (NLP) tasks such as sentence classification (Wang et al., 2018) and question answering (Rajpurkar et al., 2016). Despite the state-of-the-art results in various NLP tasks, pre-trained Transformer models are generally orders of magnitude larger than prior models. For example, the BERT-Large model (Devlin et al., 2018) contains 340M parameters. Much larger Transformer models have been introduced in the past few years, with even more parameters (Brown et al., 2020; Lepikhin et al., 2020; Radford et al., 2019; Raffel et al., 2019; Rosset, 2019; Shoeybi et al., 2019; Yang et al., 2019). Efficient deployment of these models has become a major challenge, even in data centers, due to limited resources (energy, memory footprint, and compute) and the need for real-time inference. Obviously, these challenges are greater for edge devices, where the compute and energy resources are more constrained.

One promising method to tackle this challenge is quantization (Dong et al., 2019; Jacob et al., 2018; Krishnamoorthi, 2018; Wu et al., 2018; 2016; Zhang et al., 2018), a procedure which compresses NN models into smaller size by representing parameters and/or activations with low bit precision, e.g., 8-bit integer (INT8) instead of 32-bit floating point (FP32). Quantization reduces memory footprint by storing parameters/activations in low precision. With the recent integer-only quantization methods, one can also benefit from faster inference speed by using low precision integer multiplication and accumulation, instead of floating point arithmetic. However, previous quantization schemes for Transformer based models use simulated quantization (aka fake quantization), where all or part of operations in the inference (e.g., GELU (Hendrycks & Gimpel, 2016), Softmax, and Layer Normalization (Ba et al., 2016)) are carried out with floating point arithmetic (Bhandare et al., 2019; Shen et al., 2020; Zafrir et al., 2019). This approach has multiple drawbacks for deployment in real edge application scenarios. Most importantly, the resulting NN models cannot be deployed on neural accelerators or popular edge processors that do not support floating point arithmetic. For instance, the recent server class of Turing Tensor Cores have added high throughput integer logic that are faster than single/half-precision. Similarly, some of the edge pro-
I-BERT: Integer-only BERT Quantization

2. Related Work

Efficient Neural Network. There are several different approaches to reduce the memory footprint, latency, and power of modern NN architectures. These techniques can be broadly categorized into: (1) pruning (Fan et al., 2019; Gordon et al., 2020; Han et al., 2015; LeCun et al., 1990; Li et al., 2016b; Mao et al., 2017; 2020; Michel et al., 2019; Molchanov et al., 2016; Raganato et al., 2020; Sanh et al., 2019; Sun et al., 2014; Jiao et al., 2019; Mishra & Marr, 2017; Polino et al., 2018; Romero et al., 2014; Sanh et al., 2019; Sun et al., 2019; 2020; Tang et al., 2019; Turc et al., 2019; Wang et al., 2020; Xu et al., 2020); (2) knowledge distillation (Hinton et al., 2014; Jiao et al., 2019; Mishra & Marr, 2017; Polino et al., 2018; Romero et al., 2014; Sanh et al., 2019; Sun et al., 2019; 2020; Tang et al., 2019; Turc et al., 2019; Wang et al., 2020; Xu et al., 2020); (3) efficient neural architecture design (Dehghani et al., 2018; Howard et al., 2019; Iandola et al., 2016; Lan et al., 2019; Sandler et al., 2018; Tan & Le, 2019); (4) hardware-aware NN co-design (Gholami et al., 2018; Han & Dally, 2017; Kwon et al., 2018); and (5) quantization.

Here, we only focus on quantization and briefly discuss the related work.

Quantization. For quantization, the parameters and/or activations are represented with low bit precision (Choi et al., 2018; Courbariaux et al., 2015, 2016; Dong et al., 2019; Jacob et al., 2018; Li et al., 2016a; Rastegari et al., 2016; Wang et al., 2019; Wu et al., 2016; Zhang et al., 2018; Zhou et al., 2016). While this line of research mostly focuses on CNN models, there have been recent attempts to introduce quantization techniques into Transformer based models as well. For example, (Bhandare et al., 2019) and (Zafir et al., 2019) propose an 8-bit quantization scheme for Transformer...
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Figure 1. Comparison of different quantization schemes applied to the self-attention layer in the Transformer architecture. (Left) Simulated quantization, where all operations are performed with floating point arithmetic. Parameters are quantized and stored as integer, but they are dequantized into floating point for inference. (Middle) Simulated quantization, where only a part of operations are performed with integer arithmetic. Because the Softmax in this figure is performed with floating point arithmetic, the input to the Softmax should be dequantized; and the output from the Softmax should be quantized back into integer to perform the subsequent integer MatMul. (Right) The integer-only quantization that we propose. There is neither floating point arithmetic nor dequantization during the entire inference.

based models and compress the model size up to 25% of the original size. Another work (Shen et al., 2020) applies uniform and mixed-precision to quantize BERT model, where a second-order sensitivity method is used for the mixed-precision setting. (Fan et al., 2020) quantizes a different subset of weights in each training iteration to make models more robust to quantization. Recently, there have been attempts to quantize BERT with even lower precision. (Zadeh et al., 2020) presents a 3/4-bit centroid-based quantization method that does not require fine-tuning. (Bai et al., 2020; Bhandare et al., 2019; Zafrir et al., 2019; Zhang et al., 2020) leverage knowledge distillation (Hinton et al., 2014) to ternarize/binarize weights. (Jin et al., 2021) combines knowledge distillation and learned step size quantization (Esser et al., 2019) method to achieve up to 2-bit quantization of BERT.

However, to the best of our knowledge, all of the prior quantization work on Transformer based models use simulated quantization (aka fake quantization), where all or part of operations are performed with floating point arithmetic. This requires the quantized parameters and/or activations to be dequantized back to FP32 for the floating point operations. For example, (Shen et al., 2020; Zadeh et al., 2020) perform the entire inference using floating point arithmetic, as schematically shown in Fig. 1 (left). While (Bai et al., 2020; Bhandare et al., 2019; Zafrir et al., 2019; Zhang et al., 2020) attempt to process Embedding and MatMul efficiently with integer arithmetic, they keep the remaining operations (i.e., GELU, Softmax, and LayerNorm) in FP32, as illustrated in Fig. 1 (middle). However, our method I-BERT uses integer-only quantization for the entire inference process—i.e., without any floating point arithmetic and without any dequantization during the entire inference. This is illustrated in Fig. 1 (right). This allows more efficient hardware deployment on specialized accelerators or integer-only processors (ARM, 2020) as well as faster and less energy consuming inference. While we focus on uniform quantization, our method is complementary to other mixed and/or low-precision methods, and can be deployed for those settings as well.

To briefly discuss, there are also several quantization works for computer vision. (Jacob et al., 2018) introduces an integer-only quantization scheme for popular CNN models, by replacing all floating point operations (e.g., convolution, MatMul, and ReLU) with integer operations. Similarly, the recent work of (Yao et al., 2020) extends this approach to low precision and mixed precision dyadic quantization, which is an extension of integer-only quantization where no integer division is used. However, both of these works are limited to CNN models that only contain linear and piece-wise linear operators, and they cannot be applied to Transformer based models with non-linear operators, e.g., GELU, Softmax, and LayerNorm. Our work aims to address this limitation by extending the integer-only scheme to the Transformer based models without accuracy drop.

3. Methodology

3.1. Basic Quantization Method

Under uniform symmetric quantization scheme, a real number $x$ is uniformly mapped to an integer value $q \in [−2^{b−1}, 2^{b−1}−1]$, where $b$ specifies the quantization bit precision. The formal definition is:

$$q = Q(x, b, S) = \text{Int}\left(\frac{\text{clip}(x, -\alpha, \alpha)}{S}\right),$$

where $Q$ is the quantization operator, Int is the integer map (e.g., round to the nearest integer), clip is the truncation function, $\alpha$ is the clipping parameter used to control the outliers, and $S$ is the scaling factor defined as $\alpha/(2^{b−1}−1)$. 

The reverse mapping from the quantized values \( q \) to the real values (aka dequantization) is:

\[
\hat{x} = DQ(q, S) = Sq \approx x, \quad (2)
\]

where \( DQ \) denotes the dequantization operator. This approach is referred to as uniform symmetric quantization. It is uniform because the spacing between quantized values and their corresponding mapping to real values is constant. However, several different non-uniform quantization methods have also been proposed (Choi et al., 2018; Park et al., 2018; Wu et al., 2016; Zhang et al., 2018). While non-uniform quantization approaches may better capture the distribution of parameters/activations than uniform quantization, they are in general difficult to deploy on hardware (as they often require a look up table which results in overhead). Thus, we focus only on uniform quantization in this work. In addition, this approach is symmetric because we clip the values symmetrically within a range \([-\alpha, \alpha]\); while in asymmetric quantization, the left and right side of this range could be asymmetric/different. Finally, we use static quantization where all the scaling factors \( S \) are fixed during inference to avoid runtime overhead of computing them. See § A for more details in quantization methods.

### 3.2. Non-linear Functions with Integer-only Arithmetic

The key to integer-only quantization is to perform all operations with integer arithmetic without using any floating point calculation. Unlike linear (e.g., MatMul) or piecewise linear operations (e.g., ReLU), this is not straightforward for non-linear operations (e.g., GELU, Softmax, and LayerNorm). This is because the integer-only quantization algorithms in previous works (Jacob et al., 2018; Yao et al., 2020) rely on the linear property of the operator. For example, MatMul\((Sq)\) is equivalent to \(S \cdot \text{MatMul}(q)\) for the linear MatMul operation. This property allows us to apply integer MatMul to the quantized input \( q \) and then multiply the scaling factor \( S \) to obtain the same result as applying floating point MatMul to the dequantized input \( S q \).

### Algorithm 1 Integer-only Computation of Second-order Polynomial \( a(x+b)^2 + c \)

| Input: \( q, S \): quantized input and scaling factor |
| Output: \( q_{\text{out}}, S_{\text{out}} \): quantized output and scaling factor |

```plaintext
function 1-POLY(q, S) \( \triangleright qS = x \)
\[
q_b \leftarrow \lfloor b/S \rfloor \\
q_c \leftarrow \lfloor c/aS^2 \rfloor \\
S_{\text{out}} \leftarrow \lfloor aS^2 \rfloor \\
qu_{\text{out}} \leftarrow (q + qb)^2 + qc \\
return q_{\text{out}}, S_{\text{out}} \ \triangleright q_{\text{out}}S_{\text{out}} \approx a(x+b)^2 + c
end function
```

To address this challenge, we approximate non-linear activation functions, GELU and Softmax, with polynomials that can be computed with integer-only arithmetic. Computing polynomials consists of only addition and multiplication, which can be performed with integer arithmetic. As such, if we can find good polynomial approximations to these operations, then we can perform the entire inference with integer-only arithmetic. For instance, a second-order polynomial represented as \( a(x+b)^2 + c \) can be efficiently calculated with integer-only arithmetic as shown in Alg. 1.\(^1\)

### 3.3. Polynomial Approximation of Non-linear Functions

There is a large body of work on approximating a function with a polynomial (Stewart, 1996). We use a class of interpolating polynomials, where we are given the function value for a set of \( n + 1 \) different data points \( \{(x_0, f_0), \ldots, (x_n, f_n)\} \), and we seek to find a polynomial of degree at most \( n \) that exactly matches the function value at these points. It is known that there exists a unique polynomial of degree at most \( n \) that passes through all the data points (Waring, 1779). We denote this polynomial by \( L \), defined as:

\[
L(x) = \sum_{i=0}^{n} f_i l_i(x) \quad \text{where} \quad l_i(x) = \prod_{0 \leq j \leq n, j \neq i} \frac{x - x_j}{x_i - x_j}. \quad (3)
\]

Interestingly for our problem, we have two knobs to change to find the best polynomial approximation. Since we know the actual target function and can query its exact value for any input, we can choose the interpolating point \((x_i, f_i)\) to be any point on the function. The second knob is to choose the degree of the polynomial. While choosing a high-order polynomial results in smaller error (see Appendix B), there are two problems with this. First, high-order polynomials have higher computational and memory overhead. Second, it is challenging to evaluate them with low-precision integer-only arithmetic, as overflow can happen when multiplying integer values. For every multiplication, we need to use double-precision multiplication to obtain the same result as applying \( S q \). One naïve solution is to clip the values symmetrically within a range \([-\alpha, \alpha]\); while in asymmetric quantization, the left and right side of this range could be asymmetric/different. Finally, we use static quantization where all the scaling factors \( S \) are fixed during inference to avoid runtime overhead of computing them. See § A for more details in quantization methods.

\(^1\) In Alg. 1, \( \lfloor \cdot \rfloor \) means the floor function. Note that, \( q_b, q_c \), and \( S_{\text{out}} \) can be pre-computed under static quantization. That is to say, there is no floating point calculation, e.g., of \( S/b \), in inference.
ble bit-precision to avoid overflow. As such, the challenge is to find a good low-order polynomial that can closely approximate the non-linear functions used in Transformers. This is what we discuss next, for GELU and Softmax, in § 3.4 and 3.5, respectively, where we show that one can get a close approximation by using only a second-order polynomial.

### 3.4. Integer-only GELU

GELU (Hendrycks & Gimpel, 2016) is a non-linear activation function used in Transformer models, defined as:

$$
\text{GELU}(x) := x \cdot \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{x}{\sqrt{2}} \right) \right],
$$

where $\text{erf}(x) := \frac{2}{\sqrt{\pi}} \int_{0}^{x} \exp(-t^2)dt$.  

(4)

Here, erf is the error function. Figure 2 shows the behaviour of the GELU function (shown in red). GELU has a similar behaviour as ReLU (shown in green) in the limit of large positive/negative values, but it behaves differently near zero. Direct evaluation of the integration term in erf is not computationally efficient. For this reason, several different approximations have been proposed for evaluating GELU. For example, (Hendrycks & Gimpel, 2016) suggests using Sigmoid to approximate erf:

$$
\text{GELU}(x) \approx x \sigma(1.702x),
$$

(5)

where $\sigma(\cdot)$ is the Sigmoid function. This approximation, however, is not a viable solution for integer-only quantization, as the Sigmoid itself is another non-linear function which requires floating point arithmetic. One way to address this is to approximate Sigmoid with the so-called hard Sigmoid (h-Sigmoid) proposed by (Howard et al., 2019) (designed in the context of efficient computer vision models) to obtain an integer-only approximation for GELU:

$$
\text{h-GELU}(x) := x \cdot \frac{\text{ReLU}(1.702x + 3)}{6} \approx \text{GELU}(x).
$$

(6)

We refer to this approximation as h-GELU. Although h-GELU can be computed with integer arithmetic, we observed that replacing GELU with h-GELU in Transformers results in a significant accuracy drop. This is due to the large gap between h-GELU and GELU as depicted in Tab. 1.² Figure 2 (left) also shows the noticeable gap between those two functions.

A simple way to address the above problem is to use polynomials to approximate GELU, by solving the following optimization problem:

$$
\begin{align*}
\min_{a, b, c \in \mathbb{R}} & \quad \frac{1}{2} \left\| \text{GELU}(x) - x \cdot \frac{1}{2} \left[ 1 + L\left( \frac{x}{\sqrt{2}} \right) \right] \right\|^2_2, \\
\text{s.t.} & \quad L(x) = a(x + b)^2 + c,
\end{align*}
$$

(7)

Algorithm 2 summarizes the integer-only computation of GELU using i-GELU. We illustrate the behaviour of i-GELU in Fig. 2 (left). As one can see, i-GELU closely approximates GELU, particularly around the origin. We also report the approximation error of i-GELU along with h-GELU in Tab. 1, where i-GELU has an average error of $8.2 \times 10^{-3}$ and a maximum error of $1.8 \times 10^{-2}$. This is $\sim 3 \times$ more accurate than h-GELU whose average and maximum errors are $3.1 \times 10^{-2}$ and $6.8 \times 10^{-2}$, respectively. Also, i-GELU even slightly outperforms the Sigmoid based approximation of Eq. 5, but without using any floating point arithmetic. Note that computing the Sigmoid requires floating point. Later in the results section, we show that this improved approximation, actually results in better accuracy of i-GELU as compared to h-GELU (see Tab. 4).

²Later in our ablation study, we show this can lead to accuracy degradation of up to 2.2 percentages, as reported in Tab. 4.

³Note that $L(x)$ is approximating GELU in the range of $[0, -b]$. 

Figure 2. (Left) Comparison between RELU, GELU, h-GELU and i-GELU. (Right) Comparison between exponential (exp) and our integer-only exponential (i-exp).
Algorithm 2 Integer-only GELU

**Input:** $q, S$: quantized input and scaling factor
**Output:** $q_{out}, S_{out}$: quantized output and scaling factor

**function 1-ERF**($q, S$) \[ qS = x \]

$a, b, c \leftarrow -0.2888, -1.769, 1$

$q_{q}, q \leftarrow \text{sgn}(q), \text{clip}(q, \max = -b/S)$

$qL, S_L \leftarrow 1-\text{POLY}(q, S)$ with $a, b, c$ \[ \text{Eq. 8} \]

$q_{out}, S_{out} \leftarrow q_{q} qL, S_L$

**return** $q_{out}, S_{out}$ \[ q_{out}, S_{out} \approx \text{erf}(x) \]

**end function**

**function 1-GELU**($q, S$) \[ qS = x \]

$q_{erf}, q \leftarrow 1-\text{ERF}(q, S/\sqrt{2})$

$q_{i} \leftarrow \lfloor 1/S_{erf} \rfloor$

$q_{out}, S_{out} \leftarrow q(q_{erf} + q_{i}), S_{erf}/2$

**return** $q_{out}, S_{out}$ \[ q_{out}, S_{out} \approx \text{GELU}(x) \]

**end function**

Table 1. Comparison of different approximation methods for GELU. The second column (Int-only) indicates whether each approximation method can be computed with integer-only arithmetic. As metrics for approximation error, we report $L^2$ and $L^\infty$ distance from GELU across the range of $[-4, 4]$.

| Method | Int-only | $L^2$ dist | $L^\infty$ dist |
|--------|----------|------------|-----------------|
| h-GELU | ✓        | 0.012      | 0.020           |
| i-GELU (Ours) | ✓ | **0.0082** | **0.018** |

3.5. Integer-only Softmax

Softmax normalizes an input vector and maps it to a probability distribution:

$$\text{Softmax}(x_i) := \frac{\exp(x_i)}{\sum_{j=1}^{k} \exp(x_j)}, \quad \text{where } x = [x_1, \ldots, x_k].$$

(10)

Approximating the Softmax layer with integer arithmetic is quite challenging, as the exponential function used in Softmax is unbounded and changes rapidly. As such, prior Transformer quantization techniques (Bhandare et al., 2019; Zafrir et al., 2019) treat this layer using floating point arithmetic. Some prior works have proposed look up tables with interpolation (Schraudolph, 1999), but as before we avoid look up tables and strive for a pure arithmetic based approximation. In addition, although (Hauser & Purdy, 2001) proposes polynomial approximation methods for the exponential function, it uses significantly high-degree polynomials, and is only applicable on a limited finite domain.

Similar to GELU, we cannot use a high-order polynomial, but even using such polynomial is ineffective to approximate the exponential function in Softmax. However, it is possible to address problem by limiting the approximation range of Softmax. First, we subtract the maximum value from the input to the exponential for numerical stability:

$$\text{Softmax}(x) = \frac{\exp(x_j - x_{max})}{\sum_{j=1}^{k} \exp(x_j - x_{max})},$$

(11)

where $x_{max} = \max_i(x_i)$. Note that now all the inputs to the exponential function, i.e., $\hat{x}_i = x_i - x_{max}$, become non-positive. We can decompose any non-positive real number $\hat{x}$ as $\hat{x} = (-\ln 2)z + p$, where the quotient $z$ is a non-negative integer and the remainder $p$ is a real number in $(-\ln 2, 0)$. Then, the exponential of $\hat{x}$ can be written as:

$$\exp(\hat{x}) = 2^{-z} \exp(p) = \exp(p) \cdot 2^{-z},$$

(12)

where $\cdot$ is the bit shifting operation. As a result, we only need to approximate the exponential function in the compact interval of $p \in (-\ln 2, 0]$. This is a much smaller range as compared to the domain of all real numbers. Interestingly, a variant of this method was used in the Itanium 2 machine from HP (Detrey & de Dinechin, 2005; Thomas et al., 2004), but with a look up table for evaluating $\exp(p)$.

We use a second-order polynomial to approximate the exponential function in this range. To find the coefficients of the polynomial, we minimize the $L^2$ distance from exponential function in the interval of $(-\ln 2, 0]$. This results in the following approximation:

$$L(p) = 0.3585(p + 1.353)^2 + 0.344 \approx \exp(p).$$

(13)

Substituting the exponential term in Eq. 12 with this polynomial results in i-exp:

$$\text{i-exp}(\hat{x}) := L(p) \cdot 2^{-z}$$

(14)

where $z = \lfloor -\hat{x} / \ln 2 \rfloor$ and $p = \hat{x} + z \ln 2$. This can be calculated with integer arithmetic. Algorithm 3 describes the integer-only computation of the Softmax function using i-exp. Figure 2 (right) plots the result of i-exp, which is nearly identical to the exponential function. We find that the largest gap between these two functions is only $1.9 \times 10^{-3}$. Considering that 8-bit quantization of a unit interval introduces a quantization error of $1/256 = 3.9 \times 10^{-3}$, our approximation error is relatively negligible and can be subsumed into the quantization error.

3.6. Integer-only LayerNorm

LayerNorm is commonly used in Transformers and involves several non-linear operations, such as division, square, and square root. This operation is used for normalizing the input activation across the channel dimension. The normalization process is described as:

$$\hat{x} = \frac{x - \mu}{\sigma} \quad \text{where } \mu = \frac{1}{C} \sum_{i=1}^{C} x_i \text{ and } \sigma = \sqrt{\frac{1}{C} \sum_{i=1}^{C} (x_i - \mu)^2},$$

(15)
Algorithm 3 Integer-only Exponential and Softmax

Input: $q, S$: quantized input and scaling factor
Output: $q_{out}, S_{out}$: quantized output and scaling factor

function I-Exp($q, S$) \Comment{$qS = x$}
\begin{itemize}
\item $a, b, c \leftarrow 0.3585, 1.353, 0.344$
\item $q_{nu} \leftarrow \lfloor \frac{q}{2} \rfloor$
\item $z \leftarrow -\lfloor -q/q_{nu} \rfloor$
\item $q_p \leftarrow q + zq_{nu}$ \Comment{$q_pS = p$}
\item $q_L, S_L \leftarrow \text{1-Poly}(q_p, S)$ with $a, b, c$ \Comment{Eq. 13}
\item $q_{out}, S_{out} \leftarrow q_L \gg z, S_L$
\end{itemize}
return $q_{out}, S_{out}$ \Comment{$q_{out}S_{out} \approx \exp(x)$}

end function

function I-Softmax($q, S$) \Comment{$qS = x$}
\begin{itemize}
\item $\hat{q} \leftarrow q - \max(q)$
\item $q_{exp}, S_{exp} \leftarrow \text{1-Exp}(\hat{q}, S)$
\item $q_{out}, S_{out} \leftarrow q_{exp}/\text{sum}(q_{exp}), S_{exp}$
\end{itemize}
return $q_{out}, S_{out}$ \Comment{$q_{out}S_{out} \approx \text{Softmax}(x)$}

end function

Algorithm 4 Integer-only Square Root

Input: $n$: input integer
Output: integer square root of $n$, i.e., \lfloor \sqrt{n} \rfloor

function I-SQRT($n$)
if $n = 0$ then return 0
Initialize $x_0$ to $2^\lfloor \text{Bits}(n)/2 \rfloor$ and $i$ to 0
repeat
\begin{itemize}
\item $x_{i+1} \leftarrow [x_i + (n/x_i)]/2$
\item if $x_{i+1} \geq x_i$ then return $x_i$
\item else $i \leftarrow i + 1$
\end{itemize}
end repeat

end function

Here, $\mu$ and $\sigma$ are the mean and standard deviation of the input across the channel dimension. One subtle challenge here is that the input statistics (i.e., $\mu$ and $\sigma$) change rapidly for NLP tasks, and these values need to be calculated dynamically during runtime. While computing $\mu$ is straightforward, evaluating $\sigma$ requires the square-root function.

The square-root function can be efficiently evaluated with integer-only arithmetic through an iterative algorithm proposed in (Crandall & Pomerance, 2006), as described in Alg. 4. Given any non-negative integer input $n$, this algorithm iteratively searches for the exact value of $\lfloor \sqrt{n} \rfloor$ based on Newton’s Method and only requires integer arithmetic. This algorithm is computationally lightweight, as it converges within at most four iterations for any INT32 inputs and each iteration consists only of one integer division, one integer addition, and one bit-shifting operation. The rest of the the non-linear operations in LayerNorm such as division and square are straightforwardly computed with integer arithmetic.

4. Results

In this section, we first measure the accuracy of I-BERT using the General Language Understanding Evaluation (Wang et al., 2018) (GLUE) benchmark (§ 4.1). Then, we discuss the latency speedup of I-BERT using direct hardware deployment and compare it with pure FP32 model (§ 4.2). Finally, we conduct ablation studies to showcase the effectiveness of our integer-only approximation methods (§ 4.3).

4.1. Accuracy Evaluation on GLUE

We implement I-BERT on the RoBERTa (Liu et al., 2019) model using (Ott et al., 2019). For the integer-only implementation, we replace all the floating point operations in the original model with the corresponding integer-only operations that were discussed in § 3. In particular, we perform MatMul and Embedding with INT8 precision, and the non-linear operations with INT32 precision, as using INT32 for computing these operations has little overhead. See § C.1 for implementation details. For each of the GLUE downstream tasks, we train both FP32 baseline and integer-only I-BERT models, and evaluate the accuracy on the development set. See Appendix C.2 and C.3 for training and evaluation details. While we only test RoBERTa-Base/Large, our method is not restricted to RoBERTa. The integer-only approximations can be performed for any NN models including Transformers that uses similar non-linear operations.

The integer-only quantization results for RoBERTa-Base/Large are presented in Tab. 2. As one can see, I-BERT consistently achieves comparable or slightly higher accuracy than baseline. For RoBERTa-Base, I-BERT achieves higher accuracy for all cases (up to 1.4 for RTE), except for MNLI-m, QQP, and STS-B tasks, where we observe a small accuracy degradation up to 0.3. We observe a similar behaviour on the RoBERTa-Large model, where I-BERT matches or outperforms the baseline accuracy for all the downstream tasks. On average, I-BERT outperforms the baseline by 0.3/0.5 for RoBERTa-Base/Large, respectively.

4.2. Latency Evaluation

We evaluate the latency speedup of INT8 inference of I-BERT, by direct deployment on a Tesla T4 GPU with Turing Tensor Cores that supports accelerated INT8 execution. Although T4 GPU is not a pure integer-only hardware, we select it as our target device due to its extensive software support (Chen et al., 2018; NVIDIA, 2018), and in particular Nvidia’s TensorRT library (NVIDIA, 2018). Furthermore, as we do not exploit any T4-specific exclusive features or requirements, our work can be extensively deployed on other hardware as well. See § C.4 for the detailed environment setup. For evaluation, we implement two variants of BERT-Base/Large: (1) pure FP32 models using naïve FP32 kernels for non-linear operations; and (2) quantized INT8 models using customized kernels for the non-linear operations. The customized kernels compute GELU, Softmax, and LayerNorm based on the integer-only methods described in § 3. We measure the inference latency for different sequence
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Table 2. Integer-only quantization result for RoBERTa-Base and RoBERTa-Large on the development set of the GLUE benchmark. Baseline is trained by the authors from the pre-trained models, and I-BERT is quantized and fine-tuned from the baseline. We also report the difference (Diff) between the baseline accuracy and the I-BERT accuracy.

(a) RoBERTa-Base

| Precision | Int-only | MNLI-m | MNLI-mm | QQP | QNLI | SST-2 | CoLA | STS-B | MRPC | RTE | Avg. |
|-----------|----------|--------|---------|-----|------|-------|------|-------|------|-----|------|
| Baseline  | FP32     | ×      | 87.8    | 87.4 | 90.4 | 92.8  | 94.6 | 61.2  | 91.1 | 90.9 | 78.0 | 86.0 |
| I-BERT    | INT8     | ✓      | 87.5    | 87.4 | 90.2 | 92.8  | 95.2 | 62.5  | 91.1 | 91.1 | 79.4 | 86.3 |
| Diff      |          | -0.3   | 0.0     | -0.2 | 0.0  | +0.6  | +1.3 | -0.3  | +0.2 | +1.4 | +0.3 |

(b) RoBERTa-Large

| Precision | Int-only | MNLI-m | MNLI-mm | QQP | QNLI | SST-2 | CoLA | STS-B | MRPC | RTE | Avg. |
|-----------|----------|--------|---------|-----|------|-------|------|-------|------|-----|------|
| Baseline  | FP32     | ×      | 90.0    | 89.9 | 92.8 | 94.1  | 96.3 | 68.0  | 92.2 | 91.8 | 86.3 | 89.0 |
| I-BERT    | INT8     | ✓      | 90.4    | 90.3 | 93.0 | 94.5  | 96.4 | 69.0  | 92.2 | 93.0 | 87.0 | 89.5 |
| Diff      |          | +0.4   | +0.4    | +0.2 | 0.4  | +0.1  | +1.0 | 0.0   | +1.2 | +0.7 | +0.5 |

Table 3. Inference latency speedup of INT8 inference with respect to FP32 inference for BERT-Base and BERT-Large. Latency is measured for different sentence lengths (SL) and batch sizes (BS).

| SL | BS | Base | Large |
|----|----|------|-------|
|    | 1  | 2    | 4     | 8     | 1    | 2    | 4    | 8     | Avg. |
| 128|    | 2.42 | 3.36  | 3.39  | 3.31 | 3.11 | 2.96 | 2.94  | 3.15 | 3.08 |
| 256|    | 3.20 | 4.00  | 3.98  | 3.81 | 3.19 | 3.51 | 3.37  | 3.40 | 3.56 |

Table 4. Accuracy of models that use GELU, h-GELU and i-GELU for GELU computation. Note that the former is full-precision, floating point computation while the latter two are integer-only approximations.

|                      | Int-only | QNLI | SST-2 | MRPC | RTE | Avg. |
|----------------------|----------|------|-------|------|-----|------|
| GELU                 | ×        | 94.4 | 96.3  | 92.6 | 85.9| 92.3 |
| h-GELU               | ✓        | 94.3 | 96.0  | 92.8 | 84.8| 92.0 |
| i-GELU               | ✓        | 94.5 | 96.4  | 93.0 | 87.0| 92.7 |

4.3. Ablation Studies

Here, we perform an ablation study to show the benefit of i-GELU as compared to other approximation methods for GELU, and in particular h-GELU in Eq. 6. For comparison, we implement two variants of I-BERT by replacing i-GELU with GELU and h-GELU, respectively. The former is the exact computation of GELU with floating point arithmetic, and the later is another integer-only approximation method for GELU (see § 3). We use RoBERTa-Large model as baseline along with the QNLI, SST-2, MPRC, and RTE tasks. All models are trained and fine-tuned according to the procedure described in § 4.1, and the final accuracies are reported in Tab. 4.

As one can see, replacing GELU with h-GELU approximation results in accuracy degradation for all downstream tasks except for MPRC. Accuracy drops by 0.5 on average and up to 1.1 for RTE task. Although accuracy slightly improves for MPRC, the amount of increase is smaller than replacing GELU with i-GELU. This empirically demonstrates that h-GELU is not sufficiently tight enough to approximate GELU well. Approximating GELU with i-GELU results in strictly better accuracy for all four downstream tasks than h-GELU. In particular, i-GELU outperforms h-GELU by 0.7 on average, and it achieves comparable or slightly better result to the non-approximated full-precision GELU. i-GELU also performs better than GELU, which is quite interesting, but at this time, we do not have an explanation for this behaviour.

While the greatest value of our work will become evident when our approach enables quantization on lower-end microprocessors without floating-point hardware, this demonstration must wait for improved software support for implementing quantized NN models on those processors. In the meantime, we believe the promise of our approach is illustrated by these latency reductions shown above.
5. Conclusions

We have proposed I-BERT, a novel integer-only quantization scheme for Transformers, where the entire inference is performed with pure integer arithmetic. Key elements of I-BERT are approximation methods for nonlinear operations such as GELU, Softmax, and LayerNorm, which enable their approximation with integer computation. We empirically evaluated I-BERT on RoBERTa-Base/Large models, where our quantization method improves the average GLUE score by 0.3/0.5 points as compared to baseline. Furthermore, we directly deployed the quantized models and measured the end-to-end inference latency, showing that I-BERT can achieve up to $4.00 \times$ speedup on a Tesla T4 GPU as compared to floating point baseline. As part of future work, one could consider using our approximation to improve the training speed as well. For instance, one could consider replacing GELU with i-GELU during training. Also, further studies are needed to evaluate the performance benefit of i-GELU as compared to GELU.
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A. Quantization Methods

A.1. Symmetric and Asymmetric Quantization

Symmetric and asymmetric quantization are two different methods for uniform quantization. Uniform quantization is a uniform mapping from floating point $x \in [x_{\text{min}}, x_{\text{max}}]$ to $b$-bit integer $q \in [-2^{b-1}, 2^{b-1} - 1]$. Before the mapping, input $x$ that does not fall into the range of $[x_{\text{min}}, x_{\text{max}}]$ should be clipped. In asymmetric quantization, the left and the right side of the clipping range can be different, i.e., $-x_{\text{min}} \neq x_{\text{max}}$. However, this results in a bias term that needs to be considered when performing multiplication or convolution operations (Jacob et al., 2018). For this reason, we only use symmetric quantization in this work. In symmetric quantization, the left and the right side of the clipping range must be equal, i.e., $-x_{\text{min}} = x_{\text{max}} = \alpha$, and the mapping can be represented as Eq. 1.

A.2. Static and Dynamic Quantization

There is a subtle but important factor to consider when computing the scaling factor, $S$. Computing this scaling factor requires determining the range of parameters/activations (i.e., $\alpha$ parameter in Eq. 1). Since the model parameters are fixed during inference, their range and the corresponding scaling factor can be precomputed. However, activations vary across different inputs, and thus their range varies. One way to address this issue is to use dynamic quantization, where the activation range and the scaling factor are calculated during inference. However, computing the range of activation is costly as it requires a scan over the entire data and often results in significant overhead. Static quantization avoids this runtime computation by precomputing a fixed range based on the statistics of activations during training, and then uses that fixed range during inference. As such, it does not have the runtime overhead of computing the range of activations. For maximum efficiency, we adopt static quantization, with all the scaling factors fixed during inference.

B. Error Term of Eq. 3

As one can see, the polynomial approximation of Eq. 3 exactly matches the data at the interpolating points $(x_j, f_j)$. The error between a target function $f(x)$ and the polynomial approximation $L(x)$ is then:

$$ |f(x) - L(x)| = \left| \frac{f^{(n+1)}(\xi)}{(n+1)!} (x - x_0) \ldots (x - x_n) \right|, \quad (16) $$

where $\xi$ is some number that lies in the smallest interval containing $x_0, \ldots, x_n$. In general, this error reduces for large $n$ (for a properly selected set of interpolating points). Therefore, a sufficiently high-order polynomial that interpolates a target function is guaranteed to be a good approximation for it. We refer interested readers to (Stewart, 1996) for more details on polynomial interpolation.

C. Experimental Details

C.1. Implementation

In I-BERT, all the MatMul operations are performed with INT8 precision, and are accumulated to INT32 precision. Furthermore, the Embedding layer is kept at INT8 precision. Moreover, the non-linear operations (i.e., GELU, Softmax, and LayerNorm) are processed with INT32 precision, as we found that keeping them at high precision is important to ensure no accuracy degradation after quantization. Importantly, note that using INT32 for computing these operations has little overhead, as input data is already accumulated with INT32 precision, and these non-linear operations have linear computational complexity. We perform Requantization (Yao et al., 2020) operation after these operations to bring the precision down from INT32 back to INT8 so that the follow up operations (e.g., next MatMuls) can be performed with low precision.

C.2. Training

We evaluate I-BERT on the GLUE benchmark (Wang et al., 2018), which is a set of 9 natural language understanding tasks, including sentimental analysis, entailment, and question answering. We first train the pre-trained RoBERTa model on the different GLUE downstream tasks until the model achieves the best result on the development set. We report this as the baseline accuracy. We then quantize the model and perform quantization-aware fine-tuning to recover the accuracy degradation caused by quantization. We refer the readers to (Yao et al., 2020) for more details about the quantization-aware fine-tuning method for integer-only quantization. We search the optimal hyperparameters in a search space of learning rate $\{5e^{-7}, 1e^{-6}, 1.5e^{-6}, 2e^{-6}\}$, self-attention layer dropout $\{0.0, 0.1\}$, and fully-connected layer dropout $\{0.1, 0.2\}$, except for the one after GELU activation that is fixed to 0.0. We fine-tune up to 6 epochs for larger datasets (e.g., MNLI and QQP), and 12 epochs for the smaller datasets. We report the best accuracy of the resulting quantized model on the development set as I-BERT accuracy.

C.3. Accuracy Evaluation on the GLUE Tasks

For evaluating the results, we use the standard metrics for each task in GLUE. In particular, we use classification accuracy and F1 score for QQP (Iyer et al., 2017) and MRPC (Dolan & Brockett, 2005), Pearson Correlation and Spearman Correlation for STS-B (Cer et al., 2017), and Mathews Correlation Coefficient for CoLA (Warstadt et al., 2019). For the remaining tasks (Dagan et al., 2005; Ra-
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jpurkar et al., 2016; Socher et al., 2013; Williams et al., 2017), we use classification accuracy. For the tasks with multiple metrics, we report the average of them. Since there are two development sets for MNLI (Williams et al., 2017), i.e., MNLI-match (MNLI-m) for in-domain evaluation, and MNLI-mismatch (MNLI-mm) for cross-domain evaluation, and we report the accuracy on both datasets. We exclude WNLI (Levesque et al., 2012) as it has relatively small dataset and shows an unstable behaviour (Dodge et al., 2020).

C.4. Environment Setup for Latency Evaluation

We use TensorRT 7.2.1 to deploy and tune the latency of BERT-Base and BERT-Large models (both INT8 and FP32) on Google Cloud Platform virtual machine with a single Tesla T4 GPU, CUDA 11.1, and cuDNN 8.0.

We should also mention that the most efficient way of implementing BERT with TensorRT is to use NVIDIA’s plugins (Mukherjee et al., 2019) that optimize and accelerate key operations in the Transformer architecture via operation fusion. Our estimates are that INT8 inference using NVIDIA’s plugins is about 2 times faster than naïvely using TensorRT APIs. However, we cannot modify those plugins to support our integer-only kernels as they are partially closed sourced and pre-compiled. Therefore, our latency evaluation is conducted without fully utilizing NVIDIA’s plugins. This leaves us a chance for further optimization to achieve our latency speedup relative to FP32 even more significant. As such, one could expect the potential for a further $\sim 2 \times$ speed up with INT8 quantization.