Comparison of Deep Transfer Learning Techniques in Human Skin Burns Discrimination
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Abstract: While visual assessment is the standard technique for burn evaluation, computer-aided diagnosis is increasingly sought due to high number of incidences globally. Patients are increasingly facing challenges which are not limited to shortage of experienced clinicians, lack of accessibility to healthcare facilities and high diagnostic cost. Certain number of studies were proposed in discriminating burn and healthy skin using machine learning leaving a huge and important gap unaddressed; whether burns and related skin injuries can be effectively discriminated using machine learning techniques. Therefore, we specifically use transfer learning by leveraging pre-trained deep learning models due to deficient dataset in this paper, to discriminate two classes of skin injuries—burnt skin and injured skin. Experiments were extensively conducted using three state-of-the-art pre-trained deep learning models that includes ResNet50, ResNet101 and ResNet152 for image patterns extraction via two transfer learning strategies—fine-tuning approach where dense and classification layers were modified and trained with features extracted by base layers and in the second approach support vector machine (SVM) was used to replace top-layers of the pre-trained models, trained using off-the-shelf features from the base layers. Our proposed approach records near perfect classification accuracy in categorizing burnt skin ad injured skin of approximately 99.9%.
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1. Introduction

Burns are injuries affecting both elderly, young and children, causing loss of lives and subjecting both families and nations to additional economic burden. An estimated sum of $7.5 billion has been reported as the annual expenditure for the management of burn injuries in America [1], third most devastating cause of unintentional injuries and second most serious injury affecting elderly people. Another report by Reference [2] shows that burn is the most common injury affecting children below the age of five in England, causing about 7000 admissions in hospitals each year. Many research reports [3–5] have lamented a worrisome situation in poor countries where high cases (up to 90%) of burns injuries are recorded with high percentage rate of mortality and was attributed to lack of social awareness programs related to prevention and safety measures, while most of the cost-effective and safety measures are practically implemented in high income countries [1]. In general, studies [6,7] have shown that about 265,000 deaths are reported every year, as such burns have become eminent health concern globally.

Burns heal within a three-week window period though superficial burn heals in 5–7 days post-burn. Effective and early assessment is important in order to determine whether a conservative treatment or surgical excision is required to avoid further complications. Assessment of burns is effective clinically
when the burn injuries involves superficial or full-thickness and requires experienced dermatologist or surgeons and time consuming [1]. Overall, the assessment of burns by experienced clinicians is accurate in only between 65–75% [8,9]. For this reason, certain number of modalities were introduced to aid clinicians in making accurate evaluation of the burn injuries. Laser Doppler Imaging (LDI) is one of the examples of the introduced modalities that received unanimous acceptance and approved by burn community. LDI operates based on Doppler effect principle and assesses burn depth by providing healing potentials of the wounds. The advantages of using LDI includes its non-invasive nature and effectiveness than human experts. However, LDI has some shortfall such as high affordability cost, assessment ineffectiveness in first 24 h after burn [10] and not suitable for pediatric patients due to movement artifacts.

Interestingly, the use of machine learning techniques has been penetrating different sectors including healthcare to boost operational efficiency and help minimize inconsistencies due to human errors. Therefore, in this paper we proposed the use of machine learning to discriminate burns and injured skin. The motivation behind this proposal are—(1) human expertise is not readily available in most remote locations; (2) assessment by human experts is time consuming and subjective [11]; (3) up to-date approved device (i.e., LDI) for burns assessment by burn community is highly expensive [12] and (4) to the best of our knowledge, no technique was proposed to address discriminating burns and injured skin, as such we proposed the use of machine learning to discriminate whether a given image is burn or injured. The use of machine learning can serve as alternative to human expertise thereby aiding in timely decision making. Transfer learning technique was used due to deficient datasets to train a model from scratch. The rest of the paper is organized as follows—Section 2 provides a review related literature; Section 3 presents materials used and the methodology; Section 4 presents results and discussion; while in Section 5 conclusion was presented.

2. Literature Review

Deep learning evolved from a tiny architecture called Artificial Neural Network (ANN), popularly known for classification task which was inspired by human brain. Perceptron is a basic unit of ANN which has an associated weight, bias and then a manipulative function applied to supplied input to obtain a desired outcome. During the process, both weights and biases are adjusted regularly until a convincing or satisfactory output is generated by the algorithm. This process of adjusting weights and biases is called Back-propagation. The introduction of non-linearity function made neural network more successful and deeper enough to extract complex patterns from the data. The deeper version of ANN is called deep neural network with many variations such as Convolutional Neural Network (CNN). In CNN, convolution layers are equipped with filters or kernels that slide over a given image to extract useful patterns and the output of the sliding operation is known as feature map which is then made available as input to next layer. However, the success of deep learning algorithms lies with the availability of enough training data and powerful computational machines. CNN have achieved state-of-the-art recognition accuracies in many classification problems including plant disease detection [13], cancer [14,15] and skin burns assessment [9].

A study in Reference [9] to discriminate burns and healthy skin using off-the-shelf features was proposed. The study utilized a deep pre-trained neural network model to extract patterns from the given images. This was done by passing the images through the base convolution layers of the adopted model without the top classification layer, following pre-processing steps such normalization and resizing processes. Support Vector Machine (SVM) was used as replacement of the classification layer and was trained using feature scores obtained from the convolution operations. 10-folds cross-validation strategy was applied during SVM training and interestingly, 99.5% accuracy was achieved in assessing whether a given image is burnt or healthy.

Skin burns are categorized into classes depending on whether the injury affects the top-most layer, intermediate or deep layer. In this regard, the authors of Reference [16] proposed a study to classify healthy skin, superficial and deep dermal (full-thickness) burns using pre-trained deep learning
model and SVM. Specifically, they used ResNet101 for the extraction of image feature extraction and SVM for the classification task, in which identification accuracy of 99.9% was achieved using 10-folds cross-validation strategy.

In similar development, research by the authors of Reference [10] use of deep learning models to assess whether a given image is superficial burn, superficial to intermediate partial thickness burns, intermediate to deep partial thickness burns, deep partial and full thickness burns, healthy skin or background image. Four pre-trained deep learning models were used to classify the burn images transfer learning approach, in which earlier convolution layers were frozen to extract features and the top-most layers were modified and trained using features obtained from the frozen layers. This process was applied to several deep neural network models including VGG-16 which recorded 86.7% accuracy, 79.4% for GoogleNet, 82.4% for ResNet-50 and 88.1% for ResNet-101.

Studies in Reference [17] proposed the use of off-the-shelf features with SVM classifier to classify burns in both Caucasian and African patients. Off-the-shelf features were extracted using three pre-trained deep learning models which include VGG-16, VGG-19 and VGG-Face while in each case SVM was used as the classifier. Classification accuracy on Caucasian images, VGG-16, VGG-19 and VGG-Face achieved 99.3%, 98.3% and 96.3% respectively. Using African images, VGG-16, VGG-19 and VGG-Face achieved 98.9%, 97.5% and 97.2% respectively. Classification accuracy of 98.6%, 97.6% and 95.2% were achieved by VGG-15, VGG-19 and VGG-Face respectively when both Caucasian and African datasets were combined.

Pressure Ulcer and Bruises

Pressure ulcer injuries are mostly sustained on body locations at bony prominence coupled with contraction of the skin/tissue with external hard surface. According to study in UK over 700,000 people get affected by pressure ulcer every year, costing health service more than £3.8 million per day and estimated sum of £1.4–£2.4 billion per year [18]. These injuries are developed by elderly individuals, people with physical disabilities and patients with severe illnesses whose mobility is very limited in most cases. Pressure ulcer can prolong hospital-stay, especially people with severe burn wounds are at risk of developing this type of injury due to limited mobility and in extreme cases may lead to increase in mortality rate and quality of life reduction. Bruises (contusions) are common in maltreated children and become noticeable via careful examinations by clinicians. Contusions are also sustained accidentally in toddlers due to tumbling plays during their early exploration pursuit. Similar reports related burn injuries have indicated its prominence in children [19,20]. Those contusions occurring at bony prominences such as knees, elbows, anterior tibiae and forehead are mostly due to accidental causes [21]. Deviation from those areas of bony prominence raises suspicion of possible child maltreatment. Likewise, accidental patterns of contusions in disabled people are found on feet, hands, arms and abdomen mostly attributed to the use of such body parts as mobility aid but not often well known on the neck, genitals, chest and ears.

In this paper, we address the discrimination of burns and injured skin that share similar characteristics. This is aim in ensuring that the decision-making is quick and accurate treatment that relates to a specific injury is provided without subjecting patients to further undesirable complications

3. Materials and Methods

The main concept here is to classify skin burn images and other skin injuries that have close or similar physiological appearances using transfer learning concept. Transfer learning is the use of pre-trained convolutional neural network model as a feature extractor in which the features extracted are then used to train a new layer(s) or classification algorithm such as support vector machine. Therefore, we used two different methods of transfer learning to discriminate between burns and other tissue injuries. Firstly, we used fine-tuning strategy as described in Section 3.3.1 and secondly used off-the-shelf features as presented in Section 3.3.2.
3.1. Dataset

Our database contains two sets of images—skin burn images and injured skin (bruised and pressure ulcer) images. This means what we have is a binary classification problem consisting mainly of Caucasian participants as depicted in Figure 1. The burn images were ethically acquired from Bradford hospital in the United Kingdom whereas both skin bruises and pressure ulcer wounds were acquired via the use of internet search [22]. The database contains 300 burn images and 250 bruised and pressure ulcer wound images and for ease of references, we denoted the combination of both pressure ulcer and bruise images as PUB.

![Sample of dataset images](image_url)

**Figure 1.** Sample of dataset images.

3.2. Data Pre-Processing

Pre-processing is a crucial step to ensure unwanted noise is minimized in order to enhance computational efficiency. Unnecessary background in the images were cropped out manually prior to feeding the images into the deep learning model while normalization was conducted automatically during the run-time as well as artificially enlarging the size of the database (known as augmentation) via the use of different transformation processes such as rotation and flipping, resulting to a larger database of 1,160 images in each category.

3.3. Feature Extraction

Deep learning models are greedy algorithms that require huge data to learn effectively. Having such data was a big problem to the research community in the field, in addition to lack of powerful computational hardware. With the emergence of large databases such as ImageNet [23] and hardware-accelerated devices such as graphical processing unit (GPU) respectively, deep learning research was revolutionized and the world started witnessing huge deep learning algorithms such as AlexNet,
VGGNet, GoogleNet and Residual Networks (ResNet) to mention but few. AlexNet the pioneer deepest learning model to be trained on ImageNet database to categorize 1000 different objects in 2012 [24] made an impressive breakthrough. Thereafter, different deeper neural models than AlexNet were proposed by different research communities including Visual Geometry Group (VGG) from Oxford University and GoogleNet from Google both in 2014 [25]. The deeper the network, the more patterns it can extract from the given data. However, building such deep neural network models have faced a vanishing gradient problem and difficulty during backpropagation and optimization processes. Microsoft Research Asia (MRA) in 2015 [26] proposed a very deep neural network model called Residual Networks (ResNet) to ensure that the performance of top layers is as good as the lower layers without vanishing gradient and optimization problem. This was achieved by using identity connection in parallel to the main convolution layers as illustrated in Figure 2, making back-propagation easier, quick learning and most importantly allows building network deeper enough to extract complex patterns from the data while maintaining an optimum accuracy improvement. MRA succeeded in developing very deep neural networks of at least fifty convolution layers such as ResNet50, ResNet101 and ResNet152.

Interestingly, those pre-trained models can be used to achieve desired outcome in areas with deficient data via a process called transfer learning [27]. Transfer learning process is used in two approaches—fine-tuning where some modifications are made and as an off-the-shelf feature extractor where features are extracted in order to train a machine learning classifier. Both transfer learning approaches were utilized in this paper using the three ImageNet pre-trained models (that is, ResNet50, ResNet101 and ResNet152) to automatically discriminate whether a given abnormal skin image is burn or PUB.

![Figure 2. Illustration of ResNet identity connection.](image)

3.3.1. Fine-Tuning

In this approach, top-most layers (that is, fully connected and the classification layers) were removed, two new dense layers and a classification layer with a sigmoid function were used to replace the removed layers. These new added layers were trained using features extracted from the transferred learned layers of the pre-trained deep learning models. Note that the transferred layers were frozen to only extract image patterns without adjusting their weights. This scenario is applied to all the three pre-trained ResNet models as illustrated in Figure 3 where 80% of the datasets were used for training...
and the 20% of the datasets were reserved for validation. None of the instances in the validation dataset featured in the training dataset.

3.3.2. Off-the-Shelf Feature Extraction

Here, base layers of a pre-trained deep learning model are used to extract useful patterns from the data. These patterns or features are called off-the-shelf features which are then transferred to train machine learning algorithm such as SVM and decision tree. Similarly, base layers of the pre-trained model were frozen to extract useful patterns from the data as illustrated in Figure 4. We used linear SVM to classify extracted features into whether the features belong to Burns or PUB. SVM is a supervised machine learning algorithm used for both classification and regression purposes. The SVM is trained to find the most optimum separating hyperplane that discriminates the two classes of images by solving optimization problem.

Given a training set,

\[ \{(x_i, y_i)\}_{i=1}^{n}, x_i \in \mathbb{R}^d, y_i \in \{+1, -1\} \]  

(1)

SVM finds an optimum separating hyperplane that discriminate the two classes by solving

\[
\begin{aligned}
\min_{w, b} & \quad \frac{1}{2}||w||^2 \\
\text{subject to} & \quad y_i(w \cdot x_i + b) \geq 1 
\end{aligned}
\]  

(2)

for \( i = 1, \ldots, n \) are the observations, \( w \) and \( b \) are weights and biases learned during the training respectively. The SVM learned such that \( y_i \in \{+1, -1\} \), where burn images are denoted by +1 and PUB images are denoted by −1. Thus, the optimum separating hyperplane was computed which discriminated Burns and PUB into their respective category. A \( K \) - fold cross validation technique was used in training the SVM classifier, where a value of 10 was chosen \( K \).
4. Results

During the experiment process using fine-tuning approach, 78% of the data in each class was used for training the algorithm while the reserved 22% was used for validation/testing. High proportion of the data used in the training process was to ensure the algorithm learns more representation patterns from the data, we also ensured that no instances used during training process were also present in the validation set.

Another important decision we made is the use of computational resource from google, called Google Collab also known Collaboratory [28]. This resource provides free access to on-demand GPU hardware-accelerator.

Figures 5–7 depicted the training processes of fine-tuned ResNet50, ResNet101 and ResNet152 respectively, using 200 epochs in each. Figure 8 shows training and validation accuracies using ResNet50, in which the result shows a near perfect classification output, while the result depicted in Figure 9 provides training and validation losses of the fine-tuned ResNet50.

Figure 5. Showing ResNet50 training process using fine-tuning.
Figure 6. Showing ResNet101 training process using fine-tuning.

Figure 7. Showing ResNet152 training process using fine-tuning.

Figure 8. Showing training and validation accuracies using ResNet50.
4.1. Results from Fine-Tuning Strategy

Here, we present the results obtained using fine-tuning approach where 80% of the datasets was used for training and the remaining 20% was used for validation. High proportion of the dataset was allocated for training because the model requires to learn from more data, this enable learning more pattern representation from the data, while the validation data is used to assess the trained model’s efficacy.

For ResNet101, training and validation accuracies were shown in Figure 10. Figure 11 provides the results of training and validation losses. Here, we observed more stability in terms of accuracies and losses than the previous results from ResNet50.

Lastly, both training and validation accuracies using ResNet152 as depicted in Figure 12 has surpassed what was obtained in both ResNet50 and ResNet101. Similarly, training and validation losses as depicted in Figure 13 show an impressive classification performance. This has proven a point that the deeper the network is; the more patterns the network is capable of extracting from the data.
Lastly, both training and validation accuracies using ResNet152 as depicted in Figure 12 has surpassed what was obtained in both ResNet50 and ResNet101. Similarly, training and validation losses as depicted in Figure 13 show an impressive classification performance. This has proven a point that the deeper the network is; the more patterns the network is capable of extracting from the data.

Figure 11. Showing training and validation losses using ResNet101.

Figure 12. Showing training and validation accuracies using ResNet152.

Figure 13. Showing training and validation losses using ResNet152.

4.2. Results from Off-the-Shelf features and SVM

Using off-the-shelf features and SVM classifier, a near perfect results were achieved using features in each of the three pre-trained models. The classification results were presented in Table 1 for ResNet50 features, Table 2 for ResNet101 features and Table 3 for ResNet152 features.

Table 1. Support Vector Machine (SVM) classification using ResNet50 features.

| Output Classes | Target Classes |
|----------------|---------------|
| PUB Burns      | PUB 1160      |
| Burns          | 0 1157        |

Table 2. SVM classification using ResNet101 features.

| Output Classes | Target Classes |
|----------------|---------------|
| PUB Burns      | PUB 1160      |
| Burns          | 0 1157        |

Table 3. SVM classification using ResNet152 features.

| Output Classes | Target Classes |
|----------------|---------------|
| PUB Burns      | PUB 1160      |
| Burns          | 0 1159        |

The sensitivity and specificity of the classification output were calculated. Sensitivity (true positive rate) is the proportion of actual burn images that are correctly classified while specificity is the proportion of actual non burn images that are correctly classified [9]. Sensitivity is determined by the following mathematical equation—

\[
\text{sensitivity} = \frac{TP}{TP + FN} \times 100
\]

Specificity is determined by the following mathematical equation;

\[
\text{specificity} = \frac{TN}{TN + FP} \times 100
\]
4.2. Results from Off-the-Shelf features and SVM

Using off-the-shelf features and SVM classifier, a near perfect results were achieved using features in each of the three pre-trained models. The classification results were presented in Table 1 for ResNet50 features, Table 2 for ResNet101 features and Table 3 for ResNet152 features.

| Output Classes | Target Classes |
|----------------|----------------|
| PUB            | Burns          |
| 1160           | 3              |
| Burns          | 0              |
| 1157           |                |

Table 1. Support Vector Machine (SVM) classification using ResNet50 features.

| Output Classes | Target Classes |
|----------------|----------------|
| PUB            | Burns          |
| 1160           | 3              |
| Burns          | 0              |
| 1157           |                |

Table 2. SVM classification using ResNet101 features.

| Output Classes | Target Classes |
|----------------|----------------|
| PUB            | Burns          |
| 1160           | 1              |
| Burns          | 0              |
| 1159           |                |

Table 3. SVM classification using ResNet152 features.

The sensitivity and specificity of the classification output were calculated. Sensitivity (true positive rate) is the proportion of actual burn images that are correctly classified while specificity is the proportion of actual non burn images that are correctly classified [9]. Sensitivity is determined by the following mathematical equation—sensitivity = \( \frac{TP}{TP + FN} \times 100 \); specificity is determined by the following mathematical equation; specificity = \( \frac{TN}{TN + FP} \times 100 \). In each of the Tables 1–3 above, target (actual) classes are presented as columns while rows of the tables represent output (predicted) classes. The intersection where Burns in the second column and Burns in the second-row meet represent the true positives (TP); the intersection where PUB in the first column and PUB in the first-row meet represents true negatives (TN). FP stands for false positive which means PUB that were predicted by the algorithm as Burns which can be found at first cell in the second row (second cell in the second column). FN stands for false negative which means Burns that were predicted as by the algorithm as PUB which can be found at second cell of the first row (first cell of the second column). Table 4 presents the sensitivity and specificity of the SVM classifier for each of the features in the three models.

Classification accuracy is the ratio of all correct predictions to the total number of all the samples used which can be calculated by the following mathematical equation—accuracy = \( \frac{TP + TN}{TP + TN + FP + FN} \times 100 \). Table 5 shows the classification accuracies obtained by SVM classifier on all the feature sets. Near perfect results were obtained in each case, with best recognition accuracy using ResNet152 features in each of the approaches used. However, classification is more efficient using ResNet152 features which took approximately 1660 s to complete compared to 2116 and 2705 s for both ResNet101 and ResNet152 respectively. With off-the-shelf features from all the three feature sets, SVM performance is more impressive with ResNet152 and more efficient than the other two features from ResNet50 and ResNet152 as presented in Table 5.
Table 4. Performance Metrics.

| Models    | Sensitivity | Specificity |
|-----------|-------------|-------------|
| ResNet50  | 0.9974      | 1.0000      |
| ResNet101 | 0.9974      | 1.0000      |
| ResNet152 | 0.9991      | 1.0000      |

Table 5. Classification Accuracies.

| Models    | Fine-Tuning Accuracy | Time (s) | SVM Accuracy | Time (s) |
|-----------|----------------------|----------|--------------|----------|
| ResNet50  | 0.9833               | 1659.8   | 0.9987       | 15.2     |
| ResNet101 | 0.9881               | 2116.1   | 0.9987       | 14.6     |
| ResNet152 | 0.9952               | 2704.6   | 0.9996       | 13.0     |

Furthermore, the Receiver Operating Characteristics (ROC) curve is another important tool for analyzing the diagnostic performance of a binary classifier. ROC curve gives the trade-off between sensitivity and specificity as the threshold varies [29]. One important feature of ROC curve is the Area Under the Curve (AUC) which provides the overall summary of the classifier’s performance. The AUC ranges from 0.5 to 1, where AUC of 0.5 or less indicates poor diagnosis (meaningless assessment) while AUC of 1 indicates perfect assessment. Figure 14 shows the ROC curve and the corresponding AUC values of the SVM classifier for each of the three sets of features. Near perfect results with approximately AUC = 0.99 in all scenarios. What these AUC values indicate is that, a chosen randomly burn images will have a higher test value than a chosen PUB image, which means higher AUC value is indicative of the burn.

![ROC for Classification using ResNet Features](image)

Figure 14. Receiver Operating Characteristic (ROC) curve for the binary classification of Burns and PUB.

Moreover, though studies in the literature were mainly based on binary discrimination between burn and healthy skin, comparing our finding as presented in Table 6 shows impressive outcome despite addressing most complicated issue (burns and other skin injuries).
Table 6. Comparison with the state-of-the-art findings.

| Features and Classifier | Datasets | Classification Accuracy |
|-------------------------|----------|------------------------|
| ResNet101 + SVM [9]     | Burns & Healthy Skin (Caucasian) | 99.5% |
| VGG-16 + SVM [17]       | Burns & Healthy Skin (Caucasian) | 99.3% |
| VGG-19 + SVM [17]       | Burns & Healthy Skin (Caucasian) | 98.3% |
| VGG-Face + SVM [17]     | Burns & Healthy Skin (Caucasian) | 96.3% |
| ResNet152 + SVM         | Burns & PUB (Caucasian)          | 99.9% |

5. Conclusions

This paper provides the use of deep transfer learning (TL) techniques for burns discrimination using the state-of-the-art deep convolutional neural networks via the use of two TL approaches. In the first TL approach, the top-most layer and the classification were removed, and new added layers were trained using image features from the remaining convolution layers. In the second technique, similarly top-most layer and the classification layer were removed but instead of adding new layers, SVM was used as a substitute for classification purpose. In each of the two TL approaches, three pre-trained deep convolutional neural networks were used for the pattern recognition from the given images (burns and PUB).

The results in each approach and from each model show a near perfect recognition accuracy, where in the first TL approach ResNet50 achieved up to 98.3% accuracy in 1659 s, ResNet101 achieved 98.8% accuracy in 2116 s while resnet152 achieved 99.5% accuracy in 2704 s. Using Resnet152 shows most outstanding performance compared to other two models but ResNet50 appears to be most efficient in terms of timely assessment. This is due to variation of the model’s complexity such as network sizes and the parameters that need to be optimized. In the second TL approach, near perfect recognition accuracy were obtained with outstanding performance from ResNet152 features. SVM recorded 99.9% accuracy in 13 s using ResNet152 features and 99.8% accuracy in 14 and 15 s for both ResNet101 and ResNet50 features respectively.

From the performances recorded, conclusion is made that using pre-trained models as feature extractors while SVM as the classifier shows to be the most appropriate TL technique in a situation with deficient datasets. However, the limitation of our study includes discrimination of burns as it relates to severity known as depth is not addressed here, this is intended to be addressed in future work.
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