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We study impurity effects in vortex core of two-dimensional moderately clean superconductors within the quasiclassical theory. The impurity scattering rate $\Gamma(E)$ of the Andreev bound states in vortex core with +1 vorticity of p-wave superconductors with $d = 2(\hat{p}_x + ip_y)$ is suppressed, compared to the normal state scattering rate $\Gamma_n$ in the energy region $\Gamma_n^2/E^2 < E < E_\delta \equiv |\delta_0|\Delta_\infty$ with scattering phase shift $\delta_0$ ($|\delta_0| \ll 1$) and the pair-potential in bulk $\Delta_\infty$. Further we find that $\Gamma(E)/\Gamma_n$ for p-wave superconductors with $d = 2(\hat{p}_x - ip_y)$ is at most $O(E/\Delta_\infty)$. These results are in marked contrast to the even-parity case (s,d-wave), where $\Gamma(E)/\Gamma_n$ is known to be proportional to $\ln(\Delta_\infty/E)$. Parity- and chirality-dependences of impurity effects are attributed to the Andreev reflections involved in the impurity-induced scattering between bound states. Implications for the flux flow conductivity is also discussed. Novel enhancement of flux flow conductivity is expected to occur at $T < E_\delta$ for $d = 2(\hat{p}_x - ip_y)$ and at $T < \Delta_\infty$ for $d = 2(\hat{p}_x + ip_y)$.
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§1. Introduction

Low energy physics in vortex state of superconductors without gap nodes is governed by localized excitations inside vortex cores. The density of states within a core is comparable to that of the normal phase[1] and hence vortex cores may be regarded as locally realized normal region. This picture has been used in the calculation of the flux flow conductivity in ref. 2. Strictly speaking, however, the description of vortex core as a normal region is limited to the dirty superconductors, where the coherence length $\xi_0$ is much larger than the mean free path $l$.

In clean superconductors where $\xi_0 \leq l$ is satisfied, particles and holes within a vortex core are subject to Andreev reflections and the coherent superposition of particle and hole states form bound states before they are scattered by an impurity. The flux flow conductivity $\sigma_1$ for clean s-wave superconductors has been calculated in refs. [3,4,5] and found to be

$$\sigma_1/\sigma_n \sim \ln(\Delta_\infty/T)H_{c2}/B,$$ \hspace{1cm} (1.1)

in terms of the normal conductivity $\sigma_n$, the upper critical field $H_{c2}$ and magnetic induction $B$. The logarithmic factor in (1.1) results from the shrinkage of vortex core at low temperatures (Kramer-Pesch effect[6]) and logarithmic energy dependence of the impurity scattering rate of the Andreev bound states[7].

Several clean superconductors are realized in correlated electron systems, such as UPt$_3$, organic conductors, cuprates and Sr$_2$RuO$_4$. Those systems are believed to have unconventional superconducting states[8].

Flux flow conductivity of d-wave superconductors has been calculated in refs. [9,10] and it is similar to the s-wave result (1.1) in moderately clean regime, where

$$l\Delta_\infty/\epsilon_F \ll \xi_0 \leq l, \quad (\epsilon_F: \text{Fermi energy})$$ \hspace{1cm} (1.2)

is satisfied. Thus the flux flow conductivity of even-parity superconductors are expected to be similar.

However, flux flow conductivity of odd-parity superconductors may be different. Actually, it has been shown in ref. [11] that single impurity does not change the spectrum within a vortex of a chiral superconductor when only the backward scattering is considered. Further, from the random-matrix approach, level statistics within a p-wave vortex core is expected to be different from that within an s-wave core[12,13]. Even experimentally, appreciable deviation from (1.1) has been reported in the measurement in UPt$_3$, where odd-parity superconducting states are presumably realized[14]. Thus novel impurity effects in vortex core and flux flow conductivity are expected in odd-parity superconductors.

For last five years, Kopnin et al.[15,16] Stone[17] and Blatter et al.[18] developed the kinetic theory for vortex dynamics in clean superconductors. Their results on flux flow conductivity in the moderately clean regime reduce to

$$\sigma_1 \sim n\omega_0\tau/B,$$ \hspace{1cm} (1.3)

with electron density $n$, charge unit $e(>0)$ and the relaxation time $\tau$ and angular velocity $\omega_0$ of precession of the Andreev bound states within vortex cores[19]. Since $\omega_0$ is expected to be of the order of $\ln(\Delta_\infty/T)\Delta_\infty^2/\epsilon_F$, the calculation of $\sigma_1$, essentially, reduces to that of relaxation time $\tau$; impurity problem inside vortex cores.

Although several authors[15,16,18] addressed the impurity problem within vortex of odd-parity superconductors, microscopic theory valid in the moderately clean...
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l/ξ regime (l/ξ), another odd-parity one UPt3 has Δ∞/εF ∼ 0.05 and l/ξ ∼ 50 and lies between (2) and superclean regime (l ≫ ξ0εF/Δ∞). Study in the moderately clean regime, therefore, has relevance to experiments. Second, it is not so clear to what extent the approximation adopted in ref. 12 is valid. Third, the validity of the random-matrix approach 24, 25 can be examined only from microscopic theory.

In the present paper, we consider the impurity problem within pancake vortex cores of two-dimensional s-wave and chiral p-wave superconductors with d = ẑ (p_x ± ip_y) within the quasiclassical theory of superconductivity 27, 28, 29, 30, 31, 32, 33. Although the method to calculate the impurity scattering rate has been given in refs. 18, 19 we develop an alternative analytical method, which is based on Riccati formulation of the quasiclassical theory.

In the next section, we present the framework of quasiclassical theory of superconductivity. In §3, impurity problem of s-wave vortex core is considered. In §4, the results on p-wave case are given. In §5, a brief argument on the flux flow conductivity is given. In §6, we discuss physical origin of the parity- and chirality-dependent impurity scattering rate inside vortex core. We also discuss the formulation used in §3 and §4. In §7, we summarize the present study.

§2. Quasiclassical Theory of Superconductivity

We consider two-dimensional superconductors with circular Fermi surface in type II limit. Quasiclassical theory of superconductivity 27, 28, 29 is described by the equilibrium case by the quasiclassical green function

\[ \hat{g}(z, \hat{p}, r) = \begin{pmatrix} g & f \\ -\hat{f} & -g \end{pmatrix}, \]

(2.1)

which is a 2×2 matrix in particle-hole space and is a function of (complex) frequency z, direction \( \hat{p} = (\cos \alpha, \sin \alpha) \) of momentum \( \hat{p} = p\hat{e}_p \), a point \( r = r(\cos \phi, \sin \phi) \) in real space. The equation of motion for \( \hat{g} \) is given by

\[-i\hbar \hat{p} \cdot \nabla \hat{g} = \begin{pmatrix} \hat{r}_3 & -\hat{\Delta}(r, \hat{p}) - \hat{\Sigma}, \hat{g} \end{pmatrix}, \]

(2.2)

supplemented by the normalization condition

\[ \hat{g}^2 = -\pi^2 \hat{1}, \]

(2.3)

where \( \hat{1} \) is the 2×2 unit matrix. Here \( \hat{r}_3 \) is a Pauli matrix,

\[ \begin{pmatrix} 0 & 0 \\ 0 & -1 \end{pmatrix}, \]

(2.4)

and \( \hat{\Delta} \) is given by

\[ \begin{pmatrix} 0 & -\hat{\Delta}(r, \hat{p}) \\ -\hat{\Delta}^*(r, \hat{p}) & 0 \end{pmatrix}. \]

(2.5)

where \( \Delta(r, \hat{p}) \) is the pair-potential. The impurity self-energy \( \hat{\Sigma} \) in the t-matrix approximation is given by

\[ \hat{\Sigma} = \hat{\Sigma}(z, r) = \frac{n_i V}{1 - N_0 V(\hat{g})}, \]

(2.6)

with impurity concentration \( n_i \), the density of states in the normal phase \( N_0 \) and the scattering potential for a single electron \( V \). The symbol \( \langle \cdot \rangle \) denotes the average of \( \cdot \) over the Fermi surface.

For later convenience, we parameterize the self-energy in terms of impurity scattering rate of normal phase

\[ \Gamma_n = \frac{1}{2\pi n_i} = \frac{n_i N_0 V^2}{1 + (\pi N_0 V)^2} \]

(2.7)

and the scattering phase shift tan \( \delta_0 = -\pi N_0 V \). Expression (2.6) then becomes

\[ \hat{\Sigma} \sim \frac{\Gamma_n(\hat{g})}{\cos^2 \delta_0 + \pi^{-2} \sin^2 \delta_0 (\langle f \rangle \langle \hat{f} \rangle - \langle g \rangle^2)}, \]

(2.8)

where we have dropped the term proportional to \( \hat{1} \); it gives no contribution in (2.2). In the Born limit (\( \delta_0 \to 0 \)), the self-energy reduces to

\[ \hat{\Sigma} = \Gamma_n(\hat{g}). \]

(2.9)

In this paper, we consider the case where \( \hat{g} \) is an analytic function of \( z \) in the upper half complex plane. Setting \( z = \epsilon + i\eta \) with real \( \epsilon \), we obtain the retarded Green function.

In our case, the Fermi surface is circular and hence, the Fermi velocity \( v(\hat{p}) \) is given by \( v(\hat{p}) \) with a constant \( v \). The left hand side of (2.2) then becomes \(-i\hbar \partial \hat{g}/\partial s \) with

\[ s = r \cdot \hat{p} = r \cos(\phi - \alpha). \]

(2.10)

Thus, the direction of momentum specifies a line ("quasiclassical trajectory") on which the quasiclassical equation is to be solved. Each quasiclassical trajectory \( \hat{g} \) can be determined by the condition \( b(r, \alpha) = \) constant, where the impact parameter \( b(r, \alpha) \) is defined as

\[ b(r, \alpha) = r \cdot (\hat{z} \times \hat{p}) = r \sin(\phi - \alpha). \]

(2.11)

In this paper, we solve the quasiclassical equation using a special parameterization of the quasiclassical Green function 27, 28, 29, 30, 31, 32, 33. The solution \( \hat{g} \) of (2.2) can be written as

\[ \hat{g} = \frac{-i\pi}{1 + \gamma \gamma^\dagger} \left( \begin{array}{cc} 1 - \gamma \gamma^\dagger & 2\gamma \\ 2\gamma^\dagger & -1 + \gamma \gamma^\dagger \end{array} \right). \]

(2.12)

Here \( \gamma \) and \( \gamma^\dagger \) are the solutions of the following Riccati differential equations:

\[ i\nu \cdot \nabla \gamma = -\left( \hat{\Delta}^* - \hat{\Sigma} \right) \gamma^2 - 2(\epsilon - \Sigma_{11}) \gamma - (\hat{\Delta}^* - \hat{\Sigma}), \]

\[ i\nu \cdot \nabla \gamma^\dagger = -\left( \hat{\Delta} + \hat{\Sigma} \right) \gamma^2 + 2(\epsilon - \Sigma_{11}) \gamma^\dagger - (\hat{\Delta}^* - \hat{\Sigma}). \]

In this parameterization, the normalization condition is automatically satisfied. Now we fix \( \epsilon, \alpha \) and \( b = r \sin(\phi - \alpha) \). Along the quasiclassical trajectory, equations (2.13a,b) are to be solved respectively, under the initial conditions:
\[ \gamma = \frac{\Delta}{\epsilon - i\delta - i\sqrt{\Delta^2 - \epsilon^2}}, \quad \text{for } s = -2(\epsilon_1^{(a)} \text{ or } b_1^{(a)}) \]

\[ \gamma^1 = \frac{\Delta^*}{\epsilon + i\delta + i\sqrt{\Delta^2 - \epsilon^2}}, \quad \text{for } s = s_c, 2(\epsilon_1^{(b)}) \]

where \( s_c \) is a positive number much larger than \( \xi_0 \) and eventually the limit \( s_c \to +\infty \) will be taken. The initial conditions \( (2.14a, b) \) are obtained from the bulk solution of \( (2.2) \). In those initial conditions, the effect of nonmagnetic impurity is absent as a result of Abrikosov-Gorkov theory for isotropic s-wave homogeneous superconductors [4].

We consider a single vortex with +1 vorticity using the following test pair-potentials:

\[ \Delta(r, \vec{p}) = \Delta_0(r) e^{i\alpha} \left\{ \begin{array}{ll}
1 & \text{for s-wave superconductors (SC)} \\
\frac{1}{e^{\pi i\alpha}} & \text{for p-wave SC (} d = \hat{\chi}(p_x \pm i\gamma_y) \text{)}
\end{array} \right. \]

The amplitude of the pair-potential \( \Delta_0(r) \) is assumed to be a function of \( r = |r| \) (axisymmetric) and behave as

\[ \Delta_0(r) = \left\{ \begin{array}{ll}
\Delta_\infty r/\xi_1, & \text{for } r \ll \xi_1 \\
\Delta_\infty, & \text{for } r \gg \xi_1
\end{array} \right. \]

with a characteristic length \( \xi_1 \) and the amplitude of the pair-potential in the bulk \( \Delta_\infty \). We take \( \xi_1 (\leq \xi_0) \) as a length different from the conventional coherence length \( \xi_0 = v/(\pi \Delta_\infty) \) in general, in order to take account of the shrinkage of a vortex core [4].

\[ \text{§3. Isotropic S-wave Case} \]

3.1 Self-energy in Born limit

In pure superconductors (\( \Sigma = 0 \)), the approximate expression for \( \hat{g} \) has been obtained [4]. For \( \epsilon \ll \Delta_\infty \) and \( b \ll \xi_0 \),

\[ \hat{g} = \frac{\hat{g}_0(\epsilon, \alpha, s, b)}{\epsilon + i\delta - E(b)} + \text{(regular part)}, \quad \text{(3.1)} \]

Here the spectral function \( \hat{g}_0(\epsilon, \alpha, s, b) \) has no singularity and varies with energy over the range of \( \Delta_\infty \) and with \( s \) over that of \( \xi_0 \). \( E(b) \) is the pole corresponding to the Andreev bound state for a given quasiclassical trajectory.

\[ E_p(b) = \frac{b}{C} \int_0^\infty ds \frac{\Delta_0(s)}{s} e^{-u(s)} \sim 2b \Delta_\infty^2 \frac{\xi_0}{v} \ln \left( \frac{\pi \xi_0}{2\xi_1} \right) \text{(3.2)} \]

with

\[ u(s) = \frac{2}{v} \int_0^{s_0} ds' \Delta_0(s') \]

and the normalization

\[ C = \int_0^\infty ds \exp[-u(s)] \sim \pi \xi_0/2 \quad \text{(3.3)} \]

(\text{the subscript “p” in (3.2) stands for pure superconductors). The second term in the right hand side of (3.3) comes from the scattering state of quasiparticle. This contribution can be neglected in the case of \( \epsilon \ll \Delta_\infty \).

Next we consider the case with impurity. For \( \max(\epsilon, \Gamma) \ll \Delta_\infty \), main contribution to \( \hat{g} \) comes from the Andreev bound states and an expression similar to (3.1) still holds. In this case, however, those bound states are subject to the impurity scattering and the bound state pole moves to lower complex plane. Now we assume that \( \hat{g} \) for \( \max(\epsilon, \Gamma_n) \ll \Delta_\infty \) and \( b \ll \xi_0 \) has a form of

\[ \hat{g} \sim \hat{g}_0(\epsilon, \alpha, s, b; \Gamma_n) \frac{\epsilon + i\pi(\Gamma(b) - E(b))}{\epsilon + i\Gamma(b) - E(b)} \quad \text{(3.5)} \]

with the weight function \( \hat{g}_0 \) varies with \( \epsilon \) or \( \Gamma_n \) over the range of \( \Delta_\infty \) and with \( b \) over the range of \( \xi_0 \). The impurity scattering rate \( \Gamma(b) \) for Andreev bound states appears in (3.5) as the imaginary part of pole of Green function.

Now we calculate the self-energy \( \Sigma \) as a function of \( (\epsilon, \alpha, r; \Gamma_n) \) by taking the average of (3.5) with respect to \( \alpha \) for fixed \( r, s, b \) depend on \( \alpha \) through (2.10) and (2.11), respectively. The weight function \( \hat{g}_0 \) can be replaced by the value for \( \epsilon = b = \Gamma_n = 0 \) with the accuracy of \( O(\epsilon/\Delta_\infty, \Gamma_n/\Delta_\infty, b/\xi_0) \). This value is available from earlier results on pure case [4]. The self-energy can then be written as

\[ \hat{\Sigma}(r; \Gamma_n) \sim \frac{\pi v \Gamma_n}{2C} \left( \frac{\exp[-u(s)] M_0}{\epsilon - E(b) + i\Gamma(b)} \right) \text{(3.6)} \]

with (2.10), (2.11) and

\[ M_0 = \hat{M}_0(\alpha) \equiv \left( \begin{array}{cc}
1 & -ie^{i\alpha} \\
-ie^{-i\alpha} & -1
\end{array} \right) \text{(3.7)} \]

From now on, we assume that

\[ E(b) \sim E_0 + E'b, \quad E'/\Delta_\infty \equiv \Delta_\infty \gg \max(|\epsilon|, \Gamma) \quad \text{(3.8)} \]

with \( b \)-independent \( E_0 \) and \( E' \) and

\[ \Gamma(b) \ll E'. \quad \text{(3.9)} \]

The denominator in (3.6) leads to a distribution localized around \( \alpha = \alpha_1, \alpha_2 \) satisfying

\[ \epsilon = E(b = r \sin(\phi - \alpha_1)) \quad i = 1, 2 \quad \text{(3.10)} \]

Therefore “the slowly varying part” \( \exp[-u(s)] \) can be replaced by

\[ \exp[-u(s_1, s_2)] = r \cos(\phi - \alpha_2)] \]

If we set \( b_1 \equiv r \sin(\phi - \alpha) \), then, (3.11) leads to \( b_1 = b_2 \) and \( s_1 = -s_2 \). It follows that \( u(s_1) = u(s_2) \) because \( u(s) \) is an even function of \( s \) by definition (3.3). The solutions (3.10), however, exist only if \( r > (Re - E_0)/E' \). As a result, the self-energy (3.6) becomes

\[ \hat{\Sigma}(\epsilon, r; \Gamma_n) \sim \frac{\pi v \Gamma_n}{2C} \left( \frac{\exp[-u(s_1)] M_0(\alpha)}{\epsilon - E(b)} \right) \text{(3.11)} \]

with \( \tilde{\epsilon} \equiv \epsilon - E_0 + i\Gamma \) and

\[ s_1 = \max(|s_1, (Re - E_0)/E'|) \]

A direct calculation shows that

\[ \langle 1/\tilde{\epsilon} - E'(w) \rangle = \frac{-i}{E'r\sqrt{1 - w^2}} \text {(3.12)} \]

with \( w = \tilde{\epsilon}/(E'r) \). Here the branch of \( \sqrt{-\cdots} \) is taken such
that
\[
\sqrt{1 - w^2} \to \begin{cases} 
-\imath w, & \text{for } |w| \gg 1 \\
1, & \text{for } |w| \ll 1
\end{cases}
\]  
(3.13)

Similarly, we obtain
\[
\langle e^{\pm \imath \alpha}/(\epsilon - E' b + \imath \Gamma) \rangle = \mp \imath e^{\pm \imath \phi}/E' \sqrt{1 - w^2} (\imath w - \sqrt{1 - w^2})
\]  
(3.14)

with the branch \(\Gamma_{13}\).

By substituting \(\Gamma_{13}\) with \(\Gamma_{12}\) and \(\Gamma_{14}\) into \(\Gamma_{11}\) and solving the resulting equation, we can obtain \(E_0, E', \) and \(\Gamma\).

### 3.2 Bound state pole in Born limit

Now we solve the quasiclassical equation via \(\Gamma_{13}\) and \(\Gamma_{12}\) with a particular interest of the bound state pole. From \(\Gamma_{13}\), the equation
\[
-\imath \frac{\partial}{\partial s} (1 + \gamma \gamma^\dagger) = \{(\Delta^* - \Sigma_{21}) \gamma + (\Delta + \Sigma_{12}) \gamma^\dagger\} (1 + \gamma \gamma^\dagger)
\]  
follows. This equation shows that the denominator of \(\delta\) vanishes for all \(s\) on the trajectory if it vanishes at a point \(\xi\). Thus the energy \(\epsilon\) which gives \((1 + \gamma \gamma^\dagger) = 0\) has the meaning of a bound state pole even in the presence of impurity.

What we need are the solutions for \(\Gamma_{13}\) in case of \(\epsilon \ll \Delta_\infty, b \ll \xi_0\) and \(\Sigma \ll \Delta_\infty\). The last inequality is equivalent to
\[
\Gamma_n/|\xi| \ll 1
\]  
(3.15)

because
\[
\Sigma \sim \frac{\pi \Gamma_n}{2C|\xi|}, \quad C \sim \xi_0 = \frac{v}{\pi \Delta_\infty}.
\]

We expand equations \(\Gamma_{13}\) with \(\epsilon, b\) and \(\Sigma\) up to first order. It is convenient to introduce the following notations:
\[
\gamma = \bar{\gamma} e^{\imath \alpha}, \quad \gamma^\dagger = \bar{\gamma}^\dagger e^{-\imath \alpha}, \quad \Delta = \Delta e^{\imath \alpha},
\Delta^* = \bar{\Delta} e^{-\imath \alpha}, \quad \Sigma_{12} = \bar{\Sigma}_{12} e^{\imath \alpha}, \quad \Sigma_{21} = \bar{\Sigma}_{21} e^{-\imath \alpha}.
\]  
(3.16)

First we consider the case where \(\epsilon = 0, b = 0\) and \(\Sigma = 0\). In this case, the solutions for \(\Gamma_{13}\) with initial conditions \(\gamma(s = -s_c) = -i\) and \(\gamma^\dagger(s = s_c) = -i\) are given by
\[
\bar{\gamma} = \bar{\gamma}^\dagger = -i.
\]  
(3.17)

Next we consider the first order corrections with respect to \(\epsilon, b\) and \(\Sigma\). \(\bar{\gamma}\) and \(\bar{\gamma}^\dagger\) are expanded as
\[
\bar{\gamma}(s, t) = -\imath + \epsilon \left( \partial_{\bar{\gamma}} \bar{\gamma}(s, t) + b \left( \partial_b \bar{\gamma}(s, t) \right) + \bar{\gamma}(s, t) \right)
+ O(\epsilon^2, b^2, \Sigma^2, c_b, e\Sigma, b\Sigma),
\]  
(3.18)

where
\[
\partial_{\bar{\epsilon}} \bar{\gamma}(s, t) = \frac{\partial \bar{\gamma}(s, t)}{\partial \bar{\epsilon}} \bigg|_{\bar{\epsilon} = b = \Sigma = 0}, \quad \partial_b \bar{\gamma}(s, t) = \frac{\partial \bar{\gamma}(s, t)}{\partial b} \bigg|_{\bar{\epsilon} = b = \Sigma = 0}.
\]  
(3.19)

Here \(\bar{\gamma}(s, t)\) is either \(\bar{\gamma}\) or \(\bar{\gamma}^\dagger\). The symbol \(\bar{\gamma}(s, t)\) denotes the solution linear order of \(\Sigma\) in the following situation: \(b\) is taken to be zero. \(\epsilon\) as a coefficient of \(\bar{\gamma}(s, t)\) is set to be zero while the implicit energy dependence of \(\Sigma\) is kept. The quantities \(\bar{\gamma}(s, t)\) are given by
\[
\partial_{\bar{\epsilon}} \bar{\gamma}(s, t) = \epsilon^u(s) \left[ \Delta_{\infty}^{-1} \epsilon^{-u(s)} \pm 2v^{-1} \int_{\bar{s}s_{\infty}} \text{d} s' \epsilon^{-u(s')} \right]
\]  
(3.20)

and
\[
\partial_b \bar{\gamma}(s, t) = \epsilon^u(s) \left[ -s_{\infty}^{-1} \epsilon^{-u(s)} \pm 2v^{-1} \int_{s_{\infty}} s' \text{d} s' \epsilon^{-1} \Delta(s') \epsilon^{-u(s')} \right].
\]  
(3.21)

In \(3.20\) and \(3.21\), the upper signs are respectively for \(\partial_{\bar{\epsilon}} \bar{\gamma}\) or \(\partial_b \bar{\gamma}\) and the lower one for \(\partial_{\bar{\epsilon}} \bar{\gamma}\) or \(\partial_b \bar{\gamma}\).

Now we consider \(\bar{\gamma}(s, t)\). They are the solutions of
\[
\frac{\partial \bar{\gamma}_{\Sigma}(s)}{\partial s} = 2\Delta_{\infty} \bar{s} + \Delta_{\infty} \bar{\Sigma}, \quad \frac{\partial \bar{\gamma}_{\Sigma}(s)}{\partial s} = 2\Delta_{\infty} \bar{s} + 2\Delta_{\infty} \bar{\Sigma},
\]  
(3.22)

with
\[
\bar{\Sigma} = \bar{\Sigma}_{11} - i \left( \bar{\Sigma}_{12} + \bar{\Sigma}_{21} \right)/2.
\]  
(3.23)

Equations \(3.22\) are supplemented by the initial conditions
\[
\bar{\gamma}_{\Sigma}(s = -s_c) = 0, \quad \bar{\gamma}_{\Sigma}(s = s_c) = 0.
\]  
(3.24)

Equations \(3.22\) with \(3.24\) yield the following solutions:
\[
\bar{\gamma}_{\Sigma}(s, t) = \mp 2v^{-1} \epsilon^u(s) \int_{s_{\infty}}^s \text{d} s' \epsilon^{-u(s')} \bar{\Sigma}(s').
\]  
(3.25)

After taking the limit \(s_{\infty} \to \infty\), we can obtain from \(3.20\), \(3.21\) and \(3.23\)
\[
1 + \gamma \gamma^\dagger = 1 + \gamma \gamma^\dagger
\]  
(3.26)

In \(3.26\), the second term in the curly bracket has been given by \(3.22\).

Now we calculate the third term in \(\{ \cdots \} \) in \(3.26\). First we note that the off-diagonal elements \(\bar{\Sigma}_{12} + \bar{\Sigma}_{21}\) vanishes on the trajectory with \(b = 0\) and \(\bar{\Sigma}\) can be replaced by \(\bar{\Sigma}_{11}\). With the use of \(3.11\) and \(3.12\), we obtain
\[
\frac{1}{C} \int_0^\infty \text{d} s \bar{\Sigma}_{11}(s) \epsilon^{-u(s)}
\]  
\[
\sim \frac{\pi v \Gamma_n}{2C^2} \int_0^\infty \text{d} s \epsilon^{u(s)} (\Delta_{\infty}^2 s^2 - \epsilon^2)^{-1/2}
\]  
(3.27)

For \(s \sim \xi_0, u(s) \sim 2\Delta_{\infty}s/v\). Hence, the above expression can be reduced to
\[
\frac{\pi v \Gamma_n}{2C^2} \int_0^{(4\Delta_{\infty})} \text{d} s (\Delta_{\infty}^2 s^2 - \epsilon^2)^{-1/2}
\]  
\[
= \frac{\Gamma_n}{\xi_0} \left[ \frac{1}{2} \ln \left( \frac{\Delta_{\infty}}{2|\xi|} \right) + \text{cot}^{-1} \frac{\imath \imath}{\text{Re} \bar{\epsilon}} + O\left( \frac{\epsilon^2}{\Delta_{\infty}^2} \right) \right]
\]  
(3.28)

with \(\Gamma_n = \pi v \Gamma_n/(2C^2E')\). From \(3.28\), \(3.27\) and \(3.28\), we immediately see that \(1 + \gamma \gamma^\dagger\) vanishes at
\[
\text{Re} \epsilon = E_p + \pi \Gamma_n/2, \text{Im} \epsilon = -\bar{\Gamma}_n \ln \left( \frac{\Delta_{\infty}}{2E_p} \right) = -\Gamma.
\]  
(3.29)

Now we examine the consistency of our results. The
assumption (3.3) is obviously satisfied in (3.29).

The quantity $\Gamma_n$ is of the order of $\Gamma_n/\ln (\pi \xi_0/(2\xi_1))$. Therefore, the condition $\Gamma \ll \Delta_\infty$ gives

$$\Gamma/\Delta_\infty \sim \left(\Gamma_n/\Delta_\infty\right) \ln (\Delta_\infty/E_p) \sim (\Gamma_n/\Delta_\infty) \ln (b/\xi_0) / \ln (\pi \xi_0/(2\xi_1)) \ll (3.30)$$

Our assumption (3.13) on the self-energy can be rewritten as

$$\Gamma_n/\text{Max} (E_p, |\epsilon|) \ll 1. \quad (3.31)$$

The condition (3.3) is thus confirmed by

$$\frac{1}{E^\prime} \frac{d\Gamma}{db} = \frac{\Gamma_n}{E^\prime b} \sim \frac{\Gamma_n}{E_p \ln (\pi \xi_0/(2\xi_1))} \ll 1.$$  

Now we can write down the final expression for $\tilde{\gamma}$. The matrix part of $\tilde{\gamma}$ in (2.12) has a non-vanishing value for $\epsilon = b = \Sigma = 0$

$$\begin{pmatrix} 1 - \gamma \gamma^\dagger & 2\gamma \\ 2\gamma^\dagger & -1 + \gamma \gamma^\dagger \end{pmatrix} \to 2\hat{M}_0 (\alpha). \quad (3.32)$$

As a result, we obtain

$$\hat{\gamma} \sim \frac{\pi v \epsilon^{u(s)} \hat{M}_0 (\alpha)}{2C (\epsilon - E_p - \pi \Gamma_n/2 + i\Gamma)} \quad (3.33)$$

under the condition $(\epsilon, \Gamma_n) \ll \Delta_\infty$, $b \ll \xi_0$ and two additional ones (3.33) and (3.31).

### §4. P-wave Case

In the present section, we consider p-wave superconductors with the pair potential

$$\Delta (r) = \Delta_0 (r) e^{i(r \pm \alpha)} \quad (4.1)$$

in a way similar to the previous case.

#### 4.1 $(p_x+i p_y)$ superconductors without impurities

First we consider the Green function in the pure case ($\Sigma = 0$). The spectrum within a core of a pure superconductor with $d = \bar{z} (p_x + i p_y)$ has been calculated in ref. [33] numerically using the Bogoliubov-de Gennes equation. The result in the present subsection 4.1 corresponds to the $k_F \xi_0 \gg 1$ limit of that in ref. [33].

If we use the same parameterization (2.12) for $\tilde{\gamma}$ and the expression (4.1) and set $\Sigma = 0$, equations (2.13a,b) still hold. Further when we introduce the following notations:

$$\gamma = \tilde{\gamma} e^{i2\alpha}, \quad \gamma^{\dagger} = \tilde{\gamma} e^{-i2\alpha}, \quad \Delta = \Delta e^{i2\alpha}, \quad (4.2)$$

the resulting $\gamma^{(1)}$ in (4.2), then, turn out be exactly same as those in the previous section. We can thus use (3.20) and (3.22) to obtain the solutions for small $\epsilon$ and small $b$. As a result, the expression for the quasiclassical Green of pure p-wave superconductors is given by

$$\hat{\gamma} \sim \frac{\pi v \epsilon^{u(s)} \hat{M}_+}{2C (\epsilon - E_p + i\delta)} \quad (4.3)$$

with

$$\hat{M}_+ = \hat{M}_+ (\alpha) \equiv \begin{pmatrix} 1 & -ie^{i2\alpha} \\ -ie^{-i2\alpha} & 1 \end{pmatrix}. \quad (4.4)$$

The fact that the phase factor in the off-diagonal part in $\hat{\gamma}$ is not $\pm \alpha$ but $\pm 2 \alpha$ leads to a new aspect in the present case.

#### 4.2 $(p_x+i p_y)$ superconductors in the Born limit

Now we consider the case with the self-energy. We assume again that $\hat{\gamma}$ has approximate form of

$$\hat{\gamma} \sim \frac{\pi v \epsilon^{u(s)} \hat{M}_+}{2C (\epsilon - E_p - \pi \Gamma_n/2 + i\Gamma)}. \quad (4.5)$$

Following the same procedure as the previous section, we obtain from (4.3) the expressions for self-energy

$$e^{-i2\phi} \Sigma_{12} = e^{-i2\phi} \Sigma_{21} \sim -\frac{\pi v \epsilon^{u(s)}}{2C E^\prime r} \left( 1 - \frac{2w^2}{\sqrt{1 - w^2}} + 2iw \right). \quad (4.6)$$

For the diagonal part $(\Sigma_{11}, \Sigma_{22})$, the expressions are the same as those for s-wave.

Now we solve the quasiclassical equation with use of parameterization (2.12);

$$\hat{\gamma} = \frac{-i\pi}{1 + \gamma \gamma^\dagger} \begin{pmatrix} 1 - \gamma \gamma^\dagger & 2\gamma e^{i2\alpha} \\ 2\gamma^\dagger e^{-i2\alpha} & -1 + \gamma \gamma^\dagger \end{pmatrix}. \quad (4.7)$$

$\gamma$ and $\gamma^\dagger$ in (4.7) are the solutions of the following Riccati differential equations:

$$\begin{align*}
\mathbf{i} \nu \cdot \nabla \gamma &= - (\Delta^\dagger - \Sigma_{12}) \gamma^2 - 2 (\epsilon - \Sigma_{11}) \gamma - (\Delta + \Sigma_{12}^\dagger) \\
\mathbf{i} \nu \cdot \nabla \gamma^\dagger &= - (\Delta^\dagger + \Sigma_{12}) \gamma^{\dagger2} + 2 (\epsilon - \Sigma_{11}) \gamma^{\dagger} - (\Delta^\dagger - \Sigma_{12}) 
\end{align*}$$

where $\Delta$ and $\Delta^\dagger$ have been defined in (2.12). $\Sigma_{12}$ and $\Sigma_{21}$ are defined as

$$\Sigma_{12} = \Sigma_{12} e^{i2\alpha}, \quad \Sigma_{21} = \Sigma_{21} e^{-i2\alpha}. \quad (4.9)$$

Equations (4.8a,b) should be solved under the initial conditions:

$$\begin{align*}
\gamma (s = -s_c) &= -\Delta (s = -s_c) / (\bar{c} + i \sqrt{|\Delta^2| - (\bar{e}^2)}) \quad (4.10a) \\
\gamma^{\dagger} (s = s_c) &= \Delta^\dagger (s = s_c) / (\bar{c} + i \sqrt{|\Delta^2| - (\bar{e}^2)}) \quad (4.10b)
\end{align*}$$

where $\bar{c}$ is given as the solution of

$$\bar{c} \left( 1 - \pi \Gamma_n/\sqrt{|\Delta^2| - \bar{e}^2} \right) = \epsilon. \quad (4.11)$$

The initial conditions (4.11a,b) are derived from the bulk solution for p-wave superconductors. Nonmagnetic impurities give pair-breaking effects on the non-swave homogeneous superconductors. The presence of impurities, therefore, affects the bulk solution through $\bar{c}$.

What we need are the solutions of (4.8a,b) for small $\epsilon$, $b$ and $\Gamma_n$. The initial conditions (4.10a,b) are expanded as

$$\begin{align*}
\gamma (s = -s_c) &\sim \gamma^{\dagger} (s = s_c) \\
&\sim -i + \frac{\epsilon}{|\Delta_\infty|} - \frac{b}{s_c} + \frac{O (\epsilon \Gamma_n, \epsilon^2)}{|\Delta_\infty|^2} \quad (4.12)
\end{align*}$$
The expression (4.12) shows that initial conditions for impure superconductors are the same as those for pure superconductors in the case of small $\epsilon$, $b$ and $\Gamma_n$; this fact suggests that impurity effects should be different from those for bulk superconductors.

Now we calculate $\gamma$ and $\gamma^\dagger$ for p-wave superconductors. All the results from (3.18) to (3.26) apply to the present case and hence we can begin with the expression (3.26) for $1 + \gamma\gamma^\dagger$.

From (4.1) for $\Sigma_{12}$ and $\Sigma_{21}$, it follows that $\Sigma_{12} = \Sigma_{21}$ on the trajectory with $b = 0$. As a result, those off-diagonal elements contribute to the bound state pole in p-wave case, in contrast to the s-wave case.

The integral
\[
-\frac{1}{C} \int_0^\infty ds \Sigma(s) e^{-s(s)}
\]  
(4.13)

for p-wave case can be reduced to
\[
\frac{\pi e \Gamma_n}{C} \int_0^\infty ds \frac{e^{-2s(s)}}{E^2 s^2 - \xi^2} \left( \sqrt{E^2 s^2 - \xi^2} - i\xi \right).
\]  
(4.14)

The denominator of the integrand in (4.14) makes the integrand rapidly convergent. Therefore we can replace $e^{-2s(s)}$ by unity. After performing integration, (4.14) becomes $i2\Gamma_n$. Consequently, we obtain
\[
E_0 = 0, \ E' = E_p/b, \ \Gamma = 2\Gamma_n
\]  
(4.15)

for the green function in (3.3) of p-wave superconductors.

If we compare (4.13) with (3.29), we can easily see a qualitative difference of $\Gamma$ between the two cases; $\Gamma$ in p-wave case has logarithmic dependence on the bound state energy while that in p-wave case is energy-independent. This difference comes from different behaviour of $\Sigma$ in (3.26) and (4.14). In s-wave case, $\Sigma(s) = \Sigma_0(s) \sim 1/s$ for $|\epsilon|/E' \ll s \ll \xi_0$. This long tail gives the logarithmic dependence $\ln(\xi_0/E'/|\epsilon|)$ in $\Gamma$. In $\Sigma(s)$ of p-wave superconductors, on the other hand, the long-tail of $\Sigma_{11}(s)$ is cancelled by that of $\Sigma_{12}$. This leads to energy-independent $\Gamma$.

4.3 (p_{x+ip_y}) superconductors away from the Born limit

In this subsection, we consider the impurity scattering rate within the t-matrix approximation (2.8); the phase shift $\delta_0$ is to be small ($|\delta_0| \ll 1$) but finite. Following the same method as that in the previous one, we obtain the green function in the form of (4.5) with $E_0 = 0$, $E' = E_p/b$ and
\[
\Gamma_n \sim \left\{ \begin{array}{ll} \frac{2}{(2\pi/3)^{2/3}} E_p \langle E_p \Delta_\infty \rangle^{-2/3} & \text{for } E_0 \ll E_p \ll \Delta_\infty \\ \frac{2}{(2\pi/3)^{2/3}} \Gamma_n E_p \ll E_p \ll E_0 & \end{array} \right.
\]  
(4.16)

with $E_0 = v|\delta_0|/C \sim |\delta_0|\Delta_\infty$. We will describe the derivation of (4.16) in Appendix.

We see that finite phase shift sets an energy scale $E_\delta$, above which the Born approximation works well and below which it breaks down. The suppression of the impurity scattering rate in the energy region $E_p \ll E_\delta$ may be related to “the spectrum rigidity” within a vortex core chiral superconductors against a single impurity.  

The approximation in ref. [12] where only the backward scattering is taken into account, seems to be valid in that energy region.

On the other hand, in the energy region $E_\delta \ll E_p \ll \Delta_\infty$, the impurity scattering is large; this suggests the strong level mixing and hence we expect that the random-matrix approach [13] should be applicable in this energy region.

4.4 (p_{x-ip_y}) superconductors

We consider in this subsection the impurity effects in (p_{x-ip_y}) superconductors under the test pair-potential
\[
\Delta(r) = \Delta_0(r)e^{i(\phi-\alpha)}.
\]  
(4.17)

We will see that the impurity effect in vortex core of superconductors with time-reversal-symmetry-breaking is chirality-sensitive.

For those superconductors without impurity, we obtain in the same method for the green function
\[
\hat{\delta} \sim \frac{\pi e \sqrt{E_0 - E_p + i\delta}}{2C(E - E_p + i\delta)}
\]  
(4.18)

in the presence of impurities. From (4.20), we immediately see that
\[
\Sigma_{12} = \Sigma_{21} = -i\Sigma_{11}. \ (4.21)
\]

By following the argument from (3.18) to (3.26) with replacement of $(\gamma\gamma^\dagger, \Sigma)$ by $(\gamma^\dagger\gamma^\dagger, \Sigma^\dagger)$, we obtain for $E_0$ and $\Gamma$ in (4.20)
\[
E_0 = 0, \ \Gamma = \frac{i}{C} \int_0^\infty ds \Sigma(s) e^{-s(s)}
\]  
(4.22)

The relation (4.21), however, yields $\Sigma = 0$ and accordingly, $\Gamma$ in (4.22) vanishes. Our calculation is based on the smallness of $|\epsilon|/\Delta_\infty$ and $b/\xi_0$. Therefore we expect that at most
\[
\Gamma \sim O\left( \frac{\Gamma_n E_p}{\Delta_\infty} \right)
\]  
(4.23)

for (p_{x-ip_y}) superconductors with the test potential (4.17).

The result (4.23) is unchanged even away from the Born limit within the t-matrix approximation. Crucial is the structure of $\Sigma$ in $\Sigma$; it is common for Born and t-matrix approximations.

A comparison between (3.26) and (4.23) clearly shows that the impurity effect in vortex of superconductors with time-reversal-symmetry-breaking depends severely on the chirality for $E_\delta \ll E_p \ll \Delta_\infty$ even under the same trial amplitude $\Delta_0(r)$ and vorticity of the pair-potential.

In the vortex core with +1 vorticity of $(p_{x-ip_y})$ su-
perconductors, the result in ref. [2] seems to be valid in wider energy region while the random-matrix approach becomes less applicable, compared to the \((p_x + ip_y)\) case with +1 vorticity.

§5. Implication for Flux Flow Ohmic Conductivity

Now we consider the implications of our results to the flux flow conductivity. The temperature dependence of the flux flow conductivity in moderately clean regime \(\sigma_{f} = \sigma_{c2}/T\) is governed mainly by \(T\)-dependence of \(\Gamma(E_{p} = T)\) and \(\Delta_{0}(r)\) (or \(\xi_1\) in \(\sigma_{c2}\)). The ratio \(\xi_{1}/\xi_0\) is expected to be \(\sim T/\Delta_{\infty}\) (Kramer-Pesch effect) if the zero energy Andreev bound states exist on the quasiclassical trajectory with vanishing impact parameter \(d\). Here we assume that the Kramer-Pesch effect occurs. Under this assumption, the expression \(\sigma_{f}/\sigma_{n}\) reduces to

\[
\sigma_{f}/\sigma_{n} \sim \ln \left(\frac{\Delta_{\infty}}{T}\right) \frac{H_{c2}\Gamma_{n}}{BT\Gamma(E_{p} = T)}
\]

For the Born limit of s-wave case, the substitution of \(\xi_1\) into \(\xi_0\) reproduces the known result \(\sigma_{f}/\sigma_{n}\). For p-wave with \(d = \hat{z}(p_x + ip_y)\), we obtain from \(\xi_1\), \(\xi_0\) and \(\sigma_{c2}/B\)

\[
\sigma_{f}/\sigma_{n} \sim \ln \left(\frac{\Delta_{\infty}}{T}\right) (H_{c2}/B) = \frac{O(1)}{(E_{\delta}/T)^{2/3}} \frac{\Gamma_{n}}{\Gamma_{c}} \frac{E_{\delta}}{T} \ll \Delta_{\infty}.
\]

Thus we expect novel enhancement \(\sigma_{f}\) at temperatures lower than \(E_{\delta}\) for the present case.

For p-wave with \(d = \hat{z}(p_x - ip_y)\), on the other hand, the impurity scattering rate \(\Gamma_{n}\) is much smaller than \(\Gamma_{n}\) in energy region \(E \ll \Delta_{\infty}\). The flux flow conductivity \(\sigma_{f}\) is, therefore, expected to be much larger than \(\sigma_{n}\ln \left(\Delta_{\infty}/T\right)^{2} (H_{c2}/B)\) at temperatures much lower than \(\Delta_{\infty}\).

§6. Discussion

So far we have seen that the impurity scattering rate of the Andreev bound states in vortex core depends sensitively on the parity and chirality of pair-potential. We discuss this point in more intuitive way in the present section.

The impurity scattering rate of an in-going state is, in general, determined by two factors: the density of states of available out-going states and the matrix element. We considered s- and p- wave superconductors having common pair-potential amplitude \(\Delta(r)\) and spectrum of the Andreev bound states. Therefore, the phase-sensitive scattering rate should originate from the matrix element. In the course of calculations, actually, we note that different structures of matrix parts \((3.7)\) \((4.4)\) \((4.19)\) of the Green function are crucial factors giving different scattering rates. Difference among the three matrices lies in the off-diagonal element, which is nothing but the “Riccati amplitude” \(\gamma\) or \(\gamma^\dagger\) of zero energy bound states on the trajectory at zero impact parameter in pure superconductors. It has been mentioned\([3, 8]\) that the \(\gamma\) and \(\gamma^\dagger\) in pure superconductors correspond to the ratio of particle amplitude \(a\) to the hole one \(v\) of the Andreev equation. In low energy limit, the amplitude of the two are the same and the relative phase is fixed strictly by the phase of the pair-potential so that the multiple Andreev reflections within the core constructively interfere. The phase of the pair-potential along the trajectory with zero impact parameter, of course, depends on the parity of pairing symmetry. Let us consider the scattering rate due to Born scatterers of a bound state with energy \(\epsilon\) with impact parameter \(b_{r} = \epsilon/E'\). The scattering rate of a bound state is given by the integration of the scattering rate at each point along the trajectory. The density of states of available out-going state is given by the local density of states \(\langle (\epsilon - E_{\delta} + i\delta)^{-1}\rangle\), which is proportional to \(1/s\) for \(b_{r} \ll s \ll \xi_{0}\). This factor alone gives \(\Gamma/\Gamma_{n} \sim \ln(\xi_{0}E'/\epsilon)\). This expectation reproduces the result in s-wave case \(\sigma_{c2}/B\) and do not give the results in p-wave cases. Owing to the long tail of the local density of states as a function of \(s\), the main contribution to the scattering rate comes from the large-\(s\) region, where the scattering angle is near \(\pi\); backward scattering. From the argument of the previous paragraph, it is understandable that the strength of the backward scattering between the Andreev bound states in vortex core is parity-dependent.

Chirality dependence of the scattering rates in the Born limit comes from the small \(s\) region (forward scattering region). The phase of the pair-potential has contributions from vorticity and chirality. Owing to the circular symmetry in the present study, the completely destructive interference occurs in the matrix element in the case of \(\Delta(r) = \Delta_{\infty}e^{i(\phi - \alpha)}\).

Next we consider the non-Born case of \(\Delta(r) = \Delta_{\infty}e^{i(\phi + \alpha)}\). The factor \(\langle f\rangle \langle f\rangle - \langle y\rangle^{2}\) in the denominator of \(\sigma_{c2}\) behaves as \((\xi_{0}/s)^{3}\). Therefore the main effect of \(|\delta_{0}|\) is the suppression of the scattering rate in the region \(b_{r} \leq s \ll s_{0} \equiv |\delta_{0}|/\xi_{0}\). This fact explains why the scattering rate decreases appreciably and chirality dependence becomes small in the energy region lower than \(E_{\delta}\).

Lastly, we make a remark on the formulation used in §3 and §4. The impurity scattering rates of the Andreev bound states within s-wave vortex core was already calculated in ref. [26] in a different method. Application of the method used in ref. [29] to p-wave case reproduces the result in §4. In this sense, the two methods are equivalent. The meaning of the approximation is, however, clearer in the present work than in the earlier work.

The method in ref. [29] was a generalization of that of Kramer and Pesch\([1]\) which is originally developed for pure superconductors. The spirit of the crucial assumption in the original Kramer-Pesch paper (which is written in the sentence immediately below eq. (14) in ref. [1]) is not obvious as it stands. The method developed in the present paper is, on the other hand, a generalization of that presented in Appendices G and H of ref. [32] to impure superconductors. While the Green function becomes singular near the bound state pole, Riccati amplitudes \(\gamma, \gamma^\dagger\) are regular as functions of energy \(\epsilon\) and
impact parameter $b$. That is why we can expand those amplitudes safely with $\varepsilon$ and $b$ and the spirit and validity of approximation are clear. This “good” behaviour of Reccati amplitude comes from the behaviour of wave functions; we recall that the Reccati amplitudes are related directly to the wave functions of Andreev equation in pure case. Of course, wave function cannot be defined any more after the impurity-average. The Reccati amplitudes are, however, well-defined quantities analogous to wavefunction even in the presence of energy dissipation. Reccati formalism of quasiclassical theory of superconductivity turns out to be powerful in analytical as well as numerical study.

§7. Conclusion

In summary, we presented the calculations of the impurity scattering rate of Andreev bound states within 2D pancake vortex of $s$-wave and chiral $p$-wave moderately clean superconductors and further considered flux flow conductivity.

We found that energy dependence of impurity scattering rate is governed by the relative phase between the particle and hole channels in the wavefunction of an Andreev bound state. This relative phase is strictly fixed by the parity and chirality of pair-potential and thus the scattering rate and resulting flux flow conductivity become parity- and chirality-sensitive in the moderately clean unconventional superconductors. The calculation of the impurity scattering rate under self-consistently determined pair-potential and self-energy is left as a future problem.
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Appendix: Derivation of (4.16)

In this appendix, we calculate the impurity scattering rate of Andreev bound states in vortex core (with +1 vorticity) of $p$-wave superconductors with $d = \hat{z} (p_x + i p_y)$ within the $t$-matrix approximation. We consider the case where $|\delta_0| \ll 1$; we hence replace $\cos \delta_0$ by unity and $\sin \delta_0$ by $\delta_0$ in the following part.

Following the same procedure as that used in §4.2, we obtain

$$\tilde{g} \sim \pi v e^{-u(s)}\tilde{M}_+ \left[2C (\epsilon - E_p + S)\right]^{-1}$$

(A.1)

with

$$S = -\frac{1}{C} \int_0^\infty ds \tilde{S}(s)e^{-u(s)}. \quad \text{(A.2)}$$

The imaginary part of $S$ yields the impurity scattering rate $\Gamma$. Further the expression (A.2) reduces to

$$\tilde{\Gamma}_n I(E_n/\varepsilon).$$

Here $I(\lambda)$ is defined, for complex $\lambda$ satisfying $\Re \lambda > 0$ and $\Im \lambda < 0$, as

$$I(\lambda) = -\int_{-\infty}^{+\infty} \frac{\zeta(z) + 1}{\zeta(z)} (\zeta(z) + 1)^2 - \lambda^2, \quad \text{(A.3)}$$

where $\zeta(z)$ is given by

$$i\zeta(z) = \sqrt{z^2 - 1} = |z^2 - 1|^{1/2} \exp [i \{\text{Arg}(z - 1) + \text{Arg}(z + 1)\} / 2]. \quad \text{(A.4)}$$

Principal values of arguments are, respectively, taken as

$$0 < \text{Arg}(z - 1) \leq 2\pi, \quad -\pi \leq \text{Arg}(z + 1) < \pi. \quad \text{(A.5)}$$

Corresponding branch cuts are given by $\Im \varepsilon = 0$ and $|\Re \varepsilon| > 1$. The path of integral in (A.3) is taken within the Riemann surface specified by (A.5). From now on, we impose the condition that $-\pi/4 < \arg \lambda \leq 0$, which is equivalent to $0 \leq \arg \varepsilon < \pi/4$ and evaluate the integral in the two limits $|\lambda| \gg 1$ and $|\lambda| \ll 1$. In both limits, the integral (A.3) can be written as the sum of the residue of the pole of the integrand and the integral along a branch cut;

$$I(\lambda) = I_{\text{pole}}(\lambda) + I_{\text{cont}}(\lambda).$$

The contribution from the pole $z_0$ which yields

$$\zeta(z_0) (\zeta(z_0) + 1)^2 = \lambda^2 \quad \text{(A.6)}$$

turns out to be

$$I_{\text{pole}}(\lambda) = \frac{2\pi i \zeta(z_0)}{z_0 (3\zeta(z_0) + 1)}. \quad \text{(A.7)}$$

The other contribution $I_{\text{cont}}$ is given by

$$I_{\text{cont}}(\lambda) = -2i \int_0^\infty dy \frac{y^2 (y^2 + 1 + \lambda^2)}{\sqrt{y^2 + 1} \left\{ (y^3 - y^2) + (2y^2 + \lambda^2) \right\}}. \quad \text{(A.8)}$$

First consider the asymptotics of $I_{\text{pole}}(\lambda)$. In the limit $|\lambda| \ll 1$, it follows from (A.4) and (A.6) that $\zeta(z_0) \to \lambda^2$ and $z_0 \to 1$. We immediately see that

$$I_{\text{pole}}(\lambda) \to 2\pi \lambda^2 \text{ for } |\lambda| \to 0. \quad \text{(A.9)}$$

When $|\lambda| \gg 1$, on the other hand, we obtain that $\zeta(z_0) \to \lambda^{2/3}$ and $z_0 \to i\lambda^{2/3}$. Here the branch cut in $\lambda$ plane is taken along the real axis with $\Re \lambda < 0$. These results lead to

$$I_{\text{pole}}(\lambda) \to 2\pi \lambda^{2/3} / 3, \text{ for } |\lambda| \to \infty. \quad \text{(A.10)}$$

Next consider the behavior of $I_{\text{cont}}(\lambda)$ in the two limits. Around $\lambda = 0$, $I_{\text{cont}}(\lambda)$ is a regular function of $\lambda$ and is expanded as

$$I_{\text{cont}}(\lambda) = -2i + \frac{44i \lambda^2}{15} + \mathcal{O}(\lambda^4). \quad \text{(A.10)}$$

When $|\lambda| \gg 1$, on the other hand, the main contribution in (A.5) comes from the region $y \gg 1$. We can, therefore, ignore unity in the integrand and (A.10) reduces to

$$-i \int_0^\infty d\eta \frac{d\eta}{\eta (\eta - 1)^2 + 4\eta^2 + 4\lambda^2 \eta + \lambda^4}. \quad \text{(A.11)}$$

The integrand in (A.11) approaches $\lambda^2 / (\eta^3 + \lambda^4)$ for
\[ \eta \ll |\lambda|^2 \text{ and } 1/(\eta + 4\lambda^2) \text{ for } |\lambda|^2 \ll \eta. \]

The former contribution to (A.11) turns out to be

\[ \frac{1}{i} \int_0^{1/|\lambda|^2} \frac{\lambda^2 \delta n}{\eta^2 + \lambda^2} \sim \frac{1}{i} \int_0^{\infty} \frac{\lambda^2 \delta n}{\eta^2 + \lambda^2} = -\frac{2\pi i \lambda^{-2/3}}{3\sqrt{3}}, \]

(A.12)

where the branch cut in \( \lambda \) plane is taken along the real axis with \( \text{Re} \lambda < 0 \). On the other hand, the contribution from the region \( |\lambda|^2 \ll \eta \) can be easily shown to be \( \mathcal{O}(1/\lambda) \). Therefore (A.12) gives the asymptotics of \( I_{\text{cont}} \) in the limit of \( |\lambda| \rightarrow \infty \).

Now we find from (A.8) and (A.10) that \( S \) in (A.2) becomes

\[ -2\tilde{\Gamma}_n \left(1 + \mathcal{O}\left(\frac{\tilde{c}}{E_\delta}\right)\right), \text{ for } |\tilde{c}| \gg E_\delta \]

(A.13)

and from (A.9) and (A.12) that

\[ 2\pi/3 \left(1 - i\sqrt{3}/2\right) \tilde{\Gamma}_n \left(\frac{\tilde{c}}{E_\delta}\right)^{2/3}, \text{ for } |\tilde{c}| \ll E_\delta. \]

(A.14)

Expression (A.13) immediately leads to \( \Gamma \sim 2\tilde{\Gamma}_n \): results in (1.16) for that energy region. In (A.14), on the other hand, a real part exists, which imposes additional restriction on the validity of our results. We have assumed that the dispersion of the bound state energy is proportional to the impact parameter \( b \) (see Fig. 3 in §3). This assumption holds only if the condition

\[ \tilde{c} \gg \tilde{\Gamma}_n \left(\frac{\tilde{c}}{E_\delta}\right)^{2/3} \]

is satisfied. We note that \( \tilde{c} \sim E_p \) in the vicinity of the bound state pole. Consequently, we obtain (1.16) from (A.14) and (A.13).
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