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Abstract: This paper aims to propose an innovative approach to group decision making (GDM) with interval-valued intuitionistic fuzzy (IVIF) preference relations (IVIFPRs). First, an IVIFPR is proposed based on the additive consistency of an interval-valued fuzzy preference relation (IVFPR). Then, two mathematical or adjusted programming models are established to extract two special consistent IVFPRs. In order to derive the priority weight of an IVIFPR, after taking the two special IVFPRs into consideration, a linear optimization model is constructed by minimizing the deviations between individual judgments and between the width degrees of the interval priority weights. For GDM with IVIFPRs, the decision makers’ weights are generated by combining the adjusted subjective weights with the objective weights. Subsequently, using an IVIF-weighted averaging operator, the collective IVIFPR is obtained and utilized to derive the IVIF priority weights. Finally, a practical example of a supplier selection is analyzed to demonstrate the application of the proposed method.
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1. Introduction

In group decision making (GDM), decision makers (DMs) are usually required to provide their judgment on various alternatives using preference relations. The three types of preference relations in which the elements are described by crisp numerical numbers are multiplicative preference relations (MPRs) [1], reciprocal preference relations (RPRs) [2], and linguistic fuzzy preference relations (LFPRs) [3]. However, due to the practical uncertainty and vagueness of decision problems, DMs may find it difficult to provide pairwise comparison judgments with crisp numerical numbers for the alternatives. The intuitionistic fuzzy set (IFS) proposed by Atanassov [4] is a powerful tool to handle this problem, which is characterized by a membership and nonmembership degree. Later, Atanassov and Gargov [5] used the IFS to propose an interval-valued intuitionistic fuzzy set (IVIFS). Consequently, the interval-valued fuzzy preference relation (IVFPR) [6–9] and the interval-valued intuitionistic fuzzy (IVIF) preference relations (IVIFPR) [10–14] appeared in succession.

In order to obtain reasonable ranking orders, most of the existing research has focused on analyzing the consistency of the preference relations. For example, Xu and Chen [15] first proposed the consistent interval-valued intuitionistic judgment matrix. Subsequently, Xu and Cai [12,16] put forward some definitions on multiplicative and additive consistency in incomplete IVIFPRs and determined the missing elements in an IVIFPR while only knowing its off-diagonal elements. Inspired by the multiplicative transitivity of an IVIFPR, Liao et al. [10] introduced a multiplicative consistency concept to an IVIFPR, which was applied to adjust or repair an inconsistent IVIFPR using some
iterative algorithms. The above research studies are direct extensions of the consistency of fuzzy preference relations (FPRs). Wan et al. [17] pointed out that the definitions in References [10,12,16] only independently considered the four endpoints of the preferred and nonpreferred IVIFPRs, which it is unreasonable to utilize to investigate the consistency of IVIFPRs directly. To address this issue, following the IFPR consistency concept in Liao and Xu [18], Wan et al. [17] presented a convex combination-based multiplicative consistency concept for IVIFPRs, which considered an IVIFPR to be consistent depending on whether or not the associated induced IFPR was consistent. With the same idea, Wan et al. [19,20] put forward a new concept of additive consistency of an IVIFPR by extracting two special IVIFPRs or IFPRs from an IVIFPR. Chu et al. [21] put forward a new definition of the additive consistency of an IVIFPR by dividing it into four preference relations. Meng et al. [22] introduced a new multiplicative consistency concept for IVIFPRs. Compared to that on multiplicatively consistent IVIFPRs, research on additively consistent IVIFPRs is very scarce and not yet well-rounded. Therefore, this paper continues to study additively consistent IVIFPRs and their application for GDM.

With regard to GDM problems, Xu and Chen [15] first proposed score and accuracy matrices to rank IVIFs and presented an approach to address GDM with IVIFPRs. Then, Xu and Yager [23] put forward a similarity measurement of IVIFs and analyzed the group consensus between the judgments of the DMs. Wu and Chiclana [24] introduced a new attitudinal expected score function for IVIFs and developed a nondominance-based prioritization method for IFPR and IVIFPR. Liao et al. [10] proposed a convergent iterative approach to solve GDM with IVIFPRs. Other studies [19–22,25–28] developed various approaches to address GDM problems with IVIFPRs. These investigations, as mentioned, can offer ideas and methods to address GDM with IVIFPRs. However, there are still some deficiencies, as stated below:

(1) Prior research [10,12,16] has focused on multiplicatively consistent IVIFPRs and has failed to consider the IVIF judgment directly, which may not fully seize the primitive judgment information. Studies [17,19,21] have focused on additively consistent IVIFPRs while ignoring the consistency of the associated preference matrices, which may result in illogical conclusions. Consistency is an important indicator to measure the level of quality for preference information provided by DMs. Therefore, it is necessary to discuss the function of additively consistent IVIFPRs in the decision-making process.

(2) The existing studies [15,23,24] have merely considered the case of a single DM (or expert) and neglected the GDM situation during the decision-making process. In general, an individual expert cannot provide a perfect suggestion for complex problems. In this case, it is necessary to employ more than one DM to make such a decision. Furthermore, for GDM problems, the DMs’ subjective weights and objective weights should all be considered in order to avoid subjective bias and objective rigidity. However, most studies (References [10,12,16,17,19–21]) cannot achieve this requirement. Therefore, it is vital to find a reasonable solution to determine the weights of the DMs for GDM with IVIFPRs.

In order to eliminate the above shortcomings, this paper focuses on discussing additively consistent IVIFPRs and their application to GDM problems. First, inspired by the works of Wan et al. [20] and Bustince [29], a new definition of additively consistent IVIFPRs is proposed based on the additive transitivity of an IVFPR. Then, two mathematical models are established to extract two special, consistent IVFPRs. In terms of deriving the priority weights of the alternatives, a linear optimization model is constructed by minimizing the deviations between the individual judgments as well as the width degrees of the interval priority weights. For GDM, a novel method is proposed to determine the weights of the DMs, by considering both the adjusted subjective weight and the objective weight. Finally, an innovative approach for GDM with IVIFPRs is proposed.

The rest of this paper is organized as follows. In Section 2, some basic related definitions and concepts on preference relations are reviewed and the concept of an additively consistent IVIFPR is introduced. In Section 3, two linear or adjusted optimization models are constructed to extract
two special IVFPRs from an IVIFPR. Then, a linear programming method is proposed to derive the IVIF priority weights. In Section 4, an extended method for GDM with IVIFPRs is put forward. In Section 5, one practice example is illustrated to demonstrate the application of the proposed approach. In Section 6, brief concluding remarks are presented.

2. Preliminaries

In this section, some concepts associated with preference relations are reviewed.

2.1. Associated Concepts

**Definition 1 ([30]).** An IVFPR \( \tilde{R} \) on the alternative set \( X = \{x_1, x_2, \ldots, x_n\} \) is presented by an interval-valued fuzzy judgment matrix \( R = (r_{ij})_{n \times n} \subset X \times X \), where \( r_{ij} = [\tilde{r}_{ij}, \tilde{r}_{ij}] \) denotes the preference degree for alternative \( x_i \) over \( x_j \) falls between \( \tilde{r}_{ij} \) and \( \tilde{r}_{ij} \). Moreover, \( \tilde{r}_{ij} \) and \( \tilde{r}_{ij} \) fulfill the following conditions:

\[
0 \leq \tilde{r}_{ij} \leq \tilde{r}_{ij} \leq 1, \ \tilde{r}_{ij} + \tilde{r}_{ji} = 1, \ \tilde{r}_{ij} + \tilde{r}_{ji} = 1 \ \tilde{r}_{ij} = 0.5, \text{ for all } i, j = 1, 2, \ldots, n.
\]

**Definition 2 ([6]).** An IVFPR \( R = (r_{ij})_{n \times n} \) with \( r_{ij} = [\tilde{r}_{ij}, \tilde{r}_{ij}] \) is additively consistent if:

\[
\tilde{r}_{ij} + \tilde{r}_{jk} + \tilde{r}_{ki} = \tilde{r}_{ij} + \tilde{r}_{ji} + \tilde{r}_{kj}, \text{ for all } i, j, k = 1, 2, \ldots, n.
\] (1)

As \( \tilde{r}_{ij} + \tilde{r}_{ji} = 1 \) and \( \tilde{r}_{ij} + \tilde{r}_{ji} = 1 \), for all \( i, j, k = 1, 2, \ldots, n \), Equation (1) can be converted into the following:

\[
\tilde{r}_{ij} + \tilde{r}_{ij} + \tilde{r}_{ij} + \tilde{r}_{ji} + \tilde{r}_{ij} + \tilde{r}_{kj} = 3, \text{ for all } i, j = 1, 2, \ldots, n.
\] (2)

**Theorem 1 ([31]).** An IVFPR \( R = (r_{ij})_{n \times n} \) with \( r_{ij} = [\tilde{r}_{ij}, \tilde{r}_{ij}] \) is additively consistent if:

\[
\tilde{r}_{ij} + \tilde{r}_{ij} + \tilde{r}_{ij} + \tilde{r}_{ij} + \tilde{r}_{ij} + \tilde{r}_{ij} = 3, \text{ for all } i, j, k = 1, 2, \ldots, n, i < j < k,
\] (3)

or equivalently:

\[
\tilde{r}_{ij} + \tilde{r}_{ij} + \tilde{r}_{ij} = \tilde{r}_{ij} + \tilde{r}_{ij} + 1, \text{ for all } i, j, k = 1, 2, \ldots, n, i < j < k.
\] (4)

Equations (2)–(4) are equivalent; that is to say, any one of Equations (2)–(4) can be seen as the condition of additive consistency for an IVFPR \( R = (r_{ij})_{n \times n} \). Moreover, the elements in Equation (4) only confine the upper triangular part of \( \tilde{R} \). Thus, using Equation (4) can simplify the computation.

**Definition 3 ([6]).** An internal priority weight vector \( \tilde{w} = (\tilde{w}_1, \tilde{w}_2, \ldots, \tilde{w}_n)^T \) with \( \tilde{w}_i = [\tilde{w}_i, \tilde{w}_i] \) for \( i = 1, 2, \ldots, n \) is said to be normalized if it satisfies the following:

\[
0 \leq \tilde{w}_j \leq \tilde{w}_i \leq 1, \ \sum_{j=1,j\neq i}^{n} \tilde{w}_j + \tilde{w}_i \leq 1, \ \tilde{w}_i + \sum_{j=1,j\neq i}^{n} \tilde{w}_j \geq 1, \text{ for } i = 1, 2, \ldots, n.
\] (5)

**Definition 4 ([6]).** An IVFPR \( R = (r_{ij})_{n \times n} \) with \( r_{ij} = [\tilde{r}_{ij}, \tilde{r}_{ij}] \) is additively consistent if there is a normalized internal priority weight vector \( \tilde{w} = (\tilde{w}_1, \tilde{w}_2, \ldots, \tilde{w}_n)^T \) with \( \tilde{w}_i = [\tilde{w}_i, \tilde{w}_i] \) that satisfies:

\[
r_{ij} = [\tilde{r}_{ij}, \tilde{r}_{ij}] = \begin{cases} 
[0.5, 0.5], & \text{if } i = j \\
0.5(\tilde{w}_i - \tilde{w}_j + 1), 0.5(\tilde{w}_j - \tilde{w}_i + 1), & \text{if } i \neq j
\end{cases}
\] (6)

where \( \tilde{w}_i = [\tilde{w}_i, \tilde{w}_i] \) reflects the importance of alternative \( x_i \) and satisfies the conditions in Equation (5).
2.2. Additive Consistency of an IVIFPR

**Definition 5** ([15]). Let \( X = \{ x_1, x_2, \ldots, x_n \} \) be a nonempty alternative set. An IVIFPR \( \tilde{R} \) on the set \( X \) is denoted by \( \tilde{R} = (\tilde{r}_{ij})_{n \times n} \subset X \times X \) with \( \tilde{r}_{ij} = ([\mu_{ij}, \bar{\mu}_{ij}], [\nu_{ij}, \bar{\nu}_{ij}]) \), where \([\mu_{ij}, \bar{\mu}_{ij}]\) and \([\nu_{ij}, \bar{\nu}_{ij}]\) are the ranges for the preference and no-preference degrees, respectively, for alternative \( x_i \) over \( x_j \). Furthermore, \( \tilde{r}_{ij} = [1 - \mu_{ij}(x) - \nu_{ij}(x), 1 - \mu_{ij}(x) - \nu_{ij}(x)] \) is represented as the interval for the degree of hesitancy in the preference of alternative \( x_i \) over \( x_j \). Moreover, \([\mu_{ij}, \bar{\mu}_{ij}]\) and \([\nu_{ij}, \bar{\nu}_{ij}]\) fulfill the conditions as follows:

\[
[\mu_{ij}, \bar{\mu}_{ij}] \subseteq [0, 1], \quad [\nu_{ij}, \bar{\nu}_{ij}] \subseteq [0, 1], \quad [\mu_{ij}, \bar{\mu}_{ij}] = [\nu_{ij}, \bar{\nu}_{ij}] = [0.5, 0.5], \quad 0 \leq \mu_{ij} + \nu_{ij} \leq 1
\]

The pair \( \alpha = ([\mu, \bar{\mu}], [\nu, \bar{\nu}]) \) is called an interval-valued intuitionistic fuzzy value (IVIFV) [32], where \([\mu, \bar{\mu}] \subseteq [0, 1] \) and \([\nu, \bar{\nu}] \subseteq [0, 1] \).

Xu and Chen [15] proposed the concepts of the score and accuracy functions, which provide one of the feasible methods to rank IVIFV.

**Definition 6** ([15]). For an IVIFV \( \alpha = ([\mu, \bar{\mu}], [\nu, \bar{\nu}]) \), the score function \( S(\alpha) \) is:

\[
S(\alpha) = \frac{1}{2}(\mu - \bar{\mu} + \nu - \bar{\nu})
\]

and accuracy function \( H(\alpha) \) is:

\[
H(\alpha) = \frac{1}{2}(\mu + \bar{\mu} + \nu + \bar{\nu})
\]

For any two IVIFVs, \( \alpha_1 = ([\mu_1, \bar{\mu}_1], [\nu_1, \bar{\nu}_1]) \) and \( \alpha_2 = ([\mu_2, \bar{\mu}_2], [\nu_2, \bar{\nu}_2]) \).

If \( S(\alpha_1) > S(\alpha_2) \), then the IFIFV \( \alpha_1 \) is larger than the IFIFV \( \alpha_2 \), represented by \( \alpha_1 > \alpha_2 \).

If \( S(\alpha_1) = S(\alpha_2) \), then:

- If \( H(\alpha_1) > H(\alpha_2) \), then the IVIFV \( \alpha_1 \) is larger than the IVIFV \( \alpha_2 \), represented by \( \alpha_1 > \alpha_2 \).
- If \( H(\alpha_1) < H(\alpha_2) \), then the IVIFV \( \alpha_1 \) is smaller than the IVIFV \( \alpha_2 \), represented by \( \alpha_1 < \alpha_2 \).
- If \( H(\alpha_1) = H(\alpha_2) \), then the IVIFV \( \alpha_1 \) and \( \alpha_2 \) are equal, represented by \( \alpha_1 = \alpha_2 \).

Bustince [29] pointed out that an IVIFV can be transformed into an IFIFV using a proper operator \( F_\lambda \). The operator \( F_\lambda \) of an IVIF \( \tilde{A} = \left\{ (z, [\mu_A(z), \bar{\mu}_A(z)], [\nu_A(z), \bar{\nu}_A(z)]) \right\} | z \in Z \) is defined as:

\[
F_\lambda (\tilde{A}) = \left\{ (z, [(1 - \lambda)\mu_A(z) + \lambda(1 - \bar{\nu}_A(z)), (1 - \lambda)\bar{\nu}_A(z) + \lambda(1 - \bar{\mu}_A(z))]) \right\} | z \in Z \}
\]

where the parameter \( \lambda \in [0, 1] \). \( F_\lambda (\tilde{A}) \) is an interval-value fuzzy value (IVFV).

Using Equation (9), an IVIFV \( \alpha = ([\mu, \bar{\mu}], [\nu, \bar{\nu}]) \) is transformed into the interval \( F_\lambda (\alpha) = \left( (1 - \lambda)\mu + \lambda(1 - \bar{\nu}), (1 - \lambda)\bar{\mu} + \lambda(1 - \bar{\nu}) \right) \), where \( \lambda \in [0, 1] \) reflects the DM’s risk attitude.

Using Equation (9), an IVIFV \( \alpha = ([\mu, \bar{\mu}], [\nu, \bar{\nu}]) \) is transformed into the interval \( F_\lambda (\alpha) = \left( (1 - \lambda)\mu + \lambda(1 - \bar{\nu}), (1 - \lambda)\bar{\mu} + \lambda(1 - \bar{\nu}) \right) \), where \( \lambda \in [0, 1] \) reflects the DM’s risk attitude.

When \( \lambda = 1 \), one has \( F_\lambda (\alpha) = [1 - \bar{\nu}, 1 - \bar{\nu}] \), which can be considered the highest preferred degree of IVIFV \( \alpha \). When \( \lambda = 0 \), one has \( F_\lambda (\alpha) = [\mu, \bar{\mu}] \), which can be considered the lowest preferred degree of IVIFV \( \alpha \). Therefore, the preference degree of an IVIFV \( \alpha = ([\mu, \bar{\mu}], [\nu, \bar{\nu}]) \) can be rewritten as \([\mu, \bar{\mu}] \leq F_\lambda (\alpha) \leq [1 - \bar{\nu}, 1 - \bar{\nu}] \).

Similarly, for an IVIFPR \( \tilde{R} = (\tilde{r}_{ij})_{n \times n} \) with \( \tilde{r}_{ij} = ([\mu_{ij}, \bar{\mu}_{ij}], [\nu_{ij}, \bar{\nu}_{ij}]) \), by Equation (9), let:

\[
\begin{cases}
\eta_{ij} = (1 - \lambda_{ij})\mu_{ij} + \lambda_{ij}(1 - \bar{\nu}_{ij}) \\
\pi_{ij} = (1 - \lambda_{ij})\bar{\nu}_{ij} + \lambda_{ij}(1 - \bar{\nu}_{ij})
\end{cases}
\]

for all \( i, j = 1, 2, \ldots, n, i < j \).
Therefore, the preference degree of the IVIFPR \( \tilde{R} = (\tilde{r}_{ij})_{n \times n} \) is denoted by \([\eta_{ij}, \overline{\eta}_{ij}]\) where \( \mu_{ij} \leq \eta_{ij} \leq 1 - \overline{\eta}_{ij}, \overline{\eta}_{ij} \leq 1 - v_{ij} \) and \( \lambda_{ij} \in [0, 1] \).

Using Equation (10), one can obtain the following matrix \( \tilde{R} = (\eta_{ij})_{n \times n'} \) where:

\[
\eta_{ij} = \begin{cases} 
(1 - \lambda_{ij})\mu_{ij} + \lambda_{ij}(1 - v_{ij}), & \text{if } i < j \\
0,5,0,5, & \text{if } i = j \\
1 - \eta_{ji}, & \text{if } i > j 
\end{cases}
\tag{11}
\]

As per Definition 1, it can be easily confirmed that such a matrix \( \tilde{R} = (\eta_{ij})_{n \times n} \) is an IVFPR. Because \( \eta_{ij} \in [\mu_{ij}, 1 - \overline{\eta}_{ij}] \) and \( \overline{\eta}_{ij} \in [\overline{\eta}_{ji} - 1 - \eta_{ij}] \), the matrix \( \tilde{R} = (\eta_{ij})_{n \times n} \) can be viewed as an extracted IVFPR from the IVIFPR \( \tilde{R} = (\tilde{r}_{ij})_{n \times n} \).

In order to avoid incoherent results, the consistency of preference relations should be checked. In what follows, according to the extracted IVFPR, a definition of the additive consistency of an IVIFPR is introduced.

**Definition 7.** An IVIFPR \( \tilde{R} = (\tilde{r}_{ij})_{n \times n} \) with \( \tilde{r}_{ij} = ([\mu_{ij}, \overline{\eta}_{ij}], [v_{ij}, \overline{v}_{ij}] ) \) is additively consistent if the IVFPR \( \tilde{R} = (\eta_{ij})_{n \times n} \) with \( \eta_{ij} = [\eta_{ij}, \overline{\eta}_{ij}] \) extracted using Equation (11) is additively consistent.

**Theorem 2.** An IVIFPR \( \tilde{R} = (\tilde{r}_{ij})_{n \times n} \) with \( \tilde{r}_{ij} = ([\mu_{ij}, \overline{\eta}_{ij}], [v_{ij}, \overline{v}_{ij}] ) \) is additively consistent if the following condition is satisfied:

\[
(1 - \lambda_{ij})(\mu_{ij} + \overline{\eta}_{ij}) + \lambda_{ij}(2 - v_{ij} - \overline{v}_{ij}) = (1 - \lambda_{jk})(\mu_{jk} + \overline{\eta}_{jk}) + \lambda_{jk}(2 - v_{jk} - \overline{v}_{jk}) + 1
\tag{12}
\]

where \( 0 \leq \lambda_{ij} \leq 1 \) for all \( i, j, k = 1, 2, \ldots, n, i < j < k \).

The proof of Theorem 2 follows from Definition 7 and Equation (4).

### 3. Determination of the Priority Weights from an IVIFPR

In this section, some mathematical or adjusted programming models are established to extract two special IVFPRs from an IVIFPR. Then, a new linear optimization method is proposed to derive the priority weights using the two extracted IVFPRs.

#### 3.1. Extracting Two Special Cases of IVFPRs from an IVIFPR

With the constant complexity calculation on IVIFV, it is very difficult to directly derive the priority weights from an IVIFPR. To simplify the solution procedure for IVIFPRs, due to Definition 7, it is natural and logical that the extracted consistent IVFPR can take part in deriving the priority weights of the alternatives. Next, we look at how to extract a consistent IVFPR from an IVIFPR.

As per Equation (10), it is sufficient to use only the upper diagonal elements of a given IVIFPR \( \tilde{R} = (\tilde{r}_{ij})_{n \times n} \) to extract the consistent IVFPR.

According to Equation (11), given an IVIFPR \( \tilde{R} = (\tilde{r}_{ij})_{n \times n} \) with \( \tilde{r}_{ij} = ([\mu_{ij}, \overline{\eta}_{ij}], [v_{ij}, \overline{v}_{ij}] ) \), when different values of \( \lambda_{ij} \) are chosen, numerous matrices \( \tilde{R} = (\eta_{ij})_{n \times n} \) with \( \eta_{ij} = [\eta_{ij}, \overline{\eta}_{ij}] \) can be extracted from an IVIFPR \( \tilde{R} = (\tilde{r}_{ij})_{n \times n} \). In this mapping, \( \lambda_{ij} \) reflects the DM’s risk attitude. The larger the value of \( \lambda_{ij} \), the higher the DM’s risk. The smaller the value of \( \lambda_{ij} \), the lower the DM’s risk. When \( \lambda_{ij} = 1 \), denoting the absolute risk-taking case for each pairwise comparison of alternatives, one has \([\eta_{ij}, \overline{\eta}_{ij}] = [1 - \overline{v}_{ij}, 1 - v_{ij}]\), which can be interpreted as the largest preferred degree for the
which makes the extracted IVFPR \( \tilde{\eta}_{ij} \) from the initial IVIFPR. To fix this limitation, some relaxed variables are empty feasible solutions of Equations (13) and (14), no consistent IVFPRs can be obtained consistent IVFPRs obviously that the extracted IVFPR \( \tilde{\eta}_{ij} \) is consistent. Thus, the primary task is to find a suitable value of \( \lambda_{ij} \), which makes the extracted IVFPR \( \tilde{\eta}_{ij} \) consistent to a great extent. However, when there are infinite possible values of \( \lambda_{ij} \), more than one consistent IVFPR can be extracted. In this situation, two special cases are taken into consideration—the absolute risk-taking and the absolute risk-averse cases.

In order to extract the absolute risk-taking IVFPR \( \tilde{\eta}_{ij} \) from an IVIFPR \( \tilde{\eta}_{ij} \), a mathematical programming model is constructed in the following manner:

\[
J^+ = \max \sum_{i=1}^{n} \sum_{i<j=1}^{n} \lambda_{ij}
\]

\[
\begin{aligned}
J^+ & = (1-\lambda_{ij})(\mu_{ij} + \eta_{ij}) + \lambda_{ij}(2-\eta_{ij} - \tau_{ij}) + \lambda_{ik}(2-\mu_{ik} - \tau_{ik}) \\
& = (1-\lambda_{ij})(\mu_{ik} + \eta_{ik}) + \lambda_{ij}(2-\eta_{ij} - \tau_{ij}) + 1, \ (i,j,k = 1, 2, \ldots, n, i < j < k) \\
\mu_{ij} & \leq (1-\lambda_{ij})\mu_{ij} + \lambda_{ij}(1-\tau_{ij}) \leq 1-\tau_{ij} (i,j = 1, 2, \ldots, n, i < j) \\
\tau_{ij} & \leq (1-\lambda_{ij})\tau_{ij} + \lambda_{ij}(1-\eta_{ij}) \leq 1-\eta_{ij} (i,j = 1, 2, \ldots, n, i < j) \\
1 & \leq \lambda_{ij} \leq 1, (i,j = 1, 2, \ldots, n; i < j)
\end{aligned}
\]

Solving the model in Equation (13) using an optimization computer package (e.g., Lingo and MATLAB), we can obtain the optimal solution \( \lambda_{ij} \) for all \( i, j = 1, 2, \ldots, n, i < j \). Then, as per Equation (11), the absolute risk-taking IVFPR \( \tilde{\eta}_{ij} \) denoted by \( R' = (\phi_{ij})_{n \times n} \) with \( \phi_{ij} = [\mu_{ij}, \eta_{ij}] \) can be extracted from the IVIFPR \( \tilde{\eta}_{ij} \). It is obvious that the extracted IVFPR \( R' \) is consistent.

Analogously, solving the following model in Equation (14), the absolute risk-averse IVFPR \( \tilde{\eta}_{ij} \) denoted by \( R'' = (\theta_{ij})_{n \times n} \) with \( \theta_{ij} = [\mu_{ij}, \eta_{ij}] \) can be extracted from the IVIFPR \( \tilde{\eta}_{ij} \). It is obvious that the extracted IVFPR \( R'' \) is consistent.

\[
J^- = \min \sum_{i=1}^{n} \sum_{i<j=1}^{n} \lambda_{ij}
\]

\[
\begin{aligned}
J^- & = (1-\lambda_{ij})(\mu_{ij} + \eta_{ij}) + \lambda_{ij}(2-\eta_{ij} - \tau_{ij}) + \lambda_{ik}(2-\mu_{ik} - \tau_{ik}) \\
& = (1-\lambda_{ij})(\mu_{ik} + \eta_{ik}) + \lambda_{ij}(2-\eta_{ij} - \tau_{ij}) + 1, \ (i,j,k = 1, 2, \ldots, n, i < j < k) \\
\mu_{ij} & \leq (1-\lambda_{ij})\mu_{ij} + \lambda_{ij}(1-\tau_{ij}) \leq 1-\tau_{ij} (i,j = 1, 2, \ldots, n, i < j) \\
\tau_{ij} & \leq (1-\lambda_{ij})\tau_{ij} + \lambda_{ij}(1-\eta_{ij}) \leq 1-\eta_{ij} (i,j = 1, 2, \ldots, n, i < j) \\
1 & \leq \lambda_{ij} \leq 1, (i,j = 1, 2, \ldots, n; i < j)
\end{aligned}
\]

If the nonempty feasible solutions of Equations (13) and (14) can be obtained, then the consistent IVFPREs \( R' \) and \( R'' \) can be extracted using Equation (11) in the absolute risk-taking and the absolute risk-averse cases, respectively. Nevertheless, one cannot ensure that the models in Equations (13) and (14) will always have nonempty feasible solutions. If there are empty feasible solutions of Equations (13) and (14), no consistent IVFPREs can be obtained from the initial IVIFPR. To fix this limitation, some relaxed variables \( p_{ij}, q_{ij}, \mu_{ij}, \) and \( \eta_{ij} \) are introduced into the IVIFV, then each IVIFV \( \tilde{\mu}_{ij} = ([\mu_{ij}, \eta_{ij}], [\mu_{ij}, \eta_{ij}]) \) in the IVFPR \( \tilde{\eta}_{ij} \) is transformed
into \( r_{ij} = (\mu_{ij} - p_{ij}^-) \), \( \forall r_{ij} \neq q_{ij}^+ \) where \( p_{ij}^-, p_{ij}^+, q_{ij}^+ \geq 0 \), thus converting Equation (11) into:

\[
\eta_{ij} = \begin{cases} 
(1 - \lambda_{ij}) \left[ (1 - \lambda_{ij}) \left( \mu_{ij} - p_{ij}^- \right) + \lambda_{ij} \left( 2 - \varpi_{ij} - q_{ij}^- \right) \right] 
+ \left[ (1 - \lambda_{ij}) \left( \mu_{ij} - p_{ij}^- \right) + \lambda_{ij} \left( 2 - \varpi_{ij} - q_{ij}^- \right) \right], & \text{if } i < j \\
0.5, 0.5], & \text{if } i = j \\
1 - \eta_{ji}, & \text{if } i > j
\end{cases}
\]  

(15)

Therefore, if there are empty feasible solutions of Equations (13) and (14), the adjusted programming models of Equations (16) and (17) are constructed as:

\[
G^+ = \max \sum_{i,j=1}^{n} \sum_{i,j=1}^{n} \lambda_{ij} - \sum_{i,j=1}^{n} \sum_{i,j=1}^{n} (p_{ij}^- + p_{ij}^+ + q_{ij}^- + q_{ij}^+)
\]

s.t.

\[
\begin{align*}
\mu_{ij} - p_{ij}^- \leq (1 - \lambda_{ij}) \left( \mu_{ij} - p_{ij}^- \right) + \lambda_{ij} \left( 1 - \left( \varpi_{ij} + q_{ij}^+ \right) \right) & \leq 1 - \left( \varpi_{ij} + q_{ij}^+ \right), \\
(i, j, k = 1, 2, \ldots, n, i < j) \\
p_{ij}^+ + q_{ij}^+ \leq (1 - \lambda_{ij}) \left( \mu_{ij} + p_{ij}^+ \right) + \lambda_{ij} \left( 1 - \left( \varpi_{ij} - q_{ij}^- \right) \right) & \leq 1 - \left( \varpi_{ij} - q_{ij}^- \right), \\
(i, j, k = 1, 2, \ldots, n, i < j) \\
0 \leq (1 - \lambda_{ij}) \left( \mu_{ij} - p_{ij}^- \right) + \lambda_{ij} \left( 1 - \left( \varpi_{ij} + q_{ij}^+ \right) \right) & \leq 1, (i, j = 1, 2, \ldots, n, i < j) \\
0 \leq (1 - \lambda_{ij}) \left( \mu_{ij} + p_{ij}^+ \right) + \lambda_{ij} \left( 1 - \left( \varpi_{ij} - q_{ij}^- \right) \right) & \leq 1, (i, j = 1, 2, \ldots, n, i < j) \\
0 \leq \lambda_{ij} \leq 1, p_{ij}^+, q_{ij}^+, q_{ij}^- \geq 0, (i, j = 1, 2, \ldots, n, i < j)
\end{align*}
\]  

(16)

\[
G^- = \min \sum_{i,j=1}^{n} \sum_{i,j=1}^{n} \lambda_{ij} + \sum_{i,j=1}^{n} \sum_{i,j=1}^{n} (p_{ij}^- + p_{ij}^+ + q_{ij}^- + q_{ij}^+)
\]

s.t.

\[
\begin{align*}
\mu_{ij} - p_{ij}^- \leq (1 - \lambda_{ij}) \left( \mu_{ij} - p_{ij}^- \right) + \lambda_{ij} \left( 1 - \left( \varpi_{ij} + q_{ij}^+ \right) \right) & \leq 1 - \left( \varpi_{ij} + q_{ij}^+ \right), \\
(i, j, k = 1, 2, \ldots, n, i < j) \\
p_{ij}^+ + q_{ij}^+ \leq (1 - \lambda_{ij}) \left( \mu_{ij} + p_{ij}^+ \right) + \lambda_{ij} \left( 1 - \left( \varpi_{ij} - q_{ij}^- \right) \right) & \leq 1 - \left( \varpi_{ij} - q_{ij}^- \right), \\
(i, j, k = 1, 2, \ldots, n, i < j) \\
0 \leq (1 - \lambda_{ij}) \left( \mu_{ij} - p_{ij}^- \right) + \lambda_{ij} \left( 1 - \left( \varpi_{ij} + q_{ij}^+ \right) \right) & \leq 1, (i, j = 1, 2, \ldots, n, i < j) \\
0 \leq (1 - \lambda_{ij}) \left( \mu_{ij} + p_{ij}^+ \right) + \lambda_{ij} \left( 1 - \left( \varpi_{ij} - q_{ij}^- \right) \right) & \leq 1, (i, j = 1, 2, \ldots, n, i < j) \\
0 \leq \lambda_{ij} \leq 1, p_{ij}^+, q_{ij}^+, q_{ij}^- \geq 0, (i, j = 1, 2, \ldots, n, i < j)
\end{align*}
\]  

(17)

Solving Equations (16) and (17), the optimal solutions can be obtained. Then, through Equation (15), the absolute risk-taking-consistent IVFPR \( R' = (\phi_{ij})_{n \times n} \) with \( \phi_{ij} = [\underline{\phi}_{ij}, \bar{\phi}_{ij}] \) and the absolute risk-averse-consistent IVFPR \( R'' = (\theta_{ij})_{n \times n} \) with \( \theta_{ij} = [\underline{\theta}_{ij}, \bar{\theta}_{ij}] \) are obtained.
3.2. Deriving the Priority Weights from the Extracted IVFPRs

After discussing the additive consistency of the IVIFPR, the next work should focus on deriving the priority weights of the alternatives. As mentioned above, the matrices \( R' = (\varrho_{ij})_{n \times n} \) and \( R'' = (\theta_{ij})_{n \times n} \) as two special IVFPRs extracted from the IVIFPR, are both used to derive the priority weights of alternatives. In this subsection, one suitable method is put forward to implement this.

According to Definition 4, an IVFPR \( R = (r_{ij})_{n \times n} \) with \( r_{ij} = [\varrho_{ij}, \tau_{ij}] \) is additively consistent if there is a normalized interval fuzzy priority weight vector \( w = (\tilde{w}_1, \tilde{w}_2, \ldots, \tilde{w}_n)^T \) with \( \tilde{w}_i = [\overline{w}_i, \underline{w}_i] \) that satisfies Equation (6). In practice, because of the complexity and indeterminacy of the decision-making problems, Equation (6) cannot always hold. Therefore, deviations between \( [\varrho_{ij}, \tau_{ij}] \) and \( [0.5(\overline{w}_i - \overline{w}_j) + 0.5(\overline{w}_i + \overline{w}_j + 1)] \) can be introduced as \( \rho_{ij} = 0.5(\overline{w}_i - \overline{w}_j + 1) - r_{ij} \) and \( \sigma_{ij} = 0.5(\overline{w}_i - \overline{w}_j + 1) - r_{ij} (i, j = 1, 2, \ldots, n, i \neq j) \), respectively. Smaller values of \( \rho_{ij} \) and \( \sigma_{ij} \) indicate that the IVFPR \( R = (r_{ij})_{n \times n} \) is more additively consistent. Moreover, the width degree of the interval fuzzy priority weight vector is denoted by \( D(w_i) = (\overline{w}_i - \underline{w}_i) \). Entani and Inuiguchi [33] pointed out that the interval priority weight vector is closest to the given IVFPR when the width degree \( D(w_i) \) is minimized. That is to say, the narrower the interval priority weights, the clearer the evaluations for the alternatives.

Consequently, in order to find the smallest deviations \( \rho_{ij} \) and \( \sigma_{ij} \) and width degree \( D(w_i) \), the following optimization model is constructed to derive the normalized interval priority weights:

\[
\begin{align*}
\min & \quad \sum_{i=1}^{n} (\overline{w}_i - \underline{w}_i) + \sum_{i=1}^{n} \sum_{j=1, j \neq i}^{n} |\rho_{ij}| + |\sigma_{ij}| \\
\text{s.t.} & \quad \rho_{ij} - 0.5(\overline{w}_i - \overline{w}_j + 1) + \ell_{ij} = 0 (i, j = 1, 2, \ldots, n, i \neq j) \\
& \quad \sigma_{ij} - 0.5(\overline{w}_i - \overline{w}_j + 1) + \ell_{ij} = 0 (i, j = 1, 2, \ldots, n, i \neq j) \\
& \quad \sum_{j=1, j \neq i}^{n} \overline{w}_j + \underline{w}_i \leq 1, \quad \overline{w}_i + \sum_{j=1, j \neq i}^{n} \underline{w}_j \geq 1 (i, j = 1, 2, \ldots, n, i \neq j) \\
& \quad 0 \leq \underline{w}_i \leq \overline{w}_i \leq 1 (i = 1, 2, \ldots, n)
\end{align*}
\]

As \( \rho_{ij} = 0.5(\overline{w}_i - \overline{w}_j + 1) - \ell_{ij} \) and \( \sigma_{ij} = 0.5(\overline{w}_i - \overline{w}_j + 1) - \ell_{ij} \), \( \ell_{ij} + \ell_{ji} = 1 \), and \( \ell_{ij} + \ell_{ji} = 1 \), one can obtain \( |\rho_{ij}| = |\sigma_{ij}| \) and \( |\rho_{ji}| = |\sigma_{ji}| \).

Therefore, Equation (18) can be simplified by considering only the upper diagonal elements as follow:

\[
\begin{align*}
\min & \quad \sum_{i=1}^{n} (\overline{w}_i - \underline{w}_i) + \sum_{i=1}^{n} \sum_{i+1}^{n} |\rho_{ij}| + |\sigma_{ij}| \\
\text{s.t.} & \quad \rho_{ij} - 0.5(\overline{w}_i - \overline{w}_j + 1) + \ell_{ij} = 0 (i, j = 1, 2, \ldots, n, i < j) \\
& \quad \sigma_{ij} - 0.5(\overline{w}_i - \overline{w}_j + 1) + \ell_{ij} = 0 (i, j = 1, 2, \ldots, n, i < j) \\
& \quad \sum_{j=1, j \neq i}^{n} \overline{w}_j + \underline{w}_i \leq 1, \quad \overline{w}_i + \sum_{j=1, j \neq i}^{n} \underline{w}_j \geq 1 (i, j = 1, 2, \ldots, n, i < j) \\
& \quad 0 \leq \underline{w}_i \leq \overline{w}_i \leq 1 (i = 1, 2, \ldots, n)
\end{align*}
\]

Let:

\[
\rho_{ij}^+ = \frac{1}{2} [\rho_{ij} + \rho_{ji}] \quad \text{and} \quad \rho_{ij}^- = \frac{1}{2} [\rho_{ij} - \rho_{ji}] \quad \text{for all } i, j = 1, 2, \ldots, n, i < j, \quad \text{and}
\]

\[
\sigma_{ij}^+ = \frac{1}{2} [\sigma_{ij} + \sigma_{ji}] \quad \text{and} \quad \sigma_{ij}^- = \frac{1}{2} [\sigma_{ij} - \sigma_{ji}] \quad \text{for all } i, j = 1, 2, \ldots, n, i < j.
\]

Then:

\[
\rho_{ij} = \rho_{ij}^+ - \rho_{ij}^- \quad \text{and} \quad |\rho_{ij}| = \rho_{ij}^+ + \rho_{ij}^- \quad \text{for all } i, j = 1, 2, \ldots, n, i < j
\]

\[
\sigma_{ij} = \sigma_{ij}^+ - \sigma_{ij}^- \quad \text{and} \quad |\sigma_{ij}| = \sigma_{ij}^+ + \sigma_{ij}^- \quad \text{for all } i, j = 1, 2, \ldots, n, i < j.
\]
Then, Equation (19) can be rewritten as a linear programming model:

$$\begin{align*}
\min & \sum_{i=1}^{n} (\mathbf{w}_i - \mathbf{w}) + \sum_{i=1}^{n} \sum_{j=1}^{n} \rho_{ij}^+ + \rho_{ij}^- + \sigma_{ij}^+ + \sigma_{ij}^-\\
\text{s.t.} & \quad \rho_{ij}^+ - \rho_{ij}^- = 0.5 (\mathbf{w}_i - \mathbf{w}_j + 1) + \tau_{ij} = 0 (i, j = 1, 2, \ldots, n, i < j) \\
& \quad \sigma_{ij}^+ - \sigma_{ij}^- = 0.5 (\mathbf{w}_i - \mathbf{w}_j + 1) + \tau_{ij} = 0 (i, j = 1, 2, \ldots, n, i < j) \\
& \quad \sum_{j=1, j \neq i}^{n} \mathbf{w}_j + \mathbf{w}_i \leq 1, \quad \mathbf{w}_i + \sum_{j=1, j \neq i}^{n} \mathbf{w}_j \geq 1 (i, j = 1, 2, \ldots, n, i < j) \\
& \quad 0 \leq \mathbf{w}_i \leq \mathbf{w}_i \leq 1 (i = 1, 2, \ldots, n) \\
& \quad \rho_{ij}^+ \rho_{ij}^+ + \sigma_{ij}^+ \sigma_{ij}^- \geq 0, \quad \rho_{ij}^+ \rho_{ij}^- = 0, \sigma_{ij}^+ \sigma_{ij}^- = 0 (i, j = 1, 2, \ldots, n, i < j)
\end{align*}$$

(20)

By solving Equation (20), the interval priority weights $\mathbf{w}_i = [\mathbf{w}_i, \mathbf{w}_i]$ (i = 1, 2, ..., n) can be obtained from the IVIFPR $\mathbf{R} = (r_{ij})_{n \times n}$. However, there are numerous values of $\tau_{ij}$ and $\tau_{ij}$ associated with the extracted IVIFPR $\mathbf{R} = (\tau_{ij})_{n \times n}$. As mentioned above, two special cases of extracted IVIFPRs $R'$ and $R''$ should participate in deriving the priority weights of alternatives. When $\mathbf{R} = R'$, solving Equation (20) yields the optimal solutions $\mathbf{w}_i = [\mathbf{w}_i, \mathbf{w}_i]$ denoted by $\mathbf{w}_i = [\mathbf{w}_i, \mathbf{w}_i]$ (i = 1, 2, ..., n). When $\mathbf{R} = R''$ solving Equation (20) yields the optimal solutions $\mathbf{w}_i = [\mathbf{w}_i, \mathbf{w}_i]$ denoted by $\mathbf{w}_i = [\mathbf{w}_i, \mathbf{w}_i]$ (i = 1, 2, ..., n).

Due to the interval valued priority vector, $\mathbf{w}_i$ and $\mathbf{w}_i$ refer to the initial IVIFPR. An IVIFPR should give an IVIF weight estimate [34]. Hence, assume that $\mathbf{w} = (\mathbf{w}_1, \mathbf{w}_2, \ldots, \mathbf{w}_n)^T$ with $\mathbf{w}_i = (\mathbf{w}_{i,\mu}, \mathbf{w}_{i,\mu}, \mathbf{w}_{i,\nu}, \mathbf{w}_{i,\nu})$ for $i = 1, 2, \ldots, n$ is an IVIF priority weight vector, where $\mathbf{w}_{i,\mu}$ and $\mathbf{w}_{i,\nu}$ can be interpreted as the ranges of the degrees of the membership and the nonmembership for the IVIFPR, respectively. Therefore, the interval valued priority vectors $\mathbf{w}_i$ and $\mathbf{w}_i$ can be fused to build the normalized one as follows:

$$\mathbf{w} = \left( \left( \mathbf{w}_{1,\mu}, \mathbf{w}_{1,\mu}, \mathbf{w}_{1,\nu}, \mathbf{w}_{1,\nu} \right), \left( \mathbf{w}_{2,\mu}, \mathbf{w}_{2,\mu}, \mathbf{w}_{2,\nu}, \mathbf{w}_{2,\nu} \right), \ldots, \left( \mathbf{w}_{n,\mu}, \mathbf{w}_{n,\mu}, \mathbf{w}_{n,\nu}, \mathbf{w}_{n,\nu} \right) \right)^T,$$

with:

$$\frac{w_i}{\mu} = \frac{\mathbf{w}_{i,\mu}}{\mu \max \left( \mathbf{w}_{i,\mu}, \mathbf{w}_{i,\nu} \right)}, \quad \frac{w_i}{\mu} = \frac{1}{\mu \max \left( \mathbf{w}_{i,\mu}, \mathbf{w}_{i,\nu} \right)} (1 - \max \left( \mathbf{w}_{i,\mu}, \mathbf{w}_{i,\nu} \right)),$$

(21)

where $\lambda = \max \left\{ \max \left\{ \mathbf{w}_{i,\mu}, \mathbf{w}_{i,\nu} \right\} - \min \left\{ \mathbf{w}_{i,\mu}, \mathbf{w}_{i,\nu} \right\} + 1 \right\}$, which can guarantee that the IVIFPR priority weight $\mathbf{w}_i (i = 1, 2, \ldots, n)$ satisfies $\mathbf{w}_{i,\mu} + \mathbf{w}_{i,\nu} \leq 1$. Consequently, the IVIFPR priority weights $\mathbf{w}_i = (\mathbf{w}_{i,\mu}, \mathbf{w}_{i,\mu}, \mathbf{w}_{i,\nu}, \mathbf{w}_{i,\nu})$ (i = 1, 2, ..., n) are obtained from Equation (21).

4. An Innovative Approach for GDM with IVIFPRs

This section concerns addressing GDM problems with IVIFPRs. An extended method is developed to determine DMs’ weights and an innovative approach for GDM with IVIFPRs is proposed.

4.1. Description of GDM Problems with IVIFPRs

Let $A = \{A_1, A_2, \ldots, A_n\}$ indicate the set of n non-inferior alternatives and $D = (d_1, d_2, \ldots, d_m)$ be a group of experts/decision makers with a corresponding weight vector $\tau = (\tau_1, \tau_2, \ldots, \tau_m)^T$. Suppose that DM $d_i$ provides his/her individual IVIFPR $\mathbf{R}_i = (\mathbf{r}_{ij})_{n \times n}$ with $\mathbf{r}_{ij} = (\mathbf{r}_{ij}, \mathbf{r}_{ij}, \mathbf{r}_{ij}, \mathbf{r}_{ij}) (i, j = 1, 2, \ldots, n; k = 1, 2, \ldots, m)$. Naturally, the priority weight vector of alternatives is an IVIF, and is denoted by $\mathbf{w} = (\mathbf{w}_1, \mathbf{w}_2, \ldots, \mathbf{w}_n)^T$, satisfying that $0 \leq \mathbf{w}_i \leq 1$ and $\sum_{i=1}^{n} \mathbf{w}_i = 1$.

In a real GDM process, DMs usually come from various regions and may differ in knowledge structure, working experience, expression, and personal preferences. Thus, there are usually
inconsistent opinions between DMs for the same GDM problem. In such a situation, in order to obtain the collective IVIFPR from all the individual IVIFPRs, it is necessary to find a reasonable solution to solve this issue. Bearing the above idea in mind, using the IVIF-weighted averaging operator in Xu and Yager [23], the collective IVIFPR \( R^c = \left( \tilde{r}_{ij}^c \right)_{n \times n} \) with \( \tilde{r}_{ij}^c = \left( \mu_{ij}^c, \tilde{v}_{ij}^c \right) \) is obtained, where:

\[
\mu_{ij}^c = \sum_{k=1}^{m} \tau_k \mu_{ij}^k, \quad \tilde{v}_{ij}^c = \sum_{k=1}^{m} \tau_k \tilde{v}_{ij}^k, \quad \forall i, j = 1, 2, \ldots, n
\]

where \( \tau_k (k = 1, 2, \ldots, m) \) is the weight of DM \( d_k \) \((k = 1, 2, \ldots, m)\).

The DMs’ weight vector \( \tau \) plays an important role in obtaining the collective IVIFPR \( R^c \). Section 4.2 aims to determine the DMs’ weights.

4.2. A Method for Determining the DMs’ Weights

Determining the DMs’ weights is a key issue when solving judgment information in GDM problems. Generally, the DM’s weights are composed of both subjective and objective weights. Liu and Li [35] pointed out that deriving the integrated DM’s weights requires three main steps: (i) Adjust given subjective weights; (ii) determine objective weights; and (iii) derive the integrated DM’s weights by combining the adjusted subjective weights with the determined objective weights.

4.2.1. Adjust Given Subjective Weights

Subjective weights are assigned in advance by known information, such as a DM’s reputation, status, occupation, familiarity with the current issue at hand, and so on. By definition, there are biases in subjective weights. Thus, it is unreasonable to assign subjective weights in advance. For instance, when some DMs with high weight have a low group consensus, that is, their judgment information severely deviates from other DMs or the group’s collective opinion, too much attention may be given to their preference, thus generating an irrational and inaccurate final solution. Therefore, the given subjective weights need to be adjusted. Pang and Liang [36] introduced three key evaluation indices—consistency, closeness, and uniformity—to evaluate the decision-making effect of each DM by combining the adjusted subjective weights with the determined objective weights.

In the aforementioned GDM problems, for alternatives \( \tilde{x}_i, \tilde{x}_j, \) and \( \tilde{x}_k \in X(i \neq j) \), if \( \tilde{R}_k \geq \tilde{R}_{k'} \), then we say that comparing with \( \tilde{x}_k, \tilde{x}_j \) dominates \( \tilde{x}_i \) in the IVIFPR \( \tilde{R}^k = \left( \tilde{r}_{ij}^k \right)_{n \times n} \) provided by DM \( d_k \).

We denoted this by \( x_j (\tilde{R}_k^{d_k}) \geq x_i \). Then, the dominance relation \( (\tilde{R}^{d_k}_{X^x}) \geq \) can be expressed as:

\[
(\tilde{R}^{d_k}_{X^x}) \geq = \left\{ x_i, x_j \in X \mid \tilde{r}_{ij}^{d_k} \geq \tilde{r}_{ij}^{d_k} \right\}.
\]

The dominant class of \( x_i \) concerning \( \tilde{x}_k \) in \( d_k \) can be represented as follows:

\[
(\tilde{x}_k \mid x_i, x_j \geq ) = \left\{ x_j \in X \mid \tilde{r}_{ij}^{d_k} \geq \tilde{r}_{ij}^{d_k} \right\}.
\]

Therefore, the family set of the dominant classes given by DM \( d_k \) for the alternative set \( X \) can be obtained as below:

\[
D(\tilde{R}^{d_k}_{X^x}) \geq = \left\{ (\tilde{x}_1 \mid x_i, x_j \geq ), (\tilde{x}_2 \mid x_i, x_j \geq ), \ldots, (\tilde{x}_n \mid x_i, x_j \geq ) \right\}.
\]

As a result, the consensus index between DMs \( d_k \) and \( d_l \) \((k, l = 1, 2, \ldots, m)\) can be defined according to the IVIFPRs \( \tilde{R}^k = \left( \tilde{r}_{ij}^k \right)_{n \times n} \) and \( \tilde{R}^l = \left( \tilde{r}_{ij}^l \right)_{n \times n} \).
Definition 8. In a given GDM problem with IVIFPRs, there are \( m \) DMs \( D = (d_1, d_2, \ldots, d_m) \) and \( n \) alternatives \( X = \{x_1, x_2, \ldots, x_n\} \). The consensus index between DMs \( d_k \) and \( d_l \) is defined as:

\[
CI^{(k,l)} = \frac{1}{n^2} \sum_{i=1}^{n} \sum_{g=1}^{n} \left| \left( \left[ x_i \right]_{X_g}^{d_k} \right)^{\geq} \cap \left( \left[ x_i \right]_{X_g}^{d_l} \right)^{\geq} \right| \left( \left( \left[ x_i \right]_{X_g}^{d_k} \right)^{\geq} \cup \left( \left[ x_i \right]_{X_g}^{d_l} \right)^{\geq} \right) \right|,
\]

where \( k, l = 1, 2, \ldots, m \), and \( |\cdot| \) means the number of elements in the set.

It is easy to confirm that the consensus index \( CI^{(k,l)} \) fulfills the following properties:

(i) \( 0 \leq CI^{(k,l)} \leq 1 \); (ii) \( CI^{(k,k)} = 1 \); (iii) \( CI^{(k,l)} = CI^{(l,k)} \).

Equation (26) denotes the consensus index which can be applied to measure the similarity between DMs \( d_k \) and \( d_l \) by their individual IVIFPRs. Obviously, the larger the value of \( CI^{(k,l)} \), the higher the similarity between DMs \( d_k \) and \( d_l \). Thus, let \( SD(d_k) \) be the support degree of DM \( d_k \) supported by other DMs, which can be defined as follows:

\[
SD(d_k) = \sum_{k=1, j \neq k}^{m} CI^{(k,j)} \quad (k = 1, 2, \ldots, m).
\]

Similar to Liu and Li [35], Equation (27) is also interpreted as the overall relative importance index of the \( k \)th DM, supported by the other DMs’ judgment information. That is to say, the larger the value of \( SD(d_k) \), the more importance should be assigned to DM \( d_k \). Thus, it can be used to adjust the given subjective weights. Let \( \tilde{\tau}_k^s (k = 1, 2, \ldots, m) \) be the adjusted subjective weights, calculated as follows:

\[
\tilde{\tau}_k^s = \frac{\eta_k^s \tau_k}{\sum_{k=1}^{m} \eta_k^s \tau_k} \quad \text{for all} \quad k = 1, 2, \ldots, m
\]

where \( \tilde{\tau}_k^s (k = 1, 2, \ldots, m) \) is the given subjective weight and \( \tau_k = \frac{SD(d_k)}{m-1} \) \((k = 1, 2, \ldots, m) \) indicates the average support degree by other DMs.

4.2.2. Determine the DMs’ Objective Weights

In general, objective weights are obtained according to the quality of judgment information provided by each DM. In practical GDM, an individual DM’s opinion should be in accordance with the group’s opinion as much as possible. The group’s opinion usually represents the group’s ideal decision, to facilitate the description, which is presumed to be provided by the ideal DM \( d_\ast \). Similar to Yue [37], it is reasonable to think that the group’s ideal decision is the average of all individual experts’ decisions. Thus, the group’s ideal decision is denoted by \( \tilde{R}^* = \left( \tilde{r}_{ij}^* \right)_{n \times n} \) with \( \tilde{r}_{ij}^* = \left( [\mu_{ij}^*, \mu_{ij}^{-}, \mu_{ij}^{(1)}], [\nu_{ij}^*, \nu_{ij}^{-}, \nu_{ij}^{(1)}] \right) \), where:

\[
\mu_{ij}^* = \frac{1}{m} \sum_{k=1}^{m} \mu_{ij}^k, \quad \nu_{ij}^* = \frac{1}{m} \sum_{k=1}^{m} \nu_{ij}^k, \quad \nu_{ij}^{(1)} = \frac{1}{m} \sum_{k=1}^{m} \nu_{ij}^{(1)}, \quad \mu_{ij}^{(1)} = \frac{1}{m} \sum_{k=1}^{m} \mu_{ij}^{(1)} \quad \text{for all} \quad i, j = 1, 2, \ldots, n.
\]

Then, by Definition 8, the consensus index between DM \( d_1 \) and the ideal DM \( d_\ast \) is defined as:

\[
CI^{(k,\ast)} = \frac{1}{n^2} \sum_{i=1}^{n} \sum_{g=1}^{n} \left| \left( \left[ x_i \right]_{X_g}^{d_1} \right)^{\geq} \cap \left( \left[ x_i \right]_{X_g}^{d_\ast} \right)^{\geq} \right| \left( \left( \left[ x_i \right]_{X_g}^{d_1} \right)^{\geq} \cup \left( \left[ x_i \right]_{X_g}^{d_\ast} \right)^{\geq} \right) \right|, \quad \text{for} \quad k = 1, 2, \ldots, m.
\]
Clearly, the higher the value of $\text{CI}^{(k,s)}$, the more important the DM $d_k$’s opinion in GDM. In this way, the DM $d_k$ should be assigned a higher weight. Therefore, the objective weight denoted by $\tau^0_k$ of the $k$th ($k = 1, 2, \ldots, m$) DM can be obtained by normalizing the consensus index $\text{CI}^{(k,s)}$:

$$
\tau^0_k = \frac{\text{CI}^{(k,s)}}{\sum_{k=1}^{m} \text{CI}^{(k,s)}}, \quad \text{for } k = 1, 2, \ldots, m. \tag{31}
$$

### 4.2.3. Derive the Integrated DMs’ Weights

Combining the adjusted subjective weight $\bar{\eta}^s_k (k = 1, 2, \ldots, m)$ with the objective weight $\bar{\tau}^0_k (k = 1, 2, \ldots, m)$, an integrated DM’s weight $\bar{\tau}^c_k (k = 1, 2, \ldots, m)$ can be derived by the following formula:

$$
\bar{\tau}^c_k = \gamma \bar{\tau}^0_k + (1 - \gamma) \bar{\eta}^s_k, \quad \text{for } k = 1, 2, \ldots, m. \tag{32}
$$

where $\gamma \in [0, 1]$ is a control parameter, which can be changed in the specific GDM problem.

### 4.3. Approach for Group Decision Making with IVIFPRs

Summarizing the aforementioned analysis, an innovative approach is put forward for solving GDM problems with IVIFPRs. The concrete steps are summarized below and graphically depicted in Figure 1.

**Step 1.** Set the value of parameter $\gamma$ and predefine the subjective weights of DMs $\bar{\tau}^c_k (k = 1, 2, \ldots, m)$.

**Step 2.** Determine the integrated DMs’ weight vector $\tau = (\tau_1, \tau_2, \ldots, \tau_m)^T$ through Equation (32).

**Step 3.** Using Equation (22), calculate the collective IVIFPRs $R_c = \left(\bar{r}_{ij}\right)_{n \times n}$ by the integrated DMs’ weight vector $\tau$.

**Step 4.** Obtain the absolute risk-taking-consistent IVFPR $R' = \left(\phi_{ij}\right)_{n \times n}$ and the absolute risk-averse-consistent IVFPR $R'' = \left(\theta_{ij}\right)_{n \times n}$. If there are nonempty feasible solutions of Equations (13) and (14), $\lambda_{ij} (i < j)$ can be obtained. Then, the absolute risk-taking-consistent IVFPR $R'$ and the absolute risk-averse-consistent IVFPR $R''$ can be extracted using Equation (11) and then skip to step 6. Otherwise, go to step 5.

**Step 5.** Construct the adjusted programming models of Equations (16) and (17) to obtain the values of $\lambda_{ij} (i < j)$, then the absolute risk-taking-consistent IVFPR $R'$ and the absolute risk-averse-consistent IVFPR $R''$ can be extracted using Equation (15). Then, go to step 6.

**Step 6.** Using the absolute risk-taking-consistent IVFPR $R'$, solving Equation (20) yields the optimal solutions $w_i' = [\bar{w}_i', \bar{w}_i'^r] (i = 1, 2, \ldots, n)$.

**Step 7.** Using the absolute risk-averse-consistent IVFPR $R''$, solving Equation (20) yields the optimal solutions $w_i'' = [\bar{w}_i'', \bar{w}_i''^r] (i = 1, 2, \ldots, n)$.

**Step 8.** Through Equation (21), the IVIF priority weights $\bar{w}_i = \left(\bar{w}_{j,1}, \bar{w}_{j,2}, \bar{w}_{j,3}\right) (i = 1, 2, \ldots, n)$ are derived.

**Step 9.** Using Equations (7) and (8), calculate the score and accurate values of IVIF priority weights $\bar{w}_i = \left(\bar{w}_{i,1}, \bar{w}_{i,2}, \bar{w}_{i,3}\right)$ and obtain the ranking orders.
4.4. Advantages of the Proposed Approach

In this paper, a feasible approach for GDM with IVIFPRs is proposed. In comparison to existing works, some advantages can be summarized in the following:

(1) The studies in References [17,19,21] neglected the consistency of associated IFPRs (IVFRPs or FPRs) from the original IVIFPR, which may cause distortion of the decision-making results. In this paper, according to the conditions of the additively consistent IVFPR, two special IVFPRs (the absolute risk-taking-consistent IVFPR and the absolute risk-averse-consistent IVFPR) can be extracted from the original IVIFPR using Equations (14) and (15). In particular, if there are empty feasible solutions of Equations (14) and (15), two adjusted programming models,
Equations (16) and (17) are constructed. Such adjustment can ensure that the two extractive IVFPRs are additively consistent and can also facilitate the subsequent discussion.

(2) Due to the complicated calculation on IVIFPRs, there are huge difficulties in deriving the priority weights of alternatives. In general, for GDM with IVIFPRs, when the input information is IVIF, the output information is supposed to be IVIF. In this paper, a workable method has been put forward to derive the priority weight vector with respect to IVIFVs from the IVIFPR. Based on the extraction above, a linear optimization model, Equation (20), is constructed to derive interval priority weights corresponding to the absolute risk-taking-consistent IVFPR and the absolute risk-averse-consistent IVFPR. This optimization model considers the deviations between individual judgment as well as the width degrees of interval priority weights, whereas the methods in existing literature [19,38] merely minimized the deviations between individual judgment, neglecting the width degrees. Since the IVIFV can demonstrate more uncertain information, then, according to the two interval priority weights and Equation (21), an IVIF priority weight is obtained and can avoid information loss to some extent.

(3) Generally, DMs’ weights are composed of subjective and objective weights. In existing literature on GDM with IVIFPRs, the DMs’ weights are given in advance [10,12,16], determined by complex optimal models [17,19,21], or determined by a distance-based method [20,22]. Further, these studies mostly considered the subjective weight or the objective weight. In this paper, an extended approach for group decision making has been put forward, which considers both the subjective and objective weights. Owing to the existent biases of subjective weights, an approach for adjusting the subjective weight is proposed in Equation (28) and the objective weight is obtained through Equation (31). Then, the weights with respect to all DMs are determined by Equation (32). To some extent, the subjective and objective weights are sufficiently considered in the proposed model, which can reflect the DM’s overall competence and also be rational and effective.

5. Practical Example for GDM with IVIFPRs

In this section, a supplier selection example is provided to show the application of the proposed method. Then, comparative analyses are executed to illustrate the merits of the proposed method.

5.1. A Practical Example of Supplier Selection

With the development of today’s global market and fierce competition and challenges, supply chain management (SCM) has received extensive attention by many scholars. In this scenario, strengthening the cooperation with suppliers, especially strategic suppliers, plays an important role in SCM. Therefore, it is a critical tool to select a suitable supplier that meets the requirements of an enterprise’s development and exhibits the broader development perspective. Consider a company facing the supplier selection problem. After filtering and pre-evaluation, there are four potential enterprise’s development and exhibits the broader development perspective. Consider a company in SCM. Therefore, it is a critical tool to select a suitable supplier that meets the requirements of an enterprise’s development and exhibits the broader development perspective. Consider a company in SCM. Therefore, it is a critical tool to select a suitable supplier that meets the requirements of an enterprise’s development and exhibits the broader development perspective. Consider a company in SCM. Therefore, it is a critical tool to select a suitable supplier that meets the requirements of an enterprise’s development and exhibits the broader development perspective. Consider a company in SCM. Therefore, it is a critical tool to select a suitable supplier that meets the requirements of an enterprise’s development and exhibits the broader development perspective. Consider a company in SCM. Therefore, it is a critical tool to select a suitable supplier that meets the requirements of an enterprise’s development and exhibits the broader development perspective. Consider a company in SCM. Therefore, it is a critical tool to select a suitable supplier that meets the requirements of an enterprise’s development and exhibits the broader development perspective. Consider a company in SCM. Therefore, it is a critical tool to select a suitable supplier that meets the requirements of an enterprise’s development and exhibits the broader development perspective. Consider a company in SCM. Therefore, it is a critical tool to select a suitable supplier that meets the requirements of an enterprise’s development and exhibits the broader development perspective. Consider a company in SCM. Therefore, it is a critical tool to select a suitable supplier that meets the requirements of an enterprise’s development and exhibits the broader development perspective.

The methods in existing literature [19,38] merely minimized the deviations between individual judgment as well as the width degrees. Since the IVIFV can demonstrate more uncertain information, then, according to the two interval priority weights and Equation (21), an IVIF priority weight is obtained and can avoid information loss to some extent.
Step 3. Utilizing Equation (22), the collective IVIFPR \( R^c \) is calculated as:

\[
R^c = \frac{1}{(0.50,0.50) \quad (0.50,0.50) \quad (0.50,0.50) \quad (0.30,0.45) \quad (0.10,0.20) \quad (0.35,0.45) \quad (0.25,0.35) \quad (0.40,0.55) \quad (0.15,0.40) \quad (0.45,0.60) \quad (0.30,0.45) \quad (0.10,0.20) \quad (0.50,0.50) \quad (0.50,0.50) \quad (0.75,0.80) \quad (0.15,0.20) \quad (0.10,0.15) \quad (0.25,0.40) \quad (0.40,0.55) \quad (0.50,0.50) \quad (0.50,0.50) \quad (0.45,0.85) \quad (0.10,0.15) \quad (0.50,0.50) \quad (0.50,0.50) \quad (0.50,0.50) \quad (0.50,0.50)\}
\]

In what follows, the proposed method in this paper is employed to solve this example.

**Step 1.** Set the value of parameter \( \gamma = 0.5 \) and the predefined objective weights of DMs are \((0.3,0.2,0.5)^T\).

**Step 2.** Determine the integrated DMs’ weight vector \( \tau = (\tau_1, \tau_2, \ldots, \tau_n)^T \).

(i) Through Equation (28), the adjusted subjective weights of DMs are calculated as:

\[
\hat{\tau}^s_1 = 0.2751, \quad \hat{\tau}^s_2 = 0.2157, \quad \hat{\tau}^s_3 = 0.5092
\]

(ii) Through Equation (31), the objective weights of DMs are generated as follows:

\[
\hat{\tau}^o_1 = 0.3129, \quad \hat{\tau}^o_2 = 0.3807, \quad \hat{\tau}^o_3 = 0.3063
\]

(iii) Through Equation (32), the integrated DMs’ weights are calculated as follows:

\[
\tau_1 = 0.2940, \quad \tau_2 = 0.2982, \quad \tau_3 = 0.4078
\]

**Step 3.** Utilizing Equation (22), the collective IVIFPR \( R^c \) is calculated as:

\[
R^c = \left( \begin{array}{cccc}
(0.50,0.50) & (0.14,0.30) & (0.38,0.49) & (0.23,0.33) & (0.39,0.49) & (0.32,0.52) & (0.30,0.45) \\
(0.38,0.49) & (0.14,0.30) & (0.50,0.50) & (0.66,0.73) & (0.18,0.24) & (0.35,0.43) & (0.29,0.37) \\
(0.39,0.49) & (0.23,0.33) & (0.18,0.24) & (0.66,0.73) & (0.50,0.50) & (0.38,0.72) & (0.11,0.30) \\
(0.30,0.45) & (0.32,0.52) & (0.29,0.37) & (0.35,0.43) & (0.50,0.50) & (0.38,0.72) & (0.11,0.30) \\
(0.1798,0.3487) & (0.2863,0.3683) & (0.2080,0.4387) & (0.5000,0.5000) & (0.5000,0.5000) & (0.5000,0.5000) & (0.5000,0.5000)
\end{array} \right)
\]

**Step 4.** When constructing the two programming models of Equations (13) and (14), both the feasible solutions of are empty. Hence, we go to step 5.

**Step 5.** Establishing the two adjusted programming models of Equations (16) and (17), we derive the respective values of \( \lambda_{ij} (i < j) \). Then, through Equation (15), the absolute risk-taking-consistent IVFPR \( R' \) and the absolute risk-averse-consistent IVFPR \( R'' \) are obtained:

\[
R' = \left( \begin{array}{cccc}
0.5000 & 0.5000 & 0.5057 & 0.6204 & 0.5092 & 0.6090 & 0.6513 & 0.8202 \\
0.3796 & 0.4943 & 0.5000 & 0.5000 & 0.4746 & 0.5175 & 0.6317 & 0.7137 \\
0.3910 & 0.4908 & 0.4825 & 0.5254 & 0.5000 & 0.5000 & 0.5613 & 0.7920 \\
0.1798 & 0.3487 & 0.2863 & 0.3683 & 0.2080 & 0.4387 & 0.5000 & 0.5000
\end{array} \right)
\]

\[
R'' = \left( \begin{array}{cccc}
0.5000 & 0.5000 & 0.1443 & 0.3037 & 0.2267 & 0.3355 & 0.1365 & 0.5182 \\
0.6963 & 0.8557 & 0.5000 & 0.5000 & 0.5571 & 0.5571 & 0.5596 & 0.6471 \\
0.6645 & 0.7733 & 0.4429 & 0.4429 & 0.5000 & 0.5000 & 0.3759 & 0.7166 \\
0.4818 & 0.8635 & 0.3529 & 0.4404 & 0.2834 & 0.6241 & 0.5000 & 0.5000
\end{array} \right)
\]

**Step 6.** Using the absolute risk-taking-consistent IVFPR \( R' \), a fuzzy programming model is constructed by Equation (20) and solved using Lingo 11 software. The optimal solutions are derived as \( w'_1 = [0.3551, 0.4655], w'_2 = [0.2859, 0.2859], w'_3 = [0.2486, 0.3367], w'_4 = [0, 0.0224] \).

**Step 7.** Using the absolute risk-averse-consistent IVFPR \( R'' \), a linear programming model is constructed by Equation (20) and solved using Lingo 11 software. The optimal solutions are derived as \( w''_1 = [0, 0.0197], w''_2 = [0.4123, 0.4629], w''_3 = [0.3487, 0.3487], w''_4 = [0.1687, 0.2390] \).
Step 8. Through Equation (21), the IVIFPR priority weights \( w_i = \left( \left[ w_{i,1}, \mu_{i,1} \right], \left[ w_{i,2}, \mu_{i,2} \right] \right) \) \((i = 1, 2, \ldots, n)\) are derived as follows:

\[
\begin{align*}
    &w_1 = ([0.0000, 0.2659], [0.4002, 0.7341]), \\
    &w_2 = ([0.2141, 0.3087], [0.4022, 0.5347]), \\
    &w_3 = ([0.1862, 0.2611], [0.4877, 0.4967]), \\
    &w_4 = ([0.0000, 0.1263], [0.5699, 0.7320]).
\end{align*}
\]

Step 9. According to Definition 6, the score functions of the IVIFV belong to interval \([-1, 1]\), and its associating weight should be a non-negative number. Therefore, the score function defined in Definition 6 should be modified to facilitate this situation without changing any of the following basic properties:

\[
S(\delta) = \frac{\mu - \nu + \pi - \sigma + 2}{4}
\]  

Through Equation (33), the score function \( S(w_i) \) and accuracy degrees of \( H(w_i) \) of \( w_i(i = 1, 2, 3, 4) \) are obtained as \( S(w_1) = 0.2829, S(w_2) = 0.3965, S(w_3) = 0.3657, S(w_4) = 0.2061, H(w_1) = 0.7001, H(w_2) = 0.7299, H(w_3) = 0.7159, \) and \( H(w_4) = 0.7141. \) Thus, as the scores function \( S(w_i) \) \((i = 1, 2, 3, 4)\) and accuracy degrees \( H(w_i) \) \((i = 1, 2, 3, 4)\) descend, the ranking order of alternatives is \( x_2 \succ x_3 \succ x_1 \succ x_4 \), and \( x_2 \) is the best alternative.

Additionally, for different values of the parameter \( \gamma \) in Equation (32), the results in the corresponding calculation are shown in Table 1 and described in Figures 2 and 3. Table 1 and Figure 3 show that the best alternative is \( x_2 \) except when the parameter \( \gamma = 0.9 \) (i.e., the ranking order is \( x_3 \succ x_2 \succ x_1 \succ x_4 \) and the best alternative is \( x_3 \)). When \( \gamma = 0 \), the ranking orders derived from the DMs’ absolutely subjective weights are \( x_2 \succ x_1 \succ x_4 \succ x_3 \). When \( \gamma = 1 \), the ranking orders derived from the DMs’ absolutely objective weights are \( x_2 \succ x_3 \succ x_4 \succ x_1 \). When \( \gamma = 0.1 \) and \( \gamma = 0.8 \), the ranking order is \( x_2 \succ x_1 \succ x_3 \succ x_4 \). When \( \gamma \in [0.2, 0.7] \), the ranking order is \( x_2 \succ x_3 \succ x_1 \succ x_4 \). The above conclusions indicate that taking different values of the parameter \( \gamma \) is necessary. Moreover, from Figure 2 for different values of the parameter \( \gamma \), it is observed that the DMs’ weights are changed from subjective to objective. Consequently, the above results demonstrate that the method proposed in this paper is an applicable and effective tool to solve GDM problems with IVIFPRs in practice.

**Table 1.** Ranking orders of alternatives for different values of the parameter \( \gamma \).

| \( \gamma \) | DMs Weights \( \tau = (\tau_1, \tau_2, \tau_3, \tau_4)^T \) | \( S(w_1) \) | \( S(w_2) \) | \( S(w_3) \) | \( S(w_4) \) | Ranking Order |
|---|---|---|---|---|---|---|
| 0 | \((0.2751, 0.2157, 0.3092)^T\) | 0.2795 | 0.4847 | 0.2525 | 0.2614 | \( x_2 \succ x_1 \succ x_4 \succ x_3 \) |
| 0.1 | \((0.2799, 0.2232, 0.4889)^T\) | 0.2854 | 0.4686 | 0.2574 | 0.2530 | \( x_3 \succ x_2 \succ x_1 \succ x_4 \) |
| 0.2 | \((0.2826, 0.2487, 0.4886)^T\) | 0.2721 | 0.4905 | 0.3768 | 0.2106 | \( x_2 \succ x_3 \succ x_1 \succ x_4 \) |
| 0.3 | \((0.2864, 0.2652, 0.4483)^T\) | 0.2828 | 0.4091 | 0.3641 | 0.1948 | \( x_2 \succ x_3 \succ x_4 \succ x_1 \) |
| 0.4 | \((0.2902, 0.2817, 0.4281)^T\) | 0.2822 | 0.3978 | 0.3664 | 0.2065 | \( x_1 \succ x_3 \succ x_2 \succ x_4 \) |
| 0.5 | \((0.2940, 0.2982, 0.4078)^T\) | 0.2829 | 0.3965 | 0.3657 | 0.2061 | \( x_2 \succ x_3 \succ x_4 \succ x_1 \) |
| 0.6 | \((0.2978, 0.3147, 0.3785)^T\) | 0.2833 | 0.3947 | 0.3644 | 0.2080 | \( x_2 \succ x_3 \succ x_4 \succ x_1 \) |
| 0.7 | \((0.3016, 0.3312, 0.3672)^T\) | 0.2973 | 0.3991 | 0.3642 | 0.2223 | \( x_1 \succ x_2 \succ x_3 \succ x_4 \) |
| 0.8 | \((0.3053, 0.3477, 0.3469)^T\) | 0.2986 | 0.3905 | 0.3618 | 0.2260 | \( x_2 \succ x_3 \succ x_4 \succ x_1 \) |
| 0.9 | \((0.3091, 0.3642, 0.3266)^T\) | 0.2818 | 0.3737 | 0.3898 | 0.2108 | \( x_2 \succ x_3 \succ x_4 \succ x_1 \) |
| 1 | \((0.3129, 0.3807, 0.3063)^T\) | 0.3007 | 0.3731 | 0.3349 | 0.3086 | \( x_2 \succ x_3 \succ x_4 \succ x_1 \) |

**Figure 2.** Decision makers’ (DMs’) weights for different values of the parameter \( \gamma \).
Wan’s Method [19] extracted two special IVFPRs (the lowest preferred and the highest preferred) values of the parameter $\chi$ [19,21], there are still some merits, as described in the following:

5.2. Comparative Analyses

This subsection aims to reveal the advantages of the proposed method by conducting comparative analyses with Wan’s method [19] and Chu’s method [21].

Wan and Chu [19,21] focused on GDM with the additive consistency of IVIFPRs. Using Wan’s method [19] to address the example in Section 5.1 for different values of the parameter $\Psi$, which is a control parameter that trades off majority versus minority principles defined in Wan’s method [19], the corresponding results are presented in Table 2. Similarly, using Chu’s method [21], the ranking order of alternatives is $x_2 > x_3 > x_1 > x_4$; the best alternative is also $x_2$.

Table 2. Computation results with different values of the parameter $\Psi$ by Wan’s method [19].

| $\Psi$ | $\Psi = 0$ | $\Psi = 0.5$ | $\Psi = 1$ |
|--------|-----------|-------------|--------|
| $w_1$  | (0.0000, 0.1789) | (0.0000, 0.2314) | (0.0000, 0.1789) |
| $w_2$  | (0.3463, 0.4070) | (0.3116, 0.3238) | (0.3329, 0.3463) |
| $w_3$  | (0.5199, 0.1714) | (0.0858, 0.0955) | (0.1104, 0.1599) |
| $w_4$  | (0.0000, 0.1179) | (0.0000, 0.0580) | (0.0000, 0.0519) |
| $RD_1$ | 1.0000 | 1.7401 | 1.0580 |
| $RD_2$ | 1.0000 | 1.0000 | 1.0000 |
| $RD_3$ | 0.2763 | 0.2583 | 0.2673 |
| $RD_4$ | 0.0744 | 0.0675 | 0.0729 |

Table 2 shows that the ranking orders are always $x_2 > x_3 > x_1 > x_4$ when choosing different values of the parameter $\Psi$ by Wan’s method [19], and the best alternative is $x_2$, which is the same conclusion as Chu’s method [21], as well as the proposed method. However, comparing with Wan and Chu [19,21], there are still some merits, as described in the following:

1. Wan’s Method [19] extracted two special IVFPRs (the lowest preferred and the highest preferred) from the original IVIFPR, and Chu’s method [21] divided the original IVIFPR into two parts—the membership degree part and nonmembership degree part—which contain two fuzzy preference matrices—the lower and the upper, respectively. There is no guarantee that the extracted two special IVFPRs in Wan’s Method [19] and the divided four fuzzy preference matrices in Chu’s Method [21] are consistent. As we know, consistency, as a pioneer of proper judgment, would influence the rationality of the decision results. In this paper, in order to extract two special cases of IVFPRs (the absolute risk-taking and the absolute risk-averse), we establish two mathematically optimal models by the additive transitivity condition of the IVFPR. What is more, the parameter $\lambda_{ij}$ defined in this paper is flexible. When parameter $\lambda_{ij}$ is fixed, for instance, $\lambda_{ij} = 0$ and $\lambda_{ij} = 1$, the conclusions about the two special extracted IVFPRs of this paper are the same as those in Wan’s method [19], that is to say, Wan’s method [19] is a special case of the proposed method.
Therefore, the extracted method by Equations (13) and (14), or (15) and (16) in this paper, is flexible and reasonable.

(2) Regarding the determination of the priority weights, both Wan’s method [19] and Chu’s method [21] merely considered the deviations between individual judgment using associated matrices. This paper constructs a linear optimization model by minimizing the deviations between individual judgments as well as the width degrees of interval priority weights. Narrowing the width degrees can clarify the evaluations for the alternatives. Therefore, the constructed model is more rational and convincing.

(3) When determining the integrated DMs’ weights, Wan’s and Chu’s methods [19,21] only considered the DMs’ objective weights, ignoring the DMs’ subjective weights. However, in this paper, given that there are biases in a priori subjective weights, we first adjust the subjective ones according to the definition of the consensus index, and then derive the objective weights. Finally, both weights are incorporated into the integrated DM’s weights by taking the control parameter into consideration, which can provide various choices for DMs in handling GDM problems.

6. Conclusions

This paper discusses additively consistent IVIFPRs and proposes an innovative approach for GDM problems with IVIFPRs. The main contributions of this paper are as follows:

(1) The additive consistency concept of an IVIFPR has been defined according to the additive transitivity of an IVFPR.

(2) Some mathematically optimal models are constructed to extract two special consistent IVFPRs (the absolute risk-taking-consistent IVFPR and the absolute risk-averse-consistent IVFPR) from the original IVIFPR.

(3) In terms of deriving the priority weights of an IVIFPR, taking two special extracted IVFPRs into consideration, a linear optimization model is established by minimizing the deviations between individual judgment and the width degrees of interval priority weights.

(4) In the GDM method, considering both the adjusted subjective weights and the objective weights, an integrated method is proposed to determine the DMs’ weights.

As incomplete IVIFPRs are ignored in the current approach, in future research, we will develop the proposed method to solve GDM problems with incomplete IVIFPRs. Moreover, there are other features in GDM problems, such as the social influence of DMs, such as that modeled by Capuano, N. et al. [39] and Pérez, L.G. et al. [40]. In this situation, the interactions between DMs should be taken into consideration. Although consideration of these interactions makes decision making more complicated, it provides a more reasonable approach to describing the decision-making environment.
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