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Abstract. A Lebesgue-type decomposition of a (non necessarily non-negative) sesquilinear form with respect to a non-negative one is studied. This decomposition consists of a sum of three parts: two are dominated by an absolutely continuous form and a singular non-negative one, respectively, and the latter is majorized by the product of an absolutely continuous and a singular non-negative forms.

The Lebesgue decomposition of a complex measure is given as application.
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1. Introduction

In [16] Simon proved a decomposition of a non-negative form defined on a dense subspace of a Hilbert space into the sum of two non-negative forms such that one is the greatest non-negative form which is smaller than the form and closable. The second form is referred as the singular part.

However, the definition of singular non-negative form, in terms of sequences, goes back to Koshmanenko [10] (see also his book [11] dedicated to singular forms).

Simon, again in [16], stated the correspondent decomposition of a non-negative form \( t \) into the sum of a closable (or, with another terminology, absolutely continuous) form \( t_a \) and a singular form \( t_s \) with respect to a second non-negative form \( w \) (see also [11]). In this setting, \( t \) and \( w \) are defined on a common complex vector space. The study of this last so-called Lebesgue decomposition was continued by Hassi, Sebestyén, De Snoo in [8]. Their framework involves the notion of parallel sum of forms, which is inspired by the one for non-negative operators used by Ando [1]. A proof with a different approach was developed by Sebestyén, Tarsay and Titkos [15].

The Lebesgue decomposition of non-negative forms, as the name suggests, is inspired to the classical Lebesgue decomposition of non-negative measures (or, in more generality, additive set functions). Moreover, these notions are related. Indeed, a non-negative measure induces a non-negative form and the absolutely continuous parts are in correspondence, as well as the singular parts (see [8, Theorem 5.5] and also [15, Theorems 3.2 and 3.4]).
Recently, Di Bella and Trapani [2] have given a notion of regularity and singularity for a (non-necessarily non-negative) sesquilinear form with respect to a non-negative one and then they proved a correspondent Lebesgue decomposition theorem. More precisely, let \( w, t \) be forms on \( D \), \( w \) being non-negative. We denote by \( M(t) \) the set of non-negative sesquilinear forms \( s \) satisfying the inequality \[ |t(\xi, \eta)| \leq s(\xi)^{\frac{1}{2}} s(\eta)^{\frac{1}{2}} \] for all \( \xi, \eta \in D \). Then a sesquilinear form \( t \) is \( w \)-regular if there exists \( s \in M(t) \) such that \( s \) is \( w \)-absolutely continuous. On the other hand, \( t \) is \( w \)-singular if for every \( \phi \in D \) there exists a sequence \( (\phi_n) \subset D \) with
\[
\lim_{n \to +\infty} w[\phi_n] = 0 \quad \text{and} \quad \lim_{n \to +\infty} t[\phi - \phi_n] = 0.
\]
Furthermore, Theorem 4.3 of [2] states that if \( M(t) \neq \emptyset \), then \( t = t_r + t_s \) where \( t_r \) is \( w \)-regular and \( t_s \) is \( w \)-singular.

In this paper Di Bella and Trapani’s theorem is reconsidered. First of all, in analogy to the notion of \( w \)-regularity, one can give a notion of singularity of a form \( t \) (coherent to the classical one in the non-negative case) as follows
\[ \exists s \in M(t) \text{ such that } s \text{ is } w \text{-singular.} \] (ss)
This idea is supported by the following fact from the Theory of Measure. If \( \mu, \nu \) are (complex) measure on the same \( \sigma \)-algebra and \( \nu \) is non-negative, then \( \mu \) is \( \nu \)-absolutely continuous (resp. \( \nu \)-singular) if and only if it is dominated by an \( \nu \)-absolutely continuous (resp. \( \nu \)-singular) non-negative measure. Nevertheless, condition (ss) does not always hold for the singular part of a form in [2] (see Remark 2.9), but actually it is a stronger notion. For this reason, we give to a form \( t \) satisfying (ss) the name of \( w \)-strongly singular form.

However, it turns out (Theorem 3.1) that every sesquilinear form \( t \) such that \( M(t) \neq \emptyset \) can be decomposed as \( t = t_r + t_m + t_{ss} \), where \( t_r \) is the \( w \)-regular part, \( t_{ss} \) the \( w \)-strongly singular part and \( t_m \) is a form (called \( w \)-mixed) which is dominated by the product of a non-negative \( w \)-absolutely continuous form and a non-negative \( w \)-singular form. This is the version of the Lebesgue decomposition that we states in the present article.

The organization of this paper is as follows. In Sections 2 we establish some properties and characterizations of the forms considered above, as well as some examples. Under simple conditions on the values of a \( t \) (Proposition 2.18) one can see cases where a \( w \)-mixed form is identically zero (for example assuming the condition of non-negativity) or that the notions of \( w \)-singularity and \( w \)-strongly singularity are equivalent. Section 3 contains the Lebesgue decomposition of forms as stated above, and shows also that it is not the same if one chooses a different non-negative dominant form \( s \in M(t) \). Finally, relations between measures and forms are investigated in Section 4. In particular, the Lebesgue decomposition of a complex measure with respect to a non-negative one is proved through sesquilinear forms.
To make the topic on sesquilinear forms as self-contained as possible we begin recalling basic notions and properties. A \textit{sesquilinear form} \( t \) on a complex vector space \( D \) (called the \textit{domain} of \( t \)) is a map \( D \times D \to \mathbb{C} \) which is linear in the first component and anti-linear in the second one. The map \( D \to \mathbb{C} \) defined by \( \phi \mapsto t[\phi] := t(\phi, \phi) \) is the \textit{quadratic form} associated to \( t \). The \textit{polarization identity}

\[
t(\phi, \psi) = \frac{1}{4} \sum_{k=0}^{3} i^k t[i^k \phi + i^k \psi], \quad \forall \phi, \psi \in D
\]

connects quadratic and sesquilinear forms. The \textit{scalar multiple} \( \alpha t \), with \( \alpha \in \mathbb{C} \), is defined as \( (\alpha t)(\phi, \psi) := \alpha t(\phi, \psi) \), \( \phi, \psi \in D \).

Given two sesquilinear forms \( t_1, t_2 \) on \( D_1 \) and \( D_2 \), respectively, the \textit{sum} \( t_1 + t_2 \) is the sesquilinear form

\[
(t_1 + t_2)(\phi, \psi) := t_1(\phi, \psi) + t_2(\phi, \psi), \quad \phi, \psi \in D_1 \cap D_2.
\]

Classic forms associated to a sesquilinear form \( t \) on \( D \) are:

- the \textit{adjoint} \( t^* \) of \( t \), defined as \( t^*(\phi, \psi) = t(\psi, \phi), \quad \phi, \psi \in D \);
- the \textit{real part} \( \Re t \) of \( t \), defined as \( \Re t := \frac{1}{2}(t + t^*) \);
- the \textit{imaginary part} \( \Im t \) of \( t \), defined as \( \Im t := \frac{i}{2}(t - t^*) \).

A sesquilinear form \( t \) on \( D \) is called \textit{symmetric} if \( t = t^* \) and, in particular, \textit{non-negative} (in symbol \( t \geq 0 \)) if \( t[\phi] \geq 0 \) for all \( \phi \in D \). In this latter case the \textit{Cauchy-Schwarz} and \textit{triangle inequalities} hold; i.e.,

\[
|t(\phi, \psi)| \leq t[\phi]^{\frac{1}{2}} t[\psi]^{\frac{1}{2}}, \quad t[\phi + \psi]^{\frac{1}{2}} \leq t[\phi]^{\frac{1}{2}} + t[\psi]^{\frac{1}{2}}, \quad \forall \phi, \psi \in D.
\]

If \( s_1 \) and \( s_2 \) are non-negative sesquilinear forms on \( D \), we write \( s_1 \leq s_2 \) when \( s_1[\phi] \leq s_2[\phi] \) for all \( \phi \in D \).

If \( D \) is a subspace of a Hilbert space \( \mathcal{H} \) with inner product \( \langle \cdot, \cdot \rangle \) and corresponding norm \( \| \cdot \| \), a sesquilinear form \( t \) on \( D \) satisfying for some \( C \geq 0 \),

\[
|t(\phi, \psi)| \leq C \| \phi \| \| \psi \|, \quad \forall \phi, \psi \in D,
\]

is called \textit{(normed) bounded on} \( \mathcal{H} \). For this form there exists a bounded operator \( T \) on \( \mathcal{H} \) such that \( t(\phi, \psi) = \langle T\phi, \psi \rangle \), for all \( \phi, \psi \in D \). Moreover, if \( D \) is dense in \( \mathcal{H} \), then \( T \) is unique (with norm not greater than \( C \)) and \( t \) can be extended to a bounded form defined on the whole of \( \mathcal{H} \), called the \textit{closure} of \( t \).

For reader’s convenience we also summarize the definitions presented and motivated in the Introduction, part of which are taken from [2].
Let $\mathcal{D}$ be a complex vector space and $t, w$ sesquilinear forms on $\mathcal{D}$. Throughout the paper $w$ will be non-negative. We write $M(t)$ for the set of non-negative sesquilinear forms $s$ on $\mathcal{D}$ satisfying

$$|t(\phi, \psi)| \leq s[\phi]^{\frac{1}{2}} [\psi]^{\frac{1}{2}}, \quad \forall \phi, \psi \in \mathcal{D}.$$ 

The set $M(t)$ is not empty if and only if there exists a form $s \geq 0$ on $\mathcal{D}$ such that $|t(\phi)| \leq s[\phi]$ for all $\phi \in \mathcal{D}$ (it follows by an argument like in the proof of Lemma 11.1 in [14]).

The following definitions will also be needed in the sequel:

- if $t$ is non-negative, $t$ is $w$-absolutely continuous (in symbols $t \ll w$) if for every sequence $(\phi_n) \subset \mathcal{D}$ such that $w[\phi_n] \rightarrow 0$ and $t(\phi_n - \phi_m) \rightarrow 0$ one has $t[\phi_n] \rightarrow 0$;
- $t$ is $w$-singular (in symbols $t \perp w$) if for every $\phi \in \mathcal{D}$ there exists a sequence $(\phi_n) \subset \mathcal{D}$ verifying

$$\lim_{n \rightarrow +\infty} w[\phi_n] = 0 \quad \text{and} \quad \lim_{n \rightarrow +\infty} t[\phi - \phi_n] = 0,$$

or, equivalently, if for every $\psi \in \mathcal{D}$ there exists a sequence $(\psi_n) \subset \mathcal{D}$ verifying

$$\lim_{n \rightarrow +\infty} w[\psi - \psi_n] = 0 \quad \text{and} \quad \lim_{n \rightarrow +\infty} t[\psi_n] = 0,$$

(if $t$ is non-negative, then it is $w$-singular if and only if for every non-negative form $p$ with $p \leq w$ and $p \leq t$ one has $p = 0$);
- $t$ is $w$-regular if there exists $s \in M(t)$ such that $s \ll w$;
- $t$ is $w$-strongly singular if there exists $s \in M(t)$ such that $s \perp w$.

The fundamental result in the theory of absolutely continuous and singular forms is the following decomposition (for the proof see [8, Theorem 2.11], [15, Theorem 2.3] or [2, Corollary 4.5]).

**Theorem 2.1** (Lebesgue decomposition of non-negative forms). Let $s, w$ be non-negative sesquilinear forms on $\mathcal{D}$. Then

$$s = s_a + s_s,$$

where $s_a$ and $s_s$ are non-negative, $w$-absolutely continuous and $w$-singular forms, respectively. Moreover, if $0 \leq u \leq s$ and $u$ is $w$-absolutely continuous, then $u \leq s_a$.

**Remark 2.2.**

(i) A simple class of $w$-regular forms is the class of $w$-bounded forms $t$, verifying for some $C \geq 0$ the inequality $|t(\phi, \psi)| \leq C w[\phi]^{\frac{1}{2}} w[\psi]^{\frac{1}{2}}$, for all $\phi, \psi \in \mathcal{D}$; i.e., $Cw \in M(t)$.

(ii) A non-negative $w$-absolutely continuous form is $w$-regular.

(iii) A $w$-strongly singular form $t$ is $w$-singular. Moreover, the converse holds if $t$ is non-negative.
The \( w \)-regularity in the non-negative case is weaker than the \( w \)-absolute continuity as the next two examples show, in contrast with what stated in [2, Proposition 4.8].

**Example 2.3.** Let \( \mathcal{H} \) be a Hilbert space with inner product \( \langle \cdot, \cdot \rangle \) and let \( H \) be an unbounded positive self-adjoint operator with domain \( D(H) \). Take \( \kappa \notin D(H) \) and consider the projector \( P\xi = \langle \xi, \kappa \rangle \kappa, \xi \in \mathcal{H} \). We indicate by \( w, t, s \) the non-negative sesquilinear forms

\[
\begin{align*}
    w(\phi, \psi) &= \langle \phi, \psi \rangle, \\
    t(\phi, \psi) &= \langle PH\phi, H\psi \rangle, \\
    s(\phi, \psi) &= \langle H\phi, H\psi \rangle,
\end{align*}
\]

for \( \phi, \psi \in D(H) \), respectively. We have that \( s \ll w \) and \( s \in M(t) \), then \( t \) is \( w \)-regular. Nevertheless, \( t \) is not \( w \)-absolutely continuous. Indeed, were it so, then from

\[
t[\phi] = \|PH\phi\|^2, \quad \forall \phi \in D(H),
\]

\( PH \) would be a closable operator in \( \mathcal{H} \). But its adjoint \( HP \) is not densely defined.

As known, a non-negative form which is both \( w \)-absolutely continuous and \( w \)-singular is identically zero. The situation in our context is very different even in the non-negative case.

**Example 2.4.** Basing on [8, Theorem 4.4], if \( s \) is a non-negative \( w \)-absolutely continuous form but not \( w \)-bounded, then there exists a non-negative \( w \)-singular form \( t \neq 0 \) such that \( t \leq s \). This shows that there exist non-trivial (non-negative) forms \( t \) which are both \( w \)-regular and \( w \)-singular (\( w \)-strongly singular). However, a particular case is given by the next proposition.

**Proposition 2.5.** The only sesquilinear form which is \( w \)-bounded and \( w \)-singular is the null form.

**Proof.** Let \( t \) be a \( w \)-bounded and \( w \)-singular sesquilinear form on \( \mathcal{D} \). For every \( \phi \in \mathcal{D} \) there exists a sequence \( \langle \phi_n \rangle \subset \mathcal{D} \) with the property that

\[
\lim_{n \to +\infty} w[\phi_n] = 0 \quad \text{and} \quad \lim_{n \to +\infty} t[\phi - \phi_n] = 0.
\]

Note that, by the triangle inequality, \( \{w[\phi - \phi_n]\} \) is a bounded sequence. Therefore, for some \( C \geq 0 \),

\[
|t[\phi]| \leq |t(\phi_n, \phi)| + |t(\phi - \phi_n, \phi_n)| + |t[\phi - \phi_n]|
\leq Cw[\phi_n]^{1/2}w[\phi]^{1/2} + Cw[\phi - \phi_n]^{1/2}w[\phi_n]^{1/2} + |t[\phi - \phi_n]| \to 0;
\]

i.e., \( t = 0 \).

Two subsets of \( \mathcal{D} \) related to a sesquilinear form \( t \) on \( \mathcal{D} \) are

\[
K(t) = \{ \phi \in \mathcal{D} : t[\phi] = 0 \}, \quad \ker(t) = \{ \phi \in \mathcal{D} : t(\phi, \psi) = 0, \forall \psi \in \mathcal{D} \}.
\]
In particular, the second one is a subspace of $\mathcal{D}$. Clearly, $\ker(t) \subseteq K(t)$ and the equality holds if $t$ is non-negative by Cauchy-Schwarz inequality. Note that if $t$ is not symmetric then $\ker(t)$ and $\ker(t^*)$ may be different; however, we have also $\ker(t^*) \subseteq K(t)$ and $K(t) = K(t^*)$.

There is a classical way to define a Hilbert space associated to a non-negative form $w$ on $\mathcal{D}$. More precisely, the quotient $\mathcal{D}/\ker(w)$ can be endowed with the inner product $\langle \pi_w(\phi), \pi_w(\psi) \rangle_w := w(\phi, \psi)$, for all $\phi, \psi \in \mathcal{D}$, where $\pi_w : \mathcal{D} \rightarrow \mathcal{D}/\ker(w)$ is the canonical projection. The completion of $(\mathcal{D}/\ker(w), \langle \cdot, \cdot \rangle_w)$ is denoted by $H_w$.

**Remark 2.6.**

(i) If $t$ is a $w$-regular form, then $\ker(w) \subseteq \ker(t)$.

(ii) Suppose that $\mathcal{D}$ has finite dimension. A form $t$ is $w$-regular if and only if $\ker(w) \subseteq \ker(t)$. By Remark 2.2 and the previous point, we have to prove only one implication. Namely, if $\ker(w) \subseteq \ker(t)$, then the form

$$\tilde{t}(\pi_w(\phi), \pi_w(\psi)) := t(\phi, \psi), \quad \pi_w(\phi), \pi_w(\psi) \in \mathcal{D}/\ker(w),$$

is well-defined and therefore bounded by the norm of $H_w$; i.e., $t$ is $w$-bounded.

It is worth mentioning a characterization of non-negative singular forms involving the Hilbert spaces associated to them.

**Lemma 2.7** ([11, Theorem 6.1]). A non-negative sesquilinear form $s$ is $w$-singular if and only if $H_s + w$ is isomorphic to the cartesian product of $H_s$ and $H_w$ ($H_{s+w} \simeq H_s \times H_w$).

We also recall that Theorem 3.6 of [2] gives a characterization of the $w$-regular forms in terms of a representation in the space $H_w$. This expression is studied in another (but affine) context in [4] when $w$ is the inner product of a Hilbert space.

**Example 2.8** ([11, Remark 5.3]). Let $t$ be a sesquilinear form on $\mathcal{D}$. If $\pi_w(K(t))$ is dense in $H_w$ (in particular, if $\pi_w(\ker(t))$ or $\pi_w(\ker(t^*))$ is dense in $H_w$), then $t$ is trivially $w$-singular.

**Remark 2.9.** One might ask if, in analogy to Theorem 2.1, a sesquilinear form can be decomposed as a sum of a $w$-regular form and a $w$-strongly singular one. Here we prove that this is not allowed. Indeed, consider $\mathcal{D} = \mathbb{C}^2$ and the sesquilinear forms given by

$$t(x, y) = x_1\overline{y_1} - x_2\overline{y_2}$$

$$w(x, y) = x_1\overline{y_1} + x_1\overline{y_2} + x_2\overline{y_1} + x_2\overline{y_2}$$

for all $x := (x_1, x_2), y := (y_1, y_2) \in \mathbb{C}^2$. Assume that

$$t = t_r + t_{ss} \tag{2.1}$$
where \(t_r\) is a \(w\)-regular form and \(t_{ss}\) is \(w\)-strongly singular form. Then there exist two non-negative forms \(s_a\) and \(s_s\) such that \(s_a \ll w\), \(s_s \perp w\), \(s_a \in M(t_r)\) and \(s_s \in M(t_{ss})\). Since \(w[p] = 0\), \(p = (1, -1), s_a[p] = 0\) and \(t_r[p] = 0\).

One has that \(t_{ss} = 0\). In fact, it is clear if \(s_a = 0\); on the other hand, if \(s_a \neq 0\) by Lemma 2.7 there exists \(q \in C^2\) for which \(C^2 = \langle p, q \rangle\) and \(s_s[q] = 0\). This implies that \(s_{ss}(x, q) = 0\) for all \(x \in C^2\). Moreover, \(0 = t[p] = t_r[p] + t_{ss}[p]\). Therefore, \(t_{ss} = 0\).

Hence, \(|t(x, p)| \leq s_a[x]^\frac{1}{2}s_a[p]^\frac{1}{2} = 0\) for all \(x \in C^2\). But this leads to a contradiction since \(t((1, 1), p) \neq 0\). We conclude that (2.1) does not hold.

In Theorem 3.1 we will give a decomposition inspired to Theorem 2.1 involving one more type of form which is introduced by the next lemma.

**Lemma 2.10.** Let \(t\) be a sesquilinear form on \(\mathcal{D}\). The following statements are equivalent.

(i) There exist non-negative forms \(a, b\) such that \(a \ll w\), \(b \perp w\), \(a \perp b\) and

\[\|t(\phi)\| \leq a[\phi]^\frac{1}{2}b[\phi]^\frac{1}{2}, \quad \forall \phi \in \mathcal{D}.\]  

(ii) There exist non-negative forms \(a, b\) such that \(a \ll w\), \(b \perp w\), \(a \perp b\), \(a + b \in M(t)\) and \(t(\phi) = 0\) if \(a[\phi] = 0\) or \(b[\phi] = 0\).

(iii) There exist non-negative forms \(a, b\) such that \(a \ll w\), \(b \perp w\), \(a \perp b\) and

\[\|t(\phi, \psi)\| \leq a[\phi]^\frac{1}{2}b[\psi]^\frac{1}{2} + a[\psi]^\frac{1}{2}b[\phi]^\frac{1}{2}, \quad \forall \phi, \psi \in \mathcal{D}.\]

(iv) There exist forms \(t_1, t_2, a, b\) on \(\mathcal{D}\) such that \(t = t_1 + t_2\), \(a, b\) are non-negative forms, \(a \ll w\), \(b \perp w\), \(a \perp b\) and

\[\|t_1(\phi, \psi)\| \leq a[\phi]^\frac{1}{2}b[\psi]^\frac{1}{2}, \quad \|t_2(\phi, \psi)\| \leq a[\psi]^\frac{1}{2}b[\phi]^\frac{1}{2}, \quad \forall \phi, \psi \in \mathcal{D}.\]

**Proof.** (i) \(\Rightarrow\) (ii) It is immediate.

(ii) \(\Rightarrow\) (iii) Let us consider the bounded sesquilinear form

\[\tilde{t}(\pi_{a+b}(\phi), \pi_{a+b}(\psi)) := t(\phi, \psi), \quad \pi_{a+b}(\phi), \pi_{a+b}(\psi) \in \mathcal{D}/\ker(a+b),\]

and its closure \(\overline{t}\) on \(\mathcal{H}_{a+b}\). With similar meanings, we consider also the forms \(\overline{a}\) and \(\overline{b}\). By Lemma 2.7, \(\mathcal{H}_{a+b}\) can be decomposed as orthogonal sum of two subspaces, \(\mathcal{H}_{a+b} = M_1 \oplus M_2\), where \(\overline{a}\) is zero on \(M_1\) and \(\overline{b}\) is zero on \(M_2\). Consequently, if \(P\) is the orthogonal projector on \(M_2\), the forms \(a\) and \(b\) have the following expressions

\[a[\phi] = \|P_{a+b}(\phi)\|^2_{a+b}, \quad b[\phi] = \|(I - P)_{a+b}(\phi)\|^2_{a+b}, \quad \forall \phi \in \mathcal{D}.\]

Since \(\overline{a}[P_{a+b}(\phi)] = 0\) for all \(\phi \in \mathcal{D}\), one has \(\overline{t}[P_{a+b}(\phi)] = 0\) for all \(\phi \in \mathcal{D}\) and, by the polarization identity, \(\overline{t}(P_{a+b}(\phi), P_{a+b}(\psi)) = 0\) for all \(\phi, \psi \in \mathcal{D}\). In
the same way, \( t((I - P)\pi_{a+b}(\phi), (I - P)\pi_{a+b}(\psi)) = 0 \) for all \( \phi, \psi \in \mathcal{D} \). Hence,
\[
|t(\phi, \psi)| = |t(P\pi_{a+b}(\phi), (I - P)\pi_{a+b}(\psi))|
+ |t((I - P)\pi_{a+b}(\phi), P\pi_{a+b}(\psi))|
\leq \|P\pi_{a+b}(\phi)\|_{a+b}\|(I - P)\pi_{a+b}(\psi)\|_{a+b}
+ \|P\pi_{a+b}(\psi)\|_{a+b}\|(I - P)\pi_{a+b}(\phi)\|_{a+b}
= a[\phi]\frac{1}{2}b[\psi]\frac{1}{2} + a[\psi]\frac{1}{2}b[\phi]\frac{1}{2}, \quad \forall \phi, \psi \in \mathcal{D}.
\]

(iii) \( \Rightarrow \) (iv) Clearly, \( 2(a + b) \in M(t) \). Following the proof of the previous part, the sesquilinear forms on \( \mathcal{D} \) defined by
\[
t_1(\phi, \psi) = t(P\pi_{a+b}(\phi), (I - P)\pi_{a+b}(\psi)),
\]
\[
t_2(\phi, \psi) = t((I - P)\pi_{a+b}(\phi), P\pi_{a+b}(\psi)),
\]
satisfy the statement, up to rename \( 2a \) and \( 2b \) with \( a \) and \( b \), respectively.

(iv) \( \Rightarrow \) (i) One obtains (2.2) replacing \( a \) with \( 2a \) and \( b \) with \( 2b \), which are still \( \mathfrak{m} \)-absolutely continuous and \( \mathfrak{m} \)-singular, respectively, and singular with respect to each other.

**Definition 2.11.** A sesquilinear form is said \( \mathfrak{m} \)-mixed if it satisfies one of the statements in Lemma 2.10.

We now conclude this section by giving some examples.

**Example 2.12.** It is easy to see, using Lemma 2.10(ii), that the form \( t \) of Remark 2.9 is \( \mathfrak{m} \)-mixed, taking \( a = \mathfrak{m} \) and \( b \) defined by \( b(\xi, \eta) = x_1\overline{y_1} - x_1\overline{y_2} - x_2\overline{y_1} + 2x_2\overline{y_2} \), for all \( \xi, \eta \in \mathbb{C}^2 \). However, \( t \) is also \( \mathfrak{m} \)-singular. Indeed, for \( \phi = (x_1, x_2) \) the constant sequence \( \phi_n := \frac{1}{2}(x_1 + x_2, x_1 + x_2) \) satisfy \( t[\phi_n] = 0 \) and \( \mathfrak{m}[\phi - \phi_n] = 0 \). This fact and Remark 2.9 show that there exist \( \mathfrak{m} \)-singular forms which are not \( \mathfrak{m} \)-strongly singular.

**Example 2.13.** Let \( H \) be a self-adjoint operator with domain \( D(H) \) on a Hilbert space \( (\mathcal{H}, \langle \cdot, \cdot \rangle) \). Define two sesquilinear form on \( \mathcal{D} := D(H) \times D(H) \) as
\[
\mathfrak{m}(\xi, \eta) = \langle \xi_1, \eta_1 \rangle, \quad t(\xi, \eta) = \langle H\xi_1, \eta_2 \rangle + \langle H\xi_2, \eta_1 \rangle,
\]
for \( \xi = (\xi_1, \xi_2), \eta = (\eta_1, \eta_2) \in \mathcal{D} \). It is easy to check that \( t \) satisfies (2.2) with
\[
a(\xi, \eta) = \langle H\xi_1, H\eta_1 \rangle, \quad b(\xi, \eta) = \langle \xi_2, \eta_2 \rangle, \quad \xi, \eta \in \mathcal{D}.
\]

**Example 2.14.** Let \( \mathcal{D} := C(0,1) \) stand for the vector space of continuous functions on the interval \([0,1] \). It is well-known that the non-negative forms
\[
\mathfrak{m}(f, g) = \int_0^1 f(x)\overline{g(x)}\,dx, \quad b(f, g) = f(0)\overline{g(0)}, \quad f, g \in \mathcal{D},
\]
are singular with respect to each other (in particular, $b$ is a form of the type of Example 2.8). Consequently, the sesquilinear form
\[ t(f, g) = f(0) \int_0^1 g(x) dx, \quad f, g \in \mathcal{D}, \]
is \(w\)-mixed.

**Example 2.15.** Let $\mathcal{H}_- \supset \mathcal{H} \supset \mathcal{H}_+$ be a rigged Hilbert space with duality \(\langle \cdot, \cdot \rangle\) between $\mathcal{H}_-$ and $\mathcal{H}_+$. Given $\omega, \varrho \in \mathcal{H}_-$ we define the sesquilinear form
\[ t(\xi, \eta) = \langle \omega, \xi \rangle \langle \varrho, \eta \rangle, \quad \xi, \eta \in \mathcal{H}_+, \]
and let $w(\xi, \eta) = \langle \xi, \eta \rangle$ for $\xi, \eta \in \mathcal{H}_+$. Taking into account [11, Examples 1.15, 5.5, 5.9], we can state that
- if $\omega, \varrho \in \mathcal{H}$, then $t$ is \(w\)-bounded;
- if $\omega \in \mathcal{H}_- \setminus \mathcal{H}, \varrho \in \mathcal{H}_+$ or $\varrho \in \mathcal{H}_- \setminus \mathcal{H}, \omega \in \mathcal{H}_+$, then $t$ is \(w\)-mixed;
- if $\omega$ or $\varrho$ is in $\mathcal{H}_- \setminus \mathcal{H}$, then $\ker(t)$ is dense in $\mathcal{H}$ and therefore $t$ is \(w\)-singular;
- if $V \cap \mathcal{H} = \{0\}$, where $V$ is the subspace of $\mathcal{H}_-$ generated by $\omega$ and $\varrho$, then $t$ is \(w\)-strongly singular.

In the rest of this section we analyze the definitions given at the beginning in some special cases. We recall that in our approach a form is not in general non-negative; however forms with a restricted set of values can have a interest (see Proposition 2.18 below). We start with the following relations between a form, its adjoint, the real and the imaginary parts, which are easy to prove.

**Proposition 2.16.** Let $t$ be a sesquilinear form on $\mathcal{D}$.

(i) The sets $M(t)$ and $M(t^*)$ are equal. Furthermore,
\[ M(\Re t) + M(\Im t) \subseteq M(t) \subseteq M(\Re t) \cap M(\Im t), \]
where $M(\Re t) + M(\Im t) := \{s_1 + s_2 : s_1 \in M(\Re t), s_2 \in M(\Im t)\}$.

(ii) If $t$ is \(w\)-regular (\(w\)-singular, \(w\)-strongly singular or \(w\)-mixed), then the same holds for $t^*, \Re t$ and $\Im t$.

We denote by $N(t)$ the **positively homogeneous** subset of $\mathbb{C}$
\[ N(t) := \{t[\phi] : \phi \in \mathcal{D}\}. \]
Positively homogeneous means that $\alpha N(t) = N(t)$ for all $\alpha > 0$. By definition, $t$ is non-negative if and only if $N(t) = [0, +\infty)$. Moreover, $t$ is symmetric if and only if $N(t) \subseteq \mathbb{R}$.

**Remark 2.17.** If $\mathcal{D}$ is a subspace of a Hilbert space with norm $\| \cdot \|$, then a more important (convex) set is the so-called **numerical range** (see [9, Chapter VI] and [7, 14] for the operator case) defined by
\[ \mathcal{R}(t) := \{t[\phi] : \phi \in \mathcal{D}, \|\phi\| = 1\}. \]
Clearly, $\mathfrak{N}(t) \subseteq N(t)$ and $N(t)$ is contained in one of the following subsets of $\mathbb{C}$
\[ [0, +\infty), \quad \mathbb{R}, \quad \mathcal{Q} := \{ \lambda \in \mathbb{C} : \Re \lambda \geq 0, \Im \lambda \geq 0 \}, \]
\[ \Pi := \{ \lambda \in \mathbb{C} : \Re \lambda \geq 0 \}, \quad \mathcal{S}_c := \{ \lambda \in \mathbb{C} : |\Im \lambda| \leq c|\Re \lambda| \} \quad (c \geq 0), \]
if and only if $\mathfrak{N}(t)$ is contained in the same one. We mention that the last subset (a sector of $\mathbb{C}$) above plays a special role in the theory of representation by a linear operator of a sesquilinear form (see [9, Chapter VI] and [3, 4] for generalizations).

For forms $t$ with special set $N(t)$ the notions introduced in the previous section are simplified.

**Proposition 2.18.** Let $t$ be a sesquilinear form on $\mathcal{D}$. The following statements hold.

(i) If $t$ is non-negative and w-mixed, then $t = 0$.

(ii) Assume that $N(t) \subseteq \mathcal{Q}$. Then
(a) $2(\Re t + \Im t) \in M(t)$;
(b) $t$ is w-singular if and only if $t$ is w-strongly singular if and only if $\Re t + \Im t$ is w-singular;
(c) if $t$ is w-mixed, then $t = 0$.

(iii) Assume that $N(t) \subseteq \mathcal{S}_c$, with $c \geq 0$. Then
(a) $(1 + c)\Re t \in M(t)$;
(b) $t$ is w-singular if and only if $t$ is w-strongly singular if and only if $\Re t$ is w-singular;
(c) if $t$ is w-mixed, then $t = 0$.

(iv) If $N(t) \subseteq \Pi$ and $t$ is w-mixed, then $\Re t = 0$.

**Proof.**

(i) Assume that (2.2) holds and adopt the notation of the proof of Lemma 2.10. The space $\mathfrak{N}_{a+b}$ is the orthogonal sum of two subspaces $M_1$ and $M_2$ where $\bar{a}$ is zero on $M_1$ and $\bar{a}$ is zero on $M_2$. Moreover let $\bar{T}$ be closure of the form in (2.3). By (2.2) $\bar{T}$ vanishes on $M_1$ and on $M_2$; hence $\bar{T} = 0$ on $\mathfrak{N}_{a+b}$, because of the Cauchy-Schwarz inequality.

(ii) For (a) we have
\[ |t(\phi, \psi)| \leq |\Re t(\phi, \psi)| + |\Im t(\phi, \psi)| \]
\[ \leq |\Re t[\phi]|^2 + |\Re t[\psi]|^2 + |\Im t[\phi]|^2 + |\Im t[\psi]|^2 \]
\[ \leq 2(|\Re t + \Im t[\phi]|^2 + |\Im t + \Re t[\psi]|^2), \quad \forall \phi, \psi \in \mathcal{D}. \]

To prove (b) we notice that if $t$ is w-singular, then so $\Re t + \Im t$ is, because $|t(\phi)|^2 = |\Re t[\phi]|^2 + |\Im t[\phi]|^2$. The singularity of $\Re t + \Im t$ implies that $t$ is w-strongly singular.

For proving (c) assume that $t$ is w-mixed. Proposition 2.16 implies that $\Re t, \Im t$ are w-mixed. Since $\Re t, \Im t \geq 0$, by the previous case, $t = 0$. The last implication we need is given by Remark 2.2.

(iii) Similar considerations as above apply to this statement.

(iv) In this case $\Re t \geq 0$ and w-mixed. Therefore, $\Re t = 0$ by point (i).
3. Lebesgue Decomposition Theorem

Now, we prove the main theorem of this paper, whose proof is based on Theorem 4.3 of [2]. To do this we will use the following construction of [15] of the \( w \)-absolutely continuous \( s_a \) and \( w \)-singular \( s_s \) parts of a non-negative form \( s \).

Let \( J \) be the embedding operator \( \pi_{s+w}(\phi) \rightarrow \pi_w(\phi) \), from \( \mathcal{D} / \ker(s+w) \subseteq \mathcal{H}_{s+w} \) into \( \mathcal{H}_w \). In particular, \( J \) is a densely defined contraction and \( J^{**} \) is the closure of \( J \). If \( P \) is the orthogonal projection of \( \mathcal{H}_{s+w} \) onto \( \{ \ker J^{**} \}^\perp \), then for all \( \phi, \psi \in \mathcal{D} \),

\[
(s_a + w)(\phi, \psi) = \langle P\pi_{s+w}(\phi), \pi_{s+w}(\psi) \rangle_{s+w} \\
s_s(\phi, \psi) = \langle (I-P)\pi_{s+w}(\phi), \pi_{s+w}(\psi) \rangle_{s+w}.
\]

We stress that \( s_a + w \) and \( s_s \) are also singular with respect to each other.

**Theorem 3.1.** Let \( t, w \) be sesquilinear forms on \( \mathcal{D} \), with \( w \) non-negative and \( M(t) \neq \emptyset \). Then, for any \( s \in M(t) \),

\[
t = t_r + t_m + t_{ss},
\]

where \( t_r \) is a \( w \)-regular form, \( t_m \) is \( w \)-mixed form and \( t_{ss} \) is a \( w \)-strongly singular form on \( \mathcal{D} \).

**Proof.** Take \( s \in M(t) \). A well-defined bounded sesquilinear form on \( \mathcal{D} / \ker(s+w) \) can be defined as

\[
\tilde{t}(\pi_{s+w}(\phi), \pi_{s+w}(\psi)) := t(\phi, \psi), \quad \forall \pi_{s+w}(\phi), \pi_{s+w}(\psi) \in \mathcal{D} / \ker(s+w).
\]

There exists a unique bounded operator \( T \) on \( \mathcal{H}_{s+w} \), whose norm is not greater than 1, such that

\[
t(\phi, \psi) = \langle TP\pi_{s+w}(\phi), \pi_{s+w}(\psi) \rangle_{s+w}, \quad \forall \phi, \psi \in \mathcal{D}.
\]

Set

\[
t_r(\phi, \psi) := \langle TP\pi_{s+w}(\phi), P\pi_{s+w}(\psi) \rangle_{s+w} \\
t_m(\phi, \psi) := \langle TP\pi_{s+w}(\phi), (I-P)\pi_{s+w}(\psi) \rangle_{s+w} \\
+ \langle T(I-P)\pi_{s+w}(\phi), P\pi_{s+w}(\psi) \rangle_{s+w} \\
t_{ss}(\phi, \psi) := \langle T(I-P)\pi_{s+w}(\phi), (I-P)\pi_{s+w}(\psi) \rangle_{s+w}
\]

for all \( \phi, \psi \in \mathcal{D} \). We have \( t = t_r + t_m + t_{ss} \). In addition, \( t_r \) is \( w \)-regular, \( t_m \) is
**Remark 3.2.** The sesquilinear form \( t_s := t_m + t_{ss} \) is the \( \mathfrak{w} \)-singular part of \( t \) according to [2, Theorem 4.3]. To prove that \( t_s \) is actually \( \mathfrak{w} \)-singular, let \( \phi \in \mathcal{D} \) and \( (\phi_n) \subset \mathcal{D} \) such that \( \pi_{s+w}(\phi_n) \to (I - P)\pi_{s+w}(\phi) \). Therefore, \( \mathfrak{w}[\phi_n] \leq (\mathfrak{w} + s_a) [\phi_n] \to 0 \) and \( t_s[\phi - \phi_n] \to 0 \).

**Remark 3.3.** The decomposition in Theorem 2.1 is a special case of Theorem 3.1 taking \( s = t \). In particular, with the notations of these theorems, \( t_r = t_u \), \( t_m = 0 \) and \( t_{ss} = t_s \).

**Remark 3.4.** The decomposition of a form \( t \) into a sum of \( \mathfrak{w} \)-regular, \( \mathfrak{w} \)-mixed and \( \mathfrak{w} \)-strongly singular parts is not unique, even if \( t \) is non-negative, as it is well-known (see [8, Theorem 4.6]). In addition, the particular decomposition given by Theorem 3.1 depends also on the choice of \( s \in M(t) \) as we show here (we will follow the construction of the proof above).

Set \( \mathcal{D} = \mathbb{C}^3 \). We indicate by \( e_1, e_2, e_3 \) the vectors \((1, 0, 0), (0, 1, 0), (0, 0, 1)\), respectively. Here, for convenience, we represent all sesquilinear forms by their associated matrices with respect to the basis \( \{e_1, e_2, e_3\} \). Consider the sesquilinear forms \( t, s, \mathfrak{w} \) on \( \mathbb{C}^3 \) which are represented by the following matrices

\[
\begin{pmatrix}
-1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{pmatrix}, \quad
\begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{pmatrix}, \quad
\begin{pmatrix}
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}
\]

Clearly \( s \in M(t) \) and \( J^{**} = J \) is defined as \( J^{**} : \mathcal{D}_{s+m} \to \mathbb{C}^3/\ker(\mathfrak{w}) \). \( J^{**} : \phi \to \phi + \text{span}\{e_1\} \), where \( \mathcal{D}_{s+m} \) is the space \( \mathbb{C}^3 \) with the norm \( ||\cdot||_{s+m} \). Moreover, \( \ker J^{**} = \text{span}\{e_1\} \), \( \{\ker J^{**}\}^\perp = \text{span}\{e_2, e_3\} \) and the projector \( P \) is defined as \( P(\phi_1, \phi_2, \phi_3) = (0, \phi_2, \phi_3) \). The Lebesgue decomposition \( s = s_a + s_s \) of \( s \) with respect to \( \mathfrak{w} \) is then

\[
\begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{pmatrix}
= \begin{pmatrix}
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{pmatrix}
+ \begin{pmatrix}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}.
\]

Note that \( t(\phi, \psi) = \langle T\phi, \psi \rangle_{s+w} \), for all \( \phi, \psi \in \mathbb{C}^3 \), where \( T(\phi_1, \phi_2, \phi_3) = (-\phi_1, \frac{1}{2}\phi_2, 0) \). With this we recover that the Lebesgue decomposition \( t = \sum_{i=1}^{3} t_{ss} \) taking \( m = 0 \), given by Theorem 3.1 depends also on the choice of \( \mathfrak{w} \)-mixed and \( \mathfrak{w} \)-strongly singular parts is not unique, even if \( \mathfrak{w} \) is \( \mathfrak{w} \)-mixed and \( \mathfrak{w} \)-strongly singular. In fact, for all \( \phi, \psi \in \mathcal{D} \),

\[|t_r(\phi, \psi)| \leq ||T||_{s+m} ||P\pi_{s+w}(\phi)||_{s+m} ||P\pi_{s+w}(\psi)||_{s+m} = (s_a + \mathfrak{w})[\phi]^{\frac{1}{2}}(s_a + \mathfrak{w})[\psi]^{\frac{1}{2}};\]

\[|t_m(\phi, \psi)| \leq ||T||_{s+m} ||P\pi_{s+w}(\phi)||_{s+m} ||(I - P)\pi_{s+w}(\psi)||_{s+m} + ||T||_{s+m} ||(I - P)\pi_{s+w}(\phi)||_{s+m} ||P\pi_{s+w}(\psi)||_{s+m} \leq (s_a + \mathfrak{w})[\phi]^{\frac{1}{2}}s_s[\psi]^{\frac{1}{2}} + (s_a + \mathfrak{w})[\psi]^{\frac{1}{2}}s_s[\phi]^{\frac{1}{2}};\]

\[|t_{ss}(\phi, \psi)| \leq ||T||_{s+m} ||(I - P)\pi_{s+w}(\phi)||_{s+m} ||(I - P)\pi_{s+w}(\psi)||_{s+m} \leq s_s[\phi]^{\frac{1}{2}}s_s[\psi]^{\frac{1}{2}}.\]
Now, let $u$ the non-negative sesquilinear form which corresponds to the matrix

\[
\begin{pmatrix}
-\frac{5}{3} & -\frac{4}{3} & 0 \\
-\frac{4}{3} & -\frac{16}{9} & 0 \\
0 & 0 & 0
\end{pmatrix}.
\]

We have that $u - t$ and $u + t$ are non-negative forms, then $u \in M(t)$. Therefore, $\mathcal{H}_{u+w}$ is $\mathbb{C}^3$ with the norm $\| \cdot \|_{u+w}$, the new operator $J^{**}$ is defined as before and $\ker J^{**} = \text{span}\{e_1\}$. But now $\{\ker J^{**}\}^\perp = \text{span}\{(4,5,0),(0,0,1)\}$ and the projection $P_0$ on $\{\ker J^{**}\}^\perp$ is $P_0(\phi_1, \phi_2, \phi_3) = (\frac{1}{4}\phi_2, \phi_2, \phi_3)$. The Lebesgue decomposition $u = u_u + u_s$ of $s$ with respect to $w$ is

\[
\begin{pmatrix}
-\frac{5}{3} & -\frac{4}{3} & 0 \\
-\frac{4}{3} & -\frac{16}{9} & 0 \\
0 & 0 & 0
\end{pmatrix} = \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix} + \begin{pmatrix}
\frac{5}{3} & \frac{4}{3} & 0 \\
\frac{4}{3} & \frac{16}{9} & 0 \\
0 & 0 & 0
\end{pmatrix}.
\]

Moreover, $t(\phi, \psi) = \langle T_u \phi, \psi \rangle_{u+w}$, for all $\phi, \psi \in \mathbb{C}^3$, where $T_u(\phi_1, \phi_2, \phi_3) = (-\phi_1 - \frac{1}{2}\phi_2, \frac{1}{2}\phi_1 + \frac{5}{8}\phi_2, 0)$ and, finally, the Lebesgue decomposition $t = t'_r + t'_m + t'_{ss}$ of $t$ with respect to $w$ and taking $u \in M(t)$

\[
\begin{pmatrix}
-1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{pmatrix} = \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix} + \begin{pmatrix}
0 & -\frac{4}{5} & 0 \\
-\frac{4}{5} & \frac{16}{25} & 0 \\
0 & 0 & 0
\end{pmatrix} + \begin{pmatrix}
-1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}.
\]

In the rest of the paper, we refer to Theorem 3.1 as the Lebesgue decomposition of a form $t$ with respect to $w$ and $s \in M(t)$.

**Proposition 3.5.** Let $t = t_r + t_m + t_{ss}$ be the Lebesgue decomposition of a sesquilinear form $t$ with respect to $w$ and $s \in M(t)$.

(i) The Lebesgue decomposition with respect to $w$ and $s$ of $t^*$, $\Re t$ and $\Im t$ are

\[
t = (t_r)^* + (t_m)^* + (t_{ss})^*, \\
\Re t = \Re(t_r) + \Re(t_m) + \Re(t_{ss}), \\
\Im t = \Im(t_r) + \Im(t_m) + \Im(t_{ss}),
\]

respectively. In particular, if $t$ is symmetric, then $t_r, t_m$ and $t_{ss}$ are symmetric.

(ii) The sets $N(t_r), N(t_{ss})$ are contained in $N(t)$. In particular, if $t$ is non-negative, then $t_r$ and $t_{ss}$ are non-negative.
The \( w \)-mixed part is not in general non-negative (and consequently the null form by Proposition 2.18) if \( t \) is non-negative. For instance, one can take \( w \)-mixed part of \( t \) with respect to \( w \) and \( s \in M(t) \), where \( t, s, w \) are represented by the matrices

\[
\begin{pmatrix}
2 & 1 & 0 \\
1 & 2 & 0 \\
0 & 0 & 0
\end{pmatrix}, \quad \begin{pmatrix}
3 & 0 & 0 \\
0 & 3 & 0 \\
0 & 0 & 0
\end{pmatrix}, \quad \begin{pmatrix}
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix},
\]

respectively.

4. Measures and sesquilinear forms

In this section we show that one can prove the Lebesgue decomposition of (complex) measures with the help of Theorem 3.1. We refer to [13] for the notions and results of the Measure Theory (see also [6, 12]). All the measures that we will consider are finite.

Let \( \Sigma \) stand for a \( \sigma \)-algebra on a non-empty set \( A \). We write \( \mathcal{D} := S(A, \Sigma) \) for the complex vector space of simple functions on \( (A, \Sigma) \). Let \( \mu \) be a (complex) measure on \( (A, \Sigma) \). We said that \( \mu \) is

- signed if \( \mu(A) \in \mathbb{R} \) for all \( A \in \Sigma \);
- non-negative if \( \mu(A) \geq 0 \) for all \( A \in \Sigma \).

The total variation of a measure \( \mu \) is the non-negative measure \( |\mu| \) on \( (A, \Sigma) \) defined on \( A \in \Sigma \) as

\[
|\mu|(A) := \sup \sum_{k=1}^{\infty} |\mu(A_k)|,
\]
where the supremum is taken over all sequences \( \{A_k\} \) of disjoint subsets in \( \Sigma \) such that \( \bigcup_k A_k = A \). The importance of \( |\mu| \) is that it is the smaller non-negative measure \( \kappa \) that bounds \( \mu \); i.e., \( |\mu(A)| \leq \kappa(A) \) for all \( A \in \Sigma \).

The characteristic function of a subset \( A \in \Sigma \) will be indicated by \( \chi_A \).

Given two measures \( \mu, \nu \) on \( (A, \Sigma) \) with \( \nu \) non-negative, \( \mu \) is \( \nu \)-absolutely continuous (in symbol \( \mu \ll \nu \)) if the following equivalent conditions are satisfied:

1. if \( \nu(A) = 0 \) implies \( \mu(A) = 0 \);
2. for every \( \epsilon > 0 \) there exists \( \delta > 0 \) such that \( |\mu(A)| < \epsilon \) for all \( A \in \Sigma \) with \( \nu(A) < \delta \), or equivalently in a different notation, \( \lim_{\nu(A)\to0} \mu(A) = 0 \).

On the other hand, \( \mu \) is \( \nu \)-singular (in symbol \( \mu \perp \nu \)) if one of the following equivalent conditions is satisfied (see [12, Theorem 6.1.17])

1. there exists \( E \in \Sigma \) such that \( \nu(A) = \nu(A \cap E) \) and \( \mu(A) = \mu(A \cap E^c) \);
2. \( \forall \epsilon > 0 \) there exists \( E_\epsilon \in \Sigma \) such that \( \mu(A) < \epsilon \) and \( \nu(E \setminus E_\epsilon) < \epsilon \).

Furthermore, \( \mu \) is \( \nu \)-absolutely continuous (resp. \( \nu \)-singular) if and only if \( |\mu| \) is \( \nu \)-absolutely continuous (resp. \( \nu \)-singular) if and only if there exists an \( \nu \)-absolutely continuous (resp. \( \nu \)-singular) non-negative measure \( \tau \) on \( (A, \Sigma) \) bounding \( \mu \).
A sesquilinear form $t$ on $\mathcal{D} = S(\mathcal{A}, \Sigma)$ is said to be induced by the measure $\mu$ on $(\mathcal{A}, \Sigma)$ if

$$t(\phi, \psi) = \int_{\mathcal{A}} \phi \overline{\psi} d\mu, \quad \forall \phi, \psi \in \mathcal{D}.$$ 

Let $\mu, \nu$ be two measures on $(\mathcal{A}, \Sigma)$ with $\nu$ non-negative. Consider the sesquilinear forms induced by $\mu$, $|\mu|$ and $\nu$; i.e.,

$$t(\phi, \psi) = \int_{\mathcal{A}} \phi \overline{\psi} d\mu, \quad s(\phi, \psi) = \int_{\mathcal{A}} \phi \overline{\psi} d|\mu|, \quad w(\phi, \psi) = \int_{\mathcal{A}} \phi \overline{\psi} d\nu, \quad (4.1)$$

for all $\phi, \psi \in \mathcal{D} = S(\mathcal{A}, \Sigma)$, respectively. Obviously, $s \in M(t)$ and $t$ is non-negative (resp. symmetric) if and only if $\mu$ is non-negative (resp. signed).

**Lemma 4.1.** The following statements hold.

(i) The form $t$ is $w$-regular if and only if $\mu$ is $\nu$-absolutely continuous.

(ii) If $\mu$ is $\nu$-singular, then $\mu$ is $w$-strongly singular. The converse is true if $t$ is non-negative.

(iii) If $s$ is $w$-singular, then $\mu$ is $\nu$-singular.

**Proof.**

(i) Assume $t$ is $w$-regular. By definition, there exists $u \in M(t)$ and $u \ll w$. If $A \in \Sigma$ and $\nu(A) = 0$ then $\chi_A \in \ker w \subseteq \ker u \subseteq \ker t$. Therefore, $\mu(A) = 0$. Conversely, if $\mu$ is $\nu$-absolutely continuous, then so $|\mu|$ is and $s \ll w$ by [15, Theorem 3.2]. Since $s \in M(t)$, $t$ is $w$-regular.

(ii) In [15, Theorem 3.2] it was proved that if $\mu$ is non-negative, then $t$ is $w$-singular if and only if $\mu$ is $\nu$-singular. In the general case, assume that $\mu$ is $\nu$-singular. This means that $|\mu|$ is $\nu$-singular and, consequently, $s \perp w$. Finally, $s \in M(t)$ implies that $t$ is $w$-strongly singular.

(iii) If $s$ is $w$-singular, then $|\mu|$ is $\nu$-singular. Hence, $\mu$ is $\nu$-singular.

Now we can give the announced proof of the Lebesgue decomposition theorem of finite measures based on the ideas developed in this paper. We state it for reader’s convenience.

**Theorem 4.2.** Let $\Sigma$ be a $\sigma$-algebra on a non-empty set $\mathcal{A}$. Let $\nu, \mu$ be measures on $(\mathcal{A}, \Sigma)$, $\nu$ being non-negative. There exist unique measures $\mu_a, \mu_s$ on $(\mathcal{A}, \Sigma)$ such that

(i) $\mu = \mu_a + \mu_s$;

(ii) $\mu_a$ is $\nu$-absolutely continuous and $\mu_s$ is $\nu$-singular.

**Proof.** The uniqueness follows easily by the following argument. Indeed, assume that $\mu = \mu_a + \mu_s = \mu'_a + \mu'_s$, where $\mu_a, \mu'_a \ll \nu$ and $\mu_s, \mu'_s \perp \nu$. Then $\mu_a - \mu'_a = \mu'_a - \mu_s$; i.e., $\mu_a - \mu'_a$ is both absolutely continuous and singular with respect to $\nu$. Thus, clearly, $\mu_a = \mu'_a$ and $\mu_s = \mu'_s$.

To prove the existences, let us define the forms $t, w, s$ as in (4.1). First of all, assume that $\mu$ is non-negative; i.e., $t = s \geq 0$. Consider the Lebesgue
decomposition \( s = s_a + s_s \) of \( s \) with respect to \( w \) as in Theorem 2.1. Moreover, with the notations introduced before Theorem 3.1, for all \( \phi, \psi \in \mathcal{D} \),

\[
(s_a + w)(\phi, \psi) = \langle P\pi_{s+w}(\phi), P\pi_{s+w}(\psi) \rangle_{s+w},
\]

\[
s_s(\phi, \psi) = \langle (I - P)\pi_{s+w}(\phi), (I - P)\pi_{s+w}(\psi) \rangle_{s+w}.
\]

We know (see [15, Theorem 3.4]) that there exist additive set functions \( \mu_a \) and \( \mu_s \) on \( (A, \Sigma) \) satisfying \( \mu = \mu_a + \mu_s \) and

\[
(s_a + w)(\phi, \psi) = \int_A \phi \overline{\psi} d(\mu_a + \nu),
\]

\[
s_s(\phi, \psi) = \int_A \phi \overline{\psi} d\mu_s, \quad \forall \phi, \psi \in \mathcal{D}.
\]

In addition, \( \mu_a \) is a \( \nu \)-absolutely continuous and \( \mu_s \) is a \( \nu \)-singular in the sense of [15, Section 3]; i.e., \( \lim_{\nu(A) \to 0} \mu_a(A) = 0 \) and

\[
\forall \epsilon > 0 \exists E_c \in \Sigma \text{ such that } \mu_s(E_c) < \epsilon \text{ and } \nu(A \setminus E_c) < \epsilon.
\]

We prove that \( \mu_a, \mu_s \) are continuous from below; then they must be measures (see [6, Theorem 5.F]). Take \( A \in \Sigma \) and \( (A_n) \subset \Sigma \) an increasing sequence with \( \bigcup_n A_n = A \). Therefore,

\[
(s + w)[\chi_A - \chi_{A_n}] = (s + w)[\chi_{A \setminus A_n}] = (\mu + \nu)(A \setminus A_n) \to 0,
\]

because \( \mu + \nu \) is a measure. This means that \( \pi_{s+w}(\chi_{A_n}) \to \pi_{s+w}(\chi_A) \) in \( \mathcal{F}_{s+w} \) and, by continuity,

\[
\mu_a(A) = \|P\pi_{s+w}(\chi_A)\|^2_{s+w} = \lim_{n \to +\infty} \|P\pi_{s+w}(\chi_{A_n})\|^2_{s+w} = \lim_{n \to +\infty} \mu_a(A_n).
\]

In the same way, \( \mu_s(A) = \lim_{n \to +\infty} \mu_s(A_n) \). Consequently, \( \mu_a \) is a \( \nu \)-absolutely continuous measure and \( \mu_s \) is a \( \nu \)-singular measure.

Before we move on the general case without any condition on the sign of \( \mu \), we give an expression to the projector \( P \). There exists \( E \in \Sigma \) such that \( \mu_s(E) = 0 \) and \( \nu(E^c) = 0 \) and, consequently, for all \( A \in \Sigma \),

\[
(\mu_a + \nu)(A \cap E) = (\mu_a + \nu)(A), \quad \mu_s(A \cap E) = 0.
\]

(4.2)

Let \( \phi, \psi \in \mathcal{D} \). Thus, \( \phi \overline{\psi} = \sum_{k=1}^n a_k \chi_{A_k} \), for some \( n \geq 1 \) and \( A_k \in \Sigma \), disjoint subsets. Applying (4.2) we obtain that

\[
(s_a + w)(\phi, \psi) = \int_A \phi \overline{\psi} d(\mu_a + \nu) = \sum_{k=1}^n a_i(\mu_a + \nu)(A_k)
\]

\[
= \sum_{k=1}^n a_i(\mu_a + \nu)(A_k \cap E) + \sum_{k=1}^n a_i(\mu_s)(A_k \cap E)
\]

\[
= \int_A \chi_E \phi \overline{\psi} d(\mu_a + \nu) + \int_A \chi_E \phi \overline{\psi} d\mu_s
\]

\[
= \int_A \chi_E \phi \overline{\psi} d(\mu + \nu).
\]
Clearly, $\chi_E \phi \in \mathcal{D}$. Therefore, we can write
\[
(P \pi_{s+w} (\phi), \pi_{s+w} (\psi))_{s+w} = (s_a + w)(\phi, \psi) = (\pi_{s+w} (\chi_E \phi), \pi_{s+w} (\psi))_{s+w}.
\]
Since $\mathcal{D} \setminus \ker(s + w)$ is dense in $\mathcal{H}_{s+w}$, we have
\[
P \pi_{s+w} (\phi) = \pi_{s+w} (\chi_E \phi), \quad \forall \phi \in \mathcal{D}.
\] (4.3)

Now, let $\mu$ be a (complex) measure on $(\mathcal{A}, \Sigma)$. Let $t = t_r + t_m + t_{ss}$ be the Lebesgue decomposition of $t$ with respect to $s \in M(t)$ and $w$.

We can repeat the arguments above for $s$ which is non-negative. Thus, $P$ act as in (4.3) with some $E \in \Sigma$. Taking into account (3.1),
\[
t_r(\phi, \psi) = \langle TP \pi_{s+w} (\phi), P \pi_{s+w} (\psi) \rangle_{s+w}
= \langle T \pi_{s+w} (\chi_E \phi), \pi_{s+w} (\chi_E \psi) \rangle_{s+w}
= t(\chi_E \phi, \chi_E \psi)
= \int_A \chi_E \phi \overline{\psi} d\mu,
\quad \forall \phi, \psi \in \mathcal{D}.
\]

Hence, $\mu_a (A) := t_r[\chi_A] = \mu (A \cap E)$, for $A \in \Sigma$, is a measure on $(\mathcal{A}, \Sigma)$. We can conclude that $\mu_a$ is $\nu$-absolutely continuous applying Lemma 4.1. Also $\mu_s := \mu - \mu_a$ is a measure on $(\mathcal{A}, \Sigma)$ and, in particular, $\mu_s (A) = t_s[\chi_A] = \mu (A \cap E^c)$. This shows that $\nu \perp \mu_s$.

This proof does not involve the Jordan decomposition of a signed measure and, in the general case, it works also taking for $s$ the sesquilinear form induced by any non-negative measure which bounds $\mu$.
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