A NECESSARY AND SUFFICIENT CONDITION FOR EDGE UNIVERSALITY OF WIGNER MATRICES
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Abstract. In this paper, we prove a necessary and sufficient condition for Tracy-Widom law of Wigner matrices. Consider $N \times N$ symmetric Wigner matrices $H$ with $H_{ij} = N^{-1/2}x_{ij}$, whose upper right entries $x_{ij}$ ($1 \leq i < j \leq N$) are i.i.d. random variables with distribution $\mu$ and diagonal entries $x_{ii}$ ($1 \leq i \leq N$) are i.i.d. random variables with distribution $\tilde{\mu}$. The means of $\mu$ and $\tilde{\mu}$ are zero, the variance of $\mu$ is 1, and the variance of $\tilde{\mu}$ is finite. We prove that Tracy-Widom law holds if and only if $\lim_{s \to \infty} s^4P(|x_{12}| \geq s) = 0$. The same criterion holds for Hermitian Wigner matrices.

1. Background and Main result

Since the groundbreaking work by Wigner [53], it has been conjectured and widely believed that local statics of eigenvalues of random matrices are universal in the sense that it depends only on the symmetric class of the ensembles. The universality is one of the most important concepts in random matrix theory, and it can roughly be divided into two different types, the bulk universality and the edge universality.

Before considering the edge universality, which we will study in this paper, we roughly introduce some important results on bulk universality. The bulk universality concerns the local statistics of eigenvalues in the interior of the spectrum. In the early works of Wigner, Dyson, Gaudin, and Mehta [35, 36, 11, 12], it was proved that, after proper rescaling, the joint probability density of eigenvalues of Gaussian Unitary Ensemble (GUE) can be explicitly described by the sine kernel, and they conjectured the universality holds for more general classes of ensembles. For a very general class of invariant ensembles, the bulk universality was proved by Deift et. al. [13, 14], Bleher and Its [8], and Pastur and Shcherbina [40]. Later by Johansson [29], the bulk universality was proved for Gaussian divisible ensembles. (See also the work by Ben Arous and Péché [6].) For general Wigner matrices, a new approach was introduced to prove the bulk universality in a series of papers by Erdős, Schlein, Yau, and others in [17, 18, 19, 20, 21, 24, 25, 26, 15, 16]. The bulk universality for Wigner matrices was also obtained by Tao and Vu [50]. See the reviews [22, 23] for further discussion.

The distribution of the largest eigenvalue exhibits another type of universality, which is called the edge universality. Let $\lambda_N$ be the largest eigenvalue of a Wigner matrix. For the Gaussian ensembles, the distribution function of $\lambda_N$ was first identified by Tracy and Widom [44, 45]. More precisely, it is proved that

$$\lim_{N \to \infty} P(N^{2/3}(\lambda_N - 2) \leq s) = F_\beta(s), \quad (1.1)$$

where the Tracy-Widom distribution functions $F_\beta$ can be described by Painlevé equations, and $\beta = 1, 2, 4$ corresponds to Orthogonal/Unitary/Symplectic ensemble, respectively. The joint distribution of $k$ largest eigenvalues can be expressed in terms of the Airy kernel, which was shown by Forrester [27]. If we denote the $k$ largest eigenvalues by $\lambda_N, \lambda_{N-1}, \cdots, \lambda_{N-k+1}$, then for Gaussian ensembles,
the joint distribution function of rescaled eigenvalues has the limit
\[
\lim_{N \to \infty} \mathbb{P} \left( N^{2/3}(\lambda_N - 2) \leq s_1, N^{2/3}(\lambda_{N-1} - 2) \leq s_2, \ldots, N^{2/3}(\lambda_{N-k} - 2) \leq s_k \right) = F_{\beta,k}(s_1, s_2, \ldots, s_k),
\]
which will also be called the Tracy-Widom distribution.

The condition for (1.2) has been studied intensively. In the direction of sufficient condition, it has been improved as follows: The result (1.2) was first extended to general Wigner matrices by Soshnikov [47] with the condition that all odd moments of matrix entries vanish (e.g., the symmetric distribution) and with the Gaussian decay. Ruzmaikina [43] showed that the Gaussian decay can be replaced with polynomial decay faster than \(x^{-18}\). Also, under the condition that matrix entries are symmetrically distributed, Khorunzhiy [32] proved a bound for the spectral norm for the matrices whose entries have finite \(12 + o(1)\) moment. For the non-symmetric case, (1.2) is proved in [51] by Tao and Vu with the condition that matrix entries have vanishing third moment and sub-exponential decay. (Some partial results in the non-symmetric case can be found in [45] and [39].) Later, the vanishing third moment condition was removed by Erdős, Yau, and others in [26, 16], i.e., (1.2) is implied by the sub-exponential decay condition. The current best sufficient condition for (1.2), as we know, is that the matrix entries have finite \(12 + o(1)\) moments, which was proved in [16]. Numerical results by Biroli, Bouchaud, and Potters [7] predicted that the Tracy-Widom distribution would appear when the \((4 + \epsilon)\)-th moment is finite.

On the other hand, for the Wigner matrices whose entries have heavy tails, the necessary condition for (1.2) is studied as follows: In the case of real symmetric matrices with i.i.d. entries, it was proved by Soshnikov [48] that, when the variance of entries diverges, the largest eigenvalue has Poisson statistics. More precisely, in [48] was considered the case where the distribution of entries satisfies
\[
\mathbb{P}(|h_{ij}| > x) = h(x) x^\alpha,
\]
where \(h(x)\) is a slowly varying function and \(\alpha < 2\). The case \(2 \leq \alpha < 4\) was later studied by Auffinger, Ben Arous, and Péché [1], which also shows the Poisson statistics. We also remark that in the case \(\alpha < 2\) the Wigner semi-circle law no longer holds in the bulk. See the work by Ben Arous and Guionnet [3] for more detail. The numerical simulation results in [7] also suggest that \(\alpha = 4\) in (1.3) will provide the marginal case.

The edge universality has been generalized in many directions, for example, for the sample covariance matrices [28, 31, 46, 49, 41] and for correlation matrix [4, 42]. For the deformed matrices, which are described as a finite rank perturbation of sample covariance matrices and the deformed Wigner matrices, the Tracy-Widom law also holds when the outliers are excluded [3, 9, 10, 37, 34].

In this paper, we prove the following simple criterion on this property: The necessary and sufficient condition for the joint probability density of the \(k\) largest eigenvalues of a Wigner matrix (see definition in Def. 1.1) to weakly converge to that of Gaussian ensembles, i.e., the Tracy-Widom distribution, is that the off-diagonal entry of the Wigner matrix satisfies
\[
\lim_{s \to +\infty} s^4 \mathbb{P}(|x_{12}| \geq s) = 0.
\]
We note that this criterion has not been predicted in any previous works.

The precise definition of the Wigner matrix we consider in this paper is as follows:

**Definition 1.1.** The (standard) symmetric (Hermitian) Wigner matrix of size \(N\) is a symmetric (Hermitian) matrix
\[
(H_N)_{ij} = h_{ij} = \frac{1}{\sqrt{N}} x_{ij}, \quad 1 \leq i, j \leq N,
\]
where the upper-triangle entries \((x_{ij})\) \((1 \leq i \leq j \leq N)\) are independent real (complex) random variables with mean zero satisfying the following conditions:
The upper right entries $x_{ij}$ ($1 \leq i < j \leq N$) are i.i.d. random variables with distribution $\mu$, satisfying $\mathbb{E}x_{12} = 0$ and $\mathbb{E}|x_{12}|^2 = 1$.

2. The diagonal entries $x_{ii}$ ($1 \leq i \leq N$) are i.i.d. random variables with distribution $\tilde{\mu}$, satisfying $\mathbb{E}x_{11} = 0$ and $\mathbb{E}|x_{11}|^2 < \infty$.

3. In addition, for the Hermitian case, $\mathbb{E}(x_{12})^2 = 0$.

When the random variables $x_{ij}$ and $x_{ii}$ are real Gaussian with $\mathbb{E}|x_{ij}|^2 = 2$, $H$ will be called Gaussian Orthogonal Ensemble (GOE). Similarly, when $x_{ij}$ are complex Gaussian and $x_{ii}$ are real Gaussian with $\mathbb{E}|x_{ii}|^2 = 1$, $H$ will be called Gaussian Unitary Ensemble (GUE). We denote by $\lambda_1 \leq \lambda_2 \cdots \leq \lambda_N$ the eigenvalues of $H_N$ and by $u_1, u_2 \cdots u_N$ the corresponding eigenvectors of $H_N$.

The main result of this paper is the following theorem:

**Theorem 1.2.** For any centered distribution $\nu$ and $\tilde{\nu}$ with variance 1 and finite variance, respectively, let $H_N$ be the Wigner matrix defined in Definition 1.1 such that $x_{12}$ and $x_{11}$ have distributions $\nu$ and $\tilde{\nu}$, respectively. Then,

1. **Sufficient condition:** if (1.4) holds, then for any fixed $k$, the joint distribution function of $k$ rescaled largest eigenvalues,

$$P\left(N^{2/3}(\lambda_N - 2) \leq s_1, N^{2/3}(\lambda_{N-1} - 2) \leq s_2, \cdots, N^{2/3}(\lambda_{N-k+1} - 2) \leq s_k\right)$$

has a limit as $N \to \infty$, which coincides with that in the GUE (GOE) case, i.e., it weakly converges to the Tracy-Widom distribution.

2. **Necessary condition:** if (1.4) does not hold, then the joint distribution function (1.5) does not converge to the Tracy-Widom distribution. Furthermore, we have

$$\limsup_{N \to \infty} P(\lambda_N(H_N) \geq 3) > 0.$$ 

**Remark 1.3.** While any distribution with finite fourth moment satisfies the criterion (1.4), the converse is not true. If we consider, for example, the distribution whose density $f(x)$ decays as $|x|^{-5}\log|x|$, then it does not have finite fourth moment though (1.4) holds for it. The existence of this particular example, however, does not contradict the result in [2], which proved that $\lim_{N \to \infty} \lambda_N(H_N) = 2$ a.s. if and only if the fourth moment exists.

Our result provides a very simple sufficient and necessary condition for the edge universality of Wisher matrices without assuming any other properties of matrix entries. This also shows the existence of four moments, which was predicted to be needed for the edge universality, is not necessary for the Tracy-Widom result, as we can see from Remark 1.3.

Our proof of the main result features two key observations.

1. If we introduce a ‘cutoff’ on each matrix element at $N^{-\epsilon}$, then the matrix with the cutoff can well approximate the original matrix in terms of the behavior of the largest eigenvalue if and only if the criterion (1.4) holds.

2. The Green function comparison method (e.g. Theorem 6.3 in [26]), which was first introduced in [24], can be extended to the random matrices whose entries have a bounded support of size $N^{-\epsilon}$ for some $\epsilon > 0$. The Green function comparison method was applied on studying the distribution of the eigenvalues of the Wigner matrices, deformed Wigner matrices, covariance matrices, correlation matrices, and adjacency matrices of random graphs [24, 25, 26, 27, 11, 12, 13, 16]. It was also used in the study of the distribution of eigenvectors [33] and the determinant [52] of Wigner matrices. We believe that our new method in the present paper can be used to improve the results in these topics.

The first observation can be understood in the framework of the deformed Wigner matrix. We consider the matrix with the cutoff as the unperturbed part and the remaining part the perturbation. As studied in [3, 27, 9, 10, 34], if the perturbation is small enough, then we can predict the behaviors of the largest eigenvalues of the original matrix from the matrix with cutoff. On the other hand, if the original/perturbation matrix has an entry whose absolute value is larger than 1, then the matrix will...
have an eigenvalue greater than 2, hence the Tracy-Widom distribution fails. Roughly speaking, the criterion (1.4) means that each off-diagonal entry is bounded by 1 with probability $1 - o(N^{-2})$, thus the condition guarantees that no entries are larger than 1 with probability $1 - o(1)$. We remark that a similar argument was introduced in [7].

The Green function comparison part is more technical. Given the matrix with the cutoff at $N^{-\epsilon}$, we first find a ‘better’ matrix, in the sense that it is already known to satisfy Tracy-Widom law, whose first four moments coincide those of the given matrix. We then apply Lindeberg replacement strategy sufficiently many times (more precisely, $O(\epsilon^{-1})$ times) to compare the Green functions. The basic idea is as follows: Using Green function comparison method, one can study the difference of the functional on Green functions between the ‘better’ matrix and the original matrix. Instead of bounding the difference directly, however, we represent it as a new functional, which is much more complicated, on Green functions, with gaining a factor $N^{-\epsilon}$. This new functional can be easily bounded for the ‘better’ matrix case, but not for original matrix. To solve this issue, again we use Green function comparison method to estimate the difference of this new functional between the ‘better’ matrix and original matrix. Repeating this process, we obtain the desired bound. The details will be explained later.

Though the Green function comparison method has been used in previous papers, it was always required to have a good bound on Green function with high probability. This is one of the reasons that the distribution of matrix entries have been assumed to satisfy subexponential decay condition in many papers. In this paper, however, we show a way to circumvent this problem, which can be used to achieve many other results, besides the edge universality, for heavy-tailed random matrices. See, for example, the rigidity result in Theorem 3.6 that holds for the random matrices whose entries are only bounded by $N^{-\epsilon}$ for some $\epsilon > 0$. (Note: it is also an interesting result, since it shows that the locations and the fluctuations of the eigenvalues keep unchanged, even if the fluctuations of the matrix entries become very large, i.e., from $N^{-1/2}$ to $N^{-\epsilon}$.)

This paper is organized as follows. In Sections 2 and 3, we introduce the notations and collect tools we use to prove the main result. In Section 4, we prove the main result using the cutoff argument. Technical results on the Green function comparison method will be proved in Sections 5 and 6.

Remark 1.4. In this paper, for simplicity, we will prove Theorem 1.2 only for the real symmetric case with $k = 1$. The general case can be proved analogously.

2. Notations

In the proof, we will use some variations of standard Wigner matrix defined in Definition 1.1, which are defined as follows:

**Definition 2.1** (Generalized symmetric Wigner matrix). A symmetric matrix $H_N$ is said to be a generalized symmetric Wigner matrix of size $N$ if its upper-triangular entries

$$(H_N)_{ij} = h_{ij}, \quad 1 \leq i \leq j \leq N,$$

are independent real random variables with mean zero, whose distribution may depend on $i, j$ and $N$, and satisfy, for some constant $C_0$,

$$|Eh_{ij}^2 - N^{-1}| \leq C_0 N^{-1} \delta_{ij}. \quad (2.1)$$

**Remark 2.2.** The results on generalized Wigner matrices, especially the constants in the results, may depend on $C_0$, but we will not emphasize it in the sequel.

As in [15] [16], we will use the following definition to characterize events of very high probability.

**Definition 2.3** (High probability events). Define

$$\varphi := (\log N)^{\frac{1}{\log \log N}}. \quad (2.2)$$
We say that an $N$-dependent event $\Omega$ holds with $\zeta$-high probability if there exist constants $c,C>0$, independent of $N$, such that
\[ P(\Omega) \geq 1 - N^C e^{-cN^{\zeta}} \tag{2.3} \]
for all sufficiently large $N$. For simplicity, for the case $\zeta = 1$, we just say high probability.

The next condition on the distributions of the matrix entries will be used in the proof.

**Definition 2.4** (Bounded support condition). We say a family of random matrices $(H_N)_{ij} = (h_{ij})$ satisfies the bounded support condition with $q$, if for $1 \leq i,j \leq N$
\[ |h_{ij}| \leq q^{-1} \tag{2.4} \]
with probability larger than $1 - e^{-N^{\zeta}}$ for some $c > 0$. Here, $q$ may depend on $N$ and usually $N^\phi \leq q \leq N^{1/2} \log N^{-1}$ for some $\phi > 0$.

Note that the Gaussian distribution satisfies bounded support condition with any $q < N^\phi$ for any $\phi < 1/2$. We also remark that, when $H_N$ satisfies the bounded support condition, the event $\{|h_{ij}| \leq q^{-1}\}$ holds with ‘very’ high probability, i.e., it holds with $\zeta$-high probability for any positive constant $\zeta$. For this reason, the extreme event $\{|h_{ij}| \geq q^{-1}\}$ is negligible, and throughout the paper, we will not consider the case it happens.

**Definition 2.5** (Green function, semicircle, $m_{sc}$ and $m$). For a Wigner matrix $H$, we define the Green function of $H$ by
\[ G_{ij}(z) := \left( \frac{1}{H - z} \right)_{ij}, \quad z = E + i\eta, \quad E \in \mathbb{R}, \quad \eta > 0. \tag{2.5} \]
The Stieltjes transform of the empirical eigenvalue distribution of $H$ is given by
\[ m(z) = m_N(z) := \frac{1}{N} \sum_j G_{jj}(z) = \frac{1}{N} \text{Tr} \frac{1}{H - z}. \tag{2.6} \]
Define $m_{sc}(z)$ as the unique solution of
\[ m_{sc}(z) + \frac{1}{z + m_{sc}(z)} = 0, \tag{2.7} \]
with positive imaginary part for all $z$ with $\text{Im} z > 0$, i.e.,
\[ m_{sc}(z) = \frac{-z + \sqrt{z^2 - 4}}{2}, \tag{2.8} \]
where the square root function is chosen with a branch cut in the segment $[-2, 2]$ so that asymptotically $\sqrt{z^2 - 4} \sim z$ at infinity. This guarantees that the imaginary part of $m_{sc}$ is non-negative for $\eta = \text{Im} z > 0$ and in the $\eta \to 0$ limit it is the Wigner semicircle distribution
\[ \varrho_{sc}(E) := \lim_{\eta \to 0^+} \frac{1}{\pi} \text{Im} m_{sc}(E + i\eta) = \frac{1}{2\pi} \sqrt{(4 - E^2)_+}. \tag{2.9} \]
We will also frequently use the notations
\[ z := E + i\eta, \quad \kappa := |E| - 2. \]

The following lemma (Lemma 4.2 of [25]) collects elementary properties of the Stieltjes transform of the semicircle law. As a technical note, we use the notation $f \sim g$ for two positive functions in some domain $D$ if there exists a positive universal constant $C$ such that $C^{-1} \leq f(z)/g(z) \leq C$ holds for all $z \in D$. 
Lemma 2.6. We have for all \( z \) with \( \text{Im} \, z > 0 \) that
\[
|m_{sc}(z)| = |m_{sc}(z) + z|^{-1} \leq 1.
\]
(2.10)

Let \( z = E + i \eta \) with \( |E| \leq 5 \) and \( 0 < \eta \leq 10 \). We have
\[
|m_{sc}(z)| \sim 1, \quad |1 - m_{sc}^2(z)| \sim \sqrt{\kappa + \eta}
\]
and the following two bounds:
\[
\text{Im} \, m_{sc}(z) \sim \begin{cases} \frac{\eta}{\sqrt{\kappa + \eta}} & \text{if } \kappa \geq \eta \text{ and } |E| \geq 2, \\ \frac{\sqrt{\kappa + \eta}}{\sqrt{\kappa + \eta}} & \text{if } \kappa \leq \eta \text{ or } |E| \leq 2. \end{cases}
\]
(2.12)

Definition 2.7 (Classical location of the eigenvalue). We denote by \( \gamma_j \) the classical location of the \( j \)-th eigenvalue, i.e., \( \gamma_j \) is defined by
\[
N \int_{-\infty}^{\gamma_j} g_{sc}(x) \, dx = j, \quad 1 \leq j \leq N.
\]
(2.13)

Remark 2.8. Throughout the paper, the notations \( O(\cdot), o(\cdot), \) and \( \ll \) will always be with respect to the limit \( N \to \infty \), where \( a \ll b \) means \( a = o(b) \). The constant \( C \) will denote various constants independent of \( N \).

3. Tools

In this section, we introduce some results that will be used in the proof of the main theorem. Some of them are already proved in previous papers with H.-T. Yau, L. Erdős, and A. Knowles, and we made slight changes in the statement to fit the notations and definitions in this paper. We also extend some of the known results.

Define the domain
\[
S(C) = \{ z = E + i \eta : |E| \leq 5, \quad N^{-1} \varphi C < \eta \leq 10 \}.
\]
(3.1)

Lemma 3.1 (Previous results on generalized Wigner matrix). Let \( H \) be a generalized Wigner matrix satisfying bounded support condition with \( q \). There exists a constant \( C > 0 \) such that, if \( q \geq \varphi C \), then the following properties hold with 3-high probability:

(1) Local semicircle law (Theorem 2.8 in [15]) :
\[
\bigcup_{z \in S(C)} \left\{ |m(z) - m_{sc}(z)| \leq \varphi C \left( \frac{1}{\sqrt{\kappa + \eta}} \frac{1}{q^2} \frac{1}{q} + \frac{1}{N \eta} \right) \right\}
\]
(3.2)

(2) Bound on \( \|H\| \) (Lemma 4.4 in [15]) :
\[
\|H\| \leq 2 + \varphi C (q^{-2} + N^{-2/3})
\]
(3.4)

(3) Delocalization (Remark 2.18 in [15]) :
\[
\max_{\alpha,i} |u_{\alpha i}(i)|^2 \leq \frac{\varphi C}{N}
\]
(3.5)

Furthermore, if \( q \geq N^\phi \) for some constant \( \phi > 1/3 \), then the following properties hold with 3-high probability:
(4) Rigidity of the eigenvalues (Theorem 2.13 and Remarks 2.14, 2.15 in [15]):

\[ \bigcup_{j} \left\{ |\lambda_j - \gamma_j| \leq \varphi \left( \min \left( j, N - j + 1 \right) \right)^{-1/3} N^{-2/3} + q^{-2} \right\}. \]  

(3.6)

(5) Bound on \( G_{ij} \) out of Spectrum (Equations (3.32), (3.58) and (4.36)-(4.46) in [15]):

For any large \( a > 12 \), there exists a constant \( C > 0 \) depending on \( a \) such that for \( z = E + i\eta \) with \( \frac{1 + \varphi C}{N} \leq E \leq 3 \), \( \eta = \varphi^{(3+a)} N^{-1} \kappa^{-1/2} \),

we have

\[ |m(z) - m_{sc}(z)| \leq \frac{1}{\varphi^a N \eta}, \quad \text{Im} \, m(z) \leq \frac{1}{\varphi^a N \eta}, \quad \max_{i \neq j} |G_{ij}| \leq \frac{1}{\varphi^{a/3} N \eta}. \]  

(3.8)

Proof of Lemma 3.1. For the case \( C_0 = 0 \) (see (2.1)), these results except (3.8) were already proved with the choice of \( \xi = 3 \log \log N \) in [15]. Furthermore, the proofs in [15] can be extended to the case \( C_0 = O(N^{-1}) \) with almost no revision. Heuristically speaking, it only brings the error of order \( N^{-1} \). As we can see from the proofs, these inequalities still hold after multiplying \( G \), \( \lambda \), and \( u \) by a factor of \( 1 + O(N^{-1}) \).

In order to prove (3.8), we choose \( \xi = 3 \log \log N \) as above and let \( C_1 = 1 \) in (2.15) of [15] so that \( (\log N)^C \xi = \varphi^3 \). In (4.36)-(4.46) of [15], it was actually proved that (see (4.45) and (4.46) of [15]), with 3-high probability,

\[ |m(z) - m_{sc}(z)| \leq \frac{1}{\varphi^a N \eta} \quad \text{Im} \, m(z) \leq \frac{1}{\varphi^a N \eta}. \]

where \( \Lambda := |m - m_{sc}| \) and \( \alpha \sim \sqrt{\kappa} \) in [15]. Hence, we only need to change the exponent to obtain the first two parts of (3.8). To achieve that, one can replace \( \varphi^3 (\log N)^2 \) in (4.37) of [15] with \( \varphi^{3+2a} \), and replace \( \varphi^3 (\log N) \) in (4.38), (4.42), and the inequality below (4.44) of [15] with \( \varphi^{3+a} \). Then, in (4.40), (4.45), and (4.46) of [15], we obtain the first two terms of (3.8).

Now we prove the third part of (3.8). Using (3.32) and (3.58) of [15], we have that with 3-high probability,

\[ \max_{i \neq j} |G_{ij}| \leq O(q^{-1}) + \frac{1}{\varphi^{(a/2)-2 N \eta}}. \]  

(3.9)

From (3.7), we have \( \eta \geq \varphi^{O(1)} N^{-2/3} \). Together with assumptions on \( q \) and (3.9), we obtain the third part of (3.8) and complete the proof.

\[ \square \]

Remark 3.2. In [15], the author proved that, for any fixed \( \zeta \), there exists \( C_\zeta \) such that when \( C = C_\zeta \) the above statements hold with \( \zeta \)-high probability. In this paper, we only use \( 1 \leq \zeta \leq 3 \) in the proofs. We note that, however, similar results to Lemma 5.1 holds with \( \zeta \)-high probability for some constant \( C = C_\zeta \).

Theorem 3.3 (Edge universality on generalized Wigner matrix: Theorem 2.7 in [16]). Let \( H^w \) be a GOE and \( H^* \) a generalized symmetric Wigner matrix with

\[ \mathbb{E}^w |h_{ij}|^2 = N^{-1} + \delta_{ij} N^{-1}. \]

Assume that \( H^* \) satisfies the bounded support condition with \( q = N^\phi \), for some constant \( 1/3 < \phi \leq 1/2 \). Then, there exists a constant \( \delta > 0 \) such that, for any \( s \in \mathbb{R} \), we have

\[ \mathbb{P}^w \left( N^{2/3} \left( \lambda_N - 2 \right) \leq s - N^{-\delta} \right) - N^{-\delta} \leq \mathbb{P}^w \left( N^{1/3} \left( \lambda_N - 2 \right) \leq s \right) \leq \mathbb{P}^w \left( N^{2/3} \left( \lambda_N - 2 \right) \leq s + N^{-\delta} \right) + N^{-\delta}. \]  

(3.10)

Here, \( \mathbb{P}^w \) and \( \mathbb{P}^w \) denote the laws of the ensembles \( H^* \) and \( H^w \), respectively.
Remark 3.4. As in [20] and [10], Theorem 3.3 as well as Lemma 3.5 and Theorem 3.7 below, can be extended to finite correlation functions of extreme eigenvalues. For example, we have the following extension:

\[
P^w \left( N^{2/3} (\lambda_N - 2) \leq s_1 - N^{-\epsilon}, \ldots, N^{2/3} (\lambda_{N-k} - 2) \leq s_{k+1} - N^{-\epsilon} \right) - N^{-\delta} \\
\leq \mathbb{P}^v \left( N^{2/3} (\lambda_N - 2) \leq s_1, \ldots, N^{2/3} (\lambda_{N-k} - 2) \leq s_{k+1} \right) \\
\leq \mathbb{P}^w \left( N^{2/3} (\lambda_N - 2) \leq s_1 + N^{-\epsilon}, \ldots, N^{2/3} (\lambda_{N-k} - 2) \leq s_{k+1} + N^{-\epsilon} \right) + N^{-\delta}
\]  

(3.11)

for all fixed and $N$ sufficiently large. The proof of (3.11) is similar to that of (3.10) except that it uses the general form of the Green function comparison theorem.

We slightly extend this result as follows:

Lemma 3.5. Assume the same condition as in Theorem 3.3 except that we assume $\mathbb{E}^v |h_{ii}|^2 \leq C_0/N$ for some uniform $C_0$ instead. Then, the conclusion of Theorem 3.3 still holds.

We postpone the proof of this lemma to the end of this section.

To prove our main result, we claim the following three lemmas, which extend the previous results to the Wigner matrix with bounded support condition of small $q$. First, we improve the previous result on rigidity. We define the normalized empirical counting function by

\[ n(E) := \frac{1}{N} \# \{ \lambda_j \leq E \}. \]

Let

\[ n_{sc}(E) := \int_{-\infty}^{E} \rho_{sc}(x) dx \]

be the distribution function of the semicircle law.

Theorem 3.6 (Rigidity of eigenvalues: small $q$ case). Let $H$ be a generalized symmetric Wigner matrix with some constant $C_1$ such that for any $1 \leq i < j \leq N$

\[ \mathbb{E} |h_{ii}|^2 \leq C_1/N, \quad \mathbb{E} |h_{ij}|^2 = 1/N, \quad \mathbb{E} |h_{ij}|^3 \leq C_1 N^{-3/2}, \quad \mathbb{E} |h_{ij}|^4 \leq C_1 (\log N) N^{-2} \]

and $H$ satisfies the bounded support condition with $q = N^\phi$ for some constant $\phi > 0$. Then, there exist constants $C > 0$ and $N_0$, depending only on $C_1$ and $\phi$, such that with high probability we have

\[
\bigcup_j \left\{ |\lambda_j - \gamma_j| \leq \varphi C \left[ \min \left( j, N - j + 1 \right) \right]^{-1/3} N^{-2/3} \right\}
\]  

(3.12)

and

\[
\sup_{|E| \leq 5} \left| n(E) - n_{sc}(E) \right| \leq \frac{\varphi C}{N}
\]

(3.13)

for any $N > N_0$.

Next theorem shows that the edge universality holds under the assumptions in Theorem 3.6.

Theorem 3.7 (Edge universality: small $q$ case). Let $H^w$ be a GOE and $H^v$ be a generalized symmetric Wigner matrix satisfying the conditions for $H$ in Theorem 3.6. Then, there exists a constant $\delta > 0$ such that for any $s \in \mathbb{R}$, we have

\[
\mathbb{P}^w \left( N^{2/3} (\lambda_N - 2) \leq s - N^{-\delta} \right) - N^{-\delta} \leq \mathbb{P}^v \left( N^{2/3} (\lambda_N - 2) \leq s \right) \leq \mathbb{P}^w \left( N^{2/3} (\lambda_N - 2) \leq s + N^{-\delta} \right) + N^{-\delta}.
\]  

(3.14)

Here, $\mathbb{P}^v$ and $\mathbb{P}^w$ denote the laws of the ensembles $H^v$ and $H^w$, respectively.

Finally, we show a weak bound on $G_{ij}$ ($i \neq j$) of $H$ satisfying the conditions in Theorem 3.6.
Lemma 3.8 (Bounds on $G_{ij}$: small $q$ case). Let $H$ be a generalized symmetric Wigner matrix satisfying the conditions for $H$ in Theorem 4.4. Then, for any $0 < c < 1$, $z = E + i\eta$ with $|E| \leq 5$, and $\eta \geq N^{-1+c}$, we have the following weak bound on $G_{ij}$ ($i \neq j$):

$$
E|G_{ij}(z)|^2 \leq \varphi_C \left( \frac{\text{Im} m_{sc}(z)}{N\eta} + \frac{1}{(N\eta)^2} \right).
$$

(3.15)

In the remainder of this section, we give the proof of Lemma 3.8.

Proof of Lemma 3.8. This lemma is a simple extension of Theorem 2.7 of [16]. Thus, from the proof of Theorem 2.7 in [16], we find that it suffices to prove the following claim, which corresponds to Proposition 6.6 of [16]:

Claim. Let $F: \mathbb{R} \to \mathbb{R}$ be a function whose derivatives satisfy

$$
\sup_x |F^{(n)}(x)| (1 + |x|)^{-C_1} \leq C_1, \quad n = 1, 2, 3, 4,
$$

(3.16)

with some constant $C_1 > 0$. Then, there exists a constant $\bar{c} > 0$, depending only on $C_1$, such that, for any $\epsilon < \bar{c}$ and for any real numbers

$$
E, E_1, E_2 \in \{ x : |x - 2| \leq N^{-2/3+\epsilon} \} =: I_\epsilon,
$$

(3.17)

and setting $\eta := N^{-2/3-\epsilon}$, we have

$$
\left| E^w F(N\eta \text{Im} m(E + i\eta)) - E^w F(N\eta \text{Im} m(E + i\eta)) \right| \leq N^{1/3+C \epsilon} q^{-1}
$$

(3.18)

and

$$
\left| E^v F \left( N \int_{E_1}^{E_2} dy \text{Im} m(y + i\eta) \right) - E^w F \left( N \int_{E_1}^{E_2} dy \text{Im} m(y + i\eta) \right) \right| \leq N^{1/3+C \epsilon} q^{-1}
$$

(3.19)

for some $C$ and for any sufficiently large $N$.

We only prove (3.18), and (3.19) can be proved similarly. In order to prove the claim, we only need to prove

$$
\left| EF \left( \eta^2 \sum_{i \neq j} G^v_{ij} G^w_{ij} \right) - EF \left( \eta^2 \sum_{i \neq j} G^v_{ij} G^w_{ij} \right) \right| \leq C N^{1/3+C \epsilon} q^{-1}.
$$

(3.20)

(See the proof of Theorem 6.3 of [26] for more detail.)

Fix a bijective ordering map on the index set of the independent matrix elements,

$$
\Phi: \{ (k, \ell) : 1 \leq k \leq \ell \leq N \} \to \{1, \ldots, \gamma_{\max} = \frac{N(N+1)}{2} \},
$$

(3.21)

and let $H_\gamma$ be the Wigner matrix whose matrix elements $h_{k\ell}$ follow the distribution $h^v_{k\ell}$ if $\Phi(k, \ell) \leq \gamma$ and the distribution $h^w_{k\ell}$ otherwise. In particular, $H_0 = H^w$ and $H_{\gamma_{\max}} = H^v$. (Note that the index used here is slightly different from previous papers.) Since the Gaussian distribution satisfies the bounded support condition with $q$, we remark that $H_\gamma$ satisfies bounded support condition with $q$ for any $\gamma = 0, 1, \ldots, \gamma_{\max}$.

For simplicity, let

$$
G^v_{ij} := \left( \frac{1}{H_{ij} - z} \right)_{ij}.
$$

(3.22)

Note that matrices $H_{\gamma}$ and $H_{\gamma-1}$ differ only at $(a, b)$ and $(b, a)$ elements, where $\Phi(a, b) = \gamma$. Let $v_{ab} := h^v_{ab}$ and $w_{ab} := h^w_{ab}$. We define matrices $V$ and $W$ by

$$
V_{k\ell} := \delta_{ak}\delta_{b\ell}v_{ab} + \delta_{a\ell}\delta_{bk}w_{ba}, \quad W_{k\ell} := \delta_{ak}\delta_{b\ell}w_{ab} + \delta_{a\ell}\delta_{bk}w_{ba},
$$

(3.23)

so that we can rewrite $H_\gamma$ and $H_{\gamma-1}$ as

$$
H_\gamma = Q + V, \quad H_{\gamma-1} = Q + W,
$$

(3.24)

with a matrix $Q$ satisfying $Q_{ab} = Q_{ba} = 0$. 
Define Green’s functions

\[ R := \frac{1}{Q - z}, \quad S := \frac{1}{H_\gamma - z}, \quad T := \frac{1}{H_{\gamma-1} - z}. \]

(3.25)

Note that we have a priori estimates

\[ \max_{k,\ell} \max_{E \in I_k} |S_{k\ell}(E + i\eta) - \delta_{k\ell} m_{sc}(E + i\eta)| \leq CN^{-1/3 + 2\epsilon} \]

(3.26)

from part (1) of Lemma 3.1 and

\[ \max_{k,\ell} \max_{E \in I_k} |R_{k\ell}(E + i\eta) - \delta_{k\ell} m_{sc}(E + i\eta)| \leq CN^{-1/3 + 2\epsilon} \]

(3.27)

with high probability. To see (3.27), we first expand \( R_{k\ell} \) using the resolvent expansion

\[ R = S + SVS + (SV)^2S + (SV)^3S + (SV)^4S + (SV)^5R. \]

(3.28)

Since \( V \) has at most two non-zero entries, each term in the expansion can be written as a sum of finitely many terms consisting of the entries of \( S, V, \) and \( R \). From the bound (3.26), the fact that \( v_{ab} \) satisfies bounded support condition with \( q \), and the trivial bound \( R_{ij} \leq \eta^{-1} \leq N \), we obtain the estimate (3.27).

When \( a \neq b \), from the proof of Proposition 6.6 in [16] we have that

\[ |\mathbb{E}F(\eta^2 \sum_{i \neq j} S_{ij} \overline{S_{ij}}) - \mathbb{E}F(\eta^2 \sum_{i \neq j} T_{ij} \overline{T_{ij}})| \leq CN^{-5/3 + C\epsilon} q^{-1}. \]

(3.29)

Consider the case \( a = b \). Using the resolvent expansion

\[ S = R - RVR + (RV)^2S, \]

(3.30)

we find that

\[ S_{ij} \overline{S_{ij}} = R_{ij} \overline{R_{ij}} - R_{ia} V_{aa} R_{aj} \overline{R_{ij}} - R_{ij} \overline{R_{ia}} V_{aa} R_{aj} + R_{ia} V_{aa} R_{aj} \overline{R_{ia}} V_{aa} R_{aj} \]

\[ + \|(RV)^2S\|_{ij} \overline{R_{ij}} - \|(RV)^2S\|_{ij} \overline{R_{ia}} V_{aa} R_{aj} + R_{ij} \|(RV)^2S\|_{ij} - R_{ia} V_{aa} R_{aj} \|(RV)^2S\|_{ij} + \|(RV)^2S\|_{ij}. \]

(3.31)

Note that \( V_{aa} \leq q^{-1} \) with high probability. When \( i, j \neq a \), we have from the estimates (3.26) and (3.27) that

\[ |S_{ij} \overline{S_{ij}} - R_{ij} \overline{R_{ij}}| \leq CN^{-1 + 6\epsilon} q^{-1} \]

(3.32)

with high probability. Let

\[ y^S := \eta^2 \sum_{i \neq j} S_{ij} \overline{S_{ij}}, \quad y^R := \eta^2 \sum_{i \neq j} R_{ij} \overline{R_{ij}}. \]

(3.33)

When \( i = a \) or \( j = a \), we have one less off-diagonal entries of \( R \) or \( S \) in the expansion (3.31), but there are only \( O(N) \) such terms. Thus, we obtain with high probability that

\[ |y^S - y^R| \leq N^{-1/3 + 4\epsilon} q^{-1}. \]

(3.34)

Consider the Taylor expansion

\[ F(y^S) - F(y^R) = F'(y^R)(y^S - y^R) + \frac{1}{2} F''(\zeta)(y^S - y^R)^2 \]

(3.35)

for some \( \zeta \), which lies between \( y^S \) and \( y^R \). Since \( y^S \leq N^{2\epsilon} \) and \( y^R \leq N^{2\epsilon} \) with high probability as we can see from the bounds (3.26) and (3.27), \( |F''(\zeta)| \leq NC\epsilon \) with high probability from the assumption. Thus, we obtain

\[ |\mathbb{E}(F(y^S) - F(y^R))| \leq |\mathbb{E}(F'(y^R)E_{aa}(y^S - y^R))| + CN^{-2/3 + C\epsilon} q^{-2}. \]

(3.36)
For the first term of right hand side, we use (3.31) and the fact: $R$ is independent of $V$ and $\mathbb{E}V_{aa} = 0$ and bound this term as $O(N^{-1/3+\epsilon}q^{-2})$. Therefore,

$$\|\mathbb{E}(F(y^S) - F(y^R))\| \leq O(N^{-1/3+\epsilon}q^{-2}).$$

(3.37)

Note that we can get the same estimate if we put $T$ in place of $S$. Hence, we find that

$$\left| \mathbb{E}F\left(\eta^2 \sum_{i \neq j} S_{ij} S_{ij}^* \right) - \mathbb{E}F\left(\eta^2 \sum_{i \neq j} T_{ij} T_{ij}^* \right) \right| \leq C N^{-1/3+\epsilon}q^{-2}.$$

(3.38)

We write the quantity in the left hand side of (3.20) as a telescopic sum,

$$\left| \mathbb{E}F\left(\eta^2 \sum_{i \neq j} G_{ij}^* G_{ij}^N \right) - \mathbb{E}F\left(\eta^2 \sum_{i \neq j} G_{ij}^w G_{ij}^{wN} \right) \right| = \sum_{\gamma=1}^{\gamma_{\text{max}}} \mathbb{E}F\left(\eta^2 \sum_{i \neq j} S_{ij} S_{ij}^* \right) - \mathbb{E}F\left(\eta^2 \sum_{i \neq j} T_{ij} T_{ij}^* \right).$$

(3.39)

Since the number of summands in the right hand side of (3.39) with $a \neq b$ is $O(N^2)$ and the number of summands with $a = b$ is $O(N)$, we find that (3.20) holds from (3.29) and (3.38). This proves the claim, which implies the desired lemma. \hfill \Box

4. PROOF OF THE MAIN RESULT

In this section, we prove the main result, Theorem 1.2. Let $H_N$ be a Wigner matrix defined as in Definition 1.1 such that $x_{12}$ and $x_{11}$ have distributions $\nu$ and $\bar{\nu}$, respectively. We begin by proving the second part of the main result.

Proof of the main result: Necessary condition. Assume that $\lim_{s \to \infty} s^4 \mathbb{P}(|x_{12}| \geq s) \neq 0$. We note that there exists a constant $0 < c_1 < 1/2$ and a sequence $r_1, r_2, \ldots$ such that $r_n \to \infty$ as $n \to \infty$ and

$$\mathbb{P}(|x_{12}| \geq r_k) \geq c_1 r_k^{-4}.$$  

(4.1)

Consider an event

$$\Gamma_N := \{ \text{There exist } i \text{ and } j, \ 1 \leq i < j \leq N, \text{ such that } |h_{ij}| \geq 4, |h_{ii}| < 1, \text{ and } |h_{jj}| < 1 \}. $$

(4.2)

We first show that, when $\Gamma_N$ holds, $\lambda_N(H_N) \geq 3$. Define $u \in \mathbb{R}^N$ through

$$u(m) = \begin{cases} \frac{1}{\sqrt{2}} & \text{if } m = i, \\ \frac{1}{\sqrt{2}} \cdot \text{sgn}(h_{ij}) & \text{if } m = j, \\ 0 & \text{otherwise} \end{cases}.$$  

(4.3)

Here, $\text{sgn}(h_{ij}) := |h_{ij}|/h_{ij}$. Since $\|u\|_2 = 1$, it can be easily seen that

$$\lambda_N(H_N) \geq \langle u, H_N u \rangle = h_{ii} |u_i|^2 + h_{jj} |u_j|^2 + h_{ij} u_j u_i + h_{ji} u_i u_j = |h_{ij}| + \frac{h_{ii} + h_{jj}}{2} \geq 3.$$  

(4.4)

We now prove that there exists a constant $c_0 > 0$, independent of $N$, such that $\mathbb{P}(\Gamma_N) \geq c_0$ for any $N \in \{(r_k/4)^2 : k \in \mathbb{N}\}$ with $N \geq 2|\mathbb{E}|x_{11}|^2$. Note that it implies (4.1). Define an event

$$\Gamma'_N := \{ \text{There exist } i \text{ and } j, \ 1 \leq i < j \leq N, \text{ such that } |h_{ij}| \geq 4 \}. $$

(4.5)

Clearly, if $N = \{(r_k/4)^2\}$, then we have that

$$1 - \mathbb{P}(\Gamma'_N) \leq (1 - \mathbb{P}(|x_{12}| \geq 4))^{N(N-1)/2} \leq \left(1 - \mathbb{P}(|x_{12}| \geq r_k)\right)^{N(N-1)/2} \leq (1 - c_1 r_k^{-4})^{N(N-1)/2} \leq (1 - c_2 N^{-2})^{N(N-1)/2} \leq (1 - c_2 N^{-2})^{N(N-1)/2}.$$

(4.6)
for some constant $0 < c_2 < 1$, independent of $N$. Since $(1 - c_2 N^{-2}) N^{(N-1)/2} \leq c_3$ for some constant $0 < c_3 < 1$, independent of $N$, we find that $\mathbb{P}(\Gamma_N) \geq 1 - c_3$. Suppose that $\Gamma_N$ holds with $|h_{\ell'}| \geq 4$ for some indices $\ell'$ and $\ell''$ $(1 \leq \ell' < \ell'' \leq N)$. From Markov inequality, we have

$$\mathbb{P}(|x_{\ell'}| > \sqrt{N}) \leq N^{-1} \mathbb{E}|x_{\ell'}|^2 \leq \frac{1}{2}$$  \hspace{1cm} (4.7)

and $\mathbb{P}(|h_{\ell''}| > 1/2)$ as well. Since the diagonal elements $h_{\ell}\ell$ and $h_{\ell''\ell''}$ are independent to each other, and the event $\mathbb{P}(|h_{\ell'}| \leq 1, |h_{\ell''}| \leq 1)$ is independent from $\Gamma_N$, we find that

$$\mathbb{P}(\Gamma_N) \geq \mathbb{P}(\Gamma_N')^{(1/2)} \geq \frac{1}{4} (1 - c_3).$$  \hspace{1cm} (4.8)

This completes the proof.

Next, we prove that, if (1.4) holds, then

$$\mathbb{P}\left(N^{2/3}(\lambda_N - 2) \leq s - N^{-\delta}\right) - N^{-\delta} \leq \mathbb{P}^v \left(N^{2/3}(\lambda_N - 2) \leq s\right) \leq \mathbb{P}\left(N^{2/3}(\lambda_N - 2) \leq s + N^{-\delta}\right) + N^{-\delta},$$  \hspace{1cm} (4.9)

where $\lambda_N$ denotes the largest eigenvalue of GOE.

If $H_N$ satisfies the assumption in Theorem 3.6, then (4.9) indeed holds as we have seen from Theorem 3.7. Thus, we construct from $H_N$ a random matrix $H^S$ satisfying the bounded support condition and the moment condition in Theorem 3.6. Comparing the largest eigenvalue of $H^S$ with that of $H_N$, we will show that the difference between them will be negligible with probability $1 - o(1)$.

Proof of the main result: Sufficient condition. For fixed $\epsilon > 0$, any $N$, define

$$\alpha := \alpha_N := \mathbb{P}\left(|x_{12}| > N^{1/2 - \epsilon}\right), \hspace{1cm} \bar{\alpha} := \bar{\alpha}_N := \mathbb{P}\left(|x_{11}| > N^{1/2 - \epsilon}\right),$$

$$\beta := \beta_N := \mathbb{E}\left[1 \left(|x_{12}| > N^{1/2 - \epsilon}\right) x_{12}\right], \hspace{1cm} \bar{\beta} := \bar{\beta}_N := \mathbb{E}\left[1 \left(|x_{11}| > N^{1/2 - \epsilon}\right) x_{11}\right].$$

By (4.4) and integration by parts, it implies that for any $\delta$ and large enough $N$,

$$\alpha \leq \delta N^{-2+4\epsilon}, \hspace{1cm} \bar{\alpha} \leq \delta N^{-1+2\epsilon},$$

$$|\beta| \leq \delta N^{-3/2+3\epsilon}, \hspace{1cm} |\bar{\beta}| \leq \delta N^{-1/2+\epsilon}.$$  \hspace{1cm} (4.12) (4.13)

Let $\nu_S$, $\nu_L$, $\nu_S$, $\nu_L$ have the distribution densities:

$$\rho_{\nu_S}(x + \beta) = 1_{|x| \leq N^{1/2-\epsilon}}, \hspace{1cm} \rho_{\nu_L}(x + \beta) = 1_{|x| > N^{1/2-\epsilon}}, \hspace{1cm} \frac{\rho_{\nu}(x)}{\alpha_N},$$

$$\rho_{\nu_S}(x + \bar{\beta}) = 1_{|x| \leq N^{1/2-\epsilon}}, \hspace{1cm} \rho_{\nu_L}(x + \bar{\beta}) = 1_{|x| > N^{1/2-\epsilon}}, \hspace{1cm} \frac{\rho_{\nu}(x)}{\bar{\alpha}_N}.$$  \hspace{1cm} (4.14) (4.15)

Here, the subindices $S$ and $L$ are for small and large, respectively. Let $\nu_c$, $\nu_c$ be the distribution such that $x = 1$ with probability $\alpha$ and $\bar{\alpha}$, otherwise $x = 0$.

Let $H^S$, $H^L$ and $H^C$ be the random matrices such that $H^S_{ij} = N^{-1/2} x^S_{ij}$, $H^L_{ij} = N^{-1/2} x^L_{ij}$, and $H^C_{ij} = c_{ij}$, where $x^S_{ij}$, $x^L_{ij}$, and $c_{ij}$ are independent random variables such that:

1. the entries $x^S_{ij}$ have distribution $\nu_S$ if $i \neq j$ and $x^S_{ii}$ have distribution $\nu_S$,
2. the entries $x^L_{ij}$ have distribution $\nu_L$ if $i \neq j$ and $x^L_{ii}$ have distribution $\nu_L$,
3. the entries $c_{ij}$ have distribution $\nu_c$ if $i \neq j$ and $c_{ii}$ have distribution $\nu_c$.

Clearly for independent $H^S_{ij}$, $H^L_{ij}$ and $H^C_{ij}$, we know

$$H_{ij} \sim H^S_{ij} (1 - H^C_{ij}) + H^L_{ij} H^C_{ij} + N^{-1/2} \beta + N^{-1/2} \beta \delta_{ij},$$  \hspace{1cm} (4.16)

where the notation $\sim$ denotes that the both sides have the same distribution. It is easy to see that the matrix $M$ defined by

$$M_{ij} = N^{-1/2} \beta + N^{-1/2} \beta \delta_{ij}$$
satisfies that $\|M\| \leq N^{-1+4\epsilon}$, which is negligible for small $\epsilon$, i.e.,
\[
\| H_{ij}^S (1 - H_{ij}^C) + H_{ij}^L H_{ij}^C - H \| \leq N^{-1+4\epsilon} \tag{4.17}
\]
By \(\text{1.4}\) and integration by parts, we have for $i \neq j$,
\[
E(x_{ij}^S) = 0, \quad E|x_{ij}^S|^2 = \frac{1}{1 - \alpha} \int_{|x| \leq N^{1/2 - \epsilon}} (x + \beta)^2 \rho_\nu(x) dx = 1 - O(N^{-1+2\epsilon}),
\]
\[
E|x_{ij}^S|^3 = O(1), \quad E|x_{ij}^S|^4 = O(\log N),
\]
and
\[
E x_{ii}^S = 0, \quad E|x_{ii}^S|^2 = \frac{1}{1 - \alpha} \int_{|x| \leq N^{1/2 - \epsilon}} (x + \beta)^2 \rho_\nu(x) dx = 1 - o(1). \tag{4.19}
\]
We note that the matrix
\[
\tilde{H}^S := \frac{1}{\sqrt{E|x_{12}^S|^2}} H^S
\]
is a Wigner matrix that satisfies the assumption of $H^\nu$ in Theorem 5.7 (in Theorem 5.6). Together with the fact $E|x_{12}^S|^2 = 1 - O(N^{-1+2\epsilon})$, we find that there exists a $\delta > 0$ such that, for any $s \in \mathbb{R}$, we have
\[
P^S \left( N^{2/3} (\lambda_N - 2) \leq s - N^{-\delta} \right) \leq P^{GOE} \left( N^{2/3} (\lambda_N - 2) \leq s \right) \leq P^S \left( N^{2/3} (\lambda_N - 2) \leq s + N^{-\delta} \right) + N^{-\delta} \tag{4.20}
\]
where $P^S$ is the law for $H^S$. We write the first two terms in the right hand side of (4.16) as follows:
\[
H_{ij}^S (1 - H_{ij}^C) + H_{ij}^L H_{ij}^C = H_{ij}^S + \tilde{H}_{ij}^C H_{ij}^C, \quad \tilde{H}_{ij} = H_{ij}^L - H_{ij}^S.
\]
We can see that $H_{ij}^C$ is independent of $H_{ij}^S$ and $\tilde{H}_{ij}$. Though $\tilde{H}_{ij}$ depends on $H_{ij}^S$, from the condition \(1.4\) we know that for any $i, j$
\[
P(\|\tilde{H}_{ij} H_{ij}^C\| \geq 3/4) \leq P(|x_{ij}| \geq (1/2) N^{1/2}) \leq o(N^{-2}) + o(N^{-1}) \delta_{ij}. \tag{4.21}
\]
Here, for the last inequality, we used \(\text{1.3}\) and that $E|x_{ii}|^2 < \infty$. Because of this reason, instead of $H_{ij}^S + \tilde{H}_{ij} H_{ij}^C$, we only need to study the matrix whose entries have a cutoff on $\tilde{H}_{ij} H_{ij}^C$ as follows:
\[
H_{ij}^S + \tilde{D}_{ij} H_{ij}^C, \quad \tilde{D}_{ij} = 1_{\tilde{H}_{ij} H_{ij}^C \leq 3/4} \tilde{H}_{ij}. \tag{4.22}
\]
We note that
\[
P \left( \max_{i,j} |\tilde{D}_{ij} H_{ij}^C - \tilde{H}_{ij} H_{ij}^C| = 0 \right) = 1 - o(1). \tag{4.23}
\]
Furthermore, it is easy to see that we can introduce a cutoff on matrix $H^C$ such that:
\begin{itemize}
  \item The matrix with the cutoff, $H^C$ coincides with $H^C$ with probability higher than $1 - o(1)$, i.e.,
    \[
    P(\tilde{H}^C = H^C) \geq 1 - o(1) \tag{4.24}
    \]
  \item The number of non-zero entries are bounded by
    \[
    \# \{ (i,j) : \tilde{H}_{ij}^C \neq 0 \} \leq N^{5\epsilon} \tag{4.25}
    \]
  \item If $\tilde{H}_{il}^C \neq 0$ and $\tilde{H}_{il}^C \neq 0$, then either $\{i,j\} = \{k,l\}$ or $\{i,j\} \cap \{k,l\} = \emptyset$. With \(\text{1.22}\), we only need to study the largest eigenvalue of
    \[
    H^S + E \quad \text{where} \quad E_{ij} := \tilde{D}_{ij} \tilde{H}_{ij}^C.
    \]
\end{itemize}
We note $\max_{i,j} |E_{ij}| \leq 3/4$, and the rank of $E$ is less than $N^{5\epsilon}$.
Let $\lambda_N$ and $\mu_N$ be the largest eigenvalue of $H^S$ and $H^S + E$, respectively. We claim that
\[
P \left( |\lambda_N - \mu_N| \leq N^{-3/4} \right) = 1 - o(1). \tag{4.26}
\]
From the claim \(4.26\) together with \(4.20\), \(4.24\), \(4.23\) and \(4.17\), we obtain the desired result \(1.5\).
For off-diagonal terms, with (3.15) and (2.12), we have that

\[ E_{12}, \ E_{21}, \ E_{34}, \ E_{43}, \ldots, E_{2s-1,2s}, \ E_{2s,2s-1}, \ E_{2s+1,2s+1}, \ E_{2s+2,2s+2}, \ldots, E_{2s+t,2s+t} \]

are non-zero. Then, we can decompose the matrix entries of \( E \) as

\[ E = VDV^* \]  

(4.27)

where \( D \) is a \((2s + t) \times (2s + t)\) diagonal matrix and \( V \) is \( N \times (2s + t) \). Furthermore,

\[ D = \text{diag}(E_{12}, -E_{12}, E_{34}, -E_{34}, \ldots, E_{2s-1,2s}, -E_{2s-1,2s}, E_{2s+1,2s+1}, E_{2s+2,2s+2}, \ldots, E_{2s+t,2s+t}) \]  

(4.28)

If \( j = 2n - 1, n \leq s \), then

\[ V_{ij} = \delta_{i,j} \frac{1}{\sqrt{2}} + \delta_{i,j} \frac{1}{\sqrt{2}} \]  

(4.29)

If \( j = 2n, n \leq s \), then

\[ V_{ij} = \delta_{i,j} \frac{1}{\sqrt{2}} - \delta_{i,j} \frac{1}{\sqrt{2}} \]  

(4.30)

If \( j = 2s + n, 1 \leq n \leq t \), then

\[ V_{ij} = \delta_{ij} \]  

(4.31)

Note that \( E \) is symmetric matrix. Using Lemma 6.1 in [34], we find that, if \( \mu \) is the eigenvalue of \( H^S + E \), then

\[ \det(V^*G^S(\mu)V + D^{-1}) = 0 \quad \text{where} \quad G^S(\mu) = \frac{1}{H^S - \mu} \]  

(4.32)

Similarly, if we let \( \mu^\gamma \) be the eigenvalue of \( H^S + \gamma E \), then

\[ \det(V^*G^S(\mu)V + (\gamma D)^{-1}) = 0 \quad \text{where} \quad G^S(\mu) = \frac{1}{H^S - \mu} \]  

(4.33)

Define \((2s + t) \times (2s + t)\) matrix \( F \) by

\[ F^\gamma := F^\gamma(\mu) := V^*G^S(\mu)V + (\gamma D)^{-1}. \]  

(4.34)

Then, we have the following two \( 2 \times 2 \) blocks of \( F^\gamma \),

\[
\begin{pmatrix}
F_{2n-1,2\beta-1}^\gamma & F_{2n-1,2\beta}^\gamma \\
F_{2n,2\beta-1}^\gamma & F_{2n,2\beta}^\gamma
\end{pmatrix} = \frac{1}{2} \begin{pmatrix}
1 & 1 \\
1 & -1
\end{pmatrix} \begin{pmatrix}
G_{2n-1,2\beta-1}^S & 0 \\
0 & G_{2n,2\beta}^S
\end{pmatrix} + \delta_{\alpha,\beta} \begin{pmatrix}
(\gamma E_{2n-1,2\alpha})^{-1} & 0 \\
0 & -(\gamma E_{2n-1,2\alpha})^{-1}
\end{pmatrix}
\]  

(4.35)

where \( 1 \leq \alpha, \beta \leq s \). For the following \( 2 \times 1 \) blocks of \( F \), we get

\[
\begin{pmatrix}
F_{2n-1,\beta}^\gamma \\
F_{2n,\beta}^\gamma
\end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix}
1 & 1 \\
1 & -1
\end{pmatrix} \begin{pmatrix}
G_{2n-1,\beta}^S \\
G_{2n,\beta}^S
\end{pmatrix}
\]  

(4.36)

where \( 1 \leq \alpha \leq s, 2s + 1 \leq \beta \leq 2s + t \). Finally, for the following \( 1 \times 1 \) blocks of \( F \),

\[
(F_{\alpha,\alpha}^\gamma) = (G_{\alpha,\alpha}^S) + (\gamma E_{\alpha,\alpha})^{-1}
\]  

(4.37)

where \( 2s + 1 \leq \alpha \leq 2s + t \).

Let \( \bar{z} = 2 + iN^{-2/3} \). From (3.3) and (2.11), with high probability, we have

\[ \max_{1 \leq i \neq j \leq 2s + t} |G_{ij}^S(\bar{z}) + 1| \leq N^{-\epsilon/2}. \]  

(4.38)

For off-diagonal terms, with (3.13) and (2.12), we have that

\[ \max_{1 \leq i \neq j \leq 2s + t} |G_{ij}^S(\bar{z})| \leq N^{-1/6} \]  

(4.39)
holds with probability $1 - o(1)$. Define
\[ \tilde{\mu} := \lambda_N \pm N^{-3/4}. \] (4.40)

From remark (3.4) and the fact that the largest eigenvalues of GOE are separated in the scale $N^{-2/3}$, we have
\[ \mathbb{P}(\lambda_N - \lambda_{N-1} \geq 2N^{-3/4}) \geq 1 - o(1), \] (4.41)
thus
\[ \mathbb{P}(\min_{\alpha} |\lambda_{\alpha} - \tilde{\mu}| \geq N^{-3/4}) \geq 1 - o(1). \] (4.42)

With the distribution of $\lambda_N$ (see (3.14)), we also have with probability $1 - o(1)$ that
\[ |\tilde{\mu} - 2| \leq N^{-2/3} \varphi^C. \] (4.43)

Consider the identity
\[ |G_{ij}^S(\tilde{z}) - G_{ij}^S(\tilde{\mu})| = \sum_{\alpha} |u_{\alpha}(i)u_{\alpha}(j)| \left| \frac{1}{\lambda_{\alpha} - \tilde{z}} - \frac{1}{\lambda_{\alpha} - \tilde{\mu}} \right| \]
\[ = \sum_{\alpha} |u_{\alpha}(i)u_{\alpha}(j)| \left( \frac{|\tilde{\mu} - \tilde{z}|}{|\lambda_{\alpha} - \tilde{z}||\lambda_{\alpha} - \tilde{\mu}|} \right). \] (4.44)

From (4.42), (4.43), the delocalization in Lemma 3.1 and the rigidity result in Theorem 3.6, we have with probability $1 - o(1)$ that
\[ \max_{i,j} |G_{ij}^S(\tilde{z}) - G_{ij}^S(\tilde{\mu})| \leq CN^{-1/4}. \] (4.45)

Combining (4.38), (4.39), and (4.45), we find that (4.38) and (4.39) still hold with $\tilde{z}$ replaced by $\tilde{\mu}$ and the right hand side being doubled. From that $\max_{i,j} |E_{ij}| \leq 3/4$, together with (1.33), (1.36), we have for any $0 < \gamma \leq 1$ that
\[ \min_{i,\gamma} |F_{i,i}^\gamma(\tilde{\mu})| \geq \frac{1}{3} - O(N^{-\epsilon/2}), \quad \max_{i,j,\gamma} |F_{i,j}^\gamma(\tilde{\mu})| \leq CN^{-1/6} + 1_{|i-j|=1}CN^{-\epsilon/2} \] (4.46)
holds with probability $1 - o(1)$. This implies that, since $\epsilon$ is small enough,
\[ \det F^\gamma(\tilde{\mu}) \neq 0. \]
Recall (4.32), then we know that the following event holds with probability $1 - o(1)$: $\tilde{\mu}$ is not the eigenvalue of $H^S + \gamma E$ for any $0 < \gamma \leq 1$.

If we let $\mu_N^\gamma$ be the the largest eigenvalue of $H^S + \gamma E$ for $0 \leq \gamma \leq 1$, then by definition $\lambda_N = \mu_N^0$, since $\lambda_N$ is the largest eigenvalue of $H^S$. With the continuity of $\mu_N^\gamma$ with respect to the $\gamma$, we find that $\tilde{\mu}$ is not the eigenvalue of $H^S$, hence we have that, for any $0 \leq \gamma \leq 1$,
\[ \mu_N^\gamma \in (\lambda_N - N^{-3/4}, \lambda_N + N^{-3/4}) \] (4.47)
holds with probability $1 - o(1)$. Thus, we have proved (1.20), which implies the desired result (1.33). □

5. Basic ideas for Theorem 3.6 and Theorem 3.7

The basic idea of proving Theorem 3.6 and Theorem 3.7 is Green function comparison method, as mentioned in the introduction. To apply the comparison results, first we show that for any $H$ in Theorem 3.6 there exists a matrix $\bar{H}$ whose entries have the same first four moments as those of $H$ and satisfies the bounded support condition with large $q = O(N^{1/2}/\log N)$. Roughly speaking, the $\bar{H}$ has the properties that we need to prove for $H$ and we will use Green function comparison method to show that $H$ has the same properties, since $H$ and $\bar{H}$ have the same first four moments.
Lemma 5.1. For any generalized Wigner matrix $H$ under the assumptions of Theorem 3.6 there exists another generalized Wigner matrix $\tilde{H}$, such that $\tilde{H}$ satisfies bounded support condition with $q = O(N^{1/2}/\log N)$ and the first four moments of the off-diagonal entries of $H$ and $\tilde{H}$ match, i.e.,
\[ E x^k_{ij} = \tilde{E} x^k_{ij} \quad (i \neq j), \quad k = 1, 2, 3, 4 \] (5.1)
and the first two moments of the diagonal entries of $H$ and $\tilde{H}$ match, i.e., $E x^k_{ii} = \tilde{E} x^k_{ii}, \quad k = 1, 2$.

Proof of Lemma 5.1. The diagonal part is trivial. For the off-diagonal part, it clearly follows from the next lemma.

Lemma 5.2. For any $C > 0$, if $C \leq |A|$ and $B \geq A^2 + 1$, there exists a random variable $x$ such that
\[ E(x) = 0, \quad E(x^2) = 1, \quad E(x^3) = C, \quad E(x^4) = B, \] (5.2)
and
\[ \text{supp}(x) \subset [-DB, DB] \] (5.3)
f for some $D$ depending only on $C$.

Remark 5.3. The condition $B \geq A^2 + 1$ comes from the simple fact that if $E(x) = 0$ and $E(x^2) = 1$ then $E(x^4) \geq 1 + (E(x^3))^2$.

Proof. For fixed $A$ and any $B \leq k$, it is easy to find a distribution such that $E(x) = 0$ and $E(x^2) = 1$ and $E(x^4) \geq 1 + (E(x^3))^2$.

One can easily check that every odd moment of $Y_i(t \geq 1)$, whose distribution has a finite support
\[ \text{supp}(Y_i) \subset \left\{ -t, \frac{-\sqrt{t}}{\sqrt{1+t}}, \frac{\sqrt{t}}{\sqrt{1+t}} \right\} \] (5.4)
and satisfies
\[ P(Y_i = t) = P(Y_i = -t) = \frac{1}{2t(1 + t + t^2)}, \] (5.5)
\[ P(Y_i = \frac{-\sqrt{t}}{\sqrt{1+t}}) = P(Y_i = \frac{\sqrt{t}}{\sqrt{1+t}}) = \frac{1}{2} - \frac{1}{2t(1 + t + t^2)}. \] (5.6)

One can easily check that every odd moment of $Y_i$ vanishes and
\[ E(Y_i)^2 = 1, \quad E(Y_i)^4 = t. \] (5.7)

Note that $Y_i$ is supported in $[-t, t]$.

We choose another random variable $X$ whose distribution is supported on
\[ \{ \sqrt{2}A - \sqrt{1+2A^2}, \sqrt{2}A + \sqrt{1+2A^2} \} \]
and satisfies
\[ P(X = \sqrt{2}A - \sqrt{1+2A^2}) = \frac{\sqrt{2}A + \sqrt{1+2A^2}}{2\sqrt{1+2A^2}}, \] (5.8)
\[ P(X = \sqrt{2}A + \sqrt{1+2A^2}) = \frac{-\sqrt{2}A + \sqrt{1+2A^2}}{2\sqrt{1+2A^2}}. \] (5.9)

Then, simple calculation shows that
\[ EX = 0, \quad EX^2 = 1, \quad EX^3 = 2\sqrt{2}A, \quad EX^4 = 8A^2 + 1. \]

Choose
\[ t = 4B - 8A^2 - 2 \]
and let
\[ x = X + Y_i. \]
Since $X$ and $Y_i$ are independent, it can be easily check that $x$ satisfies $E(x) = 0$ and $E(x^2) = 1$, especially, for large enough $B$, $\text{supp}(x) \subset [-5B, 5B]$. \hfill \Box
Since $\tilde{H}$ has the property we need (see Lemma 3.1), we now compare $H$ with $\tilde{H}$ using Green function comparison method.

To prove Theorem 3.6 and Theorem 3.7, we claim the following two lemmas first, which will be proved in the next section.

**Lemma 5.4.** Let $H$ and $\tilde{H}$ satisfy the assumptions of Lemma 5.1. For $z \in S(C)$ in (3.1) with large enough $C > 0$, if for deterministic number $X$ and $Y$, \[ \max_{i \neq j} |\tilde{G}_{ij}(z)| \leq X, \quad |\bar{m} - m_{sc}| \leq Y \] holds with 3-high probability (see Def. 2.3), then for any $p \in 2\mathbb{N}$ with $p \leq \varphi$, we have \[ E|\bar{m} - m_{sc}|^p \leq E|\bar{m} - m_{sc}|^p + (Cp)^C (X^2 + Y + \varphi N^{-1})^p. \] (5.11)

**Lemma 5.5.** Let $H$ and $\tilde{H}$ satisfy the assumptions of Lemma 5.1. Let $F : \mathbb{R} \to \mathbb{R}$ be a function whose derivatives satisfy \[ \sup_x |F^{(\alpha)}(x)|(1 + |x|)^{-C_1} \leq C_1, \quad \alpha = 1, 2, 3, \] with some constant $C_1 > 0$. Then, there exists a constant $\bar{\epsilon} > 0$, depending only on $C_1$, such that, for any $\epsilon < \bar{\epsilon}$ and for any real numbers \[ E, E_1, E_2 \in \{x : |x - 2| \leq N^{-2/3 + \epsilon}\} = : I_\epsilon, \] and setting $\eta := N^{-2/3 - \epsilon}$, then \[ \left| E F \left( \eta^2 \sum_{i,j} G_{ij} \overline{G}_{ij}(z) \right) - E F \left( \eta^2 \sum_{i,j} \overline{G}_{ij} \overline{G}_{ij}(z) \right) \right| \leq N^{-\phi + C\epsilon}, \quad z = E + i\eta \] (5.14) and for $E_1, E_2 \in [2 - N^{-2/3 + \epsilon}, 2 + N^{-2/3 + \epsilon}]$, \[ \left| E F \left( \int_{E_1}^{E_2} dy \text{Im} \ m(y + i\eta) \right) - E F \left( \int_{E_1}^{E_2} dy \text{Im} \ \bar{m}(y + i\eta) \right) \right| \leq N^{-\phi + C\epsilon}. \] (5.15)

**Proof of Lemma 5.4.** Recall that, with (3.4), we have that for some large $C$, with high probability, \[ H \leq 2 + \varphi^C (N^{-2/3} + q^{-2}). \] (5.16) First, we improve this result to that \[ H \leq 2 + \varphi^C N^{-2/3} \] (5.17) holds with high probability. Let $\tilde{H}$ match $H$ in the sense of Lemma 5.1. For $a \geq 12$, with (3.7) and (3.8), for $z = E + i\eta$ satisfying \[ 2 + \varphi^C N^{-2/3} \leq E \leq 2 + q^{-1}, \quad \eta = \varphi^{(3+a)} N^{-1} \kappa^{-1/2}, \] we have with 3-high probability \[ |\bar{m} - m_{sc}| \leq \frac{1}{\varphi^a N \eta}, \quad \text{Im} \ \bar{m}(z) \leq \frac{1}{\varphi^a N \eta}, \quad \max_{i \neq j} |\overline{G}_{ij}| \leq \frac{1}{\varphi^{a/3} N \eta}. \] (5.19)

Assume that $C$ in (5.18) is greater than $8 + 4a$. Then, $\varphi^{2+a} \eta \leq \kappa$. With the property of $m_{sc}$ in (2.12), we have $\text{Im} \ m_{sc} \sim \eta/\sqrt{\kappa}$, which implies \[ \text{Im} \ m_{sc}(z) \leq \frac{1}{\varphi N \eta}. \] (5.20)

Now, we apply Lemma 5.4 on $H$ and $\tilde{H}$ with $z$ in (5.18), $p = \varphi$, $X = (\varphi^{a/3} N \eta)^{-1}$ and $Y = (\varphi^a N \eta)^{-1}$. Then, with (5.11) and Markov inequality, for some $C > 0$, we obtain with high probability that \[ |m - m_{sc}| \leq \varphi^C \left( \frac{1}{\varphi^a N \eta} + \frac{1}{\varphi^{2a/3} (N \eta)^2} + N^{-1} \right). \] (5.21)
From (5.18), we know
\[ \varphi^{O(1)} N^{1/3} \leq (N\eta)^{-1} \leq \varphi^{O(1)} N^{-\phi/2}. \]  
(5.22)

Inserting it into (5.21) and choosing \( a = C + 1 \) in (5.21), we obtain \( |m - m_{\text{sc}}| \ll (N\eta)^{-1} \). With (5.20), it implies that \( \text{Im}(m(z)) \ll (N\eta)^{-1} \) holds with high probability. By definition,
\[ \text{Im} m = N^{-1} \sum_\alpha \eta((\lambda_\alpha - E)^2 + \eta^2)^{-1}. \]

Then \( \text{Im}(m(z)) \ll (N\eta)^{-1} \) implies that there are no eigenvalues in the interval \([E - \eta, E + \eta]\). Since it holds for any \( z \) in (5.18) with high probability, we obtain that there are no eigenvalues in \([2 + \varphi^{C} N^{-2/3}, 2 + q^{-1}]\). Together with (5.16), we obtain (5.17). By symmetry, we have
\[ \|H\| \leq 2 + \varphi^{C} N^{-2/3}. \]
(5.23)

Next, we apply Lemma 5.4 again on \( H \) and \( \tilde{H} \) with \( z \) in (3.2)-(3.3), \( p = \varphi \) and
\[ X = \varphi^{C} \sqrt{\frac{\text{Im} m_{\text{sc}}}{N\eta}} + \frac{\varphi^{C}}{N\eta}, \quad Y = \frac{\varphi^{C}}{N\eta}, \]
where \( X, Y \) follows from (3.2)-(3.3). Then, with (5.11) and Markov inequality, we have that for some \( C = O(1) \),
\[ \max_{z \in \mathcal{S}(C)} |m(z) - m_{\text{sc}}(z)| \leq \varphi^{C} (N\eta)^{-1}. \]
(5.24)

holds with high probability. Following the argument of section 5 in [26], which was used to prove the (2.25) and (2.26) in [20], we obtain Lemma 5.6. Note that we can almost take the varbatim except some coefficients, where \( \varphi^{C} \) plays the role of \( T_N \) there. \( \square \)

**Proof of Theorem 3.7.** We first recall the following lemma which is basically proved in [26].

**Lemma 5.6.** Suppose that two generalized Wigner matrices \( H^{w} \) and \( H^{r} \) satisfy with high probability that (3.12), (3.13), (5.21), and
\[ |N^{2/3}(\lambda_N - 2)| \leq \varphi^{C} \]
(5.25)
and the number of eigenvalues in \([2 - 2\varphi^{C} N^{-2/3}, 2 + 2\varphi^{C} N^{-2/3}]\) is bounded as follows:
\[ N \left( 2 - \frac{2\varphi^{C}}{N^{2/3}} , 2 + \frac{2\varphi^{C}}{N^{2/3}} \right) \leq \varphi^{2C} \]
(5.26)
for some constant \( C \). If, moreover, they satisfy the conditions from (5.14) to (5.15), then there exists a constant \( \delta \) such that, for any \( s > 0 \),
\[ \mathbb{P} \left( N^{2/3}(\lambda_N - 2) \leq s - N^{-\delta} \right) - N^{-\delta} \leq \mathbb{P} \left( N^{2/3}(\lambda_N - 2) \leq s \right) - \mathbb{P} \left( N^{2/3}(\lambda_N - 2) \leq s + N^{-\delta} \right) + N^{-\delta}. \]
(5.27)

**Proof of Lemma 5.6.** Though this lemma is not explicitly stated in [26], this is the basic structure of proving the edge universality, Theorem 2.4, in [26]. In the section 6 of [26], the edge universality problem was converted into proving Theorem 6.3 in [26]. The conditions from (5.12) to (5.15) in this paper are exactly the same as Theorem 6.3 in [26]. To obtain this conversion, in section 6 of [26], only the assumptions in Lemma 5.6 of this paper was used. To help readers compare, we note that they are (2.19), (2.25), (2.26), (6.2), and (6.3) in [26]. \( \square \)

Now, we return to prove Theorem 3.7. We apply Lemma 5.6 with \( H = H^{r} \) and \( \tilde{H} = H^{w} \). Clearly, it only remains to check (5.25) and (5.26). One can see that it follows from (3.12), the rigidity of eigenvalues, and that \( \gamma_N = 2 \). Then, with Lemma 5.6,
\[ \mathbb{P} \left( N^{2/3}(\lambda_N - 2) \leq s - N^{-\delta} \right) - N^{-\delta} \leq \mathbb{P} \left( N^{2/3}(\lambda_N - 2) \leq s \right) - \mathbb{P} \left( N^{2/3}(\lambda_N - 2) \leq s + N^{-\delta} \right) + N^{-\delta}, \]
(5.28)
where $\tilde{\lambda}_N$ denotes the largest eigenvalue of $\tilde{H}$. Furthermore, since $\tilde{H}$ satisfies the bounded support condition with large $q \sim N^{1/2}/\log N$, with Lemma 3.5 we obtain (3.14) and complete the proof of Lemma 3.7.

6. Proof of Lemma 3.4, Lemma 3.5, and Lemma 3.8

To prove Lemmas 3.4 and 3.5 we will again use Green function comparison method. Recall the notations in (3.21)-(3.25) with $\tilde{A} = (R - z)^{-1}$, $\tilde{B} = (\gamma - z)^{-1}$, and $\tilde{T} = (\gamma - z)^{-1}$, where $Q$ depends on $\gamma = \Phi(a, b)$. Note that $\tilde{H}$ satisfies the bounded support condition with $q = N^{-\phi}$ for all $1 \leq \gamma \leq \gamma_{\max}$.

From Lemma 3.1 and (3.28), we know that there exists a uniform constant $C_0 > 0$ such that, with $3$–high probability,

$$\max_{z \in S(C_0)} \max_{i,j} \max \{ |S_{ij}(z)|, |R_{ij}(z)|, |T_{ij}(z)| \} \leq 2, \quad (6.1)$$

where we used the bound $|m_{ab}| \leq 1$. We note that the uniformity here is easy to check, since there are only finitely many different distributions for all the matrix entries of $H_\gamma$, $1 \leq \gamma \leq \gamma_{\max}$. On the other hand, $S$, $R$, and $T$ satisfy the following trivial bound that always holds:

$$\max_{z \in S(C_0)} \max_{i,j} \max \{ |S_{ij}(z)|, |R_{ij}(z)|, |T_{ij}(z)| \} \leq \eta^{-1} \leq N. \quad (6.2)$$

In this section, for simplicity, we use the notation $|k| = |k|_1$ for any vector $k \in \mathbb{R}^n$, $n \in \mathbb{N}$.

To illustrate the idea of Green function comparison method, we first consider the following simple example of finding a bound on $\mathbb{E}G_{ij}$ from an a priori bound on $\tilde{G}_{ij}$:

**Example 6.1.** Suppose that the bound

$$\max_{i \neq j} |\tilde{G}_{ij}| \leq N^{-1/3} \quad (6.3)$$

holds. Then, we have that $|\mathbb{E}G_{ij}| \leq C N^{-1/3}$.

Applying the replacement strategy, we obtain

$$\mathbb{E}G_{ij} = \mathbb{E}\tilde{G}_{ij} + \sum_{\gamma = 1}^{\gamma_{\max}} \left( \mathbb{E}G_{ij} - \mathbb{E}\tilde{G}_{ij}^{-1} \right). \quad (6.4)$$

Note that the bound (6.3) implies that $|\mathbb{E}\tilde{G}_{ij}| \leq N^{-1/3}$. Thus, if we can prove that for $1 \leq \gamma \leq \gamma_{\max}$

$$|\mathbb{E}S_{ij} - \mathbb{E}T_{ij}| \leq C N^{-7/3}, \quad (6.5)$$

then this will show the desired estimate on $|\mathbb{E}G_{ij}|$.

We now expand $S_{ij}$ in terms of $R$ and $V$, as in (3.28), using the resolvent expansion

$$S = R - RV + (RV)^2 R - (RV)^3 R + \cdots + (-1)^m (RV)^m R + (-1)^{m+1} (RV)^{m+1} S,$$

with $m := [1/\phi]$. Since each element of $V$ is bounded by $N^{-\phi}$ with high probability, from (6.1), we find that the last term in the expansion is $O(N^{-1})$. Taking expectation, we find that

$$\mathbb{E}S_{ij} = \mathbb{E} \sum_{k = 0}^{m} [(RV)^k R]_{ij} + O(N^{-1}). \quad (6.6)$$

Note that $R$ is independent of $V$. We can decouple $R$ and $V$ by taking partial expectation $\mathbb{E}_{ab}$ with respect to $V_{ab}$, which gives

$$\mathbb{E}S_{ij} = \mathbb{E} \sum_{k = 0}^{4} A_k \mathbb{E}_{ab} (V_{ab}^k) + O(N^{-1}), \quad (6.7)$$

where $A_k$ depends only on $R$. For example, $A_5$ contains a term such as $R_{ia} R_{ab} R_{aa} R_{bb} R_{aa} R_{bj}$.

From the moment matching condition, we know that the first four moments of $H$ and $\tilde{H}$ coincide, thus the terms with $k = 0, 1, \cdots, 4$ will vanish when we estimate $\mathbb{E}S_{ij} - ET_{ij}$. Moreover, since we

$$\mathbb{E}S_{ij} = \mathbb{E} \sum_{k = 0}^{4} A_k \mathbb{E}_{ab} (V_{ab}^k) + O(N^{-1}), \quad (6.7)$$

where $A_k$ depends only on $R$. For example, $A_5$ contains a term such as $R_{ia} R_{ab} R_{aa} R_{bb} R_{aa} R_{bj}$.

From the moment matching condition, we know that the first four moments of $H$ and $\tilde{H}$ coincide, thus the terms with $k = 0, 1, \cdots, 4$ will vanish when we estimate $\mathbb{E}S_{ij} - ET_{ij}$. Moreover, since we
know that $|E(V_{ab}^k)| = O(N^{-2-\phi/2})$, it suffices to prove the bound $|EA_k| \leq CN^{-1/3+\phi/2}$ for $5 \leq k \leq m$. Now using an expansion such as (see (6.24))

$$\mathbb{E} \prod_{i=1}^{s} R_{i,j_t} = \mathbb{E} \prod_{i=1}^{s} S_{i,j_t} - \mathbb{E} \sum_{i=1}^{m} \tilde{A}_i E_{ab}(V_{ab}^i) + O(N^{-1}),$$

where $\tilde{A}_i$ are products of $S$, we write the expectation of the product of the elements of $R$’s (like $A_k$) as the sum of the expectation of the product of the elements of $S$’s. Hence, we can convert the problem into showing

$$|\mathbb{E}B_k| \leq CN^{-1/3+\phi/2}, \quad k \geq 5,$$

where $B_k$ is a sum of the product of the elements of $S$. For example, $B_5$ contains a term such as $S_{ia} S_{bb} S_{aa} S_{bb} S_{aa} S_{bj}$. Note here we effectively gain a factor of $N^{-\phi/2}$ in the required bound.

We now repeat the replacement argument with the terms in $B_k$, since the matrix $H_\gamma$ also satisfies the same bounded support condition as $H$. We consider a telescopic series, as in (6.24),

$$\mathbb{E}B_k = \mathbb{E}B_k(S\to \tilde{G}) + \sum_{\gamma=1}^{\gamma} \left( \mathbb{E}B_k(S\to G^\gamma) - \mathbb{E}B_k(S\to G^\gamma-1) \right),$$

where the notation $B_k(S\to G^\gamma)$ means that we consider the product of $G^\gamma = (H_\gamma - z)^{-1}$ instead of $S$ while keeping the indices the same. The first term in the r.h.s. of (6.9) will be the sum of the products such as $EZ_{ia} \tilde{G}_{bb} \tilde{G}_{aa} \tilde{G}_{bb} \tilde{G}_{aa} \tilde{G}_{bj}$, and in a generic case, it contains at least one off-diagonal term of $\tilde{G}$. In particular, we have $|\mathbb{E}B_k(S\to \tilde{G})| \leq CN^{-1/3}$. Hence, we are left to estimate the telescopic sum, where we use the argument above, which involves the resolvent expansion and partial expectation, again. Note that, each time we repeat the procedure, we effectively gain a factor of $N^{-\phi/2}$ in the required bound. Therefore, after repeating the procedure sufficiently many times (i.e., $O(1/\phi)$-times), we find that it suffices to prove that $|\mathbb{E}B| \leq C$, where $B$ is a sum of the products of the elements of $G^\gamma$, $1 \leq \gamma \leq \gamma_{\max}$. Since this is trivial from the bound (6.1), we find that the bound $|E G_{ij}| \leq CN^{-1/3}$ holds.

We now prove the lemmas using the ideas explained above. We first introduce some notations for simplifying the expressions, which will help us study the expectation of the product of $S_{ij}$’s.

**Definition 6.2 (Matrix operators $*_{\gamma}$ and $*$).** For a $\gamma$ with $\Phi(a, b) = \gamma$, we define $A *_{\gamma} B$ as

$$(A *_{\gamma} B)_{ij} = (A \mathcal{I}_\gamma B)_{ij}, \quad (\mathcal{I}_\gamma)_{ij} = 1_{\{i,j\} = (a,b)}$$

(6.10)

When $a \neq b$, it satisfies

$$(A *_{\gamma} B)_{ij} = A_{ib} B_{bj} + A_{ib} B_{aj}.$$  

(6.11)

We will often drop the subscript $\gamma$ for convenience as $A * B$. For simplicity, we denote the $k$-th power of $A$ under $*$- product by $A^k$, i.e.,

$$A * A * A * A \cdots * A = A^{*k} \quad (6.12)$$

**Definition 6.3 ($P_{\gamma,k}$ and $P_{\gamma,k}$).** For $k \in \mathbb{R}$ and $\mathbf{k} = (k_1, k_2, \cdots, k_s) \in \mathbb{R}^s$, $\gamma = \Phi(a, b)$, we define

$$P_{\gamma,k} G_{ij} := G_{ij}^{*\gamma(k+1)}$$

(6.13)

and

$$P_{\gamma,k} \left( \prod_{t=1}^{s} G_{i_t,j_t} \right) := \prod_{t} (P_{\gamma,k_t} G_{i_t,j_t}) = \prod_{t} G_{i_t,j_t}^{*\gamma(k_t+1)}.$$  

(6.14)

If $G_1$ and $G_2$ are products of matrix entries of $G$’s as above, then we define

$$P_{\gamma,k}(G_1 + G_2) := P_{\gamma,k} G_1 + P_{\gamma,k} G_2$$

(6.15)
Note that $\mathcal{P}_{\gamma,k}$ and $\mathcal{P}_{\gamma,k}$ are not linear operators but just notations we use for simplification. Similarly, for the product of the entries of the matrix $G - m_{sc} = G - m_{sc}I$, we define

$$\tilde{\mathcal{P}}_{\gamma,k} \left( \prod_{t=1}^{s} [G - m_{sc}]_{i_t,j_t} \right) := \prod_{t} \left( \tilde{\mathcal{P}}_{\gamma,k_t} [G - m_{sc}]_{i_t,j_t} \right),$$

where

$$\tilde{\mathcal{P}}_{\gamma,k}(G_{ij} - m_{sc})_{ij} = \begin{cases} (G_{ij} - m_{sc})_{ij} & \text{if } i = j \text{ and } k = 0, \\ \mathcal{P}_{\gamma,k} G_{ij} = G_{ij}^{(k+1)} & \text{otherwise.} \end{cases}$$

Using Definition 6.13, we may write, for example,

$$\mathcal{P}_{\gamma,k} \left( \prod_{t=1}^{s} G_{i_t,j_t}^{\gamma} \right) = \prod_{t=1}^{s} S_{i_t,j_t}^{\gamma(k+1)}, \quad \mathcal{P}_{\gamma,k} \left( \prod_{t=1}^{s} G_{i_t,j_t}^{\gamma-1} \right) = \prod_{t=1}^{s} T_{i_t,j_t}^{\gamma(k+1)}.$$  

With the fact that $G^{s\mathcal{L}_{G}} = G^{s+t}$, one can easily see that for $k \in \mathbb{R}$ and $k \in \mathbb{R}^{k+1}$,

$$\mathcal{P}_{\gamma,k}(\mathcal{P}_{\gamma,k}G_{ij}) = \mathcal{P}_{\gamma,k+|k|}G_{ij}$$

Here, note that $(\mathcal{P}_{\gamma,k}G_{ij})$ is the sum of the products of the matrix entries of $G$, where each product contains $k + 1$ matrix entries of $G$.

Using the definitions above, we have the following lemma from the bound (6.1). Recall that $R$, $S$, and $T$ depend on $\gamma$.

**Lemma 6.4.** For any $k \in \mathbb{R}^s$, $\gamma$, $\gamma'$ and $i_1, j_1, \ldots, i_s, j_s$, we have with 3-high probability that

$$\left| \mathcal{P}_{\gamma',k} \left( \prod_{t=1}^{s} A_{i_t,j_t} \right) \right|, \left| \tilde{\mathcal{P}}_{\gamma',k} \left( \prod_{t=1}^{s} (A - m_{sc})_{i_t,j_t} \right) \right| \leq 4^{s+|k|+1},$$

where $A$ can be $R$, $S$, or $T$.

The following lemma shows how we expand the expectation of the term $S_{i_1,j_1}S_{i_2,j_2} \cdots S_{i_s,j_s}$.

**Lemma 6.5.** Let $S = (H - z)^{-1}$ as above and $\Phi(a,b) = \gamma$. Assume $z \in S(C_0)$ for $C_0$ in (6.1). Fix $s = O(\varphi)$ and $\zeta = O(\varphi)$. Then, for any

$$S_{i_1,j_1}(z)S_{i_2,j_2}(z) \cdots S_{i_s,j_s}(z),$$

we have with $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_s) \in \mathbb{R}^s$, $|\alpha| = \sum \alpha_i$,

$$\mathbb{E} \prod_{t=1}^{s} S_{i_t,j_t} = \sum_{0 \leq \alpha \leq 4, \sum \alpha = |\alpha| \leq 2 \zeta / \varphi} A_{\alpha} \mathbb{E} (-v_{ab})^{\alpha} + \sum_{0 \leq \alpha \leq 4, \sum \alpha = |\alpha| \leq 2 \zeta / \varphi} A_{\alpha} \mathbb{E} \tilde{\mathcal{P}}_{\gamma,\alpha} \prod_{t=1}^{s} S_{i_t,j_t} + O(N^{-\zeta}).$$

where $A_i (0 \leq i \leq 4)$ depend only on $R$, $A$’s are independent of $(i_1, j_1)$, $1 \leq t \leq s$, and

$$|A_{\alpha}| \leq N^{-|\alpha| \varphi / 10} N^{-2}. \quad (6.22)$$

Similarly, we have

$$\mathbb{E} \prod_{t=1}^{s} ((S - m_{sc})_{i_t,j_t}) = \sum_{0 \leq \alpha \leq 4} \tilde{A}_{\alpha} \mathbb{E} (-v_{ab})^{\alpha} + \sum_{0 \leq \alpha \leq 4} \tilde{A}_{\alpha} \mathbb{E} \tilde{\mathcal{P}}_{\gamma,\alpha} \prod_{t=1}^{s} S_{i_t,j_t} + O(N^{-\zeta}), \quad (6.23)$$

where again $\tilde{A}_{i} (0 \leq i \leq 4)$ depend only on $R$.

Furthermore, as (6.21), we have

$$\mathbb{E} \prod_{t=1}^{s} S_{i_t,j_t} = \mathbb{E} \prod_{t=1}^{s} R_{i_t,j_t} + \sum_{0 \leq \alpha \leq 4} \tilde{A}_{\alpha} \mathbb{E} \mathcal{P}_{\gamma,\alpha} \prod_{t=1}^{s} S_{i_t,j_t} + O(N^{-\zeta}) \quad (6.24)$$
where $\tilde{A}$ are independent of $(i_t, j_t)$, $1 \leq t \leq s$, and
\[ |\tilde{A}_\alpha| \leq N^{-|\alpha|\phi/10}. \tag{6.25} \]

Note that the terms $A$ and $\tilde{A}$ depend on $\gamma$.

We prove this lemma later in the section.

Recall that we let $S = G^\gamma = (H_\gamma - z)^{-1}$, $T = G^{\gamma-1} = (H_{\gamma-1} - z)^{-1}$. Note that the entries of $H_\gamma$ and $H_{\gamma-1}$ coincide except for the $(a, b)$ and $(b, a)$ entries, where $(H_\gamma)_{ab} = (H_\gamma)_{ba} = v_{ab} = h_{ab}$ and $(H_{\gamma-1})_{ab} = (H_{\gamma-1})_{ba} = w_{ab} = H_{ab}$. It is obvious that a result similar to Lemma 6.5 holds for the product of $T$. Thus, as in (6.21) we define the notation $A^{\gamma,a}$, $a = 0, 1$ as follows:

\[
E \prod_{t=1}^s S_{i_t j_t} = \sum_{0 \leq k \leq 4} EA_\alpha E[(-v_{ab})^k] + \sum_{\alpha_1, \alpha_2, \ldots, \alpha_s \geq 0} A^{\gamma,0}_\alpha E \prod_{t=1}^s S_{i_t j_t} + O(N^{-\zeta}), \tag{6.26}
\]

\[
E \prod_{t=1}^s T_{i_t j_t} = \sum_{0 \leq k \leq 4} EA_\alpha E[(-w_{ab})^k] + \sum_{\alpha_1, \alpha_2, \ldots, \alpha_s \geq 0} A^{\gamma-1,1}_\alpha E \prod_{t=1}^s T_{i_t j_t} + O(N^{-\zeta}). \tag{6.27}
\]

Using these two identities, we have

\[
E \prod_{t=1}^s G^{\gamma}_{\max}_{i_t j_t} - E \prod_{t=1}^s G^0_{i_t j_t} = \sum_\gamma \left( E \prod_{t=1}^s G^\gamma_{i_t j_t} - E \prod_{t=1}^s G^{\gamma-1}_{i_t j_t} \right) \tag{6.28}
\]

\[
= \sum_\gamma \sum_{k:5 \leq |k| \leq 2C/\phi} A^{\gamma,0}_k E P_{\gamma,k} \left( \prod_{t=1}^s G^\gamma_{i_t j_t} \right) - A^{\gamma-1,1}_k E P_{\gamma,k} \left( \prod_{t=1}^s G^{\gamma-1}_{i_t j_t} \right) + O(N^{-\zeta})
\]

where we used that $A_k$ ($0 \leq k \leq 4$) depends only on $R$ and the first four moments of $v_{ab} = (H_\gamma)_{ab}$ and $w_{ab} = (H_{\gamma-1})_{ab}$ match. Then, we obtain that

\[
\left| E \prod_{t=1}^s G^{\gamma}_{\max}_{i_t j_t} \right| \leq \left| E \prod_{t=1}^s G^0_{i_t j_t} \right| + \sum_\gamma \sum_{\alpha = 0, 1} \sum_{k:5 \leq |k| \leq 2C/\phi} \left| A^{\gamma, a}_k \right| \left| E P_{\gamma,k} \left( \prod_{t=1}^s G^{\gamma-a}_{i_t j_t} \right) \right| + O(N^{-\zeta}). \tag{6.29}
\]

For the terms that belong to the fixed $|k| = k$, we can see from (6.20) and (6.22) that they are bounded by

\[
N^{-\frac{b_0}{4\phi}} s^k 4^{k+s} \leq N^{-\frac{b_0}{4\phi}} 4^{k+s} \leq N^{-\frac{b_0}{4\phi}} 4^s. \tag{6.30}
\]

Then, the second part of the r.h.s. of (6.29) is less than $CN^{-\frac{b_0}{4\phi}} 4^s$ where we used $k \geq 5$.

Recall that $P_{\gamma,k} \left( \prod_{t=1}^s G^{\gamma-a}_{i_t j_t} \right)$ is also a sum of the products of $G$. Using the result (6.28) again on the $E P_{\gamma,k} \left( \prod_{t=1}^s G^{\gamma-a}_{i_t j_t} \right)$, where we replace the $\gamma_{\max}$ with $\gamma - a$ in the left hand side, we obtain the following bound as in (6.29):

\[
\left| E P_{\gamma,k} \left( \prod_{t=1}^s G^{\gamma-a}_{i_t j_t} \right) \right| \leq \left| E P_{\gamma,k} \left( \prod_{t=1}^s G^0_{i_t j_t} \right) \right| + \sum_\gamma \sum_{\alpha' = 0, 1} \sum_{k':5 \leq |k'| \leq 2C/\phi} \left| A^{\gamma', a'}_{k'} \right| \left| E P_{\gamma', k'} P_{\gamma,k} \left( \prod_{t=1}^s G^{\gamma'-a'}_{i_t j_t} \right) \right| + O(N^{-\zeta}), \tag{6.31}
\]
where $k' \in \mathbb{R}^{s+|k|}$. Thus, together with (6.29), we have

$$
\left| \mathbb{E} \prod_{t=1}^{s} G_{i_{t}j_{t}}^{\gamma_{\text{max}}} \right| \leq \left| \mathbb{E} \prod_{t=1}^{s} G_{i_{t}j_{t}}^{0} \right| + \sum_{k:5 \leq |k| \leq 2\phi} \sum_{\gamma,a} |A_{k}^{\gamma,a}| \left| \mathbb{E} P_{\gamma,k} \left( \prod_{t=1}^{s} G_{i_{t}j_{t}}^{0} \right) \right| + O(N^{-\zeta}).
$$

(6.32)

Since $|A_k| \leq (N^{-2-\phi} |k|/10)$, for the terms, in the second line of (6.32), that belong to the fixed $|k| + |k'| = \tilde{k}$, as in (6.30), it is easily to be bounded by

$$
N^{-\frac{k\phi}{10}4^{s}} \leq N^{-\frac{k\phi}{10}}4^{s}.
$$

Hence, the sum in the second line of (6.32) is less than $N^{-\frac{k\phi}{10}}4^{s} + O(N^{-\zeta})$, where we used that $|k| + |k'| \geq 10$. Repeating this process, we make the sum smaller and smaller. At the end, we obtain that

$$
\left| \mathbb{E} \prod_{t=1}^{s} G_{i_{t}j_{t}}^{\gamma_{\text{max}}} \right| \leq \sum_{n=0}^{6\phi} \sum_{\gamma_1, \gamma_2, \ldots, \gamma_n} \sum_{a_1, a_2, \ldots, a_n} \sum_{k_1, k_2, \ldots, k_n} \left| \prod_{j} A_{k_j}^{a_j,a_j'} \right| \left| \mathbb{E} P_{\gamma_n, k_n} \cdots P_{\gamma_1, k_1} \left( \prod_{t=1}^{s} G_{i_{t}j_{t}}^{0} \right) \right| + O(N^{-\zeta}),
$$

(6.33)

where

$$
n \leq 6\phi, \quad k_1 \in \mathbb{R}^{s}, \quad k_2 \in \mathbb{R}^{s+|k_1|}, \quad k_3 \in \mathbb{R}^{s+|k_1|+|k_2|}, \quad \text{etc.}, \quad \text{and} \quad 5 \leq |k| \leq 2\phi. \quad (6.34)
$$

Using the bound $|A_k| \leq (N^{-2-\phi} |k|/10)$ again with $s, \zeta \leq O(\varphi)$, we have

$$
\left| \mathbb{E} \prod_{t=1}^{s} G_{i_{t}j_{t}}^{\gamma_{\text{max}}} \right| \leq \left| \mathbb{E} \prod_{t=1}^{s} G_{i_{t}j_{t}}^{0} \right| + \max(N^{-2})^n (N^{-\phi/20}) \sum_i |k_i| \sum_{\gamma_1, \gamma_2, \ldots, \gamma_n} \left| \mathbb{E} P_{\gamma_n, k_n} \cdots P_{\gamma_1, k_1} \left( \prod_{t=1}^{s} G_{i_{t}j_{t}}^{0} \right) \right| + O(N^{-\zeta}).
$$

(6.35)

Note that the first term in the right hand side is from the sum with $n = 0$ in (6.33) and the $\gamma_{\text{max}}$ in the left hand side can be replaced with any $0 \leq \gamma_0 \leq \gamma_{\text{max}}$.

Since these $A$ and $P$ are independent of $i_t$ and $j_t$ ($1 \leq t \leq s$), we may consider a linear combination of (6.35), i.e., for a coefficient function $f(I, J)$ with

$$
\sum_{I,J} f(I, J) = 1, \quad f(I, J) \geq 0, \quad I = (i_1, i_2, \ldots, i_s), \quad J = (j_1, j_2, \ldots, j_s),
$$

(6.36)

we have

$$
\left| \mathbb{E} \sum_{I,J} f(I, J) \prod_{t=1}^{s} G_{i_{t}j_{t}}^{\gamma_{\text{max}}} \right| \leq \left| \mathbb{E} \sum_{I,J} f(I, J) \prod_{t=1}^{s} G_{i_{t}j_{t}}^{0} \right| + \max(N^{-\phi/20}) \sum_i |k_i| \left| \mathbb{E} \sum_{I,J} f(I, J) P_{\gamma_n, k_n} \cdots P_{\gamma_1, k_1} \left( \prod_{t=1}^{s} G_{i_{t}j_{t}}^{0} \right) \right| + O(N^{-\zeta}).
$$

(6.37)

In application, we let $H = H^{\gamma_{\text{max}}}, \quad \tilde{H} = H^0$. 

Similarly, with (6.24) we can extend (6.37) to
\[\mathbb{E} \left| \sum_{I,J} f(I,J) \prod_{t=1}^{s} ((G - m_{sc})_{i_t,j_t}) \right| \leq \mathbb{E} \left| \sum_{I,J} f(I,J) \prod_{t=1}^{s} ((\tilde{G} - m_{sc})_{i_t,j_t}) \right| + \max_{\gamma,n,k}(N^{-\phi/20}) \sum_i |k_i| \mathbb{E} \left| \sum_{I,J} f(I,J) \prod_{t=1}^{s} (\tilde{F}_{\gamma_t,k_t} \cdots \tilde{F}_{\gamma_1,k_1}) \left( \prod_{t=1}^{s} (\tilde{G} - m_{sc})_{i_t,j_t} \right) \right| + O(N^{-\zeta}).\] (6.38)

We note that, in the case \( f = N^{-s} \prod \delta_{i_t,j_t} \), the left hand side equals to \( \mathbb{E}(m - m_{sc})^s \) and the first term in the right hand side equals to \( \mathbb{E}(\tilde{m} - m_{sc})^s \).

Now, we first use (6.33) to prove Lemma 3.8.

**Proof of Lemma 3.8** Let \( H = H_{\gamma_{\max}} \) and \( \tilde{H} = H^0 \). Since \( \tilde{H} \) satisfies the bounded support condition with \( q = N^{-1/2} / \log N \), we have from (6.33) that, for \( z \) satisfying the assumption in Lemma 3.8 with high probability,
\[|\tilde{G}_{ij}| \leq \varphi^{O(1)} \left( \frac{\text{Im} m_{sc}}{N\eta} + \frac{1}{N\eta} \right) + 2\delta_{ij}.\] (6.39)

On the other hand, we have a trivial bound \( |\tilde{G}_{ij}| \leq N \). (See (6.2).) We now apply (6.33) on \( G_{ij} \tilde{G}_{ij} \) with \( s = 2 \) and \( \zeta = 1 \). To prove the lemma, it suffices to show that the following holds for any \( k_1, k_2, \ldots, k_n \), for \( n \) satisfying (6.34):
\[N^{-2n} \sum_{\gamma_1,\gamma_2,\ldots,\gamma_n} \mathbb{E} |\prod_{i,j} \tilde{P}_{\gamma_t,k_t} \cdots \tilde{P}_{\gamma_1,k_1} \tilde{G}_{ij} G_{ij}| \leq \varphi^C \left( \frac{\text{Im} m_{sc}}{N\eta} + \frac{1}{(N\eta)^2} \right).\] (6.40)

With Lemma 2.6, it is easy to check that the right hand side is larger than \( N^{-1} \). Let \( \Phi(\gamma_1) = (a_t, b_t) \). It only remains to prove that
\[\max_{\gamma_1,\gamma_2,\ldots,\gamma_n: \prod_{1 \leq t \leq n} \{a_t, b_t\}} \mathbb{E} \left| \prod_{i,j} \tilde{P}_{\gamma_t,k_t} \cdots \tilde{P}_{\gamma_1,k_1} \tilde{G}_{ij} G_{ij} \right| \leq \varphi^C \left( \frac{\text{Im} m_{sc}}{N\eta} + \frac{1}{(N\eta)^2} \right).\] (6.41)

By definition, \( \prod_{\gamma_t,k_t} \cdots \tilde{P}_{\gamma_1,k_1} \tilde{G}_{ij} G_{ij} \) is a finite sum of the products of the matrix entries of \( G \) and \( \tilde{G} \).
Furthermore, for each product, there exist at least two off diagonal terms, since the index \( i \) appears exactly twice and there is no \( G_{ij} \) term in \( \prod_{\gamma_t,k_t} \cdots \tilde{P}_{\gamma_1,k_1} \tilde{G}_{ij} G_{ij} \). From the existence of these two off-diagonal terms and from (6.33), we obtain (6.41) and complete the proof of Lemma 3.8. \( \square \)

Next, we use (6.33) to prove Lemma 5.4.

**Proof of Lemma 5.4** For simplicity, we prove instead that
\[|\mathbb{E}(m - m_{sc})^p| \leq |\mathbb{E}(\tilde{m} - m_{sc})^p| + (Cp)^{Cp} (X^2 + Y + \varphi^C N^{-1})^p.\] (6.42)

(The proof of (6.11) is exactly the same except that it involves more terms with more complicated expressions.) Using (6.33) with \( i_t = j_t \) and \( s = \zeta = p \) and \( f(I,J) = N^{-p} \prod \delta_{i_t,j_t} \), since \( A \) are independent of \( i_t, j_t \) for any \( 1 \leq t \leq s \), we have
\[|\mathbb{E}(m - m_{sc})^p| \leq |\mathbb{E}(\tilde{m} - m_{sc})^p| \quad + \max_{\gamma,n,k}(N^{-\phi/20}) \sum_i |k_i| \mathbb{E} \left| \prod_{i_1,\ldots,i_p} \tilde{P}_{\gamma_t,k_t} \cdots \tilde{P}_{\gamma_1,k_1} \left( \prod_{t=1}^{p} (\tilde{G}_{i_t,j_t} - m_{sc}) \right) \right| + O(N^{-\zeta}).\] (6.43)
Similarly, (6.24) will roughly be explained at the end of this proof. For this reason, we only show the proof of (6.21), and (6.23) can be proved analogously. The proof of $V_{\gamma}$ We note that since $\tilde{G}_{ij}$ and $(\tilde{G}_{ii} - m_{sc})$ is $\sum |k_i| + p = O(\varphi^2)$. Since $G$ has a rough bound $|\tilde{G}(z)| \leq \eta^{-1} \leq N$, we know (6.44) is always less than $N O(\varphi^2)$. With the assumption that (5.10) holds with 3-high probability, we noticed that the event that (6.2) does not hold is negligible. Furthermore, for each product in (6.44) and any fixed $t, 1 \leq t \leq p$, we know there are two $i_t$'s in the indices of $G$. These two $i_t$'s can only appear as (a) $G_{i_t,i_t} - m_{sc}$ in the product, or (b) $G_{i_t,a} G_{b,i_t}$, where the indices $a$ and $b$ come from some $\gamma_k$ and $\gamma_l$, $(1 \leq k, l \leq n)$ via $P$. Thus, after averaging over $1 \leq i_t \leq N$, this term becomes (a) $\tilde{m} - m_{sc}$, which is bounded by $Y$ (see (5.10)), or (b) $N^{-1} \sum_{i_t} G_{i_t,a} G_{b,i_t}$, which is bounded by $X^2 + CN^{-1}$ with (5.10). In the case (b), we also used the fact that the number of non-generic terms with $i_t = a$ or $i_t = b$ is smaller than that of generic terms by a factor $N^{-1}$, hence we bound the contribution from the non-generic terms by $CN^{-1}$.

Therefore, we have showed that after averaging $1 \leq i_1, i_2, \ldots, i_p \leq N$, i.e., applying $N^{-p} \sum_{i_1 \cdots i_p}$, each $i_t$ either contributes a factor $\tilde{m} - m_{sc}$ i.e. $Y$, or $N^{-1} \sum_{i_t} G_{i_t,a} G_{b,i_t}$ i.e., $(X^2 + CN^{-1})$. For any other $G$'s in the product with no $i_t$ ($1 \leq t \leq p$), we simply bound them as $C$, then for any fixed $\gamma_1, \ldots, \gamma_n, k_1, \ldots, k_n$, we had proved that

$$\left| \frac{1}{N^p} \sum_{i_1 \cdots i_p} \tilde{P}_{\gamma_n,k_n} \cdots \tilde{P}_{\gamma_1,k_1} \left( \prod_{i=1}^{p} (\tilde{G}_{i_t,i_t} - m_{sc}) \right) \right| \leq C \sum_i |k_i| + p(X^2 + Y + CN^{-1})^p. \quad (6.45)$$

With (6.44), this completes the proof of Lemma 5.1. \hfill \Box

**Proof of Lemma 6.5** Choose $\xi = 2\zeta / \phi$. \quad (6.46)

We apply the expansion

$$S = R - RV R + (RV)^2 R - \cdots + (-1)^{\xi} (RV)^{\xi} R + (-1)^{\xi+1} (RV)^{\xi+1} S.$$ \quad (6.47)

With the condition $|v_{ab}| \leq N^{-\phi}$, we note that the last term in this expansion is $O(N^{-\xi})$. Thus,

$$S = R - RV R + (RV)^2 R - \cdots + (-1)^{\xi} (RV)^{\xi} R + O(N^{-\xi \phi}). \quad (6.48)$$

Since $v_{kl} = 0$ if $\{k, l\} \neq \{a, b\}$, we have

$$([-RV]^m R)_{ij} = \sum_{(a, b) \in \{(a,b),(b,a)\}; 1 \leq i \leq m} R_{i_1 a_1} V_{a_1 b_1} R_{b_1 a_2} \cdots V_{a_m b_m} R_{b_m j}. \quad (6.49)$$

We note that $V_{ab} = V_{ba} = v_{ab} = h_{ab}$. Using Definition 6.2 and Definition 6.3 we have

$$[-RV]^k R = R^k (-h_{ab})^k, \quad S = \sum_{0 \leq k \leq \xi} (R^k) (-h_{ab})^k + O(N^{-\xi \phi}). \quad (6.50)$$

Similarly,

$$R_{ij} = \sum_{0 \leq k \leq \xi} (P_{\gamma,k} S_{ij}) (h_{ab})^k + O(N^{-\xi \phi}), \quad (R - m_{sc})_{ij} = \sum_{0 \leq k \leq \xi} (P_{\gamma,k} S_{ij}) (h_{ab})^k + O(N^{-\xi \phi}). \quad (6.51)$$

For this reason, we only show the proof of (6.21), and (6.23) can be proved analogously. The proof of (6.24) will roughly be explained at the end of this proof.
Using (6.51) and (6.1), with 3-high probability, we have that (with definition 6.3)

\[
\prod_{t=1}^{s} S_{i_{t}, j_{t}} = \sum_{0 \leq k \leq \xi} \sum_{\mathbf{k} \in I_{k}^{t}} \left( \prod_{t=1}^{s} P_{i_{t}, j_{t}} \right) (-h_{ab})^{k} + O(2^{s}N^{-\xi_{\phi}})
\]  

(6.52)

where

\[
\mathbf{k} := (k_{1}, k_{2}, \cdots, k_{s}), \quad I_{b,c}^{a} := \{ \mathbf{k} \in \mathbb{R}^{a} : 0 \leq k_{i} \leq b, \sum k_{i} = c \}
\]

(6.53)

Note that, from the above definition,

\[
|I_{b,c}^{a}| \leq a^{c}.
\]  

(6.54)

We note that the term in (6.52) belonging to \( k = 0 \) is \( \prod_{t=1}^{s} R_{i_{t}, j_{t}} \). For the terms belonging to \( k \geq \xi \), using (6.20), we know that with 3-high probability they are bounded by

\[
\sum_{k \geq \xi} s^{k}4^{k+s}N^{-k\phi} \leq O(s^{\xi}4^{k+s}N^{-\xi_{\phi}}),
\]  

(6.55)

where \( s^{k} \) comes from \( \sum_{\mathbf{k} \in I_{k}^{t}} \). Hence,

\[
\prod_{t=1}^{s} S_{i_{t}, j_{t}} = \prod_{t=1}^{s} R_{i_{t}, j_{t}} + \sum_{1 \leq k \leq \xi} \left( \sum_{\mathbf{k} \in I_{k}^{t}} P_{i_{t}, j_{t}} \prod_{t=1}^{s} R_{i_{t}, j_{t}} \right) (-h_{ab})^{k} + O(s^{\xi}4^{k+s}N^{-\xi_{\phi}}).
\]  

(6.56)

Recall that \((S^{*})_{ij}\) is a sum of terms as in Definition 6.2. As a special case, consider a term in \((S^{*})_{ij} = P_{r_{s-1}i}S_{ij}\) and rewrite it as \(S_{i_{1}j_{1}}S_{i_{2}j_{2}} \cdots S_{i_{s}j_{s}}\). We have

\[
(S^{*})_{ij} = (R^{*})_{ij} + \sum_{1 \leq k \leq \xi} \left( \sum_{\mathbf{k} \in I_{k}^{t}} (P_{i_{t}, j_{t}}R^{*})_{ij} \right) (-h_{ab})^{k} + O(s^{\xi}4^{k+s}N^{-\xi_{\phi}}).
\]  

(6.57)

Then, with (6.19), we have (here we replaced \( s \) with \( s + 1 \) for simplicity)

\[
P_{r_{s}i}S_{ij} = P_{r_{s}i}R_{ij} + \sum_{1 \leq k \leq \xi} |I_{k}^{t}| (P_{r_{s}i+k}R_{ij}) (-h_{ab})^{k} + O(s^{\xi}4^{k+s}N^{-\xi_{\phi}}),
\]  

(6.58)

Define, for \( 0 \leq k \leq 4 \),

\[
A_{k} := \sum_{\mathbf{k} \in I_{k}^{t}} P_{i_{t}, j_{t}}R_{i_{t}, j_{t}} = \sum_{\mathbf{k} \in I_{k}^{t}} \prod_{t=1}^{s} R_{i_{t}, j_{t}}^{(k_{t}+1)}
\]  

(6.59)

Clearly, they depend only on \( R \). Thus, as in (6.56), with 3-high probability,

\[
\prod_{t=1}^{s} S_{i_{t}, j_{t}} = \sum_{k=0}^{4} A_{k}(-h_{ab})^{k} + \sum_{5 \leq k \leq \xi} \left( \sum_{\mathbf{k} \in I_{k}^{t}} P_{i_{t}, j_{t}} \prod_{t=1}^{s} R_{i_{t}, j_{t}} \right) (-h_{ab})^{k} + O(s^{\xi}4^{k+s}N^{-\xi_{\phi}}).
\]  

(6.60)

We take the expectation \( \mathbb{E} \) in the both sides of the equation. Recall that the good event holds with 3-high probability and the entries of \( S \) and \( R \) are bounded by \( \eta^{-1} \leq N \). (see (6.2)). Furthermore, in this proof, no products have more than \( O(\phi^{2}) \) entries of \( S \) or \( R \)'s. Thus, when taking the expectation \( \mathbb{E} \), we can simply ignore the set of bad event.

To simplify the notation, we define

\[
n_{k} := \mathbb{E}(-h_{ab})^{k}.
\]  

(6.61)

Then, we get

\[
\mathbb{E} \prod_{t=1}^{s} S_{i_{t}, j_{t}} = \sum_{k=0}^{4} n_{k} \mathbb{E} A_{k} + \sum_{5 \leq k \leq \xi} n_{k} \left( \sum_{\mathbf{k} \in I_{k}^{t}} \mathbb{E} P_{i_{t}, j_{t}} \prod_{t=1}^{s} R_{i_{t}, j_{t}} \right) + O(s^{\xi}4^{k+s}N^{-\xi_{\phi}})
\]  

(6.62)
To estimate $\mathbb{E}_\gamma, k \prod_{t=1}^s R_{i_{t,j_t}} = \mathbb{E}_\gamma, k R_{i_{t,j_t}}$, we first use (6.58) and obtain

$$\mathcal{P}_{\gamma, k} s_{i_{t,j_t}} = \mathcal{P}_{\gamma, k} R_{i_{1,j_1}} + \sum_{1 \leq t \leq \xi - k} |I_{\xi - k, l_t}^{k+1} \mathcal{P}_{\gamma, k, l_t} R_{i_{t,j_t}} (-h_{ab}) l + O((4k_t + 4)\xi^{-k}4k_t + 1N^{-\phi + k\phi})$$

Note that from (6.59) we have a bound

$$|I_{\xi - k, l_t}^{k+1}| \leq (k_t + 1)^t.$$

From that $|\mathcal{P}_{\gamma, k} s_{i_{t,j_t}}| \leq 4k_t + 2$ (see (6.20)), for $0 \leq k_1, k_2, \cdots, k_s \leq \xi / \phi$, we obtain that

$$\mathcal{P}_{\gamma, k} \prod_{t=1}^s s_{i_{t,j_t}} = \mathcal{P}_{\gamma, k} \prod_{t=1}^s R_{i_{t,j_t}} + \sum_{1 \leq t \leq \xi - k} \left( \sum_{l \in \mathcal{I}_{\xi - k, t}} \prod_t |I_{\xi - k, l_t}^{k+1} \mathcal{P}_{\gamma, k, l_t} R_{i_{t,j_t}} (-h_{ab}) l \right) + O((4k + 4)\xi^{-k}4k + 1sN^{-\phi + k\phi}).$$

For the terms that belong to $l \geq \xi - k$, from (6.20) and (6.51), they are bounded by

$$\sum_{l \geq \xi - k} s^l (k + 1)^l 4^{k+l+s} N^{-l\phi} \leq (sk + s)\xi^{-k}4^{\xi+s} N^{-\phi + k\phi}.$$

Then, the upper bound of $l$ in (6.64) can be reduced to $\xi - k$ as follows:

$$\mathcal{P}_{\gamma, k} \prod_{t=1}^s s_{i_{t,j_t}} = \mathcal{P}_{\gamma, k} \prod_{t=1}^s R_{i_{t,j_t}} + \sum_{1 \leq t \leq \xi - k} \left( \sum_{l \in \mathcal{I}_{\xi - k, t}} \prod_t |I_{\xi - k, l_t}^{k+1} \mathcal{P}_{\gamma, k, l_t} R_{i_{t,j_t}} (-h_{ab}) l \right) + O((sk + s)\xi^{-k}4^{\xi+s} N^{-\phi + k\phi})$$

We observe that

$$\prod_t |I_{\xi - k, l_t}^{k+1} \mathcal{P}_{\gamma, k, l_t} R_{i_{t,j_t}} = \left( \prod_t |I_{\xi - k, l_t}^{k+1} \right) \left( \mathcal{P}_{\gamma, k+1} \prod_{t} R_{i_{t,j_t}} \right), \quad l = (l_1, l_2, \cdots, l_s).$$

Inserting it into (6.62), with $|h_{ab}| \leq N^{-\phi}$ and $|I_{\xi, k}^{\xi}| \leq s^k, k \leq \xi$, we get

$$\mathbb{E} \prod_{t=1}^s s_{i_{t,j_t}} = \sum_{k=0}^4 n_k \mathbb{E} A_k + \sum_{5 \leq k \leq \xi} n_k \left( \sum_{l \in \mathcal{I}_{\xi, k}} \mathbb{E} \mathcal{P}_{\gamma, k} \prod_{t=1}^s s_{i_{t,j_t}} \right)$$

$$- \sum_{k=5}^\xi \sum_{l=1}^s n_k n_l \left( \sum_{l \in \mathcal{I}_{\xi, k}} \sum_{l \in \mathcal{I}_{\xi, k}} \left( \prod_t |I_{\xi - k, l_t}^{k+1} \right) \mathbb{E} \left( \mathcal{P}_{\gamma, k+1} \prod_{t} R_{i_{t,j_t}} \right) \right) + O((sk + s)4^{\xi+s} N^{-\phi}),$$

where the single $\xi$ factor in the last term comes from $\sum_k$. For $k \geq 5$, define

$$A_k = \sum_{l \in \mathcal{I}_{\xi, k}} \mathcal{P}_{\gamma, k} \prod_{t=1}^s S_{i_{t,j_t}}.$$
Clearly, it has at most $s^k$ terms having the form of $P \prod S$. Applying (6.65) again on $\mathbb{E}P_{\gamma,k+1} \prod_t R_i,ij$, as in (6.65), we have

$$P_{\gamma,k+1} \prod_t R_i,ij$$

$$= P_{\gamma,k+1} \prod_t S_i,ij - \sum_{1 \leq o \leq k-l} \left( \sum_{o \in I_{\xi-k-1,o}} \left( \prod_t |I_{\xi-k-l,o}|^{k_t+1} \right) P_{\gamma,k+1-o} \prod_t R_i,ij \right) (-h_{ab})^o \quad (6.69)$$

$$+ O((s(k + l) + s)\xi^{-k-l}l^{o+1}N^{(-\xi+k+l)})$$

We now insert it back to (6.67), replacing the notation $k, l, o$ with $k_1, k_2, k_3$ and $k_1, l, o$ with $k_1(t), k_2(t), k_3(t)$, respectively. Using

$$|n_k n_l| \sum_{k \in I_{\xi-k,l}} \sum_{k \in I_{\xi-k,l}} \prod_{t=1}^s I_{\xi-k-l}^{k_t+1} \leq N^{-(k+l)}\phi s^k s^l (k + 1)^l.$$  (6.70)

we obtain

$$\mathbb{E} \prod_{t=1}^n S_i,ij$$

$$= \sum_{k_1 = 0}^{\xi} n_{k_1} \mathbb{E} A_{k_1} + \sum_{k_1 = 5}^{\xi-k_1} \sum_{k_2 = 1}^{k_1-1} n_{k_1} n_{k_2} \left( \sum_{k_1 \in I_{\xi-k_1}} \sum_{k_2 \in I_{\xi-k_1}} \left( \prod_{t=1}^s I_{\xi-k-l}^{k_t+1} \right) \mathbb{E} P_{\gamma,k_1+k_2} \prod_t S_i,ij \right)$$

$$+ \sum_{k_1 = 5}^{\xi-k_1} \sum_{k_2 = 1}^{k_1-1} n_{k_1} n_{k_2} n_{k_3} \times$$

$$\left( \sum_{k_1 \in I_{\xi-k_1}} \sum_{k_2 \in I_{\xi-k_1}} \sum_{k_3 \in I_{\xi-k_1-k_2}} \left( \prod_{t=1}^s I_{\xi-k-l}^{k_t+1} \right) \mathbb{E} P_{\gamma,k_1+k_2+k_3} \prod_t R_i,ij \right)$$

$$+ O(\xi^2 (s \xi + s)^4 \xi^4 N^{-\xi^2})$$

where the factor $\xi^2$ comes from $\sum_{k_1} \sum_{k_2}$. Define

$$A_{k_1,k_2} := - \sum_{k_1 \in I_{\xi-k_1}} \sum_{k_2 \in I_{\xi-k_1}} \left( \prod_{t=1}^s I_{\xi-k-l}^{k_t+1} \right) \mathbb{E} P_{\gamma,k_1+k_2} \prod_t S_i,ij.$$ (6.72)

Clearly, letting $k := k_1 + k_2$, we find that $A_{k_1,k_2}$ has at most

$$s^{k_1+k_2} \prod_{t=1}^s I_{\xi-k_1-k_2}^{k_t+1} \leq s^{k_1+k_2} (k_1 + 1)^{k_2} \leq s^k (k + 1)^k \leq C(sk)^k$$

terms of the form $P \prod S$.

We repeat the previous procedure $\xi$ times. Recall that $k_i := \sum_t k_i(t)$. Let

$$\bar{k}_i := k_1 + k_2 + \cdots + k_i, \quad \bar{k}_i(t) := k_1(t) + k_2(t) + \cdots + k_i(t).$$ (6.73)

Define

$$A_{k_1,k_2,k_3,\ldots,k_n}$$

$$= (-1)^{n-1} \sum_{k_1 \in I_{\xi-k_1}} \sum_{k_2 \in I_{\xi-k_2}} \cdots \sum_{k_n \in I_{\xi-k_n-1,k_n}} \prod_{t=1}^s \left( \prod_{m=1}^{k_{m+1}} I_{\xi-k_m-k_{m+1}}^{k_t+1} \right) P_{\gamma,(\sum_{i=1}^n k_i)} \prod_t S_i,ij.$$ (6.74)
Let \( \#A_{k_1,k_2,k_3,\ldots,k_n} \) be the number of the terms of the form \( P \prod S \) in \( A_{k_1,k_2,k_3,\ldots,k_n} \). Clearly, with \( k := \sum k_i \),

\[
\#A_{k_1,k_2,k_3,\ldots,k_n} \leq s^k (k+1)^k \leq C(sk)^k. \tag{6.75}
\]

Thus, we obtain that

\[
\mathbb{E} \prod_{t=1}^s S_{i_t,j_t} = \sum_{k_1=0}^{\xi} n_{k_1} \mathbb{E} A_{k_1} + \sum_{k_1=5}^{\xi-1} n_{k_1} n_{k_2} A_{k_1,k_2} + \sum_{k_1=5}^{\xi} n_{k_1} n_{k_2} A_{k_1,k_2,k_3} + \cdots + \sum_{k_1,k_2,\ldots,k_t; i_1=1}^{\xi} \left( \prod_{i=1}^{k_t} n_{k_i} \right) A_{k_1,k_2,\ldots,k_t} + O(\xi^s (s^4 + \xi^4 s^4) N^{-\xi^4}), \tag{6.76}
\]

where we sum up \( k_1, k_2, \ldots, k_t \) under the condition \( k_1 \geq 5, k_t \geq 1, 1 \leq k_i \leq \xi \). The factor \( \xi^4 \) comes from \( \sum_{k_1,k_2,\ldots,k_t} \). The equation (6.76) implies (6.21).

Now we are ready to prove (6.22). Since \( \alpha \) plays the role of \( \sum_{i=1}^n k_i \) in (6.74), we have that

\[
|\alpha| = \sum_i \alpha_i = \sum_i k_i. \tag{6.77}
\]

Then, we obtain that

\[
|A_{\alpha}| \leq \sum_{k_1=0}^{\xi} n_{k_1} \mathbb{E} A_{k_1} + \sum_{k_1=5}^{\xi} n_{k_1} n_{k_2} A_{k_1,k_2} + \sum_{k_1=5}^{\xi} n_{k_1} n_{k_2} n_{k_3} A_{k_1,k_2,k_3} + \cdots + \sum_{k_1,k_2,\ldots,k_t} \left( \prod_{i=1}^{k_t} n_{k_i} \right) A_{k_1,k_2,\ldots,k_t} + O(\xi^s s^4 + \xi^4 s^4) N^{-\xi^4}, \tag{6.78}
\]

with (6.75) and that \( k_1 \geq 5 \), we obtain (6.22).

Finally, we briefly explain the proof of (6.24) and (6.25). It is almost the same as the one for (6.21) and (6.22), except changing (6.21) to

\[
\mathbb{E} \prod_{t=1}^s S_{i_t,j_t} = \mathbb{E} \prod_{t=1}^s R_{i_t,j_t} + \sum_{1 \leq k \leq \xi} n_k \left( \sum_{k \in I'_{t,k}} \mathbb{E} \prod_{t=1}^s R_{i_t,j_t} \right) + O(s^4 s^4 N^{-\xi^4}), \tag{6.79}
\]

i.e., we move the \( k = 1, 2, 3, 4 \) part from the first term in the right hand side to the second term. Then we keep using (6.56) and (6.55) to estimate \( \mathbb{E} \prod_{t=1}^s R_{i_t,j_t} \) as in the proof for (6.21) and (6.22). □

Last, we prove Lemma 5.3.

Proof of Lemma 5.3 For simplicity, we only prove (5.13). The proof for (5.15) is similar.

Recall that \( \eta = N^{-2/3-\varepsilon} \). Define

\[
x^S := \eta \operatorname{Im} \operatorname{Tr} S = \eta^2 \sum_{i,j} S_{ij} \overline{S_{ij}}, \quad x^R := \eta \operatorname{Im} \operatorname{Tr} R = \eta^2 \sum_{i,j} R_{ij} \overline{R_{ij}}. \tag{6.80}
\]

Recall also that \( S = (H_{\gamma} - z)^{-1} \) and \( R = (Q - z)^{-1} \), where all the entries of \( H_{\gamma} \) and \( Q \) are the same except the \((a,b)\) entries. Then, since the rank of \( (H_{\gamma} - Q) \) is at most 2, by interlacing theorem, we have

\[
|\operatorname{Tr} S - \operatorname{Tr} R| \leq C \eta^{-1}. \tag{6.81}
\]

Together with (6.24) and (2.12), with high probability,

\[
\max_{\gamma} \{|x^S| + |x^R|\} \leq N^{C\varepsilon}. \tag{6.82}
\]

From (6.3) and (6.28), we find that

\[
\max_{\gamma} \{|R_{ij}| + |S_{ij}|\} \leq N^{-\phi+C\varepsilon} + C\delta_{ij} \tag{6.83}
\]
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with high probability. We also have the trivial bounds
\[ x^S = \eta^2 \sum_{i,j} S_{ij} \bar{S}_{ij} \leq \eta^2 N^2 \eta^{-2} = N^2, \quad x^R \leq N^2, \quad |S|, |R| \leq \eta^{-1} \leq N. \tag{6.84} \]

Since the bad event is so small in probability space, in this proof, we basically ignore the bad set. Using the definitions we used in (3.21) - (3.25), we get a telescopic series
\[ \mathbb{E} F \left( \eta^2 \sum_{i,j} G_{ij} \bar{G}_{ij} \right) - \mathbb{E} F \left( \eta^2 \sum_{i,j} \bar{G}_{ij} \bar{G}_{ji} \right) = \sum_{\gamma=1}^{\gamma_{\max}} \mathbb{E} F \left( x^S - \mathbb{E} F (x^T) \right). \tag{6.85} \]

From the Taylor expansion, we have
\[ F(x^S) - F(x^R) = \sum_{s=1}^{2} \frac{1}{s!} F^{(s)}(x^R)(x^S - x^R)^s + \frac{1}{3!} F^{(3)}(\zeta_S)(x^S - x^R)^3, \tag{6.86} \]

where \( \zeta_S \) lies between \( x^S \) and \( x^R \), and we can obtain a similar formula for \( F(x^T) - F(x^R) \) with \( \zeta_T \) in place of \( \zeta_S \).

We now expand the term \( S_{ij} \bar{S}_{ij} \) using (6.56), where the terms with the complex conjugate are treated in the same manner. Letting \( \xi = 3/\phi \) with \( s = 2 \) in (6.56), we can see that
\[ S_{ij} \bar{S}_{ij} = R_{ij} \bar{R}_{ij} + \sum_{1 \leq k \leq 3/\phi} \left( \sum_{k \in I^2_{3/\phi,k}} \mathcal{P}_{\gamma,k} (R_{ij} \bar{R}_{ij}) \right) (-\hbar_{ab})^k + O(CN^{-3}) \tag{6.87} \]

holds with high probability. Averaging over \( i, j \) and multiplying \( \eta^2 \) to both sides, we obtain
\[ x^S = x^R + \sum_{1 \leq k \leq 3/\phi} \left( \sum_{k \in I^2_{3/\phi,k}} \eta^2 \sum_{i,j} \mathcal{P}_{\gamma,k} (R_{ij} \bar{R}_{ij}) \right) (-\hbar_{ab})^k + O(CN^{-3}). \tag{6.88} \]

Now, we claim that for any fixed \( k \neq 0, \, k \in I^2_{3/\phi,k} \), and \( p = O(1) \) with \( p \in 2Z \),
\[ \mathbb{E} \left| \sum_{i,j} \mathcal{P}_{\gamma,k} (R_{ij} \bar{R}_{ij}) \right|^p \leq (N^{1+C\epsilon})^p. \tag{6.89} \]

Assuming the claim (6.89), with Markov inequality, we find that, for any \( k \in I^2_{3/\phi,k} \) and \( k \neq 0 \),
\[ \left| \mathcal{P}_{\gamma,k} x^R \right| := |\eta^2 \sum_{i,j} \mathcal{P}_{\gamma,k} (R_{ij} \bar{R}_{ij})| \leq N^{-1/3+C\epsilon} \tag{6.90} \]
holds with probability with \( 1 - N^{-D} \) for any \( D > 0 \).

For simplicity, we show the proof for
\[ \mathbb{E} \left| \sum_{i,j} \mathcal{P}_{\gamma,k} (R_{ij} \bar{R}_{ij}) \right|^p \leq (N^{1+C\epsilon})^p. \tag{6.91} \]

(The claim (6.89) can be proved similarly.) Using (6.24) with \( s = 2p \) and \( \zeta = p \), we get
\[ \mathbb{E} \prod_{t=1}^{p} \mathcal{P}_{\gamma,k} (R_{i_1 j_1}, R_{j_1 i_1}) = \mathbb{E} \prod_{t=1}^{p} \mathcal{P}_{\gamma,k} (S_{i_1 j_1}, S_{j_1 i_1}) \tag{6.92} \]
\[ \quad - \sum_{1 \leq |\alpha| \leq 2p/\phi} A_{\alpha} \mathbb{E} \mathcal{P}_{\gamma,\alpha} \prod_{t=1}^{p} \mathcal{P}_{\gamma,k} (S_{i_t j_t}, S_{j_t i_t}) + O(N^{-p}) \]
With (6.25), in order to show (6.91), it only remains to prove that
\[
\left| \sum_{i_1, j_1, \ldots, i_p, j_p} \mathbb{E} \left( \prod_{t=1}^{p} P_{\gamma, k} \left( S_{i_t j_t}, \overline{S}_{i_t j_t} \right) \right) \right| \leq (N^{1+C_\epsilon})^p \tag{6.93}
\]
and for \( \alpha \in \mathbb{R}^{2p} \), \( 1 \leq |\alpha| \leq 2p/\phi \),
\[
\left| \sum_{i_1, j_1, \ldots, i_p, j_p} \mathbb{E} \mathcal{P}_{\gamma, \alpha} \left( \prod_{t=1}^{p} P_{\gamma, k} \left( S_{i_t j_t}, \overline{S}_{i_t j_t} \right) \right) \right| \leq (N^{1+C_\epsilon})^p. \tag{6.94}
\]

We give the proof for (6.93). The proof of (6.94) is the same except that it is slightly longer by one term of \( \mathcal{P}_{\gamma, \alpha} \). Using (6.37), with
\[
f(I, J) = N^{-2p}, \quad I = (i_1, \ldots, i_p), \quad J = (j_1, \ldots, j_p),
\]
and \( \prod_{t=1}^{p} P_{\gamma, k} \left( S_{i_t j_t}, \overline{S}_{i_t j_t} \right) \) playing the role of \( \prod_{t=1}^{p} G_{i_t j_t}^{\text{max}} \) in (6.37), \( \tilde{G} \) being \( G^0 \), we have
\[
\mathbb{E} \sum_{I, J} N^{-2p} \prod_{t=1}^{p} P_{\gamma, k} \left( S_{i_t j_t}, \overline{S}_{i_t j_t} \right) \leq \mathbb{E} \sum_{I, J} N^{-2p} \prod_{t=1}^{p} P_{\gamma, k} \left( \tilde{G}_{i_t j_t}, \overline{G}_{i_t j_t} \right) + \max_{k, n, \gamma} (N^{-\phi/20}) \sum_{i} \left| k_i \right| \mathbb{E} \sum_{I, J} N^{-2p} \mathcal{P}_{\gamma, k_n} \cdots \mathcal{P}_{\gamma, k_1} \left( P_{\gamma, k} \left( \tilde{G}_{i_t j_t}, \overline{G}_{i_t j_t} \right) \right) + O(N^{-\epsilon}). \tag{6.95}
\]

where
\[
k_1 \in \mathbb{R}^{2p}, \quad k_2 \in \mathbb{R}^{2p+|k_1|}, \quad k_3 \in \mathbb{R}^{2p+|k_1|+|k_2|}, \ldots. \tag{6.96}
\]

From (6.3) and assumption on \( z \) in (5.13), with high probability,
\[
|\tilde{G}_{i_t j_t}| \leq N^{-1/3+2\epsilon} + 2\delta_{i_t j_t}. \tag{6.97}
\]

Now, we estimate the term
\[
\mathcal{P}_{\gamma, k_n} \cdots \mathcal{P}_{\gamma, k_1} \left( P_{\gamma, k} \left( \tilde{G}_{i_t j_t}, \overline{G}_{i_t j_t} \right) \right) \tag{6.98}
\]
as in (6.44). First, it is the sum of at most \( C \sum_{|k_i|+|k|} = O(1) \) products of \( \tilde{G}_{i_t j_t} \) (possibly \( i = j \)), where in each product the number of \( \tilde{G}_{i_t j_t} \) is \( \sum |k_i| + 2p = O(1) \). Since \( \tilde{G} \) satisfies a rough bound \(|\tilde{G}_{i_t j_t}(z)| \leq \eta^{-1} \leq N \), we know (6.98) is always bounded by \( N^{O(1)} \). Since (6.97) holds with high probability, when estimating (6.98), we may neglect the event that (6.97) does not hold. For each product of above type and for any fixed \( t \), the indices \( i_t \) and \( j_t \) only appear twice each. Since \( k \neq 0 \), they cannot attain the form \( \tilde{G}_{i_t j_t} \tilde{G}_{i_t j_t} \). Thus, they must appear as one of the following forms for some \( a, b, c, d \), which comes from \( P \)’s:
\[
\tilde{G}_{i_t a} \tilde{G}_{i_t b j_t}, \quad \tilde{G}_{i_t j_t} \tilde{G}_{i_t a} \tilde{G}_{b j_t}, \quad \tilde{G}_{i_t a} G_{b j_t} \tilde{G}_{i_t c} G_{d j_t}. \tag{6.99}
\]

For each case, after averaging over \( 1 \leq i_t, j_t \leq N \), i.e., applying \( N^{-2} \sum_{i_t, j_t} \), these terms are bounded by \( N^{-1+C_\epsilon} \). Thus, so far we have proved that, for each \( t \), the term \( G_{i_t j_t} \) with an index \( i_t \) or \( j_t \) contributes a factor \( N^{-1+C_\epsilon} \) to
\[
\sum_{i, j} N^{-2p} \mathcal{P}_{\gamma, k_n} \cdots \mathcal{P}_{\gamma, k_1} \left( P_{\gamma, k} \left( \tilde{G}_{i_t j_t}, \overline{G}_{i_t j_t} \right) \right). \tag{6.100}
\]

Similarly, the \( G_{i_t j_t} \)'s with indices \( i_1, j_1, \ldots, i_p, j_p \) contribute a factor \( (N^{-1+C_\epsilon})^p \) to (6.100). By (5.10), it is bounded with \( X + CN^{-1} \). For the other \( G \)'s without indices \( i_1, j_1, \ldots, i_p, j_p \), we simply bound them
by a constant $C$. Therefore, we obtain that \((6.100)\) is bounded by \((N^{-1+C\epsilon})^p\) with high probability. Then, the expectation of \((6.100)\) is less than \((N^{-1+C\epsilon})^p\). Analogously, we can bound the first term in the right hand side of \((6.99)\) by \((N^{-1+C\epsilon})^p\). Thus, we proved \((6.93)\) and \((6.94)\), which implies \((6.91)\) with \((6.25)\). We can complete the proof of \((6.89)\) similarly.

Now, we return to estimate \(x^S - x^R\) in \((6.88)\). First, we note that

\[
\mathbb{E}|h_{ab}|^3 \leq (\mathbb{E}|h_{ab}|^2)^{3/2} (\log N) N^{-3/2}.
\]

With \((6.90)\), we can see that there exists a constant $C$ such that

\[
\mathbb{E}|x^S - x^R|^3 \leq N^{-5/2+C\epsilon}
\]

for any sufficiently large $N$ independent of $\gamma$. Together with the fact that $\zeta S$ is between $x^S$ and $x^R$, we get $|\zeta S| \leq N^{C\epsilon}$ (see \((6.82)\)) with high probability, hence

\[
\sum_{\gamma=1}^{\max \{ k : x^S - x^R \}} \mathbb{E}\left[ F^{(3)}(\zeta_S)(x^S - x^R)^3 \right] \leq N^{-\phi+C\epsilon},
\]

where we have used \((5.12)\) on $F$. We can estimate $\mathbb{E}\left[ F^{(3)}(\zeta_T)(x^T - x^R)^3 \right]$ analogously.

From \((6.83)\) and \((6.80)\), it only remains to prove that, for $1 \leq s \leq 2$,

\[
\left| \mathbb{E}\left[ F^{(s)}(x^R)(x^S - x^R)^s \right] - \mathbb{E}\left[ F^{(s)}(x^R)(x^T - x^R)^s \right] \right| \leq N^{-2-\phi+C\epsilon}.
\]

Using \((6.88)\) again, recalling $(H_{\gamma-1})_{ab}$ has the distribution of $\tilde{H}_{ab}$, we have

\[
x^T = x^R + \sum_{1 \leq k \leq 3/\phi} \left( \sum_{ij} \eta^2 \sum_{\gamma, k} P_{\gamma, k} (R_{ij} R_{kij}) \right) (-h_{ab})^k + O(CN^{-3})
\]

with $\mathbb{E}h_{ab}^k = \mathbb{E}\tilde{h}_{ab}^k$, $(1 \leq k \leq 4)$. Thus, we obtain that

\[
\mathbb{E}\left[ F^{(s)}(x^R)(x^S - x^R)^s \right] - \mathbb{E}\left[ F^{(s)}(x^R)(x^T - x^R)^s \right] 
\leq \sum_{k=5}^{9/\phi} \sum_{\gamma, k} P_{\gamma, k} (x^R) \left( |\mathbb{E}(-h_{ab})^k| + |\mathbb{E}(-\tilde{h}_{ab})^k| \right) + O(CN^{-3}),
\]

where in the right hand side we sum up $k$ from 5. Since $|\mathbb{E}(-h_{ab})^k| \leq (\log N)^C N^{-5/2}$ and $|\mathbb{E}(-\tilde{h}_{ab})^k| \leq (\log N)^C N^{-2-\phi}$, using \((6.90)\), we obtain \((6.103)\) and complete the proof.
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