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ABSTRACT
Detection transformers have recently shown promising object detection results and attracted increasing attention. However, how to develop effective domain adaptation techniques to improve its cross-domain performance remains unexplored and unclear. In this paper, we delve into this topic and empirically find that direct feature distribution alignment on the CNN backbone only brings limited improvements, as it does not guarantee domain-invariant sequence features in the transformer for prediction. To address this issue, we propose a novel Sequence Feature Alignment (SFA) method that is specially designed for the adaptation of detection transformers. Technically, SFA consists of a domain query-based feature alignment (DQFA) module and a token-wise feature alignment (TDA) module. In DQFA, a novel domain query is used to aggregate and align global context from the token sequence of both domains. DQFA reduces the domain discrepancy in global feature representations and object relations when deploying in the transformer encoder and decoder, respectively. Meanwhile, TDA aligns token features in the sequence from both domains, which reduces the domain gaps in local and instance-level feature representations in the transformer encoder and decoder, respectively. Besides, a novel bipartite matching consistency loss is proposed to enhance the feature discriminability for robust object detection. Experiments on three challenging benchmarks show that SFA outperforms state-of-the-art domain adaptive object detection methods. Code has been made available at: https://github.com/encounter1997/SFA.
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1 INTRODUCTION
Object Detection is one of the fundamental tasks in computer vision and is an essential and prepositive step for multimedia applications like captioning [39, 46], visual grounding [24], texture analysis [40, 41], person re-identification / person search [47–49], etc. Tremendous progress has been made by CNN-based object detection methods in the last decade, e.g., Faster RCNN [28], SSD [25] and FCOS [33]. However, they rely on heuristics like non-maximum suppression (NMS), and are not fully end-to-end. Recently, detection transformers, e.g., DETR [4] and Deformable DETR [51], have attracted increasing attention due to their merits of fully end-to-end pipeline and promising performance. While effective, all these methods rely heavily on the labeled training data, and suffer significant performance drops when the test data and training data are sampled from different distributions, due to domain shifts.

To tackle this problem, unsupervised domain adaptive object detection (DAOD) [5] attempts to train an object detector on the labeled source domain that can be generalized to the unlabeled target domain. Existing DAOD methods [5, 17, 19] have achieved significant progress in improving the cross-domain performance for specific object detection models, such as based on Faster RCNN, SSD, and FCOS. With the recent surge of detection transformers, it is natural to ask, can we empower them with such a capability to perform accurate object detection in cross-domain scenarios?

A vanilla idea to solve this problem is to apply adversarial feature distribution alignment [11] on features extracted by the CNN backbone [16, 29]. As shown in Figure 1 (a), direct feature alignment on the CNN backbone (denoted as DA-CNN) does improve the detection transformer’s cross-domain performance, yet the improvement is limited. We argue that this is because the feature distribution alignment on the CNN backbone does not guarantee domain-invariant sequence features in the subsequent transformer,
which are directly utilized for prediction. In Figure 1(b), we visualize the distribution of features extracted by DA-CNN. While the source and target features extracted by the CNN backbone are well-aligned, the sequence features extracted by the transformer encoder can be separated by domain. Moreover, as the network goes deeper, the distribution gaps in the decoder feature become even more significant. As a result, the detection transformer obtains inferior performance based on the shifted sequence features.

To tackle this problem, we propose a novel sequence feature alignment (SFA) method that is specially designed for the domain adaptation of detection transformers. SFA consists of a domain query-based feature alignment (DQFA) module and a token-wise feature alignment (TDA) module upon the transformer structure. Specifically, the DQFA utilizes a novel domain query to aggregate global context from the sequence for feature alignment. When applied to the transformer encoder and decoder, DQFA alleviates the domain gaps on global-level and object relations, respectively. Meanwhile, the TDA focus on feature alignment of each token in the sequence, it effectively closes domain gaps at local- and instance-level when applied to the encoder and decoder, respectively. Besides, a novel bipartite matching consistency loss is proposed to regularize the detection transformer and improve its discriminability for robust object detection. Experiments on three challenging benchmarks show that SFA significantly improves detection transformers’ cross-domain performance and outperforms existing DAOD methods built on various object detectors. The main contribution of this paper can be summarized as follows:

- We dedicate to improving detection transformers’ cross-domain performance, which is still unexplored and unclear. Empirically, we observe that direct feature distribution alignment on the CNN backbone only brings limited improvements, as it does not guarantee domain-invariant sequence features in the transformer for prediction.
- We propose Sequence Feature Alignment (SFA) that is specially designed for domain adaptation of detection transformers. It consists of a domain query-based feature alignment (DQFA) module and a token-wise feature alignment (TDA) module for aligning sequence features on a global- and local-level, respectively. Moreover, we provide technical insight on the explicit meanings of these modules when applied to the transformer encoder and decoder.
- A novel bipartite matching consistency loss is proposed to further regularize the sequence features and improve the discriminability of the detection transformers.
- Extensive experiments on three challenging domain adaptation scenarios, including weather adaptation, synthetic to real adaptation, and scene adaptation, verify the effectiveness of our method, where SFA outperforms existing DAOD methods and achieves state-of-the-art (SOTA) performance.

2 RELATED WORK

2.1 Object Detection

Object detection is one of the fundamental tasks in computer vision [6, 43]. Representative deep learning-based object detectors can be roughly categorized as two-stage methods, e.g., Faster RCNN [28], and single-stage methods, e.g., YOLO [27] and SSD [25]. While the former ones generally show better performance, the latter ones are faster during inference. Although significant progress has been made, these object detectors are not fully end-to-end and heavily rely on hand-crafted components, such as anchor box generation and non-maximum suppression (NMS) post-processing. Recently, DETR [4] provides a simple and clean pipeline for object detection. It views object detection as a direct set prediction problem and explores transformer [10, 31, 32, 35] and bipartite matching for effective object detection. The success of DETR brought the recent surge of detection transformers. Deformable DETR [51] proposes a novel deformable attention, which speeds up model training with learnable sparse sampling and improves model performance by integrating multi-scale features. UP-DETR [8] introduces a novel self-supervised pre-training scheme to improve the performance of DETR with faster convergence.

2.1.1 Formulation of Detection Transformers. The detection transformer models generally consist of three parts: the CNN backbone for base feature extraction, the transformer for sequence feature modeling, and feed-forward network (FFN) for prediction. The CNN backbone extracts hierarchical feature representation \( \{f^l\}_{l=1}^{L} \) from the input images, where \( L \) is the number of feature levels and \( f^l \in \mathbb{R}^{H^l \times W^l \times C} \) is the \( l \)-th feature map. Afterwards, the hierarchical features are flatten and embedded to form an one-dimensional sequence \( f_e \in \mathbb{R}^{N \times C} \), whose length is \( N = \sum_{l=1}^{L} H^l W^l \) and the dimension of feature embeddings is \( C \). The input of the transformer

Figure 1: (a) Performance comparison between feature distribution alignment applied on the CNN backbone and transformer (denoted as DA-CNN and DA-Seq, respectively). Both methods are built on the Deformable DETR [51] with a ResNet-50 backbone and evaluated on the Cityscapes [7] to Foggy Cityscapes [30] scenario. (b) T-SNE visualization of features extracted by DA-CNN. While the CNN features are well-align, the sequence feature extracted by transformer encoder and decoder can be easily separated by domain.
is denoted as $z_0$, which is $f_e$ augmented with explicit embeddings such as positional embedding and level embedding [51].

The transformer consists of an encoder and a decoder. The encoder is a stack of $L_{enc}$ encoder layers. Each encoder layer $\text{EncLayer}_t$ takes previous layer’s output $z_{t-1}$ and the sample position reference $p_t$ as input and outputs the encoded sequence feature $z_t$ as follows,

$$z_t = \text{EncLayer}_t(z_{t-1}, p_t), \quad t = 1 \ldots L_{enc}.$$  \hfill (1)

Similarly, the decoder is a stack of $L_{dec}$ decoder layers. The input token sequence in the transformer decoder is initialized as $q_0$, each decoder layer $\text{DecLayer}_t$ takes the previous decoder layer’s output $q_{t-1}$, the sample position reference $p_t$, and the encoder output $z_{enc}$ as input and outputs the decoded sequence features as follows,

$$q_t = \text{DecLayer}_t(q_{t-1}, p_t, z_{enc}), \quad t = 1 \ldots L_{dec}.$$  \hfill (2)

Detection transformers [4, 51] usually adopt deep supervision [23] to facilitate model training. Classification probability vectors and bounding boxes are predicted based on the output of each decoder layer by the FFN, and are used to compute the auxiliary loss on the source domain. We denote the supervised loss on the source domain as $L_{det}$, which is defined in [4, 51].

### 2.2 Domain Adaptive Object Detection

Domain adaptive object detection (DAOD) has been raised very recently for unconstrained scenes [5]. DAF [5] adopts adversarial feature alignment [11, 45] at both image-level and instance-level. SWDA [29] adopts strong alignment on local features and weak alignment on global features from the CNN backbone. SCDA [50] aligns region-level features across domains via grouping instances into regions. MATOR [3] integrates object relations into the measure of consistency cost between teacher and student modules for adaptation. Xu et al. [36] explore image-level categorical regularization and categorical consistency regularization for robust detection across domains. GPA [37] explores graph-induced prototype and class reweighted contrastive loss for effective feature alignment and adaptation. While these methods are built on the seminal Faster RCNN [28], Kim et al. [19] propose an SSD-based domain adaptive object detector and explore effective self-training and adversarial background regularization for adaptation. Hsu et al. [17] build an adaptive object detector base on FCOS. They estimating pixel-wise objectness and centerness and adopting center-aware feature alignment to close the domain gaps. Although significant progress has been made, most of these methods rely on specific model architecture, e.g., Faster RCNN, SSD, and FCOS, therefore cannot be directly applied to detection transformers. In this paper, we dedicate to improve detection transformers’ cross-domain performance, which is still unexplored and unclear.

### 3 METHODS

This section introduces our Sequence Feature Alignment (SFA) for domain adaptive detection transformers. In unsupervised domain adaptation, the training data includes the labeled source images and the unlabeled target images. Our goal is to train an object detector on the training data that can generalize to the target domain.

As described in Section 1, feature distribution alignment on the CNN backbone only brings limited improvements, as it does not guarantee domain-invariant sequence features in transformer, which are directly utilized for final prediction. To solve the problem, we explore effective distribution alignment on the sequence features in transformer. Specifically, domain query-based sequence feature alignment (Section 3.1) and token-wise sequence feature alignment (Section 3.2) are proposed. Moreover, in Section 3.4, we explore bi-partite matching consistency to constrain the sequence features, which further improve detection transformer’s discriminability on the target domain. The overall framework of our SFA is shown in Figure 2. We use Deformable DETR [51] as the default detection framework, while our sequence feature alignment can also be applied to other detection transformer methods, e.g., DETR [4].

#### 3.1 Domain Query-based Feature Alignment

To obtain domain-invariant sequence features, we first propose the domain query-based feature alignment to align source and target features from a global perspective. Specifically, on the encoder side, a domain query embedding $q_d^{\text{enc}}$ is concatenated with the token sequence to form the input $z_0$ to transformer encoder, i.e.,

$$z_0 = \left[ q_d^{\text{enc}}; f_e^1, f_e^2, \ldots, f_e^N \right] + E_{\text{pos}} + E_{\text{level}}.$$  \hfill (3)

where $E_{\text{pos}} \in \mathbb{R}^{(N+1) \times C}$ is the positional embedding, $E_{\text{level}} \in \mathbb{R}^{(N+1) \times C}$ is the feature level embedding [51].

In the encoding process, the domain query aggregates domain-specific features from the whole sequence in an adaptive manner. It encodes the global context in input images and puts more concentration on tokens with significant domain gaps. We input this domain query into a domain discriminator $D_{\text{enc}}$ for feature alignment, i.e.,

$$L_{\text{enc}}^t = d \log D_{\text{enc}} \left( z_0^t \right) + (1-d) \log \left( 1 - D_{\text{enc}} \left( z_0^t \right) \right).$$  \hfill (4)

where $t = 1 \ldots L_{\text{enc}}$ indexes the layers in the encoder, $d$ is the domain label, which values 0 for source images and 1 for target images. Similarly, we concatenate a domain query $q_d^{\text{dec}}$ with the object queries to obtain the input sequence to the transformer decoder:

$$q_0 = \left[ q_d^{\text{dec}}; q_1, q_2, \ldots, q_M \right] + E_{\text{pos}}.$$  \hfill (5)

where $E_{\text{pos}} \in \mathbb{R}^{(M+1) \times C}$ is the positional embedding and $q_i^t$ is the $i$-th object query in the sequence. In the decoding process, the domain query fuses context features from each object query in the sequence, which explicitly models the object relations. We feed the domain query to domain discriminator $D_{\text{dec}}$ for feature alignment:

$$L_{\text{dec}}^t = d \log D_{\text{dec}} \left( q_0^t \right) + (1-d) \log \left( 1 - D_{\text{dec}} \left( q_0^t \right) \right).$$  \hfill (6)

where $t = 1 \ldots L_{\text{dec}}$ indexes the layers in the transformer decoder.

**Remarks.** Although both encoder and decoder adopt the domain query to perform sequence feature alignment for reducing domain gaps, it should be noted that they have different implications. Specifically, since the sequence features in the encoder are derived from feature maps extracted by the CNN backbone, the domain query aggregates global features that reflect scene layout in images for alignment. While the sequence features in the decoder represent object instances, thus the domain query encodes object relationships for adaptation. Moreover, with the help of the attention mechanism and adversarial learning, the domain query-based feature alignment
adaptively puts more effort on aligning features with significant domain gaps, while less effort on features with smaller ones.

3.2 Token-wise Feature Alignment
The domain query-based global feature alignment can effectively close global domain gaps in scene layout and inter-object relationships, but it struggles to address the domain shift caused by local texture and style. To solve this problem, we propose token-wise sequence feature alignment and apply it to both encoder and decoder.

Specifically, each token embedding in the encoder sequence are fed into a domain classifier $D_{enc_k}$ for adversarial feature alignment:

$$L_{enc_k}^f = -\frac{1}{N} \sum_{i=1}^{N} \left[ d \log D_{enc_k} \left( z_i^f \right) + (1 - d) \log \left( 1 - D_{enc_k} \left( z_i^f \right) \right) \right].$$

(7)

Similarly, a domain discriminator $D_{dec_k}$ is attached on the decoder side to align each token embedding in the decoder sequence, i.e.,

$$L_{dec_k}^f = -\frac{1}{M} \sum_{i=1}^{M} \left[ d \log D_{dec_k} \left( q_i^f \right) + (1 - d) \log \left( 1 - D_{dec_k} \left( q_i^f \right) \right) \right].$$

(8)

Remarks. Although both encoder and decoder adopt the token-wise sequence feature alignment, it should be noted that they have different implications. Specifically, since each token in the encoder sequence represents a local area of the image, the token-wise sequence feature alignment here alleviates domain gaps caused by local texture, appearance, etc. By contrast, each token at the decoder side represents an individual object, therefore, the token-wise sequence feature alignment closes domain gaps at the instance level.

It should be noted that the domain query-based feature alignment cannot be replaced by the token-wise feature alignment. Although tokens in transformer also aggregate global features to some extent, they are generated from small image patch (tokens in encoder sequence) or target at one specific object instance (tokens in decoder sequence), thus they inherently have the tendency to focus more on local content of the image (with more weight on themselves and their close neighbors during the attention process). By contrast, domain queries do not need to focus on local features or instances, thus can better aggregate global context and close domain gaps related to scene layout and inter-object relationships without bias.

3.3 Hierarchical Sequence Feature Alignment
To achieve a more comprehensive feature alignment, we adopt hierarchical feature alignment to progressively align the source and target sequence features in a shallow to deep manner. The hierarchical feature alignment on sequences in the transformer encoder is described as:

$$L_{enc} = \sum_{i=1}^{L_{enc}} \left( L_{enc_k}^f + \lambda_{enc_k} L_{enc_q}^f \right),$$

(9)

where $\lambda_{enc_q}$ is a hyperparameter to balance the query-based alignment loss and token-based alignment loss. It is set as 0.1 in our experiments. Similarly, the hierarchical feature alignment is applied on the sequence features in the transformer decoder, i.e.,

$$L_{dec} = \sum_{i=1}^{L_{dec}} \left( L_{dec_k}^f + \lambda_{dec_k} L_{dec_q}^f \right),$$

(10)

where $\lambda_{dec_q}$ is a hyperparameter similar to $\lambda_{enc_q}$, and is also set as 0.1 in our experiments. For both encoder and decoder, 3-layer MLPs...
are adopted as the discriminators. Hierarchical feature alignment facilitates better alignment on the sequence features.

### 3.4 Bipartite Matching Consistency

Detection transformers [4, 51] adopt deep supervision [23] for training. Auxiliary output is generated on each decoder layer. The auxiliary output on the $t$-th decoder layer is denoted as $\hat{y}_t$, which contains predictions for $M$ object instances. Prediction for each instance includes a class probability vector $\hat{c}_t^i$ and a bounding box prediction $\hat{b}_t^i$. The auxiliary output can be written as:

$$\hat{y}_t = \left(\hat{c}_t^1, \hat{c}_t^2, \ldots, \hat{c}_t^M, \hat{b}_t^1, \hat{b}_t^2, \ldots, \hat{b}_t^M\right).$$

Detection transformers view object detection as a set prediction problem, and use bipartite matching to make one-to-one correspondences between the model output and the ground-truth objects or background class $\emptyset$ in the image [4]. Since no semantic label is available on the target domain, the object detector is prone to produce inaccurate matches between object queries and ground-truth objects on the target domain. To tackle this problem, we ensemble the outputs of different decoder layers and constrain the outputs of each decoder layer to produce consistent bipartite matching during training. The loss is defined as:

$$\mathcal{L}_{\text{cons}} = \frac{1}{L_{\text{dec}}} \sum_{l=1}^{L_{\text{dec}}} \mathcal{L}_{\text{cons}}(\hat{y}_l, \hat{y}_l),$$

where $\hat{y}$ is the reference output obtained by averaging the predictions of all decoder layers, $\mathcal{L}_{\text{cons}}$ is the consistency loss that measures the bipartite matching consistency between two predictions. Specifically, it is the combination of JS-divergence between the classification outputs and the L1 distance between bounding box regression outputs, i.e.,

$$\mathcal{L}_{\text{cons}}(\hat{y}_l, \hat{y}_l) = \frac{1}{M} \sum_{i=1}^{M} \left[ \text{JSD} \left( \hat{c}_l^i, \hat{c}_l^i \right) + \lambda_1 \left\| \hat{b}_l^i - \hat{b}_l^i \right\|_1 \right].$$

where $\text{JSD}(\|)$ represents JS-divergence, $\lambda_1$ is a hyper-parameter to balance the two losses. In this way, we constrain the output of different decoder layers to be consistent and improve the detection transformer’s discriminability on the target domain.

### 3.5 Total Loss

To summarize, the final training objective of SFA is defined as:

$$\min_G \max_D \mathcal{L}_{\text{det}}(G) - \lambda_{\text{enc}} \mathcal{L}_{\text{enc}}(G, D) - \lambda_{\text{dec}} \mathcal{L}_{\text{dec}}(G, D) + \lambda_{\text{con}} \mathcal{L}_{\text{cons}}(G),$$

where $G$ is the object detector and $D$ denotes the domain discriminators. $\lambda_{\text{enc}}$ and $\lambda_{\text{dec}}$ are hyper-parameters that balance the loss terms. The min-max loss function is implemented by gradient reverse layers [11]. Our method is not restricted to specific detection transformer. Instead, it is widely applicable to the family of detection transformers, such as DETR [4] and Deformable DETR [51].

### 4 THEORETICAL ANALYSIS

This section theoretically analyses our method. The performance on the target domain is decomposed into three factors: (1) the expected error on the source domain; (2) the domain divergence between source and target; and (3) the error of the ideal joint hypothesis shared by both domains. The domain divergence can further be estimated via a generalization bound.

#### 4.1 Domain Adaptation Analysis

According to the theory of domain adaptation by Ben-David et al. [2], the expected error on the target samples, $R_T(h)$, can be decomposed into three terms, as shown in the following theorem:

**Theorem 4.1.** Let $H$ be the hypothesis class. Given two domains $S$ and $T$, we have

$$\forall h \in H, R_T(h) \leq R_S(h) + \frac{1}{2} d_{H\Delta H}(S, T) + \lambda.$$  

Here, $R_T(h)$ is the error of hypothesis $h$ on the target domain, and $R_S(h)$ is the corresponding error on the source domain. $d_{H\Delta H}(S, T)$ represents the domain divergence that is associated with the feature transferability, and $\lambda = \min_{h \in H} \left[R_S(h) + R_T(h)\right]$ is the error of joint ideal hypothesis that is associate with the feature discriminability.

In Inequality 15, $R_S$ is easily minimized by the supervised loss on source domain. Besides, our token-wise feature alignment minimizes the domain divergence $d_{H\Delta H}(S, T)$ and improves the feature transferability. In the meantime, domain-query feature alignment adaptively selects and aligns token features with significant domain gaps while maintaining discriminability for features with smaller domain shifts. Bipartite matching consistency loss ensembles predictions made by multiple decoder layers to obtain a more accurate result. These designs ensure the feature discriminability on the target domain and minimize $\lambda$.

#### 4.2 Generalization Analysis

Adversarial training is employed to help learn the mapping from the target domain to the source domain. The generalizability determines the performance of the mapping [14, 26].

Denote the generating distributions of the existing data $\mu$ and the generating distribution of the generated data as $\nu$. Denote the empirical counterparts of $\mu$ and $\nu$ as $\hat{\mu}_N$ and $\hat{\nu}_N$, where $N$ is the size of the training sample set. Suppose adversarial training is learning a generator $g \in \mathcal{G}$ and a discriminator $f \in \mathcal{F}$, where $\mathcal{G}$ and $\mathcal{F}$ are both the hypothesis classes. As described in Section 3.3, the discriminator is a three-layer MLP which is constituted by three fully connected layers and three nonlinear operations (nonlinearities), $(A_1, \sigma_1, A_2, \sigma_2, A_3, \sigma_3)$, where $A_i$ is a fully connected layer, and $\sigma_i$ is a nonlinearity (ReLU). Then we have the following theory.

**Theorem 4.2 (Covering bound for the discriminator).** Suppose the spectral norm of each weight matrix is bounded: $\|A_i\|_F \leq s_i$. Also, suppose each weight matrix $A_i$ has a reference matrix $M_i$, which is satisfied that $\|A_i - M_i\|_F \leq b_i$, $i = 1, \ldots, 3$. Then, the $\varepsilon$-covering number satisfies that

$$\text{log} N \left(\mathcal{F} \mid \mathcal{S}, \varepsilon, \|\cdot\|_2\right) \leq \frac{\log (2W^2)}{\varepsilon^2} \frac{\|X\|_2^2}{\varepsilon} \left(\sum_{i=1}^{3} s_i^2 \right) \sum_{i=1}^{3} \frac{b_i^2}{s_i^2},$$

where $W$ is the largest dimension of the feature maps throughout the algorithm.
5 EXPERIMENTAL RESULTS

In this section, we evaluate the proposed SFA on three challenging domain adaptation scenarios. Ablation studies are performed to investigate the impact of each component in SFA. Finally, visualization and analysis are presented for better understanding.

5.1 Experimental Setup

5.1.1 Datasets. Four public datasets are utilized in our experiments, including Cityscapes [7], Foggy Cityscapes [30], Sim10k [18], and BDD100k [38], which are detailed as follows.

- **Cityscapes** [7] is collected from urban scenes, which contains 3,475 images with pixel-level annotation. Among them, 2,975 and 500 images are used for training and evaluation, respectively. Bounding box annotation of 8 different object categories can be obtained by taking the tightest rectangles of object masks.
  - **Foggy Cityscapes** [30] is obtained by applying the fog synthesis algorithm to Cityscapes, based on depth maps in the Cityscapes dataset. It inherited the annotations in Cityscapes and is suitable for the evaluation of weather adaptation.
  - **Sim10k** [18] is generated by the Grand Theft Auto game engine, which contains 10,000 training images with 58,701 bounding box annotations for cars. It is suitable for the evaluation of synthetic to real adaptation.
  - **BDD100k** [38] contains 100k images, including 70k training images and 10k validation images annotated with bounding boxes. Following [36], we extract the daytime subset of BDD100k for the evaluation of scene adaptation. The subset includes 36,728 training images and 5,258 validation images.

Based on these datasets, we evaluate the proposed SFA on three domain adaptation scenarios: (1) Weather adaptation, i.e., Cityscapes to Foggy Cityscapes, where the models are trained on cityscape and tested on foggy cityscape; (2) Synthetic to real adaptation, i.e., Sim10k to Cityscapes, where the models are trained on Sim10k and tested on Cityscapes; and (3) Scene Adaptation, i.e., Cityscapes to the daytime subset of BDD100k, where the models are trained on Cityscapes and tested on BDD100k daytime subset. Mean Average Precision (mAP) with a threshold of 0.5 is adopted as the evaluation metric, following [5].

5.1.2 Implementation Details. By default, our method is built on Deformable DETR [51]. ImageNet [9] pre-trained ResNet-50 [15] is adopted as the backbone in all experiments. Following Deformable DETR, we train the network using the Adam optimizer [21] for 50 epochs. The learning rate is initialized as $2 \times 10^{-4}$ and decayed by 0.1 after 40 epochs. The batch size is set as 4 in all experiments. Both $\lambda_{enc}$ and $\lambda_{dec}$ are set as 1 for weather adaptation, and 0.01 for other domain adaptation scenarios. Similarly, $\lambda_{cons}$ is set as 1 for weather adaptation, and 0.1 for other scenarios. All our experiments are performed on NVIDIA Tesla V100 GPUs. To show the generality of our method, we also provide results of our method built on DETR [4], as shown in the Supplementary Material.

---

Table 1: Results of different methods for weather adaptation, i.e., Cityscapes to Foggy Cityscapes. FRCNN and DefDETR are abbreviations for Faster RCNN and Deformable DETR, respectively.

| Method                  | Detector | person | rider | car    | truck   | bus | train | mcycle | bicycle | mAP |
|-------------------------|----------|--------|-------|--------|---------|-----|-------|--------|---------|-----|
| Faster RCNN (Source)    | FRCNN    | 26.9   | 38.2  | 35.6   | 18.3    | 32.4| 9.6   | 25.8   | 28.6    | 26.9|
| DAF [5]                 | FRCNN    | 29.2   | 40.4  | 43.4   | 19.7    | 38.3| 28.5  | 23.7   | 32.7    | 32.0|
| DivMatch [20]           | FRCNN    | 31.8   | 40.5  | 51.0   | 20.9    | 41.8| 34.3  | 26.6   | 32.4    | 34.9|
| SWDA [29]               | FRCNN    | 31.8   | 44.3  | 48.9   | 21.0    | 43.8| 28.0  | 28.9   | 35.8    | 35.3|
| SCDA [50]               | FRCNN    | 33.8   | 42.1  | 52.1   | 26.8    | 42.5| 26.5  | 29.2   | 34.5    | 35.9|
| MTOR [3]                | FRCNN    | 30.6   | 41.4  | 44.0   | 21.9    | 38.6| 40.6  | 28.3   | 35.6    | 35.1|
| CR-DA [36]              | FRCNN    | 30.0   | 41.2  | 46.1   | 22.5    | 43.2| 27.9  | 27.8   | 34.7    | 34.2|
| CR-SW [36]              | FRCNN    | 34.1   | 44.3  | 53.5   | 24.4    | 44.8| 38.1  | 26.8   | 34.9    | 37.6|
| GPA [37]                | FRCNN    | 32.9   | 46.7  | 54.1   | 24.7    | 45.7| 41.1  | 32.4   | 38.7    | 39.5|
| FCOS (Source)           | FCOS     | 36.9   | 36.3  | 44.1   | 18.6    | 29.3| 8.4   | 20.3   | 31.9    | 28.2|
| EPM [17]                | FCOS     | 44.2   | 46.6  | 58.5   | 24.8    | 45.2| 29.1  | 28.6   | 34.6    | 39.0|
| Deformable DETR (Source)| DeDETR   | 37.7   | 39.1  | 44.2   | 17.2    | 26.8| 5.8   | 21.6   | 35.5    | 28.3|
| SFA (Ours)              | DeDETR   | 46.5   | 48.6  | 62.6   | 25.1    | 46.2| 29.4  | 28.3   | 44.0    | 41.3|

- **Table 2: Results of different methods for synthetic to real adaptation, i.e., Sim10k to Cityscapes.**

| Methods                  | Detector | person | rider | car    | truck   | bus | train | mcycle | bicycle | mAP |
|--------------------------|----------|--------|-------|--------|---------|-----|-------|--------|---------|-----|
| Faster RCNN (Source)     | FRCNN    | 34.6   |       |        |         |     |       |        |         |     |
| DAF [5]                  | FRCNN    | 41.9   |       |        |         |     |       |        |         |     |
| DivMatch [20]            | FRCNN    | 43.9   |       |        |         |     |       |        |         |     |
| SWDA [29]                | FRCNN    | 44.6   |       |        |         |     |       |        |         |     |
| SCDA [50]                | FRCNN    | 45.1   |       |        |         |     |       |        |         |     |
| MTOR [3]                 | FRCNN    | 46.6   |       |        |         |     |       |        |         |     |
| CR-DA [36]               | FRCNN    | 43.1   |       |        |         |     |       |        |         |     |
| CR-SW [36]               | FRCNN    | 46.2   |       |        |         |     |       |        |         |     |
| GPA [37]                 | FRCNN    | 47.6   |       |        |         |     |       |        |         |     |
| FCOS (Source)            | FCOS     | 42.5   |       |        |         |     |       |        |         |     |
| EPM [17]                 | FCOS     | 47.3   |       |        |         |     |       |        |         |     |
| Deformable DETR (Source) | DeDETR   | 47.4   |       |        |         |     |       |        |         |     |
| SFA (Ours)               | DeDETR   | 52.6   |       |        |         |     |       |        |         |     |

This theorem is based on [1, 13]. A detailed proof is given in the Supplementary Material. Also, Zhang et al. [44] suggests that the generalizability of a GAN [11, 12] is determined by the hypothesis complexity of the discriminator. Following this insight, we employ simple discriminators to enhance the generalizability and further enhance the domain adaptation performance.
Table 3: Results of different methods for scene adaptation, i.e., Cityscapes to BDD100k daytime subset.

| Methods               | Detector | person | rider | car  | truck | bus  | mcycle | bicycle | mAP  |
|-----------------------|----------|--------|-------|------|-------|------|--------|---------|------|
| Faster R-CNN (Source) | FRCNN    | 28.8   | 25.4  | 44.1 | 17.9  | 16.1 | 13.9   | 22.4    | 24.1 |
| DAF [5]               | FRCNN    | 28.9   | 27.4  | 44.2 | 19.1  | 18.0 | 14.2   | 22.4    | 24.9 |
| SWDA [29]             | FRCNN    | 29.5   | 29.9  | 44.8 | 20.2  | 20.7 | 15.2   | 23.1    | 26.2 |
| SCDA [50]             | FRCNN    | 29.3   | 29.2  | 44.4 | 20.3  | 19.6 | 14.8   | 23.2    | 25.8 |
| CR-DA [36]            | FRCNN    | 30.8   | 29.0  | 44.8 | 20.5  | 19.8 | 14.1   | 22.8    | 26.0 |
| CR-SW [36]            | FRCNN    | 32.8   | 29.3  | 45.8 | 22.7  | 20.6 | 14.9   | 25.5    | 27.4 |
| FCOS [33] (Source)    | FCOS     | 38.6   | 24.8  | 54.5 | 17.2  | 16.3 | 15.0   | 18.3    | 26.4 |
| EPM [17]              | FCOS     | 39.6   | 26.8  | 55.8 | 18.8  | 19.1 | 14.5   | 20.1    | 27.8 |
| Deformable DETR (Source) | DefDETR | 38.9   | 26.7  | 55.2 | 15.7  | 19.7 | 10.8   | 16.2    | 26.2 |
| SFA (Ours)            | DefDETR  | 40.2   | 27.6  | 57.5 | 19.1  | 23.4 | 15.4   | 19.2    | 28.9 |

Table 4: Ablation studies on the Cityscapes to Foggy Cityscapes scenario. CNN represents feature alignment on the CNN backbone. DQ, TW, BMC, and HR represent domain query-based feature alignment, token-wise feature alignment, bipartite matching consistency, and hierarchical feature alignment, respectively.

| Methods               | CNN | DQ | TW | BMC | HR | person | rider | car  | truck | bus | train | mcycle | bicycle | mAP  |
|-----------------------|-----|----|----|-----|----|--------|-------|------|-------|-----|-------|--------|---------|------|
| Deformable DETR (Source) | ✓  | ✓  | ✓  | ✓   | ✓  | 37.7   | 39.1  | 44.2 | 17.2  | 26.8| 5.8   | 21.6   | 35.5    | 28.5 |
| Proposed              | ✓  | ✓  |✓  | ✓   | ✓  | 43.8   | 45.6  | 55.5 | 18.2  | 38.7| 8.4   | 28.1   | 43.3    | 35.2 |
|                       | ✓  | ✓  | ✓  | ✓   | ✓  | 45.1   | 46.8  | 61.3 | 21.6  | 36.6| 9.5   | 30.6   | 40.4    | 36.5 |
|                       | ✓  | ✓  | ✓  | ✓   | ✓  | 45.6   | 47.6  | 60.7 | 23.6  | 41.3| 15.5  | 26.2   | 41.1    | 37.7 |
|                       | ✓  | ✓  | ✓  | ✓   | ✓  | 38.0   | 39.3  | 45.6 | 16.5  | 28.4| 6.0   | 24.5   | 37.5    | 29.5 |
|                       | ✓  | ✓  | ✓  | ✓   | ✓  | 45.7   | 47.6  | 61.6 | 23.7  | 43.8| 16.4  | 28.2   | 43.3    | 38.8 |
|                       | ✓  | ✓  | ✓  | ✓   | ✓  | 46.0   | 46.7  | 62.4 | 24.1  | 45.6| 22.1  | 27.6   | 43.9    | 39.8 |
|                       | ✓  | ✓  | ✓  | ✓   | ✓  | 46.3   | 48.2  | 62.2 | 22.1  | 43.4| 24.3  | 29.9   | 43.1    | 39.9 |
| SFA (Ours)            | ✓  | ✓  | ✓  | ✓   | ✓  | 46.5   | 48.6  | 62.6 | 25.1  | 46.2| 29.4  | 28.3   | 44.0    | 41.3 |

5.2 Comparisons with SOTA Methods

5.2.1 Weather Adaptation. The object detectors are often required to be applicable under various weather conditions. We use the Cityscape to Foggy Cityscape scenario to evaluate the model’s robustness to weather variations [42]. As shown in Table 1, SFA significantly improves Deformable DETR’s cross-domain performance, achieving a 12.8 absolute gain of mAP50. Moreover, it outperforms all previous domain adaptive object detection methods.

5.2.2 Synthetic to Real Adaptation. Training an object detector on synthetic images that can generalize to real-world images is fascinating, as it significantly reduces the labor of data collection and annotation. To this end, we evaluate our SFA on the synthetic to real adaptation scenario, as shown in Table 2. It can be seen that SFA improves the source-only Deformable DETR with an over 10% relative performance gain and outperforms all existing domain adaptive object detection methods.

5.2.3 Scene Adaptation. In real-world applications like autonomous driving, scene layouts frequently change [22]. The performance of our SFA for scene adaptation is shown in Table 3. Following [36], results on 7 common categories are reported. We can see that SFA outperforms the previous state-of-the-art. Moreover, a systematic improvement can be observed, where SFA improves Deformable DETR on all 7 categories over the source only model.

5.3 Ablation Studies

To better understand our method, we conduct ablation studies by isolating each component in SFA, as shown in Table 4. We have the following observations: (1) both domain query-based feature alignment and token-wise feature alignment can alleviate the domain gaps and improve detection transformer’s cross-domain performance by 8.0 and 9.2 mAP, respectively; (2) domain query-based feature alignment and token-wise feature alignment are complementary to each other. Thereby, a combination of both brings further improvement; (3) the hierarchical feature alignment (HFA) is effective and brings a 1.0 mAP gain. Moreover, with HFA, the shallower sequence features near the CNN backbone is aligned. As a result, feature alignment on the CNN backbone can be safely removed without loss of performance; and (4) using the bipartite matching consistency loss alone can bring a 1.0 performance gain. Moreover, it is complementary with the alignment on sequence features, and further improves the model performance by 1.5 mAP.

5.4 Visualization and Analysis

5.4.1 Detection Results. In Figure 3 (a), we show some visual results by Deformable DETR and our SFA, accompanied with the ground-truth. As can be seen, in all three scenarios, SFA improves the detection performance. It successfully mitigates the false positives generated by Deformable DETR and detects challenging objects overlooked by Deformable DETR. Interestingly, from the first row, we can see that SFA successfully detects the distant car that is not labeled in the ground-truth, which further indicates its generalizability to the target domain.
Figure 3: Visualizations. (a) Qualitative results: From top to bottom are results on the scenarios of Cityscapes to Foggy Cityscapes, Sim10k to Cityscapes, and Cityscapes to BDD100k, respectively. (b) Visualization of feature distributions using T-SNE [34]. The blue circles denote the source features, while red circles represent target features.

Figure 4: Visualization of domain queries from both transformer encoder and decoder sides, under the Cityscapes to Foggy Cityscapes scenario.

5.4.3 Visualization of Domain Query. The domain query-based feature alignment utilizes a novel domain query to adaptively aggregate and align global context from the sequence feature in the encoder or decoder. It is natural to wonder where the domain query looks at and how much it values each sampling location. To obtain a better understanding of the domain query-based feature alignment, we visualize the sampling locations and attention weights for the domain query. In Figure 4 (a), it can be seen that the domain query in the encoder learns to attend to sampling locations with obvious domain gaps, i.e., the upper part of the target images with large scene depth dense fog. Moreover, it puts more weight on tokens with more significant domain shifts. A similar phenomenon can be seen on the decoder side, as shown in Figure 4(b), the domain query in the decoder put more attention on locations with significant domain gaps. The slight difference is that it focuses more on the foreground objects, e.g., the cars, riders, and bicycles, as the context sequence feature in the decoder models foreground objects.

6 CONCLUSION

In this paper, we focus on making the promising detection transformers domain adaptive. Based on the observation that the feature distribution alignment on CNN backbone does not guarantee domain-invariant features in transformer for prediction, we propose sequence feature alignment (SFA) for detection transformers. Domain query-based feature alignment (DQFA) and token-wise feature alignment (TDA) with explicit technical insights are adopted to close domain gaps at global and local scales, respectively. Moreover, a novel bipartite matching consistency loss is proposed to enhance the feature discriminability for robust object detection. Experimental results validate the effectiveness of our SFA. We hope our approach will serve as a solid baseline and help ease future research on developing domain adaptive detection transformers.
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A MORE IMPLEMENTATION DETAILS

A.1 Implementation Details of DA-CNN

In Figure 1 and Table 4, we presented the results of applying adversarial feature alignment [11] on the CNN backbone of Deformable DETR (denoted as DA-CNN in Figure 1). Specifically, we apply hierarchical feature alignment on the CNN backbone, following [16]. Feature maps of stages $C_3$ through $C_5$ in ResNet-50 [15], plus one more feature map obtained via a $3 \times 3$ stride 2 convolution on the final $C_5$ stage are utilized for feature alignment. The sizes of the feature maps are reduced by the information invariant scale reduction modules (SRMs) in [16] before seed into the domain discriminators.

We also implemented feature alignment on the CNN backbone following SWDA [29]. Specifically, strong local feature alignment on the feature map of stage $C_2$ and weak global feature alignment on the feature map of $C_5$ in ResNet-50 are adopted. We obtain a similar result of 35.5 mAP compared to hierarchical feature alignment in [16]. Thus, we only show DA-CNN implemented by hierarchical feature alignment in Figure 1, which is conceptually cleaner.

A.2 Structure of Domain Discriminators

As discussed in Section 4.2, simple discriminators can enhance the generalizability and further enhance the domain adaptation performance. Specifically, we simply adopt a 3-layer multilayer perceptron (MLP) structure, as shown in Table 5. All four discriminators, including $D_{enc_q}$, $D_{enc_k}$, $D_{dec_q}$, and $D_{dec_k}$, share the same structure. Besides, $D_{enc_q}$ and $D_{enc_k}$ share the same weights. Similarly, $D_{dec_q}$ and $D_{dec_k}$ share the weights. Domain discriminators for encoder and decoder are shared across different feature levels.

Table 5: The architecture of the domain discriminators.

| Domain Discriminators | 256 × 256 | 256 × 256 | 256 × 256 |
|-----------------------|------------|------------|------------|
| Fully Connected       | ReLU       | ReLU       | Softmax    |

B DETAILED THEORETICAL ANALYSIS

PROOF OF THEOREM 4.2. We denote the spaces of the output functions $F_{(A_1,\ldots,A_{i-1})}$ induced by the weight matrices $A_i$, $i = 1, \ldots, 5$ by $\mathcal{H}_i$, $i = 1, \ldots, 5$, respectively. Lemma A.7 in [1], suggests inequality,

$$\log N(\mathcal{F}|S) \leq \log \left( \sum_{i=1}^{5} \sup_{A_{i-1} \in \mathcal{B}_{i-1}} \mathcal{N}_i \right) \leq 5 \log \sup_{(A_1,\ldots,A_{i-1})} \mathcal{N} \left( \left\{ A_i F_{(A_1,\ldots,A_{i-1})} \right\} , \ell_1 , \ell_2 \right) .$$

We thus get the following inequality,

$$\log N(\mathcal{F}|S) \leq \frac{5 b_i^2 \|F_{(A_1,\ldots,A_{i-1})}(X)\|_i^2}{\ell_i^2} \log \left( 2w^2 \right) .$$

Meanwhile,

$$\|F_{(A_1,\ldots,A_{i-1})}(X)\|_i^2 \leq \|\sigma_{i-1}(A_i-1 F_{(A_1,\ldots,A_{i-1})}(X)) - \sigma_{i-1}(0)\|_2 \\
\leq \|\sigma_{i-1}(A_{i-1}) F_{(A_1,\ldots,A_{i-1})}(X) - \sigma_{i-1}(0)\|_2 \\
\leq \rho_{i-1} \|A_{i-1}\| \|F_{(A_1,\ldots,A_{i-1})}(X)\|_2 \\
\leq \rho_{i-1} \sigma_{i-1} \|F_{(A_1,\ldots,A_{i-1})}(X)\|_2 .$$

Therefore,

$$\|F_{(A_1,\ldots,A_{i-1})}(X)\|_i^2 \leq \|X\|^2 \sum_{j=1}^{l-1} s_j^2 r_j^2 .$$

Motivated by the proof given in [1], we suppose equations:

$$\ell_i+1 = \rho_i s_i + \epsilon_i , \quad (21)$$

$$\epsilon_5 = \rho_1 \prod_{i=2}^{4} s_i \rho_5 e_1 , \quad (22)$$

$$\epsilon = \rho_1 \prod_{i=2}^{5} s_i \rho_5 e_1 . \quad (23)$$

Therefore,

$$\ell_i = \frac{\rho_1 \prod_{j=2}^{i-1} s_j \rho_j}{\prod_{j=2}^{5} s_j \rho_5} \epsilon . \quad (24)$$

Therefore,

$$\log N(F|S) \leq \log \left( 2w^2 \right) \frac{\|X\|_2^2}{\ell_2^2} \left( \sum_{i=1}^{5} s_i \rho_i \right)^2 \sum_{i=1}^{5} \frac{b_i^2}{\ell_i^2} .$$

which is exactly Equation 16 of Theorem 4.2.

The proof is completed. □

C DETR-BASED SFA

To show the generalizability of our method, we also implement our Sequence Feature alignment (SFA) based on DETR [4]. We note three key difference between the implementation of Deformable DETR-based SFA and DETR-based SFA: (1) hierarchical CNN feature representation of 4 different levels are token as input to the transformer in Deformable DETR, while DETR only uses one feature map at the $C_3$ stage in ResNet; (2) the deformable transformer adopts deformable attention mechanism for the self-attention in the encoder and the cross-attention in the decoder, while DETR adopts the attention mechanism in [35]. Therefore, for Deformable DETR, the sample position reference $p_t$ in Equation 1 and Equation 2 are learnable sparse sample locations, while for DETR, $p_t$ simply enumerates all possible locations.

C.1 Implementation Details

We evaluate our DETR-based SFA on Cityscapes [7] to Foggy Cityscapes [30] scenarios. ImageNet [9] pre-trained ResNet-50 [15] is adopted as the backbone. Following DETR, we train the network using the Adam optimizer [21] for 300 epochs. The learning rate is initialized as $10^{-4}$ for the transformer and $10^{-5}$ for the CNN backbone. Learning rates are decayed by a factor of 10 after 200 epochs. The batch size is set as 8 in all experiments. Both $\lambda_{enc}$ and $\lambda_{dec}$ are set as 0.01, $\lambda_{conv}$ is set as 0.1 for other scenarios. All our experiments are performed on NVIDIA Tesla V100 GPUs.
Table 6: Sequence feature alignment built on DETR [4]. DQ, TW, BMC, and HR represents domain query-based feature alignment, token-wise feature alignment, bipartite matching consistency, and hierarchical feature alignment, respectively.

| Methods     | DQ | TW | BMC | HR | person | rider | car  | truck | bus  | train | mcycle | bicycle | mAP  |
|-------------|----|----|-----|----|--------|-------|------|-------|------|-------|--------|---------|------|
| DETR (Source) | ✓  | ✓  | ✓   | ✓  | 19.4   | 16.0  | 35.2 | 5.1   | 7.8  | 3.0   | 10.5   | 15.9    | 14.1 |
| Proposed    | ✓  | ✓  | ✓   | ✓  | 19.9   | 23.5  | 38.8 | 15.7  | 17.0 | 3.8   | 12.9   | 16.4    | 18.5 |
|             | ✓  | ✓  | ✓   | ✓  | 20.7   | 16.5  | 35.5 | 7.6   | 9.0  | 5.0   | 10.3   | 16.0    | 15.0 |
|             | ✓  | ✓  | ✓   | ✓  | 20.8   | 24.5  | 42.0 | 13.0  | 20.3 | 12.9  | 12.7   | 17.7    | 20.5 |
|             | ✓  | ✓  | ✓   | ✓  | 21.2   | 23.5  | 44.0 | 17.6  | 25.2 | 12.7  | 13.9   | 18.0    | 22.0 |

C.2 Results and Analysis

The detailed results are shown in Table 6. We observe a much worse baseline, we believe this is due to the deficit of transformer components in processing image feature maps. The attention modules are initialized to cast nearly uniform attention weights to all the pixels in the feature maps at initialization. As a result, more training data and training epochs are required for the attention weights to be learned to focus on sparse meaningful locations. Limited by the number of training images on the Cityscapes dataset (2,975) and a small batch size of 8, DETR shows inferior performance.

However, as shown in Table 6, our SFA still brings a 9.1 improvement on mAP50 (a relative improvement of 64.5%) compared to the DETR baseline, which verifies the effectiveness of our method. Moreover, ablation studies are provided by isolating each component of SPA. From the results in Table 6, we have the following observations: (1) Similar to the results based on Deformable DETR, both domain query-based feature alignment and token-wise feature alignment can alleviate the domain gaps and improve the detection transformer’s cross-domain performance by 4.4 and 5.1 mAP, respectively; (2) domain query-based feature alignment and token-wise feature alignment are complementary to each other. Thereby, a combination of both brings further improvement; (3) the hierarchical feature alignment is effective and brings a 1.5 mAP gain; and (4) using the bipartite matching consistency constraint alone can bring a 0.9 performance gain. Moreover, it is complementary with the feature alignment on sequence features, and further improves the model performance by 1.2 mAP.

To summarize, our SFA is widely applicable to the detection transformer family, e.g., DETR, Deformable DETR, and significantly improves their cross-domain performance.

D MORE ABLATION STUDIES

As describe in Section 3, both domain-query based feature alignment and token-wise feature alignment can be applied on both encoder and decoder sides. To gain a more comprehensive understanding, we conduct detailed ablation studies on the domain query-based feature alignment and the token-wise feature alignment. Both feature alignment modules applied to the last encoder and decoder layers, without hierarchical feature alignment and bipartite matching consistency loss.

The detailed results are shown in Table 7, we have the following observations: (1) both domain-query based feature alignment and token-wise feature alignment alleviate the domain gaps between source and target domains, either when they are being applied to the encoder or decoder side. Moreover, they are complementary to each other; (2) the token-wise feature alignment generally shows better performance compared to the domain-query based feature alignment. We assume this is because the domain-query only samples sparse locations for global feature alignment, while the token-wise feature alignment enumerates all possible locations, and enjoys a relatively more comprehensive feature alignment; (3) the feature alignment applied on the encoder side generally performs better than applied to the decoder side. We assume this is because the sequence in encoder side contains both foreground and background features, while the sequence on the decoder side concentrates on modeling the foreground objects. As a result, the feature alignment on the decoder side does not align background feature well, will the feature alignment on the encoder side enjoys a more comprehensive feature alignment.

E MORE QUALITATIVE RESULTS

More qualitative results sampled from the Cityscapes to Foggy Cityscapes, Sim10k to Cityscapes, and Cityscapes to BDD100k adaptation are shown in Figure 5, 6 and 7, respectively. Detection results produced by the source-only Deformable DETR and our SFA, accompanied with the corresponding ground-truth are presented. As can be seen, in all three scenarios, SFA improves the detection performance. It successfully mitigates the false positives generated by Deformable DETR and detects challenging objects overlooked by Deformable DETR.
Table 7: Ablation studies on domain query-based feature alignment (DQFA) and token-wise feature alignment (TWFA), without hierarchical feature alignment or bipartite matching consistency loss. Experiments are conducted on the Cityscapes to Foggy Cityscapes Scenario. DQ\textsubscript{enc} and DQ\textsubscript{dec} indicate the DQFA applied to the last encoder and decoder layers, respectively. Similarly, TW\textsubscript{enc} and TW\textsubscript{dec} indicate the TWFA applied to the last encoder and decoder layers, respectively.

| Methods   | DQ\textsubscript{enc} | DQ\textsubscript{dec} | TW\textsubscript{enc} | TW\textsubscript{dec} | person | rider | car | truck | bus | train | mcycle | bicycle | mAP |
|-----------|------------------------|------------------------|------------------------|------------------------|--------|-------|-----|-------|-----|-------|--------|---------|-----|
| Deformable DETR | √                      |                       |                        |                        | 37.7   | 39.1  | 44.2 | 17.2  | 26.8| 5.8   | 21.6   | 35.5    | 28.5 |
| Proposed  | √                      | √                      |                        |                        | 44.8   | 45.9  | 56.9 | 18.7  | 37.8| 8.5   | 23.1   | 40.3    | 34.5 |
|           | √                      |                        | √                      |                        | 42.8   | 43.5  | 54.5 | 13.4  | 37.9| 8.2   | 28.6   | 40.5    | 33.7 |
|           | √                      | √                      |                        | √                      | 44.6   | 48.0  | 58.7 | 24.4  | 39.6| 9.1   | 29.2   | 43.1    | 37.1 |
|           | √                      | √                      | √                      | √                      | 44.9   | 48.1  | 60.3 | 16.2  | 38.0| 10.7  | 29.0   | 40.9    | 36.1 |
|           | √                      | √                      | √                      | √                      | 45.1   | 46.8  | 61.3 | 21.6  | 36.6| 9.5   | 30.6   | 40.4    | 36.5 |
|           | √                      | √                      | √                      | √                      | 45.6   | 47.6  | 60.7 | 23.6  | 41.3| 15.5  | 26.2   | 41.1    | 37.7 |
|           | √                      | √                      | √                      | √                      | 45.6   | 48.2  | 61.0 | 23.0  | 39.8| 16.3  | 30.1   | 41.0    | 38.1 |
|           | √                      | √                      | √                      | √                      | 46.3   | 47.6  | 61.5 | 18.8  | 42.2| 15.7  | 26.9   | 41.7    | 37.6 |

Figure 5: More qualitative detection results on Cityscapes to Foggy Cityscapes scenario.
Figure 6: More qualitative detection results on Sim10k to Cityscapes scenario.

Figure 7: More qualitative detection results on Cityscapes to BDD100k scenario.
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