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Abstract
The results from J. Stat. Phys. 159:668-712 & 163:1350-1393, on a quadratic kinetic equation in the analysis of the long time asymptotics of weak turbulence theory for the nonlinear Schrödinger equation, are summarized and placed in context. Additionally, two conjectures on self-similar solutions are presented, and backed with consistency analysis and numerics.
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1 Introduction
The theory of weak turbulence, or wave turbulence\(^1\), is a physical theory that aims to describe the transfer of energy between different spatial frequencies occurring in a large class of wave systems with weak nonlinearities. It was first used in [19] in the study of phonon interactions in anharmonic crystals, and the number of applications has increased over the years to include waves on fluid surfaces (e.g. [4], [27], [28]), in plasmas (e.g. [25], [26]), in Bose-Einstein condensates (e.g. [21], [22], [24]), in the early universe (cf. [14] [15]), or on elastic plates (cf. [1]). For a recent overview, containing a more exhausting list of examples and references, we refer the reader to [17].

Starting point for any weak turbulence theory is a set of nonlinear wave equations, where the nonlinearity can be quantified by a real parameter \(\varepsilon\). The objects of study are then the evolution equations for the moduli-squared in wave number space. However, for the sake of simplicity, let us just consider a translation-invariant wave equation for \(u : \mathbb{R} \times \mathbb{R}^n \to \mathbb{C}\).

The linearized problem, obtained by setting \(\varepsilon = 0\), can be solved by using standard Fourier transform methods. Indeed, the space Fourier transform of the solution is \(\hat{u}(t, k) = \hat{u}_0(k)e^{-i\omega t}\), where \(\omega = \omega(k)\) is the dispersion relation. Moreover, since \(\omega\) a real-valued function for conservative problems, the function \(|\hat{u}|^2\) is then time-independent, and its evolution is trivial.

In the nonlinear case, i.e. if \(\varepsilon \neq 0\), the evolution of \(|\hat{u}|^2\) is nontrivial as a consequence of resonances between specific wave numbers \(k\). Moreover, since the dynamics of \(\hat{u}\) also depends on its phase, it is in principle not possible to obtain a closed equation for \(|\hat{u}|^2\). However, weak turbulence

\(^1\)Depending on whom you ask, you will get a different answer to the question which term is to be used. Wave turbulence seems to be favoured by those who look more at physical applications of the theory. Moreover, in that context wave turbulence is usually presented as a state of being of a physical system. That is, a system exhibits wave turbulence precisely then when energy transfer between frequencies can be described by means of a kinetic equation. For the sake of remaining consistent with previous works on the equations of interest, we continue to use the term weak turbulence.
theory argues that, for suitably chosen initial data, the evolution of $|\hat{u}|^2$ can approximated by a kinetic equation. In that case it is actually possible to give the evolution equation a particle interpretation.

Roughly speaking, we suppose our initial data to be of the form $\hat{u}_0 = \sqrt{\alpha} \phi$, with $\alpha$ a nonnegative random variable, and $\phi$ a random phase. Moreover, we assume for the nonlinear terms that all functions are independent also for positive times. Averaging over phases and amplitudes we then expect to obtain a good approximation of the evolution of $|\hat{u}|^2$. For a more extensive road map from wave equations to weak turbulence equations, we refer the reader to Part II of [16]. However, the precise conditions under which this approach is valid have not been obtained.

Note lastly that the derivation of kinetic equations in weak turbulence theory is not unlike the formal derivation of the Boltzmann equation from a particle system. In particular the assumption of continued statistical independence stands out.

In this paper we recall a formal derivation of the weak turbulence equation for the Schrödinger equation with a small defocusing cubic nonlinearity, in three space dimensions. From this equation we then derive an approximation to describe its long time behaviour, and we recall the main results on the quadratic equation at hand. We conclude by posing two conjectures on the behaviour of self-similar solutions, which we back with consistency analysis and numerics.

2 Weak turbulence theory for (NLS)

One of the most widely studied equations in weak turbulence theory is the nonlinear Schrödinger equation:

\[(i\partial_t + \Delta_x)u = \varepsilon |u|^2 u,\]  
\[(\text{NLS})\]

with $u = u(t, x) : \mathbb{R} \times \mathbb{R}^3 \to \mathbb{C}$ and $\varepsilon > 0$ small. On a side note, recall that for suitable initial data the linear Schrödinger equation is explicitly solvable, where the function $|\hat{u}|^2$ is time-independent, while solutions $u$ to (NLS) with $\varepsilon < 0$ may exhibit blow-up of the $H^1$-norm in finite time (cf. [23]). In the following we present a formal derivation of the weak turbulence equation for (NLS), where we follow the reasoning in [16]. The interested reader may also consult [2], [29], or references therein.

Our aim is to derive an evolution equation for $a(k) = \langle |\hat{u}(k)|^2 \rangle$, i.e. the expected value of $|\hat{u}(k)|^2$ according to a probability distribution $\mathcal{P}_k$ on the nonnegative real line, under the assumption that $\hat{u}(0, \cdot)$ is a field with random phases. Taking the space Fourier transform of (NLS), we obtain

\[(i\partial_t - |k|^2)\hat{u} = \varepsilon \hat{u} * \hat{u} * \hat{u} \text{ with } \varepsilon / \varepsilon \text{ constant,}
\]

hence the function $\tilde{a}(t, k) = \hat{u}(t, k)e^{i|k|^2 t}$ satisfies

\[i\tilde{a}(k) = \varepsilon \int_{(\mathbb{R}^3)^2} \tilde{a}(k_1)\tilde{a}(k_2)\tilde{a}^*(k_1 + k_2 - k)e^{i(|k_1 + k_2 - k|^2 - |k|^2 - |k_1|^2 - |k_2|^2)t}dk_1dk_2.\]  
\[(1)\]

However, the integrand in the right hand side of (1) is purely real on the submanifolds $\{k_1 = k\}$ and $\{k_2 = k\}$, and any contribution that results from the integral over either of them thus only affects the phase of $\tilde{a}$. As we are interested in the modulus $|\tilde{a}| = |	ilde{a}|$, it thus makes sense to instead consider $a(t, k) = \tilde{a}(t, k)e^{i|k|^2 t + 2\varepsilon \int_0^t \|\hat{u}(s, \cdot)\|_{L^2(\mathbb{R}^3)}^2 ds}$, which solves

\[i\hat{a}(k) = \varepsilon \int_{(\mathbb{R}^3)^2} a(k_1)a(k_2)a^*(k_1 + k_2 - k)E_{k_1, k_2}^{k, k_2 - k}(t)dk_1dk_2,\]  
\[(2)\]
with the shorthand
\[ E_{r_1, r_2}^t(\tau) = \begin{cases} 
0 & \text{if } r_1 = r_3 & r_2 = r_4 \text{ or } r_1 = r_4 & r_2 = r_3, \\
e^{-[(r_1^2 + r_4^2 - |r_3^2 - r_2^2)|\tau]} & \text{else.} \end{cases} \] (3)

We now determine \( a \) via a formal expansion in \( \epsilon \) around a field \( b \) with random phase; we set
\[ a(t, k) = b(k) + \epsilon a_1(t, k) + \epsilon^2 a_2(t, k) + \cdots, \] (4)
and recursively using (3) in (2) yields the expressions
\[ a_1(t, k) = -i \int \int_{(\mathbb{R}^3)^2} b(k_1)b(k_2)b^*(k_1 + k_2 - k) \int_0^t E_{k_1, k_2}^{k_1 + k_2 - k, k}(s) \, ds \, dk_1 \, dk_2, \] (5)
and, with abbreviated notation,
\[ a_2(t, k) = \int \int_{(\mathbb{R}^3)^2} b_1b_2b_3b_4\int_0^t E_{12}^{4,4-k,k}(\sigma) \, ds \, dk_1 \cdots dk_4 - 2 \int \int_{(\mathbb{R}^3)^2} b_1b_2b_3b_4 \int_0^t E_{12}^{4,4-k,k}(\sigma) \, ds \, dk_1 \cdots dk_4. \] (6)

Further terms in the series (4) may be computed, but for the purpose of this formal derivation we may restrict ourselves to the ones given above.

As it turns out, in order to obtain an equation for \( \mathcal{P}_k \), it makes sense to consider its Laplace transform. This is the moment generating function \( \mathcal{Z}_k(\lambda) = \langle e^{\lambda |a(k)|^2} \rangle \) for which, with (4), we get
\[ \langle e^{\lambda |a(t, k)|^2} \rangle - \langle e^{\lambda |b(k)|^2} \rangle = \langle e^{\lambda (|a_1(t, k)|^2 + \epsilon^2 a_2(t, k) + \cdots)} - e^{\lambda |b(k)|^2} \rangle = \langle e^{\lambda |b(k)|^2} \langle e^{\lambda \lambda (|a_1(t,k)|^2 + \epsilon^2 a_2(t, k) + \cdots - 1) } \rangle, \] (7)
where we can expand the term between round brackets in the right hand side of (7) as
\[ \epsilon \lambda 2 \Re (b^*(k)a_1(t, k)) + \epsilon^2 \lambda \left(|a_1(t, k)|^2 + 2 \Re (b^*(k)a_2(t, k)) \right) + \frac{1}{2} \left( \epsilon \lambda 2 \Re (b^*(k)a_1(t, k)) \right)^2 + \cdots \]
\[ = \epsilon \lambda 2 \Re (b^*a_1) + \epsilon^2 \left( (\lambda + \lambda^2 |b(k)|^2) |a_1|^2 + 2 \Re (b^*a_2) + \epsilon^2 \Re (b^*(a_1)^2) \right) + O(\epsilon^3). \]

Noting then that the phase averages \( \langle b^*(k)a_1(t, k) \rangle_\phi \) and \( \langle (b^*(k)a_1(t, k))^2 \rangle_\phi \) vanish, we find that (7) is approximated well by
\[ \mathcal{Z}_k(t, \lambda) - \mathcal{Z}_k(0, \lambda) = \epsilon^2 \langle e^{\lambda |b(k)|^2} \left( (\lambda + \lambda^2 |b(k)|^2) \langle |a_1(t, k)|^2 \rangle_\phi + \lambda 2 \Re \langle (b^*(k)a_2(t, k)) \rangle_\phi \right) \rangle, \] (8)
while with (5), and using (3), we immediately compute that
\[ \langle |a_1(t, k)|^2 \rangle_\phi = 2 \int \int_{(\mathbb{R}^3)^2} |b(k_1)|^2 |b(k_2)|^2 |b(k_1 + k_2 - k)|^2 \int_0^t E_{k_1, k_2}^{k_1 + k_2 - k, k}(s) \, ds \, dk_1 \, dk_2. \]

To compute the remaining phase average on the right hand side of (8) we now write \( b^*(k)a_2(t, k) = I_1(t, k) - 2I_2(t, k) \), where \( I_1 \) and \( I_2 \) are defined as the products of \( b^*(k) \) and the first and second integral on the right hand side of (5) respectively. Exploiting then again (3), it is fairly straightforward to obtain
\[ \langle I_1(t, k) \rangle_\phi = 2 |b(k)|^2 \int \int_{(\mathbb{R}^3)^2} |b(k_1)|^2 |b(k_2)|^2 \int_0^t E_{k_1, k_2}^{k_1 + k_2 - k, k}(s - \sigma) \, ds \, ds \, dk_1 \, dk_2. \]
the assumption that

$$
\langle J_2(t, k) \rangle = \frac{1}{2} \times 2|b(k)|^2 \int_{(\mathbb{R}^3)^2} (|b(k_1)|^2 + |b(k_2)|^2) |b(k_1 + k_2 - k)|^2
$$

\times \int_0^t \int_0^t \mathcal{E}_{k_1, k_2}^2 \delta(s - \sigma) d\sigma d\tau \, dk_1 dk_2.
$$

Thus, since for $\Omega \in \mathbb{R}$ we have that

$$
\frac{1}{t} \int_0^t e^{i\Omega s} ds = \frac{1}{t} \times 2 \Re \left( \int_0^t e^{i\Omega(s - \sigma)} d\sigma \right) = \frac{1}{t} \left( \frac{2}{\pi t} \sin \left( \frac{\Omega t}{2} \right) \right)^2 \to \infty \to 2\pi \delta(\Omega),
$$

we find that, for sufficiently large $t > 0$, there approximately holds

$$
\frac{1}{t} (\mathcal{Z}_k(t, \lambda) - \mathcal{Z}_k(0, \lambda)) = \lambda \eta(k) \left( e^{\lambda |b(k)|^2} \right) + \left( \lambda^2 \eta(k) + \lambda \gamma(k) \right) \left( |b(k)|^2 e^{\lambda |b(k)|^2} \right),
$$

with

$$
\eta(k) = 4\pi^2 \int_{(\mathbb{R}^3)^3} \langle |b(k_1)|^2 \rangle \langle |b(k_2)|^2 \rangle \langle |b(k_3)|^2 \rangle
$$

$$
\times \delta(|k_1|^2 + |k|^2 - |k_1|^2 - |k_2|^2)\delta(k_3 + k - k_1 - k_2) dk_1 dk_2 dk_3.
$$

and

$$
\gamma(k) = 4\pi^2 \int_{(\mathbb{R}^3)^3} \left( \langle |b(k_1)|^2 \rangle \langle |b(k_2)|^2 \rangle - \left( \langle |b(k_1)|^2 \rangle + \langle |b(k_2)|^2 \rangle \right) \langle |b(k_3)|^2 \rangle \right)
$$

$$
\times \delta(|k_1|^2 + |k|^2 - |k_1|^2 - |k_2|^2)\delta(k_3 + k - k_1 - k_2) dk_1 dk_2 dk_3.
$$

However, the series for $a$ only significantly deviates from $b$ in times of order $\varepsilon^{-1}$, which is large by the assumption that $\varepsilon > 0$ is small. For times of order $\varepsilon^{-1/2}$, we therefore consider $\langle |b(k)|^2 \rangle$ and $\langle e^{\lambda |b(k)|^2} \rangle$ to be good approximations of $\eta(k)$ and $\mathcal{Z}_k(\lambda)$ respectively, and $\frac{1}{t} (\mathcal{Z}_k(t, \lambda) - \mathcal{Z}_k(0, \lambda))$ of $\mathcal{Z}_k(\lambda)$, whereby from (9) we deduce

$$
\mathcal{Z}_k(\lambda) = \eta \left( 1 + \lambda^2 \partial_\lambda \right) \mathcal{Z}_k(\lambda) + \gamma \lambda \partial_\lambda \mathcal{Z}_k(\lambda).
$$

Taking the inverse Laplace transform of $\eta$ then yields

$$
\mathcal{P}_k(s) = \eta \partial_s (s \partial_s \mathcal{P}_k(s)) + \gamma \partial_s (s \mathcal{P}_k(s)),
$$

and, computing the first moment, we finally arrive at the weak turbulence equation for [NLS]:

$$
\dot{n}(k) = 4\pi^2 \int_{(\mathbb{R}^3)^3} \left( n(k_1) n(k_2) n(k_3) + n(k) \right) - (n(k_1) + n(k_2) n(k_3) n(k_4))
$$

$$
\times \delta(|k_1|^2 + |k|^2 - |k_1|^2 - |k_2|^2)\delta(k_3 + k - k_1 - k_2) dk_1 dk_2 dk_3.
$$

(WTE)

Note that even though [WTE] has been frequently studied (cf. [2], [10], [29], or in the context of Bose-Einstein condensation [5], [8], [20], [21, 22], [24]), its rigorous derivation is still a largely open question. However, see [10] and [11] for first results in discrete NLS.

3 The quadratic weak turbulence equation

The paper [8] presents an extensive study of isotropic solutions to [WTE], i.e. solutions to [WTE] that are of the form $n(k) = f(|k|^2)$. Now, using this expression as an Ansatz in [WTE], switching to spherical coordinates, and using the integral expression for $\delta$, it follows that $f$ should satisfy

$$
\dot{f}(k^2) = 4\pi^2 \int_{(0, \infty)^3} \Delta_{k_1 k_2} \Delta_{k_3} \left( f(k_1^2) f(k_2^2) (f(k_3^2) + f(k^2)) - (f(k_1^2) + f(k_2^2)) f(k_3^2) f(k^2) \right)
$$

$$
\times \delta(k_3^2 + k^2 - k_1^2 - k_2^2) dk_1 dk_2 dk_3,
$$

(WTE)
with
\[
\Delta_{k_1, k_2}^{k_3} = k_1^2 k_2^2 k_3^2 \times \iint_{(\mathbb{S}^2)^3} \left[ \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} e^{i s \cdot (k_3 + k_1 - k_2)} ds \right] d\Omega_1 d\Omega_2 d\Omega_3
\]
\[
= 8k_1 k_2 k_3 \times \frac{4\pi}{k} \int_0^\infty \sin(k_1 s) \sin(k_2 s) \sin(k_3 s) \sin(ks) \frac{d\omega}{\sqrt{s^2}}
\]
where the integral in the right hand side can be evaluated to \( \pi \) \( \min\{k_1, k_2, k_3, k\} \) (cf. [22]). Thus, the isotropic version of (WTE) is given by
\[
\dot{f}(\omega) = 4\pi^2 \epsilon^2 \int_{[0, \infty)^2} \frac{K(\omega_1, \omega_2, \omega)}{\sqrt{\omega}} \left( f(\omega_1) f(\omega_2) (f(\omega_1 + \omega_2 - \omega) + f(\omega)) - (f(\omega_1) + f(\omega_2)) f(\omega_1 + \omega_2 - \omega) f(\omega) \right) d\omega_1 d\omega_2,
\]
with \( K(\omega_1, \omega_2, \omega) = \min\{\sqrt{\omega_1}, \sqrt{\omega_2}, \sqrt{\omega_1 + \omega_2 - \omega}, \sqrt{\omega} \} \). However, as the integral of \( f \) is not conserved under the evolution (11), it is actually more convenient to study \( g(\omega) = \sqrt{\omega} f(\omega) \), which after a suitable time rescaling satisfies
\[
\dot{g}(\omega) = \frac{1}{2} \iint_{(0, \infty)^3} K(\omega_1, \omega_2, \omega) \left[ \frac{g(\omega_1)}{\sqrt{\omega_1}} \frac{g(\omega_2)}{\sqrt{\omega_2}} \left( \frac{g(\omega_1 + \omega_2 - \omega)}{\sqrt{\omega_1 + \omega_2 - \omega}} + \frac{g(\omega)}{\sqrt{\omega}} \right) - \left( \frac{g(\omega_1)}{\sqrt{\omega_1}} + \frac{g(\omega_2)}{\sqrt{\omega_2}} \right) \frac{g(\omega_1 + \omega_2 - \omega)}{\sqrt{\omega_1 + \omega_2 - \omega}} \frac{g(\omega)}{\sqrt{\omega}} \right] d\omega_1 d\omega_2.
\]
This equation can be given several weak formulations, differing in the degree of interaction between the origin and the outer part of the solution (cf. [3]). From this point onwards we will restrict ourselves to weak solutions to (WTE)* with fully interacting condensate, which are measure-valued functions that for test functions \( \varphi \in C^2_c([0, \infty)) \) satisfy
\[
\partial_t \left[ \int_{(0, \infty)} \varphi(\omega) g(t, \omega) d\omega \right] = \frac{1}{2} \iint_{(0, \infty)^3} K(\omega_1, \omega_2, \omega) g(t, \omega_1) g(t, \omega_2) g(t, \omega_3)
\]
\[
\times \left( \varphi(\omega_3) + \varphi(\omega_1 + \omega_2 - \omega_3) - \varphi(\omega_1) - \varphi(\omega_2) \right) d\omega_1 d\omega_2 d\omega_3.
\]
It was shown in [3] that almost all weak solutions to (WTE)* converge in the sense of measures to a Dirac mass at zero, while both mass (integral) and energy (first moment) are conserved. (Note that these quantities correspond to the conserved quantities \( \|u\|_{L^2(\mathbb{R})} \) and \( \|\nabla u\|_{L^2(\mathbb{R})} \) for solutions \( u \) to the linear Schrödinger equation in \( \mathbb{R}^3 \), hence the terminology.) However, these weak limits have zero energy (\( x \delta_0(x) dx \equiv 0 \)). In order to investigate the disappearance of the energy, we suppose the long time behaviour of weak solutions to (WTE)* to be well-approximated by a perturbation of a Dirac mass. To be precise, for long times we assume a solution \( g \) to (WTE)*
with mass \( 1 + \epsilon \) to be of the form \( g = \delta_0 + G \), where \( G \) is a nonnegative measure-valued function with mass \( 0 < \epsilon < 1 \) that satisfies a simpler equation. With the aim of determining a kinetic evolution equation for \( G \), we consider the particle interpretation of the evolution of \( g \) (cf. Figure [1]).

Interactions where three or two of the particles \( \omega_1, \omega_2, \omega_3 \geq 0 \) are zero can readily be seen to be “null-interactions”, i.e. ones that have no effect on the distribution of particles. Indeed, using the fact that
\[
\varphi(\omega_3) + \varphi(\omega_1 + \omega_2 - \omega_3) - \varphi(\omega_1) - \varphi(\omega_2)
\]
\[
= (\omega_3 - \omega_1)(\omega_3 - \omega_2) \int_0^1 \int_0^1 \varphi''(\omega_1 + \omega_2 - \omega_3 + s(\omega_3 - \omega_1) + t(\omega_3 - \omega_2)) ds dt,
\]
Figure 1: The interaction mechanism in the particle interpretation of (WTE). A pair $\{\omega_1, \omega_2\} \subset \{0, \infty\}$ interacts to form $\{\omega_3, \omega_4\} \subset \{0, \infty\}$ with $\omega_4 = \omega_1 + \omega_2 - \omega_3$, where the rate of interaction is proportional to the ingoing particle density at particle sizes $\omega_1$, $\omega_2$ and $\omega_3$.

It follows for any $\varphi \in C^2_c([0, \infty))$ that the mapping

$$\varphi(0) + \varphi(\omega_1 + \omega_2) - \varphi(\omega_1) - \varphi(\omega_2))G(t, \omega_1)G(t, \omega_2)d\omega_1d\omega_2,$$

is continuous on $[0, \infty)^3$, and vanishes on the axes (cf. [3], [9]) where the support of the product measure $(\delta_0 \times \delta_0 \times \delta_0) + (G \times \delta_0 \times \delta_0) + (\delta_0 \times G \times \delta_0) + (\delta_0 \times \delta_0 \times G)$ is found.

If only one of the particles $\omega_1$, $\omega_2$, $\omega_3 \geq 0$ is zero, the interaction does give a contribution. In the case where $\omega_3 = 0$, integrating out the Dirac mass yields

$$\frac{1}{2} \iint_{[0, \infty) \times [0, \infty)} \varphi(\omega_3) + \varphi(\omega_1 - \omega_3) - \varphi(0) - \varphi(\omega_1))G(t, \omega_1)G(t, \omega_3)d\omega_1d\omega_3,$$

while in either of the cases $\omega_3 = 0$ or $\omega_2 = 0$, we obtain

$$\frac{1}{2} \iint_{\omega_3, \omega_2 \geq 0} \varphi(\omega_3) + \varphi(\omega_1 - \omega_3) - \varphi(0) - \varphi(\omega_1))G(t, \omega_1)G(t, \omega_3)d\omega_1d\omega_2d\omega_3,$$

and combining these integrals, we arrive at

$$\partial_t \left[\int_{(0, \infty)} \varphi(x)G(t, x)dx\right] = \frac{1}{2} \iint_{\mathbb{R}^+} \frac{G(t, x)G(t, y)}{\sqrt{xy}} (\varphi(x + y) + \varphi(|x - y|) - 2\varphi(x \lor y)) \, dx \, dy$$

$$+ \varphi(\omega_3) + \varphi(\omega_1 - \omega_3) - \varphi(0) - \varphi(\omega_1))G(t, \omega_1)G(t, \omega_3)d\omega_1d\omega_2d\omega_3,$$

where $x \lor y = \max\{x, y\}$. Normalizing then $G$ to be a probability measure, we find that the quadratic term is dominant for small $\varepsilon > 0$, and we conclude that the function $G(t, \cdot) = \frac{1}{\varepsilon}G(t, \cdot)$ to leading order satisfies

$$\int_{[0, \infty)} \varphi(t, x)G(t, x)dx - \int_{[0, \infty)} \varphi(0, x)G(0, dx) - \int_0^t \int_{[0, \infty)} \varphi(s, x)G(s, dx) \, ds$$

$$= \int_0^t \iint_{\mathbb{R}^+} \frac{G(s, x)G(s, y)}{\sqrt{xy}} (\varphi(s, x + y) + \varphi(s, |x - y|) - 2\varphi(s, x \lor y)) \, dx \, dy \, ds. \quad (12)$$

It was noted in [3], under assumption of sufficient regularity and convergence of integrals, that (12) is the weak formulation of a kinetic equation of coagulation-fragmentation type. Indeed, rearranging the terms in their formulation, the quadratic approximation of the long time behavior of solutions to (WTE)$^\dagger$ may be written as

$$\partial_t G(x) = \frac{1}{2} \int_0^x G(x - y) \, dy - \frac{G(x)}{\sqrt{x}} \int_0^\infty \frac{G(y)}{\sqrt{y}} \, dy$$

$$- \frac{1}{2} \frac{G(x)}{\sqrt{x}} \int_0^x \frac{G(x - y)}{\sqrt{y}} \, dy + \frac{G(x)}{\sqrt{x + y}} \int_0^\infty \frac{G(y)}{\sqrt{y}} \, dy, \quad (\text{QWTE})$$
where the first two terms on the right hand side represent coagulation with a singular product kernel, and where in the last two terms one may recognise "conditional fragmentation," in the sense that particles of size \( x \geq 0 \) can break into particles of sizes \( y \geq 0 \) and \( x - y \geq 0 \) only if particles of either size already exist in the distribution. In fact, if we replace \((xy)^{-1/2}\) in (12) by any symmetric kernel, then formal calculations yield a strong formulation of this form.

Figure 2: One interpretation of (QWTE) as a particle system. Two particles \( x, y \geq 0 \) interact at a rate that is proportional to the ingoing particle density at particle sizes \( x \) and \( y \), and with equal probability the largest particle is replaced by a particle of size \( x + y \) or \(|x-y|\). This is the sum of the processes of coagulation and conditional fragmentation, as described in the main text.

The paper [3] further remarks on the similarity between (QWTE) and equations that have been obtained by approximating the isotropic Boltzmann-Nordheim equation around a condensate to leading order, which contain additional terms resulting from quadratic terms in the Nordheim equation (cf. [2], [8], [21, 22], [24]). Actually, in those papers systems of equations describing the evolution of the condensate and the non-condensed part of the solution were obtained, whereas our approximation does not explicitly assume a continued change of the Dirac mass at zero.

Since (QWTE) was obtained in the study of transfer of energy towards infinity, this transfer is expected to continue in its evolution. The analyses in [2] and [20] are of interest in this study, and in particular [20] provides dimensional arguments for rescaling laws. In the same context, it was claimed in [3] that there exist so called thermal equilibria for (QWTE), which are solutions of the form \( G(t,x) = cx^{-1/2} \) with \( c \geq 0 \). However, although for \( x > 0 \) the right hand side of (QWTE) then indeed vanishes, it can be checked that (12) with \( G \) is of this form is not satisfied for test functions \( \varphi \) with \( \varphi(0) \neq 0 \). We do still expect inverse square root behaviour in the self-similar variable near zero in scaling solutions (cf. Conjecture 3).

The rigorous study of (QWTE) was initiated in [6]. With weak solutions defined to be continuous nonnegative measure-valued functions that satisfy (12) for suitable test functions, the first results from that paper can be reformulated as

**Theorem 1.** Given a finite measure \( G_0 \geq 0 \), there exists at least one weak solution \( G \) to (QWTE) with \( G(0,\cdot) = G_0 \). Moreover, any weak solution i) conserves mass and energy, ii) converges in the sense of measures to a Dirac mass at zero, and iii) has a strictly increasing mass at the origin.

Again we thus find that functions with nonzero energies converge to a solution with no energy. In [3] it had already been conjectured that energy might escape to infinity in a self-similar manner, yet in general there is no such thing as a scaling-invariant solution with multiple conserved moments, e.g. mass and energy. However, the first moment of a function is independent of its value at zero, which paves the way to a modified notion of self-similarity.

### 4 Self-similar solutions to (QWTE)

It was noted in the introduction of [6] that a weak solution \( G \) to (QWTE) gives rise to the two-parameter family \( \{G_{\kappa,\lambda}\}_{\kappa,\lambda > 0} \) of weak solutions that are defined to be such that

\[
\int_{[0,\infty)} \psi(x)G_{\kappa,\lambda}(t,x)\,dx = \int_{[0,\infty)} \kappa\psi(\frac{x}{\lambda})G(\kappa\lambda t,x)\,dx \quad \text{for all } t \geq 0 \text{ and } \psi \in C_c([0,\infty)).
\]
In order to obtain scaling solutions we thus require $\kappa \lambda \sim t^{-1}$, and since we are mostly interested in the form of solutions at large $x$ it makes sense to consider solutions for which there exist $p>0$ and a finite time-independent measure $\Phi \geq 0$ such that
\[
\int_{(0,\infty)} \psi(x) G(t,x) dx = \int_{(0,\infty)} (t + 1) \frac{1}{\kappa \lambda} \psi((t + 1)^{\frac{1}{p}} x) \Phi(x) dx \quad \text{for all } t \geq 0 \text{ and } \psi \in C_c([0,\infty)).
\]

From mass conservation it then follows that for such solutions there should formally hold
\[
\int_{\{0\}} \psi(x) G(t,x) dx = \psi(0) \left( \int_{(0,\infty)} G(0,x) dx - (t + 1) \frac{1}{\kappa \lambda} \int_{(0,\infty)} \Phi(x) dx \right),
\]
which by strict monotonicity of the origin implies that we require $p>1$. Solutions of this form with finite energy, i.e. with $p=2$, were constructed in the second part of [9]. In [10] the construction was extended to the following

**Proposition 2.** Given $\rho \in (1,2]$, there exists at least one nonnegative function $\Phi \in L^1(0,\infty)$ that for all $\psi \in C^1_{c}([0,\infty))$ satisfies
\[
\frac{1}{\rho} \int_{(0,\infty)} (\kappa x \psi'(x) - (\rho - 1)(\psi(x) - \psi(0))) \Phi(x) dx = \int_{\{x \geq y > 0\}} \Phi(x) \Phi(y) \frac{\Delta y^2 \psi(x) dy dx}{\sqrt{xy}}, \quad \text{(SSPE)}_\rho
\]
and if $m(t) = M - (t + 1)^{-\frac{1}{p}} \|\Phi\|_{L^1(0,\infty)} \geq 0$, and if $h(t,x) = (t + 1)^{-1} \Phi((t + 1)^{-\frac{1}{p}} x)$ defines a measure with density, then $G(t,\cdot) = m(t) \delta_0 + h(t,\cdot)$ is a weak solution to (QWTE).

The proof of Proposition 2 comprised two steps. First measure-valued solutions were constructed, which were then shown to be sufficiently regular. Moreover, the regularity result provides local $\alpha$-Hölder regularity on $(0,\infty)$ with $\alpha < \frac{1}{2}$, which in turn allows a bootstrap argument to show that solutions $\Phi$ to (SSPE)$_\rho$ are actually smooth classical solutions to
\[
- \frac{1}{\rho} \kappa x \Phi'(x) - \Phi(x) \equiv \int_0^{x/2} \left[ \frac{\Phi(x+y)}{\sqrt{x+y}} + \frac{\Phi(x-y)}{\sqrt{x-y}} - 2 \frac{\Phi(x)}{\sqrt{x}} \frac{\Phi(y)}{\sqrt{y}} \right] dy - 2 \frac{\Phi(x)}{\sqrt{x}} \int_{x/2}^x \frac{\Phi(y)}{\sqrt{y}} dy + \int_x^\infty \frac{\Phi(x+y)\Phi(y)}{\sqrt{(x+y)y}} dy. \quad \text{(SSPE)$_\rho$}
\]

Several additional properties of solutions $\Phi$ to (SSPE)$_\rho$ were proved in [10].

For $\rho \in (1,2)$ it was shown that any solution $\Phi$ to (SSPE)$_\rho$ satisfies
\[
\Phi(z) \sim (2 - \rho)(\rho - 1)\|\Phi\|_\rho z^{-\rho} \quad \text{as } z \to \infty,
\]
with $\|\Phi\|_\rho = \sup_{R>0} \left\{ R^{\rho-2} \int_{(0,\infty)} (x \wedge R) \Phi(x) dx \right\} < \infty. \quad (13)
\]

These so called fat-tailed solutions have finite mass, but their energies are infinite, which makes conservation of energy a void concept. However, for a solution $\Phi$ to (SSPE)$_\rho$ the supremum in the definition of $\|\Phi\|_\rho$ coincides with the limit of the functional as $R \to \infty$, and for any self-similar solution $G$ to (QWTE) as constructed in Proposition 2 the norm $\|\cdot\|_\rho$ is constant. It may well be that the rate of divergence of the energy is conserved, as it is the case for specific higher moments in Smoluchowski’s coagulation equation with solvable kernels (cf. [13]).

Now, if we suppose that $\Phi \geq 0$ satisfies (SSPE)$_\rho$ for all $\psi \in C^1_{c}([0,\infty))$ and with $\rho \geq 2$, it can be shown that
\[
\int_{(0,R)} x \Phi(x) dx \leq \rho \left( \int_{(0,R)} \Phi(x) dx \right)^2 \leq \rho \|\Phi\|_\rho^2 \text{ for all } R > 0.
\]
Consequently these profiles have finite energy, which for $\rho > 2$ leads to the violation of conservation of energy by $G$. This is the reason for the restriction of the range of $\rho$ in Proposition 2. For $\rho = 2$,
similar arguments as used to obtain the estimate above, yield bounds on all higher moments of $\Phi$. Using those bounds, it was shown that there exists a constant $a > 0$ such that

$$\Phi(z) \leq e^{-az} \text{ for all } z \geq 1.$$ 

An exponential lower bound has thus far only been established in an integral sense.

5 Two conjectures

The approach taken in [7] to prove pointwise exponential upper bounds on solutions $\Phi$ to $(SSPE)_\rho$ with $\rho = 2$, which consists of the use of explicit bounds on their higher moments, derives from [18]. In light of the structural similarity between coagulation equations and $(QWTE)$, one would think many other results in [18] could also be carried over. In particular, a pointwise exponential lower bound, and existence of the limit $\lim_{z \to \infty} \frac{1}{z} \log(\Phi(z))$ are expected. However, it was noted in [7] that a better understanding of the behaviour of the solution near zero seems to be required, even to be able to prove the lower bound.

Presently, it is only known that for any solution $\Phi$ to $(SSPE)_\rho$ there holds

$$\sup_{R > 0} \left\{ \frac{1}{\sqrt{R}} \int_{(0,R)} \Phi(x)dx \right\} < \infty,$$

but since we expect the solution to be well-behaved near zero, we pose the following

**Conjecture 3.** Given a solution $\Phi \in C^\infty((0,\infty)) \cap L^1(0,\infty)$ to $(SSPE)_\rho$ with $\rho \in (1,2]$, there holds

$$\Phi(z) \sim \frac{A}{\sqrt{z}} \text{ as } z \to 0, \text{ with } A = \sqrt{\frac{6}{\pi} \rho (\rho - 1) \| \Phi \|_{L^1(0,\infty)}^2 \| \psi \|_{L^1(0,\infty)}}.$$

It is clear that this result holds if and only if

$$\lim_{\lambda \to 0^+} f_\lambda(x) = \frac{A}{x} \text{ for all } x > 0, \text{ where } f_\lambda(x) = \lambda \frac{\Phi(\lambda x)}{\sqrt{\lambda x}},$$

which, unfortunately, is still an open question. Using the weak formulation $(SSPE)_\rho$ we do have

$$\lim_{\lambda \to 0^+} \iint_{\{x+y>0\}} f_\lambda(x)f_\lambda(y)\Delta_\psi^2 \psi(x)dxdy = \frac{1}{\pi} (\rho - 1) \| \Phi \|_{L^1(0,\infty)} \times \psi(0) \text{ for all } \psi \in C^1_c([0,\infty)),$$

and from this it can be found, either by writing the left hand side as a tested distributional second derivative, or by simply using $\psi(x) = (z-x)_+$, that

$$\lim_{\lambda \to 0^+} \iint_{\mathbb{R}^2_+} f_\lambda(x)f_\lambda(y)\left[(x+y-z) \wedge (z-|x-y|)\right]_+ dxdy = \frac{A^2}{2} \frac{\pi^2}{6} z \text{ for all } z > 0,$$

which is consistent with the conjecture once we observe that

$$\frac{1}{z} \int_{\mathbb{R}^2_+} \frac{1}{xy}\left[(x+y-z) \wedge (z-|x-y|)\right]_+ dxdy = \frac{\pi^2}{6} \text{ for all } z > 0.$$

Let us return to the likely decay behaviour of a solution $\Phi$ to $(SSPE)_\rho$ with $\rho = 2$. To that end we suppose that the limit $\lim_{z \to \infty} -\frac{1}{z} \log(\Phi(z)) =: a > 0$ exists, and that there exist constants $C > 0$ and $\alpha \in \mathbb{R}$ such that $\Phi(z) \sim C \times z^\alpha e^{-az}$ as $z \to \infty$. Substituting this asymptotic behaviour for the tail of $\Phi$, we find that

$$-\frac{1}{2} x \Phi'(x) - \Phi(x) \sim \frac{1}{2} aC \times x^{\alpha+1} e^{-ax} \text{ as } x \to \infty,$$
while for arbitrarily fixed $c \gg 1$ we have
\[
\int_c^{\infty} \frac{\Phi(x-y)\Phi(y)}{\sqrt{(x-y)y}} \, dy \sim \left( \int_{c/2}^{1/2} ((1-z)z)^{\alpha - \frac{1}{2}} \, dz \right) C^2 \times x^{2\alpha e^{-ax}} \text{ as } x \to \infty,
\]
where the integral between brackets converges if $\alpha > -\frac{1}{2}$. Noting then that
\[
\int x^{\alpha - \frac{1}{2}} e^{-a(x+y)} + (x-y)^{\alpha - \frac{1}{2}} e^{-a(x-y)} - 2x^{\alpha - \frac{1}{2}} e^{-ax} \, dy \leq 4 \sinh^2 \left( \frac{ay}{2} \right) + O \left( \frac{y}{x} \right) \text{ as } y \xrightarrow{x} \infty,
\]
we further obtain
\[
\int_c^x \frac{\Phi(x+y)}{\sqrt{x+y}} \, dy \sim \left( \int_0^c 4 \sinh^2 \left( \frac{ay}{2} \right) \frac{\Phi(y)}{\sqrt{y}} \, dy \right) C \times x^{\alpha - \frac{1}{2}} e^{-ax},
\]
where the integral between brackets is finite, and observing also that
\[
\int_0^\infty \frac{\Phi(x+y)\Phi(y)}{\sqrt{x+y}} \, dy \sim \left( \int_c^\infty y^{\alpha - \frac{1}{2}} e^{-ay} \, dy \right) C^2 \times x^{\alpha - \frac{1}{2}} e^{-ax},
\]
and
\[
\int_c^\infty \frac{\Phi(x+y)\Phi(y)}{\sqrt{(x+y)y}} \, dy \sim C^2 \times \omega(x)e^{-ax}, \text{ with } \omega(x) = \int_c^\infty ((x+y)y)^{\alpha - \frac{1}{2}} e^{-2ay} \, dy = O(x^{\alpha - \frac{1}{2}}),
\]
we arrive by matching of asymptotics at the following

**Conjecture 4.** Given a solution $\Phi \in C^\infty((0, \infty)) \cap L^1(0, \infty)$ to $(SSPE)_\rho$ with $\rho = 2$, there exists a constant $a > 0$ such that
\[
\Phi(z) \sim \frac{1}{\pi} az e^{-az} \text{ as } z \to \infty.
\]

In order to further support the claims of Conjectures 3 and 4 we have implemented a numerical scheme to compute solutions to $(SSPE)_\rho$. This was achieved by a finite element approximation with base functions $(x_n - x)_+, (x_n) \in \mathbb{R}_+^N$, which was then solved by Newton’s method.

Figure 3: Numerical computation of a solution $\Phi$ to $(SSPE)_\rho$ for $\rho = 1.9$. The solid line corresponds to the conjectured asymptotic behaviour near the origin (cf. Conjecture 3). The dashed lines have slope $-\rho$, indicating agreement between numerics and the theoretical decay [cf. (13)].
Figure 4: In the left picture we see a solution $\Phi$ to $\text{(SSPE)}_\rho$ for $\rho = 2$. The graph on the right shows the conjectured tail behaviour (cf. Conjecture 4), with $a$ determined from a least squares fit on the data points $z$ in $(8, 16]$.

Lastly, we stress that Conjectures 3 and 4 are consistent with the following scaling property.

**Lemma 5.** Every solution $\Phi \in C^\infty_+(0, \infty) \cap L^1(0, \infty)$ to $\text{(SSPE)}_\rho$ gives rise to a one-parameter family $\{\Phi_c\}_{c>0}$ of rescaled solutions to $\text{(SSPE)}_\rho$ given by $\Phi_c(x) = \Phi(cx)$ for all $c, x > 0$.

In particular, if solutions to $\text{(SSPE)}_\rho$ were shown to be unique up to rescaling, then Conjecture 4 would be equivalent to existence of a constant $\hat{a} > 0$ such that (14) holds with $a = \hat{a}/\|\Phi\|_{L^1(0, \infty)}$.

As the integral of an exponential tail is negligible, it is actually possible for us to see such a relation.

Figure 5: For numerically computed solutions $\Phi$ to $\text{(SSPE)}_\rho$ with $\rho = 2$, we have determined $a$ from a least squares fit to the conjectured tail behaviour. As expected, we observe an inversely proportional relation between $a$ and $\|\Phi\|_{L^1(0, \infty)}$.
A Appendix

For the sake of completeness we include the lemma below. Its proof is usually omitted, being described as “some algebra and taking into account the energy conservation” in [22].

Lemma 6. Given \(k_1, k_2, k_3, k_4 \geq 0\) such that \(k_1^2 + k_2^2 = k_3^2 + k_4^2\), then there holds

\[
\int_{\mathbb{R}^+} \sin(k_1 s) \sin(k_2 s) \sin(k_3 s) \sin(k_4 s) s^{-2} ds = \frac{\pi}{2} \min\{k_1, k_2, k_3, k_4\}. \tag{15}
\]

Proof. Supposing that \(k_1 \geq k_3 \geq k_4 \geq k_2\) (WLOG), and observing that the integrand on the left hand side is symmetric, then (15) reduces to

\[
\int_{\mathbb{R}} \sin(k_1 s) \sin(k_2 s) \sin(k_3 s) \sin(k_4 s) s^{-2} ds = \frac{\pi}{2} k_2. \tag{16}
\]

For any \(s \in \mathbb{R}\), one can further check that

\[
\sin(k_1 s) \sin(k_2 s) \sin(k_3 s) \sin(k_4 s) = \frac{1}{16} \prod_{\ell=1}^{4} (e^{ik_\ell s} - e^{-ik_\ell s})
= \frac{1}{16} \sum_{j_1, j_2, j_3, j_4=1}^{2} (-1)^{j_\ell} e^{i(-1)^{j_\ell} k_\ell s},
\]

so the left hand side of (16) can be written as

\[
\frac{1}{16} \sum_{j_1, j_2, j_3, j_4=1}^{2} (-1)^{j_1 + j_2 + j_3 + j_4} \int_{\mathbb{R}} \exp \left\{ i \left( \sum_{\ell=1}^{4} (-1)^{j_\ell} k_\ell s \right) \right\} s^{-2} ds. \tag{17}
\]

Computing the integrals by standard methods we then find that (17) equals

\[
\frac{\pi}{16} \sum_{j_1, j_2, j_3, j_4=1}^{2} (-1)^{j_1 + j_2 + j_3 + j_4 + 1} \left| \sum_{\ell=1}^{4} (-1)^{j_\ell} k_\ell \right|
\]

\[
= \frac{\pi}{16} \sum_{j_1=1}^{2} \sum_{j_2, j_3, j_4=1}^{2} (-1)^{j_2 + j_3 + j_4 + 1} \left| k_1 + \sum_{\ell=2}^{4} (-1)^{j_\ell} k_\ell \right|
\]

\[
= \frac{\pi}{8} \sum_{j_2, j_3, j_4=1}^{2} (-1)^{j_2 + j_3 + j_4 + 1} \left| k_1 + \sum_{\ell=2}^{4} (-1)^{j_\ell} k_\ell \right|. \tag{18}
\]

By our assumptions that \(k_1 \geq k_3 \geq k_4 \geq k_2\), it now follows that

\[
- |k_1 + k_2 + k_3 + k_4| + |k_1 + k_2 + k_3 - k_4| + |k_1 + k_2 - k_3 + k_4| + |k_1 - k_2 + k_3 + k_4| = 2k_1,
\]

hence the sum in the right hand side of (18) is given by

\[
|k_1 - k_2 - k_3 - k_4| + 2k_1 - |k_1 - k_2 + k_3 - k_4| - |k_1 + k_2 - k_3 - k_4| - |k_1 - k_2 - k_3 + k_4|
= |k_1 - k_3 - (k_4 + k_2)| + (k_1 - k_3 + k_4 + k_2) - |k_1 - k_3 - (k_4 - k_2)| - |k_1 - k_3 + (k_4 - k_2)|
= 2((k_1 - k_3) \vee (k_4 + k_2)) - 2((k_1 - k_3) \lor (k_4 - k_2)).
\]

Using lastly the identity \(k_1^2 + k_2^2 = k_3^2 + k_4^2\) to find that the maxima are \((k_4 + k_2)\) and \((k_4 - k_2)\) respectively, the lemma follows. \(\square\)
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