Abstract

This paper proposes a generalizable, end-to-end deep learning-based method for relative pose regression between two images. Given two images of the same scene captured from different viewpoints, our method predicts the relative rotation and translation (including direction and scale) between the two respective cameras. Inspired by the classical pipeline, our method leverages Image Matching (IM) as a pre-trained task for relative pose regression. Specifically, we use LoFTR, an architecture that utilizes an attention-based network pre-trained on Scannet, to extract semi-dense feature maps, which are then warped and fed into a pose regression network. Notably, we use a loss function that utilizes separate terms to account for the translation direction and scale. We believe such a separation is important because translation direction is determined by point correspondences while the scale is inferred from prior on shape sizes. Our ablations further support this choice. We evaluate our method on several datasets and show that it outperforms previous end-to-end methods. The method also generalizes well to unseen datasets.

1. Introduction

Computing the relative pose (position and orientation) between two cameras given an image pair is a fundamental computer vision task and an essential step in multiview structure from motion (SfM) pipelines [39, 51, 52, 63, 64], with applications to autonomous robot navigation and to virtual and augmented reality. Classical techniques rely on keypoint extraction and matching using descriptors such as SIFT [8, 15, 36, 48, 49], followed by robust estimation of the essential matrix using, e.g., RANSAC [23]. These methods can recover the relative pose very accurately. However, (1) they only recover five of the six degrees of freedom of the relative pose; the distance between the two camera positions cannot be recovered from point correspondences; (2) RANSAC generally requires many iterations (faster versions were recently proposed, e.g., MAGSAC++ [6]), and (3) classical methods are sensitive to matching errors due to the presence of repetitive structures or lighting differences.

To overcome these drawbacks, a number of recent papers have explored the use of deep neural networks for relative pose regression (RPR). While some methods replaced only parts of the pipeline (e.g., the keypoint extraction and matching, see Section 2 for discussion), our focus is on end-to-end RPR network solutions. These new RPR methods use appearance and pose priors to guide the matching of point features and to select the likely relative pose given an input image pair. In particular, deep methods can recover the distance between two cameras by exploiting priors on the size of the observed objects. Nevertheless, current deep methods are not yet as accurate as the classical approach in many settings [7, 29, 30]. Moreover, existing methods still struggle with cross-scene/dataset generalization.

Below we propose a three-step, deep network architecture for relative pose regression (see architecture in Figure 1). Similar to the classical techniques, our network proceeds by first computing feature descriptors for each image, then matching these features across the two images and finally regressing the motion parameters. For the first step, we compute for each image a semi-dense feature map using the pre-trained LoFTR architecture [53]. The second step matches and warps the most similar feature in the second image to each feature in the first image. The final step uses a residual network to compute the pose from the warped features.

We only train the last step in this pipeline. For training, we use a modified loss, compared to previous work [3, 31, 47]. Noticing that translation direction is determined by the point matches, whereas the scale of translation is determined by a prior on the object size, we separate these in the loss: we use a cosine similarity term to train for direction and an $\ell_1$ term to train for scale. An additional term is used to train for orientation. We balance these terms simply and uniformly with the constant 1 and explore a similar, three-head architecture that requires no balancing of terms.
Figure 1. Network architecture. Our network is composed of three modules (top), LoFTR which given an image pair produces a coarse grid of features, a warping module, and a pose regression module. The bottom figure shows a detailed description of the warping and pose regression modules.

The main contributions of our work are as follows. (1) We leverage IM as a pre-training task for relative pose regression, offering a novel perspective on end-to-end relative pose estimation. (2) Unlike the previous works, our loss treats separately the direction and scale of the camera position vector, using the cosine similarity for the directional loss and an $\ell_1$ loss for the scale. (3) We use hard matching and warping, instead of soft matching and warping as in [3], we show empirically the advantage of our choice. (4) We validate that our pre-trained IM backbone generates effective feature representations for RPRs, highlighting also the contribution of interleaved self- and cross-attention modules in capturing feature similarities across image pairs. (5) We test our method on various datasets, including cases in which the training and test datasets differ (e.g., training on indoor scenes and testing on outdoor scenes). Our method achieves superior results to other end-to-end RPR networks in nearly all experiments. (6) Our method has made significant advancement in closing the performance gap between RPRs and feature matching methods, while maintaining substantially faster inference time.

2. Related Work

Relative Pose Estimation. The pose between two images with known intrinsic parameters can be recovered by decomposing the essential matrix [25], yielding a relative rotation and a scaleless translation direction vector. The essential matrix is classically estimated by matching local features, such as [8, 15, 36, 48, 49], followed by a numerical scheme, e.g., the 5-point solver [38] inside robust estimator loop, namely RANSAC [23] and others [5, 6, 41]. Despite the success of this classical approach, it lacks the ability to utilize priors, for example, to infer the unknown distance between the two cameras. These shortcomings have led to the introduction of deep-based approaches, which we review next.

Deep feature extraction and matching. Several studies have utilized deep networks to detect and match point features in image pairs [9, 21, 28, 45, 50, 53, 55–57, 60, 65]. Among these, LIFT [65] is an early approach that additionally assigns an orientation to each feature. Super-glue [50] uses a Graph Neural Network (GNN) to match two sets of interest points. Lightglue [34] uses self- and cross attention alongside key-point pruning and early adaptive depth mechanism to improve on Super-glue’s inference speed and accuracy, utilizing keypoints and descriptors extracted, for example, with SuperPoint[19] . A number of works utilize neural networks to construct a differentiable matching module (providing also matching confidence) [55–57]. The recent LoFTR [53] and COTR [28] utilize self- and cross-attention layers along with multiscale analysis to produce semi-dense, near-pixel-wise correspondences. The relative pose is then obtained by applying RANSAC to the extracted correspondences. Those methods were shown to produce accurate correspondences even in low-texture areas, demonstrating good generalization ability across scenes and datasets. Still, those methods are not
end-to-end approaches, and the relative position is recovered up to a scale factor.

**Deep RANSAC.** Recent works sought to construct a deep network architecture that can robustly estimate the essential matrix from point matches. Specifically, DSAC [13] replaces RANSAC’s hypothesis selection with a robust average of hypotheses, resulting in a differentiable counterpart of RANSAC. [14] suggests using a fixed backbone for the DSAC network and training only a scene-specific regression head. Alongside a novel training loss, it resulted in faster convergence and better accuracy. [17] utilizes convolutions in high dimension to recover the essential matrix robustly. [10, 11, 42] propose a deep-based scheme to distinguish between inliers and outliers, given putative correspondences, for the tasks of fundamental matrix estimation and camera re-localization.

**End-to-end relative pose regression (RPR).** A number of deep learning methods attempt to predict the relative pose directly from input image pairs, circumventing the need to detect 2D putative matches explicitly. Early works [31, 37] used ResNet34 pre-trained for classification on the ImageNet dataset to produce holistic feature embeddings that describe the two input images. An MLP module was then applied to these feature vectors to regress the relative position, with its magnitude, as well as the relative orientation. Subsequent works [1, 4, 22, 62, 68] utilized a similar approach using modified loss functions and architectures. All of these methods have limited cross-scene generalization ability. Recent works [32, 67] have utilized energy-based relative pose models for multi-view pose estimation, demonstrating their efficacy in sparse object-centric scenarios exemplified by the CO3D dataset [44]. Their applicability to more general scenes, however, remains a challenge.

Recently, [47] advocated the use of Vision Transformer (ViT) feature maps [20, 61] for relative pose regression. They further incorporated quadratic positional encoding to produce an architecture that mimics the Eight-Point Algorithm for essential matrix recovery [26]. Lastly, The Mapfree benchmark [3] suggests baselines with different output parametrizations for RPR, using a residual UNet (ResUNet) architecture to produce a feature map for each image. A soft feature matching was obtained by computing a 4D correlation volume followed by softmax. This soft matching was then used to warp the features of one image into their corresponding locations in the other image. A regression module was finally used to estimate the relative pose.

### 3. Method

Our goal, given two images of a scene captured from different viewpoints, is to predict the relative position and orientation between the two respective cameras, including the distance between their centers. Similar to recent approaches to end-to-end RPR networks [3, 47], we use a three-module architecture (see Fig. 1), a frozen feature extraction module, a matching and warping module, and a pose regression head. Our architecture improves over previous work by relying on the powerful LoFTR IM architecture [53] to produce a semi-dense feature map, warping the feature maps by utilizing hard matches between the produced features, followed by a camera motion regressor, which is trained by a loss in which translation direction and scale are separated into different terms. These modifications allow us to significantly improve accuracy and achieve cross-scene and cross-dataset generalization. Below we describe the three modules and our loss function.

#### 3.1. Feature extraction

For feature extraction we use the coarse module of LoFTR [53], which is pre-trained for matching on the Scannet dataset [18], depicting indoor scenes. We keep the weights of this module frozen throughout the training of our network. The LoFTR architecture is applied to both images in parallel. Denote the input images by $I_A$ and $I_B$. Each image is first fed to a feature pyramid network [33], producing a pixel-wise feature map at the desired resolution. Next, a positional encoding is summed to these maps. The obtained maps are then fed into a sequence of interleaved self- and cross-attention layers, producing the final feature maps, $F_A(x_i), F_B(x_j) \in \mathbb{R}^{C}$, where $C$ denotes the number of feature channels, $1 \leq i, j \leq n, n = WH/64$, and $W$ and $H$ denote the width and height of the input images in their original resolution. Note that, unlike in [3], the cross-attention steps modify the feature maps to account for the features seen in the other image, potentially encouraging their matching.

#### 3.2. Matching and warping

Our next aim is to identify matching points. Given the coarse feature maps $F_A(x_i)$ and $F_B(x_j)$ (expressed as column vectors), we select for each point $x_i$ in $I_A$ a corresponding point $x_i^*$ in $I_B$ by maximizing the correlation between their respective feature vectors, $F_A(x_i)$ and $F_B(x_i^*)$. Specifically, the coordinate $x_i^*$ in $I_B$ is determined by

$$x_i^* = \text{argmax}_j (F_A^T(x_i) F_B(x_j)).$$

Additionally, we use the computed correlations $F_A^T F_B$ to calculate a confidence score by applying softmax over each collection of correlations for point $x_i$ in the first image, namely,

$$\text{conf}(x_i, x_i^*) = \max_j \text{softmax}(F_A^T(x_i) F_B(x_j)).$$

Next, we concatenate corresponding features, append an encoding of their positions in the two images, and the confidence score, obtaining a feature map of correspondences,
Given a feature vector from Image A, we compute the dot product with all feature vectors in Image B, and we use it to warp the features in $F_B$ their corresponding features in $F_A$, see (1).

\[ G(x_i) = [F_A^T(x_i), x_i, F_B^T(x_i^s), x_i^s, \text{conf}(x_i, x_i^s)]. \] (3)

Note that in this feature map, the features in $F_B$ are warped to their corresponding features in $F_A$ (see Fig. 2).

### 3.3. Pose Regression module

Given the warped feature map, $G(x_i)$, we apply a sequence of residual blocks followed by an MLP that regresses the different components of the relative pose, $(\hat{q}, \hat{t}_{\text{dir}}, \hat{s}) \in \mathbb{R}^8$, where $\hat{q} \in \mathbb{R}^4$ denotes the predicted rotation represented as a quaternion, $\hat{t}_{\text{dir}} \in \mathbb{R}^3$ denotes the signed direction of the translation, and $\hat{s}$ is a scalar, denoting the scale of the translation. The quaternion $\hat{q}$ and translation direction $\hat{t}_{\text{dir}}$ are normalized to unit magnitude to respectively depict a rotation and an orientation.

### 3.4. Loss Function

We use supervised learning to train the pose regression module. Given image pairs with ground truth pose specified by a rotation quaternion $q$ and position $t$, we let

\[ \mathcal{L}_q(I_A, I_B) = \left\| \frac{\hat{q}}{|\hat{q}|} - q \right\|_1, \] (4)

\[ \mathcal{L}_{t_{\text{dir}}}(I_A, I_B) = 1 - \frac{\langle \hat{t}_{\text{dir}}, t \rangle}{\|\hat{t}_{\text{dir}}\| \|t\|}, \] (5)

and

\[ \mathcal{L}_s(I_A, I_B) = |\hat{s} - \|t\||, \] (6)

where $\mathcal{L}_q$ measures the rotation error, $\mathcal{L}_{t_{\text{dir}}}$ depicts the direction error of the translation, and $\mathcal{L}_s$ depicts the metric error in the translation. A quaternion $q$ has the form $\cos(\theta/2), v \sin(\theta/2)$, where $\theta$ represents a rotation angle and $v$ represents an axis of rotation. This means that $\pm q$ represents the same rotation; therefore, to avoid ambiguity, we set its first entry in the ground truth annotation to be positive.

As [29] shows, balancing rotation and translation terms can be challenging. Here we simply assign equal weights to each term in the loss, i.e.,

\[ \mathcal{L}(I_A, I_B) = \mathcal{L}_q(I_A, I_B) + \mathcal{L}_{t_{\text{dir}}}(I_A, I_B) + \mathcal{L}_s(I_A, I_B). \] (7)

Our experiments in Sec. 4 indicate that this choice is suitable for indoor relative pose estimation.

### 4. Experiments

#### 4.1. Datasets

In each of the following experiments, we train our network on either the 7Scenes [24] or ScanNet [18] indoor datasets or on the Map-Free [3] outdoor dataset. We evaluate our method on the 7Scenes and ScanNet for the indoor case and for the outdoor on the Map-Free and Cambridge landmarks [30] datasets. See the supplementary material for how the GT relative pose is computed.

**7Scenes [24].** The Microsoft 7Scenes dataset is a widely used indoor dataset for visual relocalization that contains RGB-D images covering seven different indoor locations (rooms) scanned with KinectFusion. Each scene is provided with training and testing image sequences. We use the dataset as provided in [31, 37], consisting of roughly 40K pairs of images and 80K test pairs.

**Cambridge Landmarks [30].** An urban localization dataset capturing four outdoor scenes in Cambridge, UK. The ground truth poses are determined using a standard SfM method (with positions recovered up to an unknown global scale). The images were captured at different times, affected by different lighting and weather conditions containing moving objects including vehicles and pedestrians.

**ScanNet [18].** ScanNet is a huge indoor dataset consisting of 1613 monocular sequences with ground truth poses and depth maps. This dataset contains image pairs with wide baselines and extensive texture-less regions. We use the same train/test split used by LoFTR [53], where we sample 200 pairs per scene. This results in 299,200 training pairs (that change in training at each epoch).

**Map-Free [3]** The Map-free benchmark is a large outdoor dataset consisting of 655 places of interest including sculptures, murals and fountains collected worldwide, such that a place can be well-captured by a single image. Each space comes with a single reference image that serves as the relocalization anchor; all the others are query images with metric poses. This is an extremely challenging setting with limited overlap between image pairs, illumination changes,
and different camera intrinsics between sequences as can be seen in Fig 3. The training set consists of 460 training scenes, 65 validation scenes, and 130 testing scenes.

4.2. Baselines

We compare our approach to three recent end-to-end RPR methods described below. For implementation and training details see the supplementary material.

RelPoseNet [31]. This method uses ResNet34 classification network pre-trained on Imagenet dataset to extract a feature vector for each image. The two vectors are then concatenated and fed into a MLP that regresses the relative pose.

8-Point [47]. This method produces, given an image, a feature embedding using a pre-trained Res-Net18 [27] followed by ViT-tiny [20], a bi-linear cross-attention layer (that considers, for each image, features from the other image), and a quadratic positional encoding. An MLP is finally used to regress the relative pose and orientation.

Map-free RPR. This method is taken from the baselines suggested in [3]. It uses a residual UNet (ResUNet) architecture to produce a feature map for each image. A soft feature matching is obtained by computing a 4D correlation volume followed by softmax. This soft matching is then used to warp the features of one image into their corresponding locations in the other image. A regression module is finally used to estimate the relative pose. This method uses no pre-trained components.

We tested the Map-free model in three variants. For the first variant, denoted here as RPR [q + t], we retrained the network from scratch to output rotation quaternion and scaled translation parameters. For the second and third variants, we used the model pre-trained on the large Scannet dataset using the 3D-3D and Discretized output methods (denoted as RPR [3D-3D] and RPR disc. respectively) described in [3].

4.3. Metrics and Evaluation

For each method, we measure the position error defined as the Euclidean distance between the predicted and ground truth camera centers.

\[ t_{euc\text{err}}(t, \hat{t}) = \| \hat{t} - t \|_2 \]  

(8)

as well as the angle (in degrees) between the predicted and ground truth directions of the camera center vectors.

\[ t_{ang\text{err}}(t, \hat{t}) = \frac{180}{\pi} \arccos \left( \frac{\hat{t}^T t}{\| \hat{t} \| \| t \|} \right). \]  

(9)

We measure orientation error by the angle between the predicted and ground truth orientations, represented in quaternions.

\[ R_{err}(\hat{q}, q) = 2 \arccos \left( \frac{\hat{q}^T q}{\| \hat{q} \| \| q \|} \right). \]  

(10)

For all measures, we report the median error over the different input pairs. For experiments on Scannet, we also report the AUC for the translation and rotation angular errors.

4.4. Results

7Scenes \(\rightarrow\) 7Scenes. In our first experiment, we trained and tested all methods on the 7Scenes dataset. The results are shown in Table 1. Our method (marked as “Ours” in the tables) outperforms the other methods in almost all of the tested scenes, achieving a noticeable improvement in the translation (both Euclidean distance and angular distance) and a smaller advantage over 8Point [47] in the rotation error. Overall, on average, we improve the position prediction by almost 8cm, the position direction prediction by 15°, and the rotation prediction by 1°.

Six scenes \(\rightarrow\) 7th scene. The next experiment tests cross-scene generalization. For this experiment, we trained the methods on six of the seven scenes in the 7Scenes dataset and tested them on the remaining scene. We repeated this experiment seven times, each time holding out a different

| Scene/Method | RelPoseNet [31] | 8Point [47] | RPR [q + t] [3] | Ours |
|--------------|-----------------|-------------|------------------|-----|
| Chess        | 26.0/51.5/8.14  | 12.3/27.2/3.38 | 15.4/41.6/5.84  | 9.1/19.9/3.84 |
| Fire         | 38.2/70.2/12.3  | 27.0/46.2/7.82 | 33.4/69.5/12.2  | 13.6/22.8/5.09 |
| Heads        | 23.3/62.0/12.4  | 17.2/53.0/10.4 | 19.1/58.5/12.5  | 9.1/23.6/5.77  |
| Office       | 30.7/53.0/9.09  | 18.1/29.6/4.06 | 23.7/44.6/7.32  | 11.2/16.6/3.79  |
| Pumpkin      | 35.1/44.5/9.36  | 18.7/26.1/3.68 | 26.9/36.9/6.65  | 13.9/19.7/3.66  |
| Red Kitchen  | 40.7/70.7/9.63  | 21.0/39.3/4.15 | 26.7/51.3/7.09  | 12.7/19.1/3.62  |
| Stairs       | 36.7/77.3/12.2  | 26.3/50.4/5.02 | 31.3/62.9/10.2  | 26.5/44.2/6.05  |
| Average      | 32.9/61.3/10.4  | 21.4/38.8/5.49 | 26.8/59.8/8.83  | 13.7/23.7/4.55  |

Table 1. 7Scenes experiment. The table shows the result of training and testing on the full 7Scenes dataset with the train and test split specified in the dataset. Each entry shows position error in centimeters (left), position angular error in degrees (middle), and orientation error in degrees (right).
scene. Results are shown in Table 2. Our method outperforms all other methods in this scenario as well. Notice in particular the advantage in the position angular error, as both 8Point and RPR \([q + t]\) obtain a near random average median angular error (larger than 80°). Overall, on average, relative to the best existing method, we improve the position prediction by 12cm, the position direction prediction by 27°, and the rotation prediction by 3.7°.

**Scannet \(\rightarrow\) 7Scenes.** The third experiment tests cross-dataset generalization. Here all methods are trained on the Scannet dataset and tested on the 7Scenes test set for the relocalization task. In this task, we evaluate the methods for relocalization with a query image against either a single keyframe, two keyframes, or all keyframes. The single keyframe case is equivalent to the relative pose regression task. In the two/all keyframes case, we first select one of the two/all keyframes whose distance in the DenseVLAD \([54]\) feature space to the query image is smaller and then perform RPR on the query and the selected keyframe. The split is taken from \([3]\). Results are shown in Table 3. Our method outperforms all other RPR methods, improving both translation (metric and angular) and rotation errors (with the exception of the finetuned RPR \([3D-3D]\), which achieves a slight rotation advantage in the single keyframe case.). Nevertheless, while our method achieves significantly better performance than SIFT \([36]\), its performance is still surpassed by learnable feature matching methods \([50, 53]\) combined with a depth estimation method \([35]\), for obtaining the metric scale from the depth as explained in \([3]\).

**Scannet \(\rightarrow\) Scannet.** We also evaluate our methods on the Scannet-1500 test set for further cross-scene evaluation. As seen in Table 4, our method improves over the baselines with a large margin in both the angular AUC@5°/10°/20° and the median translation euclidean error and yields an improvement in the median rotation error. As in the previous experiment, our method surpasses SIFT \([36]\), but achieves inferior results compared to \([50, 53]\) combined with a depth estimation method \([43]\).

**Across Indoor \(\rightarrow\) Outdoor Datasets.** For this experiment we wanted to test our model’s ability to generalize from indoor training to outdoor scenes. For that, we test models that were trained on 7Scenes or Scannet on the Cambridge Landmarks dataset \([30]\). Since there are major scale differences between indoor to outdoor scenes, and the GT poses

| Scene/Method | RelPoseNet\([31]\) | 8Point\([47]\) | RPR \([q + t]\)\([3]\) | Ours |
|---------------|----------------|----------------|----------------|------|
| Chess         | 22.8/48.2/7.13 | 27.9/79.6/8.77 | 27.4/83.5/10.2 | 18.25/36.72/5.48 |
| Fire          | 37.4/67.1/19.4 | 40.6/93.6/12.2 | 34.0/75.0/13.0 | 19.94/32.2/7.78 |
| Heads         | 26.5/69.4/12.8 | 28.0/79.8/10.7 | 25.8/83.4/14.0 | 15.23/25.92/6.36 |
| Office        | 28.4/54.5/9.63 | 35.2/81.1/8.84 | 34.8/79.5/11.2 | 18.06/27.14/4.99 |
| Pumpkin       | 34.9/47.4/10.3 | 42.3/88.5/9.77 | 36.9/69.4/10.9 | 23.66/35.29/5.3 |
| Red Kitchen   | 39.0/69.1/7.93 | 32.7/81.2/10.3 | 34.2/81.2/11.7 | 18.22/26.37/5.15 |
| Stairs        | 45.6/67.2/12.7 | 36.8/79.3/8.98 | 37.0/96.6/11.7 | 28.6/47.3/8.04 |
| Average       | 33.5/60.4/11.7 | 34.8/82.4/9.94 | 32.9/81.2/11.8 | 20.2/33.0/6.16 |

Table 2. **Six Scenes experiment.** The table shows the result of training on six scenes from the 7Scenes dataset and testing on the remaining scene. Each entry shows position error in centimeters (left), position angular error in degrees (middle), and orientation error in degrees (right).

| Method                              | All Keyframes | 2 Keyframes | 1 Keyframe |
|-------------------------------------|---------------|-------------|------------|
|                                     | Error↓ | Prec. (25 cm, 5°)↑ | Error↓ | Prec. (25 cm, 5°)↑ | Error↓ | Prec. (25 cm, 5°)↑ |
| DSAC*(single scene)*\([12]\)        | 3 cm, 1.1°  | 0.97        | 31 cm, 7.4° | 0.41 | 77 cm, 25.5° | 0.22 |
| LoFTR\([31]\)+5Pt+Depth Scale      | 12 cm, 1.7°  | 0.83        | 29 cm, 2.8° | 0.50 | 33 cm, 6.4° | 0.38 |
| SIFT\([50]\)+5Pt+Depth Scale       | 13 cm, 1.8°  | 0.81        | 26 cm, 3.3° | 0.51 | 30 cm, 5.4° | 0.37 |
| SIFT disc.\([3]\)+5Pt+Depth Scale  | 16 cm, 2.5°  | 0.74        | 41 cm, 7.1° | 0.37 | 60 cm, 23.7° | 0.24 |
| RPR \([3D-3D]\)\([3]\)            | 16 cm, 4.5°  | 0.60        | 42 cm, 8.3° | 0.18 | 66 cm, 12.8° | 0.11 |
| RPR \([3D – 3D]\) ft. hard\([3]\)  | 17 cm, 4.2°  | 0.61        | 37 cm, 7.3° | 0.20 | 50 cm, 10.8° | 0.13 |
| RPR disc.\([3]\)                   | 18 cm, 4.9°  | 0.53        | 51 cm, 10.9° | 0.12 | 67 cm, 15.9° | 0.07 |
| Ours \([11]\)                      | 11 cm, 3.2°  | 0.73        | 35 cm, 8.6° | 0.27 | 46 cm, 11.1° | 0.16 |

Table 3. **7Scenes relocalization.** The table shows the result of training on Scannet and testing on the 7Scenes test set for relocalization using 1,2 or all the mapped reference frames. The errors are the average of the median error over all the scenes. "RPR \([3D-3D]\) ft. hard" refers to the \([3D-3D]\) network in \([3]\), fine-tuned over Scannet image pairs with a small overlap. DSAC* is a single scene absolute pose regression network. For this experiment, we also report the precision (Prec.) at the position error of 25 cm, and rotation error of 5°. We use blue to indicate the best result among the RPR methods, and orange to indicate the best result among the feature matching methods.
| Method                                     | Trans. AUC ↑ | Rot. AUC ↑ | Pose median errors ↓ |
|-------------------------------------------|--------------|------------|----------------------|
| LoFTR[53]+5Pt+Depth Scale                | 23.4         | 52.6       | 13.0                 |
| SG[50]+5Pt+Depth Scale                   | 18.2         | 43.5       | 15.0                 |
| SIFT[36]+5Pt+Depth Scale                 | 5.7          | 24.4       | 38.0                 |
| RPR [3D-3D][3]                           | 4.5          | 28.1       | 20.0                 |
| RPR disc.[3]                              | 3.6          | 25.3       | 22.0                 |
| Ours                                     | 6.4          | 33.3       | 15.0                 |

Table 4. Scannet experiment. The table shows the result of training on Scannet and testing on the Scannet-1500 test set. We use blue to indicate the best result among the RPR methods, and orange to indicate the best result among the feature matching methods.

Figure 3. A pair of images from the Map-Free test set. There is little overlap and a significant change in the color intensities, probably due to a time difference between the images.

were acquired by SFM, making the positions recovered up to an unknown global scale, we report only angular error for this experiment. Results are shown in Table 5. When trained on 7Scenes, our method outperforms all other methods by over 25° in translation direction and nearly 1° better in rotation compared to the second-best method 8Point. Unfortunately, all the methods that were trained on 7Scenes generalize poorly to outdoor. When trained on Scannet our method outperforms RPR [3D-3D] by 6°/0.3° on translation and rotation, respectively. Overall, our method outperforms all other tested methods in this scenario.

Limitations. Pose regression with our method depends on obtaining a reasonable warping of the LoFTR feature maps for the two input images. This may be difficult to achieve when input image pairs are captured under wide baseline conditions or from extreme viewing directions. This appears to be the case in the Map-free dataset, in which many of the image pairs are very partially overlapping and a significant number have no overlap at all, see [3], Fig. 5 therein and the example in Fig. 3. Table 6 shows the result of training and testing our network on this dataset, compared to various baselines including end-to-end RPR methods and RANSAC-based methods. Our method’s results are not as good as theirs and probably are further hurt because our LoFTR encoder is fixed and not trained on this dataset.

Inference time. Table 8 shows inference time for the different methods. Feature matching models have substantially slower inference times compared to regression-based relative pose models, particularly when combined with a depth prediction model for scale estimation.

4.5. Ablations

We ablate our choice of backbone, disentanglement of the regression heads, and the warping mechanism.

Backbone. For the backbone, we compare the use of LoFTR to Dino-ViT [16] and the ACE encoder [14]. Dino-ViT is a self-supervised vision transformer whose features were shown to capture a strong structural and semantic representation [2, 58]. In our experiment, we concatenated the class token to all patch tokens from the output of the last transformer blocks and pass those to our matching and warping model. The ACE encoder is a convolutional NN with the same architecture as the DSAC* encoder [59]. The encoder is trained on 100 scans from Scannet dataset, and it is attached to regression heads that are trained on individual scenes, using the DSAC* framework. As [14] shows, the resulting network serves as a scene-agnostic descriptor for visual relocalization.

Loss and network architecture. We compared our proposed loss (7) with one in which we drop the cosine similarity term $L_{dir}(I_A, I_B)$. We further added balancing weights and learned them as in [29]. Additionally, we tested models with two and three heads. Using additional regression heads increases the number of parameters but eliminates balancing weights (since the backbone is pre-trained). Finally, we compared utilizing soft to hard warping in our model.

We trained and tested our ablated method on the Scannet dataset. Results are shown in Table 7. The best results are obtained with the LoFTR backbone, hard warping, and a single head with unit balancing weights. Utilizing three heads produced nearly similar results. Replacing LoFTR with either DINO-ViT or ACE yielded significant degradation, justifying our use of LoFTR, an IM model, as the
Table 5. Cambridge Landmarks experiment. The table shows the result of training on 7scenes/Scannet datasets and testing on the Cambridge outdoors dataset. Each entry shows position angular error in degrees (left), and orientation error in degrees (right).

Table 6. Map-Free dataset experiment. The table shows the result of training and testing on the Map-Free dataset. The depth is predicted by DPT [43] a monocular depth network, its output is utilized to calculate the scale for image matching-based methods as explained in [3]. Virtual Correspondence Reprojection Error (VCRE) is the average Euclidean reprojection error of virtual 3D-2D correspondences.

Table 7. Ablation experiment. The table shows the result of training on Scannet and testing on the Scannet-1500 test set. With the train and test split specified in the text. Following this ablation we use single-headed architecture with a LoFTR backbone and hard warping.

Table 8. Inference time. Feature matching models are significantly slower than regression-based relative pose models in terms of inference time.

5. Conclusion

This paper proposes to use image matching as a pre-training task to learn better feature representations toward a generalizable end-to-end neural network for relative pose regression. Our method relies on a semi-dense feature map produced by a pre-trained LoFTR network, image warping and pose regressor. We showed that this architecture, coupled with a loss function that separates the translation direction and scale, achieves improved results on various datasets and in cross-scene and cross-dataset problems. Our method has effectively reduced the performance gap between RPRs and feature matching models while maintaining significantly faster inference speeds. We also showed limitations in handling image pairs in wide baseline and sharp illumination changes. We plan to continue exploring network architectures to further improve the accuracy of RPR networks.
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Appendix

A. Implementation Details

Our method is implemented using Pytorch [40] and Kornia [46]. All models are trained and evaluated using the same strategy. In all the experiments, we use the Adam optimizer initialized with the default values $\beta_1 = 0.9$ and $\beta_2 = 0.999$. The models are trained respectively for 80/60 epochs on the 7Scenes/Scannet datasets with an effective batch size of 200. We use a linear decay strategy, where the learning rate is reduced by a factor of 0.9 every 6 epochs, starting with a learning rate of $1 \times 10^{-3}$. Using four NVIDIA Tesla A40 GPUs, the training time of our model on the full 7Scenes dataset is roughly 24 hours and on Scannet roughly 72 hours. Using Nvidia V100 GPU the inference time of our model is 26ms. We use early stopping with the validation dataset for all methods to determine the best set of weights.

B. Network Architecture

We reduced the size of the images to size of $256 \times 341$ following [31]. Therefore, the feature pyramid network [66] in LoFTR[53] outputs a $256 \times 32 \times 42$ feature map per image. The resolution is preserved through the attention layers. The warping module concatenates the feature maps of matching points in the two images and adds 5 channels, including the coordinates of the two matching points and the matching score. This results in a 2D feature map as output of size $517 \times 32 \times 42$. Which we feed then to a ResNet block, which results in a feature vector of size 1152 (after flattening it). This feature vector we then feed into a three different MLPs which output the predicted translation direction, scale and the orientation.

C. Ground Truth Relative Pose in the 7Scenes Dataset

We note that the relative camera positions in the 7scenes [24] dataset, obtained from RelPoseNet[31], are erroneously set to $t_i - t_j$ where $t_i, t_j$ represent the absolute position of the $i^{th}$ and $j^{th}$ cameras, instead of $t_i - R_{ij}^T t_j$ as it should be, and how it’s computed in the other datasets, where $R_{ij}$ denotes the relative orientation between cameras $i$ and $j$. We rectify this error in our experiments, when we train the different relative pose regression methods on the 7scenes dataset.
Figure 4. 7scenes dataset. Pairs of images from the 7Scenes dataset, including scenes with repetitive patterns.

Figure 5. Cambridge Landmarks dataset. Pairs of images from the Kings College, Old Hospital and Shop Facade from the Cambridge Landmarks dataset. Notice the different lighting conditions.
Figure 6. **Scannet dataset.** Pairs of images from the Scannet dataset, including scenes with repetitive patterns.