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Abstract. The cyclotomic Birman-Murakami-Wenzl (or BMW) algebras $B_k^n$, introduced by R. Häring-Oldenburg, are extensions of the cyclotomic Hecke algebras of Ariki-Koike, in the same way as the BMW algebras are extensions of the Iwahori-Hecke algebras of type $A$. In this paper we produce a basis of the two strand algebra $B_k^2$ and construct its left regular representation. In the process we obtain relations amongst the parameters which play an important role in the $n$ strand case.

1. Introduction

Motivated by knot theory associated to the Artin braid group of type $A$ and the Kauffman link polynomial, Murakami [8] and Birman and Wenzl [2] defined what are now known as the BMW algebras. The Artin braid group relations of type $A$ appear in the defining relations of the BMW algebras. Also, the Iwahori-Hecke algebra of the symmetric group (the Coxeter group of type $A$) appears naturally as a quotient of this algebra. Motivated by type $B$ knot theory and the Ariki-Koike algebras [1] (also known as the cyclotomic Hecke algebras of type $G(k, 1, n)$), Häring-Oldenburg [7] introduced the “cyclotomic BMW algebras” $B_k^n$, of which the Ariki-Koike algebras appear naturally as a quotient in a similar fashion.

Unlike the BMW and Ariki-Koike algebras, one needs to impose extra so-called “admissibility conditions” (see Definition 3.1) on the parameters of the ground ring in order for the algebras $B_k^n$ to be well-behaved. This is because the polynomial relation of order $k$ imposed on $Y$ (which does not appear in the BMW or affine BMW algebras) potentially causes torsion on elements associated with certain tangles on two strands (which are not braid diagrams, and so do not appear in the Ariki-Koike algebras). These conditions may be determined precisely by focussing on the algebra $B_k^2$ and its representations. Remarkably these conditions, which are required for $B_k^2$ to be free of the expected rank $3k^2$, ensure that $B_k^n$ is free of the expected rank $k^n(2n - 1)!$ for any positive integer $n$. Presently, under the assumption that a certain element of the ground ring is not a zero divisor (see Assumption 2.2), we describe these admissibility conditions explicitly and prove that,
for a ring $R$ with parameters satisfying these conditions, the algebra $B^k_2(R)$ is $R$-free of rank $3k^2$. In [10, 12] we remove Assumption 2.2 and modify the relations of Definition 3.1 to produce relations which are necessary and sufficient for the freeness results to hold in the general case for all $n$, allowing us to construct a “generic” admissible ground ring.

The structure of the paper is as follows. In Section 2, we give the definition of $B^k_n$, and describe the class of ground rings we will consider. In Section 3, we give explicitly derive the admissibility conditions, which naturally arise as we construct a particular $B^k_2$-module $V$ of rank $k$ (see Lemma 3.4). Then in Section 4, using this rank $k$ module, we are able to construct the regular representation of $B^k_2$ and provide an explicit basis of the algebra. These results are stated but incompletely proved in Häring-Oldenburg [7]; specifically, additional arguments are needed to prove Lemma 25 of [7]. In the present paper we take a slightly different approach and the arguments we offer correct this problem. Goodman and Hauschild Mosley [4, 5] and Rui and Xu [9] have proven similar results using different methods, and imposing different conditions on the ground ring. We will show (see Corollary 4.5) that the conditions we impose are the most general under which $B^k_2$ is free of the expected rank.

The authors thank Bob Howlett for his helpful suggestions during the preparation of this manuscript, Fred Goodman for useful email correspondences, and the referee for his/her comments on this paper.

2. The Cyclotomic BMW algebras

Definition 2.1. Fix natural numbers $n$ and $k$. Let $R$ be a commutative ring containing units $q_0, q, \lambda$ and further elements $A_0, A_1, \ldots, A_{k-1}, q_1, q_2, \ldots, q_{k-1}$ such that $\lambda - \lambda^{-1} = \delta (1 - A_0)$ holds, where $\delta := q - q^{-1}$.

The cyclotomic BMW algebra $B^k_n(R)$ is defined to be the unital associative $R$-algebra generated by $Y^{\pm 1}, X_1^{\pm 1}, \ldots, X_{n-1}^{\pm 1}$ and $e_1, \ldots, e_{n-1}$ subject to the following relations:
\[ X_i - X_i^{-1} = \delta(1 - e_i) \]
\[ X_i X_j = X_j X_i \quad \text{for } |i - j| \geq 2 \]
\[ X_i X_{i+1} X_i = X_{i+1} X_i X_{i+1} \]
\[ X_i e_j = e_j X_i \quad \text{for } |i - j| \geq 2 \]
\[ e_i e_j = e_j e_i \quad \text{for } |i - j| \geq 2 \]
\[ X_i e_i = e_i X_i = \lambda e_i \]
\[ e_i X_{i \pm 1} e_i = \lambda^{-1} e_i \]
\[ X_i X_{i \pm 1} e_i = e_{i \pm 1} e_i = e_{i \pm 1} X_i X_{i \pm 1} \]
\[ e_i e_{i \pm 1} e_i = e_i \]
\[ Y^k = \sum_{i=0}^{k-1} q_i Y^i \]
\[ X_i Y X_j Y = Y X_j Y X_i \]
\[ Y X_i = X_i Y \quad \text{for } i > 1 \]
\[ Y X_1 Y e_1 = \lambda^{-1} e_1 = e_1 Y X_1 Y \]
\[ e_1 Y^m e_1 = A_m e_1 \quad \text{for } 0 \leq m \leq k - 1. \]

If the \( k \)th order relation \( Y^k = \sum_{i=0}^{k-1} q_i Y^i \) is omitted, one obtains the affine BMW algebra, studied by Goodman and Hauschild in [3]. Thus the cyclotomic BMW algebra is a quotient of the affine BMW algebra.

Note that the original definition in Häring-Oldenburg [7] requires that the \( k \)th order relation splits over \( R \); that is, it can be written \( \prod_{i=0}^{k-1} (Y - p_i) = 0 \) for some units \( p_i \in R \). We do not require this assumption.

In this paper we shall focus our attention on the algebra \( \mathcal{B}_2^k(R) \). We simplify our notation by omitting the index 1 of \( X_1 \) and \( e_1 \). Specifically, \( \mathcal{B}_2^k(R) \) is the unital associative \( R \)-algebra generated by \( Y^\pm 1 \), \( X^\pm 1 \) and \( e \) subject to the following relations:

\[ Y^k = \sum_{i=0}^{k-1} q_i Y^i \quad (1) \]
\[ X - X^{-1} = \delta(1 - e) \quad (2) \]
\[ X Y X Y = Y X Y X \quad (3) \]
\[ X e = \lambda e = e X \quad (4) \]
\[ Y X Y e = \lambda^{-1} e = e Y X Y \quad (5) \]
\[ e Y^m e = A_m e \quad \text{for } 0 \leq m \leq k - 1. \quad (6) \]

Throughout this paper, we make the following assumption:

**Assumption 2.2.** *The element \( \delta \in R \) is not a zero divisor.*
If we define $q_k = -1$, then $\sum_{i=0}^{k-1} q_i Y^i = 0$ and the inverse of $Y$ may then be expressed as a linear combination of nonnegative powers of $Y$ as follows:

$$Y^{-1} = -q_0^{-1} \sum_{i=0}^{k-1} q_{i+1} Y^i.$$  

**Remark:**
There is an anti-involution $*$ of $B_2^k(R)$ such that $Y^* = Y$, $X^* = X$ and $e^* = e$. (7)

Let $h_2^k(R)$ denote the unital associative $R$-algebra with generators $T_0^\pm 1$, $T_1^\pm 1$ and relations

$$T_0 T_1 T_0 T_1 = T_1 T_0 T_1 T_0$$

$$T_0^k = \sum_{i=0}^{k-1} q_i T_0^i$$

$$T_1^2 = \delta T_1 + 1.$$  

Here $h_2^k(R)$ is essentially the Ariki-Koike algebra $\mathfrak{H}$, with the parameters modified. It is clearly a quotient of $B_2^k(R)$, and indeed $B_2^k(R)/I \cong h_2^k$ as $R$-algebras, where $I$ is the two-sided ideal generated by $e$ in $B_2^k(R)$.

Using the relations of the algebra and the relation

$$XY^l e = \delta Y^{-1} X^{-1} X Y X^l Y e \quad \frac{\text{Eq. 3}}{\text{Eq. 4}}$$

$$Y^{-1} X Y^{-1} X Y^l e \quad \frac{\text{Eq. 1, 5}}{\text{Eq. 2, 6}}$$

it is straightforward to show the left ideal of $B_2^k$ generated by $e$ is $\langle Y^i e \mid 0 \leq i \leq k-1 \rangle$, where $\langle S \rangle$ denotes the $R$-submodule spanned by the set $S$.

As a consequence of the results in Goodman and Hauschild $\mathfrak{H}$, the set $\{Y^i e \mid i \in \mathbb{Z}\}$ is linearly independent in the affine BMW algebra, and so it seems natural to expect that the set $\{Y^i e \mid 0 \leq i \leq k-1\}$ will be linearly independent in the cyclotomic BMW algebra. However, for this to hold we must impose additional restrictions on our parameters $A_0, \ldots, A_{k-1}, q_0, \ldots, q_{k-1}, q, \lambda$. We say that our choice of parameters $A_0, \ldots, A_{k-1}, q_0, \ldots, q_{k-1}, q, \lambda$ is admissible if these conditions are satisfied. These conditions are given explicitly in Definition 3.1 below (under Assumption 2.2).

### 3. Construction of $V$

In this section we construct a $B_2^k$-module $V$ of rank $k$, under the assumption of admissibility. The action of $B_2^k$ on $V$ is motivated by
the action of $B_k$ on the left ideal $\langle Y^ie \mid 0 \leq i \leq k - 1 \rangle$, and we will show that this left ideal is indeed isomorphic to $V$ as $B_k$-modules (see Corollary 4.4).

Let $V$ be the free $R$-module of rank $k$ with basis $v_0, v_1, \ldots, v_{k-1}$. We want the isomorphism discussed above to send $v_i$ to $Y^i e$, so this motivates us to define a linear map $\mathcal{Y} : V \to V$ by

\[ \mathcal{Y} v_i = v_{i+1}, \quad \text{for } 0 \leq i \leq k - 2, \]  
\[ \mathcal{Y} v_{k-1} = \sum_{i=0}^{k-1} q_i v_i. \]  

Since $q_0$ is invertible, this guarantees that $\mathcal{Y}$ is invertible, with inverse

\[ \mathcal{Y}^{-1} v_i = v_{i-1}, \quad \text{for } 1 \leq i \leq k - 1, \]  
\[ \mathcal{Y}^{-1} v_0 = -q_0^{-1} \sum_{i=0}^{k-1} q_i v_i. \]  

Also $\mathcal{Y}^s v_0 = v_i$ for $i = 0, \ldots, k - 1$. Define $v_s = \mathcal{Y}^s v_0$ for all integers $s$. The definition of $\mathcal{Y} v_{k-1}$ gives

\[ \sum_{i=0}^{k-1} q_i \mathcal{Y} v_0 = 0. \]

For any integer $i$, applying $\mathcal{Y}^i$ to this gives

\[ \sum_{i=0}^{k-1} q_i \mathcal{Y}^i v_i = 0. \]  

Furthermore, since $\mathcal{Y}$ is invertible for any integer $l$ and, as $\{v_0, v_1, \ldots, v_{k-1}\}$ is a basis for $V$, the set

\[ \{\mathcal{Y}^0 v_0, \mathcal{Y}^1 v_1, \ldots, \mathcal{Y}^{k-1} v_{k-1}\} = \{v_0, v_1, \ldots, v_{k-1}\} \]  

is also a basis for $V$.

Now let us define linear maps $\mathcal{X}, \mathcal{E} : V \to V$ by

\[ \mathcal{X} v_0 = \lambda v_0, \]  
\[ \mathcal{X} v_1 = \lambda^{-1} \mathcal{Y}^{-1} v_0, \]  
\[ \mathcal{X} v_i = \mathcal{Y}^{-1} \mathcal{X} v_{i-1} - \delta v_{i-2} + \delta A_{i-1} \mathcal{Y}^{-1} v_0, \quad \text{for } 2 \leq i \leq k - 1, \]  
\[ \mathcal{E} v_i = A_i v_0, \quad \text{for } 0 \leq i \leq k - 1. \]  

Observe that substituting $i = 1$ into (16) reproduces (15), as $\lambda^{-1} = \lambda - \delta + \delta A_0$ in $R$. Also, note that the image of the map $\mathcal{E}$ is contained in $\langle v_0 \rangle$. Furthermore, let us denote by $\mathcal{W}$ the map $\mathcal{X} - \delta + \delta \mathcal{E}$. Thus (15) and (16) become

\[ \mathcal{X} v_i = \mathcal{Y}^{-1} \mathcal{W} v_{i-1}, \quad \text{for } 1 \leq i \leq k - 1. \]
Our aim is to show that $V$ is actually a $\mathcal{B}_2$-module, where the action of the generators $Y$, $X$ and $e$ are given by the maps $Y$, $X$ and $E$, respectively. In order to prove this, we require $YY^{-1}YY^{-1} = X$. By equations (10) and (18), this relation automatically holds on $v_1, \ldots, v_{k-1}$, so we need only ensure that

$$(X - YY^{-1})(v_0) = 0.$$ 

For convenience, we write the left hand side relative to the basis $\{v_0, v_{-1}, \ldots, v_{1-k}\}$. Let

$$(X - YY^{-1})(v_0) = q_0^{-1}\beta v_0 + \sum_{l=1}^{k-1} q_0^{-1}h_lv_{-l},$$

where $\beta$ and $h_l$ are elements of $R$. Let us calculate $h_l$ and $\beta$ explicitly.

By definition, since $\lambda_i = \lambda - \delta + \delta A_0$, we have $Wv_0 = \lambda^{-1}v_0$ and

$$Wv_i = (X - \delta + \delta E)v_i \overset{18}{=} YY^{-1}Wv_{i-1} - \delta v_i + \delta A_i v_0,$$

for $1 \leq i \leq k-1$. It is then easy to verify the following by induction on $l$.

Claim: For $0 \leq l \leq k-1$,

$$Wv_l = \lambda^{-1}v_{-l} + \delta \sum_{i=1}^{l} (A_{l+1-i}v_{1-i} - v_{l-2i+2}). \quad (19)$$

Indeed, when $l = 0$, the RHS of equation (19) is simply $\lambda^{-1}v_0$. Moreover, for $1 \leq l \leq k-1$, if the formula holds for $l-1$ then

$$Wv_l = YY^{-1}Wv_{l-1} - \delta v_l + \delta A_l v_0$$

ind. hypo.

$$\overset{\text{ind. hypo.}}{=} YY^{-1} \left( \lambda^{-1}v_{-l+1} + \delta \sum_{i=1}^{l-1} (A_{l-i}v_{1-i} - v_{l-2i+1}) \right) - \delta v_l + \delta A_l v_0$$

$$= \lambda^{-1}v_{-l} + \delta \sum_{i=1}^{l-1} (A_{l-i}v_{1-i} - v_{l-2i+2}) - \delta v_l + \delta A_l v_0$$

$$= \lambda^{-1}v_{-l} + \delta \sum_{i=1}^{l-1} (A_{l+i-1}v_{1-i} - v_{l-2i+2} + \delta(A_l v_0 - v_l)$$

$$= \lambda^{-1}v_{-l} + \delta \sum_{i=1}^{l-1} (A_{l+i-1}v_{1-i} - v_{l-2i+2}),$$
as required. Thus

\[-q_0 \sum_{l=1}^{k} q_l v_{l-1} - q_0 \sum_{l=1}^{k} q_l v_{l-1}\]

\[= \sum_{l=1}^{k} q_l \left[ \lambda^{-1} v_{l-1} + \delta \sum_{i=1}^{l-1} (A_{l-i} v_{l-i} - v_{l-2i+1}) \right]\]

\[= \lambda^{-1} \sum_{l=1}^{k} q_l v_{l-1} + \delta \sum_{i=1}^{k} \sum_{l=0}^{k-1} q_{k-l} v_{l-1} + \delta \sum_{i=1}^{k} \left( \sum_{l=0}^{k} q_l A_{l-i} \right) v_{l-1}\]

For now we focus on the last term. Let \( k = 2z - \epsilon \), where \( \epsilon = 0 \) if \( k \) is even and 1 if \( k \) is odd. That is, let \( z := \lceil k/2 \rceil \). Then

\[-\delta \sum_{i=1}^{k-1} \sum_{l=i+1}^{k} q_l v_{l-2i} = -\delta \sum_{i=1}^{k-1} \sum_{l=i+1}^{k} q_l v_{l-2i} - \delta \sum_{i=1}^{k-1} \sum_{l=i+1}^{k} q_l v_{l-2i}\]

\[= -\delta \sum_{i=1}^{k-1} \sum_{l=i+1}^{k} q_l v_{l-2i} + \delta \sum_{i=1}^{k-1} \sum_{l=0}^{i} q_l v_{l-2i}\]

\[= -\delta \sum_{i=1}^{k-1} \sum_{l=2i-k}^{iz} q_{2i-l} v_{l-1} + \delta \sum_{i=1}^{z-1} \sum_{l=1}^{2i} q_{2i-l} v_{l-1}\]

\[= -\delta \sum_{i=1}^{k-1} \sum_{l=\epsilon}^{\min(l+1,z)} q_{2i-l} v_{l-1} + \delta \sum_{l=1}^{k+\epsilon-2 \min(l,z-1)} \sum_{i=\lceil \frac{l}{2} \rceil} q_{2i-l} v_{l-1}.\]
Substituting this into the above expression for \(-q_0Y^{-1}WY^{-1}v_0\), we obtain the following:

\[
\beta v_0 + \sum_{l=1}^{k-1} h_l v_{-l} = q_0(X - Y^{-1}WY^{-1})v_0
\]

\[
= q_0 \lambda v_0 + \lambda^{-1} \sum_{l=1}^{k-1} (q_l + q_0^{-1}q_{k-l}) v_{-l} - \lambda^{-1}q_0^{-1}v_0
\]

\[
+ \delta \sum_{l=1}^{k-1} \left( \sum_{r=1}^{k-l} q_{r+l}A_r \right) v_{-l}
\]

\[
- \delta \sum_{l=\epsilon}^{k-2} \left( \sum_{i=\max(l+1,z)}^{\lfloor \frac{l+k-1}{2} \rfloor} q_{2i-l} \right) v_{-l} + \delta \sum_{l=1}^{k+\epsilon-2} \left( \sum_{i=\lceil \frac{l}{2} \rceil}^{\min(l,z-1)} q_{2i-l} \right) v_{-l}.
\]

Observe that the second last inner sum above is zero when \(l = k-1\), as is the last, provided \(\epsilon = 0\). The upper index of the outer sum can therefore be changed to \(k-1\) in both. Now, equating coefficients in the above equation implies that

\[
\beta = q_0 \lambda - q_0^{-1}\lambda^{-1} + (1-\epsilon)\delta,
\]

\[
h_l = \lambda^{-1}(q_l + q_0^{-1}q_{k-l}) + \delta \left[ \sum_{r=1}^{k-l} q_{r+l}A_r - \sum_{i=\max(l+1,z)}^{\lfloor \frac{l+k-1}{2} \rfloor} q_{2i-l} + \sum_{i=\lceil \frac{l}{2} \rceil}^{\min(l,z-1)} q_{2i-l} \right].
\]

**Definition 3.1.** Let \(R\) be as in Definition 2.1 (with Assumption 2.2). The family of parameters \((A_0, \ldots, A_{k-1}, q_0, \ldots, q_{k-1}, q, \lambda)\) is called **admissible** if the following two properties are satisfied:

(a) \(\lambda - \lambda^{-1} = \delta(1 - A_0)\);

(b) \(h_1 = \ldots = h_{k-1} = \beta = 0\), where the \(h_l\) and \(\beta\) are as defined above.

**Remark:** In the case when \(\delta\) is invertible, the relations \(h_l = 0\) may be viewed as a triangular system of equations for \(A_0, \ldots, A_{k-1}\).

**Remark:** Note that admissibility is defined in various ways in the literature. The definition of Haring-Oldenburg [7] differs slightly but involves the same equations as the above. Goodman and Hauschild Mosley [4, 5] use the above definition, under the assumption that \(R\) is an integral domain. Rui and Xu [9] give a definition involving different equations, which requires additional elements to not be zero divisors but is otherwise equivalent [6]. See [10] for a more detailed comparison.

**Remark:** In [10] we remove Assumption 2.2, and modify the above equations to obtain conditions which are necessary and sufficient for \(\mathcal{R}_2^k\) being a free \(R\)-module of rank \(3k^2\).
to be free of rank $3k^2$; in fact they also ensure that $B_n^k$ is free of rank $k^n(2n−1)!!$ for all $n$.

Henceforth assume that $R$ is as in Definition 2.1 and the parameters $A_0, . . . , A_{k−1}, q_0, . . . , q_{k−1}, q, λ$ are admissible. Denote $B^k_2(R)$ simply by $B^k_2$. Now we proceed to show that $V$ is a $B^k_2$-module.

By our argument above, $Y−1WY=XY$ holds on all of $V$ and hence rearranging gives $YX=XY=W=X^{−δ+δE}$.

Thus $YX = [δE, X] = [N, Y]$ and $YX = [N, Y] = [δE, X]$.

Therefore, by (20),

\[ \text{Im}([N, Y]) \subseteq \langle v_0 \rangle \quad \text{and} \quad \text{Im}([N, Y^{-1}]) \subseteq \langle v_0 \rangle. \]  

(21)

Observe that

\[ VXYXv_0 = λXYXYv_0 = λXYXv_1 = λYX(λ^{-1}Y^{-1}v_0) = v_0 \]

and

\[ VXYXv_1 = YXY(λ^{-1}Y^{-1}v_0) = λ^{-1}YXv_0 = λ^{-1}Y(λv_0) = v_1, \]

hence $Nv_0 = Nv_1 = 0$.

**Lemma 3.2.**

\[ Nv_l ∈ \langle v_1, v_2, . . . , v_{l−1} \rangle, \quad \text{for all } l ≥ 1, \]  

(22)

and

\[ Nv_{−m} ∈ \langle v_0, v_{−1}, . . . , v_{−(m−1)} \rangle, \quad \text{for all } m ≥ 0. \]  

(23)

**Proof.** We have already established $Nv_0 = Nv_1 = 0$ above. To prove the first assertion, we argue by induction on $l$. Assume that $l ≥ 2$ and $Nv_{l−1} ∈ \langle v_1, v_2, . . . , v_{l−2} \rangle$. Then, by (21) and the inductive hypothesis,

\[ Nv_l = [N, Y]v_{l−1} + YNv_{l−1} ∈ \langle v_1 \rangle + \langle v_2, . . . , v_{l−1} \rangle. \]
Thus $Nv_l \in \langle v_1, \ldots, v_{l-1} \rangle$ for all $l \geq 1$.
Similarly, we prove the second assertion by induction on $m$. Assume $m \geq 1$ and $Nv_{-(m-1)} \in \langle v_0, v_{-1}, \ldots, v_{-(m-2)} \rangle$. Then

\begin{equation}
Nv_{-m} = [N, \overline{Y}]^{-1}v_{-(m-1)} + \overline{Y}^{-1}Nv_{-(m-1)} \\
\in \langle v_0 \rangle + \langle v_{-1}, v_{-2}, \ldots, v_{-(m-2)} \rangle,
\end{equation}

by (21) and the inductive hypothesis. So $Nv_{-m} \in \langle v_0, v_{-1}, \ldots, v_{-(m-1)} \rangle$ for all $m \geq 0$.

\end{proof}

**Lemma 3.3.** $\overline{YYX}$ is the identity map on $V$.

*Proof.* We proceed by induction on $i$ to show that $Nv_i = 0$ for $i = 0, 1, \ldots, k - 1$. The cases $i = 0$ and $i = 1$ have been established above.

Suppose that $2 \leq i \leq k - 1$ and

\begin{equation}
Nv_0 = Nv_1 = \ldots = Nv_{i-1} = 0. \tag{24}
\end{equation}

Since $\{v_{i-1}, v_{i-2}, \ldots, v_i\}$ is a basis for $V$, by (13), we have that

\begin{equation}
v_i \in \langle v_{i-1}, v_{i-2}, \ldots, v_0, v_{-1}, \ldots, v_{i-k} \rangle.
\end{equation}

Together with our inductive hypothesis (21), this implies

\begin{equation}
Nv_i \in N\langle v_0, v_{-1}, \ldots, v_{i-k} \rangle \\
\subseteq \langle v_0, v_{-1}, \ldots, v_{i-k+1} \rangle, \text{ by } (23).
\end{equation}

However (22) states that $Nv_i \in \langle v_1, v_2, \ldots, v_{i-1} \rangle$. Again using that $\{v_{i-1}, v_{i-2}, \ldots, v_{i-k+1}, v_{i-k}\}$ forms a basis for $V$,

\begin{equation}
\langle v_1, v_2, \ldots, v_{i-1} \rangle \cap \langle v_0, v_{-1}, \ldots, v_{i-k+1} \rangle = 0.
\end{equation}

Therefore $Nv_i = 0$. So by induction on $i$, we have proved that $Nv_i = 0$ for all $0 \leq i \leq k - 1$, as required. \hfill \square

**Lemma 3.4.** (cf. Lemma 25 of H"aring-Oldenburg [7])

Suppose the choice of parameters in $R$ satisfy the admissibility conditions. Then the following relations hold on $V$:

\begin{align*}
\sum_{l=0}^{k} q_l \overline{Y} &= 0 \tag{25} \\
\overline{X}\overline{W} &= \overline{W}\overline{X} = 1 \tag{26} \\
\overline{X}\overline{E} &= \lambda \overline{E} = \overline{E}\overline{X} \tag{27} \\
\overline{Y}\overline{Y}\overline{Y}\overline{Y} &= \overline{XX\overline{Y}} \tag{28} \\
\overline{E}\overline{Y}^m\overline{E} &= A_m \overline{E}, \text{ for all } 0 \leq m \leq k - 1, \tag{29} \\
\overline{E}\overline{Y}\overline{X}\overline{Y} &= \overline{Y}\overline{Y}\overline{X}\overline{E} = \lambda^{-1} \overline{E}. \tag{30}
\end{align*}

Furthermore $V$ is a $B_2^k(R)$-module, where the actions of $Y$, $X$, $X^{-1}$ and $e$ on $V$ are given by the maps $\overline{Y}$, $\overline{X}$, $\overline{W}$ and $\overline{E}$, respectively.
Proof. The $k$th order relation (25) is immediate from (12). As a consequence of Lemma 3.3,
\[ \mathcal{W} \mathcal{X} = \mathcal{Y} \mathcal{X} \mathcal{W} \mathcal{X} = 1. \]
Clearly, this implies
\[ \mathcal{X} \mathcal{W} = \mathcal{X} \mathcal{Y} \mathcal{X} \mathcal{Y} = \mathcal{Y}^{-1}(\mathcal{Y} \mathcal{X} \mathcal{Y} \mathcal{X}) \mathcal{Y} = \mathcal{Y}^{-1}(1) \mathcal{Y} = 1. \]
Hence we have proved (26) and (28). Moreover,
\[ [\delta \mathcal{E}, \mathcal{X}] = [\mathcal{W}, \mathcal{X}] = 0. \]
We have assumed that $\delta$ is not a zero divisor in $R$, and $\text{End}_R(V)$ is a free $R$-module, so $X$ commutes with $E$. Thus using (17) and (14),
\[ E \mathcal{X} = \mathcal{X} E = \lambda E, \]
proving (27). Equation (29) follows easily from (8) and (17). Furthermore, since $\mathcal{Y} \mathcal{X} \mathcal{Y} = \mathcal{W}$, (26) and (27) imply (30). The last assertion of Lemma 3.4 now follows immediately. \[ \square \]

4. Constructing the Regular Representation of $B^k_2$

In this section, under the assumptions of admissibility, we shall prove that $B^k_2(R)$ is a free $R$-module of rank $3k^2$ and provide an explicit basis of $B^k_2(R)$; consequently, we show that $\{Y^i eY^j | i, j = 0, \ldots, k - 1\}$ is a basis of the two-sided ideal of $B^k_2(R)$ generated by $e$.

Recall that $\{v_i | r \leq i < r + k\}$ forms a basis for $V$ for any integer $r$. Therefore, the $R$-module $\Xi_0 = V \otimes_R V$ has basis
\[ \{v_{ij} | r \leq i < r + k \text{ and } s \leq j < s + k\} \]
for any integers $r$ and $s$, where $v_{ij} = v_i \otimes v_j$. In particular, $\Xi_0$ is $R$-free of rank $k^2$. The anti-involution $^*$ permits us to make $\Xi_0 = V \otimes V$ into a $(B^k_2, B^k_2)$-bimodule with left action satisfying
\[ a(v \otimes v') = av \otimes v' \]
and right action satisfying
\[ (v \otimes v')b = v \otimes (b^* v'), \]
for all $a, b \in B^k_2$ and $v, v' \in V$. In particular, for each integer $j$ there is a $B^k_2$-module isomorphism from $V$ to $\langle v_{ij} | i \in \mathbb{Z} \rangle$ taking $v_i$ to $v_{ij}$ for all $i$. We now build the regular representation of $B^k_2$.

Let $\Xi_1$ and $\Xi_2$ be $R$-modules isomorphic to $\Xi_0$, with isomorphisms $\xi_1 : \Xi_0 \to \Xi_1$ and $\xi_2 : \Xi_0 \to \Xi_2$. Define
\[ \Xi = \Xi_0 \oplus \Xi_1 \oplus \Xi_2, \]
so that $\Xi$ is $R$-free of rank $3k^2$. For all integers $i$ and $j$, define $u_{ij} = \xi_1(v_{ij}) \in \Xi_1$ and $w_{ij} = \xi_2(v_{ij}) \in \Xi_2$. Now (12) gives
\[ \left( \sum_{l=0}^{k} q^l v_{i+l} \right) \otimes v_j = \xi_1 \left( \sum_{l=0}^{k} q^l v_{i+l} \right) = 0. \]
Expanding and applying $\xi_1$ and $\xi_2$, we obtain
\[
\sum_{l=0}^{k} qv_{i+l,j} = \sum_{l=0}^{k} qu_{i+l,j} = \sum_{l=0}^{k} qw_{i+l,j} = 0
\]
\[
\sum_{l=0}^{k} qv_{i,j+l} = \sum_{l=0}^{k} qu_{i,j+l} = \sum_{l=0}^{k} qw_{i,j+l} = 0,
\]
for any integers $i$ and $j$.

In order to give $\Xi$ a $B^k_2$-module structure, we shall define linear maps in $\text{End}_R(\Xi)$, again denoted by $Y$, $X$ and $E$, and show they satisfy the defining relations of $B^k_2$. We already have a left $B^k_2$-module structure on $\Xi_0$, so we define $Y$, $X$ and $E$ to act on $\Xi_0$ as $Y$, $X$ and $e$, respectively. Thus it follows that
\[
Yv_{ij} = v_{i+1,j},
\]
and
\[
Xv_{ij} = \lambda v_{ij},
\]
\[
Xu_{ij} = X^{-1}Xv_{i-1,j} - \delta v_{i-2,j} + \delta A_{i-1}Y^{-1}v_{0j}, \quad \text{for } 1 \leq i \leq k-1,
\]
\[
Ev_{ij} = A_i v_{0j}, \quad \text{for } 0 \leq i \leq k-1.
\]

The aim is to prove $\Xi$ is isomorphic to the regular representation with $v_{ij}$, $u_{ij}$ and $w_{ij}$ corresponding to $Y^i e Y^j$, $Y^i X Y^j$ and $X Y^i X Y^j$, respectively. Motivated by this, the following definitions are made for $i, j \in \{0, \ldots, k-1\}$:
\[
Ev_{ij} = v_0 Y^i X Y^j,
\]
\[
Ev_{ij} = v_0 X Y^i X Y^j = \lambda Ev_{ij},
\]
\[
Xu_{ij} = u_{ij},
\]
\[
Xw_{ij} = u_{ij} + \delta w_{ij} - \delta \lambda Ev_{ij},
\]
\[
Yv_{ij} = u_{i+1,j},
\]
\[
Yw_{ij} = \lambda Y^i X v_{ij},
\]
where, as in the construction of the $B^k_2$-module $V$, $\lambda$ denotes the linear map $X - \delta + \delta E$. Note that (33) and (34) make use of the right $B^k_2$-module structure of $\Xi_0$. Since $v_{ij}$, $u_{ij}$ and $w_{ij}$ satisfy the $k$-th order relations (31), an easy argument shows that (32)–(38) are satisfied for any integers $i$ and $j$.

**Lemma 4.1.** For any integer $i$,
\[
Yw_{1i} = w_{1,i+1}.
\]

**Proof.** Because $Y X Y v_0 = X^{-1}v_0 = \lambda^{-1}v_0$, we have
\[
Y X Y v_0 = \lambda^{-1}v_0 \quad \text{and} \quad v_0 Y X Y = \lambda^{-1}v_0.$
Thus
\[ \Psi w_{1i} = \prod u_{i+1} + \delta u_{i+1} - \delta Y X v_{1i} \]
\[ = (X - \delta + \delta E)u_{1,i+1} + \delta u_{1,i+1} - \delta Y XY v_{0i} \]
\[ = X u_{1,i+1} + \delta v_{00} Y X v_{i+1} - \delta v_{00} Y v_{i} \]
\[ = X u_{1,i+1}, \]
as required.

\[ \square \]

**Theorem 4.2.** The maps \( \overline{X}, \overline{W}, \overline{Y}, \overline{E} : \Xi \to \Xi \) defined above satisfy the following identities:
\[ XW = WX = 1 \quad (40) \]
\[ XE = EX = \lambda E \quad (41) \]
\[ XYXY = YXYX \quad (42) \]
\[ EYXY = YXYE = \lambda^{-1} E \quad (43) \]
\[ \sum_{l=0}^{k} q_l Y^l = 0. \quad (45) \]

Furthermore \( \Xi \) is \( \mathcal{B}_k \)-module where the actions of the generators \( Y, X, X^{-1} \) and \( e \) on \( \Xi \) are given by the maps \( \overline{Y}, \overline{X}, \overline{W} \) and \( \overline{E} \), respectively.

**Proof.** Recall that the actions of \( \overline{X}, \overline{Y} \) and \( \overline{E} \) on \( \Xi_0 \) are defined by the \( \mathcal{B}_k \)-module structure on \( \Xi_0 \). Thus all the relations hold immediately on \( \Xi_0 \) and we need only verify them on the \( u_{ij} \) and \( w_{ij} \).

**Claim:** \( \overline{X} \overline{W} = \overline{W} \overline{X} = 1 \) and \( \overline{X} \overline{E} = \overline{E} \overline{X} = \lambda \overline{E} \).

Fix integers \( i \) and \( j \). It is easy to see that \( \overline{X} \) and \( \overline{E} \) preserves the three dimensional \( R \)-submodule of \( \Xi \) spanned by \( \{u_{ij}, w_{ij}, E u_{ij}\} \), and that their actions on this \( R \)-submodule are given by the matrices
\[
\overline{X} = \begin{pmatrix} 0 & 1 & 0 \\ 1 & \delta & 0 \\ 0 & -\delta \lambda & \lambda \end{pmatrix} \quad \text{and} \quad \overline{E} = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 1 & \lambda & A_0 \end{pmatrix},
\]
respectively. Using the fact that \( \lambda - \delta + \delta A_0 = \lambda^{-1} \) in \( R \), a direct computation shows \( \overline{X}(\overline{X} - \delta I_3 + \delta \overline{E}) = (\overline{X} - \delta I_3 + \delta \overline{E}) \overline{X} = I_3 \).

Thus \( \overline{X} \overline{W} \) and \( \overline{W} \overline{X} \) both act as the identity on this submodule, and in particular on \( u_{ij} \) and \( w_{ij} \). This proves (40). Similarly, it is easily shown that \( \overline{X} \overline{E} = \overline{E} \overline{X} = \lambda \overline{E} \), so that \( \overline{X} \overline{E} = \overline{E} \overline{X} = \lambda \overline{E} \) on \( \Xi \), giving (41).

Now that we have proved (40), we may rewrite \( \overline{W} \) as \( \overline{X}^{-1} \). Our next step is to show that relation (42) holds on the \( u_{ij} \).
Claim: \((XYXY)_{ij} = (YXYX)_{ij}\).

We have

\[
XYXY_{ij} \overset{37}{=} XYX_{i+1,j} \\
\overset{35}{=} XYw_{i+1,j} \\
\overset{38}{=} X(X^{-1}u_{i+1,j+1} + \delta u_{1,i+j+1} - \delta YXv_{i+1,j}) \\
\overset{35, 32}{=} u_{i+1,j+1} + \delta w_{1,i+j+1} - \delta XYXY_{ij}.
\]

On the other hand,

\[
\overset{\text{35}}{\gamma}XY\gamma_{ij} \overset{36}{=} \gammaXY_{ij} \\
\overset{38}{=} YX(X^{-1}u_{i,j+1} + \delta u_{1,i+j} - \delta YXv_{ij}) \\
\overset{35}{=} \gamma(u_{i,j+1} + \delta w_{1,i+j} - \delta XYXv_{ij}) \\
\overset{37}{=} u_{i+1,j+1} + \delta \gamma w_{1,i+j} - \delta YXY_{ij} \\
\overset{39, 33}{=} u_{i+1,j+1} + \delta w_{1,i+j+1} - \delta XYXY_{ij}.
\]

This proves our claim:

\[
(\gammaXY\gamma)_{ij} = (\gammaXY\gamma)_{ij}.
\]

To prove \((\gammaXY\gamma)_{ij} = (\gammaXY\gamma)_{ij}\), we need to first prove \(33\).

Claim: \(\gammaXY\gamma E_{ij} = \lambda^{-1}E_{ij} = E\gammaXY\gamma_{ij}\) and \(\gammaXY\gamma E_{ij} = \lambda^{-1}E_{ij} = E\gammaXY\gamma_{ij}\).

It is easy to see that

\[
\gammaXY\gamma E_{ij} \overset{33}{=} YXYv_{00}Y^iXY^j \\
\overset{=}{} = \lambda^{-1}v_{00}Y^iXY^j \\
\overset{33}{=} \lambda^{-1}E_{ij}.
\]
Recall that $XY$ acts as $X - \delta + \delta e$ on $V$. Therefore if $0 \leq i \leq k - 1$, then

$$
\begin{align*}
\mathcal{E}YXY u_{ij} &\equiv \mathcal{E}YX u_{i+1,j} \\
&\equiv \mathcal{E}Y Y u_{i+1,j} \\
&\equiv \mathcal{E}(X^{-1} u_{i+1,j+1} + \delta u_{i,j+1} - \delta Y X v_{i+1,j}) \\
&\equiv \lambda^{-1} E u_{i+1,j+1} + \delta E u_{i,j+1} - \delta e Y X v_{i+1,j} \\
&\equiv \lambda^{-1} v_{00} Y^{i+1} X Y^{j+1} + \delta v_{00} Y X Y^{i+j+1} - \delta e Y X Y v_{ij} \\
&\equiv \lambda^{-1} v_{00} Y^{i}(X - \delta + \delta e) Y^{j} + \delta \lambda^{-1} v_{00} Y^{i+j} - \delta e Y Y v_{ij} \\
&\equiv \lambda^{-1} E u_{ij} + \delta \lambda^{-1} v_{00} e Y^{j} - \delta \lambda^{-1} A_i v_{00} \\
&\equiv \lambda^{-1} E u_{ij} + \delta \lambda^{-1} A_i v_{00} Y^{j} - \delta \lambda^{-1} A_i v_{00} Y^{j} \\
&= \lambda^{-1} \mathcal{E} u_{ij}.
\end{align*}
$$

Hence $\mathcal{E}YXY E u_{ij} = \mathcal{E}YXX u_{ij} = \lambda^{-1} \mathcal{E} u_{ij}$. Moreover, this implies

$$
\begin{align*}
\mathcal{E}YXX E w_{ij} &\equiv \lambda(\mathcal{E}YXY E u_{ij}) = \lambda \lambda^{-1} \mathcal{E} u_{ij} = \lambda^{-1} \mathcal{E} w_{ij}
\end{align*}
$$

and

$$
\begin{align*}
\mathcal{E}YXY w_{ij} &\equiv \mathcal{E}YXY X u_{ij} \\
&\equiv \mathcal{E}XYXY u_{ij} \\
&\equiv \mathcal{X} \mathcal{E}XYXY u_{ij} \\
&= \lambda^{-1} \mathcal{X} \mathcal{E} u_{ij} \\
&\equiv \lambda^{-1} \mathcal{X} u_{ij} \\
&\equiv \lambda^{-1} \mathcal{E} w_{ij} \\
&\equiv \lambda^{-1} \mathcal{E} w_{ij}.
\end{align*}
$$

Hence $\mathcal{E}YXY E w_{ij} = \lambda^{-1} \mathcal{E} w_{ij} = \mathcal{E}YXX w_{ij}$, finishing our proof of (43). We are now ready to show that $\mathcal{X} \mathcal{Y} \mathcal{X} \mathcal{Y} w_{ij} = \mathcal{Y} \mathcal{X} \mathcal{Y} \mathcal{X} w_{ij}$. By (40) and (41), we have $\mathcal{X}^2 = 1 + \delta \mathcal{X} - \delta \lambda \mathcal{E}$. Thus
\[
\begin{align*}
\Gamma \bar{X} \bar{Y} X w_{ij} & \overset{35}{=} \Gamma \bar{X} \bar{Y} X^2 u_{ij} \\
& = \Gamma \bar{X} \bar{Y} (1 + \delta \bar{X} - \delta \lambda \bar{E}) u_{ij} \\
& \overset{46}{=} (1 + \delta \bar{X} - \delta \lambda \bar{E}) \bar{X} \bar{Y} u_{ij} \\
& = \bar{X}^2 \bar{Y} X u_{ij} \\
& \overset{46}{=} \bar{X} \bar{Y} \bar{X} X u_{ij} \\
& \overset{35}{=} \bar{X} \bar{Y} \bar{Y} w_{ij}.
\end{align*}
\]

Hence this proves (42).

For any integer \( l \) and for \( 0 \leq m \leq k - 1 \), we have

\[
\overline{E} Y^m v_{0l} = e Y^m v_{0l} = e v_{ml} = A_m v_{0l}.
\]

Thus \( \overline{E} Y^m \) acts as \( A_m \) on \( \langle v_{0l} \mid 0 \leq l \leq k - 1 \rangle \). However, it is clear from the definitions that the image of \( \overline{E} \) lies in \( \langle v_{0l} \mid 0 \leq l \leq k - 1 \rangle \). Therefore \( \overline{E} Y^m \overline{E} = A_m \overline{E} \), giving (44).

It now remains to show that \( \overline{Y} \) satisfies the \( k \)-th order relation (45).

It follows directly from (31), (32) and (37) that

\[
\sum_{l=0}^{k} q_l \bar{Y}^l w_{ij} = 0,
\]

for all integers \( i \) and \( j \). We shall prove \( \sum_{l=0}^{i} q_l \bar{Y}^l w_{ij} = 0 \) for all \( i \geq 1 \) by induction on \( i \).

It is clear from (39) that \( \bar{Y}^i w_{ij} = w_{1,j+i} \) for any integer \( j \). Thus

\[
\sum_{l=0}^{k} q_l \bar{Y}^l w_{ij} = \sum_{l=0}^{k} q_l w_{1,j+i} \overset{31}{=} 0,
\]

proving the case \( i = 1 \). Suppose the inductive hypothesis holds for some \( i \geq 1 \). Recall, by definition (32), \( \bar{X} w_{ij} = u_{ij} + \delta w_{ij} - \delta \lambda \bar{E} u_{ij} \). Then, using (37) and (38),

\[
\overline{X} \bar{X} w_{ij} = u_{i+1,j} + \delta \overline{X}^{-1} u_{i,j+1} + \delta^2 u_{i,j+1} - \delta^2 \overline{X} X v_{ij} - \delta \lambda \overline{Y} \bar{E} u_{ij}.
\]

Applying \( \overline{X} \) to both sides and rearranging gives

\[
w_{i+1,j} = \overline{X} \bar{X} w_{ij} - \delta u_{i,j+1} - \delta^2 w_{i,j+1} + \delta^2 \overline{X} X v_{ij} + \delta \lambda \overline{X} \bar{E} u_{ij}.
\]

Now, the terms \( u_{i,j+1} \), \( \overline{X} X v_{ij} \) and \( \overline{X} \bar{E} u_{ij} \) lie in the \( R \)-submodule \( \Xi_0 \oplus \Xi_1 \). We know the operator \( \sum_{l=0}^{k} q_l \bar{Y}^l \) acts as the zero operator on
this submodule, so applying this operator to both sides gives

\[ \sum_{l=0}^{k} q_l Y^l w_{i+1,j} = \sum_{l=0}^{k} q_l Y^l X Y^X w_{ij} - \delta^2 \sum_{l=0}^{k} q_l Y^l w_{1,i+j} \]

by the inductive hypothesis and the \( i = 1 \) case proved above. Therefore we have proved by induction on \( i \), for all \( i \geq 1 \).

We have now constructed a free \( \mathcal{D}_2(R) \)-module of rank \( 3k^2 \). The following theorem shows that \( \Xi \) is in fact isomorphic to \( \mathcal{D}_2^k \), naturally considered as a \( \mathcal{D}_2^k \)-module. Moreover, it states explicitly the bijection between our basis of \( \Xi \) and a basis of \( \mathcal{D}_2^k \).

**Theorem 4.3.** (cf. Proposition 29 of Härting-Oldenburg [7])

The \( R \)-module homomorphism \( \phi : \Xi \to \mathcal{D}_2^k \) defined by

\[
\begin{align*}
    v_{ij} &\mapsto Y^i e Y^j \\
u_{ij} &\mapsto Y^i X Y^j \\
w_{ij} &\mapsto X Y^{i} X Y^j
\end{align*}
\]

is a \( \mathcal{D}_2^k \)-module isomorphism. Furthermore \( \mathcal{D}_2^k \) is \( R \)-free of rank \( 3k^2 \) with basis \( \{ Y^i e Y^j, Y^i X Y^j, X Y^{i} X Y^j \mid i, j = 0, \ldots, k - 1 \} \).

**Proof.** To show that \( \phi \) is a \( \mathcal{D}_2^k \)-module homomorphism, it suffices to check that \( \phi(ax_{ij}) = a\phi(x_{ij}) \) for \( a \in \{ X, Y, e \} \) and \( x \in \{ u, v, w \} \). This is straightforward to verify using the algebra relations and the definitions of \( X, Y \) and \( E \).

Let \( \kappa = X^{-1} u_{00} \in \Xi \). Consider the \( \mathcal{D}_2^k \)-module homomorphism \( \zeta : \mathcal{D}_2^k \to \Xi \) defined by

\[ a \mapsto a\kappa. \]

We will show that \( \phi \) and \( \zeta \) are mutual inverses. Certainly \( \zeta(1) = \kappa \) and

\[ \phi(\kappa) = X^{-1}\phi(u_{00}) = X^{-1}X = 1. \]

Thus \( \phi(\zeta(1)) = 1 \). But \( \phi \zeta \) is a \( \mathcal{D}_2^k \)-module homomorphism and 1 generates \( \mathcal{D}_2^k \) as a \( \mathcal{D}_2^k \)-module, so \( \phi \zeta \) is the identity. The same argument will show that \( \zeta \phi \) is the identity, provided we can show that \( \kappa \) generates \( \Xi \), as a \( \mathcal{D}_2^k \)-module. Let \( \mathcal{D}_2^k \kappa \) be the submodule of \( \Xi \) generated by \( \kappa \). Certainly \( \mathcal{D}_2^k \kappa \) contains \( X \kappa = u_{00} \). Thus \( \mathcal{D}_2^k \kappa \) also contains \( X Y u_{00} = w_{10} \).

Now, for any integers \( i \) and \( j \), the element

\[ Y_{i-1}^{-1} X_{-1}^{-1} Y_{j} w_{10} \overset{39}{=} Y_{i-1}^{-1} X_{-1}^{-1} w_{1j} \overset{33}{=} Y_{i-1}^{-1} u_{1j} \overset{37}{=} u_{ij} \]
is contained in $B^k_2 \kappa$. Applying $X$, we also have $w_{ij} \in B^k_2 \kappa$. Finally $B^k_2 \kappa$ contains

$$\lambda^{-1}Y^i e u_{0j} = \lambda^{-1}v_{00}X Y^j = Y^i v_{00} Y^j = v_{ij}$$

for all integers $i$ and $j$. Therefore $B^k_2 \kappa = \Xi$, so that $\phi$ and $\zeta$ are mutual inverses as claimed. Hence $B^k_2(R)$ is a free $R$-module of rank $3k^2$ and $\{Y^i e Y^j, Y^i X Y^j, X Y^i X Y^j \mid i, j = 0, \ldots, k - 1\}$ is an $R$-basis of $B^k_2(R)$.

□

Corollary 4.4. (Lemma 26 of H"aring-Oldenburg [7])

The two-sided ideal of $B^k_2(R)$ generated by $e$ is a free $R$-module with basis $\{Y^i e Y^j \mid i, j = 0, \ldots, k - 1\}$. Moreover, as a left $B^k_2(R)$-module, it is isomorphic to a direct sum decomposition of $k$ copies of $V$. Specifically

$$\{Y^i e Y^j \mid i = 0, \ldots, k - 1\}$$

is isomorphic to $V$ for each $j = 0, \ldots, k - 1$.

Proof. By Theorem 4.3, the restriction of $\phi$ to $\Xi_0 = V \otimes_R V$ is an injective $B^k_2$-module homomorphism $\phi' : V \otimes_R V \rightarrow B^k_2$. Now $V \otimes_R V$ has an $R$-basis $\{v_{ij} \mid i, j = 0, \ldots, k - 1\}$, so

$$\{\phi'(v_{ij}) \mid i, j = 0, \ldots, k - 1\} = \{Y^i e Y^j \mid i, j = 0, \ldots, k - 1\}$$

is an $R$-basis for $\text{Im}(\phi')$. Now $\text{Im}(\phi')$ is a left ideal of $B^k_2$, since $\phi'$ is a $B^k_2$-module homomorphism. But $(Y^i e Y^j)^* = Y^j e Y^i$. Thus $\text{Im}(\phi')$ is invariant under $*$, so it is a two sided ideal of $B^k_2$. It clearly contains and is generated by $e$, so it is exactly the two sided ideal generated by $e$. Finally $V \otimes_R V$ has the following $B^k_2$-module decomposition:

$$V \otimes_R V = \bigoplus_{j=0}^{k-1} V \otimes_R v_j,$$

where each summand is isomorphic to $V$ as a $B^k_2$-module. Applying the isomorphism $\phi'$,

$$B^k_2 e B^k_2 = \bigoplus_{j=0}^{k-1} \{Y^i e Y^j \mid i = 0, \ldots, k - 1\},$$

and again each summand is isomorphic to $V$. □

Corollary 4.5. Let $R$ be as in Definition 2.1 (with Assumption 2.2). The following are equivalent:

1. $B^k_2$ is a free $R$-module of rank $3k^2$.
2. The set $\{Y^i e \mid 0 \leq i \leq k - 1\}$ is linearly independent in $B^k_2$.
3. $B^k_2$ admits a module which is free over $R$ of rank $k$, on which
   the actions of $X$, $Y$ and $e$ are described by $\{8, 9, 14, 17\}$. 


The parameters of \( R \) are admissible.

Proof. For any ground ring \( R \), the set \( \{Y^i e Y^j, Y^i XY^j, XY^i XY^j \mid i, j = 0, \ldots, k - 1\} \) spans \( \mathcal{B}_k^2 \); indeed the span is invariant under left multiplication by \( X, Y \) and \( e \) (the actions are described by (33)–(38)) and contains \( X^{-1}(Y^0 XY^0) = 1 \). Therefore if (1) holds, this set must be a basis, and in particular (2) holds. If (2) holds, then \( V = \langle Y^i e \mid 0 \leq i \leq k - 1 \rangle \) is a module satisfying the conditions of (3). We showed that (3) implies (4) in deriving the admissibility conditions. Finally (4) implies (1) by Theorem 4.3. \( \square \)
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