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Abstract

We generalise the concept of duality to lattice equations. We derive a novel 3 dimensional lattice equation, which is dual to the lattice AKP equation. Reductions of this equation include Rutishauser’s quotient-difference (QD) algorithm, the higher analogue of the discrete time Toda (HADT) equation and its corresponding quotient-quotient-difference (QQD) system, the discrete hungry Lotka-Volterra system, discrete hungry QD, as well as the hungry forms of HADT and QQD. We provide three conservation laws, we conjecture the equation admits N-soliton solutions and that reductions have the Laurent property and vanishing algebraic entropy.
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1 Introduction

Our aim in the present paper is threefold:

1. To generalise the concept of duality (introduced in [29] for ordinary difference equations) to lattice equations;
2. To use duality to derive the 3 dimensional (3D) lattice equation

\[
0 = a_1 \left( \tau_{k,l+1,m+1} + \tau_{k+1,l,m+1} - \tau_{k,l,m+1} \right)
+ a_2 \left( \tau_{k+l+1,m+1} + \tau_{k+1,l,m+1} - \tau_{k,l,m+1} \right)
+ a_3 \left( \tau_{k+l+1,m+1} + \tau_{k+1,l,m+1} - \tau_{k,l,m+1} \right)
+ a_4 \left( \tau_{k+l+1,m+1} + \tau_{k+1,l,m+1} - \tau_{k,l,m+1} \right)
\]

(1)

3. To provide conservation laws for equation (1), to present reductions to two dimensional integrable systems, and to support our conjecture that equation (1) admits N-soliton solutions and its reductions have the Laurent property and vanishing algebraic entropy.

Most of currently known integrable 3D lattice equations are related to discretizations of the three continuous 3D Kadomtsev-Petviashvili equations called AKP, BKP and CKP. The lattice AKP equation,

\[
A_{k+1,l,m+1} + B_{k+l+1,m} + C_{k+l+1,m+1} = 0,
\]

was first derived by Hirota [18], and is also called the Hirota-Miwa equation [28]. The more general lattice BKP equation (also called the Miwa equation),

\[
A_{k+1,l,m+1} + B_{k+l+1,m} + C_{k+l+1,m+1} + D_{k+l+1,m+1} = 0,
\]

(3)

was first found by Miwa in [25]. The lattice CKP equation,

\[
\left( \tau_{k+1,l+1,m+1} + \tau_{k+1,l,m+1} \right)^2
= 4 \left( \tau_{k+1,l+1,m+1} \right) \left( \tau_{k+1,l+1,m+1} \right)
\]

(4)

1
was first derived by Kashaev as a 3D lattice model associated with the local Yang-Baxter relation [22], and later was independently found by King and Schief [23] as a superposition principle for the continuous CKP equation. This equation is also formulated as a hyperdeterminant in [33].

The AKP equation is a bilinear equation on a six-point octahedral stencil (A3 lattice). Equations of this type have been classified with respect to multi-dimensional consistency in [1]. The lattice BKP and CKP equations are both defined on an 8-point cubic stencil. However, whereas lattice BKP is bilinear, the lattice CKP is quartic and nonlinear. A nonlinear form of the AKP equation (quartic and defined on a 10-point stencil) was given in [13, equation 5.5]. A quintic nonlinear non-potential lattice AKP equation was given in [11, equation 3.19]. This equation is defined on a 10-point stencil [11, Figure 3].

Figure 1: The 14-point stencil of equation (1).

Given that the number of known integrable 3D lattice equations is quite small, cf. [16, Sections 3.9-3.10], any possible addition to this number would seem worthwhile pursuing.

The idea of duality for ordinary difference equations is as follows: given an ordinary difference equation (OΔE), $E = E(u_n, u_{n+1}, \ldots, u_{n+d}) = 0$, with an integral, $K[n] = K(u_n, u_{n+1}, \ldots, u_{n+d-1})$, the difference of the integral with its upshifted version factorises $K[n+1] - K[n] = E\Lambda$. The quantity $\Lambda$ is called an integrating factor. The equation $\Lambda = 0$ is a dual equation to the equation $E = 0$, both equations share the same integral. If $E = 0$ has several integrals $K_i$, then a linear combination of them gives rise to a dual with parameters:

$$\sum_i a_i K_i[n+1] - \sum_i a_i K_i[n] = E \left( \sum_i a_i \Lambda_i \right).$$

In [29] duals to $(d - 1, -1)$-periodic reductions of the modified Korteweg-de Vries (mKdV) lattice equation are shown to be integrable maps, namely level-set-dependent mKdV maps. In [4] a novel hierarchy of maps is found by applying the concept of duality to the linear equation $u_n = u_{n+d}$, and $\lfloor d-1 \rfloor$ integrals are provided explicitly. The integrability of these maps is established in [20]. We note that dual equations are not necessarily integrable; examples exist where the dual is not integrable [5].

Given a 2D lattice equation, $E = E(u_{k,l}, \ldots, u_{k+d,l+e}) = 0$, instead of considering differences of integrals we now consider conservation laws:

$$P[k+1,l] - P[k,l] + Q[k,l+1] - Q[k,l] = E\Lambda.$$

Here the quantity $\Lambda$ is called the characteristic of the conservation law. Again the equation $\Lambda = 0$ or a linear combination, $\sum_i a_i \Lambda_i = 0$, can be viewed as the dual equation to $E = 0$. The situation for 3D lattice equations is similar.

The structure of the paper is as follows. In section 2 we present a 3D lattice equation which is dual to the lattice AKP equation, and we provide a matrix formula which simultaneously captures four conservation laws for the AKP equation as well as three conservation laws for the dual AKP equation. In section 3 we show that these conservation laws give rise to quotients-difference formulations, in the same way that Rutishauser’s quotient-difference (QD) algorithm [30] is a quotient-difference formulation of the discrete-time Toda equation [19].

In
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Seven characteristics of conservation laws for the lattice AKP equation can be obtained from the results in [26]. In section 7 we show that 2-periodic reductions of the dual AKP equation have quadratic growth.

## 2 Derivation of a dual to the lattice AKP equation, and a matrix conservation law

Seven characteristics of conservation laws for the lattice AKP equation can be obtained from the results in [26]. We choose to only consider the parameter independent ones and we set all arbitrary functions equal to 1. We will denote shifts in $k$ using tildes, shifts in $l$ by hats, and shifts in $m$ by e.g. $\hat{1}=\tau_{k+1,l+1,m-1}$. The four characteristics (denoted $\Lambda_1, \Lambda_2, \Lambda_3, \Lambda_7$ in [26]) are given by

\[
W = \begin{pmatrix}
\frac{\hat{c}}{\bar{\tau}}, & \frac{\hat{t}}{\bar{\tau}}, & \frac{\hat{r}}{\bar{\tau}}, & \frac{\hat{\tau}}{\bar{\tau}} - \frac{\hat{t}}{\bar{\tau}} - \frac{\hat{r}}{\bar{\tau}} - \frac{\hat{\tau}}{\bar{\tau}}
\end{pmatrix}.
\]

One can now check the following matrix conservation law

\[
P - P + \hat{Q} - Q + \hat{R} - R = V^T W,
\]

where $P, Q, R$ are the $3 \times 4$ matrices

\[
P = \begin{pmatrix}
-\frac{\hat{r}}{\bar{\tau}} & 0 & 0 & -\frac{\hat{r}}{\bar{\tau}}
0 & 0 & 0 & \frac{\hat{r}}{\bar{\tau}}
-\frac{\hat{t}}{\bar{\tau}} & 0 & \frac{\hat{r}}{\bar{\tau}} & 0
0 & \frac{\hat{r}}{\bar{\tau}} & 0 & \frac{\hat{r}}{\bar{\tau}}
\end{pmatrix},
Q = \begin{pmatrix}
0 & -\frac{\hat{s}}{\bar{\tau}} & \frac{\hat{q}}{\bar{\tau}} & 0
-\frac{\hat{t}}{\bar{\tau}} & 0 & -\frac{\hat{s}}{\bar{\tau}} & 0
-\frac{\hat{q}}{\bar{\tau}} & 0 & \frac{\hat{r}}{\bar{\tau}} & 0
\frac{\hat{q}}{\bar{\tau}} & 0 & 0 & -\frac{\hat{s}}{\bar{\tau}}
\end{pmatrix},
R = \begin{pmatrix}
0 & \frac{\hat{s}}{\bar{\tau}} & -\frac{\hat{q}}{\bar{\tau}} & 0
0 & -\frac{\hat{t}}{\bar{\tau}} & 0 & \frac{\hat{q}}{\bar{\tau}}
0 & -\frac{\hat{q}}{\bar{\tau}} & 0 & -\frac{\hat{r}}{\bar{\tau}}
0 & 0 & -\frac{\hat{r}}{\bar{\tau}} & \frac{\hat{r}}{\bar{\tau}}
\end{pmatrix},
\]

and $V^T$ denotes the transpose of

\[
V = \begin{pmatrix}
\hat{t}, & \hat{r}, & \hat{\tau}
\end{pmatrix}.
\]

Denoting two vectors of coefficients by $X = (A, B, C)$ and $Y = (a_1, a_2, a_3, a_4)$, we have that $XV^T = 0$ represents the AKP equation [2] and the equation $WY^T = 0$ is equivalent to equation [1].

Hence, pre-multiplying [5] with $X$ gives four conservation laws for the lattice AKP equation, and post-multiplying [5] with $Y^T$ yields three conservation laws for equation [1]. Thus the lattice AKP equation and equation [1] are dual to each other.

## 3 Corresponding quotients-difference systems

The lattice AKP equation and the dual AKP equation can each be written as a system of one difference equation combined with a number of quotient equations.

Let us introduce variables

\[
p = \frac{\hat{t}}{\bar{\tau}}, \quad q = \frac{\hat{r}}{\bar{\tau}}, \quad v = \frac{\hat{\tau}}{\bar{\tau}}.
\]

Note that $p = -P_{14}, q = -Q_{24}$ and $v = -R_{34}$. Hence, the fourth conservation law for the AKP equation can be written as the difference equation

\[
A(\hat{p} - p) + B(\hat{q} - q) + C(\hat{v} - v) = 0.
\]

Taking logarithms, we find

\[
\ln(p) = c + \hat{c} - \hat{\epsilon} - \hat{c} = (1 - \hat{S})(1 - \hat{S})c
\ln(q) = c + \hat{c} - \hat{c} - \hat{c} = (1 - \hat{S})(1 - \hat{S})c
\ln(v) = c + \hat{c} - \hat{c} - \hat{c} = (1 - \hat{S})(1 - \hat{S})c
\]
where $c = \ln(\tau)$, capital $\tilde{S}$ denotes the shift operator in $k$ (and similarly $\hat{S}$ and $\hat{S}$ represent shifts in $l$ resp. $m$), and 1 is the identity. This gives $(1 - \tilde{S}) \ln(p) = (1 - \hat{S}) \ln(q) = (1 - \hat{S}) \ln(v)$, which can be written in quotient form,

$$\frac{\tilde{p}}{p} = \frac{\hat{q}}{q} = \frac{\hat{v}}{v}. \tag{7}$$

As (7) contains only two independent equations the system of equations for $p, q, v$ defined by (9) and (10) as the QQD-system.

Similarly, we can write the dual AKP equation in variables

$$u = \frac{\tilde{\tau}}{\tau}, \quad z = \frac{\hat{\tau}}{\tau}, \quad w = \frac{\hat{\tau}}{\tau}, \tag{8}$$

and the variable $v$ introduced above. We have $u = -P_{31} = Q_{31}$, $z = P_{32} = -Q_{32}$, and $w = R_{33}$. The third conservation law becomes

$$a_1(\tilde{u} - \hat{u}) + a_2(\hat{z} - \hat{z}) + a_3(w - \hat{w}) + a_4(v - \hat{v}) = 0. \tag{9}$$

Taking logarithms we find

$$\ln(u) = \frac{(\tilde{S} - 1)(\tilde{S} - \hat{S})}{\tilde{S}}c, \quad \ln(z) = \frac{(\tilde{S} - 1)(\tilde{S} - \hat{S})}{\hat{S}}c, \quad \ln(w) = \frac{(\tilde{S} - \hat{S})(\tilde{S} - \hat{S})}{S}c.$$

One can now derive quotient equations which are either ratios of quadratic terms

$$\frac{\tilde{\hat{u}}}{\tilde{u}} = \frac{\tilde{\hat{z}}}{\hat{z}} = \frac{\tilde{\hat{u}}}{\hat{u}} = \frac{\hat{w}}{\hat{w}}, \frac{\hat{v}}{\hat{v}}, \frac{\hat{v}}{\hat{w}}, \frac{\hat{v}}{\hat{w}}, \tag{10}$$

or ratios of linear terms

$$\frac{\tilde{u}}{u} = \hat{v}, \quad \frac{\tilde{u}}{u} = \hat{v}, \quad \frac{\hat{w}}{w} = \frac{\hat{z}}{z} = \hat{w}, \quad \frac{\hat{z}}{z} = \hat{w}.$$

of which only three are independent. In the sequel, we will refer to the system of quotient and difference equations (9) and (10) as the Q3D-system.

### 4 The N-soliton solution

#### 1-soliton

Equation (1) admits the 1-soliton solution $\tau_{k,l,m} = 1 + c_1 x_1^k y_1^l z_1^m$ with dispersion relation $Q_1 = 0$, where

$$Q_i = y_i z_i (x_i - 1) (x_i - y_i) (x_i - z_i) a_1 + x_i z_i (y_i - 1) (y_i - x_i) (y_i - z_i) a_2 + x_i y_i (z_i - 1) (z_i - x_i) (z_i - y_i) a_3 + x_i y_i z_i (x_i - 1) (y_i - 1) a_4. \tag{11}$$

In the sequel we will use the following notation, $x_{ij} = x_i x_j$, $c_{ij} = c_i c_j$, and if $Q_i = Q(x_i, y_i, z_i)$ then $Q_{ij} = Q(x_{ij}, y_{ij}, z_{ij})$.

#### 2-soliton

Equation (1) admits the 2-soliton solution

$$\tau_{k,l,m} = 1 + c_1 x_1^k y_1^l z_1^m + c_2 x_2^k y_2^l z_2^m + c_3 x_1 c_2 R_{12} x_1^k y_1^l z_1^m,$$

where $Q_1 = Q_2 = 0$,

$$R_{ij} = a_1 S_{ij}^1 + a_2 S_{ij}^2 + a_3 S_{ij}^3 + a_4 S_{ij}^4, \frac{Q_{ij}}{Q_{ij}}.$$
with

\[ S_1^{ij} = \left( (x_i - x_j) (x_j y_i - y_i x_i) (x_{ij} - z_{ij}) + (x_i - x_j) (x_j z_i - z_j x_i) (x_{ij} - y_{ij}) \right. \]
\[ + (x_j z_i - z_j x_i) (x_j y_i - y_i x_i) (1 - x_{ij}) \left. \right) y_{ij} z_{ij}, \]
\[ S_4^{ij} = \left( (1 - x_{ij}) (y_i - y_j) (z_i - z_j) + (x_i - x_j) (1 - y_{ij}) (z_i - z_j) \right. \]
\[ + (x_i - x_j) (y_i - y_j) (1 - z_{ij}) \left. \right) x_{ij} y_{ij} z_{ij}, \]

and \( S_k^{ij} \) for \( k = 2, \) resp. \( k = 3, \) are obtained from \( S_4^{ij} \) by interchanging the symbols \( x \) and \( y, \) respectively \( x \) and \( z. \) This has been checked by direct computation, using a Groebner basis in Maple [25].

\**N-soliton**

Let \( P(N) \) denote the powerset of the string \( 12\ldots N, \) e.g. we write

\[ P(3) = \{\varepsilon, 1, 2, 3, 12, 23, 13, 123\}, \]

where \( \varepsilon \) is the empty string, and let \( P_2(S) \) be the subset of the powerset of a string \( S \) containing all 2-letter substrings, e.g.

\[ P_2(123) = \{12, 23, 13\}. \]

**Conjecture 1** Equation [7] admits the following \( N \)-soliton solution:

\[ \tau_{k,l,m} = \sum_{w \in P(N)} \left( \prod_{v \in P_2(w)} R_v \right) c_w x_w^k y_w^l z_w^m, \quad \text{with } Q_i = 0, \; i \in \{1, 2, \ldots, N\}. \]

Note that in the above formula \( c_\varepsilon = x_\varepsilon = \cdots = 1 \) is understood. The formula can be computationally checked as follows: Taking particular values for \( a_1, a_2, a_3 \) and \( a_4, \) one can find rational points \( p_i = (x_i, y_i, z_i) \in \mathbb{Q}^3 \) such that \( Q_i = 0. \) Using \( N \in \mathbb{N} \) points, one substitutes the \( N \)-soliton solution, which contains \( N \) arbitrary constants \( c_1, \ldots, c_N, \) into the equation for fixed points \((k, l, m) \in \mathbb{Z}^3.\) For example, taking \((a_1, a_2, a_3, a_4) = (1, 2, 3, 2)\) the following points

\[ p_1 = (2, 4, 2/3), \quad p_2 = (6, 21, -14), \quad p_3 = (7, 14, -6), \]
\[ p_4 = (8, 15, -40/9), \quad p_5 = (14, 80, -560), \quad p_6 = (18, 120, -15/2) \]

satisfy \( Q_i = 0. \) Taking \( k = -2, l = 1, m = 3 \) one needs to verify that

\[ \tau_{-3,2,4} = 1 + \frac{32 c_4}{81} + \frac{235298 c_2}{3} + \frac{5184 c_3}{7} + \frac{125000 c_4}{729} - \frac{2850829229061}{89}, \]
\[ \tau_{-3,1,4} = \frac{31023435087827210^4 c_{12} c_{22} c_{32} c_{42}}{83568488205516810^8 c_{12} c_{22} c_{32} c_{42}} \]
\[ + \frac{244.10^6 c_{34}}{3557331} - \frac{340515.10^5 c_{34} c_{6}}{313747}, \]

vanishes. Using the above 6 points \( p_i \) the value of the 6-soliton solution at \((k, l, m) = (-3, 2, 4)\) is

\[ \tau_{-3,2,4} = \frac{-286643773308928.10^{13} c_{12} c_{22} c_{32} c_{42}}{182789357279451} \]
\[ - \frac{241908215532748.10^{10} c_{13} c_{23} c_{33} c_{43}}{414577637413} + \frac{15625 c_{46}}{2} + \frac{4563788408614224681500672.10^{17} c_{12} c_{22} c_{32} c_{42}}{33574532760945376875318923}. \]
and we obtain similar expressions for the values of the 6-soliton solution at the other 13 lattice points of the stencil, cf. Figure 1. Substituting these expressions into (12) gives 0. This has been checked also for values of \(a_i\), other point \(p_j\) and other values for \(k, l, m\).

We have also performed another computational verification, this time of the 3-soliton solution. Starting with expressions for \(p_1, p_2, p_3\) of the form \(p_i = b_i x + c_i\) where \(b_i, c_i \in \mathbb{Q}\) are randomly chosen and \(x\) is a parameter, we have solved the linear system \(Q_{12} = Q_{13} = Q_{23} = 0\) for \(a_1, a_2, a_3, a_4\), and verified the solution for a range of values for \(k, l, m\).

In Figure 2 we have plotted two cross sections of a three soliton solution.

Figure 2: Two cross sections, \(m = 0\) resp. \(m = 50\), of the function \(u\) defined in (8) where \(\tau\) is the three soliton solution of dual AKP with \((a_1, a_2, a_3, a_4) = (1, 2, 3, 2)\) and \(p_1 = (\frac{1}{5}, \frac{12}{13}, \frac{18}{25})\), \(p_2 = (\frac{1}{37}, \frac{15}{35}, \frac{49}{70})\), \(p_3 = (2, 4, \frac{7}{5})\), and \(c_1 = c_2 = c_3 = 1\).
5 Laurent property

Consider an ordinary difference equation of order \(d\),

\[
\tau_n = \frac{P(\tau_{n-d}, \ldots, \tau_{n-1})}{Q(\tau_{n-d}, \ldots, \tau_{n-1})},
\]

where \(P\) is a polynomial and \(Q\) is a monomial. Let \(R\) be the ring of coefficients. From a set of \(d\) initial values \(U = \{\tau_k\}_{0 \leq k < d}\), one finds \(\tau_n\) as rational functions of the initial values, given by

\[
\tau_n = \frac{p_n(\tau_0, \ldots, \tau_{d-1})}{q_n(\tau_0, \ldots, \tau_{d-1})},
\]

with greatest common divisor \(\gcd(p_n, q_n) = 1\). By definition, if \(q_n \in R[U]\) is a monomial for all \(n \geq 0\), then \([13]\) has the Laurent property. The first examples of recurrences with the Laurent property were discovered by Michael Somos in the 1980s \([12]\). Since then many more have been found \([2, 6, 8, 15, 24]\), and the Laurent property is a central feature of cluster algebras \([9, 10]\). In \([27, Definition 2.11]\) the author defines the Laurent property for discrete bilinear equations. The idea is that a lattice equation has the Laurent property if all good initial value problems have the Laurent property. The author points out that not all well-posed, cf. \([34]\), initial value problems are good. Certainly, the initial value problems obtained from (doubly periodic) reductions given below, see \([15]\), are good.

In \([14]\) a more specific Laurent property was introduced, where the terms are Laurent polynomials in some of the variables but polynomial in others. The form of \([13]\) guarantees that all components \(q_n\) are monomials for \(0 \leq n \leq d\). Suppose these monomials depend on a subset of the initial values \(V \subset U\), specified by a set of superscripts \(I \subset \{1, \ldots, d\}\). The following conditions guarantee that \(q_n\) is a monomial \(\in R[V]\) for all \(i \in n \geq 0\), cf. \([14\] Theorem 2].

**Theorem 2** Suppose that \(q_d\) is a monomial in \(R[V]\). If \(p_d\) is coprime to \(p_{d+k}\) for all \(k = 1, \ldots, d\), and \(q_m \in R[V]\) is a monomial for \(d+1 \leq m \leq 2d\), then \([13]\) has the following Laurent property: all iterates are Laurent polynomials in the variables from \(V\) and they are polynomial in the remaining variables from \(W = U \setminus V\).

Introducing the variable \(n = z_1k + z_2l + z_3m\), where we take \(z_1, z_2, z_3\) to be non-negative integers such that \(\gcd(z_1, z_2, z_3) = 1\), and performing a reduction \(\tau_{k,l,m} \to \tau_n\), one obtains the ordinary difference equation

\[
0 = a_1 (\tau_{n+z_1} \tau_{n+z_1+2z_2+z_3} \tau_{n+z_1+2z_2+3z_3} - \tau_{n+2z_1} \tau_{n+z_2} \tau_{n+z_3} \tau_{n+z_2+z_3})
+ a_2 (\tau_{n+z_2} \tau_{n+z_2+2z_1+z_3} \tau_{n+z_2+z_1+2z_3} - \tau_{n+z_1} \tau_{n+z_2} \tau_{n+z_2+2z_3} \tau_{n+z_1+z_3})
+ a_3 (\tau_{n+z_3} \tau_{n+z_3+2z_1+z_2} \tau_{n+z_3+z_1+2z_2} - \tau_{n+z_1} \tau_{n+z_2} \tau_{n+z_2+2z_3} \tau_{n+z_1+z_2})
+ a_4 (\tau_{n+z_1+z_2+z_3} \tau_{n+z_1+z_3} \tau_{n+z_2+z_3} \tau_{n+z_1+z_2+z_3}).
\]

which has order

\[
d = \max(2z_1, 2z_2, 2z_3, z_1 + z_2 + z_3) - \min(0, z_1 + z_2 - z_3, z_1 + z_3 - z_2, z_2 + z_3 - z_1).
\]

**Conjecture 3** The iterates \(\tau_n\) are Laurent polynomials in the initial values \(\tau_i\), with \(i = p, p+1, \ldots, d-p-1\) where

\[
p = \min(z_1, z_2, z_3) - \min(0, z_1 + z_2 - z_3, z_1 + z_3 - z_2, z_2 + z_3 - z_1),
\]

and polynomial in the others, \(\tau_0, \tau_1, \ldots, \tau_{p-1}, \tau_{d-p}, \ldots, \tau_{d-2}, \tau_{d-1}\).

This conjecture has been proven, using Theorem 2 and \([25]\), for \(z_1 = z_2 = 1, 1 \leq z_3 \leq 20\), for \(z_1 = 1, z_2 = 2, z_3 = 3\), and some but not all of the conditions of Theorem 2 have been verified for all co-prime \(z_1 < z_2 < z_3 \leq 10\).

6 Degree growth

Given an ordinary difference equation of the form \([13]\) one can define an integer sequence \(\{d_n^p\}_{n=0}^\infty\) where \(d_n^p\) denotes the degree of the polynomial \(p_n\) defined by \([14]\). According to the degree growth conjecture \([7, 17]\) we have

- growth is linear in \(n\) \implies equation is linearizable.
- growth is polynomial in \(n\) \implies equation is integrable.
• growth is exponential in $n \implies$ equation is non-integrable.

Conjecture 4 For all positive integers $z_1, z_2, z_3$ such that $\gcd(z_1, z_2, z_3) = 1$ equation (12) has quadratic growth.

We have verified the following. Choosing (randomly) rational values for the coefficients $a_i$, starting with rational initial values $\tau_0, \ldots, \tau_{d-2}$ and letting $\tau_{d-1} = a + bx$, where $a, b$ are rational values and $x$ a parameter, we have calculated up to a 150 iterates until the degree (in $x$) exceeded 250. Taking the second difference of the degree sequence yielded a periodic sequence in almost all cases with 1 ≤ $z_1$ ≤ 4, 1 ≤ $z_2$ ≤ $z_3$ ≤ 7. In two cases more iterations were required. Keeping the maximal degree fixed at 500, for $z = (1, 1, 7)$ we calculated 370 iterations and found that the period of the second difference is 259, for $z = (3, 7, 7)$ we calculated 354 iterations and found that the period of the second difference is 240. Curiously, the leading order terms are all of the form $(M_{z_1,z_2}^2)^{-1}n^2$ with

$$M^1 = \begin{bmatrix} 2 & 4 & 15 & 40 & 85 & 156 & 259 \\ 4 & 7 & 12 & 25 & 60 & 94 & 172 \\ 15 & 12 & 16 & 24 & 40 & 76 & 150 \\ 40 & 25 & 24 & 29 & 40 & 60 & 108 \\ 85 & 60 & 40 & 40 & 46 & 60 & 82 \\ 156 & 94 & 76 & 60 & 60 & 67 & 84 \\ 259 & 172 & 150 & 108 & 82 & 84 & 92 \end{bmatrix}, \quad M^2 = \begin{bmatrix} 4 & 7 & 12 & 25 & 60 & 94 & 172 \\ 7 & 15 & 40 & 76 & 150 & 296 & 550 \\ 12 & 15 & 28 & 29 & 40 & 60 & 108 \\ 25 & 25 & 40 & 40 & 82 & 150 & 296 \\ 60 & 40 & 60 & 40 & 60 & 84 & 140 \\ 94 & 55 & 60 & 60 & 67 & 84 & 92 \\ 172 & 154 & 132 & 76 & 140 & 82 & 172 \end{bmatrix},$$

$$M^3 = \begin{bmatrix} 15 & 12 & 16 & 24 & 40 & 76 & 150 \\ 12 & 15 & 28 & 25 & 60 & 94 & 172 \\ 16 & 28 & x & 40 & 40 & x & 77 \\ 24 & 25 & 40 & 60 & 60 & 55 & 132 \\ 40 & 60 & 40 & 60 & 114 & 76 & 76 \\ 76 & 55 & x & 55 & 76 & x & 108 \\ 150 & 132 & 77 & 168 & 76 & 108 & 240 \end{bmatrix}, \quad M^4 = \begin{bmatrix} 40 & 25 & 24 & 29 & 40 & 60 & 108 \\ 25 & x & 25 & x & 40 & x & 76 \\ 24 & 25 & 40 & 69 & 60 & 55 & 168 \\ 29 & x & 69 & x & 85 & x & 77 \\ 40 & 40 & 60 & 85 & 136 & 94 & 132 \\ 60 & x & 55 & x & 94 & x & 150 \\ 108 & 76 & 168 & 77 & 132 & 150 & 296 \end{bmatrix},$$

where $x$ indicates that $\gcd(z_1, z_2, z_3) > 1$.

7 Reductions to 2D integrable lattice equations

We give some reductions to integrable 2D lattice equations known in the literature.

• Setting $\tau = \cdot$, $u = e$, $v = \tilde{q}$, $z = w = 0$ and $a_1 + a_4 = 0$ the Q$^3$D-system reduces to Rutishauser’s QD-algorithm

$$\hat{e} + \hat{q} = \hat{e} + \tilde{q}, \quad \hat{e}\hat{q} = \hat{e}\tilde{q}.$$ 

• Taking $z = a_2 = 0$ and $a_1 = a_3 = -a_4 = 1$ and introducing variables $i = k - l$, $j = 3l + m$, $\tau_{k,l,m} = \Delta^t_l$, equation (1) reduces to the higher analogue of the discrete-time Toda (HADT) equation [32, Equation (3.18)],

$$\Delta^j_{i+1} \left( \Delta^j_{i+1} \Delta^j_{i+3} - \Delta^j_{i+3} \Delta^j_{i+1} + \Delta^j_{i-1} \Delta^j_{i+1} \Delta^j_{i+3} \right),$$

and the Q$^3$D-system reduces to the QQD-system [32, Equation (1.4)],

$$u_{i,3+j} + v_{i+1,3+j} + w_{i+1,j} = u_{i+2,j} + v_{i+1,j} + w_{i+1,j+1},$$

$$u_{i,3+j}v_{i,j+1} = u_{i+1,j}v_{i+1,j},$$

$$u_{i,3+j}w_{i,j+1} = u_{i+1,j+1}w_{i+1,j+1}.$$
• By introducing some special bi-orthogonal polynomials, in [3] the so-called discrete hungry quotient-difference (dhQD) algorithm and a system related to the QD-type discrete hungry Lotka-Volterra (QD-type dhLV) system have been derived, as well as hungry forms of the HADT-equation (hHADT) and the QQD scheme (hQQD). These systems are all reductions of the QD system, or of the dual to the AKP equation, [1].

Setting \( z = w = 0, \tilde{u} = q, v = e \) and introducing \( i = k, j = pl + m \) we get QD-type dhLV [3] Equations (6,7)],

\[
e_{i,j} + q_{i,j} = e_{i,j+1} + q_{i-1,j+p}
\]

\[
e_{i,j+1}q_{i,j+p} = e_{i+1,j}q_{i,j}.
\]

Setting \( z = w = 0, \tilde{u} = q, v = e \) and introducing \( i = k, j = l + pm \) we get dhQD [3] Equations (9,10)],

\[
e_{i,j} + q_{i,j} = e_{i,j+p} + q_{i-1,j+1}
\]

\[
e_{i,j+p}q_{i,j+1} = e_{i+1,j}q_{i,j}.
\]

With \( z = 0 \) the reduction \( i = k - l, j = (p+2)l + pm \) yield hQQD [3] Equation (23)],

\[
\begin{align*}
u_{i,j+p+2} + v_{i+1,j+p} + w_{i+1,j} &= u_{i+2,j} + v_{i+1,j} + w_{i+1,j+p} \\
u_{i,j+p+2}v_{i,j+p} &= u_{i+1,j}v_{i+1,j} \\
u_{i,j+2}w_{i,j} &= u_{i+1,j}w_{i+1,j}.
\end{align*}
\]

Performing the same reduction on equation [1], with \( a_2 = 0 \), gives the hHADT equation [3] Equation (18)],

\[
\begin{align*}
&\left(\Delta_{i-2}^{j+2p+2}\Delta_{i+1}^{j+p+2} - \Delta_{i}^{j+2p}\Delta_{i-1}^{j+p+2} + \Delta_{i}^{j+2p+2}\Delta_{i+1}^{j+p} - \Delta_{i}^{j+2p}\Delta_{i+1}^{j+p+2}D_{i-1}^{j+p}D_{i+1}^{j+p+2}\Delta_{i+1}^{j+2p+2}\Delta_{i-1}^{j+2p+2}\right)\Delta_{i+1}^{j} \\
&= \left(\Delta_{i+2}^{j+p}\Delta_{i-1}^{j+p+2} - \Delta_{i+2}^{j+p}\Delta_{i-1}^{j+p+2}\Delta_{i+1}^{j+p+2}D_{i+1}^{j+p}\Delta_{i}^{j+p+2}\Delta_{i-1}^{j+p+2}\Delta_{i+1}^{j+p+2}\Delta_{i-1}^{j+p+2}\right)\Delta_{i+1}^{j+p+2}.
\end{align*}
\]

8 Conclusion

In this paper we have generalized the concept of duality introduced in [29] for ordinary difference equations (O∆Es) to the realm of lattice equations (P∆Es). The dAKP equation [1] and the AKP equation [2] are dual to each other. Generally speaking, dual equations to integrable equations do not need to be integrable themselves; the only thing that is guaranteed is the existence of integrals (for O∆Es), or conservation laws (for P∆Es). However, our equation [2] unifies a number of known (hierarchies of) integrable 2D lattice equations, which arise as reductions. Together with the support we have provided for our conjectures, that equation [1] admits an \( N \)-soliton solution, and its reductions have the Laurent property and zero algebraic entropy, we believe it is a new integrable 3D lattice equation.
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