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Abstract

Robustness of machine learning methods is essential for modern practical applications. Given the arms race between attack and defense mechanisms, it is essential to understand the fundamental limits of any conceivable learning method used in an adversarial setting. In this work, we focus on the problem of learning from noise-injected data, where the existing literature falls short by either assuming a specific adversary model or by over-specifying the learning problem. We shed light on the information-theoretic limits of adversarial learning without assuming a particular adversary. Specifically, we derive a general Le Cam type bound for learning from noise-injected data. Finally, we apply our general bounds to a canonical set of non-trivial learning problems and provide examples of common types of noise-injected data.

1 Introduction

Modern machine learning models can be vulnerable to different types of adversarial attacks. This vulnerability affects a wide range of domains, including, computer vision [14, 12], video surveillance [19], natural language processing [11], voice recognition [3], as well as different learning problems including classification [14], regression [2], node embeddings [4], generative models [21], among others.

In the literature, one can differentiate two general lines of work regarding the type of data (training or testing) an adversary can attack. Perhaps the most widely considered type of attack is at test time, where some important theoretical prior work in this regime includes generalization bounds for adversarial learning [30, 1], the study of different notions of robustness certification for inference [7, 16, 18], robustly PAC learnability of VC classes [20], and analysis of the effect of injecting noise in the network at inference time [22]. While important, generalization in the aforementioned works does not quantify the effect of adversarial attacks at the learning stage and, thus, disregards the statistical challenges brought up by learning from noise-injected data. Tackling the issues mentioned above, the work of [23] provides bounds for learning from noise-injected data, versus learning from the “original” data distribution.

A key question that has not been addressed in the prior literature is the study of the fundamental statistical limits of adversarial robustness at the learning stage, for which we refer to as adversarial learning. That is, how much is a learner affected when using noise-injected data, instead of having access to the original data distribution. To the best of our knowledge, the work of [17] is among the first to formalize this type of question through an $\epsilon$-contamination model, in which an $\epsilon$ fraction of observations are subject to arbitrary adversarial noise. Lately, the $\epsilon$-contamination model has received some attention from the community, for which authors in [8] develop algorithms for robust non-parametric regression, and the work of [6] derives a general decision theory. In this work, while we consider the question of noise-injected data at learning time, we take the approach of assuming that the attacker has a “budget” of how much noise is injected to the data. We relate this budget to the total variation (TV) distance between the original data distribution...
and the noise-injected data distribution. Our choice of using the TV distance is motivated by the fact that the TV distance is a core statistical distance between probability measures and has several connections to other distances (see, e.g., [13]). Also, the TV distance has connections to upper and lower bounds in the study of adversarial robustness (see, e.g., [3, 24, 22]), thus, we consider the TV to be a general and flexible notion of distance. Finally, a similar assumption, albeit for generalization bounds, was made in [23] which used the Wasserstein distance.

Our main contributions are as follows:

1. To the best of our knowledge, we are the first to provide a general information-theoretic lower bound for the problem of learning from noise-injected data. Our goal is not to specify a particular algorithm modeling the adversary. Instead, we assume that the adversary has a “budget” in total variation distance between the original data distribution and the noise-injected data distribution.

2. To this end, we extend Le Cam’s bound to the adversarial learning regime. Our general framework allows for the analysis of learning problems and noise injection methods in a somewhat independent fashion.

3. We illustrate our general framework by applying it on three canonical learning problems: mean estimation, binary classification and Procrustes analysis. In addition, we analyze two types of noise injection methods, by using either a (multivariate) Gaussian or a (multivariate) uniform noise. By combining the above results, we deliver lower bounds for six different scenarios in total.

2 A Brief Review of the General Minimax Risk Framework and Le Cam’s Lemma

In this section we briefly review the minimax framework in the context of general statistical problems. The minimax framework consists of a well defined objective that aims to shed light about the optimality of algorithms and has been widely used in statistics and machine learning [20, 28]. The standard minimax risk considers a family of distributions $Q$ over a sample space $Z$, and a function $\theta : Q \rightarrow \Theta$ defined on $Q$, that is, a mapping $Q \rightarrow \theta(Q)$. Here we call $\theta(Q)$ the parameter of the distribution $Q$. We aim to estimate the parameter $\theta(Q)$ based on a sequence of $n$ i.i.d. observations $Z = (z_1, \ldots, z_n)$ drawn from the (unknown) distribution $Q$, that is, $Z \in Z^n$. To evaluate the quality of an estimator $\hat{\theta}$, we let $\rho : \Theta \times \Theta \rightarrow \mathbb{R}_+$ denote a semi-metric on the space $\Theta$, which we use to measure the error of an estimator $\hat{\theta}$ with respect to the parameter $\theta(Q)$. For a distribution $Q \in \mathcal{Q}$ and for a given estimator $\hat{\theta} : Z^n \rightarrow \Theta$, we assess the quality of the estimate $\hat{\theta}(Z)$ in terms of the (expected) risk:

$$\mathbb{E}_{Z \sim Q} \left[ \rho(\hat{\theta}(Z), \theta(Q)) \right].$$

A common approach, first suggested by [27], for choosing an estimator $\hat{\theta}$ is to select the one that minimizes the maximum risk, that is,

$$\sup_{Q \in \mathcal{Q}} \mathbb{E}_{Z \sim Q} \left[ \rho(\hat{\theta}(Z), \theta(Q)) \right].$$

An optimal estimator for this semi-metric then gives the minimax risk, which is defined as:

$$\inf_{\hat{\theta}} \sup_{Q \in \mathcal{Q}} \mathbb{E}_{Z \sim Q} \left[ \rho(\hat{\theta}(Z), \theta(Q)) \right].$$

where we take the supremum (worst-case) over distributions $Q \in \mathcal{Q}$, and the infimum is taken over all estimators $\hat{\theta}$.

There are several common approaches to find lower bounds to eq. (1) such as using Fano’s, Le Cam’s or Assouad’s bounds [31]. Next, we present a version of Le Cam’s bound, which will be later adapted to our adversarial setting.

**Lemma 1** (Le Cam’s bound [29]). Let $\mathcal{P}$ be a family of distributions over the sample space $X$. For a distribution $P$, let $\theta(P)$ denote a parameter of $P$. Also, let $\hat{\theta} : X^n \rightarrow \Theta$ denote any parameter estimator that receives $n$ i.i.d. samples $S = (x_1, \ldots, x_n)$ coming from some product distribution $P^n$ and outputs an estimate, $\hat{\theta}(P)$, of $\theta(P)$. Let $d : \Theta \times \Theta \rightarrow \mathbb{R}_+$ denote a metric on the space of parameters $\Theta$. Then, for any $P_1, P_2 \in \mathcal{P}$, we have:

$$\inf_{\hat{\theta}} \sup_{P \in \mathcal{P}} \mathbb{E}_{S \sim P^n} \left[ d(\hat{\theta}(P), \theta(P)) \right] \geq \frac{d(\theta(P_1), \theta(P_2))}{4} \int_{S \in X^n} \min(p^n_1(S), p^n_2(S))dS.$$

3 On the Statistical Limits of Adversarial Learning

In this section, we explain in more detail our framework under consideration, for which we derive information-theoretic bounds. Before stating our main results, we present the following proposition that is used for the proof of Theorem [10]

---

1 While it is known that one can relax this assumption by using a pseudo-metric that fulfills the weak triangle inequality (see, for instance, [31]), we use a metric for clarity purposes.
Consider a distribution $Q_n$ from a family of distributions $Q$ with support $X$, from which we draw a sample set $S$, and we aim to estimate a parameter of another distribution $P$ coming from a family $P$ over the same support $X$. In order for this to make sense, one has to consider the families $P$ and $Q$ to be somehow related. In our particular case, $P$ corresponds to the family of “original” distributions for which we would like to have good parameter estimates; while $Q$ corresponds to the family of “adversarial” (noise-injected) distributions from which we actually observe the dataset $S$. The following theorem is our first result and corresponds to an extension of the Le Cam’s bound to our adversarial learning setting.

**Theorem 1.** Let $P$ and $Q$ be two families of distributions over the sample space $X$. For a distribution $P$, let $\theta(P)$ denote a parameter of $P$ that we aim to estimate. Also, let $\hat{\theta} : X^n \to \Theta$ denote any learning method that receives $n$ i.i.d. samples $S = (x_1, \ldots, x_n)$ coming from some product distribution $Q^n$ and outputs an estimate, $\hat{\theta}(S)$, of $\theta(P)$. Let $d : \Theta \times \Theta \to \mathbb{R}_+$ denote a metric on the space of parameters $\Theta$. Then, for any $P_1, P_2 \in \mathcal{P}$, we have:

$$\inf_{\hat{\theta}} \sup_{P, Q \in \mathcal{Q}} \mathbb{E}_{S \sim Q^n} [d(\hat{\theta}(S), \theta(P))] \geq \frac{d(\theta(P_1), \theta(P_2))}{4} \max_{Q_1, Q_2 \in \mathcal{Q}} \int_{S \in X^n} \min(q_{1}^n(S), q_{2}^n(S))dS. \tag{2.1}$$

**Proof.** Let $\Psi(S) = 1[d(\hat{\theta}(S), \theta(P_2)) \leq d(\hat{\theta}(S), \theta(P_1))]$. If $\Psi(S) = 1$, we have:

$$d(\theta(P_1), \theta(P_2)) \leq d(\hat{\theta}(S), \theta(P_1)) + d(\hat{\theta}(S), \theta(P_2)) \leq 2 \cdot d(\hat{\theta}(S), \theta(P_1)), \tag{2.2}$$

where the first inequality above is due to $d$ being a metric. Thus,

$$\mathbb{E}_{S \sim Q^n} [d(\hat{\theta}(S), \theta(P))] \geq \mathbb{E}_{S \sim Q^n} [d(\hat{\theta}(S), \theta(P_1))]_{\Psi(S) = 1}] \geq \frac{d(\theta(P_1), \theta(P_2))}{2} \mathbb{P}_{S \sim Q^n} [\Psi(S) = 1]. \tag{2.a}$$

Similarly, if $\Psi(S) = 0$, we have:

$$d(\theta(P_1), \theta(P_2)) \leq d(\hat{\theta}(S), \theta(P_1)) + d(\hat{\theta}(S), \theta(P_2)) \leq 2 \cdot d(\hat{\theta}(S), \theta(P_2)). \tag{2.b}$$

Thus,

$$\mathbb{E}_{S \sim Q^n} [d(\hat{\theta}(S), \theta(P))] \geq \mathbb{E}_{S \sim Q^n} [d(\hat{\theta}(S), \theta(P))] \mathbb{P}_{S \sim Q^n} [\Psi(S) = 0] \geq \frac{d(\theta(P_1), \theta(P_2))}{2} \mathbb{P}_{S \sim Q^n} [\Psi(S) = 0]. \tag{2.b}$$

Combining eq. (2.a) and eq. (2.b), for any estimator $\hat{\theta}$, we have:

$$\sup_{P \in \mathcal{P}} \mathbb{E}_{S \sim Q^n} [d(\hat{\theta}(S), \theta(P))] \geq \max \left( \sup_{Q \in \mathcal{Q}} \mathbb{E}_{S \sim Q^n} [d(\hat{\theta}(S), \theta(P_1))], \sup_{Q \in \mathcal{Q}} \mathbb{E}_{S \sim Q^n} [d(\hat{\theta}(S), \theta(P_2))] \right) \geq \frac{d(\theta(P_1), \theta(P_2))}{4} \left( \sup_{Q \in \mathcal{Q}} \mathbb{P}_{S \sim Q^n} [\Psi(S) = 1] + \sup_{Q \in \mathcal{Q}} \mathbb{P}_{S \sim Q^n} [\Psi(S) = 0] \right) \geq \frac{d(\theta(P_1), \theta(P_2))}{4} \left( \sup_{Q_1, Q_2 \in \mathcal{Q}} \left( \mathbb{P}_{S \sim Q_{1}^{n}} [\Psi(S) = 1] \right) + \mathbb{P}_{S \sim Q_{2}^{n}} [\Psi(S) = 0] \right) \geq \frac{d(\theta(P_1), \theta(P_2))}{4} \sup_{Q_1, Q_2 \in \mathcal{Q}} \int_{S \in X^n} \min(q_{1}^n(S), q_{2}^n(S))dS. \tag{2.c}$$

where eq. (2.c) follows from $\max(a, b) \geq \frac{a + b}{2}$, and the last inequality is due to Proposition 1.

From the above argument, it is reasonable to consider the following setting. Given $P \in \mathcal{P}$ and $\beta \in [0, 1]$, we define the family $Q(P, \beta) = \{Q \mid TV(Q, P) \leq \beta\}$. That is, the set $Q(P, \beta)$ contains distributions $Q$ that are at most $\beta$-away to $P$ with respect to the total variation distance. Thus, we analyze the case in which the adversary chooses a distribution $Q \in Q(P, \beta)$ and we observe data from it. The following theorem considers the aforementioned setting.

**Theorem 2.** Under the same setting of Theorem 1 and letting $Q(P, \beta) = \{Q \mid TV(Q, P) \leq \beta\}$ for each $P \in \mathcal{P}$ and some $\beta \in [0, 1]$. We have, for any $P_1, P_2 \in \mathcal{P}$,

$$\inf_{\hat{\theta}} \sup_{P \in \mathcal{P}} \mathbb{E}_{S \sim Q^n} [d(\hat{\theta}(S), \theta(P))] \geq \frac{d(\theta(P_1), \theta(P_2))}{4} \left( \int_{S \in X^n} \min(p_{1}^n(S), p_{2}^n(S))dS + \delta \right), \tag{2}$$

where $\delta$ is the distance between $P_1$ and $P_2$.
where 0 ≤ δ ≤ \[\sup_{Q \in \mathcal{Q}(P, \beta)} \text{TV}(P_1^n, Q_1^n) + \text{TV}(P_2^n, Q_2^n),\]
and TV is the total variation distance.

Proof. Under similar arguments for the proof of Theorem 1 up to eq. (2.6), we have that for any estimator \(\theta\):

\[
\sup_{\theta \in \mathcal{P}} \mathbb{E}_{S \sim Q_n}[d(\hat{\theta}(S), \theta(P))] \geq \frac{d(\theta(P_1), \theta(P_2))}{4} \left(\sum_{Q \in \mathcal{Q}(P, \beta)} \mathbb{P}_{S \sim Q_n}[\Psi(S) = 1] + \mathbb{P}_{S \sim P_1^n}[\Psi(S) = 0]\right).
\]

(3.a)

Let \(\delta_1 = \sup_{Q \in \mathcal{Q}(P_1, \beta)} \left(\mathbb{P}_{S \sim Q^n}[\Psi(S) = 1] - \mathbb{P}_{S \sim P_1^n}[\Psi(S) = 1]\right)\).

Then, for \(\sup_{Q \in \mathcal{Q}(P_2, \beta)} \mathbb{P}_{S \sim Q^n}[\Psi(S) = 1]\) we have:

\[
\sup_{Q \in \mathcal{Q}(P_2, \beta)} \mathbb{P}_{S \sim Q^n}[\Psi(S) = 1] = \mathbb{P}_{S \sim P_2^n}[\Psi(S) = 1] + \delta_1,
\]

where \(\delta_1\) is bounded as follows:

\[
|\delta_1| = \sup_{Q \in \mathcal{Q}(P_1, \beta)} \mathbb{P}_{S \sim Q^n}[\Psi(S) = 1] - \mathbb{P}_{S \sim P_1^n}[\Psi(S) = 1] \leq \sup_{Q \in \mathcal{Q}(P_1, \beta)} \mathbb{P}_{S \sim Q^n}[\Psi(S) = 1] - \mathbb{P}_{S \sim P_1^n}[\Psi(S) = 1] \leq \text{TV}(Q_2^n, P_2^n).
\]

(3.b)

Also, we have that 0 ≤ \(\delta_1\) ≤ \(\sup_{Q \in \mathcal{Q}(P_1, \beta)} \text{TV}(Q^n, P_1^n)\) since \(P_1 \in \mathcal{Q}(P_1, \beta)\).

Similarly, for \(\sup_{Q \in \mathcal{Q}(P_2, \beta)} \mathbb{P}_{S \sim Q^n}[\Psi(S) = 0]\), let \(\delta_2 = \sup_{Q \in \mathcal{Q}(P_2, \beta)} \mathbb{P}_{S \sim Q^n}[\Psi(S) = 0] - \mathbb{P}_{S \sim P_2^n}[\Psi(S) = 0]\), we have:

\[
\sup_{Q \in \mathcal{Q}(P_2, \beta)} \mathbb{P}_{S \sim Q^n}[\Psi(S) = 0] = \mathbb{P}_{S \sim P_2^n}[\Psi(S) = 0] + \delta_2,
\]

(3.c)

where 0 ≤ \(\delta_2\) ≤ \(\sup_{Q \in \mathcal{Q}(P_2, \beta)} \text{TV}(Q^n, P_2^n)\). Combining eq. (3.b) and eq. (3.c) with eq. (3.a) and letting \(\delta = \delta_1 + \delta_2\), we have:

\[
\mathbb{E}_{S \sim Q^n}[d(\hat{\theta}(S), \theta(P))] \geq \frac{d(\theta(P_1), \theta(P_2))}{4} \left(\sum_{Q \in \mathcal{Q}(P, \beta)} \mathbb{P}_{S \sim Q^n}[\Psi(S) = 1] + \mathbb{P}_{S \sim P_2^n}[\Psi(S) = 0] + \delta\right).
\]

(3.d)

where 0 ≤ \(\delta\) ≤ \(\sup_{Q \in \mathcal{Q}(P_1, \beta)} \text{TV}(Q^n, P_1^n) + \text{TV}(Q^n, P_2^n)\).

Remark 1. In Theorems 1 and 2 we used the product distribution \(Q^n\) for clarity purposes. However, our result also applies for the case when the \(i\)-th sample comes from a distribution \(Q_i\), i.e., \(S \sim Q_1 \times \ldots \times Q_n\). For instance, one can model each \(Q_i\) to have different means and variances. It will become clear in our examples that those extensions are trivial.

Remark 2. Note that under the setting of Theorem 2 if there is no adversary, i.e., \(\beta = 0\), then \(\delta = 0\) and the lower bound reduces to the Le Cam bound from Lemma 4. Thus, from that viewpoint, our bound is tight. Also, observe that \(\delta \leq 2\beta\) by the definition of the set \(\mathcal{Q}(P, \beta)\), that is, we would pay at most \(2\beta\) in the minimax bound under this adversarial framework.

The reader should also note that it is possible that a set \(\mathcal{Q}(P, \beta)\) does not contain a distribution \(Q\) such that \(\text{TV}(Q, P) = \beta\). This is the reason why in Theorem 2 we leave \(\delta\) expressed in an interval. Finally, we highlight the appealing decoupling property of Theorem 2 by comparing it to the Le Cam bound in Lemma 4. We note that \(\frac{d(\theta(P_1), \theta(P_2))}{4}\delta\) is the only extra term, which implies that we can use existing applications of Le Cam bounds in the literature and only analyze the extra adversarial term \(\delta\). In the next section, we show the applicability of Theorem 2 through seemingly different problems (mean estimation, classification, and Procrustes analysis), as well as examples of adversarial noise (multivariate Gaussian, and multivariate uniform).

4 Applications

In this section, we show examples of our adversarial lower bounds in different canonical learning settings. Benefited from the decomposability of the lower bound in Theorem 2 into the Le Cam bound and the adversarial term, we can tackle each term separately and later combine them together. Since it is impossible to directly model all possible distributions, we apply similar techniques used in several applications of Le Cam’s bound. The idea is to define a family of distributions parameterized by some variables, e.g., a 1-dimensional Gaussian family with constant variance and where the mean is allowed to vary over the reals. Then, clearly the best any estimator can do is to be as close as possible to the true mean of a given distribution from the family.

As an illustration, we first study three canonical learning problems in Section 4.1. Mean estimation, binary classification and Procrustes analysis. Afterwards, in Section 4.2 we provide upper bounds on the adversarial term \(\delta\). The following table summarizes our results from the next sections.
Table 1: Summary of our results. We obtain three lower bounds from three different learning problems. Also, we provide two upper bounds of δ from two different noise distributions. Combining the results on learning problems and noise distributions, we can then obtain 6 bounds in total. More details are specified more formally in their respective lemmas.

| Learning problem | Lower Bound |
|------------------|-------------|
| Mean estimation (Lemma 2) | $\frac{\sqrt{2}M}{4\sqrt{n}n} (\frac{1}{\sqrt{e}} + 2\delta)$ |
| Binary classification (Lemma 3) | $\frac{\lambda_{\min}}{\ln n} (\frac{1}{\sqrt{e}} + 2\delta)$ |
| Procrustes analysis (Lemma 4) | $\frac{2}{\sqrt{n}n\sigma} (\frac{1}{\sqrt{e}} + 2\delta)$ |

| Noise distribution | Upper Bound on δ |
|-------------------|------------------|
| Multivariate Gaussian (Lemma 5) | $\frac{c\sqrt{\pi}}{2\sqrt{\lambda_{\min}}}$ |
| Multivariate uniform (Lemma 6) | $\sqrt{\frac{c}{\Sigma_{i=1}^{k}}} \frac{2\sqrt{n\lambda_{\min}} + n\delta^2}{\lambda_{\min}} + \frac{1}{\sqrt{e}} \text{Tr}(B\Sigma^{-1})$ |

4.1 Canonical learning problems

The following lemma corresponds to the classical task of mean estimation. In classical lower bounds [20], the task typically consists of a Gaussian distribution $P$, and a set of samples $S$ coming from $P$ that is used to estimate the mean. We emphasize the difference that, in our setting, the observation $S$ comes from a poisoned distribution $Q$, which possibly is no longer a Gaussian distribution, e.g., if the added noise to $P$ follows a uniform distribution as discussed in Section 4.2.

**Lemma 2** (Mean estimation). Given a covariance matrix $\Sigma \in \mathbb{R}^{k \times k}$, with $\lambda_{\min}$ being the minimum eigenvalue of $\Sigma$, let $\mathcal{P} = \{N(\mu, \Sigma) \mid \mu \in \mathbb{R}^k\}$ be a family of Gaussian distributions with unknown means. For any $P \in \mathcal{P}$, let $Q \equiv Q(P, \beta) = \{Q \mid \text{TV}(Q, P) \leq \beta\}$ and let $S$ represent n.i.i.d. samples drawn from some noise-injected distribution $Q \in Q$. Let $\hat{\theta} : S \to \mathbb{R}^k$ be any mean estimator and let $d(\mu_1, \mu_2) = ||\mu_1 - \mu_2||_2$. We have:

$$\inf_{\delta} \sup_{P \in \mathcal{P}} \mathbb{E}_{S \sim Q^n}[d(\hat{\theta}(S), \theta(P))] \geq \frac{\sqrt{\lambda_{\min}}}{8\sqrt{n}} \left( \frac{1}{\sqrt{e}} + 2\delta \right),$$

where $0 \leq \delta \leq \sup_{Q_1, Q_2 \in Q} \text{TV}(P_1, Q_1) + \text{TV}(P_2, Q_2)$, and TV is the total variation distance.

**Proof.** Consider any $P_1, P_2 \in \mathcal{P}$ such that $P_1 = N(\mu_1, \Sigma)$ and $P_2 = N(\mu_2, \Sigma)$. From Theorem 2 and Proposition 2 in Appendix A we have

$$\inf_{\delta} \sup_{P \in \mathcal{P}, Q \in \mathcal{Q}} \mathbb{E}_{S \sim Q^n}[d(\hat{\theta}(S), \theta(P))] \geq \frac{\lambda_{\min}}{8n} \left( \frac{1}{\sqrt{e}} + 2\delta \right).$$

Combining eq. (4.a) and eq. (4.b), we have

$$\inf_{\delta} \sup_{P \in \mathcal{P}, Q \in \mathcal{Q}} \mathbb{E}_{S \sim Q^n}[d(\hat{\theta}(S), \theta(P))] \geq \frac{\sup_{Q_1, Q_2 \in Q} \text{TV}(P_1, Q_1) + \text{TV}(P_2, Q_2) - \frac{1}{\sqrt{e}} \log n}{\sqrt{8\lambda_{\min}}} + 2\delta.$$
Proof. Let \((x_1, y_1) \sim \mathcal{N}(y_1, w_1, \Sigma)\) and \((x_2) \sim \mathcal{N}(y_2, w_2, \Sigma)\) for any \(w_1, w_2\). We abuse a bit of notation and write the random variables inside the KL-divergence instead of distributions, we have:

\[
\begin{align*}
\KL((x_1, y_1) || (x_2, y_2)) &= \KL(Y_1 || Y_2) + \KL(x_1 || x_2) \quad \text{for any } x_1, x_2, \\
&= \frac{\|w_1 - w_2\|^2}{2\lambda_{\text{min}}} \\
&\leq \frac{\|w_1 - w_2\|^2}{2\lambda_{\text{min}}}.
\end{align*}
\tag{5.1}
\]

Let \(v = \|w_1 - w_2\|^2\), combining eq.(4.a) and (5.a), we have:

\[
\inf_{\delta} \sup_{P \in \mathcal{P}} \mathbb{E}_{S \sim \mathcal{Q}} \left[ d(\hat{\theta}(S), \theta(P)) \right] \geq \frac{v}{8} \left( e^{-\frac{v^2}{2\lambda_{\text{min}}}} + 2\delta \right).
\tag{5.b}
\]

Similar to eq.(4.d), eq. (5.b) achieves maximum when \(v = \frac{2\lambda_{\text{min}}}{\delta^2}\). Replacing this value into eq. (5.b), we derive the lemma. \(\square\)

In Lemma 3 the minimax rate is in the order of \(\delta^2/n\), that is, if we control the growth rate of \(\delta\) to be less than \(n\), then as the number of samples increases the lower bound tends to zero. In our next lemma, we show the minimax rate for the Procrustes analysis, for which we also prescribe a generative model in order to describe the distribution of the observations. Procrustes analysis [14] is a widely used technique to transform one set of data to represent another set of data as closely as possible, typically in the field of shape analysis. To the best of our knowledge, we are the first to characterize a lower bound for this type of analysis.

**Lemma 4 (Procrustes analysis).** Consider the generative model \(\mathbf{y} = \mathbf{Wx} + \mathbf{\eta}\), where \(\mathbf{W} \in \mathbb{R}^{k \times k}\) is the parameter, \(\mathbf{x} \sim \mathcal{N}(0, \sigma^2 \mathbf{I})\) and \(\mathbf{\eta} \sim \mathcal{N}(0, c^2 \mathbf{I})\). Without loss of generality, assume \(\mathbf{WW}^\top = \mathbf{I}\) and \(\frac{1}{\sigma^2} \leq 4k n\). Let \(\mathcal{P} = \{P \mid \mathbb{P}(\mathbf{x}, \mathbf{y})\}\) be a family of joint distributions over \((\mathbf{x}, \mathbf{y})\). For any \(P \in \mathcal{P}\), let \(\mathcal{Q}(P, \beta) = \{Q \mid TV(Q, P) \leq \beta\}\) and let \(S\) represent \(n\) i.i.d. samples drawn from some noise-injected distribution \(Q \in \mathcal{Q}\). Let \(\hat{\theta} : S \to \mathbb{R}^{k \times k}\) be any empirical estimator of \(\mathbf{W}\) and let \(d\) be the square of Frobenius norm between two matrices \(W_1, W_2\), that is, \(d(W_1, W_2) = \|W_1 - W_2\|^2\). We have:

\[
\inf_{\delta} \sup_{P \in \mathcal{P}} \mathbb{E}_{S \sim \mathcal{Q}} \left[ d(\hat{\theta}(S), \theta(P)) \right] \geq \frac{\frac{\|\mathbf{W}_1 - \mathbf{W}_2\|^2}{8\sigma^2}}{\sigma^2 + 2\delta},
\]

where \(0 \leq \delta \leq \text{sup}_{Q_1, Q_2 \in \mathcal{Q}} TV(P_1, Q_1) + TV(P_2, Q_2),\) and \(TV\) is the total variation distance.

Proof. From the model, we have that \((\mathbf{y}|\mathbf{x}) \sim \mathcal{N}((\mathbf{Wx} + \mathbf{\eta}), c^2 \mathbf{I})\). Let \(P_1 = p_1(\mathbf{x}, \mathbf{y})\) with parameter \(\mathbf{W}_1,\) \(P_2 = p_2(\mathbf{x}, \mathbf{y})\) with parameter \(\mathbf{W}_2\). Let \((\mathbf{x}_1, \mathbf{y}_1) \sim P_1\) and \((\mathbf{x}_2, \mathbf{y}_2) \sim P_2\). We abuse a bit of notation and write the random variables inside the KL-divergence instead of distributions. We have,

\[
\begin{align*}
\KL((x_1, y_1) || (x_2, y_2)) &= \KL(X_1 || X_2) + \KL(Y_1 || Y_2) \\
&= \frac{\|W_1 - W_2\|^2}{2\lambda_{\text{min}}} \\
&\leq \frac{\|W_1 - W_2\|^2}{2\lambda_{\text{min}}}.
\end{align*}
\tag{5.a}
\]

In addition, note that \(d(W_1, W_2) = \|W_1 - W_2\|^2\) is the total variation distance. Replacing \(v \to 2\alpha \leq 4k\) in eq.(5.b), we prove the result. \(\square\)

4.2 Types of adversarial noise

In this section, we show results on upper bounds that relate to \(\delta\) for two types of noise, the multivariate Gaussian noise, and the multivariate uniform noise.

**Lemma 5 (Multivariate Gaussian noise).** Let \(P = \mathcal{N}(\mathbf{\mu}, \mathbf{\Sigma})\) be a Gaussian distribution with mean \(\mathbf{\mu} \in \mathbb{R}^k\) and covariance matrix \(\mathbf{\Sigma} \in \mathbb{R}^{k \times k}\). For a fixed \(c \in \mathbb{R}^d\), define the family of distributions \(Q(P) = \{Q \mid Q = Q + \mathcal{N}(\mathbf{\mu}_c, \mathbf{\Sigma}_c), \|\mathbf{\mu}_c\|_2 \leq c, \mathbf{\Sigma}_c \leq \mathbf{\mu}_c \mathbf{\Sigma}_c \}\). Let \(\lambda_{\text{min}}\) denote the minimum eigenvalue of \(\mathbf{\Sigma}\). We have,

\[
\sup_{Q \in Q(P)} TV(P^n, Q^n) \leq \frac{\sqrt{c} \sqrt{n}}{2\sqrt{\lambda_{\text{min}}}}.
\]

Proof.
Proof. For any \( Q \in Q(P) \), we have \( Q = \mathcal{N}(\mu + \epsilon \Sigma, \Sigma) \). By using Pinsker’s inequality we have,

\[
\sup_{Q \in Q(P)} TV(P^n \| Q^n) \leq \sup_{Q \in Q(P)} \sqrt{\frac{KL(P^n \| Q^n)}{2}}
\]

From Proposition 3 in Appendix A we have

\[
KL(P \| Q) = \frac{1}{2} \left[ \text{Tr} \left( (\Sigma + \Sigma_e)^{-1} \Sigma \right) + \mu_{\Sigma}^\top (\Sigma + \Sigma_e)^{-1} \mu_{\Sigma} \right. \\
- k + \log \frac{\det(\Sigma + \Sigma_e)}{\det \Sigma}
\]

Let \( O \) be the \( k \times k \) zero matrix. Rewrite \( KL(P \| Q) \) as a function \( f(X) \), where

\[
f(X) = \frac{1}{2} \left[ \text{Tr} \left( (X + \Sigma)^{-1} \Sigma \right) + \mu_{\Sigma}^\top (X + \Sigma)^{-1} \mu_{\Sigma} \right. \\
- k + \log \frac{\det(X + \Sigma)}{\det \Sigma} \].
\]

for all \( \Sigma_e, t \in [0, 1] \), let \( g(t) = f(O + t \Sigma_e) \), we would like to prove \( g(t) \) reaches maximum when \( t = 0 \). The derivative of \( g(t) \) is

\[
\frac{\partial g(t)}{\partial t} = \frac{1}{2} \text{Tr} [\Sigma_c (\Sigma + \Sigma_e)^{-1} (\Sigma_e - \mu_{\Sigma} \mu_{\Sigma}^\top) (\Sigma + \Sigma_e)^{-1}].
\]

We have \( (\Sigma + \Sigma_e)^{-1} \geq 0, \Sigma_e \geq 0 \). Because \( Q \in Q(P) \), we have \( \Sigma_e \preceq \mu_{\Sigma} \mu_{\Sigma}^\top \). Therefore the matrix \( \Sigma_c (\Sigma + \Sigma_e)^{-1} (\Sigma_e - \mu_{\Sigma} \mu_{\Sigma}^\top) (\Sigma + \Sigma_e)^{-1} \preceq 0 \) and \( \frac{\partial g(t)}{\partial t} \leq 0 \). Note that:

\[
g(1) = KL(P \| Q), \quad g(0) = f(O), \quad g(1) = g(0) + g'(v) \cdot 1, v \in [0, 1] \\
\leq g(0).
\]

Thus, we have:

\[
\forall Q \in Q(P), \quad KL(P \| Q) = f(\Sigma_e) = g(1) \\
\leq g(0) = f(O) \leq \frac{c^2}{2\lambda_{\min}}.
\]

From eq. 7(a) and eq. 7(b), we finish the proof. \( \square \)

Lemma 6 (Multivariate Uniform Noise). Let \( P = \mathcal{N}(\mu, \Sigma) \) be a Gaussian distribution with mean \( \mu \in \mathbb{R}^k \) and covariance matrix \( \Sigma \in \mathbb{R}^{k \times k} \). For a fixed \( c \in \mathbb{R}_+ \), define the family of distributions \( Q(P) = \{Q \mid Q = P + U_k(-\varepsilon, +\varepsilon), \varepsilon \leq c\} \), where \( U_k \) denotes the \( k \)-dimensional uniform distribution. We have,

\[
\sup_{Q \in Q(P)} TV(P^n, \| Q^n) \leq \frac{1}{2} \frac{c}{\sqrt{2\pi^2 c^2 + \varepsilon^2}} \text{Tr}(B_A^{-1}) + \varepsilon^2 \text{Tr}(B_B^{-1}),
\]

where \( B_A = \frac{\pi}{\sqrt{2}} \arctan V_{ij} \) if \( \Sigma_{ij} > 0 \) and \( B_A = \frac{\pi}{\sqrt{2}} (6 \arctan V_{ij} - 2 \arccot V_{ij} + \pi) \) otherwise, for \( V_{ij} = \frac{\Sigma_{ij}}{\sqrt{\Sigma_{ii} \Sigma_{jj} - 4 \Sigma_{ij}^2}} \).

Proof. \( \forall P \in P, Q \in Q(P), \) let \( q(\cdot) \) and \( p(\cdot) \) be the density function for distributions \( P \) and \( Q \). Let \( \tilde{P} = p(\cdot) \) where \( \tilde{p}(x) = p(x + \mu) \) denotes the centered distribution of \( P \), and let \( Q = \tilde{q}(\cdot) \) where \( \tilde{q}(x) = q(x + \mu) \) is the respective centered distribution and \( q(\cdot) \) be the density of \( U_k \). By convolution, we have:

\[
\tilde{q}(x) = \int y \tilde{p}(x - y) u(y) = \frac{1}{(2\pi)^k} \int_{[-\varepsilon, \varepsilon]^k} \tilde{p}(x - y) \\
= \tilde{p}(x + v), \text{ for some } v \in [-\varepsilon, \varepsilon]^k \\
\geq \tilde{p}(x + \varepsilon \text{sign } x).
\]

Note that eq. 7(a) follows from iteratively applying the Mean Value Theorem for each dimension and eq. 7(b) follows from the fact that \( P \) is centered, the density function achieves the maximum value at the origin. Next, we bound the KL divergence between \( P \) and \( Q \). For any \( Q \in Q(P) \),

\[
KL(P \| Q) = KL(\tilde{P} \| \tilde{Q}) = \mathbb{E}_{x \sim \tilde{P}} \left[ \log \frac{\tilde{p}(x)}{\tilde{q}(x)} \right] \\
\leq \mathbb{E}_{x \sim \tilde{P}} \left[ \log \frac{\tilde{p}(x + \varepsilon \text{sign } x)}{\tilde{q}(x + \varepsilon \text{sign } x)} \right] \\
\leq \frac{1}{2} \mathbb{E}_{x \sim \tilde{P}} \left[ (x + \varepsilon \text{sign } x)^\top \Sigma^{-1} (x + \varepsilon \text{sign } x) \right. \\
- x^\top \Sigma^{-1} x] \\
\leq \frac{1}{2} \mathbb{E}_{x \sim \tilde{P}} \left[ 2\varepsilon \text{sign } x^\top \Sigma^{-1} x + \varepsilon^2 \text{sign } x^\top \Sigma^{-1} x \right] \\
= \frac{1}{2} \mathbb{E}_{x \sim \tilde{P}} \left[ 2\varepsilon \text{Tr } (x \text{ sign } x^\top \Sigma^{-1}) \right. \\
+ \varepsilon^2 \text{Tr } (\text{sign } x \text{ sign } x^\top \Sigma^{-1}) \\
= \frac{1}{2} \left[ 2\varepsilon \text{Tr } \left( \text{E}_{x \sim \tilde{P}} \left[ x \text{ sign } x^\top \right] \Sigma^{-1} \right) \\
+ \varepsilon^2 \text{Tr } \left( \text{E}_{x \sim \tilde{P}} \left[ \text{sign } x \text{ sign } x^\top \right] \Sigma^{-1} \right) \right] \\
= \varepsilon \text{Tr } (A \Sigma^{-1}) + \varepsilon^2 2 \text{Tr } (B \Sigma^{-1}), (8c)
\]
where $A_{ij} = \frac{2}{\pi} \arctan V_{ij}$ if $\Sigma_{ij} > 0$, and $B_{ij} = \frac{2}{\pi} \arccot V_{ij} - 2 \arctan V_{ij} + \pi$ otherwise, for $V_{ij} = \frac{\Sigma_{ij}}{\sqrt{\Sigma_{ii} \Sigma_{jj} - \Sigma_{ij}^2}}$. Step 8.c is the direct result of applying Proposition 5 (Appendix A) for each dimension. Also, note that $B \succeq 0$ and $\Sigma^{-1} \succeq 0$. Therefore, $\text{Tr}(B \Sigma^{-1}) \geq 0$. We also rewrite $A$ as $C \Sigma$, where $C$ is a diagonal matrix with $C_{ii} = \frac{\pi}{\sqrt{2 \Sigma_{ii}}}$.

Finally, eq. 8.c is a quadratic function of $\varepsilon$ with positive coefficients and reaches its maximum when $\varepsilon = c$.

\[ \varepsilon \text{ Tr} (A \Sigma^{-1}) + \frac{\varepsilon^2}{2} \text{ Tr} (B \Sigma^{-1}) = c \sum_{i=1}^{k} \frac{\varepsilon^2}{\sqrt{2 \Sigma_{ii}}} + \frac{\varepsilon^2}{2} \text{ Tr} (B \Sigma^{-1}). \]

Combining eq. 8.c and Pinsker’s inequality, we conclude the proof.

5 Discussion

We first note that the parameter $\beta$ in Theorem 2 should be small, that is, a large value of $\beta$ will allow the adversary to largely perturb the original distribution which would make it certainly easy to detect that we are observing data from a poisoned distribution. In Section 4.2 we note that the upper bounds on the total variation growths with respect to $n$. Therefore, to obtain non-vacuous upper bounds in Lemmas 4 and 5 we choose values of $c$ to control the magnitude and make them small.

For the multivariate Gaussian noise we have the following corollary.

**Corollary 1.** In Lemma 4 for any $t \in [0, 1]$, if we set $c$ as follows:

\[ c = \frac{2t \sqrt{\lambda_{\text{min}}}}{\sqrt{n}}, \]

then we have that $\sup_{Q \in \Omega(P)} \text{TV}(P^n, Q^n) \leq t$.

For the multivariate uniform noise we have the following corollary.

**Corollary 2.** In Lemma 3 for any $t \in [0, 1]$, if we set $c$ as follows:

\[ c = \frac{1}{n} \text{ Tr}(B \Sigma^{-1}) \left[ \sqrt{\frac{1}{n}} \sum_{k} \frac{\sqrt{2}}{\sqrt{\pi \Sigma_{ii}}} + \frac{\varepsilon}{2} \text{ Tr} (B \Sigma^{-1}) \right], \]

then we have that $\sup_{Q \in \Omega(P)} \text{TV}(P^n, Q^n) \leq t$.

In both cases, the bounds above are now constant with respect to a real number $t$. For instance, if one sets $t = 0.01$, then, as argued in Remark 2, one necessarily “pays” at most 0.02 extra in the minimax risk with respect to the case where there is no adversary.

6 Concluding Remarks

In this paper, we look into the statistical limits of learning from noise-injected distributions. We adapted Le Cam’s lemma for our specific setting and showed through examples that our results can be applied to different tasks and noise-injection attacks due to the decomposability of the bound into the standard Le Cam bound and the adversarial term, $\delta$.

Combining our results from Sections 4.1 and 4.2, we provided 6 different results (Table 1) for our adversarial setting. As future work, one possible line is to analyze the regime in which the data comes from a certain parameterized distribution $P$ and the added noise is Gaussian. In Lemma 6 as a first set of results, we analyzed the case in which $P$ and the noise are Gaussians. Hence, for $P$ different than Gaussian the question remains open.
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SUPPLEMENTARY MATERIAL
A Le Cam Type Bound for Adversarial Learning and Applications

A Propositions

The following statements are well-known results and are included for clarity purposes.

Proposition 2 (25). Let $X$ be a random variable with support on $\mathcal{X}$. For any two distributions $P_1 = p_1(\cdot)$ and $P_2 = p_2(\cdot)$, we have:

$$
\int_{x \in \mathcal{X}} \min(p_1(x), p_2(x)) dx \geq \frac{1}{2} e^{-KL(P_1 \parallel P_2)}.
$$

Proposition 3 (9). Given two $d$-dimensional normal distributions $D_1 = \mathcal{N}(\mu_1, \Sigma_1)$ and $D_2 = \mathcal{N}(\mu_2, \Sigma_2)$, we have:

$$
KL(D_1 \parallel D_2) = \frac{1}{2} \left[ \text{Tr}(\Sigma_2^{-1} \Sigma_1) + (\mu_2 - \mu_1)^\top \Sigma_2^{-1} (\mu_2 - \mu_1) - d + \log \frac{\Sigma_2}{\Sigma_1} \right].
$$

Proposition 4 (10). Given two random vectors $x_1, x_2$ that jointly follow a Gaussian distribution, that is, $[x_1, x_2] \sim \mathcal{N} \begin{bmatrix} \mu_1, \Sigma_{11} & \Sigma_{12} \\ \Sigma_{21} & \Sigma_{22} \end{bmatrix}$, the conditional distribution of $x_2$ given $x_1$ is:

$$(x_2 \mid x_1 = a) \sim \mathcal{N} \left( \mu_2 + \Sigma_{21} \Sigma_{11}^{-1} (a - \mu_1), \Sigma_{22} - \Sigma_{21} \Sigma_{11}^{-1} \Sigma_{12} \right).$$

Proposition 5. Given two univariate random variables $X_1, X_2$ that jointly follow a zero mean Gaussian distribution, that is, $(X_1, X_2) \sim \mathcal{N}(0, 0), \begin{bmatrix} \Sigma_{11} & \Sigma_{12} \\ \Sigma_{21} & \Sigma_{22} \end{bmatrix}$, the covariance between $\text{sign} X_1$ and $X_2$ is:

$$
\text{Cov}(\text{sign} X_1, X_2) = \frac{\sqrt{2} \Sigma_{12}}{\sqrt{\pi} \Sigma_{11}},
$$

and let $v = \frac{\Sigma_{12}}{\sqrt{\Sigma_{11} \Sigma_{12} - \Sigma_{12}^2}}$, then the covariance between $\text{sign} X_1$ and $\text{sign} X_2$ is:

$$
\text{Cov}(\text{sign} X_1, \text{sign} X_2) = \begin{cases}
\frac{2}{\pi} \arctan v, & \text{if } \Sigma_{12} > 0, \\
\frac{1}{\pi} (6 \arctan v - 2 \arccot v + \pi), & \text{otherwise}.
\end{cases}
$$

Proof. Let $p(X_1, X_2)$ be the PDF of the Gaussian distribution as defined above.

For $\text{Cov}(\text{sign}(X_1), X_2) = \mathbb{E}[\text{sign}(X_1)X_2] - \mathbb{E}[\text{sign}(X_1)]\mathbb{E}[X_2]$. We know that $\mathbb{E}[\text{sign}(X_1)] = 0$ and $\mathbb{E}[X_2] = 0$. Also, $\mathbb{E}[\text{sign}(X_1)X_2] = \int_{X_1 \in [0, \infty), X_2 \in \mathbb{R}} X_2 p(X_1, X_2) + \int_{X_1 \in (-\infty, 0], X_2 \in \mathbb{R}} -X_2 p(X_1, X_2)$.

For $\text{Cov}(\text{sign}(X_1), \text{sign}(X_2)) = \mathbb{E}[\text{sign}(X_1)\text{sign}(X_2)] - \mathbb{E}[\text{sign}(X_1)]\mathbb{E}[\text{sign}(X_2)]$. We know that $\mathbb{E}[\text{sign}(X_1)] = 0$ and $\mathbb{E}[\text{sign}(X_2)] = 0$. Also, $\mathbb{E}[\text{sign}(X_1)\text{sign}(X_2)] = \int_{X_1 \in [0, \infty), X_2 \in [0, \infty)} p(X_1, X_2) + \int_{X_1 \in [0, \infty), X_2 \in (-\infty, 0]} -p(X_1, X_2) + \int_{X_1 \in (-\infty, 0), X_2 \in [0, \infty)} -p(X_1, X_2) + \int_{X_1 \in (-\infty, 0), X_2 \in (-\infty, 0)} p(X_1, X_2)$.

Working out the above integrals lead to the desired result. \qed