Evaluation of landslide susceptibility mapping by evidential belief function, logistic regression and support vector machine models
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ABSTRACT

The main purpose of this study was to produce landslide susceptibility maps using evidential belief function (EBF), logistic regression (LR) and support vector machine (SVM) models and to compare their results for the region surrounding Yongin, South Korea. We compiled a landslide inventory map of 82 landslides based on reports and aerial photographs and confirmed these data through extensive field surveys. All landslides were randomly separated into two data sets of 41 landslide data points each; half were selected to establish the model, and the remaining half were used for validation. We divided 18 landslide conditioning factors into the following four categories: topography factors, hydrology factors, soil map and forest map; these were considered for landslide susceptibility mapping. The relationships between landslide occurrence and landslide conditioning factors were analyzed using the EBF, LR and SVM models. The three models were then validated using the area under the curve (AUC) method. According to the validation results, the prediction accuracy of the LR model (AUC = 94.59%) was higher than those of the EBF model (AUC = 92.25%) and the SVM model (AUC = 81.78%); the LR model also had the highest training accuracy.
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1. Introduction

Landslides are the most common type of natural geological disaster, causing great damage in terms of material costs and loss of human life. Landslides are frequently responsible for enormous property damage and incur both direct and indirect costs, including actual damage and future damage (Fang 2012). In general, landslides occur in mountainous areas where precipitation, bedrock, forest, soil conditions and steep slopes can promote failure. South Korea has a large mountainous area, covering approximately 70% of the total land area of the country and consisting of granite or...
gneiss lithology; the area is also characterized by inclines vulnerable to landslides (Kim and Song 2015). Additionally, low soil strength due to weathering, and unstable slopes and high rainfall during the rainy season, greatly influence slope stability and landslide susceptibility. Landslide risk increases during the rainy season and with climate change-induced increases in rainfall frequency (Jeong et al. 2015; Kim and Song 2015).

Several methods are used to directly or indirectly minimize the impacts and losses attributable to landslides. The first step must be to identify zones vulnerable to landslides within a given area. The most common method is a geographic information system (GIS)-based approach to assess the environmental conditions where landslides have occurred to determine conditions that indicate risk. GIS-based approaches can incorporate a variety of methods; heuristic, statistical, probability and deterministic approaches were well documented by van Westen et al. (2006).

Landslide damage can be decreased to some extent by predicting future landslide locations (Pradhan 2010). Globally, several probability models, combined with GIS, have been used for landslide susceptibility assessment, such as weights of evidence (Oh and Lee 2011; Ozdemir and Altural 2013; Sujatha et al. 2014; Chen, Ding, et al. 2015), evidential belief function (EBF) (Tien Bui et al. 2013; Pradhan et al. 2014) and frequency ratio (Lee et al. 2004; Lee and Pradhan 2006; Dahal et al. 2008; Sujatha et al. 2013). Statistical models have also been used for landslide susceptibility assessment, including statistical index (Constantin et al. 2011; Aghdam et al. 2016; Chen, Chai, Sun, et al. 2016), analytical hierarchy process (Demir et al. 2013; Shahabi et al. 2014; Chen, Li, et al. 2015; Sujatha and Rajamanickam 2015) and logistic regression (LR) models (Lee 2007; Sujatha et al. 2011; Demir et al. 2013; Devkota et al. 2013; Ozdemir and Altural 2013). Because the prediction capabilities of these proposed models are critical, machine learning models have also been investigated, such as fuzzy logic (Pradhan 2010; Pourghasemi et al. 2012; Guettouche 2013), fuzzy rule-based classifier, neuro-fuzzy (Pradhan 2013; Dehnavi et al. 2015), multivariate adaptive regression splines (Vorpahl et al. 2012; Felicióismo et al. 2013; Conoscenti et al. 2015), neural network (Lee 2007; Yilmaz 2009; Park et al. 2013; Tien Bui et al. 2016) and support vector machine (SVM) models (Xu et al. 2012; Chen, Chai, Zhao, et al. 2016; Colkesen et al. 2016).

Each model has strengths and weaknesses; in general, their behavior depends on the characteristics of the study area where they are applied. Therefore, comparisons of various models for landslide susceptibility assessment are highly desired. This study analyzed landslide susceptibility based on EBF, LR and SVM models of landslide susceptibility. Various factors affecting landslides, including topography, hydrology, soil and forest cover, were examined using the System for Automated Geoscientific Analyses (SAGA) GIS Module. Landslide events were accurately detected from digital aerial photographs to determine the locations of past landslides. The relative contributions of these factors and landslide occurrences used as training data were then evaluated using the EBF, LR and SVM models, and the results of the models were validated using landslide occurrences.
2. Study area and materials

South Korea is located in East Asia, in the temperate monsoon zone. The climate is generally hot and humid, with abundant rainfall during the summer. The annual average precipitation ranges between 1,100 and 1,500 mm, with 70% of the annual average rainfall occurring during the summer (June–September). Debris flows and shallow landslides also commonly occur during the summer (Hong et al. 2017).

Yongin is a major city located in Gyeonggi Province, South Korea (Figure 1). The city comprises rural, urban and corporate communities. It is covered by hills, which account for 60% of the surface and mainly consist of Precambrian porphyroblastic and quartzofeldspathic gneisses. The city is expanding into the hills due to the creation of new towns and housing developments.

The study area suffered extensive landslide damage following heavy rain on 27 July 2011. The landslide began at around 13:00; precipitation intensity was 78 and 68 mm/h at 10:00 and 12:00, respectively, indicating high-intensity precipitation during that month. Within the study area, the cumulative rainfall until 13:00 on July 27 was 385 mm. Heavy rainfall caused shallow landslides, and subsequent debris flows collapsed houses and parts of buildings, resulting in the loss of life and property (Hong et al. 2017).

In this study, we interpreted landslides in the Yongin region using web-based aerial photographs and survey data and then confirmed these data in the field. To detect current locations of past landslides, we used digital aerial photography with a ground resolution of 0.5 m. From visual interpretations of photographs taken before and after the landslide, we detected 82 landslide locations in the study area. These were plotted on the aerial photographs, and DEM data were added for spatial processing (Figure 1). Topographic and hydrologic factors were constructed from DEMs using terrain analysis from the SAGA-GIS module (Table 1). The soil and forest factors were extracted from soil and forest maps.
2.1 Landslide inventory

Landslide inventory maps are necessary to assess the relationship between landslide distribution and predisposing factors. We constructed a landslide inventory map with 82 landslide locations that were identified by interpretation of aerial photographs without ground control points (GCPs). The aerial photographs were freely obtained at portal sites such as http://map.daum.net/ and http://www.skymaps.co.kr/ in Korea (Lee et al. 2012). Photographs taken before and after landslide events (Figure 2a–c) were selected from each region of landslide occurrence, and five GCPs were applied to each photograph from digital topographic features using ArcMap 10.2. Figure 2d shows a landslide photographed during the field survey. The spatial distribution of landslides was determined using remote sensing (RS) and GIS spatial analysis methods; the results show that landslides were mainly distributed at elevations between 100 and 300 m.

2.2 Landslide-related environmental factors

Environmental factors are important in determining the locations of landslide susceptibility areas. We considered 18 conditioning factors related to landslide occurrence. The spatial distribution of these factors is typically difficult to determine. We were able to obtain digital topographic, soil, forest and geological maps. The scale of all maps was 1:5,000, except for one geological map, which had a scale of 1:25,000. Landslide-related topographic, hydrologic, soil, forest and geologic factors used in this study are listed in Table 1. Topographic and hydrologic factors were prepared using a DEM derived from digital topographic maps with 5 m contours using ArcMap 10.2. The locations of landslides (Figure 1) and environmental factors (supplement A) were

| Category                      | Factor                        | Data type | Scale     | Source                                           |
|-------------------------------|-------------------------------|-----------|-----------|--------------------------------------------------|
| Digital elevation model (DEM) | Topographic factors           | Slope     | Grid      | National Geographic Information Institute (NGII) |
|                               | Plan curvature                |           |           |                                                  |
|                               | Aspect                        |           |           |                                                  |
|                               | Convexity                     |           |           |                                                  |
|                               | Topographic position index (TPI)|          |           |                                                  |
|                               | Terrain ruggedness index (TRI)|          |           |                                                  |
|                               | Mid-slope position (MSP)      |           |           |                                                  |
|                               | Landforms                     |           |           |                                                  |
| Hydrologic factors            | Slope length (SL)             | Polygon   | 1:5,000   | National Academy of Agricultural Science (NAAS)  |
|                               | Stream power index (SPI)      | Polygon   | 1:5,000   | National Academy of Agricultural Science (NAAS)  |
|                               | Topographic wetness index (TWI)|         |           | National Academy of Agricultural Science (NAAS)  |
| Soil map                      | Thickness                     | Polygon   | 1:5,000   | National Academy of Agricultural Science (NAAS)  |
|                               | Land use                      | Polygon   | 1:5,000   | National Academy of Agricultural Science (NAAS)  |
|                               | Material                      | Polygon   | 1:5,000   | National Academy of Agricultural Science (NAAS)  |
|                               | Topography                    | Polygon   | 1:5,000   | National Academy of Agricultural Science (NAAS)  |
| Forest map                    | Tree diameter                 | Polygon   | 1:5,000   | Korea Forest Research Institute (KFRI)           |
|                               | Forest density                | Polygon   | 1:5,000   | Korea Forest Research Institute (KFRI)           |
|                               | Tree age                      | Polygon   | 1:5,000   | Korea Forest Research Institute (KFRI)           |
denoted by 5 m × 5 m pixels; the study area had a total of 1,918,400 cells, with 1,760 columns and 1,090 rows.

### 2.2.1 Topographic and hydrologic factors

Topographic and hydrologic factors are related to the cause of landslides. In this study, we considered slope, plan curvature, aspect, convexity, topographic position index (TPI), terrain ruggedness index (TRI), mid-slope position (MSP) and landforms. The extracted hydrologic factors were slope length (SL), stream power index (SPI) and topographic wetness index (TWI). Slope indicates the hill’s degree of steepness, and aspect is the steepest downhill direction of the slope. Plan curvature is perpendicular to the slope and affects the divergence and convergence of flow on the surface. Terrain surface convexity is the positive surface curvature and represents the percentage of convex-upward cells (Iwahashi and Pike 2007). TPI is the difference between the mean elevation for a neighborhood of cells and the elevation of each cell (Guisan et al. 1999). Positive values typically represent features higher than surrounding features, values near zero are flat areas and negative values represent lower features. TRI is converted to absolute values by squaring the difference between the value of a cell and those of its neighbor cells. MSP sets the position to 0 and the maximum vertical distance to the mid-slope in the peak or valley direction to 1. Landform classification was derived from ranges of TPI values (Weiss 2001). SL is based on a specific catchment and slope area and was originally a replacement for SL. SPI represents the erosive forces of water flow (Moore et al. 1991). TWI exhibits a topographic effect at the site of the saturated area size of runoff generation (Moore et al. 1991).
et al. 1991). In general, lower TPI values and higher SL and SPI values represent higher landslide susceptibility.

### 2.2.2 Soil factors

The soil factors that we examined from soil maps for landslide susceptibility included soil thickness, land use, soil material and topography. Each factor was divided into several classes. Soil thickness was divided into the following four classes: very shallow (<20 cm), shallow (20–50 cm), moderate (50–10 cm) and deep (>100 cm). The maximum thickness and average unit weight (Kim et al., 2005) of the soil in the study area were 300 cm and 1.347 g/cm³, respectively. Land-use factors were grouped into grasses, forest, paddy, farm and orchard. Soil materials were classified into gneiss, river, acidic residuum and granite residuum. Topographic factors were classified based on the existing landscape type as mountainous, valley, hill, alluvial fan, piedmont slope, diluvium and fluvial plains’ areas.

### 2.2.3 Forest factors

Slope stability can be affected by vegetation and plant distribution, and it influences the hydrological properties of hills such as water flow, which, in turn, is associated with triggering landslides (Schwarz et al. 2010). Plant root strength also greatly influences the occurrence of slope failure (Schmidt et al. 2001). Therefore, forest factors such as tree diameter, density and age are closely related to the strength of soil–root bonds. Thus, forests with high tree density have a high capacity to maintain water pressure under heavy rainfall. In general, older trees with larger diameters tend to have stronger roots, contributing to increased slope stability. Tree diameters were divided into the following four classes: very small (<6 cm), small (7–18 cm), medium (19–30 cm) and large (30 cm). More than 50% of the trees in the study area were of medium diameter. Forest density was classified into the following three classes: sparse (<50% cover), moderate (51–70%) and dense (>71%). Tree ages were grouped into the following six classes: <10, 11–20, 21–30, 31–40, 41–50 and 51–60 years. Trees 10 years of age had very small diameters, and regions where this age class was dominant had low forest density. Trees 11–30 years of age were also small in diameter, and dominated areas with mixed cover and moderate forest density.

### 3. Application of EBF, LR and SVM for landslide susceptibility mapping

Using the detected landslide locations and the factors influencing landslide occurrence, we applied data-driven probability, statistical and data-mining models. The landslide locations were divided into a training set and a validation set, each containing 50% of the total number of landslides, and the spatial relationships between an event site and each landslide-related factor were determined.

#### 3.1. EBF model

The EBF model used in this study was mainly based on the Dempster–Shafer theory of evidence algorithms (Shafer 1976; Dempster 2008). The Dempster–Shafer theory is
Table 2. Results of evidential belief function (EBF), logistic regression (LR) and support vector machine (SVM) modeling for landslides and related factors.

| Factor                   | Class          | % of class | Number of landslides | Bel | Dis | Unc | LR coefficient | SVM normalized weight |
|--------------------------|----------------|------------|----------------------|-----|-----|-----|-----------------|-----------------------|
| Slope (degree)           | 0 to 5.71      | 30.44      | 0                    | 0.000 | 0.125 | 0.875 | 0.088          | 0.77                  |
|                          | 5.72 to 8.29   | 10.12      | 2                    | 0.036 | 0.125 | 0.840 |                 |                       |
|                          | 8.30 to 12.60  | 9.57       | 1                    | 0.018 | 0.125 | 0.857 |                 |                       |
|                          | 12.61 to 15.90 | 10.54      | 3                    | 0.052 | 0.125 | 0.823 |                 |                       |
|                          | 15.91 to 19.19 | 10.20      | 7                    | 0.142 | 0.125 | 0.734 |                 |                       |
|                          | 19.20 to 22.48 | 10.27      | 8                    | 0.165 | 0.125 | 0.710 |                 |                       |
|                          | 22.49 to 27.23 | 10.07      | 18                   | 0.546 | 0.125 | 0.329 |                 |                       |
|                          | 27.24 to 64.82 | 10.20      | 7                    | 0.142 | 0.125 | 0.734 |                 |                       |
| Plan curvature           | Concave        | 22.43      | 14                   | 0.477 | 0.333 | 0.189 | −0.215         | 0.00                  |
|                          | Flat           | 54.25      | 14                   | 0.116 | 0.333 | 0.550 | −0.106         |                       |
|                          | Convex         | 23.32      | 13                   | 0.406 | 0.333 | 0.260 | 0.000          |                       |
| Aspect                   | Flat           | 18.78      | 0                    | 0.000 | 0.111 | 0.889 | 0.000          | 0.76                  |
|                          | N              | 11.29      | 3                    | 0.056 | 0.111 | 0.833 | −0.377         |                       |
|                          | NE             | 9.52       | 4                    | 0.093 | 0.111 | 0.796 | 0.177          |                       |
|                          | E              | 8.40       | 8                    | 0.238 | 0.111 | 0.651 | 0.806          |                       |
|                          | SE             | 9.15       | 10                   | 0.288 | 0.111 | 0.601 | 1.277          |                       |
|                          | S              | 9.95       | 4                    | 0.088 | 0.111 | 0.801 | 0.301          |                       |
|                          | SW             | 10.62      | 3                    | 0.060 | 0.111 | 0.829 | 0.008          |                       |
|                          | W              | 9.81       | 4                    | 0.090 | 0.111 | 0.799 | −0.076         |                       |
|                          | NW             | 12.48      | 5                    | 0.088 | 0.111 | 0.801 | 0.000          |                       |
| Convexity (unitless)     | 0 to 11.36     | 10.00      | 0                    | 0.000 | 0.100 | 0.900 | 0.133          | 0.63                  |
|                          | 11.37 to 21.65 | 10.01      | 0                    | 0.000 | 0.100 | 0.900 |                 |                       |
|                          | 21.66 to 28.45 | 10.00      | 0                    | 0.000 | 0.100 | 0.900 |                 |                       |
|                          | 28.46 to 31.58 | 10.02      | 3                    | 0.062 | 0.100 | 0.838 |                 |                       |
|                          | 31.59 to 33.39 | 10.02      | 1                    | 0.020 | 0.100 | 0.880 |                 |                       |
|                          | 33.40 to 34.86 | 10.00      | 2                    | 0.041 | 0.100 | 0.860 |                 |                       |
|                          | 34.87 to 36.23 | 10.04      | 11                   | 0.288 | 0.100 | 0.612 |                 |                       |
|                          | 36.24 to 37.66 | 10.01      | 5                    | 0.110 | 0.100 | 0.790 |                 |                       |
|                          | 37.67 to 39.47 | 9.98       | 9                    | 0.223 | 0.100 | 0.677 |                 |                       |
|                          | 39.48 to 55.27 | 9.92       | 10                   | 0.257 | 0.100 | 0.643 |                 |                       |
|                          | −30.04 to −5.89| 10.00      | 4                    | 0.088 | 0.100 | 0.812 | −0.005         | 0.66                  |
|                          | −5.88 to −3.75 | 10.00      | 2                    | 0.042 | 0.100 | 0.858 |                 |                       |
|                          | −3.74 to −2.37 | 10.01      | 4                    | 0.088 | 0.100 | 0.812 |                 |                       |
|                          | −2.36 to −1.33 | 10.01      | 0                    | 0.000 | 0.100 | 0.900 |                 |                       |
|                          | −1.32 to −0.53 | 10.01      | 0                    | 0.000 | 0.100 | 0.900 |                 |                       |
|                          | −0.52 to 0.00  | 10.35      | 3                    | 0.062 | 0.100 | 0.838 |                 |                       |
|                          | 0.00           | 9.91       | 1                    | 0.021 | 0.100 | 0.880 |                 |                       |

(continued)
Table 2. Continued.

| Factor                              | Class | % of class | Number of landslides | Bel  | Dis  | Unc  | LR coefficient | SVM normalized weight |
|-------------------------------------|-------|------------|----------------------|------|------|------|----------------|-----------------------|
| 0.001 to 1.06                       |       |            |                      |      |      |      |                |                       |
| 1.07 to 3.57                        | 9.90  | 8          | 0.199                | 0.100| 0.701| 0.004| -0.004         | 0.69                  |
| 3.58 to 7.62                        | 9.90  | 11         | 0.302                | 0.100| 0.599|      |                |                       |
| 7.63 to 32.04                       | 9.90  | 8          | 0.199                | 0.100| 0.701|      |                |                       |
| Terrain ruggedness index (TRI)      |       |            |                      |      |      |      |                |                       |
| 0 to 0.57                           | 32.57 | 1          | 0.004                | 0.167| 0.829|      |                |                       |
| 0.58 to 0.86                        | 20.67 | 3          | 0.026                | 0.167| 0.808|      |                |                       |
| 0.87 to 1.11                        | 15.52 | 5          | 0.064                | 0.167| 0.769|      |                |                       |
| 1.12 to 1.26                        | 6.56  | 3          | 0.095                | 0.167| 0.738|      |                |                       |
| 1.27 to 1.73                        | 12.10 | 7          | 0.127                | 0.167| 0.706|      |                |                       |
| 1.74 to 7.74                        | 12.58 | 22         | 0.683                | 0.167| 0.150|      |                |                       |
| Mid-slope position (MSP) (unitless) |       |            |                      |      |      |      |                |                       |
| 0.39 to 0.49                        | 10.01 | 8          | 0.206                | 0.100| 0.694|      |                |                       |
| 0.50 to 0.59                        | 10.01 | 3          | 0.067                | 0.100| 0.833|      |                |                       |
| 0.60 to 0.68                        | 9.96  | 3          | 0.068                | 0.100| 0.833|      |                |                       |
| 0.69 to 0.76                        | 10.05 | 2          | 0.043                | 0.100| 0.857|      |                |                       |
| 0.77 to 0.83                        | 9.97  | 1          | 0.021                | 0.100| 0.879|      |                |                       |
| 0.84 to 0.88                        | 10.00 | 2          | 0.044                | 0.100| 0.856|      |                |                       |
| 0.89 to 1.00                        | 9.81  | 1          | 0.022                | 0.100| 0.878|      |                |                       |
| Landforms                           |       |            |                      |      |      |      |                |                       |
| 1st class                           | 5.83  | 2          | 0.108                | 0.083| 0.809| 0.013| 0.59          |                       |
| 2nd class                           | 11.97 | 11         | 0.352                | 0.083| 0.565| -0.769|               |                       |
| 3rd class                           | 20.48 | 2          | 0.026                | 0.083| 0.891| -1.033|               |                       |
| 4th class                           | 30.54 | 26         | 0.514                | 0.083| 0.402| -0.707|               |                       |
| 5th class                           | 0.31  | 0          | 0.000                | 0.083| 0.917| -5.941|               |                       |
| Landforms                           |       |            |                      |      |      |      |                |                       |
| 8th class                           | 2.17  | 0          | 0.000                | 0.083| 0.917| -10.126|              |                       |
| 9th class                           | 1.94  | 0          | 0.000                | 0.083| 0.917| -7.770|               |                       |
| 10th class                          | 8.83  | 0          | 0.000                | 0.083| 0.917| 0.000  |               |                       |
| Slope length (SL) (m)               |       |            |                      |      |      |      |                |                       |
| 0 to 0.34                           | 40.54 | 7          | 0.031                | 0.143| 0.827| -0.157| 0.68         |                       |
| 0.35 to 1.48                        | 9.95  | 1          | 0.023                | 0.143| 0.834|      |                |                       |
| 1.49 to 2.58                        | 9.56  | 3          | 0.076                | 0.143| 0.781|      |                |                       |
| 2.59 to 3.87                        | 10.06 | 3          | 0.072                | 0.143| 0.786|      |                |                       |
| 3.88 to 5.53                        | 9.90  | 5          | 0.129                | 0.143| 0.729|      |                |                       |
| 5.54 to 8.31                        | 10.01 | 11         | 0.335                | 0.143| 0.522|      |                |                       |
| 8.32                                | 9.99  | 11         | 0.335                | 0.143| 0.522|      |                |                       |
| Stream power index (SPI)            |       |            |                      |      |      |      |                |                       |
| 0 to 0.10                           | 40.47 | 7          | 0.033                | 0.143| 0.824| 0.010 | 0.69         |                       |
| 0.11 to 0.37                        | 9.90  | 2          | 0.050                | 0.143| 0.807|      |                |                       |
| 0.38 to 0.69                        | 9.84  | 4          | 0.107                | 0.143| 0.750|      |                |                       |
| 0.70 to 1.09                        | 10.01 | 6          | 0.166                | 0.143| 0.691|      |                |                       |
| 1.10 to 1.59                        | 9.95  | 8          | 0.237                | 0.143| 0.620|      |                |                       |
| 1.60 to 2.31                        | 9.84  | 8          | 0.240                | 0.143| 0.617|      |                |                       |
| 2.32                                | 10.00 | 6          | 0.167                | 0.143| 0.691|      |                |                       |
| Topographic wetness index (TWI)     |       |            |                      |      |      |      |                |                       |
| 0 to 4.87                           | 20.00 | 0          | 0.000                | 0.111| 0.889| -0.007| 0.75         |                       |
| 4.88 to 5.34                        | 10.07 | 17         | 0.509                | 0.111| 0.380|      |                |                       |
| 5.35 to 5.56                        | 10.01 | 9          | 0.204                | 0.111| 0.685|      |                |                       |
| 5.57 to 5.77                        | 9.97  | 5          | 0.101                | 0.111| 0.788|      |                |                       |
| 5.78 to 5.97                        | 9.96  | 3          | 0.058                | 0.111| 0.831|      |                |                       |
| 5.98 to 6.30                        | 9.99  | 1          | 0.018                | 0.111| 0.871|      |                |                       |
| 6.31 to 6.79                        | 11.00 | 5          | 0.091                | 0.111| 0.798|      |                |                       |
| 6.80 to 7.16                        | 9.11  | 1          | 0.020                | 0.111| 0.869|      |                |                       |
| 7.17                                | 9.90  | 0          | 0.000                | 0.111| 0.889|      |                |                       |
| < 20                                | 14.05 | 1          | 0.033                | 0.200| 0.767| -0.462| 1.00         |                       |

(continued)
a generalization of the Bayesian subjective probability theory, which relates to the effect of confidence in a problem on the probability of related problems. The flexibility of the EBF model, which is due to the acceptance of uncertainty and the incorporation of many sources of belief, is its greatest advantage. For this reason, it has already been applied in the construction of landslide susceptibility maps (Lee and Park 2013). The EBF model consists of the following four basic mathematical functions: Bel (degree of belief), Dis (degree of disbelief), Unc (degree of uncertainty) and Pls (degree of plausibility); values of these functions range from 0 to 1 (Althuwaynee

| Factor   | Class            | % of class | Number of landslides | Bel  | Dis  | Unc  | LR coefficient | SVM normalized weight |
|----------|------------------|------------|----------------------|------|------|------|----------------|-----------------------|
| Thickness (cm) | 20 to 50  | 9.61       | 8                    | 0.488| 0.200| 0.312| 2.573          |                        |
|           | 50 to 100       | 49.05      | 23                   | 0.284| 0.200| 0.516| 1.520          |                        |
|           | >100            | 23.55      | 9                    | 0.195| 0.200| 0.605| 1.560          |                        |
|           | No data         | 3.75       | 0                    | 0.000| 0.200| 0.800| 0.000          |                        |
| Land use  | Grasses         | 33.89      | 14                   | 0.142| 0.167| 0.691| −1.295         | 0.06                  |
|           | Forest          | 17.07      | 6                    | 0.117| 0.167| 0.716| −0.761         |                        |
|           | Paddy           | 17.19      | 5                    | 0.094| 0.167| 0.739| 7.696          |                        |
|           | Farm            | 21.28      | 7                    | 0.107| 0.167| 0.726| 8.293          |                        |
|           | Orchard         | 6.82       | 9                    | 0.540| 0.167| 0.293| 0.000          |                        |
|           | No data         | 3.75       | 0                    | 0.000| 0.167| 0.833| 0.000          |                        |
| Material  | Gneiss residuum | 56.13      | 29                   | 0.509| 0.250| 0.242| 17.285         | 0.54                  |
|           | River           | 6.67       | 2                    | 0.193| 0.250| 0.557| −0.478         |                        |
|           | Granite residuum| 22.62      | 9                    | 0.259| 0.250| 0.491| −0.695         |                        |
|           | Acidic residuum | 14.58      | 1                    | 0.039| 0.250| 0.711| 0.000          |                        |
| Topography | Mountainous area | 33.90    | 13                   | 0.188| 0.143| 0.669| −8.501         | 0.56                  |
|           | Valley area     | 21.14      | 10                   | 0.250| 0.143| 0.607| 1.188          |                        |
|           | Hilly area      | 24.25      | 16                   | 0.415| 0.143| 0.442| −7.826         |                        |
|           | Alluvial fan area | 1.87  | 0                    | 0.000| 0.143| 0.857| −10.184        |                        |
|           | Piedmont slope area | 4.26 | 1                    | 0.117| 0.143| 0.741| 0.000          |                        |
|           | Diluvium area   | 0.27       | 0                    | 0.000| 0.143| 0.857| −8.474         |                        |
|           | Fluvial plains area | 14.30 | 1                    | 0.031| 0.143| 0.826| 0.000          |                        |
| Tree diameter | Very small      | 1.85       | 9                    | 0.619| 0.200| 0.181| 23.182         | 0.24                  |
|           | Small           | 44.90      | 1                    | 0.058| 0.200| 0.742| −2.240         |                        |
|           | Medium          | 1.75       | 11                   | 0.274| 0.200| 0.526| −1.183         |                        |
|           | Large           | 5.26       | 20                   | 0.049| 0.200| 0.752| 7.926          |                        |
|           | No data         | 46.24      | 0                    | 0.000| 0.200| 0.800| 0.000          |                        |
| Forest density | Sparse         | 2.07       | 9                    | 0.712| 0.250| 0.038| −11.701        | 0.61                  |
|           | Moderate        | 6.15       | 8                    | 0.198| 0.250| 0.552| 0.311          |                        |
|           | Dense           | 45.53      | 24                   | 0.090| 0.250| 0.660| 0.000          |                        |
|           | No data         | 46.24      | 0                    | 0.000| 0.250| 0.750| 0.000          |                        |
| Tree age  | 1st age         | 1.85       | 9                    | 0.442| 0.143| 0.416| 0.000          | 0.82                  |
|           | 2nd age         | 1.07       | 5                    | 0.382| 0.143| 0.476| 3.160          |                        |
|           | 3rd age         | 4.20       | 6                    | 0.116| 0.143| 0.742| 2.240          |                        |
|           | 4th age         | 36.44      | 18                   | 0.040| 0.143| 0.817| 11.271         |                        |
|           | 5th age         | 10.07      | 3                    | 0.021| 0.143| 0.836| 10.703         |                        |
|           | 6th age         | 0.14       | 0                    | 0.000| 0.143| 0.857| 0.000          |                        |
|           | No data         | 46.24      | 0                    | 0.000| 0.143| 0.857| 0.000          |                        |

The training data included 41 landslide occurrences.
Bel: belief; Dis: disbelief; Unc: uncertainty.

Table 2. Continued.
Multi-layer integration of Bel, Dis, Un and Pls is expressed as follows (Lee and Park 2013):

Belief (Bel) = \frac{\text{Bel}_1 + \text{Bel}_2 + \ldots + \text{Bel}_n}{1 - \sum_{j=1}^{n} \text{Dis}_j - \text{Dis}_j - \text{Bel}_j} \quad (1)

Disbelief (Dis) = \frac{\text{Dis}_1 + \text{Dis}_2 + \ldots + \text{Dis}_n}{1 - \sum_{j=1}^{n} \text{Bel}_j - \text{Dis}_j - \text{Dis}_j - \text{Bel}_j} \quad (2)

Uncertainty (Unc) = \frac{\text{Unc}_1 + \text{Unc}_2 + \text{Bel}_1 + \text{Unc}_1 + \text{Bel}_1 + \text{Unc}_1 + \text{Dis}_1 + \text{Unc}_1 + \text{Dis}_1 + \text{Unc}_1}{1 - \sum_{j=1}^{n} \text{Bel}_j - \text{Dis}_j - \text{Dis}_j - \text{Bel}_j} \quad (3)

Plausibility (Pls) = \text{Bel} + \text{Unc} \quad (4)

Bel + Unc + Dis = 1 \quad (5)

where Bel_n is the lower degree of belief for each factor type or range, Dis_n is the degree of disbelief for each factor type or range, and Unc_n is the degree of uncertainty for each factor type or range. Table 2 shows the spatial relationships of landslide occurrence with landslide conditioning factors obtained using the EBF model.

An integrated belief function map was produced from the sum of the EBF values calculated for each landslide conditioning factor. The resulting EBF landslide susceptibility index (LSI) map (Figure 3) was classified into four zones using the equal area classification method for ease of visual interpretation: low, medium, high and very high landslide susceptibility zones, covering 70, 15, 10 and 5% of the study area, respectively (Figure 3).

### 3.2. LR model

In LR, one of the most widely used statistical analyses, the probability of a result is related to a set of potential predictive variables (Tu 1996). LR detects a quantitative relationship of dependent variables with one or more independent variable; the value of the dependent variable is transformed to the value of its corresponding probability
ratio logarithm and fit to the logistic curve. In landslide prediction, the goal of LR is to find the best algorithm for analyzing the spatial relationship between a set of factors that influence landslides and the presence or absence of landslides; the predicted result landslide or non-landslide (Ayalew and Yamagishi 2005). The dependent variable is therefore a binary variable indicating the presence or absence of a landslide, and the relationship between landslide events and causal factors can be expressed as:

\[ p = \frac{1}{1 + e^{-z}} \]  

where \( p \) is the estimated occurrence probability of a landslide and varies from 0 to 1 on an S-shaped curve, \( z \) is the weighted linear combination of the independent variables and varies from \(-\infty\) to \(+\infty\), and \( z \) can be expressed as a summation of some constant value (Tien Bui et al. 2016):

\[ z = \ln \left( \frac{p}{1-p} \right) = \alpha + \sum_{i=1}^{n} \beta_i x_i \]  

where \( p/(1-p) \) is the likelihood ratio, \( \alpha \) is the intercept of the model, \( x_i \) represents the independent variable and \( \beta_i \) denotes the respective coefficients. The intercept of the model in this study was found to be \(-30.867\). The coefficient for each factor is presented in Table 2.

The model coefficients and probability of landslide occurrence (Equation 7) were calculated using the statistical analysis software SPSS. Through the LR model, the spatial relationships between each landslide-conditioning factor and landslide occurrence were assessed (Table 2). In this analysis, slope, convexity, TPI, TRI, MSP, SL, TWI, SPI and soil thickness were treated as continuous data, whereas plan curvature, slope aspect, landforms, land use, soil material, topography, tree diameter, forest density and tree age were
treated as categorical data. The LR LSI map (Figure 4) was prepared in the same manner as the EBF LSI map.

3.3 SVM model

A SVM is a supervised machine learning classification technique based on statistical learning theory and the structural risk minimization principle (Vapnik 1998). Using the landslide training dataset, the SVM maps the input data onto a high-dimensional feature space and an optimal hyperplane with a maximum margin is determined to separate the two classes: landslide and non-landslide. Kernel functions convert the original data into linearly separable data in high-dimensional feature space (Kavzoglu and Colkesen 2009).

We used the Environment for Visualizing Images software (ENVI 5.0; Exelis Visual Information Solutions, Boulder, CO, USA) for SVM model application. The default kernel of the ENVI software is the radial basis function (RBF) kernel, which is known to provide more accurate prediction results in most classifications, especially in nonlinear environments. In landslide susceptibility mapping, the radial basis function (RBF) kernel is a popular choice for SVM classification (Tien Bui et al. 2012); as applied in this study, this kernel was expressed as

\[
K(X_i, X_j) = \exp(-\gamma X_i - X_j^2)
\]

where \(K = (X_i, X_j)\) is the kernel function and \(\gamma\) is a kernel parameter. The \(\gamma\) value for landslide-related environmental factors was set to 1.000 in the ENVI software. The probability values from the SVM model range from 0 to 1 in ENVI, representing low and high LSIs, respectively. The SVM LSI map (Figure 5) was prepared in the same manner as the EBF LSI map.

A sensitivity analysis was conducted for each factor, by excluding each factor from the SVM LSI map of all factors. The normalized weight for each factor (Table 2) was
then calculated according to differences in the area under the curve (AUC) values between the SVM LSI map including all factors and the SVM LSI map excluding each factor (Table 3). The normalized weight has a range of 0 (low landslide susceptibility) to 1 (high susceptibility). The weight for each factor is presented in Table 2.

4. Landslide susceptibility map validation and comparison

A landslide susceptibility map should be able to effectively predict future landslide areas and to be validated by combining existing landslide location data with new locations as landslides occur. Therefore, we confirmed the results of the landslide susceptibility analysis using validation data. Landslide susceptibility maps produced by the three models were validated by comparing the susceptibility map with the training data and also by comparing the susceptibility map with the validation data. To achieve this, 82 landslides were randomly separated into the following two data sets: 50% for modeling and 50% for validation.

The AUC was used to quantitatively compare the results of the three models (Figure 6); the model with the highest AUC was considered the best model. The AUC was obtained by comparing the validation data with the landslide susceptibility maps. Based on Figure 6, the LR model had the highest AUC value (0.9459), followed by EBF (0.9225) and SVM (0.8178). The LR model also had the highest training accuracy, of 94.59%, followed by the EBF (92.25%) and SVM (81.78%) models.

5. Results and discussion

The AUC of the LR model was higher than that of the EBF and SVM models by about 2.3 and 12.8%, respectively. The AUC of the EBF model was higher than that of the SVM model by about 10.4%. Therefore, the LR and EBF models were less sensitive to the training data than the SVM for the study area.

The LR is designed to find the best conditional probability for the data (Kavzoglu et al. 2014). Therefore, the coefficient for each factor can be calculated to optimize probabilistic interpretation. Factors with positive relationships with landslide susceptibility were slope, convexity and SPI; negative factors included TPI, TRI, MSP, SL and TWI.

In the EBF model, belief (Bel) was considered the function most representative of the correlation between landslide occurrence and each landslide conditioning factor. At a slope of $>27.23^\circ$, the Bel value was 0.546, indicating a very high probability of landslide occurrence. Plan curvature was characterized by a high Bel value for concave shapes (0.477). High Bel values for aspect were related to southeast- and east-facing slopes (0.288 and 0.238, respectively), indicating that these categories have a positive spatial association with landslide occurrence. The probability of landslide occurrence was highest at convexity values between 34.87 and 36.23 (7th class), TPI values between 3.58 and 7.62 (9th class), TRI values between 1.74 and 7.74 (6th class), MSP values between 0.14 and 0.27 (2nd class), SL values between 5.54 and 552.80 (6th and 7th classes), TWI values between 4.88 and 5.34 (2nd class) and SPI values between 1.10 and 2.31 (5th and 6th classes). The remaining factors had highest probabilities as follows: landforms, 4th class; soil thickness, 3rd class (50–100 cm); land
use, grasses; soil material, gneiss residuum; topography, hilly area; tree diameter, medium; forest density, dense; and tree age, 4th class (31–40 years).

The sensitivity analysis of each factor required calculation of the AUC ratio of the SVM LSI maps, which excluded each factor in turn from the SVM LSI map of all factors. The AUC ratio was lowest at 81.58% when soil thickness was excluded and highest at 84.63% when plan curvature was excluded (Table 3). Thus, soil thickness had the greatest effect (normalized weight: 1) in the SVM model. In contrast, plan curvature had the smallest effect (normalized weight: 0).

In landslide susceptibility modeling, the main advantage of the LR model is that its linear classification allows the use of binary dependent variables for a range of independent variable types (i.e., scale, nominal and ordinal). The EBF model allows susceptibility zone mapping and uncertainty modeling. Furthermore, the quantitative relationships between landslide occurrence and the classes of each factor are clearly presented as a series of mass functions: Bel, disbelief (Dis) and uncertainty (Unc). Although the SVM model confers the benefit of modeling nonlinear decision

Table 3. Percent area of under the curve (AUC) values for a landslide susceptibility map using support vector machine (SVM) sequentially excluding each factor to identify the effect of that factor.

| Excluded factor | % of AUC | Excluded factor | % of AUC |
|-----------------|----------|----------------|----------|
| Thickness       | 81.58    | Mid-slope position | 82.63    |
| Tree age        | 82.12    | Convexity       | 82.71    |
| Slope           | 82.92    | Forest density  | 82.78    |
| Aspect          | 82.31    | Landforms       | 82.82    |
| TWI             | 82.35    | Topography      | 82.92    |
| SPI             | 82.52    | Material        | 82.99    |
| TRI             | 82.54    | Tree diameter   | 83.89    |
| Slope length    | 82.57    | Land use        | 84.45    |
| TPI             | 82.62    | Plan curvature  | 84.63    |

Figure 6. Percent area under the curve (AUC) for landslide susceptibility maps based on the EBF, LR and SVM models.
boundaries and kernels, the application of the RBF kernel and a gamma value of 1 produced lower performance in this study than the LR and EBF models, which have fewer parameters for fine-tuning. However, the SVM model requires that some kernel functions and gamma parameters are optimized.

The training of the LR and EBF models is typically more efficient than that of the SVM model, especially when large amounts of data are used (Kalantar et al. 2018). However, all models exhibited reasonably good accuracy in landslide susceptibility mapping in the current study. Therefore, any of these models may be applied to spatial prediction of landslide risk within the study area.

6. Conclusions

Landslide inventory maps were constructed using high-resolution digital aerial photography data due to the difficulty of distinguishing landslides of similar shapes in the study area using satellite images or panchromatic photography. By contrast, landslides were easily visually interpreted using high-resolution aerial photographs taken during a high-vegetation season. The use of aerial photography could also save the time and cost associated with field surveys to identify damage caused by natural disasters.

During the rainy season, especially in Korea, debris flows occur in many high-slope areas due to intensive daily rainfall. Therefore, it is necessary to analyze landslide susceptibility using the relationships between factors related to landslide events and the locations of previous landslides. In this study, 18 factors were selected to characterize topography, hydrology and soil and forest effects to analyze landslide risk using EBF, LR and SVM models. With these three models, landslide susceptibility maps of the Yongin region were produced and areas were classified into low, medium, high and very high landslide susceptibility zones. Validation of the landslide susceptibility results showed that the LR and EBF models had higher success rates and training accuracy than the SVM model. The landslide susceptibility map produced by the LR model performed best in landslide susceptibility mapping in this study.

The factors affecting landslide and their ranges (or classes) were used to produce a landslide susceptibility map from the three models; such maps provide useful information for decision makers and land-use planners in urban regions. The results obtained in this study will make a significant contribution to the geohazard mapping and land-use planning literature.
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