Abstract—We introduce optimal energy shaping as an enhancement of classical passivity–based control methods. A promising feature of passivity theory, alongside stability, has traditionally been claimed to be intuitive performance tuning along the execution of a given task. However, a systematic approach to adjust performance within a passive control framework has yet to be developed, as each method relies on few and problem–specific practical insights. Here, we cast the classic energy–shaping control design process in an optimal control framework; once a task–dependent performance metric is defined, an optimal solution is systematically obtained through an iterative procedure relying on neural networks and gradient–based optimization. The proposed method is validated on state–regulation tasks.

I. INTRODUCTION

The concept of energy experienced, in the last three decades, a surge of interest in both engineering practice as well as robot control theory. Passivity–based control (PBC) has since fully established itself as a branch of nonlinear control. Its core idea is to treat dynamical systems as physical entities able to exchange energy with other systems rather than to process signals [1], [2]. The resulting framework, called port-Hamiltonian theory, links the concept of energy and the input/output characterization of systems [3]. The methodology grew fast, and passivity–based control methods are now ubiquitous in robotics: from gravity compensation [4] or impedance control [5] to teleoperation [6], formation control [7] or non–smooth tasks [8]. The core motivation of choosing passive control strategies, besides obtaining stability of the closed-loop system, is to guarantee a stable interaction with an unknown passive environment [9]. In fact the latter, especially when manifests with stiff impedance parameters, could drastically modify the dynamic evolution of the systems, leading to unsafe behaviours. In robotics, this framework has evolved into the so called energy aware robotics methodology, where safety constraints and energy budgeting techniques can be consistently integrated in the intrinsically passive control architecture [9]. A limit of this approach is that the design of the low–level controller is dedicated to achieving passivity of the closed–loop system, without optimizing for task performance. This aspect produced the highly–debated assertion that passivity is associated to a loss of performance in the control due to the choice of over–conservative gains [10]. This loss of performance can be partially addressed by imposing task–dependent energy budgeting protocols (see e.g., [11] and references therein) at a higher supervision level of the controller. Nevertheless the often claimed intuitive performance tuning of energy–based control methods is questionable, since in most cases the developed ideas were limited to a re–derivation of PD controllers using novel arguments, de facto obscuring the power of the technique to the community.

In most physical domains the predominant class of passivity–based control methods for physical systems is represented by potential compensation techniques; these rely on canceling the system’s potential part of the energy and replace it with a fictitious quadratic term having the minimum placed in the desired set point. Then, dissipation is often added to the system trough a (fictitious) linear damper. Although this approach presents potential issues related to unstable nonlinear terms introduced by imperfect cancellation of the system’s potential (e.g., in case of uncertainties on model’s parameters), it remains very popular among, e.g., the robot control community. Furthermore, besides the problem of tuning the gains of the proportional and derivative actions, two deeper questions remain unanswered: why should we assign a quadratic potential? and why should we choose a linear dissipation term?

For what concerns performance tuning, pure learning–based approaches to control such as reinforcement learning methods [12], [13], generally place utmost importance on performance optimization at the expense of stability and safety. In particular, stability is only rarely ensured through ad hoc algorithmic extensions rather than representing an intrinsic property of the framework. The limitations of this modus operandi, permeating the modern landscape of neural network learning–based control and prediction, have been highlighted by the community [14], [15], and several approaches have been proposed since [16].

Here, instead of an attempt to patch out weaknesses starting from a pure learning framework, we propose carefully blending the expressive power of neural networks and passivity based control. To achieve this goal, we systematically design a parametrized passive controller through the solution of an optimization problem, in order to maximize the performance of the system along a task execution. A formulation of the optimal control problem involving energy–balancing passive controllers is then obtained through an extension of the continuous–depth framework, recently developed in machine learning. This paradigm, including one of its core model classes, the Neural Ordinary Differential Equation (Neural ODE) [17], [18] has been successfully employed in combination to energy based models [19], [20], [21], [22], offering a grounded way to introduce first–principles into neural networks.
Notation: Let $\mathcal{M}$ be a smooth manifold. For all $x \in \mathcal{M}$, $T_x\mathcal{M}$ and $T^*_x\mathcal{M}$ are the tangent and cotangent spaces in $x$, while $T\mathcal{M}$ and $T^*\mathcal{M}$ are its tangent and cotangent bundles, respectively. Moreover, let us denote with $<,<$ (≥) negative and positive (semi–) definite matrices. Given a vector space $V$, we denote with $(\cdot, \cdot): V \times V^* \to \mathbb{R}$ the natural duality paring. $0_n$ represents the $n-$dimensional zero vector. Let $\mathcal{H}(x): \mathcal{M} \to \mathbb{R}$ be a scalar function over a smooth manifold $\mathcal{M}$. $\partial \mathcal{H}/\partial x \in T^*\mathcal{M}$ is the gradient of $\mathcal{H}$ and is represented in coordinates as a row vector. We refer to $\nabla \mathcal{H} \in T\mathcal{M}$ as the vector gradient, which in a coordinate representation is a column vector, the transposed of the aforementioned gradient. We use the triplet $(\Omega, F, \mathcal{P})$ to denote a probability space with sample space $\Omega$, $\sigma-$algebra $\mathcal{F}$ and measure $\mathcal{P}$. Given a random variable $\alpha$ defined on such probability space, we represent its expectation as $E_{\omega \sim \mathcal{P}(\omega)}[\alpha] := \int_{\Omega} \alpha(\omega) d\mathcal{P}(\omega)$.

II. BACKGROUND

In this section, we give an overview on the port–Hamiltonian representation of dynamics and the energy balancing paradigm.

A. Input–State–Output Model of Port–Hamiltonian Systems

The input–state–output representation of a port–Hamiltonian system [1] consists in a dynamic model of the form:

\[
\begin{align*}
\dot{x} &= F(x)\nabla \mathcal{H}(x) + g(x)u \\
y &= g^\top(x)\nabla \mathcal{H}(x)
\end{align*}
\]

with state $x \in \mathcal{X}$ ($\mathcal{X}$ is a $n_x-$dimensional manifold), input $u \in \mathcal{U}$ ($\mathcal{U} := C^\infty(\mathbb{R} \to \mathbb{R}^n_u)$) and output $y \in \mathcal{Y}$. The system matrices are such that $F(x) + F^\top(x) \preceq 0$ ($F : \mathcal{X} \to \mathbb{R}^{n_x \times n_x}$), input matrix $g : \mathcal{X} \to \mathbb{R}^{n_x \times n_u}$ and Hamiltonian $\mathcal{H} : \mathcal{X} \to \mathbb{R}$.

The main property of system (1) is to be passive [23] with respect to the storage function $\mathcal{H}$. In fact,

\[
\begin{align*}
\dot{\mathcal{H}}(x) &= \langle \nabla \mathcal{H}(x), \dot{x} \rangle \\
&= \langle \nabla \mathcal{H}(x), F(x)\nabla \mathcal{H}(x) + g(x)u \rangle \\
&= \langle \nabla \mathcal{H}(x), F(x)\nabla \mathcal{H}(x) \rangle + \langle g(x), u \rangle \leq \langle y, u \rangle \\
&\leq 0
\end{align*}
\]

Mechanical systems admits a representation in form (1). Let $\mathcal{Q}$ be a $n_q-$dimensional configuration manifold and let $q \in \mathcal{Q}$ be the vector of generalized coordinates, $p \in T_q\mathcal{Q}$ denotes the generalized momenta, $p := M(q)\dot{q}$, where $M(q) = M^\top(q) \succeq 0$ ($M : \mathcal{Q} \to \mathbb{R}^{n_q \times n_q}$) is the inertia matrix of the system. Note that, here the full state $x := (q, p)$ of the system is an element of the cotangent bundle $T^*\mathcal{Q}$ of the configuration manifold $\mathcal{Q}$. The equations of motions in canonical form are given by (1) with

\[
F := \begin{bmatrix} 0 & \mathcal{O} \\ -1 & D \end{bmatrix}, \quad g := \begin{bmatrix} \mathcal{O} \\ B \end{bmatrix}
\]

resulting in

\[
\begin{bmatrix} \dot{q} \\ \dot{p} \end{bmatrix} = \begin{bmatrix} 0 & \mathcal{O} \\ -1 & D \end{bmatrix} \begin{bmatrix} \nabla_q \mathcal{H}(q, p) \\ \nabla_p \mathcal{H}(q, p) \end{bmatrix} + \begin{bmatrix} \mathcal{O} \\ B \end{bmatrix} u
\]

where $\mathcal{H} : T^*\mathcal{Q} \to \mathbb{R}$ is the total energy (Hamiltonian)

\[
\mathcal{H}(q, p) := \frac{1}{2} p^\top M^{-1}(q)p + V(q),
\]

$V : \mathcal{Q} \to \mathbb{R}$ the potential, $D = D^\top \preceq 0$ takes into account dissipative and friction effects, $B \in \mathbb{R}^{d \times d}$ is the input matrix and $u : \mathbb{R} \to \mathbb{R}^{n_u}$ are the external generalized forces. Here, $q, p \in \mathbb{R}^{n_q}$, $x \in \mathbb{R}^{n_x}$, $n_x = 2n_q$ in coordinates. Note that the rank of $B$ determines the actuation regime of the mechanical system. If rank$(B) = n_q$, the system is fully–actuated while, if rank$(B) < n_q$ the system is under–actuated.

B. Passivity Based Control (PBC)

Before defining the proposed framework of optimal energy shaping, we briefly introduce the classical setting.

1) Energy Shaping: Consider a PH system (1); a control action $u = \beta(x) + v$ solves the PBC problem if the closed-loop system satisfies a desired power-balance equation

\[
\mathcal{H}^*(x) = \langle z(t), v(t) \rangle - d^*(t)
\]

where $\mathcal{H}^*(x)$ is the desired energy function, $d^*(t)$ the desired dissipation function and $z \in \mathbb{R}^{n_u}$ the new power conjugated (passive) output. The most straightforward solution of the energy shaping problem is the so called energy-balancing PBC (EB-PBC). The controller can be obtained directly from the power balance equation by setting the desired dissipation $d^*$ equal to the natural dissipation of the system while retaining $y$ as the new passive output, i.e

\[
d^* := -\langle \nabla \mathcal{H}, F(x)\nabla \mathcal{H} \rangle, \quad z := y.
\]

Proposition 1 (EB–PBC [24]). If it is possible to find a function $\beta(x)$ such that $\mathcal{H}^*(x) - \mathcal{H}(x) = \langle g(y), \beta(x) \rangle$ then the control law $u = \beta(x) + v$ is such that $\mathcal{H}^*(x) = \langle g(y), v(t) \rangle - d^*$ is satisfied.

This means that the state feedback $\beta(x)$ is such that the added energy $\mathcal{H}^*(x) - \mathcal{H}(x)$ equals the energy supplied to the system through the power port by $\beta$ and, consequently, $\mathcal{H}^*$ is the difference between the stored and supplied energy. The closed-form solution of the EB-PBC controller is given by

\[
\beta(x) = -g^\top(x)F^\top(x)(\nabla \mathcal{H}^*(x) - \nabla \mathcal{H}(x))
\]

where $g^\top(x)$ is the left pseudo–inverse of $g(x)$, $g(x) := (g^\top(x)g(x))^{-1}g^\top(x)$ and $\mathcal{H}^*(x)$ satisfies the following matching equations

\[
\begin{bmatrix} g^\top(x)F^\top(x) \\ g^\top(x) \end{bmatrix}(\nabla \mathcal{H}^*(x) - \nabla \mathcal{H}(x)) = 0_{n_x + n_u}
\]

being $g^\top(x)$ is a left full–rank annihilator of $g(x)$, i.e. $g^\top(x)$ is such that for all $x \in \mathcal{X}$, $g^\top(x)g(x) = 0_{n_x}$.
2) Damping Injection: From standard passivity–based control [24] dissipation can be added to the system via negative output feedback as a mean to extract energy from the system. Let \( K = K^\top > 0 \), \( (K \in \mathbb{R}^{n_x \times n_u}) \). Then, the output feedback

\[ v = -Ky \]

preserves passivity by adding dissipation to the system. Consider a port–Hamiltonian system controlled via energy shaping and let us add the damping injection term: \( u := \beta(x) - Ky \). Then, from Proposition 1 we have

\[ \mathcal{H}^* = (y(t), -Ky(t)) - \langle \nabla \mathcal{H}(x), F(x)\nabla \mathcal{H}(x) \rangle \]

\[ = -\nabla^T \mathcal{H}(x)g(t)xKg^\top (x)\nabla \mathcal{H}(x) - \nabla^T \mathcal{H}(x)(F(x))\nabla \mathcal{H}(x) \]

\[ = -\nabla^T \mathcal{H}(x) \left[ g(x)Kg^\top (x) + F(x) \right] \nabla \mathcal{H}(x) \leq 0 \] (5)

### III. Optimal Energy Balancing

In general, energy–balancing PBC admits infinite possible choices of \( \mathcal{H}^*(x) \) and \( K \) for a given control problem. Nonetheless, in practice, quadratic desired energies and constant damping matrices dominate almost most approaches.

Consider a time horizon \( \mathcal{T} := [0, T] \) \((T > 0)\). Once a scalar cost function \( \ell \) is defined, we aim at finding desired energy \( \mathcal{H}^*(x) \) and output feedback gain \( K^* \) minimizing that cost. Note that we consider \( K^* \) to be a function of both time and the state, \( K^* : \mathcal{T} \times x \rightarrow \mathbb{R}^{n_x \times n_u} \), \( K^* = K^*(t, x) \). In fact, as long as \( K^*(t, x(t)) \geq 0 \) for all \( t \in \mathcal{T} \), the output feedback law \( v = -K^*(t, x) \) will still extract energy from the system, as it can be seen by inspecting (5).

If \( F, \mathcal{H}, g \) and \( u \) are smooth enough, for any initial condition \( x_0 \in \mathcal{X} \) the port–Hamiltonian system (1) admits a unique solution defined on \( \mathcal{T} \). If this is the case, there exists a mapping \( \Phi \) from \( \mathcal{T} \times \mathcal{X} \) to the space of absolutely continuous functions \( \mathcal{T} \rightarrow \mathcal{X} \) such that \( x(t) = \Phi(x_0, u(t)) \). For compactness we denote \( \Phi(x_0, u(t)) \) by \( \Phi_t(x_0, u) \). In general, \( \ell \) comprises two terms, a terminal cost, depending on the final state of the system (at the end of the horizon) and an integral cost, distributed on the whole time horizon, i.e.,

\[ \ell(x_0, u) = \int_{0}^{T} l(t, u(t), \Phi_t(x_0, u)) \, dt \]

\[ + L(T, u(T), \Phi_T(x_0, u)) . \]

Moreover, let the system initial condition \( x(0) = x_0 \) be a random variable defined on a probability space \((\Omega, \mathcal{F}, P)\) such that \( P(x_0 \in \mathcal{X}) = 1 \). Namely, we suppose that only the distribution of initial conditions is known, and therefore, we wish to minimize the cost expectation over this distribution. This approach allows us to obtain optimal stable controllers for a whole distribution of initial conditions rather than a single one. The optimal energy–balancing control design can be cast as the following nonlinear program:

\[ \min_{\mathcal{H}^*, K^*} E_{x_0 \sim P(x_0)} \left[ \ell(x_0, u) \right] \]

subject to \( \dot{x} = F(x)\nabla \mathcal{H}(x) + g(x)u(t, x) \ \ t \in [0, T] \)

\[ u(t, x) = g^\top (x)F^\top (x)(\nabla \mathcal{H}^*(x) - \nabla \mathcal{H}(x)) \]

\[ -K^*(t, x)g^\top (x)\nabla \mathcal{H}(x) \] (6)

\[ \left[ g^\top (x)F^\top (x) \right] (\nabla \mathcal{H}^*(x) - \nabla \mathcal{H}(x)) = 0 \]

\[ K^*(t, x) > 0 \]

The above problem does not present, in general, any closed–form solution. Therefore, we hereby propose a method to reach an optimal solution by iterating a stochastic gradient descent [25] algorithm. We start by breaking down (6) in sub–problems, listing the issues needed to be overcome:

1. The nonlinear program presents a PDE constraint

\[ \left[ g^\top F^\top \right] (\nabla \mathcal{H}^*(x) - \nabla \mathcal{H}(x)) = 0_{n_u + n_a} ; \]

2. \( \mathcal{H}^*(x) \) and \( K^*(t, x) \) belong to some functional space, i.e. the optimization problem is infinite–dimensional in nature.

Moreover, our aim is to be as agnostic as possible with respect to the cost functional \( \ell \) (which represents the task to be executed) while deriving a solution algorithm. In the following, we address the mentioned problems and derive a systematic procedure to design the optimal energy balancing controller for a given system.

In order to reduce the complexity of the optimization, our first aim is to get rid of the PDE constraints. We therefore seek to characterize a subset of optimal solutions for which those constraints are automatically satisfied.

**Proposition 2 (Reduced–order energy shaping). If there exists a map \( \Lambda : \mathcal{X} \rightarrow \mathbb{R}^{n_a \times n_u} \) (\( n_a < n_x \)) such that for any \( x \in \mathcal{X} \)

\[ \text{rank} \left( \Lambda(x) \right) \leq n_a \]

\[ \text{ker} \left( \left[ g^\top F^\top (x) \right] \right) = \text{span} \left( \left[ \Lambda(x) \right] \right) \]

then, any desired energy function \( \mathcal{H}^*(x) := \mathcal{H}(x) + \phi^*(x_a) \) with \( x_a \in \mathcal{X}_a \) (\( \mathcal{X}_a \) is a \( n_a \)-dimensional submanifold of \( \mathcal{X} \)), \( \phi^* : \mathcal{X}_a \rightarrow \mathbb{R} \), \( x = (x_a, x_b) \) \((x_b \in \mathcal{X} \setminus \mathcal{X}_a)\), satisfies the matching equations (4).

Thus, according to to Proposition 2, the nonlinear program (6) can then be reformulated without the PDE constraint as

\[ \min_{\phi^*, K^*} E_{x_0 \sim P(x_0)} \left[ \ell(x_0, u) \right] \]

subject to \( \dot{x} = F(x)\nabla \mathcal{H}(x) + g(x)u(t, x) \ \ t \in [0, T] \)

\[ u(t, x) = -g^\top (x)F^\top (x)\nabla \phi^*(x_a) \]

\[ -K^*(t, x)g^\top (x)\nabla \mathcal{H}(x) \] (8)

\[ K^*(t, x) > 0 \]

**Remark 1.** From a control-theoretic point of view the introduced optimisation problem, which will be solved by means
of neural approximators, provides a link between classical Lyapunov stability and performance of a dynamical system. The system learns the optimal function \( \phi^* \), and as consequence the optimal energy-like function \( H^* \) which is, by construction, a Lyapunov function for the closed-loop system whenever \( \phi^* \) is bounded. Unlike most of the control strategies learned by neural networks, passivity (and as consequence stability) of the closed-loop system is a trivial corollary in this energy-based framework, in which the learning part of the algorithm acts without breaking down the structure of the underlying physical system.

IV. SOLVING THE OPTIMIZATION PROBLEM

If Proposition 2 solves the issue about PDE constraints, in the following we address the second problem, concerning the infinite-dimensional nature of the space in which the decision variables live. In particular we restrain the search to an optimal solution by discretizing the problem by means of neural–networks.

A. Stochastic Gradient Descent

In this work the optimal energy shaping controller will be derived via stochastic gradient descent (SGD) optimization [25]. The algorithm works as follows: given a scalar function \( \ell(\alpha, x_0) \) dependent on the variable \( \alpha \in \mathbb{R}^{n_\alpha} \), it attempts at computing \( \alpha^* = \arg \min_\alpha E_{x_0 \sim p(x_0)}[\ell(\alpha, x_0)] \) starting from an initial guess \( \alpha_0 \) by updating a candidate solution \( \alpha_k \) recursively as follows:

\[
\alpha_{k+1} = \alpha_k - \frac{\eta_k}{N} \sum_{i=1}^{N} \frac{d \ell(\alpha_k, x_0^i)}{d \alpha} \]

where \( N \) is a predetermined number of samples \( x_0^i \) of the random variable \( x_0 \) and \( \eta_k \) is a positive scalar learning rate. If \( \eta_k \) is suitably chosen and \( \ell \) is convex, \( \alpha_k \) converges in expectation to the minimizer of \( \ell \) as \( k \to \infty \). Although global convergence is no longer guaranteed in the non–convex case, SGD–based techniques are widely used in practical applications, especially among the machine learning community, due to their scalability and computational efficiency.

B. Finite dimensional optimization via neural approximators

Let us assume \( \phi^* \in C^\infty(\mathcal{X}_a \to \mathbb{R}) \), \( K^* \in C^\infty(\mathcal{T} \times \mathcal{X} \to \mathbb{R}^{n_u \times n_u}) \). After getting rid of the PDE constraints a solution of the nonlinear program (8) could be obtained, in principle, by iterating the SGD algorithm in \( C^\infty(\mathcal{X}_a \to \mathbb{R}) \times C^\infty(\mathcal{T} \times \mathcal{X} \to \mathbb{R}^{n_u \times n_u}) \) [26].

Let \( \phi_k^*, K_k^* \) be the optimal solutions at the \( k \)th SGD iteration. The update rule of \( \phi_k^* \) and \( K_k^* \) is

\[
\phi_{k+1}^*(x_a) = \phi_k^*(x_a) - \frac{\eta_k}{N} \sum_{i=1}^{N} \frac{\delta}{\delta \phi^*} \ell(x_0^i, u)
\]

\[
K_{k+1}(t, x) = K_k(t, x) - \frac{\eta_k}{N} \sum_{i=1}^{N} \frac{\delta}{\delta K^*} \ell(x_0^i, u)
\]

where \( \delta/\delta(\cdot) \) is the variational or functional derivative. While local convergence to optimal solutions is still ensured under mild regularity and smoothness assumptions, obtaining derivatives in function space turns out to be computationally unfeasible. Additionally, besides of symbolic approaches, storing and manipulating functions in software implementation is impossible. We therefore seek to reduce the problem to finite dimension by approximating \( \phi^*(x_a) \) and \( K^*(t, x) \) with neural networks, and show that this retains the performance edge over standard approaches.

Let \( \phi_{\theta_k}^* \) and \( K_{\theta_k}^* \) be neural networks with parameters \( \theta \in \mathbb{R}^{n_{\theta_k}} \), \( \theta_K \in \mathbb{R}^{n_{\theta_K}} \), respectively:

\[
\phi_{\theta_k}^* : \mathcal{X}_a \to \mathbb{R}
\]

\[
K_{\theta_K}^* : \mathcal{T} \times \mathcal{X} \to \mathbb{R}^{n_u \times n_u}
\]

which we use as candidate optimal desired energy and damping injection gain.

\[
\phi^*(x_a) \approx \phi_{\theta_k}^*(x_a),
\]

\[
K^*(t, x) \approx K_{\theta_K}^*(t, x).
\]

Let \( \theta \equiv (\theta, \theta_K) \in \mathbb{R}^{n_{\theta}} \). Without loss of generality and for the sake of a compact notation we simply write \( \phi_{\theta_k}^* \), \( K_{\theta_K}^* \) and \( u_\theta \). The finite–dimensional optimization problem can be finally rewritten as

\[
\min_{\theta} \mathbb{E}_{x_0 \sim p(x_0)}[\text{\ell}(x_0, u_\theta)]
\]

subject to

\[
\dot{x} = F(x) \nabla H(x) + g(x) u_\theta(t, x), \quad t \in [0, T]
\]

\[
u_\theta(t, x) = -g^\top(x) F^\top(x) \nabla_x \phi_{\theta_k}^*(x_a)
\]

\[
- K_{\theta_K}^*(t, x) g^\top \nabla H(x)
\]

\[
K_{\theta_K}^*(t, x) > 0
\]

Then, the optimization problem turns in finding via SGD the optimal parameters \( \theta \) by iterating

\[
\theta_{k+1} = \theta_k - \frac{\eta_k}{N} \sum_{i=1}^{N} \frac{d \ell(x_0^i, u)}{d \theta}
\]

Remark 2. If strong priors over the functional class of \( \phi \) and \( K^* \) are given, the approximation problem can be rewritten onto an orthonormal basis where the functions are realized through a truncated eigenfunction expansion in which we optimize for the eigenvalues.

In order to perform the above gradient descent we therefore need to compute the gradient (i.e. the sensitivity) of \( \ell(x_0, u) \) with respect to the parameters \( \theta \).

C. Computing the Sensitivities

In order to compute the the quantity \( \frac{d \ell}{d \theta} \) let us recall some recent results of the machine learning community developed in the context of Neural ODEs [17]. For the sake of compactness let us denote with \( f_\theta(t, x) \) the port-Hamiltonian vector field controlled via energy shaping, i.e.

\[
f_\theta(t, x) := F(x) \nabla H(x) + g(x) u_\theta(t, x).
\]

In order to compute \( \frac{d \ell(x_0, u)}{d \theta} \), the initial value problem

\[
\dot{x} = f_\theta(t, x), \quad x(0) = x_0
\]
is solved within the time horizon \([0, T]\) via a chosen (possibly adaptive–step) ODE solver. The obtained solution is then used to evaluate the cost \(\ell\). From a software implementation perspective \(\partial \ell / \partial \theta\) could be approximated by taking advantage of some suite of automatic differentiation [27] (AD) available in most machine–learning–related libraries (e.g. Pytorch [28], TensorFlow [29], JAX [30] or Flux [31]). However, such techniques introduce numerical errors in the gradients and, moreover, in several cases they can hardly be applied in practice due to their cumbersome memory footprint. As discussed in [17], if we suppose that the numerical solver takes \(\tilde{T}\) steps to integrate the ODE in \([0, T]\), both the computational complexity and memory efficiency of AD gradients result to be \(O(\tilde{T})\). Therefore, even for small-sized neural networks \(\phi^\theta_\gamma, K^\gamma_\theta\) if the ODE is solved with high accuracy and long integration times (and, consequently, a very large \(\tilde{T}\)) the memory required to compute the AD gradients grows rapidly. For this reason, the adjoint method for gradient computation has been introduced in the field, considerably increasing the memory efficiency to \(O(1)\). This approach made accessible the training of large Neural ODEs with up to millions of parameters for different deep learning tasks [18], [32], [33], practically impossible using AD. The adjoint method, based on Pontryagin maximum principle [34], has been introduced in the context of Neural ODEs by [17] and generalized in [18] to account for integral constraint [34], has been introduced in the context of Neural ODEs by [17] and generalized in [18] to account for integral constraint [34], has been introduced in the context of Neural ODEs by [17] and generalized in [18] to account for integral constraint [34], has been introduced in the context of Neural ODEs by [17] and generalized in [18] to account for integral constraint [34], has been introduced in the context of Neural ODEs by [17] and generalized in [18] to account for integral constraint [34], has been introduced in the context of Neural ODEs by [17] and generalized in [18] to account for integral constraint [34], has been introduced in the context of Neural ODEs by [17] and generalized in [18] to account for integral constraint [34], has been introduced in the context of Neural ODEs by [17] and generalized in [18] to account for integral constraint [34], has been introduced in the context of Neural ODEs by [17] and generalized in [18] to account for integral constraint [34], has been introduced in the context of Neural ODEs by [17] and generalized in [18] to account for integral constraint [34], has been introduced in the context of Neural ODEs by [17] and generalized in [18] to account for integral constraint [34], has been introduced in the context of Neural ODEs by [17] and generalized in [18] to account for integral constraint.

Consider the initial value problem \(\dot{x} = f_\theta(t, x), \ x(0) = x_0\) and the cost function 

\[
\ell(x_0) = \int_0^T \ell(\tau, \Phi_x(x_0, u)) \, d\tau + L(T, \Phi_T(x_0, u)).
\]

Then \(\partial \ell / \partial \theta\) is given by 

\[
\frac{\partial \ell}{\partial \theta} = \frac{\partial L}{\partial \theta} + \int_0^T \left[ \lambda^\top \frac{\partial f_\theta(t, x)}{\partial \theta} + \frac{\partial L}{\partial x} \right] \, d\tau
\]

where the Lagrangian multiplier \(\lambda(t)\) satisfies

\[
\dot{\lambda}^\top = -\lambda^\top \frac{\partial f_\theta(t, x)}{\partial x} - \frac{\partial L}{\partial x(T)}.
\]

solved backward in \([0, T]\).

Note that, the constant memory efficiency of the adjoint method is a consequence of not needing to store the solution of the system along the trajectory in order to implement some finite–difference–based method (such as AD). Indeed, these methods only require a solution of the adjoint ODE backward in time. In this case the obtained gradient are exact if the the adjoint ODE is solved correctly. Numerical errors which arise due to the use of ODE solvers can be bounded by choosing suitable solver tolerances.

D. Set stability of the optimal energy minima

As a common practice in robotics and passivity–based control in general, stability is always guaranteed for lower–bounded energy functions. In fact, in presence of friction or a damping injection control action, the system will dissipate all its energy while the state converges towards a minimum point of \(\mathcal{H}(x)\). However, when the shaped energy is the output of the optimization process (10) via stochastic gradient descent (11), how can we guarantee lower–boundedness of the optimal shaped energy without an explicit nonlinear constraint posed in the optimization phase? Since \(\mathcal{H}\) is lower bounded, this can be achieved imposing boundedness of \(\phi^\gamma_\theta\). When using neural networks this can be easily obtained by using \(\gamma\)-bounded (scalar) activation functions \(\sigma : \mathbb{R} \to \mathbb{R}\), i.e. such that \(\exists \gamma > 0 : \forall x \in \mathbb{R} |\sigma(x)| \leq \gamma\).

Notable examples of such class of activations are the sigmoid functions \(\sigma(x) := e^x / (1 + e^x)\) or hyperbolic tangent \(\sigma(x) := \tanh(x)\). The following result proves that, shallow neural networks with \(\gamma\)-bounded activation\(^1\) have bounded output.

**Lemma 1.** Let \(f_\theta(x)\) be a shallow neural network 

\[
f_\theta(x) = w^\top \sigma(W x + b), \quad \theta := \text{vec}(w, W, b) \in \mathbb{R}^{(2+n_x)n_h}
\]

with \(w, b \in \mathbb{R}^{n_h}, W \in \mathbb{R}^{n_h\times n_x}\) and \((\cdot)\) is \(\gamma\)-bounded. Then 

\[
\forall x \in \mathbb{R}^{n_x} \ |f_\theta(x)| \leq \gamma \sum_i |w(i)|
\]

**Proof.** 

\[
f_\theta(x) = \sum_i w(i) \sigma \left( \sum_j W(i,j)x(j) + b(j) \right)
\]

Since, for any \(x\), \(|\sigma(z(i)(x))| \leq \gamma\) then, \(|w(i)\sigma(z(i)(x))| \leq \gamma |w(i)|\). Therefore, by the triangle rule, 

\[
|f_\theta(x)| = \sum_i |w(i)\sigma(z(i)(x))| \leq \gamma \sum_i |w(i)|
\]

\(\square\)

Note that if \(f_\theta\) was a deep neural network, Lemma 1 would still hold. In fact, even if \(z\) was the output of a deep network: 

\[
z(x) := W_N \sigma(W_{N-1}(\cdots W_1 x + b_1) + b_1) + b_N,
\]

it holds \(|\sigma(z(i)(x))| \leq \gamma\) for any \(i\). This also shows that, in principle, it is sufficient to require \(\gamma\)-bounded activations in the last layer only.

Similarly, positive–definiteness of \(K^\gamma_\theta\), i.e. \(\forall t \ K^\gamma_\theta(t, x(t)) \succeq 0\) must be enforced in order to ensure that the damping injection controller is actually extracting energy from the system rather than replenishing it. If, e.g., \(K^\gamma_\theta\) is assumed to be diagonal, \(K^\gamma_\theta(t, x) = \text{diag}(k^\gamma_1(t, x), \cdots, k^\gamma_{n_\gamma}(t, x))\) where the elements \(k^\gamma_\theta(t, x)\) are the output of the neural network, positive definiteness may be easily obtained by appending a positive activation function, e.g. ReLU or SoftPlus, to the

\(^1\)Note that, following the machine learning convention, activation functions are though to be acting element–wise, i.e. \(\sigma(x) = |\sigma(x_1), \ldots, \sigma(x_n)|\).
output of the network. Note that, the choice of a diagonal $K^*_q$ does not constitute a loss of generality since every element $k^*_q$ is a function of both the state $x$ and time $t$. Thus, cross-correlations between different outputs which may arise from non–diagonal matrices $K^*_q$ could be indirectly learned inside $k^*_q(t, x)$, if optimal.

Nonetheless, if $\phi^*_g$, $K^*_g$ are designed bounded and positive definite, respectively, the following proposition holds.

**Proposition 3 (Stability).** Every closed set $M \subset \mathbb{R}^{n_x}$ such that
\[
\forall x \in M, \nabla H^* = 0_{n_x} \text{ and } \nabla^2 H^* \succeq 0
\]
which is contained in an open neighborhood $B \supset M$ satisfying
\[
\forall x \in B \setminus M, \nabla H^* \neq 0_{n_x}
\]
is locally asymptotically stable.

**Proof.** From Proposition 1, it follows that the closed–loop system is still a port–Hamiltonian system with energy $H^*$ and system matrix $F(x) = g(x)K^*(t, x)q^T(x)$. Thus, for all $x \in M$, $\dot{x} = 0_{n_x}$ and, thus, $M$ is forward invariant. Let $B \supset M$ be an open neighborhood of $M$ such that $\forall x \in B \setminus M$, $\nabla H^* \neq 0_{n_x}$ and let $V(x) := H^*(x)$ be a candidate Lyapunov function.

It holds:

\begin{enumerate}
  \item $\forall x \in B$
    \[
    \dot{V} = \langle \nabla H(x), F(x)\nabla H(x) \rangle - \nabla H(x)g(x)K^*(t, x)q^T(x)\nabla H(x) \leq 0
    \]
  \item $\forall x \in M$, $\dot{V} = 0$
  \item $M$ is the largest invariant subset of $\{x \in B : \dot{V} = 0\}$
\end{enumerate}

where Proposition 1 has been used in i). Thus $M$ is asymptotically stable.

This means that for all initial conditions $x_0 \in \mathcal{X}$ there will exist a set $M$ such that $\lim_{t \to \infty} \Phi_t(x_0, u_0) \in M$.

In the next section we consider the optimal energy shaping problem for a robotic system.

V. OPTIMAL ENERGY SHAPING FOR A ROBOTIC SYSTEM

In this paper, as a popular application domain for passivity–based techniques, we specialize on robotic systems which admit a port–Hamiltonian model in the form (3). For systems in such form, it is know that shaping only the potential component of the energy satisfies the matching conditions (4). This may be proven by extending Proposition (2) as follows:

**Corollary 1 (Potential Shaping).** Consider a fully–actuated mechanical system (3). Then, every desired energy $H^*(q, p) := H(q, p) + V^*(q)$ is admissible for all $V^* \in C^\infty(Q \to \mathbb{R})$, in the sense that it satisfies the matching equations (4).

**Remark 3.** In case of under–actuated systems it follows naturally that we can only partially shape the potential. In particular, let $q_a \in \mathbb{R}^a (a < d)$ be the generalized positions of the actuated degrees of freedom. Then, we can freely assign any desired energy function $H^*(q, p) := H(q, p) + V^*(q_a)$.

In practice, most approaches (e.g. PD with gravity compensation) fully compensate the potential $V(q)$, and substitute it with another desired function $\tilde{V}(q)$, i.e.
\[
V^*(q) := \tilde{V}(q) - V(q)
\]
\[
\Rightarrow H^*(q, p) = \frac{1}{2}p^T M^{-1}(q)p + \tilde{V}(q)
\]

However, this line of work presents two major drawbacks regarding the compensation of the system’s potential:

- Uncertainties on the model’s parameters inevitably translates in partial miscompensation the potential, likely leading to the introduction of unstable nonlinear dynamics;
- A full compensation of $V(q)$ in favour of a quadratic potential is not necessary for most position–regulation tasks in the whole configuration manifold. These approaches are in fact, inconsistent with the paradigm of exploiting passive elements of the robot to reduce, e.g., the control effort.

Instead, we should take advantage of the robot’s potential (gravity, joints’ elasticity) wherever they produce forces aiding the robot in its desired motion. In this work, we go beyond classic techniques by not compensating the potential and simply learning an added potential $\tilde{V}(q)$ such that the shaped energy becomes $H(q, p) = p^T M^{-1}(q)p/2 + V(q) + V^*(q)$.

Using the same notation and arguments as in the general case developed before, we approximate the decision variable $V^*$ by a neural network $V^*_\theta$. Therefore, in this setting, the optimal energy shaping control problem (10) translates to the robot case as follows:
\[
\min_{\theta} \mathbb{E}_{(q_0, p_0) \sim \rho(P, q_0, p_0)} [\ell(q_0, p_0, u_\theta)]
\]
\begin{align}
\text{s. t. } & \quad \begin{bmatrix}
\dot{q} \\
\dot{p}
\end{bmatrix} = \begin{bmatrix} \mathcal{O} & 1 \\
-\frac{\partial}{\partial q} H(q, p) & D \end{bmatrix} + \begin{bmatrix} \mathcal{O} \end{bmatrix} u_\theta \\
\end{align}
\]
\[
t \in [0, T]
\]
\[
u_\theta = -B^{-1}\nabla_q V^*_\theta(q) - K^*_\theta(t, q, p)\dot{q}
\]
\[
K^*_\theta(t, q, p) \geq 0
\]

VI. SIMULATION EXPERIMENTS

We validate the proposed Optimal Energy Shaping (OES) control on a series of two different settings involving position regulation tasks of an inverted pendulum with elastic joint. In particular, we feature:

- A direct comparison between the proposed novel optimal energy shaping control and the classic linear control (quadratic desired potential and linear damping) with potential compensation in which the proportional and derivative gains are tuned alongside the OES controller to minimize the same cost function.
- A generalization task where we feed a desired position density function, to the neural network parametrizing the optimal shaped potential, i.e. $V^*_\theta = V^*_\theta(q, q^*)$,
OES & PD + Potential Compensation

\[
\begin{align*}
\mathcal{H}(q,p) := & \frac{1}{2} J^{-1} p^2 + m g r (1 - \cos q) + \frac{1}{2} k q^2, \\
\mathcal{V}(q) := & \frac{1}{2} k q^2 \\
where m, r & \text{ are respectively the mass and location of the center of mass of the pendulum. Moreover, } k & \text{ is the stiffness of the torsional spring placed in the joint. By considering viscous friction with damping coefficient } \beta & \text{ acting on the joint, the port-Hamiltonian realization of the model is}
\end{align*}
\]

In all the experiments the model parameters have been fixed to \( m = 1 \) [Kg], \( k = 0.5 \) [N/m], \( r = 1 \) [m], \( \beta = 0.01 \) [N s/m], \( g = 9.81 \) [m/s^2]. The simulations have been carried out on a machine equipped with an AMD RYZEN Threadripper 3960X CPU and two NVIDIA RTX 3090 graphic cards. The software has been implemented in Python using torchdyn [35] and torchdiffeq [17] libraries. In all the experiments, ADAM optimizer [36] has been used to perform the gradient descent iterations and, unless differently specified, its learning rate has been set to \( 10^{-3} \). After fixing a probability density function \( \psi_0(x) \) of initial conditions, at each step of gradient descent, a batch of 2048 initial conditions \( \{x_i^0\} \) were sampled from \( \psi_0 \) and integrated with a Dormand–Prince (Dopr58) ODE solver [37] in a time horizon \( t \in [0, T] \). Then, the cost function was computed and back–propagated via the adjoint method to obtain the cost gradient \( \delta \ell / \delta \theta \). Finally the gradient descent step was carried out to update the parameters. All the models were trained with an integral cost chosen to be the control effort in the time horizon:

\[
\ell(x_0) = L_\theta(x_0) + \gamma \int_0^T |u_\theta(t)| dt, \quad \gamma > 0.
\]

\[\text{Comparing OES to potential compensation:} \]
First, we compared the optimal energy shaping to the classic PD with potential compensation controller (PD+). In order to represent the regulation task in probabilistic form, we defined a target Normal probability density function \( \psi^*(x) \) centered in the set point \((q^*, 0)\) and variance \( \sigma^2 \). We then trained the model to maximize the likelihood of \( \psi^*(x) \) at the terminal time \( t = T \). This has been obtained by minimizing the approximated negative log–likelihood of the terminal state, i.e.

\[
E_{x_0}[\ell(x_0)] \approx -\frac{1}{N} \sum_{i=1}^{N} \log \psi^*(\Phi(x_0^i, u_\theta)) \]

\[ + \frac{2}{N} \sum_{i=1}^{N} \int_0^T |u_\theta(\Phi_t(x_0^i, u_\theta))| dt \tag{15}\]

In particular, we chose \( q^* = 0 \), \( \sigma^2 = 10^{-3} \), \( T = 3 \). In order to obtain a fair comparison between the proposed optimal energy shaping and the PD with potential compensation controllers, we decided to optimize as well the hyper–parameters of the latter. Given the PD with potential compensation law

\[
u_\theta(q,p) = -mg r \sin q - k q + k_0 (q - q^*) - k_d J^{-1} p
\]

we optimized the parameters \( \theta = (k_p, k_d) \) with the cost function (15). The OES controller has been instead designed following (14):

\[
u_\theta(q,p) = -\nabla_q V^*_\theta(q) - K^*_\theta(t, q, p) J^{-1} p
\]

\[V^*_\theta : S^1 \rightarrow \mathbb{R} \]
was realized by a multi–layer perceptron comprising two hidden layers of 64 neurons each with SoftPlus \( x \mapsto \log(1 + e^x) \) and tanh activations on the two hidden layer, respectively. \( K^*_\theta(t, q, p) \) was built with a single hidden layer of 64 neurons with SoftPlus activation on the hidden layer as well as appended to the output of the Neural Network. We trained both the OES and the PD controllers on the cost (15) with \( \gamma = 0.01 \) and learning rates \( \eta_{OES} = 10^{-3} \) and \( \eta_{PD} = 1 \), respectively. All the parameters \( \theta \) of the neural networks \( V^*_\theta, K^*_\theta \) have been initialized according the Xavier scheme [38]. In line with the some recent heuristics regarding the initialization Neural ODEs parameters [39], the parameters of the last layers of both \( V^*_\theta \) and \( K^*_\theta \) have been then set to zero, i.e., at first step of optimization process, the controller will be always zero. Similarly in the PD+ case, \( k_p \) and \( k_d \) have been, initialized to zero.

The probability density function \( \psi_0(x) \) from which samples of initial conditions were drawn was chosen as an uniform
distribution in $[-2\pi, 2\pi] \times [-2\pi, 2\pi]$. Conversely, the variance of the target distribution $\psi^*$ was set as $\sigma^2 = 10^{-3}$. The optimized parameters of the PD controller converged to $k_p = 6.55$, $k_d = 4.89$. The values of the cost functions at convergence for both the OES and the PD with compensation controller are reported in Table I. The resulting closed–loop phase–space trajectories of both methods are displayed in Figure 1.

Figure 2 shows that the energy shaping control input learned by the system takes advantage of gravity to perform the task with a considerably lower control effort than the PD case. In particular, around the set point, the learned potential is such that the control action, and thus its effort, basically vanishes, letting the gravity and the damping injection do the job. Figure 3 shows that the learned damping injection gain, as function of the system state, interestingly assumes values which are not symmetric with respect to the $p = 0$ axis in the phase space. Contrarily to the constant damping characteristic of the PD implementation, the system damps an amount of energy which depends both on the sign of the velocity (which determines e.g. whether gravity is computing positive or negative work on the system) and the position, which determines which potential functions are dominant in that state. This represents a major generalisation of energy shaping and damping injection with respect to its implementation in the PD with potential compensation form, since the control action is free to range on a much bigger decision space, while remaining passive and thus conserving the advantages of the base methodology. As further generalisation we let the damp-
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**Fig. 2.** Energy shaping: A comparison between the PD with potential compensation and the OES approaches, both optimised for the same cost. It is clearly seen that the closed–loop potential $V$ in the PD case is by construction a parabola, while in the OES the major expressivity allowed by the neural network breaks this limitation and produces a nontrivial closed–loop potential $V + V_d^*$ which yields a better performance, as evident from the resulting control efforts.

**Fig. 3.** Time evolution of the state–dependent learned damping injection gain $K_\theta(t, q, p)$. Notice that at each plot exhibits a nontrivial distribution of the damping injection gains in the state space, greatly generalising the constant derivative action characteristic of the PD with potential compensation implementation. As further generalisation we implemented a smooth dependence on time directly, showing that a feedforward component of the control action would increase the performance along the task in nominal conditions.

| Cost Function | OES  | PD+  |
|---------------|------|------|
| Terminal      | $-5.00$ | $-4.89$ |
| Integral      | $13.28$ | $15.73$ |

**TABLE I**

**Terminal and Integral Costs at Convergence Computed on Samples $\{x_0^i\}_{i} \sim \psi_0$ with $\gamma = 0.01$.**
Generalizing to Target–Aware Controller

**Phase Space**
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Fig. 5. Phase–space trajectories of the optimal energy shaping controlled system trained on arbitrary set points \(q^*\). Trajectories starting from the same (random) initial conditions asymptotically converge to different set points \((q^* = -1, q^* = 1)\).

The previous ones: an additional SoftPlus–activated hidden layer has been added to both networks while the number of units in the hidden layers has been increased from 64 to 128. The controller was trained on a time horizon \([0, 1]\). Figure 5 shows how the learned controller makes the system properly converge to different set points at the same rate. The graphs depicting the closed–loop potential and the energy shaping control action on an extended domain in which the set point \(q^*\) spans an axis is shown in Figure 6. Notice the minima on the line \(q = q^*\), guaranteeing stability for any fixed \(q^*\), and the nontrivial emerging control action, smoothly texturing the landscape visible by means of the used color code. In Figure 7 one can appreciate the further dependence of the damping injection gains on different slices of constant \(q^*\), yielding an analogous interpretation to the one described in the previous experiment.

VII. Related Work

Other relevant works attempting to shed light on the link between port-Hamiltonian modeling, energy based methods and optimal/learning control can be found in the excellent survey paper [40] (and references therein), where adaptive and iterative learning approach are discussed. Moreover, [41] provides a comprehensive comparison of different energy–based machine learning approaches. In [42] reinforcement learning (RL) techniques are applied to port-Hamiltonian systems. Alternatives to traditional PBC can be found in [43], where time–continuous feedback controllers for port–Hamiltonian systems are designed using adaptive dynamic programming principles. An additional connection between the Port–Hamiltonian framework and machine learning consists in exploiting the structure of dissipative PH systems to design continuous–time optimizers for neural networks [44].

Recent work on port–Hamiltonian systems in machine learning [45], [46] explored a direct to learn mechanical port–
Fig. 6. Learned optimal potential trained on arbitrary set points \( q^* \) and corresponding energy shaping control action. The learned potential \( V(q) + V_\theta^*(q, q^*) \) presents its minima on the line \( q = q^* \), guaranteeing asymptotic stability of the desired configurations. On the other hand, unlike the classic quadratic potential, \( V(q) + V^*(q, q^*) \) shows highly nonlinear behaviors around the minima which translate in a nonlinear control action \( -\nabla_q V_\theta^*(q, q^*) \).

Fig. 7. Learned state–dependent damping injection gains for different values of \( q^* \). The learned gain \( K_\theta(q, p, q^*) \) drastically change for the different values of \( q^* \).

Hamiltonian dynamics from data by learning all the components of the model (e.g. Hamiltonian Function, Inertia Matrix, Dissipation, etc.). The latter and recent results on unsupervised learning of Lagrangian systems [47], pave the way to the extension of the proposed Optimal Energy Shaping for end-to-end learning of physically–consistent control policies directly from sensor data.

The methodology presented in this work greatly differs from data–driven approaches to decision making such as deep RL [48]. Here, we focus on providing a systematic blending of deep learning function approximators and the PBC paradigm. We discuss how this preserves ausplicable theoretical properties of the control framework whilst improving its task–based performance. We highlight similarities with the introduction of expressive neural network function approximators in classical RL [12], [13], which allowed its principles to be applied in settings previously though intractable due to the curse of dimensionality. The goal of this work is to showcase a similar phenomenon for the PBC framework.

VIII. CONCLUSIONS AND FUTURE WORK

In this work we introduced the control paradigm of optimal energy balancing for robotic systems. At its core, this approach blends passivity based control, optimal control and neural–networks. Unlike traditional passivity based control, tasked with assigning quadratic energy functions and fictitious linear damping terms to stabilize some set point, optimal energy shaping casts control synthesis in an optimal control setting, solved with fine machine learning techniques while implicitly meeting stability and passivity requirements.

Our approach paves the way to an holistic approach to robot control, focused on shaping the robot’s behavior in assigned tasks rather than to merely achieve stabilization or trajectory tracking. In this perspective, future work will include the extension to geometric control in the robot’s work–space, task design (with e.g. reinforcement learning methods) and improved optimization techniques.
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APPENDIX

A. Proof of Proposition 2

Proof. Recalling the matching PDE (4), we have:

\[
\begin{align*}
\left[ g^+(x)F^T(x) \right] (\nabla H^+(x) - \nabla H(x)) &= 0 \\
\iff \nabla H^+(x) - \nabla H(x) &\in \ker \left( \left[ g^+(x)F^T(x) \right] \right)
\end{align*}
\]

Thus, there exists a matrix–valued map \( \Lambda : \mathcal{X} \to \mathbb{R}^n_a \times \mathbb{R}^n_a \) such that

\[
\ker \left( \left[ g^+(x)F^T(x) \right] \right) = \text{span} \left( \left[ \Lambda(x) \right] \right)
\]

and, consequently, it holds,

\[
\nabla H^+(x) - \nabla H(x) = \left[ \Lambda(x) \right] \alpha
\]
for some $\alpha \in \mathbb{R}^{n_a}$. We can write
\[
\begin{bmatrix}
\nabla_{x_a} \mathcal{H}^*(x) - \nabla_{x_a} \mathcal{H}(x) \\
\nabla_{x_b} \mathcal{H}^*(x) - \nabla_{x_b} \mathcal{H}(x)
\end{bmatrix} = \begin{bmatrix}
\Lambda(x) \\
\mathbb{O}
\end{bmatrix} \alpha, \quad x := (x_a, x_b)
\]
Moreover, if $\Lambda(x)$ is full–rank ($\forall x \in \mathcal{X}$ $\text{rank}(\Lambda) = n_a$), for any $\mathcal{H}^*(x)$ there exists an $\alpha$ such that $\nabla_{x_a} \mathcal{H}^*(x) - \nabla_{x_a} \mathcal{H}(x) = \Lambda(x)\alpha$. Therefore, the matching PDE reduces to
\[
\nabla_{x_b} \mathcal{H}^*(x) - \nabla_{x_b} \mathcal{H}(x) = 0
\]
which is solved by any $\mathcal{H}^*(x)$ such that
\[
\mathcal{H}^*(x) = \mathcal{H}(x) + \phi^*(x_a) + c \quad (c \in \mathbb{R})
\]
with $\phi^* : \mathbb{R}^{n_a} \to \mathbb{R}$, proving the result.

B. Proof of Corollary 1

Proof. We have
\[
g = \begin{bmatrix}
\mathbb{O} \\
\mathcal{B}
\end{bmatrix} \Rightarrow \forall \mathcal{B} \in \mathbb{R}^{n_q \times n_q}, \quad g^\perp = \begin{bmatrix}
\mathbb{O} \\
\mathcal{B}
\end{bmatrix}
\]
Thus, the matching condition becomes
\[
\begin{bmatrix}
\mathbb{O} & \mathcal{B} \\
\mathbb{O} & \mathbb{O}
\end{bmatrix} \begin{bmatrix}
\nabla \mathcal{H}^*(q,p) - \nabla \mathcal{H}(q,p)
\end{bmatrix} = 0
\]
\[
\Leftrightarrow \begin{bmatrix}
\mathbb{O} & \mathcal{B} \\
\mathbb{O} & \mathbb{O}
\end{bmatrix} \begin{bmatrix}
\nabla \mathcal{H}^*(q,p) - \nabla \mathcal{H}(q,p)
\end{bmatrix} = 0
\]
Indeed, there exists a full–rank $n_q$–by–$n_q$ matrix $\Lambda$ such that
\[
\ker \left( \begin{bmatrix}
\mathbb{O} & \mathcal{B}
\end{bmatrix} \right) = \text{span} \left( \begin{bmatrix}
\Lambda \\
\mathbb{O}
\end{bmatrix} \right)
\]
Thus, for Proposition 2 the PDE becomes
\[
\nabla_p \mathcal{H}^*(q,p) - \nabla_p \mathcal{H}(q,p) = 0
\]
and solved by any desired energy whose additive terms solely depend on $q$, $\mathcal{H}^*(q,p) := \mathcal{H}(q,p) + V^*(q)$, $V^* \in \mathcal{C}^\infty(\mathcal{Q} \to \mathbb{R})$. 

\[\square\]