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ABSTRACT

With the onset of COVID-19, the pandemic has aroused huge discussions on social media like Twitter, followed by many social media analyses concerning it. Despite such an abundance of studies, however, little work has been done on reactions from the public and officials on social networks and their associations, especially during the early outbreak stage. In this paper, a total of 9,259,861 COVID-19-related English tweets published from 31 December 2019 to 11 March 2020 are accumulated for exploring the participatory dynamics of public attention and news coverage during the early stage of the pandemic. An easy numeric data augmentation (ENDA) technique is proposed for generating new samples while preserving label validity. It attains superior performance on text classification tasks with deep models (BERT) than an easier data augmentation method. To demonstrate the efficacy of ENDA further, experiments and ablation studies have also been implemented on other benchmark datasets. The classification results of COVID-19 tweets show tweets peaks trigged by momentous events and a strong positive correlation between the daily number of personal narratives and news reports. We argue that there were three periods divided by the turning points on January 20 and February 23 and the low level of news coverage suggests the missed windows for government response in early January and February. Our study not only contributes to a deeper understanding of the dynamic patterns and relationships of public attention and news coverage on social media during the pandemic but also sheds light on early emergency management and government response on social media during global health crises.

1. Introduction

1.1. The COVID-19 pandemic

For the past two years, the COVID-19 pandemic has swept around the world and has had dire consequences for public health and the global economy, causing huge economic losses, and physical and mental traumas for people worldwide. Several cases of unknown respiratory illness were first found in December 2019 in Wuhan, Hubei Province, China. On 20 January 2020, Chinese authorities identified the new coronavirus and its human-to-human transmission. The virus has quickly spread over China and international cases...
have also been identified in many other countries and areas including Japan, France, Germany, India, the United States, Africa, etc. On January 30, after a third meeting, World Health Organization (WHO) declared the outbreak as a Public Health Emergency of International Concern (PHEIC) which is the sixth time that the PHEIC measure has been invoked since the H1N1 pandemic in 2009. The coronavirus was later officially named COVID-19 on February 11 by WHO. Concerned with the alarming levels of spread and severity (more than 118,000 confirmed cases in 114 countries and regions, and 4,291 deaths), WHO characterized the outbreak of COVID-19 as a pandemic on March 11 with the virus spreading worldwide increasingly. Till now, even with the advent of the vaccine, there remains an unknown but tough battle for us as the virus continues to threaten public health and testify government policy.

1.2. Social media and its application in the COVID-19 pandemic

Nowadays, more and more people tend to retrieve information from social websites rather than traditional media like television, broadcast, newspapers, and so on. Millions of social network users express and communicate their ideas through social media. Previous studies have demonstrated the value of internet data in such a big data age that they can be used in various aspects including crisis response and management (Alkhodair et al., 2020; Imran et al., 2020; Jamal et al., 2019; Kaufhold et al., 2020; Li et al., 2020), commercial fields (Kozlowski et al., 2020; Seki et al., 2022) like consumer attitudes and behaviors (Chen & Zhang, 2022; Laguna et al., 2020), and political activities (Li et al., 2022; Mohammad et al., 2015; Stamatelatos et al., 2020). In the public health area, social media data from Twitter have shown their effectiveness in supporting monitoring public health and identifying specific populations. Health-related tweets could be analyzed for drug adverts reporting (De Rosa et al., 2021; Freifeld et al., 2014), emergency monitoring (Li et al., 2020; Serban et al., 2019), vaccine attitude exploration (Griffith et al., 2021; Wilson & Wyssonge, 2020) and so on.

With the onset of the COVID-19 outbreak, social media has served as an important tool for information generation, dissemination, and consumption, contributing to many high-quality COVID-19 related papers involving main aspects like infodemic, surveillance, and monitoring (Shorten et al., 2021; Tsoa et al., 2021). Infodemic papers are mainly about misinformation (Agley & Xiao, 2021; Ahmed et al., 2020; Alaa et al., 2020), its detection (Ayoub et al., 2021; Kouzy et al., 2020; Kumari et al., 2021), influence, exposure and spread (Burel et al., 2020, 2021; Hanyin et al., 2021; Obadimu et al., 2021; Tang et al., 2021). Surveillance and monitoring papers cover a wide range including assessing public sentiments (Basiiri et al., 2021; Blanco & Lourenço, 2022; Xuehua Han et al., 2020) like vaccine attitudes (Aygun et al., 2021; Griffith et al., 2021; Lazarus et al., 2021), mental health (Behl et al., 2021; Guntuku et al., 2020), and detecting or predicting COVID-19 trends (Huang et al., 2021) and cases (Shen et al., 2020). Some surveillance and monitoring papers dig up information and assess public attitudes beyond the COVID-19 itself, by measuring the influence of the pandemic on various aspects, like environment concern and climate policy (Drews et al., 2022; Savin et al., 2022), food priorities (Laguna et al., 2020) and drinking behavior (Rodrigues et al., 2022).

But very little work has been done on how the public and officials react on social media platforms and if there is an association between public attention and news coverage from government and media. Amid the unprecedented health crisis, news coverage of COVID-19 on Twitter is of great significance to public health as previous findings suggest that during the pandemic, numerous citizens join Twitter to seek information on health matters (Haman, 2021). Understanding the flows of public engagement and news coverage in social networks in the context of COVID-19, an unprecedented global pandemic, would be of timely practical interest to health crisis management at present and in the future. However, a scarcity of studies addressing tweets of personal narratives and official news in the pandemic, especially during the early COVID-19 outbreak has been found.

Some papers involve government responses by digging up the participation of government or official accounts on social media platforms. Rufai & Bunce (2020) explore the role that world leaders from the Group of Seven (G7) play in response to COVID-19 by conducting the content analysis of their tweets qualitatively. Similarly, Wang et al. (2021) discover the discourses on the political leaders’ Twitter accounts from “Five Eyes” nations’ but use their tweets frequency and sentiment distribution using a lexicon-based algorithm with three traditional machine learning models: Bernoulli Naive Bayes model, linear Support Vector model, and logistic regression model. Luo et al. (2022) and Muqith et al. (2021) focus on the tweets from former US President Donald Trump. Beyond the government leaders, Merkley et al. (2020) evaluate the response to COVID-19 from Canadian political elites and the mass public, focusing on differences between the elite and public on COVID-19 issues using social media accounts of Federal Members of Parliament, Google trends, and public opinion surveys. Wang et al. (2021) investigate the pandemic-related tweets from 67 federal and state-level agencies and stakeholders in the U.S. with text mining techniques and dynamic network analysis. There are also studies on other official accounts of public health authorities (Alhassan & AlDossary, 2021; Li et al., 2021; Raamkumar et al., 2020; Tang et al., 2021; Xi et al., 2022) and experts (Knox & Hara, 2021).

Despite all the inspiring work they have done, these papers all focus on a limited group of political and government actors by studying specific Twitter or Facebook accounts, and a broader scope of government and media response in comparison with public engagement quantitatively is absent. We decide to fill the gap and place a particular emphasis on how the public and officials participate in social networks and the association between their activities by focusing on the digital trace of Twitter data. All the early-stage tweets accumulated would be classified into two groups: personal narratives and news reports to discover the dynamic patterns of the public attention and official engagement from the government or media. The selected period starts from the very beginning: 31 December 2019 to the day that ‘Pandemic’ was announced by WHO: 11 March 2020 when a global alert was officially declared.
1.3. Research objectives

Our paper sets out to contribute to this line of research for the first time: the early participatory dynamics of public and government on the social networks by analyzing COVID-19 related tweets in order to provide more insights on future government social media responses and policymaking in emergencies. In addition, we also introduce a novel easy numeric data augmentation (ENDA) technique for our text classification task as well as other NLP tasks. The ENDA method is applied to benchmark datasets: SST-2 and TREC datasets for text classification tasks and the ablation study is conducted. Our main contributions are as follows:

- A COVID-19-related dataset with over 9 million tweets during the early COVID-19 outbreak (31 December 2019-11 March 2020) is established and analyzed.
- A novel easy numeric data augmentation (ENDA) method is proposed for improving the performance of deep models on text classification task.
- Providing an overview of the participatory dynamics of public attention and government responses in the initial phase of the outbreak.
- Discovering the relationship between public engagement and news coverage through the daily number of personal narratives and news reports.

In the remaining sections, we present the literature overview of data augmentation methods in Section 2, introduce our dataset: the early-stage COVID-19 dataset in Section 3, illustrate the methodology including the proposed easy numeric data augmentation (ENDA) approach in Section 4, examine the label validity and conduct ablation study on benchmark datasets in Section 5, analyze the tweets classification result in Section 6, discuss the results, limitations, future directions, and theoretical and practical implications in Section 7. We end our paper by highlighting the main findings and conclusions in Section 8.

2. Data augmentation background

In the data mining field, data have always been the fundamental part. With the help of artificial learning, valuable information could be extracted and mined now in a much easier way. But neural networks especially deep learning methods often over fit and their high generalization performances require large amount of qualitative data which are scarcely to obtain in real cases. Hence, many researchers turn to data augmentation for improving model performance in natural language processing (Shleifer, 2019; Yu et al., 2018), image (Krizhevsky et al., 2017; Szegedy et al., 2015) and speech processing (Cui et al., 2015; Ko et al., 2015; Wang et al., 2021) field since qualitative labeled data are hard to get and time-consuming.

Data augmentation means methods applied for increasing the data amount by adding slightly modified copies of original data or newly created synthetic data from the original one. Generally speaking, there are three main ways for data augmentation: paraphrasing-based methods, noising-based methods, and sampling-based methods (Li et al., 2022). Paraphrasing-based methods produce data that convey similar information with the limited semantic difference from the original data, based on proper and re-strained changes to sentences (Madnani & Dorr, 2010). Sampling-based methods are based on the data distributions and sample novel points within them. On the contrary, the noising-based methods manage to add minor noises into original data to create new ones which could improve model robustness at the same time. Methods include swapping, deletion, insertion, the substitution of words, and a more difficult one: mix-up. Paraphrasing-based methods and sampling-based methods techniques are often based on deep models like BERT (Devlin et al., 2019). Only Karimi et al. (2021) do a trial on BERT on two datasets for one augmentation, and the results indicate accuracy improvement, especially for small-size datasets. But there is no systematic study on their performance on deep models like BERT (Devlin et al., 2019).
3. Early-stage COVID-19 (ESCD) dataset

With web crawl\(^2\), we retrieved English tweets from 31 December 2019 to 11 March 2020 on Twitter by using search words. We use search terms like “China pneumonia”, “Wuhan outbreak”, “coronavirus”, and “COVID-19” which were frequently used (see more details in supplementary material, Table S.1) to investigate online discourses on COVID-19. What’s worth noticing is that some titles like “China virus” are not accurate and have been strongly rejected by WHO later but they were used for discussion and reports widely at the early beginning, so we keep them for preserving the data integrity. The crawled data are JSON files and contain information including text, tweet id, retweets, likes, etc. For every tweet, there is a unique tweet id. We apply data cleaning procedures including removing duplicate tweets and information missing or null tweets by identical tweet id. Finally, the total number of tweets is 9,259,861 spreading from the last day of 2019 to the day when the outbreak was characterized as a “pandemic”. With over 9 million tweets in 72 days, this is by far the most complete COVID-19-related tweets dataset for providing insights for information discourses on Twitter during the early stage of the outbreak. This dataset contains the text, time, likes and retweets, and other metadata. Any identifiable information is dumped for personal privacy. We select 9263 tweets out of the whole dataset for annotation randomly and use re (regular expression) module in python\(^3\) to remove website and picture links, blank lines, and any non-characters as preprocessing cleaning procedures. After annotating, the samples are divided into two categories: personal narratives and news reports with the numbers 5234 and 4029, respectively (We provide all the ids and labels of the sample in supplementary materials and GitHub https://github.com/yuanchenroy/COVID-19-related. All the tweets could be accessed by their ids through corresponding link https://twitter.com/user/status/id). Examples of annotation are shown in Table 1. We split the whole annotated dataset into training, validation, and test dataset with a ratio of 3:1:1 randomly.

4. Methodology

In this section, we demonstrate the proposed easy numeric data augmentation method for text classification and the deep model we use for experiments. The ablation study is conducted to investigate the performance gain for different augmentation numbers and dataset sizes with the deep model.

4.1. Easy numeric data augmentation (ENDA)

As mentioned above, most data augmentation methods share a universal theoretical foundation: either adding slightly modified copies of original data or creating new synthetic data from the original one. Basically, the paraphrasing-based methods like back translation, and sampling-based methods like EDA create synthetic data while noising-based methods like AEDA choose to add noises to modify the original data. Existing noising-based data augmentation methods choose variants of words like synonyms or punctuations to create new sentences.

The ENDA is also motivated by the linguistic characteristic of text data and the requirement of label validness after augmentation. In data augmentation, original data are changed while class labels are maintained. But there are always concerns about the label validness after augmentation. Because if sentences are altered significantly, the original class labels may no longer be valid. Compared with the possible semantic changes brought by insertions of punctuations, we have assumption that our method could maintain label validness of the augmented text better. We presume punctuations could possibly damage the sentiment and meaning in the original sentences while numbers often will not. For example, in the case of our COVID-19 data set, personal narrative tweets could use more numbers from number list into original sentence randomly, and repeat this process for

\[
n_{aug} \times \frac{\ell}{\alpha} \in \text{Range} \left(1, N = \alpha \ell \right)
\]

where \(n_{aug}\) is the number of insertions while \(\alpha\) denote the length of original sentence, \(\alpha\) is the percentage parameter and \(n_{aug}\) is the parameter presents the number of augmented sentences per original sentence generates.

\(^2\) https://github.com/taspinar/twitterscraper
\(^3\) The data cleaning code is available on GitHub https://github.com/yuanchenroy/COVID-19-related
4.2. Deep learning models for text classification and experiment set up

We choose Bidirectional Encoder Representation from Transformers (BERT) model as our experiment field for all the data augmentation techniques. Developed by Google, BERT is a transformer-based machine learning model pre-trained on the large-scale corpus for natural language processing (NLP). It has become a ubiquitous baseline in NLP experiments and has swept all other deep learning models like CNN, and RNN (Han et al., 2021). BERT is based on the stacked multi-layer bidirectional transformers with an encoder-decoder structure that applies a self-attention mechanism, which models the correlations between words in parallel. Compared with traditional word embedding methods like Glove or Word2Vec, BERT shows distinct advantages with its outstanding ability to grasp massive information such as shallow features, syntactic features, and semantic features from the text. For text classification tasks, the BERT model inserts a [CLS] token and a separator [SEP] token at the beginning and end of the input text. With sample size sequences of tokens with a maximum length as input, the output vector corresponding to the sequence is the semantic representation of the text for text classification. In this paper, we fine-tuned BERT-Base (English only, uncased, trained with WordPiece masking) (Devlin et al., 2019) which contains 12 transformer block layers, 768 hidden units, 12 heads, and 110 M parameters totally. We extract the output of the [CLS] token as the representation for sentence-level classification and feed it into the classifier of the Softmax layer to get to obtain the predictions of tweets type. We set the max length as 125 as it covers over 99% samples. The BERT model is trained on the training dataset with the early stopping of 3 epochs, the best-performing model on the validation data would be saved for predicting the test data to test its performance later. To decrease the effect of random initialization, we repeat the process with 6 different random seeds to get the average results.

We perform experiments using the data augmented by AEDA, ENDA, and the original data for evaluation. Furthermore, to investigate performance on the different dataset sizes, we delegate 5 different sizes of datasets by selecting a random subset of the full training dataset. The training data sizes include 500, 1000, 2000, 4000, and full-size. We add 1, 2, 4, 8, and 16 augmentations for each sample for all experiments for ablation study on augmentation number.

We execute all the code using a Tesla V100 GPU with 16 GB memory. The Hyper-parameters obtained by fine-tuning are shown in Table 3. All codes are performed with Alibaba Cloud Elastic Compute Service (Tesla V100 GPU and 16G RAM) with Python 3.8.10 environment. The BERT model is implemented in Python using Keras with TensorFlow as backend.

### 4.3. ENDA outperforms AEDA

The experimental results with data sizes of 500, 1000, 2000, 4000 and full data augmentations of 1, 2, 4, 8, and 16 are plotted in Fig. 1. Both ENDA and AEDA work better with larger dataset sizes. For training dataset size of 1000, 2000, 4000, and full-size, both

### Table 1
Annotated dataset of ESCD.

| Classification Type | Number of tweets | Example Tweets |
|---------------------|------------------|----------------|
| Personal Narratives | 5234             | 1. This is my biggest worry about getting potentially incapacitated by the coronavirus/flu/cold/etc., since anyone who cares for my cats would wind up being vulnerable to whatever virus I have. It’s a bad situation that would just get worse, and there are not any easy answers. 2. #coronavirus has ruined football in a very short time than match fixing!! Scientists that studied on government money where u? |
| News and Reports    | 4029             | 1. Italy puts 10 million on LOCKDOWN with even funerals banned to fight coronavirus spread [Link](http://shr.gs/Q2vyEnU). BBC News - Coronavirus: Cases jump in Iran and Italy |

### Table 2
Descriptive statistics data of ESCD dataset.

| Tweets category       | Occurrences of punctuations per sample | Occurrences of numbers per sample |
|-----------------------|----------------------------------------|----------------------------------|
|                       | average      | Median | Max | Min       | average | Median | Max | min       |
| Personal Narratives   | 5.84        | 5      | 46  | 0         | 1.43    | 0      | 57  | 0         |
| News and Reports      | 4.70        | 4      | 92  | 0         | 1.53    | 0      | 48  | 0         |

### Table 3
Hyper-parameters setting.

| Parameters   | Value |
|--------------|-------|
| Learning rate| 1e-5  |
| Batch size   | 32    |
| Optimizer    | Adam  |
ENDA and AEDA show improvements compared with the original data baseline. But ENDA gives a better booster than AEDA. For the size of 500, only ENDA increases the accuracy with the augmentation of 4 per sample. Instead of a booster, AEDA decreases the accuracy with all 5 augmentation numbers on the smallest dataset size. Overall, ENDA shows superior results compared with AEDA on all datasets. The results indicate that ENDA gives a better booster and outperforms AEDA for our tweets classification task of personal narratives and news reports.

Basically, both the improvements of AEDA and ENDA follow the trend of rising at first and then leveling or falling back with the increase of augmentation number. For most sizes, ENDA and AEDA arrive at high points with one or two augmentations except for the smallest dataset size where it takes ENDA 8 augmentations per sample to achieve an increase and continuous decrease for AEDA. Our recommendation on the ESCD dataset goes as follows: for datasets less than 1000, the recommended augmentation number is $n_{aug} = 8$;

Fig. 1. Average Augmentation performance of AEDA and ENDA on sub sizes of early-stage COVID-19 dataset over 6 seeds, in line with original data.

Fig. 2. Visualization of dimensionality reduction features of the original data, data augmented by ENDA, and AEDA (For interpretation of the references to color in this figure, the reader is referred to the web version of this article).
for datasets between 1000 and 4000, then $n_{aug} = 2$ to 4; for datasets more than 4000, then $n_{aug} = 1$ or 2.

5. Experiments

Results in Section 4 show that the proposed data augmentation method attains superior performance than AEDA, proving its efficiency in handling the classification problem of news and personal narrative tweets. To further demonstrate the efficacy of the proposed technique for generality, we have examined the label validity of augmented text and applied ENDA on two other benchmark datasets: sst-2 and TREC datasets.

5.1. Label Validity

We reckon that ENDA could create new samples for training while preserving the original label of text after augmentation. We examine the label validity of the augmented text by extracting the high-dimensional layer output vectors from pre-trained models and visualized their latent space representations by t-sne (t-distributed stochastic neighbor embedding) approach.

We start with training a BERT-based deep model on the original training dataset of the ESCD, then we apply AEDA and ENDA to generate augmented text with one augmentation per sample. These augmented and original text are fed into the deep model we trained and the output of BERT-base: a 798-dimension layer is extracted and visualized by t-sne approach. These high-dimensional vectors are projected into a 2-d space and plotted in Fig. 2. We use scatters in red and blue to represent different labels. It can be seen that the ENDA dots surround the original dots more closely, following a similar pattern. With less overlap, the ENDA dots of different categories are also more easily separated than AEDA, suggesting that sentences augmented with ENDA could conserve the label of the original text better.

5.2. ENDA on SST-2 and TREC

We choose two benchmark datasets: sst-2: stanford sentiment treebank (Socher et al., 2013), and text retrieval conference (TREC) question classification (Li & Roth, 2002) to testify our proposed technique. We use the split training and test dataset from Karimi et al. (2021) (see details in supplementary material). Similarly, we repeat the experiments with the BERT models in the methodology part over 11 seeds to get the average results with 1, 2, 4, 8, and 16 augmentations per sample separately. We also use different fractions of the training data: .. For our experiments. Then the selected dataset would be split into train and validation datasets with a ratio of 9:1. The results of ENDA, AEDA, and original data with augmentation numbers of 1, 2, 4, 8, and 16 per sample under different fractions of

![Fig. 3. Average augmentation performance of AEDA and ENDA over 11 seeds, in line with original data results over the same 11 random seeds on sst-2 and TREC dataset.](image-url)
the training dataset for sst-2 and TREC are plotted in Fig. 3, respectively.

From Fig. 3, generally, both AEDA and ENDA could improve the performance of deep models as most points of ENDA, and AEDA are above those of the original data. But the dominant advantage of ENDA over AEDA is not that obvious compared to the results on the ESCD dataset. For sst-2, the improvements are much greater for large fractions while the small fractions of the TREC dataset have wider margins comparatively. Also, as the augmentation number increases, the performance improvement increases especially for lower fractions of the TREC training set. For sst-2 dataset, the improvement with the increase in augmentation number is more distinguished for larger fractions.

5.3. Ablation study on percentage parameter

Besides the fraction of the training dataset, the percentage parameter \( \alpha \) for augmentation number is also worth exploring. In the above study, we simply follow the AEDA technique, setting the ratio as 0.3 by default. So in this part, we investigate the role of the percentage parameter \( \alpha \) for augmentation number in ENDA by ablation study.

We conduct the experiments with different ratios \( \alpha_{\text{train}} = \{0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9\} \) and different fractions \( \text{Frac}_{\text{train}} = \{0.1, 0.2, 0.4, 0.8, 1\} \). The augmentation numbers are set as 4. We use the average relative accuracy improvement \( \text{RelativeGain}_{\text{avg}} \) on SST-2 and TREC for evaluation as shown in Eq. (1), where \( \text{Gain}_{\text{avg}}, \text{N}_{\text{acc}} \) represents the accuracy obtained from the ENDA method, \( \text{Base}_{\text{acc}} \) denotes the accuracy obtained with original data, and \( n \) is the runs of different seeds.

\[
\text{RelativeGain}_{\text{avg}} = \frac{\sum_{i=1}^{n}(N_{\text{acc}} - \text{Base}_{\text{acc}})}{n}
\]

The results are presented in Fig. 4.

![Fig. 4. Relative improvement in performance of ENDA over 11 seeds on SST-2 and TREC dataset with augmentations of 4.](image-url)
Unlike augmentation number and training size, which impact the performance, the ratio is more domain-invariant as the fluctuations among different ratios suggest no regular tendency. It is hard to pick up the best value or range for percentage parameters under different fractions. The insertion times per sample is selected from zero to $n_{\text{aug}}$ while the range of insertion number is determined by the length $\ell$ and the percentage parameter $\alpha$. $n_{\text{aug}} = \alpha \ell$. This indirect relation may weaken the impact of the parameter, resulting in limited and nonlinear sensitivity to percentage parameter change.

6. Results analysis

Based on the above study, we choose one augmentation with ENDA for the Early-stage COVID-19 dataset. We visualize the predicted results on the whole dataset to show the dynamic patterns of two general types of tweets over time. Fig. 5 presents the daily number of personal narratives, news reports, and the total tweets during the outbreak period.

As in Fig. 5, there had been a turning point for both news and personal narratives on 20 January 2020 when they started to grow significantly in accordance with the announcement of human transmission from the Chinese government on that day. Following this, both public attention and news coverage kept increasing and remained high ever since. In particular, peak levels of news reports and personal narratives appear around when WHO declared a PHEIC on January 30, when the first COVID-19-related death was reported in the U.S. on February 28, and when WHO announced a global pandemic on March 11.

Specifically, before January 20, the daily number of personal narratives was less than 500, hard to notice even in the zoomed view from Fig. 5. More broadly, emerging on January 20, the personal narratives maintained a similar level of news coverage until February 25, when personal narratives tweets started to suppress news coverage, reaching the highest peak on March 11 at the very end. Thus, we conclude there were three periods separated by January 20 and February 23. In the first period, there was little news related to COVID-19 and scarcely any personal narrative tweets. In the second period, both news coverage and personal narrative remained at a moderate and similar level for around one month. For the third period, we see a fast-growing trend for two tweet categories, especially for personal narrative ones which exceed the other in just two days.

We further plot the daily change in the number of news reports and personal narratives tweets per day in Fig. 6. As the trends suggest the possibility of correlation, thus, to testify the dependency between personal narrative tweets and news reports tweets, two null hypotheses are considered. Hypothesis 1: the daily amount of personal narrative tweets is not related to news coverage per day: the daily number of news and reports. Hypothesis 2: the daily change in the number of personal narrative tweets per day are not related to the daily change in news coverage per day. We calculate the Spearman correlation coefficients to testify our null hypotheses on the daily number of tweets and daily change in the number of tweets per day. All statistical analyses are performed using scipy.stats library.

![Fig. 5. Overview of the predicted classification results.](image-url)
in Python.

The daily change in the number of personal narratives per day has a strong positive correlation to the daily change in news coverage per day as revealed by the Spearman correlation coefficients (Spearman’s $r = 0.7874$, $p < 0.0001$). The correlation further increases when simply specifying on the daily number of tweets (Spearman’s $r = 0.9595$, $p < 0.0001$) instead of change. The results show that we may reject the null hypotheses and there is a significant and strong positive correlation between the number of personal narratives and news reports no matter at the daily or daily change level.

7. Discussion

7.1. Personal engagement and news coverage

The number of personal narratives reflects the public’s attentiveness and even their willingness to take precautions to prevent infection to some degree. As the correlation analysis shows, there is a strong positive correlation between the daily number of personal narratives and news reports. The dynamics of public engagement follow a similar pattern of news coverage but at a comparatively lower level in the first and middle periods, only exceeding that sharply till late February. The mirrored relationship between them has not been identified before but previous studies indicate tweets from major public health agencies could have a broad impact on people’s emotions online (Xi et al., 2022).

Government control is more effective if performed at the initial stages of an emergency (Li et al., 2020). Given the importance of government response on social media for public health management, early warnings of the outbreak should be considered. However, we have found two missed windows for government and media of early warnings and in-time responses for promoting health-related information. The low level of news attentiveness and public attention to the outbreak in early January and February indicates the absent awareness of the possible severity of the virus before any outbreak beyond China. Thus, we recommend more extensive publicity and alerts on social networks proactively during the early days of emergency for increasing the public’s attentiveness and sensitivity,
informing precautionary measures, and controlling the spread before a soaring number of domestic cases emerges.

The turning point of covid-19-related tweets around January 20 corresponds to the internet attention change on the Chinese social media (Weibo) (Cui & Kertész, 2021; Yu et al., 2021; Zhu et al., 2020). Previous studies on agencies, stakeholders, and public health authorities also support our findings largely. Wang et al. (2021) have found that 67 agencies and stakeholders in the U.S. communicated at a very low level with less than ten messages per day over the first two weeks of January and the communication frequencies only increased significantly from late February to early March. And findings from Li et al. (2021) suggest there was a decrease in the volume of tweets from 21 official accounts at the beginning of February and an increase in late February around February 23.

7.2. Applications of ENDA

At first, we conduct experiments with ESCD dataset with different sizes and augmentation numbers and ENDA attains superior performance than AEDA. The visualization results of the label validity of the augmented text indicate that compared with AEDA, ENDA keeps the original information and conserves the label of original text better. To demonstrate the efficacy of the proposed technique for generality further, the AEDA and ENDA methods are applied to two benchmark datasets: SST-2 and TREC. The results indicate that both AEDA and ENDA could improve the performance of deep model on all sizes. But the superior of ENDA is not as significant as it is in Section 4. We assume that different linguistic characteristics of text in these datasets may play a role in influencing augmentation performance. The classification types of early-stage covid-19 dataset are news and personal narratives, which differ greatly in their writing styles as personal narratives are more casual, and emotional, along with plenty of punctuations like question marks and exclamations marks while the news is kind of rigid, precise, and calm. The statistical results in Table 2 and non-parametric test in Section 4.1 have already shown that there is a strong difference on the occurrences of punctuations among different text groups, and news category has more punctuations compared with personal narratives.

The ablation studies on augmentation number, dataset size, and percentage parameter indicate that the former two impact the improvements greatly while the percentage parameter demonstrates irregular fluctuations on model performance. It is worth noticing that the specific number of insertions for each sample is not determined directly by the percentage parameter but selected randomly from the scope with a boundary set by the percentage parameter. The indirect relationship may weaken the influence of percentage parameter change and result in a nonlinear influence.

7.3. Limitations and future research

In this paper, we collect English tweets and study the trends of personal narratives tweets and news coverages on Twitter during the early outbreak stage. However, due to the limited web scraper capability and language barrier, we filter English tweets only but the discourses on other popular languages like Spanish, French, German, and Japanese are also worth exploring. Future studies could investigate the situation in these language communities to see if there is any difference. It is a pity that we only include text data for analysis without considering multimodal data like pictures or videos. Besides that, explorations on demographical and gender differences are also missed in this study as we did not include the geo or gender data of tweets while web scraping.

We choose two other benchmark datasets for the general application of ENDA: SST-2, a movie review sentiment dataset, and TREC, a question type dataset. But they present different tendencies within varied augmentation numbers and sample sizes to some extent. More datasets with diverse types could be analyzed to test the efficacy of the proposed technique under different real application circumstances, like author identification.

7.4. Theoretical and practical implications

Despite the limitations, this research proposes a novel but easy data augmentation technique, pictures the growing tendency of daily personal narratives and news reports in the initial stages of the outbreak, and identifies their associations, which delivers insights into the participatory dynamics of public attention and government response on social media during crises. This study has 2-fold implications, theoretically and practically.

From the theoretical point of view, this paper has several implications. In terms of covid-19 social media analysis, despite such an abundance of studies, our research fills the blank of quantitative social media analysis of government response and public attention during the outbreak stage of covid-19 in a broad view with over 9 million covid-19-related tweets. Unlike previous studies which focus on specific Twitter accounts from the government leader or actors, official health authorities, and experts, we provide a more general and comprehensive scope, reducing the bias brought by small samples. Also, our findings underline strong positive correlations between government response and public attention at both the daily and daily change levels.

Secondly, for the data augmentation field, the proposed ENDA approach contributes to an alternative method for creating new samples in an easy but effective way. By adding noises into the original data to create modified copies, the numeric augmentation utilizes the objective of data augmentation and improve classification model performance and robustness with increased amount of training data. The label validity of the augmented text has been examined by extracting the high-dimensional layer output vectors from pre-trained models and visualizing their distributions by t-SNE approach. Briefly, we reckon that ENDA could create new samples for training while preserving the original label of text after augmentation. Our evaluation using the annotated ESCD dataset demonstrates that ENDA is superior to AEDA for the classification of personal narratives and news reports. Also, the results on other benchmark datasets: SST-2 and TREC suggest the efficacy of ENDA that it could improve deep model performance for more general text classification tasks.
Generally speaking, several major practical implications for public health policymaking can be yielded from our main findings. Our study not only contributes to the field of emergency response analysis during crises, but also provides insights into public attention in emergencies. The government response online is of great importance for public health management as Twitter has evolved into a major tool for information consumption with the rise of social media (Tsao et al., 2021). Related news coverage allows the public to determine the evolution of emergencies and facilitates the government to guide the online sentiment, which would be more effective if occurred in the early stages, for responding to emergencies to the public in real-time (Li et al., 2020). Our findings provide a better comprehension of public social media activity and discourse during crises. The finding on the lack of alerts before January 20 and February 23 demonstrates the existing flaws of timely action on emergency response. For the practice of government response during health or other crises, this finding indicates the future orientation on increasing warnings and alerts in the early stages before the outburst. The finding on public attention level reveals people’s awareness and attentiveness towards covid-19 and could have implications for the acceptance and adoption of precautionary and control measures as well.

8. Conclusion

The proposed ENDA approach contributes to an alternative method for creating new samples in an easy but effective way, which keeps label validity of augmented data greatly. Results of ENDA on the early-stage COVID-19 dataset indicate significant improvements for deep models and its superiority compared with the AEDA method. In addition, the efficacy of ENDA has been verified on benchmark datasets through ablation studies. Prediction results on the ESCD dataset present the turning and crucial points for public attention and news coverage with the advent of momentous events in the timeline. We have also found evidence that the number of personal narratives and news reports are greatly correlated at both daily and daily change levels. By dividing the early stage into three sub-periods, we summarize the dynamics of tweets over time, suggesting the missed window for COVID-19 early warnings proactively in early January and February. Thus, we recommend more publicity and timely alerts at the very beginning to increase the public’s attentiveness, and to deliver precautionary measures for the control and interruption of the spread before the outburst.

Our study answers important questions about the social media activity from the public and officials during the initial phase of the outbreak and proposes a novel but easy technique for text data augmentation for future research. This quantitative research manages to discover the public discourses on Twitter during the covid-19 pandemic, illustrating the dynamic patterns of public engagement and news coverage in the early outbreak stages and providing future orientation on the government response in the networked sphere during global health crises.
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