Dynamic Defense Against Byzantine Poisoning Attacks in Federated Learning

Nuria Rodríguez-Barroso a,b, Eugenio Martínez-Cámara a, M. Victoria Luzón b, Francisco Herrera a

aDepartment of Computer Science and Artificial Intelligence, Andalusian Research Institute in Data Science and Computational Intelligence (DaSCI), University of Granada, 18071 Granada, Spain
bDepartment of Software Engineering, Andalusian Research Institute in Data Science and Computational Intelligence (DaSCI), University of Granada, 18071 Granada, Spain

Abstract
Federated learning, as a distributed learning that conducts the training on the local devices without accessing to the training data, is vulnerable to Byzantine poisoning adversarial attacks. We argue that the federated learning model has to avoid those kind of adversarial attacks through filtering out the adversarial clients by means of the federated aggregation operator. We propose a dynamic federated aggregation operator that dynamically discards those adversarial clients and allows to prevent the corruption of the global learning model. We assess it as a defense against adversarial attacks deploying a deep learning classification model in a federated learning setting on the Fed-EMNIST Digits, Fashion MNIST and CIFAR-10 image datasets. The results show that the dynamic selection of the clients to aggregate enhances the performance of the global learning model and discards the adversarial and poor (with low quality models) clients.
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1. Introduction
The standard machine learning approach is built upon an algorithm that learns from a centralized data source. Distributed machine learning proposes the distribution of the data and elements of a learning model among several nodes as a solution for the unceasing growing of learning model complexity and the size of training data [1,2]. However, the distributed machine learning solution is neither valid for the data privacy challenge, nor for an scenario with a large number of clients and a non homogeneous data distribution [3,4].

Federated learning (FL) is a machine learning approach in which the algorithms learn from sequestered data [3,5]. The FL model is mainly composed of two components: a global server that owns the global learning model and a set of clients storing the local learning models and the local training datasets. Likewise, FL consists in: (1) training the local learning models in each data source, (2) distilling the parameters of the local learning models into a central server, (3) aggregating the parameters of the local models in the global learning model and (4) updating the local learning models with the aggregated federated global learning model after the aggregation. This specific setting supports its main feature, which is the prevention of data leakage and the protection of data privacy, since the data do not abandon its local storage and they are not shared with any other client or third party. Since FL is a user privacy-preserving approach designed to decentralized scenarios, an Artificial Intelligence of Things (AIoT) setting is a natural way to use it, for both the distributed nature and the privacy needed in IoT (Internet of Things) devices [6].

Machine learning is vulnerable to malicious manipulations on the input data or the learning model to cause incorrect classification [7]. This vulnerability becomes harder to address in FL due to most of the defensive approaches are based data inspection techniques. Among the different kind of adversarial attacks in the literature [8], in this paper we focus on byzantine poisoning attacks [9], which are based on the arbitrary manipulation of the training data (data poisoning attack [10,11]) or the client model updates (model poisoning attacks [12]) with the aim of hindering the performance of the FL model.

We argue in this paper that the FL model has to be able to dynamically avoid adversarial clients to preserve the learning model from byzantines poisoning attacks, which is usually performed on the server by the federated aggregation operator. In the literature there are a number of federated aggregation operators, but they do not prevent the federated model from this kind of attacks [13,14,15], or they do it following some assumptions about the nature of the adversarial clients [16] or prove to be insufficiently effective [17].

We propose the Dynamic Defense Against Byzantine Attacks (DDaBA), which is a dynamic aggregation operator that dynamically selects the clients to be aggregated and discards those ones considered as adversarial, and it features agnostic about the number and nature of the adversarial clients. This dynamic defense is built upon an Induced Ordered Weighted Averaging (IOWA) operator [18], which aggregates the clients on a weighted basis according to an induced-ordered function and a linguistic quantifier. We use as induced-ordered function the performance of the local learning models on a validation...
set stored in the server. The linguistic quantifier addresses the weighting of the clients, which usually depends on the knowledge of the problem and predefined parameters. We design an agnostic linguistic quantifier on the nature of the problem, which is based on: (1) considering the distribution of data resulting from measuring the performance variation between local learning models on the validation set, (2) assuming that the resulting distribution follows an exponential distribution, and (3) using the properties of that distribution to set the parameters of the linguistic quantifier in order to discard the adversarial clients that correspond to outliers in the exponential distribution according to the Tukey criteria.

We evaluate the DDaBA as a defense in a FL model for image classification. For that purpose, we leverage the benchmark image classification datasets Fed-EMNIST\[19\], Fashion MNIST\[20\] and CIFAR-10\[3\] and we distribute the data over the clients following a non independent and identically distributed (non-IID) distribution. We compare the DDaBA with the classical federated aggregation operator FedAvg\[13\] with no defense and the state-of-the-art defenses against three different byzantine attacks: label-flipping\[21\], out-of-distribution\[22\] and random weights\[23\] attacks. We show that the DDaBA is able to identify the adversarial and poor clients, filter them out and enhance the performance of the global learning model.

We analyze the behavior of the DDaBA in a scenario with a extreme proportion of adversarial clients, and we see that the performance of the federated global model is hindered. Although this is a very unlikely scenario, we also introduce the static version of DDaBA, Static Defense Against Byzantine Attacks (SDaBA), which predefine the parameters of the linguistic quantifier of the IOWA operator for discarding the susceptible adversarial clients. The SDaBA, as well as the DDaBA, outperforms all the baselines in the three adversarial attacks developed for the evaluation.

The rest of the work is organized as follows: the following section summarizes the background related to FL, adversarial attacks in FL and defenses against them. Section 3 is focused on the description of the dynamic FL model for identifying adversarial clients. We detail the experimental set-up in Section 4 and evaluate and analyze the results of the FL models in Section 5. Finally, conclusions are described in Section 6.

2. Background

We expound in this section some relevant concepts and related works. We introduce FL in Section 2.1, we describe the main types of adversarial attacks in FL in Section 2.2, and we detail the proposed defenses against byzantine attacks in Section 2.3.

2.1. Federated Learning

FL is a learning approach pushed by the need of overcoming the limitations of distributed learning for preserving data privacy and for processing large number of clients following a non homogeneous data distribution\[24\]. FL proposes a new training approach of learning algorithms that consists in the iterative training of the model in the devices that own the data, the aggregation of those models in the federated model, and the updating of the local models with the federated model. Hence, FL prevents from data leakage and preserves data privacy, since the data do not leave the electronic device.

Formally, FL is a distributed machine learning paradigm consisting of a set of clients \( \{C_1, \ldots, C_n\} \) with their respective local training data \( \{D_1, \ldots, D_n\} \). Each of these clients \( C_i \) has a local learning model named as \( L_i \) represented by the parameters \( \{L_{1i}, \ldots, L_{ni}\} \). FL aims at learning a global learning model represented by \( G \), using the scattered data across clients through an iterative learning process known as round of learning. For that purpose, in each round of learning \( t \), each client trains its local learning model over their local training data \( D_i^t \), which updates the local parameters \( L_{1i}^t \) to \( L_{1i}^{t+1} \). Subsequently, the global parameters \( G^t \) are computed aggregating the trained local parameters \( \{L_{1i}^t, \ldots, L_{ni}^t\} \) using an specific federated aggregation operator \( \Delta \), and the local learning models are updated with the aggregated parameters:

\[
G^t = \Delta(L_{11}^t, L_{21}^t, \ldots, L_{ni}^t)
\]

\[
L_{1i}^{t+1} \leftarrow G^t, \quad \forall i \in \{1, \ldots, n\}
\]  

(1)

The updates among the clients and the server are repeated as much as needed for the learning process. Thus, the final value of \( G \) will sum up the knowledge sequestered in the clients.

2.2. Related works about adversarial attacks

Machine learning is highly susceptible to adversarial attacks\[25\], and the vast majority of the defensive approaches are based on three approaches\[8\]: (1) game theory\[26\], (2) data sanitation\[27\] and (3) resilient and robust learning models, which assume that a fraction of the training data may be manipulated and consider it as outliers\[28\]. Due to the federated aggregation operator is agnostic in relation with adversarial clients information, the first approach can not be applied in FL. Likewise, since the training data in FL is inaccessible by the server, the second approach is also not feasible in FL. Therefore, the most promising defense approach is developing resilient and robust federated aggregation operators with the ability to safeguard the model from the effect of attacks.

According to\[29\], there are two types of adversarial attacks in FL: (1) Inference attacks\[30\], which aim at inferring information from the training data; and (2) poisoning attacks\[31\], which pursue to compromise the global learning model. Concerning inference attacks, there are different types of them depending on the information being inferred. The most important ones are the property and membership inference attacks, which respectively seek to infer certain properties of the data and the membership of specific samples in the training set. Because of
their nature, the defenses proposed in the literature are based on applications derived from or inspired by the Differential Privacy [32]. Regarding poisoning attacks, we identify two taxonomies:

1. Depending on which part of the FL model is attacked, we differentiate between model-poisoning [33] and data-poisoning attacks [34]. In practice, both are almost equivalent, since a poisoning of the data results in a poisoned model. However, data-poisoning attacks and some of the model-poisoning attacks fail to be effective since the attack dissipates in the aggregation of many clients. Hence, these attacks are combined with model-replacement [17] techniques, which boosts the adversarial model (or models) in order to replace the global model.

2. Depending on the purpose of the attack, we distinguish between untargeted or byzantine attacks [35], which seek to affect the model’s performance, and targeted or backdoor attacks [17], which aim at injecting a secondary or backdoor task into the global model by stealth.

2.3. Defenses against adversarial attacks

The literature provides multiple solutions to both byzantine and backdoor attacks in classical machine learning. The vast majority of these defenses are based on data inspection methods, such as removing outliers from the training data in centralized learning [36] or, in a distributed setting, removing outliers from participant’s training data or models [37, 38]. In both cases, the available defenses require data inspection, which is not possible in FL. Therefore, defenses against adversarial attacks in FL must be designed ad hoc.

Regarding the state-of-the-art defenses designed to be applied in federated settings, they are based on the modification of the aggregation operator, because the attack is usually carried out by the clients. The most important defenses against byzantine attacks are based on a more robust aggregation of the updates and they are called byzantine-robust aggregation rules. We highlight the following ones:

- Coordinate-wise aggregations [39], which replaces the mean of the classical aggregation operator FedAvg [13] with more robust statistics to outliers or anomalous data. The main ones are the trimmed-mean and the median.
- Krum (and MultiKrum) [40], which is based on using geometrical properties to determine the most central model updates vectors. This defense requires a $k$ hyper-parameter that determines the number of clients remaining in the aggregation.
- Bulyan [41] which is the state of the art. It is built as a combination of Krum and trimmed-mean. Accordingly, the model updates vectors are sorted according to their geometrical centrality and are aggregated through a trimmed-mean with a $m$ parameter, which discards a total of $2m$ clients.

Additionally, differential privacy [32] methods are an important safeguard for the information shared during the communication between the server and the clients. Therefore, the defensive challenges of the FL should focus on client attacks.

The main weakness of the defenses proposed in the literature is that they are highly dependent on parameters, which beforehand are difficult to set without information about the number or nature of the adversary clients. Thus, we propose in this paper a defense mechanism against poisoning attacks, which dynamically selects the clients that are not adversarial and filters out the adversarial or the poor ones (clients with low quality models) without the requirement to set any parameters.

3. Dynamic Defense Against Poisoning Attacks

FL is featured by its restriction to access to the training data, which is sequestered in the clients. Accordingly, poisoning attacks, both data and (local) model poisoning [10, 11], grounded in the malicious manipulation of the training data or the local model updates, can corrupt the FL model, which cannot inspect the training to defend itself against this kind of adversarial attacks.

We propose a defense against byzantine poisoning attacks built upon a federated aggregation operator based on a Induced Ordered Weighted Averaging (IOWA) [18] that dynamically selects the clients to be aggregated, and filters out the adversarial ones. We call it Dynamic Defense Against Byzantine Attacks (DDaBA).

The IOWA operators, and more generally the Ordered Weighted Averaging (OWA) ones [42], are functions for weighting the contribution of a set of clients in a aggregation process, as it is the aggregation of the parameters of the local learning models in FL. We mathematically introduce OWA and IOWA operators in Appendix A, and according to the definition the IOWA operator is composed of (1) an order-inducing function to set the weighting assignation order, and (2) a linguistic quantifier to calculate the weight contribution value. We define the induced-order function used in DDaBA in Section 3.1 and the linguistic quantifier that dynamically adapts the weighting value calculation during the FL training in Section 3.2. Finally, we sum up DDaBA in Section 3.3.

3.1. Accuracy-based induced ordering function for clients model updates

The aim of byzantine poisoning adversarial attacks is hindering the performance of a FL model through altering the training data or directly the model updates. Since FL is grounded in the aggregation of the $L_i$, those maliciously altered ones would perform lower than the non-altered ones. Hence, the validation of the $L_i$ before the aggregation may help to identify the suspicious adversarial clients.

We propose the Local Accuracy Function, $f_{LA}$, to measure the performance of each $L_i$ before its aggregation. The $f_{LA}$ function is based on the availability of a validation set shared among the clients. The viability of this validation set is justified by its reduced size compared to the size required for training, and the
The possibility of making it up through expert or prior knowledge. We define the $f_{LA}$ function in Definition 3.1.

**Definition 3.1 (Local Accuracy Function ($f_{LA}$)).** It measures the performance of a local learning model $L_i$ using a fixed validation dataset named as $VD$. For that, it computes the accuracy of $L_i$ over $VD$:

$$f_{LA}(L_i) = \text{accuracy}(L_i, VD)$$  \hspace{1cm} (2)

where $\text{accuracy}(L_i, VD)$ refers to the standard accuracy evaluation measure of the local learning model $L_i$ in the dataset $VD$.

Once the clients model updates are sorted according to this sorting function, we expect that the benign client’s models will converge to a common solution, while the adversarial client’s models will not, but they will converge to a worse solution for the original problem. Therefore, if we define the random variable resulting from the differences in accuracy among all clients with the client that scored the highest accuracy as follows:

$$X_i^{f_{LA}} = \max_i(f_{LA}(L_i)) - f_{LA}(L_i).$$  \hspace{1cm} (3)

We assume that this random variable $X$ will approximate an Exponential Distribution, since there will be many values close to zero (and always positive), and very few far from zero.

### 3.2. Dynamic linguistic quantifier for weighting the contribution of clients

The non-IID data distribution of most of the FL settings make impossible to know beforehand the nature of the clients, and hence it is impossible to know the amount of adversarial clients. Therefore, the selection of the FL clients by its weighted contribution has to be dynamically calculated for adapting to the nature of the clients.

The dynamic selection of the DDA-BBA model is based on a IOWA linguistic quantifier that some of its parameters values depend on the resulting exponential distribution after ordering the clients model updates $X_i^{f_{LA}}$. Before the definition of the linguistic quantifier of DDA-BBA, we first define the IOWA linguistic quantifier in Definition 3.2.

**Definition 3.2 (Linguistic quantifier).** It is a function $Q : [0, 1] \rightarrow [0, 1]$ verifying $Q(0) = 0$, $Q(1) = 1$ and $Q(x) \geq Q(y)$ for $x > y$. Equation 4 defines how the function $Q$ computes the weighting values where $w_i$ represents the weighting associated to the position $i$ of a vector of dimension $n$, and Equation 5 defines the behaviour of the function $Q$.

$$w_i^{(a,b)} = Q_{a,b}(i/n) - Q_{a,b}((i-1)/n)$$  \hspace{1cm} (4)

$$Q_{a,b}(x) = \begin{cases} 0 & 0 \leq x \leq a \\ \frac{x - a}{b - a} & a \leq x \leq b \\ 1 & b \leq x \leq 1 \end{cases}$$  \hspace{1cm} (5)

where $a, b \in [0, 1]$ satisfying $0 \leq a \leq b \leq 1$, and they set the intervals for calculating the contribution weight of each $L_i$. For the sake of clarification, those $x$ values in the same interval will have the same weighting value.

$$Q_{a,b,c,y_b}(x) = \begin{cases} 0 & 0 \leq x \leq a \\ \frac{x - a}{b - a} & a \leq x \leq b \\ \frac{x - b}{c - b} & (1 - y_b) + y_b \leq x \leq c \\ 1 & c \leq x \leq 1 \end{cases}$$  \hspace{1cm} (6)

We redefine the function $Q_{a,b,c,y_b}$ for providing it a dynamic behaviour and a higher weighting of top clients, which depends on the random variable $X_i^{f_{LA}}$. Accordingly, we propose $Q_{a,b,c,y_b}$ that is defined in Equations 6 and incorporates two new parameters to the model $(c$ and $y_b)$, in addition to the two existing ones. The definition of each of the parameters is as follows:

1 Parameter $a$. This parameter represents the proportion of clients to which null weighing is assigned. Since we do not want to filter out those clients which stand out ”at the top”, i.e. those that obtain the best accuracy, we set the value to 0.

2 Parameter $b$. It sets the portion of clients we consider as top clients and we want to weight higher. The choice of this parameter is done dynamically, so that the top clients correspond to the first decile of the distribution of $X_i^{f_{LA}}$. Formally, $b$ is the portion of clients that verify

$$X_i^{f_{LA}} \leq \frac{\ln(10/9)}{\lambda}$$  \hspace{1cm} (7)

where $\lambda = \frac{1}{\mu_{X_i^{f_{LA}}}}$ and $\mu_{X_i^{f_{LA}}}$ the mean of $X_i^{f_{LA}}$.

3 The dynamic behavior of the parameter $c$. This parameter represents the portion of clients that we do not discard. For example, a value of $c = 0.8$ means that the 20% of the clients will be discarded. With the aim of dynamically adapt it in each aggregation, we identify the problem of filtering out adversarial clients as a problem of outlier detection in $X_i^{f_{LA}}$. We thus employ the Tukey criteria [43, 44] for anomalies in exponential probability distribution functions and set $c = 1 - \hat{c}$ where $\hat{c}$ is the portion of clients that verify

$$X_i^{f_{LA}} \geq Q_3 + 1.5IQR = \frac{\ln(4)}{\lambda} + 1.5\frac{\ln(3)}{\lambda}$$  \hspace{1cm} (8)

where $\lambda = \frac{1}{\mu_{X_i^{f_{LA}}}}$ and $\mu_{X_i^{f_{LA}}}$ the mean of $X_i^{f_{LA}}$.

4 Parameter $y_b$. It provides the weighting of the top clients together with $b$. In particular, it represents the portion of the total weight assigned to these clients. In order to weight the top clients with double the importance of the rest of the clients participating in the aggregation, we set

$$y_b = \frac{2|Top|}{2|Top| - |Rest|}.$$  \hspace{1cm} (9)

where $|Top| = b \times n$ and $|Rest| = (c - b) \times n$. 


Analogously to Equation 3, we obtain the weighting of each client from the $Q_{a,b,c,y}$ function according to Equation 10.

$$w_i^{(a,b,c,y)} = Q_{a,b,c,y} \left( \frac{i}{n} \right) - Q_{a,b,c,y} \left( \frac{i-1}{n} \right) \quad \text{(10)}$$

### 3.3. Defense based on the federated aggregation

Finally, using the equations defined above and the definitions of FL (Equation 1), we define DDaBA as a defense consisting of the following aggregation operator:

$$DDaBA(\{\hat{L}_i, \hat{L}_2, \ldots, \hat{L}_n\}, VD) = \sum_{i=1}^{n} w_i^{(a,b,c,y)} \hat{L}_i \quad \text{(11)}$$

where $w_i^{(a,b,c,y)}$ is defined in Equation 10 and $\hat{L}_i$ the local model update of the client $i$ for $i \in \{1, \ldots, n\}$. Algorithm 1 depicts the DDaBA pseudo-code.

#### Algorithm 1 DDaBA

**Input:** local updates $\{\hat{L}_1, \hat{L}_2, \ldots, \hat{L}_n\}$ and $VD$

Initialize $G$

for $i = 0$ to $n$

$f_{LA}(L_i) = \text{accuracy}(L_i, VD)$

end for

for $i = 0$ to $n$

$\bar{X}_{f_{LA}}^i = \max \{ f_{LA}(L_i) \} - f_{LA}(L_i)$

end for

$a = 0$

$b = |\bar{X}_{f_{LA}}| \leq \ln(\frac{10}{9})$

$c = |\bar{X}_{f_{LA}}| \geq \ln(\frac{5}{4}) + 1.5 \ln(c)$

$y_b = \frac{10^{a+c}}{10^{a+c} - 1}$

for $i = 0$ to $n$

$w_i = w_i^{(a,b,c,y)}$ according to Equation 10

end for

$G_t = \sum_{i=0}^{n} w_i \hat{L}_i$

Return $G_t$

### 4. Experimental setup

The evaluation of DDaBA is performed by means of the accuracy of the resulting FL model in three datasets arranged for FL, and we describe them in Section 4.1.1. Also, we deployed an image classification deep learning model in the FL setting. Since the main aim of this work is to propose a dynamic defense against Byzantine attacks, we use an standard CNN-based image classification model composed of two CNN layers followed by its corresponding max-pooling layers, a dense layer and the output layer with a softmax activation function for the Fed-EMNIST and Fashion MNIST datasets and a pre-trained model based on EfficientNet [43] for the CIFAR-10 dataset. Finally, the federated aggregation operators used as baselines are introduced in Section 4.2 and the covered attacks in Section 4.3.

### 4.1. Evaluation datasets

Since the DDaBA needs a validation set for dynamically discarding adversarial clients, we create it from the test subsets of the three datasets, by assigning 20% of the sample in the test dataset to the validation set. The three datasets used in the evaluation are described as what follows:

1. The Fed-EMNIST (Federated Extended Modified NIST) dataset, which was presented in 2017 in [3] as an extension of the MNIST dataset [19]. The EMNIST Digits class contains a balanced subset of the digits dataset containing 28,000 samples of each digit. The dataset consists of 280,000 samples, which 240,000 are training samples and 40,000 test samples. We use its federated version by identifying each client with an original writer.

2. The Fashion MNIST [20] aims to be a more challenging replacement for the original MNIST dataset. It contains a balanced subset of the 10 different classes containing 7,000 samples of each class. Hence, the dataset consists of 70,000 samples, which 60,000 are training samples and 10,000 test samples. We set the number of clients to 500.

3. The CIFAR-10 dataset is a labeled subset of the 80 million tiny images dataset [47]. It consists of 60000 32x32 color images in 10 classes, with 6000 images per class. There are 50000 training images and 10000 test images, which correspond to 1000 images of each class. We set the number of clients to 100.

In summary, the datasets, after appropriate modifications to prepare the validation sets, follow the data distributions shown in Table 1.

| Dataset          | Training  | Validation | Test   |
|------------------|-----------|------------|--------|
| Fed-EMNIST       | 240,000   | 8,000      | 32,000 |
| Fashion MNIST    | 60,000    | 2,000      | 8,000  |
| CIFAR-10         | 60,000    | 2,000      | 8,000  |

With the aim of adapting both Fashion MNIST and CIFAR-10 datasets to a federated environment, the training data is distributed among the clients following a non-IID distribution. Accordingly, we randomly assign instances of a reduced number of labels to each client simulating a scenario in which each client contains partial information.

### 4.2. Baselines based on federated aggregation operators

We compare the DDaBA defense with the classical federated aggregation operator FedAvg [48] and the following state-of-the-art defenses against Byzantine poisoning attacks:
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data and model poisoning. Due to the high number of clients
4.3. Byzantine Data and Model Poisoning Attacks

There are multitude of byzantine adversarial attacks both
data and model poisoning. Due to the high number of clients
participating in the aggregation and the low proportion of clients
that will be adversarial in a reasonable configuration, poisoning-
attacks are very ineffective as their effect dissipates in the
aggregation. For that reason, poisoning attacks are combined
with model-replacement \cite{17} techniques, which weight the con-
tribution of adversarial clients in the aggregation according to
a boosting parameter that is distributed among the adversarial
clients.

The adversarial attacks covered in this work are the follow-
ing:

• **Label-flipping attack** \cite{21}. It is a data poisoning attack
consisting of randomly flipping the labels of the advers-
arial attacks. This way, the adversarial clients learn in-
correct information that send to the server.

• **Out-of-distribution attack** \cite{22}. It is another data poison-
ing attack consisting of introducing into the adversarial
clients’ training dataset some samples out of the training
distribution. In practice, the most frequent approaches
are to introduce samples from another dataset with the
same features (e.g. EMNIST and Fashion MNIST) or to
introduce randomly generated samples. We adopt the sec-
ond approach in the experimentation.

• **Random weights** \cite{23}. It is a model poisoning attack
based on randomly generate the model updates of each
adversarial client.

We experiment with four different settings of adversarial
clients for each of the previously described attacks:

• **1-out-of-30 attack scenario.** Consisting of 1 adversarial
clients of a total of 30 clients participating in each aggrega-
tion, which represents 1/30 of adversarial clients.

• **5-out-of-30 attack scenario.** Consisting of 5 adversarial
clients of a total of 30 clients participating in each aggrega-
tion, which represents 1/6 of adversarial clients.

• **10-out-of-50 attack scenario.** Consisting of 5 adversarial
clients of a total of 50 clients participating in each aggrega-
tion, which represents 1/5 of adversarial clients.

In each of the scenarios described, the boosting factor is
divided by the number of adversarial clients in order to carry
out the model-replacement.

4.4. Implementation details

We provide the code of DDaBA federated aggregation oper-
ator\footnote{https://github.com/ari-dasci/S-DDaBA} in order to ensure the reproducibility of the experiments.
Due to the large number of existing FL frameworks \cite{51} and
with the aim of showing that DDaBA is independent of the
framework, we have selected two of them:

• The Sherpa.ai FL \cite{51} framework.
• The Flower \cite{52} framework.

For each framework, we include Jupyter notebooks to visualise
how the aggregation operator works and to facilitate its und-
standing.

5. Experimental results

We evaluate the performance of DDaBA as a defense to the
byzantine attacks described in Section 2.2 in two ways: (1) In
Section 5.1 we compare the behavior of DDaBA in terms of
the performance of the resulting FL model with the baselines
described in Section 4.2 and, (2) In Section 5.2 we analyze
DDaBD in a scenario with a high number of adversarial clients,
and we propose a modification of it for this particular scenario.

5.1. Analysis of the results

Tables \cite{21} and \cite{22} show the results obtained in label-flipping,
out-of-distribution and random weights attacks. Regarding the
strength of the attacks, we find that all three are sufficiently
powerful to pose a challenge to defenses. In fact, notice that
the attack is slightly more effective when there are fewer adver-
sarial clients since the boosting factor is divided among fewer
Table 2: Mean results for the label-flipping byzantine attack in terms of accuracy. We also show, in the first row, the expected accuracy with FedAvg but without any attack. The best result for each of the scenarios is highlighted in bold.

|                    | Federated EMNIST | Fashion MNIST | CIFAR-10 |
|--------------------|------------------|---------------|----------|
|                    | 1-out-of-30 5-out-of-30 10-out-of-50 | 1-out-of-30 5-out-of-30 10-out-of-50 | 1-out-of-30 5-out-of-30 10-out-of-50 |
| No attack          |                  |               |          |
| FedAvg             |                  |               |          |
| Trim.-mean         |                  |               |          |
| Median             |                  |               |          |
| Krum               |                  |               |          |
| MultiKrum (5)      |                  |               |          |
| MultiKrum (20)     |                  |               |          |
| Bulyan (f=1)       |                  |               |          |
| Bulyan (f=5)       |                  |               |          |
| DDaBA              | 0.9657 0.9673 0.9643 | 0.8817 0.8783 0.8807 | 0.8633 0.8503 0.8557 |

Table 3: Mean results for the label-flipping byzantine attack in terms of accuracy. We also show, in the first row, the expected accuracy with FedAvg but without any attack. The best result for each of the scenarios is highlighted in bold.

|                    | Federated EMNIST | Fashion MNIST | CIFAR-10 |
|--------------------|------------------|---------------|----------|
|                    | 1-out-of-30 5-out-of-30 10-out-of-50 | 1-out-of-30 5-out-of-30 10-out-of-50 | 1-out-of-30 5-out-of-30 10-out-of-50 |
| No attack          |                  |               |          |
| FedAvg             |                  |               |          |
| Trim.-mean         |                  |               |          |
| Median             |                  |               |          |
| Krum               |                  |               |          |
| MultiKrum (5)      |                  |               |          |
| MultiKrum (20)     |                  |               |          |
| Bulyan (f=1)       |                  |               |          |
| Bulyan (f=5)       |                  |               |          |
| DDaBA              | 0.9652 0.9629 0.9654 | 0.8761 0.8841 0.8783 | 0.8626 0.8599 0.8632 |

Table 4: Mean results for the label-flipping byzantine attack in terms of accuracy. We also show, in the first row, the expected accuracy with FedAvg but without any attack. The best result for each of the scenarios is highlighted in bold.

|                    | Federated EMNIST | Fashion MNIST | CIFAR-10 |
|--------------------|------------------|---------------|----------|
|                    | 1-out-of-30 5-out-of-30 10-out-of-50 | 1-out-of-30 5-out-of-30 10-out-of-50 | 1-out-of-30 5-out-of-30 10-out-of-50 |
| No attack          |                  |               |          |
| FedAvg             |                  |               |          |
| Trim.-mean         |                  |               |          |
| Median             |                  |               |          |
| Krum               |                  |               |          |
| MultiKrum (5)      |                  |               |          |
| MultiKrum (20)     |                  |               |          |
| Bulyan (f=1)       |                  |               |          |
| Bulyan (f=5)       |                  |               |          |
| DDaBA              | 0.9653 0.9645 0.9622 | 0.8801 0.8778 0.8777 | 0.8656 0.8624 0.8626 |
clients. The out-of-distribution attack is slightly less damaging while the random weights attack achieves the lowest performance without defense, ranking as the most challenging. The results obtained both in the different types of attacks and in the considered datasets confirm common conclusions, so we discuss all the results as a whole.

When evaluating the performance of the baselines we hereby confirm that MultiKrum and Bulyan do indeed represent the state of the art. However, they are highly dependent of the $d$ and $f$ parameters since they set the number of clients to keep or discard, respectively, in the aggregation. For example, in the 10-out-of-50 scenario and Bulyan with $f = 1$ we verify this weakness, since only $2f = 2$ clients would be discarded from the aggregation, which is not enough to defend the model in the presence of 10 adversarial clients. A possible solution would be to set this value always to high, but this is also a limitation because in the case of having fewer adversarial clients than $2f$ the quality of the model decreases (e.g., 1-out-of-30 using Bulyan with $f = 5$). Finally, MultiKrum and Bulyan promise optimal performance in the case of knowing the number of adversarial clients, which is not the case. This enhances the need for a defense that dynamically estimates how many clients to filter in the aggregation.

In contrast, the outperformance of DDaBA is confirmed in all the attack settings considered enhancing its success regardless of the type of attack and the proportion of adversarial clients. Moreover, DDaBA achieves better results than the no attack situation in the vast majority of the scenarios. This is because the dynamic filtering of clients not only discards those that are adversarial but also those that perform too poorly to contribute to improving the global learning model.

5.2. Extreme attack scenarios - A static version of DDaBA

It has been proven that discarding clients based on whether or not they are outliers in a distribution formed from performance on a common validation set overcomes the defenses of the state of the art. However, this approach based on data distributions has a weakness stemmed from the fact that the distribution we use to search outliers is configured with the same data that we subsequently evaluate. Therefore, with a very high presence of adversarial clients, the resulting distribution will be highly skewed by this data, resulting in no outlier. Although we recognize this weakness, we point out that it is not a major one, since it is highly unlikely for the percentage of adversarial clients in an FL scenario to be so high as to cause the defense to fail.

To overcome this weakness, we propose a static version of DDaBA called Static Defense Against Byzantine Attacks (SDaBA), which incorporates the only difference that the proportion of clients to be discarded from the aggregation is computed using a fixed parameter $\alpha$. In particular, instead of eliminating those clients that represent outliers in the distribution $\chi_i^{f \alpha}$, we eliminate those clients whose distance to the best accuracy is greater than $\alpha$ times the maximum of the distances. In other words, using $\chi_i^{f \alpha}$, we set $c = 1 - \beta$ where $\beta$ is the portion of clients verifying that

$$\chi_i^{f \alpha} \geq \alpha \chi_n^{f \alpha} \quad \forall i \in \{1, \ldots, n\}$$

in Equations 6 and 10. Analogously, we set $b = 0.2$ in order to consider as top clients the top 20% clients.

With the aim of evaluating SDaBA we set $\alpha = 1/4$ and the 10-out-of-30 attack scenario consisting of 10 adversarial clients of a total of 30 clients participating in each aggregation, which represents 1/3 of adversarial clients, which is an unusual high proportion of them. Table 5 shows the results of DDaBA and SDaBA in comparison with the baselines in this extreme attack scenario in Federated EMNIST.

| Attack Type          | Label-flipping | Out-of-dist. | Random weights |
|----------------------|---------------|--------------|---------------|
| No attack            | 0.9657        | 0.9657       | 0.9657        |
| FedAvg               | 0.3561        | 0.4394       | 0.0994        |
| Trimmed-mean         | 0.6256        | 0.5778       | 0.1002        |
| Median               | 0.8595        | 0.8347       | 0.9355        |
| Krum                 | 0.8801        | 0.8678       | 0.8633        |
| MultiKrum (5)        | 0.9336        | 0.9366       | 0.9349        |
| MultiKrum (20)       | 0.9623        | 0.9617       | 0.8595        |
| MultiKrum (25)       | 0.9623        | 0.9617       | 0.8595        |
| Bulyan (f=1)         | 0.4755        | 0.5005       | 0.1000        |
| Bulyan (f=5)         | 0.9485        | 0.9475       | 0.9455        |
| DDaBA                | 0.4235        | 0.4819       | 0.0997        |
| SDaBA (1/4)          | 0.9654        | 0.9653       | 0.9629        |

The results show how this extreme scenario highly affects to DDaBA, but also Bulyan (f=1). With respect to the baselines, in this case it is MultiKrum with $d = 20$ that achieves the best results by setting the $d$ parameter to its optimal value. Finally, we highlight the appropriate performance of SDaBA, outperforming the rest of the defenses and solving the problem of extreme scenarios.

6. Conclusion and future work

We addressed the problem of defending against byzantine attacks in FL, which is a real challenge since the existing defenses are not enough. Using the exponential distribution resulting of the differences between the best model and the rest of them in terms of accuracy over a central validation set, we consider that those clients that represent outliers in that distribution are likely to be adversarial ones. Hence, we propose DDaBA, a defense against byzantine attacks which dynamically filters out the adversarial and poor clients.

We evaluated the DDaBA in three different Byzantine attacks, in three datasets and using three different settings. In addition, we proposed a static version of the defense approach in order to use it in scenarios with an extremely high proportion of adversarial clients. Both the experiments corroborate the following conclusions:
• DDaBA is a highly effective defense against Byzantine attacks in real attack scenarios.

• It properly filters out adversarial and poor clients improving the performance of the global model in scenarios with adversarial clients, even outperforming the performance in the original task.

• The static version SDaBA is an effective solution for extreme attack scenarios.

To conclude, we have proven that DDaBA is a high quality defense against Byzantine attacks, and it can act as a proper federated aggregation operator, since it defends the global model against the effect of the attacks while improving the learning of the global model.

Appendix A. Ordered weighted model averaging

Group decision making is the AI task focused on finding out a consensus decision from a set of experts by summing up their individual evaluations. Yager proposed in [42] the Ordered Weighted Averaging (OWA) operators with the aim of modeling the fuzzy opinion majority [53] in group decision making. Yager and Filev generalised the OWA operator definition in [18], where they defined the OWA operator with an order-induced vector for ordering the argument variable. They called this generalisation of OWA operators with a specific semantic in the aggregation process as Induced Ordered Weighted Averaging (IOWA). The OWA and IOWA operators are weighted aggregation functions that are mathematically defined as follows:

Definition Appendix A.1 (OWA Operator [42]). An OWA operator of dimension $n$ is a function $\Phi : \mathbb{R}^n \rightarrow \mathbb{R}$ that has an associated set of weights or weighting vector $W = (w_1, \ldots, w_n)$ so that $w_i \in [0, 1]$ and $\sum_{i=1}^n w_i = 1$, and it is defined to aggregate a list of real values $[c_1, \ldots, c_n]$ according to the Equation (A.1)

$$\Phi(c_1, \ldots, c_n) = \sum_{i=1}^n w_i c_{\sigma(i)}$$

being $\sigma : \{1, \ldots, n\} \rightarrow \{1, \ldots, n\}$ a permutation function such that $c_{\sigma(i)} \geq c_{\sigma(i+1)}$, $\forall i = \{1, \ldots, n – 1\}$.

Definition Appendix A.2 (IOWA Operator [18]). An IOWA operator of dimension $n$ is a mapping $\Psi : (\mathbb{R} \times \mathbb{R})^n \rightarrow \mathbb{R}$ which has an associated set of weights $W = (w_1, \ldots, w_n)$ so that $w_i \in [0, 1]$ and $\sum_{i=1}^n w_i = 1$, and it is defined to aggregate the second arguments of a 2-tuple list $\{(u_1, c_1), \ldots, (u_n, c_n)\}$ according to the following expression:

$$\Psi((u_1, c_1), \ldots, (u_n, c_n)) = \sum_{i=1}^n w_i c_{\Psi(i)}$$

being $\sigma : \{1, \ldots, n\} \rightarrow \{1, \ldots, n\}$ a permutation function such that $u_{\sigma(i)} \geq u_{\sigma(i+1)}$, $\forall i = \{1, \ldots, n – 1\}$. The vector of values $U = (u_1, \ldots, u_n)$ is called the order-inducing vector and $(c_1, \ldots, c_n)$ the values of the argument variable.

The OWA and IOWA operators are functions for weighting the contribution of experts for the global decision in the case of group decision making, and the contribution of a set of clients in an aggregation process in a general scenario. However, they need an additional function to calculate the values of the parameters, which in the context of group decision making means the grade of membership to a fuzzy concept. The weight value calculation function is known as linguistic quantifier [54], which is defined as a function $Q : [0, 1] \rightarrow [0, 1]$ such as $Q(0) = 0$, $Q(1) = 1$ and $Q(x) \geq Q(\gamma)$ for $x > \gamma$. Equation (A.3) defines how the function $Q$ computes the weight values and Equation (A.4) defines the behaviour of the function $Q$.

$$w_{i,a,b} = Q_{a,b}(\frac{i}{n}) - Q_{a,b}(\frac{i-1}{n})$$

(3.3)

$$Q_{a,b}(x) = \begin{cases} 0 & 0 \leq x \leq a \\ \frac{x-a}{b-a} & a \leq x \leq b \\ 1 & b \leq x \leq 1 \end{cases}$$

(A.4)

where $a, b \in [0, 1]$ satisfying $0 \leq a \leq b \leq 1$.

The function $Q$ in Equation (A.4) can be redefined in order to model different linguistic quantifiers. Since the definition of the notion quantifier guided aggregation [42, 54], other definitions of the function $Q$ has been proposed to model different linguistic quantifiers like “most” or “at least” [53].
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