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Abstract. We investigate a special sequence of random variables $A(N)$ defined by an exponential
power series with independent standard complex Gaussians $(X(k))_{k \geq 1}$. Introduced by Hughes,
Keating, and O’Connell in the study of random matrix theory, this sequence relates to Gaussian
multiplicative chaos (in particular “holomorphic multiplicative chaos” per Najnudel, Paquette, and
Simm) and random multiplicative functions. Soundararajan and Zaman recently determined the
order of $\mathbb{E}[|A(N)|]$. By constructing an algorithm to calculate $A(N)$ in $O(N^2 \log N)$ steps, we
produce computational evidence that their result can likely be strengthened to an asymptotic
result with a numerical estimate for the asymptotic constant. We also obtain similar conclusions
when $A(N)$ is defined using standard real Gaussians or uniform $\pm 1$ random variables. However,
our evidence suggests that the asymptotic constants do not possess a natural product structure.

1. Introduction

Let $(X(k))_{k \geq 1}$ be a sequence of independent standard complex Gaussians; hence, the real and
imaginary parts of $X(k)$ are independent real Gaussians with mean 0 and variance $\frac{1}{2}$. Define the
sequence of random variables $(A(N))_{N \geq 0}$ by the formal power series identity

$$
\exp \left( \sum_{k=1}^{\infty} \frac{X(k)}{\sqrt{k}} z^k \right) = \sum_{n=0}^{\infty} A(n) z^n.
$$

These random variables $A(N)$ naturally arise in several areas of probability and number theory. As
far as we are aware, they were first explicitly introduced by Hughes, Keating, and O’Connell [12,
(2.25)] in the context of random matrix theory. Subsequent influential work of Fyodorov, Hiary,
and Keating [8, 9] conjectured deep connections between random matrix theory, maxima of the
Riemann zeta function on the critical line, and Gaussian multiplicative chaos. There is a vast
literature on each of these topics, so we shall refer the reader to some recent surveys by Rhodes
and Vargas [14], Duplantier, Rhodes, Sheffield, and Vargas [7], and Bailey and Keating [1]. On
the probability side, Chhaibi and Najnudel [3] and Najnudel, Paquette, and Simm [13] studied the
variables $A(N)$ (which they refer to as “holomorphic multiplicative chaos”) to establish direct links
between random matrix theory and Gaussian multiplicative chaos. On the number theory side,
Soundararajan and Zaman [15] studied $A(N)$ as a model problem for a breakthrough of Harper
[11] on the partial sums of random multiplicative functions.

The existence of a limiting distribution for $A(N)$ is unknown, but it should presumably be
closely related to the limiting distribution of the “total mass of critical Gaussian multiplicative
chaos” studied by Duplantier et al. [5, 6] and Barral et al. [2] for example. Some progress towards
the distribution of $A(N)$ has recently been made by estimating its moments. Notably, building
on work of Diaconis and Gamburd [4] with magic squares (see also Gorodetsky [10]), Najnudel,
Paquette, and Simm [13] recently proved a beautiful formula: for positive integers $q \geq 1,$

$$
\mathbb{E}[|A(N)|^{2q}] = \# \{ q \times q \text{ squares with } Z_{\geq 0} \text{ entries and all row and column sums equal to } N \}.
$$

For example, this elegant combinatorial identity implies that the $L^2$-moment satisfies

$$
\mathbb{E}[|A(N)|^2] = 1.
$$
A proof of (1.2) also appears in Soundararajan and Zaman [15] as a consequence of the cycle index formula for the symmetric group. Surprisingly, the order of the $L^1$-moment is a bit smaller: there exists absolute positive constants $C_1$ and $C_2$ such that for $N \geq 2$,

\begin{equation}
\frac{C_1}{(\log N)^{1/4}} \leq \mathbb{E}[|A(N)|] \leq \frac{C_2}{(\log N)^{1/4}}.
\end{equation}

This estimate (and a similar one for all the lower moments $\mathbb{E}[|A(N)|^{2q}]$ with $0 \leq q \leq 1$) was recently established by Soundararajan and Zaman [15] and the upper bound was proved independently by Najnudel, Paquette, and Simm [13]. In view of (1.3), it is natural to conjecture the following.

**Conjecture 1.1.** Define $(A(N))_{N \geq 0}$ by \((1.1)\) using a sequence $(X(k))_{k \geq 1}$ of independent standard complex Gaussians. There exists a constant $C > 0$ such that

$$\mathbb{E}[|A(N)|] \sim \frac{C}{(\log N)^{1/4}}$$

as $N \to \infty$.

Our interest in this conjecture primarily stems from its relationship to the theory of random multiplicative functions as outlined by Soundararajan and Zaman [15]. A random Steinhaus multiplicative function $f : \mathbb{N} \to \{|z| = 1\}$ is obtained by picking an independent random variable $f(p)$ uniform on the unit circle $\{|z| = 1\}$ for each prime $p$ and extending it (completely) multiplicatively to all positive integers. Namely, if $n = p_1 \cdots p_\ell$ then $f(n) = f(p_1) \cdots f(p_\ell)$. The (normalized) random partial sum $e^{-N/2} \sum_{n \leq e^N} f(n)$ parallels the random variable $A(N)$. Indeed, since we have that $\mathbb{E}[f(m)f(n)] = 1_{m=n}$, it follows that the $L^2$-moment satisfies, for $N \geq 1$,

$$\mathbb{E}\left[\left| \sum_{n \leq e^N} f(n) \right|^2\right] = [e^N],$$

which mirrors (1.2). As with $A(N)$, the limiting distribution of $e^{-N/2} \sum_{n \leq e^N} f(n)$ is not yet known to exist, but it should likely be related to the “total mass of critical Gaussian multiplicative chaos”.

Harper [11, Theorem 1 and Corollary 2] proved strong bounds for the tails of $\sum_{n \leq e^N} f(n)$ and amazingly showed that there exists absolute positive constants $C_1$ and $C_2$ such that for $N \geq 2$,

$$\frac{C_1 e^{N/2}}{(\log N)^{1/4}} \leq \mathbb{E}\left[\left| \sum_{n \leq e^N} f(n) \right|\right] \leq \frac{C_2 e^{N/2}}{(\log N)^{1/4}}.$$

This inspired the proof of (1.3) in [15] and also suggests a conjecture. Namely, there conjecturally exists an absolute constant $C > 0$ (not necessarily the same as in Conjecture 1.1) such that

\begin{equation}
\mathbb{E}\left[\left| \sum_{n \leq e^N} f(n) \right|\right] \sim \frac{Ce^{N/2}}{(\log N)^{1/4}}
\end{equation}

as $N \to \infty$.

In our view, evidence towards Conjecture 1.1 acts as indirect evidence for the above conjectural asymptotic formula. This view is additionally supported by the strong parallels between $A(N)$ and partial sums of random multiplicative functions over the polynomial ring $\mathbb{F}_q[t]$; see [15] for details.

From a number theory perspective, it is reasonable to wonder whether the putative constant $C$ in (1.4) possesses an Euler product structure. That is, does there exist a sequence of complex numbers $(\beta_p)_p$ indexed by primes $p$ such that $C$ in (1.4) satisfies

$$C = \prod_p \beta_p?$$

If so, each local factor $\beta_p$ would presumably depend at most on the prime $p$ and the distribution of $f(p)$. The parallels between (1.4) and Conjecture 1.1 consequently prompt an informal question.
Question 1.2. If Conjecture 1.1 holds, then does there exist a sequence of complex numbers \((\beta_k)_{k \geq 1}\) such that
\[
C = \prod_{k \geq 1} \beta_k,
\]
where each local factor \(\beta_k\) depends at most on \(k\) and the distribution of \(X(k)\)?

The purpose of this article is to computationally investigate the distribution of \(A(N)\) and, in particular, test Conjecture 1.1 and Question 1.2 via Monte Carlo simulations. To obtain estimates with reasonable precision, we must therefore efficiently calculate \(A(N)\) for a large number of samples of the random sequence \((X(k))_{k \geq 1}\). This requirement is at the heart of our experimental pursuit and poses two key challenges.

First, the sample size must be quite large to make conclusions with reasonable precision. By \((1.1)\), each \(A(N)\) is defined in terms of the \(N\) independent random variables \(X(1), \ldots, X(N)\) (see Section 2.1 for details), so we must compute \(A(N)\) for a total number of independent samples that grows at least exponentially with \(N\). This challenge is intrinsic to Monte Carlo simulations, so we do not attempt to address it. Second, a naïve application of the power series identity \((1.1)\) yields an expensive method for calculating \(A(N)\) in terms of partitions of \(N\) (see Section 2.1 for details). The number of partitions of \(N\) is asymptotically \(\frac{1}{4N\sqrt{3}} \exp(\sqrt{2N}/3)\). Even with the most efficient algorithms to generate integer partitions, this brute force implementation appears to require a sub-exponential time and space complexity. This is prohibitive for our purposes. We instead devise an efficient algorithm to compute \(A(N)\) for a single instance of \((X(k))_{k \geq 1}\).

**Theorem 1.3.** Given any fixed sequence of complex numbers \((X(k))_{k \geq 1}\), define the sequence of complex numbers \((A(n))_{n \geq 0}\) by the formal power series identity \((1.1)\). For any \(N \in \mathbb{N}\), there exists an algorithm that computes the \(N\) values \(A(1), \ldots, A(N)\) in \(O(N^2 \log N)\) time using \(O(N)\) space.

Our algorithm does not generate partitions. Instead, it attains its efficiency by exploiting the recursive properties of integer partitions as well as the recursive structure of \(A(N)\). See Section 2 for a description of our algorithm and the proof of Theorem 1.3.

Equipped with Theorem 1.3 we can investigate variants of Conjecture 1.1 and Question 1.2 for sequences \((X(k))_{k \geq 1}\) other than independent standard complex Gaussians, provided \((1.3)\) plausibly holds in those cases. The proof of \((1.3)\) in \([15]\) relies on the covariance structure of
\[
\text{Re} \sum_{k \leq n} \frac{X(k) e^{k\theta}}{\sqrt{k}}
\]
for \(1 \leq n \leq \log N\) and \(\theta \in [0, 2\pi]\). For any fixed \(n\) and \(\theta\), note that these are independent real Gaussians with mean 0 and variance close to 1/2. These observations suggest \((1.3)\) is plausibly true for random variables \(A(N)\) defined by \((1.1)\) with sequences \((X(k))_{k \geq 1}\) that preserve this structure. Consequently, we expand our investigation to include all three of the following scenarios:

- \((X(k))_{k \geq 1}\) is a sequence of independent standard complex Gaussians (as before).
- \((X(k))_{k \geq 1}\) is a sequence of independent standard real Gaussians.
- \((X(k))_{k \geq 1}\) is a sequence of independent random variables uniform on \(\{\pm 1\}\).

For convenience, we refer to the latter as “a sequence of \(\pm 1\) variables”. These are mathematically and computationally simpler. This allows us to push our computations further, calculate conditional expectations more precisely, and actually exhaust the sample space of \(A(N)\) for small values of \(N\). We therefore investigate variants of Conjecture 1.1 and Question 1.2.

**Conjecture 1.4.** Conjecture 1.1 also holds if \((X(k))_{k \geq 1}\) is a sequence of independent standard real Gaussians or a sequence of independent uniform \(\{\pm 1\}\) random variables (each with a possibly different constant \(C\)).
| Distribution of \(X(k)\) | Estimated value of \(C\) |
|-------------------------|-------------------------|
| Standard complex normal | 1.07                    |
| Standard real normal    | 0.957                   |
| Uniform on \(\{\pm1\}\) | 0.896                   |

Table 1.1. Estimated values of the asymptotic constant \(C\) in Conjectures 1.1 and 1.4.

**Question 1.5.** Do the constants \(C\) from Conjecture 1.4 have a product structure as in Question 1.2?

We perform calculations for each type of random variable with \(N = 2 \times 10^4\) and \(5 \times 10^7\) samples. We report our conclusions in Sections 3, 4, and 5. Our data supports Conjecture 1.1 and 1.4 in all cases. Table 1.1 lists the estimated values of the asymptotic constant for each of the three types of random variables. However, by considering conditional expectations for \(\pm1\) variables, our computational evidence suggests the answer to Question 1.5 (and hence Question 1.2) is negative.

The details of this investigation can be found in Section 6.

Finally, we could in principle carry out a similar computational study for a random Steinhaus multiplicative function \(f\) over the integers to investigate the distribution of \(\sum_{n \leq e^N} f(n)\) and (1.4). Both \(e^{-N/2} \sum_{n \leq e^N} f(n)\) and \(A(N)\) have an \(L^1\)-moment that decays with rate \((\log N)^{-1/4}\). However, the number of primes \(\leq e^N\) is asymptotically \(e^N/N\), so the number of samples required for a Monte Carlo simulation of \(e^{-N/2} \sum_{n \leq e^N} f(n)\) must grow at least exponentially with \(e^N/N\). This requirement is substantially worse compared to \(A(N)\) which only needs the number of samples to grow exponentially with \(N\). For instance, a calculation with a random multiplicative function \(f\) analogous to the one we have performed for \(A(N)\) would require us to calculate the partial sum \(\sum_{n \leq e^N} f(n)\) with \(e^N\) on the order of \(10^{8685}\) and hence sample sequences with length \(10^{8681}\). Moreover, we would need to efficiently compute \(\sum_{n \leq e^N} f(n)\), but it is not clear to us whether this can be done in polynomial time with respect to \(N\) as in Theorem 1.3. Thus, given the computational resources required to carry out such a large-scale computation, it appears rather difficult to adequately investigate the corresponding conjecture and questions for random multiplicative functions.
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### 2. Proof of Theorem 1.3

#### 2.1. Description of the algorithm

We follow [15] and introduce similar notation. A partition \(\lambda\) is a non-increasing sequence of non-negative integers \(\lambda_1 \geq \lambda_2 \geq \cdots\) with \(\lambda_n = 0\) from some point onwards. Let \(|\lambda|\) be the sum of parts \(\lambda_1 + \lambda_2 + \cdots\) and for an integer \(k \geq 1\), let \(m_k = m_k(\lambda)\) be the number of parts of \(\lambda\) that are equal to \(k\). For a partition \(\lambda\), define

\[
(2.1) \quad a(\lambda) = a(\lambda; X) := \prod_k \left(\frac{X(k)}{\sqrt{k}}\right)^{m_k} \frac{1}{m_k!},
\]

so that for \(n \geq 1\),

\[
(2.2) \quad A(n) = \sum_{|\lambda|=n} a(\lambda).
\]
For \( k \geq 1 \), let \( A_k(n) \) be the contribution to \( A(n) \) by partitions \( \lambda \) such that \( \lambda_1 = k \) and let \( B_k(n) \) be the contribution to \( A(n) \) by partitions \( \lambda \) with \( \lambda_1 < k \). In other words,

\[
(2.3) \quad A_k(n) = \sum_{\substack{|\lambda| = n \\ \lambda_1 = k}} a(\lambda) \quad \text{and} \quad B_k(n) = \sum_{\substack{|\lambda| = n \\ \lambda_1 < k}} a(\lambda).
\]

Now, consider a partition \( |\lambda| = n \) such that \( \lambda_1 = k \). If \( k \) has a multiplicity of \( m \) in \( \lambda \), then \( \lambda \) is an extension of a unique partition \( \lambda' \) with \( |\lambda'| = n - mk \) and \( \lambda'_1 \leq k - 1 \). In particular, the partition \( \lambda \) can be obtained by adding the part \( k \) to the partition \( \lambda' \) exactly \( m \) times. Since \( \lambda_1 = k \), we note that \( k \) can have a multiplicity of at most \( \left\lfloor \frac{n}{k} \right\rfloor \) in the partition \( \lambda \). Thus, we deduce that

\[
A_k(n) = \sum_{\substack{|\lambda| = n \\ \lambda_1 = k}} a(\lambda) = \sum_{m=1}^{\left\lfloor \frac{n}{k} \right\rfloor} \left( \frac{X(k)}{\sqrt{k}} \right)^m \frac{1}{m!} \sum_{|\lambda'| = n - mk} a(\lambda'),
\]

which by (2.3) can be reformulated as

\[
(2.4) \quad A_k(n) = \sum_{m=1}^{\left\lfloor \frac{n}{k} \right\rfloor} \left( \frac{X(k)}{\sqrt{k}} \right)^m \frac{1}{m!} B_{k-1}(n - mk).
\]

Since (2.3) is equivalent to

\[
B_{k-1}(n - mk) = \sum_{i=1}^{k-1} A_i(n - mk),
\]

we can compute \( A_k(n) \) for \( 1 \leq n \leq N \) and \( 1 \leq k \leq n \) recursively using (2.4). Finally, we compute the value of \( A(n) \) using the identity

\[
A(n) = \sum_{k=1}^{n} A_k(n).
\]

**Remark.** In (2.4), we note that the computation of \( A_k(n) \) for a fixed pair \( (k, n) \) only requires \( B_{k-1}(n - mk) \) rather than individual \( A_i(j) \) for all \( 0 \leq i < k - 1 \) and \( 1 \leq j \leq n - 1 \). This observation allows us to improve the memory efficiency of our algorithm from \( O(N^2) \) to \( O(N) \) as we only have to store a vector of length \( N \) instead of a matrix of size \( N \times N \) while computing a sequence \( (A(n))_{1 \leq n \leq N} \).

We now state the algorithm.

**Algorithm 1** Generate \( (A(n))_{1 \leq n \leq N} \)

**Input:** \( N \geq 1 \), Sample sequence \( (X(k))_{1 \leq k \leq N} \).

**Output:** \( (A(n))_{1 \leq n \leq N} \)

1. Start at \( k = 1 \). Compute \( A_1(n) \) for all \( 1 \leq n \leq N \) and store it in an array \( A \). Use \( A_0(0) = 1 \).
2. Using recursive identity (2.4), compute \( A_2(n) \) for all \( 2 \leq n \leq N \) and store it in an array \( B \).
   Update array \( A \) to the element-wise sum of arrays \( A \) and \( B \).
3. Repeat Step 2 for all \( k \leq N \). The last update of \( A \) ensures that \( A \) yields the required sequence \( (A(n))_{1 \leq n \leq N} \) because \( A_k(n) \) is summed over all partitions with the largest part \( k \) for all \( k \in \{1, 2, \ldots, N\} \).

**Remark.** In Step 2, notice that \( n \) starts from 2 because 1 does not have a partition with largest part 2. Thus, for each \( k \), we only have to compute \( A_k(n) \) for \( k \leq n \leq N \). Moreover, \( B_{k-1}(n - mk) \) in (2.4) is the \((n - mk)^{th}\) element of array \( A \).
2.2. **Computational complexity.** Since we store the values of \(A_{k-1}(n - mk)\), the number of operations required to compute a summand of identity (2.4) is \(O(1)\). For a fixed \(k \leq n\), the number of steps required to compute \(A_k(n)\) is

\[
\sum_{m=1}^{\lfloor \frac{n}{k} \rfloor} O(1) = O\left(\frac{n}{k} \right).
\]

Further, note that for a fixed \(k\), Steps 1 and 2 of Algorithm 1 compute \(A_k(n)\) for all \(k \leq n \leq N\). The number of steps required for such a computation is

\[
\sum_{n=k}^{N} O\left(\frac{n}{k} \right) = O\left(\frac{N^2}{k} \right).
\]

In Step 3, we repeat the same computation for all \(1 \leq k \leq N\), and thus the total number of operations is

\[
\sum_{k=1}^{N} O\left(\frac{N^2}{k} \right) = O(N^2 \log N).
\]

Thus, the algorithm runs in \(O(N^2 \log N)\) time. The memory complexity of the algorithm is \(O(N)\) because we only use two arrays of length \(N\).

2.3. **Implementation.** This algorithm was implemented in the C++ programming language and the code can be accessed at [https://github.com/askf-z/multiplicative-chaos](https://github.com/askf-z/multiplicative-chaos). Our computations have been carried out on the clusters of Compute Canada. To achieve large-scale Monte Carlo simulations, we utilized multi-threading via OpenMP and MPI.

We computed the averages of the values of \(|A(n)|\) using \(S\) independent samples of the sequence \((X(k))_{1 \leq k \leq N}\) for each \(1 \leq n \leq N\). To be clear, once a sample of the sequence \((X(k))_{1 \leq k \leq N}\) was drawn, it was used to compute the entire sequence \((A(n))_{1 \leq n \leq N}\). We present the results of this computation with \(N = 2 \times 10^4\) and \(S = 5 \times 10^7\) for all three types of random variables. To convey an idea of the computational resources utilized, our simulation for real standard normal variables with \(N = 2 \times 10^4\) consumed about 2 core-years using an average processor clock speed of 2.3 GHz.

3. **Results with Standard Complex Gaussians**

Let \((X(k))_{k \geq 1}\) be a sequence of independent standard complex Gaussians, and recall that \(A(N)\) is defined by the power series identity (1.1). For \(N = 2 \times 10^4\), the distribution of the normalized variable \(A(N) \cdot \left(\log(N)\right)^{1/4}\) is displayed in Figure 3.1 and the distribution of \(|A(N)| \cdot \left(\log(N)\right)^{1/4}\) is displayed in Figure 3.2. Each figure was generated by Monte Carlo simulation with \(4 \times 10^6\) standard complex Gaussian sample sequences. While these do not address our central questions, we have included these visuals to provide an informal sense for the scale of our computation.

For any \(N \geq 1\), let \(\|A(N)\|_S\) denote the sample mean of \(|A(N)|\) generated with \(S\) samples. In other words, if we let \(S\) denote a set of \(S = |S|\) sample sequences, then

\[
\|A(N)\|_S = \frac{1}{S} \sum_{X \in S} |A(N; X)|.
\]

3.1. **Analysis of Conjecture 1.1 for standard complex Gaussians.** To numerically verify Conjecture 1.1, we want to see that the product \(\|A(N)\|_S \cdot \left(\log(N)\right)^{1/4}\) approaches a constant for a sufficiently large \(N\). For a sample mean generated with \(5 \times 10^7\) samples, Figure 3.3 and Table 3.4 show how \(\|A(N)\|_{5 \times 10^7} \cdot \left(\log(N)\right)^{1/4}\) changes for \(10^3 \leq N \leq 20 \times 10^3\). They both support the notion that \(\|A(N)\|_{5 \times 10^7} \cdot \left(\log(N)\right)^{1/4}\) (and hence \(\mathbb{E}[\|A(N)\|]\)) is approaching a constant, thus providing evidence in favor of Conjecture 1.1. From Table 3.4, the sample mean \(\|A(N)\|_{5 \times 10^7} \cdot \left(\log(N)\right)^{1/4}\) is
Figure 3.1. Distribution of $A(2 \times 10^4) \cdot (\log(2 \times 10^4))^{1/4}$ using $4 \times 10^6$ complex Gaussian samples.

Figure 3.2. Distribution of $|A(2 \times 10^4)| \cdot (\log(2 \times 10^4))^{1/4}$ using $4 \times 10^6$ complex Gaussian samples.

fairly stable for $10^4 \leq N \leq 2 \times 10^4$ in the second decimal place with fluctuations in the third decimal place. Thus, $C \approx 1.07$ is the best estimate of the asymptotic constant in Conjecture 1.1 that our data provides.
This suggests that the data presented in Table 3.4 is statistically significant up to 3 decimal places.

Even with a smaller sample size of 4

First, we fix $S$ and study $\mathbb{E}[|A(N)|]$ accurately up to 3 decimal places with a high degree of certainty for all $1 \leq N \leq 2 \times 10^4$.

Next, for a fixed $S$, we study the deviation among sample means $||A(N)||_S$, generated with 6 independent sets of samples sequences of the same size $S$. That is, we produced six different data sets with $S = 10^7$ samples and calculated the corresponding sample mean $||A(N)||_S$ for $1 \leq N \leq 2 \times 10^4$. For each $N$, let $||A(N)||^{(i)}_{10^7}$ denote the sample mean of $|A(N)|$ from the $i^{th}$ data

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
$N$ & $||A(N)||_{5 \times 10^7} \cdot (\log N)^{1/4}$ & $N$ & $||A(N)||_{5 \times 10^7} \cdot (\log N)^{1/4}$ \\
\hline
$1 \times 10^3$ & 1.0533 & $11 \times 10^3$ & 1.0700 \\
$2 \times 10^3$ & 1.0591 & $12 \times 10^3$ & 1.0706 \\
$3 \times 10^3$ & 1.0620 & $13 \times 10^3$ & 1.0709 \\
$4 \times 10^3$ & 1.0640 & $14 \times 10^3$ & 1.0713 \\
$5 \times 10^3$ & 1.0653 & $15 \times 10^3$ & 1.0717 \\
$6 \times 10^3$ & 1.0665 & $16 \times 10^3$ & 1.0721 \\
$7 \times 10^3$ & 1.0674 & $17 \times 10^3$ & 1.0723 \\
$8 \times 10^3$ & 1.0683 & $18 \times 10^3$ & 1.0726 \\
$9 \times 10^3$ & 1.0690 & $19 \times 10^3$ & 1.0728 \\
$10 \times 10^3$ & 1.0695 & $20 \times 10^3$ & 1.0732 \\
\hline
\end{tabular}
\caption{Values of $||A(N)||_{5 \times 10^7} \cdot (\log N)^{1/4}$ for $N \in \{i \times 10^3 : 1 \leq i \leq 20\}$.}
\end{table}
Figure 3.5. $||A(N)||_S - ||A(N)||_{4 \times 10^6}$ for $N = 2 \times 10^4$ and $3 \times 10^6 < S \leq 4 \times 10^6$ standard complex Gaussian samples.

set where $1 \leq i \leq 6$. We study the absolute deviation of $||A(N)||_{10^i}$ from $||A(N)||_{5 \times 10^7}$, which we treat as our benchmark. Denote this absolute deviation by $\delta_i$. That is, for each $i$ and $N$, define

$$\delta_i(N) = ||A(N)||_{5 \times 10^7} - ||A(N)||_{10^i}.$$ 

Figure 3.6 shows the values of $\delta_i(N)$ for $1 \leq i \leq 6$ and $1 \leq N \leq 2 \times 10^4$ and Table 3.7 provides more detailed statistics for $\delta_i$. We observe that, except for a few points in the third data set ($i = 3$), $\delta_i(N) < 10^{-3}$ for all $1 \leq i \leq 6$ and $1 \leq N \leq 2 \times 10^4$. So, broadly speaking, we can infer that all six data sets are essentially identical up to three decimal digits. Since each of these data sets are generated with a sample size of $10^7$, this strongly suggests that, for all $1 \leq N \leq 2 \times 10^4$, the sample mean $||A(N)||_{10^7}$ estimates $E[|A(N)|]$ accurately up to three decimal digits with high degree of certainty. Therefore, we can effectively conclude that $||A(N)||_{5 \times 10^7}$, used in our analysis in the preceding subsection, is significant up to three decimal digits.

Figure 3.6. $\delta_i(N)$ for $1 \leq i \leq 6$ and $1 \leq N \leq 2 \times 10^4$. 
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### Table 3.7. Descriptive statistics for $\delta_i(N)$ for each $1 \leq i \leq 6$. 

| $i$ | Average of $\{\delta_i(N)\}_{N=1}^{2\times10^4}$ | Maximum of $\{\delta_i(N)\}_{N=1}^{2\times10^4}$ | % of $N$’s with $\delta_i(N) \geq 10^{-3}$ |
|-----|-----------------------------------------------|-----------------------------------------------|----------------------------------------|
| 1   | 0.0003                                        | 0.0008                                        | 0.0                                    |
| 2   | 0.0001                                        | 0.0005                                        | 0.0                                    |
| 3   | 0.0005                                        | 0.0010                                        | 0.005                                  |
| 4   | 0.0001                                        | 0.0005                                        | 0.0                                    |
| 5   | 0.0001                                        | 0.0005                                        | 0.0                                    |
| 6   | 0.0002                                        | 0.0006                                        | 0.0                                    |

#### 4. Results with Standard Real Gaussians

Let $(X(k))_{k \geq 1}$ be a sequence of independent standard real Gaussians. Define the sequence of random variables $(A(N))_{N \geq 0}$ by the power series identity $(1.1)$, and let $[A(N)]_S$ denote the sample mean of $|A(N)|$ generated with $S$ samples. Figure 4.1 shows the distribution of $|A(2 \times 10^4)| \cdot (\log(2 \times 10^4))^{1/4}$ for a Monte Carlo simulation using $4 \times 10^6$ real Gaussian sample sequences.

#### 4.1. Analysis of Conjecture 1.4 for standard real Gaussians

Like in Section 3, we approximate $\mathbb{E}[|A(N)|]$ with the sample mean $[|A(N)|]_{5 \times 10^7}$ for $10 \leq N \leq 2 \times 10^4$. From Figure 4.2 and Table 4.3, we see that $[|A(N)|]_{5 \times 10^7} \cdot (\log N)^{1/4}$ is approaching a constant. Thus, our data suggests that Conjecture 1.4 holds for standard real Gaussians and that $C \approx 0.957$ based on Table 4.3.

Notice that this is more precise than our estimation for the asymptotic constant in case of complex Gaussians. Recall that our data for complex Gaussians in Section 3.1 suggested that the values $[|A(N)|]_{5 \times 10^7} \cdot (\log N)^{1/4}$ in Table 3.4 (and hence $\mathbb{E}[|A(N)|]$ itself) had only converged to within 2 decimal places for $10^4 \leq N \leq 2 \times 10^4$. In this case, however, the values $[|A(N)|]_{5 \times 10^7} \cdot (\log N)^{1/4}$ in Table 4.3 are fairly stable for $10^4 \leq N \leq 2 \times 10^4$ in the third decimal place with fluctuations mostly in the fourth decimal place.
Figure 4.2. $||A(N)||_{5 \times 10^7} \cdot (\log N)^{1/4}$ for $10 \leq N \leq 2 \times 10^4$.

| $N$        | $||A(N)||_{5 \times 10^7} \cdot (\log N)^{1/4}$ | $N$        | $||A(N)||_{5 \times 10^7} \cdot (\log N)^{1/4}$ |
|------------|-----------------------------------------------|------------|-----------------------------------------------|
| $1 \times 10^3$ | 0.9517                                        | $11 \times 10^4$ | 0.9562                                        |
| $2 \times 10^3$ | 0.9528                                        | $12 \times 10^4$ | 0.9558                                        |
| $3 \times 10^3$ | 0.9543                                        | $13 \times 10^4$ | 0.9564                                        |
| $4 \times 10^3$ | 0.9546                                        | $14 \times 10^4$ | 0.9566                                        |
| $5 \times 10^3$ | 0.9547                                        | $15 \times 10^4$ | 0.9570                                        |
| $6 \times 10^3$ | 0.9552                                        | $16 \times 10^4$ | 0.9571                                        |
| $7 \times 10^3$ | 0.9555                                        | $17 \times 10^4$ | 0.9572                                        |
| $8 \times 10^3$ | 0.9559                                        | $18 \times 10^4$ | 0.9574                                        |
| $9 \times 10^3$ | 0.9561                                        | $19 \times 10^4$ | 0.9572                                        |
| $10 \times 10^3$ | 0.9559                                        | $20 \times 10^4$ | 0.9572                                        |

Table 4.3. Values of $||A(N)||_{5 \times 10^7} \cdot (\log N)^{1/4}$ for $N \in \{i \times 10^3 : 1 \leq i \leq 20\}$.

4.2. Robustness and sample size. As before, we share two tests that suggests the sample mean $||A(N)||_{5 \times 10^7}$ estimates $E[|A(N)|]$ accurately up to three decimal places with a high degree of certainty for all $1 \leq N \leq 2 \times 10^4$.

First, we fix $N = 2 \times 10^4$ and vary $S$ to study the deviation of $||A(N)||_S$ from the final sample mean $||A(N)||_{4 \times 10^6}$ in Figure 4.4. We observe that (3.1) holds here too, so our data for the sample means $||A(N)||_{5 \times 10^7}$, and thus Table 4.3, is significant up to three decimal places with high certainty.

Second, we study the deviation among 6 different sets of independent samples. Each data set calculates the sample mean $||A(N)||_{10^7}$ for $1 \leq N \leq 2 \times 10^4$. Adopting the notation from Section 3.2, let $||A(N)||_{10^7}^{(i)}$ denote the sample mean of $|A(N)|$ from the $i$th data set where $1 \leq i \leq 6$. Using $||A(N)||_{5 \times 10^7}$ as our benchmark, define $\delta_i(N)$ by (3.2) as the absolute value of the deviation. Figure 4.5 shows the values of $\delta_i(N)$ for $1 \leq i \leq 6$ and $1 \leq N \leq 2 \times 10^6$, and Table 4.6 presents associated statistics. They show that $\delta_i(N) < 10^{-3}$ for almost all $N$ for $i \in \{1, 2, 4\}$. However, $\delta_i(N) \geq 10^{-3}$ for a considerable proportion of $N$’s for $i \in \{3, 5, 6\}$. This suggests that we need a sample size larger than $10^7$ to recover three decimal points of $E[|A(N)|]$ with high degree of certainty. Nevertheless, the average deviation is less than $10^{-3}$ and the maximum is less than $3 \times 10^{-3}$ in all six data sets. Thus, when the sample size is substantially increased from $10^7$ to $5 \times 10^7$, it is reasonable to conclude that the sample mean $||A(N)||_{5 \times 10^7}$ estimates $E[|A(N)|]$ up to three decimal places with a much higher degree of certainty for all $1 \leq N \leq 2 \times 10^4$. 
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Figure 4.4. $[|A(N)|]_S - [|A(N)|]_{4 \times 10^6}$ for $N = 2 \times 10^4$ and $3 \times 10^6 < S \leq 4 \times 10^6$.

Figure 4.5. $\delta_i(N)$ for $1 \leq i \leq 6$ and $1 \leq N \leq 2 \times 10^4$.

| $i$ | Average of $\{\delta_i(N)\}_{N=1}^{2 \times 10^4}$ | Maximum of $\{\delta_i(N)\}_{N=1}^{2 \times 10^4}$ | % of $N$'s with $\delta_i(N) \geq 10^{-3}$ |
|-----|------------------------------------------|------------------------------------------|------------------------------------------|
| 1   | 0.0003                                   | 0.0016                                   | 1.780                                    |
| 2   | 0.0003                                   | 0.0018                                   | 1.385                                    |
| 3   | 0.0005                                   | 0.0018                                   | 6.375                                    |
| 4   | 0.0003                                   | 0.0011                                   | 0.055                                    |
| 5   | 0.0006                                   | 0.0020                                   | 18.74                                    |
| 6   | 0.0007                                   | 0.0019                                   | 19.69                                    |

Table 4.6. Descriptive statistics for $\delta_i(N)$ for each $1 \leq i \leq 6$. 
5. Results with $\pm 1$ Random Variables

Let $(X(k))_{k \geq 1}$ be a sequence of independent random variables uniform on $\{\pm 1\}$ and, as usual, define $(A(N))_{N \geq 0}$ by the power series identity (1.1). Again, $[|A(N)|]_S$ denotes the sample mean of $|A(N)|$ generated with $S$ samples. Figure 5.1 shows the distribution of $A(2 \times 10^4) \cdot (\log(2 \times 10^4))^{1/4}$ for a Monte Carlo simulation using $4 \times 10^6$ real Gaussian sample sequences.

5.1. Analysis of Conjecture 1.4 for $\pm 1$ variables. As in Section 3.1 and 4.1, we approximate $E[|A(N)|]$ with the sample mean $[|A(N)|]_{5 \times 10^7}$ for $1 \leq N \leq 2 \times 10^4$. From Figure 5.2 and Table 5.3, we observe that $[|A(N)|]_{5 \times 10^7} \cdot (\log N)^{1/4}$ is approaching a constant. Therefore, our data supports Conjecture 1.4 for $\pm 1$ variables and we estimate the corresponding asymptotic constant to be $C \approx 0.896$ based on Table 5.3.

5.2. Robustness and sample size. Again, we may reasonably infer that $[|A(n)|]_{5 \times 10^7}$ estimates $E[|A(n)|]$ accurately up to 3 decimal places with a high degree of certainty for all $1 \leq n \leq 2 \times 10^4$. We demonstrate this feature with two tests.
Table 5.3. Values of $|A(N)|_{5 \times 10^7 \cdot (\log N)^{1/4}}$ for $N \in \{i \times 10^3 : 1 \leq i \leq 20\}$.

First, by fixing $N = 2 \times 10^4$, we can see how the deviation $|A(N)|_S - |A(N)|_{4 \times 10^6}$ evolves in Figure 5.4 as $S$ grows. We conclude that (3.1) holds as before, which supports our claim that the data presented in Table 5.3 is likely significant in 3 decimal places.

![Figure 5.4](image)

Second, we again study the deviation across six different data sets of sample means produced with $10^7$ samples. For $1 \leq i \leq 6$ and $1 \leq N \leq 2 \times 10^4$, let $|A(N)|_{10^7}^{(i)}$ denote the sample mean of $|A(N)|$ from $i^{th}$ data set. Then $\delta_i(N)$, defined as usual by (3.2), is shown in Figure 5.5 and its statistics are listed in Table 5.6. Notice that, for every $i$, $\delta_i(N) < 10^{-3}$ for almost all $N$. This supports the claim that $|A(N)|_{10^7}$ estimates $E[|A(N)|]$ accurately up to three decimal digits with a high degree of certainty. Consequently, it is reasonable to infer that the data presented in Figure 5.2 and Table 5.3 is significant up to three decimal digits.
Given that several number theoretic constants have Euler product expansions, it is natural to consider whether such an expansion might exist for the constant $C$ of Conjectures 1.1 and 1.4. This is the content of Questions 1.2 and 1.5. The purpose of this section is to investigate these questions.

It seems plausible that the answers to Question 1.2 and Question 1.5 should match and so, due to their simplicity and amenability to conditional expectations, we will only investigate the case of ±1 variables in Question 1.5.

6.1. Setup. If Question 1.5 has a positive answer, then a version of Conjecture 1.4 (for ±1 variables) with conditional expectations should presumably hold. We formulate this stronger conjecture with some additional notation.

**Conjecture 6.1.** Let $(X(k))_{k \geq 1}$ be a sequence of independent random variables uniform on $\{ \pm 1 \}$ and define $(A(N))_{N \geq 0}$ by (1.1). For any finite subset $K \subseteq \mathbb{N}$ of positive integers and any function $\varepsilon : K \rightarrow \{ \pm 1 \}$, there exists an absolute positive constant $C(\varepsilon)$ such that

$$E \left[ |A(N)| : X(k) = \varepsilon(k) \text{ for all } k \in K \right] \sim \frac{C(\varepsilon)}{(\log N)^{1/4}} \quad \text{as } N \to \infty.$$ 

Note the unconditioned constant $C$ in Conjecture 1.4 corresponds to the situation where $K$ is the empty set. Now, by an analysis similar to the previous sections, computational evidence
should support Conjecture 6.1 but the precise dependence of the constants $C(\varepsilon)$ on the functions $\varepsilon : \mathcal{K} \to \{\pm 1\}$ is not clear. Question 1.5 extends to these constants in a more precise manner.

**Question 6.2.** Assume that Conjecture 6.1 is true. Do there exist sequences of real numbers $(\beta_k)_{k \geq 1}$, $(\beta_k^+)_{k \geq 1}$ and $(\beta_k^-)_{k \geq 1}$ such that for any finite subset $\mathcal{K} \subseteq \mathbb{N}$ and any $\varepsilon : \mathcal{K} \to \{\pm 1\}$,

\[
C(\varepsilon) = \prod_{k \in \mathcal{K}} \beta_k^{\varepsilon(k)} \cdot \prod_{k \notin \mathcal{K}} \beta_k.
\]  

Again, notice that (1.5) corresponds to the situation where $\mathcal{K}$ is the empty set. It seems plausible that the answers to Questions 1.2, 1.5, and 6.2 should all match (provided the corresponding conjectures are also all true). We shall therefore investigate the full strength of Question 6.2, but, as we shall see, our computational evidence does not exhibit the multiplicative properties required by (6.1). Thus, we hypothesize that the answers to Questions 1.2, 1.5, and 6.2 are all negative.

Before we investigate Question 6.2, we record a lemma that illustrates why conditioning on a single $X(k)$ for an odd integer $k$ does not yield new information.

**Lemma 6.3.** Let $k$ and $N$ be positive integers with $k$ odd and $\varepsilon_k \in \{\pm 1\}$. Then

\[
\mathbb{E}[|A(N)| : X(k) = \varepsilon_k] = \mathbb{E}[|A(N)|].
\]

**Proof.** Consider the idempotent map $\phi : \{\pm 1\}^N \to \{\pm 1\}^N$ given by $(x_j)_{1 \leq j \leq N} \mapsto ((-1)^j \cdot x_j)_{1 \leq j \leq N}$. By (2.1), it follows that for any partition $\lambda$ of $N$,

\[
a(\lambda; \phi(X)) = \prod_j (-1)^{j m_j(\lambda)} a(\lambda; X) = (-1)^N a(\lambda; X),
\]

as $\sum_j j m_j(\lambda) = |\lambda| = N$. This implies by (2.2) that

\[
A(N; \phi(X)) = (-1)^N A(N; X).
\]

Let $\Omega_+ \subseteq \{\pm 1\}^N$ (resp. $\Omega_-$) denote the set of tuples $(x_1, \ldots, x_N)$ in $\{\pm 1\}^N$ such that $x_k = +1$ (resp. $x_k = -1$). Since $k$ is odd, the function $\phi$ maps $\Omega_+$ to a subset of $\Omega_-$. As $\phi$ is idempotent and $\Omega_+$ and $\Omega_-$ are disjoint sets whose union is $\{\pm 1\}^N$, it follows that $\phi$ bijectively maps $\Omega_+$ to $\Omega_-$ and vice versa. Combining all of our observations, we have that

\[
\mathbb{E}[|A(N; X)| : X(k) = 1] = \mathbb{E}[|A(N; \phi(X))| : X(k) = 1] = \mathbb{E}[|A(N; X)| : X(k) = -1].
\]

This implies the desired result. \hfill \square

**Remark.** The argument extends to a similar result for any sequence $(X(k))_{k \geq 1}$ of independent random variables where $X$ and $-X$ are identically distributed.

6.2. Computations for Question 6.2. In view of Lemma 6.3, we only investigate Question 6.2 for a subset $\mathcal{K}$ of even integers, namely $\mathcal{K} = \{2, 4, 6, 8\}$. First, we approximate $C(\varepsilon)$ for all functions $\varepsilon : \mathcal{K} \to \{\pm 1\}$ by approximating $\mathbb{E}[|A(N)|]$ at $N = 5000$ using $5 \times 10^6$ samples each\footnote{We used $N = 5000$ instead of $N = 20,000$ as in previous sections due to the limitations of our computational resources but we suspect that this is not a serious concern for the evaluation of Question 6.2}. Heuristically, if the answer to Question 6.2 were positive, the values $\beta_k$ for smaller $k$ would have greater contribution to the constant $C$ because the proportion of partitions with large parts is smaller than those with smaller parts. Table 6.1 presents the results of our estimation of $C(\varepsilon)$ for $\mathcal{K} = \{2, 4, 6, 8\}$, which confirms this heuristically.

Next, we compare various constants of conditional expectations. For any integer $k \in \mathbb{N}$, define $C_k^+$ (resp. $C_k^-$) to be the constant in Conjecture 6.1 corresponding to the set $\mathcal{K} = \{k\}$ and the choice of function $\varepsilon(k) = +1$ (resp. $\varepsilon(k) = -1$). If the answer to Question 6.2 is positive, then

\[
C_k^+ = \beta_k^+ \prod_{j \neq k} \beta_j \quad \text{and} \quad C_k^- = \beta_k^- \prod_{j \neq k} \beta_j.
\]
Table 6.1. Estimation of $C(\varepsilon)$ with $\varepsilon(k) = \varepsilon_k$ for $k \in \mathcal{K} = \{2, 4, 6, 8\}$

For any finite subset $\mathcal{K} \subseteq \mathbb{N}$ and any function $\varepsilon : \mathcal{K} \to \{\pm 1\}$, define the ratio

$$
\rho(\varepsilon) := \frac{C(\varepsilon) \cdot \mathcal{C}^{\mathcal{K} - 1}}{\prod_{k \in \mathcal{K}} \mathcal{C}^{\varepsilon(k)}},
$$

where $C$ is, as before, the conjectured unconditioned asymptotic constant.

Table 6.2. $\rho(\varepsilon)$ for $\mathcal{K} = \{k_1, k_2\}$ with even $2 \leq k_1 < k_2 \leq 8$ and $\varepsilon(k) = \varepsilon_k$.

Table 6.3. $\rho(\varepsilon)$ for $\mathcal{K} = \{k_1, k_2, k_3\}$ with even $2 \leq k_1 < k_2 < k_3 \leq 8$ and $\varepsilon(k) = \varepsilon_k$.

If the answer to Question 6.2 were positive then (6.1) would imply that (6.2) holds:

$$
\rho(\varepsilon) = 1
$$

for any function $\varepsilon : \mathcal{K} \to \{\pm 1\}$. We examine the truth of (6.2) with 2-subsets $\mathcal{K} \subseteq \{2, 4, 6, 8\}$ in Table 6.2 and with 3-subsets in Table 6.3. They both suggest that (6.2) does not hold, which indicates that the answer to Question 6.2 (and hence Questions 1.2 and 1.5) should be negative.
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