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Summary

Recently, a special case of precision matrix estimation based on a distributionally robust optimization (DRO) framework has been shown to be equivalent to the graphical lasso. From this formulation, a method for choosing the regularization term, i.e., for graphical model selection, was proposed. In this work, we establish a theoretical connection between the confidence level of graphical model selection via the DRO formulation and the asymptotic family-wise error rate of estimating false edges. Simulation experiments and real data analyses illustrate the utility of the asymptotic family-wise error rate control behavior even in finite samples.
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1 | INTRODUCTION

The estimation of the precision matrix \( \Omega = \Sigma^{-1} \) of a Gaussian random vector \( X \in \mathbb{R}^d \) with covariance matrix \( \Sigma \) is a problem that has received much attention in statistics and machine learning [Dempster 1972, Drton & Maathuis 2017, Drton & Perlman 2007, Yuan & Lin 2007]. The matrix \( \Omega \) characterizes the conditional dependency structure between variables. If a random variable \( X \) follows a normal distribution, \( \Omega_{jk} = 0 \) if and only if the \( j \)-th and \( k \)-th variables of \( X \) are conditionally independent given the rest [Lauritzen 1996].

Naturally, an \( \ell_1 \)-regularized maximum likelihood approach that introduces sparsity in the estimation of \( \Omega \) was proposed by [Yuan & Lin 2007]. The approach will be referred to by the name of a well-known computational algorithm, graphical lasso [Friedman, Hastie, & Tibshirani 2007]. The resulting sparsity pattern from graphical lasso can be then used to construct a graphical model, \( G = (V, E) \), where \( V \) is the set of nodes for each of the \( d \)-variables, and \( E \) is the set of undirected edges: each edge \((i, j)\) represents a non-zero element for \( i \)-th and \( j \)-th variables in \( \Omega \). Graphical lasso subsequently spurred significant research effort in methodological development as well as application domains [Guillot, Rajaratnam, & Emile-Geay 2015, Huang et al. 2010, Krumsiek, Suhre, Illig, Adamski, & Theis 2011]. As with most other learning methods, the performance of graphical lasso depends on a user-specified tuning parameter; however, tuning the sparsity-inducing regularization parameter of graphical lasso — also called graphical model selection — is often challenging for various reasons.

In practice, procedures such as cross-validation (CV) and Bayes information criterion (BIC) minimization are often used to tune graphical lasso; however, they tend to overfit in simulation experiments [Hastie, Tibshirani, & Friedman 2009, Liu, Roeder, & Wasserman 2010]. Furthermore, CV and BIC minimization are computationally demanding because they search over a grid of candidate parameters. Moreover, asymptotic properties in the literature are often not beneficial for regularization parameter tuning in finite sample regimes. As a result, using graphical lasso in real applications is often met with significant computational and statistical subtleties, and, hence, practitioners sometimes resort to manual tuning in order to obtain an estimate of \( \Omega \) with a targeted number of non-zeros.
Recently, Cisneros-Velarde, Petersen, and Oh (2020) has formulated the precision matrix estimation problem using the distributionally robust optimization (DRO) framework (Blanchet & Shi 2019, Nguyen, Kuhn, & Esfahani 2018). The authors establish the correspondence between the radius of the ambiguity set in the DRO framework — which measures the uncertainty around the empirical measure (see more below) — and the regularization parameter of graphical lasso estimator. The authors leveraged this connection to propose a robust selection (RobSel) algorithm that, given a confidence level $1 - \alpha$, determines the corresponding regularization parameter for graphical lasso.

Our work theoretically relates the RobSel error tolerance $\alpha$ to the asymptotic family-wise error rate (FWER) for estimating any false positive non-zero in $\Omega$. The practical significance of our work is that graphical lasso regularization can be chosen according to a user specified FWER level. We illustrate the theoretical result in simulation and compare the similarity between RobSel chosen graphs and graphs estimated by a hypothesis testing-based procedure for graphical model selection. We confirm that choosing graphical lasso regularization parameter with RobSel can still yield a consistent family-wise error rate characteristic in finite samples.

### 2 | DRO FORMULATION AND FAMILY-WISE ERROR RATE OF GRAPHICAL LASSO

Distributionally robust optimization (DRO) as an estimation framework seeks parameters that minimize the worst expected risk over the uncertainty set of distributions (often called ambiguity set in DRO terminology). Readers are referred to a review article by Kuhn, Esfahani, Nguyen, and Shafeezezadeh-Abadeh (2019) for an overview of the DRO. Leveraging the DRO framework, Cisneros-Velarde et al. (2020) showed that for a fixed $\rho \geq 1$ and $p \in [1, \infty)$, their DRO formulation of regularized inverse covariance estimation is equivalent to the following expression:

$$
\min_{K \in S_d^{++}} \left\{ \text{tr}(KA_n) - \log |K| + \delta^{1/p}\|\text{vec}(K)\|_p \right\},
$$

where $S_d^{++}$ denotes the set of $d \times d$ positive definite matrices, and $\delta$ is the radius of ambiguity set, which is constructed as a ball in the Wasserstein space of distributions, centered at the empirical measure of the data. Note that graphical lasso objective function is a special case of (1) when $p = 1$ and $\rho = 1$. Constants $p$ and $\rho$ specify the Wasserstein distance metric between two probability distributions (see Cisneros-Velarde et al. 2020 for details). Remarkably, the regularization parameter of graphical lasso corresponds to the ambiguity set radius $\delta$ despite the differing premise between DRO and maximum likelihood estimator. Intuitively, an increase in ambiguity set radius $\delta$ (i.e., an increased robustness in DRO) corresponds to an increased amount of regularization in graphical lasso (which results in conservative selection of non-zeros).

Using the Robust Wasserstein Profile (RWP) function $R_\alpha$ introduced by Blanchet, Kang, and Murthy (2019), Cisneros-Velarde et al. (2020) derived the RWP function for graphical lasso, $R_\alpha(K) = \|\text{vec}(A_n - K)\|_\infty$, and characterized its asymptotic distribution. The distribution is used to determine $\delta$ (equivalently, the regularization parameter $\lambda$ in graphical lasso) given the user specified error tolerance level $\alpha$:

$$
\lambda = \delta := \inf \{ \delta > 0 \mid P_0(R_\alpha(\Omega) \leq \delta) \} = \inf \{ \delta > 0 \mid P_0(||\text{vec}(A_n - \Sigma)||_\infty \leq \delta) \} \geq 1 - \alpha \}
$$

where $P_0$ denotes the true underlying distribution of the data. This graphical model selection procedure is called RobSel in Cisneros-Velarde et al. (2020). Then, by Corollary 3.3 of Cisneros-Velarde et al. (2020), $n^{1/2}\delta$ tends to $1 - \alpha$ quantile of $R_\alpha, n \to \infty$, and the corresponding $\delta$ can be determined from an order statistic in finite sample. The asymptotic result also motivates the approximation of the RWP function through a bootstrap procedure in Algorithm 1 to determine the regularization parameter $\lambda$, given significance level $\alpha$.

---

**Algorithm 1** RobSel algorithm for estimation of the regularization parameter $\lambda$ [Cisneros-Velarde et al. 2020]

Input: $n$ observations, $X_1, \ldots, X_n$.

Set parameters $\alpha \in (0, 1)$ and $B \in \mathbb{N}$.

Compute empirical covariance $A_n$.

for $b = 1, \ldots, B$

1. Obtain a bootstrap sample $X_{1b}, \ldots, X_{nb}$ by sampling uniformly and with replacement from the data.
2. Compute empirical covariance $A^*_{nb}$ from the bootstrap sample.

$$
R^*_{nb} \leftarrow \left\| A^*_{nb} - A_n \right\|_\infty
$$

end for

Set $\lambda$ to be the bootstrap order statistic $R^*_n(B+1)(1-\alpha)^*$. 
2.1 Family-wise error rate control with RobSel

In this next section, we provide results for the interpretation of \( \alpha \) and its relation to type I error control in graphical model selection. Recall that equation (1) shows that the DRO estimator is equivalent to the \( \ell_1 \)-penalized estimator in graphical lasso, which produces a sparse estimator of \( \Omega \), denoted \( \hat{\Omega}^\delta \). Given equation (2), a natural question is how to interpret error tolerance \( \alpha \), which was not addressed in Cisneros-Velarde et al. [2020]. The following result directly connects parameter \( \alpha \) in RobSel and the asymptotic FWER of the corresponding obtained estimator.

**Theorem 1** (FWER of graphical lasso). Let \( \Xi = \{(i,j) : \Omega_{ij} = 0\} \) be the indices corresponding to zero entries of \( \Omega \). For a fixed \( \alpha \), let \( \delta \) satisfy (2) and let \( \hat{\Omega}^{\delta} \) be the unique solution to optimization problem (1) with \( \rho = 1 \). Then

\[
\lim_{n \to \infty} \Pr(\hat{\Omega}^{\delta} \neq 0 \text{ for some } (i,j) \in \Xi) \leq \alpha.
\]

**Proof.** In this proof, let \( S_d \) be the set of \( d \times d \) symmetric matrices. Recall that \( n^{1/2} \delta \to r_{1-\alpha} \), where \( r_{1-\alpha} \) is the \( 1-\alpha \) quantile of the distribution in Corollary 3.3 and Remark 3.5 of Cisneros-Velarde et al. [2020]. Then, by Theorem 1 of Yuan and Lin [2007], we have that \( n^{1/2}(\hat{\Omega}^{\delta} - \Omega) \) converges in distribution to \( U^* \), the minimizer of

\[
\arg \min_{U \in S_d} \text{tr}(U\Sigma U^\top) + \text{tr}(UH) + r_{1-\alpha} \sum_{i \neq j} \{u_{ij}\text{sign}(\Omega_{ij})1(\Omega_{ij} \neq 0) + |u_{ij}|1(\Omega_{ij} = 0)\},
\]

where \( H \in S_d \) is a matrix of jointly Gaussian random variables with zero mean such that \( \text{Cov}(h_{ij}, h_{k\ell}) = E[\xi_j \xi_k^\top] - \Sigma_j \Sigma_{k\ell} \). By the convex nature of the above optimization problem, using the first optimality criterion using subdifferentials [Clarke, Ledyaev, Stern, & Wolenski 1998 Corollary 2.7], it follows that there exists some \( Z \in S_d \) satisfying

\[
Z_{ij} = \begin{cases} 0, & i = j, \\ \text{sign}(\Omega_{ij}), & i \neq j, \Omega_{ij} \neq 0, \\ \text{sign}(u_{ij}), & i \neq j, \Omega_{ij} = 0, u_{ij} \neq 0, \\ \in [-1, 1], & i \neq j, \Omega_{ij} = u_{ij} = 0. \end{cases}
\]

for which \( H + 2\Sigma U^\top \Sigma + r_{1-\alpha}Z = 0 \). Letting \( \otimes \) denote the matrix Kronecker product and \( \Gamma = \Sigma \otimes \Sigma \), it follows that

\[
\text{vec}(U^*) = -\frac{1}{2} \Gamma^{-1} \{\text{vec}(H) + r_{1-\alpha} \text{vec}(Z)\}.
\]

Finally, let \( \hat{\Omega}_E^{\delta} \) denote the vector of elements of \( \hat{\Omega}^{\delta} \) whose indices are in \( \Xi \), \( \Omega_E \) denote the vector of elements of \( \Omega \) whose indices are in \( \Xi \) (so it is the zero vector), and \( U_E^* \) denote the vector of elements of \( U^* \) whose indices are in \( \Xi \). Then one concludes that

\[
\lim_{n \to \infty} \Pr(\hat{\Omega}_E^{\delta} \neq 0 \text{ for some } (i,j) \in \Xi) = \lim_{n \to \infty} \Pr(\sqrt{n}(\hat{\Omega}_E^{\delta} - \Omega_E) \neq 0) = \Pr(U_E^* \neq 0)
\]

\[
\leq \Pr(U^* \neq 0) = 1 - \Pr(H \neq -r_{1-\alpha}Z) \leq 1 - \Pr(\|\text{vec}(H)\|_{\infty} \leq r_{1-\alpha}) = \alpha.
\]

Using the estimated regularization parameter \( \lambda(\alpha) \) from RobSel for graphical lasso, Theorem 1 states that the asymptotic probability that the estimated graph includes a false edge (false non-zero estimated in \( \hat{\Omega}^{\delta} \)) is bounded by \( \alpha \). This interpretation is equivalent to having the FWER bounded by \( \alpha \) in hypothesis testing-based graphical model selection in Drton and Perlman [2007]. As a result, Theorem 1 implies that RobSel can also serve as a tool for controlling graphical lasso's FWER at some chosen significance level \( \alpha \) with similar to using a hypothesis testing-based graphical model selection.

Concretely, testing \( d(d-1)/2 \) null hypotheses that each pairwise correlation is zero can serve as an alternative way to construct a graphical model, where the partial correlation between variables \( i \) and \( j \) is defined as \( \rho_{ij} = -\sqrt{n} \omega_{ij}/\sqrt{\omega_{ii} \omega_{jj}} \) and \( i, j = 1, 2, \ldots, d \). The unadjusted p-value \( \pi_{ij} \) for each null hypothesis is obtained by

\[
\pi_{ij} = 2[1 - \Phi(\sqrt{n} - d - 1 \cdot |z_{ij}^{\text{rest}}|)],
\]

where \( \Phi \) is the CDF of standard normal distribution, \( z_{ij}^{\text{rest}} = \arctanh(z_{ij}) \) is the Fisher's z-transformed sample partial correlation \( r_{ij}^{\text{rest}} \) for population partial correlation \( \rho_{ij}^{\text{rest}} \). To account for multiple comparison, a p-value correction is needed to achieve a desired FWER characteristic.

One of the multiple testing correction methods given in Drton and Perlman [2007] controls the FWER based on Holm's approach for p-value adjustment:

\[
\pi_i^{\text{Holm}} = \max_{b=1, \ldots, d} \left\{ \min \left\{ \frac{d}{a} \cdot b + 1, \pi_{i+b}^{\text{rest}} \right\} \right\}, \text{ for } 1 \leq a \leq \left\lfloor \frac{d}{2} \right\rfloor.
\]

where \( \pi_1 \leq \pi_2 \leq \ldots \leq \pi_{d(d-1)/2} \) are the ordered p-values from (4). This approach will be referred to as the Holm-corrected testing method for graphical model selection in our numerical experiments. Other multiple testing correction approaches discussed in Drton and Perlman [2007]
FIGURE 1 Observed family-wise error rate (top-left), True Positive Rate (top-middle), False Positive Rate (top-right), Matthews Correlation Coefficient (bottom-left), and Jaccard index of similarity (bottom-right) evaluated from graphs estimated with RobSel with graphical lasso and Holm-based multiple testing method. Note that Holm-based method is not applicable when $n \leq d = 100$. All traces represent average quantities over 200 datasets.

include Bonferroni and Šidák adjustments. For the remainder of our work, we compare RobSel with the Holm-corrected testing method for its simplicity (compared to the Šidák-based approach) and better power characteristic (compared to the Bonferroni-based approach). We emphasize that the distinct advantage of graphical lasso is that it can perform model selection and parameter estimation of $\Omega$ simultaneously, whereas any testing-based approach can only identify the zeros/non-zero locations of $\Omega$.

3 | NUMERICAL SIMULATIONS AND REAL DATA ANALYSIS

In this section, analyses of simulated and real data illustrate the usefulness of RobSel’s asymptotic FWER property in finite sample and compare to the Holm-based multiple testing approach for Gaussian graphical model selection. Furthermore, RobSel is used to analyze real datasets from genomics.

To carry out our numerical experiments, we used packages CVglasso for cross validation, qgraph for the extended Bayesian information criterion, and robsel for Robust Selection. These packages are from CRAN, and they use package glasso to estimate the sparse inverse covariance matrix. Robust Selection algorithm is also available as a Python package, robust-selection, at https://pypi.org/project/robust-selection/ Both Python and R packages are also available at https://github.com/dddlab/robust-selection and the codes to reproduce the numerical results is available at https://github.com/cbtran/robsel-reproducible
3.1 | Simulation experiments

In applications, the finite sample behavior of the FWER characteristic whose asymptotic properties are given in Theorem 1 is of practical interest. In this section, simulation studies are used to verify FWER of graph reconstruction when using RobSel with graphical lasso. Also, the FWER of a testing-based graphical model selection from [Drton and Perlman, 2007] is given as a comparison. (Readers are referred to [Cisneros-Velarde et al., 2020] for comparison to cross-validation procedure.)

The true precision matrix $\Omega \in \mathbb{S}_+^{2n}$ used to generate the simulated data has been constructed as follows. First, generate an adjacency matrix of an undirected Erdős-Rényi graph with equal edge probability of 0.02 discarding any self-loops. Then, the weight of each edge (the magnitude of the non-zero element) is sampled uniformly between [0.5, 1], and the sign of each non-zero element is set to be positive or negative with equal probability of 0.5. The resulting matrix is made diagonally dominant by following a procedure described in [Peng, Wang, Zhou, & Zhu, 2009], which ensures that the resulting matrix $\Omega$ is positive definite with ones on the diagonal. Finally, the diagonal entries of $\Omega$ are resampled uniformly between [1, 1.5]. Throughout this numerical study section, one randomly generated instance of sparse matrix $\Omega$ with $d = 100$ variables is fixed. Using this $\Omega$, a total of $N = 200$ datasets for each sample size $n \in \{50, 100, 200, 400, 800, 1600, 3200\}$ were generated independently from a multivariate zero-mean Gaussian distribution, i.e., $\mathcal{N}(\mathbf{0}, \Omega^{-1})$.

To evaluate the selected models, family-wise error rate (FWER), true positive rate (TPR), false positive rate (FPR), Matthews correlation coefficient (MCC), and Jaccard index were used as performance metrics. These metrics are derived from elements in the confusion matrix, true positives (TP), true negatives (TN), false positives (FP) and false negatives (FN), where a positive indicates an estimated presence of an edge (two non-zero entries in $\Omega$). In this setting, family-wise error rate is the probability of any false edge detection: $\text{FWER} = 1(\text{FP} > 0)$. True positive rate is the proportion of edges in true graph $G$ that are correctly identified in the estimated graph: $\text{TPR} = \frac{\text{TP}}{\text{TP} + \text{FN}}$. False positive rate is the proportion of nonedges in true graph $G$ that are incorrectly identified as edges in the estimated graph: $\text{FPR} = \frac{\text{FP}}{\text{TN} + \text{FP}}$. Matthews correlation coefficient summarizes all count in confusion matrix to measure quality of graph recovery performance: $\text{MCC} = \frac{\text{TP} \cdot \text{TN} - \text{FP} \cdot \text{FN}}{(\text{TP} + \text{FP})(\text{TP} + \text{FN})(\text{TN} + \text{FP})(\text{TN} + \text{FN})}$.

Jaccard index measure the similarity between two edge sets $E_A$ and $E_B$: $J(E_A, E_B) = \frac{|E_A \cap E_B|}{|E_A | + | E_B |}$, and, by convention, Jaccard index of two empty sets is defined to be one, i.e., $J(\emptyset, \emptyset) = 1$.

Figure 1 shows the FWER, TPR, FPR, MCC, and Jaccard index of the estimated graphs from both Holm’s multiple testing method and the graphical lasso with RobSel criterion. TPR increases as sample size increases; however, for each sample size, both method have similar TPR, but RobSel appears to be more conservative at small significant levels since it tends to have smaller TPR and FWER. For larger $\alpha$, RobSel is less conservative with higher TPR while its FWER still bounded by $\alpha$. Figure 1 also show the average Jaccard index from 200 simulations at 5 different sample size and 10 different levels $\alpha$. It can be seen that Jaccard index increases as sample size increases indicating the estimated graphs from both RobSel and Holm-based multiple testing method become increasingly similar.

Figure 2 illustrates a striking similarity between graphical lasso tuned with RobSel and testing-based graphs for large $n$. Most edges appear in both graphs and both graphs do not contain any false positive edge owing to the stringent significance level. On the other hands, graphical lasso tuned with cross-validation have many false positive edges. These qualitative observations were typical in our numerical simulations when data were generated from multivariate normal distributions across a wide range of sample sizes we considered.

3.2 | Application to gene regulatory network reconstruction

Here, we infer gene regulatory networks from real datasets provided for the DREAM5 transcriptional network inference challenge [Marbach et al., 2012]. We reconstructed the networks of interactions among transcription factors (TF). TF-encoding genes usually act as hub-genes with large
numbers of interactions with other genes [Tan et al. [2014]]. Thus, identifying interactions between TFs may help researchers better understand the relationships between different groups of genes. The in silico dataset contains $d = 195$ transcription factors on $n = 805$ arrays. The Escherichia coli (E. coli) dataset contains $d = 334$ transcription factors on $n = 805$ arrays. The Saccharomyces cerevisiae (S. cerevisiae) dataset contains $d = 333$ transcription factors on $n = 536$ arrays. To evaluate the inferred networks, we validated the edges in estimated graphical models against experimentally validated interactions given in Marbach et al. [2012].

Graphical models were constructed using graphical lasso tuned with three different regularization parameter selection approaches as well as the using the Holm-corrected testing method described in Section 2. The regularization parameter tuning approaches we considered were as follows. The first is Robust Selection (RobSel), with $B = 200$ sets of bootstrap samples. The second is 5-fold cross-validation (CV) procedure, where the performance on the validation set is the evaluation of the graphical loss function under the empirical measure of the samples on the training set. The third is extended Bayesian information criterion (EBIC) proposed in Foygel & Drton [2010]. CV and EBIC are evaluated on the same grid of $\lambda$, which are ten logarithmically spaced values in the interval $(0.05s_{\text{max}}, s_{\text{max}}]$ with $s_{\text{max}}$ being the minimal value of regularization that gives an empty graph: i.e., setting $\lambda = s_{\text{max}}$ for graphical lasso returning a diagonal matrix $\Omega$. Note that increasing the number of $\lambda$ values on the grid increases computational time.

Because DRO framework minimizes worst case expected loss, specifying a small error tolerance $\alpha$ for RobSel often results in a graph with very few edges being estimated especially when analyzing a real dataset. In practice, a larger $\alpha$ might be beneficial in order to estimate graphs with more edges. Note, however, that setting a $\lambda$ corresponding to a large $\alpha$ when using graphical lasso would still return a very sparse graph. In our analyses, RobSel was specified with $\alpha = 0.9$, EBIC with parameter $\gamma = 0.5$, and 5-fold for cross-validation. EBIC criterion has the following form:

$$\text{EBIC}_{\gamma}(E) = -2\mathcal{L}(\hat{\Omega}(E)) + |E| \log n + \gamma |E| \log d,$$

(6)

where $E$ is the edge set of a candidate graph implied by $\hat{\Omega}$, and $\mathcal{L}(\hat{\Omega}(E))$ denotes the maximized log-likelihood function of the associated model.

Table 1 shows the number of edges in the estimated graph, number of validated edges (interactions found in Marbach et al. [2012]), the ratio of validated edge counts to total edge counts, and the wall clock times. In our results, an estimated edge (i.e. gene interaction) is a true positive if it is experimentally validated interaction in the database, i.e. in Marbach et al. [2012]. We can see that for all three data sets, RobSel appears to be faster than EBIC and CV with similar discovery ratios. Between E. coli and S. cerevisiae data sets, computational time for RobSel decreases when sample size decreases, but computational times of both EBIC and CV increase. Even though we used RobSel with $\alpha = 0.9$ to get a denser graph, the estimated graph by RobSel are still much sparser than EBIC and CV.

4  |  DISCUSSION

We made a theoretical connection between significant level $\alpha$ from RobSel and family-wise error rate of estimating any false positive edges when RobSel is used to tune graphical lasso. Furthermore, the asymptotic FWER control property is tested in finite sample using simulation experiments. The similarity between Holm-testing method and RobSel tuned graphical lasso solutions when using the same significance level $\alpha$ give users practical insight about the behavior of graphical lasso: graphical lasso regularization can be chosen according to a user specified FWER level.
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