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Abstract—We study a decentralized cooperative multi-agent multi-armed bandit problem with $K$ arms and $N$ agents connected over a network. In our model, each arm’s reward distribution is same for all agents, and rewards are drawn independently across agents and over time steps. In each round, agents choose an arm to play and subsequently send a message to their neighbors. The goal is to minimize cumulative regret averaged over the entire network. We propose a decentralized Bayesian multi-armed bandit framework that extends single-agent Bayesian bandit algorithms to the decentralized setting. Specifically, we study an information assimilation algorithm that can be combined with existing Bayesian algorithms, and using this, we propose a decentralized Thompson Sampling algorithm and decentralized Bayes-UCB algorithm. We analyze the decentralized Thompson Sampling algorithm under Bernoulli rewards and establish a problem-dependent upper bound on the cumulative regret. We show that regret incurred scales logarithmically over the time horizon with constants that match those of an optimal centralized agent with access to all observations across the network. Our analysis also characterizes the cumulative regret in terms of the network structure. Through extensive numerical studies, we show that our extensions of Thompson Sampling and Bayes-UCB incur lesser cumulative regret than the state-of-art algorithms inspired by the Upper Confidence Bound algorithm. We implement our proposed decentralized Thompson Sampling under gossip protocol, and over time-varying networks, where each communication link has a fixed probability of failure.

I. INTRODUCTION

Stochastic Multi-armed bandits (MABs) is a fundamental and well-studied model for sequential decision making. Here, an agent repeatedly chooses an arm from a finite collection of arms, each of which produces a reward drawn from a fixed but unknown distribution associated with each arm. MAB models the exploration/exploitation trade-off inherent in sequential decision problems. At every instant, the agent must choose whether to use the observations already gathered to gain the greatest immediate reward (exploitation) or select an unexplored arm to gain greater knowledge and potential future reward (exploration). Decision-making problems also arise in decentralized contexts, such as a fully decentralized recommendation system, where content is recommended based on user feedback without running through a central server\cite{2},\cite{3},\cite{4},\cite{5}. Another example is real-time traffic planning using a decentralized sensor network in which agents try to optimize a route in a shared environment\cite{2}.

Motivated by the growing need to design learning algorithms for large scale networked systems, we consider a collaborative multi-agent decentralized extension of the classical stochastic MAB problem. We consider a network of $N$ agents playing the same instance of a $K$-armed MAB problem. In this work, agents aim to minimize the average cumulative regret over the network, i.e., per-agent cumulative regret in the network. In our model, agents can send messages over a communication network connecting them. Thus, agents can potentially collaborate to speed up learning by interacting with each other rather than learning in isolation.

The literature on stochastic MAB algorithms at a single agent can be separated into two distinct categories: frequentist algorithms and Bayesian algorithms. Using a frequentist algorithm, such as the Upper Confidence Bound (UCB) algorithm, the agent maintains an empirical estimate of the mean rewards and a confidence interval around it. The agent uses the sum of the empirical mean of the rewards observed and confidence interval to choose an arm at each time instant. In contrast, in the Bayesian algorithms such as Thompson Sampling\cite{7} and Bayes-UCB\cite{8}, each arm’s reward distribution is characterized by a parameter which is endowed with a prior distribution. The agent maintains a posterior distribution over reward distributions’ parameters and exploits the knowledge of the whole posterior to select an arm at each time. Bayesian algorithms such as Thompson Sampling have better empirical performance than the UCB algorithm and achieve optimal regret bounds\cite{9}. However, prior work has focused only on extending frequentist algorithms, specifically the UCB algorithm, to the decentralized MAB problem. Our simulations show that when agents implement Thompson Sampling for certain problem instances and network topologies, they incur lesser regret than some of the previously proposed decentralized frequentist algorithms even if they do not interact with others (Figures\cite{1} and\cite{2}). Thus, our objective is to propose a generic decentralized bandit framework to extend single-agent Bayesian MAB algorithms and their benefits to the decentralized MAB problem.

A. Contributions

In this paper, we design and analyze decentralized Bayesian MAB algorithms. Our contributions are as follows:

- We propose a decentralized Bayesian MAB framework that extends single-agent Bayesian MAB algorithms to a decentralized setup. We use this to design a decentral-
ized Thompson Sampling algorithm and a decentralized BayesUCB algorithm.

- We show that for Bernoulli rewards, our proposed decentralized Thompson Sampling achieves asymptotically optimal per-agent regret that matches the performance of a centralized agent with full cooperation. Furthermore, for decentralized Thompson Sampling, we establish a problem-dependent upper bound on the per-agent cumulative regret that scales logarithmically in time horizon and characterizes network structure dependence.

- We provide extensive simulations for Gaussian and Bernoulli bandits to show that our algorithms outperform state-of-the-art algorithms for decentralized MAB problem. We also provide extensive numerical studies showing the effect of network topology.

- We implement our proposed decentralized Thompson Sampling under the gossip protocol and over time-varying networks, where each communication link has a fixed probability of failure. We demonstrate that, surprisingly, decentralized Thompson Sampling achieves logarithmic regret under time-varying networks.

B. Related Work

In recent years, the multi-agent stochastic MAB setting has received increasing attention. Several works have studied multi-agent stochastic MAB problems but with different formulations and communication models.

The formulation we consider in this work, where $N$ agents are playing the same instance of a $K$-armed bandit, has been studied previously by Martínez-Rubio et al. [10] and Landgren et al. [11]. Decentralized frequentist algorithms proposed by these works are inspired from the well-known UCB algorithm. In these algorithms, each agent relies on a running consensus algorithm to estimate the mean rewards from its local rewards and its neighbors’ estimated rewards. Each agent then applies the UCB algorithm using the values estimated through the running consensus algorithm. Landgren et al. [11] propose three different algorithms for decentralized MAB inspired from UCB: coop-UCB, coop-UCB2, and coop-UCL, where coop-UCL is a decentralized Bayesian algorithm obtained by extending single agent Bayesian algorithm the Upper Credible Limit (UCL) algorithm proposed by Reverdy et al. [12]. While coop-UCB2 and coop-UCL only require the knowledge of the number of agents, coop-UCB also requires the knowledge of the graph’s spectral gap and the whole set of eigenvectors of the communication matrix. Furthermore, coop-UCB requires tuning of the parameter $\gamma$ in a problem-specific manner to achieve optimal performance. When implementing the coop-UCL algorithm, every agent maintains a posterior distribution over the mean reward for all arms. Agents obtain posterior distributions by plugging in approximate frequentist estimators for the mean. This work generalizes the coop-UCL algorithm by proposing a decentralized Bayesian MAB framework to extend single-agent Bayesian algorithms by directly combining the posterior distributions for any parametric family of reward distributions without relying on frequentist estimates.

Martínez-Rubio et al. [10] propose the Decentralized Delayed Upper Confidence Bound algorithm (DDUCB), which utilizes a variant of the running consensus algorithm known as Chebyshev acceleration to accelerate the information assimilation over the network. However, DDUCB also requires knowledge of the number of agents in the network and an upper bound on the spectral gap of the communication matrix. In contrast to both these works, the proposed algorithm decentralized Thompson Sampling only requires knowledge of the number of agents in the network, and does not have any parameters to tune. We show in our simulations that decentralized Thompson Sampling achieves a significant reduction in the regret incurred over these algorithms. Moreover, our simulations show that for certain problem instances and network topologies, the coop-UCB algorithm and the DDUCB algorithm incur a greater regret than when agents implement Thompson Sampling in isolation. These results demonstrate that Bayesian algorithms such as Thompson Sampling can not only lead to superior performance in centralized settings, but also in a decentralized setup.

The earliest works in distributed multi-agent MAB setting are by Awerbuch et al. [13] and Cesa-Bianchi et al. [14], however for the adversarial bandits. This was followed by studies on multi-agent stochastic MAB peer-to-peer networks where the underlying graph structure is fully connected. Korda et al. [15] consider a problem where all the agents are trying to solve the same underlying linear bandit problem and send information to any other agent in the network picked via a gossip protocol. Similarly, Szorenyi [2] also considers the MAB problem in P2P random networks. The trade-off between communication cost and regret minimization among team of bandits has been studied by several works [16], [17], [6]. Chakraborty et al. [17] consider the setting where agents can broadcast their last obtained reward every agent and forgo pulling an arm or playing an arm and collecting a reward. This is an extreme setup where communication is expensive and even a centralized algorithm achieves no-regret. Furthermore, in these models, when agents communicate they simultaneously share information with all others.

Sankararaman et al. [6] consider a setting where agents make arm recommendations over a social network. Their work aims to propagate the best arm effectively via a gossip protocol while requiring $O(\log T)$ communication rounds. However, arm recommendations can reduce the regret only when agents are not aware of arms locally and rely on recommendations from neighbors to learn about the optimal arm. Hillel et al. [18] study the communication versus simple regret, i.e., pure exploration for best arm identification, which is different from the cumulative regret, i.e., the explore-exploit trade-off considered in this paper. There is another line of work in distributed settings where the agents are competitive ([19], [20], [21]). Liu and Zhao [19] consider a distributed MAB problem where agents do not exchange information however if there is a collision i.e., two agents pull the same arm, the reward is arbitrarily split or no reward is obtained at all. Kalathil et al. [20] and Nayar [22] consider a similar collision model with communication that increases the regret incurred. Shahrampour et al. [23] consider a decentralized
MAB problem where agents aim to maximize the sum of rewards of all agents across the network. However, they assume the existence of a centralized controller that selects actions for the agents.

Recently Madhushani and Leonard in [24] analyze a decentralized UCB algorithm over a network with stochastic communication links. They show that agents incur logarithmic regret when agents can observe the actions and rewards of their neighbors. In this work, we empirically show that our proposed decentralized Thompson Sampling algorithm also incurs logarithmic regret. In our algorithms, agents merge their local posteriors using a merge rule that has been used for information assimilation in distributed hypothesis testing and estimation [25], [26], [27]. To the best of our knowledge, our work is the first to analyze the posterior merging rule when applied to sequential decision-making agents under partial feedback such as stochastic MABs, and to show that logarithmic regret is achievable in this setting. We refer the reader to [27] and related references for other applications of the posterior merging rule. This work builds upon our previous work [11] where we proposed the decentralized Thompson Sampling algorithm and its regret analysis. This paper provides a more generalized approach to the decentralized Bayesian MABs [11], and proposes an additional algorithm, the decentralized Bayes-UCB. We also provide additional numerical simulations where a decentralized MAB algorithm, is shown to incur logarithmic regret over time-varying networks.

Notation: For any positive integer $T$, let $[T] := \{1, \ldots, T\}$. The Kullback–Leibler (KL) divergence between two probability density functions $p_1(\cdot)$ and $p_2(\cdot)$ with respect to measure $\mu$ on space $\mathcal{X}$ is defined as $D_{KL}(p_1 \parallel p_2) = \int_{\mathcal{X}} p_1(x) \log \frac{p_1(x)}{p_2(x)} d\mu(x)$, with the convention $0 \log \frac{0}{0} = 0$ and $b \log \frac{b}{0} = \infty$ for $a, b \in [0, 1]$ with $b \neq 0$.

II. Problem Formulation

Consider an MAB problem with $N$ agents connected through an undirected connected graph $G$. Each agent $i \in [N]$ sequentially chooses arms $\{A^{(i)}_t\}_{t\in\mathbb{N}}$ from a finite set of arms $\mathcal{A}$, where $|\mathcal{A}| = K < \infty$. The set of arms $\mathcal{A}$ is same for all agents in the network. At every agent $i$, there is a random reward $Y_{t,k} \in \mathcal{Y}$ associated with each arm $k \in [K]$ and time $t \in \mathbb{N}$. We consider a parametric family of distributions $\mathcal{P} = \{p_0\}_{\theta \in \Theta}$ where each $p_0$ is a probability distribution over $\mathcal{Y}$. When agent $i$ plays an arm $k$ at time $t$, it observes a reward $Y_{t,k}^{(i)}$ sampled from the distribution $p_0(\cdot)$ independent of arms played at previous time steps and of arms played by other agents. Also, rewards associated with any arm come from the same distribution common to all agents in the network. At each time instant, agents are allowed to send messages to their neighbors as dictated by the underlying graph $G$ and, similarly, receive messages from their respective neighbors to use it in the next time step.

We are interested in the frequentist setting where $\{\theta^*_k\}_{k \in [K]}$ (the problem instance) is fixed. Let $\mu_k := \mathbb{E}_{\theta^*_k}[Y_{t,k}^{(i)}]$ and assume without loss of generality that $\mu_1 \geq \mu_2 \geq \cdots \mu_K$. Let the sub-optimality gap be defined as $\Delta_k := \mu_1 - \mu_k$ and define $\Delta := \min_{a \neq 1, 2} \Delta_k = \Delta_2$. We also assume that the true underlying parameters $\{\theta^*_k\}_{k \in [K]}$ or expected values of rewards $\{\mu_k\}_{k \in [K]}$ are unknown to the agents. All agents play the same $K$-armed bandit problem for $T$ time steps and aim to minimize the per-agent regret over the network $R(T)$ defined as

$$R(T) := \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}_{\theta^*_i} \left[ \sum_{t=1}^{T} \left( Y_{t,k}^{(i)} - Y_{t,A_t^{(i)}}^{(i)} \right) \right],$$

where $\theta^* = [\theta^*_1, \ldots, \theta^*_K]$ and the expectation is taken over the randomness in the arms played $A_t^{(i)}$ and rewards $Y_t^{(i)}$. The collective goal for each agent is to minimize the per-agent regret while exchanging at most $poly(K)$ messages with their neighbors per iteration.

If the agents do not interact at all, then each agent will see a standard $K$-armed MAB problem. Applying the well known Upper Confidence Bound (UCB) algorithm, we obtain that per agent regret after playing for $T$ time steps scales as $O\left(\frac{K}{\Delta^2} \log T\right)$ [28]. On the other extreme is the optimal centralized model where we assume perfect collaboration. Each agent plays an arm, observes a reward, and then broadcasts both the arm played and the reward obtained to all other agents at every time step. After $T$ time steps, each agent has reward equivalent to having played $NT$ number of arms. Again applying the UCB algorithm, we can see that the per agent regret scales as $O\left(\frac{K}{\Delta} \log NT\right) = O\left(\frac{K}{\Delta} \log T + \log N\right)$. This is the best possible per-agent regret scaling one can obtain in a networked setting using UCB [28]. We aim to design a decentralized arm selection strategy for a network of $N$ agents playing the same MAB problem, which achieves a per agent regret close to the one incurred by the optimal centralized algorithm while exchanging at most $poly(K)$ messages with their neighbors per iteration.

III. Decentralized Bayesian MAB Algorithms

In this section, we present a framework to extend any single agent MAB Bayesian algorithm to the decentralized MAB formulation discussed in Section II. Then, we apply our framework to extend two well-known Bayesian bandit algorithms namely Thompson Sampling and Bayes-UCB.

We assume that agents take a Bayesian approach. Specifically, each agent assumes a prior distribution on the parameters $\theta^*_k$ that parametrize the reward distribution for arm $k \in [K]$. Bayesian MAB algorithms maintain a posterior distribution for each parameter $\theta^*_k$ for every arm $k \in [K]$ using the past rewards and the prior distribution. At every time step, each agent plays an arm according to its local Bayesian MAB algorithm which is a function of the posterior probability of the parameters $\{\theta^*_k\}_{k \in [K]}$. After observing the local reward, each agent updates the local posterior distribution associated with parameters of the selected arm. Then, the agents exchange the posterior probability distribution of all parameters $\{\theta^*_k\}_{k \in [K]}$. Agents combine the posterior probabilities by taking an average of the log of the posterior distributions. They use the merged posterior distributions to select an arm in their next play.

Let $Q_0$ be the Radon–Nikodym derivative of a prior $Q_0$ with respect to some measure $\mu$ on $\Theta$. For every $k \in [K]$, let $Q_k^{(i)}(\cdot)$
be the posterior distribution of $\theta_i^*$ maintained by agent $i$ after $t$ rounds of playing and communication with its neighbors. Let $q_{k,i}^t$ denote its density with respect to measure $\mu$. Let $W \in \mathbb{R}^{N \times N}$ denote a communication matrix of non-negative weights that respects the structure of the graph $G$, meaning that for all $i \neq j$, $W_{ij} > 0$ if and only if there exists an edge between agent $i$ and agent $j$. Furthermore, we assume that $W$ is doubly stochastic. In the social learning literature [25], the value $W_{ij}$ captures the weight that agent $i$ assigns to messages from agent $j$. However, in this work (as we will show later), introducing a communication matrix $W$ provides the agents a simple and effective way to merge the posterior distributions of each $\theta_i^*$ maintained by each agent. Let $N(i) := \{j \in [N] : W_{ij} > 0\}$ denote the neighborhood of agent $i$. From here onward, to simplify our notation we use $Y_i^t$ to denote the reward observed by agent $i$ at time $t$ for arm $A_i^t$. Now, we are ready to provide our decentralized Bayesian learning framework for multi-agent MAB networks, as captured in Algorithm [1]

Algorithm 1: Decentralized Bayesian MAB Algorithm

**Input:** initial prior $q_0$, learning rate $\eta > 0$, communication matrix $W$

**Initialize:** $q_{k,1}^i \leftarrow q_0$ for all $i \in [N]$ and $k \in [K]$

for $t = 1, 2, \ldots, \tau$ do

for $i = 1, \ldots, N$ do

Select arm $A_i^t \leftarrow$ Bayes_MAB($q_{1,i}^t, \ldots, q_{K,i}^t$)

Play $A_i^t$ and Observe $Y_i^t \sim p_{\theta_i}^r(A_i^t)$

Update posterior distribution:

$$q_{A_i^t,t+1}^i(\theta) \leftarrow \frac{q_{A_i^t,t}^i(\theta)p_{\theta_i}^r(Y_i^t)}{\int_{\phi \in \Theta} q_{A_i^t,t}^i(\phi)p_{\phi}^r(Y_i^t) d\mu(\phi)}, \forall \theta \in \Theta$$

Send messages $\{\tilde{q}_{k,t+1}^i\}_{k \in [K]}$ to all $j \in N(i)$

end

for $k = 1, \ldots, K$ do

Merge posteriors for all $\theta \in \Theta$:

$$q_{k,t+1}^i(\theta) \leftarrow \frac{\exp\left(\sum_{j=1}^N W_{ij} \log q_{k,j,t+1}^j(\theta)\right)}{\int_{\phi \in \Theta} \exp\left(\sum_{j=1}^N W_{ij} \log q_{k,j,t+1}^j(\phi)\right) d\mu(\phi)}$$

end

end

Algorithm [1] provides a framework to extend any single agent Bayesian MAB algorithm, denoted by Bayes_MAB, to our decentralized MAB setup. At each step, agent $i$ selects an arm as dictated by the Bayes_MAB algorithm and observes a reward for the selected arm. Then, the agent $i$ updates its posterior distribution using a variation of Bayes rule to obtained a tempered posterior distribution as given below

$$q_{A_i^t,t+1}^i(\theta) = \frac{q_{A_i^t,t}^i(\theta)p_{\theta_i}^r(Y_i^t)}{\int_{\phi \in \Theta} q_{A_i^t,t}^i(\phi)p_{\phi}^r(Y_i^t) d\mu(\phi)}, \tag{1}$$

where $\eta$ is positive constant. Such tempered posteriors have been well studied in the literature [29], [30]. Tempered posteriors are robust to miss-specified models [29]. For a single-agent, $\eta$ is chosen to be less than 1. For our decentralized setting, our analysis shows that $\eta = N$ guarantees asymptotically optimal regret bounds.

Every agent $i$ exchanges the tempered posterior distributions for all arms of its neighbors $j \in N(i)$. Following this, each agent $i$ takes a weighted average of the log tempered posterior distributions from its neighbors $j \in N(i)$, where the weights are given by the $i$-th row of the communication matrix $W$. Specifically, the merged posterior for arm $k$ at each agent is given by

$$q_{k,t+1}^i(\theta) = \frac{\exp\left(\sum_{j=1}^N W_{ij} \log q_{k,j,t+1}^j(\theta)\right)}{\int_{\phi \in \Theta} \exp\left(\sum_{j=1}^N W_{ij} \log q_{k,j,t+1}^j(\phi)\right) d\mu(\phi)}, \tag{2}$$

for all $\theta \in \Theta$. When $A_i^t = k$, for some arm $k$, then the above update algorithm for arm $k$ can be written as

$$q_{k,t+1}^i(\theta) = \frac{p_{\theta_i}^r(Y_i^t) \prod_{j=1}^N (q_{k,j,t}^j(\theta))^{W_{ij}}}{\int_{\phi \in \Theta} p_{\phi}^r(Y_i^t) \prod_{j=1}^N (q_{k,j,t}^j(\phi))^{W_{ij}} d\mu(\phi)}.$$ 

Furthermore, in this case the posterior distribution $q_{k,t+1}^i(\theta)$ can be obtained as the closed form solution of the following decentralized optimization problem

$$\arg \min_{\pi} \left\{ \mathbb{E}_\theta \left[- \log p_{\theta_i}(Y_i^t)\right] + \frac{1}{\eta} \sum_{j=1}^N W_{ij} D_{KL}(\pi \parallel \psi_{q_{k,t}^j}) \right\},$$

where $\psi$ can be interpreted as a learning rate [25]. [26].

Implementing Algorithm [1] may require additional tools from the Bayesian computational toolbox to perform an exact or approximate posterior update given by equation (1) and to compute the exact or appropriate merged posterior given by equation (2). We now look at two commonly studied models where equations (1) and (2) can be implemented exactly without resorting to numerical approximation.

Lemma 1 (Beta-Bernoulli Bandits). Suppose the rewards are sampled from the family of Bernoulli distributions and the prior on the Bernoulli parameters at each agent $i \in [N]$ for arm $k \in [K]$ is assumed to be Beta($\alpha_0$, $\beta_0$). The posterior update at agent $i$ at time $t \geq 1$ given by equation (1) is given as

$$\alpha_{k}^i(t+1) = \alpha_{k}^i(t) + \eta Y_i^t \mathbf{1}\{A_i^t = k\},$$

$$\beta_{k}^i(t+1) = \beta_{k}^i(t) + \eta(1 - Y_i^t) \mathbf{1}\{A_i^t = k\},$$
and we have $Q_{k,t+1}^{(i)} = \text{Beta}(\tilde{a}_k^{(i)}(t+1), \tilde{b}_k^{(i)}(t+1)), \forall i \in [N], k \in [K]$. Furthermore, the posterior merge at agent $i$ at time $t \geq 1$ given by equation (2) is given as

$$
\tilde{a}_k^{(i)}(t+1) = \sum_{j=1}^{N} W_{ij} \tilde{a}_k^{(j)}(t+1),
$$

(3)

$$
\tilde{b}_k^{(i)}(t+1) = \sum_{j=1}^{N} W_{ij} \tilde{b}_k^{(j)}(t+1),
$$

(4)

and we have $Q_{k,t+1}^{(i)} = \text{Beta}(\tilde{a}_k^{(i)}(t+1), \tilde{b}_k^{(i)}(t+1)), \forall i \in [N], k \in [K]$.

**Lemma 2 (Gaussian Bandits).** Suppose the rewards are sampled from the family of Gaussian distributions with variance $\sigma^2$ and the prior on the mean value at each agent $i \in [N]$ for arm $k \in [K]$ is assumed to be $N(\mu_k, \sigma_k^2)$. The posterior update at agent $i$ at time $t \geq 1$ given by equation (1) is given as

$$
\hat{\sigma}_k^{(i)}(t+1) = \frac{1}{\frac{1}{\sigma_k^{(i)}(t)^2} + \frac{\eta_1(A_i^{(k)}=k)}{\sigma^2}},
$$

$$
\hat{\mu}_k^{(i)}(t+1) = \hat{\mu}_k^{(i)}(t) \left( \frac{\hat{\sigma}_k^{(i)}(t+1)}{\sigma_k^{(i)}(t)} \right)^2 + \eta_2 \bar{R}_k^{(i)} 1\{A_i^{(k)}=k\} \left( \frac{\hat{\sigma}_k^{(i)}(t+1)}{\sigma} \right)^2,
$$

and we have $Q_{k,t+1}^{(i)} = N\left(\hat{\mu}_k^{(i)}(t+1), (\hat{\sigma}_k^{(i)}(t+1))^2\right), \forall i \in [N], k \in [K]$. Furthermore, the posterior merge at agent $i$ at time $t \geq 1$ given by equation (2) is given as

$$
\tilde{a}_k^{(i)}(t+1) = \frac{1}{(\sigma_k^{(i)}(t+1))^2} \sum_{j=1}^{N} W_{ij} \frac{1}{(\sigma_j^{(i)}(t+1))^2},
$$

(5)

$$
\tilde{b}_k^{(i)}(t+1) = \frac{1}{(\sigma_k^{(i)}(t+1))^2} \sum_{j=1}^{N} W_{ij} \frac{\tilde{b}_k^{(j)}(t+1)}{(\sigma_j^{(i)}(t+1))^2},
$$

(6)

and we have $Q_{k,t+1}^{(i)} = N\left(\tilde{\mu}_k^{(i)}(t+1), (\tilde{\sigma}_k^{(i)}(t+1))^2\right), \forall i \in [N], k \in [K]$.

**Lemma 1** and **Lemma 2** are proved in Appendix D.

In the Bayesian MAB literature, a prior is chosen over the reward distribution parameters such that it is a conjugate prior to the family of reward distributions. This ensures that the posterior distributions are in the same probability distribution family as the prior probability distribution. Hence, for Bernoulli bandits we choose a prior from the family of Beta distributions. For Gaussian bandits with known variance we choose a prior from the family of Gaussian distributions. Lemma 1 and Lemma 2 show that under Algorithm 1 when we choose a prior that is a conjugate prior to the reward distribution we are still guaranteed that the posterior distributions are in the same probability distribution family as the prior when rewards come from Bernoulli distribution or Gaussian distributions. Similar result can be obtained for reward distributions that belong to a one-parameter exponential family.

The algebraic convenience of choosing a conjugate prior in the posterior update step extends to our posterior merge step as well, since we can obtain a closed-form expression for the merged posterior; otherwise, numerical integration may be necessary. In the case of Bernoulli bandits, merging the posteriors is equivalent to taking a simple convex combination of the shape parameters of the Beta posteriors, namely, alpha and beta parameters given by equation (3) and (4). Similarly for Gaussian bandits, merging the posteriors is equivalent to taking a simple convex combination of the natural parameters of the Gaussian posteriors as given by equation (5) and (6). Therefore, introducing a doubly stochastic communication matrix $W$ provides a simple and effective way to keep a running approximation of the average of parameters of the posterior distributions across all agents in the network. This is closely connected to the running consensus algorithm used by frequentist algorithms for our decentralized MAB problem for assimilation of information across the network. For instance, Martínez-Rubio et al. [10] and Landgren et al. [11], propose extensions of UCB to decentralized setup which leverage running consensus algorithm and its variants to obtain accurate approximations of the number of times arm $k$ was pulled and sum of rewards coming from all the pulls done to arm $k$ across the network.

**A. Decentralized Thompson Sampling**

The decentralized Bayesian MAB algorithm can be used to extend Thompson Sampling to the decentralized MAB problem discussed in Section II. The Thompson Sampling algorithm is a Bayesian algorithm which relies on drawing samples from the posterior distributions $\{q_{k,t}^{(i)}\}_{k \in [K]}$ in order to select each arm $k$ with a probability equal to the probability that its mean $\mu_k$ is the highest [7]. In other words, an agent implementing Thompson Sampling selects an arm according to its posterior probability of being the best arm. After observing the reward, the agent updates its posterior distributions $\{q_{k,t}^{(i)}\}_{k \in [K]}$. Combining this with Algorithm 1 gives us the decentralized Thompson Sampling algorithm described in Algorithm 2. In decentralized Thompson Sampling algorithm, each agent selects an arm by implementing the Thompson Sampling algorithm as a function of its local posteriors. After observing the reward, each agent updates its posterior according to equation (1). Then, the agents send their local updated posteriors to their neighbors. Each agent combines the posteriors received from its neighbors according to equation (2). Agents use the merged posterior to select an arm in their next play.

**B. Decentralized Bayes-UCB**

Decentralized Bayesian MAB algorithm can be used to extend Bayes-UCB to the decentralized MAB problem discussed in Section II. The Bayes-UCB algorithm proposed by Kaufmann et al. [8] is a Bayesian algorithm which relies on quantiles of the posterior distributions. Specifically, Bayes-UCB algorithm utilizes posterior over the means $\{\mu_1, \ldots, \mu_K\}$, and let $\{r_{k,t}^{(i)}\}_{k \in [K]}$ denote the current posterior over the
Algorithm 2: Decentralized Thompson Sampling

Input: initial prior $q_0$, learning rate $\eta > 0$, communication matrix $W$

Initialize: $q_{k,1}^{(i)} \leftarrow q_0$ for all $i \in [N]$ and $k \in [K]$

for $t = 1, 2, \ldots$ do
    for $i = 1, \ldots, N$ do
        $\theta_{k,t}^{(i)} \sim q_{k,t}^{(i)}$, $\forall k \in [K]$
        Select arm $A_{t}^{(i)} \leftarrow \arg \max_{k \in [K]} E_{q_{k,t}^{(i)}}[Y_{t}^{(i)}]$
        Play $A_{t}^{(i)}$ and Observe $Y_{t}^{(i)} \sim p_{\theta_{A_{t}^{(i)}}}^{(i)}$
        Update posterior distribution:
        $\tilde{q}_{k,t+1}^{(i)}(\theta) \leftarrow \frac{\exp\left(\sum_{j=1}^{N} W_{ij} \log \tilde{q}_{k,t+1}^{(j)}(\theta)\right)}{\int_{\theta \in \Theta} \exp\left(\sum_{j=1}^{N} W_{ij} \log \tilde{q}_{k,t+1}^{(j)}(\theta)\right) d\mu(\theta)}$
        Send messages $\{\tilde{q}_{k,t+1}^{(i)}\}_{k \in [K]}$ to all $j \in N(i)$
    end
    for $i = 1, \ldots, N$ do
        Merge posteriors for all $\theta \in \Theta$:
        $q_{k,t+1}^{(i)}(\theta) \leftarrow \frac{\exp\left(\sum_{j=1}^{N} W_{ij} \log \tilde{q}_{k,t+1}^{(j)}(\theta)\right)}{\int_{\theta \in \Theta} \exp\left(\sum_{j=1}^{N} W_{ij} \log \tilde{q}_{k,t+1}^{(j)}(\theta)\right) d\mu(\theta)}$
        Send messages $\{q_{k,t+1}^{(i)}\}_{k \in [K]}$ to all $j \in N(i)$
    end
end

means induced by $\{q_{k,1}^{(i)}\}_{k \in [K]}$. At every time instant, the agent computes confidence intervals from fixed-level quantiles of $\{q_{k,1}^{(i)}\}_{k \in [K]}$ where the quantile level is chosen to be of the order $1/t$. Each agent plays an arm which maximizes the confidence intervals. After observing the reward, the agent updates its posterior distributions $\{q_{k,1}^{(i)}\}_{k \in [K]}$. Combining this with Algorithm 1 gives us the decentralized Bayes-UCB algorithm described in Algorithm 3. In decentralized Bayes-UCB algorithm, agents select an action according to their local Bayes-UCB algorithm and update their posterior according to equation 1. Then, the agents send their local updated posteriors to their neighbors. Each agent combines the posteriors received from its neighbors according to equation 2. Agents use the merged posterior to select an arm in their next play.

IV. REGRET ANALYSIS

In this section, we consider the case where rewards have Bernoulli distribution, and provide analytical guarantees for per-agent cumulative regret.

Theorem 1. Consider the decentralized multi-armed bandit problem with $N$ agents, $K$ arms and Bernoulli rewards. Let $W$ be a doubly stochastic communication matrix. For any $\epsilon > 0$, choosing $\eta = N$, and prior as Beta(1, 1), i.e., uniform distribution, the per-agent cumulative regret achieved by decentralized Thompson Sampling after $T$ rounds of play can be upper bounded as

$$R(T) \leq \sum_{k=2}^{K} \Delta_k \left(1 + \epsilon^2\right) \log NT \frac{\log N}{Nd(\mu_k, \mu_1)} + 3 \left(1 + \frac{\epsilon}{2}\right) \log N \sum_{k=2}^{K} \Delta_k + O\left(\frac{1}{\epsilon N}\right),$$

where $d(a, b) = a \log \frac{a}{b} + (1-a) \log \frac{1-a}{1-b}$ denotes the KL-divergence between two Bernoulli distributions, $\lambda_2(W)$ denotes the second largest eigenvalue of matrix $W$ in absolute value and $N = \frac{N \log N}{T \lambda_2(W)}$.

Remark 1 (Optimality of Decentralized Thompson Sampling). Asymptotically, the per-agent regret incurred by decentralized Thompson Sampling scales logarithmically with the time horizon $T$ which satisfies

$$\lim_{T \to \infty} \frac{R(T)}{\log T} \leq \sum_{k=2}^{K} \frac{\Delta_k}{Nd(\mu_k, \mu_1)}.$$
We compare this with the regret incurred by an optimal centralized agent with perfect collaboration, where each agent plays an arm, observes a reward and broadcasts both the arm played and the reward observed to all other agents in the network. This implies that after $T$ times steps, each agent is equivalent to a centralized agent that plays an $N^2$ number of arms. Using the lower bound shown by Lai and Robbins [31], the per-agent regret can be lower bounded as

$$\lim_{T \to \infty} R(T) \leq \frac{1}{N} \sum_{k=2}^{K} \Delta_k \sum_{i=1}^{N} \mathbb{E}[n_k(i)(T)],$$

where $n_k(i)(T)$ denotes the number of times a sub-optimal arm $k$ was played at agent $i$ up to time $T$. Furthermore, we can write

$$\sum_{i=1}^{N} \mathbb{E}[n_k(i)(T)] = \sum_{i=1}^{N} \mathbb{E}\left[ \sum_{t=1}^{T} \mathbb{1}\{A_t(i) = k\} \right].$$

At every time instant, we condition the event that a sub-optimal arm $k$ will be played at any agent in the network on certain good events which are defined similar to those in the analysis of Thompson Sampling in [9]. Hence, for each arm $k \in [K]$, fix two thresholds $x_k$ and $y_k$ such that $\mu_k < x_k < y_k < \mu_1$.

Define events

$$E_k(t) := \left\{ \hat{\mu}_k(t) \leq x_k \right\}, \quad \bar{E}_k(t) := \left\{ \theta_k(t) \leq y_k \right\},$$

where $\hat{\mu}_k(t)$ denotes the empirical mean value of arm $k$ at agent $i$ at time $t$. The events $E_k(t)$ and $\bar{E}_k(t)$ are good events where $\hat{\mu}_k(t)$ and $\theta_k(t)$ are not too far from the true mean $\mu_k$. Following the intuition of single-agent Thompson Sampling, we aim to show that these events will hold with high probability for most time steps at all agents in the network. Hence, conditioning on these good events we obtain

$$\sum_{i=1}^{N} \mathbb{E}[n_k(i)(T)] = \sum_{i=1}^{N} \mathbb{E}\left[ \sum_{t=1}^{T} \mathbb{1}\{A_t(i) = k, E_k(t)\} \right] + \sum_{i=1}^{N} \mathbb{E}\left[ \sum_{t=1}^{T} \mathbb{1}\{A_t(i) = k, \bar{E}_k(t)\} \right].$$

Set $\eta = N$ and for $\epsilon > 0$, using the three main lemmata proved in Appendix C we show that the first term on the right hand side in equation (7) can be upper bounded as $O\left(\frac{N}{\epsilon^2}\right)$, the second term can be upper bounded as $O\left((1 + \frac{\epsilon}{N})\sqrt{N} + (1 + \epsilon)^2 \log \frac{NT}{d(\mu_2, \mu_1)}\right)$ and the third term can be loosely upper bounded as $O\left(\frac{1}{\epsilon^2}\right)$.

Remark 2 (Comparison with previous work). Landgren et al. [11] propose three different algorithms for decentralized MAB inspired from UCB: coop-UCB, coop-UCB2, and coop-UCL. Their algorithm coop-UCB requires the knowledge of the number of agents and the spectral gap, furthermore, it also requires the knowledge of the whole set of eigenvectors of the communication matrix $W$. However, the proposed algorithm “decentralized Thompson Sampling” only requires the knowledge of the number of agents in the network. As shown in the simulations, it achieves a significant reduction in the regret incurred over these algorithms. Furthermore, coop-UCB requires tuning of the parameter $\gamma$ in a problem specific manner to achieve optimal performance. When $\eta = N$ our algorithm does not have any parameters to tune. Martínez-Rubi et al. [10] propose Decentralized Delayed Upper Confidence Bound algorithm (DDUCB) which requires the knowledge of the number of agents in the network and an upper bound on the spectral gap of the communication matrix. Our algorithm, while requiring less information regarding the communication matrix $W$, significantly improves the per agent regret as seen in the simulations (Figures 1 and 2). Furthermore, unlike our algorithm, DDUCB also requires tuning of parameters in a problem specific manner to achieve optimal performance.

Remark 3 (Benefits). Thompson Sampling is a Bayesian algorithm which exploits the knowledge of the whole posterior to determine the next action. Our posterior merging rule given by equation (2) assimilates the information across the network such that after sufficient time steps of the order $O\left(\frac{N \log N}{1 - \lambda(W)}\right)$, the posterior available at each agent is close to the posterior of a centralized agent that has access to all the observations in the network. This allows our decentralized Thompson Sampling algorithm to also utilize a posterior that is close to the posterior of a centralized agent. Exploiting the whole posterior that is close to the posterior of a centralized agent rather than estimates of rewards and number of times an arm was played in the network, allows our decentralized Thompson Sampling to reduce the regret it incurs over prior work significantly. While our analysis is limited to Bernoulli rewards, decentralized Thompson Sampling achieves upper performance for rewards with Gaussian distribution.

Remark 4 (Limitations). The upper bound on cumulative regret provided by Theorem 1 sheds light on how close the per-agent cumulative regret incurred by decentralized Thompson

1We drop writing $\theta^*$ explicitly whenever it is understood from the context.
Sampling is to that of a centralized agent. Specifically, we see that as the number of agents $N$ increases or as the spectral gap $1 - \lambda_2(W)$ decreases, it takes longer for the posterior distributions across the network to merge and hence longer to converge to the asymptotic constant in front of $\log T$ for per-agent regret. Analysis of the frequentist algorithms for decentralized MAB proposed by Martinez-Rubio et al. [10] and Landgren et al. [11] provides an upper bound on the per-agent regret where the terms independent of time horizon $T$ scale logarithmically in $N$ and inversely with the spectral gap $1 - \lambda_2(W)$. Our current analysis of the per-agent regret incurred by decentralized Thompson Sampling does not provide such a tight bound in terms of $N$ and spectral gap $1 - \lambda_2(W)$. However, our simulations show superior performance over all the previously proposed algorithms indicating that terms that are independent of $T$ are much smaller than what our current analysis predicts. Improving our analysis to obtain a tighter bound in terms of $N$ and $1 - \lambda_2(W)$ is a topic for future work.

V. Simulations

In this section, we present simulations comparing our proposed algorithms’ performance with prior work and study the effect of the number of agents and network topology on per-agent cumulative regret. Furthermore, we simulate our decentralized Thompson Sampling algorithm under gossip protocol and over time-varying networks, where each communication link has a fixed probability of failing. The communication matrix $W$ for all our simulations is doubly stochastic and designed according to Section 3.2 in [32].

A. Comparison to Prior Work

We compare the performance of decentralized Thompson sampling (Algorithm 2) with coop-UCB [11], DDUCB [10] and each agent implementing Thompson Sampling in isolation with no cooperation. We design an experiment similar to the one considered by Martinez-Rubio et al. [10], where each agent is playing a MAB with Gaussian rewards with variance $1$. We compare the algorithms over a cycle graph and square grid graph with 100 agents. There are 16 arms with mean 0.1 and one arm with mean 0.5. All algorithms were averaged over 1000 runs. Figure 1 compares executions of decentralized Thompson Sampling with coop-UCB using different exploration parameters and DDUCB with the fixed exploration parameter $\eta = 2$. We observe that decentralized Thompson Sampling outperforms DDUCB and every execution of coop-UCB. Simulations of coop-UCB with different values for exploration parameter $\gamma$ show a rising slope which indicates that it has not learned the best arm. Also, note that on a square grid coop-UCB incurs a greater regret than agents implementing Thompson Sampling in isolation. This highlights the effectiveness of Bayesian algorithms such as Thompson Sampling. This also serves as an important motivation for extending Bayesian MAB algorithms and their benefits to the decentralized setup.

3We used the DDUCB implementation provided by the authors on Github.

Figure 2(left) compares executions of decentralized Thompson Sampling (Algorithm 2) and decentralized Bayes-UCB (Algorithm 3) with DDUCB and coop-UCB for 20 agents connected through a cycle graph. Each agent is playing a MAB with 20 Gaussian arms with variance 1 whose means were sampled uniformly from $[0, 1]$. We observe that both decentralized Bayes-UCB and decentralized Thompson Sampling outperform all executions of DDUCB and coop-UCB. In the figure we observe that DDUCB, decentralized Bayes-UCB, and decentralized Thompson Sampling learn the best arm after a few time steps and the regret curve that is observed afterwards shows an almost horizontal behavior. Benefits of our approach that can be inferred from this experiment: (1) our proposed decentralized Bayesian algorithms achieves the horizontal behaviour much sooner, (2) provides almost 10x reduction in the per-agent regret.

B. Effect of Network Topology

We consider 4 different network topologies with 64 agents playing a MAB with Bernoulli rewards with 17 arms and mean values $\{0.5, 0.1, \ldots, 0.1\}$. In a network with complete graph, every agent is connected to all other agents in the network hence the spectral gap is 1. Next, we consider $k$-regular graphs with self loops for $k = 3$ and $k = 5$, where every agent is connected to $k$ neighbors to the left and right and to itself. Hence, 5-regular graph is more dense than 3-regular. Finally we consider a two-dimensional grid with 4-connectivity which has least connectivity among all the graphs so far. We choose $W$ according to [32]. Figure 3 shows that for a fixed number of agents, the per-agent regret incurred by decentralized Thompson Sampling decreases as the connectivity increases. This is in agreement with our analytical predictions in Theorem 1.
which implies that asymptotic regret is inversely proportional to the number of agents and rate of convergence is inversely proportional to spectral gap.
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Fig. 3. Per-agent cumulative regret over time for 64 agents with 17 Bernoulli arms with mean \( \{0.5, 0.1, \ldots, 0.1\} \) for varying network topology.

**C. Effect of Number of Agents**

We implement decentralized Thompson Sampling over a complete network and a cycle network with different number of agents. We vary the number of agents as \( \{36, 64, 81, 100, 144\} \). Figure 4 shows that the per-agent regret incurred by decentralized Thompson Sampling decreases as the number of agents increases over both complete network and cycle network.
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Fig. 4. Per-agent cumulative regret over time for agents connected in complete graph (left) and cycle graph (right) as the number of agents is varied. Each agent is playing MAB with 17 Bernoulli arms with mean \( \{0.5, 0.1, \ldots, 0.1\} \).

**D. Time-Varying Networks**

We implement decentralized Thompson Sampling over time varying networks with 64 agents where agent plays a MAB with 17 Gaussian arms with means \( \{0.5, 0.1, \ldots, 0.1\} \) and variance \( \sigma^2 = 1 \). First we consider a gossip protocol where any pair of agents \( i \) and \( j \) are selected uniformly at random among 64 agents. Then, the random communication matrix is given as

\[
W(t) = I - \frac{1}{2}(e_i - e_j)(e_i - e_j)^T, \tag{8}
\]

where \( I \) denotes an identity matrix and \( e_i \) denotes the vector with a 1 in the \( i \)th coordinate and 0’s elsewhere. Figure 5(left) shows that decentralized Thompson Sampling incurs logarithmic regret via gossip protocol. Furthermore, as predicted by the theory since connectivity of agents is significantly less when interacting via gossip protocol, i.e, communication matrix in equation (8), the per-agent regret incurred is higher than that of static networks. Next, we implement decentralized Thompson Sampling over a complete network where each communication link has a fixed probability of failing. Communication matrix is chosen according to Section 7.3 in [32]. As the probability of link-failure increases the connectivity of the graph reduces. Figure 5(right) shows that decentralized Thompson Sampling incurs logarithmic regret under random link-failures where failure probability varies as \( \{0.3, 0.8, 0.9\} \). It is interesting to note that for small probability of link-failure decentralized Thompson Sampling incurs same per-regret agent as a static complete network.
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Fig. 5. Per-agent cumulative regret over time for 64 agents communicating via a gossip protocol(left) and over a complete network where each communication link has a fixed probability of failing (right). Each agent plays a MAB with 17 Gaussian arms with means \( \{0.5, 0.1, \ldots, 0.1\} \) and variance \( \sigma^2 = 1 \).

**VI. CONCLUSION AND FUTURE WORK**

We have studied the problem of collaborative learning when there is a network of \( N \) agents playing the same instance of the MAB problem. We design a framework to extend single-agent Bayesian MAB algorithms to the decentralized MAB problem. We use this to design a decentralized Thompson Sampling algorithm and a decentralized Bayes-UCB algorithm. For Bernoulli rewards, we provide an asymptotically optimal problem-dependent upper bound for the per-agent regret incurred for the proposed decentralized Thompson Sampling algorithm in Theorem [1]. Furthermore, we show that decentralized Thompson Sampling achieves asymptotically optimal per-agent regret that matches the performance of a centralized agent with full cooperation. Through simulations, we show that both decentralized Thompson Sampling algorithm and decentralized Bayes-UCB algorithm outperform current state-of-the-art algorithms derived from UCB.

In decentralized settings, it is important to understand the effect of the network in terms of the number of agents and the graph structure. Currently our analytical upper bound has the right dependence on the number of agents and spectral gap. However, our simulations suggests the upper bound can be significantly tightened. We also note that our analysis provides tight upper bounds for two more important terms in equation (7). Improving the analysis to provide tighter regret bound in terms of network structure is essential future work.

This work is a first step towards analyzing Bayesian algorithms for decentralized setups and motivates several future directions. Extending the analysis to a larger class of bandits or to time-varying graphs that capture practical communication constraints is an important area of future work. Increasing the proposed algorithm’s practical applicability to decentralized
MAB problems with complex rewards distributions using approximate posterior update techniques such as variational inference is an important area of future work.
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APPENDIX

A. Preliminaries

- Recall that $\mu_1 > \mu_2 \geq \ldots \geq \mu_K$ and $\Delta_k = \mu_1 - \mu_k$.
- Define history at each agent $i \in [N]$ as

$$H_t^{(i)} := \left\{ \left(\alpha_t^{(i)}, Y_t^{(i)}\right), \tilde{q}_{k,\tau}^{(i)} \mid k \in [K], j \in \mathcal{N}(i), \tau \in [t] \right\}.$$ 

For each arm $k \in [K]$, fix thresholds $x_k$ and $y_k$ such that $\mu_k < x_k < y_k < \mu_1$. We define empirical mean estimate at each agent $i$ for action $k$ as

$$\hat{\mu}_k^{(i)}(t) := \frac{\alpha_k^{(i)}(t) - 1}{\alpha_k^{(i)}(t) + \beta_k^{(i)}(t) - 2}.$$ 

Now, define events

$$E_k^{(i)}(t) := \left\{ \hat{\mu}_k^{(i)}(t) \leq x_k \right\},$$

and

$$E_k^{(i)}(t) := \left\{ \hat{\mu}_k^{(i)}(t) \leq y_k \right\}.$$
Define the cumulative distribution function used for arm $k \in [K]$ at time $t$ as
\[
F_{k,t}^{(i)}(x) := Q_{k,t}^{(i)} \left( \theta_{k,t}^{(i)}(t) \leq x \right),
\]
and
\[
G_{k,t}^{(i)} := 1 - F_{k,t}^{(i)}(y_k) = Q_{k,t}^{(i)} \left( \bar{E}_{k,t}^{(i)}(t) \right).
\]
Define
\[
\hat{N} := 4N \log N \frac{1}{1 - \sigma_2(W)}.
\]

**B. Main Proof**

Recall the per agent regret
\[
R(T) = \frac{1}{N} \sum_{k=2}^{K} \Delta_k \sum_{i=1}^{N} \mathbb{E}[n_k^{(i)}(T)].
\]
Consider
\[
\begin{align*}
\sum_{i=1}^{N} \mathbb{E}[n_k^{(i)}(T)] \\
= \sum_{i=1}^{N} \mathbb{E} \left[ \sum_{t=1}^{T} 1\{ A_t^{(i)} = k \} \right] \\
= \sum_{i=1}^{N} \mathbb{E} \left[ \sum_{t=1}^{T} 1\{ A_t^{(i)} = k, E_k^{(i)}(t), E_k^{(i)}(t) \} \right] \\
+ \sum_{i=1}^{N} \mathbb{E} \left[ \sum_{t=1}^{T} 1\{ A_t^{(i)} = k, E_k^{(i)}(t), \bar{E}_k^{(i)}(t) \} \right] \\
+ \sum_{i=1}^{N} \mathbb{E} \left[ \sum_{t=1}^{T} 1\{ A_t^{(i)} = k, E_k^{(i)}(t) \} \right].
\end{align*}
\]

We next state the three main lemmas that we will use in our proof.

**Lemma 3.** Let $\eta = N$. The second term in equation 9 can be bounded as
\[
\sum_{i=1}^{N} \mathbb{E} \left[ \sum_{t=1}^{T} 1\{ A_t^{(i)} = k, E_k^{(i)}(t), E_k^{(i)}(t) \} \right] \\
\leq N \log N \frac{1}{1 - \sigma_2(W)} + \log NT \frac{1}{d(x_k, y_k)} + 1.
\]

**Lemma 4.** Let $\eta = N$ and $\epsilon' > 0$. The third term in equation 10 can be bounded as
\[
\sum_{i=1}^{N} \mathbb{E} \left[ \sum_{t=1}^{T} 1\{ A_t^{(i)} = k, E_k^{(i)}(t), \bar{E}_k^{(i)}(t) \} \right] \\
\leq N \log N \frac{1}{1 - \sigma_2(W)} \left( 1 + \frac{1}{\epsilon'} \right) + \frac{N}{d(x_k, y_k)}. \]

**Lemma 5.** The first term in equation 9 can be bounded as
\[
\sum_{i=1}^{N} \mathbb{E} \left[ \sum_{t=1}^{T} 1\{ A_t^{(i)} = k, E_k^{(i)}(t), \bar{E}_k^{(i)}(t) \} \right] \\
\leq \sum_{i=1}^{N} \mathbb{E} \left[ \sum_{t=1}^{T} \left( \frac{1}{G_{1,t}^{(i)}} - 1 \right) 1\{ A_t^{(i)} = 1 \} \right].
\]

**Lemma 6.** Let $\eta = N$, then we have
\[
\sum_{i=1}^{N} \mathbb{E} \left[ \sum_{t=1}^{T} \left( \frac{1}{G_{1,t}^{(i)}} - 1 \right) 1\{ A_t^{(i)} = 1 \} \right] \\
\leq \frac{1}{(1 - y_k)^{N+1}} \left( \frac{d(y_k, \mu_1)}{1 + \epsilon} \right)^{N+1} + \frac{N}{(y_k - \mu_1)^{N+1}}.
\]
For some $0 < \epsilon \leq 1$, we set $x_k \in (1 + \epsilon')\mu_k + \epsilon', \mu_1)$ such that $d(x_k, \mu_1) = \frac{d(\mu_k, \mu_1)}{1 + \epsilon}$ and set $y_k \in (x_k, \mu_1)$ such that $d(x_k, y_k) = \frac{d(x_k, y_k)}{1 + \epsilon}$.

This implies
\[
\frac{1}{d(x_k, y_k)} = \frac{(1 + \epsilon)^2}{d(\mu_k, \mu_1)}.
\]
Furthermore, the equality $d(x_k, \mu_1) = \frac{d(\mu_k, \mu_1)}{1 + \epsilon}$ implies
\[
\frac{x_k - \mu_k}{1 + \epsilon} \log \frac{\mu_1(1 - \mu_k)}{\mu_1(1 - \mu_k)} > \frac{\epsilon}{2}.
\]
Using this we obtain
\[
\frac{1}{d(x_k, y_k)} \leq \frac{2(1 + \epsilon')^2}{(x_k - \epsilon' - \mu_k(1 + \epsilon')^2)} \leq \frac{8}{(x_k - \mu_k - 2\epsilon')^2}.
\]
Choose $\epsilon' = \frac{\epsilon}{8}$, then we have
\[
\frac{1}{d(x_k, y_k)} \leq O \left( \frac{1}{\epsilon^2} \right).
\]
Similarly, we also have
\[
\frac{1}{d(y_k, \mu_1)} \leq \frac{1}{d(x_k, y_k)} \leq O \left( \frac{1}{\epsilon} \right).
\]
Using the fact that $\frac{\min(\mu_1, 1 - \mu_1)}{2(y_k - \mu_1)^2} \leq \frac{1}{d(y_k, \mu_1)^2}$ along with Lemma 5, we have
\[
\sum_{i=1}^{N} \mathbb{E} \left[ \sum_{t=1}^{T} 1\{ A_t^{(i)} = k, E_k^{(i)}(t), \bar{E}_k^{(i)}(t) \} \right] \leq O \left( \frac{1}{\epsilon^2} \right).
\]
Therefore, the cumulative regret can be upper bounded as
\[
R(T) \leq \sum_{k=2}^{K} \Delta_k (1 + \epsilon) \frac{\log NT}{N d(\mu_k, \mu_1)} + 3 \left( \frac{1 + \frac{\epsilon}{8}}{1 - \sigma_2(W)} \right) \sum_{k=2}^{K} \Delta_k + O \left( \frac{1}{\epsilon^4} \right).
\]
Asymptotically, the regret scales logarithmically with time horizon $T$ at rate upper bounded by
\[
\lim_{T \to \infty} \frac{R(T)}{\log T} \leq \sum_{k=2}^{K} \frac{\Delta_k}{N d(\mu_k, \mu_1)}.
\]
*Note that it is possible to choose $\epsilon'$ small enough such that the above equalities hold.
C. Proof of Main Lemmata

1) Proof of Lemma 3 Set \( \eta = N \). Let

\[
\hat{n}_k^{(i)}(t) = N \sum_{t=1}^{T-1} \sum_{j=1}^{N} W_{ij}^{(t)} \mathbb{1}\{A_t^{(j)} = k\},
\]

and let \( \hat{n}_k(t) = n_k(t) - \hat{N} \), then Lemma 8 implies

\[
\hat{n}_k^{(i)}(t) \geq \hat{n}_k(t).
\]

For \( t \) such that \( n_k(t) > \hat{N} \), we have

\[
P \left( \hat{n}_k^{(i)}(t) > y_k, E_k^{(i)}(t) \mid \mathcal{H}_{t-1}^{(i)} \right) \leq P \left( \hat{n}_k^{(i)}(t) > y_k \mid E_k^{(i)}(t), \mathcal{H}_{t-1}^{(i)} \right)
\]

\[
= P \left( \text{Beta} \left( \alpha_k^{(i)}(t), \beta_k^{(i)}(t) \right) > y_k \mid E_k^{(i)}(t), \mathcal{H}_{t-1}^{(i)} \right)
\]

\[
= P \left( \text{Beta} \left( \mu_k^{(i)}(t), \mu_k^{(i)}(t) + 1, (1 - \mu_k^{(i)}(t)) \hat{n}_k^{(i)}(t) + 1 \right) > y_k \mid E_k^{(i)}(t), \mathcal{H}_{t-1}^{(i)} \right)
\]

\[
= 1 - F_{\text{Beta}}(x_k \hat{n}_k^{(i)}(t) + 1, (1 - x_k) \hat{n}_k^{(i)}(t) + 1)(y_k)
\]

\[
\leq 1 - F_{\text{Beta}}(x_k \hat{n}_k(t) + 1, (1 - x_k) \hat{n}_k(t) + 1)(y_k)
\]

\[
\leq F_{\text{Binom}}(\hat{n}_k(t), y_k) \leq F_{\text{Binom}}(\hat{n}_k(t), y_k)
\]

\[
\leq e^{-\hat{n}_k(t)d(x_k,y_k)},
\]

where (a) follows from properties of beta distribution, (b) follows from Fact 3 and (c) follows from Fact 1 and (d) follows from Fact 3.

Define

\[
L_k(T) := \frac{\log NT}{d(x_k,y_k)} + \hat{N}.
\]

For all \( t \) such that \( n_k(t) > L_k(T) \), we have

\[
P \left( \theta_k^{(i)}(t) > y_k, E_k^{(i)}(t) \mid \mathcal{H}_{t-1}^{(i)} \right) \leq \frac{1}{NT}.
\]

Let \( \tau_k \) be the largest time step \( t \) for which \( n_k(t) < L_k(T) \). Then, we have

\[
E \left[ \sum_{t=1}^{T} \mathbb{1}\{A_t^{(i)} = k, E_k^{(i)}(t), \bar{E}_k^{(i)}(t) \} \right]
\]

\[
= E \left[ \sum_{t=1}^{T} P \left( A_t^{(i)} = k, E_k^{(i)}(t), \bar{E}_k^{(i)}(t) \mid \mathcal{H}_{t-1}^{(i)} \right) \right]
\]

\[
\leq E \left[ \sum_{t=1}^{T} P \left( A_t^{(i)} = k, E_k^{(i)}(t), \bar{E}_k^{(i)}(t) \mid E_k^{(i)}(t), \mathcal{H}_{t-1}^{(i)} \right) \right]
\]

\[
+ \sum_{t=\tau_k+1}^{T} \sum_{t=1}^{T} P \left( A_t^{(i)} = k, E_k^{(i)}(t) \mid E_k^{(i)}(t), \mathcal{H}_{t-1}^{(i)} \right)
\]

\[
\leq \frac{\tau_k}{T} E \left[ \sum_{t=1}^{T} P \left( A_t^{(i)} = k, E_k^{(i)}(t), \bar{E}_k^{(i)}(t) \mid E_k^{(i)}(t), \mathcal{H}_{t-1}^{(i)} \right) \right] + \frac{1}{NT}
\]

\[
\leq \frac{\tau_k}{T} E \left[ \sum_{t=1}^{T} P \left( A_t^{(i)} = k, \bar{E}_k^{(i)}(t) \mid E_k^{(i)}(t), \mathcal{H}_{t-1}^{(i)} \right) \right] + \frac{1}{N}
\]

Summing over all agents in the network, the above equation becomes

\[
\sum_{i=1}^{N} E \left[ \sum_{t=1}^{T} \mathbb{1}\{A_t^{(i)} = k, E_k^{(i)}(t), \bar{E}_k^{(i)}(t) \} \right]
\]

\[
\leq \frac{\tau_k}{T} E \left[ \sum_{i=1}^{N} \sum_{j=1}^{T} \mathbb{1}\{A_t^{(i)} = k \} \right] + \frac{N}{N}
\]

\[
\leq L_k(T) + 1.
\]

2) Proof of Lemma 4 From the definition of \( \mu_k^{(i)}(t) \) and Lemma 7 we have

\[
\mu_k^{(i)}(t) = \frac{\alpha_k^{(i)}(t) - 1}{\alpha_k^{(i)}(t) + \beta_k^{(i)}(t) - 2} = \frac{\sum_{t=1}^{T-1} \sum_{j=1}^{N} W_{ij}^{(t-1)} Y_{j}^{(t)} \mathbb{1}\{A_t^{(i)} = k \}}{\sum_{t=1}^{T-1} \sum_{j=1}^{N} W_{ij}^{(t-1)} \mathbb{1}\{A_t^{(i)} = k \}}.
\]

Then, using Lemma 8 for \( n_k(t) > \hat{N} \) we can upper the empirical mean as follows

\[
\hat{\mu}_k^{(i)}(t) \leq \frac{S_k(t) + \hat{N}}{n_k(t) - N} = \frac{S_k(t)}{n_k(t)} + \frac{\hat{N}}{n_k(t) - N} + \frac{n_k(t) - \hat{N}}{n_k(t) - N}.
\]

Recall that \( n_k(t) \) denotes the total number of times arm \( k \) was pulled in the network up to time \( t \). Let \( \tau_k,n \) denote the smallest \( t \) when arm \( k \) was played for the \( n \)-th time in the network, i.e., define \( \tau_k,n = \min \{ t : n_k(t) = n \} \) for any integer \( n \). Note that if \( \tau_k,n = t - 1 \) for some \( t \), and at time \( t \), suppose \( \ell \leq N \) agents play arm \( k \) at the same time then we define \( \tau_k,n+1 = t, \tau_k,n+2 = t \), and so on up to \( \tau_k,n+\ell = t \). The sequence \( \{\tau_k,n\}_{n=1}^{N} \) counts some time steps more than once, hence, we choose a sub-sequence \( \{n_j\}_{j=1}^{\infty} \), which denotes the change points in the sequence \( \{\tau_k,n\}_{n=1}^{\infty} \). For instance, Figure 3 shows a sample path of the number of times action \( k \) was played at each time instant in a network of 4 agents. We see that \( \tau_{k,1} = 1, \tau_{k,2} = \tau_{k,3} = \tau_{k,4} = \tau_{k,5} = 2, \) and \( \tau_{k,6} = \tau_{k,7} = 3, \) etc. The change points sub-sequence for this case is given by \( \tau_{k,1}, \tau_{k,5}, \tau_{k,7}, \tau_{k,8}, \tau_{k,12} \) and so on.

Then, we have

\[
\sum_{i=1}^{N} \sum_{t=1}^{T} P \left( A_t^{(i)} = k, \bar{E}_k^{(i)}(t) \right)
\]

\[
= \left[ \sum_{i=1}^{N} \sum_{t=1}^{T} \mathbb{1}\{A_t^{(i)} = k \} \right] \left[ \bar{E}_k^{(i)}(t) \right]
\]
Let \( n_j > \tilde{N} \). For \( t \in \{\tau_{k,n_j+1}, \tau_{k,n_j+2}, \ldots, \tau_{k,n_j+1}\} \), the total number of times arm \( k \) was pulled across the network remains \( n_j \). Hence, we have

\[
\left\{ \hat{\mu}_k^{(i)}(t) > x_k \right\} \subset E_k(n_j),
\]

where define

\[
E_k(j) := \left\{ \frac{\sum_{t=1}^{j} X_{k,t}}{j} \cdot \frac{j}{j + \tilde{N}} > x_k \right\},
\]

for \( j > \tilde{N} \).

Now consider

\[
\sum_{i=1}^{N} \sum_{t=1}^{T} \mathbb{P} \left( A_i^{(i)} = k, E_k^{(i)}(t) \right)
\]

\[
n = \mathbb{E} \left[ \sum_{j=1}^{T} \sum_{t=\tau_{k,n_j+1}}^{\tau_{k,n_j+1}} \sum_{i=1}^{N} 1 \{ A_i^{(i)} = k \} 1 \{ E_k^{(i)}(t) \} \right]
\]

\[
\leq \tilde{N} + \mathbb{E} \left[ \sum_{j=1}^{\tilde{N}} \sum_{t=\tau_{k,n_j+1}}^{\tau_{k,n_j+1}} \sum_{i=1}^{N} 1 \{ A_i^{(i)} = k \} 1 \{ E_k(n_j) \} \right]
\]

\[
\leq \tilde{N} + \mathbb{E} \left[ \sum_{j=1}^{\tilde{N}} \sum_{t=\tau_{k,n_j+1}}^{\tau_{k,n_j+1}} \sum_{i=1}^{N} 1 \{ A_i^{(i)} = k \} 1 \{ E_k^{(i)}(j) \} \right]
\]

Hence, we have

\[
\sum_{i=1}^{N} \sum_{t=1}^{T} \mathbb{P} \left( A_i^{(i)} = k, E_k^{(i)}(t) \right)
\]

\[
\leq \tilde{N} \left( 1 + \frac{1}{e} \right) + \mathbb{E} \left[ \sum_{j=\tilde{N}+1}^{NT} 1 \{ E_k(j) \} \right]
\]

\[
\leq \tilde{N} \left( 1 + \frac{1}{e} \right) + \mathbb{N} \sum_{j=\tilde{N}+1}^{\tilde{N}} \mathbb{P} \left( \sum_{t=\tau_{k,t}}^{\tau_{k,t+1}} X_{k,t} > x_k - \frac{e}{1 + e} \right)
\]

where \((a)\) follows from the fact the sub-sequence \( \{ n_j \} \) detects a change whenever one or more agents pull the arm \( k \) and at any time at most \( N \) agents can pull the same arm.

Fix some \( \epsilon > 0 \), then for \( j > \tilde{N} \), we have \( \frac{\tilde{N}}{j - \tilde{N}} < e' \) and \( \frac{\tilde{N}}{j - \tilde{N}} < 1 + e' \). This implies

\[
E_k(j) \subset \left\{ \frac{\sum_{t=1}^{j} X_{k,t}}{j} > x_k - \frac{e}{1 + e} \right\}.
\]
4) Proof of Lemma\[\text{\textcopyright}\] Note that

\[
\mathbb{E} \left[ \sum_{t=0}^{T} \left( \frac{1}{Q_{1,t}^{(i)}} - 1 \right) \left\{ A_{t}^{(i)} = 1 \right\} \right] = \mathbb{E} \left[ \sum_{t=1}^{T} \left( \frac{1}{Q_{1,t}^{(i)}(t) - 1} \right) \left\{ A_{t}^{(i)} = 1 \right\} \right].
\]

Now, consider

\[
Q_{1,t}^{(i)}(t) > y_k
\]

\[
P \left( \text{Beta} \left( \alpha_{1}^{(i)}(t), \beta_{1}^{(i)}(t) \right) > y_k \mid \mathcal{H}_{t-1} \right)
\]

\[
= 1 - F_{\text{Beta}}^{1} \left( \alpha_{1}^{(i)}(t), \beta_{1}^{(i)}(t) \right) (y_k)
\]

\[
(\text{a}) \geq 1 - \text{Beta}_{\mathcal{S}_{1}(t) - N+1, h_{1}(t) - S_{1}(t) + N+1}(y_k),
\]

where (a) follows from Lemma\[\text{\textcopyright}\] combined with properties of Beta distribution in Fact\[\text{\textcopyright}\]. Let \( S_{1}(t) = \max \{ S_{1}(t) - N, 0 \} \). Using this, the first term can be upper bounded as

\[
\sum_{i=1}^{N} \mathbb{E} \left[ \sum_{t=1}^{T} \left( \frac{1}{Q_{1,t}^{(i)}} - 1 \right) \left\{ A_{t}^{(i)} = 1 \right\} \right]
\]

\[
\leq \sum_{i=1}^{N} \mathbb{E} \left[ \sum_{t=1}^{T} \sum_{k=1}^{M_{t}^{i}} \left( \frac{1}{Q_{1,t}^{(i)}}(t) - 1 \right) \left\{ A_{t}^{(i)} = 1 \right\} \right]
\]

\[
\leq \sum_{j=1}^{J_{t}} \sum_{t=1}^{T} \sum_{i=1}^{N} \left( \frac{1}{1 - F_{\text{Beta}}^{1} \left( S_{1}(t)^{+} + N, h_{1}(t) - S_{1}(t) + N+1 \right)} \right)
\]

\[
= \sum_{i=1}^{N} \mathbb{E} \left[ \sum_{t=1}^{T} \left( \frac{1}{Q_{1,t}^{(i)}}(t) - 1 \right) \left\{ A_{t}^{(i)} = 1 \right\} \right]
\]

\[
\leq \sum_{i=1}^{N} \mathbb{E} \left[ \sum_{t=1}^{T} \left( \frac{1}{Q_{1,t}^{(i)}(t) - 1} \right) \left\{ A_{t}^{(i)} = 1 \right\} \right].
\]

\[
\leq \sum_{i=1}^{N} \mathbb{E} \left[ \sum_{t=1}^{T} \left( \frac{1}{Q_{1,t}^{(i)}(t) - 1} \right) \left\{ A_{t}^{(i)} = 1 \right\} \right].
\]

where (a) follows from the fact that at \( h_{1}(t) = n_{i} \) for \( t \in [\tau_{1,i} + 1, \tau_{1,i} + 1] \) and we abuse the notation let \( S_{1}(n_{i}) \) denote the number of non-zero rewards observed in the first \( n_{i} \) arm plays in the network. Now, we consider

\[
\mathbb{E} \left[ \frac{1}{1 - F_{\text{Beta}}^{1} \left( S_{1}(t)^{+} + N + 1, h_{1}(t) - S_{1}(t) + N+1 \right)} - 1 \right]
\]

\[
\leq \sum_{i=1}^{N} \mathbb{E} \left[ \sum_{t=1}^{T} \left( \frac{1}{Q_{1,t}^{(i)}(t) - 1} \right) \left\{ A_{t}^{(i)} = 1 \right\} \right].
\]

\[
\leq \sum_{i=1}^{N} \mathbb{E} \left[ \sum_{t=1}^{T} \left( \frac{1}{Q_{1,t}^{(i)}(t) - 1} \right) \left\{ A_{t}^{(i)} = 1 \right\} \right].
\]

where (a) follows from the fact that \( \frac{\mu_{1}}{N!} \leq \frac{\mu_{1}}{N!} \). and (b) follows from Chernoff bound in Fact\[\text{\textcopyright}\] and direct computation as shown in proof of Theorem 2 in S-6.1 in [33]. Summing over \( j \) and following proof of Theorem 2 in S-6.1 in [33], we have

\[
\sum_{j=1}^{\infty} \mathbb{E} \left[ \frac{1}{1 - F_{\text{Beta}}^{1} \left( S_{1}(j)^{+} + 1, j - S_{1}(j) + N+1 \right)} - 1 \right]
\]

\[
\leq \frac{1}{1 - y_{1}(t)^{N+1}} \int_{0}^{\infty} \frac{\mu_{1} e^{-j \mu_{1}(y_{1} - \mu_{1})^{2}}}{N!} dj
\]

\[
+ \int_{0}^{\infty} \frac{j \mu_{1} e^{-j \mu_{1}^{2}}}{N!} dj
\]

\[
(\text{a}) \leq \frac{1}{1 - y_{1}(t)^{N+1}} \frac{N!}{N!} \left( (d(y_{1}, \mu_{1}))^{N+1} + \frac{N!}{2^{N+1}} (y_{1} - \mu_{1})^{N+1} \right)
\]

\[
= \frac{1}{1 - y_{1}(t)^{N+1}} \frac{N!}{N!} \left( (d(y_{1}, \mu_{1}))^{N+1} + \frac{N!}{2^{N+1}} (y_{1} - \mu_{1})^{N+1} \right)
\]

\[
\leq \frac{1}{1 - y_{1}(t)^{N+1}} \frac{N!}{N!} \left( (d(y_{1}, \mu_{1}))^{N+1} + \frac{N!}{2^{N+1}} (y_{1} - \mu_{1})^{N+1} \right)
\]
Similarly, denominator of the term in (13) equals
\[
\frac{1}{(1 - y_1)^{N+1}} (d(y_1, \mu_1))^N + \frac{1}{(y_1 - \mu_1)^{N+1}}
\]
where (a) follows from the identity \( \int_0^\infty x^\alpha e^{-x} dx = \frac{\Gamma(\alpha + 1)}{\alpha} \). Summing over the number of agents we have
\[
\sum_{i=1}^N \sum_{t=1}^T \mathbf{1}\{A_i^{(j)}(t) = k, E_k^{(i)}(t) = \bar{E}_k^{(i)}(t)\} \leq \frac{1}{(1 - y_1)^{N+1}} \sum_{i=1}^N (d(y_1, \mu_1))^N + \frac{N}{(y_1 - \mu_1)^{N+1}}.
\]

\[\text{D. Proofs for additional lemmata}\]

**Lemma 7.** At any given time \( t \), for any agent \( j \in [N] \), the local parameter \( \theta_k^{(j)}(t) \) for any arm \( k \in [K] \) is sampled from a posterior distribution which is beta distribution \( \text{Beta} \left( \alpha_k^{(j)}(t), \beta_k^{(j)}(t) \right) \), whose parameters are given by
\[
\alpha_k^{(j)}(t) = \eta \sum_{\tau=1}^{t-1} \sum_{j=1}^N W_{ij}^{t-\tau} y_{r,k}^{(j)} \mathbf{1}\{A^{(j)}_\tau = k\} + 1,
\]
and
\[
\beta_k^{(j)}(t) = \eta \sum_{\tau=1}^{t-1} \sum_{j=1}^N W_{ij}^{t-\tau} (1 - y_{r,k}^{(j)}) \mathbf{1}\{A^{(j)}_\tau = k\} + 1.
\]

In other words, we have
\[
Q_{k,i}^{(j)} = \text{Beta} \left( \alpha_k^{(j)}(t), \beta_k^{(j)}(t) \right), \forall i \in [N], k \in [K].
\]

**Proof:** Let \( \hat{B} \left( \alpha^{(j)}(t), \beta^{(j)}(t) \right) \) denote the beta posterior distribution at agent \( i \) for arm \( k \) before merging with the neighbors posteriors at time \( t \). Let \( f(\theta \mid \alpha, \beta) \) denote the pdf of \( \text{Beta}(\alpha, \beta) \). Let \( B(\alpha, \beta) = \int_0^1 u^{\alpha-1} (1 - u)^{\beta-1} du \) denote the beta function. Recall that posterior merging at agent \( i \) is performed as follows
\[
\exp \sum_{j=1}^N W_{ij} \log f(\theta \mid \hat{\alpha}_k^{(j)}(t), \hat{\beta}_k^{(j)}(t)) \quad \text{and} \quad \exp \sum_{j=1}^N W_{ij} \log f(u \mid \hat{\alpha}_k^{(j)}(t), \hat{\beta}_k^{(j)}(t)) du.
\]

Numberator of the term in (13) can be expanded as follows
\[
\exp \left( \sum_{j=1}^N W_{ij} \log f(\theta \mid \hat{\alpha}_k^{(j)}(t), \hat{\beta}_k^{(j)}(t)) \right)
= \theta \left( \sum_{j=1}^N W_{ij} \hat{\alpha}_k^{(j)}(t-1) \right) (1 - \theta) \left( \sum_{j=1}^N W_{ij} \hat{\beta}_k^{(j)}(t-1) \right) \times \exp \left( \sum_{j=1}^N W_{ij} \log B(\hat{\alpha}_k^{(j)}(t), \hat{\beta}_k^{(j)}(t)) \right).
\]

Similarly, denominator of the term in (13) equals
\[
\int_0^1 \left( \sum_{j=1}^N W_{ij} \hat{\alpha}_k^{(j)}(t-1) \right) (1 - u) \left( \sum_{j=1}^N W_{ij} \hat{\beta}_k^{(j)}(t-1) \right) du 	imes \exp \left( \sum_{j=1}^N W_{ij} \log B(\hat{\alpha}_k^{(j)}(t), \hat{\beta}_k^{(j)}(t)) \right).
\]

Combining equation (14) and (15) we have
\[
\theta \left( \sum_{j=1}^N W_{ij} \hat{\alpha}_k^{(j)}(t-1) \right) (1 - \theta) \left( \sum_{j=1}^N W_{ij} \hat{\beta}_k^{(j)}(t-1) \right) \log(1 - \theta) \times \frac{B \left( \sum_{j=1}^N W_{ij} \hat{\alpha}_k^{(j)}(t), \sum_{j=1}^N W_{ij} \hat{\beta}_k^{(j)}(t) \right)}{B \left( \sum_{j=1}^N W_{ij} \alpha_j^{(j)}(t), \sum_{j=1}^N W_{ij} \beta_j^{(j)}(t) \right)}.
\]

Hence we have
\[
\alpha_k^{(j)}(t) = \sum_{j=1}^N W_{ij} \alpha_k^{(j)}(t),
\]
\[
= \sum_{j=1}^N W_{ij} \alpha_k^{(j)}(t) - 1 + \sum_{j=1}^N \eta W_{ij} Y_{r,k}^{(j)} \mathbf{1}\{A^{(j)}_\tau = k\},
\]
\[
\beta_k^{(j)}(t) = \sum_{j=1}^N W_{ij} \beta_k^{(j)}(t),
\]
\[
= \sum_{j=1}^N W_{ij} \beta_k^{(j)}(t) - 1 + \sum_{j=1}^N \eta W_{ij} (1 - Y_{r,k}^{(j)}) \mathbf{1}\{A^{(j)}_\tau = k\}.
\]

Applying the above equations recursively, we obtain equations (11) and (12).

**Lemma 8.** The parameters of the beta posterior distribution at every agent \( i \in [N] \) can be bounded as follows
\[
\alpha_k^{(i)}(t) \leq \frac{\eta}{N} S_k(t) + 1 + \frac{4\eta \log N}{1 - \sigma_2(W)},
\]
\[
\alpha_k^{(i)}(t) \geq \frac{\eta}{N} S_k(t) + 1 - \frac{4\eta \log N}{1 - \sigma_2(W)},
\]
and
\[
\beta_k^{(i)}(t) \leq \frac{\eta}{N} (n_k(t) - S_k(t)) + 1 + \frac{4\eta \log N}{1 - \sigma_2(W)},
\]
\[
\beta_k^{(i)}(t) \geq \frac{\eta}{N} (n_k(t) - S_k(t)) + 1 - \frac{4\eta \log N}{1 - \sigma_2(W)},
\]
where \( S_k(t) \) denotes the sum of rewards coming from all the pulls done for arm \( k \) by the entire network up to time \( t \) and \( n_k(t) \) denotes the total number of times arm \( k \) was pulled across the network up to time \( t \).

**Proof:**
Consider
\[
\alpha_k^{(i)}(t) = \eta \sum_{\tau=1}^{t-1} \sum_{j=1}^N W_{ij}^{t-\tau} Y_{r,k}^{(j)} \mathbf{1}\{A^{(j)}_\tau = k\} + 1
\]
\[
= \eta \sum_{\tau=1}^{t-1} \sum_{j=1}^N W_{ij}^{t-\tau} \left( 1 - \frac{1}{N} Y_{r,k}^{(j)} \right) \mathbf{1}\{A^{(j)}_\tau = k\}
+ \eta \sum_{\tau=1}^{t-1} \sum_{j=1}^N Y_{r,k}^{(j)} \mathbf{1}\{A^{(j)}_\tau = k\} + 1
\]
\[
\leq \eta \sum_{\tau=1}^{t-1} \sum_{j=1}^N W_{ij}^{t-\tau} \left( 1 - \frac{1}{N} \right)
+ \eta \sum_{\tau=1}^{t-1} \sum_{j=1}^N Y_{r,k}^{(j)} \mathbf{1}\{A^{(j)}_\tau = k\} + 1
\]
\[
\leq \eta \sum_{\tau=1}^{t-1} \sum_{j=1}^N \left( 1 - \frac{1}{N} \right)
+ \eta \sum_{\tau=1}^{t-1} \sum_{j=1}^N Y_{r,k}^{(j)} \mathbf{1}\{A^{(j)}_\tau = k\} + 1
\]
\[
\leq \frac{4\eta \log N}{1 - \sigma_2(W)} + \frac{\eta}{N} S_k(t) + 1
\]
where (a) follows from Lemma [7], (b) follows from fact that rewards are upper bounded by 1, (c) follows from Fact [4]. Rest of the proof follows similarly.

1) Proof of Lemma [2]. First part of the lemma follows by applying Bayes rule. For merging the posterior consider

\[
\sum_{j=1}^{N} W_{ij} \log f(\theta \mid \tilde{\mu}_k^{(j)}(t), (\tilde{\sigma}_k^{(j)}(t))^2) = -\frac{1}{2} \sum_{j=1}^{N} W_{ij} (\theta - \tilde{\mu}_k^{(j)}(t))^2 - \frac{1}{2} \sum_{j=1}^{N} W_{ij} \log 2\pi (\tilde{\sigma}_k^{(j)}(t))^2.
\]

By completing the squares we have

\[
\frac{1}{(\tilde{\sigma}_k^{(j)}(t+1))^2} = \sum_{j=1}^{N} W_{ij} \frac{1}{(\tilde{\sigma}_k^{(j)}(t+1))^2} = \sum_{j=1}^{N} W_{ij} \frac{1}{\tilde{\sigma}_k^{(j)}(t)} + \sum_{j=1}^{N} W_{ij} \eta I\{A_i^{(j)} = k\},
\]

and

\[
\frac{\tilde{\mu}_k^{(j)}(t+1)}{(\tilde{\sigma}_k^{(j)}(t+1))^2} = \sum_{j=1}^{N} W_{ij} \tilde{\mu}_k^{(j)}(t+1) = \sum_{j=1}^{N} W_{ij} \frac{\tilde{\mu}_k^{(j)}(t)}{\tilde{\sigma}_k^{(j)}(t)^2} + \sum_{j=1}^{N} W_{ij} \eta Y_i^{(j)} I\{A_i^{(j)} = k\}.
\]

E. Facts

Fact 1.

\[F_{\alpha, \beta}^{\text{Beta}}(x) = 1 - F_{\alpha + \beta + 1, x}(\alpha - 1),\]

for all positive integers \(\alpha, \beta\).

Fact 2. If \(\alpha_2 < \alpha_1\), then \(F_{\alpha_1, \beta}^{\text{Beta}}(y) < F_{\alpha_2, \beta}^{\text{Beta}}(y)\). If \(\beta_2 < \beta_1\), then \(F_{\alpha, \beta_1}^{\text{Beta}}(y) < F_{\alpha, \beta_2}^{\text{Beta}}(y)\).

Fact 3. Let \(\mu \in [0, 1]\) and for \(n_1, n_2\) large enough and \(n_2 < n_1\). Then,

\[F_{\mu n_2 + 1, (1 - \mu) n_2 + 1}^{\text{Beta}}(y) < F_{\mu n_1 + 1, (1 - \mu) n_1 + 1}^{\text{Beta}}(y),\]

for all \(y > \mu\).

Fact 4 (Lemma 2 in [25]). Given a strongly connected network, the stochastic matrix \(W\) satisfies

\[
\sum_{\tau=1}^{t} \sum_{j=1}^{N} \left| W_{ij}^{t-\tau} - \frac{1}{N} \right| \leq \frac{4 \log N}{1 - \sigma^2(W)}.
\]

Fact 5 (Chernoff-Hoeffding Bound). Let \(X_1, \ldots, X_n\) be independent 0-1 random variables with \(\mathbb{E}[X_i] = p_i\). Let

\[X = \frac{1}{n} \sum_{i=1}^{n} X_i \text{ and } \mathbb{E}[X] = \frac{1}{n} \sum_{i=1}^{n} p_i = \mu.\]

Then, for any \(0 < \epsilon < 1 - \mu\),

\[P(X > \mu + \epsilon) \leq e^{-n d(\mu + \epsilon, \mu)},\]

and for \(0 < \epsilon < \mu\),

\[P(X < \mu - \epsilon) \leq e^{-n d(\mu - \epsilon, \mu)},\]

where \(d(a, b) = a \log \frac{a}{b} + (1 - a) \log \frac{1 - a}{1 - b}\).