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Abstract

This paper is devoted to the problem of error detection with quantum codes. In the first part we examine possible problem settings for quantum error detection. Our goal is to derive a functional that describes the probability of undetected error under natural physical assumptions concerning transmission with error detection with quantum codes. We discuss possible transmission protocols with stabilizer and unrestricted quantum codes. The set of results proved in part I shows that in all the cases considered the average probability of undetected error for a given code is essentially given by one and the same function of its weight enumerators. This enables us to give a consistent definition of the undetected error event. In part II we derive bounds on the probability of undetected error for quantum codes.

In the final section of the paper we examine polynomial invariants of quantum codes and show that Rains's “unitary weight enumerators” [16] are known for classical codes under the name of binomial moments of the distance distribution. As in the classical situation, they provide an alternative expression for the probability of undetected error.

Index Terms — Quantum codes, measurement, undetected error, quantum weight enumerators.

1 Introduction

The possibility of correcting decoherence errors in entangled states was discovered by Shor in [19] and Steane [20]. Since then the theory of quantum codes has been a topic of intense study. Error processes in the depolarizing channel are characterized in [11] where it was shown that one can restrict attention to error operators given by Kronecker products of Pauli matrices. This opened the possibility of finding parallels between the theory of classical error correcting codes and their quantum counterparts.

This theory has developed simultaneously in different, often not very related directions. Mathematically one of the most interesting works on quantum codes is the paper by Calderbank et al. [5], where the authors introduce a class of so-called stabilizer quantum codes
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(independently found in \[7\]), and discovered a beautiful geometric and group-theoretic connection that shows that such codes can be studied using the well-developed theory of classical codes over $GF(4)$. Stabilizer codes share some of the properties of classical linear codes.

One of the most important concepts in classical coding theory is the notion of decoding, decoding error, and the probability of this event for a given (random) error process in the channel. In the quantum case a similar theory still awaits construction; even defining decoding does not seem an easy problem. In the classical coding theory the simplest known decoding algorithm is testing the received vector for containment in the code; if the test fails, the decoder detects an error. Clearly, the error will not be detected if the sum of the transmitted vector and the error is itself a code vector.

The focus of our paper is error detection by quantum stabilizer and nonstabilizer codes. To give an analogy, let us recall the definition of error detection for classical codes. Let $D$ be a code of length $n$ over an alphabet of $q$ elements and $B_i$, $0 \leq i \leq n$, its Hamming distance distribution given by $B_i = \frac{1}{|D|} \sum_{c' \in D} |\{c \in D \mid \text{dist}(c, c') = i\}|$. Suppose that $D$ is used for transmission over a $q$-ary memoryless symmetric channel in which each symbol is unchanged with probability $1 - p$ and replaced by another symbol with one and the same probability $\frac{p}{q - 1}$. Let $c \in D$ be a vector sent over the channel. The decoder tests the received vector $y$ for containment in the code; if the test fails, it detects an error. Thus, the only case when the error is not detected occurs when the received vector $y \in D \setminus c$. The probability to receive a vector $y$ if the sent vector is $c$ equals $P(y|c) = \left(\frac{p}{q - 1}\right)^{\text{dist}(y,c)} (1 - p)^{n - \text{dist}(y,c)}$. Then the probability of undetected error for the code $D$ equals

$$P_{ue}(D, p) = \frac{1}{|D|} \sum_{c \in D} \sum_{y \in D \setminus c} P(y|c) = \frac{1}{|D|} \sum_{c \in D} \sum_{y \in D \setminus c} \left(\frac{p}{q - 1}\right)^{\text{dist}(y,c)} (1 - p)^{n - \text{dist}(y,c)}$$

$$= \sum_{i=1}^{n} B_i \left(\frac{p}{q - 1}\right)^i (1 - p)^{n - i}. \quad (1)$$

The theory of error detection for classical codes is surveyed in \[9\].

Observe that this (classical) concept consists of two parts, the definition of the error event and a way, (1), to compute its probability. In the quantum case both parts are not nearly as obvious. One can consider error detection with stabilizer codes; this produces a definition similar to the above one. It is not difficult to show that the probability of undetected error in this case can be computed via the weight enumerators of quantum codes in a way analogous to (1). This definition can be generalized in two different ways. First, it is desirable to extend it to cover all quantum codes; second and more importantly, from the physical point of view if the angle between the received vector and the transmitted vector is very small, it is natural to assume that no error has occurred since the measurement of the state of the system produces almost the same state as the transmitted one. On the other hand, if the received vector is a valid code point but is orthogonal to the transmitted one, then with probability one the error is not detected. Hence it is natural to define the undetected error event as the average probability that the state received from the channel is orthogonal to the transmitted one.

A further generalization, which is physically perhaps the most important, involves transmission of completely entangled states and studying the probability of preserving the original entanglement.
The goal of our paper in the first part is to prove that in all the situations mentioned, one can introduce a consistent definition of the undetected error event, and that the actual functional on the quantum code accounting for this event is essentially the same. This enables us in the second part to prove that there exist quantum codes with exponentially falling probability of undetected error and to derive bounds on this exponent.

The first part of the paper is organized as follows. In Section 2 we recall some notions of the theory of quantum codes, most importantly, the weight enumerators. In Section 3 we define and compute the probability of undetected error for stabilizer and unrestricted codes. The answers differ by a constant factor; hence their dependence on the code is the same in both cases. In Section 4 we study the event of undetected error in the case of completely entangled states and again arrive to the same functional as in the previous sections. Section 5 is devoted to the study of polynomial invariants of quantum codes. We show that “unitary weight enumerators” of [14] are known in classical coding theory under the name of binomial moments of the distance distribution. They were introduced by MacWilliams in [12]. They were studied extensively in [1] (see also related works referenced there), partly because they are convenient for bounding below the probability of undetected error.

2 Quantum Error Correcting Codes

In this section we review basic facts of the theory of quantum codes relevant to our study, focusing on the error process in the depolarizing channel and weight enumerators of codes.

We begin by setting up basic linear-algebraic notation and reminding the reader of elementary quantum-mechanical operations performed on state vectors. General sources for the relevant aspects of quantum theory are books [8], [13]; a treatment that highlights the context of information transmission is given in [15]. Below by bold letters \( \mathbf{v}, \mathbf{w}, \ldots \) we denote complex column vectors. For a given vector \( \mathbf{v} \) we denote by \( \mathbf{v}^* \) its conjugate transpose. Let \( \mathcal{H}_n = \mathbb{C}^{2^n} \) denote the complex \( 2^n \)-dimensional space. Let us fix an orthonormal basis in this space; denote it by \( \mathbf{v}_1, \ldots, \mathbf{v}_{2^n} \). Observe that once the basis is fixed, a basis vector can be referred to by its number, \( i \). This is employed when the states and operations are written in the Dirac notation, used in much of the physics literature on quantum codes. The correspondence is established as follows:

\[ \mathbf{v}_i \leftrightarrow |i\rangle, \quad \mathbf{v}_i^* \leftrightarrow \langle i|, \quad \mathbf{v}_i^* B \mathbf{v}_i \leftrightarrow \langle i| B |i\rangle, \]

where \( B \) is a \( 2^n \times 2^n \) matrix. This correspondence is discussed from the physical perspective in [13]; mathematically oriented readers might enjoy the discussion in [10].

Let \( V \) and \( W \) be two subspaces of \( \mathcal{H}_n \) and \( A \) and \( B \) be linear operators on \( V \) and \( W \), respectively. Consider the linear operator \( C = A \otimes B \) on \( V \otimes W \). Let \( \{\mathbf{v}_1, \mathbf{v}_2, \ldots\} \) be an orthonormal basis of \( V \) and \( \{\mathbf{w}_1, \mathbf{w}_2, \ldots\} \) an orthonormal basis of \( W \). The partial trace of \( C \) over \( V \) by definition equals

\[ \text{Tr}_V(C) := \text{Tr}(A)B = \sum_i (\mathbf{v}_i^* A \mathbf{v}_i)B. \]

Here \( \text{Tr}(A) = \text{Tr}_V(A) = \sum_i (\mathbf{v}_i^* A \mathbf{v}_i) \) is the trace of \( A \). Similarly, one can define the partial trace over \( W \) as follows:

\[ \text{Tr}_W(C) := A \text{Tr}(B) = \sum_i A(\mathbf{w}_i^* B \mathbf{w}_i), \]
Obviously,
\[ \text{Tr}_{V \otimes W}(C) = \text{Tr}_V(\text{Tr}_W(C)). \tag{2} \]

Any linear operator \( C \) on \( V \otimes W \) can be written in the form
\[ C = \sum_j A_j \otimes B_j, \]
where \( A_j \) and \( B_j \) are operators on \( V \) and \( W \), respectively. This representation is generally not unique. However, it is not difficult to check that the partial trace
\[ \text{Tr}_V(C) = \sum_j \text{Tr}(A_j)B_j, \quad \text{Tr}_W = \sum_j A_j \text{Tr}(B_j). \tag{3} \]
is a well-defined function. (In fact, it is possible to give an invariant definition of the trace \[14, \text{p.130}]\.)

Let us proceed to the definition of quantum codes and operations. A \textit{qubit} is a two dimensional Hilbert space. A state (more precisely, a pure state) of a qubit is a unit vector \( \mathbf{v} \) in the Hilbert space \( \mathbb{C}^2 \). Physically, a qubit occurs as a spin one-half particle, for example. Qubits are combined to form larger systems by taking the tensor products of the Hilbert spaces. The state of \( n \) qubits is therefore described by a unit vector in \((\mathbb{C}^2)^{\otimes n}\) (\(n\)th tensor power). A \textit{quantum code} \( Q \) is a linear subspace of \( \mathcal{H}_n \). We denote a code of dimension \( K \) by \( Q((n, K)) \).

\textit{Remark.} There is a subtle point about this definition. Namely, although \( Q \) is a linear subspace, proportional vectors account for one and the same state, so in effect we only deal with vectors of unit norm. (Below we write \( \mathbf{u} \propto \mathbf{v} \) to indicate that the vectors \( \mathbf{u} \) and \( \mathbf{v} \) are collinear.) Therefore, \( Q \) can be thought of as the projective space \( \mathbb{P}\mathbb{C}^{K-1} \). However, defining \( Q \) in this way poses problems for tensoring it with other subspaces (systems). Therefore, we prefer the definition given above. On the other hand, averaging over the code, we integrate only over the vectors in \( Q \) of unit norm. This convention, adopted with some abuse of notation, is valid for the entire paper.

The number \( R_Q = \frac{\log_2 K}{n} \) is called the \textit{rate} of \( Q \). A code vector (a state of \( n \) qubits) “sent” over a quantum channel is subjected to an error process that can alter the amplitude and/or the phase of some of the qubits. At the receiving end the decoder attempts to recover the state sent. The decoder is a quantum computing device; so it can perform only unitary rotations and measurements. Let us proceed to describing them in more detail.

Let \( \mathbf{v} \in \mathcal{H}_n, ||\mathbf{v}|| = 1 \). A \textit{unitary rotation} \( U \) of the state \( \mathbf{v} \in \mathcal{H}_n \) produces a state \( U\mathbf{v} \). A \textit{measurement} of \( \mathbf{v} \) is a probabilistic operation performed with respect to a set of projections \( P_1, P_2, \ldots, P_t \) that satisfy the properties
\[
P_iP_j = \delta_{ij}P_i, \quad P_1 + P_2 + \ldots + P_t = \text{id}.
\]
Measuring \( \mathbf{v} \) with respect to \( P_1, P_2, \ldots, P_t \) results in projecting it by one of the operators \( P_i, 1 \leq i \leq t \). The resulting state has the form
\[
\frac{P_i\mathbf{v}}{\sqrt{\mathbf{v}^*P_i\mathbf{v}}}, \tag{4}
\]
for some $i$. The probability for the $i$th projection is $v^* P_i v$. Upon performing the measurement we obtain the state $|i\rangle$ and observe the number $i$.

Suppose a code vector $v \in Q$ is sent through the depolarizing channel. The outcome of the transmission can be written as $Ev$, where the error operator $E$ has the form

$$E = \tau_1 \otimes \tau_2 \otimes \ldots \otimes \tau_n,$$

(5)

and each $\tau_i$ is either $I_2$ or one of the following (Pauli) matrices:

$$\sigma_x = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad \sigma_z = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}, \quad \sigma_y = \begin{bmatrix} 0 & -i \\ i & 0 \end{bmatrix}.$$

(6)

The weight of the error $E$ is the number of nonidentity matrices in the expansion (5). Matrices of the form (5) either commute or anticommute:

$$E_1 E_2 = \pm E_2 E_1.$$

The choice of the sign is determined by either geometric or algebraic considerations; see (13) below. Note also that error operators are “trace-orthogonal”:

$$\text{Tr}(E_i E_j) = 2^n \delta_{ij}$$

(7)

Throughout the paper we assume that the channel is symmetric, i.e., the probability

$$\text{Pr}(\tau_i) = \begin{cases} 1 - p, & \tau_i = I_2 \\ \frac{p}{3}, & \tau_i \in \{\sigma_x, \sigma_y, \sigma_z\}, \end{cases}$$

where $0 \leq p \leq 3/4$. Different qubits are subjected to the error process independently. Therefore we have

$$\text{Pr}(E) = \left(\frac{p}{3}\right)^{\text{wt}(E)} (1 - p)^{n - \text{wt}(E)}.$$

(8)

Similarly to classical codes one can introduce the weight enumerator $B(y) = \sum_{i=0}^{n} B_i y^i$ of a quantum ($(n, K)$) code [18]. By definition,

$$B_i := \frac{1}{K^2} \sum_{\text{wt}(E) = i} \text{Tr}^2(EP).$$

(9)

Here $P$ is the orthogonal projection on $Q$. Another weight enumerator associated with $Q$ [18] is given by $B_i^\perp(y) = \sum_{i=0}^{n} B_i^\perp y^i$, where

$$B_i^\perp := \frac{1}{K} \sum_{\text{wt}(E) = i} \text{Tr}(EPEP).$$

(10)

Some reflection shows that both $B_i$ and $B_i^\perp$ are real. Indeed, by (6) error operators $E$ are Hermitian. Of course, $P$ is also Hermitian, and so is $PPEP$. Eigenvalues of Hermitian operators are real; therefore, both $\text{Tr}(EP)$ and $\text{Tr}(EPEP)$ are real.

The following two theorems account for the role of the weight enumerators in the theory of quantum codes.
Theorem 1
\[ B(y) = \frac{1}{2^n K} B(1 + 3y, 1 - y) \] (11)

Theorem 2
Let \( Q \) be a quantum code with weight distributions \( B_i \) and \( B_i^\perp \). Then

i) \( B_0 = B_0^\perp = 1 \) and \( B_i^\perp \geq B_i \geq 0 \) (1 \( \leq \) i \( \leq \) n)

ii) the minimum distance of \( Q \) equals \( t + 1 \), where \( t \) is the largest integer such that \( B_i = B_i^\perp, 0 \leq i \leq t \).

These theorems are readily seen to be analogous to the MacWilliams transform and surrounding results in classical coding theory. A particular case of classical codes is formed by additive (or group) codes [6, p. 84]. An additive code \( C \) is a subgroup of the additive group \( \mathbb{Z}_q \). For such codes it is possible to define a dual code \( C^\perp \), and the Hamming weight enumerators of \( C \) and \( C^\perp \) are connected by the MacWilliams equation (11). A similar concept, stabilizer codes, was introduced in quantum coding theory in [4], [7].

To define stabilizer codes, let us provide more details on error operators (5). A natural framework to study them is that of orthogonal geometry and the theory of finite groups [3]. Matrices of the form \( \alpha E \), where \( \alpha^2 = \pm 1 \) and \( E \) is given by (5), form a group, say \( E_n \), isomorphic to an extraspecial 2-group of order \( 2^{2n+2} \) [3]. Its center is \( \mathbb{Z} = \{ \pm I_{2^n}, \pm iI_{2^n} \} \). Let \( \bar{E}_n = E_n / \mathbb{Z} \) be the quotient group, formed by matrices of the form (5) with constant factors disregarded. In what follows an error operator \( E \) can be either from \( \mathcal{E}_n \) or \( \bar{\mathcal{E}}_n \). If \( E \in \bar{\mathcal{E}}_n \) then we will assume that \( E \) is of the form (5), that is we take \( E \) as a coset representative.

Definition. A quantum code \( Q \) is called a stabilizer code if there exists an Abelian subgroup \( S \) of the group \( E_n \) such that \( Q \) is an eigenspace of \( S \) with eigenvalue 1. In other words, a code \( Q \) is a stabilizer code if
\[ Q = \{ \mathbf{v} \in H_n \mid \forall E \in S \ E \mathbf{v} = \mathbf{v} \}. \]

If the order of \( S \) is \( 2^{n-k} \), then \( \dim(Q) = 2^k \) [3], [6], and so the dimension of a stabilizer code always equals an integer power of 2. A stabilizer code of length \( n \) and dimension \( 2^k \) is denoted by \( Q[n,k] \).

Let \( F := GF(4) = \{ 0, 1, \omega, \omega^2 \} \). In the remaining part of this section we explain a way to associate to a quantum stabilizer code two additive codes \( C \) and \( C^\perp \) over \( F \) in such a manner that \( B(x,y) \) and \( B^\perp(x,y) \) are their respective weight enumerators. This connection is the main discovery of [3]. It is also of key importance for both parts of our study.

We begin by establishing a bijection \( \phi \) between the set of matrices \( \{ I_2, \sigma_x, \sigma_z, \sigma_y \} \) and the elements of \( F \) as follows:
\[ \phi(I_2) = 0, \quad \phi(\sigma_x) = 1, \quad \phi(\sigma_z) = \omega, \quad \phi(\sigma_y) = \omega^2, \]
where \( \omega \) is a primitive element of \( F \). This bijection naturally extends to a bijection \( \phi_n \) between \( \mathcal{E}_n \) and \( F^n \) and defines a mapping \( \phi_n : \mathcal{E}_n \to F^n \) as a composition of \( \phi_n \) and the factorization.
mapping. For $a \in F$ let $\bar{a}$ be its conjugate under the action of the Galois group. In particular, this action transposes $\omega$ and $\bar{\omega} = \omega^2$. Let $\ast$ be the inner product in $F^n$ defined by

$$u \ast v = \text{tr}\left( \sum_i v_i \bar{u}_i \right) = \sum_i (v_i \bar{u}_i^2 + v_i^2 \bar{u}_i),$$

(12)

where $\text{tr}(x) := x + x^2$ is the trace from $F$ to $GF(2)$. Key properties of error operators from $E_n$ in this context are the following [4], [5]:

$$E_1 E_2 = \begin{cases} E_2 E_1 & e_1 \ast e_2 = 0, \\ -E_2 E_1 & e_1 \ast e_2 \neq 0 \end{cases}$$

(13)

where $e_i = \phi_n(E_i)$, and

$$E_1 E_2 = E_3 \Rightarrow e_1 + e_2 = e_3.$$

Thus, $\bar{\phi}_n$ establishes a group isomorphism between $\bar{E}_n$ and the additive group of $F^n$; so $\bar{E}_n$ is elementary Abelian of order $2^{2n}$, and $\phi_n$ is a homomorphism. Another useful property of error operators is

$$\text{Tr}(E_1 E_2 E_1 E_2) = (-1)^{e_1 \ast e_2} \text{Tr}(E_1 E_2 E_2 E_1) = (-1)^{e_1 \ast e_2} 2^n.$$  

(14)

Now let $S < E_n$ be a subgroup. Let

$$C := \{ c \in F^n \mid c = \phi_n(E) \text{ for some } E \in S \}.$$

Obviously, $C$ is an additive subgroup in the group $F^n$. Let

$$C^\perp = \{ c \in F^n \mid \forall c' \in C \: c \ast c' = 0 \}.\,$$

Letting $c$ range over the entire $C^\perp$ defines a subgroup $\bar{S}^\perp = \{ \bar{\phi}_n^{-1}(c) \} < \bar{E}_n$. By definitions of $C, C^\perp,$ and (13) we see that any matrices $E \in S, E' \in S^\perp$ commute. Note also that $S$ is Abelian; by (13) this implies that $c' \ast c'' = 0$ for any vectors $c', c'' \in C$; hence

$$C \subseteq C^\perp$$

and therefore, $S < S^\perp$ and $\bar{S} < \bar{S}^\perp$.

The following theorem completes our task.

**Theorem 3** [17] Let $Q$ be a stabilizer code, $B(x, y)$ and $B^\perp(x, y)$ its weight enumerators, and let $C$ and $C^\perp$ be the codes over $F^n$ defined above. Then the Hamming weight enumerator of $C$ (resp., $C^\perp$) is $B(x, y)$ ($B^\perp(x, y)$).

The proof relies on the following lemma whose short proof we include for completeness.

**Lemma 4** [17] The orthogonal projection $P$ on $Q$ can be written in the following form:

$$P = \frac{1}{2^{n-k}} \sum_{E \in S} E.$$  

(15)
A linear operator is a projection if and only if it is idempotent. A projection is orthogonal if and only if it is self-adjoint. Self-adjointness of $P$ follows from (6) and (5). $P$ is also idempotent.

$$P^2 = \left(\frac{1}{2^{n-k}}\right)^2 \sum_{E' \in S} E' \sum_{E \in S} E = \left(\frac{1}{2^{n-k}}\right)^2 \sum_{E \in S} 2^{n-k}E = P.$$ Let us compute the dimension of the space $\{Pv \mid v \in H\}$. From (5) we see that $\text{Tr}(E) = 0$ unless $E = I_{2^n}$. Hence $\text{Tr}(P) = 2^k = \dim Q$. Finally, for any $v \in Q$ we have $E\!v = v$ by definition of $Q$; hence also $Pv = v$. □

The proof of Theorem (3) is now accomplished by invoking (14) and (7).

3 Quantum undetected error

In this section we study error detection with quantum codes used over the depolarizing channel. We examine a number of possible definitions of undetected error and establish their equivalence.

For a quantum code $Q$ we denote by $Q^\perp$ its orthogonal code under the standard Hermitian inner product on $\mathcal{H}_n$. The orthogonal projection on $Q^\perp$ is denoted by $P^\perp$.

Let us first describe the quantum error detection protocol. The transmitted vector $v \in Q$ is corrupted in the channel by the action of an error operator $E \in \bar{E}_n$. The received vector has the form $w = E\!v$. In order to detect the error we perform the measurement of $w$ with respect to the projections $(P, P^\perp)$. If the result of this measurement is contained $Q^\perp$ we detect an error. Otherwise we assume that there is no error and that the code vector $Pw$ was transmitted.

A. stabilizer codes Let us begin with the easier case of stabilizer codes. Suppose $S$ is a stabilizer group of a code $Q$. Below by $C$ we denote the code obtained by evaluating $\phi_n(E)$ on all $E \in S$.

Let $E \in \bar{E}_n$ and $v \in Q$. Suppose $z$ is a result of the measurement of $w = E\!v$ with respect to the system $(P, P^\perp)$. Let us introduce the indicator function $\delta(E, v)$ as follows:

$$\delta(E, v) = \begin{cases} 1 & z \in Q \text{ and } z \not\propto v \\ 0 & \text{otherwise.} \end{cases}$$

Note that if $w \in Q$ then measuring it with respect to the system $(P, P^\perp)$ with probability 1 we obtain a code vector. As shown below, for stabilizer codes the vector $w$ is contained either in $Q$ or in $Q^\perp$; hence in this case $\delta$ is deterministic.

Definition. Let $Q$ be a stabilizer code. Its probability of undetected error in a depolarizing channel with error probability $p$ is defined as

$$P_{\text{ue}}^{(s)}(Q, p) = \sum_{E \in \bar{E}_n} \Pr(E) \int_{v \in Q} \delta(E, v) d\nu(v),$$

where $\nu(\cdot)$ is the normalized uniform measure on $Q$.

To compute the probability of undetected error let us first specify the error event, i.e., examine the case $\delta(E, v) = 1$ in more detail. Consider a possible effect of error operators
on vectors from $Q$. For an error operator $E$ let $e = \tilde{\phi}_n(E)$. There are the following three possibilities.

1) If $E \in \tilde{S}$ then $Ev \propto v$ for any $v \in Q$; so this error has no effect on the transmission.

2) Let $E \notin \tilde{S}$. This means that $e \notin C^\perp$ and so $e * e' \neq 0$ for some $e' \in C$. Hence $EE' = -E'E$ and $E'E_v = -EE_v = -Ev$. Thus $Ev$ is contained in the eigenspace of $E'$ with eigenvalue $-1$. Since $E$ is a Hermitian operator, its eigenspaces are pairwise orthogonal. Thus

$$w^*Ev = 0$$

for any $w \in Q$. In other words $w \in Q^\perp$, and making measurement with respect to $(P, P^\perp)$ we will detect the presence of error with probability 1.

3) Now let $E \in \tilde{S}^\perp \setminus \tilde{S}$, i.e., $e \in C^\perp \setminus C$. Then $e * e' = 0$ for all $e' \in C$. Hence by (13) $EE' = E'E$ for all $E' \in S$, and so $E'E_v = EE_v$. Hence $Ev$ is an eigenvector of $E'$ with eigenvalue 1 and therefore $Ev \in Q$. However, $E \notin \tilde{S}$; so $Ev \not\propto v$ for some $v \in Q$. Thus, $E$ acts on $Q$ by rotation, possibly with some invariant directions.

Note that in contrast with classical linear codes there are errors whose detection depends on the transmitted vector.

The above information enables us to compute the probability of undetected error.

**Proposition 5**

$$P_{ue}^{(s)}(Q, p) = \sum_{E \in S^\perp \setminus \tilde{S}} \Pr(E)$$

(17)

$$= \sum_{i=0}^{n} \left( B_i - B_i \right) \left( \frac{p}{3} \right)^i (1 - p)^{n-i}$$

(18)

**Proof.** The proof follows the standard proof of (1), relying upon (8) and the definition of the weight distributions $\{B_i\}$ and $\{B_i^\perp\}$.

Suppose $E \in \tilde{S}^\perp \setminus \tilde{S}$ and $e = \tilde{\phi}_n(E)$. Let

$$\tilde{Q}(E) := \{ v \in Q \mid Ev = v \}$$

Let us construct the code $C_e$ by adjoining $e$ to the basis of $C$. Since $e * e = 0$ for any $e \in C^{2n}$, the new code is self-orthogonal. Hence we can construct an $[n, k - 1]$ quantum stabilizer code $Q(E)$ associated with $C_e$. Obviously $Q(E) \subset Q$ and any $v \in Q(E)$ is stabilized by $E$. It also follows from the definition of stabilizer codes that all vectors of $C^{2n}$ stabilized by both $S$ and $E$ belong to $Q(E)$. Hence $\tilde{Q}(E) = Q(E)$. Therefore, the size of $\tilde{Q}(E)$ does not depend on $E$, and for every $E$ the set $\tilde{Q}(E)$ is a $K - 1$-dimensional subspace. Therefore $\nu(\tilde{Q}(E)) = 0$. This implies our claim since

$$P_{ue}^{(n)}(Q, p) = \sum_{E} \Pr(E) \int_{v \in Q} \delta(E, v) d\nu(v)$$

$$= \sum_{E \in S^\perp \setminus \tilde{S}} \Pr(E) \nu(Q \setminus \tilde{Q}(E)) = \sum_{E \in S^\perp \setminus \tilde{S}} \Pr(E) \nu(Q)$$

$$= \sum_{E \in S^\perp \setminus \tilde{S}} \Pr(E).$$
This proves (17). To prove the final part, note that \( |\{E : \text{wt}(E) = i, E \in \bar{S} \setminus \bar{S}\}| = B_i - B_i \).

This proposition shows that if, speaking loosely, we assume that the error \( E \) is not detectable whenever \( E \in \bar{S} \setminus \bar{S} \), ignoring vectors from \( \hat{Q} \), the probability of undetected error will be still given by (17)-(18). This might motivate another definition of undetected error for stabilizer codes, namely, assuming the uniform distribution on \( Q \), let us call an error \( E \) undetectable if \( E \in \bar{S} \setminus \bar{S} \).

**B. NONSTABILIZER CODES.** In this part we consider a more general situation of \( Q \) an arbitrary quantum code. Moreover, we take a viewpoint more natural in the physical perspective, namely if a "received" vector is close to the transmitted vector then we assume that little error has occurred despite the fact that formally they are not equal. This assumption is justified since a physical measurement in this case will not exhibit any difference between the transmitted and the received vectors.

More specifically, let \( v \in Q \) and \( w = E v \) for some error operator \( E \). If as a result of the measurement with respect to \( (P, P^\perp) \), \( w \) is projected on \( Q^\perp \), the error is detected. Let us examine more closely the situation of \( w \) projected on \( Q \). Let

\[
z = \frac{Pw}{\sqrt{w^*Pw}} = \frac{PEv}{\sqrt{v^*EPEv}}
\]

be this projection, which occurs with probability \( v^*EPEv \). A natural proximity measure of \( z \) and \( v \) is the absolute value of the angle \( \angle(z, v) \) between them. If \( z \) is sufficiently close to \( v \), we assume that no error has occurred. By way of thought experiment suppose that for a given code vector \( v \) we measure \( z \) with respect to the system \( (vv^*, P - vv^*) \). Denote the result of this measurement by \( y_z \). In other words, we represent \( Q \) as a direct sum of \( v \) and a \( K - 1 \)-dimensional orthogonal subspace \( Q_v \) and create a pair of projections, on the line given by \( v \) and on \( Q_v \). The probability that after this measurement \( z \in Q \) projects on \( v \) equals \( z^*vv^*z = \cos^2\angle(z, v) \); the probability of the complementary event is \( z^*(P - vv^*)z \). In the former case we assume that the error has no effect on transmission; in the latter that the error is undetectable.

The overall probability that if \( v \in Q \) is subjected to an error operator \( E \), then \( y_z \) is a code vector orthogonal to \( v \) equals \( ||(I - vv^*)PEv||^2 \). Indeed, it equals

\[
\Pr\{z \in Q\} \Pr\{y_z \bot v | z \in Q\} = (v^*EPEv)(z^*(P - vv^*)z)
\]

\[
\begin{align*}
& \overset{(a)}{=} v^*EP(I_{2^n} - vv^*)PEv \\
& \overset{(b)}{=} v^*EP(I_{2^n} - vv^*)(I_{2^n} - vv^*)PEv \\
& = ||(I - vv^*)PEv||^2,
\end{align*}
\]

where (a) follows upon substituting \( z \) from (19) and recalling that \( P \) is a projection on \( Q \) and (b) uses the fact that \( I_{2^n} - vv^* \) is a projection. Concluding, we arrive at the following general definition of the probability of undetected error.
Definition. Let $Q$ be a quantum code used over a depolarizing channel with error probability $p$. Then

$$P_{ue}(n, p) = \sum_E \Pr(E) \int_{v \in Q} \|(I - vv^*)PEv\|^2 d\nu(v),$$

(20)

where $\nu$ is a normalized uniform measure on $Q$.

This definition is more general than the one given for stabilizer codes.

The main result that we prove regarding $P_{ue}(n, p)$ is given in the following theorem, which shows that $P_{ue}(n, p)$ differs from $P_{ue}(s, p)$ only by a constant factor.

**Theorem 6** Let $Q$ be an $((n, K))$ quantum code with weight distributions $B_i$ and $B_{\perp}^i$, $0 \leq i \leq n$. Then

$$P_{ue}(n, p) = \frac{K}{K+1} \sum_{i=0}^{n} (B_{i} - B_i)(\frac{p}{3})^i (1-p)^{n-i}.$$  

(21)

**Proof.** The proof is accomplished by computing the integral in (20). It is clear that

$$\int_{v \in Q} \|(I - vv^*)PEv\|^2 d\nu(v) = \int_{v \in Q} v^*EP(I - vv^*)(I - vv^*)PEvd\nu(v) = \int_{v \in Q} v^*EPEv d\nu(v) - \int_{v \in Q} (v^* EPv)(v^* PEv) d\nu(v).$$  

(22)

To compute the integrals in (22) we need the following lemmas proved in the appendix.

**Lemma 7** Let $Q$ be an $(n, K)$ quantum code. Let $P$ be the orthogonal projection on $Q$, and let $\mu(v)$ be the normalized uniform measure on $Q$. Then

$$\int_{v \in Q} vv^* d\mu(v) = \frac{P}{K}$$

**Lemma 8**

$$\int_{v \in Q} vv^* \otimes vv^* d\mu(v) = \frac{1}{K(K+1)} \left( \sum_{i,j} v_i v_i^* \otimes v_j v_j^* + v_i v_j^* \otimes v_j v_i^* \right)$$  

(23)

Using these lemmas, let us compute the integrals in (22). By Lemma 7, we have for the first term

$$\int_{v \in Q} v^* EPEv d\mu(v) \overset{(a)}{=} \int_{v \in Q} \text{Tr}(EPEvv^*) d\mu(v) = \text{Tr}(EPE \int_{v \in Q} vv^* d\mu(v)) = \frac{1}{K} \text{Tr}(EPEP),$$  

(24)
where \((a)\) is obtained by replacing a scalar by its trace.

Let us compute the second term in \((22)\). The code \(Q\) is a \(K\)-dimensional linear space; so it is isomorphic to the complex space \(\mathbb{C}^K\). The following calculations are simplified by performing them on \(\mathbb{C}^K\) instead of \(Q\).

Note that for any operators

\[
\text{Tr}(ABC) = \text{Tr}(BCA).
\]

Therefore, we can rewrite our integral as

\[
\int_{v \in \mathbb{C}^K} v^* E P v v^* P E v d\mu(v) = \int_{v \in \mathbb{C}^K} \text{Tr}(E P v v^* P E v v^*) d\mu(v).
\]

Let \(L_n\) be the space of linear operators on \(\mathcal{H}_n\). Consider the bilinear functional

\[
\Phi_1 : L_n \times L_n \rightarrow \mathbb{C},
\]

\[
(A, B) \mapsto \text{Tr}(C A C^* B).
\]

By the definition of the tensor product \([10]\), there exists a (universal) bilinear map \(t : L_n \times L_n \rightarrow L_n \otimes L_n\) such that \(\Phi_1 = \Phi_2 \circ t\), where \(\Phi_2\) is a linear functional defined by

\[
\Phi_2 : L_n \otimes L_n \rightarrow \mathcal{H}_n
\]

\[
A \otimes B \mapsto \text{Tr}(C A C^* B).
\]

Now we have

\[
\int_{v \in \mathbb{C}^K} v^* E P v v^* P E v d\mu(v) = \Phi_2(\int_{v \in \mathbb{C}^K} v v^* \otimes v v^* d\mu(v))
\]

\[
= \frac{1}{K(K+1)} \Phi_2\left( \sum_{i,j=1}^{K} v_i v_i^* \otimes v_j v_j^* + v_i v_j^* \otimes v_j v_i^* \right)
\]

\[
= \frac{1}{K(K+1)} \left[ \sum_i \text{Tr}(E P v_i v_i^* P E v_j v_j^*) + \sum_{i,j} \text{Tr}(E P v_i v_j^* P E v_j v_i^*) \right]
\]

\[
= \frac{1}{K(K+1)} \left[ \sum_i \text{Tr}(E P v_i v_i^* P E P) + \sum_{i,j} \text{Tr}(v_i v_j^* E P v_i) \text{Tr}(v_j v_i^* P E v_j) \right]
\]

\[
= \frac{1}{K(K+1)} \left[ \text{Tr}(P E P E P \sum_i v_i v_i^*) + \text{Tr}(E P \sum_i v_i v_i^*) \text{Tr}(P E \sum_j v_j v_j^*) \right]
\]

\[
= \frac{1}{K(K+1)} \left[ \text{Tr}(PEPE) + \text{Tr}(E P)^2 \right]
\]

(27)

Here \((a)\) follows by \((26)\) and the definition of \(\Phi_2\), \((b)\) holds true by linearity of \(\Phi_2\), \((c)\) follows by Lemma \(8\), \((d)\) is by definition of \(\Phi_2\), \((e)\) uses the fact that \(P = \sum_i v_i v_i^*\), \((f)\) uses \((25)\) and the additivity of trace, and \((g)\) follows by \((23)\) and the fact that \(P\) is idempotent.

Substitution of \((24)\) and \((27)\) in \((22)\) gives

\[
\int_{v \in Q} \| (I - v v^*) P E v \|^2 d\nu(v) = \frac{K}{K+1} \left[ \frac{1}{K} \text{Tr}(E P E P) - \frac{1}{K^2} \text{Tr}(E P)^2 \right];
\]

by \((9)-(10)\) this proves the theorem. \(\square\)
4 Composite systems

In this section we study the most general problem setting for quantum error detection. The general idea is to take into account not only the error process but also the relationship of the current code vector with states of other quantum systems. More specifically, the qubits of the current vector can be entangled with other qubits that may not even take part in the transmission. We would like to study error detection that takes into account not only the error process but also this entanglement. The overall goal is to evaluate how well the original entanglement is preserved under the action of errors. Somewhat surprisingly, though this definition of undetected error is more broad, the actual functional is again the same as studied above.

This problem has no direct analogy in classical information transmission where typically one can study the effect of the error process on the transmitted vector without considering the influence on it of other parts of the message.

Let $Q$ be a quantum code that is a part of a combined system $QR = Q \otimes R$, where $R$ is another $K$-dimensional subspace. A generic element of $QR$ can be written as $\sum_{i=1}^{K} v_i \otimes w_i$, where $v_i$ and $w_i$ are basis vectors of space $Q$ and $R$ respectively. Upon normalization we obtain a completely entangled state of the composite system,

$$b_{QR} = \frac{1}{\sqrt{K}} \sum_{i=1}^{K} v_i \otimes w_i.$$  

Let us assume that we transmit or store in quantum memory only qubits of $Q$. These qubits are subjected to the error process described above; so qubits of $R$ remain error-free. The “received” state has the form

$$\hat{b}_{QR} = \frac{1}{\sqrt{K}} \sum_{i=1}^{K} (E_Q \otimes I_R) v_i \otimes w_i,$$

where $E_Q$ is an error operator on $Q$ and $I_R$ is the identity operator on $R$. At the “receiving end” we again apply the same decoding, namely, measure the state with respect to $(P_Q, P_Q^\perp)$.

As above, the error is not detected if after this measurement we obtain a code vector that is orthogonal to the transmitted vector $v$. Therefore, in analogy with (20) let us define the probability of undetected error for the case of composite systems as follows

$$P_{ue}^{(c)}(Q, p) := \sum_{E_Q} \Pr(E_Q) |(I_R \otimes I_R - b_{QR} b_{QR}^*) (P_Q \otimes I_R)(E_Q \otimes I_R) b_{QR}|^2$$  \hspace{1cm} (28)

The main result of this section is given by the following theorem.

**Theorem 9** Suppose we transmit completely entangled states $b_{QR}$ over a depolarizing channel with error probability $p$. Then

$$P_{ue}^{(c)}(Q, p) = \sum_{i=0}^{n} (B_i^\perp - B_i) \left( \frac{p}{3} \right)^i (1 - p)^{n-i},$$

where $B_i, B_i^\perp$ are the weight enumerators of the code $Q$. 
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The first term in this expression can be computed as follows

\[
\| \left( I_R \otimes I_R - b_{QR}^* b_{QR}^* \right) (P_Q \otimes I_R) (E_Q \otimes I_R) b_{QR} \|^2
\]

\[
= b_{QR}^* \left( (E_Q \otimes I_R) (P_Q \otimes I_R) (I_Q \otimes I_R - b_{QR} b_{QR}^*) (I_Q \otimes I_R - b_{QR} b_{QR}^*) \right)
\times \left( I_Q \otimes I_R - b_{QR} b_{QR}^* \right) (P_Q \otimes I_R) (E_Q \otimes I_R) b_{QR}
\]

\[
= b_{QR}^* (E_Q \otimes I_R) (P_Q \otimes I_R) (E_Q \otimes I_R) b_{QR}
\]

\[
- (b_{QR}^* (E_Q \otimes I_R) (P_Q \otimes I_R) b_{QR}^*) (b_{QR}^* (P_Q \otimes I_R) (E_Q \otimes I_R) b_{QR}).
\]

The first term in this expression can be computed as follows

\[
b_{QR}^* (E_Q \otimes I_R) (P_Q \otimes I_R) (E_Q \otimes I_R) b_{QR}
\]

\[
= \text{(a)} \quad \text{Tr}_{QR}((E_Q \otimes I_R) (P_Q \otimes I_R) (E_Q \otimes I_R) b_{QR}^*)
\]

\[
= \text{(b)} \quad \text{Tr}_R \left( \left( \text{Tr}_R((E_Q \otimes I_R)(P_Q \otimes I_R)(E_Q \otimes I_R)b_{QR}^*) \right) \right)
\]

\[
= \text{(c)} \quad \text{Tr}_Q \left( \text{Tr}_R \left( \frac{1}{K} \sum_{i,j} E_Q P_Q E_Q v_i v_j^* \otimes w_i w_j^* \right) \right)
\]

\[
= \text{(d)} \quad \frac{1}{K} \text{Tr}_Q \left( \sum_{i,j,l} E_Q P_Q E_Q \sum_l v_i v_l^* \right)
\]

\[
= \text{(e)} \quad \frac{1}{K} \text{Tr}_Q \left( E_Q P_Q E_Q \right),
\]

where (a) is obtained upon replacing a scalar by its trace and using (25), (b) follows by property (2) of partial traces, in (c) we substitute the definition of $b_{QR}^*$, in (d) we compute the trace over $R$ and use (25), and in (e) we convolve over the dumb indices $i, j$.

Let us compute the second term in (29). Proceeding as above, we obtain

\[
(b_{QR}^* (E_Q \otimes I_R) (P_Q \otimes I_R) b_{QR}^*) (b_{QR}^* (P_Q \otimes I_R) (E_Q \otimes I_R) b_{QR}^*)
\]

\[
= \text{Tr}_{QR}((E_Q \otimes I_R)(P_Q \otimes I_R)b_{QR}^*)
\]

\[
= \text{Tr}_R[ (P_Q \otimes I_R)(E_Q \otimes I_R)b_{QR}^*] b_{QR}^*
\]

\[
= \frac{1}{K^2} \text{Tr}_Q(E_Q P_Q P_Q) \text{Tr}_Q(P_Q E_Q P_Q)
\]

\[
= \frac{1}{K^2} \text{Tr}_Q(P_Q E_Q)^2.
\]

Substitution of (31) and (32) in (29) together with (28) completes the proof. \hfill \square

This concludes our main task for the first part of the paper. We have proved that there exists a consistent definition of the probability of undetected error for quantum codes that can be given in the general case under natural physical assumptions and in the case of stabilizer codes analogously to the classical error detection. The functional of undetected error on $Q$ in all the cases considered is the same, up to a constant factor. Therefore, as in classical coding
theory, we can study performance of quantum codes under error detection. The most important question in this context is to prove that the probability of undetected error for the best possible codes falls exponentially with code length \( n \) and to exhibit specific bounds on this exponent. Namely, let

\[ P_{ue}(n, K, p) = \min_{Q \in \mathcal{H}_n \dim(Q) = K} P_{ue}(Q, p). \]

The second part of the paper is devoted to the study of this function. We answer the main question in positive by proving the existence of families of stabilizer codes with exponential decline of \( P_{ue}(K, n, p) \), and establish upper bounds on this function for all quantum codes.

5 Quantum weight enumerators

In this section we focus on different forms of quantum weight enumerators. We begin with a short digression on classical enumerators. Let \( D \subset \mathbb{F}_q^n \) be a linear code, \( \text{supp}(x) = \{ e \in \{1, 2, \ldots, n\} | x_e \neq 0 \} \) the support of a vector \( x \) (so \( \text{wt}(x) = |\text{supp}(x)| \)) and \( \text{supp}(D) = \bigcup_{x \in D} \text{supp}(x) \) for a subset \( D \in \mathbb{F}_q^n \). Let \( (B_i, 0 \leq i \leq n) \) be the weight distribution of \( D \). The following fact, proved by MacWilliams [12], underlies the combinatorial duality of coding theory:

\[
\sum_{i=0}^w B_i \binom{n-i}{n-w} = \sum_{\mathcal{D} \subseteq \mathcal{D} \dim(\mathcal{D}) \leq w} |\mathcal{D}| \quad (0 \leq w \leq n).
\] (33)

In particular, this immediately implies the MacWilliams identities [12]. Denoting \( B_w = \sum_{i=0}^w B_i \binom{n-i}{n-w} \), we obtain

\[
\sum_{i=0}^n B_i x^{n-i} y^i = \sum_{w=0}^n B_w (x-y)^{n-w} y^w.
\]

Binomial moments of the weight distribution of codes were studied extensively in [1] and some other related works (see [1] for a discussion and complete bibliography). One of the reasons for this interest is that while any particular weight component \( B_i \) can be small relative to the code size, the numbers \( B_i \) can not. The probability of undetected error (1) can be written in the form

\[ P_{ue}(C, p) = \sum_{w=1}^n (B_w - 1) \left( 1 - \frac{qp}{q-1} \right)^{n-w} \left( \frac{p}{q-1} \right)^w; \]

thus lower bounds on \( B_w \) are helpful for bounding \( P_{ue}(C, p) \) below.

For a quantum code \( Q \) one can generalize definition (33) by looking at error operators \( E \) whose supports are of restricted size, the support \( \text{supp}(E) \) being the subset \( \{ e \in \{1, 2, \ldots, n\} | \tau_e \neq I_2 \} \). Then we arrive at the following weight enumerators for \( Q \):

\[
B_w = \frac{1}{K^2} \sum_{E \subseteq \mathbb{F}_n \dim(E) \leq w} \text{Tr}^2(EP),
\]

\[
B_w^{\perp} = \frac{1}{K} \sum_{E \subseteq \mathbb{F}_n \dim(E) \leq w} \text{Tr}(EPEP).
\]
The generating functions of these numbers, $B(x, y)$ and $B_\perp(x, y)$ were studied in [16] and called unitary weight enumerators. As in (33), it is immediate that

$$B_w = \sum_{i=0}^{w} B_i \left( \frac{n-i}{n-w} \right) \quad B_\perp_w = \sum_{i=0}^{w} B_i \perp \left( \frac{n-i}{n-w} \right),$$

which is a result in [16]. The MacWilliams equation (11) also follows immediately by the original proof in [12]. Also,

$$B(x, y) = B(x-y, y), \quad B_\perp(x, y) = B_\perp(x-y, y);$$

thus the probability of undetected error equals

$$P_{ue}(Q, p) = \sum_{i=0}^{n} (B_i - B_i \perp) \left( \frac{p}{3} \right)^i \left( 1 - \frac{4p}{3} \right)^{n-i}.$$

So to bound $P_{ue}(Q, p)$ below we could first derive lower estimates on $(B_i - B_i \perp)$ following the ideas of [1]. However, in part 2 we choose to work with the functions (18), (21) as a whole.

### A Appendix

We precede the proofs of Lemmas 7 and 8 with two other useful facts. In the proofs below we repeatedly interchange the order of integration. Obviously, all the necessary assumptions on the measures ($\sigma$-additivity, completeness) for the Fubini theorem to hold true are in place.

**Lemma 10** Let $G$ be a compact group and $\pi$ be a unitary representation with operators acting on a linear space $W$. Let $\mu$ be the Haar measure on $G$. Then

$$P := \int_{g \in G} \pi_g d\mu(g)$$

is an orthogonal projection on $W$.

**Proof.** It suffices to show that $P^2 = P$ and $P^* = P$.

$$P^2 = \int_{h \in G} \pi_h \int_{g \in G} \pi_g d\mu(g) d\mu(h) = \int_{h \in G} \int_{g \in G} \pi_{hg} d\mu(g) d\mu(h) = \int_{h \in G} \int_{g \in G} \pi_g d\mu(g) d\mu(h) = P.$$

Since $\pi$ is a unitary representation, $\pi_g^* = \pi_{g^{-1}}$. Hence

$$P^* = \int_{g \in G} \pi_g^* d\mu(g) = \int_{g \in G} \pi_{g^{-1}} d\mu(g) = \int_{g \in G} \pi_g d\mu(g) = P.$$

As in the proof of Theorem 6, in the following lemmas we perform calculations in $\mathbb{C}^K$ instead of $Q$. Define the inner product of matrices $A$ and $B$ as follows

$$\langle A, B \rangle = \text{Tr}(A^* B). \quad (34)$$
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Lemma 11  Let $L$ be the space of linear operators on $\mathbb{C}^K$ and $U$ be a unitary matrix. Then the equality

$$A \otimes B = U^* AU \otimes U^* BU \quad (A, B \in L)$$

holds true for any unitary matrix $U$ if and only if $A \otimes B$ is contained in the subspace $W \subset L \otimes L$ generated by

$$\tilde{1} := I \otimes I = \sum_{i,j=1}^{K} v_i v_i^* \otimes v_j v_j^*$$

and $J = \sum_{i,j=1}^{K} v_i v_j^* \otimes v_j v_i^*$.

Proof. The proof is at times sketchy, however we only omit routine calculations. Let $\pi$ be the representation of $U(K)$ acting on $L \otimes L$ as follows

$$\pi_U(A \otimes B) = U^* AU \otimes U^* BU.$$ 

We need to prove that $\pi_U(A \otimes B) = A \otimes B$ for all $U \in U(K)$ if and only if $A \otimes B \in W$.

Let us begin with the “if” part. It suffices to prove that $\pi_U$ acts identically on $\tilde{1}$ and $J$. The first of these is obvious. For the second, let us introduce the canonical isomorphism

$$\phi : \quad L \otimes L \to L \otimes L,$$

$$A \otimes B \mapsto B \otimes A.$$ 

Let us compute $\pi_U(J)$ as follows:

$$\pi_U(J) = \sum_{i,j} U^* v_i v_j^* U \otimes U^* v_j v_i^* U$$

$$= \sum_{i,j} U^* v_i \otimes v_j^* U \otimes U^* v_j \otimes v_i^* U$$

$$= \sum_{i,j} U^* v_i v_i^* U \otimes U^* v_j v_j^* U$$

$$= \sum_{i,j} v_i v_i^* \otimes v_j v_j^*$$

$$\mapsto \sum_{i,j} v_i v_j^* \otimes v_j v_i^*.$$ 

Let us prove the “only if” part. Consider the group $G = DS_K$ where $D$ is the group of all diagonal matrices with diagonal elements from the set $\{ \pm 1, \pm i \}$ and $S_K$ is the symmetric group. Clearly, $G \subset U(K)$. Let

$$\chi = \frac{1}{|G|} \sum_{g \in G} \pi_g.$$ 

By Lemma 10, $\chi$ is an orthogonal projection on $G$. We will prove that the dimension of its image is 3. After that we will present an operator $w \in \text{im} \chi$ that is invariant under the action of $G$ but is not fixed by $U(K)$. This will imply that the dimension of the subspace of $L \otimes L$ fixed by $U(K)$ equals 2; hence by the above this subspace is $W$. 
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Let us find \( \dim \text{im}(\chi) = \text{Tr}(\chi) = u_i^* \chi u_i \), where \((u_i, i = 1, \ldots, K^4)\) is any orthonormal basis of \(L \otimes L\). For instance, take

\[ u_{ijkl} = v_i v_j^* \otimes v_k v_l^*. \]

Then

\[
\text{Tr} \left( \frac{1}{|G|} \sum_{g \in G} \pi_g \right) = \frac{1}{|G|} \sum_{i,j,k,l} \left\langle v_i v_j^* \otimes v_k v_l^*, \sum_{g \in G} \pi_g(v_i v_j^* \otimes v_k v_l^*) \right\rangle,
\]

where \(\langle \cdot, \cdot \rangle\) is the Hermitian inner product on \(L \otimes L\),

\[
\langle A \otimes B, C \otimes D \rangle = \text{Tr}(AC^* \otimes BD^*). \tag{35}
\]

Consider an element \(g \in G\), \(g = \text{diag}(s)\sigma\), where \(s \in \{\pm 1, \pm i\}^K\) and \(\sigma \in S_K\). It is easy to see that

\[
\pi_g(v_i v_j^* \otimes v_k v_l^*) = s_i s_j s_k s_l \sigma(i) \sigma(j) \otimes \sigma(k) \sigma(l).
\]

Since the basis is orthogonal, we have

\[
\text{Tr} \left( \frac{1}{|G|} \sum_{g \in G} \pi_g \right) = \frac{1}{|G|} \sum_{i,j,k,l} \left\langle v_i v_j^* \otimes v_k v_l^*, \sum_{g \in \hat{G}(i,j,k,l)} \pi_g(v_i v_j^* \otimes v_k v_l^*) \right\rangle,
\]

where \(\hat{G}(i,j,k,l) < G\) is a subgroup formed by the elements \(g = \text{diag}(s)\sigma\), where \(\sigma\) has fixed points \(i, j, k, l\) as fixed points. The inner product under the sum is nonzero only in the following three cases:

a) \(i = j, k = l, i \neq k\)

b) \(i = l, j = k, i \neq k\)

c) \(i = j = k = l\).

It is easy to check that in each of these cases the sum equals \(|G|\). Thus we have

\[
\text{Tr} \left( \frac{1}{|G|} \sum_{g \in G} \pi_g \right) = 3.
\]

To complete the proof notice that the element

\[
w = \sum_i v_i v_i^* \otimes v_i v_i^* \in W
\]

is invariant under the action of \(G\) but not of \(U(K)\). Indeed

\[
\pi_g(V) = \sum_{i=1}^K v_{\sigma(i)} v_{\sigma(i)}^* \otimes v_{\sigma(i)} v_{\sigma(i)}^* = V.
\]

It is easy to check that \(V\) is not fixed under the action of the unitary \(K \times K\) matrix

\[
U = \frac{1}{\sqrt{2}} \begin{bmatrix}
1 & 1 & 0 & \ldots & 0 \\
1 & -1 & 0 & \ldots & 0 \\
0 & 0 & \sqrt{2} & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & \sqrt{2}
\end{bmatrix}
\]
For instance for $K = 2$ we have

$$U = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix},$$

and it is straightforward to see that

$$Uv_1v_1^*U \otimes Uv_1v_1^*U + Uv_2v_2^*U \otimes Uv_2v_2^*U$$

$$= (v_1 + v_2)(v_1 + v_2)^* \otimes (v_1 + v_2)(v_1 + v_2)^*$$

$$+ (v_1 - v_2)(v_1 - v_2)^* \otimes (v_1 - v_2)(v_1 - v_2)^*$$

$$\neq v_1v_1^* \otimes v_1v_1^* + v_2v_2^* \otimes v_2v_2^*.$$

□

Proof of Lemma 7.

Let $w_i$ and $v_i$ be orthonormal bases of $Q$ and $C^K$, respectively. Let $\phi : Q \to C^K$ be the natural isomorphism given by $\phi(w_i) = v_i$. Denote by $\rho(U)$ the Haar measure on the unitary group $U(K)$. Applying $\phi$, we can rewrite the integral in question as follows

$$\int_{v \in Q} vv^* d\mu(v) \overset{\phi}{\rightarrow} \int_{v \in C^K} vv^* d\mu(v)$$

$$= \int_{v \in C^K} U^*vv^*U d\mu(v)$$

$$= \int_{U \in U(K)} d\rho(U) \int_{v \in C^K} U^*vv^*U d\mu(v)$$

$$= \int_{U \in U(K)} U^*vv^*U d\rho(U),$$

where in the last expression $v$ is an arbitrary fixed basis vector. We need to compute the last integral.

Let $\pi$ be a unitary representation of $U(K)$ acting on the vector space of complex $K \times K$ matrices as follows

$$\pi_U(vv^*) = U^*vv^*U.$$

Consider the operator

$$\int_{U \in U(K)} U^*vv^*U d\rho(U) = \int_{U \in U(K)} \pi_U(vv^*) d\rho(U)$$

by Lemma 10 it is an orthogonal projection. Next we show that it projects on the one-dimensional subspace generated by $I_K$; then the last integral becomes easy to compute.

Note that $\pi$ is unitary with respect to the inner product (34). Indeed,

$$\langle \pi_U(A), \pi_U(B) \rangle = \text{Tr}(U^*AUU^*BU) = \text{Tr}(A^*B) = \langle A, B \rangle.$$

From the standard fact that any matrix $A'$ can be represented in the form $A' = UAW$, where $U$ and $W$ are unitary matrices and $A$ is diagonal, it is easy to see that the identity $U^*AU = A$ can hold for any unitary matrix $U$ if and only if $A = I_K$ (this is a particular case of Lemma 11). Therefore

$$\int_{U \in U(K)} U^*vv^*U d\rho(U)$$
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equals the projection of $v^*v$ on the one-dimensional subspace of $W$ generated by $I_K$. Recalling that the projection of a vector $x$ on a vector $y$ equals $\langle x, y \rangle \frac{y}{\langle y, y \rangle}$, we have
\[
\int_{U \in U(K)} U^* v v^* U d\rho(U) = \frac{\langle v^* v, I_K \rangle}{\langle I_K, I_K \rangle} I_K = \frac{1}{K} I_K = \frac{1}{K} \sum_{i=1}^{K} w_i w_i^*.
\]
Finally, since
\[
\phi^{-1} \left( \sum_{i=1}^{K} w_i w_i^* \right) = \sum_{i=1}^{K} v_i v_i^* = P,
\]
we are done.

**Proof of Lemma 8.**

Let $L$ be the space of linear operators on $\mathbb{C}^K$. Similarly to the proof of Lemma 7 it can be seen that
\[
\int_{v \in \mathbb{C}^K} v v^* \otimes v v^* d\mu(v) = \int_{U \in U(K)} U^* \tilde{v} \tilde{v}^* U \otimes U^* \tilde{v} \tilde{v}^* U d\rho(U),
\]
where $\tilde{v}$ is an arbitrary fixed basis vector. By Lemma 11 the integral in (36) is a projector, with respect to the inner product (35), on the subspace $W \subset L \otimes L$ generated by $\hat{I}$ and $J$. The lemma will be proved if we evaluate the projection on this subspace of $u := \tilde{v} \tilde{v}^* \otimes \tilde{v} \tilde{v}^*$.

To do this, we need an orthogonal basis of $W$ (note that $\hat{I}$ and $J$ are not orthogonal; indeed, it is easy to check that $\langle \hat{I}, \hat{I} \rangle = K^2, \langle J, J \rangle = K^2$, and $\langle \hat{I}, J \rangle = K$.) Therefore, let us consider the basis $\hat{I}, \hat{J}$, where
\[
\hat{J} = J - \frac{1}{K} \hat{J}.
\]
Again it is easy to see that
\[
\langle \hat{J}, \hat{J} \rangle = K^2 - 1 \text{ and } \langle \hat{I}, \hat{J} \rangle = 0.
\]
Thus, $\hat{I}$ and $\hat{J}$ form an orthogonal basis of $W$. To compute the projection of $u$ on $W$, let us first project it on the basis directions:
\[
\langle \hat{I}, u \rangle = \text{Tr} \left( \sum_{i,j} (v_i v_j^* \otimes v_i v_j^*) (\tilde{v} \tilde{v}^* \otimes \tilde{v} \tilde{v}^*) \right)
\]
\[
= \sum_{i,j} \text{Tr} (v_i v_j^* \tilde{v} \tilde{v}^*) \text{Tr} (v_i v_j^* \tilde{v} \tilde{v}^*)
\]
\[
= 1;
\]
\[
\langle \hat{J}, u \rangle = \left( 1 - \frac{1}{K} \right).
\]
Thus, the projection of $u$ on $W$ equals
\[
\int_{v \in \mathbb{C}^K} v v^* \otimes v v^* d\mu(v) = \frac{\langle \hat{I}, u \rangle}{\langle \hat{I}, \hat{I} \rangle} \hat{I} + \frac{\langle \hat{J}, u \rangle}{\langle \hat{J}, \hat{J} \rangle} \hat{J} = \frac{1}{K(K+1)} (\hat{I} + J).
\]
This completes the proof. \qed
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