A new code for parameter estimation in searches for gravitational waves from known pulsars
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Abstract. We describe the consistency testing of a new code for gravitational wave signal parameter estimation in known pulsar searches. The code uses an implementation of nested sampling to explore the likelihood volume. Using fake signals and simulated noise we compare this to a previous code that calculated the signal parameter posterior distributions on both a grid and using a crude Markov chain Monte Carlo (MCMC) method. We define a new parameterisation of two orientation angles of neutron stars used in the signal model (the initial phase and polarisation angle), which breaks a degeneracy between them and allows more efficient exploration of those parameters. Finally, we briefly describe potential areas for further study and the uses of this code in the future.

1. Introduction
Over the last decade several searches have looked for gravitational waves from a large selection of known pulsars using data from the LIGO, GEO 600 and Virgo gravitational wave detectors \[1, 2, 3, 4, 5, 6\]. No evidence for signals has been observed, but these searches have produced upper limits on the gravitational wave amplitude for many pulsars by using Bayesian inference to calculate posterior probability distributions on the unknown signal parameters \[7\]. These searches have all assumed a single signal model in which the pulsars are triaxial and emit at precisely twice their rotational frequency, with the complex heterodyned and narrow-banded time domain signal described by

\[
h(t) = h_0 \left( \frac{1}{4} F_+(t, \psi)(1 + \cos^2 \iota) \cos \phi_0 + \frac{1}{2} F_\times(t, \psi) \cos \iota \sin \phi_0 \right) + \]

\[
\ i h_0 \left( \frac{1}{4} F_+(t, \psi)(1 + \cos^2 \iota) \sin \phi_0 - \frac{1}{2} F_\times(t, \psi) \cos \iota \cos \phi_0 \right), \tag{1}\]

where the four unknown parameters are the gravitational wave amplitude, \(h_0\), polarisation angle, \(\psi\), cosine of the inclination angle, \(\cos \iota\) and the initial phase, \(\phi_0\), and \(F_+\) and \(F_\times\) are the detector antenna patterns for the ’+’ and ’\times’ polarisations for the pulsar’s known sky position.
In early searches the posterior probability distribution was calculated on a 4-dimensional grid and the marginalisation integral required to produce posteriors on individual parameters was performed numerically using the trapezium rule. Later searches, which began allowing for inclusion of narrow uncertainties on extra signal parameters (such as frequency and sky position), performed the posterior exploration using a very basic Markov chain Monte Carlo (MCMC) method \cite{5}. Both these methods, as applied in the search code, present practical implementation issues that mean they are not very flexible to all situations we may encounter: the former grid-based method quickly becomes computationally unworkable for larger parameters spaces, wastes time on posterior volumes with tiny probabilities and requires tuning of the grid for different strength signals; the MCMC method implemented was crude, required extensive tuning for certain signals and was not able to produce a Bayesian evidence value for model comparison\footnote{Note that the problems with the MCMC method that was implemented are not intrinsic issues of all MCMC methods, but were a problem with the particular basic approach used. Indeed MCMC outputs can even be used to compute Bayesian evidences (e.g. \cite{8}).} (which could in the future be used as a detection statistic as in \cite{9}).

Recently a new package of codes for Bayesian inference and evidence calculation (lalinference) have been created within the gravitational wave software repository lalsuite \cite{10}. This suite contains more sophisticated MCMC methods (e.g. \cite{11, 12}) and a method of Bayesian evidence calculation called nested sampling \cite{13} that are able to more effectively explore posteriors without detailed tuning, can handle many parameters and provide values of the Bayesian evidence. We have used this new suite, and in particular its implementation of nested sampling (which can provide posterior probability distribution samples as well as an evidence value) to create a new code for the known pulsar search. Both new and old codes use the same likelihood as defined in \cite{7}, which assumes Gaussian noise with an its unknown variance analytically marginalised over.

This paper has two objectives: i) to show consistency between the new code and the previous code that has been used in astrophysical searches, and ii) to introduce a new parameterisation of two of the expected signal’s angular parameters, which breaks a degeneracy that leads to a bimodal posterior distribution. Finally, we briefly discuss how this new code will be used in future known pulsar searches.

2. The algorithm
Bayesian inference is underpinned by Bayes theorem, which for a problem defined by a set of variables $\vec{\theta}$, a dataset $d$ and some prior assumptions $I$, gives the posterior probability density

$$p(\vec{\theta}|d, I) = \frac{p(d|\vec{\theta}, I)p(\vec{\theta})}{p(d|I)}, \quad (2)$$

where $p(d|\vec{\theta}, I)$ is the likelihood function, $p(\vec{\theta})$ is the prior probability distribution of the variables, and $p(d|I)$ is a normalising factor, often called the Bayesian evidence or the marginalised likelihood, which makes the total probability unity. The Bayesian evidence value can be very useful in testing different hypotheses on the same dataset i.e. models with different variables. It can be found by integrating, or marginalising, the numerator of (2) over the prior ranges of all variables

$$Z = p(d, I) = \int_\theta p(d|\vec{\theta}, I)p(\vec{\theta})d\vec{\theta}. \quad (3)$$

For many problems this integral will not be analytical, so numerical integration is required, which will become computationally unfeasible if calculating the integral on a grid for a large parameter space.
Nested sampling was developed [14] as an efficient method of performing the integral given by (3) even for large parameter spaces. For good descriptions of the algorithm see [14, 13, 15]. As well as producing the evidence the routine will also output points sampled from the prior parameter volume and their associated likelihoods. These collected samples can be used to reconstruct the posterior probability distributions of the parameters.

3. Change of parameters

Other than the major change in the underlying algorithm used, a notable change that has been made in the new code is how it samples two of the signal’s angle parameters: the initial phase $\phi_0$ and the polarisation angle $\psi$. It is well known that these two parameters are degenerate to a $\pi/2$ radians shift in $\psi$ and $\pi$ radians shift in $\phi_0$ (see Figure 1). This issue can cause problems when trying to efficiently sample this parameter space. Within the nested sampling algorithm new samples are drawn by generating an MCMC with a proposal distribution calculated from the covariance of a set of previously sampled points. For a parameter that is circular about a particular prior range (e.g. an angle parameter wrapping round from 0 to $2\pi$) circularity can be easily taken into account when calculating the covariance, but the degeneracy in the two mentioned parameters can lead to a bimodal distribution in $\phi_0$. This can be seen in Figure 1, for example with the signal represented by the blue circles. This bimodality will give a vastly distorted covariance matrix and lead to very low acceptance rates of new points within the MCMC sampling.

A way to avoid this is to find a new parameterisation in which both parameters are circular without causing any discontinuity and subsequent bimodality. Such a parameterisation is given by

$$\begin{align*}
\phi_0' &= \phi_0 \sin \theta + \psi \cos \theta, \\
\psi' &= -\phi_0 \sin \theta + \psi \cos \theta,
\end{align*}$$

(4)

where $\theta = \arctan(1/2)$. These new axes are shown by the dashed black lines in Figure 1. It can be seen that signals lying at the edges of this parameter space wrap around cleanly (the blue and red circles) at the edge of the ranges of $-(\pi/2) \cos \theta \leq \phi_0', \psi' \leq (\pi/2) \cos \theta$.

Given flat priors on $\phi_0$ and $\psi$, the above change in variables will mean that the priors on $\phi_0'$ and $\psi'$ remain flat (the Jacobian is constant). The new parameters can be converted back to $\phi_0$ and $\psi$ via inversion of the transformation matrix giving

$$\begin{align*}
\phi_0 &= \phi_0'/(2 \sin \theta) - \psi'/ (2 \sin \theta), \\
\psi &= \phi_0'/ (2 \cos \theta) + \psi'/ (2 \cos \theta).
\end{align*}$$

(5)

However, it should be noted that this will return values in the range $-\pi \leq \phi_0 \leq \pi$ and $-\pi/2 \leq \psi \leq \pi/2$, so these have to be appropriately wrapped to cover the standard range.

An example of this new parameterisation on the calculation of a signal’s parameter posteriors can be seen in Figure 2 where a strong fake signal was created at the $\psi$ boundary, with $\phi_0 = \pi/2$ rads and $\psi = -\pi/4$ rads. It was recovered using the new parameterisation and then converted back into the original parameters correctly, where the bimodality in $\phi_0$ can clearly be seen. The MCMC acceptance rate improved from a fraction of a percent to of order 50%. The same result could also be achieved by using this new parameterisation to define a prior volume for $\phi_0$ and $\psi$.

4. Code testing

The old code used in the analyses up to now has been sufficient, but as stated previously has some disadvantages. However, as it is well understood it provides a good check against which to test
Figure 1. A diagram of the $\phi_0-\psi$ parameter space demonstrating the new $\phi_0'-\psi'$ parameterisation. The filled circles represent an area of probability for a signal, with the same colours representing the same signal and showing the degeneracy between parameters. The rectangular box shows the parameters space used in the original code and the diamond box shows the new parameter space.

that the new code is working correctly. We have tested the posterior probability distributions extracted with simulated signals and simulated noise using the new and old codes.

An example is shown in Figure 3, which shows three sets of posterior probability distributions for the four unknown signal parameters of a simulated pulsar signal injected into fake noise from the LIGO Hanford (H1) detector. Two were calculated with the old code in a grid-based mode (with a $50^4$ grid over the parameter ranges) and an MCMC mode (with a burn-in of 50 000 points and 100 000 points sampling the posterior) and the third was produced using the new code with the nested sampling algorithm (using a total of 1 250 000 likelihood evaluations). Here we make no assessment of the relative speed/efficiencies of the methods, which mainly depends on the number of likelihood evaluations they each perform, but just test their consistency. As with other injections we have studied all three methods show very good agreement in the posteriors they produce. It should be noted that in setting up the codes the nested sampling code required no tuning, whereas with the old code for the grid-based search and the MCMC the parameter ranges and proposal distributions had to be specified to quite closely match the posterior ranges. All three methods also recover the true signal values within the posteriors.
Figure 2. The 2D posterior probability distributions of a fake signal (true parameters marked with the ×) extracted with the new $\phi'_{0}-\psi'$ parameterisation (left) and converted back into the $\phi_{0}-\psi$ parameters (right).

4.1. Upper limit testing

Previous astrophysical searches have not seen any signals, so have instead set upper limits on the gravitational wave amplitude, $h_0$. Monte Carlo tests have shown the distribution of upper limits (in our case limits at 95% degree-of-belief) that would be expected given many datasets consisting of Gaussian noise of known power spectral density for pulsars randomly distributed on the sky [7]. So, again a good way to test the new code is to check that it can produce the same distribution of upper limits as that found with the old code. Figure 3 shows the distribution of 95% upper limits normalised by the noise power spectral density ($S_n$ in Hz$^{-1}$) and data length ($T$ in seconds) using the nested sampling code and the old grid-based code. These two independent methods are very consistent with each other. The agreement between these distributions and that shown in [7] is good, but not prefect. Without knowing the exact set-up of that earlier analysis we cannot track down the root cause of this discrepancy, but are confident that our current analysis with these two independent methods is correct.

5. Additional models and parameters

The simple 4-dimensional parameter space of the signal given in (1) can easily be covered on a grid (although as stated still requires some tuning of grid spacing and parameter ranges). However, there are many cases where the number of parameters in known pulsar searches can greatly increase and model comparisons are required. Here we briefly discuss a couple of cases of this and plans for the future.

5.1. Inclusion of phase parameter uncertainties

As in [5] radio pulsar observations will often come with uncertainties on the parameters, which although in general are very small can mean that the single phase model used in (1) is not sufficient to described the signal. These extra parameters describing the phase change need to be incorporated into the gravitational wave search. The new code can incorporate these observed
Figure 3. Marginalised posterior probability densities for a fake pulsar signal injected into simulated LIGO Hanford detector noise. The injection parameters are shown as the thin vertical lines. The solid blue lines are the posteriors from the old code with a grid-based approach, the solid red lines are the posteriors from the old code with the basic MCMC approach, and the dashed black lines are from the new code using nested sampling.

| RA  | Dec  | Frequency | RA    | Dec  | Frequency |
|-----|------|-----------|-------|------|-----------|
| 1.0 | 0.5  | -0.2      | 1.0   | 0.467| -0.173    |
| 0.5 | 1.0  | -0.7      | 0.467 | 1.0  | -0.694    |
| -0.2| -0.7 | 1.0       | -0.173| -0.694| 1.0       |

Table 1. The correlation coefficients of the priors (left) on frequency, right ascension and declination used to produce a posterior (right) for data consisting of Gaussian noise.

uncertainties, via the phase parameter covariance matrix, to be used as priors. Figure [3] shows the marginalised posteriors for three parameters (frequency, right ascension and declination) that have been estimation from data just containing Gaussian noise, using priors similar to uncertainties from radio observations, with other parameters held fixed. The priors used are also plotted and show that for these phase parameters the posteriors are completely defined by the priors as would be expected for data containing only noise. These priors were also correlated, with the prior correlation coefficients used and correlation coefficients calculated from the posterior given in Table [1]. Again these show that the expected prior distribution is being obtained.

There are also potential sources and candidates from all sky searches for unknown pulsars/neutron stars (e.g. [16, 17]) that may have parameters e.g. frequency, frequency derivatives and sky position, with relatively large uncertainties spanning many phase models.
Figure 4. The distribution of 95% degree-of-belief upper limits on $h_0$ for 5000 realisations of noise for sources uniformly distributed on the sky using the nested sampling code (blue line) and grid-based code (red line).

Figure 5. The marginalised posteriors for frequency, right ascension and declination calculated from data consisting of Gaussian noise, using the priors shown.
The new code has preliminarily been tested in a search containing a fake signal, with a prior range on the frequency band of $2 \times 10^{-3}$ Hz, with the recovered $h_0$–frequency posterior shown in Figure 6. The code recovers the injected signal well, but in a future paper we will fully characterise the code for searches over these wider frequency bands, and compare it to similar searches using the $F$-statistic as applied in [4], or the $B$-statistic of [9].

![Figure 6](image_url)

**Figure 6.** The 2D posterior of signal frequency offset (from the central search frequency) against $h_0$ for a fake pulsar signal with a signal-to-noise ratio of $\sim 19$. The true injection parameters are marked with a black cross. The prior volume covered $\pm 10^{-3}$ Hz in frequency offset and 0 to $10^{-22}$ in $h_0$.

5.2. Model selection

Nested sampling produces a value of the evidence which can be used for model comparisons. In a future paper the code will be fully characterised for comparing the evidence for the signal model described in Section 4a against a model that the data contains just Gaussian noise. The ratio of these evidences can be used as a detection statistic to assess a candidate signal’s significance. The code is also flexible enough to allow additional models including extra parameters. We plan to assess a new signal model, which can include emission at once and twice the rotation frequency [18] and includes additional angular parameters, and compare it to the standard model given by (1). Further signal and noise models (for example models including interference lines that are incoherent between multiple detectors [19]) could easily be added in the future in the current framework.

6. Conclusions

A new code for parameter estimation and model comparison, based on the nested sampling algorithm, has been developed for continuous-wave searches in gravitational wave data. It has been shown to be consistent with a previous code, used successfully in many searches, in extracting signal parameters and producing upper limits on gravitational wave amplitude. The new code has advantages over the old code in that it requires less tuning for specific searches and allows comparison between different models.
The new code is flexible enough to be expanded to larger numbers of parameters and parameter ranges. This will allow it to be used in searches for pulsars with less well defined parameters, or as a method to follow up candidates from all-sky neutron star searches. These will be characterised in future papers. Additional MCMC proposal distributions for drawing new samples will also be investigated to study improvements in the algorithm’s efficiency. These will including proposals that only update one parameter at a time when drawing from a multivariate Gaussian, using a $k$-D tree of the samples to form a proposal (e.g. [20]) and potentially using MultiNest [21], which has been integrated into the lalinference package of lalsuite [10].

In the near future this code will be used in searches for a large number of known pulsars in data from the recent LIGO S6 and the Virgo VSR2, 3 and 4 data runs.
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