Geometry of the symplectic Stiefel manifold endowed with the Euclidean metric
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Abstract. The symplectic Stiefel manifold, denoted by $\text{Sp}(2p, 2n)$, is the set of linear symplectic maps between the standard symplectic spaces $\mathbb{R}^{2p}$ and $\mathbb{R}^{2n}$. When $p = n$, it reduces to the well-known set of $2n \times 2n$ symplectic matrices. We study the Riemannian geometry of this manifold viewed as a Riemannian submanifold of the Euclidean space $\mathbb{R}^{2n \times 2p}$. The corresponding normal space and projections onto the tangent and normal spaces are investigated. Moreover, we consider optimization problems on the symplectic Stiefel manifold. We obtain the expression of the Riemannian gradient with respect to the Euclidean metric, which then used in optimization algorithms. Numerical experiments on the nearest symplectic matrix problem and the symplectic eigenvalue problem illustrate the effectiveness of Euclidean-based algorithms.
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1 Introduction

Let $J_{2m}$ denote the nonsingular and skew-symmetric matrix $\begin{bmatrix} 0 & I_m \\ -I_m & 0 \end{bmatrix}$, where $I_m$ is the $m \times m$ identity matrix and $m$ is any positive integer. The symplectic Stiefel manifold, denoted by $\text{Sp}(2p, 2n) := \{ X \in \mathbb{R}^{2n \times 2p} : X^\top J_{2n} X = J_{2p} \}$,

is a smooth embedded submanifold of the Euclidean space $\mathbb{R}^{2n \times 2p}$ ($p \leq n$) [12, Proposition 3.1]. We remove the subscript of $J_{2m}$ and $I_m$ for simplicity if there is no confusion. This manifold was studied in [12]: it is closed and unbounded; it has dimension $4np - p(2p - 1)$; when $p = n$, it reduces to the symplectic group, denoted by $\text{Sp}(2n)$. When $X \in \text{Sp}(2p, 2n)$, it is termed as a symplectic matrix.

Symplectic matrices are employed in many fields. They are indispensable for finding eigenvalues of (skew-)Hamiltonian matrices [4,5,6] and for model order reduction of Hamiltonian systems [16,9]. They appear in Williamson’s theorem and the formulation of symplectic eigenvalues of symmetric and positive-definite matrices [19,7,14,17]. Moreover, symplectic matrices can be found in the study of optical systems [11] and the
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optimal control of quantum symplectic gates \[21\]. Specifically, some applications can be reformulated as optimization problems on the set of symplectic matrices \[16,17\].

In recent decades, most of studies on the symplectic topic focused on the symplectic group \( (p = n) \) including geodesics of the symplectic group \[10\], optimality conditions for optimization problems on the symplectic group \[15,20,8\], and optimization algorithms on the symplectic group \[11,18\]. However, there was less attention to the geometry of the symplectic Stiefel manifold \( \text{Sp}(2p, 2n) \). More recently, the Riemannian structure of \( \text{Sp}(2p, 2n) \) was investigated in \[12\] by endowing it with a new class of metrics called canonical-like. This canonical-like metric is different from the standard Euclidean metric (the Frobenius inner product in the ambient space \( \mathbb{R}^{2n \times 2p} \))

\[ \langle X, Y \rangle := \text{tr}(X^\top Y) \quad \text{for } X, Y \in \mathbb{R}^{2n \times 2p}, \]

where \( \text{tr}(\cdot) \) is the trace operator. A priori reasons to investigate the Euclidean metric on \( \text{Sp}(2p, 2n) \) are that it is arguably the most natural choice, and that there are specific applications with close links to the Euclidean metric, e.g., the projection onto \( \text{Sp}(2p, 2n) \) with respect to the Frobenius norm (also known as the nearest symplectic matrix problem)

\[ \min_{X \in \text{Sp}(2p, 2n)} \|X - A\|^2_F. \]

(1)

Note that this problem does not admit a known closed-form solution for general \( A \in \mathbb{R}^{2n \times 2p} \).

In this paper, we consider the symplectic Stiefel manifold \( \text{Sp}(2p, 2n) \) as a Riemannian submanifold of the Euclidean space \( \mathbb{R}^{2n \times 2p} \). Specifically, the normal space and projections onto the tangent and normal spaces are derived. As an application, we obtain the Riemannian gradient of any function on \( \text{Sp}(2p, 2n) \) in the sense of the Euclidean metric. Numerical experiments on the nearest symplectic matrix problem and the symplectic eigenvalue problem are reported. In addition, numerical comparisons with the canonical-like metric are also presented. We observe that the Euclidean-based optimization methods need fewer iterations than the methods with the canonical-like metric on the nearest symplectic problem, and Cayley-based methods perform best among all the choices.

The rest of paper is organized as follows. In section 2, we study the Riemannian geometry of the symplectic Stiefel manifold endowed with the Euclidean metric. This geometry is further applied to optimization problems on the manifold in section 3. Numerical results are presented in section 4.

2 Geometry of the Riemannian submanifold \( \text{Sp}(2p, 2n) \)

In this section, we study the Riemannian geometry of \( \text{Sp}(2p, 2n) \) equipped with the Euclidean metric.

Given \( X \in \text{Sp}(2p, 2n) \), let \( X_\perp \in \mathbb{R}^{2n \times (2n - 2p)} \) be a full-rank matrix such that \( \text{span}(X_\perp) \) is the orthogonal complement of \( \text{span}(X) \). Then the matrix \([XJ JX_\perp]\) is nonsingular, and every matrix \( Y \in \mathbb{R}^{2n \times 2p} \) can be represented as

\[ Y = XJW + JX_\perp K, \]

where \( W \in \mathbb{R}^{2p \times 2p} \) and \( K \in \mathbb{R}^{(2n - 2p) \times 2p} \); see \[12, \text{Lemma 3.2}\]. The tangent space of
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$\text{Sp}(2p, 2n)$ at $X$, denoted by $T_X\text{Sp}(2p, 2n)$, is given by [12, Proposition 3.3]

$$T_X\text{Sp}(2p, 2n) = \{XJW + JX_\perp K : W \in \mathcal{S}_{\text{sym}}(2p), K \in \mathbb{R}^{(2n-2p)\times 2p}\}$$

where $\mathcal{S}_{\text{sym}}(2p)$ denotes the set of all $2p \times 2p$ real symmetric matrices. These two expressions can be regarded as different parameterizations of the tangent space.

Now we consider the Euclidean metric. Given any tangent vectors $Z_i = XJW_i + JX_\perp K_i$ with $W_i \in \mathcal{S}_{\text{sym}}(2p)$ and $K_i \in \mathbb{R}^{(2n-2p)\times 2p}$ for $i = 1, 2$, the standard Euclidean metric is defined as

$$g_e(Z_1, Z_2) := \langle Z_1, Z_2 \rangle = \text{tr}(Z_1^\top Z_2)$$

$$= \text{tr}(W_1^\top J^\top X^\top XJW_2) + \text{tr}(K_1^\top X_\perp^\top X_\perp K_2)$$

$$+ \text{tr}(W_1^\top J^\top X_\perp K_2) + \text{tr}(K_1^\top X_\perp^\top J^\top XJW_2).$$

In contrast with the canonical-like metric proposed in [12]

$$g_{p, X_\perp}(Z_1, Z_2) := \frac{1}{\rho} \left[ \text{tr}(W_1^\top W_2) + \text{tr}(K_1^\top K_2) \right]$$

$g_e$ has cross terms between $W$ and $K$. Note that $g_e$ is also well-defined when it is extended to $\mathbb{R}^{2n\times 2p}$. Then the normal space of $\text{Sp}(2p, 2n)$ with respect to $g_e$ can be defined as

$$(T_X\text{Sp}(2p, 2n))^\perp_e := \{ N \in \mathbb{R}^{2n\times 2p} : g_e(N, Z) = 0 \text{ for all } Z \in T_X\text{Sp}(2p, 2n) \}.$$  

We obtain the following expression of the normal space.

**Proposition 1.** Given $X \in \text{Sp}(2p, 2n)$, we have

$$(T_X\text{Sp}(2p, 2n))^\perp_e = \{ XJ\Omega : \Omega \in \mathcal{S}_{\text{skew}}(2p) \},$$

where $\mathcal{S}_{\text{skew}}(2p)$ denotes the set of all $2p \times 2p$ real skew-symmetric matrices.

**Proof.** Given any $N = XJ\Omega$ with $\Omega \in \mathcal{S}_{\text{skew}}(2p)$, and $Z = XJW + JX_\perp K \in T_X\text{Sp}(2p, 2n)$ with $W \in \mathcal{S}_{\text{sym}}(2p)$, we have $g_e(N, Z) = \text{tr}(N^\top Z) = \text{tr}(\Omega^\top W) = 0$, where the last equality follows from $\Omega^\top = -\Omega$ and $W^\top = W$. Therefore, it yields $N \in (T_X\text{Sp}(2p, 2n))^\perp_e$. Counting dimensions of $T_X\text{Sp}(2p, 2n)$ and the subspace $\{XJ\Omega : \Omega \in \mathcal{S}_{\text{skew}}(2p)\}$, i.e., $4np - p(2p - 1)$ and $p(2p - 1)$, respectively, the expression (3) holds.

Notice that $(T_X\text{Sp}(2p, 2n))^\perp_e$ is different from the normal space with respect to the canonical-like metric $g_{p, X_\perp}$, denoted by $(T_X\text{Sp}(2p, 2n))^\perp$, which has the expression $\{XJ\Omega : \Omega \in \mathcal{S}_{\text{skew}}(2p)\}$, obtained in [12].

The following proposition provides explicit expressions for the orthogonal projection onto the tangent and normal spaces with respect to the metric $g_e$, denoted by $(P_X)_e$ and $(P_X)^\perp_e$, respectively.
Proposition 2. Given $X \in \text{Sp}(2p,2n)$ and $Y \in \mathbb{R}^{2n \times 2p}$, we have

\[
(P_X)_e(Y) = Y - JX \Omega_{X,Y},
\]

\[
(P_X)_e^\perp(Y) = JX \Omega_{X,Y},
\]

where $\Omega_{X,Y} \in S_{\text{skew}}(2p)$ is the unique solution of the Lyapunov equation with unknown $\Omega$\(X^T X \Omega + \Omega X^T X = 2 \text{skew}(X^T J^T Y)\)

and $\text{skew}(A) := \frac{1}{2}(A - A^\top)$ denotes the skew-symmetric part of $A$.

Proof. For any $Y \in \mathbb{R}^{2n \times 2p}$, in view of (2a) and (3), it follows that

\[
(P_X)_e(Y) = XJW_Y + JX^\perp K_Y,
\]

\[
(P_X)_e^\perp(Y) = JX \Omega,
\]

with $W_Y \in S_{\text{sym}}(2p)$, $K_Y \in \mathbb{R}^{(2n-2p) \times 2p}$ and $\Omega \in S_{\text{skew}}(2p)$. Further, $Y$ can be represented as

\[
Y = (P_X)_e(Y) + (P_X)_e^\perp(Y) = XJW_Y + JX^\perp K_Y + JX \Omega.
\]

Multiplying this equation from the left with $X^T J^T$, it follows that

\[
X^T J^T Y = W_Y + X^T X \Omega.
\]

Subtracting from this equation its transpose and taking into account that $W^T = W$ and $\Omega^T = -\Omega$, we get the Lyapunov equation (6) with unknown $\Omega$. Since $X^T X$ is symmetric positive definite, all its eigenvalues are positive, and, hence, equation (6) has a unique solution $\Omega_{X,Y}$; see [13, Lemma 7.1.5]. Therefore, the relation (5) holds.

Finally, (4) follows from $(P_X)_e(Y) = Y - (P_X)_e^\perp(Y)$.

---

**Figure 1.** Normal spaces and projections associated with different metrics on $\mathcal{M} = \text{Sp}(2p,2n)$

Figure 1 illustrates the difference of the normal spaces and projections for the canonical-like metric $g_{\rho,X}^\perp$ and the Euclidean metric $g_e$. Note that projections with respect to the canonical-like metric only require matrix additions and multiplications.
The Lyapunov equation (6) can be solved using the Bartels–Stewart method [3]. Observe that the coefficient matrix \(X^\top X\) is symmetric positive definite, and, hence, it has an eigenvalue decomposition \(X^\top X = Q\Lambda Q^\top\), where \(Q \in \mathbb{R}^{2p \times 2p}\) is orthogonal and \(\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_{2p})\) is diagonal with \(\lambda_i > 0\) for \(i = 1, \ldots, 2p\). Inserting this decomposition into (6) and multiplying it from the left and right with \(Q^\top\) and \(Q\), respectively, we obtain the equation

\[
\Lambda U + U\Lambda = R
\]

with \(R = 2Q^\top \text{skew}(X^\top JY)Q\) and unknown \(U = Q^\top \Omega Q\). The entries of \(U\) can then be computed as

\[
\begin{align*}
  u_{ij} &= \frac{r_{ij}}{\lambda_i + \lambda_j}, \\
  i, j &= 1, \ldots, 2p.
\end{align*}
\]

Finally, we find \(\Omega = QUQ^\top\). The computational cost for matrix-matrix multiplications involved to generate (6) is \(O(np^2)\), and \(O(p^3)\) for solving this equation.

### 3 Application to Optimization

In this section, we consider a continuously differentiable real-valued function \(f : \text{Sp}(2p, 2n) \to \mathbb{R}\) and optimization problems on the manifold.

The Riemannian gradient of \(f\) at \(X \in \text{Sp}(2p, 2n)\) with respect to the metric \(g_e\), denoted by \(\text{grad}_e f(X)\), is defined as the unique element of \(T_X \text{Sp}(2p, 2n)\) that satisfies the condition

\[
 g_e (\text{grad}_e f(X), Z) = D\bar{f}(X)[Z]
\]

for all \(Z \in T_X \text{Sp}(2p, 2n)\), where \(\bar{f}\) is a smooth extension of \(f\) around \(X\) in \(\mathbb{R}^{2n \times 2p}\), and \(D\bar{f}(X)\) denotes the Fréchet derivative of \(\bar{f}\) at \(X\). Since \(\text{Sp}(2p, 2n)\) is endowed with the Euclidean metric, the Riemannian gradient can be readily computed by using [1, Section 3.6] as follows.

**Proposition 3.** The Riemannian gradient of a function \(f : \text{Sp}(2p, 2n) \to \mathbb{R}\) with respect to the Euclidean metric \(g_e\) has the following form

\[
\text{grad}_e f(X) = (\mathcal{P}_X)_e (\nabla \bar{f}(X)) = \nabla \bar{f}(X) - JX\Omega_X,
\]

where \(\Omega_X \in S_{\text{skew}}(2p)\) is the unique solution of the Lyapunov equation with unknown \(\Omega\)

\[
X^\top X\Omega + \Omega X^\top X = 2\text{skew}(X^\top J^\top \nabla \bar{f}(X)),
\]

and \(\nabla \bar{f}(X)\) denotes the (Euclidean, i.e., classical) gradient of \(\bar{f}\) at \(X\).

In the case of the symplectic group \(\text{Sp}(2n)\), the Riemannian gradient (7) is equivalent to the formulation in [8], where the minimization problem was treated as a constrained optimization problem in the Euclidean space. We notice that \(\Omega_X\) in (7) is actually the Lagrangian multiplier of the symplectic constraints; see [8].

Expression (7) can be rewritten in the parameterization (2a): it follows from [12, Lemma 3.2] that

\[
\text{grad}_e f(X) = XJW_X + JX_{\perp}K_X
\]
with \( W_X = X^\top J^\top \text{grad}_e f(X) \) and \( K_X = (X^\top J X_\perp)^{-1} X^\top \text{grad}_e f(X) \). Moreover, for the purpose of using the Cayley retraction [12, Definition 5.2], it is essential to rewrite (7) in the parameterization (2b) with \( S \) in a factorized form as in [12, Proposition 5.4]. To this end, observe that (7) is its own tangent projection and use the tangent projection formula of [12, Proposition 4.3] to obtain

\[
\text{grad}_e f(X) = S_X J X
\]

with \( S_X = G_X \text{grad}_e f(X) (X J)^\top + X J (G_X \text{grad}_e f(X))^\top \) and \( G_X = I - \frac{1}{2} X J X^\top J^\top \).

4 Numerical Experiments

In this section, we adopt the Riemannian gradient (7) and numerically compare the performance of optimization algorithms with respect to the Euclidean metric. All experiments are performed on a laptop with 2.7 GHz Dual-Core Intel i5 processor and 8GB of RAM running MATLAB R2016b under macOS 10.15.2. The code that produces the result is available from https://github.com/opt-gaobin/spopt.

First, we consider the optimization problem (1). We compare gradient-descent algorithms proposed in [12] with different metrics (Euclidean and canonical-like, denoted by “-E” and “-C”) and retractions (quasi-geodesics and Cayley transform, denoted by “Geo” and “Cay”). The canonical-like metric has two formulations, denoted by “-I” and “-II”, based on different choices of \( X_\perp \). Hence, there are six methods involved. The problem generation and parameter settings are in parallel with ones in [12]. The numerical results are presented in Figure 2. Notice that the algorithms that use the Euclidean metric are considerably superior in the sense of the number of iterations. This can be
partly explained by the structure of objective function in (1), which is indeed the Euclidean distance. Hence, in this problem the Euclidean metric may be more suitable than other metrics. However, due to their lower computational cost per iteration, algorithms with canonical-like-based Cayley retraction perform best with respect to time among all tested methods, and Cayley-based methods always outperform quasi-geodesics in each setting.

The second example is the symplectic eigenvalue problem. We compute the smallest symplectic eigenvalues and eigenvectors of symmetric positive-definite matrices in the sense of Williamson’s theorem; see [17]. According to the performance in Figure 2, we consider “Cay-E” and “Cay-C-I” as representative methods. The problem generation and default settings can be found in [17]. Note that the synthetic data matrix has five smallest symplectic eigenvalues 1, 2, 3, 4, 5. In Table 1, we list the computed symplectic eigenvalues and 1-norm errors. The results illustrate that our methods are comparable with the structure-preserving eigensolver “symplLanczos” based on a Lanczos procedure [2].

Table 1. Five smallest symplectic eigenvalues of a 1000 × 1000 matrix computed by different methods

|                 | symplLanczos | Cay-E      | Cay-C-I    |
|-----------------|--------------|------------|------------|
| 0.999999999999997 | 1.000000000000000 | 0.999999999999992 |
| 2.000000000000010 | 2.000000000000001 | 2.0000000000000010 |
| 3.000000000000014 | 2.999999999999995 | 3.00000000000000008 |
| 4.000000000000004 | 3.9999999999999988 | 3.9999999999999993 |
| 5.0000000000000016 | 4.9999999999999996 | 4.9999999999999996 |
| Errors          | 4.75e-14     | 3.11e-14   | 3.70e-14   |
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