Linear stability analysis of a time-divergent slamming flow
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When a liquid slams into a solid, the intermediate gas is squeezed out at a speed that diverges when approaching the moment of impact. Although there is mounting experimental evidence that instabilities form on the liquid interface during such an event, understanding of the nature of these instabilities is limited. This study therefore addresses the stability of a liquid-gas interface with surface tension, subject to a diverging flow in the gas phase, where the liquid and the gas phase are both represented as potential fluids. We perform a Kelvin-Helmholtz-type linear modal stability analysis of the surface to obtain an amplitude equation that is subsequently analysed in detail and applied to two cases of interest for impact problems, namely, the parallel impact of a wave onto a vertical wall, and the impact of a horizontal plate onto a liquid surface. In both cases we find that long wavelengths are stabilised considerably in comparison to what may be expected based upon classical knowledge of the stability of interfaces subject to a constant gas flow. In the former case, this leads to the prediction of a marginally stable wavelength that is completely absent in the classical analysis. For the latter we find much resemblance to the classical case, with the connotation that the instability is suppressed for smaller disk sizes. The study ends with a discussion of the influence of gas viscosity and gas compressibility on the respective stability diagrams.

1. Introduction

The importance of stability analysis for the development of our understanding of fluid flows can hardly be overstated. Instabilities of liquid-gas interfaces, of which the Kelvin-Helmholtz type may be one of the prime examples, have long found their way into textbooks (Chandrasekhar 1970; Drazin 2002; Criminale et al. 2019). They are of relevance to a great variety of different areas of physics, such as surface waves (Miles 1959; Nayfeh & Saric 1972), stratified shear flows (Peltier & Caulfield 2003; Funada & Joseph 2001), mixing layers and turbulence (Rogers & Moser 1992; Smyth & Moum 2000; Zhou 2017), vortex sheets (Hou et al. 1997), flow around objects (Magnaudet et al. 1995), spray atomization (Beale & Reitz 1999), meteorology, environmental and atmospheric physics (Fritts & Alexander 2003; Ghisalberti & Nepf 2006), magnetohydrodynamics (Dangelo 1965; Kent et al. 1969), superfluids (Blaauwgeers et al. 2002; Tsubota et al. 2013), and astrophysics (Anderson et al. 2008; Baiotti & Rezzolla 2017).

Nevertheless, the study of instabilities in time-dependent flows have received considerable less attention, and most research performed in that area has concentrated on oscillatory flows (Kelly 1965; Grosch & Salwen 1968; Davis 1976; Poulin et al. 2003; Troy & Koseff 2005; Talib & Juel 2007; Yoshikawa & Wesfreid 2011). A notable exception is the study of instabilities on falling viscous jets, which are advected by a non-uniform base flow and as such render the stability problem inherently time-dependent (Javadi et al. 2013). In fact, we set out to study a very different type of time-dependent flow, namely one that is diverging. The reason for doing so
stems from the context of impact problems. When a liquid slams into a solid, the gas phase that resides in the rapidly decreasing space between needs to be expelled at ever increasing speeds. Examples are the impact of breaking waves on structures (Peregrine 2003; Dias & Ghidaglia 2018), sloshing waves (Faltinsen & Timokha 2009), or the impact of a plate on a liquid surface (Abrate 2013; Kapsenberg 2011; Truscott et al. 2014; Mayer & Krechetnikov 2018; Jain et al. 2021). Especially in the context of overseas transport of cryogenic fuels, such as with liquid natural gas (LNG) carriers (Bogaert 2019), where the largest loads on the structure are known to be due to sloshing wave impact, it has recently become clear that instabilities that arise on breaking sloshing waves account for a significant part of the variability observed in sloshing impact loads (Lafeber et al. 2012a,b; Bogaert 2019). Therefore, to accurately predict these impact loads it is crucial to understand the origin of these instabilities. This is precisely where the current work aims to contribute.

All these impact events have in common that gas needs to be squeezed from the space between the impactor and the target. Since the liquid and the solid phases generally approach each other with, at least in leading order, constant velocity $U_0$, the distance between impactor and target may be written as $d = U_0 \tau$, where $\tau$ is equal to the amount of time remaining until impact. Now, continuity dictates that the ratio of the typical gas velocity $U_g$ and $U_0$ should be equal to the typical area of the impactor (or target, whichever is smallest) perpendicular to the direction of motion, divided by the product of the perimeter and the distance $d$. Since without loss of generality this area (and corresponding perimeter) may be taken to be constant, this implies that the gas velocity is inversely proportional to $\tau$: $U_g \sim 1/\tau$, which will serve as the basis of this work.

As stated above, the main reason for this study comes from the impact of waves on structures, where a detailed understanding of the pressures that are generated during the impact is crucial to predicting the load that is experienced by the structure. Existing theories have evolved from those that mainly involve the impact of inertial liquids onto solids (Wagner 1932; Peregrine 2003; Korobkin 2007) and which use potential flow theory as their main tool, to more recent ones that take into account the presence of the interstitial gas, either as a potential or a viscous fluid (Wilson 1991; Korobkin et al. 2008; Hicks & Purvis 2013; Bouwhuis et al. 2015; Josserand & Thoroddsen 2016). However, all of these works deal with smooth impacting bodies of liquid, whereas the observation from the engineering practice is that –especially on the larger scale– instabilities occur that change the shape of the impacting wave crest and consequently also change the load they exert on the impacted structure (Lafeber et al. 2012a,b; Bogaert 2019). The main objective of this work is therefore to make a first step in predicting the wavelength and size of these instabilities, where due to the diverging nature of the gas flow we need to deal with a time-dependent version of classical linear stability analysis.

Now what would such a time-dependent stability analysis look like? First consider a classical Kelvin-Helmholtz instability of a flat, horizontal gas-liquid interface subject to a steady horizontal gas flow $U_g$. It is well-known (see, e.g., Drazin (2002)) that if $U_g$ is larger than a certain limit (of marginal stability), the interface is unstable and in time a disturbance will appear with a certain wavelength corresponding to the mode with the largest growth rate. Now the first step to the time-dependent situation (which we will call the semi-classical case) is to assume that the gas velocity is very slowly increasing in time, such that the classical analysis can still be assumed to be valid. What would one observe in this case? At first, when $U_g$ is small, the interface is stable, and it remains stable until $U_g$ reaches the marginal stability threshold. Increasing $U_g$ a little bit beyond the threshold will cause the growth of an instability with the marginal wavelength of classical stability analysis, since that is the first one to become unstable. When $U_g$ increases even further, the instability has already occurred and even if the most unstable wavelength would change as a function of $U_g$ (it doesn’t in this particular problem) this would have no large effect, since the interface is already deformed. The main task of a time-dependent stability analysis would therefore be to determine the wavelength that will become unstable first (which we will
call the marginal wavelength $\lambda_{\text{marg}}$). The obvious path to accomplish this would be to determine the instability onset time ($\tau_{\text{ons}}$) for each of the modes and search for the earliest time, which we will call the marginal onset time ($\tau_{\text{marg}}$).

Now in the problem we aim to study, $U_g$ is definitely not always changing slowly in time, as it diverges close to impact. This implies that, next to the time scale that is dictated by the stability problem and determines how fast instabilities grow, there is the second time scale on which the gas flow $U_g$ is changing, and it is a priori unclear which of those two will be dominant. Therefore, we must formulate our stability analysis as a fully time-dependent problem and need to depart from the notion of exponential growth from classical linear stability analysis. We will find that the solutions are all growing as power-laws in the amount of time remaining until impact (i.e., in principle faster than exponential), but some of the modes will be calculated to grow slowly or even extremely slowly. To distinguish (extremely) slowly growing modes from others it is insufficient to determine when a mode becomes unstable, since this will give an unphysical answer for slow modes. We therefore need to distinguish modes while they are in the process of growing, which we will do by setting a threshold value $p$ and determining when the ratio of the amplitude and the initial amplitude of the disturbance grows beyond that value. This introduces an additional parameter to the analysis, but it is unavoidable to obtain physically meaningful results.

The paper is structured as follows. In Section 2 we will discuss the typical geometrical setup of the problem, introduce the basic equations of the modal stability analysis, and arrive at an amplitude equation. Subsequently, we will discuss properties and solutions of this equation in Section 3 from a more mathematical point of view and turn to their stability in connection with the concepts of the growth rate, the magnification factor and the threshold value $p$. We will also connect to classical linear Kelvin-Helmholtz stability theory and discuss in what respect the current work is different. In Section 4 we will then turn to the resulting stability diagrams for two physical cases of interest, namely the parallel impact of a wave onto a vertical wall and the impact of a horizontal plate onto a liquid surface, which constitutes the main physical result of this study. Subsequently, in Section 5 we discuss the limiting influence of gas viscosity and compressibility on the stability analysis. Finally, we provide some tentative comparison to experimental results (Section 6), before concluding in Section 7. To maintain structural clarity, some more technical points have been deferred to a series of Appendices.

2. Problem statement and stability analysis

In this work we will concentrate on two types of slamming liquid-solid impact. The first is a quasi two-dimensional breaking wave, as is, e.g., created during sloshing, that slams into a vertical wall (Fig. 1a). During such an impact, typically, a gas pocket gets entrapped below the wave. While the wave is moving towards the wall, the gas pocket decreases in size and consequently a gas flow is set up along the impacting crest. As the crest is approaching the wall, the width $d$ of the intermediate gap decreases to zero in time $t$. If the amount of time that remains until the moment of impact at time $t = t_i$, is denoted by $\tau = t_i - t$, the gap width equals $d = U_0\tau$, and the gas velocity $U_g$ in the gap can be written as

$$U_g(\tau) = \frac{q_0}{U_0\tau},$$

where $q_0$ is the (two-dimensional) volumetric flow rate in the gap, which is equal to minus the rate of change of the gas pocket volume below the crest. It may be assumed to be constant, since the gap width is likely to change much more rapidly in time than the derivative of the gas pocket volume. Normally, the volume changes in the gas pocket do not lead to any compression or pressure increase of the gas inside the pocket. This will only happen if the escaping gas experiences large
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1. The impact of a breaking wave onto a vertical wall. Left: two pictures from wall impact experiments of breaking waves generated in two different flumes (taken from Bogaert (2019) with permission; the horizontal scale bars measure 10 cm (left) and 20 cm (middle) respectively); right: a schematic of the gas flow during impact: the gas pocket volume changes at a constant rate, leading to a constant (two-dimensional) volumetric flow rate \( q_0 \) in the gap between crest and wall. Here, \( U_0 \) and \( R_0 \) are the velocity and local radius of curvature of the impacting crest, respectively.

b. The horizontal impact of a plate onto a water surface. Left: a circular disk is pulled through a water surface (the horizontal scale bar has a length of 1.0 cm); right: a schematic of a circular disk of diameter \( D_0 \) impacting a water surface at a constant velocity \( U_0 \), which sets up a gas flow \( U_g \) below the disk, which is maximal at the edge. In the two schematics the horizontal \((x)\) and vertical \((z)\) directions used in the analysis have been indicated for clarity.

Figure 1. Two types of slamming impact events studied in this work: a. The impact of a breaking wave onto a vertical wall. Left: two pictures from wall impact experiments of breaking waves generated in two different flumes (taken from Bogaert (2019) with permission; the horizontal scale bars measure 10 cm (left) and 20 cm (middle) respectively); right: a schematic of the gas flow during impact: the gas pocket volume changes at a constant rate, leading to a constant (two-dimensional) volumetric flow rate \( q_0 \) in the gap between crest and wall. Here, \( U_0 \) and \( R_0 \) are the velocity and local radius of curvature of the impacting crest, respectively.

b. The horizontal impact of a plate onto a water surface. Left: a circular disk is pulled through a water surface (the horizontal scale bar has a length of 1.0 cm); right: a schematic of a circular disk of diameter \( D_0 \) impacting a water surface at a constant velocity \( U_0 \), which sets up a gas flow \( U_g \) below the disk, which is maximal at the edge. In the two schematics the horizontal \((x)\) and vertical \((z)\) directions used in the analysis have been indicated for clarity.

friction in the gap, which may be the case when either viscous or compressibility effects start to dominate the gas flow inside the gap. These effects will be studied in Section 5.

The second type of slamming event is the impact of a horizontal circular disk of diameter \( D_0 \) impacting onto a liquid surface with a constant velocity \( U_0 \), as depicted in Fig. 1b. Here, the gas needs to be pressed from the gap between the disk and the liquid surface, which using continuity and assuming a uniform radial gas flow in the gap leads to a gas velocity that depends on the radial coordinate, \( U_g = \frac{1}{2} r / \tau \), and is maximal under the disk edge, where

\[
U_g(\tau) = \frac{D_0}{4\tau} = \frac{q_0}{U_0 \tau}.
\]

In the second step, we have cast the equation into the form of Eq. (2.1) by defining the two-dimensional volumetric flow rate as \( q_0 = U_0 D_0 / 4 \). Note that the same relation holds if the impacting object is a rectangular plate of width \( W_0 \), where the gas velocity under the plate edge is given by Eq. (2.1) with \( q_0 = U_0 W_0 / 2 \).

The above sketched slamming liquid impact geometries may be simplified to the following two-dimensional model setup, that is depicted in Fig. 2 and captures the essence of the stability problem: We will assume a liquid of density \( \rho_l \) and a gas of density \( \rho_g \) with a liquid-gas interface (having interfacial tension \( \sigma \)), that is initially flat and above which there exists a uniform, time-dependent gas flow with velocity \( U_g(\tau) \) of the form described in Eq. (2.1) in the \( x \)-direction, parallel to the interface that lies in the horizontal plane. This will be the basic state to which we will perform a stability analysis within the context of potential flow by adding a disturbance \( z = \eta(x, t) \). Although the analysis may be straightforwardly extended to a full, three-dimensional formulation (the result of which is provided in Appendix A for completeness) we will restrict...
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F/i.pc/g.pc/u.pc/r.pc/e.pc 2.
Left: model setup for the stability analysis of an unsteady, diverging gas flow of uniform velocity \( U_g(\tau) \) above a quiescent liquid, where the liquid-gas interface with surface tension \( \sigma \) is positioned at \( z = 0 \). The gas and liquid densities are denoted by \( \rho_g \) and \( \rho_l \) respectively, and the system is subject to a downward acceleration \( g \) (e.g., due to gravity). Right: to create a base state that obeys the potential flow equations, the whole system needs to be viewed in an accelerated reference frame that moves at a velocity \( U_l(\tau) = (\rho_g/(\rho_l - \rho_g))U_g(\tau) \) in the negative \( x \)-direction (see main text). In this reference frame, we will study the linear stability of the liquid-gas interface under a small perturbation \( \eta(x, \tau) \).

Ourselves to small disturbances in the \( x \)-direction only, which is the direction in which the most unstable wave vectors will be found. Initially, our arguments closely follow the line of reasoning of the seminal paper of Kelly, who performed a similar stability analysis for oscillatory flows half a century ago (Kelly 1965).

We start by noting that the situation depicted in the left schematic in Fig. 2 cannot represent a valid basic flow for our analysis. The reason is that the pressure needs to be continuous at the interface, whereas if we use the bases state formed by \( \phi_g^{(0)} = U_g(\tau)x + F(t) \) and \( \phi_l^{(0)} = G(t) \) for arbitrary functions of time \( F \) and \( G \), then the pressure condition at the interface leads to

\[
p_g|_{z=0} = p_l|_{z=0} \Rightarrow \frac{1}{2}\rho_g U_g^2 + \rho_g \frac{\partial U_g}{\partial t} x + \dot{F}(t) = \dot{G}(t), \quad (2.3)
\]

where we have used that the pressure jump due to surface tension is zero since the interface is flat and \( \dot{F} \) and \( \dot{G} \) denote the time derivatives of the functions \( F \) and \( G \). Clearly this condition can only be satisfied for time-independent \( U_g \), because of the explicit \( x \)-dependence in the left hand side of Eq. (2.3). If however we translate the system with a time-dependent velocity \( U_l(\tau) \) towards the negative \( x \)-direction, we obtain the system depicted in the right schematic of Fig. 2, where the liquid and gas obtain velocities \( U_l \) and \( U_g + U_l \) respectively, and the pressure condition (2.3) turns into

\[
\frac{1}{2}\rho_g (U_g + U_l)^2 + \rho_g \frac{\partial (U_g + U_l)}{\partial t} x + \dot{F}(t) = \frac{1}{2}\rho_l U_l^2 + \rho_l \frac{\partial U_l}{\partial t} x + \dot{G}(t). \quad (2.4)
\]

This equation may be satisfied for suitable \( \dot{F} - \dot{G} \), provided that the \( x \)-dependent term vanishes, i.e., when

\[
U_l(\tau) = \frac{\rho_g}{\rho_l - \rho_g} U_g(\tau) = \frac{\delta}{1 - \delta} U_g(\tau), \quad (2.5)
\]

where we have introduced the gas-to-liquid density ratio \( \delta = \rho_g/\rho_l \). Although the translated reference frame is non-inertial, it introduces an inertial acceleration in the \( x \)-direction only, which is not expected to interfere with the stability analysis that we are about to perform. Note that it does imply that the result of our stability analysis may be expected to translate with a velocity \( U_l = \delta U_g \) towards the positive \( x \)-direction, i.e., with a velocity that is usually much smaller than the gas velocity \( U_g \), as \( \delta \ll 1 \). (This will be addressed in more detail in Subsection 4.4.)

It is good to stress the necessity of having a finite velocity in both phases in order for the basic flow to satisfy the potential flow equations, which necessarily leads to flow potentials of the form...
discussed above, and which for completeness are stated below

\[
\phi_i^{(0)}(x, t) = \frac{\delta}{1 - \delta} U_g(\tau)x + F(t), \\
\phi_i^{(0)}(x, t) = \frac{1}{1 - \delta} U_g(\tau)x + G(t),
\]

where \(F(t)\) and \(G(t)\) are chosen to satisfy condition (2.4)

We now consider this basic flow to be perturbed by a small disturbance that coincides with a small vertical displacement \(z = \eta(x, t)\) of the flat interface at \(z = 0\). That is, there are perturbed flow potentials \(\phi_i = \phi_i^{(0)} + \phi_i^{(1)}\) and \(\phi_g = \phi_g^{(0)} + \phi_g^{(1)}\) in the liquid and the gas phase, which need to obey the continuity equation, the far field kinematic boundary conditions and the linearized kinematic and dynamic boundary conditions at the interface:

\[
\nabla^2 \phi_i = \nabla^2 \phi_i^{(1)} = 0 \quad (i = l, g),
\]

\[
\lim_{z \to \pm \infty} \phi_i^{(1)} = 0 \quad (i = l, g),
\]

\[
\frac{\partial \eta}{\partial t} + \bar{U}_l \frac{\partial \eta}{\partial x} = \frac{\partial \phi_i^{(1)}}{\partial z} \quad (i = l, g),
\]

\[
\rho_l \left( \frac{\partial \phi_i^{(1)}}{\partial t} + \bar{U}_l \frac{\partial \phi_i^{(1)}}{\partial x} + g\eta \right) = \rho_g \left( \frac{\partial \phi_g^{(1)}}{\partial t} + \bar{U}_g \frac{\partial \phi_g^{(1)}}{\partial x} + g\eta \right) + \sigma \frac{\partial^2 \eta}{\partial x^2},
\]

where we have used that (up to quadratic order in \(\eta\)) all boundary conditions at the interface have been satisfied by the basic flow \(\phi_i^{(0)}\) and all derivatives of the \(\phi_i^{(1)}\) may be evaluated at the undisturbed interface at \(z = 0\). Here, \(i = l, g\) stands for either the liquid or the gas phase, \(g\) is the acceleration component perpendicular to the interface (e.g., gravity) and \(\nabla^2\) represents the Laplacian. Note that for notational convenience we have defined \(\bar{U}_l = U_l = (\delta/(1 - \delta))U_g\) and \(\bar{U}_g = U_g + U_l = (1/(1 - \delta))U_g\) corresponding to the velocities in the two phases in the translated reference frame.

With a modal decomposition Ansatz for the displacement of the free surface, \(\eta(x, t) = \varepsilon(t) \exp[ikx]\), we may solve the Laplace equations (2.7), together with the far-field boundary conditions (2.8) as \(\phi_i^{(1)} = C_i(t) \exp[kz + ikx]\) and \(\phi_g^{(1)} = C_g(t) \exp[-kz + ikx]\). Inserting these expressions in the kinematic (2.9) and dynamic (2.10) boundary conditions we obtain

\[
(\dot{\varepsilon} + ik\bar{U}_l\varepsilon) = kC_l, \quad (2.11)
\]

\[
(\dot{\varepsilon} + ik\bar{U}_g\varepsilon) = -kC_g, \quad (2.12)
\]

\[
\rho_l(\dot{\varepsilon} + ik\bar{U}_l\varepsilon + k\varepsilon) = \rho_g(\dot{C}_g + ik\bar{U}_g C_g + g\varepsilon) - \sigma k^2 \varepsilon. \quad (2.13)
\]

Multiplying the last equation (2.13) with \(k\) and substituting \(kC_l\) and \(kC_g\) from Eqs. (2.11) and (2.12) leads to the following differential equation for the amplitude \(\varepsilon(t)\)

\[
(p_l + \rho_g)\dot{\varepsilon} + 2ik(p_l\bar{U}_l + \rho_g \bar{U}_g)\varepsilon
\]

\[
+ \left[ ik(p_l\bar{U}_l + \rho_g \bar{U}_g) - k^2(p_l\bar{U}_l^2 + \rho_g \bar{U}_g^2) + (p_l - \rho_g)gk + \sigma k^3 \right] \varepsilon = 0,
\]

Now, following Kelly (1965), we can get rid of the imaginary terms in the above equation by defining a modified amplitude \(\bar{\varepsilon}(t)\) as

\[
\bar{\varepsilon}(t) = \varepsilon(t) \exp \left[ ik \int_{-\infty}^{t} \left( \frac{p_l}{p_l + \rho_g} \bar{U}_l(\tau') + \frac{\rho_g}{p_l + \rho_g} \bar{U}_g(\tau') \right) d\tau' \right] \equiv \varepsilon(t) \exp[ikH(t)], \quad (2.15)
\]
where we inserted $\bar{U}_l$ and $\bar{U}_g$ from their definitions to obtain the expression on the second line. Note that $|\bar{\varepsilon}(t)| = |\varepsilon(t)|$, implying that the above transformation does not alter the stability problem we seek to study. After inserting $\varepsilon = \bar{\varepsilon} \exp[-ikH]$ into Eq. (2.14) and some algebraic manipulation this leads to a modified amplitude equation for $\bar{\varepsilon}(t)$

$$\frac{d^2\bar{\varepsilon}}{dt^2} + \left[1 - \frac{\delta}{1 + \delta} \bar{g}k + \frac{\sigma}{\rho_l(1 + \delta)} k^3 - \frac{\delta}{(1 + \delta)^2} (U_g(\tau))^2 k^2 \right] \bar{\varepsilon} = 0,$$

(2.16)

again using the definitions of $\bar{U}_l$ and $\bar{U}_g$. Note that this result is almost identical to the one one would obtain in a traditional Kelvin-Helmholtz analysis (Drazin 2002), i.e., for constant $U_g$, with the exception of fact that now the gas velocity depends on time. For the case that the gas velocity is given by Eq. (2.1), i.e., $U_g(\tau) = q_0/(U_0 \tau)$, the latter will have large implications, as we will see in the next sections.

We want to conclude the section with a short caveat, since the above simplification disregards many features that will inevitably be present in real systems. One obvious simplification is the assumption of a flat liquid interface, which for wave impact can only (very) approximately be realized, if at all. Another one is the assumed spatially uniform flow, which is impossible to exactly realize for both disk and rectangular plate impact, as the gas velocity will necessarily increase with the distance to the center as one approaches the rim, to not even speak of the spatially divergent character of the gas flow in the case of a circular disk. A third simplification is the description of terms of two infinite fluid half spaces, whereas in practice the gas-solid and gas-liquid interfaces approach each other, which at some point in time will violate the assumption of an infinitely large gas layer and may influence the stability of the free surface. In principle, these features could be included in a stability analysis along the same path that is followed here, albeit at the expense of the simple, analytic approach that is possible in this highly idealized description only, and that will be further elaborated upon in the next sections.

There are however a few more subtle issues, like the observation that during disk impact the liquid interface will be pushed slightly downward by the intervening gas layer, an effect known as air cushioning (Verhagen 1967; Wilson 1991; Peters et al. 2013; Jain et al. 2021). Thus, although the disturbance is typically very small, the interface is not entirely flat and the resulting acceleration could in principle modify the gravitational acceleration. Although one can show that the largest deformation takes place below the disk center and not at the rim where the instability should occur and that the acceleration typically remains small at time scales that are relevant for the current stability analysis, it is good to be alert to subtleties that may be of relevance in certain limits.

3. Amplitude equation analysis

We will start by discussing and characterizing the solutions of the amplitude equation (2.16), which has the mathematical structure

$$\frac{d^2y}{d\tau^2} + \left(A - \frac{B}{\tau^2}\right) y = 0,$$

(3.1)

where we renamed $y = \bar{\varepsilon}$ and have used that $d\tau = -dt$, where we take the opportunity to remind the reader that $\tau = t_i - t$ is the amount of time remaining until impact, i.e., that we need to integrate Eq. (3.1) backwards in $\tau$. We have introduced the positive constants $A$ and $B$ given by

$$A(k) = \frac{1 - \delta}{1 + \delta} \bar{g}k + \frac{\sigma}{\rho_l(1 + \delta)} k^3 \equiv \alpha_1 k + \alpha_3 k^3,$$

(3.2)

$$B(k) = \frac{\delta q_0^2}{(1 + \delta)^2 U_0^2 k^2} \equiv \beta_2 k^2.$$

(3.3)
Note that $A$ has the dimensions of inverse squared time whereas $B$ is dimensionless. Although, 
e.g., the key equation (3.1) is conveniently expressed in terms of inverse time $\tau$, when discussing early and late events we will always refer to ordinary time $t$, i.e., events at a smaller $\tau$ occur later than events with larger $\tau$.

If we were to disregard the time-dependence of the third term in the above equation, we would be in the situation of classical Kelvin-Helmholtz stability theory, where a stabilizing term ($Ay$) competes with a destabilizing one ($-By/\tau^2$) and solutions would be purely oscillatory and stable when $A > B/\tau^2$ and unstable (in fact, exponentially diverging) when $B/\tau^2 > A$. However, the fact that the third term is time dependent implies that we will typically see both types of behavior in a solution of Eq. (3.1): Initially, for large $\tau$, the solution will be (close to) a harmonic oscillator until, after reaching a threshold at $\tau = \sqrt{B/A}$, it will start to diverge.

3.1. Solution of the amplitude equation

Before looking in more detail at solutions, let us first observe that Eq. (3.1) can be non-dimensionalised by introducing dimensionless time $\tilde{\tau} = \sqrt{A} \tau$ and amplitude $\tilde{y} = y/|y_0|$, where $y_0$ is the amplitude at some initial time $\tau_0 = t_i - t_0$, which then leads to the one parameter equation

$$\frac{d^2 \tilde{y}}{d\tilde{\tau}^2} + \left(1 - \frac{B}{\tilde{\tau}^2}\right) \tilde{y} = 0.$$  

(3.4)

Clearly, this equation has two distinct limits, namely an early time limit, $\tilde{\tau} \gg \sqrt{B}$, where the time-dependent last term is negligible and the equation reduces to that of a harmonic oscillator with dimensionless angular frequency 1 (corresponding to a dimensional angular frequency $\sqrt{A}$), and a late time limit, $\tilde{\tau} \ll \sqrt{B}$, just before impact at $\tilde{\tau} = 0$ where the last term in Eq. (3.4) is dominant

$$\frac{d^2 \tilde{y}}{d\tilde{\tau}^2} + \tilde{y} \approx 0 \quad \text{for } \tilde{\tau} \gg \sqrt{B},$$

(3.5)

$$\frac{d^2 \tilde{y}}{d\tilde{\tau}^2} - \frac{B}{\tilde{\tau}^2} \tilde{y} \approx 0 \quad \text{for } \tilde{\tau} \ll \sqrt{B}.$$  

(3.6)

Allowing for complex solutions, we may write the general solution to Eq. (3.5) as

$$\tilde{y} \approx \exp[i\psi + i\tilde{\tau}] \quad \text{(for } \tilde{\tau} \gg \sqrt{B}),$$

(3.7)

where the prefactor of the exponential has been set to 1, consistent with the definition of the dimensionless amplitude $\tilde{y}$, and $\psi$ is some constant initial phase. Also the second equation (3.6) can be solved straightforwardly by noting that one should try a power-law solution of the form $\tilde{y} \sim \tilde{\tau}^\kappa$, which when inserted into (3.6) leads to the algebraic relation $\kappa(\kappa - 1) - B = 0$, which has solutions $\kappa_\pm = \frac{1}{2}(1 \pm \sqrt{4B + 1})$ with which

$$\tilde{y} \approx \tilde{y}_+ \tilde{\tau}^{\kappa_+} + \tilde{y}_- \tilde{\tau}^{\kappa_-} \approx \tilde{y}_- \tilde{\tau}^{\kappa_-} \quad \text{with } \kappa_\pm = \frac{1}{2}(1 \pm \sqrt{4B + 1}) \quad \text{(for } \tilde{\tau} \ll \sqrt{B}).$$

(3.8)

Clearly, as $\tilde{\tau} \rightarrow 0$, the solution is dominated by the second term, for which the exponent $\kappa_-$ is always negative. It is good to note that one may in fact also write down analytical solutions to Eq. (3.4) in terms of Bessel functions. For completeness, these are provided in Appendix B, but they are of little use for the purposes of this article.

In Fig. 3a we plot the real part $\tilde{y}_\tau$ of the dimensionless amplitude $\tilde{y}$ as a function of dimensionless time $\tilde{\tau}$ for $B = 1$ (red curve). Clearly, for large $\tilde{\tau}$ the solution is oscillatory and is fitted nicely by the asymptotic solution (3.7) (dotted black curve). As expected, the solution starts to diverge when $\tilde{\tau} \approx \sqrt{B} = 1$, which may be better observed in the inset where the same data is plotted doubly logarithmically. Clearly, $\tilde{y}$ diverges as a power law, which is well fitted by the dotted black line, which corresponds to Eq. (3.8), with $\tilde{y}_- = 1.4$. In the same plots, the blue curve corresponds...
Figure 3. a. Solution of the amplitude equation for $B = 1$. The main figure shows the amplitude $\tilde{y}$ as a function of time remaining to impact $\tilde{\tau}$. The red curve shows the real part of the solution $\tilde{y}_r\left(\tilde{\tau}\right)$ with boundary conditions $\tilde{y}(20) = 1$, $\tilde{y}'(20) = 0$ at $\tilde{\tau}_0 = 20$, whereas the blue curve shows the magnitude $|\tilde{y}(\tilde{\tau})|$ of the complex solution starting from the same boundary conditions. The dotted black line corresponds to the approximate solution in the large-$\tilde{\tau}$ limit (Eq. (3.5)), again starting from the same point. The inset shows the same data in a doubly logarithmic plot and the dotted black line the approximate solution $\tilde{y} = \tilde{y}_-\tilde{\tau}^{\kappa_-}$ in the small-$\tilde{\tau}$ limit (Eq. (3.6)) with $\tilde{y}_- = 1.4$. b. Projection onto the complex plane $\tilde{y} = \tilde{y}_r + i\tilde{y}_i$ of solutions of the amplitude equation starting from the same boundary conditions as in a., but taken at different initial times $\tilde{\tau}_0 = 20 - n\pi/3$ for $n = 0, ..., 5$. Clearly, after spending time on the unit circle (corresponding to oscillations), divergence may occur in any direction in the complex plane. The curve closest to the positive $\tilde{y}_r$-axis corresponds to the one plotted in figure a., i.e., $\tilde{\tau}_0 = 20$.

to the magnitude $|\tilde{y}(\tilde{\tau})|$ of the complex solution with the same boundary conditions, which in this case happens to coincide with $\tilde{y}_r$. This is not always the case, since the divergence may happen in any direction in the complex plane, depending on initial conditions, as evidenced by Fig. 3b.

For the purpose of our stability analysis it is sufficient to look at the magnitude $|\tilde{y}(\tilde{\tau})|$. Clearly, for $\tilde{\tau} \gg \sqrt{B}$, we find that $|\tilde{y}(\tilde{\tau})| \approx 1$ (Eq. (3.7)), whereas close to impact ($\tilde{\tau} \ll \sqrt{B}$) we have $|\tilde{y}(\tilde{\tau})| \approx \tilde{y}_-\tilde{\tau}^{\kappa_-}$ (Eq. (3.8)). By simply matching both asymptotic solutions at the crossover point $\tilde{\tau} = \sqrt{B}$, we obtain the unknown $\tilde{y}_-$ and arrive at a continuous approximate solution $|\tilde{y}|_{\text{app}} \approx |\tilde{y}|$

$$|\tilde{y}|_{\text{app}}\left(\tilde{\tau}\right) = \begin{cases} 1 & \text{for } \tilde{\tau} \geq \sqrt{B}, \\ \frac{1}{\tilde{\tau}} \left(\frac{\tilde{\tau}}{\sqrt{B}}\right)^{-\frac{1}{2}(\sqrt{4B+1}-1)} & \text{for } \tilde{\tau} < \sqrt{B}. \end{cases}$$

(3.9)

To understand how the solution depends on the parameter $B$, we plot the magnitude of the dimensionless amplitude $|\tilde{y}|$ (solid lines) together with the approximate solution $|\tilde{y}|_{\text{app}}$ (dashed lines) for several different values of $B$ in Fig. 4a, all starting with $\tilde{y}(\tau_0) = 1$ and $\tilde{y}'(\tau_0) = 0$ at $\tilde{\tau}_0 = 1000$. Clearly, all curves start to diverge for $\tilde{\tau}$ below $\sqrt{B}$, but the rate at which this happens strongly depends on $B$, consistent with the above approximate solution. Note that the approximate solutions only fairly coincide with the exact ones: Whereas the power-law exponent is highly accurate, one observes a shift between $|\tilde{y}|$ and $|\tilde{y}|_{\text{app}}$ that is especially pronounced for large $B$ (inset of Fig. 4a). Here it is good to note that, although a matched asymptotic expansion can be constructed, it is algebraically complex and not converging quickly such that the approximate solution of Eq. (3.9) is preferred. Also, the crossover point $\tilde{\tau} < \sqrt{B}$ marks exactly that point in time at which the solution can start to grow, i.e., where the time-dependent squared frequency becomes negative.
A second quantity that is worth looking at is the absolute amplitude growth rate \( \tilde{\Gamma} \), which we define as the rate at which the absolute amplitude grows

\[
\tilde{\Gamma} \equiv -\frac{1}{|\tilde{y}|} \frac{d|\tilde{y}|}{d\tilde{\tau}},
\]

where the minus sign guarantees that \( \tilde{\Gamma} \geq 0 \) in the divergent region (\( \tilde{\tau} > 0 \)). This definition coincides with the growth rate as it is commonly defined in stability problems for the case of exponential growth. The absolute amplitude growth rate is plotted in Fig. 4b (solid lines) for the data found in Fig. 4a, where one observes that for \( \tilde{\tau} \gg \sqrt{B} \) the growth rate is very small, and subsequently rapidly increases for \( \tilde{\tau} \gtrsim \sqrt{B} \), until for \( \tilde{\tau} < \sqrt{B} \), the solution converges to a power law with exponent \(-1\). This last feature is easily understood by computing the absolute amplitude growth rate from the approximate solution \( |\tilde{y}|_{\text{appr}} \)

\[
\tilde{\Gamma}_{\text{appr}}(\tilde{\tau}) = -\frac{1}{|\tilde{y}|_{\text{appr}}} \frac{d|\tilde{y}|_{\text{appr}}}{d\tilde{\tau}} = \begin{cases} 0 & \text{for } \tilde{\tau} \gtrsim \sqrt{B}, \\
\frac{\sqrt{4B + 1} - 1}{2\tilde{\tau}} & \text{for } \tilde{\tau} < \sqrt{B}, \end{cases}
\]

which indeed corroborates the observed power-law exponent. In fact, the approximate absolute amplitude growth rate \( \tilde{\Gamma}_{\text{appr}} \) (dashed lines) excellently coincides with the numerical solution \( \tilde{\Gamma} \) in the late regime (\( \tilde{\tau} < \sqrt{B} \)), which once more confirms that the power-law exponent for \( \tilde{y} \) in this limit is well predicted by the approximate solution. A final feature that is worth pointing to in Fig. 4b is that initially \( \tilde{\Gamma} \) appears to oscillate with a small amplitude (\( \sim 10^{-4} \)) for \( B \geq 1 \). Although this detail is not relevant for the stability question we are addressing, it is good to note that this is not some numerical inaccuracy, but a property of the equations, as is shown in Appendix C.
where we will derive a set of equations for $\tilde{\Gamma}$, which is not only elegant, but also easier to solve numerically.

### 3.3. Determining stability criteria

An important question we will need to address is to determine the onset time of the instability, i.e., the time at which the solution $|\tilde{y}(\tilde{\tau})|$ becomes unstable. We will now set out to define and determine this threshold value.

From the above discussion it is clear that $|\tilde{y}(\tilde{\tau})|$ is stable at early times, and starts to diverge when $\tilde{\tau}$ becomes smaller than $\sqrt{\tilde{B}}$. What is complicating this task, however, is that the divergence is not uniform, but strongly depends on the value of the parameter $B$. Naively, one could just set instability onset to the time below which the (approximate) non-dimensionalized amplitude first starts to rise above 1, i.e., at $\tilde{\tau} = \sqrt{\tilde{B}}$. This would however seriously over-predict the onset time for small values of $B$. E.g., looking at the blue curve corresponding to $B = 0.1$ in Fig. 4a one observes that $\sqrt{\tilde{B}} \approx 0.316$, whereas the solution only surpasses the dashed-dotted black line, indicating a growth of the amplitude to just 1.5 times its original size, at $\tilde{\tau} \approx 3.78 \cdot 10^{-3}$, which is almost two orders of magnitude smaller than $\sqrt{\tilde{B}}$.

The need to distinguish these slow growing modes with small $B$, forces us to define the onset time by setting a threshold value $p$ for the absolute amplitude $|\tilde{y}|$ to determine the onset time and define it as:

$$|\tilde{y}|(\tilde{\tau}_{\text{ons}}) = p.$$  \hspace{1cm} (3.12)

This does more justice to the dynamics of the amplitude equation, but comes at the expense of having to introduce an additional parameter to the problem, namely, the threshold value $p$. Also, setting a threshold value to the full, numerical solution $|\tilde{y}|$ will not lead to a practical algebraic expression. However, using the approximate solution (3.9), we can directly solve $|\tilde{y}|(\tilde{\tau}_{\text{ons}}) = p$ as

$$\tilde{\tau}_{\text{ons, appr}} = \sqrt{\tilde{B}} p^{2/(4\sqrt{\tilde{B}}+3)} = \sqrt{\tilde{B}} \exp \left[ -\frac{2 \log(p)}{\sqrt{4\tilde{B} + 1} - 1} \right].$$  \hspace{1cm} (3.13)

Coincidentally, at a reasonable threshold value $p = 1.5$ (horizontal dashed-dotted black line in Fig. 4a) the discrepancy between $|\tilde{y}|$ and $|\tilde{y}|_{\text{appr}}$ is observed to be very small. Thus, for such threshold values we may expect the approximate onset times to lie close to the numerical ones.

In Fig. 5a we plot the numerically determined onset times $\tilde{\tau}_{\text{ons}}$ (solid lines) together with the approximation $\tilde{\tau}_{\text{ons, appr}}$ from the above equation (dashed lines) for different values of the threshold $p$. Clearly, the approximate solution gives an accurate description of the actual onset time, especially for intermediate threshold values, $p \approx 1.5$. For the smallest $p$ value plotted, there is a clear shift of the numerical result to slightly larger onset times.

Equally significant is the observation that the onset time quantitatively depends on the choice of the threshold value $p$. This can be easily understood when looking back at Fig. 4a, where one observes that, especially for smallest values of $B$, the power-law exponent in the divergent region, $\kappa_\sim = \frac{1}{2} (1 - \sqrt{4\tilde{B} + 1})$, becomes vanishingly small, corresponding to large shifts in onset time for varying $p$. This is an issue that especially impacts this time-dependent analysis, but is also worthy of consideration for the classical analysis, as discussed in the next subsection.

Given that the onset time depends on the choice of the threshold value, it may be good to look for an additional quantity that may provide some insight in the speed with which the solution diverges. Naturally, one may be tempted to use the absolute amplitude growth rate $\tilde{\Gamma}$, but this quantity still depends on time in the divergent regime, and additionally is also affected by the non-dimensionalization of the time coordinate. One can however define another quantity that is not affected by the above two complications, namely the multiplication factor $M = \tilde{\Gamma} \tilde{\tau}$, which is simply the product of $\tilde{\Gamma}$ and the amount of time remaining until impact, $\tilde{\tau}$. Since asymptotically, $\tilde{\Gamma} \sim 1/\tilde{\tau}$, once in the diverging regime, $M$ is not expected to depend on time and, given the
Figure 5. a. Onset time $\tau_{\text{ons}}$ as a function of $B$ for three different threshold values $p = 1.1, 1.5, 2.0$, both numerically from the direct solution $\tilde{y}(\tau)$ (solid lines) and using the approximate expression (3.13) (dashed lines). Note that the undulations that are visible, e.g., in the solution for $p = 1.1$, are due to initial conditions, which are here taken to be $\tilde{y}(\tau_0) = 1$ and $\tilde{y}(\tau_0) = 0$, for $\tau_0 = 4B$. The undulations may be suppressed taking larger values for $\tau_0$. The dashed dotted line represents the semi-classical result $\tau_{\text{clas}} = \sqrt{B}$. b. Multiplication factor $M$ as a function of $B$. Again, the dashed-dotted line denotes the semi-classical result $M_{\text{clas}} = \sqrt{B}$. Also plotted are the numerically determined maximum growth factors $|\tilde{y}|_{\text{max}}$ for two representative parameter settings corresponding to wave (black dashed-dotted line) and disk impact (red dashed-dotted line). See Appendix D for details of this estimate.

excellent agreement of the approximate and actual expressions in this regime, one may simply compute $M$ as

$$M = \tilde{\Gamma} \tilde{\tau} \approx \frac{\sqrt{4B+1} - 1}{2\tilde{\tau}} \tilde{\tau} = \frac{1}{2} \left( \sqrt{4B+1} - 1 \right) \quad (\text{for } \tilde{\tau} \ll \sqrt{B}) . \quad (3.14)$$

This expression is plotted in Fig. 5b. With the definition of $\tilde{\Gamma}$ (Eq. (3.10)), one may adopt $M$ as a measure for the relative increase $\Delta|\tilde{y}|/|\tilde{y}|$ in the diverging time interval $\tau_{\text{ons}}$, but of course cannot be identified with it, since the true amplitude is diverging with time $\tilde{\tau}$. This implies that, even within the linear context, $M$ will be a lower bound on the actual increase in amplitude, which may even be orders of magnitude larger than $M$.

This is confirmed by numerically solving for the maximally possible amplitude that the solution can obtain, realizing that the amplitude $|\tilde{y}(\tau)|$ can never become larger than the remaining gap width $(U_0\tau)$ between the solid and the free surface. This condition leads to a maximum growth factor $|\tilde{y}|_{\text{max}} = |y|_{\text{max}}/y_0$ of the original amplitude $y_0$, which are also plotted in Fig. 5b for some typical parameter values. More details on the calculation can be found in Appendix D and in the next section, where the two curves will be discussed in some greater detail. It suffices to note that the more realistic estimate of growth $|\tilde{y}|_{\text{max}}$ is orders of magnitude larger than $M$, at the expense of explicitly depending on all relevant system parameters, including the initial amplitude $y_0$. 
Finally, the divergence of the multiplication factor $M$ for large $B$ (i.e., small wavelength $\lambda$) may look puzzling at first sight, but one should realize that the amount of time in which this divergence takes place scales with $1/\sqrt{\lambda} \sim \lambda^{3/2}$ and consequently becomes vanishingly small for small $\lambda$.

### 3.4. Stability criteria and (semi-)classical stability analysis

The final subject to discuss in this Section is how all of the above relates to a traditional stability analysis, where in Eq. (3.4) the factor $\tilde{\Omega}^2 \equiv 1 - B/\tilde{\tau}^2$ would be time independent. Before looking at the conditions under which Eq. (3.4) may behave classically, let us first naively neglect the time-dependence of the equations and write down the results that we may classically expect. This corresponds to assuming (wrongly, as we know) that $\tilde{\Omega}^2$ changes slowly with time, a situation which we will call this the semi-classical picture. First of all, Eq. (3.4) would become unstable as soon as $\tilde{\Omega}^2$ becomes zero, leading to the semi-classical onset time

$$\tilde{\tau}_{\text{ons, sclass}} = \sqrt{B},$$

which result we have plotted in Fig. 5a as the black dashed-dotted line. The semi-classical absolute amplitude growth rate is simply zero above $\tilde{\tau}_{\text{ons, sclass}}$ and $\sqrt{\tilde{\Omega}^2}$ below it, i.e.,

$$\tilde{\Gamma}_{\text{sclass}}(\tilde{\tau}) = \begin{cases} 0 & \text{for } \tilde{\tau} \geq \sqrt{B}, \\ \frac{\sqrt{B - \tilde{\tau}^2}}{\tilde{\tau}} \approx \frac{\sqrt{B}}{\tilde{\tau}} & \text{for } \tilde{\tau} < \sqrt{B}, \end{cases}$$

where the last approximate equality holds at the very last stages ($\tilde{\tau} \ll \sqrt{B}$). Clearly, using this last expression we may write down a semi-classical multiplication factor as

$$M_{\text{sclass}} = \tilde{\Gamma}_{\text{sclass}} \tilde{\tau} = \sqrt{B - \tilde{\tau}^2} \approx \sqrt{B}.$$  

It is this expression that we have plotted together with the full expression (3.14) in Fig. 5b. It needs to be stressed that this semi-classical picture does not represent the result of traditional time-independent stability analysis, but what one would get if one would naively apply its results to this time-dependent case. Based on the above one could say that the full expressions converge to the semi-classical ones in the limit $B \gg 1$, and drastically diverge when $B \lesssim 1$. The latter is therefore the region where one would expect to obtain results that strongly diverge from the time-independent picture. Most specifically, for small $B$ solutions are seen to be considerably stabilized with respect to the time-independent case: the onset time is strongly suppressed (which implies that they become unstable at a much later point in time, i.e., at smaller $\tilde{\tau}$) and also the multiplication factor is much smaller ($\sim B$ as compared to $\sim \sqrt{B}$ in the semi-classical case).

Finally, we ask ourselves the question under what conditions taking a time-independent approach would be justified. This is expected to be the case when $\tilde{\Omega}^2$ changes sufficiently slowly as a function of time, such that the dynamics is only minorly influenced. This implies that the time derivative of $\tilde{\Omega}^2$ must be sufficiently small in the region where the solution becomes unstable, i.e., close to onset time:

$$\left. \frac{d(\tilde{\Omega}^2)}{d\tilde{\tau}} \right|_{\tilde{\tau}_{\text{ons}}} = \left. \frac{2B}{\tilde{\tau}^3} \right|_{\tilde{\tau} = \sqrt{B}} = \frac{2}{\sqrt{B}} \ll 1 \quad \Rightarrow \quad B \gg 4,$$

confirming that a time-independent approach may be justified for very large values of $B$.

### 4. Stability diagrams

Now that we have analyzed the solutions of the amplitude equation (3.4) and its properties, we turn to its applications for the two cases that we have introduced in Section 2. The basis for this
Figure 6. Stability diagram for a wave impacting a vertical wall. Bottom: Doubly logarithmic plot of the onset time \( \tau_{\text{ons}} \) versus wavelength \( \lambda \) for three different values of the gas flow rate parameter \( q_0/U_0 \) (solid lines; see legend), with \( p = 1.5 \). The dashed lines represent the semi-classical result \( \tau_{\text{ons, sclass}} \) and vertical dotted lines indicate for which \( \lambda \) the value \( B = 1 \) is reached. The dashed-dotted black curve indicates the location of the marginal onset time \( \tau_{\text{marg}} \) as a function of the marginal wavelength \( \lambda_{\text{marg}} \). Top: Multiplication factor \( M \) as a function of the wavelength \( \lambda \) for the same three cases as in the bottom plot (solid lines), together with the semiclassical result \( M_{\text{sclass}} \) (dashed lines). The dashed-dotted black line corresponds to the numerically calculated maximum growth factor \( |\tilde{y}|_{\text{max}} \) (see Appendix D) corresponding to the largest gas flow rate parameter \( q_0/U_0 = 0.50 \) m and an impact velocity \( U_0 = 6.0 \) m/s. Densities and interfacial tension correspond to those of water and air at 20 °C and atmospheric pressure (\( \rho_l = 998 \) kg/m\(^3\), \( \rho_g = 1.20 \) kg/m\(^3\), and \( \sigma = 0.073 \) N/m).

Section will be the dimensional form of the approximate onset time solution (3.13), namely

\[
\tau_{\text{ons}} = \sqrt{\frac{B}{A}} \exp \left[ -\frac{2 \log(p)}{\sqrt{4B + 1} - 1} \right],
\tag{4.1}
\]

where we used that \( \bar{\tau} = \tau \sqrt{A} \), together with the multiplication factor \( M \) (Eq. (3.14)). Now, since both \( A \) and \( B \) are functions of the wave number \( k \), so will the onset time \( \tau_{\text{ons}} \), and the equivalent procedure of finding a marginally stable wavelength in this time-dependent case is to look for the wave number that becomes unstable first, i.e., to look for which value of \( k \) the function \( \tau_{\text{ons}}(k) \) attains a maximum.

4.1. Wave impact against a vertical wall

Starting with the case where a wave impacts a vertical wall, we first notice that since gravity acts parallel to the wall, we may set \( g = 0 \) in the expression (3.2) for \( A \), such that \( A = \sigma \alpha_3 k^3 \) and
\( B = \beta_2 k^2 \), with which

\[
\tau_{\text{ons},w}(k) = \sqrt{\frac{\beta_2}{\alpha_3}} k^{-1/2} \exp \left[-\frac{2 \log(p)}{\sqrt{4 \beta_2 k^2 + 1}} \right]
\]

\[
= \sqrt{w(\delta) (1 + \delta) \frac{\rho_l}{\sigma}} \frac{q_0}{U_0} k^{-1/2} \exp \left[-\frac{2 \log(p)}{\sqrt{4 w(\delta) \frac{\rho_l^*}{U_0^*} k^2 + 1}} \right],
\]

(4.2)

where in the last equation we have inserted the expressions (3.2) and (3.3) for \( \alpha_3 \) and \( \beta_2 \) respectively, and where we have defined the function \( w(\delta) \) as

\[
w(\delta) = \frac{\delta}{(1 + \delta)^2}
\]

(4.3)

for notational convenience. Note that in the limit \( \delta \ll 1 \), which is generally satisfied, \( w(\delta) \approx \delta \).

To plot the expressions for the onset time and multiplication factor, we take the air-water interface at 20 °C and standard atmospheric pressure as an example. This fixes the the liquid and gas densities and the interfacial tension to \( \rho_l = 998 \text{ kg/m}^3 \), \( \rho_g = 1.20 \text{ kg/m}^3 \), and \( \sigma = 0.073 \text{ N/m} \). In Fig. 6 we plot the onset time \( \tau_{\text{ons}} \) as a function of the wavelength \( \lambda = 2\pi/k \) for different values of \( q_0/U_0 \), together with the semi-classical result

\[
\tau_{\text{ons},w,\text{class}}(k) = \sqrt{\frac{B}{A}} = \sqrt{\frac{\beta_2}{\alpha_3} \frac{1}{\sqrt{k}}} = \sqrt{w(\delta) (1 + \delta) \frac{\rho_l}{\sigma}} \frac{q_0}{U_0} \frac{1}{\sqrt{k}}.
\]

(4.4)

Clearly, whereas the semi-classical result \( \tau_{\text{ons},w,\text{class}}(\lambda) \) diverges for \( \lambda \to \infty \), indicating that long wavelengths are always unstable, the time-dependent result \( \tau_{\text{ons},w}(\lambda) \) exhibits a maximum at some finite, marginally stable wavelength \( \lambda_{\text{marg}} \), for which the liquid interface first becomes unstable as the wave approaches the wall (i.e., for \( \tau \to 0 \)). This marginal wavelength is thus solely selected as a consequence of the time dependence of the process.

To find the marginal wavelength we need to determine the location of the maximum by solving \( d\tau_{\text{ons},w}/dk = 0 \), which is done in Appendix E and results in

\[
\lambda_{\text{marg}} = 2\pi \frac{m(\delta)}{g(\rho)} \frac{q_0}{U_0},
\]

(4.5)

where the functions \( g(\rho) \) and \( m(\delta) \) are defined in Eqs. (E6) and (E11). Here, note that \( m(\delta) \approx \sqrt{\delta} \) in the case that \( \delta \ll 1 \). Reinserting the expression for \( k_{\text{marg}} = 2\pi/\lambda_{\text{marg}} \) into Eq. (4.2), provides us with an expression for the marginal onset time \( \tau_{\text{marg}} = \tau_{\text{ons},w}(k_{\text{marg}}) \)

\[
\tau_{\text{marg}} = h(\rho) \cdot n(\delta) \left( \frac{\rho_l}{\sigma} \right)^{1/2} \left( \frac{q_0}{U_0} \right)^{3/2},
\]

(4.6)

where \( h(\rho) \) and \( n(\delta) \) are defined in Eqs. (E8) and (E12). The line connecting the different \( (\lambda_{\text{marg}}, \tau_{\text{marg}}) \)-pairs for varying gas flow rate parameter \( q_0/U_0 \) is plotted as the dashed-dotted line in Fig. 6, through the marginal wavelengths and onset times of the three plotted curves, which are indicated by the asterisks.

From the above equations it follows that the marginal wavelength only depends on the gas-flow rate parameter \( q_0/U_0 \), to which it is proportional, and on the density ratio, through \( \lambda_{\text{marg}} \sim \delta^{1/2} (q_0/U_0) \) using the small \( \delta \) approximation provided in Eq. (E11). There is no surface tension dependence. In contrast, the onset time does depend on both surface tension and gas flow rate, namely as \( \tau_{\text{marg}} \sim \delta^{3/4} (\rho_l/\sigma)^{1/2} (q_0/U_0)^{3/2} \), now using the small \( \delta \) approximation for \( n(\delta) \) (Eq. (E12)). As a result, the gas velocity at the marginal onset time, \( U_{g,\text{marg}} = U_g(\tau_{\text{marg}}) \), can be
estimated as \( U_{g,\text{marg}} \sim \delta^{3/4}(\rho_l/\sigma)^{-1/2}(q_0/U_0)^{-1/2} \), which implies that the marginal gas speed decreases with increasing \( q_0/U_0 \).

The multiplication factor \( M \) decreases with increasing wavelength, which can be traced back directly to the fact that \( B \sim k^2 \). For the threshold value \( p = 1.5 \) for which the stability diagram has been plotted \( M \) is larger than unity for wavelengths smaller than \( \lambda_{\text{marg}} \) but above this marginal value rapidly decreases to negligibly small values. This is consistent with the sharp cutoff of the onset time with increasing \( \lambda \) where \( \tau_{\text{ons}} \) drops by over five orders of magnitude within a decade of \( \lambda \).

Turning to the numerically determined maximum growth factor \( |\tilde{y}|_{\text{max}} \) corresponding to the largest gas flow rate parameter \( q_0/U_0 = 0.50 \text{ m} \) (dashed-dotted black line in the top figure 6) we see that at the marginal onset time \( \tau_{\text{marg}} \) (black star) the initial amplitude will grow by a factor \( |\tilde{y}|_{\text{max}} \approx 1 \cdot 10^5 \) (\( \approx 2.5 \text{ mm} \) for an initial amplitude of 25 nm). This confirms that the growth rate of the marginal wavelength is sufficient to be observable. Also note that for small wavelengths (i.e., where \( M \) diverges) \( |\tilde{y}|_{\text{max}} \) tends to a constant large value, implying that all small wavelength disturbances may grow approximately by the same amount. It is good to realize that \( \lambda_{\text{marg}} \) is the first disturbance to start growing, whereas the other modes may only start to grow later (i.e., at smaller values of \( \tau \)), when the surface has already been deformed with wavelength \( \lambda_{\text{marg}} \).

4.2. Disk impact on a liquid surface

We subsequently turn to the impact of a disk on a liquid surface, in which case the gravitational term needs to be included in the equations. This implies that \( A = \alpha_1 k + \alpha_3 k^3 \) and \( B = \beta_2 k^2 \), with which

\[
\tau_{\text{ons},d}(k) = \sqrt{\frac{\beta_2 k^2}{\alpha_1 k + \alpha_3 k^3}} \exp \left[ -\frac{2 \log(p)}{\sqrt{4\beta_2 k^2 + 1} - 1} \right]
\]

\[
= \sqrt{\frac{1}{1 + \delta}} \frac{R_0 k}{2 \sqrt{(1 - \delta)gk + \sigma \rho_l k^3}} \exp \left[ -\frac{2 \log(p)}{\sqrt{w(\delta)R_0^2 k^2 + 1} - 1} \right],
\]

again using (3.2) and (3.3) for \( \alpha_1, \alpha_3 \) and \( \beta_2 \) to arrive at the last expression, and identifying \( q_0/U_0 = R_0/2 \).

Again we use the example of an air-water interface at 20 °C and standard atmospheric pressure to plot the onset time as a function of wavelength in Fig. 7. It is compared to the semi-classical result which in this case equals

\[
\tau_{\text{ons},\text{class}}(k) = \sqrt{\frac{B}{A}} = \sqrt{\frac{\beta_2 k^2}{\alpha_1 k + \alpha_3 k^3}} = \frac{1}{2} \sqrt{\frac{1}{1 + \delta}} \frac{\rho_l}{(1 - \delta) \rho_l gk + \sigma k^2} R_0 k.
\]

For disk impact, the semi-classical result is non-monotonic (as can be seen in Fig. 7 where it is plotted for three different values of the disk radius \( R_0 \)) and attains a maximum for the marginal wavelength, which is calculated from the condition \( d\tau_{\text{ons}}/dk = 0 \), which leads directly to

\[
\lambda_{\text{marg},\text{class}} = 2\pi \sqrt{\frac{\alpha_3}{\alpha_1}} = 2\pi \sqrt{\frac{\sigma}{(1 - \delta) \rho_l g}}.
\]

This is \( 2\pi \) times the capillary length, and as a consequence, independent of \( q_0/U_0 = R_0/2 \). As may be expected from this fact, it is indeed exactly the same result as one obtains in a classical Kelvin-Helmholtz stability analysis, i.e., with a constant gas flow over the interface. The corresponding
semi-classical marginal onset time is obtained by inserting $k_{\text{marg,sclass}}$ into Eq. (4.8)

$$
\tau_{\text{marg,sclass}} = \frac{\beta^2}{(4\alpha_1\alpha_3)^{1/4}} = \frac{1}{4} \sqrt{\frac{2\delta}{1 + \delta}} \left( \frac{\rho_l}{(1 - \delta)\sigma g} \right)^{1/4} R_0.
$$

(4.10)

In the limit of small $\delta$ we have $\tau_{\text{marg,sclass}} \sim \delta^{1/2}(\rho_l/(\sigma g))^{1/4}R_0$. Clearly, also in this disk-impact case the onset time grows with $q_0/U_0 = R_0/2$, but not as fast as in the wave impact case, where we don’t have a proportionality, but a power law with exponent $3/2$ (Eq. (4.6)). We again estimate the gas velocity at this semi-classical marginal onset time, $U_{g,\text{marg,sclass}} = U_g(\tau_{\text{marg,sclass}})$, can be estimated as $U_{g,\text{marg,sclass}} \sim \delta^{-1/2}(\sigma g/\rho_l)^{1/4}$, which just as in the classical case is found to be independent of $R_0$.

Above we are discussing the semi-classical limit, which is plotted as the dashed lines in Fig. 7. When we compare this to the full solution (solid lines), we see that for large values of $R_0$ the semi-classical results for the marginal wavelength and marginal onset time are a good approximation to the true ones, with a cut-off happening for larger wavelengths, but as soon as $R_0$ comes
in the centimetre range, the cut-off starts to interfere with the maximum in the semi-classical result (represented by the dashed dotted black line in Fig. 7), and the maximum shifts to smaller wavelengths, as can be clearly seen in Fig. 7 in the curve corresponding to \( R_0 = 2.0 \) cm.

It is not easy to find a general analytic expression for the marginal wavelength in the case of the disk as it involves solving a fourth order polynomial equation which can be shown (Appendix E) to lead to a function of the form

\[
\lambda_{\text{marg,d}} = \sqrt{w(\delta)} R_0 F \left( \log(p), \frac{a_1 B_2}{a_3} \right) = \sqrt{w(\delta)} R_0 F \left( \log(p), \frac{w(\delta) (1 - \delta) \rho \gamma R_0^2}{4\sigma} \right), \tag{4.11}
\]

where \( F(\log(p), \zeta) \sim \zeta^{-1/2} \) for large \( \zeta \) (i.e., large \( R_0 \)) in order for the function to have the correct asymptotics leading to Eq. (4.9).

Also in this case, the multiplication factor \( M \) decreases with increasing wavelength, which is again connected to \( B \sim k^2 \), and is even identical to the wave impact case (identifying \( q_0/U_0 = R_0/2 \)). We observe that the multiplication factor \( M \) at the location of the maximum in the \( \tau_{\text{ons}} \)-curve for the lowest value of \( R_0 \) is significantly smaller for the disk impact (Fig. 7) when comparing to wave impact. This can only partly be traced back to the somewhat smaller value of the threshold \( (p = 1.1) \) used to produce the \( \tau_{\text{ons}}(\lambda) \) and suggests that due to the reduced growth rate the instability may be suppressed altogether at these smaller disk sizes.

In this case, the numerically determined maximum growth factor \( |\tilde{y}|_{\text{max}} \) is chosen to correspond to the middle disk size \( q_0/U_0 = R_0/2 = 0.050 \) m (dashed-dotted red line in the top figure 7). The initial amplitude will grow by a factor \( |\tilde{y}|_{\text{max}} \approx 1 \cdot 10^2 \) at the marginal onset time, which is much less than in the wave impact case and makes observation of the marginal wavelength questionable, leading to the tentative conclusion that the influence of including time-dependence for small disk sizes is not only to shift the marginal wavelength to smaller values and to retard the marginal onset time (i.e., to smaller \( \tau_{\text{marg}} \)), but also to suppress the growth rate of the marginally stable wavelength.

### 4.3. The role of the threshold value \( p \)

In all of the above analysis, there is a pronounced influence of the choice of the threshold value \( p \) on the results presented in this Section. Generally speaking, for larger values of the threshold the marginal wavelength becomes smaller. For values of \( p \) between 1.1 and 2.0 the function \( g(p) \) may be approximated accurately by \( g(p) \approx (4.6(p - 1))^{1/2} \), which implies a factor 3 change of the marginal wavelength when varying \( p \) in that range. Clearly, using values smaller than \( p = 1.1 \) makes little sense, both because the approximation becomes less accurate and a small threshold value is hardly predictive for instability to occur, especially for small values of \( B \). On the other limit, taking values larger than \( p = 2.0 \) one may argue that when the amplitude has grown to two times its original size, the instability onset must have occurred in the past. From a comparison of the exact and the approximate solutions to the amplitude equation (cf. Figs. 4a and 5), one may infer that taking \( p = 1.5 \) in general is a good compromise with sufficient accuracy to have predictive value.

Although the somewhat problematic task of having to choose a threshold value appears to be a feature of this particular time-dependent problem and without doubt is closely related to the fact that the equation parameters themselves are rapidly changing functions of time, it is good to realize that this problem is not completely absent in a classical stability analysis: When one obtains a marginally stable wavelength, then by definition its growth rate is exactly zero for the corresponding setting of the system parameters. So, it is a priori unclear by how much one needs to detune the system parameters to actually observe the instability in an experiment, which may be related to the amount of time one has to observe the instability (especially true for convective instabilities), or the extent to which one is able to control fluctuations in the undisturbed setup.
A classical (although very non-linear) example that comes to mind is the onset of turbulence in pipe flow.

4.4. Advective terms

Finally, we take two steps back in our analysis. The first step back is to where we needed to introduce a moving reference frame in order to have a valid base state for our analysis, which was moving with a velocity of magnitude \( U_l(\tau) \) in the negative \( x \)-direction (Eq. (2.5)). This implies that we now need to transform the result of our analysis back into the lab frame, namely by propagating it with a velocity \( U_l(\tau) \) in the positive \( x \)-direction.

The second step back goes to the point where in order to obtain the simple form of the amplitude equation (2.16), a transformation of the original time-dependent amplitude \( \varepsilon(\tau) \) into a new amplitude \( \tilde{\varepsilon}(\tau) \) was introduced by means of a phase factor. To obtain the original amplitude we need to transform our result back into the lab frame, namely by propagating it with a velocity of magnitude \( U_g(\tau) \) in the negative \( x \)-direction.

Starting with (4.14), at the time of marginal onset. First we turn to the wave impact case, and compare the advective velocity \( U_l(\tau) \) to \( U_0 \), for which

\[
\frac{U_l(\tau_{marg})}{U_0} = \frac{\delta}{(1-\delta)n(\delta)\rho_l U_0 q_0} \sqrt{\frac{\sigma}{\rho_l U_0 q_0}} \approx \delta^{1/4} \sqrt{\frac{\sigma}{\rho_l U_0 q_0}} \quad \text{for } \delta \ll 1,
\]

Clearly, also in this case, since the dependence on \( \tau_{marg} \) is logarithmic, the density ratio dominates the result, and we may conclude that generally the intrinsic velocities that disturb the wave pattern are one to three orders of magnitude smaller than the velocity that creates it, the gas velocity \( U_g(\tau) \).

It is however good to note that, whereas \( U_l(\tau) \) advects the pattern in the same direction as the gas velocity, the wave with speed \( c_H(\tau) \) propagates in the opposite direction, since \( \log(\tau_{marg}) < 0 \). Nevertheless, all are diverging for \( \tau \to 0 \). Therefore it is appropriate to also compare them with the velocity of approach, \( U_0 \), at the time of marginal onset. First we turn to the wave impact case, and compare the advective velocity \( U_l(\tau) \) to \( U_0 \), for which

\[
\frac{U_l(\tau_{marg})}{U_0} = \frac{\delta}{(1-\delta)n(\delta)\rho_l U_0 q_0} \sqrt{\frac{\sigma}{\rho_l U_0 q_0}} \approx \delta^{1/4} \sqrt{\frac{\sigma}{\rho_l U_0 q_0}} \quad \text{for } \delta \ll 1.
\]
where we have used expression (4.6) and its small $\delta$ approximation, and for simplicity took $h(p) \approx 1$. Note that $\delta^{1/4}$ is not very small ($0.2 \sim 0.3$), but that the argument of the square root is to be interpreted as an inverse Weber number ($We = \rho_l U_0 q_0 / \sigma)$, where for all but the very smallest impacts, $We$ is of the order 100 or more commonly even larger. That is, usually, the advection velocity $U_I(\tau_{marg})$ is at least one to two orders of magnitude smaller than the impact velocity $U_0$. A similar conclusion may be drawn for the wave speed $c_H(\tau)$ for which

$$c_H(\tau_{marg}) = \frac{2\delta \log(\tau_{marg})}{(1 - \delta^2) n(\delta) h(p)} \sqrt{\frac{\sigma}{\rho_l U_0 q_0}} \approx 2\delta^{1/4} \log(\tau_{marg}) \sqrt{\frac{\sigma}{\rho_l U_0 q_0}} \quad (\text{for } \delta \ll 1),$$

(4.18)

which is however a bit larger than the previous ratio due to the factor $2 \log(\tau_{marg})$, but still typically at least an order of magnitude smaller than one in realistic cases.

Turning to disk impact, we compare the advective velocity $U_I(\tau)$ to $U_0$ at the semi-classical marginal onset time $\tau = \tau_{marg,\text{class}}$ (Eq. (4.10))

$$U_I(\tau_{marg,\text{class}}) = \frac{\sqrt{2} \delta}{(1 - \delta)^{3/4} (1 + \delta)^{1/2} w(\delta)^{1/2}} \frac{(\sigma g / \rho_l)^{1/4}}{U_0} \approx \sqrt{2} \delta U_{\text{cap}} / U_0 \quad (\text{for } \delta \ll 1),$$

(4.19)

where $U_{\text{cap}} \equiv (\sigma g / \rho_l)^{1/4}$ is the capillary velocity scale well-known from the minimum propagation speed of waves on a liquid interface, to which it is proportional. For the water-air interface we find that $U_{\text{cap}} \approx 0.164$ m/s, and therefore we may conclude that also in this case under typical impact conditions where one would expect instabilities to be of importance ($U_0 > 1.0$ m/s), the advective velocity is at least an order of magnitude smaller than $U_0$. A similar conclusion can be drawn for the wave speed.

In conclusion, the advection and wave speeds within the emerging patterns are expected to be small: They are a factor $\delta$ smaller than the diverging gas speed and at marginal instability onset time they are at least an order of magnitude smaller than the approach speed $U_0$.

5. Viscous and compressibility effects

For future comparison to experiments, it is important to see the significance of the results obtained in the previous Section in the light of other material properties. We will briefly discuss two of them in the present Section, namely the influence of gas viscosity and that of gas compressibility. Both of them will act as a limiting factor on the divergence of the gas flow speed, and the main objective will be to investigate which event takes place first, the instability onset or the curbing of the gas flow.

5.1. The influence of gas viscosity

To characterize what happens at the (undisturbed and flat) gas-liquid interface due to the presence of gas viscosity, we imagine solving for a laminar flow that, far away from the interface, is identical to the gas flow we studied in the earlier Sections of this work, $U_\text{g}(\tau) = q_0 / (U_0 \tau)$. We somewhat simplify the problem by assuming that the liquid remains stationary during the development of this boundary layer, which implies that the expected small motions within the liquid are neglected. This turns the interface into a flat and rigid boundary, and we aim at solving the laminar boundary layer flow that forms above this interface. Due to translational invariance we may assume that this flow is described by a flow field of the form $\vec{u} = u(z, \tau) \vec{e}_x$, with boundary conditions $u(0, \tau) = 0$ and $u(\infty, \tau) = U_\text{g}(\tau)$, as depicted in Fig. 8a. Here, $\nu$ represents the kinematic viscosity of the gas.

If the gas velocity would be constant, the problem would correspond to the famous textbook problem of the impulsively started plate, in a moving reference frame in which the plate is at rest,
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Figure 8. a. Schematic of the situation calculated in Appendix F, where a boundary layer of thickness $\delta_{BL}$ is forming above a flat (liquid or solid) interface due to a gas flow of velocity $U_g(\tau)$ that diverges for $\tau \rightarrow 0$ in the horizontal ($x$) direction. The velocity in the boundary layer $u(z, \tau)$ is assumed to be parallel to the interface and only to depend on $z$ and $\tau$. b. Solution of the dimensionless boundary layer profile $Y(\eta) = u(z, \tau)/U_g(\tau)$ as a function of $\eta = z/\sqrt{\nu \tau}$. The horizontal red dashed line at $\eta_{BL}$ indicates the size of the boundary layer. c. Twice the boundary layer thickness $2\delta_{BL} = 2\sqrt{\nu \tau}$ together with the gap width $d = U_0 \tau$, both as a function of $\tau$. The intersection of the two curves (black asterisk) indicates the time $\tau$ beyond which the system is dominated by gas viscosity. For these curves, $\nu = 15.1 \cdot 10^{-6}$ m$^2$/s corresponding to air at 20 °C and atmospheric pressure, and $U_0 = 1.0$ m/s.

However, where the analytic solution is an error function. In fact, for the above form of $U_g(\tau)$, we can find an analytic, self-similar solution for the time-dependent problem as well, when we start at some very far initial time $\tau_0$ that does not influence the system at the time $\tau$ of interest any longer:

$$\frac{u(z, \tau)}{U_g(\tau)} = \frac{1}{2} \sqrt{\frac{\pi}{\nu \tau}} \left( \frac{z}{\sqrt{\nu \tau}} \right) \exp \left[ -\frac{z^2}{4 \nu \tau} \right] \text{erfc} \left[ \frac{z}{2 \sqrt{\nu \tau}} \right], \quad (5.1)$$

which expression is derived in Appendix F and plotted in Fig. 8b. Most important for the purpose of this Section however is that the boundary layer thickness $\delta_{BL}(\tau)$ is given by

$$\delta_{BL}(\tau) = 13.93 \sqrt{\nu \tau}, \quad (5.2)$$

where the prefactor 13.93 is determined from the point at which $u(z, \tau) = 0.99 U_g(\tau)$, or, equivalently, $Y(\eta) = 0.99$, indicated by the horizontal dashed red line in Fig. 8b. Note that approaching the impact moment (i.e., for $\tau \rightarrow 0$), the boundary layer decreases in size, which sounds counterintuitive at first sight, for those familiar with the behavior of viscous boundary layer development for steady asymptotic conditions where the boundary layer thickness is always an increasing function of time. It can however be understood intuitively by realizing that boundary layer formation needs to keep up with the divergence of the outer flow $U_g(\tau)$, where for equal subsequent steps in time, the steps in velocity diverge as well, which makes the boundary layer thickness shrink in time.

However, even if the boundary layer thickness decreases in time, it does so as the square root of $\tau$, and as a consequence is at some point in time overtaken by the thickness of the gap between the liquid and the solid, which decreases linearly in time, as $d(\tau) = U_0 \tau$. In Fig. 8c, we compare twice the boundary layer thickness $2\delta_{BL}(\tau)$ with the gap thickness $d(\tau)$ and see that there is the expected intersection point at

$$\tau_{visc} = \frac{776 \nu}{U_0^2}, \quad (5.3)$$

where for all $\tau < \tau_{visc}$ the viscous boundary layers at the two sides of the gap will touch and a viscous Poiseuille flow will start to form with a rapidly increasing pressure head and decreasing...
velocity that will prevent the type of instabilities discussed in the previous Section from occurring. On the other hand, if an instability develops at a time $\tau$ before $\tau_{\text{visc}}$, the fact of its growth is not likely to be hindered substantially by the action of gas viscosity.

A short comment is in place since in the above calculation a no-slip boundary condition has also been assumed on the gas-liquid interface, whereas a no-shear boundary condition would be more appropriate. This is however justified as long as the dynamic viscosity in the liquid phase is much larger than that in the gas phase, which is satisfied for many gas-liquid combinations, e.g., air and water at atmospheric conditions.

5.2. The influence of gas compressibility

As the gas flow speed $U_g(\tau)$ is diverging, at some point in time it will get close to sonic values, i.e., it will become equal to the speed of sound in the gas, $c_g$. Taking the Mach number $Ma$ of order unity as the threshold, $Ma = U_g/c_g = 1$ we find

$$\tau_{\text{comp}} = \frac{q_0}{U_0 c_g}.$$ 

For all $\tau < \tau_{\text{comp}}$, the gas velocity in the gap becomes supersonic, and the flow will become choked which will cause the pressure in the air pocket (or centre of the disk) to rise, and simultaneously prevent an instability as from the previous Section to occur. As in the above discussed case, if an instability arises for $\tau > \tau_{\text{comp}}$ the subsequent choking of the flow may influence but not prevent the development of the instability.

Now let us estimate, for a moderate impact speed $U_0 = 1.0$ m/s, what the influence of gas viscosity and gas compressibility is on the stability diagram for the wave impact case (Subsection 4.1), where we have used the properties of water and air at atmospheric pressure and a temperature of $20{\degree}C$. In Fig. 9a, we again plot the onset time as a function of the wavelength, but we now add the time $\tau_{\text{visc}}$ beyond which viscous effects prevent the development of a Kelvin-
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Helmholtz instability (dashed horizontal black line), together with the times $\tau_{\text{comp}}$ beyond which this happens due to choked flow (dotted horizontal lines). Since $\tau_{\text{comp}}$ depends on $q_0/U_0$ there are three of those. Clearly, $\tau_{\text{comp}}$ is smaller than $\tau_{\text{visc}}$ and the maximum $\tau_{\text{ons}}$ of the $\tau_{\text{ons}}(\lambda)$-curves for all values of $q_0/U_0$, such that we can conclude that gas compressibility is not an issue for the parameter settings of Fig. 9a. This is however not the case for gas viscosity: For the lowest value of $q_0/U_0 (=0.02 \text{ m})$ the entire instability onset curve lies within the red shaded area, and the occurrence of an instability is therefore out of the question. For the intermediate value $(q_0/U_0=0.10 \text{ m})$, only the maximum itself lies outside the red shaded area, and it seems doubtful that an instability will occur. Only for the highest value, $q_0/U_0=0.50 \text{ m}$, a substantial part of the instability onset curve lies above the $\tau_{\text{visc}}$-threshold and an instability is expected to be observed.

Finally we explore in what regions of the direct control parameter space of the wave impact problem, spanned by the length scale $q_0/U_0$ and velocity scale $U_0$, Kelvin-Helmholtz instabilities may occur, and where viscosity or compressibility effects prevent the occurrence of such an instability. To that end, for each point in this parameter space, we look at the ordering of the three time scales $\tau_{\text{marg}}$, $\tau_{\text{visc}}$, and $\tau_{\text{comp}}$, provided by Eqs. (4.6), (5.3), and (5.4), respectively. E.g., if $\tau_{\text{marg}} > \tau_{\text{visc}}, \tau_{\text{comp}}$, then instability is expected to occur. If however $\tau_{\text{visc}} > \tau_{\text{marg}}, \tau_{\text{comp}}$, viscous effects prevent the development of an instability, etc. The resulting phase diagram is plotted in Fig. 9b. The lines are computed by time and again equating two of the three representative time scales, and all three intersect in a triple point, the coordinates of which can be computed as

$$
\left( U_0, \frac{q_0}{U_0} \right) = \left( h(p) n(\delta) \sqrt{\frac{776 \rho_0 v c_g^3}{\sigma}}, \frac{\sigma}{\rho_1 (h(p) n(\delta) c_g)^2} \right)
$$

(5.5)

The lines separate the regions where instabilities are expected, where they are impeded by viscosity, and where by gas compressibility. The most interesting area is indicated by the dotted black line in the form of a rectangle, which provides the bounds of situations that may practically occur. That is, for water and air, the competition of gas viscosity and Kelvin-Helmholtz instability dominate the scene, whereas gas compressibility is expected to play a very minor role, simply because it is restricted to the simultaneous incidence of very small $q_0/U_0$ and very large $U_0$, highly unlikely to be found in an actual experimental situation. However, examining Eq. (5.5), one observes that for a (e.g. cryogenic) gas with a lower speed of sound the triple point would move towards or even into the area of interest.

The general shape of the phase diagram 9b is understood intuitively when one realizes that $q_0/U_0$ is the main parameter regulating the instability onset time. That is, for large $q_0/U_0$ instabilities occur before viscosity and compressibility effects become relevant. For small $q_0/U_0$ viscosity and compressibility do become important before instability onset, and, clearly, for small values of the impact speed $U_0$ viscosity dominates, whereas for large impact speeds compressibility is the determining factor. From a more quantitative point of view, it is quite remarkable that gas viscosity is of very substantial importance, and even capable of stabilizing interfaces at the considerable length scale of $\sim 0.10 \text{ m}$, whereas gas compressibility turns out to play a minor role.

A final word of caution is appropriate because continuum theory and with that all of the above reasoning breaks down at the Knudsen limit, i.e., when the distance between the impacting solid and liquid becomes of the order of the mean free path $\ell$. For an ideal gas, $\ell = k_B T / (\sqrt{2} p \Sigma)$ with $k_B$ Boltzmann’s constant and $\Sigma$ the collisional cross-sectional area. For air at 20 °C and atmospheric pressure, $\ell \approx 70 \text{ nm}$, leading to Knudsen times $\tau_K = \ell / U_0$ which are significantly smaller than the other time scales and are situated in the lower left corner of Fig. 9b and are therefore irrelevant. However, the Knudsen limit may become an issue at lower ambient pressures.
6. Comparison with experiments

Unfortunately, to our knowledge, currently few experimental observations of the occurrence of instabilities in a diverging flow are available in the literature and most of them do not focus on this particular effect in a systematic way.

Nevertheless, a few interesting qualitative and quantitative results may be found that are at least consistent with the analysis presented here. The first are investigations in the impact of breaking waves generated in a flume on different scales, as discussed by Lafeber et al. (2012a,b); Bogaert (2019). From this work it is clear that instabilities become more prominent when the scale of the wave increases, which is consistent with the result of Subsection 4.1, where it is predicted that both the marginal wavelength and the marginal onset time of the instability increase with the length scale $q_0/U_0$.

The second is the occurrence of a Kelvin-Helmholtz-type instability reported in our own experimental work (Jain et al. 2021) under the edge of a flat disk impacting on a water surface. There, for disk radii ranging from $R_0 = 1.5$ to 8.0 cm, we reported the formation of an upward bulge with a disk-size independent marginal wavelength (that is, not directly scaling with the base flow in the gas), in the range predicted by classical Kelvin-Helmholtz stability analysis. Only for the largest disk sizes this bulge was evident in the surface deformation itself, but it was observable in the growth rate of the interface, i.e., also for the smaller disk sizes. In addition, it was observed that the instability did not occur at the marginal gas velocity predicted by the classical analysis ($U_g_{marg} = 6.58$ m/s), but at an earlier point in time, corresponding to $U_g_{marg} = 2.3$ m/s, which is a factor 2.9 smaller.

We may account for the above factor by multiplying $B \sim U_g^2$ with the square of this factor (i.e. $2.9^2 = 8.4$, such that in the case where the semi-classical result is expected, the instability onset occurs at the earlier point in time where $U_g_{marg} = 2.3$ m/s.
In Fig. 10 we plot the stability diagram for three disk radii representative for the experiment, with the above correction in $B$ and for the same threshold value $p = 1.1$ that was used in Fig. 7, and in addition provide the time threshold below which gas viscosity becomes dominant, for two different values of the disk impact speed. Since we non-dimensionalize the onset time $\tau_{\text{ons}}$ using the inertial time scale $2R_0/U_0$, all curves collapse with the semi-classical result for small wavelengths and start to deviate in the vicinity of the maximum. Since the deviations from the semi-classical result are minor, one may expect to find instabilities that emerge at the same dimensionless onset time of approximately 0.1, which is consistent with the experimental onset value $\tau_{\text{ons}}U_0/2R_0 \approx 0.11$ reported in Jain et al. (2021).

The horizontal dotted lines provide the times below which viscous effects in the gas layer will become important, where the upper, blue one corresponds to $R_0 = 1.5$ cm and $U_0 = 1.0$ m/s and the lower, black one to $R_0 = 6.0$ cm and $U_0 = 2.0$ m/s. This suggests that results are at least somewhat affected by the action of viscosity, which, especially for the smallest disk sizes, may explain why in experiment the instability is not clearly observable as a deformation of the interface, but only from its growth rate.

This is also consistent with the observation of Mayer & Krechetnikov (2018), who for impacts of a rectangular flat plates with a maximal half width of $R_0 = 2.5$ cm and impact velocities up to $U_0 = 1.0$ m/s, upon visual inspection did not observe any upward deformation of the free surface at the rim: For the measured upper bounds the viscous onset time satisfies $\tau_{\text{visc}} \geq 12$ ms, whereas for the onset time we find $\tau_{\text{ons}} \leq 2$ ms. Because viscous effects become important at an earlier point in time (larger $\tau$), in the parameter space studied by Mayer & Krechetnikov (2018) no instability is expected to occur. Occlusion of initial contact in figure 24(b) cannot be

Furthermore, Kelvin-Helmholtz-type instabilities had been observed in a larger scale study (Oh et al. 2009) where a large rectangular impactor (of 30 cm width) had been impacted onto a water surface. In this case, multiple spatially periodic ripples localized under the impactor’s edge were observed, but were however not further quantified. Also the study of Ermanyuk & Gavrilov (2011) indicates the presence of concentric ring-shaped arrays of bubbles below an impacting flat disk with diameter of 18 cm, but additional research is required to connect this observation to a Kelvin-Helmholtz-type instability.

Finally, we have compared our theoretical predictions with the work of van Meerkerk et al. (2020a), who developed a stereo planar laser-induced fluorescence technique (van Meerkerk et al. 2020b) to measure the local wave shape in a flume, with which they were able to measure the local shape of the crest of a breaking wave in a wave flume as it approaches the wall upon which it impacts, and report measurements for 12 repetitions of the same experimental conditions. Since they characterized both the time evolution of the wave shape and the entrapped air pocket extremely well, the necessary quantities can be obtained with precision, namely the radius of curvature at the crest ($R_c = 17$ mm), the impact velocity of the crest ($U_0 = 2.7$ m/s) and the volumetric flow rate in the neck ($q_0 = 0.40 \pm 0.05$ m$^3$/s). The last of these quantities has a relatively large error since it is not constant, but decreases as the impact approaches. Inserting $q_0$ and $U_0$ into the expressions (4.5) and (4.6) for the marginal wavelength and the marginal onset time, we obtain $\lambda_{\text{marg}} = 2.2$ cm and $\tau_{\text{marg}} = 25$ ms, where $\lambda_{\text{marg}}$ is in fair agreement with the size of the disturbances that were observed to develop in the crest region, which are however already visible in the first frame provided, at $\tau = 28$ ms, so even slightly earlier than the predicted onset time. Note that for the impact velocity $U_0 = 2.7$ m/s, the viscous onset time equals $\tau_{\text{visc}} = 1.6$ ms, so viscous effects are only expected to become important long after the instability has occurred.

7. Conclusion and discussion

In this theoretical study we addressed the stability of a gas-liquid interface subject to a diverging flow speed in the gas layer such as will typically occur during the impact of a liquid onto a solid,
with prime examples being the impact of a flat plate onto a liquid surface, or the impact of a breaking wave onto a wall. In a simplified geometrical setting, leading to a gas velocity $U_g$ that increases inversely proportional to the amount of time $\tau$ remaining until impact, we formulated a linear stability analysis of the basic potential flow, including gravity and surface tension, but neglecting viscous effects in both phases. A modal decomposition subsequently led to an amplitude equation, which we showed to possess solutions with constant amplitude for large $\tau$ that however all diverge for sufficiently small $\tau$. We focussed on the growth rate and the onset time of divergence to assess to what extent solutions would lead to physically observable instabilities, given the fact that growth rate varies wildly between solutions and the fact that the amount of time allowing instabilities to grow is limited by the impact.

The most significant general conclusion that can be drawn based on this work is that large wavelengths are stabilized by the diverging character of the flow. This stabilization is not so much caused by limiting the amount of time that the instabilities have to grow, since what we have called the semi-classical onset time may in fact even diverge for infinitely large wavelength (see, e.g., Fig. 6), but more importantly by a strong suppression of the growth rate at these large wavelengths. The key parameter identified here is the dimensionless quantity $B = \frac{\omega(\delta)}{q_0/U_0} \frac{2}{k^2}$, which depends on the density ratio $\delta$, the gas flow parameter $q_0/U_0$ and the wave number $k$, where the suppression happens as soon as $B$ is smaller than $1$, i.e., for sufficiently large wavelengths.

To illustrate the above, we studied two physical examples, namely (i) the parallel impact of a wave onto a vertical wall and (ii) the impact of a horizontal plate onto a liquid surface. In the first case, where the influence of gravity is negligible due to the vertical nature of the problem, we find that the diverging nature of the classical (i.e., constant gas speed) Kelvin-Helmholtz stability diagram for long wavelengths is completely changed by taking into account the time-dependence: Instead of being divergent for long wavelengths, the diagram now exhibits a clear maximum in $\tau$, corresponding to the first wavelength to become unstable, i.e., the marginal wavelength that is expected to show up in an experiment. We determined approximate expressions for this marginal wavelength and the corresponding marginal instability onset time in terms of the control parameters.

In the second case, we find that for large values of the disk radius $R_0$ (where $q_0/U_0 = R_0/2$), the stability diagram resembles that of classical situation: The marginal wavelength is solely determined by gravity, liquid and gas properties (Eq. (4.9)), and independent of the gas flow rate, which only shows up in the marginal instability onset time. There is a sharp cut-off in the diagram for larger wavelength, that for smaller disk radii starts to interfere with the classical maximum: For small values of $R_0$ the instability is strongly suppressed and the location of the maximum shifts to smaller wavelengths (Fig 7).

Finally, we discussed the relevance of gas viscosity and gas compressibility. For the former, the well-known impulsively started plate plate problem was modified by incorporating the diverging gas flow speed, leading to an analytical prediction of boundary layer thickness converging as $\sim \sqrt{\nu \tau}$. We found that whereas gas compressibility has a mostly insignificant influence on instability onset, the reverse is true for gas viscosity: For water and air, gas viscosity is able to prevent the occurrence of an instability on length scales as large as $q_0/U_0 \sim 0.10$ m. Note that this does not imply that gas compressibility is unimportant at all, but that its influence is expected to occur after onset of instability, when the gas flow speed becomes of the order of the sound speed.

Two obvious simplifications have remained largely untouched in this work. The first is the particular form chosen for the divergence of the gas flow speed (i.e., $U_g \sim 1/\tau$), which apart from being physically plausible, also has the advantage of allowing for quite a number of analytical approximations. Clearly, the general picture will remain the same if $U_g(\tau)$ diverges in another manner, but the analysis needs to shift to a more numerical approach rather than the more analytic route taken here.
The second, and possibly more significant one, is the fact that for our analysis we have assumed the gas domain to be unbounded, whereas at some point impactor and target should get close enough to one another to be of influence. From a previous analysis in the context of classical Kelvin-Helmholtz stability theory (Jain et al. 2021), we concluded for the disk case that there is no influence of the finite gap thickness as long as the gap width $d(\tau_{ons}) = U_0\tau_{ons}$ at the onset time is larger than the reciprocal value of the marginal wavenumber, i.e., $d(\tau_{ons}) > 1/k_{marg} = \lambda_{marg}/2\pi$.

In general, the finite gap thickness is found to have a stabilizing effect on smaller wavelengths, but a more quantitative assessment of this effect requires further study.

Experimental observations of instabilities occurring during slamming impacts are scarce, and usually of a rather qualitative and descriptive nature. Nevertheless, what is available is at least consistent with the analysis presented here and hopefully the current work will inspire more quantitative experimental research in the near future.
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Appendix A. Amplitude equation for three-dimensional perturbations

In Section 2 we derived the amplitude equation for small perturbations of the interface in the $x$-direction. For completeness, we provide the expressions that are obtained when the interface is disturbed in any arbitrary direction in the horizontal plane below. If $(x_1, x_2)$ denote the coordinates in the horizontal plane, $\vec{k} = (k_1, k_2)$ is the wave vector corresponding to the disturbance and $U_g(\tau) = U_k(\tau)\hat{e}_1$ is the gas velocity, where the $x_1$-direction (with corresponding unit vector $\hat{e}_1$) has conveniently been chosen parallel to the gas velocity, then the main difference is that whereas the gravity, and surface tension related terms all involve the full wavenumber $k = (k_1^2 + k_2^2)^{1/2}$, whereas the terms that include the gas (and liquid) velocity involve only the $x_1$-component of the wave number, i.e., $k_1$.

More specifically, in Eqs. (2.7)-(2.10), the only change is an additional term $\sigma(\partial^2 \eta/\partial x_2^2)$ in the dynamic boundary condition (Eq. (2.10)). The expressions for the disturbance in the surface and potentials thus become $\eta(x_1, x_2, t) = \varepsilon(t)\exp[ik_1x_1+ik_2x_2]$, $\phi^{(1)}_l(t) = C_l(t)\exp[kx_3+ik_1x_1+ik_2x_2]$ and $\phi^{(1)}_g(t) = C_g(t)\exp[-kx_3+ik_1x_1+ik_2x_2]$, where $x_3$ denotes the vertical coordinate. This then leads to

\begin{align}
(\dot{\varepsilon} + ik_1\bar{U}_l \varepsilon) &= kC_l, \\
(\dot{\varepsilon} + ik_1\bar{U}_g \varepsilon) &= -kC_g, \\
\rho_l(\dot{C}_l + ik_1\bar{U}_l C_l + g \varepsilon) &= \rho_g(\dot{C}_g + ik_1\bar{U}_g C_g + g \varepsilon) - \sigma k^2 \varepsilon. \tag{A3}
\end{align}

Multiplying the last equation with $k$ and substituting $kC_l$ and $kC_g$ from the first two one arrives at an equation similar to Eq. (2.14), which then with a similar transformation as in Eq. (2.15), but now involving only the $x_1$-component of the wave number $k_1$, leads to the amplitude equation for
three-dimensional perturbations
\[
\frac{d^2 \tilde{\varepsilon}}{dt^2} + \left[ \frac{1 - \delta}{1 + \delta} g k + \frac{\sigma}{\rho \eta (1 + \delta)} k^3 - \frac{\delta}{(1 + \delta)^2} (U_g (\tau))^2 k_1^2 \right] \tilde{\varepsilon} = 0, \tag{A4}
\]
where the difference with Eq. (2.16) is the presence of the full wave number \( k \) in the gravity and surface tension terms and only the \( x_1 \)-component \( k_1 \) in the gas-velocity dependent last term.

**Appendix B. Analytical solution of the amplitude equation**

For completeness we write down the analytic solution to the amplitude equation (3.4) discussed in Section 3, by noting that the transformation \( \tilde{y} = \sqrt{\tau} f (\tilde{\tau}) \) maps Eq. (3.4) onto the Bessel equation
\[
\tilde{\tau}^2 \tilde{f}'' + \tilde{\tau} \tilde{f}' + (\tilde{\tau}^2 - (B + \frac{1}{4})) f = 0, \tag{B1}
\]
which leads to the following general solution
\[
\tilde{y} = C_J \sqrt{\tilde{\tau}} J_{\frac{1}{2}} \sqrt{\tilde{\tau}} (\tilde{\tau}) + C_Y \sqrt{\tilde{\tau}} Y_{\frac{1}{2}} \sqrt{\tilde{\tau}} (\tilde{\tau}), \tag{B2}
\]
with \( C_J \) and \( C_Y \) integration constants and \( J_s (\tilde{\tau}) \) and \( Y_s (\tilde{\tau}) \) the Bessel functions of order \( s \) of the first and second kind respectively. Other than that the above expression confirms that the solution is oscillatory for large \( (\tilde{\tau}) \) and diverges for small \( (\tilde{\tau}) \) it is of little practical value concerning the purposes of this article.

Also the complex amplitude growth rate \( \tilde{\gamma} \) defined in Appendix C may be expressed in terms Bessel functions, using recursive relations for the derivatives of the Bessel functions. For \( F = J, Y \), we have, using the relation \( dF_s / dz = -s/zF_s + F_{s-1} \)
\[
\frac{d}{dz} (\sqrt{\tau} F_s (z)) = \frac{1}{2\sqrt{\tau}} F_s (z) + \sqrt{\tau} \frac{dF_s (z)}{dz} = \frac{1 - 2s}{2\sqrt{\tau}} F_s (z) + \sqrt{\tau} F_{s-1} (z), \tag{B3}
\]
with which when applied to Eq. (B2) we can use to express \( \tilde{\gamma} \) in terms of Bessel functions
\[
\tilde{\gamma} (\tilde{\tau}) = -\frac{1}{\tilde{y}} \frac{d\tilde{y}}{d\tilde{\tau}} = \frac{\sqrt{4B + 1} - 1}{2\tilde{\tau}} + \frac{C_J \sqrt{\tilde{\tau}} J_{\frac{1}{2}} \sqrt{\tilde{\tau}} (\tilde{\tau}) + C_Y \sqrt{\tilde{\tau}} Y_{\frac{1}{2}} \sqrt{\tilde{\tau}} (\tilde{\tau})}{C_J \sqrt{\tilde{\tau}} J_{\frac{1}{2}} \sqrt{\tilde{\tau}} (\tilde{\tau}) + C_Y \sqrt{\tilde{\tau}} Y_{\frac{1}{2}} \sqrt{\tilde{\tau}} (\tilde{\tau})}. \tag{B4}
\]
The first term on the right hand side represents the divergence of \( \tilde{\gamma} \) for \( (\tilde{\tau}) \to 0 \), but, again, otherwise the above expression has little practical value for this work.

**Appendix C. Evolution equation for the absolute amplitude growth rate \( \tilde{\Gamma} \)**

The complex-valued, second-order amplitude equation (3.4) discussed in Section 3 can be mapped onto a system of two coupled, real-valued, first-order equations for the two main quantities of interest in this stability analysis, namely the magnitude of the amplitude \( |\tilde{y}| \) and the absolute amplitude growth rate \( \tilde{\Gamma} \equiv (1/|\tilde{y}|) d|\tilde{y}| / d\tilde{\tau} \).

To derive equations for the time evolution of these quantities, we start with defining the complex amplitude growth rate \( \tilde{\gamma} \) as
\[
\tilde{\gamma} \equiv -\frac{1}{\tilde{y}} \frac{d\tilde{y}}{d\tilde{\tau}}. \tag{C1}
\]
Taking the time derivative of \( \tilde{\gamma} \) we arrive at
\[
\frac{d\tilde{\gamma}}{d\tilde{\tau}} = \left( \frac{1}{\tilde{y}} \frac{d\tilde{y}}{d\tilde{\tau}} \right)^2 - \frac{1}{\tilde{y}} \frac{d^2 \tilde{y}}{d\tilde{\tau}^2} = \tilde{\gamma}^2 + 1 - \frac{B}{\tilde{\tau}^2}, \tag{C2}
\]
where in the second step we have used the evolution equation (3.4) for \( \bar{y} \). Now we rewrite \( \bar{\Gamma} \) as

\[
\bar{\Gamma} = -\frac{1}{|\bar{y}|} \frac{d|\bar{y}|}{d\bar{\tau}} = -\frac{1}{|\bar{y}|^2} \frac{d|\bar{y}|^2}{d\bar{\tau}} = -\frac{1}{\bar{y} \bar{y}^*} \frac{d\bar{y} \bar{y}^*}{d\bar{\tau}},
\]

where \( \bar{y}^* \) denotes the complex conjugate of \( \bar{y} \). Taking the time derivative of this equation we obtain

\[
\frac{d\bar{\Gamma}}{d\bar{\tau}} = -\frac{1}{2} \left[ \frac{1}{\bar{y} \bar{y}^*} \frac{d^2\bar{y} \bar{y}^*}{d\bar{\tau}^2} + \frac{1}{(\bar{y} \bar{y}^*)^2} \left( \frac{d\bar{y} \bar{y}^*}{d\bar{\tau}} \right)^2 \right] = -\frac{1}{2} \left[ \frac{1}{\bar{y} \bar{y}^*} \frac{d^2\bar{y} \bar{y}^*}{d\bar{\tau}^2} - 4\bar{\Gamma}^2 \right].
\]

Now the first term can be rewritten as

\[
\frac{1}{\bar{y} \bar{y}^*} \frac{d^2\bar{y} \bar{y}^*}{d\bar{\tau}^2} = \frac{1}{\bar{y}^2 \frac{d\bar{y}}{d\bar{\tau}}} + \frac{1}{(\bar{y} \bar{y}^*)^2} \left( \frac{d\bar{y}}{d\bar{\tau}} \right)^2 + 2 \left( \frac{1}{\bar{y} \frac{d\bar{y}}{d\bar{\tau}}} \right) \left( \frac{1}{\bar{y}^* \frac{d\bar{y}^*}{d\bar{\tau}}} \right) = -2 \left( 1 - \frac{B}{\bar{\tau}^2} \right) + 2\bar{\gamma} \bar{\gamma}^*,
\]

where we have again used (3.1) and its complex conjugate. One may now be tempted to equate the last term with \( 2\bar{\Gamma}^2 \), but in spite of its name, \( \bar{\Gamma} \) is not the magnitude of \( \bar{y} \). In fact:

\[
\bar{\Gamma} = -\frac{1}{2} \frac{d\bar{y} \bar{y}^*}{d\bar{\tau}} = -\frac{1}{2} \left[ \frac{1}{\bar{y} \frac{d\bar{y}}{d\bar{\tau}}} + \frac{1}{\bar{y}^* \frac{d\bar{y}^*}{d\bar{\tau}}} \right] = \frac{1}{2} \left[ \bar{\gamma} + \bar{\gamma}^* \right] = \Re[\bar{\gamma}],
\]

where \( \Re[z] \) denotes the real part of the complex quantity \( z \). Defining the imaginary part of \( \bar{y} \) as \( \Im[\bar{\gamma}] = -\bar{Z} \), we may collect Eqs. (C4) to (C6) into an evolution equation for \( \bar{\Gamma} \)

\[
\frac{d\bar{\Gamma}}{d\bar{\tau}} = \bar{\Gamma}^2 - \bar{Z}^2 + 1 - \frac{B}{\bar{\tau}^2}.
\]

However, this equation still contains the unknown quantity \( \bar{Z} \), for which we also need to obtain an evolution equation. By subtracting the complex conjugate from Eq. (C2) from itself, we find that the term \( 1 - B/\bar{\tau}^2 \) cancels out

\[
\frac{d(\bar{\gamma} - \bar{\gamma}^*)}{d\bar{\tau}} = \bar{\gamma}^2 - (\bar{\gamma}^*)^2 = (\bar{\gamma} + \bar{\gamma}^*)(\bar{\gamma} - \bar{\gamma}^*),
\]

Now, since \( \bar{\gamma} + \bar{\gamma}^* = 2\Re[\bar{\gamma}] = 2\bar{\Gamma} \) and \( \bar{\gamma} - \bar{\gamma}^* = 2i\Im[\bar{\gamma}] = -2i\bar{Z} \), the above equation provides us with the sought-for evolution equation for \( \bar{Z} \)

\[
\frac{d\bar{Z}}{d\bar{\tau}} = 2\bar{\Gamma} \bar{Z},
\]

which completes the set of equations. (Note that, knowing that \( \bar{\Gamma} = \Re[\bar{\gamma}] \), the derivation in Eqs. (C4) to (C7) is equivalent to adding Eq. (C2) and its complex conjugate.) In order to solve the equations we need initial conditions for \( \bar{Z} \) and \( \bar{\Gamma} \) at some initial time \( \bar{\tau}_0(\gg \sqrt{B}) \). In order to obtain those, we turn to the approximate solution \( \bar{y}(\bar{\tau}) \approx \exp[i\psi + i\bar{\tau}] \) (Eq. (3.7)) and determine \( \bar{\gamma} \) by taking the derivative

\[
\bar{\gamma} = -\frac{1}{\bar{y}} \frac{d\bar{y}}{d\bar{\tau}} \approx -\exp[-i\psi - i\bar{\tau}] \exp[i\psi - i\bar{\tau}] = -i,
\]

we find that \( \bar{\gamma} \) approximates the constant value \(-i\) in that regime, from which we determine that \( \bar{\Gamma}(\bar{\tau}_0) = 0 \) and \( \bar{Z}(\bar{\tau}_0) = 1 \) are the required initial conditions.

Subsequently, one may compare the evolution equation (C9) for \( \bar{Z} \) and the definition of \( \bar{\Gamma} \):

\[
\bar{\Gamma} = \frac{1}{2} \frac{d\bar{Z}}{d\bar{\tau}} \quad \text{and} \quad \bar{\Gamma} = -\frac{1}{|\bar{y}|} \frac{d|\bar{y}|}{d\bar{\tau}},
\]

\[
\bar{Z} = \bar{\Gamma}.
\]
Clearly, since the left hand side of both equations are equal, so are the right hand sides, or
\[
\log \left( \tilde{Z}^{-1/2} \right) = \log |\tilde{y}| + C ,
\]
where C is an integration constant. Since \( \tilde{Z}(\tilde{\tau}_0) = |\tilde{y}|(\tilde{\tau}_0) = 1 \), we infer that C = 0, and therefore identify \( |\tilde{y}| = 1/\sqrt{\tilde{Z}} \).

In conclusion, we have mapped our second order time-evolution equation (3.4) for the complex quantity \( \tilde{y} \) in two first order equations for the (real and non-negative) quantities of interest namely the absolute amplitude growth rate \( \tilde{\Gamma} \) and the magnitude of the amplitude \( |\tilde{y}| \):
\[
\frac{d\tilde{\Gamma}}{d\tilde{\tau}} = \Gamma^2 - \tilde{Z}^2 + 1 - \frac{B}{\tilde{\tau}^2} , \tag{C13}
\]
\[
\frac{d\tilde{Z}}{d\tilde{\tau}} = 2\tilde{\Gamma} \tilde{Z} \quad \text{with:} \quad |\tilde{y}| = \frac{1}{\sqrt{\tilde{Z}}} , \tag{C14}
\]
complemented with the boundary conditions:
\[
\tilde{\Gamma}(\tilde{\tau}_0) = 0 \quad \text{and} \quad \tilde{Z}(\tilde{\tau}_0) = 1 , \tag{C15}
\]
at some initial time \( \tilde{\tau}_0 \gg \sqrt{B} \). In fact, all numerical solutions shown in this article for \( \tilde{\Gamma} \) and \( |\tilde{y}| \) are obtained by numerically solving the above equations, rather than numerically solving the original equation (3.4) or using the analytical expressions in terms of Bessel functions from Appendix B, as the former lead to the most accurate results.

Now, finally, one may also understand the oscillations that were obtained in the early time regime (cf. Fig. 4b). When we define \( \tilde{\zeta} = 1 - \tilde{Z} \) we note that both \( \tilde{\zeta} \) and \( \tilde{\Gamma} \) are small close to \( \tilde{\tau}_0 \) such that we may linearize Eqs. (C13) leading to
\[
\frac{d\tilde{\Gamma}}{d\tilde{\tau}} \approx 2\tilde{\zeta} - \frac{B}{\tilde{\tau}^2} , \tag{C16}
\]
\[
\frac{d\tilde{\zeta}}{d\tilde{\tau}} \approx -2\tilde{\Gamma} , \tag{C17}
\]
which by taking the derivative of the first may be written as
\[
\frac{d^2\tilde{\Gamma}}{d\tilde{\tau}^2} + 4\tilde{\Gamma} \approx 2 \frac{B}{\tilde{\tau}^3} \approx 0 . \tag{C18}
\]
The solution of this equation provides oscillations with (non-dimensional) frequency 2, i.e., a period-doubled modulation of \( |\tilde{y}| \). Note that \( |\tilde{y}| \approx 1 + \frac{1}{2} \tilde{\zeta} \) in this limit.

**Appendix D. Numerical growth factor**

Clearly, relevant solutions of the amplitude equation (3.1) are diverging to \( +\infty \) in the limit \( \tau \to 0 \). This seems to imply that within the context of the linear stability analysis all instabilities would grow indefinitely and as such make any quantitative prediction about to what extent a disturbance of a certain wave number may grow impossible.

There exists however a quite natural maximal value \( |y|_{\text{max}} \) beyond which the amplitude can never grow, namely when it has become equal to the gap width that separates the undisturbed gas-liquid interface from the solid and an impact with the the maxima of the disturbance would take place. Written symbolically, \( |y|_{\text{max}} \) is the solution of
\[
|y(\tau)| = U_0 \tau . \tag{D1}
\]
Non-dimensionalizing using that \( \tau = \tilde{\tau}/\sqrt{A} \) and \( |y| = |\tilde{y}|y_0 \), with \( y_0 \) the size of the initial
disturbance, we can rewrite the above expression as

\[ \tilde{\tau} = \sqrt{A} \frac{y_0}{U_0} |\tilde{y}(\tilde{\tau})| , \]  

(D 2)

which expression we may solve using the numerical solution of the non-dimensional amplitude equation (3.4) to obtain the maximum growth factor \( |\tilde{y}|_{\text{max}} \), which describes by what multiplicative factor the initial disturbance has grown.

To express the answer as a function of the parameter \( B (= \beta_2 k^2 \), with \( k \) the wave number), we substitute \( k = \sqrt{B/\beta_2} \) into \( A(k) \). For wave impact \( (A(k) = \alpha_3 k^3) \) this leads to

\[ \tilde{\tau} = \sqrt{\frac{\sigma \rho_l^{1/2}}{\rho_g^{3/2}}} \frac{U_0 y_0}{q_0 q_0} B^{3/4} |\tilde{y}(\tilde{\tau})| \equiv \chi B^{3/4} |\tilde{y}(\tilde{\tau})| , \]  

(D 3)

whereas for disk impact \( (A(k) = \alpha_1 k + \alpha_3 k^3) \) the expression is slightly more involved

\[ \tilde{\tau} = \sqrt{\frac{\sigma \rho_l^{1/2}}{\rho_g^{3/2}}} \frac{U_0 y_0}{q_0 q_0} B^{3/4} \sqrt{1 + \frac{g \rho g}{\sigma}} \left( \frac{q_0}{U_0} \right)^2 B^{-2} |\tilde{y}(\tilde{\tau})| \equiv \chi B^{3/4} \sqrt{1 + \Xi B^{-2}} |\tilde{y}(\tilde{\tau})| . \]  

(D 4)

Here we have used the expressions (3.2) and (3.3) to express \( \alpha_1, \alpha_3, \) and \( \beta_2 \) in fluid properties and control parameters, and defined the dimensionless parameters \( \chi \), which is proportional to the initial amplitude \( y_0 \), and \( \Xi \).

Using the properties of water and air at 20 °C and atmospheric pressure \( (\rho_l = 998 \text{ kg/m}^3, \rho_g = 1.20 \text{ kg/m}^3, \) and \( \sigma = 0.073 \text{ N/m}) \), the largest value \( q_0/U_0 = 0.50 \text{ m} \) plotted in Fig. 6, a typical value of the impact speed \( U_0 = 6.0 \text{ m/s} \), and setting the initial amplitude to the (rather arbitrary but small) value of \( y_0 = 25 \text{ nm} \), we obtain for wave impact that \( \chi = 0.622y_0 = 1.56 \cdot 10^{-8} \).

Numerically solving Eq. (D 5) then leads to the result plotted in Figs. 5b and 6.

For disk impact we use instead the middle value \( q_0/U_0 = R_0/2 \) = 0.05 m, an impact speed \( U_0 = 2.0 \text{ m/s} \), and the same initial amplitude \( y_0 = 25 \cdot 10^{-9} \text{ m} \) to compute \( \chi = 59.0y_0 = 1.48 \cdot 10^{-6} \) and \( \Xi = 1.62 \). The results plotted in Figs. 5b and 7 correspond to the numerical solution of Eq. (D 6) with these parameter values.

It is possible to obtain an approximate analytic expression for the equation (D 2) using the approximate asymptotic solution (3.9) of the amplitude equation valid for \( \tilde{\tau} < \sqrt{B} \). Solving for \( |\tilde{y}|_{\text{max}} \) this leads to

\[ |\tilde{y}|_{\text{max,approx}} = \left( \chi B^{1/4} \right)^L \text{ with } L = -\frac{\sqrt{4B + 1} - 1}{\sqrt{4B + 1} + 1} \]  

(D 5)

for wave impact, and to

\[ |\tilde{y}|_{\text{max,approx}} = \left( \chi B^{1/4} \sqrt{1 + \Xi B^{-2}} \right)^L \]  

(D 6)

for disk impact. These expressions predict the numerical growth rate accurately for small \( B \) (\( \leq 5 \)) but overpredict for large \( B \), which is connected to the fact that there the onset happens close to the dimensionless crossover time \( \tilde{\tau} = \sqrt{B} \) where the numerical solution deviates strongly from the approximate one (cf. Fig. 4a). Finally, note that the exponent \( L \) asymptotically tends to \( -1 \) for large \( B \), leading to very large maximum growth factors \( |\tilde{y}|_{\text{max}} \), and to \( B \approx 0 \) for small \( B \), leading to \( |\tilde{y}|_{\text{max}} \approx 1 \).

**Appendix E. Marginal wavelength and onset time**

The marginal wavelength in the case of wave impact (Subsection 4.1) is found straightforwardly by solving \( d\tau_{\text{ons, w}}/dk = 0 \) where \( \tau_{\text{ons, w}}(k) \) is provided by Eq. (4.2). The algebraically somewhat
involved details of this calculation are presented here for completeness, including the definition of the functions \( g(p) \), \( h(p) \), \( m(\delta) \), and \( n(\delta) \) of threshold \( p \) and density ratio \( \delta \) used in the main text.

Computing the derivative and equating it to zero directly leads to the condition

\[
\log(p) = \frac{(\sqrt{4X + 1} - 1)^2\sqrt{4X + 1}}{16X},
\]

where we have defined \( X = \beta_2k^2 = B \). From this expression we immediately see that we may express \( X \) in terms of \( p \), i.e., we may define a function \( g(p) \) such that

\[
\sqrt{X} = g(p) \quad \Rightarrow \quad k_{\text{marg}} = \frac{g(p)}{\sqrt{\beta_2}}.
\]

To solve Eq. (E1) we transform \( w = \sqrt{4X + 1} \), from which we find \( X = (w^2 - 1)/4 \) and write

\[
s = \log(g) = \frac{(w - 1)^2 w}{4(w^2 - 1)} = \frac{(w - 1)w}{4(w + 1)},
\]

which leads to the quadratic equation \( w^2 - (1 + 4s)w - 4s = 0 \) which is readily solved for \( w \) as

\[
\sqrt{4X + 1} = w = \frac{1}{2}(1 + 4s) \left( 1 + \sqrt{1 + \frac{16s}{(1 + 4s)^2}} \right),
\]

where we used that \( w \geq 0 \) to discard the negative root and which in turn leads to \( X = g(p)^2 \)

\[
g(p)^2 = X = \frac{1}{16}(1 + 4s)^2 \left( 1 + \sqrt{1 + \frac{16s}{(1 + 4s)^2}} \right)^2 - \frac{1}{4},
\]

so, finally, reinserting \( s = \log(p) \):

\[
g(p) = \frac{1}{2} \sqrt{\frac{1}{4}(1 + 4\log(p))^2 \left( 1 + \sqrt{1 + \frac{16\log(p)}{(1 + 4\log(p))^2}} \right)^2 - 1},
\]

Inserting \( k_{\text{marg}} = g(p)/\sqrt{\beta_2} \) back into the expression (4.2) for \( \tau_{\text{ons}}(k) \) provides us with the marginal onset time

\[
\tau_{\text{marg}} = \tau_{\text{ons}}(k_{\text{marg}}) = \sqrt{\frac{g(p)^2}{\alpha_3(g(p)/\sqrt{\beta_2})^3}} \exp \left[ -\frac{2\log(p)}{\sqrt{4g(p)^2 + 1} - 1} \right] \equiv h(p) \beta_2^{3/4} \alpha_3^{1/2},
\]

where we have defined the function

\[
h(p) = \frac{1}{g(p)^{1/2}} \exp \left[ -\frac{2\log(p)}{\sqrt{4g(p)^2 + 1} - 1} \right].
\]

By reinserting the expressions for \( \alpha_3 \) and \( \beta_2 \) from Eqs. (3.2)-(3.3) we obtain expressions for \( \lambda_{\text{marg}} \) and \( \tau_{\text{marg}} \) in physical quantities

\[
\lambda_{\text{marg}} = 2\pi \frac{m(\delta) q_0}{g(p) U_0},
\]

\[
\tau_{\text{marg}} = h(p) n(\delta) \left( \frac{\rho_0}{\sigma} \right)^{1/2} \left( \frac{q_0}{U_0} \right)^{3/2},
\]
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where for notational convenience we have defined the following functions of the density ratio \( \delta \)

\[
m(\delta) = \sqrt{w(\delta)} = \frac{\sqrt{\delta}}{1 + \delta} \approx \sqrt{\delta} + O(\delta^{3/2}) , \tag{E 11}
\]

\[
n(\delta) = (w(\delta))^{3/4} (1 + \delta)^{1/2} = \frac{\delta^{3/4}}{1 + \delta} \approx \delta^{3/4} + O(\delta^{7/4}) . \tag{E 12}
\]

Finally, one may ask oneself if a similar procedure is also feasible to find the location of the
maximum for the disk impact discussed in Subsection 4.2. In that case, the condition \( \Delta \tau_{\text{ons,d}} / d k = 0 \) leads to an equation of the form

\[
\beta_2 k^2 = f \left( \log(p), \frac{\alpha_1 \beta_2}{\alpha_3} \right) , \tag{E 13}
\]

with \( \alpha_1, \alpha_3 \) and \( \beta_2 \) as in Eqs. (3.2)-(3.3) and where determining the functional form of \( f \) involves the solution of a fourth order polynomial equation.

Appendix F. Viscous solution

To determine the laminar solution \( u(z, t) \) of a diverging gas flow which for large \( z \) asymptotically tends to \( U_g(\tau) = q_0 / (U_0 \tau) \), as sketched in Fig. 8a, we may start from the well-known textbook solution of the impulsively started plate moving at speed \(-u_0 \) in the x-direction, where the Navier-Stokes equations are written down for a flow field of the form \( \vec{V} = u(z, t) \hat{e}_x \), namely

\[
\frac{\partial u}{\partial t} = \nu \frac{\partial^2 u}{\partial z^2} , \tag{F 1}
\]

where \( \nu \) is the kinematic gas viscosity and with boundary conditions \( u(0, 1) = 0 \) and \( u(\infty, t) = u_0 \) in a reference frame that is moving with the plate (and in which the fluid above the plate appears to be moving with a velocity \(+u_0 \) in the positive \( x \)-direction). Initially, we have \( u(z, 0) = u_0 \). This problem may be solved by introducing dimensionless variables \( \zeta = z / \sqrt{vt} \) and \( Y = u/u_0 \), with which the above two-dimensional problem turns into a one-dimensional self-similar problem: \( Y'' + \frac{1}{2} Y' = 0 \), with \( Y(0) = 0 \) and \( Y(\infty) = 1 \), where \( Y' \) and \( Y'' \) denote the first and second derivative of \( Y \) with respect to \( \zeta \). This equation is solved by an error function, \( Y(\zeta) = \text{erf}(\zeta/2) \), or, turning back to dimensional variables

\[
u(z, t) = u_0 \text{erf} \left( \frac{z}{2 \sqrt{vt}} \right) . \tag{F 2}
\]

Now in our problem with a diverging flow, we may write the gas velocity at any time \( t_0 \) smaller than the impact time \( t_i \) as a superposition of small steps

\[
U_g(t_0) = \int_{t=-\infty}^{t_0} \frac{dU_g}{dt}(t) dt = \sum_k \frac{dU_g}{dt}(t_k) \Delta t_k = \sum_k \Delta U_g(t_k) , \tag{F 3}
\]

where we adapted a rather sloppy notation, that disregards quite a number of convergence issues. Since the steps are increasing in size in time, and (of course) by virtue of the linearity of the governing equation (F 1), one may expect the resulting flow to be written as the superposition of the flow fields generated by each of the small steps, i.e.

\[
u(z, t_0) = \sum_k \Delta U_g(t_k) \text{erf} \left( \frac{z}{2 \sqrt{\nu(t_0-t_k)}} \right) = \int_{t=-\infty}^{t_0} \frac{dU_g}{dt}(t) \text{erf} \left( \frac{z}{2 \sqrt{\nu(t_0-t)}} \right) dt . \tag{F 4}
\]
Now we write \( U_g(t) = q_0/(U_0(t_i - t)) \), from which \( dU_g/dt = q_0/(U_0(t_i - t))^2 \), such that

\[
u U_0 \int_{t=\infty}^{t_0} \frac{1}{(t_i - t)^2} \text{erf}\left[\frac{z}{2\sqrt{\nu(t_0 - t)}}\right] dt,
\]

or, dividing by \( U_g(t_0) = q_0/(U_0(t_i - t_0)) \)

\[
u U_0 \int_{t=\infty}^{t_0} \frac{(t_i - t_0)}{(t_i - t)^2} \text{erf}\left[\frac{z}{2\sqrt{\nu(t_0 - t)}}\right] dt,
\]

which with \( \tau_0 = t_i - t_0 \) and \( s \equiv t_0 - t \) can be written as

\[
u U_0 \int_{s=0}^{\infty} \frac{\tau_0}{(\tau_0 + s)^2} \text{erf}\left[\frac{z}{2\sqrt{\nu s}}\right] ds.
\]

Now, defining \( \eta_0 \equiv z/\sqrt{\nu \tau_0} \) and \( w \equiv z/\sqrt{\nu s} \Rightarrow s = z^2/(\nu w^2) \), with which, \( ds = -2z^2/(\nu y^3) \) we obtain

\[
u U_0 \int_{w=0}^{\infty} \frac{1}{(1 + (z^2/\nu \tau_0)/w^2)^2w^3} \text{erf}\left[\frac{1}{2}w\right] dw
\]

\[= \eta_0^2 \int_{w=0}^{\infty} \frac{1}{(1 + (\eta_0/w)^2)^2w^3} \text{erf}\left[\frac{1}{2}w\right] dw,
\]

Clearly, with this last expression we observe that the ratio \( u(z,t_0)/U_g(t_0) \) may be written as a function of one combined variable only, namely \( \eta_0 = z/\sqrt{\nu \tau_0} \), with which

\[
\frac{u(z,t)}{U_g(t)} = F\left(\frac{z}{\sqrt{\nu \tau}}\right),
\]

where from hereon we have dropped the now superfluous subscript zero in \( \tau_0 \) and \( \eta_0 \). Most specifically, we may collapse profiles \( u(z,t) \) for different \( t \) onto a single master curve given by Eq. (F9), and as a consequence the typical boundary layer profile width \( \delta_{BL}(\tau) \) is proportional to \( \sqrt{\nu \tau} \):

\[
\delta_{BL}(\tau) \sim \sqrt{\nu \tau}.
\]

It is remarkable to see that for this particular problem the viscous boundary layer thickness in fact decreases with time. Intuitively, this behavior may be understood from the fact that the gas flow speed \( U_g(\tau) \) is rapidly increasing when \( \tau \to 0 \), which implies that for equal time steps \( \Delta t \) the velocity steps \( \Delta U_g = (dU_g/dt)\Delta t \) become larger and larger, whereas the developing viscous boundary layer is trying to keep up with these increasing steps.

A last transformation \( \xi = \eta/w \Rightarrow w = \eta/\xi \Rightarrow dw = -\eta/\xi^2 d\xi \), brings the expression (F8) in an integrable form

\[
u U_0 \int_{\xi=0}^{\infty} \frac{\xi}{(1 + \xi^2)^2} \text{erf}\left[\frac{\eta}{2\xi}\right] d\xi.
\]

This integral can be evaluated analytically as

\[
u U_0 \int_{\xi=0}^{\infty} \frac{\xi}{(1 + \xi^2)^2} \text{erf}\left[\frac{\eta}{2\xi}\right] = F(\eta) = \frac{1}{2} \sqrt{\pi} \eta \exp\left[\frac{\eta^2}{4}\right] \text{erfc}\left[\frac{\eta}{2}\right],
\]

where \( \text{erfc}(x) = 1 - \text{erf}(x) \) is the complementary error function. This result is plotted in Fig. 8b. Now that we have obtained an analytic expression for the flow field we may define the boundary layer thickness \( \delta_{BL}(\tau) \) as the length scale for which the velocity attains 99% of the asymptotic value, i.e., \( u(z,t)/U_g(t) = F(\eta_{BL}) = 0.99 \) leading to \( \eta_{BL} = 13.93 \), from which

\[
\delta_{BL}(\tau) = 13.93 \sqrt{\nu \tau}.
\]
This value $\eta_{BL} = 13.93$ is indicated by the horizontal dashed red line in Fig. 8b.

Finally, it is good to realize that the expression (F12) is a solution of the (dimensionless) boundary value problem for $F(\eta)$

$$F'' - \frac{1}{2} \eta F' - F = -1, \quad F(0) = 0, \quad F(\infty) = 1,$$

where (again) $F'$ and $F''$ denote the first and second derivative of $F$ with respect to $\eta$. This boundary value problem could be obtained by dimensional analysis. Arguing that (as soon as memory from any start-up effects have been erased) the problem is fully described by the dimensional quantities $u(z, \tau), U_g(\tau), v, z,$ and $\tau$, this leads to a description in terms of two dimensionless variables $Y = u(z, \tau)/U_g(\tau)$ and $\eta = z/\sqrt{\nu \tau}$. Now, naively starting from the equation of motion (F1) with boundary conditions $u(0, \tau) = 0$ and $u(\infty, \tau) = U_g(\tau)$ would have lead to the slightly different boundary value problem $Y'' - \frac{1}{2} \eta Y' - Y = 0, Y(0) = 0, Y(\infty) = 1$ which does not possess a bounded solution.

One does obtain the correct boundary value problem if one realizes that from the perspective of someone moving with the accelerating gas flow, the laboratory frame of reference is a non-inertial frame of reference where there is an inertial acceleration corresponding to $a_i = dU_g/dt = U_g/\tau$, that is, Eq. (F1) needs to be replaced by

$$\frac{\partial u}{\partial t} = v \frac{\partial^2 u}{\partial z^2} + \frac{U_g}{\tau}.$$  \hspace{1cm} (F15)

Starting from the above equation in the derivation leads to the boundary value problem (F14).
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