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Abstract: Nowadays morality rate is increasing globally due to heart disease. It is one of the leading health risk facing men today. So early detection of heart disease assist the patients to maintain a healthy life style. Several techniques are used in the medical field to detect or diagnose disease in view of patient family health history and some other aspects. However, developing a system to predict the heart diseases without any medical tests is still challenging. Machine learning (ML) approaches is suitable and effective in providing decision and prediction from enormous health care data. Several previous researches provide an overall view in ML methods for disease prediction but the accuracy of prediction is still needed to be improved. In this study, a novel framework is presented that intent at removing the unwanted features with Bacterial Colony Optimization algorithm and applies the Hybrid KNN algorithm with great accuracy in identifying the heart disease. This prediction model is developed with UCI Cleveland dataset with several known classification approaches. An enhanced model is presented with 99.83% accuracy in heart disease prediction. The presented study is compared with other classification approaches.
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I. INTRODUCTION

Based on the data provided by world health organization (WHO), yearly 17.9 million humans are died because of cardiovascular diseases (CVDs) [1-2]. In India mortality occurs between the 30–59 years age-group people which are twice than that in the US [3]. Therefore the early prediction of this health issue may save human life and helps to reduce the death rate. Data mining (DM) provides a new way to cardiovascular disease prediction. Several DM approaches are utilized to found and extract required data from the medical dataset with least user inputs [4]. Researchers seek several ways to utilize the data mining in medical data to obtain an accurate prediction of cardiovascular diseases [5-8].

In order to use the machine learning algorithm in health care data it is important to remove the unwanted features which degrades the prediction accuracy [9, 10]. Therefore, a suitable attribute selection approach is required to obtain a great result in prediction. Selecting the appropriate feature selection approach is still a challenging issue among the researchers [11].

However, it is not easy to identify the proper technique and select the significant features. Hence the proposed system introduces the Bacterial Colony Optimization algorithm in finding the finest combination of essential features among the 13 attributes that work well with the classification algorithms.

The Knn classification algorithm is enhanced in the present study to improve the prediction accuracy. Along with the Euclidean distance parameters such as class center, distance, Item Weight to Class and Item’s strength are added to evaluate the disease risk level. The experiment is performed on the UCI Cleveland dataset generally used by the ML researchers. Six important features were selected and applied five classification algorithms to develop the prediction system. The capability of the proposed approach is evaluated by comparing the maximum accuracy attained by the HKNN technique against the maximum accuracy attained in the former research.

The remaining section of this research is arranged as: section II describes the heart related research implemented by ML approaches. Section III and IV discuss the problem statement and dataset description respectively. Section V presents the classification techniques applied in the proposed system. Section VI describes the experimental setup and result obtained in the study. Eventually section VII provides the conclusion.

Related works

The existing work which is closely related to the proposed study is reviewed in this section. The following research work is implemented on the Cleveland dataset. Saxena et al [12] present a heart disease prediction framework by the classification rule based on decision tree structure. This approach predicts the risk level of patients based on their health parameters and assists non-expert doctors to make correct decision about the patient heart disease risk level with the accuracy of 86.3 % in testing phase and 87.3 % in training phase. P.K. Anooj [13] introduced a weighted fuzzy rule-based prediction system. The researchers create two important factors such as automatic fuzzy rules creation and the weighted procedure which provides a powerful fuzzy system for heart disease prediction. The author implemented this system on Cleveland, Hungarian and Switzerland dataset with the accuracy of 0.6, 0.4 and 0.5 percentage respectively.

T. Santham and E.P. Ephzibah [14] developed a prediction model based on Principal Components Analysis (PCA) as a feature selection method and feed forward neural network as a classifier with an accuracy of 95.2%. Authors compared this system with regression model that obtain 92.0% accuracy. V. Krishnaiah et al [15] present a model for heart disease prediction by removing the redundancy of the
data using Fuzzy K-NN classifier with the accuracy of 91%. A combination of genetic algorithm and recurrent fuzzy neural networks based classifier is applied on Cleveland data and achieved 97.78% accuracy [14].

Seyedamin Pouriyeh et al [16] in his study a 10 fold cross validation is applied on the heart disease data using classification algorithms with boosting technique where Support Vector Machine provides the better accuracy of 84.15 %. Tiwaskar, S.A et al [17] applied the Convolution Neural Network on Cleveland dataset to provides an efficient prediction model. The author makes a statistical study on 13 attributes and filters the 6 highly correlated attribute (cp, exang, oldpeak, slope, ca, thal) and obtain the highest accuracy of 93%. Shan Xu et al [18] combined the Correlation-based Feature Selection approach with Best-First-Search to reduce the unwanted features in dataset. The authors applies various machine learning approaches like RF, SVM, C4.5, Naïve Bayes, RBF and Ada boost and shows that Random forest obtain a better accuracy with 91.6% than others.

The aim of the proposed study is to compare almost all the machine learning approaches which have been applied in the previous study to provide a most suitable heart disease prediction model with good accuracy.

II. PROBLEMS IDENTIFIED

The Discovery of early stage of heart disease prevents the human from death. But in most of the case it is identified in final stage or after death. Therefore the early detection is significant and performed by the healthcare organizations. Data mining is the suitable technique to identify the disease that helps the doctor to save the patient by proper diagnosis. There are several method are available in data mining which can be applicable for disease prediction. Further very less features are utilized in the prior research. The problem in heart prediction model is to select the appropriate algorithm that provides better accuracy with less time.

III. DATASET DESCRIPTION

The present study utilized the Cleveland database from UCI repository for heart disease prediction. In UCI four heart related database (Cleveland, Hungary, Switzerland, and the VA Long Beach) is available. But Cleveland database is selected for this research because several former researchers used machine learning algorithm on these database. Dr. Robert Detrano collected these data from three health care industries with 303 patient’s records. 6 patients data contains missing values so 297 patient data is taken in this study. The dataset now contains only 14 attributes whereas it has 76 attributes while collecting it. But the researches use only 14 attributes for experiments. Hence 14 attributes with 297 patient’s data is applied in the present experiment.

IV. CLASSIFICATION TECHNIQUES

A. Support Vector Machine

SVM is a supervised machine learning algorithm mainly used for classification issues [19]. Let the training samples having dataset = \{p_i, q_i\}_{i=1,2,\ldots,n} where p_i \in \mathbb{R}^n denotes the input vector and q_i \in \mathbb{R}^n represent the target item. The linear SVM finds the optimal hyper plane of the form f(x) = \langle d, p \rangle + b where d is a dimensional coefficient vector and b is a offset. This is done by solving the subsequent optimization problem:

\[
\begin{align*}
\min_{w, b, \xi} & \quad \frac{1}{2} w^T w + C \sum_{i=1}^{n} \xi_i \\
\text{s.t.} & \quad q_i (\langle d, p_i \rangle + b) \geq 1 - \xi_i \\
& \quad \xi_i \geq 0, i = 1, \ldots, k
\end{align*}
\]

Where \( w \) is the weight vector, \( b \) is the bias value, and \( \xi_1, \ldots, \xi_k \) are the set of slack variables. Through this variable SVM reduce the classification errors.

B. K-Nearest Neighbors

KNN is a non-parametric ML approach used for heart disease classification. The KNN depends on the similarity observations occur in closeness [20]. The prediction result is provided based on the Euclidean distance dis(x_i, x_j) among the samples and the k value.

\[
\text{dis}(x_i, x_j) = \sqrt{(x_1 - x_2)^2 + \cdots + (x_k - x_k)^2}
\]

C. Artificial Neural Network

ANN is a powerful ML approach that has various computing features known as neurons that provides a interconnected system. [21]. These neurons are related with a link. Each link has a weight. \( W_i \) represent the weights for input \( x_i \) where \( X = \{x_1, x_2, \ldots, x_n\} \), represent the k input applied to the neurons. \( b \) is the bias value. \( y_i \) is the output of the neuron network. Each neuron has an activation function \( f(\cdot) \) to define the output \( y_i \). The sigmoid is activation function used in ANN computed by the below equation

\[
f(x) = \frac{1}{1 + e^{-x}}
\]

The steps proceed in ANN is listed below

\[
\begin{align*}
nt_i & = \sum_{j=1}^{k} wt_{i,j} * x_j + bv_i \\
y_i & = f_i(nt_i) \\
SA_i & = \frac{\partial f_i}{\partial nt_i} \\
ter_i & = ao_i - po_i
\end{align*}
\]

Where: \( i \) is the index of neurons, \( SA_i \) is the slope of activation function, \( f_i \) is the training error at output \( i \).
\( a_0 \) is the actual output and \( p_0 \) is the predicted output.

### D. Random forest

RF is an efficient classification technique performed based on tree structure [22]. It is a collection of several algorithms thus develops a jungle with huge number of trees. RF provides the decision from a random model of the training set. The loop is repeated with various random samples and provides the final result based on majority voting. For a given data, \( X = \{x_1, x_2, x_3, \ldots, x_n\} \) with responses, \( Y = \{y_1, y_2, y_3, \ldots, y_n\} \) which repeats the bagging from \( b = 1 \) to \( B \).

![Figure 1. Architecture of the proposed prediction model](image)

### A. Feature Selection

**Bacterial Colony Optimization (BCO)**

BCO is an efficient optimization approach introduced by Niu et al., recently [23]. In BCO several optimization processes is reduced that makes implementation easier when compared to the bacterial foraging optimization (BFO) [24].

The chemotaxis is the most important operation performed in BCO. Chemotaxis contains two main approach such as running and tumbling approach. The running approach is responsible for generating a new point \( \theta_k(e) \) based on the previous point \( \theta_k(e - 1) \), personal best position \( pbest_k \), and globe best \( gbest \). The tumbling approach is performed when running approach provide invalid result. It improves the variety and grouping. The term \( tum_k \) is random parameter utilized in tumbling operation to provide a better position.

**Running approach:**

\[
\theta_k(E) = \theta_k(E - 1) + S_k \times (gbest - \theta_k(E - 1) - \Delta E - 1)
\]

**Tumbling approach:**

\[
\theta_k(E) = \theta_k(E - 1) + S_k \times (gbest - \theta_k(E - 1)) + (1 - S_k \times (pbest_k - \theta_k(E - 1)) + ch \times tum_k
\]

\( ch \) denotes the chemotaxis process size.

The constraint for randomness is mentioned by

\[
tum_k = \frac{\Delta(k)}{\sqrt{\Delta^2(k)\Delta(k)}}
\]

In the above equation \( \Delta(k) \) denotes the direction angle of the \( k^{th} \) feature whose elements lies between -1 to 1. Variables \( S_1 \) and \( S_2 \) are two constants and their values are generated between 0 to 1.

The BCO was developed by the researchers to solve the optimization issue. But in our research BCO is utilized to select the combination of features for heart disease prediction model. In basic BCO population are changed based on sizes so feature selection is difficult task with high dimensional attributes. The operation such as reproduction, removal and distribution cannot be performed for feature selection. Hence it is modified by applying the multi-dimensional population concept instead of above mentioned operation as described in [24]. A better result is achieved through this feature selection method that provides the combination of six features as showed in table1.

### B. Hybrid K-Nearest Neighbors

KNN is the efficient method in machine learning performed based on a numerical data. Multi-class issues
Morality Prediction Model in Cardiovascular Disease with Significant Feature Selection and Hybrid KNN Classification Technique

can be solved by this approach which is a main advantage of Knn. In training phase Knn takes the decision based on the training items. The decision rule of KNN method determines firstly the K nearest items in the feature space; afterwards, it assigns the unclassified item to the class of the majority vote of those K items [25]. The implementation of Knn is depends on two main operators: K value and distance, which represents the neighbors count and distance between two items respectively. Euclidean distance is the popular function to calculate the distance among test item and training item which is represented in below equation.

\[ \text{dis}(P,Q) = \sqrt{\sum_{i=1}^{n} (P_i - Q_i)^2} \]  

Where \( \text{dis}(P,Q) \) denotes the Euclidean distance among items \( P \) and \( Q \) of features \( (1, 2, \ldots, v) \), \( P_i \) symbolizes the test item features, \( P, Q \) denotes the features of a particular training item \( Q \), and \( n \) denotes the total count of features.

The disadvantages is that the result is depends upon the \( K \) value and the execution time for measuring the interval between test item and entire class item. Hence the Knn is modified by assigning weights for each and every item that reduces the execution time effectively similarly \( K \) value is automatically assumed by the system. Consider the two classes A and B in a two-dimensional space. The proposed HKNN is executed based on six major steps. The basic Knn is enhanced with some new parameters to properly decide heart disease risk level.

Inside a class each item depends on the distance among this sample and the center point which is calculated by

\[ C_{N_z} = \frac{1}{a} \sum_{j=1}^{a} H_{j,a} \]  

Where \( C_{N_z} \) is the center of class \( z \) having \( a \) items expressed as \( M = \{H_1, H_2, \ldots, H_a\} \). Thirdly, compute the distance among each of the class items \( H_j \) and the class center \( C_{N_z} \), that is computed by

\[ D(C_{N_z}, H_j) = \sqrt{\sum_{i=1}^{\gamma} (C_{N_z,i} - H_{j,i})^2} \]  

Where \( D(C_{N_z}, H_j) \) denotes the Euclidean Distance between class center \( C_{N_z} \) and item \( H_{j,i} \), and \( m \) is the features. And then calculate Item Weight to Class (IWtC) which is the distance from the class item to the center of the class. This value assigned to each class item to represent its importance and denoted by \( w(i, C) \). IWtC is calculated by the below equation.

\[ w(H_j, C_{N_z}) = \frac{1}{D(C_{N_z}, H_j)} \]  

Where \( w(H_j, C_{N_z}) \) represents item \( H_j \) weight to class \( X \). Fourthly, compute the distance \( D_3 \) from class center \( C_{N_z} \) to a test item \( E \) based on equation 16

\[ D_{3z} = \sqrt{\sum_{i=1}^{m} (I_i, C_{N_z})^2} \]  

Where \( D_{3z} \) is the Euclidean distance between the class center \( C_{N_z} \) and an incoming test item \( I \) and \( m \) is the features count. Therefore distance among \( I \) and those \( K \) is computed by equation 17.

\[ D(I, H_j) = \sqrt{\sum_{i=1}^{m} (I_i, H_j)^2} \]  

Where \( D(I, H_j) \) are the Euclidean distance among a test item \( I \) and an item \( H_j \), and \( m \) is the total number of feature. And then for each class, calculate \( K_i \) and \( K_i \) item’s strength to test item \( I \). Item’s strength \( (IH) \) is computed according to Eq. (18)

\[ IH(I, H_j) = \frac{1}{D(I, H_j)} \ast w(H_j, C_{N_z}) \]  

Eventually, when the summation of \( IH \) is high that classes are selected by the hybrid Knn. Through this method the heart disease prediction model is developed to determine their risk level.

**Input**

- Input dataset with \( m \) features with a set \( F = \{f_1, f_2, f_3, \ldots, f_m\} \)
- Input Training dataset \( Td = \{t_1, t_2, t_3, \ldots, t_n\} \)

**Output**

- Input data will classified as heart disease presented or not

**Begin**

For each sample \( t_i \in D \) do

\( t_i \) in the dataset of \( m \) dimension

Next

For each target class \( A \in tc \) do

Find the center \( C_{N_z} \) of \( A \) for \( t_j \in tA = \{t_{1a}, t_{2a}, t_{3a}, \ldots, t_{na}\} \) as in eqn 16

For each item \( t_ja \in A \forall j \in [1 \rightarrow \text{total items in } Aj] \) do

Calculate distance among class \( t_j \) and class center \( C_{N_z} \) using eqn 15

Calculate IWtC of item \( t_j \)

to class \( A \) using eqn 16

Calculate the distance among \( I \) and \( C_{N_z} \) using eqn 16

Calculate \( IH \) of the item \( Aj \) to test item \( I \) as eqn 18

\( SS(A) += 1H \)

If \( SS(A) += \text{MAX}(SS) \) Then

The target class = \( A \)

End If

**End**

**Experimental Result and Discussion**

The performance evaluation of the study is discussed in this section. The proposed system is developed in java language. The Net Beans IDE is utilized for front end design. MYSQL is used for database access. The result of the proposed work is presented in Table 2 that shows significant features have improved the accuracy of classification process. The best heart disease prediction system
is developed by utilizing the 6 important attributes as shown in table 1.

| Table 1. Dataset and the selected attributes |
|---------------------------------------------|
| Dataset     | Selected attributes |
| Cleveland   | Age, cp, fbs, restecg, exang, oldpeak |

The comparison of various algorithms is performed on Cleveland dataset and their performance measures are listed in table 2.

| Table 2. Comparison of classification accuracy of models |
|----------------------------------------------------------|
| Models | Accuracy (%) | precision | Recall | F-measure |
|--------|--------------|-----------|--------|-----------|
| SVM    | 98.24        | 95.6      | 96.3   | 98.24     |
| KNN    | 97.12        | 93.8      | 95.5   | 97.12     |
| ANN    | 97.3         | 94.3      | 96.1   | 97.3      |
| RF     | 98.41        | 95        | 97.7   | 98.41     |
| HybridK-NN | 99.83    | 96.1      | 97.4   | 99.83     |

The proposed approach performance is showed in figure 1. The accuracy of the H-knn is 99.83 whereas the accuracy of the SVM is 98.24.

Figure 1. Performance comparison of the proposed model

VI. CONCLUSION

An hybrid classification approach is introduced to found the heart disease in early stage. The Bacterial Colony Optimization with multi-level population is utilized to remove the unwanted features from the Cleveland dataset. Through this approach the 6 attributes are finalized for the classification process from 13 attributes. The Hybrid classification method provides a better result with 99.83 % accuracy compared to other techniques. The proposed model predicts the heart disease in an efficient manner and assists the non-specialist physicians to decide a right choice on the heart patient risk level.
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