THE ADJACENCY MATRICES AND THE TRANSITION MATRICES RELATED TO RANDOM WALKS ON GRAPHS

TOMOHIRO IKKAI, HIROMICHI OHNO, AND YUSUKE SAWADA

Abstract. A pointed graph \((\Gamma, v_0)\) induces a family of transition matrices in Wildberger’s construction of a hermitian hypergroup via a random walk on \(\Gamma\) starting from \(v_0\). We will give a necessary condition for producing a hermitian hypergroup as we assume a weaker condition than the distance-regularity for \((\Gamma, v_0)\). The condition obtained in this paper connects the transition matrices and the adjacency matrices associated with \(\Gamma\).

1. Introduction

The concept of (locally compact) hypergroups was introduced in 1970s. It is said that hypergroups originated in statistics, and they have an aspect as a probabilistic extension of locally compact groups. We can find an account on harmonic analysis and representation theory of hypergroups, as analogies of those of topological groups, in Bloom and Heyer’s monograph [2].

Hypergroups are sometimes utilized to describe probabilistic phenomena. One of the interesting examples of utilization is Wildberger’s study [10, 11] on the connection between finite (discrete) hypergroups and random walks on graphs. What he did is producing certain finite hypergroups connected with random walks on the platonic solid graphs.

Subsequently, the first and third authors formulated Wildberger’s construction of hypergroups in [7]. They revealed that his method can be applied to any distance-regular graphs including some infinite graphs. Moreover, they discovered several examples that produce discrete hypergroups in the same way as his.

Wildberger’s method requires that a graph \(\Gamma = (V, E)\), where \(V\) denotes the vertex set and \(E\) the edge set of \(\Gamma\), is at least simple, connected and self-centered. (A weaker condition given in [5]). Meeting these requirement, a random walk on a graph induces a convolution \(\circ\) and an involution \(\ast\) to a certain vector space over \(\mathbb{C}\). If this convolution is both associative and commutative, that random walk on \(\Gamma\) is said to produce a discrete hypergroup. We need to note that not all random walks produce discrete hypergroups. Here a problem arises: On what kind of graphs random walks produce discrete hypergroups
in his method? We shall say it to be “hypergroup productive” a pair \((\Gamma, v_0)\) of a graph \(\Gamma\) and a vertex \(v_0\) if a random walk on \(\Gamma\) starting from \(v_0\) produces a discrete hypergroup (cf. Definition 2.3).

The first attempt to solve this problem is Endo-Mimura-Sawada’s study [5]. Investigating the distance distributions of random walks on graphs, they conjectured that a graph-vertex pair \((\Gamma, v_0)\) would be hypergroup productive when \((\Gamma, v_0)\) satisfied the good symmetry conditions, somewhat weaker than the distance-regularity. Those conditions will be introduced as (S1) and (S2) later.

The investigations in this paper will provide a matrix theoretical approach to solving the problem. The authors discovered that the associativity and the commutativity of the convolution \(\circ\) derived from a random walk can be written in terms of the “\(k\)-adjacency matrices” \(A^{(k)}\)’s, defined as

\[
A^{(k)} = (A^{(k)}_{x,y})_{x,y \in V} = \begin{cases} 
1 & (d(x,y) = k), \\
0 & (d(x,y) \neq k),
\end{cases}
\]

of the given graph.

The main results in this paper imply the following theorem.

**Theorem.** Let \(\Gamma = (V, E)\) be a graph and \(v_0 \in V\). Suppose that the graph-vertex pair \((\Gamma, v_0)\) satisfies the good symmetry conditions (S1) and (S2).

If the \(k\)-adjacency matrices \(A^{(k)}\)'s of \(\Gamma\) mutually commute, that is, \(A^{(k)}A^{(l)} = A^{(l)}A^{(k)}\) holds for every \(k, l\) with \(0 \leq k, l < \text{diam}(\Gamma) + 1\), then the pair \((\Gamma, v_0)\) is hypergroup productive. (The symbol \(\text{diam}(\Gamma)\) denotes the diameter of \(\Gamma\).)

The precise form of this theorem will be stated as Theorem 3.9.

It has been necessary troublesome calculations of the convolutions so far in order to determine whether the given graph-vertex pair \((\Gamma, v_0)\) is hypergroup productive. This theorem enables us to check the hypergroup productivity of \((\Gamma, v_0)\) without any calculations of the convolutions.

This study is motivated by the theory of association schemes, the main topic in algebraic combinatorics.

It is well known that every association scheme provides an algebra of matrices, called the Bose-Mesner algebra. Wildberger [14] mentioned that a Bose-Mesner algebra always yields a discrete hypergroup, so one has a discrete hypergroup derived from an association scheme. On the other hand, every association scheme corresponds to a distance-regular graph. It was proved in [7] that a graph-vertex pair \((\Gamma, v_0)\) is hypergroup productive whenever \(\Gamma\) is a distance-regular graph, so one has another discrete hypergroup derived from an association scheme. In fact, these two hypergroups are isomorphic, which was proved in [7].
This fact tells us that the discrete hypergroup derived from a distance-
regular graph $\Gamma$ contains the same combinatorial information of $\Gamma$ as
the corresponding association scheme. One can infer that the discrete
hypergroup derived from a hypergroup productive graph-vertex pair
$(\Gamma, v_0)$ contains some combinatorial information of $\Gamma$. Hence it is sig-
nificant to investigate such discrete hypergroups. The authors’ study
in this paper should be regarded as the foundation of studies on the
connections between hypergroups and random walks on graphs.

As the conclusion of this section, the contents of this paper will be
shown here.

Section 2 is devoted to explaining the fundamental theory based
on the preceding studies \[5, 7, 10, 11\]. That section serves also the
definitions and the notations from graph theory and hypergroup theory
for the following sections.

Section 3 furnishes one with the main results, which yield the above
theorem. Two kinds of matrices will play a key role. One is the $k$
-adjacency matrices $A^{(k)}$, which was introduced above. The other is the
$k$-transition matrices $P^k$, which describes the distance distribution of
the random walks in question. Theorems 3.5 and 3.9 are so important
that they are the keys of the proof of the above theorem.

As an application of the main results, we discuss the simplest case in
Section 4 when a given graph is of diameter two. In this case, we can
determinate whether a given graph-vertex pair with the conditions (S1)
and (S2) produces a discrete hypergroup by the above theorem. How-
ever, we need some combinatorial calculations to obtain the structure
of the hypergroup derived from that graph-vertex pair.

2. Wildberger’s Construction

Let $\mathbb{N}$, $\mathbb{N}_0$, $\mathbb{Z}$ and $\mathbb{C}$ denote the set of all positive integers, $\mathbb{N}\cup\{0\}$, the
ring of all integers and the field of the complex numbers, respectively.
In addition, we use the following notations.

- For a set $S$, let $|S|$ denote the cardinality of $S$. We do not
distinguish the cardinalities of infinite sets, and therefore we write simply $|S| = \infty$ if $S$ is an infinite set.
- For a set $S$, let $\mathbb{C}S$ denote the free vector space generated by $S$
over $\mathbb{C}$, that is,

$$\mathbb{C}S = \left\{ \sum_{i=1}^{n} a_i x_i ; n \in \mathbb{N}, a_1, \ldots, a_n \in \mathbb{C}, x_1, \ldots, x_n \in S \right\}.$$

- Let $\delta_{i,j}$ denote the Kronecker delta

$$\delta_{i,j} = \begin{cases} 1 & (i = j), \\ 0 & (i \neq j). \end{cases}$$
• For a set $S$, let $\mathbb{C}^S = \{(a_i)_{i \in S} : a_i \in \mathbb{C}\}$ denote the complex vector space consisting of all sequences indexed by $S$.

• Let $\mathbf{1}$ denote the identity matrix. Note that the order of $\mathbf{1}$ depends on the context.

In this section, we will prepare notations related with graphs and recall Wildberger’s method of construction of a discrete hypergroup from a given graph.

2.1. Definitions and notations from graph theory. We refer the reader to [1] for the basic notions of graphs. In this paper, we assume that any graph is simple, connected, locally finite, self-centered, and has at most countably many vertices. We use the notation $d(v, w)$ to express the distance on a graph between two vertices $v$ and $w$.

Let $\Gamma$ be a graph with the vertex set $V$. For each $k \in \mathbb{N}_0$ and $v \in V$, we define the subset $S_k(v)$ of $V$ as

$$S_k(v) = \{w \in V : d(v, w) = k\}.$$ 

Fixing a vertex $v_0 \in V$ as a base point, we call the pair $(\Gamma, v_0)$ a pointed graph. We define the set $I(\Gamma, v_0)$ of non-negative integers as

$$I(\Gamma, v_0) = \{d(v_0, v)\}_{v \in V} = \begin{cases} \{0, 1, \ldots, \text{diam}(\Gamma)\} & (|V| < \infty), \\ \mathbb{N}_0 & (|V| = \infty), \end{cases}$$

where diam$(\Gamma)$ denotes the diameter of $\Gamma$, defined by

$$\text{diam}(\Gamma) = \sup \{d(v, w) : v, w \in V\}.$$ 

Under the assumption that $\Gamma$ is self-centered, it is obvious that $S_k(v) = \emptyset$ when $k \notin I(\Gamma, v_0)$.

Here we give the definition of ”$k$-adjacency matrices,” an extended concept.

**Definition 2.1.** Let $\Gamma$ be a graph with the vertex set $V$ and $k \in I(\Gamma, v_0)$. We call the symmetric matrix

$$A^{(k)} = (\delta_{k,d(x,y)})_{x,y \in V}$$

the $k$-adjacency matrix associated with $\Gamma$.

Note that the 0-adjacency matrix $A^{(0)}$ is the identity matrix. The 1-adjacency matrix $A^{(1)}$ coincides with the ordinary adjacency matrix. Note that the sum $\sum_{k \in I(\Gamma, v_0)} A^{(k)}$ of the $k$-adjacency matrices is equal to the matrix $J$ all of whose entries are 1.

In this paper, unless otherwise specifically noted, the symbols $V$ and $A^{(k)}$ denote the vertex set of a graph $\Gamma$ and the $k$-adjacency matrix associated with $\Gamma$, respectively.
2.2. Discrete hypergroups. The concept of hypergroups is the probability theoretic extension of locally compact groups, introduced in [4], [6] and [9]. That of discrete hypergroups is such an extension of discrete groups. First, we give the definition of discrete hypergroups.

**Definition 2.2.** Let $H = \{x_i\}_{i \in I}$ be a set of indeterminates indexed by a set $I = \{0, 1, 2, \ldots, N\}$ for some $N \in \mathbb{N}_0$ or $I = \mathbb{N}_0$. The triple $(H, \circ, \ast)$ consisting of the set $H$, a binary operation $\circ : \mathbb{C}H \times \mathbb{C}H \to \mathbb{C}H$ called the convolution and a map $\ast : \mathbb{C}H \to \mathbb{C}H$ called the involution is said to be a discrete hypergroup if the following three conditions are satisfied.

1. The triple $(\mathbb{C}H, \circ, \ast)$ forms a *-algebra with the unit $x_0 \in H$.
2. The restriction $\ast|_H$ of the involution $\ast$ maps $H$ onto $H$.
3. For each $i, j \in I$, we let $x_i \circ x_j = \sum_{k \in I} q_{ij}^k x_k$ with some $q_{ij}^k \in \mathbb{C}$ $(k \in I)$. Then we have $q_{ij}^k \geq 0$ for all $k \in I$ and $\sum_{k \in I} q_{ij}^k = 1$.

Moreover, $q_{ij}^0 \neq 0$ if and only if $x_i = x_j^*$.

We often say $H$, instead of $(H, \circ, \ast)$, to be a discrete hypergroup as usual. If the *-algebra $(\mathbb{C}H, \circ, \ast)$ is commutative, then the discrete hypergroup $(H, \circ, \ast)$ is said to be commutative. If $\ast|_H$ is the identity map, then the discrete hypergroup $(H, \circ, \ast)$ is said to be hermitian.

It is easily seen that any hermitian (discrete) hypergroup $(H, \circ, \ast)$ must be commutative. See [8] for the general theory of discrete hypergroups, for example.

For convenience, we use the following term for the incomplete discrete hypergroups.

**Definition 2.3.** As the above definition, let $H = \{x_i\}_{i \in I}$ be a set of indeterminates indexed by a set $I = \{0, 1, 2, \ldots, N\}$ for some $N \in \mathbb{N}_0$ or $I = \mathbb{N}_0$, and $\circ : \mathbb{C}H \times \mathbb{C}H \to \mathbb{C}H$ a binary operation. The pair $(H, \circ)$ consisting of the set $H$ and the binary operation $\circ$ (or $H$) is said to be a pre-hypergroup if the following two conditions are satisfied.

1. The pair $(\mathbb{C}H, \circ)$ forms an algebra with the unit $x_0 \in H$ which is not necessarily associative.
2. For each $i, j \in I$, we let $x_i \circ x_j = \sum_{k \in I} q_{ij}^k x_k$ with some $q_{ij}^k \in \mathbb{C}$ $(k \in I)$. Then we have $q_{ij}^k \geq 0$ for all $k \in I$ and $\sum_{k \in I} q_{ij}^k = 1$.

Moreover, $q_{ij}^0 \neq 0$ if and only if $x_i = x_j$.

Equipped with the involution $\ast$ given by the conjugate-linear extension of the identity map, a commutative and associative pre-hypergroup becomes a hermitian hypergroup.

2.3. Wildberger’s construction. Wildberger [10, 11] has introduced the idea that random walks on a certain kind of graphs can produce hermitian hypergroups. Let us recall his idea in the formulated form.

Given a pointed graph $(\Gamma, v_0)$, we take the set $H(\Gamma, v_0) = \{x_i\}_{i \in I(\Gamma, v_0)}$ of indeterminates.
We define the binary operation $\circ$ on $\mathbb{C}H(\Gamma, v_0)$ by

$$x_i \circ x_j = \sum_{k \in I(\Gamma, v_0)} p_{i,j}^k x_k$$

for each $i, j \in I(\Gamma, v_0)$, where

$$(2.1) \quad p_{i,j}^k = \frac{1}{|S_i(v_0)|} \sum_{v \in S_i(v_0)} \frac{|S_j(v) \cap S_k(v_0)|}{|S_j(v)|}$$

for each $k \in I(\Gamma, v_0)$. Note that the locally finiteness of $\Gamma$ ensures that the sum in (2.1) is a finite sum, and the self-centeredness of $\Gamma$ ensures that each $p_{i,j}^k$ is well-defined. (For details, see [7, Proposition 3.1].)

In addition, we define the involution $\ast$ on $\mathbb{C}H(\Gamma, v_0)$ by the unique extension of the identity map on $H(\Gamma, v_0)$.

Remark 2.4. The sequence $(p_{i,j}^k)_{k \in I(\Gamma, v_0)}$ forms the distribution of distances between the base point $v_0$ and a random vertex $w \in S_j(v)$ for a random vertex $v \in S_i(v_0)$. In other words, $p_{i,j}^k$ stands for the probability that a random walker is in $S_k(v_0)$ after two consecutive jumps from $v_0$ to a random vertex $v \in S_i(v_0)$ and from $v$ to a random vertex $w \in S_j(v)$.

We should note that a pre-hypergroup is not always a hermitian hypergroup. In [7, Theorem 3.3], it was shown that a pre-hypergroup $H(\Gamma, v_0)$ becomes a hermitian hypergroup whenever $\Gamma$ is a distance-regular graph. In addition, there exist some examples of non-distance-regular graphs which produce hermitian hypergroups by the above process. Here, we refer the reader to [3] for the general theory of distance-regular graphs. To check that a pre-hypergroup $H(\Gamma, v_0)$ becomes a hermitian hypergroup, by [7, Proposition 3.2], it is enough to show that the convolution $\circ$ satisfies the associativity and the commutativity.

For convenience, we use the following terms introduced in [7].

Definition 2.5. A pointed graph $(\Gamma, v_0)$ is said to be hypergroup productive if the pre-hypergroup $H(\Gamma, v_0)$ becomes a hermitian hypergroup. If $(\Gamma, v_0)$ is hypergroup productive for every $v_0 \in V$, the graph $\Gamma$ is said to be hypergroup productive.

Actually, we have two conditions for pointed graphs with which the pointed graphs are expected to be hypergroup productive. Those conditions, named (S1) and (S2) in [5], are weaker than the distance-regularity.

(S1) For every $i \in I(\Gamma, v_0)$ and $v, w \in V$, we have $|S_i(v)| = |S_i(w)|$.

(In other words, the function $|S_i(\cdot)| : V \to \mathbb{N}_0$ is a constant for every $i \in I(\Gamma, v_0)$.)

(S2) For every $i, j, k \in I(\Gamma, v_0)$ and $v, w \in S_k(v_0)$, we have

$$|S_i(v) \cap S_j(v_0)| = |S_i(w) \cap S_j(v_0)|.$$
(In other words, the function \(|S_i(\cdot) \cap S_j(\cdot)| : S_k(v_0) \to \mathbb{N}_0\) is a constant for every \(i, j, k \in I(\Gamma, v_0)\).)

Note that every pointed graph with the condition (S1) must be self-centered.

In [5], it was shown that algebraic computations in a pre-hypergroup give some probabilities related to the random walks on the original pointed graph under the conditions (S1) and (S2).

**Theorem 2.6.** ([5, Theorem 4.5]) Suppose a pointed graph \((\Gamma, v_0)\) satisfies the conditions (S1) and (S2). Let \(H(\Gamma, v_0) = \{x_i\}_{i \in I(\Gamma, v_0)}\) be the pre-hypergroup derived from \((\Gamma, v_0)\) and \(m \in \mathbb{N}\).

Then, for \(i_1, i_2, \ldots, i_m \in I(\Gamma, v_0)\), we have

\[
(x_{i_1} \circ x_{i_2} \circ \cdots \circ x_{i_{m-1}} \circ x_{i_m})(v_0) = \sum_{v_1 \in S_{i_1}(v_0)} \cdots \sum_{v_m \in S_{i_m}(v_{m-1})} \frac{1}{\prod_{j=1}^m |S_{i_j}(v_{j-1})|} x_{d(v_0,v_m)}. \tag{2.2}
\]

If \(H(\Gamma, v_0)\) is an associative algebra in Theorem 2.6, one may remove all the parentheses from the left hand side of (2.2). The coefficient of \(x_k\) in the right hand side of (2.2) is the conditional probability that a random walker reaches a vertex in \(S_k(v_0)\) under \(m\)-step jumps \(v_0 \overset{i_1}{\rightarrow} v_1 \overset{i_2}{\rightarrow} \cdots \overset{i_m}{\rightarrow} v_m\).

**Remark 2.7.** The distance-regularity requires a graph \(\Gamma\) to satisfy the following conditions.

- The function
  \[|S_i(\cdot) \cap S_j(\cdot)| : \{(v, w) : v \in V, w \in V; d(v, w) = k\} \to \mathbb{N}_0\]
  is a constant for every \(i, j, k \in I(\Gamma, v_0)\).

  By [5, Lemma 2.3], any pointed graph consisting of a Cayley graph \(G\) and the base point \(e\) (the unit element of \(G\)) automatically satisfies the condition (S1). According to [5, Lemma 2.4], we find that the pointed Cayley graph \((G, e)\) becomes distance-regular if \((G, e)\) satisfies the condition (S2).

  There can be found in [5, Example 4.6] or [7, Subsection 4.2, Fig. 6 with top black base point] several examples of hypergroup productive pointed graphs \((\Gamma, v_0)\) not distance-regular but satisfying (S1) and (S2). All examples of such pointed graphs that have been published are hypergroup productive, and it is an open problem whether any pointed graphs with (S1) and (S2) are hypergroup productive.

  For a pointed graph \((\Gamma, v_0)\) and \(k \in I(\Gamma, v_0)\), a transition matrix
  \[P_k = (p_{k,i}^j)_{i,j \in I(\Gamma, v_0)}\]
  is called the \(k\)-transition matrix associated with \((\Gamma, v_0)\), where each \(p_{k,i}^j\) is the probability as in (2.1).
Consider the Hilbert space $\ell^2(I(\Gamma, v_0))$ of the square summable sequences on $I(\Gamma, v_0)$. Then each $P_k$ can be regarded as a bounded operator on $\ell^2(I(\Gamma, v_0))$ defined by

$$P_k(\xi) = (t(\xi P_k)) = \left( \sum_{l \in I(\Gamma, v_0)} p^n_{l,j} \xi_l \right)_{n \in I(\Gamma, v_0)},$$

where $\xi = (\xi_n)_{n \in I(\Gamma, v_0)} \in \ell^2(\Omega)$. An estimate of the operator norm $\|P_k\|$ was given in [5, Theorem 5.3]. Also in [5], it was been shown for all $i, j \in I(\Gamma, v_0)$ that $P_i$ and $P_j$ commute and satisfy $P_i P_j = \sum_{k \in I(\Gamma, v_0)} p^k_{i,j} P_k$ when $(\Gamma, v_0)$ is hypergroup productive.

This fact leads us to the following corollary, which tells us that the family $\{P_k\}_{k \in I(\Gamma, v_0)}$ of $k$-transition matrices describes the distance distributions of a random walk on $\Gamma$ starting from $v_0$.

**Corollary 2.8.** ([5, Corollary 5.8]) Assume that a hypergroup productive pointed graph $(\Gamma, v_0)$ with the conditions (S1) and (S2) produces the hermitian hypergroup $H(\Gamma, v_0)$.

Then we have

$$P_{i_m} \cdots P_{i_1} = \sum_{k \in I(\Gamma, v_0)} p^k_{i_m, \ldots, i_1} P_k$$

for all $i_1, \ldots, i_m \in I(\Gamma, v_0)$, where $p^k_{i_m, \ldots, i_1}$ is the coefficient of $x_k$ in (2.2). In particular, the sequence $\xi = (\delta_{n,0})_{n \in I(\Gamma, v_0)} \in \ell^2(\Omega)$ can extract $p^k_{i_m, \ldots, i_1}$ by $(P_{i_m} \cdots P_{i_1} \xi)_k = p^k_{i_m, \ldots, i_1}$.

## 3. Adjacency matrix $A^{(k)}$ and transition matrix $P_k$

In this section, we will prove the main theorem stated in Section 1. To prove it, we use the relationship between $A^{(k)}$ and $P_k$, clarified in Theorem 3.5.

To begin with, we introduce the modified form of $A^{(k)}$. Let $\mu_k = |S_k(v_0)|$ for a pointed graph $(\Gamma, v_0)$. Note that each vertex $v \in V$ satisfies $\mu_k = |S_k(v)|$ under the condition (S1).

**Proposition 3.1.** If a pointed graph $(\Gamma, v_0)$ satisfies the condition (S1), then

$$A_k = \frac{1}{\mu_k} A^{(k)}$$

is a doubly stochastic matrix.

**Proof.** Recall that we have defined the $k$-adjacency matrix $A^{(k)}$ associated with $\Gamma$ as $A^{(k)} = (\delta_{k,d(x,y)})_{x,y \in V}$. Hence, representing the entries
of $A_k$ as $A_k = (A_k(x, y))_{x, y \in V}$, we have
\[
\sum_{x \in V} A_k(x, y) = \frac{1}{\mu_k} \sum_{x \in V} \delta_{k, d(x, y)} = \frac{1}{\mu_k} |S_k(y)| = 1
\]
and
\[
\sum_{y \in V} A_k(x, y) = \frac{1}{\mu_k} \sum_{y \in V} \delta_{k, d(x, y)} = \frac{1}{\mu_k} |S_k(x)| = 1
\]
for all $x, y \in V$. This means that $A_k$ is a doubly stochastic matrix. □

Here we define an important mapping which connects $A_k$ and $P_k$.

**Definition 3.2.** Let $\Gamma$ be a graph with the vertex set $V$ and $v_0 \in V$ the base point. We define the map $D: \mathbb{C}^V \rightarrow \mathbb{C}^{I(\Gamma, v_0)}$ by
\[
D(s) = \left( \sum_{v \in S_i(v_0)} s_v \right)_{i \in I(\Gamma, v_0)}
\]
for each $s = (s_v)_{v \in V} \in \mathbb{C}^V$.

Note that if $|V| = \infty$ the set $\mathbb{C}^V$ is the vector space consisting of all sequences with the infinite length $|V| = \infty$ indexed by $V$. The following fact can be easily seen, but we are going to use it to obtain the main theorem.

**Proposition 3.3.** The map $D: \mathbb{C}^V \rightarrow \mathbb{C}^{I(\Gamma, v_0)}$ is a surjective linear map.

**Proof.** It is obvious that $D$ is a linear map.

To prove the surjectivity of $D$, let an arbitrary $t = (t_i)_{i \in I(\Gamma, v_0)} \in \mathbb{C}^{I(\Gamma, v_0)}$ be given. Take an arbitrary vertex $v_i$ from $S_i(v_0)$ for each $i \in I(\Gamma, v_0)$ and define $s = (s_v)_{v \in V} \in \mathbb{C}^V$ by
\[
s_v = \begin{cases} t_i & (v = v_i \text{ for some } i \in I(\Gamma, v_0)), \\ 0 & (v \neq v_i \text{ for any } i \in I(\Gamma, v_0)). \end{cases}
\]
Then we have
\[
D(s) = \left( \sum_{v \in S_i(v_0)} s_v \right)_{i \in I(\Gamma, v_0)} = (t_i)_{i \in I(\Gamma, v_0)} = t.
\]
Hence $D$ is a surjection. □

Next, we make an observation of $p_{i,j}^k$’s, the entries of the transition matrices associated with $(\Gamma, v_0)$.

**Lemma 3.4.** Suppose that a pointed graph $(\Gamma, v_0)$ satisfies the conditions $(S1)$ and $(S2)$. Then, for all $i, j, k \in I(\Gamma, v_0)$ and $z \in S_k(v_0)$, we have
\[
p_{i,j}^k = \frac{\mu_k |S_j(z) \cap S_i(v_0)|}{\mu_i \mu_j},
\]
where $p_{i,j}^k$ is defined in (2.1). Thus we have $p_{i,j}^k = p_{j,i}^k$, if and only if

$$|S_i(z) \cap S_j(v_0)| = |S_j(z') \cap S_i(v_0)|$$

holds for some $z, z' \in S_k(v_0)$.

**Proof.** The condition (S2) has us find that, for an arbitrary $z \in S_k(v_0)$,

$$\sum_{v \in S_i(v_0)} |S_j(v) \cap S_k(v_0)| = |\{(v, w) \in S_i(v_0) \times S_k(v_0) ; d(v, w) = j\}|$$

$$= \sum_{w \in S_k(v_0)} |S_j(w) \cap S_i(v_0)| = \mu_k |S_j(z) \cap S_i(v_0)| .$$

This computation and the conditions (S1) and (S2) yield the equations

$$p_{i,j}^k = \frac{1}{|S_i(v_0)|} \sum_{v \in S_i(v_0)} \frac{|S_j(v) \cap S_k(v_0)|}{|S_j(v)|} = \frac{1}{\mu_i \mu_j} \sum_{v \in S_i(v_0)} |S_j(v) \cap S_k(v_0)|$$

$$= \mu_k |S_j(z) \cap S_i(v_0)| .$$

This completes the proof. $\square$

We now stand at the stage of giving the relationship between $A_k$ and $P_k$. The following theorem provides a criterion for the determination of the hypergroup productivity.

**Theorem 3.5.** Suppose that a pointed graph $(\Gamma, v_0)$ satisfies the conditions (S1) and (S2). Then we have the commutativity of the pre-hypergroup $H(\Gamma, v_0)$ if and only if $P_h D = DA_h$ holds for every $h \in I(\Gamma, v_0)$.

**Proof.** First, we assume that $H(\Gamma, v_0)$ is commutative. Then, $p_{i,j}^k = p_{j,i}^k$ holds for every $i, j, k \in I(\Gamma, v_0)$.

Let $\{e_v\}_{v \in V}$ and $\{f_i\}_{i \in I(\Gamma, v_0)}$ be the standard bases of $C^V$ and $C^I(\Gamma, v_0)$, respectively. What we have to show is that $P_k D e_v = DA_k e_v$ holds for every $v \in V$.

Fixing $k \in I(\Gamma, v_0)$ and $v \in V$ arbitrarily, we can calculate $DA_k e_v$ as follows.

(3.2)

$$DA_k e_v = \frac{1}{\mu_k} DA(\delta^k) e_v = \frac{1}{\mu_k} D \left( \sum_{x \in V} \delta_{k,d(x,v)} \right)_{x \in V} = \frac{1}{\mu_k} \left( \sum_{x \in S_i(v_0)} \delta_{k,d(x,v)} \right)_{i \in I(\Gamma, v_0)}$$

$$= \frac{1}{\mu_k} \left( \frac{|S_k(v) \cap S_i(v_0)|}{\mu_k} \right)_{i \in I(\Gamma, v_0)} .$$
On the other hand, we can calculate $P_k D e_v$ as follows.

\[(3.3) \quad P_k D e_v = P_k \left( \sum_{w \in S_i(v_0)} \delta_{v,w} \right)_{i \in I(\Gamma, v_0)} = P_k f_{d(v_0,v)} = \left( p^i_{k,d(v_0,v)} \right)_{i \in I(\Gamma, v_0)} = \left( \frac{\mu_i}{\mu_k} \left| S_{d(v_0,v)}(w_i) \cap S_k(v_0) \right| \right)_{i \in I(\Gamma, v_0)}, \]

where each $w_i \in S_i(v_0)$ is arbitrarily taken. We have used (3.1) to obtain the fourth equality.

It remains to show the equation

\[(3.4) \quad \frac{|S_k(v) \cap S_i(v_0)|}{\mu_k} = \frac{\mu_i |S_{d(v_0,v)}(w_i) \cap S_k(v_0)|}{\mu_k |d(v_0,v)|} \]

for every $i \in I(\Gamma, v_0)$. As with the proof of Lemma 3.4, we have

\[(3.5) \quad \mu_{d(v_0,v)} |S_k(v) \cap S_i(v_0)| = \sum_{y \in S_{d(v_0,v)}(v_0)} |S_k(y) \cap S_i(v_0)| \]

\[= \left| \left\{ (y, z) \in S_{d(v_0,v)}(v_0) \times S_i(v_0) \; | d(y, z) = k \right\} \right| \]

\[= \left| \left\{ (z, y) \in S_i(v_0) \times S_{d(v_0,v)}(v_0) \; | d(z, y) = k \right\} \right| \]

\[= \sum_{z \in S_i(v_0)} |S_k(z) \cap S_{d(v_0,v)}(v_0)| = \mu_i |S_k(w_i) \cap S_{d(v_0,v)}(v_0)| \]

\[= \mu_i |S_{d(v_0,v)}(w_i) \cap S_k(v_0)|. \]

The last equality follows the assumption $p^i_{k,d(v_0,v)} = p^i_{d(v_0,v),k}$ and Lemma 3.4. These computations ensure the equation (3.4) and we obtain that $P_k D e_v = D A_k e_v$.

Conversely, assume that $P_h D = D A_h$ holds for every $h \in I(\Gamma, v_0)$. Fixing arbitrary $i, j, k \in I(\Gamma, v_0)$, and we should show the equality $p^i_{j,k} = p^k_{j,i}$.

Under the assumption $P_j D = D A_j$, the above calculations (3.2) and (3.3) imply that

\[\frac{|S_j(v) \cap S_i(v_0)|}{\mu_j} = (DA_j e_v)_i = (P_j D e_v)_i = p^j_{i,d(v_0,v)} = \frac{1}{|S_j(v_0)|} \sum_{w \in S_j(v_0)} \frac{|S_{d(v_0,v)}(w) \cap S_i(v_0)|}{|S_{d(v_0,v)}(w)|} = \frac{|S_{d(v_0,v)}(z) \cap S_i(v_0)|}{\mu_{d(v_0,v)}} \]

for all $v \in V$ and $z \in S_j(v_0)$. If $v$ belongs to $S_k(v_0)$, then we have

\[\frac{|S_j(v) \cap S_i(v_0)|}{\mu_j} = \frac{\mu_j |S_{d(v_0,v)}(z) \cap S_i(v_0)|}{\mu_{d(v_0,v)}} = \frac{\mu_j |S_k(z) \cap S_i(v_0)|}{\mu_k} \]

\[= \frac{\mu_i |S_j(w_i) \cap S_k(v_0)|}{\mu_k} = \frac{\mu_k |S_i(v) \cap S_j(v_0)|}{\mu_k} = |S_i(v) \cap S_j(v_0)|, \]
where \( w_i \in S_i(v_0) \) is arbitrarily taken. The second equality derives from \( d(v_0, v) = k \). The third and fourth equalities can be obtained by the calculations similar to (3.5). Appealing to the second assertion of Lemma 3.4, we complete the proof of \( p_k^i, j = p_k^j, i \).

Of course we have the commutativity of \( H(\Gamma, v_0) \) when \( (\Gamma, v_0) \) is hypergroup productive. It is known that \( (\Gamma, v_0) \) must be hypergroup productive if \( \Gamma \) is distance-regular, so we obtain the following corollary.

**Corollary 3.6.** If \( \Gamma \) is a distance-regular graph, for an arbitrary base point \( v_0 \), we have \( P_k D = DA_k \) for all \( k \in I(\Gamma, v_0) \).

**Example 3.7.** Let \( \Gamma \) be the distance-regular Cayley graph associated with the finite group \( \mathbb{Z}/4\mathbb{Z} = \{0, 1, 2, 3\} \) and the generating set \( \{1, 3\} \). Figure 1 describes the vertices and the edges of \( \Gamma \). For each \( k \in I(\Gamma, 0) = \{0, 1, 2\} \), the \( k \)-adjacency matrix \( A^{(k)} = (\delta_{k,d(x,y)})_{x,y \in \mathbb{Z}/4\mathbb{Z}} \) associated with \( \Gamma \) and the \( k \)-transition matrix \( P_k = (p_k^i, j)_{i,j \in I(\Gamma, v_0)} \) associated with the pointed graph \( (\Gamma, 0) \) are computed as

\[
A^{(0)} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\end{pmatrix},
A^{(1)} = \begin{pmatrix}
0 & 1 & 1 & 0 \\
1 & 0 & 0 & 1 \\
1 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 \\
\end{pmatrix},
A^{(2)} = \begin{pmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
\end{pmatrix},
\]

\[
P_0 = \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
\end{pmatrix},
P_1 = \begin{pmatrix}
0 & 1 & 0 \\
\frac{1}{2} & 0 & \frac{1}{2} \\
0 & 1 & 0 \\
\end{pmatrix},
P_2 = \begin{pmatrix}
0 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 0 \\
\end{pmatrix}.
\]

The matrices \( A^{(k)} \)'s and \( P_k \)'s mutually commute, respectively. We can straightforwardly check that \( P_k D = DA_k \) for \( k = 0, 1, 2 \).

![Figure 1](image-url)

We will give a necessary and sufficient condition for the hypergroup productivity in the view point of adjacency matrices. That condition will enable us to easily show that a pointed graph \( (\Gamma, v_0) \) with (S1) and (S2) is hypergroup productive when the diameter of \( \Gamma \) is two. We will also determine the structures of the hermitian hypergroups derived from such pointed graphs by a combinatoric method.

Since the fact in the following lemma can be found in [5, Remark 5.1] without any proofs, we shall give a proof for convenience.

**Lemma 3.8.** Let \( H = \{x_i\}_{i \in I} \) be a commutative pre-hypergroup and \( Q_k = (q^k_{i, j})_{i,j \in I} \) for each \( k \in I \), where each \( q^k_{i, j} \) is given by \( x_i \circ x_j =
Proof. We find that the entries of
\[ H = \sum_{k \in I} q_{i,j}^k x_k. \]
Then \( Q_i Q_j = Q_j Q_i \) holds for every \( i, j \in I \) if and only if
\( H \) satisfies the associativity and forms a hermitian hypergroup.

\[ (Q_i Q_j)_{l,m} = \sum_{h \in I} q_{i,j}^h q_{j,h}^m = \sum_{h \in I} q_{i,j}^h q_{j,h}^m \]
and
\[ (Q_j Q_i)_{l,m} = \sum_{h \in I} q_{j,i}^h q_{i,h}^m = \sum_{h \in I} q_{j,i}^h q_{i,h}^m, \]
respectively. Note that we have used the commutativity of \( H \) to get
the second equality in each calculations.

On the other hand, \( x_i \circ (x_l \circ x_j) = (x_i \circ x_l) \circ x_j \) for \( i, j, l \in I \)
is equivalent to the equations
\[ \sum_{h \in I} q_{i,j}^h q_{j,i}^h = \sum_{h \in I} q_{j,i}^h q_{i,j}^h \]
for all \( m \in I \).

Therefore, we can deduce that the associativity of \( H \) is equivalent to
\( Q_i Q_j = Q_j Q_i \) for all \( i, j \in I \) from (3.6), (3.7) and (3.8). \( \square \)

When \( H = H(\Gamma, v_0) \) derives from a pointed graph \( (\Gamma, v_0) \), the matrix \( Q_k \)
in Lemma 3.8 is replaced by the \( k \)-transition matrix \( P_k = (p_{i,j}^k), i,j \in I(\Gamma, v_0) \) associated with \( (\Gamma, v_0) \).

**Theorem 3.9.** Suppose that a pointed graph \( (\Gamma, v_0) \) satisfies the conditions \( (S1) \) and \( (S2) \).
Then, \( (\Gamma, v_0) \) is hypergroup productive if and only if \( DA_k A_l = DA_l A_k \) holds for every \( k, l \in I(\Gamma, v_0) \).

**Proof.** Suppose that \( DA_k A_l = DA_l A_k \) holds for every \( k, l \in I(\Gamma, v_0) \).
Let \( \{ e_v \}_{v \in V} \) be the standard basis of \( \mathbb{C}^V \). Then we have
\[
DA_k A_l e_{v_0} = \frac{1}{\mu_k \mu_l} DA^{(k)} A^{(l)} e_{v_0} = \frac{1}{\mu_k \mu_l} DA^{(k)} (|S_k(v) \cap S_l(v_0)|) e_{v_0}
\]
\[
= \frac{1}{\mu_k \mu_l} D \sum_{v \in V} \delta_{k,d(v,w)} \delta_{l,d(w,v_0)} e_{v_0} = \frac{1}{\mu_k \mu_l} D (|S_k(v) \cap S_l(v_0)|) e_{v_0}
\]
\[
= \frac{1}{\mu_k \mu_l} \left( \sum_{v \in S_l(v_0)} |S_k(v) \cap S_l(v_0)| \right)_{i \in I(\Gamma, v_0)}
\]
\[
= \frac{1}{\mu_k \mu_l} \left( \mu_i |S_k(v_i) \cap S_l(v_0)| \right)_{i \in I(\Gamma, v_0)},
\]
where each \( v_i \in S_l(v_0) \) is arbitrarily taken. Similar calculations yield
\[
DA_l A_k e_{v_0} = \frac{1}{\mu_k \mu_l} (\mu_i |S_l(v_i) \cap S_k(v_0)|)_{i \in I(\Gamma, v_0)},
\]
By the assumption $DA_kA_l = DA_lA_k$, we have

$$|S_k(v_i) \cap S_l(v_0)| = |S_l(v_i) \cap S_k(v_0)|$$

for all $i \in I(\Gamma, v_0)$. Hence Lemma 3.4 implies that $p_{k,l} = p_{l,k}$ and the commutativity of $H(\Gamma, v_0)$.

Using Theorem 3.5 repeatedly, we have

$$P_k P_l D = P_k D A_l = D A_k A_l = D A_l A_k = P_l D A_k = P_l P_k D. \tag{3.9}$$

Since $D$ is surjective, the matrices $P_k$ and $P_l$ commute. We can apply Lemma 3.8 to obtain the associativity of the pre-hypergroup $H(\Gamma, v_0)$, and find that $H(\Gamma, v_0)$ forms a hermitian hypergroup.

Conversely, if the pointed graph $(\Gamma, v_0)$ is hypergroup productive, then Lemma 3.8 and the equations (3.9) imply that $DA_kA_l = DA_lA_k$ holds for every $k, l \in I(\Gamma, v_0)$. \hfill \Box

Theorem 3.9 leads us to the theorem introduced in Section 1.

**Corollary 3.10.** Suppose that a pointed graph $(\Gamma, v_0)$ satisfies the conditions (S1) and (S2). If the $k$-adjacency matrices $A^{(k)}$’s associated with $\Gamma$ mutually commute, then $(\Gamma, v_0)$ is hypergroup productive.

**Proof.** We have from the assumption

$$DA_kA_l = \frac{1}{\mu_k \mu_l} DA^{(k)} A^{(l)} = \frac{1}{\mu_k \mu_l} DA^{(l)} A^{(k)} = DA_lA_k$$

for all $k, l \in I(\Gamma, v_0)$. Applying Theorem 3.9 makes the end of the proof. \hfill \Box

4. **The case of diameter two**

In this section, we discuss mainly the case where the diameter of $\Gamma$ is two under the conditions (S1) and (S2). We can apply Corollary 3.10 to such a pointed graph as follows.

**Corollary 4.1.** Any pointed graph $(\Gamma, v_0)$ with the conditions (S1) and (S2) such that $I(\Gamma, v_0) = \{0, 1, 2\}$ is hypergroup productive.

**Proof.** To apply Corollary 3.10 we should check that $A^{(k)}$ and $A^{(l)}$ commute for all $k$ and $l$ such that $0 \leq k \leq l \leq 2$.

Recall that $A^{(0)} = 1$, and we can easily check that $A^{(k)}A^{(l)} = A^{(l)}A^{(k)}$ holds except for the case of $(k, l) = (1, 2)$. Thus what we have to show is $A^{(1)}A^{(2)} = A^{(2)}A^{(1)}$.

Let $J$ denote the square matrix of order $|V|$ all of whose entries are 1. Then the condition (S1) makes $A^{(1)}$ and $J$ commute. Therefore, $A^{(2)} = J - A^{(0)} - A^{(1)}$ and $A^{(1)}$ must commute. Apply Corollary 3.10 to complete the proof. \hfill \Box

We can determine the structure of the hermitian hypergroup derived from a pointed graph as in Corollary 4.1. To determine the structure
of a hermitian hypergroup $H$ is to compute all the convolutions in the form of $x_i \circ x_j$.

**Theorem 4.2.** Let $(\Gamma, v_0)$ be a pointed graph with the conditions (S1) and (S2) such that $I(\Gamma, v_0) = \{0, 1, 2\}$. Then the structure of the hermitian hypergroup $H(\Gamma, v_0) = \{x_0, x_1, x_2\}$ is given by

$$x_1 \circ x_1 = \frac{1}{\mu_1} x_0 + \frac{m}{\mu_1} x_1 + \frac{\mu_1 - 1 - m}{\mu_1} x_2,$$

$$x_1 \circ x_2 = x_2 \circ x_1 = \frac{\mu_1 - 1 - m}{\mu_2} x_1 + \frac{\mu_2 - \mu_1 + 1 + m}{\mu_2} x_2,$$

$$x_2 \circ x_2 = \frac{1}{\mu_2} x_0 + \left( \frac{\mu_1}{\mu_2} - \frac{\mu_1(\mu_1 - 1 - m)}{\mu_2^2} \right) x_1 + \left( 1 - \frac{1}{\mu_2} - \frac{\mu_1}{\mu_2} + \frac{\mu_1(\mu_1 - 1 - m)}{\mu_2^2} \right) x_2,$$

where $m = |S_1(v_1) \cap S_1(v_0)|$ with $v_1 \in S_1(v_0)$ arbitrarily taken.

**Proof.** By the definition (2.1) of $p_{i,j}^k$ and the conditions (S1) and (S2), $p_{i,j}^k$ can be written as

$$p_{i,j}^k = \frac{|S_j(v_i) \cap S_k(v_0)|}{\mu_j}$$

for $i, j, k \in I(\Gamma, v_0)$, where $v_i \in S_i(v_0)$ is arbitrarily taken.

Put $m_{i,j}^k = \mu_j p_{i,j}^k = |S_j(v_i) \cap S_k(v_0)|$. Then we have

(4.1) \[ m_{i,j}^0 + m_{i,j}^1 + m_{i,j}^2 = \mu_j \]

and

(4.2) \[ m_{i,0}^k + m_{i,1}^k + m_{i,2}^k = \mu_k \]

for all $i, j, k \in \{0, 1, 2\}$. The former relation (4.1) provides $m_{1,1}^1 = \mu_1 - 1 - m_{1,1}^1$ since $m_{1,1}^0 = 1$, and the latter relation (4.2) provides

$$m_{1,2}^1 = \mu_1 - 1 - m_{1,1}^1$$

since $m_{1,0}^1 = 1$. Furthermore, we have $m_{1,0}^2 = m_{1,2}^0 = m_{2,1}^0 = 0$ and

$$m_{1,2}^2 = \mu_2 - m_{1,0}^2 - m_{1,1}^2 = \mu_2 - \mu_1 + 1 + m_{1,1}^1.$$

In addition, we can find that $\mu_1 m_{1,1}^2 = \mu_2 m_{2,1}^1$ holds. Indeed, $m_{1,1}^2 = |S_1(v_1) \cap S_2(v_0)|$ represents the number of vertices belonging to $S_2(v_0)$ which are adjacent to $v_1$. This is equal to the number of edges which start from $v_1$ and reach $S_2(v_0)$. Thus the number $\mu_1 m_{1,1}^2$ counts how many edges start from $S_1(v_0)$ and reach $S_2(v_0)$ under the condition (S1). By the same argument, we find that the number $\mu_2 m_{2,1}^1$ counts how many edges start from $S_2(v_0)$ and reach $S_1(v_0)$. These two numbers coincide so that we have $\mu_1 m_{1,1}^2 = \mu_2 m_{2,1}^1$. 

Thanks to this relation, we can get
\[ m_{2,1}^1 = \frac{\mu_1 m_{1,1}^2}{\mu_2} = \frac{\mu_1 (\mu_1 - 1 - m_{1,1}^1)}{\mu_2}, \]
\[ m_{2,1}^2 = \mu_1 - m_{2,1}^0 - m_{2,1}^1 = \mu_1 - \frac{\mu_1 (\mu_1 - 1 - m_{1,1}^1)}{\mu_2}. \]
Noting that \( m_{2,0}^1 = 0 \) and \( m_{2,0}^2 = 1 \), we can also get
\[ m_{1,2}^1 = \mu_1 - m_{1,0}^1 - m_{2,1}^1 = \mu_1 - \frac{\mu_1 (\mu_1 - 1 - m_{1,1}^1)}{\mu_2}, \]
\[ m_{1,2}^2 = \mu_2 - m_{2,0}^2 - m_{2,1}^2 = \mu_2 - 1 - \mu_1 + \frac{\mu_1 (\mu_1 - 1 - m_{1,1}^1)}{\mu_2}. \]
We also have \( m_{2,2}^0 = 1 \).

Therefore, putting \( m = m_{1,1}^1 \), we can list the numbers \( p_{i,j}^k = m_{i,j}^k / \mu_j \)
as follows:
\[ p_{1,1}^0 = \frac{1}{\mu_1}, \quad p_{1,1}^1 = \frac{m}{\mu_1}, \quad p_{1,1}^2 = \frac{\mu_1 - 1 - m}{\mu_1}; \]
\[ p_{1,2}^0 = p_{2,1}^0 = 0, \quad p_{1,2}^1 = p_{2,1}^1 = \frac{\mu_1 - 1 - m}{\mu_2}; \]
\[ p_{1,2}^2 = p_{2,1}^2 = \frac{\mu_2 - \mu_1 + 1 + m}{\mu_2}; \]
\[ p_{2,2}^0 = \frac{1}{\mu_2}, \quad p_{2,2}^1 = \frac{\mu_1}{\mu_2} - \frac{\mu_1 (\mu_1 - 1 - m)}{\mu_2^2}, \]
\[ p_{2,2}^2 = 1 - \frac{1}{\mu_2} - \frac{\mu_1}{\mu_2} + \frac{\mu_1 (\mu_1 - 1 - m)}{\mu_2^2}. \]
(If either \( i = 0 \) or \( j = 0 \), we can easily compute \( x_i \circ x_j \) since \( x_0 \) is the unit.)

This completes the proof. \( \square \)

**Remark 4.3.** According to [12, Section 4], the pre-hypergroup \( H = \{c_0, c_1, c_2\} \) with the structure
\[ c_1 \circ c_1 = \frac{1}{\omega_1} c_0 + \alpha_1 c_1 + \beta_1 c_2, \quad c_2 \circ c_2 = \frac{1}{\omega_2} c_0 + \beta_2 c_1 + \alpha_2 c_2, \]
\[ c_1 \circ c_2 = c_2 \circ c_1 = \gamma_1 c_1 + \gamma_2 c_2 \]
becomes associative if and only if both of the relations
\[ (4.3) \quad \beta_1 \omega_1 = \gamma_1 \omega_2, \quad \beta_2 \omega_2 = \gamma_2 \omega_1 \]
hold.

This fact enable us to give another proof of Corollary 4.1. Let \( (\Gamma, v_0) \) be a pointed graph with (S1) and (S2) such that \( I(\Gamma, v_0) = \{0, 1, 2\} \), as in Corollary 4.1. Then, by putting
\[ \omega_1 = \mu_1, \quad \omega_2 = \mu_2; \quad \alpha_1 = \frac{m}{\mu_1}, \quad \alpha_2 = 1 - \frac{1}{\mu_2} - \frac{\mu_1}{\mu_2} + \frac{\mu_1 (\mu_1 - 1 - m)}{\mu_2^2}; \]
\[ \beta_1 = \frac{\mu_1 - 1 - m}{\mu_1}, \quad \beta_2 = \frac{\mu_1 - \mu_1(\mu_1 - 1 - m)}{\mu_2} \; \frac{\mu_2^2}{\mu_2}; \]
\[ \gamma_1 = \frac{\mu_1 - 1 - m}{\mu_2}, \quad \gamma_2 = \frac{\mu_2 - \mu_1 + 1 + m}{\mu_2}, \]

where \( m \) is the number defined in Theorem 4.2, we can easily check that these coefficients satisfy (4.3). Therefore, \( H(\Gamma, v_0) \) is associative and forms a hermitian hypergroup.

Note that \( \alpha_i \) can be described by \( \omega_i \) and \( \beta_i \) for \( i = 1, 2 \), and hence the relations (4.3) imply that any hermitian hypergroup with order three is determined by three parameters \( \omega_1, \omega_2 \) and \( \beta_1 \). On the other hand, the structure of the hermitian hypergroup \( H(\Gamma, v_0) \) derived from \( (\Gamma, v_0) \) is determined by three parameters \( \mu_1, \mu_2 \) and \( m \).

Finally, we present an example of hypergroup productive pointed graphs \( (\Gamma, v_0) \) with the conditions (S1) and (S2) such that \( |I(\Gamma, v_0)| > 2 \) and \( \Gamma \) is not distance-regular.

**Example 4.4.** Let \( (\Gamma, v_0) \) be the pointed graph with \( I(\Gamma, v_0) = \{0, 1, 2, 3\} \) drawn as Figure 2. We can check that \( (\Gamma, v_0) \) produces the hermitian hypergroup with the following structure.

\[
\begin{align*}
    x_1 \circ x_1 &= x_2 \circ x_2 = \frac{1}{6} x_0 + \frac{1}{3} x_1 + \frac{1}{2} x_2; \\
    x_1 \circ x_2 &= x_2 \circ x_1 = \frac{1}{2} x_1 + \frac{1}{3} x_2 + \frac{1}{6} x_3; \\
    x_1 \circ x_3 &= x_3 \circ x_1 = x_2; \quad x_2 \circ x_3 = x_3 \circ x_2 = x_1; \quad x_3 \circ x_3 = x_0.
\end{align*}
\]

Also, \( (\Gamma, v_0) \) satisfies the conditions (S1) and (S2), and the graph \( \Gamma \) is not distance-regular.

![Figure 2](image-url)
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