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1 Problem Formulation

Consider an asymptotically stable, linear, continuous-time closed-loop system

\[
S: \begin{cases}
y(t) = G^*(p)u(t) + v(t) \\
u(t) = r(t) - C(p)y(t),
\end{cases}
\]

where \(G^*(p) = B^*(p)/A^*(p)\) denotes the continuous-time system, \(C(p)\) denotes the continuous-time controller, \(u(t)\) is the plant input and \(y(t)\) is the plant output. The external reference signal, \(r(t)\), is given by \(r(t) = r_1(t) + C(p)r_2(t)\). For simplicity of the analysis, we assume that the additive noise on the output is discrete-time in nature and will have a ZOH or FOH intersample behaviour when entering the closed-loop system as seen in Figure 1.1.

![Figure 1.1: Closed-loop configuration in the existing literature.](image)

The continuous-time system identification problem is to find an estimate of \(G^*(p)\) from sampled data \(\{r(t_k)\}_{k=1}^N, \{u(t_k)\}_{k=1}^N, \{y(t_k)\}_{k=1}^N\). The plant input and output after they get sampled can be expressed through sensitivity functions as

\[
u(t_k) = \frac{1}{1 + G^*(p)C(p)} r_1(t_k) + \frac{C(p)}{1 + G^*(p)C(p)} r_2(t_k) - \frac{C(p)}{1 + G^*(p)C(p)} v(t_k)
\]

\[
y(t_k) = \frac{G^*(p)}{1 + G^*(p)C(p)} r_1(t_k) + \frac{G^*(p)C(p)}{1 + G^*(p)C(p)} r_2(t_k) + \frac{1}{1 + G^*(p)C(p)} v(t_k).
\]

Note that, according to the closed-loop configuration in Figure 1.1, each sensitivity function in (2) and (3) need to be discretised according to the intersample behaviours of the reference signals and the noise. Also note that the external reference will either be \(r_1(t_k)\) or \(r_2(t_k)\) but not both simultaneously.

The sampled versions of the noise-free plant input and output are expressed as

\[
u^*(t_k) = \frac{1}{1 + C(p)G^*(p)} r_1(t_k) + \frac{C(p)}{1 + C(p)G^*(p)} r_2(t_k)
\]

\[
x^*(t_k) = \frac{G^*(p)}{1 + C(p)G^*(p)} r_1(t_k) + \frac{G^*(p)C(p)}{1 + C(p)G^*(p)} r_2(t_k).
\]
An approximate version of these noise-free signals will be used to construct the instrument vectors in the CLSRIVC estimator since these signals are not available for measurements.

Assume that the controller \( C(p) \) is known, then the \((j+1)\)th iteration of the CLSRIVC estimator is given by

\[
\theta_{j+1} = \left[ \frac{1}{N} \sum_{k=1}^{N} \varphi_f(t_k, \theta_j) \varphi_f^T(t_k, \theta_j) \right]^{-1} \left[ \frac{1}{N} \sum_{k=1}^{N} \varphi_f(t_k, \theta_j)y_f(t_k, \theta_j) \right],
\]

where the filtered regressor vector and the filtered output are given by

\[
\varphi_f(t_k, \theta_j) = \left[ -\frac{p^n}{A_j(p)} y(t_k) \; \ldots \; -\frac{p}{A_j(p)} y(t_k) \; \frac{p^m}{A_j(p)} u(t_k) \; \ldots \; \frac{1}{A_j(p)} u(t_k) \right]^T,
\]

and

\[
y_f(t_k, \theta_j) = \frac{1}{A_j(p)} y(t_k)
\]

respectively. The filtered instrument vector needs to be chosen such that it is not correlated with the additive noise on the output. Hence, directly constructing the filtered instrument vector using the plant input \( u(t_k) \) as in the open-loop case is not a viable option in the closed-loop case. Instead, the noise-free plant input and output given in \((4)\) and \((5)\) respectively can be approximated using the sensitivity functions constructed using the previous estimate of the plant, and the filtered instrument vector is then constructed using the filtered derivatives of the approximated input and output signals, i.e.

\[
\hat{\varphi}_f(t_k, \theta_j) = \left[ -\hat{x}_f^{(m)}(t_k) \; \ldots \; -\hat{x}_f^{(1)}(t_k) \; \hat{u}_f^{(m)}(t_k) \; \ldots \; \hat{u}_f(t_k) \right]^T,
\]

where

\[
\hat{x}_f^{(i)} = \frac{p^i G_j(p)}{A_j(p)(1+C(p)G_j(p))} r_1(t_k) + \frac{p^i G_j(p) C(p)}{A_j(p)(1+C(p)G_j(p))} r_2(t_k)
\]

and

\[
\hat{u}_f^{(i)} = \frac{p^i}{A_j(p)(1+C(p)G_j(p))} r_1(t_k) + \frac{p^i C(p)}{A_j(p)(1+C(p)G_j(p))} r_2(t_k).
\]

Let the plant, the \(j\)th iteration of the model and controller be parameterised as

\[
G^*(p) = \frac{B^*(p)}{A^*(p)} = \frac{b_0 p^{n^*} \ldots + b_{n^*}}{a_1 p^{n} \ldots + a_{n^*} p + 1}
\]

with \( n^* \geq m^*\),

\[
G_j(p) = \frac{B_j(p)}{A_j(p)} = \frac{b_0 p^{n} \ldots + b_{m}}{a_1 p^{n} \ldots + a_{m} p + 1}
\]

with \( n \geq m\), and

\[
C(p) = \frac{F(p)}{L(p)}
\]

with numerator order \( n_f \) and denominator order \( n_t \).

## 2 Theoretical Analysis

**Assumption 1.** The system, \( \frac{B^*(p)}{A^*(p)} \), and controller, \( \frac{F(p)}{L(p)} \), are asymptotically stable with \( B^*(p) \) and \( A^*(p) \) being coprime and \( n^* \geq m^* \). The closed-loop system is also asymptotically stable, i.e. the zeros of \( A^*(p)L(p) + B^*(p)F(p) \) have strictly negative real parts.
Assumption 2. The external reference, \( r(t_k) \), and disturbance, \( v(t_s) \), are stationary and mutually independent for all \( k \) and \( s \).

Assumption 3. The external reference, \( r(t_k) \), is persistently exciting of order no less than \( n + \max(n + m, m + n_f) + 1 \).

Assumption 4. The zeros of \( A_j(p) \) have strictly negative real parts, \( n \geq m \), with \( A_j(p) \) and \( B_j(p) \) being coprime. The model of the closed-loop system is also asymptotically stable, i.e. the zeros of \( A_j(p)L(p) + B_j(p)F(p) \) have strictly negative real parts.

Assumption 5. The model order is known exactly, i.e. \( n = n^* \) and \( m = m^* \).

Assumption 6. The sampling frequency is larger than twice of the largest imaginary part of the zeros of \( A_j(p)(A^*(p)L(p) + B^*(p)F(p)) \).

Assume that \( r_1(t_k) \) is the external reference signal and \( r_2(t_k) = 0 \) (note that the proof should be very similar for a non-zero \( r_2(t_k) \) with some differences in the sensitivity functions). Then, the filtered regressor vector \( \tilde{\varphi}_f(t_k, \theta_j) \) can be written as

\[
\begin{align*}
\varphi_f(t_k, \theta_j) &= \begin{bmatrix}
- \frac{p^n}{A_j(p)} \left\{ \frac{G^*(p)}{1 + G^*(p)C(p)} r(t) \right\}_{t=t_k} & \cdots & - \frac{p}{A_j(p)} \left\{ \frac{G^*(p)}{1 + G^*(p)C(p)} r(t) \right\}_{t=t_k}
\end{bmatrix}^T + \nu_f(t_k),
\end{align*}
\]

where \( \nu_f(t_k) \) is a vector containing the filtered versions of the additive noise, \( v(t_k) \).

The filtered regressor vector can also be written as

\[
\varphi_f(t_k, \theta_j) = \tilde{\varphi}_f(t_k, \theta_j) + \Delta(t_k, \theta_j) + \nu_f(t_k, \theta_j),
\]

where

\[
\tilde{\varphi}_f(t_k, \theta_j) = \begin{bmatrix}
- \frac{p^n G^*(p)}{A_j(p)(1 + G^*(p)C(p))} r(t_k) & \cdots & - \frac{pG^*(p)}{A_j(p)(1 + G^*(p)C(p))} r(t_k)
\end{bmatrix}^T + \frac{p^n}{A_j(p)(1 + G^*(p)C(p))} r(t_k) \quad \cdots \quad \frac{1}{A_j(p)(1 + G^*(p)C(p))} r(t_k)
\]

Now, substitute \( \tilde{\varphi}_f(t_k, \theta_j) \) and \( \nu_f(t_k, \theta_j) \) into \( \Delta(t_k, \theta_j) \), and let

\[
Q^*(p) := A^*(p)L(p) + B^*(p)F(p),
\]

we can then express \( \varphi_f(t_k, \theta_j) \) as

\[
\varphi_f(t_k, \theta_j) = \begin{bmatrix}
- \frac{p^n B^*(p)L(p)}{A_j(p)Q^*(p)} r(t_k) & \cdots & - \frac{pB^*(p)L(p)}{A_j(p)Q^*(p)} r(t_k)
\end{bmatrix}^T + \frac{p^n A^*(p)L(p)}{A_j(p)Q^*(p)} r(t_k) \quad \cdots \quad \frac{A^*(p)L(p)}{A_j(p)Q^*(p)} r(t_k)
\]

where \( \text{S}(-B^*, A^*) \) is a \((n + m + 1) \times (n + m + 1)\) Sylvester matrix constructed using the coefficients of \( B^*(p) \) and \( A^*(p) \). This matrix is non-singular under Assumption 1. The vector \( \mathbf{r}_d(t_k) \) is given by

\[
\mathbf{r}_d(t_k) = \begin{bmatrix}
\mathbf{r}^{(n+m)}(t_k) & \cdots & \mathbf{r}(t_k)
\end{bmatrix}^T.
\]

The vector and \( \Delta(t_k, \theta_j) \) contains the interpolation error of the filtered derivatives of the plant output, i.e.

\[
\Delta_i(t_k, \theta_j) = \begin{bmatrix}
\frac{p^i B^*(p)L(p)}{A_j(p)Q^*(p)} r(t_k) - \frac{p^{i-1}}{A_j(p)} \left\{ \frac{B^*(p)L(p)}{Q^*(p)} r(t) \right\}_{t=t_k} & \cdots & 0
\end{bmatrix}^T \quad \text{for } i = 1, \ldots, n,
\]

otherwise.
Similarly, the filtered instrument vector can be written as
\[
\hat{\varphi}(t_k, \theta_j) = S(-B_j, A_j) \frac{L(p)}{A_j(p)Q_j(p)} r_d(t_k)
\]
where \( r_d(t_k) \) is given in (14) and 
\[Q_j(p) := A_j(p)L(p) + B_j(p)F(p).\]

Now, as \( N \to \infty \), the modified normal matrix of the CLSRIVC estimator can be expressed as
\[
\mathbb{E}\{\hat{\varphi}(t_k, \theta_j)\hat{\varphi}^\top(t_k, \theta_j)\} = S(-B_j, A_j) \Phi \Phi^\top (-B^*, A^*) + \mathbb{E}\{\hat{\varphi}(t_k, \theta_j)\Delta(t_k)\} + \mathbb{E}\{\hat{\varphi}(t_k, \theta_j)\varphi(t_k, \theta_j)\}.
\]
where 
\[
\Phi := \mathbb{E}\left\{\frac{L(p)}{A_j(p)Q_j(p)} r_d(t_k) \frac{L(p)}{A_j(p)Q_j(p)} r_d^\top(t_k)\right\}.
\]

Next, we examine the consistency of the CLSRIVC estimator in Theorem 1.

**Theorem 1.** Consider the CLSRIVC estimator (6). Suppose Assumptions 2 - 6 hold and the condition
\[
\left\| \mathbb{E}\{\hat{\varphi}(t_k, \theta_j)\Delta(t_k, \theta_j)\}\right\|_2 < \sigma_{n+m+1}\left(\mathbb{E}\{\hat{\varphi}(t_k, \theta_j)\varphi(t_k, \theta_j)\}\right)
\]
is satisfied, where \( \hat{\varphi}(t_k, \theta_j) \) and \( \Delta(t_k, \theta_j) \) are given by (13) and (15), respectively. Then for a ZOH or FOH external reference and a continuous-time controller, \( C(p) \), the CLSRIVC estimator is generically inconsistent when only sampled data are available as measurements.

**Proof.** Consider the modified normal matrix in (17). It can be shown that
\[
\mathbb{E}\{\hat{\varphi}(t_k, \theta_j)\varphi(t_k, \theta_j)\} = 0
\]
under Assumption 2 by following the same procedure as the proof of Statement 1 of Theorem 1 in [1]. Now, (17) simplifies to
\[
\mathbb{E}\{\hat{\varphi}(t_k, \theta_j) \varphi^\top(t_k, \theta_j)\} = S(-B_j, A_j) \Phi \Phi^\top (-B^*, A^*) + \mathbb{E}\{\hat{\varphi}(t_k, \theta_j) \Delta^\top(t_k)\}.
\]

Let the set of parameters that describe \( A_j(p) \) and \( B_j(p) \) be defined as \( \Omega = \{a_1, \ldots, a_n, b_0, \ldots, b_m : A_j(p) \text{ is a stable polynomial}\} \).

Define \( \Phi^* \) as the matrix with \( A_j(p) = A^* \) and \( B_j(p) = B^*(p) \), i.e.
\[
\Phi^* := \mathbb{E}\left\{\frac{L(p)}{A^*(p)Q^*(p)} r_d(t_k) \frac{L(p)}{A^*(p)Q^*(p)} r_d^\top(t_k)\right\}.
\]

The polynomial, \( A^*(p) \) or \( B^*(p) \), has a degree of \( n + \max(n + n_l, m + n_f) \). Then, by following the same procedure as the proof of Lemma 7 in [1], \( \Phi^* \) can be shown to be positive definite for an input with a persistent excitation of \( n + \max(n + n_l, m + n_f) + 1 \).

Next, an arbitrary entry of \( \Phi \) in (18) can be written as
\[
\Phi_{dl} = \mathbb{E}\left\{\frac{L(p)}{A_j(p)Q_j(p)} r(t_k) \frac{L(p)}{A_j(p)Q_j(p)} r^\top(t_k)\right\}
\]
\[
= \frac{1}{2\pi} \int_{-\pi}^{\pi} C_1(e^{i\omega}) A_j(e^{i\omega})Q_j(e^{i\omega}) A_j(e^{-i\omega})Q_j(e^{-i\omega}) dF_\omega(\omega).
\]
By following the same procedure as the proof of Lemma 9 in [1], it can be shown that the entries of $\Phi$ are analytic functions of every parameter in $\Omega$ due to the fact that compositions of analytic functions are analytic.

The non-singularity of the modified normal matrix of the CLSRIVC estimator guarantees the existence of a solution to the CLSRIVC estimator. Next, let’s examine the converging point of the CLSRIVC estimator.

Provided that the CLSRIVC estimator (6) converges, the converging point must satisfy

$$\hat{\theta} = \left[ \frac{1}{N} \sum_{k=1}^{N} \varphi_f(t_k, \hat{\theta}) \varphi_f^\top(t_k, \hat{\theta}) \right]^{-1} \left[ \frac{1}{N} \sum_{k=1}^{N} \varphi_f(t_k, \hat{\theta}) y_f(t_k, \hat{\theta}) \right].$$  \tag{19}

As $N \to \infty$, (19) can be written as

$$E \left[ \varphi_f(t_k, \hat{\theta}) \varphi_f^\top(t_k, \hat{\theta}) \right]^{-1} E \left[ \varphi_f(t_k, \hat{\theta}) (y_f(t_k, \hat{\theta}) - \varphi_f^\top(t_k, \hat{\theta}) \theta) \right] = 0.$$

The non-singularity of the modified normal matrix implies that

$$E \left[ \varphi_f(t_k, \hat{\theta}) \left( \frac{1}{A(p)} y(t_k) + \hat{\alpha}_1 p^n + \cdots + \hat{\alpha}_n p \right) - \frac{\hat{B}(p)}{A(p)} u(t_k) \right] = 0 \quad \text{and} \quad E \left[ \varphi_f(t_k, \hat{\theta}) \left( g(t_k) - \frac{\hat{B}(p)}{A(p)} u(t_k) \right) \right] = 0.$$

Since the additive noise on the output, $v(t_k)$, is independent of the input under Assumption 2 by following the same procedure as the proof of Statement 3 in [1],

$$E \left[ \varphi_f(t_k, \hat{\theta}) v(t_k) \right] = 0.$$

Hence, the converging point of the CLSRIVC estimator must satisfy

$$E \left[ \varphi_f(t_k, \hat{\theta}) \left( \left\{ \frac{B^*(p)}{A^*(p)} u(t) \right\}_{t=t_k} - \frac{\hat{B}(p)}{A(p)} u(t_k) \right) \right] = 0 \quad \text{and} \quad E \left[ \varphi_f(t_k, \hat{\theta}) \left( \left\{ \frac{1}{1 + G^*(p)} C(p) r(t) \right\}_{t=t_k} \right)_{t_k} \right] = 0. \quad \text{(21)}$$

Now, introduce an input-dependent term

$$\varepsilon_u(t_k) = \left\{ \frac{\hat{B}(p)}{A(p)} (1 + G^*(p) C(p)) r(t) \right\}_{t=t_k} - \frac{\hat{B}(p)}{A(p)} \left\{ \frac{1}{1 + G^*(p)} C(p) r(t) \right\}_{t=t_k}.$$
we can conclude that the CLSRIVC estimator is not consistent. In addition, the local convergence of the CLSRIVC estimator to the converging point given by (22) follows the same procedure as the proof of Statement 2 of Corollary 3 in [1]. Together with \(\bar{\theta}\), we can conclude that the CLSRIVC estimator is not consistent.

\[
\varepsilon(t_k, \bar{\theta}) = \left\{ \frac{B^*(p)}{A^*(p)(1 + G^*(p)C(p))} r(t) \right\}_{t=t_k} - \left\{ \frac{\bar{B}(p)}{A(p)(1 + G^*(p)C(p))} r(t) \right\}_{t=t_k} + \varepsilon_u(t_k)
\]

where \(H(p) = B^*(p)\bar{A}(p) - \bar{B}(p)A^*(p)\) and \(h\) is an \((n+m+1)\)-th vector containing the coefficients of \(H(p)\).

Recall that the filtered instrument vector is given by (16). Hence, (20) can be written as

\[
S(-\bar{B}, \bar{A}) \mathbb{E} \left\{ \begin{array}{l}
L(p) \frac{r_d(t_k) - r_d(t_k)^\top}{A(p)Q(p)} \\
L(p) \frac{r_d(t_k) - r_d(t_k)^\top}{A(p)Q(p)}
\end{array} \right\} = 0.
\]

By using the same reasoning as showing the non-singularity of \(\Phi\) in (18), we can show that \(\bar{\Phi}\) is generically non-singular. Note that \(\bar{\Psi}\) is in general not equal to zero due to \(\varepsilon_u(t_k) \neq 0\) and is input-dependent. Since the Sylvester matrix, \(S(-\bar{B}, \bar{A})\), is non-singular under Assumption 4, we have

\[
h = -\bar{\Phi}^{-1} \bar{\Psi} \neq 0.
\]

This in turn implies that

\[
\frac{\bar{B}(p)}{A(p)} = \frac{B^*(p)}{A^*(p)} - \frac{H(p)}{A(p)A^*(p)}.
\]

i.e. the unique converging point does not correspond to the true parameter vector.

In addition, the local convergence of the CLSRIVC estimator to the converging point given by (22) follows the same procedure as the proof of Statement 2 of Corollary 3 in [1]. Together with \(\bar{\theta} \neq \bar{\theta}\), we can conclude that the CLSRIVC estimator is not consistent.

\[
\varepsilon(t_k, \bar{\theta}) = \left\{ \frac{B^*(p)}{A^*(p)(1 + G^*(p)C(p))} r(t) \right\}_{t=t_k} - \left\{ \frac{\bar{B}(p)}{A(p)(1 + G^*(p)C(p))} r(t) \right\}_{t=t_k} + \varepsilon_u(t_k)
\]

where \(H(p) = B^*(p)\bar{A}(p) - \bar{B}(p)A^*(p)\) and \(h\) is an \((n+m+1)\)-th vector containing the coefficients of \(H(p)\).

Recall that the filtered instrument vector is given by (16). Hence, (20) can be written as

\[
S(-\bar{B}, \bar{A}) \mathbb{E} \left\{ \begin{array}{l}
L(p) \frac{r_d(t_k) - r_d(t_k)^\top}{A(p)Q(p)} \\
L(p) \frac{r_d(t_k) - r_d(t_k)^\top}{A(p)Q(p)}
\end{array} \right\} = 0.
\]

By using the same reasoning as showing the non-singularity of \(\Phi\) in (18), we can show that \(\bar{\Phi}\) is generically non-singular. Note that \(\bar{\Psi}\) is in general not equal to zero due to \(\varepsilon_u(t_k) \neq 0\) and is input-dependent. Since the Sylvester matrix, \(S(-\bar{B}, \bar{A})\), is non-singular under Assumption 4, we have

\[
h = -\bar{\Phi}^{-1} \bar{\Psi} \neq 0.
\]

This in turn implies that

\[
\frac{\bar{B}(p)}{A(p)} = \frac{B^*(p)}{A^*(p)} - \frac{H(p)}{A(p)A^*(p)}.
\]

The inconsistency in the CLSRIVC estimator is due the unknown intersample behaviour of the plant input \(u(t)\). The CLSRIVC estimator can achieve consistency if \(u(t)\) is exactly reconstructable. A possible modification to the closed-loop system is replacing the continuous-time controller in Figure 1.1 by a discrete-time controller followed by a ZOH or FOH block.
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