Addressing patient heterogeneity in disease predictive model development
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SUMMARY: This paper addresses patient heterogeneity associated with prediction problems in biomedical applications. We propose a systematic hypothesis testing approach to determine the existence of patient subgroup structure and the number of subgroups in patient population if subgroups exist. A mixture of generalized linear models is considered to model the relationship between the disease outcome and patient characteristics and clinical factors, including targeted biomarker profiles. We construct a test statistic based on expectation maximization (EM) algorithm and derive its asymptotic distribution under the null hypothesis. An important computational advantage of the test is that the involved parameter estimates under the complex alternative hypothesis can be obtained through a small number of EM iterations, rather than optimizing the objective function. We demonstrate the finite sample performance of the proposed test in terms of type-I error rate and power, using extensive simulation studies. The applicability of the proposed method is illustrated through an application to a multi-center prostate cancer study.
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1. Introduction

Large heterogeneity is known to exist in many diseases, including cancers. It is not surprising that inhomogeneity among patients is observed in various characteristics, including basic health information, genomic profiles, and the treatment effects. Hence, it is critical to address disease heterogeneity among patients for improving the accuracy of disease diagnosis and personalized treatment. Ignoring or mistreating the heterogeneity issue can lead to poor biological and clinical conclusions in biomarker evaluations for early detection, diagnosis, prognosis, and treatment of a disease. However, statistical tools that account for potentially hidden subgroups are lacking, and most studies today are performed by either ignoring heterogeneity or relying on ad hoc methods to account for heterogeneity. Our particular interest is to build formal predictive models for clinical outcome variables of interest based on biomarkers and other clinical factors, an essential step in translating biological discovery to clinical applications, while appropriately accounting for likely patient heterogeneity.

Several approaches have been proposed in the literature concerning identification of the latent subgroups based on observed characteristics (e.g., biomarkers) and study of the differences in their effects among subgroups, including the methods under the finite mixture model framework (Dayton and Macready 1988; Lanza and Rhoades 2013), tree-based method (Loh et al. 2015), and recursive partitioning method (Lipkovich et al. 2011, 2017). Bayesian approaches have also gained popularity in this area due to their flexibility in conducting inference. For example, Berger et al. (2014) accounts for multiplicity in testing statistics among subgroups and provides individual probabilities of treatment effect. A Bayesian shrinkage estimation method was introduced to select and estimate the sparse subgroup effects (Jones et al. 2011; Ratkovic and Tingley 2017).

The aforementioned methods together with other related work (Bonetti and Gelber 2004; Cai et al. 2011; Foster et al. 2011; Song and Pepe 2004; Zhao et al. 2013) generally
construct subgroups under the assumption of the existence of subgroups, which tends to assign patients to subgroups even when no meaningful subgroups exist. Another common drawback of these methods is their incapability of formally controlling false positives. For this purpose, off-the-shelf model selection criteria, such as Bayesian information criterion (BIC), have been used mainly because of their convenient implementation but often without careful justifications. Recent attempts have been made to develop confirmatory tests for the existence of the subgroups and for characterizing the subgroup effects. For example, Shen and He (2015) considered a structured logistic-normal mixture model and proposed a statistical test for the existence of subgroups. Its extension to address heterogeneous subgroup variances using a penalized likelihood approach is discussed by Shen et al. (2017). However, this line of work is so far limited to consideration of at most two subgroups and it remains unclear how the proposed methodology can be extended to allow multiple subgroups. Additional work in this area includes a change plane approach proposed by Fan et al. (2017), and a penalized regression approach by Ma and Huang (2017).

Some important issues are unresolved by the prior mixture-model-based methods. First, the existing work focuses on testing the existence of subgroups, without further rigorous testing procedures on the number of subgroups. Second, most of the existing methods pose restrictive model assumptions on the predictors and the response, e.g., a logistic model for binary outcomes and a Cox model for survival outcomes. To solve those issues, we consider modeling the relationship between the response and the predictors using a mixture of generalized linear models (GLMs) and propose a hypothesis testing procedure to determine the number of subgroups with differential biomarker/clinical covariate effects on the response variable. Examples include a structured logistic mixture model where different subgroups are allowed to have differential covariate effects on the binary response probability (e.g., cancer or not). This model-based approach also reduces false positives in subgroup analysis, and
enables us to evaluate variables that are predictive of subgroup membership with probabilistic interpretations. Our method is motivated by the idea of expectation-maximization test on the order of a finite normal mixture model proposed in a series of work (Chen and Li, 2009; Li and Chen, 2010; Chen et al., 2012), due to its attraction of the typically required small number of iterations in implementation without the need of obtaining the optimal solution for the objective function. However, the main drawback of most existing work is that a mixture of normal location (or location-scale) model has been focused on, without allowing for the existence of covariates. In addition, there are more challenges in both computation and theoretical development as we consider the more flexible GLM framework. For example, deriving the asymptotic distribution for the test statistic under the null hypothesis becomes much more complicated, and computationally demanding as the number of parameters increases; and our main contribution in this paper is to fill this gap.

2. Method

2.1 The framework

We consider a GLM framework, where \( y \) is a scalar clinical outcome, \( x \in \mathbb{R}^p \) denotes the \( p \) covariates that may have distinct subgroup effects on the outcome; and \( z \in \mathbb{R}^q \) denotes the \( q \) covariates that share the same effect across different subgroups. Let \( f(y, x, z; \theta, \gamma) \) be the density function from the GLM, where \( \theta \in \mathbb{R}^p \), \( \gamma \in \mathbb{R}^q \) are regression coefficients for \( x \) and \( z \), respectively. We consider a finite mixture of GLMs, denoted by

\[
\sum_{h=1}^{m} \alpha_h f(y, x, z; \theta_h, \gamma),
\]

(1)

where \( m \) is the number of mixtures, \( \alpha_1, \ldots, \alpha_m \) are non-negative weights that sum up to one, \( \theta_i = (\theta_{i1}, \ldots, \theta_{ip})^T \) represents the covariate effect of \( x \) in subgroup \( i \) for \( i = 1, \ldots, m \), and \( \gamma \) is the common covariate effect of \( z \) in the overall population.

Model (1) is widely applicable in practice. For example, we may choose \( y \) to be a binary response (e.g., status of disease occurrence), \( x \) to be a set of biomarkers that can likely
help identify the sub-population at higher risk of disease development, and \( z \) to be a set of baseline covariates. The density form \( f \) allows different ways to characterize the relationship between the response and covariates.

For convenience, we define a mixing distribution

\[
\Psi(\theta) = \sum_{h=1}^{m} \alpha_h I(\theta_{h1} \leq \theta_1, \ldots, \theta_{hp} \leq \theta_p), \quad \text{for any } \theta = (\theta_1, \ldots, \theta_p)^T \in \mathbb{R}^p. \quad (2)
\]

Then the mixture density function in (1) can be written as

\[
f(y, x, z; \Psi, \gamma) = \int f(y, x, z; \theta, \gamma) d\Psi(\theta). \quad (3)
\]

We propose a sequential testing procedure, at each step of which we aim to test

\[
H_0 : m = m_0 \text{ versus } H_a : m > m_0, \text{ where } m_0 = 1, 2, \cdots. \quad (4)
\]

We start with the test on \( m_0 = 1 \), and move to the second test on \( m_0 = 2 \) if \( m_0 = 1 \) is rejected; we continue the test until a specific \( m_0 = m^* \) cannot be rejected, and declare \( m^* \) as the possible number of subgroups. An advantage of this conservative sequential test is that the false positive rate can be controlled at a nominal level due to the nested structure of the sequential null hypotheses. In addition to statistical testing, we also investigate practical factors, such as the sample size, to facilitate determining biologically meaningful subgroups.

We propose to conduct each test in (4) based on the idea of EM test in Li and Chen (2010). However Li and Chen (2010) only deals with the simplest case without covariates, and thus is not directly applicable to our case of structured mixture models that are more complicated in terms of both theory and implementation. To construct a convenient test statistic, we adopt \( m = 2m_0 \) as the working alternative hypothesis \( H_a \). This working alternative enables us to utilize a likelihood-ratio type test in a computationally and theoretically convenient way. In the simpler case without covariates, it has been shown in Li and Chen (2010) that the power of the test remains solid when in truth the number of subgroups is not \( 2m_0 \).
2.2 EM test

Next, we introduce the EM test for the testing problem \( H_0 : m = m_0 \) versus \( H_a : m = 2m_0 \).

Given independent and identically distributed (i.i.d) observations \((y_1, x_1, z_1), \ldots, (y_n, x_n, z_n)\) and under \( H_0 \), we consider the log-likelihood function

\[
l_n(\Psi; \gamma) = \sum_{i=1}^{n} \log\{ f(y_i, x_i, z_i; \Psi, \gamma) \}.
\]

By maximizing \( l_n(\Psi; \gamma) \), we obtain the maximizer of \( \Psi \) and \( \gamma \), denoted by

\[
\hat{\Psi}_0 = \sum_{h=1}^{m_0} \hat{\alpha}_{0h} \mathbb{I}(\hat{\theta}_{0h1} \leq \theta_1, \ldots, \hat{\theta}_{0hp} \leq \theta_p), \quad \text{and} \quad \hat{\gamma}_0,
\]

where \( \hat{\theta}_{0h} = (\hat{\theta}_{0h1}, \ldots, \hat{\theta}_{0hp})^T \) for every \( h = 1, \ldots, m_0 \).

We then move on to consider the alternative hypothesis \( H_a \). The key idea is to obtain a restricted maximum likelihood estimator for the parameters where the mixture weights are not allowed being too close to 0. This is accomplished by splitting each of the original subgroup \( h \) under \( H_0 \) into two further subgroups, each with weights \( \beta_h \alpha_h \) and \( (1 - \beta_h) \alpha_h \), where \( \beta_h \in (0, 0.5] \) is a tuning parameter for every \( h = 1, \ldots, m_0 \). We will discuss the choice of values for \( \beta_h \) later. Once the weights are determined, we proceed with the usual EM approach to update the estimated regression coefficients for each of the \( 2m_0 \) subgroups. More specifically, let \( \mathbf{1} \) be a column vector of 1’s with dimension \( p \), and \( \eta_h = (\hat{\theta}_{0h1}^T \mathbf{1} + \hat{\theta}_{0hp}^T \mathbf{1})/2 \).

Consider a partition of \( \mathbb{R} \), \( \{I_1, \ldots, I_{m_0-1}\} \) with \( I_h = (\eta_{h-1}, \eta_h] \) for \( h = 1, \ldots, m_0 \). For every fixed \( \beta = (\beta_1, \ldots, \beta_{m_0})^T \in (0, 0.5]^{m_0} \), we create a class of mixing distributions of order \( 2m_0 \):

\[
\Omega_{2m_0}(\beta) = \left\{ \sum_{h=1}^{m_0} \alpha_h \beta_h \mathbb{I}(\theta_{1h1} \leq \theta_1, \ldots, \theta_{1hp} \leq \theta_p, \ldots) + \alpha_h (1 - \beta_h) \right\}
\]

\[
\mathbb{I}(\theta_{2h1} \leq \theta_1, \ldots, \theta_{2hp} \leq \theta_p, \ldots) : \theta_{1h1}^T \mathbf{1}, \theta_{2h1}^T \mathbf{1} \in I_h, h = 1, \ldots, m_0 \}.
\]

For each \( \Psi \in \Omega_{2m_0}(\beta) \), we consider a penalized log-likelihood function by including an additional terms in \( l_n \),

\[
p_{l_n}(\Psi, \gamma, \beta) = l_n(\Psi, \gamma) + p(\beta),
\]

in which \( p(\beta) = \sum_{i=1}^{m_0} p(\beta_i) \) and \( p(\beta) \) is a continuous increasing penalty function that satisfies
The above computation will be repeated for $K$ times. For each $\beta_0 \in \mathcal{B}^{m_0}$ and $k$, define

$$M_n^{(k)}(\beta_0) = 2\{pl_n(\Psi^{(k)}, \gamma^{(k)}, \beta_0) - pl_n^0(\hat{\Psi}_0, \hat{\gamma})\},$$

where $pl_n^0$ is the log-likelihood function under $H_0$ without the penalization term, and $\hat{\Psi}_0$, $\hat{\gamma}$ are the MLE under $H_0$. Then an EM test statistic can be defined as

$$EM_n^{(K)} = \max\{M_n^{(K)}(\beta_0) : \beta_0 \in \mathcal{B}^{m_0}\}.$$
the major distinction is that our method treats a regression-type problem that allows a general density form \( f \) to relate response \( y \) with multiple covariates \( X \) and \( Z \), among which the later ones do not determine the mixture structure. In contract, Li and Chen (2010) only handles mean-only models. In next section, we will show that under appropriate conditions, the proposed estimators still have desirable asymptotic properties.

3. Asymptotic theory

In this section, we study large-sample properties of the proposed EM test statistics. For simplicity, we define \( D = (Y, X, Z) \), \( D_i = (Y_i, X_i, Z_i) \). Theorem 1 implies that the values of parameters such as \( \alpha, \beta \) and \( \theta \) change at most \( o_p(1) \) within each iteration. This result is crucial in obtaining asymptotic distribution of the test statistics under the null hypothesis. The proof of the theorems are given in the Online Supplementary File.

**Theorem 1:** Suppose that Conditions (C1)-(C8) listed in the Web Supplementary File hold. Under the null distribution \( f(D; \Psi_0, \gamma_0) \), the following holds for every \( \beta_0 \in B^{m_0} \) and every \( k \in \mathbb{N} \),

\[
\alpha^{(k)} - \alpha_0 = O_p(n^{-1/2}), \quad \beta^{(k)} - \beta_0 = O_p(n^{-1/6}), \quad \theta^{(k)}_1 - \theta_0 = O_p(n^{-1/4}), \\
\theta^{(k)}_2 - \theta_0 = O_p(n^{-1/4}), \quad m^{(k)}_1 = O_p(n^{-1/2}), \quad \gamma^{(k)} - \gamma_0 = O_p(n^{-1/2}),
\]

where \( \theta_0, \theta^{(k)}_1 \) and \( \theta^{(k)}_2 \) are matrices with \( j \)-th column as \( \theta_{0j}, \theta^{(k)}_{1j} \) and \( \theta^{(k)}_{2j} \), respectively, and

\[
m^{(k)}_1 = (m^{(k)}_{11}, \ldots, m^{(k)}_{1m_0}),
\]

with

\[
m^{(k)}_{1h} = \beta^{(k)}_h (\theta^{(k)}_{1h} - \theta_{0h}) + (1 - \beta^{(k)}_h)(\theta^{(k)}_{2h} - \theta_{0h}), \quad h = 1, \ldots, m_0.
\]

We define the following quantities,

\[
\Delta_i = \frac{f(D_i; \theta_{0h}, \gamma_0)}{f(D; \Psi_0, \gamma_0)}, \quad Y_i(\theta) = \frac{f(D_i; \theta, \gamma_0)}{f(D_i; \Psi_0, \gamma_0)} \in \mathbb{R}^{p \times 1} \text{ for any } \theta \in \mathbb{R}^{p \times 1},
\]

\[
Z_i(\theta) = \frac{1}{f(D_i)} \left( \frac{\partial^2 f(D_i)}{\partial \theta_1 \partial \theta_1}, \ldots, \frac{\partial^2 f(D_i)}{\partial \theta_p \partial \theta_p} \right)^T,
\]

\[
b_{1i} = (\Delta_{i1}, \ldots, \Delta_{im_0 - 1}, Y_i(\theta_{01})^T, \ldots, Y_i(\theta_{0m_0})^T)^T \in \mathbb{R}^{(m_0 - 1 + m_0 p) \times 1},
\]

\[
b_{2i} = (Z_i(\theta_{01})^T, \ldots, Z_i(\theta_{0m_0})^T)^T \in \mathbb{R}^{m_0 p \times 1},
\]

(15)
where $f'(D_i; \theta, \gamma_0)$ is the derivative of $f$ with respect to $\theta$, and sometimes we write $f(D_i; \theta, \gamma_0)$ as $f(D_i)$ for simplicity. Note that we do not consider the derivatives with respect to $\gamma$ in $b_1i$ and $b_2i$ because the main idea of the proof is to first evaluate the difference in (penalized) log-likelihood function under $m_0$ subgroups and $2m_0$ subgroups, and then conduct a Taylor expansion for that difference. Since $\gamma$ remains the same across different subgroups, it will not have an effect in the expansion, and hence is not included.

Define covariance matrices $B_{jk} = \text{Cov}(b_{ji}, b_{ki})$ for $j, k = 1, 2$. Let $\tilde{b}_{2i} = b_{2i} - B_{21}B_{11}^{-1}b_{1i}$, which is orthogonal to $b_{1i}$. Apparently, the covariance matrix of $\tilde{b}_{2i}$ is $\tilde{B}_{22} = B_{22} - B_{21}B_{11}^{-1}B_{12}$.

Then the next theorem gives an asymptotic expansion result for the EM test statistic.

**Theorem 2:** Suppose that Conditions (C1)–(C8) listed in Web Supplementary File hold and $0.5 \in B$. Under the null distribution $f(D; \Psi_0, \gamma_0)$, for any fixed $K$, as $n \to \infty$,

$$EM_n^{(K)} = \sup_{v \geq 0} \{2v^T \sum_{i=1}^{n} \tilde{b}_{2i} - n v^T \tilde{B}_{22} v\} + o_p(1),$$

where the supremum is taken over the set

$$\{v \geq 0\} = \{v = (v_1, \ldots, v_{m_0p})^T : v_j \geq 0, j = 1, \ldots, m_0p\}.$$

Based on Theorem 2, we obtain closed-form asymptotic distribution for $EM_n^{(K)}$ as follows.

**Theorem 3:** Suppose that Conditions (C1)–(C8) in the Web Supplementary File hold and $0.5 \in B$. Let $w$ be an $m_0p$-dimensional multivariate normal vector with mean zero and covariance $\tilde{B}_{22}$. Under the null distribution $f(D; \Psi_0, \gamma_0)$, for any fixed $K$, as $n \to \infty$,

$$EM_n^{(K)} \to \sum_{s=0}^{m_0p} a_s \chi_s^2$$

in distribution, where $a_s = P\{\sum_{k=1}^{m_0p} I(\hat{v}_k > 0) = s\}$, $\hat{v}_k$ is the $k$-th element of $\hat{v} = \text{argmax}_{v \geq 0} (2v^T w - v^T \tilde{B}_{22} v)$.

Theorem 3 states that, under the null hypothesis for sufficiently large $n$, $EM_n^{(K)}$ follows a mixture of chi-square distributions. This result agrees with Theorem 3 in Li and Chen (2010) with $p = 1$. In general, it is difficult to obtain analytic form of weights $a_s$ for $p > 1$.
practice, we can use Monte-Carlo simulations to estimate them following the same procedure as discussed in Li and Chen (2010), that is, we generate \( w \) from a multivariate normal distribution as described in Theorem 3, then obtain \( \hat{v} \) by solving the maximization problem using quadratic programming tools (e.g., \texttt{quadprog} package in R) based on the simulated \( w \), and obtain the estimated value for \( a_s \). This procedure is repeated for \( N \) times (in this paper we choose \( N = 10000 \)) and the average value for \( a_s \) is used as its final estimate.

It is worthy mentioning that the assumption (C8) rules out some commonly used mixture models such as normal location-scale family; see the discussion in Section 2 of the Web Supplementary File for more details. Therefore the asymptotic results in (Chen et al., 2020; Niu et al., 2011) do not overlap with ours, e.g., Chen et al. (2020) considers a normal location-scale mixture model, which cannot be covered in our case. It will be of interest to extend the current EM-test framework for those models under general values of \( m_0 \) in a future work.

4. Simulation

4.1 Normal mixture and logistic mixture models

We conduct simulations to study the finite-sample performance of the proposed testing procedure in terms of both the type-I error rate and power. We consider six data generating scenarios based on normal and logistic mixtures with the number of subgroups \( m_0 \in \{1, 2, 3\} \).

We consider the following three simulation scenarios for normal mixture models.

\textit{Scenario 1.} We let the true number of subgroups \( m_0 = 1 \) and \( \alpha = 1 \), i.e., there is only one subgroup. The response variable \( Y \) is generated from a normal distribution \( N(3X_1 + 5X_2 + Z, 1) \) with covariates \( X_1, X_2 \) and \( Z \) sampled from an uniform distribution on \((0, 1)\).

\textit{Scenario 2.} The response variable \( Y \) is generated from a mixture of two normal distributions, with two subgroup-specific covariates \( X_1, X_2 \) and a common-effect covariate \( Z \) sampled from an uniform distribution on \((0, 1)\). Specifically, \( Y \) is generated from the mixture of
.4N(X_1 + 6X_2 + Z, 1) + .6N(2X_1 - 6X_2 + Z, 1). Here \( \alpha = (.4, .6) \), the subgroup-specific regression coefficients \( \theta_1 = (1, 6) \) and \( \theta_2 = (2, -6) \), and the common-effect of \( Z \) gives \( \gamma = 1 \).

**Scenario 3.** We consider \( m_0 = 3 \) with weights \( \alpha = (.4, .3, .3)^T \). The response variable \( Y \) is generated from a mixture of three normal distributions, with \( X_1, X_2, Z \) sampled from an uniform distribution on \((0, 1)\). We set the subgroup-specific regression coefficients as \( \theta_1 = (1, 6) \), \( \theta_2 = (2, -6) \), \( \theta_3 = (-2, 3) \), and the coefficient for \( Z \) as \( \gamma = 1 \). For all three scenarios, we assume that the error variance is known; so the only unknown parameters are the regression coefficients. We let the sample size \( n \in \{500, 1000, 1500\} \) and examine the nominal levels \( \alpha \) of 0.01 and 0.05, respectively. We repeat the EM test procedure for three iterations \( (K = 3) \) for each case. To decide the tuning parameter \( C \) in the penalty function \( p(\cdot) \), we generate a separate dataset under each simulation scenario, consider a range of different values of \( C \) and choose the best one that provides the type I errors that are closest to the nominal values. Based on the results summarized in Tables S1-S3 of the Web Supplementary File, we choose \( C = 3 \) for \( m = 1 \), \( C = .8 \) for \( m = 2 \), and \( C = 2.0 \). From those tables we also find that the type I errors are quite robust to different values of \( C \).

We summarize the type-I error based on 5000 Monte-Carlo replications in the first part of Table 1. It can be seen that type-I error rates are generally close to the nominal levels across different iterations, regardless of different sample sizes and nominal levels. As expected, the type-I errors get closer to the corresponding nominal levels as the sample size goes larger.

To evaluate the power, for each simulation scenario, we consider two cases with a “weak” and a “strong” level of heterogeneity in parameter values between subgroups.

(1) For Scenario 1, we consider two alternatives, a “weak” case, with weights (.8, .2) and coefficients \( \theta_1 = (3, 5) \), \( \theta_2 = (3, 3) \); and a “strong” case, with weights (.6, .4) and coefficients \( \theta_1 = (3, 5) \), \( \theta_2 = (3, -5) \).
(2) For Scenario 2, we consider two alternatives, a “weak” case, with weights \((.4, .4, .2)\) and coefficients \(\theta_1 = (1, 6), \theta_2 = (2, -6), \theta_3 = (3, -5.5)\); and a “strong” case, with weights \((.25, .25, .25, .25)\), and coefficients \(\theta_1 = (1, 6), \theta_2 = (2, -6), \theta_3 = (3, 5), \theta_4 = (6, -6)\).

(3) For Scenario 3, we consider two alternatives, a “weak” case, with weights \((.2, .2, .3, .3)\) and coefficients \(\theta_1 = (1, 6), \theta_2 = (1, -4), \theta_3 = (2, -6), \theta_4 = (-2, 3)\); and a “strong” case, with weights \((.2, .2, .1, .2, .2, .1)\), and coefficients \(\theta_1 = (1, 6), \theta_2 = (1, -4), \theta_3 = (2, -6), \theta_4 = (-2, 3), \theta_5 = (-5, -4), \theta_6 = (5, 5)\).

The remaining data generation, including response and covariate distributions, is the same as the setting of type-I error examination. We summarize the proportion of rejecting the null hypothesis based on 5000 simulations in the second part of Table 1. It can be seen that the power of the test increases up to 1 rapidly, as the data gets more heterogeneous from “weak” to “strong”. It is also intuitive that the power increases with sample size. To save the space, we present the data generation details and the simulation results for logistic mixture model in Section 1.2 of the Web Supplementary File.

4.2 Comparison with other approaches

We compare the performance of our EM test with that of the structured logistic-normal mixture model proposed in [Shen and He, 2015]. The data is simulated in the same way as model (1) in [Shen and He, 2015], i.e.,

\[
Y = Z^T(\beta_1 + \beta_2 \delta_i) + \epsilon, \quad (16)
\]

\[
P(\delta = 1) = \exp(X^T \gamma)/(1 + \exp(X^T \gamma)), \quad (17)
\]

where covariates \(X = (1, x), Z = (1, z, x)\); and \(x\) is generated from \(N(-1, 1)\) and \(z\) from a Bernoulli(.5) independently. The hypothesis is \(m_0 = 1\) versus \(m_0 = 2\), i.e., whether there exists a subgroup or not. Following [Shen and He, 2015], we set \(\beta_1 = (1, 0, 2)^T\) and \(\beta_2 = (0, 0, 0)^T\) and \(\epsilon \sim N(0, 0.5^2)\) under the null hypothesis to evaluate the type I error. To evaluate the power, we set \(\beta_2 = (1, a, b)^T\) and \(\gamma = (1, c)^T\) where \(a, b, c\) take values in
{0.5, 1.0} while $\beta_1$ and the error distribution remains the same with before. We let the sample size $n \in \{60, 100\}$ and summarize the type I error based on 5000 replications and the power based on 1000 replications in Table S8 and S9 of the Web Supplementary File, respectively. For Shen and He (2015)'s method, we use their results in Tables 2 and 3 of that paper. For both methods, we only compare the results for $K = 1$, i.e., after the first EM iteration, because it already achieves a stable estimate.

Before presenting the result, we would like to emphasize that the simulation scenarios are considered to the advantage of Shen and He (2015)'s method since the data are exactly generated from their models in (16) and (17). On the other hand, our method only requires specifying the outcome model in (16), without the need to impose the logistic model between the subgroup membership $\delta$ and covariates $X$ as in (17).

From Table S8 and S9, we find that both methods produce type I errors that are very close to the nominal levels, especially when the sample size is large ($n = 100$). In terms of power, our method has a comparable performance with that of Shen and He (2015), i.e., out of six combinations of $a, b, c$'s values, our method has a power higher than that of Shen and He (2015) for three times. These findings confirm that our method is capable of correctly identifying the latent subgroup structure under the model mis-specification of the subgroup membership $\delta$. Also, it is worthy mentioning that our method can handle general values of $m_0$ under the null hypothesis while Shen and He (2015) is only capable of addressing $m_0 = 1$.

Next we compare our method with the classification tree approach. We generate data from a mixture of two logistic regression models with two subgroup-specific covariates $X_1, X_2$ sampled from an uniform distribution on (5, 10), and subgroup-specific regression coefficients $\theta_1 = (-.1, -.2)$ and $\theta_2 = (.2, .1)$. We set the sample size $n = 500$ and consider three scenarios: (1) the two subgroups are determined by whether $X_2 > 7$ or not; (2) the two subgroups are determined by whether $X_1 + X_2 > 14$ or not; (3) the two subgroups are
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randomly distributed with mixture probabilities $\alpha = (0.6, 0.4)$. The classification tree is implemented using R package rpart and pruned based on minimizing the predicted residual error sum of squares under cross validation (“xerror” option in R function cptable). We also implement our method to test $H_0 : m_0 = 2$ versus $H_a : m_0 = 4$ and examine the type-I error rate, since the data can be treated as being generated under $H_0$ with the presence of two subgroups. The result is summarized in Table S10 of the Web Supplementary File based on 1000 replications. It is evident that our method properly preserves the type-I error rates in all the three scenarios. Note that scenarios 1 and 2 can represent the model mis-specification cases (deviating from our data generating model), which advocates the robustness of our method. For classification tree, we present its tree output for one simulated data in each of the three scenarios in Figure S1 of the Web Supplementary File. In those figures, with each child node treated as a subgroup, the tree method tends to overestimate the number of subgroups when the subgroup classification rule is complex (Scenario 2 and 3). This observation is not surprising because trees are designed mainly for prediction, rather than learning the subgroup structure.

5. Real data analysis

A multi-center validation study sponsored by the Early Detection Research Network (EDRN) has been conducted for early detection of prostate cancer. This large-scale study aims to evaluate clinical utility of a urine-based biomarker, prostate cancer antigen 3 (PCA3), for assessment of prostate cancer risk. From December 2009 to June 2011, this validation trial enrolled 928 men who received a prostate biopsy for some standard indications. Among all, 859 men are evaluable with available baseline demographic and clinical characteristics, 47.8% of whom were diagnosed with prostate cancer. In addition, measurements of several known important biomarkers for prostate cancer, such as Prostate-Specific Antigen (PSA), PCA3, T2-ERG gene fusion, and a composite marker–Prostate Cancer Prevention Trial
(PCPT) prostate cancer risk calculator, are also available on these subjects. Prostate cancer heterogeneity is well known, e.g., T2-ERG gene fusion is found in about 50% of prostate cancer patients. Our interest is to incorporate patient heterogeneity in classifier construction based on biomarkers, for the goal of improving early diagnosis of prostate cancer. Due to data sharing confidentiality, in our analysis, we first implemented a small perturbation of the original data, and then performed all the analysis based on the perturbed data set. Demonstration of applicability of our method can still be achieved with this practice.

First, we would like to see if empirically heterogeneity is observable in the association between biomarkers and prostate cancer status. We consider a t-distributed Stochastic Neighbor Embedding (t-SNE), which is a widely used visualization and dimension reduction method proposed by Maaten and Hinton (2008). Unlike classical principal component analysis (PCA), t-SNE is capable of embedding the high dimensional data points into a low dimensional space via a nonlinear transformation, and works quite well for many biological and medical studies. Figure 1 (a) is a scatter plot originated from all four biomarkers and cancer diagnosis. In the projected two-dimensional space (derived from the original four biomarkers) where the x-axis and y-axis represent the first two leading directions, we obtain a clear visualization of three groups corresponding to low, high, and medium cancer risks. Such heterogeneity can be easily ignored by commonly used statistical models, including logistic regression.

From an alternative angle, we conduct K-means clustering using these four biomarkers, which results in three patient subgroups. We use PCPT as an example, and respectively plot its distributions in normal and cancer groups across all the subgroups for comparison in Figure 2. Despite the insufficient samples from one subgroup, it is observed (from the top row) that the distributions of PCPT in both normal and cancer groups behave distinctively among subgroups. The multi-mode pattern in the leftmost subgroup suggests an inconsistent association with disease when compared to the one on the rightmost. The similar observation
is also made for the other three biomarkers. Moreover, the imbalanced subgroup results from K-means can be easily observed from the middle figure.

[Figure 1 about here.]

[Figure 2 about here.]

These empirical exploration indicates existence of nontrivial heterogeneity in terms of association between biomarkers and prostate cancer risk. Classical statistical models are likely incapable of handling such data complexity, and potentially result in misleading scientific conclusions. To address the heterogeneity issue, we implement the proposed method that was described in the previous section. Specifically, we consider a mixture of logistic regression models and perform a sequential hypothesis testing procedure on the number of subgroups, \( H_0 : m_0 = m \) versus \( H_a : m_0 = 2m \), to test the existence of subgroups \( m = 1 \) and identify the optimal number of subgroups if \( m > 1 \). It starts from \( m = 1 \) and continues to increase by 1 until the null hypothesis at the current value of \( m \) cannot be rejected. Table 2 shows the p-values of the sequential tests up to \( m = 3 \), at which the test cannot be rejected. For each test, we show the result based on different numbers of iterations \( (K = 1, 2, 3) \). The similar results obtained among different values of \( K \) indicate that the test is quite robust to the number of iterations and a small number of \( K \) is typically sufficient. From the sequential testing procedure, we declare that the data set most likely contains three subgroups in terms of association between biomarkers and cancer occurrence. We notice that cancer occurrence rates of .186, .548, and .668, respectively obtained for the three estimated subgroups, actually coincide with the pattern shown in Figure 1(a). We also compare the distributions of the biomarker \( PCPT \) in three subgroups identified by K-means in the upper panels of Figure 2 to those identified by the proposed EM-test in the lower panels of the same Figure. It is clear that directly associating the response with covariates to identify patient subgroups in
the proposed method results in more meaningful disease-related subgroup construction than K-mean clustering of mere covariates.

Moreover, Figure 1(b) displays a radar plot of the data over the three subgroups. A radar plot is typically used to present multivariate data in a two-dimensional format. Herein, each vertex of the polygon represents one covariate where the length of edge measures the mean value corresponding to the three subgroups. The colors indicate different subgroups. Clearly, the discrepancy of the biomarker expression and cancer occurrence rate over the three subgroups is manifested. It is notable that T2-ERG has the largest value in the low risk group among all the three groups, while PCA3 has the smallest value compared to all the other three biomarkers in the high risk group. These interesting findings can be easily neglected by those commonly used statistical methods.

[Table 2 about here.]

Furthermore, we are interested in examining the performance of clinical response prediction (cancer status). We compare our method to several other competitors—logistic regression, decision tree, random forest, random grouping, and K-means. The method of “grouping & logistic regression” is to separately fit logistic regression models to identified subgroups by a grouping method. We use the performance assessment metrics of accuracy ($\frac{\text{true positives}+\text{true negatives}}{\text{total population}}$), precision ($\frac{\text{true positives}}{\text{true positives}+\text{false positives}}$), recall ($\frac{\text{true positives}}{\text{true positives}+\text{false negatives}}$), F1 score ($\frac{2\cdot\text{precision}\cdot\text{recall}}{\text{precision}+\text{recall}}$), and AUC of the ROC curve to make comparisons among all the methods. Table 3 summarizes five-fold cross validation results. It is clear that our approach outperforms all the other methods comprehensively. When comparing between the grouping-based approaches, K-means grouping performs slightly better than random grouping. Note that the naive K-means grouping coupled with logistic regression already provides some advantage over direct logistic regression in terms of precision and recall, which also suggests that the heterogeneity nature of the data should be taken into account.
At last, we show the parameter estimation results of our approach and logistic regression, respectively, in Table 4. The parameter estimates of the four biomarkers in the three subgroups identified by our method are separately shown in the three columns to the left, while those obtained by logistic regression are displayed in the rightmost column. An intriguing finding is that the low risk group (group 3) displays similar parameter estimates as those of logistic regression, from which the patterns in groups 1 and 2 are very different. Particularly, high risk and low risk groups are the most different in terms of all the parameter estimates. On the other hand, PSA and PCPT act as the main contributors to separate high risk group from composite group. Failure of logistic regression in capturing the distinctive structure hidden in subgroups 1 and 2 leads to the inferior performance manifested in Table 3. Again, the result suggests that, without taking into account patient heterogeneity, classical statistical models may underestimate complexity of the data and potentially result in misleading findings.

6. Discussion

In this paper, we propose a EM-based test on existence and the number of subgroups in a generalized linear regression framework with multiple covariates. We also establish the asymptotic distribution result of the test statistic under the null hypothesis. Note that existing methods mainly focus on mean-only-based subgroup tests without accounting for any covariates. This development intends to address the well-recognized issue of disease heterogeneity using biomarker profiles and other important clinical factors in a broad biomedical applications. As demonstrated by the biomarker-based validation study for early detection of prostate cancer in the paper, the proposed method can potentially have meaningful clinical
implications, including the promise of improving accuracy of disease diagnosis by accounting for patient non-homogeneity.

In the proposed EM test framework, the choice of penalty function $p(\cdot)$ plays an important role since it controls the level of over-fitting under the alternative hypothesis. In our numerical studies, we use the same penalty function with the one in [Li and Chen (2010)] for convenience, although [Li and Chen (2010)] did not consider the covariates. It is of interest to design a new penalty function that incorporates the covariate information in a future work.
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Figure 1. (a) t-SNE visualization of covariates over three groups; and (b) Radar plot of the four biomarkers and cancer occurrence rates over three patient subgroups.
Figure 2. Distribution plots of PCPT over diagnosis groups (normal / prostate cancer) and subgroups. Those subgroups are obtained from K-means (top) and the proposed approach (bottom).
Table 1

Type-I errors and power for various sample sizes and nominal levels based on 5000 simulations for mixture-of-normal example.

| n   | \( m_0 = 1 \) |   | \( m_0 = 2 \) |   | \( m_0 = 3 \) |
|-----|----------------|---|----------------|---|----------------|
|     | \( \alpha = .01 \) | \( \alpha = .05 \) | \( \alpha = .01 \) | \( \alpha = .05 \) | \( \alpha = .01 \) | \( \alpha = .05 \) |
| 500 | .009 | .061 | .012 | .057 | .010 | .044 |
| 1000| .011 | .054 | .012 | .065 | .009 | .047 |
| 1500| .011 | .055 | .011 | .058 | .011 | .046 |

Power (nominal level = .05)

| n   | \( m_0 = 1 \) |   | \( m_0 = 2 \) |   | \( m_0 = 3 \) |
|-----|----------------|---|----------------|---|----------------|
|     | weak | strong | weak | strong | weak | strong |
| 500 | .928 | .999 | .407 | 1.000 | .277 | 1.000 |
| 1000| .980 | .995 | .638 | .998 | .474 | 1.000 |
| 1500| .990 | .999 | .797 | 1.000 | .572 | 1.000 |
Table 2

*P values of the proposed test results (C=.8) in the prostate cancer study.*

| Test    | Iteration 1 | Iteration 2 | Iteration 3 |
|---------|-------------|-------------|-------------|
| 1 vs 2  | .029        | .029        | .029        |
| 2 vs 4  | .023        | .022        | .021        |
| 3 vs 6  | .099        | .099        | .099        |
Table 3
Five fold cross validation results comparing between the proposed approach and competitors

| Method                          | Accuracy | Precision | Recall | F1 Score | AUC  |
|---------------------------------|----------|-----------|--------|----------|------|
| Our Approach                    | .989     | .977      | 1.000  | .988     | .995 |
| Logistic Regression             | .728     | .687      | .883   | .771     | .834 |
| Decision Tree                   | .707     | .720      | .725   | .720     | NA   |
| Random Forest                   | .708     | .723      | .712   | .716     | NA   |
| Random Grouping & Logit Regression | .685 | .666      | .872   | .752     | .795 |
| K-means Grouping & Logit Regression | .711 | .690      | .891   | .777     | .810 |
## Table 4

*Estimates of coefficients from the proposed approach and logistic regression*

| Covariate | Our approach | Logistic regression |
|-----------|--------------|---------------------|
|           | Group 1 (High risk) | Group 2 (Composite) | Group 3 (Low risk) |
| PCA3      | -.057        | -.171               | 1.762               | 1.106               |
| PSA       | .627         | -.083               | -.199               | -.094               |
| T2-ERG    | .747         | .573                | 2.492               | 2.582               |
| PCPT      | -.304        | .819                | .994                | .799                |