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ABSTRACT

Large catalogues are ubiquitous throughout astronomy, but most scientific analyses are carried out on smaller samples selected from these catalogues by chosen cuts on catalogued quantities. The selection function of that scientific sample - the probability that a star in the catalogue will satisfy these cuts and so make it into the sample - is thus unique to each scientific analysis. We have created a general framework that can flexibly estimate the selection function of a sample drawn from a catalogue in terms of position, magnitude and colour. Our method is unique in using the binomial likelihood and accounting for correlations in the selection function across position, magnitude and colour using Gaussian processes and spherical harmonics. We have created a new open-source Python package \textsc{selectionfunction_toolbox} that implements this framework and used it to make three different estimates of the APOGEE DR16 red giant sample selection function, as a subset of 2MASS, with each estimate using an increasing amount of technical knowledge of the APOGEE targeting. In a companion paper we applied our methodology to derive estimates of the astrometric and spectroscopic selection functions of \textit{Gaia} EDR3. Our framework will make it trivial for astrophysicists to estimate the selection function that they should be using with the custom sample of stars that they have chosen to answer their scientific question.
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1 INTRODUCTION

Much of astrophysics is predicated on testing the predictions of physical theories against a sample of objects drawn from an astronomical catalogue. However, we can only trust these tests if we understand the completeness of our sample. We cannot use a sample to test for the existence of blue horizontal branch stars if blue horizontal branch stars in the catalogue would not have made it into our sample. Neither can we measure the fall off in stellar density away from the Galactic plane, unless we know what portion of the apparent decline is attributable to the incompleteness of our catalogues at faint magnitudes.

The completeness of a sample can be captured in the selection function, which for a star (real or counterfactual) with given observed properties $y$ (often position on the sky, magnitude, and colour) returns the probability that a star in the catalogue would have been included in the sample. The selection function can be strictly one or zero (deterministic cuts that stars either pass or fail) or it can take any value in the unit interval (non-deterministic cuts that stars have some probability of passing). Deducing the true selection function of a sample is impractical because it requires precise knowledge of every detail of the catalogue construction, such as the decisions made in target selection, the individual fields observed, and even knowledge of the seeing throughout the night. Instead, the selection function can be approximated by modelling the catalogue construction (Boubert et al. 2020; Boubert & Everall 2020; Boubert et al. 2021; Everall et al. 2021) or by comparing to a full catalogue where one is available. A recent exposition on the difficulties of approximating selection functions was given by Rix et al. (2021).

Comparison with a full catalogue has previously almost always been performed by taking the ratio of source counts between the sample and catalogue in spatial, apparent magnitude and colour bins (Das & Binney 2016; Das et al. 2016; Nandakumar et al. 2017; Wojno et al. 2017; Chen et al. 2018). The only significant differences between previous approaches is the choice of binning scheme applied. Choosing the right sizes of the bins when using a ratio of counts is important. If the bins are too large then the inferred selection function will be too coarse to capture changes in the true selection function on small scales. If the bins are made too small then bins may contain too few stars for the ratio of counts to be an accurate estimate of the selection function. For spatial bins, a popular choice is to use the field pointings employed by the survey or some form of adaptive mesh refinement (Rybizki et al. 2021). Colour-apparent magnitude bins may be on a regular grid, have
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data driven boundaries (Mints & Hekker 2019; Bowy et al. 2012) or be set by the nominal survey observing strategy (Bowy et al. 2014; Stonkutė et al. 2016; Mackereth & Bovy 2020). Everall & Das (2020) avoid the over-simplistic count ratio estimation instead using Poisson statistics to forward model the selection function with a smooth Gaussian Mixture Model in colour-apparent magnitude space which avoids binning the data.

Selection functions can usually be split into a known component which is well defined by a survey’s documentation (for instance, whether the star lies within one of the fields of a spectroscopic survey) and an unknown component that cannot practically be quantified from the survey’s documentation (for instance, the probability that the weather prevented observations of a particular field). In this work we present a general solution to the problem of estimating the unknown component of the selection function of a sample drawn from a catalogue in terms of position, magnitude and colour. Unlike all previous approaches, we use the information that the sample was selected according to some cuts in the survey’s documentation (for instance, the probability that a star that entered the catalogue would have satisfied the set of selection pair cuts \( S = \{(F, C)\} \), or, in mathematical form,

\[
S(y) = \prod_{(F,C) \in S} H(C - F(y)),
\]

where \( H(x) \) is the Heaviside step function which returns one for positive arguments and zero for negative arguments. Each element of \( S \) specifies a cut used to generate the sample. \( S(y) \) is by definition either zero or unity, implying that if we know the catalogued quantities of a star and the cuts \( S \) then we can say with certainty whether that star is in the sample.

We note the difference between the catalogued quantities \( y \) and the true physical quantities \( x \) of an object. Due to the inevitability of measurement error, the catalogued quantities are always probabilistic transformations of the physical quantities, a relationship which can be captured through a function \( P(y|x) \) that gives the probability of \( y \) given \( x \). For instance, while the right ascension might appear in both \( x \) and \( y \), the latter is always a noisy measurement of the former. If we wish to know the selection function in terms of the physical quantities, then we must perform the integral,

\[
S(x) = \int S(y) P(y|x) dy.
\]

### 2 METHODOLOGY

In this section we lay out our flexible methodology for estimating the selection function of a sample drawn from a catalogue, i.e. what is the probability that a star that entered the catalogue would also enter the sample? A catalogue is a list of objects and their properties \( y \), while a science sample is a subset drawn from that catalogue. A reader new to this topic should skip to the application of our method to the APOGEE red giant selection function in Sec. 4, before returning to our highly technical methodology.

#### 2.1 Selection function of a sample drawn from a catalogue

Suppose we have a science sample of objects drawn from a known catalogue, which were selected according to some cuts \( F(y) < C \) on functions \( F \) of the catalogued quantities \( y \) of each object where \( C \) is a constant which specifies the location of the cut. Examples of such cuts in the form of pairs \((F, C)\) include:

- **Photometric cuts**: We can select stars brighter than eighteenth magnitude with \((G, 18)\), or blue stars with \((G_R - G_P, 0)\).
- **Spatial cuts**: We can select stars within 10° of the LMC with \((d_{LMC}(\alpha, \delta), 10°)\), where \(d_{LMC}(\alpha, \delta)\) computes the great circle distance of a star from the LMC.
- **Measurement cuts**: We can select stars with a parallax error less than 5 mas with \((\pi_{\text{err}}, 5 \text{ mas})\), or a proper motion signal-to-noise ratio greater than five with \((\mu/\sigma_\mu, -5)\).
- **Thinning cuts**: We can select a random 10% of the catalogue with \((R, 0, 1)\), where \(R(y)\) is a pseudo-random number generator that uses the catalogued properties as a seed to generate a number between 0 and 1.

All ways of selecting subsets of a known catalogue can be written in this form, although the function \( F(y) \) may in practise be complicated.

The selection function \( S(y) \) returns the probability that a star with catalogued quantities \( y \) would have satisfied the set of selection cut pairs \( S = \{(F, C)\} \) or, in mathematical form,

\[
S(y) = \prod_{(F,C) \in S} H(C - F(y)),
\]

where \( H(x) \) is the Heaviside step function which returns one for positive arguments and zero for negative arguments. Each element of \( S \) specifies a cut used to generate the sample. \( S(y) \) is by definition either zero or unity, implying that if we know the catalogued quantities of a star and the cuts \( S \) then we can say with certainty whether that star is in the sample.

We note the difference between the catalogued quantities \( y \) and the true physical quantities \( x \) of an object. Due to the inevitability of measurement error, the catalogued quantities are always probabilistic transformations of the physical quantities, a relationship which can be captured through a function \( P(y|x) \) that gives the probability of \( y \) given \( x \). For instance, while the right ascension might appear in both \( x \) and \( y \), the latter is always a noisy measurement of the former. If we wish to know the selection function in terms of the physical quantities, then we must perform the integral,

\[
S(x) = \int S(y) P(y|x) dy.
\]

#### 2.2 The known and unknown parts of the selection function

We will generally not want a complicated selection function that depends on all of the catalogued quantities, because if we wish to predict whether a counterfactual star would have made it into our sample then we need to be able to predict each of the catalogued quantities. For instance, if one of the selection cuts requires that a star has a parallax signal-to-noise ratio greater than five, then we need to be able to predict the parallax measurement uncertainty for a counterfactual source. We instead choose a subset \( \hat{y} \) of the catalogued quantities from which we derive an approximate selection function \( \hat{S}(\hat{y}) \).

Suppose we could predict the other catalogued quantities \( \hat{y} \) through a function \( P(\hat{y}|\hat{y}) \) that gives the probability of \( \hat{y} \) given \( \hat{y} \). Suppose also that we partition the selection cuts into two sets: \( S_{\hat{y}} \) (those that only depend on \( \hat{y} \)) and \( S_{\hat{y}} \) (those that depend on at least one quantity in \( \hat{y} \) but may also depend on \( \hat{y} \)). The selection function
can then be approximated by marginalising over the quantities \( \hat{y} \).

\[
S(\hat{y}) = \prod_{(F, C) \in S_S} \int d\hat{P}(\hat{y}) \prod_{(G, D) \in S_D} H(D - G(\hat{y})).
\]

\( S_{\text{known}}(\hat{y}) \) refer to cuts \( G(\hat{y}) < D \) that depend on at least one quantity in \( \hat{y} \).

Eq. 3 can be split into two parts. \( S_{\text{known}} \) is composed of cuts that solely depend on \( \hat{y} \) and which we have perfect knowledge of. Given a star in the catalogue we can say with perfect accuracy whether that star satisfies these cuts. We call the subset of stars in the catalogue that satisfy these cuts the \textit{intermediate sample}. \( S_{\text{unknown}} \) is the expected selection due to the remaining cuts after marginalising over quantities not in \( \hat{y} \). It is likely that we do not understand the catalogue construction sufficiently well enough to know either \( P(\hat{y}) \) nor all of the cuts that were applied, and so must instead find an approximation to \( S_{\text{unknown}} \). The objective of this paper is to provide a general methodology for approximating \( S_{\text{unknown}} \) given the stars in the intermediate and science samples.

We choose to model \( S_{\text{unknown}}(\hat{y}) \) solely in terms of the position, apparent magnitude and colour of the object. We simplify the modelling of the unknown selection function by assuming that it is piecewise-constant in each of these quantities, i.e. that the unknown selection function is constant within bins in position, magnitude and colour. We assume that there are functions \( p(\hat{y}), m(\hat{y}) \) and \( c(\hat{y}) \) that map the physical quantities of a star to position \( p \), magnitude \( m \) and colour \( c \) bin indices. To re-iterate, the final selection function will be the product of two functions:

1. \( S_{\text{known}}(\hat{y}) \) that incorporates any cuts on quantities \( \hat{y} \) that can be predicted for counterfactual sources and is strictly zero or one,
2. \( S_{\text{unknown}}(p(\hat{y}), m(\hat{y}), c(\hat{y})) \) that solely depends on quantities \( \hat{y} \) through the position, magnitude and colour bin indices.

### 2.3 Binomial likelihood using selection probability

For each star in the science and intermediate samples we compute the tuple of bin indices \((p, m, c) = (p(\hat{y}), m(\hat{y}), c(\hat{y}))\), where \( \hat{y} \) are the catalogued properties of the star that allow us to compute the bin indices. Stars with the same tuple are indistinguishable for our method and so we can summarise their distribution through the quantities \( k_{\text{pmc}} \) and \( n_{\text{pmc}} \), which are the number of stars in each \((p, m, c)\) bin in the science and intermediate samples.

If we know the probability \( q \) of a star in the intermediate sample in one particular bin\(^1\), defined by \((p,m,c)\), making it into the sample, then the binomial probability mass function tells us the probability that \( k \) out of the \( n \) stars in that bin make it into the sample:

\[
\text{Binomial}(k|n, q) = \binom{n}{k} q^k (1 - q)^{n-k}.
\]

We will use the binomial probability distribution as our likelihood function \( L(q|k, n) = \text{Binomial}(k|n, q) \) when modelling \( q \). We note that \( q \) is a probability on the unit interval, while most statistical machinery operates on quantities with the domain \((-\infty, +\infty)\). We avoid this issue by instead modelling the log-odds \( x \):

\[
x = \log \left( \frac{q}{1 - q} \right) \Leftrightarrow q = \frac{1}{1 + e^{-x}}.
\]

The log-likelihood is then, dropping constants and terms that only depend on \( n \) and \( k \),

\[
\log L(x|k, n) = \left( k - \frac{n}{2} \right) x - n \log \cosh \left( \frac{x}{2} \right),
\]

and the derivative is

\[
\frac{d \log L}{dx} = \left( k - \frac{n}{2} \right) - \frac{n}{2} \tanh \left( \frac{x}{2} \right).
\]

In Appendix A we give expressions for these two equations that are computationally efficient and avoid the risk of overflow.

In the next section we will develop a model that expresses each \( x_{\text{pmc}} \) as a function of parameters \( z \) (the definition of the parameters \( z \) and their functional relationship with \( x_{\text{pmc}} \) is deferred to that section) with those parameters being common across all bins and the functions being specific to each bin. It is the sharing of these parameters that causes our final estimated selection function to be correlated in position, magnitude and colour. The total log-likelihood of the parameters \( z \) is given by summing the log-likelihoods in each bin,

\[
\log L_{\text{total}}(z) = \sum_{p, m, c} \log L(x_{\text{pmc}}(z)|k_{\text{pmc}}, n_{\text{pmc}}).
\]

We can optimise those parameters to maximise the inferred log-posterior (after assuming some prior on them) and thus obtain a best-estimate of the selection function.

For verification purposes, we can obtain an analytic estimate of the unknown selection function under the assumption that the selection probability \( q_{\text{pmc}} \) does not depend on bin properties and is drawn from a Beta(\( \alpha, \beta \)) prior. The Beta probability density function is

\[
\text{Beta}(x|\alpha, \beta) = \frac{x^{\alpha-1} (1 - x)^{\beta-1}}{\Gamma(\alpha) \Gamma(\beta)},
\]

defined for \( x \) in the unit interval, where \( \alpha > 0 \) and \( \beta > 0 \) are parameters that determine the shape, and \( \Gamma(y) \) is the Gamma function that generalises the factorial to real numbers. If our prior on \( q_{\text{pmc}} \) is Beta(\( \alpha, \beta \)) then our posterior after observing that \( k_{\text{pmc}} \) of the stars in the catalogue of \( n_{\text{pmc}} \) stars are in the subset will be Beta(\( \alpha + k_{\text{pmc}}, \beta + n_{\text{pmc}} - k_{\text{pmc}} \)) (see Paper II for an exposition).

The mean of this posterior,

\[
\frac{\alpha + k_{\text{pmc}}}{\alpha + \beta + n_{\text{pmc}}},
\]

then gives a convenient estimate of the selection probability. If we adopt a uniform prior on \( q_{\text{pmc}} \) (\( \alpha = \beta = 1 \)), then this reduces to \((1 + k_{\text{pmc}})/(2 + n_{\text{pmc}})\).

Virtually all previous selection functions evaluated for samples have simply quoted \( k_{\text{pmc}}/n_{\text{pmc}} \) as the selection probability in the given bin (e.g. Bovy et al. 2012; Stonkutė et al. 2016; Wojno et al. 2017; Chen et al. 2018; Mints & Hekker 2019; Rybizki et al. 2021). \( k_{\text{pmc}}/n_{\text{pmc}} \) is actually the mode of the posterior. For large \( n_{\text{pmc}} \), this will approximately equate to the mean, however, for small \( n_{\text{pmc}} \), they can take very different values. In the most extreme case, for bins with \( n_{\text{pmc}} = 0 \) the mode becomes undefined which is understandable as the uniform prior has no mode.

By evaluating our model with the binomial likelihood function, our method is capable of estimating the same likelihood functions as all previous works listed above but correctly providing the expected value rather than the mode. Furthermore, we can fit far more general models in terms of position on the sky, apparent magnitude and colour as we’ll demonstrate throughout the remainder of the paper.
3 MODEL OF THE LOG-SELECTION ODDS

We assume the log-odds that a star in the catalogue lying in position bin \( p \), magnitude bin \( m \) and colour bin \( c \) is selected into the subset is a linear model,

\[
x_p = \mu_{pmc} + \sum_{i,j,k} B_{pmcijk} z_{ijk},
\]

where the \( z_{ijk} \) are an arbitrary number of hidden variables for which we assume a \( \mathcal{N}(0,1) \) prior. \( B_{pmcijk} \) is the six-dimensional tensor that causes the selection log-odds to be correlated between \((p,m,c)\) bins, and \( \mu_{pmc} \) is a three-dimensional tensor that gives an initial guess of the selection log-odds in each bin. The indices \( i, j \) and \( k \) are free to run over whichever values we wish. We stress that the indices \( i, j, k \) are random variables whose values we determine by maximum posterior estimation with the binomial likelihood previously described, whilst \( \mu_{pmc} \) and \( B_{pmcijk} \) are constants we must choose in advance. We simplify our space of choices by assuming that the tensor \( B_{pmcijk} \) is separable,

\[
B_{pmcijk} = P_i M_{jm} C_{ek}.
\]

In the remainder of this section we will outline choices for these three tensors that lead to useful models of the selection log-odds.

3.1 Position only

Suppose we only want to model the position dependency of the selection function \( x_p \), which is equivalent to summing over the magnitude \( m \) and colour \( c \) indices and collapsing the corresponding hidden variable indices \( j = k = 1 \). The star counts reduce to \( k_p = \sum_{m,c} k_{pmc} \) and \( n_p = \sum_{m,c} n_{pmc} \), the contribution of the magnitude and colour tensors reduces to a single number \( \sigma \), and the mean must be at most one dimensional \( \mu_p \).

\[
x_p = \mu_p + \sigma \sum_i P_i z_i.
\]

We have placed no requirement on how the position indices were computed from the stellar positions: they could refer to pixels of a pixelisation scheme that covers the sky, or to fields of an astronomical survey that overlap, or even to membership of different star clusters. There are several useful choices for the tensor \( P \).

3.1.1 Trivial

The trivial choice is to assume that the \( x_p \) are independent, which can be done by letting the indices \( i \) run over the same values as \( p \) and choosing \( P_{pi} = \tau_p \delta_{ip} \) (which equals \( \tau_p \) if \( p = i \), zero otherwise). This causes the selection log-odds in each position bin to be independently and normally distributed, \( x_p \sim \mathcal{N}(\mu_p, \sigma \tau_p) \), with the values \( \mu_p \), \( \sigma \) and \( \tau_p \) being free parameters. This trivial choice should be used when there is no expectation that the selection function between position bins is correlated, which will usually be the case if the position bins represent disjoint fields or star clusters.

3.1.2 Spherical harmonic

If the position bins have a meaningful average coordinate on the sky \((\theta_p, \varphi_p)\), then spherical harmonics - as the standard orthonormal basis on the sphere - are the obvious choice to define the tensor.

The spherical harmonics are usually defined in terms of two indices \((\ell, m)\) rather than one, altering the expression for \( x_p \),

\[
x_p = \mu_p + \sigma \sum_{\ell,m} \sum_{\ell=0}^{\ell_{\text{max}}} P_{\ell m} c_{\ell m},
\]

although we note that the two indices can be stacked to instead run over one index. Similarly, the hidden variables satisfy \( z_{\ell m} \sim \mathcal{N}(0,1) \). The tensor is defined by \( P_{\ell m} = \tau_{\ell m} Y_{\ell m}(\theta_p, \varphi_p) \) using the real spherical harmonics, which are orthonormalised from the standard complex spherical harmonics \( Y_{\ell m} \) through

\[
Y_{\ell m} = \frac{1}{\sqrt{2}} \begin{cases} 
\sqrt{2} Y_{\ell m}^0 & \text{if } m < 0 \\
Y_{\ell m}^+ & \text{if } m = 0 \\
\sqrt{2} Y_{\ell m}^- & \text{if } m > 0.
\end{cases}
\]

The complex spherical harmonics are themselves defined by

\[
Y_{\ell m}^m(\theta, \varphi) = \sqrt{\frac{2m+1}{4\pi} \frac{(m-|m|)!}{(m+|m|)!}} e^{im\varphi} P_{\ell m}^m(\cos \theta),
\]

where \( P_{\ell m}^m(x) \) is the associated Legendre polynomial. The parameters \( \tau_{\ell m} \) scale the hidden variables \( z_{\ell m} \), allowing us to, for instance, prevent the model from over-fitting small angular features by having \( \tau_{\ell m} \) decay with increasing \( \ell \). The \( \tau_{\ell m} \) could alternatively be given values that capture the expected amount of structure in the selection function at different angular scales. For instance, if we have an angular power spectrum \( C_\ell \) then we could choose \( \tau_{\ell m} = \sqrt{C_\ell} \), which we justify in Appendix B. However, in practise, we find that setting \( \tau_{\ell m} = 1 \) gives adequate performance. The natural choice for the means \( \mu_p \) is to set them equal to zero, unless there is prior information supporting a different mean for specific pixels. During optimisation the coefficient \( \tau_0 \) of the spherical harmonic mode that is equal-valued across the sky will adjust the mean across the entire sky.

The spherical harmonic basis only requires that the position bins have a meaningful average coordinate, and so could be used with disjoint fields. However, a common use case will have the entire sky be tiled by position bins, thus requiring Eq. 14 to be evaluated a large number of times with a computational cost that is \( O(\ell_{\text{max}}^2 N_p) \), where \( N_p \) is the number of position bins. We can minimise that computational cost if we use the HEALPix (Gorski et al. 2005) pixelisation scheme, which was designed with spherical harmonic calculations in mind. The HEALPix schemes places pixel centres equidistantly along isodistance rings and Reinecke (2011) showed how this structure can be exploited to reduce the computational complexity to \( O(\ell_{\text{max}}^2) \). It is generally the case that \( \ell_{\text{max}} \approx N_p \) making this a significant saving.

The weakness of the spherical harmonic model is that the modes are not localised on the sky, and thus a change to the coefficient multiplying just one of the modes changes the selection function everywhere. If there is a localised region where the selection significantly deviates from the mean and is well-populated by the intermediate sample (for instance, if all the stars in a globular cluster did not make it into the sample) then the model will need to use a large number of high-order modes to both capture the local deviation and to cancel out the effect of those modes elsewhere. If \( \ell_{\text{max}} \) is set too low then the cancellation will not be exact, with the

\[1\]In Sec. 3.1 \( m \) will be used as a label for spherical harmonic modes, while in the rest of this paper it labels the magnitude bins.
large number of stars in the local deviation leaving residual ‘ripples’ that cause the selection function to be poorly reproduced in nearby parts of the sky.

3.1.3 Needlets

Needlets, sometimes called spherical wavelets, are an alternative to spherical harmonics that are localised on the sphere. They are defined in terms of the spherical harmonics,

\[ \psi_{jk}(\theta, \varphi) = \sqrt{\frac{4\pi}{\ell!}} \sum_{m=-\ell}^{\ell} b_{\ell m}(j) Y_{\ell m}^*(\theta, \varphi) Y_{\ell m}(\theta, \varphi), \]

(17)

where the \((\theta_{jk}, \varphi_{jk})\) are the pixel centres of order \(j\) HEALPix grids, \(A_{jk} = 4\pi/N_j\) is the area taken up by one of the \(N_j\) pixels in those grids, and \(b_{\ell m}(j)\) is a window function that weights the contribution of each spherical harmonic to the needlets at order \(j\). The spherical harmonic addition formula allows us to simplify this expression,

\[ \psi_{jk}(\theta, \varphi) = \sqrt{\frac{4\pi}{\ell!}} \sum_{m=-\ell}^{\ell} b_{\ell m}(j) 2\ell + 1 \frac{\ell}{4\pi} P_{\ell} \cos(\phi_{jk}(\theta, \varphi)), \]

(18)

allowing us to compute the needlets directly using the standard Legendre polynomials \(P_{\ell}(\cos \theta)\), where \(\phi_{jk}(\theta, \varphi)\) is the angular great circle distance between \((\theta, \varphi)\) and \((\theta_{jk}, \varphi_{jk})\).

There are a number of common choices for the window function \(b_{\ell m}(j)\), however the obvious choice for modelling selection functions is that suggested by Geller & Mayeli (2010) and popularised in astrophysics by Scodeller et al. (2011):

\[ b_{\ell m}(j|B, \nu) = \left( \frac{B}{\ell!} \right)^{2\nu} e^{-\frac{\ell^2}{2\nu}}, \]

(19)

where \(B, \nu > 1\) parameterise a family of possible window functions. Needlets defined by these window functions have extremely good localisation on the sphere - at fixed angular distance \(\phi\) their tails decay like \(\exp(-B^2\phi^2/4)\) with increasing \(j\). Needlets with this window function are termed ‘Chi-square’ needlets in the literature, however we prefer to term them ‘Chi-square’ needlets, because the weighting function resembles the probability density function of a Chi-square random variable with \(\nu\) degrees of freedom.

The expression for \(x_p\) in terms of the needlets is

\[ x_p = \mu_p + \sigma \sum_{j=0}^{j_{\text{max}}} \sum_{k=0}^{N_j} P_{jk} z_{jk}, \]

(20)

with \(P_{jk} = \tau_{jk} \psi_{jk}(\theta_p, \varphi_p)\). The parameters \(\tau_{jk}\) serve a similar purpose to the \(\tau_{jm}\) variables in the spherical harmonic case, allowing us to constrain the freedom of the model at different angular scales. This expression can be computationally expensive to evaluate when the position bins are themselves on a HEALPix grid - for instance, if the position bins are on an order 7 HEALPix grid and \(j_{\text{max}} = 6\), then \(P_{jk}\) will have 12,884,115,456 elements. Fortunately, almost all of these elements are zero due to the excellent localisation properties of Chi-square needlets, and we can save on

\[ 3 \text{ In Sec. 3.1 } j \text{ and } k \text{ will be used as labels for spherical needlet modes, while in the rest of this paper they label the magnitude and colour hidden variables.} \]
of the large family of kernels commonly in use may find Chapter 4
of Rasmussen & Williams (2006) enlightening.

We can apply this same logic to infer that the colour tensor
should be the Cholesky decomposition of a covariance matrix de-
"erved from a Gaussian Process kernel evaluated at the colour
bin centres. A model of the selection log-odds over magnitude and
colour only would have the form

\[ x_{p/mc} = \mu_{p/mc} + \sigma \sum_{j,k} M_{mj} C_{ck} z_{ijk}. \]  

(22)

Note that this is identically equivalent to a two-dimensional Gaus-
sian Process where the common assumption has been made
that the covariance across the two dimensions is separable. We
illustrate one random draw from a two-dimensional Gaussian Process in
the top panel of Fig. 2, where in the magnitude dimension we have
used a Squared Exponential kernel with a variance of one and a
lengthscale of five, while in the colour dimension we have used a
Rational Quadratic kernel with a variance of one, a lengthscale
of ten and a power law of one. The bottom panel of Fig. 2 shows
the selection function obtained when we compute \( 1/(1 + e^{-x_{p/mc}}) \).

3.3 Position, magnitude and colour

Combining all of the ingredients above, we arrive at a highly general
linear model for a selection function across position, magnitude and
colour. We assume that the selection log-odds are a linear sum of
independent Normal random variables \( z_{ijk} \sim \text{Normal}(0, 1) \),

\[ x_{p/mc} = \mu_{p/mc} + \sum_{i,j,k} P_{pi} M_{mj} C_{ck} z_{ijk}, \]  

(23)

where the position tensor is given by either the trivial, spherical har-
monic or spherical needlet basis for functions on the sphere, and
the magnitude and colour tensor are the Cholesky decomposition of a
covariance matrix derived from Gaussian Process kernels evaluated
at the magnitude and colour bin centres.

4 SELECTION FUNCTION TOOLBOX

We have implemented the model described above in a new open-
source Python package \textsc{selectionfunctiontoolbox}4. There are
three main tools in our toolbox which each use a different set of
models to model the dependence of the selection function on a star’s
position: the \textit{wrench} (positions are trivially independent - see 3.1.1
- colour-magnitude selection functions need to be ‘bolted’ together
to form an all-sky selection function), the \textit{hammer} (spherical har-
monics - see 3.1.2 - each mode causes ringing around the entire
sphere), and the \textit{chisel} (spherical needlets - see 3.1.3 - modes are
spatially-localised and so the model can make localised changes by
altering a single parameter).

Each model in \textsc{selectionfunctiontoolbox} is written in the stan
probabilistic programming language (Carpenter et al. 2017)
accessed through the \textsc{cmdstanpy} Python package, which we opti-
mise using the Limited-memory BFGS Liu & Nocedal (1989)
algorithm. \textsc{stan} is an automatically-differentiable language obviat-
ing the need for us to write the derivatives of our model, but this has
the downside of excessive computation and memory requirements
if several large matrices are multiplied. We have implemented two
different approaches to minimise the computations required when
multiplying the magnitude or colour Cholesky matrices, covering
the two limiting cases of the magnitude or colour random variables
being perfectly uncorrelated or perfectly correlated. If the random
variables are only weakly correlated then we can compute a pivoted, lower dimensionnal approximation to the
Cholesky matrix that will incur a lower multiplication cost. We
utilise the sparse matrix functionality in \textsc{scipy} and an open-source implementation\(^5\) of the low-rank pivoted Cholesky decomposition (Harbrecht et al. 2012).

To illustrate the use of \textsc{selectionfunctiontoolbox}, we use it
to deduce the selection function of the Sloan Digital Sky Survey’s
(Blanton & et al. 2017) Apache Point Observatory Galactic Evo-
lution Experiment (APOGEE, Majewski et al. 2017; Nidever et al.
2015; Wilson et al. 2019), specifically the main red giant survey
in the sixteenth data release (Ahumada & et al. 2020). We specif-
cically select only those stars in the main red giant sample, defined
by \textsc{EXTRATARG==0}. APOGEE selected stars from the Two Mi-
cron All-Sky Survey (2MASS, Skrutskie et al. 2006) that lay in

\(^4\) \url{https://github.com/gaiaverse/selectionfunctiontoolbox}

\(^5\) \url{https://github.com/NathanWycoff/PivotedCholesky}
Selection function toolbox

In the top panel of Fig. 3 we show the apparent magnitude distribution of the sources in 2MASS and the APOGEE DR16 main red giant survey as a function of $H$ magnitude. The grey dashed lines denote the nominal $7 < H < 13.8$ mag limits of the APOGEE survey selection. **Bottom:** Estimate of the probability that a source in 2MASS is in the APOGEE DR16 main red giant survey in pixels on the sky.

specific circular fields across the sky and that satisfied cuts in $H$ magnitude and dereddened $J - K$ colour, with those magnitude-colour cuts varying between fields. If APOGEE had observed all of the stars satisfying these cuts in position, magnitude and colour, then the selection function would be binary: unity if a star satisfies the cuts, zero otherwise. However, the finite width of the fibres in APOGEE’s multi-object fibre spectrograph limited the number of stars they could observe simultaneously in a given field, causing the selection function to be less than one even for stars satisfying the cuts.

In the top panel of Fig. 3 we show the apparent magnitude distribution of the sources in 2MASS and the APOGEE DR16 main red giant survey in 0.1 mag bins, illustrating that the stars observed by APOGEE are a small subset of those reported in 2MASS. By counting the number of sources in APOGEE $k$ and 2MASS $n$ in each $\text{nside} = 128$ HEALPix pixel, we can estimate the typical selection probability in that pixel as $(1+k)/(2+n)$ and we show this quantity across the sky in the bottom panel of Fig. 3. As discussed in Sec. 2.3, this quantity is the mean of your posterior on the bias of a coin after flipping a coin $n$ times and observing $k$ heads, starting from a uniform prior on the coin’s bias. This figure shows that - even for stars lying in one of the APOGEE fields - the probability of being observed was greatly reduced in fields near the Galactic plane with high stellar number density. That our rough estimate of the selection probability varies outside of the APOGEE fields reflects that the more 2MASS sources there are in a pixel that weren’t observed by APOGEE, the more confident you can be that the selection probability was very small. This estimate of the selection probability ignores any magnitude dependence and is highly sensitive to the number and shape of the pixels (in the limit where every star lies in a unique pixel, the estimate will either be 1/2 if there are no stars in that pixel, 1/3 if there is a star that wasn’t observed by APOGEE, or 2/3 if there is a star that was observed by APOGEE), motivating us to construct more reliable estimates of the selection probability in terms of magnitude and position using the three tools in SELECTIONFUNCTIONTOOLBOX. All of the following examples were generated using a Jupyter notebook that is available on-line\footnote{https://github.com/gaiaverse/selectionfunctiontoolbox/} and we encourage readers to try it out. To avoid the computations being overly demanding we have necessarily lowered the magnitude and position resolution of our selection functions such that they each take less than one hour to estimate on a single core.

4.1 Model A

Our first attempt at modelling the selection function assumes that we have no a priori knowledge of the dependence on magnitude and position - we simply have a catalogue and a subset drawn from that catalogue. In this situation our intermediate sample is the entire 2MASS catalogue, while our science sample comprises the stars in the APOGEE DR16 red giant sample. We count the stars in magnitude and position bins in APOGEE $k_{pm}$ and 2MASS $n_{pm}$, using 0.5 mag bins over $-5 < H < 25$ mag and an $\text{nside} = 32$ HEALPix grid across the sky. We assume that the mean of the model is $\mu = -10$, that the magnitude dependence is described by a Rational Quadratic kernel with a variance of 1, a lengthscale of 1 mag and a powerlaw of 1, and use a spherical harmonic basis up to $l = 64$ to model the position dependence (the ‘hammer’).

In Fig. 4 we show the total number of 2MASS and APOGEE stars in each 0.5 mag bin, as well as a prediction for the number of APOGEE stars given the stars in 2MASS and our inferred selection function. The prediction is calculated by assuming that the number of APOGEE stars in each magnitude bin is Poisson-distributed, with a rate $\lambda_m$ given by summing the number of stars in 2MASS multiplied by our inferred selection function across position,

$$\lambda_m = \sum_p n_{pm} / (1 + e^{-\mu_p pm}).$$

The shaded regions indicate the one-sigma and two-sigma confidence intervals on the predicted number of APOGEE stars. Note that this Poisson-formulation is only an approximation. The predicted number of APOGEE stars in each position-magnitude bin is binomially-distributed and the sum of these across position bins is thus Poisson binomial distributed\footnote{The Poisson binomial probability distribution describes the probability of the number of heads when $n$ coins with different biases are flipped. It requires summing over the probability of each combination of coins which could have resulted in a given number of heads, and thus is computationally-demanding when $n$ is large.}, but Poisson binomial random variables can be approximated by Poisson random variables. The predicted number of APOGEE stars in each magnitude bin closely matches the observed number within the interval $7 < H < 14$ mag.
that contains almost all of the APOGEE stars. Our inferred selection function overestimates the number of APOGEE stars just below $H = 7$ mag due to our assumption that the selection function is correlated over length scales of 1 mag, which similarly causes the slight overestimate at the faint end.

Along the top row of Fig. 5 we show a simple estimate of the selection function $(1 + k_{pm})/(2 + n_{pm})$ at different magnitudes. We stress that the gradient in colour outside the APOGEE fields reflects that this simple estimator can only return small selection probabilities in regions with many 2MASS stars. Along the middle row we show our inferred selection probability which does not share this weakness, because the selection function is correlated across the sky. The bottom row shows the p-value of data in each pixel given our model and thus quantifies the consistency between our inferred selection probability and the data. The quantity $p_{\text{value}}$ should be uniformly random if our model is well-fit to the data, will be clustered at 0% or 100% if we have under-fit to the data, and clustered at an intermediate value if we have over-fit the data. See the companion paper for a more detailed exposition on this quantity. Overall we have achieved a good fit to the data, except in the Galactic plane. This occurs because the spatial model is having to compromise fitting the relatively high selection probability within the fields against matching the small selection probability outside them - a contrast which is greatest in the Galactic plane because the density of 2MASS sources allows the model to be highly confident that the selection probability is very small outside the APOGEE fields.

4.2 Model B

Our second attempt at modelling the selection function resolves the issues of Model A by incorporating knowledge of the APOGEE targeting. We know that sources were only considered for incorporation in APOGEE if their magnitude lay in $7 < H < 13.8$ mag (ignoring the small number of targets outside this range) and if they were inside one of the APOGEE fields. The issues with Model A in both magnitude and position space were due to the selection probability needing to compromise estimating the selection probability of stars within these regions whilst returning zero selection probability outside them, which caused the selection probability to be badly estimated on the borders of those regions.

We can improve our estimate of the selection function by dividing it into a known component (which is one if a star satisfies these requirements and zero otherwise) and an unknown component (which accounts for the remainder of the selection effects). In the case of APOGEE, the known component could include knowledge of whether the star falls on one of the APOGEE fields, while the unknown component will be attempting to model random processes such as whether a star satisfying all the known selections cuts was randomly allocated a spectroscopic fibre. We can estimate this unknown component by comparing APOGEE to the intermediate sample drawn from 2MASS which satisfies the position and magnitude requirements. The advantage of doing this is that the model does not need to capture the sharp changes in selection probability that occur on the boundary of the magnitude selection or on the edges of fields.

We select all stars in APOGEE and 2MASS that satisfy $7 < H < 13.8$ mag and that lie inside one of the APOGEE fields. We count the stars in magnitude and position bins in APOGEE $k_{pm}$ and 2MASS $n_{pm}$, using 0.4 mag bins over $7 < H < 13.8$ mag and an $n_{\text{side}} = 32$ HEALPix grid across the sky. We assume that the mean of the model is $\mu = -10$, that the magnitude dependence is described by a Rational Quadratic kernel with a variance of $\sigma^2 = 1$, a lengthscale of 1 mag and a powerlaw of $\alpha = 1$, and use a spherical needlets basis to model the position dependence (the ‘Chisel’) with orders up to and including $j = 5$ and use a Chi-Squared weighting function with $B = 2$ and $p = 1$.

In Fig. 6 we show the total number of 2MASS and APOGEE stars in each 0.4 mag bin, as well as a prediction for the number of APOGEE stars given the stars in 2MASS and our inferred selection function. We perfectly recover the the magnitude distribution of the APOGEE sources. In Fig. 7 we show the performance of our model across the sky. A key point to note is that Model B does fit the selection function in bins outside of any fields, but these fields have $n_{pm} = k_{pm} = 0$ and thus exert no influence on the fit inside the fields. We have applied a mask to every panel of Fig. 7 to prevent the figure being visually-dominated by the redundant parts of the model.

The bottom row of Fig. 7 shows that the consistency of our inferred selection function with the data is generally good, however there are three regions where there is some evidence of under- or over-fitting: the Galactic centre, the cluster of fields above the equator at the right hand edge, and the cluster of fields in the upper left quadrant. These issues are symptomatic of a structural issue with Model B - it does not incorporate our knowledge that the selection function increases where fields overlap. In Fig. 8 we show the location of APOGEE field as a circle, coloured by the number of other APOGEE fields that it overlaps with. The areas of the sky where fields most overlap coincide with the regions where Model B is most inconsistent with the data. A star lying in the overlap between two fields has two opportunities to be observed by APOGEE, and thus the selection function should be greater in these overlaps. However, these overlaps between fields that are a few degrees across are not resolved by the 1.8"-wide pixels in our $n_{\text{side}} = 32$ HEALPix bins, causing Model B to have to compromise between fitting stars inside and outside of these overlaps.

4.3 Model C

Our third attempt at modelling the selection function attempts to resolve the issues of Model B by incorporating knowledge that
Figure 5. Top: A map of one plus the number of APOGEE stars in each pixel divided by two plus the number of 2MASS stars, which provides a simple estimate of the probability that stars in 2MASS at the labelled magnitude were selected in APOGEE. Middle: Our inferred selection probability under Model A. Bottom: A p-value test of the consistency of our model with the data - p-value should be uniform between 0% and 100% if our model is well-fit, clustered at either end if it is under-fit, or clustered at 50% if it is over-fit.

Figure 6. Same as Fig. 4 but for Model B. The right grey line has been moved to $H = 13.8$ mag, which is the faintest limit of the sample.

APOGEE fields overlap. We make the assumption that the observations made in each field were independent of observations made in other fields, and further that the magnitude selection was the same across the entirety of each field. This allows us to define each APOGEE field to be a unique position ‘bin’ and to model the magnitude selection in each of these position bins as independent (the ‘Wrench’). The reason that we have termed this tool in SELECTION-FUNCTION-TOOLBOX the ‘Wrench’ is that it is incumbent on the user to ‘bolt’ the selection functions for each field together into one selection function applicable to the entire sky. For instance, if a star with magnitude $H$ lies on two APOGEE fields and we have the selection functions $S_1(H)$ and $S_2(H)$ for those two fields, then the probability that the star was selected in APOGEE is the union of those two probabilities,

$$S(H) = S_1(H) \cup S_2(H) \cup S_3(H)$$

if and only if the selection of the star on fields 1 and 2 are independent. In general, the selection probability for a star lying on $N$ independent fields is the union of the selection probabilities in each field. This formulation allows Model C to avoid ‘discovering’ the overlaps between fields from the data. We note that the assumption that each field independently selects sources is likely not perfect, because the targeting within each field will have purposefully avoided targeting a star already scheduled for observations within another field.

We select all stars in APOGEE and 2MASS that satisfy $7 \leq H \leq 13.8$ mag and that lie inside each of the APOGEE fields. We count the stars in each field in magnitude bins $k_{pm}$ and 2MASS $n_{pm}$, using 0.1 mag bins over $7 < H < 13.8$ mag, ensuring that we only include stars if they are flagged as being observed in that field. We assume that the mean of the model is $\mu = -10$ and that the magnitude dependence is described by the addition of two Rational Quadratic kernels, one with a variance of $\sigma^2 = 3$, a lengthscale of 0.2 mag and a powerlaw of $\alpha = 1$ and the other with a variance of $\sigma^2 = 1$, a lengthscale of 1.0 mag and a powerlaw of $\alpha = 1$.

We then computed the overall APOGEE selection probability at the centres of a $n_{side} = 1024$ HEALPix grid in steps of 0.1 mag.
across $7 < H < 13.8$ mag. The overall selection probability is the union of the selection probabilities in each field that contains the pixel centre. To evaluate the efficacy of our selection function (and to create plots comparable to those of Models A and B) we count the number of stars in APOGEE and 2MASS in each of these position-magnitude bins. We download the data at \texttt{nspec} = 128 resolution and average our inferred overall APOGEE selection probability maps down to that resolution. In Fig. 9 we show the total number of 2MASS and APOGEE stars in each 0.1 mag bin, as well as a prediction for the number of APOGEE stars given the stars in 2MASS and our inferred selection function. We recover the magnitude distribution of the APOGEE sources with a fair degree of accuracy. The performance is worse than Model B (see Fig. 6) because Model C attempts to infer the magnitude-dependence of the selection probability independently in each field, while Model B is able to share knowledge of the magnitude-dependence between nearby fields.

In Fig. 10 we show the performance of our model across the sky. To arrive at a figure that is comparable to Figs. 5 and 7, we have attributed to each pixel the total number of stars in APOGEE and 2MASS in every field containing that pixel. The motivation for this is that our simple $(1 + k)/(2 + n)$ estimate of the selection function should be applied across the entirety of each field, so that it is consistent with our assumption in Model C that the selection function

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure7.png}
\caption{Same as Fig. 5 but for Model B. A mask has been applied to grey out regions outside APOGEE fields.}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure8.png}
\caption{Each APOGEE field is plotted as a circle on a Mollweide projection in Galactic coordinates, and coloured by the number of other APOGEE fields that it overlaps with.}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure9.png}
\caption{Same as Fig. 4 but for Model C. The right grey line has been moved to $H = 13.8$ mag, which is the faintest limit of the sample.}
\end{figure}
function is position-independent within each field. The position selection function is broadly consistent with the data across the entire sky.

4.4 Summary

Each of the three models presented above takes a different approach to modelling the APOGEE DR16 red giant selection function. Here we give an overview of the advantages and weaknesses of each of those approaches, before discussing a possible improvement that was beyond the scope of this paper to implement.

Model A approaches the problem from a position of complete ignorance about how the APOGEE collaboration carried out their targeting, ignoring that stars were only selected in specific fields on the sky and in a specific magnitude range. Ignoring that information inevitably leads to a worse estimate of the selection function, with the model having to smooth out the sharp drop in selection probability across these boundaries. However, this situation of complete ignorance is a common one when attempting to estimate the selection function of a subset of a catalogue, either because the selection of the subset was less well documented than the APOGEE targeting or because the selection cannot be simply expressed in terms of position, magnitude and colour. Model A thus gives a template for estimating the selection function of any subset selected from any catalogue, only requiring that we know the number of stars in the subset and catalogue in bins across position, magnitude and colour.

Model B assumes that 2MASS stars outside the APOGEE fields and the magnitude range $7 \leq H \leq 13.8$ mag cannot have been selected and so drops those stars from the star counts used in the modelling. It is incumbent on us to implement those position and magnitude cuts whenever we use the Model B selection function estimate, because SELECTIONFUNCTIONTOOLBOX will only be modelling the residual unknown component of the selection function. Incorporating knowledge of these cuts obviates the need for the model to smooth out the selection probability across these sharp discontinuities, resulting in a much better estimate of the selection function. Model B is the ideal model to use for a sample selected in specific fields that do not overlap and where it is possible that the selection probability could vary across a field. The latter of these assumptions does apply to APOGEE: the selection probability is lower on the side of the field nearer the Galactic plane due to there simply being more stars in the catalogue to pick from. However, many of the APOGEE fields do overlap with other fields, as shown in Fig. 8. Stars in the 2MASS catalogue that lie in these overlaps are more likely to be in the APOGEE sample, because they had more opportunities to be targeted for observations. The overlapping fields create regions of the sky where the selection probability changes sharply which are too small for Model B to resolve.

Model C explores one solution to the overlapping fields problem, which is to separately model the probability of a 2MASS star being selected in each field as a function solely of magnitude. The probability of a star being selected in the overall APOGEE survey can then be computed as the union of the probabilities of it being selected in each of the fields containing that star, allowing us to perfectly resolve arbitrarily small overlaps between APOGEE fields. The downside to this approach is that we must individually infer the selection probability in terms of magnitude in each field using only the stars in that field, ignoring that the magnitude selection in nearby fields will likely be similar and thus arrive at a worse estimate.

The ideal model would combine Model B and Model C. One solution would be to decompose the probability $q_{pmc}$ that a star is targeted by field $i$ into two parts: the indicator function returning one if the star lies in field $i$ and zero otherwise, and a probability $q_{pmc}$ that only depends on position, magnitude and colour and is common between fields. The probability of a star being selected in the overall APOGEE survey can then be calculated as in Model C, using the union of the selection probabilities in each field. This model correlates the probability of selection in terms of magnitude between fields and properly accounts for the overlap. Furthermore, it is easy to implement. If we have the binned count of stars in field $i$ in 2MASS $n_{pmc}^i$ and APOGEE $k_{pmc}^i$, then the quantities $n_{pmc} = \sum_i n_{pmc}^i$ and $k_{pmc} = \sum_i k_{pmc}^i$ can be immediately used with our standard spherical harmonic or spherical needlet machinery to derive an estimate of $q_{pmc}$. The difference between this model and Models A and B is that each star is counted multiple times, once for each APOGEE field in which it lies. This multiple-counting correctly accounts for the increased selection probability of a star sitting in the overlap of multiple fields. However, the assumption that the selection probability is solely a function of position, magnitude and colour is common across fields is likely only partly true. This assumption would be violated by, for instance, two nearby fields having different magnitude limits. Examples of this can be seen in the right two panels of the top row of Fig. 5, where only some of the fields in the northern hemisphere went down to $H = 13$ mag. If fields with different magnitude limits are separated by more than a few degrees then the model will have enough flexibility to recover those magnitude limits. Otherwise, the model will average out the different selection probabilities, giving results that will still be somewhat accurate. In the worst case, suppose two overlapping fields have true selection probabilities of one and zero (i.e. one field selects all 2MASS sources in that field, the other selects none). The model will return a selection probability in each field of roughly 50% in the overlap, and thus give an overall selection probability of 75% once the union of probabilities is calculated, as compared to the true overall selection probability of 100%.

5 CONCLUSIONS

Large catalogues are now ubiquitous throughout astronomy, but it remains true that most scientific analysis are done on smaller samples drawn from these catalogues by applying custom cuts. The selection function of that scientific sample - the probability that a star in the catalogue will satisfy these cuts and so make it into the sample - is thus unique to each scientific analysis. We have created a general framework that can flexibly estimate the selection function of a sample drawn from a catalogue in terms of position, magnitude and colour, accounting for correlations in the selection function using Gaussian processes and spherical harmonics. We have created a new open-source Python package SELECTIONFUNCTIONTOOLBOX that implements this framework and used it to estimate three different selection functions for the APOGEE DR16 red giant sample as a subset of 2MASS, with each selection function improving on the last by incorporating more domain knowledge of the APOGEE targeting. In a companion paper we applied our methodology to derive estimates of the astrometric and spectroscopic selection functions of Gaia EDR3. Our framework will make it trivial for astrophysicists to estimate the selection function that they should be using with the custom sample of stars that they designed to answer their scientific question.
Figure 10. Same as Fig. 5 but for Model C. A mask has been applied to grey out regions outside APOGEE fields.
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APPENDIX A: AVOIDING OVERFLOW IN THE BINOMIAL LOG-LIKELIHOOD

The logit-probability $x = \log \frac{p}{1-p}$ can take arbitrarily large values as $p$ goes towards zero or unity. To avoid numeric overflow when computing Eq. 6, we rearrange the naive expression,

$$
\log (\cosh x) = \frac{e^x + e^{-x}}{2}
$$

We note that the derivative of this expression can be similarly rearranged to save on computation by reusing the term $1 + e^{-2|x|}$,

$$
\tanh x = \frac{e^x - e^{-x}}{e^x + e^{-x}}
$$

$$
= \frac{2}{1 + e^{-2|x|}}.
$$

APPENDIX B: ANGULAR POWER SPECTRUM

Suppose we have a zero-mean, isotropic Gaussian random field $\Theta(x)$ at every point $x$ on the sky. If we sample many realisations of that field and expand them in terms of spherical harmonics,

$$
\Theta(x) = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} a_{\ell m} Y_{\ell}^{m}(x)
$$

where

$$
a_{\ell m} = \int_{S^2} \Theta(x) \overline{Y_{\ell}^{m}}(x) d\Omega.
$$

then we can use the variance of the resulting harmonic coefficients to define the power spectrum $C_{\ell}$ of the field by

$$
\langle a_{\ell m} \overline{a_{\ell' m'}} \rangle = \delta_{\ell \ell'} \delta_{mm'} C_{\ell}.
$$

In this work we are trying to forward model an unknown random field on the sphere in terms of random variables $a_{\ell m}$. If we know a reasonable a priori choice for the power spectrum of that field, then we can set the prior on each $a_{\ell m}$ to be a zero-mean Gaussian with a variance of $C_{\ell}$.

We can derive a similar expression for the case of needlets, where we are instead expanding the random field $\Theta(x)$ as

$$
\Theta(x) = \sum_{j=0}^{\infty} \sum_{k=0}^{N_{j}} \beta_{jk} \psi_{jk}(x)
$$

where

$$
\beta_{jk} = \int_{S^2} \Theta(x) \psi_{jk}(x) d\Omega
$$

using the definition of the spherical needlets. The variance of the needlet coefficients over many realisations will be given by

$$
\langle |\beta_{jk}|^2 \rangle = \frac{1}{N_{j}} \sum_{\ell=0}^{\infty} (2\ell + 1) C_{\ell} \overline{b_{\ell}^2(j)}.
$$

APPENDIX C: GAUSSIAN PROCESS KERNELS

We have implemented a number of kernels in selectionfunction-toolbox that can be used to describe the magnitude or colour dependence of selection functions, listed in the upper section of Tab. C1. The act of scaling a kernel by a constant number, adding two kernels together or multiplying two kernels all result in a new valid kernel, and so we have also implemented functionality allowing for these operations as listed in the lower section of Tab. C1. The user is also free to implement their own kernels using our
Table C1. The kernels that we have made available within the SelectionFunctionToolBox.

| Name               | Hyperparameters | Form                                                      |
|--------------------|-----------------|-----------------------------------------------------------|
| Squared Exponential| $l > 0$         | $K(x, x') = \exp \left( -\frac{(x-x')^2}{2l^2} \right)$ |
| Matérn-1/2        | $l > 0$         | $K(x, x') = \exp \left( -\frac{|x-x'|}{l} \right)$ |
| Matérn-3/2        | $l > 0$         | $K(x, x') = \left( 1 + \sqrt{3|x-x'|} \right) \exp \left( -\sqrt{3|x-x'|} \right)$ |
| Rational Quadratic| $l > 0, \alpha > 0$ | $K(x, x') = \left( 1 + \frac{\sqrt{3|x-x'|}^\alpha}{\alpha l^\alpha} \right)$ |
| Periodic          | $l > 0, p > 0$  | $K(x, x') = \exp \left( -\frac{\sin^2(\pi|x-x'|/l)^2}{2p^2} \right)$ |
| Linear            | $-\infty < c < \infty$ | $K(x, x') = (x-c)(x-c')$ |
| White              | None            | $K(x, x') = \begin{cases} 1, & \text{if } x = x' \\ 0, & \text{otherwise} \end{cases}$ |

Scaled kernels $K_1$ $K(x, x') = \sigma^2 K_1(x, x')$ Additive kernels $K_1, K_2$ $K_{K_1, K_2}(x, x') = K_1(x, x') + K_2(x, x')$ Multiplicative kernels $K_1, K_2$ $K_{K_1, K_2}(x, x') = K_1(x, x')K_2(x, x')$

KERNELBASE class, allowing virtually any correlation between magnitude or colour bins to be encoded. The only requirement is that the resulting covariance matrix must be able to be decomposed into Cholesky factors, which requires that, at a minimum, the kernel must be real-valued, symmetric $K(x, x') = K(x', x)$, and satisfy $K(x, x) \neq 0$.
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