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Abstract
Protein-protein interaction (PPI) network analysis presents an essential role in understanding the functional relationship among proteins in a living biological system. Despite the success of current approaches for understanding the PPI network, the large fraction of missing and spurious PPIs and a low coverage of complete PPI network are the sources of major concern. In this paper, based on the diffusion process, we propose a new concept of global geometric affinity and an accompanying computational scheme to filter the uncertain PPIs, namely, reduce the spurious PPIs and recover the missing PPIs in the network. The main concept defines a diffusion process in which all proteins simultaneously participate to define a similarity metric (global geometric affinity (GGA)) to robustly reflect the internal connectivity among proteins. The robustness of the GGA is attributed to propagating the local connectivity to a global representation of similarity among proteins in a diffusion process. The propagation process is extremely fast as only simple matrix products are required in this computation process and thus our method is geared toward applications in high-throughput PPI networks. Furthermore, we proposed two new approaches that determine the optimal geometric scale of the PPI network and the optimal threshold for assigning the PPI from the GGA matrix. Our approach is tested with three protein-protein interaction networks and performs well with significant random noises of deletions and insertions in true PPIs. Our approach has the potential to benefit biological experiments, to better characterize network data sets, and to drive new discoveries.

Introduction
Current development in high-throughput measurement techniques such as tandem affinity purification, two-hybrid assays, and mass spectrometry have resulted in vast amounts of pertinent elements and the biological networks of their interactions [1–9]. The wealth of observed data has provided more opportunities and challenges in the exploration of protein functions and regulations in various organisms. However, the reliability of the observed PPIs is a major source of concern as the data inherently has very high rates of false measured interactions, sometimes up to 50% [10,11], and a low coverage of the complete PPI network. Therefore, the computational approaches have been receiving an increasing attention towards assigning PPI network analysis [1,12–14]. The general approach behind the computational methods combines the extra information (evidences) to re-evaluate the quality of the observed network. The assumption is that the observed PPI network itself is a realization of an underlying probabilistic model [1,15]. If the probability p(PPI or NPPi) (NPPi denotes protein-protein non-interaction henceforth) is the probability of the observed PPIs and NPPis in the network, statistically, the computational approaches seek for the evidences to maximize the posterior probability p(PPI or NPPi | Combined evidences). Therefore, the strategy to integrate the evidences of the observed PPI network plays a critical role in the improvement of the fidelity of protein-protein interaction. According to the different types of the methods for combining the evidences, we can categorize the current efforts into two aspects discussed below.

As measurements cover different aspects of a biological systems with different characteristics of the PPI network [16], the first type of approaches of combining evidences integrate the multiple data sources, such as gene expression arrays, proteomics, and chromatin immunoprecipitation on chip assays [17,18], to evaluate the protein-protein interactions and its network, and then to improve the accuracy, coverage and robustness of PPIs. The integration methods typically include Bayesian approaches, decision trees, support vector machines and neural networks [12,19–21]. Those methods have proven to be particularly effective and yielded a clearer biological view of the system than single source based methods. However, the high rates of uncertain PPIs pose a challenge to integrate different resources, and the experimental measurements are sometimes extremely labor intensive and expensive. The geometric features of the PPI network have recently proven to provide new insights into PPI networks [1,22–30]. The second type of approaches of combining evidences mines the geometric characteristics behind the PPI network to evaluate the quality of PPIs. The common hypothesis for these methods is that the existence of the geometric topology structure for PPI networks which is crucial in determining the PPIs in the network [22]. Those approaches are promising as they only require the input from the PPI network topology. Although it is a
good initial step, there are still open research questions to answer in order to fully understand the PPI network based on its geometric features. The methods use the direct connections to evaluate the quality of an interaction pair [24,25,28,29]. Those methods are basically similar to the method in [29]. If they have many common neighbors, a pair of nodes is likely to be connected in the network. The methods rely on the degrees of individual proteins without considering the entire topology of the network. Therefore, the new defined metric, based on the embedding of geodesic distance in a Euclidean space [26,29] is sensitive to short-circuit noise (turning the geodesic distance in [1] is sensitive to noise as only local individual neighbors are considered in prediction and not sufficient to evaluate the global relation among nodes [26,29]. The improved techniques in [24,29] firstly cluster PPIs in the network in order to form sub-groups and then analyze the direct connections in the local cliques. However the methods are still strongly relying on the direct interactions. The approaches, which are able to exploit the entire topology based on using indirect neighbors in a network, are more promising [22,26,27] in revealing the true relationship among nodes in network. For example, a robust protein function prediction based on the indirect neighbors has been presented in the [27]. The state of the art approach uses a spectral decomposition, multidimensional scaling (MDS), to exploit the indirect neighbors in the network [1]. Their method firstly embedded the proteins in a high-dimensional space by the eigen-decomposition of the distance matrix, compute the Euclidean distance in the feature space, and then assign a PPI when such distance is smaller than a given threshold. A pair of proteins will be assigned an interaction (PPI) if they are close to each other in an embedded space whereas the NPPI corresponds to the pair of proteins that are distant from each other [1]. The performance of this method would be limited by the following drawbacks: the determination of the dimensionality used for embedding and the expensive computation cost due to the eigen-decomposition for large sized sparse or singular matrix. For the first issue, in [1] authors claim that the dimensionality might be related to the bio-chemical meaning but leave the strategy of determining optimal dimensionality in their future work. For the second issue, the current geometric methods unavoidably lead to a problem of the eigen-decomposition for a huge PPI matrix, which gives rise to computational difficulty in the real applications. In addition, the existing distance metric used to capture the geometric relationship is not robust to noise, for example, the geodesic distance in [1] is sensitive to short-circuit noise (turning the NPPI to false positive PPI). Therefore, the new defined metric, based on the embedding of geodesic distance in a Euclidean space by MDS, is unavoidably sensitive to short-circuit noise.

Similar to the method in [1], our method exploits the entire topology of the network based on spectral analysis. We proposed a novel computational framework based on a generalized diffusion process [31–33]. However, there are two main differences between those two methods. First, we do not compute the explicit representation for each protein in the feature space but the global implicit geometric affinity (GGA) by taking powers of a weight matrix about protein-protein relationship. Second, the GGA is revealed by the integration of local structure to a global geometric structure in a consistent manner, thus it is able to integrate the local limited sets of protein pairs to a global picture. Therefore, the new defined metric, based on the embedding of geometric in a Euclidean space, is more robust to short-circuit noise. Furthermore, our method addresses four challenging aspects: the determination of the optimal dimensionality, the limitations due to a low interaction coverage, the challenges of high rates of false positives and negatives, and the computational difficulty of eigen-decomposition for the large size of sparse and singular PPI network graph.

In addition, we are aware of the relationship between the GGA-method and Markov clustering (MCL) [28]. These two methods have the common in using random walk as theoretical basis. The differences lie in the following two aspects: 1) the application is different. MCL is proposed to cluster the network into small sub-networks. GGA is proposed to improve the fidelity of PPI network, 2) algorithmic difference in GGA and MCL. The MCL algorithm uses both the expansion and inflation operators iteratively to find out a steady state where the value in a single column of the resulting matrix remains the constant. This convergence has not been proven yet. In other words, the MCL algorithm attempts to find an equilibrium state using the expansion and inflation operator on the transition matrix iteratively [28]. Our GGA algorithm uses the expansion operator progressively but attempts to realize the optimal scale of revealing the intrinsic relationship among proteins. The optimal scale for geometric structure of PPI network is determined by the probability based algorithm. The revealed scale does not necessarily indicate the equilibrium state but the state where the optimal intrinsic geometric structure is revealed.

In Figure 1, we illustrate the general idea behind our method for removing the spurious PPI and recovering the missing PPI. In Figure 1(A), we find that there is only a single and isolated path between P7 and P1 in the whole network, which is potentially the spurious protein-protein interaction. Meanwhile, we find that there are many paths bridging P2 with P4 in the network even when there is no direct link between the two. This type of pair of proteins is a potential PPI and missed by the observation in the experiment. In Figure 1(B), we find that the spurious PPI is removed from the network and missing PPI is recovered.

Methods

Global geometric distance and affinity (GGD and GGA)

The computation of a global geometric metric from the local metric by geometric embedding operators has been recently established in machine learning research field [31,33–38]. Two different ways for calculating the global geometric metric are diffusion based metric and geodesic distance based metric (i.e. shortest path). The diffusion based metric, defined in a diffusion propagation process, is usually more appropriate and robustly captures the global geometry of the original manifold. Its strength is derived from its ability to account for all “evidences” rather than the shortest path (a single evidence) relating one point to another one [31,39]. For example, the authors in [39] found that diffusion metric based functional distances among protein domains closely correlate with sequence alignment, structural proximity and phylogenetic similarity. However, the geodesic metric based on the shortest path shows no significant correlation with either homology or phylogenetic similarity. Therefore, the diffusion metric is adopted in our method to evaluate the relationships among the proteins within a network. We will introduce a diffusion-based global geometric distance (GGD) and then develop our new global geometric affinity (GGA) in the following two sections.

Global geometric distance based diffusion metric (GGD). The diffusion metric revealed in a diffusion propagation process reflects the intrinsic and geometric relationship among data points in the embedded diffusion space. In practice, the diffusion metric is in a form of geometric distance (dissimilarity), called diffusion distance, which is represented by the Euclidean distance in the embedded space [1,31,33]. In Figure 2, the PPI network (Figure 2(A)) is mapped to an embedded space (Figure 2(B)). In Figure 2(B), \(x_i\) denotes the point \(i\) in the
original space, the mapping operator $\Phi$ denotes the function that maps points in original space to embedded space, the $\Phi(x_i)$ denotes the high dimensional vector in the embedded feature point. The diffusion distance $GGD(x_i,x_j)$ is formalized by the Equation 1 below:

$$GGD^2(x_i,x_j) = \|\Phi(x_i) - \Phi(x_j)\|^2$$ (1)

As the mapping function $\Phi$ is usually unknown, the computation of the diffusion distance is usually calculated through the eigen-decomposition of the diffusion kernel [1,31,35,36]. The distance is then approximated by the few leading eigenvectors corresponding to the few larger eigenvalue. The GGD is then formalized by the Equation 2 below:

$$GGD^2_m(x_i,x_j) = \sum_{n=1}^{N} \tilde{z}_n^m ((\tilde{v}_n) - (\tilde{v}_n))^2$$ (2)

Where $v_n$ and $\tilde{z}_n$ are the $n$th eigenvector and eigenvalue of the diffusion kernel respectively. The $N$ is the number of eigenvectors used for characterizing the embedding points (the dimensionality of the embedded space). The $2 * m$ is the propagation steps. This computational scheme explicitly finds the approximated coordinates for the embedded points and computes the Euclidean distance among them, which, for example, is implemented by diffusion maps, ISOMAP and LLE [33,35,36]. However, as we discussed above, this typical computational scheme for global metric has drawbacks when applied to PPI network analysis such
Global geometric affinity based on diffusion metric (GGA). We introduce a new definition of geometric metric, called global geometric affinity (GGA), to overcome the weaknesses of current geometric based methods for PPI network. Different from the GGD, the GGA is in the form of affinity (similarity), which is computed by the dot product of a pair of high-dimensional vectors (correlation coefficient). The \( GGA(x_i,x_j) \) is formalized by the Equation 3 below:

\[
GGA(x_i,x_j) = \langle \Phi(x_i), \Phi(x_j) \rangle
\]  

Where the \( \Phi(x_i) \) and \( \Phi(x_j) \) denote the high dimensional vector for point \( i \) and point \( j \) in the feature space respectively. The definition of GGA is the same as the definition of the kernel function by defining the dot product of feature vectors in the embedded space.

In this paper, the GGA is defined based on a diffusion process by which the local affinity (similarity in original space) is integrated to a global affinity in a systematic manner. Under a generalized definition, any kernel function can be defined as diffusion type kernel only if it can map the local metric to a global picture. In [39], there is a complete review for different types of diffusion kernel definitions.

In our paper, the GGA is defined by adapting the diffusion kernel in [31,39] to PPI network. PPI network data is given in a graph format where nodes in graph correspond to proteins and two nodes are linked by an edge if the corresponding proteins interact with each other. Suppose we denote the PPI network as a graph \( G=(V,E) \), where \( V \) is the set of notes (proteins) and \( E \) is a set of edges (PPIs), the adjacency matrix \( A \) of a graph is a \( N \times N \) matrix in which the entry \( a_{ij} = 1 \) if there is an edge from node \( i \) to node \( j \) and \( a_{ij} = 0 \) if there is no edge from node \( i \) and node \( j \).

In our work, we can consider the adjacency matrix \( A \) of PPI network a locally defined weighted matrix where weight is 1 if two proteins interact and 0 otherwise. The algorithm for the computation of GGA matrix (an \( N \times N \) matrix whose entries are the GGA values for all protein pairs) defined as follows:

1. Initialization of the weight matrix:

\[
\overline{W} = D^{-1}W
\]  

And the symmetrized version of \( \overline{W} \) matrix is:

\[
\overline{W}_1 = D^{-1/2}WD^{-1/2}
\]  

Where \( W \) is the adjacency matrix \( A \) and \( \overline{W} \) is the normalized weight matrix (also called local transition probability matrix), \( D \) is a diagonal matrix and is defined by \( D(i,i) = \sum_j W_{ij} \) and \( D(i,j)=0 \) if \( i \neq j \), and \( \overline{W}_1 \) is the symmetrized version of \( \overline{W} \).

This normalization process described in [32,39], however, is only optional in our application because PPI networks are often not well connected and very sparse, which gives trouble in the normalization process.

2. Propagation process:

\[
GGA = \overline{W}_1^m
\]  

Following Coifman et al. [32], the propagation process is implemented by taking powers of the matrix. Where \( 2m \) denotes the propagation steps and Coifman and Lafon [32] have suggested using even powers of \( \overline{W} \).

The GGA reflects the internal affinity (geometric similarity) between node \( i \) to \( j \) after \( 2m \) steps propagation as it considers all of possible paths between two nodes simultaneously via a diffusion process.

Determination of optimal propagation step

The parameter, \( m \) in Equation 6, determines different level of details of the internal relationship among proteins in network. To assess the optimal geometric scale for the PPI network, we propose a novel algorithm based the motif “thinking globally and fit locally” in machine learning community [36,40]. By “thinking globally”, the structure of protein-protein network is globally revealed by the GGA at different scales. We will answer how to choose the optimal scale based on the “fitting locally”, which indicates that the globally discovered geometric structure should be able to match with local prior knowledge about the PPI in the network. We derive the fitting algorithm based on a standard metric, AUC statistic, for quantifying the capability of identifying members in different groups (PPI and NPPI in this work). The AUC, defined as the area under the receiver operating characteristic (ROC) curve, often interpreted as the probability that a randomly chosen missing connected pair of nodes (true positive) is given a higher score by GGA than a randomly chosen unconnected pair of nodes (true negative). The higher the AUC, the better the revealed global structure fits the original PPI network. We will choose the scale at which the AUC is maximized.

\[
S_{opt} = \text{argmax}_m \text{Pro}(m)
\]  

where \( S_{opt} \) denotes the optimal propagation step, the \( m \) is the parameter of propagation step and \( \text{Pro}(m) \) denotes the AUC at the step of \( m \). Note that the Equation 7 is not a close form definition but the optimal value can be found at a small step based on our experimental observations. As observed in Figure 3, probability value (AUC) increases initially and monotonically decreases after obtaining its maximum at step 4. We then set the optimal propagation, \( m \), for the PPI network at 4.
Optimal Local Fitting algorithm (OLF) for PPI assignment

The assumption of the correctness of geometry based approaches in analysis of PPI network is that a pair of proteins will be assigned an interaction if they are close in an embedded space whereas NPPIs correspond to points that are further away in that space [1, 22]. However, there is one question remaining to answer: how to determine an optimal threshold in the embedded space to judge whether two proteins are close enough in the space to properly assign them an interaction. In this paper, we proposed an approach based on optimally fitting the GGA matrix to local original PPI network.

In the original PPI network, we denote \(\Omega_1\) as the set of PPIs and \(\Omega_2\) as the set of NPPIs. Given a threshold \(t\), we could build a binary matrix in which the new interaction will be assigned if the geometric affinity is larger than the threshold, vice versa. We denote \(\Omega_1(t)\) as the set of PPIs and \(\Omega_2(t)\) as the set of NPPIs in the newly determined PPI network. Based on these definitions, we define the following functions for each threshold \(t\):

True positive (TP) function

\[
TP(t) = \Omega_1(t) \cap \Omega_1
\]

(8)

False positive (FP) function

\[
FP(t) = \Omega_1(t) - \Omega_1 \cap \Omega_1
\]

(9)

True negative (TN) function

\[
TN(t) = \Omega_2(t) \cap \Omega_2
\]

(10)

False negative (FN) function

\[
FN(t) = \Omega_2(t) - \Omega_2 \cap \Omega_2
\]

(11)

Match function

\[
Match(t) = \sqrt{\frac{TP(t)}{FN(t) + TP(t)}} \times \sqrt{\frac{TN(t)}{FP(t) + TN(t)}}
\]

(12)

Given a threshold, the TP function measures the intersection between the new assigned PPIs set and the ground truth PPIs set, FP denotes the assigned edges which are not in the set of ground truth. TN denotes the intersection of new assigned NPPIs and ground truth of PPNs, and FN denotes new assigned PPIs in the ground truth of PPIs set. The match function evaluates how well the new assigned PPI network match with original local PPI network. From the mathematical point of view, we are about to solve the following optimization problem to find the optimal threshold value.

\[
t = \arg \max_t Match(t)
\]

Subject to : \(\min(GGA) \leq t \leq \max(GGA)\)

(13)

The algorithm for solving the optimization problem is outlined below and Figure 4 illustrates the process of finding an optimal threshold and assigning a new PPI network:

1. We vary the threshold from minimum to maximum found in GGA matrix among all pairs of proteins.
2. For a given threshold \(t\), we compute true positive (TP) function, true negative (TN) function, false positive (FP) function and false negative (FN) function.
3. Based on the values obtained from the previous step, we compute match function.
4. The optimal threshold is the one with maximum match function value (see Figure 4(B)). To assign the new PPI network, we apply the optimal threshold to GGA matrix. The new PPI will be assigned if the geometric affinity is larger than the threshold, vice versa.

In Figure 4(B), we can see that the match function starts zero, then increase until the peak value and then goes down to zero while varying the threshold from minimum to maximum of GGA. We can explain and understand the trend in the following way. When the threshold is equal to minimum value of GGA, all of the pairs of protein are assigned to the PPI, therefore the TN \((\min(GGA)) = 0\) and then the Match \((\min(GGA)) = 0\). When the threshold equal to maximum value of GGA, all of the pairs of proteins are assigned to NPPIs, therefore the TP \((\max(GGA)) = 0\) and then the Match \((\max(GGA)) = 0\). Although we do not prove the unique maxima value for match function in the current work, we observe the phenomenon by performing the experiment (see Figure 4(B)).

Results

Based on the experimental setting in [1, 26], we provide the experiments to evaluate the performance of our method (denoted as GGA-method henceforth) on yeast PPI networks below. We use the receiver operating characteristic (ROC) curve, a graphical plot of the sensitivity versus (1 - specificity) and area under curve (AUC) to evaluate the performance of GGA-method. We present three experiments to assess the performance: 1) the evaluation by ROC curve and precision recall (PR) curve, 2) the evaluation by AUC at different noise levels, 3) the evaluation of PPI prediction by OLF algorithm.

Data sources

We verify our approach on a publicly available and a high confidence S. cerevisiae network [41]. It consists of 9,074 interactions amongst 1,622 proteins (we denote it as CS hereafter). We use S. cerevisiae PPI network described by von Mering et al. [11] which contains 7,785 interactions among 1,682 proteins (henceforth network is denoted by VM) and a network published in [42], which consists of 31,861 interactions amongst 2,292 proteins (we denote it as Y2 hereafter).

Experiment 1: Evaluations by ROC and PR Curve

The CS PPI network is used in this experiment. We compare GGA-method to MDS-method in the experiment in terms of the performance for differentiating the PPI and NPPI in the network. As MDS-method only works on well-connected component of a network, we take the largest connected component of CS network, which has 8,323 interactions between 1,004 proteins. To validate the performance of GGA-method for differentiating the PPI and NPPI, we use the ROC curve and PR curve as the criteria. Both curves reflect how well GGA-method can differentiate the PPI
from the NPPI based on the revealed relationship among proteins in the network. To plot the ROC curve and PR curve, we first define true positive (TP), false positive (FP), true negative (TN) and false negative (FN). The TP measures the intersection between the new assigned PPIs set and the ground truth PPIs set, FP denotes the assigned edges which are not in the set of ground truth PPIs set, TN denotes the intersection of new assigned NPPIs and ground truth of NPPIs, and FN denotes new assigned NPPIs which are not in the set of ground truth NPPIs. To compare with MDS-method, we choose low confidence edges in CS as ground truth PPI, which is the same ground truth used in [1]. The ROC and PR curves are computed based on GGA matrix as follows.

1. We vary the threshold from minimum to maximum value in the GGA matrix among all pairs of proteins.
2. For a given threshold, we compute TP, TN, FP and FN.
3. We compute the sensitivity rate (TP/(TP+FN)) and specificity rate (TN/(TN+FP)), precise (TP/(TP+FP)) and recall (TP/(TP+FN)). To plot the ROC curve, the horizontal axis represents (1 - specificity), and the vertical axis represents sensitivity. To plot the PR curve, the horizontal axis represents recall, and the vertical axis represents precision.

The ROC curves are shown in the Figure 5. The illustrated results are encouraging in terms of the classification performance. As we can see from the Figure 5, both GGA-method and MDS-method perform well on the clean data. However, the ROC curve of GGA-method is clearly above the curve for MDS-method. We can find that both specificity and sensitivity of GGA-method are over 0.95 in this test, indicating an appealing performance in differentiating positive and negative PPI in network.

Following the experimental setting in [1], we further plot the PR curve for accuracy analysis. The experimental result is shown in Figure 6. Because the PPI network is really sparse, the fraction of true PPI is orderly lower than the fraction of true NPPI. A random predictor would give less than 1 correct TP in 1000 predictions, while the precision of PPI prediction of GGA-method can be over 0.40 at a recall about 0.35 for the original PPI network. The precision and recall analysis in [1] provides a precision about 0.15 at a recall about 0.35. With their level of precision and recall, they are able to reveal at least twice as many PPI available in BioGRID. Our method is expected to give a much higher prediction of true PPI.

Experiment 2: Evaluations by AUC at different noise levels

In this experiment, we demonstrate the performance of GGA-method in prediction of missing PPI and identification of spurious PPI in the noisy network. For an incomplete observed PPI network, we determine GGA for each pair of proteins in the network. We are interested in the pairs of proteins that have high GGA but are not connected in the observed network, and the pairs of proteins that have low GGA but are connected in the observed network. The first type of pairs of proteins are most likely candidates for missing PPI, and the second type of pairs are most likely candidates for spurious PPIs. Our method is compared to MDS-methods in [1] in each test. For each network, we randomly remove a subset of connections for the simulation of missing PPI, and randomly insert a subset of connections for the simulation of spurious PPI. We attempt to predict the missing PPI and identify the spurious PPI. A well-established criteria for quantifying the performance of prediction algorithms in machine learning area is...
the AUC, which can be calculated by the area under ROC curve. The AUC is often interpreted as the probability that a randomly chosen missing connected pair of nodes (true positive) is given a higher score by GGA than a randomly chosen unconnected pair of nodes (true negative) [26]. A random predictor will give AUC of score 0.5, and the extent to which the AUC exceeds 0.5 reflects how our prediction is better than chance.

We assess the performance of our method from two perspectives according to the tests on three PPI networks (CS,Y2,VM). First, we want to compare the performance in identification of spurious PPI using our method with that of MDS-method. We evaluate the comparison by gradually increase the insertions of the false PPI and attempt to identify those links using the topology information remaining in the network. Second, we want to compare the performance in predictions of missing PPI using our method with that of MDS-method. We evaluate the comparison by gradually increase the deletions of the true PPI and attempt to predict them using the topology information remaining in the network. The comparison result is displayed in the Table 1 and Table 2. The ‘Ins Ratio’ indicates the ratio between the number of the inserted PPIs and the number of the true PPIs in the network. The ‘Del Ratio’ represents the ratio between the number of the deleted PPIs and the number of the true PPIs in the network. In Table 1, we can see that the AUC gradually decreases with the increase in the ratio of insertion from 1 to 6. The comparison shows that GGA-method consistently outperforms MDS-method in identification of the spurious PPIs indicated by the higher values of AUC. Note that there is a certain ratio of deletion (0.1) of PPIconstantly outperforms MDS-method in identification of the spurious PPIs indicated by the higher values of AUC. Note that there is a certain ratio of deletion (0.1) of PPIs applied across the tests. In Table 2, we can see that the AUC gradually decreases with the increase in the ratio of deletion from 0.2 to 0.8. The comparison of two methods shows that GGA-method is consistently better than that of MDS-method in predicting missing PPIs indicated by the higher values of AUC. Note that there is a certain ratio of insertion (2.5) of PPIs applied across the tests. From the table, we can observe that both methods are more resistant to insertion noise (spurious PPI) than to deletion noise (missing PPI). This is because the number of the NPPIs is only larger than the number of the PPIs. A large fraction of deleted PPIs leads to dramatic deterioration of intrinsic geometric structure of network. We also notice that GGA-method is able to perform reasonably even when 80% of true PPIs are deleted or 6 times of false PPIs are inserted. However, at this level of noise, the performance of MDS-method is close to a random predictor, indicated by the AUC value (near 0.5). This test confirms that GGA-method is robust against two types of noise.

We explain why MDS-method performs worse than GGA-method against insertion and deletion noise. The metric revealed by MDS is based on the shortest path traveled from one protein to another protein in the network [1]. Before the deletion of the PPI, the shortest path between the pair of proteins is 1 as they are linked. However, the length of the shortest path increases if PPI no longer exists between them. Before the insertion of the PPI, the shortest path between the pair of proteins is larger than 1 as they are not directly linked. The path-length might be a very large if they are not far away. However, the shortest path would be changed to 1 if a link is introduced between them because of noise. The short-circuit noise is a typical topological noise in computational geometry area [43] which is usually overcome by the global geometric metric, for example the graph Laplacian based representation. While GGA-method evaluates the global affinity of two nodes taking into account all existing connections, therefore, they are more robust to both missing PPI and spurious PPI according to the results in the table.

To demonstrate the computation efficiency of GGA-method, we compare the computation time for both methods. The Table 3 contains the comparison result. We carried out 10 experiments

Table 1. Comparison of AUC test of GGA and MDS methods by insertion noise.

| Ins Ratio | 1  | 2  | 4  | 6  |
|-----------|----|----|----|----|
| CS        | 0.9538 | 0.9375 | 0.8964 | 0.8583 |
| MDS       | 0.7106 | 0.7021 | 0.4793 | 0.4580 |
| Y2        | 0.8470 | 0.8013 | 0.7743 | 0.7482 |
| MDS       | 0.7100 | 0.6040 | 0.4276 | 0.4196 |
| VM        | 0.9480 | 0.8956 | 0.8636 | 0.8347 |
| MDS       | 0.7099 | 0.6807 | 0.6913 | 0.6137 |

AUC values are computed for both methods under certain level of insertions of false positive PPIs in the original network. ‘Ins Ratio’ indicates the ratio between inserted false PPIs and the number of PPIs in the original network and corresponding AUC values are filled in the table. doi:10.1371/journal.pone.0019349.001

Table 2. Comparison of AUC test of GGA and MDS methods by deletion noise.

| Del Ratio | 0.2 | 0.4 | 0.6 | 0.8 |
|-----------|-----|-----|-----|-----|
| CS        | 0.9307 | 0.9114 | 0.8661 | 0.7131 |
| MDS       | 0.7059 | 0.6975 | 0.6161 | 0.5226 |
| Y2        | 0.7922 | 0.7676 | 0.7277 | 0.6608 |
| MDS       | 0.5413 | 0.5807 | 0.5973 | 0.5666 |
| VM        | 0.8912 | 0.8637 | 0.7893 | 0.7143 |
| MDS       | 0.6602 | 0.6023 | 0.5091 | 0.3635 |

AUC values are computed for both methods under certain level of deletions of true positive PPIs in the original network. ‘Del Ratio’ indicates the ratio between removed true PPIs and the number of PPIs in the original network and the corresponding AUC values are filled in the table. doi:10.1371/journal.pone.0019349.002
and recorded the computation time for both methods. It can be found that GGA-method runs much faster than MDS-method (nearly 40 times faster). The speed of the GGA-method over the MDS-method arises from its eigen-decomposition-free advantage. This is even more obvious if the size of the PPI network is huge and its adjacency matrix is singular in some cases.

**Experiment 3: Evaluations of PPI prediction by OLF algorithm**

The Optimal Local Fitting algorithm (OLF) is used to determine the threshold for the PPI assignment from the GGA matrix. The test result is shown in the Table 4. We assess the performance by the value of true positive accuracy (TPA). The TPA is the percentage of the recovered PPIs out of the ground truth PPI, which is defined as TP/(TP+FP). Two true positive accuracy, TPA1 and TPA2, are evaluated for each method with different ground truth PPI. TPA1 is the percentage of the recovered PPIs out of the deleted PPI in the ground truth, and TPA2 is the percentage of the recovered PPIs out of all of ground truth PPI. When the number of the insertions is zero, the MDS-method has computational difficulty because the network is not well-connected especially after a certain amount of PPIs is deleted, which does not satisfy the conditions of PPI network required by the MDS-method. In addition, the original MDS-method manually choose the threshold for the PPI assignment, for example, 0.4 in the second experiment presented in [1]. The strategy for the manual selection of the threshold is not well explained in their work. Based on our test, the MDS-method performs unstably when the threshold is manually set 0.4 as used in [1]. Therefore, we use our OLF algorithm for the determination of the threshold for MDS-method in this test, which greatly improves the performance of MDS-method in both stability and accuracy. We carry out the following two tests:

1. In the first test, we randomly insert the a certain amount of PPIs (Ins Ratio is 0.5) to the network and delete various amounts of PPIs (Del Ratios are 0.2, 0.4 and 0.6).

2. In the first test, we randomly insert the a certain amount of PPIs (Ins Ratio is 1.0) to the network and delete various amounts of PPIs (Del Ratios are 0.2, 0.4 and 0.6).

We analyze the results in Table 4 for two tests separately.

1. The result for the first test is presented in the first three rows (labeled 1,2,3 in the first column). In the table, we can find that both TPA1 and TPA2 are around 0.9 by GGA-method, suggesting most of the deleted PPIs are correctly recovered. The value of TPA is around 0.88 even with the 60% of true PPI is deleted. In contrast, the values of TPA for MDS-method are around 0.80 in the test. Some of the TPA values of MDS-method, for example, the result in Y2 test, are nearly 0.50, while GGA-method is able to remain around 0.80 in the same test.

2. The result for the second test is presented in the second three rows (labeled 4,5,6 in the first column). It indicates that GGA-method is insensitive to the insertion noise because the performance of recovering the missing PPIs is not affected by introducing a higher number of insertions of PPIs (the insertion ratio increases from 0.5 to 1.0). The comparison of the performance between two methods is obvious according to the TPA values in the table.

**Discussion**

The limitations of the current high-throughput measurements techniques inherently give rise to a large amount of spurious and missing PPIs. To clean the network, people often try to integrate multiple data sources, such as gene expression arrays and proteomics to improve the quality of PPIs in a network. Recently, geometric based approaches, which are only based on the topology of the PPI network, are very promising as those approaches are independent from other prior knowledge except for topology of the PPI network. However, the large amount of noisy PPIs poses a

---

**Table 3. Comparison of GGA-method and MDS-method in computation time.**

| Method     | E1   | E2   | E3   | E4   | E5   | E6   | E7   | E8   | E9   | E10  |
|------------|------|------|------|------|------|------|------|------|------|------|
| GGA-method | 6.21 | 6.36 | 7.01 | 6.37 | 7.51 | 6.73 | 6.53 | 6.7  | 6.28 | 6.65 |
| MDS-method | 260.18 | 258.75 | 263.85 | 260.76 | 264.96 | 247.4 | 252.71 | 255.29 | 271.57 | 273.56 |

Note that the unit used for measuring computation time is second, E denotes experiment, for example, E1, means the first experiment.

**Table 4. Comparison of GGA and MDS method in prediction performance by OLF algorithm.**

| CS | GGA-method | MDS-method | Y2 | GGA-method | MDS-method | VM | GGA-method | MDS-method |
|----|------------|------------|----|------------|------------|----|------------|------------|
|    | TPA1       | TPA2       | TPA1| TPA2       | TPA1       | TPA2| TPA1       | TPA2       |
| 1  | 0.9449     | 0.9517     | 0.7767| 0.8216     | 0.8387     | 0.8906| 0.6775     | 0.7173     |
| 2  | 0.9234     | 0.9339     | 0.7484| 0.8124     | 0.8901     | 0.8542| 0.6219     | 0.6526     |
| 3  | 0.8778     | 0.8906     | 0.7605| 0.8057     | 0.7785     | 0.8062| 0.5322     | 0.5542     |
| 4  | 0.9366     | 0.9508     | 0.7574| 0.7953     | 0.8316     | 0.8611| 0.6533     | 0.6912     |
| 5  | 0.9151     | 0.9315     | 0.7520| 0.7978     | 0.8088     | 0.8359| 0.5444     | 0.5790     |
| 6  | 0.8738     | 0.8819     | 0.7419| 0.7897     | 0.7576     | 0.7789| 0.5568     | 0.5926     |

Note that the unit used for measuring computation time is second, E denotes experiment, for example, E1, means the first experiment.
A robust global geometric metric for noisy and incomplete PPI network

Biological data, like the PPI data, are often observed in an incomplete manner with high noise. Any method, if simply based on the metric of a small number of local PPI network, is likely to be overwhelmed by the noise and incompleteness. It is of great importance to place the data in a statistical model and take into account all the pieces of local information simultaneously, in order to generate the knowledge behind the overall global structure of the data. Globally consistent metric, like the global geometric affinity proposed in this work, measure the relationship considering the optimal arrangement of all the data samples. Therefore, even if the local incomplete and noisy pairs of PPIs are not able to reveal the internal global structure, given sufficient samples of PPIs and considering the entire set of pair-wise linkages simultaneously, our GGA-method is able to reveal the intrinsic metric hidden in the very noisy and incomplete PPI data. The excellent robustness against noise is highlighted by its good performance at a large number of insertions and deletions introduced.

Minimizing the use of prior knowledge

Biological experimental measurements are usually time consuming and costly. The computational approaches are proposed to benefit biological experiments and to better characterize network data sets by minimizing the use of the prior knowledge from biological experiments. In recent years, the geometric features of PPI network have been proven to provide new insights into the function of individual proteins, protein complexes and cellular machinery as a complex system. These approaches take advantage of the geometric characteristics behind the PPI network, which enables to evaluate the relationship among the protein-protein interactions and analyze the network characteristics. These approaches based only on the geometric topology formed by connections among proteins and has been recently developed to de-noise the observed PPIs network. The common hypothesis for these methods is that the existence of the geometric structure for PPI networks and the topology knowledge is crucial in determining the PPIs in the network [22,23]. Under this assumption, a pair of proteins will be assigned an interaction if they are close in an embedded space whereas protein protein non-interactions correspond to points that are further away in that space [1].

Algorithm efficiency

The efficiency of a computational approach for most biological problems is vital in real applications due to the high-throughput nature of the data. The existing geometry based methods for the de-noising the PPI network, for example, MDS-method, are computationally expensive and even intractable for large and incomplete PPI networks. This is because these methods include the eigen-decomposition to compute the explicit embedding coordinates and then compute the global geometric distance. In our method, we completely decouple the global metric from the eigen-decomposition problem by proposing the GGA. The eigen-composition-free method give our method a distinct advantage that we can totally get rid of the issues caused by the eigendecomposition. Therefore, our proposed method is able to apply on the sparse and huge size PPI network and finish the de-noising in an efficient way. These virtues account for the superiority of our proposed in the real applications for de-noising PPI networks.

Limitations and future directions

This paper presents our first implementation, with very promising results in the completed tests. However, the noise properties in raw PPI data can be different from the simulated random deletions and insertions used in existing tests. The performance of our method and its general applicability in de-noising a PPI network generally confirm the robustness of our methods but still need further work to improve by testing more real challenging PPI data. The parameter of propagation step plays a critical role in looking through the geometric structure from multiple scales. Although we provide a probability based algorithm to determine the optimal parameter, we have not given a rigorous proof. In our future work, we will come up a good strategy based on this parameter to investigate the raw PPI network at different level of details. The OLF algorithm is proposed to numerically determine the optimal threshold without a closed form solution or proof to that optimization problem. Furthermore, GGA-method is a general method and applicable to a wide range of problem domains, for example, the reconstruction of the air transportation network.

Acknowledgments

We would like to thank the Institute for Pure & Applied Mathematics for providing fellowship to support Karthik Ramani’s visit. We would also like to thank Amit Singer, Yoel Shkolnisky, Ronald Coifman and Peter W. Jones for providing valuable insights on graph laplacian. We especially thank Stephane Lafon for his discussion about the diffusion process. We would like to thank Senthil K Chandrasegaran and Cecil Piya for proofing the manuscript.

Author Contributions

Conceived and designed the experiments: YF KR. Performed the experiments: YF MTS. Analyzed the data: YF. Wrote the paper: YF. Discussed the diffusion process: WB.

References

1. Kuchaiev O, Raasio J, Higham D, Pržulj N (2009) Geometric de-noising of protein-protein interaction networks. Plos Computational Biology 5.
2. Pawson T, Ghish G, Nash P (2001) SH2 domains, interaction modules and cellular wiring. Trends in Cell Biology 11: 504–511.
3. Ito T, Tashiro K, Muta S, Ozawa R, Chiba T, et al. (2000) Toward a protein-protein interaction map of the budding yeast: A comprehensive system to examine two-hybrid interactions in all possible combinations between the yeast proteins. Proceedings of the National Academy of Sciences of the United States of America 97: 1143–1147.
4. Uetz P, Giot L, Cagney G, Mansfield T, Judson R, et al. (2000) A comprehensive analysis of protein-protein interactions in saccharomyces cerevisiae. Nature 403: 623–627.
5. Giot L, Bader J, Brouwer G, Chaudhuri A, Kuang B, et al. (2003) A protein-protein interaction map of drosophila melanogaster. Science 302: 1727–1736.
6. Stelzl U, Worm U, Lalowski M, Haenig C, Brembeck F, et al. (2005) A human protein-protein interaction network: A resource for annotating the proteome. Cell 122: 957–966.
7. Krogan N, Cagney G, Yu H, Zhong G, Guo X, et al. (2006) Global landscape of protein complexes in the yeast saccharomyces cerevisiae. Nature 440: 637–643.
8. Fang Y, Liu YS, Ramani K (2009) Three dimensional shape comparison of flexible proteins using the local-diameter descriptor. BMC Structural Biology 9: 24.
9. Liu YS, Fang Y, Ramani K (2009) Ids: deformation invariant signatures for molecular shape comparison. BMC Bioinformatics 10: 157.
10. Edwards A, Gus B, Jansen R, Greenbaum D, Greenblatt J, et al. (2002) Bridging structural biology and genomics: assessing protein interaction data with known complexes. Trends in Genetics 18: 529–536.

11. von Mering C, Krause R, Snel B, Cornell M, Oliver S, et al. (2002) Comparative assessment of large-scale data sets of protein-protein interactions. Nature 417: 399–403.

12. Jansen R, Yu H, Greenbaum D, Kluger Y, Krogan N, et al. (2003) A bayesian networks approach for predicting protein-protein interactions from genomic data. Science 302: 449–453.

13. Wang J, Li C, Wang E, Wang X (2009) Uncovering the rules for protein-protein interactions from yeast genomic data. Proceedings of the National Academy of Sciences of the United States of America 106: 3752–3757.

14. Hwang D, Rust A, Ramsey S, Smith J, Leslie D, et al. (2005) A data integration methodology for systems biology. Proceedings of the National Academy of Sciences of the United States of America 102: 17296–17301.

15. Guimera R, Sales-Pardo M (2009) Missing and spurious interactions and the reconstruction of complex networks. Proceedings of the National Academy of Sciences of the United States of America 106: 22073–22078.

16. Han J, Dupuy D, Bertin N, Cusick M, Vidal M (2005) Effect of sampling on topology predictions of protein-protein interaction networks. NATURE BIOTECHNOLOGY 23: 839–844.

17. Badger G, Hoger C (2002) Analysing yeast protein-protein interaction data obtained from different sources. Nat Biotechnol 20: 991–997.

18. Lee T, Rinaldi N, Robert F, Odom D, Bar-Joseph Z, et al. (2002) Transcriptional regulatory networks in saccharomyces cerevisiae. Science 298: 799–804.

19. Friedman N (2004) Inferring cellular networks using probabilistic graphical models. Science 303: 799–800.

20. Brown M, Grundy W, Lin D, Cristianini N, Sugnet C, et al. (2000) Knowledge-based analysis of microarray gene expression data by using support vector machines. Proceedings of the National Academy of Sciences of the United States of America 97: 262–267.

21. Lu L, Xia Y, Paccanaro A, Yu H, Gerstein M (2005) Assessing the limits of genomic data integration for predicting protein networks. Genome Research 15: 945–953.

22. Przulj N, Corney D, Jurisica I (2004) Modeling interactome: scale-free or geometric? Bioinformatics 20: 3568–3575.

23. Higham D, Rasajski M, Przulj N (2008) Fitting a geometric graph to a protein-protein interaction network. Bioinformatics 24: 1093–1099.

24. Yu H, Paccanaro A, Trifonov V, Gerstein M (2006) Predicting interactions in protein networks by completing defective cliques. Bioinformatics 22: 823–829.

25. Liben-Nowell, David, Kleinberg J (2003) The link prediction problem for social networks. Proceedings of the twelfth international conference on Information and Knowledge management. pp 536–539.

26. Chatenet A, Moore C, Newman MEJ (2008) Hierarchical structure and the prediction of missing links in networks. Nature 453: 98–101.

27. Chua HN, Sung WK, Wong I (2006) Exploiting indirect neighbours and topological weight to predict protein function from proteome networks. Bioinformatics 22: 1623–1630.

28. Enright AJ, Dongen SV, Ouzounis CA (2002) An efficient algorithm for large-scale detection of protein families. Nucleic Acids Research 30: 1573–1584.

29. Ucar D, Parthasarathy S, Asur S, Wang C (2005) Effective preprocessing strategies for functional clustering of a protein-protein interactions network. IEEE 129: 371–382.

30. Saito R, Suzuki H, Hayashizaki Y (2002) Interaction generality, a measurement to assess the reliability of a protein-protein interaction. Nucleic Acids Research 30: 1163–1168.

31. Lafon S, Lee A (2006) Diffusion maps and coarse-graining: A unified framework for dimensionality reduction, graph partitioning, and data set parameterization. Ieee Transactions on Pattern Analysis and Machine Intelligence 28: 1393–1403.

32. Coifman R, Lafon S (2006) Diffusion maps. Applied and Computational Harmonic Analysis 21: 5–30.

33. Coifman R, Lafon S, Lee A, Maggioni M, Nadler B, et al. (2005) Geometric diffusions as a tool for harmonic analysis and structure definition of data: Diffusion maps. Proceedings of the National Academy of Sciences of the United States of America 102: 7426–7431.

34. Coifman R, Lafon S, Lee A, Maggioni M, Nadler B, et al. (2005) Geometric diffusions as a tool for harmonic analysis and structure definition of data: Multiscale methods. Proceedings of the National Academy of Sciences of the United States of America 102: 7432–7437.

35. Tenenbaum J, de Silva V, Langford J (2000) A global geometric framework for nonlinear dimensionality reduction. Science 290.

36. Roweis S, Saul L (2000) Nonlinear dimensionality reduction by locally linear embedding. Science 290.

37. Lafon S, Keller Y, Coifman R (2006) Data fusion and multicue data matching by diffusion maps. Ieee Transactions on Pattern Analysis and Machine Intelligence 28: 1784–1797.

38. Fang Y, Murugappan S, Ramani K (2010) Estimating view parameters from random projections for tomography using spherical mds. BMC Medical Imaging 10: 12.

39. Lerman G, Shakhnivich B (2007) Defining functional distance using manifold embeddings of gene ontology annotations. Proceedings of the National Academy of Sciences of the United States of America 104: 11334–11339.

40. Singer A (2008) A remark on global positioning from local distances. Proceedings of the National Academy of Sciences of the United States of America 105: 9507–9511.

41. Collins S, Kremer P, Zhao X, Greenblatt J, Spencer F, et al. (2007) Toward a comprehensive atlas of the physical interactome of saccharomyces cerevisiae. Mol Cell Proteomics 6: 439–450.

42. Dong J, Horvath S (2007) Understanding network concepts in modules. BMC System Biology 1.

43. Fang Y, Sun M, Kim M, Ramani K (2011) Heat-mapping: A robust approach toward perceptually consistent mesh segmentation. IEEE Conference on Computer Vision and Pattern Recognition. pp 2145–2152.